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Noise is a major concern for Particle-In-Cell (PIC) simulations. We propose a new theoretical and algorithmic framework to evaluate and reduce the noise level for PIC simulations based on the Kernel Density Estimation (KDE) theory, which has been widely adopted in the machine learning and big data science. According to this framework, the error on particle density estimation for PIC simulations can be characterized by the Mean Integrated Square Error (MISE), which consists of two parts, systematic error and noise. A careful analysis shows that in the standard PIC methods noise is the dominate error, and the noise level can be reduced if we select different shape functions that are capable of balancing the systematic error and the noise. To improve, we use the von Mises distribution as the shape function and seek an optimal particle width that minimizes the Mean Integrated Square Error (MISE), represented by a Cross-Validation (CV) function. It is shown that this procedure significantly reduces the noise and the MISE for PIC simulations. A particle-wise width adjustment algorithm and a width update algorithm are also developed to further reduce the MISE. Simulations using the examples of Langmuir wave and Landau Damping demonstrate that relative to the standard PIC methods, the KDE algorithm developed in the present study reduces the noise level on density estimation by 98\%, and gives a much more accurate result on the linear damping rate.
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I. INTRODUCTION

Noise is a major concern in particle-in-cell (PIC) simulations\textsuperscript{[1-35]}. This problem stems from the usage of pseudo-particle. The spirit of pseudo-particle is to combine a large group of real particles into a pseudo one in order to reduce the computation cost. However, the reduction of simulation particles boosts the noise in simulation because the noise level is inversely proportional to the square root of the number of particles. An appropriate choice of shape function can effectively reduce the noise. In standard PIC methods, one intuitively lets shape function to be a triangular function with a width of double grid size, which is known as the first order weighting scheme\textsuperscript{[3]}. Although this simple shape function alleviates some noise, it leaves a large room to improve. The kernel density estimation (KDE) algorithm\textsuperscript{[36-39]}, a nonparametric method developed in machine learning and widely applied in big data science\textsuperscript{[40,41]}, computer vision\textsuperscript{[42]}, biology statistics\textsuperscript{[43-45]}, and quantitative finance\textsuperscript{[38]}, provides a path forward.

According to the KDE theory, the probability density is estimated by summing up kernel functions, or the shape function, located at all samples, which are simulation particles in PIC simulations. The key question is to determine the kernel function, and it is answered by two steps. First, the shape of the kernel function is designed. Second, the size of the kernel function is selected. When the shape is chosen to be triangular and size to be double grid size, the KDE algorithm is the same as the standard PIC method. When the shape and size of the kernel function are allowed to vary, the KDE method provides a tool to systematically reduce the noise level of the PIC simulations. In this paper, we initiate an investigation in this direction.

Of course, different noise reduction techniques had been investigated in the past. For example, low-pass filters\textsuperscript{[3]} can be used to filter out high frequency components, which may contain undesirable noise. Another important technique is the delta-f method\textsuperscript{[14,17,21,46-48]}, applicable for simulating system with small perturbations. The KDE algorithm developed in the present study can be viewed as a new attempt in this endeavor using modern techniques exemplified by machine learning and big data science.

We adopt the wrapped normal distribution\textsuperscript{[49,51]} as the shape of kernel function. This function can be closely approximated by Von Mises distribution\textsuperscript{[52]}, which is infinitely differentiable everywhere and satisfies the periodic boundary conditions. In addition, there are
many efficient algorithms\textsuperscript{53,54} to compute this function.

The width of kernel function will be optimized according to the KDE theory\textsuperscript{55–58}. The goal is to minimize the Mean Integrated Square Error (MISE)\textsuperscript{59}, which is the integrated square of the difference between the estimated distribution and the true distribution. The MISE consists of two parts, the bias and variance. The bias error corresponds to the systematic error, and the variance error is the noise for PIC simulations. Thus in the present study, bias error will also be called systematic error and the variance error will also be called noise. The optimized width is the one that minimizes the MISE. This is very different from the standard PIC methods, where one selects a small width, i.e., the double grid size, which gives a small system error (bias), but a large noise (variance). Obviously, the KDE algorithm has an advantage, because it balances the bias and variance. The bias-variance trade-off is a key issue in all types of supervised machine learning. It is interesting to realize that it is also the dominant factor in the selection of particle shape function for PIC algorithms.

Since the true density distribution is always unknown in practice, we cannot calculate the MISE directly. There are two indirect ways to estimate this error\textsuperscript{37,38}. The first is the plugin method, which uses a pivot width to obtain an approximate density for estimating the MISE by a first order expansion. However, the results involve the second derivative of the density function in the denominator. In PIC simulations, density perturbations often contains small, short wavelength structures. The reciprocal of second derivative of density function can be large, which introduces significant numerical error. Therefore, the plugin method is not applicable for our purpose.

Instead, we adopt the second method, i.e., the cross-validation (CV) method\textsuperscript{36–38}. The idea is to estimate the true distribution using a leave-one-out distribution, constructed by summing through all samples expect for the one at the position of evaluation. With this technique, the MISE can be estimated up to a constant, and the optimization can be carried out.

Some distribution may have sharp peaks or narrow valleys. Because judgment of the optimal width is according to an integrated sense, the estimated distribution may “cut the peak and fill the valley”\textsuperscript{37}. To overcome this difficulty, a variate width adjustment is utilized. We shrink the width around high density and enlarge the width in the area of low density. This adjustment will further reduces the MISE, because it lightens the bias when the density is large and alleviates the variance when the density is small.
After determining the shape and the optimal width, we further allow the width to be updated through simulations. For this purpose, we must decide at which steps the width should be resized. The simplest approach is to recalculate the width at every time-step. But it suffers from two critical disadvantages. First, the computational cost is quite large since one has to solve a optimization problem at each time-step. Second, when the distribution is close to a uniform distribution, the optimal width will be infinitely large. Therefore, an more sophisticated update algorithm is needed. We will adjust the kernel size only at time-steps when the density is significantly non-uniform as determined by the Anderson-Darling test and has changed significantly since the previous width update. At all other time-steps, the kernel size is not updated.

We note that the idea of KDE has appeared previously in the smoothed particle hydrodynamics (SPH) method for fluid simulations. In this context, the kernel width is determined by solving simultaneous equations with one exogenous parameter, which is selected according to human experience. The SPH method does not determine an optimal kernel size using a systematic approach based on first principles. Diego and Kai used wavelets as kernels to estimate the density. However, the order of wavelet transformation is selected manually. Since the order implicitly decides the width of wavelet kernels, this estimation does not provide a data-driven width selection mechanism either.

As numerical examples, Langmuir wave and its linear Landau damping are simulated by a PIC method using the KDE algorithm. For the Langmuir wave, we compare the optimal CV function with that at the double grid size to demonstrate the reduction of total error by the KDE algorithm. The density and electric field calculated by the KDE algorithm show a significant reduction in noise level, compared with the standard PIC method. In addition, the relation between the optimal kernel width and the number of simulation particles is investigated. For the Landau damping, simulation results using the common random numbers variance reduction technique show that the linear damping rate is improved significantly when the KDE algorithm is applied.

This paper is organized as follows. Section II introduces the methodology of the KDE algorithm with four subsections on von Mises distribution, width selection, sample-wise adaptive method, and width update algorithm. In Section III., Langmuir wave and its Landau damping are simulated to demonstrate the noise-reduction effect of the KDE algorithm.
II. NOISE REDUCTION USING THE KDE ALGORITHM

A. The von Mises Distribution

Among different kinds of boundary conditions for plasma simulations, periodical boundary condition is frequently used. To apply the KDE algorithm to PIC simulations, we would like to select a kernel that satisfies the periodic boundary condition. The normal distribution function is a commonly used as a kernel in KDE algorithm with infinite smoothness. However, the normal distribution is defined on the entire real line and does not satisfy the periodic boundary condition. We can resolve this seeming conflict by using the following wrapped normal distribution as the kernel,

\[ f_{WN}(\theta; \mu, \sigma) = \frac{1}{\sigma \sqrt{2\pi}} \sum_{k=-\infty}^{+\infty} \exp \left[ -\frac{(\theta - \mu + 2\pi k)^2}{2\sigma^2} \right]. \] (1)

The wrapped normal distribution is just the sum of all normal distribution shifted by multiples of 2π. To reflect the periodic property of this distribution, the position is denoted as θ instead of x. Obviously, it automatically satisfies the periodical boundary condition.

The parameter \( \mu \) controls the peak position of the distribution, and the parameter \( \sigma \) is no longer the variance. A small \( \sigma \) results in a sharp peak, and the distribution converges to normal distribution when \( \sigma / 2\pi \ll 1 \). A large \( \sigma \) flattens the distribution, and the distribution converge to uniform distribution as \( \sigma \) goes to infinity.

Instead of evaluating the infinite series directly, the wrapped normal distribution can be approximated by the von Mises distribution defined as

\[ f(\theta|\mu, \kappa) = \frac{e^{\kappa \cos(\theta-\mu)}}{2\pi I_0(\kappa)}, \] (2)

where \( I_0 \) is the modified Bessel function of order 0. The parameter \( 1/\kappa \), analogous to the \( \sigma^2 \) in the wrapped normal distribution, measures the concentration. The von Mises function can be efficiently computed using many algorithms, and we will adopt the polynomial fit procedure.

B. The optimized size using CV optimization

According to the KDE theory, given \( n \) independent samples \( \{X_i|i = 1 \ldots n\} \) from identical distribution \( f(x) \), the probability density of the distribution can be estimated according to
the following formula,
\[
\hat{f}(x) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{h} K \left( \frac{X_i - x}{h} \right).
\] (3)

Here, \( K \) is the kernel function, \( h \) is the bandwidth or width of the kernel. A larger width results in a lower and flatter shape function, and a smaller width gives a higher and narrower shape function. If the kernel function satisfies
\[
\int K(x)dx = 1,
\] (4)
\[
K(x) = K(-x),
\] (5)
\[
\int x^2K(x)dx < \infty,
\] (6)

the estimation is called consistent.

We seek the optimized width that will minimize the error of the density estimator. But before we dive into the error analysis, we must clarify how the error of the density estimator is defined. In standard PIC methods, we focus on the accuracy of the density distribution on a sampling Eulerian grid point, as measured by the bias error, or the systematic error. However, it is not the only error that matters, and the variance error, or the noise, of the estimation is also important. If we choose a larger width, the kernel function will be flatter, and will give a smoother density estimation. But it loses detailed information of the distribution. If we choose a very small kernel width, the resulting density estimation will be spikier, and it reflects more details of the density information. As a price paid, it will introduce more statistical noise in the density estimation, corresponding to a large variance. A good density estimator needs to keep a balance between bias and variance. This is the well-known bias-variance trade-off problem.

Quantitatively, the error of a density estimator is defined as the mean integrated square error (MISE)
\[
MISE = E \left[ \int_0^{2\pi} \left[ f(x) - \hat{f}(x) \right]^2 dx \right].
\] (7)

In this paper, the expectation without subscript \( E \) is taken on random variables \( \{X_i | i = 1 \ldots n\} \), contained in the definition of \( \hat{f}(x) \). The MISE in essence is the sum of squared bias
and variance, because at each $x$ we can decompose the mean square error as

$$E \left\{ [f(x) - \hat{f}(x)]^2 \right\} = E \left\{ [f(x) - E\hat{f}(x) + E\hat{f}(x) - \hat{f}(x)]^2 \right\}$$  \hspace{1cm} (8)

$$= \left[f(x) - E\hat{f}(x)\right]^2 + E \left\{ [\hat{f}(x) - E\hat{f}(x)]^2 \right\}$$  \hspace{1cm} (9)

$$= \text{bias}^2 + \text{variance}. \hspace{1cm} (10)$$

The bias part, by definition, indicates the deviation of the estimated density from the true value, and thus corresponds to a systematic error. The variance part measures the fluctuation of the density estimation, which is known as noise for PIC simulations. The mean integrated square error is the integral of the sum of the variance and the square of the bias over all $x$, which provides a global measure of estimation error.

The key problem now is to find the minimum of MISE. There are several approaches. A common and simple way is to use the plugin method in circular data. For the von Mises kernel defined in Eq. (2), as the sample number goes to infinity, the variance is asymptotically proportional to $\kappa^{1/2}$, and the bias is proportional to $\kappa^{-2}$ asymptotically. We can see that when the size of kernel decreases as $1/\kappa$ decreases, the bias will be reduced and the variance will be enlarged. On the contrary, when the size of kernel increases, the bias will become large and the variance will be controlled. The multiplication of forth power of leading term of variance width the bias is a constant. So there will be an optimized point that minimized the MISE that best balance the variance and bias error. But this plugin method requires knowledge on the second derivative of the true distribution, which is hard to obtain. In addition, for a distribution with small, short-wave-length perturbation, calculation of second derivative induces large numerical error. Instead, in the present study, we will use the cross-validation (CV) method. The definition of MISE involves the true distribution of density, which is always unknown. The CV method provides a new pathway to estimate the MISE without calculating the density function.

The MISE can be expanded as

$$MISE = E \int \left[ \hat{f}(x) - f(x) \right]^2 \, dx$$  \hspace{1cm} (11)

$$= E \int \hat{f}(x)^2 \, dx - 2E \int \hat{f}(x)f(x) \, dx + \int f(x)^2 \, dx. \hspace{1cm} (12)$$

The last term can be viewed as a constant since it depends only on $f(x)$ and thus independent from the kernel width. Given a width, the first term can also be calculated using Eq. (3),
because it only involves the estimated density itself. The second term is more difficult, since
the true density is required. It can expressed as
\[ \int \hat{f}(x)f(x) \, dx = E_X[\hat{f}(X)]. \] (13)
The expectation on the right hand side of Eq. (13) can be estimated by the average of \( \hat{f}(X_i) \),
i.e. \( \sum_{i=1}^{n} \hat{f}(X_i)/n \). However, this estimation leads to \( h = 0 \) when minimizing the MISE.
This fact is proved in Appendix A. To overcome this difficulty, the leave-one-out estimator is applied. The expectation is estimated as
\[ \hat{E}_X[\hat{f}(X)] = \frac{1}{n} \sum_{i=1}^{n} \hat{f}_{-i}(X_i), \] (14)
where
\[ \hat{f}_{-i}(X_i) = \frac{1}{(n-1)h} \sum_{j \neq i, j=1}^{n} K \left( \frac{X_i - X_j}{h} \right) \] (15)
is the leave-one-out estimator of Eq. (13). We mention in passing that there also exists a similar jackknife re-sampling method to achieve the same goal.

The CV function of kernel width \( h \) is defined as
\[ CV(h) = \int \hat{f}(x)^2 \, dx - 2E[\hat{E}_X[\hat{f}(X)]] \] (16)
\[ = \frac{1}{n^2h^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \int K \left( \frac{X_i - x}{h} \right) K \left( \frac{X_j - x}{h} \right) \, dx \]
\[ - \frac{2}{n} \sum_{i=1}^{n} \left[ \frac{1}{(n-1)h} \sum_{j \neq i, j=1}^{n} K \left( \frac{X_i - X_j}{h} \right) \right] \] (17)
\[ = \frac{1}{n^2h} \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{K} \left( \frac{X_i - X_j}{h} \right) \]
\[ - \frac{2}{n(n-1)h} \sum_{i=1}^{n} \sum_{j \neq i, j=1}^{n} K \left( \frac{X_i - X_j}{h} \right) \] (18)
where \( \tilde{K}(x) = \int K(x-t)K(t) \, dt \) is the two-fold convolution. It is straight to show that \( \tilde{K}(x) \) is a symmetric probability density function as well.

Since it can be proved that
\[ E[\hat{E}_X[\hat{f}(X)]] = E[E_X[\hat{f}(X)]], \] (19)
in which the outer expectation \( E \) is taken on \( X_i \) and inner expectation \( E_X \) is taken on \( X \),
function \( CV(h) + \int f^2(x) \, dx \) is an unbiased estimator for the MISE. To minimize \( E[CV(h)] \)
is to minimize the MISE, since $\int f^2(x)dx$ is a constant independent from $h$. Assuming that $\hat{h}$ that minimizes $CV(h)$ also approximately minimizes $E[CV(h)]$, we take $\hat{h}$ as the optimal width for density estimation. Thus, the CV function can be used as the proxy of the MISE, and we can apply various algorithms, such as Newton gradient method, to minimize the CV function. The KDE algorithm replaces the fixed double grid width in the standard PIC methods with an optimal width that balances the variance error (noise) and the bias error (systematic error).

C. Adaptive width

From the minimization of the CV function, an optimal width is obtained. However, if the density has sharp peaks or narrow valleys, it is likely that the density estimator that minimizes the mean and integrated error will “cut the peaks and fill the valleys”.

To avoid this kind of shortcoming, instead of a constant width for the entire domain, the sample-wise adaptive widths will be used. The adaptive method generates different widths for all sample points, or particles, according to the priori density distribution using the CV-optimal width. It shrinks the widths for particles where the density is relative high and enlarges the widths where the density is relatively low. This procedure can be intuitively understood as follows. When the priori density is high, there are more particles crowded, and the bias can be further reduced with smaller width because the sample number is large, and the bias error is the domain error. On the contrary, in the place where the priori density is low, the sample number is small. Thus the variance error dominates, and it needs more particles to be included to reduce the variance of the estimation. Hence the width should be enlarged to include more particles in estimation. With this additional procedure, the MISE is further reduced.

We will adopt the adaptive method described by Silverman to perform the adjustment. It consists of the following steps.

1. Find a pilot estimate $\tilde{f}(x)$ by minimizing the CV function.

2. Define local width factor $\lambda_i$ by

$$\lambda_i = \left\{ f(X_i)/g \right\}^{-\alpha},$$  \hspace{1cm} (20)
where $g$ is the geometric mean of the $\tilde{f}(x)$, i.e.,

$$
\log(g) = \frac{1}{n} \sum \log \left( \tilde{f}(X_i) \right).
$$

(21)

Here, $\alpha$ is a sensitive factor. Larger $\alpha$ corresponds to more sensitive dependence of the corrected density on the priori density. In general, $\alpha$ is chosen to be 0.5, which keeps the same sensitivity relative to the priori density and to the samples.

3. Use the adjusted width to estimate the density function by summing up all kernels located on the samples,

$$
\hat{f}(t) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{h_\lambda_i} K \left( \frac{t - X_i}{h_\lambda_i} \right).
$$

(22)

D. Width update strategy

Compared with the KDE algorithm in which the samples are static and only one estimation needs to be performed, density estimation in plasma simulation is a dynamical process. The density of particles has to be estimated in each step. Naively, we may wish to optimize the width of kernels for each step, but this brings two difficulties. First, width optimization is expansive to compute. Performing width optimization at each time-step will slow down the simulation. Second and worse, when the distribution is close to uniform, the optimal width is as large as the positive infinity, and the width should not be optimized in this situation.

Therefore, we have to design an update algorithm to determine on which steps the width should be re-evaluated. The update algorithm developed in the present study utilizes a nonparametric test, the Anderson-Darling test\textsuperscript{60}, to tell whether a given sample is sampled from a uniform distribution or not. The confidence of the test is measured by the p-value. Smaller p-value indicates a more severe deviation from uniform. If we have 99% confidence, i.e., $p \leq 0.01$, on that the distribution is significantly different from a uniform, then we are allowed to perform the optimization. For the steps in which we cannot reject the hypothesis that the distribution is uniform, the width will not be updated. In order to effectively reduce the computational cost, we will use the same width for successive time-steps until the change of distribution has a significant accumulation. To measure the change of the distribution, we use the difference between the p-values of the Anderson-Darling test with respect to uniform
distribution at the two time-steps. In another word, we use the difference of deviation level from the uniform distribution as a measurement for the changes. Although the same p-value may correspond to the different distributions, this situation happens only when the distribution experiences a sudden change. Since particle density varies continuously with time, the variation of the p-value is an adequate indicator for the change of the distribution. In the algorithm implemented, only when the p-value at the a time-step reduces by half, we perform the CV optimization.

To sum up, we re-evaluate the width only when the distribution is different from uniform and is significantly different from that when the width was last optimized. The update algorithm can be summarized as follows.

\[
\begin{align*}
\text{if } & \ pvalue > 2 \times \text{threshold} \text{ then} \\
& pvalue_{th} = 2 \times \text{threshold} \\
\text{else if } & \ pvalue < 0.5 \times pvalue_{th} \text{ then} \\
& \text{calculate } h_{opt}^{target} \text{ by minimizing CV.} \\
& pvalue_{th} = pvalue_{th} \\
\text{end if} \\
& h_{opt} = adjustrate \times h_{opt}^{target} + (1 - adjustrate) \times h_{opt}
\end{align*}
\]

Here, the \textit{adjustrate} variable provides a smooth transition from the old width to the target optimal width. Empirically, the it is chosen to be 0.05.

III. SIMULATIONS OF ELECTROSTATIC WAVES

A. The Langmuir Waves

The Langmuir wave is a rapid electrostatic oscillation in plasma driven by the Coulomb force. We compare the results of simulations of Langmuir wave using the standard PIC method and the KDE algorithm.

We follows the convention of Birdsall\cite{5} for the normalization of physical quantities. The electron plasma oscillation frequency $\omega_{pe}$ is normalized to 1. The 1D spatial domain is $[0, 2\pi]$ with 512 grid points, and time-step $\Delta t$ is chosen to be 0.01. We use $2^{14}$ particles in the simulations. The initial equilibrium density distribution $\rho_0$ is uniform and the perturbation is $\rho_1 = 0.02 \cos(x)$. Temperature is set to zero. We run 10000 time-steps in the simulation.
and save the sampling particles’ positions and velocities at every time-step.

To demonstrate the MISE reduction effect of the KDE algorithm. The CV function on a given sample with different widths is drawn in Fig. 1a. By subtracting $\int \hat{E} \hat{f}(x)^2 dx$ from the first term in Eq. (18), the variance term is recovered up to a constant that is independent from $h$. And similarly the bias squared term, up to a constant, can be contracted by subtracting the second term in Eq. (18) from $\int \hat{E} \hat{f}(x)^2 dx$. The blue curve is the variance, which decreases with width $h$. The orange curve is the bias squared, which increases with width when $h$ is greater than 0.1. Summing up the two curves, we obtained the total CV function (green curve) which drops dramatically at first, keeps a steady plateau for while, and then rises up slowly with increasing width. For the convenience of comparison, these three curves are shifted so that the minimum of the three curves are all zeros. The purple dot is when $h = 2 dx$, the width used in standard PIC methods, and the red dot is the optimal point using the CV optimization. It is evident that at the purple dot, the dominant error is the variance error, which reflects the well-known fact that the noise level in the standard PIC methods is large. More importantly, Fig. 1a suggests that variance error, or the noise, can be significantly reduced with a larger width. The MISE error is minimized at the red dot, which is what is used in our simulations with the KDE algorithm.

According to the KDE algorithm, the optimal width decreases with the particle number. When sample number is large, the bias error dominates. If we add more samples, the bias can be compensated by the additional information carried by the extra samples. To reduce the bias error, the width calculated by the KDE algorithm will decrease. We demonstrate the relation between the width and the particle numbers in Fig. 1b. It is clear that the mean of the width as indicated by the dashed black curve decreases with the number of particles. The 95% confidence interval of t-distribution using 20 ensembles for the optimized width is plotted as the blue band, which shows the same trend.

To further reduce the MISE for the density with large variation, adaptive width for every simulation particle is calculated using the algorithms described in Section II.C. The density and electrical field at the initial time-step are shown in Fig. 2. The black dashed curve in Fig. 2a indicates the theoretical density function, and the blue curve and the orange curve is estimated the density function using the standard PIC method and the KDE algorithm, respectively. The standard PIC method suffers from a large variance error, as evident from the high noise level. On the contrary, the KDE algorithm balances the variance and the bias.
FIG. 1. (a) The decomposition of the cross validation function. The blue curve and the orange curve indicate the variance and the bias squared term, respectively. The green curve is the total cross validation function. The purple dot and the red dot denote the $2 \, dx$ for the standard PIC methods and the optimal width, respectively. (b) The relation between width and number of particles. The blue band is the 95% confidence interval with 20 ensembles and the dashed black curve is the mean.

The width is dynamically determined according to update algorithm described in Sec. II.D. The p-values of Anderson-Darling test is plotted in Fig. 3a. The width is updated at the time-steps in which p-values are less than the threshold and p-values decreases by half.
FIG. 2. The density (a) estimated using the KDE algorithm (orange curve) and the standard PIC method (the blue curve), respectively. The black dashed curve is the theoretical density. The electric fields (b) calculated by the KDE algorithm (orange curve) and the standard PIC method (the blue curve), respectively. The black dashed curve is the theoretical electrical field.

Orange dots indicate the time-steps at which the widths are re-evaluated. In Fig. 3b, the width is plotted as a function of time.

Using the KDE algorithm, the Langmuir oscillation is simulated. The density and electric field at all time-steps are compared with those obtained using the standard PIC method in Fig. 4.

For this specific numerical example, the MISE can be calculated by definition according to Eq. 11, since the theoretical density is known. The MISE for density estimation using the standard PIC method is 0.1260, and that using the KDE algorithm is 0.0023. The MISE is reduced by 98% using the KDE algorithm. The MISE for electric field using the standard PIC method is 0.112 and is 0.101 for KDE algorithm. The MISE reduction is 10%.
FIG. 3. (a) The dynamics of log(p-values) of the Anderson-Darling test. The dots indicate the time-steps at which the optimal width is re-evaluated. (b) The width as a function of time according to the update algorithm.

B. Linear Landau damping rate

When the electrons have a finite temperature, the Langmuir wave will be damped by the wave-particle interaction. This is the Landau damping\footnote{69}. To simulate this phenomena, particles are drawn from an initial distribution which is perturbed in configuration space and Maxwellian with variance $\sigma_v^2$ in velocity space. One drawn sample of initial positions and velocities is call a ensemble. On the same particle ensemble, we carry out simulations using the KDE algorithm and the standard PIC methods respectively. To do a fair comparison, the two methods should start from the same ensemble.

In the simulation, the number of grid point is 256, the simulation time-step is 0.01, and $2^{15}$ particles are used. The initial velocity distribution is $f(v) = 1/\sqrt{2\pi v_{th}^2} \exp[-v^2/(2v_{th}^2)]$, 
FIG. 4. The density fluctuation as a function of time calculated by the standard PIC method (a) and the KDE algorithm (b). The electric field as a function of time calculated by the standard PIC method (c) and the KDE algorithm (d). The plasma is cold

where \( v_{th} \) is the thermal velocity. The thermal velocity is normalized to \( v_{th} = 0.40 \), which determines the spatial normalization. The initial density distribution of electrons is a uniform distribution modulated by perturbation of the form \( \rho_1 = 0.02 \cos(1.0 \, x) \). This simulation runs for 1500 steps.

For one specific ensemble, the density distribution as a function of time using the standard PIC method is plotted in Fig. 5a and result using the KDE algorithm is plotted in Fig. 5b. The electric field using the standard PIC method and the KDE algorithm are plotted in Fig. 5c and Fig. 5d, respectively. Compared with the standard PIC method, the KDE algorithm reduces the noise level on both the density and electrical field. This noise reduction is expected to render more accurate physical results. We now show that KDE algorithm generates a more accurate Landau damping rate.

The Landau damping rate is calculated by the drop of energy of electric field. When the logarithm of electric energy is plotted, the slope of the line pass through the first two peaks after \( t = 0 \) is assigned to be the damping rate. The logarithms of total electric field energy of this ensemble using the standard PIC method and the KDE algorithm are plotted in Fig. 6 with blue and red curves respectively. The energy peaks are marked by orange and purple dots. In this ensemble, theoretical damping rate is -0.096. Using the standard PIC
FIG. 5. The density fluctuation as a function of time calculated by the standard PIC method (a) and the KDE algorithm (b). The electric field calculated by the standard PIC method (c) and the KDE algorithm (d). The normalized thermal velocity is \( v_{th} = 0.40 \).

FIG. 6. The logarithm of electric field energy as a function of time. The result using the standard PIC method (blue curve) is compared to that using the KDE algorithm (red curve).

However, comparison of the two methods on only one ensemble is not enough. To make the comparison more meaningful in statistical sense, the standard PIC method and the KDE method should be compared on the mean damping rate averaged over different en-
sembles corresponding to the same macroscopic state specified by plasma density, plasma temperature and velocity distribution. With the common random numbers variance reduction technique, we draw 30 different ensembles drawn from the same distribution as the same initialization for both methods. The absolute error of the mean damping rate using the standard PIC method is 0.0113 with standard deviation of 0.0032, and the t-statistic is $t_{PIC} = 3.82$. The absolute error of mean using the KDE algorithm is 0.0038 with standard deviation of 0.0034, and the t-static is $t_{KDE} = 1.17$. At 95% confidence level, we cannot reject the null hypothesis that the damping rate obtained using the KDE algorithm is identical to the theoretical one. But the null hypothesis for the standard PIC method can be reject, that is to say, the damping rate from the standard PIC method deviates from theoretical result at 95% confidence level. Since the variance is reduced by the common random numbers technique, the null hypothesis that the error of the standard PIC method is the same as that of the KDE algorithm can be safely rejected at 95% confidence level. Therefore, we can draw the conclusion that the KDE algorithm improves the simulation result of the linear damping rate by reducing the noise level.

Next, we extend the results to different temperatures. We scan the thermal velocity from 0.20 to 0.45 with a 0.05 interval. The results are plotted in Fig. 7a. The blue curve is the theoretical result, the green curve is the result using the KDE algorithm, and the orange is the that using the standard PIC method. It clear that the result by KDE algorithm is closer to the theoretical values. The numerical errors with error bar of 95% confidence interval is plotted in Fig. 7b, from which we can conclude that for each thermal velocity, the mean damping rate calculated by the KDE algorithm is more accurate than that calculated by the standard PIC method.

IV. CONCLUSION

In this paper, we proposed to use the Kernel Density Estimation (KDE) algorithm to reduce the noise for Particle-In-Cell (PIC) simulations. A framework for quantitatively evaluating and minimizing the error of density estimation for PIC simulations is established using the KDE theory. Under this framework, the error on particle density estimation for PIC algorithms, as measured by the Mean Integrated Square Error (MISE), consists of two parts, the bias error and the variance error. The bias error is the systematic error and
FIG. 7. For the different thermal velocity, the simulations are run for 30 ensembles and the main damping rate is evaluated. The result using the KDE algorithm (green curve) is closer to the theoretical damping rate (blue curve) than that using the standard PIC method (orange curve) (a). The estimation error using the KDE algorithm (orange curve) and the standard PIC method (blue curve) are compared in (b). The 95% confidence intervals are plotted as error bar.

the variance error is the familiar noise for PIC simulations. A careful analysis showed that the error on particle density estimation in the standard PIC methods is dominated by the variance error, which is consistent with well-known fact that PIC simulations suffer from large noise. Analysis also suggested that the noise level and total MISE can be significantly reduced by increasing the width of the kernel function, i.e., particle shape function. In the KDE algorithm developed in the present study, an optimal width is obtained by minimizing the MISE, represented by a Cross-Validation (CV) function, which is constructed using the leave-one-out estimation. The algorithm is further improved by adopting a particle-wise width optimization scheme. For the dynamics of the PIC systems, an efficient width update
algorithm is also developed.

To test the KDE algorithm, we carried out simulations study of the Langmuir wave and its Landau damping. Simulation results showed that relative to the standard PIC methods, the KDE algorithm can reduce the noise level on density estimation by 98%, and give a much more accurate result on the linear damping rate.
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Appendix A: Leave-one-out Necessity

In this appendix, we prove the fact that $h = 0$ minimizes the the KDE estimator defined by Eq. (3). In this case, the CV function is

$$CV(h) = \int \hat{f}(x)^2 dx - 2E[\hat{E}_X[\hat{f}(X)]]$$

$$= \frac{1}{n^2h} \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{K} \left( \frac{X_i - X_j}{h} \right)$$

$$- \frac{2}{n^2h} \sum_{i=1}^{n} \sum_{j=1}^{n} K \left( \frac{X_i - X_j}{h} \right). \quad \text{(A1)}$$

By extracting the terms with $i = j$, the CV function is rearranged into

$$CV(h) = \frac{1}{nh} (\bar{K}(0) - 2K(0))$$

$$+ \frac{1}{n^2h} \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} \left[ \tilde{K} \left( \frac{X_i - X_j}{h} \right) - 2K \left( \frac{X_i - X_j}{h} \right) \right]. \quad \text{(A2)}$$

Minimizing the MISE is equivalent to minimizing $E[CV(h)]$. We now investigate how the expectation of the CV function depends on the width $h$. First, we look at the expectation of kernel function,

$$E \left[ K \left( \frac{X_i - x}{h} \right) \right] = \int f(\xi)K \left( \frac{\xi - x}{h} \right) d\xi$$

$$= \int f(x + h\eta)K(\eta)h d\eta \quad \text{(A4)}$$

$$= h \int \left[ f(x) + f'(x)h\eta + \frac{1}{2}f''(x)h^2\eta^2 + O(h^3) \right] K(\eta) d\eta \quad \text{(A5)}$$

$$= h \left[ f(x) + \frac{h^2\kappa_2}{2} f''(x) + \frac{h^4\kappa_4}{4!} f^{(4)}(x) + O(h^6) \right], \quad \text{(A6)}$$

where $\kappa_2 = \int \eta^2 K(\eta) d\eta$ and $\kappa_4 = \int \eta^4 K(\eta) d\eta$ are constants depending only on the kernel.

Now we look at each term in the second part of CV function. Since $X_i$ and $X_j$ are independent, the first term is

$$E \left[ \tilde{K} \left( \frac{X_i - X_j}{h} \right) \right] = \frac{1}{h} E \int K \left( \frac{X_i - x}{h} \right) K \left( \frac{X_j - x}{h} \right) dx$$

$$= \frac{1}{h} \int E \left[ K \left( \frac{X_i - x}{h} \right) \right] E \left[ K \left( \frac{X_j - x}{h} \right) \right] dx \quad \text{(A8)}$$

$$= \frac{1}{h} \int E \left[ K \left( \frac{X_i - x}{h} \right) \right]^2 dx \quad \text{(A9)}$$

$$= h \int \left[ f(x) + \frac{h^2\kappa_2}{2} f''(x) + \frac{h^4\kappa_4}{4!} f^{(4)}(x) \right]^2 dx. \quad \text{(A10)}$$
The second term is
\[
E \left[ K \left( \frac{X_i - X_j}{h} \right) \right] = \int f(x)dx \int K \left( \frac{\xi - x}{h} \right) f(\xi) d\xi 
\]
\[
= h \int f(x) \left[ f(x) + \frac{h^2\kappa^2}{2} f''(x) + \frac{h^4\kappa^4}{4!} f^{(4)}(x) \right] dx, 
\]
(A12)

Therefore, the leading terms for the CV function are
\[
CV(f) = \frac{1}{nh} (\bar{K}(0) - 2K(0)) + h^4\frac{\kappa^2(n-1)}{4n} \int [f''(x)]^2 dx - \frac{n-1}{n} \int f(x)^2 dx + O(h^5). 
\]
(A14)

Assuming that the kernel function has peak at \( x = 0 \) such that for all \( x, K(0) \geq \bar{K}(x) \), which is the case for the von Mises distribution, we have
\[
\bar{K}(0) - 2K(0) = \int K(x)^2 dx - 2K(0) 
\]
\[
\leq \int K(0)K(x) dx - 2K(0) 
\]
\[
= K(0) - 2K(0) < 0. 
\]
(A15)

Meanwhile,
\[
\frac{\kappa^2}{4} \int [f''(x)]^2 dx > 0. 
\]
(A18)

It is thus straightforward to show that the the CV function goes to \(-\infty\) when \( h \to 0 \). This proves the fact that \( h = 0 \) minimizes the KDE estimator defined by Eq. (3).