SYMMETRY RESULTS FOR CRITICAL ANISOTROPIC $p$-LAPLACIAN EQUATIONS IN CONVEX CONES
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Abstract. Given $n \geq 2$ and $1 < p < n$, we consider the critical $p$-Laplacian equation $\Delta_p u + u^{p^*-1} = 0$, which corresponds to critical points of the Sobolev inequality. Exploiting the moving planes method, it has been recently shown that positive solutions in the whole space are classified. Since the moving plane method strongly relies on the symmetries of the equation and the domain, in this paper we provide a new approach to this Liouville-type problem that allows us to give a complete classification of solutions in an anisotropic setting. More precisely, we characterize solutions to the critical $p$-Laplacian equation induced by a smooth norm inside any convex cone. In addition, using optimal transport, we prove a general class of (weighted) anisotropic Sobolev inequalities inside arbitrary convex cones.

1 Introduction

Given $n \geq 2$ and $1 < p < n$, we consider the critical $p$-Laplacian equation in $\mathbb{R}^n$, namely

$$\Delta_p u + u^{p^*-1} = 0,$$

where

$$p^* = \frac{np}{n-p}$$

is the critical exponent for the Sobolev embedding. The classification of positive solutions to (1.1) in $\mathbb{R}^n$ started in the seminal papers [GNN81] and [CGS89] for $p = 2$ and it has been the object of several studies. Recently, in [Vé16] and [Sci16], positive solutions to (1.1) in $\mathbb{R}^n$ belonging to the class

$$\mathcal{D}^{1,p}(\mathbb{R}^n) := \{ u \in L^{p^*}(\mathbb{R}^n) : \nabla u \in L^p(\mathbb{R}^n) \}$$
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have been completely characterized. In particular, it is proved that a positive solution $u \in \mathcal{D}^{1,p}(\mathbb{R}^n)$ to (1.1) must be of the form $u(x) = U_{\lambda,x_0}(x)$, where

$$U_{\lambda,x_0}(x) := \left( \frac{\lambda^\frac{1}{p-1} \left( \frac{1}{n^\frac{1}{p}} \left( \frac{n-p}{p-1} \right)^\frac{p-1}{p} \right)^\frac{n-p}{p}}{\lambda^\frac{p}{p-1} + |x-x_0|^\frac{p}{p-1}} \right)^\frac{n-p}{p}, \quad (1.3)$$

for some $\lambda > 0$ and $x_0 \in \mathbb{R}^n$. The approach used to achieve this classification needs a careful application of the method of moving planes, and it requires asymptotic estimates of $u$ and $\nabla u$ both from above and below.

When $p = 2$ it is well-known that (1.1) is related to Yamabe problem, and the classification result gives a complete classification of metrics on $\mathbb{R}^n$ which are conformal to the standard one (see [Aub, Oba71, Sch84, Tru68, Yam60] and the survey [LP87]).

For $1 < p < n$, the study of solutions to (1.1) is also related to critical points of the Sobolev inequality. Sobolev inequalities have been studied for more general norms as well as in convex cones (see [BF17, CRS16, FI13, FMP10, LP90, LPT88]), where they take the form

$$\|u\|_{L^{p^*}(\Sigma)} \leq S_{\Sigma,H}\|H(\nabla u)\|_{L^p(\Sigma)}, \quad (1.4)$$

where $H$ is a norm\(^1\) and $\Sigma$ is a convex open cone in $\mathbb{R}^n$ given by

$$\Sigma = \{tx : x \in \omega, t \in (0, +\infty)\} \quad (1.5)$$

for some open domain $\omega \subseteq S^{n-1}$.

As far as we know, the sharp version of (1.4) is not available in literature and for this reason we provide a proof in Appendix A by suitably adapting the optimal transportation proof of the Sobolev inequality [CNV04] to the case of cones. It is interesting to observe that our proof applies also to the case of weighted Sobolev inequalities for the class of weights considered in [CRS16, Theorem 1.3] to the full range of exponents $p \in (1, n)$.

Hence, as shown in Appendix A, the extremals of (1.4) are of the form

$$u(x) = U_{\lambda,x_0}^H(x) := \left( \frac{\lambda^\frac{1}{p-1} \left( \frac{1}{n^\frac{1}{p}} \left( \frac{n-p}{p-1} \right)^\frac{p-1}{p} \right)^\frac{n-p}{p}}{\lambda^\frac{p}{p-1} + \hat{H}_0(x-x_0)^\frac{p}{p-1}} \right)^\frac{n-p}{p}, \quad (1.6)$$

for some $\lambda > 0$ (see also [Aub76, CNV04, LPT88, Tal76] and the references therein), where

$$\hat{H}_0(\zeta) := H_0(-\zeta), \quad (1.7)$$

\(^1\) By abuse of notation, we say that $H : \mathbb{R}^n \to \mathbb{R}$ is a norm if $H$ is convex, positively one-homogeneous (namely, $H(\ell \xi) = \ell H(\xi)$ for all $\ell > 0$), and $H(\xi) > 0$ for all $\xi \in S^{n-1}$. Note that we do not require $H$ to be symmetric, so it may happen that $H(\xi) \neq H(-\xi)$.\]
and $H_0$ denotes the dual norm associated to $H$, namely

$$H_0(\zeta) := \sup_{H(\xi)=1} \zeta \cdot \xi \quad \forall \zeta \in \mathbb{R}^n.$$

Moreover, if $\Sigma = \mathbb{R}^n$ then $x_0$ may be any point of $\mathbb{R}^n$; if $\Sigma = \mathbb{R}^k \times \mathcal{C}$ with $k \in \{1, \ldots, n-1\}$ and $\mathcal{C}$ does not contain a line, then $x_0 \in \mathbb{R}^k \times \{\mathcal{O}\}$; otherwise, $x_0 = \mathcal{O}$ (from now on, $\mathcal{O}$ denotes the origin).

The aim of this paper is to provide a complete classification result for critical anisotropic $p$-Laplace equations in convex cones. More precisely, we consider the problem

$$\begin{cases}
\text{div} (a(\nabla u)) + u^{p^*-1} = 0 & \text{in } \Sigma, \\
u > 0 & \text{in } \Sigma, \\
a(\nabla u) \cdot \nu = 0 & \text{on } \partial \Sigma, \\
u \in D^{1,p}(\Sigma),
\end{cases}$$

(1.8)

where $\nu$ is the outward normal to $\partial \Sigma$,

$$a(\xi) = H^{p-1}(\xi) \nabla H(\xi) \quad \forall \xi \in \mathbb{R}^n,$$

(1.9)

and the space $D^{1,p}(\Sigma)$ is defined as in (1.2) (with $\mathbb{R}^n$ replaced by $\Sigma$). We will sometimes write

$$\Delta^H_p u = \text{div} (a(\nabla u)),$$

where $\Delta^H_p$ is called the Finsler $p$-Laplacian (or anisotropic $p$-Laplacian) operator. It is clear that when we consider the case $\Sigma = \mathbb{R}^n$ no boundary conditions are given.

We observe that if $u \in D^{1,p}(\Sigma)$ is a positive critical point for the Sobolev functional

$$J(u) = \frac{\int_{\Sigma} H(\nabla u)^p dx}{(\int_{\Sigma} |u|^{p^*} dx)^{\frac{p}{p^*}}}$$

(1.10)

then $u$ satisfies (1.8). The main goal of this paper is to classify the critical points for (1.10), i.e. the classification of the solutions to (1.8).

**Theorem 1.1.** Let $n \geq 2$, $1 < p < n$, let $\Sigma$ be a convex cone in $\mathbb{R}^n$ and write $\Sigma = \mathbb{R}^k \times \mathcal{C}$, where $k \in \{0, \ldots, n\}$ and $\mathcal{C} \subset \mathbb{R}^{n-k}$ is a convex cone which does not contain a line. Let $H$ be a norm of $\mathbb{R}^n$ such that $H^2$ is of class $C^2(\mathbb{R}^n \setminus \{\mathcal{O}\})$ and it is uniformly convex and $C^{1,1}$ in $\mathbb{R}^n$, namely there exist constants $0 < \lambda \leq \Lambda$ such that

$$\lambda \text{Id} \leq H(\xi) D^2 H(\xi) + \nabla H(\xi) \otimes \nabla H(\xi) \leq \Lambda \text{Id} \quad \forall \xi \in \mathbb{R}^n \setminus \{\mathcal{O}\}$$

(1.11)

(note that $D^2(H^2) = 2H D^2 H + 2\nabla H \otimes \nabla H$).

Let $u$ be a solution to (1.8). Then $u(x) = U^H_{\lambda,x_0}(x)$ for some $\lambda > 0$ and $x_0 \in \overline{\Sigma}$, where $U^H_{\lambda,x_0}$ is given by (1.6). Moreover,
(i) if $k = n$ then $\Sigma = \mathbb{R}^n$ and $x_0$ may be a generic point in $\mathbb{R}^n$;
(ii) if $k \in \{1, \ldots, n-1\}$ then $x_0 \in \mathbb{R}^k \times \{O\}$;
(iii) if $k = 0$ then $x_0 = O$.

As already mentioned, case (i) in Theorem 1.1 has been already proved in [CGS89, DMMS14, Sci16, Véto16] when $\Sigma = \mathbb{R}^n$ and $H$ is the Euclidean norm. In that case, thanks to the symmetry of the problem, the authors can apply the method of moving planes. In the Euclidean case and for $p = 2$, the classification of solutions in convex cones was proved in [LPT88, Theorem 2.4] by using the Kelvin transform and inspired by [Gid79] and [Oba71].

For $p \in (1, n)$ the Kelvin transform and the method of moving planes are not helpful neither for anisotropic problems nor inside cones for a general $p \in (1, n)$. In this paper we provide a new approach to the characterization of solutions to critical $p$–Laplacean equations, which is based on integral identities rather than moving planes. This approach takes inspiration from [SZ02], where the authors prove non-existence results generalizing the ones in [Gid79] to $p \in (1, n)$.

We believe that our approach can be used in other challenging settings where the moving plane method fails. For instance, one may apply it in classification results of blow-up limits of solutions to critical geometric equations.

**Strategy of the proof and structure of the paper.** The strategy of the proof can be explained as follows. First, using that $u \in D^{1,p}(\Sigma)$ we show that $u$ is bounded (see Section 2.1). Then, in Section 2.2 we prove that $u$ satisfies certain decay estimates at infinity (in particular it behaves as the fundamental solution both from above and below), so that one has optimal upper bounds on $H(\nabla u)$ in terms of the fundamental solution. We notice that, differently from [Sci16], we do not need asymptotic lower bounds on $\nabla u$; instead, we use a Caccioppoli-type inequality to prove some asymptotic estimates on certain integrals involving higher order derivatives (see Section 2.3).

Then, in Section 3 we consider the auxiliary function $v = u - \frac{p}{n} \cdot p$. We find the elliptic equation satisfied by $v$ and then, thanks to the asymptotic estimates on $u$, we show that $v$ and $\nabla v$ satisfy explicit growth conditions at infinity. By using integral identities, the convexity of $\Sigma$, and some suitable inequalities, we are able to prove that $\nabla a(\nabla v)$ is a multiple of the identity matrix, from which the symmetry result follows.

In Appendix A we prove the sharp version of (1.4) for general norms and cones, and even in a weighted setting.

Although most of the paper will focus on the case in which $\Sigma$ is a convex cone with nonempty boundary, our approach perfectly works also when $\Sigma = \mathbb{R}^n$. However, since the whole space case is simpler to be proven, we prefer to focus the exposition to the case when $\Sigma$ has boundary.

We conclude this introduction by giving a remark on two classical rigidity problems in geometric analysis and PDEs. As it is well-known, there is a parallel between Alexandrov Soap Bubble Theorem [Ale56] and Serrin’s type overdetermined
problems [Ser71]. Indeed, both Alexandrov and Serrin used the method of moving planes for proving the symmetry results. It was later shown that both the results of Alexandrov and Serrin can be proved by using an integral approach (see [Rei77, Ros87, Wei71] and also [BC18, BCS16, BNST08, CR20, PT, Wen19] where analogous problems are studied in an anisotropic setting and in convex cones). Our approach, as well as the one in [LPT88] for $p = 2$, suggests that also the classification of solutions to critical points of Sobolev inequality can be considered in this parallel between Alexandrov’s and Serrin’s rigidity problems.

2 Preliminary results

In this section we collect some results that are well established when $\Sigma = \mathbb{R}^n$ and $H$ is the Euclidean norm. Since we are dealing with problem (1.8) and some modifications are needed, we report here their counterpart when $\Sigma$ is a convex cone and $H$ a general norm, and provide a sketch of the proofs emphasizing the main differences.

In the whole paper we denote by $B_r(x)$ the usual Euclidean ball, and by $B_r$ the ball $B_r(0)$ centered at the origin.

2.1 Boundeness of solutions. In the following lemma we prove that solutions to (1.8) are bounded. The result holds for more general Neumann problems, in particular for problems with a differential operator modelled on the $p$-Laplace operator.

**Lemma 2.1.** Let $\Sigma \subseteq \mathbb{R}^n$ be a convex cone as in (1.5) and let $u \in \mathcal{D}^{1,p}(\Sigma)$ be a solution to

$$
\begin{cases}
\text{div}(a(\nabla u)) + u^{p^*-1} = 0 & \text{in } \Sigma, \\
u > 0 & \text{in } \Sigma, \\
a(\nabla u) \cdot \nu = 0 & \text{on } \partial \Sigma,
\end{cases}
$$

where $a : \mathbb{R}^n \to \mathbb{R}^n$ is a continuous vector field such that the following holds: there exist $\alpha > 0$ and $0 \leq s \leq 1/2$ such that

$$
|a(\xi)| \leq \alpha(|\xi|^2 + s^2)^\frac{p-1}{2} \quad \text{and} \quad \xi \cdot a(\xi) \geq \frac{1}{\alpha} \int_0^1 (t^2|\xi|^2 + s^2)^\frac{p-2}{2} |\xi|^2 \, dt,
$$

for every $\xi \in \mathbb{R}^n$. Then there exists $\delta > 0$ with the following property: let $\rho > 0$ be such that

$$
||u||_{L^{p^*}(B_\rho(x_0))} \leq \delta \quad \forall x_0 \in \mathbb{R}^n.
$$

Then

$$
||u||_{L^\infty(\Sigma \cap B_{R/2}(x_0))} \leq CR^{-\frac{p}{p^*}}||u||_{L^p(\Sigma \cap B_R(x_0))} \quad \forall R \leq \rho,
$$

where $C$ depends only on $n$, $\alpha$, $p$ and the Sobolev constant of $\Sigma$. 

Proof. We closely follow [Per97, Theorem E.0.20] and [Ser65, Theorem 1] and we only give a sketch of the proof. We first prove that \( u \in L^{q_0}(\Sigma) \) for any \( q < p^*/p \).

Given \( l > 0 \) and \( 1 < q < p^*/p \), we define

\[
F(u) = \begin{cases} \frac{u^q}{q} & \text{if } u \leq l, \\ q^{q-1}(u - l) + l^q & \text{if } u > l, \end{cases}
\]

and

\[
G(u) = \begin{cases} \frac{u^{(q-1)p+1}}{(q-1)p+1} & \text{if } u \leq l, \\ ((q-1)p+1)l^{(q-1)p}(u - l) + l^{(q-1)p+1} & \text{if } u > l. \end{cases}
\]

Let \( \eta \in C_0^\infty(\mathbb{R}^n) \) and use \( \xi = \eta^p G(u) \) as a test-function in (2.1); then an integration by parts gives

\[
\int_\Sigma a(\nabla u) \cdot \nabla (\eta^p G(u)) \, dx = \int_\Sigma u^{p^*-1} \eta^p G(u) \, dx.
\]

We aim at proving that

\[
c \int_\Sigma \eta^p G^\prime(u)|\nabla u|^p \, dx \leq \int_\Sigma \eta^{p-1} G(u)|a(\nabla u) \cdot \nabla \eta| \, dx + \int_\Sigma u^{p^*-1} \eta^p G(u) \, dx + s^p \int_\Sigma \eta^p G^\prime(u) \, dx
\]

holds for \( 0 \leq s \leq 1/2 \). We distinguish between the cases \( 1 < p < 2 \) and \( 2 \leq p < n \).

If \( p \geq 2 \), then (2.2) implies

\[
\xi \cdot a(\xi) \geq \frac{1}{\alpha(p-1)} |\xi|^p,
\]

and from (2.4) we get

\[
\frac{1}{\alpha} \int_\Sigma \eta^p G^\prime(u)|\nabla u|^p \, dx \leq p \int_\Sigma \eta^{p-1} G(u)|a(\nabla u) \cdot \nabla \eta| \, dx + \int_\Sigma u^{p^*-1} \eta^p G(u) \, dx,
\]

which implies (2.5).

If \( 1 < p < 2 \) then (2.5) is obtained by using a more careful argument. We claim that

\[
\int_0^1 \left( t^2 |\xi|^2 + s^2 \right) \frac{\alpha - 2}{2} |\xi|^2 \, dt \geq \frac{1}{2} (|\xi|^p - s^p).
\]

To prove this we consider two cases. If \( s > |\xi| \) then the left-hand side of (2.6) is negative, and so the result is clearly true. Otherwise, if \( s \leq |\xi| \) then

\[
t^2 |\xi|^2 + s^2 \leq 2|\xi|^2 \quad \text{for } t \in [0, 1],
\]
and therefore
\[
\int_0^1 (t^2|\xi|^2 + s^2)^{\frac{p-2}{2}} |\xi|^2 \, dt \geq \int_0^1 (2|\xi|^2)^{\frac{p-2}{2}} |\xi|^2 \, dt = 2^{\frac{p-2}{2}} |\xi|^p \geq \frac{1}{2} |\xi|^p,
\]
that again implies (2.6).

Thanks to (2.4), (2.2), and (2.6), we obtain
\[
\frac{1}{2\alpha} \int_\Sigma \eta^p G'(u)|\nabla u|^p \, dx \leq p \int_\Sigma \eta^{p-1} G(u)|a(\nabla u) \cdot \nabla \eta| \, dx + \int_\Sigma u^{p-1} \eta^p G(u) \, dx + \frac{s^p}{2} \int_\Sigma \eta^p G'(u) \, dx,
\]
and the proof of (2.5) is complete.

Note now that, by Young’s inequality and (2.2), for any \( \epsilon \in (0, 1) \) we have
\[
\eta^{p-1}|a(\nabla u) \cdot \nabla \eta| \leq \epsilon^{\frac{n}{p-1}} u^{-1} |a(\nabla u)|^{\frac{n}{p-1}} \eta^p + \epsilon^{-p} u^{p-1} |\nabla \eta|^p
\leq C_0 \epsilon^{\frac{n}{p-1}} u^{-1} ((|\nabla u|^p + s^p) \eta^p + \epsilon^{-p} u^{p-1} |\nabla \eta|^p,
\]
where \( C_0 \) depends only on \( \alpha \) and \( p \). Thanks to this inequality and recalling (2.5), since \( G(u) \leq u G'(u) \) (note that \( G \) is convex and \( G(0) = 0 \)), for any \( \epsilon \in (0, 1) \) we obtain
\[
c \int_\Sigma \eta^p G'(u)|\nabla u|^p \, dx \leq C_0 \epsilon^{\frac{n}{p-1}} \int_\Sigma \eta^p G'(u)|\nabla u|^p \, dx + (C_0 + 1) s^p \int_\Sigma \eta^p G'(u) \, dx + \epsilon^{-p} \int_\Sigma G(u) u^{p-1} |\nabla \eta|^p \, dx + \int_\Sigma u^{p-1} \eta^p G(u) \, dx.
\]
Hence, choosing \( \epsilon \) small enough so that \( C_0 \epsilon^{\frac{n}{p-1}} = c/2 \), we deduce that
\[
c' \int_\Sigma \eta^p G'(u)|\nabla u|^p \, dx \leq s^p \int_\Sigma \eta^p G'(u) \, dx + \int_\Sigma G(u) u^{p-1} |\nabla \eta|^p \, dx + \int_\Sigma u^{p-1} \eta^p G(u) \, dx,
\]
where \( c' > 0 \) depends only on \( n, \alpha, \) and \( p \). Using now that \( G'(u) \geq c[F']^p \) and that \( u^{p-1} G(u) \leq C[F(u)]^p \), we obtain
\[
\hat{c} \int_\Sigma |\nabla (\eta F(u))|^p \, dx
\leq s^p \int_\Sigma \eta^p G'(u) \, dx + \int_\Sigma |\nabla \eta|^p F^p(u) \, dx + \int_\Sigma \eta^p u^{p-\hat{p}} F^p(u) \, dx.
\]
Hence, thanks to the Sobolev inequality (1.4) we get
\[
\hat{c} \left( \int_\Sigma F^{p'}(u) \eta^{p'} \, dx \right)^{\frac{p}{p'}} \leq s^p \int_\Sigma \eta^p G'(u) \, dx + \int_\Sigma |\nabla \eta|^p F^p(u) \, dx + \int_\Sigma \eta^p u^{p-\hat{p}} F^p(u) \, dx,
\]
(2.7)
where $\bar{c} > 0$ depends only on $n$, $\alpha$, $p$ and the Sobolev constant for $\Sigma$.

Now, choose $\delta = (\bar{c}/2)^{1/(p^*-p)}$, so that for any $R \leq \rho$ it holds

$$||u||_{L^{p^*}(B_R(x_0))} \leq \frac{\bar{c}}{2} \quad \forall x_0 \in \mathbb{R}^n.$$  

Then, if we choose $\eta$ such that supp$(\eta) \subset B_R(x_0)$, it follows from Holder’s inequality that we can reabsorb the last term in (2.7), and we get

$$\frac{\bar{c}}{2} \left( \int_{\Sigma} F^{p^*}(u) \eta^{p^*} \, dx \right)^{\frac{p}{p^*}} \leq s^p \int_{\Sigma \cap B_R(x_0)} \eta^p G'(u) \, dx + \int_{\Sigma \cap B_R(x_0)} |
abla \eta|^p F^p(u) \, dx.$$  

Hence, taking the limit as $l \to \infty$ in the definition of $F$ and $G$, by monotone convergence we conclude

$$\frac{\bar{c}}{2} \left( \int_{\Sigma \cap B_R(x_0)} \eta^{p^*} u^{qp^*} \, dx \right)^{\frac{p}{p^*}} \leq s^p \int_{\Sigma \cap B_R(x_0)} u^{(q-1)p} \, dx + ||\nabla \eta||_\infty^p \int_{\Sigma \cap B_R(x_0)} u^{qp} \, dx.$$  

Since $qp < p^*$ it follows that the right hand side is finite, hence by the inequality above and the arbitrariness of $x_0$ we conclude that $u \in L^{qp^*}_{loc}(\Sigma)$.

Thanks to this information, we can rewrite the equation satisfied by $u$ as follows:

$$-\text{div}(a(\nabla u)) = f(x)u^{p-1} + g(x)$$

where

$$f(x) = \begin{cases} 0 & \text{if } u < 1, \\ u^{p^*-p} & \text{if } u \geq 1 \end{cases}$$

and

$$g(x) = \begin{cases} 0 & \text{if } u > 1, \\ u^{p^*-1} & \text{if } u \leq 1. \end{cases}$$

Since $u \in L^{qp^*}_{loc}$ we get that $f \in L^r$ with $r > \frac{n}{p}$ and $g \in L^\infty$. Hence, as in the proof of [Ser65, Theorem 1], a classical Moser iteration argument yields the result. \qed

**Remark 2.2.** As observed in the proof of [Per97, Theorem E.0.20], the Moser iteration argument can also be used to show that $u$ is uniformly $C^{0,\theta}$ up to the boundary.
2.2 Asymptotic bounds on \( u \) and \( \nabla u \). The main goal of this subsection is to prove Proposition 2.3 below. Proposition 2.3 is a generalization of [Vét16, Theorem 1.1] to the conical-anisotropic setting. The proof of Proposition 2.3 follows the one given in [Vét16], although the lack of smoothness of \( \Sigma \) creates some nontrivial extra difficulties.

**Proposition 2.3.** Let \( 1 < p < n \) and let \( u \) be a solution to (1.8). Then there exist two positive constants \( C_0 \) and \( C_1 \) such that

\[
\frac{C_0}{1 + |x|^{\frac{n-p}{p-1}}} \leq u(x) \leq \frac{C_1}{1 + |x|^{\frac{n-p}{p-1}}} \quad \text{and} \quad |\nabla u(x)| \leq \frac{C_1}{1 + |x|^{\frac{n-p}{p-1}}},
\]

for all \( x \in \Sigma \).

Before giving the proof of Proposition 2.3, we first introduce a useful definition.

**Definition 2.4.** Given \( L > 0 \), we say that a convex cone \( C \) is \( L \)-Lipschitz if for any point \( x \in \partial C \) there exist \( r_x > 0 \) and a unit vector \( \nu_x \) such that

\( \text{B}_{r_x}(x + Lr_x \nu_x) \subset C \).

Note that, by convexity of \( C \), also the convex hull of \( \text{B}_{r_x}(x + L \nu_x) \cup \{x\} \) is contained in \( C \).

In the spirit of [Vét16, Lemma 2.3], we now prove a general lower bound on the \( L^p^* \) norms of solutions to our equation in convex cones, with a bound depending only on the Lipschitz constant (see also [LPT88]).

**Lemma 2.5.** (Lower bound on the mass). Let \( u \) be a nontrivial solution to

\[
\begin{align*}
\text{div} \left( a(\nabla u) \right) + u^{p^*-1} &= 0 \quad \text{in} \ C, \\
u > 0 &\quad \text{in} \ C, \\
a(\nabla u) \cdot \nu &= 0 \quad \text{on} \ \partial C, \\
u \in \mathcal{D}^{1,p}(C),
\end{align*}
\]

where \( C \) is a \( L \)-Lipschitz convex cone and \( a(\xi) \) is as in (1.9). Then there exists a constant \( k_0 > 0 \), depending only on \( n, p, L, \) and \( \min_{\mathbb{S}^{n-1}} H \), such that

\[
\|u\|_{L^{p^*}(C)} \geq k_0.
\]

**Proof.** As in [Vét16, Lemma 2.3], the proof is based on the Sobolev inequality in \( C \), and on the integral identity that one obtains by multiplying (2.9) by \( u \) and integrating in \( C \). However in this case a bit more carefulness is needed, especially to quantify the dependencies.
First of all, up to a translation, we can assume that $\mathcal{C}$ has vertex at $O$. Then, since $\mathcal{C}$ is $L$-Lipschitz, there exist $r_0 > 0$ and a unit vector $\nu_0$ such that $B_{r_0}(Lr_0\nu_0) \subset \mathcal{C}$. Therefore, since $\mathcal{C}$ is a convex cone, this implies that the cone

$$\hat{\mathcal{C}}_L := \bigcup_{r > 0} B_r(Lr\nu_0)$$

is contained inside $\mathcal{C}$.

We now want to estimate the Sobolev constant of $\mathcal{C}$. To this aim we define the following constant:

$$S_L := \inf \left\{ \left( \frac{\int_{\Omega} |\nabla \varphi|^p dx}{\int_{\Omega} |\varphi|^p dx} \right)^{1/p} : \Omega \text{ is convex}, B_1 \cap \hat{\mathcal{C}}_L \subset \Omega \subset B_1, \varphi \in C^1(\Omega), \varphi|_{\partial B_1 \cap \hat{\mathcal{C}}_L} = 0 \right\}.$$

Since the set of convex domains $\Omega \subset B_1$ containing $B_1 \cap \hat{\mathcal{C}}_L$ are uniformly Lipschitz, standard arguments in the calculus of variations show that $S_L$ is positive.

We now notice that, given any function $\psi \in C^1_c(\mathbb{R}^n)$, there exists $\lambda > 0$ large such that $\psi_\lambda(x) := \psi(\lambda x)$ satisfies $\psi_\lambda \in C^1(\mathcal{C})$ and $\psi_\lambda|_{\partial B_1 \cap \hat{\mathcal{C}}_L} = 0$ (since $\partial B_1 \cap \hat{\mathcal{C}}_L \subset \partial B_1 \cap \mathcal{C}$). Hence, we can bound

$$\left( \frac{\int_{\mathcal{C}} |\nabla \psi|^p dx}{\int_{\mathcal{C}} |\psi|^p dx} \right)^{1/p} \geq \left( \frac{\int_{\mathcal{C}} |\nabla \psi_\lambda|^p dx}{\int_{\mathcal{C}} |\psi_\lambda|^p dx} \right)^{1/p} \geq S_L.$$

Since $\psi \in C^1_c(\mathbb{R}^n)$ is arbitrary, it follows by approximation that

$$\left( \int_{\mathcal{C}} |\nabla \psi|^p dx \right)^{1/p} \geq S_L \left( \int_{\mathcal{C}} |\psi|^p dx \right)^{1/p^*} \quad \forall \psi \in \mathcal{D}^{1,p}(\mathcal{C}).$$

Applying this inequality to $u$ and defining $c_H := \min_{|\xi|=1} H(\xi)$, we get

$$\int_{\mathcal{C}} H(\nabla u)^p dx \geq c_H^p \int_{\mathcal{C}} |\nabla u|^p dx \geq (c_HS_L)^p \left( \int_{\mathcal{C}} u^p dx \right)^{p/p^*}.$$  

On the other hand, multiplying (2.9) by $u$ and integrating in $\mathcal{C}$, we get

$$\int_{\mathcal{C}} H(\nabla u)^p dx = \int_{\mathcal{C}} u^p dx.$$  

Combining the last two equations yield the desired lower bound. \qed

**Remark 2.6.** An alternative proof of Lemma 2.5 can be obtained by computing the optimal Sobolev constant of $\mathcal{C}$ (using Appendix A) and noticing that this constant is bounded below in terms only of $n$, $p$, $H_0$, and the volume of $\mathcal{C} \cap B_1$. In particular, whenever $\mathcal{C}$ is $L$-Lipschitz then $\hat{\mathcal{C}}_L \subseteq \mathcal{C}$ and $|\mathcal{C} \cap B_1| \geq |\hat{\mathcal{C}}_L \cap B_1|$, and one concludes that the Sobolev constant of $\mathcal{C}$ is controlled by (actually, it is larger than or equal to) the one of $\hat{\mathcal{C}}_L$. 


We shall also need a doubling-type property on $u$ which is proved in [PQS07, Lemma 5.1] (see also [V´et16, Lemma 3.1]). Below we state a version of this doubling property which is suitable for our setting.

Note that, by convexity, there exists a constant $L > 0$ such that $\Sigma$ is $L$-Lipschitz. Then we let $k_0 > 0$ be the constant provided by Lemma 2.5 with $L = L_\Sigma$.\hfill

**Lemma 2.7. (Doubling property [PQS07]).** Let $u$ be a solution to (2.9), let $L_\Sigma$ be the Lipschitz constant of $\Sigma$, and let $k_0 > 0$ be the constant provided by Lemma 2.5 with $L = L_\Sigma$.

Let $k \in (0, k_0)$, $r > 0$, and $r' \in (0, r)$ be fixed, and set

$$r'' = \frac{r + r'}{2}.$$  

Then for any $x \in \Sigma \setminus B_{r''}$ and $\alpha > 0$ such that the distance $d$ between $x$ and $\Sigma \cap B_{r''}$ satisfies

$$d(x, \Sigma \cap B_{r''})u(x)^{\frac{n}{p-n}} > 2\alpha, \quad (2.10)$$

d there exists a point $y_0 \in \Sigma \setminus B_{r''}$ such that

$$d(y_0, \Sigma \cap B_{r''})u(x)^{\frac{n}{p-n}} > 2\alpha, \quad u(x_0) \leq u(y_0), \quad (2.11)$$

and

$$u(y) \leq 2^{\frac{n-p}{p-n}}u(y_0) \quad \text{for all} \quad y \in \Sigma \cap B_{\tilde{r}}(y_0), \quad (2.12)$$

where $\tilde{r} = \alpha u(y_0)^{-\frac{n}{p-n}}$.

**Proof of Proposition 2.3.** We divide the proof of Proposition 2.3 into three steps. In Step 1 we give a preliminary decay estimate on $u$ (which is not sharp). In Step 2 we prove that $u \in L^{\tilde{p}-1, \infty}(\Sigma)$ for a suitable $\tilde{p}$. Finally, in Step 3 we prove (2.8).

- **Step 1:** Let $u$ be a solution of (1.8), and for $k \in (0, k_0)$ define

$$r_k(u) := \inf\{r > 0 : \|u\|_{L^{\tilde{p}}(\Sigma \setminus B_r)} < k\}. \quad (2.13)$$

Then, for any fixed $k \in (0, k_0)$ and $r > r_k(u)$, there exists a constant $K_0$ such that

$$|u(x)| \leq K_0 H_0(x)^{\frac{n-p}{p-n}} \quad \text{for all} \quad x \in \Sigma \setminus B_r. \quad (2.14)$$

In order to prove the assertion, it suffices to show the existence of a constant $K_1$ such that

$$d(x, \Sigma \cap B_{r''})u(x)^{\frac{n}{p-n}} \leq K_1 \quad \text{for all} \quad x \in \Sigma \setminus B_r, \quad (2.15)$$

where $r'' = (r + r')/2$ and $r' \in (0, r)$ is fixed. We prove (2.15) by contradiction.

Suppose there exists a sequence of points $\{x_\alpha\}_{\alpha \in \mathbb{N}} \subset \Sigma \setminus B_r$ such that

$$d(x_\alpha, \Sigma \cap B_{r''})u(x_\alpha)^{\frac{n}{p-n}} > 2\alpha. \quad (2.16)$$
Since $B_{r''} \subset B_r$, it follows from (2.16) and Lemma 2.7 that there exists a sequence of points $\{y_\alpha\}_{\alpha \in \mathbb{N}} \subset \Sigma \setminus B_{r''}$ such that

$$d(y_\alpha, \Sigma \cap B_{r''})u(y_\alpha)^{-\frac{p}{n-p}} > 2\alpha, \quad u(x_\alpha) \leq u(y_\alpha), \quad (2.17)$$

and

$$u(y) \leq 2^{\frac{n-p}{p}}u(y_\alpha) \quad \text{for all } y \in \Sigma \cap B_r(y_\alpha). \quad (2.18)$$

We observe that, since $u$ is bounded, the sequences $\{x_\alpha\}_{\alpha \in \mathbb{N}}$ and $\{y_\alpha\}_{\alpha \in \mathbb{N}}$ are both divergent as $\alpha \to \infty$.

For any $\alpha \in \mathbb{N}$ and $y \in \Sigma$, we define

$$\tilde{u}_\alpha(y) := u(y_\alpha)^{-1}u(m_\alpha^{-1}y + y_\alpha) \quad (2.19)$$

where $m_\alpha := u(y_\alpha)^{-\frac{n}{n-p}}$. From (1.8) we obtain

$$\begin{cases}
-\Delta_p H \tilde{u}_\alpha = \tilde{u}_\alpha^{p-1} & \text{in } \Sigma, \\
\tilde{u}_\alpha(O) = 1, \\
a(\nabla \tilde{u}_\alpha) \cdot \nu = 0 & \text{on } \partial \Sigma,
\end{cases} \quad (2.20)$$

where

$$\Sigma_\alpha := m_\alpha(\Sigma - y_\alpha) = \{y \in \mathbb{R}^n : m_\alpha^{-1}y + y_\alpha \in \Sigma\}$$

is a convex cone.

It is immediate to check that the cones $\Sigma_\alpha$ are $L_\Sigma$-Lipschitz. Furthermore, if we set $\mu_\alpha := u(y_\alpha)^{-1}$, (2.18) and (2.19) yield that

$$\tilde{u}_\alpha(-y_\alpha m_\alpha) = \mu_\alpha u(O) \neq 0 \quad \text{and} \quad \tilde{u}_\alpha(y) \leq 2^{\frac{n-p}{p}} \quad \text{for all } y \in \Sigma_\alpha \cap B_\alpha. \quad (2.21)$$

At this point we consider the ratio

$$q_\alpha := \frac{m_\alpha}{|y_\alpha|}. \quad (2.22)$$

Observe that (by (2.17)) $q_\alpha \to 0$ as $\alpha \to \infty$.

Since $|y_\alpha| \to +\infty$, the ratio between $-y_\alpha m_\alpha$ and the scaling factor $m_\alpha$ goes to infinity. Hence, one of the following two cases may occur as $\alpha \to \infty$:

(i) the sequence of cones $\{\Sigma_\alpha\}_{\alpha \in \mathbb{N}}$ converges to $\mathbb{R}^n$ (this happens if the distance between $m_\alpha y_\alpha$ and $\partial \Sigma_\alpha$ goes to infinity);

(ii) the sequence of cones $\{\Sigma_\alpha\}_{\alpha \in \mathbb{N}}$ converges to a $L_\Sigma$-Lipschitz convex cone $C$, not necessarily centered at the origin (this happens if the distance between $m_\alpha y_\alpha$ and $\partial \Sigma_\alpha$ remains bounded).
We now look in both cases at the behaviour of the functions \( \{u_\alpha\}_{\alpha \in \mathbb{N}} \). We consider the two cases separately.

- Case (i): fix a ball \( B_R \). Then there exists \( \overline{\alpha} \in \mathbb{N} \) such that \( \Sigma_\alpha \cap B_R = B_R \) for every \( \alpha \geq \overline{\alpha} \); moreover \( \tilde{u}_\alpha \) (for every \( \alpha \geq \overline{\alpha} \)) is a solution of (2.20) in \( B_R \). From (1.11), (2.21), and [DiB83], there exist a constant \( C > 0 \) and a real number \( \theta \in (0, 1) \) such that
\[
||\tilde{u}_\alpha||_{C^{1,\theta}(B_{R/2})} \leq C 
\tag{2.22}
\]
for any \( \alpha \geq \overline{\alpha} \). Since \( R > 0 \) is arbitrary, Ascoli-Arzelà Theorem and a diagonal argument imply that \( \{\tilde{u}_\alpha\}_{\alpha \in \mathbb{N}} \) converges (up to subsequence) in \( C^1_{\text{loc}}(\mathbb{R}^n) \) to some function \( \tilde{u}_\infty \). By construction we have that \( \tilde{u}_\infty \in D^{1,p}(\mathbb{R}^n) \), \( \tilde{u}_\infty(\mathcal{O}) = 1 \), and \( \tilde{u}_\infty \) is a weak solution of
\[
- \Delta^H_{p} \tilde{u}_\infty = \tilde{u}^{p^*-1}_\infty \quad \text{in} \quad \mathbb{R}^n. 
\tag{2.23}
\]

- Case (ii): consider a ball \( B_R \). Then for every compact set \( K \subset \subset B_R \cap \mathcal{C} \) there exists \( \alpha \in \mathbb{N} \) such that \( K \subset \Sigma_\alpha \cap B_R \) for every \( \alpha \geq \alpha \). As in Case (i), for every \( \alpha \geq \alpha \) the function \( \tilde{u}_\alpha \) is a solution of (2.20) in \( K \), and there exist a constant \( C > 0 \) and a real number \( \theta \in (0, 1) \) such that
\[
||\tilde{u}_\alpha||_{C^{1,\theta}(K')} \leq C \tag{2.24}
\]
for any \( \alpha \geq \alpha \) and \( K' \subset \subset K \). In addition, it follows by Remark 2.2 that the functions \( \tilde{u}_\alpha \) are uniformly \( C^{0,\theta} \) inside \( B_R \cap \mathcal{C} \) for any \( R > 0 \). Hence, again Ascoli-Arzelà Theorem and a diagonal argument imply that \( \{\tilde{u}_\alpha\}_{\alpha \in \mathbb{N}} \) converges (up to subsequence) in \( C^0(B_R \cap \mathcal{C}) \cap C^1_{\text{loc}}(B_R \cap \mathcal{C}) \) to some function \( \tilde{u}_\infty \), for any \( R > 0 \). Taking the limit in the weak formulation of the equation, we obtain that \( \tilde{u}_\infty \in D^{1,p}(\mathcal{C}) \), \( \tilde{u}_\infty(\mathcal{O}) = 1 \), and \( \tilde{u}_\infty \) is a weak solution of
\[
- \Delta^H_p \tilde{u}_\infty = \tilde{u}^{p^*-1}_\infty \quad \text{in} \quad \mathcal{C},
\tag{2.25}
\]
\[
a(\nabla \tilde{u}_\infty) \cdot \nu = 0 \quad \text{on} \quad \partial \mathcal{C}.
\]

We now notice that, in both cases, for any \( \rho > 0 \) we have
\[
||\tilde{u}_\alpha||_{L^{p^*}(\Sigma_\alpha \cap B_\rho)} = ||u||_{L^{p^*}(\Sigma \cap B_{\rho_m}(y_\alpha))}. \tag{2.26}
\]
Also, by (2.17), since \( r_k(u) < r'' \) we get
\[
B_{\rho_m}(y_\alpha) \cap B_{r_k(u)} = \emptyset \tag{2.27}
\]
for \( \alpha \) large. Thus, from (2.26), (2.27), and by definition of \( r_k(u) \), we obtain
\[
||\tilde{u}_\alpha||_{L^{p^*}(\Sigma_\alpha \cap B_\rho)} \leq k \tag{2.28}
\]
for \( \alpha \) large. Thus, taking the limit in (2.28) as \( \alpha \to \infty \) and then as \( \rho \to \infty \), yields
\[
||\tilde{u}_\infty||_{L^{p^*}(\mathbb{R}^n)} \leq k \quad \text{or} \quad ||\tilde{u}_\infty||_{L^{p^*}(\mathcal{C})} \leq k, \tag{2.29}
\]
in Case (i) or Case (ii), respectively. Since $k < k_0$ with $k_0 > 0$ as in Lemma 2.5, it follows by (2.23) (resp. (2.25)) and (2.29) that $\tilde{u}_\infty \equiv 0$ in Case (i) (resp. Case (ii)), a contradiction to the fact that $\tilde{u}_\infty(O) = 1$. This completes the proof of the assertion of Step 1.

• **Step 2:** Let $u$ be a solution of (2.9). Then $u \in L^{\hat{p}-1,\infty}(\Sigma)$ for $\hat{p} := \frac{p(n-1)}{n-p}$.

Recall that, given a set $\Omega$ and $r \geq 1$, one defines the space $L^{r,\infty}(\Omega)$ as the set of all measurable functions $v : \Omega \to \mathbb{R}$ such that

$$||v||_{L^{r,\infty}(\Omega)} := \sup_{h > 0} \left\{ h \text{ meas } (\{|u| > h\})^{1/r} \right\} < \infty. \quad (2.30)$$

Using the Sobolev inequality in cones, the proof of this step can be easily adapted from the case of $\mathbb{R}^n$ (see [Vét16, Lemma 2.2]) and for this reason is omitted.

• **Step 3:** Proof of (2.8).

The proof of this step closely follows the proof of [Vét16, Theorem 1.1], which in turn uses [Tru67, Theorem 1.3] and [Ser65, Theorem 5]. Even if [Tru67, Theorem 1.3] and [Ser65, Theorem 5] are stated in a local setting, thanks to the homogeneous Neumann boundary condition they can be easily extended to our setting. For this reason we only give a sketch of the proof, following the argument of [Vét16, Theorem 1.1].

Let $k$ and $r$ be as in Step 1. For any $R > 0$ and $y \in \Sigma$, we define

$$u_R(y) := R^{\frac{n-p}{p-1}} u(Ry). \quad (2.31)$$

From (1.8) we obtain

$$- \Delta u_R = R^{\frac{n-p}{p-1}} u^{p-1}_R \quad \text{in } \Sigma. \quad (2.32)$$

Also, writing $u^{p-1}_R = u^{p-1}_R u^{p-1}_R$ and using (2.14), we have

$$R^{\frac{n-p}{p-1}} u^{p-1}_R \leq K_0^{p-1} u^{p-1}_R \quad \text{in } \Sigma \setminus B_1, \quad (2.33)$$

provided that $R \geq r$. Thus, it follows from (2.32), (2.33), and [Tru67, Theorem 1.3], that for any $\varepsilon > 0$ it holds

$$||u_R||_{L^\infty(\Sigma \cap (B_4 \setminus B_2))} \leq C_\varepsilon ||u_R||_{L^{\hat{p}-1,\infty}(\Sigma \cap (B_5 \setminus B_1))} \quad (2.34)$$

for some constant $C_\varepsilon > 0$. We fix $\varepsilon_0 = \varepsilon_0(n,p)$ such that $0 < \varepsilon_0 < \hat{p} - p$, where $\hat{p}$ is as in Step 2. Since

$$||u_R||_{L^{\hat{p}-1,\infty}(\Sigma \cap (B_5 \setminus B_1))} \leq C_0 ||u_R||_{L^{\hat{p}-1,\infty}(\Sigma \cap (B_5 \setminus B_1))},$$

for $C_0 = C_0(n,p)$, recalling Step 2 we obtain that

$$||u_R||_{L^\infty(\Sigma \cap (B_4 \setminus B_2))} \leq C_1 \quad (2.35)$$

for some constant $C_1$. Hence, by (2.32), (2.35), and elliptic regularity theory for $p$-Laplacian type equations [DiB83, Tol84], we get

$$||\nabla u_R||_{L^\infty(\Sigma \cap (B_{7/2} \setminus B_{5/2}))} \leq C_2 \quad (2.36)$$
for some constant $C_2$. Here we notice that, even if (2.36) is proved in [DiB83, Section 3] in a local setting (see also [CM10], where the authors prove global Lipschitz regularity in convex domains for the case when $H$ coincides with the Euclidean norm), the argument easily extends to our setting by an approximation argument. Indeed, as in the proof of Proposition 2.8 below, one can work in regularized domains and, because of the presence of the boundary, with respect to [DiB83, Section 3] it appears an extra boundary term. However, this can be dropped since the second fundamental form of $\partial \Sigma$ is nonnegative definite (compare with (2.46)–(2.49) below, or with [CM10, Proof of Theorem 1.2, Step 1])..

Finally, for any $x \in \mathbb{R}^n \setminus B_{3r}$, applying (2.35) and (2.36) with $R = |x|/3$ we obtain

\[ u(x) \leq C_3 |x|^{\frac{p-n}{p-1}} \quad \text{and} \quad |\nabla u(x)| \leq C_3 |x|^{\frac{1-n}{p-1}} \]  

for some constant $C_3$. Since $u$ and $\nabla u$ are uniformly bounded in $B_{3r}$, (2.8) follows.

Finally, to prove the lower bound in (2.8) one argues as in [V´et16, pages 159-160].

### 2.3 Asymptotic estimates on higher order derivatives.

By using a Caccioppoli-type inequality, in this subsection we prove Proposition 2.8 below which will be useful in the proof of Theorem 1.1. In particular it will avoid the use of an asymptotic lower bound on $|\nabla u|$, which is crucial in [Sci16].

**Proposition 2.8.** Let $\Sigma$ be a convex cone, and let $u$ be a solution to (1.8) with $a(\cdot)$ given by (1.9), where $H$ satisfies the assumptions of Theorem 1.1. Then $a(\nabla u) \in W^{1,2}_{\text{loc}}(\Sigma)$, and for any $\gamma \in \mathbb{R}$ the following asymptotic estimate holds:

\[ \int_{B_r \cap \Sigma} |\nabla (a(\nabla u))|^2 u^\gamma \, dx \leq C \left( 1 + r^{-n-\gamma \frac{p-n}{p-1}} \right) \quad \forall r \geq 1, \]  

where $C$ is a positive constant independent of $r$.

**Proof.** The estimate (2.38) is obtained by using a Caccioppoli-type inequality. We argue by approximation, following the approach in [AKM18, CM18].

We approximate $\Sigma$ by a sequence of convex cones $\{\Sigma_k\}$ such that $\Sigma_k \subseteq \Sigma$ and $\partial \Sigma_k \setminus \{O\}$ is smooth. Also, we fix a point $\bar{x} \in \cap_k \Sigma_k$, and for $k$ fixed we let $u_k$ be the solution of\(^{1}\)

\[
\begin{aligned}
\text{div} \left( a(\nabla u_k) \right) + w^{p'-1} &= 0 & \quad & \text{in } \Sigma_k, \\
u_k(\bar{x}) &= u(\bar{x}), \\
a(\nabla u_k) \cdot \nu &= 0 & \quad & \text{on } \partial \Sigma_k.
\end{aligned}
\]  

\(^{1}\) The function $u_k$ can be found by considering first the minimizer $v_{k,R}$ of the minimization problem

\[
\min_v \left\{ \int_{\Sigma_k \cap B_R} \frac{1}{p} H(\nabla v)^p - w^{p'-1} v \right\} \quad \text{for } v = 0 \text{ on } \Sigma_k \cap \partial B_R
\]

then setting $u_{k,R}(x) := v_{k,R}(x) + u(\bar{x}) - v_{k,R}(\bar{x})$, and finally taking the limit of $u_{k,R}$ as $R \to \infty$ (note that the functions $u_{k,R}$ are uniformly $C^{1,\beta}$ in every compact subset of $\Sigma$, and uniformly Hölder continuous up to the boundary).
Set
\[ a^\ell(z) := (a * \phi_\ell)(z) \quad \text{for } z \in \mathbb{R}^n, \tag{2.40} \]
where \( \{\phi_\ell\} \) is a family of radially symmetric smooth mollifiers. Standard properties of convolution and the fact \( a(\cdot) \) is continuous imply \( a^\ell \to a \) uniformly on compact subset of \( \mathbb{R}^n \). From [FF97, Lemma 2.4] we have that \( a^\ell \) satisfies the first condition in (2.2) with \( s \) replaced by \( s_\ell \), where \( s_\ell \to 0 \) as \( \ell \to \infty \). In addition, since
\[ \frac{1}{\tilde{\alpha}}(|z|^2 + s_\ell^2)^{-\frac{\nu}{2}}|\xi|^2 \leq \nabla a^\ell(z) \xi \cdot \xi, \quad \text{for every } \xi, z \in \mathbb{R}^n, \]
for some \( \tilde{\alpha} > 0 \), we obtain that \( a^\ell \) satisfies also the second condition in (2.2).

Let \( u_{k,\ell} \) be a solution of
\[
\begin{cases}
\text{div} (a^\ell(\nabla u_{k,\ell})) + u^{p'-1} &= 0 \quad \text{in } \Sigma_k, \\
a^\ell(\nabla u_{k,\ell}) \cdot \nu &= 0 \quad \text{on } \partial \Sigma_k
\end{cases}
\tag{2.41}
\]
(this solution can be constructed analogously to \( u_k \)).

We notice that \( u_{k,\ell} \) is unique up to an additive constant. Also, because \( u \) is locally bounded, the functions \( u_{k,\ell} \) are \( C^{1,\theta}_\text{loc}(\Sigma_k \setminus \{O\}) \cap C^{0,\theta}_\text{loc}(\Sigma_k) \), uniformly in \( \ell \). In particular, assuming without loss of generality that \( u_{k,\ell}(\bar{x}) = u(\bar{x}) \) for some fixed point \( \bar{x} \in \Sigma_k \), as \( \ell \to \infty \) one sees that \( u_{k,\ell} \) converges in \( C^1_\text{loc} \) to the unique solution \( \bar{u}_k \) of
\[
\begin{cases}
\text{div}(a(\nabla \bar{u}_k)) + u^{p'-1} &= 0 \quad \text{in } \Sigma_k, \\
\bar{u}_k(\bar{x}) &= u(\bar{x}), \\
a(\nabla \bar{u}_k) \cdot \nu &= 0 \quad \text{on } \partial \Sigma_k.
\end{cases}
\tag{2.42}
\]
Since \( u_k \) is also a solution of the problem above, it follows by uniqueness that \( \bar{u}_k = u_k \) and therefore \( u_{k,\ell} \) converges to \( u_k \) as \( \ell \to \infty \). Analogously, \( u_k \to u \) as \( k \to \infty \).

Given \( R > 1 \) large, we define
\[ \Omega_k := \Sigma_k \cap B_R, \quad \Gamma_{k,0} := \Sigma_k \cap \partial B_R, \quad \Gamma_{k,1} := \partial \Sigma_k \cap B_R. \]
Note that, since \( u \) is uniformly positive inside \( \Sigma \) (see Proposition 2.3), for \( k \) large enough (depending on \( R \)) also \( u_k \) is uniformly positive inside \( \Omega_k \), and hence for \( \ell \) large enough we have that \( u_{k,\ell} \) is also uniformly positive inside \( \Omega_k \). In the sequel we shall always assume that \( k \) and \( \ell \) are sufficiently large so that this positivity property holds. We now fix \( k \) and deal with the functions \( u_{k,\ell} \). To simplify the notation, we shall drop the dependency on \( k \) and we write \( u_\ell, \Sigma, \Omega, \Gamma_0, \Gamma_1 \) instead of \( u_{k,\ell}, \Sigma_k, \Omega_k, \Gamma_{k,0}, \Gamma_{k,1} \), respectively.

The idea is to prove a Caccioppoli-type inequality for \( u_\ell \) and then let \( \ell \to \infty \). Since \( u_\ell \) solves a non-degenerate equation, we have that \( u_\ell \in C^1 \cap W^{2,2}_\text{loc}(\Sigma) \) and furthermore we have \( a^\ell(\nabla u_\ell) \in W^{1,2}_\text{loc}(\Sigma) \). In addition, since \( \Sigma \) is smooth outside the origin, \( u_\ell \) is of class \( C^2 \) in \( \overline{\Omega} \) away from \( \Gamma_1 \cup \{O\} \).
Multiply (2.41) by $\psi \in C^\infty_c(B_R \setminus B_{1/R})$ and integrate over $\Omega$ to get
\[
\int_\Omega \text{div} (a^\ell (\nabla u_\ell)) \psi \, dx = - \int_\Omega w^{p-1} \psi \, dx,
\]
that together with the divergence theorem gives
\[
- \int_\Omega a^\ell (\nabla u_\ell) \cdot \nabla \psi \, dx + \int_{\partial \Omega} \psi a^\ell (\nabla u_\ell) \cdot \nu \, d\sigma = - \int_\Omega w^{p-1} \psi \, dx. \tag{2.43}
\]
Since
\[
\int_{\partial \Omega} \psi a^\ell (\nabla u_\ell) \cdot \nu \, d\sigma = \int_{\Gamma_1} \psi a^\ell (\nabla u_\ell) \cdot \nu \, d\sigma + \int_{\Gamma_0} \psi a^\ell (\nabla u_\ell) \cdot \nu \, d\sigma,
\]
from the fact that $\psi \in C^\infty_c(B_R \setminus B_{1/R})$ and from the boundary condition in (2.41), we obtain that the second term in (2.43) vanishes; hence (2.43) becomes
\[
- \int_\Omega a^\ell (\nabla u_\ell) \cdot \nabla \psi \, dx = - \int_\Omega w^{p-1} \psi \, dx. \tag{2.44}
\]
Let $\varphi \in C^\infty_c(B_R \setminus B_{1/R})$, and for $\delta > 0$ small define the set
\[
\Omega_\delta := \{ x \in \Omega : \text{dist}(x, \partial \Omega) > \delta \}.
\]
Since $\Omega \cap \text{supp}(\varphi)$ is smooth, for $\delta$ small enough we see that $\Omega_\delta \setminus \Omega_{2\delta}$ is of class $C^\infty$ inside the support of $\varphi$. In particular, every point $x \in (\Omega_\delta \setminus \Omega_{2\delta}) \cap \text{supp}(\varphi)$ can be written as
\[
x = y - |x - y| \nu(y)
\]
where $y = y(x) \in \partial \Omega_\delta$ is the projection of $x$ on $\partial \Omega_\delta$ and $\nu(y)$ is the outward normal to $\partial \Omega_\delta$ at $y$. Moreover the set $(\Omega_\delta \setminus \Omega_{2\delta}) \cap \text{supp}(\varphi)$ can be parametrized on $\partial \Omega_\delta$ by a $C^1$ function $g$ (see [GT77, Formula 14.98]).

Let $\zeta_\delta : \Omega \to [0, 1]$ be a cut-off function such that $\zeta_\delta = 1$ in $\Omega_{2\delta}$, $\zeta_\delta = 0$ in $\Omega \setminus \Omega_\delta$, and
\[
\nabla \zeta_\delta(x) = - \frac{1}{\delta} \nu(y(x)) \quad \text{inside } \Omega_\delta \setminus \Omega_{2\delta}.
\]
Using $\psi = \partial_m (\varphi \zeta_\delta)$ in (2.44) with $m \in \{1, \ldots, n\}$ and integrating by parts, we get
\[
\sum_{i=1}^n \left( \int_\Omega \partial_m a^\ell_i (\nabla u_\ell) \zeta_\delta \partial_i \varphi \, dx + \int_\Omega \partial_m a^\ell_i (\nabla u_\ell) \varphi \partial_i \zeta_\delta \, dx \right) = \int_\Omega \partial_m (w^{p-1}) \varphi \zeta_\delta \, dx,
\]
where we use the notation $a^\ell = (a^\ell_1, \ldots, a^\ell_n)$ to denote the components of the vector field $a^\ell$.

Observe that, from the definition of $\zeta_\delta$, we have
\[
\lim_{\delta \to 0} \int_\Omega \partial_m a^\ell_i (\nabla u_\ell) \zeta_\delta \partial_i \varphi \, dx = \int_\Omega \partial_m a^\ell_i (\nabla u_\ell) \partial_i \varphi \, dx.
\]
Also, if we set
\[ f(x) = \partial_m a^\ell_i(\nabla u^\ell(x)) \varphi(x), \]
by the coarea formula we have
\[ \int_{\partial_\delta} f \partial_\delta \zeta dx = -\frac{1}{\delta} \int_{\partial_\delta} \nu(y(x)) f dx \]
which becomes
\[ = -\frac{1}{\delta} \int_{\delta}^{2\delta} dt \int_{\partial_\delta} \nu(y(x)) f(y - t\nu(y)) |\det(Dg)| d\sigma(y) \]
\[ = -\int_{\delta}^{2\delta} ds \int_{\partial_\delta} f(y - s\nu(y)) \nu_i(y) |\det(Dg)| d\sigma(y). \]

Since \( f \in C^0 \), we can pass to the limit and obtain
\[ \lim_{\delta \to 0} \int_\Omega \partial_m a^\ell_i(\nabla u^\ell) \varphi \partial_\delta \zeta dx = -\int_{\partial_\Omega} \partial_m a^\ell_i(\nabla u^\ell) \varphi \nu_i d\sigma. \]

Hence, we proved that
\[ \sum_{i=1}^{n} \left( \int_\Omega \partial_m a^\ell_i(\nabla u^\ell)x \partial_\nu \varphi dx - \int_{\partial_\Omega} \partial_m a^\ell_i(\nabla u^\ell) \varphi \nu_i d\sigma \right) = \int_\Omega \partial_m (u^{p-1}) \varphi dx. \quad (2.45) \]

Now, let
\[ \Omega_\delta^\ell := \{ x \in \Omega_\delta : \text{dist}(x, \partial_\Omega_\delta) > t \}. \]

We notice that, if \( x \in (\Omega_\delta \ominus \Omega_2\delta) \cap \text{supp}(\varphi) \) with \( x = y - t\nu(y) \), then \( x \in \partial_\Omega_\delta^\ell \) and the outward normal to \( \partial_\Omega_\delta^\ell \) at \( x \) coincides with the outward normal to \( \partial_\Omega_\delta \) at \( y \). Hence, by writing \( \nu(x) \) in place of \( \nu(y) \), we have
\[ \partial_m a^\ell_i(\nabla u^\ell(x)) \varphi(x) \nu_i(x) = \varphi(x) \partial_m (a^\ell(\nabla u^\ell(x)) \cdot \nu(x)) \]
\[ - \varphi(x) a^\ell_i(\nabla u^\ell(x)) \partial_m \nu_i(x). \quad (2.46) \]

Now, we take a cut-off function \( \eta \in C^\infty_c(B_R \setminus B_{1/R}) \), and for \( m \in \{1, \ldots, n\} \) we set \( \varphi = a^\ell_m(\nabla u^\ell) u^\gamma_x \eta^2 \) where \( \gamma \in \mathbb{R} \), and in (2.46) we obtain
\[ \partial_m a^\ell_i(\nabla u^\ell(x)) \varphi(x) \nu_i(x) = a^\ell_m(\nabla u^\ell(x)) u^\gamma_x(x) \eta^2(x) \partial_m (a^\ell(\nabla u^\ell(x)) \cdot \nu(x)) \]
\[ - a^\ell_m(\nabla u^\ell(x)) u^\gamma_x(x) \eta^2(x) a^\ell_i(\nabla u^\ell(x)) \partial_m \nu_i(x). \quad (2.47) \]

We notice that \( \partial_m \nu_i(x) \) is the second fundamental form \( \Pi^\ell_x \) of \( \partial_\Omega_\delta^\ell \) at \( x \):
\[ \sum_{i,m=1}^{n} \partial_m \nu_i(x) a^\ell_i(\nabla u^\ell(x)) a^\ell_m(\nabla u^\ell(x)) = \Pi^\ell_x(a^\ell(\nabla u^\ell(x)), a^\ell(\nabla u^\ell(x))). \]
Since the cone $\Sigma$ is convex then $\Pi^\ell_x$ is non-negative definite, which implies that
\[
\sum_{i,m=1}^{n} \partial_m u_i(x) a^\ell_i(\nabla u^\ell(x)) a^\ell_m(\nabla u^\ell(x)) \geq 0.
\] (2.48)

Hence (2.47) becomes
\[
\sum_{i,m=1}^{n} \partial_m a^\ell_i(\nabla u^\ell(x)) \varphi(x) \nu_i(x) \leq \sum_{i,m=1}^{n} a^\ell_m(\nabla u_m(x)) u^\ell_i(x) \eta^2(x) \partial_m (a^\ell(\nabla u^\ell(x)) \cdot \nu(x) ),
\] (2.49)

and so, with the choice $\varphi = a^\ell_m(\nabla u^\ell) u^\gamma_i \eta^2$, we obtain
\[
\sum_{i,m=1}^{n} \int_{\partial \Omega} \partial_m a^\ell_i(\nabla u^\ell) \varphi_i d\sigma \leq \sum_{i,m=1}^{n} \int_{\partial \Omega} u^\gamma_i \eta^2 a^\ell_m(\nabla u^\ell) \partial_m (a^\ell(\nabla u^\ell) \cdot \nu) \, dx
\]
\[
= \sum_{i=1}^{n} \int_{\partial \Omega} u^\gamma_i \eta^2 a^\ell(\nabla u^\ell) \cdot \nabla (a^\ell(\nabla u^\ell) \cdot \nu) \, dx = 0,
\]

where the last equality follows from the condition $a^\ell(\nabla u^\ell) \cdot \nu = 0$ on $\partial \Sigma$. Indeed, this condition implies that $a^\ell(\nabla u^\ell)$ is a tangent vector-field and that the tangential derivative of $a^\ell(\nabla u^\ell) \cdot \nu$ vanishes on $\partial \Sigma$.

Hence, recalling (2.45), we proved that
\[
\sum_{i,m=1}^{n} \int_{\Omega} \partial_m a^\ell_i(\nabla u^\ell) \partial_i \left( a^\ell_m(\nabla u^\ell) u^\gamma_i \eta^2 \right) \, dx \leq n \int_{\Omega} |\nabla (u^{p^{-1}})| |a^\ell(\nabla u^\ell)| u^\gamma_i \eta^2 \, dx .
\] (2.50)

Inequality (2.50) can be used in place of Equation (4.11) in [AKM18, Proof of Theorem 4.1], and by arguing as in [AKM18] we obtain
\[
\int_{\Omega} |\nabla (a^\ell(\nabla u^\ell))|^2 \eta^2 u^\gamma \, dx \leq C \int_{\Omega} |\nabla (a^\ell(\nabla u^\ell))||a^\ell(\nabla u^\ell)| |\eta u^\gamma | |\nabla (\eta u^\gamma)| \, dx + C \int_{\Omega} |\nabla (u^{p^{-1}})||a^\ell(\nabla u^\ell)| u^\gamma \eta^2 \, dx .
\]

From Hölder and Young inequalities, for any $\epsilon \in (0, 1)$ we can bound
\[
C \int_{\Omega} |\nabla (a^\ell(\nabla u^\ell))||a^\ell(\nabla u^\ell)| |\eta u^\gamma | |\nabla (\eta u^\gamma)| \, dx \leq C \epsilon \int_{\Omega} |\nabla (a^\ell(\nabla u^\ell))|^2 \eta^2 u^\gamma \, dx + C \epsilon \int_{\Omega} |a^\ell(\nabla u^\ell)|^2 |\nabla (\eta u^\gamma)|^2 \, dx ,
\]
so choosing $\epsilon$ small enough such that $C \epsilon = 1/2$, we obtain
\[
\int_{\Omega} |\nabla (a^\ell(\nabla u^\ell))|^2 \eta^2 u^\gamma \, dx \leq C \int_{\Omega} |a^\ell(\nabla u^\ell)|^2 |\nabla (\eta u^\gamma)|^2 \, dx + C \int_{\Omega} |\nabla (u^{p^{-1}})||a^\ell(\nabla u^\ell)| u^\gamma \eta^2 \, dx .
\]
Recall that here $\eta \in C^\infty_c(B_R \setminus B_1/R)$. However, by approximation the same property holds for any $\eta \in C^\infty_c(\mathbb{R}^n)$.

Now, we recall that we were writing $u_\ell$ in place of $u_{k,\ell}$. Then, since $u_{k,\ell} \to u_k$ in $C^1_{\text{loc}}$ and $a_\ell \to a$ locally uniformly, we can let $\ell \to \infty$ to deduce that

$$
\int_{\Omega_k} |\nabla(a(\nabla u_k))|^2 \eta^2 u_k^2 dx \leq C \int_{\Omega_k} |a(\nabla u_k)|^2 |\nabla(\eta u_k^2)|^2 dx + C \int_{\Omega_k} \nabla(u^p - 1) |a(\nabla u_k)| u_k^2 \eta^2 dx.
$$

(2.51)

In particular, taking $\gamma = 0$, (2.51) proves that $a(\nabla u_k) \in W^{1,2}_{\text{loc}}(\Sigma_k)$, and $\{a(\nabla u_k)\}_{k \in \mathbb{N}}$ is uniformly bounded in $W^{1,2}_{\text{loc}}$. Hence, letting $k \to \infty$ in (2.51) we obtain

$$
\int_{\Omega} |\nabla(a(\nabla u))|^2 \eta^2 u^2 dx \leq C \int_{\Omega} |a(\nabla u)|^2 |\nabla(\eta u^2)|^2 dx + C \int_{\Omega} |\nabla(u^p - 1) |a(\nabla u)| u \eta^2 dx.
$$

Finally, the asymptotic estimate (2.38) follows from (2.8).

\qed

3 Proof of Theorem 1.1

As already mentioned in the introduction, we consider the auxiliary function

$$
v = u^{-\frac{n}{n-p}}
$$

(3.1)

where $u$ is a solution of (1.8). A straightforward computation shows that $v > 0$ satisfies the following problem

$$
\begin{cases}
\Delta \hat{H} v = f(v, \nabla v) & \text{in } \Sigma, \\
\hat{a}(\nabla v) \cdot \nu = 0 & \text{on } \partial \Sigma,
\end{cases}
$$

(3.2)

where $\Delta \hat{H} v = \text{div}(\hat{a}(\nabla v))$ with

$$
\hat{a}(\xi) = \hat{H}^{-1}(\xi) \nabla \hat{H}(\xi),
$$

(3.3)

and where we set

$$
f(v, \nabla v) = \left( \frac{p}{n-p} \right)^{p-1} \frac{1}{v} + \frac{n(p-1)}{p} \frac{\hat{H}^p(\nabla v)}{v},
$$

(3.4)

with

$$
\hat{H}(\xi) = H(-\xi) \quad \text{for all } \xi \in \mathbb{R}^n.
$$

(3.5)

It is clear that $v$ inherits some properties from $u$. In particular $v \in C^{1,\theta}_{\text{loc}}$, and it follows from Proposition 2.3 that there exist constants $C_0, C_1 > 0$ such that

$$
C_0 |x|^{-\frac{n}{p-1}} \leq v(x) \leq C_1 |x|^{-\frac{p}{p-1}}
$$

(3.6)

and

$$
|\nabla v(x)| \leq C_1 |x|^{-\frac{1}{p-1}}
$$

(3.7)

for $|x|$ sufficiently large. Higher regularity results for $v$ are summarized in the following lemma.
**Lemma 3.1.** Let $v$ be given by (3.1). Then, for every $\sigma \in \mathbb{R}$, the asymptotic estimate
\[
\int_{B_r \cap \Sigma} |\nabla(\hat{a}(\nabla v))|^2 v^\sigma \, dx \leq C \left( 1 + r^{n+\frac{np}{p-1}} \right) \quad \forall r \geq 1
\] (3.8)
holds.

**Proof.** We notice that
\[
\hat{a}(\nabla v) = -\left( \frac{p}{n-p} \right)^{p-1} u^{-\frac{n(p-1)}{n-p}} a(\nabla u)
\]
and
\[
\nabla(\hat{a}(\nabla v)) = -\left( \frac{p}{n-p} \right)^{p-1} \left[ u^{-\frac{n(p-1)}{n-p}} \nabla(a(\nabla u)) - \frac{n(p-1)}{n-p} u^{-\frac{n(p-1)}{n-p}} \nabla u \otimes a(\nabla u) \right],
\]
so it follows from Proposition 2.8 that
\[
\hat{a}(\nabla v) \in W_{\text{loc}}^{1,2}(\Sigma). \tag{3.9}
\]
Finally, the asymptotic estimate (3.8) follows from (2.38) and (2.8). \qed

### 3.1 An integral inequality.

In this subsection, by using the convexity of the cone, we show that $v$ satisfies an integral inequality.

We recall that the second symmetric function $S^2(M)$ of a $n \times n$ matrix $M = (m_{ij})$ is the sum of all the principal minors of $A$ of order two, and we have
\[
S^2(M) = \frac{1}{2} \sum_{i,j} S^2_{ij}(M) m_{ij}, \tag{3.10}
\]
where
\[
S^2_{ij}(M) = -m_{ji} + \delta_{ij} \text{tr}(M).
\]

As proved in [CS09, Lemma 3.2], given two symmetric matrices $B, C \in \mathbb{R}^{n \times n}$ with $B$ positive semidefinite, and by setting $M = BC$, we have the following Newton’s type inequality:
\[
S^2(M) \leq \frac{n-1}{2n} \text{tr}(M)^2. \tag{3.11}
\]
Moreover, if $\text{tr}(M) \neq 0$ and equality holds in (3.11), then
\[
M = \frac{\text{tr}(M)}{n} \text{Id},
\]
and $B$ is positive definite. As we will describe later, we will apply (3.11) to the matrix $M = \nabla[\hat{a}(\nabla v)]$.

We start from the following differential identity (see [BC18]). We use the Einstein convention of summation over repeated indices.
Lemma 3.2. Let \( v \) be a positive function of class \( C^3 \) and let \( V : \mathbb{R}^n \to \mathbb{R}^+ \) be of class \( C^3(\mathbb{R}^n) \) and such that \( V(\nabla v) \text{div}(\nabla V(\nabla v)) \) can be continuously extended to zero at \( \nabla v = 0 \). Let

\[
W = \nabla[\nabla_\xi V(\nabla v)] = V_{\xi,\xi_i}(\nabla v)_{ij}.
\] (3.12)

Then, for any \( \gamma \in \mathbb{R} \) we have

\[
2v^\gamma S^2(W) = \text{div}(v^\gamma S^2_{ij}(W)V_{\xi_i}(\nabla v)) - \gamma v^{\gamma - 1} S^2_{ij}(W) V_{\xi_i}(\nabla v)v_j
\] (3.13)

and

\[
\text{div}(v^\gamma S^2_{ij}(W)V_{\xi_i}(\nabla v) + \gamma(p - 1)v^{\gamma - 1}V(\nabla v)V_{\xi_i}(\nabla v))
\]
\[
= 2v^\gamma S^2(W) + \gamma(\gamma - 1)(p - 1)v^{\gamma - 2}V(\nabla v)V_{\xi_i}(\nabla v)v_i
\]
\[
+ \gamma v^{\gamma - 1}((p - 1)V(\nabla v) + V_{\xi_i}(\nabla v)v_i) \text{tr}(W)
\]
\[
+ \gamma v^{\gamma - 1}((p - 1)V_{\xi_i}(\nabla v)V_{\xi_j}(\nabla v)v_{ij} + V_{\xi_i,\xi_j}(\nabla v)v_{ij}V_{\xi_i}(\nabla v)v_j).
\] (3.14)

In particular, if

\[
V(\xi) = \frac{\dot{H}^p(\xi)}{p} \quad \text{for } p > 1 \text{ and } \xi \in \mathbb{R}^n,
\] (3.15)

and \( \dot{H} \) is a norm, then

\[
2v^\gamma S^2(W) = \text{div}(v^\gamma S^2_{ij}(W)V_{\xi_i}(\nabla v) + \gamma(p - 1)v^{\gamma - 1}V(\nabla v)\nabla_\xi V(\nabla v))
\]
\[
- \gamma(\gamma - 1)p(p - 1)v^{\gamma - 2}V^2(\nabla v) - \gamma(2p - 1)v^{\gamma - 1}V(\nabla v)\Delta_p^{\dot{H}} v,
\] (3.16)

where \( \Delta_p^{\dot{H}} v = \text{div}(\hat{a}(\nabla v)) \) and \( \hat{a}(\cdot) \) is given by (3.3). Observe that, in this particular case, \( W(x) := \nabla[\hat{a}(\nabla v(x))] \).

Proof. See [BC18, Lemma 4.1]. \( \square \)

The idea is to apply the above lemma to the function \( v \) solving (3.2) and integrate the identity above on \( \Sigma \). Due to the lack of regularity of \( v \), Lemma 3.2 cannot be applied directly but we can still prove its integral counterpart.

Lemma 3.3. Let \( v \) be given by (3.1), let \( V \) be as in (3.15), and \( W \) as in (3.12). Then, for any \( \varphi \in C_c^\infty(\Sigma) \), we have

\[
\int_\Sigma \left( 2v^\gamma S^2(W) + \gamma(\gamma - 1)p(p - 1)v^{\gamma - 2}V^2(\nabla v) + \gamma(2p - 1)v^{\gamma - 1}V(\nabla v)\Delta_p^{\dot{H}} v \right) \varphi \, dx
\]
\[
= -\int_\Sigma \varphi_j(v^\gamma S^2_{ij}(W)V_{\xi_i}(\nabla v) + \gamma(p - 1)v^{\gamma - 1}V(\nabla v)V_{\xi_j}(\nabla v)) \, dx.
\] (3.17)
Proof. We argue by approximation. So, first we extend \( v \) as 0 outside \( \Sigma \), and then for \( \varepsilon > 0 \) we define \( v^{\varepsilon} = v * \rho^{\varepsilon} \) and \( V^{\varepsilon} = V * \rho^{\varepsilon} \), where \( \rho^{\varepsilon} \) is a standard mollifier. Also, we set \( \hat{a}^{\varepsilon} = \nabla V^{\varepsilon} \) and \( \hat{w}^{\varepsilon}_{i,j} = (w^{\varepsilon}_{i,j})_{i,j = 1,...,n} \) where \( w^{\varepsilon}_{i,j} = \partial_{j}(\hat{a}^{\varepsilon}_i(\nabla v^\varepsilon)) \).

Since \( V \in C^1(\mathbb{R}^n) \) then \( \hat{a}^{\varepsilon}_i = \hat{a}_i * \rho^{\varepsilon} \) for \( i = 1,...,n \), where \( \hat{a} \) is given by (3.3). Also, since \( \hat{a}(\nabla v) \in W^{1,2}_{\text{loc}}(\Sigma) \), then \( \hat{a}^{\varepsilon}_i(\nabla v) \rightarrow \hat{a}_i(\nabla v) \) and \( \hat{w}^{\varepsilon}_{i,j} \rightarrow w_{i,j} \) in \( L^2_{\text{loc}}(\Sigma) \).

Moreover, since \( \hat{H}_0(\nabla \hat{H}(\xi)) = 1 \) for any \( \xi \in \mathbb{R}^n \setminus \{0\} \) we have that \( \hat{H}_0(\hat{a}(\xi)) = \hat{H}^{p-1}(\xi) \), which implies that \( pV(\xi) = \hat{H}_0^{\frac{p}{p-1}}(a(\xi)) \). Since \( \hat{H}_0^{\frac{p}{p-1}} \) is locally Lipschitz and \( \hat{a}(\nabla v) \in W^{1,2}_{\text{loc}}(\Sigma) \) then \( V(\nabla v) \in W^{1,2}_{\text{loc}}(\Sigma) \) and we have that \( \partial_{x_i}(V^{\varepsilon}(\nabla v^\varepsilon)) \rightarrow \partial_{x_i}(V(\nabla v)) \) in \( L^2_{\text{loc}}(\Sigma) \). Now we write (3.14) for the approximating functions \( v^{\varepsilon} \), \( V^{\varepsilon} \) and \( W^{\varepsilon} \), we multiply by \( \varphi \in C^\infty_c(\Sigma) \) and integrate over \( \Sigma \). Since \( \varphi \) has compact support inside \( \Sigma \), it follows from the divergence theorem that

\[
\begin{align*}
\int_{\Sigma} & \left( 2(v^{\varepsilon})^\gamma S^2(W^{\varepsilon}) + \gamma(\gamma-1)(p-1)(v^{\varepsilon})^{\gamma-2}V^{\varepsilon}(\nabla v^\varepsilon)V^{\varepsilon}_i(\nabla v^\varepsilon)v^{\varepsilon}_i \right) \varphi \, dx \\
& + \int_{\Sigma} \gamma(v^{\varepsilon})^{\gamma-1} \left( (p-1)V^{\varepsilon}_i(\nabla v^\varepsilon) + V^{\varepsilon}_i(\nabla v^\varepsilon)v^{\varepsilon}_i \right) \text{tr} (W^{\varepsilon}) \varphi \, dx \\
& + \int_{\Sigma} \gamma(v^{\varepsilon})^{\gamma-1} \left( (p-1)V^{\varepsilon}_i(\nabla v^\varepsilon)V^{\varepsilon}_j(\nabla v^\varepsilon)v^{\varepsilon}_i + V^{\varepsilon}_i(\nabla v^\varepsilon)v^{\varepsilon}_i V^{\varepsilon}_j(\nabla v^\varepsilon)v^{\varepsilon}_j \right) \varphi \, dx \\
& = -\int_{\Sigma} \varphi_{ij} ((v^{\varepsilon})^\gamma S^2_{ij}(W^{\varepsilon})V^{\varepsilon}_i(\nabla v^\varepsilon) + \gamma(p-1)(v^{\varepsilon})^{\gamma-1}V^{\varepsilon}(\nabla v^\varepsilon)V^{\varepsilon}_i(\nabla v^\varepsilon)) \, dx.
\end{align*}
\]

Since \( V^{\varepsilon}_i(\nabla v^\varepsilon)v^{\varepsilon}_i = \partial_{x_i}(V^{\varepsilon}(\nabla v^\varepsilon)) \), recalling (3.16) we conclude easily by letting \( \varepsilon \rightarrow 0 \). \( \square \)

Now we extend Lemma 3.3 to a generic cut-off function in \( \mathbb{R}^n \). Here, the convexity of \( \Sigma \) plays a crucial role.

**Lemma 3.4.** Let \( v \) be given by (3.1), let \( V \) be as in (3.15), and \( W \) as in (3.12). Consider a non-negative cut-off function \( \eta \in C^\infty_c(\mathbb{R}^n) \). Then

\[
\int_{\Sigma} \left( 2v^\gamma S^2(W) + \gamma(\gamma-1)p(p-1)v^{\gamma-2}V^2(\nabla v) + \gamma(2p-1)v^{\gamma-1}V(\nabla v)\Delta \hat{H}_0^{\frac{p}{p-1}}v \right) \eta \, dx \\
\geq -\int_{\Sigma} \eta_{ij} (v^\gamma S^2_{ij}(W)V^{\varepsilon}_i(\nabla v) + \gamma(p-1)v^{\gamma-1}V(\nabla v)V^{\varepsilon}_i(\nabla v)) \, dx.
\]

**Proof.** As in the proof of Proposition 2.8, this proof requires a regularization argument considering the solutions of the approximating problems

\[
\begin{cases}
\text{div}(\hat{a}^{\ell}(\nabla v_{k,\ell})) = f(v, \nabla v) & \text{in } \Sigma_k, \\
\hat{a}^{\ell}(\nabla v_{k,\ell}) \cdot \nu = 0 & \text{on } \partial \Sigma_k,
\end{cases}
\]

where \( \hat{a}^{\ell} \) are defined as in (2.40) with \( a \) replaced by \( \hat{a} \) and \( f(v, \nabla v) \) is given by (3.4). Note that, since \( v \in C^{1,\theta}_{\text{loc}}(\Sigma \setminus \{O\}) \), the functions \( v_{k,\ell} \) are of class \( C^{2,\theta}_{\text{loc}} \) in \( \Sigma_k \setminus \{O\} \), and this allows one to perform all the desired computations on the functions \( v_{k,\ell} \),
and then let $\ell$ and $k$ to infinity. Since this approximation argument is very similar to the one in the proof of Proposition 2.8, to simplify the notation and emphasize the main ideas we shall work directly with $v$, assuming that $v$ is of class $C^2_{\text{loc}}$ in $\Sigma \setminus \{ O \}$ in order to justify all the computations.

Set

$$F = 2v^\gamma S^2(W) + \gamma(\gamma - 1)p(p - 1)v^{\gamma - 2}V^2(\nabla v) + \gamma(2p - 1)v^{\gamma - 1}V(\nabla v)\Delta_p^H v$$

(3.20)

and $L = (L_1, \ldots, L_n)$ with

$$L_j = v^\gamma S^2_{ij}(W)V_{\xi_i}(\nabla v) + \gamma(p - 1)v^{\gamma - 1}V(\nabla v)V_{\xi_i}(\nabla v)$$

for $j = 1, \ldots, n$. Then we apply Lemma 3.3 with $\varphi = \eta\zeta$, where $\eta \in C_0^\infty(\mathbb{R}^n)$ is a cut-off function as in the statement, and $\zeta_\delta \in C_0^\infty(\Sigma)$ is a cut-off function of the distance from $\partial \Sigma$ that converges to $1$ inside $\Sigma$ as $\delta \to 0$. In this way, as in the proof of (2.45), letting $\delta \to 0$ the term involving $\nabla \zeta_\delta$ gives rise to a boundary term: more precisely, we obtain

$$\int_{\Sigma} F\eta dx = - \int_{\Sigma} \nabla \eta \cdot L dx + \int_{\partial \Sigma} \eta L \cdot \nu d\sigma.$$  

(3.21)

Now, to conclude the proof, we need to show that the last integral in (3.21) is non-negative; indeed, for $x \in \partial \Sigma \setminus \{ O \}$, by using the explicit expression of $L$ and of $S^2_{ij}(W)$ we get

$L(x) \cdot \nu(x) = v^\gamma(x)\hat{a}(\nabla v(x)) \cdot \nu(x) [\text{tr}(W)(x) + \gamma(p - 1)v^{-1}(x)V(\nabla v(x))]

- v^\gamma(x)\partial_i(\hat{a}_j(\nabla v(x)))\hat{a}_i(\nabla v(x))\nu(x),$ 

(3.22)

where we used that $w_{ij}(x) = \partial_i\hat{a}_j(\nabla v(x))$ and $V_{\xi_i} = \hat{a}_i$.

We notice now that $\partial_i \nu_{\ell}(x)$ is the second fundamental form of $\partial \Sigma$ at $x$, which is non-negative definite by the convexity of $\Sigma$. Hence

$$\partial_i \nu_{\ell}(x)\hat{a}_j(\nabla v(x))\hat{a}_i(\nabla v(x)) \geq 0.$$  

(3.23)

From (3.22) and (3.23) we get

$$L(x) \cdot \nu(x) \geq v^\gamma(x)\hat{a}(\nabla v(x)) \cdot \nu(y) [\text{tr}(W)(x) + \gamma(p - 1)v^{-1}(x)V(\nabla v(x))]

- v^\gamma(x)\nabla(\hat{a}(\nabla v(x)) \cdot \nu(y)) \cdot \hat{a}(\nabla v(x)).$$

Now, since $\hat{a}(\nabla v) \cdot \nu = 0$ on $\partial \Sigma$, the first term on the right-hand side vanishes. Moreover, since the tangential derivative of $\hat{a}(\nabla v) \cdot \nu$ vanishes on $\partial \Sigma$ and $\hat{a}(\nabla v)$ is a tangential vector-field, also the second term vanishes. This proves that $L \cdot \nu \geq 0$ on $\partial \Sigma \setminus \{ O \}$, that together with (3.21) (recall that $\eta \geq 0$) concludes the proof.  \(\square\)
Proposition 3.5. Let \( v \) be given by (3.1), let \( V \) be as in (3.15), and \( W \) as in (3.12). Then

\[
\int_{\Sigma} \left( 2v^\gamma S^2(W) + \gamma(\gamma - 1)p(p - 1)v^{\gamma - 2}V^2(\nabla v) + \gamma(2p - 1)v^{\gamma - 1}V(\nabla)\Delta_p^{\frac{p}{p-1}}v \right) \ dx \geq 0
\]

(3.24)

for any \( \gamma < -\frac{n(p-1)}{p} \).

Proof. From (3.2), (3.6), and (3.7) we know that \( |\Delta_p^{\frac{p}{p-1}}v| \leq C \) in \( \Sigma \), and from Newton’s inequality (3.11) we also have \( |S^2(W)| \leq C \) (recall that \( \text{tr}(W) = \Delta_p^{\frac{p}{p-1}}v \)).

Now, let \( \eta \) be a non-negative radial cut-off function such that \( \eta = 1 \) in \( B_R \), \( \eta = 0 \) outside \( B_{2R} \), and \( |\nabla \eta| \leq \frac{2}{R} \). Thanks to (3.6) and (3.7), we can take the limit as \( R \to \infty \) in the left-hand side of (3.19) to obtain the left-hand side of (3.24). Hence, in order to prove (3.24) it is enough to show that

\[
\lim_{R \to \infty} \int_{E_R} \eta_j(v^\gamma S^2_{ij}(W)V_\xi(\nabla v) + \gamma(p - 1)v^{\gamma - 1}V(\nabla)\xi(\nabla v)) \ dx = 0, \quad (3.25)
\]

where we set for simplicity

\[
E_R := \Sigma \cap (B_{2R} \setminus B_R)
\]

Since \( |S^2_{ij}(W)| \leq |W| \), using Holder’s inequality we get

\[
\left| \int_{E_R} \eta_j v^\gamma S^2_{ij}(W)V_\xi(\nabla v) \ dx \right| \leq \frac{c(n)}{R} \|W\|_{L^2(E_R)} \left( \int_{E_R} v^{2\gamma} |\nabla V(\nabla v)|^2 \ dx \right)^{\frac{1}{2}}.
\]

Observe that (3.8) yields

\[
\|W\|_{L^2(E_R)}^2 \leq CR^n.
\]

Also, from (3.6) and (3.7) we have

\[
\int_{E_R} v^{2\gamma} |\nabla V(\nabla v)|^2 \ dx \leq CR^{\frac{2n}{p-1} + n + 2}.
\]

Hence, since by assumption \( \gamma < -\frac{n(p-1)}{p} \), this proves that

\[
\lim_{R \to \infty} \int_{E_R} \eta_j v^\gamma S^2_{ij}(W)V_\xi(\nabla v) = 0.
\]

Analogously, using (3.6) and (3.7), the second term in (3.25) can be bounded as

\[
\left| \int_{E_R} \eta_j v^{\gamma - 1}V(\nabla)\xi(\nabla v) \ dx \right| \leq CR^{\frac{2n}{p-1} + n}, \quad (3.26)
\]

which also goes to zero as \( R \to \infty \) since \( \gamma < -\frac{n(p-1)}{p} \). This proves (3.25) and hence (3.24). \( \square \)
3.2 Conclusion. We multiply (3.2) by $v^{-n}$ and integrate over $\Sigma$. By using the divergence theorem, the boundary condition in (3.2), and the decay estimates (3.6) and (3.7), we get
\[
\left(\frac{p}{n-p}\right)^{p-1} \int_\Sigma v^{-n-1} dx - \frac{n}{p} \int_\Sigma v^{-n-1} \hat{H}^p(\nabla v) \, dx = 0. \tag{3.27}
\]
Now we use Newton’s inequality applied to $W$ in (3.24). More precisely, since \( \text{tr} (W) = \Delta_p^\hat{H} v \), we have
\[
2S^2(W) \leq \frac{n-1}{n} (\Delta_p^\hat{H} v)^2, \tag{3.28}
\]
and from (3.24) we obtain
\[
\int_\Sigma \left( \frac{n-1}{n} v^\gamma (\Delta_p^\hat{H} v)^2 + \gamma (\gamma - 1)p(p-1)v^{\gamma - 2}V^2(\nabla v) + \gamma (2p-1)v^{\gamma - 1}V(\nabla v)\Delta_p^\hat{H} v \right) \, dx \geq 0 \tag{3.29}
\]
for any $\gamma < -\frac{n(p-1)}{p}$. Since $p < n$ we can choose $\gamma = 1 - n$ in (3.29), and using (3.2), (3.4), and (3.15), we obtain
\[
\left(\frac{p}{n-p}\right)^{p-1} \int_\Sigma v^{-n-1} dx - \frac{n}{p} \int_\Sigma v^{-n-1} \hat{H}^p(\nabla v) \, dx \geq 0. \tag{3.30}
\]
Recalling (3.27), this implies that the equality case must hold in (3.30). Hence the equality case must hold in (3.28) a.e., which implies that
\[
W(x) = \lambda(x) \text{Id} \quad \text{for a.e. } x \in \Sigma, \tag{3.31}
\]
for some function $\lambda : \Sigma \to \mathbb{R}$, where $\text{Id}$ is the identity matrix.

Now we show that the function $\lambda$ is constant. Since
\[
\lambda(x) = \frac{1}{n} \text{tr} (W) = \frac{1}{n} \Delta_p^\hat{H} v(x) = \frac{1}{n} f(v, \nabla v)
\]
(see (3.2)), and since $v \in C^{1,\theta}_{\text{loc}}(\Sigma)$, we get that $\lambda \in C^{0,\theta}_{\text{loc}}(\Sigma)$. Moreover, elliptic regularity theory yields that $v \in C^{2,\theta}_{\text{loc}}(\Sigma \cap \{ \nabla v \neq 0 \})$, which implies that $\lambda \in C^{1,\theta}_{\text{loc}}(\Sigma \cap \{ \nabla v \neq 0 \})$. From (3.31) we have that
\[
\partial_i(\hat{a}_j(\nabla v(x))) = \lambda(x) \delta_{ij} \tag{3.32}
\]
for $i, j \in \{1, \ldots, n\}$, which implies that $\hat{a}(\nabla v) \in C^{2,\theta}_{\text{loc}}(\Sigma \cap \{ \nabla v \neq 0 \})$.

Then, given $i \in \{1, \ldots, n\}$, choosing $j \neq i$ and using (3.32) we obtain
\[
\partial_i \lambda(x) = \partial_i(\hat{a}_j(\nabla v(x))) = \partial_j(\partial_i(\hat{a}_j(\nabla v(x)))) = 0
\]
for any $x \in \Sigma \cap \{ \nabla v \neq 0 \}$, which implies that $\lambda$ is constant on each connected component of $\Sigma \cap \{ \nabla v \neq 0 \}$. Since $\lambda$ is continuous in $\Sigma$ and $\{ \nabla v = 0 \}$ has no
interior points (this follows easily from (3.2)), we deduce that $\lambda$ is constant. In particular, recalling (3.31), we get
\[
\nabla[\hat{a}(\nabla v(x))] = W(x) = \lambda I \quad \text{in } \Sigma.
\]
Hence $\hat{a}(\nabla v(x)) = \lambda(x - x_0)$ for some $x_0 \in \overline{\Sigma}$, and from the boundary condition in (3.2) we obtain that $x_0 \in \partial \Sigma$. This implies that $v(x) = c_1 + c_2 \hat{H}_0(x - x_0)^{\frac{r}{r - 1}}$, or equivalently (recalling (3.1)) $u(x) = U_{\mu,x_0}^H(x)$ for some $\mu > 0$. Finally, it is clear that:

- if $\Sigma = \mathbb{R}^n$ and $x_0$ may be a generic point in $\mathbb{R}^n$;
- if $k \in \{1, \ldots, n - 1\}$ then $x_0 \in \mathbb{R}^k \times \{\emptyset\}$;
- if $k = 0$ then $x_0 = \emptyset$.

This completes the proof of Theorem 1.1. \qed
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Appendix A. Sharp anisotropic Sobolev inequalities with weight in convex cones

In this appendix we prove a sharp version of the anisotropic Sobolev inequality in cones by suitably adapting the optimal transportation proof of the Sobolev inequality in [CNV04, Theorem 2]. As we shall see, the proof not only applies to the case of arbitrary norms, but it also allows us to cover a large class of weights. In particular, our result extends the weighted isoperimetric inequalities from [CRS16, Theorem 1.3] to the full Sobolev range $p \in (1, n)$ (note that the case $p = 1$ can be recovered letting $p \to 1^+$).
Theorem A.1. Let $p \in (1, n)$. Let $\Sigma$ be a convex cone and $H$ a norm in $\mathbb{R}^n$. Let $w \in C^0(\Sigma)$ be positive in $\Sigma$, homogeneous of degree $a \geq 0$, and such that $w^{1/a}$ is concave in case $a > 0$. Then for any $f \in D^{1,p}(\Sigma)$ we have
\[
\left( \int_{\Sigma} |f(x)|^\beta w(x) \, dx \right)^{p/\beta} \leq C_{\Sigma}(n, p, a, H, w) \int_{\Sigma} H^p(\nabla f(x)) \, w(x) \, dx \quad (A.1)
\]
where
\[
\beta = \frac{p(n + a)}{n + a - p}. \quad (A.2)
\]
Moreover, inequality (A.1) is sharp and the equality is attained if and only if $f = U_{H,a}^{H,a}(x_0)$, where
\[
U_{H,a}^{H,a}(x) := \left( \frac{\lambda^{\frac{1}{p-1}} c(n, p, a, H, w)}{\lambda^{\frac{1}{p-1}} + H_0(x - x_0)^{\frac{1}{p-1}}} \right)^{\frac{n+a-p}{p}} \quad (A.3)
\]
with $\lambda > 0$ and $H_0$ given by (1.7).

Furthermore, writing $\Sigma = \mathbb{R}^k \times C$ with $k \in \{0, \ldots, n\}$ and with $C \subset \mathbb{R}^{n-k}$ a convex cone that does not contain a line, then:

(i) if $k = n$ then $\Sigma = \mathbb{R}^n$ and $x_0$ may be a generic point in $\mathbb{R}^n$;
(ii) if $k \in \{1, \ldots, n-1\}$ then $x_0 \in \mathbb{R}^k \times \{0\}$;
(iii) if $k = 0$ then $x_0 = 0$.

Proof. We aim at proving that for any nonnegative $f, g \in L^\beta(\Sigma)$ with $\|f\|_{L^\beta(\Sigma)} = \|g\|_{L^\beta(\Sigma)}$ and such that $\nabla f \in L^p(\Sigma)$, we have that
\[
\int_{\Sigma} g^{\gamma} w \, dx \leq \frac{\gamma}{n + a} \left( \int_{\Sigma} H^p(\nabla f) \, w \, dx \right)^{1/p} \left( \int_{\Sigma} H_0^p g^{\beta} w \, dx \right)^{1/p'}, \quad (A.4)
\]
with equality if $f = g = U_{H,a}^{H,a}(x_0)$. The value of $\gamma$ will be specified later. As shown in [CNV04], inequality (A.4) implies the Sobolev inequality (A.1).

Let $F$ and $G$ be probability densities on $\Sigma$ and let $T : \Sigma \to \Sigma$ be the optimal transport map (see e.g. [Vil03]). It is well known that, by the transport condition $T_#F = G$, one has
\[
|\det(DT)| = \frac{F}{G \circ T}
\]

As explained in [FI13] (see also [FMP10]), the argument that follows can be made rigorous using the fine properties of $BV$ functions (we note that $T$ belongs to $BV$, being the gradient of a convex function). However, to emphasize the main ideas, we shall write the whole argument when $T : \Sigma \to \Sigma$ is a $C^1$ diffeomorphism, and we invite the interested reader to look at the proof of [FI13, Theorem 2.2] to understand how to adapt the argument using only that $T \in BV_{loc}(\Sigma; \Sigma)$.

Alternatively, arguing by approximation, one can assume that $w$ is strictly positive in $\Sigma \setminus \{0\}$, and that $f$ and $g$ are both strictly positive and smooth inside $\Sigma$. Then, if $T : \Sigma \to \Sigma$ denotes the optimal transport map from $f^{\beta}w$ to $g^{\beta}w$, [CF, Theorem 1 and Remark 4] ensure that $T : \Sigma \to \Sigma$ is a diffeomorphism. This allows one to perform the proof of (A.4) avoiding the use of the fine properties of $BV$ functions.
Then, if we choose $F = f^\beta w$ and $G = g^\beta w$,
the Jacobian equation for $T$ becomes
\[
|\det(DT)| \frac{w \circ T}{w} = \frac{f^\beta}{g^\beta \circ T}.
\]
We observe that, since
\[ T^\#(f^\beta w) = g^\beta w, \]
then for any $0 < \gamma < \beta$ we have
\[
\int_\Sigma g^\gamma w \, dx = \int_\Sigma (g^{\gamma - \beta} \circ T) f^\beta w \, dx = \int_\Sigma \left[ |\det(DT)| \frac{w \circ T}{w} \right]^{\frac{\beta - \gamma}{\beta}} f^\gamma w \, dx. \tag{A.5}
\]
We choose $\gamma$ such that
\[
\frac{\beta - \gamma}{\beta} = \frac{1}{n + a} \quad \text{i.e.} \quad \gamma = \frac{p(n + a - 1)}{n + a - p}.
\]
Since $T = \nabla \varphi$ for some convex function $\varphi$, then $DT$ is symmetric and nonnegative definite. In particular $\det(DT) \geq 0$, and it follows from Young and the arithmetic-geometric inequalities that
\[
\left[ \left| \det(DT) \right| \frac{w \circ T}{w} \right]^{\frac{1}{n+a}} \leq \frac{n}{n+a} \det(DT)^{1/n} + \frac{a}{n+a} \left( \frac{w \circ T}{w} \right)^{1/a} \\
\leq \frac{1}{n+a} \left[ \text{div} (T) + a \left( \frac{w \circ T}{w} \right)^{1/a} \right].
\]
Also, from the concavity of $w^{1/a}$ we have that
\[
a \left( \frac{w \circ T}{w} \right)^{1/a} \leq \nabla w \cdot T \frac{\nabla w \cdot T}{w}
\]
(see [CRS16, Lemma 5.1]), hence
\[
\left[ \left| \det(DT) \right| \frac{w \circ T}{w} \right]^{\frac{1}{n+a}} \leq \frac{1}{n+a} \left( \text{div} (T) + \frac{\nabla w \cdot T}{w} \right). \tag{A.6}
\]
(If $a = 0$ then $w$ is just constant and (A.6) corresponds to the arithmetic-geometric inequality.) Noticing that
\[
\text{div} (T) + \frac{\nabla w \cdot T}{w} = \frac{1}{w} \text{div} (Tw)
\]
combining (A.5) and (A.6) we have
\[ \int_{\Sigma} g^\gamma w \, dx \leq \frac{1}{n + a} \int_{\Sigma} \text{div} (T w) f^\gamma \, dx \]
\[ = -\frac{\gamma}{n + a} \int_{\Sigma} w f^{\gamma - 1} T \cdot \nabla f \, dx + \frac{1}{n + a} \int_{\partial \Sigma} w f^\gamma T \cdot \nu \, d\sigma. \]

Here we notice that, since \( T(x) \in \bar{\Sigma} \) for any \( x \in \Sigma \), the convexity of \( \Sigma \) implies that \( T \cdot \nu \leq 0 \) on \( \partial \Sigma \). Thus we obtain
\[ \int_{\Sigma} g^\gamma w \, dx \leq -\frac{\gamma}{n + a} \int_{\Sigma} f^{\gamma - 1} T \cdot \nabla f w \, dx \leq \frac{\gamma}{n + a} \int_{\Sigma} f^{\gamma - 1} \hat{H}_0(T) H(\nabla f) w \, dx, \]
where the last inequality follows from the definition of the dual norm \( H_0 \) of \( H \), and since \( \hat{H}_0(x) = H_0(-x) \). Finally, setting \( p' = \frac{p}{p-1} \), it follows by Holder’s inequality that
\[ \int_{\Sigma} f^{\gamma - 1} \hat{H}_0(T) H(\nabla f) w \, dx \leq \left( \int_{\Sigma} f^{p(\gamma - 1) - \frac{\beta p}{p'}} H^p(\nabla f) w \, dx \right)^{1/p} \left( \int_{\Sigma} \hat{H}_0^p(T) f^{\beta} w \, dx \right)^{1/p'} \]
\[ = \left( \int_{\Sigma} H^p(\nabla f) w \, dx \right)^{1/p} \left( \int_{\Sigma} \hat{H}_0^{p'} g^{\beta} w \, dx \right)^{1/p'}, \]
where we used the transport condition \( T_#(f^{\beta} w) = g^{\beta} w \) and the identity
\[ \gamma - 1 - \beta \frac{p'}{p'} = 0. \]

Hence, by this chain of inequalities we get (A.4).

In order to prove the sharpness of our Sobolev inequality we choose \( f = g = U_{H,a}^{H_0} \). In this particular case the transport map reduces to the identity map \( T(x) = \nabla \varphi(x) = x \) and \( \det(DT) = 1 \). Also the homogeneity of \( w \) implies that \( \nabla w \cdot x = a w \). This implies that all the inequalities in the previous computations become equalities and we obtain (A.1).

Finally, to prove the characterization of the minimizers one can argue as in [FMP10, Appendix A] and [CNV04, Section 4]. More precisely, choose \( g = U_{1,0}^{H,a} \) and let \( f \) be a minimizer. As noticed in the proof of [CNV04, Theorem 5], one can assume that \( f \geq 0 \).

First one shows that the support of \( f \) is indecomposable (this is a measure-theoretic notion of the concept that \( \{ f > 0 \} \) is connected, see [FMP10, Appendix A] for a definition and more details). Indeed, otherwise one could write \( f = f_1 + f_2 \) where \( f_1 \) and \( f_2 \) have disjoint supports. Then
\[ \int_{\Sigma} H^p(\nabla f) w(x) \, dx = \int_{\Sigma} H^p(\nabla f_1) w(x) \, dx + \int_{\Sigma} H^p(\nabla f_2) w(x) \, dx \]
and then by applying (A.1) and the fact that \( f \) is a minimizer, we would get
\[
\left( \int_{\Sigma} f^\beta w(x) dx \right)^{p/\beta} \geq \left( \int_{\Sigma} f_1^\beta w(x) dx \right)^{p/\beta} + \left( \int_{\Sigma} f_2^\beta w(x) dx \right)^{p/\beta}.
\]

Since
\[
\int_{\Sigma} f^\beta w(x) dx = \int_{\Sigma} f_1^\beta w(x) dx + \int_{\Sigma} f_2^\beta w(x) dx
\]
(because \( f_1 \) and \( f_2 \) have disjoint support), by concavity of the function \( t \mapsto t^{p/\beta} \) we conclude that either \( f_1 \) or \( f_2 \) vanishes.

Once this is proved, one can then argue as in the proof of [CNV04, Proposition 6] to deduce (from the fact that all the inequalities in the proof given above must be equalities) that \( T \) must be of the form \( T(x) = \lambda (x - x_0) \) for some \( \lambda > 0 \) and \( x_0 \in \Sigma \), from which the result follows easily. Finally, properties (i)-(ii)-(iii) on the location of \( x_0 \) follow for instance from the fact that \( T \) has to map \( \Sigma \) onto \( \Sigma \). \( \square \)
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