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**Abstract**

Large-scale auto-regressive language models pretrained on massive text have demonstrated their impressive ability to perform new natural language tasks with only a few text examples, without the need for fine-tuning. Recent studies further show that such a few-shot learning ability can be extended to the text-image setting by training an encoder to encode the images into embeddings functioning like the text embeddings of the language model. Interested in exploring the possibility of transferring the few-shot learning ability to the audio-text setting, we propose a novel speech understanding framework, WAVPROMPT, where we finetune a wav2vec model to generate a sequence of audio embeddings understood by the language model. We show that WAVPROMPT is a few-shot learner that can perform speech understanding tasks better than a naive text baseline. We conduct detailed ablation studies on different components and hyperparameters to empirically identify the best model configuration. In addition, we conduct a non-speech understanding experiment to show WAVPROMPT can extract more information than just the transcriptions. The source code is available at https://github.com/Hertin/WavPrompt
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**1. Introduction**

Large-scale pretrained language models (PLM) [1, 2, 3, 4] have brought great success in natural language processing (NLP) [5]. Recently, researchers have discovered that PLMs demonstrate a strong capability for few-shot learning on many NLP tasks [4, 6]. Specifically, if we feed to a language model a prefix containing several text-prompt-answer demonstrations of a task, as well as a new question, a language model can generate a decent answer to the new question upon seeing the prefix. Furthermore, by pretraining an image encoder to generate feature vectors that are meaningful to a PLM, the PLM can be given the ability to solve few-shot image understanding tasks [7].

We are therefore interested in whether such few-shot learning capabilities can generalize to spoken language understanding tasks as well. More specifically, our setting is as follows. Given a certain task, the task demonstrations are in the form of triplets containing 1) a speech utterance, 2) a text question/prompt, and 3) a text answer. We also have a new question that is in a similar form to the demonstrations but without an answer. Our goal is to convert the task demonstrations and the new question into a text prefix and feed it to a fixed language model, so that it can produce answers to the new question. Figure 1(b) shows an example, where the model is being taught to identify the gender of the person discussed in the speech utterance by seeing a few short demonstrations, each containing three components: first, a speech utterance (saying, e.g., ‘a woman in a red suit’), then a text prompt (‘the speaker is describing a’), and finally the text answer (‘woman’). Concatenated to the end of the training demonstrations is a question in a similar form but without the answer; the model is judged to perform correctly if it generates the correct answer (e.g., either ‘man’ or ‘woman’).

The main challenge of this task is to convert the speech into a form that can be accepted by the language model as the text prefix. One naive way is simply to convert the speech to text using an ASR, and then perform few-shot learning on the transcribed demos the same way as in NLP tasks. However, such a naive paradigm would propagate the errors in ASR to the language model, thereby undermining its few-shot learning performance. Also, this naive solution could not handle non-speech audio understanding tasks. We thus ask: are there better end-to-end solutions to speech understanding tasks?

In this paper, we propose WAVPROMPT, an end-to-end few-shot learning framework for speech or audio understanding tasks. WAVPROMPT consists of an audio encoder and a language model. The audio encoder is pretrained as part of an ASR, so that it learns to convert the speech in the demonstrations into embeddings digestible to the language model. After pretraining, the entire framework is frozen and ready to perform few-shot learning upon seeing the demonstrations.

We evaluate our model on speech classification tasks, and we can confirm that the zero-shot learning capabilities of fixed language models do generalize to simple speech understanding tasks. Furthermore, WAVPROMPT, with its end-to-end pipeline, achieves a significant gain over the aforementioned naive ASR+NLP baseline. We further perform an extensive ablation study in search of the best hyperparameter settings. The findings of this paper can provide guidance and insights for research towards next-generation few-shot learning for speech and audio understanding.
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**2. Methods**

**2.1. Model Architecture**

Figure 1 shows the architecture of WAVPROMPT, which consists of a pretrained audio encoder \( f_o \), for which we use the wav2vec 2.0 base model [8], and a pretrained autoregressive language model, for which we use the GPT2 [3]. The audio encoder \( f_o \) encodes the speech audio \( x \) into continuous audio embeddings \( s = [s_1, s_2, ..., s_m] = f_o(x) \). The language model contains a text embedding \( h_o \) that converts the text \( y = [y_1, y_2, ..., y_n] \) into a sequence of text embeddings \( t = [t_1, t_2, ..., t_n] = h_o(y) \) and a transformer-based neural network \( g \) that models the text distribution \( p(y) \) as

\[
\log p(y) = \sum_{i=1}^{n} \log p(t_i | t_1, ..., t_{i-1}) = \sum_{i=1}^{n} g_o(t_1, ..., t_{i-1}) t_i
\]
to catch a glimpse of the expected train. What did the speaker say?

2.2. Downsampling Layer

The wav2vec audio encoder takes 16 kHz audios and extracts feature vectors at a frequency of 50 Hz. A simple calculation gives us that the LibriSpeech ASR corpus [9] has an average of 2.7 words per second and 4.9 tokens per second using GPT’s tokenizer. This means the text embedding vectors have a frequency of roughly 5 Hz, which is only 10% of the rate of the audio embeddings. Therefore we append a downsampling layer after the audio encoder to reduce the rate of audio embeddings so that the rate of the audio embedding can better match that of the text embeddings.

2.3. Speech Recognition Pretraining

We pretrain WAVPROMPT as an ASR, using the 100-hour train-clean split of the LibriSpeech ASR corpus [9]. We also create 5-hour and 10-hour pretraining datasets by sampling from the 100-hour split to simulate low resource conditions.

We keep the language model fixed and only update the audio encoder during pretraining. An overview of the pretraining interface is shown in Figure 1(a), where the red arrows denote the back-propagation of the gradients. The audio embeddings s, together with the text embeddings t = [t_1, t_2, ..., t_n] of the question prompt y^* are fed to the language model so that the language model models the probability of the answer y^* conditioned on the audio and the question prompt as

$$\log p(y^* | x, y^*) = \sum_{i=1}^{t} p(t_i | s, t^*, t_1^*, ..., t_{i-1}^*)$$

We use the question ‘what did the speaker say?’ as a prompt during pretraining.

2.4. Few-Shot Evaluation

We evaluate WAVPROMPT on few-shot binary classification tasks. During evaluation, we do not update the model parameters. Instead, the model is given a single prompt sequence that contains from 0 to 10 demonstrations of a new task, followed by a question that it must answer using the form specified in the demonstrations. An illustration of the inference interface during evaluation is shown in Figure 1(b). As shown, the question is usually a sentence with a gap at the end; WAVPROMPT must fill the gap based on the content of the audio. Unlike the setting in [10], we restrict each task to a finite output space (either two or nine possible answers), so that the accuracy of the few-shot learner can be meaningfully compared to chance performance.

2.5. Calibration

During the evaluation, we find that the performances of our models are not stable. We therefore implement the calibration technique reported by [6] to reduce the bias introduced by the language models. We empirically find the calibration brings improvement to the classification accuracy in most cases.

3. Experiments

3.1. Datasets

We evaluate WAVPROMPT on four speech datasets: Flickr8k Audio Caption Corpus (Flickr8k) [11], Fluent Speech Commands corpus (Fluent) [12], Spoken Language Understanding Resource Package (SLURP) [13] and SpokenCOCO Audio Caption corpus (SpokenCOCO) [14]. In addition, we evaluate WAVPROMPT on a non-speech dataset: Environmental Sound Classification (ESC50) [15]. Brief introductions and the pre-processing steps of the dataset are as follows.

Flickr8k The Flickr8k Audio Caption Corpus is an extension to the Flickr8k Dataset [16] containing 40,000 spoken captions of 8,000 natural images. We drop the images and only use the spoken caption audios and their transcripts. We then randomly sample 2000 captions and manually assign four sets of labels to the captions. We form man-woman label set by assigning ‘man’ and ‘woman’ labels to the captions that contain either only ‘man’ or only ‘woman’ words respectively. We create the male-female label set by replacing ‘man’ and ‘woman’ labels with ‘male’ and ‘female’ labels. We repeat the procedure to form black-white and dark-light label sets, but we additionally drop those that are not describing the color of the clothes. The resulting subset contains around 400 man-woman and male-female labeled samples and around 70 black-white and dark-light labeled samples. We use ‘the speaker is describing a person in’ as the question prompt for the color labels and ‘The speaker is describing a’ for the gender labels. This dataset is mainly used to probe if the model can capture semantic relations between word-pairs.

SpokenCOCO Similar to the Flickr dataset, the SpokenCOCO Audio Caption dataset contains approximately 600,000 spoken captions describing the images in the Microsoft COCO (MSCOCO) dataset [17]. The MSCOCO dataset classifies the images using 12 super-category labels, which we use as the labels of the spoken captions. During evaluation, we ask the model to discern between the ‘vehicle’ labels and the rest of labels, forming a total of 11 classification tasks. We use ‘The speaker
is describing” as the question prompt.

**Fluent** The Fluent dataset contains spoken commands that interact with smart devices, such as ‘play the song’ and ‘increase the volume.’ Each command is labeled with action, object and location. We define topic labels to be the same as the object label most of the time, except that when the action is ‘change language,’ the topic is set to ‘language’ instead of the actual language name. We use ‘The topic is’ as the question prompt.

**SLURP** Similar to Fluent dataset, SLURP is also a dataset for spoken language understanding that contains human interaction with home assistants from 18 different domains. We select five domains: ‘music’, ‘weather’, ‘news’, ‘email’ and ‘play’ and form ten domain pairs for our model to perform binary classification. We use ‘This is a scenario of’ as the question prompt.

**ESC50** The ESC50 dataset contains 2000 environmental sounds including animal sounds, human non-speech sounds, natural soundscapes, domestic and urban noises, etc. We use the sound label as groundtruth text and pretrained additional WAVPROMPT models on the 100-hour Librispeech dataset and ESC50 dataset for ASR and environment sound classification tasks simultaneously. During pretraining, we prompt the model with ‘What did the speaker say?’ for the ASR task and ‘What sound is this?’ for the environment sound classification task. We test the model on a subset of the training set that only contains sounds of nine animals: dog, cat, bird, sheep, cow, pig, rooster, hen and frog. During testing we assign a distinct verb to each of the nine animals: barks, chirps, bleats, meows, moos, snorts, crows, clucks and croaks. WAVPROMPT needs to predict the correct verb given the animal sound and a few examples. We use ‘=?’ as the question prompt during evaluation.

### 3.2. Experiment Setup and Baseline

We modify the fairseq [18] training pipeline for our experiment. We use the wav2vec 2.0 base model implemented in fairseq as audio encoder and the GPT2 model with 117 million parameters implemented in Huggingface [19] as our language model.

For the speech classification tasks, we pretrain a total of 15 WAVPROMPT models with five downsampling rates (2, 4, 8, 16, 32) under three resource conditions (5, 10 and 100 hours of Librispeech data). For the non-speech classification tasks, we pretrain five WAVPROMPT models with five downsampling rates (2, 4, 8, 16, 32) using 100 hours of Librispeech data.

During evaluation, we randomly sample several samples along with their correct labels from the test set as shots. The shots are converted to embeddings and are prepended to the question prompt embeddings. We sample 250 samples from the rest of the test set to form an evaluation batch and drop samples from the class containing more samples to evenly balance the class labels in the batch. As a result, a binary classification accuracy greater than 50% is better than chance. We sample five batches with different random seeds. The classification accuracy we report is the average accuracy over the five batches.

We compare the WAVPROMPT with the NAIVE baseline mentioned in Section 1, which converts the speech into text and performs few-shot learning using the transcribed text. Specifically, NAIVE uses the same model as WAVPROMPT. It performs few-shot learning via two steps. First, the speech is converted into text using an ASR. To achieve this, we use the pretrained WAVPROMPT as an ASR by prompting the language model with the audio embedding and the pretraining question ‘what did the speaker say?’. Second, to perform few-shot learning, we prompt the language model with the transcribed text embeddings instead of audio embeddings. In other words, the only difference between WAVPROMPT and NAIVE is that the audio embeddings are used in the prompt in the former, whereas the transcribed text embeddings are used in the latter.

### 3.3. Results on the Speech Understanding Tasks

Figure 2 shows the results on the four speech understanding tasks. To factor out the influence of numbers of shots, we use the best accuracy achieved over all numbers of shots to represent the model’s performance on individual pairs of labels, for both WAVPROMPT and NAIVE. We average the accuracy over all label pairs in a dataset as the overall accuracy. We select the best-calibrated model among all the downsampling rates for both WAVPROMPT and NAIVE to make a fair comparison. We compute the overall accuracy of the model across four speech understanding datasets under three resource conditions.

We observe that both algorithms can achieve an accuracy significantly above chance, which confirms that language models can perform zero-shot learning on speech understanding tasks. Also, the performance increases as the pretraining dataset size increases. Finally, WAVPROMPT consistently outperforms NAIVE in almost all cases across datasets and across resource conditions, which verifies the advantage of the end-to-end framework. We note the 100-hour NAIVE achieves a word error rate of 9.07% on Librispeech, but only 44.42% on the four test datasets due to domain mismatch, which may explain its worse performance relative to WAVPROMPT.

### 3.4. Ablation Studies

**Downsampling Rate** We use the best accuracy over all numbers of shots as the model performance as in Sec 3.3. We average the best accuracy over all pairs of labels in each dataset and present the results in Table 1. The results are consistent across datasets, suggesting that a downsampling rate of 8 gives the best accuracy when the model is pretrained using 10 or more...
Table 1: Classification accuracy across downsampling rates.

| Dataset  | 2     | 4     | 8     | 16    | 32    |
|----------|-------|-------|-------|-------|-------|
| 5h Flickr| 57.82 | 57.99 | 60.27 | 56.63 | 52.28 |
| COCO     | 55.08 | 58.74 | 56.92 | 56.62 | 53.79 |
| Fluent   | 55.54 | 58.88 | 57.4  | 57.35 | 53.32 |
| SLURP    | 54.40 | 56.23 | 53.94 | 54.85 | 51.97 |
| 10h Flickr| 64.91 | 65.77 | 82.21 | 79.23 | 56.84 |
| COCO     | 59.56 | 59.18 | 64.24 | 54.99 | 55.84 |
| Fluent   | 64.21 | 72.01 | 79.80 | 65.48 | 53.41 |
| SLURP    | 55.95 | 57.00 | 68.47 | 60.53 | 54.16 |
| 100h Flickr| 82.61 | 88.03 | 85.73 | 79.96 | 79.40 |
| COCO     | 68.52 | 67.68 | 75.15 | 67.77 | 65.72 |
| Fluent   | 82.47 | 87.36 | 89.11 | 81.12 | 83.90 |
| SLURP    | 72.05 | 72.07 | 73.37 | 68.69 | 68.63 |

Table 2: Classification accuracy between the model with calibration and without calibration denoted by ‘Cali’ and ‘NCali’ respectively.

| Dataset | 5h       | 10h      | 100h     |
|---------|----------|----------|----------|
|        | Cali     | NCali    | Cali     | NCali    |
| Flickr  | 60.27    | 54.89    | 82.21    | 82.42    |
| COCO    | 58.74    | 51.72    | 64.24    | 59.15    |
| Fluent  | 58.88    | 58.50    | 79.80    | 66.85    |
| SLURP   | 56.23    | 55.09    | 68.47    | 66.04    |

Table 3: Classification accuracy across downsampling rates on ESC50 dataset.

| Dataset | 2 | 4 | 8 | 16 | 32 | text |
|---------|---|---|---|----|----|------|
| ESC50   | 38.11 | 31.04 | **43.50** | 32.89 | 24.26 | 42.22 |

Figure 3: Classification accuracy versus number of shots. Shaded region is ±1 standard deviations.

Table 3: Classification accuracy across downsampling rates on ESC50 dataset.

| Dataset | 2 | 4 | 8 | 16 | 32 | text |
|---------|---|---|---|----|----|------|
| ESC50   | 38.11 | 31.04 | **43.50** | 32.89 | 24.26 | 42.22 |

Number of Shots To study the effect of the number of shots, we plot the classification accuracy across different datasets under 100-hour LibriSpeech dataset in the left subplot of Figure 3 and plot the accuracy across different resource conditions on Fluent dataset in the right subplot of Figure 3. Although the accuracy curves exhibit different patterns across different datasets and different resource conditions, we observe that there usually exists two peaks: one with zero demonstration examples, one with four to six demonstrations. In Flickr and COCO experiments, zero-shot gives the best performance and increasing number of shots does not bring any benefits. One possible explanation is that the Flickr and COCO datasets are simpler than the Fluent and SLURP datasets, in the sense that the class labels or their near synonyms occur directly in the speech; since the model has been pretrained as an ASR, the neurosymbolic representations of these answers may be already activated in the language model, so that the extra activation provided by the question is sufficient to generate a correct answer, even with zero demonstration examples. In Fluent and SLURP experiments, increasing shots to four or six yields the best accuracy but further increasing shots downgrades the performance. Using a larger language model might result in a more consistent pattern, which we leave as future work to explore.

3.5. Generalizing to Non-Speech Tasks

In this paper, we propose a novel speech understanding framework, WAVENET, and show that WAVENET is a few-shot learner that can perform both speech and non-speech understanding tasks better than a naive ASR baseline. We conduct detailed ablation studies on different components and hyperparameters to empirically identify the best model configuration.
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