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Abstract

Electron cooling is a well–established method to improve the phase space quality of ion beams in storage rings. In the common rest frame of the ion and the electron beam the ion is subjected to a drag force and it experiences a loss or a gain of energy which eventually reduces the energy spread of the ion beam. A calculation of this process is complicated as the electron velocity distribution is anisotropic and the cooling process takes place in a magnetic field which guides the electrons. In this paper the cooling force is calculated in a model of binary collisions (BC) between ions and magnetized electrons, in which the Coulomb interaction is treated up to second order as a perturbation to the helical motion of the electrons. The calculations are done with the help of an improved BC theory which is uniformly valid for any strength of the magnetic field and where the second–order two–body forces are treated in the interaction in Fourier space without specifying the interaction potential. The cooling force is explicitly calculated for a regularized and screened potential which is both of finite range and less singular than the Coulomb interaction at the origin. Closed expressions are derived for monochromatic electron beams, which are folded with the velocity distributions of the electrons and ions. The resulting cooling force is evaluated for anisotropic Maxwell velocity distributions of the electrons and ions.
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1. Introduction

In most experiments with particle beams a high phase space density is desired. In electron cooling of ion beams this is achieved by mixing the ion beam with a comoving electron beam which has a very small longitudinal momentum spread. In the rest frame of the beams the cooling process may be viewed as the stopping of ions in an electron plasma \cite{2-5}. More recently electron cooling has also been used in traps for precision experiments like CPT–tests with antihydrogen \cite{6, 7} or planned QED–tests with highly charged ions in HITRAP \cite{8}. In these applications the presence of strong external magnetic fields constitutes a theoretical challenge \cite{9}, as its influence on the cooling which the magnetized electrons exert on the ions (antiprotons) is not so obvious as earlier models might suggest. In the dielectric theory (DT) the drag on the ion is due to the polarization it creates in its wake. This can be either calculated in linear response (LR) \cite{10, 11} or numerically by a particle–in–cell (PIC) simulation of the underlying nonlinear Vlasov–Poisson equation \cite{12, 13}. While the LR requires cut–offs to exclude hard collisions of close particles the collectivity of the excitation can be taken into account in both approaches. In the complementary binary collision (BC) approximation the drag force is accumulated from the velocity transfers in individual collisions. This has been calculated by scattering statistical ensembles of magnetized electrons from the ions in the classical trajectory Monte–Carlo method (CTMC) \cite{13, 18}, and by treating the Coulomb interaction as a perturbation to the helical motion of the electrons, see Refs. \cite{19-25} for details. The observed cooling force $F(v_i)$ on an individual ion is obtained by integrating with respect to the impact parameter and the electrons velocity distribution. The ion velocity $v_i$ is measured with respect to the center of that distribution. As in electron cooler the electrons are accelerated from the cathode, their velocity distribution is flattened longitudinally, but the spread does not vanish. As the cooling force...
on slow ions and therefore the cooling process depends critically on the details of the velocity distribution, a treatment employing a realistic velocity distribution is desirable.

The purpose of this paper is the application of a second order perturbative BC model for calculating the magnetized cooling force on a uniformly moving individual heavy ion as well as on a heavy ion beam. In previous approaches [19, 20] three regimes are identified, depending on the relative size of the cyclotron radius, the distance of the closest approach, and the pitch of the helix. The present paper is a continuation of our earlier studies in Refs. [21–25] where the second–order energy transfer for an electron–ion collision is calculated with the help of an improved BC treatment which unlike Ref. [19, 20] is valid for any strength of the magnetic field.

In Section 2 we introduce a perturbative binary collision formulation in terms of the binary force acting between the ion and a magnetized electron, and derive general expressions for the second–order (with respect to the interaction potential) cooling forces. These expressions involve all cyclotron harmonics of the electrons’ helical motion, and are valid for any interaction potential and any strength of the magnetic field.

In Section 3 we turn to the explicit calculation of the second order cooling force without any restriction on the magnetic field in case of a regularized and screened interaction potential which is both of finite range and less singular than the Coulomb interaction at the origin and which includes as limiting cases the Debye (i.e., screened) and Coulomb potentials [26, 27]. In addition we calculate the magnetized cooling force averaged with respect to the electron and ion beams velocity distribution functions. The cooling force for monoenergetic electrons is folded with an anisotropic velocity distributions which is typical for electron cooling of ion beams in storage rings, where the velocity spread is much smaller longitudinal than transverse to the magnetic guiding field. A similar anisotropic distribution is used for averaging with respect to the ion velocity distribution. Also asymptotic expressions for large and small ion velocities and strong and vanishing magnetic fields are given.

Numerical results on the cooling force are presented in Section 4 using parameters of the ESR storage ring at GSI [28–30]. In particular, we compare our approach with the experimental data, the simplified treatment derived in Refs. [20, 25] and the model of Parkhomchuk [31].

2. Theoretical model

2.1. Binary collision (BC) formulation

We consider two point charges with masses $m$, $M$ and charges $-e$, $Ze$, respectively, moving in a homogeneous magnetic field $B = \mathbf{B}$. We assume that the particles interact with the potential $-Ze^2 U(\mathbf{r})$ with $\hat{r} = e^2/4\pi\epsilon_0$, where $\epsilon_0$ is the permittivity of the vacuum and $\mathbf{r} = \mathbf{r}_1 - \mathbf{r}_2$ is the relative coordinate of the colliding particles. For two isolated charged particles this interaction is given by the Coulomb potential, i.e. $U_C(\mathbf{r}) = 1/r$. In plasma applications the infinite range of this potential is modified by the screening. Then $U$ may be modeled by $U_D(\mathbf{r}) = e^{-r/\lambda}/r$ with a screening length $\lambda$, given e.g. by the Debye screening length $\lambda_D$, see, for example [32]. The quantum uncertainty principle prevents particles (for $Z > 0$) from falling into the center of these potentials. In a classical picture this can be simulated by regularizing $U_D(\mathbf{r})$ at the origin, taking for example $U_b(\mathbf{r}) = (1 - e^{-r/\lambda})e^{-r/\lambda}/r$, where $\lambda$ is usually related to the (thermal) de Broglie wavelength [26, 27]. Here, however, the use of this regularized interaction essentially represents an alternative implementation of the standard (lower) cutoff procedure needed to handle the hard collisions in a classical perturbative approach. Hence we consider $\lambda$ as a given constant or as a function of the classical collision diameter (see Section 3).

In the presence of an external magnetic field, the Lagrangian and the corresponding equations of particles motion cannot, in general, be separated into parts describing the relative motion and the motion of the center of mass (cm) [25]. However, in the case of heavy ions, i.e. $M \gg m$, the equations of motion can be simplified by treating the cm velocity $v_{cm}$ as a constant and equal to the ion velocity $v_i$, i.e. $v_{cm} = v_i = \text{const}$. Then the equation of relative motion turns into

$$\ddot{\mathbf{r}}(t) + \omega_c [\mathbf{v}(t) \times \mathbf{b}] = -\omega_c [\mathbf{v} \times \mathbf{b}] - \frac{Ze^2}{m} f(\mathbf{r}(t)), \quad (1)$$

where $\mathbf{v}(t) = \dot{\mathbf{r}}(t) = \mathbf{v}_e(t) - \mathbf{v}_i$ is the relative electron–ion velocity, $-Ze^2 f(\mathbf{r}(t)) (f = -\partial U/\partial \mathbf{r})$ is the force exerted by the ion on the electron, $\omega_c = eB/m$ is the electron cyclotron frequency.
It is now useful to introduce the velocity correction through relations \( \delta v(t) = v_e(t) - v_{e0}(t) = v(t) - v_0(t) \), where \( v_{e0}(t) \) and \( v_0(t) \) are the unperturbed electron and relative velocities, respectively, with \( v_0(t) = r_0(t) = v_{e0}(t) - v_i \).

\[
\begin{align*}
\mathbf{r}_0(t) &= \mathbf{R}_0 + v_i t + a \left[ \mathbf{u} \sin(\omega_i t) - [\mathbf{b} \times \mathbf{u}] \cos(\omega_i t) \right], \quad \text{(2)} \\
\delta v(t) + \omega_i [\delta v(t) \times \mathbf{b}] &= \frac{Z e^2}{m} f(r(t)) \quad \text{(3)}
\end{align*}
\]

and \( \delta v(t) \to 0 \) at \( t \to -\infty \). In Eq. (2) \( \mathbf{u} = (\cos \varphi, \sin \varphi) \) is the unit vector perpendicular to the magnetic field, the angle \( \varphi \) is the initial phase of the electron’s helical motion, \( v_{e0} \) and \( v_{e1} \) (with \( v_{e1} \geq 0 \)) are the unperturbed components of the electron velocity parallel and perpendicular to \( \mathbf{b} \), respectively, \( v_i = v_{e0} b - v_i \) is the relative velocity of the guiding center of the electrons, and \( a = v_{e1}/\omega_i \) is the cyclotron radius. In Eq. (2), the variables \( \mathbf{u} \) and \( \mathbf{R}_0 \) are independent and are defined by the initial conditions. In Eq. (3) \( r(t) = r_i(t) - v_i t \) is the ion–electron relative coordinate. We also introduce the variable \( s = \mathbf{R}_0 \mathbf{e}_z = \mathbf{R}_0 \mathbf{e}_z - \mathbf{n}_e \mathbf{R}_0 \) which is the component of \( \mathbf{R}_0 \) perpendicular to the relative velocity vector \( \mathbf{v}_i \) with \( \mathbf{n}_e = \mathbf{v}_i/|\mathbf{v}_i| \). From Eq. (2) we can see that \( s \) is the distance of closest approach between the ion and the guiding center of the electron’s helical motion.

We seek an approximate solution of Eq. (3) in which the interaction force between the ion and electrons is considered as a perturbation. Thus we are looking for a solution of Eq. (3) for the variables \( r \) and \( v \) in a perturbative manner

\[
\begin{align*}
\mathbf{r}(t) &= r_0(t) + r_1(t) + \ldots, \quad \mathbf{v}(t) &= v_0(t) + v_1(t) + \ldots, \quad \text{where } r_0(t), v_0(t) \text{ are the unperturbed ion–electron relative coordinate and velocity, respectively, } r_n(t), v_n(t) (n = 1, 2, \ldots) \text{ are the } n \text{th order perturbations of } r(t) \text{ and } v(t), \text{ which are proportional to } Z^n.\end{align*}
\]

The equation for the first–order velocity correction is obtained from Eq. (3) replacing on the rhs the exact relative coordinate \( \mathbf{r}(t) \) by \( r_0(t) \) with the solutions \( v_1(t) = \mathbf{r}_1(t) \)

\[
\mathbf{r}_1(t) = \frac{Z e^2}{m} \left[ -\mathbf{b} P_1(t) + \text{Re} \left[ \mathbf{b} \left( \mathbf{b} \cdot \mathbf{P}_2(t) \right) - \mathbf{P}_2(t) + i [\mathbf{b} \times \mathbf{P}_2(t)] \right] \right]. \quad \text{(4)}
\]

Here we have introduced the following abbreviations

\[
P_1(t) = \int_0^t \mathbf{b} \cdot f(r_0(\tau)) (t - \tau) d\tau, \quad \mathbf{P}_2(t) = \frac{1}{i \omega_i} \int_{-\infty}^t f(r_0(\tau)) [e^{i\omega_i(t-\tau)} - 1] d\tau \quad \text{(5)}
\]

and have assumed that all corrections vanish at \( t \to -\infty \). As will be shown in the next Section, Eqs. (4) and (5) completely determine the second order cooling force on the ion.

### 2.2. Second order cooling forces

We now consider the interaction process of an individual ion with a homogeneous electron beam described by a velocity distribution function \( f(v_e) \) and a density \( n_e \). We assume that the ion experiences independent binary collisions (BCs) with the electrons. The total cooling force acting on the ion is then obtained by multiplying the binary force \( Z e^2 \mathbf{f}(\mathbf{r}(t)) \) by the element of the electron relative flux \( n_e v_e d^2 s dt \) (where \( s \) is the impact parameter introduced above which is perpendicular to the relative velocity \( \mathbf{v}_e \) and integrating with respect to time and folding with velocity distribution of the electrons. The result reads

\[
\mathbf{F}(v_e) = Z e^2 n_e \int d^3 v_e f(v_e) v_e \int d^2 s \int_{-\infty}^{\infty} f(r(t)) dt
\]

and is an exact relation for uncorrelated BCs of the ion with electrons. We evaluate this expression within a systematic perturbative treatment considering only the second order force \( \mathbf{F}_2 \) with respect to the binary interaction since the averaged first order force \( \mathbf{F}_1 \) vanishes due to symmetry reasons \([21,25]\). Within the second order perturbation treatment the cooling force can be represented as:

\[
\mathbf{F}_2 = Z e^2 n_e \int d^3 v_e f(v_e) v_e \int d^2 s \int d\mathbf{k} U(k/k) \int_{-\infty}^{\infty} [\mathbf{k} \cdot r(t)] e^{i\mathbf{k} \cdot r(t)} dt.
\]
expanded in a perturbative manner as $e^{\mathbf{k} \cdot \mathbf{r}(t)} \approx e^{i \mathbf{k} \cdot \mathbf{r}_0(t)}[1 + ik \cdot \mathbf{r}_1(t)]$, where $\mathbf{r}_0(t)$ and $\mathbf{r}_1(t)$ are the unperturbed and the first order corrected relative coordinate, Eqs. (2) and (4), respectively, e.i.

$$f(\mathbf{r}(t)) = -i \int d\mathbf{k} U(\mathbf{k}) e^{\mathbf{k} \cdot \mathbf{r}(t)} \approx -i \int d\mathbf{k} U(\mathbf{k}) [1 + ik \cdot \mathbf{r}_1(t)] e^{i \mathbf{k} \cdot \mathbf{r}_0(t)}. \quad (8)$$

From Eq. (7) it is seen that the second order cooling force, $F_2$, is proportional to $Z^2$.

Substituting Eqs. (3) and (5) into Eq. (7) and writing the binary force in expression (5) in terms of Fourier transformed potential results in

$$F_2 = \frac{2\pi Z^2 e^4 n_e}{m} \int d\mathbf{v}_e f(\mathbf{v}_e) v_r \int d^2s \int d\mathbf{k} d\mathbf{k}' U(\mathbf{k}) U(\mathbf{k}') \int_{-\infty}^{\infty} e^{i \mathbf{k} \cdot \mathbf{r}(t)} dt \int_{-\infty}^{\infty} e^{i \mathbf{k}' \cdot \mathbf{r}(\tau)} d\tau \quad (9)$$

$$\times \left\{ g_0 (t - \tau) + \frac{g_1}{\omega_c} \sin (\omega_c (t - \tau)) - \frac{g_2}{\omega_c} [1 - \cos (\omega_c (t - \tau))] \right\},$$

where $g_0 = (\mathbf{k} \cdot \mathbf{b})(\mathbf{k}' \cdot \mathbf{b})$, $g_1 = (\mathbf{k} - \mathbf{k}') \cdot (\mathbf{k} \cdot \mathbf{b})$, $g_2 = (\mathbf{k} \cdot (\mathbf{k}' \times \mathbf{b}))$. The time-integral in Eq. (9) can be performed using the Fourier series expansion of the exponential function $e^{i \mathbf{k} \cdot \mathbf{r}(t)}$ with Eq. (3) (see, e.g., Ref. [33]). This yields

$$F_2 = \frac{2\pi Z^2 e^4 n_e}{m} \int d^2\mathbf{v}_e f(\mathbf{v}_e) v_r \int d^2s \int d\mathbf{k} d\mathbf{k}' U(\mathbf{k}) U(\mathbf{k}') e^{i \mathbf{k} \cdot \mathbf{r}_0} \int_{-\infty}^{\infty} e^{i \mathbf{k} \cdot \mathbf{r}(t)} dt \int_{-\infty}^{\infty} e^{i \mathbf{k}' \cdot \mathbf{r}(\tau)} d\tau \quad (9)$$

$$\times \left\{ g_0 (t - \tau) + \frac{g_1}{\omega_c} \sin (\omega_c (t - \tau)) - \frac{g_2}{\omega_c} [1 - \cos (\omega_c (t - \tau))] \right\}.$$

Here $J_n$ are the Bessel functions of the nth order, $\tan \theta = k_x/k_z$, $k_0 = (\mathbf{k} \cdot \mathbf{b})$ and $k_z$ are the components of $\mathbf{k}$ parallel and transverse to $\mathbf{b}$, respectively, $\zeta_n(\mathbf{k}) = n \omega_c + \mathbf{k} \cdot \mathbf{v}_r$, and $\varphi$ is the initial phase of the electron as defined in the previous Section. Note that expression (10) involves all cyclotron harmonics.

Next, we integrate with respect to the initial phase $\varphi$ and impact parameter $s$. For that purpose we recall that the volume element $d\mathbf{v}_e$ can be represented in cylindrical coordinates as $d\mathbf{v}_e = dv_{v_z} dv_{v_\perp} d\varphi$, where $v_{v_z}$ and $v_{v_\perp}$ are the electron velocity components parallel and transverse to $\mathbf{b}$, respectively. The $s$-integration is enabled by using the relation $e^{i \mathbf{k} \cdot \mathbf{r}_0} = e^{i \mathbf{k} \cdot \mathbf{r}_0} e^{i s \cdot \mathbf{v}_r}$, where $\mathbf{r}_0 = (\mathbf{k} \cdot \mathbf{n}_s, \mathbf{s} = \mathbf{k} - \mathbf{n}_s (\mathbf{k} \cdot \mathbf{n}_s)$, i.e. the component of $\mathbf{k}$ parallel and transverse to $\mathbf{n}_s$. Performing now the $\varphi$ and $s$-integrations results in

$$F_2 = \frac{\pi Z^2 e^4 n_e}{2m} \int_{-\infty}^{\infty} dv_{v_z} \int_{0}^{\infty} f(v_{v_z}, v_{v_\perp}) v_{v_\perp} dv_{v_\perp} \int d\mathbf{k} |U(\mathbf{k})|^2 k \quad (11)$$

$$\times \sum_{n=-\infty}^{\infty} J_n^2 (k_0 a) \left\{ \delta_n (\zeta_n) + \frac{k_0^2}{2\omega_c} \left[ \delta (\zeta_{n+1}) - \delta (\zeta_{n-1}) \right] \right\},$$

where the prime indicates the derivative with respect to the argument. For deriving Eq. (11) we assumed an axially symmetric velocity distribution $f(v_{v_z}) = f(v_{v_z}, v_{v_\perp})$ and used $\delta (\zeta_n) \delta (\zeta_n) = \delta (\zeta_n)$. The $n$–summation in Eq. (11) can be done by using the summation formula for $\sum_n e^{in\phi} J_n^2 (\zeta)$. We then obtain

$$F_2 = \frac{\pi Z^2 e^4 n_e}{m} \int_{-\infty}^{\infty} dv_{v_z} \int_{0}^{\infty} f(v_{v_z}, v_{v_\perp}) v_{v_\perp} dv_{v_\perp} \int d\mathbf{k} |U(\mathbf{k})|^2 k \quad (12)$$

$$\times \int_{0}^{\infty} \left[ k_0^2 + k_z^2 \frac{\sin (\omega_c t)}{\omega_c t} \right] J_0 \left\{ 2k_0 a \frac{\sin (\omega_c t)}{\omega_c t} \right\} \sin (\mathbf{k} \cdot \mathbf{v}_r(t)) dt.$$
This is a general expression for the magnetized cooling force acting on an individual ion. It has been derived within second order perturbation theory but without any restriction on the strength of the magnetic field \( B \).

Some limiting cases can be easily extracted from Eq. (12). For instance, at vanishing magnetic field \( \sin(\omega t)/\omega t \to 1 \) and the argument of the Bessel function should be replaced by \( k_\perp v_{\perp} t \). In the presence of an infinitely strong magnetic field, however, the term in Eq. (12) proportional to \( k_\perp^2 \) and the argument of the Bessel function vanish since the cyclotron radius \( a \to 0 \).

3. Cooling force for a regularized and screened Coulomb potential

In electron cooling of ion beams the velocity distribution of the electrons is anisotropic. It is usually modeled by a two–temperature anisotropic Maxwell distribution. As the ion beam had a radial position some mm off the electron beam axis in the experiments [28–30], an additional transverse cyclotron velocity \( v_\perp \) in the present case and the thermal velocities are related to electron temperatures by \( v_\perp^2 = T_\perp/m, \quad v_\parallel^2 = T_\parallel/m \) (here the temperatures are measured in energy units). In this case the transversal \( (F_\perp = \mathbf{F} - b \mathbf{F}_\parallel) \) and longitudinal \( (F_\parallel = b \cdot \mathbf{F}) \) components of the cooling force (we drop here the index 2 for simplicity), Eqs. (12) and (13), after velocity integrations [33] can be represented in the forms

\[
\left\{ F_\perp(v_i) \right\} = \frac{8Z^2\beta^2 n_e (2\pi)^4}{m^2 v_\perp^4} \int_0^\infty dk_\parallel \int_0^\infty U^2(k) k_\perp dk_\perp \\
\cdot \int_0^\infty e^{-\frac{1}{2}k_\parallel^2} e^{-\frac{1}{2}k_\perp^2(1-cos\theta)} \left( k_\parallel^2 + k_\perp^2 \sin^2 \theta \right) \left\{ k_\perp \cos(k_\parallel a_\parallel t) J_1(k_\perp a_\perp t) \right\} dt 
\]

with \( F_\parallel(v_i) = \frac{1}{2} \int \mathbf{F}_\parallel(v_i) \). Here we have assumed a spherically symmetric potential \( U(k) = U(k) \) and have introduced the thermal cyclotron radii of the electrons \( a_\perp = v_\perp / \omega_\perp, \quad a_\parallel = v_\parallel / \omega_\parallel \), and \( a_\perp = v_\perp / \omega_\perp, \quad a_\parallel = T_\parallel / \omega_\perp, \quad T_\parallel = v_\parallel = v_\perp \). In general the cooling force is thus anisotropic with respect to the ion velocity \( v_i \).

For the Coulomb interaction \( U(k) = U_C(k) \), the full 2D integration over the \( s \)-space results in a logarithmic divergence of the \( k \)-integration in Eqs. (11) and (12). To cure this, cutoff parameters \( k_{\text{min}} \) and \( k_{\text{max}} \) must be introduced, see [22, 25] for details. Instead of doing so, we here employ the regularized screened potential \( U(r) = U_{\text{q}}(r) \) introduced in Section 2.1 with the Fourier transformed

\[
U_{\text{q}}(k) = \frac{2}{(2\pi)^2} \left( \frac{1}{k^2 + L^2} - \frac{1}{k^2 + d^2} \right), 
\]

where \( d^{-1} = \lambda^{-1} + \lambda^{-1} \).

Up to now we have considered the magnetized cooling force acting on the individual ion which interacts with an electron beam with anisotropic velocity distribution. However, in some experiments the measured longitudinal cooling force represents an average over the drag forces on individual ions. For a comparison with our theoretical model the cooling force is thus interpreted as the average (\( \langle F_\parallel(v_i) \rangle = \mathcal{F} \)) of the component \( F_\parallel(v_i) \) of the drag force ([13] parallel to the beam axis (and the magnetic field) over the ion distribution \( f_i(v_i, v_\perp) \) in the beam (see, e.g., [34, 36]), that is,

\[
\mathcal{F} = 2\pi \int_{-\infty}^{\infty} dv_\parallel \int_0^\infty f_i(v_i, v_\parallel) F_\parallel(v_i, v_\parallel) v_\parallel dv_\parallel.
\]

Here we model the ion beam by the anisotropic Maxwell distribution

\[
f_i(v_i, v_\perp) = \frac{1}{(2\pi)^{3/2} \alpha_\perp^2 \alpha_\parallel^2} e^{-v_i^2/2\alpha_\parallel^2} e^{-(v_\perp - v_i)^2/2\alpha_\perp^2},
\]

where \( \alpha_\parallel \) and \( \alpha_\perp \) are the standard deviations of the distribution in the parallel and transverse directions, respectively.
where \( \sigma_\perp^2 = (1/2)(v_\perp^2) \equiv T_\perp/M, \sigma_\parallel^2 = (v_\parallel^2) - \overline{v}_\parallel^2 = T_\parallel/M \) with the effective transversal \((T_\perp)\) and longitudinal \((T_\parallel)\) temperatures of ions. Here \( M \) is the ion mass and \( \overline{v}_\parallel \) is the average cm velocity of the ion beam with respect to the electron beam.

This yields the averaged cooling force \((16)\) by substituting Eqs. \((14)\) and \((17)\) into Eq. \((16)\) and then integrating over \( v_\perp \) and \( v_\parallel \) as

\[
\mathcal{F}(u) = \frac{8Z^2 \hat{p}^4 n_e \lambda^2}{mv_\parallel^2} \left(2\pi\right)^4 \int_0^\infty k_\parallel dk_\parallel \int_0^\infty U^2(k) k_\perp dk_\perp \\
\times \int_0^\infty e^{-\frac{k_\parallel^2}{k_\perp^2} \left( k_\parallel^2 + k_\perp^2 \frac{\sin(\alpha t)}{\alpha t} \right)} \sin \left( \sqrt{2}k_\parallel \alpha t \right) dt
\]

with

\[
D(t) = \delta^2 + \tau \left( \frac{2}{\alpha t} \sin \left( \frac{\alpha t}{2} \right) \right)^2.
\]

The dimensionless parameters introduced in Eq. \((18)\) are defined as \( u = (\overline{v}_\parallel - v_\parallel) / \sqrt{v_\parallel^2}, \alpha = \omega_c \lambda / v_\parallel^2, \delta_\parallel^2 = 1 + \sigma_\|^2 / v_\parallel^2, \delta = \sigma_\perp / v_\parallel^2, \) and \( \tau = T_\parallel / T_\parallel \) is the anisotropy parameter of the electron beam.

Finally substituting the interaction potential \((15)\) into Eq. \((18)\) and performing the \( k_\parallel \)-integration we arrive, after lengthy but straightforward calculations, at

\[
-\mathcal{F}(u) = \frac{4 \sqrt{\pi} Z^2 \hat{p}^2 n_e}{mv_\parallel^2} u \int_0^\infty dt \int_0^1 d\zeta \Phi(\psi(t, \zeta)) \exp \left( -\frac{u^2 \zeta^2}{P^2(\zeta)} \right) \frac{1 - \zeta^2}{P^3(\zeta) Q(t, \zeta)}
\]

\[
\times \left[ \frac{\zeta^2}{P^2(\zeta)} \left( 3 - \frac{2u^2 \zeta^2}{P^2(\zeta)} \right) + \frac{2 \zeta^2}{Q(t, \zeta)} \sin(\alpha t) \right].
\]

Here \( P(\zeta) = (\delta_\parallel^2 \zeta^2 + 1 - \zeta^2)^{1/2}, Q(t, \zeta) = D(t) \zeta^2 + 1 - \zeta^2, \psi(t, \zeta) = (t^2/2)(1-\zeta^2)/\zeta^2, \)

\[
\Phi(\zeta) = e^{\zeta^2} + e^{-\zeta^2} = \frac{2}{\sqrt{\pi} \zeta} - \frac{1}{\zeta} \left( e^{\zeta^2} - e^{-\zeta^2} \right).
\]

where \( \zeta = \lambda / d = 1 + \lambda / \ell. \) Equation \((20)\) is the main result of this paper. We next consider some limiting cases of this expression.

### 3.1. High-velocity and \( B \to 0 \) limit

In the high–velocity limit assuming \( \overline{v}_\parallel^2 > (\omega_c \lambda, v_\parallel \lambda, \sigma_\parallel^2) \) only small \( t \) contribute to the cooling force \((20)\) due to the short time response of the electrons to the moving fast ions. In this limit we have \( \sin(\alpha t) / \alpha t \to 1 \) and \( Q(t, \zeta) \to \delta_\parallel^2 \zeta^2 + 1 - \zeta^2, \) where \( \delta_\parallel^2 = D(0) = \delta^2 + \tau. \) The remaining \( t \)-integration can be performed explicitly (see Appendix \( A \) for details) and Eq. \((20)\) turns into

\[
-\mathcal{F}(u) \approx \frac{8 \sqrt{\pi} Z^2 \hat{p}^2 n_e \Lambda(\sigma)}{mv_\parallel^2} \frac{u}{\Lambda(\sigma)} \int_0^1 \frac{\zeta^2 d\zeta}{\delta_\parallel^2 \zeta^2 + \delta_\perp^2 (1 - \zeta^2)^{1/2}} \exp \left[ -\frac{u^2 \zeta^2}{\delta_\parallel^2 \zeta^2 + \delta_\perp^2 (1 - \zeta^2)} \right].
\]

Here as in Refs. \([22, 25]\) we have also introduced the generalized Coulomb logarithm (see Appendix \( A \))

\[
\Lambda(\sigma) = \frac{\sigma^2 + 1}{\sigma^2 - 1} \ln \sigma - 1.
\]

Note that Eq. \((22)\) does not depend on the magnetic field, \( \omega_c, \) as natural consequence of the short time response of the magnetized electrons and is also valid for vanishing magnetic field.

A further increase of the ion beam velocity yields

\[
-\mathcal{F}(u) \approx \frac{2 \pi Z^2 \hat{p}^2 n_e \Lambda(\sigma)}{mv_\parallel^2} \frac{1}{u} \left[ \text{erf} \left( \frac{u}{\delta_\perp} \right) - \frac{2}{\sqrt{\pi} \delta_\perp} e^{-u^2/\delta_\perp^2} \right]
\]

\[
\approx \frac{2 \pi Z^2 \hat{p}^2 n_e \Lambda(\sigma)}{mv_\parallel^2} \frac{1}{u^2}
\]

i.e. the force decreases as \( \mathcal{F}(u) \sim u^{-2} \) with the beam velocity. Here \( \text{erf}(z) \) is the error function.
3.2. Strong magnetic field

In the limit of very strong magnetic fields with \( \omega_{ci} \gg (\bar{v}_i, v_{thi}, \sigma_{thi}) \) assuming that \( \sin(\alpha t)/\alpha t \to 0 \) and \( Q(t, \xi) \to \delta^2 \xi^2 + 1 - \xi^2 \) from Eq. (20) after lengthly but straightforward calculations we obtain

\[
-\mathcal{F}(u) = \frac{8 \sqrt{\pi} Z^2 \bar{v}_{th} \Lambda(\xi) u}{m v_{thi}^2} \int_0^1 \frac{\xi^2 d\xi}{[\xi^2 + \delta^2 (1 - \xi^2)]^{3/2}} \exp \left[ -\frac{u^2 \xi^2}{\delta^2 \xi^2 + \delta^2 (1 - \xi^2)} \right].
\]

(25)

In particular, for the high–velocity limit with \( \omega_{ci} \gg u \gg 1 \), Eq. (25) becomes

\[
-\mathcal{F}(u) \approx \frac{3\pi Z^2 \bar{v}_{th} \Lambda(\xi) \delta^2}{5m v_{thi}^2} \frac{\xi}{u} \left[ \text{erf} \left( \frac{u}{\delta} \right) - \frac{2}{3 \sqrt{\pi} \delta} u \left( 3 + \frac{2u^2}{\delta^2} \right) e^{-u^2/\delta^2} \right].
\]

(26)

There is an important difference if we compare Eqs. (25) and (26) with Eqs. (22) and (24), respectively. The force (25) decays as \( \mathcal{F}(u) \sim u^{-4} \) much faster than in Eq. (24). The velocity of the beam in Eq. (26) is large but is restricted to the value \( \omega_{ci} \), i.e. \( 1 \ll u \ll \omega_{ci} \). Thus it cannot be arbitrary large. The velocity in Eqs. (22) and (24) is arbitrary large but now restricted below, \( \bar{v}_i \gg \omega_{ci} \), i.e. the magnetic field there cannot be arbitrary large.

Considering on the other hand also the case of small velocities \( u \ll 1 \) at strong magnetic fields, Eq. (25) becomes

\[
-\mathcal{F}(u) \approx \frac{8 \sqrt{\pi} Z^2 \bar{v}_{th} \Lambda(\xi) u}{5m v_{thi}^2} \frac{\delta^2}{\rho^2} \left[ \text{erf} \left( \frac{u}{\delta} \right) - \frac{2}{3 \sqrt{\pi} \delta} u \left( 3 + \frac{2u^2}{\delta^2} \right) e^{-u^2/\delta^2} \right].
\]

(27)

where

\[
P(\rho(x)) = \frac{5}{2(1 - x^2)^2} \left[ x^2 + 2 - \frac{3x}{\sqrt{1 - x^2}} \rho(x) \right],
\]

(28)

\[
p(x) = \begin{cases} 
\arccos x, & x < 1 \\
\ln(x + \sqrt{x^2 - 1}), & x > 1 
\end{cases}
\]

(29)

As expected the low–velocity cooling force Eq. (27) strongly depends on the details of the distribution functions of electrons and ions.

More generally, a magnetic field is considered as strong, if the cyclotron radius \( a \) is smaller than the screening length \( \lambda \) of the effective interaction between the electrons and the ions. Then the drag is dominated by the contributions from the adiabatic collisions with \( a < \lambda \). As the distance of closest approach is inversely proportional to the square of the relative velocity between the guiding center of the electron and the ion the influence of the magnetic field via adiabatic collisions tends to become more and more important for \( v_r \to 0 \).

3.3. Adjustment of the effective interaction

For application of our present results, which are obtained with the statical screened interaction \( U_R(r) \), to the electron cooling problem the static screening length \( \lambda \) has to be replaced by an appropriately chosen velocity–dependent, dynamical one. For a known average temperature \( T = 1/(T_{th} + 2T_a) \) of the electrons with average thermal velocity \( \bar{v}_{th} = (T/m)^{1/2} \) this can be done, for instance, by choosing the dynamical screening length \( \lambda_{th}(\bar{v}_i) = \lambda_{th}(1 + (\bar{v}_i/\bar{v}_{th})^2)^{1/2} \), where \( \lambda_{th} \) is the averaged Debye radius \( \lambda_{th} = \bar{v}_{th}/\omega_p \) and \( \omega_p \) is the electron plasma frequency.

Next we have to specify the cutoff parameter \( \lambda \) which is a measure of the softening of the interaction potential at short distances. As we discussed in the previous section the regularization of the potential (15) guarantees the existence of the \( s \)-integrations, but there remains the problem of treating hard collisions as accurate as possible. For a perturbation treatment the change in relative velocity of the particles must be small compared to \( v_r \) and this condition is increasingly difficult to fulfill in the regime \( v_r \to 0 \). This suggests to soften the potential near the origin the more the smaller \( v_r \) is. In fact the parameter \( \lambda \) should be related to the de Broglie wavelength which is inversely proportional to \( v_r \). Here, within a classical picture, we employ for the perturbative treatment a dynamical cutoff parameter \( \lambda(\bar{v}_i) = 1 + \lambda(\bar{v}_i)/\lambda(\bar{v}_i) \) (24), where \( \lambda(\bar{v}_i) = Cb_0(\bar{v}_i) + \lambda_0^2 \) with \( b_0(\bar{v}_i) = [2\pi^2 m(\bar{v}_i^2 + v_{thi}^2 + \bar{v}_i^2)] \), where...
4. Results and discussion

\( \lambda_0 \) is some constant cutoff parameter, and \( b_0 \) is the averaged distance of closest approach of two charged particles in the absence of a magnetic field. Also in \( \Lambda(\tilde{v}_{0}) \) we have introduced a fitting parameter \( C \approx 0.292 \). In Refs. [23, 24] this parameter is deduced from the comparison of the second order scattering cross sections with an exact asymptotic expression derived in Ref. [17] for the Yukawa–type (i.e., with \( \lambda \rightarrow 0 \)) interaction potential. As has been shown in Refs. [23, 24] the second–order cross sections for electron–electron and electron–ion (with and without cyclotron gyration of the ion) collisions with dynamical cutoff parameter \( \Lambda(\tilde{v}_{0}) \) excellently agrees with CTMC simulations at high velocities. As a consequence, the generalized Coulomb logarithm \( \Lambda(\infty) \) determined by Eq. (23) depends now on the ion beam velocity \( \tilde{v}_{0} \) and behaves at high–velocities as \( \Lambda(\infty) \approx \ln \infty - 1 \approx \ln(\tilde{v}_{0}/\omega_{p,0}) - 1 \). This velocity dependent behavior of \( \Lambda(\infty) \) must be taken into account when considering the asymptotic expressions (22) and (23).

4. Results and discussion

With the theoretical formalism presented so far, we now study the cooling forces on the ions resulting from our analytical approach, Eq. (20), and compare them with available experimental data. But before starting this, we first consider some general properties of Eq. (20), in particular, the effect of the magnetic field and of a variation of the ion and electron distributions on the cooling force. In Fig. 1 the forces are plotted vs ion beam relative velocity for different values of the magnetic field. The two limiting cases of vanishing \( (B = 0, \) solid lines) and infinitely strong \( (B = \infty, \) dash–dotted lines) magnetic fields are obtained from Eqs. (22) and (25), respectively. The density and the temperatures of the electron beam are the same as in the experiments at ESR storage ring [23, 30] (see below for details). The parameters \( \sigma_{L} \) and \( \sigma_{\perp} \) of the ion beam are given in units of the quantity \( \langle v_{L,\perp} \rangle \) introduced below and are typical for many electron cooling experiments (see, e.g., Refs. [1, 11, 34]). It is seen that the magnetic field increases the cooling force \( \mathcal{F}(u) \) at low velocities while reducing it at high–velocities. As expected the cooling force is more sensitive to the magnetic field at small \( u \) where a rather weak field with \( B = 0.02 \) \( \) produces some deviations from the \( B = 0 \) regime. At high–velocities and at strong magnetic field \( (B = 1 \) \( \) the cooling force strongly deviates from the extreme case with \( B = \infty \) which is, however, not accessible for the present experiments at storage rings. Also we would like to note that at very high–velocities the cooling force (22) systematically deviates from Eq. (20) which is the leading order term \( \Omega(\tilde{v}_{0}^{-2}) \) of high–velocity expansion of Eq. (20). This is because at \( u \gg 1 \) the next term with \( \Omega(\tilde{v}_{0}^{-4}) \) in high–velocity expansion of Eq. (20) is proportional to \( (\omega_{c,0} \Lambda(\tilde{v}_{0})/\tilde{v}_{0}^{2})^{2} \) and at high–velocities behaves as \( (\omega_{c,0} \Lambda(\tilde{v}_{0})/\tilde{v}_{0}^{2})^{2} \sim \Omega(\tilde{v}_{0}^{-2}) \) due to the dynamical screening introduced above. Thus, at \( u \gg 1 \) and at finite magnetic field Eq. (20) deviates systematically from the regime of vanishing magnetic field, Eq. (22).

Figure 1: Longitudinal cooling force (in eV/m) for \( C^{6+} \) (left panel) and \( U^{92+} \) (right panel) fully stripped ions as function of the relative ion velocity (in m/s) with respect to the rest frame of the electron beam. The theoretical cooling force (20) is calculated for \( \lambda_0 = 10^{-8} \) m and for an electron beam with \( n_e = 10^{18} \) cm\(^{-3} \), \( T_e = 0.11 \) eV and \( T_i = 0.1 \) meV in a magnetic field of \( B = 0 \) (solid line), 0.02 T (dashed line), 1 T (dotted line), \( B = \infty \) (dash–dotted line). The ion beam is characterized by the distribution \( \sigma_{L} = 0, \sigma_{\perp} = 3(\langle v_{L,\perp} \rangle, \theta_{i} = 0.2 \) mrad (see the text for details).
velocity spread broadened with decreasing longitudinal energy spread component $F_i$. In these experiments a so-called cooling force is extracted, which can be viewed as a stopping force averaged over the ion distribution in the beam and the electron distribution. As an example we focus on the measurements of expression (20) we also mention the broadening of the profile of the cooling force at small ions. For a comparison with the theoretical model (20) the cooling force is thus interpreted as the average the cooling force is an average over the complete ion distribution. This average was sensitive to both distributions showing, however, essential sensitivity to the transversal velocity spread of ions at small velocities between the rest frames of the beams the cooling force is deduced from the momentum drift of the ion beam cooling force is extracted from the equilibrium between cooling and longitudinal heating with rf noise. At high relative forces are shown in Figs. 3 and 4 (filled circles).

Measurements of the cooling forces have been performed at several storage rings, like e.g. at the ESR at GSI [28–30]. In these experiments a so-called cooling force is extracted, which can be viewed as a stopping force averaged over the ion distribution in the beam and the electron distribution. As an example we focus on the cooling forces for different fully stripped heavy ions as conducted at the electron cooler of the ESR storage ring. Two different methods have been used here to determine the cooling force. At low ion velocities the cooling force is extracted from the equilibrium between cooling and longitudinal heating with rf noise. At high relative velocities between the rest frames of the beams the cooling force is deduced from the momentum drift of the ion beam after a rapid change of the electron energy. Details of these methods are given in [28, 29]. The measured cooling forces are shown in Figs. 3 and 4 (filled circles).

The electron beam in these experiments has a density of $n_e = 10^6$ cm$^{-3}$ and can be described by an anisotropic velocity distribution [13] with $T_\perp = m v^2_{\text{th},\perp} = 0.11$ eV and $T_\parallel = m v^2_{\text{th},\parallel} = 0.1$ meV. As the ion beam had a radial position some mm off the electron beam axis in these experiments, an additional transverse cyclotron velocity $v_c$ of the electrons has to be taken into account, see [30] for details. The velocity distribution relevant for the averaging in Eq. (12) is thus given by Eq. (13), where $v_c = v_{\text{th},\perp}$ in the present case. The strength of the magnetic guiding field was $B = 0.1$ T. The measured longitudinal cooling force represents an average over the stopping forces on individual ions. For a comparison with the theoretical model (20) the cooling force is thus interpreted as the average $\langle F_i \rangle$ of the component $F_i$ of the stopping force (12) parallel to the beam axis (and the magnetic field) over the ion distribution $f_i(v_{\text{th}}, v_{\perp})$ in the beam (see also [34–36]).

For low ion velocities this average is taken with respect to the transverse ion velocity only and the cooling force depends on the parallel ion velocity, i.e. $\langle F_i \rangle = \langle F_i \rangle(v_{\parallel})$. In the experimental procedure used for high ion velocities the cooling force is an average over the complete ion distribution. This average $\langle F_i \rangle = \langle F_i \rangle(v_{\parallel}, v_{\perp})$ depends now on the velocity of the cm of the ion beam relative to the rest frame of the electron beam $v_{\parallel,0}$. Both velocities are denoted as relative ion velocity in Figs. 3 and 4. To perform the average the distribution $f_i(v_{\parallel,0}, v_{\perp})$ must be known. However,
In our previous simplified model [25] due to the lack of a more detailed knowledge about the ion distribution, the average with respect to $f_i(v_{i\parallel}, v_{i\perp})$ is replaced by $\langle F_{i\parallel} \rangle = F_{i\parallel}(v_{i\perp} = \langle v_{i\perp} \rangle, v_{i\parallel})$, where $v_{i\perp} = \langle v_{i\perp} \rangle$ was treated as a free parameter to fit the BC stopping force to the experimental data. As $F_{i\parallel}(v_{i\perp}, v_{i\parallel})$ is rather sensitive to a variation of $v_{i\perp}$ at low parallel velocities $v_{i\parallel}$ this fit is done for the linear increase of the cooling force at low relative velocities. The related values for $v_{i\perp} = \langle v_{i\perp} \rangle$ are in the range $v_{i\perp}/v_{th\parallel} = 10 - 17$ which corresponds to $\langle \theta_i \rangle \approx 0.2 - 0.3$ mrad in good agreement with the estimated beam divergence. The resulting theoretical predictions are given by the dotted curves in Figs. 3 and 4. They agree well with the experimental data at low and high velocities but overestimate the cooling force at medium velocities $v_{th\parallel} = 4.2 \times 10^3$ m/s and $v_{i\perp} \lesssim v_{th\perp} = 1.4 \times 10^5$ m/s.

Figure 3: Longitudinal cooling force (in eV/m) for various fully stripped ions as a function of the relative ion velocity (in m/s). Filled circles: experimental data from measurements at the electron cooler of the ESR storage ring [28–30]. Dotted curves: binary collision approximation proposed in [25]. Dashed curves: empiric formula [26] for the cooling force as proposed in [31]. Solid curves: equation (20). The theoretical descriptions of the cooling force are calculated for an electron beam with $n_e = 10^9$ cm$^{-3}$, $F_{i\parallel} = 0.11$ eV and $T_{i\parallel} = 0.1$ meV in a magnetic field of $B = 0.1$ T, and are fitted to the experimental results at low relative velocities by treating the transverse ion velocity $\langle v_{i\perp} \rangle$ (for dotted and dashed curves) or the quantities $\sigma_{\perp\perp}$ (for solid curves) as a free parameter (see the text for details).
The experimental data are also compared to an empirical formula for the cooling force

\[ F_i(v_i) = -\frac{4\pi n_e Z^2 e^4}{m} \frac{v_{\|}}{(v_{\|}^2 + v_{\perp}^2 + v_{\text{eff}}^2)^{3/2}} \ln \left( 1 + \frac{\langle s_{\max} \rangle}{\langle s_{\min} \rangle + a_{\perp}} \right) \]  

(30)

as proposed by Parkhomchuk [31]. Here \( \langle s_{\min} \rangle = Z e^2 / (m(v_i^2 + v_{\text{th}}^2)) \) and \( \langle s_{\max} \rangle = (v_i^2 + v_{\text{th}}^2)^{1/2}/\omega_p \) are the minimal and maximal impact parameters, \( a_{\perp} = v_{\text{th}} / \omega_c \) is the cyclotron radius of the electrons, and \( v_{\text{eff}} \) is an effective electron velocity related to the transverse magnetic and electric fields in the electron cooler, see [31], which can be viewed as a fitting parameter. The force (30), which is the stopping force on a single ion, must also be averaged over the ion distribution like in (16). As above the force (30) with an average \( \langle v_{\perp} \rangle \) has been used instead. If the additional parameter is chosen as \( v_{\text{eff}} = v_{\text{th}} \parallel \) (that is, rather small) the experimental data at low velocities are fitted by nearly the same values for the beam divergence \( \langle \theta_i \rangle \) as before. The resulting cooling force is shown by the dashed curves in Figs. 3 and 4. The agreement with the experimentally deduced cooling force is as good as for the simplified BC force proposed in Ref. [25] (dotted curves) at low and high velocities. At medium velocities the deviation from the experimental results is even larger, in particular for \( v_{\|} \approx v_{\text{th}} \parallel \), compared to the simplified but more detailed BC treatment of Ref. [25].

Now we turn to the present expression for the cooling force (20) which is shown as solid curves in Figs. 3 and 4 assuming the same beam divergence as in previous cases (i.e. \( \langle \theta_i \rangle \approx 0.2 \) mrad). The velocity spread of the ion beam in transversal direction used in obtaining the solid curves is \( 3.5\beta\gamma c \langle \theta_i \rangle \lesssim \sigma_{\perp} \lesssim 4.5\beta\gamma c \langle \theta_i \rangle \) while the spread in the longitudinal direction is typically \( \sigma_{\|} \ll 10^{-2} \sigma_{\perp} \) as it usually occurs in many experimental situations (see, e.g., [34–36] and references therein), in particular at ESR storage ring [28–30]. It is seen that the agreement of the more detailed Eq. (20) with the experimental cooling force is essentially improved in the whole relative velocity range compared to the simple models considered above (dotted and dashed curves). We mainly ascribe the deviations of the present model (solid curves) from the ESR data to the rather unknown distribution function of the ions in the beam which has been modeled here in the form of an anisotropic Maxwell distribution (17). Indeed the actual velocity spread in ion beams may essentially differ from the Maxwellian (17) and, in particular, in some cases the recorded profiles are parabolic rather than Maxwellian [34–36] (see also Ref. [3]). For a comprehensive comparison with the measurements and a critical evaluation of the theoretical approaches a detailed knowledge of the ion distribution is indispensable.

5. Summary

In this paper we have calculated the cooling force on ions in a model of binary collisions (BC) between ions and magnetized electrons within second order perturbative treatment. The calculations have been done with the help of an improved BC theory which is valid for any strength of the magnetic field. The cooling force is explicitly calculated
for a regularized and screened Coulomb potential. Closed expressions have been derived for monochromatic electron beams, which have been folded with the velocity distributions of the electrons and ions. The resulting cooling force is evaluated for anisotropic Maxwell velocity distributions of the electrons and ions. In addition, a number of limiting and asymptotic regimes of low– and high–velocities as well as vanishing and strong magnetic fields have been studied. The given results show that the present model of the cooling force is very sensitive to the velocity spreads of the electrons and ions at small relative velocities.

We have also compared our BC model with the previous theoretical approaches of Refs. [25, 31] as well as with the experiments performed at the ESR at GSI [28–30]. As demonstrated, the agreement of Eq. (20) with the experimental cooling forces considered over the whole relative velocity range is much better in comparison to the simplified BC model derived in Ref. [25] and Eq. (30) proposed by Parkhomchuk. The deviations of Eq. (20) from the ESR data, which can be seen in Figs. 3 and 4, are ascribed to the deviations of the model distribution function (17) from the experimental distribution of the ion beam which is not precisely known.

As the main goal of this paper we suggest a more advanced analytical model for calculations of the cooling force which is appropriate for modeling many experimental situations with moderate or strong magnetic guiding fields. In principle, the average involved in Eq. (16) can also be done numerically with recorded ion beam distributions or analytically using other ion distributions like e.g. the parabolic distribution function as it occurs in CELSIUS [35, 36]. Systematic comparisons for different distribution functions and other experiments on electron cooling as well as with Monte Carlo numerical simulations are currently in progress and the results will be reported elsewhere.

Finally we would like to mention that our results for the cooling forces $F_\parallel(v_i)$ and $F(u)$ can be tabulated in a suitable manner to be used as input for simulations of electron cooling using the BETACOOL package [38, 39].
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Appendix A. Derivation of the Coulomb logarithm

In this Appendix we evaluate briefly the $t$–integral remaining in Eq. (20) in the limit of high–velocity of the ion beam. This integral is given by

$$\int_0^\infty dt \Phi_\parallel(\psi(t, \zeta)) = \frac{1}{2} \int_\epsilon^{\infty} dz \Phi_\parallel(z),$$

(A.1)

where $\epsilon \to +0$ and the function $\Phi(z)$ is determined by Eq. (21). The second relation in Eq. (A.1) is obtained by introducing the new variable of integration $(t^2/2)(1/\zeta^2 - 1) = z$. Note that $\Phi(z) \sim z^2$ at $z \to 0$ and the second integral in Eq. (A.1) is convergent at vanishing $z$. However, we have introduced an infinitesimal $\epsilon \to +0$ as the lower limit of integration which allows to perform separately $z$–integration of each term of the function $\Phi(z)$. The calculation is straightforward and the final result reads

$$\frac{z^2 + 1}{2(z^2 - 1)} [E_1(\epsilon) - E_1(\epsilon^2 z)] - 1,$$

(A.2)

where $E_1(z)$ is the exponential integral. At small argument ($z \to 0$) this integral behaves as $E_1(z) \approx \ln(1/z) - \gamma$ [33], where $\gamma$ is Euler’s constant. For $\epsilon \to +0$, Eq. (A.2) thus turns into the generalized Coulomb logarithm $\Lambda(z)$ given by Eq. (23).
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