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Abstract

In order to meet the time service needs of high-precision, long-distance, and multinode optical network, this paper proposes a new time synchronization solution, which combines the wavelength division multiplexing (WDM) technology with cascaded taming clock technology. The WDM technology is used for time synchronization between each pair of master-slave nodes. In the system, there are two wavelengths on the fiber link between the master node and the slave node for transmitting signals. 1 plus per second (PPS) signal, time code signal, and 10 MHz signal are, respectively, and successively, sent to the optical fiber link. By solving the one-way delay through analysis of error contribution and link characteristics of the time transmission process, time synchronization of the master-slave nodes pair is achieved. Furthermore, the authors adopt cascaded taming clock technology to ensure accurate time synchronization of each node. A 700 km long-distance time-frequency synchronization system is constructed in the laboratory. The system uses a cesium atomic clock as the reference clock source and transmits the signals through 8 small rubidium atomic clocks (RB clocks) hierarchically. Results from the experiment show that the long-term time stability is 47.5 ps/10^4 s. The system’s structural characteristics and the experiment results meet the requirements to allow practical use of high-precision time synchronization in networks. This proposed solution can be applied in various civil, commercial, and military fields.

1. Introduction

Time is an essential fundamental physical quantity, which has become the physical quantity with the highest measurement accuracy among the seven international basic units [1–3]. Time synchronization technology refers to the transmission of a standard time signal from source to terminal employing transmission medium. Through time comparison, the system deviation between clock sources is eliminated, and the time signal with high stability and high precision is provided to the remote time users [4–6]. There are two reasons to promote the development and improvement of time synchronization technology. On one hand, with the continuous breakthrough of time-keeping accuracy, the current clock source with the highest precision has achieved 10^{-16} second stability and 10^{-18} day stability, respectively [7, 8]. The improvement of clock performance puts forward higher requirements for the accuracy of time synchronization. On the other hand, scientific research, navigation and positioning, aerospace, power transmission, military security, and other fields are continually improving the demand for time synchronization accuracy and stability [9, 10]. Therefore, high-precision time synchronization has become an important topic in the current scientific research.

In the existing time-frequency synchronization scheme, satellite timing has become the primary way with the advantages of a wide range and flexible access, but it has obvious security risks because of the weak signal, which is easy to interfere with. For the sake of national defense security, the US Department of Defense began to plan the construction of national integrated Positioning, Navigation, and Timing (PNT) in 2010 [10–12]. It would develop various
timing methods for cooperation to make up for the defects of any single system and make PNT more perfect [13, 14]. The construction of China’s PNT system has also entered an accelerated stage since 2015. In October 2019, the China National Time Service Center (NTSC) announced that it planned to build a three-dimensional cross time service system in five years. In the future time service system, optical fiber, satellite, longwave, and other ways complement each other to realize mutual backup between heaven and Earth [15]. In this background, with the advantages of high precision, high reliability, and low loss, optical fiber has become one of the main directions of time-frequency synchronization technology [16].

Time-frequency information transmission by optical fiber began in the 1970s. So far, many research institutions have verified the optical fiber time-frequency synchronization scheme with excellent accuracy. For example, Smotlacha et al. used 744 km WDM optical fiber transmission experiment to achieve the time stability of 8.17 ps/500 s in 2010 [17]. Sliwczynski et al. adopted the round-trip method to achieve a synchronization accuracy of 50 ps in the 615 km WDM optical fiber time synchronization experiment in 2015 [18]. Wu Guiling et al. adopted the BTDM scheme in the 2000 km optical fiber experiment, which achieved a time transfer stability of 23 ps/10^5 s and a time synchronization accuracy of 30 ps [19, 20].

All the above researches have achieved excellent transmission accuracy and stability. But most of these schemes used point-to-point time transmission in long-distance optical signal transmission, in which the optical amplifier was used to extend the transmission length. The distributed network and multipoint download of optical fiber time transfer have not to be considered enough. With the increasing demand for time-frequency distribution for multiple users in the same area, the optical fiber time-frequency synchronization scheme needs to meet the needs of distributed, multistations, and different network topology.

Based on the above requirements, this paper proposes a new time synchronization scheme that combines WDM time transfer technology and cascaded taming clock technology. In this system, an RB clock is placed every 100 km. The time comparison between the adjacent RB clocks is carried out by the round-trip method, and the clock taming module tames the slave clock. It can transmit the time-frequency signal to link length less than 100 kilometers without an optical amplifier between any two adjacent nodes. Besides, each node can be used as a clock source to connect multiple nodes and has independent time-keeping and timing functions. This feature can better meet the requirements of distributed networking and multisite download of the optical fiber network. The scheme has the advantages of high transmission accuracy, high redundancy, high security, and flexible networking. According to statistics, about 80% of 239 cities in 24 provinces in eastern China are less than 100 km away from neighboring cities. Commercial optical cables have been laid along highways and railways between these cities. Therefore, this scheme is extremely suitable for the realization of high-precision time-frequency synchronization between cities and meets the needs of time synchronization practicality and networking in many fields.

2. Principle and System Configuration

2.1. Time Transfer Principle. In this system, WDM technology is used for time bidirectional transmission, which can ensure that the physical length of the round-trip link is entirely symmetrical. A 100 km optical fiber link is connected between the master and slave nodes, on which the time-frequency signal is transmitted by microwave. The two-way time transfer process between the master node and the slave node is shown in Figure 1.

E/O is an electrooptical converter, which converts the modulated electrical signal into optical signal for optical fiber transmission in the master node. OS is an optical transmitting device, which transmits optical signals to the optical fiber link. OR is an optical receiving device, which receives the optical signal from the optical fiber link in the slave node. O/E is the electrooptical converter, which converts the received optical signal into electrical signal and sends it to the demodulation equipment in the slave node.

The time synchronization steps from the master node to the slave node are described below in detail. In the same way, the time synchronization between other master-slave nodes is the same.

(1) Rb clock 1 of the master node receives time-frequency information from the superior clock source. Then master node outputs 1 PPS signal, 10 MHz frequency signal, and time of day (TOD) signal to the slave node.

(2) The output signal of Rb clock 1 is divided into two channels; one channel is sent to time-to-digital conversion (TDC) to start timing, and the other channel is modulated and encoded by Modulate (MOD) to become a signal suitable for optical module transmission.

(3) After being processed by MOD, the electrical signal is sent to the optical module and becomes an optical signal. Then, the optical signal is transmitted to the optical fiber link at wavelength $\lambda_1$.

(4) The optical signal is transmitted to the slave node through the optical fiber link. After being filtered, the optical signal is transmitted to the optical module for photoelectric conversion and then decoded by Demodulate (DEM). Through the synchronization of position and frame number, the time-frequency information is recovered. Finally, it is converted into an optical signal and transmitted back to the master node in wavelength $\lambda_2$.

(5) After the optical signal is returned from the slave node to the master node, the optical signal is photoelectrically converted in the optical module. The TDC stops counting when the signal is detected. From the TDC measurement results, the total round-trip delay of one cycle can be obtained.
(6) According to the wavelengths $\lambda_1$ and $\lambda_2$, and the fiber length, the round-trip delay difference in the fiber link is calculated. TDC can measure the sum of the round-trip delay. The high-precision instrument can measure transmitting and receiving a delay of each module. According to the above data, the one-way transmission delay from the master node to the slave node can be calculated.

(7) According to the one-way transmission delay from the master node to the slave node, 1 PPS is precompensated in the master node. The compensated time-frequency information is sent to the slave node. The 1 PPS time signal and 10 MHz frequency signal generated in the slave node are used as the reference signal to tame RB clock 2, to realize master-slave phase locking.

(8) After the time synchronization with the master node is completed, the slave node transfers the corrected time-frequency signal to the next level node, which becomes the master node of the next level node.

In this system, G.652 optical fiber is used. The back and forth wavelengths are 1490 nm and 1550 nm, respectively. At present, 1490–1550 nm single fiber bidirectional wavelength division multiplexing module is widely used with low cost, so 1490–1550 nm wavelengths are more conducive to engineering application. Using the round-trip delay ratio method in this paper, assuming that the daily temperature fluctuation of 100 km fiber core is 1°C, using different wavelength intervals has little effect on the accuracy of time synchronization. Considering the existing experimental conditions, system cost control, engineering requirements, and nanosecond target accuracy, we choose the wavelength combination of 1490–1550 nm.

TDC is a small time interval measurement device, which is used to measure the round-trip delay. The 1 PPS transfer sequence diagram of the single transfer process is shown in Figure 2.

In Figure 2, the time delay values of time transfer between master and slave nodes can be expressed by (1) and (2):

\[
\tau_{ms} = \tau_{mt} + \tau_{fms} + \tau_{sr},
\]

\[
\tau_{sm} = \tau_{st} + \tau_{fsm} + \tau_{mr},
\]

where $\tau_{ms}$ is the transmission delay from the master node to the slave node, that is, the delay of time signal transmission from RB clock 1 to RB clock 2. $\tau_{sm}$ is the transmission delay from the master node to the slave node, that is, the time delay of time signal from RB clock 2 back to RB clock 1. $\tau_{mt}$ ($\tau_{sr}$) is the delay of the transmitting circuit of the master node (slave node). $\tau_{mr}$ ($\tau_{st}$) is the delay of the receiving circuit of the master node (slave node). $\tau_{fms}$ is the transmission delay of the signal from the master node to the slave node in the optical fiber link; $\tau_{fsm}$ is the transmission delay of the signal from the slave node to the master node in the optical fiber link.

By adding (1) and (2), the total round-trip transmission delay $\tau$ of the master and slave nodes can be obtained.

\[
\tau = \tau_{ms} + \tau_{sm} = \tau_{mt} + \tau_{fms} + \tau_{sr} + \tau_{st} + \tau_{fsm} + \tau_{mr}.
\]  

(3)

In (3), $\tau$ is the total round-trip delay sum of the loopback period of a master-slave node, which can be measured by the TDC of the master node. TDC is installed in the master node to measure the round-trip delay sum. When the master node sends a signal to the slave node at $T_{sm}$, TDC starts to count. After the signal is looped back from the slave node, when it reaches the master node at $T_{ms}$, TDC stops counting. TDC measurement results can get the total round-trip delay of the last cycle $\tau \approx T_{ms} - T_{sr}$, $\tau_{mt}$, $\tau_{sr}$, $\tau_{st}$ and $\tau_{mr}$ can be measured in advance before the experiment. Their positions are on the master-slave nodes, and the environment temperature is easy to be controlled under constant temperature. Therefore, these hardware delays are extremely stable and can be used as fixed values.

Equation (4) can be obtained from (3). Since the right of (4) is determined, the value of $\tau_{fms} + \tau_{fsm}$ can be obtained:

\[
\tau_{fms} + \tau_{fsm} = \tau - (\tau_{ms} + \tau_{sr} + \tau_{st} + \tau_{mt}).
\]

(4)

The ratio of transmission delay of round-trip optical signal with different wavelengths of the same optical fiber can be obtained:

\[
\rho = \frac{\tau_{fsm}}{\tau_{fms}} = \frac{n_{fsm} - \lambda fsm \frac{dn}{d\lambda_{fsm}}}{n_{fms} - \lambda fms \frac{dn}{d\lambda_{fsm}}}
\]

(5)

In (5), $n$ is the refractive index, and $\lambda$ is the wavelength of the optical signal. The values of $(\tau_{fms} + \tau_{fsm})$ and $(\tau_{fms}/\tau_{fsm})$ can be obtained. According to (1), (2), (3), (4),
and (5), the calculation equation of transmission delay $\tau_{ms}$ from master node to slave node can be obtained.

$$
\tau_{ms} = \frac{\rho (\tau - \tau_{mr} - \tau_{st}) + (\tau_{mr} + \tau_{sr})}{\rho + 1},
$$

(6)

$\tau$ can be measured by TDC, $\rho$ can be calculated by (5)$\tau_{mt}$, $\tau_{sr}$, $\tau_{st}$ and $\tau_{mr}$ can be premeasured. Finally, the calculation of $\tau_{ms}$ is completed at the slave node.

The average value of $\tau_{ms}$ is calculated by multiple measurements to reduce the error. The delay compensation module compensates the time signal of the slave node, and the standard 1 PPS signal is recovered finally.

### 2.2. Clock Taming Principle

The process of clock taming is as follows: first, compare the 1 PPS output by dividing the clock signal frequency from the slave node with the 1 PPS that has been regenerated and has passed the delay compensation to get the time difference value. Then, the instantaneous deviation between the slave frequency and the standard frequency is calculated. Finally, the frequency of the slave atomic clock is calibrated according to the voltage control value obtained from the conversion of deviation value. At the same time, the phase of the slave clock needs to be compensated according to the time difference value, to keep the rising edge of the master-slave clock pulse consistent and achieve “phase lock” through continuous frequency comparison.

The design of the clock taming module in this paper is independent of the optical fiber time transfer system. Clock taming is carried out after the master node reference time-frequency information is regenerated. The reference information and the time-frequency information output by the acclimation module are processed to obtain the phase difference. The control module adjusts the phase difference roughly and finely. Then, the updated time-frequency information and reference information are repeatedly compared and adjusted. The basic structure of the acclimation system is shown in Figure 3(a):

The functions of the main modules of the clock taming system are as follows:

1. **Phase detector**: It is a digital phase detector based on FPGA, whose primary function is to identify the phase relationship between the slave node and the reference information. When the relative frequency difference of the master-slave clock is small, the phase discriminator starts to compare the slave information with the reference information and sends the judged leading or lagging state to the filtering and gain adjusting module.

2. **Filter processing and gain adjustment**: Process the phase discrimination data. When the relative clock difference between the slave node and master node is obtained, the module generates the control quantity of digital to analog conversion. By adjusting the loop filter gain, the master-slave clock drift can be filtered out.

3. **High-precision digital to analog conversion module**: The high-resolution digital to analog converter adjusts the slave clock in small steps ($2.56 \times 10^{-7}$ V) and large dynamic range (0–5 V) to ensure that the slave clock can be adjusted accurately.

4. **Frequency divider**: It divides the output signal of the slave node to meet the requirements of comparison with the reference information. For example, in this system, the reference signal of the master node is 1 Hz, so the frequency signal of 1 Hz is generated in the frequency divider of the slave node.

As shown in Figure 3(b), the physical board card of the acclimation system can be used in a 1U high terminal computer, which includes a rubidium atomic clock, phase detector, and digital to analog conversion module.

### 2.3. System Configuration

Based on the time transfer technology and clock taming technology described above, we built a 700 km optical fiber transmission system in the laboratory. The system includes 8 nodes connected linearly.
The adjacent nodes are connected by 100 km optical fiber of G.652. Each node equipment is placed in a 1U terminal machine, including a rubidium atomic clock, transceiver, and taming module. The configuration chart of the 700 km optical fiber time transfer experiment is shown in Figure 4.

Among them, the rubidium clock of the first node takes the TOD of the satellite as the initial time information and receives the 1 PPS and 10 MHz of the cesium atomic clock as the reference time-frequency information. After building the system, the time interval counter SR620 is connected between node 1 and node 8 to measure the time synchronization result of the system. The rubidium atomic clock of node 2-node 7 is not only the slave clock of the previous node, but also the master clock of the next node.

3. Experimental Results

At present, there is no uniform time length regulation for the long-term and short-term performance of optical fiber time-frequency synchronization. According to the test records of literature [17], literature [19], and others, more than 10-hour test is enough to verify the short-term performance of the system, and more than 48-hour test can prove the long-term performance of the system.

3.1. Short-Term Performance Tests. Due to some unforeseen factors in the short-term performance test, to make the performance test more convincing, this paper has carried out four independent experiments and collected four periods of data about 14–15 hours. During the whole experiment, the working temperature of the terminal equipment was controlled in a small fluctuation by air conditioning. The experimental steps and results are as follows:

1. 700 km optical fiber time-frequency synchronization system is connected step by step according to Figure 4.
2. The rubidium atomic clock is turned on. The equipment at all nodes is initialized for 1 hour (the data does not need to be recorded).
3. Node 1 rubidium atomic clock and node 8 rubidium atomic clock are, respectively, connected with SR620 through 2 m customized optical fiber. The phase values are compared in the counter, and the data are observed and recorded in real-time.
4. The experiment was carried out for 14–15 hours, and the data was recorded, then the counting was stopped, the equipment was shut down, and each node was disconnected.
5. Repeat (1)–(4) processes once a day to collect four groups of data.

Four groups of clock difference data obtained from short-term performance test of optical fiber time-frequency synchronization system are shown in Figure 5. The standard deviation (SDEV) calculated from the original clock difference data is shown in Table 1.

The TDEV of four groups of experiments is shown in Figure 6. The statistics of TDEV data are shown in Table 2.

The Allan deviation (ADEV) obtained from four groups of experiments is shown in Figure 7. The statistics of ADEV data are shown in Table 3.

By analyzing the above four independent test results, the time delay generated by the types of equipment can cancel each other, as long as the temperature of the laboratory is relatively stable. Finally, the SDEV of all tests is less than 500 ps, the TDEV of the second scale and 10000-second scale is less than 100 ps, and the frequency stability is in the order of $10^{-14}/10^5$.

3.2. Long-Term Performance Tests. From 23:00 on August 13 to 14:30 on August 16, 2019, 63.5 hours of experimental data was collected, in which 8 hours of temperature change was added at 06:00 on August 16. The temperature box used is CTP404, and its temperature range is -40°C to 100°C. For buried or suspended optical fiber, the temperature change of -20°C to 40°C can cover the general situation. The temperature range of this experiment is -20°C to 40°C because the optical fiber disk is used instead of the optical fiber cable. The experimental steps are as follows:

1. 700 km optical fiber time-frequency synchronization system is connected step by step according to Figure 4, in which the optical fiber disk of the 600–650 km section is placed in the temperature box.
2. The rubidium atomic clock is turned on. The equipment at all nodes is initialized for 1 hour (the data does not need to be recorded).
3. Node 1 rubidium atomic clock and node 8 rubidium atomic clock are, respectively, connected with SR620 through...
Figure 5: Clock difference at two ends of 700 km optical fiber. (a) Group 1. (b) Group 2. (c) Group 3. (d) Group 4.

Table 1: Sdev of four short-term performance tests.

| Group | Duration (h) | Temperature (°C) | SDEV (ps) |
|-------|--------------|------------------|-----------|
| 1     | 15.43        | 18               | 497.2     |
| 2     | 14.38        | 22               | 478.8     |
| 3     | 14.91        | 26               | 443.0     |
| 4     | 14.02        | 30               | 412.2     |

Figure 4: Configuration chart of 700 km optical fiber time transfer experiment.
Figure 6: TDEV at two ends of 700 km optical fiber. (a) Group 1. (b) Group 2. (c) Group 3. (d) Group 4.

| Group | Duration (h) | TDEV (1 s) (ps) | TDEV (10E4s) (ps) |
|-------|--------------|----------------|-------------------|
| 1     | 15.43        | 76.64          | 66.91 ps          |
| 2     | 14.38        | 59.26          | 43.58 ps          |
| 3     | 14.91        | 59.68          | 80.58 ps          |
| 4     | 14.02        | 58.84          | 70.35 ps          |

Figure 7: ADEV at two ends of 700 km optical fiber. (a) Group 1. (b) Group 2. (c) Group 3. (d) Group 4.
through 2 m customized optical fiber. The phase values are compared in the counter, and the data are observed and recorded in real-time.

(4) The experiment was carried out for 55 hours, and the data was recorded.

(5) After the temperature box is started, the internal temperature is set to reduce from 30°C to −20°C at the speed of 10°C/h within five hours and then increase from −20°C to 40°C at the speed of 20°C/h within three hours.

(6) When the temperature box is shut down, the internal temperature decreases slowly and irregularly.

(7) After the collection of experimental data with a total duration of about 63.5 hours, the equipment is shut down.

The clock difference, time deviation, and Allan deviation data record of the long-term test are shown in Figure 8.

The experimental results show that the system can track the temperature change and adjust the delay compensation value. After the clock difference is calculated, the SDEV of the overall time is 589.8 ps, the TDEV is 47.5 ps/10^4 s, and the ADEV is 1.14 × 10^{-14}/day. The noise sources of the system include the following aspects: (1) the background noise of the end machine of the system under laboratory conditions: the background noise is mainly determined by encoder/decoder, optical transceiver module, and time interval tester. (2) The short-term stability (1–100 s) is mainly related to the signal-to-noise ratio of the received signal. (3) The long-term stability (1000–10000 s) is mainly due to the variation of the transmission delay difference of the optical fiber link with the temperature and the influence of the drift of the transmitting wavelength.

In the field optical fiber, the temperature fluctuation of the fiber core is relatively small, generally less than 5% of the surface environmental temperature fluctuation, because the fiber core is buried in a certain depth of soil, and the fiber core is protected by the cladding and surface layer. Therefore, the core temperature variation of buried optical cable is generally less than 1°C. For 100 km fiber, the time synchronization error caused by 1°C temperature fluctuation is about 10 ps. For the nanosecond time synchronization accuracy of the system, the influence of the temperature fluctuation of the field optical fiber is extremely small.

The fluctuation of emission wavelength of master-slave site laser is a factor affecting the system accuracy. In practical engineering, the terminal equipment of each node, including

| Group | Duration (h) | ADEV (1 s)     | ADEV (10E4s) |
|-------|-------------|----------------|--------------|
| 1     | 15.43       | $1.3 \times 10^{-10}$ | $8.09 \times 10^{-14}$ |
| 2     | 14.38       | $1.02 \times 10^{-10}$ | $7.93 \times 10^{-14}$ |
| 3     | 14.91       | $1.045 \times 10^{-10}$ | $7.39 \times 10^{-14}$ |
| 4     | 14.02       | $1.04 \times 10^{-10}$ | $7.01 \times 10^{-14}$ |

Figure 8: Long-term measurement results of clock synchronization at two ends of 700 km optical fiber. (a) Clock difference. (b) TDEV. (c) ADEV.
rubidium clock, laser, and other hardware equipment, can be placed in the constant temperature and pressure environment, which can make the short-term stability of laser emission wavelength extremely high, and the long-term drift of wavelength can be measured by spectrometer.

This system is a time service solution for multinode optical fiber network. Compared with the traditional optical fiber timing scheme, each scheme has its advantages in network structure and time synchronization accuracy. Besides, the scheme has obvious advantages: (1) each rubidium atomic clock can serve local users and realize multinode download function. (2) In this scheme, low-cost common equipment is used to achieve high time synchronization accuracy. (3) The design is more conducive to the construction of the optical fiber timing network, more in line with the application requirements of optical fiber timing, and has better application potential.

4. Conclusion

In conclusion, this paper presents a new time synchronization scheme based on WDM technology and cascade tame clock technology. Each pair of master-slave nodes adopts WDM technology for time synchronization. At the same time, 1 PPS signal, time code signal, and 10 MHz signal are transmitted in one wavelength channel. Time synchronization between master and slave nodes is realized by solving one-way delay value, and high-precision time synchronization between nodes is realized by gradually taming clock. A 700 km long-distance time-frequency synchronization system is constructed in the laboratory, which is transmitted step by step through eight small rubidium atomic clocks. Through experiments, time synchronization between multiple remote devices and local devices in optical fiber link is realized, which verifies the feasibility of this scheme. On this basis, our next work will use star and ring topology for multisite time synchronization, which will lay a certain foundation for practical and large area network optical fiber time synchronization research.
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