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Abstract

In this paper, we investigate a reconfigurable intelligent surface (RIS) aided multi-pair communication system, in which multi-pair users exchange information via an RIS. We derive an approximate expression of the achievable rate by assuming that statistical channel state information (CSI) is available. A genetic algorithm (GA) to solve the rate maximization problem is proposed as well. In particular, we consider implementations of RISs with continuous phase shifts (CPSs) and discrete phase shifts (DPSs). Simulation results verify the correctness of the obtained results and show that the proposed GA method has almost the same performance as the globally optimal solution. In addition, numerical results show that three quantization bits can achieve a large portion of the sum achievable rate for the CPSs setup.
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I. INTRODUCTION

Reconfigurable intelligent surfaces (RISs) are an emerging transmission technology that is capable of configuring the wireless channel into desirable forms by appropriately optimizing the response of their individual scattering elements [1]. Due to their appealing features of low cost and low power consumption, RISs have attracted extensive research attention [2]–[5].

Some initial efforts have been devoted to the study of various RIS-aided communication systems and applications, such as physical layer security in [6], [7], multicell networks in [8], full duplex systems in [9], mobile edge computing in [10], and wireless power transfer in [11]. However, a paucity of contribution studied RIS-aided multi-pair communication systems, which is a typical communication scenario due to the rapid increase of the number of machine-type devices in future networks.

In multi-pair communication systems, the direct communication links may be blocked in both indoor and outdoor scenarios. In particular, the direct signals may be blocked by trees and large buildings in outdoor scenarios. In indoor scenarios, the signals may be blocked by thick walls, especially in high-frequency millimeter-wave communication systems. To counteract these issues, we consider the deployment of an RIS in order to assist the transmission between pairs of devices. Compared with existing research works on relay-assisted multi-pair communications in [12], [13], RISs have some appealing advantages. In particular, an RIS has low power consumption and does not need power amplifiers and signal processing units after configuration [1].
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Against this background, we study the transmission design for an RIS-aided multi-pair communication system. Unlike most of the existing papers [6]–[11] where instantaneous channel state information (CSI) is assumed to be known, we consider the availability of statistical CSI [15] that is easier to obtain since it varies more slowly. Specifically, our contributions are as follows: 1) We derive the achievable rate of the considered system model; 2) we propose a genetic algorithm (GA) method to solve the phase shifts optimization problem, by considering the setups of continuous phase shifts (CPSs) and discrete phase shifts (DPSs); 3) we provide extensive simulation results to demonstrate the correctness of our derived results, and to show that three bits are enough to discretize the phase shifts, which provides useful engineering insights for designing RIS-aided systems.

The rest of the paper is organized as follows. In Section II, we introduce the RIS-aided multi-pair communication system model. We derive the achievable rate in Section III and optimize the phase shifts in Section IV. Numerical results are provided to demonstrate the correctness of our analysis in Section V. Conclusions are drawn in Section VI.

II. SYSTEM MODEL

We consider an RIS-aided multi-pair communication system, where $K$ pairs of users exchange information via an RIS, as shown in Fig. 1. The RIS consists of $L$ reflective elements that are capable of customizing the channel by optimizing their phase shifts. The phase shift matrix $\Theta$ is denoted by $\Theta = diag(e^{j\theta_1}, \ldots, e^{j\theta_L})$, where $\theta_l$ is the phase shift of the $l$th reflective element. We denote the $i$th single-antenna transmitter as $U_{Ai}$ and the $i$th single-antenna receiver as $U_{Bi}$, for $i = 1, \ldots, K$.

The channel between $U_{Ai}$ and the RIS and the channel between the RIS and $U_{Bi}$ can be written as

$$g_{ai} = \sqrt{\alpha_{ai}} h_{ai},$$  

$$g_{bi} = \sqrt{\alpha_{bi}} h_{bi},$$

where $\alpha_{ai}$ and $\alpha_{bi}$ denote the large-scale fading coefficients, and $g_{i} \in \mathbb{C}^{L \times 1}$ and $h_{i} \in \mathbb{C}^{L \times 1}$ denote the fast fading vectors. Rician fading is assumed for all channels, thus the vectors $h_{ai}$ and $h_{bi}$ can be expressed as

$$h_{ai} = \sqrt{\frac{\varepsilon_i}{\varepsilon_i + 1}} \tilde{h}_{ai} + \sqrt{\frac{1}{\varepsilon_i + 1}} \tilde{h}_{ai},$$  

$$h_{bi} = \sqrt{\frac{\varepsilon_i}{\varepsilon_i + 1}} \tilde{h}_{bi} + \sqrt{\frac{1}{\varepsilon_i + 1}} \tilde{h}_{bi},$$

where $\varepsilon_i$ is the Rician factor.
\[ h_{bi} = \sqrt{\frac{\beta_i}{\beta_i + 1}} \tilde{h}_{bi} + \sqrt{\frac{1}{\beta_i + 1}} \bar{h}_{bi}, \]  

where \( \varepsilon_i \) denotes the Rician factor, \( \tilde{h}_{ai} \in \mathbb{C}^{L \times 1} \) and \( \tilde{h}_{bi} \in \mathbb{C}^{L \times 1} \) denote the non-line-of-sight channel vectors, whose entries are independent and identically distributed standard Gaussian random variables, i.e., \( \mathcal{CN}(0, 1) \), and \( \bar{h}_{ai} \in \mathbb{C}^{L \times 1} \) and \( \bar{h}_{bi} \in \mathbb{C}^{L \times 1} \) denote the line-of-sight channel vectors. In particular, \( \tilde{h}_{ai} \) and \( \tilde{h}_{bi} \) can be expressed as

\[ \tilde{h}_{ai} = [1, e^{j \frac{2\pi}{\lambda} \sin \varsigma_i}, \ldots, e^{j \frac{2\pi}{\lambda} (L-1) \sin \varsigma_i}]^T, \]  

\[ \tilde{h}_{bi} = [1, e^{j \frac{2\pi}{\lambda} \sin \varphi_i}, \ldots, e^{j \frac{2\pi}{\lambda} (L-1) \sin \varphi_i}]^T, \]  

where \( \varphi_i \) and \( \varsigma_i \) represent the \( i \)th pair of users’ angle of arrival (AoA) and angle of departure (AoD), respectively. In the present paper, we consider RISs that are made of discrete elements that are spaced half of the wavelength apart \( \lambda \). Therefore, we assume \( d = \frac{\lambda}{2} \) in the rest of the paper.

We assume the availability of statistical CSI at \( U_{A_i} \), for \( i = 1, \ldots, K \). The statistical CSI can be readily obtained since it varies much slowly than the instantaneous CSI. The signal received at \( U_{B_i} \) is given by

\[ y_i = g_{bi}^T \Theta \sum_{j=1}^{K} \sqrt{p_j} g_{aj} x_j + n_i \]

\[ = \left( \sqrt{p_{bi}} g_{bi}^T \Theta g_{ai} x_i + \sum_{j=1, j \neq i}^{K} \sqrt{p_j} g_{bi}^T \Theta g_{aj} x_j \right) + n_i, \]  

where \( x_j \sim \mathcal{CN}(0, 1) \) represents the signal transmitted by \( U_{A_j} \), \( p_j \) denotes the transmit power of \( U_{A_j} \), and \( n_i \sim \mathcal{CN}(0, \sigma_i^2) \) is the additive white Gaussian noise (AWGN) at \( U_{B_i} \), for \( i = 1, \ldots, K \).

From (7), we observe that \( y_i \) consists of three parts: the desired signal that \( U_{B_i} \) wants to receive, the interference produced by other multi-pair users, and the noise. Furthermore, the signal-to-interference plus noise ratio (SINR) at \( U_{B_i} \) is given by

\[ \gamma_i = \frac{P_i \alpha_{bi} \alpha_{ai}}{\sum_{j=1, j \neq i}^{K} \left( p_j \alpha_{bi} \alpha_{aj} \left| h_{bi}^T \Theta h_{aj} \right|^2 \right) + \sigma_i^2} \]  

Hence, the ergodic achievable rate for \( U_{B_i} \) can be expressed as

\[ R_i = \mathbb{E}\{ \log_2(1 + \gamma_i) \}, \]
and the sum achievable rate can be written as

$$C = \sum_{i=1}^{K} R_i.$$  \hspace{1cm} (10)

### III. Achievable Rate Analysis

In this section, we analyze the system performance. To this end, we introduce the following theorem.

**Theorem 1.** In an RIS-aided multi-pair communication system, the average achievable rate of $U_{Bi}$ can be approximated as

$$R_i \approx \bar{R}_i \triangleq \log_2 \left( 1 + \frac{p_i \alpha_i \alpha_{ai}}{K \sum_{j=1, j \neq i}^{K} \left( p_j \alpha_{bi} \alpha_{aj} e^{\frac{\xi_j \beta_j \Omega_{i,j}}{L}} + \sigma_i^2 \right) + \sigma_i^2} \right),$$  \hspace{1cm} (11)

where $\Omega_{i,i}$ and $\Omega_{i,j}$ are, respectively, defined as

$$\Omega_{i,i} = L + 2 \sum_{1 \leq m < n \leq L} \cos[\theta_m - \theta_n + (n - m)\pi (\sin \varphi_i + \sin \zeta_i)],$$  \hspace{1cm} (12)

$$\Omega_{i,j} = L + 2 \sum_{1 \leq m < n \leq L} \cos[\theta_m - \theta_n + (n - m)\pi (\sin \varphi_i + \sin \zeta_j)].$$  \hspace{1cm} (13)

**Proof:** Using Lemma 1 in [16], $R_i$ in (9) can be approximated as

$$R_i \approx \log_2 \left( 1 + \frac{p_i \alpha_i \alpha_{ai}}{K \sum_{j=1, j \neq i}^{K} \left( p_j \alpha_{bi} \alpha_{aj} e^{\frac{\xi_j \beta_j \Omega_{i,j}}{L}} + \sigma_i^2 \right) + \sigma_i^2} \right),$$  \hspace{1cm} (14)

The $\ell$th element of $\mathbf{h}_{ai}$ and the $\ell$th element of $\mathbf{h}_{bi}$ can be written as

$$[\mathbf{h}_{ai}]_{\ell} = \sqrt{\frac{\xi_i}{\xi_i + 1}} e^{j(\ell-1)\pi \sin \varphi_i} + \sqrt{\frac{1}{\xi_i + 1}} (s_{\ell i} + j t_{\ell i}),$$  \hspace{1cm} (15)

$$[\mathbf{h}_{bi}]_{\ell} = \sqrt{\frac{\beta_i}{\beta_i + 1}} e^{j(\ell-1)\pi \sin \zeta_i} + \sqrt{\frac{1}{\beta_i + 1}} (u_{\ell i} + j v_{\ell i}),$$  \hspace{1cm} (16)

where $s_{\ell i} \sim \mathcal{N}(0, 1/2)$ and $t_{\ell i} \sim \mathcal{N}(0, 1/2)$ denote the independent real and imaginary parts of $[\mathbf{h}_{ai}]_{\ell}$, respectively, and $u_{\ell j} \sim \mathcal{N}(0, 1/2)$ and $v_{\ell j} \sim \mathcal{N}(0, 1/2)$ denote the independent real and imaginary parts of $[\mathbf{h}_{bi}]_{\ell}$, respectively.
Let us first consider the term $\mathbb{E}\left\{\left|h_{bi}^T \Theta h_{aj}\right|^2\right\}$ in (14). By substituting (15) and (16) into $\mathbb{E}\left\{\left|h_{bi}^T \Theta h_{aj}\right|^2\right\}$, it can be rewritten as

$$
\mathbb{E}\left\{\left|h_{bi}^T \Theta h_{aj}\right|^2\right\} = \mathbb{E}\left\{\Re\left(h_{bi}^T \Theta h_{aj}\right)^2 + \Im\left(h_{bi}^T \Theta g_{aj}\right)^2\right\},
$$

where the terms $\Re\left(h_{bi}^T \Theta h_{aj}\right)$ and $\Im\left(h_{bi}^T \Theta g_{aj}\right)$ are the real and imaginary parts of $h_{bi}^T \Theta h_{aj}$, which are given, respectively, in (18) and (19).

$$
\Re\left(h_{bi}^T \Theta h_{aj}\right) = \frac{1}{\sqrt{(\varepsilon_i + 1)(\beta_j + 1)}} \sum_{\ell = 1}^{L} \sqrt{\varepsilon_i \beta_j} \left\{ \cos\left[\theta_\ell + (\ell - 1)\pi (\sin\varphi_i + \sin\varphi_j)\right]\right\}
+ \frac{1}{\sqrt{(\varepsilon_i + 1)(\beta_j + 1)}} \sum_{\ell = 1}^{L} \sqrt{\varepsilon_i} \left\{ \sin\left[\theta_\ell + (\ell - 1)\pi (\sin\varphi_i + \sin\varphi_j)\right]\right\}
$$

$$
\Im\left(h_{bi}^T \Theta h_{aj}\right) = \frac{1}{\sqrt{(\varepsilon_i + 1)(\beta_j + 1)}} \sum_{\ell = 1}^{L} \sqrt{\varepsilon_i \beta_j} \left\{ \sin\left[\theta_\ell + (\ell - 1)\pi (\sin\varphi_i + \sin\varphi_j)\right]\right\}
+ \frac{1}{\sqrt{(\varepsilon_i + 1)(\beta_j + 1)}} \sum_{\ell = 1}^{L} \sqrt{\varepsilon_i} \left\{ \cos\left[\theta_\ell + (\ell - 1)\pi (\sin\varphi_i + \sin\varphi_j)\right]\right\}
$$

With the aid of some algebraic calculations, we obtain

$$
\mathbb{E}\left\{\left|h_{bi}^T \Theta h_{aj}\right|^2\right\} = \frac{\varepsilon_i \beta_j \Omega_{i,j} + L(\varepsilon_i + \beta_j) + L}{(\varepsilon_i + 1)(\beta_j + 1)}. 
$$

A similar method can be used to calculate the term $\mathbb{E}\left\{\left|h_{bi}^T \Theta h_{ai}\right|^2\right\}$ in (14), which yields

$$
\mathbb{E}\left\{\left|h_{bi}^T \Theta h_{ai}\right|^2\right\} = \frac{\varepsilon_i \beta_j \Omega_{i,i} + L(\varepsilon_i + \beta_i) + L}{(\varepsilon_i + 1)(\beta_i + 1)}.
$$
By substituting (20) and (21) into (14), we obtain the final result in (11). This completes the proof.

Substituting (11) into (10), we obtain the sum achievable rate. According to Theorem 1 if $\alpha_{bi}$, $\alpha_{ai}$, AoA, AoD, $\varepsilon_i$, and $\sigma_i$ are kept fixed, the sum achievable rate is determined by the number of users pairs $K$, the transmit power $p_i$, the phase shift matrix $\Theta$ and the number of reflective elements $L$.

IV. Phase Shifts Optimization

In this section, we formulate and solve the phase shifts optimization problem in order to maximize the sum achievable rate. Both case studies of CPSs and DPSs are considered.

A. Optimal CPSs Design

To begin with, we consider the scenario adopting CPSs. The optimization problem is formulated as

$$\max_{\Theta} \sum_{i=1}^{K} \tilde{R}_i$$

s.t. $\theta_{\ell} \in [0, 2\pi) \ \forall \ell = 1, \ldots, L$. (22b)

The computational complexity of solving Problem (22) by using conventional optimization methods is prohibitively high, since the data rate is formulated in a complex expression of the optimization variables. To tackle this issue, we propose a GA method in Algorithm 1. We associate each individual to a $1 \times L$ phase shift vector $\theta = [\theta_1, \ldots, \theta_\ell, \ldots, \theta_L]$ and $\theta_\ell$ corresponds to its $\ell$th gene.

The initial population, evaluation and sort operations, selection function, crossover function and mutation function of the proposed GA method are described as follows.

1) Initial population: $N_t$ individuals are generated, by generating each gene as a variable that is randomly distributed within $[0, 2\pi)$. This is referred to as the initial population.

2) Evaluation and sort: Each individual is evaluated by using the fitness function

$$f(\theta) = \frac{1}{\sum_{i=1}^{K} \tilde{R}_i}.$$  (23)

In particular, the lower the fitness function is, the higher the evaluation of the individual and the position in the corresponding sorted list are.
Algorithm 1: Genetic Algorithm

1. Initialize the iteration number \( n = 1 \), \( f_{min}^1 = 1 \), and generate the initial population;

2. while \( n \leq n_{max} \) or \( f_{min}^n > \varepsilon \) do
   3. Apply evaluation and sort;
   4. while The number of children does not reach \( N_c \) do
      5. Apply the selection function;
      6. Apply the crossover function;
   7. end
   8. Place the first \( N_a \) individuals in the list, and the \( N_c \) children in the current generation;
   9. Select \( N_e \) elites who have the lowest fitness function value;
   10. Apply the mutation function;
   11. Refresh the current generation, with elites and mutated individuals;
   12. Return the lowest fitness function value in the current generation \( f_{min}^n \);
   13. Set \( n \leftarrow n + 1 \);
14. end
15. Output the individual with the lowest fitness function value in the current generation.

Algorithm 2: Selection Algorithm

1. Generate a random number \( c \) between 0 and 1;
2. Define a cumulative-probabilities vector \( r = [1/N_t, \ldots, r/N_t, \ldots, 1] \), for \( r = 1, \ldots, N_t \);
3. Denote \( r'/N_t \) as the nearest maximum number in \( r \) to \( c \);
4. Take the \( r' \)th individual in the list that is sorted by using (23).

3) Selection function: The selection function is used to obtain two candidates, \( \theta_1 \) and \( \theta_2 \), from \( N_t \) individuals. The individuals with larger values of the fitness function have a lower probability to be selected. \( \theta_1 \) and \( \theta_2 \) are obtained by using Algorithm 2.

4) Crossover function: The crossover function operates on \( \theta_1 \) and \( \theta_2 \), and generates two crossover children \( \theta_{c1} \) and \( \theta_{c2} \). A single-point crossing algorithm is employed, which is described in Algorithm 3.

5) Mutation function: The mutation function operates on \((N_t-N_e)L\) genes from \((N_t-N_e)\) individuals (except for the elites). Each gene is capable of mutating to a random number between
Algorithm 3: Single-Point Crossing Algorithm

1. Get $\theta_1 = [\theta^{(1)}_1, \ldots, \theta^{(1)}_L]$ and $\theta_2 = [\theta^{(2)}_1, \ldots, \theta^{(2)}_L]$ selected by Algorithm 2.
2. Identify a crossover point $\ell' \in [1, L]$ randomly.
3. Crossover $\theta_1$ and $\theta_2$ at crossover point $\ell'$.
4. Obtain two children $\theta_{c1} = [\theta^{(1)}_1, \ldots, \theta^{(1)}_{\ell'}, \theta^{(2)}_{\ell'+1}, \ldots, \theta^{(2)}_L]$ and $\theta_{c2} = [\theta^{(2)}_1, \ldots, \theta^{(2)}_{\ell'}, \theta^{(1)}_{\ell'+1}, \ldots, \theta^{(1)}_L]$.

0 and $2\pi$ with mutation rate.

B. Optimal DPSs Design

In practice, only a limited number of phase shifts can be used. We assume that each reflective element is encoded with $B$ bits, and thus $2^B$ phase shifts can be chosen to enhance the signal reflected by the RIS. We denote the DPS matrix as $\hat{\Theta} = \text{diag}(e^{j\hat{\theta}_1}, \ldots, e^{j\hat{\theta}_L})$, where $\hat{\theta}_\ell$ is the DPS of the $\ell$th reflective element. Replacing the CPSs in Problem (22) by the DPSs, the optimization problem for DPSs can be formulated as

$$\max_{\hat{\Theta}} \sum_{i=1}^{K} \tilde{R}_i$$

s.t. $\hat{\theta}_\ell \in \{0, 2\pi/2^B, \ldots, 2\pi(2^B - 1)/2^B\}$

$$\forall \ell = 1, \ldots, L.$$  \hspace{1cm} (24b)

It is observed that Problem (24) is similar to Problem (22). Accordingly, the GA method proposed for solving the CPSs optimization problem can be applied to solve the DPSs optimization problem as well.

V. NUMERICAL RESULTS

We evaluate the impact of different parameters on the sum achievable rate. We assume that the Rician factor is $\varepsilon_i = 10$, the noise power is $\sigma_i^2 = 1$, and the transmission power is SNR = $p_i$, for $i = 1, \ldots, K$. The main parameters for the GA are: $N_t = 100$, $N_s = 50$, $N_c = 50$, $N_c = 1$, $n_{max} = 10000$, $P_m = 0.1$, and $\varepsilon = 10^{-6}$. The other parameters are summarized in Table I.

In Fig. 2, we illustrate the sum achievable rate versus the SNR obtained from the analytical expression in (11) and Monte-Carlo simulations from (9). Two quantization bits are assumed.
Fig. 2. Sum achievable rate versus SNR with $B = 2$ and GA.

Fig. 3. Sum achievable rate versus SNR with $B = 2$ by various schemes.
A good analytical agreement with Monte-Carlo simulation results is obtained, which verifies the correctness of the derivations. We observe that the sum achievable rate increases with the number of reflecting elements $L$, as expected.

Fig. 3 depicts the sum achievable rate versus the SNR, by assuming two quantization bits and comparing different optimization schemes. Compared with the scheme based on randomly chosen phase shifts, the proposed GA and exhaustive search methods can achieve higher sum achievable rate. It is interesting to observe that the proposed GA method has almost the same performance as the globally optimal solution obtained by using the exhaustive search method.

Fig. 4 shows the sum achievable rate versus $B$ (the number of quantization) for the scenarios adopting DPSs. The sum achievable rate for the DPSs setup increases rapidly when $B$ is small, while the curve gradually saturates when $B$ is large. However, it is known that using a large number of quantization bits to control the phase shifts incurs high hardware cost and power consumption. The figure shows that three quantization bits can achieve a large portion of the sum achievable rate for the CPSs setup, which provides useful engineering design insights for RIS-aided systems.

VI. CONCLUSION

In this paper, we investigated RIS-aided communications for multiple pairs of users. We derived an approximate expression of the achievable rate. Based on the derived analytical framework, we developed a GA-based algorithm for optimizing the achievable sum achievable
rate, which can be applied to CPS-based and DPS-based implementations. Simulation results verified the correctness of the proposed GA-based method.
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