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Abstract

The aim of this thesis is to advance the theory behind quantum information processing tasks, by deriving fundamental limits on bipartite quantum interactions and dynamics. A bipartite quantum interaction corresponds to an underlying Hamiltonian that governs the physical transformation of a two-body quantum system. Under such an interaction, the physical transformation of a bipartite quantum system may also be considered in the presence of a bath, which may be inaccessible to an observer. The goal is to determine entangling abilities of arbitrary bipartite quantum interactions. Doing so provides fundamental limitations on information processing tasks, including entanglement distillation and secret key generation, over a bipartite quantum process, which may be noisy in general. We also discuss limitations on the entropy change and its rate for dynamics of an open quantum system weakly interacting with the bath. We introduce a measure of non-unitarity to characterize the deviation of a doubly stochastic quantum process from a noiseless evolution.

Next, we introduce information processing tasks for secure read-out of digital information encoded in read-only memory devices against adversaries of varying capabilities. The task of reading a memory device involves the identification of an interaction process between probe system, which is in known state, and the memory device. Essentially, the information is stored in the choice of channels, which are noisy quantum processes in general and are chosen from a publicly known set. Hence, it becomes pertinent to securely read memory devices against scrutiny of an adversary. In particular, for a secure read-out task called private reading when a reader is under surveillance of a passive eavesdropper, we have determined upper bounds on its performance. We do so by leveraging the fact that private reading of digital information stored in a memory device can be understood as secret key agreement via a specific kind of bipartite quantum interaction.
Chapter 1 Exploring Informational Aspects of Quantum Interactions

1.1 Motivation

The beauty of nature is inexpressible. It is of fundamental interest to understand natural phenomena. All physical systems and processes are governed by the laws of nature. In this thesis, we limit our discussion to the domain in which the laws of nature are well described by quantum theory. Note that the classical theory emerges from the quantum theory as an approximation; i.e., the laws of classical mechanics can be obtained from the laws of quantum mechanics by making particular choices for a quantum process and the state of a quantum system [1, 2].

A physical system that is described by the laws of quantum mechanics is called a quantum system. The state of a quantum system has its complete physical description. A physical operation is quantum when evolution of a quantum system is feasible under its action. In general, the physical description contained in the state of a quantum system cannot be accounted for classical theory [2]. While quantum effects are dominating in microscopic regime, these effects are largely unnoticeable (vanishing) in macroscopic regime.

With the inception of the idea that information is physical [10, 11], there has been wide interest in studying several physical phenomena and systems from an information-theoretic perspective. Information is associated with a physical representation. The information content of a physical system must be finite if the region of space and the energy is finite [11, 12]. From these observations, we can conclude that storage, processing, and transmission of information are all governed by physical laws.

The primary goal of this thesis is to explore informational aspects of bipartite quantum interactions and their capabilities to generate entanglement, an intriguing quantum phenomenon. A physical transformation of the state of a bipartite quantum system is effected by an underlying Hamiltonian. We are interested in the most general interaction such that a bipartite quantum system may be in contact with a bath, which is inaccessible to an observer. Bipartite quantum inter-
teraction refers to an underlying Hamiltonian governing the physical evolution of an open bipartite system. Such an interaction models a non-trivial, elementary interaction in a many-body quantum system. This study is necessary also from the aspect of applications as a bipartite quantum interaction depicts a non-trivial, elementary model of a quantum network involving two parties.

In this age of technology and intelligence, it is of pertinent interest to also inspect information processing capabilities of quantum processes. In general, the laws of quantum theory allow us to push the abilities of processing and computing information beyond the limitations imposed by the classical information theory. This provides us with ample opportunities to devise new information processing, communication, and computation protocols, e.g., quantum key distribution [16, 17], quantum teleportation [18,19], quantum sensing [20], quantum algorithms for computational speed-up [21] etc.

Broadly speaking, quantum processes are variously referred to as quantum processes, quantum gates, quantum channels, or quantum operations. Evolution of the state of a spin in an Ising model due to spin-spin interaction, a photon transmitted through an optical fiber, an electron interacting with electromagnetic field, or a quantum system decohering due to interaction with surrounding—all these quantum processes are also describable as quantum channels [21–23].

Note that a physical system itself can act as a quantum channel (process). This is because any physical system is capable of transforming the state of a quantum system. For examples, beamsplitter, spontaneous parametric down-conversion, optical fiber, etc. are physical systems that transform the state of incident photons. When I point a laser beam on a screen during my presentation, the state of incident photons would be different from that of the reflected ones. In this case, the screen is a quantum channel with photons as input and output system. This process is noisy as some photons may get absorbed by the screen and not all photons will be accessible to the audience who are observers here. As we will see later, these observations are crucial in devising communication protocols.

Let us now briefly discuss some of the key ideas – information content, quantum processes,

\footnote{There can be instances when there is no advantage provided by quantum theory over classical one [13–15].}

\footnote{It should be clarified that all quantum channels are quantum processes; however, the converse is not true in general. Meaning and subtleties will be clear in Chapters 2 and 4.}
entanglement, and information carriers – that led to this work. In the end, we provide an outline of this thesis by briefly discussing contents of the following chapters.

1.2 What is information?

Does a learner gain any knowledge if something obvious is stated to her? The answer is no. Obvious, isn’t it?

Knowledge requires information. Information is related to a meaningful piece of data that can be of use to a learner. A piece of data is meaningful to the learner only if she is observant enough. Information content is understood in reference to an observer; in other words, information is observer-dependent. With gain in information, there is reduction in uncertainty about an associated event. The less favorable the occurrence of an outcome of the event is, the more information is learned upon its occurrence; the more favorable an outcome is, the less information is learned upon its occurrence. As an instance, consider that I attempt to defend my thesis in front of PhD committee members. Let us safely assume that the chance of my graduation is high given the trend. My friends will be less surprised and learn less information when the PhD committee gives a passing mark. Whereas, they will be more surprised and learn more information if I fail.

Claude E. Shannon was the first to give a qualitative description of what information is and how it can be transmitted amid noise [24]. The abstract nature of the (classical) information theory introduced by Shannon provided a unified framework to understand seemingly distinct modes of communications and information processing over classical systems. The subject area dealing with information associated to classical systems is called classical information theory. He introduced the notion of a bit as a unit of information, whose physical representation is with a classical system. Roughly speaking, a bit is a binary valued quantity in which values are orthogonal to each other, meaning that they are distinguishable. Occurrence of one value excludes the possible occurrence of the other. Conventionally, a bit is represented by a binary number that can be “0” or “1”.

Consider an event, which is an information source, described by a random variable $X$ with an associated discrete alphabet $\mathcal{X}$ of finite size, where $x \in \mathcal{X}$ is called a symbol. Each symbol $x$ corresponds to an outcome of the event. The given random variable $X$ can be represented by a classical register, and suppose that we only allow classical processes to occur. Let $p_X(x)$ be a
probability distribution for describing the outcomes of the event. One measure of the surprise of the symbol $x \in \mathcal{X}$ is
\[ i(x) := - \log_2 p_X(x). \]  
(1.1)

The quantity $i(x)$ is also called surprisal or information content of the symbol $x$. Formula (1.1) is motivated by desirable properties that a quantifier of information content should have (see [23, 25]). An observer will be infinitely surprised on an outcome of a symbol with no chance of occurrence, i.e., $p_X(x) = 0$. Consider an example of an event that corresponds to tossing of an unbiased coin with two sides—heads and tails. Upon a toss, if either heads or tails shows up then an observer learns one bit of information. The expected surprisal of an event is called its Shannon entropy:
\[ S(X) := \mathbb{E}_X \{- \log_2 p_X(X)\} = - \sum_{x \in \mathcal{X}} p(x) \log_2 p(x). \]  
(1.2)

Now suppose that information carriers are quantum systems. The state of a quantum system has its complete description. Quantum information is information associated to a quantum state. Analogous to the bit of classical information theory, a unit of quantum information is a qubit\(^4\). A qubit is a two-level quantum system that can be in a superposition state of $|0\rangle$ and $|1\rangle$, where $\{|0\rangle, |1\rangle\}$ form an orthonormal basis. A measure of the average information content of a quantum system is its von Neumann entropy (2.46) [28]. The mathematical framework of quantum mechanics from an information-theoretic perspective is discussed in the next chapter.

1.3 Quantum interactions and processes

Any physical process that operates on or transforms the state of a quantum system is called a quantum process. There is an underlying Hamiltonian that gives rise to such a process. In principle, the evolution of a closed quantum system $A'$ is always given by a unitary transformation and underlying Hamiltonian acts just on $A'$. However, it is difficult to isolate a system from its surrounding, which leads to an unavoidable interaction with the bath $E'$ (environment). It is often required to deal with a many-body quantum system, which is a difficult task. A simpler case of a many-body system is a two-body system. We call the Hamiltonian responsible for the interaction

\(^4\)Interested readers may refer to [21, 23, 26, 27] for detailed discussions on quantum information.
between constituent quantum systems in a many-body system as multipartite quantum interaction. Bipartite unitary evolution is the simplest physical transformation considered on a many-body system.

Suppose that the system $A'$ is uncorrelated to the bath $E'$ before the action of Hamiltonian $\hat{H}_{A'E'}$. In general, $\hat{H}_{A'E'} = \hat{H}_{A'} + \hat{H}_{E'} + \hat{H}_{\text{int}}$, where $\hat{H}_{A'}$ and $\hat{H}_{E'}$ denote Hamiltonians acting on individual systems $A'$ and $E'$, respectively, and $\hat{H}_{\text{int}}$ denotes a Hamiltonian giving rise to a non-trivial interaction between $A'$ and $E'$. Even though the evolution of the composite system $A' + E'$ is unitary, as $A' + E'$ is closed, transformation of the state of $A'$ is noisy in general for an observer with no access to the bath. It is possible that after the action of the Hamiltonian, the degrees of freedom of the original system changes; i.e., an observer may have access to fewer or more degrees of freedom than $A'$, even though the partial degrees of freedom of the bath system are inaccessible. The total degrees of freedom of composite system remains the same, since it is closed. Such noisy physical operations are also called quantum channels or (noisy) gates. A unitary operation is a particular quantum channel. Quantum channels are often called quantum “gates” in the discussion of quantum computation.

A Hamiltonian governing the evolution of an open two-body quantum system is called a bipartite quantum interaction. These interactions give rise to quantum processes that may change correlations between interacting systems if the interaction term present in the Hamiltonian is non-zero. As discussed previously, there is a need to inspect noisy processes involving two-body systems due to the unavoidable interaction between systems of interest and the bath. For an observer who has no access to the degrees of freedom of the bath, evolution process is noisy, i.e., non-unitary in general, and it is called a bipartite quantum channel. It should be noted that the degrees of freedom of the initial and final systems may change after the action of a bipartite channel.

In an information processing task, if pairs of input and output systems, $(A', A)$ and $(B', B)$ belong to two separate observers then a bipartite channel $\mathcal{N}_{A'B'\rightarrow AB}$ is called a bidirectional channel. A bidirectional channel $\mathcal{N}_{A'B'\rightarrow AB}$ provides the simplest form of a non-trivial network setting, as it allows for an interaction between two parties. Note that a point-to-point communication protocol, which is over a channel $\mathcal{N}_{A'\rightarrow B}$, is a special case of a communication protocol over a bidirectional channel $\mathcal{N}_{A'B'\rightarrow AB}$. A bidirectional quantum channel is an elementary, non-trivial example of a
1.4 Entanglement

We can sometimes be more certain about the joint state of a two-body quantum system $AB$ than we can be about any one of its individual parts, $A$ or $B$. These situations occur when a given two-body quantum system is in an entangled state [29]. A particular kind of entangled state is a “maximally entangled” state. As a system $AB$ has two parts, $A$ and $B$, measurements on its isolated parts $A$ and $B$ are physically possible. Such measurements are referred to as local measurements or operations. If $AB$ is maximally entangled and we perform any local measurement of $A$ or $B$, then we gain no information about the preparation of the state; instead we merely generate a random bit. A famous example of a maximally entangled state is the singlet state [30]. Entangled states are known to be a useful resource for different information processing tasks, e.g., quantum teleportation, unconditionally secure key distribution, randomness generation, etc.

Bipartite quantum interactions can generate correlations between two separated systems in such a way that the physical description cannot be given by local realistic, hidden variable theories. Two quantum systems need to be entangled for them to exhibit such non-local correlations. While non-local correlations between two quantum systems implies that they are entangled, the converse is not true in general. The state of a bipartite quantum system is said to be entangled when it cannot be described as a convex combination of the uncorrelated states, i.e., product states of the constituent systems. While entanglement can be uniquely defined in the case of bipartite systems, it gets complicated for multipartite systems. This is related to the fact that there is no unique way to describe non-local correlations among many-body quantum systems (see [7] and references therein).

We need quantum interactions to generate quantum correlations between separated systems. We can use these correlations to harvest information and perform computation or communication tasks that may not be achieved with classical processes and systems.

1.5 Information carriers

There are multiple ways to communicate and store a given message. We may use print and digital media for storage and communication of information. We may rely on our brain to store
information. Methods of information storage and transfer depend on the need and accessibility of media among the users. There are continuous efforts to increase information processing abilities of memory devices; we want to decrease the physical size of memory devices while increasing their storage capacity. As we are making advancements in information technology, there is great concern for privacy. At times, we need secure methods for processing or storage of information based on the ability of adversarial scrutiny.

We have been making use of a variety of physical sources for communication and storage of messages. For example, we can use light or sound signals to broadcast important messages to commuters for traffic control. A light signal is better as a traffic signal, as it can be seen by commuters at an appropriate place without getting disturbed by noise of vehicle horns. Sound signals with loud volume are used to alert about the type of emergency vehicles passing through roads amid a crowd. We can also use several distinguishable properties of a physical medium to communicate in different ways. Consider a known and most used medium of communication – sound. We pronounce words to communicate a message, change pitch or tone in order to indicate the level of urgency, and whisper for privacy against an eavesdropper.

We can also use quantum processes as information carriers by encoding a message into a sequence of quantum processes. The efficacy of such method would depend on how well can we distinguish between quantum processes that are usable for encoding. As an example, let us consider memory devices. At a fundamental level, we can always understand the storage of messages in memory devices to be in the form of quantum channels. The mechanism of reading of any memory device involves the transmission of a probe system, which is in a known state, and inspecting the transformation of its state after an interaction with the system used for encryption of a message. In principle, any quantum processes can be used for information storage and communication. The choice of quantum processes depends on the kind of quantum systems accessible by a reader. In order to build up secure information processing, we need to come up with a strategy that hides encoded messages in quantum processes against an adversary. While an authorized user can access a hidden message, the probability of an adversary being able to access a hidden message should be negligible.

Communication of messages over quantum processes, i.e., channels, is a topic of wide interest
quantum states are used to encode a message and then are transmitted over a physical medium, which are modeled as some noisy quantum processes, e.g., bosonic Gaussian channels, depolarizing channels, etc. The primary idea behind such communication protocols depends on the discrimination of quantum states. These protocols allow for quick communication between distant parties.

The choice of information carrier as quantum states or processes depends on the need and interest of communicating parties. While mathematically there is a correspondence called the Choi–Jamiołkowski isomorphism between quantum processes and states, there are distinct differences from a physical perspective. If we want an information carrier to be robust against measurements and also to be long-lived, then we cannot encode a message in terms of quantum state in general. This is because quantum states are fragile against measurement and may decohere due to unavoidable interaction with surrounding. In such situations, we may instead want robust physical systems that can be described as quantum processes required for the task. Whereas, if we want our information carrier to be securely transmitted between points over a distance, we would encrypt the message in a quantum state and transmit it over a quantum channel. Subtle issues are discussed briefly in latter chapters.

1.6 Overview of thesis

In this section, we briefly review the main results developed and discussed in this thesis. In Chapter 2, we discuss the mathematical formulation of quantum mechanics, definitions of information measures, and important lemmas required to derive the main results discussed in latter chapters.

In Chapter 3, the main focus is on deriving fundamental limitations on entangling abilities of bipartite quantum interactions [31]. These bounds also provide limitations on the information processing abilities of a bipartite quantum network. Entangling abilities of bipartite quantum interactions are relevant in a number of different areas of quantum physics, reaching from fundamental areas such as quantum thermodynamics and the theory of quantum measurements to other applications such as quantum computation, quantum key distribution, and other information processing protocols. A particular aspect of the study of bipartite interactions is concerned with entanglement
that can be created from such interactions. In this chapter, we discuss two basic building blocks of bipartite quantum protocols, namely, the generation of maximally entangled states and secret key via bipartite quantum interactions. In particular, we provide a non-trivial, efficiently computable upper bound on the positive-partial-transpose-assisted (PPT-assisted) entanglement distillation capacity of bidirectional quantum channel, thus addressing a question that has been open since 2002. In addition, we provide an upper bound on the private capacity of bidirectional quantum channels assisted by local operations and classical communication (LOCC).

In Chapter 4, we discuss limitations on quantum dynamics based on entropy change [32]. It is well known in the realm of quantum mechanics and information theory that the entropy is non-decreasing for the class of doubly stochastic physical processes, also called unital processes. However, in general, the entropy does not exhibit monotonic behavior. This has restricted the use of entropy change in characterizing evolution processes. Recently, a lower bound on the entropy change was provided in [33]. We explore the limit that this bound places on the physical evolution of a quantum system and discuss how these limits can be used as witnesses to characterize quantum dynamics. In particular, we derive a lower limit on the rate of entropy change for memoryless quantum dynamics, and we argue that it provides a witness of non-unitality; i.e., violation of the bound would be possible only if the dynamics are non-unital. This limit on the rate of entropy change leads to definitions of several witnesses for testing memory effects in quantum dynamics. Furthermore, from the aforementioned lower bound on entropy change, we obtain a measure of non-unitarity for unital evolutions.

In Chapter 5, we discuss a general protocol for quantum reading and discuss bounds on the reading capacities [34]. Quantum reading refers to the task of reading out classical information stored in a read-only memory device. In any such protocol, the transmitter and receiver are in the same physical location, and the goal of such a protocol is to use these devices, coupled with a quantum strategy, to read out as much information as possible from a memory device, such as a CD or DVD. As a consequence of the physical setup of quantum reading, the most natural and general definition for quantum reading capacity should allow for an adaptive operation after each call to the channel, and this is how quantum reading capacity is defined in this chapter. We also derive several bounds on quantum reading capacity, and we introduce an environment-parametrized
memory cell, delivering second-order and strong converse bounds for its quantum reading capacity. We calculate the quantum reading capacities for some exemplary memory cells, including a thermal memory cell, a qudit erasure memory cell, and a qudit depolarizing memory cell. We finally discuss an explicit example to illustrate the advantage of using an adaptive strategy in the context of zero-error quantum reading capacity.

In Chapter 6, we introduce a protocol for the private reading of memory devices against an eavesdropper [31]. We can use this protocol for secret key agreement between two authorized parties where secret key is encoded in a memory device. The goal is to protect from the leakage of the secret key to an eavesdropper who is spying on the reader. We notice that private reading can be understood as a particular kind of secret-key-agreement protocol that employs a particular kind of bipartite interaction. We make use of this observation to derive upper bounds on private reading capacities of memory devices.

In Chapter 7, we introduce protocols for the secure retrieval of digital information stored in a memory device under different adversarial situations. We refer to such protocols as secure reading. Information in memory devices is encoded in terms of quantum channels selected from a particular set called a memory cell. We allow the encoder and the intended reader to share secret keys prior to the reading task is carried out. We also consider a toy model in which a message is encoded in unitary gates and show the advantage of an authorized reader who has key against an unauthorized user with no key. For more general secure reading protocol, we consider a passive adversary who has complete access to the environment, and a semi-passive adversary who can access the memory device. To illustrate these protocols, we discuss examples for the secure reading of memory devices encoded with a binary memory cell consisting of amplitude damping channels or depolarizing channels. We also briefly discuss application of a secure reading protocol for a threat level identification scheme, which is inspired by IFF: identification, friend or foe.
Chapter 2 Quantum Systems, Physical Processes, and Information Measures

In this chapter, we take an information-theoretic approach to review some of the basic concepts of quantum mechanics. We start by introducing standard notations, definitions, and important lemmas that are required for the derivation and discussions of results introduced in latter sections and chapters. We discuss the mathematical representation of the state of a quantum system and physical quantum processes, particular set of states, structure of physical processes obeying certain symmetries, measures to quantify information content in a quantum system, and the notion of bipartite entanglement measures. Finally, in Section 2.8.1\(^1\), we present results on the approximate normalization of two different entanglement measures—entropy of entanglement [35] and squashed entanglement [36].

2.1 Bounded operators and super-operators

In this review, the discussion is focused on finite-dimensional Hilbert spaces. See Section 4.1 for discussion on infinite-dimensional Hilbert spaces.

Let \( \mathcal{B}(\mathcal{H}) \) denote the algebra of bounded operators acting on a Hilbert space \( \mathcal{H} \), with \( \mathbb{1}_\mathcal{H} \in \mathcal{B}(\mathcal{H}) \) denoting the identity operator and id denoting the identity super-operator\(^2\). Let \( \text{dim}(\mathcal{H}) \) denote the dimension of Hilbert space \( \mathcal{H} \)\(^3\). \( \mathcal{B}(\mathcal{H}) \) also denotes the set of all trace-class operators acting on the Hilbert space \( \mathcal{H} \), since \( \mathcal{H} \) is finite-dimensional.

The Hilbert space of a system \( A \) is denoted by \( \mathcal{H}_A \) and the Hilbert space of a composite system consisting of systems \( A \) and \( B \) is given by the tensor product \( \mathcal{H}_{AB} := \mathcal{H} \otimes \mathcal{H}_B \). The notation \( A^n := A_1 A_2 \cdots A_n \) indicates a composite system consisting of \( n \) subsystems \( A \), each of which is isomorphic to the Hilbert space \( \mathcal{H}_A \); i.e., for all \( i \in [n] \), \( A_i \simeq A \), where \( [n] := \{1, 2, \ldots, n\} \) for \( n \in \mathbb{N} \). Let us denote the set of all orthonormal bases of the Hilbert space \( \mathcal{H} \) as \( \text{ONB}(\mathcal{H}) \).

The subset of \( \mathcal{B}(\mathcal{H}) \) containing all positive semi-definite operators is denoted by \( \mathcal{B}_+(\mathcal{H}) \). We

---

\(^1\)Section 2.8.1 is entirely based on an unpublished work done in collaboration with Mark M. Wilde.

\(^2\)A super-operator is a linear map that acts on an operator.

\(^3\)Note that \( \text{dim}(\mathcal{H}) \) is equal to \( +\infty \) in the case that \( \mathcal{H} \) is a separable, infinite-dimensional Hilbert space.
write $C \geq 0$ to indicate that $C \in \mathcal{B}_+(\mathcal{H})$, and $C \geq D$ indicates $C - D \in \mathcal{B}_+(\mathcal{H})$.

A super-operator $\mathcal{M}_{A \to B}$ denotes a linear map $\mathcal{M} : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)$ that maps elements in $\mathcal{B}(\mathcal{H}_A)$ to elements in $\mathcal{B}(\mathcal{H}_B)$. The adjoint $\mathcal{M}^\dagger : \mathcal{B}(\mathcal{H}_B) \to \mathcal{B}(\mathcal{H}_A)$ of a linear map $\mathcal{M} : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)$ is the unique linear map that satisfies

$$\langle Y_B, \mathcal{M}(X_A) \rangle = \langle \mathcal{M}^\dagger(Y_B), X_A \rangle, \quad \forall X_A \in \mathcal{B}(\mathcal{H}_A), Y_B \in \mathcal{B}(\mathcal{H}_B)$$

(2.1)

where $\langle C, D \rangle = \text{Tr}\{C^\dagger D\}$ is the Hilbert-Schmidt inner product. An isometry $U : \mathcal{H} \to \mathcal{H}'$ is a linear map such that $U^\dagger U = \mathbb{1}_\mathcal{H}$ and $UU^\dagger = \Pi_{\mathcal{H}'}$, where $\Pi_{\mathcal{H}'}$ is a projection onto a subspace of the Hilbert space $\mathcal{H}'$.

A super-operator $\mathcal{M}_{A \to B} : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)$ is called positive if it maps elements of $\mathcal{B}_+(\mathcal{H}_A)$ to elements of $\mathcal{B}_+(\mathcal{H}_B)$ and completely positive if $\text{id}_R \otimes \mathcal{M}_{A \to B}$ is positive for a Hilbert space $\mathcal{H}_R$ of any dimension, where $\text{id}_R$ is the identity super-operator acting on $\mathcal{B}(\mathcal{H}_R)$. A positive map $\mathcal{M}_{A \to B} : \mathcal{B}_+(\mathcal{H}_A) \to \mathcal{B}_+(\mathcal{H}_B)$ is called trace non-increasing if $\text{Tr}\{\mathcal{M}_{A \to B}(\sigma_A)\} \leq \text{Tr}\{\sigma_A\}$ for all $\sigma_A \in \mathcal{B}_+(\mathcal{H}_A)$, and it is called trace-preserving if $\text{Tr}\{\mathcal{M}_{A \to B}(\sigma_A)\} = \text{Tr}\{\sigma_A\}$ for all $\sigma_A \in \mathcal{B}_+(\mathcal{H}_A)$. When confusion does not arise, we omit identity operators in expressions involving multiple tensor factors, so that, for example, $\mathcal{M}_{A \to B}(\rho_{RA})$ is understood to mean $\text{id}_R \otimes \mathcal{M}_{A \to B}(\rho_{RA})$.

A linear map $\mathcal{M}_{A \to B} : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_B)$ is called sub-unital if $\mathcal{M}_{A \to B}(\mathbb{1}_A) \leq \mathbb{1}_B$, unital if $\mathcal{M}_{A \to B}(\mathbb{1}_A) = \mathbb{1}_B$, and super-unital if $\mathcal{M}_{A \to B}(\mathbb{1}_A) > \mathbb{1}_B$. Note that it is possible for a linear map to be neither unital, sub-unital, nor super-unital. A positive trace-preserving map can be sub-unital only if the dimension of the output Hilbert space is greater than or equal to the dimension of the input Hilbert space. A positive trace-preserving map can be super-unital only if the dimension of the output Hilbert space is less than the dimension of the input Hilbert space. Positive trace-preserving maps between two finite-dimensional Hilbert spaces of the same dimension that are sub-unital are also unital.

2.2 Operator-valued functions and norms

Let $A$ be a self-adjoint operator acting on a Hilbert space $\mathcal{H}$. The support $\text{supp}(A)$ of $A$ is the span of the eigenvectors of $A$ corresponding to its non-zero eigenvalues, and the kernel of $A$ is the span of the eigenvectors of $A$ corresponding to its zero eigenvalues. There exists a spectral
decomposition of $A$:

$$ A = \sum_k \lambda_k |k\rangle\langle k|, \quad (2.2) $$

where $\{\lambda_k\}_k$ are the eigenvalues corresponding to an orthonormal basis of eigenvectors $\{|k\rangle\}_k$ of $A$. The projection $\Pi(A)$ onto $\text{supp}(A)$ is then

$$ \Pi(A) = \sum_{k: \lambda_k \neq 0} |k\rangle\langle k|. \quad (2.3) $$

Let $\text{rank}(A)$ denote the rank of $A$. If $A$ is positive definite, i.e., $A > 0$, then $\text{rank}(A) = \dim(\mathcal{H})$, $\Pi(A) = \mathbb{1}_\mathcal{H}$, and we say that the rank of $A$ is full. If $f$ is a real-valued function with domain $\text{Dom}(f)$, then $f(A)$ is defined as

$$ f(A) = \sum_{k: \lambda_k \in \text{Dom}(f)} f(\lambda_k) |k\rangle\langle k|. \quad (2.4) $$

The Schatten $p$-norm of an operator $A \in \mathcal{B}(\mathcal{H})$ is defined as

$$ \|A\|_p \equiv \left(\text{Tr}\{|A|^p\}\right)^{\frac{1}{p}}, \quad (2.5) $$

where $|A| \equiv \sqrt{A^\dagger A}$ and $p \in [1, \infty)$. If $\{\sigma_i(A)\}_i$ are the singular values of $A$, then

$$ \|A\|_p = \left[\sum_i \sigma_i(A)^p\right]^{\frac{1}{p}}. \quad (2.6) $$

$\|A\|_\infty := \lim_{p \to \infty} \|A\|_p$ is the largest singular value of $A$. Let $\mathcal{B}_p(\mathcal{H})$ be the subset of $\mathcal{B}(\mathcal{H})$ consisting of operators with finite Schatten $p$-norm. The Schatten $p$-norms are unitarily invariant norms.

**Lemma 2.1 (Hölder’s inequality [37–39])** For all $A \in \mathcal{B}_p(\mathcal{H})$, $B \in \mathcal{B}_q(\mathcal{H})$, and $p, q \in [1, \infty]$ such that $\frac{1}{p} + \frac{1}{q} = 1$, it holds that

$$ |\langle A, B \rangle| = |\text{Tr}\{A^\dagger B\}| \leq \|A\|_p \|B\|_q. \quad (2.7) $$
The following lemma can be found in [40, Corollary 5.2].

**Lemma 2.2** Let $\mathcal{M} : \mathcal{B}_+(\mathcal{H}_A) \to \mathcal{B}_+(\mathcal{H}_B)$ be a linear, positive, and sub-unital map. Then, for all $\sigma_A \in \mathcal{B}_+(\mathcal{H}_A)$ it holds that

$$\mathcal{M}_{A \to B}(\log(\sigma_A)) \leq \log(\mathcal{M}_{A \to B}(\sigma_A)).$$

(2.8)

### 2.2.1 Derivatives of operator-valued functions

Here we recall [39, Theorem V.3.3].

If $f$ is a continuously differentiable function on an open neighbourhood of the spectrum of some self-adjoint operator $A$, then its derivative $Df(A)$ at $A$ is a linear superoperator and its action on an operator $H$ is given by

$$Df(A)(H) = \sum_{\lambda, \eta} f^{[1]}(\lambda, \eta)P_A(\lambda)HP_A(\eta),$$

(2.9)

where $A = \sum_{\lambda} \lambda P_A(\lambda)$ is the spectral decomposition of $A$ and $f^{[1]}$ is the first divided difference function.

If $t \mapsto A(t) \in \mathcal{B}_+(\mathcal{H})$ is a continuously differentiable function on an open interval in $\mathbb{R}$, with derivative $A' := \frac{dA}{dt}$, then

$$f'(A(t)) := \frac{d}{dt} f(A(t)) = Df(A)(A'(t)) = \sum_{\lambda, \eta} f^{[1]}(\lambda, \eta)P_{A(t)}(\lambda)A'(t)P_{A(t)}(\eta).$$

(2.10)

In particular, (2.10) implies the following:

$$\frac{d}{dt} \text{Tr}\{f(A(t))\} = \text{Tr}\{f'(A(t))A'(t)\},$$

(2.11)

$$\text{Tr}\{B(t)f'(A(t))\} = \text{Tr}\{B(t)f'(A(t))A'(t)\},$$

(2.12)

where $B(t)$ is assumed to commute with $A(t)$.

### 2.3 Quantum states and channels

The state of a quantum system $A$ is represented by a density operator $\rho_A$, which is a positive semi-definite operator with unit trace. Let $\mathcal{D}(\mathcal{H}_A)$ denote the set of density operators, i.e., all
elements $\rho_A \in \mathcal{B}_+(\mathcal{H}_A)$ such that $\text{Tr}\{\rho_A\} = 1$. The density operator of a composite system $AB$ is defined as $\rho_{AB} \in \mathcal{D}(\mathcal{H}_{AB})$, and the partial trace over $A$ gives the reduced density operator for the system $B$, i.e., $\text{Tr}_A\{\rho_{AB}\} = \rho_B$ such that $\rho_B \in \mathcal{D}(\mathcal{H}_B)$. A pure state $\psi_A$ of a system $A$ is a rank-one density operator in $\mathcal{D}(\mathcal{H}_A)$, and we write it as $\psi_A = |\psi\rangle\langle\psi|_A$ for a unit vector $|\psi\rangle_A \in \mathcal{H}_A$. A purification of a density operator $\rho_A$ is a pure state $\psi_{AE}$ such that $\text{Tr}_E\{\psi_{AE}\} = \rho_A$, where $E$ is called the purifying system. The maximally mixed state is denoted by $\pi_A := \frac{1}{|A|} \mathbb{1}_A/|A| \in \mathcal{D}(\mathcal{H}_A)$.

It is known that there exists a Schmidt decomposition for any bipartite quantum system in a pure state. It means that any pure state $\psi_{AB} \in \mathcal{D}(\mathcal{H}_{AB})$ can be expressed as

$$|\psi\rangle_{AB} = \sum_{i=0}^{d-1} \sqrt{p_i} |i\rangle_A |i\rangle_B,$$

(2.13)
such that $\{|i\rangle_A\}_i \in \text{ONB}(\mathcal{H}_A)$, $\{|i\rangle_B\}_i \in \text{ONB}(\mathcal{H}_B)$, $\sum_{i=0}^{d-1} p_i = 1$, and for all $i : 0 \leq p_i \leq 1$, where $d = \min\{|A|, |B|\}$.

Let $U_{A'E'\rightarrow AE}^\hat{H}$ be a unitary associated to a Hamiltonian $\hat{H}$, which governs the underlying interaction between an input subsystem $A'$ and a bath $E'$, to produce an output subsystem $A$ for the observer and $E$ for the bath. In general, the individual input systems $A'$ and $E'$ and the output systems $A$ and $E$ can have different dimensions. At an initial time, in the absence of an interaction Hamiltonian $\hat{H}$, the bath is in a fixed state $\tau_{E'}$ and the system $A'$ has no correlation with the bath; i.e., the state of the composite system $A'E'$ is of the form $\omega_{A'} \otimes \tau_{E'}$, where $\omega_{A'E'}$ is the joint state of the systems $A'$ and $E'$. Under the action of the interaction Hamiltonian $\hat{H}$, the state of the composite system transforms as

$$\rho_{AE} = U^\hat{H}(\omega_{A'} \otimes \tau_{E'})(U^\hat{H})^\dagger.$$

(2.14)

In the above interaction process, since the system $E$ in (2.14) is inaccessible, the evolution of the system of interest is noisy in general. The noisy evolution of the system $A'$ under the action of the interaction Hamiltonian $\hat{H}$ is represented by a completely positive, trace-preserving (CPTP)
map \([41]\), called a quantum channel:

\[
\mathcal{M}_{A' \to A}(\omega_{A'}) = \text{Tr}_E \{ U^\dagger (\omega_{A'} \otimes \tau_{E'}) (U^\dagger) \},
\]

(2.15)

where system \(E\) represents inaccessible degrees of freedom. In particular, when the Hamiltonian \(\hat{H}\) is such that there is no interaction between the system \(A'\) and the bath \(E'\), and \(A' \simeq A\), then \(\mathcal{M}\) corresponds to a unitary evolution, i.e., \(\mathcal{M}(\cdot) = U_{A' \to A}(\cdot) (U_{A' \to A}^\dagger)\). The weakly complementary channel \(\hat{\mathcal{M}}_{A' \to E}\) is given by

\[
\hat{\mathcal{M}}_{A' \to E}(\omega_{A'}) = \text{Tr}_B \{ U^\dagger (\omega_{A'} \otimes \tau_{E'}) (U^\dagger) \}.
\]

(2.16)

If we suppose that the state \(\tau_{E'}\) of a bath system \(E'\) is pure, then \(\hat{\mathcal{M}}_{A' \to E}\) is called the complementary channel of \(\mathcal{M}_{A' \to E}\).

A completely positive, trace non-increasing map is called a quantum sub-operation. A CPTP map \(\mathcal{N}_{A' B' \to A B} : \mathcal{B}_+(\mathcal{H}_A \otimes \mathcal{H}_{B'}) \to \mathcal{B}_+(\mathcal{H}_A \otimes \mathcal{H}_B)\) is called a bipartite channel. A bipartite channel \(\mathcal{N}_{A' B' \to A B}\) is also called bidirectional channel in the setting of communication protocols when pairs \((A', A)\) and \((B', B)\) of quantum systems are held by two spatially separated parties.

A memory cell \(\{\mathcal{M}^x\}_{x \in \mathcal{X}}\) is defined to be a set of quantum channels \(\mathcal{M}^x\), for all \(x \in \mathcal{X}\), where \(\mathcal{X}\) is an alphabet, and \(\mathcal{M}^x : \mathcal{B}_+(\mathcal{H}_A) \to \mathcal{B}_+(\mathcal{H}_A)\) for all \(x \in \mathcal{X}\).

A quantum instrument is a collection \(\{\mathcal{M}^x\}_{x \in \mathcal{X}}\) of quantum sub-operations, such that the sum map \(\sum_x \mathcal{M}^x\) is a quantum channel. The action of a quantum instrument on an input operator \(\rho_{A'}\) can be described in terms of the following quantum channel:

\[
\rho_{A'} \mapsto \sum_{x \in \mathcal{X}} \mathcal{M}^x_{A' \to A}(\rho_A) \otimes |x\rangle\langle x|_X,
\]

(2.17)

where \(\{|x\rangle_X\}_{x \in \text{ONB}(\mathcal{H}_X)}\) and \(X\) denotes a (classical) register that stores the classical output of the instrument.

The Choi–Jamiolkowski isomorphism represents a well known duality between channels and states. Let \(\mathcal{M}_{A' \to A}\) be a quantum channel, and let \(|T\rangle_{R,A'}\) denote the following maximally entangled
vector:

$$|\Upsilon\rangle_{R,A'} := \sum_i |i\rangle_R |i\rangle_{A'}, \quad (2.18)$$

where $|R| = |A'|$, and $\{|i\rangle_R\}_i \in \text{ONB}(H_R)$ and $\{|i\rangle_{A'}\}_i \in \text{ONB}(H_{A'})$ are fixed orthonormal bases, and $R : A'$ denotes a bipartite cut. Let us extend this notation to multiple parties with a given bipartite cut as

$$|\Upsilon\rangle_{R_A R_B : A'B'} := |\Upsilon\rangle_{R'_A : A'} \otimes |\Upsilon\rangle_{R_B : B'}. \quad (2.19)$$

A maximally entangled state $\Phi_{R,A'}$ is defined for a bipartite system $R : A'$ as

$$\Phi_{R,A'} = \frac{1}{|A'|} |A\rangle\langle A|_{R_A A'}.$$

The Choi operator for a channel $\mathcal{M}_{A' \rightarrow A}$ is defined as

$$J^M_{RA} = (\text{id}_R \otimes \mathcal{M}_{A' \rightarrow A}) (|\Upsilon\rangle\langle\Upsilon|_{RA'}). \quad (2.21)$$

where $\text{id}_R$ denotes the identity map on $R$. For $A' \simeq A$, the following identity holds

$$\langle\Upsilon| (\rho_{R_A A'} \otimes J^M_{RA}) |\Upsilon\rangle_{A': R} = \mathcal{M}_{A' \rightarrow A} (\rho_{R_A A'}), \quad (2.22)$$

where $A' \simeq A$. The above identity can be understood in terms of a post-selected variant [42] of the quantum teleportation protocol [18]. Another identity that holds is

$$\langle\Upsilon| (Q_{RA} \otimes \mathbb{1}_A) |\Upsilon\rangle_{R A} = \text{Tr}_R \{Q_{RA R} \},$$

for an operator $Q_{RA R} \in \mathcal{B}(H_{RA} \otimes H_R)$. 
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For a fixed basis \( \{|i\rangle_B\}_{i \in \mathcal{I}} \in \text{ONB}(\mathcal{H}_B) \), the partial transpose \( T_B \) on the composite system \( AB \) is the following map:

\[
(id_A \otimes T_B)(Q_{AB}) = \sum_{i,j \in \mathcal{I}} (1_A \otimes |i\rangle \langle j|_B) Q_{AB} (1_A \otimes |i\rangle \langle j|_B),
\]

(2.24)

where \( Q_{AB} \in \mathcal{B}(\mathcal{H}_A \otimes \mathcal{H}_B) \). Note that the partial transpose is self-adjoint, i.e., \( T_B = T_B^\dagger \) and is also involutory:

\[ T_B \circ T_B = 1_B. \]

(2.25)

The following identity also holds:

\[ T_B(|\Upsilon\rangle\langle \Upsilon|_R_A) = T_A(|\Upsilon\rangle\langle \Upsilon|_R_A). \]

(2.26)

Let \( \text{SEP}(A:B) \) denote the set of all separable states \( \sigma_{AB} \in \mathcal{D}(\mathcal{H}_A \otimes \mathcal{H}_B) \), which are states that can be written as

\[ \sigma_{AB} = \sum_{x \in \mathcal{X}} p_X(x) \omega^x_A \otimes \tau^x_B, \]

(2.27)

where \( p_X(x) \) denotes a probability distribution corresponding to a random variable \( X \) associated with an alphabet \( \mathcal{X} \), \( \omega^x_A \in \mathcal{D}(\mathcal{H}_A) \), and \( \tau^x_B \in \mathcal{D}(\mathcal{H}_B) \) for all \( x \in \mathcal{X} \). This set is closed under the action of the partial transpose maps \( T_A \) and \( T_B \) [43,44]. Generalizing the set of separable states, we can define the set \( \text{PPT}(A:B) \) of all bipartite states \( \rho_{AB} \in \mathcal{D}(\mathcal{H}_A \otimes \mathcal{H}_B) \) that remain positive after the action of the partial transpose \( T_B \). A state \( \rho_{AB} \in \text{PPT}(A:B) \) is also called a PPT (positive under partial transpose) state. If a state is not PPT then it is called NPT (non-positive under partial transpose). We can define an even more general set of positive semi-definite operators [45] as follows:

\[ \text{PPT}'(A:B) := \{ \sigma_{AB} : \sigma_{AB} \geq 0 \land \| T_B(\sigma_{AB}) \|_1 \leq 1 \}. \]

(2.28)

We then have the containments \( \text{SEP} \subset \text{PPT} \subset \text{PPT}' \).
Lemma 2.3 ([46]) For any $\sigma_{AB} \in \text{PPT}'(A:B)$, the following inequality holds

$$\text{Tr}\{\Phi_{AB}\sigma_{AB}\} \leq \frac{1}{M},$$  \hspace{1cm} (2.29)

where $\Phi_{AB}$ is a maximally entangled state of Schmidt rank $M$, i.e., $|A| = |B| = M$.

A bipartite quantum channel $\mathcal{P}_{A'B'\rightarrow AB}$ is a PPT-preserving channel if the map $T_B \circ \mathcal{P}_{A'B'\rightarrow AB} \circ T_{B'}$ is a quantum channel [46,47]. A bipartite quantum channel $\mathcal{P}_{A'B'\rightarrow AB}$ is PPT-preserving if and only if its Choi state is a PPT state [47], i.e.,

$$\frac{J^P_{R_AR_RB':AB}}{|R_AR_B|} = \mathcal{P}_{A'B'\rightarrow AB}(\Phi_{RA'A'} \otimes \Phi_{B'R_B}).$$  \hspace{1cm} (2.30)

A bipartite quantum channel $\mathcal{S}_{A'B'\rightarrow AB}$ is a separable channel if and only if its Choi state is a separable state [48], i.e,

$$\frac{J^S_{R_AR_RB':AB}}{|R_AR_B|} = \mathcal{S}_{A'B'\rightarrow AB}(\Phi_{RA'A'} \otimes \Phi_{B'R_B}).$$  \hspace{1cm} (2.31)

A 1W-LOCC (one-way local operations and classical communication) channel is a separable super-operator

$$\mathcal{L}_{A'B'\rightarrow AB} = \sum_{y \in Y} \mathcal{E}_A^y \otimes \mathcal{F}_B^y,$$  \hspace{1cm} (2.32)

where $Y$ is an alphabet, $\{\mathcal{E}_A^y\}_{y \in Y}$ is a set of CP maps such that the sum map $\sum_{y \in Y} \mathcal{E}_A^y$ is trace preserving, while $\{\mathcal{F}_B^y\}_{y \in Y}$ is a set of quantum channels. Whereas, an LOCC (local communication and classical operations) channels $\mathcal{L}_{AB\rightarrow A'B'}$ takes the form in (2.32) such that $\{\mathcal{E}_A^y\}_{y \in Y}$ and $\{\mathcal{F}_B^y\}_{y \in Y}$ are sets of completely positive (CP) maps such that $\mathcal{L}_{AB\rightarrow A'B'}$ is trace preserving. Thus, the LOCC channels are also separable super-operators, but the converse is not true. Note that any 1W-LOCC channel is also an LOCC channel and all LOCC channels are PPT-preserving.
2.4 Channels with symmetry

Consider a finite group $\mathcal{G}$ of size $|G|$. For every $g \in \mathcal{G}$, let $g \to U_A(g)$ and $g \to V_B(g)$ be projective unitary representations of $g$ acting on the input space $\mathcal{H}_A$ and the output space $\mathcal{H}_B$ of a quantum channel $M_{A \to B}$, respectively. A quantum channel $M_{A \to B}$ is covariant with respect to these representations if the following relation is satisfied [27, 49]:

$$\forall \rho_A \in \mathcal{D}(\mathcal{H}_A) \text{ and } \forall g \in \mathcal{G}, \quad M_{A \to B}(U_A(g)\rho_A U_A^\dagger(g)) = V_B(g)M_{A \to B}(\rho_A)V_B^\dagger(g). \quad (2.33)$$

**Definition 2.1 (Covariant channel [27])** A quantum channel is covariant if it is covariant with respect to a group $\mathcal{G}$ which has a representation $U(g)$, for all $g \in \mathcal{G}$, on $\mathcal{H}_A$ that is a unitary one-design; i.e., the map $\frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} U(g)(\cdot)U(g)^\dagger$ always outputs the maximally mixed state for all input states.

For an isometric channel $U_{A \to BE}^M$ extending the covariant channel $M_{A \to B}$ defined above, there exists a unitary representation $W_E(g)$ acting on the environment Hilbert space $\mathcal{H}_E$ [27], such that for all $g \in \mathcal{G}$,

$$U_{A \to BE}^M(U_A(g)\rho_A U_A^\dagger(g)) = (V_B(g) \otimes W_E(g)) (U_{A \to BE}^M(\rho_A)) \left( V_B^\dagger(g) \otimes W_E^\dagger(g) \right). \quad (2.34)$$

We can restate this as the following lemma:

**Lemma 2.4 ([27])** Suppose that a channel $M_{A \to B}$ is covariant with respect to a group $\mathcal{G}$. For an isometric extension $U_{A \to BE}^M$ of $M_{A \to B}$, there is a set of unitaries $\{W_E^g\}_{g \in \mathcal{G}}$ such that the following covariance holds for all $g \in \mathcal{G}$:

$$U_{A \to BE}^M U_A^g = (V_B^g \otimes W_E^g) U_{A \to BE}^M. \quad (2.35)$$

**Proof.** For convenience, we discuss a proof of this lemma presented in [31, Appendix A].

Given is a group $\mathcal{G}$ and a quantum channel $M_{A \to B}$ that is covariant in the following sense:

$$M_{A \to B}(U_A^g\rho_A U_A^{g\dagger}) = V_B^gM_{A \to B}(\rho_A)V_B^{g\dagger}, \quad (2.36)$$
for a set of unitaries \( \{ U^g_A \}_{g \in G} \) and \( \{ V^g_B \}_{g \in G} \).

Let a Kraus representation of \( \mathcal{M}_{A \rightarrow B} \) be given as

\[
\mathcal{M}_{A \rightarrow B}(\rho_A) = \sum_j L^j \rho_A L^{j\dagger}.
\] (2.37)

We can rewrite (2.36) as

\[
V^g_B \mathcal{M}_{A \rightarrow B}(U^g_A \rho_A U^{g\dagger}_A) V^g_B = \mathcal{M}_{A \rightarrow B}(\rho_A),
\] (2.38)

which means that for all \( g \), the following equality holds

\[
\sum_j L^j \rho_A L^{j\dagger} = \sum_j V^{g\dagger}_B L^j U^g_A \left( V^{g\dagger}_B L^j U^g_A \right)^\dagger.
\] (2.39)

Thus, the channel has two different Kraus representations \( \{ L^j \} \) and \( \{ V^{g\dagger}_B L^j U^g_A \} \), and these are necessarily related by a unitary with matrix elements \( w^g_{jk} \) [23, 26]:

\[
V^{g\dagger}_B L^j U^g_A = \sum_k w^g_{jk} L^k.
\] (2.40)

A canonical isometric extension \( U^M_{A \rightarrow BE} \) of \( \mathcal{M}_{A \rightarrow B} \) is given as

\[
U^M_{A \rightarrow BE} = \sum_j L^j \otimes |j\rangle_B.
\] (2.41)

where \( \{|j\rangle_B \}_{j} \) is an orthonormal basis. Defining \( W^g_E \) as the following unitary

\[
W^g_E |k\rangle_E = \sum_j w^g_{jk} |j\rangle_E,
\] (2.42)

where the states \( |k\rangle_E \) are chosen from \( \{|j\rangle_E \}_{j} \), consider that

\[
U^M_{A \rightarrow BE} U^g_A = \sum_j L^j U^g_A \otimes |j\rangle_E = \sum_j V^g_B V^{g\dagger}_B L^j U^g_A \otimes |j\rangle_E = \sum_j V^g_B \left[ \sum_k w^g_{jk} L^k \right] \otimes |j\rangle_E
\]

\[
= V^g_B \sum_k L^k \otimes \sum_j w^g_{jk} |j\rangle_E = V^g_B \sum_k L^k \otimes W^g_E |k\rangle_E = (V^g_B \otimes W^g_E) U^M_{A \rightarrow BE}.
\] (2.43)
This concludes the proof.

**Definition 2.2 (Teleportation-simulable [50,51])** A channel $\mathcal{M}_{A\rightarrow B}$ is teleportation-simulable with an associated resource state if for all $\rho_A \in \mathcal{D}(\mathcal{H}_A)$ there exists a resource state $\omega_{RAB} \in \mathcal{D}(\mathcal{H}_{RAB})$ such that

$$\mathcal{M}_{A\rightarrow B}(\rho_A) = \mathcal{L}_{R_{A\rightarrow B}}(\rho_A \otimes \omega_{RAB}),$$

(2.44)

where $\mathcal{L}_{R_{A\rightarrow B}}$ is an LOCC channel acting on $R_{A: B}$. A particular example of an LOCC channel could be a generalized teleportation protocol [52].

One can find the defining equation (2.44) explicitly stated as [51, Eq. (11)]. All covariant channels, as given in Definition 2.1, are teleportation-simulable with respect to a resource state $\mathcal{M}_{A\rightarrow B}(\Phi_{RA})$ [53].

**Definition 2.3 (PPT-simulable [54])** A channel $\mathcal{M}_{A\rightarrow B}$ is PPT-simulable with an associated resource state if for all $\rho_A \in \mathcal{D}(\mathcal{H}_A)$ there exists a resource state $\omega_{RAB} \in \mathcal{D}(\mathcal{H}_{RAB})$ such that

$$\mathcal{M}_{A\rightarrow B}(\rho_A) = \mathcal{P}_{R_{A\rightarrow B}}(\rho_A \otimes \omega_{RAB}),$$

(2.45)

where $\mathcal{P}_{R_{A\rightarrow B}}$ is a PPT-preserving channel acting on $R_{A: B}$, where the transposition map is with respect to the system $B$.

**Definition 2.4 (Jointly covariant memory cell [34])** A set $\mathcal{M}_x = \{\mathcal{M}_{A\rightarrow B}^x\}_{x \in \mathcal{X}}$ of quantum channels is jointly covariant if there exists a group $\mathcal{G}$ such that for all $x \in \mathcal{X}$, the channel $\mathcal{M}_x^A$ is a covariant channel with respect to the group $\mathcal{G}$ (cf., Definition 2.1).

**Remark 2.1 ([34])** Any jointly covariant memory cell $\mathcal{M}_x = \{\mathcal{M}_{A\rightarrow B}^x\}_{x \in \mathcal{X}}$ is jointly teleportation-simulable with respect to the set $\{\mathcal{M}_{A\rightarrow B}^x(\Phi_{RA})\}_{x \in \mathcal{X}}$ of resource states.

### 2.5 Entropies and information

The von Neumann entropy of a density operator $\rho_A$ is defined as [28]

$$S(A)_\rho := S(\rho_A) = -\operatorname{Tr}\{\rho_A \log_2 \rho_A\}.$$  

(2.46)
The conditional quantum entropy $S(A|B)_{\rho}$ of a density operator $\rho_{AB}$ of a composite system $AB$ is defined as

$$S(A|B)_{\rho} := S(AB)_{\rho} - S(B)_{\rho}. \quad (2.47)$$

The coherent information $I(A)B)_{\rho}$ of a density operator $\rho_{AB}$ is defined as [55]

$$I(A)B)_{\rho} := -S(A|B)_{\rho} = S(B)_{\rho} - S(AB)_{\rho}. \quad (2.48)$$

The quantum relative entropy of two quantum states is a measure of their distinguishability. For $\rho \in \mathcal{D}(\mathcal{H})$ and $\sigma \in \mathcal{B}_+(\mathcal{H})$, it is defined as [56]

$$D(\rho || \sigma) := \begin{cases} \text{Tr} \{ \rho [\log_2 \rho - \log_2 \sigma] \}, & \text{supp}(\rho) \subseteq \text{supp}(\sigma) \\ +\infty, & \text{otherwise}. \end{cases} \quad (2.49)$$

The quantum relative entropy is non-increasing under the action of positive trace-preserving maps [57], which is the statement that $D(\rho || \sigma) \geq D(\mathcal{M}(\rho) || \mathcal{M}(\sigma))$ for any two density operators $\rho$ and $\sigma$ and a positive trace-preserving map $\mathcal{M}$ (this inequality applies to quantum channels as well [58], since every completely positive map is also a positive map by definition).

The quantum mutual information $I(A; B)_{\rho}$ is a measure of correlation between quantum systems $A$ and $B$ in the state $\rho_{AB}$. It is defined as

$$I(A; B)_{\rho} := \inf_{\sigma_A \in \mathcal{D}(\mathcal{H}_A)} D(\rho_{AB} || \rho_A \otimes \sigma_B) = S(A)_{\rho} + S(B)_{\rho} - S(AB)_{\rho}. \quad (2.50)$$

The conditional quantum mutual information $I(A; B|C)_{\rho}$ of a tripartite density operator $\rho_{ABC}$ is defined as

$$I(A; B|C)_{\rho} := S(A|C)_{\rho} + S(B|C)_{\rho} - S(AB|C)_{\rho}. \quad (2.51)$$

It is known that quantum entropy, quantum mutual information, and conditional quantum mutual information are all non-negative quantities (see [59,60]).

The following AFW inequality gives uniform continuity bounds for conditional entropy:
Lemma 2.5 ([61, 62]) Let $\rho_{AB}, \sigma_{AB} \in \mathcal{D}(\mathcal{H}_{AB})$. Suppose that $\frac{1}{2} \|ho_{AB} - \sigma_{AB}\|_1 \leq \varepsilon$, where $\varepsilon \in [0, 1]$. Then

\[ |S(A|B)_\rho - S(A|B)_\sigma| \leq 2\varepsilon \log_2 \dim(\mathcal{H}_A) + (1 + \varepsilon) h_2 \left( \frac{\varepsilon}{1 + \varepsilon} \right), \tag{2.52} \]

where $h_2(\varepsilon)$ denotes binary entropy function:

\[ h_2(\varepsilon) := -\varepsilon \log_2 \varepsilon - (1 - \varepsilon) \log_2 (1 - \varepsilon). \tag{2.53} \]

If system $B$ is a classical register $X$ such that $\rho_{XA}$ and $\sigma_{XA}$ are classical-quantum (cq) states of the following form:

\[ \rho_{XA} = \sum_{x \in \mathcal{X}} p_X(x) |x\rangle \langle x| \otimes \rho_x^A, \quad \sigma_{XA} = \sum_{x \in \mathcal{X}} q_X(x) |x\rangle \langle x| \otimes \sigma_x^A, \tag{2.54} \]

where $\{|x\rangle_x \in \mathcal{X} \in \text{ONB}(\mathcal{H}_X)$ and $\forall x \in \mathcal{X}$: $\rho_x^A, \sigma_x^A \in \mathcal{D}(\mathcal{H}_A)$, then

\[ |S(X|A)_\rho - S(X|A)_\sigma| \leq \varepsilon \log_2 \dim(\mathcal{H}_X) + g(\varepsilon), \tag{2.55} \]

\[ |S(A|X)_\rho - S(A|X)_\sigma| \leq \varepsilon \log_2 \dim(\mathcal{H}_A) + g(\varepsilon). \tag{2.56} \]

2.6 Generalized divergences

A quantity is called a generalized divergence [63, 64] if it satisfies the following monotonicity (data-processing) inequality for all density operators $\rho \in \mathcal{D}(\mathcal{H}')$ and $\sigma \in \mathcal{D}(\mathcal{H}')$ and quantum channels $\mathcal{M} : \mathcal{B}_+(\mathcal{H}') \to \mathcal{B}_+(\mathcal{H})$:

\[ \mathbf{D}(\rho\|\sigma) \geq \mathbf{D}(\mathcal{M}(\rho)\|\mathcal{M}(\sigma)). \tag{2.57} \]

As a direct consequence of the above inequality, any generalized divergence satisfies the following two properties for an isometry $U$ and a state $\tau$ [65]:

\[ \mathbf{D}(\rho\|\sigma) = \mathbf{D}(U\rho U^\dagger\|U\sigma U^\dagger), \tag{2.58} \]

\[ \mathbf{D}(\rho\|\sigma) = \mathbf{D}(\rho \otimes \tau\|\sigma \otimes \tau). \tag{2.59} \]
One can define a generalized mutual information for a quantum state $\rho_{AB}$ as

$$I_D(A; B)_\rho := \inf_{\sigma_B \in \calD(H_B)} D(\rho_{AB} \parallel \rho_A \otimes \sigma_B).$$  \hfill (2.60)

The sandwiched Rényi relative entropy \cite{65,66} is denoted as $\tilde{D}_\alpha(\rho \parallel \sigma)$ and defined for $\rho \in \calD(H)$, $\sigma \in \calB_+(H)$, and $\forall \alpha \in (0, 1) \cup (1, \infty)$ as

$$\tilde{D}_\alpha(\rho \parallel \sigma) := \frac{1}{\alpha - 1} \log_2 \Tr \left\{ \left( \sigma^{\frac{1}{2\alpha}} \rho \sigma^{\frac{1}{2\alpha}} \right)^\alpha \right\},$$  \hfill (2.61)

but it is set to $+\infty$ for $\alpha \in (1, \infty)$ if $\text{supp}(\rho) \nsubseteq \text{supp}(\sigma)$. The sandwiched Rényi relative entropy obeys the following “monotonicity in $\alpha$” inequality \cite{66}:

$$\tilde{D}_\alpha(\rho \parallel \sigma) \leq \tilde{D}_\beta(\rho \parallel \sigma) \text{ if } \alpha \leq \beta, \text{ for } \alpha, \beta \in (0, 1) \cup (1, \infty).$$  \hfill (2.62)

The following lemma states that the sandwiched Rényi relative entropy $\tilde{D}_\alpha(\rho \parallel \sigma)$ is a particular generalized divergence for certain values of $\alpha$.

**Lemma 2.6** \cite{67,68} \textit{Let $\calM_{A' \to A}$ be a quantum channel and let $\rho_{A'} \in \calD(H_{A'})$ and $\sigma_{A'} \in \calB_+(H_{A'})$. Then,}

$$\tilde{D}_\alpha(\rho \parallel \sigma) \geq \tilde{D}_\alpha(\calM(\rho) \parallel \calM(\sigma)), \forall \alpha \in [1/2, 1) \cup (1, \infty).$$  \hfill (2.63)

In the limit $\alpha \to 1$, the sandwiched Rényi relative entropy $\tilde{D}_\alpha(\rho \parallel \sigma)$ converges to the quantum relative entropy \cite{65,66}:

$$\lim_{\alpha \to 1} \tilde{D}_\alpha(\rho \parallel \sigma) := D_1(\rho \parallel \sigma) = D(\rho \parallel \sigma).$$  \hfill (2.64)

In the limit $\alpha \to \infty$, the sandwiched Rényi relative entropy $\tilde{D}_\alpha(\rho \parallel \sigma)$ converges to the max-relative entropy \cite{66}, which is defined as \cite{69,70}

$$D_{\text{max}}(\rho \parallel \sigma) = \inf \{ \lambda : \rho \leq 2^{\lambda} \sigma \},$$  \hfill (2.65)

and if $\text{supp}(\rho) \nsubseteq \text{supp}(\sigma)$ then $D_{\text{max}}(\rho \parallel \sigma) = \infty$. 
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The sandwiched Rényi mutual information $\tilde{I}_\alpha(R; B)_\rho$ is defined as \[68,71\]

$$
\tilde{I}_\alpha(R; B)_\rho := \min_{\sigma_B} \tilde{D}_\alpha(\rho_{RB} \| \rho_R \otimes \sigma_B).
$$

(2.66)

Another generalized divergence is the $\varepsilon$-hypothesis-testing divergence \[72,73\], defined as

$$
D^\varepsilon_h(\rho \| \sigma) := -\log_2 \inf_{\Lambda} \{ \text{Tr}\{\Lambda\sigma\} : 0 \leq \Lambda \leq 1 \wedge \text{Tr}\{\Lambda\rho\} \geq 1 - \varepsilon\},
$$

(2.67)

for $\varepsilon \in [0, 1]$, $\rho \in \mathcal{D}(\mathcal{H})$, and $\sigma \in \mathcal{B}_+(\mathcal{H})$.

The following lemma follows directly from the statement of \[74, Theorem III.1\].

**Lemma 2.7** ([74]) Let $\rho_A \in \mathcal{D}(\mathcal{H}_A)$, and positive semidefinite operators $\sigma \in \mathcal{B}_+(\mathcal{H}_B), \sigma' \in \mathcal{B}_+(\mathcal{H}_A)$, the following inequality holds for any positive trace-preserving map $\mathcal{M}_{A \rightarrow B}$

$$
D_{\max}(\mathcal{M}(\rho) \|\| \sigma) \leq D_{\max}(\rho \|\| \sigma') + D_{\max}(\mathcal{M}(\sigma') \|\| \sigma).
$$

(2.68)

Some other examples of generalized divergences are the trace distance and the fidelity. The trace distance between two density operators $\rho, \sigma \in \mathcal{D}(\mathcal{H})$ is equal to $\|\rho - \sigma\|_1$, where $\|T\|_1 = \text{Tr}\{\sqrt{T^\dagger T}\}$.

The fidelity of $\tau, \sigma \in \mathcal{B}_+(\mathcal{H})$, which is defined as $F(\tau, \sigma) = \|\sqrt{\tau} \sqrt{\sigma}\|_1^2$ [75], is also a generalized divergence.

**Lemma 2.8** (Uhlmann’s theorem [75]) The following two expressions for fidelity between two states $\rho_A$ and $\sigma_A$ are equal:

$$
F(\rho_A, \sigma_A) = \max_U |\langle \varphi^\rho |_{RA} U_R \otimes 1_A | \varphi^\sigma_{RA} \rangle|^2 = \|\sqrt{\rho_A} \sqrt{\sigma_A}\|_1^2,
$$

(2.69)

where $U_R$ is a unitary operator and $\varphi^\omega_{RA}$ denotes purification of any $\omega_A \in \mathcal{D}(\mathcal{H}_{RA})$.

The following well known lemma establishes relations between fidelity and trace distance.

**Lemma 2.9** ([76]) For any two density operators $\rho, \sigma \in \mathcal{D}(\mathcal{H})$, the following bounds hold

$$
1 - \sqrt{F(\rho, \sigma)} \leq \frac{1}{2} \|\rho - \sigma\|_1 \leq \sqrt{1 - F(\rho, \sigma)}.
$$

(2.70)
Another well known lemma that establishes relation between the relative entropy and trace distance is as follows.

**Lemma 2.10 (Pinsker’s inequality [77])** For any two density operators $\rho, \sigma \in \mathcal{D}(\mathcal{H})$, following bounds hold

$$D(\rho||\sigma) \geq \frac{1}{2 \ln 2} \|\rho - \sigma\|_1^2,$$

where $\ln$ denotes natural logarithm.

### 2.7 Private states and privacy test

Private states [78, 79] are an essential notion in any discussion of secret key distillation in quantum information, and we review their basics here.

A tripartite key state $\gamma_{KAKBE}$ contains $\log_2 |K|$ bits of secret key, shared between systems $K_A$ and $K_B$ and protected from an eavesdropper possessing system $E$, if there exists a state $\sigma_E \in \mathcal{D}(\mathcal{H}_E)$ and a projective measurement channel $\mathcal{M}(\cdot) = \sum_i |i\rangle\langle i| (\cdot) |i\rangle\langle i|$, where $\{|i\rangle\}_i \in \text{ONB}$, such that

$$\left(\mathcal{M}_{K_A} \otimes \mathcal{M}_{K_B}\right)(\gamma_{KAKBE}) = \frac{1}{|K|} \sum_{i=0}^{K-1} |i\rangle_{K_A} \otimes |i\rangle_{K_B} \otimes \sigma_E.$$  

(2.72)

The systems $K_A$ and $K_B$ are maximally classically correlated, and the key value is uniformly random and independent of the system $E$.

A bipartite private state $\gamma_{SAKAKBSB}$ containing $\log_2 |K|$ bits of secret key has the following form:

$$\gamma_{SAKAKBSB} := U_{SAKAKBSB}^t (\Phi_{KAKB} \otimes \theta_{RAKB}) (U_{SAKAKBSB}^t)^\dagger,$$

(2.73)

where $\Phi_{KAKB}$ is a maximally entangled state of Schmidt rank $|K|$, $U_{SAKAKBSB}^t$ is a “twisting” unitary of the form

$$U_{SAKAKBSB}^t := \sum_{i,j=0}^{K-1} |i\rangle_{K_A} \otimes |j\rangle_{K_B} \otimes U_{SASB}^{ij},$$

(2.74)

with each $U_{SASB}^{ij}$ a unitary, and $\theta_{SASB}$ is a state. The systems $S_A, S_B$ are called “shield” systems because they, along with the twisting unitary, can help to protect the key in systems $K_A$ and $K_B$ from any party possessing a purification of $\gamma_{SAKAKBSB}$. 
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Bipartite private states and tripartite key states are equivalent [78,79]. That is, for a bipartite private state and a tripartite key state, some purification of it, is a tripartite key state. Conversely, for any tripartite key state and any purification of it, is a bipartite private state.

A state is an -approximate tripartite key state if there exists a tripartite key state such that

\[ F(\rho_{KAKB}, \gamma_{KAKB}) \geq 1 - \varepsilon, \tag{2.75} \]

where \( \varepsilon \in [0, 1] \). Similarly, a state is an -approximate bipartite private state if there exists a bipartite private state such that

\[ F(\rho_{SAKB}, \gamma_{SAKB}) \geq 1 - \varepsilon. \tag{2.76} \]

If is an -approximate bipartite key state with key values, then Alice and Bob hold an -approximate tripartite key state with \(|K|\) key values, and the converse is true as well [78,79].

A privacy test corresponding to (a \( \gamma \)-privacy test) is defined as the following dichotomic measurement [80]:

\[ \{ \Pi_{SAKB}^\gamma, 1_{SAKB} - \Pi_{SAKB}^\gamma \}, \tag{2.77} \]

where

\[ \Pi_{SAKB}^\gamma := U_{SAKB}^t (\Phi_{KB} \otimes 1_{SA}) (U_{SAKB}^t)^\dagger, \tag{2.78} \]

is the identity operator, and is the twisting unitary discussed earlier. Let \( \varepsilon \in [0, 1] \) and be an -approximate bipartite private state. The probability for to pass the \( \gamma \)-privacy test is never smaller than \( 1 - \varepsilon \) [80]:

\[ \text{Tr}\{ \Pi_{SAKB}^\gamma \rho_{SAKB} \} \geq 1 - \varepsilon. \tag{2.79} \]

For a state in \( \text{SEP}(SAKB) \), the probability of passing any \( \gamma \)-privacy test is never
greater than $\frac{1}{|K|}$ [79]:

$$\text{Tr}\{\Pi_{SAK\sigma}^{K_AK_BS_B}S_AK_AK_BS_B\} \leq \frac{1}{|K|},$$

(2.80)

where $|K|$ is the number of values that the secret key can take (i.e., $|K| = \text{dim}(\mathcal{H}_{K_A}) = \text{dim}(\mathcal{H}_{K_B})$).

These two inequalities are foundational for some of the converse bounds established in this thesis, as was the case in [79,80].

2.8 Entanglement measures

Let $\text{Ent}(A;B)_{\rho}$ denote an entanglement measure [81] that is evaluated for a bipartite state $\rho_{AB}$. The basic property of an entanglement measure is that it should be an LOCC monotone [81], i.e., non-increasing under the action of an LOCC channel.

Entanglement distillation from a bipartite state $\rho_{AB}$ is the task of distilling a maximally entangled state $\Phi_{AB}$ of Schmidt rank $|M|$ from (asymptotically) large number of independent and identically distributed copies of $\rho_{AB}$, i.e., $\rho_{AB}^{\otimes n}$ for $n \to \infty$ via standard LOCC distillation protocols [82,83]. A state $\rho_{AB}$ is entanglement distillable if $\text{Tr}\{\Phi_{AB}\rho_{AB}\} \geq \frac{1}{|M|}$ [82,83].

There are different entanglement measures based on characteristic properties of entangled states. These properties are associated to the ability of how useful these entangled states are for specific information processing tasks, such as entanglement and secret-key distillation. It is known that all entangled states are useful for distilling secret key. However, there exists class of entangled states called bound entangled states that are not entanglement distillable.

Given such an entanglement measure $\text{Ent}(A;B)_{\rho}$, one can define the entanglement $\text{Ent}(\mathcal{M})$ of a channel $\mathcal{M}_{A\to B}$ in terms of it by optimizing over all pure, bipartite states that can be input to the channel:

$$\text{Ent}(\mathcal{M}) = \sup_{\psi_{RA}} \text{Ent}(R;B)_{\omega},$$

(2.81)

where $\omega_{RB} = \mathcal{M}_{A\to B}(\psi_{RA})$. Due to the properties of an entanglement measure and the well known Schmidt decomposition theorem, it suffices to optimize over pure states $\psi_{RA}$ such that $R \simeq A$ (i.e., one does not achieve a higher value of $\text{Ent}(\mathcal{M})$ by optimizing over mixed states with unbounded reference system $R$). In an information-theoretic setting, the entanglement $\text{Ent}(\mathcal{M})$ of a channel $\mathcal{M}$ characterizes the amount of entanglement that a sender $A$ and receiver $B$ can generate by using the channel if they do not share entanglement prior to its use.
Alternatively, one can consider the amortized entanglement $\text{Ent}_A(M)$, also called the entangling power, of a channel $M_{A \rightarrow B}$ as the following optimization [54, 84] (see also [74, 85–87]):

$$\text{Ent}_A(M) := \sup_{\rho_{RAAR_B}} \left[ \text{Ent}(RA; BR_B)_\tau - \text{Ent}(RA; R_B)_\rho \right],$$

(2.82)

where $\tau_{RABR_B} = M_{A\rightarrow B}(\rho_{RAAR_B})$ and $\rho_{RAAR_B} \in \mathcal{D}(H_{RAAR_B})$. The supremum is with respect to all states $\rho_{RAAR_B}$ and the systems $R_A, R_B$ are finite-dimensional but could be arbitrarily large. Thus, in general, $\text{Ent}_A(M)$ need not be computable. The amortized entanglement quantifies the net amount of entanglement that can be generated by using the channel $M_{A \rightarrow B}$, if the sender and the receiver are allowed to begin with some initial entanglement in the form of the state $\rho_{RAAR_B}$. That is, $\text{Ent}(RA; R_B)_\rho$ quantifies the entanglement of the initial state $\rho_{RAAR_B}$, and $\text{Ent}(RA; BR_B)_\tau$ quantifies the entanglement of the final state produced after the action of the channel.

Recently, it was shown in [54], connected to related developments in [34, 74, 84–86], that the amortized entanglement of a point-to-point channel $M_{A \rightarrow B}$ serves as an upper bound on the entanglement of the final state, say $\omega_{AB}$, generated at the end of an LOCC- or PPT-assisted quantum communication protocol that uses $M_{A \rightarrow B}$ $n$ times:

$$\text{Ent}(A; B)_{\omega} \leq n \text{Ent}_A(M).$$

(2.83)

Thus, the physical question of determining meaningful upper bounds on the LOCC- or PPT-assisted capacities of point-to-point channel $M$ is equivalent to the mathematical question of whether amortization can enhance the entanglement of a given channel, i.e., whether the following equality holds for a given entanglement measure $\text{Ent}$:

$$\text{Ent}_A(M) \overset{?}{=} \text{Ent}(M).$$

(2.84)

The Rains relative entropy of a state $\rho_{AB}$ is defined as [45, 47]

$$R(A; B)_\rho := \min_{\sigma_{AB} \in \text{PPT}(A:B)} D(\rho_{AB}||\sigma_{AB}),$$

(2.85)
and it is monotone non-increasing under the action of a PPT-preserving quantum channel $\mathcal{P}_{A'B'\to AB}$, i.e.,

$$ R(A'; B')_\rho \geq R(A; B)_\omega, \quad (2.86) $$

where $\omega_{AB} = \mathcal{P}_{A'B'\to AB}(\rho_{A'B'})$. The sandwiched Rains relative entropy of a state $\rho_{AB}$ is defined as follows [88]:

$$ \tilde{R}_\alpha(A; B)_\rho := \min_{\sigma_{AB} \in \text{PPT}(A:B)} \tilde{D}_\alpha(\rho_{AB}\|\sigma_{AB}). \quad (2.87) $$

The max-Rains relative entropy of a state $\rho_{AB}$ is defined as [89]

$$ R_{\text{max}}(A; B)_\rho := \min_{\sigma_{AB} \in \text{PPT}(A:B)} D_{\text{max}}(\rho_{AB}\|\sigma_{AB}). \quad (2.88) $$

The max-Rains information of a quantum channel $\mathcal{M}_{A\to B}$ is defined as [90]

$$ R_{\text{max}}(\mathcal{M}) := \max_{\phi_{RA}} R_{\text{max}}(R; B)_\omega, \quad (2.89) $$

where $\omega_{RB} = \mathcal{M}_{A\to B}(\phi_{RA})$ and $\phi_{RA}$ is a pure state, with $\dim(\mathcal{H}_R) = \dim(\mathcal{H}_A)$. The amortized max-Rains information of a channel $\mathcal{M}_{A\to B}$, denoted as $R_{\text{max},A}(\mathcal{M})$, is defined by replacing $\text{Ent}$ in (2.82) with the max-Rains relative entropy $R_{\text{max}}$ [91]. It was shown in [91] that amortization does not enhance the max-Rains information of an arbitrary point-to-point channel, i.e.,

$$ R_{\text{max},A}(\mathcal{M}) = R_{\text{max}}(\mathcal{M}). \quad (2.90) $$

Recently, in [92, Eq. (8)] (see also [90]), the max-Rains relative entropy of a state $\rho_{AB}$ was expressed as

$$ R_{\text{max}}(A; B)_\rho = \log_2 W(A; B)_\rho, \quad (2.91) $$
where $W(A; B)_\rho$ is the solution to the following semi-definite program:

\[
\begin{align*}
\text{minimize} & \quad \text{Tr}\{C_{AB} + D_{AB}\} \\
\text{subject to} & \quad C_{AB}, D_{AB} \geq 0, \\
& \quad T_B(C_{AB} - D_{AB}) \geq \rho_{AB}.
\end{align*}
\tag{2.92}
\]

Similarly, in [90, Eq. (21)], the max-Rains information of a quantum channel $\mathcal{M}_{A\to B}$ was expressed as

\[
R_{\max}(\mathcal{M}) = \log \Gamma(\mathcal{M}),
\tag{2.93}
\]

where $\Gamma(\mathcal{M})$ is the solution to the following semi-definite program (SDP):

\[
\begin{align*}
\text{minimize} & \quad \|\text{Tr}_B\{V_{RB} + Y_{RB}\}\|_\infty \\
\text{subject to} & \quad Y_{RB}, V_{RB} \geq 0, \\
& \quad T_B(V_{RB} - Y_{RB}) \geq J_{RB}^M.
\end{align*}
\tag{2.94}
\]

The sandwiched relative entropy of entanglement of a bipartite state $\rho_{AB}$ is defined as [80]

\[
\tilde{E}_\alpha(A; B)_\rho := \min_{\sigma_{AB} \in \text{SEP}(A; B)} \tilde{D}_\alpha(\rho_{AB}\|\sigma_{AB}).
\tag{2.95}
\]

In the limit $\alpha \to 1$, $\tilde{E}_\alpha(A; B)_\rho$ converges to the relative entropy of entanglement [93], i.e.,

\[
\lim_{\alpha \to 1} \tilde{E}_\alpha(A; B)_\rho = E(A; B)_\rho := \min_{\sigma_{AB} \in \text{SEP}(A; B)} D(\rho_{AB}\|\sigma_{AB}).
\tag{2.96}
\]

The max-relative entropy of entanglement $E_{\max}(A; B)_\rho$ is defined for a bipartite state $\rho_{AB}$ as

\[
E_{\max}(A; B)_\rho := \min_{\sigma_{AB} \in \text{SEP}(A; B)} D_{\max}(\rho_{AB}\|\sigma_{AB}).
\tag{2.97}
\]

The max-relative entropy of entanglement $E_{\max}(\mathcal{M})$ of a channel $\mathcal{M}_{A\to B}$ is defined as in (2.81), by replacing Ent with $E_{\max}$ [74]. It was shown in [74] that amortization does not increase max-relative
entropy of entanglement of a channel $\mathcal{M}_{A \rightarrow B}$, i.e.,

$$E_{\text{max},A}(\mathcal{M}) = E_{\text{max}}(\mathcal{M}). \quad (2.98)$$

The squashed entanglement of a state $\rho_{AB} \in \mathcal{D}(\mathcal{H}_{AB})$ is defined as [36] (see also [94, 95]):

$$E_{\text{sq}}(A; B)_{\rho} = \frac{1}{2} \inf \{ I(A; B|E)_{\omega} : \text{Tr}_{E}\{\omega_{ABE}\} = \rho_{AB} \wedge \omega_{ABE} \in \mathcal{D}(\mathcal{H}_{ABE}) \}. \quad (2.99)$$

In general, the system $E$ is finite-dimensional, but can be arbitrarily large. We can directly infer from the above definition that $E_{\text{sq}}(B; A)_{\rho} = E_{\text{sq}}(A; B)_{\rho}$ for any $\rho_{AB} \in \mathcal{D}(\mathcal{H}_{AB})$. We can similarly define the squashed entanglement $E_{\text{sq}}(\mathcal{M})$ of a channel $\mathcal{M}_{A \rightarrow B}$ [96], and it is known that amortization does not increase the squashed entanglement of a channel [96]:

$$E_{\text{sq},A}(\mathcal{M}) = E_{\text{sq}}(\mathcal{M}). \quad (2.100)$$

### 2.8.1 Approximate normalization of entanglement measures

Now we briefly discuss normalization properties of some entanglement measures, namely, entropy of entanglement [35] and squashed entanglement [36].

#### Squashed Entanglement

We know that squashed entanglement obeys the normalization property; i.e., it is equal to $\log_2 d$ for a maximally entangled state $\Phi_{AB}$ of Schmidt rank $d$ [36]. Due to the continuity of squashed entanglement [61], we even know that if the state $\rho_{AB}$ is approximately close to a maximally entangled state $\Phi_{AB}$, then the squashed entanglement is near to $\log_2 d$ (see also [36, Remark 11]). In particular,

$$\frac{1}{2} \| \rho_{AB} - \Phi_{AB} \|_1 \leq \varepsilon \quad (2.101)$$

This section is based on an unpublished work with Mark M. Wilde.
implies that \[|E_{sq}(A; B)_\rho - E_{sq}(A; B)_\Phi| \leq \sqrt{2\varepsilon} \log_2 d + (1 + \sqrt{2\varepsilon})h_2 \left(\frac{\sqrt{2\varepsilon}}{1 + \sqrt{2\varepsilon}}\right), \tag{2.102}\]

where \(d\) is Schmidt rank of \(\Phi_{AB}\) and \(h_2(\cdot)\) is defined in (2.53). From (2.102), we get

\[E_{sq}(A; B)_\rho \geq (1 - \sqrt{2\varepsilon}) \log_2 d - (1 + \sqrt{2\varepsilon})h_2 \left(\frac{\sqrt{2\varepsilon}}{1 + \sqrt{2\varepsilon}}\right). \tag{2.103}\]

Our statement here is about the converse situation. We show that

\[E_{sq}(A; B)_\rho \geq \log_2 |A| (1 - \varepsilon) \tag{2.104}\]

implies that the state \(\rho_{AB}\) is near to a maximally entangled state. More precisely, we prove the following proposition.

**Proposition 2.1** Suppose that \(\rho_{AB} \in \mathcal{D}(H_{AB})\) and that

\[E_{sq}(A; B)_\rho \geq \log_2 |A| (1 - \varepsilon), \tag{2.105}\]

for some \(\varepsilon \in (0, 1)\). Then \(\rho_{AB}\) is close to \(\Phi_{AB}\) up to some local unitary \(U_B\):

\[\frac{1}{2} \left\| \rho_{AB} - U_B \Phi_{AB} U_B^\dagger \right\|_1 \leq (2\sqrt{\varepsilon} \ln |A|)^{1/2}. \tag{2.106}\]

**Proof.** Let us consider

\[E_{sq}(A; B)_\rho \geq \log_2 |A| (1 - \varepsilon). \tag{2.107}\]

Then

\[\frac{1}{2} I(A; B)_\rho \geq E_{sq}(A; B)_\rho \geq \log_2 |A| (1 - \varepsilon). \tag{2.108}\]
Let $\psi_{ABE}$ be a purification of $\rho_{AB}$. Then

\[
2 \log_2 |A| (1 - \varepsilon) \leq I(A; B)_\rho \quad (2.109)
\]

\[
= S(A)_\rho - S(A|B)_\rho 
= S(A)_\rho + S(A|E)_\rho. \quad (2.111)
\]

From (2.111), we get

\[
2\varepsilon \log_2 |A| \geq -S(A|E) + \log_2 |A| + \log_2 |A| - S(A) 
\geq D(\psi_{AE} \| \pi_A \otimes \psi_E) 
\geq \frac{1}{2 \ln 2} \left\| \psi_{AE} - \pi_A \otimes \psi_E \right\|_1^2, \quad (2.114)
\]

where $\pi_A = \frac{I}{|A|}$ is the maximally mixed state. We have

\[
\left\| \psi_{AE} - \pi_A \otimes \psi_E \right\|_1 \leq 2 \sqrt{\varepsilon \ln |A|}, \quad (2.115)
\]

which implies (see Lemma 2.9)

\[
F(\psi_{AE}, \pi_A \otimes \psi_E) \geq 1 - 2\sqrt{\varepsilon \ln |A|}. \quad (2.116)
\]

Invoking Ulhmann’s theorem and then monotonicity of the fidelity under partial trace, we can conclude that there exists some local unitary operator $U_B$ such that

\[
F(\rho_{AB}, U_{AB} \Phi_{AB} U_{AB}^\dagger) \geq 1 - 2\sqrt{\varepsilon \ln |A|}. \quad (2.117)
\]

Using (2.117) in Lemma 2.9, we get

\[
\left\| \rho_{AB} - U_{AB} \Phi_{B} U_{B}^\dagger \right\|_1 \leq 2 \sqrt{2 \varepsilon \ln |A|}. \quad (2.118)
\]

This completes the proof. ■
Entropy of Entanglement

**Proposition 2.2** Suppose that $\psi_{AB}$ is a pure state and that

$$S(A)\psi \geq (1 - \varepsilon) \log_2 |A|, \quad (2.119)$$

for some $\varepsilon \in (0, 1)$. Then there exists a unitary operator $U_B$ such that

$$\frac{1}{2} \left\| U_B \psi_{AB} U_B^\dagger - \Phi_{AB} \right\|_1 \leq (2\varepsilon \ln |A|)^{1/4}. \quad (2.120)$$

**Proof.** Consider that our inequality is the same as

$$S(A)\psi - (1 - \varepsilon) \log_2 |A| \geq 0. \quad (2.121)$$

We find that

$$S(A)\psi - (1 - \varepsilon) \log_2 |A| = S(A)\psi - \log_2 |A| + \varepsilon \log_2 |A| \quad (2.122)$$

$$= -D(\psi_A\|\pi_A) + \varepsilon \log_2 |A| \quad (2.123)$$

By assuming (2.119), we find that

$$\varepsilon \log_2 |A| \geq D(\psi_A\|\pi_A) \geq \frac{1}{2 \ln 2} \left\| \psi_A - \pi_A \right\|_1^2. \quad (2.124)$$

By an application of Uhlmann’s theorem and Lemma 2.9, we recover the statement of the theorem.

$\blacksquare$
Chapter 3 Fundamental Limits on Entangling Abilities of Bipartite Quantum Interactions

A bipartite quantum interaction is an underlying Hamiltonian that governs the physical evolution of an open bipartite quantum system. In general, any two-body quantum system of interest can be in contact with a bath, and part of the composite system may be inaccessible to observers possessing these systems. As contact with the surrounding (bath) is unavoidable, the study of bipartite quantum interactions is pertinent. Depending on the kind of bipartite interaction and the input states, entanglement can be created, destroyed, or changed between two quantum systems [81, 98]. As entanglement is one of the fundamental and intriguing quantum phenomena [29, 30], determining the entangling abilities of bipartite quantum interactions is important. These bounds imply fundamental limitations on information processing capabilities over a bipartite quantum network. Non-trivial bounds on the entangling abilities can also serve as the benchmarks for the efficiency testing of bipartite quantum gates in Noisy Intermediate-Scale Quantum (NISQ) processors [99] (cf. [100]).

It is known from quantum mechanics that a closed system evolves according to a unitary transformation [1, 2]. Let $U_{A'B'E'\rightarrow ABE}^{\hat{H}}$ be a unitary associated to an underlying Hamiltonian $\hat{H}$, which governs the physical evolution of the input subsystems $A'$ and $B'$ in the presence of a bath $E'$, to produce output subsystems $A$ and $B$ for the observers and $E$ for the bath. In general, the individual input systems $A'$, $B'$, and $E'$ and the respective output systems $A$, $B$, and $E$ can have different dimensions. Initially, in the absence of an interaction Hamiltonian $\hat{H}$, the bath is taken to be in a pure state and the systems of interest have no correlation with the bath; i.e., the state of the composite system $A'B'E'$ is of the form $\omega_{A'B'} \otimes \tau_{E'}$, for some fixed state $\tau_{E'}$ of the bath. Under the action of the Hamiltonian $\hat{H}$, the state of the composite system transforms as

$$\rho_{ABE} = U^{\hat{H}}(\omega_{A'B'} \otimes \tau_{E'})(U^{\hat{H}})^\dagger.$$ 

(3.1)

Since the system $E$ in (3.1) is inaccessible, the evolution of the systems of interest is noisy in general.

Most of this chapter is based on [31], a joint work with Stefan Bäuml and Mark M. Wilde.
The noisy evolution of the bipartite system $A'B'$ under the action of the interaction Hamiltonian $\hat{H}$ is represented by a completely positive, trace-preserving (CPTP) map $[41]$, called a bipartite quantum channel:

$$\mathcal{N}_{A'B'\to AB}(\omega_{A'B'}) = \text{Tr}_E\{U\hat{H}(\omega_{A'B'} \otimes \tau_E)(U\hat{H})^\dagger\},$$

(3.2)

where system $E$ represents inaccessible degrees of freedom. In particular, when the Hamiltonian $\hat{H}$ is such that there is no interaction between the composite system $A'B'$ and the bath $E'$, and $A'B' \simeq AB$, then $\mathcal{N}_{\hat{H}}$ corresponds to a bipartite unitary, i.e., $\mathcal{N}_{\hat{H}}(\cdot) = U_{A'B'\to AB}(\cdot)(U_{A'B'\to AB})^\dagger$.

In the setting of an information processing task, when two spatially separated observers have access to different pair of quantum systems, $(A',A)$ or $(B',B)$, then a bipartite channel $\mathcal{N}_{A'B'\to AB}$ is also called bidirectional channel.

In this chapter, we focus on two different information-processing tasks relevant for bipartite quantum interactions, the first being entanglement distillation $[46,101,102]$ and the second secret key agreement $[78,79,103,104]$. Entanglement distillation is the task of generating a maximally entangled state, such as the singlet state, when two separated quantum systems undergo a bipartite interaction. Whereas, secret key agreement is the task of extracting maximal classical correlation between two separated systems, such that it is independent of the state of the bath system, which an eavesdropper could possess.

In an information-theoretic setting, a bipartite interaction between classical systems was first considered in $[105]$ in the context of communication; therein, a bipartite interaction was called a two-way communication channel. In the quantum domain, bipartite unitaries have been widely considered in the context of their entangling ability, applications for interactive communication tasks, and the simulation of bipartite Hamiltonians in distributed quantum computation $[21,48,84,106-113]$ (see also Section 3.1). These unitaries form the simplest model of non-trivial interactions in many-body quantum systems and have been used as a model of scrambling in the context of quantum chaotic systems $[114-116]$, as well as for the internal dynamics of a black hole $[117]$ in the context of the information-loss paradox $[118]$. More generally, $[119]$ developed the model of a bipartite interaction or two-way quantum communication channel. Bounds on the rate of entanglement generation in open quantum systems undergoing time evolution have also been discussed for particular classes
of quantum dynamics [32, 120].

The maximum rate at which a particular task can be accomplished by allowing the use of a bipartite interaction a large number of times, is equal to the capacity of the interaction for the task. The entanglement generating capacity quantifies the maximum rate of entanglement that can be generated from a bipartite interaction. Various capacities of a general bipartite unitary evolution were formalized in [84]. Later, various capacities of a general two-way channel were discussed in [119]. The entanglement generating capacities or entangling power of bipartite unitaries for different communication protocols have been widely discussed in the literature [84, 85, 107, 121–123]. Also, prior to the work of [31], it was an open question to find a non-trivial, computationally efficient upper bound on the entanglement generating capacity of a bipartite quantum interaction.

In this chapter, we determine bounds on the capacities of bipartite interactions for entanglement generation and secret key agreement. The organization of this chapter is as follows. In Section 3.2, we derive a strong converse upper bound on the rate at which entanglement can be distilled from a bipartite quantum interaction. This bound is given by an information quantity introduced in [31, Section 3.1], called the bidirectional max-Rains information $R_{\text{max}}^{2\to2}(\mathcal{N})$ of a bidirectional channel $\mathcal{N}$. The bidirectional max-Rains information is the solution to a semi-definite program and is thus efficiently computable. In Section 3.3, we derive a strong converse upper bound on the rate at which a secret key can be distilled from a bipartite quantum interaction. This bound is given by a related information quantity introduced in [31, Section 4.1], called the bidirectional max-relative entropy of entanglement $E_{\text{max}}^{2\to2}(\mathcal{N})$ of a bidirectional channel $\mathcal{N}$. In Section 3.4, we derive upper bounds on the entanglement generation and secret key agreement capacities of bidirectional PPT- and teleportation-simulable channels, respectively. Our upper bounds on the capacities of such channels depend only on the entanglement of the resource states with which these bidirectional channels can be simulated.

3.1 Bipartite interactions and controlled unitaries

Let us consider a bipartite quantum interaction between systems $X'$ and $B'$, generated by a Hamiltonian $\hat{H}_{X'B'E'}$, where $E'$ is a bath system. Suppose that the Hamiltonian is time independent,
having the following form:

\[ \hat{H}_{X'B'E'} := \sum_{x \in \mathcal{X}} |x\rangle \langle x|_{X'} \otimes \hat{H}_{B'E'}^x, \]  

(3.3)

where \( \{|x\rangle\}_{x \in X} \in \text{ONB}(\mathcal{H}_{X'}) \) and \( \hat{H}_{B'E'}^x \) is a Hamiltonian for the composite system \( B'E' \). Then, the evolution of the composite system \( X'B'E' \) is given by the following controlled unitary:

\[ U_{\hat{H}}(t) := \sum_{x \in \mathcal{X}} |x\rangle \langle x|_{X'} \otimes \exp\left(-\frac{t}{\hbar} \hat{H}_{B'E'}^x\right), \]  

(3.4)

where \( t \) denotes time. Suppose that the systems \( B' \) and \( E' \) are not correlated before the action of Hamiltonian \( \hat{H}_{B'E'}^x \) for each \( x \in \mathcal{X} \). Then, the evolution of the system \( B' \) under the interaction \( \hat{H}_{B'E'}^x \) is given by a quantum channel \( \mathcal{M}_{B' \rightarrow B}^x \) for all \( x \).

For some distributed quantum computing and information processing tasks where the controlling system \( X \) and input system \( B' \) are jointly accessible, the following bidirectional channel is relevant:

\[ \mathcal{N}_{X'B' \rightarrow XB}(\cdot) := \sum_{x \in \mathcal{X}} |x\rangle \langle x|_{X} \otimes \mathcal{M}_{B' \rightarrow B}^x (\langle x| (\cdot) |x\rangle_{X'}). \]  

(3.5)

In the above, \( X' \) is a controlling system that determines which evolution from the set \( \{\mathcal{M}^x\}_{x \in \mathcal{X}} \) takes place on input system \( B' \). In particular, when \( X' \) and \( B' \) are spatially separated and the input state for the system \( X'B' \) are considered to be in a product state, the noisy evolution for such constrained interaction is given by the following bidirectional channel:

\[ \mathcal{N}_{X'B' \rightarrow XB}(\sigma_{X'} \otimes \rho_{B'}) := \sum_{x \in \mathcal{X}} \langle x| \sigma_{X'} |x\rangle_{X'} \otimes \mathcal{M}_{B' \rightarrow B}^x (\rho_{B'}). \]  

(3.6)

### 3.2 Entanglement distillation from bipartite quantum interactions

In this section, we define the bidirectional max-Rains information \( R_{\max}^{2 \rightarrow 2}(\mathcal{N}) \) of a bidirectional channel \( \mathcal{N} \) and show that it is not enhanced by amortization. We also prove that \( R_{\max}^{2 \rightarrow 2}(\mathcal{N}) \) is an upper bound on the amount of entanglement that can be distilled from a bidirectional channel \( \mathcal{N} \). We do so by adapting to the bidirectional setting, the result from [54] and recent techniques developed in [74,87,91] for point-to-point quantum communication protocols.
Figure 3.1. A protocol for PPT-assisted bidirectional quantum communication that uses a bidirectional quantum channel $\mathcal{N}$ $n$ times. Every channel use is interleaved by a PPT-preserving (PPT-P) channel. The goal of such a protocol is to produce an approximate maximally entangled state in the systems $M_A$ and $M_B$, where Alice possesses system $M_A$ and Bob system $M_B$.

### 3.2.1 Bidirectional max-Rains information

The following definition generalizes the max-Rains information from (2.89), (2.93), and (2.94) to the bidirectional setting:

**Definition 3.1 (Bidirectional max-Rains information)** The bidirectional max-Rains information of a bidirectional quantum channel $\mathcal{N}_{A'B'\rightarrow AB}$ is defined as

$$R_{\max}^{2\rightarrow 2}(\mathcal{N}) := \log \Gamma^{2\rightarrow 2}(\mathcal{N}),$$

(3.7)

where $\Gamma^{2\rightarrow 2}(\mathcal{N})$ is the solution to the following semi-definite program:

$$\begin{align*}
\text{minimize} & \quad \| \text{Tr}_{AB} \{ V_{LAABL_B} + Y_{LAABL_B} \} \|_\infty \\
\text{subject to} & \quad V_{LAABL_B}, Y_{LAABL_B} \succeq 0, \\
& \quad T_{BL_B} (V_{LAABL_B} - Y_{LAABL_B}) \succeq J_{LAABL_B}^N,
\end{align*}$$

(3.8)

where $J_{LAABL_B}^N$ denotes the Choi operator of the bidirectional channel $\mathcal{N}$, such that $L_A \simeq A'$, and $L_B \simeq B'$.

**Remark 3.1** By employing the Lagrange multiplier method, the bidirectional max-Rains information of a bidirectional channel $\mathcal{N}_{A'B'\rightarrow AB}$ can also be expressed as

$$R_{\max}^{2\rightarrow 2}(\mathcal{N}) = \log \Gamma^{2\rightarrow 2}(\mathcal{N}),$$

(3.9)
where $\Gamma^{2\rightarrow 2}(N)$ is solution to the following semi-definite program (SDP):

\[
\begin{align*}
\text{maximize} & \quad \text{Tr}\{J^N_{LABL}X_{LAABL}\} \\
\text{subject to} & \quad X_{LAABL}, \rho_{LA} \geq 0, \\
& \quad \text{Tr}\{\rho_{LA}\} = 1, -\rho_{LA} \otimes \mathbb{1}_{AB} \leq T_{BLB}(X_{LAABL}) \leq \rho_{LA} \otimes \mathbb{1}_{AB},
\end{align*}
\] (3.10)

such that $L_A \simeq A'$, and $L_B \simeq B'$. Strong duality holds by employing Slater’s condition [26] (see also [92]). Thus, as indicated above, the optimal values of the primal and dual semi-definite programs, i.e., (3.10) and (3.8), respectively, are equal.

The following proposition constitutes one of our main technical results, and an immediate corollary of it is that amortization does not enhance the bidirectional max-Rains information of a bidirectional quantum channel.

**Proposition 3.1 (Amortization ineq. for bidirectional max-Rains info.)** Let $\rho_{LA'BL'B}$ be an arbitrary state and let $N_{A'B'\rightarrow AB}$ be a bidirectional channel. Then

\[
R_{\max}(LA;BL)\omega \leq R_{\max}(LA'A';B'L_B)\rho + \Gamma^{2\rightarrow 2}(N),
\] (3.11)

where $\omega_{LAABL} = N_{A'B'\rightarrow AB}(\rho_{LA'BL'B})$ and $\Gamma^{2\rightarrow 2}(N)$ is the bidirectional max-Rains information of $N_{A'B'\rightarrow AB}$.

**Proof.** We adapt the proof steps of [91, Proposition 1] to the bidirectional setting. By removing logarithms and applying (2.91) and (3.7), the desired inequality is equivalent to the following

\[
W(L_AA;BL_B)\omega \leq W(L_AA'B'L_B)\rho \cdot \Gamma^{2\rightarrow 2}(N),
\] (3.12)

and so we aim to prove this one. Exploiting the identity in (2.92), we find that

\[
W(L_AA';B'L_B)\rho = \min \text{Tr}\{C_{LA'BL'B} + D_{LA'BL'B}\},
\] (3.13)
subject to the constraints

\[ C_{LA'A'B'LB}, D_{LA'A'B'LB} \geq 0, \quad (3.14) \]

\[ T_{B'LB}(C_{LA'A'B'LB} - D_{LA'A'B'LB}) \geq \rho_{LA'A'B'LB}, \quad (3.15) \]

while the definition in (3.8) gives that

\[ \Gamma_{2 \rightarrow 2}(\mathcal{N}) = \min \| \text{Tr}_{AB}\{ V_{RA'BRB} + Y_{RA'BRB} \} \|_{\infty}, \quad (3.16) \]

subject to the constraints

\[ V_{RA'BRB}, Y_{RA'BRB} \geq 0, \quad (3.17) \]

\[ T_{BRB}(V_{RA'BRB} - Y_{RA'BRB}) \geq J_{RA'BRB}^{N}. \quad (3.18) \]

The identity in (2.92) implies that the left-hand side of (3.12) is equal to

\[ W(L_A; BL_B)_{\omega} = \min \text{Tr}\{ E_{LAABL_B} + F_{LAABL_B} \}, \quad (3.19) \]

subject to the constraints

\[ E_{LAABL_B}, F_{LAABL_B} \geq 0, \quad (3.20) \]

\[ N_{A'B' \rightarrow AB}(\rho_{LA'A'B'LB}) \leq T_{BLB}(E_{LAABL_B} - F_{LAABL_B}). \quad (3.21) \]

Once we have these SDP formulations, we can now show that the inequality in (3.12) holds by making appropriate choices for \( E_{LAABL_B}, F_{LAABL_B} \). Let \( C_{LA'A'B'LB} \) and \( D_{LA'A'B'LB} \) be optimal for \( W(L_A; B'L_B)_{\rho} \), and let \( V_{LAABL_B} \) and \( Y_{LAABL_B} \) be optimal for \( \Gamma_{2 \rightarrow 2}(\mathcal{N}) \). Let \( |\Upsilon\rangle_{RARB:A'B'} \) be the maximally entangled vector. Choose

\[ E_{LAABL_B} = \langle \Upsilon |_{RARB:A'B'} C_{LA'A'B'LB} \otimes V_{RA'BRB} + D_{LA'A'B'LB} \otimes Y_{LAABL_B} |\Upsilon\rangle_{RARB:A'B'}, \quad (3.22) \]

\[ F_{LAABL_B} = \langle \Upsilon |_{RARB:A'B'} C_{LA'A'B'LB} \otimes Y_{RA'BRB} + D_{LA'A'B'LB} \otimes V_{RA'BRB} |\Upsilon\rangle_{RARB:A'B'}. \quad (3.23) \]
The above choices can be thought of as bidirectional generalizations of those made in the proof of \([91, \text{Proposition 1}]\) (see also \([90, \text{Proposition 6}]\)), and they can be understood roughly via \((2.22)\) as a post-selected teleportation of the optimal operators of \(W(L_A A'; B' L_B)\), through the optimal operators of \(\Gamma^{2\to2}(\mathcal{N})\), with the optimal operators of \(W(L_A A'; B' L_B)\), being in correspondence with the Choi operator \(J^N_{R_A A' B' R_B}\) through \((3.18)\). Then, we have, \(E_{L_A A B L_B}, F_{L_A A B L_B} \geq 0\), because

\[
C_{L_A A' B' L_B}, D_{L_A A' B' L_B}, Y_{R_A A B R_B}, V_{R_A A B R_B} \geq 0.  \tag{3.24}
\]

Also, consider that

\[
E_{L_A A B L_B} - F_{L_A A B L_B} = \langle \Upsilon |_{R_A R_B : A' B'} (C_{L_A A' B' L_B} - D_{L_A A' B' L_B}) \otimes (V_{R_A A B R_B} - Y_{R_A A B R_B}) | \Upsilon \rangle_{R_A R_B : A' B'} \tag{3.25}
\]

\[
= \text{Tr}_{R_A A' B' R_B} \{ | \Upsilon \rangle \langle \Upsilon |_{R_A R_B : A' B'} (C_{L_A A' B' L_B} - D_{L_A A' B' L_B}) \otimes (V_{R_A A B R_B} - Y_{R_A A B R_B}) \}. \tag{3.26}
\]

Then, using the abbreviations \(E' := E_{L_A A B L_B}, F' := F_{L_A A B L_B}, C' := C_{L_A A' B' L_B}, D' := D_{L_A A' B' L_B}, V' := V_{R_A A B R_B}, Y' := Y_{R_A A B R_B}\), we have

\[
T_{B L_B} (E' - F') = T_{B L_B} \left[ \text{Tr}_{R_A A' B' R_B} \{ | \Upsilon \rangle \langle \Upsilon |_{R_A R_B : A' B'} (C' - D') \otimes (V' - Y') \} \right] \tag{3.27}
\]

\[
= T_{B L_B} \left[ \text{Tr}_{R_A A' B' R_B} \{ | \Upsilon \rangle \langle \Upsilon |_{R_A R_B : A' B'} (C' - D') \otimes (T_{R_B} \circ T_{R_B}) (V' - Y') \} \right] \tag{3.28}
\]

\[
= T_{B L_B} \left[ \text{Tr}_{R_A A' B' R_B} \{ T_{R_B} | \Upsilon \rangle \langle \Upsilon |_{R_A R_B : A' B'} (C' - D') \otimes T_{R_B} (V' - Y') \} \right] \tag{3.29}
\]

\[
= T_{B L_B} \left[ \text{Tr}_{R_A A' B' R_B} \{ | \Upsilon \rangle \langle \Upsilon |_{R_A R_B : A' B'} T_{B'} (C' - D') \otimes T_{R_B} (V' - Y') \} \right] \tag{3.30}
\]

\[
\geq \langle \Upsilon |_{R_A R_B : A B} \rho_{L_A A' B' L_B} \otimes J^N_{R_A A' B' R_B} | \Upsilon \rangle_{R_A R_B : A B} \tag{3.31}
\]

\[
= N_{A' B' \rightarrow A B} (\rho_{L_A A' B' L_B}). \tag{3.32}
\]

In the above, we employed properties of the partial transpose reviewed in \((2.24)-(2.26)\). Now,
consider that
\[
\operatorname{Tr}\{E_{LABL} + F_{LABL}\} = \operatorname{Tr}\{(\mathcal{Y}|_{RAB:AB'} (C_{LABL} + D_{LABL}) \otimes (V_{RABL} + Y_{RABL}) |\mathcal{Y})_{RAB:AB'}\} = \operatorname{Tr}\{(C_{LABL} + D_{LABL}) T_{AB'} (V_{AB'} + Y_{AB'})\} = \operatorname{Tr}\{(C_{LABL} + D_{LABL}) T_{AB'} (\operatorname{Tr}_{AB} \{V_{AB'} + Y_{AB'}\})\} \leq \operatorname{Tr}\{(C_{LABL} + D_{LABL})\} \|T_{AB'} (\operatorname{Tr}_{AB} \{V_{AB'} + Y_{AB'}\})\|_{\infty} = \operatorname{Tr}\{(C_{LABL} + D_{LABL})\} \|\operatorname{Tr}_{AB} \{V_{AB'} + Y_{AB'}\}\|_{\infty} = W(LA; B'L_B)_{\rho} \cdot \Gamma^{2 \rightarrow 2}(\mathcal{N}).
\] (3.34)

The inequality is a consequence of Hölder’s inequality [39]. The final equality follows because the spectrum of a positive semi-definite operator is invariant under the action of a full transpose (note, in this case, \(T_{AB'}\) is the full transpose as it acts on reduced positive semi-definite operators \(V_{AB'}\) and \(Y_{AB'}\)).

Therefore, we can infer that our choices of \(E_{LABL}, F_{LABL}\) are feasible for \(W(LA; B'L_B)_{\omega}\). Since \(W(LA; B'L_B)_{\omega}\) involves a minimization over all \(E_{LABL}, F_{LABL}\) satisfying (3.20) and (3.21), this concludes our proof of (3.12).

An immediate corollary of Proposition 3.1 is the following:

**Corollary 3.1** Amortization does not enhance the bidirectional max-Rains information of a bidirectional quantum channel \(\mathcal{N}_{AB'\rightarrow AB}\); i.e., the following inequality holds

\[
R_{\max,A}^{2 \rightarrow 2}(\mathcal{N}) \leq R_{\max}^{2 \rightarrow 2}(\mathcal{N}),
\] (3.40)

where \(R_{\max,A}^{2 \rightarrow 2}(\mathcal{N})\) is a measure of the entangling power of a bidirectional channel \(\mathcal{N}\), i.e.,

\[
R_{\max,A}^{2 \rightarrow 2}(\mathcal{N}) := \sup_{\rho_{LA'B'L_B} \in \mathcal{D}(\mathcal{H}_{LA'B'L_B})} [R_{\max}(LA;B'L_B)_{\sigma} - R_{\max}(LA';B'L_B)_{\rho}],
\] (3.41)

and \(\sigma_{LAABL} := \mathcal{N}_{AB'\rightarrow AB} (\rho_{LA'B'L_B})\), where \(L_A\) and \(L_B\) can be arbitrarily large.
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**Proof.** The inequality \( R_\text{max}^{2\rightarrow 2}(\mathcal{N}) \leq R_\text{max}^{2\rightarrow 2}(\mathcal{N}) \) is an immediate consequence of Proposition 3.1. Let \( \rho_{LAA'B'LB} \) denote an arbitrary input state. Then from Proposition 3.1

\[
R_{\text{max}}(L_AA; BL_B)\omega - R_{\text{max}}(L_AA'; B'L_B)\rho \leq R_\text{max}^{2\rightarrow 2}(\mathcal{N}),
\]  

(3.42)

where \( \omega_{LAA'BLB} = \mathcal{N}_{A'B'\rightarrow AB}(\rho_{LAA'B'LB}) \). As the inequality holds for any state \( \rho_{LAA'B'LB} \), we conclude that \( R_\text{max}^{2\rightarrow 2}(\mathcal{N}) \leq R_\text{max}^{2\rightarrow 2}(\mathcal{N}) \). ■

See Appendix B for some examples where the bidirectional max-Rains information of some channels are numerically evaluated.

### 3.2.2 Application to entanglement generation

In this section, we discuss the implication of Proposition 3.1 for PPT-assisted entanglement generation from a bidirectional channel\(^1\). Suppose that two parties Alice and Bob are connected by a bipartite quantum interaction. Suppose that the systems that Alice and Bob hold are \( A' \) and \( B' \), respectively. The bipartite quantum interaction between them is represented by a bidirectional quantum channel \( \mathcal{N}_{A'B'\rightarrow AB} \), where output systems \( A \) and \( B \) are in possession of Alice and Bob, respectively. This kind of protocol was considered in [84] when there is LOCC assistance.

**Protocol for PPT-assisted entanglement generation**

We now discuss PPT-assisted entanglement generation protocols that make use of a bidirectional quantum channel. We do so by generalizing the point-to-point communication protocol discussed in [54] to the bidirectional setting.

In a PPT-assisted bidirectional protocol, as depicted in Figure 3.1, Alice and Bob are spatially separated and they are allowed to undergo a bipartite quantum interaction \( \mathcal{N}_{A'B'\rightarrow AB} \), where for a fixed basis \( \{|i\rangle_B|j\rangle_L\rangle \}_{i,j} \), the partial transposition \( T_{BLB} \) is considered on systems associated to Bob. Alice holds systems labeled by \( A', A \) whereas Bob holds \( B', B \). They begin by per-

\(^1\)It is an open question whether or not NPT (non-positive under partial transpose) bound entangled states exist. However, it is known that all bipartite quantum states that are non-positive under partial transpose are distillable via some PPT-preserving channels [124]. Therefore, in the standard case, the free operations allowed for the task of entanglement distillation are LOCC channels.
forming a PPT-preserving channel $\mathcal{P}_{\emptyset \to L_A, A'_i B'_i L_{B_1}}^{(1)}$, which leads to a PPT state $\rho_{L_A, A'_i B'_i L_{B_1}}^{(1)}$, where $L_A, L_{B_1}$ are finite-dimensional systems of arbitrary size and $A'_i, B'_i$ are input systems to the first channel use. Alice and Bob send systems $A'_i$ and $B'_i$, respectively, through the first channel use, which yields the output state $\sigma_{L_A, A_i B_i L_{B_1}}^{(1)} := \mathcal{N}_{A'_i B'_i \to A_i B_i}(\rho_{L_A, A'_i B'_i L_{B_1}}^{(1)})$. Alice and Bob then perform the PPT-preserving channel $\mathcal{P}_{L_A, A_i B_i L_{B_1} \to L_A, A'_i B'_i L_{B_1}}^{(2)}$, which leads to the state $\rho_{L_A, A'_i B'_i L_{B_1}}^{(2)} := \mathcal{P}_{L_A, A_i B_i L_{B_1} \to L_A, A'_i B'_i L_{B_1}}^{(2)}(\sigma_{L_A, A_i B_i L_{B_1}}^{(1)})$. Both parties then send systems $A'_2, B'_2$ through the second channel use $\mathcal{N}_{A'_2 B'_2 \to A_2 B_2}$, which yields the state $\sigma_{L_A, A_i B_i L_{B_1}}^{(2)} := \mathcal{N}_{A'_i B'_i \to A_i B_i}(\rho_{L_A, A'_i B'_i L_{B_1}}^{(2)})$. They iterate this process such that the protocol makes use of the channel $n$ times. In general, we have the following states for the $i$th use, for $i \in \{2, 3, \ldots, n\}$:

\[
\begin{align*}
\rho_{L_A, A'_i B'_i L_{B_1}}^{(i)} &:= \mathcal{P}_{L_A, A_{i-1} B_{i-1} L_{B_{i-1}} \to L_A, A'_i B'_i L_{B_1}}^{(i)}(\sigma_{L_A, A_{i-1} B_{i-1} L_{B_{i-1}}}^{(i-1)}), \\
\sigma_{L_A, A_i B_i L_{B_1}}^{(i)} &:= \mathcal{N}_{A'_i B'_i \to A_i B_i}(\rho_{L_A, A'_i B'_i L_{B_1}}^{(i)}),
\end{align*}
\]

(3.43) (3.44)

where $\mathcal{P}_{L_A, A_{i-1} B_{i-1} L_{B_{i-1}} \to L_A, A'_i B'_i L_{B_1}}^{(i)}$ is a PPT-preserving channel, with the partial transposition acting on systems $B_{i-1}, L_{B_{i-1}}$ associated to Bob. In the final step of the protocol, a PPT-preserving channel $\mathcal{P}_{L_A, A_n B_n L_{B_n} \to M_M B_M}^{(n+1)}$ is applied, that generates the final state:

\[
\omega_{M_M B_M} := \mathcal{P}_{L_A, A_n B_n L_{B_n} \to M_M B_M}(\sigma_{L_A, A'_n B'_n L_{B_n}}^{(n)}),
\]

(3.45)

where $M_A$ and $M_B$ are held by Alice and Bob, respectively.

The goal of the protocol is for Alice and Bob to distill entanglement in the end; i.e., the final state $\omega_{M_M B_M}$ should be close to a maximally entangled state $\Phi_{M_M B_M}$. For a fixed $n$, $|M| \in \mathbb{N}$, $\varepsilon \in [0, 1]$; the original protocol is an $(n, Q, \varepsilon)$ protocol if the channel is used $n$ times as discussed above, $|M_A| = |M_B| = |M|$, $Q := \frac{1}{n} \log_2 |M|$, and if

\[
F(\omega_{M_M B_M}, \Phi_{M_M B_M}) = \langle \Phi |_{M_M B_M} \omega_{M_M B_M} | \Phi \rangle_{AB} \geq 1 - \varepsilon,
\]

(3.46) (3.47)

where $\Phi_{M_M B_M}$ is the maximally entangled state. A rate $Q$ is said to be achievable for PPT-
assisted entanglement generation if for all $\varepsilon \in (0, 1]$, $\delta > 0$, and sufficiently large $n$, there exists an $(n, Q - \delta, \varepsilon)$ protocol. The PPT-assisted entanglement generation capacity of a bidirectional channel $\mathcal{N}$, denoted as $Q_{\text{PPT}}^{2 \rightarrow 2}(\mathcal{N})$, is equal to the supremum of all achievable rates. Whereas, a rate $Q$ is a strong converse rate for PPT-assisted entanglement generation if for all $\varepsilon \in [0, 1)$, $\delta > 0$, and sufficiently large $n$, there does not exist an $(n, Q + \delta, \varepsilon)$ protocol. The strong converse PPT-assisted entanglement generation $\tilde{Q}_{\text{PPT}}^{2 \rightarrow 2}(\mathcal{N})$ is equal to the infimum of all strong converse rates. A bidirectional channel $\mathcal{N}$ is said to obey the strong converse property for PPT-assisted entanglement generation if $Q_{\text{PPT}}^{2 \rightarrow 2}(\mathcal{N}) = \tilde{Q}_{\text{PPT}}^{2 \rightarrow 2}(\mathcal{N})$.

Note that every LOCC channel is a PPT-preserving channel. Given this, the well-known fact that teleportation [18] is an LOCC channel, and PPT-preserving channels are allowed for free in the above protocol, there is no difference between an $(n, Q, \varepsilon)$ entanglement generation protocol and an $(n, Q, \varepsilon)$ quantum communication protocol. Thus, all of the capacities for entanglement generation are equal to those for quantum communication.

Also, we can consider the whole development discussed above for LOCC-assisted bidirectional quantum communication instead of more general PPT-assisted bidirectional quantum communication. All the notions discussed above follow when we restrict the class of assisting PPT-preserving channels allowed to be LOCC channels. It follows that the LOCC-assisted bidirectional quantum capacity $Q_{\text{LOCC}}^{2 \rightarrow 2}(\mathcal{N})$ and the strong converse LOCC-assisted quantum capacity $\tilde{Q}_{\text{LOCC}}^{2 \rightarrow 2}(\mathcal{N})$ are bounded from above as

$$Q_{\text{LOCC}}^{2 \rightarrow 2}(\mathcal{N}) \leq Q_{\text{PPT}}^{2 \rightarrow 2}(\mathcal{N}),$$

$$\tilde{Q}_{\text{LOCC}}^{2 \rightarrow 2}(\mathcal{N}) \leq \tilde{Q}_{\text{PPT}}^{2 \rightarrow 2}(\mathcal{N}).$$

Also, the capacities of bidirectional quantum communication protocols without any assistance are always less than or equal to the LOCC-assisted bidirectional quantum capacities.

The following lemma will be useful in deriving upper bounds on the bidirectional quantum capacities in the forthcoming sections, and it represents a generalization of the amortization idea to the bidirectional setting (see [84] in this context).

**Lemma 3.1** Let $\text{Ent}_{\text{PPT}}(A; B)_\rho$ be a bipartite entanglement measure for an arbitrary bipartite state
Suppose that \( \text{Ent}_{\text{PPT}}(A;B) \) vanishes for all \( \rho_{AB} \in \text{PPT}(A:B) \) and is monotone non-increasing under PPT-preserving channels. Consider an \((n,M,\varepsilon)\) protocol for PPT-assisted entanglement generation over a bidirectional quantum channel \( N_{A'B' \rightarrow AB} \), as described in Section 3.2.2. Then, the following bound holds:

\[
\text{Ent}_{\text{PPT}}(M_A; M_B) \leq n \text{Ent}_{\text{PPT},A}(N) \tag{3.50}
\]

where \( \text{Ent}_{\text{PPT},A}(N) \) is the amortized entanglement of a bidirectional channel \( N \), i.e.,

\[
\text{Ent}_{\text{PPT},A}(N) := \sup_{\rho_{L_A A'B' L_B} \in \mathcal{D}(H_{L_A A'B' L_B})} \left[ \text{Ent}_{\text{PPT}}(L_A A; B L_B)_{\sigma} - \text{Ent}_{\text{PPT}}(L_A A'; B' L_B)_{\rho} \right], \tag{3.51}
\]

such that \( \sigma_{L_A ABL_B} := N_{A'B' \rightarrow AB}(\rho_{L_A A'B' L_B}) \).

**Proof.** From the discussion above, as \( \text{Ent}_{\text{PPT}} \) is monotonically non-increasing under the action of PPT-preserving channels, we get that

\[
\text{Ent}_{\text{PPT}}(M_A; M_B) \leq \text{Ent}_{\text{PPT}}(L_{A_n} A_n; B_n L_{B_n}) \tag{3.52}
\]

\[
= \text{Ent}_{\text{PPT}}(L_{A_n} A_n; B_n L_{B_n}) \sigma(n) - \text{Ent}_{\text{PPT}}(L_{A_1} A'_1; B'_1 L_{B_1}) \rho(1) \tag{3.53}
\]

\[
= \text{Ent}_{\text{PPT}}(L_{A_n} A_n; B_n L_{B_n}) \sigma(n)
+ \left[ \sum_{i=2}^{n} \text{Ent}_{\text{PPT}}(L_{A_i} A'_i; B'_i L_{B_i}) \rho(i) - \text{Ent}_{\text{PPT}}(L_{A_i} A'_i; B'_i L_{B_i}) \rho(i) \right]
- \text{Ent}_{\text{PPT}}(L_{A_1} A'_1; B'_1 L_{B_1}) \rho(1) \tag{3.54}
\]

\[
\leq \sum_{i=1}^{n} \left[ \text{Ent}_{\text{PPT}}(L_{A_i} A_i; B_i L_{B_i}) \sigma(i) - \text{Ent}_{\text{PPT}}(L_{A_i} A'_i; B'_i L_{B_i}) \rho(i) \right] \tag{3.55}
\]

\[
\leq n \text{Ent}_{\text{PPT},A}(N). \tag{3.56}
\]

The first equality follows because \( \rho^{(1)}_{L_{A_1} A'_1 B'_1 L_{B_1}} \) is a PPT state with vanishing \( \text{Ent}_{\text{PPT}} \). The second equality follows trivially because we add and subtract the same terms. The second inequality follows because \( \text{Ent}_{\text{PPT}}(L_{A_i} A'_i; B'_i L_{B_i}) \rho(i) \leq \text{Ent}_{\text{PPT}}(L_{A_{i-1}} A_{i-1}; B_{i-1} L_{B_{i-1}}) \sigma(i-1) \) for all \( i \in \{2, 3, \ldots, n\} \), due to monotonicity of \( \text{Ent}_{\text{PPT}} \) with respect to PPT-preserving channels. The final inequality follows
by applying the definition in (3.51) to each summand. ■

**Strong converse rate for PPT-assisted entanglement generation**

We now establish the following upper bound on the entanglement generation rate $Q$ (qubits per channel use) of any $(n, Q, \varepsilon)$ PPT-assisted protocol:

**Theorem 3.1** For a fixed $n$, $|M| \in \mathbb{N}$, $\varepsilon \in (0, 1)$, the following bound holds for an $(n, Q, \varepsilon)$ protocol for PPT-assisted entanglement generation over a bidirectional quantum channel $\mathcal{N}$:

$$Q \leq R_{\max}^{2 \rightarrow 2}(\mathcal{N}) + \frac{1}{n} \log_2 \left( \frac{1}{1 - \varepsilon} \right)$$

such that $Q = \frac{1}{n} \log_2 |M|$.

**Proof.** From earlier discussion, we have that

$$\text{Tr}\{\Phi_{MAMB}\omega_{MAMB}\} \geq 1 - \varepsilon,$$

while [46, Lemma 2] implies that

$$\forall \sigma_{MAMB} \in \text{PPT}'(M_A : M_B), \quad \text{Tr}\{\Phi_{MAMB}\sigma_{MAMB}\} \leq \frac{1}{|M|}.$$  

Under an “entanglement test”, which is a measurement with POVM $\{\Phi_{MAMB}, 1_{MAMB} - \Phi_{MAMB}\}$, and applying the data processing inequality for the max-relative entropy, we find that

$$R_{\max}(M_A; M_B)_{\omega} \geq \log_2[(1 - \varepsilon)|M|].$$

Applying Lemma 3.1 and Proposition 3.1, we get that

$$R_{\max}(M_A; M_B)_{\omega} \leq nR_{\max}^{2 \rightarrow 2}(\mathcal{N}).$$

Combining (3.60) and (3.61), we get the desired inequality (3.57). ■
Remark 3.2 The bound in (3.57) can also be rewritten as

\[ 1 - \varepsilon \leq 2^{-n[Q - R_{\max}^2(\mathcal{N})]} . \]  

(3.62)

Thus, if the bidirectional communication rate \( Q \) is strictly larger than the bidirectional max-Rains information \( R_{\max}^2(\mathcal{N}) \), then the fidelity of the transmission \( (1 - \varepsilon) \) decays exponentially fast to zero in the number \( n \) of channel uses.

An immediate corollary of the above remark is the following strong converse statement:

**Corollary 3.2** The strong converse PPT-assisted bidirectional quantum capacity of a bidirectional channel \( \mathcal{N} \) is bounded from above by its bidirectional max-Rains information:

\[ \tilde{Q}_{\text{PPT}}^{2\rightarrow 2}(\mathcal{N}) \leq R_{\max}^{2\rightarrow 2}(\mathcal{N}). \]  

(3.63)

### 3.3 Secret key distillation from bipartite quantum interactions

In this section, we define the bidirectional max-relative entropy of entanglement \( E_{\max}^{2\rightarrow 2}(\mathcal{N}) \). The main goal of this section is to derive an upper bound on the rate at which secret key can be distilled from a bipartite quantum interaction. In deriving this bound, we consider private communication protocols over bidirectional quantum channels, and we make use of recent techniques developed in quantum information theory for point-to-point private communication protocols [54, 74, 79, 80].

#### 3.3.1 Bidirectional generalized divergence of entanglement

We define divergence based measures to quantify the ability of distilling secret key from a bipartite quantum channel.

**Definition 3.2** The generalized divergence of entanglement from a bidirectional channel \( \mathcal{N}_{A'B'\rightarrow AB} \) is defined as

\[ E_{D}^{2\rightarrow 2}(\mathcal{N}) = \sup_{\rho \in \text{SEP}(L_A A' ; B'L_B)} E(L_A A ; B L_B)_{\omega}, \]  

(3.64)
where $E(L_A; BL_B)_\omega$ is a generalized divergence of entanglement of the state

$$\omega_{L_AABL_B} := N_{AB'\to AB}(\rho_{L_A'B'L_B}), \quad (3.65)$$

with $L_A$ and $L_B$ being arbitrarily large,

$$E(\hat{A}; \hat{B})_\tau := \inf_{\sigma_{\hat{A}\hat{B}} \in \text{SEP}(\hat{A}; \hat{B})} D(\tau_{\hat{A}\hat{B}} \| \sigma_{\hat{A}\hat{B}}). \quad (3.66)$$

The following definition generalizes a channel’s max-relative entropy of entanglement from [74] to the bidirectional setting, which we get after substituting generalized divergence $D$ in (3.66) with the max-relative entropy $D_{\text{max}}$:

**Definition 3.3 (Bidirectional max-relative entropy of entanglement)** The bidirectional max-relative entropy of entanglement of a bidirectional channel $N_{AB'\to AB}$ is defined as

$$E^{2\to 2}_{\text{max}}(N) = \max_{\psi_{L_A'A'} \otimes \varphi_{B'B''}} E_{\text{max}}(L_A; BL_B)_\omega, \quad (3.67)$$

where $\omega_{L_AABL_B} := N_{AB'\to AB}(\psi_{L_A'A'} \otimes \varphi_{B'B''})$, and $\psi_{L_A'A'} \otimes \varphi_{B'B''} \in \text{SEP}(L_A'; B'B'')$ is a pure tensor-product state such that $L_A \simeq A'$, and $L_B \simeq B'$.

**Remark 3.3** Note that we could define $E^{2\to 2}_{\text{max}}(N)$ to have an optimization over separable input states $\rho_{L_A'B'L_B} \in \text{SEP}(L_A'; B'L_B)$ with finite-dimensional, but arbitrarily large auxiliary systems $L_A$ and $L_B$. However, the quasi-convexity of the max-relative entropy of entanglement [69, 70] and the Schmidt decomposition theorem guarantee that it suffices to restrict the optimization to be as stated in Definition 3.3.

Analogous to definition of the bidirectional max-relative entropy of entanglement aforementioned, definition of the bidirectional relative entropy of entanglement $E^{2\to 2}_D(N)$ of an arbitrary bidirectional channel $\mathcal{N}$ is obtained by substituting generalized divergence in (3.66) with the relative entropy.
Remark 3.4 The bidirectional max-relative entropy of entanglement and the bidirectional relative entropy of entanglement of a bidirectional channel $\mathcal{N}_{A'B'\rightarrow AB}$ are both zero if and only if $\mathcal{N}_{A'B'\rightarrow AB}$ is a separable channel.

Proposition 3.2 (Amortization ineq. for bidirectional max-relative entropy) Let $\rho_{LA'A'B'LB}$ be an arbitrary state and let $\mathcal{N}_{A'B'\rightarrow AB}$ be a bidirectional channel. Then

$$E_{\text{max}}(LAA; BLB)_\omega \leq E_{\text{max}}(LA'A'; B'L_B)_\rho + E_{\text{max}}^2(\mathcal{N}),$$

(3.68)

where $\omega_{LABL} = \mathcal{N}_{A'B'\rightarrow AB}(\rho_{LA'A'B'LB})$ and $E_{\text{max}}^2(\mathcal{N})$ is the bidirectional max-relative entropy of entanglement of $\mathcal{N}_{A'B'\rightarrow AB}$.

Proof. Let us consider states $\sigma'_{LA'A'B'LB} \in \text{SEP}(LA'A': B'L_B)$ and $\sigma_{LABL} \in \text{SEP}(LA: BL_B)$, where $L_A$ and $L_B$ are finite-dimensional, but arbitrarily large. With respect to the bipartite cut $LAA : BL_B$, the following inequality holds

$$E_{\text{max}}(LAA; BLB)_\omega \leq D_{\text{max}}(\mathcal{N}_{A'B'\rightarrow AB}(\rho_{LA'A'B'LB})\|\sigma_{LABL}).$$

(3.69)

Applying the data-processed triangle inequality [74, Theorem III.1], we find that

$$D_{\text{max}}(\mathcal{N}_{A'B'\rightarrow AB}(\rho_{LA'A'B'LB})\|\sigma_{LABL}) \leq D_{\text{max}}(\rho_{LA'A'B'LB}\|\sigma'_{LA'A'B'LB}) + D_{\text{max}}(\mathcal{N}_{A'B'\rightarrow AB}(\sigma'_{LA'A'B'LB})\|\sigma_{LABL}).$$

(3.70)

Since $\sigma'_{LA'A'B'LB}$ and $\sigma_{LABL}$ are arbitrary separable states, we arrive at

$$E_{\text{max}}(LAA; BLB)_\omega \leq E_{\text{max}}(LA'A'; B'L_B)_\rho + E_{\text{max}}(\mathcal{N}_{A'B'\rightarrow AB}(\sigma'_{LA'A'B'LB})), \quad (3.71)$$

where $\omega_{LABL} = \mathcal{N}_{A'B'\rightarrow AB}(\rho_{LA'A'B'LB})$. This implies the desired inequality after applying the observation in Remark 3.3, given that $\sigma'_{LA'A'B'LB} \in \text{SEP}(LA'A': B'L_B)$. 

An immediate consequence of Proposition 3.2 is the following corollary:
Corollary 3.3 Amortization does not enhance the bidirectional max-relative entropy of entanglement of a bidirectional quantum channel $\mathcal{N}_{A'B'\rightarrow AB}$; and the following equality holds:

$$E_{\text{max}, A}^{2\rightarrow 2}(\mathcal{N}) = E_{\text{max}}^{2\rightarrow 2}(\mathcal{N}),$$

where $E_{\text{max}, A}^{2\rightarrow 2}(\mathcal{N})$ is the amortized entanglement of a bidirectional channel $\mathcal{N}$, i.e.,

$$E_{\text{max}, A}^{2\rightarrow 2}(\mathcal{N}) := \sup_{\rho_{L_A A' \rightarrow B'B'} \in \mathcal{D}(\mathcal{H}_{L_A A' B' B'})} \left[ E_{\text{max}}(L_A A'; B'B') - E_{\text{max}}(L_A A'; B'B') \right],$$

and $\sigma_{L_A A' B'} := \mathcal{N}_{A'B'\rightarrow AB}(\rho_{L_A A' B'})$ where $L_A$ and $L_B$ can be arbitrary large.

**Proof.** The inequality $E_{\text{max}, A}^{2\rightarrow 2}(\mathcal{N}) \geq E_{\text{max}}^{2\rightarrow 2}(\mathcal{N})$ always holds. The other inequality $E_{\text{max}, A}^{2\rightarrow 2}(\mathcal{N}) \leq E_{\text{max}}^{2\rightarrow 2}(\mathcal{N})$ is an immediate consequence of Proposition 3.2 (the argument is similar to that given in the proof of Corollary 3.1). ■

### 3.3.2 Application to secret key generation

#### Protocol for LOCC-assisted secret key generation

We first discuss an LOCC-assisted secret key generation protocol that employs a bidirectional quantum channel.

In an LOCC-assisted secret key generation protocol, Alice and Bob are spatially separated and they are allowed to make use of a bipartite quantum interaction $\mathcal{N}_{A'B'\rightarrow AB}$, where the bipartite cut is considered between systems associated to Alice and Bob, $L_A A': L_B B$. Let $U_{A'B'\rightarrow ABE}^{\mathcal{N}}$ be an isometric channel extending $\mathcal{N}_{A'B'\rightarrow AB}$:

$$U_{A'B'\rightarrow ABE}^{\mathcal{N}}(\cdot) = U_{A'B'\rightarrow ABE}^{\mathcal{N}}(\cdot) \left( U_{A'B'\rightarrow ABE}^{\mathcal{N}} \right)^\dagger,$$

where $U_{A'B'\rightarrow ABE}^{\mathcal{N}}$ is an isometric extension of $\mathcal{N}_{A'B'\rightarrow AB}$. Let us assume that the eavesdropper Eve has access to the system $E$, also referred to as the environment, as well as a coherent copy of the classical communication exchanged between Alice and Bob. One could also consider a weaker assumption, in which the eavesdropper has access to only part of $E = E'E''$. 
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Alice and Bob begin by performing an LOCC channel $\mathcal{L}^{(1)}_{\emptyset \rightarrow L_{A_1} A_1'B_1'L_{B_1}}$, which leads to a state $\rho^{(1)}_{L_{A_1} A_1'B_1'L_{B_1}} \in \text{SEP}(L_{A_1}, A_1':B_1'L_{B_1})$, where $L_{A_1}$, $L_{B_1}$ are finite-dimensional systems of arbitrary size and $A_1'$, $B_1'$ are input systems to the first channel use. Alice and Bob send systems $A_1'$ and $B_1'$, respectively, through the first channel use, that outputs the state $\sigma^{(1)}_{L_{A_1} A_1'B_1'L_{B_1}} := \mathcal{N}_{A_1'B_1'}(\rho^{(1)}_{L_{A_1} A_1'B_1'L_{B_1}})$.

They then perform the LOCC channel $\mathcal{L}^{(2)}_{L_{A_1} A_1'B_1'L_{B_1} \rightarrow L_{A_2} A_2'B_2'L_{B_2}}$, which leads to the state $\rho^{(2)}_{L_{A_2} A_2'B_2'L_{B_2}} := \mathcal{L}^{(2)}_{L_{A_1} A_1'B_1'L_{B_1} \rightarrow L_{A_2} A_2'B_2'L_{B_2}}(\sigma^{(1)}_{L_{A_1} A_1'B_1'L_{B_1}})$. Both parties then send systems $A_2'$, $B_2'$ through the second channel use $\mathcal{N}_{A_2'B_2'}(A_2'B_2')$, which yields the state $\sigma^{(2)}_{L_{A_2} A_2'B_2'L_{B_2}} := \mathcal{N}_{A_2'B_2'}(\rho^{(2)}_{L_{A_2} A_2'B_2'L_{B_2}})$. They iterate the process such that the protocol uses the channel $n$ times. In general, we have the following states for the $i$th channel use, for $i \in [n]$:

$$\begin{align}
\rho^{(i)}_{L_{A_i} A_i'B_i'L_{B_i}} &:= \mathcal{L}^{(i)}_{L_{A_{i-1}} A_{i-1}B_{i-1}L_{B_{i-1}} \rightarrow L_{A_i} A_i'B_i'L_{B_i}}(\sigma^{(i-1)}_{L_{A_{i-1}} A_{i-1}B_{i-1}L_{B_{i-1}}}), \\
\sigma^{(i)}_{L_{A_i} A_i'B_i'L_{B_i}} &:= \mathcal{N}_{A_i'B_i'}(\rho^{(i)}_{L_{A_i} A_i'B_i'L_{B_i}}),
\end{align}$$

(3.75) (3.76)

where $\mathcal{L}^{(i)}_{L_{A_{i-1}} A_{i-1}B_{i-1}L_{B_{i-1}} \rightarrow L_{A_i} A_i'B_i'L_{B_i}}$ is an LOCC channel corresponding to the bipartite cut $L_{A_{i-1}} A_{i-1} : B_{i-1}L_{B_{i-1}}$. In the final step of the protocol, an LOCC channel $\mathcal{L}^{(n+1)}_{L_{A_n} A_n' B_n'L_{B_n} \rightarrow K_A K_B}$ is applied, which generates the final state:

$$\omega_{K_A K_B} := \mathcal{L}^{(n+1)}_{L_{A_n} A_n'B_n'L_{B_n} \rightarrow K_A K_B}(\sigma^{(n)}_{L_{A_n} A_n'B_n'L_{B_n}}),$$

(3.77)

where the key systems $K_A$ and $K_B$ are held by Alice and Bob, respectively.

The goal of the protocol is for Alice and Bob to distill a secret key state, such that the systems $K_A$ and $K_B$ are maximally classical correlated and in tensor product with all of the systems that Eve possesses (see Section 2.7 for a review of tripartite secret key states).

**Purifying an LOCC-assisted secret key agreement protocol**

As observed in [78, 79] and reviewed in Section 2.7, any protocol of the above form can be purified in the following sense.
The initial state $\rho^{(1)}_{L_{A_1}A_1'B_1'L_{B_1}} \in \text{SEP}(L_{A_1}A_1':B_1'L_{B_1})$ is of the following form:

$$\rho^{(1)}_{L_{A_1}A_1'B_1'L_{B_1}} := \sum_{y_1} p_{Y_1}(y_1) \tau^{y_1}_{L_{A_1}A_1'} \otimes \varsigma^{y_1}_{L_{B_1}B_1'}.$$  \hspace{1cm} (3.78)

The classical random variable $Y_1$ corresponds to a message exchanged between Alice and Bob to establish this state. It can be purified in the following way:

$$|\psi^{(1)}_{Y_1S_{A_1}L_{A_1}A_1'B_1'L_{B_1}S_{B_1}} := \sum_{y_1} \sqrt{p_{Y_1}(y_1)} |y_1\rangle_Y \otimes |\tau^{y_1}_{S_{A_1}L_{A_1}A_1'} \otimes \varsigma^{y_1}_{S_{B_1}B_1'}|.$$  \hspace{1cm} (3.79)

where $S_{A_1}$ and $S_{B_1}$ are local “shield” systems that in principle could be held by Alice and Bob, respectively, $|\tau^{y_1}_{S_{A_1}L_{A_1}A_1'}$ and $|\varsigma^{y_1}_{S_{B_1}B_1'}$ purify $\tau^{y_1}_{L_{A_1}A_1'}$ and $\varsigma^{y_1}_{L_{B_1}B_1'}$ respectively, and Eve possesses system $Y_1$, which contains a coherent classical copy of the classical data exchanged between Alice and Bob. Each LOCC channel $\mathcal{L}^{(i)}_{L_{A_{i-1}}A_{i-1}B_{i-1}L_{B_{i-1}} \rightarrow L_{A_i}A_i'B_i'L_{B_i}}$ can be written in the following form \cite{26}, for all $i \in \{2,3,\ldots,n\}$:

$$\mathcal{L}^{(i)}_{L_{A_{i-1}}A_{i-1}B_{i-1}L_{B_{i-1}} \rightarrow L_{A_i}A_i'B_i'L_{B_i}} := \sum_{y_i} \mathcal{E}^{y_i}_{L_{A_{i-1}}A_{i-1} \rightarrow L_{A_i}A_i'} \otimes \mathcal{F}^{y_i}_{B_{i-1}L_{B_{i-1}} \rightarrow B_i'L_{B_i}},$$  \hspace{1cm} (3.80)

where $\{\mathcal{E}^{y_i}_{L_{A_{i-1}}A_{i-1} \rightarrow L_{A_i}A_i'}\}_{y_i}$ and $\{\mathcal{F}^{y_i}_{B_{i-1}L_{B_{i-1}} \rightarrow B_i'L_{B_i}}\}_{y_i}$ are collections of completely positive, trace non-increasing maps such that the map in (3.80) is trace preserving. Such an LOCC channel can be purified to an isometry in the following way:

$$U^{E^{y_i}}_{L_{A_{i-1}}A_{i-1}B_{i-1}L_{B_{i-1}} \rightarrow Y_iS_{A_i}L_{A_i}A_i'B_i'L_{B_i}S_{B_i}} := \sum_{y_i} |y_i\rangle_Y \otimes U^{E^{y_i}}_{L_{A_{i-1}}A_{i-1} \rightarrow S_{A_i}L_{A_i}A_i'} \otimes U^{E^{y_i}}_{B_{i-1}L_{B_{i-1}} \rightarrow B_i'L_{B_i}S_{B_i}},$$  \hspace{1cm} (3.81)

where $\{U^{E^{y_i}}_{L_{A_{i-1}}A_{i-1} \rightarrow S_{A_i}L_{A_i}A_i'}\}_{y_i}$ and $\{U^{E^{y_i}}_{B_{i-1}L_{B_{i-1}} \rightarrow B_i'L_{B_i}S_{B_i}}\}_{y_i}$ are collections of linear operators (each of which is a contraction, i.e., $\left\|U^{E^{y_i}}_{L_{A_{i-1}}A_{i-1} \rightarrow S_{A_i}L_{A_i}A_i'}\right\|_\infty, \left\|U^{E^{y_i}}_{B_{i-1}L_{B_{i-1}} \rightarrow B_i'L_{B_i}S_{B_i}}\right\|_\infty \leq 1$ for all $y_i$) such that the linear operator $U^{L^{(i)}}$ in (3.81) is an isometry, the system $Y_i$ being held by Eve. The final LOCC channel can be written similarly as

$$\mathcal{L}^{(n+1)}_{L_{A_n}A_n'B_n'L_{B_n} \rightarrow K_AK_B} := \sum_{y_{n+1}} \mathcal{E}^{y_{n+1}}_{L_{A_n}A_n \rightarrow K_A} \otimes \mathcal{F}^{y_{n+1}}_{B_nL_{B_n} \rightarrow K_B},$$  \hspace{1cm} (3.82)
and it can be purified to an isometry similarly as

$$U_{n+1}^L := \sum_{y_{n+1}} |y_{n+1}\rangle Y_{n+1} \otimes U_{n+1}^E Y_{n+1} \otimes U_{n+1}^{F_{n+1}}.$$  (3.83)

Furthermore, each channel use $\mathcal{N}_{A_i^i B_i^i \rightarrow A_i B_i}$, for all $i \in \{1, 2, \ldots, n\}$, is purified by an isometry $U_{A_i^i B_i^i \rightarrow A_i B_i E_i}$, such that Eve possesses the environment system $E_i$.

At the end of the purified protocol, Alice possesses the key system $K_A$ and the shield systems $S_A := S_{A_1 S_{A_2} \cdots S_{A_n}}$, Bob possesses the key system $K_B$ and the shield systems $S_B := S_{B_1 S_{B_2} \cdots S_{B_n}}$, and Eve possesses the environment systems $E^n := E_1 E_2 \cdots E_n$ as well as the coherent copies $Y_{n+1} := Y_1 Y_2 \cdots Y_{n+1}$ of the classical data exchanged between Alice and Bob. The state at the end of the protocol is a pure state $\omega_{Y_{n+1} S_A K_A K_B S_B E^n}$.

For a fixed $n$, $|K| \in \mathbb{N}$, $\varepsilon \in [0, 1]$, the original protocol is an $(n, K, \varepsilon)$ protocol if the channel is used $n$ times as discussed above, $|K_A| = |K_B| = |K|$, and if

$$F(\omega_{S_A K_A K_B S_B}, \gamma_{S_A K_A K_B S_B}) \geq 1 - \varepsilon,$$  (3.84)

where $\gamma_{S_A K_A K_B S_B}$ is a bipartite private state. A rate $P$ is said to be achievable for LOCC-assisted secret key agreement if for all $\varepsilon \in (0, 1]$, $\delta > 0$, and sufficiently large $n$, there exists an $(n, P - \delta, \varepsilon)$ protocol. The LOCC-assisted secret-key-agreement capacity of a bidirectional channel $\mathcal{N}$, denoted as $P_{\text{LOCC}}^{\rightarrow\rightarrow}(\mathcal{N})$, is equal to the supremum of all achievable rates. Whereas, a rate $R$ is a strong converse rate for LOCC-assisted secret key agreement if for all $\varepsilon \in [0, 1)$, $\delta > 0$, and sufficiently large $n$, there does not exist an $(n, R + \delta, \varepsilon)$ protocol. The strong converse LOCC-assisted secret-key-agreement capacity $\tilde{P}_{\text{LOCC}}^{\rightarrow\rightarrow}(\mathcal{N})$ is equal to the infimum of all strong converse rates. A bidirectional channel $\mathcal{N}$ is said to obey the strong converse property for LOCC-assisted secret key agreement if $P_{\text{LOCC}}^{\rightarrow\rightarrow}(\mathcal{N}) = \tilde{P}_{\text{LOCC}}^{\rightarrow\rightarrow}(\mathcal{N})$.

Note that the identity channel corresponding to no assistance is an LOCC channel. Therefore, we can also consider the whole development discussed above for bidirectional private communication without any assistance or feedback instead of LOCC-assisted communication. All the notions discussed above follow when we exempt the employment of any non-trivial LOCC-assistance. It
follows that, unassisted bidirectional private capacity $P_{n-a}^{2\rightarrow 2}(N)$ and the strong converse unassisted bidirectional private capacity $\tilde{P}_{n-a}^{2\rightarrow 2}(N)$ are bounded from above as

$$P_{n-a}^{2\rightarrow 2}(N) \leq P_{LOCC}^{2\rightarrow 2}(N),$$

$$\tilde{P}_{n-a}^{2\rightarrow 2}(N) \leq \tilde{P}_{LOCC}^{2\rightarrow 2}(N).$$

The following lemma will be useful in deriving upper bounds on the bidirectional secret-key-agreement capacity of a bidirectional channel. Its proof is very similar to the proof of Lemma 3.1, and so we omit it.

**Lemma 3.2** Let $\text{Ent}_{LOCC}(A; B)_{\rho}$ be a bipartite entanglement measure for an arbitrary bipartite state $\rho_{AB}$. Suppose that $\text{Ent}_{LOCC}(A; B)_{\rho}$ vanishes for all $\rho_{AB} \in \text{SEP}(A : B)$ and is monotone non-increasing under LOCC channels. Consider an $(n, K, \varepsilon)$ protocol for LOCC-assisted secret key agreement over a bidirectional quantum channel $N_{A'B'\rightarrow AB}$ as described in Section 3.3.2. Then the following bound holds:

$$\text{Ent}_{LOCC}(S_A K_A ; K_B S_B)_{\omega} \leq n \text{Ent}_{LOCC,A}(N),$$

where $\text{Ent}_{LOCC,A}(N)$ is the amortized entanglement of a bidirectional channel $N$, i.e.,

$$\text{Ent}_{LOCC,A}(N) := \sup_{\rho_{LAA'B'B'}L_B \in \mathcal{D}(\mathcal{H}_{LAA'B'B'L_B})} \left[ \text{Ent}_{LOCC}(L_A A' B'L_B) \sigma - \text{Ent}_{LOCC}(L_A A'; B'L_B) \rho \right],$$

and $\sigma_{LAA'B'L_B} := N_{A'B'\rightarrow AB}(\rho_{LAA'B'B'L_B})$.

**Strong converse rate for LOCC-assisted secret key agreement**

We now prove the following upper bound on the bidirectional secret key agreement rate $P = \frac{1}{n} \log_2 |K|$ (secret bits per channel use) of any $(n, P, \varepsilon)$ LOCC-assisted secret-key-agreement protocol over a bidirectional channel $N$:

**Theorem 3.2** For a fixed $n$, $|K| \in \mathbb{N}$, $\varepsilon \in (0, 1)$, the following bound holds for an $(n, P, \varepsilon)$ protocol
for LOCC-assisted secret key agreement over a bidirectional quantum channel $\mathcal{N}$:

$$\frac{1}{n} \log_2 K \leq E_{\text{max}}^{2\rightarrow 2}(\mathcal{N}) + \frac{1}{n} \log_2 \left( \frac{1}{1 - \varepsilon} \right), \quad (3.89)$$

such that $P = \frac{1}{n} \log_2 |K|$.

**Proof.** From Section 3.3.2, the following inequality holds for an $(n, |K|, \varepsilon)$ protocol:

$$F(\omega_{S_A K_A K_B S_B}, \gamma_{S_A K_A K_B S_B}) \geq 1 - \varepsilon, \quad (3.90)$$

for some bipartite private state $\gamma_{S_A K_A K_B S_B}$ with key dimension $|K|$. From Section 2.7, $\omega_{S_A K_A K_B S_B}$ passes a $\gamma$-privacy test with probability at least $1 - \varepsilon$, whereas any $\tau_{S_A K_A K_B S_B} \in \text{SEP}(S_A K_A : K_B S_B)$ does not pass with probability greater than $\frac{1}{|K|}$ [79]. Making use of the discussion in [74, Sections III & IV] (i.e., from the monotonicity of the max-relative entropy of entanglement under the $\gamma$-privacy test), it can be concluded that

$$\log_2 |K| \leq E_{\text{max}}(S_A K_A ; K_B S_B)_{\omega} + \log_2 \left( \frac{1}{1 - \varepsilon} \right). \quad (3.91)$$

Applying Lemma 3.2 and Corollary 3.3, we get that

$$E_{\text{max}}(S_A K_A ; K_B S_B)_{\omega} \leq nE_{\text{max}}^{2\rightarrow 2}(\mathcal{N}). \quad (3.92)$$

Combining (3.91) and (3.92), we get the desired inequality in (3.89). 

**Remark 3.5** Note that Theorem 3.2 applies in the case that the bidirectional channel $\mathcal{N}_{A'B'\rightarrow AB}$ is an infinite-dimensional bipartite channel, taking input density operators acting on a separable Hilbert space to output density operators acting on a separable Hilbert space. We arrive at this conclusion because the max-relative entropy is well defined for infinite-dimensional states.

**Remark 3.6** The bound in (3.89) can also be rewritten as

$$1 - \varepsilon \leq 2^{-n[P - E_{\text{max}}^{2\rightarrow 2}(\mathcal{N})]}. \quad (3.93)$$
Thus, if the bidirectional secret-key-agreement rate $P$ is strictly larger than the bidirectional max-relative entropy of entanglement $E_{\text{max}}^{2\rightarrow2}(\mathcal{N})$, then the reliability and security of the transmission $(1-\varepsilon)$ decays exponentially fast to zero in the number $n$ of channel uses.

An immediate corollary of the above remark is the following strong converse statement:

**Corollary 3.4** The strong converse LOCC-assisted bidirectional secret-key-agreement capacity of a bidirectional channel $\mathcal{N}$ is bounded from above by its bidirectional max-relative entropy of entanglement:

$$\tilde{P}_{\text{LOCC}}^{2\rightarrow2}(\mathcal{N}) \leq E_{\text{max}}^{2\rightarrow2}(\mathcal{N}).$$

(3.94)

### 3.4 Entangling abilities of symmetric interactions

Interactions obeying particular symmetries have played an important role in several quantum information processing tasks in the context of quantum communication protocols [49–51], quantum computing and quantum metrology [125–127], and resource theories [128,129], etc.

In this section, we define bidirectional PPT- and teleportation-simulable channels by adapting the definitions of point-to-point PPT- and LOCC-simulable channels [50,51,54] to the bidirectional setting. Then, we derive upper bounds on the entanglement and secret-key-agreement capacities for communication protocols that employ bidirectional PPT- and teleportation-simulable channels, respectively. These bounds are generally tighter than those given in the previous section, because they exploit the symmetry inherent in bidirectional PPT- and teleportation-simulable channels.

**Definition 3.4 (Bidirectional PPT-simulable)** A bidirectional channel $\mathcal{N}_{A'B'\rightarrow AB}$ is PPT-simulable with an associated resource state $\hat{\theta}_{S_A S_B} \in \mathcal{D}(\mathcal{H}_{S_A S_B})$ if for all input states $\rho_{A'B'} \in \mathcal{D}(\mathcal{H}_{A'B'})$ the following equality holds

$$\mathcal{N}_{A'B'\rightarrow AB}(\rho_{A'B'}) = \mathcal{P}_{\hat{S}_A A' B' S_B \rightarrow AB}(\rho_{A'B'} \otimes \hat{\theta}_{S_A S_B}),$$

(3.95)

with $\mathcal{P}_{\hat{S}_A A' B' S_B \rightarrow AB}$ being a PPT-preserving channel acting on $\hat{S}_A A' : B' \hat{S}_B$, where the partial transposition acts on the composite system $B' \hat{S}_B$.

The following definition was given in [130] for the special case of bipartite unitary channels:
Definition 3.5 (Bidirectional teleportation-simulable) A bidirectional channel $\mathcal{N}_{A'B'\rightarrow AB}$ is teleportation-simulable with associated resource state $\theta_{\hat{S}_A\hat{S}_B} \in \mathcal{D}(\hat{H}_{\hat{S}_A\hat{S}_B})$ if for all input states $\rho_{A'B'} \in \mathcal{D}(\mathcal{H}_{A'B'})$ the following equality holds

$$\mathcal{N}_{A'B'\rightarrow AB}(\rho_{A'B'}) = \mathcal{L}_{\hat{S}_A\hat{S}_B\rightarrow AB}(\rho_{A'B'} \otimes \theta_{\hat{S}_A\hat{S}_B}),$$

(3.96)

where $\mathcal{L}_{\hat{S}_A\hat{S}_B\rightarrow AB}$ is an LOCC channel acting on $\hat{S}_A' : B'\hat{S}_B$.

Let $\mathcal{G}$ and $\mathcal{H}$ be finite groups of sizes $|G|$ and $|H|$, respectively. For $g \in \mathcal{G}$ and $h \in \mathcal{H}$, let $g \rightarrow U_{A'}(g)$ and $h \rightarrow V_{B'}(h)$ be unitary representations. Also, let $(g, h) \rightarrow W_A(g, h)$ and $(g, h) \rightarrow T_B(g, h)$ be unitary representations. A bidirectional quantum channel $\mathcal{N}_{A'B'\rightarrow AB}$ is bicovariant with respect to these representations if the following relation holds for all input density operators $\rho_{A'B'}$ and group elements $g \in \mathcal{G}$ and $h \in \mathcal{H}$:

$$\mathcal{N}_{A'B'\rightarrow AB}((U_{A'}(g) \otimes V_{B'}(h))(\rho_{A'B'})) = (W_A(g, h) \otimes T_B(g, h)) (\mathcal{N}_{A'B'\rightarrow AB}(\rho_{A'B'})),$$

(3.97)

where $U(g)(\cdot) := U(g)(\cdot) (U(g))^\dagger$, $V(h)(\cdot) := V(h)(\cdot) (V(h))^\dagger$, $T(g, h)(\cdot) := T(g, h)(\cdot) (T(g, h))^\dagger$, and $W(g, h)(\cdot) := W(g, h)(\cdot) (W(g, h))^\dagger$ are unitary channels associated with respective unitary operators.

Definition 3.6 (Bicovariant channel) A bidirectional channel is called bicovariant if it is bicovariant with respect to groups that have representations as unitary one-designs, i.e., for all $\rho_{A'} \in \mathcal{D}(\mathcal{H}_{A'})$ and $\rho_{B'} \in \mathcal{D}(\mathcal{H}_{B'})$,

$$\frac{1}{|G|} \sum_g U_{A'}(g)(\rho_{A'}) = \pi_{A'} \text{ and } \frac{1}{|H|} \sum_h V_{B'}(h)(\rho_{B'}) = \pi_{B'},$$

(3.98)

where $\pi_{A'}$ and $\pi_{B'}$ are maximally mixed states.

An example of a bidirectional channel that is bicovariant is the controlled-NOT (CNOT) gate.
[106], for which we have the following covariances [131,132]:

\[
\begin{align*}
\text{CNOT}(X \otimes 1) &= (X \otimes X)\text{CNOT}, \\
\text{CNOT}(Z \otimes 1) &= (Z \otimes 1)\text{CNOT}, \\
\text{CNOT}(Y \otimes 1) &= (Y \otimes X)\text{CNOT}, \\
\text{CNOT}(1 \otimes X) &= (1 \otimes X)\text{CNOT}, \\
\text{CNOT}(1 \otimes Z) &= (Z \otimes Z)\text{CNOT}, \\
\text{CNOT}(1 \otimes Y) &= (Z \otimes Y)\text{CNOT},
\end{align*}
\]

where \( \{1, X, Y, Z\} \) is the Pauli group with the identity element 1. A more general example of a bicovariant channel is one that applies a CNOT with some probability and, with the complementary probability, replaces the input with the maximally mixed state.

In [132], the prominent idea of gate teleportation was developed, wherein one can generate the Choi state for the CNOT gate by sending in shares of maximally entangled states and then simulate the CNOT gate’s action on any input state by using teleportation through the Choi state (see also [133] for earlier related developments). This idea generalized the notion of teleportation simulation of channels [50, 51] from the single-sender single-receiver setting to the bidirectional setting. After these developments, [48, 134] generalized the idea of gate teleportation to bipartite quantum channels that are not necessarily unitary channels.

The following result slightly generalizes the developments in [48,132,134]:

**Proposition 3.3** If a bidirectional channel \( \mathcal{N}_{A'B'\rightarrow AB} \) is bicovariant, Definition 3.6, then it is teleportation-simulable with a resource state \( \theta_{LAABL_B} = \mathcal{N}_{A'B'\rightarrow AB}(\Phi_{LA'A'} \otimes \Phi_{B'B_B}). \)

**Proof.** Let \( \mathcal{N}_{A'B'\rightarrow AB} \) be a bidirectional quantum channel. Given \( \mathcal{G} \) and \( \mathcal{H} \) are groups with unitary representations \( g \rightarrow U_{A'}(g) \) and \( h \rightarrow V_{B'}(h) \) and \( (g, h) \rightarrow W_A(g, h) \) and \( (g, h) \rightarrow T_B(g, h) \), such that

\[
\frac{1}{|G|} \sum_g U_{A'}(g)(X_{A'}) = \text{Tr}\{X_{A'}\} \pi_{A'},
\]

\[
\frac{1}{|H|} \sum_h V_{B'}(h)(Y_{B'}) = \text{Tr}\{Y_{B'}\} \pi_{B'},
\]
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\[ \mathcal{N}_{A'B'\rightarrow AB}((U_{A'}(g) \otimes V_{B'}(h)) (\rho_{A'B'})) = (\mathcal{W}_A(g, h) \otimes \mathcal{T}_B(g, h)) (\mathcal{N}_{A'B'\rightarrow AB}(\rho_{A'B'})), \] (3.107)

where \( X_{A'} \in \mathcal{B}(\mathcal{H}_{A'}) \), \( Y_{B'} \in \mathcal{B}(\mathcal{H}_{B'}) \), and \( \pi \) denotes the maximally mixed state. Consider that

\[ \frac{1}{|G|} \sum_g U_{A'}(g) (\Phi_{A'A'}) = \pi_{A'} \otimes \pi_{A'}, \] (3.108)

where \( \Phi \) denotes a maximally entangled state and \( A'' \) is a system isomorphic to \( A' \). Similarly,

\[ \frac{1}{|H|} \sum_h V_{B'}(h) (\Phi_{B'B'}) = \pi_{B'} \otimes \pi_{B'}. \] (3.109)

Note that in order for \( \{U_A\} \) to satisfy (3.105), it is necessary that \( |A'|^2 \leq |G| \) [135]. Similarly, it is necessary that \( |B'|^2 \leq |H| \). Consider the POVM \( \{E_{A''L_A}^g\}_g \) with each element \( E_{A''L_A}^g \) defined as

\[ E_{A''L_A}^g := \frac{|A'|^2}{|G|} U_{A'}^g \Phi_{A'A'} (U_{A'}^g)^\dagger. \] (3.110)

It follows from the fact that \( |A'|^2 \leq |G| \) and (3.108) that \( \{E_{A''L_A}^g\}_g \) is a valid POVM. Similarly, let us fine the POVM \( \{F_{B''L_B}^h\}_h \) as

\[ F_{B''L_B}^h := \frac{|B'|^2}{|H|} V_{B'}^h \Phi_{B'B'} (V_{B'}^h)^\dagger. \] (3.111)

The simulation of the channel \( \mathcal{N}_{A'B'\rightarrow AB} \) via teleportation begins with a state \( \rho_{A''B''} \) and a shared resource \( \theta_{L_A ABL_B} = \mathcal{N}_{A'B'\rightarrow AB}(\Phi_{L_A A'} \otimes \Phi_{B'L_B}) \). The desired outcome is for the receivers to receive the state \( \mathcal{N}_{A'B'\rightarrow AB}(\rho_{A'B'}) \) and for the protocol to work independently of the input state \( \rho_{A'B'} \). The first step is for the senders to locally perform the measurement \( \{E_{A''L_A}^g \otimes F_{B''L_B}^h\}_{g,h} \) and then send the outcomes \( g \) and \( h \) to the receivers. Based on the outcomes \( g \) and \( h \), the receivers then perform \( W_{A}^{g,h} \) and \( T_{B}^{g,h} \). The following analysis demonstrates that this protocol works, by simplifying the
form of the post-measurement state:

\[ |G| |H| \text{Tr}_{A''A'B''B''L_B} \{(E_{A''L_A}^g \otimes F_{B''L_B}^h)(\rho_{A''B''} \otimes \theta_{LABL_B})\} \]

\[ = |A'|^2 |B'|^2 \text{Tr}_{A''A'B''B''L_B}\{[U_{A''}^g \Phi_{A''L_A} (U_{A''}^g)^\dagger \otimes V_{B''}^h \Phi_{B''L_B} (V_{B''}^h)^\dagger](\rho_{A''B''} \otimes \theta_{LABL_B})\} \]

\[ = |A'|^2 |B'|^2 \langle \Phi |_{A''L_A} \langle \Phi |_{B''L_B} \left( (U_{A''}^g \otimes V_{B''}^h)^\dagger \rho_{A''B''} (U_{A''}^g \otimes V_{B''}^h) \right) \]

\[ \otimes \mathcal{N}_{A'B'\rightarrow AB}(\Phi_{LA'A'} \otimes \Phi_{B'L_B})(\Phi)_{A''L_A} \otimes |\Phi\rangle_{B''L_B} \] \hspace{1cm} (3.112)

\[ = |A'|^2 |B'|^2 \langle \Phi |_{A''L_A} \langle \Phi |_{B''L_B} \left( (U_{A''}^g \otimes V_{B''}^h)^\dagger \rho_{LA'B'} (U_{A''}^g \otimes V_{B''}^h) \right)^* \]

\[ \mathcal{N}_{A'B'\rightarrow AB}(\Phi_{LA'A'} \otimes \Phi_{B'L_B})(\Phi)_{A''L_A} \otimes |\Phi\rangle_{B''L_B}. \] \hspace{1cm} (3.113)

The first three equalities follow by substitution and some rewriting. The fourth equality follows from the fact that

\[ \langle \Phi |_{A'A} M_A = \langle \Phi |_{A'A} M_A^* \] \hspace{1cm} (3.116)

for any operator \( M \) and where \( * \) denotes the complex conjugate, taken with respect to the basis in which \( |\Phi\rangle_{A'A} \) is defined. Continuing, we have that

\[ \frac{(3.115)}{= |A'| |B'| \text{Tr}_{LA'LB'} \left\{ [ (U_{A''}^g \otimes V_{B''}^h)^\dagger \rho_{LA'B'} (U_{A''}^g \otimes V_{B''}^h) ]^* \mathcal{N}_{A'B'\rightarrow AB}(\Phi_{LA'A'} \otimes \Phi_{B'L_B}) \right\} \]

\[ = |A'| |B'| \text{Tr}_{LA'LB'} \left\{ \mathcal{N}_{A'B'\rightarrow AB} \left[ (U_{A''}^g \otimes V_{B''}^h)^\dagger \rho_{A'B'} (U_{A''}^g \otimes V_{B''}^h) \right]^* (\Phi_{LA'A'} \otimes \Phi_{B'L_B}) \right\} \] \hspace{1cm} (3.117)

\[ = \mathcal{N}_{A'B'\rightarrow AB} \left[ (U_{A''}^g \otimes V_{B''}^h)^\dagger \rho_{A'B'} (U_{A''}^g \otimes V_{B''}^h) \right]^* \] \hspace{1cm} (3.118)

\[ = \mathcal{N}_{A'B'\rightarrow AB} \left( (U_{A''}^g \otimes V_{B''}^h)^\dagger \rho_{A'B'} (U_{A''}^g \otimes V_{B''}^h) \right) \] \hspace{1cm} (3.119)

\[ = \mathcal{N}_{A'B'\rightarrow AB} \left( (U_{A''}^g \otimes V_{B''}^h)^\dagger \rho_{A'B'} (U_{A''}^g \otimes V_{B''}^h) \right) \] \hspace{1cm} (3.120)

\[ = (W_{A''}^g \otimes T_{B''}^h)^\dagger \mathcal{N}_{A'B'\rightarrow AB} (\rho_{A''B''}) (W_{A''}^g \otimes T_{B''}^h) \] \hspace{1cm} (3.121)

The first equality follows because \( |A| \langle \Phi |_{A'A} (1_{A'} \otimes M_{AB}) |\Phi\rangle_{A'A} = \text{Tr}_A \{M_{AB} \} \) for any operator \( M_{AB} \). The second equality follows by applying the conjugate transpose of (3.116). The final
equality follows from the covariance property of the channel.

Thus, if the receivers finally perform the unitaries $W^{g,h}_A \otimes T^{g,h}_B$ upon receiving $g$ and $h$ via a classical channel from the senders, then the output of the protocol is $\mathcal{N}_{A'B' \rightarrow AB}(\rho_{A'B'})$, so that this protocol simulates the action of the channel $\mathcal{N}$ on the state $\rho$. ■

We now establish an upper bound on the entanglement generation rate of any $(n,M,\varepsilon)$ PPT-assisted protocol that employs a bidirectional PPT-simulable channel.

**Theorem 3.3** For a fixed $n$, $|M| \in \mathbb{N}$, $\varepsilon \in (0,1)$, the following strong converse bound holds for an $(n,Q,\varepsilon)$ protocol for PPT-assisted entanglement generation over a bidirectional PPT-simulable quantum channel $\mathcal{N}$ with an associated resource state $\hat{\rho}_{\hat{S}_A \hat{S}_B}$, Definition 3.4,

$$\forall \alpha > 1, \quad Q \leq \widetilde{R}_\alpha(\hat{S}_A; \hat{S}_B) + \frac{1}{\alpha(\alpha-1)} \log_2 \left( \frac{1}{1-\varepsilon} \right)$$

(3.122)

such that $Q = \frac{1}{n} \log_2 |M|$, where $\widetilde{R}_\alpha(\hat{S}_A; \hat{S}_B)$ is the sandwiched Rains information (2.87) of the state $\hat{\rho}_{\hat{S}_A \hat{S}_B}$.

**Proof.** The first few steps are similar to those in the proof of Theorem 3.1. From Section 3.2.2, we have that

$$\text{Tr}\{\Phi_{MMB}\omega_{MMB}\} \geq 1 - \varepsilon,$$

(3.123)

while [46, Lemma 2] implies that

$$\forall \sigma_{MMB} \in \text{PPT}'(M_A:\hat{S}_B), \quad \text{Tr}\{\Phi_{MMB}\sigma_{MMB}\} \leq \frac{1}{|M|}.$$  

(3.124)

Under an “entanglement test”, which is a measurement with POVM $\{\Phi_{MMB}, \mathbb{1}_{MMB} - \Phi_{MMB}\}$, and applying the data processing inequality for the sandwiched Rényi relative entropy, we find that, for all $\alpha > 1$,

$$\log_2 |M| \leq \widetilde{R}_\alpha(M_A; M_B) + \frac{\alpha}{\alpha-1} \log_2 \left( \frac{1}{1-\varepsilon} \right).$$

(3.125)

The sandwiched Rains relative entropy is monotonically non-increasing under the action of PPT-
preserving channels and vanishing for a PPT state. Applying Lemma 3.1, we find that

\[ \tilde{R}_\alpha(M_A; M_B) \omega \leq n \sup_{\rho_{L_A A' B'L_B}} \left[ \tilde{R}_\alpha(L_A A' B'L_B)_{N(\rho)} - \tilde{R}_\alpha(L_A A'; B'L_B)_{\rho} \right]. \tag{3.126} \]

As stated in Definition 3.4, a PPT-simulable bidirectional channel \( N_{A'B'\rightarrow AB} \) with an associated resource state \( \theta_{\hat{S}_A S_B} \) is such that, for any input state \( \rho'_{A'B'} \),

\[ N_{A'B'\rightarrow AB} (\rho'_{A'B'}) = \mathcal{P}_{S_A A'B'S_B\rightarrow AB} (\rho'_{A'B'} \otimes \theta_{\hat{S}_A S_B}). \tag{3.127} \]

Then, for any input state \( \omega'_{L_A A'B'L_B} \),

\[ \tilde{R}_\alpha(L_A A'; BLB)_{\mathcal{P}(\omega' \otimes \theta)} - \tilde{R}_\alpha(L_A A'; B'L_B)_{\omega'} \leq \tilde{R}_\alpha(L_A A'; B'\hat{S}_B L_B)_{\omega' \otimes \theta} - \tilde{R}_\alpha(L_A A'; B'L_B)_{\omega'} \tag{3.128} \]

\[ \leq \tilde{R}_\alpha(L_A A'; B'L_B)_{\omega'} + \tilde{R}_\alpha(\hat{S}_A; \hat{S}_B)_{\theta} - \tilde{R}_\alpha(L_A A'; B'L_B)_{\omega'} \tag{3.129} \]

\[ = \tilde{R}_\alpha(\hat{S}_A; \hat{S}_B)_{\theta}. \tag{3.130} \]

The first inequality follows from monotonicity of \( \tilde{R}_\alpha \) with respect to PPT-preserving channels. The second inequality follows because \( \tilde{R}_\alpha \) is sub-additive with respect to tensor-product states.

Applying the bound in (3.130) to (3.126), we find that

\[ \tilde{R}_\alpha(M_A; M_B) \omega \leq n \tilde{R}_\alpha(\hat{S}_A; \hat{S}_B)_{\theta}. \tag{3.131} \]

Combining (3.125) and (3.131), we get the desired inequality in (3.122).

Now we establish an upper bound on the secret key rate of an \((n, |K|, \varepsilon)\) secret-key-agreement protocol that employs a bidirectional teleportation-simulable channel.

**Theorem 3.4** For a fixed \( n, |K| \in \mathbb{N}, \varepsilon \in (0, 1) \), the following strong converse bound holds for an \((n, P, \varepsilon)\) protocol for secret key agreement over a bidirectional teleportation-simulable quantum
channel $N$ with an associated resource state $\theta_{\hat{S}_A\hat{S}_B}$:

$$\forall \alpha > 1, \quad P \leq \bar{E}_\alpha(\hat{S}_A; \hat{S}_B)_\theta + \frac{\alpha}{n(\alpha - 1)} \log_2 \left( \frac{1}{1 - \varepsilon} \right)$$

(3.132)

such that $P = \frac{1}{n} \log_2 |K|$, where $\bar{E}_\alpha(\hat{S}_A; \hat{S}_B)_\theta$ is the sandwiched relative entropy of entanglement (2.95) of the state $\theta_{\hat{S}_A\hat{S}_B}$.

**Proof.** As stated in Definition 3.4, a bidirectional teleportation-simulable channel $N_{A' \rightarrow AB}$ is such that, for any input state $\rho'_{A'B'}$,

$$N_{A' \rightarrow AB} (\rho'_{A'B'}) = \mathcal{L}_{\hat{S}_A; \hat{S}_B \rightarrow AB} \left( \rho'_{A'B'} \otimes \theta_{\hat{S}_A\hat{S}_B} \right).$$

(3.133)

Then, for any input state $\omega'_{L_{AA'}B'B'}$:

$$\tilde{E}_\alpha(L_{AA'}; BL_B)_{\mathcal{L}(\omega' \otimes \theta)} - \tilde{E}_\alpha(L_{AA'}; B'L_B)_{\omega'} \leq \tilde{E}_\alpha(L_{AA'}; B'L_B)_{\omega'} - \tilde{E}_\alpha(L_{AA'}; B'L_B)_{\omega'}$$

(3.134)

$$\leq \tilde{E}_\alpha(L_{AA'}; B'L_B)_{\omega'} + \tilde{E}_\alpha(\hat{S}_A; \hat{S}_B)_\theta - \tilde{E}_\alpha(L_{AA'}; B'L_B)_{\omega'}$$

(3.135)

$$= \tilde{E}_\alpha(\hat{S}_A; \hat{S}_B)_\theta.$$  

(3.136)

The first inequality follows from monotonicity of $\tilde{E}_\alpha$ with respect to LOCC channels. The second inequality follows because $\tilde{E}_\alpha$ is sub-additive.

From Section 3.3.2, the following inequality holds for an $(n, P, \varepsilon)$ protocol:

$$F(\omega_{S_AK_AK_BS_B}, \gamma_{S_AK_AK_BS_B}) \geq 1 - \varepsilon,$$  

(3.137)

for some bipartite private state $\gamma_{S_AK_AK_BS_B}$ with key dimension $|K|$. From Section 2.7, $\omega_{S_AK_AK_BS_B}$ passes a $\gamma$-privacy test with probability at least $1 - \varepsilon$, whereas any $\tau_{S_AK_AK_BS_B} \in \text{SEP}(S_AK_A : K_BS_B)$ does not pass with probability greater than $\frac{1}{|K|}$ [79]. Making use of the results in [80, Section 5.2],
we conclude that

\[
\log_2 |K| \leq \tilde{E}_\alpha(S_A K_A; K_B S_B) + \frac{\alpha}{\alpha - 1} \log_2 \left( \frac{1}{1 - \varepsilon} \right) .
\] 

(3.138)

Now we can follow steps similar to those in the proof of Theorem 3.3 in order to arrive at (3.132).

\[\blacksquare\]

We can also establish the following weak converse bounds, by combining the above approach with that in [54, Section 3.5]:

**Remark 3.7** The following weak converse bound holds for an \((n, Q, \varepsilon)\) PPT-assisted bidirectional quantum communication protocol (Section 3.2.2) that employs a bidirectional PPT-simulable quantum channel \(\mathcal{N}\) with an associated resource state \(\theta_{\hat{S}_A \hat{S}_B}\)

\[
(1 - \varepsilon)Q \leq R(\hat{S}_A; \hat{S}_B)_\theta + \frac{1}{n} h_2(\varepsilon),
\]

(3.139)

where \(R(\hat{S}_A; \hat{S}_B)_\theta\) is defined in (2.85) and \(h_2(\varepsilon) := -\varepsilon \log_2 \varepsilon - (1 - \varepsilon) \log_2 (1 - \varepsilon)\).

**Remark 3.8** The following weak converse bound holds for an \((n, P, \varepsilon)\) LOCC-assisted bidirectional secret key agreement protocol (see Section 3.3.2) that employs a bidirectional teleportation-simulable quantum channel \(\mathcal{N}_{A'B' \rightarrow AB}\) with an associated resource state \(\theta_{\hat{S}_A \hat{S}_B}\)

\[
(1 - \varepsilon)P \leq E(\hat{S}_A; \hat{S}_B)_\theta + \frac{1}{n} h_2(\varepsilon),
\]

(3.140)

where \(E(\hat{S}_A; \hat{S}_B)_\theta\) is defined in (2.96).

Since every LOCC channel \(L_{\hat{S}_A A' \hat{S}_B B' \rightarrow AB}\) acting with respect to the bipartite cut \(\hat{S}_A A' : B' \hat{S}_B\) is also a PPT-preserving channel with the partial transposition action on \(B' \hat{S}_B\), it follows that bidirectional teleportation-simulable channels are also bidirectional PPT-simulable channels. Based on Proposition 3.3, Theorem 3.3, Theorem 3.4, and the limits \(n \to \infty\) and then \(\alpha \to 1\) (in this order),\(^2\) we can then conclude the following strong converse bounds:

\(^2\)One could also set \(\alpha = 1 + 1/\sqrt{n}\) and then take the limit \(n \to \infty\).
Corollary 3.5 If a bidirectional quantum channel $\mathcal{N}$ is bicovariant (Definition 3.6), then

$$\tilde{Q}_{\text{PPT}}^{2\to2}(\mathcal{N}) \leq R(L_A; B_\theta)_{\theta},$$

and

$$\tilde{P}_{\text{LOCC}}^{2\to2}(\mathcal{N}) \leq E(L_A; B_\theta),$$

where $\theta_{L_A B L_B} = \mathcal{N}_{A'B' \rightarrow AB}(\Phi_{L_A A'} \otimes \Phi_{B'B_B})$, and $\tilde{Q}_{\text{PPT}}^{2\to2}(\mathcal{N})$ and $\tilde{P}_{\text{LOCC}}^{2\to2}(\mathcal{N})$ denote the strong converse PPT-assisted bidirectional quantum capacity and strong converse LOCC-assisted bidirectional secret-key-agreement capacity, respectively, of a bidirectional channel $\mathcal{N}$.

3.5 Conclusion

In this chapter, we mainly focused on two different information processing tasks: entanglement distillation and secret key distillation using bipartite quantum interactions or bidirectional channels. We determined several bounds on the entanglement and secret-key-agreement capacities of bipartite quantum interactions. In deriving these bounds, we described communication protocols in the bidirectional setting, related to those discussed in [84] and which generalize related point-to-point communication protocols. We defined an entanglement measure called the bidirectional max-Rains information of a bidirectional channel and showed that it is a strong converse upper bound on the PPT-assisted quantum capacity of the given bidirectional channel. We also defined a related entanglement measure called the bidirectional max-relative entropy of entanglement and showed that it is a strong converse bound on the LOCC-assisted secret-key-agreement capacity of a given bidirectional channel. When the bidirectional channels are either teleportation- or PPT-simulable, the upper bounds on the bidirectional quantum and bidirectional secret-key-agreement capacities depend only on the entanglement of an underlying resource state. If a bidirectional channel is bicovariant, then the underlying resource state can be taken to be the Choi state of the bidirectional channel.
Chapter 4  Fundamental Limits on Quantum Dynamics Based on Entropy Change

Entropy is a fundamental quantity that is of wide interest in physics and information theory \cite{24,28,136,137}. Many natural phenomena are described according to laws based on entropy, like the second law of thermodynamics \cite{138–140}, entropic uncertainty relations in quantum mechanics and information theory \cite{9,141–144}, and area laws in black holes and condensed matter physics \cite{35,145–147}.

No quantum system can be perfectly isolated from its environment. The interaction of a system with its environment generates correlations between the system and the environment. In realistic situations, instead of isolated systems, we must deal with open quantum systems, that is, systems whose environment is not under the control of the observer. The interaction between the system and the environment can cause a loss of information as a result of decoherence, dissipation, or decay phenomena \cite{22,148,149}. The rate of entropy change quantifies the flow of information between the system and its environment.

In this chapter, we focus on the von Neumann entropy, which is defined for a system in the state \( \rho \) as \( S(\rho) := -\text{Tr}\{\rho \log \rho\} \)

\(^1\), and from here onwards we refer to it as the entropy. The entropy is monotonically non-decreasing under doubly-stochastic, also called unital, physical evolutions \cite{150,151}. This has restricted the use of entropy change in the characterization of quantum dynamics only to unital dynamics \cite{152–155}. Recently, \cite{33} gave a lower bound on the entropy change for any positive trace-preserving map. Lower bounds on the entropy change have also been discussed in \cite{152,155–157} for certain classes of time evolution. Natural questions that arise are as follows: what are the limits placed by the bound\(^2\) on the entropy change on the dynamics of a system, and can it be used to characterize evolution processes?

\(^1\)In this chapter, we particularly use natural logarithm in the definition of the entropy and the relative entropy.

\(^2\)Specifically, we consider the bound in \cite[Theorem 1]{33} as it holds for arbitrary evolution of both finite- and infinite-dimensional systems.
We delve into these questions, at first, by inspecting another pertinent question: at what rate does the entropy of a quantum system change? Although the answer is known for Markovian one-parameter semigroup dynamics of a finite-dimensional system with full-rank states [158], the answer in full generality has not yet been given. In [159], the result of [158] was extended to infinite-dimensional systems with full-rank states undergoing Markovian one-parameter semigroup dynamics (cf., [160]). We now prove that the formula derived in [158] holds not only for finite-dimensional quantum systems undergoing Markovian one-parameter semigroup dynamics, but also for arbitrary dynamics of both finite- and infinite-dimensional systems with states of arbitrary rank. We then derive a lower bound on the rate of entropy change for any memoryless quantum evolution, also called a quantum Markov process. This lower bound is a witness of non-unitality in quantum Markov processes. Interestingly, this lower bound also helps us to derive witnesses for the presence of memory effects, i.e., non-Markovianity, in quantum dynamics. We compare one of our witnesses to the well-known Breuer-Laine-Piilo (BLP) measure [161] of non-Markovianity for two common examples. As it turns out, in one of the examples, our witness detects non-Markovianity even when the BLP measure does not, while for the other example our measure agrees with the BLP measure. We also provide bounds on the entropy change of a system. These bounds are witnesses of how non-unitary an evolution process is. We use one of these witnesses to propose a measure of non-unitarity for unital evolutions and discuss some of its properties.

The organization of the chapter is as follows. In Section 4.1, we introduce some definitions and facts for continuous variable systems that are not covered in Chapter 2. In Section 4.2, we discuss the explicit form (Theorem 4.1) for the rate of entropy change of a system in any state undergoing arbitrary time evolution. In Section 4.3, we briefly review quantum Markov processes. We state Theorem 4.2, which provides a lower limit on the rate of entropy change for quantum Markov processes. We show that this lower limit provides a witness of non-unitality. We also discuss the implications of the lower limit on the rate of entropy change in the context of bosonic Gaussian dynamics (Section 4.3.1). In Section 4.4, based on the necessary conditions for the Markovianity of quantum processes as stated in Theorem 4.2, we define some witnesses of non-Markovianity and also a couple of measures of non-Markovianity based on these witnesses. We apply these witnesses to two common examples of non-Markovian dynamics (Section 4.4.1 and Section 4.4.1) and illustrate...
that they can detect non-Markovianity. In Section 4.4.1, we consider an example of a non-unital quantum non-Markov process whose non-Markovianity goes undetected by the BLP measure while it is detected by our witness. In Section 4.5, we derive an upper bound on entropy change for unital evolutions. We also show the monotonic behavior of the entropy for a wider class of operations than previously known. In Section 4.6, we define a measure of non-unitarity for any unital evolution. We also discuss properties of the measure of non-unitarity.

4.1 Preliminaries

In this section, we add few more standard notations, definitions, and facts to the discussion in Chapter 2 because of subtleties that come when dealing with continuous variable systems, which are associated to separable, infinite-dimensional Hilbert spaces.

The dimension \( \dim(\mathcal{H}) \) of the Hilbert space \( \mathcal{H} \) is equal to \(+\infty\) in the case that \( \mathcal{H} \) is a separable, infinite-dimensional Hilbert space. The subset of \( \mathcal{B}(\mathcal{H}) \) containing all trace-class operators is denoted by \( \mathcal{B}_1(\mathcal{H}) \). Let \( \mathcal{B}^+_1(\mathcal{H}) := \mathcal{B}_+(\mathcal{H}) \cap \mathcal{B}_1(\mathcal{H}) \).

The adjoint \( M^\dagger : \mathcal{B}(\mathcal{H}_B) \to \mathcal{B}(\mathcal{H}_A) \) of a linear map \( M : \mathcal{B}_1(\mathcal{H}_A) \to \mathcal{B}_1(\mathcal{H}_B) \) is the unique linear map that satisfies

\[
\forall X_A \in \mathcal{B}_1(\mathcal{H}_A), Y_B \in \mathcal{B}(\mathcal{H}_B) : \langle Y_B, N(X_A) \rangle = \langle N^\dagger(Y_B), X_A \rangle,
\]

where \( \langle C, D \rangle = \text{Tr}\{C^\dagger D\} \) is the Hilbert-Schmidt inner product.

The von Neumann entropy of a state \( \rho_A \) of a quantum system \( A \) is defined as

\[
S(A)_\rho := S(\rho_A) = -\text{Tr}\{\rho_A \log \rho_A\}, \tag{4.2}
\]

where \( \log \) denotes the natural logarithm. In general, the state of an infinite-dimensional quantum system need not have finite entropy [162]. For any finite-dimensional system \( A \), the entropy is upper-bounded by \( \log |A| \).

The quantum relative entropy of any two density operators \( \rho, \sigma \in \mathcal{D}(\mathcal{H}) \) is defined as [56,163,164]

\[
D(\rho||\sigma) = \sum_{i,j} |\langle \phi_i | \psi_j \rangle|^2 \left[ p(i) \log \left( \frac{p(i)}{q(j)} \right) \right], \tag{4.3}
\]
where $\rho = \sum_i p(i) |\phi_i\rangle \langle \phi_i|$ and $\sigma = \sum_j q(j) |\psi_j\rangle \langle \psi_j|$ are spectral decompositions of $\rho$ and $\sigma$, respectively, with both $\{ |\phi_i\rangle \}, \{ |\psi_j\rangle \} \in \text{ONB}(\mathcal{H})$ (cf. (2.49)). From the above definition, it is clear that $D(\rho\|\sigma) = +\infty$ if $\text{supp}(\rho) \not\subseteq \text{supp}(\sigma)$.

For any two positive semi-definite operators $\rho, \sigma \in \mathcal{B}_1^+(\mathcal{H})$, $D(\rho\|\sigma) \geq 0$ if $\text{Tr}\{\rho\} \geq \text{Tr}\{\sigma\}$, $D(\rho\|\sigma) = 0$ if and only if $\rho = \sigma$, and $D(\rho\|\sigma) < 0$ if $\rho < \sigma$. The quantum relative entropy is non-increasing under the action of positive trace-preserving maps [57], that is, $D(\rho\|\sigma) \geq D(\mathcal{N}(\rho)\|\mathcal{N}(\sigma))$ for any two density operators $\rho, \sigma \in \mathcal{D}(\mathcal{H})$ and positive trace-preserving map $\mathcal{N} : \mathcal{B}_1^+(\mathcal{H}) \to \mathcal{B}_1^+(\mathcal{H}')$.

We now define entropy change, which is the main focus of this chapter.

**Definition 4.1 (Entropy change)** Let $\mathcal{N} : \mathcal{B}_1^+(\mathcal{H}) \to \mathcal{B}_1^+(\mathcal{H}')$ be a positive trace-non-increasing map. The entropy change $\Delta S(\rho, \mathcal{N})$ of a system in the state $\rho \in \mathcal{D}(\mathcal{H})$ under the action of $\mathcal{N}$ is defined as

$$\Delta S(\rho, \mathcal{N}) := S(\mathcal{N}(\rho)) - S(\rho)$$

(4.4)

whenever $S(\rho)$ and $S(\mathcal{N}(\rho))$ are finite.

It should be noted that $\mathcal{N}(\rho)$ is a sub-normalized state, i.e., $\text{Tr}\{\mathcal{N}(\rho)\} \leq 1$, if $\mathcal{N}$ is a positive trace-non-increasing map.

It is well known that the entropy change $\Delta S(\rho, \mathcal{N})$ of $\rho$ is non-negative, i.e., the entropy is non-decreasing, under the action of a positive, sub-unital, and trace-preserving map $\mathcal{N}$ [150, 151] (see also [33, Section III], [165, Theorem 4.2.2]). Recently, a refined statement of this result was made in [33], which is the following:

**Lemma 4.1 (Lower bound on entropy change)** Let $\mathcal{N} : \mathcal{B}_1^+(\mathcal{H}) \to \mathcal{B}_1^+(\mathcal{H}')$ be a positive, trace-preserving map. Then, for all $\rho \in \mathcal{D}(\mathcal{H})$,

$$\Delta S(\rho, \mathcal{N}) \geq D(\rho\|\mathcal{N}^\dagger \circ \mathcal{N}(\rho))$$

(4.5)

**Proof.** Using the definition (4.1) of the adjoint, we obtain

$$\Delta S(\rho, \mathcal{N}) = S(\mathcal{N}(\rho)) - S(\rho) = \text{Tr}\{\rho \log \rho\} - \text{Tr}\{\mathcal{N}(\rho) \log \mathcal{N}(\rho)\}$$

(4.6)
Then

$$\Delta S(\rho, \mathcal{N}) = \text{Tr}\{\rho \log \rho\} - \text{Tr} \left\{ \rho \mathcal{N}^{\dagger} (\log \mathcal{N}(\rho)) \right\}$$

$$\geq \text{Tr}\{\rho \log \rho\} - \text{Tr} \left\{ \rho \log \left[ \mathcal{N}^{\dagger} \circ \mathcal{N}(\rho) \right] \right\}$$

$$= D \left( \rho \| \mathcal{N}^{\dagger} \circ \mathcal{N}(\rho) \right).$$

(4.7)

The inequality follows from Lemma 2.2 applied to $\mathcal{N}^{\dagger}$, which is positive and sub-unital since $\mathcal{N}$ is positive and trace non-increasing.

Lemma 4.1 gives a tight lower bound on the entropy change. As an example of a map saturating the inequality (4.5), let us take the partial trace $\mathcal{N}_{AB \rightarrow B} = \text{Tr}_A$, which is a quantum channel that corresponds to discarding system $A$ from the composite system $AB$. Its adjoint is $\mathcal{N}^{\dagger}(\rho_B) = 1_A \otimes \rho_B$. Then, one notices that $S(\mathcal{N}(\rho_{AB})) = S(\rho_B) - S(\rho_{AB}) = D(\rho_{AB} \| 1_A \otimes \rho_B) = D \left( \rho_{AB} \| \mathcal{N}^{\dagger} \circ \mathcal{N}(\rho_{AB}) \right)$.

4.2 Quantum dynamics and the rate of entropy change

In general, physical systems are dynamical and undergo evolution processes with time. An evolution process for an isolated and closed system is unitary. However, no quantum system can remain isolated from its environment. There is always an interaction between a system and its environment. The joint evolution of the system and environment is considered to be a unitary operation whereas the local evolution of the system alone can be non-unitary. This non-unitarity causes a flow of information between the system and the environment, which can change the entropy of the system.

For any dynamical system with associated Hilbert space $\mathcal{H}$, the state of the system depends on time. The time evolution of the state $\rho_t$ of the system at an instant $t$ is determined by $\frac{d\rho_t}{dt}$ when it is well defined$^3$. The state $\rho_T$ at some later time $t = T$ is determined by the initial state $\rho_0$, the evolution process, and the time duration of the evolution. Since the time evolution is a physical process, the following condition holds for all $t$:

$$\text{Tr} \{ \dot{\rho}_t \} = 0.$$

(4.8)

$^3$By this, we mean that each matrix element of $\rho_t$ is differentiable with respect to $t$. 
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where $\dot{\rho}_t := \frac{d\rho_t}{dt}$.

It is known from [158, 166] that for any finite-dimensional system the following formula for the rate of entropy change holds for any state $\rho_t$ whose kernel remains the same at all times and whose support $\Pi_t$ is differentiable:

$$\frac{d}{dt} S(\rho_t) = - \text{Tr} \left\{ \dot{\rho}_t \log \rho_t \right\}.$$ (4.9)

The above formula has also been applied to infinite-dimensional systems for Gaussian states evolving under a quantum diffusion semigroup [159, 160] whose kernels do not change in time.

Here, we derive the formula (4.9) for states $\rho_t$ having fewer restrictions, which generalizes the statements from [158, 166]. In particular, we show that the formula (4.9) can be applied to quantum dynamical processes in which the kernel of the state changes with time, which can happen because the state has time-dependent support.

**Theorem 4.1** For any quantum dynamical process with $\dim(\mathcal{H}) < +\infty$, the rate of entropy change is given by

$$\frac{d}{dt} S(\rho_t) = - \text{Tr} \left\{ \dot{\rho}_t \log \rho_t \right\},$$ (4.10)

whenever $\dot{\rho}_t$ is well defined. The above formula also holds when $\dim(\mathcal{H}) = +\infty$ if $\dot{\rho}_t \log \rho_t$ is trace-class and the sum of the time derivative of the eigenvalues of $\rho_t$ is uniformly convergent\(^4\) on some neighborhood of $t$, however small.

**Proof.** Let $\text{Spec}(\rho_t)$ be the set of all eigenvalues of $\rho_t \in \mathcal{D}(\mathcal{H})$, including those in its kernel. Let

$$\rho_t = \sum_{\lambda(t) \in \text{Spec}(\rho_t)} \lambda(t) P_\lambda(t)$$ (4.11)

be a spectral decomposition of $\rho_t$, where the sum of the projections $P_\lambda(t)$ corresponding to $\lambda(t)$ is

$$\sum_{\lambda(t) \in \text{Spec}(\rho_t)} P_\lambda(t) = 1_{\mathcal{H}}.$$ (4.12)

The following assumptions suffice to arrive at the statement of the theorem when $\dim(\mathcal{H}) = +\infty$. We assume that $\dot{\rho}_t$ is well defined. We further assume that $\sum_{\lambda(t) \in \text{Spec}(\rho_t)} \dot{\lambda}(t)$ is uniformly con-

\(^4\)Uniform convergence is defined as stated in [167, Definition 7.7].
vergent on some neighborhood of $t$, and $\dot{\rho}_t \log \rho_t$ is trace-class. Note that when $\dim(\mathcal{H}) < +\infty$, 
$\sum_{\lambda(t) \in \text{Spec}(\rho_t)} \dot{\lambda}(t)$ and $\dot{\rho}_t \log \rho_t$ are always uniformly convergent and trace-class, respectively.

Now, let us define the function $s : [0, \infty) \times (-1, \infty) \to (0, \infty)$ by

$$s(t, h) := \text{Tr}\{\rho_t^{1+h}\} = \sum_{\lambda(t) \in \text{Spec}(\rho_t)} \lambda(t)^{1+h}. \quad (4.13)$$

Noting that $\frac{d}{dx} a^x = a^x \log a$ for all $a > 0$ and $x \in \mathbb{R}$, we get

$$\frac{d}{dh} \rho_t^{h+1} = \rho_t^{h+1} \log \rho_t. \quad (4.14)$$

Applying (2.11) in Section 2.2.1, we find that

$$\frac{d}{dt}s(t, h) = \frac{d}{dt} \text{Tr}\{\rho_t^{h+1}\} = (h + 1) \text{Tr}\{\rho_t^h \dot{\rho}_t\}, \quad (4.15)$$

$$\frac{d}{dh}s(t, h) = \frac{d}{dh} \text{Tr}\{\rho_t^{h+1}\} = \text{Tr}\{\rho_t^{h+1} \log \rho_t\}. \quad (4.16)$$

Then the entropy is

$$S(\rho_t) = -\frac{d}{dh}s(t, h)\Bigg|_{h=0} = -\text{Tr}\{\rho_t \log \rho_t\} = -\sum_{\lambda(t) \in \text{Spec}(\rho_t)} \lambda(t) \log \lambda(t), \quad (4.17)$$

where by definition $0 \log 0 = 0$.

Note that $\rho_t^h$ is an infinitely differentiable function of $h$, i.e., a smooth function of $h$, and a differentiable function of $t$ for all $t, h$. Also, the trace is a continuous function. Since $\frac{d}{dh} \frac{d}{dt}s(t, h)$ exists and is continuous for all $(t, h) \in [0, \infty) \times (-1, \infty)$, the following exchange of derivatives holds for all $(t, h) \in (0, \infty) \times (-1, \infty)$:

$$\frac{d}{dh} \left[ \frac{d}{dt}s(t, h) \right] = \frac{d}{dt} \left[ \frac{d}{dh}s(t, h) \right]. \quad (4.18)$$

This implies that

$$\frac{d}{dh} \left[ \frac{d}{dt}s(t, h) \right] \Bigg|_{h=0} = \frac{d}{dt} \left[ \frac{d}{dh}s(t, h) \right] \Bigg|_{h=0}. \quad (4.19)$$
From (4.15), we notice that \( \frac{d}{dt}s(t, h) \) is a smooth function of \( h \). Therefore, the Taylor series expansion of this function in the neighborhood of \( h = 0 \) is

\[
\frac{d}{dt}s(t, h) = \frac{d}{dt}s(t, h) \bigg|_{h=0} + \frac{d}{dh} \left( \frac{d}{dt}s(t, h) \right) \bigg|_{h=0} h + O(h^2).
\] (4.20)

From (4.13), we find:

\[
\frac{d}{dt}s(t, h) \bigg|_{h=0} = \frac{d}{dt} \left[ \sum_{\lambda(t) \in \text{Spec}(\rho_t)} \lambda(t)^{1+h} \right] \bigg|_{h=0} = \sum_{\lambda(t) \in \text{Spec}(\rho_t)} \frac{d}{dt} \left[ \lambda(t)^{1+h} \right] \bigg|_{h=0} \] (4.21)

\[
= \sum_{\lambda(t) \neq 0} \left[ (1 + h)\lambda(t)^h \dot{\lambda}(t) \right] \bigg|_{h=0} \] (4.22)

\[
= \sum_{\lambda(t) \neq 0} \dot{\lambda}(t).
\] (4.23)

The second equality follows from [167, Theorem 7.17] due to the uniform convergence of \( \sum_{\lambda(t) \in \text{Spec}(\rho_t)} \dot{\lambda}(t) \) on some neighborhood of \( t \). To obtain the last equality, we use the following fact: since \( \lambda(t) \geq 0 \) for all \( t \) and \( \lambda(t) \) is differentiable, if \( \lambda(t^*) = 0 \) for some time \( t = t^* \in (0, \infty) \), then \( \dot{\lambda}(t^*) = 0 \). From (4.15) and (4.23), we obtain

\[
\text{Tr}\{\Pi_t \dot{\rho}_t\} = \sum_{\lambda(t) \neq 0} \dot{\lambda}(t) = \frac{d}{dt} \sum_{\lambda(t) \neq 0} \lambda(t) = \frac{d}{dt} \text{Tr}\{\rho_t\} = 0,
\] (4.24)

where \( \Pi_t \) is the projection onto the support of \( \rho_t \). The second equality holds because \( \dot{\lambda}(t^*) = 0 \) whenever \( \lambda(t^*) = 0 \) for all \( \lambda(t^*) \in \text{Spec}(\rho_{t^*}) \) and all \( t^* \in (0, \infty) \).

Employing (2.12), we find that

\[
\frac{d}{dh} \left( \frac{d}{dt}s(t, h) \right) = \frac{d}{dh}\left[(h + 1) \text{Tr}\{\rho_t^h \dot{\rho}_t\}\right]
\]

\[= \text{Tr}\{\rho_t^h \dot{\rho}_t\} + (h + 1) \text{Tr}\left\{ [\rho_t^h \log \rho_t] \dot{\rho}_t \right\}.
\] (4.25)
Therefore,

\[-\frac{d}{dt} S(\rho_t) = \frac{d}{dt} \left[ \left. \frac{d}{dh} s(t, h) \right|_{h=0} \right] \]  
\[(4.27)\]

\[= \frac{d}{dh} \left[ \left. \frac{d}{dt} s(t, h) \right|_{h=0} \right] \]  
\[(4.28)\]

\[= \text{Tr}\{\Pi_t \dot{\rho}_t\} + \text{Tr}\{\dot{\rho}_t \Pi_t \log \rho_t\} \]  
\[(4.29)\]

\[= \text{Tr}\{\dot{\rho}_t \log \rho_t\}, \]  
\[(4.30)\]

where to obtain the last equality we used (4.24) and the fact that \(\log \rho_t\) is defined on supp(\(\rho_t\)). This concludes the proof.

As an immediate application of Theorem 4.1, consider a closed system consisting of a system of interest \(A\) and a bath (environment) system \(E\) in a pure state \(\psi_{AE}\), for which the time evolution is given by a bipartite unitary \(U_{AE}\), a special case of bipartite quantum interactions (Chapter 3). Under unitary evolution, the entropy of the composite system \(AE\) does not change. Also, for a pure state, the entropy of the composite system is zero, and \(S(\rho_A) = S(\rho_E)\), where \(\rho_A\) and \(\rho_E\) are the reduced states of the systems \(A\) and \(E\), respectively. Now, it is often of interest to determine the amount of entanglement in the reduced state \(\rho_A\) of the system \(A\). Several measures of entanglement have been proposed [63], among which the entanglement of formation [50,168], the distillable entanglement [50,102], and the relative entropy of entanglement [93,169] all reduce to the entropy \(S(\rho_A)\) of the system \(A\) in the case of a closed bipartite system [170]. Thus, in this case, the rate of entropy change of the system \(A\) is equal to the rate of entanglement change (with respect to the aforementioned entanglement measures) caused by unitary time evolution of the pure state of the composite system, and Theorem 4.1 provides a general expression for this rate of entanglement change.

In Appendix C, we discuss how (4.10) generalizes the development in [158, 166]. We consider examples of dynamical processes in which the support and/or the rank of the state change with time, but the formula (4.10) is still applicable according to the above theorem.
4.3 Open quantum system and Markovian dynamics

The dynamics of an open quantum system can be categorized into two broad classes, quantum Markov processes and quantum non-Markov processes, based on whether the evolution process exhibits memoryless behavior or has memory effects.

Here, we consider the dynamics of an open quantum system in the time interval \( I = [t_1, t_2) \subset \mathbb{R} \) for \( t_1 < t_2 \). We assume that the state \( \rho_t \in \mathcal{D}(\mathcal{H}) \) of the system at time \( t \in I \) satisfies the following differential master equation:

\[
\dot{\rho}_t = \mathcal{L}_t(\rho_t) \quad \forall \ t \in I, \tag{4.31}
\]

where \( \mathcal{L}_t \) is called the generator [171], or Liouvillian, of the dynamics and can in general be time-dependent [172]. A state \( \rho_{eq} \) is called a fixed point, or invariant state of the dynamics, if \( \dot{\rho}_{eq} = 0 \), or

\[
\mathcal{L}_t(\rho_{eq}) = 0 \quad \forall \ t \in I. \tag{4.32}
\]

In general, the evolution of systems governed by the master equation (4.31) is given by the two-parameter family \( \{\mathcal{M}_{t,s}\}_{t,s \in I} \) of maps \( \mathcal{M}_{t,s} : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H}) \) defined by [22]

\[
\mathcal{M}_{t,s} = \mathcal{T} \exp \left[ \int_s^t \mathcal{L}_\tau \, d\tau \right] \quad \forall \ s, t \in I, \ s \leq t, \quad \mathcal{M}_{t,t} = \text{id} \quad \forall \ t \in I, \tag{4.33}
\]

where \( \mathcal{T} \) is the time-ordering operator, so that the state \( \rho_t \) of the system at time \( t \) is obtained from the state of the system at time \( s \leq t \) as \( \rho_t = \mathcal{M}_{t,s}(\rho_s) \). The maps \( \{\mathcal{M}_{t,s}\}_{t \geq s} \) satisfy the following composition law:

\[
\forall \ s \leq r \leq t : \quad \mathcal{M}_{t,s} = \mathcal{M}_{t,r} \circ \mathcal{M}_{r,s}, \tag{4.34}
\]

\[
\forall \ t \in I : \quad \mathcal{M}_{t,t} = \text{id}, \tag{4.35}
\]

and in terms of these maps the generator \( \mathcal{L}_t \) is given by

\[
\mathcal{L}_t = \lim_{\varepsilon \to 0^+} \frac{\mathcal{M}_{t+\varepsilon,t} - \text{id}}{\varepsilon}. \tag{4.36}
\]

For the maps \( \{\mathcal{M}_{t,s}\}_{t \geq s} \) to represent physical evolution, they must be trace-preserving. This implies
that for all $\rho \in \mathcal{D}(\mathcal{H})$ the generator $L_t$ has to satisfy

$$\text{Tr} [L_t(\rho)] = 0 \quad \forall \ t \in I.$$  \hfill (4.37)

When the intermediate maps $M_{t,r}$ and $M_{r,s}$ are positive and trace-preserving for all $s \leq r \leq t$, the condition (4.34) is called P-divisibility. If the intermediate maps $M_{t,r}$ and $M_{r,s}$ are CPTP (i.e., quantum channels) for all $s \leq r \leq t$, the condition (4.34) is called CP-divisibility [173, 174]. Based on the notion of CP-divisibility, we consider the following definition of a quantum Markov process, which was introduced in [175].

**Definition 4.2 (Quantum Markov process)** *The dynamics of a system in a time interval $I$ are called a quantum Markov process when they are governed by (4.31) and they are CP-divisible (i.e., the intermediate maps in (4.34) are CPTP).*

An important fact is that the dynamics governed by the master equation (4.31) are CP-divisible (hence Markovian) if and only if the generator $L_t$ of the dynamics has the Lindblad form

$$L_t(\rho) = -\iota[H(t), \rho] + \sum_i \gamma_i(t) \left[ A_i(t)\rho A_i^\dagger(t) - \frac{1}{2} \{A_i^\dagger(t)A_i(t), \rho\} \right],$$  \hfill (4.38)

with $H(t)$ a self-adjoint operator and $\gamma_i(t) \geq 0$ for all $i$ and for all $t \in I$. The operators $A_i(t)$ are called Lindblad operators. In the time-independent case, this result was independently obtained by Gorini et al. [176] for finite-dimensional systems and by Lindblad [177] for infinite-dimensional systems. For a proof of this result in the time-dependent scenario, see [22, 154]. In finite dimensions, necessary and sufficient conditions for $L_t$ to be written in Lindblad form have been given in [178]. It should be noted that in general, for some physical processes, $\gamma_i(t)$ can be temporarily negative for some $i$ and the overall evolution still CPTP [179, 180].

Given the generator $L_t$ of the dynamics (4.31) and the corresponding positive trace-preserving maps $\{M_{s,t}\}_{s,t \in I}$, it holds that the adjoint maps $\{M_{s,t}^\dagger\}_{s,t \in I}$ are positive and unital. Furthermore, the adjoint maps $\{M_{s,t}^\dagger\}_{s,t \in I}$ are generated by $L_t^\dagger$, where $L_t^\dagger$ is the adjoint of $L_t$. The Lindblad form
(4.38) of the generator $L_t^\dagger$ is

$$L_t^\dagger(X) = \iota[H(t), X] + \sum_i \gamma_i(t) \left(A_i^\dagger(t)XA_i(t) - \frac{1}{2} \{X, A_i^\dagger(t)A_i(t)\} \right) \quad \forall X \in \mathcal{B}$. \hspace{1cm} (4.39)$$

Now, let us consider the rate of entropy change $\frac{d}{dt} S(\rho_t)$ of a system in state $\rho_t$ at time $t$ evolving under dynamics with Liouvillian $L_t$. Theorem 4.1 implies the following equality:

$$\frac{d}{dt} S(\rho_t) = -\text{Tr}\left\{L_t(\rho_t) \log \rho_t\right\} \quad \forall t \in I. \hspace{1cm} (4.40)$$

We now derive a limitation on the rate of entropy change of quantum Markov processes using the lower bound in Lemma 4.1 on entropy change.

**Theorem 4.2 (Lower limit on the rate of entropy change)** The rate of entropy change of any quantum Markov process (Definition 4.2) is lower bounded as

$$\frac{d}{dt} S(\rho_t) \geq -\lim_{\varepsilon \to 0^+} \frac{d}{d\varepsilon} \text{Tr}\left\{\Pi_t \left((\mathcal{M}_{t+\varepsilon,t})^\dagger \circ \mathcal{M}_{t+\varepsilon,t}(\rho_t)\right)\right\} = -\text{Tr}\left\{\Pi_t L_t^\dagger(\rho_t)\right\}, \hspace{1cm} (4.41)$$

where $\Pi_t$ is the projection onto the support of the state $\rho_t$ of a system. In general, (4.41) also holds for dynamics that obey (4.31) and are $P$-divisible.

**Proof.** First, since the system is governed by (4.31), so $\rho_{t+\varepsilon} = \mathcal{M}_{t+\varepsilon,t}(\rho_t)$ for any $\varepsilon > 0$. Also, since $\mathcal{M}_{t+\varepsilon,t}$ is CPTP (hence positive and trace-preserving), we can apply Lemma 4.1 to get the following inequality

$$S(\mathcal{M}_{t+\varepsilon,t}(\rho_t)) - S(\rho_t) \geq D(\rho_t || (\mathcal{M}_{t+\varepsilon,t})^\dagger \circ \mathcal{M}_{t+\varepsilon,t}(\rho_t)) \hspace{1cm} (4.42)$$
Therefore, by definition of the derivative, we obtain

\[
\frac{d}{dt}S(\rho_t) = \lim_{\varepsilon \to 0^+} \frac{S(\rho_{t+\varepsilon}) - S(\rho_t)}{\varepsilon} \quad (4.43)
\]

\[
\geq \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} D\left(\rho_t \left\| (\mathcal{M}_{t+\varepsilon,t})^\dagger \circ \mathcal{M}_{t+\varepsilon,t}(\rho_t)\right\|ight) \quad (4.44)
\]

\[
= \lim_{\varepsilon \to 0^+} \frac{-S(\rho_t) - \text{Tr}\left\{ \rho_t \log \left[ (\mathcal{M}_{t+\varepsilon,t})^\dagger \circ \mathcal{M}_{t+\varepsilon,t}(\rho_t)\right]\right\}}{\varepsilon} \quad (4.45)
\]

\[
= -\lim_{\varepsilon \to 0^+} \frac{d}{d\varepsilon} \text{Tr}\left\{ \rho_t \log \left[ (\mathcal{M}_{t+\varepsilon,t})^\dagger \circ \mathcal{M}_{t+\varepsilon,t}(\rho_t)\right]\right\} \quad (4.46)
\]

\[
= -\lim_{\varepsilon \to 0^+} \frac{d}{d\varepsilon} \text{Tr}\left\{ \Pi_t (\mathcal{M}_{t+\varepsilon,t})^\dagger \circ \mathcal{M}_{t+\varepsilon,t}(\rho_t)\right\}, \quad (4.47)
\]

where we used the definition of the derivative to get (4.46) from (4.45). From Section 2.2.1, and noting that \(\lim_{\varepsilon \to 0} (\mathcal{M}_{t+\varepsilon,t})^\dagger \circ \mathcal{M}_{t+\varepsilon,t}(\rho_t) = \rho_t\), we arrive at (4.48). Then, using the definition of the adjoint and the master equation (4.31), we get

\[
-\lim_{\varepsilon \to 0^+} \frac{d}{d\varepsilon} \text{Tr}\left\{ \Pi_t (\mathcal{M}_{t+\varepsilon,t})^\dagger \circ \mathcal{M}_{t+\varepsilon,t}(\rho_t)\right\}
= -\lim_{\varepsilon \to 0^+} \frac{d}{d\varepsilon} \text{Tr}\left\{ \Pi_t (\Pi_t) M_{t+\varepsilon,t}(\rho_t) + M_{t+\varepsilon,t}(\Pi_t) \left( \frac{d}{d\varepsilon} M_{t+\varepsilon,t}(\rho_t) \right)\right\}. \quad (4.51)
\]

Employing (4.36) and the fact that \(\mathcal{M}_{t,t} = \text{id}\) for all \(t \in I\), we get

\[
\mathcal{L}_t = \lim_{\varepsilon \to 0^+} \frac{\mathcal{M}_{t+\varepsilon,t} - \text{id}}{\varepsilon} = \lim_{\varepsilon \to 0^+} \frac{d}{d\varepsilon} \mathcal{M}_{t+\varepsilon,t}. \quad (4.52)
\]

Therefore,

\[
-\lim_{\varepsilon \to 0^+} \frac{d}{d\varepsilon} \text{Tr}\left\{ \Pi_t (\mathcal{M}_{t+\varepsilon,t})^\dagger \circ \mathcal{M}_{t+\varepsilon,t}(\rho_t)\right\}
= -\text{Tr}\left\{ \mathcal{L}_t(\Pi_t) \rho_t + \Pi_t \mathcal{L}_t(\rho_t)\right\}
= -\text{Tr}\left\{ \Pi_t \mathcal{L}_t^\dagger(\rho_t)\right\}, \quad (4.54)
\]
where we used the fact (4.24) that \( \text{Tr}\{\Pi_t L_t(\rho_t)\} = \text{Tr}\{\Pi_t \dot{\rho}_t\} = 0. \)

Quantum dynamics obeying (4.31) are unital in a time interval \( I \) if \( L_t(\mathbb{1}) = 0 \) for all \( t \in I \), which implies that \( \text{Tr}\{\Pi_t \mathcal{L}^\dagger_t(\rho_t)\} = 0 \) for any initial state \( \rho_0 \) and for all \( t \in I \). The deviation of \( \text{Tr}\{\Pi_t \mathcal{L}^\dagger_t(\rho_t)\} \) from zero is therefore a witness of non-unitality at time \( t \).

**Remark 4.1** When \( \rho_t > 0 \), the rate of entropy change of any quantum Markov process is lower bounded as

\[
\frac{d}{dt} S(\rho_t) \geq \lim_{\varepsilon \to 0} \frac{d}{d\varepsilon} \text{Tr} \left\{ (\mathcal{M}_{t+\varepsilon,t})^\dagger \circ \mathcal{M}_{t+\varepsilon,t}(\rho_t) \right\} = -\text{Tr}\{\mathcal{L}^\dagger_t(\rho_t)\}. \tag{4.55}
\]

Given a quantum Markov process and a state described by a density operator \( \rho_t > 0 \) that is not a fixed (invariant) state of the dynamics, we can make the following statements for \( t \in I \) and for all \( \varepsilon > 0 \) such that \( [t, t+\varepsilon) \subset I \):

(i) If \( \mathcal{M}_{t+\varepsilon,t} \) is strictly sub-unital, i.e., \( \mathcal{M}_{t+\varepsilon,t}(\mathbb{1}) < \mathbb{1} \), then its adjoint is trace non-increasing, which means that \( \text{Tr}\{\mathcal{L}^\dagger_t(\rho_t)\} < 0 \). This implies that the rate of entropy change is strictly positive for strictly sub-unital Markovian dynamics.

(ii) If \( \mathcal{M}_{t+\varepsilon,t} \) is unital, i.e., \( \mathcal{M}_{t+\varepsilon,t}(\mathbb{1}) = \mathbb{1} \), then its adjoint is trace-preserving, which means that \( \text{Tr}\{\mathcal{L}^\dagger_t(\rho_t)\} = 0 \). This implies that the rate of entropy change is non-negative for unital Markovian dynamics.

(iii) If \( \mathcal{M}_{t+\varepsilon,t} \) is strictly super-unital, i.e., \( \mathcal{M}_{t+\varepsilon,t}(\mathbb{1}) > \mathbb{1} \), then its adjoint is trace-increasing, which means that \( \text{Tr}\{\mathcal{L}^\dagger_t(\rho_t)\} > 0 \). This implies that it is possible for the rate of entropy change to be negative for strictly super-unital Markovian dynamics.

Using the Lindblad form of \( \mathcal{L}^\dagger_t \) in (4.39), we find that

\[
\text{Tr}\{\mathcal{L}^\dagger_t(\rho_t)\} = \sum_i \gamma_i(t) \left\langle \left[ A_i(t), A_i^\dagger(t) \right] \right\rangle_{\rho_t} \tag{4.56}
\]

where \( \langle A \rangle_\rho = \text{Tr}\{A\rho\} \). Using this expression, the lower bound on the rate of entropy change for quantum Markov processes when the state \( \rho_t > 0 \) is

\[
\frac{d}{dt} S(\rho_t) \geq \sum_i \gamma_i(t) \left\langle \left[ A_i^\dagger(t), A_i(t) \right] \right\rangle_{\rho_t}. \tag{4.57}
\]
The inequality (4.57) was first derived in [181] and recently discussed in [182].

When the generator \( \mathcal{L}_t \equiv \mathcal{L} \) is time-independent and \( I = [0, \infty) \), it holds that the time evolution from time \( s \in I \) to time \( t \in I \) is determined merely by the time difference \( t - s \), that is, \( \mathcal{M}_{t,s} = \mathcal{M}_{t-s,0} \) for all \( t \geq s \). The evolution of the system is then determined by a one-parameter semi-group. Let \( \mathcal{M}_t := \mathcal{M}_{t,0} \) for all \( t \geq 0 \).

**Remark 4.2** If the dynamics of a system are unital and can be represented by a one-parameter semi-group \( \{ \mathcal{M}_t \}_{t \geq 0} \) of quantum channels such that the generator \( \mathcal{L} \) is self-adjoint, then for \( \rho_0 > 0 \),

\[
- \text{Tr}\{\rho_0 \log \rho_2t\} \leq S(\rho_t) \leq - \text{Tr}\{\rho_{2t} \log \rho_0\}.
\] (4.58)

This follows from Lemma 2.2, (4.1), and the fact that \( \mathcal{M}_t^\dagger = \mathcal{M}_t \). In particular,

\[
S(\rho_t) = S(\mathcal{M}_t(\rho_0)) = - \text{Tr}\{\mathcal{M}_t(\rho_0) \log \mathcal{M}_t(\rho_0)\} \leq - \text{Tr}\{\mathcal{M}_t(\rho_0) \mathcal{M}_t(\log \rho_0)\} = - \text{Tr}\{\mathcal{M}_t(\rho_0) \log \rho_0\}.
\] (4.59)

\[
= - \text{Tr}\{\mathcal{M}_t^\dagger \circ \mathcal{M}_t(\rho_0) \log \rho_0\}.
\] (4.60)

\[
= - \text{Tr}\{\rho_{2t} \log \rho_0\}.
\] (4.61)

Similarly,

\[
S(\rho_t) = S(\mathcal{M}_t(\rho_0)) = - \text{Tr}\{\mathcal{M}_t(\rho_0) \log \mathcal{M}_t(\rho_0)\} = - \text{Tr}\{\rho_0 \mathcal{M}_t^\dagger(\log \mathcal{M}_t(\rho_0))\} \geq - \text{Tr}\{\rho_0 \log (\mathcal{M}_t^\dagger \circ \mathcal{M}_t(\rho_0))\}.
\] (4.62)

\[
= - \text{Tr}\{\rho_0 \log \rho_{2t}\}.
\] (4.63)

**Remark 4.3** If the dynamics of a system are unital and can be represented by a one-parameter semi-group \( \{ \mathcal{M}_t \}_{t \geq 0} \) of quantum channels such that the generator \( \mathcal{L} \) is self-adjoint, then the entropy change is lower bounded as

\[
S(\rho_t) - S(\rho_0) \geq D(\rho_0 \| \rho_{2t}).
\] (4.65)

This follows using Lemma 4.1. Under certain assumptions, when the dynamics of a system are described by Davies maps [183], the same lower bound (4.65) holds for the entropy change [156].
From the above remark, notice that the entropy change in a time interval \([0,t]\) is lower bounded by the relative entropy between the initial state \(\rho_0\) and the evolved state \(\rho_{2t}\) after time \(2t\). In the context of information theory, the relative entropy has an operational meaning as the optimal type-II error exponent (in the asymptotic limit) in asymmetric quantum hypothesis testing \([184, 185]\). The entropy change in the time interval \([0,t]\) is thus an upper bound on the optimal type-II error exponent, where \(\rho_0\) is the null hypothesis and \(\rho_{2t}\) is the alternate hypothesis.

**Remark 4.4** Consider evolution of an open bipartite quantum system \(AB\) given by two-parameter family \(\{\mathcal{M}_{t,s}\}_{t,s \in I}\) of maps \(\mathcal{M}_{t,s} : \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H})\), where \(\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B\), as defined in (4.33). Furthermore, assume that the dynamics are CP-divisible, meaning that the intermediate maps \(\mathcal{M}_{t,r}\) and \(\mathcal{M}_{r,s}\) are CPTP for all \(s \leq r \leq t\). In other words, we are assuming that the dynamics of the given bipartite system is a quantum Markov process. Note that entangling abilities of such bipartite interactions are limited by the bounds derived in Chapters 3 (see also [186] in the context of an open quantum system).

4.3.1 Bosonic Gaussian dynamics

Here we consider Gaussian dynamics that can be represented by the one-parameter family \(\{\mathcal{G}_t\}_{t \geq 0}\) of phase-insensitive bosonic Gaussian channels \(\mathcal{G}_t\) (cf. [187]). It is known that all phase-insensitive gauge-covariant single-mode bosonic Gaussian channels form a one-parameter semi-group [188]. The Liouvillian for such Gaussian dynamics is time-independent and has the following form:

\[
\mathcal{L} = \gamma_+ \mathcal{L}_+ + \gamma_- \mathcal{L}_- ,
\]

(4.66)

where

\[
\mathcal{L}_+(\rho) = \hat{a} \rho \hat{a}^\dagger - \frac{1}{2} \{ \hat{a} \hat{a}^\dagger , \rho \} ,
\]

(4.67)

\[
\mathcal{L}_-(\rho) = \hat{a}^\dagger \rho \hat{a} - \frac{1}{2} \{ \hat{a}^\dagger \hat{a} , \rho \} ,
\]

(4.68)
\( \hat{a} \) is the field-mode annihilation operator of the system, and the following commutation relation holds for bosonic systems:

\[
[\hat{a}, \hat{a}^\dagger] = 1.
\] (4.69)

The state \( \rho_t \) of the system at time \( t \) is

\[
\rho_t = \mathcal{G}_t(\rho_0) = e^{t \mathcal{L}}(\rho_0).
\] (4.70)

The thermal state \( \rho_{th}(N) \) with mean photon number \( N \) is defined as

\[
\rho_{th}(N) := \frac{1}{N + 1} \sum_{n=0}^{\infty} \left( \frac{N}{N + 1} \right)^n |n\rangle\langle n|,
\] (4.71)

where \( N \geq 0 \) and \( \{|n\rangle\}_n \) is the orthonormal, photonic number-state basis. Using (4.56), we get

\[
- \text{Tr}\{\mathcal{L}^\dagger(\rho_t)\} = -\gamma_+ \langle [\hat{a}^\dagger, \hat{a}] \rangle_{\rho_t} - \gamma_- \langle [\hat{a}, \hat{a}^\dagger] \rangle_{\rho_t}
\]

\[
= \gamma_+ - \gamma_-.
\] (4.72)

Therefore, by Remark 4.1, if \( \rho_t > 0 \), then

\[
\frac{dS(\mathcal{G}_t(\rho_0))}{dt} \geq \gamma_+ - \gamma_-.
\] (4.74)

The lower bound \( \gamma_+ - \gamma_- \) is a witness of non-unitality. It is positive for strictly sub-unital, zero for unital, and negative for strictly super-unital dynamics. For example, when the dynamics are represented by a family \( \{\mathcal{A}_t\}_{t \geq 0} \) of noisy amplifier channels \( \mathcal{A}_t \) with thermal noise \( \rho_{th}(N) \), then \( \gamma_+ = N + 1 \) and \( \gamma_- = N \), which implies that the dynamics are strictly sub-unital. When the dynamics are represented by a family \( \{\mathcal{B}_t\}_{t \geq 0} \) of lossy channels \( \mathcal{B}_t \) (i.e., beamsplitters) with thermal noise \( \rho_{th}(N) \), then \( \gamma_+ = N, \gamma_- = N + 1 \), which implies that the dynamics are strictly super-unital. When the dynamics are represented by a family \( \{\mathcal{C}_t\}_{t \geq 0} \) of additive Gaussian noise channels \( \mathcal{C}_t \), then \( \gamma_+ = \gamma_- \), which implies that the dynamics are unital.
4.4 Quantum non-Markovian processes

Dynamics of a quantum system that are not a quantum Markov process as stated in Definition 4.2 are called a quantum non-Markov process. Among these two classes of quantum dynamics, non-Markov processes are not well understood and have attracted increased focus over the past decade. Some examples of applications of quantum Markov processes are in the fields of quantum optics, semiconductors in condensed matter physics, the quantum mechanical description of Brownian motion, whereas some examples where quantum non-Markov processes have been applied are in the study of a damped harmonic oscillator, or a damped driven two-level atom [22, 148, 149].

There can be several tests derived from the properties of quantum Markov processes, the satisfaction of which gives witnesses of non-Markovianity. Based on Theorem 4.2, we mention here a few tests that will always fail for a quantum Markov process. Passing of these tests guarantees that the dynamics are non-Markovian.

An immediate consequence of Theorem 4.2 is that only a quantum non-Markov process can pass any of the following tests:

(a) \[
\frac{d}{dt} S(\rho_t) + \lim_{\varepsilon \to 0^+} \frac{d}{d\varepsilon} \text{Tr} \left\{ \Pi_t \left( (M_{t+\varepsilon,t})^\dagger \circ M_{t+\varepsilon,t} (\rho_t) \right) \right\} < 0. \tag{4.75}
\]

(b) \[
\frac{d}{dt} S(\rho_t) + \text{Tr} \left\{ \Pi_t L_t^\dagger (\rho_t) \right\} < 0. \tag{4.76}
\]

(c) \[
\lim_{\varepsilon \to 0^+} \frac{d}{d\varepsilon} \text{Tr} \left\{ \Pi_t \left( (M_{t+\varepsilon,t})^\dagger \circ M_{t+\varepsilon,t} (\rho_t) \right) \right\} \neq \text{Tr} \left\{ \Pi_t L_t^\dagger (\rho_t) \right\}. \tag{4.77}
\]

If the dynamics of the system satisfy any of the above tests, then the process is non-Markovian. Based on the description of the dynamics and the state of the system, one can choose which test to apply. In the case of unital dynamics, (4.75) and (4.76) reduce to \( \frac{d}{dt} S(\rho_t) < 0. \) The observation that the negativity of the rate of entropy change is a witness of non-Markovianity for random unitary processes, which are a particular kind of unital processes, was made in [189].

Based on the above witnesses of non-Markovianity, we can introduce different measures of non-
Markovianity for physical processes. Here, we define two measures of non-Markovianity that are based on the channel and generator representation of the dynamics of the system:

1. $$C_M(\mathcal{L}) := \max_{\rho_0} \sum_{t} \int_{t^*}^{t} \left| \frac{dS(\rho_t)}{dt} + \text{Tr} \left\{ \Pi_t \mathcal{L}_i^t(\rho_t) \right\} \right| < 0$$ (4.78)

2. $$C_M(\mathcal{M}) := \max_{\rho_0} \sum_{t : f(t) < 0} |f(t)|,$$ (4.79)

where

$$f(t) := \frac{d}{dt} S(\rho_t) + \lim_{\varepsilon \to 0^+} \frac{d}{d\varepsilon} \text{Tr} \left\{ \Pi_t \left( (\mathcal{M}_{t+\varepsilon,t})^\dagger \circ \mathcal{M}_{t+\varepsilon,t}(\rho_t) \right) \right\}.$$. (4.80)

In the case of unital dynamics, the above measures are equal. It should be noted that the above measures of non-Markovianity are not faithful. This is due to the fact that the statements in Theorem 4.2 do not provide sufficient conditions for the evolution to be a quantum Markov process. In other words, if the measure $$C_M$$ (4.78) is non-zero, then the dynamics are non-Markovian, but if it is equal to zero, then that does not in general imply that the dynamics are Markovian.

### 4.4.1 Examples

In this section, we consider two common examples of quantum non-Markov processes: pure decoherence of a qubit system (Section 4.4.1) and a generalized amplitude damping channel (Section 4.4.1). In order to characterize quantum dynamics, several witnesses of non-Markovianity and measures of non-Markovianity based on these witnesses have been proposed [161, 175, 178, 180, 189–197]. Many of these measures are based on the fact that certain quantities are monotone under Markovian dynamics, such as the trace distance between states [161], entanglement measures [175, 191, 192], Fisher information and Bures distance [190, 193, 194], and the volume of states [195]. Among these measures, the one proposed in [175] based on the Choi representation of dynamics is both necessary and sufficient. The measure proposed in [180] is also necessary and sufficient and is based on the values of the decay rates $$\gamma_i(t)$$ appearing in the Lindblad form (4.38) of the Liouvillian of the dynamics.
Here, we compare our measures of non-Markovianity with the widely-considered Breuer-Laine-Piilo (BLP) measure of non-Markovianity [161]. This is a measure of non-Markovianity defined using the trace distance and is based on the fact that the trace distance is monotonically non-increasing under quantum channels. Breuer et al. [161] in 2009 defined Markovianity using CP-divisibility. BLP measure uses the trace distance and exploits the fact that it is monotonically non-increasing under quantum channels. Violation of this monotonicity is thus an indication of non-Markovianity.

Specifically, for a given set \( \{ M_{t,s} \}_{s,t \geq 0} \) of completely positive and trace-preserving maps, their measure is

\[
N = \max_{\rho_1(0), \rho_2(0)} \int_{\sigma \geq 0} \sigma(t, \rho_1(0), \rho_2(0)) \, dt, \tag{4.81}
\]

where \( \sigma(t, \rho_1(0), \rho_2(0)) = \frac{d}{dt} \frac{1}{2} \| \rho_1(t) - \rho_2(t) \|_1 \) and \( \rho_1(t) = M_{t,0} \rho_1(0), \rho_2(t) = M_{t,0} \rho_2(0) \).

Our measure agrees with the BLP measure in the case of pure decoherence of a qubit. In the case of the generalized amplitude damping channel, our witness is able to detect non-Markovianity even when the BLP measure does not.

**Pure decoherence of a qubit system**

Consider a two-level system with ground state \( |-\rangle \) and excited state \( |+\rangle \). This qubit system is allowed to interact with a bosonic environment that is a reservoir of field modes. The time evolution of the qubit system is given by

\[
\frac{d\rho_t}{dt} = -i [H(t), \rho_t] + \gamma(t) \left[ \sigma_- \rho_t \sigma_+ - \frac{1}{2} \{ \sigma_+ \sigma_-, \rho_t \} \right], \tag{4.82}
\]

where \( \sigma_+ = |+\rangle \langle -|, \sigma_- = |-\rangle \langle +| \) and \( t \geq 0 \). If \( H(t) = 0 \), then the system undergoes pure decoherence and the Liouvillian reduces to

\[
\mathcal{L}_t(\rho_t) = \frac{\gamma(t)}{2} (\sigma_z \rho_t \sigma_z - \rho_t), \tag{4.83}
\]

where \( \sigma_z = [\sigma_+, \sigma_-] \). The decoherence rate is given by \( \gamma(t) \), and it can be determined by the spectral density of the reservoir [161].

We can verify that \( \text{Tr}\{ \Pi_t \mathcal{L}_t^\dagger(\rho_t) \} = 0 \) for all \( t \geq 0 \) and any initial state \( \rho_0 \). This implies that the
dynamics are unital for all \( t \geq 0 \). In this case, for \( t > 0 \), our witness (4.76) reduces to \( \frac{d}{dt}S(\rho_t) < 0 \). For qubit systems undergoing the given unital evolution, it holds that \( \rho_t > 0 \) for all \( t > 0 \), and thus for \( t > 0 \) our measures (4.78) and (4.79) are equal and reduce to the measure in [196, Eq. (15)], which was based on the fact that the rate of entropy change is non-negative for unital quantum channels. As stated therein, these measures of non-Markovianity are positive and agree with those obtained by the BLP measure [161, Eq. (11)].

**Generalized amplitude damping channel**

In this example, we consider non-unital dynamics that can be represented as a family of generalized amplitude damping channels \( \{M_t\}_{t \geq 0} \) on a two-level system [194]. These channels have Kraus operators [198]

\[
M_t^1 = \sqrt{p_t} \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{\eta_t} \end{pmatrix}
\]

\[
M_t^2 = \sqrt{p_t} \begin{pmatrix} 0 & \sqrt{1-\eta_t} \\ 0 & 0 \end{pmatrix}
\]

\[
M_t^3 = \sqrt{1-p_t} \begin{pmatrix} \sqrt{\eta_t} & 0 \\ 0 & 1 \end{pmatrix}
\]

\[
M_t^4 = \sqrt{1-p_t} \begin{pmatrix} 0 & 0 \\ \sqrt{1-\eta_t} & 0 \end{pmatrix}
\]

where \( p_t = \cos^2(\omega t) \), \( \omega \in \mathbb{R} \), and \( \eta_t = e^{-t} \). Then, for all \( t \geq 0 \), \( \mathcal{M}_t(\rho) = \sum_{i=1}^4 M_t^i \rho (M_t^i)^\dagger \). \( \mathcal{M}_t \) is unital if and only if \( p_t = \frac{1}{2} \) or \( \eta_t = 1 \). When \( \eta_t = 1 \), \( \mathcal{M}_t = \text{id} \) for all \( \omega \).

It was shown in [194] that the BLP measure [161] does not capture the non-Markovianity of the dynamics given by (4.84).

Let the initial state \( \rho_0 \) be maximally mixed, that is, \( \rho_0 = \frac{1}{2} \mathbb{1} \). The evolution of this state under \( \mathcal{M}_t \) is then

\[
\rho_t := \mathcal{M}_t(\rho_0) = \frac{1}{2} \begin{pmatrix} 1 + W_t & 0 \\ 0 & 1 - W_t \end{pmatrix}
\]

where \( W_t = (2p_t - 1) (1-\eta_t) = \cos(2\omega t)(1-e^{-t}) \). Note that \( \rho_t > 0 \) for all \( t \geq 0 \). The evolution of
these states for an \( \varepsilon > 0 \) time interval is

\[
\rho_{t+\varepsilon} = \mathcal{M}_\varepsilon(\rho_t) = \frac{1}{2} \begin{pmatrix}
1 + W_\varepsilon + \eta_\varepsilon W_t & 0 \\
0 & 1 - W_\varepsilon - \eta_\varepsilon W_t
\end{pmatrix}
\] (4.86)

To check whether or not the given dynamics are non-Markovian, we apply the test in (4.75). First, we evaluate

\[
\mathcal{M}_\varepsilon^\dagger \circ \mathcal{M}_\varepsilon(\rho_t) = \frac{1}{2} \begin{pmatrix}
a_t & 0 \\
0 & b_t
\end{pmatrix},
\] (4.87)

where

\[
a_t := p_t(1 + W_\varepsilon + \eta_\varepsilon W_t) + (1 - p_t) \eta_t(1 + W_\varepsilon + \eta_\varepsilon W_t) + (1 - p_t) (1 - \eta_t)(1 - W_\varepsilon + \eta_\varepsilon W_t)
\] (4.88)

\[
b_t := p_t \eta_t(1 - W_\varepsilon + \eta_\varepsilon W_t) + p_t (1 - \eta_t)(1 + W_\varepsilon + \eta_\varepsilon W_t) + (1 - p_t)(1 - W_\varepsilon + \eta_\varepsilon W_t).
\] (4.89)

Then,

\[
\lim_{\varepsilon \to 0^+} \frac{d}{d \varepsilon} \operatorname{Tr} \{ \mathcal{M}_\varepsilon^\dagger \circ \mathcal{M}_\varepsilon(\rho_t) \} = W_t.
\] (4.90)

We note that the deviation of \( W_t \) from zero is a witness of non-unitality. For a unital process, for any initial state \( \rho_0 \) and for all time \( t \), we have \( \lim_{\varepsilon \to 0^+} \frac{d}{d \varepsilon} \operatorname{Tr} \{ \Pi_t \mathcal{M}_\varepsilon^\dagger \circ \mathcal{M}_\varepsilon(\rho_t) \} = 0 \). For a non-unital process, there will exist some initial state such that for some time \( t \), \( \lim_{\varepsilon \to 0^+} \frac{d}{d \varepsilon} \operatorname{Tr} \{ \Pi_t \mathcal{M}_\varepsilon^\dagger \circ \mathcal{M}_\varepsilon(\rho_t) \} \neq 0 \). Next, we evaluate the entropy of the state \( \rho_t \) to be

\[
S(\rho_t) = -\frac{1}{2} \left[ (1 + W_t) \log \left( \frac{1 + W_t}{2} \right) + (1 - W_t) \log \left( \frac{1 - W_t}{2} \right) \right].
\] (4.91)

This implies that the rate of entropy change is:

\[
\frac{dS(\rho_t)}{dt} = -\frac{1}{2} \frac{dW_t}{dt} \log \left( \frac{1 + W_t}{2} \right) + \frac{1}{2} \frac{dW_t}{dt} \log \left( \frac{1 - W_t}{2} \right)
\] (4.92)

\[
= \frac{1}{2} \frac{dW_t}{dt} \log \left( \frac{1 - W_t}{1 + W_t} \right),
\] (4.93)
Figure 4.1. Negative values of $f$, as given in (4.95), indicate non-Markovianity for $\omega = 5$.

where

$$\frac{d W_t}{d t} = -2 \omega \sin(2\omega t)(1-e^{-t}) + \cos(2\omega t)e^{-t}. \quad (4.94)$$

Therefore, the test in (4.75) reduces to

$$f(t) = -\frac{1}{2} \frac{d W_t}{d t} \log \left[ \frac{1 + W_t}{2} \right] + \frac{1}{2} \frac{d W_t}{d t} \log \left[ \frac{1 - W_t}{2} \right] + W_t < 0, \quad (4.95)$$

where $f$ is defined in (4.80). For values of $\omega$ such that the dynamics are non-unital, we find that $f$ can be negative in several time intervals; for example, see Fig. 4.1 for the case $\omega = 5$.

4.5 Bounds on entropy change

In this section, we derive bounds on how much the entropy of a system can change as a function of the initial state of the system and the evolution it undergoes.

Lemma 4.2 Let $\mathcal{M} : \mathcal{B}_1^+(\mathcal{H}) \rightarrow \mathcal{B}_1^+(\mathcal{H}')$ be a positive, trace-non-increasing map. Then, for all $\rho \in \mathcal{D}(\mathcal{H})$ such that $\mathcal{M}(\rho) > 0$,

$$\Delta S(\rho, \mathcal{M}) \geq D(\rho \| \mathcal{M}^\dagger \circ \mathcal{M}(\rho)). \quad (4.96)$$
**Proof.** Using the definition (4.1) of the adjoint, one obtains

\[
\Delta S(\rho, \mathcal{M}) = S(\mathcal{M}(\rho)) - S(\rho) = \text{Tr}\{\rho \log \rho\} - \text{Tr}\{\mathcal{M}(\rho) \log \mathcal{M}(\rho)\} \\
= \text{Tr}\{\rho \log \rho\} - \text{Tr}\{\rho \mathcal{M}^\dagger (\log \mathcal{M}(\rho))\} \\
\geq \text{Tr}\{\rho \log \rho\} - \text{Tr}\{\rho \log [\mathcal{M}^\dagger \circ \mathcal{M}(\rho)]\} \\
= D(\rho \| \mathcal{M}^\dagger \circ \mathcal{M}(\rho)).
\]

The inequality follows from Lemma 2.2 applied to \(\mathcal{M}^\dagger\), which is positive and sub-unital since \(\mathcal{M}\) is positive and trace non-increasing. \(\blacksquare\)

Note that for a quantum channel \(\mathcal{M}\), \(\Delta S(\rho, \mathcal{M}) = 0\) for all \(\rho\) if and only if \(\rho = \mathcal{M}^\dagger \circ \mathcal{M}(\rho)\), which is true if and only if \(\mathcal{M}\) is a unitary operation [199, Theorem 2.1], [22, Theorem 3.4.1]. We use this fact to provide a measure of non-unitarity in Section 4.6.

As an application of the lower bound in Lemma 4.1, let us suppose that a quantum channel \(\mathcal{E}_{A\rightarrow B}\) can be simulated as follows

\[
\forall \rho_A \in \mathcal{D}(\mathcal{H}_A): \mathcal{E}_{A\rightarrow B}(\rho_A) = \mathcal{F}_{AC\rightarrow B}(\rho_A \otimes \theta_C),
\]

for a fixed (interaction) channel \(\mathcal{F}_{AC\rightarrow B}\) and a fixed ancillary state \(\theta_C\). By applying Lemma 4.1 to \(\mathcal{F}\) and the state \(\rho_A \otimes \theta_C\), we obtain

\[
\Delta S(\rho_A, \mathcal{E}) = S(\mathcal{F}(\rho_A \otimes \theta_C)) - S(\rho_A) \\
\geq S(\rho_A \otimes \theta_C) - S(\rho_A) + D(\rho_A \otimes \theta_C \| \mathcal{F}^\dagger \circ \mathcal{F}(\rho_A \otimes \theta_C)) \\
= S(\theta_C) + D(\rho_A \otimes \theta_C \| \mathcal{F}^\dagger \circ \mathcal{F}(\rho_A \otimes \theta_C)).
\]

Equality holds, i.e., \(\Delta S(\rho, \mathcal{E}) = S(\theta_C)\), if and only if the interaction channel \(\mathcal{F}\) is a unitary interaction. If \(\mathcal{F}\) is a sub-unital channel, then \(\Delta S(\rho, \mathcal{E}) \geq S(\theta_C)\) because the relative entropy term is non-negative. This result is of relevance in the context of quantum channels obeying certain symmetries (see Section 2.4).
Lemma 4.3 Let $\mathcal{M} : \mathcal{B}_+(\mathcal{H}) \to \mathcal{B}_+({\mathcal{H}}')$ be a sub-unital channel. Then, for all $\rho \in \mathcal{D}(\mathcal{H})$ such that $\rho > 0$,
\[
\Delta S(\rho, \mathcal{M}) \leq \text{Tr} \left\{ [\rho - \mathcal{M}^\dagger \circ \mathcal{M}(\rho)] \log \rho \right\}.
\]
(4.102)
This also holds for any positive sub-unital map satisfying the above conditions.

**Proof.** By applying Lemma 2.2 to $\mathcal{M}$, we get
\[
\Delta S(\rho, \mathcal{M}) = \text{Tr} \{\rho \log \rho\} - \text{Tr} \{\mathcal{M}(\rho) \log \mathcal{M}(\rho)\}
\leq \text{Tr} \{\rho \log \rho\} - \text{Tr} \{\mathcal{M}(\rho) \mathcal{M} \log \rho\}.
\]
(4.103)
This concludes the proof. ■

By applying Hölder’s inequality (Lemma 2.1) to this upper bound, we obtain the following.

**Corollary 4.1** Let $\mathcal{M} : \mathcal{B}_+(\mathcal{H}) \to \mathcal{B}_+({\mathcal{H}}')$ be a sub-unital channel. Then, for all $\rho \in \mathcal{D}(\mathcal{H})$ such that $\rho > 0$,
\[
\Delta S(\rho, \mathcal{M}) \leq \|\rho - \mathcal{M}^\dagger \circ \mathcal{M}(\rho)\|_1 \|\log \rho\|_\infty.
\]
(4.104)

Now, assume $\mathcal{M}$ to be a sub-unital quantum sub-operation, then as a consequence of Lemma 4.1 and Corollary 4.1, we have, for all states $\rho > 0$ such that $\mathcal{M}(\rho) > 0$ and the entropies $S(\rho)$ and $S(\mathcal{M}(\rho))$ are finite,
\[
D(\rho \| \mathcal{M}^\dagger \circ \mathcal{M}(\rho)) \leq S(\mathcal{M}(\rho)) - S(\rho) \leq \|\rho - \mathcal{M}^\dagger \circ \mathcal{M}(\rho)\|_1 \|\log \rho\|_\infty.
\]
(4.105)

It is interesting to note that (4.105) implies
\[
\|\rho - \mathcal{M}^\dagger \circ \mathcal{M}(\rho)\|_1 \geq \frac{1}{\|\log \rho\|_\infty} D(\rho \| \mathcal{M}^\dagger \circ \mathcal{M}(\rho))
\]
(4.106)
for a sub-unital quantum sub-operation $\mathcal{M}$ and a state $\rho > 0$ such that $\mathcal{M}(\rho) > 0$. This inequality
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Figure 4.2. The measure $\|D_{2,q}\|_\phi$ of non-unitarity for the qubit depolarizing channel $D_{2,q}$ as a function of the parameter $q \in \left[0, \frac{4}{3}\right]$.

has the reverse form of Pinsker’s inequality [200], which in this case is

$$D \left( \rho \parallel \mathcal{M}^\dagger \circ \mathcal{M} (\rho) \right) \geq \frac{1}{2} \| \rho - \mathcal{M}^\dagger \circ \mathcal{M}(\rho) \|_1^2. \quad (4.107)$$

In general, the relationship between relative entropy and different distance measures, including trace distance, has been studied in [201–203].

4.6 Measure of non-unitarity

In this section, we introduce a measure of non-unitarity for any unital quantum channel that is inspired by the discussion at the end of Section 4.5. A measure of unitarity for channels $\mathcal{M} : \mathcal{D}(\mathcal{H}_A) \to \mathcal{D}(\mathcal{H}_A)$, where $\mathcal{H}_A$ is finite-dimensional, was defined in [204]. A related measure for non-isometricity for sub-unital channels was introduced in [33]. A measure of non-unitarity for a unital channel is a quantity that gives the distinguishability between a given unital channel with respect to any unitary operation. It quantifies the deviation of a given unital evolution from a unitary evolution. These measures are relevant in the context of cryptographic applications [205, 206] and randomized benchmarking [204].

It is known that any unitary evolution is reversible. The adjoint of a unitary operator is also a unitary operator, and a unitary operator and its adjoint are the inverse of each other. These are the distinct properties of any unitary operation. Let $U_{A\to B}$ denote a unitary operator, where $\dim(\mathcal{H}_A) = \dim(\mathcal{H}_B)$. Then a necessary condition for the unitarity of $U_{A\to B}$ is that $(U_{A\to B})^\dagger U_{A\to B} = 1_A$. The
unitary evolution $\mathcal{U}_{A\to B}$ of a quantum state $\rho_A$ is given by

$$
\mathcal{U}_{A\to B}(\rho_A) = \mathcal{U}_{A\to B}(\rho_A) \mathcal{U}_{A\to B}^\dagger.
$$

(4.108)

From the reversibility property of a unitary evolution, it holds that $(\mathcal{U}_{A\to B})^\dagger \circ \mathcal{U}_{A\to B} = \text{id}_A$. It is clear that $(\mathcal{U}_{A\to B})^\dagger$ is also a unitary evolution, and $(\mathcal{U}_{A\to B})^\dagger$ and $\mathcal{U}_{A\to B}$ are the inverse of each other.

Contingent upon the above observation, it is to be noted that a measure of non-unitarity for a unital channel $\mathcal{M}_{A\to B}$ should quantify the deviation of $(\mathcal{M}_{A\to B})^\dagger \circ \mathcal{M}_{A\to B}$ from $\text{id}_A$ and is desired to be a non-negative quantity. We make use of the trace distance, which gives a distinguishability measure between two positive semi-definite operators and appears in the upper bound\footnote{Notice that the lower bound on the entropy change can also be used to arrive at the measure in terms of trace distance by employing Pinsker’s inequality (4.107).} on entropy change for a unital channel (Section 4.5), to define a measure of non-unitarity for a unital channel called the diamond norm of non-unitarity.

**Definition 4.3 (Diamond norm of non-unitarity)** The diamond norm of non-unitarity of a unital channel $\mathcal{M}_{A\to B}$ is a measure that quantifies the deviation of a given unital evolution from a unitary evolution and is defined as

$$
\|\mathcal{M}\|_\odot = \|\text{id} - \mathcal{M}^\dagger \circ \mathcal{M}\|_\diamond,
$$

(4.109)

where the diamond norm $\|\cdot\|_\odot$\footnote{207} of a Hermiticity-preserving map $\mathcal{M}$ is defined as

$$
\|\mathcal{M}\|_\odot = \max_{\rho_{RA} \in \mathcal{D}(\mathcal{H}_{RA})} \|\text{id} \otimes \mathcal{M})(\rho_{RA})\|_1.
$$

(4.110)

In other words,

$$
\|\mathcal{M}\|_\odot = \max_{\rho_{RA} \in \mathcal{D}(\mathcal{H}_{RA})} \|\text{id} \otimes (\text{id} - \mathcal{M}^\dagger \circ \mathcal{M})\)(\rho_{RA})\|_1.
$$

(4.111)

The diamond norm of non-unitarity of any unital channel $\mathcal{M}$ has the following properties:

1. $\|\mathcal{M}\|_\odot \geq 0$.

2. $\|\mathcal{M}\|_\odot = 0$ if and only if $\mathcal{M}^\dagger \circ \mathcal{M} = \text{id}$, i.e., the unital channel $\mathcal{M}$ is unitary.
3. In (4.111), it suffices to take $\rho_{RA}$ to be rank one and to let $\dim(\mathcal{H}_R) = \dim(\mathcal{H}_A)$.

4. $\|\mathcal{M}\|_\Diamond \leq 2$.

Noticing that $\mathcal{M}^\dagger \circ \mathcal{M} : \mathcal{D}(\mathcal{H}_A) \to \mathcal{D}(\mathcal{H}_A)$ is a quantum channel, properties 1, 3, and 4 are direct consequences of the properties of the diamond norm [26]. For property 3, the reference system $R$ has to be comparable with the channel input system $A$, following from the Schmidt decomposition. So $\mathcal{H}_R$ should be countably infinite if $\mathcal{H}_A$ is. Property 2 follows from [199, Theorem 2.1], [22, Theorem 3.4.1].

The diamond norm has an operational interpretation in terms of channel discrimination [23, 26] (see also [208, 209] for state discrimination). Specifically, the optimal success probability $p_{\text{succ}}(\mathcal{M}_1, \mathcal{M}_2)$ of distinguishing between two channels $\mathcal{M}_1$ and $\mathcal{M}_2$ is

$$p_{\text{succ}}(\mathcal{M}_1, \mathcal{M}_2) := \frac{1}{2} \left( 1 + \frac{1}{2} \|\mathcal{M}_1 - \mathcal{M}_2\|_\Diamond \right). \tag{4.112}$$

It follows that the optimal success probability of distinguishing between the identity channel and $\mathcal{M}^\dagger \circ \mathcal{M}$ is

$$p_{\text{succ}}(\text{id}, \mathcal{M}^\dagger \circ \mathcal{M}) = \frac{1}{2} \left( 1 + \frac{1}{2} \|\text{id} - \mathcal{M}^\dagger \circ \mathcal{M}\|_\Diamond \right) \tag{4.113}$$

$$= \frac{1}{2} \left( 1 + \frac{1}{2} \|\mathcal{M}\|_\Diamond \right). \tag{4.114}$$

**Proposition 4.1** Let $\mathcal{M} : \mathcal{D}(\mathcal{H}) \to \mathcal{D}(\mathcal{H})$ be a unital channel. If there exists a unitary operator $U \in \mathcal{B}(\mathcal{H})$ such that

$$\|\mathcal{M} - U\|_\Diamond \leq \delta, \tag{4.115}$$

where $U : \mathcal{D}(\mathcal{H}) \to \mathcal{D}(\mathcal{H})$ is the unitary evolution (4.108) associated with $U$, then $\|\mathcal{M}\|_\Diamond \leq \sqrt{2\delta} + \delta$. 
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Proof. The following relations hold

\begin{align}
\|\text{id} - M^\dagger \circ M\|_\diamond &= \|\text{id} - M^\dagger \circ U + M^\dagger \circ U - M^\dagger \circ M\|_\diamond \\
&\leq \|\text{id} - M^\dagger \circ U\|_\diamond + \|M^\dagger \circ (U - M)\|_\diamond \\
&\leq \|\text{id} - M^\dagger \circ U\|_\diamond + \delta.
\end{align}

To obtain these inequalities, we have used the following properties of the diamond norm [26]:

1. Triangle inequality: \(\|M_1 + M_2\|_\diamond \leq \|M_1\|_\diamond + \|M_2\|_\diamond\).

2. Sub-multiplicativity: \(\|M_1 \circ M_2\|_\diamond \leq \|M_1\|_\diamond \|M_2\|_\diamond\).

3. For all channels \(M\), \(\|M\|_\diamond = 1\).

In particular, to use the third fact, we notice that \(M^\dagger\) is a channel since \(M\) is unital. We have also made use of an assumption that \(\|U - M\|_\diamond \leq \delta\).

Now, from the assumption \(\|U - M\|_\diamond \leq \delta\), it follows by unitary invariance of the diamond norm that

\(\|\text{id} - U^\dagger \circ M\|_\diamond \leq \delta\).

By the operational interpretation of the diamond distance, this means that the success probability of distinguishing the channel \(U^\dagger \circ M\) from the identity channel, using any scheme whatsoever, cannot exceed \(p_{\text{suc}}(\text{id}, U^\dagger \circ M)\) as defined in (4.112). In other words, the success probability cannot exceed \(\frac{1}{2} \left(1 + \frac{1}{2} \delta\right)\). One such scheme is to send in a bipartite state \(|\psi\rangle_{RA}\) on a reference system \(R\) and the system \(A\) on which the channel acts and perform the measurement defined by the positive operator-valued measure (POVM) \(\{(|\psi\rangle\langle\psi|_{RA}, 1_{RA} - |\psi\rangle\langle\psi|_{RA}\}\}. If the outcome of the measurement is \(|\psi\rangle\langle\psi|_{RA}\), then one guesses that the channel is the identity channel, and if the outcome of the measurement is \(1_{RA} - |\psi\rangle\langle\psi|_{RA}\) then one guesses that the channel is \(U^\dagger \circ M\). The success probability of this scheme is

\begin{align}
\frac{1}{2} \left[\text{Tr}\{|\psi\rangle\langle\psi|_{RA} \text{id}_{RA}(|\psi\rangle\langle\psi|_{RA})\} + \text{Tr}\{(1_{RA} - |\psi\rangle\langle\psi|_{RA}) \left[\text{id}_{R} \otimes (U^\dagger \circ M)_{A}\right] (|\psi\rangle\langle\psi|_{RA})\}\right]
\end{align}

\begin{align}
= \frac{1}{2} \left[2 - \langle\psi\rangle_{RA} \left[\text{id}_{R} \otimes (U^\dagger \circ M)_{A}\right] (|\psi\rangle\langle\psi|_{RA}) |\psi\rangle_{RA}\right].
\end{align}
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By employing the above, we get

\[
\frac{1}{2} \left[ 2 - \langle \psi |_{RA} [\text{id}_R \otimes (U^\dagger \circ \mathcal{M})_A] (|\psi\rangle\langle\psi|_{RA}) |\psi\rangle_{RA} \right] \leq \frac{1}{2} \left( 1 + \frac{1}{2} \delta \right) \quad (4.121)
\]

\[
\Leftrightarrow \langle \psi |_{RA} [\text{id}_R \otimes (U^\dagger \circ \mathcal{M})_A] (|\psi\rangle\langle\psi|_{RA}) |\psi\rangle_{RA} \geq 1 - \frac{1}{2} \delta. \quad (4.122)
\]

By employing the definition of the channel adjoint, we find that

\[
\langle \psi |_{RA} [\text{id}_R \otimes (U^\dagger \circ \mathcal{M})_A] (|\psi\rangle\langle\psi|_{RA}) |\psi\rangle_{RA} = \langle \psi |_{RA} [\text{id}_R \otimes (\mathcal{M}^\dagger \circ U)_A] (|\psi\rangle\langle\psi|_{RA}) |\psi\rangle_{RA} \geq 1 - \frac{1}{2} \delta. \quad (4.123)
\]

This holds for all input states, so we can conclude that the following inequality holds:

\[
\min_{\psi_{RA}} \langle \psi |_{RA} [\text{id}_R \otimes (\mathcal{M}^\dagger \circ U)_A] (|\psi\rangle\langle\psi|_{RA}) |\psi\rangle_{RA} \geq 1 - \frac{1}{2} \delta. \quad (4.124)
\]

Now, by the definition (4.110) of the diamond norm, and the fact that it suffices to take the maximization in the definition of the diamond norm over only pure states, we have

\[
\| \text{id} - \mathcal{M}^\dagger \circ U \|_\diamond = \max_{\psi_{RA}} \| [\text{id}_R \otimes (\mathcal{M}^\dagger \circ U)_A] (|\psi\rangle\langle\psi|_{RA}) \|_1. \quad (4.125)
\]

By the Fuchs-van de Graaf inequality [76], we obtain

\[
\| [\text{id}_R \otimes (\mathcal{M}^\dagger \circ U)_A] (|\psi\rangle\langle\psi|_{RA}) \|_1 \leq 2 \left[ 1 - \langle \psi |_{RA} [\text{id}_R \otimes (\mathcal{M}^\dagger \circ U)_A] (|\psi\rangle\langle\psi|_{RA}) |\psi\rangle_{RA} \right]. \quad (4.126)
\]

\[
\| \text{id} - \mathcal{M}^\dagger \circ U \|_\diamond \leq 2 \sqrt{1 - \min_{\psi_{RA}} \langle \psi |_{RA} [\text{id}_R \otimes (\mathcal{M}^\dagger \circ U)_A] (|\psi\rangle\langle\psi|_{RA}) |\psi\rangle_{RA}}. \quad (4.127)
\]

It follows that

\[
\| \text{id} - \mathcal{M}^\dagger \circ U \|_\diamond \leq 2 \sqrt{1 - \min_{\psi_{RA}} \langle \psi |_{RA} [\text{id}_R \otimes (\mathcal{M}^\dagger \circ U)_A] (|\psi\rangle\langle\psi|_{RA}) |\psi\rangle_{RA}}. \quad (4.128)
\]
Using (4.124), we therefore obtain

$$\|\text{id} - M^\dagger \circ U\|_\diamond \leq 2 \sqrt{\frac{1}{2}} \delta = \sqrt{2} \delta.$$  \hspace{1cm} (4.130)

Finally, from (4.118) we arrive at

$$\|\text{id} - M^\dagger \circ M\|_\diamond \leq \sqrt{2} \delta + \delta,$$  \hspace{1cm} (4.131)

as required. 

We can also make qualitative argument for the converse statement to suggest that if the diamond norm of non-unitarity $\|M\|_\diamond$ of a unital channel $M$ is less than $\delta$, then $M$ is close to some unitary evolution (channel) for small $\delta$ \(^6\). Consider that $\|\text{id} - M^\dagger \circ M\|_\diamond \leq \delta$. Then, using tools of channel discrimination in the same way as in the proof of Proposition 4.1, we obtain

$$\forall |\psi\rangle_{RA} : \text{Tr} \left[ |\psi\rangle\langle\psi|_{RA} (\text{id}_R \otimes M^\dagger \circ M)(|\psi\rangle\langle\psi|_{RA}) \right] \geq 1 - \frac{1}{2} \delta,$$  \hspace{1cm} (4.132)

which implies that

$$\text{Tr} \left[ (\text{id}_R \otimes M)(|\psi\rangle\langle\psi|_{RA})^2 \right] \geq 1 - \frac{1}{2} \delta.$$  \hspace{1cm} (4.133)

We know that $\text{Tr}\{\rho^2\} = 1$ for a density operator $\rho$ if and only if it is a pure state, and any deviation of $\text{Tr}\{\rho^2\}$ from unit shows how mixed the state is. Hence, the above inequality (4.133) implies that less noise is introduced in the system $A$ if the unital channel is close to some unitary process.

We now quantify the non-unitarity of the qudit depolarizing channel $\mathcal{D}_{d,q}$ defined as \cite{210}

$$\mathcal{D}_{d,q}(\rho) = (1 - q)\rho + q \frac{1}{d} \text{id} \quad \forall \rho \in \mathcal{D}(\mathcal{H}_A),$$  \hspace{1cm} (4.134)

where $\text{dim}(\mathcal{H}_A) = d$ and $q \in \left[0, \frac{d^2}{d^2 - 1}\right]$. The input state $\rho$ remains invariant with probability $1 - (1 - \frac{1}{d^2}) q$ under the action of $\mathcal{D}_{d,q}$.

\(^6\)A concrete proof of the converse statement of Proposition 4.1 has been derived in an unpublished work with Sumeet Khatri, Mark M. Wilde, and Elton Y. Zhu.
Proposition 4.2 For the depolarizing channel $D_{d,q}$, the diamond norm of non-unitarity is

$$\|D_{d,q}\|_\diamond = 2q(2 - q) \left(1 - \frac{1}{d^2}\right).$$  \hspace{1cm} (4.135)

**Proof.** The result follows directly from [211, Section V.A], but here we provide an alternative proof argument that holds for more general classes of channels.

The depolarizing channel is self-adjoint, that is, $D_{d,q}^\dagger = D_{d,q}$ for all $q$, which means that $D_{d,q}^\dagger \circ D_{d,q} = D_{d,q}^2 = D_{d,2q-q^2}$. Therefore,

$$\|D_{d,q}\|_\diamond = \|\text{id} - D_{d,q}^2\|_\diamond = \|2q - q^2\| \max_{\psi_{A'\!A}} \|\psi_{A'\!A} - \psi_{A'\!A} \otimes \frac{\mathbb{1}}{d}\|_1,$$

where $\psi_{A'\!A} = |\psi\rangle \langle \psi|_{A'\!A}$ is a pure state and $\dim(H_{A'}) = \dim(H_A) = d$.

The identity channel and the depolarizing channel are jointly teleportation-simulable [34, Definition 6] with respect to resource states, which in this case are the respective Choi states (because these channels are also jointly covariant (Definition 2.4, also see [34, Definitions 7 & 12]). It is known that the trace distance is monotonically non-increasing under the action of a quantum channel. Therefore, we can conclude from the form [34, Eq. (3.2)] of the action of jointly teleportation-simulable channels that the diamond norm between any two jointly teleportation-simulable channels is upper bounded by the trace distance between the associated resource states.

Since $\dim(H_A)$ is finite, the maximally entangled state $|\Phi\rangle_{A'\!A} := \frac{1}{\sqrt{d}} \sum_{i=1}^d |i\rangle |i\rangle$, where $\{|i\rangle\}_{i=1}^d \in \text{ONB}(H_A)$, is an optimal state in (4.136). It is known that

$$\frac{1}{d} \otimes \frac{1}{d} = \frac{1}{d^2} \sum_{x=0}^{d^2-1} \sigma_A^x \Phi_{A'\!A} \sigma_A^x,$$

where $\{|\sigma_A^x \Phi_{A'\!A} \sigma_A^x\rangle\}_{x=0}^{d^2-1} \in \text{ONB}(H_{A'\!A})$ and $\{|\sigma^x\rangle\}_{x=0}^{d^2-1}$ forms the Heisenberg-Weyl group (see Ap-
pendix A). We denote the identity element in \( \{\sigma_x^z\}_{x=0}^{d^2-1} \) by \( \sigma^0 \). Using this, we get

\[
\|D_{d,q}\|_{\otimes} = (2q - q^2) \left\| \Phi_{A'A} - \frac{1}{d} \otimes \frac{1}{d} \right\|_1
\]

(4.138)

\[
= (2q - q^2) \left\| \left(1 - \frac{1}{d^2}\right) \Phi_{A'A} - \frac{1}{d^2} \sum_{x=1}^{d^2-1} \sigma_x^A \Phi_{A'A} \sigma_x^A \right\|_1
\]

(4.139)

\[
= (2q - q^2) \left[ \left(1 - \frac{1}{d^2}\right) + \frac{d^2-1}{d^2} \right]
\]

(4.140)

\[
= 2q(2 - q) \left(1 - \frac{1}{d^2}\right).
\]

(4.141)

Hence, we can conclude that \( \|D_{d,q}\|_{\otimes} = 2q(2 - q) \left(1 - \frac{1}{d^2}\right) \). See Fig. 4.2 for a plot of \( \|D_{2,q}\|_{\otimes} \) as a function of \( q \). ■

4.7 Conclusion

In this chapter, we discussed the rate of entropy change of a system undergoing time evolution for arbitrary states and proved that the formula derived in [158] holds for both finite- and infinite-dimensional systems undergoing arbitrary dynamics with states of arbitrary rank. We derived a lower limit on the rate of entropy change for an arbitrary quantum Markov process. We discussed the implications of this lower limit in the context of bosonic Gaussian dynamics. From this lower limit, we also obtained several witnesses of non-Markovianity, which we used in two common examples of non-Markovian dynamics. Interestingly, our witness turned out to be useful in detecting non-Markovianity for given non-unital process, which could not be detected using BLP measure. We generalized the class of operations for which the entropy exhibits monotonic behavior. We also defined a measure of non-unitarity based on bounds on the entropy change, discussed its properties, and evaluated it for the depolarizing channel.
Chapter 5  Reading of Memory Devices: General Protocol and Bounds

One of the primary goals of quantum information theory is to identify limitations on information processing when constrained by the laws of quantum mechanics. In general, quantum information theory uses tools that are universally applicable to the processing of arbitrary quantum systems, which include quantum optical systems, superconducting systems, trapped ions, etc. [21]. The abstract approach to quantum information allows us to explore how to use the principles of quantum mechanics for communication or computation tasks, some of which would not be possible without quantum mechanics.

In [109], a communication protocol was introduced in which a classical message is encoded in a set of unitary operations, and later on, one can read out the information stored in the unitary operations by calling them. Over a decade after [109] was published, this communication model was generalized and studied under the name “quantum reading” in [212], and it was applied to the setting of an optical read-only memory device. An optical read-only memory device is one of the prototypical examples of quantum reading, and for this reason, quantum reading had been mainly considered in the context of optical realizations like CD-ROMs and DVDs [212–216]. In this case, classical bits are encoded in the reflectivity and phase of memory cells, which can be modeled as a collection of pure-loss bosonic channels. More generally and abstractly, a memory cell is a collection of quantum channels, from which an encoder can select to form codewords for the encoding of a classical message. Each quantum channel in a codeword, representing one part of the stored information, is read only once. In subsequent works [213, 217], the model was extended to a memory cell consisting of arbitrary quantum channels. In a quantum reading strategy, one exploits entangled states and collective measurements to help read out a classical message stored in a read-only memory device. In many cases, one can achieve performance better than what can be achieved when using a classical strategy [212].

Some early developments in quantum reading [212] were based on a direct application of developments in quantum channel discrimination [207, 218–225]. However, the past few years have seen

This chapter is entirely based on [34], a joint work with Mark M. Wilde.
some progress in quantum reading: there have been developments in defining protocols for quantum reading (including limited definitions of reading capacity and zero-error reading capacity), giving upper bounds on the rates for classical information readout, achievable rates for memory cells consisting of a particular class of bosonic channels, and details of a quantum measurement that can achieve non-trivial rates for memory cells consisting of a certain class of bosonic channels \[212–217\].

The information-theoretic study of quantum reading is based on considerations coming from quantum Shannon theory, and the most abstract and general way to define the encoding of a classical message in a quantum reading protocol is as mentioned above, a sequence of quantum channels chosen from a given memory cell.

Hitherto, all prior works on quantum reading considered decoding protocols of the following form: A reader possessing a transmitter system entangled with an idler system sends the transmitter system through the coded sequence of quantum channels. Finally, the reader decodes the message by performing a collective measurement on the joint state of the output system and the idler system.

However, the above approach neglects an important consideration: in a quantum reading protocol, the transmitter and receiver are in the same physical location. We can thus refer to both devices as a single device called a transceiver. As a consequence of this physical setup, the most general and natural definition for quantum reading capacity should allow for the transceiver to perform an adaptive operation after each call to the memory, and this is how quantum reading capacity was defined in \[34\].

In general, an adaptive strategy can have a significant advantage over a non-adaptive strategy in the context of quantum channel discrimination \[224\]. Furthermore, a quantum channel discrimination protocol employing a non-adaptive strategy is a special case of one that uses an adaptive strategy. Since quantum reading bears close connections to quantum channel discrimination, we suspect that adaptive operations could help to increase quantum reading capacity in some cases, and this is one contribution of \[34\].

It is to be noted that the physical setup of quantum reading is rather different from that considered in a typical communication problem, in which the sender and receiver are in different physical locations. In this latter case, allowing for adaptive operations represents a different physical model and is thus considered as a different kind of capacity, typically called a feedback-assisted
capacity. However, as advocated above, the physical setup of quantum reading necessitates that there should be no such distinction between capacities: the quantum reading capacity should be defined as it is here, in such a way as to allow for adaptive operations.

Another point of concern with prior work on quantum reading is as follows: so far, all bounds on the quantum reading rate have been derived in the usual setting of quantum Shannon theory, in which the number of uses of the channels tends to infinity (also called the i.i.d. setting, where i.i.d. stands for “independent and identically distributed”). However, it is important for practical purposes to determine rates for quantum reading in the non-asymptotic scenario, i.e., for a finite number of quantum channel uses and a given error probability for decoding. The information-theoretic analysis in the non-asymptotic case is motivated by the fact that in practical scenarios, we have only finite resources at our disposal [17, 226, 227].

The main focus of this chapter is to address some of the concerns mentioned above by giving the most general and natural definition for a quantum reading protocol and quantum reading capacity. We also establish bounds on the rates of quantum reading for wider classes of memory cells in both the asymptotic and non-asymptotic cases. First, we define a quantum reading protocol and quantum reading capacity in the most general setting possible by allowing for adaptive strategies. We give weak-converse, single-letter bounds on the rates of quantum reading protocols that employ either adaptive or non-adaptive strategies for arbitrary memory cells. We also introduce a particular class of memory cell, which we call an environment-parametrized (see Section 5.1 for definitions), for which stronger statements can be made for the rates and capacities in the non-asymptotic situation of a finite number of uses of the channels. It should be noted that a particular kind of environment-parametrized memory cell consists of a collection of channels that are jointly teleportation simulable. Many channels of interest obey these symmetries: some examples are erasure, dephasing, thermal, noisy amplifier, and Pauli channels [50, 80, 125, 126, 228–230]. Here we determine strong converse and second-order bounds on the quantum reading capacities of environment-parametrized memory cells. Based on an example from [224, Section 3], we show in Section 5.5 that there exists a memory cell for which its zero-error reading capacity with adaptive operations is at least $\frac{1}{2}$, but its zero-error reading capacity without adaptive operations is equal to zero. This example emphasizes how reading capacity should be defined in such a way as to allow for adaptive operations, as stressed in
this chapter.

The organization of this chapter is as follows. In Section 5.1, we briefly review the set up of quantum reading protocol as a particular instance of communication protocol over bipartite quantum interaction. We then introduce two of the aforementioned classes of memory cells. In Section 5.2, we define a quantum reading protocol and quantum reading capacity in the most general and natural way. Section 5.3 contains main results, which were briefly summarized in the previous paragraph. In Section 5.4, we calculate quantum reading capacities for a thermal memory cell and for a class of jointly covariant memory cells, including a qudit erasure memory cell and a qudit depolarizing memory cell. In Section 5.5, we provide an example to illustrate the advantage of adaptive operations over non-adaptive operations in the context of zero-error quantum reading capacity. In the final section of the chapter, we conclude and shed some light on possible future work.

5.1 Memory cells with symmetry

In this section, we first review controlled channels as a particular instance of bipartite quantum interactions. This observation leads to the realization that a (quantum) reading protocol is a particular instance of information processing or communication task that uses bipartite quantum interactions of specific forms. Next, we define a broad class of memory cell called environment-parametrized memory cell that is a set of quantum channels obeying certain symmetries.

Throughout this chapter, let $\mathcal{X}$ denote an alphabet of size $|\mathcal{X}|$, where $|\mathcal{X}|$ is finite.

5.1.1 Bipartite interaction and quantum reading

Consider a bipartite quantum interaction between systems $X'$ and $B'$, generated by a Hamiltonian $\hat{H}_{X'B'E'}$, where $E'$ is a bath system, as given by (3.3).

For some distributed quantum computing and information processing tasks where the controlling system (register) $X$ and input system $B'$ are jointly accessible, the following bidirectional channel is relevant:

$$\mathcal{B}_{X'B'\rightarrow XB}(\cdot) := \sum_{x \in \mathcal{X}} |x\rangle\langle x| \otimes \mathcal{N}^{x}_{B'\rightarrow B} (\langle x | (\cdot) | x \rangle_{X'}) .$$

(5.1)

In the above, $X'$ is a controlling system that determines which evolution from the set $\{\mathcal{N}^{x}\}_{x \in \mathcal{X}}$
takes place on input system $B'$. In particular, when $X'$ and $B'$ are spatially separated and the
input states for the system $X'B'$ are considered to be in product state, the noisy evolution for such
constrained interactions is given by the following bidirectional channel:

$$
B_{X'B'\rightarrow XB}(\sigma_{X'} \otimes \rho_{B'}) := \sum_{x \in \mathcal{X}} \langle x | \sigma_{X'} | x \rangle_{X'} | x \rangle_{X} \otimes N_{B'\rightarrow B}^{x}(\rho_{B'}). 
$$

This kind of bipartite interaction is in one-to-one correspondence with the notion of a memory
cell from the context of quantum reading [109,212]. There, a memory cell is a collection $\{N_{B'\rightarrow B}^{x}\}_{x \in \mathcal{X}}$
of quantum channels. One party chooses which channel is applied to another party’s input system
$B'$ by selecting a classical letter $x \in \mathcal{X}$. Clearly, the description in (5.1) is a fully quantum
description of this process, and thus one notices that quantum reading can be understood as the
use of a particular kind of bipartite interaction.

5.1.2 Environment-parametrized memory cells

A collection of channels $\{\mathcal{E}_{B'\rightarrow B}^{x}\}_{x \in \mathcal{X}}$ is called environment-parametrized if there exists a set of
ancillary states $\{\theta_{E}^{x}\}_{x \in \mathcal{X}}$, and $\mathcal{F}_{B'E\rightarrow B}$ a quantum channel, called an interaction channel, such that
$\mathcal{E}_{B'\rightarrow B}^{x}$ can be realized as follows:

$$
\mathcal{E}_{B'\rightarrow B}^{x}(X_{B'}) := \mathcal{F}_{B'E\rightarrow B}(X_{B'} \otimes \theta_{E}^{x}),
$$

for all $X_{B'} \in \mathcal{B}(\mathcal{H}_{B'})$. This notion is related to the notion of programmable channels, used in the
context of quantum computation [125] (see Section 2.4).

Remark 5.1 We notice from Definition 2.2 that a teleportation-simulable channel is a particular
kind of environment-parametrized channel in which a resource state $\omega_{RB}$ is the ancillary state and
LOCC channel $\mathcal{L}_{RB'B\rightarrow B}$ is the interaction channel.

We now define a broad class of sets of quantum channels that we call environment-parametrized
memory cells, and we discuss two classes of sets of quantum channels that are particular kinds of
environment-parametrized memory cells.
Definition 5.1 (Environment-parametrized memory cell) A set \( \mathcal{E} = \{N_{B' \to B}^x\}_{x \in \mathcal{X}} \) of quantum channels is an environment-parametrized memory cell if there exists a set \( \{\theta_E^x\}_{x \in \mathcal{X}} \) of ancillary states and a fixed interaction channel \( F_{B' \to B}^E \) such that for all input states \( \rho_{B'} \) and \( \forall x \in \mathcal{X} \)

\[
N_{B' \to B}^x(\rho_{B'}) = F_{B' \to B}(\rho_{B'} \otimes \theta_E^x).
\]

(5.4)

Definition 5.2 (Jointly teleportation-simulable memory cell) A set \( \mathcal{T} = \{T_{B' \to B}^x\}_{x \in \mathcal{X}} \) of quantum channels is a jointly teleportation-simulable memory cell if there exists a set \( \{\omega_{RB}^x\}_{x \in \mathcal{X}} \) of resource states and an LOCC channel \( L_{B' \to B}^{RB} \) such that, for all input states \( \rho_{B'} \) and \( \forall x \in \mathcal{X} \)

\[
T_{B' \to B}^x(\rho_{B'}) = L_{B' \to B}^{RB}(\rho_{B'} \otimes \omega_{RB}^x),
\]

(5.5)

where the LOCC channel input is with respect to the bipartition \( RB' : B \).

Definition 5.3 (Jointly covariant memory cell) A set \( \mathcal{T} = \{T_{B' \to B}^x\}_{x \in \mathcal{X}} \) of quantum channels is jointly covariant if there exists a group \( \mathcal{G} \) such that for all \( x \in \mathcal{X} \), the channel \( T^x \) is a covariant channel with respect to the group \( \mathcal{G} \) (Definition 2.1).

Proposition 5.1 Any jointly covariant memory cell \( \mathcal{T} = \{T_{B' \to B}^x\}_{x \in \mathcal{X}} \) is jointly teleportation-simulable with respect to a set \( \{T_{B' \to B}^x(\Phi_{RB'})\}_{x \in \mathcal{X}} \) of resource states.

Proof. For a jointly covariant memory cell with respect to a group \( \mathcal{G} \), all the channels \( T_{B' \to B}^x \) are jointly teleportation-simulable with respect to the resource states \( T_{B' \to B}^x(\Phi_{RB'}) \), which are respective Choi states, by using a fixed POVM \( \{E_{B' \to B}^{g}\}_{g \in \mathcal{G}} \), similar to that defined in [80, Equation (A.4), Appendix A]. See [80, Appendix A] for an explicit proof. ■

Remark 5.2 Any jointly teleportation-simulable memory cell is environment-parametrized, an observation that is a direct consequence of definitions. This implies that all jointly covariant memory cells are also environment-parametrized.

5.2 Quantum reading protocols and quantum reading capacity

In a quantum reading protocol, we consider an encoder and a reader (transceiver). An encoder is one who encodes a message onto a physical memory device that is delivered to Bob, a receiver,
Figure 5.1. The figure depicts a quantum reading protocol that calls a memory cell three times to decode the message $m$ as $\hat{m}$. See the discussion in Section 5.2 for a detailed description of a quantum reading protocol.

whose task it is to read the message. Bob is also referred to as the reader. The quantum reading task comprises the estimation of a message encoded in the form of a sequence of quantum channels chosen from a given set $\{N_{B'\rightarrow B}\}_{x\in X}$ of quantum channels called a memory cell, where $X$ is a finite alphabet. In the most general setting considered here, the reader can use an adaptive strategy for quantum reading.

Both the encoder and the reader agree upon a memory cell $\mathcal{S}_X = \{N_{B'\rightarrow B}\}_{x\in X}$ before executing the reading protocol. Consider a classical message set $\mathcal{M} = \{1, 2, \ldots, |M|\}$, and let $M$ be an associated system denoting a classical register for the message. The encoder encodes a message $m \in \mathcal{M}$ using a sequence $x^n(m) = (x_1(m), x_2(m), \ldots, x_n(m))$ of length $n$, where $x_i(m) \in X$ for all $i \in \{1, 2, \ldots, n\}$. Each sequence identifies with a corresponding codeword formed from quantum channels chosen from the memory cell $\mathcal{S}_X$:

$$\left( N_{B'_1\rightarrow B_1}^{x_1(m)}, N_{B'_2\rightarrow B_2}^{x_2(m)}, \ldots, N_{B'_n\rightarrow B_n}^{x_n(m)} \right).$$  \hspace{1cm} (5.6)

Each quantum channel in a codeword, each of which represents one part of the stored information, is only read once.

An adaptive decoding strategy $\mathcal{J}_{\mathcal{S}_X}$ makes $n$ calls to the memory cell $\mathcal{S}_X$. It is specified in terms of a transmitter state $\rho_{R_1B'_1}$, a set of adaptive, interleaved channels $\{A_{R_iB_i\rightarrow R_{i+1}B'_{i+1}}\}_{i=1}^{n-1}$, and a final quantum measurement $\{A_{R_nB_n}^\hat{m}\}_{\hat{m}\in \mathcal{M}}$ that outputs an estimate $\hat{m}$ of the message $m$. The strategy begins with Bob preparing the input state $\rho_{R_1B'_1}$ and sending the $B'_1$ system into the
channel $N_{B'_1 \rightarrow B_1}$. The channel outputs the system $B_1$, which is available to Bob. She adjoins the system $B_1$ to the system $R_1$ and applies the channel $A^1_{R_1B_1 \rightarrow R_2B'_2}$. The channel $A^i_{R_iB_i \rightarrow R_{i+1}B'_{i+1}}$ is called adaptive because it can take an action conditioned on the information in the system $B_i$, which itself might contain partial information about the message $m$. Then, he sends the system $B'_2$ into the second use of the channel $N_{B'_2 \rightarrow B_2}$, which outputs a system $B_2$. The process of successively using the channels interleaved by the adaptive channels continues $n - 2$ more times, which results in the final output systems $R_n$ and $B_n$ with Bob. Next, he performs a measurement $\{A^m_{R_nB_n}\}_{\hat{m} \in \mathcal{M}}$ on the output state $\rho_{R_nB_n}$, and the measurement outputs an estimate $\hat{m}$ of the original message $m$. See Figure 5.1 for a depiction of a quantum reading protocol.

It is apparent that a non-adaptive strategy is a special case of an adaptive strategy in which the reader does not perform any adaptive channels and instead uses $\rho_{RB'_n}$ as the transmitter state with each $B'_i$ system passing through the corresponding channel $N_{B'_i \rightarrow B_i}$ and $R$ being an idler system. The final step in such a non-adaptive strategy is to perform a decoding measurement on the joint system $RB^n$.

As we argued previously, it is natural to consider the use of an adaptive strategy for a quantum reading protocol because the channel input and output systems are in the same physical location. In a quantum reading protocol, the reader assumes the role of both the transmitter and receiver.

**Definition 5.4 (Quantum reading protocol)** An $(n, R, \varepsilon)$ quantum reading protocol for a memory cell $\mathcal{S}_X$ is defined by an encoding map $E_{\text{enc}} : \mathcal{M} \rightarrow \mathcal{X}^n$ and an adaptive strategy $J_{\mathcal{S}_X}$ with measurement $\{A^m_{R_nB_n}\}_{\hat{m} \in \mathcal{M}}$. The protocol is such that the average success probability is at least $1 - \varepsilon$, where $\varepsilon \in (0, 1)$:

\[
1 - \varepsilon \leq 1 - p_{\text{err}} := \frac{1}{|M|} \sum_{m} \text{Tr} \left\{ A^{(m)}_{R_nB_n} \left( N_{B'_n \rightarrow B_n}^{(m)} \circ A_{R_{n-1}B_{n-1} \rightarrow R_nB'_n}^{n-1} \circ \cdots \circ A^{1}_{R_1B_1 \rightarrow R_2B'_2} \circ N_{B'_1 \rightarrow B_1}^{(m)} \right)(\rho_{R_1B'_1}) \right\}. \tag{5.7}
\]

The rate $R$ of a given $(n, R, \varepsilon)$ quantum reading protocol is equal to the number of bits read per channel use:

\[
R := \frac{1}{n} \log_2 |M|. \tag{5.8}
\]
To arrive at a definition of quantum reading capacity, we demand that there exists a sequence of reading protocols, indexed by \(n\), for which the error probability \(p_{\text{err}} \to 0\) as \(n \to \infty\) at a fixed rate \(R\).

**Definition 5.5 (Achievable rate)** A rate \(R\) is called achievable if \(\forall \varepsilon \in (0, 1), \delta > 0,\) and sufficiently large \(n\), there exists an \((n, R - \delta, \varepsilon)\) code.

**Definition 5.6 (Quantum reading capacity)** The quantum reading capacity \(C(\mathcal{S})\) of a memory cell \(\mathcal{S}\) is defined as the supremum of all achievable rates \(R\).

### 5.3 Fundamental limits on quantum reading capacities

In this section, we establish second-order and strong converse bounds for any environment-parametrized memory cell. We also establish general weak converse (upper) bounds on various reading capacities.

#### 5.3.1 Converse bounds for environment-parametrized memory cells

In this section, we derive upper bounds on the performance of quantum reading of environment-parametrized memory cells.

To begin with, let us consider an \((n, R, \varepsilon)\) quantum reading protocol of an environment-parametrized memory cell \(\mathcal{S} = \{N^x\}_{x \in \mathcal{X}}\) (Definition 5.1). The structure of reading protocols involving adaptive channels simplifies immensely for memory cells that are teleportation-simulable and more generally environment-parametrized. This is a direct consequence of the symmetry obeyed by the channels in the cell. For such memory cells, a quantum reading protocol can be simulated by one in which every channel use is replaced by the encoder preparing the ancillary state \(\theta^{x_i(m)}_E\) from (5.4) and then interacting the channel input with the interaction channel \(\mathcal{F}_{B'E \to B}\). Critically, each interaction channel \(\mathcal{F}_{B'E \to B}\) is independent of the message \(m \in \mathcal{M}\). Let

\[
\theta^{x^n(m)}_{E^n} := \bigotimes_{i=1}^n \theta^{x_i(m)}_E
\]

(5.9)

denote the ancillary state needed for the simulation of all \(n\) of the channel uses in the quantum reading protocol. This leads to the translation of a general quantum reading protocol to one in
Figure 5.2. The figure depicts how a quantum reading protocol of an environment-parametrized memory cell can be rewritten as a protocol that tries to decode the message $m$ from the ancillary states $\theta^{x(m)}$. All of the operations inside the dashed lines can be understood as a measurement on the states $\theta^{x(m)}$. which all of the rounds of adaptive channels can be delayed until the very end of the protocol, such that the resulting protocol is a non-adaptive quantum reading protocol.

The following proposition, holding for any environment-parametrized memory cell, is a direct consequence of observations made in [50, Section V], [51], [228, Theorem 14 & Remark 11], and [127]. We thus omit a detailed proof, but Figure 5.2 clarifies the main idea: any quantum reading protocol of an environment-parametrized memory cell can be rewritten as in Figure 5.2. Inspecting the figure, one can notice that the protocol can be understood as a non-adaptive decoding of the ancillary states $\theta^{x(m)}$, with the decoding measurement constrained to contain the interaction channel $F_{B'E \rightarrow B}$ interleaved between arbitrary adaptive channels. Thus, Proposition 5.2 establishes that an adaptive strategy used for decoding an environment-parametrized memory cell can be reduced to a particular non-adaptive decoding of the ancillary states $\theta^{x(m)}$.

**Proposition 5.2 (Adaptive-to-non-adaptive reduction)** Let $\mathcal{E}_x = \{N^x_{B'E \rightarrow B}\}$ be an environment-parametrized memory cell with an associated set of ancillary states $\{\theta^x_E\}_{x \in \mathcal{X}}$ and a fixed interaction channel $F_{B'E \rightarrow B}$, as given in Definition 5.1. Then any quantum reading protocol as stated in Definition 5.4, which uses an adaptive strategy $\mathcal{J}_{\mathcal{E}_x}$, can be simulated as a non-adaptive quantum reading
protocol, in the following sense:

\[
\text{Tr} \left\{ \Lambda_{\hat{E}_n B_n}^m \circ A_{E_n-1 B_{n-1} \rightarrow E_n B_n}^{n-1} \circ A_{E_1 B_1 \rightarrow E_2 B'_2}^1 \circ \cdots \circ A_{B_1' \rightarrow B_1}^1 \left( \rho_{E_1 B'_1} \right) \right\} = \text{Tr} \left\{ \Gamma_{E_n}^m \left( \bigotimes_{i=1}^n \theta_{E_i}^m \right) \right\},
\]

(5.10)

for some POVM \( \{ \Gamma_{E_n}^m \}_{m \in \mathcal{M}} \) that depends on \( \mathcal{J}_{E,X} \).

Using the observation in Proposition 5.2, we now show how to arrive at upper bounds on the performance of any reading protocol that uses an environment-parametrized memory cell.

Our proof strategy is to employ a generalized divergence to make a comparison between the states involved in the actual reading protocol and one in which the memory cell is fixed as \( \hat{E} := \{ P_{B' \rightarrow B} \} \), containing only a single channel with environment state \( \hat{\theta}_E \) and interaction channel \( \mathcal{F}_{B'E \rightarrow B} \). The latter reading protocol contains no information about the message \( m \). Observe that the augmented memory cell \( \{ E_X, \hat{E} \} \) is environment-parametrized.

One of the main steps that we use in our proof is as follows. Consider the following states:

\[
\sigma_{M\hat{M}} = \sum_{m \in \mathcal{M}, \hat{m} \in \mathcal{M}} \frac{1}{|M|} |m\rangle\langle m|_M \otimes p_{\hat{M}|M} (\hat{m}|m) |\hat{m}\rangle\langle \hat{m}|_{\hat{M}},
\]

(5.11)

\[
\tau_{M\hat{M}} = \sum_{m \in \mathcal{M}} \frac{1}{|M|} |m\rangle\langle m|_M \otimes \hat{\tau}_{\hat{M}},
\]

(5.12)

where \( p_{\hat{M}|M}(\hat{m}|m) \) is a distribution that results after the final decoding step of an \((n, R, \varepsilon)\) quantum reading protocol, while \( \hat{\tau}_{\hat{M}} \) is a fixed state. By applying the comparator test \( \{ \Pi_{M\hat{M}}, \mathbb{1}_{M\hat{M}} - \Pi_{M\hat{M}} \} \), defined by

\[
\Pi_{M\hat{M}} := \sum_m |m\rangle\langle m|_M \otimes |m\rangle\langle m|_{\hat{M}},
\]

(5.13)

and using definitions, we arrive at the following inequalities that hold for an arbitrary \((n, R, \varepsilon)\) quantum reading protocol:

\[
\text{Tr}\{ \Pi_{M\hat{M}} \sigma_{M\hat{M}} \} \geq 1 - \varepsilon, \quad \text{Tr}\{ \Pi_{M\hat{M}} \tau_{M\hat{M}} \} = \frac{1}{|M|}.
\]

(5.14)

Then by applying the definition of the \( \varepsilon \)-hypothesis-testing divergence, we arrive at the following
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bound, which is a critical first step to establish second-order and strong converse bounds:

\[ D_h^\epsilon(\sigma_{M\hat{M}}\|\tau_{\hat{M}M}) \geq \log_2 |M|. \] (5.15)

In the converse proof that follows, the main idea for arriving at an upper bound on performance is to make a comparison between the case in which the message \( m \) is encoded in a sequence of quantum channels and the case in which it is not.

**Second-order asymptotics and strong converse**

In this section, we derive second-order asymptotics and strong converse bounds for environment-parametrized memory cells. We begin by deriving a relation between the quantum reading rate and the hypothesis testing divergence.

**Lemma 5.1** The following bound holds for an \((n, R, \epsilon)\) reading protocol that uses an environment-parametrized memory cell (Definition 5.1):

\[ \log_2 |M| = nR \leq \sup_{p_{X^n}} \inf_{\hat{\theta}} D_h^\epsilon \left( \sum_{x^n \in \mathcal{X}^n} p_{X^n}(x^n) |x^n\rangle\langle x^n|_{X^n} \otimes \theta_E^{x^n} \right) \left\| \sum_{x^n \in \mathcal{X}^n} p_{X^n}(x^n) |x^n\rangle\langle x^n|_{X^n} \otimes \hat{\theta}_E^{\otimes n} \right\|. \] (5.16)

**Proof.** Proof begins by applying the observation from Proposition 5.2, which allows reduction of any adaptive protocol to a non-adaptive one. If the encoder chooses the message \( m \) uniformly at random and places it in a system \( M \), the output state in (5.11) after Bob’s decoding measurement in the actual protocol is

\[ \sigma_{M\hat{M}} = \sum_{m, \hat{m}} \frac{1}{|M|} |m\rangle\langle m|_M \otimes \text{Tr} \left\{ \Gamma^{\hat{m}}_{E^n} \theta_E^{x^n(m)} \right\} |\hat{m}\rangle\langle \hat{m}|_{\hat{M}}, \] (5.17)

where

\[ \theta_E^{x^n(m)} \equiv \bigotimes_{i=1}^n \theta_E^{x_i(m)}. \] (5.18)
The success probability \( p_{\text{succ}} := 1 - p_{\text{err}} \) is defined as
\[
p_{\text{succ}} := \frac{1}{|M|} \sum_{m \in \mathcal{M}} \text{Tr}\left\{ \Gamma_{E_n}^m \theta_{E_n}^{x_n(m)} \right\}.
\] (5.19)

The output state in (5.12) after Bob’s decoding measurement in a reading protocol that uses the memory cell \( \hat{E} \) is
\[
\tau_{M\hat{M}} = \sum_{m}^{1/|M|} \left| m \right\rangle \left\langle m \right|_M \otimes \sum_{\hat{m}} \text{Tr}\left\{ \Gamma_{E_n}^m \hat{\theta}_{E_n}^{\otimes n} \right\} \left| \hat{m} \right\rangle \left\langle \hat{m} \right|_M.
\] (5.20)

Then a generalized divergence can be bounded as follows:
\[
\mathcal{D}(\{p_{\text{succ}}, 1 - p_{\text{succ}}\} \parallel \{1/|M|, 1 - 1/|M|\}) \leq \mathcal{D}(\sigma_{M\hat{M}} \parallel \tau_{M\hat{M}}) \leq \mathcal{D}\left( \sum_{m}^{1/|M|} \left| m \right\rangle \left\langle m \right|_M \otimes \theta_{E_n}^{x_n(m)} \parallel \sum_{m}^{1/|M|} \left| m \right\rangle \left\langle m \right|_M \otimes \hat{\theta}_{E_n}^{\otimes n} \right) \] (5.21)

The first inequality follows from applying the comparator test in (5.13) to \( \sigma_{M\hat{M}} \) and \( \tau_{M\hat{M}} \). The second inequality follows from the data-processing inequality in (2.57) as the final measurement is a quantum channel. Since the above bound holds for all \( \theta_E \), it can be concluded that
\[
\mathcal{D}(\{p_{\text{succ}}, 1 - p_{\text{succ}}\} \parallel \{1/|M|, 1 - 1/|M|\}) \leq \inf_{\hat{\theta}} \mathcal{D}\left( \sum_{x_n \in \mathcal{X}_n} p_{X^n}(x^n) \left| x^n \right\rangle \left\langle x^n \right|_X \otimes \theta_{E_n}^{x_n} \parallel \sum_{x_n \in \mathcal{X}_n} p_{X^n}(x^n) \left| x^n \right\rangle \left\langle x^n \right|_X \otimes \hat{\theta}_{E_n}^{\otimes n} \right) \] (5.22)

Now optimizing over all input distributions, we arrive at the following general bound:
\[
\mathcal{D}(\{p_{\text{succ}}, 1 - p_{\text{succ}}\} \parallel \{1/|M|, 1 - 1/|M|\}) \leq \sup_{p_{X^n}} \inf_{\hat{\theta}} \mathcal{D}\left( \sum_{x_n \in \mathcal{X}_n} p_{X^n}(x^n) \left| x^n \right\rangle \left\langle x^n \right|_X \otimes \theta_{E_n}^{x_n} \parallel \sum_{x_n \in \mathcal{X}_n} p_{X^n}(x^n) \left| x^n \right\rangle \left\langle x^n \right|_X \otimes \hat{\theta}_{E_n}^{\otimes n} \right), \] (5.23)

where \( x^n := x_1 x_2 \cdots x_n \) and \( \theta_{E_n}^{x_n} = \otimes_{i=1}^{n} \theta_{E_i}^{x_i} \). Observe that the lower bound contains the relevant performance parameters such as success probability and number of messages, while the upper bound is an information quantity, depending exclusively on the memory cell \( \mathcal{E}_{\mathcal{X}} \).
Substituting the hypothesis testing divergence in the above and applying (5.15), we obtain the following bound for an \((n, R, \varepsilon)\) reading protocol that uses an environment-parametrized memory cell:

\[
\log_2 |M| = nR \leq \sup_{p_{X^n}} \inf_{\theta} D^e_h \left( \sum_{x^n \in \mathcal{X}^n} p_{X^n}(x^n) |x^n\rangle\langle x^n|_{X^n} \otimes \theta_{E^n}^{x^n} \right) \left\| \sum_{x^n \in \mathcal{X}^n} p_{X^n}(x^n) |x^n\rangle\langle x^n|_{X^n} \otimes \hat{\theta}_{E}^{\otimes n} \right\| \tag{5.24}
\]

This concludes our proof. ■

A direct consequence of Lemma 5.1 and [231, Theorem 4] is the following proposition:

**Proposition 5.3** For an \((n, R, \varepsilon)\) quantum reading protocol for an environment-parametrized memory cell \(\mathcal{E}_x = \{N_x\}_{x \in \mathcal{X}}\) (Definition 5.1), the following inequality holds

\[
R \leq \max_{p_X} I(X; E)_\theta + \sqrt{\frac{V_\varepsilon(\mathcal{E}_x)}{n} \Phi^{-1}(\varepsilon)} + O\left(\frac{\log n}{n}\right), \tag{5.25}
\]

where

\[
\theta_{XE} = \sum_{x \in \mathcal{X}} p_X(x) |x\rangle\langle x|_X \otimes \theta_x^x, \tag{5.26}
\]

\(\Phi^{-1}(\varepsilon)\) is the inverse of the cumulative distribution function\(^1\), and

\[
V_\varepsilon(\mathcal{E}_x) = \begin{cases} 
\min_{p_X \in P(\mathcal{E}_x)} V(\theta_{XE} \| \theta_X \otimes \theta_E), & \varepsilon \in (0, 1/2] \\
\max_{p_X \in P(\mathcal{E}_x)} V(\theta_{XE} \| \theta_X \otimes \theta_E), & \varepsilon \in (1/2, 1) \end{cases} \tag{5.28}
\]

where \(V(\rho\|\sigma)\) denotes the variance between \(\rho, \sigma \in \mathcal{D}(\mathcal{H})\) and \(P(\mathcal{E}_x)\) denotes a set \(\{p_X\}\) of probability distributions that achieve the maximum in \(\max_{p_X} I(X; E)_\theta\).

**Proposition 5.4** The success probability \(p_{\text{succ}}\) of any \((n, R, \varepsilon)\) quantum reading protocol for an

\(^{1}\)The cumulative distribution function corresponding to the standard normal random variable is defined as

\[
\Phi(a) := \int_{-\infty}^{a} \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} x^2 \right) \, dx. \tag{5.27}
\]

Its inverse is also useful for us and is defined as \(\Phi^{-1}(a) := \sup \{a \in \mathbb{R} | \Phi(a) \leq \varepsilon\}\), which reduces to the usual inverse for \(\varepsilon \in (0, 1)\).
environment-parametrized memory cell $\mathcal{E}_X$ (Definition 5.1) is bounded from above as

$$p_{\text{suc}} \leq 2^{-n^\sup_{\alpha > 1} (1 - \frac{1}{\alpha}) (R - \tilde{I}_\alpha(\mathcal{E}_X))},$$  \hfill (5.29)

where

$$\tilde{I}_\alpha(\mathcal{E}_X) = \max_{P_X} \tilde{I}_\alpha(X; E)_\theta,$$  \hfill (5.30)

for $\theta_{XE}$ as defined in (5.26).

**Proof.** A proof follows by combining the bound in (5.23) with the main result of [65] (see also [232] for arguments about extending the range of $\alpha$ from $(1, 2]$ to $(1, \infty)$).

**Theorem 5.1** The quantum reading capacity of any environment-parametrized memory cell $\mathcal{E}_X = \{N_{B \rightarrow B}^x\}_{x \in \mathcal{X}}$ (Definition 5.1) is bounded from above as

$$C(\mathcal{E}_X) \leq \max_{P_X} I(X; E)_\theta,$$  \hfill (5.31)

where $\theta_{XE}$ is defined in (5.26).

**Proof.** The statement follows from Proposition 5.3, by taking the limit $n \to \infty$. Alternatively, the statement can also be concluded from Definition 5.6 and Proposition 5.4, by taking the limit $\alpha \to 1$.

Direct consequences of the above theorems and Remark 5.2 are the following corollaries:

**Corollary 5.1** For any $(n, R, \varepsilon)$ quantum reading protocol and jointly teleportation-simulable memory cell $\mathcal{T}_X$ (Definition 2.2) with associated resource states $\{\omega_{RB}^x\}_{x \in \mathcal{X}}$, the reading rate $R$ is bounded from above as

$$R \leq \max_{P_X} I(X; RB)_\omega + \sqrt{V_{\omega}(\mathcal{T}_X)} \frac{n}{\Phi^{-1}(\varepsilon)} + O\left(\log n \frac{n}{n}\right),$$  \hfill (5.32)

where

$$\omega_{XRB} := \sum_{x \in \mathcal{X}} p_X(x) |m\rangle\langle m|_X \otimes \omega_{RB}^x$$  \hfill (5.33)
and
\[
V_{\varepsilon}(\mathcal{F}_X) := \begin{cases} 
\min_{p_X \in P(\mathcal{F}_X)} V(\omega_{XRB}\|\omega_X \otimes \omega_{RB}), & \varepsilon \in (0, 1/2] \\
\max_{p_X \in P(\mathcal{F}_X)} V(\omega_{XRB}\|\omega_X \otimes \omega_{RB}), & \varepsilon \in (1/2, 1) 
\end{cases}.
\] (5.34)

In the above, \(P(\mathcal{F}_X)\) denotes a set \(\{p_X\}\) of probability distributions that are optimal for \(\max_{p_X} I(X; RB)_\omega\).

**Corollary 5.2** The quantum reading capacity of any jointly teleportation-simulable memory cell \(\mathcal{F}_X = \{T^x_{B' \rightarrow B}\}_{x \in \mathcal{X}}\) associated with a set \(\{\omega^x_{RB}\}\) of resource states is bounded from above as
\[
C(\mathcal{F}_X) \leq \max_{p_X} I(X; RB)_\omega, \tag{5.35}
\]
where
\[
\omega_{XRB} = \sum_{x \in \mathcal{X}} p_X(x) |x\rangle\langle x|_X \otimes \omega^x_{RB}. \tag{5.36}
\]

The capacity bounds given above are tight for a wide variety of channels, as clarified in the following remark:

**Remark 5.3** The quantum reading capacity is achieved for a jointly teleportation-simulable memory cell \(\mathcal{F}_X = \{T^x_{B' \rightarrow B}\}_{x \in \mathcal{X}}\) when, for all \(x \in \mathcal{X}\), \(\omega^x_{RB}\) is equal to the Choi state of the channel \(T^x_{B' \rightarrow B}\). More finely, the upper bound in Corollary 5.1 is achieved in such a case by invoking [231, Theorem 4].

### 5.3.2 Weak converse bound for a non-adaptive reading protocol

In this section, we establish a general weak converse when the strategy employed is non-adaptive.

Consider a state \(\rho_{MRB^n}\) of the form
\[
\rho_{MRB^n} = \frac{1}{|M|} \sum_{m, \mathcal{M}} |m\rangle\langle m|_M \otimes \rho_{RB^n}. \tag{5.37}
\]

Suppose that \(\rho_{RB^n}\) is purified by the pure state \(\psi_{RSB^n}\). Bob passes the transmitter state \(\rho_{RB^n}\) through a codeword sequence \(\mathcal{N}_{B'^n \rightarrow B^n} := \bigotimes_{i=1}^n \mathcal{N}_{B'_i \rightarrow B_i}^{x_i(m)}\), where the choice \(m\) depends on the classical value \(m \in \mathcal{M}\) in the register \(M\). Let \(\mathcal{U}_{B'^n \rightarrow B^n E^n} := \bigotimes_{i=1}^n \mathcal{U}_{B'_i \rightarrow B_i E_i}^{x_i(m)}\), where \(\mathcal{U}_{B'_i \rightarrow B_i E_i}^{x_i(m)}\) denotes an
isometric quantum channel extending $\mathcal{N}^{x_i(m)}_{B'_i \rightarrow B_i}$, for all $i \in [n]$. After the isometric channel acts, the overall state is as follows:

$$\sigma_{MRSB^n \rightarrow E^n} = \frac{1}{|M|} \sum_{m} |m\rangle \langle m| \otimes \mathcal{U}^{x_i(m)}_{B'^n \rightarrow B^n E^n}(\psi_{RSB^n}) . \quad (5.38)$$

Let $\sigma'_{MM} = \mathcal{D}_{RB^n \rightarrow \hat{M}}(\sigma_{MRB^n})$ be the output state at the end of protocol after the decoding measurement $\mathcal{D}$ is performed by Bob. Let $\Phi_{M\hat{M}}$ denote the maximally classically correlated state:

$$\Phi_{M\hat{M}} := \frac{1}{|M|} \sum_{m \in M} |m\rangle \langle m| \otimes |m\rangle \langle m|_{\hat{M}} . \quad (5.39)$$

**Proposition 5.5** The non-adaptive reading capacity of any quantum memory cell $\mathcal{I}_X = \{\mathcal{N}^x\}_X$ is upper bounded as

$$\mathcal{C}_{\text{non-adaptive}}(\mathcal{I}_X) \leq \sup_{p_X, \phi_{RB^n}} I(XR; B)_\tau , \quad (5.40)$$

where

$$\tau_{XRB} = \sum_x p_X(x) |x\rangle \langle x|_X \otimes \mathcal{N}^x_{B' \rightarrow B}(\phi_{RB^n}) , \quad (5.41)$$

and it suffices for $\phi_{RB^n}$ to be a pure state such that $\text{dim}(\mathcal{H}_R) = \text{dim}(\mathcal{H}'_B)$.

**Proof.** For any $(n, R, \varepsilon)$ quantum reading protocol using a non-adaptive strategy, one has

$$\frac{1}{2} \left\| \Phi_{M\hat{M}} - \sigma'_{MM} \right\|_1 \leq \varepsilon . \quad (5.42)$$
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Then consider the following chain of inequalities:

\[
\log_2 |M| = I(M; \tilde{M})_\Phi \\
\leq I(M; \tilde{M})_\sigma + f(n, \varepsilon) \\
\leq I(M; RSB^n)_\sigma + f(n, \varepsilon) \\
= I(M; RS)_\sigma + I(M; B^n|RS)_\sigma + f(n, \varepsilon) \\
= I(M; B^n|RS)_\sigma + f(n, \varepsilon) \\
= S(B^n|RS)_\sigma - S(B^n|RSM)_\sigma + f(n, \varepsilon) \\
= S(B^n|RS)_\sigma + S(B^n|E^nM)_\sigma + f(n, \varepsilon) \\
= S(B^n|RS)_\sigma + S(B^n|E^nM)_\sigma + f(n, \varepsilon)
\]

The first inequality follows from the uniform continuity of conditional entropy [61,62], where \( f(n, \varepsilon) \) is a function of \( n \) and the error probability \( \varepsilon \) such that \( \lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{f(n, \varepsilon)}{n} = 0 \). The second inequality follows from data processing. The second equality follows from the chain rule for the mutual information. The third equality follows because the reduced state of systems \( M \) and \( RS \) is a product state. The fifth equality follows from the duality of the conditional entropy. Continuing, it follows that

\[
(5.49) \leq \sum_{i=1}^{n} [S(B_i|RS)_\sigma + S(B_i|E_iM)_\sigma] + f(n, \varepsilon) \\
= \sum_{i=1}^{n} [S(B_i|RS)_\sigma - S(B_i|RSB'_n\{i\}|M)_\sigma] + f(n, \varepsilon) \\
= \sum_{i=1}^{n} I(MB'_n\{i\}; B_i|RS)_\sigma + f(n, \varepsilon) \\
\leq \sum_{i=1}^{n} I(MB'_n\{i\}; RS; B_i)_\sigma + f(n, \varepsilon) \\
= nI(MR'; B)_\sigma + f(n, \varepsilon) \\
\leq n \sup_{p_X, \Phi, R, B'} I(X\tilde{R}; B)_\tau + f(n, \varepsilon)
\]

The first inequality follows from subadditivity of quantum entropy. The final inequality follows because the average can never exceed the maximum. In the above, \( B'_n\{i\} \) denotes the joint system
\[ B_1' B_2' \cdots B_{i-1}' B_{i+1}' \cdots B_n', \] such that system \( B_i' \) is excluded. Furthermore,

\[
\sigma_{MQR'B} = \frac{1}{M} \sum_{m=1}^{M} \sum_{i=1}^{n} |m\rangle\langle m|_M \otimes |i\rangle\langle i|_Q \otimes \mathcal{N}_{B_i' \rightarrow B_i}^{x(m)} (\sigma_{RSB'[n]i}),
\]  

(5.56)

where we have introduced an auxiliary classical register \( Q \), and \( R' := RSB'[n]i \). Also,

\[
\tau_{XR'B} = \sum_x p_X(x) |x\rangle\langle x|_X \otimes \mathcal{N}^x (\phi_{RB'}).
\]  

(5.57)

Now we argue that it is sufficient to take \( \phi_{RB'} \) to be a pure state. Suppose that \( \hat{\phi}_{RB'} \) is a mixed state and let \( R'' \) be a purifying system for it. Then by the data-processing inequality, it follows that

\[
I(X\hat{R};B)_{\tau} \leq I(X\hat{R}R'';B)_{\tau},
\]  

(5.58)

where \( \tau_{XR''B} \) is a state of the form in (5.57). The statement in the theorem about the dimension of the reference system follows from the Schmidt decomposition and the fact that the reference system purifies the system \( B' \) being input to the channel.

5.3.3 Weak converse bound for a quantum reading protocol

Now we establish a general weak converse bound for the quantum reading capacity of an arbitrary memory cell.

**Theorem 5.2** The quantum reading capacity of a quantum memory cell \( \mathcal{S} = \{\mathcal{N}^x\}_{\mathcal{X}} \) is bounded from above as

\[
C(\mathcal{S}) \leq \sup_{\rho_{XR'B'}} \left[ I(X;B|R)_{\omega} - I(X;B'|R)_{\rho} \right],
\]  

(5.59)

where

\[
\omega_{XR'B} := \sum_{x \in \mathcal{X}} p_X(x) |x\rangle\langle x|_X \otimes \mathcal{N}^x_{BR' \rightarrow B} (\rho_{RB'}^x),
\]  

(5.60)

\[
\rho_{XR'B'} = \sum_{x \in \mathcal{X}} p_X(x) |x\rangle\langle x|_X \otimes \rho_{RB'}^x,
\]  

(5.61)

and \( \dim(\mathcal{H}_R) \) can be unbounded.
Remark 5.4  It should be noted that the upper bound \( \sup_{\rho_{XRB'}} [I(X; B|R) - I(X; B'|R)_{\rho}] \) is non-negative. A particular choice of the input state \( \rho_{XRB'} \) is \( \rho_{XRB'} = \sum_{x \in X} p_X(x) |x\rangle\langle x| \otimes \rho_{RB'} \). Then in this case,

\[
I(X; B|R) - I(X; B'|R)_{\rho} = I(X; RB) - I(X; RB')_{\rho} = I(X; RB)_{\omega} \geq 0,
\]

(5.62)

with \( \omega_{XRB} = \sum_{x \in X} p_X(x) |x\rangle\langle x| \otimes \mathcal{N}^x_{B' \rightarrow B}(\rho_{RB'}) \). Thus, we can conclude that

\[
\sup_{\rho_{XRB'}} [I(X; B|R) - I(X; B'|R)_{\rho}] \geq 0.
\]

(5.63)

**Proof of Theorem 5.2.**  For any \((n, R, \varepsilon)\) quantum reading protocol as stated in Definition 5.4, we have

\[
\frac{1}{2} \left\| \Phi_{M\tilde{M}} - \sigma'_{M\tilde{M}} \right\|_1 \leq \varepsilon,
\]

(5.64)

where \( \Phi_{M\tilde{M}} \) is a maximally classically correlated state (5.39) and

\[
\sigma'_{M\tilde{M}} = \mathcal{D}_{R_n B_n \rightarrow \tilde{M}} \left( \sigma^n_{MR_n B_n} \right)
\]

(5.65)

is the output state at the end of the protocol after Bob performs the final decoding measurement.

The input state before the \( i \)th call of the channel is denoted as

\[
\rho^i_{MR_i B'_i} = \frac{1}{|M|} \sum_{m \in M} |m\rangle\langle m|_M \otimes \mathcal{A}^{(i-1)}_{R_{i-1} B_{i-1} \rightarrow R_i B'_i} \circ \mathcal{N}^{x_{i-1}(m)}_{B'_i \rightarrow B_{i-1}} \circ \cdots \circ \mathcal{N}^{x_2(m)}_{B'_2 \rightarrow B_2} \circ \mathcal{A}^{(1)}_{R_1 B_1 \rightarrow R_2 B'_2} \circ \mathcal{N}^{x_1(m)}_{B'_1 \rightarrow B_1}(\rho_{R_1 B'_1}),
\]

(5.66)

and the output state after the \( i \)th call of the channel is denoted as

\[
\omega^i_{MR_i B_i} = \frac{1}{|M|} \sum_{m \in M} |m\rangle\langle m|_M \otimes \mathcal{N}^{x_i(m)}_{B'_i \rightarrow B_i} \circ \mathcal{A}^{(i-1)}_{R_{i-1} B_{i-1} \rightarrow R_i B'_i} \circ \mathcal{N}^{x_{i-1}(m)}_{B'_i \rightarrow B_{i-1}} \circ \cdots \circ \mathcal{N}^{x_2(m)}_{B'_2 \rightarrow B_2} \circ \mathcal{A}^{(1)}_{R_1 B_1 \rightarrow R_2 B'_2} \circ \mathcal{N}^{x_1(m)}_{B'_1 \rightarrow B_1}(\rho_{R_1 B'_1}).
\]

(5.67)
The initial part of our proof follows steps similar to those in the proof of Proposition 5.5.

\[
\log_2 |M| = I(M; \hat{M})_{\Phi} \\
\leq I(M; \hat{M})_{\sigma'} + f(n, \varepsilon) \\
\leq I(M; R_n B_n)_{\sigma^n} + f(n, \varepsilon) \\
= I(M; R_n B_n)_{\omega^n} - I(M; R_1 B'_1)_{\rho^1} + f(n, \varepsilon) \\
= I(M; R_n B_n)_{\omega^n} - I(M; R_n B'_n)_{\rho^n} + I(M; R_n B'_n)_{\rho^n} - I(M; R_{n-1} B'_{n-1})_{\rho^{n-1}} \\
\quad \quad \quad + I(M; R_{n-1} B'_{n-1})_{\rho^{n-1}} - \cdots - I(M; R_2 B'_2)_{\rho^2} \\
\quad \quad \quad + I(M; R_2 B'_2)_{\rho^2} - I(M; R_1 B'_1)_{\rho^1} + f(n, \varepsilon) \\
\leq I(M; R_n B_n)_{\omega^n} - I(M; R_n B'_n)_{\rho^n} + I(M; R_{n-1} B'_{n-1})_{\omega^{n-1}} - I(M; R_{n-1} B'_{n-1})_{\rho^{n-1}} \\
\quad \quad \quad + I(M; R_{n-2} B'_{n-2})_{\omega^{n-2}} - \cdots - I(M; R_2 B'_2)_{\rho^2} \\
\quad \quad \quad + I(M; R_1 B_1)_{\omega^1} - I(M; R_1 B'_1)_{\rho^1} + f(n, \varepsilon)
\]

The second equality follows because the state \( \rho^1 \) is product between systems \( M \) and \( R_1 B'_1 \). The third equality follows by adding and subtracting equal information quantities. The third inequality follows from the data-processing inequality: mutual information is non-increasing under the local action of quantum channels. Continuing, it follows that

\[
(5.73) = \sum_{i=1}^{n} [I(M; R_i B_i)_{\omega^i} - I(M; R_i B'_i)_{\rho^i}] + f(n, \varepsilon) \\
= \sum_{i=1}^{n} [I(M; B_i|R_i)_{\omega^i} - I(M; B'_i|R_i)_{\rho^i}] + f(n, \varepsilon) \tag{5.75}
\]

\[
= n [I(M; B|R)_{\omega} - I(M; B'|R)_{\rho}] + f(n, \varepsilon) \tag{5.76}
\]

\[
\leq n \sup_{\rho_X R B'\rho'} \left[ I(X; B|R)_{\omega} - I(X; B'|R)_{\rho} \right] + f(n, \varepsilon), \tag{5.77}
\]

The second equality follows from the chain rule for conditional mutual information. The third
equality follows by defining the following states:

\[
\bar{\omega}_{QMRB} = \sum_{i=1}^{n} \frac{1}{n} |i\rangle\langle i|_Q \otimes \omega_{MR,B_i}^i,
\]

(5.78)

\[
\bar{\rho}_{QMRB'} = \sum_{i=1}^{n} \frac{1}{n} |i\rangle\langle i|_Q \otimes \rho_{MR,B'_i}^i.
\]

(5.79)

The final inequality follows by defining the following states:

\[
\omega_{XRB} = \sum_{x} p_X(x) |x\rangle\langle x|_X \otimes \mathcal{N}^x_{B \rightarrow B}(\rho_{RB}^x),
\]

(5.80)

\[
\rho_{XRB'} = \sum_{x} p_X(x) |x\rangle\langle x|_X \otimes \rho_{RB'}^x,
\]

(5.81)

and realizing that the states \( \bar{\omega}_{QMRB} \) and \( \bar{\rho}_{QMRB'} \) are particular examples of the states \( \omega_{XRB} \) and \( \rho_{XRB'} \), respectively, with the identifications \( M \rightarrow X \) and \( QR \rightarrow R \). Putting everything together, we get

\[
\frac{1}{n} \log_2 |M| \leq \sup_{\rho_{XRB'}} \left[ I(X; B|R)_\omega - I(X; B'|R)_\rho \right] + \frac{1}{n} f(n, \varepsilon)
\]

(5.82)

Taking the limit as \( n \to \infty \) and then as \( \varepsilon \to 0 \) concludes the proof.  

Now we develop a general upper bound on the energy-constrained quantum reading capacity of a beamsplitter memory cell \( \mathcal{B}_x = \{B^x\}_{x \in \mathcal{X}} \), where \( x \in \mathcal{X} \) represents the transmissivity \( \eta \) and phase \( \phi \) of the beamsplitter \( B^x \) [233, Eqns. (5)–(6)] (see Section 4.3.1). This bound has implications for the reading protocols considered in [216].

Let \( \hat{O} \) denote the familiar \( a^\dagger a \) number observable and let \( N_S \in [0, \infty) \). The energy-constrained reading capacity \( C(\mathcal{B}_X, \hat{O}, N_S) \) of a beamsplitter memory cell \( \mathcal{B}_X \) is defined in the obvious way, such that the average input to each call of the memory is bounded from above by \( N_S \geq 0 \). This definition implies that the function to optimize in the capacity upper bound has the following constraint: for any input ensemble \( \{p_X(x), \rho_{RB}^x\} \),

\[
\text{Tr} \left\{ \hat{O} \int p_X(x) \rho_{RB'}^x \right\} \leq N_S.
\]

(5.83)

Since the energy of the output state of \( B^x \) does not depend on the phase \( \phi \), the dependence of \( x \)
on $\phi$ is dropped and $x = \eta$ is taken for the discussion. For a memory cell $B_x$, the energy of the output state is constrained as

\[
\text{Tr}\left\{ \sum_{x \in X} p_X(x) B^{x}(\rho_{B'}) \hat{O} \right\} = \sum_{x \in X} p_X(x) \text{Tr}\left\{ B^{x}(\rho_{B'}) \hat{O} \right\} = \sum_{x \in X} p_X(x) \eta \text{Tr}\left\{ \rho_{B'} \hat{O} \right\} \leq N_S, \tag{5.86}
\]

where the second equality holds because the transmissivity of each $B^{x}$ is $\eta \in [0, 1]$.

Based on the above discussion, the following theorem can be stated.

**Corollary 5.3** The energy-constrained reading capacity of a beamsplitter memory cell $B_x = \{B^{x}\}_{x \in X}$ is bounded from above as

\[
\mathcal{C}(B_x, \hat{O}, N_S) \leq 2g(N_S), \tag{5.87}
\]

where $\theta^{N_S}$ is a thermal state (5.118) such that $\text{Tr}\{\hat{O} \theta^{N_S}\} = N_S$ and $g(y) := (y + 1) \log_2(y + 1) - y \log_2 y$.

**Proof.** From a straightforward extension of Theorem 5.2, which takes into account the energy constraint, we find that

\[
\mathcal{C}(B_x, \hat{O}, N_S) \leq \sup_{\{p_X(x), \rho_{RB'}^X\} : \text{Tr}\{\hat{O} \rho_X \} \leq N_S} I(X; B|R)_{\omega} - I(X; B'|R)_{\rho} \leq \sup_{\{p_X(x), \rho_{RB'}^X\} : \text{Tr}\{\hat{O} \rho_X \} \leq N_S} I(X; B|R)_{\rho} \leq \sup_{\{p_X(x), \rho_{RB'}^X\} : \text{Tr}\{\hat{O} \rho_X \} \leq N_S} 2S(B)_{\rho} \leq 2S(\theta^{N_S}) = 2g(N_S). \tag{5.92}
\]

The first inequality follows from the extension of Theorem 5.2. The second inequality follows from non-negativity of the conditional quantum mutual information. The third inequality follows from a standard entropy bound for the conditional quantum mutual information. The fourth inequality
follows because the thermal state of mean energy $N_S$ has the maximum entropy under a fixed energy constraint (see, e.g., [234]). The final equality follows because the observable $\hat{O}$ is the familiar $a^\dagger a$ number observable, for which the entropy of its thermal state of mean photon number $N_S$ is given by $g(N_S)$. ■

**Remark 5.5** It follows that $C_{\text{non-adaptive}}(\mathcal{B}_X, \hat{O}, N_S) \leq 2g(N_S)$ because $C_{\text{non-adaptive}}(\mathcal{B}_X, \hat{O}, N_S) \leq C(\mathcal{B}_X, \hat{O}, N_S)$ by the definition of the energy-constrained quantum reading capacity of a memory cell $\mathcal{B}_X$.

### 5.4 Examples of environment-parametrized memory cells

In this section, we calculate the quantum reading capacities of several environment-parametrized memory cells, including a thermal memory cell, and a jointly covariant memory cell formed from a channel $\mathcal{N}$ and a group $\mathcal{G}$ with respect to which $\mathcal{N}$ is covariant (Definition 5.3). Examples of such a jointly covariant memory cell include qudit erasure and depolarizing memory cells formed respectively from erasure and depolarizing channels.

#### 5.4.1 Jointly covariant memory cell: $\mathcal{N}_{q}^{\text{cov}}$

Now we show that the quantum reading capacity of a memory cell $\mathcal{N}_{q}^{\text{cov}}$ (see Definition 5.7 below) is equal to the entanglement-assisted classical capacity of the underlying channel $\mathcal{N}$. This result makes use of the fact that the entanglement-assisted classical capacity of a covariant channel $\mathcal{T}$ is equal to $I(R; B)_{T(\Phi)}$ [210, 235]. Furthermore, we use this result to evaluate the quantum reading capacity of a qudit erasure memory cell (Definition 5.8) and a qudit depolarizing memory cell (Definition 5.9).

**Definition 5.7 ($\mathcal{N}_{q}^{\text{cov}}$)** Let $\mathcal{N}$ be a covariant channel (Definition 2.1) with respect to a group $\mathcal{G}$. The memory cell $\mathcal{N}_{q}^{\text{cov}}$ is defined as

$$\mathcal{N}_{q}^{\text{cov}} = \{\mathcal{N}_{B' \rightarrow B} \circ \mathcal{U}_{B'}^{g}\}_{g \in \mathcal{G}},$$

(5.93)
where $U_{B'}^g := U_{B'}(g)(\cdot)U_{B'}^\dagger(g)$. It follows from (2.33) that

$$N_{B' \to B} \circ U_{B'}^g = \mathcal{V}_B^g \circ N_{B' \to B}, \quad (5.94)$$

where $\mathcal{V}_B^g := V_B(g)(\cdot)V_B^\dagger(g)$. It also follows that $\mathcal{N}^{\text{cov}}_g$ is a jointly covariant memory cell.

**Theorem 5.3** The quantum reading capacity $\mathcal{C}(\mathcal{N}^{\text{cov}}_g)$ of the jointly covariant memory cell $\mathcal{N}^{\text{cov}}_g = \{N_{B' \to B} \circ U_{B'}^g\}_{g \in \mathcal{G}}$ (Definition 5.7), is equal to the entanglement-assisted classical capacity of $\mathcal{N}$:

$$\mathcal{C}(\mathcal{N}^{\text{cov}}_g) = I(R; B)_{\mathcal{N}(\Phi)}, \quad (5.95)$$

where $\mathcal{N}(\Phi) := N_{B' \to B}(\Phi_{RB'})$ is the Choi state of the underlying channel $\mathcal{N}$.

**Proof.** Proof here consists of two parts: the converse part and the achievability part. We first show the converse part:

$$\mathcal{C}(\mathcal{N}^{\text{cov}}_g) \leq I(R; B)_{\mathcal{N}(\Phi)}. \quad (5.96)$$

From Remark 5.3, we can conclude that the quantum reading capacity of $\mathcal{N}^{\text{cov}}_g$ is as follows:

$$\mathcal{C}(\mathcal{N}^{\text{cov}}_g) = \max_{p_G} I(G; RB)_\omega, \quad (5.97)$$

where

$$\omega_{GRB} := \sum_{g \in \mathcal{G}} p_G(g) |g\rangle \langle g |_G \otimes \omega_{RB}^g, \quad (5.98)$$

such that $\{|g\rangle\}_{g \in \mathcal{G}} \in \text{ONB}(\mathcal{H}_G)$ and

$$\forall g \in \mathcal{G} : \omega_{RB}^g = (N_{B' \to B} \circ U_{B'}^g)(\Phi_{RB'}). \quad (5.99)$$
Let us consider \( p_G \) to be fixed. Then

\[
I(G; RB) = S \left( \sum_{g \in \mathcal{G}} p_G(g) \omega_{RB}^g \right) - \sum_{g \in \mathcal{G}} p_G(g) S(\omega_{RB}^g) \tag{5.100}
\]

\[
= S \left( \sum_{g \in \mathcal{G}} p_G(g) (V_B^g \circ N_{B' \rightarrow B})(\Phi_{RB'}) \right) - \sum_{g \in \mathcal{G}} p_G(g) H((V_B^g \circ N_{B' \rightarrow B})(\Phi_{RB'})) \tag{5.101}
\]

\[
= \sum_{g' \in \mathcal{G}} \frac{1}{|\mathcal{G}|} S \left( \sum_{g \in \mathcal{G}} p_G(g) (V_B^g \circ V_B^g \circ N_{B' \rightarrow B})(\Phi_{RB'}) \right) - S(N_{B' \rightarrow B}(\Phi_{RB'})) \tag{5.102}
\]

\[
\leq S \left( \frac{1}{|\mathcal{G}|} \sum_{g,g' \in \mathcal{G}} p_G(g) (V_B^g \circ V_B^g \circ N_{B' \rightarrow B})(\Phi_{RB'}) \right) - S(N_{B' \rightarrow B}(\Phi_{RB'})) \tag{5.103}
\]

\[
= S \left( N_{B' \rightarrow B} \left( \frac{1}{|\mathcal{G}|} \sum_{g' \in \mathcal{G}} U_{B'}^g \left( \sum_{g \in \mathcal{G}} p_G(g) U_{B'}^g (\Phi_{RB'}) \right) \right) \right) - S(N_{B' \rightarrow B}(\Phi_{RB'})) \tag{5.104}
\]

\[
= S (\pi_R \otimes \pi_{B'}) - S(N_{B' \rightarrow B}(\Phi_{RB'})) \tag{5.105}
\]

\[
= S (\pi_R) + S (N_{B' \rightarrow B}(\pi_B)) - S(N_{B' \rightarrow B}(\Phi_{RB'})) \tag{5.106}
\]

\[
= I(R; B)_{N(\phi)}. \tag{5.107}
\]

The second equality follows from (5.94). The third equality follows because entropy is invariant with respect to unitary or isometric channels. The first inequality follows from the concavity of entropy. The fourth equality follows from (5.94). The fifth equality follows from Definition 2.1. The sixth equality follows because entropy is additive for product states. Since the above upper bound holds for any \( p_G \), it follows that

\[
\mathcal{C}(\mathcal{N}_g^{\text{cov}}) = \max_{p_G} I(G; RB) \leq I(R; B)_{N(\phi)}. \tag{5.108}
\]

To prove the achievability part, we take \( p_G \) to be a uniform distribution, i.e., \( p_G \sim \frac{1}{|\mathcal{G}|} \). Putting \( p_G \sim \frac{1}{|\mathcal{G}|} \) in (5.101), we obtain the following lower bound

\[
\mathcal{C}(\mathcal{N}_g^{\text{cov}}) \geq I(G; RB) = I(R; B)_{N(\phi)}. \tag{5.109}
\]

Thus, from (5.108) and (5.109), we conclude the statement of the theorem: \( \mathcal{C}(\mathcal{N}_g^{\text{cov}}) = I(R; B)_{N(\phi)} \).
Now we state two corollaries, which are direct consequences of the above theorem. These corollaries establish the quantum reading capacities for jointly covariant memory cells formed from the erasure channel and depolarizing channel with respect to the Heisenberg–Weyl group $H$, as discussed below (see Appendix A for some basic notations and definitions related to qudit systems).

**Definition 5.8 (Qudit erasure memory cell)** The qudit erasure memory cell $\mathcal{Q}_\mathcal{X}^q = \{ Q_{B' \to B}^q(x) \}_{x \in \mathcal{X}}$, where the size of $\mathcal{X}$ is $|\mathcal{X}| = d^2$, consists of the following qudit channels:

$$Q^q_x(\cdot) = Q^q(\sigma^x(\cdot)(\sigma^x)^\dagger), \quad (5.110)$$

where $Q^q$ is a qudit erasure channel [236]:

$$Q^q(\rho_{B'}) = (1 - q)\rho + q|e\rangle\langle e|, \quad (5.111)$$

such that $q \in [0, 1]$, $\dim(H_{B'}) = d$, $|e\rangle\langle e|$ is an erasure state orthogonal to the support of all possible input states $\rho$, and $\forall x \in \mathcal{X} : \sigma^x \in H$ are the Heisenberg–Weyl operators as given in (A.7). Observe that $\mathcal{Q}_\mathcal{X}^q$ is jointly covariant with respect to the Heisenberg–Weyl group $H$ because the qudit erasure channel $Q^q$ is covariant with respect to $H$.

**Definition 5.9 (Qudit depolarizing memory cell)** The qudit depolarizing memory cell $\mathcal{D}_\mathcal{X}^q = \{ D_{B' \to B}^q(x) \}_{x \in \mathcal{X}}$, where $\mathcal{X}$ is of size $|\mathcal{X}| = d^2$, consists of qudit channels

$$D^q_x(\cdot) = D^q(\sigma^x(\cdot)(\sigma^x)^\dagger), \quad (5.112)$$

where $D^q$ is a qudit depolarizing channel:

$$D^q(\rho) = (1 - q)\rho + q\pi, \quad (5.113)$$

where $q \in \left[0, \frac{d^2}{d^2 - 1}\right]$, $\dim(H_{B'}) = d$ and $\forall x \in \mathcal{X} : \sigma^x \in H$ are the Heisenberg–Weyl operators as given in (A.7). Observe that $\mathcal{D}_\mathcal{X}^q$ is jointly covariant with respect to the Heisenberg–Weyl group $H$ because the qudit depolarizing channel $D^q$ is covariant with respect to $H$. 
As a consequence of Theorem 5.3, one immediately finds the quantum reading capacities of the above memory cells:

**Corollary 5.4** The quantum reading capacity $C(Q^q_{x\eta})$ of the qudit erasure memory cell $Q^q_x$ (Definition 5.8) is equal to the entanglement-assisted classical capacity of the erasure channel $Q^q$ [210]:

$$C(Q^q_{x\eta}) = 2(1 - q) \log_2 d. \quad (5.114)$$

**Corollary 5.5** The quantum reading capacity $C(D^q_{x\eta})$ of the qudit depolarizing memory cell $D^q_x$ (Definition 5.9) is equal to the entanglement-assisted classical capacity of the depolarizing channel $D^q$ [210]:

$$C(D^q_{x\eta}) = 2 \log_2 d + \left(1 - q + \frac{q}{d^2}\right) \log_2\left(1 - q + \frac{q}{d^2}\right) + (d^2 - 1) \frac{q}{d^2} \log_2\left(\frac{q}{d^2}\right). \quad (5.115)$$

### 5.4.2 A thermal memory cell

Now we discuss an example of a thermal memory cell $\hat{\mathcal{E}}_{x,\eta} = \{\mathcal{E}^{x,\eta}\}_x$, which is an environment-parametrized memory cell consisting of thermal channels $\mathcal{E}^{x,\eta}$ with known transmissivity parameter $\eta \in [0, 1]$ and unknown excess noise $x$. Let $\hat{a}, \hat{b}, \hat{e}, \hat{e}'$ be the respective field-mode annihilation operators for Bob’s input, Bob’s output, the environment’s input, and the environment’s output of these channels. The interaction channel in this case is a fixed bipartite unitary $U_{BE'\rightarrow BE'}$ corresponding to a beamsplitter interaction, defined from the following Heisenberg input-output relations:

$$\hat{b} = \sqrt{\eta}\hat{a} + \sqrt{1 - \eta}\hat{e}, \quad (5.116)$$
$$\hat{e}' = -\sqrt{1 - \eta}\hat{a} + \sqrt{\eta}\hat{e}. \quad (5.117)$$

The environmental mode $\hat{e}$ of a thermal channel $\mathcal{E}^{x,\eta}$ is prepared in a thermal state $\theta^x := \theta(N_B = x)$ of mean photon number $N_B \geq 0$:

$$\theta(N_B) := \frac{1}{N_B + 1} \sum_{k=0}^{\infty} \left(\frac{N_B}{N_B + 1}\right)^k |k\rangle\langle k|, \quad (5.118)$$
where \(|k\rangle_{k \in \mathbb{N}}\) is the orthonormal, photonic number-state basis. Parameter \(x\) is the excess noise of the thermal channel \(\mathcal{E}^{x,\eta}\). Note that for \(x = 0\), \(\theta^x\) reduces to a vacuum state and the channel \(\mathcal{E}^{x,\eta}\) is called the pure-loss channel (see Section 4.3.1).

**Proposition 5.6** The quantum reading capacity \(C(\hat{\mathcal{E}}_{\mathcal{X},\eta})\) of the thermal memory cell \(\hat{\mathcal{E}}_{\mathcal{X},\eta} = \{\mathcal{E}^{x,\eta}\}_x\) (as described above) is equal to

\[
C(\hat{\mathcal{E}}_{\mathcal{X},\eta}) = \max_{p_X} \left[ S(\bar{\theta}) - \int dx \; p_X(x)S(\theta^x) \right],
\]

(5.119)

where \(p_X\) is a probability distribution for the parameter \(x\) and \(\bar{\theta} := \int dx \; p_X(x)\theta^x\).

**Proof.** We begin by proving the achievability part, which corresponds to the inequality

\[
C(\hat{\mathcal{E}}_{\mathcal{X},\eta}) \geq I(X; E)_{\theta},
\]

(5.120)

where \(\theta_{XE} := \int dx \; p_X(x) |x\rangle\langle x|_X \otimes \theta^x_E\). The main idea for the achievability part builds on the results of [230, Eqns. (38)–(48)].

The two-mode squeezed vacuum state is equivalent to a purification of the thermal state in (5.118) and is defined as

\[
|\phi^{\text{TMS}}(N_S)\rangle_{RB'} := \frac{1}{\sqrt{N_S + 1}} \sum_{k=0}^{\infty} \left[ \frac{N_S}{N_S + 1} \right]^k |k\rangle_R |k\rangle_{B'}.
\]

(5.121)

When sending the \(B'\) system of this state through the channel \(\mathcal{E}^{x,\eta}_{B' \rightarrow B}\), the output state is as follows:

\[
\omega^{x,\eta}_{RB}(N_S) := (\text{id}_R \otimes \mathcal{E}^{x,\eta}_{B' \rightarrow B}) \left( \phi^{\text{TMS}}(N_S) \right) = \text{Tr}_{B'} \left\{ U_{B'E \rightarrow BE'} (\phi_{RB'}(N_S) \otimes \theta^x_E) (U_{B'E \rightarrow BE'})^\dagger \right\},
\]

(5.122)

(5.123)

and the average output state is as follows, when the channel \(\mathcal{E}^{x,\eta}_{B' \rightarrow B}\) being applied is chosen with
probability $p_X(x)$:

$$
\sum_{x \in \mathcal{X}} p_X(x) \omega_{RB}^{x, \eta}(N_S) = \sum_{x \in \mathcal{X}} p_X(x) \text{Tr}_{E'} \left\{ U_{B'E' \rightarrow BE'} \left( \phi_{RB'}(N_S) \otimes \theta_{E'} \right) (U_{B'E' \rightarrow BE'})^\dagger \right\}
$$

(5.124)

$$
= \text{Tr}_{E'} \left\{ U_{B'E' \rightarrow BE'} \left( \phi_{RB'}(N_S) \otimes \sum_{x \in \mathcal{X}} p_X(x) \theta_{E}^x \right) (U_{B'E' \rightarrow BE'})^\dagger \right\}.
$$

(5.125)

Consider the following classical–quantum state:

$$
\omega_{XRB}^{\eta}(N_S) := \sum_{x \in \mathcal{X}} p_X(x) |x\rangle \langle x|_X \otimes \omega_{RB}^{x, \eta},
$$

(5.126)

and

$$
I(X; RB)_{\omega^{\eta}(N_S)} = \sum_{x \in \mathcal{X}} p_X(x) D \left( \frac{\omega_{RB}^{x, \eta}(N_S)}{\sum_{x \in \mathcal{X}} p_X(x) \omega_{RB}^{x, \eta}(N_S)} \right).
$$

(5.127)

The Wigner characteristic function covariance matrix [237] for $\omega_{RB}^{x, \eta}(N_S)$ in (5.122) is as follows:

$$
V_{\omega^{x, \eta}(N_S)} = \begin{bmatrix}
    a & c & 0 & 0 \\
    c & b & 0 & 0 \\
    0 & 0 & a & -c \\
    0 & 0 & -c & b \\
\end{bmatrix},
$$

(5.128)

where

$$
a = \eta N_S + (1 - \eta) x + \frac{1}{2}, \quad b = N_S + \frac{1}{2}, \quad c = \sqrt{\eta N_S (N_S + 1)}.
$$

(5.129)

Now consider the following symplectic transformation [230]:

$$
S^{\eta}(N_S) = \begin{bmatrix}
    \gamma_+ & -\gamma_- & 0 & 0 \\
    -\gamma_- & \gamma_+ & 0 & 0 \\
    0 & 0 & \gamma_+ & \gamma_- \\
    0 & 0 & \gamma_- & \gamma_+ \\
\end{bmatrix},
$$

(5.130)
where
\[
\gamma_+ = \sqrt{\frac{1 + N_S}{1 + (1 - \eta) N_S}}, \quad \gamma_- = \sqrt{\frac{\eta N_S}{1 + (1 - \eta) N_S}}.
\] (5.131)

Action of the symplectic matrix \( S^\eta(N_S) \) on the covariance matrix \( V_{\omega^x,\eta(N_S)} \) gives
\[
\hat{V}_{\omega^x,\eta(N_S)} := S^\eta(N_S)V_{\omega^x,\eta(N_S)}(S^\eta(N_S))^T = \begin{bmatrix}
    a_s & -c_s & 0 & 0 \\
    -c_s & b_s & 0 & 0 \\
    0 & 0 & a_s & c_s \\
    0 & 0 & c_s & b_s
\end{bmatrix},
\] (5.132)

where
\[
a_s = x + \frac{1}{2} + \mathcal{O}\left(\frac{1}{N_S}\right), \quad b_s = (1 - \eta) N_S + \eta x + \frac{1}{2} + \mathcal{O}\left(\frac{1}{N_S}\right), \quad c_s = \sqrt{\eta x} + \mathcal{O}\left(\frac{1}{N_S}\right). \] (5.133)

Thus, by applying this transformation to \( \omega^x,\eta(N_S) \) and tracing out the second mode, we are left with a state that becomes indistinguishable from a thermal state of mean photon number \( x \) in the limit as \( N_S \to \infty \). Note that this occurs independent of the value of the transmissivity \( \eta \).

The symplectic transformation \( S^\eta(N_S) \) can be realized by a two-mode squeezer, which corresponds to a unitary transformation acting on the tensor-product Hilbert space. Letting the unitary transformation be of the form \( W_{RB \to EB} \), then \( \hat{V}_{\omega^x,\eta(N_S)} \) represents the covariance matrix of the state \( \omega_{EB}^{x,\eta}(N_S) \).

We use the formula for fidelity between two thermal states \([230, \text{Equation 34}]\) and the relation between trace norm and fidelity \([23, \text{Theorem 9.3.1}]\) to conclude that
\[
\lim_{N_S \to \infty} \| \omega_{EB}^{x,\eta}(N_S) - \theta_E^x \|_1 \leq \lim_{N_S \to \infty} \sqrt{1 - F(\omega_{EB}^{x,\eta}(N_S), \theta_E^x)} = 0.
\] (5.136)
From the convexity of trace norm, we obtain

\[
\left\| \sum_{x \in \mathcal{X}} p_X(x) \omega_{E}^x(N_S) - \sum_{x \in \mathcal{X}} p_X(x) \theta_E^x \right\|_1 \leq \sum_{x \in \mathcal{X}} p_X(x) \left\| \omega_{E}^x(N_S) - \theta_E^x \right\|_1, \tag{5.137}
\]

which in turn implies that

\[
\lim_{N_S \to \infty} \left\| \sum_{x \in \mathcal{X}} p_X(x) \omega_{E}^x(N_S) - \sum_{x \in \mathcal{X}} p_X(x) \theta_E^x \right\|_1 = 0. \tag{5.138}
\]

Invoking the result of [230, Equation 28] and the lower semi-continuity of relative entropy, one gets

\[
\lim_{N_S \to \infty} D \left( \omega_{RB}^{x,\eta}(N_S) \left\| \sum_{x \in \mathcal{X}} p_X(x) \omega_{RB}^{x,\eta}(N_S) \right\| = D \left( \theta_E^x \left\| \sum_{x \in \mathcal{X}} p_X(x) \theta_E^x \right\| \right. \right. \tag{5.139}
\]

Thus, from the above relations, we obtain the following result

\[
\lim_{N_S \to \infty} I(X; RB)_{\omega_{E}^x(N_S)} = I(X; E)_\eta, \tag{5.140}
\]

where

\[
\theta_{XE} = \sum_{x \in \mathcal{X}} p_X(x) |x\rangle\langle x| \otimes \theta_E^x, \tag{5.141}
\]

for \(\theta_E^x\) defined in (5.123). This shows that \(I(X; E)_\eta\) is an achievable rate for any \(p_X\).

The converse part of the proof, which corresponds to the inequality

\[
\mathcal{C}(\hat{\delta}_{X,\eta}) \leq \max_{p_X} I(X; E)_\theta, \tag{5.142}
\]

follows directly from Theorem 5.1.

### 5.5 Zero-error quantum reading capacity

In an \((n, R, \varepsilon)\) quantum reading protocol (Definition 5.4) for a memory cell \(\mathcal{S}_{\mathcal{X}} = \{M_{B' \rightarrow B}^x\}_{x \in \mathcal{X}},\) one can demand the error probability to vanish, i.e., \(\varepsilon = 0\). In this section, we define zero-error quantum reading protocols and the zero-error quantum reading capacity for any memory cell. We provide an explicit example of a memory cell for which a quantum reading protocol using an adaptive strategy has a clear advantage over a quantum reading protocol that uses a non-adaptive strategy.
Definition 5.10 (Zero-error quantum reading protocol) A zero-error quantum reading protocol of a memory cell $S_{\mathcal{X}}$ is a particular $(n, R, \varepsilon)$ quantum reading protocol for which $\varepsilon = 0$.

Definition 5.11 (Zero-error quantum reading capacity) The zero-error quantum reading capacity $\mathcal{Z}(S_{\mathcal{X}})$ of a memory cell $S_{\mathcal{X}}$ is defined as the largest rate $R$ such that there exists a zero-error reading protocol.

A zero-error non-adaptive quantum reading protocol of a memory cell is a special case of a zero-error quantum reading protocol in which the reader uses a non-adaptive strategy to decode the message.

5.5.1 Advantage of an adaptive strategy over a non-adaptive strategy

Now we employ the main example from [224] to illustrate the advantage of an adaptive zero-error quantum reading protocol over a non-adaptive zero-error quantum reading protocol.

Let us consider a memory cell $\mathcal{B}_{\mathcal{X}} = \{\mathcal{M}_{B' \rightarrow B}\}_{x \in \mathcal{X}}$, $\mathcal{X} = \{1, 2\}$, consisting of the following quantum channels that map two qubits to a single qubit, acting as

$$\mathcal{M}^x(\cdot) = \sum_{j=1}^{5} A_j^x(\cdot)(A_j^x)^\dagger, \quad x \in \mathcal{X},$$

(5.143)

where

$$A_1^1 = |0\rangle\langle 0|, \quad A_2^1 = |0\rangle\langle 01|, \quad A_3^1 = |0\rangle\langle 10|, \quad A_4^1 = \frac{1}{\sqrt{2}} |0\rangle\langle 11|, \quad A_5^1 = \frac{1}{\sqrt{2}} |1\rangle\langle 11|,$$

$$A_1^2 = |+\rangle\langle 00|, \quad A_2^2 = |+\rangle\langle 01|, \quad A_3^2 = |1\rangle\langle 1 +|, \quad A_4^2 = \frac{1}{\sqrt{2}} |0\rangle\langle 1 -|, \quad A_5^2 = \frac{1}{\sqrt{2}} |1\rangle\langle 1 -|,$$

(5.144)

and the standard bases for the channel inputs and outputs are $\{|00\rangle, |01\rangle, |10\rangle, |11\rangle\}$ and $\{|0\rangle, |1\rangle\}$, respectively.

It follows from [222, 224] that it is possible to discriminate perfectly these two channels using an adaptive strategy that makes two calls to the unknown channel $\mathcal{M}^x$. This implies that the encoder can encode two classical messages (one bit) into two uses of the quantum channels from $\mathcal{B}_{\mathcal{X}}$ such that Bob can perfectly read the message, i.e., with zero error. Thus, it can be concluded that the
zero-error quantum reading capacity of \( B_X \) is bounded from below by \( \frac{1}{2} \) (one bit per two channel uses).

Closely following the arguments of [224, Section 4], we can show that non-adaptive strategies can never realize perfect discrimination of the sequences \( \mathcal{M}^{x^n}_{B'n \rightarrow B^n} \) and \( \mathcal{M}^{y^n}_{B'n \rightarrow B^n} \), for any finite number \( n \) of channel uses if \( x^n \neq y^n \). Equivalently,

\[
\text{for } x^n \neq y^n: \| \mathcal{M}^{x^n}_{B'n \rightarrow B^n} - \mathcal{M}^{y^n}_{B'n \rightarrow B^n} \|_\diamond < 2 \forall n \in \mathbb{N} \quad (5.145)
\]

where \( \| \cdot \|_\diamond \) is the diamond norm (4.110). Thus, the zero-error non-adaptive quantum reading capacity of \( B_X \) is equal to zero.

To prove the above claim, we proceed with a proof by contradiction along the lines of that given in [224, Section 4]. We need to show that: for any finite \( n \in \mathbb{N} \), if \( x^n \neq y^n \), then there does not exist any state \( \sigma_{RB'^n} \) such that the two sequences \( \mathcal{M}^{x^n}_{B'n \rightarrow B^n} \) and \( \mathcal{M}^{y^n}_{B'n \rightarrow B^n} \) can be perfectly discriminated. Note that perfect discrimination is possible if and only if

\[
\text{Tr} \left\{ (\text{id}_R \otimes \mathcal{M}^{x^n}_{B'n \rightarrow B^n})(\sigma_{RB'^n}) (\text{id}_R \otimes \mathcal{M}^{y^n}_{B'n \rightarrow B^n})(\sigma_{RB'^n}) \right\} = 0. \quad (5.146)
\]

Now assume that there exists a \( \sigma_{RB'^n} \) such that (5.146) holds. Convexity then implies that (5.146) holds for some pure state \( \psi_{RB'^n} \). Then, by carefully following the steps from [224, Section 4], (5.146) implies that for any set of complex coefficients \( \{\alpha_{j,k}^{x,y} \in \mathbb{C} : 1 \leq j, k \leq 5, \ x, y \in \mathcal{X}'\} \)

\[
\langle \psi |_{RB'^n} \left[ \mathbb{1}_R \otimes \sum_{1 \leq j,k \leq 5 : i\in[n]} \alpha_{j_1,k_1}^{x_1,y_1} \cdots \alpha_{j_n,k_n}^{x_n,y_n} (B'_{j_1}^{y_1})^\dagger B'_{k_1}^{x_1} \otimes \cdots \otimes (B'_{j_n}^{y_n})^\dagger B'_{k_n}^{x_n} \right] |\psi\rangle_{RB'^n} = 0. \quad (5.147)
\]

Let us choose the coefficients \( \{\alpha_{j,k}^{x,y} \in \mathbb{C} : 1 \leq j, k \leq 5, \ x, y \in \mathcal{X}'\} \) as follows:

\[
\begin{align*}
\text{for } x \neq y: \quad & \alpha_{1,1}^{x,y} = \alpha_{2,2}^{x,y} = \sqrt{2}, \ \alpha_{3,5}^{x,y} = \alpha_{4,3}^{x,y} = 1, \ \alpha_{4,4}^{x,y} = -2\sqrt{2}, \ \text{otherwise } \alpha_{j,k}^{x,y} = 0, \\
\text{for } x = y: \quad & \alpha_{j,k}^{x,y} = \delta_{j,k}
\end{align*}
\]

\[
(5.148)
\]

where, if \( j = k \) then \( \delta_{j,k} = 1 \), else \( \delta_{j,k} = 0 \).
For the above choice of the coefficients, it follows that

$$\mathbb{1}_R \otimes \sum_{1 \leq j, k \leq 5 : i \in [n]} \alpha^{x_1/y_1}_{j_1, k_1} \cdots \alpha^{x_n/y_n}_{j_n, k_n} (A^{y_1}_{j_1})^\dagger A^{x_1}_{k_1} \otimes \cdots \otimes (A^{y_n}_{j_n})^\dagger A^{x_n}_{k_n} = I_R \otimes P^{x_1, y_1} \otimes \cdots \otimes P^{x_n, y_n}$$

where

$$\text{for } i \in [n] : \quad P^{x_i, y_i} = \begin{cases} P > 0, & x_i \neq y_i \\ I > 0, & \text{otherwise}, \end{cases}$$

and $P = |00\rangle\langle 00| + |01\rangle\langle 01| + |11\rangle\langle 11| + |1-\rangle\langle 1-|$. Observe that the operator $\mathbb{1}_R \otimes P^{x_1, y_1} \otimes \cdots \otimes P^{x_n, y_n}$ is positive definite. This means that there cannot exist any state that satisfies (5.147), and as a consequence (5.146), and this concludes the proof.

From the above discussion, we can conclude that the zero-error quantum reading capacity of the memory cell $\mathcal{B}_x$ is bounded from below by $\frac{1}{2}$ whereas the zero-error non-adaptive quantum reading capacity is equal to zero.

### 5.6 Conclusion

In this chapter, we have introduced the most general and natural definitions for quantum reading protocols and quantum reading capacities. We have defined environment-parametrized memory cells for quantum reading, which are sets of quantum channels obeying certain symmetries. We have determined upper bounds on the quantum reading capacity and the non-adaptive quantum reading capacity of an arbitrary memory cell. We have also derived strong converse and second-order bounds on quantum reading capacities of environment-parametrized memory cells. We have calculated quantum reading capacities for a thermal memory cell, a qudit erasure memory cell, and a qudit depolarizing memory cell. Finally, we have shown the advantage of an adaptive strategy over a non-adaptive strategy in the context of zero-error quantum reading capacity of a memory cell.

We note that it is possible to use the methods developed here to obtain bounds on the quantum reading capacities of memory cells based on amplifying bosonic channels, in the same spirit as the results of a thermal memory cell (the argument follows from [230]).

A natural question following from the developments in this chapter is whether there exists a memory cell for which the quantum reading capacity is larger than what we could achieve by using...
a non-adaptive strategy. As discussed above, we have found a positive answer to this question in
the setting of zero error. However, the question remains open for the case of Shannon-theoretic
capacity (i.e., with arbitrarily small error). We may suspect that this question will have a positive
answer, and we may strongly suspect it will be the case in the setting of non-asymptotic capacity,
our latter suspicion being due to the fact that feedback is known to help in non-asymptotic settings
for communication (see, e.g., [238]). We leave the investigation of this question for future work.
Chapter 6  Private Reading of Memory Devices

Devising a communication or information processing protocol that is secure against an eavesdropper is an area of primary interest and concern in information science and technology. In this chapter, we introduce the task of private reading of information stored in a memory device. A secret message can either be encrypted in a computer program with circuit gates or in a physical storage device, such as a CD-ROM, DVD, etc. Here we limit the discussion to the case in which these computer programs or physical storage devices are used for read-only tasks; for simplicity, we refer to such media as memory devices.

In a reading protocol (see Chapter 5 for precise description), it is assumed that the reader has a description of a memory cell, which is a set of quantum channels. The memory cell is used to encode a classical message in a memory device. The memory device containing the encoded message is then delivered to the interested reader, whose task is to read out the message stored in it. To decode the message, the reader can transmit a quantum state to the memory device and perform a quantum measurement on the output state. In general, since quantum channels are noisy, there is a loss of information to the environment, and there is a limitation on how well information can be read out from the memory device.

To motivate the task of private reading, consider that the computational and information processing capability of an adversary is limited only by the laws of quantum theory. A memory device is to be read using computer. There could be a circumstance in which an individual (reader) would have to access a computer in a public library under the surveillance of a librarian or other adversarial party, who supposedly is a passive eavesdropper, Eve. At a fundamental level, any reading mechanism involves transmitting of a probe system through a sequence of quantum channels, which are noisy in general. In such a situation, the reader would want information in a memory device not to be leaked to Eve, who has complete access to the environment, for security and privacy reasons. This naturally gives rise to the question of whether there exists a protocol for reading out a classical message that is secure from a passive eavesdropper.

Most of this chapter is based on [31], a joint work with Stefan Bäuml and Mark M. Wilde.
In what follows, we introduce the details of private reading \cite{31}: briefly, it is the task of reading out a classical message (key) stored in a memory device, encoded with a memory cell, by the reader such that the message is not leaked to Eve. We note here that private reading can be understood as a particular kind of secret-key-agreement protocol that employs a particular kind of bipartite interaction, and thus, there is a strong link between the developments in Section 3.3 and what follows. In Section 6.1, we present formal description of a private reading protocol, whose goal is to generate a secret key between an encoder and a reader. In Section 6.2, we present purified (coherent) version of the private reading protocol. In both of the aforementioned sections, we derive both lower and upper bounds on the private reading capacities. In Section 6.3, we discuss a protocol whose goal is to generate entanglement between two parties who have coherent access to a memory cell, and we derive a lower bound on the entanglement generation capacity in this setting.

6.1 Private reading protocol

In a private reading protocol, we consider an encoder and a reader (transceiver: receiver and decoder). Alice, an encoder, is one who encodes a secret classical message onto a read-only memory device that is delivered to Bob, a receiver, whose task is to read the message. Bob is also referred as the reader. The private reading task comprises the estimation of the secret message encoded in the form of a sequence of quantum wiretap channels chosen from a given set $\{M_{B' \rightarrow BE}^x\}_{x \in \mathcal{X}}$ of quantum wiretap channels (called a wiretap memory cell), where $\mathcal{X}$ is an alphabet of finite size $|\mathcal{X}|$, such that there is negligible leakage of information to Eve, who has access to the system $E$.

A special case of this is when each wiretap channel $M_{B' \rightarrow BE}^x$ is an isometric channel. In the most natural and general setting, the reader can use an adaptive strategy when decoding, as considered in the reading protocol described in Chapter 5.

Consider a set $\{M_{B' \rightarrow BE}^x\}_{x \in \mathcal{X}}$ of wiretap quantum channels, where the size of $B'$, $B$, and $E$ are fixed and independent of $x$. The memory cell from the encoder Alice to the reader Bob is as follows: $\overline{M}_{\mathcal{X}} = \{M_{B' \rightarrow B}^x\}_{x}$, where

$$\forall x \in \mathcal{X}: \ M_{B' \rightarrow B}^x(\cdot) := \text{Tr}_E(M_{B' \rightarrow BE}^x(\cdot)), \ (6.1)$$

which may also be known to Eve, before executing the reading protocol. It is assumed that only
the systems $E$ are accessible to Eve for all channels $\mathcal{M}_x$ in a memory cell. Thus, Eve is a passive eavesdropper in the sense that all she can do is to access the output of the channels

$$\forall x \in \mathcal{X} : \mathcal{M}_{B' \to E}^x(\cdot) = \text{Tr}_B \{ \mathcal{M}_{B' \to BE}^x(\cdot) \}.$$  \hspace{1cm} (6.2)

Consider a finite classical message set $\mathcal{X}$ of size $|K|$, and let $K_A$ be an associated system denoting a classical register for the secret message. In general, Alice encodes a message $k \in \mathcal{X}$ using a codeword $x^n(k) = x_1(k)x_2(k) \cdots x_n(k)$ of length $n$, where $x_i(k) \in \mathcal{X}$ for all $i \in [n]$. Each codeword identifies with a corresponding sequence of quantum channels chosen from the wiretap memory cell $\mathcal{M}_\mathcal{X}$:

$$\begin{pmatrix} \mathcal{M}_{B'_1 \to B_1 E_1}^{x_1(k)} \oplus \mathcal{M}_{B'_2 \to B_2 E_2}^{x_2(k)} \oplus \cdots \oplus \mathcal{M}_{B'_n \to B_n E_n}^{x_n(k)} \end{pmatrix}.$$  \hspace{1cm} (6.3)

Each quantum channel in a codeword, each of which represents one part of the stored information, is only read once.

Figure 6.1. The figure depicts a private reading protocol that calls a memory cell three times to decode the key $k$ as $\hat{k}$. See the discussion in Section 6.1 for a detailed description of a private reading protocol.

An adaptive decoding strategy makes $n$ calls to the memory cell, as depicted in Figure 6.1. It is specified in terms of a transmitter state $\rho_{L_{B_t} B'_t}$, a set of adaptive, interleaved channels $\{\mathcal{A}_{L_{B_{t+1}} B_t}^{i} : i = 1, n\}$, and a final quantum measurement $\{\Lambda_{L_{B_n} B_n}^{\hat{k}} \}_{\hat{k}}$ that outputs an estimate $\hat{k}$ of the message $k$. The strategy begins with Bob preparing the input state $\rho_{L_{B_t} B'_t}$ and sending the $B'_t$ system into the channel $\mathcal{M}_{B'_t \to B_t E_t}^{x_t(k)}$. The channel outputs the system $B_t$ for Bob. He adjoins the system $B_t$ to the system $L_{B_{t+1}}$ and applies the channel $\mathcal{A}_{L_{B_{t+1}} B_t \to B_{t+2} B'_t}^{i}$. The channel $\mathcal{A}_{L_{B_{t+1}} B_t \to L_{B_{t+1}} B'_t}^{i}$ is called adaptive because it can take an action conditioned on the information in the system $B_t$.
which itself might contain partial information about the message $k$. Then, he sends the system $B'_2$ into the channel $\mathcal{M}^{x_2(k)}_{B'_2 \rightarrow B_2 E_2}$, which outputs systems $B_2$ and $E_2$. The process of successively using the channels interleaved by the adaptive channels continues $n - 2$ more times, which results in the final output systems $L_{B_n}$ and $B_n$ with Bob. Next, he performs a measurement $\{\Lambda^{(k)}_{L_{B_n} B_n}\}_k$ on the output state $\rho_{L_{B_n} B_n}$, and the measurement outputs an estimate $\hat{k}$ of the original message $k$. It is natural to assume that the outputs of the adaptive channels and their complementary channels are inaccessible to Eve and are instead held securely by Bob.

It is apparent that a non-adaptive strategy is a special case of an adaptive strategy. In a non-adaptive strategy, the reader does not perform any adaptive channels and instead uses $\rho_{L B^n}$ as the transmitter state with each $B'_i$ system passing through the corresponding channel $\mathcal{M}^{x_i(k)}_{B'_i \rightarrow B_i E_i}$ and $L_B$ being a reference system. The final step in such a non-adaptive strategy is to perform a decoding measurement on the joint system $L_B B^n$.

As argued in the previous chapter, based on the physical setup of (quantum) reading, in which the reader assumes the role of both a transmitter and receiver, it is natural to consider the use of an adaptive strategy when defining the private reading capacity of a memory cell.

**Definition 6.1 (Private reading protocol)** An $(n, P, \varepsilon, \delta)$ private reading protocol for a wiretap memory cell $\mathcal{M}^x$ is defined by an encoding map $\mathcal{K}_{\text{enc}} : X \rightarrow X^\otimes n$, an adaptive strategy with measurement $\{\Lambda^{(k)}_{L_{B_n} B_n}\}_k$, such that, the average success probability is at least $1 - \varepsilon$ where $\varepsilon \in (0, 1)$:

$$1 - \varepsilon \leq 1 - \text{perr} := \frac{1}{|K|} \sum_k \text{Tr}\left\{\Lambda^{(k)}_{L_{B_n} B_n} \rho_{L_{B_n} B_n}^{(k)}\right\},$$

(6.4)

where

$$\rho_{L_{B_n} B_n E^n}^{(k)} = \left(\mathcal{M}^{x_n(k)}_{B_n \rightarrow B_n E_n} \circ A_{L_{B_{n-1}} B_{n-1} \rightarrow L_{B_n} B_n}^{n-1} \circ \cdots \circ A_{L_{B_1} B_1 \rightarrow L_{B_2} B_2}^{1} \circ \mathcal{M}^{x_1(k)}_{B'_1 \rightarrow B_1 E_1}\right) \left(\rho_{L_{B_1} B'_1}\right).$$

(6.5)

Furthermore, the security condition is that

$$\frac{1}{|K|} \sum_{k \in \mathcal{X}} \frac{1}{2} \left\|\rho_{E^n}^{(k)} - \tau_{E^n}\right\|_1 \leq \delta,$$

(6.6)
where \( p_{E^n}^{(k)} \) denotes the state accessible to the passive eavesdropper when message \( k \) is encoded. Also, \( \tau_{E^n} \) is some fixed state. The rate \( P := \frac{1}{n} \log_2 |K| \) of a given \((n, |K|, \varepsilon, \delta)\) private reading protocol is equal to the number of secret bits read per channel use.

Based on the discussions in [80, Appendix B], there are connections between the notions of private communication given in Section 3.3.2 and Definition 6.1, and we exploit these in what follows.

To arrive at a definition of the private reading capacity, we demand that there exists a sequence of private reading protocols, indexed by \( n \), for which the error probability \( p_{\text{err}} \to 0 \) and security parameter \( \delta \to 0 \) as \( n \to \infty \) at a fixed rate \( P \).

A rate \( P \) is called achievable if for all \( \varepsilon, \delta \in (0, 1], \delta' > 0 \), and sufficiently large \( n \), there exists an \((n, P - \delta', \varepsilon, \delta)\) private reading protocol. The private reading capacity \( P_{\text{read}}(\mathcal{M}_X) \) of a wiretap memory cell \( \mathcal{M}_X \) is defined as the supremum of all achievable rates \( P \).

An \((n, P, \varepsilon, \delta)\) private reading protocol for a wiretap memory cell \( \mathcal{M}_X \) is a non-adaptive private reading protocol when the reader abstains from employing any adaptive strategy for decoding. The non-adaptive private reading capacity \( P_{\text{read}}^{\text{n-a}}(\mathcal{M}_X) \) of a wiretap memory cell \( \mathcal{M}_X \) is defined as the supremum of all achievable rates \( P \) for a private reading protocol that is limited to non-adaptive strategies.

### 6.1.1 Non-adaptive private reading capacity

In what follows we restrict our attention to reading protocols that employ a non-adaptive strategy, and we now derive a regularized expression for the non-adaptive private reading capacity of a general wiretap memory cell.

**Theorem 6.1** The non-adaptive private reading capacity of a wiretap memory cell \( \mathcal{M}_X \) is given by

\[
P_{\text{read}}^{\text{n-a}}(\mathcal{M}_X) = \sup_n \max_{p_{X^n, \sigma_{LB^n B^n}}} \frac{1}{n} \left[ I(X^n; L_B B^n)_{\tau} - I(X^n; E^n)_{\tau} \right], \tag{6.7}
\]

where

\[
\tau_{X^n L_B^n B^n E^n} := \sum_{x^n} p_{X^n}(x^n) |x^n\rangle\langle x^n|_{X^n} \otimes \mathcal{M}_{LB^n B^n E^n}(\sigma_{LB^n B^n}), \tag{6.8}
\]
and it suffices for $\sigma_{LB^n}$ to be a pure state such that $L_B \simeq B^n$.

**Proof.** Let us begin by defining a cq-state corresponding to the task of private reading. Consider a wiretap memory cell $\mathcal{M}_x = \{\mathcal{M}_{x \rightarrow BE}\}_{x \in X}$. The initial state $\rho_{KALB^n}$ of a non-adaptive private reading protocol takes the form

$$\rho_{KALB^n} := \frac{1}{|K|} \sum_k |k\rangle\langle k|_K \otimes \rho_{LB^n}. \quad (6.9)$$

Bob then passes the transmitter state $\rho_{LB^n}$ through a channel codeword sequence $M^n \in \mathcal{M}_{B^n \rightarrow B^nE^n} := \bigotimes^n_{i=1} \mathcal{M}_{B_i \rightarrow B_iE_i}$. Then the resulting state is

$$\rho_{KALB^nE^n} := \frac{1}{|K|} \sum_k |k\rangle\langle k|_K \otimes \mathcal{M}_{B^n \rightarrow B^nE^n}^{x^n(k)} (\rho_{LB^n}). \quad (6.10)$$

Let $\rho_{KKB^n} := D_{LB^n \rightarrow K} (\rho_{KALB^n})$ be the output state at the end of the protocol after the decoding channel $D_{LB^n \rightarrow K}$ is performed by Bob. The privacy criterion (Definition 6.1) requires that

$$\frac{1}{|K|} \sum_{k \in X} 1 \leq \frac{1}{2} \| \rho_{E^n}^{x^n(k)} - \tau_{E^n} \|_1 \leq \delta, \quad (6.11)$$

where $\rho_{E^n}^{x^n(k)} := \text{Tr}_{LB^n} \{ \mathcal{M}_{B^n \rightarrow B^nE^n}^{x^n(k)} (\rho_{LB^n}) \}$ and $\tau_{E^n}$ is some arbitrary constant state. Hence

$$\delta \geq \frac{1}{2} \sum_k \| \rho_{E^n}^{x^n(k)} - \tau_{E^n} \|_1 \quad (6.12)$$

$$= \frac{1}{2} \| \rho_{KKB^n} - \pi_K \otimes \tau_{E^n} \|_1, \quad (6.13)$$

where $\pi_K$ denotes maximally mixed state, i.e., $\pi_K := \frac{1}{|K|} \sum_k |k\rangle\langle k|_K$. We note that

$$I(K_A; E^n)_\rho = S(K_A)_\rho - S(K_A | E^n)_\rho \quad (6.14)$$

$$S(K_A | E^n)_{\pi \otimes \tau} - S(K_A | E^n)_\rho \quad (6.15)$$

$$\leq \delta \log_2 |K| + g(\delta), \quad (6.16)$$

which follows from an application of Lemma 2.5.
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We are now ready to derive a weak converse bound on the private reading rate:

\[
\log_2 |K| = S(K_A) = I(K_A; K_B) + S(K|K_B) \\
\leq I(K_A; K_B) + \varepsilon \log_2 |K| + h_2(\varepsilon) \\
\leq I(K_A; L_B B^n) + \varepsilon \log_2 |K| + h_2(\varepsilon) \\
\leq I(K_A; L_B B^n) - I(K_A; E^n) + \varepsilon \log_2 |K| + h_2(\varepsilon) + \delta \log_2 |K| + g(\delta) \\
\leq \max_{p_X^n, \sigma_{L_B B'} \in \mathcal{D}(H_{L_B B'})} [I(X^n; L_B B^n)_\tau - I(X^n; E^n)_\tau] + \varepsilon \log_2 |K| + h_2(\varepsilon) + \delta \log_2 |K| + g(\delta),
\]

(6.17)

where \(\tau_{X^n L_B B^n E^n}\) is a state of the form in (6.8). The first inequality follows from Fano’s inequality [239]. The second inequality follows from the monotonicity of mutual information under the action of a local quantum channel by Bob (Holevo bound). The final inequality follows because the maximization is over all possible probability distributions and input states. Then,

\[
\frac{\log_2 |K|}{n} (1 - \varepsilon - \delta) \leq \max_{p_X^n, \sigma_{L_B B'} \in \mathcal{D}(H_{L_B B'})} \frac{1}{n} [I(X^n; L_B B^n)_\tau - I(X^n; E^n)_\tau] + \frac{h_2(\varepsilon) + g(\delta)}{n}.
\]

(6.22)

Now considering a sequence of non-adaptive \((n, P, \varepsilon_n, \delta_n)\) protocols with \(\lim_{n \to \infty} \frac{\log_2 K_n}{n} = P\), \(\lim_{n \to \infty} \varepsilon_n = 0\), and \(\lim_{n \to \infty} \delta_n = 0\), the converse bound on non-adaptive private reading capacity of memory cell \(M_x\) is given by

\[
P \leq \sup_n \max_{p_X^n, \sigma_{L_B B'}} \frac{1}{n} [I(X^n; L_B B^n)_\tau - I(X^n; E^n)_\tau],
\]

(6.23)

which follows by taking the limit as \(n \to \infty\).

It follows from the results of [103, 104] that right-hand side of (6.23) is also an achievable rate in the limit \(n \to \infty\). Indeed, the encoder and reader can induce the cq-wiretap channel \(x \to M'_{B'} \to BE(\sigma_{L_B B'})\), to which the results of [103, 104] apply. A regularized coding strategy then gives the general achievability statement. Therefore, the non-adaptive private reading capacity is given as stated in the theorem.
6.2 Purifying private reading protocols

As observed in \cite{78, 79} and reviewed in Section 2.7, any protocol of the above form (see Section 6.1.1) can be purified in the following sense. In this section, we assume that each wiretap memory cell consists of a set of isometric channels, written as \( \{ U_{M^x \rightarrow B} \}_{x \in X} \). Thus, Eve has access to system \( E \), which is the output of a particular isometric extension of the channel \( M^x_{B \rightarrow B} \), i.e., \( \hat{M}^x_{B \rightarrow E}(\cdot) = \text{Tr}_B\{ U_{M^x \rightarrow B} \}(\cdot) \), for all \( x \in X \). Such memory cell is to be referred as an *isometric wiretap memory cell*.

We begin by considering non-adaptive private reading protocols. A non-adaptive purified secret-key-agreement protocol that uses an isometric wiretap memory cell begins with Alice preparing a purification of the maximally classically correlated state:

\[
\frac{1}{\sqrt{|K|}} \sum_{k \in X} |k\rangle_{K} |k\rangle_{\hat{K}} |k\rangle_{C}, \quad (6.24)
\]

where \( X \) is a finite classical message set of size \( |K| \), and \( K, \hat{K}, \) and \( C \) are classical registers. Alice coherently encodes the value of the register \( C \) using the memory cell, the codebook \( \{ x^n(k) \}_k \), and the isometric mapping \( |k\rangle_C \rightarrow |x^n(k)\rangle_{X^n} \). Alice makes two coherent copies of the codeword \( x^n(k) \) and stores them safely in coherent classical registers \( X^n \) and \( \hat{X}^n \). At the same time, she acts on Bob’s input state \( \rho_{L_B B^n} \) with the following isometry:

\[
\sum_{x^n} |x^n\rangle\langle x^n|_{X^n} \otimes U_{M^n_{B^n \rightarrow B^n E^n}} \otimes |x^n\rangle_{\hat{X}^n}. \quad (6.25)
\]

For the task of reading, Bob inputs the state \( \rho_{L_B B^n} \) to the channel sequence \( M^{x^n(k)} \), with the goal of decoding \( k \). In the purified setting, the resulting output state is \( \psi_{K_A K X^n L'_B L_B B^n E^n \hat{X}^n} \), which includes all concerned coherent classical registers or quantum systems accessible by Alice, Bob and Eve:

\[
|\psi\rangle_{K_A K X^n L'_B L_B B^n E^n \hat{X}^n} := \frac{1}{\sqrt{|K|}} \sum_{k} |k\rangle_{K} |k\rangle_{\hat{K}} |x^n(k)\rangle_{X^n} U_{M^n_{B^n \rightarrow B^n E^n}} |\psi\rangle_{L'_B L_B B^n} |x^n(k)\rangle_{\hat{X}^n}, \quad (6.26)
\]

where \( \psi_{L'_B L_B B^n} \) is a purification of \( \rho_{L_B B^n} \) and the systems \( L'_B, L_B, \) and \( B^n \) are held by Bob,
whereas Eve has access only to $E^n$. The final global state is $\psi_{K_A\hat{K}\hat{X}^n L_B K_B E^n \hat{X}^n}$ after Bob applies the decoding channel $D_{L_B B^n \rightarrow K_B}$, where

$$|\psi\rangle_{K_A\hat{K}\hat{X}^n L_B' K_B E^n \hat{X}^n} := U^D_{L_B B^n \rightarrow L_B'' K_B} |\psi\rangle_{K_A\hat{K}\hat{X}^n L_B' L_B'' B^n E^n \hat{X}^n}, \quad (6.27)$$

$U^D$ is an isometric extension of the decoding channel $D$, and $L_B''$ is part of the shield system of Bob.

At the end of the purified protocol, Alice possesses the key system $K_A$ and the shield systems $\hat{K}\hat{X}^n \hat{X}^n$, Bob possesses the key system $K_B$ and the shield systems $L_B' L_B''$, and Eve possesses the environment system $E^n$. The state $\psi_{K_A\hat{K}\hat{X}^n L_B' K_B E^n \hat{X}^n}$ at the end of the protocol is a pure state.

For a fixed $n$, $|K| \in \mathbb{N}$, $\varepsilon \in [0, 1]$, the original protocol is an $(n, P, \sqrt{\varepsilon}, \sqrt{\varepsilon})$ private reading protocol if the memory cell is called $n$ times as discussed above, where private reading rate $P := \frac{1}{n} \log_2 |K|$, and if

$$F(\psi_{K_A\hat{K}\hat{X}^n L_B' K_B E^n \hat{X}^n}, \gamma_{S_A K_A K_B S_B}) \geq 1 - \varepsilon, \quad (6.28)$$

where $\gamma$ is a private state such that $S_A = \hat{K}\hat{X}^n \hat{X}^n$, $K_A = K_A$, $K_B = K_B$, $S_B = L_B' L_B''$. See [80, Appendix B] for further details.

Similarly, it is possible to purify a general adaptive private reading protocol, but we omit the details.

### 6.2.1 Converse bounds on private reading capacities

In this section, we derive different upper bounds on the private reading capacity of an isometric wiretap memory cell. The first is a weak converse upper bound on the non-adaptive private reading capacity in terms of the squashed entanglement. The second is a strong converse upper bound on the (adaptive) private reading capacity in terms of the bidirectional max-relative entropy of entanglement. Finally, we evaluate the private reading capacity for an example: a qudit erasure memory cell.

We derive the first converse bound on non-adaptive private reading capacity by making the following observation, related to the development in [80, Appendix B]: any non-adaptive $(n, P, \varepsilon, \delta)$ private reading protocol of an isometric wiretap memory cell $\overline{M}_x$, for reading out a secret key, can be realized by an $(n, P, \varepsilon' (2 - \varepsilon'))$ non-adaptive purified secret-key-agreement reading protocol,
where $\varepsilon' := \varepsilon + 2\delta$. As such, a converse bound for the latter protocol implies a converse bound for the former.

First, we derive an upper bound on the non-adaptive private reading capacity in terms of the squashed entanglement [36]:

**Proposition 6.1** The non-adaptive private reading capacity $P_{n-a}^{\text{read}}(\mathcal{M}_X)$ of an isometric wiretap memory cell $\mathcal{M}_X = \{U_M^x_{B'\rightarrow BE}\}_{x \in X}$ is bounded from above as

$$P_{n-a}^{\text{read}}(\mathcal{M}_X) \leq \sup_{p_X, \psi_{LB'}} E_{\text{sq}}(XL_B; B|\omega),$$

where $\omega_{XLB} = \text{Tr}_E(\omega_{XLBE})$, such that $\psi_{LB'}$ is a pure state and

$$|\omega\rangle_{XLBE} = \sum_{x \in X} \sqrt{p_X(x)} |x\rangle_X \otimes U_M^x_{B'\rightarrow BE} |\psi\rangle_{LB'}.\quad (6.30)$$

**Proof.** For the discussed purified non-adaptive secret-key-agreement reading protocol, when (6.28) holds, the dimension of the secret key system is upper bounded as [240, Theorem 2]:

$$\log_2 |K| \leq E_{\text{sq}}(\hat{K}X^n\hat{X}^nK_A; K_BL_BL''_L)|\psi\rangle + f_1(\sqrt{\varepsilon}; |K|),$$

where

$$f_1(\varepsilon, |K|) := 2\varepsilon \log_2 |K| + 2g(\varepsilon).\quad (6.32)$$

We can then proceed as follows:

$$\log_2 |K| \leq E_{\text{sq}}(\hat{K}X^n\hat{X}^nK_A; K_BL_BL''_L)|\psi\rangle + f_1(\sqrt{\varepsilon}; |K|)$$

$$= E_{\text{sq}}(\hat{K}X^n\hat{X}^nK_A; B^nL_BL'_L)|\psi\rangle + f_1(\sqrt{\varepsilon}; |K|).\quad (6.34)$$

where the first equality is due to the invariance of $E_{\text{sq}}$ under isometries.

For any five-partite pure state $\phi_{B'B_1B_2E_1E_2}$, the following inequality holds [96, Theorem 7]:

$$E_{\text{sq}}(B'; B_1B_2)_{\phi} \leq E_{\text{sq}}(B'B_2E_2; B_1)_{\phi} + E_{\text{sq}}(B'B_1E_1; B_2)_{\phi}.\quad (6.35)$$
This implies that

\[
E_{sq}(\hat{\mathcal{K}} X^n X^n K_A; B^n L_B L'_B) \psi \\
\leq E_{sq}(\hat{\mathcal{K}} X^n \hat{X}^n K_A L_B L'_B B^{n-1} E^{n-1}; B_n) \psi + E_{sq}(\hat{\mathcal{K}} X^n \hat{X}^n K_A B_n E_n; L_B L'_B B^{n-1}) \psi \\
= E_{sq}(\hat{\mathcal{K}} X^n \hat{X}^n K_A L_B L'_B B^{n-1} E^{n-1}; B_n) \psi + E_{sq}(\hat{\mathcal{K}} X^n \hat{X}^n K_A B'_n; L_B L'_B B^{n-1}) \psi. 
\]

(6.36)

where the equality holds by considering an isometry with the following uncomputing action:

\[
|k\rangle_{K_A} |k\rangle_{\hat{K}} |x^n(k)\rangle_X^n U^{M_x^n}_{B^n \rightarrow B^n E^n} |\psi\rangle_{L_B L_B B^n} |x^n(k)\rangle_{\hat{X}^n} \\
\rightarrow |k\rangle_{K_A} |k\rangle_{\hat{K}} |x^n(k)\rangle_X^n U^{M_x^{n-1}}_{B^{n-1} \rightarrow B^{n-1} E^{n-1}} |\psi\rangle_{L_B L_B B^n} |x^{n-1}(k)\rangle_{\hat{X}^{n-1}}. 
\]

(6.37)

Applying the inequality in (6.35) and uncomputing isometries like the above repeatedly to (6.37), we get

\[
E_{sq}(\hat{\mathcal{K}} X^n \hat{X}^n K_A; B^n L_B L'_B) \psi \leq \sum_{i=1}^{n} E_{sq}(\hat{\mathcal{K}} X^n \hat{X}_i K_{A} L_B L'_B B^{n\setminus \{i\}}; B_i),
\]

(6.39)

where the notation $B^{n\setminus \{i\}}$ indicates the composite system $B'_i B'_2 \cdots B'_{i-1} B'_{i+1} \cdots B'_n$, i.e. all $n-1$ $B'$-labeled systems except $B'_i$. Each summand above is equal to the squashed entanglement of some state of the following form: a bipartite state is prepared on some auxiliary system $Z$ and a control system $X$, a bipartite state is prepared on systems $L_B$ and $B'$, a controlled isometry $\sum_x |x\rangle_x \otimes U^{M_x}_{B' \rightarrow B}$ is performed from $X$ to $B'$, and then $E$ is traced out. By applying the development in [123, Appendix A], we conclude that the auxiliary system $Z$ is not necessary. Thus, the state of systems $X$, $L_B$, $B'$, and $E$ can be taken to have the form in (6.30). From (6.34) and the above reasoning, since $\lim_{\varepsilon \rightarrow 0} \lim_{n \rightarrow \infty} \frac{f_1(\varepsilon; |K|)}{n} = 0$, we can conclude that

\[
\widetilde{P}_{\text{read}}(\mathcal{M}_x^\varepsilon) \leq \sup_{p_X, \psi_{L_B B'}} E_{sq}(X L; B) \omega, 
\]

(6.40)

where $\omega_{XL_B} = \text{Tr}_E\{\omega_{XL_BB E}\}$, such that $\psi_{L_B B'}$ is a pure state and

\[
|\omega\rangle_{XL_BB E} = \sum_{x \in \mathcal{X}} \sqrt{p_X(x)} |x\rangle_X \otimes U^{M_x}_{B' \rightarrow B} |\psi\rangle_{L_B B'}. 
\]

(6.41)
This concludes the proof. ■

We now bound the strong converse private reading capacity of an isometric wiretap memory cell in terms of the bidirectional max-relative entropy (see Chapter 3).

**Theorem 6.2** The strong converse private reading capacity $\tilde{P}_{\text{read}}(M_X)$ of an isometric wiretap memory cell $M_X = \{U^{M_x}_{B'\rightarrow BE}\}_{x \in X}$ is bounded from above by the bidirectional max-relative entropy of entanglement $E^{2\rightarrow 2}(N^{M_x}_{X'B'\rightarrow XB})$ of the bidirectional channel $N^{M_x}_{X'B'\rightarrow XB}$, i.e.,

$$\tilde{P}_{\text{read}}(M_X) \leq E^{2\rightarrow 2}(N^{M_x}_{X'B'\rightarrow XB}),$$

(6.42)

where

$$N^{M_x}_{X'B'\rightarrow XB}(\cdot) := \text{Tr}_E \left\{ U^{M_x}_{X'B'\rightarrow XBE}(\cdot) \left( U^{M_x}_{X'B'\rightarrow XBE} \right)^\dagger \right\},$$

(6.43)

such that

$$U^{M_x}_{X'B'\rightarrow XBE} := \sum_{x \in X} |x\rangle \langle x|_X \otimes U^{M_x}_{B'\rightarrow BE}.$$  

(6.44)

**Proof.** First we recall, as stated previously, that a $(n, P, \varepsilon, \delta)$ (adaptive) private reading protocol of a memory cell $M_X$, for reading out a secret key, can be realized by an $(n, P, \varepsilon'(2 - \varepsilon'))$ purified secret-key-agreement reading protocol, where $\varepsilon' := \varepsilon + 2\delta$. Given that a purified secret-key-agreement reading protocol can be understood as particular case of a bidirectional secret-key-agreement protocol (as discussed in Section 3.3.2), we can conclude that the strong converse private reading capacity is bounded from above by

$$\tilde{P}_{\text{read}}(M_X) \leq E^{2\rightarrow 2}(N^{M_x}_{X'B'\rightarrow XB}),$$

(6.45)

where the bidirectional channel is

$$N^{M_x}_{X'B'\rightarrow XB}(\cdot) = \text{Tr}_E \left\{ U^{M_x}_{X'B'\rightarrow XBE}(\cdot) \left( U^{M_x}_{X'B'\rightarrow XBE} \right)^\dagger \right\},$$

(6.46)

such that

$$U^{M_x}_{X'B'\rightarrow XBE} := \sum_{x \in X} |x\rangle \langle x|_X \otimes U^{M_x}_{B'\rightarrow BE}.$$  

(6.47)
The reading protocol is a particular instance of an LOCC-assisted bidirectional secret-key-agreement protocol in which classical communication between Alice and Bob does not occur. The local operations of Bob in the bidirectional secret-key-agreement protocol are equivalent to adaptive operations by Bob in reading. Therefore, applying Theorem 3.2, we find that (6.42) holds, where the strong converse in this context means that $\varepsilon + 2\delta \to 1$ in the limit as $n \to \infty$ if the reading rate exceeds $E_{\text{max}}^2(N_{X_B'\to X_B})$.\footnote{Such a bound might be called a “pretty strong converse,” in the sense of [241]. However, we could have alternatively defined a private reading protocol to have a single parameter characterizing reliability and security, as in [80], and with such a definition, we would get a true strong converse.}

Qudit erasure wiretap memory cell

The main goal of this section is to evaluate the private reading capacity of the qudit erasure wiretap memory cell (cf. Definition 5.8).

Definition 6.2 (Qudit erasure wiretap memory cell) The qudit erasure wiretap memory cell $\mathcal{Q}^q_x = \{\mathcal{Q}^q_{x'B'E}\}_{x \in \mathcal{X}}$, where $\mathcal{X}$ is of size $|X| = d^2$, consists of the following qudit channels:

$$\mathcal{Q}^q_{x'}(\cdot) = \mathcal{Q}^q(\sigma^x(\cdot)(\sigma^x)^\dagger),$$  \hspace{1cm} (6.48)

where $\mathcal{Q}^q$ is an isometric channel extending the qudit erasure channel [236]:

$$\mathcal{Q}^q(\rho_{B'}) = U^q \rho_{B'} (U^q)^\dagger,$$  \hspace{1cm} (6.49)

$$U^q |\psi\rangle_{B'} = \sqrt{1-q} |\psi\rangle_B |e\rangle_E + \sqrt{q} |e\rangle_B |\psi\rangle_E,$$  \hspace{1cm} (6.50)

such that $q \in [0,1]$, $\dim(\mathcal{H}_{B'}) = d$, $|e\rangle\langle e|$ is an erasure state orthogonal to the support of all possible input states $\rho$, and $\forall x \in \mathcal{X}$ : $\sigma^x \in \mathcal{H}$ are the Heisenberg–Weyl operators as reviewed in (A.7). Observe that $\mathcal{Q}^q_x$ is jointly covariant with respect to the Heisenberg–Weyl group $\mathcal{H}$ because the qudit erasure channel $\mathcal{Q}^q$ is covariant with respect to $\mathcal{H}$.

Now we establish the private reading capacity of the qudit erasure wiretap memory cell.
Proposition 6.2 The private reading capacity and strong converse private reading capacity of the qudit erasure wiretap memory cell $\overline{Q}_x^q$ are given by

$$P_{\text{read}}(\overline{Q}_x^q) = \tilde{P}_{\text{read}}(\overline{Q}_x^q) = 2(1 - q) \log_2 d.$$ (6.51)

Proof. To prove the proposition, let us consider that $N^{\overline{Q}_x^q}$ as defined in (6.43) is bicovariant and $Q_{B \to B}'$ is covariant. Thus, to get an upper bound on the strong converse private reading capacity, it is sufficient to consider the action of a coherent use of the memory cell on a maximally entangled state (see Corollary 3.5). We furthermore apply the development in [123, Appendix A] to restrict to the following state:

$$\phi_{XLBB'} := \frac{1}{\sqrt{|X|}} \sum_{x \in X} |x\rangle_X \otimes U_{B \to BE}^{Q_x} |\Phi\rangle_{LB}'$$

$$= \sqrt{1 - q} \frac{d}{d|X|} \sum_{i=0}^d \sum_{x} |x \rangle_X \otimes |e\rangle_B \otimes |\phi\rangle_{BE} + \sqrt{q} \frac{d}{d|X|} \sum_{i=0}^d \sum_{x} |x \rangle_X \otimes |e\rangle_B \otimes |\phi\rangle_{BE}.$$

(6.52)

Observe that $\sum_{i=0}^d \sum_{x} |x \rangle_X \otimes |e\rangle_B \otimes |\phi\rangle_{BE}$ and $\sum_{i=0}^d \sum_{x} |x \rangle_X \otimes |e\rangle_B \otimes |\phi\rangle_{BE}$ are orthogonal. Also, since $|e\rangle$ is orthogonal to the input Hilbert space, the only term contributing to the relative entropy of entanglement is $\sqrt{1 - q} \frac{d}{d|X|} \sum_{i=0}^d \sum_{x} |x \rangle_X \otimes |\phi\rangle_{BE}$. Let

$$|\psi\rangle_{XLBB'} = \frac{1}{\sqrt{|X|}} \sum_{x=0}^{d^2-1} |x\rangle_X \otimes \sigma^x |\Phi\rangle_{BLB}.$$ (6.53)

$\{\sigma^x |\Phi\rangle_{BLB} \}_{x \in X} \in \text{ONB}(H_B \otimes H_{LB})$ (see Appendix A), so

$$|\psi\rangle_{XLBB'} = |\Phi\rangle_{X:BLB} = \frac{1}{d} \sum_{x=0}^{d^2-1} |x\rangle_X \otimes |\phi\rangle_{BLB},$$ (6.54)

and $E(X;LB)_{\phi} = 2\log_2 d$. Applying Corollary 3.5 and convexity of relative entropy of entanglement, we can conclude that

$$\tilde{P}_{\text{read}}(\overline{Q}_x^q) \leq 2(1 - q) \log_2 d.$$ (6.55)
From Theorem 6.1, the following bound holds

\[
P^{\text{read}}(\mathcal{Q}_x^q) \geq P^{\text{n-a}}(\mathcal{Q}_x^q) \geq I(X; L_B B)_\rho - I(X; E)_\rho, \tag{6.56}
\]

where

\[
\rho_{XLBEB} = \frac{1}{d^2} \sum_{x=0}^{d^2-1} |x\rangle\langle x|_X \otimes U_{\Phi_{X:BEB}}^{Q^q}. \tag{6.58}
\]

After a calculation, we find that \( I(X; E)_\rho = 0 \) and \( I(X; L_B B)_\rho = 2(1-q) \log_2 d \). Therefore, from (6.55) and the above, the statement of the theorem is concluded. 

From the above and Corollary 5.4, we can conclude that there is no difference between the private reading capacity of the qudit erasure memory cell and its reading capacity.

### 6.3 Entanglement generation from a coherent memory cell

In this section, we consider an entanglement distillation task between two parties Alice and Bob holding systems \( X \) and \( B \), respectively. The set up is similar to purified secret key generation when using a memory cell (see Section 6.2). The goal of the protocol is as follows: Alice and Bob, who are spatially separated, try to generate a maximally entangled state between them by making coherent use of an isometric wiretap memory cell \( \mathcal{M}_x = \{U_{B'B\rightarrow BE}^M\}_{x \in \mathcal{X}} \) known to both parties. That is, Alice and Bob have access to the following controlled isometry:

\[
U_{X'B\rightarrow XB E}^{\mathcal{M}_x} = \sum_{x \in \mathcal{X}} |x\rangle\langle x|_X \otimes U_{B'B\rightarrow BE}^M, \tag{6.59}
\]

such that \( X \) and \( E \) are inaccessible to Bob. Using techniques from [104], we can state an achievable rate of entanglement generation by coherently using the memory cell.

**Theorem 6.3** The following rate is achievable for entanglement generation when using the controlled isometry in (6.59):

\[
I(X)L_BB)_\omega, \tag{6.60}
\]
where $I(X)L_B B)_ω$ is the coherent information of state $ω_{XLB} (2.48)$ such that

$$|ω⟩_{XL_B BE} = \sum_{x} \sqrt{p_x(x)}|x⟩_X ⊗ U_{B′→BE}^M|ψ⟩_{LB B′}.$$  (6.61)

**Proof.** Let \(\{x^n(m, k)\}_{m,k}\) denote a codebook for private reading, as discussed in Section 6.1.1, and let $ψ_{LB B′}$ denote a pure state that can be fed in to each coherent use of the memory cell. The codebook is such that for each $m ∈ M$ and $k ∈ K$, the codeword $x^n(m, k)$ is unique. The rate of private reading is given by

$$I(X; L_B B)_ρ - I(X; E)_ρ,$$  (6.62)

where

$$ρ_{XB B′} = \sum_{x} p_x(x)|x⟩⟨x|_X ⊗ U_{M}^{x}x_{B′→B}(|ψ⟩_{LB B′}).$$  (6.63)

Note that the following equality holds

$$I(X; L_B B)_ρ - I(X; E)_ρ = I(X L_B B)_ω,$$  (6.64)

where

$$|ω⟩_{XL_B BE} = \sum_{x} \sqrt{p_x(x)}|x⟩_X ⊗ U_{B′→BE}^M|ψ⟩_{LB B′}.$$  (6.65)

The code is such that there is a measurement $Λ_{LB B′}^{m,k}$ for all $m, k$, for which

$$\text{Tr}\{Λ_{LB B′}^{m,k}M_{B′→B}^{x^n(m,k)}(ψ_{LB B′})\} ≥ 1 - ε,$$  (6.66)

and

$$\frac{1}{2} \left\| \frac{1}{|K|} \sum_{k} M_{B′→E}^{x^n(m,k)}(ψ_{B′}) - σ_{E} \right\|_1 ≤ δ.$$  (6.67)

From this private reading code, we construct a coherent reading code as follows. Alice begins by preparing the state

$$\frac{1}{\sqrt{|M||K|}} \sum_{m,k} |m⟩_{M_A} |k⟩_{K_A}.$$  (6.68)
Alice performs a unitary that implements the following mapping:

$$|m\rangle_{MA}|k\rangle_{KA}|0\rangle_{X^n} \rightarrow |m\rangle_{MA}|k\rangle_{KA}|x^n(m, k)\rangle_{X^n}, \quad (6.69)$$

so that the state above becomes

$$\frac{1}{\sqrt{|M||K|}} \sum_{m,k} |m\rangle_{MA}|k\rangle_{KA}|x^n(m, k)\rangle_{X^n}. \quad (6.70)$$

Bob prepares the state $|\psi\rangle_{L_B B'}^\otimes$, so that the overall state is

$$\frac{1}{\sqrt{|M||K|}} \sum_{m,k} |m\rangle_{MA}|k\rangle_{KA}|x^n(m, k)\rangle_{X^n} |\psi\rangle_{L_B B'}^\otimes. \quad (6.71)$$

Now Alice and Bob are allowed to access $n$ instances of the controlled isometry

$$\sum_x |x\rangle \langle x|_X \otimes U_{B' \to BE}^M x, \quad (6.72)$$

and the state becomes

$$\frac{1}{\sqrt{|M||K|}} \sum_{m,k} |m\rangle_{MA}|k\rangle_{KA}|x^n(m, k)\rangle_{X^n} U_{B' \to B^n E^n}^{M x^n} |\psi\rangle_{L_B B'}^\otimes \otimes |m\rangle_{M_1} |k\rangle_{K_1}. \quad (6.73)$$

Bob now performs the isometry

$$\sum_{m,k} \sqrt{\Lambda_{L_B B^n}^{m,k}} |m\rangle_{M_1} |k\rangle_{K_1}, \quad (6.74)$$

and the resulting state is close to

$$\frac{1}{\sqrt{|M||K|}} \sum_{m,k} |m\rangle_{MA}|k\rangle_{KA}|x^n(m, k)\rangle_{X^n} U_{B' \to B^n E^n}^{M x^n} |\psi\rangle_{L_B B'}^\otimes |m\rangle_{M_1} |k\rangle_{K_1}. \quad (6.75)$$

At this point, Alice locally uncomputes the unitary from (6.69) and discards the $X^n$ register, leaving
the following state:

\[
\frac{1}{\sqrt{|M||K|}} \sum_{m,k} |m\rangle_{MA} |k\rangle_{KA} U_{B^n\rightarrow B^n E^n}^{M_A x^{n(m,k)}} |\psi\rangle_{L_B B'} ^{\otimes n} |m\rangle_{M_1} |k\rangle_{K_1}.
\]  

(6.76)

Following the scheme of [104] for entanglement distillation, she then performs a Fourier transform on the register \(K_A\) and measures it, obtaining an outcome \(k' \in \{0, \ldots, K - 1\}\), leaving the following state:

\[
\frac{1}{\sqrt{|M||K|}} \sum_{m,k} e^{2\pi i k' k/K} |m\rangle_{MA} U_{B^n\rightarrow B^n E^n}^{M_A x^{n(m,k)}} |\psi\rangle_{L_B B'} ^{\otimes n} |m\rangle_{M_1} |k\rangle_{K_1}.
\]  

(6.77)

She communicates the outcome to Bob, who can then perform a local unitary on system \(K_1\) to bring the state to

\[
\frac{1}{\sqrt{|M||K|}} \sum_{m,k} |m\rangle_{MA} U_{B^n\rightarrow B^n E^n}^{M_A x^{n(m,k)}} |\psi\rangle_{L_B B'} ^{\otimes n} |m\rangle_{M_1} |k\rangle_{K_1}.
\]  

(6.78)

Now consider that, conditioned on a value \(m\) in register \(M\), the local state of Eve’s register \(E^n\) is given by

\[
\frac{1}{|K|} \sum_k \hat{M}_{B^n\rightarrow E^n}^{x^{n(m,k)}} (|\psi\rangle_{B'} ^{\otimes n}).
\]  

(6.79)

Thus, by invoking the security condition in (6.67) and Uhlmann’s theorem [75], there exists an isometry \(V_{L_B B^n K_1 \rightarrow \tilde{B}}^m\) such that

\[
V_{L_B B^n K_1 \rightarrow \tilde{B}}^m \left[ \frac{1}{\sqrt{|K|}} \sum_k U_{B^n\rightarrow B^n E^n}^{M_A x^{n(m,k)}} |\psi\rangle_{L_B B'} ^{\otimes n} |k\rangle_{K_1} \right] \approx |\varphi^\sigma\rangle_{E^n \tilde{B}}.
\]  

(6.80)

Thus, Bob applies the controlled isometry

\[
\sum_m |m\rangle_{M_1} \otimes V_{L_B B^n K_1 \rightarrow \tilde{B}}^m.
\]  

(6.81)

and then the overall state is close to

\[
\frac{1}{\sqrt{|M|}} \sum_m |m\rangle_{M} |\varphi^\sigma\rangle_{E^n \tilde{B}} \otimes |m\rangle_{M_1}.
\]  

(6.82)

Bob now discards the register \(\tilde{B}\) and Alice and Bob are left with a maximally entangled state that
is locally equivalent to approximately $n[I(X; L_B B)_\rho - I(X; E)_\rho] = nI(X|L_B B)_\omega$ ebits. □

### 6.4 Conclusion

In this chapter, we discussed a private communication task called private reading. This task allows for secret key agreement between an encoder and a reader in the presence of a passive eavesdropper. Observing that access to an isometric wiretap memory cell by an encoder and the reader is a particular kind of bipartite quantum interaction, we were able to leverage bounds derived on the LOCC-assisted bidirectional secret-key-agreement capacity (Section 3.3.2) to determine bounds on its private reading capacity. We also determined a regularized expression for the non-adaptive private reading capacity of an arbitrary wiretap memory cell. For particular classes of memory cells obeying certain symmetries, such that there is an adaptive-to-non-adaptive reduction in a reading protocol (see Chapter 5), the private reading capacity and the non-adaptive private reading capacity are equal. We derived a single-letter, weak converse upper bound on the non-adaptive private reading capacity of an isometric wiretap memory cell in terms of the squashed entanglement. We also proved a strong converse upper bound on the private reading capacity of an isometric wiretap memory cell in terms of the bidirectional max-relative entropy of entanglement. We applied discussed results to show that the private reading capacity and the reading capacity of the qudit erasure memory cell are equal. Finally, we determined an achievable rate at which entanglement can be generated between two parties who have coherent access to a memory cell.

We note that there is a connection to private reading protocol and floodlight quantum key distribution (FL-QKD) protocol [242, 243]. In FL-QKD, Alice transmits system (signal) $A'$ in the state $\rho_{L_A'}$ to Bob through a channel $\mathcal{A}_{A'\rightarrow B}$ and keeps idler system $L$ with her. Bob performs some unitary channel $\mathcal{U}^k_{B\rightarrow B}$, which is noiseless, based on a key ($k$) that he wants to communicate to Alice. Next, Bob performs another transformation $\mathcal{B}_{B\rightarrow A'}$ on the local output after the action of $\mathcal{U}^k$. Now the system $A'$ in the state $\mathcal{B}_{B\rightarrow A'} \circ \mathcal{U}^k_{B\rightarrow B} \circ \mathcal{A}_{A'\rightarrow B}(\rho_{L_A'})$ is transmitted to Alice over the channel $\mathcal{A}_{A'\rightarrow B}$. It is assumed that Eve has complete access to complementary $\hat{A}_{A'\rightarrow E}$ of $\mathcal{A}$. Bob performs joint measurement on $LB$ in the state $\mathcal{A}_{A'\rightarrow B} \circ \mathcal{B}_{B\rightarrow A'} \circ \mathcal{U}^k_{B\rightarrow B} \circ \mathcal{A}_{A'\rightarrow B}(\rho_{L_A'})$ to decode the key.

Now let us modify the above FL-QKD protocol in the following way. Let us assume $\mathcal{A}_{A'\rightarrow B}$ to be
noiseless channel and constraining access of Eve only to losses due to noisy local operations $B \circ U^k$ for all $k$, where encoding of key is such that the system (loss) accessible to Eve is independent of $k$. Then the modified FL-QKD protocol effectively reduces to a private reading protocol. Hence, framework to derive bounds on the private capacity here may provide some insight for deriving converse bounds on the private capacity of FL-QKD. We leave this question open for future direction.
Chapter 7  Hiding Digital Information in Quantum Processes for Security

In this era of rapidly-advancing technologies, there is a pertinent need for protocols that allow for secure reading of memory devices under adversarial scrutiny. Security requirements may vary depending on the situation the reader is in; for example, a person reading a document in a library (or internet café) wants to ensure that the librarian is not eavesdropping (cf. Chapter 6). Similarly, a spy desires to read messages securely from his or her home organization when in the vicinity of a rival organization, without arousing suspicion of the rival organization.

By exploiting the laws of quantum mechanics, the capabilities of information processing and computing tasks can be pushed beyond the limitations imposed by classical information theory. This also provides the opportunity to devise new information processing protocols, e.g., quantum key distribution [16,17] and quantum teleportation [18,19]. The tasks of imaging, reading, sensing, or spectroscopy of an (unknown) object of interest essentially involves the identification of an interaction process between probe system, which is in known state, and the object of interest [20, 31, 109, 212, 244–246]. It is known that the most interaction processes that lead to physical transformation of the state can be understood as a quantum channel. This makes it natural to model task of reading any digital memory device as the read-out of classical bits of information encoded as a sequence of quantum channels chosen from a particular set, which is called memory cell.

In this chapter, we discuss information processing and communication protocols for the secure reading of digital information hidden in quantum processes. Here we consider two kinds of adversaries: a passive adversary who has access only to the environment and a semi-passive adversary who has access to the memory device but cannot alter it. Before introducing secure reading protocols in Section 7.2, we briefly discuss secure communication protocol with zero-error where message is hidden in noiseless gates, i.e., unitary operations. Then we formally introduce secure reading protocols where message is encoded in noisy gates, i.e., quantum channels. In Section 7.3, we illustrate

Part of this chapter is based on an unpublished work done in collaboration with Sumeet Khatri and Mark M. Wilde.
the possibility of secure reading by providing examples where memory device is encoded using a binary memory cell consisting of amplitude damping channels [21, 198] or depolarizing channels [210]. Finally, we briefly discuss the application of aforementioned protocols to threat level identification (TLI), which is inspired by IFF: identification, friend or foe [247].

7.1 Secure communication using gate circuit

Let us assume a situation where two distant friends, Hardy and Ramanujan, share a computer network. Assume that Hardy’s computer is also accessible to Littlewood. Ramanujan wants to share a message on network intended only for Hardy. Ramanujan is fine with communicating message on network if chances of getting discovered by Littlewood is low. We refer to a collection of unitary operations as a gate-set.

Consider that a bipartite computer network between Ramanujan and Hardy has five ports, labeled as $M, K, K', B', B$. $M$ is message register taking values $m \in \mathcal{M}$ and $K, K'$ are key registers taking values $k \in \mathcal{K}$, where $K = K'$, and $B', B$ corresponds to probing and reading ports, respectively. It is publicly known that computer performs a unitary operation $U_{B' \rightarrow B}^{g}(\cdot) := U_{B' \rightarrow B}^{g}(\cdot)(U_{B' \rightarrow B}^{g})^\dagger$ on finite-dimensional input system $B'$ to yield finite-dimensional output system $B$. Furthermore, we consider that $\{U_{B' \rightarrow B}^{g}\}_{g \in \mathcal{G}}$ forms a finite gate-set of unitary one-design. Ramanujan and Hardy share key $k$ that is unknown to Littlewood. Ramanujan has access to $M, K$, Hardy has access to $K', B', B$, but Littlewood has access only to $B', B$. For simplicity, Ramanujan and Hardy devise communication strategy such that $|M|$ and $|K|$ are both equal to the size $|G|$ of $\mathcal{G}$.

Now Ramanujan inputs message $m$ and key $k$ in his message and key registers, respectively, and following computation is set on computer network:

$$|m\rangle\langle m|_M \otimes |k\rangle\langle k|_K \otimes |k\rangle\langle k|_{K'} \otimes U_{B' \rightarrow B}^{x(m,k)}(\rho_{LB'}) , \quad (7.1)$$

where

$$x(m,k) := m \oplus k = (m + k) \mod |G| \quad (7.2)$$
and $\rho_{LB}$ is a probe state\(^1\) inserted on demand by the reader, Hardy or Littlewood. $L$ is an idler system that is held by the reader.

Ramanujan can send message $m$ with an apriori probability $p(m)$ (see [109]). However, for now we consider a case when message and key are chosen uniformly at random. Under such scenario, the resulting state of composite system $MB$ is a product state after the computation takes place,

$$\ket{m}\bra{m}_M \otimes \frac{1}{|G|} \sum_m U_{B'\rightarrow B}^{x(m,k)}(\rho_{LB'}) = \ket{m}\bra{m}_M \otimes \rho_L \otimes \frac{\mathbb{1}_B}{|B|},$$

(7.3)

which holds for any input state $\rho_{LB'}$. It is clear that $M$, $B$, and $L$ are all uncorrelated in absence of key, and any measurement by Littlewood on output system $LB$ will give random value for $m$. This is equivalent to success probability of Littlewood in guessing $m$ with probability $1/|M|$.

Now we inspect the ability of Hardy to decode the message. Since Hardy possesses key, situation boils down to the task considered in [109]. If a key $k \in \mathcal{K}$ in $x(m,k)$ is fixed, then each unitary operation $U_{x}^{x(m,k)}$ in the given gate-set corresponds to a unique value of message $m \in \mathcal{M}$. Therefore, identification of unknown unitary operation $U_{x}^{x(m,k)}$ with absolute certainty will allow Hardy to perfectly decode the message $m$ using key. If the states $U_{B'\rightarrow B}^{x}(\rho_{LB'})$ are pure and orthogonal for all $x$ then just a single use of the unknown unitary is sufficient for the identification task. It follows from the fact that orthogonal states are perfectly distinguishable. In general, any unknown unitary operation randomly chosen from a finite set of unitary operations can be determined with certainty by sequentially applying only a finite amount of the unknown unitary operation $[218,219,248]^2$.

### 7.2 Secure identification protocols

Any secure reading protocol consists of two parties of interest, an encoder and a reader, and an adversary. The encoder, Alice, encodes a secret classical message $m$ from a set of messages $\mathcal{M}$ onto a read-only memory device. Consider that the size of $\mathcal{M}$ is $|M|$. It is assumed that the memory device is delivered to the reader, Bob, whose task is to decode, i.e., read the message in a secure way despite scrutiny of adversary.

\(^1\)We note that an entangled input is not necessary for perfect discrimination between two unitary operations $[248]$

\(^2\)It is in contrast to the fact that two non-orthogonal quantum states cannot be perfectly distinguishable whenever only a finite number of copies are available $[249,250]$. 
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We now define a secure reading protocol, which consists of an encoding scheme, a reading scheme with reliability criterion, and a security criterion.

**Encoding scheme**

The digital memory device is defined by a set $\mathcal{M}_{\mathcal{X}} := \{N_{B'\rightarrow BE}^{x} \}_{x \in \mathcal{X}}$ of wiretap quantum channels [31], where $\mathcal{X}$ is an alphabet and the size of $B', B, E'$ are fixed and independent of $x$. We call outputs of channels $N_{B'\rightarrow BE}^{x}$ as ports, and output $B$ is accessible in reading port and output $E$ is accessible in bath port. Both encoder and reader agree upon the memory cell. The memory cell from Alice to Bob is then given by $\{N_{B'\rightarrow B}^{x} \}_{x \in \mathcal{X}}$, where

$$\forall x \in \mathcal{X} : N_{B'\rightarrow B}^{x}(\cdot) := \text{Tr}_{E}\{N_{B'\rightarrow BE}^{x}(\cdot)\}, \tag{7.4}$$

which may also be known to adversary. The reader does not have access to bath port.

We also assume that Alice and Bob share a secret key taking values in a set $\mathcal{K}$, where the size of $\mathcal{K}$ is $|K|$. Then, for each message $m \in \mathcal{M}$ and key $k \in \mathcal{K}$, we define an encoding of strings $x^{n}(m, k) = x_{1}(m, k) \cdots x_{n}(m, k) \in \mathcal{X}^{n}$ of blocklength $n \in \mathbb{N}$ into codewords:

$$x^{n}(m, k) \mapsto \left( N_{B_1'\rightarrow B_1 E_1}^{x_1(m, k)}, \ldots, N_{B_n'\rightarrow B_n E_n}^{x_n(m, k)} \right). \tag{7.5}$$

Each quantum channel in a codeword, each of which represents one part of the stored information is only read once.

**Reliability criterion for non-adaptive scheme**

Reading of the memory device is defined by the channel

$$N_{B'^{n}\rightarrow B^{n}E^{n}}^{x^{n}(m, k)} := N_{B_1'^{n}\rightarrow B_1^{n}E_1}^{x_1(m, k)} \otimes \cdots \otimes N_{B_n'^{n}\rightarrow B_n^{n}E_n}^{x_n(m, k)}, \tag{7.6}$$

an input state $\rho_{LB'^{n}}$ and a positive operator-valued measure (POVM) $\left\{ \Lambda_{LB^{n}}^{(m,k)} \right\}_{m}$ for each $k$, where $L$ is an arbitrary reference system belonging to the reader. Bob transmits the state $\rho_{LB'^{n}}$ through the wiretap channel $N_{B'^{n}\rightarrow B^{n}E^{n}}^{x^{n}(m, k)}$, measures the output using the POVM $\left\{ \Lambda_{LB^{n}}^{(m,k)} \right\}_{m}$, and uses the
measurement outcome to guess the message $m$.

For reliable reading of the message, the following reliability criterion should hold for each $k \in \mathcal{K}$ and $m \in \mathcal{M}$,

$$\text{Tr}\{\Lambda^{(m,k)}_B \mathcal{N}^{x^n(m,k)}_{B'\to B^n E^n} (\rho_{R^n B'^n})\} \geq 1 - \varepsilon, \quad (7.7)$$

which states that Bob’s reading error probability $p_e$ is less than $\varepsilon \in (0,1)$.

Let us consider following definitions.

$$\sigma^{x^n(m,k)}_{LB^n E^n} := \mathcal{N}^{x^n(m,k)}_{B'\to B^n E^n} (\rho_{LB^n}'), \quad \overline{\sigma}_{LB^n E^n} := \frac{1}{|M||K|} \sum_{m \in M, k \in \mathcal{K}} \sigma^{x^n(m,k)}_{LB^n E^n}, \quad (7.8)$$

and 1-norm $\|\cdot\|_1$ of a Hermiticity preserving map $\mathcal{M}_{B'\to B}$ is given as\(^3\)

$$\max_{\rho_{B'\in D(H_{B'})}} \|\mathcal{M}_{B'\to B} (\rho_{B'})\|_1. \quad (7.10)$$

Security criterion for non-adaptive scheme

![Figure 7.1](image-url)

Figure 7.1. The scenario of secure reading along with the two types of adversaries being considered. Oscar is an adversary who can have direct access to the memory device. Walter and Eve, on the other hand, do not have direct access to the device. Furthermore, while both Alice and Bob possess a key, neither of the three adversaries do.

\(^3\)The success probability of discriminating two channels $\mathcal{A}_{B'\to B}$ and $\mathcal{B}_{B'\to B}$ when observer is not allowed to use entangled states is

$$\frac{1}{2} \left( 1 + \frac{1}{2} \|\mathcal{A}_{B'\to B} - \mathcal{B}_{B'\to B}\|_1 \right), \quad (7.9)$$

where $\|\mathcal{M}_{B'\to B}\|_1$ for a Hermiticity preserving map $\mathcal{M}_{B'\to B}$ is defined as (7.10).
The criterion for secure reading will depend on the adversarial situation in which the reader, Bob, is. Here we consider three natural types of adversarial conditions, which correspond to three different secure reading protocols. These security criteria are motivated by those presented in [31, 251–254]. These adversarial conditions are illustrated in Fig. 7.1.

1. Incognito reading: the adversary, Oscar, can have access to the memory device. The goal of Alice and Bob is to ensure that Oscar cannot figure out that the memory device contains any useful information intended for Bob. Oscar has access to the reading port but has no access to bath port. To this end, Alice and Bob share a prior secret key, which will give Bob the required advantage over Oscar. Formally, we require that
\[
\| \frac{1}{|\mathcal{M}|} \sum_{m \in \mathcal{M}, k \in \mathcal{K}} \mathcal{N}^{x_n(m,k)}_{B^{'n} \rightarrow B^n} - (\mathcal{N}^0_{B^{'n} \rightarrow B})^{\otimes n} \|_{\diamond} \leq \delta_I',
\]
where \(\delta_I' \in (0, 1)\) and \(\| \cdot \|_{\diamond}\) is the diamond norm (4.110). A memory device containing no information is assumed to be encoded with the single-element memory cell \(\mathcal{N}^{0}_{B^{'n} \rightarrow E}\). We call \(\mathcal{N}^0_{B^{'n} \rightarrow BE}\) the innocent channel. This means that, if the reader does not possess the key, the memory device cannot be distinguished from one containing no information. To achieve this security criterion, we make stronger assumption
\[
\max_{\rho_{LB^{'}n} \in \mathcal{D}(\mathcal{H}_{LB^{'}n})} D(\sigma_{LB^n}, \sigma^0_{LB^n}) \leq \delta_I,
\]
where \(\delta_I \in (0, 1)\) and \(\sigma^0_{LB^n} = \text{Tr}_{E^n}\{\mathcal{N}^{\otimes n}_{B^{'n} \rightarrow BE}(\rho_{LB^{'}n})\}\). Note that it suffices to take optimization in (7.12) over pure states \(\rho_{LB^{'}n}\) such that \(L \simeq B^{'}n\).

2. Covert reading: the adversary, Walter, has access to the bath port only and no access to any other ports of memory device, reading or transmitter. The goal of Alice and Bob is to ensure that Walter cannot detect that any useful information is being read by Bob. In this case, Bob has an advantage over Walter if the wiretap memory cell consists of degradable channels, i.e., \(\mathcal{N}^x_{B^{'n} \rightarrow E} = \mathcal{N}^x_{B \rightarrow E} \circ \mathcal{N}^x_{B^{'n} \rightarrow B}\) for all \(x \in \mathcal{X}\), where \(\mathcal{N}^x_{B \rightarrow E}\) is a quantum channel. In general, however, we assume that Alice and Bob share a prior secret key in order for Bob to have an
advantage over Walter. Formally, we require that
\[ \left\| \frac{1}{|M||K|} \sum_{m \in \mathcal{M}, k \in \mathcal{K}} \mathcal{N}_{\mathcal{B}^n \rightarrow \mathcal{E}}^{x^n(m,k)} \left( \mathcal{N}_{\mathcal{B}^n \rightarrow \mathcal{E}}^{0} \right)^{\otimes n} \right\|_1 \leq \delta_C', \] (7.13)

where \( \delta_C' \in (0, 1) \) and \( \| \cdot \|_1 \) of a Hermiticity preserving map is defined as \( (7.10) \). To achieve this security criterion, we make stronger assumption
\[ \max_{\rho_{\mathcal{B}^n}} D\left( \overline{\sigma}_{\mathcal{E}^n} \| \sigma_{\mathcal{E}_n}^{0} \right) \leq \delta_C, \] (7.14)

where \( \delta_C \in (0, 1) \) and \( \sigma_{\mathcal{E}_n}^{0} = \text{Tr}_{\mathcal{L}^n} \{ \mathcal{N}_{\mathcal{B}^n \rightarrow \mathcal{E}}^{\otimes n} (\rho_{\mathcal{L}B^n}) \} \).

3. Confidential reading: the adversary, Eve, has complete access to the bath port but no direct access to the reading port. The goal of Alice and Bob is to ensure that no information stored in the device is leaked to Eve. In general, we assume that Alice and Bob share a prior secret key in order for Bob to have an advantage over Eve. We demand that for all \( m \in \mathcal{M} \),
\[ \left\| \frac{1}{|K|} \sum_{k \in \mathcal{K}} \mathcal{N}_{\mathcal{B}^n \rightarrow \mathcal{E}}^{x^n(m,k)} \left( \mathcal{N}_{\mathcal{B}^n \rightarrow \mathcal{E}}^{0} \right)^{\otimes n} \right\|_1 \leq \delta_P, \] (7.15)

where \( \delta_P \in (0, 1) \).

It is to be noted that all the above security criteria for non-adaptive secure reading protocols can be generalized straightforwardly to secure reading protocols, in which adaptive strategies are employed as part of the reading protocols (see Chapter 5), in the same way as for private reading protocols (see Chapter 6).

An \( (n, P, \varepsilon, \delta) \) secure reading protocol is called incognito reading, covert reading, or confidential reading when \( \delta = \delta_t \), \( \delta = \delta_C \), or \( \delta = \delta_P \), respectively, where \( P := \frac{1}{n} \log_2 |M| \). The rate of an \( (n, P, \varepsilon, \delta) \) secure reading protocol is equal to \( \frac{1}{n} \log_2 |M| \). To define the capacity of a secure reading protocol, we demand that there exists a sequence of secure reading protocols indexed by \( n \) for which \( \varepsilon \rightarrow 0 \) and \( \delta \rightarrow 0 \) as \( n \rightarrow \infty \) at a fixed rate \( P \). A rate \( P \) is called achievable if for all \( \varepsilon, \delta \in (0, 1] \), \( \xi > 0 \), and sufficiently large \( n \), there exists an \( (n, P - \xi, \varepsilon, \delta) \) secure reading protocol. The secure reading capacity \( P_{\text{secure}}(\overline{\mathcal{M}_x}) \) of a wiretap memory cell is defined as the supremum of all achievable...
It can be concluded that there exists a reduction from secure reading protocols to non-adaptive secure reading protocols for jointly covariant memory cells, in the sense that the former can simulated by the latter (see Chapter 5).

7.3 Illustration of secure reading

Here we provide examples of non-adaptive secure reading protocols for memory devices encoded with a binary memory cell \( \{N^x_{x'B'} \rightarrow BE \}_{x \in \{0,1\}} \) consisting of depolarizing channels or generalized amplitude damping channels \( N^x_{x'B'} \rightarrow B \) for the reader and complementary of these channels \( \tilde{N}^x_{x'B'} \rightarrow E \) for Walter. Goal of this section is to determine number of non-innocent symbols that can be securely transmitted from Alice to Bob. The encoding of the message onto the memory device, e.g., a

![Figure 7.2. The encoding of a message into a digital memory device. The message is encoded into certain domains (indicated by the shaded squares) based on the key shared by the encoder and the reader.](image)

CD-ROM or a flash memory drive, corresponds to either the innocent channel \( N^0_{B' \rightarrow B} \) or \( N^1_{B' \rightarrow B} \) at each of the sites (domains) of the underlying physical components comprising the device. We assume that Alice uses \( N \) of these sites to encode the message. The length of the codewords is thus \( N \), which is spread over the entire reading space; see Figure 7.2. For secure reading, Alice and Bob share a set of secret keys. The keys correspond to a particular choice of sites used to encode the message. With probability \( q \ll 1 \), Alice encodes each of these sites with \( N^1_{B' \rightarrow B} \), and with probability \( 1 - q \) she encodes it with \( N^0_{B' \rightarrow B} \). The rest of \( N \) sites are left blank, i.e., encoded with \( N^0_{B' \rightarrow B} \). This implies Alice sending on average \( Nq \) non-innocent channels that corresponds to
meaningful secure signals.

Suppose that each \( \mathcal{N}_{B' \to B}^x = \mathcal{D}_{B' \to B, \eta_x}^0 \), i.e., the memory cell consists of a two-parameter family of channels. For the sites on which Alice encodes her message, the effective channel is 
\[
q \mathcal{D}_{B' \to B, \eta}^0 + (1 - q) \mathcal{D}_{B' \to B, \eta_0}^0,
\]
and for the empty sites the channel is \( \mathcal{D}_{B' \to B, \eta}^0 \), whereas the effective channels to adversary are 
\[
q \tilde{\mathcal{D}}_{B' \to E, \eta}^0 + (1 - q) \tilde{\mathcal{D}}_{B' \to E, \eta_0}^0 \text{ and } \tilde{\mathcal{D}}_{B' \to E, \eta}^0,
\]
respectively. We assume that any reader who has access to the memory device (reading port) transmits a tensor product \((\Phi^+) \otimes N\) of \( N \) maximally entangled states \( \Phi^+_{RB} \). During useful reading, the reader’s output state is 
\[
\omega_{RB, \eta_1} = q (\omega_{RB, \eta_1}^0 + (1 - q) \omega_{RB, \eta_0}^0) \otimes N,
\]
where \( \omega_{RB, \eta_1} = U_{RB' \to RB} (\Phi^+ \otimes N) U_{RB' \to RB}^\dagger \). When the memory device is blank, the output state is 
\[
\omega_{RN, B, EN} = (\omega_{RBE, \eta_0}) \otimes N,
\]
where \( RN, B, EN \) is accessible only at the reading port for Bob or Oscar and \( E \) is accessible only to Walter.

The security criterion for non-adaptive incognito reading reduces to 
\[
D_I := D(\omega_{RB} \parallel \omega_{RB}^0) \leq \frac{\delta_I}{N},
\]
and for non-adaptive covert reading it reduces to 
\[
D_C := D(\omega_E \parallel \omega_E^0) \leq \frac{\delta_C}{N}.
\]
For given strategies, it turns out that \( D_I = D_C \).

\[\begin{align*}
\theta|0\rangle\langle 0| + (1 - \theta)|1\rangle\langle 1| \\
\rho & \\
\eta_x & \circ A_{\eta_x}^0(\rho)
\end{align*}\]

Figure 7.3. The generalized amplitude damping channel as an interaction of the input signal \( \rho \) with a beamsplitter of transmissivity \( \eta_x \) followed by discarding the state of the environment. The parameter \( \theta \) quantifies the noise of the reading environment.

**Example 1.** Consider a binary memory cell \( \{A_{\eta_x}^0\}_{x \in \{0, 1\}} \) consisting of two generalized damping channels, where \( A_{B' \to B, \eta_x}^0 \) acts on qubits and is defined as 
\[
A_{B' \to B, \eta_x}^0(\cdot) = \sum_{i=1}^4 E_i(\cdot) E_i^\dagger,
\]
where \( \theta, \eta \in [0, 1] \) and
\[
E_1 = \sqrt{\theta} \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{\eta_x} \end{pmatrix}, \quad E_2 = \sqrt{\theta} \begin{pmatrix} 0 & \sqrt{1 - \eta_x} \\ 0 & 0 \end{pmatrix},
\]
\[
E_3 = \sqrt{1 - \theta} \begin{pmatrix} \sqrt{\eta_x} & 0 \\ 0 & 1 \end{pmatrix}, \quad E_4 = \sqrt{1 - \theta} \begin{pmatrix} 0 & 0 \\ \sqrt{1 - \eta_x} & 0 \end{pmatrix}.
\]
The generalized amplitude damping channel can be viewed as an interaction of the input signal with a qubit environment by means of a beamsplitter, followed by discarding the state of the environment. The parameter $\theta$ corresponds to the noise injected by the environment when the memory is being read and may be intrinsic to the memory reading device.

If we let $N = 1000$, $\eta_0 = 0.45$, $\eta_1 = 0.4$, and $\theta = 0.5$, then we can send on average 5 non-innocent channels corresponding to secure information can be encoded with security parameter $\delta_I, \delta_C = 7 \times 10^{-5}$; see Fig. 7.4.

Example 2. Consider memory cell $\{D_{B' \rightarrow B, \eta_x}^d\}_{x \in \{0, 1\}}$ consisting of two qudit depolarizing channels, where $D_{B' \rightarrow B, \eta_x}^d(\rho) = \eta_x \rho + (1 - \eta_x) 1_d$, and $\eta_x \in \left[0, \frac{d^2}{d^2 - 1}\right]$. Parameter $1 - \eta_x$ depends on the deviation of the channel $D_{B' \rightarrow B, \eta_x}$ from any unitary evolution [31, Proposition 11]. In this case, the security criterion for non-adaptive incognito reading is

$$
\lambda_1^* \log_2 \left( \frac{\lambda_1^*}{\lambda_1^*} \right) + (d^2 - 1) \lambda_2^* \log_2 \left( \frac{\lambda_2^*}{\lambda_2^*} \right) \leq \frac{\delta_I}{N},
$$

(7.16)
where \( \{ \lambda_i^\rho \}_i \) denotes the spectrum of the state \( \rho \) and

\[
\begin{align*}
\lambda_1^\rho &= \eta_0 + \frac{1 - \eta_0}{d^2}, \\
\lambda_2^\rho &= \frac{1 - \eta_0}{d^2}, \\
\lambda_1^\omega &= (q\eta_1 + (1 - q)\eta_0) + \frac{1}{d^2}(q(1 - \eta_1) + (1 - q)(1 - \eta_0)), \\
\lambda_2^\omega &= \frac{1}{d^2}(q(1 - \eta_1) + (1 - q)(1 - \eta_0)).
\end{align*}
\]

If we let \( d = 2, N = 1000, q = 0.005, \eta_0 = 0.8, \) and \( \eta_1 = 0.7 \) or \( \eta_1 = 0.9 \), then we can send on average 5 non-innocent channels corresponding to secure information with security parameter \( \delta_I, \delta_C = 8.5 \times 10^{-4} \); see Fig. 7.4.

### 7.4 Threat level identification

Our protocol for non-adaptive incognito reading can be applied to threat level identification (TLI), in which the messages \( m \in \mathcal{M} = \{1, 2, \ldots, |\mathcal{M}|\} \) correspond to the threat level posed by an adversary, Oscar. A friendly aircraft, to be used as a spy for stealthy surveillance, can be embedded with a memory device and share a secret key with the friendly base. Since Oscar does not have the key, it will not be able to identify the aircraft as being a spy. The aircraft can thus collect information about Oscar’s base and report back to its headquarter with a message indicating the threat level. Non-adaptive incognito reading protocols are natural in this context since the memory device and the reader are at distant locations and scout situations, which are time sensitive, may not allow enough time to execute adaptive protocols.

### Open problems

For future work, it would be interesting to explore the task of secure reading when the memory cell consists of channels acting on continuous variable systems [25, 27]. Since reading protocols are based on channel discrimination and there are connections between parameter estimation in metrology, process tomography, and channel discrimination, another future direction is to study the possibility of some new secure parameter estimation protocols in the context of metrology and sensing [20, 255, 256] (see also [257–259] for the literature on secure parameter estimation).
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Appendix A  Qudit Systems and Heisenberg–Weyl Group

Here we introduce some basic notations and definitions related to qudit systems. A system represented with a $d$-dimensional Hilbert space is called a qudit system. Let $J_{B'} = \{|j\rangle_{B'}\}_{j \in \{0, \ldots, d-1\}}$ be a computational orthonormal basis of $\mathcal{H}_{B'}$ such that $\dim(\mathcal{H}_{B'}) = d$. There exists a unitary operator called cyclic shift operator $X(k)$ that acts on the orthonormal states as follows:

$$\forall |j\rangle_{B'} \in J_{B'} : X(k)|j\rangle = |k \oplus j\rangle,$$  \hspace{1cm} (A.1)

where $\oplus$ is a cyclic addition operator, i.e., $k \oplus j := (k + j) \mod d$. There also exists another unitary operator called the phase operator $Z(l)$ that acts on the qudit computational basis states as

$$\forall |j\rangle_{B'} \in J_{B'} : Z(l)|j\rangle = \exp \left( \frac{i2\pi lj}{d} \right) |j\rangle.$$  \hspace{1cm} (A.2)

The $d^2$ operators $\{X(k)Z(l)\}_{k,l \in \{0, \ldots, d-1\}}$ are known as the Heisenberg–Weyl operators. Let $\sigma(k,l) := X(k)Z(l)$. The maximally entangled state $\Phi_{RB'}$ of qudit systems $RB'$ is given as

$$|\Phi\rangle_{RB'} := \frac{1}{\sqrt{d}} \sum_{j=0}^{d-1} |j\rangle_R |j\rangle_{B'},$$  \hspace{1cm} (A.3)

and we define

$$|\Phi^{k,l}\rangle_{RB'} := (1_R \otimes \sigma^{k,l}_{B'})|\Phi\rangle_{RB'}.$$  \hspace{1cm} (A.4)

The $d^2$ states $\{|\Phi^{k,l}\rangle_{RB'}\}_{k,l \in \{0, \ldots, d-1\}}$ form a complete, orthonormal basis:

$$\langle \Phi^{k_1,l_1} | \Phi^{k_2,l_2} \rangle = \delta_{k_1,k_2} \delta_{l_1,l_2},$$  \hspace{1cm} (A.5)

$$\sum_{k,l=0}^{d-1} |\Phi^{k,l}\rangle_{RB'} \langle \Phi^{k,l}|_{RB'} = 1_{RB'}.$$  \hspace{1cm} (A.6)

Let $\mathcal{W}$ be a discrete set of size $|\mathcal{W}| = d^2$. There exists one-to-one mapping $\{(k,l)\}_{k,l \in \{0,d-1\}} \leftrightarrow \{w\}_{w \in \mathcal{W}}$. For example, we can use the following map: $w = k + d \cdot l$ for $\mathcal{W} = \{0, \ldots, d^2 - 1\}$. This
allows us to define $\sigma^w := \sigma(k, l)$ and $\Phi^w_{RB'} := \Phi^{k,l}_{RB'}$. Let the set of $d^2$ Heisenberg–Weyl operators be denoted as

$$H := \{\sigma^w\}_{w \in W} = \{X(k)Z(l)\}_{k,l \in \{0, \ldots, d-1\}},$$  \hspace{1cm} (A.7)

and we refer to $H$ as the Heisenberg–Weyl group.
Appendix B  Bidirectional Max-Rains Information: Examples

This appendix contains results discussed in [260].

Here we restrict \( d = 2 \) in Appendix A to consider qubit systems.
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Figure B.1. Our bounds plotted versus channel parameter \( p \). From top to bottom they belong to (i) the qubit partial swap operation, (ii) the qubit partial swap operation followed by traceout of Alice’s output and (iii) a qubit swap operation followed by collective dephasing with various phases \( \phi \).

As an example, we have numerically computed \( R^{2\rightarrow2}_{\max} \) for the qubit partial swap operation [261, 262], which is performed by application of the unitary \( U_p = \sqrt{p}I + \iota \sqrt{1-p}S \), where \( S = \sum_{ij} |ij\rangle \langle ji| \) is the swap operator. Such an operation, which can be followed by a traceout of Alice’s subsystem, can be compared to a beamsplitter [263]. As a second example, we have computed \( R^{2\rightarrow2}_{\max} \) for a
qubit swap operator, followed by collective dephasing \cite{264}, which is a typical model for noise in a quantum computer. In the qubit case, collective dephasing acts as $|0\rangle \rightarrow |0\rangle$, $|1\rangle \rightarrow e^{i\phi}|1\rangle$ for some phase $\phi$. Hence $|00\rangle \rightarrow |00\rangle$, $|01\rangle \rightarrow e^{i\phi}|01\rangle$, $|10\rangle \rightarrow e^{i\phi}|10\rangle$, and $|11\rangle \rightarrow e^{2i\phi}|11\rangle$. The collective dephasing occurs with probability $1 - p$.

Our results are plotted in Figure B.1. For the partial swap, the top plot shows the expected decline from two ebits to zero, as the channel tends towards total depolarization. For the partial swap and traceout, the decline is from one ebit to zero. In the example of collective dephasing, as expected, the performance is the worst at $p = 1/2$, where there is the most uncertainty about whether the collective dephasing has taken place. For phase $\phi = \pi$, we can have a reduction of a factor of $1/2$. Let us remark that this bound can actually be achieved. To do so, Alice and Bob both locally create two Bell states $\Phi_{LAA'}^+$ and $\Phi_{LBB'}^+$. After the swap operation and the collective dephasing they end up in a state $\frac{1}{2}\Phi_{ALB}^+ \otimes \Phi_{BLA}^+ + \frac{1}{2}\Phi_{ALB}^- \otimes \Phi_{BLA}^-$. To find out the phase, Alice and Bob can locally measure either $A$ and $L_B$ or $L_A$ and $B$ in the $X$-basis, thus sacrificing one ebit. If their results agree, they have $\Phi^+$, and otherwise $\Phi^-$, which can be locally rotated to $\Phi^+$. 
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Appendix C  Rate of Entropy Change: Examples

Here, we review [32, Appendix B] to discuss the subtleties involved in determining the rate of entropy change using the formula (4.10) (Theorem 4.1) by considering some examples of dynamical processes.

Let us first consider a system in a pure state \( \psi_t \) undergoing a unitary time evolution. In this case, the entropy is zero for all time, and thus the rate of entropy change is also zero for all time. Note that even though the rank of the state remains the same for all time, the support changes. This implies that the kernel changes with time. However, \( \dot{\psi}_t \) is well defined. This allows us to invoke Theorem 4.1, so the formula (4.10) is applicable.

Formula (4.10) is also applicable to states with higher rank whose kernel changes in time and have non-zero entropy. For example, consider the density operator \( \rho_t \in \mathcal{D}(\mathcal{H}) \) with the following time-dependence:

\[
\forall t \geq 0 : \quad \rho_t = \sum_{i \in \mathcal{I}} \lambda_i(t) U_i(t) \Pi_i(0) U_i^\dagger(t), \tag{C.1}
\]

where \( \mathcal{I} = \{ i : 1 \leq i \leq d, \ d < \text{dim}(\mathcal{H}) \} \), \( \sum_{i \in \mathcal{I}} \lambda_i(t) = 1 \), \( \lambda_i(t) \geq 0 \) and the time-derivative \( \dot{\lambda}_i(t) \) of \( \lambda_i(t) \) is well defined for all \( i \in \mathcal{I} \). The operators \( U_i(t) \) are time-dependent unitary operators associated with the eigenvalues \( \lambda_i(t) \) such that the time-derivative \( \dot{U}_i(t) \) of \( U_i(t) \) is well defined and \( [U_i(0), \Pi_i(0)] = 0 \) for all \( i \in \mathcal{I} \). The operators \( \Pi_i(0) \) are projection operators associated with the eigenvalues \( \lambda_i(0) \) such that the spectral decomposition of \( \rho_t \) at \( t = 0 \) is

\[
\rho_0 = \sum_{i \in \mathcal{I}} \lambda_i(0) \Pi_i(0), \tag{C.2}
\]

where \( 1 < \text{rank}(\rho_0) < \text{dim}(\mathcal{H}) \). The evolution of the system is such that \( \text{rank}(\rho_t) = \text{rank}(\rho_0) \) for all \( t \geq 0 \). It is clear from (C.1) and (C.2) that the projection \( \Pi_t \) onto the support of \( \rho_t \) depends on time:

\[
\Pi_t = \sum_{i \in \mathcal{I}} U_i(t) \Pi_i(0) U_i^\dagger(t), \tag{C.3}
\]

and the time-derivative \( \dot{\Pi}_t \) of \( \Pi_t \) is well defined. The entropy of the system is zero if and only if the
state is pure.

Let us consider a qubit system $A$ undergoing a damping process such that its state $\rho_t$ at any time $t \geq 0$ is as follows:

$$\rho_t = (1 - e^{-t}) |0\rangle\langle 0| + e^{-t} |1\rangle\langle 1|, \quad (C.4)$$

where $\{ |0\rangle, |1\rangle \} \in \text{ONB}(\mathcal{H}_A)$. The entropy $S(\rho_t)$ of the system at time $t$ is

$$S(\rho_t) = -(1 - e^{-t}) \log(1 - e^{-t}) - e^{-t} \log(e^{-t}), \quad (C.5)$$

which is continuously differentiable for all $t > 0$ and not differentiable at $t = 0$. At $t = 0$, $\Pi_0 = |1\rangle\langle 1|$ and rank($\rho_0$) = 1. At $t = 0^+$, there is a jump in the rank from 1 to 2, and the rank and the support remains the same for all $t \in (0, \infty)$. In this case, the formula (4.10) agrees with the derivative of (C.5).

Now, suppose that the system $A$ undergoes an oscillatory process such that for any time $t \geq 0$ the state $\rho_t$ of the system is given by

$$\rho_t = \cos^2(\pi t) |0\rangle\langle 0| + \sin^2(\pi t) |1\rangle\langle 1|. \quad (C.6)$$

In this case, for all $t \geq 0$, the entropy $S(\rho_t)$ is

$$S(\rho_t) = -\cos^2(\pi t) \log \cos^2(\pi t) - \sin^2(\pi t) \log \sin^2(\pi t), \quad (C.7)$$

and its derivative is

$$\frac{d}{dt} S(\rho_t) = \pi \sin(2\pi t) \left[ \log \cos^2(\pi t) - \log \sin^2(\pi t) \right], \quad (C.8)$$

which exists for all $t \geq 0$. At $t = \frac{n}{2}$ for all $n \in \mathbb{Z}^+ \cup \{0\}$, there is a jump in the rank from 1 to 2 and the support changes discontinuously at these instants. One can check that (4.10) and (C.8) are in agreement for all $t \geq 0$. 
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