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ABSTRACT

There is increasing interest in the development of gate-based quantum circuits for the training of machine learning models. Yet, little is understood concerning the parameters of circuit design, and the effects of noise and other measurement errors on the performance of quantum machine learning models. In this paper, we explore the practical implications of key circuit design parameters (number of qubits, depth etc.) using several standard machine learning datasets and IBM's Qiskit simulator. In total we evaluate over 6500 unique circuits with \( n \approx 120700 \) individual runs. We find that in general shallow (low depth) wide (more qubits) circuit topologies tend to outperform deeper ones in settings without noise. We also explore the implications and effects of different notions of noise and discuss circuit topologies that are more / less robust to noise for classification machine learning tasks. Based on the findings we define guidelines for circuit topologies that show near-term promise for the realisation of quantum machine learning algorithms using gate-based NISQ quantum computer.
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1 Introduction

Quantum Computing has shown a lot of promise for many domains as it exhibits properties like entanglement and superposition that do not exist in classical scenarios. One area that is expected to profit greatly from this is machine learning. Current and near term Noisy Intermediate-Scale Quantum (NISQ) era quantum computers are, however, still very error prone but the class of quantum machine learning models based on variational principles is expected to perform well despite the presence of noise [1–3]. In Variational Quantum Machine Learning (VQML) models, model parameters are classical while the computation of the prediction based on the input, i.e. training process, is performed on the quantum computer.
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Concrete implementations of VQML algorithms can be quite diverse (see for example [4–7]). Typically, a quantum circuit is the representation of quantum algorithms based on gates operating on quantum bits (qubits). We focus on the view of quantum computations as circuits, but this does not restrict our results as they could be viewed as operators acting on a quantum state as well. However, there are (as of yet) no clear rules or guidelines on how to best design circuits specifically for machine learning tasks. There are approaches to design variational quantum circuits using reinforcement learning or simulated annealing (e.g. [8]) but these techniques are sample inefficient and therefore would not be applicable when access to real devices is scarce and or expensive as the simulation of quantum circuits is not feasible for higher number of qubits. An engineer intending to design a VQML circuit would therefore benefit greatly from having guidelines helping in their design. In a similar vain, deep circuits have a higher capacity in principal over shallower circuits given a fixed number of qubits, it is not clear whether the higher capacity can be taken advantage of. To help address these challenges, this paper seeks to establish a set of core design principles for VQML, specifically for classification tasks. We investigate the effects of key architecture properties on machine learning model performance: noise apparent in the system (inducing a range of errors into the model), and the number of qubits used. We also investigate circuit-specific properties, i.e., the length of the critical path through a quantum circuit: its depth.

To derive an observational dataset of different VQML circuits, we use IBM’s Qiskit [9] simulator and six “simple” datasets from the machine learning literature for classification tasks. To form design guidelines, a large design space of candidate circuits is explored under different conditions (noise), topology properties (number of qubits, circuit depth), and methods of handling the dataset (how many features are used and preprocessed). We use simulation models for this study to allow precise control of noise properties, which will carry forward to hardware design requirements. The guidelines outlined in this work hold true in simulations even without noise as the majority of our experiments show.

Our main findings are that shallow variational quantum circuits outperform deeper ones when performing classification, even when disregarding the effects of noise. Increasing the number of qubits in the circuits in general also improves model performance. A small number of features benefits model performance. Shallow circuits are also more resilient to different kinds of noise. As such, our results currently indicate that shallow circuits with larger numbers of qubits are well suited to machine learning tasks in the presence of noise.

The paper is structured as follows: In section 2 we discuss relevant related work. In section 3 we provide an overview of our experimental approach. Sections 4 and 5 discuss the main results without and with noise (i.e. error) respectively. Finally, section 6 presents high-level implications (limitations) as areas of further work and 7 presents our main conclusions and itemizes a set of design guidelines for VQML circuits.

2 Related Work

2.1 Quantum Machine Learning

There are different Quantum Machine Learning approaches that seek to exploit quantum speed-up. For example an adapted form of Grover’s search algorithm [10] and the HHL matrix inversion algorithm [11]. These works are dependent on the quantum computations being error free, which is not possible in NISQ era of QC. An alternative direction makes use of variational circuits [12] which are suitable for the NISQ era. Quantum Neural Networks [6,13,14] are similar to the approach taken in this paper as they apply successive layers of classically parameterized quantum operations. In one of the two approaches taken in [15] a VQML circuit is trained to learn a feature map of the data, as is done in [16]. In contrast, our work directly learns a quantum classifier. Variational quantum circuits are used as classifiers in [17,19] but these works make the explicit distinction between an encoder part in the circuit and a classifier part. In contrast our work does not make this distinction and is most similar to the approach taken in [4]. Instead of finding a circuit for a given problem, we explore a circuit design space to derive circuit design guidelines.

A problem that strongly influences the performance in variational quantum circuits for machine learning are barren plateaus [20]. It was shown in [21] that shallow circuits can suffer from barren plateaus when a global cost function is used. There have been different approaches aiming to reduce the influence of barren plateaus, for example layer wise training [22], spatially or temporally correlating gate layers [23] or through low depth measurements [24, 25] have shown that there is an abrupt transition in the trainability of variational quantum circuits and that the layer wise pre-training is not always possible. As we explore the impact of the depth of a quantum circuit and number of qubits, this paper can be viewed as an experimental study of barren plateaus in training VQML circuits on a variety of datasets.

2.2 Variational Forms

As this work explores the impact of the circuit architecture on the performance of quantum machine learning models, it is related to the analysis of variational forms [26] and the representational power of parametric quantum circuits [27]. [27] proposes a technique to find a maximally expressive ansatz for a minimum number of parameters. In contrast our work
explores an ansatz based on fixed blocks from which circuits are sampled and evaluated. The variational forms used in [26, 28, 29] are motivated and specialized for the physical problem at hand. In [30], a framework for solving nonlinear differential equations with various variational quantum circuits was proposed. The work used two variational forms preceded by a feature encoding called a feature map as is done in the machine learning community. The variational form we use is based on the hardware efficient ansatz in [5]. Similar to our work, [31] uses PCA to reduce the number of features in the MNIST [32] dataset to 8.

2.3 Optimization of Quantum Machine Learning Models

In this work we made use of the COBYLA optimizer which has shown promising results when the influence of noise is small [33] and it has proven successful in similar experiments in [4, 34] while still being fast to compute [33]. In the presence of noise in the computations other optimizers like ImFil and NOMAD should be preferred [33]. Although these optimizers were not originally designed for the use with quantum computers, recent works have proposed optimizers that are designed for the optimization of variational quantum circuits. [35] proposes iCANS, an optimizer that performs stochastic gradient descent by using the parameter shift rule and estimating each partial derivative separately. This was expanded in [7] who proposed Rosalin an optimizer that combines iCANS [35] with two different sampling schemes. In contrast our approach with COBYLA does not compute gradients. While COBYLA builds a surrogate model of the loss with trust regions, [36] proposes two model based optimizers that have shown promise, especially in the presence of noise, using stochastic gradients instead of trust regions.

3 Approach

We define a design space of basic blocks that act on qubits: a $\frac{\pi}{2}$ rotation around the $X$-axis followed by a parametric rotation around the $Z$-axis followed by another $\frac{\pi}{2}$ rotation around the $X$-axis, as suggested by [4]; see Figure 1a. The parametric $Z$ rotation can either be used as input for a feature or as a trainable parameter. Blocks are repeated multiple times depending on the number of features in the dataset and degree of feature repetition in the circuit (a design parameter). After each block a Controlled $Z$ ($CZ$) gate can be applied between different qubits. The depth of the circuit, the number of features and number of qubits are dependent variables when all features are to be used. An example 3 qubit circuit receiving 5 features is illustrated in Figure 1b where $\omega_i$ represents the $i$-th feature, $\theta_j$ represents the $j$-th trainable parameter, and the connections between qubits are $CZ$-gates. A measurement (not shown) is applied at the end of the circuit on each qubit.

To explore a large range of candidate circuits the following workflow was established. Given a dataset and (classical) optimizer, we: 1) create a number of candidate circuits by randomly sampling the available design space with the parameters: number of qubits, the entanglement pattern, the number of blocks and the configuration of blocks, i.e., whether they are used as feature input or a trainable parameter; 2) compile these into an executable Qiskit circuit; 3) derive a number of noise models to be applied to circuits. The depth of the circuit, the number of features and number of qubits are dependent variables when all features are to be used. An example 3 qubit circuit receiving 5 features is illustrated in Figure 1b where $\omega_i$ represents the $i$-th feature, $\theta_j$ represents the $j$-th trainable parameter, and the connections between qubits are $CZ$-gates. A measurement (not shown) is applied at the end of the circuit on each qubit.

$$f = R_X(\frac{\pi}{2})R_Z(\omega)fR_X(\frac{\pi}{2})$$

(a) Basic Block

$q_0 : \omega_1 \theta_1 \omega_4 \theta_5$
$q_1 : \omega_2 \theta_2 \omega_5 \theta_6$
$q_2 : \omega_3 \theta_3 \theta_4 \theta_7$

(b) Example 3-qubit circuit operating on 5 features ($\omega_i$). There are 7 trainable parameters ($\theta_j$). Black dots indicate $CZ$-gates between two qubits. Dashed lines demarcate layers.

Figure 1: Illustrative examples of our circuit components.
3.1 Number of qubits

The number of qubits in a quantum circuit is, disregarding hardware constraints, a design parameter when building a VQML circuit. The number of qubits has a big influence on how the features can be inserted into the algorithm, since feature rotations can be applied to each qubit it allows the maximal depth to be lower. This also has influence on the feature interactions since it depends on the CZ-gates patterns between the qubits. Only if qubits are connected directly or indirectly by CZ-gates can the feature values interact. To evaluate the influence of the number of qubits on the performance of a machine learning system, we sampled circuits of different depths while varying between 2-10 qubits. We restrict our circuit design space such that the number of qubits is always less than or equal to the total number of features in the dataset.

3.2 Circuit depth

In a quantum circuit the depth defines the critical (i.e. longest) path. There are various design decisions that influence the overall depth of the quantum circuit when designing it for VQML. One can choose to repeat features or use more or less entanglement. These decisions influence the performance of the final classifier. The minimal and maximal depth for each dataset varies as it depends on the number of qubits used and the number of features in the dataset. The minimal depth for a circuit is bound by $\left\lceil \frac{\text{numFeatures}}{\text{numQubits}} \right\rceil$. For example, a dataset with 4 features over 4 qubits requires 6 rotations to add two basic blocks (see Figure 1a), one for the feature and one for the parameter, adding, for example, one CZ-gate and the measurement gate results in a minimal depth of 8. Due to those constraints, the range of circuit depth varies between 8 and 142 on multiple data sets.

3.3 Circuit Design Space

Since the overall design space of VQML circuits is very big, we draw random samples from a defined set of possible circuit architectures. This defined set comprises circuits that apply a parameterized block (see Figure 1b) on each qubit followed by between 1 and $n$ (a predefined constant) CZ-gates. This set of circuits was chosen as they can represent a wide range of different functions, even though they cannot compute all functions, while at the same time being minimal in depth [4]. The design space chosen falls in the space of hardware efficient ansätze [5] where Euler rotations are replaced with the basic blocks, introduced previously, and the entanglers were selected at random.

3.3.1 Controlled Z Gate

Overall using CZ-gates is not a restriction as other controlled gates would be possible by changing the basis and measuring along another dimension.

3.3.2 Controlled Z Gate patterns

Between each parameterized $\theta$ block of rotation gates, we insert a layer of CZ-gates configured as follows. First, we select the number of CZ-gates uniformly from $\{1, 2, 3\}$. The pairs of qubits to which they are applied are sampled at random. There are never two CZ-gates applied to the same set of qubits in one layer. In our experiments we maximally applied either 3 CZ-gates or connect each qubit with each other qubit via a CZ-gate.

3.3.3 Layer structure

We refer to a layer as the combination of a set of parameterized blocks and the corresponding CZ-gates. Each layer adds a set of features or trainable parameters, where the number of features or parameters is equal to the number of qubits. Features can be repeated to essentially double the total number of layers in the model which has proven to be beneficial in some works [4]. An example circuit can be found in Figure 1b.

3.3.4 Output mapping

To map the output distribution of bit strings to classes the bit string space is split up into equal ranges, i.e., the number of classes. Left over bit strings are ignored. Each range is mapped to a class. This way the minimal and maximal number of qubits is independent of the number of classes as long as the number of bit string combinations is equal to or larger than the number of classes. The output distribution is normalized to add up to one and the probabilities of
each class is computed by summing the probabilities of each associated bit string. The classifier loss is the negative log likelihood of the softmax of the output:

$$L_{\theta}(x, y) = -\log \frac{e^{P_y}}{\sum_{k \in K} e^{P_k}}$$  \hspace{1cm} (1)

Here $K$ represents the set of all classes, $x$ represents the input feature, and $y$ the label of the input. $P_y$ represents the probability of target class $y$ while $P_k$ represents the probability of class $k$. In each optimization step the mean of the whole training set is computed and optimized over.

### 3.4 Errors in Quantum Computing

The computations in NISQ quantum computers are error prone, it is therefore important to evaluate the influence of errors in the computations on the performance of a classifier. This is especially important since the error created through noise affects not only the final performance of the classifier but also the computation of the loss function as it depends on the erroneous computations from the circuit. The error in a quantum computer is often not normally distributed, but is biased towards a relaxation from an excited state into a base state and towards a relaxation of the superposition. Therefore our noise model uses the two thermal relaxation times $T_1$ and $T_2$ representing the time for the relaxation of an excited state to a base state ($T_1$), and the relaxation of a superposition, also called dephasing time ($T_2$) respectively.

![Figure 2: T1 vs. T2 relaxation times in ns. The Color represents the error value. T1 and T2 must satisfy $T_2 \leq 2T_1$.](image)

Here, we focus mainly on the noise in the $CZ$-gate and the measurement gate. In order to do this we created noise models for the simulations. The noise modeled the two thermal relaxation times $T_1$ and $T_2$. $T_1$ was in the range of 100ns to 80000ns and $T_2$ was set in the range of 100ns to 140000ns and the gate time was 300ns for the $CZ$-gate. For the measurement operations the $T_1$ time was in the range of 100ns to 80000ns and $T_2$ was set in the range of 100ns to 140000ns and the gate time was 1000ns. As the thermal relaxation times do not represent errors themselves we estimated the overall error by taking 10000 shots on a noisy circuit containing only the respective operation and compute the mean distance to the correct value. The error for the $CZ$-gate ranges from 0 to 35% and for the measurement operation from 0% to 50%. How the $T_1$ and $T_2$ relaxation times map to the error can be seen in Figure 2 for the $CZ$-gate.

### 3.5 Datasets

To derive guidelines for QVQL circuit design, a range of real valued datasets within a multivariate classification setting were selected. This restriction allows us to evaluate the influence of the number of qubits and the depth of a circuit on a specific class of machine learning problems. This is simple enough to evaluate a wide range of circuits (datasets have only a few hundred examples), yet complex enough to still pose a challenging problem. By allowing only real valued features, we remove the challenges of exploring different encodings for inputting integers and categorical features. The real valued features are applied by the basic blocks in Figure 1a through parameterized rotations around the $Z$-axis. The real valued features are initially centred (mean of zero) and scaled (standard deviation of one), then rescaled as suggested by [4]:

$$f(x) = \left(1 - \frac{\alpha}{q}\right)^{\pi q W}$$  \hspace{1cm} (2)

Here $W$ represents the normalized features, $q$ the quantile of a Gaussian approximation and $\frac{\alpha}{q} \pi$ the angular gap between the extreme points of the distribution. For all experiments the angular gap $\alpha \pi$ is set to $\frac{\pi}{q}$ and the quantile $q$ to 3. A visualization of encoding the feature values -5, 0 and 5 with the aforementioned parameters can be found in Figure 3:

Principal component analysis (PCA) was used to reduce the number of features for the Wine (8 and 12 components), Breast Cancer (12 and 16 components) and Glass (8 components) datasets. All other dataset-specific information is shown in Table 1.
Figure 3: Visualization of the feature values -5, 0, 5 mapped to the respective $R_Z(\omega)$ rotation with the parameters $\alpha = 0.05$ and $q = 3$. The $R_Z(\omega)$ is applied after an initial $R_X(\pi/2)$ (see Figure 1a), which means all arrows (mapped feature values) lie in the equatorial plane ($z=0$). Initially all qubits are in the state $|0\rangle$.

(a) Minimal feature value of -5.
(b) Feature value of 0.
(c) Maximal feature value of 5.

| Dataset                  | No. of Features | No. of Classes | Train Size | Test Size |
|--------------------------|-----------------|----------------|------------|-----------|
| Iris [37]                | 4               | 3              | 90         | 60        |
| Wine [38]                | 13              | 3              | 108        | 70        |
| Ecoli [39]               | 7               | 8              | 266        | 70        |
| Vertebral Column 1 [40]  | 6               | 2              | 240        | 70        |
| Vertebral Column 2 [40]  | 6               | 3              | 240        | 70        |
| Glass Identification [41]| 9               | 7              | 144        | 70        |
| Breast Cancer Wisconsin [42]| 32          | 2              | 449        | 120       |

Table 1: Datasets used in this analysis.

3.6 Training Setup

All VQML models (circuits) were trained using the COBYLA optimizer. In our training regime, we used a conservative initial change to the variables of 1.0 and an absolute constraint violations tolerance of 0.0002. These values have proven to be quite good in [4] and allow the values to vary more at the beginning while at the same time requiring a high final accuracy. The circuits were optimized for a maximum of 200 epochs. The number of shots were increased as the training progressed. This makes sure that the influence of sampling is reduced as the model gets better at predicting the results while at the same time minimizes the computation costs. A fixed schedule was used: 250 samples for epochs 1-20, 500 samples for 21-50, and 750 samples for 51-200. When testing the circuit on the unseen test set, 300 samples were taken for each example. Despite using simulation, we sampled the circuit instead of using a state vector representation. This makes the results more realistic, as a state vector is not available on real hardware, only measurements of the state along a specific dimension; in our case, along the $z$ eigenvector of the state. The parameters of the circuit were initialized by sampling from a uniform distribution in the range of $[-\pi, \pi]$.

4 Noise-Free Circuit Performance

In this section we present the results of training various circuit topologies without any noise, i.e. they represent an idealised scenario of error free computations. Although this is unrealistic with modern NISQ hardware, it acts as a baseline for discussion. However, as this section will illustrate, even without noise we find that shallow circuits with more qubits tend to outperform deeper circuits with fewer qubits. Overall training variational quantum classifiers is not easy, as even shallow circuits with a high(er) number of qubits exhibit a high variance in the final circuit performance after training.

4.1 Number of Qubits vs. Circuit Depth

The results of the experiments were analyzed considering the number of qubits used and the depth of each circuit with respect to model accuracy. We first highlight specific findings using different datasets (Figures 4–7) in more detail and then make some general comments for all datasets (Figure 8 and 9). In Figures 4–9, each data point represents the mean...
performance (accuracy) of 10 independently trained circuits on 10 independent unseen test sets. The differences are due to randomness in the initial values for the parameters. Using the mean reduces the influence of the choice of these parameters on the results and makes the results thereby more dependent on the topology of the circuit.

The experimental results of training a variational quantum classifier on the first 12 Principal Components (PCs) of the Wine dataset with 307 unique circuits is shown in Figure 4a. The data shows that the accuracy upper bound tends to decrease as circuit depth increases. At the same time, the overall variance in the results decreases. The influence of the number of qubits on the accuracy can be seen in Figure 4b. We observe that accuracy increases with the number of qubits until the accuracy plateaus. The plateaus in Figure 4b are achieved when the model consists of as few layers as possible as can be seen in Figure 4c. However, circuits with fewer qubits must be deeper as each feature must be applied at least once (see subsection 3.3).

Figure 5 depicts the same plots for the first 8 PCs of the Breast Cancer Wisconsin dataset. Overall the highest accuracy can be found for low depths in Figure 5a but the lowest accuracy as well. The plot shows that the overall variance in the accuracy is highest for low depths whereas higher depth circuits show a lower variance in the achieved accuracy, but also a lower accuracy. The highest accuracy is achieved with 8 qubits as can be seen in Figure 5b but the performance drops for 9 and 10 qubits, Figure 5c shows that the best circuits are found for low depth and a higher number of qubits.

The results on the first 8 PCs of the glass dataset show a similar behaviour as for the breast cancer dataset (Figure 6). The accuracy is the highest for a small depth and a high number of qubits, see Figure 6a but the effect is not as pronounced as for the other two datasets. The highest accuracy starts dropping when increasing the number of qubits beyond 7, see Figure 6b.

Figure 7 shows the experimental results on the iris dataset. The best accuracy is still achieved for a low circuit depth, Figure 7a but the accuracy for a higher depth is only not a lot lower while the variance is higher for lower depths overall. The higher variance is especially pronounced in the lower accuracy results. While higher depth circuits all tend to achieve a smaller variance in the accuracy. A higher number of qubits is still able to achieve the best results, Figure 7b and Figure 7c show that the best circuits still have low depth and high number of qubits even though the effect is not as pronounced. Low depth and a low number of qubits give the worst results.

Overall across the datasets illustrated (note we also observe similar patterns in the remaining datasets noted in Table 1), the lower the depth circuits tend to show a higher variance in the accuracy while at the same time achieving the overall best accuracy. At the same time, the best accuracy is achieved when a higher number of qubits is used. A possible explanation here might be that smaller circuits often have more qubits which has more combinations on how the CZ-gates can be inserted between the parameterized gates. This increased variance at lower depths and higher numbers of qubits means that although the best circuits are often found in these portions of the design space, that there are no guarantees that a shallow and wide circuit will perform well, but rather it indicates that this region of the design space is more likely to have a “good” circuit in terms of classification accuracy.

Figure 4: Relationship between accuracy, number of qubits, and depth on the first 12 Principal Components (PCs) of the Wine dataset. Each point represents the mean of 10 training runs without noise.

Generalising across the studied datasets, Figure 8 shows the accuracy of the best circuits at given depths. The overall trend in the results for each dataset is approximated by a cubic spline. We see that average accuracy decreases the most quickly for the Wine dataset. A decrease in the upper bound of the accuracy as the depth is increased can also be found for the Vertebral 1, Glass and Wisconsin Breast Cancer dataset. In contrast, the Iris and Ecoli datasets start to increase again after an initial drop in performance. In our current design setup it is not possible to increase the number of layers further without repeating the features more than twice. Both were not able to achieve the best accuracy with deeper
Figure 5: Relationship between accuracy, number of qubits, and depth on the first 12 principal components (PCs) of the Breast Cancer Wisconsin dataset. Each point represents the mean of 10 training runs without noise.

Figure 6: Relationship between accuracy, number of qubits, and depth on the first 8 principal components (PCs) of the glass dataset. Each point represents the mean of 10 training runs without noise.

Figure 7: Relationship between accuracy, number of qubits, and depth of the iris dataset. Each point represents the mean of 10 training runs without noise.
Figure 8: Accuracy vs. circuit depth. Each point represents the mean accuracy of the best circuit at a given depth from training runs without noise. Each line represents the trend of the data by fitting a cubic spline.

Figure 9: Accuracy vs. number of qubits. Each line represents the mean accuracy of the best circuit with $n$ qubits from training runs without noise.
circuits, however. The Vertebral 2 dataset behaves similarly. Overall the best accuracy is observed across all datasets with shallower circuits.

We can also observe that there is a tendency to perform better with a higher number of qubits across all datasets (see Figure 9). Two notable exceptions are the Glass and Wisconsin Breast Cancer datasets. In these cases, the performance starts to drop as the number of qubits is increased further. This means that increasing the number of qubits can be beneficial but there is no guarantee that the best accuracy be achieved when the number of qubits is equal to the number features. All results are with and without repeated use of features, therefore we could show no benefit to a repetitions of features in the circuits as in our current setup this would require an increase in the number of layers.

4.2 Challenges of High(er) Dimensional Data

While we evaluated variational quantum classifiers on a range of datasets containing different number of features, we also evaluated the impact of the number of features on classifier accuracy. We use PCA as a preprocessing step and then use a varying number of features (PCs) in the training. An alternative could be to take increasingly large subsets of features. However, as not all features are equally informative, this might mean that a very (un)informative feature is added, which would not be easy to account for and potentially result in a method bias. Using PCA as preprocessing is more suitable as it gives us a relative ranking of the derived features (PCs) with regard on how informative they are. This way a model that receives the first $n$ PCs receives the most informative features and adding additional PCs should add a relatively smaller amount of information. A circuit using $n + 1$ PCs should in principle be at least as good as a model using $n$ PCs, as only information is added.

However, exploring the Wisconsin Breast Cancer dataset (see Figure 10a) we see that the best circuits trained using 12 PCs achieve a higher accuracy than the circuits that trained using 16 PCs at shallow(er) depths, and as depth increases, models converge to a similar accuracy. It is important to note that both 12 and 16 PCs allow the same minimal depth. Figure 10b shows the same comparison for the wine dataset but with 8 and 12 PCs. Here, a fast decrease in accuracy can be observed as depth increases but the circuits trained on 8 PCs generally perform better. The best accuracy for circuits trained on 8 PCs was 81% but only 63% with 12 PCs. The Wine dataset actually proved quite challenging (suggesting it be used as a benchmark in other works focusing on VQML or other methods of training quantum machine learning methods) even though classical models can achieve 100% accuracy [43].

![Breast Cancer dataset with 12 PCs and 16 PCs.](image)

![Wine dataset with 8 PCs and 12 PCs.](image)

Figure 10: Influence of number of PCs. Each point represents the mean accuracy of the best circuit at one depth on the first $n$ PCs from training runs without noise. Each line represents the trend of the data by fitting a cubic spline to it.

4.3 Summary

The results suggest that the best performance may be achieved when circuits are shallow, i.e. shallow circuits seem to have a higher upper bound of achievable accuracy. To minimise depth, our analysis suggests that practitioners should design circuits with at least as many qubits as there are features (or PCs) in the dataset; obviously cognisant of hardware constraints.

Our results suggest that circuits tend to perform worse as the number of features increases, even if we scale the number of qubits accordingly. This is a problem that needs to be addressed in order to scale this approach for the training of VQML classifiers for datasets containing more features. In this paper, we explore mainly “small” and “easy” datasets, yet our results indicate that with today’s hardware availability it is not (yet) feasible to set the number of qubits equal to the total number of features. However, it is also worth noting that so far we have explored only error free computations. As such, these results are a best case scenario, as many modern day quantum computers are not error free (NISQ), but have aspects of “noise” in their operations and measurement.
5 Noisy Circuit Performance

In this section we present the results of training circuits when the simulated quantum computer exhibits various noise characteristics in the \( CZ \) and measurement operations, resulting in errors in those computations. This is done to evaluate the overall robustness of our observations in section 4 to provide a commentary on the design of VQML models in the presence of errors on NISQ QCs. This is important since the errors in the computations, with a bias towards relaxed states, result in an error in the computed loss function, which is used to train the model (circuit). This might make the overall optimization of the circuit more difficult. It is therefore important to analyze how (and if) the training is able to cope with these errors. We find that the measurement noise is independent of the circuit depth whereas errors in the \( CZ \)-gate affect the performance of deeper circuits more as they tend to contain more \( CZ \)-gates.

To estimate the influence of noise on the results \( n = 69 \) circuits were evaluated on the Iris data set, with errors in the \( CZ \)-gate computation ranging from 0% to 35% and the measurement error from 0% to 50%. Figure 11a shows a comparison of the accuracy of circuits with a depth of 13, 17 and 49 when thermal relaxation is applied to the \( CZ \)-gate. Note that 0% error would be represent a circuit trained using the same approach from the previous section. In this section, we take a number of fixed circuit designs and train them under a series of error rates, i.e. the circuit designs are fixed, but the error rates change. Thus illustrating the impact on VQML model performance of errors due to thermal relaxation and noise in measurements. While, we graphically illustrate only a few examples, the general trend of the results hold across the circuits studied.

5.1 Error in \( CZ \)-gate computations

![Figure 11a](image1.png)  
![Figure 11b](image2.png)

Figure 11: Accuracy vs. \( CZ \)-(left) and Measurement error (right) error for circuits of varying depth trained on the Iris dataset. There horizontal lines represent the mean accuracy of models executed without noise and the vertical grey line the error that the IBM Tenerife QC applies in \( CZ \)-gates. [44]

The accuracy of the circuit with a depth of 17 drops when increasing the \( CZ \)-gate error from 0% to 10%. At 10% the accuracy of the circuit starts to plateau at an accuracy of 0.35 (note that for this data set 33% accuracy would be equivalent to just picking a class at random). The performance of the circuit with a depth of 13 starts dropping at roughly 5% and reaches an accuracy of 0.45 at a gate error of 35%. The biggest difference between the depth 13 and 17 circuits is the number of \( CZ \)-gates as both have the same number of rotations. This means that decrease in accuracy is due to the number of \( CZ \)-gates on the longest path which increases as circuit depth increases. The grey vertical line shows the percentage of errors introduced in the \( CZ \)-gates on the the IBM Tenerife QC; giving an indication of what modern day hardware exhibits. At this error the two circuits with a depth of 13 and 17 show good performance. The error of the QC was displayed as example since it exhibits the highest error of all QCs reported by IBM.

The circuit with a depth of 49 does already start-off worse when no error is present as can be seen from the green horizontal line. The accuracy directly starts dropping as the error in the \( CZ \)-gate is increased. It reaches its minimal value at 2.7% \( CZ \)-gate error. At the expected error rate on IBM Tenerife QC it would not learn to classify the dataset as the accuracy is not better than random chance. The reason for this is probably the high number of \( CZ \)-gates, used on the longest path through the circuit, as the error in the computations accumulates.

5.2 Measurement error

The effects of measurement noise from 0% to 50% can be seen in Figure 11b. Initially the deeper circuit starts with a lower accuracy but both circuits behave similarly (in terms of accuracy decay) as the measurement error increases. Whilst we show only two circuits here, in general, we observed similar trends for other circuits. Thus, it appears that
decays in accuracy due to measurement noise is independent of circuit depth; more experimentation would be needed to confirm this.

5.3 Summary

Low depth circuits are more robust against the influence of errors in the CZ-gate quantum computations, i.e. shallow circuits appear more robust against thermal relaxation errors. The influence of measurement noise is independent of the depth of the circuit. At present, our results suggest that a quantum computer with a high(er) number of low(er) quality qubits could be advantageous for VQML classifiers.

6 Limitations and Discussion

The observations made above are not complete, and also have some caveats that should be explored in future work to establish comprehensive set of guidelines beyond those we introduce in the next section. Overall the variance in performance is often high in “good” regions of the design space, and thus design guidelines are needed to reduce the variance of the results further and achieve more consistent results comparable to classical approaches. This is especially important since low depth circuits exhibited a larger variance eventually due to the possible CZ-Gate configurations. It must also be explored whether a further increase in the number of qubits would improve the results further.

It is important to stress that circuits should not be arbitrarily wide, as in order to leverage larger numbers of qubits, more entanglement operations (like the CZ-gate) are needed, and this naturally increases the minimum depth of the circuit and the variance in CZ-gate configurations. Our design space and constraints on its exploration limit the maximum number of qubits leveraged. Relaxing these constraints, e.g. by using features multiple times, would allow for wider circuits, however, as noted above this could also increase circuit depth and potentially variance. Finding inflection points in this trade-off would be useful. There is also the question how influential the barren plateau problem [20] is on our findings, suggesting further study of various circuit designs.

As the number of noise models applied in this work is quite small, future research should explore a larger variety of noise models and sources of noise. This would help find noise resilient circuits early on that can then be further evaluated on real devices which is a crucial step for further development. Doing this would require taking into account the influence of the hardware on which it is executed and the transpilation algorithm applied [45]. The overall design of the VQML circuits should best be done taking both factors available hardware and transpilation into account.

Finally, based on our results it would be tempting to try and derive observations on the basis of class cardinality and number of features a dataset has, i.e. are classification problems with more classes / features “easier” or “harder”? However, caution is needed here, our results despite exploring a large number of circuits, still only represent 5 datasets, and thus we would not be able to reliably answer such a question, instead, an experimental design similar to [46] would be needed (which explores larger numbers of datasets and models and devises an evaluation methodology for such settings).

7 Conclusion

This paper aims to establish some initial design guidelines for VQML classifiers based on experiments with a large number ($n = 6500$) of circuits applied to five common datasets in the machine learning literature. We observe that shallow circuits are more robust to CZ-gate errors and generally have higher accuracy potential (both with and without errors). It is also easier to have shallow(er) circuits if they are wide (up to the number of features used), but that the number of features used should be small. Where more features are present, the number of features used can be constrained by using dimensionality reduction techniques like PCA. We also observed that Measurement error is only a significant factor if “large”, i.e. > 10%. Thus, our results suggest four design guidelines for variational quantum machine learning (VQML):

1. Circuits should be as shallow as possible, AND
2. Circuits should be as wide as possible, AND
3. The number of features should be kept small, BUT
4. Small amounts of noise can be tolerated.

As a key takeaway, we observe that quantum computers with a high(er) number of low quality qubits could be advantageous for VQML classifiers but more research is needed to assess whether more substantial numbers of low(er) quality qubits will further improve performance.
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