Abstract

As systems involving multiple agents are increasingly deployed, there is a growing need to diagnose failures in such systems. Model-Based Diagnosis (MBD) is a well-known AI technique to diagnose faults in systems. In this approach, a model of the diagnosed system is given, and the real system is observed. A failure is announced when the real system’s output contradicts the model’s expected output. The model then is used to deduce the defective components that explain the unexpected observation. MBD has been increasingly being deployed in distributed and multi-agent systems. In this survey, we summarize twenty years of research in the field of model-based diagnosis algorithms for MAS diagnosis. We depict three attributes that should be considered when examining MAS diagnosis: (1) The objective of the diagnosis. Either diagnosing faults in the MAS plans or diagnosing coordination faults. (2) Centralized vs. distributed. The diagnosis method could be applied either by a centralized agent or by the agents in a distributed manner. (3) Temporal vs. non-temporal. Temporal diagnosis is used to diagnose the MAS’s temporal behaviors, whereas non-temporal diagnosis is used to diagnose the conduct based on a single observation. We survey diverse studies in MBD of MAS based on these attributes, and provide novel research challenges in this field for the AI community.

Introduction

Multi-Agent Systems (MAS) can be found in wide variety of applications, such as automatic warehousing, autonomous vehicles, logistics and public transport (such as train systems), video games, etc. (Hausman, Schwarz, and Graves 1976; Kato et al. 2015; Runhua et al. 2013; Marín-Lora et al. 2020). Such systems may vary in many characteristics, such as the amount of cooperation between the agents, the relations between them, or how dynamic those systems are. In many of these schemes, agents are assigned to perform tasks in a coordinated manner, in what is called a Multi-Agent Plan (MAP). For example, Amazon warehouses use robots for automated relocation of items in the warehouse, freeing manpower for less trivial tasks (Edwards 2020).

As agents are deployed more and more in complex, dynamic environments, ways to react to failures in multi-agent systems have become more and more important. In some systems agents have to agree on their goals, plans and at least some of their values. In other systems agents should coordinate their interactions. However, agents may disagree or avoid consistent interactions, because of sensory ambiguity, communication defects, mechanical faults, etc. If an inconsistency arises, it needs to be diagnosed and the agents that triggered the coordination breakdown should be identified. This is the task of diagnosis.

Model-Based Diagnosis (MBD) (Reiter 1987; de Kleer and Williams 1987) is an Artificial Intelligence diagnosis approach. MBD relies on a model of the diagnosed system, which is utilized to simulate the behavior of the system given the operational context (typically, the system inputs). The resulting simulated behavior (typically, outputs) are compared to the observed behavior to detect discrepancies indicating failures. The model can then be used to pinpoint possible failing components within the system. In multi-agent system domains, the MAS model includes a model of the agents, their plans and the interactions between them, and the observation of the MAS is the observed behaviours of the agents. The first contribution of this survey is by presenting 20 years of research in the field of MBD of MAS.

Diagnosing MAS raises several challenges: (1) Typically, diagnosis algorithms do not scale well. Multi-agent systems are usually large and complex and pose a great challenge to diagnosis algorithms. (2) Dynamic structures, like MAS, pose a major challenge to diagnostic algorithms, since they involve dynamic change in the behaviours, multiple observations and interactions that rapidly change. (3) MBD has been difficult to apply to diagnose coordination failures, since many such failures take place at the boundaries between the agents and their environment, including other agents. (4) MAS presents additional challenges as a result of a noisy environment that provokes uncertainty and partial observation.

Diagnosing MAS algorithms discuss different MAS diagnosis attributes and propose solutions accordingly. (1) The first attribute takes into account the goal of the MAS diagnosis. Typically, two objectives have been investigated: the first is connected to the occurrence of defective plan-steps in the global or derived local plan. The second goal looks at coordination faults, which occur when agents disagree on key components of their joint task. (2) The second characteristic of the diagnosis is whether it is applied in a centralized or distributed manner. A single diagnoser models and
observes the entire MAS and infers the diagnosis in a centralized method. In a distributed approach, each agent has a partial model and observes the system in part; then, all of the agents communicate information to arrive at a global diagnosis. (3) The third diagnosis attribute asks the question whether to consider temporal aspects of the MAS or not. Considering temporal aspects in the inference process means either using various observations over time or considering possible agent behaviors over time. The second contribution of the survey is by organizing the different MBD methods of MAS according to these three attributes.

In this survey, we first explain the main challenges that the above MAS diagnosis aspects pose (Section ). In Section we present a literature review of MAS diagnosis approaches. We divide this review between algorithms that consider multi-agent plan diagnosis (Section ) and MAS coordination diagnosis (Section ). Note that we consider only works that deal with diagnosing faults in multi-agent systems, rather than studies that use MAS to diagnose faults in other systems, as lastly proposed (El Koujok et al. 2020; Srivastava, Bhat, and Singh 2020). Then in Section , we present research opportunities in MAS diagnosis, this is the third contribution of this survey. There are six open research directions: diagnosing MAS with uncertain observation, troubleshooting MAS failures, recover from failures, integrating machine-learning approaches, diagnosing MAS with privacy constraints and diagnosing intermittent faults in MAS. Section concludes.

Attributes of MAS Diagnosis
Diagnosing MAS algorithms consider different aspects of the MAS diagnosis problem and propose solutions appropriately. Next we explain these different aspects.

Planning and Coordination Faults
Parker and Lynne (Parker 2012) consider several faults a multi-agent system might encounter: individual agent malfunctions, local perspectives that are globally incoherent, inter-agent interference, software errors or incompleteness, and communications failures. In this study we focus on two fundamental types of faults, which are at the core of the “multi” aspect of multi-agent systems: planning related faults and coordination related faults. The other types of faults described in (Parker 2012), such as communication failures or incorrect local perceptions, will eventually evolve to, or be the result of either planning related faults or coordination related faults (Khalastchi and Kalech 2019).

Planning Related Faults: Planning related faults introduce the occurrence of faulty plan-steps either in the global or the derived local plan. A faulty plan-step is an instruction which may lead to mission failure, degraded performance, or waste of resources such as energy. For instance, in a foraging domain, a faulty step of the global plan resulted in the following task allocation: two agents forage in the same area, following a predefined plan. Although we can assume that their plans are coordinated, it may happen that the agents will interfere each other by allocating the same place simultaneously. This fault may be caused by a faulty behaviour of each one of the agents, deviated from its plan. A diagnosis mechanism is challenged to identify the faulty plan-step and time as the root cause. It is challenging since there could be many time steps along the plan as well as many agents that may cause the fault. Also, a faulty agent may cause another healthy agent a delay in his plan, which in turn may cause a third agent an additional delay, and so on. Diagnosing the root cause agent in such a chain reaction is challenging.

A known research field that considers the synchronization challenge is Multi-Agent Path Finding problem (MAPF) (Pallottino et al. 2007; Erdem et al. 2013; Surynek et al. 2016; Svancara et al. 2019; Barták et al. 2019; Barták, Švancara, and Krasičenko 2020; Li, Ruml, and Koenig 2021). MAPF describes the problem of moving agents to destinations while avoiding collisions. For example, Amazon warehouses use robots for automated relocation of items in the warehouse, freeing manpower for less trivial tasks. In another example (Švancara et al. 2019; Ma and Li 2021) an autonomous intersection management (AIM) is presented. In such systems, the agents are assigned to execute tasks. This assignment is called Multi-Agent Plan (MAP).

In such environments agents often share reusable resources such as doorways, charge points, moving space etc. for a given amount of time. In case of a fault, an agent may result in holding a resource for longer amount of time than planned, and creating a chain reaction of agents failing to follow their original plans, which could result in halting of a production process or worse. This raises the necessity to isolate the faulty agents and the time at which they failed.

Coordination Related Faults: Coordination (e.g., on a joint plan or goal) is a key to establishment and maintenance of teamwork (Tambe 1997; Pynadath and Tambe 2003; Sycara and Sukthankar 2006; Geihs 2020). One type of failure of particular interest in multi-agent systems is a coordination fault, where agents come to disagree on salient aspects of their joint task. There is thus a particular need to be able to detect and diagnose the causes for coordination faults that may occur, to facilitate recovery and reestablishment of collaboration, e.g., by negotiations (Beer et al. 1999; Calvaresi et al. 2018). This type of diagnosis is called social diagnosis, since it focuses on finding causes for failures to maintain social relationships (Franchi and Poggi 2012), i.e., coordination failures.

Coordination failures take place at the boundaries between the agents and their environment, including other agents. For instance, in a team, an agent may send a message that another agent, due to a broken radio, did not receive. As a result, the two agents come to disagree on an action to be taken. Lacking an omniscient diagnoser that knows of the sending of the message, the receiver has no way to detect and diagnose its fault, since the context—the message that can be fed into a model of the radio of both agents—is unobservable to the diagnoser.

It is possible to diagnose coordination failures, given the actions of agents, and the coordination constraints that should ideally hold between them. In the example above, knowing that the two agents should be in agreement as to their actions, and observing that their actions are not in
agreement, is sufficient to (1) show that a coordination failure has occurred; and (2) to propose several possible diagnoses for it (e.g., the first agent did not send a message, the second agent did not receive it, etc.). However, the diagnosis task is challenging since agents could blame each other, which increasing the number of possible diagnoses.

### Centralized vs. Distributed Diagnosis

Most approaches in model-based diagnosis depict centralized diagnosis, where a single observer makes the diagnosis (de Kleer and Williams 1987; Metodi et al. 2014). On the other hand, there are a few approaches to distributed diagnosis, where multiple observers distribute the diagnosis task among them (Su et al. 2002; Lo, Lynch, and Liu 2016). In this case, each diagnoser observes part of the system and infers local diagnosis. Then, they coordinate to share information and reach a global diagnosis.

In MAS diagnosis, most approaches present centralized diagnosis, but there are some distributed approaches. A distributed approach for MAS is motivated even more than in regular systems, since MAS is a distributed system by definition. Moreover, a single diagnosing agent is a single point of failure. Distributing the diagnosing process among the agents may overcome such difficulties.

### Temporal vs. Non-Temporal Faults

Many approaches in model-based diagnosis do not consider temporal aspects of a system. In such cases, a system can be modelled and diagnosed without the need to consider or model temporal relations between the agents. On the other hand, there are approaches that consider temporal aspects of the actions and the relations between components (Brusoni et al. 1998; Bunte, Stein, and Niggemann 2019). In those cases, when modelling the system, there is importance to the time and order at which actions, including faults, take place.

When diagnosing MAS, temporal aspects may or may not be taken into account. The nature of the diagnostic system has a considerable bearing on this. Non-temporal systems are depicted by one type of MAS. In such systems, regular execution refers to the agents’ agreement on a specific behavior. An example can be seen in a work where agent teams coordinate their plans (Kalech and Kaminka 2007). In that work, coordination manifests in the agreement of agents on the execution modes they are in. Another type of MAS depicts systems in which the temporal relations have great importance in the system modelling. Such systems are highly sensitive to the order of events. For instance, an agent that experiences delay in taking a box from point A to point B, might impact the execution of another agent, that is supposed to take the same box from point B to point C. In such approaches considering temporal aspects is major part of the modelling of the system, and relations between actions of different agents should be taken into consideration. An example can be seen in (Micalizio and Torasso 2014). The authors present a system where agents use resources in an office environment (rooms, desks, doors, parking points etc.). In this example, the agents work cooperatively, and when a fault occurs, the modelled system needs to have perspective of temporal order between the different events, to track down the root cause of the failure in the execution of the plan.

### Single vs. Multiple Observation Times

MAS diagnosis algorithms are based on observation(s) of the system. They compare between the expected behaviour of the agents and the observed behaviour to infer which agents behaved abnormally. The greater the number of observation times, the more likely the diagnosis can be isolated. In the extreme case, where all agents are observed throughout all time steps, it is possible to conclude the exact agents that caused the MAS to fail. Some of the previous work assume multiple observation time points during the agents’ execution, and deduce a diagnosis that is consistent with all observations. Other studies assume a single observation time, and provide diagnosis algorithms based on that observation.

### A Survey of MAS Diagnosis

Previous research has looked on the diagnosis of multi-agent system failures. We divide this survey into two topics, based on the main attribute of the diagnosis MAS, described above: diagnosing MAS plans (Section 2), and diagnosing coordination faults (Section 3). But first we introduce the fundamentals of MBD.

### Model-Based Diagnosis: Background

An MBD problem arises when the normal behavior of a system is violated due to faulty components as indicated by certain observations. An MBD problem is specified by the tuple $(SD, COMPS, OBS)$ where: $SD$ is a system description, $COMPS$ is a set of components, and $OBS$ is an observation. $SD$ takes into account that some components might be abnormal (faulty). This is specified by the unary predicate $h(\cdot)$ on components such that $h(c)$ is true when component $c$ is healthy, while $\neg h(c)$ is true when $c$ is faulty. A diagnosis problem arises when the assumption that all components are healthy is inconsistent with the system model and observed system behavior. This is expressed formally as follows:

$$SD \land \bigwedge_{c \in COMPS} h(c) \land OBS \not\models \bot.$$

Diagnosis algorithms try to find diagnoses, which are possible ways to explain the above inconsistency by assuming that some components are faulty. A component set $\Delta$ is a diagnosis if:

$$SD \land \bigwedge_{c \in \Delta} \neg h(c) \land \bigwedge_{c \notin \Delta} h(c) \land OBS \not\models \bot.$$

### Diagnosis of Plan Related Faults

In this section, we cover works related to the diagnosis problem in multi-agent systems plans; i.e. the plan performed by the agents is considered as part of the system description $(SD)$, the agents are components $(COMPS)$ and the observation $(OBS)$ includes the actions of the agents.

Roos and Witteveen (Roos and Witteveen 2009) investigate this problem. They introduce a formal model where partial observations of plan states are compared with predicted states based on a model of the expected plan execution. Deviation between observed and predicted states can be explained by faulty plan(s). The diagnosis is a subset of
abnormal plan steps that can explain the incompatibility between the predicted and the observed state. They show how these diagnoses can be found efficiently if the plan is distributed over a number of agents.

Extending Roos and Witteveen’s notion, de Jonge et al. (De Jonge, Roos, and Witteveen 2009) introduce the use of model-based diagnosis in two general types of plan diagnosis: primary plan diagnosis identifies the incorrect or failed execution of actions, and secondary plan diagnosis identifies the root cause of these faulty actions. The primary diagnosis is linked to the secondary diagnosis and thus the root cause (e.g., agent, equipment) of failed plan steps can be diagnosed.

Micalizio and Torasso (Micalizio and Torasso 2007) also address the problem of MAS plan diagnosis, aiming to find the faulty agents. They model the normal and abnormal execution of actions and propose a mechanism for identifying how agent faults affect the functionality of the MAS. By modelling of the agents, they assume that agents monitor their behavior through series of observations as part of the diagnosis.

In another work, Micalizio (Micalizio 2009) proposes a distributed approach to autonomous plan repair. Each agent executes a local plan that is derived from the global multi-agent plan. The agents autonomously monitor, diagnose, and repair their local plan. Since the system is only partially observed, the state of an agent is not certain but rather estimated. Thus, the diagnosis is typically ambiguous, and thus the repair or re-planning step must handle uncertainty. They show that the proposed methodology is adequate to promptly react to an action failure and that the computational cost of the approach is affordable since the agent diagnosis highly constrains the search for a recovery plan.

Another approach to plan related faults (Micalizio and Torta 2012) focuses on temporal aspects of a diagnosis and tries to explain delays in the execution of the multi-agent plans by assigning an execution modes to actions (e.g. nominal, faulty1, faulty2, ...) that are essentially time lengths that an action took, in order to explain consistently the observations received throughout the plan.

In a later work, Micalizio and Torasso (Micalizio and Torasso 2014) presented a novel methodology, named Cooperative Weak-Committed Monitoring (CWCM), where the diagnosis of the multi-agent plan, executed in a dynamic and partially observable environment, is addressed in a fully distributed and asynchronous way. As opposed to previous approaches the action failures are not assumed as independent of each other. CWCM exploits non-deterministic action models to carry out two main tasks: detecting action failures and reconstructing possible beliefs an agent has had about the environment. Thus, each agent has the ability for self-diagnosis in terms of explaining action failures as exogenous events. A diagnostic engine is utilized for distinguishing primary and secondary action failures. They show that CWCM is effective in identifying and explaining action failures even when the observability of the system is significantly reduced.

In the recent series of studies by Torta et al. (Torta and Micalizio 2018; Torta, Micalizio, and Sormano 2019a,b), the authors focus on temporal aspects of a diagnosis similarly to (Micalizio and Torta 2012). Those works focus on explaining failures that happen during the execution of Temporal MAP (TMAP), in a way that explains how root failures propagate into later stages of the execution. The model of the system contains normal as well as abnormal execution modes of the actions, and the diagnosis algorithm identifies actions that were executed in faulty mode as well as actions that executed abnormally as a result of failure propagation.

A distributed diagnosis approach is proposed by Qin et al. (Qin et al. 2018). A distributed fault detection (DFD) unit and a distributed fault isolation (DFI) unit are included in each agent. A model of each agent’s interactions with its neighbors is supplied, which is used to discover faults and isolate them using a residual generator. The agents are able to isolate the global fault by interacting this information.

Diagnosis of Coordination Faults

In this section, we cover works related to the diagnosis of coordination faults, i.e., faults which prevent or disturb the ability of agents in the system to coordinate their actions. Coordination faults are not usually relevant to adversary agents, but typically could appear in systems with cooperative agents. The components (COMPS) and the observation (OBS), in this case are the same as in diagnosis of MAS plans, but the system description (SD) includes a description of the coordination between agents.

Early studies in this subject depict centralized architectures. For instance, Micalizio et al. (Micalizio, Torasso, and Torta 2004) have utilized causal models of failures and diagnoses to centrally detect and respond to single-agent failures and to multi-agent coordination failures. Unfortunately, a centralized architecture can be computationally expensive in terms of communications and run-time, and there is a single point of failure as the diagnosing agent might fail. Distributed approaches address this limitation.

Roos et al. (Roos, Ten Teije, and Witteveen 2003) present model-based diagnosis methods for spatially distributed agents, where each agent is responsible for diagnosing a different subsystem of the MAS. Every agent makes a local diagnosis to its own sub-system and then all agents compute a global diagnosis. However, while building the global diagnosis set there is an assumption that there are no conflicts between the knowledge of the different agents, i.e., that no coordination faults occur.

The following works of Kalech and Kaminka explicitly tackle the problem of diagnosing coordination faults. Continuing with their centralized approach (Kalech and Kaminka 2005), Kalech et al. introduce a distributed model-based coordination-failure diagnosis approach (Kalech et al. 2006). In their work, the coordination between the agents is modeled as a constraint graph. For the diagnosis, they utilize different distributed CSP (Constraint Satisfaction Problem) algorithms. They conclude that there is a trade-off between the effectiveness of the algorithms, in terms of communication and computation, and the correctness of the diagnosis that the algorithms produce. In those works, the diagnosis process tries to explain inconsistencies in the constraint graph isolating agents that do not behave as expected.
The following year, Kalech and Kaminka (Kalech and Kaminka 2007) introduced a novel design space of coordination-diagnosis algorithms. Their underlying assumption is that different faults might lead agents to disagree. They use the term “social diagnosis” to describe the process that diagnoses the reason why agents disagree. This process is divided into the task of selecting the diagnosing agent and the task of computing the diagnosis. Different methods were implemented for each task, and thousands of diagnosis cases were tested. They concluded that (a) centralizing the diagnosis calculation task is critical in reducing communications, and (b) techniques where agents do not explicitly reason about the beliefs of their peers are preferable in terms of computational runtime.

In (Kalech and Kaminka 2011), Kalech and Kaminka have extended their work to scale well with a high number of agents. The social diagnosis scalability can be achieved in two ways: (a) agents should use communication early in the hypotheses generation process to stave off unneeded reasoning, which ultimately leads to unneeded communication, and (b) by diagnosing only a limited number of representative agents (instead of all the agents).

In a following work (Kalech 2012), Kalech has proposed a matrix-based representation for the coordination between the agents and a set of operators to handle the exploration of the coordination along time. These operators use to model the MAS coordination and to diagnose the faulty agents when some fail.

A different approach, that integrates diagnosis of MAP and coordination faults, is presented by Elimelech et al. (Elimelech et al. 2017). In their work, the authors propose a model-based approach to diagnose resource usage failures in multi-agent systems. On the one hand, each agent has a pre-defined plan, on the other hand, the plans dictate the agents’ resource usage, which defines coordination constraints between the agents. They model the diagnosis problem, called TMARA-Diag, as a Model-Based Diagnosis problem by defining a set of constraints over the usage of the resources. They use a SAT solver to assign health values to different agents in order to explain the observation of the system. In later work, Natan and Kalech (Natan and Kalech 2020) extended this framework to distributed diagnosis, where the agents collaborate to compute the diagnosis without sharing their plans. They present synchronous and asynchronous distributed algorithms to diagnose the faulty agents.

Passos et al. (Passos, Abreu, and Rossetti 2015) present an original way to reduce the complexity of the diagnosis process. Instead of modeling the behaviours of the agents, they propose a model-free approach, usually used in automate debugging, Spectrum-based Fault Localisation (Abreu, Zoeteweij, and van Gemund 2011; Elmishali, Stern, and Kalech 2018). In this approach, the model is built on the fly, by tracking the MAS tasks and marking for each agent whether it participated an observed task or not. The success of the tasks is analysed too. This information is used then to generate possible diagnoses. This approach scales well but assumes full and many observations along the time. Also, they assume that the agents’ and MAS’ normal behavior are deduced from earlier executions in which no faults occurred.

Table 1 summarizes the related work considering the discussed aspects.

| Fault Type                  | Centralized/Distributed | # Observations | Temporal? |
|-----------------------------|-------------------------|----------------|-----------|
| (Roos and Witteveen 2009)   | Plan related            | Both           | Many      | Temporal |
| (De Jonge, Roos, and Witteveen 2009) | Plan related          | Distributed    | Many      | Temporal |
| (Micalizio and Torasso 2007) | Plan related            | Distributed    | Many      | Temporal |
| (Micalizio 2009)            | Plan related            | Distributed    | Many      | Temporal |
| (Micalizio and Torta 2012)  | Plan related            | Unspecified    | Many      | Temporal |
| (Micalizio and Torasso 2014) | Plan related            | Distributed    | Many      | Temporal |
| (Torta and Micalizio 2018)  | Plan related            | Unspecified    | Many      | Temporal |
| (Torta, Micalizio, and Sormano 2019a) | Plan related          | Unspecified    | Many      | Temporal |
| (Torta, Micalizio, and Sormano 2019b) | Plan related          | Centralized    | Many      | Temporal |
| (Qin et al. 2018)           | Plan related            | Distributed    | Many      | Temporal |
| (Micalizio, Torasso, and Torta 2004) | Coordination related   | Centralized    | Many      | Temporal |
| (Daigle, Koutsoukos, and Biswas 2006) | Coordination related   | Distributed    | Many      | Temporal |
| (Kalech and Kaminka 2005)   | Coordination related    | Centralized    | One       | Not temporal |
| (Kalech et al. 2006)        | Coordination related    | Distributed    | One       | Not temporal |
| (Kalech and Kaminka 2007)   | Coordination related    | Both           | One       | Not temporal |
| (Kalech and Kaminka 2011)   | Coordination related    | Both           | One       | Not temporal |
| (Kalech 2012)               | Coordination related    | Centralized    | Many      | Not temporal |
| (Passos, Abreu, and Rossetti 2015) | Coordination related   | Centralized    | Many      | Temporal |
| (Elimelech et al. 2017)     | Plan/Coordination related | Centralized    | One       | Temporal |
| (Natan and Kalech 2020)     | Plan/Coordination related | Distributed    | One       | Temporal |

Table 1: This table summarizes the related work considering the discussed aspects.
global MAP that is shared between the agents, the agents’ behaviors, a group of interconnected sub components of the system, Bond graph between varying subsystems.

- **Distributed or centralized.** Whether the computation of the diagnosis is done in a distributed or in a centralized manner.
- **Number of observations.** The number of observations given to the diagnoser.
- **Temporal or non-temporal.** Whether the diagnosis process takes into consideration temporal constraints or not.

**Research Opportunities for MAS Diagnosis**

Next, we describe open research opportunities to the AI community in the field of MAS diagnosis.

**Troubleshooting.** Troubleshooting is the task of failure root cause analysis and repair. Troubleshooting starts by a diagnosis process which outputs a set of candidate diagnoses and their likelihood. Then a discrimination process collects additional observations to localize the root cause of the fault. Finally, a repair process should fix the faulty component. Although the diagnosis process for multi-agent has been researched in the literature, troubleshooting remains an open research question. Given a set of diagnoses and their likelihood, choose what information (such as observations) to obtain in order to enable finding the correct diagnosis and to assist the agents to reach their goals.

**Privacy.** Privacy is a growing concern while designing a multi-agent system (Such, Espinosa, and García-Fornés 2014; Katewa, Pasqualetti, and Gupta 2018). Distributing the diagnosis process might help with preserving agent privacy to some degree. Agents in multi-agent systems could be cooperative (Kalech et al. 2006), non-cooperative (Elim-elech et al. 2017) or even adversary (Reháč, Pěchouček, and Tožička 2005). While cooperative agents might not be so concerned about privacy, by definition non-cooperative and adversarial agents are usually presumed to be interested in keeping as much of their information for themselves. When diagnosing a system fault, such goal may be achieved to some degree by using a distributed approach in which agents share only part of their internal data or some sort of processed data that does not disclose sensitive information.

**Uncertain observation.** Typically, model-based diagnosis algorithms assume the existence of a model of the system and observations. In real world the observations are not always certain due to inaccurate sensors, environmental noises and communication failures (Cazes and Kalech 2020, 2021). In such cases we should diagnose the system with uncertain observation. In multi-agent domains, uncertain observations are natural and thus a third challenge is to develop diagnosis algorithms to cope with uncertain observations.

**Online replan.** As part of the troubleshooting process, once the malfunctioned agent is isolated, a repair action should be performed. In a multi-agent system this task is not always feasible since the agents could be physically distributed so the malfunctioned agent could be far away from the control center. In this case, we would like to enable the other agents to continue according to their plans and reach their goals. However, due to some malfunctioned agents, the other agents may be stuck. Thus, the fourth challenge is to develop online replan algorithms for the multi-agent with a minimum deviation from the original plans.

**A machine-learning approach.** All the methods mentioned in this survey focus on model-based diagnosis approach. The reason is that, to the best of our knowledge, no other diagnosis approaches have been proposed for MAS. Some papers propose machine-learning algorithms that use multi-agent approach to diagnose other systems (Koujok, Ragab, and Amazouz 2019), but no paper proposed machine-learning algorithms to diagnose multi-agent system. As the growing of machine-learning field in academia and industry, and specifically for diagnostic tasks (Huang, Zhang, and Li 2018; Hoang and Kang 2019), we believe that this approach could be applied to diagnose MAS too.

**Diagnosing intermittent faults.** Previously developed MAS diagnosis algorithms were based on the assumption that faulty agents behave abnormally over time. However, there are systems in which faulty agents do not persistently perform faulty actions. Furthermore, in some systems, agents may perform faulty actions, but the system does not fail. These are known as Intermittent Faults (Kalech, Stern, and Lazebnik 2021). Observing the MAS in a single execution for a short period of time with such intermittent faults may result in an incorrect diagnosis. As a result, the MAS should be observed over time in a variety of executions. This presents the challenge of identifying the faulty agents that can explain the failed MAS executions. To the best of our knowledge, diagnosing intermittent faults in MAS has not been addressed.

**Conclusions**

In this survey, we presented studies on model-based diagnosis techniques for multi-agent systems. We divided the algorithms considering three attributes: (1) the objective of the MAS diagnosis - either algorithms that consider diagnosis of multi-agent plan or algorithms that consider MAS coordination faults. (2) The diagnosis method - either algorithms that use a centralized agent who makes the diagnosis or algorithms that run in a distributed manner. (3) Temporal vs. non-temporal - either algorithms that consider temporal aspects of MAS failures or only a single time fault. In addition, we presented challenges in MAS diagnosis that could be new opportunities for future work for the AI community.
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