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Abstract—In recent years, various watermarking methods were suggested to detect computer vision models obtained illegitimately from their owners, however they fail to demonstrate satisfactory robustness against model extraction attacks [19]. In this paper, we present an adaptive framework to watermark a protected model, leveraging the unique behavior present in the model due to a unique random seed initialized during the model training. This watermark is used to detect extracted models, which have the same unique behavior, indicating an unauthorized usage of the protected model’s intellectual property (IP). First, we show how an initial seed for random number generation as part of model training produces distinct characteristics in the model’s decision boundaries, which are inherited by extracted models and present in their decision boundaries, but aren’t present in non-extracted models trained on the same data-set with a different seed. Based on our findings, we suggest the Robust Adaptive Watermarking (RAW) Framework, which utilizes the unique behavior present in the protected and extracted models to generate a watermark key-set and verification model. We show that the framework is robust to (1) unseen model extraction attacks, and (2) extracted models which undergo a blurring method (e.g., weight pruning). We evaluate the framework’s robustness against a naive attacker (unaware that the model is watermarked), and an informed attacker (who employs blurring strategies to remove watermarked behavior from an extracted model), and achieve outstanding (i.e., >0.9) AUC values. Finally, we show that the framework is robust to model extraction attacks with different structure and/or architecture than the protected model.

1. Introduction

Deep Neural Networks (DNNs) are state-of-the-art machine learning models utilized in a variety of computer vision tasks, including image classification, object detection, and facial recognition [2]. A DNN’s design and development process is expensive, requiring substantial resources and efforts to produce a high-quality model (e.g., data collection, long training time, high level of computing capabilities, etc.), motivating the consideration of DNNs as the Intellectual Property (IP) of their owners. Such IP is an attractive target for actors with the incentive to steal or copy the model in order to benefit from the work of those who trained/own the model. Therefore, a mechanism enabling ownership verification is a necessity for protecting the IP rights of a DNN model owner and to prevent unauthorized distribution of the model.

In order to protect a DNN model and prevent unauthorized distribution of the model and/or related IP, DNN Watermarking was suggested as a method of proof of ownership over a protected model. The objective of DNN Watermarking is to embed/identify unique characteristics/behavior in a protected model, and to attest to the presence of these characteristics/behavior in other “suspect” models. Identifying such unique characteristics/behavior in another model would indicate the model was extracted from the protected model, potentially violating the rights of the protected model’s owners.

Previous DNN Watermarking methods suggested static methods which rely on white-box access to the suspect model (e.g., [21], [5]) and dynamic methods which rely on black-box access to the suspect model (e.g., [15], [3], [26], [18], [22], [7], [11], [20], [1]). These methods are capable of successfully identifying a DNN based on watermarked structural/behavioral characteristics of the model. However, these methods largely fail to take into account model extraction attacks and robust watermark blurring methods, which are used by attackers to illegitimately obtain DNN models and remove unique behavior attested to by the watermark, respectively [19].

In this paper, we show how an initial random seed used for random number generation as part of the model training creates unique behavior in the trained model that is inherited by extracted models. Based on our findings, we propose the Robust Adaptive Watermarking (RAW) Framework, an adaptive watermarking framework that leverages the unique behavior present in a protected model and its extracted models to generate a watermark key-set and verification model. We evaluate the robustness of the verification model, trained to detect extracted models based on query responses to the watermark key-set, against a naive attacker (unaware that the model is watermarked), and against an informed attacker (who employs blurring strategies to remove watermarked behavior from an extracted model). In addition, we demonstrate that the unique behavior attested to by the verification model is transferred to extracted models possessing different model structure and/or architecture than the protected model, such that the RAW Framework generalizes to different structures and architectures.

The significance of our method is as follows: (1) Ro-
2. Background & Related Work

DNN Watermarking as a dedicated field began around 2018 with initial research performed by [21] and [15]. Methods in this field can be divided into two main categories; Static Watermarking and Dynamic Watermarking [17].

Static Watermarking consists of methods which embed a watermark in a protected model’s structure and/or weights. In this case, watermark extraction occurs through static analysis of the protected model’s parameters/structure. Static Watermarking frameworks require white-box access to the suspect model in order to perform watermark extraction [17]. In cases where the suspect model is only available through an API, or through some other cloud-based or Machine-Learning-as-a-Service (MLaaS) framework, the watermark will not be accessible to the protected model owner. This is a critical disadvantage in modern IP protection use-cases. Various methods were suggested to determine the origin of a DNN through static analysis (assuming physical access to the model): matrix multiplication on convolutional layers [21], the usage of passport layers [5], etc.

Dynamic Watermarking consists of methods which embed watermarks by training/generating a “key-set” of inputs, and verify the watermark through querying the key-set and observing the suspect model’s output. Dynamic Watermarking methods require black-box access to the suspect model in order to perform watermark extraction/verification. In cases where the suspect model is only available through an API, the watermark will be accessible to the protected model owner, enabling remote watermark extraction [17]. Various methods for creating the key-set needed for Dynamic Watermarking were suggested: the use of input perturbations near a decision boundary [15], embedding a mask on legitimate input [26], [6], [16], using abstract or out-of-distribution input [26], [1], adding noise to legitimate input [26], training an encoder to generate watermarked input [18], randomly misclassifying a subset of legitimate input [22], [11], and generating perturbed adversarial input to use as a watermark [27], [20]. Despite these advantages mentioned above, current frameworks are vulnerable to model extraction attacks, along with other strong and adaptive attacks, as demonstrated by [19].

3. Initial Seeds as an Inherent Property

In this section, we establish the fundamentals behind the key concepts of our proposed method. Specifically, we show that the initial random seed used during model training can be used for attestation of unique behavior in a protected DNN model which transfers to extracted models, and is absent from other non-extracted models trained independently on the training data.

We demonstrate how utilizing such a seed prior to training a DNN model uniquely influences its decision boundary. In addition, we demonstrate how extracted models also inherit this boundary. Since these extracted models possess similar decision boundaries to the protected model, there exists a subset of inputs which are misclassified by extracted models, and correctly classified by non-extracted models (models that were independently trained on the training data). These inputs can serve as a basis of a watermark for the protected model and its extracted models (models obtained from the protected model via a model extraction attack), attesting to the unique behavior present in their similar decision boundaries.

3.1. Experimental Setup

The data-set used in this analysis is the CIFAR10 data-set [15]. CIFAR10 is an image classification data-set commonly used for bench-marking in the CV field. The data-set consists of images from ten classes. Using training and test sets of 50,000 and 10,000 images, respectively, we trained 20 protected DNN models. The architecture used for the models is a convolutional architecture with the following layers: (1) Input - 32x32x3 image. (2) Convolutional layer with 32 3x3 filters with ReLU activation, followed by 2x2 Max Pooling. (3) Convolutional layer with 64 3x3 filters with ReLU activation, followed by 2x2 Max Pooling. (4) Convolutional layer with 64 3x3 filters with ReLU activation. (5) Dense layer with 64 neurons with ReLU activation. (6) Dense layer with 10 neurons with Softmax activation. (7) Output - 10 Softmax values corresponding to class confidence scores.

Each of the 20 protected models had identical architectures, and were trained on the same data-set using the Adam optimizer [12]. The only difference between the 20 training processes was a unique random seed that was uniquely and randomly assigned.

After training the 20 protected models for 10 epochs, we applied the Copycat CNN [5] model extraction attack for 15 epochs to each of the protected models. The Copycat CNN attack queries the target model with random data to build a labelled data-set, and then trains a surrogate model with similar architecture on the obtained data-set. This extraction was performed with a random subset of 50% of the training data (i.e., 25000 queries were made to
the protected model), and produced 20 extracted models, one per protected model.

3.2. Model Decision Boundary Share Analysis

The first analysis addresses the decision boundaries of the 20 protected models. In particular, three subsets of the CIFAR10 test set were investigated: (1) Disagreements: Inputs which at least two protected models classify to different classes. (2) Unique Disagreements: Disagreements which one protected model misclassifies, and the rest of the protected models correctly classify. (3) Transferable Disagreements: Unique disagreements which both the protected model and its extracted model misclassify to the same class. Since these misclassifications are unique behavior in the protected model (compared to the other protected models), and are inherited by its extracted model, the transferable disagreements subset can be utilized for creating a watermark key-set for the protected model. The subsets are visualized in Fig. 1. We aimed to determine the proportions of these three subsets in the CIFAR10 test set.

Results: Table 1 displays the results of this analysis. We found that disagreements make up 70.4% of the data-set. Also, unique disagreements make up 9.96% of the data-set. Finally, transferable disagreements make up 1.57% of the data-set, or nearly 16% of unique disagreements. In addition, a substantial amount of unique disagreements (approx. 16%) transfer to extracted models.

3.3. Model Decision Boundary Confidence Analysis

Table 1: Share of disagreements, unique disagreements, and transferable disagreements, as well as transferable confidence scores, when applying BIM according to the predefined strategies.

| Strategy | Disagreements | Unique | Transferable | Confidence |
|----------|---------------|--------|--------------|------------|
| No BIM   | 70.4%         | 9.96%  | 1.57%        | 0.61       |
| Strategy 1 (Unique) | 70.4% | 9.96% | 0.58% | 0.97 |
| Strategy 2 (Disagreements) | 70.4% | 9.62% | 1.77% | 0.97 |
| Strategy 3 (Entire Dataset) | 37.2% | 4.55% | 0.6% | 0.98 |

Three strategies of utilizing BIM were analyzed: Strategy 1: Applying BIM to the unique disagreements subset. Strategy 2: Applying BIM to the disagreements subset. Strategy 3: Applying BIM to the entire CIFAR10 test set.

Table 1 displays the results of this analysis. These results demonstrate that BIM increases the robustness of the watermark key-set by improving the confidence scores of the transferable disagreements. It can be seen that the most effective strategy of applying BIM is Strategy 2 (applying BIM to the disagreements subset). In this case, the size of the transferable disagreements subset remained nearly the same, while the average confidence of the transferable disagreements increased from 0.61 to 0.97. Therefore, we can conclude that BIM improves the confidence scores of the transferable disagreements, increasing watermark robustness on the protected and extracted models.

4. Threat Model & RAW Framework

In this section, we describe the threat model and methodology for our proposed framework, the RAW Framework.

4.1. Threat Model

As part of the domain of IP protection for a DNN model, we describe the assumptions made regarding potential attackers. An attacker is assumed to copy/extract the protected model via an API (model extraction). The attacker is assumed to have black-box (API) access to the protected model, including access to the protected model’s confidence scores in response to a query. We also assume partial access to input from the protected model’s target domain. The attacker’s knowledge of the watermark is assumed to fall into one of two categories: (1) Naïve Attacker - The attacker doesn’t know that the protected model is watermarked. The attacker performs a model extraction attack to obtain the model. (2) Informed Attacker - The attacker knows that the protected model is watermarked. However, the attacker is assumed to not know which attacks the watermark is robust against, or which inputs are in the watermark key-set. The attacker is assumed to utilize model extraction and blurring attacks to obtain the model and blur unique behavior attested to by the watermark (e.g., model manipulation attacks (such as weight pruning) and input permutation). The model owner/protector is assumed to have white-box access to the protected model, as well as black-box access to suspect models which they believe may be extracted models, including access to the suspect model’s confidence scores in response to a query.
4.2. RAW Framework

We propose the Robust Adaptive Watermarking (RAW) Framework, a novel adaptive framework, for providing robust IP protection to a protected DNN model. Given a protected model and set of attacks, the RAW Framework generates a watermark key-set and verification model for the protected model from input provided to the framework. The protected model is provided non-watermarked, and no alterations are made to the model in the watermark generation process. The attacks are utilized locally by the model owner to simulate an attacker extracting the protected model. A set of non-extracted models, which are trained independently of the protected model and initialized with different initial seeds, are provided as input for use as a control group, in order to ensure that the verification model attests to watermarked behavior exclusively on the protected model and extracted models. In addition, input data is provided for generating the watermark key-set.

![Diagram of RAW Framework](image)

Figure 2: High-level architecture of the key-set generation, verification model creation, and watermark verification algorithms used in the RAW Framework.

The RAW Framework consists of two stages; an offline and an online stage. The offline stage involves (1) generating the watermark key-set and (2) creating/training the verification model. The online stage involves utilizing the watermark key-set and verification model to determine if a suspect model displays watermarked behavior based on its query responses to the watermark key-set. Fig. 2 displays a high-level visualization of the framework’s steps.

After generating the watermark key-set and verification model with a given set of attacks, the model protector has the ability to update the key-set and verification model in the future in response to new attacks. This is done by repeating the offline stage of the RAW Framework and adding models extracted with the new attacks to the input of the framework. This results in a new watermark key-set and verification model which accounts for the new attacks that weren’t considered in the past.

4.2.1. Watermark Key-Set Creation Algorithm (Offline)

The watermark key-set generation algorithm is as follows: Input: Protected model, collection of extracted models (each initialized with a unique seed), collection of non-extracted models (each initialized with a unique seed), input from the model’s target domain. (1) Feed the protected model the input data, and obtain the protected model’s classifications. (2) Find misclassifications, inputs which the protected model misclassifies. (3) Obtain misclassifications* - increase the confidence of the misclassifications subset by applying BIM to misclassifications for 20 iterations, targeted to the protected model’s predictions. (4) For each extracted and non-extracted model, feed the model misclassifications* and obtain the model’s confidence scores on misclassifications*. (5) For each input $x$ in misclassifications*, calculate $conf_{x,e}$ and $conf_{x,ne}$, the mean confidence scores for the protected model’s predicted class obtained by the extracted models and non-extracted models, respectively. (6) Designate/sort the $n$ inputs from misclassifications* with the largest difference $|conf_{x,e} - conf_{x,ne}|$ as the watermark key-set ($n$ is determined by the protected model owner). Output: Watermark key-set, each watermark labelled to the protected model’s predicted class.

4.2.2. Verification Model Generation (Offline)

The watermarks in the watermark key-set are chosen due to their: (1) demonstration of unique behavior in the protected model, (2) transferability to extracted models, and (3) optimal difference in mean confidence scores between extracted and non-extracted models. Fig. 3 displays the confidence scores of extracted and non-extracted models (including the average scores) on six watermarks in the watermark key-set. Confidence scores on the entire key-set are displayed in Fig. 6 in the appendix. It can be seen that the extracted confidence values tend to be higher than the non-extracted confidence values. Therefore, a Logistic Regression classifier trained on extracted and non-extracted confidence values for a particular watermark would learn a confidence score threshold for distinguishing between "extracted" and "not extracted" models. In addition, the average confidence of the extracted and non-extracted models tend to have a distinct margin between them. Therefore, a Gaussian Naive Bayes classifier could also be an effective discriminatory tool for classifying a model as "extracted" or "non-extracted" based on its confidence score on a watermark.

Based on the observations of the confidence score distributions, the verification model is trained/created as follows: Input: Collection of extracted models (same models from key-set generation), collection of non-extracted models from key-set generation, collection of non-extracted models from key-set generation.
models (same models from key-set generation), watermark key-set, watermark labels. (1) For each model (extracted and non-extracted), feed the model the watermark key-set and obtain the model’s confidence scores pertaining to the watermark labels. (2) For each watermark \( \text{wm} \), train a classifier (Logistic Regression or Gaussian Naive Bayes) on the extracted and non-extracted models’ confidence scores for \( \text{wm} \). The classifier is a binary classifier with output of "extracted" or "not extracted" given a model’s confidence on the watermark. Output: Return the watermark key-set and labels, along with each watermark’s respective classifier. We note that since verification model creation occurs during the offline stage, the protector has access to the same extracted and non-extracted models used to generate the watermark key-set.

4.2.3. Watermark Verification Algorithm (Online)

Watermark verification is performed by feeding a suspect model’s watermark key-set query responses to the verification model, which outputs a confidence score of the suspect model being watermarked. Since the model owner/protector performs both the offline and online stages of the RAW Framework, they have access to the original verification model and watermark key-set. The detailed steps of the watermark verification algorithm are as follows:

**Input:** Suspect model, verification model (created during the offline stage), watermark key-set, watermark labels. (1) Feed the suspect model the watermark key-set and obtain the model’s confidence scores pertaining to the watermark labels. (2) For each watermark \( \text{wm} \), feed the suspect model’s confidence for \( \text{wm} \) to its respective classifier in the verification model, and receive a classification of "extracted" or "not extracted" for each classifier. **Output:** Return the percentage of watermarks where the suspect model’s confidence score is classified as "extracted" by the watermark’s respective classifier. This is the confidence score of the verification model that the suspect model is extracted from the protected model.

5. Evaluation

In this section, we evaluate the performance of the RAW Framework against two types of attackers. The first attacker type is a naive attacker utilizing model extraction attacks to obtain the protected model, and the second type is an informed attacker who: (1) obtains the protected model via a model extraction attack, and then (2) applies a blurring method to the extracted model in order to remove/obscure watermarked behavior. In addition, we evaluate the generality of the RAW Framework to extracted models with (1) the same architecture but different structure, and (2) different architecture than the protected model. The RAW Framework takes advantage of the unique watermarked behavior inherent to the protected model’s decision boundary, and expressed via the model’s confidence scores for its misclassifications. This behavior is dependent on, and a result of, the initial random seed utilized during the protected model’s training. In addition, this behavior is inherited by extracted models, and by identifying the existence of this behavior, the RAW Framework is capable of identifying when a suspect model is extracted from the protected model.

5.1. Robustness Against a Naive Attacker

The first case we evaluate is a naive attacker who obtains the protected model through utilizing a model extraction attack to train a surrogate model with the same architecture and structure as the protected model. We evaluate the performance (ROC/AUC and TPR/FPR) of the verification model at detecting extracted models, given a suspect model’s confidence scores on the watermark key-set.

**Experimental Setup:** Initially, we trained a ResNet model (the "protected model") on the CIFAR10 data-set, initialized with a unique random seed during training. The model’s architecture is a Wide ResNet architecture, consisting of a 3x3 convolutional layer, followed by three convolutional blocks, and ending with a batch-norm layer and a linear transformation layer which outputs predictions for each of the 10 CIFAR10 classes. Each convolutional block consists of three five-layer blocks (batch-norm, 3x3 convolution, dropout, batch-norm and 3x3 convolution), with each block in the last two convolutional blocks also containing a 1x1 convolutional skip layer.

The model extraction attacks utilized in this evaluation were Retraining [24], Distillation [8], and Transfer Learning [23]. These three attacks were mentioned in [19] for evaluating various watermarking methods’ robustness to extraction attacks, and nearly every method was found to be vulnerable to Retraining and/or Transfer Learning.

The evaluation process was as follows: (1) 30 models are provided to the RAW Framework as extracted models. They are extracted using either one or two different "seen" extraction attacks (attacks which the protector has access to for watermark key-set and verification model generation). If using more than one extraction attack, then an equal number of models are provided using each attack (totaling to 30). (2) 30 models are provided to the RAW Framework as non-extracted models. They are independently trained and have either one of two Wide ResNet structures or a DenseNet architecture. The number of provided models with each architecture/structure was equal. (3) The protected model, the extracted models from (1), the non-extracted models from (2), and input from the CIFAR10 data-set are provided to the RAW Framework as a "training set" to generate the watermark key-set and verification model. (4) 30 models (15 extracted + 15 non-extracted) are used as a "test set" to evaluate the watermark key-set and verification model. The extracted models were obtained using an "unseen" extraction attack not utilized in (1). The non-extracted models possess the same architectures as in the training set, and were initialized with unique random seeds prior to training. This process will be referred to in the following evaluations as the "RAW evaluation process".

The "RAW evaluation process" was performed 20 times for this evaluation, with a new protected model trained with a new seed each time. The evaluation was performed twice, using two types of classifiers in the verification model: Logistic Regression and Gaussian Naive Bayes. The evaluated attack configurations, and aggregated results are reported below.

**Results:** Fig. 4 shows the ROC/AUC values for each evaluated configuration of extraction attacks. On every at-


In this next case, we evaluate an informed attacker who: (1) obtains the protected model through utilizing a model extraction attack, and (2) performs a watermark blurring strategy in order to remove watermarked behavior from the extracted model. As in the previous evaluation, we evaluate the ROC/AUC and TPR/FPR of the verification model.

Experimental Setup: We utilized the same experimental setup described previously. The model extraction attacks utilized in this evaluation were: Retraining [24], Distillation [8], and Transfer Learning [23]. In addition, in order to simulate an informed attacker, we utilized two blurring strategies: Weight Pruning [28] with 0.5 sparsity, and Weight Quantization [10]. The "RAW evaluation process" was repeated 20 times in this evaluation, with a new protected model each time, using Logistic Regression in the watermark verification model. The attack configurations utilized in the training set (used to generate the watermark key-set and train the verification model) were either: (1) two "naive" attacks, or (2) a naive attack with a blurring method applied to the resulting models. The extracted models in the test set consisted of models extracted with one of the naive extraction attacks with blurring applied afterward. The evaluated attack configurations and aggregated results are reported below.

Results: Fig. 5a shows the ROC/AUC values for each evaluated configuration of "seen" and "unseen" extraction attacks and blurring methods. It can be seen that configurations where the models obtained with the Retraining attack are blurred with Weight Quantization, and the models obtained with the Distillation attack are blurred with Weight Pruning, achieve the highest AUC values when used to detect one-another (over 0.88). This indicates that the models resulting from these configurations inherit similar watermarked behavior from the protected model, which the verification model attests to. In addition, there is a configuration for every evaluated informed extraction attack enabling detection with an AUC of over 0.81, indicating that informed usage of the RAW Framework by the protected model owner provides robust capabilities to detect extracted models, including those which undergo blurring methods to remove/obscure watermarked behavior originating from the unique random seed used during model training. Table 3 displays the TPR/FPR values according to the two previously described policies. It can be seen that for two of the four evaluated test configurations, there is a train configuration enabling detection of extracted models with a TPR over 0.6 when constraining the FPR to 0, and an FPR of under 0.31 when constraining the TPR to 1.

### Table 3: Constrained TPR/FPR values and AUC values when detecting (1) an informed attacker, and (2) extracted models with different architectures. (WP = Weight Pruning [28], WQ = Weight Quantization [10], TRL = Transfer Learning [23], RET = Retraining [24], DIS = Distillation [8], CAR = Cross-Architecture Retraining [24]).

| Configuration | TPR(FPR=0) | TPR(FPR=1) | AUC   |
|---------------|------------|------------|-------|
| Train         | Test       | TPR | FPR    | AUC  |
| TRL, DIS     | RET        | GNB | GNB    | GNB  |
| TRL, RET     | DIS        | 0.12 | 0.875  | 0.89 |
| TRL, RET     | DIS        | 0.12 | 0.91   | 0.997|
| WQ(RET)      | DIS        | 0.03 | 0.97   | 0.964|
| WP(RET)      | DIS        | 0.00 | 0.97   | 0.964|
| WQ(DIS)      | RET        | 0.00 | 0.97   | 0.964|
| WP(DIS)      | RET        | 0.00 | 0.97   | 0.964|

Figure 4: ROC/AUC values when detecting a naive attacker using Logistic Regression (left) and Gaussian Naive Bayes (right). (Tn = training set, Ts = test set, TRL = Transfer Learning [23], RET = Retraining [24], DIS = Distillation [8]).
5.3. Generalization to Differing Model Structure

In this section, we evaluate the generalization of the RAW Framework to detecting extracted models with the same architecture, but different structure than the protected model. In particular, we evaluate the performance of the verification model when detecting models extracted with Transfer Learning, where the surrogate model has the ResNet34 architecture [7].

**Experimental Setup:** We utilized the same experimental setup described previously. The model extraction attacks utilized in this evaluation were Retraining [24], Distillation [8], and Transfer Learning [23]. The "RAW evaluation process" was repeated 20 times in this evaluation, with a new protected model each time, using Logistic Regression in the watermark verification model. The extracted models in the test set consisted of models extracted with Transfer Learning. The evaluated attack configurations and aggregated results are reported below.

**Results:** Fig. 5b shows the ROC/AUC values for the evaluated configurations. It can be seen that utilizing Retraining allows the protected model owner to detect models extracted with Transfer Learning with an AUC value of over 0.81. Based on our previous findings, utilizing a more robust configuration of attacks in the RAW Framework would help improve the generality of the watermark key-set and verification model and further improve the watermark verification performance for this extraction attack. This demonstrates the importance of a model protector carefully considering the model extraction attacks they are defending against, and utilizing a configuration of attacks to produce a verification model which best addresses these attacks.

5.4. Generalization to Differing Model Architecture

In this section, we evaluate the generalization of the RAW Framework to detecting extracted models with different architectures than the protected model. In particular, we evaluate the performance of the verification model when detecting models extracted with Cross-Architecture Retraining, where the surrogate model has the DenseNet architecture [7].

**Experimental Setup:** We utilized the same experimental setup described previously. The model extraction attacks utilized in this evaluation were: Cross-Architecture Retraining [24], Distillation [8], and Transfer Learning [23]. The "RAW evaluation process" was repeated 20 times in this evaluation, with a new protected model each time, using Logistic Regression in the watermark verification model. The extracted models in the test set consisted of models extracted with Cross-Architecture Retraining. The evaluated attack configurations and aggregated results are reported below.

**Results:** Fig. 5c shows the ROC/AUC values for the evaluated configurations. It can be seen that utilizing Transfer Learning allows the protected model owner to detect models extracted with Cross-Architecture Retraining with an AUC value of over 0.99. This demonstrates that the verification model has the ability to detect extracted models with different architecture than the protected model. Table 3 displays the TPR/FPR values according to the two previously described policies. It can be seen that using Transfer Learning to generate the watermark key-set and verification model enables detection of models extracted with Cross-Architecture Retraining with a 0.91 TPR when the FPR is 0, and an FPR of 0.17 when the TPR is 1.

6. Conclusions & Future Work

In this paper, we demonstrate that DNNs possess unique behavior due to an initial random seed, which can be used to watermark the model and distinguish between extracted models and non-extracted models. We show that this behavior is present in the confidence scores of the model’s misclassifications, and is enhanced when utilizing BIM to produce stronger misclassification confidence. We utilize this phenomenon to produce a watermarking framework which can help detect models extracted from a protected model. We propose the RAW Framework, which when given a protected model, extracted models, and non-extracted models, produces a watermark key-set and verification model that attests to the watermarked behavior inherited by extracted models and not present in non-extracted models. We demonstrate the RAW Framework’s robustness to naive attackers who apply a model extraction attack, and to informed attackers who obtain an extracted model and apply a blurring method to obscure watermarked behavior. In addition, we demonstrate the
generality of the RAW Framework to different model structures (with the same architecture) and different model architectures.

For future research directions, we propose evaluating the generality of the insights found in this study to models trained on additional CV data-sets, such as ImageNet [4].
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Figure 6: Confidence scores (displayed on horizontal axis) of extracted (blue) and non-extracted (red) models on the entire watermark key-set. The average extracted and non-extracted confidence scores are marked in green and black, respectively.