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Summary

Fisher’s famous Lady Tasting Tea experiment is often referred to as the first permutation test or as an example of such a test. Permutation tests are special cases of the general group invariance test. Recently it has been emphasized that the set of permutations used within a permutation test should have a group structure, in the algebraic sense. If not, the test can be very anti-conservative. In this paper, however, we note that in the Lady Tasting Tea experiment, the type I error rate is controlled even if the set of permutations used does not correspond to a group. We explain the difference between permutation-based tests that fundamentally rely on a group structure, and permutation-based tests that do not. The latter are tests based on randomization of treatments. When using such tests, it can be useful to consider a randomization scheme that does correspond to a group. In particular, we can use randomization schemes where the number of possible treatment patterns is larger than in standard permutation-based randomization tests. This leads to exact p-values of improved resolution, providing increased power for very small significance levels. We discuss applications in clinical trials and elsewhere.
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1 Introduction

The well-known “Lady Tasting Tea” experiment, described in Fisher (1935a, Ch. II), is commonly referred to as the first published permutation test (Wald and Wolfowitz, 1944; Hoeffding, 1952; Anderson and Robinson, 2001; Lehmann and Romano, 2005; Langsrud, 2005; Mielke and Berry, 2007; Phipson and Smyth, 2010; Winkler et al., 2014) or as a representative example of a permutation test (Freedman and Lane, 1983). Indeed, this test is based on permutations and, like other permutation-based tests, falls under the definition of group invariance tests. This is a general class of tests based on transformations of data, such as permutations or rotations (Langsrud, 2005). Details are in Section 2.
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In Fisher (1935a, Ch. II), the null hypothesis is that a particular lady cannot distinguish between two types of cups of tea with milk: cups in which the tea was added first and cups in which the milk was added first. To test the null hypothesis, which we will denote by $H_0$, the experimenter “mixes eight cups of tea, four in one way and four in the other,” and presents them “to the subject for judgment in a random order.” The experimental setup is made known to the lady. The lady then tastes from the cups and has to determine which four cups had milk added first. According to most sources, Fisher actually performed the experiment (Box, 1978; Berry et al., 2014). The test is detailed in Section 3.1.

It has been emphasized by Southworth et al. (2009), among others, that for permutation tests to have proven properties, it is important that the set of permutations used has a group structure, in the algebraic sense, as we discuss in Section 2. For example, the set of balanced permutations, which is a subset of a permutation group, does not have a group structure, and using it within a permutation test tends to lead to a very anti-conservative test. Balanced permutations (not to be confused with stratified permutations) have been used in several publications (Fan et al., 2004; Jones-Rhoades et al., 2007) and Southworth et al. (2009) warn against their use.

Surprisingly, as we will show, the Lady Tasting Tea experiment still controls the type I error rate if the set of permutations used does not have a group structure. How is it possible that this test is a permutation test, but does not require a group structure?

As we will show, the reason is that the Lady Tasting Tea experiment can be viewed as a test based on randomization of treatments, i.e., as a randomization test in the sense of for example Kempthorne and Doerfler (1969), Edgington and Onghena (2007) and Rosenberger et al. (2019). Indeed, the experiment involves an experimenter, who randomizes the true pattern of cups. Unlike archetypical permutation tests, such randomization tests can generally still control the type I error rate, even if the set of permutations used is not a group. For instance, in the Lady Tasting Tea experiment, both the permutations that the experimenter randomly chooses from and the permutations that the lady is told to pick from, need not be groups. Randomization tests which are not based on groups, are uncommon but not new in the literature on randomization tests (Onghena and Edgington, 1994; Rosenberger et al., 2019).

In this paper, we explain the difference between permutation-based tests that require a group structure and permutation-based tests that do not, the latter being tests based on randomization of treatments. This explicit distinction has not been made before, to our knowledge. The further contributions of this paper are related to this distinction and are as follows.

First of all, since permutation-based randomization tests do not require a group structure, it can be useful to consider a randomization scheme that does not correspond to a group. We introduce the idea of using an alternative randomization scheme to increase the number of possible treatment patterns. This increases the resolution of the $p$-value, thus improving power for very small significance levels $\alpha$.

In addition, this paper provides the caveat that the Lady Tasting Tea experiment is rather different from archetypical permutation tests (in the sense of Onghena, 2018). Using the Lady Tasting Tea experiment as an example of a permutation test, as is often done, can put readers on the wrong foot, since the reasoning underlying this experiment is not based on a group structure. Referring to the Lady Tasting Tea may have contributed to the confusion that has led researchers to design invalid permutation tests without a group structure.
structure (Southworth et al., 2009). Instead of referring to Fisher (1935a, Ch. II) as an example of a permutation test, it may better to refer to the example in Fisher (1936, pp. 58-59), in which statures of Frenchmen and Englishmen are compared. This example is discussed in Section 2. This is a typical permutation test, which is not based on randomization of treatments, but on permuting random samples from populations. The argument underlying this test (which is implicit in that article) is based on the group structure of the set of permutations, unlike the argument underlying the Lady Tasting Tea experiment.

This paper is built up as follows. In Section 2 we review existing results on permutation and group invariance tests, emphasizing the key role of the group structure of the permutations. In Section 3.1 we discuss the Lady Tasting Tea experiment, emphasizing why this test does not require a group structure to control the type I error rate. In Section 3.2 we generalize the test of Section 3.1, obtaining a general randomization test and mentioning applications. In Section 3.3 we apply the general randomization test in a clinical trial setting, discussing how we can obtain higher-resolution \( p \)-values than with a canonical permutation-based test. The performance of our alternative test is illustrated with simulations in Section 4. We end with a discussion.

2 Permutation tests and group invariance tests

The terms “permutation test” and “randomization test” have been used somewhat inconsistently in the literature. Sometimes the class of permutation tests is understood to include randomization tests (Edgington and Onghena, 2007, p.1). Rosenberger et al. (2019) write that “Many statisticians use the terms permutation tests and randomization tests interchangeably. The first author has regrettably made this mistake himself.” Onghena (2018) and Kempthorne and Doerfler (1969) compare the two terms in detail.

A typical example of a permutation test in the sense of Onghena (2018) is discussed in Fisher (1936, pp. 58-59). In this thought experiment, measurements of the statures of 100 Englishmen and 100 Frenchmen are considered. These observations are assumed to be randomly sampled from their respective populations. Such a model, where observations are randomly sampled from their populations, is typical for permutation tests in the sense of for example Kempthorne and Doerfler (1969), Onghena (2018) and Rosenberger et al. (2019). Note that in this example, there is no randomization of treatments as in, for example, clinical trials. In the example in Fisher (1936, pp. 58-59), to test whether “the two populations are homogeneous”, the difference between the two sample means is computed and this is repeated for each permutation of the 200 observations. The null hypothesis is rejected if the original difference is larger than most of the differences obtained after permutation. We will return to this example below.

Permutation tests are special cases of the general group invariance test. The definition of the group invariance test in, for example, Hoeffding (1952), Lehmann and Romano (2005) and Hemerik and Goeman (2018b) is rather general, so that randomization tests also fall under it. The principle underlying the group invariance test can also be used to prove properties of various permutation-based multiple testing methods (Westfall and Young, 1993; Tusher et al., 2001; Meinshausen and Bühlmann, 2005; Hemerik and Goeman, 2018a; Hemerik et al., 2019).

A general definition of a group invariance test is as follows. Generalizations of this framework, such as two-sided tests, are possible. Let \( X \) be data taking values in a sample space
\[X\]. Consider a set \(G\) of permutation maps or other transformations \(g : X \to X\). We will assume that \(G\) is finite, although generalizations are possible. The set \(G\) is assumed to have a group structure with respect to the operation of composition of maps, which means that:
\(G\) contains the identity map \(x \mapsto x\); every element in \(G\) has an inverse; and for all \(g, h \in G\), \(g \circ h \in G\) (Hoeffding, 1952). Further, we consider some test statistic \(T : X \to X\). Consider a null hypothesis \(H_0\) which implies that the joint distribution of all test statistics \(T(g(X))\) with \(g \in G\) is invariant under all transformations in \(G\) of \(X\). This holds in particular if the data \(X\) are themselves transformation-invariant, i.e., if
\[g(X) \overset{d}{=} X\]
for every \(g \in G\).

A typical example of such a setting is the thought experiment from Fisher (1936, pp. 58-59), mentioned above. Let \(X_1, ..., X_{100}\) be the statures of the Englishmen and let \(X_{101}, ..., X_{200}\) be the statures of the Frenchmen. The test statistic considered in Fisher (1936, pp. 58-59) is
\[T(X) = \frac{1}{100} \sum_{i=1}^{100} X_i - \frac{1}{100} \sum_{i=101}^{200} X_i.\] 

The null hypothesis \(H_0\) is that \(X_1, ..., X_{200}\) are i.i.d.. The group \(G\) consists of all permutation maps \(g : \mathbb{R}^{200} \to \mathbb{R}^{200}\). Here, every \(g \in G\) is of the form
\[(x_1, ..., x_{200}) \mapsto (x_{\pi_1}, ..., x_{\pi_{200}}),\]
where \((\pi_1, ..., \pi_{200})\) is a permutation of \((1, ..., 200)\). Note that \(X\) is then \(G\)-invariant under \(H_0\), i.e., (1) holds for every \(g \in G\).

As another example of group invariance, suppose \(X \in \mathbb{R}^n\) has independent entries and under \(H_0\), the entries are symmetric around 0. Then the distribution of \(X\) is invariant under all transformations in \(G\) under \(H_0\) if we define \(G\) to be the group of all sign-flipping maps of the form
\[(x_1, ..., x_n) \mapsto (s_1x_1, ..., s_nx_n),\]
with \((s_1, ..., s_n) \in \{-1,1\}^n\). This test already appears in Fisher (1935a, §21), albeit without explicit proof.

In both examples above, we can apply the general group invariance test to test \(H_0\). This test already appears in the literature (Hoeffding, 1952; Lehmann and Romano, 2005; Hemerik and Goeman, 2018b), but for completeness we include the result and its proof. Exact testing with randomly sampled permutations will not be discussed here, but is also possible (Hemerik and Goeman, 2018b). We will write \(gX = g(X)\) for short. Let \(T^{(1)}(X) \leq ... \leq T^{(|G|)}(X)\) be the sorted values \(T(gX)\) with \(g \in G\). Let \(k = \lceil (1 - \alpha)|G| \rceil\), the smallest integer which is larger than or equal to \((1 - \alpha)|G|\).

**Theorem 1.** Under \(H_0\), \(\mathbb{P}\{T(X) > T^{(k)}(X)\} \leq \alpha\).

**Proof.** By the group structure, \(Gg = G\) for all \(g \in G\). Hence \(T^{(k)}(gX) = T^{(k)}(X)\) for all \(g \in G\). Let \(h\) have the uniform distribution on \(G\). Then under \(H_0\), the rejection probability is
\[
\mathbb{P}\{T(X) > T^{(k)}(X)\} =
\mathbb{P}\{T(hX) > T^{(k)}(hX)\} =
\mathbb{P}\{T(hX) > T^{(k)}(X)\}.
\]
The first equality follows from the null hypothesis and the second equality holds since 
$T^{(k)}(X) = T^{(k)}(hX)$. Since $h$ is uniform on $G$, the above probability equals
\[\mathbb{E}\left[|G|^{-1} \cdot \left| \{ g \in G : T(gX) > T^{(k)}(X) \} \right| \right] \leq \alpha,\]
as was to be shown.

Under additional assumptions, the test is exact, i.e., the rejection probability is exactly $\alpha$ under $H_0$. In the above proof we used the group structure, which guarantees the symmetry property $Gg = G$ for all $g \in G$. A different proof, based on conditioning on the pooled sample, is also possible and also requires using this symmetry (first proof of Theorem 1 in Hemerik and Goeman, 2018b). Write $GX = \{ gX : g \in G \}$ and assume for convenience that $gX$ and $g'X$ are distinct with probability 1 if $g, g' \in G$ are distinct. The permutation test is based on the fact that under $H_0$, for every permutation $g \in G$ the probability $\mathbb{P}\{T(gX) > T^{(k)}(X)\}$ is the same. The reason is that under $H_0$, for every $g \in G$, the joint distribution of $(gX, GX)$ is the same. This is because if $g, g' \in G$, under $H_0$ we have
\[
(gX, GX) = (gX, GgX) \overset{d}{=} (X, GX) \overset{d}{=} (g'X, Gg'X) = (g'X, GX).
\]

When $Gg = G$ does not hold for all $g \in G$, then the above does not generally hold under $H_0$.

The group structure of $G$ implies that $Gg = G$ for all $g \in G$. The reverse implication also holds, under the mild condition that all $g \in G$ are surjective. For example, if $Gg = G$ for all $g \in G$, there are $h, g \in G$ with $hg = g$. It follows that $G$ contains an identity element, and the other group properties also easily follow. We conclude that in the argument underlying the permutation test, the group structure is key.

3 The Lady Tasting Tea and randomization tests

Here, we first discuss the Lady Tasting Tea experiment, explaining that this test essentially does not rely on a group structure. This experiment is a special case of a general randomization test, which we discuss in Section 3.2. In Section 3.3 we apply this test to provide higher-resolution $p$-values in clinical trials.

3.1 The Lady Tasting Tea experiment

As discussed in the Introduction, in the Lady Tasting Tea experiment, the lady receives eight cups. There are two types of cups and she receives four of each kind. There are $\binom{8}{4} = 70$ possible orders, with respect to the two types of cups. Suppose $H_0$ is true. If the lady guesses every pattern with probability 1/70, then the probability that she chooses the correct order is 1/70. Even if she has an a priori preference for a certain order, the probability of guessing correct is 1/70. Indeed, it is assumed that the researcher randomizes the true pattern, i.e., he chooses each pattern with equal probability. Thus, if we reject $H_0$ when the lady guesses the order correctly, then the probability of a type I error is 1/70. The probability that she labels three of the “tea first” cups correctly is $\binom{3}{3} \frac{70}{4} = 16/70$ and the probability of two correct picks is 36/70. Thus, for example, when we reject $H_0$ if at least three picks are correct, the level is $16/70 + 1/70 = 17/70$. The test is equivalent to an instance of “Fisher’s exact
test” (Yates, 1934; Fisher, 1935b; Berry et al., 2014) with pre-fixed marginal frequencies in the $2 \times 2$ table.

Mathematically, we can describe the experiment as follows. Let $\mathcal{D} \subset \{0,1\}^8$ be the set of vectors containing four 0’s and four 1’s, so that the cardinality of $\mathcal{D}$ is $m := |\mathcal{D}| = 70$. Let the decision of the lady be encoded as $D' \in \mathcal{D}$ and let $D \in \mathcal{D}$ be the true order, i.e., the random decision by the experimenter. The experimenter’s order $D$ is assumed to be uniformly distributed on $\mathcal{D}$. The null hypothesis is

$$H_0 : D' \text{ is independent of } D.$$ 

Let $\alpha \in (0,1)$ be the desired type I error rate. If $\alpha \in A = \{1/70, 17/70, 53/70, 69/70\}$, then $\alpha$ is called attainable in the Lady Tasting Tea experiment, meaning that we obtain a test of exactly level $\alpha$ (Pesarin, 2015). If $\alpha$ is not attainable, then we obtain a test with level strictly less than $\alpha$.

Let $T : \mathcal{D} \times \mathcal{D} \rightarrow \mathbb{R}$ be a test statistic such that high values of $T(D, D')$ indicate that the patterns $D$ and $D'$ are similar, i.e., that there is evidence against $H_0$. Let

$$T^{(1)}(D') \leq \ldots \leq T^{(70)}(D')$$

be the sorted statistics $T(B, D')$ with $B \in \mathcal{D}$. Whether the vector of sorted statistics $(T^{(1)}, \ldots, T^{(70)})$ actually depends on $D'$ or not, depends on the definition of $T$; in Fisher (1935a), the test statistic is

$$T(D, D') = \sum_{i=1}^{8} \{D_i = 1\} \cap \{D'_i = 1\}$$

and it can be seen the sorted statistics do not depend on $D'$. Let $\lceil (1-\alpha)m \rceil$ be the smallest integer which is at least $(1-\alpha)m$. We have the following result (Fisher, 1935a).

**Theorem 2.** The test that rejects $H_0$ if and only if $T(D, D') > T^{(\lceil (1-\alpha)m \rceil)}$ has size as most $\alpha$.

**Proof.** Assume $H_0$ holds. Conditional on $D'$, $D$ is uniformly distributed on $\mathcal{D}$ and $T^{(\lceil (1-\alpha)m \rceil)}(D')$ is known. Hence, conditional on $D'$, the rejection probability is

$$\mathbb{P}(D \in \{B \in \mathcal{D} : T(B, D') > T^{(\lceil (1-\alpha)m \rceil)}(D')\}) = \frac{1}{m} |\{B \in \mathcal{D} : T(B, D') > T^{(\lceil (1-\alpha)m \rceil)}(D')\}| \leq \alpha.$$ 

Thus, marginal over $D'$, the rejection probability is also at most $\alpha$. \qed

Observe that when we use the test statistic (4), then taking $\alpha \in A$ indeed results in an exact test. This follows from the fact that

$$T^{(1)} < T^{(2)} = \ldots = T^{(17)} < T^{(18)} = \ldots = T^{(53)} < T^{(54)} = \ldots = T^{(69)} < T^{(70)},$$

by the argument at the beginning of this section. If $\alpha \in (0,1) \setminus A$, the level is strictly smaller than $\alpha$. If the experimenter does not choose randomly from all 70 possible patterns, but uses some smaller set of patterns for him and the lady to choose from, then there may not
be any \( \alpha \in (0, 1) \) for which the test is exact, since the sorted test statistics may depend on \( D' \). This is one of the reasons why using the full set of patterns, in combination with a suitable test statistic \( T \), is useful. However, to prove Theorem 2, we did not need to use the group structure of the permutations. The reason is that in the Lady Tasting Tea experiment, under \( H_0 \) the randomization \( D \) of the researcher is by design independent of the reference set \( \{(B, D') : B \in \mathcal{D}\} \). Further considerations follow below.

### 3.2 A general randomization test

Theorem 2 still applies if the researcher uses a set of permutations that does not correspond to a group. Suppose for example that the researcher picks randomly from some set \( \mathcal{D} \) of 69 patterns, with or without the lady’s knowledge. Denote the set that the lady chooses from by \( \mathcal{D}' \). Then \( D \) and \( D' \) will still be independent and Theorem 2 still applies if we let \( m = |\mathcal{D}| = 69 \) and let

\[
T^{(1)}(D) \leq \ldots \leq T^{(69)}(D)
\]

be the sorted test statistics \( T(B, D') \), \( B \in \mathcal{D} \). Indeed, conditional on \( D' \), \( D \) will have a uniform distribution on \( \mathcal{D} \). In fact, we have the following very general randomization test, of which the Lady Tasting Tea experiment is a special case. We refer to this result as a randomization test since in most applications of the theorem, the variable \( D \) will encode experimental randomization of treatments (Kempthorne and Doerfler, 1969; Onghena, 2018).

The idea of the theorem is certainly not new.

**Theorem 3.** Let \( \mathcal{D} \) and \( \mathcal{D}' \) be nonempty sets, where \( \mathcal{D} \) is assumed to be finite. Write \( m = |\mathcal{D}| \). Let \( \mathcal{D}' \) be a variable taking values in \( \mathcal{D}' \) and assume \( D \) is uniformly distributed on \( \mathcal{D} \). Let \( T : \mathcal{D} \times \mathcal{D}' \to \mathbb{R} \) be some test statistic. Consider a null hypothesis \( H_0 \) which implies that \( D' \) is independent of \( D \). Let \( T^{(1)}(D') \leq \ldots \leq T^{(m)}(D') \) be the sorted values \( T(B, D') \) with \( B \in \mathcal{D} \). Then the result of Theorem 2 still applies.

**Proof.** The proof is analogous to that of Theorem 2. Assume \( H_0 \) holds. Conditional on \( D' \), \( D \) is uniformly distributed on \( \mathcal{D} \) and \( T^{(\lceil(1-\alpha)m\rceil)}(D') \) is known. Hence, conditional on \( D' \), the rejection probability is

\[
P(D \in \{B \in \mathcal{D} : T(B, D') > T^{(\lceil(1-\alpha)m\rceil)}(D')\}) = \frac{1}{m} \frac{|\{B \in \mathcal{D} : T(B, D') > T^{(\lceil(1-\alpha)m\rceil)}(D')\}|}{m} \leq \alpha.
\]

Thus, marginally over \( D' \), the rejection probability is also at most \( \alpha \).

We assumed that \( \mathcal{D} \) is finite, but generalizations to infinite \( \mathcal{D} \) are possible, as well as generalizations to non-uniform \( D \). We can also define a two-sided test. Moreover, under straightforward additional assumptions, we can prove that the test of Theorem 3 is exact for certain \( \alpha \), i.e., that the rejection probability is exactly \( \alpha \) under \( H_0 \).

Note that in Theorem 3, \( D' \) might be a constant, conditional on \( D \). In principle, randomization tests can be used without an assumption that the responses are randomly sampled from populations (Cox, 2009; Onghena, 2018; Rosenberger et al., 2019). This is a known property of randomization tests, which we discuss further in the context of clinical trials in Section 3.3.
The general randomization test of Theorem 3 has many applications. Examples are agricultural experiments and randomized clinical trials. The latter example will be discussed in Section 3.3. We mention a few other interesting applications here.

First of all, Theorem 3 has implications for the Lady Tasting Tea experiment. In Section 3.1, it is assumed that the lady knows beforehand that there are \( m \) cups of each type, where \( 2m \) is the total number of cups she receives. If for some reason she does not know that, then she might label e.g. \( m + 1 \) of the \( 2m \) items with the same label. Theorem 3 then says that the type I error probability will nevertheless be at most \( \alpha \) under \( H_0 \). Indeed, in Theorem 3, \( D' \) is allowed to be any set, so in particular it can be larger than \( D \).

A further application of Theorem 3 are general sensory tests, of which the Lady Tasting Tea experiment is an example. It is interesting to note that in the literature on sensory tests, Fisher’s experiment has been regarded a “forerunner of modern sensory analysis” (Bi and Kuesten, 2015). For example, Harris and Kalnus (1949) perform a sensory experiment as follows: “The subject is now presented with eight tumblers, four of which contain a few c.c. of water and four containing a few c.c. of the solution [...] . The glasses are arranged at random. The subject is told that four of them contain the substance and four contain water, and he is asked to taste them all and to separate them into the two groups of four.”

Another application of Theorem 3 are existing permutation-based randomization tests which are used to evaluate whether some classification algorithm has any predictive ability. Such tests can be used to evaluate algorithms for, for example, text categorization, fraud detection, optical character recognition and medical diagnosis. Tests of this type are discussed in, for instance, Golland et al. (2005), Airola et al. (2010), Ojala and Garriga (2010), Schreiber and Krekelberg (2013) and Rosenblatt et al. (2016).

### 3.3 Randomization testing without a group structure: higher-resolution \( p \)-values

In randomized clinical trials, often we are interested in comparing two different treatments, for example a drug and a placebo. In such a setting, there is obviously a treatment assignment, which we randomize. In that case, we can use the randomization test of Theorem 3. As discussed, we then do not require a group structure to control the type I error rate. We now discuss such a setting in detail. The tests considered here will also be studied with simulations in Section 4.

Let \( n \geq 2 \) be an integer, assumed even for convenience, and suppose we have \( n \) subjects, \( n/2 \) of which receive one treatment and \( n/2 \) of which receive the other treatment. Let \( Z = (Z_1,...,Z_n) \) encode the treatments and \( Y = (Y_1,...,Y_n) \) the responses. The treatment pattern \( Z \) is uniformly sampled from a set \( Z \subseteq \{0,1\}^n \). In a standard randomized trial, \( Z = \{z \in \{0,1\}^n : z \text{ contains } n/2 \text{ 1's}\} \) (Lachin, 1988b; Braun and Feng, 2001). For each \( 1 \leq i \leq n \), the response \( Y_i \in \mathbb{R} \) is independent of all other variables except (possibly) \( Z_i \). We consider the null hypothesis \( H_0 \) that \( Y \) is independent of \( Z \).

These assumptions are still rather general. It can be useful to consider a more specific randomization model as in Pitman (1937, §7), who assumes an additive treatment effect. An important property of randomization models, is that to test whether the treatment has an effect on our particular patients, we do not need to assume that they are random draws from
populations. We could consider the patients as fixed and $Y$ as constant, conditional on $Z$ (Pitman, 1937, §7). Indeed, “Any assumption that the units are, say, a random sample from a population of units [...] is additional to the specification” of the model (Cox, 2009). This property is discussed in detail in Onghena (2018) and Rosenberger et al. (2019).

We can invoke Theorem 3 to obtain a test which controls the type I error rate. Indeed, one can take $D = Z$, $D' = Y$ and $D = Z$ and note that $D$ is uniformly distributed on $D$. We can also obtain an exact test, i.e., a test that rejects with probability exactly $\alpha$ under $H_0$. Consider the test statistic $T : \mathcal{Z} \times \mathbb{R}^n \rightarrow \mathbb{R}$ that satisfies

$$T(Z, Y) = \sum_{\{i: z_i = 1\}} Y_i - \sum_{\{i: z_i = 0\}} Y_i. \tag{6}$$

Recall that $Y$ may be viewed as random or constant, conditional on $Z$. In either case, assume that $Y$ is such that (with probability 1), for all distinct $z_1, z_2 \in \mathcal{Z}$, $T(z_1, Y) \neq T(z_2, Y)$. This is satisfied in particular if $Y_1, ..., Y_n$ have continuous distributions. The test is exact if $\alpha \in (0, 1)$ is a multiple of $1/|\mathcal{Z}|$, where $|\mathcal{Z}|$ equals

$$N := \frac{n}{n/2} = \frac{n!}{(n/2)!(n/2)!}.$$

An exact $p$-value is

$$p(Z, Y) = \frac{|\{z \in \mathcal{Z} : T(z, Y) \geq T(Z, Y)\}|}{|\mathcal{Z}|}, \tag{7}$$

i.e., if $\alpha \in (0, 1)$ is a multiple of $1/|\mathcal{Z}|$, then $P(p \leq \alpha) = \alpha$ under $H_0$. A two-sided exact test can be obtained analogously.

Since Theorem 3 applies, the test essentially does not rely on a group structure. Hence, we may consider sampling $Z$ from a set which does not correspond to a group. In a different context, this is also done in Onghena and Edgington (1994), where a set of permutations is used that is strictly smaller than the full set of permutations. This is done to avoid too repetitive treatment patterns such as ABBBBAA. In our setting, if $n = 8$, instead of taking $\mathcal{Z}$ to be the set of all permutations of $(0,0,0,0,1,1,1,1)$ we could sample $Z$ from a subset of these permutations which does correspond to a group, and still obtain an exact test (for certain $\alpha$). As Onghena and Edgington (1994) illustrates, this may be useful in some settings. However, in a typical clinical trial there is no evident reason to only use a subset of the permutations, except to limit the number of permutations for computational reasons.

A more interesting alternative is to draw $Z$ from a set that is strictly larger than the set in (5), for example, from the set of all possible labelings, $\{0,1\}^n$. Indeed, if the standard randomization test is used, the smallest possible $p$-value that can be obtained is $1/N$, due to the discreteness of the $p$-value. If $n = 8$ for example, then $1/N = 1/70$. This means that if the significance level is $\alpha = 0.01$ for instance, we have a power of 0 to reject $H_0$. Such small $\alpha$ are often used nowadays, for example due to multiple testing. The discreteness of the permutation $p$-value is a well-known downside of permutation-based tests (Berger, 2000).

If we take $\mathcal{Z} = \{0,1\}^n$, however, then $|\mathcal{Z}| = 2^8$, so that the smallest possible $p$-value is $1/2^8 = 1/256$. If $1/256 \leq \alpha < 1/70$, this means a uniform improvement in power over the standard randomization test. Under $H_0$, if $\alpha$ is a multiple of $1/2^8$, the test with $\mathcal{Z} = \{0,1\}^n$ rejects with probability exactly $\alpha$. Otherwise the test rejects with probability less than $\alpha$.
under $H_0$. For $\mathcal{Z} = \{0,1\}^n$, to our knowledge it is not known what the optimal choice of $T$ is for testing an additive treatment effect. In Section 4 we will take

$$T(Z, Y) = \sum_{\{i : Z_i = 1\}} (Y_i - \bar{Y}) - \sum_{\{i : Z_i = 0\}} (Y_i - \bar{Y}),$$

where $\bar{Y} = n^{-1}(Y_1 + \ldots + Y_n)$. Using this test statistic ensures that under $H_0$, the expected value of $T(Z, Y)$ does not depend on the random labelling $Z$.

That it is possible to take $\mathcal{Z} = \{0,1\}^n$ has been noted by several authors (Pocock, 1979; Kalish and Begg, 1985; Lachin, 1988a; Wei and Lachin, 1988; Suresh, 2011; Rosenberger et al., 2019). They do not recommend this approach, but merely mention it as a possibility, while focusing on more common randomization schemes. Their main argument against taking $\mathcal{Z} = \{0,1\}^n$ seems to be that it is “inefficient” (Pocock, 1979, p.188). While this is true when $\alpha$ is large enough, the opposite is true when $\alpha$ is rather small. The idea that using $\mathcal{Z} = \{0,1\}^n$ leads to higher-resolution $p$-values, is not mentioned by these authors. Nowadays, the use of large multiple testing corrections is more common than in the past, so higher-resolution, exact $p$-values can clearly be of interest.

Suppose we use $\mathcal{Z} = \{0,1\}^n$. Then, if we happen to draw $Z = (0,\ldots,0)$ or $Z = (1,\ldots,1)$, the value of the statistic (8) is 0 and we can have no hope of rejecting $H_0$ (if $\alpha = 0.05$). Hence we might exclude $(0,\ldots,0)$ and $(1,\ldots,1)$, and perhaps more elements, from $\mathcal{Z}$. We leave the question of how to choose $\mathcal{Z}$ for future research. In any case, if $\alpha < 1/N$, it can be useful to consider a test with $|\mathcal{Z}|$ larger than $N$. Note that in practice, we should choose $\mathcal{Z}$ before administering the treatments. Once the treatments have been given, we cannot change our minds about $\mathcal{Z}$. The test based on $\mathcal{Z} = \{0,1\}^n$ is further studied with simulations in Section 4.

3.4 Randomization testing under a random sampling model

For completeness we note the following, but it can be skipped at a first read. Existing permutation tests based on random sampling from populations rely on a group structure. However, in some cases, we can use an alternative approach to avoid the requirement of a group structure also in this setting. The approach is analogous to the test in Section 3.3. Suppose that we are comparing two populations, for example, a population of cases and a population of controls, or Englishmen and Frenchmen. Let $Z$ be uniformly distributed on $\mathcal{Z} = \{0,1\}^n$ or some subset thereof, as before. Then we could draw from the two populations as indicated by $Z$, i.e., for every $1 \leq i \leq n$, the $i$-th individual is drawn from the first population if $Z_i = 0$ and from the second population if $Z_i = 1$. For $1 \leq i \leq n$, let $Y_i$ be the observation for the $i$-th individual, for example his or her stature. We can then perform a test exactly as in Section 3.3, using the test statistic (8) and the $p$-value (7).

If we take $\mathcal{Z}$ as in (5), then the test will be equivalent to a standard permutation test. For many other choices of $\mathcal{Z}$, we obtain a novel type of test. If we take for instance $\mathcal{Z} = \{0,1\}^n$, then the number of observations drawn from each population will be random, with only the total number of observations being fixed at $n$. In many situations this would be impractical, for example because there is only a limited, fixed number of cases. We will not pursue such tests further here.
4 Empirical example

Here we illustrate the idea in Section 3.3 with a simple simulation study. We considered the two tests in Section 3.3: a standard randomization test and the alternative test that provides higher-resolution \( p \)-values. The data were as in the example in Section 3.3, with \( n = 8 \). Every \( Y_i \) was distributed as the absolute value of a \( N(0,1) \) variable if \( Z_i = 0 \); if \( Z_i = 1 \) it had the same distribution, but with an increase in mean of \( \eta \geq 0 \). Under the null hypothesis, \( \eta = 0 \). The first test considered was the standard randomization test. This test uses \( N = (n!) / ((n/2)!(n/2)!)) = 70 \) permutations. The second test was the one based on all \( 2^n = 256 \) relabellings in \( \{0,1\}^n \). We used the test statistic (8). By Theorem 3, both tests control the type I error rate. Moreover, the first test is exact if \( \alpha \in (0,1) \) is a multiple of \( 1/70 \). The second test is exact if \( \alpha \) is multiple of \( 1/256 \).

In Table 1, for different values of the significance level \( \alpha \), the estimated level and power of the two tests are shown. Every estimate in the table is based on \( 10^4 \) repeated simulations. The regular randomization test had no power for \( \alpha < 1/70 \), due to the fact that only 70 relabellings are available with this approach. The test based on all 256 relabellings in \( \{0,1\}^n \), however, did have substantial power, as explained in Section 3.3. In the table, the estimated size for \( \alpha = 1/256 \) is 0.0041, which is approximately the true size \( 1/256 \). Note that for \( \alpha = 0.005 \), the size and power are the same as for \( \alpha = 1/256 \). The reason is the discreteness of the \( p \)-value: 0.005 lies between \( 1/256 \) and \( 2/256 \).

| \( \alpha \) | test 1/256 | .005 | .01 | .02 | .05 |
|-----------|-------------|------|-----|-----|-----|
| size      |             |      |     |     |     |
| test 1    | 0           | 0    | 0   | .0122 | .0418 |
| test 2    | .0041       | .0041 | .0070 | .0188 | .0456 |
| power     |             |      |     |     |     |
| test 1    | 0           | 0    | 0   | .9011 | .9725 |
| test 2    | .5415       | .5415 | .7010 | .8463 | .9257 |

5 Discussion

In this paper, we have distinguished between two types of permutation-based tests: tests which fundamentally rely on a group structure and tests based on treatment randomization, which do not require a group structure. We have discussed that in settings where treatments are randomly assigned, it can be useful to consider a randomization scheme which does not correspond to a group. In particular, this allows obtaining higher-resolution exact \( p \)-values than are possible with standard randomization tests. This paper also provides the caveat that referring to the Lady Tasting Tea experiment as an example of a permutation test can be misleading, since the reasoning underlying this experiment is not based on a group structure.

The two types of tests between which we distinguish roughly correspond to respectively “permutation tests” and “randomization tests” in the sense of Onghena (2018) and
As we mentioned, the use of these terms has been rather inconsistent throughout the literature. For example, Edgington and Onghena (2007, p.1) write that “randomization tests are a subclass of statistical tests called permutation tests”, while Onghena (2018) proposes to use the terms for strictly distinct classes of tests. In any case, we propose to use the term “randomization tests” only when there is some form of treatment randomization. This is in line with Kempthorne and Doerfler (1969), Edgington and Onghena (2007), Onghena (2018) and Rosenberger et al. (2019).

The purpose of this paper has not been to identify the first permutation test, which would not be straightforward (Berry et al., 2014). In any case, it is clear that, once the concepts of randomization of treatments and random sampling from populations had been established in the 1920’s (Rubin, 1990; Fisher, 1925; Neyman and Pearson, 1928), the way was paved for the theoretical development of permutation-based tests. However, until the 1980’s, there was limited interest in permutation-based procedures, due to lack of access to fast computers. Nowadays, the opposite is true (Albajes-Eizagirre et al., 2019; Hemerik et al., 2019; Rao et al., 2019).
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