Car Plate Detection Based on Yolov3
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Abstract. An intelligent car plate detection method can make the travel more convenient and efficient. However, traditional methods are reasonably effective under the specific circumstances or strong assumptions only, and there are few databases for car plate detection. Therefore, a novel real-time car plate detection method based on improved Yolov3 has been proposed. In order to select the more precise number of candidate anchor boxed and aspect ratio dimensions, the K-Means algorithm is utilized. To solve the short of the available car plate database, a car plate database which has 6668 pictures has been established. As shown in the experimental results, the method which is proposed by this paper is better than original Yolov3. Thanks to the car plate database, the proposed method obtained better results even in the situation of inclination, too bright or too dark, different weather and so on.

1. Introduction

With the number of vehicles increased dramatically, the traffic pressure is becoming more and more serious. Not only traffic jams, frequent traffic accidents, and even the management of vehicles, we need to spend a lot of human and material resources, which makes our life less convenient. As one of the core technologies in intelligent transportation, car plate detection has been widely concerned in recent years[1-4]. If there is deviation in car plate detection, the subsequent operation will be meaningless.

Traditional car plate detection has reached a high precision in a specific environment. But in the complex environment, such as illumination, shooting distance and bad angle, the traditional car plate detection algorithm has some limitations. Traditional detection algorithms include AdaBoost's license plate detection algorithm[5] which is fast but could be failed if the distance of the car plate too large, detection algorithm based on texture features[6][7] which has the higher precision under the conditions of high contrast, clear texture, the mathematical morphology detection algorithm[8][9] is fast but needs to be combined with other detection algorithms, detection algorithm based on cellular nonlinear[10], the detection algorithm based on colored image segmentation[11][12] has better precision but it is slow. Traditional car detection methods have great limitations, and the different scenes in the real world make license plate detection very challenging[13]. Therefore, in the complex environment, it is difficult to
propose a robust algorithm. Although people adopt a variety of independent features and merge many models[14], it is difficult to detect those challenging car plates.

With the improvement of computing power, deep network has returned to people's vision which has been applied to all areas of life[15-18]. The convolutional neural network method is applied to the car plate detection, which can automatically learn features from the database. As for the car plate detection, the ability of achieving real-time is very important. The current relatively mainstream detection algorithms can be approximately divided into two categories. One is to focus on classification as the theme, such as R-CNN[19], Fast R-CNN[20], Faster-RCNN[21]. Generally, the method based on classification has higher accuracy but does not have an advantage in detection time. The other is based on regression, such as Yolo[22], SSD[23], Yolov2[24], Yolov3[25]. Generally, the method based on regression is faster and can achieve real-time results, but it has lower accuracy.

Data means a lot in the time of deep learning era, the scholar need data to train their model. Although car plate detection has developed for a long time, there is still a lack of standard database. Most of the work is based on the scholars' own database[26][27], which is not open-source. So a lot of work can't be compared. The database provided to the public is also in a limited range. To solve the shortage of the available car plate database, a car plate database has been established.

2. Database

Data means a lot in the deep learning era. A database with sufficient diversity could prompt the system performance. Nowadays, car plate detection methods are tested in a small or unrepresentative database. Because there are too few license plate databases for scholars to use. Many databases of car plate detection come from traffic monitoring system, high-speed toll station, parking lot, etc[28]. Those photos are usually obtained with sufficient light source or supplementary light source. The Caltech[29] and Zemris[30] databases used high-resolution cameras to collect close to 700 photos on the road, but they were not diverse enough to cover different weather conditions. Azam[31] and Aolpe[32] point out that there are few researches on license plate detection under extreme conditions, and data are collected under various conditions, such as blur, weak light, bad weather, etc.

In this paper, a car plate database has been established. There are 6668 images in the proposed database. Each of the image is 720*1160. In the image, only one car plate is presented. Besides, the proposed database has enough diversity. Images in the database has the situation include the insufficient light intensity, Shooting distance too close or too far, different weather, and inclination (see Figure 1). In the proposed database, each image is labeled by hand.

Figure 1. Samples from the Database
Table 1. Comparison of Car Plate Detection Database

| Year | Zemris | Azam | AOLPE | OURs |
|------|--------|------|-------|------|
| 2002 | 2015   | 2017 | 2019  |      |
| Number | 510 | 850 | 4200 | 6668 |
| Distance | ✗  | ✗  | ✗  | ✔   |
| Dark | ✗  | ✔  | ✔  | ✔   |
| Weather | ✔  | ✔  | ✔  | ✔   |
| Incline | ✗  | ✔  | ✔  | ✔   |
| Annotation | ✗  | ✗  | ✔  | ✔   |

As a result, our database is more diverse. On the other hand, the diverse database make the model training more effective and more accurate (see Table 1).

3. Proposed model

3.1. K-means Algorithm
The better prior boxes we pick, the better results we get. That means the quality of prior boxes is of vital important to our model. The anchor boxes defined in the original YOLO is not suitable for our model. In this paper, we choose K-means as the clustering algorithm. K-means algorithm helps to find the more precise priors than hand pick. In traditional K-means clustering, indirect clustering is carried out by measuring the similarity between samples, usually using the Euclidean distance or Manhattan distance as the measurement formula. In yolov, as a result, the bigger border box will get more errors than the smaller one. Therefore, Yolo utilizes IOU to reflect the error between the candidate box and the truth, and its distance formula is:

\[
d(box, centroid) = 1 - IOU(box, centroid)
\]

\[d(box, centroid) = 1 - \text{IOU}(box, centroid)\] (1)

\(\text{IOU}(box, centroid)\) calculates the Intersection over Union (IoU) between a box and k clusters. We run k-means algorithm with different K values. The Figure 2 shows the results between the K and average IOU.

![Figure 2. K-means clustering analysis result](image)

In this paper, we choose K=10 as the K clusters. As seen in Figure 2, when K<10, the average IOU is not so good, when K>10, the average IOU is higher but make the model more complex. In consideration of the complexity and the precision, we choose K=10.

3.2. The Improved Model
Yolov3 is a model with both detection speed and detection accuracy, which has a wide range of applications. In this paper, our model is based on Yolov3. The more convolutional layer used, the better result we get. Inspired by the above thought, the model proposed by this paper has a deeper structure which not only more suitable for our database, but also get the ability of detect target in the more fine-grained level. In the original YOLOv3, the Darknet-53 is used as features extraction. In this paper, we improved the Darknet-53 which the input has been changed from 416*416 to 832*832, because the picture in the database is 720*1160. The reason why we expand the dimension of the input is we want...
the model as far as possible do not loss information. That will promote the model performance. Logically, the last three convolutional layer will get the 104*104, 52*52, 26*26 feature map. We still want to get the more fine-grained level features, because the high-level features has more semantic information. And the low-level features has more spatial details. To get the smaller feature map, the improved model add an additional convolutional layer behind the 26*26 feature map which stride is 2. Then the 13*13 feature will concatenate with the 26*26 feature map which do the maxpooling operation. Then the results will detect target in the high level. After the concatenate operation, the results will conduct up sampling and concatenate with the 26*26 feature map and the 52*52 feature map which do the maxpooling operation. The results will detect target in the middle level. The middle level’s feature map will do upsampling operation and concatenate with the 52*52 feature map. That will do the low level detection.

In this paper, the proposed model adopts the multi feature map fusion makes model more effective. The improved model will be described in the Figure 3.

As seen in the Figure 3, our model will detect target in three times but in different dimension. We will take the best results as the final result. The fusion of the different dimension feature maps makes the model get multi scale information. This paper will test on the proposed car plate database, and the experimental results will be shown in the next part.

3.3. The Experimental Results

In this paper, all the experiments will be conducted in the proposed car plate database. We set 5500 pictures for training, and 1168 samples for testing. Our experimental environment is listed as table 2.

| Table 2. Experimental Environment |
|-----------------------------------|
| OS      | CPU        | GPU       | RAM     |
| Ubuntu16.04 | Intel Core i7-8700k | GTX1080Ti | 16GB   |

The initial model parameters are set as follows: learning rate: in the first 50 epochs, a learning rate of 0.0001 is used to obtain a good model, and the next 150 epochs are trained with a learning rate of 0.00001, batch size: 1, number of the epochs: 200, the optimizer we utilize the Adam.

In this paper, we will utilize the proposed network structure for verification. We will compare and analyse the results from the predicted and the ground truth. In this paper, IOU is utilized to judge whether the prediction is precise when comparing the predicted result of the model and the ground truth. When IOU > 0.5, it is judged as precise prediction, otherwise it is judged as false prediction.
In the experiment, FN is used to represent the false negative, which represents the number of car plates that are labeled but not predicted. FP is used to represent false positive, which stands for the number of car plates predicted by the model but not labeled. RT indicates that the prediction is correct, which means that the number of car plates predicted correct by the model. Precision, Recall rate are used to evaluate the model.

When the model is used for car plate detection, precision represents the prediction accuracy of the model on the car plate. Recall represents the undetected car plate of the model. The car plate database has marked 6668 pictures. In this paper, 5500 pictures will be trained and 1168 pictures will be used to test. Some results are presented in the Figure 4.
From Figure 4, the proposed model completes the detection task excellent. In the Figure 4, we can see different situation in the image. Such as different weather, insufficient of the light, different shooting distance. The results show the model work excellent. The model not only detect the position of the car plate, but also get the high confidence value. That means our model is very confident about where the car plate is.

The Precision and Recall is listed as Table 3

| Model          | FN  | FP  | RT   | Precision | Recall |
|----------------|-----|-----|------|-----------|--------|
| Yolov3         | 140 | 96  | 932  | 90.75%    | 86.94% |
| Improved       | 49  | 25  | 1094 | 97.77%    | 95.71% |

As seen in Table 3, our model detect most of the car plates. It fails in some challenging images which are under the conditions of blur and too bright. In conclusion, the proposed model can detect car plate excellent.

As comparison, we still run the database on the original Yolov3. As listed in the Table 4, both method could detect the car plate, the proposed model is better than the original Yolov3.

Table 4. Comparison between Yolov3 and Proposed Model

| Model          | FN  | FP  | RT   | Precision | Recall |
|----------------|-----|-----|------|-----------|--------|
| Yolov3         | 140 | 96  | 932  | 90.75%    | 86.94% |
| Improved       | 49  | 25  | 1094 | 97.77%    | 95.71% |

As seen in Table 4, the original YOLOv3 has lower precision and recall. Our model is better in visual. As a result, the model we proposed works excellent. The model can handle the database more effective. The less information loss, the better results we get. At the mean time, our model fusions more feature maps to detect target than the original YOLOv3.

As we all known, Yolo is fast. It can detect object in real-time. In this paper, the method we proposed or the original Yolov3 can achieve the real-time level. When the model we proposed to test the car plate, the FPS can achieve 33 in one GTX1080TI GPU. That means the proposed method don’t consume much hardware.

4. Conclusion

In the deep learning era, a database with sufficient diversity could prompt the system performance. In this paper, we introduce a car plate database established by ourselves first. In consideration of above thought, the car plate database includes different situations. Such as inclination, too bright or too dark, different weather. It helps to train the model. In order to better adapt to the proposed database, we choose K-means as the clustering algorithm which helps to find the more precise priors than hand pick. The focus of this paper is to propose an improved model based on yolov3. In order not to lose too much image information, we expand the input size. We add an additional convolutional layer to get the smaller feature map. Through the concatenate and the upsampling operations, the model can fuse different dimensions of feature maps. The fusion of the different dimension feature maps makes the model get multi scale information. In the experimental results, the improved model could detect the car plate better than original Yolov3. No matter in the visual effect or the evaluation index, the proposed model is better.

Our models not only accurately detect the license plate, but also have confidence in the location of the license plate. Through the experimental results, our model doesn’t work well when the image is blur. In the future researches, We will focus on the detection of motion blurred images.
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