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Abstract

HANAZUMI, S. Generation of Java program properties from test purposes. 2015. Thesis (Ph.D.) - Institute of Mathematics and Statistics, University of São Paulo, São Paulo, 2015.

The task of guaranteeing that computational systems do not fail and work correctly has become extremely important with the growing presence of new technologies in people’s lives. Therefore, it is essential to ensure that such systems work properly to confirm their high-quality and to avoid financial and even life losses.

One of the techniques used to this purpose is called formal verification of programs. From the system specification, which should be described in a formal language, we define properties that must be satisfied during system execution to guarantee the software quality. Then, these properties are checked using a verifier, which is the tool responsible for running the verification and for notifying whether the property was satisfied by the program; if the property was violated, it indicates to software developers the possible location of faults in the system. The disadvantages of using formal verification are the high cost to apply this technique in practice, and the necessity of having people with experience in formal methods to derive the properties from system specification and define them in a formal representation that can be read by a program verifier. This particular task of deriving a property from system specification and defining it to be checked by a verifier is complex, time-consuming and error-prone, since it is usually done by hand.

To help software developers in the application of formal verification in Java programs, we propose in this work the generation of properties formal representation for direct use in a verifier. The generated properties are test purposes, which are derived from system formal specification and present the desirable system behavior that must be observed during the system execution. Establishing that the universe of properties correspond to the universe of test purposes of a program, we guarantee that the generated properties describe the expected program behavior through execution traces that lead to either an accept state or a refuse state. Thus, when the verifier checks the test purpose, it can give a success/fail verdict for the property, and provide traces coverage data that can be used to analyze the program behavior that led to that verdict.

Keywords: Program Specification, Test Purposes, Java, Formal Verification.
Resumo

HANAZUMI, S. Geração de propriedades sobre programas Java a partir de objetivos de teste. 2015. Tese (Doutorado) - Instituto de Matemática e Estatística, Universidade de São Paulo, São Paulo, 2015.

Com a presença cada vez maior de sistemas computacionais e novas tecnologias no cotidiano das pessoas, garantir que eles não falhem e funcionem corretamente tornou-se algo de extrema importância. Além de indicar a qualidade do sistema, assegurar seu bom funcionamento é essencial para se evitar perdas, desde financeiras até de vidas.

Uma das técnicas utilizadas para esta finalidade é a chamada verificação formal de programas. A partir da especificação do sistema, descrita numa linguagem formal, são definidas propriedades a serem satisfeitas e que certificariam a qualidade do software. Estas propriedades devem então ser implementadas para uso num verificador, que é a ferramenta responsável por executar a verificação e informar quais propriedades foram satisfeitas e quais não foram; no caso das propriedades terem sido violadas, o verificador deve indicar aos desenvolvedores os possíveis locais com código incorreto no sistema. A desvantagem do uso da verificação formal é, além do seu alto custo, a necessidade de haver pessoas com experiência em métodos formais para definir propriedades a partir da especificação formal do sistema, e convertê-las numa representação que possa ser entendida pelo verificador. Este processo de definição de propriedades é particularmente complexo, demorado e suscetível a erros, por ser feito em sua maior parte de forma manual.

Para auxiliar os desenvolvedores na utilização da verificação formal em programas escritos em Java, propomos neste trabalho a geração de representação de propriedades para uso direto num verificador. As propriedades a serem geradas são objetivos de teste derivados da especificação formal do sistema. Estes objetivos de teste descrevem o comportamento esperado do sistema que deve ser observado durante sua execução. Ao estabelecer que o universo de propriedades corresponde ao universo de objetivos de teste do programa, garantimos que as propriedades geradas em nosso trabalho descrevem o comportamento esperado do programa por meio de caminhos de execução que levam a um estado de aceitação da propriedade, ou a um estado de violação. Assim, quando o verificador checa o objetivo de teste, ele consegue dar como resultado o veredicto de sucesso ou falha para a propriedade verificada, além de dados da cobertura dos caminhos de execução do programa que podem ser usados para análise do comportamento do programa que levou ao sucesso ou falha da propriedade verificada.

Palavras-chave: Especificação de Programas, Objetivos de Teste, Java, Verificação Formal.
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I—Work Overview and Background
1 — Introduction

This chapter introduces the motivation and the main objectives of this work. First, we describe what motivated us, which is the complex task of applying formal verification techniques in systems written in the Java programming language. An example of the problem we want to deal with is also presented with the motivation, to clarify the difficulties that can arise when facing it. Next, we describe the aim of this research, which is to help developers in the process of applying model checking in their Java programs, and the research main objectives. A brief discussion concerning to related work follows the research objectives section. Finally, at the end of the chapter, we present the organization of this thesis.

1.1 Motivation

The advents of the Internet and new technologies have increased the presence of computational systems in our daily life. For each bank transaction, or even to make a simple phone call, there is a system that makes it possible to accomplish these operations. And, since we are more and more dependent of such systems to accomplish daily tasks, there is an increasing concern in guaranteeing the proper operation of these programs. Particularly, companies of the technology area want to ensure the high-quality of their software since software faults can result in financial and even life losses [Pre01, BK08]. Hence, aiming to confirm the good quality of the developed software, one of the most promising approaches is the use of the systems formal verification.

The formal verification technique intends to guarantee that programs are running according to a specification, or are accomplishing a set of important properties. Nowadays, there is an effort in the development of tools that help in the formal verification of programs, including the systems written in object oriented languages like Java, which is the language that we have chosen for this work [DPJ08, DRH06, VHB+03, HDD+03, RDH04, EM04, DHJ+01, PDV01, HD01]. Ensuring the proper operation of programs through formal verification has a considerable impact in the total cost of software development.

One of the disadvantages of this technique is related to the feasibility of applying the formal verification during a system development. The use of formal verifiers (e.g. model checkers) depends on predefining properties, since many software developers do not have adequate training or experience to define new properties. And, even if there are developers that are able to accomplish the assignment of implementing new properties in a formal verifier, it is still a complex and time-consuming task that increases the final cost of the product as consequence.

Focusing at the application of formal verification in systems written in the Java language [GJSB05, Ora], the central idea of this work is to generate a formal representation of properties
that should be satisfied by the system in a semi-automated manner. This representation is
generated from test purposes, which can be derived from system formal specification. Test purposes
(or observation objectives) describe what is being tested concerning to a particular system
specification requirement. It presents the desirable system behavior that we want to observe during its
execution, describing the execution sequences that lead to an accept state and/or to a refuse state
(Section 2.2). Hence, we consider as system properties the test purposes concerning to the system
specification (Section 2.2.1). Establishing that the universe of properties correspond to the universe
of test purposes of a program, we guarantee that the generated properties describe the expected
program behavior through execution traces that lead to either an accept state or a refuse state. Thus,
when we input the test purpose representation to the model checker, it can give a success/fail
verdict for the property, and traces coverage data that can be used to analyze the program behavior
that led to that verdict. Therefore, the aim of this research is to simplify the formal representation
of properties and its use along with a model checker, to verify Java systems in a more efficient and
faster manner.

Remark 1. As we stated earlier, we consider in our research system properties that are test
purposes. Test purposes (or observation objectives) are always related to the specified program
behavior that we want to observe during testing/verification execution. Moreover, test
purposes can be represented using automata that describe the program paths that lead to an
accept or a refuse state. Thus, when a test purpose is refused by a program, we can track the
program execution paths that led to that verdict.

⇒ Details regarding test purposes (observation objectives) and properties can be viewed in
Sections 2.2 and 2.2.1.

Remark 2. In this research we have chosen to work with the Java programming language
due to the worldwide use of Java and its features. Java libraries comprise a wide range of
computational areas (e.g. concurrent programming and distributed computing), and it has been
used in several areas, from embedded systems to web applications. Therefore, the programs
that are written in Java compose a rich set of system that can be used in the evaluation of this
research proposed approach for properties definition and formal verification of programs.

1.1.1 Approaches for property generation and verification

Considering the test purposes we want to check in a system, we derive properties that should be
specified in a formal manner. To generate the specification of these properties in a semi-automated
manner, guaranteeing that the generated specification can be by a model checker, we need to have
a good understanding of properties formal specification and the mechanisms of model checking.
For instance, consider the following Java code:

```
public class Example {
    public static void aMethod (){
        System.out.println("A Method");
    }
    public static void otherMethod (){  
        System.out.println("Other Method");
    }
    public static void main(String[] args) { 
        boolean condition = true;
        if (condition) aMethod();
        otherMethod();
    }
}
```
1.1 Motivation

Suppose that in the specification of the system, we have the test purpose: "the method \textit{aMethod} is called at least once during program execution". The test purpose specify that program execution paths with at least one occurrence of \textit{aMethod} lead the test purpose to an \textit{accept state}; otherwise, the test purpose reaches a \textit{refuse state}, which means that it was violated by the program. Figure 1.1 presents the automaton representation of the test purpose. \textit{The refuse state has a thick dashed border, while the accept state has a thick plain border.}

According to the literature [BK08, Hol97, VHB\textsuperscript{+}03], we can use one of two approaches to specify a test purpose (or property) and verify it with a model checker:

1. Implement the formally specified properties in a model checker using the system programming language (in our case, Java), and then use the model checker to verify the system code directly;
2. Model the system in a formal language so that we can define properties in a model checker directly at the specification level.

In the \textit{first approach}, system properties are specified using a formal language, so we need to deal with the gap between specification and implementation levels to define the properties as they were specified. On the other hand, the \textit{second approach} requires us to model the system implementation using another formal specification language. In addition, we may need to deal with different specification languages for the properties and for the system model (e.g. in the Spin model checker [Hol97], properties can be specified in linear temporal logic (LTL)[Pnu77], and the system must be modeled in Promela, which means that we have to deal with two formal specification languages, and guarantee that the Java system is modeled in Promela correctly). Both tasks are time-consuming, error-prone and complex, since we have to deal with specification and implementation levels. \textit{However, since our focus is to simplify the application of model checking in Java systems, we chose the first approach.}

To apply the first approach in the specification of the property "the method \textit{aMethod} is called at least once during program execution", we need to implement the property by hand in the model checker, guaranteeing that the property implementation agrees with its specification. The implementation of the property depends on the chosen model checker, and the developer should deal with the gap between specification and code levels to guarantee that the property code behaves as expected by the specification. For instance, recall the property that we used in the example of Listing 1.1, which stated that the method "public static void aMethod();" is called at least once during the example execution. As we presented previously, we could specify the property using an automaton (Figure 1.1). But using the first approach, we must define the property at implementation level. For this purpose, suppose that we use the model checker Java PathFinder (JPF) [VHB\textsuperscript{+}03, Jav], which allows us to implement such property in Java. One way to define this property in JPF is by extending the "Property Listener Adapter" class (Listing 1.2). The property violation occurs when no execution of "aMethod()" is detected.

\begin{lstlisting}[language=Java]
public class ExampleProperty extends PropertyListenerAdapter {
    private int count = 0;
}
\end{lstlisting}

\textbf{Figure 1.1: Example: test purpose automaton representation}
As we can observe, to implement the property in Java, we must first analyze the Java code of the program (Listing 1.1) and its behavior. Then, we must define the JPF property (Listing 1.2) by hand, using the available resources of the model checker. In small examples this manual approach can be applied. However, when we have bigger Java codes, this approach may become unfeasible due to the increased complexity of the analysis of the program behavior, and to the increased time that is required to understand and learn all the model checker resources and restrictions to define a property as it was specified. Furthermore, guaranteeing that the property implementation agrees with its specification is a complex task. Hence, instead of analyzing the Java code (Listing 1.1) and then implement each property of the system specification by hand (which is a time-consuming and error-prone approach), we propose in this Doctorate the use of the following steps:

1. Convert the property specification in a formal representation that can be applied in a model checker for the system code (in our case, the model checker must be able to check Java programs);

2. Choose a model checker that can be used to read the formal representation of the property and then verify the system code directly. To make the model checker able to read the formal representation, we may need to make changes in the model checker code.

To define a methodology for the conversion of a property specification into a formal representation that will be read by a model checker, we need to have a deep understanding of the process of specifying a property formally (Chapter 2 and Part II). In addition, we need to understand the mechanisms of a Java model checker to certify that it will be able to read the converted property and verify it against the corresponding program (Part III). But once we find a conversion methodology and make the adaptation of the chosen model checker to verify the converted property, we can simplify and generalize the process of representing a system property formally and perform the system formal verification (Figure 1.2).

1.2 Objectives

The use of formal verification technique in the development of software is restricted since for a given system, we need to implement specific properties in a verifier to check its correctness. And the implementation of such properties is an expensive and time-consuming task, even if the software developer has a good knowledge of formal methods.

Focusing in simplifying the application of formal verification techniques in practice, we propose the generation – from a test purpose derived from the system formal specification – of properties formal representation for direct use in a verifier for Java programs (Figure 1.2). These properties should describe the ideal behavior of the system, according to its formal specification, so that the program verification can detect code faults if at least one of those properties is not satisfied. For instance, when we are dealing with a critical system, it would be interesting to verify if a property that describe the exception-handling procedures for a specific exception is satisfied; if the property

```java
@override
public boolean check(Search search, JVM vm) {
    return (count > 0);
}
@override
public void instructionExecuted(JVM vm) {
    Instruction instruction = vm.getLastInstruction();
    MethodInfo mi = instruction.getMethodInfo();
    if (mi.getName().equals("aMethod")) {
        count ++;
    }
}
```
is not satisfied, this would mean that the exception was not handled accordingly and, therefore, it could result in the spread of even more serious errors in the system.

Due to the important results we can get from model checking application in Java programs, we target the simplification of the process of generating a formal representation of system properties (test purposes), and then use these representations in a Java model checker. Hence, the main objectives of this research are:

- **Objective 1.** Development of a methodology to convert properties that are derived from test purposes and specified in a formal language to a formal representation that could be used in a Java formal verifier. This objective can be divided in two parts:
  
  (a) **Part I (Theoretical Work).** This part involves the study of existing approaches for test purposes specification, and the definition of the universe of properties we should handle in our research. To this intent of defining a universe of properties, we must establish a connection between test purposes specification and properties testability. Then, a systematic way to specify a property, and then convert it into a formal representation that can be read by a model checker, must be defined.

  (b) **Part II (Practical Work).** This part connects the property specification and formal representation with model checking. A Java model checker must be adapted to read the property formal representation, and verify the property satisfiability during program execution. This part is responsible for providing the mechanisms we need to implement our own tool that covers property specification and formal verification.

- **Objective 2 (Practical Work).** Implementation of a tool that will make this feature (simplification of property specification and verification of the defined property with a model checker) available to software developers. This objective is part of the practical work of this research.

- **Objective 3 (Practical Work).** Evaluation of the tool through its application in a set of case studies in order to assess the validation of the developed methodology. The approach for this
evaluation is not statistical, but it is focused in the analysis of the advantages and restrictions of our tool application in practice. This objective is part of the practical work of this research.

1.3 Related Work

In this section, we discuss some related work regarding our research. They are divided by topics that are covered in our work.

1.3.1 Integration of Formal Methods and System Development

To apply the formal verification technique, it is necessary to integrate formal methods to the system development. Gargantini et al. [GRS09] propose the combination of formal methods with the MDE (Model-Driven Engineering) paradigm to reduce the disadvantages and take the advantages that each part present separately. Möller et al. [MORW08, MORW04] have developed the CSP-OZ – a formal method that combines the CSP process algebra [Hoa85] with the specification language Object-Z [Smi00] – and integrates it with UML [Fow03] and Java to allow the construction of system models since the early stages of their development, making it possible to apply formal verifiers from the beginning of software projects. Another approach that aims at the usage of formal methods in the development of object-oriented programs code is proposed by Ahrendt et al. [ABB+00]. In their work, they aim to make the use of formal methods in systems development more feasible in order to apply formal methods techniques in industry.

1.3.2 System Modeling and Property Specification

Another usage of formal methods in software engineering is in system specification and modeling. Such usage make not only the development process easier, but also allow the application of formal verifiers to test and verify the resulting system in later stages. Long and Long [LL03] presented a Z [WD96] specification of a Java concurrent model in order to assist the use of formal verification in Java concurrent systems. Yang and Poppleton [YP07] also focused in the development of correct and reliable concurrent Java systems, and they have proposed the translation of B [Wor96] and CSP system specification to Java, being the specification verified by the ProB tool [LB03].

Regarding property specification, we have approaches that generate test purposes from a system implementation [dSM06, WFW09]. Since we are interested in deriving test purposes from system specification, and then apply the test purposes in the formal verification of programs, we proceed to the discussion of works that target the simplification of the process of property specification. The Specification Pattern System (SPS), which was proposed by Dwyer et al. [DAC99], can be used to reduce the complexity of properties specification. It defines scopes and general patterns that can be instantiated to specify a system property. The correctness of the SPS is discussed by Salamah et al. [SGRM05]: through an empirical study using the SPIN model checker [Hol97] and several test cases, they presented the validation conditions for the SPS.

Inspired by the SPS, other researchers created similar approaches for property specification. For instance, Konrad and Cheng [KC05b] proposed an adaptation of the SPS to the context of real time systems. Castilloes et al. [CDJ+13] proposed a compositional automata based semantics for the SPS patterns, since the SPS lacks a compositional semantics. And Bauer et al. [BLS06] created SALT, a new specification language with a higher level of abstraction, when compared to other similar approaches. It incorporates SPS patterns, but provides nested scopes, exceptions, and offers support for regular expressions and real-time.

Aiming at the semi-automation of properties specification, tools have been developed. Prospec [MGR04] provides a user-friendly interface to define properties in LTL using the SPS and composite propositions, which are abstractions used to handle multiple events and conditions in the SPS formulas. Spider [KC05a] is a tool based on the SPS whose objective is to assist practitioners in the specification of properties using natural language.
1.3.3 Use of Formal Verification in Practice

Focusing on the programs formal verification issue, Jin [Jin07] proposes an approach for properties formal verification in sequential Java programs. In this work, the properties are specified using finite state automata, and, from these automata, rules are generated and applied in the given program in order to search any code violation. Abdelhalim et al. [ASST10] and Möller [Möl02], in turn, use CSP to specify systems and their properties to run the formal verification and prove the correctness of the developed product. Parízek [Par08] presents in his Doctorate thesis techniques to apply formal verification in real components using the Java PathFinder (JPF) tool [Jav]. And Malik et al. [MTL10] make use of UML models and formal verification to test a given system.

Concerning to the development of tools for property specification and verification, we have the following related work. Balasubramanian et al. [BPN+11] defined properties using contracts or automata, which are generated using the SPS and then linked to Java code and model checker Java PathFinder (JPF) [Jav] using Matlab/Simulink [Mat]. JPF-LTL [JL] extends JPF with LTL verification, but it works in the context of programs with infinite execution. Belinfante [Bel10] developed the tool JTorX, which checks whether a test purpose specification holds in a Java program implementation using the $\text{ioco}$ relation. The test purposes are represented in LTS and the underlying theory of $\text{ioco}$ relation can be found in [Tre08]. Jard and Jéron [JJ05] developed the tool TGV, which generates test cases from test purposes represented using LTS.

Remark. In our research, we also target the integration of system development with formal methods. To do this, we propose an approach of simplifying the model checking application in a Java system code. First, we derive properties from system specification using mechanisms that are available in literature (Chapter 2 and Part II). Then, the next step is to establish a conversion of the property to a formal representation that must be readable by a Java model checker (Part III). The last step is to adapt the model checker to verify the property, and analyze the verification result.

⇒ A summary of the scientific contributions of our work is presented in Chapter 7. Discussions concerning to the differences and similarities of our research with related work are presented in the conclusion of Chapters 2, 3, 4, 5, and 6.

1.4 Organization of the Thesis

The thesis is organized in parts and chapters. Each part is composed by chapters related to a topic of this Doctorate research. A short description of each chapter is provided next.

Part I: Work Overview and Background. This part introduces the main motivation and objectives of the work, and presents a brief description of background concepts.

- Chapter 1: brief introduction that describes the motivation of this work, its main objectives, related work, and the organization of this document;

- Chapter 2: description of basic concepts (e.g. formal verification, system properties and test purposes, property specification) that are used throughout the thesis.

Part II: Properties Testability. This part contains the chapters regarding the theoretical part of this Doctorate research. It is recommended for readers with interest in linear temporal logic (LTL), formal specification of properties and its validation.

- Chapter 3: description of the properties testability concept and presentation of the study that establishes a connection between this concept and the SPS formulas in LTL;
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• **Chapter 4**: validation of the SPS formulas that are able to derive testable properties specification through the analysis of formulas using LTL semantics.

**Part III: Properties Verification.** This part presents the practical part of the research, and therefore, it is recommended for those readers who are interested in Java programs and its verification through model checkers. The practical approach we used in our research integrates the theoretical concepts into a tool, JPF-SPS, which can be applied in Java properties specification and verification. The JPF-SPS has been developed to simplify these processes, providing an intuitive graphic user interface to specify properties, and a verification process that is triggered through the click of buttons. Hence, the JPF-SPS was built so that any developer – even those developers who do not have an expertise in these fields of specification, verification and/or quality assurance (QA) – can use the tool to specify and verify properties. The main requirement to use JPF-SPS is a good understanding of the Java program behavior that is going to be verified. A basic knowledge of automata, properties specification and verification should be useful to a faster learning of the JPF-SPS features.

• **Chapter 5**: description of the approach used to verify the system properties, and presentation of tools and mechanism that were used to develop the tool JPF-SPS;

• **Chapter 6**: presentation of the implemented tool JPF-SPS and its features through a set of Java examples.

**Part IV: Final Considerations.** This part concludes the thesis by presenting the main results and contributions of the research.

• **Chapter 7**: summary of the results that were achieved, description of the scientific contributions and future work and directions.

**Part V: Appendix and References.** Additional material and the references that were used in this research are presented in this part.

• **Appendix A**: list of Simone Hanazumi’s publications concerning to the studies of software testing, formal verification, properties specification, and scientific contributions of this research.

• **Appendix B**: detailed overview of LTL and its related concepts;

• **Appendix C**: validation of SPS formulas that are used in a related work, through the analysis of formulas using LTL semantics;

• **Appendix D**: presentation of the automata library of JPF-SPS.

• **Glossary**: list of concepts that appear throughout the thesis.

• **Bibliography**: list of references that are cited throughout the thesis.
This chapter gives a description of the main concepts regarding test purposes, software formal specification and verification, which compose the theoretical basis of our work. The concepts that are described here were extensively used in our research, and appear throughout the thesis.

### 2.1 Formal Verification

Systems verification checks if a software has been developed correctly or not [Boe81]. Formally, it can be defined as the process to prove that given a program $P$ and a specification $\varphi$, $P$ satisfies $\varphi$ (i.e. program $P$ is a model for specification $\varphi$). [Fra92, MSF06]. This kind of verification is also known as *a posteriori* system verification since the specification and the program are provided. Figure 2.1 illustrates this verification process.

**Figure 2.1**: Diagram of an *a posteriori* system verification adapted from [BK08].

The steps of *a posteriori* system verification are described below:

1. **System Specification.** It is the basis of any verification activity, since it describes in a formal manner all features that should be implemented in the system. The formal description is necessary in order to have a precise specification of the system [MSF06].
2. **Properties Definition.** From system specification, one can derive properties that the system prototype must satisfy. An example of system property would be the absence of deadlocks in the system.

3. **Product/Prototype Development.** It refers to the implementation phase of the system prototype and/or product.

4. **System Verification.** Having the product ready for execution and properties already defined, we can run the system verification. This verification checks whether a property is violated or satisfied. If there is a property violation, a bug was found and the system is not correct according to its specification. In general, one should use tools that automate this verification process.

Formal methods and verification can guarantee a more reliable system implementation, however many people resist to the application of these methods in practice because they consider such methodology too complicated and complex. Besides, system formal specification is done by people and there is no guarantee that it agrees to what the system must do [Fra92].

### 2.1.1 Model Checking

Many approaches and techniques for systems verification were developed along the years. Particularly, in this research, we use the technique of model checking. In this technique, given a finite-state model of a system (e.g. a finite transition system) and a system property, the verification must explore all possible system model states in a brute-force manner to check if there is any violation of the property. If such violation exists, a counterexample that exposes the failure location is presented. Otherwise, it is concluded that the system model satisfied the property.

Properties that can be checked using model checking are of qualitative nature (e.g. generated results are equal to expected results) and/or related to timing (e.g. a system response is received within 5 minutes). Figure 2.2 presents a schematic view of model checking process.

![Model Checking Diagram](image)

*Figure 2.2: Model checking diagram adapted from [BK08].*

To use model checking technique, the following phases must be accomplished [BK08]:

| Modeling Phase | Description |
|----------------|-------------|
| **Requirements** | during this phase, a model of the system is created using a model checker description language. To assess the model, some simulations should be performed. Finally, a set of systems properties that must be satisfied should be specified using a property specification language. |
Running Phase: in this phase, the model checker is executed to verify the soundness of the specified system properties in the system model.

Analysis Phase: during this phase, we analyze the verification results. If a property was satisfied, then we proceed to check the next property (if it exists). Otherwise, we must first analyze the counterexample that was generated by simulation; then, we should locate the error and correct it by refining the model design or property; finally, we repeat the entire procedure once again. If the system run out of memory, we must try to reduce the model and repeat the entire procedure with the new model.

Next, we present a formal definition of the model checking technique. It summarizes the statements we described above.

**Definition 2.1.1 — Formal Definition of Model Checking.** Suppose that we have a finite transition system \( TS \) that models a system, and a temporal logic formula \( \varphi \) that represents a system property. The model checking technique searches for a property violation in the system model, i.e., the model checking technique searches and detects the set of states \( (S) \) of \( TS \) that satisfies \( \varphi \). Considering \( s \in S \) a state of the model, we can define the model checking process as:

\[
\{ s \in S | (TS, s) \models \varphi \}
\]

### 2.2 Conformance Testing and Test Purposes

The concept of test purposes appear in conformance testing, which is the activity of checking whether a system is correctly implemented according to its functional specification. Conformance testing involves black-box testing, therefore, the interaction with the system is done through external interfaces [dT01].

A test purpose or observation objective\(^1\) [dT01, JJ05] is a description of what is being tested concerning to a particular system specification requirement. It presents the desirable system behavior that we want to observe during its execution, describing the execution sequences that lead to an accept state and/or to a refuse state. A test purpose can be used and described in several ways (e.g. automata [JJ05]). Here, we present the formal definition of a test purpose as stated by Tretmans [dT01]. The formal notion of a test purpose is given through the following definitions [dT01, dSM06]:

- **IUT.** It is the Implementation Under Test or the system that is going to be tested.
- **IMPS.** It is the class containing all IUT’s.
- **MODS.** It is the universe of implementation models. Here, we consider that each IUT can be modeled by a formal object \( i_{IUT} \) that belongs to the set MODS. Note that we only assume the existence of an \( i_{IUT} \), but not that it is known.
- **SPECS.** It is the universe of formal specifications.
- **TOBS.** It is the universe of observation objectives.

**Implementation Relation.** It relates the implementation models and specifications: \( \text{imp} \in \text{MODS} \times \text{SPECS} \). It is used to state that a model \( i_{IUT} \) conforms to the system specification.

**Conformance.** The conformance of a system implementation to its corresponding specification

---

\(^1\) According to Tretmans [dT01], the term test purpose is too general and it is overloaded with many different meanings. Hence, to give a precise notion of a test purpose, he used the term observation objective instead. However, in the remaining of this work, we have chosen to keep the term test purpose.
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is expressed by the relation: \textit{conforms} \(-\) to \(\in\) \(\text{IMPS} \times \text{SPECS}\). For instance, if the IUT is a correct implementation of a specification \(s \in \text{SPECS}\), we say that IUT \textit{conforms} \(-\) to \(s\). Moreover, using the implementation relation and considering that the IUT can be modeled by \(i_{\text{IUT}} \in \text{MODS}\), we can state that IUT \textit{conforms} \(-\) to \(s\) \(\iff\) \(i_{\text{IUT}} \text{ imp} s\).

**Exhibition.** An IUT exhibits an observation objective if it behaves as specified by the observation objective. This relation can be represented by \(\text{exhibits} \subseteq \text{IMPS} \times \text{TOBS}\).

**Reveal Relation.** Using the hypothesis that for all IUT there is a corresponding model in the universe of models \((\forall \text{IUT} \in \text{IMPS} \exists i_{\text{IUT}} \in \text{MODS})\), we can define the reveal relation: \(\text{rev} \subseteq \text{MODS} \times \text{TOBS}\). The reveal relation is used to decide which experiments should be done to challenge an IUT to exhibit the requested observation. It allows us to reason about exhibition in the formal domain.

**Satisfying a Test Purpose.** The IUT satisfies a test purpose \(e \in \text{TOBS}\) iff the model \(i_{\text{IUT}}\) is \(\text{rev}\)-related to \(e\). Formally: \(\text{IUT exhibits} e \iff i_{\text{IUT}} \text{ rev} e\).

**Verdict Function.** This function relates the observations obtained with testing experiments to a test purpose, showing the verdict if an evidence of an exhibition was seen. This verdict function is called the \textit{hit}-function, and it is represented formally as: \(H_e : \mathcal{P}(\text{OBS}) \rightarrow \{\text{hit, miss}\}\), where \(\mathcal{P}(\text{OBS})\) is the set of observations. Here, we use hit if the verdict states that an exhibition evidence was found during the experiments; and miss otherwise.

**Test Suite.** Given a test suite \(T_e\), we have the following definition: IUT hits \(e\) by \(T_e\) \(\overset{\text{def}}{=} H_e(\bigcup\{\text{exec}(t, \text{IUT}) \mid t \in T_e\}) = \text{hit}\), where \(\text{exec}(t, \text{IUT})\) represents a test execution. A test suite can be:

- \(e\) \(-\) complete: the test suite is able to distinguish among all exhibiting and non-exhibiting implementations. Formally: \(\text{IUT exhibits} e \iff \text{IUT hits} e\) by \(T_e\).
- \(e\) \(-\) exhaustive: the test suite is able to only detect non-exhibiting implementations. Formally: \(\text{IUT exhibits} e \Rightarrow \text{IUT hits} e\) by \(T_e\).
- \(e\) \(-\) sound: the test suite is able to only detect exhibiting implementations. Formally: \(\text{IUT exhibits} e\) if \(\text{IUT hits} e\) by \(T_e\).

**Inconclusive Verdict.** An inconclusive verdict can occur when an IUT is correct but it does not exhibit the requested observation; or, when an incorrect IUT exhibits the test purpose.

### 2.2.1 Test Purposes versus Properties

An important remark is about the use of the term \textit{property} and the term \textit{test purpose} in our work. As we have stated previously, a test purpose is a description of a behavior that we must observe on an IUT. A property can be represented by a test purpose if it describes a program behavior either. However, we need to emphasize that there are properties that do not describe a system behavioral specification \([\text{FFJ}^{\dagger} 10]\).

In this work, our focus is on test purposes. Therefore, we consider only properties that can be represented by test purposes. We must also consider that properties can be represented by a temporal formula, since we work with the LTL specification language (besides regular expressions). As a result, if we have a property \(p\) represented by a test purpose \(e\) and a temporal formula \(\varphi\), we assume that they are semantically equal, i.e., \(p \equiv_{\text{sem}} e \equiv_{\text{sem}} \varphi\). Thus, for simplicity, we can use the term \textit{property} as a synonym of \textit{test purpose}, and consider that a temporal formula can be used to represent both of them. Hence, we can submit to a model checker a formally specified test purpose (property) to be verified against the IUT model.
2.3 Formal Specification Languages

This section presents formal description languages Linear Temporal Logic (LTL) and Regular Expressions. The LTL is a well known specification language in the field of formal verification, being widely used in model checking to represent system properties. Regular expressions are used to represent program events traces through sets of strings, and can be converted to other formal representations (e.g. deterministic finite automata (DFA)) in a direct manner. Due to their characteristics, both LTL and regular expressions are applied in our study to represent system properties. Their features and how they are used in our research are discussed in the next sections.

2.3.1 Java Program Example for Property Specification

Before we describe the formal specification languages, we present a simple Java program that will be used to illustrate the process of properties specification. This Java example (Listing 2.1) performs simple arithmetic operations over an integer x:

1. `add1`: this method adds one unit to the number x.
2. `reset`: this method sets the value of x to 0.
3. `isZero`: this method returns true if x has value 0, and false otherwise.

Listing 2.1: Arithmetic Example - Partial Code

```java
public class ArithmeticExample {
    public static int add1 (int x) {
        x = x + 1;
        return x;
    }

    public static int reset (int x) {
        x = 0;
        return x;
    }

    public static boolean isZero (int x) {
        return x == 0;
    }

    public static void main(String[] args) {
        ...
    }
}
```

Considering the above methods as program events, we can specify properties concerning to their occurrences and interactions throughout the program execution. The properties can be specified in several ways, but in our work, we are particularly interested in specifying properties using LTL (Section 2.3.2) and regular expressions (Section 2.3.3).

⇒ The properties specification process regarding the program ArithmeticExample is illustrated in Sections 2.3.2, 2.3.3, and 2.4.4.

2.3.2 LTL

The linear temporal logic (LTL) [Pnu77, MP91, MP92] has a broad application in model checking theory, and it can be used to represent programs events and states along time. Next, we give a brief overview of LTL operators and semantics according to the definitions presented in [BK08, MP91].

**Definition 2.3.1 — Logic Operators.** The unary logic operator for negation (¬), and the binary logic operators for conjunction (∧), disjunction (∨), implication (→), equivalence (↔) and exclusive or (⊕), can be applied to LTL formulas. Their usual meanings in propositional logics are preserved in LTL.
Definition 2.3.2 — Semantics Overview. Given a model σ and temporal formulas φ and γ, an inductive definition for the notion of a temporal formula φ holding at a position \( j \geq 0 \) in σ, denoted by \( (\sigma, j) \models \phi \) (satisfaction relation), is presented below.

\[(\sigma, j) \models \phi \iff s_j \models \phi, \text{ i.e., } \phi \text{ is evaluated locally using the interpretation given by } s_j\]

\[(\sigma, j) \models \neg \phi \iff (\sigma, j) \not\models \phi\]

\[(\sigma, j) \models \phi \lor \gamma \iff (\sigma, j) \models \phi \text{ or } (\sigma, j) \models \gamma\]

\[(\sigma, j) \models \circ \phi \iff (\sigma, j+1) \models \phi\] \(\text{Next operator}\)

\[(\sigma, j) \models \phi \land \gamma \iff \text{for some } k \geq j, (\sigma, k) \models \gamma, \text{ and for every } i \text{ such that } j \leq i < k, (\sigma, i) \models \phi\] \(\text{Until operator}\)

\[(\sigma, j) \models \bullet \phi \iff (\sigma, j-1) \models \phi\] \(\text{Previous operator}\)

\[(\sigma, j) \models \phi \land \gamma \iff \text{for some } k \leq j, (\sigma, k) \models \gamma, \text{ and for every } i \text{ such that } j \geq i > k, (\sigma, i) \models \phi\] \(\text{Since operator}\)

Definition 2.3.3 — Additional Temporal Operators. Additional LTL temporal operators can be defined using the operators that appeared in the LTL semantics overview.

\[\Diamond \phi = \text{True } \cup \phi\] \(\text{Eventually operator}\)

\[\Box \phi = \neg \Diamond \neg \phi\] \(\text{Always/Henceforth operator}\)

\[\phi \land \gamma = \Box \phi \lor (\phi \land \gamma)\] \(\text{Weak Until operator}\)

\[\lozenge \phi = \text{True } \circ \phi\] \(\text{Once operator}\)

\[\blacklozenge \phi = \neg \lozenge \neg \phi\] \(\text{Has-always-been operator}\)

\[\phi \land \gamma = \blacklozenge \phi \lor (\phi \land \gamma)\] \(\text{Weak Since/Back-to operator}\)

⇒ A more detailed definition of LTL, its syntax and semantics, can be viewed in Appendix B.

Specifying Properties in LTL

To illustrate the process of specifying a property in LTL, we use as an example properties concerning to the events of the program ArithmeticExample (Section 2.3.1). The events are: add1, reset and isZero.

Example 2.3.1 Property: “the method add1 must be called at least once during the program execution”.
This property states that there is at least one call to the method add1 for every program execution trace. Therefore, it can be specified in LTL using the eventually operator:

\[\Diamond \text{add1}\]

Example 2.3.2 Property: “when the method reset is called, the method isZero is called in the future, i.e., a reset method call is followed by a call to isZero”. It means that the occurrence of reset implies that isZero will eventually occur in the future. This can be specified in LTL using the implication and the eventually operators:

\[\text{reset } \rightarrow \Diamond \text{isZero}\]

2.3.3 Regular Expressions

According to Mitkov [Mit03], a regular expression describes a set of strings (i.e. a regular language) or a set of ordered pairs of strings (i.e. a regular relation). It can be easily converted to a
finite-state automaton that represents the language or relation it describes. Table 2.2 presents the operators that are commonly used to write regular expressions [Mit03, Pat].

**Definition 2.3.4 — Regular Expressions Events and Basic Symbols.** Consider a regular expression over a finite alphabet of events $\Sigma$. The events of a regular expression can be represented using the symbols: $\emptyset$, $\varepsilon$, $e \in \Sigma$.

The description of each symbol is presented in Table 2.1.

**Table 2.1: Regular Expression Basic Symbols**

| Symbol | Description       |
|--------|------------------|
| $\emptyset$ | Empty event     |
| $\varepsilon$ | Empty string    |
| $e$ | Event $e$ in alphabet $\Sigma$. |
| . | Any event of the alphabet $\Sigma$. |

**Definition 2.3.5 — Regular Expressions Operators.** Assuming that $e_1, e_2, \ldots, e_n$ are regular expressions, we can use them to generate new regular expressions by applying regular expression operators. Table 2.2 presents the set of regular expression operators that are used throughout this research thesis.

**Table 2.2: Regular Expression Operators**

| Operator | Description                                         |
|----------|-----------------------------------------------------|
| $(e_1)^*$ | Event $e_1$ occurs 0 or more times                   |
| $(e_1|e_2)$ | Event $e_1$ occurs or event $e_2$ occurs            |
| $(e_1;e_2)$ | Events $e_1$ and $e_2$ occur in sequence           |
| $[-e_1]$ | Any event can occur except $e_1$                    |
| $[-e_1,e_2,\ldots,e_n]$ | Any event can occur except $e_1, e_2, \ldots, e_n$ |
| $(e_1)?$ | Event $e_1$ occurs 0 or 1 time, i.e., either $e_1$ occurs or $\varepsilon$ occurs |

**Specifying Properties with Regular Expressions**

To illustrate the process of specifying a property with regular expressions, we use as an example the same properties that were presented in Section 2.3.2. These properties concern to the events `add1`, `reset` and `isZero` of the program `ArithmeticExample` (Section 2.3.1).

**Example 2.3.3** Property: “the method `add1` must be called at least once during the program execution”. This property states that there is at least one call to the method `add1` for every program execution trace. We can specify this behavior using regular expression symbols and operators:

$$[-add1]^*; add1; .^*$$

Analyzing the above expression, it states that any event (except `add1`) can occur 0 or more times before the occurrence of `add1`; and, after we observed the occurrence of `add1`, any other event can occur 0 or more times.
Example 2.3.4 Property: “when the method reset is called, the method isZero is called in the future, i.e., a reset method call is followed by a call to isZero”. It means that the occurrence of reset implies that isZero will eventually occur in the future. This behavior can be specified using regular expression operators as follows:

\[ (-\text{reset})^*; (\text{reset}; [-\text{isZero}]^*; \text{isZero}; [-\text{reset}]^*)^* \]

This expression states that first, any event (except reset) can occur 0 or more times. Then, the following pattern can occur 0 or more times: the method reset is followed by a future occurrence of isZero; any event may occur 0 or more times between reset and isZero, and the occurrence of isZero cannot be followed by 0 or more occurrences of reset that are not followed by other occurrences of isZero.

2.4 Specification Pattern System (SPS)

Specification patterns [DAC99, Pat] are parameterizable, high-level, formalism-independent specification abstractions defined for finite state verification. Their purpose is to assist practitioners in mapping descriptions of system behavior into their formalism of choice, improving the transition of these formal methods to practice. The patterns are divided in a few categories, and their instances can represent the majority of system specification properties. This result is interesting for our research, as this formal system restricts properties specification to a few patterns, but still preserves an expressiveness that allows the formal description of most of the system specification properties.

The next sections give a brief overview of this system. For a complete collection of specification patterns and their conversion to several specification languages, like LTL and regular expressions, please refer to [Pat].

2.4.1 Scopes

For each pattern, we must first define its scope. The scope is the extent of the program execution over which the pattern must hold, and is determined by specifying a starting and an ending state/event for the pattern. Dwyer et al. divided these scopes in five categories: global, before \( L \), after \( L \), between \( L \) and \( R \), and, after \( L \) until \( R \). \( L \) and \( R \) represent the states/events that limit the scope on the left-hand side and on the right-hand side respectively. A general description of each scope is presented next. It contains an informal definition of the scope – as defined by Dwyer et al. [DAC99, Pat] – and the scope characterization described by Salamah et al. [MGR04, SGRM05, SGRE11], which is used in our research to specify system properties.

**Global**

This scope comprises the entire program execution, including all the states in the computation.

![Figure 2.3: Global Scope](image)

**Global scope characteristics [SGRE11]**

1. The scope denotes the entire computation;
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2. The scope includes all the states in the computation;
3. The interval defined by the scope occurs once in a computation.

**Before R**

This scope comprises the program execution from the start of computation until the occurrence of R. The state/event R is not included in the defined interval, which occurs once in the computation.

![Figure 2.4: Before R Scope](image)

**Before R scope characteristics [SGRE11]**

1. The scope denotes a sub-sequence of states or events (an interval) that begins with the start of computation and ends with the state or event immediately preceding the event or state at which R holds for first time in the computation;
2. The interval does not include the state or event associated with R;
3. The interval defined by the scope occurs once in a computation;
4. One or more events (conditions) may be associated with R; a condition is a proposition and an event is a change in value of the proposition from one state to the next.

**After L**

This scope comprises the program execution that occurs after L holds. The state/event L is included in the defined interval, which occurs once in the computation.

![Figure 2.5: After L Scope](image)

**After L scope characteristics [SGRE11]**

1. The scope denotes a sub-sequence of states or events (an interval) that begins with the first event or state at which L holds and ends with termination of computation;
2. The interval includes the state or event associated with L;
3. The interval defined by the scope occurs once in a computation;
4. One or more events (conditions) may be associated with L; a condition is a proposition and an event is a change in value of the proposition from one state to the next.
Between L and R

This scope comprises any part of the execution from L to R. The interval defined by this scope includes the state/event L but it does not include the state/event R. And if L occurs more than once before R, multiple intervals may be defined during one program execution.

![Figure 2.6: Between L and R Scope](image)

**Between L and R scope characteristics [SGRE11]**

1. The scope denotes a sub-sequence of states or events (an interval) that begins when L holds and ends with the state or event immediately preceding the event or state at which R holds;
2. Event or condition L must hold and, at a different event or state in the future, R must hold;
3. The interval includes the state or event associated with L;
4. The interval does not include the state or event associated with R;
5. The interval defined by the scope may occur more than once in a computation;
6. Multiple intervals may be defined within an interval when L holds more than once before R holds;
7. One or more events (conditions) may be associated with L and R.

After L until R

This scope is similar to the scope between L and R. The difference is that the execution, which started after L have occurred, continues even if R does not occur.

![Figure 2.7: After L until R Scope](image)

**After L until R scope characteristics [SGRE11]**

1. The scope denotes a sub-sequence of states or events (an interval) that begins when L holds and ends either with the state or event immediately preceding the event or state at which R holds, or begins when L holds and ends with the termination of computation;
2. The interval includes the state or event associated with L;
3. The interval does not include the state or event associated with R;
4. The interval may repeat during a computation;
5. If L holds and R does not hold, the interval ends with termination of a computation;
6. The interval defined by the scope may occur more than once in a computation;
7. Multiple intervals may be defined within an interval when L holds more than once before R holds;
8. One or more events (conditions) may be associated with L and R.

2.4.2 Patterns

Patterns are parameterizable specification abstractions which can be mapped to various formalisms, including LTL and regular expressions. In their work, Dwyer et al. organized the patterns in a hierarchy based on their semantics (Figure 2.8). Although there are eight patterns in total, we used in our research five patterns: absence, universality, existence, precedence and response. We chose to work with these five patterns due to their simplicity and statistical evidence that they are the most used (Section 2.4.5). A brief description of the five patterns is presented next [DAC99, Pat, SGRE11].

![Pattern hierarchy](image)

**Figure 2.8: Pattern hierarchy, adapted from [DAC99, Pat]**

**Occurrence Patterns**

*Absence.* It states that a given state/event P does not occur within a scope.

![Absence pattern - Global scope](image)

**Figure 2.9: Absence pattern - Global scope**

*Universality.* It states that a given state/event P occurs throughout a scope.

![Universality pattern - Global scope](image)

**Figure 2.10: Universality pattern - Global scope**
**Existence.** It states that a given state/event $P$ must occur (at least once) within a scope.

![Figure 2.11: Existence pattern - Global scope](image)

**Order Patterns**

**Precedence.** A state/event $P$ must always be preceded by a state/event $T$ within a scope. $P$ cannot hold before $T$ holds, and $T$ may occur many times before the occurrence of $P$. Moreover, if $T$ holds, $P$ may not occur in the computation.

![Figure 2.12: Order Pattern: Precedence - Global Scope](image)

**Response.** A state/event $P$ must always be followed by a state/event $T$ within a scope. $P$ may occur many times before the occurrence of $T$ and, if $T$ holds, $P$ may or may not occur at a previous state in the computation.

![Figure 2.13: Order Pattern: Response - Global Scope](image)
2.4.3 SPS LTL formulas and Regular Expressions

The combinations of SPS patterns and scopes can be mapped to several specification languages and formal representations. Thus, to specify a property using the SPS, practitioners can choose the most suitable combination of pattern and scope in one of the available formal representations (the complete set of SPS mappings to various formalisms can be viewed in [Pat]). In our work, we used two representations of SPS: the SPS LTL formulas (Table 2.3) and the SPS regular expressions (Table 2.4). The LTL formulas were used in our study of properties testability (Part II), while the regular expressions were used with model checking (Part III). Although there is no direct conversion between LTL and regular expressions, they were both used to represent the same expected behavior. The validation of SPS LTL formulas and regular expressions was done through empirical evaluation.

Next, we present in Table 2.3 the LTL formulas for the patterns absence, existence, universality, precedence and response in all SPS scopes. For LTL basic concepts, please refer to Section 2.3.2.

Table 2.3: SPS - LTL formulas for Patterns and Scopes [Pat]

| Pattern  | Scope          | LTL Formula                          |
|----------|----------------|--------------------------------------|
| Absence (P) | Global          | □(¬P)                               |
|          | Before R        | ◻R → (¬P U R)                        |
|          | After L         | □(L → □(¬P))                        |
|          | Between L and R | (((L ∧ ¬R ∧ ◻R) → (¬P U R)))         |
|          | After L until R | □(L ∧ ¬R → (¬P W R))                |
| Existence (P) | Global          | ◻(P)                                |
|          | Before R        | ¬RW(P ∧ ¬R)                         |
|          | After L         | □(¬L ∨ ◻(L ∧ ◻P))                   |
|          | Between L and R | □((L ∧ ¬R → ¬RW(P ∧ ¬R)))           |
|          | After L until R | □(L ∧ ¬R → (¬R U (P ∧ ¬R)))         |
| Universality (P) | Global        | □(P)                                |
|          | Before R        | ◻R → (P U R)                         |
|          | After L         | □(L → □(P))                         |
|          | Between L and R | □((L ∧ ¬R ∧ ◻R) → (P U R))          |
|          | After L until R | □(L ∧ ¬R → (¬R U (P ∧ ¬R)))         |
| Precedence (T, P) (T Precedes P) | Global        | ¬PWT                                |
|          | Before R        | ◻R → (¬P U (T V R))                 |
|          | After L         | □¬L ∨ ◻(L ∧ (¬PWT))                 |
|          | Between L and R | □((L ∧ ¬R ∧ ◻R) → (¬P U (T V R)))   |
|          | After L until R | □(L ∧ ¬R → (¬P W(T V R)))           |
| Response (T, P) (T Responds to P) | Global        | □(P → ◻T)                           |
|          | Before R        | ◻R → (P → (¬R U (T ∧ ¬R))) U R      |
|          | After L         | □(L → □(P → ◻T))                    |
|          | Between L and R | □((L ∧ ¬R ∧ ◻R) → (P → (¬R U (T ∧ ¬R))) U R) |
|          | After L until R | □(L ∧ ¬R → ((P → (¬R U (T ∧ ¬R))) W R)) |
Below, we present Table 2.4, which contains the regular expressions for the patterns absence, universality, existence, precedence and response in all SPS scopes. Note that using regular expressions, we deal only with events in a finite execution context. However, regular expressions can be easily converted into automata representation, which is very useful for model checking.

Table 2.4: SPS - Regular Expressions for Patterns and Scopes [Pat]

| Pattern    | Scope            | LTL Formula                                      |
|------------|------------------|-------------------------------------------------|
| Absence (P) | Global           | $[-P]^*$                                        |
|            | Before R         | $[-R]^* | [-P, R]^*; R; .*$                             |
|            | After L          | $([-L]^*; (L; [-P]^*))?$                         |
|            | Between L and R  | $([-L]^*; L; -P, R]^*; R); [-L]^*; (L; [-R]^*)? |
|            | After L until R  | $([-L]^*; L; [-P, R]^*; R)^*; [-L]^*; (L; [-P, R]^*)? |
| Universality (P) | Global          | $[-N]^*$                                        |
|            | Before R         | $[-R]^* | [-N, R]^*); R; .*$                             |
|            | After L          | $([-L]^*; (L; [-L]^*; P)^?; [-N, L]^*; L; [-N]^*) |
|            | Between L and R  | $([-L]^*; P)^?; [-N, L]^*; L; [-N, R]^*; R)^*; [-L]^*; (L; [-R]^*)? |
|            | After L until R  | $([-L]^*; P)^?; [-N, L]^*; L; [-N, R]^*; R)^*; ([-L]^* | ([-L]^*; P)^?; [-N, L]^*; L; [-N, R]^*; R)^* |
| Precedence (T, P) | (T Precedes P) | Global                                          |
|            | Before R         | $[-R]^* | ([T, P]^*; T; .*$                             |
|            | After L          | $([-L]^*; (L; (-P)^* | ((-T, P)^*; T; .*))])? |
|            | Between L and R  | $([-L]^*; L; [-P, P]^*; [-R]^*; R)^*; [-L]^*; (L; [-R]^*)? |
|            | After L until R  | $([-L]^*; L; [-P, P]^*; [-R]^*; R)^*; [-L]^*; (([-P]^* | ((-T, P)^*; T; .*))])? |
| Existence (P) | Global          | $[-P]^*; P; .*$                                 |
|            | Before R         | $[-R]^* | [-P, R]^*); P; .*$                             |
|            | After L          | $([-L]^*; (L; [-P]^*; P; .*))? |
|            | Between L and R  | $([-L]^*; L; [-P, R]^*; [-R]^*; R)^*; [-L]^*; (L; [-R]^*)? |
|            | After L until R  | $([-L]^*; L; [-P, R]^*; [-R]^*; R)^*; [-L]^*; ([-L]^* | ([-L]^*; P; [-R]^*)? |
| Response (T, P) | (T Responds to P) | Global                                          |
|            | Before R         | $[-R]^* | ([T, P]^*; P; [-P]^*; T; [-P]^*)* |
|            | After L          | $([-L]^*; (L; [-P]^*; P; [-T]^*; T; [-P]^*)*? |
|            | Between L and R  | $([-L]^*; (L; [-P, R]^*; P; [-T]^*; T; [-P, R]^*)*? |
|            | After L until R  | $([-L]^*; (L; [-P, R]^*; P; [-T, R]^*; T; [-P, R]^*)*; R; [-L]^*); (L; [-R]^*)? |

**Remark about Regular Expressions for the Universality Pattern.** As we could observe in Table 2.4, the regular expressions for the universality pattern use the letter N. This letter is used to represent the negative event. As stated in [Pat]:

---

*Some content may be abridged or simplified for brevity.*
“Specifying universality in an event-based formalism requires the identification of complementary events. The positive event, $P$, is defined such that after an occurrence of $P$ states have the property. The negative event, $N$, is defined such that after an occurrence of $N$ states fail to have the property. Then we define universality throughout a scope as having seen a $P$ prior to the beginning of the scope with no $N$ until after the close of the scope.”

### 2.4.4 Specifying Properties using SPS

Previously, we have shown how to specify properties using LTL and regular expressions (Sections 2.3.2 and 2.3.3). In this section, we show how the SPS simplifies this process: now, even if a developer is not an expert in LTL and regular expressions, he or she can specify properties in these formalisms using the formulas that are provided by SPS. The only requirement is to identify the SPS pattern and scope that are most suitable for the property.

Recalling the program ArithmeticExample (Section 2.3.1), we specify the same properties that were presented in Sections 2.3.2 and 2.3.3, and specify one additional property using SPS LTL formulas and regular expressions. These properties concern to the program events add1, reset and isZero.

**Example 2.4.1** Property: “the method add1 must be called at least once during the program execution”. This property states that there is at least one call to the method add1 for every program execution trace. This property can be specified in LTL using the existence pattern (global scope) of Table 2.3: $\Box P$. Replacing $P$ by add1 in the formula, we have the specification of the property:

$$\Box \text{add1}$$

**Example 2.4.2** Property: “when the method reset is called, the method isZero is called in the future, i.e., a reset method call is followed by a call to isZero”. To specify this property as a regular expression, we use the response pattern (global scope) of Table 2.4:

$$[-P] \ast ; (P; [-T] \ast ; T; [-P] \ast ) \ast$$

Replacing $P$ by reset and $T$ by isZero, we get the property specification:

$$[-\text{reset}] \ast ; (\text{reset}; [-\text{isZero}] \ast ; \text{isZero}; [-\text{reset}] \ast ) \ast$$

**Example 2.4.3** Property: the value of $x$ is checked at least once after the reset method is called. In this property, we have a scope that is limited by the occurrence of reset. Within this scope, there is at least one call to isZero to check the value of $x$. Therefore, to specify this property, we have the existence pattern for $P = \text{isZero}$ and, the after $L$ scope for $L = \text{reset}$. Using the formula for the existence pattern (after $L$ scope) from Table 2.3, we get the specification of the property in LTL by replacing $P$ for isZero and $L$ for reset:

$$\Box (\neg (\text{reset}) \lor \Box (\text{reset} \land \Diamond \text{isZero}))$$

And using the same approach for the existence pattern (after $L$ scope) formula from Table 2.4, we can represent the same property using a regular expression:

$$[-\text{reset}] \ast ; (\text{reset}; [-\text{isZero}] \ast ; \text{isZero}; .)$$
2.4.5 Statistical Data and Evidences

To demonstrate that with the SPS software developers could express most of the system properties specification formally, even if they are not experts in formal methods and techniques, the SPS authors carried out a survey in which 555 specification examples were analyzed. Table 2.5 presents the data collected.

Table 2.5: Totals for Patterns/Scopes, as presented in [DAC99].

| Patterns | Absence | Universality | Existence | Bound Exist | Response | Precedence | Resp. Chain | Prec. Chain | UNKNOWN | Total |
|----------|---------|--------------|-----------|-------------|----------|------------|-------------|-------------|---------|-------|
|          | 41      | 110          | 12        | 0           | 241      | 25         | 8           | 1           | 44      | 438   |
|          | 5       | 1            | 4         | 0           | 1        | 0          | 0           | 0           | 0       | 8     |
|          | 12      | 1            | 8         | 1           | 0        | 0          | 0           | 0           | 1       | 25    |
|          | 18      | 2            | 8         | 0           | 0        | 0          | 0           | 0           | 1       | 29    |
|          | 9       | 1            | 1         | 0           | 0        | 0          | 0           | 0           | 1       | 11    |
|          | 85      | 119          | 26        | 1           | 245      | 26         | 8           | 1           | 44      | 555   |

The empirical evidences that were found – 92% (or 511/555) of the examples analyzed matched one of the SPS patterns – confirmed the fact that the majority of properties specification could be expressed as instances of the patterns and scopes described in the specification system proposed by Dwyer et al. Furthermore, the data presented that most of the specification examples used the global scope and the patterns response, universality, absence, existence and precedence, which correspond to the patterns that we chose to work with in our research. Figure 2.14 shows the percentage of scope and pattern occurrences in the specification examples that were analyzed on the survey.

![Figure 2.14: Graphs with the percentage of scope and pattern occurrences according to the data presented in [DAC99]](attachment:image)
2.5 Conclusion

This research is inserted in the context of programs formal verification (Section 2.1). The main objective of the work is to assist practitioners in the process of specifying a property in a formal specification language, and then, help in the verification of the specified properties against the system implementation to certify whether the property was satisfied by the program behavior. Particularly, we are interested in working with model checkers, which can provide valuable information even when the property is not satisfied by the system implementation (Section 2.1.1).

As we could observe, it is essential to have good properties to check if the program behaves according to the specification. But there are infinite possibilities to write system properties concerning to its specification. Therefore, we must determine our “properties universe” to have a starting point to work with properties specification. After reviewing related work regarding this subject, we realized that the concept of test purpose (Section 2.2) can be used for this objective, hence, every property we consider in our research is a test purpose (Section 2.2.1).

Having defined our properties universe, the next step was to handle the process of property specification. For this purpose, we described LTL and regular expressions, presenting the basic concepts of each specification language. We use both of them to specify system properties (Section 2.3). LTL (Section 2.3.2) has been widely used to design sequential and concurrent systems, and to specify system properties in model-checking algorithms [BK08, MP90]. Since we work in the context of programs with finite execution, the expressiveness of the LTL fit the requirements of our research, although we have more expressive specification languages (e.g. Computational Tree Logic (CTL). Due to its large use in model checking theory and program specification, the LTL was suitable for our theoretical research, which deals with linear temporal properties classification and properties testability. This topic is more explored in Part II. On the other hand, regular expressions (Section 2.3.3) are more associated with events traces. Using sets of strings, we can represent execution traces we want to observe in a formal verification. In our case, regular expressions are especially useful to represent system properties in practice, since we can use them to check whether a program satisfies the specified property execution trace. Additionally, a regular expression can be easily converted to a minimal DFA, which can be applied in model checking to monitor the verification process of a property. The use of regular expressions in our research is further discussed in Part III.

Since we make use of both LTL and regular expressions to represent system properties in a formal manner, it was crucial to have a systematic way to specify properties using these formalisms. The Specification Pattern System (SPS), which was proposed by Dwyer et al. [DAC99], can be used for this purpose (Section 2.4). It reduces the complexity of the properties specification process by defining scopes and general patterns that can be instantiated to specify a system property. Even though we found similar approaches for property specification (Section 1.3), we decided to keep our research focused on the SPS since it can be mapped to both LTL and regular expressions, and it can be applied to simplify properties specifications in the domain of Java programs with finite execution. The use of LTL and regular expressions in our research was discussed in Section 2.3. The domain of our research is justified due to our study regarding SPS and the testability concept; this study, which aims to establish a connection between the SPS and testable properties to create a test purposes classification, is presented in Part II.

Researchers have also developed tools based on the SPS. The most similar to our work is the Prospec [MGR04]. It provides a user-friendly interface to define properties in LTL using the SPS. Since we also use LTL in the specification of properties, we used Prospec as an inspiration for our own tool development. The similarities and differences between the Prospec and our work are further discussed in Chapter 6. Moreover, we refer to Prospec in our testability study (Section 4.7 and Appendix C), due to its use of a new set of LTL formulas to represent SPS patterns and scopes.
II—Properties Testability
In this chapter, we present the study about the testable properties classification and how they can be used with the SPS (Section 2.4). First, we describe the concept of properties testability. Then, we present the classification of LTL properties and the classes of properties that are actually testable. For those properties classes, we present the SPS patterns that can represent each of them regarding the global scope. Finally, we summarize the achieved results and we briefly discuss the scientific contributions concerning to this theoretical study.

3.1 Properties Testability

Nahm et al. [NGH93] presented in their work the notion of properties testability by determining the set of linear temporal properties that can be actually tested on a given IUT. According to them [NGH93, FFJ10], considering a finite test execution $\sigma$ and a property $p$ that is represented by a temporal formula $\varphi$, we can conclude that $\varphi$ is testable if at least one of the four relations between the set of executions satisfying $\varphi$ and the set of (finite or infinite) executions that could be produced by continuations of $\sigma$ holds. Naming the set of $\varphi$ execution sequences as $\text{Tr}(\varphi)$ and the set of IUT execution sequences as $\text{Tr}(\text{IUT})$, we can describe these four relations as [NGH93, FFJ10]:

- $R_1$ - $\text{Tr}(\text{IUT}) \subseteq \text{Tr}(\varphi)$. Is the set of execution sequences of the IUT included in the set of execution sequences described by the property?
- $R_2$ - $\text{Tr}(\varphi) \subseteq \text{Tr}(\text{IUT})$. Is the set of execution sequences described by the property included in the set of execution sequences of the IUT?
- $R_3$ - $\text{Tr}(\varphi) = \text{Tr}(\text{IUT})$. Is the set of execution sequences of the IUT equal to the set of execution sequences described by the property?
- $R_4$ - $\text{Tr}(\varphi) \cap \text{Tr}(\text{IUT}) = \emptyset$. Do the set of execution sequences of the IUT and the set of execution sequences described by the property intersect?

The set of properties that are testable was determined by Nahm et al. using the Safety-Progress classification or the Borel Hierarchy [MP90]. This classification and the set of testable properties are presented in Sections 3.2 and 3.3.1, respectively.
3.2 Linear Temporal Properties Classification

Linear temporal (LT) properties can be categorized according to two main classifications: the *Safety-Liveness (SL) classification* (Figure 3.1(a)) [Lam77] and the *Safety-Progress (SP) classification* (Figure 3.1(b)), also known as the *Borel Hierarchy* [MP90]. The first does the partitioning of properties into three main categories: safety properties, liveness properties, or none of them. The latter, instead of partitioning the properties domain, classifies the properties using a hierarchy composed by the following classes: safety properties, guarantee properties, obligation properties, recurrence properties, persistence properties and reactivity properties.

The main difference between the SL classification and the SP classification is the manner used to express non-safety properties. While the first divides them in the partitions of liveness properties or properties that are neither safety nor liveness properties, the latter provides a more refined classification by using a hierarchy of classes. A hierarchical classification does not use partitions; for instance, in the SP classification some non-safety classes contain the safety class. The finer grain classification provided by the Borel Hierarchy allows the use of linear temporal formulas to properly express, besides the safety class, the non-safety classes. Due to this fact, the SP classification was used in the study of the properties testability [NGH93, FFJ10].

The next sections present the SL classification and the SP classification of LT properties. For basic concepts of LTL, refer to Chapter B.

3.2.1 SL Classification

The Safety-Liveness (SL) classification (Figure 3.1(a)) [Lam77] divides the LT properties domain in four categories: safety properties and invariants, liveness properties, safety and liveness properties, and properties that are neither safety nor liveness properties. Each category is described next [BK08, MP90].

**Definition 3.2.1 — Safety Properties and Invariants.** A safety property states that some bad thing never happens. A particular kind of safety properties is named *invariants* [BK08]. The invariants are LT properties that require that a given condition holds for all reachable states of a program model.
3.2 Linear Temporal Properties Classification

**Definition 3.2.1 — Safety Properties.** A safety property states that some condition should be maintained continuously. LT Representation. The canonical LT formula that expresses a safety property is: $\Box \varphi$, where $\varphi$ is a past formula.

**Definition 3.2.2 — Liveness Properties.** A liveness property states that some good thing eventually happens. LT Representation. The liveness formula is given by: $\Diamond \left( \bigvee_{i=1}^{n} (\varphi_i \land 3 \gamma_i) \right)$, where $\gamma_i$ are satisfiable future formulas and $\varphi_i$ are past formulas such that $\Box (\bigvee_{i=1}^{n} \varphi_i)$ is a valid formula, $0 < i \leq n$.

**Definition 3.2.3 — Safety and Liveness Properties.** There is only one kind of property located in the intersection of the safety and liveness properties. It is the nonrestrictive type, which allows all possible behaviors. Properties that belong to this class are the trivial properties of the empty sets and set of all computations. LT Representation. The nonrestrictive property is the equivalent of true.

**Definition 3.2.4 — Properties that are neither Safety nor Liveness Properties.** These properties do not fit into the safety partition and into the liveness partition. They cannot be represented by a general LT formula.

An important remark is that safety properties constrain the system finite behaviors and usually represent conditions that should be continuously maintained by the system. On the other hand, the liveness properties constrain the system infinite behaviors and represent conditions whose eventual or repeated occurrence must be guaranteed.

### 3.2.2 SP Classification

The Safety-Progress (SP) classification or the Borel Hierarchy (Figure 3.1(b)) [MP90] categorizes the LT properties in six categories that are organized in a hierarchical manner: safety properties, guarantee properties, obligation properties, recurrence properties, persistence properties and reactivity properties. Each category will be described using the syntactic LTL view and the automata view. Therefore, we describe some automata concepts first; after that, we describe the SP classes.

#### Some Automata Concepts

This section presents some concepts used to define the classes of the Borel hierarchy using the automata-view [FFJ+10, MP90].

**Streett Automaton.** A Streett automaton is a tuple $(Q, q_0, T, L)$, where:
- $Q$ is a finite set of automaton states;
- $q_0$ is an initial automaton state;
- $T = \{ t(q_i, q_j) \mid q_i, q_j \in Q \}$ is a set of transition conditions. The transition $t(q_i, q_j)$ states that the automaton may proceed from the state $q_i$ to $q_j$.
- $L = (R_1, P_1), (R_2, P_2), \cdots, (R_k, P_k)$ is a finite list of acceptance sets. For $1 \leq i \leq k$, $R_i \subseteq Q$ and $P_i \subseteq Q$ are the sets of recurrent and persistent states, respectively. Moreover, we use $\bar{R}_i$ and $\bar{P}_i$ to denote the set of non-recurrent and of non-persistent states, respectively.

**Plain Automaton.** It is a 1–automaton, where we refer to $R_1$ and $P_1$ as $R$ and $P$, respectively.
**Reach**\( (q) \). It is the set of reachable states from the state \( q \). It can be formally defined as:
\[
\text{Reach}(q) = \{q' \in Q \mid \exists t(q, q')\}.
\]

**CoReach**\( (X) \). It is the set of co-reachable states from \( X \subseteq Q \). It is formally defined as:
\[
\text{CoReach}(X) = \{q \in Q \mid \text{Reach}(q) \cap X \neq \emptyset\}.
\]

---

**SP Classes**

The six categories of LT properties are presented next: safety, guarantee, obligation, recurrence, persistence and reactivity. For each class, an informal description is given, followed by its LT and automata representation [CMP92, FFJ\textsuperscript{+}10, MP90, NGH93].

**Definition 3.2.5 — Safety.** This property states that some bad thing *never* happens (Section 3.2.1).

**LT Representation.** The canonical LT formula that expresses a safety property is: \( \square \varphi \), where \( \varphi \) is a past formula. This canonical formula states that all positions in a computation satisfies \( \varphi \). Another interesting example of safety property is represented by the basic precedence formula: \( \square(\gamma \rightarrow \diamond \varphi) \), where \( \varphi \) and \( \gamma \) are past formulas. The basic precedence states that if \( \gamma \) ever occurs, then it must be preceded by \( \varphi \).

**Automata Representation (Figure 3.2).** The safety property is represented by a plain automaton with no recurrent states \( (R = \emptyset) \) and no transitions from a non-persistent state to a persistent state \( (\bar{P} \not\rightarrow P) \). Therefore, the run of a safety automaton is accepting if and only if all the states in the run belong are in the set \( P \).

![Figure 3.2: Safety - Streett Automaton Syntactic Restrictions (adapted from [FFJ\textsuperscript{+}10]).](image)

**Definition 3.2.6 — Guarantee.** Guarantee. A guarantee property states that some good thing occurs *at least once*.

**LT Representation.** The canonical LT formula that expresses a guarantee property is: \( \diamond \varphi \), where \( \varphi \) is a past formula. This canonical formula states that at least one position in a computation satisfies \( \varphi \).

**Automata Representation (Figure 3.3).** The guarantee property is represented by a plain automaton with no persistent states \( (P = \emptyset) \) and no transitions from a recurrent state to a non-recurrent state \( (\bar{R} \not\rightarrow \bar{R}) \). Thus, this automaton is accepting if and only if finitely many of the states appearing in the run are in the set \( \bar{R} \).

![Figure 3.3: Guarantee - Streett Automaton Syntactic Restrictions (adapted from [FFJ\textsuperscript{+}10]).](image)

**Definition 3.2.7 — Obligation.** An obligation property is expressed by a disjunction of safety and guarantee formulas.
3.2 Linear Temporal Properties Classification

**LT Representation.** A simple obligation formula is: \( \Box \varphi \lor \Diamond \gamma \), where \( \varphi \) and \( \gamma \) are past formulas. It states that either \( \varphi \) holds at all positions of a computation or \( \gamma \) holds at some position. The general formula is: \( \land_{i=1}^{n} (\Box \varphi_i \lor \Diamond \gamma_i) \).

**Automata Representation.** The obligation property is represented by a \( k \)-automaton such that for \( 1 \leq i \leq k \), there is no transition from \( P_i \) to \( P_i \) and from \( R_i \) to \( \overline{R}_i \) (\( P_i \not\rightarrow P_i, R_i \not\rightarrow \overline{R}_i \)). The 1-obligeation automaton is denoted as the simple obligation automaton. The definition of the obligation automaton states that once it exits \( P_i \) it can never reenter \( P_i \) again; and, once it enters \( R_i \) it can never get out.

**Definition 3.2.8 — Recurrence.** A recurrence property states that some good thing occurs infinitely often.

**LT Representation.** The canonical LT formula that expresses a recurrence property is: \( \Box \Diamond \varphi \), where \( \varphi \) is a past formula. This canonical formula states that infinitely many positions in the computation satisfy \( \varphi \).

**Automata Representation (Figure 3.4).** The recurrence property is represented by a plain automaton with no persistent states (\( P = \emptyset \)).

![Figure 3.4: Recurrence - Streett Automaton Syntactic Restrictions (adapted from [FFJ+ 10]).](image)

**Definition 3.2.9 — Persistence.** A persistence property states that some good thing occurs continuously from a certain point on.

**LT Representation.** The canonical LT formula that expresses a recurrence property is: \( \Diamond \Box \varphi \), where \( \varphi \) is a past formula. This canonical formula states that all but finitely many positions in the computation satisfy \( \varphi \).

**Automata Representation (Figure 3.5).** The persistence property is represented by a plain automaton with no recurrent states (\( R = \emptyset \)).

![Figure 3.5: Persistence - Streett Automaton Syntactic Restrictions (adapted from [FFJ+ 10]).](image)
**Definition 3.2.10 — Reactivity.** A reactivity property is expressed by a disjunction of recurrence and persistence formulas.

**LT Representation.** A simple reactivity formula is: $\Box \Diamond \varphi \lor \Box \Diamond \gamma$, where $\varphi$ and $\gamma$ are past formulas. It states that either the computation contains infinitely many $\varphi$ positions, or all but finitely many of its positions are $\gamma$ positions. The general formula is: $\bigwedge_{i=1}^{n} \Box \Diamond \varphi_i \lor \Box \Diamond \gamma_i$.

**Automata Representation.** The reactivity property is the most general property. It is represented by an unrestrictive automaton.

In addition, Manna and Pnueli [MP90] discuss these hierarchy classes through other views besides the temporal logic view and the automata view: a language-theoretic view and a topological view. Particularly, in our work we are interested in the temporal logic and automata views since we are using the LTL specification language and the model checking technique.

### 3.3 Testable Properties

Studying the testability (Section 3.1) of the classes defined by the SP classification [MP90], Nahm et al. [NGH93] reached the conclusion that the safety and the guarantee properties are testable. According to them, we can find relations between the execution sequences of a property $\varphi$ ($\text{Tr}(\varphi)$) and the execution sequences of an IUT ($\text{Tr}(\text{IUT})$) in safety and in guarantee properties. These relations allow us to know, under certain conditions, when a safety property (or a guarantee property) fails.

The results obtained by Nahm et al. were formalized and extended by Falcone et al. [FFJ+10]. In their study, Falcone et al. analyzed the testability relation $\text{Tr}(\text{IUT}) \subseteq \text{Tr}(\varphi)$ (Section 3.1) and concluded that under certain conditions obligation, persistence and recurrence properties are also testable, besides the safety and guarantee properties.

These SP classification classes can produce a **fail** verdict if the conditions described in Table 3.1 are observed during test execution. These conditions are described in the automata-view of properties (Section 3.2.2)[MP90], and the term $A_\varphi$ represents the Streett automaton associated with the temporal formula $\varphi$ that expresses a property.

| Property Class | Automata Representation | Testability Condition |
|----------------|------------------------|-----------------------|
| Safety         | $R = \emptyset$, $P \not\rightarrow P$ | $P \neq \emptyset$ |
| Guarantee      | $P = \emptyset$, $R \not\rightarrow \bar{R}$ | $\bar{R}\setminus \text{CoReach}_{A_\varphi}(R) \neq \emptyset$ |
| Obligation     | for $1 \leq i \leq k$, $\bar{P}_i \rightarrow P_i$, $R_i \not\rightarrow \bar{R}_i$ | $\bigcup_{i=1}^{k} (\bar{P}_i \cap \bar{R}_i \setminus \text{CoReach}_{A_\varphi}(R_i) \neq \emptyset)$ |
| Recurrence     | $P = \emptyset$ | $\bar{R}\setminus \text{CoReach}_{A_\varphi}(R) \neq \emptyset$ |
| Persistence    | $R = \emptyset$ | $\bar{P}\setminus \text{CoReach}_{A_\varphi}(P) \neq \emptyset$ |

Although they stated the conditions for a **fail** verdict, the conditions for a **pass** verdict were not defined. According to Falcone et al., this occurs because the tester may not know the whole set of $\text{Tr}(\text{IUT})$. However, concerning to a single execution sequence of the IUT, a **weak-pass** verdict can be established. The weak-pass verdict occurs when an execution sequence of the program positively determines the property $\varphi$, i.e., it satisfies $\varphi$ and every finite or infinite continuation of this sequence also satisfy $\varphi$. Thus, the weak-pass verdict guarantees that the IUT exhibits behaviors that will satisfy the property $\varphi$. Table 3.2 presents the conditions for each property class to produce a weak-pass verdict. These conditions are dual to the conditions for a fail verdict (Table 3.1).
Table 3.2: Testable Properties Classes and the Conditions for a Weak-Pass Verdict [FFJ+10]

| Property Class | Automata Representation | Testability Condition |
|----------------|-------------------------|-----------------------|
| Safety         | $R = \emptyset, \bar{P} \nrightarrow P$ | $P \setminus \text{CoReach}_{A, \psi}(\bar{P}) \neq \emptyset$ |
| Guarantee      | $P = \emptyset, R \nrightarrow \bar{R}$ | $\bar{R} \neq \emptyset$ |
| Obligation     | for $1 \leq i \leq k$, $\bar{P}_i \nrightarrow P_i, R_i \nrightarrow \bar{R}_i$ | $\bigcup_{i=1}^{k} (P_i \setminus \text{CoReach}_{A, \psi}(\bar{P}_i) \cup R_i \neq \emptyset)$ |
| Recurrence     | $P = \emptyset$ | $R \setminus \text{CoReach}_{A, \psi}(\bar{R}) \neq \emptyset$ |
| Persistence    | $R = \emptyset$ | $P \setminus \text{CoReach}_{A, \psi}(\bar{P}) \neq \emptyset$ |

Analyzing the results obtained by Nahm et al. and Falcone et al., we can conclude that the safety and guarantee properties are testable; and, the obligation, recurrence and persistence properties are also testable under certain conditions.

3.3.1 Testable Properties Representation in SPS (Global Scope)

In our work, we want to relate the testable properties to the SPS (Section 2.4) so that we can define testable properties using abstract patterns. A remark about the researches on testability is that they consider both finite and infinite executions. Since we use the SPS representations in LTL and regular expressions, we decided to focus our research only on programs with finite executions. Therefore, we are considering in this study only the properties that can be tested and/or verified in programs with finite execution. These properties follow the finite trace semantics of LTL (Section B.4).

For a preliminary analysis, we are going to consider the properties satisfied in the whole program execution, i.e., properties that are satisfied under the SPS global scope. An example of a property specification within this scope can be found in Section 2.4.4.

The work by Nahm et al. [NGH93] establishes that safety and guarantee properties are testable. Hence, considering the LT representation of these classes (Section 3.2.2) and the SPS (Table 2.3) we can conclude that the safety properties can be represented by the patterns: universality, absence and precedence; and the guarantee properties can be represented by the existence pattern.

In addition, considering the results of Falcone et. al. [FFJ+10] that some obligation, recurrence and persistence properties are also testable under certain conditions, we have studied how these properties classes can be represented in SPS. The obligation class and the persistence class do not have a direct representation in the SPS, hence they are not discussed here anymore. The recurrence class can be represented by the SPS response pattern. Analyzing the conditions needed to produce verdicts for recurrence properties, we have that:

- A fail verdict is produced if the final state of the execution sequence is a non-recurrent state of the Streett automaton associated with the property, and all the possible continuations of this sequence are also non-recurrent states. Since the automaton does not have persistent states and the accepting states are only recurrent states, the recurrence property is not satisfied.
- A weak-pass verdict is produced if we can observe that the final state of the execution sequence is a recurrent state of the Streett automaton associated with the property, and all the possible continuations also satisfy the recurrence property.

Considering that in model checking we know (or at least we can establish) the set of execution sequences that are verified against a property, we can check for each execution sequence if it produces a weak-pass verdict or a fail verdict. If one fail verdict is obtained during the verification, we can conclude that the property was violated. In addition, since we are dealing with finite execution programs, we can observe whether the IUT finite execution sequences satisfy (violate)
the property within the SPS scope. Thus, combining the fact that we are considering a set of known execution sequences, and that these execution sequences are finite and can be checked within the SPS scopes, we conclude that weak-pass and fail verdicts are sufficient conditions to show that the IUT satisfies or not a recurrence property. For this reason, we conclude that the recurrence property represented by the SPS response pattern is testable.

The complete set of testable properties that can be represented using the SPS patterns in the global scope is presented in Table 3.3, where P and T represent the program states/events that can be expressed using temporal formulas. A study about the properties testability in the other SPS scopes is presented in the next section.

Table 3.3: Testable Properties Classes x SPS (Global Scope)

| Property Class | SPS Pattern | LTL Formula |
|----------------|-------------|-------------|
| Safety         | Universality (P) | □P         |
|                | Absence (P) | □(¬P) ≡ ¬(◊P) |
|                | Precedence (T,P) | □(P → ◊T) ≡ ¬P W T |
| Guarantee      | Existence(P) | ◊P         |
| Recurrence     | Response (T,P) | □◊(¬P B T) ≡ □(P → ◊T) |

3.3.2 Testable Properties Representation in SPS (Other Scopes)

Despite the fact that the global scope is the most used scope when defining a property (Section 2.4.5), the other scopes are useful to describe the system requirements in practice [Pat]. This is because they restrict the IUT execution that should be considered to observe if a test purpose is satisfied or violated by the program. To illustrate the importance of these properties, we present two examples of their use, based on the methods presented in Section 2.3.1. The three methods of this example perform arithmetic operations with the integer variable x: (i) reset assigns to the variable x the value 0; (ii) isZero checks whether the value of x is zero; and, (iii) add1, which adds 1 to the value of x.

Example 3.3.1 Suppose that we want to check the value of x at least once after the reset method is called. Therefore, to specify this property, we have the existence pattern for P = isZero; and, the after L scope for L = reset. Using the formula from Table 2.3, we get the following LTL property:

□(¬(reset) V ◊(reset ∧ ◊isZero))

Example 3.3.2 Suppose that we want to specify a property that checks if after the reset method is called, the isZero method is called at least once until the add1 method is called. In this case, we have the existence pattern for P = isZero; and, the after L until R scope for L = reset and R = add1. Using the formula from Table 2.3, we get the following statement:

□(reset ∧ ¬(add1)) → (¬(add1) U (isZero ∧ ¬(add1))))

Remember that the SPS scope restricts the IUT execution that must be observed to decide whether a property is satisfied by the system or not, therefore, we consider only the observable execution sequences within the scope to reach a property verdict.
3.4 Conclusion

Testability Analysis of SPS Formulas (Other Scopes)

As we could observe in Table 3.3, the SPS patterns formulas of the testable properties classes in the global scope correspond to their canonical formulas. The formulas for the different scopes do not fit the canonical formulas [DAC99, MP92], as we can observe in Sections 2.4.3 and 3.2.2. Therefore, we conducted a study to verify whether these formulas for different scopes preserve the properties testability of the canonical formulas. In Chapter 4 we present this complete study, including the proof sketches for each formula that allowed us to conclude that the formula keeps the testability of the canonical formula. The result of this study is that all formulas of SPS patterns (absence, universality, existence, precedence and response) in the SPS scopes (before R, after L, between L and R, and after L until R) preserve the testability of their corresponding canonical formulas (SPS formulas for the global scope). Therefore, the properties that were presented in the previous examples (Examples 3.3.1 and 3.3.2) are also testable.

Remark. The conclusion we reached in Sections 3.3.1 and 3.3.2 is that the LTL formulas for SPS patterns (absence, universality, existence, precedence and response) in the SPS scopes (global, before R, after L, between L and R, and after L until R) can specify testable properties. The proof for the formulas in the global scope is reached directly (Section 3.3.1, Table 3.3); and, for the formulas concerning to the other scopes, the proof is presented in Chapter 4.

3.4 Conclusion

In this chapter, we addressed the problem of finding a classification for test purposes (Section 2.2) based on the concept of testable properties. Initially, we presented the concept of properties testability (Section 3.1), which establishes a connection between program traces and properties verification traces to determine the test purposes that can give a success/fail verdict. After that, a description of the linear temporal properties classification – Safety-Liveness (SL) classification and Safety-Progress (SP) classification – was presented. This latter classification was used to study the classes of testable properties. Finally, by connecting the testability concept to the SPS (Section 2.4), we could establish a set of patterns that can be used to specify testable properties (Table 3.3). In this set, we have the patterns of universality, absence, precedence, existence and response in their canonical formulas (global scope) and in their formulas for local scopes (before R, after L, between L and R, and after L until R). As we could observe in Section 3.3, the connection of SPS patterns in the global scope with the testability concept can be reached directly; however, for the local scopes, a deeper study was required to check whether this result could be extended to those formulas. The study for the local scopes is presented in Chapter 4.

The set of SPS patterns that was achieved in our analysis, which is restricted for programs with finite execution, is our test purposes classification. Although we have this restriction, our proposed test purposes classification simplifies the process of specifying a test purpose, in comparison to works that generates test purposes from a system [dSM06, WFW09]. In addition, it guarantees that the specified properties are testable, thus providing a success/fail verdict when verified against a program with a model checker.
According to Table 3.3, the SPS patterns formulas of the testable properties classes in the global scope correspond to their canonical formulas in the Borel Hierarchy (Section 3.2.2). Therefore, the conclusion that the safety class (patterns: universality, absence, precedence), the guarantee class (pattern: existence), and the recurrence class (pattern: response) are testable in the global scope can be reached directly. However, the formulas for the different scopes do not fit the canonical formulas [DAC99, MP92]. Thus, we need to study if these formulas keep the properties testability in order to guarantee that a property specified using the universality pattern in the scope after $L$ is still a safety property, for instance. In this study, we analyzed the SPS formulas (Table 2.3) to certify that, besides keeping the properties testability, they have the same semantics.

The study covers the SPS patterns that are able to represent the testable properties classes. For each pattern, we analyzed the LTL formulas in the scopes before $R$, after $L$, between $L$ and $R$, and after $L$ until $R$, using the definitions provided by LTL syntax and semantics (Sections B.2 and B.3). Moreover, we used the following statements in our analysis:

**States/Events.** The following states/events are used in the analyzed LTL formulas:

- L and R represent the states/events used to limit the scope;
- P and T are used to represent the states/events that should occur in a pattern.

All of these states/events can be represented using temporal formulas.

**Remark 1.** In our study of properties testability, when we deal with logical implication ($\varphi_1 \rightarrow \varphi_2$, Definition B.3.7) in our analysis (proof sketch) we consider only the situation in which both parts of the implication, $\varphi_1$ and $\varphi_2$ are true. Since we are dealing with scope definitions, if $\varphi_1$ is false then an occurrence of an state/event like L, R, P or T defined in $\varphi_1$ would not happen. But we need them to occur, otherwise, the scope definition would be incomplete. The same occurs to $\varphi_2$.

**Remark 2.** Although R and/or L may occur more than once according to some formulas in scopes before $R$ and after $L$, only the first occurrence of the state(s)/event(s) that limit the interval is considered. This restriction apply since the interval defined in these scopes must occur once (Sections 2.4.1 and 2.4.1).
4.1 Safety Properties: Universality Pattern

The universality pattern states that a given state/event occurs throughout a scope. It is a safety property, since in the global scope it corresponds to the canonical formula □P, where P represents the state/event that must hold. Table 4.1 presents the LTL formulas for this pattern. The ✓ symbol indicates that other works have already shown that the formula preserves the safety property (and therefore it is testable) in the given scope [NGH93, FFJ+10]; and, the ▶ symbol indicates the formulas that we analyze in the next sections to show that they also preserve the safety property in the given scope.

| Pattern          | Scope           | SPS               |
|------------------|-----------------|-------------------|
| Universality (P) | Global          | ✓ □(P)            |
|                  | Before R        | ▶ ◊R → (P ⋁ R)    |
|                  | After L         | ▶ □(L → □(P))    |
|                  | Between L and R | ▶ □((L ∧ ¬R ∧ ◊R) → (P ⋁ R)) |
|                  | After L Until R | ▶ □(L ∧ ¬R → (P ⋁ R)) |

Before we proceed to the scopes analysis, we give one recurring definition in the proof sketches for this pattern.

Definition 4.1.1 — P ⋁ R. Consider a sequence σ of states s₀, s₁, ..., sₙ, where s₀ is the initial state and sₙ is the final state of the program execution, and a position j such that 0 ≤ j ≤ n. We apply the Definition B.3.19 and get the statement below:

(σ,j) ⊨ P ⋁ R iff ∃k, j ≤ k ≤ n, s.t. (σ,k) ⊨ R and ∀i, j ≤ i < k, (σ,i) ⊨ P

This expression states that P holds from position j until R occurs at k.

⇒ The Definition 4.1.1 is used in Proof-Sketches 4.1.1, 4.1.3, and 4.1.4.

4.1.1 Before R

Proposition 4.1.1 — Safety Property (Universality Pattern) in the Before R Scope. The safety property represented by the universality pattern is preserved in the before R scope.

Proof Sketch 4.1.1. Consider a sequence σ of states s₀, s₁, ..., sₙ, where s₀ is the initial state and sₙ is the final state of the program execution. The following statement must hold, according to Definition B.3.7:

(σ,0) ⊨ ◊R → (P ⋁ R)  therefore if (σ,0) ⊨ ◊R then (σ,0) ⊨ (P ⋁ R)

Using this statement, we can analyze each part of the implication as follows:

- Case 1. (σ,0) ⊨ ◊R  iff  (σ,k) ⊨ R for some k, 0 ≤ k ≤ n (Definition B.3.17). This expression deals only with the occurrence of R, which limits the scope. Thus we can assume that R occurs at position k;
- Case 2. It is the Definition 4.1.1 for j = 0. It states that P holds from the start of the computation until the moment R occurs.
Analyzing both parts of the implication, we have that if \( R \) occurs at \( k, 0 \leq k \leq n \), then \( P \) occurs \( \forall i, 0 \leq i < k \). Hence, the safety property is preserved in this scope.

\[ \blacksquare \]

### 4.1.2 After L

**Proposition 4.1.2 — Safety Property (Universality Pattern) in the After L Scope.** The *safety* property represented by the *universality* pattern is preserved in the *after L* scope.

\[ \square Q, \text{ where } Q = L \rightarrow \square (P) \]

**Proof Sketch 4.1.2.** Consider a sequence \( \sigma \) of states \( s_0, s_1, \ldots, s_n \), where \( s_0 \) is the initial state and \( s_n \) is the final state of the program execution, and a position \( j \) such that \( 0 \leq j \leq n \). We analyze the \( Q \) statement first: \( (\sigma, j) \models L \rightarrow \square (P) \).

This statement says that if \( L \) occurs at a position \( k \) s.t. \( j \leq k \leq n \), then \( P \) holds \( \forall m \) s.t. \( k \leq m \leq n \) (Definition B.3.18). Therefore, the safety property is preserved in the \( Q \) statement. Now, considering that the original formula is \( \square Q \), we have that every position in which \( L \) occurs coincides or is followed by \( \square (P) \). Hence, \( \square Q \) assures that the safety property represented by \( Q \) always occurs in the computation.

**Remark.** Although the SPS original formula does not restrict the occurrence of \( L \), only the first occurrence of the interval is considered since it must occur once (Section 2.4.1).

\[ \blacksquare \]

### 4.1.3 Between L and R

**Proposition 4.1.3 — Safety Property (Universality Pattern) in the Between L and R Scope.** The *safety* property represented by the *universality* pattern is preserved in the *between L and R* scope.

\[ \square Q, \text{ where } Q = (L \land \neg R \land \Diamond R) \rightarrow (P \sqcup R) \]

**Proof Sketch 4.1.3.** Consider a sequence \( \sigma \) of states \( s_0, s_1, \ldots, s_n \), where \( s_0 \) is the initial state and \( s_n \) is the final state of the program execution, and a position \( j \) such that \( 0 \leq j \leq n \). We first analyze the \( Q \) statement, using Definition B.3.7:

\[ (\sigma, j) \models (L \land \neg R \land \Diamond R) \rightarrow (P \sqcup R) \text{ therefore } \text{ if } (\sigma, j) \models L \land \neg R \land \Diamond R \text{ then } (\sigma, j) \models (P \sqcup R) \]

\[ \blacksquare \]
Using this statement, we can analyze each part of the implication as follows:

- **Case 1.** \((\sigma, j) \models L \land \neg R \land \Box R \iff (\sigma, j) \models L \land (\sigma, j) \models \neg R \land (\sigma, j) \models \Box R\). This expression deals only with the occurrence of \(L\) and \(R\), which are the states/events that limit the scope. It says that \(L\) occurs at position \(j\) and \(R\) does not. Moreover, we have that:

  \(\sigma, j \models \Box R \iff (\sigma, k) \models R\) for some \(k > j\) (Definition B.3.17). The position \(k\) cannot be equal to position \(j\), otherwise we would have at position \(j\) the occurrence of \(\neg R \land R\), which is a contradiction. Therefore, we can assume that \(R\) occurs at position \(k, j < k \leq n\).

![Figure 4.3: Between L and R scope - Boundaries](image)

- **Case 2.** Definition 4.1.1.

Analyzing both parts of the implication, we have that if \(L\) occurs at \(j, 0 \leq j \leq n\), \(R\) does not occur at \(j\); instead, \(R\) occurs at position \(k, j < k \leq n\). Then, the model \(\sigma\) satisfies that \(P\) occurs \(\forall i, j \leq i < k\).

Hence, the safety property is preserved in the interval defined by \(Q\) statement.

![Figure 4.4: Universality pattern - Between L and R scope - Scope repetition](image)

Since the universality pattern is represented by \(\Box Q\) in this scope, we have that \((\sigma, j) \models \Box Q \iff (\sigma, 1) \models Q, \forall i, j \leq i \leq n\) (Definition B.3.18). Hence, \(\Box Q\) assures that the safety property represented by \(Q\) always occurs in the computation (Figure 4.4).

4.1.4 **After L Until R**

**Proposition 4.1.4 — Safety Property (Universality Pattern) in the After L Until R Scope.** The safety property represented by the universality pattern is preserved in the after \(L\) until \(R\) scope.

\[
\Box Q, \text{ where } Q = (L \land \neg R) \rightarrow (P \lor R)
\]

**Proof Sketch 4.1.4.** Consider a sequence \(\sigma\) of states \(s_0, s_1, \ldots, s_n\), where \(s_0\) is the initial state and \(s_n\) is the final state of the program execution, and a position \(j\) such that \(0 \leq j \leq n\). We first analyze the \(Q\) statement, using Definition B.3.7:

\[(\sigma, j) \models L \land \neg R \rightarrow (P \lor R) \text{ therefore if } (\sigma, j) \models L \land \neg R \text{ then } (\sigma, j) \models (P \lor R)\]

Using this statement, we can analyze each part of the implication as follows:
4.2 Safety Properties: Absence Pattern

- **Case 1.** \((\sigma,j) \models L \land \neg R\) iff \((\sigma,j) \models L\) and \((\sigma,j) \models \neg R\). This formula deals with the states/events that limit the scope, and says that L occurs at position j and R does not.

- **Case 2.** \((\sigma,j) \models (P \mathcal{W} R)\) iff \((\sigma,j) \models P\mathcal{U}R\) or \(\square P\) (Definition B.3.20). Separating the two cases of this statement:
  - \((\sigma,j) \models P\mathcal{U}R\): this expression states that P holds from position j until R occurs at k (Definition 4.1.1).
  - \((\sigma,j) \models \square P\) iff \((\sigma,k) \models P\) for all \(j \leq k \leq n\) (Definition B.3.18). This expression states that P holds continuously from position j until the end of computation if R does not occur in the computation.

Analyzing both parts of the implication, we have that if L occurs at j, \(0 \leq j \leq n\) and R does not occur at j, then, the model \(\sigma\) satisfies one of these two cases:

- P occurs \(\forall i, j \leq i < k\) and R occurs at k s.t. \(j \leq k \leq n\).
- R does not occur and P holds \(\forall i, j \leq i \leq n\).

Hence, since P holds continuously from the occurrence of L until a future occurrence of R or the end of computation, the safety property is preserved in the interval defined by Q statement.

Since the universality pattern is represented by \(\square Q\) in this scope, we have that \((\sigma,j) \models \square Q\) iff \((\sigma,1) \models Q\), \(\forall l, j \leq l \leq n\) (Definition B.3.18). Hence, \(\square Q\) assures that the safety property represented by Q always occurs in the computation (Figure 4.5).

**Figure 4.5:** Universality pattern - After L until R scope - Scope repetition

**4.2 Safety Properties: Absence Pattern**

The absence pattern states that a given state/event does not occur throughout a scope. It is a safety property, since in the global scope it corresponds to the formula \(\square \neg P\), where P represents the state/event that cannot hold. Table 4.2 presents the LTL formulas for this pattern. The ✓ symbol indicates that other works have already shown that the formula preserves the safety property (and therefore it is testable) in the given scope [NGH93, FFJ+10]; and, the ▶ symbol indicates the formulas that we analyze in the next sections to show that they also preserve the safety property in the given scope.

**Remark.** The expression \((\sigma,j) \models \neg P \mathcal{U} (R \land \neg P)\) states that \(\neg P\) holds from position j until R occurs at k, and \(\neg P\) also holds at k. In the scope definitions limited by R we consider only the fact that \(\neg P\) holds from position j until R occurs at k. The fact that \(\neg P\) and R hold at k does not change the scopes semantics significantly since the states/events that take place at the same position of R are not included in the intervals of the scopes [SGRE11] (Section 2.4.1).
### Table 4.2: LTL formulas for absence pattern [DAC99]

| Pattern | Scope | SPS |
|---------|-------|-----|
| Absence (P) | Global | ✓ □(¬P) |
| Absence (P) | Before R | ▷ ◇R → (¬P U R) |
| Absence (P) | After L | ▷ □(L → □(¬P)) |
| Absence (P) | Between L and R | ▷ □((L ∧ ¬R ∧ ◇R) → (¬P U R)) |
| Absence (P) | After L Until R | ▷ □(L ∧ ¬R → (¬P WR)) |

### 4.2.1 Before R

**Proposition 4.2.1 — Safety Property (Absence Pattern) in the Before R Scope.** The safety property represented by the absence pattern is preserved in the before R scope.

\[ ◇R → (¬P U R) \]

**Proof Sketch 4.2.1.** Same as the Proof Sketch 4.1.1, replacing P for ¬P in the analyzed formula. ■

### 4.2.2 After L

**Proposition 4.2.2 — Safety Property (Absence Pattern) in the After L Scope.** The safety property represented by the absence pattern is preserved in the after L scope.

\[ ¬L W (L ∧ ¬(◇P)) \]

**Proof Sketch 4.2.2.** Same as the Proof Sketch 4.1.2, replacing P for ¬P in the analyzed formula. ■

### 4.2.3 Between L and R

**Proposition 4.2.3 — Safety Property (Absence Pattern) in the Between L and R Scope.** The safety property represented by the absence pattern is preserved in the between L and R scope.

\[ □((L ∧ ¬R ∧ ◇R) → (¬P U R)) \]

**Proof Sketch 4.2.3.** Same as the Proof Sketch 4.1.3, replacing P for ¬P in the analyzed formula. ■

### 4.2.4 After L Until R

**Proposition 4.2.4 — Safety Property (Absence Pattern) in the After L Until R Scope.** The safety property represented by the absence pattern is preserved in the after L until R scope.

\[ □(L ∧ ¬R → (¬P WR)) \]

**Proof Sketch 4.2.4.** Same as the Proof Sketch 4.1.4, replacing P for ¬P in the analyzed formula. ■

### 4.3 Safety Properties: Precedence Pattern

The precedence pattern states that a state/event P must always be preceded by a state/event T within a scope. It is a safety property, since in the global scope it corresponds to the formula □(P → ◆T) ≡ ¬P W T, where T represents the state/event that must precede the state/event P [MP92]. Table 4.3 presents the LTL formulas for this pattern. The ✓ symbol indicates that other works have already shown that the formula preserves the safety property (and therefore it is
testable) in the given scope [NGH93, FFJ+10]; and, the ▶ symbol indicates the formulas that we analyze in the next sections to show that they also preserve the safety property in the given scope.

### Table 4.3: LTL formulas for precedence pattern [DAC99]

| Pattern     | Scope       | SPS |
|-------------|-------------|-----|
| (T, P)      | Global      | ✓   |
|             | Before R    | ▶ R → (¬P U (T ∨ R)) |
|             | After L     | ◻️L ∧ ◻️R ∧ ◻️(¬P W T) |
|             | Between L and R | ◻️((L ∧ ¬R ∧ ◻️R) → (¬P U (T ∨ R))) |
|             | After L Until R | ◻️(L ∧ ¬R → (¬P W (T ∨ R))) |

Before we proceed to the scopes analysis, we give one recurring definition in the proof sketches for this pattern.

**Definition 4.3.1** — ¬P U (T ∨ R). Consider a sequence σ of states s₀, s₁, ..., sₙ, where s₀ is the initial state and sₙ is the final state of the program execution, and a position j such that 0 ≤ j ≤ n. We apply the Definition B.3.18 and get the statement:



This expression states that ¬P holds from position j until the moment T or R occurs.

⇒ The Definition 4.3.1 is used in Proof-Sketches 4.3.1, 4.3.3 and 4.3.4.

**Remark.** According to Manna and Pnueli [MP92], the following formulas represent the precedence pattern (safety property):

- □(P → ◆T): this formula has the canonical form of a safety property (Section 3.2.2). It states that for each position j, if P holds at j, 0 ≤ j ≤ n, there must be an earlier position k, 0 ≤ k ≤ j satisfying T (Definitions B.3.18 and B.3.24). In other words, every position in which P holds coincides or is preceded by a position in which T holds [MP95].

- ¬P W T: although it does not have the canonical form of a safety property, it keeps the semantics of a safety property. This formula states that either ¬P holds forever or that it holds until an occurrence of T (Definition B.3.20). In other words, it says that the first occurrence of P must coincide or be preceded by a position in which T occurs [MP92].

Therefore, we have that □(P → ◆T) ≡ ¬P W T.

### 4.3.1 Before R

**Proposition 4.3.1 — Safety Property (Precedence Pattern) in the Before R Scope.** The safety property represented by the precedence pattern is preserved in the before R scope.



**Proof Sketch 4.3.1.** Consider a sequence σ of states s₀, s₁, ..., sₙ, where s₀ is the initial state and sₙ is the final state of the program execution. The following statement must hold:




Using this statement, we can analyze each part of the implication as follows:

- **Case 1.** \((\sigma, 0) \models \square R \iff (\sigma, k) \models R\) for some \(k, 0 \leq k \leq n\) (Definition B.3.17). Thus \(R\) occurs at \(k\).

- **Case 2.** It is the Definition 4.3.1 for \(j = 0\). It states that \(\neg P\) holds from the start of the computation until the moment \(T\) or \(R\) occurs.

Analyzing both parts of the implication, we can conclude that the following statements must hold:

- \((\sigma, k) \models R, 0 \leq k \leq n\). It states that \(R\) holds at position \(k\) and, since \(T\) cannot occur at the same time, \(T\) occurs some time before \(R\). If \(T\) does not occur then \(P\) will not occur because we would have that \(\neg P\) holds at all positions in the interval \([0, (k - 1)]\).

- \((\sigma, j) \models \neg P \lor (T \lor R)\): by Definition B.3.21 we have \((\neg P \lor T) \lor (\neg P \lor R)\) (Definition B.3.5):
  - \((\neg P \lor T)\): \(T\) holds at \(v, j \leq v < n, \neg P\) holds \(\forall i, j \leq i < v, P\) can hold at some position \(h, v < h < n\) and \(R\) occurs at some position \(k, h \leq k \leq n\) (if \(v = h = k\), then neither \(T\) nor \(P\) occurs; if \(v = h < k\), then \(T\) and \(P\) occur at the same position); or,
  - \((\neg P \lor R)\): \(R\) holds at \(k\) and \(\neg P\) holds for all \(i, j \leq i < k\) (i.e. neither \(T\) nor \(P\) occurs).

Hence, we assure that \(T\) always precedes \(P\), and the safety property is preserved in this scope. ■

### 4.3.2 After L

**Proposition 4.3.2 — Safety Property (Precedence Pattern) in the After L Scope.** The safety property represented by the precedence pattern is preserved in the after L scope.

\[\square \neg L \lor (L \land (\neg P \land T))\]

**Proof Sketch 4.3.2.** Consider a sequence \(\sigma\) of states \(s_0, s_1, \ldots, s_n\), where \(s_0\) is the initial state and \(s_n\) is the final state of the program execution. We analyze the following statement:

\[(\sigma, 0) \models \square \neg L \lor (L \land (\neg P \lor T)) \iff (\sigma, 0) \models \square \neg L \lor (L \land (\neg P \lor T)) \quad (\text{Definition B.3.5}).\]

Analyzing each part of the disjunction:
• **Case 1.** \((\sigma,0) \models \Box \neg L\). This formula deals only with the occurrence of \(L\), which limits the scope. It states that \(\Box \neg L\) holds for all \(i, 0 \leq i \leq n\). Thus, \(L\) does not occur in the computation, and the scope is not defined.

• **Case 2.** \((\sigma,0) \models \lozenge (L \land (\neg P \land T)) \iff (\sigma,k) \models L \land (\neg P \land T)\) for some \(k, 0 \leq k \leq n\). Therefore, we have that if \((\sigma,k) \models L\) then \((\sigma,i) \models (\neg P \land T)\) for some \(i, k \leq i \leq n\). This means that when \(L\) occurs at \(k\), the precedence pattern \((\neg P \land T)\) holds in the interval \([k,n]\).

Considering both cases, we have that the precedence pattern holds only after the occurrence of \(L\). Thus, the safety property is preserved in the scope after \(L\).

### 4.3.3 Between L and R

**Proposition 4.3.3 — Safety Property (Precedence Pattern) in the Between L and R Scope.** The safety property represented by the precedence pattern is preserved in the between \(L\) and \(R\) scope.

\[
\Box Q, \text{ where } Q = (L \land \neg R \land \lozenge R) \rightarrow (\neg P \lor (T \lor R))
\]

**Proof Sketch 4.3.3.** Consider a sequence \(\sigma\) of states \(s_0, s_1, \ldots s_n\), where \(s_0\) is the initial state and \(s_n\) is the final state of the program execution, and a position \(j\) such that \(0 \leq j \leq n\). We first analyze the \(Q\) statement:

\[
(\sigma,j) \models (L \land \neg R \land \lozenge R) \rightarrow (\neg P \lor (T \lor R)) \text{ therefore if } (\sigma,j) \models L \land \neg R \land \lozenge R \text{ then } (\sigma,j) \models (\neg P \lor (T \lor R))
\]

Using this statement, we can analyze each part of the implication as follows:

• **Case 1.** This expression deals only with the occurrence of \(L\) and \(R\), which are the states/events that limit the scope. It says that \(L\) occurs at position \(j\) and \(R\) does not. Moreover, we have that:
  
  - \((\sigma,j) \models \lozenge R \iff (\sigma,k) \models R\) for some \(k > j\) (Definition B.3.17). The position \(k\) cannot be equal to position \(j\), otherwise we would have at position \(j\) the occurrence of \(\neg R \land R\), which is a contradiction. Therefore, we can assume that \(R\) occurs at position \(k\), \(j < k \leq n\) (Figure 4.3).

• **Case 2.** Definition 4.3.1

![Figure 4.8: Precedence pattern - Between L and R scope - Scope repetition](image)

Analyzing both parts of the implication, we have that if \(L\) occurs at \(j, 0 \leq j \leq n\), \(R\) does not occur at \(j\); instead, \(R\) occurs at position \(k, j \leq k \leq n\). And \(\neg P\) holds from position \(j\) until the moment \(T\) or \(R\) occurs. This means that:

- \((\sigma,k) \models R, j \leq k \leq n:\) it states that \(R\) holds at position \(k\).
- \((\sigma,j) \models (\neg P \lor (T \lor R)):\) we analyze \((\neg P \lor (T \lor R))\) (Definition B.3.21 (3)).
Testable Properties - Local Scopes

\[- (\neg P \cup T): T \text{ holds at } v, j \leq v < n, \neg P \text{ holds } \forall i, j \leq i < v, P \text{ can hold at some position } h, v \leq h < n \text{ and } R \text{ occurs at some position } k, h \leq k \leq n (\text{if } v = h = k, \text{ then neither } T \text{ nor } P \text{ occurs}; \text{if } v = h < k, \text{ then } T \text{ and } P \text{ occur at the same position}); \text{ or},\]

\[- (\neg P \cup R): R \text{ holds at } k \text{ and } \neg P \text{ holds for all } i, j \leq i < k (i.e. neither } T \text{ nor } P \text{ occurs).} \]

\[\bullet \ (\sigma, j) \models L \land \neg R, 0 \leq j \leq n: \text{it states that } L \text{ holds at position } j \text{ and } R \text{ does not.}\]

Hence, we assure that \(T\) always precedes \(P\), and the safety property is preserved in the interval defined by \(Q\) statement. Since the precedence pattern is represented by \(\square Q\) in this scope, we have that \((\sigma, j) \models \square Q \iff (\sigma, l) \models Q, \forall l, j \leq l \leq n\) (Definition B.3.18). Hence, \(\square Q\) assures that the safety property represented by \(Q\) always occurs in the computation (Figure 4.8).

\[\text{4.3.4 After L Until R}\]

Proposition 4.3.4 — Safety Property (Precedence Pattern) in the After L Until R Scope. The safety property represented by the precedence pattern is preserved in the after \(L\) until \(R\) scope.

\[\square Q, \text{ where } Q = L \land \neg R \rightarrow (\neg P \cup (T \lor R))\]

Proof Sketch 4.3.4. Consider a sequence \(\sigma\) of states \(s_0, s_1, \ldots s_n\), where \(s_0\) is the initial state and \(s_n\) is the final state of the program execution, and a position \(j\) such that \(0 \leq j \leq n\). We first analyze the \(Q\) statement:

\[(\sigma, j) \models L \land \neg R \rightarrow (\neg P \cup (T \lor R)) \ \text{ therefore } (\sigma, j) \models L \land \neg R\]

Using this statement, we can analyze each part of the implication as follows:

\[\bullet \ \text{Case 1.} \ (\sigma, j) \models L \land \neg R \ \iff \ (\sigma, j) \models L \text{ and } (\sigma, j) \models \neg R. \text{ Thus we can assume that } L \text{ occurs at position } j \text{ and } R \text{ does not.}\]

\[\bullet \ \text{Case 2.} \ (\sigma, j) \models (\neg P \cup (T \lor R)) \ \iff \ (\sigma, j) \models (\neg P \cup (T \lor R)) \text{ or } \square \neg P. \text{ Separating the two cases of this statement:}\]

\[- (\sigma, j) \models (\neg P \cup (T \lor R)) \text{ (Definition 4.3.1). This expression states that } \neg P \text{ holds from position } j \text{ until } T \text{ or } R \text{ occurs at } k.\]

\[- (\sigma, j) \models \square \neg P \ \iff \ (\sigma, k) \models \neg P \text{ for all } j \leq k \leq n. \text{ This expression states that } \neg P \text{ holds continuously from position } j \text{ until the end of computation.}\]

Analyzing both parts of the implication, we have that if \(L\) occurs at \(j, 0 \leq j \leq n\) and \(R\) does not occur at \(j\), then, the model \(\sigma\) satisfies one of these two cases:

\[\text{Figure 4.9: Precedence pattern - After L Until R scope - Analysis}\]
4.4 Guarantee Properties: Existence Pattern

The existence pattern states that a given state/event must occur (at least once) within a scope. It is a guarantee property, since in the global scope it corresponds to the canonical formula \( \diamond P \), where \( P \) represents the state/event that must hold. Table 4.4 presents the LTL formulas for this pattern. The \( \checkmark \) symbol indicates that other works have already shown that the formula preserves the guarantee property (and therefore it is testable) in the given scope [NGH93, FFJ+10]; and, the \( \blacktriangleright \) symbol indicates the formulas that we analyze in the next sections to show that they also preserve the guarantee property in the given scope.

### Table 4.4: LTL formulas for existence pattern [DAC99]

| Pattern | Scope            | SPS                      |
|---------|------------------|--------------------------|
| (P)     | Global           | \( \checkmark \) \( \diamond P \) |
|         | Before R         | \( \blacktriangleright \) \( \neg R W (P \land \neg R) \) |
|         | After L          | \( \blacktriangleright \) \( \square \neg L \lor \diamond (L \land \diamond P) \) |
| Existence (P) | Between L and R | \( \blacktriangleright \) \( \square (L \land \neg R \rightarrow (\neg R W (P \land \neg R))) \) |
|         | After L Until R  | \( \blacktriangleright \) \( \square (L \land \neg R \rightarrow (\neg R U (P \land \neg R))) \) |
Before we proceed to the scopes analysis, we give one recurring definition in the proof sketches for this pattern.

**Definition 4.4.1** — \( \neg R \cup (P \land \neg R) \). Consider a sequence \( \sigma \) of states \( s_0, s_1, \ldots, s_n \), where \( s_0 \) is the initial state and \( s_n \) is the final state of the program execution, and a position \( j \) such that \( 0 \leq j \leq n \). We apply the Definition B.3.20 and get the statement below:

\[
(\sigma, j) \models (\neg R \cup (P \land \neg R)) \quad \text{iff} \quad \exists m, j \leq m \leq n, \text{ s.t. } (\sigma, m) \models P \land \neg R \quad \text{and} \quad \forall i, j \leq i < m, (\sigma, i) \models \neg R
\]

This expression states that \( \neg R \) holds from the start of the computation until the moment \( P \) occurs, and when \( P \) occurs, \( \neg R \) occurs at the same position.

\[ \Rightarrow \text{The Definition 4.4.1 is used in Proof-Sketches 4.4.1, 4.4.3 and 4.4.4.} \]

### 4.4.1 Before R

**Proposition 4.4.1** — Guarantee Property (Existence Pattern) in the Before R Scope. The guarantee property represented by the existence pattern is preserved in the before R scope.

\[ \neg R \land (P \land \neg R) \equiv \Diamond R \rightarrow \neg R \cup (P \land \neg R) \]

**Proof Sketch 4.4.1.** Consider a sequence \( \sigma \) of states \( s_0, s_1, \ldots, s_n \), where \( s_0 \) is the initial state and \( s_n \) is the final state of the program execution. The following statement must hold, according to Definition B.3.7:

\[
(\sigma, 0) \models \Diamond R \rightarrow \neg R \cup (P \land \neg R) \quad \text{therefore} \quad \text{if } (\sigma, 0) \models \Diamond R \text{ then } (\sigma, 0) \models \neg R \cup (P \land \neg R)
\]

Using this statement, we can analyze each part of the implication as follows:

- **Case 1.** \( (\sigma, 0) \models \Diamond R \quad \text{iff} \quad (\sigma, k) \models R \) for some \( k, 0 \leq k \leq n \) (Definition B.3.17). This expression deals only with the occurrence of \( R \), which limits the scope. Thus we can assume that \( R \) occurs at position \( k \);

- **Case 2.** Definition 4.4.1, for \( j = 0 \).

\[
\neg R \quad \ldots \quad \neg R \quad | \quad P \land \neg R \quad | \quad R
\]

\[ 0 \quad m-1 \quad m \quad k \quad n \]

**Figure 4.11: Existence pattern - Before R scope**

The link between the two parts of the implication is that if \( P \land \neg R \) occurs at \( m, 0 \leq m < n \) then \( \neg R \) holds for all \( i, 0 \leq i < m \). Since \( \neg R \) occurs from position \( 0 \) to \( m \), \( R \) must occur at position \( k \), \( m < k \leq n \). In other words, we have three statements regarding this formula that must hold:

- \( (\sigma, m) \models P \land \neg R, 0 \leq m < n \). At this position, \( P \) occurs and \( R \) does not. It guarantees that \( P \) occurs at least once in this scope.
- \( (\sigma, i) \models \neg R, \forall i, 0 \leq i < m \).
4.4 Guarantee Properties: Existence Pattern

- \((\sigma, k) \models R, m < k \leq n\). This states that \(R\) occurs at position \(k\). If \(k > (m + 1)\) then \(P\) may or may not occur in the interval delimited by \([m+1], k\]. The observation of the occurrence of \(P\) here does not influence the conclusion that the property expressed by the existence pattern in this scope is a guarantee property. In addition, \(R\) cannot occur in the interval \([m+1], k]\ because its first occurrence takes place at position \(k\).

Hence, we conclude that the guarantee property is preserved in this scope. ■

4.4.2 After L

Proposition 4.4.2 — Guarantee Property (Existence Pattern) in the After L Scope. The guarantee property represented by the existence pattern is preserved in the after L scope.

\[\Box Q, \text{ where } Q = \neg L \lor \Diamond(L \land P)\]

Proof Sketch 4.4.2. Consider a sequence \(\sigma\) of states \(s_0, s_1, \ldots s_n\), where \(s_0\) is the initial state and \(s_n\) is the final state of the program execution, and a position \(j\) such that \(0 \leq j \leq n\). We analyze the \(Q\) statement first:

\[\sigma, j \models \neg L \lor \Diamond(L \land P)\]

Analyzing each part of the disjunction:

- **Case 1.** \((\sigma, j) \models \neg L\). This formula deals only with the occurrence of \(L\), which limits the scope. It states that \(\neg L\) holds at position \(j\), \(0 \leq j \leq n\). Thus, \(L\) does not occur in the computation, and the scope is not defined.

- **Case 2.** \((\sigma, j) \models \Diamond(L \land P)\) iff \((\sigma, k) \models L \land P\) for some \(k\), \(0 \leq k \leq n\). Therefore, we have that if \((\sigma, k) \models L\) then \((\sigma, k) \models \Diamond P\) iff \((\sigma, i) \models P\) for some \(i\), \(k \leq i \leq n\)

Considering both cases, we have that \(P\) occurs at least once after the occurrence of \(L\) or at the same position in which \(L\) occurs. Thus, the guarantee property is preserved in the \(Q\) statement. Since the existence pattern is represented by \(\Box Q\) in this scope, we have that \((\sigma, j) \models \Box Q\) iff \((\sigma, l) \models Q\), \(\forall l, j \leq l \leq n\) (Definition B.3.18). Hence, \(\Box Q\) assures that the guarantee property represented by \(Q\) always occurs in the computation (Figure 4.12).

4.4.3 Between L and R

Proposition 4.4.3 — Guarantee Property (Existence Pattern) in the Between L and R Scope. The guarantee property represented by the existence pattern is preserved in the between L and R scope.

\[\Box Q, \text{ where } Q = L \land \neg R \rightarrow (\neg RW(P \land \neg R))\]

Proof Sketch 4.4.3. Consider a sequence \(\sigma\) of states \(s_0, s_1, \ldots s_n\), where \(s_0\) is the initial state and \(s_n\) is the final state of the program execution, and a position \(j\) such that \(0 \leq j \leq n\). We first analyze the \(Q\) statement using Definition B.3.7:

\[(\sigma, j) \models L \land \neg R \rightarrow (\neg RW(P \land \neg R))\] therefore if \((\sigma, j) \models L \land \neg R\) then \((\sigma, j) \models (\neg R \ W (P \land \neg R))\]
Using this statement, we can analyze each part of the implication as follows:

- **Case 1.** \((\sigma, j) \models L \land \neg R\)  \(\iff\) \((\sigma, j) \models L\) and \((\sigma, j) \models \neg R\). This expression deals only with the occurrence of \(L\) and \(R\), which are the states/events that limit the scope. It says that \(L\) occurs at position \(j\) and \(R\) does not.

- **Case 2.** Proof Sketch 4.4.1 for the existence pattern in the before \(R\) scope.

Analyzing both parts of the implication, we have that the next four statements regarding this formula must hold:

- \((\sigma, j) \models L \land \neg R, 0 \leq j < n\). This states that \(L\) occurs at position \(j\) and \(R\) does not.

- \((\sigma, m) \models P \land \neg R, j \leq m < n\). At this position, \(P\) occurs and \(R\) does not. It guarantees that \(P\) occurs at least once in this scope.

- \((\sigma, i) \models \neg R, \forall i, j \leq i < m\).

- \((\sigma, k) \models R, m < k \leq n\). This states that \(R\) occurs at position \(k\). If \(k > (m + 1)\) then \(P\) may or may not occur in the interval delimited by \([(m + 1), k]\]. The observation of the occurrence of \(P\) here does not influence the conclusion that the property expressed by the existence pattern in this scope is a guarantee property. In addition, \(R\) cannot occur in the interval \([(m + 1), k]\) because its first occurrence takes place at position \(k\).

Hence, since \(\Box P\) holds in the interval \([j, (k - 1)]\), the guarantee property is preserved in the \(Q\) statement.

![Figure 4.13: Existence pattern - Between L and R scope - Scope repetition](image)

Since the existence pattern is represented by \(\Box Q\) in this scope, we have that \((\sigma, j) \models \Box Q\iff (\sigma, 1) \models Q\), \(\forall l, j \leq l \leq n\) (Definition B.3.18). Hence, \(\Box Q\) assures that the guarantee property represented by \(Q\) always occurs in the computation (Figure 4.13).

**4.4.4 After L Until R**

**Proposition 4.4.4 — Guarantee Property (Existence Pattern) in the After L Until R Scope.** The guarantee property represented by the existence pattern is preserved in the after \(L\) until \(R\) scope.

\[\Box Q\text{, where } Q = L \land \neg R \rightarrow (\neg R \cup (P \land \neg R))\]

**Proof Sketch 4.4.4.** Consider a sequence \(\sigma\) of states \(s_0, s_1, \ldots, s_n\), where \(s_0\) is the initial state and \(s_n\) is the final state of the program execution, and a position \(j\) such that \(0 \leq j \leq n\). We first analyze the \(Q\) statement using Definition B.3.7:

\[(\sigma, j) \models L \land \neg R \rightarrow (\neg R \cup (P \land \neg R)) \text{ therefore if } (\sigma, j) \models L \land \neg R \text{ then } (\sigma, j) \not\models (\neg R \cup (P \land \neg R))\]
4.5 Recurrence Properties: Response Pattern

Using this statement, we can analyze each part of the implication as follows:

- **Case 1.** \((\sigma, j) \models L \land \neg R\) iff \((\sigma, j) \models L\) and \((\sigma, j) \models \neg R\). Thus we can assume that \(L\) occurs at position \(j\) and \(R\) does not.

- **Case 2.** Definition 4.4.1.

Analyzing both parts of the implication, we have that the following statements must hold in \(\sigma\):

- If \(R\) occurs at least once after the occurrence of \(L\):
  - \((\sigma, j) \models L \land \neg R, 0 \leq j < n\). This states that \(L\) occurs at position \(j\) and \(R\) does not.
  - \((\sigma, m) \models P \land \neg R, j \leq m < n\). At this position, \(P\) occurs and \(R\) does not. It guarantees that \(P\) occurs at least once in this scope.
  - \((\sigma, i) \models \neg R, \forall i, j \leq i < m\).
  - \((\sigma, k) \models R, m < k \leq n\). This states that \(R\) occurs at position \(k\). If \(k > (m + 1)\) then \(P\) may or may not occur in the interval delimited by \([m + 1, k]\). The observation of the occurrence of \(P\) here does not influence the conclusion that the property expressed by the existence pattern in this scope is a guarantee property. In addition, \(R\) cannot occur in the interval \([m + 1, k]\) because its first occurrence takes place at position \(k\).

- If \(R\) does not occur anymore after the occurrence of \(L\):
  - \((\sigma, j) \models L \land \neg R, 0 \leq j \leq n\). This states that \(L\) occurs at position \(j\) and \(R\) does not.
  - \((\sigma, m) \models P \land \neg R, j \leq m \leq n\). At this position, \(P\) occurs and \(R\) does not. It guarantees that \(P\) occurs at least once in this scope.
  - \((\sigma, i) \models \neg R, \forall i, j \leq i < m\).

Hence, since \(P\) holds eventually from the occurrence of \(L\) until a future occurrence of \(R\) or the end of computation, the guarantee property is preserved in the interval defined by \(Q\) statement.

![Image](image.png)

**Figure 4.14: Existence pattern - After L Until R scope - Scope repetition**

Since the existence pattern is represented by \(\Box Q\) in this scope, we have that \((\sigma, j) \models \Box Q\) iff \((\sigma, l) \models Q, \forall l, j \leq l \leq n\) (Definition B.3.18). Hence, \(\Box Q\) assures that the guarantee property represented by \(Q\) always occurs in the computation (Figure 4.14).

4.5 Recurrence Properties: Response Pattern

The response pattern states that a state/event \(P\) must always be followed by a state/event \(T\) within a scope. It is a recurrence property, since in the global scope it corresponds to the formula \(\Box \Diamond (\neg P \lor T) \equiv \Box (P \rightarrow \Diamond T)\), where \(T\) represents the state/event that must respond to the state/event \(P\). Table 4.5 presents the LTL formulas for this pattern. The ✓ symbol indicates that other works have already shown that the formula preserves the recurrence property (and therefore it is testable) in the given scope [NGH93, FFJ+10]; and, the ▶ symbol indicates the formulas that
we analyze in the next sections to show that they also preserve the recurrence property in the given scope.

### Table 4.5: LTL formulas for response pattern [DAC99]

| Pattern       | Scope            | SPS                                                                 |
|---------------|------------------|---------------------------------------------------------------------|
| Response (T, P) | Global           | ✓ □(P → □T)                                                         |
|               | Before R         | ▶ □R (P → □(¬R ∨ (T ∧ ¬R))) ∨ R                                    |
|               | After L          | ▶ □L→□(P→□T)                                                       |
|               | Between L and R  | ▶ □L ∧ ¬R (P→¬R ∨ (T ∧ ¬R)) ∨ ¬R                                    |
|               | After L Until R  | ▶ □L ∧ ¬R → ((P→¬R ∨ (T ∧ ¬R)) ∨ ¬R)                                |

Before we proceed to the scopes analysis, we give a few recurring definitions in the proof sketches for this pattern.

**Definition 4.5.1** — \((P → (¬R ∨ (T ∧ ¬R)))\). Consider a sequence \(σ\) of states \(s_0, s_1, \ldots, s_n\), where \(s_0\) is the initial state and \(s_n\) is the final state of the program execution, and a position \(i\) such that \(0 ≤ i ≤ n\). We analyze the following statement using Definition B.3.7:

\[(σ, i) \models (P \rightarrow (¬R ∨ (T ∧ ¬R)))\]  

The first part of the implication states that \(P\) holds at position \(i\). The second part of the implication is analyzed below:

\[(σ, i) \models (¬R ∨ (T ∧ ¬R)) \iff \exists k, i ≤ k ≤ n, \ s.t. \ (σ, k) \models T ∧ ¬R\]  

and \(\forall m, j ≤ m < k, \ (σ, m) \models ¬R\) (Definition B.3.19)

This expression states that \(¬R\) holds from position \(i\) until the moment \(T ∧ ¬R\) occurs. Combining the analysis results for each part of the implication, we have that the following statements must hold:

- \((σ, i) \models P\): \(P\) holds at \(i\), \(0 ≤ i ≤ n\), and \(¬R\) occurs at this position. \(R\) cannot occur at this position because the states/events that take place after \(i\) would not be considered in the defined scopes (Section 2.4.1).
- \((σ, k) \models T ∧ ¬R\): \(T\) and \(¬R\) hold at position \(k\), \(i ≤ k ≤ n\). \(P\) may occur at \(k\), but \(R\) cannot occur because of \(¬R\) (\(R ∧ ¬R\) is a contradiction (Definition B.3.15 (2))).
- \((σ, m) \models ¬R\): \(∀ m, i ≤ m < k, \ ¬R\) holds. \(P\) may occur in this interval, but \(T\) cannot occur because it has already taken place at \(k\) (Definition B.3.19). \(R\) cannot hold in this interval neither because this would lead to a contradiction, as stated previously.

![Figure 4.15: Response pattern - Definition 4.5.1: P must hold at k and/or before k](image)
4.5 Recurrence Properties: Response Pattern

The Definition 4.5.1 is used in Definition 4.5.2 and in Proof-Sketch 4.5.4.

Definition 4.5.2 — \(((P \rightarrow (\neg R \lor T \land \neg R))) \lor R\). Consider a sequence \(\sigma\) of states \(s_0, s_1, \ldots, s_n\), where \(s_0\) is the initial state and \(s_n\) is the final state of the program execution, and a position \(i\) such that \(0 \leq i \leq n\). We apply the Definition B.3.19 and get the statement:

\[(\sigma, i) \vDash ((P \rightarrow (\neg R \lor (T \land \neg R))) \lor R) \text{ iff } \exists v, i \leq v \leq n, \text{ s.t. } (\sigma, v) \vDash R \text{ and } \forall h, i \leq h < v, (\sigma, h) \vDash (P \rightarrow (\neg R \lor (T \land \neg R)))\]

The formula \((P \rightarrow (\neg R \lor (T \land \neg R)))\) has been already analyzed in Definition 4.5.1. Therefore, combining these definition results with the above statement, we have that the following statements must hold:

- \((\sigma, h) \vDash (P \rightarrow (\neg R \lor (T \land \neg R))): \forall h, i \leq h < v, \text{ the interval defined by the statements of Definition 4.5.1 must hold one or more times.}\)
- \((\sigma, v) \vDash R: \text{considering that the occurrence of } (T \land \neg R) \text{ holds at position } k, k \geq i, \text{ we have that } R \text{ occurs at some position } v, k < v \leq n. \text{ Since no states/events associated with } R \text{ are considered in scopes definitions (Section 2.4.1), we consider that only } R \text{ occurs at } v.\]

Figure 4.16: Response pattern - Definition 4.5.2: \(P\) must hold at \(k\) and/or before \(k\)

The Definition 4.5.2 is used in Proof-Sketches 4.5.1, 4.5.3 and 4.5.4.

Remark. According to Manna and Pnueli [MP92], the following formulas represent the response pattern (recurrence property):

- \(\Box \Diamond ((\neg P) \bowtie T):\) this formula has the canonical form of a recurrence property (Section 3.2.2). It states that there are (infinitely) many positions in which all previous requests have been responded to. These are positions such that no new requests (represented by \(P\)) have been posted since the last response (represented by \(T\)) (Definitions B.3.18, B.3.24 and B.3.27)[MP92].
- \(\Box (P \rightarrow \Diamond T):\) this formula keeps the semantics of a recurrence property. It states that for each position \(j, 0 \leq j \leq n\), if \(P\) holds at \(j\) there must be a later position \(k, j \leq k \leq n\) satisfying \(T\) (Definitions B.3.18 and B.3.17). In other words, every position in which \(P\) holds coincides or is followed by a position in which \(T\) holds [MP92].

Therefore, we have that \(\Box \Diamond ((\neg P) \bowtie T) \equiv \Box (P \rightarrow \Diamond T)\).

4.5.1 Before R

Proposition 4.5.1 — Recurrence Property (Response Pattern) in the Before R Scope. The recurrence property represented by the response pattern is preserved in the before R scope.
\[ \diamond R \rightarrow ((P \rightarrow (\neg R \cup (T \land \neg R))) \cup R) \]

**Proof Sketch** 4.5.1. Consider a sequence \( \sigma \) of states \( s_0, s_1, \ldots s_n \), where \( s_0 \) is the initial state and \( s_n \) is the final state of the program execution. The following statement must hold:

\[
(\sigma, 0) \models R \rightarrow ((P \rightarrow (\neg R \cup (T \land \neg R))) \cup R) \quad \text{therefore if } (\sigma, 0) \models R
\]

then \( (\sigma, 0) \models ((P \rightarrow (\neg R \cup (T \land \neg R))) \cup R) \)

Using this statement, we can analyze each part of the implication as follows:

- **Case 1.** \((\sigma, 0) \models R \iff (\sigma, k) \models R \) for some \( k, 0 \leq k \leq n \) (Definition B.3.17). This expression deals only with the occurrence of \( R \), which limits the scope. Thus we can assume that \( R \) occurs at position \( k \);

- **Case 2.** \((\sigma, 0) \models ((P \rightarrow (\neg R \cup (T \land \neg R))) \cup R) \). It is the Definition 4.5.2 for \( i = 0 \).

Analyzing both parts of the implication, we have that the first part guarantees that \( R \) occurs at \( k \); and, the second part assures that \( T \) responds to \( P \) before the occurrence of \( R \) (Figure 4.16). Hence, we assure that \( T \) always responds to \( P \), and the recurrence property is preserved in this scope. \( \blacksquare \)

### 4.5.2 After L

**Proposition 4.5.2 — Recurrence Property (Response Pattern) in the After L Scope.** The recurrence property represented by the response pattern is preserved in the after L scope.

\[ \square Q, \text{ where } Q = (L \rightarrow \square (P \rightarrow \diamond T)) \]

**Proof Sketch** 4.5.2. Consider a sequence \( \sigma \) of states \( s_0, s_1, \ldots s_n \), where \( s_0 \) is the initial state and \( s_n \) is the final state of the program execution, and a position \( j \) such that \( 0 \leq j \leq n \). We analyze the \( Q \) statement first:

\[
(\sigma, j) \models L \rightarrow \square (P \rightarrow \diamond T).
\]

This statement says that if \( L \) occurs at a position \( k \) s.t. \( j \leq k \leq n \), then \( (P \rightarrow \diamond T) \) holds \( \forall m \) s.t. \( k \leq m \leq n \) (Definition B.3.18). Therefore, the recurrence property is preserved in the \( Q \) statement since \( (P \rightarrow \diamond T) \) is equivalent to the canonical form of the recurrence property. Now, considering that the original formula is \( \square Q \), we have that every position in which \( L \) occurs coincides or is followed by \( \square (P \rightarrow \diamond T) \). Hence, \( \square Q \) assures that the recurrence property represented by \( Q \) always occurs in the computation.

![Figure 4.17: Response pattern - After L scope](image)

### 4.5.3 Between L and R

**Proposition 4.5.3 — Recurrence Property (Response Pattern) in the Between L and R Scope.** The recurrence property represented by the response pattern is preserved in the between L and R scope.
Analyzing both parts of the implication, we have that the first part guarantees that the recurrence property represented by the response pattern is preserved in the scope defined by the $Q$ statement, using Definition B.3.7:

\[ (\sigma, j) \models (L \land \neg R \land \diamond R) \rightarrow ((P \rightarrow (\neg R \cup (T \land \neg R))) \cup R) \]

Therefore if \((\sigma, j) \models L \land \neg R \land \diamond R\), then \((\sigma, j) \models ((P \rightarrow (\neg R \cup (T \land \neg R))) \cup R)\)

Using this statement, we can analyze each part of the implication as follows:

- **Case 1.** \((\sigma, j) \models L \land \neg R \land \diamond R\) iff \((\sigma, j) \models L\) and \((\sigma, j) \models \neg R\) and \((\sigma, j) \models \diamond R\). This expression deals only with the occurrence of $L$ and $R$, which are the states/events that limit the scope. It says that $L$ occurs at position $j$ and $R$ does not. Moreover, we have that:

  \[ (\sigma, j) \models \diamond R \iff (\sigma, v) \models R \text{ for some } k > j \text{ (Definition B.3.17)} \]

  The position $v$ cannot be equal to position $j$, otherwise we would have at position $j$ the occurrence of $\neg R \land R$, which is a contradiction. Therefore, we can assume that $R$ occurs at position $v$, $j < v \leq n$.

- **Case 2.** \((\sigma, j) \models ((P \rightarrow (\neg R \cup (T \land \neg R))) \cup R)\). It is the Definition 4.5.2 for $i$, s.t. $j \leq i < v$, $v$ the position in which $R$ occurs.

Analyzing both parts of the implication, we have that the first part guarantees that $L$ occurs at $j$ and $R$ occurs at $v$, $j < v \leq n$; and, the second part assures that $T$ responds to $P$ before the occurrence of $R$ (Figure 4.16). Hence, we assure that $T$ always responds to $P$, and the recurrence property is preserved in the scope defined by the $Q$ statement.

Since the response pattern is represented by $\Box Q$ in this scope, we have that \((\sigma, j) \models \Box Q \iff (\sigma, 1) \models Q, \forall l, j \leq l \leq n \text{ (Definition B.3.18)}\). Hence, $\Box Q$ assures that the recurrence property represented by $Q$ always occurs in the computation (Figure 4.18).

4.5.4 After $L$ Until $R$

**Proposition 4.5.4 — Recurrence Property (Response Pattern) in the After $L$ Until $R$ Scope.** The recurrence property represented by the response pattern is preserved in the after $L$ until $R$ scope.

\[ \Box Q, \text{ where } Q = (L \land \neg R \rightarrow ((P \rightarrow (\neg R \cup (T \land \neg R)))) \cup R) \]

**Proof Sketch 4.5.4.** Consider a sequence $\sigma$ of states $s_0, s_1, \ldots s_n$, where $s_0$ is the initial state and $s_n$ is the final state of the program execution, and a position $j$ such that $0 \leq j \leq n$. We first analyze the $Q$ statement using Definition B.3.7:

\[ (\sigma, j) \models (L \land \neg R) \rightarrow ((P \rightarrow (\neg R \cup (T \land \neg R))) \cup R) \]

Therefore if \((\sigma, j) \models (L \land \neg R)\), then \((\sigma, j) \models ((P \rightarrow (\neg R \cup (T \land \neg R))) \cup R)\)
The first part of the implication states that $L$ holds at position $j$ and $R$ cannot hold at this same position. The second part of the implication is a waiting-for expression. According to this operator definition (Definition B.3.20), we have that one of the following statements must hold:

- $\square((P \rightarrow (\neg R \cup (T \land \neg R))))$: $\forall u, j \leq u \leq n, (P \rightarrow (\neg R \cup (T \land \neg R)))$ holds. This means that the statements of Definition 4.5.1 (Figure 4.15) hold in the interval $[i, n]$
- $((P \rightarrow (\neg R \cup (T \land \neg R))))$: Definition 4.5.2 (Figure 4.16)

Thus, the $Q$ statement says that after $L$, the following statements must hold:

- $((P \rightarrow (\neg R \cup (T \land \neg R))))$, which defines that $T$ responds to $P$ before the occurrence of $R$, holds after the occurrence of $L$ (Definition 4.5.2); or,

- $\square((P \rightarrow (\neg R \cup (T \land \neg R))))$, which defines that $T$ responds to $P$ and does not consider an occurrence of $R$ in the future, holds after the occurrence of $L$ (Definition 4.5.1).

Therefore, we have that $Q$ is a recurrence property in the scope after $L$ until $R$. And, since the response pattern is represented by $\square Q$ in this scope, we have that $(\sigma, j) \models Q$ iff $(\sigma, l) \models Q$, $\forall l, j \leq l \leq n$ (Definition B.3.18). Hence, $\square Q$ assures that the recurrence property represented by $Q$ always occurs in the computation (Figure 4.19).

### 4.6 Results

To summarize the results we obtained with this study, we present the following theorems:

**Theorem 4.6.1 — Safety Property in the SPS Scopes.** The safety property represented by the universality, absence and precedence patterns is preserved in all SPS scopes.

The result for the global scope can be reached directly [DAC99, MP92]. The results for the other scopes are given by Propositions 4.1.1, 4.1.2, 4.1.3 and 4.1.4 for the universality pattern; Propositions 4.2.1, 4.2.2, 4.2.3 and 4.2.4 for the absence pattern; and, Propositions 4.3.1, 4.3.2, 4.3.3 and 4.3.4 for the precedence pattern.

**Theorem 4.6.2 — Guarantee Property in the SPS Scopes.** The guarantee property represented by the existence pattern is preserved in all SPS scopes.

The result for the global scope can be reached directly [DAC99, MP92], and the results for the other scopes are given by Propositions 4.4.1, 4.4.2, 4.4.3 and 4.4.4.

**Theorem 4.6.3 — Recurrence Property in the SPS Scopes.** The recurrence property represented by the response pattern is preserved in all SPS scopes.

The result for the global scope can be reached directly [DAC99, MP92], and the results for the other scopes are given by Propositions 4.5.1, 4.5.2, 4.5.3 and 4.5.4.
4.6.1 Testable SPS Formulas

Table 4.6 presents all the SPS LTL formulas that can be used to specify testable properties. The ✓ symbol indicates that other works have already shown that the formula preserves the property (and therefore it is testable) in the given scope [NGH93, FFJ+10]; and, the ▶ symbol indicates the formulas that we analyzed to show that they also preserve the semantics of their respective property class/pattern.

Table 4.6: Testable LTL formulas for Patterns and Scopes [DAC99, SGRE11]

| Pattern    | Scope          | SPS                                                                 |
|------------|----------------|----------------------------------------------------------------------|
| Universal  | Global         | ✓ □(P)                                                              |
|            | Before R       | ▶ ◊R → (P ⋁ R)                                                     |
|            | After L        | ▶ □(L → □(P))                                                     |
|            | Between L and R| ▶ □((L ∧ ¬R ∧ ◊R) → (P ⋁ R))                                      |
|            | After L Until R| ▶ □(L ∧ ¬R → (PWR))                                               |
| Absence    | Global         | ✓ □(¬P)                                                            |
|            | Before R       | ▶ ◊R → (¬P ⋁ R)                                                   |
|            | After L        | ▶ □(L → □(¬P))                                                   |
|            | Between L and R| ▶ □((L ∧ ¬R ∧ ◊R) → (¬P ⋁ R))                                      |
|            | After L Until R| ▶ □(L ∧ ¬R → (¬PWR))                                               |
| Precedence  | Global         | ✓ ¬PWT                                                             |
|            | Before R       | ▶ ◊R → (¬P ⋁ (T ∨ R))                                             |
|            | After L        | ▶ □¬L ∨ ◊(L ∧ (¬PWT))                                            |
|            | Between L and R| ▶ □((L ∧ ¬R ∧ ◊R) → (¬P ⋁ (T ∨ R)))                                |
|            | After L Until R| ▶ □(L ∧ ¬R → (¬PWR(T ∨ R)))                                       |
| Existence   | Global         | ✓ ◊(P)                                                             |
|            | Before R       | ▶ ¬RW(P ∧ ¬R)                                                      |
|            | After L        | ▶ □¬L ∨ ◊(L ∧ ¬R))                                                |
|            | Between L and R| ▶ □((L ∧ ¬R ∧ ◊R) → (¬RWR(P ∧ ¬R)))                                |
|            | After L Until R| ▶ □(L ∧ ¬R → (¬R WU (P ∧ ¬R)))                                    |
| Response    | Global         | ✓ □(P → ◊T)                                                        |
|            | Before R       | ▶ ◊R → (P → (¬R ⋁ (T ∧ ¬R))) ⋁ R                                   |
|            | After L        | ▶ □(L → □(P → ◊T))                                               |
|            | Between L and R| ▶ □((L ∧ ¬R ∧ ◊R) → (P → (¬R ⋁ (T ∧ ¬R)))) ⋁ R                    |
|            | After L Until R| ▶ □(L ∧ ¬R → ((P → (¬R ⋁ (T ∧ ¬R)))) ⋁ WR)                         |

Recall the example of Section 2.3.1, which has three methods that perform arithmetic operations with the integer variable x: (i) reset assigns to the variable x the value 0; (ii) isZero checks whether the value of x is zero; and, (iii) add1, which adds 1 to the value of x. We have defined in Section 3.3.2 examples of properties in local scopes concerning to these methods (Examples 3.3.1 and 3.3.2):

Example 3.3.1. The property states that the value of x must be checked at least once after the reset method is called. Therefore, to specify this property, we have the existence pattern for P = isZero; and, the after L scope for L = reset. Using the formula from Table 2.3, we get the following LTL property:

□(¬(reset) ∨ ◊(reset ∧ ◊isZero))
Example 3.3.2 The property checks if after the reset method is called, the isZero method is called at least once until the add1 method is called. In this case, we have the existence pattern for $P = \text{isZero}$; and, the after $L$ until $R$ scope for $L = \text{reset}$ and $R = \text{add1}$. Using the formula from Table 2.3, we get the following specification:

$$\Box (\text{reset} \land \neg (\text{add1}) \rightarrow (\neg (\text{add1}) \lor (\text{isZero} \land \neg (\text{add1}))))$$

Analyzing the examples, we can observe that the same formulas that were used to specify the properties in local scopes are presented in Tables 2.3 and 4.6. Therefore, we conclude that the properties of the above examples are testable, and we can use the corresponding LTL formulas as property specifications.

4.7 Conclusion

In this chapter, we described the process of extending the testability concepts for the SPS patterns (universality, absence, precedence, existence and response) in local scopes (before $R$, after $L$, between $L$ and $R$, and after $L$ until $R$). During this process, we prove that a broader range of SPS formulas can be used to derive testable properties, thus, we increase the possibilities of specifying properties that will provide a success/fail verdict when checked against a finite-execution program with a model checker. In addition, we give a formal validation of the SPS formulas concerning to the LTL representation, using the definitions of LTL syntax and semantics (Sections B.2 and B.3). Hence, our contribution is different from the work of Salamah et al. [SGRM05], which discusses the correctness of the SPS formulas through an empirical study using the SPIN model checker [Hol97] and several test cases.

In the next part of this thesis (Part III), we use the test purposes classification based on the testability analysis (Chapters 3 and 4) to simplify the definition of properties in a Java model checker. The model checker we chose for this purpose is the Java PathFinder (JPF) [Jav].

Remark 1. Salamah et al. [SGRM05] have proposed a new set of LTL formulas based on the SPS [Pat]. This new set is slightly different from the original SPS formulas, and according to the authors, it can generate nondeterministic Büchi automata with reduced states, which can be useful when dealing with model checking. These new formulas are implemented in the tool Prospec [MGR04], which was developed by the same research group to simplify the process of specifying properties in LTL. Hence, we refer to this new set of formulas as Prospec formulas.

Remark 2. Since the Prospec formulas can represent the same SPS patterns and scopes we analyzed in our properties testability study, we have analyzed the Prospec formulas to see if they can also be used to specify testable properties (and therefore, check whether they preserve the semantics of the original SPS formulas). This study is presented in Appendix C. Nevertheless, in the remaining of our work, we refer only to the SPS original formulas [DAC99, Pat].
III—Properties Formal Verification
After studying the topic of properties specification (Chapter 2), and defining a classification of testable properties (Part II), we must now apply this knowledge in practice using model checking. To perform the integration of the classification of testable properties with Java model checking, we have chosen to work with the model checker Java PathFinder (JPF) [Jav]. Although we have analyzed other Java model checkers (e.g. Bandera [Ban], Spin [SPI]), we concluded that JPF would be the best choice to use in our approach, since it can be extended with \textit{property definitions in Java}, the same programming language of the IUT, and \textit{listeners}, which can monitor the program execution during the verification process. A detailed description of JPF is given in Section 5.2. After choosing JPF as the model checker for our integration approach, we have to convert the specified property into a formal representation that must be readable for JPF. For this purpose, we chose to convert the property specification into a minimal deterministic automaton (DFA). JPF will then be able to read the automaton through the use of a listener, and traverse it while verifying the corresponding Java program. Our integration approach is depicted in Figure 5.1.

![Figure 5.1: Integrating testable properties specification with model checking](image)

The mechanisms we used to make this integration approach available for users are presented in this chapter. First, we describe the process of representing a property using DFA, and the creation of the automata library using the JFlap tool [JFL] (Section 5.1.1). Next, we give an overview of the model checker JPF and its features. The last topic of this chapter covers the implementation of a JPF listener, which is responsible for reading the property automaton and traversing it as the verification process is executed. The application of these mechanisms in the development of our tool, JPF-SPS, is presented in Chapter 6.
Defining and Checking Properties

5.1 SPS - Automata Representation

To implement the properties in JPF, we have chosen to have an automata library for each combination of SPS pattern and scope that derives a testable property; and a JPF listener that would receive as input a property automaton and the program to perform the property verification.

Since the automaton would be used in the verification, the best representation would be the minimal state DFA. Thus, we did not have to deal with nondeterminism, and would reach a verdict by traversing a minimum number of states in the automaton. We studied several ways to convert an LTL formula to a minimal state DFA, and we did not find a reliable semi-automated way to do that. Since the SPS has several formal representations besides the LTL [Pat], we decided to use the regular expressions (Section 2.3.3, Table 2.4). This decision was based on the fact that the conversion of a regular expression to a DFA can be done by several algorithms, and this conversion can be performed in a semi-automated manner by using tools that are freely available. In our case, we used the JFLAP tool [Rod06], which is described in Section 5.1.1. The restriction that is imposed by the use of regular expressions is the fact that it can only describe program finite executions.

5.1.1 Java Formal Language and Automata Package (JFLAP)

The Java Formal Language and Automata Package (JFLAP) [Rod06] is a software that was developed as a teaching tool for formal languages. JFLAP has strong recommendations for use in theoretical courses [JFL], and its correctness has been proved in a list of publications [Rod06, JFL]. It is freely available at the website [JFL], and some of its features are: (i) interactive visualization and creation of automata; (ii) conversion of a regular expression to a nondeterministic finite automaton (NFA); (iii) conversion of an NFA to a deterministic finite automaton (DFA); (iv) conversion of a DFA to a minimal state DFA; (v) conversion of a DFA to a regular expression.

In our work, we decided to use JFLAP to generate the minimal state DFA for each combination of testable SPS pattern/scope. These automata were generated from the corresponding regular expression of testable SPS patterns/scopes. Figure 5.2 illustrates the conversion of the response pattern (global scope) DFA to its minimal state DFA.

![Figure 5.2: JFLAP - Generation of a minimal state automaton for the response pattern (global scope).](image)

The generated automata are used in the definition of properties in JPF. Since JFlap is a highly recommended tool, as we stated previously, we assume that the automata library that was generated by JFLAP is correct.
5.1 SPS - Automata Representation

5.1.2 Automata Library Generation

To generate the automata library, we put each formula of Table 2.4 in the JFLAP and generated the corresponding minimal state DFA. Since the regular expression only describes the behavior that satisfies the property, we have to build the complementary minimal state DFA to add the violation paths and states in the original DFA.

For instance, consider the regular expression for the absence pattern and global scope: \([-P]\)*. The JFLAP generates the automaton in Figure 5.3, where the state 0 is the accepting state and it is represented by a circle with a thick border.

![Figure 5.3: Absence pattern/Global scope: automaton that satisfies the property.](image)

To add the violation paths, we completed the possible inputs to the automaton. In this case, we added a state 1 that is reached when \(P\) occurs (\(P\) is the input that is missing in the generated minimal DFA from Figure 5.3). The resulting automaton is presented in Figure 5.4.

![Figure 5.4: Absence pattern/Global scope: automaton that satisfies the property with complete inputs.](image)

After completing the automaton, we built the complement of the DFA, as illustrated in Figure 5.5. The rejecting state is the state 1, which is represented by a circle with a dashed border.

![Figure 5.5: Absence pattern/Global scope: automaton that rejects the property.](image)

Combining the automata from Figure 5.3 and 5.5, we generated the automaton that is depicted in Figure 5.6. This automaton has both accepting and rejecting states, and consequently, it can be traversed by JPF and reach either a success verdict or a fail verdict.

![Figure 5.6: Absence pattern/Global scope: automaton with accepting and rejecting states.](image)

The same process was applied to each SPS pattern/scope. Consider another example, the regular expression for the existence pattern and after L scope: \([-L]\)*; (L; [-P] *; P; .*)?. The automaton that is generated by JFLAP is presented in Figure 5.7.
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5.1.3 Automata Representation - Files

To store the generated automata in a library, we created two files with the extension `.jas`, one for the nodes, and another one for the edges. The structure of the files are defined as follows:

- **File “nodes.jas”**: each line has the form: `<int nodeID>, <boolean isInitialState>, <boolean isAcceptingState>, <boolean isRejectingState>

- **File “edges.jas”**: each line has the form: `<int nodeIDsource>, <int nodeIDtarget>, <String label>

For instance, if we consider the DFA for the absence pattern and global scope (Figure 5.6), we have the following files:

| Nodes File: |
|-------------|
| 0, true, true, false |
| 1, false, false, true |

---

1JAS stands for JPF-SPS Automaton Specification.
In addition, to customize the automaton to represent a property regarding a program, we need an events file to map the default labels P, T, L, R, to the corresponding program events. The file also has the extension *.jas, and it has the structure:

- **File “events.jas”:** each line has the form: `<String automatonLabel>, String <eventName>`

To represent the program events that must be in the automaton alphabet, although they do not match any of the default labels, we created a new label ‘NA’. An important remark is that the program event must be a single Java method name. We have this restriction to simplify the modeling of a program property to a DFA.

### 5.2 Java PathFinder (JPF)

Java PathFinder or JPF [Jav, VHB+03] is a virtual machine (VM) that receives the Java source code and its corresponding bytecode to analyze the execution of the program and perform the model checking. It is developed at NASA Ames Research Center and is freely available since 2005.

#### 5.2.1 JPF Main Features

JPF is a Java application that runs on top of the host VM (usually the Java Virtual Machine). It is itself a VM that executes a Java system to find defects and check properties. Figure 5.9 presents a schematic view of these layers.

![Figure 5.9: JPF components, adapted from [Jav]](image)

The JPF model checker receives as input a Java source code and its respective bytecode. The system properties can be written in Java and set to be checked in the configuration file (a *.jpf file) of JPF. After configuring the JPF, we can run the tool to check the system properties. If any violation is found, it returns program traces that indicates where the error is located. Figure 5.10 presents a diagram with the verification process in JPF.

![Figure 5.10: Java code verification in JPF, adapted from [Jav]](image)
To avoid the problem of state explosion during the model checking process, JPF employs on-the-fly partial order reduction, a mechanism in which only operations that affect other program threads are considered during the exhaustive verification. Furthermore, JPF allows users to select one of the predefined search heuristics (e.g. depth-first search (DFS), the breadth-first search (BFS)) and configure the search according to their requirements (e.g. limit the search depth when the DFS is selected, or choose how JPF should deal when errors occur during the search). Concerning to search properties, JPF has the implementation of two properties, which we call native JPF properties:

- **NotDeadlockedProperty**, which verifies the occurrence of deadlock in the program.
- **NoUncaughtExceptionsProperty**, which verifies the raise of exceptions that are not caught and handled properly.

JPF also can be extended to include other search properties. Other JPF resources, like search and VM listeners, allow developers to monitor the verification process. All these resources make JPF a highly flexible tool, which can be extended and configured by users to accomplish their particular needs regarding program verification.

### 5.2.2 Checking Properties Automata with JPF

To make JPF capable of traversing the properties automata as it executes the program verification, we wrote a listener (the partial code of the listener is presented in Listing 5.1). This listener inherits from the JPF class `PropertyListenerAdapter` and implements the methods to keep control of the automaton traversing and the JPF search for property violations. It receives as inputs the program information (src path, class path, main class), the property automaton and the alphabet of events. The JPF verification starts and the listener monitors the occurrence of events of interest and traverse the automaton accordingly. For instance, suppose that we want to verify the existence of `P` in the scope after `L` (Figure 5.8) and we have the following trace of the program: `T → P → L`, where `P`, `T` and `L` are program events (methods). When the verification starts, the listener will check which edge corresponds to the event `T` in the automaton and then proceed from the initial node (node 1) to another node. In this case, the automaton remains in node 1, and the process is repeated for event `P`. Once more, the listener remains in node 1. The next event of the trace is `L`, which leads the listener to traverse the automaton from node 1 to node 0. Since we reached the end of the trace, and the node 0 is a rejecting state, the verification stops and reports the property violation.

To control the automaton traversing during program verification, the listener checks when a trace analysis is finished in the `stateAdvanced` method, and backtracks the automaton in the `stateBacktracked` method to continue the analysis of other program traces (to avoid problems during the analysis of other traces, we disabled the `state-matching` feature in JPF). When the verification process of searching for a property violation is interrupted due to a search limit, or a native JPF property violation, the `stateAdvanced` method is not called. In this situation, the method that is responsible for analyzing the program trace data and property verdict until the moment of interruption is the `searchFinished` method. **In all cases, a property true verdict is only achieved when all program traces end at an automaton accepting node; otherwise, a fail verdict is reported.**

Besides the verdict, the listener stores and prints the program traces and the automaton traversed edges. This information is reported to the user in a graphical form to help in a posterior analysis of the program behavior. As an example, considering again the verification of the existence of `P` in the scope after `L` (Figure 5.8) for a program that presents only the trace `T → P → L`, the verification report would exhibit the fail verdict, the analyzed trace, and the coverage of 2 out of 5 automaton edges (coverage of 40% automaton edges).

⇒ For complete examples with screenshots of the developed tool, JPF-SPS, please refer to Section 6.2.
Listing 5.1: Implemented JPF Listener - Partial Code

```java
public class SPSListener extends PropertyListenerAdapter {
    (...)
    // Variables Initialization
    (...)
    // This method reads the events file and return a vector containing the events
    private static Vector<String> getEventsFromFile (Path filePathEvents) {(...)}
    // This method reads the nodes and edges files of the selected automaton and return the automaton as a vector of edges
    private static Vector<Edge> buildGraphFromFile (Path filePathNodes, Path filePathEdges) {(...)}
    // This is the method responsible for starting the JPF search for property violations. The variables that are used in the verification are initialized here.
    @SuppressWarnings("unchecked")
    @Override
    public void searchStarted(Search search) {(...)}
    // This method is responsible for checking a program instruction, and traverse the property automaton accordingly.
    @Override
    public void instructionExecuted(VM vm, ThreadInfo currentThread, Instruction nextInstruction, Instruction executedInstruction) {
        MethodInfo mi = executedInstruction.getMethodInfo();
        String methodName = mi.getName();
        // We only consider the events that are defined in the automaton alphabet
        if (isProgramMethod (methodName, programEvents)) {
            // If the executed instruction is a repeated instruction, we can skip it since the next automaton state would not change
            if (executedInstruction.isFirstInstruction()) {
                pInstructions.add(methodName);
                currentTrace = currentTrace.concat(methodName + "\n");
                currentCompleteTrace = currentCompleteTrace.concat(methodName + "\n");
                // We check the edge label that matches the method
                Edge e = isMethodInEdge(nextTransitions, methodName);
                if (e != null) {
                    // Here we keep track of the traces and the traversed automaton edges
                    currentTraceEdges.add(e);
                    traceEdges = traceEdges.concat(e.toString() + "\n");
                    if (!e.isFlag()) {
                        traversedEdges.add(e);
                        nonTraversedEdges.remove(e);
                    }
                    e.setFlag(true);
                    (...)
                    // Now we advance the automaton
                    currentNode = e.getTarget();
                    nextTransitions = getNextTransitions(currentNode.getId());
                }
            }
            else {
                // Here we keep track of the events that are executed by JPF but do not belong to the automaton alphabet. This information can be useful for coverage analysis.
            }
        }
    }
}
```

// This method is called after JPF advances in the search.
@Override
public void stateAdvanced(Search search) {
    if (search.isEndState()) {
        // We finished the analysis of a program trace.
        collectCoverageData(false);
    }
    // This method backtracks the automaton to continue the verification.
}
@Override
public void stateBacktracked(Search search) {
    // When the search terminates, we print the verdict.
    @Override
    public void searchFinished(Search search) {
        if (!currentTrace.isEmpty()) {
            // the search was interrupted
            collectCoverageData(true);
        }
        // printing the property verdict and coverage data
        System.out.println(printVerdict());
        System.out.println(printTraces());
        System.out.println(printTraversedEdges());
        System.out.println(printNotAdvancingTraces());
    }
    // This method is responsible for collecting property coverage data.
    // It receives a boolean variable as argument, to determine whether
    // the data corresponds to a search that was interrupted or not.
    private void collectCoverageData(boolean interruptedSearch) {
        if (advance == false) {
            // identifying the trace that did not advance the automaton
            notAdvancingTraces.add(traceId);
        }
        // collecting program traces and coverage data
        traces.add(currentTrace);
        completeTraces.add(currentCompleteTrace);
        tracesEdges.add(traceEdges);
        prettyPrintTraces.add(prettyPrintTrace);
        if (!interruptedSearch) {
            // if the search was not interrupted, the 'currentNode' is
            // analyzed to reach a property verdict
            propertyVerdict(currentNode);
        } else {
            // if the search was interrupted, the last node of the automaton
            // that was reached before the interruption is analyzed for a
            // property verdict
            propertyVerdict(currentTraceEdges.lastElement().getTarget());
        }
        // Resetting variables
    }
    // This method is responsible for determining the property verdict
    private void propertyVerdict(Node node) {
        if (node.isAcceptingState()) {
            if (!verificationResult.equals("FALSE")) {
                verificationResult = "TRUE";
            } else {
                // current node corresponds to a violation
                verificationResult = "FALSE";
                errorTraces.add(traceId);
            }
        }
    }
}
5.3 Conclusion

In this chapter, we presented the approach we adopted to integrate testable properties specification with the model checking of Java programs (Figure 5.1). For this purpose, we have chosen to work with Java PathFinder (JPF) [Jav], a virtual machine that works on top of JVM, and can be used to perform model checking in Java programs. JPF has several features, which allow the extension of the tool by implementing system properties in Java, and listeners to monitor points of interest during the verification of a Java program.

To apply the proposed approach in practice, it was also required to convert the testable property specification into a formal representation. The formal representation we decided to use is the minimal DFA, since it can be used to monitor the verification through JPF (Section 5.1.2). Therefore, we generated a DFA library from SPS regular expressions (Table 2.4). Then, having the program code and the testable property specification with its corresponding SPS pattern and scope, we can select the property automaton from the library and generate the property automaton. This property automaton is inputted to JPF. To make JPF able to read the automaton and traverse it while performing the program verification, a listener was implemented (Section 5.2.2). Using this listener, and having the property automaton as input, JPF can perform the verification of the property against the Java program. The result of the verification is presented in the JPF verification report, which includes data like the property verification verdict, and the coverage of the property automaton and program code.

In the next chapter (Chapter 6), we present how we used the DFA library and the JPF listener in the development of our tool, JPF-SPS. The DFA library and the JPF listener which were described here are key mechanisms that enabled us to build the JPF-SPS.

Observing Listing 5.1, we can see that the JPF listener implementation is straightforward, and it is correct by construct. This listener makes JPF able to read the property DFA and traverse it during the verification of a program, giving to the user not only the property verdict in the verification report, but also useful coverage information regarding the program and property automaton.
Having the properties automata library and the JPF listener, we were able to build a tool that provides a friendly Graphic User Interface (GUI) to define a property and the events of interest, and set up the JPF to perform the verification of the property. The tool is called JPF-SPS.

To present the tool, we give an overview of its main features and interface, providing a clear step-by-step guide of using JPF-SPS to define and verify properties of a Java program. To evaluate the use of JPF-SPS, and detect its strengths and weaknesses, we applied it to a set of examples (case studies). This set of examples is composed by different types of Java systems, since we wanted to assess the behavior or JPF-SPS when defining and verifying properties against different Java programs. To conclude this chapter, we discuss the advantages of using JPF-SPS and the differences and similarities between JPF-SPS and related work.

6.1 JPF-SPS Overview

Aiming at the simplification of properties specification and verification, we built the tool JPF-SPS. Figure 6.1 presents the main components of the tool.

![Figure 6.1: JPF-SPS components diagram]

The front-end of the tool is composed by a GUI. Using this interface, we can input a Java program that is parsed by JPF-SPS in order to get the program elements. The program parsing is done with the help of the framework Recoder [Rec]. Having the program elements available, we can then select the property pattern and scope and drag the corresponding events for property specification.
To generate the property automaton representation (minimal DFA), JPF-SPS uses the information of which property pattern and scope were selected and choose the general automaton representation from the automata library (Section 5.1.2). To customize it according to the property specification, JPF-SPS replaces the labels of the automaton with the selected events, which were stored in a file. The DFA with the events labels is the property automaton representation that is going to be read by JPF model checker [Jav].

JPF model checker is part of the back-end of JPF-SPS, the verification engine. To make JPF read the property automaton and traverse it during the program verification, JPF-SPS sets the listener we implemented (Section 5.2.2) to work with the model checker. Then, when we want to verify the property against the program, JPF-SPS inputs the property automaton to JPF (plus the listener), and it performs the verification of the property while collecting information concerning to the property automaton traces coverage and program instructions coverage. The verification report containing the property automaton view, the verdict and the collected data is presented when JPF finishes the verification process.

Next, we summarize the main features of JPF-SPS. The following section presents a mini-tutorial to illustrate how we can use the tool to define and verify a property of a Java program.

### JPF-SPS Main Features:

- Analysis of the Java program source code and identification of program events through a parsing process with the Recoder framework [Rec].

- Definition of a property using an interface based on the SPS. The events of interest should be selected when specifying the property pattern and scope.

- Verification of the property using the JPF and the implemented listener (Section 5.2.2). Using the property pattern, scope and events information, the property automaton is generated and traversed during the verification process by JPF. The verification verdict, property and program coverage information, and property automaton view, are reported to the user using the provided JPF-SPS interface.

### 6.1.1 JPF-SPS Tutorial

To illustrate how we can use the JPF-SPS, let’s recall the simple arithmetic example of Section 2.3.1. The complete code of this example is presented in Listing 6.1.

#### Listing 6.1: Arithmetic Example

```java
public class ArithmeticExample {
    // adds 1 unit to the integer x
    public void add1(int x) {
        x = x + 1;
    }
    // sets the integer x to 0
    public void reset(int x) {
        x = 0;
    }
    // checks whether the integer x has value 0
    public boolean isZero(int x) {
        return x == 0;
    }
    // main method
    public static void main(String[] args) {
        ArithmeticExample ae = new ArithmeticExample();
        int x = 5;
        ae.reset(x);
        ae.add1(x);
        ae.isZero(x);
    }
}
```

Recalling the property we specified using SPS in Section 2.4.4:
Property: the value of \( x \) is checked at least once after the reset method is called. To specify this property, we have the existence pattern for \( P = \text{isZero} \), and, the after \( L \) scope for \( L = \text{reset} \).

To define and verify the above property of Arithmetic Example program, we use the JPF-SPS. When we run the JPF-SPS, the first step is to provide the paths regarding the Java program.

**JPF-SPS Project Settings.** To start the analysis of the program, JPF-SPS requires the following program paths:

- Path to the source code: it is the path to the \(*.java\) files.
- Path to the bytecode: it is the path to the \(*.class\) files (bytecode).
- Path to the library folder: if the program makes use of a library of external \(*.jar\) files, the path to these files (e.g. lib folder) should be informed.

In this example, we inform the paths to the source code and to the bytecode of the Arithmetic Example program (Figure 6.2).

Figure 6.2: Screenshot: Project Settings

After we enter the paths to the Java program, JPF-SPS parses the code and present the program elements to the user in a tree on the left-hand side of the interface (Figure 6.3). On the right-hand side, there are three tabs. These tabs provide important features of JPF-SPS to the users.

**JPF-SPS Tabs.** Each tab provides its own features to assist users in the definition and verification of the properties.

- The first tab, “Item Details”, presents data regarding a selected element in the tree.
- The second tab, “Property Definition”, provides an intuitive interface to define a property using the SPS patterns and scopes that can specify testable properties.
- The third tab, “Property Verification”, provides to the user access to the verification engine of SPS, which makes use of JPF.

Figure 6.3 presents the tree of program elements of the Arithmetic Example program on the left-hand side of the interface. On the right-hand side, we can view the first tab, “Item Details”,...
when the method `add1` is selected. On this tab we can see some data concerning to this method, like the class and package it belongs to, and its parameters and local variables.

![Screenshot: Item details - Method `add1`]

To specify the property we want in this example, we go to the JPF-SPS second tab, “Property Definition” (Figure 6.4), where we select the pattern, scope and events of the property. To aid the users, we also provide in this tab figures that illustrate the selected pattern and scope. For this example, we want the existence of `isZero` after `reset`. Hence, we select the existence pattern and
drag the element \texttt{isZero} from the tree and drop it to the \texttt{P} field; and, we select the after scope and drag the element \texttt{reset} from the tree and drop it to the \texttt{L} field. In addition, we drag and drop the event \texttt{add1} to the Other Events field since it is an event of interest and, therefore, part of the automaton alphabet.

![Screenshot: Property Definition - Existence of isZero after reset](image)

**Figure 6.4:** Screenshot: Property Definition - Existence of isZero after reset

After selecting the events, we click on the button to generate the mapping file that will replace the default automaton labels with the selected events (Figure 6.5). Since \texttt{add1} does not belong to the property automaton, it is marked with the label \texttt{NA}. The generated file has the following content:

```markdown
File: events-existsIsZero-afterReset.jas
P, isZero
L, reset
NA, add1
```
To perform the property verification, we go to the third tab of JPF-SPS, “Property Verification”, which provides to the user the “Run Verification” button to perform the verification of the defined property with JPF. When the user clicks on that button, a verification configuration window appears (Figure 6.6).

Verification Configuration. To configure the verification, we have to inform:

- The property pattern and scope. If the user has defined the property on the second tab of JPF-SPS, the pattern and scope are already set by JPF-SPS; otherwise, the user should select the corresponding pattern and scope of the property to be verified.
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- The events file. If the user has defined the property on the second tab of JPF-SPS, the path to this file is already set by JPF-SPS; otherwise, the user should select the path to the corresponding file.

- The JPF target, which is the Java class of the program that contains the method `main`.

- The search depth limit. This limit is used by JPF to limit the depth-first search it performs during verification. It is particularly used when JPF-SPS needs to handle loops and recursion in the program, since we disabled the state-matching feature for the sake of program traces analysis. The default value we set is 1000. This value can be increased or decreased according to the user needs and hardware limits.

In this example, we select the `existence` pattern and `after` scope, the events file `events-existsIsZero-afterReset.jas`, and the target `ArithmeticExample` class. We kept the search limit as 1000. Then, after configuring the verification, the JPF checks the selected property. A verification report and a view of the property automaton with the new labels is also provided (Figure 6.7).

![Figure 6.7: Screenshot: Property Verification](image)

The automaton states and edges can be freely arranged by the user. Figure 6.8 presents the same automaton of Figure 6.7, but in another arrangement. The initial state of the automaton is represented by a rectangle, and the others are represented by circles. Accepting states have double line borders, and rejecting states double dashed line borders. The symbol ‘!’ represents the logical negation. The edges that were traversed during verification are highlighted in the automaton, and the program traces that traversed an edge are identified in the label by “Tr[<trace(s) id>]”.

![Figure 6.8: Property Verification - Automaton View](image)
The verification report (Listing 6.2) presents to the user the property verification verdict, program traces and the automaton edges that were traversed during verification. In this example, the property was satisfied (there is an occurrence of isZero after reset). Three out of five edges of the automaton were covered (60%), and the program trace is:

\[ \text{reset} \rightarrow \text{add1} \rightarrow \text{isZero} \]

Listing 6.2: Arithmetic Example - Partial verification report
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The property was satisfied.

--- Traversed Edges in this Trace: -----  
(Node 1, reset / reset, Node 0)  
(Node 0, add1 / !isZero, Node 0)  
(Node 0, isZero / isZero, Node 2)

--- Traversed Automaton Edges  #######
(Node 1, reset, Node 0)  
(Node 0, !isZero, Node 0)  
(Node 0, isZero, Node 2)

--- Non-Traversed Automaton Edges  #######
(Node 1, !reset, Node 1)  
(Node 2, true, Node 2)

--- Edges Coverage 60.00% (3/5) #######

In addition, we inform to the user if a program trace did not advance the automaton, i.e., it traverses only the edge that goes to the initial state of the automaton during the verification. Although we cannot observe this situation in this example, it can be viewed in the case study of Section 6.2.1. Other situations, like property violations, can also be viewed in the case studies of Section 6.2.
6.2 Case Studies

To analyze the JPF-SPS performance, we applied it to a set of four Java programs. Two of these programs have clear program traces that can be represented using labeled transition systems [Tre08]: the coffee machine (Section 6.2.1); and, the train door controller [ZBdC+11] (Section 6.2.2. The other two are bigger programs (more than 1000 lines of code) that were used to point the JPF-SPS strengths and weaknesses: the coordinated atomic action (CAA) framework [HM12] and the SWPDC [Ach13, SJ11]. The CAA framework deals with concurrency, and makes use of several threads and loops in its code. The SWPDC is a Java implementation based on a formal specification of an on-board embedded software for a space system developed at INPE.

The hardware we used to run the case studies is a MacBook Pro with a 2.4 GHz Intel Core i5 processor and 8 GB of RAM memory. To run the JPF-SPS, we used the Eclipse Kepler Integrated Development Environment (IDE) [Ecl] with Java version 7.

6.2.1 Coffee Machine

In the coffee machine example, the user inserts a coin in the machine and can choose one of four options:

- (a) coffee and milk;
- (b) coffee and sugar;
- (c) milk and sugar;
- (d) sugar.

The partial code is presented in Listing 6.3. To make JPF to explore all the four options in one execution of the program, we used the “Verify.random” method from JPF[Jav].

Listing 6.3: Coffee Machine - Partial Code

```java
public class CoffeeMachine {
    private static CoffeeMachine cm = null;
    public static void main(String[] args) throws IOException {
        tasks(Verify.random(3));
    }
    private static void tasks(int option) {
        cm = getInstance();
        cm.putCoin();
        switch (option) {
            case 1:
                cm.getCoffee();
                cm.getMilk();
                break;
            case 2:
                cm.getCoffee();
                cm.getSugar();
                break;
            case 3:
                cm.getMilk();
                cm.getSugar();
                break;
            default:
                cm.getSugar();
                break;
        }
    }
}
```

Suppose that we want to define the property:

**Property:** getMilk cannot be called during the whole execution of the program. This property can be specified using the absence pattern for \( P = \text{getMilk} \), and the global scope.
Following the steps that were presented in Section 6.1.1, we can define this property and verify it with JPF-SPS. Figure 6.9 presents the screenshot of the "Property Verification" tab in this example. The automaton can be viewed on the left-hand side of the tab, and a partial view of the verification report can be viewed on the right-hand side of the tab.

Figure 6.9: Screenshot: Property Verification - Coffee Machine Example

The verification report (Listing 6.4) presents to the user the property verification verdict, program traces and the automaton edges that were traversed during verification. In this example, the program traces are:

(0) putCoin → getSugar;
(1) putCoin → getCoffee → getMilk;
(2) putCoin → getCoffee → getSugar;
(3) putCoin → getMilk → getSugar

The property was violated since there are occurrences of getMilk in traces 1 and 3, but all the automaton edges were covered. Furthermore, in this example, we also inform to the user the program traces that did not advance the automaton. This case can be observed in traces 0 and 2, which traverse just the edge from node 0 to node 0 (label: !getMilk). If we only had these program traces, we would not observe the property violation, but the low coverage (1 out of 3 edges) would reveal that the property was not verified properly. This would mean that there may be a problem between the specification and the code. Thus, either the specification or the code should be reviewed.

Listing 6.4: Coffee Machine example - Partial verification report
coffeeMachine.CoffeeMachine.main()

search started: 8/18/15 10:26 PM
(...)
search finished: 8/18/15 10:26 PM

The property was violated by Trace(s): [1, 3].

Executed Instructions (Participation):
[getCoffee, getMilk, getSugar, putCoin]

Executed Instructions (No Participation):
[getInstance, main, tasks]

(...)

Traversed Edges in this Trace: -----
(Node 0, putCoin / !getMilk, Node 0)
(Node 0, getSugar / !getMilk, Node 0)

Traversed Edges in this Trace: -----  
(Node 0, putCoin / !getMilk, Node 0)
(Node 0, getCoffee / !getMilk, Node 0)
(Node 0, getMilk / getMilk, Node 1)

Traversed Edges in this Trace: -----  
(Node 0, putCoin / !getMilk, Node 0)
(Node 0, getCoffee / !getMilk, Node 0)
(Node 0, getSugar / !getMilk, Node 0)

Traversed Edges in this Trace: -----  
(Node 0, putCoin / !getMilk, Node 0)
(Node 0, getMilk / getMilk, Node 1)

Traversed Edges in this Trace: -----  
(Node 0, putCoin / !getMilk, Node 0)
(Node 0, getMilk / getMilk, Node 1)

Traversed Automaton Edges

Non-Traversed Automaton Edges

Edges Coverage 100.00% (3/3)

[WARNING] There is at least one trace that did not advance the automaton:
- Trace: 0
- Trace: 2
6.2.2 Train Door Controller

The train door controller code (Listing 6.5) is based on the example presented by Zoppi et al. [ZBdC+11]. It simulates a train door operation when the train departs from a station and arrives at the next station. The door methods are:

- **Start**: the train departs from the station.
- **Alarm**: the emergency button is pressed.
- **Safe**: it assures that the train can proceed the trip safely.
- **Stop**: the train arrives at the next station.
- **Open**: the doors are opened when the train stops at the station.
- **Close**: the doors are closed and the train prepares for the next trip.
- **Error**: it reports an error in the system.

Listing 6.5: Train Door Controller - Java version based on the code of Zoppi et al. [ZBdC+11]

```java
import gov.nasa.jpf.vm.Verify;
public class Controller {
  private static Door door = null;
  public static void main(String[] args) {
    door = new Door();
    scenarioSelection(Verify.random(2));
  }
  public static void scenario1() {
    door.Start();
    door.Alarm();
    door.Safe();
    door.Stop();
    door.Open();
    door.Close();
  }
  public static void scenario2() {
    door.Start();
    door.Stop();
    door.Open();
    door.Alarm();
  }
  public static void scenario3() {
    door.Start();
    door.Alarm();
    door.Stop();
  }
  public static void scenarioSelection (int option) {
    switch (option) {
      case 1:
        scenario1();
        System.out.println("---");
        break;
      case 2:
        scenario2();
        System.out.println("---");
        break;
      default:
        scenario3();
        System.out.println("---");
        break;
    }
  }
  public class Door {
    private boolean danger, closed, moving;
    public Door() {
      closed = true;
      moving = false;
      danger = false;
    }
    // Controlled operations
    public void Open() {
      if (closed && !moving) {
        System.out.println("OPEN: Door open; Train not moving");
      }
    }
  }
}
```

closed = false;
} else Error();
}

public void Close () {
  if (!closed && !danger) {
    System.out.println("CLOSE: Door closed; No danger");
    closed = true;
  } else Error();
}

// Monitored events
public void Start () {
  if (!moving) {
    System.out.println("START: Train moving");
    moving = true;
  }
  if (!danger) {
    System.out.println("START: Closing doors");
    closed = true;
  } else Error();
}

public void Stop () {
  if (moving) {
    System.out.println("STOP: Train stopped");
    moving = false;
  } else Error();
}

public void Alarm () {
  if (!danger) {
    System.out.println("ALARM: train in danger, doors opening");
    closed = false;
    danger = true;
  } else Error();
}

public void Safe () {
  if (danger) {
    System.out.println("SAFE: Train is safe, no danger");
    danger = false;
  } else Error();
}

public void Error () {
  System.out.println("SYSTEM ERROR");
}

Suppose that we want to check the following property:

**Property 1:** Error cannot be called during the whole execution of the program. This property can be specified using the absence pattern for $P = \text{Error}$, and the global scope.

This property is similar to the one presented in the paper of Zoppi et al. [ZBdC11]. And, as we can see in Figure 6.10, the property is violated.

Analyzing the example, we have three different scenarios for the train door operation. These scenarios are verified in the following order:

(0) Start $\rightarrow$ Alarm $\rightarrow$ Stop
(1) Start $\rightarrow$ Alarm $\rightarrow$ Safe $\rightarrow$ Stop $\rightarrow$ Open $\rightarrow$ Close
(2) Start $\rightarrow$ Stop $\rightarrow$ Open $\rightarrow$ Alarm

The problem occurs in scenario 1. According to the program code, the doors can only be opened if they are currently closed. In scenario 1, Start is called, and the doors are closed. Then, Alarm is called and the doors are opened. But, after Safe is called, the doors are still opened (they were not closed in the Safe method). Thus, when Open is called, Error is called. This program trace can be observed in Listing 6.6. If we want to fix this error, we have to uncomment the instruction at line 93, which will close the doors during the call to the method Safe.
Now, suppose that we want to check the property:

**Property 2:** after the method `Start` is called, there is at least one occurrence of `Alarm` (we want to simulate an emergency after the train starts in all scenarios). This property can be defined using the *existence* pattern for \( P = \text{Alarm} \) and the *after* scope for \( L = \text{Start} \).

In addition, consider that the line 93 of Listing 6.5 is without a comment. As we can see by
analyzing the program scenarios, the property is satisfied (Figure 6.11).

![Screenshot: Property 2 Verification - Train Door Controller Example](image)

**Figure 6.11: Screenshot: Property 2 Verification - Train Door Controller Example**

The verification report would also state that the property was satisfied after all program traces were analyzed (Listing 6.7).

**Listing 6.7: Train Door Controller example - Partial verification report of property 2**

```
JavaPathfinder core system v8.0 (rev 2+) - (C) 2005-2014 United States Government. All rights reserved.
======================================= system under test
train.Controller.main()
======================================= search started: 8/18/15 11:52 PM
(...)  
======================================= search finished: 8/18/15 11:52 PM
### Trace 0 ##########
Start
Alarm
Stop
--- Traversed Edges in this Trace: -----  
(Node 1, Start / Start, Node 0)  
(Node 0, Alarm / Alarm, Node 2)  
(Node 2, Stop / true, Node 2)
### Trace 1 ##########
Start
Alarm
```
According to the verification report (Listing 6.7), 4 out of 5 edges of the automaton were covered, resulting in 80% of coverage (only the edge from node 1 to node 1 (label: \(-\) Start) of the automaton presented in Figure 6.11 was not covered). Since the edge that was not covered is not relevant for the property verification, the generation of test cases may be skipped; otherwise, if the uncovered edge was indeed relevant for test and/or verification purposes, we could use it to generate complementary test cases and reach a 100% coverage of the property automaton.

### 6.2.3 Coordinated Atomic Actions (CAA) Framework

The framework [Han10, HM12] is based on a specification of the model of coordinated atomic actions (CAA) [Rom01, XRR+95, PdM10]. The CAA model [XRR+95] integrates the concepts of atomic actions [Ran75], ACID transactions [GR92] and concurrent exception handling, aiming at concurrency coordination, communication and error recovery among many system components. Each CAA has a set of participating objects (or participants, for short) that interact with each other in a cooperative manner to accomplish a task.

The CAA framework has approximately 1800 lines of code, and due to the nature of the CAA model, it deals with concurrency among several threads. The threads are used to simulate the CAA model components and their interactions. Figure 6.12 gives an overview of the framework components. We give a brief description of each component next.

The CoordinatedAtomicAction class represents one CAA. Each action has one instance of Coordinator and ExceptionTree classes; and, \(n\) instances of Participant classes, which are controlled by theCoordinator instance.

Each Participant has one instance ofRole and one instance of Handler classes. The Role instance contains the implementation of the normal behavior of the participant in the action,
the Handler, the implementation of the exceptional behavior of the participant.

![Figure 6.12: CAA Framework Overview](image)

Although the CAA framework is bigger than previous examples, and makes use of different data structures to deal with a multithreaded environment, JPF-SPS was able to handle it: the parsing of the code and properties specification was done in a fast and efficient manner. The restriction is in the verification part, due to the JPF search depth limit: since we disabled the JPF state-matching, we have to set a small limit so JPF can handle all the threads and loops of the CAA framework (otherwise JPF could fall into an infinite loop and overload the hardware memory). The result is that we have a restricted set of properties we can verify until the search depth limit is reached.

Consider a Simulator class that uses the CAA framework. This simulator has two coordinated atomic actions, caa0 and caa1. The first CAA has only one participant (participant0), and the latter has two participants (participant0 and participant1). In the main method, these actions and their components are initialized and executed.

```
public class Simulator {
    ...
    public static void main(String args[]) {
        roles0 = new Vector<Role>();
        roles1 = new Vector<Role>();
        handlers0 = new Vector<Handler>();
        handlers1 = new Vector<Handler>();
        participants0 = new Vector<Participant>();
        participants1 = new Vector<Participant>();
        transactions0 = new Vector<TransactionInterface>();
        transactions1 = new Vector<TransactionInterface>();
        exceptions = new Vector<Exception>();
        nestedActions = new Vector<CoordinatedAtomicAction>();
        caaVector = new Vector<CoordinatedAtomicAction>();
        // exception resolution tree
        excTree = new ExceptionTree();
        // CAA-0 and its transactions vector
        caa0 = new CoordinatedAtomicAction(0);
        t0 = new Transaction();
        transactions0.add(t0);
        // CAA-1 and its transactions vector
        caa1 = new CoordinatedAtomicAction(1);
        t1 = new Transaction();
        transactions1.add(t1);
        // adding CAAs to the vector 'caaVector'
        caaVector.add(caa0);
        caaVector.add(caa1);
        // Participant-0 and its roles and handlers
        p0 = new Participant0(caaVector, 0);
        // adding account number 1 at the database
    }
```
```java
r0 = new Participant0Role0(p0, caa0, 1);
roles0.add(r0);
p0.setRoles(roles0);
h0 = new Participant0Handler0(p0, caa0);
handlers0.add(h0);
p0.setHandlers(handlers0);
//adding Participant−0 in the participant’s vector of the CAA−0
participants0.add(p0);

//Participant−1 and its roles and handlers
p1 = new Participant1(caaVector, 1);
r1 = new Participant1Role0(p1, caa0);
r2 = new Participant1Role1(p1, caa1);
roles1.add(r1);
roles1.add(r2);
p1.setRoles(roles1);
h1 = new Participant1Handler0(p1, caa0);
handlers1.add(h1);
p1.setHandlers(handlers1);

//adding Participant−1 in the participant’s vector of the CAA−0
participants0.add(p1);
//adding Participant−1 in the participant’s vector of the CAA−1
participants1.add(p1);
//adding the 'InvalidAccountNumberException' to the exceptions’ vector of
//CAAs.
InvalidAccountNumberException exc = new InvalidAccountNumberException();
exceptions.add(exc);

//setting CAA−0 variables
cas0.setTrans(transactions0);
cas0.setParticipants(participants0);
nestedActions.add(caa1);
cas0.setNestedActions(nestedActions);
cas0.setExceptions(exceptions);
cas0.setExceptionTree(excTree);
//CAA−0 coordinator
coord0 = new Coordinator(cas0);
cas0.setCoordinator(coord0);

//setting CAA−1 variables
cas1.setTrans(transactions1);
cas1.setParticipants(participants1);
cas1.setNestedActions(new Vector<CoordinatedAtomicAction>());
cas1.setExceptions(exceptions);
cas1.setExceptionTree(excTree);
cas1.setParentCaa(cas0);
//CAA−1 coordinator
coord1 = new Coordinator(cas1);
coord1.setfSignal(exceptions);
cas1.setCoordinator(coord1);

//starting participants execution
for (Participant partic : participants0) {
    partic.start();
}

//starting coordinators execution
cas0.getCoordinator().start();
cas1.getCoordinator().start();
```

Moreover, consider the Participant class methods (Listing 6.9).

**Listing 6.9: CAA Framework - Participant Partial Code [Han10]**

```java
public class Participant extends Thread {
    ... 

    //this method requests the participant entrance in a CAA.
    public void entryRequest(int caaIndex) {...}

    //this method requests the normal ending of a participant in a CAA.
    public void normalEndRequest(int caaIndex) {...}

    //this method requests the exceptional ending of a participant in a CAA.
    public void exceptionalEndRequest(int caaIndex) {...}

    //this method requests the abort ending of a participant in a CAA.
```
In spite of the search limit, we are not restricted to the verification of properties regarding methods that are called in the main method of the Simulator class (Listing 6.8). We can also verify properties regarding methods that belong to other classes whose instances are used in the main method. Focusing on the methods concerning to the Participant instances, consider the following property:

**Property:** we want to assure that a call to setParticipants always precedes a call to beginParticipantAction. This guarantees that the coordinated atomic action has been configured before the participant actions start.

The property can be defined using the *precedence* pattern in the *global* scope. In the pattern specification, we have that \( T = \text{setParticipants} \) and \( P = \text{beginParticipantAction} \). Setting the verification with this property, and putting the search limit as 7, we can run the verification (Figure 6.13).

![Screenshot: Verification Configuration - CAA Framework Example](image)

**Figure 6.13:** Screenshot: Verification Configuration - CAA Framework Example

The result is that the property is satisfied by the simulator. Figure 6.14 presents the property automaton view and part of the verification report. The automaton confirms that the property is satisfied, since it does not reach the rejecting state 2. A better view of the verification report is presented in Listing 6.10. From this listing, we can observe that the verification report of this example is different from the reports of previous examples. This fact occurs due to the interruption of the verification process when the search limit is reached. As we have discussed in Section 5.2.2, the listener (Listing 5.1) prints the program trace and property automaton coverage until the moment of the interruption. The property verdict is reached by analyzing the automaton coverage. Since the automaton is traversed according to the instruction that is executed by the model checker, it would still give the right coverage and the right verdict until the program execution is interrupted.
Therefore, the property verdict can be guaranteed only in the executed portion of the program, i.e.,
the part of the program that was executed until the interruption.

Listing 6.10: CAA Framework example - Partial verification report
6.2.4 SWPDC

SWPDC [Ach13] is a Java implementation of a real space software product developed for an INPE’s research project [SJ11]. It has approximately 1400 lines of code. Figure 6.15 gives an overview of the implemented SWPDC components and their interactions.

The data component is responsible for the whole data management, from its storage to its formatting. On the other hand, the support component is responsible for initializing the sensor procedures and the sensor data acquisition. To implement the communication between these two components, text files were used to simulate the data exchange.
JPF-SPS could handle the SWPDC program similarly to the way it handled the CAA framework (Section 6.2.3). The parsing of the code and properties specification was done in a fast and efficient manner. The restriction is also in the verification part: JPF cannot deal with IO libraries that were used in the implementation of SWPDC. Hence, the SWPDC main method was adapted to try to make JPF skip the methods that use these libraries. The result is that the program could not be fully verified, and the properties were restricted to the events that do not belong to program execution traces with IO methods that are not supported by JPF.

Reproducing the example presented by Achutti [Ach13], we use the proposed SWPDC class with an adapted main to run with JPF-SPS. This class code is shown in Listing 6.11.

### Listing 6.11: SWPDC - Class with an adapted main method [Ach13]

```java
public class MainForSupportVerification {
    static Communicator communicator;
    static Checker checker;
    static Initialiser initialiser;

    public static void main(String[] args){
        communicator = Communicator.getInstanceCommunicator();
        checker = Checker.getInstanceChecker();
        initialiser = new Initialiser();
        initialiser.begin();
    }
}
```

Considering the set of properties that were implemented with SWPDC, we have chosen to specify one of the properties related to the support component. The property checks the occurrence of a call to `getInstanceCommunicator`, and can be defined as follows:

**Property:** there is at least one call to `getInstanceCommunicator` during the whole program execution. This property can be specified using the `existence` pattern in the `global` scope.

Defining this property is an easy task with JPF-SPS. But we still observed some restrictions when verifying this property against the adapted SWPDC class (Listing 6.11). Figure 6.16 presents the property automaton and the partial verification report.

![Figure 6.16: Screenshot: Property Verification - SWPDC Example](image-url)
The partial verification report concerning to this property is presented in Listing 6.12.

**Listing 6.12: SWPDC example - Partial verification report**

JavaPathfinder core system v8.0 (rev 2+) - (C) 2005-2014 United States Government. All rights reserved.

```
======================================= system under test
swpdc.MainForSupportVerification.main()
======================================= search started: 8/20/15 1:05 AM
(...)
======================================= error 1
gov.nasa.jpf.vm.NoUncaughtExceptionsProperty
(...)
======================================= search finished: 8/20/15 1:05 AM

The property was satisfied.
```

Executed Instructions (Participation):
[getInstanceCommunicator]

Executed Instructions (No Participation):
[createFile, getDataTime, main]

```
### Complete Trace 0 ##########
main
getInstanceCommunicator
createFile
dataTime
createFile
### Trace 0 ##########
getInstanceCommunicator
--- Traversed Edges in this Trace: -----
(Node 0, getInstanceCommunicator / getInstanceCommunicator, Node 1)
### Traversed Automaton Edges #######
(Node 0, getInstanceCommunicator, Node 1)
### Non-Traversed Automaton Edges #######
(Node 0, !getInstanceCommunicator, Node 0)
(Node 1, true, Node 1)
### Edges Coverage 33.33% (1/3) #######
```

Similarly to the previous example (Section 6.2.3), the result is that the property is satisfied by the program. This result is confirmed by the property automaton (Figure 6.16), since it only reaches the accepting state 1. Nevertheless, the verification report that is presented in Listing 6.12 presents an error. Recall that the NoUncaughtExceptionProperty is a native property of JPF, and it is violated when an exception is not handled correctly by the IUT. In the SWPDC example, the error occurs when an instruction concerning to file manipulation is called and it does not handle the exception properly according to JPF (observe that in Listing 6.12 there is a call to a method `createFile`). Therefore, as in the CAA framework example, the SWPDC verification is also interrupted. Although the interruption causes are different, the result is similar. The listener (Section 5.2.2, Listing 5.1) prints the program trace and property automaton coverage until the moment of the interruption. The property verdict is reached by analyzing the automaton coverage. Note that this analysis is only valid until the point of the interruption of program execution, hence, the verdict analysis and coverage data is only valid for the portion of the program that was indeed executed during the model checking.
Even though our property was satisfied, the error that is reported during the verification should not be ignored. Therefore, the most appropriate solution in case of a native JPF property violation is the review of the program code to fix the error. If the error was caused by a method that uses libraries that are not supported by JPF, we could either skip the call to this method in the verification or change the implementation of this method to avoid the use of unsupported libraries.

6.3 Conclusion

In this chapter, we presented the JPF-SPS, the tool we implemented to integrate testable properties classification and Java model checking. After we give an overview of the tool and its features, we evaluated it through a set of Java examples. We could observe that the identification of program elements (e.g. classes, methods) and the definition of properties using the proposed testable properties classification (Chapter 3) can be done in a fast and efficient manner regardless of the size of the example program. The main restrictions concern to the back-end of the tool, the verification engine. Although JPF is a powerful tool, it does not offer full support for all Java libraries. For instance, it cannot deal properly with IO libraries and Java Swing. In addition, to adapt JPF to our tool trace analysis, we had to disable the JPF state-matching. Consequently, when JPF-SPS receives a program with recursion or loop structures, we have to put a limit to the JPF search for property violation, thus constraining the portion of the program that is effectively verified. Due to these JPF restrictions, the verification may be interrupted, giving to the users only the results concerning to the executed portion of the program. This could be observed in the cases studies of Section 6.2.3 and 6.2.4. In spite of the verification engine restrictions, we can conclude that JPF-SPS does what we wanted it to do: (a) it detects the program elements that can be used to define a property; (b) it provides an intuitive interface to define a testable property; (c) it provides a direct link with a verification engine to verify the defined property against the Java program. Having these features, JPF-SPS simplifies the use of formal verification in such a way that even users that are not familiar with formal methods can apply formal method in their Java programs.

Concerning to JPF-SPS additional contributions, and its similarities and differences to other existing tools, we now discuss some related work. Balasubramanian et al. [BPN+11] defined JPF properties using contracts or automata, which are generated using the SPS and then linked to Java code and the JPF using Matlab/Simulink [Mat]. Although we use automata to represent SPS combinations of pattern and scope, we make a direct relation between the definition of testable properties with the SPS and the property verification using a JPF listener. The JPF-LTL [JL] extends JPF with LTL verification. While JPF-LTL is more general, our work focuses on ease of use, via patterns and a user-friendly interface. In addition, we provide property coverage information that can be used to guide a reduced test suite generation. Regarding property definition, Mondragon et al. [MGR04] developed the tool Prospec. This tool provides a user-friendly interface to assist the definition of properties using SPS, but no automaton is generated. In contrast, we provide the program events that can be used to specify a property, and the corresponding finite-automaton of the property, which was specified with SPS; and also, we provide a direct link with JPF, allowing the verification of the property. Belinfante [Bel10] developed the tool JTorX, which checks whether a test purpose specification holds in a Java program implementation using the I/O relation. The test purposes are represented in LTS and the underlying theory of I/O relation can be found in [Tre08]. Jard and Jéron [JJ05] developed the tool TGV, which generates test cases from test purposes represented using LTS. In our work, we proposed the use of test purpose as input to a model checker. The results provided by the verification process can then be used to guide test cases generation.

The next part of this thesis (Part IV) presents the conclusion of the research. The main contributions and achieved results are discussed, as well as future work.
IV—Final Considerations
This chapter concludes the thesis. Here, we present a summary of the accomplished activities and scientific contributions regarding this research. We also discuss the achieved results and future work.

7.1 Research Activities

The research activities were planned having as main goal the accomplishment of this research objectives (Section 1.2). Before we proceed with the summary of these activities, we first recall the objectives of this work that we presented previously:

- **Objective 1.** Development of a methodology to convert properties that are derived from test purposes and specified in a formal language to a formal representation that could be used in a Java formal verifier. This objective can be divided in two parts:
  
  (a) **Part I (Theoretical Work).** This part involves the study of existing approaches for test purposes specification, and the definition of the universe of properties we should handle in our research. To this intent of defining a universe of properties, we must establish a connection between test purposes specification and properties testability. Then, a systematic way to specify a property, and then convert it into a formal representation that can be read by a model checker, must be defined.
  
  (b) **Part II (Practical Work).** This part connects the property specification and formal representation with model checking. A Java model checker (in our case, the Java PathFinder (JPF) [Jav]) must be adapted to read the property formal representation, and verify the property satisfiability during program execution. This part is responsible for providing the mechanisms we need to implement our own tool that covers property specification and formal verification.

- **Objective 2 (Practical Work).** Implementation of a tool that will make this feature (simplification of property specification and verification of the defined property with a model checker) available to software developers. This objective is part of the practical work of this research.

- **Objective 3 (Practical Work).** Evaluation of the tool through its application in a set of case studies in order to assess the validation of the developed methodology. The approach for this evaluation is not statistical, but it is focused in the analysis of the advantages and restrictions of our tool application in practice. This objective is part of the practical work of this research.
7.1.1 Summary of Accomplished Research Activities

To achieve the objectives of this work, a set of research activities (RA) were planned and accomplished during the development of this research. A summary of these activities and the corresponding results are presented next.

RA1: Preliminary studies (Chapter 2). To start the development of our work, we studied basic concepts regarding property specification and formal verification.

- In the study of property specification, we analyzed formal specification languages that are used for this purpose (e.g. linear temporal logic (LTL)[Pnu77]), regular expressions [Mit03]), and the specification pattern system (SPS) [DAC99, Pat] whose aim is to assist practitioners in specifying properties through a set of predefined patterns. In addition, we studied existing tools for property specification (e.g. Prospec [MGR04], Spider [KC05a]). After this study, we decided to use LTL, regular expressions and SPS in the development of our work. The LTL is used in the theoretical part of our work, which comprises the analysis of properties testability [NGH93] and correctness of specification; regular expressions are used in the conversion of properties specification into a formal representation that is readable by a model chacker; and SPS are used in the whole process.

- In the study of formal verification, we reviewed the model checking process and some of the existing model checkers for Java programs (e.g. Bandera [Ban], Spin [SPI], Java PathFinder (JPF) [Jav]). We concluded that JPF would be the best choice to use in our approach due to the possibility of defining a property specification in Java, the same programming language of the IUT. Furthermore, it can be extended with not only additional properties, but also with listeners that can monitor the program execution during the verification process.

RA2: Study of the connection between testable properties and SPS (Part II). By connecting the concepts of properties testability [NGH93, FFJ10] to the SPS through the analysis of linear temporal properties, we could establish a classification of testable properties. This classification is composed by a set of SPS formulas that can derive testable properties (i.e., properties that give a success/fail verdict). The properties that are specified using this classification can then be verified with a model checker, which in turn will be able to provide a success/fail verdict for the property (i.e. the model checker will not provide the unknown verdict when verifying a testable property).

RA3: Analysis of the correctness of SPS formulas from the classification of test purposes based on the testability concept (Chapter 4, Appendix C). The study, which confirmed the correctness and validation conditions for SPS formulas through the analysis of LTL, certified that the classification of testable properties can be used not only for properties in the global scope, but it can also be extended and used for properties in local scopes (Chapter 4). Moreover, we did a similar study covering the Prospec [MGR04] formulas, which are slightly different from the SPS original formulas, achieving the same result (Appendix C). Thus, we assured that a broader range of SPS formulas can be used to derive testable properties.

RA4: Conversion of properties specification into a formal representation for model checking (Chapter 5, Appendix D). In RA2, we established the set of SPS patterns and scopes that can be used to specify testable properties. For each combination of these SPS patterns and scopes, we use the corresponding SPS regular expression to generate a minimal deterministic automaton (DFA) that can be inputted into a model checker (in our case, the DFA is used in JPF). Hence, we created a library of automata that represent testable property patterns. Then, to verify a property, the model checker must be able to read the corresponding automaton, and traverse it during program execution to monitor the verification and collect program and property coverage data.
RA5: Implementation of a listener for JPF (Chapter 5). Recalling that in RA1 we decided to use the model checker JPF in our work, we needed to adapt JPF so it could be able to use the automata library we developed in RA4. Thus, to do this adaptation, we implemented a general JPF listener that reads one property automaton at a time, and traverses it to reach a pass/fail verdict. Setting this listener in JPF makes the model checker able to verify the properties automata.

RA6: Evaluation of the correctness of the automata library and JPF listener (Chapter 5). The automata representation was generated by the JFLAP tool [Rod06], which has strong recommendations for use in theoretical courses [JFL], and whose correctness has been proved in a list of publications [Rod06, JFL]. Therefore, we assume that the automata library that was generated by JFLAP is correct. The JPF listener implementation is straightforward, and is correct by construct.

RA7: Implementation of a tool to simplify the property specification and formal verification (Chapter 6). We implemented a tool, JPF-SPS, which integrates testable properties classification and Java model checking. Properties are defined using the SPS formulas from the classification of testable properties; to simplify the task, we provide to the user a friendly interface to define the property with program events (methods), which are identified during the parsing of the Java program. Using the provided information, the tool JPF-SPS automatically selects the automaton that represents the property from its library and replace the automaton default labels by the selected program events. The property automaton is read by a listener and the property is checked by JPF. A verification report with the property pass/fail verdict, program traces and the coverage of the traversed edges of the automaton is presented to the user. Using this information, a test suite for the portion of the property that was not covered can be generated. Therefore, using this approach, we can check a program against a property specification, and generate a reduced test suite.

RA8: Case studies (Chapter 6). The tool, JPF-SPS, was applied to a set of Java programs. The set of examples is composed by different types of Java systems, since we wanted to assess the behavior or JPF-SPS and give a clear step-by-step guide of using it to define and verify properties against different Java programs.

As we can observe in Table 7.1, the set of accomplished activities of this research allow us to conclude that the main objectives of our work (Sections 1.2 and 7.1) were achieved: we provided a simplified approach to specify properties and verify them against their corresponding Java program. The application of our approach relies on the use of JPF-SPS, a tool that integrates the classification of testable properties to generate the minimal DFA of a property, and the JPF, the model checker that reads and traverses the corresponding property automaton while it performs the program verification.

Table 7.1: Research Objectives and Accomplished Activities

| Objective                                      | Research Activities (RA) |
|-----------------------------------------------|--------------------------|
| Objective 1(a) - Properties formal representation (theory) | RA1, RA2, RA3, RA4       |
| Objective 1(b) - Properties formal representation (practice) | RA1, RA4, RA5, RA6       |
| Objective 2 - Tool implementation (JPF-SPS)    | RA7                      |
| Objective 3 - Cases studies for tool evaluation| RA8                      |
7.2 Scientific Contributions

The main contributions of this research are: the definition of a classification of testable properties (Chapter 3), the formal demonstration of the correctness of SPS formulas through the analysis of LTL semantics and validation conditions (Chapter 4), and the development of a tool for property definition and verification, which we call as JPF-SPS (Chapter 6). Next, we discuss these contributions and the achieved results.

Classification of Testable Properties. The classification of testable properties is composed by a set of SPS formulas that can derive testable properties (i.e., properties that give a success/fail verdict). In this set, we have the patterns of universality, absence, precedence, existence and response in their canonical formulas (global scope) and in their formulas for local scopes (before R, after L, between L and R, and after L until R). We could establish this classification by connecting the concepts of properties testability (Section 3.1) to the SPS (Section 2.4) through the analysis of linear temporal properties.

⇒ Main Contribution: Using this classification, we simplify the process of specifying testable properties in the context of programs with finite execution. The specified properties can then be verified with a model checker, which in turn will be able to provide a success/fail verdict for the property (i.e. the model checker will not provide the unknown verdict when verifying a testable property).

Correctness and Validation Conditions for SPS Formulas. When establishing a classification of testable properties, we observed that the connection of SPS patterns in the global scope with the testability concept can be reached directly. But for the local scopes (before R, after L, between L and R, and after L until R), a deeper analysis was required to check whether this result could be extended to those formulas. This analysis was done using the definitions of LTL syntax and semantics (Sections B.2 and B.3). The result is that the SPS patterns (universality, absence, precedence, existence and response) are able to derive testable properties in all SPS scopes.

⇒ Main Contribution: The study, which confirmed the correctness and validation conditions for SPS formulas, certified that the classification of testable properties can be used not only for properties in the global scope, but it can also be extended and used for properties in local scopes. Moreover, we did a similar study covering the Prospec [MGR04] formulas, which are slightly different from the SPS original formulas (Appendix C), achieving the same result. Thus, we assured that a broader range of SPS formulas can be used to derive testable properties. In addition, a formal validation of the SPS formulas concerning to the LTL representation is given.

Tool for Property Definition and Verification (JPF-SPS). After defining a classification of testable properties, and validating the correctness of the SPS formulas from the classification, we wanted to use this information to achieve our main objective of simplifying the application of model checking in practice. Therefore, we defined test purposes as testable properties to be verified by the model checker Java PathFinder (JPF) [Jav]. Properties are defined using the SPS formulas from the classification of testable properties; to simplify the task, we provide to the user a friendly interface to define the property with program events (methods). Using the provided information, the tool JPF-SPS automatically selects the automaton that represents the property from its library and replace the automaton default labels by the selected program events. The property automaton is read by a listener and the property is checked by JPF. A verification report with the property pass/fail verdict, program traces and the coverage of the traversed edges of the automaton is presented to the user. Using this information, a test suite for the portion of the property that was not covered can be generated. Therefore, using this
approach, we can check a program against a property specification, and generate a reduced test suite. To show how our approach can be used in practice, we applied our tool to a set of examples.

Main Contribution: The implemented tool, JPF-SPS, provides a more intuitive manner of defining a property through its front-end, a user-friendly interface. Using the interface, users can collect information regarding program events and define testable properties using the SPS. The back-end of the tool is the model checker JPF. By integrating JPF with a user-friendly interface for property definition, we can perform program verification in a simpler and faster manner. In addition, JPF-SPS provides information concerning to the generated property automaton and program verification coverage, which can be used to create complementary test cases.

The main results and scientific contributions of this research have already been published. A list of these publications is presented in Appendix A. As we can observe, the set of contributions of this research allow us to conclude that the main objective of our work was achieved: we provided a simplified approach to specify properties and verify them against their corresponding Java program. The application of our approach relies on the use of JPF-SPS, a tool that integrates the classification of testable properties to generate the minimal DFA of a property, and the JPF, the model checker that reads and traverses the corresponding property automaton while it performs the program verification.

7.2.1 Research Limitations

Regarding the theoretical part of our research, which comprises the study of testable properties and how they can be linked to the SPS, the main limitation is the context of finite execution programs. Even though the theoretical results can be usually applied for programs with either finite or infinite execution, we have chosen to work with the finite execution programs to include the SPS response pattern in the classification of testable properties. Furthermore, working in this context had influenced our decision to work with regular expressions in the practical part of our work. Since regular expressions cannot deal with programs with infinite execution, we kept our whole research in the context of finite execution programs.

Another decision concerning to the theoretical part of our research is the no inclusion of SPS repetition patterns (e.g. response chain, precedence chain). Although the intuition is that they will lead to the specification of testable properties, we would need to deal with the problem of repetition. Since the repetition could be infinite, we would have to either deal with infinite execution programs, or study a way to validate these patterns by constraining the repetition to a finite context.

The practical part of our research, which covers the JPF-SPS implementation, has as main limitation the use of single events with no parameters to define testable properties with SPS. Having this restriction simplified the process of building JPF-SPS, since we had to deal only with method calls during the verification process. The inclusion of program states is a complex task, which would demand more time to develop a theoretical background to support the implementation of JPF-SPS. Combinations of events and the inclusion of events with parameters would also be complex and time-consuming, since a study regarding the effects of parameters inclusion and logical combinations of the events in the definition of testable properties should be carried out. Other restrictions of JPF-SPS are inherited from JPF, as discussed in Section 6.3.

To overcome these research limitations, we suggest a set of activities as future work. New research directions could also be explored, having our research contribution as a starting point. These suggestions are presented in Section 7.3.
7.3 Future Work and Directions

Future work regarding this Doctorate research comprises the extension of properties testability study, and the addition of new features to JPF-SPS. Below, we suggest activities concerning to each of these topics.

**Extension of properties testability study:**

- Check the feasibility of adding other SPS patterns (e.g. precedence chain, response chain) and Prospec patterns (e.g. strict precedence);
- Check whether the results can be extended to the context of infinite execution programs;
- Study the cost of extending the specification of properties to program states, conditions, and events with parameters; and, check whether the properties keep their testability with this extension.

**Improve and add new features to JPF-SPS:**

- Add other testable property patterns, according to the previously suggested study;
- Provide to the user sets of test cases that can be derived from the program verification data (e.g. program execution traces, property automaton coverage);
- Further investigate the JPF-SPS scalability and performance, and make improvements according to the obtained results.

Besides those suggested activities, which intend to continue and improve this research, we consider that other directions can be explored using the achieved results of our work as a starting point:

- **Connect the front-end of the developed tool to other verification or testing tools:** study the possibility of replacing JPF with other verification, or even testing tools. By using other tools as JPF-SPS back-end, it may be possible to extend the application of JPF-SPS to other programs and areas that are not covered or supported by JPF.

- **Educational purposes:** Due to its user-friendly interface, and its direct integration with the JPF model checker, JPF-SPS can be a useful tool when teaching students the topic of formal verification. An empirical study is also suggested to assess the easy of use of JPF-SPS.

- **Runtime verification:** Since in JPF-SPS we can monitor the verification using a JPF listener, we could explore the use of this monitoring for a single execution of the program. This would imply a study of the application of the model checker JPF in runtime verification, and the possible inclusion of this feature in JPF-SPS.
V—APPENDIX AND REFERENCES
In this appendix, we present a list of published papers from Simone Hanazumi. The papers were written during her Doctorate, and describe either results from the study of property specification, testing requirements, formal verification and the application of JPF, or scientific contributions that are directly related to her Doctorate research. A list of papers that are currently under review is also presented.

A.1 Published Papers

This section presents the list of published papers according to the chronological order of publication. The papers are organized by year.

A.1.1 Year: 2012

Title: “Coordinating Exceptions of Java Systems: Implementation and Formal Verification”
Authors: Simone Hanazumi and Ana C. V. de Melo
Published in: Proceedings of the 8th International Conference on the Quality of Information and Communications Technology (QUATIC 2012)
Date: September 2012

Abstract:
The exceptional behavior of software has become an important issue in software development since software may collapse if exception-handling is not implemented accordingly. Aiming at this problem, the Coordinated Atomic Action (CAA) model was proposed: it guides users to treat exceptions in a well-organized way, maintaining the whole system stable. However, deriving a system implementation from a CAA specification is not a straightforward task. This paper aims to provide a simple manner to implement reliable Java code using CAA concepts. To do this, a Java framework (in Java-SE) that implements a formal coordination model based on CAA is presented. In addition, we have defined, in Java Pathfinder (JPF) model checker, CAA properties regarding systems exceptional behavior. Then, using both the framework and JPF, software developers can quickly implement the systems coordination of exceptional behavior, via instantiation of the framework, and formally check the predefined exceptional behavior properties on code (using JPF).
A.1.2 Year: 2013

Title: “Generation of Java Programs Properties from Test Purposes”
Authors: Simone Hanazumi and Ana C. V. de Melo
Published in: Proceedings of the International Symposium on Software Testing and Analysis (ISSTA 2013) - Doctoral Symposium
Date: July 2013

Abstract:
Software formal verification is a technique used to ensure that computational systems have high-quality and work properly. From the system specification described in a formal language, we define properties that must be satisfied during system execution to guarantee the software quality. Then, these properties should be implemented in a verifier, tool responsible for running the verification and for notifying which properties were satisfied or not. When the verification process finishes, the verifier will indicate to software developers the possible location of each code fault in the system. The disadvantages of using formal verification are the high cost to apply this technique in real systems, and the necessity of having people with experience in formal languages and formal methods. In addition, the implementation of properties related to a particular system in a verifier is a complex task.
To help software developers in the application of formal verification in Java programs, this work proposes the generation of properties code, for direct use in a verifier, from test purposes derived from system formal requirements.

A.1.3 Year: 2014

Title: “Exercising Java Exceptions Using Java Pathfinder and Program Instrumentation”
Authors: Alexandre L. Martins, Simone Hanazumi and Ana C. V. de Melo
Published in: Proceedings of the 14th International Conference on Computational Science and Its Applications (ICCSA 2014)
Date: June 2014

Abstract:
This paper presents an instrumentation technique to exercise the exceptional behavior of Java programs using the Java Pathfinder model checker. First, programs statements that are potentially able to throw exceptions are identified, and then a set of Java instructions are inserted into programs source code to throw exceptions, producing an instrumented program. Java Pathfinder is applied over this instrumented code to perform multiple executions of the system under verification and cover the program exceptional behavior. Additionally, our technique proposes a prototype of a new Java Pathfinder class to verify and test Java exceptions.

***

Title: “Testing Java Exceptions: An Instrumentation Technique”
Authors: Alexandre L. Martins, Simone Hanazumi and Ana C. V. de Melo
Published in: Proceedings of the 38th Annual International Computers, Software & Applications Conference (COMPSAC 2014)
Date: July 2014

Abstract:
Quality can be defined as the level of adequacy between the final product and its specification. Software industries use many testing methodologies to assure the high-quality of their software. Code coverage is one of these methodologies usually applied to test the expected (normal) behavior of software. Exception handling structures mainly appear in software code to deal with
problems caused by unexpected behavior. Because of this, they are not completely covered with the techniques for testing programs normal behavior. To overcome this limit, we present the Verify Ex, a Java class prototype, together with a Java source code instrumentation technique to exercise exception handling structures. The result is an increase of code coverage rate due to the inclusion of programs exceptional behavior in the testing execution and code coverage analysis.

***

Title: “From Test Purposes to Formal JPF Properties”
Authors: Simone Hanazumi, Ana C. V. de Melo and Corina S. Păsăreanu
Published in: Proceedings of the Java PathFinder Workshop (JPF Workshop 2014)
Date: November 2014

Abstract:
Software quality is traditionally achieved by applying testing techniques and/or formal verification to the system under development. Formal testing techniques have been defined to assure the software quality based on a set of test purposes the users want to observe on the system under testing (SUT). This paper proposes the use of Java PathFinder (JPF) to observe test purposes, defined as properties, over the whole program behavior. To make this approach available to test community, a user-friendly interface to define test purposes as properties is provided, together with a JPF extension to observe the test purposes. To define a property, the user only needs to select a property pattern, its scope, and the events of interest. Then, a finite-state automaton is generated and can be submitted to JPF to verify the defined property. As a result, JPF provides a report including a property verdict (pass/fail), and the program traces and percentage of the traversed automaton during the verification process. This coverage information can be used to analyze the performed verification and guide a complementary test suite generation.

A.1.4 Year: 2015

Title: “A Classification of Test Purposes based on Testable Properties”
Authors: Simone Hanazumi and Ana C. V. de Melo
Published in: Proceedings of the 15th International Conference on Computational Science and Its Applications (ICCSA 2015)
Date: June 2015

Abstract:
Test purposes are today key-elements for making the formal testing approach applicable to software. They are abstractions for a set of test cases to be observed in programs and some tools for formal testing concentrate their effort to apply test purposes to programs. Defining test purposes for actual systems, however, are not very straightforward. We must first realize what is the property behind the set of test cases we want to address. To help in defining the test purposes for a system under test, this paper presents a classification for test purposes based on the testable properties patterns. First, we analyze the meaning of properties patterns in the light of test purposes and then check the testability of these patterns. As a result, we provide a classification for testable patterns applicable to test purposes and users can choose which pattern better fits his/her set of test cases to be observed. Moreover, since test purposes are defined as standard properties, a model checker can be used to find executions for which test purposes can be satisfied.

***

Title: “On the Testability of Properties Patterns”
Authors: Simone Hanazumi and Ana C. V. de Melo
Published in: Proceedings of the 13th International Conference on Software Engineering and Formal Methods (SEFM 2015)
Date: September 2015

Abstract:
The specification pattern system (SPS) provides a simple methodology to specify program properties that can be used during software testing and verification. The testability concept establishes a connection between temporal properties and program traces to show which properties classes can actually be verified to reach a success/fail verdict. In this paper, we combine the SPS with the testability concept, showing that properties specified with certain patterns in global and local scopes are testable for programs with finite executions. This result implies that any property that is specified using this set of SPS patterns and scopes will receive a success/fail verdict when it is verified against a finite execution program by a model checker. In addition, we can analyze the program and property traces that are obtained in the verification process to extract data that can guide us in the test cases generation.

A.2 Papers Under Review

Title: “Towards MC/DC coverage on properties specification patterns”
Authors: Ana C. V. de Melo, Corina S. Păşăreanu and Simone Hanazumi
Submitted to: an International Conference in the field of Software Engineering

Abstract:
Model based testing is used to validate the actual system against its requirements described as formal specification, while formal verification proves that a requirement is not violated in the overall system. Verifying properties, in certain cases, becomes very expensive (or unpractical), mainly when the application of test techniques is enough for the users purposes. The Modified Condition/Definition Coverage (MC/DC), adopted in the avionics software industry, is recognized as a good technique to find the possible mistakes on programs logics because it covers how each event/variable can affect the program results. It has also been adapted to provide the coverage of specifications in the requirements-based approach.
This paper proposes a technique to decompose properties (specifications), defined as regular expressions, into subexpressions representing test cases to cover the MD/DC for specifications (Unique First Word Recognition). Then, instead of proving an entire property, we can use a model checker to observe and select program executions that cover all the test cases given as the subexpressions. To support this approach, we give a syntactic characterization of the properties decomposition, inductively defined over the syntax of regular expressions, and show how to use the technique to decompose Specification Patterns (SPS) and monitor their satisfiability using the Java PathFinder (JPF).

***

Title: “OConGraX: A tool for data-flow test requirements generation”
Authors: Simone Hanazumi, Paulo R. A. F. Nunes and Ana C. V. de Melo
Submitted to: an International Journal in the field of Software Engineering

Abstract:
The more complex to develop and manage systems the more software design faults increase, making fault-tolerant systems highly required. In the object-oriented programming paradigm, exception-handling mechanisms provide a clear separation of codes for error recovery and normal behavior and have been used in fault-tolerant software. To ensure the quality of fault-tolerant systems, both the normal and exceptional behaviors must be tested and/or verified. However,
software testing is still a difficult and costly software development task. Although the great efforts employed to develop techniques for testing programs’ normal behaviors, there is still a lack of techniques and tools to effectively test the exceptional behavior. In this context, one of the promising approaches is the data-flow testing strategy applied to objects and exception mechanisms. This article presents a tool to help testing and analyzing fault-tolerant systems by providing an automatic generation of data-flow test requirements for objects and exception-handling mechanisms of Java programs.

***

Title: “A Formal Approach to Implement Java Exceptions in Cooperative Systems”
Authors: Simone Hanazumi and Ana C. V. de Melo
Submitted to: an International Journal in the field of Software Engineering

Abstract:
The increasing number of systems that work on the top of cooperating elements have required new techniques to control cooperation on both normal and abnormal behaviors of systems. The controllability of the normal behaviors has received more attention because they are concerned with the users expectations, while for the abnormal behaviors it is left to designers and programmers. However, for cooperative systems, the abnormal behaviors, mostly represented by exceptions at programming level, become an important issue in software development because they can affect the overall system behavior. If an exception is raised and not handled accordingly, the system may collapse. To avoid such situation, certain concepts and models have been proposed to coordinate propagation and recovering of exceptional behaviors, including the coordinated atomic action (CAA). Regardless of the effort in creating these conceptual models, an actual implementation of them in real systems is not very straightforward. This article provides a reliable framework for the implementation of Java exceptions propagation and recovery using CAA concepts. To do this, a Java framework (based on a formal specification) is presented, together with a set of properties to be preserved and proved with the Java Pathfinder (JPF) model checker. In practice, to develop new systems based on the given coordination concepts, designers/programmers can instantiate the framework to implement the exceptional behavior and then verify the correctness of the resulting code using JPF. Therefore, by using the framework, designers/programmers can reuse the provided CAA implementation and instantiate fault-tolerant Java systems.
Linear Temporal Logic or LTL [Pnu77, MP90, MP91, MP92, BK08] extends propositional logic by modalities that allow to refer to the behavior of reactive systems [BK08]. It considers, besides the inputs and the outputs of a computation, the executions of systems to analyze their correctness. In the next sections we briefly describe the LTL basic terms [BK08, MP90, MP91, MP92], syntax and semantics [BK08, MP91, MP92].

B.1 Basic Terms

Atomic Proposition. An atomic proposition is used to express simple known facts (e.g. assertions about the values of variables) about the states/events of the system under consideration. For example, give an integer variable $x$, \( x \leq 10 \) is an atomic proposition.

Alphabet (\( 2^{AP} \)). An alphabet in LTL is the power set of \( AP \) (set of atomic propositions), i.e., it is the set of all subsets of \( AP \). This set of formulas over \( AP \) can be inductively defined by the following four rules [BK08]:

1. \( true \) is a formula;
2. Any atomic proposition \( P \in AP \) is a formula;
3. If \( \varphi_1, \varphi_2 \) and \( \varphi \) are formulas, then so are \( (\neg \varphi) \) and \( (\varphi_1 \land \varphi_2) \);
4. Nothing else is a formula.

Language of a LTL formula \( \varphi \). The language of \( \varphi \), or Words(\( \varphi \)), is the set of all infinite words (infinite concatenations of symbols from the alphabet \( 2^{AP} \)) over the alphabet \( 2^{AP} \) that satisfies the LTL formula \( \varphi \), i.e., to every LTL formula a single linear temporal property is associated.

Past Formula. LTL formula that contains no future operators.

Future Formula. LTL formula that contains no past operators.

State Formula. LTL formula in which the temporal operators are not used. A state formula is both a past and a future formula.

Temporal Formula. LTL formula that makes use of temporal operators, boolean operators and quantification.
**Model.** A model $\sigma$ for a temporal formula $\varphi$ is an infinite sequence of states/events $\sigma = s_0, s_1, \ldots$, where each $s_j$ provides an interpretation for the variables mentioned in $\varphi$. This interpretation is used in the variables evaluation, in which a truth value (0 for “false”, or 1 for “true”) will be assigned to each variable in $\varphi$. Being the evaluation a function $\mu$, we can define it formally as $\mu : \mathcal{AP} \to \{0, 1\}$. In addition, we say that a model $\sigma$ satisfies $\varphi$ at a position $j \geq 0$ if the variables evaluation using the interpretation given by $s_j$ makes the temporal formula true. Formally, the satisfaction relation $\models$ can be defined as a set of pairs $(\mu, \varphi)$ where $\mu$ is an evaluation and $\varphi$ is a formula. It is written as $\mu \models \varphi$.

### B.2 Syntax

LTL formulas over the set $\mathcal{AP}$ with $P \in \mathcal{AP}$ are formed using the grammar that is presented next [BK08, MP92]:

| Grammar       | (Boolean Variables) | (Atomic Proposition) | (Boolean Operators) | (Temporal Operators) |
|---------------|----------------------|-----------------------|---------------------|---------------------|
| $\varphi ::=$ | $\mathsf{True} | \mathsf{False}$ | $P$                  | $\varphi_1 \land \varphi_2 | \varphi_1 \lor \varphi_2 | \varphi_1 \oplus \varphi_2 | \varphi_1 \rightarrow \varphi_2 | \varphi_1 \leftrightarrow \varphi_2 | \neg \varphi$ | $\Box \varphi | \Diamond \varphi | \varphi_1 \U \varphi_2 | \varphi_1 \W \varphi_2$ |

Although we only presented the future temporal operators in the grammar, we could extend it to add the past temporal operators. In the next section we describe the semantics of each boolean and (past and future) temporal operators.

### B.3 Semantics

To describe the LTL operators, we present both informal and formal definitions [BK08, MP92, End72]. The formal definition is the interpretation of that operator in a given model. It represents the notion of a formula $\varphi$ holding at a position $j$, $j \geq 0$, in a sequence $\sigma$ of states/events: $(\sigma, j) \models \varphi$.

#### B.3.1 Quantification

There are two quantifiers in LTL: existential ($\exists$) and universal ($\forall$). To give their semantics in LTL, consider two models over the alphabet $2^{\mathcal{AP}}$, $\sigma : s_0, s_1, \ldots$ and $\sigma' : s_0', s_1', \ldots$, and a variable $u$ such that $u \in 2^{\mathcal{AP}}$. The model $\sigma'$ is a $u$-variant of $\sigma$ if for each $j \geq 0$, $s_j'$ is a $u$-variant of $s_j$, i.e., $s_j'$ differs from $s_j$ by at most the interpretation given to $u$. Using this definition of $u$-variant, we present the semantics of each quantifier below.

**Definition B.3.1 — Existential ($\exists$).** Let $\varphi$ be a LTL expression. The formula “$\exists u : \varphi$” holds at position $j$ if $\varphi$ holds for some $\sigma'$ that is a $u$ – variant of $\sigma$.

$(\sigma, j) \models \exists u : \varphi$ if $(\sigma', j) \models \varphi$ for some $\sigma'$, a $u$-variant of $\sigma$

**Definition B.3.2 — Universal ($\forall$).** Let $\varphi$ be a LTL expression. The formula “$\forall u : \varphi$” holds at position $j$ if $\varphi$ holds for every $\sigma'$ that is a $u$ – variant of $\sigma$.

$(\sigma, j) \models \forall u : \varphi$ if $(\sigma', j) \models \varphi$ for every $\sigma'$, a $u$-variant of $\sigma$

#### B.3.2 Boolean Operators

The unary operator for negation ($\neg$), and the binary operators for conjunction ($\land$), disjunction ($\lor$), implication ($\rightarrow$) and equivalence ($\leftrightarrow$) are the boolean operators that can be applied to LTL formulas. Their usual meanings in propositional logic are preserved in LTL.
Definition B.3.3 — Negation (¬). Given a negation ¬ϕ, it states that ¬ϕ holds at position j iff ϕ does not hold at position j. Formally, it is defined as:

\[(σ, j) ⊨ ¬ϕ \iff (σ, j) ⊭ ϕ\]

Definition B.3.4 — Conjunction (∧). Given a conjunction ϕ₁ ∨ ϕ₂, it states that ϕ₁ ∨ ϕ₂ holds at position j iff ϕ₁ and ϕ₂ hold. Formally, it is defined as:

\[(σ, j) ⊨ ϕ₁ ∧ ϕ₂ \iff (σ, j) ⊨ ϕ₁ \quad \text{and} \quad (σ, j) ⊨ ϕ₂\]

Definition B.3.5 — Disjunction (∨). Given a disjunction ϕ₁ ∨ ϕ₂, it states that ϕ₁ ∨ ϕ₂ holds at position j iff either ϕ₁ or ϕ₂ holds. Formally, it is defined as:

\[(σ, j) ⊨ ϕ₁ ∨ ϕ₂ \iff (σ, j) ⊨ ϕ₁ \quad \text{or} \quad (σ, j) ⊨ ϕ₂\]

Definition B.3.6 — Exclusive Disjunction (⊕). Given a exclusive disjunction ϕ₁ ⊕ ϕ₂, it states that ϕ₁ ⊕ ϕ₂ holds at position j iff either ¬ϕ₁ or ϕ₂ holds, but not both. Formally, it is defined as:

\[(σ, j) ⊨ ϕ₁ ⊕ ϕ₂ \iff (σ, j) ⊨ ¬ϕ₁ \quad \text{or} \quad (σ, j) ⊨ ϕ₂\]

Definition B.3.7 — Implication (→). Given an implication ϕ₁ → ϕ₂, it states that ϕ₁ → ϕ₂ holds at position j iff either ¬ϕ₁ or ϕ₂ holds. Formally, it is defined as:

\[(σ, j) ⊨ ϕ₁ → ϕ₂ \iff (σ, j) ⊨ ¬ϕ₁ \quad \text{or} \quad (σ, j) ⊨ ϕ₂\]

Definition B.3.8 — Equivalence (↔). Given an equivalence ϕ₁ ↔ ϕ₂, it states that ϕ₁ ↔ ϕ₂ holds at position j iff ϕ₁ → ϕ₂ and ϕ₂ → ϕ₁ hold. Formally, it is defined as:

\[(σ, j) ⊨ ϕ₁ ↔ ϕ₂ \iff (σ, j) ⊨ ϕ₁ → ϕ₂ \quad \text{and} \quad (σ, j) ⊨ ϕ₂ → ϕ₁\]

Truth Tables

To illustrate when the formulas with these boolean operators are valid, we present the truth tables [End72] for each operator (Table B.1). The rightmost column presents whether the formula has a true value assigned to it or not, according to the values assigned to the formula’s logical propositions presented in the left column(s).

| (a) Negation | (b) Conjunction | (c) Disjunction |
|--------------|-----------------|-----------------|
| ϕ            | ¬ϕ              | ϕ₁  | ϕ₂  | ϕ₁ ∧ ϕ₂ |
| True         | False           | True | True | True    |
| False        | True            | False| False| False   |
| False        | True            | False| False| False   |

| (d) Exclusive Disjunction | (e) Implication | (f) Equivalence |
|---------------------------|-----------------|-----------------|
| ϕ₁  | ϕ₂  | ϕ₁ ∨ ϕ₂ | ϕ₁  | ϕ₂  | ϕ₁ → ϕ₂ | ϕ₁  | ϕ₂  | ϕ₁ ⊕ ϕ₂ |
| True | True | False   | True | True | True    | True | True | True    |
| True | False| True    | True | False| False   | True | False| False   |
| False| True | True    | False| True | True    | False| True | True    |
| False| False| False   | False| False| False   | False| False| False   |

Table B.1: Truth Tables - Boolean Operators
Equivalence Rules

In this section we present a few equivalence rules involving the boolean operators above [End72, BK08, O’R08]. Some of them are applied in the proof sketches of Appendix 4.

Definition B.3.9 — Identity.
1. \((ϕ ∧ True) ≡ (True ∧ ϕ) \equiv True\)
2. \((ϕ ∨ False) ≡ (False ∨ ϕ) ≡ ϕ\)

Definition B.3.10 — Negation.
1. \((¬(¬ϕ)) ≡ ϕ\)
2. \((¬(ϕ1 → ϕ2)) ≡ (ϕ1 ∧ ¬ϕ2)\)
3. \((¬(ϕ1 ↔ ϕ2)) ≡ ((ϕ1 ∧ ¬ϕ2)) ∨ ((¬ϕ1) ∧ ϕ2)\)

Definition B.3.11 — Idempotency Laws.
1. \((ϕ ∧ ϕ) ≡ ϕ\)
2. \((ϕ ∨ ϕ) ≡ ϕ\)

Definition B.3.12 — Absorption Laws.
1. \((ϕ1 ∧ (ϕ2 ∨ ϕ1)) ≡ ϕ1\)
2. \((ϕ1 ∨ (ϕ2 ∧ ϕ1)) ≡ ϕ1\)

Definition B.3.13 — Distributive Laws.
1. \((ϕ1 ∧ (ϕ2 ∨ ϕ3)) ≡ ((ϕ1 ∧ ϕ2) ∨ (ϕ1 ∧ ϕ3))\)
2. \((ϕ1 ∨ (ϕ2 ∧ ϕ3)) ≡ ((ϕ1 ∨ ϕ2) ∧ (ϕ1 ∨ ϕ3))\)

Definition B.3.14 — De Morgan’s Laws.
1. \((¬(ϕ1 ∧ ϕ2)) ≡ (¬ϕ1) ∨ (¬ϕ2)\)
2. \((¬(ϕ1 ∨ ϕ2)) ≡ (¬ϕ1) ∧ (¬ϕ2)\)

Definition B.3.15 — Others.
1. Excluded Middle: \((ϕ ∨ ¬ϕ) ≡ True\).
2. Contradiction: \(¬(¬ϕ ∧ ϕ) ≡ True; or, ¬ϕ ∧ ϕ ≡ False\).

B.3.3 Future Temporal Operators

The LTL temporal operators that expresses the future are: the unary operators next (\(□\)), eventually (\(◇\)) and always (\(□\)); and, the binary operators until (\(\mathcal{U}\)) and waiting-for (\(\mathcal{W}\)). The semantics of these temporal modalities are given below.

Definition B.3.16 — Next (\(□\)). Let \(ϕ\) be a LTL expression. The formula \(□ϕ\) holds at position \(j\) if \(ϕ\) holds in the next step of the execution of the system under consideration.

\[(σ, j) \models □ϕ \iff (σ, j + 1) \models ϕ\]
Definition B.3.17 — Eventually ($\Diamond$). Let $\phi$ be a LTL expression. The formula $\Diamond \phi$ holds at position $j$ if now or eventually in the future $\phi$ holds.

$$(\sigma, j) \models \Diamond \phi \quad \text{iff} \quad (\sigma, k) \models \phi \text{ for some } k \geq j$$

Definition B.3.18 — Always ($\Box$). Let $\phi$ be a LTL expression. The formula $\Box \phi$ holds at position $j$ if now and forever in the future $\phi$ holds.

$$(\sigma, j) \models \Box \phi \quad \text{iff} \quad (\sigma, k) \models \phi \text{ for all } k \geq j$$

Definition B.3.19 — Until ($\mathcal{U}$). Let $\phi_1$ and $\phi_2$ be LTL formulas. The expression $\phi_1 \mathcal{U} \phi_2$ holds at position $j$, if there is some future moment in which $\phi_2$ holds, and $\phi_1$ holds at all moments until that future moment.

$$(\sigma, j) \models \phi_1 \mathcal{U} \phi_2 \quad \text{iff} \quad \text{there exists a } k \geq j, \text{ such that } (\sigma, k) \models \phi_2, \text{ and for every } i, j \leq i < k, (\sigma, i) \models \phi_1$$

Definition B.3.20 — Waiting-for ($\mathcal{W}$). Let $\phi_1$ and $\phi_2$ be LTL formulas. The expression $\phi_1 \mathcal{W} \phi_2$ holds at position $j$ if $\phi_1$ holds continuously either until the next occurrence of $\phi_2$ or throughout the sequence. This operator is a weaker version of the “Until” operator.

$$(\sigma, j) \models \phi_1 \mathcal{W} \phi_2 \quad \text{iff} \quad (\sigma, j) \models \phi_1 \mathcal{U} \phi_2 \text{ or } \Box \phi_1$$

Distributive Laws

Manna and Pnueli [MP92] have stated the distributive laws for future operators. Considering the abbreviation $\phi_1 \leftrightarrow \phi_2$ for $\Box(\phi_1 \leftrightarrow \phi_2)$, we have the following duals:

Definition B.3.21 — Distributive Laws (Future Operators).

1. $\Box(\phi_1 \wedge \phi_2) \leftrightarrow \Box \phi_1 \wedge \Box \phi_2$
2. $\Diamond(\phi_1 \vee \phi_2) \leftrightarrow \Diamond \phi_1 \vee \Diamond \phi_2$
3. $\phi_1 \mathcal{U} (\phi_2 \vee \phi_3) \leftrightarrow (\phi_1 \mathcal{U} \phi_2) \vee (\phi_1 \mathcal{U} \phi_3)$
4. $(\phi_1 \wedge \phi_2) \mathcal{U} \phi_3 \leftrightarrow (\phi_1 \mathcal{U} \phi_3) \wedge (\phi_2 \mathcal{W} \phi_3)$
5. $\phi_1 \mathcal{W} (\phi_2 \vee \phi_3) \leftrightarrow (\phi_1 \mathcal{W} \phi_2) \vee (\phi_1 \mathcal{W} \phi_3)$
6. $(\phi_1 \wedge \phi_2) \mathcal{W} \phi_3 \leftrightarrow (\phi_1 \mathcal{W} \phi_3) \wedge (\phi_2 \mathcal{W} \phi_3)$

Duality

Manna and Pnueli [MP92] have defined the duals for future operators. Considering the abbreviation $\phi_1 \leftrightarrow \phi_2$ for $\Box(\phi_1 \leftrightarrow \phi_2)$, we have the following duals:

Definition B.3.22 — Duality (Future Operators).

1. $\neg \Box \phi_1 \leftrightarrow \Diamond \neg \phi_1$
2. $\neg \Diamond \phi_1 \leftrightarrow \Box \neg \phi_1$
3. $\neg (\phi_1 \mathcal{U} \phi_2) \leftrightarrow (\neg \phi_2) \mathcal{W} (\neg \phi_1 \wedge \neg \phi_2)$
4. $\neg (\phi_1 \mathcal{W} \phi_2) \leftrightarrow (\neg \phi_2) \mathcal{U} (\neg \phi_1 \wedge \neg \phi_2)$
5. $\neg \Diamond \phi_1 \leftrightarrow \Diamond \neg \phi_1$
B.3.4 Past Temporal Operators

The LTL temporal operators that expresses the past are: the unary operators previous (∧), once (♦) and has-always-been (■); and, the binary operators since ($) and back-to ($\mathcal{B}$). The semantics of these temporal modalities are given below.

**Definition B.3.23 — Previous (∧).** Let $\varphi$ be a LTL expression. The formula $\varphi$ holds at position $j$ if $\varphi$ holds in the previous step of the execution of the system under consideration.

\[ (\sigma, j) \models \varphi \quad \text{iff} \quad (j > 0) \text{ and } (\sigma, j - 1) \models \varphi \]

**Definition B.3.24 — Once (♦).** Let $\varphi$ be a LTL expression. The formula $\text{♦}\varphi$ holds at position $j$ if now or once in the past $\varphi$ holds.

\[ (\sigma, j) \models \text{♦}\varphi \quad \text{iff} \quad (\sigma, k) \models \varphi \text{ for some } k, 0 \leq k \leq j \]

**Definition B.3.25 — Has-always-been (■).** Let $\varphi$ be a LTL expression. The formula $\text{■}\varphi$ holds at position $j$ if $\varphi$ holds at position $j$ and all preceding positions.

\[ (\sigma, j) \models \text{■}\varphi \quad \text{iff} \quad (\sigma, k) \models \varphi \text{ for all } k, 0 \leq k \leq j \]

**Definition B.3.26 — Since ($\mathcal{S}$).** Let $\varphi_1$ and $\varphi_2$ be LTL formulas. The expression $\varphi_1 \mathcal{S} \varphi_2$ holds at position $j$, if $\varphi_2$ has happened in the past, and $\varphi_1$ held continuously from the last occurrence of $\varphi_2$ to the present.

\[ (\sigma, j) \models \varphi_1 \mathcal{S} \varphi_2 \quad \text{iff} \quad \text{there exists a } k, 0 \leq k \leq j, \text{ such that } (\sigma, k) \models \varphi_2, \text{ and for every } i, k < i \leq j, (\sigma, i) \models \varphi_1 \]

**Definition B.3.27 — Back-to ($\mathcal{B}$).** Let $\varphi_1$ and $\varphi_2$ be LTL formulas. The expression $\varphi_1 \mathcal{B} \varphi_2$ holds at position $j$ if $\varphi_1$ holds continuously at all positions preceding and including the present, either to the last occurrence of $\varphi_2$ or to position 0. This operator is a weaker version of the “Since” operator.

\[ (\sigma, j) \models \varphi_1 \mathcal{B} \varphi_2 \quad \text{iff} \quad (\sigma, j) \models \varphi_1 \mathcal{S} \varphi_2 \text{ or } \text{■}\varphi_1 \]

Remark. An important remark about the past operators is that they do not add expressiveness for the LTL. Gabbay [Gab87] has demonstrated that all LTL formulas can be represented using only the future temporal operators.

B.4 Finite Trace Semantics

As stated in Section B.1, LTL usually works with a model $\sigma$ containing infinite sequence of states/events. However, when dealing with model checking [BK08] in real applications that run for a limited time, we want to work with finite sequence of states/events [RH05].

Roşu and Havelund [RH05] established a finite trace semantics for future time LTL (or LTL with future temporal operators). We present the definitions of the finite trace semantics next [BK08, RH05], considering that either states or events may occur.

**Definition B.4.1 — Finite Trace (\hat{\tau}).** A finite trace is an infinite stationary sequence of states/events in which the last state/event is repeated infinitely.

**Definition B.4.2 — Suffix Trace ($\hat{\tau}_i$).** Given any trace $\hat{\tau}$, $\hat{\tau}_i$ denotes the suffix trace that starts at position $i$, with positions starting at 1.
Definition B.4.3 — Function: head (Trace $\mapsto$ State/Event). This function returns the head state/event of a trace, i.e., the first state/event of the trace.

Definition B.4.4 — Function: tail (Trace $\mapsto$ Trace). This function returns the tail of a trace, which is the trace without its head state/event.

Definition B.4.5 — Function: length (Trace $\mapsto$ Natural Number). This function returns the length of a trace.

Definition B.4.6 — Satisfaction Relation ($\models$). The satisfaction relation defines when a trace $\pi$ satisfies a formula $\varphi$, written $\pi \models \varphi$, and is defined inductively over the structure of the formulas as follows, where $P$ is any atomic proposition and $\varphi_1$ and $\varphi_2$ are any formulas:

\[
\begin{align*}
\pi \models \text{True} & \iff \text{True}, \\
\pi \models \text{False} & \iff \text{False}, \\
\pi \models P & \iff P \in \text{head}(\pi), \\
\pi \models \varphi_1 \land \varphi_2 & \iff \pi \models \varphi_1 \text{ and } \pi \models \varphi_2, \\
\pi \models \varphi_1 \oplus \varphi_2 & \iff \pi \models \varphi_1 \text{ xor } \pi \models \varphi_2, \\
\pi \models \bigcirc \varphi_1 & \iff \text{if } \text{tail}(\pi) \text{ is defined then } \text{tail}(\pi) \models \varphi_1 \text{ else } \pi \models \varphi_1, \\
\pi \models \lozenge \varphi_1 & \iff (\exists i \leq \text{length}(\pi)) \pi_i \models \varphi_1, \\
\pi \models \Box \varphi_1 & \iff (\forall i \leq \text{length}(\pi)) \pi_i \models \varphi_1, \\
\pi \models \varphi_1 \mathbin{\mathbin{\mathbin{\lor}}} \varphi_2 & \iff (\exists i \leq \text{length}(\pi)) \pi_i \models \varphi_2 \text{ and } (\forall j > i) \pi_j \models \varphi_1.
\end{align*}
\]

B.4.1 Examples

In this section we present a set of examples to illustrate the use of the finite traces semantics [RH05].

■ Example B.4.1 Consider a finite trace $\pi = a, b, c$. The functions head, tail and length return the following values:

- head ($\pi$) = a
- tail ($\pi$) = b, c
- length ($\pi$) = 3

■ Example B.4.2 Consider a finite trace $\pi = a, b, c, d, e$. For $i = 3$ we have that $\pi_i = c, d, e$; and, for $j = 5$ we have that $\pi_j = e$.

■ Example B.4.3 Consider the formula $\lozenge (\Box P \lor \Box \neg P)$. It is not satisfied by infinite traces, but it is satisfied by any finite trace because the last state/event of the trace either contains $P$ or it does not. The negation of this formula is obtained by applying Definitions B.3.22 (1, 2) and B.3.14(2): $\Box (\lozenge P \land \lozenge \neg P)$. It is satisfied by infinite traces, but it is not satisfied by any finite trace.
### Table C.1: Prospec - LTL formulas for Patterns and Scopes [SGRE11]

| Pattern       | Scope       | LTL Formula                                                                 |
|---------------|-------------|-----------------------------------------------------------------------------|
| Absence (P)   | Global      | ¬(□P)                                                                       |
|               | Before R    | □P → (¬R U P)                                                              |
|               | After L     | ¬((¬L) U (L ∧ □P))                                                         |
|               | Between L and R | □((L ∧ ¬R ∧ □R) → (¬R U P))           |
|               | After L Until R | □(L ∧ ¬R → (¬R U P)) |
| Existence (P) | Global      | ◇P                                                                          |
|               | Before R    | ¬((¬P) U R)                                                                |
|               | After L     | ¬((¬L) U (L ∧ ¬◇P))                                                        |
|               | Between L and R | □((L ∧ ¬R) → (¬((¬P) U R)))          |
|               | After L Until R | □((L ∧ ¬R) → (¬R U (P ∧ ¬R)))           |
| Universality (P) | Global | □P                                                                     |
|               | Before R    | □P → (P U R)                                                              |
|               | After L     | ¬L W (L ∧ □P))                                                             |
|               | Between L and R | □((L ∧ ¬R ∧ □R) → (P U R))          |
|               | After L Until R | □(L ∧ ¬R → (P W R))           |
| Precedence (T, P) | (T Precedes P) | ¬((¬T) U (P ∧ ¬T))                                                         |
|               | Before R    | □P → (¬P U (T V R))                                                        |
|               | After L     | ¬((¬L) U (L ∧ (¬T) U (P ∧ ¬T)))                                             |
|               | Between L and R | □((L ∧ ¬R ∧ □R) → (¬P U (T V R)))          |
|               | After L Until R | □((L ∧ ¬R) → (¬((¬T) ∧ ¬R) U (P ∧ (¬T) ∧ ¬R)))) |
| Response (T, P) | (T Responds to P) | □(P → □T)                                                                  |
|               | Before R    | ¬((¬R) U (P ∧ (¬R) ∧ (¬T) U R))                                             |
|               | After L     | ¬((¬L) U (L ∧ (¬□(P → □T))))                                               |
|               | Between L and R | □((L ∧ ¬R) → ¬((¬R) U (P ∧ (¬R) ∧ (¬T) U R))) |
|               | After L Until R | □((L ∧ ¬R) → ¬((¬R) U (P ∧ (¬R) ∧ ((¬T) U R))) |
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Continuing the study of testable properties in the SPS local scopes (Chapters 3 and 4), we analyzed the Prospec formulas (Table C.1) to certify that, besides keeping the properties testability, they have the same semantics of the SPS original formulas [Pat].

Similarly to the study of Chapter 4, this study covers the SPS patterns that are able to represent the testable properties classes: safety class (patterns: universality, absence, precedence); guarantee class (pattern: existence); and recurrence class (pattern: response). For each pattern, we analyzed the LTL formulas in the scopes before R, after L, between L and R, and after L until R, using the definitions provided by LTL syntax and semantics (Sections B.2 and B.3). The same statements that were used in the previous study are applied here.

### C.1 Safety Properties: Universality Pattern

The universality pattern states that a given state/event occurs throughout a scope. It is a safety property, since in the global scope it corresponds to the canonical formula □P, where P represents the state/event that must hold. Table C.2 presents the LTL formulas for this pattern. The ✓ symbol indicates that other works have already shown that the formula preserves the safety property (and therefore it is testable) in the given scope [NGH93, FFJ +10]; the ▶ symbol indicates the formulas that we analyze in the next sections to show that they also preserve the safety property in the given scope; and the ≡ symbol indicates that the formulas of the same row are equivalents.

| Pattern         | Scope       | SPS                          | Prospec                     |
|-----------------|-------------|------------------------------|-----------------------------|
| Universality (P) | Global      | ✓ □(P)                       | ≡ □P                        |
|                 | Before R    | ▶ ◦R → (P ⊗R)               | ▶ ◦R → (P ⊗R)               |
|                 | After L     | ▶ □(L → □(P))              | ▶ ¬L ⊤(L ∧ □P)              |
|                 | Between L and R | ▶ □((L ∧ ¬R ∧ ◦R) → (P ⊗R)) | ▶ □((L ∧ ◦R) → (P ⊗R))     |
|                 | After L Until R | ▶ □(L ∧ ◦R → (P ⊤R))       | ▶ □(L ∧ ◦R → (P ⊤R))       |

Before we proceed to the scopes analysis, we give one recurring definition in the proof sketches for this pattern.

**Definition C.1.1** — ⊗R. Consider a sequence σ of states s₀, s₁, .., sₙ, where s₀ is the initial state and sₙ is the final state of the program execution, and a position j such that 0 ≤ j ≤ n. We apply the Definition B.3.19 and get the statement below:

(σ, j) ⊨ P ⊗ R  iff  ∃k, j ≤ k ≤ n,  s.t. (σ, k) ⊨ R and ∀i, j ≤ i < k, (σ, i) ⊨ P

This expression states that P holds from position j until R occurs at k.

⇒ The Definition C.1.1 is used in the Proof-Sketch C.1.2.

### C.1.1 Before R

**Proposition C.1.1** — Prospec -  Safety Property (Universality Pattern) in the Before R Scope. The safety property represented by the universality pattern is preserved in the before R scope.

The universality pattern in the before R scope is represented by the same formula in the SPS and the Prospec. Therefore, the proof sketch is the same of Proposition 4.1.1 (Chapter 4).

1The LTL formulas used by the Prospec are slightly different from the SPS original formulas (Table 2.3) because they were written to generate automata with a reduced number of states [SGRE11].
C.1.2 After L

Proposition C.1.2 — Prospec - Safety Property (Universality Pattern) in the After L Scope. The safety property represented by the universality pattern is preserved in the after L scope.

The universality pattern in the after L scope is represented by different formulas in the SPS and the Prospec. Therefore, we present below the proof sketch for the Prospec formula to show the validity of Proposition C.1.2.

Prospec Formula

The analyzed Prospec formula is the formula presented in Table C.1.

\[ \neg((\neg L) \cup (L \land \diamond \neg P)) \]

Proof Sketch C.1.1. Consider a sequence \( \sigma \) of states \( s_0, s_1, \ldots s_n \), where \( s_0 \) is the initial state and \( s_n \) is the final state of the program execution. The following equivalence must hold:

\[
\neg((\neg L) \cup (L \land \diamond \neg P)) \equiv (\neg(L \land \neg P)) \land (L \land (\neg(L \land \neg P))) \quad \text{Definition B.3.22 (1,3)}
\]

\[
\equiv (\neg L \lor \Box P) \lor (L \land (\neg L \lor \Box P)) \quad \text{Definition B.3.14 (1)}
\]

\[
\equiv (\neg L \lor \Box P) \lor ((L \land (\neg L)) \lor (L \land (\Box P))) \quad \text{Definition B.3.13 (1)}
\]

\[
\equiv (\neg L \lor \Box P) \lor ((L \land (\neg L)) \lor (L \land (\Box P))) \quad \text{Definition B.3.15 (2)}
\]

\[
\equiv (\neg L \lor \Box P) \lor (L \land (\Box P)) \quad \text{Definition B.3.9 (2)}
\]

Then, analyzing the formula \( (\neg L \lor \Box P) \lor (L \land (\Box P)) \) we have that the following statement must hold, according to Definition B.3.20:

\[
(\sigma, 0) \models (\neg L \lor \Box P) \lor (L \land (\Box P)) \quad \text{iff} \quad (\sigma, 0) \models \Box (\neg L \lor \Box P) \quad \text{or} \quad (\neg L \lor \Box P) \cup (L \land (\Box P))
\]

We must analyze the two cases:

- **Case 1.** The formula \( \Box (\neg L \lor \Box P) \) states that either \( \neg L \) holds at every position of \( \sigma \) or \( P \) holds at every position of \( \sigma \) (Definitions B.3.5 and B.3.18). In this case, the scope is only defined when at some position \( k, 0 \leq k \leq n \) we have that \( (\sigma, k) \models L \land \Box P \) (i.e. \( L \) occurs at \( k \) and \( P \) holds for all \( m \) s.t. \( k \leq m \leq n \)).

- **Case 2.** The formula \( (\neg L \lor \Box P) \cup (L \land (\Box P)) \) states that either \( \neg L \) or \( \Box P \) holds until \( L \land (\Box P) \) holds (Definition B.3.19). Since the states/events that take place before \( L \) can be ignored in this scope definition, we only analyze the formula \( (L \land (\Box P)) \) that must hold at some position \( k, s.t. 0 \leq k \leq n \). This formula states that \( L \) occurs at \( k \) and \( P \) holds for all \( m \) s.t. \( k \leq m \leq n \).

Considering the two cases, we have that the safety property is preserved in case 2, and, in case 1, we have the scope definition in at least one situation. Therefore, we conclude that the safety property is preserved in the Prospec formula of after L scope.

C.1.3 Between L and R

Proposition C.1.3 — Prospec - Safety Property (Universality Pattern) in the Between L and R Scope. The safety property represented by the universality pattern is preserved in the between L and R scope.

The universality pattern in the between L and R scope is represented by the same formula in the SPS and the Prospec. Therefore, the proof sketch is the same of Proposition 4.1.3 (Chapter 4).

C.1.4 After L Until R

Proposition C.1.4 — Prospec - Safety Property (Universality Pattern) in the After L Until R Scope. The safety property represented by the universality pattern is preserved in the after L until R scope.

The universality pattern in the after L until R scope is represented by different formulas in the SPS and the Prospec. Therefore, we present below the proof sketch for the Prospec formula to show the validity of Proposition C.1.4.
Prospec Formula

The analyzed Prospec formula is the formula presented in Table C.1.

\[
\Box Q, \text{ where } Q = (L \land \neg (R) \rightarrow (\neg (P \land \neg R) \lor (\neg P \land \neg R)))
\]

Proof Sketch C.1.2. Consider a sequence \( \sigma \) of states \( s_0, s_1, \ldots, s_n \), where \( s_0 \) is the initial state and \( s_n \) is the final state of the program execution, and a position \( j \) such that \( 0 \leq j \leq n \). We first analyze the Q statement, using Definition B.3.7:

\[
(\sigma, j) \models L \land \neg (R) \rightarrow (\neg (P \land \neg R) \lor (\neg P \land \neg R)))
\]

Using this statement, we can analyze each part of the implication as follows:

- **Case 1.** \( (\sigma, j) \models L \land \neg R \) iff \( (\sigma, j) \models L \) and \( (\sigma, j) \models \neg R \). This formula deals with the states/events that limit the scope, and states that \( L \) occurs at position \( j \) and \( R \) does not.

- **Case 2.** The second part of the implication can be rewritten using some LTL definitions:

  1. \( (\sigma, j) \models (P \lor R) \models R \) R. This formula states that \( P \lor R \) holds until the occurrence or \( R \) (Definition B.3.19). Then, we can analyze two situations:

     a. \( P \models R \): it is the Definition C.1.1 with \( k \) defined in the interval \( j < k \leq n \). We have to avoid the situation \( k = j \) because we have from case 1 that \( \neg R \) holds at position \( j \); and, if \( k = j \) then \( R \) would occur at position \( j \) either, leading us to a contradiction.

     b. If there is another occurrence of \( R \) at some position \( m, j \leq m < k \) the scope definition would be incomplete since the scope would be limited by the occurrence of \( R \) at position \( m \). Hence, the disjunction \( (P \lor R) \) cannot have a value assigned to \( R \) (i.e. only \( P \) can occur).

  2. \( (\sigma, j) \models \Box (P \lor R) \) iff \( (\sigma, k) \models (P \lor R) \) for all \( k \), s.t. \( j \leq k \leq n \). This formula says that either \( P \) or \( R \) must hold from position \( j \) to \( n \). So, the following situations can occur, according to the Table B.1 (c):

     a. \( P \) is true and \( R \) is false: it states that \( (\sigma, j) \models \Box P \), i.e., \( P \) holds from position \( j \) to \( n \).

     b. \( P \) is false and \( R \) is true: in this case \( P \) never occurs.

     c. \( P \) is true and \( R \) is true: it states that \( P \) and \( R \) can occur in a non-ordered manner. In this case the scope is defined when the first occurrence of \( R \), which limits the scope, takes place right after an occurrence of \( P \).

Combining the results from case 1 (where situation 1(a) is valid) and case 2 (where situations 2(a) and 2(c) are valid), we reach the conclusions described next:

- \( L \) holds at position \( j \) and \( R \) does not;

- If there are no occurrences of \( R \) then \( P \) holds for all \( i, j \leq i \leq n \);

- If \( R \) occurs at position \( k, j < k \leq n \), \( P \) holds for all \( i, j \leq i < k \).
Therefore we have that \( P \) holds for all positions in this scope delimited by \( L \) and \( R \), or just \( L \), and so the safety property is preserved in the \( Q \) statement (Figure C.1). Since the universality pattern is represented by \( \Box Q \) in this scope, we have that \((\sigma,j) \models \Box Q \) iff \((\sigma,l) \models Q, \forall l, j \leq l \leq n\) (Definition B.3.18). Hence, \( \Box Q \) assures that the safety property represented by \( Q \) always occurs in the computation.

### C.2 Safety Properties: Absence Pattern

The absence pattern states that a given state/event does not occur throughout a scope. It is a safety property, since in the global scope it corresponds to the formula \( \Box \neg P \), where \( P \) represents the state/event that cannot hold. Table C.3 presents the LTL formulas for this pattern. The ✓ symbol indicates that other works have already shown that the formula preserves the safety property (and therefore it is testable) in the given scope [NGH93, FFJ+10]; the ▷ symbol indicates the formulas that we analyze in the next sections to show that they also preserve the safety property in the given scope; and the ≡ symbol indicates that the formulas of the same row are equivalents.

| Pattern               | Scope       | SPS                  | Prospec               |
|-----------------------|-------------|----------------------|-----------------------|
| Absence (P) Global    | ✓ \( \Box (\neg P) \) | \( \equiv \neg (\Box P) \) |
| Absence (P) Before R  | ▷ \( \Diamond R \rightarrow (\neg P \lor R) \) | \( \rightarrow (\neg R \lor P) \) |
| Absence (P) After L   | \( \Box (L \rightarrow \Box (\neg P)) \) | \( \rightarrow (\neg L \lor (L \land \Box P)) \) |
| Absence (P) Between L and R | \( \Box [(L \land \neg R \land \Diamond R) \rightarrow (\neg P \lor R)] \) | \( \Box [(L \land \neg R \land \Diamond R) \rightarrow (\neg R \lor P)] \) |
| Absence (P) After L Until R | \( \Box [L \land \neg R \rightarrow (\neg P \lor R)] \) | \( \Box [L \land \neg R \rightarrow (\neg R \lor P)] \) |

Before we proceed to the scopes analysis, we give one recurring definition in the proof sketches for this pattern.

**Definition C.2.1** — \( \neg (P) W (R \land \neg P) \). Consider a sequence \( \sigma \) of states \( s_0, s_1, \ldots, s_n \), where \( s_0 \) is the initial state and \( s_n \) is the final state of the program execution, and a position \( j \) such that \( 0 \leq j \leq n \). We apply the Definition B.3.19 and get the statement:

\[
(\sigma,j) \models \neg (P) W (R \land \neg P) \quad \text{iff} \quad (\sigma,j) \models \neg P \lor (R \land \neg P) \text{ or } \Box \neg P
\]

Then at least one of the following statements should hold in the computation:

- \((\sigma,j) \models \neg P \lor (R \land \neg P) \text{ iff } \exists k, j \leq k \leq n, \text{ s.t. } (\sigma,k) \models (R \land \neg P) \text{ and } \forall i, j \leq i < k, (\sigma,i) \models \neg P \) (Definition B.3.19). This expression states that \( \neg P \) holds from position \( j \) until \( R \) occurs at \( k \), and \( \neg P \) also holds at \( k \).
• \((\sigma,j) \vdash \Box \neg P \iff (\sigma,k) \vdash \neg P \forall k \ j \leq k \leq n\) (Definition B.3.18). This expression states that \(\neg P\) holds continuously for all \(k\), s.t. \(j \leq k \leq n\).

\[\Rightarrow \text{The Definition C.2.1 is used in Proof-Sketches C.2.1, C.2.3 and C.2.4.}\]

**Remark.** The expression \((\sigma,j) \vdash \neg P \cup (R \land \neg P)\) states that \(\neg P\) holds from position \(j\) until \(R\) occurs at \(k\), and \(\neg P\) also holds at \(k\). In the scope definitions limited by \(R\) we consider only the fact that \(\neg P\) holds from position \(j\) until \(R\) occurs at \(k\). The fact that \(\neg P\) and \(R\) hold at \(k\) does not change the scopes semantics significantly since the states/events that take place at the same position of \(R\) are not included in the intervals of the scopes [SGRE11] (Section 2.4.1).

**C.2.1 Before R**

**Proposition C.2.1 — Prospec - Safety Property (Absence Pattern) in the Before R Scope.** The safety property represented by the absence pattern is preserved in the before \(R\) scope.

The absence pattern in the before \(R\) scope is represented by different formulas in the SPS and the Prospec. Therefore, we present below the proof sketch for the Prospec formula to show the validity of Proposition C.2.1.

**Prospec Formula**

The analyzed Prospec formula is the formula presented in Table C.1.

\[
\Diamond R \rightarrow \neg (\neg (R) \cup P) \equiv \Diamond R \rightarrow \neg (P \land \neg P) \quad \text{Definition B.3.22 (3)}
\]

**Proof Sketch C.2.1.** Consider a sequence \(\sigma\) of states \(s_0, s_1, \ldots, s_n\), where \(s_0\) is the initial state and \(s_n\) is the final state of the program execution. The following statement must hold:

\[(\sigma,0) \vdash \Diamond R \rightarrow \neg (P \land \neg P) \quad \text{therefore} \quad (\sigma,0) \vdash \Diamond R \text{ then } (\sigma,0) \vdash \neg (P \land \neg P)\]

Using this statement, we can analyze each part of the implication as follows:

- **Case 1.** \((\sigma,0) \vdash \Diamond R \iff (\sigma,k) \vdash R\) for some \(k, \ 0 \leq k \leq n\) (Definition B.3.17). This formula states that \(R\) occurs at position \(k\), thus, the scope limit is defined;

- **Case 2.** It is the Definition C.2.1 for \(j = 0\).

**Figure C.2: Absence pattern - Before R scope (Prospec)**

Analyzing both parts of the implication, we have that if \(R\) occurs at \(k, \ 0 \leq k \leq n\) then \(\neg P\) occurs for all positions \(i, \ 0 \leq i < k\). In addition, \(\neg P\) may also occur at \(k\) but it does not change the semantics of the scope since the states/events that takes place at the same position of \(R\) are not considered. Hence, the safety property is preserved in this scope.

\[\blacksquare\]
C.2 Safety Properties: Absence Pattern

C.2.2 After L

Proposition C.2.2 — Prospec - Safety Property (Absence Pattern) in the After L Scope. The safety property represented by the absence pattern is preserved in the after L scope.

The absence pattern in the after L scope is represented by different formulas in the SPS and the Prospec. Therefore, we present below the proof sketch for the Prospec formula to show the validity of Proposition C.2.2.

Prospec Formula

The analyzed Prospec formula is the formula presented in Table C.1.

\[ \neg ((\neg \text{L}) \sqcup (\text{L} \land \diamond \text{P})) \]

Proof Sketch C.2.2. Same as the Proof Sketch C.1.1, replacing \( \neg \text{P} \) for \( \text{P} \) in the analyzed formula. ■

C.2.3 Between L and R

Proposition C.2.3 — Prospec - Safety Property (Absence Pattern) in the Between L and R Scope. The safety property represented by the absence pattern is preserved in the between L and R scope.

The absence pattern in the between L and R scope is represented by different formulas in the SPS and the Prospec. Therefore, we present below the proof sketch for the Prospec formula to show the validity of Proposition C.2.3.

Prospec Formula

The analyzed Prospec formula is the formula presented in Table C.1.

\[ \Box Q, \text{ where } Q = (\text{L} \land \neg \text{R} \land \diamond \text{R}) \rightarrow (\neg \text{P} \land (\text{R} \land \neg \text{P})) \]

Proof Sketch C.2.3. Consider a sequence \( \sigma \) of states \( s_0, s_1, \ldots, s_n \), where \( s_0 \) is the initial state and \( s_n \) is the final state of the program execution, and a position \( j \) such that \( 0 \leq j \leq n \). We first analyze the Q statement, using Definition B.3.7:

\[ (\sigma, j) \models (\text{L} \land \neg \text{R} \land \diamond \text{R}) \rightarrow (\neg \text{P} \land (\text{R} \land \neg \text{P})) \]

therefore if \( (\sigma, j) \models (\text{L} \land \neg \text{R} \land \diamond \text{R}) \), then \( (\sigma, j) \models (\neg \text{P} \land (\text{R} \land \neg \text{P})) \).

Using this statement, we can analyze each part of the implication as follows:

- **Case 1.** \( (\sigma, j) \models (\text{L} \land \neg \text{R} \land \diamond \text{R}) \) iff \( (\sigma, j) \models \text{L} \) and \( (\sigma, j) \models (\neg \text{R} \land \diamond \text{R}) \). This expression deals only with the occurrence of L and R, which are the states/events that limit the scope. It says that L occurs at position j and R does not. Moreover, we have that:

  - \( (\sigma, j) \models \diamond \text{R} \) iff \( (\sigma, k) \models \text{R} \) for some \( k > j \) (Definition B.3.17). The position \( k \) cannot be equal to position \( j \), otherwise we would have at position \( j \) the occurrence of \( \neg \text{R} \land \text{R} \), which is a contradiction. Therefore, we can assume that R occurs at position \( k, j < k \leq n \).

- **Case 2.** Definition C.2.1.

Analyzing both parts of the implication, we have that if L occurs at \( j, 0 \leq j \leq n \), R does not occur at \( j \); instead, R occurs at position \( k, j < k \leq n \). Then, the model \( \sigma \) satisfies that \( \neg \text{P} \) occurs for all positions \( i, j \leq i < k \). Hence, the safety property is preserved in the interval defined by Q statement.
Since the absence pattern is represented by $\Box Q$ in this scope, we have that $(\sigma, j) \models \Box Q \iff (\sigma, l) \models Q, \forall l, j \leq l \leq n$ (Definition B.3.18). Hence, $\Box Q$ assures that the safety property represented by $Q$ always occurs in the computation (Figure C.3).

**C.2.4 After L Until R**

**Proposition C.2.4 — Prospec - Safety Property (Absence Pattern) in the After L Until R Scope.** The safety property represented by the absence pattern is preserved in the after L until R scope. The absence pattern in the after L until R scope is represented by different formulas in the SPS and the Prospec. Therefore, we present below the proof sketch for the Prospec formula to show the validity of Proposition C.2.4.

**Prospec Formula**

The analyzed Prospec formula is the formula presented in Table C.1.

$$\Box Q,$$ where $Q = (L \land \neg R) \rightarrow \neg (\neg (R) \cup P) \equiv (L \land \neg R) \rightarrow \neg P \land (\neg (R \land P))$

**Proof Sketch** C.2.4. Consider a sequence $\sigma$ of states $s_0, s_1, \ldots s_n$, where $s_0$ is the initial state and $s_n$ is the final state of the program execution, and a position $j$ such that $0 \leq j \leq n$. We first analyze the $Q$ statement, using Definition B.3.7:

$$(\sigma, j) \models L \land \neg R \rightarrow (PWR) \quad \text{therefore} \quad \text{if } (\sigma, j) \models L \land \neg R \text{ then } (\sigma, j) \models P \land W \land R$$

Using this statement, we can analyze each part of the implication as follows:

- **Case 1.** $(\sigma, j) \models L \land \neg R \iff (\sigma, j) \models L$ and $(\sigma, j) \models \neg R$. Thus we can assume that $L$ occurs at position $j$ and $R$ does not.

- **Case 2.** Definition C.2.1.

Analyzing both parts of the implication, we have that if $L$ occurs at $j, 0 \leq j \leq n$ and $R$ does not occur at $j$, then, the model $\sigma$ satisfies one of these two cases:

- $\neg P$ occurs $\forall i, j \leq i < k$ and $R$ occurs at $k$, s.t. $j < k \leq n$.

- $R$ does not occur and $P$ holds $\forall i, j \leq i \leq n$. Note that in this case, $R$ does not occur (anymore) until the end of computation.

Hence, since $\neg P$ holds continuously from the occurrence of $L$ until a future occurrence of $R$ or the end of computation, the safety property is preserved in the interval defined by $Q$ statement.
Since the absence pattern is represented by □Q in this scope, we have that \((σ, j) \models □Q \iff (σ, l) \models Q, \forall l, j \leq l \leq n\) (Definition B.3.18). Hence, □Q assures that the safety property represented by Q always occurs in the computation (Figure C.4).

C.3 Safety Properties: Precedence Pattern

The precedence pattern states that a state/event \(P\) must always be preceded by a state/event \(T\) within a scope. It is a safety property, since in the global scope it corresponds to the formula □(P → ♦T) ≡ ¬P \ W T, where \(T\) represents the state/event that must precede the state/event \(P\) [MP92]. Table C.4 presents the LTL formulas for this pattern. The ✓ symbol indicates that other works have already shown that the formula preserves the safety property (and therefore it is testable) in the given scope [NGH93, FFJ+10]; the △ symbol indicates the formulas that we analyze in the next sections to show that they also preserve the safety property in the given scope; and the ≡ symbol indicates that the formulas of the same row are equivalents.

Table C.4: LTL formulas for precedence pattern, [DAC99, SGRE11]

| Pattern | Scope          | SPS | Prospec                                                                 |
|---------|----------------|-----|------------------------------------------------------------------------|
| Global  |                | ✓   | □¬P \ W T                                                              |
| Before R|                | △   | □(¬P ∨ (¬P \ U (T \ V R))) \rightarrow □¬P \ U (T \ V R)               |
| After L |                | △   | □P \ U (L \ V (¬R ∧ R)) \rightarrow □(¬P \ U (T \ V R))               |
| Between L and R | △   | □(¬(L ∧ ¬R ∧ R) \ U (¬P \ W (T \ V R))) \rightarrow □¬P \ U (T \ V R) |
| After L Until R | △   | □P \ U (L \ V (¬R ∧ R)) \rightarrow □¬P \ U (L \ V (¬R ∧ R))          |

Remark. According to Manna and Pnueli [MP92], the following formulas represent the precedence pattern (safety property):

- □(P → ♦T): this formula has the canonical form of a safety property (Section 3.2.2). It states that for each position \(j\), if \(P\) holds at \(j, 0 \leq j \leq n\), there must be an earlier position \(k, 0 \leq k < j\) satisfying \(T\) (Definitions B.3.18 and B.3.24)[MP95].

- ¬P \ W T: although it does not have the canonical form of a safety property, it keeps the semantics of a safety property. This formula states that either ¬P holds forever or that it holds until an occurrence of T (Definition B.3.20). In other words, it says that the first occurrence of P must coincide or be preceded by a position in which T occurs [MP92].

Therefore, we have that □(P → ♦T) ≡ ¬P \ W T.
C.3.1 Global Scope

Even though we have already shown that properties which are represented by the precedence pattern are testable in the global scope (Section 3.3.1), we could not neglect the fact that the new Prospec formula for this pattern (Table C.1) is different from the SPS original formula (Table 2.3). Then, we show in this section that the Prospec formula \(
\neg((\neg T) \lor (P \land \neg T))
\)
keeps the semantics of the SPS original formula \((\neg PWT)\):

**Prospec Formula**

\[\neg((\neg T) \lor (P \land \neg T))\]

**Proof Sketch C.3.1.** Consider a sequence \(\sigma\) of states \(s_0, s_1, \ldots s_n\), where \(s_0\) is the initial state and \(s_n\) is the final state of the program execution. Analyzing the Prospec formula we get the following equivalent formula:

\[
\neg((\neg T) \lor (P \land \neg T)) \equiv (\neg(P \lor \neg T)) \lor (T \land (\neg P \lor \neg T)) \equiv (\neg P) \lor (T \land (\neg P))
\]

Then, we have that the following statement must hold:

\[(\sigma, 0) \models (\neg P \lor T) \lor T \iff (\sigma, 0) \models (\neg P \lor T) \lor T \lor \Box(\neg P \lor T)\]

We analyze each case separately:

- **Case 1.** \((\sigma, 0) \models (\neg P \lor T) \lor T\) if \((\sigma, k) \models (\neg P \lor T) \forall k, 0 \leq k \leq n\) (Definition B.3.18). This formula states that either \(\neg P\) or \(T\) holds in the entire computation. The precedence pattern is preserved here because if \(T\) occurs at a position \(j\) then \(P\) holds at position \(j\) either. Moreover, if \(T\) does not occur then \(P\) does not occur in the whole computation.

- **Case 2.** \((\sigma, 0) \models (\neg P \lor T) \lor T\). Here we have two possible situations:
  1. \(T\) holds at \(k\), \(0 \leq k \leq n\), \(\neg P\) holds \(\forall i, 0 \leq i < k\) and \(P\) can hold at some position \(j\), s.t. \(k \leq j \leq n\).
  2. The (last) occurrence of \(T\) holds at \(k\), \(0 \leq k \leq n\), \(\neg P\) and \(T\) occur in a non-ordered manner in the interval \([0, (k-1)]\), and \(P\) can hold at the same position of \(T\) or at some position \(j\), s.t. \(k \leq j \leq n\).

![Figure C.5: Precedence pattern - Global scope](image)

Combining the results from cases 1 and 2 we have that the Prospec formula keeps the semantics of the SPS precedence pattern.
C.3.2 Before R

Proposition C.3.1 — Prospec - Safety Property (Precedence Pattern) in the Before R Scope. The safety property represented by the precedence pattern is preserved in the before R scope.

The precedence pattern in the before R scope is represented by the same formula in the SPS and the Prospec. Therefore, the proof sketch is the same of Proposition 4.3.1 (Chapter 4).

C.3.3 After L

Proposition C.3.2 — Prospec - Safety Property (Precedence Pattern) in the After L Scope. The safety property represented by the precedence pattern is preserved in the after L scope.

The precedence pattern in the after L scope is represented by different formulas in the SPS and the Prospec. Therefore, we present below the proof sketch for the Prospec formula to show the validity of Proposition C.3.2.

Prospec Formula

The analyzed Prospec formula is the formula presented in Table C.1.

\[ \neg((\neg L \cup (L \wedge ((\neg T) \cup (P \wedge \neg T)))) \]

Proof Sketch C.3.2. Consider a sequence \( \sigma \) of states \( s_0, s_1, \ldots, s_n \), where \( s_0 \) is the initial state and \( s_n \) is the final state of the program execution. To rewrite the Prospec formula, we use the following equivalence relation:

Definition C.3.1 — \( \neg((L \wedge ((\neg T) \cup (P \wedge \neg T)))) \equiv \neg L \vee ((\neg P \vee T) \wedge T) \).

Now we use this equivalence (Formula C.3.1) and rewrite the Prospec formula as follows:

\[ \neg((\neg L \cup (L \wedge ((\neg T) \cup (P \wedge \neg T)))) \]

\[ \equiv ((\neg L \vee ((\neg P \vee T) \wedge T)) \wedge (L \wedge ((\neg L \vee ((\neg T) \cup (P \wedge \neg T)))))) \] Definition B.3.22 (3)

\[ \equiv ((\neg L \vee ((\neg P \vee T) \wedge T)) \wedge (L \wedge ((\neg L \vee ((\neg P \vee T) \wedge T)))) \] Definition C.3.1

\[ \equiv ((\neg L \vee ((\neg P \vee T) W T)) \wedge (L \wedge ((\neg L \vee ((\neg P \vee T) W T)))) \] Definition B.3.15 (2)

\[ \equiv ((\neg L \vee ((\neg P \vee T) W T)) \wedge (L \wedge ((\neg L \vee ((\neg P \vee T) W T)))) \] Definition B.3.15 (2)

Thus, we can analyze the following statement:

\[ ((\neg L \vee ((\neg P \vee T) W T)) \wedge (L \wedge ((\neg P \vee T) W T)) \]

\[ \iff \Box((\neg L \vee ((\neg P \vee T) W T)) \]

\[ \lor ((\neg L \vee ((\neg P \vee T) W T)) \cup (L \wedge ((\neg P \vee T) W T)) \]

Analyzing the two cases:

- **Case 1.** The formula \( \Box((\neg L \vee ((\neg P \vee T) W T)) \) states that either \( \neg L \) holds at every position of \( \sigma \) or \( ((\neg P \vee T) W T) \) holds at every position of \( \sigma \) (Definitions B.3.5 and B.3.18). In this case, the scope is only defined when at some position \( k, 0 \leq k \leq n \) we have that \( (\sigma, k) \models L \wedge ((\neg P \vee T) W T) \) (i.e. \( L \) occurs at \( k \) and \( ((\neg P \vee T) W T) \), which is the precedence pattern in the global scope (Table C.4), holds at \( k \).
• **Case 2.** The formula \((-L \lor ((-P \lor T) \land W) \lor (L \land ((-P \lor T) \lor W)))\) states that either \(-L\) or \((-P \lor T) \land W\) holds until \(L \land ((-P \lor T) \lor W)\) holds. (Definition B.3.19). Since the states/events that take place before \(L\) can be ignored in this scope definition, we only analyze the formula \((L \land ((-P \lor T) \lor W))\) that must hold at some position \(k\), s.t. \(0 \leq k \leq n\). Then, considering the execution at position \(k\), we have that the following statements must hold:

- The formula \(L\) holds at \(k\), \(0 \leq k \leq n\);
- The formula \(((-P \lor T) \land W)\), which is semantically equal to the SPS precedence pattern in the global scope (Proof Sketch C.3.1), holds at \(k\), \(0 \leq k \leq n\). This means that \(T\) occurs at some position \(i\), \(k \leq i \leq n\) and \(P\) occurs at some position \(j\), \(i \leq j \leq n\). i.e., \(T\) precedes \(P\).

Considering the two cases, we have that the safety property is preserved in **Case 2**, and in **Case 1**, we have the scope definition in at least one situation. Therefore, we conclude that the safety property is preserved in the Prospec formula of after \(L\) scope.

**C.3.4 Between L and R**

**Proposition C.3.3 — Prospec - Safety Property (Precedence Pattern) in the Between L and R Scope.** The safety property represented by the precedence pattern is preserved in the between \(L\) and \(R\) scope.

The precedence pattern in the between \(L\) and \(R\) scope is represented by the same formula in the SPS and the Prospec. Therefore, the proof sketch is the same of Proposition 4.3.3 (Chapter 4).

**C.3.5 After L Until R**

**Proposition C.3.4 — Prospec - Safety Property (Precedence Pattern) in the After L Until R Scope.** The safety property represented by the precedence pattern is preserved in the after \(L\) until \(R\) scope.

The precedence pattern in the after \(L\) until \(R\) scope is represented by different formulas in the SPS and the Prospec. Therefore, we present below the proof sketch for the Prospec formula to show the validity of Proposition C.3.4.

**Prospec Formula**

The analyzed Prospec formula is the formula presented in Table C.1.

\[ \Box Q, \text{ where } Q = (L \land \neg R) \rightarrow (\neg((-T \land \neg R) \lor (P \land \neg T \land \neg R))) \]

**Proof Sketch C.3.3.** Consider a sequence \(\sigma\) of states \(s_0, s_1, \ldots, s_n\) where \(s_0\) is the initial state and \(s_n\) is the final state of the program execution, and a position \(j\) such that \(0 \leq j \leq n\). We first analyze the \(Q\) statement, using Definition B.3.7:

\[
(\sigma, j) \models (L \land \neg R) \rightarrow (\neg((-T \land \neg R) \lor (P \land \neg T \land \neg R))) \quad \text{therefore}
\]

\[
\text{if } (\sigma, j) \models L \land \neg R
\]

\[
\text{then } (\sigma, j) \models (\neg((-T \land \neg R) \lor (P \land \neg T \land \neg R)))
\]

Using this statement, we can analyze each part of the implication as follows:

- **Case 1.** \((\sigma, j) \models L \land \neg R\) iff \((\sigma, j) \models L\) and \((\sigma, j) \models \neg R\). This formula deals with the states/events that limit the scope, and states that \(L\) occurs at position \(j\) and \(R\) does not.

- **Case 2.** \((\sigma, j) \models (\neg((-T \land \neg R) \lor (P \land \neg T \land \neg R)))\). This formula can be rewritten using some LTL definitions (Section B.3):

\[
\neg((-T \land \neg R) \lor (P \land \neg T \land \neg R))
\equiv \neg(P \land \neg T \land \neg R) \lor (P \land \neg T \land \neg R) \land \neg((P \land \neg T \land \neg R)) \quad \text{Definition B.3.22}
\equiv (P \lor T \lor R) \lor (P \land \neg T \land \neg R) \land \neg((P \land \neg T \land \neg R)) \quad \text{Definition B.3.14}
\equiv (P \lor T \lor R) \lor (P \land \neg T \land \neg R) \land \neg((P \land \neg T \land \neg R)) \quad \text{Definition B.3.13}
\equiv (P \lor T \lor R) \lor (P \land \neg T \land \neg R) \land \neg((P \land \neg T \land \neg R)) \quad \text{Definition B.3.12}
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Then we analyze the following statement:

\[(\sigma, j) \models (\neg P \lor T \lor R) \implies (R \lor T) \iff (\sigma, j) \models (\neg P \lor T \lor R) \cup (R \lor T) \text{ or } (\sigma, j) \models \Box(\neg P \lor T \lor R)\]

Therefore, we can analyze two situations:

1. \((\sigma, j) \models \Box(\neg P \lor T \lor R)\): this formula states that \(\neg P\) or \(T\) or \(R\) holds for all \(i, j \leq i \leq n\) (Definition B.3.18). Here, \(P\) can only occur at the same position of \(T\) because \(P\) cannot hold at the same position of \(\neg P\) (Definition B.3.15 (2): contradiction) and the states/events associated with \(R\) are not considered in the scope (Section 2.4.1). Thus, the following statements must hold:
   (a) \(R\) does not occur: in this case, either \(\neg P\) or \(T\) can hold. If \(T\) does not hold neither, then there is no occurrence of \(P\) in the defined interval \([j, n]\). Otherwise, if \(T\) holds at some position of the interval, we have that only \(T\) occurs, or, \(T\) and \(P\) hold at the same position.
   (b) \(R\) occurs at position \(v\): in this case we consider only the events that take place before the occurrence of \(R\), i.e. the interval \([j, (v - 1)]\). If no events occur before \(R\), then \(P\) does not occur. If \(T\) does not hold, then there is no occurrence of \(P\) in the defined interval \([j, n]\). Otherwise, if \(T\) holds at some position of the interval, we have that only \(T\) occurs, or, \(T\) and \(P\) hold at the same position.

2. \((\sigma, j) \models (\neg P \lor T \lor R) \cup (R \lor T)\): this formula states that \(\exists k, j \leq k \leq n, \text{s.t. } (\sigma, k) \models (R \lor T)\) and \(\forall i, j \leq i < k, (\sigma, i) \models (\neg P \lor T \lor R)\) (Definition B.3.19). Here, \(P\) can occur at the same position of \(T\) or after, because \(P\) cannot hold at the same position of \(\neg P\) (Definition B.3.15 (2): contradiction) and the states/events associated with \(R\) are not considered in the scope (Section 2.4.1). Thus, the following statements must hold:
   (a) \(R\) does not occur (Figure C.6(a)): in this case we analyze the formula \((\neg P \lor T) \cup T\). There are two possible results for this formula:
      - \(T\) holds at \(k, j \leq k \leq n, \neg P\) holds \(\forall i, j \leq i < k\) and \(P\) can hold at some position \(h, k \leq h \leq n\).
      - The (last) occurrence of \(T\) holds at \(k, j \leq k \leq n, \neg P\) and \(T\) occur in a non-ordered manner in the interval \([0, (k - 1)]\), and \(P\) can hold at the same position of \(T\) or at some position \(h, k \leq h \leq n\).
   (b) \(R\) occurs at position \(v\) (Figure C.6(b)): in this case we analyze the formula \((\neg P \lor T) \cup (R \lor T)\) because if there is another occurrence of \(R\) at some position \(m, j \leq m < v\) the scope definition would be incomplete since the scope would be limited by the occurrence of \(R\) at position \(m\). The formula \((\neg P \lor T) \cup (R \lor T)\) leads us to the following statements:
      - \(R\) holds at \(v\) and \(\neg P\) holds for all \(i, j \leq i < v\); neither \(T\) nor \(P\) occurs.
      - \(T\) holds at \(k, j \leq k < n, \neg P\) holds \(\forall i, j \leq i < k\), \(P\) can hold at some position \(h, k \leq h < n\) and \(R\) occurs at some position \(v, h \leq v \leq n\) (if \(v = h = k\), then neither \(T\) nor \(P\) occurs; if \((v > h > k)\), then \(T\) occurs and \(P\) does not);
      - \(R\) holds at \(v\) and \(T\) holds \(\forall i, j \leq i < v\); \(P\) may hold at the same position of \(T\).
      - \(R\) holds at \(v\) and \(\neg P\) and \(T\) occur in a non-ordered manner in the interval \([j, (v - 1)]\): \(P\) can take place at the same position of an occurrence of \(T\).

As the analysis results confirm that “\(T\) precedes \(P\)” holds continuously from the occurrence of \(L\) until a future occurrence of \(R\) or the end of computation, the safety property is preserved in the interval defined by \(Q\) statement. And, since the precedence pattern is represented by \(\Box Q\) in this scope, we have that \((\sigma, j) \models \Box Q\) if and only if \((\sigma, i) \models Q, \forall i, j \leq i \leq n\) (Definition B.3.18). Hence, \(\Box Q\) assures that the safety property represented by \(Q\) always occurs in the computation.

\[\square\]
C.4 Guarantee Properties: Existence Pattern

The existence pattern states that a given state/event must occur (at least once) within a scope. It is a guarantee property, since in the global scope it corresponds to the canonical formula $\Diamond P$, where $P$ represents the state/event that must hold. Table C.5 presents the LTL formulas for this pattern. The $\checkmark$ symbol indicates that other works have already shown that the formula preserves the guarantee property (and therefore it is testable) in the given scope [NGH93, FFJ10]; the $\triangleright$ symbol indicates the formulas that we analyze in the next sections to show that they also preserve the guarantee property in the given scope; and the $\equiv$ symbol indicates that the formulas of the same row are equivalents.

| Pattern | Scope | SPS | Prospec |
|---------|-------|-----|---------|
| Existence ($P$) | Global | ✓ | $\Diamond (P)$ | $\equiv \Diamond P$ |
| | Before R | $\triangleright$ | $\neg R W (P \land \neg R)$ | $\equiv \neg (\neg (P) \cup R)$ |
| | After L | $\triangleright$ | $\Box (\neg L \lor \Diamond (L \land \Diamond P))$ | $\equiv \neg (\neg (L) \cup (L \land \neg \Diamond P))$ |
| | Between L and R | $\triangleright$ | $\Box (L \land \neg R \rightarrow (\neg R W (P \land \neg R)))$ | $\equiv (\neg (L \land \neg R) \rightarrow (\neg (\neg (P) \cup R)))$ |
| | After L Until R | $\triangleright$ | $\Box (L \land \neg R \rightarrow (\neg R \cup (P \land \neg R)))$ | $\equiv (\neg (L \land \neg R) \rightarrow (\neg R \cup (P \land \neg R)))$ |

C.4.1 Before R

Proposition C.4.1 — Prospec - Guarantee Property (Existence Pattern) in the Before R Scope. The guarantee property represented by the existence pattern is preserved in the before R scope.

The existence pattern in the before R scope is represented by equivalent formulas in the SPS and the Prospec. Therefore, the proof sketch is the same of Proposition 4.4.1 (Chapter 4). We present below the formulas equivalence.

Equivalence of SPS and Prospec Formulas.

1. SPS Formula ($\neg R W (P \land \neg R)$) is equivalent to the Prospec Formula from Table C.1 ($\Diamond R \rightarrow \neg R \cup (P \land \neg R)$):

   $\neg R W (P \land \neg R) \equiv (\neg \Diamond R) \lor (\neg R \cup (P \land \neg R))$  
   
   $\equiv (\neg \Diamond R) \lor (\neg R \cup (P \land \neg R))$  
   
   $\equiv \Diamond R \rightarrow (\neg R \cup (P \land \neg R))$  

   Definition B.3.20  
   Definition B.3.22 (2)  
   Definition B.3.7

2. SPS Formula ($\neg R W (P \land \neg R)$) is equivalent to the Prospec Formula from Table C.1 ($\neg (\neg (P) \cup R)$):

   $\neg R W (P \land \neg R) \equiv \neg (\neg (P) \cup R)$  
   
   Definition B.3.22 (3)
C.4 Guarantee Properties: Existence Pattern

C.4.2 After L

Proposition C.4.2 — Prospec - Guarantee Property (Existence Pattern) in the After L Scope. The guarantee property represented by the existence pattern is preserved in the after L scope.

The existence pattern in the after L scope is represented by different formulas in the SPS and the Prospec. Therefore, we present below the proof sketch for the Prospec formula to show the validity of Proposition C.4.2.

Prospec Formula

The analyzed Prospec formula is the formula presented in Table C.1.

\[ \neg((\neg L) \cup (L \land \neg \Diamond P)) \]

Proof Sketch C.4.1. Consider a sequence \( \sigma \) of states \( s_0, s_1, \ldots s_n \), where \( s_0 \) is the initial state and \( s_n \) is the final state of the program execution. We have the following equivalence:

\[
\neg((\neg L) \cup (L \land \neg \Diamond P)) \equiv (\neg(L \land \neg \Diamond P)) \land (L \land (\neg(L \land \neg \Diamond P))) \quad \text{Definition B.3.22 (3)}
\]

\[
\equiv (\neg L \lor \Diamond P) \land (L \land (\neg L \lor \Diamond P)) \quad \text{Definition B.3.14 (1)}
\]

\[
\equiv (\neg L \lor \Diamond P) \land ((L \land (\neg L)) \lor (L \land (\Diamond P))) \quad \text{Definition B.3.13 (1)}
\]

\[
\equiv (\neg L \lor \Diamond P) \land (L \land (\Diamond P)) \quad \text{Definition B.3.15 (2)}
\]

\[
\equiv (\neg L \lor \Diamond P) \land (L \land (\Diamond P)) \quad \text{Definition B.3.9 (2)}
\]

Analyzing the formula \((\neg L \lor \Diamond P) \land (L \land (\Diamond P))\), we have that the following statement must hold, according to Definition B.3.20:

\[
(\sigma, 0) \models (\neg L \lor \Diamond P) \land (L \land (\Diamond P)) \quad \text{iff} \quad (\sigma, 0) \models \Box (\neg L \lor \Diamond P) \quad \text{or} \quad (\neg L \lor \Diamond P) \cup (L \land (\Diamond P))
\]

Now we must analyze the two cases:

- **Case 1.** The formula \( \Box (\neg L \lor \Diamond P) \) states that \( \neg L \) holds at every position of \( \sigma \) or that every position in the sequence coincides or is followed by a later position satisfying \( P \) (Definitions B.3.5, B.3.18 and B.3.17). In this case, the scope is only defined when at some position \( k, 0 \leq k \leq n \) we have that \( (\sigma, k) \models L \land P \) (i.e. \( L \) occurs at \( k \) and \( P \) holds for some \( m \) s.t. \( k \leq m \leq n \)).

- **Case 2.** The formula \((\neg L \lor \Diamond P) \cup (L \land (\Diamond P))\) states that either \( \neg L \) or \( \Diamond P \) holds until \( L \land (\Diamond P) \) holds (Definition B.3.19). Since the states/events that take place before \( L \) can be ignored in this scope definition, we only analyze the formula \((L \land (\Diamond P))\) that must hold at some position \( k, \text{s.t.} 0 \leq k \leq n \). This formula states that \( L \) occurs at \( k \) and \( P \) holds for some \( m \) s.t. \( k \leq m \leq n \).

Considering the two cases, we have that the guarantee property is preserved in case 2, and in case 1, we have the scope definition for at least one situation. Therefore, we conclude that the guarantee property is preserved in the Prospec formula of after L scope.

C.4.3 Between L and R

Proposition C.4.3 — Prospec - Guarantee Property (Existence Pattern) in the Between L and R Scope. The guarantee property represented by the existence pattern is preserved in the between L and R scope.

The existence pattern in the between L and R scope is represented by equivalent formulas in the SPS and the Prospec. Therefore, the proof sketch is the same of Proposition 4.4.3 (Chapter 4). We present below the formulas equivalence.
Equivalence of SPS and Prospec Formulas. SPS Formula (on the left side) is equivalent to the Prospec Formula from Table C.1 (on the right side):

\[ \Box (L \land \neg R \rightarrow (\neg R \lor (P \land \neg R))) \equiv \Box (P \rightarrow \Diamond T) \]

Definition B.3.22 (3)

C.4.4 After L Until R

Proposition C.4.4 — Prospec - Guarantee Property (Existence Pattern) in the After L Until R Scope. The guarantee property represented by the existence pattern is preserved in the after L until R scope.

The existence pattern in the after L until R scope is represented by the same formula in the SPS and the Prospec. Therefore, the proof sketch is the same of Proposition 4.4.4 (Chapter 4).

C.5 Recurrence Properties: Response Pattern

The response pattern states that a state/event P must always be followed by a state/event T within a scope. It is a recurrence property, since in the global scope it corresponds to the formula \( \Box \Diamond (\neg P \lor T) \equiv \Box (P \rightarrow \Diamond T) \), where T represents the state/event that must respond to the state/event P. Table C.6 presents the LTL formulas for this pattern. The ✓ symbol indicates that other works have already shown that the formula preserves the recurrence property (and therefore it is testable) in the given scope [NGH93, FFJ+10]; the ▶ symbol indicates the formulas that we analyze in the next sections to show that they also preserve the recurrence property in the given scope; and the \( \equiv \) symbol indicates that the formulas of the same row are equivalents.

Table C.6: LTL formulas for response pattern [DAC99, SGRE11]

| Pattern         | Scope            | SPS                                                                 | Prospec                                                                 |
|-----------------|------------------|----------------------------------------------------------------------|-------------------------------------------------------------------------|
| Response (T, P) | Global           | ✓ □(P → □T)                                                         | □(P → □T)                                                              |
|                 | Before R         | ▶ □R → (P → (¬R ∨ (T ∧ ¬R))) ∨ R                                   | ▶ ¬(P ∧ (¬R) ∨ (¬(¬T) ∨ R))                                             |
|                 | Between L and R  | ▶ □(L → □(P → □T))                                                 | ▶ ¬((L) ∨ (¬L) ∨ (¬□(P → □T)))                                        |
|                 | After L          | ▶ □(L ∧ ¬R ∧ □R) → (P → (¬R ∨ (T ∧ ¬R))) ∨ R                        | ▶ □(□(L ∧ ¬R) → ¬((¬R) ∨ (¬(¬T) ∨ R))                                 |
|                 | After L Until R  | ▶ □(L ∧ ¬R ∧ □R → (P → (¬R ∨ (T ∧ ¬R))) WR)                         | ▶ □(□(L ∧ ¬R) → ¬((¬R) ∨ (P ∧ (¬R) ∨ (¬□(¬T) ∨ ¬R)) ∨ (¬□(¬T) ∨ ¬R)) ∨ (¬□(¬T) ∨ ¬R)) ∨ (¬□(¬T) ∨ ¬R))  |

Before we proceed to the scopes analysis, we give a few recurring definitions in the proof sketches for this pattern.

Definition C.5.1 — (¬(P ∨ (¬R) ∨ (¬T) ∨ R)). Consider a sequence \( \sigma \) of states \( s_0, s_1, \ldots s_n \), where \( s_0 \) is the initial state and \( s_n \) is the final state of the program execution, and a position \( i \) such that \( 0 \leq i \leq n \). We first rewrite the statement (¬(P ∨ (¬R) ∨ (¬T) ∨ R))) as follows:

\[
\begin{align*}
(¬(P ∧ (¬R) ∧ (¬(¬T) ∨ R))) & \equiv (¬(P ∧ (¬R))) ∨ (¬(¬T) ∨ R)) & \text{Definition B.3.14 (1)} \\
& \equiv (¬P ∨ R) ∨ (¬(¬T) ∨ R)) & \text{Definition B.3.14 (1)} \\
& \equiv (¬P ∨ R) ∨ (¬R) W (T ∧ ¬R)) & \text{Definition B.3.22 (1)} 
\end{align*}
\]

Then we proceed to the analysis of the statement:

\[(\sigma, i) \models (¬P ∨ R) ∨ (¬R) W (T ∧ ¬R))\]

Therefore, one of these three cases must occur (Definition B.3.5):
C.5 Recurrence Properties: Response Pattern

- **Case 1.** \((\sigma, i) \models \neg P: \neg P \text{ holds at position } i. \) \(P\) cannot occur, otherwise we would have a contradiction (Definition B.3.15 (2)).

- **Case 2.** \((\sigma, i) \models R: R \text{ holds at position } i, \) which means that if there are no later occurrences of \(L\), all states/events that occur at \(i\) or after \(i\) are not considered in the scope (Section 2.4.1).

- **Case 3.** \((\sigma, i) \models (\neg R \ W (T \land \neg R)):\) here we have two situations to analyze (Definition B.3.20):
  - \((\sigma, i) \models \Box \neg R: R \text{ does not hold } \forall h, i \leq h \leq n \) (Definition B.3.18). \(P\) and \(T\) can also hold here, but we do not have any restriction regarding the order they might occur.
  - \((\sigma, i) \models \neg R U (T \land \neg R): \) there are two statements that must hold (Definition B.3.19):
    * \((\sigma, k) \models T \land \neg R: \) \(T\) and \(\neg R\) hold at position \(k, i \leq k \leq n\). \(P\) may occur at \(k\), but \(R\) cannot occur because of \(\neg R \land \neg R\) is a contradiction (Definition B.3.15 (2)).
    * \((\sigma, m) \models \neg R: \forall m, i \leq m < k, \neg R \text{ holds.}\) \(P\) may occur in this interval, but \(T\) cannot occur because it has already taken place at \(k\) (Definition B.3.19). \(R\) cannot hold in this interval neither because this would lead to a contradiction, as stated previously.

Hence, we can only consider that \(T\) responds to \(P\) in case 3.

⇒ *The Definition C.5.1 is used in Definition C.5.2, and in Proof-Sketch C.5.4.*

![Figure C.7: Response pattern - Definition C.5.1, Case 3 with a possible occurrence of R](image)

**Definition C.5.2** — \(R \land (\neg (P \land (\neg R) \land ((\neg T) \lor R))) \equiv R.\) To show the equivalence relation of this definition, we rewrite the statement \(R \land (\neg (P \land (\neg R) \land ((\neg T) \lor R)))\) as follows:

\[
R \land (\neg (P \land (\neg R) \land ((\neg T) \lor R))) \\
\equiv R \land ((\neg P \lor R) \lor (\neg R \ W (T \land (\neg R)))) \quad \text{Definition C.5.1} \\
\equiv (R \lor (\neg P \lor R)) \lor (R \land (\neg R \ W (T \land (\neg R)))) \quad \text{Definition B.3.13 (1)} \\
\equiv R \lor (R \land (\neg R \ W (T \land (\neg R)))) \quad \text{Definition B.3.12 (1)} \\
\equiv R \quad \text{Definition B.3.12 (2)}
\]

⇒ *The Definition C.5.2 is used in Definition C.5.3.*

**Definition C.5.3** — \(\neg ((\neg R) \lor (P \land (\neg R) \land ((\neg T) \lor R)))\). Consider a sequence \(\sigma\) of states \(s_0, s_1, \ldots s_n\), where \(s_0\) is the initial state and \(s_n\) is the final state of the program execution, and a position \(i\)
such that $0 \leq i \leq n$. We rewrite the formula $\neg((\neg R) \cup (P \land (\neg R) \land ((\neg T) \cup R)))$ as follows:

$$
\neg((\neg R) \cup (P \land (\neg R) \land ((\neg T) \cup R))) \\
\equiv (\neg(P \land (\neg R) \land ((\neg T) \cup R))) \land R \\
\equiv (\neg(P \land (\neg R) \land ((\neg T) \cup R))) \lor R \\
\equiv ((\neg P) \lor (\neg R) \lor (T \land (\neg R))) \lor R
$$

Definition B.3.22 (3)
Definition C.5.2
Definition C.5.1

Now, analyzing the formula $((\neg P) \lor (\neg R) \lor (T \land (\neg R))) \lor R$ (Definition B.3.20):

- **Case 1.** $(\sigma, m) \models (\neg(P \lor R) \lor (\neg R) \lor (T \land (\neg R)))$: the statements of Definition C.5.1 hold for all $m$, s.t. $i \leq m \leq n$ (Definition B.3.18). Here, if we want to assure that $T$ responds to $P$ then the statements of Definition C.5.1 - Case 3 must hold at position $i$ or after the occurrence of $\neg P$, $R$ may occur at some position after $T$, to assure that $T$ responds to $P$ before $R$ (Figure C.7).

- **Case 2.** $(\sigma, i) \models ((\neg P) \lor (\neg R) \lor (T \land (\neg R))) \lor R$: according to Definitions B.3.19 and C.5.1, we have that the following statements must hold:

  - $(\sigma, v) \models R$: $R$ holds at position $v$, $i < v \leq n$.
  - $(\sigma, l) \models ((\neg P) \lor (\neg R) \lor (T \land (\neg R)))$: $(\neg(P \lor R) \lor (\neg R) \lor (T \land (\neg R)))$ holds for all $l$, s.t. $i \leq l < v$. Here, if we want to assure that $T$ responds to $P$ before the occurrence of $R$ then the statements of Definition C.5.1 - Case 3 must hold (Figure C.7).

$$\Rightarrow$$ The Definition C.5.3 is used in Proof-Sketches C.5.1 and C.5.3.

**Remark.** According to Manna and Pnueli [MP92], the following formulas represent the response pattern (recurrence property):

- $\Box \Diamond ((\neg P) \lor T)$: this formula has the canonical form of a recurrence property (Section 3.2.2). It states that there are (infinitely) many positions in which all previous requests have been responded to. These are positions such that no new requests (represented by $P$) have been posted since the last response (represented by $T$) (Definitions B.3.18, B.3.24 and B.3.27)[MP92].

- $\Box(P \rightarrow \Diamond T)$: this formula keeps the semantics of a recurrence property. It states that for each position $j$, $0 \leq j \leq n$, if $P$ holds at $j$ there must be a later position $k$, $j \leq k \leq n$ satisfying $T$ (Definitions B.3.18 and B.3.17). In other words, every position in which $P$ holds coincides or is followed by a position in which $T$ holds [MP92].

Therefore, we have that $\Box \Diamond ((\neg P) \lor T) \equiv \Box(P \rightarrow \Diamond T)$.

**C.5.1 Before R**

**Proposition C.5.1 — Prospec - Recurrence Property (Response Pattern) in the Before R Scope.** The recurrence property represented by the response pattern is preserved in the before $R$ scope.

The response pattern in the before $R$ scope is represented by different formulas in the SPS and the Prospec. Therefore, we present below the proof sketch for the Prospec formula to show the validity of Proposition C.5.1.

**Prospec Formula**

The analyzed Prospec formula is the formula presented in Table C.1.
Proof Sketch C.5.1. Consider a sequence $\sigma$ of states $s_0, s_1, \ldots s_n$, where $s_0$ is the initial state and $s_n$ is the final state of the program execution. The following statement must hold:

$$(\sigma, 0) \models \neg((\neg L) \cup (P \land (\neg R) \land ((\neg T) \cup R)))$$

This statement is analyzed in Definition C.5.3. Considering in this definition that $i = 0$ and that $R$ occurs at least once after $T$ responds to $P$, we assure that the recurrence property is preserved in this scope (Figure C.7).

C.5.2 After L

Proposition C.5.2 — Prospec - Recurrence Property (Response Pattern) in the After L Scope. The recurrence property represented by the response pattern is preserved in the after L scope.

The response pattern in the after L scope is represented by different formulas in the SPS and the Prospec. Therefore, we present below the proof sketch for the Prospec formula to show the validity of Proposition C.5.2.

Prospec Formula

The analyzed Prospec formula is the formula presented in Table C.1.

$$\neg((\neg L) \cup (L \land (\neg \Box(P \rightarrow \Diamond T))))$$

Proof Sketch C.5.2. Consider a sequence $\sigma$ of states $s_0, s_1, \ldots s_n$, where $s_0$ is the initial state and $s_n$ is the final state of the program execution. We have the following equivalence:

$$\neg((\neg L) \cup (L \land (\neg \Box(P \rightarrow \Diamond T))))$$

$$\equiv (\neg[L \land \neg \Box(P \rightarrow \Diamond T))] W (L \land (\neg[L \land \neg \Box(P \rightarrow \Diamond T)]))$$

Definition B.3.22 (3)

$$\equiv (\neg[L \lor \Box(P \rightarrow \Diamond T)] W (L \land (\neg[L \lor \Box(P \rightarrow \Diamond T)]))$$

Definition B.3.14 (1)

$$\equiv (\neg[L \lor \Box(P \rightarrow \Diamond T)] W (L \land (\neg[L \lor \Box(P \rightarrow \Diamond T)]))$$

Definition B.3.13 (1)

$$\equiv (\neg[L \lor \Box(P \rightarrow \Diamond T)] W \Box \neg L \lor (L \land \Box(P \rightarrow \Diamond T))$$

Definition B.3.15 (2)

$$\equiv (\neg[L \lor \Box(P \rightarrow \Diamond T)] W (L \land \Box(P \rightarrow \Diamond T))$$

Definition B.3.9 (2)

Thus, we can analyze the following statement:

$$\neg((\neg L) \lor (P \rightarrow \Diamond T)) \lor (L \land \Box(P \rightarrow \Diamond T))$$

iff $\Box(\neg(L \lor \Box(P \rightarrow \Diamond T))$

or $((\neg L) \lor (P \rightarrow \Diamond T)) \cup (L \land \Box(P \rightarrow \Diamond T))$

Analyzing the two cases:

- Case 1. The formula $\Box(\neg(L \lor \Box(P \rightarrow \Diamond T))$ states that either $\neg L$ holds at every position of $\sigma$ or $\Box(P \rightarrow \Diamond T)$ holds at every position of $\sigma$ (Definitions B.3.3 and B.3.18). In this case, the scope is only defined when at some position $k$, $0 \leq k \leq n$ we have that $(\sigma, k) \equiv L \land \Box(P \rightarrow \Diamond T)$ (i.e. $L$ occurs at $k$ and $\Box(P \rightarrow \Diamond T)$, which is the response pattern in the global scope (Tables 2.3 and C.1), holds at $k$).

- Case 2. The formula $(\neg L) \lor (P \rightarrow \Diamond T)) \cup (L \land \Box(P \rightarrow \Diamond T))$ states that either $\neg L$ or $\Box(P \rightarrow \Diamond T)$ holds until $L \land \Box(P \rightarrow \Diamond T)$ holds. (Definition B.3.19). Since the states/events that take place before $L$ can be ignored in this scope definition (Section 2.4.1), we only analyze the formula $(L \land \Box(P \rightarrow \Diamond T))$ that must hold at some position $k$, s.t. $0 \leq k \leq n$. Then, considering the execution at position $k$, we have that the following statements must hold:
– The formula $L$ holds at $k$, $0 \leq k \leq n$;
– The formula $\Box(P \rightarrow \Diamond T)$, which is the response pattern in the global scope (Tables 2.3 and C.1), holds at $k$, $0 \leq k \leq n$. This means that $P$ occurs at some position $i$, $k \leq i \leq n$ and $T$ occurs at some position $j$, $i \leq j \leq n$. i.e., $T$ responds to $P$.

Considering the two cases, we have that the recurrence property is preserved in case 2, and in case 1, we have the scope definition in at least one situation. Therefore, we conclude that the recurrence property is preserved in the Prospec formula of after $L$ scope.

C.5.3 Between $L$ and $R$

Proposition C.5.3 — Prospec - Recurrence Property (Response Pattern) in the Between $L$ and $R$ Scope.

The recurrence property represented by the response pattern is preserved in the between $L$ and $R$ scope.

The response pattern in the between $L$ and $R$ scope is represented by different formulas in the SPS and the Prospec. Therefore, we present below the proof sketch for the Prospec formula to show the validity of Proposition C.5.3.

Prospec Formula

The analyzed Prospec formula is the formula presented in Table C.1.

\[
\Box Q, \text{ where } Q = ((L \land \neg R) \rightarrow \neg ((\neg R) \cup (P \land \neg R) \land ((\neg T) \cup R)))
\]

Proof Sketch C.5.3. Consider a sequence $\sigma$ of states $s_0, s_1, \ldots s_n$, where $s_0$ is the initial state and $s_n$ is the final state of the program execution, and a position $j$ such that $0 \leq j \leq n$. We first analyze the Q statement, using Definition B.3.7:

\[
(\sigma, j) \models ((L \land \neg R) \rightarrow \neg ((\neg R) \cup (P \land \neg R) \land ((\neg T) \cup R))) \text{ therefore if } (\sigma, j) \models (L \land \neg R)
then (\sigma, j) \models \neg ((\neg R) \cup (P \land \neg R) \land ((\neg T) \cup R)))
\]

Using this statement, we can analyze each part of the implication as follows:

• Case 1. $(\sigma, j) \models L \land \neg R$ iff $(\sigma, j) \models L$ and $(\sigma, j) \models \neg R$. This formula deals with the states/events that limit the scope, and says that $L$ occurs at position $j$ and $R$ does not.

• Case 2. $(\sigma, j) \models \neg ((\neg R) \cup (P \land \neg R) \land ((\neg T) \cup R)))$. It is the Definition C.5.3, considering that $i = j$ and $R$ occurs at least once after $T$ responds to $P$.

Analyzing both parts of the implication, we have that the first part guarantees that $L$ occurs at $j$, and, the second part assures that $T$ responds to $P$ before the occurrence of $R$ at some position $v$, $j < v \leq n$ (Figure C.7). Hence, we assure that $T$ always responds to $P$, and the recurrence property is preserved in the Q statement. In addition, since the response pattern is represented by $\Box Q$ in this scope, we have that $(\sigma, j) \models \Box Q$ iff $(\sigma, l) \models Q$, $\forall l$, $j \leq l \leq n$ (Definition B.3.18). Hence, $\Box Q$ assures that the recurrence property represented by $Q$ always occurs in the computation (Figure C.8).

C.5.4 After $L$ Until $R$

Proposition C.5.4 — Prospec - Recurrence Property (Response Pattern) in the After $L$ Until $R$ Scope.

The recurrence property represented by the response pattern is preserved in the after $L$ until $R$ scope.

The response pattern in the after $L$ until $R$ scope is represented by different formulas in the SPS and the Prospec. Therefore, we present below the proof sketch for the Prospec formula to show the validity of Proposition C.5.4.
### Prospec Formula

The analyzed Prospec formula is the formula presented in Table C.1.

\[ \Box \neg Q, \text{ where } Q = ((L \land \neg R) \rightarrow \neg((\neg R) \lor (P \land \neg R) \land ((\Box((\neg T) \land \neg R)) \lor ((\neg T) \lor R)))) \]

**Proof Sketch C.5.4.** Consider a sequence \( s \) of states \( s_0, s_1, \ldots, s_n \), where \( s_0 \) is the initial state and \( s_n \) is the final state of the program execution, and a position \( j \) such that \( 0 \leq j \leq n \). We first analyze the Q statement using Definition B.3.7:

\[ (\sigma, j) \models (L \land \neg R) \rightarrow \neg((\neg R) \lor (P \land \neg R) \land ((\Box((\neg T) \land \neg R)) \lor ((\neg T) \lor R)))) \]

Therefore if \( (\sigma, j) \models (L \land \neg R) \)
then \( (\sigma, j) \models \neg((\neg R) \lor (P \land \neg R) \land ((\Box((\neg T) \land \neg R)) \lor ((\neg T) \lor R)))) \)

The first part of the implication states that \( L \) holds at position \( j \) and \( R \) cannot hold at this same position. The second part of the implication requires a more detailed analysis. In this analysis, we use the following definitions:

**Definition C.5.4**

\[-(P \land \neg R) \land ((\Box((\neg T) \land \neg R)) \lor ((\neg T) \lor R)))\]

Consider a position \( i \) such that \( 0 \leq i \leq n \). We first rewrite the statement \((-P \land \neg R) \land ((\Box((\neg T) \land \neg R)) \lor ((\neg T) \lor R)))\) as follows:

\[
\begin{align*}
(\neg P \land \neg R) & \land ((\Box((\neg T) \land \neg R)) \lor ((\neg T) \lor R))) & \text{Definition B.3.14 (1)} \\
\equiv (\neg P \lor R) & \land ((\Box((\neg T) \land \neg R)) \lor ((\neg T) \lor R))) & \text{Definition B.3.14 (1)} \\
\equiv (\neg P \lor R) & \lor ((\Box((\neg T) \land \neg R)) \lor ((\neg T) \lor R))) & \text{Definition B.3.14 (2)} \\
\equiv (\neg P \lor R) & \lor (\Box((\neg T) \land \neg R)) \land \neg((\neg T) \lor R)) & \text{Definition B.3.22 (1)} \\
\equiv (\neg P \lor R) & \lor (\Box((T \lor V) \land \neg R)) \land \neg((\neg T) \lor R)) & \text{Definition B.3.22 (1)} \\
\end{align*}
\]

We proceed to the analysis of the formula:

\[ (\neg P \lor R) \lor ((\Box((T \lor V) \land \neg R)) \land \neg(R \lor (T \land \neg R))) \]

It is similar to the results of Definition C.5.1 with the additional information that when \( (\neg R \lor (T \land \neg R)) \) holds then either \( T \) or \( R \) occurs in the future. Thus, we have that one of these cases must hold:

- **Case 1.** \( (\sigma, i) \models \neg P: \neg P \) holds at position \( i \). \( P \) cannot occur, otherwise we would have a contradiction (Definition B.3.15 (2)).

- **Case 2.** \( (\sigma, i) \models R: R \) holds at position \( i \), which means that if there are no later occurrences of \( L \), all states/events that occur at \( i \) or after \( i \) are not considered in the scope (Section 2.4.1).
Case 3. \( (\sigma, i) \models ((\Diamond (T \lor R)) \land \lnot R \land (T \land \lnot R)) \): here we have two situations to analyze (Definition B.3.20):

- \( (\sigma, i) \models ((\Diamond (T \lor R)) \land \Box \lnot R : R \) does not hold \( \forall h, i \leq h \leq n \) (Definition B.3.18). T holds at some position between i and n, but we do not have any information regarding the occurrence of \( P \).

- \( (\sigma, i) \models ((\Diamond (T \lor R)) \land \lnot R \lor (T \land \lnot R)) \): there are two statements that must hold (Definition B.3.19) when T occurs and R does not occur in the computation:

  * \( (\sigma, k) \models T \land \lnot R : T \) and \( \lnot R \) hold at position \( k, i \leq k \leq n \). P may occur at k, but R cannot occur because of \( \lnot R \) (R \land \lnot R is a contradiction (Definition B.3.15 (2))).

  * \( (\sigma, m) \models \lnot R : \forall m, i \leq m < k, \lnot R \) holds. P may occur in this interval, but T cannot occur because it has already taken place at k (Definition B.3.19). R cannot hold in this interval neither because this would lead to a contradiction, as stated previously.

If R occurs in the computation then we have three statements that must hold:

- \( (\sigma, k) \models T \land \lnot R : T \) and \( \lnot R \) hold at position \( k, i \leq k \leq n \). P may occur at k, but R cannot occur because of \( \lnot R \) (R \land \lnot R is a contradiction (Definition B.3.15 (2))).

- \( (\sigma, m) \models \lnot R : \forall m, i \leq m < k, \lnot R \) holds. P may occur in this interval, but T cannot occur because it has already taken place at k (Definition B.3.19). R cannot hold in this interval neither because this would lead to a contradiction, as stated previously.

- \( (\sigma, v) \models R : R \) occurs at some position \( v, s.t. k < v \leq n \).

Hence, we can only consider that T responds to P in case 3.

Definition C.5.5 — R \land (\lnot P \land (\lnot R) \land ((\Box (\lnot T \land \lnot R)) \lor (\lnot T \lor R))) \equiv R. We show the equivalence as follows:

- \( R \land (\lnot P \land (\lnot R) \land ((\Box (\lnot T \land \lnot R)) \lor (\lnot T \lor R))) \equiv R \land ((\lnot P \land \Box (\lnot R)) \lor ((\Box (T \lor R)) \land (\lnot R \land (T \land \lnot R)))) \) (Definition B.3.4)

- \( R \lor (R \land ((\Box (T \lor R)) \land (\lnot R \land (T \land \lnot R)))) \equiv R \lor (R \land ((\Box (T \lor R)) \land (\lnot R \land (T \land \lnot R)))) \) (Definition B.3.12 (1))

- \( R \lor (R \land ((\Box (T \lor R)) \land (\lnot R \land (T \land \lnot R)))) \equiv R \lor (R \land ((\Box (T \lor R)) \land (\lnot R \land (T \land \lnot R)))) \) (Definition B.3.12 (1))

Using the above definitions, we can rewrite the second part of the implication as follows:

- \( (\lnot P \land \Box (\lnot R)) \lor ((\lnot P \land (\lnot R) \land ((\Box (\lnot T \land \lnot R)) \lor (\lnot T \lor R))) \) (Definition B.3.22 (3))

And combining the two possible situations of the formula (\( (\lnot P \land (\lnot R) \land ((\Box (\lnot T \land \lnot R)) \lor (\lnot T \lor R))) \) \lor R (Definition B.3.20) with the first part of the implication, we have that the following statements must hold:

- \( (\sigma, m) \models (\Box (\lnot P \lor R) \lor ((\Box (T \lor R)) \land (\lnot R \land (T \land \lnot R)))) \) : the cases 1 and 3 of Definition C.5.4 hold for all \( m, s.t. j \leq m \leq n \) (Definition B.3.18). Here, if we want to assure that T responds to P then the statements of Definition C.5.4 - Case 3 must hold at position j or after the occurrence of \( \lnot P \). R may or may not occur at some position after T, to assure that T responds to P before R (Figure C.7).

- \( (\sigma, j) \models (\lnot P \land (\lnot R) \land ((\Box (T \lor R)) \land (\lnot R \land (T \land \lnot R))) \lor R) \) according to Definitions B.3.19 and C.5.4, we have that the following statements must hold:
\(\sigma, v\) \models R: R holds at position \(v\), \(j < v \leq n\). Here, R definitely occurs in the computation.

\(\sigma, l\) \models ((\neg P \lor R) \lor ((\diamond (T \lor R)) \land (\neg R \land W (T \land \neg R))))\): this formula holds for all \(l\), s.t. \(j \leq l < v\). Here, if we want to assure that T responds to P before the occurrence of R then the statements of Definition C.5.4 - Case 3 must hold.

\(\sigma, j\) \models (L \land \neg R): L holds at position \(j\), and R does not hold at this position.

Therefore, we have that Q is a recurrence property in the scope after L until R. And, since the response pattern is represented by \(\square Q\) in this scope, we have that \((\sigma, j) \models \square Q\) iff \((\sigma, l) \models Q\), \(\forall l, j \leq l \leq n\) (Definition B.3.18). Hence, \(\square Q\) assures that the recurrence property represented by Q always occurs in the computation (Figure C.9).

![Figure C.9: Response pattern - After L Until R scope (Prospec) - Scope repetition](image)

**C.6 Results**

Table C.7 presents all the SPS and Prospec formulas that can be used to specify testable properties. The ✓ symbol indicates that other works have already shown that the formula preserves the property (and therefore it is testable) in the given scope [NGH93, FFJ+10]; the ▶ symbol indicates the formulas that we analyzed to show that they also preserve the semantics of their respective property class/pattern; and, the ≡ symbol indicates that the formulas of the same row are equivalents.

As we can see from Table C.7, the results we obtained with this study are similar to the ones we obtained in Chapter 4. Therefore, the next theorems are valid for the Prospec formulas.

**Theorem C.6.1 — Safety Property in the SPS Scopes - Prospec.** The safety property represented by the universality, absence and precedence patterns is preserved in all SPS scopes.

The result for the global scope can be reached directly [DAC99, MP92]. The results for the other scopes are given by Propositions C.1.1, C.1.2, C.1.3 and C.1.4 for the universality pattern; Propositions C.2.1, C.2.2, C.2.3 and C.2.4 for the absence pattern; and, Propositions C.3.1, C.3.2, C.3.3 and C.3.4 for the precedence pattern.

**Theorem C.6.2 — Guarantee Property in the SPS Scopes - Prospec.** The guarantee property represented by the existence pattern is preserved in all SPS scopes.

The result for the global scope can be reached directly [DAC99, MP92], and the results for the other scopes are given by Propositions C.4.1, C.4.2, C.4.3 and C.4.4.

**Theorem C.6.3 — Recurrence Property in the SPS Scopes - Prospec.** The recurrence property represented by the response pattern is preserved in all SPS scopes.

The result for the global scope can be reached directly [DAC99, MP92], and the results for the other scopes are given by Propositions C.5.1, C.5.2, C.5.3 and C.5.4.
### Table C.7: Testable LTL formulas (SPS and Prospec) for Patterns and Scopes [DAC99, SGRE11]

| Pattern | Scope | SPS | Prospec |
|---------|-------|-----|---------|
| **Global** | ✓ | □(P) | □P |
| Before R | | ☑R → (P ⊃ R) | □R → (P ⊃ R) |
| After L | | ☐[L → □(P)] | □¬L W (L ∧ □P) |
| Between L and R | | ☐([L → △R ∧ △R] → (P ⊃ R)) | □([L → △R ∧ △R] → (P ⊃ R)) |
| After L Until R | | ☐([L → △R] → (PWR)) | □([L → △R] → (PWR)) |
| **Universality (P)** | | | |
| Before R | | ☑R → (¬P ⊃ R) | □R → (¬P ⊃ R) |
| After L | | ☐[L → □(¬P)] | □¬L U (¬P ∧ □P) |
| Between L and R | | ☐([L ∧ ¬R ∧ △R] → (¬P ⊃ R)) | □([L ∧ ¬R ∧ △R] → (¬P ⊃ R)) |
| After L Until R | | ☐([L ∧ ¬R] → (¬PWR)) | □([L ∧ ¬R] → (¬PWR)) |
| **Absence (P)** | | | |
| Before R | | ¬□P | □¬(□P) |
| After L | | □¬L U (¬P ⊃ R) | □¬(¬L U (¬P ⊃ R)) |
| Between L and R | | □¬([L ∧ ¬R ∧ △R] → (¬P ⊃ R)) | □¬([L ∧ ¬R ∧ △R] → (¬P ⊃ R)) |
| After L Until R | | □¬([L ∧ ¬R] → (¬PWR)) | □¬([L ∧ ¬R] → (¬PWR)) |
| **Precedence (T, P)** | | | |
| Before R | | □¬PWT | □¬(¬T) U (P ∧ ¬T) |
| After L | | □¬L U (¬P ⊃ R) | □¬(¬L U (¬P ⊃ R)) |
| Between L and R | | □¬([L ∧ ¬R ∧ △R] → (¬PWT)) | □¬([L ∧ ¬R ∧ △R] → (¬PWT)) |
| After L Until R | | □¬([L ∧ ¬R] → (¬PWR[T ∨ R])) | □¬([L ∧ ¬R] → (¬PWR[T ∨ R])) |
| **Existence (P)** | | | |
| Before R | | □¬RW(P ∧ ¬R) | □¬(¬P) U R |
| After L | | □¬L U (¬P ⊃ R) | □¬(¬L) U (P ∧ ¬OP) |
| Between L and R | | □¬([L ∧ ¬R] → (¬RW(P ∧ ¬R))) | □¬([L ∧ ¬R] → (¬RW(P ∧ ¬R))) |
| After L Until R | | □¬([L ∧ ¬R] → (¬R U (P ∧ ¬R))) | □¬([L ∧ ¬R] → (¬R U (P ∧ ¬R))) |
| **Response (T, P)** | | | |
| Before R | | ☐R → (P → (¬R U (T ∧ ¬R))) U R | □¬(¬R) U (P ∧ (¬R) ∧ (¬T) U R)) |
| After L | | □¬L U (¬P ⊃ R) | □¬(¬L) U (P ∧ (¬R) ∧ (¬T) U R)) |
| Between L and R | | □¬([L ∧ ¬R] → (¬R U (T ∧ ¬R))) | □¬([L ∧ ¬R] → (¬R U (T ∧ ¬R))) |
| After L Until R | | □¬([L ∧ ¬R] → (¬R U (T ∧ ¬R))) | □¬([L ∧ ¬R] → (¬R U (T ∧ ¬R))) |
In this appendix, we present the automata library we generated for use in the JPF-SPS tool (Chapter 6). The step-by-step guide for the generation of automata from SPS regular expressions is described in details in Section 5.1.2. Here, we present a summarized version of the process:

**SPS Automata Generation:**

1. Generate the minimal DFA for each SPS regular expression (Table 2.4) that can provide a testable property specification using JFLAP [JFL] (Section 5.1.1). This DFA describes the paths that lead to accepting states;
2. Complete the DFA with inputs that may be missing;
3. Build the complement of the DFA with completed inputs, to define the paths that lead to rejecting states;
4. Combine the DFA and its complement, to generate the property DFA with accepting and rejecting states.

To represent the DFA graphically, we used circles for states and directed arrows for edges. The accepting states are represented by circles with thick borders; the rejecting states are represented by circles with dashed borders; and regular states are represented by circles with no border. Each state is identified by a number, and each edge has a label (event name) to indicate the possible execution paths that lead to either an accepting or a rejecting state.

The next sections present the generated automata collection for each SPS pattern that can provide a testable property specification (*absence, universality, precedence, existence* and *response*) in different SPS scopes (*global, before R, after L, between L and R,* and *after L until R*). For a description of SPS patterns and scopes, please refer to Section 2.4.

### D.1 Absence Pattern

The *absence* pattern states that a given event P does not occur within a scope [DAC99]. The automata that represent this pattern through the SPS scopes (*global, before R, after L, between L and R,* and *after L until R*) are presented below.
D.2 Universality Pattern

The universality pattern states that a given event $P$ occurs throughout a scope [DAC99]. The automata that represent this pattern through the SPS scopes (global, before $R$, after $L$, between $L$ and $R$, and after $L$ until $R$) are presented next.

Remark. In the regular expression representation of SPS, the authors used the letter $N$ to represent the negative event. Without loss of generality, we considered in our automata generation that $N \equiv [-P]$. Thus, the label $N$ does not appear in the generated automata.
D.3 Precedence Pattern

The precedence pattern says that an event $P$ must always be preceded by an event $T$ within a scope [DAC99]. The automata that represent this pattern through the SPS scopes (global, before $R$, after $L$, between $L$ and $R$, and after $L$ until $R$) are presented below.

Figure D.5: Precedence Pattern - DFA Collection

Figure D.6: Precedence Pattern - DFA Collection (cont.)
D.4 Existence Pattern

The existence pattern states that a given event $P$ must occur (at least once) within a scope [DAC99]. The automata that represent this pattern through the SPS scopes (global, before $R$, after $L$, between $L$ and $R$, and after $L$ until $R$) are presented next.

![Existence Pattern - DFA Collection](image1)

Figure D.7: Existence Pattern - DFA Collection

(a) Global scope  
(b) Before $R$ scope  
(c) After $L$ scope  
(a) Between $L$ and $R$ scope  
(b) After $L$ until $R$ scope

D.5 Response Pattern

The response pattern says that an event $P$ must always be followed by an event $T$ within a scope [DAC99]. The automata that represent this pattern through the SPS scopes (global, before $R$, after $L$, between $L$ and $R$, and after $L$ until $R$) are presented below.

![Response Pattern - DFA Collection](image2)

Figure D.9: Response Pattern - DFA Collection

(a) Response pattern - Global scope  
(b) Response pattern - Before $R$ scope
The automata library that was presented in this appendix is stored and used in JPF-SPS (Chapter 6) through files. The file structures for automata representation are described in Section 5.1.3. A graphical representation of the property automaton is also provided by JPF-SPS when the property is defined and verified. It can be viewed on the verification tab of the tool.
Glossary

Finite Transition System
A finite transition system [BK08] has no terminal states (states with no successors) and is represented by a tuple \((Q, \text{Act}, T, Q_0, AP, L)\) where:

- \(Q\) is a finite set of states;
- \(\text{Act}\) is a finite set of actions;
- \(T \subseteq Q \times \text{Act} \times Q\) is a transition relation;
- \(Q_0 \subseteq Q\) is a set of initial states;
- \(AP\) is a finite set of atomic propositions; and,
- \(L: Q \rightarrow 2^{AP}\) is a labeling function.

Nondeterministic Buchi Automaton
A nondeterministic Büchi automaton (NBA) \(A\) is an automata model that recognizes languages of infinite words (or \(\omega\)-regular languages). It is a tuple \(A = (Q, \Sigma, \delta, Q_0, F)\) where:

- \(Q\) is a finite set of states;
- \(\Sigma\) is an alphabet;
- \(\delta: Q \times \Sigma \rightarrow 2^Q\) is a transition function;
- \(Q_0 \subseteq Q\) is a set of initial states;
- \(F \subseteq Q\) is a set of accept (or final) states, called the acceptance set.

The accepted language of NBA \(A\) – denoted by \(L_\omega(A)\) – consists of all infinite words that have a run in which some accept state is visited infinitely often [BK08].

Property
A property usually describes the behavior of an IUT, and in this case, we say that a property can be represented by a test purpose and it is satisfied if an accept state is reached, otherwise, it is violated. Although there are properties that do not describe the system behavioral specification [FFJ+10], we consider in this work only the properties that describe it and can be represented by a Test Purpose. Thus, in our work we consider system properties and test purposes as synonyms (see Section 2.2.1 for details).
Property Testability

Considering a finite test execution $\sigma$ and a property $p$ that is represented by a temporal formula $\phi$, we can conclude that $\phi$ is testable if at least one of the four relations between the set of executions satisfying $\phi$ and the set of (finite or infinite) executions that could be produced by continuations of $\sigma$ holds [FF+10, NGH93]. Naming the set of $\phi$ execution sequences as $\text{Tr}(\phi)$ and the set of the implementation under test (IUT) execution sequences as $\text{Tr}(\text{IUT})$, we can describe these four relations as:

R1: $\text{Tr}(\text{IUT}) \subseteq \text{Tr}(\phi)$;
R2: $\text{Tr}(\phi) \subseteq \text{Tr}(\text{IUT})$;
R3: $\text{Tr}(\phi) = \text{Tr}(\text{IUT})$;
R4: $\text{Tr}(\phi) \cap \text{Tr}(\text{IUT}) = \emptyset$.

Safety-Progress Classification

The SP classification or the Borel Hierarchy [MP90] categorizes the linear temporal properties in six classes that are organized in a hierarchical manner: safety (it states that some bad thing never happens); guarantee (it states that some good thing occurs at least once); obligation (it is expressed by a disjunction of safety and guarantee formulas); recurrence (it states that some good thing occurs infinitely often); persistence (it states that some good thing occurs continuously from a certain point on); and, reactivity (it is expressed by a disjunction of recurrence and persistence formulas).

Software Error

An incorrect internal state that is the manifestation of some fault [AO08].

Software Failure

External, incorrect behavior with respect to the requirements or other description of the expected behavior [AO08].

Software Fault

A static defect in the software [AO08].

Software Test

The process of evaluating software by observing its execution [AO08].

Specification Pattern System

Specification patterns [DAC99] are high-level, formalism independent specification abstractions defined for finite state verification. Their purpose is to assist practitioners in mapping descriptions of system behavior into their formalism of choice, improving the transition of these formal methods to practice. To define a property using the SPS, one must define its scope and then, the corresponding pattern. A brief description of scopes and patterns are presented next. For a complete description of the SPS, please refer to [DAC99].

- **Scopes.** A scope is the extent of the program execution over which the pattern must hold, and is determined by specifying a starting and an ending state or event for the pattern. They are divided in five categories: global; before; after; between; and, after-until.
- **Patterns.** A pattern is a specification abstraction that can be mapped to various formalisms, including LTL. The patterns are organized in a hierarchy based on their semantics. Here, we are going to describe the patterns that appear in our work: absence (a state or event does not occur within a scope); existence (a state or event must occur within a scope); universality (a state or event occurs throughout a scope); precedence (a state or event P must always be preceded by a state or event T within a scope); and, response (a state or event P must always be followed by a state or event T within a scope).
Test Purpose

Test purpose [d'T01, JJ05] is a description of what is being tested concerning to a particular system specification requirement. It presents the desirable system behavior that we want to observe during its execution, describing the execution sequences that lead to an accept state and/or to a refuse state.

Testable Property

A property is testable if at least one of the four relations of the Property Testability concept holds [FFJ^+10, NGH93].

Validation

The process of evaluating software at the end of software development to ensure compliance with intended usage [AO08].

Verification

The process of determining whether the products of a given phase of the software development process fulfill the requirements specified during the previous phase [AO08].
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