Control of a Robotic Arm With an Optimized Common Template-Based CCA Method for SSVEP-Based BCI
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Recently, the robotic arm control system based on a brain-computer interface (BCI) has been employed to help the disabilities to improve their interaction abilities without body movement. However, it’s the main challenge to implement the desired task by a robotic arm in a three-dimensional (3D) space because of the instability of electroencephalogram (EEG) signals and the interference by the spontaneous EEG activities. Moreover, the free motion control of a manipulator in 3D space is a complicated operation that requires more output commands and higher accuracy for brain activity recognition. Based on the above, a steady-state visual evoked potential (SSVEP)-based synchronous BCI system with six stimulus targets was designed to realize the motion control function of the seven degrees of freedom (7-DOF) robotic arm. Meanwhile, a novel template-based method, which builds the optimized common templates (OCTs) from various subjects and learns spatial filters from the common templates and the multichannel EEG signal, was applied to enhance the SSVEP recognition accuracy, called OCT-based canonical correlation analysis (OCT-CCA). The comparison results of offline experimental based on a public benchmark dataset indicated that the proposed OCT-CCA method achieved significant improvement of detection accuracy in contrast to CCA and individual template-based CCA (IT-CCA), especially using a short data length. In the end, online experiments with five healthy subjects were implemented for achieving the manipulator real-time control system. The results showed that all five subjects can accomplish the tasks of controlling the manipulator to reach the designated position in the 3D space independently.
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1. INTRODUCTION

How to realize the information interaction between people and external equipment simply and conveniently has always been the goal of human beings, and the brain-computer interface (BCI) provides this possibility. Specifically, BCI is a control and communication system that can recognize or convert brain activity information into control commands of external devices (Wang et al., 2020). Compared to ordinary input interactive devices, the BCI input is the brain signals recorded by electrodes on the head, and the output applications can be controlled directly from the brain,
such as robotic arms (Aljalal et al., 2020; Zhu et al., 2020), wheelchairs (Li et al., 2016; Deng et al., 2019; Bonci et al., 2021), character speller systems (Rezeika et al., 2018; Podmore et al., 2019), and other devices (Gao et al., 2019). Nowadays, many researchers intended to use BCI to develop an assistant for people who suffer from severe neuromuscular disorders, which can help these people with disabilities can control robotic arms directly by analyzing their brain activities without body movement (Meng et al., 2016; Chen et al., 2018, 2020; Bonci et al., 2021).

Nowadays, a robotic arm can be controlled via measuring and recording electroencephalogram (EEG) signals, which is progressively used in BCI applications of non-invasive modalities for its practicality and security (Gao et al., 2003; Kumar and Reddy, 2020). Several commonly used EEG paradigms include steady-state visual evoked potential (SSVEP), P300 (Farwell et al., 2014; Yin et al., 2016), and motor imagery (MI) (Song and Kim, 2019; Xu et al., 2021). Compared to the EEG paradigms of P300 and MI, the SSVEP-based BCI system is preferable in robotic arms control owing to the little training and relatively high recognition accuracy (Ge et al., 2019; Chen et al., 2020; Zhang et al., 2020). Besides, due to the limited output commands, it is not able to perform a real-time motion control task in a 3D space for the P300-based and MI-based robotic arm systems with multiple degrees of freedom (DOF) (Xu et al., 2019). Therefore, this study focuses on the SSVEP-based robotic arm control system to provide multiple command options, the subjects can elicit the evoked potentials to obtain EEG signals by gazing at visual flickers and the commands of the 3D motion of the robotic arm are generated from the result of the SSVEP signals recognition. It can be accepted that how to improve the SSVEP recognition accuracy is a key factor in determining the performance of the entire SSVEP-based robotic arm system.

So far, numerous novel and improved approaches have been proposed for SSVEP recognition and classification. A conventional and simple way is to use the power spectrum density analysis (PSDA) in the frequency domain (Hwang et al., 2012), such as the fast Fourier transform (FFT) finds the magnitude of EEG signals at each stimulus frequency for target detecting (Chen et al., 2017). However, the inapplicability of PSDA to multi-channel and real-time BCI systems is now being replaced by another simple and practical method, namely the canonical correlation analysis (CCA) method (Nakanishi et al., 2017). Compared to the PSDA method, the CCA method obtained a better signal-to-noise ratio (SNR) since it can utilize multi-channel data and higher harmonic frequencies of SSVEP related components in EEG signals (Bin et al., 2011; Hakvoort et al., 2011). At the same time, some improved methods for the deficiencies of the CCA method have also been proposed. Among them, the multi-way CCA (MCCA) and L1-regularized MCCA improve recognition performance by optimizing reference signals (Zhang et al., 2011, 2013). The filter bank CCA (FBCCA) method enhances SSVEP detection by decomposing the signal into sub-band and further using the harmonic information in them (Chen et al., 2015). Furthermore, there are approaches such as individual template-based CCA (IT-CCA) and transfer template-based (tt-CCA) that used real EEG data to construct new signal templates for frequency identification (Nakanishi et al., 2015; Yuan et al., 2015; Wang et al., 2020). Many comparative studies showed that the extension methods of CCA with supervised (such as IT-CCA) have better performance of recognition accuracies and information transfer rate (ITR) than training-free (such as CCA and FBCCA) (Nakanishi et al., 2015; Zerafa et al., 2018; Saidi et al., 2019). However, for the IT-CCA method, the individual templates only extract the frequency and phase information from individual data, and the final spatial filters are obtained online from the calibration data and EEG signals, which could cause overfitting owing to the short of common features from various subjects. On the other hand, the reference signals of sine-cosine only consider an ideal frequency template, which may not be optimum for frequency recognition owing to containing no real SSVEP features. Hence, this study built the optimized common templates (OCTs) from various subjects to broaden its applicability and enhance the SNR of SSVEP.

Inspired by the above methods and their potential problems, first, this study introduces a novel extended template-based method with supervised, which aims at finding more efficient OCTs from various subjects. Subsequently, the spatial filters are formulated from the common templates and the EEG signals to improve the SNR and extract the SSVEP-related component that can result in a better performance. Furthermore, an SSVEP-based seven-DOF robotic arm control system with six output commands or stimulus targets is designed to validate the performance. In the performance evaluation, a comparison offline experiment and a real-time control online experiment were designed to explore the performance of the OCT-CCA method and the completion of the robotic arm control system. The results of the offline and online experiment demonstrate that the OCT-CCA approach have a superiority of frequency recognition accuracy than CCA and IT-CCA method, and the subjects in robotic arm control can complete the assignment of controlling a robotic arm to reach a specified position in 3D space by 6 kinds of stimulus frequencies or commands in SSVEP-based BCI.

## 2. MATERIALS AND METHODS

### 2.1. System Description

The schematic architecture of the introduced robotic arm control system is shown in Figure 1, which can be divided into three stages: signal acquisition, signal processing, and movement control of the robotic arm. First, the EEG signals are gathered by the specific electrodes using an amplifier (Grael EEG V2, Compumedics, Inc.) and sent to the signal processing stage. Second, the EEG signals are processed by signal preprocessing, feature extraction, and classification to generate classification results. At this stage, the classification result is provided by extracting and analyzing the features in the EEG signal, and then the classification result is sent to the next stage for robotic arm control. A 7-DOF robotic arm (Franka Emika Panda) with an 855 mm working radius was used to perform specified operation tasks in this study, which can be programmed by C++ and Robot Operating System (ROS). In the final movement control stage, according to the correspondence between the stimulus
frequencies and the motion commands, the classification results are converted into motion control commands of the robotic arm and received by the robotic arm controller, and the results will be displayed on the screen as feedback to the subject at the same time. Figure 2 shows the commands of the robotic arm and their corresponding stimulation frequencies. The six commands here represent the six directions in which participants can manipulate the robotic arm to perform the desired motion in 3D space. Finally, the robotic arm executes the corresponding actions in the 3D space actuated by the motion command, and then the subject generates the next command based on the observed error between the actual position of the robotic arm and the expected position. The signals were recorded with the Data Acquisition software from the CURRY 8 (Compumedics, Inc.), the data analysis program and the stimulation program were developed under MATLAB (Mathworks, Inc.) (Nakanishi et al., 2014a; Gao et al., 2019). The experiment was conducted with the consent of each subject.

2.2. Target Identification Algorithm

2.2.1. Standard CCA for SSVEP Recognition

In the CCA method, the spatial filters are gained to maximize the correlation coefficient between the two multivariate variables (Hardoon et al., 2004; Bin et al., 2011). For SSVEP recognition, the EEG signals $X \in \mathbb{R}^{N_s \times N_p}$ is given from $N_s$ channels, where $N_p$ is the number of sampling points. When the frequency is $f_k$ ($k = 1, 2, ...K$), the reference signals $Y_k \in \mathbb{R}^{2N_s \times N_p}$ can be pre-constructed as follows:

$$Y_k = \begin{bmatrix} \sin(2\pi f_k n) \\ \cos(2\pi f_k n) \\ \vdots \\ \sin(2\pi N_s f_k n) \\ \cos(2\pi N_s f_k n) \end{bmatrix}, \quad n = \frac{1}{F_s} 2, ..., \frac{N_p}{F_s} \quad (1)$$

where $N_s$ denotes the number of harmonics, $F_s$ refers to the sampling rate, and $n$ can be regarded as a time series in a sine or cosine wave, which has the same length as EEG signals $X$. Specifically, the CCA method finds the projection vectors $w_x \in \mathbb{R}^{N_s}$, and $w_y \in \mathbb{R}^{N_p}$ to maximize the correlation coefficient $\rho_k$ between the linear combinations $w^T_x X$ and $w^T_y Y_k$ by solving the problem shown in Equation (2).

$$\max_{w_x, w_y} \rho_k = \frac{E[w^T_x X Y_k^T w_y]}{\sqrt{E[w^T_x X X^T w_x]E[w^T_y Y_k Y_k^T w_y]}} \quad (2)$$

Here, the optimization problem described above can be solved by the Lagrange multiplier method (Friman et al., 2001). As shown in Equation (3), the target frequency $f_{\text{target}}$ of the SSVEP is recognized by the largest feature $\rho_k$.

$$f_{\text{target}} = \arg\max_{f_k} \rho_k, \quad k = 1, 2, ..., K \quad (3)$$

2.2.2. IT-Based CCA for SSVEP Recognition

The individual template-based CCA method built individual templates $M_k$ ($k = 1, 2, ..., K$) by averaging multiple training trials to utilize the subject individual information and enhance the SNR of SSVEP (Nakanishi et al., 2015; Zerafa et al., 2018). Similar to the CCA method, IT-CCA is also used to find the maximum correlation between the two multivariate variables, but the reference signal $Y_k$ is replaced by the individual template $M_k$. The spatial filter $w_m$ has the same function as the $w$, in Equation (2), which aims to maximize the correlation coefficient $\rho_k$. More specifically, the correlation coefficient $\rho_k$ can be obtained as follows:

$$\max_{w_x, w_m} \rho_k = \frac{w^T_x X M_k^T w_m}{\sqrt{w^T_x X X^T w_x \cdot w_m M_k M_k^T w_m}} \quad (4)$$

2.2.3. OCT-Based CCA Method for SSVEP Recognition

Although many research studies have shown the superiority of SSVEP detection of the standard CCA and IT-CCA method, the reference signals of sine-cosine only consider an ideal frequency template, which includes no abundant SSVEP related components features from recorded training data (Nakanishi et al., 2016; Wang et al., 2020). Besides, the subject-specific training method like IT-CCA hardly achieves optimal recognition accuracy since the EEG signals are easily disturbed by spontaneous EEG or noise (Wong et al., 2020). To overcome the above difficulties, one possible way is to build more efficient templates for CCA and IT-CCA methods.

Assume $X_{tk} \in \mathbb{R}^{N_s \times N_p}$ is the t-th calibration trial’s SSVEP data of visual stimulus frequency $f_k$ ($k = 1, 2, ..., K$). The subject’s SSVEP template $\bar{X}_k \in \mathbb{R}^{N_s \times N_p}$ obtained by averaging training trials from the same subject as $\bar{X}_k = \frac{1}{i} \sum_{i=1}^{N_{\text{tr}}} X_{tk}$ ($n = 1, 2, ..., N$), where $n$ indicates the index of subjects, and $N_t$ denotes the number of training trials. Since there are multi-stimulus targets for each subject, the inter-subject SSVEP templates are defined as

$$\bar{X}_k = \begin{bmatrix} 1 \bar{X}_k^T, 2 \bar{X}_k^T, ..., N \bar{X}_k^T \end{bmatrix}^T, \quad k = 1, 2, ..., K, \quad (5)$$

where $\bar{X}_k \sim N(\mu, \Sigma)$, $\mu = E[\bar{X}_k] \in \mathbb{R}^{N}$ is a sample mean vector, and $\Sigma = E[(\bar{X}_k - \mu)(\bar{X}_k - \mu)^T] \in \mathbb{R}^{N \times N}$ is a sample covariance matrix (where $E[\cdot]$ denotes expectation). To capture the common information and increasing the robustness for target recognition among the inter-subject SSVEP templates, a set of vectors $\omega_n \in \mathbb{R}^{N_s \times 1}$ ($n = 1, 2, ..., N$) were defined to optimize the templates $\bar{X}_k$. Then a transformation is implemented for the SSVEP templates $\bar{X}_k$, and the OCTs were defined as

$$\omega^T \bar{X}_k = \begin{bmatrix} 1 \bar{X}_k^T w_1, 2 \bar{X}_k^T w_2, ..., N \bar{X}_k^T w_N \end{bmatrix}^T = \begin{bmatrix} 1 \bar{X}_k^T, 2 \bar{X}_k^T, ..., N \bar{X}_k^T \end{bmatrix}^T, \quad \bar{X}_k = 1, 2, ..., K, \quad (6)$$

where $\bar{X}_k = \omega_n^T \bar{X}_k \in \mathbb{R}^{1 \times N_p}$ ($n = 1, 2, ..., N$), and $\bar{X}_k \in \mathbb{R}^{N_s \times N_p}$ denotes the optimized common template at frequency $f_k$. The projection vectors $\omega_n$ ($n = 1, 2, ..., N$) are used to optimize characteristics of the SSVEP templates $\bar{X}_k$ to obtain the high correlations between the new OCTs $\bar{X}_k$ and $\bar{X}_k$.

Without loss of generality, the signals are normalized to zero mean and the sample covariance matrix for signal $X$ can be
calculated by $K = XX^T$. Of course, $E[\bar{X}_k] = 0$. We can get $\hat{X}_k \sim N(\hat{\mu}, \hat{\Sigma})$, where $\hat{\Sigma} = \{\Sigma_{n_1n_2}\} \in \mathbb{R}^{N \times N}$ is a covariance matrix. To explore the overall correlation with the real SSVEP data among the multiple subjects, then all possible correlations can be described as

$$
\sum_{n_1, n_2=1}^{N} \hat{\Sigma}_{n_1n_2} = \sum_{n_1, n_2=1}^{N} \left[ E\left[ \left( \begin{array}{c} \omega_{n_1}^T \cdot n_1 \hat{X}_k - E[\omega_{n_1}^T \cdot n_1 \hat{X}_k] \\ n_2 \hat{X}_k^T \cdot \omega_{n_2} - E[n_2 \hat{X}_k^T \cdot \omega_{n_2}] \end{array} \right) \right] \right]

= \text{Var}\left( \sum_{n_1=1}^{N} \omega_{n_1}^T \cdot n_1 \hat{X}_k \right) 

= \sum_{n_1=1}^{N} \sum_{n_2=1}^{N} \omega_{n_1}^T \Sigma_{n_1n_2} \omega_{n_2}

(7)

where $\text{Var}\{\cdot\}$ denote the variance of the random vectors. Also, a correlation matrix $C$ is defined as $C_{n} = \text{Corr}(\hat{X}_k, \hat{X}_k)$ to quantify new variables, where the principal diagonal of the correlation matrix $C$ is the correlation of a random variable with itself, which leads to

$$
\text{Corr}(\omega_{n_1}^T \hat{X}_k, n_2 \hat{X}_k^T \omega_{n_2}) = 1, n = 1, 2, ...N

(8)

In this case, we optimized Equation (7) to maximize all covariances between the new variables simultaneously, and the optimization function can be converted as Equation (9) by using the Lagrangian multiplier method under the constraint in Equation (8).

$$
J = \sum_{n_1=1}^{N} \sum_{n_2=1}^{N} \omega_{n_1}^T \Sigma_{n_1n_2} \omega_{n_2} - \sum_{n_1=1}^{N} \lambda (\omega_{n_1}^T \Sigma_{n_1n_1} \omega_{n_1} - 1)

(9)

To maximize Equation (9), we can set the first derivate $\partial f(\omega_{n_1})/\partial \omega_{n_1} = 0$, and get

$$
\sum_{n_1=1}^{N} \Sigma_{n_1n_2} \omega_{n_2} = \lambda \Sigma_{n_1n_1} \omega_{n_1}, n_1 = 1, 2, ...N

(10)
In this study, six white visual stimulus squares were presented at frequencies of 9 Hz, 10 Hz, 11 Hz, 12 Hz, 13 Hz, and 14 Hz on an LCD monitor with a refresh rate of 60 Hz and a screen resolution of 1,920 × 1,080. Each stimulus target is a square with size 240 × 240 pixels, and the distance between two neighboring targets was 600 pixels, as shown in Figure 2A. The amplifier records the raw EEG signals at a sampling rate of 1,024 Hz and eventually is down-sampled to 256 Hz to reduce the cost of real-time calculation. To collect higher quality signals with lower impedance and increase the spatial resolution of EEG, digital filters were employed to remove noises for real-time analysis. In this study, 6 electrodes Oz, O1, O2, P3, P4, and Pz are selected, which are located in the occipital areas while keeping their impedance values below 5 kΩ to record the original EEG signal. Reference (REF) and ground (GND) electrodes were used, respectively, as ground channel and reference channel. The bandpass filter with 7 Hz to 80 Hz and the 50 Hz notch filter were applied to remove artifacts of other physiological signals and powerline interference (PLI) (Zhang et al., 2012).

2.3. Datasets Acquisition and Preprocessing

Five healthy volunteers (mean age 21 years) participated in the online experiments. Many studies have shown that 8–15 Hz is the optimal range of stimulation frequencies for the evoked signal to obtain a higher SNR and amplitude (Nakanishi et al., 2014b; Wang et al., 2017). In this study, six white visual stimulus squares flicker at 9 Hz, 10 Hz, 11 Hz, 12 Hz, 13 Hz, and 14 Hz on an LCD monitor with a refresh rate of 60 Hz and a screen resolution of 1,920 × 1,080. Each stimulus target is a square with size 240 × 240 pixels, and the distance between two neighboring targets was 600 pixels, as shown in Figure 2A. The amplifier records the raw EEG signals at a sampling rate of 1,024 Hz and eventually is down-sampled to 256 Hz to reduce the cost of real-time calculation. To collect higher quality signals with lower impedance and increase the spatial resolution of EEG, digital filters were employed to remove noises for real-time analysis. In this study, 6 electrodes Oz, O1, O2, P3, P4, and Pz are selected, which are located in the occipital areas while keeping their impedance values below 5 kΩ to record the original EEG signal. Reference (REF) and ground (GND) electrodes were used, respectively, as ground channel and reference channel. The bandpass filter with 7 Hz to 80 Hz and the 50 Hz notch filter were applied to remove artifacts of other physiological signals and powerline interference (PLI) (Zhang et al., 2012).

2.4. Experimental Design

Two types of experiments were implemented to access the performance of the OCT-CCA method and investigate the control capability of the SSVEP-based robotic arm system: (1) an offline comparison experiment for SSVEP recognition on an open SSVEP dataset. (2) online experiments for SSVEP recognition and real-time control of the 7-DOF manipulator to reach the specified position in 3D space.

2.4.1. Experimental 1: An Offline Experiment for SSVEP Recognition Based on a Benchmark Dataset

A comparison experiment was employed on an open SSVEP dataset among the CCA, IT-CCA, and the OCT-CCA to explore the improvements of the proposed OCT-CCA algorithm. The benchmark dataset was adopted as it contains multiple subject data and numerous stimulus targets and has been used by many researchers to evaluate a new method, which collects EEG data from 35 subjects. For each subject, the SSVEP data was collected from 64 electrodes at the 40 stimulus frequencies (Wang et al., 2017).
Moreover, the improvement of stimulus frequencies detection at TW from 3 to 4 s, the SSVEP recognition accuracy from subject 1 to subject 10 shows the outstanding average accuracy than CCA at all of the nine time windows (outstanding average accuracy than CCA at all of the nine time windows)

The calculations prove that the proposed OCT-CCA achieved the significant difference on CCA vs. IT-CCA, OCT-CCA vs. CCA, and OCT-CCA vs. IT-CCA by applying the paired t-test. The calculations prove that the proposed OCT-CCA achieved the maximum ITR was 90.56 ± 1.52%. Considering the two factors of classification accuracy and ITR, it seems that 2.5 s is the most suitable time window. To further explore the feasibility of each stimulus frequency at the 2.5 s, the confusion matrices for classification accuracy of five subjects were illustrated in

### 3. RESULTS

#### 3.1. Performance of SSVEP Recognition Based on a Benchmark Dataset

Since the number of harmonics \( N_h \) will affect the recognition performance of the system in the CCA-based method, the higher harmonic frequencies can be used to improve the identification accuracy of EEG signals. In online experiments, the bandpass filter with 7 Hz to 80 Hz was applied to remove artifacts. In order to take full advantage of higher harmonics, the value of \( N_h \) was set to 5 uniformly, and all channels of the benchmark dataset were used for frequency recognition. Figure 4 shows the SSVEP recognition accuracy from subject 1 to subject 10 with different time window lengths from 1 to 5 s by using the CCA, IT-CCA, and OCT-CCA methods. The lower right corner of Figure 4 shows the average classification accuracy of subject 1 to subject 10 derived by the CCA, IT-CCA, and OCT-CCA methods. Obviously, for most subjects, both the proposed OCT-CCA and IT-CCA methods achieved better performance than CCA at all time window lengths. As the result shows, the average classification accuracy of the OCT-CCA method is higher than CCA and IT-CCA in every time window and a significant improvement is achieved when the time window was less than 3 s. To see more details of the results, Table 1 presents the significant difference on CCA vs. IT-CCA, OCT-CCA vs. CCA, and OCT-CCA vs. IT-CCA by applying the paired t-test. The calculations proved that the proposed OCT-CCA achieved the maximum ITR was 90.56 ± 1.52%. Considering the two factors of classification accuracy and ITR, it seems that 2.5 s is the most suitable time window. To further explore the feasibility of each stimulus frequency at the 2.5 s, the confusion matrices for classification accuracy of five subjects were illustrated in

![Figure 4](image-url) shows the average classification accuracy of subject 1 to subject 10 derived by the CCA, IT-CCA, and OCT-CCA methods. Obviously, for most subjects, both the proposed OCT-CCA and IT-CCA methods achieved better performance than CCA at all time window lengths. As the result shows, the average classification accuracy of the OCT-CCA method is higher than CCA and IT-CCA in every time window and a significant improvement is achieved when the time window was less than 3 s. To see more details of the results, Table 1 presents the significant difference on CCA vs. IT-CCA, OCT-CCA vs. CCA, and OCT-CCA vs. IT-CCA by applying the paired t-test. The calculations proved that the proposed OCT-CCA achieved the maximum ITR was 90.56 ± 1.52%. Considering the two factors of classification accuracy and ITR, it seems that 2.5 s is the most suitable time window. To further explore the feasibility of each stimulus frequency at the 2.5 s, the confusion matrices for classification accuracy of five subjects were illustrated in

![Figure 5](image-url) shows the movement trajectories of the robotic arm to reach the designated target for some targets. The recognition accuracy of subject Zheng at the target frequency of 9 Hz, 10 Hz, and 11 Hz was less than 80%, even the accuracy of subject Wang was less than 60% at the target frequency of 9 Hz. Finally, we choose the time window of 3 s for the robotic arm to execute the task, where the recognition accuracy for each target frequency was above 80%

To visualize the online performance of movement control, each subject was required to fulfill two reaching tasks in 3D space without visual cues, and the trajectories of the robot arm’s endpoint were recorded. Figure 6 shows the movement trajectories of the robotic arm to reach the designated target for five subjects, where each subject started from the same starting point and ended at the same ending point, different movement tasks and trajectories in the 3D space are distinguished by color. Specifically, the blue and red five-pointed stars indicate the ending point of task 1 and task 2, respectively, and the triangles

### 3.2. Performance of Robotic Arm Movement Control in 3D Space

In this section, the OCTs were built by recording EEG data from the five subjects. Then, the proposed OCT-CCA method is used for target detection at time window lengths from 1 to 5 s, which aims to fix a suitable time window length to complete the following robotic arm operations. In the subsystem of recognition, the proposed OCT-CCA was implemented to classify the six stimulus targets, and the classification accuracy of the five subjects for different time windows and the corresponding average accuracy was shown in Table 2. In general, the SSVEP recognition accuracy improved with the increase of time window lengths. From the results in the Table 2, it is known that within a time window length of 2 s, the average accuracy across the five participants for the six-target identification was above 80%, and the average accuracy of 2.5 and 3.5 s were reached 90 and 95%, respectively. As described above, BCI also serves as a communication system, whose performance does not only relate to recognition accuracy, but also the information transfer rate (ITR) is another important performance parameter. Table 3 lists the simulated ITR across subjects using different time windows corresponding to the classification accuracy of Table 2. For all participants, the ITR reached the highest mean value at the 2.5 s time window for 45.99 ± 2.03 bits/min, which the maximum and minimum values were 47.47 bit/min (subject Xu, subject Wu and subject Huang) and 43.77 bit/min (subject Zheng and subject Wang), respectively, and the classification accuracy corresponding to the maximum ITR was 90.56 ± 1.52%. Considering the two factors of classification accuracy and ITR, it seems that 2.5 s is the most suitable time window. To further explore the feasibility of each stimulus frequency at the 2.5 s, the confusion matrices for classification accuracy of five subjects were illustrated in

![Figure 6](image-url) shows the movement trajectories of the robotic arm to reach the designated target for five subjects, where each subject started from the same starting point and ended at the same ending point, different movement tasks and trajectories in the 3D space are distinguished by color. Specifically, the blue and red five-pointed stars indicate the ending point of task 1 and task 2, respectively, and the triangles
indicate the checking points that need to be passed during the movement. As shown in Figure 6, all five subjects were capable to use the SSVEP-based BCI to control the manipulator to finish the two reaching tasks in 3D space successfully. The control commands also can be illustrated from the trajectories for five subjects. Table 4 lists the result of the reaching tasks for five subjects. As listed in Table 4, the five participants can finish tasks 1 and 2 by the average number of commands of 18 and 16, respectively, and the average total completion time was 174 ± 11.4 s. Since the SSVEP-based robotic arm control system in this paper is directly controlled by BCI, the subject can freely decide the next motion command of the robotic arm. Thereby, even though the five subjects have the same starting point and ending point, but showing different movement trajectories.

4. DISCUSSION AND CONCLUSION
Nowadays, since higher ITR and low cost, the SSVEP-based BCIs are increasingly implemented in external device control fields such as robotic arm control. However, it is still challenging research to design an effective method to realize the control required for the complex tasks of a dexterous robotic arm,
TABLE 2 | The OCT-CCA method was used to obtain the accuracy (%) of five subjects at time window lengths from 1 to 5 s.

| TW | Xu   | Wu   | Zheng | Wang | Huang | Mean ± Std |
|----|------|------|-------|------|-------|------------|
| 1.0s | 52.78 | 61.11 | 38.89 | 44.44 | 58.33 | 51.01 ± 9.50 |
| 1.5s | 83.33 | 86.11 | 50.00 | 61.66 | 66.67 | 69.55 ± 15.14 |
| 2.0s | 86.11 | 88.89 | 75.00 | 77.78 | 83.33 | 82.22 ± 5.76 |
| 2.5s | 91.67 | 91.67 | 88.89 | 88.89 | 91.67 | 90.56 ± 1.52 |
| 3.0s | 97.22 | 97.22 | 88.89 | 91.67 | 88.89 | 92.78 ± 4.21 |
| 3.5s | 97.22 | 94.44 | 88.89 | 94.44 | 100.0 | 95.00 ± 4.12 |
| 4.0s | 94.22 | 91.67 | 91.67 | 97.22 | 97.22 | 95.00 ± 3.04 |
| 4.5s | 100.0 | 100.0 | 94.44 | 97.22 | 100.0 | 98.33 ± 2.49 |
| 5.0s | 100.0 | 100.0 | 94.44 | 97.22 | 100.0 | 98.33 ± 2.49 |

TABLE 3 | The OCT-CCA method was used to obtain the information transfer rate (ITR) (bits/min) of five subjects at different time window lengths.

| TW | Xu   | Wu   | Zheng | Wang | Huang | Mean ± Std |
|----|------|------|-------|------|-------|------------|
| 1.0s | 29.45 | 43.07 | 12.12 | 18.23 | 38.25 | 28.22 ± 13.05 |
| 1.5s | 61.91 | 67.24 | 16.96 | 28.72 | 35.71 | 42.11 ± 21.66 |
| 2.0s | 50.43 | 54.71 | 35.80 | 39.15 | 46.43 | 45.30 ± 7.81 |
| 2.5s | 47.47 | 47.47 | 43.77 | 43.77 | 47.47 | 45.99 ± 2.03 |
| 3.0s | 46.74 | 46.74 | 36.48 | 39.56 | 36.48 | 41.20 ± 5.21 |
| 3.5s | 40.07 | 36.79 | 31.26 | 36.79 | 44.31 | 37.84 ± 4.80 |
| 4.0s | 45.06 | 29.67 | 29.67 | 35.06 | 35.06 | 32.90 ± 2.95 |
| 4.5s | 34.47 | 34.47 | 28.62 | 31.16 | 34.47 | 32.64 ± 2.66 |
| 5.0s | 31.02 | 31.02 | 25.75 | 28.05 | 31.02 | 29.37 ± 2.40 |

FIGURE 5 | The recognition accuracy of each stimulus frequency at the time window of 2.5 s for five subjects.
where the recognition accuracy is one of the most critical factors that cause the final control effect of the system. The CCA and its extended methods are the mainstream approaches for feature extraction in SSVEP-based BCI since their simple implementation and enhancing the SNR of SSVEP signals when using multiple channels (Wang et al., 2014). However, the reference signal of the CCA method is an overly idealized model, which is powerless to weaken the effect of spontaneous EEG and other background noise in the multi-channel signal due to the lack of real information (Wang et al., 2016; Zhang et al., 2020). At the same time, the template-based CCA method can optimize the reference signals by extracting more time-domain feature information from the EEG data. Thus, the template-based CCA methods significantly improved the performance and outperformed the training-free methods like FBCCA, and multivariate synchronizion index (MSI) (Zerafa et al., 2018; Nakanishi et al., 2019).

In this study, the proposed OCT-CCA method was carried out to classify the six flicker targets of different stimulus frequencies, and then a non-invasive SSVEP-based BCI system was designed to control a robotic arm for reaching tasks in 3D space. In the proposed method, a common template was implemented to learn spatial filters used in correlation analysis for frequency recognition. The comparison result demonstrates that the templates constructed in the OCT-CCA method can extract more features within a shorter time window length, so it can achieve higher recognition accuracy than standard CCA and IT-CCA methods in the same time window lengths. This indicates that the OCT-CCA method is expected to improve the real-time computing control performance of the SSVEP-based BCI, which is also a key parameter that affects the performance of BCI to control other external devices. Furthermore, the outstanding classification ability of the improved method verifies that the common templates optimized from offline calibration data are more effective in extracting SSVEP-related components in EEG signals than the pre-constructed sine-cosine signals for SSVEP target recognition.

In the current study, the SSVEP-based BCI system was adopted instead of P300-based or motor imagery-based BCI is that the SSVEP paradigm can provide higher ITR and classifiable targets in real-time online systems P300, motor imagery, and other paradigms. In addition, when choosing the visual stimuli frequencies corresponding to the control commands, the low-frequencies (9–14 Hz, with a step of 1 Hz) stimuli were selected which can elicit strong SSVEP signals (Wittevrongel and Van Hulle, 2016). In this study, the 6-class SSVEP-based
BCI system obtained the highest value of ITR of 45.99 bits/min and the corresponding average accuracy of 90.56% at 2.5 s time window length. To balance the recognition accuracy of each command to make the robotic arm work safely in the workspace, the final time window is determined to be 3 s. Therefore, it takes 5 s (3 s for gazing time, 2 s for robotic arm action, and gaze-shifting time) for the robotic arm control system to send out each command. To evaluate the effectiveness of the implemented robotic arm control system, all commands in six directions need to be recognized to complete the movement task in 3D space (shown in Figure 6). For future research, the hybrid paradigm is a new way that can improve the BCI performance by other bioelectric signals or external sensor signals sharing part of the pressure of EEG signal recognition. Where, for example, the depth camera is used to provide information about the external environment and instruct the robotic arm to move according to the command, while the subject only needs to select the target to be operated by the SSVEP-based BCI.

In summary, a novel OCT-based CCA method was proposed for target identification to perform the reaching tasks of a 7-DOF robotic arm in the 3D space. An offline experiment and online experiments were designed to confirm the improvements of the OCT-CCA method and the control performance of the robotic arm in the 3D space. The offline comparison results demonstrated that the classification accuracy of the OCT-CCA method outperforms the CCA and IT-CCA methods regardless of the time window lengths. The online experiment was completed by a controlled 7-DOF robotic arm, by focusing gaze on the flickering targets corresponding to the control command, subjects can manipulate the robotic arm as desired. The results showed that all five subjects can complete the designated reaching tasks within the appropriate time window. The success of the online experiment with five subjects demonstrates the simplicity and flexibility of the robotic arm control system in SSVEP-based BCI, which will be a practicable and promising application for the disabled in their daily lives.
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