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Abstract

The aim of this article is to present and rigorously analyze topological sensitivity based algorithms for detection of di-
ametrically small inclusions in an isotropic homogeneous elastic formation using single and multiple measurements of
the far-field scattering amplitudes. A $L^2$–cost functional is considered and a location indicator is constructed from its
topological derivative. The performance of the indicator is analyzed in terms of the topological sensitivity for location
detection and stability with respect to measurement and medium noises. It is established that the location indicator
does not guarantee inclusion detection and achieves only a low resolution when there is mode-conversion in an elastic
formation. Accordingly, a weighted location indicator is designed to tackle the mode-conversion phenomenon. It is
substantiated that the weighted function renders the location of an inclusion stably with resolution as per Rayleigh
criterion.
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analysis
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1. Introduction

Inverse scattering has been of prime interest in recent decades due to a variety of applications in various branches
of engineering and applied sciences [1–5]. The goal of these problems is to locate and characterize scatterers of
different geometric nature such as inclusions, cracks, and cavities from the limited information of single or multiple
scattered fields. Many promising computational and mathematical frameworks adaptive to different imaging and
experimental setups have been developed to address these inverse problems over a span of last few decades (see, e.g.,
[6–16]). In particular, topological sensitivity frameworks have received significant attention for the reconstruction of
location, shape or constitutive parameters of anomalies due to their simplicity and robustness (see, e.g., [17–33]).

In topological sensitivity frameworks, an inverse scattering problem is first converted to a minimization problem
for a discrepancy functional by nucleating an anomaly at a search location in the background medium. The topolog-
ical sensitivity of the misfit to nucleating an anomaly at different search locations, is determined by its topological
derivative which serves as a location indicator or shape classifier.

Despite their extensive use, the quantitative analysis of the topological sensitivity inverse scattering frameworks
for anomaly detection, in terms of resolution limit, signal-to-noise ratio and stability in the presence of medium or
measurement noise, remains heuristic at large. First rigorous quantitative analysis for anti-plane elasticity was per-
formed by Ammari et al [34] using asymptotic expansions with respect to the size of inclusion. It was established that
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inclusion detection inside a bounded domain is only guaranteed if the measurements are pre-processed for the boundary effects and the inclusions are separated apart from the boundary. Towards this end, the Calderón preconditioner associated to the boundary of the domain was used as a filter. The performance of the framework was compared with a number of contemporary algorithms including Kirchhoff migration, back-propagation, and Multiple Signal Classification (MUSIC). The topological sensitivity algorithm with preconditioning appeared to be more stable and resolved than the listed algorithms but at a cost of increased computational complexity. It was observed in [35] that, even with the preconditioning, the localization using near-field measurements of the scattered fields was compromised in the general isotropic elasticity setting due to non-linear coupling and conversion of shear and pressure wave-modes. Accordingly, the classical framework was slightly modified using Helmholtz vector decomposition and assigning proper weights to the pressure and shear components in terms of respective wave speeds. In three-dimensional electromagnetic media in full Maxwell setting, the performance of topological sensitivity based inclusion detection functions with filtered boundary measurements of the tangential components of the magnetic fields was debated in [36]. The analysis was further extended in [37, 38] to the detection of electromagnetic inclusions using single and multiple far-field scattering amplitudes.

The aim in this article is to design and debate the performance of the topological sensitivity algorithms for locating small inclusions of vanishing sizes in an unbounded elastic formation with single or multiple measurements of the elastic far-field patterns. The general case of a linear isotropic elastic medium is considered and a location indicator is constructed from a $L^2$–cost functional. A rigorous sensitivity analysis is performed based on the asymptotic expansions of the far-field scattering patterns versus the scale factor of the inclusion. It is established that the performance of the classical location indicator degenerates due to the mode-conversion (from longitudinal (P) to transverse (S) waveforms and vise-verse). Specifically, it is established that the indicator does not guarantee inclusion detection and achieves a low resolution than expected in the presence of mode-conversion. Accordingly, a weighted correction to the location indicator is proposed. Firstly, the pressure and the shear components of the back-propagator are decoupled using Helmholtz mode decomposition. Then, the modes of the back-propagator are correlated with the corresponding components of the incident fields. Finally, the resulting components are aggregated after assigning proper weights in terms of the corresponding wave speeds. In order to debate the capabilities of the weighted indicator, a rigorous sensitivity and stability analysis is performed when the measurements are corrupted by an additive noise or there is a random medium noise contaminating the far-field patterns.

It is worthwhile highlighting that the inverse elastic scattering problem caters to various applications including non-destructive evaluation of an elastic structure for integrity and material impurities [39], prospecting of mineral reservoirs [40], and medical diagnostics for detecting and classifying small tumors and locating tissue abnormalities of vanishing sizes [41, 42].

The contents of this article are arranged in the following order. A mathematical description of the inverse problem is furnished in Section 2 along with a few preliminaries. The cost functional and the corresponding topological sensitivity based location indicators are introduced in Section 3 and their topological sensitivity and resolution limits are analyzed. In Section 4, the statistical stability of the proposed location indicators is discussed when the measurements are corrupted by an additive Gaussian noise. The statistical stability of the proposed indicators in a randomly fluctuating medium is debated in Section 5. Finally, the main results of this article are summarized in Section 6.

2. Mathematical formulation

Let us mathematically introduce the inverse scattering problem undertaken in this article. The nomenclature of this investigation is provided in Section 2.1 along with the mathematical description of the inverse problem dealt with. A few preliminaries are given in Section 2.2 to facilitate the ensuing discussion. For details beyond those provided in this section, the readers are suggested to consult monograph [2].

2.1. Nomenclature and problem formulation

Let $\mathbb{R}^d$, $d = 2$ or 3, be loaded by an isotropic homogeneous elastic material (hereinafter referred to as the background medium) that has the volume density $\rho_0 \in \mathbb{R}_+$, and the Lamé parameters $\lambda_0$ (compressional modulus) and $\mu_0$ (shear modulus) satisfying the strong convexity conditions,

$$\mu_0 > 0 \quad \text{and} \quad d\lambda_0 + 2\mu_0 > 0.$$
Let an isotropic and homogeneous elastic inclusion, represented by a bounded domain \( D := \zeta_D + \epsilon B_D \) with \( C^2 \) boundary \( \partial D \), be embedded in the background medium. The position vector \( \zeta_D \in \mathbb{R}^d \) is the center of mass of the inclusion \( D \) and the reference domain \( B_D \subset \mathbb{R}^d \), assumed to be smooth and containing the origin, is the bulk of \( D \). The scale factor \( \epsilon \in \mathbb{R}^+ \) determines the characteristic size of \( D \). The inclusion is supposed to have the corresponding parameters \( \rho_1 \in \mathbb{R}^+ \), \( \lambda_1 \), and \( \mu_1 \) which satisfy

\[
\mu_1 > 0 \quad \text{and} \quad d\lambda_1 + 2\mu_1 > 0.
\]

It is further assumed that

\[
(\lambda_1 - \lambda_0)(\mu_1 - \mu_0) \geq 0,
\]

which is required to ensure the positive (or negative)-definiteness of the associated EMT (see, Section 2.2.1). Henceforth, the constitutive parameters of the medium in the presence of inclusion \( D \) are denoted by \( \lambda, \mu, \) and \( \rho \), i.e.,

\[
(\lambda; \mu; \rho)(x) := (\lambda_0; \mu_0; \rho_0)\chi_{\mathbb{R}_1 \cap D}(x) + (\lambda_1; \mu_1; \rho_1)\chi_D(x),
\]

where \( \chi_D \) represents the characteristic function of domain \( D \).

Let \( w : \mathbb{R}^d \rightarrow \mathbb{C}^d \) be a generic vector field and \( v(x) : \partial D \rightarrow \mathbb{R}^d \) denote the outward unit normal at \( x \in \partial D \). Then, the linear elasticity operator and the surface traction on \( \partial D \) are, respectively, defined as

\[
L_{\lambda_0, \mu_0}[w](x) := (\lambda_0 \Delta w + (\lambda_0 + \mu_0)\nabla \nabla \cdot w)(x), \quad x \in \mathbb{R}^d,
\]

\[
\partial w(\partial \nu)(x) := (\lambda_0 (\nabla \cdot w) \nu + 2\nabla w \nu)(x), \quad x \in \partial D.
\]

The elasticity and surface traction operators associated with the parameters \( (\lambda_1; \mu_1) \) are defined analogously and are denoted by \( L_{\lambda, \mu} \) and \( \partial / \partial \nu \), respectively. Here \( \nabla' w \) is the symmetric gradient of the vector \( w \), i.e., \( \nabla' w := (\nabla w + (\nabla w)')/2 \), with \( \nabla w \) being the Jacobian matrix of \( w \) and superposed \( \top \) indicating the transposition.

Let \( u^{inc} : \mathbb{R}^d \rightarrow \mathbb{C}^d \) be an incident time-harmonic elastic field impinging on \( D \) with time variations \( e^{-i\omega t} \) being suppressed, where \( \omega \in \mathbb{R}^+ \) denotes the frequency of the mechanical oscillations. Precisely, \( u^{inc} \) satisfies the Lamé system,

\[
L_{\lambda_0, \mu_0}[u^{inc}](x) + \rho_0 \omega^2 u^{inc}(x) = 0, \quad x \in \mathbb{R}^d.
\]

In this article, only plane incident fields of the type

\[
u^{inc}(x) = u^p(x) := \theta e^{i\omega x \theta} \quad \text{and} \quad \nu^{inc}(x) = u^s(x) := \theta^\top e^{i\omega x \theta},
\]

will be considered. Here \( \theta \in \mathbb{R}^d \) is a unit vector along the direction of incidence and \( \theta^\top \in \mathbb{R}^d \) is any vector perpendicular to \( \theta \). The constants \( \kappa_p \) and \( \kappa_s \) are the compression and shear wavenumbers respectively, i.e.,

\[
k_p := \frac{\omega}{c_p} \quad \text{and} \quad k_s := \frac{\omega}{c_s} \quad \text{with} \quad c_p = \sqrt{\frac{\lambda_0 + 2\mu_0}{\rho_0}} \quad \text{and} \quad c_s = \sqrt{\frac{\mu_0}{\rho_0}}.
\]

Let \( u^\perp : \mathbb{R}^d \rightarrow \mathbb{C}^d \) be the scattered field generated by the interaction of the incident field \( u^{inc} \) with the inclusion \( D \). If the two-dimensional operators \( \text{curl} \) and \( \text{curl} \) are introduced by

\[
\overrightarrow{\text{curl}} f := (\partial_2 f, -\partial_1 f)^\top \quad \text{and} \quad \text{curl} \ v := \partial_1 v_2 - \partial_2 v_1,
\]

for all sufficiently smooth fields \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \) and \( w = (w_1, w_2)^\top : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \), then the pressure and shear parts of \( u^\perp \)
for all $x \in \mathbb{R}^d \setminus \overline{D}$. It can be easily verified that $u^0_p$ and $u^{sc}_S$ satisfy
\[
\begin{align*}
(\Delta + \kappa_2^2) u^0_p &= 0 \quad \text{and} \quad (\Delta + \kappa_2^2) u^{sc}_S = 0 \quad \text{in} \ \mathbb{R}^d \setminus \overline{D},
\n\nabla \cdot u^0_p &= 0 \quad \text{and} \quad \nabla \times u^{sc}_S = 0 \quad \text{for} \ d = 3 \quad \text{or} \ \text{curl} \ u^0_p = 0 \quad \text{for} \ d = 2.
\end{align*}
\]

The scattered field, $u^{sc}$, is said to satisfy the Kupradze radiation conditions if
\[
\lim_{|x| \to +\infty} |x|^{(d-1)/2} \left( \frac{\partial u^{sc}_p}{\partial |x|} - \text{i} \kappa_p u^{sc}_p \right) = 0 \quad \text{and} \quad \lim_{|x| \to +\infty} |x|^{(d-1)/2} \left( \frac{\partial u^{sc}_S}{\partial |x|} - \text{i} \kappa_S u^{sc}_S \right) = 0,
\]
uniformly in all directions $\hat{x} \in S^{d-1} := \{x \in \mathbb{R}^d : |x| = 1\}$. Here $\hat{x} := x/|x|$ for any $x \in \mathbb{R}^d \setminus \{0\}$ and $\partial/\partial |x|$ denotes the derivative in the radial direction.

The propagation of the total elastic wave, $u^{tot} := u^0 + u^{sc}$, in the presence of $D$, is governed by the Lamé system,
\[
\begin{align*}
L_p(u^0_p + \rho \omega^2 u^{tot}) &= 0, \quad \text{in} \ \mathbb{R}^d, \\
\n\nabla \cdot u^{sc}(x) \quad \text{satisfies the Kupradze radiation conditions as} \ |x| \to +\infty, \quad (4)
\end{align*}
\]

It is well known that the scattering problem (4) is well-posed in $H^1(\mathbb{R}^d \setminus \partial D)$. The interested readers are referred to see, e.g., [43, 44].

The Kupradze radiation condition in Lamé system (4) guarantees the existence of two vector fields $u^{inc}_{\epsilon,p} \in L^2_S(S^{d-1})$ and $u^{inc}_{\epsilon,S} \in L^2_S(S^{d-1})$ characterized by the far-field asymptotic expansion of the scattered field as $|x| \to +\infty$, i.e.,
\[
\begin{align*}
u^{sc}(x) &= \frac{\text{e}^{i\kappa_p|x|}}{|x|^{d/2}} u^{inc}_{\epsilon,p}(\hat{x}) + \frac{\text{e}^{i\kappa_S|x|}}{|x|^{d/2}} u^{inc}_{\epsilon,S}(\hat{x}) + O\left(\frac{1}{|x|^{d+1/2}}\right), \quad |x| \to +\infty,
\end{align*}
\]
uniformly in all directions $\hat{x} \in S^{d-1}$ (see, for instance, [45]). The functions $u^{inc}_{\epsilon,p}$ and $u^{inc}_{\epsilon,S}$ are respectively called the longitudinal and transverse far-field patterns or far-field amplitudes of the scattered field $u^{sc}$. Here $L^2_p(S^{d-1})$ and $L^2_S(S^{d-1})$ denote the spaces of square integrable longitudinal and transverse vector fields respectively, i.e.,
\[
\begin{align*}
L^2_p(S^{d-1}) &:= \{ w \in L^2(S^{d-1}; \mathbb{C}^d) : w(\hat{x}) \times \hat{x} = 0, \ \forall \hat{x} \in S^{d-1}\}, \\
L^2_S(S^{d-1}) &:= \{ w \in L^2(S^{d-1}; \mathbb{C}^d) : w(\hat{x}) \cdot \hat{x} = 0, \ \forall \hat{x} \in S^{d-1}\}.
\end{align*}
\]
Henceforth, the full far-field pattern, $u^{inc}_{\epsilon}$, is defined as the sum $u^{inc}_{\epsilon}(x) := u^{inc}_{\epsilon,p}(\hat{x}) + u^{inc}_{\epsilon,S}(\hat{x})$.

We are now ready to introduce the following inverse scattering problem dealt with in this article.

**Problem 1.** Let $u^{inc}_{\epsilon,j}(x)$, for $j = 1, \cdots, n \in \mathbb{N}$, be $n$ plane waves of the form (3) with uniformly distributed directions of incidence $\theta_j \in S^{d-1}$. Let $u^{inc}_{\epsilon,p}(\hat{x})$ and $u^{inc}_{\epsilon,S}(\hat{x})$ be the longitudinal and transverse far-field patterns of the scattered fields radiated by the inclusion $D = z_D + \epsilon B_D$. Given the set of measurements, $\{u^{inc}_{\epsilon,j}(\hat{x}) := u^{inc}_{\epsilon,p,j}(\hat{x}) + u^{inc}_{\epsilon,S,j}(\hat{x}) : \ \forall \hat{x} \in S^{d-1}, \ j = 1, \cdots, n\}$, find the location $z_D$ of the inclusion $D$.

This section is concluded with the following remarks. The Problem 1 turns out to be a single-short problem when $n = 1$. Secondly, although it is assumed that the measurements of the total far-field patterns are available, the other situations when either the measurements of $u^{inc}_{\epsilon,p,j}(\hat{x})$ or $u^{inc}_{\epsilon,S,j}(\hat{x})$ are only accessible can be dealt with analogously and are amenable to the same treatment. Note also that the functions $u^{inc}_{\epsilon,p}$ and $u^{inc}_{\epsilon,S}$ are analytic on $S^{d-1}$. Therefore, the measurements of these functions on any open subset of $S^{d-1}$ lead to those on the entire $S^{d-1}$ through analytic continuation so that the problem with limited-view measurements is also tractable.
2.2. Preliminaries

In this article, $(\tilde{e}_1, \ldots, \tilde{e}_d)$ denotes the standard basis for $\mathbb{R}^d$, $I_d \in \mathbb{R}^{d \times d}$ denotes the identity matrix, and $x \otimes x = xx^T$ for any vector $x \in \mathbb{R}^d$. Let $r = (r_i)_{i=1}^d$, $A = (a_{pq})_{p,q=1}^d$, $B = (b_{pq})_{p,q=1}^d$, $F = (f_{mpq})_{m,p,q=1}^d$, $G = (g_{mpq})_{m,p,q=1}^d$, $\Pi = (h_{mpq})_{m,p,q=1}^d$, and $J = (j_{mpq})_{m,p,q=1}^d$ be arbitrary. Then, the following conventions are used henceforth:

$$A \cdot r := \sum_{p=1}^d a_{pq} r_q \tilde{e}_p = A r, \quad (\nabla \cdot A) r = \nabla \cdot (A r), \quad (\nabla \times A) r = \nabla \times (A r), \quad (\nabla A)_{mpq} := \partial_{\nu_a} a_{mpq},$$

$$(\nabla A)^T_{mpq} := \partial_{\nu_m} a_{pq}, \quad (\nabla^2 A)_{mpq} := \partial_{\nu_{mpq}}, \quad A : B := \sum_{p=1}^d a_{pq} b_{pq}, \quad F : A := \sum_{m=1}^d f_{mpq} a_{pq} \tilde{e}_m,$$

$$F : G := \sum_{m,p,q=1}^d f_{mpq} g_{mpq}, \quad H : A := \sum_{m,p,q=1}^d h_{mpq} a_{pq} \tilde{e}_m, \quad H : F := \sum_{m,p,q=1}^d h_{mpq} f_{mpq} \tilde{e}_m,$$

$$H \cdot G := \sum_{m,p,q=1}^d h_{mpq} g_{pq} \tilde{e}_m \otimes \tilde{e}_m \otimes \tilde{e}_r, \quad H \cdot J := \sum_{m,p,q,r=1}^d h_{mpq} j_{pqr} \tilde{e}_m \otimes \tilde{e}_m \otimes \tilde{e}_r \otimes \tilde{e}_s,$$

$$||A|| := \sqrt{A : A}, \quad ||F|| := \sqrt{F : F}.$$  

Throughout, the notations $\alpha$ and $\beta$ are reserved to mark quantities related to $P$- or $S$-wave modes, i.e., $\alpha, \beta = P, S$. We will also require the orthogonal projections $\Pi_P$ and $\Pi_S$, defined by

$$\Pi_P[w] := w_P \quad \text{and} \quad \Pi_S[w] := w_S, \quad \forall w \in L^2(\mathbb{R}^d),$$

where $w_P$ and $w_S$ are respectively the pressure and shear parts of $w$ rendered by the Helmholtz decomposition, i.e.,

$$w = w_P + w_S \quad \text{with} \quad \nabla \cdot w_S = 0 \quad \text{and} \quad \nabla \times w_P = 0 \quad \text{for} \quad d = 3 \quad \text{or} \quad \text{curl} \, w_P = 0 \quad \text{for} \quad d = 2.$$  

2.2.1. Elastic moment tensor

Let $w_{pq}$, for $l, m, p, q \in \{1, \ldots, d\}$, be the solution of the transmission problem

$$\begin{cases}
L_{\alpha, \beta} w_{pq} = 0, & \text{in } \mathbb{R}^d \setminus \partial B_D, \\
\left. w_{pq} \right|_{x \in \partial B_D} = \frac{\partial}{\partial \nu} \left[ w_{pq} \right]_{x \in \partial B_D}, & \text{on } \partial B_D, \\
\left. w_{pq}(x) - \frac{x_p}{|x|^2} \tilde{e}_q \right|_{x \in \partial B_D} = O(1) & \text{as } |x| \to \infty,
\end{cases}$$

where $w_{pq}(x) := \lim_{|x| \to 0} w_{pq}(x + \nu(x))$, for all $x \in \partial B_D$. Then, the elastic moment tensor (EMT), $M(B_D)$, of the domain $B_D$, is defined by

$$m_{mpq}(B_D; \lambda_0, \lambda_1, \mu_0, \mu_1) = \int_{\partial B_D} \left( \frac{\partial}{\partial \nu} [\xi_i \tilde{e}_m] - \frac{\partial}{\partial \nu} [\xi_i \tilde{e}_m] \right) w_{pq} d\sigma.$$  

It is well known that the EMT has the symmetries $m_{mpq} = m_{qmp} = m_{qpm} = m_{qmp}$, which allow us to identify $M(B_D)$ with a symmetric linear transformation on the space of symmetric $d \times d$-matrices. Further, if $\mu_1 > \mu_0$ and $\lambda_1 > \lambda_0$ then $M(B_D)$ is positive definite. Moreover, if $B_D$ is a ball in $\mathbb{R}^d$ then

$$m_{mpq}(B_D) = \frac{d}{2} (\delta_{mp} \delta_{aq} + \delta_{mq} \delta_{ap}) + b \delta_{pq} \delta_{ab},$$  

with $\delta_{pq}$ representing the Kronecker’s delta function. The constants $a$ and $b$ (with no significance hereinafter) only depend on $d$ and the parameters $\mu_0, \mu_1, \lambda_0, \lambda_1$. The readers interested in further details are referred to [46, 47].
2.2.2. Kupradze matrix of fundamental solutions

The fundamental solution \((\Gamma^w(x, y)) \) or \((\Gamma^w(x - y)) \) of the time-harmonic elastic wave equation in \(\mathbb{R}^d \) with parameters \((\lambda_0, \mu_0, \rho_0)\), is defined as the solution to

\[
L_{\lambda_0, \mu_0} \Gamma^w(x - y) + \rho_0 \omega^2 \Gamma^w(x - y) = \delta_0(x - y) I_d, \quad \forall x \in \mathbb{R}^d,
\]

subject to the Kupradze outgoing radiation conditions. Here \(\delta_0\) is the Dirac mass at \(y\). It is well known (see [48]) that

\[
\Gamma^w(x) = \frac{1}{\mu_0} \left( I_d + \frac{1}{\kappa_5^2} \nabla \otimes \nabla \right) g_0^\omega(x) - \frac{1}{\kappa_5^2} \nabla \otimes \nabla g_{\rho}^\omega(x), \quad x \in \mathbb{R}^d \setminus \{0\},
\]

with

\[
g_0^\omega(x) = \frac{i}{4} H_0^{(1)}(\kappa_5 |x|) \quad \text{for} \quad d = 2 \quad \text{and} \quad g_{\rho}^\omega(x) = \frac{e^{i\kappa_5 \rho}}{4\pi |x|} \quad \text{for} \quad d = 3, \quad \forall x \in \mathbb{R}^d \setminus \{0\},
\]

where \(H_0^{(1)}\) is the order \(n\) Hankel function of first kind. Hereinafter, \(\Gamma^w\) is decomposed into its P- and S-parts as

\[
\Gamma^w_p(x, y) \coloneqq \Pi_p \left[ \Gamma^w(\cdot, y) \right] (x) = -\frac{1}{\mu_0 \kappa_5^2} \nabla \times \nabla g_0^\omega(x - y),
\]

\[
\Gamma^w_s(x, y) \coloneqq \Pi_s \left[ \Gamma^w(\cdot, y) \right] (x) = \frac{1}{\mu_0} \left( I_d + \frac{1}{\kappa_5^2} \nabla \times \nabla \right) g_0^\omega(x - y),
\]

such that \(\nabla \cdot \Gamma^w_p = 0\) and \(\nabla \times \Gamma^w_p = 0\) for \(d = 3\) or \(\text{curl} \Gamma^w_s = 0\) for \(d = 2\).

Following identities will be useful in the ensuing analysis (see, Appendix A for proof).

**Proposition 2.1.** Let \(n \in \mathbb{N}\) be sufficiently large. Let \(\theta_1, \ldots, \theta_n \in S^{d-1}\) be uniformly distributed directions and \(\theta_{1,\ell}, \ldots, \theta_{n,\ell}\) such that \(\{\theta_1, \theta_{j,\ell} : 1 \leq \ell \leq d - 1\}\) forms an orthonormal basis of \(\mathbb{R}^d\) for each \(j = 1, \ldots, n\). Then,

\[
\int_{S^{d-1}} e^{i\kappa_5 \cdot (y - z)} \, d\sigma(\tilde{x}) = 4 \left( \frac{\pi}{\kappa_5} \right)^{d-2} \mathfrak{g} \left( g_0^\omega(y - z) \right),
\]

\[
\frac{1}{n} \sum_{j=1}^{n} \theta_j \otimes \theta_i \cdot e^{i\kappa_5 \cdot (y - z)} = 4\rho_0 c_p \left( \frac{\pi}{\kappa_5^2} \right)^{d-2} \mathfrak{g} \left( \Gamma_p^w(y, z) \right),
\]

\[
\frac{1}{n} \sum_{j=1}^{n} \sum_{\ell=1}^{d-1} \theta_j \otimes \theta_{j,\ell} \cdot e^{i\kappa_5 \cdot (y - z)} = 4\rho_0 c_p \left( \frac{\pi}{\kappa_5^2} \right)^{d-2} \mathfrak{g} \left( \Gamma_{s}^w(y, z) \right),
\]

\[
\frac{1}{n} \sum_{j=1}^{n} i\kappa_5 \theta_j \otimes \theta_i \cdot e^{i\kappa_5 \cdot (y - z)} = 4\rho_0 c_p \left( \frac{\pi}{\kappa_5^2} \right)^{d-2} \mathfrak{g} \left( \nabla \cdot \Gamma_p^w(y, z) \right),
\]

\[
\frac{1}{n} \sum_{j=1}^{n} e^{i\kappa_5 \cdot (y - z)} \theta_j \otimes \theta_i \cdot \theta_j \otimes \theta_i \cdot \theta_i = -4\rho_0 c_p \left( \frac{\pi}{\kappa_5^2} \right)^{d-2} \mathfrak{g} \left( \nabla \times \Gamma_s^w(y, z) \right),
\]

\[
\frac{1}{n} \sum_{j=1}^{n} e^{i\kappa_5 \cdot (y - z)} \theta_j \otimes \theta_i \cdot \theta_j \otimes \theta_i \cdot \theta_i \cdot \theta_i = -4\rho_0 c_p \left( \frac{\pi}{\kappa_5^2} \right)^{d-2} \mathfrak{g} \left( \nabla \times \Gamma_p^w(y, z) \right).
\]

2.2.3. Asymptotic expansions

The following far-field expansions of \(\Gamma^w(x, y)\) and \(\nabla \cdot \Gamma^w(x, y)\) hold (see Appendix B for proof).

**Proposition 2.2.** If \(|x - y| \to +\infty\) for a fixed \(y \in \mathbb{R}^d\) then

\[
\Gamma^w(x, y) = d_0^\omega e^{-i\kappa_5 |y|} \left( \frac{e^{i\kappa_5 |y|}}{|y|^{d-1/2}} \hat{x} \otimes \hat{y} + d_0^\omega e^{-i\kappa_5 |y|} \left( I_d - \hat{x} \otimes \hat{y} \right) + O \left( \frac{1}{|y|^{(d+1)/2}} \right) \right),
\]
\[ \nabla_y \Gamma^o(x, y) = \frac{ik_d y_d^0 e^{-i\kappa_i x_d}}{\left| x_d \right|^{(d-1)/2}} \mathbb{S} \otimes \hat{x} \hat{x} + ik_d y_d^0 e^{-i\kappa_i x_d} \frac{e^{i\kappa_i y_d}}{\left| y_d \right|^{(d+1)/2}} \mathbb{S} \otimes (I_d - \hat{x} \hat{x}) + O\left( \frac{1}{\left| x_d \right|^{(d+1)/2}} \right), \]

where

\[ a_d^0 := e^{x/4} / \rho_0 c_0^2 \sqrt{8\pi} \text{ for } d = 2 \quad \text{and} \quad a_d^0 := 1/4\pi \rho_0 c_0^2 \text{ for } d = 3. \]

Let us also recall the following asymptotic expansion of the scattered field versus scale factor \( \epsilon \) (see, e.g., [2, 6]).

**Theorem 2.3.** Let \( u^{inc} \) be the solution of Lamé system (4) and \( \rho_1 \omega^2 \) be different from the Dirichlet eigenvalues of the operator \(-L_{\lambda_1, \mu_1}\) in \( L^2(D)^d \). If \( \epsilon \omega \ll 1 \) then the asymptotic expansion

\[ u^{inc}(x) = -e^{i\theta} (\nabla \Gamma^o(x, z_d) : M(B_d) : \nabla u^{inc}(z_d) + \omega^2 (\rho_0 - \rho_1) |B_d| |\nabla \Gamma^o(x, z_d) : u^{inc}(z_d)| + o(\epsilon^d \omega^2), \]

holds uniformly for all \( x \in \mathbb{R}^d \setminus \overline{D} \) far from \( \partial D \).

In view of the Proposition 2.2, the following result is readily proved.

**Corollary 2.4.** Under the assumptions of Theorem 2.3, for all \( x \in \mathbb{R}^d \setminus \overline{D} \) such that \( |x - z_d| \rightarrow +\infty \), the far-field patterns \( u^{inc}_s \) and \( u^{inc}_p \) admit the asymptotic expansions

\[ u^{inc}_s(x) = -e^{i\theta} a_d^0 e^{-i\kappa_i z_d} \left[ i \kappa \hat{x} \otimes (I_d - \hat{x} \hat{x}) : M(B_d) : \nabla u^{inc}(z_d) + \omega^2 (\rho_0 - \rho_1) |B_d| |\nabla \Gamma^o(x, z_d) : u^{inc}(z_d)| + o(\epsilon^d \omega^2), \]

\[ u^{inc}_p(x) = -e^{i\theta} a_d^0 e^{-i\kappa_i z_d} \left[ i \kappa \hat{x} \otimes (I_d - \hat{x} \hat{x}) : M(B_d) : \nabla u^{inc}(z_d) + \omega^2 (\rho_0 - \rho_1) |B_d| |\nabla \Gamma^o(x, z_d) : u^{inc}(z_d)| + o(\epsilon^d \omega^2). \]

**2.2.4. Elastic Herglotz wave fields**

If \( w = w_p \oplus w_s \in L^2(\mathbb{S}^{d-1}) \oplus L^2(\mathbb{S}^{d-1}) \) then the superposition of plane waves,

\[ \mathcal{H}(w)(x) := \int_{\mathbb{S}^{d-1}} \left( e^{i\kappa \hat{x} \hat{y}} w_p(\hat{y}) + e^{i\kappa \hat{x} \hat{y}} w_s(\hat{y}) \right) d\sigma(\hat{y}), \quad x \in \mathbb{R}^d, \]

is coined as the elastic Herglotz wave field with kernel \( w \). Note that, for all \( w \in L^2(\mathbb{S}^{d-1}; \mathbb{C}^d)^d \), the field \( \mathcal{H}(w) \) is an entire solution to the time-harmonic elastic wave equation. For further details on elastic Herglotz functions, the reader is suggested to consult Dassios and Rigou [49, 50].

**3. Location search using topological sensitivity indicators**

In this investigation, a \( L^2 \)-discrepancy based cost functional and topological sensitivity based location indicators resulting therefrom are considered for identifying the location \( z_d \) of the inclusion \( D \). Towards this end, a search point \( z_S \in \mathbb{R}^d \) is considered and a trial inclusion \( D_S := \delta B_S + z_S \) is nucleated inside the background medium with scale factor \( \delta \) \( \in \mathbb{R}^+ \), smooth reference domain \( B_S \) and corresponding parameters \( (\lambda_2, \mu_2, \rho_2) \) which satisfy similar constraints as in Eqs. (1) and (2). The interaction of the probing incident field \( u^{inc} \) with the medium containing trial inclusion \( D_S \) generates the corresponding far-field patterns \( u^{inc}_s, u^{inc}_p, u^{inc}_s \), and \( u^{inc}_p \), which satisfy similar equations and asymptotic expansions as \( u^{inc}_s, u^{inc}_p, u^{inc}_s \), and \( u^{inc}_p \) with \( (\lambda_1, \mu_1, \rho_1, z_d, B_D, \epsilon) \) replaced by \( (\lambda_2, \mu_2, \rho_2, z_S, B_S, \delta) \) under the assumption that \( \omega \delta \ll 1 \). Then, for any search point \( z_S \in \mathbb{R}^d \), the discrepancy functional

\[ J u^{inc}(z_s) := \frac{1}{2} \int_{\mathbb{S}^{d-1}} |u^{inc}_s(\hat{x}) - u^{inc}_s(\hat{x})|^2 d\sigma(\hat{x}), \]

\[ J \] is considered in the hope that the point \( z_S \in \mathbb{R}^d \) for which far-field pattern \( u^{inc}_s \) minimizes \( J [u^{inc}] \) is the sought point \( z_D \). Instead of directly solving the optimization problem (16), the topological derivative of \( J [u^{inc}] \) is derived and the location indicators are constructed therefrom. Towards this end, the definition of the topological derivative of cost functional \( J [u^{inc}] \) is reminded below.
**Definition 3.1.** For any \( z_S \in \mathbb{R}^d \) and incident wave \( u^{\text{inc}} \), the topological derivative of \( J[u^{\text{inc}}] \) is defined as
\[
\partial_T J[u^{\text{inc}}](z_S) := \partial J[u^{\text{inc}}]/\partial \delta_T|_{\delta_T=0}(z_S).
\]

**3.1. Location indicators**

The first topological sensitivity based single-short location indicator is defined as
\[
I_{TD}^{\text{inc}}[u^{\text{inc}}](z_S) := -\partial_T J[u^{\text{inc}}](z_S), \quad \forall z_S \in \mathbb{R}^d.
\]

In the same spirit, the corresponding multi-short location indicator can be constructed from indicator (17) for plane incident fields of the form (3). Precisely, for \( n \) uniformly distributed directions \( \theta_1, \cdots, \theta_n \in S^{d-1} \) and the corresponding incident plane waves \( u_j^0 \) or \( u_j^{\text{inc}} \), defined as
\[
u_j^0(x) := \theta_j e^{i \nu_j x \theta_j}, \quad \text{and} \quad u_j^{\text{inc}}(x) := \theta_j^{\text{inc}} e^{i \nu_j x \theta_j}, \quad 1 \leq j \leq d - 1,
\]
the multi-short location indicator \( I_{TD}^{\text{inc}} : \mathbb{R}^d \to \mathbb{R} \) is defined as
\[
I_{TD}^{\text{inc}}(z_S; P) := \frac{1}{n} \sum_{j=1}^{n} I_{TD}^{\text{inc}}[u_j^0](z_S), \quad \text{or} \quad I_{TD}^{\text{inc}}(z_S; S) := \frac{1}{n} \sum_{j=1}^{d-1} I_{TD}^{\text{inc}}[u_j^{\text{inc}}](z_S).
\]

By construction, if the contrasts \((\lambda_2 - \lambda_0)\) and \((\mu_2 - \mu_0)\) have the same signs as \((\lambda_1 - \lambda_0)\) and \((\mu_1 - \mu_0)\), respectively, then the indicators \( I_{TD}^{\text{inc}}[u^{\text{inc}}](z_S) \) and \( I_{TD}^{\text{inc}}(z_S; \alpha) \), defined in Eq. (17) and (19), are expected to achieve the most prominent increase at \( z_S \) near \( z_D \) and should decay very rapidly for \( z_S \) away from \( z_D \). It is simply due to the fact that \( I_{TD}^{\text{inc}}[u^{\text{inc}}](z_S) \) is negative of the derivative of \( J[u^{\text{inc}}] \) which should observe most significant decrease near \( z_D \). In order to verify these capabilities of the indicators \( z_S \mapsto I_{TD}^{\text{inc}}[u^{\text{inc}}](z_S) \) and \( z_S \mapsto I_{TD}^{\text{inc}}(z_S; \alpha) \), the sensitivity and resolution analysis will be performed in Section 3.2. Towards this end, the expression for \( I_{TD}^{\text{inc}}[u^{\text{inc}}] \) is derived in Theorem 3.2.

**Theorem 3.2.** For all \( z_S \in \mathbb{R}^d \),
\[
I_{TD}^{\text{inc}}[u^{\text{inc}}](z_S) = \sum_{a \in P, S} \Re \left\{ \alpha^a \nabla H \left[ u^{\text{inc}} \right] (z_S) : M(B_S) : \nabla u^{\text{inc}}(z_S) - a^a \omega^2 (\rho_0 - \rho_2) B_S [H] [u^{\text{inc}}](z_S) \cdot u^{\text{inc}}(z_S) \right\}.
\]

**Proof.** Let us first expand \( J[u^{\text{inc}}](z_S) \) as
\[
J[u^{\text{inc}}](z_S) = \frac{1}{2} \int_{S^{d-1}} \left| u_r(\hat{\mathbf{k}}) \right|^2 d\sigma(\hat{\mathbf{k}}) - \Re \left( \int_{S^{d-1}} u_r(\hat{\mathbf{k}}) \cdot \left[ u_r^{\text{inc}}(\hat{\mathbf{k}}) u_0^{\text{inc}}(\hat{\mathbf{k}}) d\sigma(\hat{\mathbf{k}}) \right] \right) + \frac{1}{2} \int_{S^{d-1}} \left| u_0^{\text{inc}}(\hat{\mathbf{k}}) \right|^2 d\sigma(\hat{\mathbf{k}}).
\]
In view of Theorem 2.3, the last term on the RHS is of order \( o(\delta_T^2) \). Consequently,
\[
J[u^{\text{inc}}](z_S) = \frac{1}{2} \int_{S^{d-1}} \left| u_r(\hat{\mathbf{k}}) \right|^2 d\sigma(\hat{\mathbf{k}}) - \Re \left( \int_{S^{d-1}} u_r(\hat{\mathbf{k}}) \cdot \left[ u_r^{\text{inc}}(\hat{\mathbf{k}}) d\sigma(\hat{\mathbf{k}}) \right] \right) + o(\delta_T^2).
\]
Note that the total far-field pattern \( u_0^{\text{inc}} \) can be expanded as well using Corollary 2.4 so that
\[
J[u^{\text{inc}}](z_S) = \frac{1}{2} \int_{S^{d-1}} \left| u_r(\hat{\mathbf{k}}) \right|^2 d\sigma(\hat{\mathbf{k}}) + \Re \left\{ ik\rho a^a \delta_T \int_{S^{d-1}} \left( u_r^{\text{inc}}(\hat{\mathbf{k}}) e^{i \nu_j x \theta_j} \right) \cdot \left[ (\hat{\mathbf{k}} \otimes \hat{\mathbf{k}}) \otimes \hat{\mathbf{k}} : M(B_S) : \nabla u^{\text{inc}}(z_S) \right] d\sigma(\hat{\mathbf{k}}) \right\}
\]
\[
+ \Re \left\{ ik \rho a^a \delta_T \int_{S^{d-1}} \left( u_r^{\text{inc}}(\hat{\mathbf{k}}) e^{i \nu_j x \theta_j} \right) \cdot \left[ (\hat{\mathbf{k}} \otimes \mathbf{I} - \hat{\mathbf{k}} \otimes \hat{\mathbf{k}}) : M(B_S) : \nabla u^{\text{inc}}(z_S) \right] d\sigma(\hat{\mathbf{k}}) \right\}
\]
\[
+ \Re \left\{ ik \rho a^a \delta_T \int_{S^{d-1}} \left( u_r^{\text{inc}}(\hat{\mathbf{k}}) e^{i \nu_j x \theta_j} \right) \cdot \left[ (\mathbf{I} - \hat{\mathbf{k}} \otimes \hat{\mathbf{k}}) : M(B_S) : \nabla u^{\text{inc}}(z_S) \right] d\sigma(\hat{\mathbf{k}}) \right\} + o(\delta_T^2).
\]
Recall that, for any vector \( \mathbf{w} \),\n\[
(\hat{\mathbf{x}} \otimes \hat{\mathbf{x}}) \mathbf{w} = (\hat{\mathbf{x}} \cdot \mathbf{w}) \hat{\mathbf{x}} \quad \text{and} \quad (I_d - \hat{\mathbf{x}} \otimes \hat{\mathbf{x}}) \mathbf{w} = \begin{cases} (\hat{\mathbf{x}}^\perp \cdot \mathbf{w}) \hat{\mathbf{x}}^\perp, & d = 2, \\ \hat{\mathbf{x}} \times (\mathbf{w} \times \hat{\mathbf{x}}), & d = 3. \end{cases}
\]

Moreover, since \( \mathbf{u}_{r,p}^\infty \in L_2^p(\mathbb{S}^{d-1}) \) and \( \mathbf{u}_{r,S}^\infty \in L_2^S(\mathbb{S}^{d-1}) \), it is easy to see that
\[
\mathbf{u}_{r,p}^\infty(\hat{\mathbf{x}}) = (\hat{\mathbf{x}} \cdot \mathbf{u}_{r}^\infty(\hat{\mathbf{x}}))\hat{\mathbf{x}} \quad \text{and} \quad \mathbf{u}_{r,S}^\infty(\hat{\mathbf{x}}) = \begin{cases} (\hat{\mathbf{x}}^\perp \cdot \mathbf{u}_{r}^\infty(\hat{\mathbf{x}}))\hat{\mathbf{x}}^\perp, & d = 2, \\ \hat{\mathbf{x}} \times (\mathbf{u}_{r}^\infty(\hat{\mathbf{x}}) \times \hat{\mathbf{x}}), & d = 3. \end{cases}
\]

Consequently, the expression (21), together with the identities (22) and (23), renders
\[
\mathcal{F}[\mathbf{u}^\infty](z_S) = \frac{1}{2} \int_{\mathbb{S}^{d-1}} |\mathbf{u}_{r}^\infty(\hat{\mathbf{x}})|^2 \, d\sigma(\hat{\mathbf{x}}) + \sum_{\alpha = P,S} \Re \left\{ i\epsilon_{\alpha} \alpha^2 \delta^d \int_{\mathbb{S}^{d-1}} \hat{\mathbf{x}} \otimes \mathbf{u}_{r}^\infty(\hat{\mathbf{x}}) e^{i\epsilon \cdot \mathbf{x}} \, d\sigma(\hat{\mathbf{x}}) : M(B_S) : \nabla \mathbf{u}^\infty(z_S) \right\}
\]
\[
\quad + \Re \left\{ \alpha^2 \delta^d (\rho_0 - \rho_2) |B_S|^d \int_{\mathbb{S}^{d-1}} \mathbf{u}_{r}^\infty(\hat{\mathbf{x}}) e^{i\epsilon \cdot \mathbf{x}} \, d\sigma(\hat{\mathbf{x}}) \cdot \mathbf{u}^\infty(z_S) \right\} + o(\delta^d)
\]
\[
= \sum_{\alpha = P,S} \left[ - \Re \left\{ \alpha^2 \delta^d \nabla \mathcal{H}[\mathbf{u}_{r}^\infty](z_S) : M(B_S) : \nabla \mathbf{u}^\infty(z_S) \right\} + \Re \left\{ \alpha^2 \delta^d (\rho_0 - \rho_2) |B_S|^d \mathcal{H}[\mathbf{u}_{r}^\infty](z_S) : \mathbf{u}^\infty(z_S) \right\} \right] + o(\delta^d).
\]

Finally, using the definition of the Herlhotz wave field with kernel \( \mathbf{u}_{r}^\infty \), one arrives at
\[
\frac{1}{\delta^d} \left( \mathcal{F}[\mathbf{u}^\infty](z_S) - \frac{1}{2} \int_{\mathbb{S}^{d-1}} |\mathbf{u}_{r}^\infty(\hat{\mathbf{x}})|^2 \, d\sigma(\hat{\mathbf{x}}) \right)
\]
\[
= \sum_{\alpha = P,S} \left[ - \Re \left\{ \alpha^2 \delta^d \nabla \mathcal{H}[\mathbf{u}_{r}^\infty](z_S) : M(B_S) : \nabla \mathbf{u}^\infty(z_S) \right\} + \Re \left\{ \alpha^2 \delta^d (\rho_0 - \rho_2) |B_S|^d \mathcal{H}[\mathbf{u}_{r}^\infty](z_S) : \mathbf{u}^\infty(z_S) \right\} \right] + o(\delta^d).
\]

By passing the limit \( \delta^d \to 0 \), the topological derivative of the cost functional \( \mathcal{F}[\mathbf{u}^\infty](z_S) \) is obtained and the required expression (20) for \( I_{TD}[\mathbf{u}^\infty] \) follows immediately.

Before proceeding to the analysis of the topological sensitivity of \( I_{TD}[\mathbf{u}^\infty] \), note that the asymptotic expansions of the Herlhotz wave fields \( \mathcal{H}[\mathbf{u}_{r}^\infty] \) as \( \epsilon^d \to 0 \) are required. Towards this end, the following result holds.

**Lemma 3.3.** Let \( \rho_1 \omega^2 \) be different from the eigenvalues of \(-L_{\beta,\beta} \), in \( L^2(D)^d \) and \( \omega \ll 1 \). Then, for all \( \mathbf{z} \in \mathbb{R}^d \),
\[
\mathcal{H}[\mathbf{u}_{r}^\infty](\mathbf{z}) = -4\rho_0 \alpha^2 \delta^d e^{\frac{\pi}{\kappa_0}} \left( \nabla \mathcal{S}[\mathbf{u}_{r}^\infty(\mathbf{z}, \mathbf{z}_D)] : M(B_D) : \nabla \mathbf{u}^\infty(\mathbf{z}_D) + \omega^2 (\rho_0 - \rho_1) |B_D| \mathcal{S}[\mathbf{u}_{r}^\infty(\mathbf{z}, \mathbf{z}_D)] : \mathbf{u}^\infty(\mathbf{z}_D) \right) + o(\epsilon^d \omega^d).
\]

**Proof.** Let us first consider the case \( \alpha = P \). By definition of the Herlhotz wave field and Corollary 2.4, for all \( \mathbf{z}_S \in \mathbb{R}^d \),
\[
\mathcal{H}[\mathbf{u}_{r,P}^\infty](\mathbf{z}) = -ik_{1} \epsilon_{\alpha} \rho_1 \delta^d e^{\frac{\pi}{\kappa_0}} \int_{\mathbb{S}^{d-1}} e^{i\epsilon \cdot \mathbf{x}} \hat{\mathbf{x}} \otimes \hat{\mathbf{x}} : M(B_D) : \nabla \mathbf{u}^\infty(\mathbf{z}_D) d\sigma(\hat{\mathbf{x}})
\]
\[
- \alpha^2 \delta^d (\rho_0 - \rho_1) |B_D|^d e^{\frac{\pi}{\kappa_0}} \int_{\mathbb{S}^{d-1}} e^{i\epsilon \cdot \mathbf{x}} \hat{\mathbf{x}} \otimes \hat{\mathbf{x}} : \mathbf{u}^\infty(\mathbf{z}_D) d\sigma(\hat{\mathbf{x}}) + o(\epsilon^d \omega^d),
\]

\[
\mathcal{H}[\mathbf{u}_{r,S}^\infty](\mathbf{z}) = -ik_{1} \epsilon_{\alpha} \rho_1 \delta^d e^{\frac{\pi}{\kappa_0}} \int_{\mathbb{S}^{d-1}} e^{i\epsilon \cdot \mathbf{x}} \hat{\mathbf{x}} \otimes \hat{\mathbf{x}} : M(B_D) : \nabla \mathbf{u}^\infty(\mathbf{z}_D) d\sigma(\hat{\mathbf{x}})
\]
\[
- \alpha \delta^d (\rho_0 - \rho_1) |B_D|^d e^{\frac{\pi}{\kappa_0}} \int_{\mathbb{S}^{d-1}} e^{i\epsilon \cdot \mathbf{x}} \hat{\mathbf{x}} \otimes \hat{\mathbf{x}} : \mathbf{u}^\infty(\mathbf{z}_D) d\sigma(\hat{\mathbf{x}}) + o(\epsilon^d \omega^d),
\]

\[
\mathcal{H}[\mathbf{u}_{r,P}^\infty](\mathbf{z}) = -ik_{1} \epsilon_{\alpha} \rho_1 \delta^d e^{\frac{\pi}{\kappa_0}} \int_{\mathbb{S}^{d-1}} e^{i\epsilon \cdot \mathbf{x}} \hat{\mathbf{x}} \otimes \hat{\mathbf{x}} : M(B_D) : \nabla \mathbf{u}^\infty(\mathbf{z}_D) d\sigma(\hat{\mathbf{x}})
\]
\[
- \alpha^2 \delta^d (\rho_0 - \rho_1) |B_D|^d e^{\frac{\pi}{\kappa_0}} \int_{\mathbb{S}^{d-1}} e^{i\epsilon \cdot \mathbf{x}} \hat{\mathbf{x}} \otimes \hat{\mathbf{x}} : \mathbf{u}^\infty(\mathbf{z}_D) d\sigma(\hat{\mathbf{x}}) + o(\epsilon^d \omega^d),
\]
or equivalently,
\[
\mathcal{H}\left[u_{\infty}^{\omega}\right](z) = \frac{d_{\omega}^{2}}{k_{\omega}^{2}} \nabla z \otimes \nabla z \int_{\Omega_{-1}} (e^{i \kappa_{\omega}(z - z_{0}))} d\sigma(\hat{z}) : M(B_{\omega}) : \nabla u_{\text{inc}}(z_{D}) + o(e^{d} \omega^{d}).
\]

This, together with the identity (7), yields
\[
\mathcal{H}\left[u_{\infty}^{\omega}\right](z) = 4 \left( \frac{\pi}{k_{\omega}} \right)^{d-2} \frac{d_{\omega}^{2}}{k_{\omega}^{2}} \nabla z \otimes \nabla z \int_{\Omega_{-1}} (e^{i \kappa_{\omega}(z - z_{0}))} d\sigma(\hat{z}) : M(B_{\omega}) : \nabla u_{\text{inc}}(z_{D}) + o(e^{d} \omega^{d}).
\]

Finally, by the definition of \( \Gamma_{\omega}^{\omega} \), it can be easily seen that
\[
\mathcal{H}\left[u_{\infty}^{\omega}\right](z) = -4 \left( \frac{\pi}{k_{\omega}} \right)^{d-2} \frac{d_{\omega}^{2}}{k_{\omega}^{2}} \rho_{\omega}^{2} \nabla z \otimes \nabla z \int_{\Omega_{-1}} (e^{i \kappa_{\omega}(z - z_{0}))} d\sigma(\hat{z}) : M(B_{\omega}) : \nabla u_{\text{inc}}(z_{D}) + o(e^{d} \omega^{d}).
\]

For \( \alpha = S \), Corollary 2.4 is once again invoked so that, for all \( z_{S} \in \mathbb{R}^{d} \),
\[
\mathcal{H}\left[u_{\infty}^{S}\right](z) = -i k_{S} d_{S} e^{d} \int_{\Omega_{-1}} e^{i \kappa_{S}(z - z_{0}))} \otimes (I_{S} - \hat{z} \otimes \hat{z}) : M(B_{S}) : \nabla u_{\text{inc}}(z_{D}) d\sigma(\hat{z}) \]
\[
- d_{S}^{2} \rho_{S}^{2} \nabla z \otimes \nabla z \int_{\Omega_{-1}} e^{i \kappa_{S}(z - z_{0}))} (I_{S} - \hat{z} \otimes \hat{z}) : \nabla u_{\text{inc}}(z_{D}) d\sigma(\hat{z}) + o(e^{d} \omega^{d}).
\]

Again using identity (7), one gets
\[
\mathcal{H}\left[u_{\infty}^{S}\right](z) = - d_{S}^{2} e^{d} \nabla z \left( I_{S} + \frac{1}{k_{S}} \nabla z \otimes \nabla z \right) \int_{\Omega_{-1}} (e^{i \kappa_{S}(z - z_{0}))} d\sigma(\hat{z}) : M(B_{S}) : \nabla u_{\text{inc}}(z_{D}) + o(e^{d} \omega^{d})
\]
\[
- d_{S}^{2} \rho_{S}^{2} \nabla z \otimes \nabla z \int_{\Omega_{-1}} (e^{i \kappa_{S}(z - z_{0}))} d\sigma(\hat{z}) : \nabla u_{\text{inc}}(z_{D}) + o(e^{d} \omega^{d})
\]
\[
= - 4 \left( \frac{\pi}{k_{S}} \right)^{d-2} d_{S}^{2} e^{d} \nabla z \left( I_{S} + \frac{1}{k_{S}} \nabla z \otimes \nabla z \right) \int_{\Omega_{-1}} (e^{i \kappa_{S}(z - z_{0}))} d\sigma(\hat{z}) : \nabla u_{\text{inc}}(z_{D}) + o(e^{d} \omega^{d})
\]
\[
- 4 \left( \frac{\pi}{k_{S}} \right)^{d-2} d_{S}^{2} \rho_{S}^{2} \nabla z \otimes \nabla z \int_{\Omega_{-1}} (e^{i \kappa_{S}(z - z_{0}))} d\sigma(\hat{z}) : \nabla u_{\text{inc}}(z_{D}) + o(e^{d} \omega^{d}).
\]

The desired result easily follows from the expression of \( \Gamma_{\omega}^{\omega} \). This completes the proof. \( \square \)

3.2. Sensitivity and resolution analysis

Let us now discuss the sensitivity of the location indicators. Remark that \( I_{TP}[u_{\text{inc}}] \) depends on the back-propagator \( \mathcal{H}[u_{\infty}^{\omega}] \) which consists of two terms, a density contrast term (involving \( \rho_{0} - \rho_{1} \)) and an elastic contrast term (involving \( M(B_{\omega}) \)), as suggested by Lemma 3.3. Accordingly, two separate cases are considered for brevity. Specifically, the inclusion is assumed to have either a density contrast (i.e., \( \lambda_{0} = \lambda_{1}, \mu_{0} = \mu_{1} \) and \( \rho_{0} \neq \rho_{1} \)) or an elasticity contrast (i.e., \( \lambda_{0} \neq \lambda_{1}, \mu_{0} \neq \mu_{1} \) and \( \rho_{0} = \rho_{1} \)) with the background medium throughout in this article. The general case is delicate but amenable to the same treatment.
3.2.1. Density contrast

If it is a priori known that the true inclusion has only a density contrast with the background medium then the trial inclusion is also nucleated with a density contrast only. Moreover, it is assumed that the density contrasts of the trial and the true inclusions with the background have the same signs, i.e., the parameter \( \rho_2 \) is such that \((\rho_0 - \rho_1)(\rho_0 - \rho_2) > 0\).

For ease of notation, a parameter \( \tau \) is introduced by

\[
\tau := |B_S| |B_D| (\rho_0 - \rho_1)(\rho_0 - \rho_2).
\]

The location indicator \( I_{TD}[\mathbf{u}^{inc}] \) and back-propagator \( \mathcal{H}[\mathbf{u}^{inc}_a] \) in the density contrast case appear to be

\[
I_{TD}[\mathbf{u}^{inc}](\mathbf{z}_S) = - \sum_{a \in P_S} \Re \left( \alpha_a^2 \omega^2 (\rho_0 - \rho_2) |B_S| \mathcal{H}[\mathbf{u}^{inc}_a](\mathbf{z}_S) \cdot \mathbf{u}^{inc}(\mathbf{z}_S) \right),
\]

\[
\mathcal{H}[\mathbf{u}^{inc}_a](\mathbf{z}_S) \approx -4 \frac{\pi}{\kappa_a} \rho_0 \alpha_a^2 \omega^2 (\rho_0 - \rho_1) |B_D| e^d \mathcal{S} \left[ \mathbf{u}^{inc}_a(\mathbf{z}_S, \mathbf{z}_D) \right] \cdot \mathbf{u}^{inc}(\mathbf{z}_D), \quad \forall \mathbf{z}_S \in \mathbb{R}^d.
\]

It is worthwhile remarking that the back-propagators \( \mathcal{H}[\mathbf{u}^{inc}_a](\mathbf{z}_S) \) and \( \mathcal{H}[\mathbf{u}^{inc}_a](\mathbf{z}_D) \) are respectively solenoidal and irrotational in the regime \( \epsilon \rightarrow 0 \). In fact, it is easy to check, e.g., for \( d = 3 \), that

\[
\nabla \times \mathcal{H}[\mathbf{u}^{inc}_a](\mathbf{z}_S) \propto \nabla \times \left( 3 \left[ \mathbf{I}^0(\mathbf{z}_S, \mathbf{z}_D) \right] \cdot \mathbf{u}^{inc}(\mathbf{z}_D) \right) = 0,
\]

\[
\nabla \cdot \mathcal{H}[\mathbf{u}^{inc}_a](\mathbf{z}_S) \propto \nabla \cdot \left( 3 \left[ \mathbf{I}^0(\mathbf{z}_S, \mathbf{z}_D) \right] \cdot \mathbf{u}^{inc}(\mathbf{z}_D) \right) = 0.
\]

This observation, together with (25) in (24), leads us to the simplified form

\[
I_{TD}[\mathbf{u}^{inc}](\mathbf{z}_S) = \omega^3 \gamma_d \epsilon \Re \left\{ \sum_{a \in P_S} \frac{1}{\alpha_a^2} \mathcal{S} \left[ \mathbf{I}^0(\mathbf{z}_S, \mathbf{z}_D) \right] \cdot \mathbf{u}^{inc}(\mathbf{z}_D) \cdot \mathbf{u}^{inc}(\mathbf{z}_S) \right\},
\]

where \( \gamma_d := 1/(2^{d-1} \pi \rho_0) \). In particular, when \( \mathbf{u}^{inc} \) is a \( \beta \)-plane wave, with \( \beta = P \) or \( S \),

\[
I_{TD}[\mathbf{u}^\beta](\mathbf{z}_S) \approx \omega^3 \gamma_d \epsilon \Re \left\{ \sum_{a \in P_S} \frac{1}{\alpha_a^2} \mathcal{S} \left[ \mathbf{I}^0(\mathbf{z}_S, \mathbf{z}_D) \right] \cdot \mathbf{u}^\beta(\mathbf{z}_D) \cdot \mathbf{u}^\beta(\mathbf{z}_S) \right\}
\]

\[
= \omega^3 \gamma_d \epsilon \Re \left\{ \mathcal{S} \left[ \mathbf{I}^0(\mathbf{z}_S, \mathbf{z}_D) \right] \cdot \mathbf{u}^\beta(\mathbf{z}_S) \right\}.
\]

The expression (27) clearly shows that if the medium is probed by an incident \( \beta \)-wave then the single-short location indicator is proportional to the imaginary part of \( \beta \)-component of the Kupradze matrix, which observes a sharp peak at the point \( \mathbf{z}_S \) near the true location \( \mathbf{z}_D \) of the inclusion \( D \) with a focal spot size of the order of half the wavelength of \( \beta \)-wave. For instance, when \( \beta = S \) and \( d = 3 \),

\[
I_{TD}[\mathbf{u}^S](\mathbf{z}_S) \propto \cos(k_S \mathbf{r} \cdot (\mathbf{z}_S - \mathbf{z}_D)) \mathcal{S} \left[ \mathbf{I}^0(\mathbf{z}_S, \mathbf{z}_D) \right] \theta^+ \cdot \theta^+
\]

\[
= \cos(k_S \mathbf{r} \cdot \mathbf{r}) \left[ \frac{2}{3} j_0(k_S |\mathbf{r}|) \mathbf{I}_1 + j_2(k_S |\mathbf{r}|) \left( \mathbf{r} \otimes \mathbf{r} - \frac{1}{3} \mathbf{I}_1 \right) \right] \theta^+ \cdot \theta^+.
\]

where \( \mathbf{r} := \mathbf{z}_S - \mathbf{z}_D \) and \( j_m \) is the spherical Bessel function of first kind and order \( m \). Recall that \( j_m(k_S |\mathbf{r}|) = O(1/k_S |\mathbf{r}|) \) as \( k_S |\mathbf{r}| \rightarrow +\infty \) (see, e.g., [51, Sec. 10.52]). Moreover, its focal spot size is of the order of the wavelength of \( S \)-wave. Since \( \cos(k_S \mathbf{r} \cdot \mathbf{r}) \) is a bounded function, it is evident that \( \mathbf{z}_S \mapsto I_{TD}[\mathbf{u}^S] \) observes a very prominent peak that has diameter determined by the wavelength of \( S \)-wave as \( \mathbf{z}_S \rightarrow \mathbf{z}_D \). In general, it tells us that the location indicator \( I_{TD}[\mathbf{u}^{inc}] \) in density contrast case is felicitous to identify \( \mathbf{z}_D \) with Rayleigh resolution.

Let us now discuss the sensitivity of the multi-short location indicator. The following result holds.
Lemma 3.4. If \( n \in \mathbb{N} \) is sufficiently large then for any search point \( z_S \in \mathbb{R}^d \),

\[
I_{TD}^n(z_S; \alpha) \approx 4\rho \omega^3 \gamma_d \epsilon_d e^d \left( \frac{\pi}{k_a}\right)^{d-2} \Phi_{\alpha,\alpha}(z_S, z_D),
\]

where \( \Phi_{\alpha,\beta} : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \), for \( \alpha, \beta = P, S \), is defined as

\[
\Phi_{\alpha,\beta}(z, z') := \mathcal{G}\left[\Gamma^\omega(z, z')\right] : \mathcal{G}\left[\Gamma^\omega(z, z')\right].
\]

Proof. For \( \alpha = P \), by virtue of expression (26),

\[
I_{TD}^n(z_S; P) \approx \frac{1}{n} \sum_{j=1}^n \omega^3 \gamma_d \epsilon_d e^d \mathcal{R} \left\{ \frac{1}{c_P} \mathcal{G}\left[\Gamma^\omega(z_S, z_D)\right] \right\} \left\{ \frac{1}{n} \sum_{j=1}^n \theta_j \otimes \theta_j e^{i\kappa(z_S - z_D) \theta} \right\}.
\]

Substituting the expression (18) for \( u_j^f \) and using \( A\theta : \theta = A : \theta \otimes \theta \) for arbitrary \( A \in \mathbb{R}^{d \times d} \) and \( \theta \in \mathbb{R}^d \), one gets

\[
I_{TD}^n(z_S; P) \approx \omega^3 \gamma_d \epsilon_d e^d \mathcal{R} \left\{ \frac{1}{c_P} \mathcal{G}\left[\Gamma^\omega(z_S, z_D)\right] \right\} \left\{ \frac{1}{n} \sum_{j=1}^n \theta_j \otimes \theta_j e^{i\kappa(z_S - z_D) \theta} \right\}.
\]

Therefore, the desired result is obtained by invoking approximation (8).

Similarly, for \( \alpha = S \),

\[
I_{TD}^n(z_S; S) \approx \frac{1}{n} \sum_{j=1}^n \sum_{\ell=1}^{d-1} \omega^3 \gamma_d \epsilon_d e^d \mathcal{R} \left\{ \frac{1}{c_S} \mathcal{G}\left[\Gamma^\omega(z_S, z_D)\right] \right\} \left\{ \frac{1}{n} \sum_{j=1}^n \theta_j^{\perp, \ell} \otimes \theta_j^{\perp, \ell} e^{i\kappa(z_S - z_D) \theta} \right\}.
\]

Substituting the expression (18) for \( u_j^{f, \ell} \) and once again using \( A\theta : \theta = A : \theta \otimes \theta \), one obtains

\[
I_{TD}^n(z_S; S) \approx \omega^3 \gamma_d \epsilon_d e^d \mathcal{R} \left\{ \frac{1}{c_S} \mathcal{G}\left[\Gamma^\omega(z_S, z_D)\right] \right\} \left\{ \frac{1}{n} \sum_{j=1}^n \sum_{\ell=1}^{d-1} \theta_j^{\perp, \ell} \otimes \theta_j^{\perp, \ell} e^{i\kappa(z_S - z_D) \theta} \right\}.
\]

Since \( \{\theta_j^{\perp, \ell}\} \) forms an orthonormal basis of \( \mathbb{R}^d \) for each \( j = 1, \cdots, n \) and \( n \in \mathbb{N} \) is sufficiently large, therefore identity (9) can be invoked to get the desired result. This completes the proof.

As discussed in the single-short case, it can be observed from Lemma 3.4 that the multi-short indicator \( z_S \mapsto I_{TD}^n(z_S; \alpha) \) is proportional to \( \|\mathcal{G}\left[\Gamma^\omega(z_S, z_D)\right]\|^2 \) (instead of \( \|\mathcal{G}\left[\Gamma^\omega(z_S, z_D)\right]\| \) as in the single-short case). Therefore, multi-short indicator in density contrast case attains most prominent increase as \( z_S \) approaches \( z_D \) and decays rapidly as \( z_S \) moves away from \( z_D \). Moreover, the resolution of the multi-short indicator is better than that of the single-short indicator.

3.2.2. Elasticity contrast

If \( D \) has only an elasticity contrast then the trial inclusion is also nucleated with an elastic contrast only. Therefore, location indicator \( I_{TD}[u^{inc}] \) and back-propagator \( \mathcal{H}[u^{inc}] \) for an elasticity contrast admit expressions

\[
I_{TD}[u^{inc}](z_S) = \sum_{\alpha=PS} \mathcal{R}\left\{ \alpha^d \nabla\mathcal{H}[u^{inc}] (z_S) : \mathbb{M}(B_S) : \nabla u^{inc} (z_S) \right\},
\]

\[
\mathcal{H}[u^{inc}](z_S) \approx -4 \left( \frac{\pi}{k_a}\right)^{d-2} \rho \omega^2 \epsilon_d e^d \mathcal{R} \left\{ \mathcal{G}\left[\Gamma^\omega(z_S, z_D)\right] : \mathbb{M}(B_D) : \nabla u^{inc} (z_S) \right\}.
\]

Unlike the density contrast case, the back-propagators have both solenoidal and irrotational components. This is because of the mode-conversion phenomenon due to a discrepancy between the Lamé parameters of the inclusion and
the background medium. The asymptotic expression of $I_{TD}^{inc}(z_S)$ is obtained by substituting Eq. (30) in Eq. (29) as

$$I_{TD}^{inc}(z_S) \approx -\frac{\gamma_d}{\omega} e^{i\omega} \int \nabla z_s \left( \sum_{\alpha \in P} \frac{1}{c_\alpha} \nabla z_S \mathcal{I} \left[ \Gamma_{\alpha}^\omega(z_S, z_D) \right] : \mathbb{M}(B_D) : \nabla u^{inc}(z_D) \right) : \mathbb{M}(B_S) : \nabla u^{inc}(z_S) \right). \quad (31)$$

Apparently, expression (31) of the indicator $I_{TD}^{inc}$ in the elasticity contrast case is similar to that in the density contrast case, specifically, $I_{TD}^{inc}(z_S)$ is proportional to some function of $\mathcal{I} \left[ \Gamma_{\alpha}^\omega(z_S, z_D) \right]$. However, there are significant differences between expressions (26) and (31). First of all, the location indicator in elastic contrast case is a weighted sum of the P- and S-components of the Kupradze matrix wherein the weights depend on the corresponding wave speeds and the EMT. It is not clear if the weighted sum achieves the maximum increase when $z_S \rightarrow z_D$. Secondly, there is a mode-conversion occurring through the EMT due to the contrast between the Lamé parameters (see, e.g., [52]). Therefore, it is not guaranteed that the topological sensitivity based location indicator renders the true location of the inclusion. Even if it does so, the mode-coupling between P- and S-components will degenerate the resolution of the localization. These observations will be backed by the analysis of the multi-short location indicator. Towards this end, the following result holds.

**Lemma 3.5.** If $n \in \mathbb{N}$ is sufficiently large then, for any search point $z_S \in \mathbb{R}^d$,

$$I_{TD}^n(z_S ; \alpha) = \frac{4\gamma_d}{\omega} e^{i\omega} \int \nabla z_s \left( \sum_{\alpha \in P} \frac{1}{c_\alpha} \nabla z_S \mathcal{I} \left[ \Gamma_{\alpha}^\omega(z_S, z_D) \right] : \mathbb{M}(B_D) : \nabla u^{inc}(z_D) \right) : \mathbb{M}(B_S) : \nabla u^{inc}(z_S) \right). \quad (32)$$

where $\Psi_{\alpha,\beta} : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$, for $\alpha, \beta = P, S$, is defined as

$$\Psi_{\alpha,\beta}(z, z') := \left( \mathbb{M}(B_D) \cdot \mathcal{I} \left[ \nabla^2 \Gamma_{\alpha}^\omega(z, z') \right] \right) : \left( \mathbb{M}(B_S) \cdot \mathcal{I} \left[ \nabla^2 \Gamma_{\beta}^\omega(z, z') \right] \right) \ast.$$  \quad (33)

**Proof.** Let $\alpha = P$ and $\Theta^\ast := \theta \ast \Theta$. Then,

$$I_{TD}^n(z_S ; P) = \frac{4\gamma_d}{\omega} e^{i\omega} \int \nabla z_s \left( \sum_{\alpha \in P} \frac{1}{c_\alpha} \nabla z_S \mathcal{I} \left[ \Gamma_{\alpha}^\omega(z_S, z_D) \right] : \mathbb{M}(B_D) : \nabla u^{inc}(z_D) \right) : \mathbb{M}(B_S) : \nabla u^{inc}(z_S) \right). \quad (34)$$

This can be equivalently written, using definition of the contraction operators and invoking approximation (11), as

$$I_{TD}^n(z_S ; P) \approx \frac{4\gamma_d}{\omega} e^{i\omega} \int \nabla z_s \left( \sum_{\alpha \in P} \frac{1}{c_\alpha} \nabla z_S \mathcal{I} \left[ \Gamma_{\alpha}^\omega(z_S, z_D) \right] : \mathbb{M}(B_D) : \nabla u^{inc}(z_D) \right) : \mathbb{M}(B_S) : \nabla u^{inc}(z_S) \right). \quad (35)$$
The conclusion follows from the definition of $\Psi_{\alpha,\beta}$. Similarly, for $\alpha = S$, if $\tilde{\Theta}^{\alpha,\beta} := \theta_j \otimes \theta_j$ then

$$I^{n}_{TD}(z_{S} ; S) = \frac{\gamma_{d} \omega_{s}^{2} e^{d}}{c_{S}^{2}} \sum_{j=1}^{n} \sum_{l=1}^{d-1} \sum_{a=0}^{d-1} \sum_{c=0}^{d-1} \mathbb{R} \left( \nabla_{z} \left( z_{S} \mid \sum_{j=1}^{n} \frac{1}{c_{S}} \Gamma_{\alpha}^{n}(z_{S}, z_{D}) \right) : \mathbb{M}(B_{D}) : \tilde{\Theta}^{\alpha,\beta} \right) : \mathbb{M}(B_{S}) : \tilde{\Theta}^{\alpha,\beta} \delta^{\alpha}(z_{S} - z_{0}) \theta_j,$$

or equivalently,

$$I^{n}_{TD}(z_{S} ; S) = \frac{\gamma_{d} \omega_{s}^{2} e^{d}}{c_{S}^{2}} \sum_{j=1}^{n} \sum_{l=1}^{d-1} \sum_{c=0}^{d-1} \sum_{a=0}^{d-1} \mathbb{R} \left( \frac{1}{c_{S}} \Gamma_{\alpha}^{n}(z_{S}, z_{D}) \mid m_{p \mid q}^{n}(B_{S}) \right) \times m_{p \mid q}^{n}(B_{D}) \mathbb{M}(B_{D}) \mathbb{M}(B_{S}) \mathbb{M}(B_{S})$$

$$= \frac{4 \gamma_{\alpha} \omega_{d} \omega_{s}^{2} e^{d}}{\omega} \left( \frac{\pi}{8} \right)^{d-2} \sum_{a=0}^{d-1} \sum_{c=0}^{d-1} \mathbb{R} \left( \frac{1}{c_{S}} \Gamma_{\alpha}^{n}(z_{S}, z_{D}) \mid m_{p \mid q}^{n}(B_{S}) \right) \times m_{p \mid q}^{n}(B_{D}) \mathbb{M}(B_{D}) \mathbb{M}(B_{S})$$

and

$$= \frac{4 \gamma_{\alpha} \omega_{d} \omega_{s}^{2} e^{d}}{\omega} \left( \frac{\pi}{8} \right)^{d-2} \sum_{a=0}^{d-1} \sum_{c=0}^{d-1} \mathbb{R} \left( \frac{1}{c_{S}} \Gamma_{\alpha}^{n}(z_{S}, z_{D}) \mid m_{p \mid q}^{n}(B_{S}) \right) \times m_{p \mid q}^{n}(B_{D})$$

Therefore, thanks to approximation (12),

$$I^{n}_{TD}(z_{S} ; S) = \frac{4 \gamma_{\alpha} \omega_{d} \omega_{s}^{2} e^{d}}{\omega} \left( \frac{\pi}{8} \right)^{d-2} \sum_{a=0}^{d-1} \sum_{c=0}^{d-1} \mathbb{R} \left( \frac{1}{c_{S}} \Gamma_{\alpha}^{n}(z_{S}, z_{D}) \mid m_{p \mid q}^{n}(B_{S}) \right) \times m_{p \mid q}^{n}(B_{D})$$

It is clear from Eq. (32) that $z_{S} \mapsto I^{n}_{TD}(z_{S} ; a)$ may not attain its maximum increase near $z_{D}$. In fact, the result obtained in Lemma 3.5 indicates that $I^{n}_{TD}$ is actually proportional to the weighted sum $\sum_{a=0}^{d-1} \Psi_{\alpha,\beta} / c_{S}^{2}$ in elasticity contrast case. The term $\Psi_{\alpha,\beta}$ achieves a sharp peak when $z_{S} \mapsto z_{D}$, however, the coupling term $\Psi_{\alpha,\beta}$ degenerates the localization capability of the indicator $z_{S} \mapsto I^{n}_{TD}(z_{S} ; a)$. On the other hand, even if the indicator somehow shows the maximum increase near $z_{D}$, e.g., when the coupling term is relatively small, only a sub-optimal resolution can be achieved. Therefore, in order to ensure a guaranteed detection of the inclusion in the elasticity contrast case with optimal resolution as per Rayleigh criterion, one must get rid of the coupling term. Towards this end, (properly) weighted location indicators are introduced in the next section based on the Helmholtz decomposition of the back-propagators.

3.3. Weighted location indicators

Let us define the weighted single-short and multi-short location indicators, respectively, by

$$I_{W}[u^{inc}](z_{S}) := \sum_{a=0}^{d-1} c_{S} \mathbb{R} \left( \frac{\pi}{8} \right)^{d-2} \sum_{a=0}^{d-1} \sum_{c=0}^{d-1} \mathbb{R} \left( \frac{1}{c_{S}} \Gamma_{\alpha}^{n}(z_{S}, z_{D}) \mid m_{p \mid q}^{n}(B_{S}) \right) \times m_{p \mid q}^{n}(B_{D})$$

$$= \frac{4 \gamma_{\alpha} \omega_{d} \omega_{s}^{2} e^{d}}{\omega} \left( \frac{\pi}{8} \right)^{d-2} \sum_{a=0}^{d-1} \sum_{c=0}^{d-1} \mathbb{R} \left( \frac{1}{c_{S}} \Gamma_{\alpha}^{n}(z_{S}, z_{D}) \mid m_{p \mid q}^{n}(B_{S}) \right) \times m_{p \mid q}^{n}(B_{D})$$

and

$$I_{W}(z_{S} ; P) := \sum_{j=1}^{n} I_{W}[u^{inc}](z_{S}) \quad \text{and} \quad I_{W}(z_{S} ; S) := \frac{1}{\kappa} \sum_{j=1}^{n} \sum_{l=1}^{d-1} I_{W}[u^{inc}](z_{S}).$$
On substituting Eq. (30) in Eq. (38) and after fairly easy manipulations, one arrives at

\[ I_{W}[\mathbf{u}^{inc}](\mathbf{z}_S) = -\sum_{a=p,s} \mathcal{R} \left( c_a \alpha_a \omega^2 (\omega^2 + \rho_0 - \rho_2) B_S [\mathcal{H}[\mathbf{u}^{inc}_{\alpha_a}]](\mathbf{z}_S) \cdot \Pi_a [\mathbf{u}^{inc}](\mathbf{z}_S) \right). \]  

(37)

Since \( \mathcal{H}[\mathbf{u}^{inc}_{\alpha_a}](\mathbf{z}_S) \) and \( \mathcal{H}[\mathbf{u}^{inc}_{\alpha_a}](\mathbf{z}_S) \) are respectively solenoidal and irrotational when \( \epsilon^d \to 0 \), Lemma 3.3 renders

\[ I_{W}[\mathbf{u}^{inc}](\mathbf{z}_S) \approx \omega^3 \gamma_d \epsilon^d \mathcal{R} \left( \sum_{a=p,s} \mathcal{J} [\mathbf{\Gamma}_{\alpha_a}^{inc}(\mathbf{z}_S, \mathbf{z}_D)] \cdot \Pi_a [\mathbf{u}^{inc}](\mathbf{z}_S) \right). \]

On the other hand, in elasticity contrast case,

\[ I_{W}[\mathbf{u}^{inc}](\mathbf{z}_S) = \sum_{a=p,s} c_a \mathcal{R} \left( d^p_{\alpha_a} \mathcal{J} [\mathcal{H}[\mathbf{u}^{inc}_{\alpha_a}]](\mathbf{z}_S) : \Pi_a [\mathbf{u}^{inc}](\mathbf{z}_S) \right). \]  

(38)

On substituting Eq. (30) in Eq. (38) and after fairly easy manipulations, one arrives at

\[ I_{W}[\mathbf{u}^{inc}](\mathbf{z}_S) \approx -\frac{\gamma_d}{\omega} \epsilon^d \mathcal{R} \left( \sum_{a=p,s} \mathcal{J} [\mathbf{\Gamma}_{\alpha_a}^{inc}(\mathbf{z}_S, \mathbf{z}_D)] : \Pi_a [\mathbf{u}^{inc}](\mathbf{z}_S) \right). \]

Lemma 3.6 highlights the topological sensitivity features of the weighted location indicators and can be easily proved using similar arguments as in Lemma 3.5.

**Lemma 3.6.** If \( n \in \mathbb{N} \) is sufficiently large then, for any search point \( \mathbf{z}_S \in \mathbb{R}^d \),

\[ I_{W}^\alpha(\mathbf{z}_S; \epsilon) \approx 4 \frac{\gamma_d \rho_0 \alpha^2}{\omega} \epsilon^d \mathcal{R} \left( \frac{\pi}{k_0} \Phi_{\alpha,\beta}(\mathbf{z}_S, \mathbf{z}_D), \right. \]  

(density contrast),

\[ I_{W}^{\Psi}(\mathbf{z}_S; \epsilon) \approx 4 \frac{\gamma_d \rho_0 \alpha^2}{\omega} \epsilon^d \mathcal{R} \left( \frac{\pi}{k_0} \Phi_{\alpha,\beta}(\mathbf{z}_S, \mathbf{z}_D), \right. \]  

(elasticity contrast),

where \( \Phi_{\alpha,\beta} \) and \( \Psi_{\alpha,\beta} \) are defined in (28) and (33) respectively.

The result in Lemma 3.6 clearly shows that the coupling term \( \Psi_{P,S} \) has disappeared and the weighted location indicator \( I_{W}^{\epsilon} \) is proportional to \( \Phi_{\alpha,\beta} \) and \( \Psi_{\alpha,\beta} \) in density and elasticity contrast cases, respectively. It can be established that these functions attain their maximum increase near the true location of the inclusion thanks to the imaginary parts of the fundamental solutions \( \mathbf{\Gamma}_0^{inc} \). For example, the following expressions for \( \Psi_{\alpha,\beta} \) were derived by Ammani et al [35, Prop. 4.3, 4.4] for circular and spherical inclusions when EMT has the form (5).

**Lemma 3.7.** Let \( D \) be a ball in \( \mathbb{R}^d \), for \( d = 2, 3 \). Then,

\[ \Psi_{P,P}(\mathbf{z}, \mathbf{z}_D) = \frac{\alpha^2}{8} \left( \frac{1}{2} \right)^2 \left| \mathcal{J} [\mathbf{\Gamma}_0^{inc}(\mathbf{z} - \mathbf{z}_D)] \right|^2 + 2ab \Delta \left| \mathcal{J} [\mathbf{\Gamma}_0^{inc}(\mathbf{z} - \mathbf{z}_D)] \right|^2 + b^2 \Delta \mathcal{R} \left[ \mathbf{\Gamma}_0^{inc}(\mathbf{z} - \mathbf{z}_D) \right] \left| \mathcal{J} [\mathbf{\Gamma}_0^{inc}(\mathbf{z} - \mathbf{z}_D)] \right|^2, \]

\[ \Psi_{S,S}(\mathbf{z}, \mathbf{z}_D) = \frac{\alpha^2}{8} \left( \frac{1}{2} \right)^2 \sum_{p,q,l,m,n \neq l} \left| \mathcal{J} [\mathbf{g}^{inc}_{\alpha}(\mathbf{z} - \mathbf{z}_D)] \right|^2 + \left( \frac{d-2}{4} \right) \left| \mathcal{J} [\mathbf{g}^{inc}_{\alpha}(\mathbf{z} - \mathbf{z}_D)] \right|^2 + \frac{k_0^2}{4} \left| \mathcal{J} [\mathbf{g}^{inc}_{\alpha}(\mathbf{z} - \mathbf{z}_D)] \right|^2, \]
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In Fig. 1, numerical realizations are provided for the focal spot of the functions $\Phi_{\alpha,\alpha}$ and $\Psi_{\alpha,\alpha}$ which clearly indicate that $z_S \mapsto I_W[\mathbf{u}^{\text{inc}}](z_S)$ attains its most prominent increase in the neighborhood of the true location (in this case, the origin) and therefore has a sharp peak at $z_D$ with a focal spot size of the order of half the wavelength of the corresponding wave-mode.

4. Statistical stability with measurement noise

Let us analyze the stability of weighted location indicator $I^W_n$ with respect to an additive measurement noise. It is assumed that the measurements of the far-field amplitudes are corrupted by a circular zero mean Gaussian noise $\tilde{\xi}: S^{d-1} \to \mathbb{C}^d$, i.e.,

$$
\mathbf{u}^{\text{inc}}(\hat{x}) := \mathbf{u}^{\text{inc}}(\hat{x}) + \tilde{\xi}(\hat{x}), \quad \hat{x} \in S^{d-1},
$$

(41)
where $\mathbf{u}_x^n$ represents the corrupted total far-field pattern and $\widetilde{\mathbf{u}}_x^n(\mathbf{x})$ indicates the true data without noise corruption. Let $\sigma^2_{\xi}$ be the noise covariance of $\xi$ such that for all \( \mathbf{z}, \mathbf{z}' \in \mathbb{S}^{d-1} \),

$$
\mathbb{E} \left[ \xi(\mathbf{z}) \otimes \overline{\xi(\mathbf{z}')} \right] = \sigma^2_{\xi} \delta_{\mathbf{z}}(\mathbf{z}') \mathbf{I}_d \quad \text{and} \quad \mathbb{E} \left[ \xi^2(\mathbf{z}) \otimes \overline{\xi^2(\mathbf{z})} \right] = \sigma^2_{\xi} \delta_{\mathbf{z}}(\mathbf{z}) \mathbf{I}_d, \tag{42}
$$

where \( k \) and \( k' \), for \( k, k' \in \{1, \ldots, n\} \), indicate the \( k \)-th and \( k' \)-th measurements and \( \mathbb{E} \) denotes the expectation with respect to the statistics of noise \( \xi \). By the expectations (42), the following assumptions are made.

1. The noise at two different points \( \mathbf{z} \in \mathbb{S}^{d-1} \) and \( \mathbf{z}' \in \mathbb{S}^{d-1} \) is uncorrelated if \( \mathbf{z} \neq \mathbf{z}' \).
2. The noise \( \xi(\mathbf{z}) \), for all \( \mathbf{z} \in \mathbb{S}^{d-1} \), has uncorrelated real and imaginary parts.
3. The individual components of the noise are uncorrelated.
4. The noises for different measurements, i.e., \( \xi^k \) and \( \xi^{k'} \) for \( k \)-th and \( k' \)-th measurements are uncorrelated whenever \( k \neq k' \). However, all measurements have identical noise covariance \( \sigma^2_{\xi} \).

Henceforth, the P-part and S-part of \( \xi \) are denoted by \( \xi_P \) and \( \xi_S \), respectively.

It is evident that the noise affects the weighted location indicator \( I_W \) through the back-propagator \( \mathcal{H}[\mathbf{u}_x^n] \). In fact, by linearity of the Herglotz operator,

$$
\mathcal{H}[\mathbf{u}_x^n](\mathbf{z}) = \mathcal{H}[\widetilde{\mathbf{u}}_x^n](\mathbf{z}) + \mathcal{H}[\xi_S](\mathbf{z}),
$$

wherein the first term on the RHS is independent of the noise and yields the true maximum of location indicator \( I_W \) as discussed in the noise-free case. On the other hand, the second term on the RHS, \( \mathcal{H}[\xi_S] \), is a circular Gaussian random process with mean-zero by linearity and by the definition of \( \xi \). In order to fathom the role of measurement noise on the localization capabilities of \( I_W \) and for ensuing analysis, the covariance of \( \mathcal{H}[\xi_S](\mathbf{z}) \) is required. Towards this end, the following result holds.

**Lemma 4.1.** For all points \( \mathbf{z}, \mathbf{z}' \in \mathbb{R}^d \),

$$
\mathbb{E} \left[ \mathcal{H}[\xi_S](\mathbf{z}) \otimes \mathcal{H}[\xi_S](\mathbf{z}') \right] = 4\rho_0\sigma^2_{\xi}\varepsilon^2_{\alpha} \left( \frac{\pi}{\kappa_0} \right)^{d-2} \mathbb{D} \left[ \mathbb{I}_n(\mathbf{z}, \mathbf{z}') \right] .
$$

**Proof.** By definition of the Herglotz fields,

$$
\mathbb{E} \left[ \mathcal{H}[\xi_S](\mathbf{z}) \otimes \mathcal{H}[\xi_S](\mathbf{z}') \right] = \mathbb{E} \left[ \int_{\mathbb{S}^{d-1} \times \mathbb{S}^{d-1}} \xi_S(\mathbf{x}) \otimes \overline{\xi_S(\mathbf{y})} e^{ik_x \cdot \mathbf{x} - ik_y \cdot \mathbf{y}} d\mathbf{x} d\mathbf{y} \right]. \tag{43}
$$

Recall that

$$
(\mathbf{I}_d - \hat{\mathbf{x}} \otimes \hat{\mathbf{x}}) \xi(\mathbf{x}) = \xi_\mathbf{z}(\mathbf{x}) \quad \text{and} \quad (\hat{\mathbf{x}} \otimes \hat{\mathbf{x}}) \xi(\mathbf{x}) = \xi_P(\mathbf{x}). \tag{44}
$$

Then, for \( \alpha = \rho \), Eqs. (43) and (44) furnish

$$
\mathbb{E} \left[ \mathcal{H}[\xi_P](\mathbf{z}) \otimes \mathcal{H}[\xi_P](\mathbf{z}') \right] = \int_{\mathbb{S}^{d-1} \times \mathbb{S}^{d-1}} (\hat{\mathbf{x}} \otimes \hat{\mathbf{x}}) \mathbb{E} \left[ \xi(\mathbf{x}) \otimes \overline{\xi(\mathbf{y})} (\hat{\mathbf{y}} \otimes \hat{\mathbf{y}}) e^{ik_x y - ik_y y} d\mathbf{x} d\mathbf{y} \right].
$$

By virtue of (41), it can be seen that

$$
\mathbb{E} \left[ \mathcal{H}[\xi_P](\mathbf{z}) \otimes \mathcal{H}[\xi_P](\mathbf{z}') \right] = \sigma^2_{\xi} \mathbb{E} \left[ \hat{\mathbf{x}} \otimes \hat{\mathbf{x}} e^{ik_x (z - y)} d\mathbf{x} d\mathbf{y} \right]
$$

$$
= \sigma^2_{\xi} \int_{\mathbb{S}^{d-1}} (\mathbf{x} \otimes \mathbf{x}) e^{ik_x (z - x)} d\mathbf{x} d\mathbf{y}
$$

$$
= - \frac{\sigma^2_{\xi}}{\kappa_0} \nabla_x \overline{\nabla_x} \left( \int_{\mathbb{S}^{d-1}} e^{ik_x (z - x)} d\mathbf{x} d\mathbf{y} \right). \tag{45}
$$
Therefore, by identity (7) and the definition of $\Gamma_p^\alpha$, 

$$
\mathbb{E}\left[\mathcal{H}[\xi_p](\hat{z}) \otimes \overline{\mathcal{H}[\xi_p](\hat{z}')}\right] = -\frac{4\sigma_p^2}{k_p^2} \left(\frac{\pi}{k_p}\right)^{d-2} \nabla_x \otimes \nabla_z \mathbb{E}\left[\gamma_{p}^{\alpha}(z - z')\right] = 4\rho_0 \epsilon_\xi^2 \sigma_p^2 \left(\frac{\pi}{k_p}\right)^{d-2} \mathbb{E}\left[\Gamma_p^\alpha(z, z')\right],
$$

which is the required expression for $\alpha = P$. Similarly,

$$
\mathbb{E}\left[\mathcal{H}[\xi_s](\hat{z}) \otimes \overline{\mathcal{H}[\xi_s](\hat{z}')}\right] = \int_{\mathbb{R}^{d-1} \times \mathbb{R}^{d-1}} (I_d - \hat{\mathbf{h}} \otimes \hat{\mathbf{h}}) \mathbb{E}\left[\gamma(\hat{z}) \otimes \overline{\gamma(\hat{z}')}\right] (I_d - \hat{\gamma} \otimes \hat{\gamma}) e^{i\kappa \xi \cdot y} e^{-i\kappa \xi \cdot y'} d\sigma(\mathbf{y}) d\sigma(\mathbf{y}).
$$

Thanks to Eq. (41),

$$
\mathbb{E}\left[\mathcal{H}[\xi_s] (\hat{z}) \otimes \overline{\mathcal{H}[\xi_s] (\hat{z}')}\right] = \sigma_s^2 \int_{\mathbb{R}^{d-1}} (I_d - \hat{\mathbf{h}} \otimes \hat{\mathbf{h}}) (I_d - \hat{\mathbf{h}} \otimes \hat{\mathbf{h}}) e^{i\kappa \xi \cdot y} d\sigma(\mathbf{y})
$$

$$
= \sigma_s^2 \int_{\mathbb{R}^{d-1}} (I_d - \hat{\mathbf{h}} \otimes \hat{\mathbf{h}}) d\sigma(\mathbf{y})
$$

$$
= \sigma_s^2 \left(I_d + \frac{1}{k_s^2} \nabla_x \otimes \nabla_z \right) \left(\int_{\mathbb{R}^{d-1}} e^{i\kappa \xi \cdot y} d\sigma(\mathbf{y})\right).
$$

Finally, using identity (7) again and the definition of $\Gamma_S^\alpha$, one arrives at

$$
\mathbb{E}\left[\mathcal{H}[\xi_s] (\hat{z}) \otimes \overline{\mathcal{H}[\xi_s] (\hat{z}')}\right] = 4\sigma_s^2 \left(\frac{\pi}{k_s}\right)^{d-2} \left(I_d + \frac{1}{k_s^2} \nabla_x \otimes \nabla_z \right) \mathbb{E}\left[\gamma_{S}^{\alpha}(z - z')\right] = 4\rho_0 \epsilon_\xi^2 \sigma_s^2 \left(\frac{\pi}{k_s}\right)^{d-2} \mathbb{E}\left[\Gamma_S^\alpha(z, z')\right].
$$

This completes the proof. \hfill \Box

Lemma 4.1 shows that the field $\mathcal{H}[\xi_\alpha](\hat{z})$, for both $\alpha = P$ and $S$, precipitates a speckle pattern. More specifically, it generates a random cloud of hot spots with typical diameters of the order of wavelengths of the respective wave-modes and amplitudes of the order of $\sigma_\xi / \sqrt{\kappa_\alpha}.$

Let us now assess the stability features of the weighted location indicator, and consider the cases of density and elasticity contrasts separately.

4.1. Density contrast

In this case, $I_w[u^{inc}]$ and $I_w^n$ are given by expressions (37) and (36), respectively. The cases of incident plane P- and S-waves are considered separately. For P-waves, one can calculate the covariance of the weighted indicator as

$$
\text{Cov}\left(I_w^n(z; P), I_w^n(z'; P)\right) = \epsilon_\xi^2 \rho_0^2 \frac{1}{n} \sum_{j=1}^{n} \mathbb{E}\left\{\mathcal{H}[\xi_p^{\alpha}] (z) \cdot u_j^{\alpha}(z)\right\} \mathbb{E}\left\{\mathcal{H}[\xi_p^{\alpha}] (z') \cdot u_j^{\alpha}(z')\right\}
$$

$$
= \epsilon_\xi^2 \rho_0^2 \frac{1}{n} \sum_{j=1}^{n} \mathbb{E}\left\{u_j^{\alpha}(z) \cdot \mathcal{H}[\xi_p^{\alpha}] (z) \otimes \mathcal{H}[\xi_p^{\alpha}] (z') u_j^{\alpha}(z')\right\}, \quad z, z' \in \mathbb{R}^d.
$$

where $\mathcal{H}$ is defined as $\mathcal{H} := (\rho_0 - \rho_2)|B_3|$. Using Lemma 4.1 and identity (8), on obtains

$$
\text{Cov}\left(I_w^n(z; P), I_w^n(z; P)\right) = \epsilon_\xi^2 \rho_0^2 \frac{1}{n} \sum_{j=1}^{n} \mathbb{E}\left\{u_j^{\alpha}(z) \cdot \mathbb{E}\left[\Gamma_p^{\alpha}(z, z')\right] u_j^{\alpha}(z')\right\}
$$

$$
= \epsilon_\xi^2 \rho_0^2 \frac{1}{n} \sum_{j=1}^{n} \mathbb{E}\left\{\mathbb{E}\left[\Gamma_p^{\alpha}(z, z')\right] : \theta_j \otimes \theta_j e^{i\kappa \xi \cdot \theta_j \cdot (x - x')}\right\}
$$

$$
= \frac{2\rho_0 \epsilon_\xi^2 \rho^2 \frac{1}{n} \sum_{j=1}^{n} \mathbb{E}\left\{\mathbb{E}\left[\Gamma_p^{\alpha}(z, z')\right]\right\}^2}{n}.
$$

(45)
Similarly, for incident plane S-waves, the covariance of the weighted location indicator is given by

\[
\text{Cov} \left( I^n_\omega (z; S), I^n_\omega (z'; S) \right) = \epsilon_2^2 \Omega \Omega |u|^2 \sum_{j=1}^{d-1} \sum_{f=1}^{d-1} \mathbb{E} \left[ \mathcal{H} [ \xi^{j} ] (z) \cdot \mathcal{H} [ \xi^{f} ] (z') \right].
\]

Again, using Lemma 4.1 and identity (9), one can see that

\[
\text{Cov} \left( I^n_\omega (z; S), I^n_\omega (z; S) \right) = \sigma^2 \Omega \Omega |u|^2 \sum_{j=1}^{d-1} \sum_{f=1}^{d-1} \mathbb{E} \left[ \mathcal{H} [ \xi^{j} ] (z) \cdot \mathcal{H} [ \xi^{f} ] (z') \right].
\]

The following remarks are in order. The covariance of weighted location indicator \( I^\omega_\omega \) has the same form as expression (39) in Lemma 3.6 except for a modulation by \( C \sigma^2 / \sqrt{n} \), where \( C \) is a positive constant independent of \( n \) and \( \sigma \). This elucidates that the shapes of the hot spots in the speckle field are identical to the shape of \( \mathbf{z}_S \mapsto I^\omega_\omega (\mathbf{z}_S, \alpha) \) in the noise-free case and their amplitudes are \( \sqrt{C} \sigma^2 / \sqrt{n} \) times that of the main peak of \( I^\omega_\omega \). However, the shape or the amplitude of \( I^\omega_\omega \) are not affected by the measurement noise. Therefore, despite a cloud of hot spots surrounding its true peak, the weighted location indicator is expected to perform effectively with noisy data contaminated by the measurement noise. Moreover, the dependence of the covariance of the speckle field on \( 1/n \) suggests that the stability of the weighted location indicator increases if the number of the incident fields is increased.

Let us now provide signal-to-noise ratio (SNR) estimates for \( I^\omega_\omega \) with respect to the measurement noise in the density contrast case. Towards this end, it can be easily seen from (45)-(46) that the variance of \( I^\omega_\omega \) is given by

\[
\text{Var} \left( I^\omega_\omega (z; \alpha) \right) \approx \frac{2 \rho_0 \sigma^2 \Omega \Omega |u|^2 \gamma_d}{n} \left( \frac{\pi}{k_0} \right)^{d-2} \| \mathbb{E} \left[ I^\omega_\omega (z; \alpha) \right] \|_2^2.
\]

Consequently, thanks to Eq. (47) and Lemma 3.6, the SNR is given by

\[
\text{SNR} := \frac{\mathbb{E} \left[ I^\omega_\omega (z; \alpha) \right]}{\sqrt{\text{Var} \left( I^\omega_\omega (z; \alpha) \right)}} \approx \frac{\epsilon_2 |B_D| \rho_0 - \rho_1 \sqrt{n}}{\sigma^2} \cdot \sqrt{\frac{2^{d-1} \pi^{d-1} c^2_0}{\omega^d}} \| \mathbb{E} \left[ I^\omega_\omega (z; \alpha) \right] \|_2.
\]

It is evident that the SNR does not only depend on the noise covariance and the number of illuminations but also on the volume and contrast of the inclusion.

4.2. Elasticity contrast

In this case, \( I_w \) and \( I^\omega_\omega \) are given by Eqs. (38) and (36), respectively. Therefore, for incident P-waves, the covariance of the weighted location indicator, for all \( z, z' \in \mathbb{R}^d \), is given by

\[
\text{Cov} \left( I^\omega_\omega (z; P), I^\omega_\omega (z'; P) \right) = \epsilon_2^2 \frac{1}{n} \sum_{j=1}^{d-1} \sum_{f=1}^{d-1} \mathbb{E} \left[ \mathcal{H} [ \xi^{j} ] (z) \cdot \mathcal{H} [ \xi^{f} ] (z') \right] \mathbb{E} \left[ \mathcal{H} [ \xi^{j} ] (z) \cdot \mathcal{H} [ \xi^{f} ] (z') \right].
\]
Simple manipulations show that

\[
\text{Cov} \left( \mathbf{I}^n_B(z; P), \mathbf{I}^n_B(z'; P) \right) = c^2 \rho^d \rho^2 \frac{1}{2n^2} \sum_{j, j' = 1}^{n} \text{Re} \left\{ \mathbb{E} \left[ \nabla \Pi_p \left[ \mathcal{H} \left[ \mathbf{e}_p \right] \right](z) : \mathbb{M}(B_S) : \nabla \mathbf{u}_p(z) \right] \left( \Pi_p \left[ \mathcal{H} \left[ \mathbf{e}_p \right] \right](z') : \mathbb{M}(B_S) : \nabla \mathbf{u}_p(z') \right] \right\} 
\]

\[
= c^2 \rho^d \rho^2 \frac{1}{2n^2} \sum_{j, j' = 1}^{n} \text{Re} \left\{ \nabla \mathbf{u}_p(z) : \mathbb{M}(B_S) : \left( \mathbb{E} \left[ \nabla \Pi_p \left[ \mathcal{H} \left[ \mathbf{e}_p \right] \right](z) \otimes \nabla \Pi_p \left[ \mathcal{H} \left[ \mathbf{e}_p \right] \right](z') \right] : \mathbb{M}(B_S) : \nabla \mathbf{u}_p(z') \right) \right\}. 
\]

(48)

Remark that, by the same arguments as in Lemma 4.1,

\[
\text{Re} \left\{ \mathbb{E} \left[ \nabla \Pi_p \left[ \mathcal{H} \left[ \mathbf{e}_p \right] \right](z) \otimes \nabla \Pi_p \left[ \mathcal{H} \left[ \mathbf{e}_p \right] \right](z') \right] \right\} = -4 \rho c^2 \sigma_{\xi}^2 \left( \frac{\pi}{k_p} \right)^{d-2} \nabla_2 \mathcal{G} \left( \mathbf{G}^w_0(z, z') \right) \delta_{j, j'}.
\]

(49)

Therefore, using Eq. (49) in Eq. (48), one arrives at

\[
\text{Cov} \left( \mathbf{I}^n_B(z; P), \mathbf{I}^n_B(z'; P) \right) = -4 \rho c^2 \sigma_{\xi}^2 \left( \frac{\pi}{k_p} \right)^{d-2} \nabla_2 \mathcal{G} \left( \mathbf{G}^w_0(z, z') \right) \delta_{j, j'}.
\]

(50)

Recall that the term

\[
\frac{1}{n} \sum_{j = 1}^{n} \text{Re} \left\{ \nabla \mathbf{u}_p(z) : \mathbb{M}(B_S) : \left( \nabla_2 \mathcal{G} \left( \mathbf{G}^w_0(z, z') \right) : \mathbb{M}(B_S) : \nabla \mathbf{u}_p(z') \right) \right\},
\]

in Eq. (50) is of the same form as Eq. (34) analyzed component-wise in Lemma 3.5. Therefore, following the same arguments, one can arrive at the expression for the covariance after fairly easy calculations as

\[
\text{Cov} \left( \mathbf{I}^n_B(z; P), \mathbf{I}^n_B(z'; P) \right) \approx \frac{2 \rho c^3 \sigma_{\xi}^2 \omega}{\omega} \left( \frac{\pi}{k_p} \right)^{d-2} \frac{1}{n} \left( \mathbb{M}(B_S) \bullet \mathcal{G} \left( \mathbf{G}^w_0(z, z') \right) : \mathbb{M}(B_S) \bullet \mathcal{G} \left( \mathbf{G}^w_0(z, z') \right)^T \right).
\]

Similarly, for incident plane S-waves, one finds out that the covariance of the weighted location indicator is

\[
\text{Cov} \left( \mathbf{I}^n_W(z; S), \mathbf{I}^n_W(z'; S) \right) \approx \frac{2 \rho c^3 \sigma_{\xi}^2 \omega}{\omega} \left( \frac{\pi}{k_S} \right)^{d-2} \frac{1}{n} \left( \mathbb{M}(B_S) \bullet \mathcal{G} \left( \mathbf{G}^w_0(z, z') \right) : \mathbb{M}(B_S) \bullet \mathcal{G} \left( \mathbf{G}^w_0(z, z') \right)^T \right).
\]

For analysis sake, let us assume that \( \mathbb{M}(B_S) = \mathbb{M}(B_D) \). Then,

\[
\text{Cov} \left( \mathbf{I}^n_W(z; \alpha), \mathbf{I}^n_W(z'; \alpha) \right) \approx \frac{2 \rho c^3 \sigma_{\xi}^2 \omega}{\omega} \left( \frac{\pi}{k_S} \right)^{d-2} \frac{1}{n} \Psi_{\alpha, \alpha}(z, z').
\]

(51)

Once again, as discussed in the density contrast case, the covariance of the speckle field has the same expression as in Eq. (40) in Lemma 3.6 up to a scaling by \( C \sigma_{\xi}^2 / n \), where \( C \) is independent of \( \sigma_{\xi} \) and \( n \). Therefore, the measurement noise has same effects on the performance of the weighted location indicator in elasticity contrast case as discussed in Section 4.1 for the density contrast. Further, if \( \mathbb{M}(B_S) = \mathbb{M}(B_D) \) then the variance of \( \mathbf{I}^n_W \) and the SNR, thanks to Eq. (51) and Lemma 3.6, are given by

\[
\text{Var} \left( \mathbf{I}^n_W(z; \alpha) \right) \approx \frac{2 \rho c^3 \sigma_{\xi}^2 \omega}{\omega} \left( \frac{\pi}{k_S} \right)^{d-2} \frac{1}{n} \Psi_{\alpha, \alpha}(z, z),
\]

\[
\text{SNR} \approx \frac{\rho}{\sigma_{\xi}} \sqrt{\frac{n}{2^{d-4}} \rho^3 \sigma_{\xi}^{d-3} \omega^d \Psi_{\alpha, \alpha}(z, z)}.
\]
5. Statistical stability with random medium noise

Let us now investigate the stability of the weighted location indicator with respect to the medium noise, i.e., when the material parameters fluctuate around the reference material parameters. For brevity, it is supposed that either the density parameter is fluctuating around the reference value $\rho_0$ or the shear modulus is fluctuating around the reference value $\mu_0$. The general case, when density and both Lamé parameters fluctuate simultaneously, can be dealt with similarly but is much more intriguing and the calculations are tedious.

5.1. Randomly fluctuating density parameter

Let the density parameter of the elastic material loaded in the background medium $\mathbb{R}^d$ be randomly fluctuating around the reference density parameter $\rho_0$, i.e.,

$$\rho(\mathbf{x}) := \rho_0 (1 + \eta(\mathbf{x})), \quad \mathbf{x} \in \mathbb{R}^d,$$

where $\eta : \mathbb{R}^d \to \mathbb{R}$ is a (real valued) random fluctuation of typical size $\sigma_\eta$. It is assumed that the fluctuations are weak, i.e., the size $\sigma_\eta$ is small enough in the sense that the Born approximation is justified and valid.

Henceforth, the quantities related to the random medium in the absence of any inclusion will be termed as the background quantities whereas those related to the medium without random fluctuations in the absence of any inclusion will be termed as the reference quantities. The reference quantities will be marked by a superposed $0$.

5.1.1. Measurement model

In order to understand the effects of random medium noise on the stability of location indicator $I^n_W$, the contaminated data $\mathbf{u}^\omega$ and the corrupted back-propagator $\mathcal{R}[\mathbf{u}^\omega]$ need to be elaborated. Toward this end, remark that the differential measurements of the far-field patterns are now characterized by

$$\mathbf{u}^{\text{tot}}(\mathbf{x}) - \mathbf{u}^{\text{inc},0}(\mathbf{x}) = e^{i\omega |\mathbf{x}|}/|\mathbf{x}|^{(d-1)/2} \mathbf{u}^\omega_{e,\mathbf{r}}(\hat{\mathbf{x}}) + e^{i\omega |\mathbf{x}|}/|\mathbf{x}|^{(d-1)/2} \mathbf{u}^\omega_{\gamma,\alpha}(\hat{\mathbf{x}}) + \mathcal{O}\left(\frac{1}{|\mathbf{x}|^{(d+1)/2}}\right), \quad \text{uniformly in all directions } \hat{\mathbf{x}} \in \mathbb{S}^{d-1} \text{ as } |\mathbf{x}| \to +\infty,$$

wherein the reference field $\mathbf{u}^{\text{inc},0}$ is used. In fact, the background is fluctuating randomly and the differential measurements are with respect to the reference medium. It shows that a clutter noise is induced by the random fluctuation $\eta$ which contaminates the far-field scattering patterns. In order to separate the original scattering signature of the inclusion from that of the clutter noise induced by $\eta$, the contaminated scattered measurements $\mathbf{u}^{\text{inc}}(\mathbf{x}) - \mathbf{u}^{\text{inc},0}(\mathbf{x})$ are expressed as the sum of $\mathbf{u}^{\text{inc}}(\mathbf{x}) - \mathbf{u}^{\text{inc},0}(\mathbf{x})$ and $\mathbf{u}^{\text{inc},0}(\mathbf{x}) - \mathbf{u}^{\text{inc},0}(\mathbf{x})$. Subsequently, these quantities are approximated in the Born approximation regime. It allows us to express $\mathbf{u}^{\text{inc},0}$ in terms of the reference far-field patterns $\mathbf{u}^{\text{inc}}_{e,\mathbf{r},0}$.

Note that the incident field $\mathbf{u}^{\text{inc}}$ can be expressed under the Born approximation as

$$\mathbf{u}^{\text{inc}}(\mathbf{x}) = \mathbf{u}^{\text{inc},0}(\mathbf{x}) - \rho_0 \omega^2 \int_{\mathbb{R}^d} \mathbf{\Gamma}^{inc,0}(\mathbf{x},\mathbf{y}) \eta(\mathbf{y}) \mathbf{u}^{\text{inc},0}(\mathbf{y}) d\mathbf{y} + o(\sigma_\eta).$$

Thanks to asymptotic expansion (13) in Proposition 2.2, for $|\mathbf{x}| \to +\infty$,

$$\mathbf{u}^{\text{inc}}(\mathbf{x}) - \mathbf{u}^{inc,0}(\mathbf{x}) = -\rho_0 \omega^2 \left[ \frac{d^P}{|\mathbf{x}|^{(d-1)/2}} \int_{\mathbb{R}^d} \left( \mathbf{I} - \hat{\mathbf{x}} \otimes \hat{\mathbf{x}} \right) e^{-i\omega \mathbf{x} \cdot \mathbf{y}} \eta(\mathbf{y}) \mathbf{u}^{inc,0}(\mathbf{y}) d\mathbf{y} \right]$$

$$+ \frac{d^S}{|\mathbf{x}|^{(d+1)/2}} \int_{\mathbb{R}^d} \left[ \left( \frac{1}{k_P^2} \mathbf{\nabla} \otimes \mathbf{\nabla} \right) e^{-i\omega \mathbf{x} \cdot \mathbf{y}} \right] \eta(\mathbf{y}) \mathbf{u}^{inc,0}(\mathbf{y}) d\mathbf{y}$$

$$= -\rho_0 \omega^2 \left[ \frac{d^P}{|\mathbf{x}|^{(d-1)/2}} \int_{\mathbb{R}^d} \left( \mathbf{I} + \frac{1}{k_S^2} \mathbf{\nabla} \otimes \mathbf{\nabla} \right) e^{-i\omega \mathbf{x} \cdot \mathbf{y}} \right] \eta(\mathbf{y}) \mathbf{u}^{inc,0}(\mathbf{y}) d\mathbf{y}$$

$$+ \frac{d^S}{|\mathbf{x}|^{(d+1)/2}} \int_{\mathbb{R}^d} \left[ \mathbf{I} + \frac{1}{k_S^2} \mathbf{\nabla} \otimes \mathbf{\nabla} \right] e^{-i\omega \mathbf{x} \cdot \mathbf{y}} \right] \eta(\mathbf{y}) \mathbf{u}^{inc,0}(\mathbf{y}) d\mathbf{y} + o(\sigma_\eta) + \mathcal{O}\left(\frac{1}{|\mathbf{x}|^{(d+1)/2}}\right).$$
Similarly, under the Born approximation

\[
(u^{\text{tot}}(x) - u^{\text{inc}}(x)) = (u^{\text{tot},0}(x) - u^{\text{inc},0}(x)) - \rho_0 \omega^2 \int_{\mathbb{R}^d} G^{\text{inc}}(x, y) \eta(y) \left( u^{\text{tot},0}(y) - u^{\text{inc},0}(y) \right) dy + o(\sigma_y). \tag{53}
\]

It is interesting to note that the first term on the RHS of Eq. (53) is exactly the scattered field in the reference medium, whereas the second term is of order \(o(\omega^{d+2} e^{\sigma_y})\) thanks to Corollary 2.4. Therefore,

\[
u^{\text{tot}}(x) - u^{\text{inc}}(x) = (u^{\text{tot},0}(x) - u^{\text{inc},0}(x)) + o(\sigma_y) + o(\omega^{d+2} e^{\sigma_y}).
\]

Consequently, when \(|x| \to +\infty,
\[
(u^{\text{tot}}(x) - u^{\text{inc}}(x)) \approx \frac{e^{i\omega|x|}}{|x|^{(d-1)/2}} u^{\text{tot},0}(x) + \frac{e^{i\omega|x|}}{|x|^{(d-1)/2}} u^{\text{inc},0}(x) + o(\sigma_y) + o(\omega^{d+2} e^{\sigma_y}) + O\left(\frac{1}{|x|^{(d+1)/2}}\right). \tag{54}
\]

Finally, combining Eqs. (52), (53), and (54), one finds out that,

\[
u^{\text{tot}}(x) = u^{\text{tot},0}(x) - \rho_0 \omega^2 \alpha_d^2 \int_{\mathbb{R}^d} \left[ -\frac{1}{k_p} \nabla \otimes \nabla \left( e^{-i\omega k_p y} \right) \right] \eta(y) u^{\text{inc},0}(y) dy + o(\sigma_y) + o(\omega^{d+2} e^{\sigma_y}) + O\left(\frac{1}{|x|^{(d+1)/2}}\right). \tag{55}
\]

\[
u^{\text{tot}}(x) = u^{\text{tot},0}(x) - \rho_0 \omega^2 \alpha_d^2 \int_{\mathbb{R}^d} \left[ I_d + \frac{1}{k_S} \nabla \otimes \nabla \left( e^{-i\omega k_S y} \right) \right] \eta(y) u^{\text{inc},0}(y) dy + o(\sigma_y) + o(\omega^{d+2} e^{\sigma_y}) + O\left(\frac{1}{|x|^{(d+1)/2}}\right). \tag{56}
\]

The noisy back-propagator \(\mathcal{H}[u^{\text{tot}}_{\omega,\alpha}]\) can be calculated using the noisy far-field patterns (55) and (56). After simple manipulations one finds out that, for all \(x \in \mathbb{R}^d,
\[
\mathcal{H}[u^{\text{tot}}_{\omega,\alpha}] = \mathcal{H}[u^{\text{tot},0}_{\omega,\alpha}](z) - 4 \rho_0^2 \omega^2 \alpha_d^2 \left( \frac{\pi}{k_\alpha} \right)^{d-2} \int_{\mathbb{R}^d} \Im \left[ G^{\text{inc},0}(z, y) \right] \eta(y) u^{\text{inc},0}(y) dy + o(\sigma_y) + o(\omega^{d+2} e^{\sigma_y}) + O\left(\frac{1}{|x|^{(d+1)/2}}\right). \tag{57}
\]

Notice that the first term on the RHS of Eq. (57) is the back-propagator related entirely to the reference medium and will furnish the main peak of \(I^n_W\) in the noise-free case under the assumption that the Born approximation is valid. The second term on the RHS of Eq. (57) is the error term emerging from the clutter. This will generate a speckle field when supplied to the indicator \(I^n_W\). In order to facilitate the ensuing analysis, let us introduce error operator

\[
\mathcal{E}_\alpha[w](z) := -4 \rho_0^2 \omega^2 \alpha_d^2 \left( \frac{\pi}{k_\alpha} \right)^{d-2} \int_{\mathbb{R}^d} \Im \left[ G^{\text{inc},0}(z, y) \right] \eta(y) w(y) dy.
\]

For brevity, the shorthand notation \(\mathcal{E}^{P,0}_\alpha\) will be used for the error associated to the plane P-wave incident field \(u^{P,0}_j\) and \(\mathcal{E}^{S,0,\ell}_\alpha\) will be used for that associated to the plane S-wave \(u^{S,0}_{\ell,j}\).

5.1.2. Speckle field analysis for density contrast

The back-propagators \(\mathcal{E}^{P,0}_\alpha\) and \(\mathcal{E}^{S,0,\ell}_\alpha\), emerging in Eq. (57) due to the noise \(\eta\), generate speckle fields which corrupt the true peaks of \(z \mapsto I^n_W(z, P)\) and \(z \mapsto I^n_W(z, S)\), respectively. To explain the effects of these speckle fields on the performance and stability of the location indicator, the covariances of these speckle fields is investigated below. Towards this end, the following result holds.

Lemma 5.1. For all \(z, z' \in \mathbb{R}^d,
\[
\text{Cov} \left( I^n_W(z; \alpha), I^n_W(z'; \alpha) \right) \approx 8 \rho_0^4 \omega^6 \gamma^2 \alpha_d^2 \left( \frac{\pi}{k_\alpha} \right)^{2d-4} \int_{\mathbb{R}^d \times \mathbb{R}^d} C_\eta(y, y') \Phi_{\alpha,\alpha}(z, y) \Phi_{\alpha,\alpha}(z', y') dy dy', \tag{58}
\]
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where $C_\eta$ is the two-point correlation of $\eta$ (i.e., $C_\eta(y, y') := \mathbb{E}[\eta(y)\eta(y')]$).

**Proof.** Let us first evaluate the speckle fields

$$\frac{1}{n} \sum_{j=1}^{n} a^j_{\nu_3} E^p_j(z) \cdot u^{P_0}_{j}(z) \quad \text{and} \quad \frac{1}{n} \sum_{j=1}^{n} \sum_{\ell=1}^{d-1} a^j_{\nu_d} \xi_{\nu_d, \ell}(z) \cdot u^{S, 0}_{\nu_d, \ell}(z).$$

By definition of the error function and P-waves,

$$\frac{1}{n} \sum_{j=1}^{n} a^j_{\nu_3} E^p_j(z) \cdot u^{P_0}_{j}(z) = -4j_0^2 \omega^2 |a^j_{\nu_3}|^2 \left( \frac{\pi}{\omega} \right)^{d-2} \frac{1}{n} \sum_{j=1}^{n} \int_{\mathbb{R}^d} \Gamma \left( \eta^{P_0}_j(z, y) \right) \eta(y) u^{P_0}_j(y) dy \cdot u^{P_0}_j(z)$$

$$= -4j_0^2 \omega^2 \gamma_d k_p \int_{\mathbb{R}^d} \Gamma \left( \eta^{P_0}_j(z, y) \right) \eta(y) u^{P_0}_j(y) dy \cdot u^{P_0}_j(z)$$

$$= -4j_0^2 \omega^2 \gamma_d k_p \int_{\mathbb{R}^d} \Gamma \left( \eta^{P_0}_j(z, y) \right) \eta(y) \cdot \left( \frac{1}{n} \sum_{j=1}^{n} \theta_j \otimes \phi_{\rho}(x-y) \right) dy.$$

Thanks to approximation (8), for $n$ sufficiently large,

$$\frac{1}{n} \sum_{j=1}^{n} a^j_{\nu_3} E^p_j(z) \cdot u^{P_0}_{j}(z) \approx -4j_0^2 \omega^2 \gamma_d k_p \left( \frac{\pi}{\omega} \right)^{d-2} \int_{\mathbb{R}^d} \eta(y) \Phi_{P, P}(z, y) dy. \quad (59)$$

Similarly, one easily obtains the approximation

$$\frac{1}{n} \sum_{j=1}^{n} \sum_{\ell=1}^{d-1} a^j_{\nu_d} \xi_{\nu_d, \ell}(z) \cdot u^{S, 0}_{\nu_d, \ell}(z) \approx -4j_0^2 \omega^2 \gamma_d k_s \left( \frac{\pi}{\omega} \right)^{d-2} \int_{\mathbb{R}^d} \eta(y) \Phi_{S, S}(z, y) dy. \quad (60)$$

Therefore, the covariance of the weighted location indicator is evaluated using Eq. (59) as

$$\text{Cov} \left( I^W_n(z; P), I^W_n(z'; P) \right) = \frac{C_\omega^2 \omega^4 t^2}{n^2} \sum_{j,k,l} \mathbb{E} \left[ \mathbb{R} \left( a^j_{\nu_3} E^p_j(z) \cdot u^{P_0}_j(z) \right) \mathbb{R} \left( a^k_{\nu_3} E^p_k(z') \cdot u^{P_0}_k(z') \right) \right]$$

$$= \frac{C_\omega^2 \omega^4 t^2}{2} \mathbb{E} \left[ \left( \frac{1}{n} \sum_{j=1}^{n} a^j_{\nu_3} E^p_j(z) \cdot u^{P_0}_j(z) \right) \left( \frac{1}{n} \sum_{j=1}^{n} a^j_{\nu_3} E^p_j(z') \cdot u^{P_0}_j(z') \right) \right]$$

$$\approx 8j_0^4 \omega^4 \gamma^2 t^2 \left( \frac{\pi}{\omega} \right)^{2d-4} \int_{\mathbb{R}^{2d}} \mathbb{E} \left[ \eta(y) \eta(y') \Phi_{P, P}(z, y) \Phi_{P, P}(z', y') \right] dy dy'.$$

By proceeding in the same manner and using approximation (60), on can get

$$\text{Cov} \left( I^W_n(z; S), I^W_n(z'; S) \right) \approx 8j_0^4 \omega^4 \gamma^2 t^2 \left( \frac{\pi}{\omega} \right)^{2d-4} \int_{\mathbb{R}^{2d}} \mathbb{E} \left[ \eta(y) \eta(y') \Phi_{S, S}(z, y) \Phi_{S, S}(z', y') \right] dy dy'.$$

The conclusion follows from the last two equations and the definition of $C_\eta$. 

**Remark 5.2.** It is interesting to note, from estimates (59)-(60), that the speckle field generated by the medium noise $\eta$ for an $\alpha$-wave is roughly the medium noise smoothed by the integral kernel $\Phi_{\alpha, \alpha}$. Moreover, its correlation structure is approximately that of $\eta$ smoothed by the kernel $\Phi_{\alpha, \alpha}$ with a correlation length given by the maximum of the wavelength of the incident field and the correlation length of $\eta$, as suggested by Lemma 5.1. Specifically, the speckle field has a correlation length of the order of the focal spot size of $z_s \rightarrow I^W_n(z_s; \alpha)$ in the neighborhood of $z_D$, so that it is not possible to recognize the peak procured by $z_s \rightarrow I^W_n(z_s; \alpha)$ based on its shape. The identification of the true peak is
only possible through its height. It is worthwhile precision also that the main peak of the location indicator is affected
due to the medium noise. Finally, the estimates of the speckle field and its covariance both are independent of n which
means that the stability of the weighted location indicator relative to medium noise cannot be increased by increasing
the number of illuminations on contrary to the measurement noise case.

5.1.3. Speckle field analysis for elasticity contrast

For analyzing the performance of the weighted location indicator in the elasticity contrast case, the covariance of
the speckle field is estimated in Lemma 5.3.

**Lemma 5.3.** For all \( z, z' \in \mathbb{R}^d \),

\[
\text{Cov} \left( I_\omega^w(z; \alpha), I_\omega^w(z'; \alpha) \right) \approx 8\rho_0^2\varepsilon^2\omega^2\gamma^2 \left( \frac{\pi}{\kappa_\omega} \right)^{2d-4} \int_{\mathbb{R}^d \times \mathbb{R}^d} C_\omega(y, y') Q_\omega^n[M(B_S)(z, y)Q_\omega^n[M(B_S)](z', y') dy dy'.
\]

(61)

where \( Q_\omega^n[A] : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \), for any rank-four tensor \( A \), is defined by

\[
Q_\omega^n[A](x, y) := \mathfrak{S} \left[ \nabla_x \Gamma^\omega_{\alpha}(x, y) \right] : A \ast \mathfrak{S} \left[ \nabla_y \Gamma^\omega_{\alpha}(x, y) \right].
\]

(62)

**Proof.** Let us prove the result for \( \alpha = P \). The situation when \( \alpha = S \) can be dealt with similarly. Let us first evaluate
the speckle field. By the definition of the error function,

\[
\frac{1}{n} \sum_{j=1}^{n} a_d^p \nabla \mathcal{E}_P^P(z) : M(B_S) : \nabla u_j^{P,0}(z)
\]

\[
= -4\rho_0^2\varepsilon^2\omega^2\gamma^2 \left( \frac{\pi}{\kappa_P} \right)^{d-2} \frac{1}{n} \sum_{j=1}^{n} \int_{\mathbb{R}^d} \mathfrak{S} \left[ \nabla_x \Gamma^P_{\alpha}(z, y) \right] \eta(y) u_j^{P,0}(y) : M(B_S) : \nabla u_j^{P,0}(z) dy
\]

\[
= -\frac{\rho_0^2\varepsilon^2\omega^2\gamma^2}{n} \sum_{j=1}^{n} \int_{\mathbb{R}^d} \eta(y) \mathfrak{S} \left[ \nabla_x \Gamma^P_{\alpha}(z, y) \right] \theta_j : M(B_S) : \theta_j \otimes \theta_j e^\kappa_\omega(x-y) dy.
\]

After proceeding component-wise, one can easily check out that

\[
\frac{1}{n} \sum_{j=1}^{n} a_d^p \nabla \mathcal{E}_P^P(z) : M(B_S) : \nabla u_j^{P,0}(z) = -\frac{\rho_0^2\varepsilon^2\omega^2\gamma^2}{n} \sum_{j=1}^{n} \int_{\mathbb{R}^d} \eta(y) M(B_S) \ast \mathfrak{S} \left[ \nabla_x \Gamma^P_{\alpha}(z, y) \right] : \theta_j \otimes \theta_j e^\kappa_\omega(x-y) dy.
\]

Consequently, thanks to approximation (8),

\[
\frac{1}{n} \sum_{j=1}^{n} a_d^p \nabla \mathcal{E}_P^P(z) : M(B_S) : \nabla u_j^{P,0}(z) \approx -4\rho_0^2\varepsilon^2\omega^2\gamma^2 \left( \frac{\pi}{\kappa_P} \right)^{d-2} \int_{\mathbb{R}^d} \eta(y) Q_\omega^n[M(B_S)](z, y) dy.
\]

(63)

Let us now estimate the covariance of the weighted location indicator. In elasticity contrast case,

\[
\text{Cov} \left( I_\omega^w(z; P), I_\omega^w(z'; P) \right)
\]

\[
= \frac{c_2^2}{n^2} \sum_{j, f=1}^{n} \mathbb{E} \left[ \Re \left\{ a_d^p \nabla \mathcal{E}_P^P(z) : M(B_S) : \nabla u_j^{P,0}(z) \right\} \Re \left\{ a_d^p \nabla \mathcal{E}_P^P(z) : M(B_S) : \nabla u_f^{P,0}(z') \right\} \right]
\]

\[
= \frac{c_2^2}{2} \mathbb{E} \left\{ \left[ \frac{1}{n} \sum_{j=1}^{n} a_d^p \nabla \mathcal{E}_P^P(z) : M(B_S) : \nabla u_j^{P,0}(z) \right] \left[ \frac{1}{n} \sum_{j=1}^{n} a_d^p \nabla \mathcal{E}_P^P(z') : M(B_S) : \nabla u_f^{P,0}(z') \right] \right\}.
\]

(63)
Therefore, by virtue of estimate (63),

\[
\text{Cov} \left( I^n_w(x; P), I^n_w(z'; P) \right) \approx 8p_0^2\epsilon^2\alpha^2\gamma_0^2 \left( \frac{\pi}{k_p} \right)^{2d-4} \int_{\mathbb{R}^d \times \mathbb{R}^d} C_\rho(y,y')Q_\xi^n[M(B_S)](y)Q_\xi^n[M(B_S)](y')dydy'.
\]

It can be demonstrated that \(Q_\xi^n[M(B_S)]\) defined in Eq. (62) is a non-negative real-valued function for both \(\alpha = P\) and \(\alpha = S\). For example, when \(B_S\) is a ball in \(\mathbb{R}^d\) and \(M(B_S) = M(B_D)\),

\[
Q_\xi^n[M(B_S)](x,y) := a \left[ \left\| \nabla_x \Gamma^{\rho,0}_p(x,y) \right\|^2 \right] + b \left[ \left\| \nabla_x \cdot \Gamma^{\rho,0}_p(x,y) \right\|^2 \right],
\]

\[
Q_\xi^n[M(B_S)](x,y) := \frac{a}{2} \left[ \left\| \nabla_x \Gamma^{\rho,0}_p(x,y) \right\|^2 \right] + \frac{b}{2} \left[ \left\langle \nabla \cdot \Gamma^{\rho,0}_p(x,y) \right\rangle \right] + \left[ \left\langle \nabla_x \cdot \Gamma^{\rho,0}_p(x,y) \right\rangle \right] + b \left[ \left\| \nabla_x \cdot \Gamma^{\rho,0}_p(x,y) \right\|^2 \right].
\]

Thanks to this observation and the comparison of the speckle fields ((59)-(60) and (63)) and their covariances ((58) and (61)), one can draw similar conclusions regarding the elasticity contrast case as in Remark 5.2. The only difference is that the smoothing kernel \(Q_\xi^n\) replaces the kernel \(\Phi_{\alpha,0}\) in the elasticity contrast case (which also is non-negative and achieves its maximum value at \(z_D = z_D\)).

5.2. Randomly fluctuating elastic parameters

Let the Lamé parameters of the background medium fluctuate around the reference values. For brevity, it is assumed that only the shear modulus fluctuates around its reference value \(\mu_0\). The general case is delicate but amenable to the same treatment.

Let \(\mu\) denote the randomly fluctuating shear modulus defined by

\[
\mu(x) := \mu_0(1 + \varphi(x)), \quad x \in \mathbb{R}^d,
\]

where \(\varphi\) is a random process. It is assumed that \(\varphi\) is compactly supported in \(\mathbb{R}^d\) with typical size \(\sigma_\varphi\) and the fluctuation is weak enough that the terms of the order \(o(\sigma_\varphi)\) are negligible so that the Born approximation is justified. As for the medium with randomly fluctuating density parameter, first the noisy measurements are modeled with the goal of approximating the noisy back-propagator as the sum of the reference back-propagator and the clutter error term.

5.2.1. Measurement model

The incident field in the background domain now satisfies

\[
\mathcal{L}_{\rho_0,\mu_0} \left[ u^{\text{inc}} \right](x) + \rho_0\omega^2 u^{\text{inc}}(x) = -2\nabla \cdot \varphi \nabla u^{\text{inc}}(x), \quad x \in \mathbb{R}^d.
\]

Thanks to the Born approximation and asymptotic expansion (13), for \(|x| \to +\infty,

\[
u^{\text{inc}}(x) - u^{\text{inc},0}(x) = -2 \int_{\mathbb{R}^d} \Gamma^{\rho,0}(x,y) \nabla \cdot \varphi(y) \nabla u^{\text{inc},0}(y) dy + o(\sigma_\varphi)
\]

\[
= -2 \left[ a^p e^{i\epsilon|x|} \int_{\mathbb{R}^d} (\hat{x} \otimes \hat{x}) e^{-i\kappa_p x \cdot y} \nabla \cdot \varphi(y) \nabla u^{\text{inc},0}(y) dy \right] + \left[ a^d e^{i\epsilon|x|} \int_{\mathbb{R}^d} (I_d - \hat{x} \otimes \hat{x}) e^{-i\kappa_p x \cdot y} \nabla \cdot \varphi(y) \nabla u^{\text{inc},0}(y) dy + o(\sigma_\varphi) + O \left( \frac{1}{|x|^d} \right) \right]
\]

\[
= -2 \left[ a^p e^{i\epsilon|x|} \int_{\mathbb{R}^d} \left( \frac{1}{\kappa_p} \nabla \cdot \nabla \right) e^{-i\kappa_p x \cdot y} \nabla \cdot \varphi(y) \nabla u^{\text{inc},0}(y) dy \right] + \left[ a^d e^{i\epsilon|x|} \int_{\mathbb{R}^d} \left( I_d + \frac{1}{\kappa_S} \nabla \cdot \nabla \right) e^{-i\kappa_p x \cdot y} \nabla \cdot \varphi(y) \nabla u^{\text{inc},0}(y) dy + o(\sigma_\varphi) + O \left( \frac{1}{|x|^d} \right) \right].
\]
Moreover,
\[
(u^{\text{tot}}(x) - u^{\text{inc}}(x)) = (u^{\text{tot},0}(x) - u^{\text{inc},0}(x)) - 2 \int_{\mathbb{R}^d} \Gamma^{\text{inc},0}(x,y) \nabla \cdot \varphi \nabla \cdot (u^{\text{tot},0}(y) - u^{\text{inc},0}(y)) \, dy + o(\sigma_x) .
\] (65)

As the second term on the RHS of Eq. (65) is of the order \(o(\omega^{d+2} e^\epsilon \sigma_x)\) thanks to Corollary 2.4.
\[
(u^{\text{tot}}(x) - u^{\text{inc}}(x)) = (u^{\text{tot},0}(x) - u^{\text{inc},0}(x)) + o(\sigma_x) + o(\omega^{d+2} e^\epsilon \sigma_x) .
\] Consequently, from Eqs. (64) and (65), for \(|x| \to +\infty,
\[
(u^{\text{tot}}(x) - u^{\text{inc},0}(x)) = \frac{e^{\text{inc},0}(x)}{|x|^{d-1}/2} u^{\text{inc},0}_{e,p}(x) + \frac{e^{\text{inc},0}(x)}{|x|^{d-1}/2} u^{\text{inc},0}_{e,s}(x) + o(1/|x|^{d+1/2}),
\]

Since the noisy data \(u^{\text{inc},0}_{e,p}(x)\) is defined by
\[
(u^{\text{tot}}(x) - u^{\text{inc},0}(x)) = \frac{e^{\text{inc},0}(x)}{|x|^{d-1}/2} u^{\text{inc},0}_{e,p}(x) + \frac{e^{\text{inc},0}(x)}{|x|^{d-1}/2} u^{\text{inc},0}_{e,s}(x) + o(1/|x|^{d+1/2}),
\]
it is easy to see that, by virtue of Eq. (66),
\[
(u^{\text{inc},0}_{e,p}(x)) = u^{\text{inc},0}_{e,p}(\tilde{x}) - 2 \alpha_d \int_{\mathbb{R}^d} \left[ \frac{1}{\kappa_p} \nabla \cdot \varphi(\nabla \cdot \varphi) \cdot u^{\text{inc},0}(y) \, dy + o(\sigma_x) + o(\omega^{d+2} e^\epsilon \sigma_x) + o(1/|x|^{d+1/2}) ,
\]
\[
(u^{\text{inc},0}_{e,s}(x)) = u^{\text{inc},0}_{e,s}(\tilde{x}) - 2 \alpha_d \int_{\mathbb{R}^d} \left[ \frac{1}{\kappa_S} \nabla \cdot \varphi(\nabla \cdot \varphi) \cdot u^{\text{inc},0}(y) \, dy + o(\sigma_x) + o(\omega^{d+2} e^\epsilon \sigma_x) + o(1/|x|^{d+1/2}) .
\]

Finally, the noisy back-propagator \(\mathcal{H}[u^{\text{inc},0}]\) can be approximated using the noisy far-field patterns (67) and (68) as
\[
\mathcal{H}[u^{\text{inc},0}] = \mathcal{H}[u^{\text{inc},0}] - \mathcal{E}_{\text{inc}}[u^{\text{inc},0}] , \quad z \in \mathbb{R}^d ,
\]
where the error operator is now defined by
\[
\mathcal{E}_{\text{inc}} = -8e^\beta \frac{\text{d}^2}{\kappa_0} \int_{\mathbb{R}^d} \mathcal{G}^{\text{inc},0}(z,y) \, \varphi(\nabla \cdot \varphi) \, w(y) \, dy .
\]

Henceforth, the notation \(\mathcal{E}_{\text{inc}}\) and \(\mathcal{E}_{\text{inc}}\) is used for the errors associated to \(u^{\text{inc},0}\) and \(u^{\text{inc},0}\), respectively. Let us now study the speckle field generated by the back-propagator \(\mathcal{E}_{\text{inc}}\). Only the results for the density contrast case are presented. The elasticity contrast case can be discussed as in Section 5.1.3.

5.2.2. Speckle pattern for density contrast

Let us proceed as in Section 5.1 and evaluate the speckle fields,
\[
\frac{1}{n} \sum_{j=1}^{n} d_j \mathcal{E}_{\text{inc},0}(z) \cdot u^{\text{inc},0}(z) \quad \text{and} \quad \frac{1}{n} \sum_{j=1}^{d-1} \sum_{i=1}^{d-1} d_j \mathcal{E}_{\text{inc},0}(z) \cdot u^{\text{inc},0}(z) .
\]
Accordingly, for incident P-waves,

$$\frac{1}{n} \sum_{j=1}^{n} \sum_{l=1}^{d-1} \overline{E}_P^{j,l}(z) \cdot u_j^{P0}(z) = -8 \rho_0 c_P^2 \pi \frac{\pi}{k_P} \frac{1}{n} \sum_{j=1}^{n} \int_{\mathbb{R}^d} \Im \left\{ \Gamma_{P}^{00}(z, y) \right\} \nabla \cdot \varphi(y) \overline{u}_0^{P0}(y) \, dy \cdot u_j^{P0}(z)$$

$$= -\frac{2 \gamma_d}{c_P \omega} \frac{1}{n} \sum_{j=1}^{n} \int_{\mathbb{R}^d} \Im \left\{ \Gamma_{P}^{00}(z, y) \right\} \left( ik_P \nabla \varphi(y) \cdot \theta_j - k_\rho^2 \varphi(y) \right) u_0^{P0}(y) \cdot u_j^{P0}(z) dy.$$

One substituting the expressions for $u_j^{P0}$ and doing a few simple manipulations, one arrives at

$$\frac{1}{n} \sum_{j=1}^{n} \sum_{l=1}^{d-1} \overline{E}_P^{j,l}(z) \cdot u_j^{P0}(z) = \frac{2 \gamma_d}{c_P \omega} \frac{1}{n} \sum_{j=1}^{n} \int_{\mathbb{R}^d} \left( \frac{\gamma_d}{c_P \omega} \int_{\mathbb{R}^d} \Im \left\{ \Gamma_{P}^{00}(z, y) \right\} : \nabla \varphi(y) \right) \Im \left\{ \Gamma_{P}^{00}(z, y) \right\} \varphi(y) \, dy.$$

By invoking identities (10) and (8), one gets

$$\frac{1}{n} \sum_{j=1}^{n} \sum_{l=1}^{d-1} \overline{E}_P^{j,l}(z) \cdot u_j^{P0}(z) = \frac{2 \gamma_d}{c_P \omega} \frac{1}{n} \sum_{j=1}^{n} \int_{\mathbb{R}^d} \left( \frac{\gamma_d}{c_P \omega} \int_{\mathbb{R}^d} \Im \left\{ \Gamma_{P}^{00}(z, y) \right\} : \nabla \varphi(y) \right) \Im \left\{ \Gamma_{P}^{00}(z, y) \right\} \varphi(y) \, dy.$$

Since $\varphi$ is compactly supported, one can simplify the above expression as

$$\frac{1}{n} \sum_{j=1}^{n} \sum_{l=1}^{d-1} \overline{E}_P^{j,l}(z) \cdot u_j^{P0}(z) = \frac{4 \gamma_d}{c_P \omega} \frac{1}{n} \sum_{j=1}^{n} \int_{\mathbb{R}^d} \left( \frac{\gamma_d}{c_P \omega} \int_{\mathbb{R}^d} \Im \left\{ \Gamma_{P}^{00}(z, y) \right\} : \nabla \varphi(y) \right) \Im \left\{ \Gamma_{P}^{00}(z, y) \right\} \varphi(y) \, dy.$$

Similarly, for incident S-waves,

$$\frac{1}{n} \sum_{j=1}^{n} \sum_{l=1}^{d-1} \overline{E}_S^{j,l}(z) \cdot u_j^{S0}(z) = \frac{2 \gamma_d}{c_S \omega} \frac{1}{n} \sum_{j=1}^{n} \int_{\mathbb{R}^d} \left( \frac{\gamma_d}{c_S \omega} \int_{\mathbb{R}^d} \Im \left\{ \Gamma_{S}^{00}(z, y) \right\} : \nabla \varphi(y) \right) \Im \left\{ \Gamma_{S}^{00}(z, y) \right\} \varphi(y) \, dy.$$

On substituting the expressions for $u_j^{S0}$ and after a few simple manipulations, one arrives at

$$\frac{1}{n} \sum_{j=1}^{n} \sum_{l=1}^{d-1} \overline{E}_S^{j,l}(z) \cdot u_j^{S0}(z) = \frac{2 \gamma_d}{c_S \omega} \frac{1}{n} \sum_{j=1}^{n} \int_{\mathbb{R}^d} \left( \frac{\gamma_d}{c_S \omega} \int_{\mathbb{R}^d} \Im \left\{ \Gamma_{S}^{00}(z, y) \right\} : \nabla \varphi(y) \right) \Im \left\{ \Gamma_{S}^{00}(z, y) \right\} \varphi(y) \, dy.$$
Finally, using the identities in Proposition 2.1,

\[
\frac{1}{n} \sum_{j=1}^{n} \sum_{\ell=1}^{d-1} \frac{1}{\kappa_j^\ell} \mathcal{I}_S^{\mathcal{D}_{\kappa_j^\ell}}(z) \cdot \mathbf{u}_j^{(0)}(z) = \frac{8p_0 \gamma_d}{\kappa_S} \left( \frac{\pi}{\kappa_S} \right)^{d-2} \int_{\mathbb{R}^d} \left[ \nabla \left[ \mathbf{I}_S^{\mathcal{D}_{\kappa_j^\ell}}(z, y) \right] : \nabla \varphi(y) \otimes \nabla \left[ \mathbf{I}_S^{\mathcal{D}_{\kappa_j^\ell}}(z, y) \right] \right] \, dy.
\]

(70)

The expressions (69) and (70) suggest that the salient features of the speckle fields remain the same as discussed in Section 5.1 when there is a random fluctuation in the background shear modulus. Precisely, the speckle field can still be regarded as a smoothing transform of the random fluctuation or its derivatives. Although, the kernel of this integral transformation is very complicated but has a diameter of the order of wavelength. Therefore, it can be concluded that the speckle field has a correlation length proportional to the maximum of the focal spot size of \( z_S \mapsto I_S^{\mathcal{D}}(z_S, \alpha) \) and the correlation length of \( \varphi \). Therefore, the identification of the true peak of \( I_w^{\mathcal{D}} \) is possible only through its height that may also be affected due to the medium noise. Moreover, the stability features of the weighted location indicator with respect to the fluctuations in the shear modulus are independent of the number of illuminations so that no more stability can be gained by increasing the number of incident fields.

6. Conclusion

In this article, single- and multi-short topological sensitivity based location indicators for detecting homogeneous elastic inclusions were analyzed. It was demonstrated that the classical location indicators may fail to locate an inclusion when the mode-conversion artifacts are strong as the corresponding topological derivative is not expected to observe its most-prominent decrease at the location of the inclusion. In order to tackle the mode-conversion phenomenon, weighted location indicators were designed by correlating the shear and pressure components of the back-propagators with those of the incident fields and taking a weighted aggregate. These indicators appeared to be topological sensitivity based indicators (i.e., associated to the topological derivative of a cost functional) when the inclusion had only a contrast with the background medium in the density parameter. However, when the contrast between inclusion and the background was in terms of the Lamé parameters, the weighted indicator was found to be rather of the Kirchhoff type. The stability of the weighted indicators was discussed rigorously with respect to an additive measurement noise and a random medium noise. It was demonstrated that the weighted indicators are stable with respect to measurement noise whereas moderately stable with respect to random medium noise.

Appendix A. Proof of proposition 2.1

The first three identities are only derived here, the rest can be derived analogously. The identity (7) easily follows from the fact that

\[
\int_{\mathbb{R}^{d-1}} e^{i\kappa_j \cdot (y-x)} \, d\sigma(\mathbf{k}) = \begin{cases} j_0(\kappa_j |y - z|), & d = 3, \\ J_0(\kappa_j |y - z|), & d = 2, \end{cases}
\]

where \( j_0 \) and \( J_0 \) are spherical and cylindrical Bessel functions of first kind and order zero, respectively. In order to prove the rest of the identities, note that, for \( n \) sufficiently large,

\[
\frac{1}{n} \sum_{j=1}^{n} \theta_j \otimes \theta_j e^{i\kappa_j \cdot (y-x)} \otimes \theta_j = -\frac{1}{\kappa_j} \nabla \otimes \nabla \int_{\mathbb{R}^{d-1}} e^{i\kappa_j \cdot (y-x)} \, d\sigma(\mathbf{k}),
\]

and

\[
\theta_j \otimes \theta_j + \sum_{\ell=1}^{d-1} \theta_j^{\perp,\ell} \otimes \theta_j^{\perp,\ell} = \mathbf{I}_d,
\]
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since \(\{\theta_j, \theta_j^{\perp}\} \) forms a basis for \(\mathbb{R}^d\) for each \(j = 1, \cdots, n\). Therefore, the above identities together with Eq. (7) furnish,

\[
\frac{1}{n} \sum_{j=1}^{n} \theta_j \otimes \theta_j e^{i \omega_j (y-x) \theta_j} \approx -\frac{4}{\kappa_p^2} \left( \frac{\pi}{\kappa_p} \right) \nabla \nabla (\mathcal{S} [g_p(y-z)]) = 4 \rho_0 c_p^2 \left( \frac{\pi}{\kappa_p} \right)^{d-2} \mathcal{S} [\Gamma_p(y,z)],
\]

\[
\frac{1}{n} \sum_{j=1}^{n} \theta_j^{\perp} \otimes \theta_j^{\perp} e^{i \omega_j (y-x) \theta_j} \approx \left( I_d + \frac{1}{\kappa_S^2} \nabla \nabla \int_{\mathbb{R}^d} e^{i \omega_j (y-x) \theta_j} d\theta \right) \approx 4 \rho_0 \kappa_\ell^2 \left( \frac{\pi}{\kappa_S} \right)^{d-2} \mathcal{S} [\Gamma_p^{\perp}(y,z)].
\]

**Appendix B. Proof of proposition 2.2**

Let us prove the second identity for \(d = 3\). The case for \(d = 2\) is identical. For the first identity, refer, for instance, to [7, 53]. Remark that, for all \(\kappa \in \mathbb{R}_+,\)

\[
\nabla_y \left( \frac{(x - y) \otimes (x - y)}{|x - y|^3} e^{i \omega (x-y)} \right) = \frac{1}{\kappa^3} \sum_{i,j,k} \frac{\partial}{\partial x_j} \left( \frac{(x_j - y_j)(x_k - y_k)}{|x - y|^3} e^{i \omega (x-y)} \right) \hat{e}_i \otimes \hat{e}_j \otimes \hat{e}_k + O \left( \frac{1}{|x|^2} \right)
\]

\[
= \frac{ik}{|x|^3} \left( e^{i \omega |x|} \hat{x} \otimes \hat{x} \otimes \hat{x} + O \left( \frac{1}{|x|^2} \right) \right). \tag{B.1}
\]

Similarly, for all \(\kappa \in \mathbb{R}_+,\)

\[
\nabla_y \left( \frac{e^{i \omega (x-y)}}{|x - y|} \right) = \frac{1}{\kappa^3} \sum_{i,j,k} \frac{\partial}{\partial x_j} \left( \frac{e^{i \omega (x-y)}}{|x - y|} \right) \hat{e}_i \otimes I_3 + O \left( \frac{1}{|x|^2} \right)
\]

\[
= \frac{ik}{|x|^3} e^{-i \omega |x|} \left( \frac{e^{i \omega |x|} |x|}{|x|^2} \hat{x} \otimes \hat{x} \otimes \hat{x} + O \left( \frac{1}{|x|^2} \right) \right). \tag{B.2}
\]

Therefore, thanks to Eqs. (B.1) and (B.2), the expression (6) leads to

\[
\nabla_y \Gamma^{\omega}(x,y) = \frac{1}{\mu_0} \nabla_y \left[ I_3 + \frac{1}{\kappa_S^2} \nabla_y \otimes \nabla_y e^{i \omega |x-y|} \right] - \frac{1}{4 \pi |x-y|} \nabla_y \otimes \nabla_y e^{i \omega |x-y|}
\]

\[
= \frac{1}{4 \pi \mu_0} \nabla_y \left[ \frac{e^{i \omega |x-y|} |x-y|}{|x-y|^3} I_3 - \frac{(x - y) \otimes (x - y) e^{i \omega |x-y|}}{|x - y|^3} \right] + \frac{1}{4 \pi \mu_0 \kappa_\ell^2} \nabla_y \left[ \frac{(x - y) \otimes (x - y) e^{i \omega |x-y|}}{|x - y|^3} \right]
\]

\[
= \frac{ik_\ell e^{-i \omega |x|}}{4 \pi \mu_0} \left( \hat{x} \otimes I_3 - \hat{x} \otimes \hat{x} \otimes \hat{x} \right) + \frac{ik_\ell e^{-i \omega |x|}}{4 \pi (\lambda_0 + 2 \mu_0)} \hat{x} \otimes \hat{x} \otimes \hat{x} + O \left( \frac{1}{|x|^2} \right). \tag{B.3}
\]

The conclusion follows from Eq. (B.3) and the definition (15).
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