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This paper analyses the automatic control effect of an electronic controller, combined with artificial intelligence technology in order to improve the automatic control of an electronic controller. In order to improve the automatic control effect of the electronic controller, a novel centralized intelligent reflective surface-assisted millimeter-wave computational imaging scheme based on pixel block division and block sparse signal recovery is proposed in this paper. Meanwhile, this paper proposes a fast block-sparse Bayesian learning algorithm. It combines the GAMP algorithm with machine learning, so it can achieve similar performance with much lower computational complexity than the traditional block sparse Bayesian learning algorithm. The simulation clustering study shows that the electronic controller automation system based on artificial intelligence technology proposed in this paper can effectively improve the control effect of the electronic controller.

1. Introduction

Since the beginning of the twenty-first century, electronic technology, especially microelectronics technology, has been changing with each passing day, and the performance requirements of automobiles are also becoming more stringent [1]. The rapid development of the automotive market has also driven the continuous advancement of body control systems. At present, the original distributed body control system is being eliminated from the market, and products are developing from the centralized body control system to the distributed body control system [2]. A body control system (BCM) refers to the automotive electrical system in which a controller is responsible for monitoring and controlling all electrical equipment in the vehicle body. Usually, the body control system is responsible for controlling the door and window lifts, electric rear view mirrors, air conditioning, central locking, and antitheft password systems. At the same time, the body control system can communicate with other controllers through various automobile buses [3]. The development trend of the future body control system is digital, intelligent, and networked. Connecting various electrical devices and control units through the bus can simplify the wiring harness layout of the whole vehicle, facilitate the expansion of future system functions, and reduce the weight of the vehicle wiring harness. At the same time, the diagnosable function is also conducive to the inspection and maintenance of the car. The driver can easily understand the working status of each system of the car through the display of the combination instrument before starting, so as to ensure the safety of the car [4]. The maintenance personnel can quickly determine the specific location of the fault by reading the fault information through the fault diagnosis instrument, which reduces the difficulty of troubleshooting and reduces the maintenance time [5]. At the same time, the car bus can realize information sharing and cooperative work between different electrical systems, laying the foundation for greater car intelligence in the future.

The centralized body control system means that multiple body electrical subsystems are controlled centrally through one controller. All switches and sensors are connected to the same controller. A certain logical relationship can occur between each body’s electrical subsystem, and at the same time, through the bus connection, a certain logical relationship can occur between the body control system and the
power system and even the entertainment system, air conditioning system, and instrumentation system, such as the alarm of the air conditioning system. The main controller component of the centralized system is the body controller (BCM), which is the core of the centralized body control system [6]. The body controller can be further divided into a bus-type body controller and a non-bus-type body controller. The bus-type body control system can simultaneously function as a gateway. The aforementioned CBCU is a centralized body control system [7].

The centralized body control system greatly strengthens the control functions of humanization, comfort, and safety, and the fault diagnosis of the electric equipment of the whole vehicle is also simplified. Reasonable use, under the premise of the same technical requirements, can reduce the overall cost of the body control system [8]. Of course, there are downsides to centralized body control systems. Compared with the distributed system, the development of the body controller is more difficult, especially in terms of the software structure of the controller and the reliability of the system; since many electrical devices are controlled by one controller, when the configuration of the vehicle electrical system changes a lot, the centralized body control system tends to exist in many states, requiring a lot of repeated development and testing. Redundant development will result in a waste of resources, and the cost is not easy to control [9].

In terms of form, the distributed body control system is similar to the decentralized system in that each subsystem of the body electrical appliances is controlled by a separate controller, but there are great differences in essence. There is no relationship between the electrical appliances of the distributed body control system and the distributed body control system inherits the advantages of the centralized body control system in functional control. In addition to the logic control, it also communicates through the bus to realize the functional interaction of various areas and subsystems, such as body appliances, power systems, entertainment systems, and instrumentation systems [10]. In the distributed body control system, the communication of all control modules becomes very critical, and the realization of almost all control functions is inseparable from the existence of communication [11]. For example, in a centralized control system, all door lock motors are directly driven by the body controller, while in a distributed system, each door control module first obtains a lock and unlock signal through the bus, and then each door control module independently drives each door lock motor. When OEMs use the distributed body control system, they should define the basic bus protocol, all messages and their reasonable attributes (message sending method, period, signal meaning, etc.), network management methods, diagnosis according to the system functional requirements, protocol, etc. and formulate strict test specifications and complete the test software design to ensure that the communication effect of the bus meets the functional requirements [12].

With the rapid development of Internet services, network management has become more and more complex on the existing network architecture, and it is difficult for researchers to conduct new innovative experiments. In order to simplify network management and reduce the difficulty for researchers to conduct innovative experiments, a new network architecture of software defined networking (SDN) is proposed, which decouples the control plane and data plane of network devices [12], so that network administrators can easily manages network services flexibly and conveniently and, at the same time, cooperate with the OpenFlow protocol, making it easier for researchers to conduct innovative network experiments. The emergence of SDN quickly attracted the attention of a large number of enterprises, such as equipment manufacturers, telecom operators, and Internet companies. Compared with the existing network, SDN can improve the intelligent forwarding capability of the network edge, make the deployment and upgrade of network equipment more convenient, and improve the network’s open capability [13]. As the middle layer of the SDN architecture, the SDN controller, on the one hand, opens network programming capabilities to the application layer through the northbound interface, so that the application layer does not need to care about specific details and has the ability to control network behavior; the underlying network equipment is managed and dispatched in a unified manner. It is a bridge connecting the infrastructure layer and the application layer and has an important position as a "network operating system" [14].

In recent years, with the development and maturity of SDN, many enterprises have begun to commercialize SDN deployment, and various open-source controllers have been developed one after another. However, there are still many deficiencies in the research work on the performance testing of SDN controllers in the industry. For example, the test content of the SDN controller performance test is not comprehensive enough; there are few open-source test tools, and most of the test tools can only simulate independent switches for testing but cannot form the topology between switches [15]. Most of the open source testing tools do not support testing controller clusters; therefore, it is difficult for the existing open-source test tools to make a comprehensive evaluation of the performance of the SDN controller, which is unfavorable for the further development of the SDN controller, and the SDN controller is the core component of the SDN architecture which hinder the development of SDN [16].

Any network is in constant change, and so is an SDN network. In the SDN network, when the network changes, for example, a new switch is turned on/off, the switch port is turned on/off, the switch needs to send a specific message to the SDN controller to notify the SDN controller that the network has changed, and the SDN control The response time of the SDN controller to such messages reflects the sensitivity of the SDN controller to network changes and determines whether the SDN controller can perceive network changes in a timely manner [17]. Four indicators are added to the test system to test the response time of the SDN controller to topology events. In an SDN network, since the SDN controller is the brain of the entire network, when the switch encounters a packet that cannot be...
processed, it will send a request to the SDN controller, and then the SDN controller decides how to process the packet. The processing speed of the SDN controller, that is, the response time, affects the transmission efficiency of data packets in the SDN network, which is of great significance [18]. The end-to-end path establishment time indicator is to test this capability of the SDN controller. The end-to-end path establishment time indicator not only tests the processing time of the SDN controller for a packet request but also tests the sum of the processing times of the SDN controller for each switch on a complete path, which is more suitable for a realistic scene. Therefore, we chose the end-to-end path setup time metric as a metric for the SDN controller response time class.

This paper combines artificial intelligence technology to analyze the automatic control of the electronic controller and constructs an automatic control system for the electronic controller based on the artificial intelligence technology to promote the intelligent application effect of the electronic controller.

2. Communication Model of Electronic Controller Based on Intelligent Reflector

2.1. Smart Reflector. As shown in Figure 1, the typical architecture of the IRS consists of three layers and an intelligent controller. The physical model of the smart reflector is shown in Figure 2. Each microfacet on the IRS is $d_x \times d_y$, where $d_x$ and $d_y$ are the side lengths along the x-axis and y-axis, respectively, and their sizes are generally between $\lambda/10$ and $\lambda/2$. $G$ is the gain of the microfacet, which is defined as

$$G = \frac{4\pi}{\int_{\phi=0}^{2\pi} \int_{\theta=0}^{\pi} F(\theta, \phi) \sin \theta \, d\theta \, d\phi}$$  \hspace{1cm} (1)$$

It is only related to the normalized power pattern $F(\theta, \phi)$ of the microfacet.

The power of the signal incident on a single microfacet $U_{n,m}$ can be expressed as
\[ p_{n,m}^{in} = \frac{G_t P_t}{4\pi (r_{n,m}^t)^2} F_{Rx}(\theta_{n,m}^{tx}, \phi_{n,m}^{tx}) F(\theta_{n,m}^{rx}, \phi_{n,m}^{rx}) d_x d_y. \]  

(2)

The electric field of the incident signal to \( U_{n,m} \) is

\[ E_{n,m}^{in} = \sqrt{\frac{2Z_0 p_{n,m}^{in}}{d_x d_y}} (-j2\pi r_{n,m}^t)/(\lambda). \]  

(3)

Among them, \( Z_0 \) is the characteristic impedance of air, and \( r_{n,m}^t \) can be written as

\[ r_{n,m}^t = \sqrt{\left(x - \frac{2m-1}{2} d_x\right)^2 + \left(y - \frac{2n-1}{2} d_y\right)^2 + \varepsilon^2}, \]  

(4)

\[ p_{n,m}^{in} = p_{n,m}^{reflected}. \]

Among them, \( p_{n,m}^{reflected} \) is the total power of the reflected signal of the microfacet \( U_{n,m} \). The power of the reflected signal received by the receiver from \( U_{n,m} \) can be expressed as

\[ p_{n,m}^{r} = \frac{G_r P_r}{4\pi (r_{n,m}^r)^2} F(\theta_{n,m}^{rx}, \phi_{n,m}^{rx}) F(\theta_{n,m}^{rx}, \phi_{n,m}^{rx}) A_r, \]

\[ F_{r}^{r} = \sqrt{\frac{2Z_0 p_{n,m}^{r} \Gamma_{n,m}^{combined}}{A_r}} \]

\[ = \frac{Z_0 P_t G_t G_d d_x d_y F_{n,m}^{combined}}{8\pi^2} \Gamma_{n,m}^{combined} (-j2\pi (r_{n,m}^t + r_{n,m}^r))/\lambda, \]  

(5)

Among them, \( F_{n,m}^{combined} = F_{Rx}(\theta_{n,m}^{tx}, \phi_{n,m}^{tx}) F(\theta_{n,m}^{rx}, \phi_{n,m}^{rx}) F(\theta_{n,m}^{rx}, \phi_{n,m}^{rx}) \) represents the effect of the normalized power pattern on the received signal power. The total electric field of the received signal is the superposition of the electric fields reflected from all unit cells towards the receiver

\[ E' = \sum_{m=-M/2}^{M/2} \sum_{n=-N/2}^{N/2} E_{n,m}^{r}. \]  

(6)

The received signal power of the receiver is

\[ P_r = \frac{|E'|^2}{2Z_0}A_r. \]  

(7)

Among them, \( A_r = (G_r \lambda^2)/(4\pi) \) is the aperture of the receive antenna. The received signal power is as follows

\[ P_r = P_t \frac{G_t G_d d_x d_y \lambda^2}{64\pi^3} \sum_{m=-M/2}^{M/2} \sum_{n=-N/2}^{N/2} \sqrt{\frac{F_{n,m}^{combined}}{r_{n,m}^t r_{n,m}^{r}}} (-j2\pi (r_{n,m}^t + r_{n,m}^r))/\lambda. \]  

(8)

2.2. System Model and Problem Description. The imaging system is shown in Figure 3. Both the transmitter (Tx) and receiver (Rx) are equipped with a single antenna for imaging and are connected to the control equipment through control lines, and the centralized IRS working mode is used here. The imaging system corresponding to the separate IRS working mode is shown in Figure 4. The IRS is connected to the control device through the IRS controller. That is, each microfacet is composed of \( K \) minimum unit faces, as shown in \( K = 4 \) in Figure 4. The microfacet mentioned in the following refers to the microfacet after the combination. The three-dimensional imaging region to be detected and reconstructed in the imaging system model is called the region of imaging (ROI). The reflectance of all pixels in the ROI is represented by

\[ x = [x_1, x_2, \ldots, x_N]^T \in \mathbb{C}^{N \times 1}, \]  

(9)

we assume that the locations of \( T_x, R_x, \) IRS, and ROI are all known in advance.

It is assumed that the IRS consists of \( K \) microfacets:

\[ \Theta = \text{diag}([\Theta_1, \ldots, \Theta_K]) \in \mathbb{C}^{K \times K}. \]  

(10)

Among them, \( \Theta_k = \rho_k e^{j\theta_k} \) represents the reflection characteristic of the \( k \)-th microfacet of the IRS, and \( \rho_k \in [0, 1] \) and \( \theta_k \in [0, 2\pi] \) are diagonal matrices. If \( b_1 \) bits are used to represent the amplitude reflection coefficient, \( \rho \)
has $2^b$ different values with uniform intervals, of which the maximum value is $\rho_{\text{max}}$, the minimum value is $\rho_{\text{min}}$, and the interval is $\Delta \rho = (\rho_{\text{max}} - \rho_{\text{min}})/(2^b - 1)$, that is, $\rho \in \{\rho_{\text{min}}, \rho_{\text{min}} + \Delta \rho, \ldots, \rho_{\text{max}}\}$. If $b_2$ bits are used to represent the phase offset, then $\theta$ has $2^{b_2}$ different values with uniform intervals, of which the minimum value is 0 and the interval is $\Delta \theta = (2\pi)/(2^{b_2})$, that is, $\theta \in \{0, \Delta \theta, 2\Delta \theta, \ldots, (2^{b_2} - 1)\Delta \theta\}$. In the process of imaging, $\Theta$ does not always remain constant, but adjusts with time, so $\Theta$ is actually a hop function $\Theta(t)$ that changes with time.

It is assumed that all channels in the figure are constant parameter channels, that is, the influence of the channel on the signal is fixed or changes very slowly with time. Among them, the channels from Tx to ROI and IRS are $H_{\text{T}O} = \{h_{\text{T}O}^{11}, \ldots, h_{\text{T}O}^{1K}\} \in \mathbb{C}^{1 \times N}$ and $H_{\text{T}I} = \{h_{\text{T}I}^{11}, \ldots, h_{\text{T}I}^{1K}\} \in \mathbb{C}^{1 \times K}$, respectively. Among them, $h_{\text{T}O}^{n} = a_{\text{T}O} e^{j\phi_{\text{T}O}}$ represents the channel from Tx to the nth pixel of ROI, $a_{\text{T}O}$ and $\phi_{\text{T}O}$ are the amplitude parameter and phase offset of this channel, respectively. The channel from IRS to ROI is the channel of $H_{\text{IR}}$ pixels, and $a_{\text{IR}}$ and $\phi_{\text{IR}}$ are the amplitude characteristics and phase offset of this channel, respectively. It is assumed that the channel from IRS to ROI and the channel from ROI to IRS are the same.

If it is assumed that the transmitted signal is $(t)$, the received signal of the subchannel from Tx to the nth pixel of ROI and then to Rx is

$$y_{n}^{\text{TO}}(t) = a_{n}^{\text{TO}} e^{j\phi_{\text{TO}}} x_{n} a_{n}^{\text{OR}} e^{j\phi_{\text{OR}}} s(t) = x_{n} h_{n}^{\text{TO}} s(t). \quad (11)$$

Among them, $h_{n}^{\text{TO}} = a_{n}^{\text{TO}} e^{j\phi_{\text{TO}}} e^{j\phi_{\text{OR}}}$ is the subchannel at $x_{n} = 1$. The received signal from the sub-channel Tx to the $k$-th micro facet of the IRS to the nth pixel of the ROI and finally to Rx is

$$y_{n,k}^{\text{TOR}}(t) = a_{k}^{\text{Ti}} e^{j\phi_{\text{Ti}}} x_{n} a_{n}^{\text{OR}} e^{j\phi_{\text{OR}}} s(t) = x_{n} h_{n,k}^{\text{TOR}} s(t). \quad (12)$$

Among them, $h_{n,k}^{\text{TOR}} = a_{k}^{\text{Ti}} e^{j\phi_{\text{Ti}}} a_{n}^{\text{OR}} e^{j\phi_{\text{OR}}}$ is the subchannel at $x_{n} = 1$. The total received signal received by the final receiver is
signal, which consists of $Ca$ width divided into the pixels of ROI as follows and the sequence composed of the reflection parameters of can get the relationship between the received sequence and the sequence composed of the reflection parameters of the pixels of ROI as follows

$$y(t) = \sum_{n=1}^{N} y_n^{TOR}(t) + \sum_{k=1}^{K} y_{n,k}^{TOR}(t) + \sum_{k=1}^{K} y_{n,k}^{ROI}(t) + w$$

$$= \sum_{n=1}^{N} x_n^{TOR} s(t) + \sum_{k=1}^{K} x_n^{ROI} s(t) + \sum_{k=1}^{K} y_{n,k}^{TOR} s(t) + \sum_{k=1}^{K} y_{n,k}^{ROI} s(t) + w$$

$$= \sum_{n=1}^{N} \Phi_n(t) x_n + w.$$ (14)

Among them, $\Phi_n(t) = (h_n^{TOR} + \sum_{k=1}^{K} h_{n,k}^{TOR} + \sum_{k=1}^{K} h_{n,k}^{ROI}) s(t)$, $w$ is additive white noise. If we assume that we use uniform sampling at the transmitter and receiver, the sampling frequency is $f_s$ and the duration of the transmitted signal is $T$, the number of sampling points is $M = T f_s$. If uniform sampling is performed according to $t = [t_1, t_2, \ldots, t_M]^T$, we can get:

$$y(t_1) = \Phi_1(t_1) x_1 + w, \ldots, y(t_M) = \Phi_M(t_M) x_N + w.$$ (15)

If we record $y = [y(t_1), \ldots, y(t_M)]$, $\Phi = [\Phi_1(t_1), \ldots, \Phi_M(t_M)]$, we can get the relationship between the received signal sequence and the sequence composed of the reflection parameters of the pixels of ROI as follows

$$y = \Phi x + w.$$ (16)

The transmitted signal is a random frequency hopping signal, which consists of $P$ time slots. First, the entire bandwidth $B$ is divided into $C_a$ subcarriers, and in each time slot, $C$ is randomly selected as a signal carrier, and each carrier is subjected to random amplitude and phase modulation to form a transmitted signal. The transmitted signal of the $p$-th time slot is:

$$s_p(t) = \sum_{c=1}^{C} a_{c,p} e^{-j \omega_{c,p} t} e^{j \theta_{c,p}}, (p-1)t \leq t \leq pt.$$ (17)

Among them, $\omega_{c,p}, a_{c,p}$, and $b_{c,p}$ are the frequency, amplitude, and phase of the $c$-th carrier selected for this slot, respectively. Then, the final composition of the transmitted signal is

$$s(t) = \sum_{p=1}^{P} s_p(t) = \sum_{p=1}^{P} \sum_{c=1}^{C} a_{c,p} e^{-j \omega_{c,p} t} e^{j \theta_{c,p}}.$$ (18)

From the physical model of IRS, it can be known that the received signal power of the signal reaching the receiver or ROI after being reflected by the intelligent reflective surface is negatively correlated with the distance between the IRS and the position where the signal is sent/received. That is, the farther the IRS is from the location where the signal is sent/received, the smaller the received signal power will be. The performance is that in the received signal $y(t)$, the proportion of the two parts $\sum_{k=1}^{K} \sum_{n=1}^{N} y_{n,k}^{TOR}(t)$ and $\sum_{k=1}^{K} \sum_{n=1}^{N} y_{n,k}^{ROI}(t)$ passing through the IRS will decrease, and the part $\sum_{n=1}^{N} y_{n,k}^{TOR}(t)$ that does not pass through the IRS will increase accordingly. Therefore, the different positions of the IRS will change the role of the IRS. Accordingly, we propose two different working modes of IRS: centralized/distributed IRS. We call the centralized IRS working mode when the distance between the IRS and the location where the signal is sent/received is close, and the distributed IRS working mode when the distance is farther. A schematic diagram of the use of centralized smart reflectors is shown in Figure 5.
3. Electronic Controller Automation Control System

According to the function of the body control system and the definition requirements of the peripheral input and output interfaces, the schematic diagram of the body control system is designed as shown in Figure 6.

The overall framework of the SDN controller performance test platform is designed as shown in Figure 7. As can be seen from the figure, the SDN controller performance test platform framework designed in this paper is divided into four modules, including the virtual switch module, service analysis module, test dispatch center module, and user interaction center module. The virtual switch module is mainly responsible for simulating the behavior of the switch, including establishing and maintaining the connection with the SDN controller, processing the topology request of the SDN controller, forming the corresponding topology according to the topology information configured by the user, sending and receiving test packets, etc.

The effect of the electronic controller automation system based on artificial intelligence technology proposed in this paper is verified, and the system performance is verified by cluster analysis, and the results shown in Figure 8 are obtained.

It can be seen from the above research that the electronic controller automation system based on artificial intelligence technology proposed in this paper can effectively improve the control effect of the electronic controller.
Figure 7: Frame diagram of the controller performance test platform.

Figure 8: Verification of the effect of the electronic controller automation system based on artificial intelligence technology.
4. Conclusion

With the continuous progress of social economy and science and technology, there are more and more electrical equipment on automobiles. Moreover, consumers' requirements for the intelligence, safety, stability, and comfort of automobiles are constantly improving, and the traditional automobile electrical system can no longer meet the needs of users. Therefore, the body control system was born. The body control system is a system used to realize the humanization, comfort, and partial safety control of the body electrical equipment, including the functions of the vehicle's interior lights, wipers, central control, and lighting control. This paper analyzes the automatic control of electronic controllers combined with artificial intelligence technology and constructs an automatic control system for electronic controllers based on artificial intelligence technology. The simulation clustering study shows that the electronic controller automation system based on artificial intelligence technology proposed in this paper can effectively improve the control effect of the electronic controller [19].
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