REFINED CAUCHY IDENTITY FOR SPIN HALL–LITTLEWOOD
SYMmetric RATIONAL FUNCTIONS
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ABSTRACT. Fully inhomogeneous spin Hall–Littlewood symmetric rational functions $F_\lambda$ arise in
the context of $\mathfrak{sl}(2)$ higher spin six vertex models, and are multiparameter deformations of the
classical Hall–Littlewood symmetric polynomials. We obtain a refined Cauchy identity expressing
a weighted sum of the product of two $F_\lambda$'s as a determinant. The determinant is of Izergin–
Korepin type: it is the partition function of the six vertex model with suitably decorated domain
wall boundary conditions. The proof of equality of two partition functions is based on the Yang–
Baxter equation.

We rewrite our Izergin–Korepin type determinant in a different form which includes one of
the sets of variables in a completely symmetric way. This determinantal identity might be of
independent interest, and also allows to directly link the spin Hall–Littlewood rational functions
with (the Hall–Littlewood particular case of) the interpolation Macdonald polynomials. In a dif-
fferent direction, a Schur expansion of our Izergin–Korepin type determinant yields a deformation
of Schur symmetric polynomials.

In the spin-$\frac{1}{2}$ specialization, our refined Cauchy identity leads to a summation identity for
eigenfunctions of the ASEP (Asymmetric Simple Exclusion Process), a celebrated stochastic
interacting particle system in the Kardar–Parisi–Zhang universality class. This produces explicit
integral formulas for certain multitime probabilities in ASEP.
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1. Introduction

1.1. Background. This paper deals with summation identities for spin Hall–Littlewood symmetric rational functions. These functions appeared in [Bor17], [BP18] as partition functions (with boundary conditions of a rather general form) of square lattice vertex models possessing Yang–Baxter integrability which is traced to the quantum group $\mathbb{U}_q(\widehat{\mathfrak{sl}_2})$.

The spin Hall–Littlewood functions may also be identified with Bethe Ansatz eigenfunctions of the higher spin six vertex model on $\mathbb{Z}$, cf. [KBI93, Ch. VII]. They also arise as eigenfunctions of certain stochastic particle systems [Pov13], [BCPS15], [CP16]. In [Bor17], [BP18] and subsequent works the spin Hall–Littlewood functions and their relatives are treated from the point of view of the theory of symmetric functions. A classical reference on symmetric functions in the book [Mac95] where Schur, Hall–Littlewood, and Macdonald symmetric polynomials and symmetric functions (= property understood symmetric polynomials in infinitely many variables) are developed.

One of the most important features common for many families of symmetric polynomials is a Cauchy type summation identity. For example, the Hall–Littlewood polynomials ([Mac95, Ch. III]; we also briefly recall them in Section 5 below) satisfy the following Cauchy type identity:

$$
\sum_{\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_N \geq 0} P^{HL}_{\lambda}(u_1, \ldots, u_N; t) Q^{HL}_{\lambda}(v_1, \ldots, v_N; t) = \prod_{i,j=1}^{N} \frac{1 - tu_i v_j}{1 - u_i v_j},
$$

(1.1)

where the sum is over ordered $N$-tuples of integers $\lambda$. In [Bor17], [BP18] similar Cauchy type summation identities were proven for the spin Hall–Littlewood symmetric functions. The proofs are based on the Yang–Baxter equation for the higher spin six vertex model. Namely, both sides
are identified as certain partition functions\(^1\) which are equal thanks to a sequence of elementary Yang–Baxter steps. The product in the right-hand side comes from the fact that the corresponding partition function has only one nontrivial configuration.

We are interested in refinements of Cauchy type identities like (1.1) which are obtained by inserting a new factor (depending on \(\lambda\)) into each term in the sum over \(\lambda\) in the left-hand side. This complicates the right-hand side: instead of a relatively simple product it becomes a determinant.

Refinements of Cauchy type identities for various symmetric functions appeared since [KN99], [War08], see also [BW16], [BWZJ15]. In [WZJ16], a novel method for proving a number of refined Cauchy (and also Littlewood) type identities was introduced based on the Yang–Baxter equation. Namely, the determinant in the right-hand side of a refined identity arises as the refinement of Cauchy type identities like (1.1) which are obtained by inserting a new factor (depending on \(\lambda\)) into each term in the sum over \(\lambda\) (Refined Cauchy identity for spin Hall–Littlewood functions) into each term in the sum over \(\lambda\) (Refined Cauchy identity for spin Hall–Littlewood functions).

Remark 1.1. After completing this manuscript, another refined summation identity for the domain wall six vertex partition function is given by the celebrated Izergin–Korepin determinant [Ize87], [KBI93, Ch. VII.10]. The particular determinantal answer for each refined identity is uniquely identified with the help of Lagrange interpolation.

1.2. Refined Cauchy identity for spin Hall–Littlewood functions. Our first main result is a lifting of the refined Cauchy identity for Hall–Littlewood polynomials to the spin Hall–Littlewood level. Namely, we consider the fully inhomogeneous spin Hall–Littlewood symmetric rational functions introduced in [BP18] which have the following explicit symmetrization form:

\[
F_\lambda(u_1, \ldots, u_N) = \sum_{\sigma \in S_N} \sigma \left( \prod_{1 \leq i < j \leq N} \frac{u_i - q u_j}{u_i - u_j} \prod_{i=1}^{N} \frac{1-q}{1-s_\lambda \xi_i u_i} \prod_{j=0}^{\lambda-1} \frac{1}{1-\xi_j u_i - s_j} \right),
\]

where \(\lambda = (\lambda_1 \geq \ldots \geq \lambda_N \geq 0)\). Here \(\sigma \in S_N\) acts by permuting the \(u_i\)'s and not the \(\lambda_i\)'s. We employ the same convention about permutation action in all symmetrization formulas throughout the text. The function \(F_\lambda\) depends on the “quantum parameter” \(q\), the variables \(u_j\), and the inhomogeneities \(\xi_j\) and \(s_x\), where \(x \in \mathbb{Z}_{\geq 0}\). These parameters are assumed to be generic complex numbers. When required, for certain statements (like in Theorem 1.2 below) we impose additional conditions on the parameters. If \(s_x = 0\) and \(\xi_x = 1\) for all \(x\), then the functions \(F_\lambda\) reduce to the usual Hall–Littlewood symmetric polynomials.

To formulate the result we need more notation. Let \(m_0(\lambda)\) be the number of parts in \(\lambda\) equal to zero (so that \(\lambda_{N-m_0(\lambda)+1} > 0\) and \(\lambda_{N-m_0(\lambda)+1} = 0\)), and \((a; q)_k = (1-a)(1-aq)\ldots(1-aq^{k-1})\) be the \(q\)-Pochhammer symbol. We also employ dual spin Hall–Littlewood functions \(F_\lambda^*\) which are given by a symmetrization expression similarly to \(F_\lambda\), see formulas (2.3), (2.6) in the text.

**Theorem 1.2** (Refined Cauchy identity for spin Hall–Littlewood functions). For any \(\gamma \neq 0\) and provided that \(u_i, v_j, s_x, \xi_x\) satisfy certain conditions so that the series in the left-hand side converges (see (2.8) in the text), we have

\[
\sum_{\lambda=(\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_N \geq 0)} \frac{(\gamma q; q)_{m_0(\lambda)}(\gamma^{-1} s_0^2; q)_{m_0(\lambda)}}{(q; q)_{m_0(\lambda)}(s_0^2; q)_{m_0(\lambda)}} F_\lambda(u_1, \ldots, u_N) F_\lambda^*(v_1, \ldots, v_N)
\]

\(^1\)By a partition function we mean the sum of total weights of all configurations, where the total weight of a configuration is a product of local vertex weights viewed as “Boltzmann weights”.
Theorem 1.3. The following identity of $N \times N$ determinants holds:

$$
= \prod_{j=1}^{N} \frac{1}{(1 - s_0 \xi_0 u_j)(1 - \xi_0^{-1}s_0 v_j)} \prod_{1 \leq i < j \leq N} (u_i - u_j)(v_i - v_j) 
\times \det \left[ \frac{(1 - \gamma)(q - \gamma^{-1}s_0^2)(1 - u_i v_j) + (1 - q)(1 - \xi_0 s_0 u_i)(1 - \xi_0^{-1}s_0 v_j)}{(1 - u_i v_j)(1 - qu_i v_j)} \right]_{i,j=1}^{N}.
$$

Observe that a priori the left-hand side of (1.2) should depend on the parameters $s_x, \xi_x$ for all $x \in \mathbb{Z}_{\geq 0}$. However, it turns out that the dependence on all of them except $(s_0, \xi_0)$ is artificial and disappears after summing over $\lambda$.

We prove Theorem 1.2 in Section 3 with the help of the Yang–Baxter equation. The Izergin–Korepin type determinant in the right-hand side of (1.2) comes from the partition function of the six vertex model with suitably decorated domain wall boundary conditions, and is uniquely identified with the help of Lagrange interpolation. That is, we formulate a number of properties which follows from the description of the six vertex partition function, and check that the determinant satisfies these properties (uniqueness is guaranteed by Lagrange interpolation). This approach to proving the refined identity is essentially parallel to [WZJ16]. However, one of the steps in identifying the Izergin–Korepin type determinant turns out to be more involved and requires to compute a nontrivial auxiliary determinant which evaluates in a product form (see Lemma 3.9 in the text).

1.3. Determinantal identity. Our next result is an alternative determinantal expression for the right-hand side of the refined Cauchy identity (1.2). Namely, we observe that the (suitably normalized) determinant in the right-hand side of (1.2) is a skew-symmetric polynomial in $v_1, \ldots, v_N$. As such, it should be divisible by the product $\prod_{i<j}(v_i - v_j)$ in the denominator. Remarkably, the ratio admits a nice determinantal form which includes all the variables $v_1, \ldots, v_N$ in a manifestly symmetric way:

**Theorem 1.3.** The following identity of $N \times N$ determinants holds:

$$
\frac{\prod_{i,j=1}^{N}(1 - q u_i v_j)}{\prod_{1 \leq i < j \leq N}(v_i - v_j)} \det \left[ \frac{(1 - \gamma)(q - \gamma^{-1}s_0^2)(1 - u_i v_j) + (1 - q)(1 - \xi_0 s_0 u_i)(1 - \xi_0^{-1}s_0 v_j)}{(1 - u_i v_j)(1 - qu_i v_j)} \right]_{i,j=1}^{N}
= \det \left[ u_j^{N-i-1} \left( \frac{1}{(s_0 \xi_0 u_j)} \right) \prod_{l=1}^{N} \frac{1 - qu_j v_l}{1 - u_j v_l} \right]
\left\{ (1 - s_0 \xi_0 u_j) \left( u_j - \frac{s_0}{\xi_0} \right) \prod_{l=1}^{N} \frac{1 - qu_j v_l}{1 - u_j v_l} \right. 
- \frac{\gamma^{-1}q^{N-i}(\gamma - s_0 \xi_0 u_j)}{\xi_0} \left( \gamma qu_j - \frac{s_0}{\xi_0} \right) \right\}_{i,j=1}^{N}.
$$

We prove Theorem 1.3 in Section 4 by checking that the (suitably normalized) right-hand side of (1.3) satisfies properties which identify the answer by Lagrange interpolation. This involves computing another nontrivial auxiliary determinant. This determinant is related to the tridiagonal matrix of three-term relation coefficients for the $q$-Krawtchouk orthogonal polynomials [KS96, Section 3.15]. Using this connection, we are able to evaluate the determinant in a product form (see Lemma 4.4 in the text).

1.4. Relation to interpolation Hall–Littlewood polynomials. The determinantal identity of Theorem 1.3 generalizes the one from [Cue18, Section 4.5]; the latter is recovered by setting $s_0 = 0$ in (1.3).
The paper [Cue18] in particular deals with the Hall–Littlewood particular case $F_{\lambda}^{HL}$ of interpolation Macdonald symmetric polynomials [Kno97], [Oko97], [Sah96], and derives a refined Cauchy identity for them. In that identity, the determinant in the right-hand side is like the one in the right-hand side of (1.3). Combining this with the Izergin–Korepin type determinant from [WZJ16] leads to a determinantal identity given in [Cue18, Section 4.5].

This connection between determinants suggests a direct limit transition from the fully inhomogeneous spin Hall–Littlewood symmetric rational functions $F_{\lambda}^{HL}$ to the inhomogeneous Hall–Littlewood polynomials $F_{\lambda}^{HL}$ (Proposition 5.4 in the text). This resolves a question asked in [Ols19] and [Cue18] about connections between interpolation Hall–Littlewood polynomials and spin Hall–Littlewood functions. We also obtain an explicit symmetrization formula for the dual interpolation Hall–Littlewood functions. We also obtain an explicit symmetrization formula for the dual interpolation Macdonald symmetric polynomials [Kno97], [Oko97], [Sah96], and derives a refined Schur expansion.

1.5. Schur expansion. The right-hand side of the refined Cauchy identity (1.2) is symmetric in $v_1, \ldots, v_N$. Looking into its Taylor series expansion into the Schur symmetric polynomials $s_{\lambda}(v_1, \ldots, v_N)$ leads to a sum of the form $\sum C_{\lambda}(u_1, \ldots, u_N) s_{\lambda}(v_1, \ldots, v_N)$, where $C_{\lambda}$ are new symmetric polynomials which are deformations of the Schur polynomials. Using both determinants in (1.3) and orthogonality of Schur polynomials, we obtain two formulas for them:

$$C_{\lambda}(u_1, \ldots, u_N) = \frac{\det[c_{\lambda_i+N-j}(u_j)]_{i,j=1}^N}{\prod_{1 \leq i < j \leq N}(u_i - u_j)}$$

$$= \det[A_{\lambda_j}^{-} h_{\lambda_j,i-j-1} + A_{\lambda_j}^{0} h_{\lambda_j,i-j} + A_{\lambda_j}^{+} h_{\lambda_j,i-j+1}]_{i,j=1}^N, \quad (1.4)$$

where $c_k(u)$ is a certain three-term linear combination of $u^k$, $u^k$, $u^{k+1}$ (with coefficients depending on $k$), and $A_{\lambda_j}^{\pm}$, $A_{\lambda_j}^{0}$ are also explicit (see formulas (6.6) and (6.8) in the text). Here $h_k = h_k(u_1, \ldots, u_N)$ are the complete homogeneous symmetric polynomials. Identity (1.4) might be called a generalized Jacobi–Trudi formula, cf. [SV14], [HL18].

In the particular case $s_0 = 0$ we have the proportionality $C_{\lambda} = s_{\lambda} \prod_{j=1}^N (1 - (\gamma q)^{\lambda_j+N-j})$. This connects our refined Cauchy identity of Theorem 1.2 for $s_0 = 0$ to a refined Cauchy identity for Schur polynomials. The latter is known to generalize to the full Macdonald level [War08], and is related to Macdonald probability measures on partitions [Bor18]. We discuss this probabilistic connection in Section 6.2.

1.6. Application to ASEP eigenfunctions. The original motivation for this work was to explain determinants arising from summing eigenfunctions of the ASEP (Asymmetric Simple Exclusion Process) recently observed by Corwin and Liu [CL20]. In Section 7 we show how our refined Cauchy identity of Theorem 1.2 reduces to a summation identity for ASEP eigenfunctions. In particular, this leads to contour integral formulas for certain multitime distributions in ASEP. We illustrate this by writing down the two-time distribution of the first particle in ASEP $\text{Prob}(x_1(t_1) \geq k_1, x_1(t_2) \geq k_2)$ (Theorem 7.5 in the text). This formula involves the Izergin–Korepin type determinant under the integral, and so it is not clear at this point whether it is amenable to asymptotic analysis. The conjectural asymptotic behavior (at least for fixed $q$ not going to 1) of these formulas should essentially match the behavior in the simpler case of TASEP (i.e., ASEP with particle jumps in only one direction). For TASEP, multitime formulas and their asymptotics were recently studied in [JR21], [Liu19].
1.7. **Notation.** The main quantization parameter is denoted by $q$ throughout the paper and is assumed to belong to $(0,1)$. When dealing with the usual Macdonald and Hall–Littlewood symmetric polynomials, the deformation parameters are denoted by $(q,t)$ and $t$, respectively. We always make explicit comments about renaming our main parameter $q$ to the Hall–Littlewood parameter $t$.

The identities we obtain in the paper are valid for generic complex values of parameters entering them (sometimes under restrictions imposed so that certain series converge). Vanishing of denominators may make some of the formulas meaningless, but here we do not discuss necessary modifications which might restore some formulas under such degenerations.

The indicator of an event or condition $A$ is denoted by $1_A$. We use the $q$-Pochhammer symbol notation

$$
(a;q)_k = (1-a)(1-aq)\ldots(1-aq^{k-1}), \quad (a;q)_0 = 1.
$$

Since $q \in (0,1)$, the infinite $q$-Pochhammer symbol $(a;q)_\infty = \prod_{j=1}^{\infty}(1-aq^j)$ also makes sense.

By $E|_{a \rightarrow b}$ we denote the substitution of $a$ into $b$ everywhere in an expression $E$.

A nonnegative **signature** of length $N$ is an weakly decreasing sequence of integers $\lambda = (\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_N \geq 0)$. Denote the set of nonnegative signatures of length $N$ by $\text{Sign}_N$. Throughout most of the paper we need only nonnegative signatures and so omit the word “nonnegative”. We will use the notation $|\lambda| = \lambda_1 + \ldots + \lambda_N$.

We often need the **multiplicative** notation for signatures, $\lambda = (0^{m_0(\lambda)}1^{m_1(\lambda)}2^{m_2(\lambda)}\ldots)$, where $m_j(\lambda)$ is the number of parts in $\lambda$ which are equal to $j$. Note that $\sum_{j \geq 0} m_j(\lambda) = N$. By $\ell(\lambda)$ we denote the number of nonzero parts in $\lambda$, so that $m_0(\lambda) = N - \ell(\lambda)$.

1.8. **Organization of the paper.** In Section 2 we recall the basic notation, definition, and some properties of the spin Hall–Littlewood rational symmetric functions. In Section 3 we prove the refined Cauchy identity for the spin Hall–Littlewood functions (Theorem 1.2). In Section 4 we derive an alternative determinantal expression for the right-hand side of the refined Cauchy identity. In Section 5 we discuss connections of our spin Hall–Littlewood functions with the Hall–Littlewood degeneration of the Macdonald interpolation symmetric polynomials. In Section 6 we derive a Schur expansion of the determinant in the right-hand side of the Cauchy identity, and connect these results to measures on partitions. Finally, in Section 7 we specialize the spin Hall–Littlewood functions to eigenfunctions of the ASEP (Asymmetric Simple Exclusion Process), which leads to determinantal summation formulas discovered earlier by Corwin and Liu [CL20].

1.9. **Acknowledgments.** I am very grateful to Zhipeng Liu who pointed to me the emergence of determinants in sums of eigenfunctions of ASEP observed in the ongoing work [CL20]. Understanding this phenomenon in the full generality of spin Hall–Littlewood functions was the initial impulse for this paper. I am also grateful to Alexei Borodin, Filippo Colomo, Cesar Cuenca, and Grigori Olshanski for helpful conversations. The work was partially supported by the NSF grant DMS-1664617.

2. **Vertex weights and spin Hall–Littlewood functions**

In this section we recall our main objects — the higher spin six vertex model weights, the Yang–Baxter equation for them, and spin Hall–Littlewood symmetric functions. This section closely follows the earlier works [BP18], [BMP19].
2.1. Definition of vertex weights. Here we recall the higher spin six vertex model weights $w_{u,s}$ from [Bor17], [BP18]. They depend on $q$, the spectral parameter $u$, and the spin parameter $s$. They are given in Figure 1. These weights $w_{u,s}(i_1, j_1; i_2, j_2)$ satisfy arrow preservation: they vanish unless $i_1 + j_1 = i_2 + j_2$. Due to this arrow preservation, we will think that occupied edges form up-right paths which can meet at a vertex. There is at most one path allowed per each horizontal edge (spin-$\frac{1}{2}$ situation), while at each vertical edge an arbitrary number of paths is allowed.

\[
\begin{array}{c|c|c|c|c}
  & g & g+1 & g & g \\
 j_1 & 1 - suq^g & 1 - q^{g+1} & u - sq^g & 1 - su \\
 i_1 & 1 - su & 1 - su & 1 - su & 1 - su \\
 i_2 & i_1 & i_2 & i_1 & i_2 \\
 j_2 & j_1 & j_2 & j_1 & j_2 \\
 w_{u,s}(i_1, j_1; i_2, j_2) & & & & \\
\end{array}
\]

**Figure 1.** Vertex weights $w_{u,s}$. Here $i_1, i_2 \in \mathbb{Z}_{\geq 0}$ and $j_1, j_2 \in \{0, 1\}$.

We will also use dual weights $w_{v,s}^*$ defined as

\[
w_{v,s}^*(i_1, j_1; i_2, j_2) = \frac{(s^2; q)_i (q; q)_i}{(s^2; q)_j (q; q)_j} w_{v,s}(i_2, j_2; i_1, j_1). \tag{2.1}
\]

They are given in Figure 2. The arrow preservation here reads $i_2 + j_1 = i_1 + j_2$, and so we think of occupied edges as forming up-left paths.

\[
\begin{array}{c|c|c|c|c}
  & g & g+1 & g & g \\
 j_1 & 1 - svq^g & v(1 - s^2q^{g+1}) & v - sq^g & 1 - s^2q^g \\
 i_1 & v - s^2q^g & 1 - sv & 1 - sv & 1 - sv \\
 i_2 & i_1 & i_2 & i_1 & i_2 \\
 j_2 & j_1 & j_2 & j_1 & j_2 \\
 w_{v,s}^*(i_1, j_1; i_2, j_2) & & & & \\
\end{array}
\]

**Figure 2.** Dual vertex weights $w_{v,s}^*$. Here $i_1, i_2 \in \mathbb{Z}_{\geq 0}$ and $j_1, j_2 \in \{0, 1\}$.

2.2. Yang–Baxter equation. The weights $w_{u,s}$ and $w_{v,s}^*$ are very special in that they satisfy a Yang–Baxter (RLL type) equation. To write it down, we need additional cross vertex weights $R_z$ which also depend on $q$ (but not on the spin parameter $s$). The weights $R_z$ are given in Figure 3.

\[
\begin{array}{c|c|c|c|c}
  & \frac{1 - q}{1 - z} & \frac{1 - qz}{1 - z} & \frac{1 - qz}{1 - z} & \frac{1 - qz}{1 - z} \frac{1 - qz}{1 - z} \\
 j_1 & \frac{(1 - q)z}{1 - 2z} & \frac{1 - qz}{1 - z} & \frac{1 - qz}{1 - z} & \frac{1 - qz}{1 - z} \\
 i_1 & \frac{1 - qz}{1 - z} & \frac{1 - qz}{1 - z} & \frac{1 - qz}{1 - z} & \frac{1 - qz}{1 - z} \\
 i_2 & \frac{1 - qz}{1 - z} & \frac{1 - qz}{1 - z} & \frac{1 - qz}{1 - z} & \frac{1 - qz}{1 - z} \\
 j_2 & \frac{1 - qz}{1 - z} & \frac{1 - qz}{1 - z} & \frac{1 - qz}{1 - z} & \frac{1 - qz}{1 - z} \\
 R_z(i_1, j_1; i_2, j_2) & & & & \\
\end{array}
\]

**Figure 3.** Cross vertex weights $R_z$. We have $i_1, j_1, i_2, j_2 \in \{0, 1\}$. It is convenient to think that the red edges (labeled $i_1, i_2$) are directed to the right, while the blue edges (labeled $j_1, j_2$) are directed to the left.
Proposition 2.1 (Yang–Baxter equation). For any \( i_1, i_2, j_1, j_2 \in \{0, 1\} \) and \( i_3, j_3 \in \mathbb{Z}_{\geq 0} \) we have
\[
\sum_{k_1, k_2, k_3} R_{uv}(i_2, i_1; k_2, k_1) w_{v,s}^*(i_3, k_1; k_3, j_1) w_{u,s}(k_3, k_2; j_3, j_2) = \sum_{k_1', k_2', k_3'} w_{v,s}^*(k_3', i_1; j_3, k_1') w_{u,s}(i_3, i_2; k_1', k_2') R_{uv}(k_2', k_1'; j_2, j_1). \tag{2.2}
\]

The sum in left-hand side of (2.2) goes over \( k_1, k_2 \in \{0, 1\} \) and \( k_3 \in \mathbb{Z}_{\geq 0} \), and similarly for the right-hand side. See Figure 4 for an illustration.

Proof. The Yang–Baxter equation (2.2) can be verified directly by considering 16 cases for \( i_1, i_2, j_1, j_2 \in \{0, 1\} \) and arbitrary \( i_3, j_3 \in \mathbb{Z}_{\geq 0} \). See [BP19, Appendix B] for an explicit listing of similar identities, and [Bor17] or [Man14, (4.8)] for discussions of how the Yang–Baxter equation arises from quantum integrability.

\[
\begin{align*}
\begin{array}{c}
\text{Figure 4. Graphical illustration of the Yang–Baxter equation (2.2). In the left-hand} \\
\text{side, the weight } w_{u,s} \text{ is at the top, and } w_{v,s}^* \text{ is at the bottom. The weights are switched in} \\
\text{the right-hand side.}
\end{array}
\end{align*}
\]

The cross vertex weights \( R_{uv} \) in (2.2) do not depend on \( s \). Moreover, they depend on the spectral parameters \( u, v \) attached to the vertices \( w_{u,s} \) and \( w_{v,s}^* \) only through their product \( uv \). Therefore, the same Yang–Baxter equation (with the same \( R_{uv} \)) holds for a whole family of weights \((w_{u,\xi,s}, w_{v,\xi,s}^*)\), where both \( \xi \) and \( s \) are arbitrary. We use this flexibility in the next section to define fully inhomogeneous spin Hall–Littlewood symmetric rational functions.

2.3. Spin Hall–Littlewood symmetric functions. Spin Hall–Littlewood symmetric functions are indexed by signatures. We refer to Section 1.7 for notation related to signatures. Here we need only nonnegative signatures.

Fix \( q, \) spin parameters \( s_x \) and inhomogeneity parameters \( \xi_x \), where \( x = 0, 1, 2, \ldots \) is the horizontal coordinate. We define the spin Hall–Littlewood function \( F_\lambda(u_1, \ldots, u_N) \), \( \lambda \in \text{Sign}_N \), as the partition function of up-right path ensembles in \( \mathbb{Z}_{\geq 0} \times \{1, \ldots, N\} \), such that:
- A path enters the region at each location \((0, i), i = 1, \ldots, N\), on the left boundary;
- A path exits the region at locations \((\lambda_j, N), j = 1, \ldots, N\) on the top boundary (multiple paths may exit through the same vertical edge);
- No paths enter through the bottom boundary or escape to infinity far to the right;
- At each vertex \((x, i), x \in \mathbb{Z}_{\geq 0}, i \in \{1, \ldots, N\}\), the vertex weight is taken to be \( w_{u,\xi_x,s_x} \).

See Figure 5 (left) for an illustration. Note that this partition function is well-defined since the weight of the empty vertex is \( w_{u,s}(0,0,0,0) = 1 \). By the very definition, \( F_\lambda(u_1, \ldots, u_N) \) is a rational function of the variables \( u_i \) as well as of all parameters. The functions \( F_\lambda \) appeared
in [Bor17] in the homogeneous case \( \xi_x \equiv 1, s_x \equiv s \), and the inhomogeneous generalization is performed in [BP18].

The dual spin Hall–Littlewood functions are defined in a similar way using the weights \( w^*_v/\xi,s \) and ensembles of up-left paths, see Figure 5 (right) for an illustration. (Note that in [Bor17], [BP18] the functions \( F^*_\lambda \) were denoted by \( F^c_\lambda \).

2.4. Properties of spin Hall–Littlewood functions. Here we summarize some properties of the spin Hall–Littlewood functions \( F_\lambda, F^*_\lambda \). First, for any \( \lambda \in \text{Sign}_N \), the functions \( F_\lambda(u_1, \ldots, u_N) \) and \( F^*_\lambda(v_1, \ldots, v_N) \) are symmetric in their spectral parameters \( u_i \) and \( v_j \), respectively. This fact follows from the Yang–Baxter equation, cf. [Bor17, Theorem 3.6] or [BP18, Proposition 4.5].

Next, we can express the dual functions through the usual ones as follows:

\[
F^*_\lambda(v_1, \ldots, v_N) = \prod_{r \geq 0} \left( \frac{s_r^2}{q^r} \right)_{m_r} F_\lambda(v_1, \ldots, v_N) \bigg|_{\xi_x \to \xi_x^{-1}} \text{ for all } x,
\]

(2.3)

where \( \lambda = (0^{m_0}1^{m_1}2^{m_2} \ldots) \) in the multiplicative notation. This follows from relation (2.1) between \( w_v/\xi,s \) and \( w^*_v/\xi,s \) together with telescopic cancellations occurring in weights of path configurations.

The functions \( F_\lambda \) admit an explicit symmetrization formula. Let

\[
\varphi_k(u) := \frac{1 - q}{1 - s_k \xi_k u} \prod_{j=0}^{k-1} \frac{\xi_j u - s}{1 - s_j \xi_j u}, \quad k \geq 0.
\]

(2.4)

Then [BP18, Theorem 4.14.1]

\[
F_\lambda(u_1, \ldots, u_N) = \sum_{\sigma \in S_N} \sigma \left( \prod_{1 \leq i < j \leq N} \frac{u_i - qu_j}{u_i - u_j} \prod_{i=1}^{N} \varphi_{\lambda_i}(u_i) \right),
\]

(2.5)

where \( S_N \) is the symmetric group, and \( \sigma \) acts by permuting the \( u_i \)'s and not the \( \lambda_i \)'s. Formula (2.5) is nontrivial and follows from an application of the algebraic Bethe Ansatz. Consequently,
via (2.3) the dual functions $F^*_\lambda$ also possess a similar symmetrization formula:

$$F^*_\lambda(v_1, \ldots, v_N) = \prod_{r \geq 0} \frac{(s^2_r, q)_{m_r(\lambda)}}{(q; q)_{m_r(\lambda)}} \sum_{\sigma \in S_N} \sigma \left( \prod_{1 \leq i < j \leq N} \frac{v_i - q v_j}{v_i - v_j} \prod_{i=1}^{N} \frac{\lambda_i - 1}{1 - s_{\lambda_i} \xi_i} \prod_{j=0}^{\lambda_i - 1} \frac{\xi_j^{-1} v_i - s_j}{1 - s_j \xi_j^{-1} v_i} \right).$$

(2.6)

The functions $F_\lambda$ satisfy a Cauchy type identity together with another family of functions denoted by $G^*_\lambda(v_1, \ldots, v_M)$. The $G^*_\lambda$'s are partition functions of configurations as in Figure 5 (right) with weights $w^*_v/\xi_v s_v$, but with different boundary conditions: the exiting paths all exit vertically through $(0, N)$ instead of horizontally. We refer to [BP18, Section 4.3] for details on the functions $G^*_\lambda$, see also Section 5.6 below for an explicit symmetrization formula for $G^*_\lambda$. The Cauchy type identity reads [BP18, Corollary 4.13]

$$\sum_{\lambda \in \text{Sign}_N} F_\lambda(u_1, \ldots, u_N) G^*_\lambda(v_1, \ldots, v_M) = \frac{(q; q)_N}{\prod_{i=1}^{N}(1 - s_0 \xi_i)} \prod_{i=1}^{N} \prod_{j=1}^{M} \frac{1 - q u_i v_j}{1 - u_i v_j},$$

(2.7)

provided that the variables satisfy

$$\left| \frac{\xi_i u_i - s_x}{1 - s_x \xi_i u_i} \right| \leq \frac{1}{1 - \varepsilon} < 1 \quad \text{for all } i, j \text{ and all } x = 0, 1, 2, \ldots \quad (2.8)$$

Note that when $\xi_x > 0$, $-1 < s_x \leq 0$, and $u_i, v_j > 0$, condition (2.8) follows from $u_i v_j \leq 1 - \varepsilon' < 1$ (for a suitable choice of $\varepsilon' > 0$). Identity (2.7) follows from the Yang–Baxter equation.

The following torus orthogonality holds [BP18, Corollary 7.5]. Provided some technical conditions on the parameters (which are given in the cited statement and are not explicitly required for our purposes), for all $\lambda, \mu \in \text{Sign}_N$ we have

$$\frac{1}{N!(2\pi i)^N} \int du_1 \cdots \int du_N \frac{\prod_{i \neq j}(u_i - u_j)}{\prod_{i,j=1}^{N}(u_i - q u_j)} F_\lambda(u_1, \ldots, u_N) F^*_\mu(u_1^{-1}, \ldots, u_N^{-1}) = \mathbf{1}_{\lambda = \mu},$$

(2.9)

where each integration is over the same positively oriented simple closed contour $C$ encircling all $s_x q^j/\xi_x$ (where $x \geq 0$, $0 \leq j \leq N - 1$), and such that $C$ encircles the contour $q C$ (the image of $C$ under the multiplication by $q$).

We also have an orthogonality relation of another type:

$$\sum_{-\infty < \lambda_N \leq \lambda_{N-1} \leq \ldots \leq \lambda_1 < +\infty} F_\lambda(u_1, \ldots, u_N) F^*_\lambda(v_1^{-1}, \ldots, v_N^{-1})$$

$$= (-1)^{N(N-1)/2} \prod_{i,j=1}^{N} (u_i - q v_j) \det [\delta(v_i - u_j)]_{i,j=1}^{N} \left( \frac{\xi_j u_i - s_j}{1 - s_j \xi_j u_i} \left( F_\lambda(u_1, \ldots, u_N) \right)_{(\xi_x, s_x) \rightarrow (\xi_{x+r}, s_{x+r})} \text{ for all } x \right).$$

(2.10)

Here $\delta(\cdot)$ is the Dirac delta, and identity (2.10) should be understood in an integral sense (we refer to [BP18, Theorem 7.7] for detailed formulation and proof). Note also that the summation in the left-hand side of (2.10) is over signatures $\lambda$ which are not necessarily nonnegative. For signatures with possibly negative parts, we trivially extend the definition of $F_\lambda$ using the shifting property

$$F_{(\lambda_1 + r, \ldots, \lambda_N + r)}(u_1, \ldots, u_N)$$

$$= \prod_{i=1}^{N} \prod_{j=0}^{r-1} \frac{\xi_j u_i - s_j}{1 - s_j \xi_j u_i} \left( F_{(\lambda_1, \ldots, \lambda_N)}(u_1, \ldots, u_N) \right)_{(\xi_x, s_x) \rightarrow (\xi_{x+r}, s_{x+r})} \text{ for all } x.$$
where \( r \geq 1 \), and similarly for the \( \tilde{F}_\lambda^* \)'s.

In [BCPS15] and [BP18] the torus orthogonality (2.9) is called spatial, and (2.10) is referred to as the spectral orthogonality.

2.5. Stable spin Hall–Littlewood functions. A useful variant (in fact, a particular case) of the spin Hall–Littlewood functions was introduced in [GdGW17], [BW17]. The stable spin Hall–Littlewood functions \( \tilde{F}_\lambda \) are indexed by partitions \( \lambda = (\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_\ell(\lambda) > 0) \) instead of signatures. That is, these functions only care about nonzero parts of \( \lambda \), and the partition \( \lambda \) may have an arbitrary length. The passage to the stable functions is done by inserting infinitely many incoming and outgoing vertical paths at location 0. In particular, the resulting stable functions may depend on an arbitrary number of variables \( k \geq \ell(\lambda) \), not tied with the length of the signature (if \( k < \ell(\lambda) \), the stable function is zero, by agreement).

There are two ways to obtain stable functions indexed by a partition \( \lambda = (\lambda_1 \geq \ldots \geq \lambda_\ell > 0) \). First, we have (cf. [BMP19, Section 3.3])

\[
\tilde{F}_\lambda(u_1, \ldots, u_k) = \prod_{i=1}^{k} (1 - s_0 \xi_0 u_i) \cdot \lim_{m \to +\infty} R_{\lambda \cup 0^m, k-\ell} / R^m(u_1, \ldots, u_k),
\]  

where in the right-hand side we have signatures with growing numbers of zeroes. Alternatively,

\[
\tilde{F}_\lambda(u_1, \ldots, u_k) = \frac{1}{(q; q)_{k-\ell}} \left. F_{\lambda \cup 0^k, \ell} / R^m(u_1, \ldots, u_k) \right|_{s_0=0}.
\]  

Note that the stable functions \( \tilde{F}_\lambda \) do not depend on \( s_0 \). While this is clear from (2.12), in (2.11) we needed the prefactor to cancel the corresponding denominators. We will mostly use the second way (2.12) and so refer to [BP18, Definitions 4.3 and 4.4] for the definition of the skew spin Hall–Littlewood functions \( F_{\lambda \cup 0^m, k-\ell} / R^m \).

Analogously, the dual stable functions are given by

\[
\tilde{F}_\lambda^*(v_1, \ldots, v_k) = \prod_{i=1}^{k} (1 - s_0 v_i / \xi_0) \cdot \lim_{m \to +\infty} R_{\lambda \cup 0^m, k-\ell}^* / R^m(v_1, \ldots, v_k),
\]

or equivalently by

\[
\tilde{F}_\lambda^*(v_1, \ldots, v_k) = \left. F_{\lambda \cup 0^k, \ell}^* / R^m(v_1, \ldots, v_k) \right|_{s_0=0}.
\]

The name “stable” comes from the fact that

\[
\tilde{F}_\lambda(u_1, \ldots, u_{k-1}, 0) = \tilde{F}_\lambda(u_1, \ldots, u_{k-1}),
\]

and similarly for the dual functions.

The stable spin Hall–Littlewood functions also satisfy the following Cauchy type identity:

**Proposition 2.2** ([BW17, Corollary 7.6]). If the variables satisfy (2.8), then

\[
\sum_{\lambda} \tilde{F}_\lambda(u_1, \ldots, u_n) \tilde{F}_\lambda^*(v_1, \ldots, v_m) = \prod_{i=1}^{n} \prod_{j=1}^{m} \frac{1 - q u_i v_j}{1 - u_i v_j},
\]

where the sum runs over all partitions \( \lambda = (\lambda_1 \geq \ldots \geq \lambda_\ell(\lambda) > 0) \) of arbitrary length.

3. Refined Cauchy identity. Proof of Theorem 1.2

In this section we use the Yang–Baxter equation and Lagrange interpolation method to establish our first main result, Theorem 1.2.
3.1. Two partition functions. We begin by defining two partition functions depending on an integer \( N \), spectral parameters \( u_1, \ldots, u_N, v_1, \ldots, v_N \), other parameters \( q, s_x, \xi_x \) of the model, and an additional integer \( a \in \{0, 1, 2, \ldots \} \cup \{+\infty\} \). For future use we also denote \( \gamma := q^a \) (when \( a = +\infty \), we have \( \gamma = 0 \)), and treat \( \gamma \) as a generic complex parameter. This is possible because, as we observe throughout the computations, our quantities of interest, \( Z_N^\gamma \) (Definition 3.1) and \( S_N^\gamma \) (Definition 3.2), are rational functions of \( q^a \). Hence these quantities admit a meromorphic continuation in the variable \( \gamma = q^a \).

**Definition 3.1** (Domain wall type partition function). Denote by
\[
Z_N^\gamma = Z_N^\gamma(u_1, \ldots, u_N \mid v_1, \ldots, v_N; s_0)
\]
the partition function of the cross vertex configuration as in Figure 6 (left), where the cross vertex weights are \( R_{u_iv_j} \), and the weights on the right are \( w_{u_i\xi_0,s_0} \) and \( w_{v_j/\xi_0,s_0}^* \). The boundary conditions are 1’s on the left, 0’s on the right, and there are \( a \) vertical arrows entering from below and exiting from the top.

When \( a = 0 \) (that is, \( \gamma = 1 \)), we can ignore the vertical column of vertices on the right, and so \( Z_N^{\gamma=1} \) essentially becomes the partition function of the inhomogeneous six vertex model with weights \( R_{u_iv_j} \) (given in Figure 3) and domain wall boundary conditions. For general \( a \neq 0 \) (that is, for \( \gamma \neq 1 \)) we may call the boundary conditions the decorated domain wall. The decorated boundary conditions depend on three extra parameters, \( s_0, \xi_0, \) and \( \gamma = q^a \).

**Definition 3.2** (Refined Cauchy partition function). Assume that the spectral parameters \( u_i, v_j \) satisfy (2.8). Denote by
\[
S_N^\gamma = S_N^\gamma(u_1, \ldots, u_N \mid v_1, \ldots, v_N; s_0)
\]
the partition function of the vertex configuration as in Figure 6 (right). Here the vertex weights in the bottom part are \( w_{u_i\xi_x,s_x} \) and the weights in the top part are \( w_{v_j/\xi_x,s_x}^* \). The boundary conditions are 1 on the left, 0 on the right and everywhere at the top and the bottom except the zeroth column. In the zeroth column, there are \( a \) arrows entering from the bottom and exiting from the top.

Note that the number of configurations contributing to \( Z_N^\gamma \) is finite, while this number is infinite for \( S_N^\gamma \). Hence the need for the convergence condition (2.8) in Definition 3.2. Also, we explicitly indicate the dependence of the partition functions \( Z_N^\gamma \) and \( S_N^\gamma \) on \( s_0 \) for future convenience, as in some formulas we would like to change the value of \( s_0 \). Since all other parameters \( \xi_0 \) and \( (s_x, \xi_x) \), \( x \geq 1 \), remain the same, we do not indicate them in the notation.

**Remark 3.3.** Using skew spin Hall–Littlewood functions (we refer to [BP18, Definitions 4.3 and 4.4] for their definition), we can write
\[
S_N^\gamma(u_1, \ldots, u_N \mid v_1, \ldots, v_N; s_0) = \sum_{\lambda \in \text{Sign}_N} F_{\lambda,0^x/0^x}(u_1, \ldots, u_N) F_{\lambda,0^x/0^x}(v_1, \ldots, v_N).
\]

3.2. Refined Cauchy type sum. Here we deal with the refined Cauchy type sum \( S_N^\gamma \), and rewrite it in terms of the spin Hall–Littlewood functions. The resulting expression would look similar to the left-hand sides of the known Cauchy identities (2.7), (2.15), but with a new refinement factor.
Proposition 3.4. Let the parameters $u_i, v_j$ satisfy \(2.8\). When \(\gamma \neq 0\), we have

\[
S_N^\gamma(u_1, \ldots, u_N | v_1, \ldots, v_N; \gamma^{-1}s_0) = \prod_{j=1}^{N} \frac{1 - \xi_0 s_0 u_j}{1 - \xi_0 s_0 \gamma^{-1}u_j} \frac{1 - s_0 v_j/\xi_0}{1 - s_0 \gamma^{-1}v_j/\xi_0} \\
\times \sum_{\lambda \in \text{Sign}_N} \frac{(\gamma q; q)_{N-\ell(\lambda)}}{(q; q)_{N-\ell(\lambda)}} \frac{(\gamma^{-1}s_0^2; q)_{N-\ell(\lambda)}}{(s_0^2; q)_{N-\ell(\lambda)}} \bar{F}_\lambda(u_1, \ldots, u_N) \bar{F}_\lambda^*(v_1, \ldots, v_N). \tag{3.1}
\]

Here in the right-hand side the spin Hall–Littlewood functions \(\bar{F}_\lambda, \bar{F}_\lambda^*\) contain the original parameter \(s_0\). Moreover, for \(\gamma = 0\) we have

\[
S_N^{\gamma=0}(u_1, \ldots, u_N | v_1, \ldots, v_N; s_0) = \prod_{j=1}^{N} \frac{1}{(1 - s_0 \xi_0 u_j)(1 - s_0 v_j/\xi_0)} \\
\times \sum_{\nu} \bar{F}_\nu(u_1, \ldots, u_N) \bar{F}_\nu^*(v_1, \ldots, v_N), \tag{3.2}
\]

where the sum is over partitions \(\nu\) of length at most \(N\), and \(\bar{F}_\nu, \bar{F}_\nu^*\) are the stable spin Hall–Littlewood functions.

Proof. Throughout the proof we assume that \(a \geq N\), so that no negative arrow numbers occur in the partition function, and no configurations are forbidden. As the resulting identity depends on \(\gamma = q^a\) in a rational way (due to \(2.8\) all infinite sums converge, and are equal to rational functions), this assumption does not restrict the generality.

Fix an arbitrary path configuration contributing to the partition function \(S_N^\gamma\). Let \(\lambda \in \text{Sign}_N\) encode the intermediate arrow configuration between the red and the blue parts. In the bottom (red) part of Figure 6 (right), the number of arrows in the zeroth column at height \(N\) is equal to \(a + N - \ell(\lambda)\), where \(\ell(\lambda)\) is the number of nonzero parts in \(\lambda\). Apart from the zeroth column, the weights \(w_{u_j/\xi, s_x}, x \geq 1\), of all vertices are the same as in the definition of \(F_\lambda(u_1, \ldots, u_N)\). In the zeroth column, there are two types of vertices, and their weights depend on \(\gamma\) in the following
way:

\[ w_{u_j\xi_0,s_0/\gamma}(a + i, 1; a + i, 1) = \frac{\xi_0 u_j - s_0 q^i}{1 - \xi_0 s_0 u_j / \gamma}, \]

\[ w_{u_j\xi_0,s_0/\gamma}(a + i, 1; a + i + 1, 0) = \frac{1 - \gamma q^{i+1}}{1 - \xi_0 s_0 u_j / \gamma}. \]  

(3.3)

Let us first look at the numerators in (3.3). The number of vertices of type \((a + i, 1; a + i + 1, 0)\) is equal to \(N - \ell(\lambda)\), since only \(\ell(\lambda)\) paths leave the zeroth column. These vertices correspond to the number \(i\) ranging from 0 to \(N - \ell(\lambda) - 1\). We see that by taking out the prefactor \(\frac{(\gamma q^i s_0 q^{i+1})_{N - \ell(\lambda)}}{(\gamma q^i)_{N - \ell(\lambda)}} \) from the weight of the whole path configuration, we may remove the \(\gamma\)-modification from the numerators of the weights of the second type of vertices in (3.3).

It remains to remove the \(\gamma\)-modification from the denominators in (3.3), and this is achieved by taking out the factor

\[ \prod_{i=1}^{N} \frac{1 - \xi_0 s_0 u_j}{1 - \xi_0 s_0 \gamma^{-1} u_j}. \]

The resulting vertex weights are the same as the ones entering \(F_\lambda\). Therefore, for fixed \(\lambda\) the partition function of the bottom (red) part in Figure 6 (right) is equal to

\[ \frac{(\gamma q^0 q)_{N - \ell(\lambda)}}{(q^2 q)_{N - \ell(\lambda)}} \prod_{j=1}^{N} \frac{1 - \xi_0 s_0 u_j}{1 - \xi_0 s_0 \gamma^{-1} u_j} F_\lambda(u_1, \ldots, u_N). \]

For the top (blue) part in Figure 6 (right) we argue in a similar way by relating the partition function of the top part to \(F^*_\lambda(v_1, \ldots, v_N)\). In the zeroth column, there are two types of vertices with weights depending on \(\gamma\) as

\[ w_{v_j/\xi_0,s_0/\gamma}(a + i, 1; a + i, 1) = \frac{v_j / \xi_0 - s_0 q^i}{1 - s_0 \gamma^{-1} v_j / \xi_0}, \]

\[ w_{v_j/\xi_0,s_0/\gamma}(a + i, 1; a + i + 1, 0) = \frac{1 - s_0^2 \gamma^{-1} q^{i+1}}{1 - s_0 \gamma^{-1} v_j / \xi_0}. \]  

(3.4)

Similarly to the bottom part, we first take out the factor \(\frac{(s_0^2 \gamma^{-1} q)_{N - \ell(\lambda)}}{(s_0^2 q)_{N - \ell(\lambda)}}\) which deals with the numerators in the vertex weights of the second type in (3.4). Then, to compensate for the denominators, we take out a suitable product over \(j = 1, \ldots, N\). This implies that for fixed \(\lambda\) the partition function of the top (blue) part in Figure 6 (right) is equal to

\[ \frac{(\gamma^{-1} s_0^2 q q)_{N - \ell(\lambda)}}{(s_0^2 q)_{N - \ell(\lambda)}} \prod_{j=1}^{N} \frac{1 - s_0 v_j / \xi_0}{1 - s_0 \gamma^{-1} v_j / \xi_0} F^*_\lambda(v_1, \ldots, v_N). \]

Putting all together and summing over \(\lambda\), we get the first claim.

The second claim follows from the definition of the stable spin Hall–Littlewood functions (Section 2.5) via inserting infinitely many arrows in the zeroth column. Indeed, setting \(\gamma = 0\) corresponds to \(a = +\infty\). □

3.3. Equality of partition functions. Next we use the Yang–Baxter equation to relate the partition functions \(Z^*_N\) and \(S^*_N\).
Proposition 3.5. We have
\[ Z_N^\gamma(u_1, \ldots, u_N \mid v_1, \ldots, v_N; s_0) = S_N^\gamma(u_1, \ldots, u_N \mid v_1, \ldots, v_N; s_0) \]
provided that the spectral parameters \( u_i, v_j \) satisfy (2.8).

Proof. Start with the configuration of the lattice corresponding to \( Z_N^\gamma \). Drag all the cross vertices to the right using the Yang–Baxter equation (Proposition 2.1). Condition (2.8) ensures that after moving the crosses, the end state of the cross vertices is \((0,0;0,0)\). Indeed, keeping the other eventual state \((1,1;0,0)\) of the cross vertex introduces infinitely many factors of the form \( w_{u_i,\xi_0,\xi_0}(0,1;0,1)w_{u_j,\xi_0,\xi_0}(0,1;0,1) \) into the weight of the path configuration. Condition (2.8) implies that each of these factors is smaller than \( 1 - \varepsilon \) in the absolute value. Thus, configurations with the eventual state \((1,1;0,0)\) of the cross vertex do not contribute to the partition function. Finally, the fact that \( R_{u_i,\xi_0,\xi_0}(0,0;0,0) = 1 \) means that we arrive at the partition function \( S_N^\gamma \), and so the equality of partition functions follows.

\[ \square \]

3.4. Evaluation of the Izergin–Korepin type determinant \( Z_N^\gamma \). The third and final step of the proof of Theorem 1.2 consists in an explicit computation (in a determinantal form) of the partition function of the six vertex model with the decorated domain wall boundary conditions. We compute it by the Lagrange interpolation technique (similarly to, e.g., [WZJ16]).

3.4.1. Formulation of the result. Denote
\[ z(u, v; s_0) := \frac{(1 - \gamma)(q - \gamma s_0^2)(1 - uv) + (1 - q)(1 - \gamma \xi_0 s_0 u)(1 - \gamma \xi_0^{-1} s_0 v)}{(1 - uv)(1 - quv)}. \] (3.5)

Proposition 3.6. We have
\[ Z_N^\gamma(u_1, \ldots, u_N \mid v_1, \ldots, v_N; s_0) \]
\[ = \prod_{j=1}^{N} \frac{1}{(1 - s_0 \xi_0 u_j)(1 - \xi_0^{-1} s_0 v_j) \prod_{1 \leq i < j \leq N}(u_i - u_j)(v_i - v_j) \det [z(u_i, v_j; s_0)]_{i,j=1}^{N}. \] (3.6)

Before proving Proposition 3.6, let us discuss three reductions.
First, when \( s_0 = 0 \), this result is established in [WZJ16, Lemma 5].
Next, keeping \( s_0 \) generic and setting \( \gamma = 1 \) (that is, \( a = 0 \)), we have
\[ Z_N^{\gamma=1}(u_1, \ldots, u_N \mid v_1, \ldots, v_N) = \frac{(1 - q)^N \prod_{i,j=1}^{N}(1 - q u_i v_j)}{\prod_{1 \leq i < j \leq N}(u_i - u_j)(v_i - v_j) \det \left[ \frac{1}{(1 - u_i v_j)(1 - q u_i v_j)} \right]_{i,j=1}^{N}. \] (3.7)

The determinant in the right-hand side is the celebrated Izergin–Korepin determinant [Ize87], [KBI93, Ch. VII.10].

Third, keep \( s_0 \) generic, and consider now the case \( \gamma = 0 \). We have
\[ z(u, v; s_0)|_{\gamma=0} = \frac{q(1 - uv) + (1 - q)}{(1 - uv)(1 - quv)} = \frac{1}{1 - uv}. \]
Thus, for \( \gamma = 0 \) the partition function \( Z_N^\gamma(u_1, \ldots, u_N \mid v_1, \ldots, v_N; s_0) \) simplifies using the Cauchy determinant (e.g., [Mui23, vol. III, p. 311]) to
\[ Z_N^\gamma(u_1, \ldots, u_N \mid v_1, \ldots, v_N; s_0)|_{\gamma=0} = \prod_{j=1}^{N} \frac{1}{(1 - s_0 \xi_0 u_j)(1 - s_0 v_j / \xi_0)} \prod_{i,j=1}^{N} \frac{1 - q u_i v_j}{1 - u_i v_j}. \] (3.8)
Formula (3.8) agrees with the known Cauchy identity for the stable spin Hall–Littlewood functions recalled in Proposition 2.2. To see this, use (3.2) and Proposition 3.5.

On the other hand, formula (3.8) for the six vertex model partition function may be obtained independently by noting that for $a = +\infty$, the weights $w_{u_i\xi_0,s_0}$ and $w_{v_j/\xi_0,s_0}^*$ do not depend on the number of incoming horizontal arrows from the left, and

$$
\sum_{i_2,j_2} R_{uv}(i_1,j_1; i_2,j_2) = \frac{1 - quv}{1 - uv}
$$

for all $i_1, j_1$. Therefore, the decorated domain wall partition function factorizes. This independent derivation of (3.8) establishes Proposition 3.6 for $\gamma = 0$.

The proof of Proposition 3.6 in the case of general $\gamma$ occupies the rest of this subsection. We argue using Lagrange interpolation technique (similarly to, e.g., [WZJ16]) which consists of three steps. First, directly from Definition 3.1 we formulate five properties which the partition function $Z_N$ satisfies. Then we show that these properties determine a function uniquely. Finally, we check that the determinantal formula in the right-hand side of (3.6) satisfies the same five properties, which establishes the desired equality.

3.4.2. Step 1. Properties of the partition function. Denote

$$
\tilde{Z}_N^\gamma(u_1, \ldots, u_N \mid v_1, \ldots, v_N; s_0)
:= \prod_{j=1}^N (1 - s_0 \xi_0 u_j)(1 - \xi_0^{-1}s_0 v_j) \prod_{i,j=1}^N (1 - u_i v_j) Z_N^\gamma(u_1, \ldots, u_N \mid v_1, \ldots, v_N; s_0).
$$

Additional factors in $\tilde{Z}_N^\gamma$ clear out all the denominators in the vertex weights $w_{u_i\xi_0,s_0}$, $w_{v_j/\xi_0,s_0}^*$, and $R_{u_i,v_j}$, $i, j = 1, \ldots, N$. This means that $\tilde{Z}_N^\gamma$ now depends on the spectral parameters $u_i, v_j$ in a polynomial manner. As the first step in the proof of Proposition 3.6, let us list a number of properties of this renormalized partition function $\tilde{Z}_N^\gamma$.

Properties 3.7. 1. The function $\tilde{Z}_N^\gamma(u_1, \ldots, u_N \mid v_1, \ldots, v_N; s_0)$ is symmetric separately in each of the two sets of variables $\{u_1, \ldots, u_N\}$ and $\{v_1, \ldots, v_N\}$.
2. As a function of each single variable $u_i$ or $v_j$, $\tilde{Z}_N^\gamma(u_1, \ldots, u_N \mid v_1, \ldots, v_N; s_0)$ is a polynomial of degree at most $N$.
3. Setting $u_1 = v_1^{-1}$, we have the recurrence

$$
\left. \tilde{Z}_N^\gamma(u_1, u_2, \ldots, u_N \mid v_1, v_2, \ldots, v_N; s_0) \right|_{u_1 = v_1^{-1}} = (1 - q)(1 - s_0 \xi_0 \gamma v_1^{-1})(1 - \xi_0^{-1}s_0 \gamma v_1) \prod_{j=2}^N (1 - q v_1^{-1} v_j) \left(1 - q v_1 u_j\right) \prod_{j=2}^N \tilde{Z}_{N-1}^\gamma(u_2, u_3, \ldots, u_N \mid v_2, \ldots, v_N; s_0).
$$

4. Under the specialization $u_j = q^{j-1}/(s_0 \xi_0 \gamma)$, we have

$$
\tilde{Z}_N^\gamma((s_0 \xi_0 \gamma)^{-1}, q(s_0 \xi_0 \gamma)^{-1}, \ldots, q^{N-1}(s_0 \xi_0 \gamma)^{-1} \mid v_1, \ldots, v_N; s_0)
= q^{N^2} \prod_{i,j=1}^N (1 - v_i q^{j-1}/s_0 \xi_0 \gamma)(1 - \gamma q^{-j+1})(1 - s_0^2 \gamma q^{-j}).
$$

(3.10)
5. For $N = 1$, we have
\[
\tilde{Z}_N^\gamma(u \mid v; s_0) = (1 - \gamma)(q - \gamma s_0^2)(1 - uv) + (1 - \gamma)(1 - \gamma s_0 u)(1 - \gamma s_0^{-1} s_0 v).
\] (3.11)

Properties 3, 4, and 5 follow from the definition of the renormalized partition function $\tilde{Z}_N^\gamma$. Namely, for 3, setting $u_1 = v_1^{-1}$ makes the renormalized weight $(1 - u_1 v_1) R_{u_1 v_1}(1; 1; 1, 1)$ disappear, and so the nontrivial behavior of the paths reduces to a square of size $N - 1$. The factors in the right-hand side of (3.9) come from the “frozen” vertices. For 4, specializing the $u_j$ variables forces the configurations in the zeroth column to be of the form $\{(a - j, 1; a - j + 1, 0)\}$, where $j = 1, \ldots, N$ (here we assume $a \geq N$ which does not restrict the generality since the desired identity is between rational functions in $\gamma = q^a$). This requires all vertices inside the square to be of the type $(1, 1; 1, 1)$, and thus we get the right-hand side of (3.10). For 5, identity (3.11) is straightforward.

Let us now prove properties 1 and 2.

**Proof of symmetry.** Symmetry follows from a number of Yang–Baxter equations of a type different from the one in Proposition 2.1. Introduce vertex weights $r_z(i_1, j_1; i_2, j_2)$, $i_1, i_2, j_1, j_2 \in \{0, 1\}$, given in Figure 7.

\[
\begin{array}{cccc}
& j_1 & i_2 & \\
i_1 & & & \\
& j_2 & & \\
r_z(i_1, j_1; i_2, j_2) & & & 1 \\
1 & \frac{z(1-q)}{1-q^2} & \frac{1-z}{1-q^2} & \frac{q(1-z)}{1-q^2} & \frac{1-q}{1-q^2} & 1
\end{array}
\]

**Figure 7.** The vertex weights $r_z$ employed in the proof of symmetry of $\tilde{Z}_N^\gamma$.

\[
\begin{array}{l}
R_{u_1 v_j} \\
R_{u_1 v_j} \\
R_{u_1 v_j} \\
R_{u_1 v_j} \\
\end{array}
\]

\[
\begin{array}{l}
R_{v_i} \\
R_{v_i} \\
R_{v_i} \\
R_{v_i} \\
\end{array}
\]

**Figure 8.** Interchanging spectral parameters $u_i \leftrightarrow u_{i+1}$ (left) or $v_i \leftrightarrow v_{i+1}$ (right) by means of Yang–Baxter equations involving weights $r_z$.

The fact that we can interchange the spectral parameters $u_i, u_{i+1}$ follows from two Yang–Baxter equations. One is satisfied by the weights $r_{u_i/u_{i+1}}, w_{u_i \xi_0, s_0}, w_{u_{i+1} \xi_0, s_0}$, and the other one by $r_{u_i/u_{i+1}}, R_{u_i v_j}, R_{u_{i+1} v_j}$. These equations have a form similar to (2.2) and are illustrated in Figure 8 (left). This allows to take a cross vertex of weight $r_{u_i/u_{i+1}}$ and drag it throughout the lattice, interchanging the parameters $u_i, u_{i+1}$ everywhere. The fact that we can interchange $v_i, v_{i+1}$ follows similarly, see Figure 8 (right). All Yang–Baxter equations involved are verified in a straightforward way. □
Proof of polynomiality of degree $\leq N$. Each variable $u_i$ and $v_j$ enters into $N+1$ vertices — $N$ cross vertices in the square, and one vertex in the zeroth column (cf. Figure 6, left). After renormalization, all vertex weights become linear in their respective spectral parameters. Thus, the degree of $\tilde{Z}_N^\gamma$ in each variable $u_i$ or $v_j$ is at most $N+1$. It remains to show that the coefficient by the $(N+1)$-st power is zero.

Due to symmetry, it suffices to consider only $u_N$ (the case of $v_N$ is analogous). In order to get a nonzero coefficient by $u_N^{N+1}$, the configuration of paths inside the $N \times N$ square should avoid weights $R_u v_{ij}(1,1;0,0)$ because their renormalized weight equals $1 - q$. This implies that in the zeroth column, the vertex containing the spectral parameter $u_N$ would be of type $(g,1;g+1,0)$. The renormalized weight of the latter vertex is $1 - q^{g+1}$ which does not depend on $u_N$. We see that it is impossible to get a nonzero coefficient by $u_N^{N+1}$, so the total degree is at most $N$.

3.4.3. Step 2. Uniqueness. The fact that Properties 3.7 determine $\tilde{Z}_N^\gamma$ uniquely follows from Lagrange interpolation. For the reader’s convenience, let us reproduce the necessary statement which closely follows [WZJ16, Appendix B].

**Lemma 3.8.** Let $f_N(u_1, \ldots, u_N)$, $N \geq 1$, be symmetric polynomials in $(u_1, \ldots, u_N)$ of degree at most $N$ in each $u_j$. Suppose that they satisfy recurrence

$$f_N(u_1, \ldots, u_{N-1}, t_i) = C_N^{(i)} f_{N-1}(u_1, \ldots, u_{N-1}), \quad 1 \leq i \leq N,$$

for a suitable set of distinct points $\{t_1, \ldots, t_N\}$, where $C_N^{(i)}$ are some coefficients. Let also $f_N(u_1, \ldots, u_N) = C_N^{(0)}$ for some point $(u_1^0, \ldots, u_N^0)$ and some constant $C_N^{(0)}$.

If another family of symmetric polynomials $g_N(u_1, \ldots, u_N)$, $N \geq 1$ satisfies all of these conditions and $f_1(u) = g_1(u)$, then

$$f_N(u_1, \ldots, u_N) = g_N(u_1, \ldots, u_N), \quad \text{for all } N \geq 1.$$

**Proof.** By induction, since $f_1 = g_1$, we assume $f_{N-1}(u_1, \ldots, u_{N-1}) = g_{N-1}(u_1, \ldots, u_{N-1})$. Then using the recurrence we see that $f_N(u_1, \ldots, u_{N-1}, t_j) = g_N(u_1, \ldots, u_{N-1}, t_j)$ for $N$ distinct points. This, together with the fact that the degree of $f_N$ in $u_N$ is at most $N$, implies that $f_N$ and $g_N$ coincide up to some constant factor (independent of $u_N$). Moreover, this constant factor cannot depend on $u_1, \ldots, u_{N-1}$ either due to the symmetry of the polynomials. Finally, since $f_N$ and $g_N$ coincide at a fixed point $(u_1^0, \ldots, u_N^0)$, we get the claim. $\square$

3.4.4. Step 3. Verification of properties for the determinantal formula. It remains to check that suitably normalized determinant in the right-hand side of (3.6) satisfies Properties 3.7. This renormalization has the form

$$\frac{\prod_{i,j=1}^{N}(1-u_i v_j)(1-qu_i v_j)}{\prod_{1 \leq i<j \leq N}(u_i - u_j)(v_i - v_j)} \det [z(u_i, v_j; s_0)]_{i,j=1}^N,$$

where $z(u, v; s_0)$ is given by (3.5). Symmetry (property 1) is straightforward: permuting any pair $u_i, u_j$ changes the sign of the determinant as well as the Vandermonde $\prod_{i<j}(u_i - u_j)$ in the denominator. The fact that (3.12) is a polynomial of degree $N$ (property 2) follows because we can rewrite

$$\frac{1}{\prod_{1 \leq i<j \leq N}(u_i - u_j)(v_i - v_j)} \det [z(u_i, v_j; s_0) \prod_{l=1}^{N}(1-u_i v_l)(1-qu_i v_l)]_{i,j=1}^N,$$
and each element of the determinant is a polynomial in \( u_i \) of degree \( 2N - 1 \). Dividing by the Vandermonde which has degree \( N - 1 \) in each \( u_i \) yields degree \( N \).

Property 5 is straightforward.

For 3, we multiply the first row of the determinant by \( 1 - u_1v_1 \), and note that setting \( u_1 = 1/v_1 \) eliminates all elements in the first row except

\[
(1 - u_1v_1)z(u_1, v_1; s_0)|_{u_1 = v_1^-1} = (1 - \gamma s_0 v_1/\xi_0)(1 - \gamma s_0 \xi_0/v_1).
\]

This means that the determinant of size \( N \) reduces to a similar determinant of size \( N - 1 \) which is equal to \( \tilde{Z}_N^\gamma \).

Finally, let us get property 4. Denote \( u_0 = (s_0 \xi_0 \gamma)^{-1} \).

**Lemma 3.9.** The determinantal expression in (3.12), specialized at \( u_i = u_0 q^{-1}, i = 1, \ldots, N, \) equals the right-hand side of (3.10).

**Proof.** Take the \( N \times N \) matrix \( A = [z(u_0 q^{-1}, v_i; s_0)]_{i,j=1}^N \) whose determinant we need to compute. We employ the method suggested in [Kra99, Section 2.6], and consider the LU decomposition \( A = LU \), where \( L \) is a lower triangular matrix with ones on the main diagonal, and \( U \) is an upper triangular matrix. (The fact that \( A \) is nondegenerate so that to admit an LU decomposition follows from the computations below.) Denote

\[
f_k(v) := \prod_{r=1}^{k}(q^r v - \gamma s_0 \xi_0), \quad Q^j_k(v) := \frac{f_k(v)}{\prod_{r=1, r \neq j}^{k}(v - v_r)}. \quad (3.13)
\]

We claim that

\[
(L^{-1})_{ij} = \begin{cases} 
0, & i < j; \\
1, & i = j; \\
-\frac{Q^j_{i-1}(v_j)}{Q^j_{i-1}(v_i)}, & i > j.
\end{cases}
\]

To see this, consider the product \( L^{-1}A \) with \( L^{-1} \) being the candidate above. We would like to show that \( L^{-1}A \) is upper triangular, that is,

\[
\frac{f_{i-1}(v_i)}{\prod_{r=1}^{i-1}(v_i - v_r)}z(u_0 q^{-1}, v_i; s_0) = \sum_{k=1}^{i-1}Q^k_{i-1}(v_k)\frac{z(u_0 q^{-1}, v_k; s_0)}{v_i - v_k} = \sum_{k=1}^{i-1}f_{i-1}(v_k)\frac{z(u_0 q^{-1}, v_k; s_0)}{\prod_{r=1, r \neq k}^{i-1}(v_k - v_r)}, \quad (3.14)
\]

for all \( i > j \) (here the second equality is just a simplification using (3.13)). To show (3.14) we use the following function: Consider the residual number. The value at \( \tilde{Z} \) is straightforward.

\[
B(w) := \frac{f_{i-1}(w)}{\prod_{r=1}^{i-1}(w - v_r)}z(q^{-1} u_0, w; s_0), \quad w \in \mathbb{C}.
\]

It is a rational function with possible poles at \( w = v_1, \ldots, v_i \) and \( w = q^{1-j}/u_0, q^{-j}/u_0 \) coming from \( z \) (3.5). However, since \( i - 1 \geq j \), the zeroes coming from \( f_{i-1}(w) \) (3.13) eliminate the two latter poles. Moreover, \( B(w) \) is decaying as \( O(1/w^2) \) at infinity and thus has zero residue there. We see that (3.14) is simply an equality between the residue of \( B(w) \) at \( w = v_i \) and the sum of minus residues of \( B(w) \) at all \( w = v_k, k = 1, \ldots, i - 1 \). This establishes (3.14).
Having the upper triangularity of $L^{-1}A$, we can compute the determinant as the product of diagonal elements:

$$
\det A = \det(L^{-1}A) = \prod_{i=1}^{N} \left( z(u_0q^{i-1}, v_i; s_0) - \sum_{k=1}^{i-1} \frac{Q_{i-1}^{k}(v_k)}{Q_{i-1}^{k-1}(v_i)} z(u_0q^{i-1}, v_k; s_0) \right)
$$

$$
= \prod_{1 \leq r < i \leq N} \frac{1}{f_{i-1}(v_i)} \prod_{i=1}^{N} \frac{1}{2\pi i} \oint_{c_i} \prod_{r=1}^{N} \frac{f_{i-1}(w) z(u_0q^{i-1}, w; s_0)}{(w - v_r)} \, dw,
$$

where the contour $c_i$ encircles $v_1, \ldots, v_i$. Each $i$-th integrand is regular at infinity and has a single pole outside the contour $c_i$. This pole comes from $z$ and is at $w = q^{-i}/u_0$. Taking the minus residues at these points gives a product formula for the determinant of $A$. Putting all together, we arrive at the right-hand side of (3.10).

This completes the proof of Proposition 3.6. Combining Propositions 3.4 and 3.6 we have established Theorem 1.2. Note that the parameter $s_0$ in (3.6) must be replaced by $s_0/\gamma$ to match the refined Cauchy sum, hence we get a slightly different determinant in Theorem 1.2.

4. Determinantal identity. Proof of Theorem 1.3

We will now present an alternative expression for the determinant in the right-hand side of the refined Cauchy identity. Recall the function $z(u, v; s_0)$ defined by (3.5), and also denote

$$
M_i(v; \gamma^{-1}s_0) := s_0^{2i-N} v^{N-i-1}
$$

$$
\times \left\{ (1 - s_0\xi_0^{-1}v) \left( v\xi_0^{-1} - s_0 \right) \prod_{l=1}^{N} \frac{1 - qvu_l}{1 - vu_l} - \gamma^{-1}q^{N-i} \left( \gamma - s_0\xi_0^{-1}v \right) \left( \gamma qv\xi_0^{-1} - s_0 \right) \right\};
$$

$$
\tilde{M}_i(u; \gamma^{-1}s_0) := u^{N-i-1} \left\{ (1 - s_0\xi_0u) \left( u - s_0 \right) \prod_{l=1}^{N} \frac{1 - qwu_l}{1 - uu_l} - \gamma^{-1}q^{N-i} \left( \gamma - s_0\xi_0u \right) \left( \gamma qu - s_0 \right) \right\}. \quad (4.1)
$$

The following result implies Theorem 1.3 from the Introduction.

Theorem 4.1. We have

$$
\prod_{i,j=1}^{N} \frac{1}{\prod_{1 \leq i < j \leq N} (u_i - u_j)(v_i - v_j)} \det \left[ z(u_i, v_j; \gamma^{-1}s_0) \right]_{i,j=1}^{N} = \prod_{1 \leq i < j \leq N} (v_i - v_j) \frac{\det \left[ M_i(v_j; \gamma^{-1}s_0) \right]_{i,j=1}^{N}}{\det \left[ M_i(u_j; \gamma^{-1}s_0) \right]_{i,j=1}^{N}}. \quad (4.2)
$$

Remark 4.2. Recall that the right-hand side of the refined Cauchy identity in Theorem 1.2 is equal to

$$
\prod_{j=1}^{N} \frac{1}{(1 - s_0\xi_0u_j)(1 - \xi_0^{-1}s_0v_j)} \prod_{i,j=1}^{N} \frac{1}{\prod_{1 \leq i < j \leq N} (u_i - u_j)(v_i - v_j)} \det \left[ z(u_i, v_j; \gamma^{-1}s_0) \right]_{i,j=1}^{N}.
$$

This is the reason for using the parameter $\gamma^{-1}s_0$ in (4.1)-(4.2).
A feature of the alternative determinantal expressions in Theorem 4.1 is that in them the dependence on the variables $u_j$ or $v_j$, respectively, has a product form.

The proof of Theorem 4.1 occupies the rest of this section. First, observe that the equality of the two determinantal expressions,

$$
\frac{\det [\mathcal{M}_i(v_j; \gamma^{-1}s_0)]_{i,j=1}^N}{\prod_{1 \leq i < j \leq N} (v_i - v_j)} = \frac{\det [\tilde{\mathcal{M}}_i(u_j; \gamma^{-1}s_0)]_{i,j=1}^N}{\prod_{1 \leq i < j \leq N} (u_i - u_j)},
$$

readily follows from the symmetry of the function $z$:

$$
z(u, v; s_0) = z(v \xi_0^{-2}, u \xi_0^2; s_0).
$$

Therefore, in the proof we can freely pass between the two expressions in (4.3), depending on convenience.

Arguing as in the proof of Proposition 3.6 from Section 3.4.4, it suffices to check that the following function

$$
\mathcal{M}_N^\gamma(u_1, \ldots, u_N \mid v_1, \ldots, v_N; s_0) = \prod_{i,j=1}^N (1 - u_i v_j) \frac{\det [\mathcal{M}_i(v_j; s_0)]_{i,j=1}^N}{\prod_{1 \leq i < j \leq N} (v_i - v_j)} \quad (4.4)
$$

satisfies Properties 3.7. Here we are using the normalization from (3.12), and also have replaced the parameter $\gamma^{-1}s_0$ by $s_0$ to directly match the properties.

Properties 1 (symmetry in $u_i$ and $v_j$ separately) and 5 (evaluation for $N = 1$) are straightforward from (4.4). For 2, observe that $\mathcal{M}_0(v; s_0)\prod_{i=1}^N (1 - v u_i)$ is linear in each $u_j$ separately, which implies that $\mathcal{M}_N^\gamma$ is a polynomial in each $u_j$ of degree $N$. Using the second determinant in (4.3) shows polynomiality in each $v_j$, too.

Let us now establish property 3:

**Lemma 4.3.** Setting $u_N = v_N^{-1}$, we have the recurrence

$$
\mathcal{M}_N^\gamma(u_1, u_2, \ldots, u_N \mid v_1, v_2, \ldots, v_N; s_0)\big|_{u_N = v_N^{-1}}

= (1 - q)(1 - s_0 \xi_0^{-2}v_N^{-1})(1 - s_0 \xi_0^{-1}v_N) \prod_{j=2}^N (1 - qv_N^{-1}v_j) (1 - qv_N u_j) \times \mathcal{M}_{N-1}^\gamma(u_1, \ldots, u_{N-1} \mid v_1, \ldots, v_{N-1}; s_0).
$$

**Proof.** Note that (3.10) has the substitution $u_1 = v_1^{-1}$, but due to symmetry this is the same property. To establish the claim, observe that the last column of the matrix

$$
\left[\mathcal{M}_i(v_j; s_0)\prod_{l=1}^N (1 - v_j u_l)\right]_{i,j=1}^N \quad (4.5)
$$

simplifies after substituting $u_N = v_N^{-1}$, and its $i$-th element becomes

$$
\xi_0^{2i-N-1} v_N^{N-i} (1 - q)(1 - \gamma s_0 v_i / \xi_0)(1 - \xi_0^{-1}v_N^{-1}) \prod_{l=2}^N (1 - q u_l / u_N) \cdot (4.6)
$$

Taking out the factors indicated above (note that they match the right-hand side of the claim), perform the following row operations to the matrix. Subtract each $i$-th row multiplied by $v_N / \xi_0^2$...
from the \((i - 1)\)-st row, \(i = 2, \ldots, N\). These operations do not change the determinant, but make the matrix block-diagonal, with zeroes in the last column everywhere except the main diagonal. The \((N, N)\)-th entry of the matrix is given by (4.6) with \(i = N\).

After these transformations, one readily sees that the submatrix of (4.5) formed by the first \(N - 1\) rows and columns has determinant proportional to \(\mathcal{M}_{N-1}^i\). Indeed, the matrix elements after the transformations are equal to

\[
- \frac{(v_N - v_j)(v_N - qv_j)}{\xi_0 v_N} \mathcal{M}^{(N-1)}_i(v_j; s_0) \prod_{l=1}^{N-1} (1 - v_j u_l), \quad i, j = 1, \ldots, N - 1,
\]

where by \(\mathcal{M}^{(N-1)}_i\) we mean the matrix element involved in the function \(\mathcal{M}_{N-1}^i\) of the smaller rank. Taking into account the Vandermonde in the \(v_j\)'s in the denominator, we see that this implies the claim. \(\square\)

The proof of property 4 requires to compute a nontrivial determinant:

**Lemma 4.4.** We have

\[
\mathcal{M}^i_N ((s_0 \xi_0 \gamma)^{-1}, q(s_0 \xi_0 \gamma)^{-1}, \ldots, q^{N-1}(s_0 \xi_0 \gamma)^{-1} | v_1, \ldots, v_N; s_0) = \frac{q N^2}{i,j = 1} \left( 1 - v_i q^{j-1} s_0 \xi_0 \gamma \right) \prod_{j=1}^N (1 - \gamma q^{-j+1})(1 - s_0^2 \gamma q^{-j}).
\]

**Proof.** Substituting \(u_j = q^{j-1}/(s_0 \xi_0 \gamma)\), we have

\[
\prod_{i,j = 1}^N \frac{1 - q v u_i}{1 - v u_i} = \frac{s_0 \xi_0 \gamma - q^N v}{s_0 \xi_0 \gamma - v},
\]

which simplifies the matrix elements \(M_i\) as follows:

\[
M_i(v; s_0) = \xi_0^{2i-N} v^{N-i-1} \left\{ (1 - \gamma s_0 \xi_0^{-1} v) (q N \xi_0^{-1} v - s_0 \gamma) - \gamma q^{N-i} (1 - s_0 \xi_0^{-1} v) (q v \xi_0^{-1} - s_0) \right\}.
\]

We see that \(M_i(v; s_0)\) is a polynomial in \(v\) which has two or three nonzero terms, and

\[
\deg M_i(v; s_0) = \begin{cases} N - 1, & i = 1; \\ N + 1 - i, & 2 \leq i \leq N. \end{cases}
\]

This suggests the following representation of the matrix:

\[
[M_i(v_j; s_0)]_{i,j=1}^N = \begin{bmatrix} a_1 & b_1 & 0 \\ c_1 & a_2 & b_2 \\ 0 & \ddots & \ddots \\ \ddots & \ddots & b_{N-1} \\ 0 & c_{N-1} & a_N \end{bmatrix} \cdot [v^{N-i}]_{i,j=1}^N,
\]

where the elements of the tridiagonal matrix are given by

\[
a_i = \xi_0^{2i-N-1} (q^N (1 - \gamma q^{1-i}) + s_0^2 \gamma (\gamma - q^{N-i})); \\
b_i = \gamma s_0 \xi_0^{2i-N} \left( q^{N-i} - 1 \right); \\
c_i = \gamma s_0 \xi_0^{2i-N} q^{N-i} (1 - q^i).
\]

\(4.7\)
It now remains to check that the determinant of this tridiagonal matrix is equal to
\[ q^{N^2} \prod_{j=1}^{N} (1 - \gamma q^{-j+1})(1 - s_0^2 \gamma q^{-j}). \] (4.8)

First, observe that the powers of \( \xi_0 \) in (4.7) can be omitted by taking a conjugation of our tridiagonal matrix by the antidiagonal matrix with the entries \( \xi_0^* \) on the side diagonal. In what follows we thus assume that \( \xi_0 = 1 \). Let us also multiply \( b_i \) by \( s_0 \) and divide \( c_i \) by \( s_0 \), this does not change the determinant. Therefore, now we have (by reusing the same notation)
\[ a_i = q^N (1 - \gamma q^{-1-i}) + s_0^2 \gamma (\gamma - q^{N-i}) , \quad b_i = \gamma s_0^2 (q^{N-i} - 1) , \quad c_i = q^{N-i}(1 - q^i) \] (4.9)
and need to compute the \( N \times N \) tridiagonal determinant formed by these quantities. Denote by \( T_N \) the tridiagonal matrix corresponding to the entries (4.9).

The form of the coefficients (4.9) suggests that the eigenvectors of \( T_N \) can be matched to some \( q \)-hypergeometric orthogonal polynomials on the finite lattice \( \{1, 2, \ldots, N\} \). The right family of orthogonal polynomials can be guessed by looking at the eigenvectors of, say, \( T_3 \), and computing an orthogonality measure on \( \{1, 2, \ldots, N\} \) for them with a computer algebra system. One sees that this orthogonality measure is the \( q \)-deformed binomial distribution, and so the orthogonal polynomials are the \( q \)-Krawtchouk ones. See, e.g., [KS96, Section 3.15], for their definition.

We would not make direct use of the definition or properties of the \( q \)-Krawtchouk polynomials. Instead, define
\[ F_i(k) := 3\phi_2(q^{-N}, q^{k-N}; s_0^2 q^{-i}; q^N, 0; q), \]
where \( 3\phi_2 \) is the \( q \)-hypergeometric series, and in the second line we have explicitly expanded its definition. Note that the series is terminating.

With the notation (4.9), we have
\[ a_k F_i(k) + b_k F_i(k + 1) + c_{k-1} F_i(k - 1) = q^N(1 - \gamma q^{-i})(1 - s_0^2 \gamma q^{-i})F_i(k) \] (4.10)
for all \( i, k = 1, \ldots, N \). Indeed, this follows from term-by-term manipulations with the terminating \( q \)-hypergeometric series. These manipulations are straightforward and we omit them.

Identity (4.10) implies that \( F_i(\cdot) \) are eigenvectors of \( T_N \). Therefore, the desired determinant (4.8) is the product of the eigenvalues of the \( F_i(\cdot) \)'s which appear in the right-hand side of (4.10). This completes the proof. \( \square \)

The last statement completes checking of Properties 3.7 for the function \( M_N^x \) (4.4), and (combined with Lemma 3.8) establishes Theorem 4.1. The latter implies Theorem 1.3 from the Introduction.

5. DEGENERATION TO INTERPOLATION HALL–LITTLEWOOD POLYNOMIALS

In this section we specialize our results to interpolation Hall–Littlewood polynomials. In Sections 5.1 to 5.4 we recall the definition of the interpolation Macdonald polynomials, their Hall–Littlewood degeneration, and the refined Cauchy identity from [Cue18]. Then in Section 5.5 we explain how to get the same results by specializing our spin Hall–Littlewood statements. Finally, in Section 5.6 we discuss another Cauchy type identity [Ols19, Proposition 9.4] for interpolation Hall–Littlewood polynomials.
5.1. Interpolation Macdonald polynomials. Let us recall interpolation Macdonald polynomials from [Kno97], [Oko97], [Sah96]. We mostly follow the notation of [Ols19], [Cue18] (and also [Mac95] when talking about homogeneous polynomials).

Fix the number of variables \(N\) and two parameters \(q, t \in (0, 1)\) (we use different font so that these Macdonald parameters are not confused with our main quantization parameter \(q\)). For every \(\lambda \in \text{Sign}_N\) there exists a unique (up to a scalar factor) symmetric polynomial \(I_{\lambda}(u_1, \ldots, u_N; q, t)\) (depending on the parameters \(q, t\)) such that [Sah94], [Oko98]:

- The degree of \(I_{\lambda}\) is \(|\lambda|\);
- For all \(\mu \in \text{Sign}_N\) with \(\mu \neq \lambda, \ |\mu| \leq |\lambda|\), we have \(I_{\lambda}(q^{-\mu_1}, q^{-\mu_2}t, \ldots, q^{-\mu_N}t^{N-1}; q, t) = 0\);
- We have \(I_{\lambda}(q^{-\lambda_1}, q^{-\lambda_2}t, \ldots, q^{-\lambda_N}t^{N-1}; q, t) \neq 0\).

We fix normalization so that the top component in \(I_{\lambda}(u_1, \ldots, u_N; q, t)\) with respect to the lexicographic ordering is equal to \(u_1^{\lambda_1} \cdots u_N^{\lambda_N}\).

5.2. Homogeneous Macdonald polynomials. The top, degree \(|\lambda|\), homogeneous component of \(I_{\lambda}(u_1, \ldots, u_N; q, t)\) is the symmetric Macdonald polynomial \(P_{\lambda}(u_1, \ldots, u_N; q, t)\) [Mac95, Ch VI.4]. We recall the Cauchy identity for Macdonald polynomials which holds when \(|u_iv_j| < 1\) for all \(i, j = 1, \ldots, N\):

\[
\sum_{\lambda \in \text{Sign}_N} P_{\lambda}(u_1, \ldots, u_N; q, t) Q_{\lambda}(v_1, \ldots, v_N; q, t) = \prod_{i,j=1}^{N} \frac{(tu_iv_j; q)_\infty}{(u_iv_j; q)_\infty}. \tag{5.1}
\]

Here \(Q_{\lambda}(\cdot; q, t) = b_{\lambda}(q, t)P_{\lambda}(\cdot; q, t)\) are the dual Macdonald polynomials which are proportional to the original ones. The coefficients \(b_{\lambda}\) are explicit [Mac95, VI.(6.19)], but we will need an expression for them only in a particular case. We refer to [Mac95, Ch. VI] for alternative characterizations and more properties of Macdonald polynomials.

5.3. Hall–Littlewood degeneration of interpolation Macdonald polynomials. When \(q = 0\), the Macdonald polynomials become the Hall–Littlewood symmetric polynomials (depending on \(t\)) which we denote by \(P_{\lambda}^{HL} = P_{\lambda}^{HL}(\cdot; t), Q_{\lambda}^{HL} = Q_{\lambda}^{HL}(\cdot; t)\). We have the following explicit symmetrization formula:

\[
Q_{\lambda}^{HL}(u_1, \ldots, u_N; t) = b_{\lambda}(0, t) P_{\lambda}^{HL}(u_1, \ldots, u_N; t) = \frac{(1 - t)^N}{(t; t)_{N - \ell(\lambda)}} \sum_{\sigma \in S_N} \sigma \left( \prod_{1 \leq i < j \leq N} \frac{u_i - tu_j}{u_i - u_j} \prod_{i=1}^{N} v_i^{\lambda_i} \right), \tag{5.2}
\]

and \(b_{\lambda}(0, t) = \prod_{r \geq 1} (t; m_r(\lambda))\).

As shown in [Cue18, Theorem 5.11], under a suitable Hall–Littlewood degeneration the Macdonald interpolation polynomials \(I_{\lambda}\) also take an explicit form. Denote

\[
F_{\lambda}^{HL}(u_1, \ldots, u_N; t) := \lim_{q \to 0} I_{\lambda}(u_1, \ldots, u_N; 1/q, 1/t), \tag{5.3}
\]

then

\[
F_{\lambda}^{HL}(u_1, \ldots, u_N; t) = (1 - t)^N \prod_{r \geq 0} \frac{1}{(t; t)_{m_r(\lambda)}} \sum_{\sigma \in S_N} \sigma \left( \prod_{i < j} \frac{u_i - tu_j}{u_i - u_j} \prod_{i=1}^{\ell(\lambda)} u_i^{\lambda_i} (1 - t^{1-N}u_i^{-1}) \right). \tag{5.4}
\]

The top degree homogeneous component in \(F_{\lambda}^{HL}\) is the Hall–Littlewood polynomial \(P_{\lambda}^{HL}\). While the interpolation property formulated in Section 5.1 does not determine the polynomials uniquely
in the degeneration (5.3), it is still convenient to refer to $F^{HL}_{\lambda}$ (5.4) as the interpolation Hall–Littlewood polynomials.

**Remark 5.1.** The homogeneous Macdonald polynomials $P_\lambda(\cdot; q, t)$ are invariant under the change $(q, t) \to (1/q, 1/t)$ [Mac95, VI.(4.14)(iv)] while the interpolation Macdonald polynomials are not. To perform the Hall–Littlewood degeneration in (5.3) one needs the inverse parameters $(1/q, 1/t)$.

### 5.4. Refined Cauchy identity for interpolation Hall–Littlewood polynomials

The following refined Cauchy identity holds for the interpolation Hall–Littlewood polynomials. If $|u_iv_j| < 1$ for all $i, j = 1, \ldots, N$, then [Cue18, Proposition 4.2]

$$
\sum_{\lambda \in \mathrm{Sign}_N} \left( \chi t^{1-N}; t \right)_{N-\ell(\lambda)} F^{HL}_\lambda(u_1, \ldots, u_N; t) Q^{HL}_\lambda(v_1, \ldots, v_N; t)
= \prod_{1 \leq i < j \leq N} (u_i - u_j) \det \left[ u_j^{N-i-1} \left\{ (u_j - t^{1-N}) \prod_{i=1}^N \frac{1 - tu_j v_i}{1 - u_j v_i} + t^{1-i} (1 - \chi u_j) \right\} \right]_{i,j=1}^N.
$$

(5.5)

This identity is proven in [Cue18] by using the symmetrization formulas (5.2), (5.4) for the functions in the left-hand side of (5.5), and employing direct manipulations with the summands to produce the determinantal expression.

**Remark 5.2.** The statement [Cue18, Proposition 4.2] is more general in that the number of the variables $v_j$ is allowed to be arbitrary, not necessarily the same $N$ as the number of the $u_i$ variables. However, both sides of (5.5) are symmetric polynomials in $v_j$ which satisfy the stability property of the form $f_N(v_1, \ldots, v_{N-1}, v_N)|_{v_N=0} = f_{N-1}(v_1, \ldots, v_{N-1})$. This means that identity with $N$ variables extends to an identity between elements of the algebra of symmetric functions [Mac95, Ch. I.2], so that the number of the variables $v_j$ can be arbitrary.

This extension is a feature of the type of the determinant in the right-hand side of (5.5), and is not directly possible for the Izergin–Korepin form of the determinant which we present in Proposition 5.3 below.

As noted in [Cue18, Section 4.5], by taking the top degree components in (5.5) and using the refined Cauchy identity for the Hall–Littlewood polynomials [War08], [WZJ16, Theorem 4], one arrives at the following nontrivial determinantal identity:

$$
\prod_{i,j=1}^N \left(1 - u_i v_j\right) \prod_{1 \leq i < j \leq N} (u_i - u_j)(v_i - v_j) \det \left[ \frac{1 - \chi t^{1-N} + (\chi t^{1-N} - t)u_i v_j}{(1-u_i v_j)(1-tu_i v_j)} \right]_{i,j=1}^N
= \prod_{1 \leq i < j \leq N} (u_i - u_j) \det \left[ u_j^{N-i} \left\{ \prod_{i=1}^N \frac{1 - tu_j v_i}{1 - u_j v_i} - t^{1-i} \chi \right\} \right]_{i,j=1}^N.
$$

(5.6)

In the next subsection we use this determinantal identity as the key to understand how our results (Theorems 1.2 and 1.3) degenerate to (5.5), (5.6). In the process we also observe how the interpolation Hall–Littlewood polynomials arise as a particular case of our inhomogeneous spin Hall–Littlewood rational functions.

### 5.5. From spin Hall–Littlewood to interpolation Hall–Littlewood

Observe that identity (5.6) is a particular case of Theorem 1.3 when $s_0 = 0$, $\xi_0$ is arbitrary (it vanishes from the formula when $s_0 = 0$), $q = t$, and $\gamma = q^{-N} \chi$. This suggests the following generalization of the determinantal identity (5.6) which incorporates the right-hand side of (5.5):
Proposition 5.3. We have
\[
\frac{1}{\prod_{1 \leq i < j \leq N}(u_i - u_j)} \det \left[ u_j^{N-i-1} \left( u_j - t^{1-N} \right) \prod_{l=1}^{N} \frac{1 - tu_lv_l}{1 - u_jv_l} + t^{1-i} \left( 1 - \chi u_j \right) \right]_{i,j=1}^{N} = \frac{\prod_{i,j=1}^{N}(1 - tu_jv_j)}{\prod_{1 \leq i < j \leq N}(u_i - u_j)(v_i - v_j)} \det \left[ \frac{(1 - t^{-N} \chi)(1 - u_iv_j) + (1 - t)(1 - t^{1-N}v_j)}{(1 - u_iv_j)(1 - tu_jv_j)} \right]_{i,j=1}^{N}.
\]

Proof. Start with identity (1.3) from Theorem 1.3. Rename the parameter \(q\) by \(t\). Then change the parameters \(s_0, \xi_0\) to their combinations \(s_0\xi_0\) and \(s_0/\xi_0\). In particular, \(s_0^2 = (s_0\xi_0)(s_0/\xi_0)\). After this, specialize
\[
s_0\xi_0 \to 0, \quad s_0/\xi_0 \to t^{1-N}, \quad \gamma = t^{-N} \chi.
\]
The resulting determinantal identity is equivalent to (5.7).

Let us now look at the spin Hall–Littlewood functions under the same degeneration as in the proof of Proposition 5.3.

Proposition 5.4. Fix \(\lambda \in \text{Sign}_N\). When we rename \(q\) to \(t\), set \(s_x = 0, \xi_x = 1\) for all \(x \geq 1\), and specialize \(s_0\) and \(\xi_0\) as in (5.8), we have
\[
\xi_0^{-\ell(\lambda)} F_{\lambda}(u_1, \ldots, u_N) \to \prod_{r \geq 1} \left( t; t \right)_m(\lambda) \cdot F^{\text{HL}}_{\lambda}(u_1, \ldots, u_N; t);
\]
\[
\xi_0^{-\ell(\lambda)} F^*_\lambda(v_1, \ldots, v_N) \to \prod_{j=1}^{N} \frac{1}{1 - v_j t^{1-N}} \prod_{r \geq 1} \frac{1}{(t; t)_m(\lambda)} \cdot Q^{\text{HL}}(v_1, \ldots, v_N; t).
\]

Proof. This follows from explicit symmetrization formulas (2.5), (2.6), (5.4), (5.2) for the functions \(F_\lambda, F^*_\lambda, F^{\text{HL}}_\lambda\), and \(Q^{\text{HL}}_\lambda\), respectively. Namely, for the first claim observe using notation (2.4):
\[
\varphi_0(u) = \frac{1 - q}{1 - s_0\xi_0 u} \to 1 - t;
\]
\[
\xi_0^{-1} \varphi_k(u) = \frac{1 - q}{1 - s_k\xi_k u} \frac{u - s_0/\xi_0}{1 - s_0\xi_0 u} \prod_{j=1}^{k-1} \frac{\xi_j u - s_j}{1 - s_j\xi_j u} \to (1 - t) u^{k-1} (u - t^{1-N}), \quad k > 0.
\]
For the second claim we have
\[
\varphi_0(v) \bigg|_{\xi_0 \to \xi_0^{-1}} = \frac{1 - q}{1 - v s_0/\xi_0} \to \frac{1 - t}{1 - vt^{1-N}};
\]
\[
\xi_0 \varphi_k(v) \bigg|_{\xi_0 \to \xi_0^{-1}} = \frac{1 - q}{1 - v s_k/\xi_k} \frac{v - s_0\xi_0}{1 - v s_0/\xi_0} \prod_{j=1}^{k-1} \frac{v/\xi_j - s_j}{1 - v s_j/\xi_j} \to (1 - t) v^k, \quad k > 0.
\]
It remains to put together all the prefactors, and we are done.

The degeneration in Proposition 5.4 produces an alternative proof of the refined Cauchy identity for the interpolation Hall–Littlewood polynomials:

New proof of [Cue18, Proposition 4.2]. As explained in Remark 5.2, we may assume that the number of the variables \(v_j\) is the same \(N\) as the number of the \(u_i\) variables. That is, we need to
establish (5.5). Starting with our refined Cauchy identity (1.2) from Theorem 1.2 and specializing the parameters as
\[ q = t, \quad s_x = 0, \xi_x = 1 \text{ for all } x \geq 1, \quad s_0^2 \xi_0 \to 0, \quad s_0 / \xi_0 \to t^{1-N}, \quad \gamma = t^{-N} \chi, \] (5.9)
we obtain for its terms using Proposition 5.4:
\[ \frac{(q;q)_{m_0(\varnothing)}(q^{-1}s_0^2;q)_{m_0(\varnothing)}}{(q;q)_{m_0(\varnothing)}(s_0^2;q)_{m_0(\varnothing)}} F_{\lambda}(u_1, \ldots, u_N) F_{\chi}(v_1, \ldots, v_N) \]
\[ \to \frac{(t^{-N}\chi; t)_{m_0(\varnothing)}}{\prod_{j=1}^N (1 - v_j t^{1-N})} F_{\chi HL}(u_1, \ldots, u_N; t) Q_{\chi HL}(v_1, \ldots, v_N; t). \]

Specializing the right-hand side of (1.2) in the same way and rewriting the Izergin–Korepin type determinant using (5.7) (which follows from Theorem 1.3), we arrive at the desired statement. □

The vanishing property definition of the interpolation Macdonald polynomials \( I_{\lambda} \) recalled in Section 5.1 implies some vanishing of their Hall–Littlewood degeneration \( F_{\chi HL} \) (5.3). Namely, one can check that \( F_{\chi HL} \) must vanish at all points
\[ X_m := (0, 0, \ldots, 0, t^{-m}, t^{-m-1}, \ldots, t^{1-N}), \quad 0 \leq m \leq \ell(\lambda) + \#\{i: \lambda_i \geq 2\}. \]
Note that unlike in the Macdonald case, these vanishing properties are not sufficient to uniquely determine \( F_{\chi HL} \).

One might ask whether the vanishing \( F_{\chi HL}(X_m; t) = 0 \) could be deduced from the vertex model interpretation of \( F_{\chi HL} \) following from Proposition 5.4. Here let us suggest a possible argument without working out all the details. Fix \( N, \lambda \), and let \( \ell = \ell(\lambda), k = \#\{i: \lambda_i \geq 2\} \) (clearly, \( \ell \geq k \)). In each up-right path ensemble contributing to the partition function \( F_{\chi HL} \), \( \ell \) horizontal arrows must exit the zeroth column, and \( k \) horizontal arrows must exit the first column. Therefore, the partition function \( F_{\chi HL} \) can be refined as follows:
\[ F_{\chi HL}(u_1, \ldots, u_N; t) = \sum_{I,J} W_{I,J} \prod_{i \in I} (u_i - t^{-N} + i \xi_i) \prod_{j \in J} u_j, \] (5.10)
where \( I, J \subseteq \{1, \ldots, N\}, |I| = \ell, |J| = k, I_{<i} = \#\{r: r \notin I, \ r < i\}, \) and the sets \( I, J \) should satisfy ordering:
\[ \text{If } I = \{i_1 < \ldots < i_{\ell}\}, \ J = \{j_1 < \ldots < j_k\}, \text{ then } i_1 \leq j_1, \ldots, i_k \leq j_k. \]
Namely, \( I \) and \( J \) record the locations where horizontal paths exit the zeroth and the first columns, respectively. Finally, \( W_{I,J} \) are the refined partition functions corresponding to summing over all possible path configurations beyond the first column.

For example, when \( N = 3, \ell = 2, \) and \( k = 1 \), we get
\[ F_{\chi HL}(u_1, u_2, u_3; t) = (u_1 - t^{-2})(u_2 - t^{-2}) [u_1 W_{(1,2),\{1\}} + u_2 W_{(1,2),\{2\}} + u_3 W_{(1,2),\{3\}}] \]
\[ + (u_1 - t^{-2})(u_3 - t^{-1}) [u_1 W_{(1,3),\{1\}} + u_2 W_{(1,3),\{2\}} + u_3 W_{(1,3),\{3\}}] \]
\[ + (u_2 - t^{-1})(u_3 - t^{-1}) [u_2 W_{(2,3),\{2\}} + u_3 W_{(3,3),\{3\}}] \] (5.11)

The following conjecture would ensure the desired vanishing due to the symmetry of the function \( F_{\chi HL} \) in the \( u_j \)’s:

**Conjecture 5.5.** For each \( m = 0, 1, \ldots, \ell + k \), there exists a permutation of the entries of \( X_m \) such that assigning \( (u_1, \ldots, u_N) \) to this permutation of the entries of \( X_m \) leads to vanishing of all the terms in (5.10).
Let us check this conjecture for the above example (5.11). With our ℓ, k we need to check all values m = 0, 1, 2, 3. For X_2 = (0, 0, 0), any permutation leads to the vanishing. For X_2 = (0, 0, t^{-2}), we set u_1 = t^{-2} and u_2 = u_3 = 0. For X_1 = (0, t^{-1}, t^{-2}) and X_0 = (1, t^{-1}, t^{-2}), we set u_1 = t^{-2}, u_2 = t^{-1}, and u_3 = 0 or 1, respectively. We see that these assignments of the variables indeed lead to the vanishing of the function F^{HL}_λ written in the refined form (5.11).

5.6. Cauchy type identity for interpolation functions. The interpolation Hall–Littlewood polynomials F^{HL}_λ satisfy another Cauchy type identity with product right-hand side. This identity was established in [Ols19, Proposition 9.4] and reads

\[ \sum_μ F^{HL}_μ(u_1, \ldots, u_N; t) G^{HL}_μ(y_1, \ldots, y_K; t) = \prod_{j=1}^K \frac{y_j - t^{1-N}}{y_j - t} \prod_{i=1}^N \prod_{j=1}^M \frac{y_j - tu_i}{y_j - u_i}, \tag{5.12} \]

where the sum is over signatures with \( \ell(μ) \leq \min(N, K) \) (the number of zeroes does not matter), and \( G^{HL}_λ \) is another family of functions. In fact, these functions are symmetric formal power series in the \( y_j^{-1} \)'s. We refer to [Ols19, Section 3.2 and Section 9.2] for details. An explicit combinatorial formula for \( G^{HL}_λ \) is given in [Ols19, Lemma 9.3]. It may be interpreted as a representation of \( G^{HL}_λ \) as a partition function of a certain vertex model.

Let us now connect identity (5.12) to the Cauchy identity for the spin Hall–Littlewood functions [BP18, Corollary 4.13]. Let us recall the latter:

\[ \sum_{λ∈\text{Sign}_N} F_λ(u_1, \ldots, u_N) G^{HL}_λ(v_1, \ldots, v_K) = \frac{(q; q)_N}{(1 - s_0ξ_0 u_i)} \prod_{i=1}^N \prod_{j=1}^K \frac{1 - qu_i v_j}{1 - u_i v_j}, \tag{5.13} \]

The functions \( G^{HL}_λ \) are [BP18, Theorem 4.14.2] given by the following symmetrization formula (for \( K \geq \ell(λ) \), otherwise the function vanishes):

\[
G^{HL}_λ(v_1, \ldots, v_K) = \frac{(q; q)_N}{(q; q)_{m_0(λ)}(q; q)_{K-\ell(λ)}} \prod_{r≥1} \frac{(s_r^2; q)_{m_r(λ)}}{(q; q)_{m_r(λ)}} \sum_{σ∈S_K} \prod_{1≤i<j≤K} \frac{v_i - qv_j}{v_i - v_j} \times \prod_{i=1}^{ℓ(λ)} \frac{v_i}{v_i - s_0ξ_0} \prod_{i=ℓ(λ)+1}^K \left(1 - v_i q^{m_0(λ)} s_0 / ξ_0\right) \prod_{j=1}^K \left(ϕ_λ(v_j)\big|ξ_x → ξ_x^{-1}\right),
\]

where \( λ∈\text{Sign}_N \). Similarly to the second part of Proposition 5.4, we obtain:

**Lemma 5.6.** Specializing the parameters as in (5.9), we have for all \( λ∈\text{Sign}_N \):

\[
ξ^{ℓ(λ)}_0 G^{HL}_λ(v_1, \ldots, v_K) \rightarrow \frac{(1 - t)^K(t; t)_N}{(t; t)_{K-ℓ(λ)}} \prod_{j=1}^K \frac{1}{1 - v_j t^{1-N}} \prod_{r≥0} \frac{1}{(t; t)_{m_r(λ)}} \times \sum_{σ∈S_K} \prod_{1≤i<j≤K} \frac{v_i - νv_j}{v_i - v_j} \prod_{i=ℓ(λ)+1}^K \left(1 - v_i t^{1-ℓ(λ)}\right) \prod_{j=1}^K v_j^{λ}. \]

From Lemma 5.6 and comparing Cauchy identities (5.12) and (5.13), we get a symmetrization formula for the functions \( G^{HL}_λ \).
**Proposition 5.7.** The symmetrization formula for the functions $G_{\lambda}^{HL}$ dual to the interpolation Hall–Littlewood polynomials has the form:

$$G_{\lambda}^{HL}(y_1, \ldots, y_K; t) = \frac{(1 - t)^K}{(t; t)^{K-\ell(\lambda)}} \sum_{\sigma \in S_K} \sigma \left( \prod_{1 \leq i < j \leq K} \frac{y_j - ty_i}{y_j - y_i} \prod_{j=1}^K y_j^{-\lambda_j} \frac{y_j - t^{1-\ell(\lambda)}1_{\lambda_j = 0}}{y_j - t} \right). \quad (5.14)$$

In particular, this function does not depend on $N$ (where $\lambda \in \text{Sign}_N$). Note that the right-hand side of (5.14) is indeed a power series in the $y_i^{-1}$s, because the only fraction that needs to be expanded into an infinite series is $\frac{y_j - ty_i}{y_j - y_i} = \frac{1-y_j^{-1}t^{1-\ell(\lambda)}1_{\lambda_j = 0}}{1-y_j^{-1}t}$, since the denominators in $\frac{y_j - ty_i}{y_j - y_i}$ are cleared by symmetrization.

**Proof of Proposition 5.7.** The spin Hall–Littlewood Cauchy identity (5.13) and Lemma 5.6 imply that the candidate functions $G_{\lambda}^{HL}$ given by the right-hand side of (5.14) satisfy the Cauchy identity (5.12) together with the functions $F_{\lambda}^{HL}$. Orthogonality of the functions $F_{\lambda}^{HL}$ (a consequence of (2.9) and the specialization in Proposition 5.4) implies that identity (5.12) uniquely determines the coefficients by each individual $F_{\lambda}^{HL}(u_1, \ldots, u_N; t)$. This completes the proof. □

### 6. Schur Expansion and Measures on Partitions

The aim of this section is to write down an expansion of the determinant in the right-hand side of the refined spin Hall–Littlewood Cauchy identity,

$$z_N(u_1, \ldots, u_N \mid v_1, \ldots, v_N; s_0) = \frac{\prod_{j=1}^N (1 - s_0y_j)(1 - s_0y_j^{-1}v_j)}{\prod_{i,j=1}^N (1 - qu_iv_j)^{-1}} = \prod_{1 \leq i < j \leq N} (u_i - u_j)(v_i - v_j), \quad (6.1)$$

where $z(u, v; s_0)$ is given by (3.5), in terms of the Schur symmetric polynomials. This expansion is formulated as Theorem 6.3 in Section 6.1. Then in Section 6.2 we discuss connections of our formulas to expectations of certain observables of Schur and Macdonald measures on partitions.

#### 6.1. Schur expansion.

Since (6.1) is symmetric in $v_1, \ldots, v_N$, let us look for its (Taylor series) expansion into the Schur polynomials

$$s_\lambda(v_1, \ldots, v_N) = \det[v_i^{\lambda_j + N-j}]_{i,j=1}^N \prod_{1 \leq i < j \leq N} (v_i - v_j)^{-1}. \quad (6.2)$$

This expansion would look as

$$\prod_{1 \leq i < j \leq N} (u_i - u_j)(v_i - v_j) = \sum_{\lambda \in \text{Sign}_N} C_\lambda(u_1, \ldots, u_N; s_0) s_\lambda(v_1, \ldots, v_N), \quad (6.3)$$

where $C_\lambda$ are some symmetric functions of the $u_i$’s (treated as some yet unknown coefficients). Here we assume that the infinite series in (6.3) converges. After the computation of the $C_\lambda$’s, we will see that the series indeed converges for $|u_i v_j| < 1$ for all $i, j$, and this would justify the computation of the $C_\lambda$’s.

We will employ the well-known torus orthogonality relation for the Schur polynomials:

**Proposition 6.1.** We have for any $\lambda, \mu \in \text{Sign}_N$:

$$\frac{1}{N!(2\pi i)^N} \int \frac{dv_1}{v_1} \cdots \int \frac{dv_N}{v_N} \prod_{1 \leq i < j \leq N} (v_i - v_j)(v_i^{-1} - v_j^{-1}) s_\lambda(v_1, \ldots, v_N) s_\mu(v_1^{-1}, \ldots, v_N^{-1}) = 1_{\lambda = \mu},$$
where each integration is over the positively oriented unit circle.

Idea of proof. While the claim is a degeneration of (2.9) as \( s_x \equiv 0 \), \( \xi_x \equiv 1 \), \( q = 0 \), it is not hard to prove it independently. Namely, expand both determinants in the definition of the Schur polynomials (6.2) as sums of \( N! \) terms, and use the orthogonality \( \frac{1}{2\pi i} \int v^{n-1} dv = 1_{n=0} \) for each single variable.

We have using Proposition 6.1:

\[
C_\lambda(u_1, \ldots, u_N; s_0) = \frac{1}{N!(2\pi i)^N} \oint \frac{dv_1}{v_1} \cdots \oint \frac{dv_N}{v_N} \prod_{1 \leq i < j \leq N} (v_i - v_j) (v_i^{-1} - v_j^{-1}) \\
\times \det \left[ z(u_i, v_j; s_0) \right]_{i,j=1}^N \\
= \frac{1}{\prod_{i<j} (u_i - u_j)} \frac{1}{N!(2\pi i)^N} \oint dv_1 \cdots \oint dv_N \det \left[ v_i^{-(\lambda_j + N-j)-1} \right]_{i,j=1}^N \\
= \frac{1}{\prod_{i<j} (u_i - u_j)} \det \left[ \frac{1}{2\pi i} \oint \frac{z(u_i, v; s_0) dv}{v^{\lambda_j + N-j+1}} \right]_{i,j=1}^N.
\]

(6.4)

In the last equality we have expanded both determinants as sums of \( N! \) terms, and wrote the multiple integration as a product of single integrations. This allows to cancel \( N! \) from the denominator, and write the result as a determinant of single integrals.

Next, one readily sees that for any \( k \geq 0 \) we have

\[
\frac{1}{2\pi i} \oint \frac{z(u, v; s_0) dv}{v^{k+1}} = u^k \left\{ 1 - \gamma q^{k+1} + s_0^2 \gamma (\gamma - q^k) - s_0 \gamma \left( (1 - q^k)(u\xi_0)^{-1} + (1 - q^{k+1})u\xi_0 \right) \right\},
\]

since the integration contour contains the single pole \( v = 0 \). This leads to the first expression for the coefficients \( C_\lambda(u_1, \ldots, u_N; s_0) \) appearing in the expansion (6.3):

\[
C_\lambda(u_1, \ldots, u_N; s_0) = \frac{\det [c_{\lambda_i + N-j}(u_j; s_0)]_{i,j=1}^N}{\prod_{1 \leq i < j \leq N} (u_i - u_j)},
\]

(6.5)

where

\[
c_k(u; s_0) = u^k \left\{ 1 - \gamma q^{k+1} + s_0^2 \gamma (\gamma - q^k) - s_0 \gamma \left( (1 - q^k)(u\xi_0)^{-1} + (1 - q^{k+1})u\xi_0 \right) \right\}.
\]

(6.6)

In particular, we see that \( C_\lambda(u_1, \ldots, u_N; s_0) \) is a symmetric polynomial in \( u_1, \ldots, u_N \). For \( s_0 = \gamma = 0 \) we have \( C_\lambda = \lambda_s \).

Let us get another expression for \( C_\lambda \) using the other determinantal expression for (6.1) following from Theorem 4.1. Using orthogonality (Proposition 6.1) in the same way as in the computation (6.4), we have

\[
C_\lambda(u_1, \ldots, u_N; s_0) = \det \left[ \frac{1}{2\pi i} \oint \frac{z_0^{2i-N} dv}{v^{\lambda_j + i - j + 2}} \\
\times \left\{ \frac{(1 - s_0\xi_0^{-1}v)(v\xi_0^{-1} - s_0)}{\prod_{i=1}^N (1 - vu_i)} - \gamma q^{N-i} \left( 1 - s_0\xi_0^{-1}v \right) \left( qv\xi_0^{-1} - s_0 \right) \right\} \right]_{i,j=1}^N.
\]

(6.7)
where the integration contour is around 0 and encircles no other poles. The result of the integration in (6.7) can be expressed in terms of the complete homogeneous symmetric polynomials

\[ h_k = h_k(u_1, \ldots, u_N) = \frac{1}{2\pi i} \int \frac{dv}{v^{k+1}} \frac{1}{\prod_{i=1}^N (1 - vu_i)} = \sum_{1 \leq i_1 \leq \cdots \leq i_k \leq N} u_{i_1} \cdots u_{i_k}. \]

In this way we obtain:

\[ C_\lambda(u_1, \ldots, u_N; s_0) = \det \left[ -\gamma s_0 \xi_0^{-1} (1 - q^{\lambda_j + N - j}) h_{\lambda_j + i - j - 1} + \left( 1 + \gamma^2 \xi_0^2 - \gamma (q + s_0^2) q^{\lambda_j + N - j} \right) h_{\lambda_j + i - j} - \gamma s_0 \xi_0 (1 - q^{\lambda_j + N - j + 1}) h_{\lambda_j + i - j + 1} \right]_{i,j=1}^N, \tag{6.8}\]

where \( h_k = h_k(u_1, \ldots, u_N) \) are the complete homogeneous symmetric polynomials.

**Remark 6.2.** Comparing formulas (6.5) and (6.8) for the functions \( C_\lambda \), we note that the former resembles the definition of the Schur polynomial (6.2). There is a Schur level analogue of (6.8), namely, the Jacobi–Trudi formula \( s_\lambda(u_1, \ldots, u_N) = \det [h_{\lambda_j + i - j}(u_1, \ldots, u_N)]_{i,j=1}^N \) which is obtained from (6.8) by setting \( s_0 = \gamma = 0 \).

The computations above in this subsection lead to the following result.

**Theorem 6.3** (Schur expansion). If \(|u_i v_j| < 1\) for all \( i, j \), then we have

\[ \det [z(u_i, v_j; s_0)]_{i,j=1}^N = \sum_{\lambda \in \text{Sign}_N} C_\lambda(u_1, \ldots, u_N; s_0) s_\lambda(v_1, \ldots, v_N). \]

Here \( s_\lambda \) are the Schur symmetric polynomials, and \( C_\lambda \) are symmetric polynomials which are deformations of the \( s_\lambda \)'s depending on four additional parameters \( q, s_0, \xi_0, \gamma \). The polynomials \( C_\lambda \) are given by a double alternant formula (6.5)–(6.6) or by a Jacobi–Trudi type formula (6.8).

Combining this with the refined Cauchy identity (Theorem 1.2), we get:

**Corollary 6.4.** Let \( u_i, v_j \) satisfy \(|u_i v_j| < 1\) and condition (2.8) for all \( i, j \). Then we have

\[ \prod_{i,j=1}^N \frac{1}{1 - q u_i v_j} \sum_{\lambda \in \text{Sign}_N} \frac{(\gamma q; q)_{m_0(\lambda)} (\gamma^{-1} s_0^2; q)_{m_0(\lambda)}}{(q; q)_{m_0(\lambda)} (s_0^2; q)_{m_0(\lambda)}} F_\lambda(u_1, \ldots, u_N) F_\lambda^*(v_1, \ldots, v_N) \]

\[ = \prod_{j=1}^N \frac{1}{(1 - s_0 \xi_0 u_j)(1 - s_0 \xi_0 v_j)} \sum_{\lambda \in \text{Sign}_N} C_\lambda(u_1, \ldots, u_N; \gamma^{-1} s_0) s_\lambda(v_1, \ldots, v_N), \]

where \( C_\lambda \) is given by (6.5) or (6.8).

### 6.2. Connection to measures on partitions for \( s_0 = 0 \)

Formulas from the previous Section 6.1 become much simpler if we set \( s_0 = 0 \). The resulting identities are related to expectations of certain observables with respect to probability measures on partitions.

We start by noting that

\[ C_\lambda(u_1, \ldots, u_N; 0) = \prod_{j=1}^N (1 - (\gamma q) q^{\lambda_j + N - j}) s_\lambda(u_1, \ldots, u_N), \tag{6.9}\]

this follows by comparing the \( s_0 = 0 \) case of (6.5) with (6.2).
Using stable spin Hall–Littlewood functions $\tilde{F}_\lambda, \tilde{F}_\lambda^*$ (see (2.12), (2.14)), Corollary 6.4 specializes at $s_0 = 0$ as follows:

$$\prod_{i,j=1}^{N} \frac{1}{1 - qu_i v_j} \sum_{\lambda \in \text{Sign}_N} (\gamma q : q)_{\text{wo}(\lambda)} \tilde{F}_\lambda(u_1, \ldots, u_N) \tilde{F}_\lambda^*(v_1, \ldots, v_N)$$

$$= \sum_{\lambda \in \text{Sign}_N} \prod_{j=1}^{N} (1 - (\gamma q)^{\lambda_j + N - j}) s_\lambda(u_1, \ldots, u_N) s_\lambda(v_1, \ldots, v_N),$$

(6.10)

**Remark 6.5.** Using the refined Cauchy identity (Theorem 1.2) and Theorem 4.1, we note that (6.10) is also equal to either of the following expressions:

$$\prod_{1 \leq i < j \leq N} (u_i - u_j)(v_i - v_j) \det \left[ \frac{1 - q + q(1 - \gamma)(1 - u_i v_j)}{(1 - u_i v_j)(1 - qu_i v_j)} \right]_{i,j=1}^N$$

$$= \prod_{1 \leq i < j \leq N} (u_i - u_j) \det \left[ v_j^{N-i} \left\{ \frac{1}{\prod_{i=1}^{N}(1 - u_j v_i)} - \frac{\gamma q^{N-i+1}}{\prod_{i=1}^{N}(1 - qu_j v_i)} \right\} \right]_{i,j=1}^N.$$  

(6.11)

However, for the purposes of the discussion in this subsection we focus only on the identity between the two infinite sums in (6.10).

The right-hand side of (6.10) is a specialization of a more general summation identity involving Macdonald symmetric polynomials. This identity may be interpreted as an expectation with respect to a Macdonald measure.

**Definition 6.6 ([Ful97], [FR05], [BC14]).** The Macdonald measure with parameters $q, t \in [0, 1)$ and variables $u_1, \ldots, u_N, v_1, \ldots, v_N > 0$, such that $|u_i v_j| < 1$, is a probability measure on $\text{Sign}_N$ with probability weights given by

$$\text{Prob}_{\text{MM}(q,t)}(\lambda) = \prod_{i,j=1}^{N} \frac{(u_i v_j; q)_{\infty}}{(u_i v_j; q)_{\infty}} P_\lambda(u_1, \ldots, u_N; q, t)Q_\lambda(v_1, \ldots, v_N; q, t),$$

where $P_\lambda, Q_\lambda$ are the Macdonald symmetric polynomials (see Section 5.2 and references therein). By $E_{\text{MM}(q,t)}$ we denote expectations with respect to this Macdonald measure, where $\lambda \in \text{Sign}_N$ is viewed as the corresponding random signature.

Recall the following particular cases of Macdonald polynomials which are important for the present discussion:

- When $q = t$, we have $P_\lambda = Q_\lambda = s_\lambda$, the Schur polynomials (6.2); notably, they do not depend on the value of the parameter $q = t$;
- When $q = 0$, the Macdonald polynomials become the Hall–Littlewood symmetric polynomials $P^{HL}_\lambda$ and $Q^{HL}_\lambda$, see Section 5.3.

**Definition 6.7.** Using the Cauchy identity for the stable spin Hall–Littlewood functions (Proposition 2.2), we may define the measure on partitions

$$\text{Prob}_{\text{HL}(q)}(\lambda) := \prod_{i,j=1}^{N} \frac{1 - u_i v_j}{1 - qu_i v_j} \tilde{F}_\lambda(u_1, \ldots, u_N) \tilde{F}_\lambda^*(v_1, \ldots, v_N).$$

This measure was discussed in [BMP19] in connection with stochastic vertex models and one-dimensional interacting particle systems. The probability weights $\text{Prob}_{\text{HL}(q)}(\lambda)$ are nonnegative.
Remark 6.10. We have derived Corollary 6.9 from the refined Cauchy identity together with Proposition 6.8. An alternative path via stochastic models already appeared in the literature:

\[ \mathbb{E}_{\text{HL}}(\gamma; q) = \mathbb{E}_{\text{MM}}(q, t) \prod_{j=1}^{N} \left( 1 + \gamma q^{\lambda_j + N - j} \right). \]

At the same time, the right-hand side of (6.12) extends to the full Macdonald level:

**Proposition 6.8** (q-independence in Macdonald measure). The expectation

\[ \mathbb{E}_{\text{MM}}(q, t) \prod_{j=1}^{N} (1 + \gamma q^{\lambda_j + N - j}) \]

is independent of the parameter q, and is equal to any of the expressions (6.10), (6.11), or (6.12), with the spin Hall–Littlewood parameter q replaced by t in each of them.

This result goes back to [KN99], see also [War08]. More recently, in [Bor18] expectation (6.13) was related to another type of an expectation with respect to a stochastic higher spin six vertex model. We do not use the latter connection here. The fact that (6.13) equals (6.12) follows from the q-independence in Proposition 6.8 after setting q = t.

**Corollary 6.9.** Let \( \lambda \in \text{Sign}_N \) be the random signature distributed according to the Hall–Littlewood measure \( \text{MM}(0, t) \), and \( \nu \in \text{Sign}_N \) be distributed according to the spin Hall–Littlewood measure \( \text{SHL}(t) \) (that is, with parameter q renamed to t). Then the random variables \( m_0(\lambda) \) and \( m_0(\nu) \) have the same distribution.

**Proof.** Comparing (6.12) with q renamed to t and Proposition 6.8 with q = 0, we see that

\[ \mathbb{E}_{\text{MM}}(0, t) (-\gamma; t) m_0(\lambda) = \mathbb{E}_{\text{SHL}}(t) (-\gamma; t) m_0(\nu). \]

Since \( \gamma \) is an arbitrary complex number and \( m_0 \in \{0, 1, \ldots, N\} \), the equality of expectations of \((-\gamma; t) m_0\) is enough to conclude equality of distributions of \( m_0 \). \( \Box \)

Let us conclude this section with several remarks.

**Remark 6.10.** We have derived Corollary 6.9 from the refined Cauchy identity together with Proposition 6.8. An alternative path via stochastic models already appeared in the literature:

- In [BM18] the quantity \( m_0(\lambda) \), \( \lambda \sim \text{MM}(0, t) \), was identified in distribution (via a very nontrivial t-deformation of the Robinson–Schensted–Knuth correspondence) as the value of the height function of the stochastic six vertex model [GS92], [BCG16].
- In [BMP19], the same height function of the stochastic six vertex model is identified in distribution with \( m_0(\nu) \), where \( \nu \in \text{SHL}(t) \). This identification proceeds by another probabilistic construction, bijectivization of the Yang–Baxter equation. This already settles the result of Corollary 6.9.
- Yet another argument alternative to [BMP19] is present in the earlier work [BP19]. There, a “dynamic” \( s_0 \)-deformation of the stochastic six vertex model was introduced. Its height function is identified (also via a bijectivization of the Yang–Baxter equation) with \( m_0(\mu) \), where \( \mu \) is distributed according to a measure with probability weights proportional to \( F_{\mu}(u_1, \ldots, u_N) G_{\mu}(v_1, \ldots, v_N) \), the term in the Cauchy identity (2.7). Setting \( s_0 = 0 \) in the latter also recovers \( \text{SHL}(t) \).
Remark 6.11. A measure with probability weights proportional to $F_{\lambda}(u_1, \ldots, u_N) F_{\lambda}^*(v_1, \ldots, v_N)$ may also be defined. Its normalization constant would not have a product form, unlike for Macdonald or spin Hall–Littlewood measures of Definitions 6.6 and 6.7. Rather, this normalization constant is simply the right-hand side of the refined Cauchy identity (1.2) with $\gamma = 1$, and it is given by (3.7). The positivity of this normalization constant for $u_i, v_j \in [0, 1)$ follows by interpreting it as the domain wall partition function (Definition 3.1) with nonnegative weights $R_{u_i v_j}$ given in Figure 3.

At this point it is not clear whether this version of a spin Hall–Littlewood measure can be applied to interesting particle systems or analyzed asymptotically as $N \to \infty$.

Remark 6.12. As we saw in this subsection, setting $s_0 = 0$ makes the deformed functions $C_{\lambda}$ proportional to the Schur polynomials as in (6.9). There could be other interesting degenerations of $C_{\lambda}$ simplifying the determinant (6.8). For example, the degeneration $s_0 \xi_0 \to 0$, $s_0/\xi_0 \to q^{1-N}$, $\gamma = q^{-N} \chi$ considered in Section 5.5 produces

$$C_{\lambda}(u_1, \ldots, u_N; s_0 \gamma^{-1}) \to \det \left[-(q^{-N} - q^{\lambda_j - j + 1}) h_{\lambda_j + i - j - 1} + \left(1 - \chi q^{\lambda_j - j + 1}\right) h_{\lambda_j + i - j}\right]_{i,j=1}^N.$$ (6.14)

The determinant of linear combinations of two consecutive complete homogeneous functions $h_k$ bears some resemblance with determinants arising in the study of Grothendieck symmetric polynomials (e.g., [Yel20]). However, a direct connection is unclear at this point. Moreover, it is also not very clear whether the degeneration (6.14) has any probabilistic interpretation like the one discussed above in this subsection.

7. Application to ASEP eigenfunctions

In this section we specialize the spin Hall–Littlewood functions to eigenfunctions of the ASEP (Asymmetric Simple Exclusion Process). This leads to determinantal summation formulas and certain multitime observables of the ASEP. In the context of ASEP, determinantal summation formulas were discovered earlier by Corwin and Liu [CL20].

7.1. ASEP and its eigenfunctions. The ASEP is a continuous time Markov chain on particle configurations on $\mathbb{Z}$ which depends on a single parameter $q \in [0, 1)$. We will only consider ASEP with finitely many particles (say, $N$). In continuous time, each particle has two independent exponential clocks, of rates 1 and $q$.$^2$ Clocks of different particles are independent. When a clock rings, the particle attempts to jump by one to the left (for the clock of rate 1) or to the right (for the clock of rate $q$). If the destination is occupied, the jump is suppressed, and the clock restarts. See Figure 9 for an illustration.

Figure 9. The ASEP particle system.

$^2$By definition, an exponential clock of rate $r > 0$ rings after an exponential random time $T$ distributed such that $\text{Prob}(T > t) = e^{-rt}$, $t \geq 0$. 
We denote the particles’ coordinates by $\vec{x} = (x_1 < \ldots < x_N)$. Denote by $\mathcal{A}$ the Markov generator of the ASEP acting on functions of $\vec{x}$:

$$\mathcal{A} f(\vec{x}) = \sum_{i=1}^{N} \left( q (f(\vec{x} + e_i) - f(\vec{x})) 1_{x_{i+1} > x_i + 1} + (f(\vec{x} - e_i) - f(\vec{x})) 1_{x_{i-1} < x_i - 1} \right),$$

(7.1)

where $x_0 = -\infty$ and $x_{N+1} = +\infty$, by agreement, and $e_i$ is the $i$-th standard basis vector. Using the coordinate Bethe Ansatz (e.g., see [TW08] or [BCPS15, Section 7]), the left and right eigenfunctions of $\mathcal{A}$ can be written in the following form:\(^3\)

$$\Psi_{x}^{\ell}(\vec{z}) = \sum_{\sigma \in S_N} \prod_{1 \leq i < j \leq N} \frac{z_\sigma(i) - q z_\sigma(j)}{z_\sigma(i) - z_\sigma(j)} \prod_{i=1}^{N} \left( \frac{1 - z_\sigma(i)}{1 - z_\sigma(i)/q} \right)^{-x_i} \mathcal{A} \Psi_{x}^{\ell}(\vec{z}) = \text{ev}(\vec{z}) \Psi_{x}^{\ell}(\vec{z});$$

(7.2)

$$\Psi_{x}^{r}(\vec{z}) = \sum_{\sigma \in S_N} \prod_{1 \leq i < j \leq N} \frac{q z_\sigma(i) - z_\sigma(j)}{z_\sigma(i) - z_\sigma(j)} \prod_{i=1}^{N} \left( \frac{1 - z_\sigma(i)}{1 - z_\sigma(i)/q} \right)^{x_i} \mathcal{A}^{\text{transpose}} \Psi_{x}^{r}(\vec{z}) = \text{ev}(\vec{z}) \Psi_{x}^{r}(\vec{z}),$$

(7.3)

where the transposed generator is the same as (7.1), but with rates 1 and $q$ interchanged. The eigenvalues are

$$\text{ev}(\vec{z}) = -\sum_{j=1}^{N} \frac{(1 - q)^2}{(1 - z_j)(1 - q/z_j)}. \quad (7.3)$$

We will also need the ASEP transition function, $P_t(\vec{x} \to \vec{y})$, $t \geq 0$, which is equal to the probability that the process started from state $\vec{x}$ at time 0, is at state $\vec{y}$ at time $t$. This transition probability can be written down as an suitable multiple contour integral of the product of a left and a right eigenfunction. A crucial ingredient for such a representation is the following orthogonality of the eigenfunctions:

$$\frac{1}{N!(2\pi i)^N} \oint dz_1 \ldots \oint dz_N \prod_{i \neq j} (z_i - q z_j) \prod_{j=1}^{N} \frac{1 - 1/q}{1 - z_j}(1 - z_j/q) \Psi_{x}^{\ell}(\vec{z}) \Psi_{y}^{r}(\vec{z}) = 1_{\vec{y} = \vec{x}}. \quad (7.4)$$

All integrals here are over a small positively oriented circle around 1. Now having this orthogonality and eigenrelations (7.2), it is possible to solve the ASEP master equation\(^4\) in $(t, \vec{y})$ with the initial condition $1_{\vec{y} = \vec{x}}$ at $t = 0$, and write

$$P_t(\vec{x} \to \vec{y}) = \frac{1}{N!(2\pi i)^N} \oint dz_1 \ldots \oint dz_N \prod_{i \neq j} (z_i - q z_j) \prod_{j=1}^{N} \frac{1 - 1/q}{1 - z_j}(1 - z_j/q) \times \prod_{j=1}^{N} \frac{1 - 1/q}{(1 - z_j)(1 - z_j/q)} \exp\{t \cdot \text{ev}(\vec{z})\} \Psi_{x}^{\ell}(\vec{z}) \Psi_{y}^{r}(\vec{z}),$$

(7.5)

where all contours are small positive circles around 1. We refer to the proofs of (7.4), (7.5) and to further details on solving the ASEP particle system to [TW08] or [BCPS15, Section 7].

\(^3\)In the notation we put the variables $\vec{x}$ into the index, and $\vec{z} \in \mathbb{C}^N$ are complex parameters, to essentially match the notation of symmetric functions.

\(^4\)Also referred to as Kolmogorov forward equation, Smoluchowski equation, or Fokker–Planck equation.
7.2. Specialization of the spin Hall–Littlewood functions. Recall that the spin Hall–Littlewood functions $F_\lambda$ admit symmetrization formulas (2.4)–(2.5). The dual functions $F_\lambda^*$ are given by (2.6). To specialize these spin Hall–Littlewood functions to the ASEP eigenfunctions (7.2), we take homogeneous parameters $s_x = s$, $\xi_x = 1$ for all $x \geq 0$. Then we set $s = -1/\sqrt{q}$. This corresponds to passing from the higher vertical spin in our vertex model (as in Figures 1 and 2) to spin $\frac{1}{2}$. The latter means that now at most one vertical path is allowed per edge. Then we have for $\vec{x} = (x_1 < \ldots < x_N)$:

$$F_{(x_N, \ldots, x_1)}(-\sqrt{q}/z_1, \ldots, -\sqrt{q}/z_N)\big|_{s = -1/\sqrt{q}} = \frac{(1-q)^N q^{(x_1+\ldots+x_N)/2}}{\prod_{i=1}^N (1-1/z_i)} \Psi_\vec{x}(\vec{z}),$$

$$F^*_{(x_N, \ldots, x_1)}(-z_1/\sqrt{q}, \ldots, -z_N/\sqrt{q})\big|_{s = -1/\sqrt{q}} = (-q)^{-N} \frac{(1-q)^N q^{-(x_1+\ldots+x_N)/2}}{\prod_{i=1}^N (1-z_i/q)} \Psi^{\ell}_\vec{x}(\vec{z}). \quad (7.6)$$

Note that the prefactor in $F_\lambda^*$ (2.6) vanishes at $s = -1/\sqrt{q}$ unless all multiplicities $m_r(\lambda)$ are either zero or one. In particular, $(s^2; q)_1/(q; q)_1 = (-q)^{-1}$, which produces the factor $(-q)^{-N}$ in the second formula in (7.6).

7.3. Summation identities for the ASEP eigenfunctions. Specializing our main result (Theorem 1.2), we obtain the following:

**Corollary 7.1.** Let

$$\left|\frac{(1-w_j)(1-z_i/q)}{(1-z_i)(1-w_j/q)}\right| < 1 \quad \text{for all } i,j. \quad (7.7)$$

Then

$$\sum_{0 < x_1 < x_2 < \ldots < x_N} \Psi^{\ell}_{\vec{x}}(\vec{z}) \Psi_{\vec{x}}(\vec{w})$$

$$= \prod_{j=1}^N (1-z_j)(1-w_j/q) \frac{(1/q - 1)^{-N} \prod_{1 \leq i < j \leq N} (z_i - q w_j)}{\prod_{1 \leq i < j \leq N} (z_i - z_j)(w_j - w_i)} \det \left[\frac{1}{(z_i - w_j)(z_i - q w_j)}\right]_{i,j=1}^N$$

$$= \frac{(1-q)^{-2N}}{(1-q)^{-N} \prod_{1 \leq i < j \leq N} (z_j - z_i)} \det \left[z_j^j \left\{ (1-1/z_j)(1-q/z_j) \prod_{l=1}^N \frac{z_j - q w_l}{z_j - w_l} ight. \right.$$

$$\left. \left. -q^{N-i}(1-1/z_j)(1-q^2/z_j) \right\} \right]_{i,j=1}^N. \quad (7.8)$$

In a different language concerning the six-vertex model, the first of identities (7.8) (leading to the Izergin–Korepin determinant) essentially appears in [CCP20].

**Proof of Corollary 7.1.** This is simply the ASEP specialization of Theorem 1.2 with $\gamma = 1$. Indeed, observe that for $s = -1/\sqrt{q}$ the summation over $\lambda \in \text{Sign}_N$ turns into a summation over strictly ordered $N$-tuples $\vec{x}$ with $x_1 \geq 0$. After necessary simplifications we arrive at the desired determinants in the right-hand side. \qed

**Remark 7.2.** Note that the refined Cauchy identity of Theorem 1.2 with $\gamma \neq 1$ does not specialize nicely to the ASEP case. Indeed, for general $\gamma$ the denominator $(q^2; q)_{m_0(\lambda)}$ cancels with the same prefactor in $F_\lambda^*$, which means that arbitrarily many vertical paths can be at location 0. Setting $\gamma = 1$ removes this issue and leads to a strictly ordered summation which precisely matches the summation of the ASEP eigenfunctions.
The sum of the products of two ASEP eigenfunctions can start from an arbitrary location, not necessarily zero:

**Lemma 7.3.** Assuming \( (7.7) \), for any \( k \in \mathbb{Z} \) we have

\[
\sum_{k \leq x_1 < x_2 < \ldots < x_N} \Psi^f_{\vec{x}}(\vec{z}) \Psi^f_{\vec{x}}(\vec{w}) = \prod_{j=1}^N \left( \frac{1 - w_j}{1 - z_j} \right)^k \sum_{0 \leq x_1 < x_2 < \ldots < x_N} \Psi^f_{\vec{x}}(\vec{z}) \Psi^f_{\vec{x}}(\vec{w}).
\]

**Proof.** The identity follows from

\[
\Psi^f_{\vec{x}+k}(\vec{z}) = \Psi^f_{\vec{x}}(\vec{z}) \prod_{j=1}^N \left( \frac{1 - z_j}{1 - z_j/q} \right)^{-k}, \quad \Psi^f_{\vec{x}+k}(\vec{w}) = \Psi^f_{\vec{x}}(\vec{w}) \prod_{j=1}^N \left( 1 - w_j/q \right)^k,
\]

which ensures the desired shifting property.

We will also need a summation identity for a single ASEP eigenfunction. This identity goes back to [TW08], and can also be linked to the orthogonality of the ASEP eigenfunctions [BCPS15].

**Proposition 7.4.** Assume that \( |1 - z_i|/1 - z_i| < 1 \) for all \( i = 1, \ldots, N \). Then we have

\[
\Psi^f_{\vec{x}}(\vec{z}) = \frac{(-q)^{N(N-1)/2}}{(1 - 1/q)^N z_1 \ldots z_N} (1 - z_1/q) \ldots (1 - z_N/q).
\]

**Proof.** In the proof we use the notation \( \zeta_i = (1 - z_i)/(1 - z_i/q) \). Expanding the definition of \( \Psi^f_{\vec{x}}(\vec{z}) \) and summing the geometric progressions, we get

\[
\sum_{0 \leq x_1 < x_2 < \ldots < x_N} \Psi^f_{\vec{x}}(\vec{z}) = \sum_{\sigma \in S_N} \frac{\prod_{i<j} z_j - q z_i}{z_j - z_i} \sum_{0 \leq x_1 < x_2 < \ldots < x_N} \prod_{i=1}^N \left( 1 - z_i/q \right)^{x_i}
\]

\[
= \sum_{\sigma \in S_N} \prod_{i<j} \frac{q - (1 + q) \zeta_i + \zeta_i \zeta_j}{\zeta_j - \zeta_i} \zeta_2 \zeta_3^2 \ldots \zeta_N^{N-1} \zeta_1 \zeta_2 \ldots \zeta_N \prod_{i=1}^N \left( 1 - \zeta_i \right)^{x_i}
\]

where the permutation \( \sigma \) acts by permuting the variables \( z_i \) or, equivalently, \( \zeta_i \). The symmetrization in the previous formula is simplified using identity [TW08, (1.6)] to

\[
\frac{(-q)^{N(N-1)/2}}{(1 - 1/q)^N z_1 \ldots z_N} = \frac{(-q)^{N(N-1)/2}}{(1 - 1/q)^N z_1 \ldots z_N},
\]

which gives the result.

### 7.4. A two-time formula for ASEP

We will now use the summation identities from Section 7.3 to compute a two-time probability in ASEP in a contour integral form. In a similar way one can write down multitime probabilities, and we consider two times only to shorten the notation.

**Theorem 7.5.** Let the \( N \)-particle ASEP \( \vec{x}(t) \) start from a configuration \( \vec{x}(0) = \vec{x} \), and take arbitrary times \( 0 \leq t_1 \leq t_2 \) and locations \( k_1, k_2 \in \mathbb{Z} \). The probability that at time \( t_j \) all particles are to the right of \( k_j, j = 1, 2 \), is equal to

\[
\operatorname{Prob}(x_1(t_1) \geq k_1, x_1(t_2) \geq k_2) = \frac{(-1)^N q^{N(N-1)/2}}{(N!)^2 (2\pi i)^{2N}} \oint \frac{dz_1}{1 - z_1} \ldots \oint \frac{dz_N}{1 - z_N} \oint \frac{dw_1}{w_1} \ldots \oint \frac{dw_N}{w_N}
\]
\[ \times \prod_{i<j}(z_i - z_j)(w_i - w_j) \prod_{i,j=1}^N \left( \frac{1}{(w_i - z_j)(w_i - q z_j)} \right) \det \left[ \frac{1}{(w_i - z_j)(w_i - q z_j)} \right]_{i,j=1}^N \\
\times \exp \{ t_1 \operatorname{ev}(\bar{z}) + (t_2 - t_1) \operatorname{ev}(\bar{w}) \} \prod_{j=1}^N \left( \frac{1 - w_j}{1 - w_j/q} \right)^{k_1} \left( \frac{1 - w_j}{1 - w_j/q} \right)^{k_2-k_1} \Psi^{\mathfrak{r}}_{\bar{z}'}(\bar{z}). \]

All integration contours are small positively oriented circles around 1, with \(|z_i - 1| < |w_i - 1|\) for all \(z_i, w_j\) on the contours.

In the case of TASEP (which is ASEP with \(q = 0\), i.e., only with left jumps), multitime formulas and their asymptotics were recently studied in [JR21], [Liu19].

**Proof of Theorem 7.5.** We can write using (7.5):

\[ \operatorname{Prob}(x_1(t_1) \geq k_1, x_1(t_2) \geq k_2) = \sum_{x'_1 \geq k_1, x'_2 \geq k_2} P_{t_1}(\bar{x} \rightarrow \bar{x}') P_{t_2-t_1}(\bar{x}' \rightarrow \bar{x}''). \]

\[ = \frac{1}{(N!)^2(2\pi i)^{2N}} \sum_{x'_1 \geq k_1, x'_2 \geq k_2} \oint dz_1 \cdots \oint dz_N \oint dw_1 \cdots \oint dw_N \prod_{i<j}(z_i - z_j)^2 \prod_{i \neq j}(z_i - q z_j) \\
\times \prod_{i<j}(w_i - w_j)^2 \prod_{j=1}^N \frac{1 - 1/q}{(1 - z_j)(1 - z_j/q)} \prod_{j=1}^N \frac{1 - 1/q}{(1 - w_j)(1 - w_j/q)} \\
\times \exp \{ t_1 \operatorname{ev}(\bar{z}) + (t_2 - t_1) \operatorname{ev}(\bar{w}) \} \Psi^{\mathfrak{r}}_{\bar{z}'}(\bar{z}) \Psi^{\mathfrak{r}}_{\bar{x}'}(\bar{z}) \Psi^{\mathfrak{r}}_{\bar{x}'}(\bar{w}) \Psi^{\mathfrak{r}}_{\bar{w}'}(\bar{w}). \]

All integration contours are small positive circles around 1. By deforming the \(z_i\) contours to be sufficiently closer to 1 than the \(w_j\) ones (the \(z\) variables are so far independent from the \(w\)'s), we can make sure that on the new contours we have

\[ \left| \frac{(1 - z_i)(1 - w_j/q)}{(1 - w_j)(1 - z_j/q)} \right| < 1, \quad \left| \frac{1 - w_i}{1 - w_i/q} \right| < 1 \quad \text{for all } i, j. \]

This allows to bring the summations inside the integrals, and apply Corollary 7.1 (with Lemma 7.3) and Proposition 7.4. After simplifications we obtain the desired formula. \(\square\)

In [TW08], a single-time formula for ASEP (which is essentially (7.5)) was transformed, in the special case of the step initial data \(x_i(0) = i, i = 1, \ldots, N,\) and \(N \rightarrow +\infty,\) to a Fredholm determinant-type formula for the distribution \(\operatorname{Prob}(x_m(t) = k)\) of the \(m\)-th particle for arbitrary \(m.\) This allowed to perform, in [TW09], an asymptotic analysis of this distribution, and obtain the GUE Tracy–Widom fluctuation behavior on the scale \(t^{1/3}.\) The two-time formula of Theorem 7.5 is more complicated: it contains a nontrivial Izergin–Korepin type determinant under the integral. It is not clear yet how to proceed to asymptotic results from this formula. It is worth noting that in determinantal models such as the last-passage percolation, two- (and multi-)time and asymptotic behavior was investigated in, e.g., [Joh16], [JR21], and [BL19]. At the same time in non-determinantal models such as ASEP and the six-vertex model, multitime and multipoint asymptotic analysis is severely limited, cf. [Dim20].
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