Heisenberg spin chains with additional isotropic three-site exchange interactions
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The $J_1 - J_3$ Heisenberg spin models with nearest-neighbor ($J_1$) and additional isotropic three-site ($J_3$) spin interactions remain relatively less explored, although such types of competing exchange terms can naturally emerge from different sources, including the strong-coupling expansion of the multiorbital Hubbard model. Below we present a short survey of the recently published research in this field, the emphasis being on the characteristics of the variety of quantum phases supported by a few generic uniform- and alternating-spin $J_1 - J_3$ Heisenberg chains. For the reason that the positive ($J_3 > 0$) three-site couplings tend towards the formation of local quantum dimers, the $J_1 - J_3$ spin models typically experience some spontaneous dimerization upon increasing $J_3$. Actually, it occurred that the established dimer phases in spin-$S$ $J_1 - J_3$ Heisenberg chains ($S > 1/2$) serve as complete analogues of the famous gapped Majumdar-Ghosh dimer phase in the spin-$1/2$ Heisenberg chain with next-nearest-neighbor couplings. The same dimerizations have been observed in the alternating-spin ($S$- $\sigma$) $J_1 - J_3$ chains ($S > \sigma$), provided that the cell spin $S + \sigma = \text{integer}$, whereas for half-integer cell spin, the local dimer formation produces gapless spin-liquid ground states. The alternating-spin $J_1 - J_3$ chains also provide some typical examples of spin models supporting the so-called non-Lieb-Mattis magnetic phases.

Key words: spin chains, quantum spin phases, three-spin interactions

1. Introduction

Over the past two decades, it has been established that the Heisenberg spin systems with additional competing interactions — such as longer-range exchange bonds, Dzyaloshinskii-Moria couplings, as well as ring and biquadratic exchange couplings — support a rich variety of spin phases, including the exotic spin ice and spin nematic states, as well as various spin liquids [1]. In particular, the phase diagrams of Heisenberg spin models with the two-site biquadratic exchange (2BE) term $(S_i \cdot S_j)^2$, where $S_i$ and $S_j$ are lattice spins ($|S_i|, |S_j| > 1/2$), were extensively studied, typical examples being the spin-1 bilinear-biquadratic chain [2] and its higher-dimensional counterparts on square [3, 4], triangular [5, 6], and cubic [3] lattices.

At the same time, by now the effect of the isotropic three-site exchange (3SE) terms

$$ (S_i \cdot S_j) (S_i \cdot S_k) + \text{H.c.} \quad (|S_i| > 1/2, \quad i \neq j, \quad k, j \neq k) \quad (1.1) $$

on Heisenberg spin systems remains relatively less explored. As a matter of fact, often both higher-order exchange terms appear on an equal footing, for example, in the fourth-order strong-coupling expansion of the two-orbital Hubbard model [7], so that finding higher-order exchange effects in real materials could be a challenge. Indeed, to the best of our knowledge, the only more or less convincing experimental evidence for 3SE effects comes from inelastic neutron scattering results for the low-lying excitations in the magnetic material CsMn$_n$Mg$_{1-x}$Br$_3$ ($x = 0.28$) [8], CsMnBr$_3$ being known as a nearly ideal isotropic one-dimensional (1D) Heisenberg antiferromagnet with site spins $S = 5/2$. These experimental results predict almost identical strengths of both higher-order exchange terms (2BE and 3SE), which are about two orders of magnitude weaker than the principal bilinear Heisenberg coupling. It was established that the higher-order exchange interactions in CsMn$_n$Mg$_{1-x}$Br$_3$ also appear as a result of magnetoelastic...
forces \cite{9}. Similar magnetostriction effects — discussed earlier for polynuclear complexes of iron-group ions \cite{10} — were predicted for some single-molecular magnets \cite{11}.

In both mentioned scenarios for creating higher-order exchange terms, 2BE and 3SE interactions are controlled by one and the same parameter, so that it might be difficult to separate their effects in the experiment. Cold atoms in optical lattices open a promising route in this direction. It was demonstrated \cite{12-14} that with the two-species Bose-Hubbard model in a triangular configuration, a wide range of Hamiltonian operators can be generated, including different three-spin interactions. The latter are due to the possibility of atomic tunneling through different paths from one vertex to the other, and can be extended to 1D spin models with three-spin interactions. Another intriguing system in optical lattices concerns polar molecules driven by microwave fields, naturally giving rise to Hubbard models with strong nearest-neighbor three-site interactions \cite{15}. Since the two-site bilinear terms can be separately turned on, this system opens a promising route for experimental studies of such higher-order exchange interactions. Let us also note that if one of the spins in the 2BE interaction is a spin-\(1/2\) operator, then this term reduces to an isotropic bilinear exchange. Thus, in some alternating-spin Heisenberg systems, the 2BE terms can be in principle excluded.

On the theoretical side, generalized Heisenberg chains with additional 3SE terms have already been discussed in the literature, mostly as a tool to construct various isotropic \cite{16-21} as well as spin-1/2 anisotropic \cite{22-28} exactly-solvable spin models. Note that the spin systems with anisotropic spin interactions go beyond the scope of the present survey, so that we restrict ourselves to a few comments. As mentioned above, in the case of spin-1/2 operators, the expression in equation \(1.1\) reduces to a bilinear two-site term. Therefore, the 3SE interaction should necessarily contain products of three spin-1/2 operators defined on separate lattice sites. Clearly, such additional terms violate the time and, eventually, the space reversal symmetries, so that they might be expected to produce quite different effects as compared to the isotropic case. Actually, it was demonstrated that the discussed peculiarities of the 3SE terms in spin-1/2 chains can produce a number of intriguing effects, including the support of some specific phases such as the chiral \cite{23}, weak-ferromagnetic \cite{26}, as well as ferroelectric \cite{30} spin states.

Turning again to the case of Heisenberg spin chains with isotropic 3SE interactions, note that only in the recent few years the quantum phase diagrams of such models with arbitrary strengths \((J_3)\) of the 3SE couplings were discussed in the literature. Here, we present a short survey of the recent research in this field, the emphasis being on a few generic 1D Heisenberg spin models with extra 3SE couplings, including the spin-1 and spin-3/2 uniform chains \cite{31-37}, as well as the mixed-spin \((1, 1/2)\) and \((3/2, 1/2)\) chains \cite{38-41}. The interest in such generalized \((J_1 - J_3)\) isotropic spin models is partially motivated by the belief that the competing 3SE interactions could produce specific phase diagrams, which are not typical of spin systems defined on frustrated lattices and/or with extra well-studied competing interactions such as the longer-ranged exchange bonds and the 2BE interactions. Actually, as discussed below, the 3SE couplings exhibit some unique features — like the promotion of collinear classical spin configurations, or the reinforcing tendency towards clustering of the quantum spins on the shortest exchange bonds — which may stabilize some new spin phases.

The survey is organized as follows. In section 2, we discuss recent works related to the quantum phase diagrams of two spin-\(S\) Heisenberg chains \((S = 1\) and 3/2\) and extra isotropic 3SE interactions. The same issues, but addressed to the alternating-spin Heisenberg chains with extra isotropic 3SE couplings and site spins \((S, \sigma) = (1, 1/2)\) and \((3/2, 1/2)\), are discussed in section 3. Most of the presented numerical results were obtained using the density-matrix renormalization group (DMRG) and exact numerical diagonalization (ED) techniques. The last section contains conclusions and some prospects for future developments in the field.

2. Spin-\(S\) \(J_1 - J_3\) Heisenberg chains \cite{31-37}

The Heisenberg spin-\(S\) chain with additional isotropic 3SE interactions is defined by the Hamiltonian

\[
\mathcal{H}_{1-3} = \sum_{i=1}^{N} [J_1 S_i \cdot S_{i+1} + J_3 [(S_{i-1} \cdot S_i) (S_i \cdot S_{i+1}) + \text{H.c.}]] ,
\] (2.1)
where \( S_i \) (\( i = 1, 2, \ldots, N \)) are site spins characterized by the quantum spin number \( S > 1/2 \), \( N \) being the number of lattice sites. In the extreme quantum case \( S = 1/2 \), the \( J_3 \) term reduces to a bilinear next-nearest-neighbor (NNN) isotropic exchange interaction, as the squaring of any Pauli matrix gives the unit matrix. As a matter of fact, the most extreme quantum case with non-trivial \( J_3 \) terms can be realized in spin systems with exchange bonds connecting only spin-1 and spin-1/2 operators, the alternating-spin models discussed in the next section being perhaps the simplest and realistic examples of this kind. For convenience, we use the following parameterization \( J_1 = J \cos \theta \) and \( J_3 = J \sin \theta \), where \( \theta \in [0, 2\pi] \), and without loss of generality we set \( J = 1 \).

### 2.1. Spin-1 \( J_1 - J_3 \) Heisenberg chain

One of the first intriguing results, concerning \( J_1 - J_3 \) Heisenberg chains with an arbitrary site spin \( S \), states that for some strengths of the \( J_3 \) interaction, i.e., \( J_1/J_3 = [4S(S + 1) - 2] \), the spin-S chain, equation (2.1), exhibits an exact fully-dimerized (i.e., Majumdar-Ghosh type) ground state (GS) \([31]\). This statement was soon generalized for \( J_1 - J_3 \) Heisenberg chains with additional NNN and alternating-bond interactions \([33]\). Using the conformal field-theory and DMRG numerical simulations, Chepiga et al. further analyzed the spontaneous dimerization transition in the spin-1 \( J_1 - J_3 \) chain with additional NNN bonds \([34,35]\).

---

**Figure 1.** (Colour online) (a) Phase diagram of the spin-1 Heisenberg chain with extra isotropic 3SE interaction (\( J_1 - J_3 \) model) defined by equation (2.1), \( \theta_1 \approx 0.03519\pi, \theta_2 \approx 0.8913\pi, \theta_3 \approx 0.9474\pi, \theta_4 \approx 1.33\pi \). (b) Phase diagram of the spin-3/2 Heisenberg chain with next-nearest-neighbor (\( J_2 \)) and 3SE (\( J_3 \)) interactions. The dimerized phases are gapped, whereas the C-critical and the floating phases are characterized by a gapless spectrum. In terms of valence-bond states (VBS), the fully dimerized phase is represented as three valence bonds (solid lines) on every other \( J_1 \) bond, the partially polarized phase is described by alternating one and two valence bonds, whereas the critical phase is visualized as one valence bond that resonates between two neighboring bonds (dashed lines) \([33]\).

Turning to the quantum phase diagram of the spin-1 \( J_1 - J_3 \) Heisenberg chain, figure 1(a), we see that the spin system supports four different phases in the interval \( \theta \in [0, 2\pi] \), i.e., Haldane, dimerized, NNN-Haldane, and ferromagnetic (FM) phases. It was established that the transition between the Haldane and dimerized phases at \( \theta_1 \) is continuous and belongs to the Wess-Zumino-Witten (WZW) SU(2) \( k = 2 \) universality class \([31]\). Close to the phase boundary \( \theta_1 \) there is a dimerized point precisely at \( J_3/J_1 = 1/6 \).

At \( \theta_2 \), an Ising-type transition takes place between the dimerized and the so-called NNN-Haldane phase \([34,35]\). The latter is a spin-1 counterpart of the dimerized Majumdar-Ghosh phase in the spin-1/2 \( J_1 - J_2 \) Heisenberg chain — \( J_2 \) being the strength of the NNN exchange bond — but it consists of two effectively decoupled NNN Haldane chains \([32]\). The DMRG data also suggest that in the thermodynamic limit the singlet-triplet bulk gap remains open at \( \theta_2 \), while the spectrum becomes critical within the singlet
sector. The DMRG results imply a direct Kosterlitz-Thouless phase transition at $\theta_3$ between the NNN-Haldane and the FM phases. On the other hand, the transition between the FM phase and the Haldane phase at $\theta_4$ is first order [36].

2.2. Spin-3/2 $J_1 - J_3$ Heisenberg chains

In the spin-3/2 $J_1 - J_3$ chain, the transition from the critical phase to a spontaneously dimerized state at $J_3/J_1 \approx 0.063$ [32] is continuous and belongs to the SU(2)$_k$ ($k = 3$) WZW universality class [43]. In figure 1(b) we show the extended phase diagram of the spin-3/2 $J_1 - J_3$ Heisenberg chain with additional NNN terms of the form $S_{i-1} \cdot S_{i+1}$, which are controlled by the parameter $J_2$ [37].

The phase diagram consists of two dimerized phases (partially and fully dimerized) and two critical phases with commensurate and incommensurate correlations. Using the valence-bond singlets (VBS) picture, the fully dimerized phase corresponds to three valence bonds on every other $J_1$ bond, while the partially dimerized phase corresponds to alternating one and two valence bonds (see the insets in figure 1).

In terms of VBS singlets, the commensurate C-critical phase can be represented as one valence bond per $J_1$ bond, and, additionally, one resonating bond between two neighboring bonds (the dashed lines). By contrast, the other critical phase — called floating phase — appears for larger $J_2$. It is characterized by an incommensurate wave vector $q$ which changes within the phase area. Similar phases with a varying $q$ are supported by the mixed-spin $J_1 - J_3$ chains, as well (see the next section). Further interesting details concerning the phase diagram of the extended spin-3/2 $J_1 - J_2 - J_3$ Heisenberg model can be found in the original work [37].

3. Mixed-spin $J_1 - J_3$ Heisenberg chains [38-41]

In view of the numerous experimentally accessible quasi-1D systems described by the mixed-spin Heisenberg model (see, e.g., references [11] and [44]), it is instructive to analyze the following alternating-spin variant of the spin-S $J_1 - J_3$ Heisenberg chain discussed above [38]

$$H'_{1-3} = \sum_{n=1}^{L} \left[ J_1 S_{2n} \cdot (\sigma_{2n-1} + \sigma_{2n+1}) + J_3 \left[ (S_{2n} \cdot \sigma_{2n-1}) (S_{2n} \cdot \sigma_{2n+1}) + h.c. \right] \right]. \quad (3.1)$$

Here, $L$ stands for the number of elementary cells, each containing two different spins ($S > \sigma$). We shall use again the standard parameterization of the coupling constants $J_1 = J \cos t$ and $J_3 = J \sin t$ ($0 \leq t < 2\pi$), where $J = 1$.

Since the effective strength of the extra term is controlled by the parameter $S\sigma J_3$, one expects that this interaction may play an important role especially in $(S, 1/2)$ chains and rings with large $S$ spin ($S \gg 1/2$). In the extreme quantum case $(S, \sigma) = (1, 1/2)$, it was demonstrated that the Hamiltonian $H'_{1-3}$ reproduces — up to irrelevant constants — the Hamiltonian of isotropic spin-1/2 diamond chain with an additional ring exchange in the plaquettes in the Hilbert subspace where the pairs of “up” and “down” plaquette spins form pure triplet states [35]. As mentioned above, the alternating-spin systems provide another realistic onset for separating the effects of the higher-order exchange interactions 2BE and 3SE. In particular, the Heisenberg chain with alternating $S$ and $\sigma = 1/2$ spins ($S > 1/2$) provides a simple example of this kind. Indeed, according to the operator identity $(S_i \cdot \sigma_j)^2 \equiv -S_i \cdot \sigma_j^2 + S(S + 1)/4$, the biquadratic terms in this system reduce to bilinear isotropic exchange terms.

3.1. Classical phase diagram

The classical phase diagram of the spin model [34] (inner circles in figure 3) can be constructed by using the GS cluster configurations shown in figure 2. By fitting the directions of the sharing $\sigma$ spins of the FM and FiM three-spin clusters, one can obtain macroscopic non-degenerate FM and FiM configurations corresponding to local minima of the classical energy, the FM and FiM phases in figure 3. Using the two cluster configurations denoted as $D$, the same procedure leads to a $2^L$-fold degenerate
3.2. Quantum phase diagrams

3.2.1. Modulated non-Lieb-Mattis type magnetic states

In both models, the established partially-polarized magnetic states (P and the narrow sectors close to the points \( t_1 \) and \( t_3 \) in figure 2) do not appear in the classical phase diagram. Due to the frustration effect of the three-site interaction, the Lieb-Mattis theorem \([46]\) is not applicable, so that the so-called quantization of the unit-cell magnetic moment is destroyed. This means that the magnetic moment per cell can take arbitrary intermediate values. In particular, in such systems the magnetic moment may change continuously to zero near the transition from magnetic to non-magnetic states. 

Figure 2. (Colour online) (a) Sketch of the mixed-spin Heisenberg chains and (b) the optimal cluster states used as building blocks of the classical spin phases presented in figure 3.

Figure 3. (Colour online) Classical (inner circles) and quantum (outer circles) phase diagrams of the \( J_1 - J_3 \) mixed-spin chains with \( (S, \sigma) = (1, 1/2) \) (left-hand) and \( (S, \sigma) = (3/2, 1/2) \) (right-hand). FM and FiM denote the collinear ferromagnetic and ferrimagnetic phases, respectively. P is a partially polarized magnetic state with a spatially modulated magnetization. D denotes a \( 2\ell \)-fold degenerate classical phase composed of two types of collinear cluster spin configurations shown in figure 2. This phase contains both non-magnetic and magnetic ground-state configurations. The gapless/gapped spin liquid states correspond to chains with half-integer/integer cell spins \( S + \sigma \). N stands for a quasi-nematic state characterized by short-range nematic order and spin-2 lowest-lying excitations. Here, \( t_1 \approx 25.0^\circ \), \( t_2 \approx 30.0^\circ \), \( t_2 \approx 20.1^\circ \), \( t_2' \approx 25.5^\circ \), and \( t_3 \approx 132.0^\circ \). \( t_F = \pi - \arctan[1/\sigma(2S + 1)] \) is the exact FM phase boundary for arbitrary site spins \( S \) and \( \sigma \). The classical phase boundaries between the FM and FiM phases of both models (not presented in this figure) are located at \( t = \pi/2 \). In the \((1, 1/2)\) case, quantum fluctuations stabilize a new doubly-degenerate (period two lattice cells) collinear magnetic phase in the interval \( 253.1^\circ < t < 264.0^\circ \), whereas the boundary in the \((3/2, 1/2)\) case remains unchanged \([38, 40]\).
matter of fact, these modulated partially-polarized states follow the Oshikawa-Yamanaka-Affleck rule
\[ q(S + \sigma - m_0) = \text{integer} \] (47), where \( q \) is the period of the modulated structure, and \( m_0 \) is the magnetic moment per unit cell (38, 40). Extremely close to the FM boundaries, \( t \leq t_{P1} (t \leq t_{P2}) \), DMRG results imply that the modulated magnetic structures are characterized by \( (q, m_0) = (8, 9/8) \) and \( (3, 5/3) \) for the \((1, 1/2)\) and \((3/2, 1/2)\) models, respectively.

As an example, in figure 4(a) we present the on-site magnetizations of the established \( q = 3 \) magnetic structure in the alternating-spin \((3/2, 1/2)\) \( J_1 - J_3 \) chain extremely close to the exact FM boundary \( t_{P2} \), but out of the FM phase. As required for a plateau state, at this point the established magnetization per cell \( m_0 = 5/3 \) exactly fulfills the mentioned general rule for period \( q = 3 \). Interestingly, the effect of the open boundaries in this case simply reduces to some local redistribution of the magnetic moment in the framework of the supercell, but the parameter \( m_0 \), characterizing the supercell as a whole, remains practically constant with the cell index \( n \), excluding some narrow region near the system boundary.

Skipping the further discussions on these exotic modulated partially-polarized states, we mention that such non-Lieb-Mattis-type magnetic phases in spin systems were originally identified in (45), and later were studied in a number of other 1D frustrated spin models (48, 49).

### 3.2.2. Degenerated spin-liquid phases

DMRG analysis of the short-range correlations in open chains reveals the regions in the parameter space where the lowest-energy states in both alternating-spin \((J_1 - J_3)\) models exhibit a regular alternating-bond structure characterized by different values of the spin-spin correlators \( \langle \sigma_{2n-1} \cdot \sigma_{2n+1} \rangle = u \) and \( \langle S_{2n} \cdot S_{2n+1} \rangle = v \) \((u < v)\). The \( uv \) \((uv)\) dimerized GS \( |\Psi_L\rangle \) \(|\Psi_R\rangle\) is stabilized in open chains with a \( \sigma \) spin on the left (right) end of the chain and corresponds to a \( uv \) \((uv)\) dimerization. The established \( uv \) structure of the GS is strongly revealed in the middle of the phase-diagram regions occupied by non-magnetic states of both models, where the values of \( u \) and \( v \) indicate the formation of nearly pure spin-1/2 and spin-2 (or spin-3) states of the nearest-neighbor spins in the systems with half-integer
and integer cell spins $S + \sigma$, respectively, see figure (b). As mentioned above, similar dimerization effects of the 3SE interactions also appear in the spin-$S$ $J_1 - J_3$ Heisenberg chains, the NNN-Haldane phase being such a typical example. Since a given $S_{2n}$ spin can form such local dimer states in two different ways — including the left-hand or the right-hand nearest-neighbor $\sigma$ spin — all phases in the non-magnetic regions are doubly degenerate, irrespective of the low-energy structure of the spectrum (i.e., gapped or gapless). The finite-size scaling of the lowest triplet excitation in the alternating-spin $(1, 1/2) J_1 - J_3$ Heisenberg model suggests a gapless doubly-degenerate non-magnetic state — as may be expected from the dimerized structure of GS — constructed from local spin-1/2 dimers. On the other hand, the dimerized spin-liquid state of the alternating-spin $(3/2, 1/2) J_1 - J_3$ Heisenberg chain suggests the formation of either spin-1 (smaller $t$), or spin-2 (larger $t$) local dimers, which leads to the formation of a gapped doubly-degenerated spin-liquid state in the whole non-magnetic region of the phase diagram.

3.2.3. Nematic-like phase

The $J_3$ interaction term related to the $n$-th unit cell, equation (1.1), can be represented in the following symmetric form

$$V_n^{(3)} = \frac{1}{2} \sum_{\alpha, \beta} \left( S_{2n}^\alpha S_{2n}^\beta + S_{2n+1}^\alpha S_{2n+1}^\beta \right) \left( \sigma_{2n-1}^{\alpha} \sigma_{2n+1}^{\beta} + \sigma_{2n}^{\alpha} \sigma_{2n+1}^{\beta} \right),$$

(3.2)

where $\alpha, \beta = x, y, z$. The two symmetric forms in the parentheses can be considered — up to some normalization factors — as tensor order parameters of on-site and bond spin nematic phases constructed from $S$ and $\sigma$ spins, respectively. Taking into consideration this form of $V_n^{(3)}$ let us speculate that for dominating isotropic 3SE interactions nematic orders of different types could be stabilized. As a matter of fact, the numerical ED calculations concerning the lowest-lying excitations in periodic $L = 8$ chains, described by the Hamiltonian (3.1), point towards the formation of some short-ranged nematic order only in the subsystem of $S$ spins [38, 39], the $N$ sector in figure [3]. Unfortunately, DMRG slowly diverges, so that it is not effective, in this region of the phase diagram. However, some valuable information on
the non-magnetic $N$ state in the alternating-spin $(1, 1/2) J_1 - J_3$ Heisenberg model can also be extracted from the lowest-lying states in different total-spin ($S_t$) sectors. As well-known, the established tower of well-separated lowest multiplets, containing only even $S_t$ sectors, is a fingerprint of the spectrum of quadrupolar states (i.e., spin nematic phase), unlike the Anderson tower of states [50] containing all $S_t$ sectors. The latter is a characteristic of the Néel order. In fact, Anderson towers of states were observed even in some finite isotropic spin-$S$ chains and magnetic molecules [51]. Interestingly, such regions with enhanced quadrupolar fluctuations do not appear on the phase diagram of the $(3/2, 1/2)$ model. Clearly, the discussed non-magnetic phase deserves further studies.

4. Conclusion

We discussed the quantum phase diagrams of 1D isotropic spin models with extra three-spin interactions, the emphasis being on a few generic spin-1 and alternating-spin $(J_1 - J_3)$ Heisenberg chains. As a whole, the models are characterized by rich phase diagrams, most of the phases being connected with some special features of the 3SE interaction, equation (1.1). For example, a typical characteristic of the discussed models is the presence of spontaneously dimerized phases in the upper part of the phase diagram ($J_3 > 0$). Clearly, this can be related to the fact that for positive $J_3$ the 3SE terms promote the formation of local quantum dimers.

Another interesting feature of the studied diagrams is the appearance of some spatially modulated (non-Lieb-Mattis) partially-polarized states between the collinear (FM and FiM) magnetic phases and the spin-liquid states in the alternating-spin models. Note that neither spiral nor spatially-modulated magnetic intermediate states appear in the classical phase diagram, which means that (i) the non-collinear spin configurations are suppressed by the interactions in equation (1.1), and the appearance of intermediate states represents a pure quantum effect.

In conclusion, compared to some other widely discussed competing spin interactions, the isotropic three-spin exchange reveals some unique properties — such as the promotion of dimerization and linear spin configurations — which opens up an intriguing direction for future theoretical and experimental studies in the field of quantum magnetism. On the theoretical side, studies of exotic spin phases in generic 1D and higher-dimensional spin models with extra 3SE couplings constitute an interesting and promising perspective. On the experimental side, it seems that cold atoms in optical lattices, as well as the large group of alternating-spin systems could present promising routes to construct different Heisenberg spin systems with extra competing 3SE interactions.
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Гайлзенбергови спінові ланцюжки з додатковими ізотропними триспіновими обмінними взаємодіями

Н.Б. Іванов
Інститут фізики твердого тіла, Болгарська академія наук, Царіградсько шосе 72, Софія 1784, Болгарія

$J_1 - J_3$ Гайлзенбергові спінові моделі з взаємодією найближчих сусідів ($J_1$) та додатковою ізотропною триспіновою взаємодією ($J_3$) залишаються менш дослідженими, хоча такі типи конкуруючих обмінних членів можуть зовсім виникати з різних причин, включаючи розвинення сильного зв'язку мультиорбітальної моделі Габарда. Нижче ми представляемо короткий огляд нещодавних досліджень у цій області з наголоєм на характеристики розмаїття квантових фаз, які підтримуються декількома типовими одновимірними $J_1 - J_3$ моделями Гайлзенберг'а з однорідними і змішаними спінами. Оскільки додатні ($J_3 > 0$) триспінові взаємодії ведуть до формування локальних квантових димерів, $J_1 - J_3$ спінові моделі зазвичай зазначають певної спонтанної димеризації при збільшенні $J_3$. Справді, виявляється, що встановлені димерні фази у спінові $S J_1 - J_3$ Гайлзенбергові ланцюжках ($S > \frac{1}{2}$) служать повним аналогами відомих щілинних димерних фаз Маджумдара-Ґоша у спінові $S J_1$ Гайлзенберговому ланцюжку з взаємодією між наступними після найближчих сусідами. Такі ж димеризації виявлено у $J_1 - J_3$ ланцюжках зі змішаними спінами-($S, \sigma$) за умови, що спін комірки $S + \sigma = \text{integer}$. В той час як пів-цілого спіна формування локальних димерів веде до безщілинних станів спінової рідини. $J_1 - J_3$ ланцюжки зі змішаними спінами також передбачають деякі типові приклади спінових моделей, які реалізують так звані магнітні фази Ліба-Маттіса.

Ключові слова: спінові ланцюжки, квантові спінові фази, триспінові взаємодії