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Abstract. A Hamiltonian decomposition of a regular graph is a partition of its edge set into Hamiltonian cycles. The problem of finding edge-disjoint Hamiltonian cycles in a given regular graph has many applications in combinatorial optimization and operations research. Our motivation for this problem comes from the field of polyhedral combinatorics. A sufficient condition for vertex nonadjacency in the 1-skeleton of the traveling salesperson polytope can be formulated as the Hamiltonian decomposition problem in a 4-regular multigraph with one forbidden decomposition.

In our approach, the algorithm starts by solving the relaxed 2-matching problem, then iteratively generates subtour elimination constraints for all subtours in the solution and solves the corresponding ILP-model to optimality. The procedure is enhanced by the local search heuristic based on chain edge fixing and cycle merging operations. In the computational experiments, the iterative ILP algorithm showed comparable results with the previously known heuristics on undirected multigraphs and significantly better performance on directed multigraphs.
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1 Introduction

A Hamiltonian decomposition of a regular graph is a partition of its edge set into Hamiltonian cycles. The problem of finding edge-disjoint Hamiltonian cycles in a given regular graph has different applications in combinatorial optimization [21], coding theory [45], privacy-preserving distributed mining algorithms [10], analysis of interconnection networks [17] and other areas. Our motivation for this problem comes from the field of polyhedral combinatorics.

We consider a classic traveling salesperson problem: given a complete weighted graph (or digraph) $K_n = (V, E)$, it is required to find a Hamiltonian cycle of minimum weight. We denote by $HC_n$ the set of all Hamiltonian cycles in $K_n$. With
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each Hamiltonian cycle $x \in HC_n$ we associate a characteristic vector $x^v \in \mathbb{R}^E$ by the following rule:

$$x^v = \begin{cases} 
1, & \text{if the cycle } x \text{ contains an edge } e \in E, \\
0, & \text{otherwise.} 
\end{cases}$$

The polytope $TSP(n) = \text{conv}\{x^v \mid x \in HC_n\}$ is called the symmetric traveling salesperson polytope.

The asymmetric traveling salesperson polytope $ATSP(n)$ is defined similarly as the convex hull of characteristic vectors of all possible Hamiltonian cycles in the complete digraph $K_n$.

The 1-skeleton of a polytope $P$ is the graph whose vertex set is the vertex set of $P$ and edge set is the set of one-dimensional faces of $P$. The study of 1-skeleton is of interest, since, on the one hand, some algorithms for perfect matching, set covering, independent set, a ranking of objects, and problems with fuzzy measures are based on the vertex adjacency relation in 1-skeleton and the local search technique (see, for example, [1,6,11,12]). On the other hand, such characteristics of 1-skeleton as the diameter and clique number, estimate the time complexity for different computation models and classes of algorithms [7,9,16].

Unfortunately, the classic result by Papadimitriou stands in the way of studying the 1-skeleton of the traveling salesperson polytope.

**Theorem 1 (Papadimitriou [24]).** The question of whether two vertices of the polytopes $TSP(n)$ or $ATSP(n)$ are nonadjacent is NP-complete.

## 2 Formulation of the problem

We consider a sufficient condition for vertex nonadjacency in 1-skeleton of the traveling salesperson polytope by Rao [27]. Let $x = (V, E(x))$ and $y = (V, E(y))$ be two Hamiltonian cycles on the vertex set $V$. We denote by $x \cup y$ a multigraph $(V, E(x) \cup E(y))$ that contains all edges of both cycles $x$ and $y$.

**Lemma 1 (Rao [27]).** Given two Hamiltonian cycles $x$ and $y$, if the multigraph $x \cup y$ contains a Hamiltonian decomposition into edge-disjoint cycles $z$ and $w$ different from $x$ and $y$, then the corresponding vertices $x^v$ and $y^v$ of the polytope $TSP(n)$ (or $ATSP(n)$) are not adjacent.

From a geometric point of view, the sufficient condition means that the segment connecting two vertices $x^v$ and $y^v$ intersects with the segment connecting two other vertices $z^v$ and $w^v$ of the polytope $TSP(n)$ (or $ATSP(n)$ correspondingly). Thus, the vertices $x^v$ and $y^v$ cannot be adjacent. An example of a satisfied sufficient condition is shown in Fig. 1 (see also [23]).

We formulate the sufficient condition for vertex nonadjacency of the traveling salesperson polytope as a combinatorial problem.
Hamiltonian decomposition with one forbidden decomposition.

**Instance.** Let $x$ and $y$ be two Hamiltonian cycles.

**Question.** Does the multigraph $x \cup y$ contain a pair of edge-disjoint Hamiltonian cycles $z$ and $w$ different from $x$ and $y$?

Thus, we consider a version of a Hamiltonian decomposition problem of a special form. By construction, the union multigraph $x \cup y$ always contains the Hamiltonian decomposition into $x$ and $y$, but in our case, this decomposition is forbidden, and we need to find another decomposition if it exists.

Note that testing of whether a graph has a Hamiltonian decomposition is NP-complete, even for 4-regular undirected graphs and 2-regular directed graphs [25]. Therefore, instead of Rao’s sufficient condition, various polynomially solvable special cases of the vertex nonadjacency problem have been studied in the literature. In particular, the polynomial sufficient conditions for the pyramidal tours [8], pyramidal tours with step-backs [22], and pedigrees [2,3] are known. However, all of them are weaker than the sufficient condition by Rao.

The Hamiltonian decomposition problem of the considered form was introduced in [20] and later studied in [23], where two heuristic algorithms were proposed. The set of feasible solutions in both algorithms consists of all possible decompositions of the multigraph $x \cup y$ into edge-disjoint 2-factors $z$ and $w$. Recall that a 2-factor (or a perfect 2-matching) of a graph $G$ is a subset of edges of $G$ such that every vertex is incident with exactly two edges. The differences are as follows:

- the simulated annealing algorithm from [20] repeatedly finds 2-factors $z$ and $w$ through the reduction to random perfect matching [28] until it obtains a pair of Hamiltonian cycles different from $x$ and $y$;
- the general variable neighborhood search algorithm from [23] adds to the previous algorithm several neighborhood structures and cycle merging operations combined in the basic variable neighborhood descent approach [14].
Heuristic algorithms have proven to be very efficient on instances with an existing solution, especially on undirected graphs. However, on instances without a solution, the heuristics face significant difficulties.

In this paper, we propose two exact algorithms for solving the Hamiltonian decomposition problem with a forbidden decomposition and verifying vertex non-adjacency of the traveling salesperson polytope. The first algorithm iteratively generates ILP models for the problem. The second algorithm combines the first one and the modified local search heuristic from [23].

3 Iterative integer linear programming

Let \( x = (V, E(x)) \), \( y = (V, E(y)) \), \( x \cup y = (V, E = E(x) \cup E(y)) \). With each edge \( e \in E \) we associate the variable

\[
 x_e = \begin{cases} 
 1, & \text{if } e \in z, \\
 0, & \text{if } e \in w. 
\end{cases}
\]

We adapt the classic ILP formulation of the traveling salesperson problem by Dantzig, Fulkerson and Johnson [13] into the following ILP model for the considered Hamiltonian decomposition problem:

\[
\sum_{e \in E} x_e = |V|, 
\]

\[
\sum_{e \in E_v} x_e = 2, \quad \forall v \in V, 
\]

\[
\sum_{e \in E(x) \setminus E(y)} x_e \leq |V| - |E(x) \cap E(y)| - 2, 
\]

\[
\sum_{e \in E(y) \setminus E(x)} x_e \leq |V| - |E(x) \cap E(y)| - 2, 
\]

\[
\sum_{e \in E_S} x_e \leq |S| - 1, \quad \forall S \subset V, 
\]

\[
\sum_{e \in E_S} x_e \geq |E_S| - |S| + 1, \quad \forall S \subset V, 
\]

\[
x_e \in \{0, 1\}, \quad \forall e \in E. 
\]

In the following, we elaborate on the model. The multigraph \( x \cup y \) contains \( 2|V| \) edges. The constraint (1) guarantees that both components \( z \) (\( x_e = 1 \)) and \( w \) (\( x_e = 0 \)) receive exactly \( |V| \) edges.

We denote by \( E_v \) the set of all edges incident to the vertex \( v \) in \( x \cup y \). By the vertex degree constraint (2) the degree of each vertex in \( z \) and \( w \) is equal to 2.

The vertex degree constraint for directed graphs is slightly different. Let for some vertex \( v \in V \): \( e_1 \) and \( e_2 \) be two incoming edges, and \( u_1 \) and \( u_2 \) be two
Algorithm 1 Iterative integer linear programming algorithm

procedure IterativeILP(x ∪ y) procedure

Define current model as (1)-(4),(7) (relaxed 2-matching problem)

while the model is feasible do

z, w ← an integer point of the current model by an ILP-solver

if z and w is a Hamiltonian decomposition then

return Hamiltonian decomposition z and w

end if

For all subtours in z and w add the SEC (5) and (6) into the model

end while

return Hamiltonian decomposition does not exist

end procedure

outgoing edges. Then the constraints (2) will take the form:

\[ x_{e_1} + x_{e_2} = 1, \]
\[ x_{u_1} + x_{u_2} = 1, \]

with exactly one incoming edge and outgoing edge for each vertex in the solution.

The constraints (3)-(4) forbid the Hamiltonian cycles \( x \) and \( y \) as a solution. If we consider a general Hamiltonian decomposition problem of a 4-regular multigraph without reference to the vertex adjacency in the traveling salesperson polytope, then these constraints can be omitted.

Finally, the inequalities (5)-(6) are known as the subtour elimination constraints (SEC), which forbid solutions consisting of several disconnected tours. Here \( S \) is a subset of \( V \), \( E_S \) is the set of all edges from \( E \) with both vertices belonging to \( S \):

\[ E_S = \{(u, v) \in E : u, v \in S\}. \]

The main problem with the subtour elimination constraints is that there are exponentially many of them: two for each subset of \( S \subset V \), i.e. \( \Omega(2^{|V|}) \). Therefore, the idea of the first algorithm is as follows. We start with the relaxed model (1)-(4), (7) of the basic 2-matching problem with \( O(V) \) constraints. By ILP-solver we obtain an integer point that corresponds to the pair of 2-factors \( z \) and \( w \). Then we find all subtours in \( z \) and \( w \), add the corresponding subtour elimination constraints (5) and (6) into the model, and iteratively repeat this procedure. The algorithm stops either by finding the Hamiltonian decomposition into cycles \( z \) and \( w \) or by obtaining an infeasible model that does not contain any integer points. This approach is inspired by the algorithm for the traveling salesperson problem from [26] and is summarized in Algorithm 1.

4 Local search

To improve the performance, we enhance Algorithm 1 with the local search heuristic. The neighborhood structure is a significantly modified version of the first neighborhood in the GVNS algorithm [23] with a new recursive chain edge fixing procedure.
4.1 Feasible set

Every solution of the ILP model (1)-(4),(7) with partial subtour elimination constraints corresponds to the pair \( z \) and \( w \) of edge-disjoint 2-factors of the multigraph \( x \cup y \) (Fig. 2). We compose a set of feasible solutions for the local search algorithm from all possible pairs of edge-disjoint 2-factors of the multigraph \( x \cup y \).

4.2 Objective function

As the objective function to minimize, we choose the total number of connected components in the 2-factors \( z \) and \( w \). If it equals 2, then \( z \) and \( w \) are Hamiltonian cycles.

4.3 Neighborhood structure for directed graphs

The main difference between the neighborhood structure presented in this chapter and those described in [23] is the chain edge fixing procedure. We divide the edges of \( z \) and \( w \) into two classes:

- *unfixed* edges that can be moved between \( z \) and \( w \) to get a neighboring solution;
- edges that are *fixed* in \( z \) or \( w \) and cannot be moved.

The idea is that one fixed edge starts a recursive chain of fixing other edges. For example, we consider a directed 2-regular multigraph \( x \cup y \) with all indegrees and outdegrees are equal to 2. Let us choose some edge \((i, j)\) and fix it in the component \( z \), then the second edge \((i, k)\) outgoing from \( i \) and the second edge \((h, j)\) incoming into \( j \) obviously cannot get into \( z \). We will fix these edges in \( w \) (Fig. 3). In turn, the edges \((i, k)\) and \((h, j)\), fixed in \( w \), start the recursive chains of fixing edges in \( z \), etc.

At the initial step, we fix in \( z \) and \( w \) a copy of each multiple edge of the \( x \cup y \), since both copies obviously cannot end up in the same Hamiltonian cycle. We construct a neighboring solution by choosing an edge of \( z \), moving it to \( w \), and running the chain edge fixing procedure to restore the correct 2-factors. If the number of connected components in \( z \) and \( w \) has decreased, we find all subtours in \( z \) and \( w \), add the corresponding subtour elimination constraints (5) and (6) into the model, proceed to a new solution and restart the local search. This procedure is summarized in Algorithm 2.

Note that although the chain edge fixing procedure at each step can call up to two of its recursive copies, the total complexity is linear \( O(V) \), since each edge can only be fixed once, and \(|E| = 2|V|\). Thus, the size of the neighborhood is equal to the number of edges in \( z \), i.e. \( O(V) \), and the total complexity of exploring the neighborhood is quadratic \( O(V^2) \).
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Fig. 2. The multigraph $x \cup y$ and its two edge-disjoint 2-factors

Fig. 3. Fixing the edge $(i, j)$ in $z$

Algorithm 2 Local search for directed graphs

```
procedure CHAIN_EDGE_FIXING_DIRECTED((i, j) in z)
    Fix the edge $(i, j)$ in $z$ and mark it as checked to avoid double checking
    if the edge $(i, k)$ is not fixed then
        CHAIN_EDGE_FIXING_DIRECTED((i, k) in w)
    end if
    if the edge $(h, j)$ is not fixed then
        CHAIN_EDGE_FIXING_DIRECTED((h, j) in w)
    end if
end procedure

procedure LOCAL_SEARCH_DIRECTED(z, w)
    Fix the multiple edges in $z$ and $w$
    repeat
        Shuffle the edges of $z$ in random order
        for each unchecked and unfixed edge $(i, j)$ in $z$ do
            CHAIN_EDGE_FIXING_DIRECTED((i, j) in w)  \ Move $(i, j)$ from $z$ to $w$
            if the number of connected components in $z$ and $w$ has decreased then
                For all subtours in $z$ and $w$ add the SEC into the model
                Proceed to a new solution and restart the local search
            end if
        end for
        if all edges of $z$ are checked and no improvement found then  \ A local minimum
            return $z$ and $w$
        end if
    until all edges of $z$ and $w$ are checked and no improvement found
end procedure
```
4.4 Neighborhood structure for undirected graphs

The neighborhood structure for undirected graphs is similar, we choose an edge of $z$, move it to $w$ and run the chain edge fixing procedure.

The key difference is that after the exchange of edges and the chain edge fixing procedure, there will remain some broken vertices in $z$ and $w$ with a degree not equal to 2. We restore the degree of each broken vertex by moving random unfixed incident edges between components $z$ and $w$ (Fig. 4). This procedure is summarized in Algorithm 3.

Since at each step we pick a random edge to restore a broken vertex, the local search for undirected graphs is a randomized algorithm. Therefore, we run several attempts (parameter attemptLimit) while constructing each neighboring solution, i.e. exploring several random branches in the search tree. Thus, the size of the neighborhood is equal to $O(V \cdot \text{attemptLimit})$, and the total complexity of exploring the neighborhood is $O(V^2 \cdot \text{attemptLimit})$.

4.5 Iterative ILP algorithm with local search

We add the local search heuristic into the iterative ILP algorithm between iterations to improve the performance on instances with an existing Hamiltonian decomposition. If the ILP-solver returns a pair of edge-disjoint 2-factors $z$ and $w$ that are not a Hamiltonian decomposition, then we call the local search to minimize the number of connected components.

Note that every time the local search improves the solution, we modify the model by adding the corresponding subtour elimination constraints for all subtours in $z$ and $w$. Thus, we implement the memory structure and prohibit the algorithm from returning to feasible solutions that have already been explored.

If the heuristic also fails, we restart the ILP-solver on the modified model, and repeat these steps until a Hamiltonian decomposition is found, or the resulting model is infeasible. This procedure is summarized in Algorithm 4.

5 Computational results

For comparison, we chose two algorithms presented in this paper and two known heuristic algorithms:

- Iterative ILP algorithm from Section 4 (Algorithm 1);
- Iterative ILP + LS algorithm from Section 4 (Algorithm 3);
- SA: the simulated annealing algorithm that repeatedly finds 2-factors through the reduction to random perfect matching from [20];
- GVNS: the general variable neighborhood search algorithm from [24].

The ILP algorithms are implemented in C++, for the SA and GVNS algorithms the existing implementation in Node.js [23] is taken. Computational experiments were performed on an Intel (R) Core (TM) i5-4460 machine with a 3.20GHz CPU and 16GB RAM. As the ILP-solver we used SCIP 7.0.2 [15].
Fig. 4. Restoring the broken vertex 8 (blue colored) by moving the random incident edge (8,7) from $w$ (dashed edges) to $z$ (solid edges).

Algorithm 3 Local search for undirected graphs

```
procedure Chain_Edge_Fixing_Undirected((i, j) in z)
    Fix the edge (i, j) in z
    if vertex i in z has two incident fixed edges then
        Chain_Edge_Fixing_Undirected((i, k) and (i, h) in w)
    end if
    if vertex j in z has two incident fixed edges then
        Chain_Edge_Fixing_Undirected((j, k) and (j, h) in w)
    end if
end procedure

procedure Local_Search_Undirected(z, w, attemptLimit)
    Fix the multiple edges in $z$ and $w$
    repeat
        Shuffle the edges of $z$ in random order
        for each unchecked and unfixed edge (i, j) in $z$ do
            Chain_Edge_Fixing_Undirected((i, j) in w) ▷ Move (i, j) from $z$ to $w$
            for $i ← 1$ to attemptLimit do
                while $z$ contains a broken vertex i with degree not equal to 2 do
                    if vertex degree of i is equal to 1 then
                        Pick a random unfixed edge (i, k) of w ▷ One missing edge
                        Chain_Edge_Fixing_Undirected((i, k) in z)
                    end if
                    if vertex degree of i is equal to 3 then
                        Pick a random unfixed edge (i, k) of $z$; ▷ One extra edge
                        Chain_Edge_Fixing_Undirected((i, k) in w)
                    end if
                end while
                if the number of connected components has decreased then
                    For all subtours in $z$ and $w$ add the SEC (5) and (6) into the model
                    Proceed to a new solution and restart the local search
                end if
                Restore $z$ and $w$ and unfix all non-multiple edges except (i, j)
            end for
            Unfix the edge (i, j) and mark it as checked
        end for
        until all edges of $z$ are checked and no improvement found ▷ A local minimum
    end repeat
    return $z$ and $w$
end procedure
```
Algorithm 4 Iterative ILP algorithm with local search

\[ \text{procedure } \text{IterativeILP}^+\text{LS}(x \cup y, attemptLimit) \]
\[ \quad \text{define the current model as (1)-(4), (7) } \triangleright \text{ relaxed 2-matching problem} \]
\[ \quad \text{while the model is feasible do} \]
\[ \quad \quad z, w \leftarrow \text{an integer point of the current model by ILP-solver} \]
\[ \quad \quad \text{if } z \text{ and } w \text{ is a Hamiltonian decomposition then} \]
\[ \quad \quad \quad \text{return Hamiltonian decomposition } z \text{ and } w \]
\[ \quad \quad \text{end if} \]
\[ \quad \quad \text{For all subtours in } z \text{ and } w \text{ add the SEC (5) and (6) into the model} \]
\[ \quad \quad \text{if the graph is directed then} \]
\[ \quad \quad \quad z, w \leftarrow \text{LocalSearchDirected}(z, w); \]
\[ \quad \quad \text{else} \]
\[ \quad \quad \quad z, w \leftarrow \text{LocalSearchUndirected}(z, w, attemptLimit); \]
\[ \quad \quad \text{end if} \]
\[ \quad \quad \text{if } z \text{ and } w \text{ is a Hamiltonian decomposition then} \]
\[ \quad \quad \quad \text{return Hamiltonian decomposition } z \text{ and } w \]
\[ \quad \quad \text{end if} \]
\[ \quad \text{end while} \]
\[ \text{return Hamiltonian decomposition does not exist} \]
\[ \text{end procedure} \]

The algorithms were tested on random directed and undirected Hamiltonian cycles. For each graph size, 100 pairs of random permutations with a uniform probability distribution were generated by the Fisher-Yates shuffle algorithm [19]. For two ILP algorithms, a limit of 2 hours was set for each set of 100 instances. Therefore, the tables indicate how many instances out of 100 the algorithms managed to solve in 2 hours. For both heuristic algorithms, a limit of 60 seconds per test was set, as well as a limit on the number of iterations: 2500 for SA and 250 for GVNS. The reason is that the heuristic algorithms have a one-sided error. If the algorithm finds a solution, then the solution exists. However, the heuristic algorithms cannot guarantee that the solution to the problem does not exist, only that the solution has not been found in a given time or number of iterations. For each set of 100 instances, the tables show the average running time in seconds and the average number of iterations separately for feasible and infeasible problems.

The computational results for random directed multigraphs are presented in Table 1 and Figure 5. On the considered test set, only 194 instances out of 1000 had a solution. Three algorithms: iterative ILP, iterative ILP + LS, and GVNS correctly solved all instances in the given time, while SA found only 101 Hamiltonian decompositions of 194. It can be seen that directed multigraphs contain not many subtours. Thus, the iterative ILP algorithm requires on average only 6.3 iterations to find a solution, and 6.2 iterations to prove that a solution does not exist. The addition of the local search heuristic to the algorithm makes it possible to reduce the number of iterations by an average of 2.4 times for problems with a solution and 1.3 times for problems without a solution. In some cases, as for graphs on 192 and 256 vertices, this speeds up the algorithm. However, in most cases, the heuristic does not give an improvement in runtime.
| Problem size $|V|$ | Feasible Iterative ILP | Infeasible Iterative ILP | Feasible Iterative ILP + LS | Infeasible Iterative ILP + LS |
|---|---|---|---|---|
| $192$ | $0.028$ | $4.23$ | $0.029$ | $4.22$ |
| $256$ | $0.111$ | $7.04$ | $0.060$ | $5.74$ |
| $384$ | $0.554$ | $4.65$ | $0.082$ | $5.75$ |
| $512$ | $0.165$ | $5.45$ | $0.114$ | $5.58$ |
| $768$ | $0.148$ | $6.05$ | $0.125$ | $5.43$ |
| $1024$ | $0.182$ | $5.70$ | $0.222$ | $6.21$ |
| $1536$ | $0.325$ | $6.43$ | $0.404$ | $6.83$ |
| $2048$ | $0.568$ | $7.33$ | $0.503$ | $6.70$ |
| $3072$ | $1.130$ | $7.95$ | $1.009$ | $7.65$ |
| $4096$ | $1.681$ | $8.16$ | $1.522$ | $7.95$ |

**Fig. 5.** Computational results for feasible problems on directed graphs.
On average, ILP + LS is 3 times slower on problems with a solution and 5 times slower on problems without a solution, and the gap only increases with the growth of the graph size. We can conclude that a few extra iterations of the ILP-solver turn out to be cheaper in runtime than using an additional heuristic.

Regarding the heuristic algorithms, the performance of GVNS on instances with the existing solution is on average 3.8 times slower than ILP and is comparable to ILP + LS. While SA completely dropped out of the competition, finding only 101 solutions out of 194, and being an order of magnitude slower. As for instances without a solution, both heuristic algorithms are not able to determine this scenario and exit only when the limit on the running time or the number of iterations is reached. In this case, GVNS turns out to be on average 100 times slower than ILP. However, it is difficult to compare performance here since the time and iteration limits in both heuristic algorithms are set as parameters. Note that, in the GVNS, the limit was 250 iterations, while the algorithm found a solution, if it exists, on average in 10 iterations. This means that the limit can potentially be lowered to speed up the algorithm. However, this will increase the danger of losing the existing solution.

The situation for undirected multigraphs is fundamentally different. It is known that random undirected regular graphs have a Hamiltonian decomposition with a very high probability, which allows finding the decomposition asymptotically almost surely by random matchings in polynomial time [18]. This approach is in some way similar to the considered SA algorithm. In our case, the problem is slightly different, since the multigraph $x \cup y$ always has a decomposition into cycles $x$ and $y$, and we need to find another decomposition into cycles $z$ and $w$. Nevertheless, for all 1000 instances on undirected cycles (Table 2 and Figure 6), there was a second Hamiltonian decomposition, and the vertices of the TSP($n$) polytope were not adjacent. From a geometric point of view, this means that the degrees of vertices in 1-skeleton are much less than the total number of vertices, so two random vertices are not adjacent with a very high probability.

Summary for random undirected multigraphs: both iterative ILP + LS and GVNS solved all 1000 instances, SA solved 558 instances, and ILP solved only 531 instances in a given time. It can be concluded that the iterative ILP algorithm was not very successful for undirected graphs and showed similar results to the SA algorithm. On instances up to 768 vertices, where all tests were solved, the ILP was on average 2.3 times slower than the SA. The problem is that undirected multigraphs contain a large number of subtours that have to be forbidden. On average, the ILP algorithm took about 86 iterations to find a solution. On the other hand, the addition of the local search heuristic to the ILP algorithm reduced the running time by an average of 200 times, and the number of iterations by 65 times. The ILP + LS algorithm showed results similar to GVNS, solving all test instances and being on average only 1.8 times slower. This time loss is due to two factors. Firstly, the GVNS has a more complex heuristic with several neighborhood structures, which made it possible to find all solutions in just 1 iteration. Secondly, one iteration of the ILP-solver is much more expensive than constructing 2-factors through the reduction to perfect matching.
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Table 2. Computational results for pairs of random undirected Hamiltonian cycles

| \( |V| \) \( N \) | Iterative ILP | Iterative ILP + LS |
|---|---|---|
| \( |V| \) \( N \) | Feasible | Infeasible | Feasible | Infeasible |
| \( |V| \) \( N \) | N time (s) | Iter | N time (s) | Iter | N time (s) | Iter | N time (s) | Iter |
| 192 | 100 | 2.029 | 23.28 | – | – | 100 | 0.062 | 1.24 | – | – |
| 256 | 100 | 4.800 | 30.53 | – | – | 100 | 0.094 | 1.30 | – | – |
| 384 | 100 | 12.168 | 34.13 | – | – | 100 | 0.150 | 1.27 | – | – |
| 512 | 100 | 24.914 | 44.22 | – | – | 100 | 0.217 | 1.28 | – | – |
| 768 | 100 | 67.382 | 54.41 | – | – | 100 | 0.488 | 1.29 | – | – |
| 1024 | 20 | 396.215 | 95.40 | – | – | 100 | 0.721 | 1.21 | – | – |
| 1536 | 1 | 30.598 | 33 | – | – | 100 | 1.518 | 1.34 | – | – |
| 2048 | 4 | 1618.87 | 235.6 | – | – | 100 | 3.281 | 1.32 | – | – |
| 3072 | 4 | 1772.42 | 143.25 | – | – | 100 | 6.746 | 1.34 | – | – |
| 4096 | 2 | 3506.19 | 168.50 | – | – | 100 | 14.447 | 1.38 | – | – |

SA (perfect matching) \[ \text{GVNS} \]

| \( |V| \) \( N \) | Iterative ILP | Iterative ILP + LS |
|---|---|---|
| \( |V| \) \( N \) | Feasible | Infeasible | Feasible | Infeasible |
| \( |V| \) \( N \) | N time (s) | Iter | N time (s) | Iter | N time (s) | Iter | N time (s) | Iter |
| 192 | 100 | 0.884 | 105.84 | – | – | 100 | 0.023 | 1.00 | – | – |
| 256 | 100 | 1.904 | 124.75 | – | – | 100 | 0.035 | 1.00 | – | – |
| 384 | 100 | 7.734 | 228.22 | – | – | 100 | 0.073 | 1.00 | – | – |
| 512 | 99 | 12.880 | 236.39 | 1 | 60.000 | 1016 | 100 | 0.133 | 1.00 | – | – |
| 768 | 70 | 21.223 | 194.74 | 30 | 60.000 | 198.96 | 100 | 0.291 | 1.00 | – | – |
| 1024 | 46 | 21.548 | 124.23 | 54 | 60.000 | 313.14 | 100 | 0.511 | 1.00 | – | – |
| 1536 | 25 | 26.140 | 70.24 | 75 | 60.000 | 157.05 | 100 | 1.085 | 1.00 | – | – |
| 2048 | 12 | 35.540 | 54.33 | 88 | 60.000 | 91.71 | 100 | 1.824 | 1.00 | – | – |
| 3072 | 6 | 29.225 | 19.50 | 94 | 60.000 | 41.11 | 100 | 4.235 | 1.00 | – | – |
| 4096 | – | – | – | 100 | 60.000 | 22.22 | 100 | 7.593 | 1.00 | – | – |

Fig. 6. Computational results for undirected graphs
Table 3. Computational results for infeasible problems on undirected pyramidal tours

| V  | Iterative ILP | Iterative ILP+LS | SA | GVNS |
|----|---------------|------------------|----|------|
|    | time (s) | Iter | time (s) | Iter | time (s) | Iter | time (s) | Iter |
| 128 | 0.177 | 10.90 | 0.239 | 8.94 | 3.439 | 2500 | 1.499 | 250 |
| 192 | 0.418 | 14.78 | 0.645 | 11.26 | 6.901 | 2500 | 2.278 | 250 |
| 256 | 0.822 | 19.40 | 1.575 | 14.84 | 11.687 | 2500 | 3.253 | 250 |
| 384 | 2.425 | 28.50 | 5.549 | 20.59 | 25.215 | 2500 | 5.609 | 250 |
| 512 | 4.586 | 36.08 | 13.488 | 26.24 | 43.904 | 2500 | 9.868 | 250 |
| 768 | 17.740 | 56.41 | 56.824 | 41.25 | 60.000 | 1713 | 17.313 | 250 |

It should be noted that although all 1,000 random instances on undirected graphs had a solution, in the general case, the traveling salesman polytope contains adjacent vertices for which, accordingly, the Hamiltonian decomposition does not exist. Moreover, the 1-skeleton of the traveling salesman polytope has cliques with an exponential number of vertices [7]. Thus, the ILP + LS algorithm may turn out to be more promising, since it will be able to prove that there is no Hamiltonian decomposition for the given problem.

We ran additional tests to investigate this scenario (Table 3). Using the vertex adjacency criterion for the pyramidal tours polytope [8], we generated 6 groups of 50 pairs of such undirected pyramidal tours \( x \) and \( y \) that the multigraph \( x \cup y \) is guaranteed not to contain a Hamiltonian decomposition into cycles \( z \) and \( w \). It can be seen that although the additional local search heuristic reduced the number of iterations by an average of 1.3 times, the total running time increased by an average of 2.2 times. Indeed, the local search takes extra time to find a solution that does not exist. However, this slight slowdown is acceptable, given that on undirected multigraphs with an existing solution (Table 2), the local search heuristic gives an average speed up of 200 times. Note that for undirected graphs the number of iterations grows significantly faster than for directed multigraphs (Tables 1) since the undirected multigraphs contain a large number of subtours that have to be forbidden. Nevertheless, the ILP algorithms have the advantage over the SA and GVNS here, since the heuristic algorithms cannot guarantee that the problem is infeasible.

6 Conclusion

We introduced two iterative ILP algorithms to find a Hamiltonian decomposition of the 4-regular multigraph. On random undirected multigraphs, the version enhanced by the local search heuristic turned out to be much more efficient than the basic ILP algorithm, showing results comparable to the known general variable neighborhood search heuristic. While for random directed multigraphs the iterative ILP algorithm significantly surpassed in speed the previously known algorithms. The key feature that distinguishes the ILP algorithms from previously known heuristics is that they can prove that the Hamiltonian decomposition in the graph does not exist.
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The directions for further development are as follows. Firstly, we can consider a more complex heuristic with several neighborhood structures, as in [23], to speed up the algorithm on problems with an existing solution. Secondly, it is of great interest to add to the model other classes of facet inequalities of the traveling salesman polytope, like 2-matching and clique-tree inequalities [16], that can significantly reduce the number of expensive calls of an ILP-solver.

Acknowledgements. We are very grateful to the anonymous reviewers for their comments and suggestions which helped to improve the presentation of the results in this paper.
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