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We develop a method to infer community structure in directed networks where the groups are ordered in a latent one-dimensional hierarchy that determines the preferred edge direction. Our nonparametric Bayesian approach is based on a modification of the stochastic block model (SBM), which can take advantage of rank alignment and coherence to produce parsimonious descriptions of networks that combine ordered hierarchies with arbitrary mixing patterns between groups. Since our model also includes directed degree correction, we can use it to distinguish non-local hierarchical structure from local in- and out-degree imbalance—thus removing a source of conflation present in most ranking methods. We also demonstrate how we can reliably compare with the results obtained with the unordered SBM variant to determine whether a hierarchical ordering is statistically warranted in the first place. We illustrate the application of our method on a wide variety of empirical networks across several domains.

I. INTRODUCTION

Interacting entities in a variety of networked systems form pairwise relationships that are not necessarily symmetric, i.e. an interaction from $i$ to $j$ is distinct from one from $j$ to $i$. Typical examples are predator-prey relationships in food webs [1], antagonist animal behavior [2], reported friendships in social networks [3], and the synaptic connection between neurons. In many such systems, it is often posited that the preferred direction of interaction can be ascribed to an unobserved ordering of the elements involved—placing them on a strict one-dimensional latent hierarchy that most relationships tend to respect. Prominent examples of such ordered systems are species taxa in food webs [4], and dominance hierarchies in animal societies [2].

However, even when present, directed hierarchies are rarely the only dimension that determines how interactions take place. For example, regardless of direction, connections can occur preferentially between specific types of entities, resulting in compartmentalization and heterogeneous mixing patterns that are independent of any underlying ordering. Furthermore, it is also possible for the directed structure of a network not to be associated with any latent hierarchy at all, and to be due instead to entirely different mechanisms. Although in such situations it may still be possible to order the nodes in such a way that the majority of interactions end up respecting a seeming hierarchy, this does not necessarily mean that this is in fact a plausible explanation for how the directions were chosen.

In this work we present a method to infer the ordered modular structure of networks in a manner that simultaneously captures arbitrary mixing patterns and directed hierarchies. Our method is based on a modification of the directed version of the stochastic block model (SBM) [5, 6]—a generative model that can capture arbitrary preferences between groups of nodes. In our modification, the groups themselves are ordered, such that the preferred direction of interaction tends to obey their ranking, while still allowing for the groups to be connected in arbitrary ways, independent of direction. One important ingredient of our model is directed degree-correction [7], which allows nodes that belong to the same group/rank to possess an arbitrarily varied number of incoming and outgoing connections. This means that our method is capable of distinguishing between merely local asymmetries—that stem solely from a node’s tendency to have a particular balance of in and out-connections—and actual hierarchies that affect the structure of the network at a larger scale.

In our methodology we exploit the formal equivalence between statistical inference and data compression [8, 9]. In this setting, we seek to obtain the model inference with the optimal balance between quality of fit and model complexity, such that the amount of information required to describe the network is minimized. This amounts to a nonparametric Bayesian method that can not only determine in a principled manner the most appropriate number of ordered groups, but it also allows us to decide whether a hierarchical structure is warranted at all in the first place, or if we have more evidence instead for a model alternative without any particular ordering between the nodes, but which happens to be more compressive.

Our approach can be compared to previous work in the literature in some important ways. There are several methods that extract relative rankings between the nodes of a network, based on spectral node centrality [10–13], minimum violation ranking [14,15], random utility models [16,21], and latent space models [22,24]. The most central difference between these methods and the one presented in this work is that none of them attempt to simultaneously detect community structure, or include degree-correction. Furthermore, with the exception of the latent space models, these approaches do not attempt to model the placement of the edges, only their latent ordering. Additionally, since they do not attempt to make a statement about data generative processes, they cannot articulate the notion of statistical significance or parsi-
mony [26].

The works that are perhaps closest to ours are the approaches from Letizia et al. [27] and Iacovissi et al. [28]. Letizia et al. [27] considered a ranked SBM with uniform connection probabilities between groups depending only on whether the edge direction violates or not the hierarchy. Besides being unable to uncover heterogeneous mixing patterns and lacking degree correction, the approach of Ref. [27] is not based on a model likelihood, and hence cannot be used to evaluate statistical evidence. The method of Iacovissi et al. [28] is based on a different idea, and combines the SBM with Springrank [24], such that a node can either have a group membership or a ranking, but not both simultaneously. Their model not only lacks degree correction, but its inference is performed in a parametric fashion: the number of groups in the SBM needs to be set a priori, and cannot be extracted from the data itself. Furthermore, the inference procedure developed in Ref. [28] is based on a variational approximation, whereas our approach is based on MCMC using an exact likelihood.

This work is organized as follows. In Sec. II we describe the model and its inference, and in Sec. III we demonstrate how it can be used to simultaneously uncover connection preference and ranking. In Sec. IV we investigate the role of degree-correction in distinguishing local from global ordering, and in Sec. V we consider the problem of model selection between alternatives without latent ordering. We finalize in Sec. VI with a conclusion.

II. NETWORK COMPRESSION VIA MODULAR STRUCTURE, RANK COHERENCE AND ALIGNMENT

We begin by reviewing how the arbitrary mixing pattern between groups of nodes of a directed network can be modelled by the microcanonical degree-corrected stochastic block model (DC-SBM) [29]. In this model, the N nodes are divided into B groups, according to a labelled partition $b = \{ b_i \}$, where $b_i \in [0, B - 1]$ is the group membership of node $i$. As an additional set of parameters, we have the group affinity matrix $e = \{ e_{rs} \}$, where $e_{rs}$ is the number of directed edges that are allowed to exist from group $s$ to $r$, as well as the out- and in-degree sequence $k = \{ (k^{\text{out}}_i, k^{\text{in}}_i) \}$, where $k^{\text{out}}_i$ and $k^{\text{in}}_i$ are the out- and in-degrees of node $i$, respectively. With these constraints in place, a directed multigraph $A = \{ A_{ij} \}$, where $A_{ij}$ is the number of edges from $j$ to $i$, is generated by placing $k^{\text{out}}_i$ and $k^{\text{in}}_i$ “half-edges” on each node $i$, and then pairing them uniformly at random while respecting the counts $e_{rs}$ between all groups $r$ and $s$. A resulting multigraph $A$ is sampled in this manner with probability [29]

$$P(A|k, e, b) = \prod_{rs} e_{rs}! \prod_{ij} A_{ij}! \prod_{r} e^{\text{out}}_r! e^{\text{in}}_r! \prod_{r} k^{\text{in}}_r! k^{\text{out}}_r!$$

(1)

with $e^{\text{out}}_r = \sum_s e_{rs}$ and $e^{\text{in}}_r = \sum_s e_{sr}$, as long as the imposed constraints are respected, otherwise the probability is zero.

The task of identifying the most plausible division of a directed network $A$ into groups consists in inverting the above procedure, and obtaining the posterior distribution

$$P(b|A) = \frac{P(A|b) P(b)}{P(A)}$$

(2)

where $P(b)$ is the prior for the node partition, and $P(A|b)$ is the marginal likelihood,

$$P(A|b) = \sum_{k, e} P(A|k, e, b) P(k, e|b)$$

(3)

$$= P(A|\hat{k}, \hat{e}, b) P(\hat{k}, \hat{e}|b),$$

(4)

where $\hat{k}$ and $\hat{e}$ are the only parameter values compatible with the network $A$ and partition $b$. The prior $P(k, e, b)$ is derived in Ref. [29] and described in Appendix A for completeness. Finding the partition $b$ that maximizes Eq. 2 is equivalent to minimizing the description length of the model $\Sigma$, given by

$$\Sigma(A, b) = - \log_2 P(A|\hat{k}, \hat{e}, b) - \log_2 P(\hat{k}, \hat{e}, b).$$

(5)

The first term in the right hand side of above equation determines the minimum length of a binary message that is required to transmit the matrix $A$, in such a manner that it can be decoded from the message without errors, provided the parameter values $\hat{k}$, $\hat{e}$ and $b$ are already known by the receiver. Likewise, the second term determines the amount of information needed to transmit the model parameters themselves. Therefore, the resulting value $\Sigma(A, b)$ corresponds to the total length of the shortest message that is required to transmit the network $A$ to a receiver that has no prior information on its structure, which must involve sending the parameter values as well.

Minimizing the description length $\Sigma(A, b)$ has the desirable effect of preventing overfitting, which happens for example when we choose a number of groups $B$ that is too large, and the inferred modular structure captures spurious random fluctuations [30]. This is because if a portion of the network (or its entirety) has been generated by a maximally random placement of the edges, it becomes asymptotically impossible to compress it with any algorithm—maximally random data are inherently incompressible [31]. Therefore, if splitting a set of nodes into two groups significantly reduces the description length, this means that the placement of the

---

1 It is possible derive our approach in an entirely equivalent manner by replacing Eq. 1 with independent Poisson distributions for each entry $A_{ij}$, and marginalizing over their parameters [29], but the microcanonical formulation is more convenient for our purposes.
edges involved is very unlikely to have been maximally random, and hence the division is capturing statistically significant structure.

More operationally, the second term in right hand side of Eq. 5 serves as a penalty to the first term, since it tends to increase together with the model complexity, while the first term tends to decrease as the larger number of constraints match the data more closely. The optimal inference is therefore a balance between these two aspects—model complexity and quality of fit—and the overall method serves as formal implementation of Occam’s razor (or the principle of parsimony), which states that simpler models are preferable to more complex ones, provided they have the same explanatory power.

With the posterior of Eq. 2 in place, we can proceed in two ways, depending on our objective. We can find the single partition \( b \) that maximizes that probability, which also minimizes the description length. Alternatively, we can sample partitions from this distribution, and in this way explore the entire landscape of hypotheses, weighted according to their plausibility. The latter can also be seen as a minimum description length (MDL) scheme, with a “one part” description length given by the full marginal distribution, i.e. \( \Sigma(A) = -\log_2 P(A) \), with \( P(A) = \sum_b P(A|b)P(b) \), and noting that \( \Sigma(A) \leq \Sigma(A,b) \), i.e. the full marginal description length is strictly shorter or equal to the one conditioned on a single partition. Both tasks can be accomplished efficiently using Markov chain Monte-Carlo (MCMC), as described in Refs. [32, 33].

A. Identifying group orderings

Although the above model is capable of uncovering directed preferences between groups of nodes, including those where an underlying ordering is present, the ordering itself is not revealed by the model parameters. This is because the posterior distribution of Eq. 2—and therefore also the description length of Eq. 5—is invariant to permutations of the group labels. More specifically, if we consider two partitions \( b \) and \( c \), such that

\[
b_i = \mu(c_i),
\]

where \( \mu(r) \) is a bijection of the group labels, then we have

\[
P(b|A) = P(c|A), \quad \Sigma(A, b) = \Sigma(A, c).
\]

Therefore, the ordering of the groups is entirely immaterial and cannot be used to attain compression under this model, and reveal any aspect of the network structure.

Here we modify precisely this property of the model via a relatively simple, but consequential change. In fact, we keep the model of Eq. 1 exactly as it is, together with the priors for \( k \) and \( b \), and we change only the prior for the group affinities, \( e \). First, we introduce the auxiliary parameter \( m_{rs} \), which counts the total number of edges between groups \( r \) and \( s \) (or twice that number if \( r = s \), regardless of edge direction, i.e.

\[
m_{rs} = \sum_{ij} (A_{ij} + A_{ji}) \delta_{bi,r} \delta_{bj,s}.
\]

Conditioned on this number, we sample the upstream \( (e_{rs}, \text{ with } r > s) \) and downstream \( (e_{rs}, \text{ with } r < s) \) affinities according to

\[
P(e_{rs}, e_{sr}|m_{rs}, p) = \begin{cases} 
\delta_{e_{rs}, m_{rs} - e_{rs}} P(e_{rs}|m_{rs}, p) & \text{if } r < s, \\
\delta_{e_{sr}, m_{rs} - e_{rs}} P(e_{sr}|m_{rs}, p) & \text{if } r > s,
\end{cases}
\]

ensuring that \( e_{rs} + e_{sr} = m_{rs} \), and with the downstream affinity sampled according to a binomial distribution with parameter \( p \),

\[
P(e_{rs}|m_{rs}, p) = \binom{m_{rs}}{e_{rs}} p^{e_{rs}} (1 - p)^{m_{rs} - e_{rs}}.
\]

We call edges that connect nodes of the same group as “lateral,” since they go neither upstream nor downstream. The lateral affinities are given directly by \( m \),

\[
P(e_{rr}|m_{rr}) = \delta_{e_{rr}, m_{rr}/2}.
\]

Introducing the total number of upstream, downstream, and lateral edges,

\[
E^+ = \sum_{r<s} e_{rs}, \quad E^- = \sum_{r<s} e_{sr}, \quad E^0 = \sum_r e_{rr},
\]

respectively, allows us to write the total conditional probability,

\[
P(e|m, p) = \prod_{r<s} \binom{m_{rs}}{e_{rs}} p^{e_{rs}} (1 - p)^{m_{rs} - e_{rs}}.
\]

The parameter \( p \) is considered to be unknown a priori, so we compute the marginal probability,

\[
P(e|m) = \int_0^1 P(e|m, p) P(p) \, dp
\]

\[
= \prod_{r<s} \binom{m_{rs}}{e_{rs}} \left( \frac{E^+ + E^-}{E^+} \right)^{e_{rs}} \cdot \frac{1}{E^+ + E^- + 1},
\]

where we have used a uniform prior density \( P(p) = 1 \). For the symmetric matrix \( m \), we use a uniform distribution conditioned on the total number of edges \( E = E^+ + E^- + E^0 \), given by

\[
P(m|E, B) = \left( \binom{B}{E} \right)^{-1},
\]

where \( \binom{n}{m} = \binom{n + m - 1}{m} \) is the number of \( m \)-combinations from a set of size \( n \), allowing for repetitions. Putting all
rank coherence, as illustrated in Fig. 1. There are two different properties that can make this the description length given by

\[ \Delta_{rs} = e_{rs} - e_{sr}. \]  

(19)

The overall rank alignment is then simply,

\[ \Delta = \sum_{r > s} \Delta_{rs} = E^+ - E^-. \]  

(20)

The larger the magnitude of the overall alignment \( \Delta \), the shortest will be the description length. We can see this by writing the contribution to the description length as

\[ \Sigma(e) = - \sum_{r > s} \log_2 \left( \frac{m_{rs}}{m_{rs}} + \log_2 \left( \frac{E - E^0}{E - E^0 + \Delta} \right) \right) + \log_2(E - E^0 + 1) + \log_2 \left( \frac{B}{2} \right) E, \]  

(21)

where we use the shorthand \( m_{rs} = e_{rs} + e_{sr} \). The maximal rank alignment, \( \Delta = E - E^0 \), achieved with \( \Delta_{rs} = m_{rs} \), will result in the smallest possible description length contribution,

\[ \Sigma(e) = \log_2 \left( \left( \frac{B}{2} \right) E \right) + \log_2(E - E^0 + 1), \]  

(22)

for fixed values of \( B, E \), and \( E^0 \).

Rank coherence, on the other hand, is the uniformity of the values of \( \Delta_{rs} \) across all pairs \((r, s)\). Maximal rank coherence is when all pairwise rank alignments coincide with the overall alignment, i.e.

\[ \Delta_{rs} = \frac{\Delta}{E - E^0} \times m_{rs}, \quad \forall r > s. \]  

(23)

This results in the first term of right hand side of Eq. 21 given by

\[ - \sum_{r < s} \log_2 \left( \frac{m_{rs}}{2(E - E^0)^2 m_{rs}} \right). \]  

(24)

This is the smallest value this term can take, for fixed \( \Delta \) and \( m \) values. Conversely, minimal rank coherence is when the values of \( \Delta_{rs} \) are distributed only between their maximum and minimum values for different \((r, s)\), i.e. \( \Delta_{rs} \in \{m_{rs} - m_{rs}\} \). In this case, the first term will vanish completely from the right hand side of Eq. 21 yielding in a strictly larger description length contribution, if the overall rank alignment \( \Delta \) stays the same. Therefore, rank coherence will always provide improved compression for fixed \( \Delta \) and \( m \) values.

From the above, we can conclude that when rank alignment is maximal, rank coherence must also be maximal, and therefore it amounts for the largest compression possible under this scheme. For intermediary alignment, a
We demonstrate how our model can simultaneously accommodate preference of connections and ranking, by studying the food web of Little Rock Lake [35]. In this network the nodes are taxa, where each taxon is either an individual species, a species subset with distinct set of predators and preys (e.g. different stages of development of individuals of the same species), or an aggregate of similar species. In our representation, a directed edge $i \to j$ exists if taxon $i$ is eaten by taxon $j$. In Fig. 3 we can see the result of our method applied to this network of $N = 183$ nodes. We can identify $B = 22$ ordered taxonomic groups. The vast majority of edges go upstream, revealing a substantial degree of trophic ordering — although the network is far from being acyclic, and we can observe trophic rank violations, cannibalism (self-loops), and lateral predation within the same
trophic group. Overall, the ordering uncovered matches the trophic structure that is well understood for food webs of this type: The basal taxon at the bottom of the hierarchy is an aggregate of microorganisms labelled only “fine organic matter,” which are consumed by a large number of algae species. Intermediary taxa include insects, crustaceans and fish, whereas taxa at the top of the hierarchy correspond to decomposers. However, besides the trophic ordering, we can also identify clear predation hierarchies with opacity indicating probability) and mean value \( \bar{b}_i \) (solid black symbols), for each species.

and a decoupling of rank and group, in the sense that nodes that always belong to different groups can in principle have the same marginal rank distribution. This will happen when the clustering is due predominantly to preference and not a particular position in the hierarchy.

In Fig. 3b we show the marginal rank distribution for the individual taxa, allowing us to identify a fair amount of rank uncertainty at intermediary levels.

### IV. DEGREE CORRECTION: LOCAL VS. GLOBAL ORDERING

We move now to the role of degree correction in our modeling approach. Typical techniques for ordering nodes in a one-dimensional hierarchy attempt, in one way or another, to minimize the rank violations produced by edges that flow in the direction opposite to the rank relationship. As a result, methods of this kind have the tendency to produce orderings that are positively correlated with the difference between out-degree and in-degree of each node,

\[
d_i = k_i^{\text{out}} - k_i^{\text{in}}.
\]

In other words, a node with high out-degree but low in-degree will tend to occupy a low position in hierarchy, whereas a node with low out-degree but high in-degree will tend to occupy a position at the top.

However, we can easily imagine a situation where an arbitrary out-/in-degree sequence leads to an inherent ordering given by \( d_i \), but the edges of the network are
placed otherwise completely at random. In this scenario, this ordering only conveys information about the degree sequence itself, not any additional propensity of placing edges in a manner that respects the ranking of the nodes. Methods that cannot make this distinction will conflate out-/in-degree imbalance with a position in the hierarchy that goes beyond this local property.

Our model allows us to make the distinction between out-/in-degree imbalance and a more meaningful latent hierarchy because it accepts the out-/in-degree sequence \( k \) as a set of parameters that are largely independent from the group affinities \( e \). In this way, it will put nodes in different hierarchical levels only if there is sufficient evidence to justify a preference that goes beyond degree imbalance.

We illustrate this with a simple artificial network model, where all nodes have the same total degree \( k_{\text{out}}^i + k_{\text{in}}^i = k \), but the imbalance is given by an out-degree sampled from a binomial distribution with mean \( (N - i)/(N - 1) \), i.e.

\[
P(k_{\text{out}}^i, k_{\text{in}}^i|k) = \delta_{k_{\text{out}}^i,k-k_{\text{out}}^i} \times \left( \frac{k}{k_{\text{out}}^i} \right) \left( \frac{N - i}{N - 1} \right)^{k_{\text{out}}^i - 1} \left( \frac{i - 1}{N - 1} \right)^{k_{\text{in}}^i - k_{\text{out}}^i}.
\] (29)

Conditioned on a degree sequence sampled in this manner as a hard constraint, we then generate a pairing between the corresponding half-edges uniformly at random, and then obtain a final multigraph \( A \).

When applied to a network sampled from this model, our approach assigns all nodes to a single group—meaning that it (correctly) does not identify any preference of connections that go beyond the degree sequence. As a comparison, we show in Fig. 4a the result obtained with the SpringRank method [24] on the same example. Since this method does not include degree-correction, it also reveals only the degree imbalance. As a means of circumventing the identification of spurious hierarchies of this kind, the authors of Ref. [24] have suggested a null model test, using the rank score provided by the method itself is a test statistic. Unfortunately, this approach is overly sensitive to minor deviations from the null model, as we demonstrate in the following. After generating a network from the above model, we modify the sampled network by adding a small number of random upstream edges involving only the first 5% of the nodes (i.e. nodes with index 1 to \( N/20 \)). The result, as we can see in Fig. 4c, is that the statistical test (correctly) rejects the null model, while the inferred rankings still predominantly reveal only the degree imbalance for

Figure 4. (a) SpringRank values for a network sampled uniformly at random with imposed in/out-degrees themselves sampled from Eq. 29, with \( k = 50 \) and \( N = 1000 \). (b) Same as (a), but with 500 additional upstream edges added uniformly at random between nodes with index in the range \([1, N/20]\) (shown in red). (c) Distribution of SpringRank score values for networks sampled uniformly at random with imposed degree sequence identical to panel (a). The solid vertical line marks the value obtained for the network considered in (b). (d) Marginal rank \( \bar{b}_i \) obtained with the DC-OSBM for the same network as in panel (b).

Figure 5. Comparison of Kendall’s rank correlation coefficient \( \tau \) between the degree imbalance \( d_i \) and rank \( b_i \) for each network in our dataset, for both the degree-corrected and non-degree-corrected version of our model. The sloped dashed line shows the diagonal where the two values are the same.

---

Sampling out-/in-degrees from Eq. 29 may result in values for which the total sum of in- and out-degrees are not identical, which makes a half-edge pairing impossible. If this happens, we resample values for a node chosen uniformly at random, repeatedly, until a feasible degree sequence is obtained.
the majority of the nodes (Fig. 3). This is very much the same problem we encounter when using null model rejection to prevent the detection of spurious communities when doing community detection [26]: the statistical significance of a global quality score tells us very little about the statistical significance of the actual latent variables uncovered—the questions “is the value of the quality score significant?” and “are the inferred latent variables significant?” are not equivalent, and the answer to the first serves as a very poor proxy to the second. Ultimately, the rejection of a null model tells us what kind of structure a network does not have, but cannot tell us what structure it does have. Because of this problem, with a method such as SpringRank, it is not in general possible in uncontrolled empirical settings to fully distinguish between degree imbalance and statistically significant non-local hierarchies.

Since our approach is based on the inference of a flexible generative model, rather than the rejection of a null model, we are able to deal with the above situation in a more satisfying manner. In Fig. 4, we show the inferred rankings of some modified network considered above, according to the degree-corrected ordered SBM (DC-OSBM). Due to degree-correction, the method puts all unperturbed nodes into a single hierarchical level—despite their varied out-/in-degree imbalance—and the perturbed nodes into lower levels, reflecting the upstream edges that were added between them. The interpretation becomes more straightforward: the structure of the first $N/20$ nodes cannot be explained solely by the out-/in-degree imbalance, and the model reveals instead a non-local ordering.

Degree correction is a property that is optional in our approach. It can be “turned off” by choosing an alternative prior for the degree sequence, $P(k|e, b)$ [29]. Therefore, in situations where degree imbalance is expressively desired as a ranking criterion, our method can still be used. However, even with degree-correction, it is still possible to use the degree imbalance to “locally” order nodes that otherwise belong to the same rank, simply by using a lexicographical partial ordering, i.e. $(b_i, d_i) \leq (b_j, d_j)$ if $b_i < b_j$ or $b_i = b_j$ and $d_i \leq d_j$. More importantly, our approach allows for model selection: given the same network $A$, we can decide if the degree-corrected model variant is more compressive or not, by computing its description length, and therefore if there is more statistical evidence justifying its description of the data.

In Fig. 5 we show a comparison between the degree-corrected and non-degree-corrected version of our model for 251 empirical directed networks of different domains (see Appendix C for descriptions). We compute Kendall’s rank correlation coefficient $\tau$ between the degree imbalance $d_i$ and the ranking obtained for each model, for each network in our dataset. The typical case is that the correlation with degree imbalance decreases when degree-correction is used, often substantially, indicating that in those cases the degree sequence is a major contribution to the inferred hierarchy obtained without degree-correction, and there is otherwise no significant support for it. There are also situations when the same correlation values—sometimes also high—are observed for both model variants. This indicates that although the degree sequence itself ends up being informative of the latent hierarchy, this turns out also to be corroborated by an additional alignment with the group ordering that goes significantly beyond the degree imbalance. We can also observe a minority of situations where the correlation increases when degree-correction is employed, but these are mostly due to artefacts caused by the number of hierarchical levels changing significantly from one model to the other.

V. MODEL SELECTION: IS THERE A HIERARCHY?

Given an arbitrary directed network, it is often possible to order its nodes in such a way that the majority of edges ends up following a preferred direction according to that ordering. However, by itself, finding such an ordering is not evidence that it in fact had any role in the formation of the network—in the same manner that finding assortative communities in maximally random networks [30] is not informative of its generative process [26].

A tempting approach to evaluate the statistical significance of a node ordering is to compare it with what can be obtained with a null model, e.g. a network with the same out-/in-degree sequence, but otherwise sampled uniformly at random. This is more easily done via a proxy scalar statistic, such as the total number of rank violations. But as we have already seen in the previous section, this approach, although straightforward, can be quite misleading, since the significance of such global quantities can be very poorly informative of the significance of the actual rankings observed. As seen in Fig. 4, we can obtain overall “significant” results by manipulating only a small minority of the edges of the network. It is important to emphasize that this is not simply a technical problem that can be circumvented by tweaking the test statistic; instead it is a fundamental limitation of null model testing, which is only capable of answering the following question with “yes” or “no”: can the null model be rejected with some confidence? A “no” answer does not give any information about how the null model is likely to be true, and a “yes” answer can tell us nothing more than how the network was not generated—no further details of its generative process can be inferred from this test, including any ranking of its nodes.

A more robust alternative to the rejection of null models is model selection: we articulate a variety of generative models as alternative hypotheses, and check which one is more supported by the data. For the particular problem at hand, we can compare alternative versions of the SBM, containing any combination of degree-correction and latent ordering, in how well they can describe the data. Given the same network $A$ and two
model choices $\mathcal{H}_1$ and $\mathcal{H}_2$, and their uncovered partitions $b^{(1)}$ and $b^{(2)}$, respectively, this comparison is done via the posterior odds ratio,

$$\Lambda = \frac{P(\mathcal{H}_1, b^{(1)} \mid A)}{P(\mathcal{H}_2, b^{(2)} \mid A)} = \frac{P(b^{(1)}, A \mid \mathcal{H}_1)P(\mathcal{H}_1)}{P(b^{(2)}, A \mid \mathcal{H}_2)P(\mathcal{H}_2)}$$

$$= \frac{P(\mathcal{H}_1)}{P(\mathcal{H}_2)} \Sigma_{H_2}(A, b^{(2)}) - \Sigma_{H_1}(A, b^{(1)}),$$

Figure 6. Inferred dominance hierarchy and community structure of antagonistic animal behavior. The columns from left to right contain the results of the non-degree-corrected ordered SBM (OSBM), the degree-corrected ordered SBM (DC-OSBM), and the degree-corrected ordered SBM (DC-SBM). The rows, from top to bottom, show the antagonistic interactions for a group of yellow baboons [38], female bighorn sheep [40], and ant workers [41]. Each panel shows the identified groups for each individual, with the rank labels shown on the nodes—except for the rightmost column, where the groups are not ordered. For the first two leftmost columns, the edge colors indicate the direction: upstream (blue), downstream (red), and lateral (grey). The colors for the rightmost column match the maximum matching with the middle column, and with the unmatched nodes highlighted in red. The panels show also the description length value for each fit.
Figure 7. Comparison between models for 251 empirical directed networks, listed in Appendix C. The values shown are the description length differences with respect to the best model, as indicated in the legend. The networks are ordered by the minimum description length value. The left inset shows the counts that each model type yields a shorter description length, and the right inset shows the distribution of fraction of upstream edges $[E^+/(E^- + E^+)$ or zero if $E = E^-]$, for networks that are best modelled by the DC-OSBM.

with $\Sigma_{H_i}(A, b^{(i)}) = -\log_2 P(b^{(i)}, A|H_i)$ being the description length of the data according to model $H_i$ and its partition $b^{(i)}$. Therefore, if we are a priori agnostic with $P(H_1) = P(H_2)$, we should a posteriori select the model with the shortest description length, and the difference between them will give us the confidence in our selection.

As a case study of the application of the above methodology, we turn to networks of antagonistic behavior between animals [2]. A directed antagonistic relationship between two animals $j \to i$ means that individual $j$ prevails after an aggressive encounter with individual $i$. The overall dominance of $j$ over $i$ is recorded in the multi-graph adjacency matrix $A_{ij}$ as the number of times this particular outcome was observed. Such antagonistic relationships are assumed to reveal a dominance hierarchy in animal societies, the position in which is believed to influence an individual’s access to resources, its chance of survival and reproduction [2].

In Fig. 6, we show the results of some model variants for antagonistic networks of yellow baboons, female bighorn sheep, and ant workers. We consider the non-degree-corrected ordered SBM (OSBM), the degree-corrected ordered SBM (DC-OSBM), and the degree-corrected unordered SBM (DC-SBM). In all cases, the degree-corrected variants yield a shorter description length, indicating that out-/in-degree variability can be largely decoupled from mesoscale mixing patterns. Between the ordered models, the degree-corrected variant yields a smaller number of groups, with a clearer hierarchical structure. However, when compared to the unordered model, the results are mixed. For the yellow baboons, the unordered model yields a significantly improved compression, meaning that heterogeneity of preference and direction of interactions is not optimally captured by the ordered model. This indicates that, although clear asymmetries of outcomes do exist, they cannot be convincingly ascribed to a one-dimensional ordering, even if it simultaneously accounts for group-level preferences. The model variant that discards the inherent ordering can in this case find a more parsimonious description of this network, even though it finds a partition that largely (but not completely) agrees with the ordered model. The results for female bighorn sheep are similar, but far less conclusive: the difference between the description length values from the DC-OSBM and DC-SBM is quite small, yielding only an insignificant posterior odds ratio of $\Lambda \approx 8.6$ in favor of the unordered model. In such a situation we cannot reliably evaluate if the lack of evidence for hierarchy is significant, specially since the partitions yielded by both models differ substantially, and therefore we must conclude that both models offer competing but approximately equally plausible accounts of the data. Finally, the results for the ant worker interactions point in the other direction, and indicate that the ordered model offers a more parsimonious description—indeed in this case the network is completely acyclic, and the inferred model contains only upstream edges.

As the examples above show, the most compressive network representations do not necessarily incorporate rankings between the nodes, although in all cases we can find such an ordering that initially may seem plausible. In Fig. 7 we show a more comprehensive comparison between the ordered and unordered SBMs for a wider set of 251 empirical networks, from diverse domains, listed in Appendix C. For this dataset we find that in fact the DC-OSBM happens to be the most compressive model for a majority of them, with the DC-SBM in the second place. Therefore, it does seem to be the case that node ordering provides opportunities for compression for
many of the networks considered, although the several exceptions mean that ultimately this needs to be evaluated in a case-by-case basis. It is worth observing that even when the ordered model is selected, as we discussed previously, this does not necessarily mean that the rank alignment is large; this could simply be due to an overall rank coherence. Indeed, as we can see in the right inset of Fig. 7, the rank alignment distribution is bimodal, with an abundance of networks with moderate values, and another group with very high values, and hence a more prominent hierarchical structure.

It is useful to remark on the possibly counter-intuitive fact that the ordered versions of the SBM can exploit rank coherence for compression, even when rank alignment is minimal, as we had shown in Fig. 2. This means that in a situation where no actual alignment exists between the group ordering and edge direction, a maximal rank coherence will correspond to a full reciprocity of the edge counts, $e_{rs} = e_{sr}$, which is a special case of the ordered SBMs, but would occur only with a very small probability according to the unordered prior, which expects instead asymmetric matrices. As a result, the ordered SBMs will be selected as the preferred model when a substantial reciprocity between groups exists, which accounts for many cases in Fig. 4. Furthermore, we point out that since the ordered and unordered model versions share the exact same underlying generative model, and differ only in the prior probability for the group affinities, we should not expect any strong general tendency on how many groups are inferred by either variant: If the network has well-defined groups, they will be uncovered by either model. Otherwise, if the groups are not well defined, as is typical for empirical networks that admit different partitions with similar posterior probability [37], the most appropriate model will contribute with a smaller penalty for a subset of them, making them more likely. Whether the selected partitions have more or fewer groups will depend on details of the network structure. We show this in Fig. 5 where it can be seen that the difference in description length between the DC-OSBM and DC-SBM is a relatively poor predictor of which of them uncovers more groups. The larger prevalence of networks for which DC-OSBM simultaneously provides a shorter description length and a larger number of groups when compared to the DC-SBM is better understood as a characteristic of the network corpus considered, rather than a necessary outcome of the comparison between these models.

VI. CONCLUSION

We have demonstrated how a Bayesian version of the directed degree-corrected stochastic block model (DC-SBM)—which is originally invariant to group label permutations—can be suitably modified allowing the relative ordering of the group labels to be used to achieve improved compression whenever the underlying network is embedded in a one-dimensional latent hierarchy, where most edges tend to follow a preferred direction. The resulting ordered SBM can be used to infer latent hierarchies together with arbitrary preferences between groups. We have investigated how degree correction allows the decoupling from out-/in-degree imbalance and latent hierarchies, thus removing a source of conflation that exists in most methods that attempt to rank nodes in a network.

Furthermore, via model selection we showed how it can be determined if the ordering is in fact statistically supported, or if a better description can be obtained with an unordered model. This allows us to evaluate if the ordering obtained is just the necessary outcome of constraints we impose during inference, or if they indeed provide a more plausible description of the data.

It is easy to imagine possible extensions of the ideas presented here that can reveal more detailed relationships between ranking and community structure. For example, in our model, lateral edges (i.e. those that do not involve a difference in rank) can only occur between nodes of the same group. A potential modification would be to allow lateral edges between nodes of different groups. Going further, we could even completely decouple group membership from rank, and infer the relationship between these properties from the data rather than assume it a priori — at the expense of a more complicated model and inference procedure. We leave such possibilities for future work.
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Appendix A: The directed, degree-corrected SBM

As shown in the main text, and derived in Ref. [29], the microcanonical directed degree-corrected SBM has a likelihood given by

$$P(A|k, e, b) = \prod_r \varepsilon_{rs}! \prod_i k_{i}^{\text{out}}! k_{i}^{\text{in}}! \prod_{ij} A_{ij}! \prod_{r} e_{r}^{\text{out}}! e_{r}^{\text{in}}!$$  \hspace{1cm} (A1)

where $k = \{(k_{i}^{\text{out}}, k_{i}^{\text{in}})\}$ is the imposed out-/in-degree sequence, with

$$k_{i}^{\text{out}} = \sum_j A_{ji}, \quad k_{i}^{\text{in}} = \sum_j A_{ij}$$  \hspace{1cm} (A2)

and $e = \{e_{rs}\}$ being the edge counts between groups, with marginals given by

$$e_{r}^{\text{out}} = \sum_s e_{rs}, \quad e_{r}^{\text{in}} = \sum_s e_{sr}.$$  \hspace{1cm} (A3)

The prior for out-/in-degree sequence is conditioned on the out-/in-degree distributions $\eta^{\text{out}} = \{\eta_{k}^{\text{out}}\}$ and $\eta^{\text{in}} = \{\eta_{k}^{\text{in}}\}$, where $\eta_{k}^{\text{out}}$ ($\eta_{k}^{\text{in}}$) is the number of nodes in group $r$ with out-degree (in-degree) equal to $k^{\text{out}}$ ($k^{\text{in}}$), and is given by

$$P(k|\eta^{\text{out}}, \eta^{\text{in}}) = \prod_r \left[ \prod_{k^{\text{out}}} \frac{\eta_{k}^{\text{out}}}{n_{r}^{k^{\text{out}}}}! \right] \left[ \prod_{k^{\text{in}}} \frac{\eta_{k}^{\text{in}}}{n_{r}^{k^{\text{in}}}}! \right]$$  \hspace{1cm} (A4)

with $n_{r}$ being the number of nodes in group $r$. The out-/in-degree distributions themselves sampled from group-wise uniform distributions,

$$P(\eta^{\text{out}}, \eta^{\text{in}}|e, b) = \prod_r q(e_{r}^{\text{out}}, n_{r})^{-1} q(e_{r}^{\text{in}}, n_{r})^{-1},$$  \hspace{1cm} (A5)

where $q(m, n) = q(m, n-1) + q(m-n, n)$, with boundary conditions $q(m, 1) = 1$ for $m > 0$ and $q(m, n) = 0$ for $m \leq 0$ or $n \leq 0$, is the number of restricted partitions of the integer $m$ into at most $n$ parts.

The non-degree-corrected version of the model can be obtained by replacing the above prior for $k$ with

$$P(k|e, b) = \prod_r n_{r}^{k^{\text{out}}!} \prod_i (k_{i}^{\text{out}})! b_{r,i}^{k_{i}^{\text{out}}} \times n_{r}^{k^{\text{in}}!} \prod_i (k_{i}^{\text{in}})! b_{r,i}^{k_{i}^{\text{in}}}.$$  \hspace{1cm} (A6)

For the partition we have the prior

$$P(b) = P(b|n)P(n|B)P(B)$$  \hspace{1cm} (A7)

$$= \frac{\prod_r n_{r}!}{N!} \left( \frac{N-1}{B-1} \right)^{-1} \frac{1}{N},$$  \hspace{1cm} (A8)

Finally, for the edge counts we have a uniform distribution

$$P(e|B) = \left( \frac{B!}{E} \right)^{-1},$$  \hspace{1cm} (A9)

or a nested sequence of SBMs for the nested version of the model, as described in Ref. [29].

Appendix B: MCMC inference

The inference procedure we use in this work is Markov chain Monte Carlo (MCMC), implemented as follows. Starting from a partition $b$, a new partition $b'$ is proposed with probability $P(b'|b)$ and accepted according to the Metropolis-Hastings criterion [12, 13], i.e. with a probability given by

$$\min \left( \frac{P(b'|A)P(b'|b)}{P(b|A)P(b|b)} \right) \leq 1,$$  \hspace{1cm} (B1)

otherwise it is rejected. If the move proposals are ergodic and aperiodic, repeating the above procedure will eventually sample partitions from the target distribution $P(b|A)$, which needs to be computed only up to a normalization constant. The move proposals we use are the merge-split moves described in Ref. [33] which have very good mixing properties, and allow each sweep of the algorithm (i.e. a number of moves that allow each node to change its membership at least once) to be computed in linear time $O(N + E)$, independent on the number of groups being considered at any given time.

Although the above method can be used indistinguishably for the ordered and unordered SBMs, it is beneficial to modify it in a subtle way for the ordered variant. Since the unordered SBM is invariant to label permutations, the implementation of the above algorithm can be done without taking into consideration which labels are used when a new group is created. On the other hand, with the ordered model, the relative ordering of the newly created group becomes important. Instead of using the
numeric value of the label itself, it is fact more efficient to associate with each label \( r \) an auxiliary real numeric value \( u_r \in [0, 1] \) which establishes its ordering, i.e. \( r < s \) if and only if \( u_r < u_s \). Thus, whenever a new group \( r \) is created, its relative placement is given a new value \( u_r \) sampled uniformly at random in the interval \([0, 1]\). The ergodicity of this auxiliary variable is preserved by allowing the move of the nodes of a group \( r \) to a newly created group \( s \), with a new value of \( u_s \). In this way, we can sample re-orderings of the group labels without actually having to change them.

The above approach will sample partitions from the posterior distribution. To obtain the partition that maximizes it, we need simply to add an inverse temperature parameter \( \beta \), i.e. \( P(b|A) \rightarrow P(b|A)^{\beta} \), and compute the limit \( \beta \rightarrow \infty \), which means we only accept a move proposal if it strictly increases the posterior probability.

A C++ implementation of the above algorithm is available as part of the graph-tool library [41].

Appendix C: Network data

In table [1] we list the network data used in this work, which are freely available from the Netschleuder repository [45].
Table I: Directed network data used in this work, indexed in increasing order of minimum description length (in accordance with Fig. 7), together with the number of nodes $N$ and edges $E$, the description length in bits obtained with the four model variants, as well as the model with the shortest description length.