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Abstract

Data parallel training is the most widely used approach to speed up neural network training by leveraging the compute resources of multiple devices (e.g., multiple GPUs). Increasing the number of devices brings more computational power but also incurs additional communication overhead because typical implementations synchronize the model parameter copies across all devices at every step. Codistillation is a complementary approach that aims to synchronize the functions represented by the neural networks at different devices without necessarily requiring that all device have precisely the same parameters, leveraging the fact that over-parameterized neural nets can generally represent the same function in many different ways. In this work, we demonstrate that scaling training by incorporating 2-way codistillation (i.e., codistilling two models, using $X$ devices per model) consistently achieves comparable accuracy to standard data parallel training using $2X$ devices, while communicating up to $1000\times$ fewer bits per iteration. We also reveal potential challenges with scaling to $n$-way codistillation ($n > 2$) and show how these challenges relate to problem-specific characteristics of the model architecture and the dataset.

1 Introduction

Several recent improvements in the performance of machine learning models can be attributed to scaling the training of neural network models \[5, 7, 9, 10, 14, 16, 18, 23, 25\]. Most approaches for scaling up training leverage some form of data parallelism (using multiple workers to compute gradients on different training samples in parallel), and the most common approach to data-parallel training is synchronous first-order optimization.

In synchronous data-parallel, several devices (e.g., GPUs) are used to accelerate training. Each device holds a copy of the model being trained, and the copies of these models are kept synchronized throughout training. In one step of a typical implementation, every device computes a gradient using different samples, the gradients are averaged across all devices (e.g., via an `all_reduce` operation), and then each device locally performs an optimizer step using the average gradient. Since the devices
use the average gradient in the optimizer step, and assuming the parameters at every device are initialized to the same value, the parameters remain synchronized after every step.

Increasing the number of devices, while keeping the per-device batch size fixed, increases the effective (total) batch size used for updates. This reduces the gradient’s variance and may allow increasing the learning rate. In the ideal case, when doubling the number of devices, the learning rate can also be doubled and the total number of updates needed to reach a desired level of accuracy is halved, resulting in a linear speedup. In practice, this scaling has only been observed to hold until reaching a problem-dependent critical batch size, and more generally there are diminishing returns when increasing the batch size [9, 15].

Synchronizing the full model parameters at every iteration incurs a substantial communication overhead, and a variety of approaches have been proposed to reduce this overhead, including quantizing or compressing gradients before synchronizing them [1], synchronizing periodically rather than on every update [24], and only synchronizing among subsets of devices [4]. While each of these strategies reduces the communication overhead per update, they also introduce some additional error which can impact the resulting model quality or training time.

It is well-known that due to symmetries inherent to typical neural network structures, overparameterized neural network models can represent the same function in many different ways (i.e., with many different parameter values) [8]. Codistillation [3, 27] is another approach to distributed training that aims to train models in parallel so that they represent the same function (mapping inputs to predictions), without requiring that the models necessarily have the same parameters. This is accomplished by adding a distillation loss that penalizes the predictions made by one model when they differ from the other models. Codistillation and synchronous data-parallel training are complementary, in that one could codistill $n$ models while using $X$ devices per model.

Previous work [3] introduced codistillation for distributed training and demonstrated it can be effective in specific scenarios. In one set of experiments (training a language model on CommonCrawl), the training dataset is so large that training terminates before a single pass is completed over the data. In another experiment (training ResNet50 on ImageNet), multiple passes are made over the training set, but the batch size is larger than the known critical batch size, and the resulting accuracy achieved is thus also lower than what could be achieved using a smaller batch size. Despite these particularities, both sets of experiments serve to demonstrate that codistillation is promising for distributed training. We also note that the experiments in [3] focus on 2-way codistillation; i.e., codistilling only $n = 2$ models, with multiple devices per model.

In this paper, we further investigate codistillation for distributed training. First, we consider the typical training scenarios where multiple passes are made over the training set with a total batch size lower than the critical batch size (training ResNet50 on Imagenet and a transformer-based machine translation model). In this setting, we show that 2-way codistillation can achieve a linear scaling relationship in that when using $2X$ devices per model one can half the number of training updates without loss in accuracy. This is consistent across image classification and machine translation workloads. Moreover, this is achieved while communicating up to $1000 \times$ fewer bits per iteration than standard data-parallel training.

We also consider $n$-way codistillation with $n > 2$, and the results are mixed. While it is possible that codistilling $n > 2$ models leads to higher accuracy for some problems, on other problems $n$-way codistillation is no better than 2-way codistillation. Building on recent work [2] towards understanding ensembling and distillation, we conduct experiments that help elucidate conditions where one may expect $n$-way codistillation to enhance performance; roughly speaking, $n$-way codistillation helps when it is possible for different models to learn distinct sets of features that may be useful for making predictions on the dataset.

## 2 Codistillation: Background and Related Work

Codistillation is proposed as a mechanism for sharing information between multiple models being trained concurrently [3, 27]. In the typical student-teacher distillation [13], there are two phases: first, a teacher model is trained using standard supervised learning, and then a student model is trained to predict the outputs of the teacher model while the teacher’s parameters are kept fixed. In contrast, when two or more models codistill, there is only one phase, and in addition to minimizing the usual
supervised loss on the training data, an additional loss term is used to share knowledge between the models by encouraging each model to make similar predictions to the other(s).

Codistillation, as described in [27], is shown in Algorithm 1. Here, $n \geq 2$ models are trained concurrently. The $i$th model is updated on line 4 by taking a gradient step to minimize the combination of a standard supervised loss function $L$ (e.g., cross-entropy or MSE) and a distillation-like loss $D$ which penalizes differences between the predictions made by model $i$ and those made by model $j$, averaged over all other models $j \neq i$. Zhang et al. [27] and Anil et al. [3] both report using Kullback-Liebler (KL) divergence for $D$ in their experiments, and they do not explicitly include a penalty parameter $\alpha^k$, instead (implicitly) taking $\alpha^k = 1$ for all $k$.

3 Implementation Options and Communication Overhead

There are multiple ways that Algorithm 1 may be implemented, and the implementation generally impacts the communication overhead. One approach, suggested in [3], is to exchange model checkpoints. Then at each iteration, a device implementing updates for one model (e.g., $i = 1$) will compute $n$ forward passes, one for $f_{\theta_i}(x)$ and $n - 1$ for $f_{\theta_j}(x)$, $j \neq i$, and the device will only compute the backward pass with respect to $\theta_i$ and update those parameters. Communicating model checkpoints is expensive, so Anil et al. [3] propose to only exchange checkpoints periodically, e.g., after every 50 updates. Consequently, the predictions from model $j$ used as targets in the distillation loss when updating model $i$ will be based on a stale copy of model $j$, but it is argued that predictions change more slowly than model parameters during training, so codistillation should be reasonably tolerant to staleness [3], and hence is amenable to asynchronous implementation. Moreover, the communication of checkpoints can be overlapped with other operations, and the new model swapped in at the next iteration after it has been received.

An alternative implementation has each device compute a single forward pass and then communicate the predictions. This approach requires that the devices training different models use coordinated sampling so that they process the same mini-batch $(x, y)$. Communicating predictions typically requires many fewer bits than communicating the entire model. However, in addition to requiring coordinated sampling, this approach introduces a synchronization point at every update, since a device cannot compute the backward pass until it has received all predictions needed to compute the distillation loss. For this reason, one may consider only periodically communicating predictions to reduce overhead, and then omit the distillation loss term in line 3 on iterations where they are not communicated.

Let $b_{\text{model}}$ denote the number of bits required to represent the model parameters, let $b_{\text{predictions}}$ denote the number of bits to represent model predictions on a single training sample, and let $B$ denote the per-device batch size. For example, a ResNet50 model predicting 1000 classes and using 32-bit floating point will have $b_{\text{model}} = 8 \times 10^8$ bits, and $b_{\text{predictions}} = 3.2 \times 10^4$. In an optimized implementation of all_reduce (e.g., ring-based or tree-based), each device communicates $C_{\text{AR}} = 2b_{\text{model}}$ bits per iteration. Codistillation with checkpoints communicated every $T$ iterations has every device communicate $(n - 1)b_{\text{model}}/T$ bits per iteration, on average, which can be smaller than $C_{\text{AR}}$ if $(n - 1)/T < 2$, e.g., if $n$ is small and $T$ is sufficiently large. Codistillation with predictions communicated every $T$ iterations has every device communicate $(n - 1)b_{\text{predictions}}B/T$ bits per iteration, on average.
Figure 1: Training ResNet50 on ImageNet using 2-way codistillation with batch size 256 per model. We investigate different ways of implementing codistillation, either by periodically communicating model checkpoints (parameters) or periodically communicating predictions. Different points on the codistillation curves correspond to different communication periods; when communicating predictions, from right to left we consider communicating every 1, 5, 10, and 100 iterations, and when communicating checkpoints we consider every 625, 1250, 2500 and 5000 iterations. Compared to standard data-parallel training (all_reduce), codistillation with predictions achieves comparable top-1 validation accuracy (76.1%) while communicating $1000 \times$ fewer bits per iteration. Following [9], we use batch size 32 per GPU, so all methods use 16 GPUs in total, and all methods train for the same number of iterations. For additional information about hyperparameters and experimental setup see Section 4.1.

Figure 1 illustrates the accuracy-communication trade-off when training a ResNet50 on ImageNet. All methods train for the same number of updates per model, corresponding to 90 epochs of standard data-parallel training. Following [9], we use batch size 32 per GPU, and thus all methods use 16 GPUs in total (8 GPUs per model in 2-way codistillation). In codistillation, each model is trained using 8 GPUs that reside on the same server. Since communication between devices on different servers is much more expensive than between devices on the same server, the figure only counts communication between servers. Additional information about the experimental setup, including other hyperparameters, is discussed in Section 4.1. For the remainder of the paper, unless otherwise mentioned, codistillation refers to the implementation communicating predictions.

4 Two-way Codistillation

The previous section focused on various design tradeoffs arising when implementing codistillation. Next, in this section we demonstrate linear scaling of two-way codistillation in terms of number of iterations to achieve a target accuracy. Initially we focus on training various image classification models on ImageNet, and then we also discuss a machine translation task.

4.1 Image Classification on ImageNet

Goyal et al. [9] demonstrate that all_reduce-based data-parallel training can scale linearly when training ResNet50 on ImageNet. When doubling the number of GPUs, the effective (total) batch size per iteration doubles, so to achieve linear scaling the number of total iterations is reduced by half. In order to halve the iterations without losing accuracy, a number of techniques are introduced in [9], with the main ones being learning rate warm-up and linear learning rate scaling (i.e., the peak learning rate increases in proportion to the total batch size).

We begin by adopting a similar training setup. Our all_reduce baseline uses the same hyperparameters, including the step-wise learning rate schedule, suggested in [9], and after 90 epochs it achieves a top-1 validation accuracy of 76.13% (as shown in [9]).

When training with codistillation, we adopt the same learning rate warm-up and linear learning rate scaling strategies. Figure 2(a) and (b) show training and validation curves comparing all_reduce with 2-way codistillation. For 2-way codistillation we also use a step-wise learning rate strategy—decreasing the learning rate three times, by 0.1 each time—and we optimize the schedule for codistillation, finding that it is better to decrease the learning rate later in training.
Figure 2: (a) and (b): Comparing the performance of ResNet50 models trained using `all_reduce` and codistillation on the ImageNet dataset. We codistill two models using batch size 256 for each, and the model trained with `all_reduce` uses batch size 512. All experiments are run on 16 GPUs. We report the (a) training loss and (b) top-1 validation accuracy. We observe that compared to `all_reduce`, the model trained with codistillation (with fixed weight decay or w.d.) underfits, and obtains a higher training loss and lower top-1 accuracy. Using a variable weight decay (decaying over time) narrows the performance gap, with the `all_reduce` model only marginally better than the codistillation model. (c): Codistillation scales well across multiple values of batch size per model. Each time we double the batch size per model, we scale the learning rate schedule by a factor of two and perform half the number of updates. We report the validation accuracy across a wide range of batch sizes.

Figure 3: Comparing `all_reduce` and codistillation for ResNet50 and ResNeXt101 models on the ImageNet dataset, using a cosine learning rate schedule [11]. We observe that the final validation performance for the two approaches is very close, confirming that codistillation works consistently across different learning rate schedules.

In order to achieve performance on par with `all_reduce`, we also find that it is necessary to impose a schedule on L2 regularization for codistillation. This is because codistillation also acts as a regularizer, and while some L2 regularization helps stabilize the early phase of training, if it remains constant during training then this leads to over-regularization and lower validation accuracy. Thus, we set the L2 regularization parameter to $5 \times 10^{-4}$ initially (as in [9]), and it is reduced to $10^{-5}$ after the first learning rate decay, and to 0 after the second learning rate decay.

Figure 2(c) shows that the possibility to reduce the number of training iterations by half when doing 2-way codistillation is not specific to the specific case of using batch size 256 per model, and in fact the same performance holds across a range of batch sizes per model (corresponding to different numbers of GPUs per model). In all cases, the number of iterations per model is scaled in proportion to the number of GPUs (and hence the batch size). See Appendix A.4 for additional related results.

Next, we demonstrate that the same strategy performs well when training other architectures and with other learning rate schedules. Specifically, we also train a ResNeXt101 model, and we use a half-cosine learning rate schedule [11] instead of the step-wise schedule. We use the same L2
4.2 Neural Machine Translation

Next we evaluate codistillation for training transformer models for machine translation. Specifically, we train the “big” transformer model [25] (6 blocks in the encoder and decoder networks) on the WMT’16 En-De translation dataset, following the setup described in [19]. In Fig. 4, we observe that the model trained with codistillation reaches a similar validation loss as the model trained with all_reduce. For training such models it is more common to use label smoothing for regularization, rather than L2. Similar to the image classification experiments mentioned above, we decay the amount of label smoothing applied during training to obtain this result, as maintaining constant label smoothing also leads to overfitting and degraded performance; see Appendix A.5 for details. This confirms that codistillation with adjusted regularization schedule also extends to other workloads. The corresponding training plot is shown in Fig. 12(a) in the appendix.

5 n-way Codistillation

Next we investigate the performance of codistillation when scaling to \( n > 2 \). When increasing the number of models being codistilled, we may either hope to get the same accuracy after fewer updates (e.g., towards traditional linear scaling), or we may hope to achieve better accuracy after the same number of updates (e.g., via an ensembling effect). We explored both cases and found that: (i) with fewer updates (e.g., halving the number of updates per model when going from \( n = 2 \) to 4), codistillation achieves much worse accuracy (Fig. 17), and (ii) even when performing the same number of updates after increasing \( n \), we do not always observe noticeable gains.

To illustrate the second point, we first consider an experiment where we compare 2-way and 4-way codistillation of transformer models for machine translation on the IWSLT dataset. In this case we observe some performance improvements (lower validation loss) when increasing \( n \) (Table 2 in the Appendix). In contrast, in Fig. 5 we compare 2-way and 4-way codistillation of ResNet50 models on ImageNet and observe that there is no difference in performance when increasing \( n \). This motivates us to better understand when we may expect to reap some benefits from using codistillation.

5.1 A multi-view perspective

Intuitively, from line 4 in Algorithm 1 one may expect benefits from increasing \( n \) if the different models that are codistilling make sufficiently different predictions to provide informative training signal. In general, one may also expect to see diminishing returns when increasing \( n \). Allen-Zhu and Li [2] propose the so-called “multi-view” hypothesis in the context of traditional ensembling.
Motivated by the multi-view hypothesis, we conduct the following experiment to confirm it also applies to $n$-way codistillation. To create a controlled setting where we know the problem contains multi-view structure, we use the CIFAR-10 dataset [17] and begin with a pre-trained Wide-Resnet (28x10) model, following the setup described in [2]. We freeze the weights of the first bottleneck layer and reset the weights of all subsequent layers. Then we split the output channels of the first bottleneck layer into 8 splits. The bottleneck layer of a Wide-Resnet (28x10) model contains 160 channels, and so each split contains 20 ($=160/8$) channels. Now we consider $n$-way codistillation, with $n \in \{2, 4, 8\}$, and where each model is modified to only receive one of the splits after the first bottleneck layer. All the layers, other than the first frozen bottleneck layer, are trained. Because the splits come from a pre-trained model, we know that a model with access to all 160 channels after the full bottleneck is capable of achieving strong performance (top-1 accuracy of 94.92%). When the different models being codistilled have the first bottleneck frozen to these pre-trained parameters and they use distinct splits, we also know that the models are receiving different views of the data.

In Fig. 6, bars from the “pretrained, frozen” group show the results of this experiment. The performance with $n = 1$ provides the average performance when training a modified model that only receives one of the 8 splits, and provides a lower bound on performance. When we enforce the multi-view structure by keeping the weights of the first bottleneck layer frozen throughout training, we see that codistilling more models consistently improves performance when increasing $n$, confirming that one may expect codistillation to work well when the problem contains multi-view structure. The next question we ask is: is it sufficient to enforce the multi-view structure only at the start of the training or does it need to be enforced throughout training. Practically speaking, is it sufficient to start with the pretrained bottleneck layer or do we need to keep the layer frozen throughout training? In Fig. 6, bars from the “pretrained, not frozen” group show the results of this experiment. We observe a performance improvement from 2-way codistillation to 4-way codistillation but beyond that, the performance increase is negligible. This observation suggests that the multi-view structure needs to be maintained throughout training. Finally, we want to study the effect of increasing $n$ when we train the model from scratch. Bars from the “random init” group show the results of this setting. All models are trained with the same one split of the data. We observe that while we are able to improve performance by increasing $n$ to 4, performance degrades as we increase $n$ to 8. These results suggest that as we increase $n$, codistillation helps to improve performance as long as the “multi-view” hypothesis holds for the problem setup. Pretraining (followed by splitting the features) can be a good...
strategy to get data with “multiple views”, but just initializing the training with “multi-view” data is likely not sufficient when scaling codistillation to multiple models.

5.2 Multiple views from multiple architectures

The experiment discussed in the previous subsection suggests that when multi-view structure is present in the problem (a combined feature of the training dataset and model architecture), when codistilling multiple copies of the same architecture it may be possible for the codistilled models to benefit from this structure. One approach to potentially injecting multi-view structure could be to codistill different architectures. We test this hypothesis by codistilling between ResNet18, ResNet50 and ResNext101 models on the ImageNet dataset. As shown in Fig. 14 (in Appendix), the performance of the ResNet50 model improves compared to the case where the model is trained only with ResNet50 models (either in all_reduce or 2-way/4-way codistillation). The gain in performance of ResNet50 could happen either because: (i) we are using different architectures, (ii) we are codistilling > 2 models or both (i) and (ii). We design another experiment to understand why codistillation performs well in this case. Specifically, we perform 2-way codistillation between a ResNet50 and ResNext101 model. If we do not see any performance improvement, then we can conclude that the performance benefit is because of (ii) i.e codistillation between more than > 2 models. In Fig. 15 we report that the ResNet50 model achieves a much better performance with this new 2-way setup as it would with the earlier 3-way setup. This observation suggests that the earlier performance gain was due to codistillation with a larger model and not because of codistillation between > 2 models. Infact, codistilling with a smaller ResNet-18 model (while also codistilling with the larger ResNext-101 model) could likely over-regularize the model, as seems to be the case here. This observation suggests that while codistilling with a larger model is better in practice than codistilling with a smaller model, it may not help to scale codistillation to n > 2 models, thus leaving it an open problem.

6 Trade-offs With Codistillation

So far, we have focused on evaluating codistillation’s feasibility for distributed training, understanding how it works, how it affects the training dynamics, if it can be scaled by adding more workers (per model) or by increasing the number of codistilled models. In this section, we highlight the different trade-offs of codistillation and if/when it can be used as an alternative to all_reduce. While we mention some limitations of codistillation, we do not view them as failures of codistillation. We believe that these current limitations are opportunities for improving our understanding of codistillation and making it more viable for distributed training.
1. Codistillation may not completely replace all_reduce. Both our work and previous works [3] used codistillation along with all_reduce (i.e. when codistilling multiple models, each model is trained using all_reduce). We showed that it is difficult to scale codistillation to more than 2 models. This observation suggests that using codistillation to fully replace all_reduce, for example by replacing all_reduce between 16 devices by codistillation between 16 models (each model using one device), is not likely to work in practice.

2. While 2−way codistillation can be competitive with all_reduce setup (Fig. 3), and can be scaled to work with a large number of workers (Fig. 2(c)), codistillation can also introduce some unintended effects in the training dynamics (like regularization effect).

3. Codistillation can reduce the communication between the models (Fig. 1). However, it may not necessarily lead to faster training (in terms of wall clock time). Any performance benefit (in terms of wall clock time) depends on additional parameters such as the size of the model (large enough models are likely to benefit more) and bandwidth of the communication channel (more benefits with slower bandwidth).

4. Codistillation introduces an additional hyper-parameter $\alpha$. However, this may not be a major concern as it is relatively easy to tune.

5. Scaling codistillation to $n > 2$ models presents several challenges related to problem-specific characteristics of the model architecture and the dataset (Fig. 6).

6. Codistillation provides a weaker yet more flexible synchronization mechanism as compared to all_reduce, thus enabling many interesting applications. For example, codistillation can be used to increase the performance of a given model by codistilling it with a larger model. This is similar to the benefit we obtain by creating an ensemble of different models but has the additional advantage that only one model is needed during inference.

### 7 Conclusion

In this work, we demonstrate for the first time (to the best of our knowledge), that models trained with codistillation can perform as well as models trained with traditional parallel SGD methods (while using comparable computational resources). Complementing existing works, we study how codistillation affects the training dynamics. We highlight the regularizing effect of codistillation and show that accounting for this effect is essential for obtaining good performance using codistillation. We show that while codistillation can be scaled by using more devices per model (similar to how parallel SGD methods are scaled), it is much harder to scale codistillation by increasing the number of codistilling models for many workloads.

There are several exciting and potentially impactful directions for extending our understanding of codistillation. While we demonstrated some examples where codistillation can bring performance improvements with $> 2$ models, there are other examples where $(n > 2)$-way codistillation is no better than 2−way codistillation. It is not clear if something can be changed in the training setup (e.g., changing how models are initialized) so that $n$−way codistillation can provide improved performance more consistently. Codistillation reduces the number of bits to be communicated while training the model. It will be interesting to study the full impact of this reduction in the case of training on low-resource devices. The loosely synchronized nature of codistillation opens up interesting possibilities such as codistillation between different architectures and/or models trained on different datasets. An interesting follow up would be study how this flexibility can be leveraged for improving generalization (or robustness) properties of the models.

**Broader Impact.** Large-scale machine learning models have several important social benefits like improved language translation (making information accessible to more people) and hateful content detection at scale. At the same time, training such models introduces several challenges - from the availability of compute resources and data to utilizing these resources efficiently and effectively. Data parallel training is the dominant technique for scaling neural network training. Large-scale distributed training also has environmental implications [12]. In this work, we study a complementary approach called codistillation that can be used with data parallel training techniques to speed up training by reducing the communication overhead when training models. We note that there are several other challenges (like fairness, bias etc) that arise when using large-scale models in practice. While it is
very important to study and understand these challenges, addressing these challenges will require developing complementary techniques that are beyond the scope of codistillation.
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A Appendix

A.1 Implementation Details

A.2 Dataset Details

We use the following datasets:

1. ImageNet Dataset\(^1\) is an image database organized as per the WordNet hierarchy. The most commonly used subset of ImageNet is the 1000-class subset\(^2\) and is the subset used on this work as well. The full ImageNet dataset has some classes that may lead to problematic behaviors in the trained models. In 2020, about 2702 synsets in the “person” subtree were removed to account for this possibility.\(^3\) However this update does not affect the 1000 class subset that we are using.

2. CIFAR-10\(^4\) is a labeled subset of the 80 million tiny images dataset\(^5\). It consists of 60000 32x32 colour images in 10 classes, with 6000 images per class. There are 50000 training images and 10000 test images.

3. IWSLT’14 German to English Dataset\(^6\) has about 153k/7k/7k parallel sentences as training/dev/test. Vocabulary size is 32K symbols.

4. WMT’16 English to German Dataset\(^7\) has about 4.56M/3K/2.6K parallel sentences as training/dev/test. The training data is combined from Europarl v7, Common Crawl, and News Commentary v11. Vocabulary size is 32K symbols.

A.3 Implementation Details

The code for all experiments is implemented using PyTorch\(^8\). All experiments are run for 3 seeds and plots report the average over all seeds. The codistillation loss is the mean squared error between the logits of the two models (without centering them, as we found in preliminary experiments that centering yielded similar results).

License

1. ImageNet: https://www.image-net.org/download.php
2. CIFAR: https://www.cs.toronto.edu/kriz/cifar.html
3. IWSLT-14: https://sites.google.com/site/iwsltevaluation2014/data-provided
4. WMT’16 Englsih to German: http://www.statmt.org/wmt16/translation-task.html
5. PyTorch: https://github.com/pytorch/pytorch/blob/master/LICENSE
6. PyTorch-Examples: BSD 3-Clause https://github.com/pytorch/examples/blob/master/LICENSE
7. FairSeq: MIT License https://github.com/pytorch/fairseq/blob/master/LICENSE
8. OmegaConf: BSD 3-Clause https://github.com/omry/omegaconf/blob/master/LICENSE

ImageNet Experiments  The experiments involving the ImageNet dataset are based on the setup proposed in\(^9\). We use a constant value for $\alpha$, i.e., $\alpha^k = 1$ for all $k$. All the experiments are run on Volta100 16 GB GPU with a batch size of 32 per GPU (unless specified otherwise).

\(^1\)https://www.image-net.org/index.php
\(^2\)https://www.image-net.org/update-mar-11-2021.php
\(^3\)https://www.cs.toronto.edu/kriz/cifar.html
\(^4\)http://www.statmt.org/wmt16/translation-task.html
\(^5\)https://pytorch.org/
Figure 8: Comparing the top-1 validation accuracy for the all_reduce and codistillation setups for ResNet50 and ResNeXt-101 models (respectively) on the ImageNet dataset, with decreasing weight decay and a shifted learning rate decay scheduled compared to [9]. Both methods achieve similar values of top-1 validation accuracy. The corresponding training losses are shown in Fig. 9.

**Neural Machine Translation Experiments** The experiments for translation tasks use the FairSeq library [20]. These experiments are based on the setup proposed in [19]. We increase $\alpha^k$ by a factor $\gamma = 1.1$ every epoch. When training the translation models with codistillation, we explicitly reduce the amount of regularization (to account for regularization added by codistillation) by removing the label smoothing loss. All the experiments are run on Volta100 32 GB GPU with 3854 tokens per GPU.

**A.4 Additional Results When Using Codistillation For Distributed Training For Vision**

**A.4.1 Demonstrating Regularization Effect**

In Fig. 7, we compare the change in the norm of the parameters (since initialization) for models trained with codistillation (with constant weight decay as described in [3]) with the models trained with all_reduce. We observe that when training with codistillation, the parameters remain closer to their initial values, thus demonstrating the regularizing effect of codistillation.

**A.4.2 Evaluating Codistillation For Different Models**

In Fig. 9, we plot the training loss for the ResNet50 (Fig. 9(a)) and ResNeXt101 (Fig. 9(b)) models for the ImageNet dataset, following the setup described in Section A.4 (based on the setup proposed in [9]) and accounting for the regularization effect. Specifically, [9] recommends using a constant $L2$ weight decay set to $10^{-4}$ throughout training. Keeping the initial value of this weight decay to $10^{-4}$, we reduce it to $10^{-5}$ after the first learning rate decay and further to 0 after the second learning rate decay. We also modify the learning rate schedule from [9], which is based on how the training loss changes (and saturates) during training. Due to the regularization effect of codistillation, we observe that the

---

6https://github.com/pytorch/fairseq/releases/tag/v0.9.0
Figure 9: Comparing the training loss for the all_reduce and codistillation setups for ResNet50 and ResNeXt-101 models (respectively) on the ImageNet dataset, with decreasing weight decay and a shifted learning rate decay scheduled compared to [9]. While the all_reduce setup reaches a lower training loss, the performance on the validation dataset (in terms of top-1 validation accuracy) is very similar for the two setups (for both models) as shown in Fig. 8.

A.4.3 Evaluating Codistillation for Different Learning Rate Schedules

Figure 10: Comparing the training loss for the all_reduce and codistillation setups for ResNet50 and ResNeXt-101 models (respectively) on the ImageNet dataset, using the cosine learning rate schedule proposed in [11]. While the all_reduce setup reaches a lower training loss, the performance on the validation dataset (in terms of top-1 validation accuracy) is very similar for the two setups (for both models) as shown in Fig. 8.

So far, the ImageNet experiments in Section A.4 used the step-wise learning rate schedule described in [9]. We want to ascertain that our findings are not dependent on this specific learning rate schedule. Hence we train the ResNet50 and ResNeXt101 models with the cosine learning rate schedule [11]. In Fig. 8, we observe that the final validation performance for the two approaches is very close, confirming that codistillation works consistently across different learning rate schedules. The corresponding training loss plots are shown in Fig. 10.
Figure 11: Codistillation scales well across multiple values of batch size per worker. Each time we double the batch size per worker, we scale the learning rate schedule by a factor of two and perform half the number of updates. We do not observe any significant degradation in the training loss across a wide range of batch sizes. The training loss values are also reported in Table 1.

| Batch Size | Training Loss | Validation Accuracy |
|------------|---------------|---------------------|
| 2 × 128    | 1.12          | 75.61               |
| 2 × 256    | 1.08          | 75.82               |
| 2 × 512    | 1.12          | 75.51               |
| 2 × 1024   | 1.13          | 75.45               |
| 2 × 2048   | 1.14          | 75.26               |

Table 1: Codistillation scales well across multiple values of batch size per worker. Each time we double the batch size per worker, we scale the learning rate schedule by a factor of two and perform half the number of updates. We do not observe any significant degradation in the training loss across a wide range of batch sizes. Fig. 11 and Fig. 2(c) shows how the training loss and validation accuracy evolves over time respectively.

A.4.4 Scaling the Number of Workers for Codistillation

In synchronous SGD (all_reduce), more workers can be added to increase the effective batch size (summed across all workers). The increased batch size reduces the gradient’s variance and the model can be trained with a larger learning rate and fewer steps, while maintaining a similar level of accuracy [9]. In Fig. 11, Fig. 2(c) and Table 1, we demonstrate a similar effect with codistillation. As one doubles the batch size per worker (and hence doubles the effective batch size), the learning rate can also be doubled and the model reaches similar performance in half the number of steps.

A.5 Codistillation Works Beyond Vision

So far, all our experiments have focused on the ImageNet dataset and the ResNet family of models. Next, we evaluate the codistillation mechanism for neural machine translation (NMT). Specifically, we train the “big” transformer model [25] (6 blocks in the encoder and decoder networks) on the WMT’16 En-De translation dataset, following the setup described in [19]. We explicitly reduce the amount of regularization (to account for regularization added by codistillation) by removing the label smoothing.

| n | BLEU Score |
|---|------------|
| 1 | 33.12      |
| 2 | 33.20      |
| 4 | 33.53      |
| 8 | 33.94      |

Table 2: $n$−way Codistillation improves performance on the IWSLT-14 German to English dataset as $n$ is increased while keeping the number of updates per device to be the same.
loss. Reducing the explicit regularization is important for achieving performance comparable to all_reduce. This observation is in line with our previous observations on convolutional models.

In Fig. 12(a) we observe that the model trained with codistillation reaches a similar validation loss as the model trained with all_reduce. This confirms that codistillation with adjusted regularization schedule also extends to NMT.

In Fig. 12(b) we plot the training loss of the all_reduce and codistillation setups on the WMT’16 En-De dataset. We observe that codistillation has a higher training loss, but almost matches the validation loss of all_reduce as shown in Fig. 12(a).

![Figure 13](image13.png)

(a) Training Loss with ResNet50
(b) Validation Accuracy with ResNet50

Figure 13: Comparing the training loss and validation accuracy (respectively) on the ImageNet dataset for training a ResNet 50 model using all_reduce and codistillation. We consider two variants of codistillation - (i) exchanging model replicas (or checkpoints), and (ii) exchanging model predictions. These two implementations are described in Section 3. We observe that codistillation can be competitive to all_reduce setup. In Fig. 1, we show that codistillation requires communicating upto ×1000 fewer bits. Taken together, the two observations highlight that codistillation requires communicating orders of magnitude fewer bits while obtaining comparable performance to all_reduce.

A.6 Codistillation between multiple architectures

A.7 Codistillation Helps Reduce Overfitting

Section A.4 illustrated that applying codistillation in addition to other forms of regularization can result in over-regularizing, and progressively reducing the explicit regularization helps improve training and generalization. This section further explores the regularizing effect of codistillation by examining settings where we expect the model to overfit.
Figure 14: Comparing the training loss and validation accuracy (respectively) on the ImageNet dataset for 3-way codistillation with same or different architectures.

(a) Training Loss with ResNet50
(b) Validation Accuracy with ResNet50

Figure 15: Comparing the training loss and validation accuracy (respectively) on the ImageNet dataset for 3-way vs 2-way codistillation with different architectures.

(a) Training Loss with ResNet50
(b) Validation Accuracy with ResNet50

We simulate a scenario where the ResNet50 model is likely to overfit in a controlled way by training the model using only a fraction of the full ImageNet training set. When training on $(1/k)$th of the training set, we multiply the number of epochs by $k$ so that the total number of model updates performed is the same as when training with the full training set. The learning rate and weight decay schedules are also modified accordingly. As we train on less data, we expect the model to overfit, i.e., to obtain lower training loss and lower validation accuracy.

In Fig. 16, we indeed observe that overfitting occurs when using less training data. However, the overfitting is less severe when training using codistillation, providing further support for the hypothesis that codistillation acts as a regularizer.

An interesting side-effect of this observation is that codistillation could be an interesting alternative to all_reduce for training over-parameterized models. We verify this hypothesis by training a “big” Transformer model for a small NMT dataset (IWSLT 2014 German-English translation dataset that contains 153K training sentences, 7K development sentences, and 7K test sentences). The model trained with codistillation achieves a validation NLL of 2.31 whereas the model trained with all_reduce reaches a validation NLL of 2.37.
Figure 16: Final validation top-1 accuracy and training loss of a ResNet-50 model when trained using a fraction of the full training data. We observe as smaller fractions of training data are used (and model starts overfitting), codistillation setup increasingly improves over the all_reduce setup in terms of validation accuracy.

Figure 17: Effect of increasing $n$ while using a fixed number of update steps per model (i.e. reduced number of steps per device). As we increase $n$, the performance of codistilled model deteriorates.