Model independent extraction of the proton magnetic radius from electron scattering
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Abstract

We combine constraints from analyticity with experimental electron-proton scattering data to determine the proton magnetic radius without model-dependent assumptions on the shape of the form factor. We also study the impact of including electron-neutron scattering data, and $\pi\pi \rightarrow N\bar{N}$ data. Using representative datasets we find for a cut of $Q^2 \leq 0.5$ GeV$^2$, $r_M^p = 0.91^{+0.03}_{-0.06} \pm 0.02$ fm using just proton scattering data; $r_M^n = 0.87^{+0.04}_{-0.05} \pm 0.01$ fm adding neutron data; and $r_M^{\pi\pi} = 0.87^{+0.02}_{-0.02}$ fm adding $\pi\pi$ data. We also extract the neutron magnetic radius from these data sets obtaining $r_M^n = 0.89^{+0.03}_{-0.03}$ fm from the combined proton, neutron, and $\pi\pi$ data.
1 Introduction

The first indication of the composite nature of the proton was the measurement of the magnetic moment of the proton by Frisch and Stern in 1933 \[1\]. As described by Otto Stern in his Nobel prize lecture, “The result of our measurement was very interesting. The magnetic moment of the proton turned out to be about 2.5 times larger than the theory predicted. Since the proton is a fundamental particle - all nuclei are built up from protons and neutrons - this result is of great importance. Up to now the theory is not able to explain the result quantitatively.” \[2\]. This statement is to some extent still true today. The response of the proton to electromagnetic field is described by two form factors, one “electric” \(G_E\) and one “magnetic” \(G_M\). The magnetic moment of the proton is just the value of \(G_M\) at zero 4-momentum transfer squared. Viewed as a Taylor series, the magnetic moment is the first in an infinite list of numbers needed to describe the response of the proton to a magnetic field. The next number would be the slope of the magnetic form factor at zero, which is related to the magnetic radius of the proton. For the electric form factor the value at zero is the total charge of the proton in units of \(e\), and the slope at zero defines the charge radius of the proton. The electric and magnetic radii of the proton are therefore as fundamental as the charge and magnetic moment of the proton. Currently, we cannot determine them accurately from theory, although lattice QCD is making progress on this issue, see for example \[3\]. We can measure them from experiment.

The determination of the charge radius of the proton has received considerable attention in the last few years as a result of the discrepancy between the extraction of the charge radius of the proton from muonic and regular hydrogen. The measurement reported by the CREMA collaboration in \[4\] has found \(r_E^p = 0.84184(67)\) fm, and more recently \[5\] \(r_E^p = 0.84087(39)\) fm. Both of these muonic hydrogen extractions are in conflict with the CODATA 2010 \[6\] value \(r_E^p = 0.87580(770)\) fm, based on only hydrogen and deuterium spectroscopic data. This discrepancy is often referred to as the “proton radius puzzle”.

The discrepancy has generated considerable debate. The discussion has focused on the one hand on recalculation of the theoretical input to the extraction of \(r_E^p\) from muonic hydrogen and on modifications of the theoretical calculation such as proton structure effects, e.g. \[7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57\], and on effects of new physics, e.g. \[58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75\] on the other.

Apart from regular and muonic hydrogen, electron proton scattering data also allows to measure the charge radius of the proton. Many such extractions exist in the literature, using different data sets and functional forms. The main problem in robust extraction of the proton charge radius from the data is the need to reliably extrapolate the form factor to \(q^2 = 0\) in order to find its slope. Many of the existing extractions postulate a functional form for the form factor either explicitly, or implicitly by truncating a possibly general series expansion. Thus all of these extractions introduce model-dependence for the value of \(r_E^p\) which is very hard to assess.

The problem was solved in \[76\], which introduced a method of extraction that is free of such model dependence. The method, often called the “\(z\)-expansion” adapts an established tool in the study of meson form factors to the case of baryon form factors. The \(z\) expansion
relies on the known analytic properties of the electromagnetic form factors $G_E$ and $G_M$. They are analytic in the complex plane outside of a cut along the positive real $q^2$ axis that starts at $4m^2_\pi$ and extends to infinity. The location of the singularity also implies that the radius of convergence, if using a simple Taylor expansion for the form factors, is at most $4m^2_\pi$. Most of the data about the form factors is well above this value. But even if we use data that is strictly below it, it is questionable whether we can ignore higher terms in the Taylor expansion as it is often assumed. The $z$-expansion avoids this difficulty. By using the variable $z$ defined as

$$z(t, t_{\text{cut}}, t_0) = \frac{\sqrt{t_{\text{cut}} - t} - \sqrt{t_{\text{cut}} - t_0}}{\sqrt{t_{\text{cut}} - t} + \sqrt{t_{\text{cut}} - t_0}}$$

(1)

we can map the domain of the analyticity of the form factors onto the unit circle, see Figure 1.

For $G_E$ and $G_M$, $t_{\text{cut}} = 4m^2_\pi$. The free parameter $t_0$ determines the location of $z = 0$. Considered as a function of $z$, the form factor is analytic inside the unit circle and can be expressed as

$$G_{E,M}(q^2) = \sum_{k=0}^{\infty} a_k z(q^2)^k.$$

(2)

Intuitively, $z$ is the “right” variable in which to perform a Taylor expansion of the form factor. Unlike a Taylor expansion in $q^2$, the expansion is guaranteed to converge for $|z| < 1$. Since for finite negative $q^2$, $z$ is smaller than 1, this guarantees convergence for any $q^2$ measured in experiment. As an illustration to this intuitive picture, consider the proton magnetic form factor data tabulated in [77] and the neutron magnetic form factor data tabulated in [78, 79, 80, 81, 82, 83, 84]. Plotting the data points as a function of $Q^2 = -q^2$ for $0 < Q^2 \leq 1$ GeV$^2$, we see a considerable curvature, see Figure 2. If we plot the same data as a function of $z$ (using $t_{\text{cut}} = 4m^2_\pi$ and $t_0 = 0$) the data looks fairly linear. We can also easily estimate the slopes of the proton and neutron magnetic form factors. If we plot the normalized values of the form factors, i.e. the form factor values divided by their value at $q^2 = 0$ as a function of $z$, the slopes would be hard to distinguish. This implies that the magnetic radii of the proton and neutron are very similar. We will see later that this is indeed the case.

The magnetic radius of the proton is defined as $r_M^p \equiv \sqrt{\langle r^2 \rangle_M^p}$, where

$$\langle r^2 \rangle_M^p = \frac{6}{G_M^p(0)} \frac{d}{dq^2} G_M^p(q^2) \bigg|_{q^2=0}.$$ 

(3)

In 2010 the A1 collaboration reported a value of $r_M^p = 0.777(13)_{\text{stat.}}(9)_{\text{syst.}}(5)_{\text{model}}(2)_{\text{group}}$ fm [85]. This value is considerably lower than $r_M^p = 0.876 \pm 0.010 \pm 0.016$ fm extracted in
Figure 2: Proton (above the horizontal axes) and neutron (below the horizontal axes) magnetic form factor data as a function of $Q^2$ (left) and as a function of $z$ (right). Here we choose $t_0 = 0$ and use $t_{\text{cut}} = 4m_N^2$ in the definition of $z$, and plot data for $0 \leq Q^2 \leq 1.0 \text{ GeV}^2$.

[86] or $0.854 \pm 0.005$ fm extracted in [87], the two other extractions cited by the Particle Data Group (PDG) [88]. Are we facing also a magnetic radius puzzle?1

The purpose of this study is to apply the methods established in [76], to the extraction of the magnetic radius of the proton from scattering data. As in [76] we will use proton, neutron, and $\pi\pi$ scattering data to determine the magnetic radius of the proton from the reported measurement of the magnetic form factors of the proton and neutron. We will also determine the magnetic radius of the neutron.

The rest of the paper is organized as follows. In section 2 we discuss the analytic structure of the form factors and their constraints. In section 3 we extract the magnetic radius of the proton from proton, neutron, and $\pi\pi$ scattering data. In section 4 we extract the magnetic radius of the neutron from the same data. We present our conclusions in section 5.

2 Form factor constraints

The analytic structure of the form factors and their constraints were discussed in detail in [76]. Here we review some of the main ingredients needed for our analysis.

2.1 Form factor definitions

The Dirac and Pauli form factors, $F_1^N$ and $F_2^N$, respectively, are defined by [89, 90]

$$\langle N(p')|J^e_m|N(p)\rangle = \bar{u}(p') \left[ \gamma_\mu F_1^N(q^2) + \frac{i\sigma_{\mu\nu}}{2m_N} F_2^N(q^2)q^\nu \right] u(p),$$

(4)

[1]See the conclusions for values of $r_M^p$ not quoted by the PDG.
where \( q^2 = (p' - p)^2 = t \) and \( N \) stands for \( p \) or \( n \). The Sachs electric and magnetic form factors are related to the Dirac-Pauli basis by \( [91] \)

\[
G^N_E(t) = F_1^N(t) + \frac{t}{4m_N^2} F_2^N(t), \quad G^N_M(t) = F_1^N(t) + F_2^N(t).
\]

(5)

At \( t = 0 \) they are \( [88] \) \( G^p_E(0) = 1, G^p_M(0) = 0, G^p_M(0) = \mu_p = 2.793, G^p_M(0) = \mu_n = -1.913 \).

We define the isoscalar and isovector form factors as

\[
G^{(0)}_{M,E} = G^p_{M,E} + G^n_{M,E}, \quad G^{(1)}_{M,E} = G^p_{M,E} - G^n_{M,E},
\]

(6)

such that at \( t = 0 \) they are, \( G^{(0)}_{E}(0) = 1, G^{(1)}_{E}(0) = 1, G^{(0)}_{M}(0) = \mu_p + \mu_n, G^{(1)}_{M}(0) = \mu_p - \mu_n \).

Notice that \( G^{(0)}_{M,E} = 2G^{s,v}_{M,E}, G^{(1)}_{M,E} = 2G^{s,v}_{M,E} \) for \( G^{s,v}_{M,E} \) of \( [87] \).

2.2 Analytic structure

The electric and magnetic form factors are analytic functions of \( t \) outside of a cut that starts at the two-pion threshold \( t \geq 4m_{\pi}^2 \) on the real \( t \) axis. The scattering data lies on \( -Q_{\text{max}}^2 \leq t \leq 0 \), where \( Q_{\text{max}}^2 \) denotes the largest value of \( Q^2 \) in a given data set. The domain of analyticity can be mapped onto the unit disk via the conformal transformation \( \{1\} \). The mapping is shown in Figure 1. The maximal value of \( |z| \) depends on \( Q_{\text{max}}^2 \) and \( t_0 \). It is minimized for the choice \( t_{\text{opt}}^0 = t_{\text{cut}} \left(1 - \sqrt{1 + Q_{\text{max}}^2 / t_{\text{cut}}} \right) \) which is also the value used for Figure 1.

Since the values of the form factors at \( q^2 = 0 \) are well known, in the following we will use \( t_0 = 0 \). As discussed in \([76]\), the results do not depend on the choice of \( t_0 \). For this choice of \( t_0 \), the maximum value of \( |z| \) is 0.46, 0.58 for \( Q_{\text{max}}^2 = 0.5, 1.0 \) GeV\(^2\), respectively. The form factors can be expanded in a power series in \( z(q^2) \)

\[
G(q^2) = \sum_{k=0}^{\infty} a_k z(q^2)^k,
\]

(7)

where higher order terms are suppressed by powers of the maximum values of \( |z| \). The coefficients \( a_k \) are also bounded in size guaranteeing that the series converges.

The analytic structure implies the dispersion relation,

\[
G(t) = \frac{1}{\pi} \int_{t_{\text{cut}}}^{\infty} dt' \frac{\text{Im}G(t' + i0)}{t' - t}.
\]

(8)

Information about \( \text{Im}G \) over the cut can be translated into information about \( a_k \). As shown in \([76]\), we have

\[
a_0 = \frac{1}{\pi} \int_0^{\pi} d\theta \text{Re}G[t(\theta) + i0] = G(t_0),
\]

\[
a_k = -\frac{2}{\pi} \int_0^{\pi} d\theta \text{Im}G[t(\theta) + i0] \sin(k\theta) = \frac{2}{\pi} \int_{t_{\text{cut}}}^{\infty} dt \frac{\sqrt{t_{\text{cut}} - t_0}}{t - t_{\text{cut}}} \text{Im}G(t) \sin[k\theta(t)], \quad k \geq 1,
\]

(9)

where

\[
t = t_0 + \frac{2(t_{\text{cut}} - t_0)}{1 - \cos \theta} \equiv t(\theta).
\]

(10)
2.3 Bounds on the coefficients

In order to obtain a reliable and conservative extraction of the proton magnetic radius we need to establish appropriate bounds on the coefficients \( a_k \). In particular, it was shown in [76] that the bounds of \( |a_k| < 5 \) and \( |a_k| < 10 \) are very conservative for the electric form factor. We would like to determine similar bounds for the magnetic form factor.

2.3.1 Vector dominance ansatz

The first approach we use to estimate the size of \( a_k \) is the vector dominance ansatz, where the form factors are assumed to be dominated by vector meson exchange: \( \omega \) for \( I = 0 \), and \( \rho \) for \( I = 1 \) [92]. In particular, the imaginary part of the form factor is given by [93]

\[
\text{Im} G(t + i0) = \frac{N m_V^3 \Gamma_V}{(t - m_V^2)^2 + \Gamma_V^2 m_V^2} \theta(t - t_{\text{cut}}),
\]

where \( m_V \) and \( \Gamma_V \) are the mass and width of the vector meson and \( N \) is a normalization constant determined below. Also, \( t_{\text{cut}} = 9m_\pi^2 \) for \( I = 0 \) and \( t_{\text{cut}} = 4m_\pi^2 \) for \( I = 1 \). Using the dispersion relation [8] with (11) we find [94],

\[
G(t + i0) = \frac{N m_V^3 \Gamma_V}{\pi |b(t)|^2} \left[ \frac{1}{2} \log \left( \frac{|b(t_{\text{cut}})|^2}{|t_{\text{cut}} - t|^2} \right) + \frac{m_V^2 - t}{m_V \Gamma_V} \arg[b(t_{\text{cut}})] + i\pi \theta(t - t_{\text{cut}}) \right],
\]

where \( b(t) = t - m_V^2 + i\Gamma_V m_V \), and \( N \) is determined by the value of \( G(0) \).

This form allows us to calculate \( a_k \) explicitly from (9). Using \( m_\rho = 0.775 \text{ GeV} \), \( \Gamma_\rho = 0.149 \text{ GeV} \), \( m_\omega = 0.783 \text{ GeV} \) and \( \Gamma_\omega = 0.0085 \text{ GeV} \) [88], we have for \( I = 0 \): \( a_0 \approx 0.88 \), \( a_1 \approx 1.0 \), \( a_2 \approx 0.83 \), \( a_3 \approx -0.29 \), \( a_4 \approx -1.1 \). For \( I = 1 \), we have \( a_0 \approx 4.7 \), \( a_1 \approx 3.7 \), \( a_2 \approx 2.7 \), \( a_3 \approx 2.0 \), \( a_4 \approx -0.36 \). Also, using \( |\sin(k\theta)| \leq 1 \) allows us to obtain a \( k \)-independent bound on \( a_k \) for \( k \geq 1 \)

\[
\left| \frac{a_k}{a_0} \right| \leq \frac{2|N|}{|G_M(t_0)|} \text{Im} \left( \frac{-m_V^2}{b(t_{\text{cut}}) + \sqrt{(t_{\text{cut}} - t_0)b(t_{\text{cut}})}} \right).
\]

We find that \( |a_k/a_0| \leq 1.3 \) for \( I = 0 \) and \( |a_k/a_0| \leq 1.1 \) for \( I = 1 \). These results are very similar to those of [76]. An important difference from the electric case is that the magnetic form factors at \( q^2 = 0 \) are given by \( G_M^{(0)}(0) \approx 0.88 \) and \( G_M^{(1)}(0) \approx 4.7 \), compared to \( G_E^{(0)}(0) = 1 \). Since the vector dominance ansatz is normalized by the value at \( q^2 = 0 \), the coefficients \( a_k \) are proportional to this value. Thus we find that \( |a_k| \leq 1.1 \) for \( I = 0 \) and \( |a_k| \leq 5.1 \) for \( I = 1 \). We conclude that while \( |a_k| \leq 10 \) is a conservative estimate for this ansatz, a bound of 5, namely \( |a_k| \leq 5 \) is not conservative enough.

2.3.2 Explicit \( \pi\pi \) continuum

For the case of the magnetic isovector form factor the singularities that are closest to the cut arise from the two pion continuum. The imaginary part of \( G_M^{(1)}(0) \) close to the cut can
be described by the pion form factor $F_{\pi}(t)$ (normalized to $F_{\pi}(0) = 1$) and $f_{\perp}^{I}(t)$, a partial $\pi\pi \to N\bar{N}$ amplitude [95, 96, 97]:

$$\text{Im} G_{M}^{(1)}(t) = \sqrt{\frac{2}{t}} \left( \frac{t/4 - m_{\pi}^{2}}{t} \right)^{3/2} F_{\pi}(t)^{*} f_{\perp}^{I}(t).$$

(14)

Since $F_{\pi}(t)$ and $f_{\perp}^{I}(t)$ share the same phase [96], we will replace them in (14) by their absolute values [76]. The relation [14] holds only up to the four-pion threshold $t \leq 16 m_{\pi}^{2}$, but in order to estimate the bounds on the coefficients, we will extend (14) through the $\rho$ peak as in [76]. Values of $f_{\perp}^{I}(t)$ are taken from Table 2.4.6.1 of [97]. We interpolate their product with the prefactor in [14]. This interpolated function is multiplied by the values of $|F_{\pi}(t)|$ using the four $t$ values from [98] (0.101 to 0.178 GeV$^2$) and the 43 $t$ values from [99] (0.185 to 0.94 GeV$^2$). This gives us a discrete expression with 47 data points for $\text{Im} G_{M}^{(1)}(t)$ from 0.101GeV$^2$ to 0.94 GeV$^2$. We now use the experimental data up to $t = 0.8$ GeV$^2 \approx 40 m_{\pi}^{2}$ to calculate $a_k$ using (9). We find $a_0 \approx 7.9$, $a_1 \approx -5.5$, $a_2 \approx -6.1$, $a_3 \approx -2.9$, $a_4 \approx 1.1$. Using $|\sin(k \theta)| \leq 1$ gives $|a_k| \lesssim 7.2$ for $k \geq 1$. It is interesting to note that $a_k/a_0$ for these values is very similar to the analogous $a_k/a_0$ obtained for the isovector electric form factor in [76]. This can be traced to the fact that the shape of $f_{\perp}^{I}(t)$ is very similar to $f_{\perp}^{E}(t)$. This indicates that the main difference between the electric and magnetic form factors is their normalization.

### 2.3.3 Bounds on the $t \geq 4 m_{N}^2$

Above the two nucleon threshold one can use $e^{+}e^{-} \to N\bar{N}$ data to constrain the electric and magnetic form factor. In particular, the cross section is given by [100]

$$\sigma(t) = \frac{4 \pi \alpha^2}{3t} \sqrt{1 - \frac{4 m_{N}^2}{t}} \left( |G_{M}(t)|^2 + \frac{2 m_{N}^2}{t} |G_{E}(t)|^2 \right).$$

(15)

The contribution to $a_k$ from this region is given by [9]

$$\delta a_k = \frac{2}{\pi} \int_{4 m_{N}^2}^{\infty} \frac{dt}{t - t_0} \sqrt{\frac{t_{\text{cut}} - t_0}{t - t_{\text{cut}}}} \text{Im} G(t) \sin[k \theta(t)], \quad k \geq 1.$$

(16)

Since $|\text{Im} G(t) \sin[k \theta(t)]| \leq |G_{M}(t)| \leq \sqrt{|G_{M}(t)|^2 + \frac{2 m_{N}^2}{t} |G_{E}(t)|^2}$ we have

$$|\delta a_k| \leq \frac{2}{\pi} \int_{4 m_{N}^2}^{\infty} \frac{dt}{t - t_0} \sqrt{\frac{t_{\text{cut}} - t_0}{t - t_{\text{cut}}}} \sigma(t) \frac{3 t}{4 \pi \alpha^2} \left( 1 - \frac{4 m_{N}^2}{t} \right)^{-1/2}, \quad k \geq 1.$$

(17)

These bounds are valid for both the proton and neutron magnetic form factors. Using the $e^{+}e^{-} \to p\bar{p}$ data from [101], we perform the integral from $t = 4.0$ GeV$^2$ to 9.4 GeV$^2$ as a discrete sum, using the measured values of $\sigma(t)$ plus the 1σ error. We find $|\delta a_k^p| \leq 0.013$. The contribution above 9.4 GeV$^2$ can be conservatively estimated by assuming a constant value for the form factors. This gives a constant value of 0.031 for $\sqrt{|G_{M}(t)|^2 + 2 m_{p}^2 |G_{E}(t)|^2}/t$ above 9.4 GeV$^2$, leading to an additional 0.004. In total we have $|\delta a_k^p| \leq 0.013 + 0.004$. 
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Using the $e^+e^- \rightarrow n\bar{n}$ data from [102] for $t = 3.61$ to 5.95 GeV$^2$, we find $|\delta a_k^p| \leq 0.011$. Assuming a constant value, 0.32, for $\sqrt{|G_M^p(t)|^2 + 2m_n^2|G_E^p(t)|^2/t}$ above 5.95 GeV$^2$, leads to an additional 0.047, giving in total $|\delta a_k^p| \leq 0.011 + 0.047$.

These results are very similar to those of the electric form factor in [76], although for the electric form factor more stringent bounds were obtained. Compared to the bounds calculated above, these contributions are negligible. Our conclusion, as in [76], is that the contribution of the physical timelike region $t \geq 4m_N^2$ can be neglected.

2.3.4 Summary

All our studies point out that for the magnetic form factor the coefficients $a_k$ are smaller than 10. Since $a_0 = G^{(1)}(0) = \mu_p - \mu_n \approx 4.7$, a bound of 5 might be too stringent. In the following we will use a bounds of 10 and 15 instead of the bounds of 5 and 10 used in [76]. As we will see, even using a bound of 20 will not change the results in an appreciable way.

One could also argue that a bound on the ratio $|a_k/a_0| \leq 5,10$ is more appropriate. Since $a_0$ is known, this will translate to a bound of $|a_k| \leq 25,50$ in the $I = 1$ case. We prefer to use the more stringent bound of $|a_k| \leq 10,15$, but we will comment on the results when using these looser bounds.

It should be noted that for $t_0 = 0$, the magnetic radius depends only the coefficient of $z$. Writing $G_M^p(q^2) = \sum_{k=0}^\infty a_k z(q^2)^k$, where $z(q^2) \equiv z(q^2, 4m_\pi^2, 0)$, equation (3) implies that

$$r_M^p = \frac{hc}{2m_\pi c^2} \sqrt{-\frac{3a_1}{2\mu_p}},$$

where we are showing explicitly the factors of $h$ and $c$. A bound of 5, 10, 15, or 20, on $|a_k|$, implies also a bound of 1.2, 1.6, 2.0, and 2.3 fm on $r_M^p$. Writing $G_M^{(0)}(q^2) = \sum_{k=0}^\infty a_k^{(0)} z(q^2, 9m_\pi^2, 0)^k$ and $G_M^{(1)}(q^2) = \sum_{k=0}^\infty a_k^{(1)} z(q^2, 4m_\pi^2, 0)^k$ we have

$$r_M^p = \frac{hc}{2m_\pi c^2} \sqrt{-\frac{a_1^{(0)} + \frac{g}{3}a_1^{(1)}}{3\mu_p}}. \quad (19)$$

A bound of 5, 10, 15, or 20, on $|a_k^{(0,1)}|$, implies also a bound of 0.98, 1.4, 1.7, or 2.0 fm on $r_M^p$. For our default choice of bounds of 10 and 15 these values are much larger than the current range of values quoted by the PDG [88], roughly $0.7 - 0.9$ fm. Thus just the presence of our default bounds does not bias the extraction of the radius.

3 Extraction of the proton magnetic radius

3.1 Proton data

We extract the proton magnetic radius from the values of $G_M^p$, tabulated in [77]. We write the form factor as $G_M^p(q^2) = \sum_{k=0}^\infty a_k z(q^2)^k$, where $z(q^2) \equiv z(q^2, 4m_\pi^2, 0)$. We fit $k < k_{max}$
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parameters, where \( k_{\text{max}} = 2, \ldots, 12 \). We minimize the \( \chi^2 \) function

\[
\chi^2 = \sum_i (\text{data}_i - \text{theory}_i)^2 / (\sigma_i)^2,
\]

(20)

Where \( i \) ranges over the tabulated values of \([77]\) up to a given maximal value of \( Q^2 \), with \( Q^2 = 0.1, 0.2, \ldots, 1.2, 1.4, 1.6, 1.8 \) GeV\(^2\). As explained above, our default choice for the bounds on the coefficients is \( |a_k| < 10 \) and \( |a_k| < 15 \). The proton magnetic radius is obtained from \([3]\). The error bars are determined from the \( \Delta \chi^2 = 1 \) range. Usually, the \( \Delta \chi^2 = 1 \) range was determined from a numerical search algorithm. For some higher values of \( Q^2 \), the \( \chi^2(r^p_M) \) seems to have some discontinuities and in that case, the \( \Delta \chi^2 = 1 \) was extracted directly from \( \chi^2(r^p_M) \) curve. To ensure a conservative estimate of the error, we quote only one digit in the error bar.

The extracted values and the value of the minimum of \( \chi^2 \) do not vary with \( k_{\text{max}} \) for \( k_{\text{max}} > 4 \). In other words, the extracted values do not depend on the number of coefficients we fit. In the following we quote results with \( k_{\text{max}} = 8 \). The extracted values of the magnetic radius are very consistent over the range of \( Q^2 \). Thus for data with \( Q^2 \leq 0.5 \) GeV\(^2\), we have \( r^p_M = 0.91^{+0.03}_{-0.06} \) fm for a bound of 10 and \( r^p_M = 0.92^{+0.04}_{-0.07} \) fm for a bound of 15, while for \( Q^2 \leq 1.0 \) GeV\(^2\) we have \( r^p_M = 0.90^{+0.03}_{-0.07} \) fm for a bound of 10 and \( r^p_M = 0.91^{+0.04}_{-0.07} \) fm for a bound of 15.

We have studied the dependence of the extracted magnetic radius on the bounds on \( |a_k| \). If we use a bound of \( |a_k| < 20 \), the results above change to \( r^p_M = 0.93^{+0.03}_{-0.07} \) fm for \( Q^2 \leq 0.5 \) GeV\(^2\) and \( r^p_M = 0.91^{+0.04}_{-0.08} \) fm for \( Q^2 \leq 1.0 \) GeV\(^2\). These values are very similar to the ones obtained with \( |a_k| < 10 \) and \( |a_k| < 15 \). As discussed above we consider the bound \( |a_k| < 5 \) to be too stringent, but if we do use it we obtain \( r^p_M = 0.89^{+0.03}_{-0.05} \) fm for \( Q^2 \leq 0.5 \) GeV\(^2\) and \( r^p_M = 0.89^{+0.02}_{-0.05} \) fm for \( Q^2 \leq 1.0 \) GeV\(^2\), which are not statistically different from the results of our default bounds.

Another possible choice of bounds might be to bound \( |a_k/a_0| \). This is motivated by the fact that the vector dominance ansatz and the \( \pi-\pi \) data indicate that \( a_k/a_0 \) is similar for the electric and magnetic form factors. Thus we might choose \( |a_k/a_0| < 5, 10 \). We have checked the effect of these looser bounds on the extracted magnetic radius. For \( Q^2 \leq 0.5 \) GeV\(^2\), we have \( r^p_M = 0.92^{+0.03}_{-0.07} \) fm for a bound of \( |a_k/a_0| < 5 \) and \( r^p_M = 0.95^{+0.04}_{-0.08} \) fm for a bound of \( |a_k/a_0| < 10 \) while for \( Q^2 \leq 1.0 \) GeV\(^2\) we have \( r^p_M = 0.91^{+0.04}_{-0.08} \) fm for a bound of \( |a_k/a_0| < 5 \) and \( r^p_M = 0.92^{+0.05}_{-0.09} \) fm for a bound of \( |a_k/a_0| < 10 \). For the magnetic radius with \( t_0 = 0, a_0 = \mu_p \approx 2.8 \), so if we choose \( |a_k/a_0| < 5, 10 \) this translates to \( |a_k| < 14, 28 \) respectively. Comparing these results to the ones obtained above we notice a slight monotonic increase in the central value and the error bar with the loosening of the bound. The increase in the error bars is to be expected of course. Even with the looser bounds, the results we obtain are consistent with our default bounds.

Using our default bounds of \( |a_k| < 10 \) and \( |a_k| < 15 \), and using \( Q^2 \leq 0.5 \) GeV\(^2\) for concreteness we obtain \( r^p_M = 0.91^{+0.03}_{-0.06} \pm 0.02 \) fm. The first error is for a bound of 10 and the second error includes the maximum variation of the \( \Delta \chi^2 = 1 \) interval when we redo the fits with a bound of 15.
3.2 Proton and neutron data

Including neutron data allows us to separate the $I = 1$ and $I = 0$ isospin components of the proton magnetic form factor. Since for the $I = 0$ components $t_{\text{cut}} = 9m_n^2$, this increases the value of $t_{\text{cut}}$ and effectively increases the maximum value of $z$.

As before we use values of $G_M^n$ tabulated in [77]. For $G_M^p(Q^2)$ we use values published in [78, 79, 80, 81, 82, 83, 84]. We do not use the data reported in [106] and [107], as they were criticized for missing a systematic error, see section VIII of [83].

We form the $\chi^2$ as before and express $G_M^n$ and $G_M^p$ in terms of $G_M^{(0)}$ and $G_M^{(1)}$, see (6). We express $G_M^{(0)}$ as a power series in $z(t, 9m_n^2, 0)$ and $G_M^{(1)}$ as a power series in $z(t, 4m_n^2, 0)$, i.e.

$$G_M^{(0)}(t) = \sum_k a_k^{(0)} z^k(t, t_{\text{cut}} = 9m_n^2, 0) \quad (21)$$

$$G_M^{(1)}(t) = \sum_k a_k^{(1)} z^k(t, t_{\text{cut}} = 4m_n^2, 0) \quad (22)$$

As for the proton data alone, the extracted values of the magnetic radius do not depend on the number of the parameters we fit. The values are very consistent over the range of $Q^2$. Thus for data with $Q^2 \leq 0.5$ GeV$^2$, we have $r_M^p = 0.87^{+0.04}_{-0.05}$ fm for a bound of 10 and $r_M^p = 0.87^{+0.05}_{-0.05}$ fm for a bound of 15, while for $Q^2 \leq 1.0$ GeV$^2$ we have $r_M^p = 0.87^{+0.03}_{-0.05}$ fm for a bound of 10 and $r_M^p = 0.88^{+0.04}_{-0.05}$ fm for a bound of 15. These values are consistent with the values extracted from the proton data alone.

We have studied the dependence of the extracted magnetic radius on the bounds on $|a_k|$. If we use a bound of $|a_k| < 20$, the results above change to $r_M^p = 0.88^{+0.04}_{-0.06}$ fm for $Q^2 \leq 0.5$ GeV$^2$ and $r_M^p = 0.88^{+0.05}_{-0.06}$ fm for $Q^2 \leq 1.0$ GeV$^2$. These values are very similar to the ones obtained with $|a_k| < 10$ and $|a_k| < 15$. If we use the bound $|a_k| < 5$, we obtain $r_M^p = 0.87^{+0.02}_{-0.02}$ fm for $Q^2 \leq 0.5$ GeV$^2$ and $r_M^p = 0.87^{+0.02}_{-0.02}$ fm for $Q^2 \leq 1.0$ GeV$^2$. The central values are consistent with our default bounds, but the error bars are substantially smaller. This is to be expected since this bound is too stringent.

As explained above, another possible choice of bounds is $|a_k/a_0| < 5, 10$. For $Q^2 \leq 0.5$ GeV$^2$, we have in this case $r_M^p = 0.88^{+0.05}_{-0.06}$ fm for a bound of $|a_k/a_0| < 5$ and $r_M^p = 0.91^{+0.05}_{-0.07}$ fm for a bound of $|a_k/a_0| < 10$. For $Q^2 \leq 1.0$ GeV$^2$ we have $r_M^p = 0.89^{+0.04}_{-0.07}$ fm for a bound of $|a_k/a_0| < 5$ and $r_M^p = 0.90^{+0.05}_{-0.09}$ fm for a bound of $|a_k/a_0| < 10$. Since $a_0^{(0)} = \mu_p + \mu_n \approx 0.88$, $a_0^{(1)} = \mu_p - \mu_n \approx 4.7$, $|a_0^{(0)}/a_0^{(0)}| < 5$ implies $|a_0^{(0)}| < 4.4$ and $|a_0^{(1)}/a_0^{(0)}| < 5$ implies $|a_0^{(1)}| < 23.5$. Similarly $|a_k^{(0)}/a_0^{(0)}| < 10$ implies $|a_k^{(0)}| < 8.8$ and $|a_k^{(1)}/a_0^{(0)}| < 10$ implies $|a_k^{(1)}| < 47$. Comparing these results to the ones obtained above we notice again a monotonic increase in the central value and the error bar with the loosening of the bound. The increase in the error bars is to be expected of course. Even with the looser bounds, the results we obtain are consistent.

Using our default bounds of $|a_k| < 10$ and $|a_k| < 15$, and using $Q^2 \leq 0.5$ GeV$^2$ for concreteness we obtain $r_M^p = 0.87^{+0.04}_{-0.05} \pm 0.01$ fm.

\[\text{References:}\]
\[\text{103, 104.}\]
\[\text{105.}\]

---

\[^{2}\text{See}\] contain the final results that supersedes the previous publications [103, 104]. For [83], the data is tabulated in [105].

\[^{3}\text{If we include these additional data points we obtain similar values of the magnetic radius but with much larger values of } \chi^2.\]
3.3 Proton, neutron, and $\pi\pi$ data

Between the two-pion and four-pion threshold the only state that can contribute to the imaginary part of the magnetic isovector form factor is that of two pions. Since we have information about $\text{Im} G_M^{(1)}(t)$ in this region, see \cite{14}, we can use it to raise the effective threshold for the isovector form factor from $t_{\text{cut}} = 4m_\pi^2$ to $t_{\text{cut}} = 16m_\pi^2$. We do that by fitting \cite{76}

$$G_M^{(1)}(t) = G_{\text{cut}}(t) + \sum_k a_k^{(1)}z^k(t, t_{\text{cut}} = 16m_\pi^2, 0). \quad (23)$$

$G_{\text{cut}}(t)$ is calculated using \cite{8} from the discrete expression for $\text{Im} G_M^{(1)}(t)$ described in section 2.3.2. As in \cite{76} we consider two cases for $G_{\text{cut}}(t)$. The first is generated by the values of $\text{Im} G_M^{(1)}(t)$ in the range $4m_\pi^2 < t < 16m_\pi^2$, and the second by the values of $\text{Im} G_M^{(1)}(t)$ in the range $4m_\pi^2 < t < 40m_\pi^2$. The second choice amounts to modeling the $\pi\pi$ continuum $16m_\pi^2 < t < 40m_\pi^2$ by $\text{Im} G_M^{(1)}(t)$ of \cite{14}. As explained in \cite{76}, this does not introduce model dependence since the difference between the true continuum and $G_{\text{cut}}(t)$ will be accounted for by the parameters in the $z$ expansion, as we do not change the value of $t_{\text{cut}} = 16m_\pi^2$.

In \cite{76} it was found that the second choice of $G_{\text{cut}}(t)$ led to a smaller size of the coefficients in the $z$ expansion of the isovector form factor. We would like to check if that holds true also in the magnetic case. We fit the same proton and neutron data for $Q^2_{\text{max}} = 1$ GeV$^2$, $t_0 = 0$, $k_{\text{max}} = 8$ and a bound of 15 on the coefficients using (23). For the first choice of $G_{\text{cut}}(t)$ we find the first two coefficients of the isoscalar form factor to be $-2_{-0.3}^{+0.5}, 3_{-2}^{+2}$ and the first two coefficients of the vector form factor to be $-13.5(3), 13_{-3}^{+6}$ (The value of $13_{-3}^{+6}$ was obtained by applying a bound of 15 on all the coefficients with the exception of the second one, which is left unbounded). For the second choice of $G_{\text{cut}}(t)$ we find the first two coefficients of the isoscalar form factor are not changed while the first two coefficients of the vector form factor are $2.6_{-0.5}^{+0.4}, 5_{-4}^{+5}$. As in the electric form factor case, we have a reduction in the size of the isovector coefficients when using the second form. We will therefore adopt that as our default choice. As we will see below, the value of the magnetic radius does not change if we use the first form of $G_{\text{cut}}(t)$.

We can understand the large size of the isovector coefficients when using $G_{\text{cut}}(t)$ calculated from $\text{Im} G_M^{(1)}(t)$ in the range $4m_\pi^2 < t < 16m_\pi^2$. From equations (6) and (23), the proton magnetic radius is given by

$$r_M^p = \frac{\hbar c}{2m_ec^2} \sqrt{\frac{1}{\mu_p} \left(-\frac{1}{3}a_1^{(0)} - \frac{3}{16}a_1^{(1)} + 4m_\pi^2c^4G'_{\text{cut}}(0)\right)}, \quad (24)$$

where $G'_{\text{cut}}(0)$ is obtained from \cite{8},

$$G'_{\text{cut}}(0) = \frac{1}{\pi} \int_{4m_\pi^2} dt' \frac{\text{Im} G(t' + i0)}{(t')^2}. \quad (25)$$

Since $\text{Im} G_M^{(1)}(t)$ from \cite{14} is positive in the relevant region, as we increase the upper limit in (25), $G'_{\text{cut}}(0)$ increases. Therefore $G'_{\text{cut}}(0)$ calculated from $\text{Im} G_M^{(1)}(t)$ in the range $4m_\pi^2 < t < 16m_\pi^2$ is larger than $G'_{\text{cut}}(0)$ obtained from the nucleon data. As a result, we see that $r_M^p$ is larger for the second choice of $G_{\text{cut}}(t)$ than for the first choice. This is consistent with the fact that the isovector form factor is smaller than the isoscalar form factor in the magnetic case. As a result, the magnetic radius is smaller for the second choice of $G_{\text{cut}}(t)$ than for the first choice.

We can also understand the difference in the size of the isovector coefficients when using the first and second choices of $G_{\text{cut}}(t)$ by examining the behavior of $G'_{\text{cut}}(0)$ as a function of the upper limit in (25). As the upper limit increases, $G'_{\text{cut}}(0)$ increases, which leads to a reduction in the size of the isovector coefficients. This is consistent with the fact that the isovector form factor is smaller than the isoscalar form factor in the magnetic case. As a result, the magnetic radius is smaller for the second choice of $G_{\text{cut}}(t)$ than for the first choice.
16m_{\pi}^2$ is smaller than $G'_{\text{cut}}(0)$ calculated from Im $G^{(1)}_M(t)$ in the range $4m_{\pi}^2 < t < 40m_{\pi}^2$ and as a result $|a_{1}^{(1)}|$ must be larger to maintain the same size of $r^p_M$ preferred by the data. In fact, since we can calculate $G'_{\text{cut}}(0)$, if we assume $r^p_M \approx 0.87$ fm and use $a_{1}^{(0)} \approx -2$, we can calculate and find $a_{1}^{(1)} \approx -13$ in the first case and $a_{1}^{(1)} \approx 3$ in the second case. These are the values we obtained above.

Using (23) we extract the magnetic radius. The extracted values of the magnetic radius do not depend on the number of the parameters we fit. The values are very consistent over the range of $Q^2$. Thus for data with $Q^2 \leq 0.5$ GeV$^2$, we have $r^p_M = 0.871^{+0.011}_{-0.015}$ fm for a bound of 10 and $r^p_M = 0.873^{+0.012}_{-0.016}$ fm for a bound of 15, while for $Q^2 \leq 1.0$ GeV$^2$ we have $r^p_M = 0.874^{+0.008}_{-0.015}$ fm for a bound of 10 and $r^p_M = 0.874^{+0.012}_{-0.014}$ fm for a bound of 15. These values are consistent with the values extracted above.

We have studied the dependence of the radius on the bounds on the coefficients. If we use a bound of 20, we have $r^p_M = 0.876^{+0.012}_{-0.018}$ for $Q^2 \leq 0.5$ GeV$^2$ and $r^p_M = 0.875^{+0.013}_{-0.016}$ for $Q^2 \leq 1.0$ GeV$^2$. These values are very similar to the ones we obtain with a bound of 10 and 15. If we use the too-stringent bound of 5 we obtain $r^p_M = 0.867^{+0.010}_{-0.013}$ for $Q^2 \leq 0.5$ GeV$^2$ and $r^p_M = 0.867^{+0.006}_{-0.008}$ for $Q^2 \leq 1.0$ GeV$^2$. These values are consistent, but the error bars are smaller.

Another possible choice of bounds is $|a_k/a_0| < 5, 10$. For $Q^2 \leq 0.5$ GeV$^2$, we find $r^p_M = 0.867^{+0.013}_{-0.015}$ fm for a bound of $|a_k/a_0| < 5$ and $r^p_M = 0.869^{+0.013}_{-0.015}$ fm for a bound of $|a_k/a_0| < 10$. For $Q^2 \leq 1.0$ GeV$^2$, we find $r^p_M = 0.867^{+0.008}_{-0.009}$ fm for a bound of $|a_k/a_0| < 5$ and $r^p_M = 0.873^{+0.009}_{-0.014}$ fm for a bound of $|a_k/a_0| < 10$. All these results are consistent with our default choices.

The decrease in the error bar when including the $\pi\pi$ data arises from the increase in the value of $t_{\text{cut}}$ from $4m_{\pi}^2$ to $16m_{\pi}^2$ for the isovector form factor. If we use (23) but with $t_{\text{cut}} = 4m_{\pi}^2$ we obtain results that are almost identical to the fits using the proton and neutron data alone. As another check of our results, we fit the data using (23), but with $G_{\text{cut}}(t)$ calculated using Im $G^{(1)}_M(t)$ in the range $4m_{\pi}^2 < t < 16m_{\pi}^2$. As discussed above, we use only a bound of 15 in this case. For $Q^2 \leq 0.5$ GeV$^2$ we find $r^p_M = 0.873^{+0.011}_{-0.010}$, and for $Q^2 \leq 1.0$ GeV$^2$ we find $r^p_M = 0.873^{+0.012}_{-0.012}$. These values are very close to the ones we obtained with the use of the default form of $G_{\text{cut}}(t)$.

The expression for Im $G^{(1)}_M(t)$ depends on $f^1(t)$. The tabulation of $f^1(t)$ in [97] does not quote any error. In [26] an error of 30% was used as a representative uncertainty. If we assume a 30% increase for $f^1(t)$ and hence for $G_{\text{cut}}(t)$ we obtain for $Q^2 \leq 0.5$ GeV$^2$ and a bound of 10, $r^p_M = 0.872^{+0.013}_{-0.015}$. If we assume a 30% decrease for $G_{\text{cut}}(t)$ we obtain for $Q^2 \leq 0.5$ GeV$^2$ and a bound of 10, $r^p_M = 0.867^{+0.010}_{-0.015}$.

In summary, all our checks produce consistent results for $r^p_M$. Using our default choices for the bounds and $G_{\text{cut}}(t)$, and using $Q^2 \leq 0.5$ GeV$^2$ for concreteness we obtain $r^p_M = 0.87^{+0.02}_{-0.02}$ fm. Our conservative error estimate includes the variation of the bounds and of $G_{\text{cut}}(t)$ where we choose to quote only one digit in our error estimate.
4 Extraction of the neutron magnetic radius

The data we have used to extract the magnetic radius of the proton can be used also to extract the magnetic radius of the neutron. The magnetic radius of the neutron is defined as \( r_M^n \equiv \sqrt{\langle r^2 \rangle_M} \), where

\[
\langle r^2 \rangle_M^n = \left. \frac{6}{G_M^n(0)} \frac{d}{dq^2} G_M^n(q^2) \right|_{q^2=0}.
\] (26)

We extract the neutron magnetic radius from the neutron, neutron and proton, and neutron, proton, and \( \pi\pi \) data sets. We follow the same default choices described above. In particular we will use a bound of 10 and 15 on the coefficients of the \( z \) expansion.

4.1 Neutron data

Using the neutron form factor data reported in [78, 79, 80, 81, 82, 83, 84] we fit \( G_M^n(q^2) = \sum_{k=0}^\infty a_k z(q^2)^k \) by minimizing the \( \chi^2 \) function of (20). For a cut \( Q^2 \leq 0.5 \text{ GeV}^2 \) we find \( r_M^n = 0.74^{+0.13}_{-0.06} \) fm for a bound of 10 and \( r_M^n = 0.65^{+0.21}_{-0.07} \) fm for a bound of 15. For a cut of \( Q^2 \leq 1.0 \text{ GeV}^2 \) we find \( r_M^n = 0.77^{+0.17}_{-0.09} \) fm for a bound of 10 and \( r_M^n = 0.74^{+0.20}_{-0.11} \) fm for a bound of 15. Obviously the errors bar for \( r_M^n \) extracted from the neutron data are much large than for \( r_M^p \). We prefer to quote only one digit in our error bar. We therefore determine \( r_M^n = 0.7^{+0.2}_{-0.1} \) fm from neutron data alone. Comparing to \( r_M^p = 0.91^{+0.03}_{-0.02} \) fm obtained from proton data alone, we find that \( r_M^n \) and \( r_M^p \) are consistent within errors.

4.2 Neutron and proton data

Adding the proton form factor data from [77] allows us to separate the isospin components. The magnetic radius of the neutron is given by an equation similar to (19)

\[
r_M^n = \frac{\hbar c}{2m_\pi c^2} \sqrt{\frac{-a_1^{(0)} + \frac{9}{4}a_1^{(1)}}{3\mu_n}}.
\] (27)

We fit the isoscalar and the isovector form factors as described before. For a cut \( Q^2 \leq 0.5 \text{ GeV}^2 \) we find \( r_M^n = 0.89^{+0.06}_{-0.09} \) fm for a bound of 10 and \( r_M^n = 0.88^{+0.08}_{-0.06} \) fm for a bound of 15. For a cut of \( Q^2 \leq 1.0 \text{ GeV}^2 \) we find \( r_M^n = 0.88^{+0.06}_{-0.08} \) fm for a bound of 10 and \( r_M^n = 0.89^{+0.07}_{-0.10} \) fm for a bound of 15. Again the errors bar for \( r_M^n \) are about twice as large as those for \( r_M^p \) from the same data set. Quoting only one digit we determine \( r_M^n = 0.9^{+0.1}_{-0.1} \) fm from neutron and proton data. Comparing to \( r_M^p = 0.87^{+0.03}_{-0.05} \) ± 0.02 fm obtained from the same proton and neutron data, we find that \( r_M^n \) and \( r_M^p \) are consistent within errors.

4.3 Neutron, proton, and \( \pi\pi \) data

Adding the \( \pi\pi \) data as described in the previous section leads to a reduction in the error bars. For a cut \( Q^2 \leq 0.5 \text{ GeV}^2 \) we find \( r_M^n = 0.89^{+0.03}_{-0.06} \) fm for a bound of 10 and \( r_M^n = 0.89^{+0.03}_{-0.03} \) fm.
for a bound of 15. If we take a 30\% variation of $f_1(t)$ as described above, we get values of $r_M^n$ within this range. For a cut of $Q^2 \leq 1.0$ GeV$^2$ we find $r_M^n = 0.88^{+0.03}_{-0.01}$ fm for a bound of 10 and $r_M^n = 0.88^{+0.03}_{-0.02}$ fm for a bound of 15. As before the errors bar for $r_M^n$ are about twice as large as those for $r_M^p$ from the same data set. Quoting only one digit for the error bar we determine $r_M^n = 0.89^{+0.03}_{-0.03}$ fm from neutron, proton, and $\pi\pi$ data. Comparing to $r_M^p = 0.87^{+0.02}_{-0.02}$ fm obtained from the same data set, we find that $r_M^n$ and $r_M^p$ are consistent within errors.

5 Conclusions

The recent large discrepancy in the extraction of the charge radius of the proton from spectroscopic measurements of regular and muonic hydrogen has motivated the reexamination of the extraction of nucleon radii from scattering data. Since the first measurement of the “size” of the proton \cite{108} almost 60 years ago, there have been many extractions of the charge radius of the proton. These were based on different data sets and postulated different functional forms for the form factors. These various extractions do not agree with each other. Even when using the same data sets, different functional forms can lead to different values of the charge radius of the proton.

A fundamental problem of many of these extractions is that they do not take into account the known analytic structure of the form factors. Therefore, it is unlikely that an arbitrary functional form will be consistent with this structure. This analytic structure constrains the form factors but does not determine it completely. Since the form factors are non-perturbative functions, one would like to incorporate the analytic structure while maintaining the flexibility of the functional form. The so-called “z-expansion” described in the introduction achieves both of these goals. It automatically incorporates the analytic structure and allows for flexible functional forms. It is therefore not surprising that the z-expansion has become a standard tool in analyzing meson form factors, see for example section 8.3.1 of \cite{109}.

To the best of our knowledge the first application of the z-expansion to baryon form factor was done in \cite{76}. That paper also has shown the need to impose some constraints on the coefficients of the z-expansion in order to have a result that is independent of the number of parameters. For meson form factors such as $B \to \pi$, constraints that bound the sum of the squares of the coefficients can be obtained from unitarity\footnote{See \cite{110} for a discussion of these unitarity bounds.}. For the nucleon form factors such constraints are less useful since there is a large distance between the two-pion threshold where the singularity begins, and the two-nucleon threshold where the unitarity bounds can be applied. The studies of \cite{76} have shown that a uniform bound on the coefficients can be applied. The methods of \cite{76} were later used in \cite{94} for a model-independent extraction of the axial mass parameter of the nucleon from neutrino-nucleon scattering data.

We have applied the same methods in this paper to extract the magnetic radius of the proton from scattering data in a model independent way. While not as severe as the proton charge radius problem, various extractions in recent years, e.g the ones cited by the PDG \cite{88}, are not consistent with each other. The goal of our study was to try and resolve these discrepancies.
We first studied the bounds on the coefficients of the z-expansion. In [76] bound of 5 and 10 were used. Since the value of the isovector magnetic form factor at zero momentum transfer is about 4.7, a bound of 5 on the coefficients might be too stringent. Our studies have shown that this is indeed the case, but bounds of 10 and 15 are conservative enough for the coefficients of the magnetic form factor. An alternative option is to use a bound of 5 and 10 on the ratio \( |a_k/a_0| \). Fitting the data using each of these prescriptions gives consistent results. Our default choice is to use the bound of 10 and 15.

We have extracted the magnetic radius of the proton from three data sets. The first contains values of proton magnetic form factor data tabulated in [77]. The second contains the proton data and the neutron magnetic form factor data tabulated in [78, 79, 80, 81, 82, 83, 84]. The third contains the proton and neutron data and the two-pion continuum data constructed from pion form factor data and a \( \pi\pi \rightarrow N\bar{N} \) partial amplitude using (14). In all the cases we use the listed data and do not apply any corrections. For each data set the extracted values quoted by the PDG are larger than these extraction, which is not unusual when using model-independent methods. For the first two values the first error is for a bound of 10 and the second error includes the maximum variation of the \( \Delta x^2 = 1 \) interval. The error on the third value combines both, as well as errors on the continuum contribution as discussed in section 3. In all cases we choose to quote one digit in our error bar. As expected the error decrease as we include more data, but the main effect is the change in the value of \( t_{\text{cut}} \). Using proton data alone we have \( t_{\text{cut}} = 4m_z^2 \). Adding the neutron data allows to set \( t_{\text{cut}} = 9m_z^2 \) for the isoscalar magnetic form factor. Adding the two-pion continuum allows to set \( t_{\text{cut}} = 16m_z^2 \) for the isovector magnetic form factor. The increase in \( t_{\text{cut}} \) leads to a decrease in the maximum value of \( |z| \) and a therefore for a smaller error.

Comparing our third value of the magnetic radius of the proton, \( r_M^p = 0.87 +0.02 \) fm, to the values quoted by the PDG [85], we find that they are more consistent with \( r_M^p = 0.876 \pm 0.010 \pm 0.016 \) fm extracted in [86] and \( r_M^p = 0.854 \pm 0.005 \) fm extracted in [87], than the A1 collaboration value of \( r_M^p = 0.777(13)_{\text{stat}}(9)_{\text{syst}}(5)_{\text{model}}(2)_{\text{group}} \) fm [88]. Our error bars are larger than these extraction, which is not unusual when using model-independent methods [76, 94]. Other extractions of the proton magnetic radius from scattering data that were not quoted by the PDG are \( r_M^p = 0.855 \pm 0.035 \) fm [94], \( r_M^p = 0.867 \pm 0.020 \) fm [97], and \( r_M^p = 0.86 +0.02 -0.03 \) fm [113]. Our results are consistent with these values too.

The same data can be used also for a model independent extraction of the neutron magnetic radius. Taking \( Q^2 \leq 0.5 \) GeV\(^2\) and fits with eight parameters for concreteness we find that for the neutron data set \( r_M^n = 0.7 +0.1 \) fm, for the proton and neutron data set \( r_M^n = 0.9 +0.1 \) fm, and for the proton, neutron, and \( \pi\pi \) data set \( r_M^n = 0.89 +0.03 \) fm. The last value can be compared to the value quoted by the PDG. \( r_M^n = 0.862^{+0.009}_{-0.008} \) fm [87]. Our results are consistent but our error bars are larger which can again be attributed to the use of model-independent methods.

It is interesting to note that the magnetic radius of the neutron is consistent within errors with the magnetic radius of the proton. In fact the magnetic radius of the proton is also consistent within errors with the value of the charge radius of the proton, \( r_E^p = 0.871 \pm 0.009 \pm 0.002 \pm 0.002 \) fm extracted using the same model-independent methods in [76]. We
will not interpret these results here, but using model-independent methods is essential in establishing these facts.

Our study shows the utility and robustness of the $z$-expansion in model-independent extraction of fundamental properties of nucleons such as the electric, magnetic, and axial radii. It would be interesting to apply the same methods to newer data sets such as that of the A1 collaboration and to include also polarization data.
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