Using Large Language Models to Enhance Programming Error Messages
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ABSTRACT

A key part of learning to program is learning to understand programming error messages. They can be hard to interpret and identifying the cause of errors can be time-consuming. One factor in this challenge is that the messages are typically intended for an audience that already knows how to program, or even for programming environments that then use the information to highlight areas in code. Researchers have been working on making these errors more novice friendly since the 1960s, however progress has been slow. The present work contributes to this stream of research by using large language models to enhance programming error messages with explanations of the errors and suggestions on how to fix the error. Large language models can be used to create useful and novice-friendly enhancements to programming error messages that sometimes surpass the original programming error messages in interpretability and actionability. These results provide further evidence of the benefits of large language models for computing educators, highlighting their use in areas known to be challenging for students. We further discuss the benefits and downsides of large language models and highlight future streams of research for enhancing programming error messages.
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models can be utilized to parse non-compiling code and the programming errors generated from that code to output PEMs that are more readable than those generated by the compiler/interpreter.

RQ1 How well can Codex explain different error messages?
RQ2 What is the quality of the code fix suggestions that Codex generates?

2 BACKGROUND

2.1 Programming Error Messages

Programming error messages (PEMs) encompass syntax error messages, compiler error messages, and other diagnostic messages that are produced by compilers or interpreters indicating that the input code violates the specification of a language [8]. Researchers and instructors have reported PEMs to be a difficulty for students since at least 1965 [32]. More than fifty years later, PEMs are still a barrier to progress for those learning to program [6], and this has led to various efforts for improve their usability.

One such avenue of work has involved intercepting messages between the compiler and the user and altering their wording or presentation. One of the many known issues with error messages generated by compilers and interpreters is poor readability due to factors such as poor use of vocabulary, strange sentence structure, and the use of jargon [16]. Thus, a large body of work around so-called ‘enhanced compiler error messages’ has emerged [8]. Different approaches to message wording have been reported by various authors, including Barik [3], Becker [9], Denny [13], Kohn [22], Pettit [29], Prather [31], and Karkare [2]. However, although some studies have shown positive effects of rewording messages for novices [15], in general the evidence for the effectiveness of enhanced compiler error messages is not overwhelming. One of the limitations of prior work in this area is the manual effort that is required to generate message rewordings and a lack of clear guidance for addressing core issues such as readability [16].

Artificial intelligence and machine learning approaches have been used for finding and repairing errors in programs [1, 18, 19] but only very fundamental approaches have been applied to researching PEMs [10]. To our knowledge, no prior work has explored the use of large language models for improving PEMs.

2.2 Large Language Models

Large Language Models (LLMs), particularly pre-trained transformer models, have rapidly become the core technologies of natural language processing [24]. One such model is OpenAI GPT-3 (third-generation Generative Pre-trained Transformer) [11]. GPT-3 can translate between natural languages, compose poetry in the style of human poets, generate convincing essays, and more. GPT-3 also powers several other tools such as OpenAI Codex which is essentially a GPT-3 model that has also been fine-tuned with more than 50 million repositories representing the majority of Python code available on GitHub totalling 159 GB of source code [12]. Codex is available via the OpenAI API (beta.openai.com) and also powers tools such as GitHub Copilot (copilot.github.com).

Given the recent emergence of these models, little is yet known about the impact they are likely to have on the computing education landscape. In this context, the few evaluations conducted to date have focused on the accuracy of such models for solving typical introductory programming problems and on the potential for the models to generate learning resources. Early work by Finnie-Ansley et al. assessed the accuracy of Codex by presenting it with typical CS1-type problems, and comparing its performance against that of students. They found that it outperformed most students, and was capable of generating a variety of correct solutions to any given problem [17]. Sarsa et al. investigated the content generation capabilities of Codex, by providing input examples as prompts and using it to generate novel programming problems and code explanations [33]. They found that most of the problems generated by Codex were novel and sensible, and that the generated code explanations were generally correct and thorough.

Given their capability for generating output of human-like quality from contextual inputs, such as code explanations from code, there is potential in applying large language models to the problem of enhancing PEMs.

3 METHODOLOGY

3.1 Error Messages and Programs

For the present study, we collected Python error messages that had been reported as the most unreadable in [16] and [7]. These error messages were as follows:

(1) can’t assign to function call
(2) invalid token
(3) illegal target for annotation
(4) unindent does no match any outer indentation level
(5) positional argument follows keyword argument
(6) unexpected EOF while parsing
(7) EOL while scanning string literal
(8) EOF while scanning triple-quoted string literal
(9) (unicodeerror) ‘unicodeescape’ codec can’t decode bytes

To control whether the complexity of the program that results in a given error message affects the ability of large language models to create useful explanations of the message, we constructed three example programs that generated each error message. The first program was very simple, often only a few lines long. The second incorporated the usage of strings and functions. The third included the use of libraries (e.g., the PyGame game library, pandas, scikit-learn) and was more complex. To create the same error messages as in the works by [16] and [7], we used Python version 3.6.

3.2 Generating Programming Error Messages

Programming error messages were generated using the Codex model that was most recent and performant at the time of analysis, which was the code–davinci-002 -model. As the utility of large language models depends on the used prompts (see e.g., [26]), it is important to do “prompt engineering” where the performance of different types of prompts is evaluated [26]. We evaluated a number of prompts to identify a version that seemed to provide useful explanations. We tried five different prompt messages:

1. Plain English explanation of why does running the above code cause an error and how to fix the problem
2. Plain English explanation of why running the above code causes the above error in the output and instructions on how to fix the problem
We qualitatively analyzed the LLM-produced PEMs. The evaluation of the structure of the prompt given to the large language model can consider the validity of the approach, we calculated inter-rater reliability for the program that produced the error message, and considered also researchers also had access to the original error message as well as examples. After the discussion and initial joint evaluation, they separately analyzed the full set of generated explanations. For each aspect, the researchers chose either “yes” or “no”. For evaluation, the researchers also had access to the original error message as well as the program that produced the error message, and considered also these when evaluating the LLM generated explanations. To examine the validity of the approach, we calculated inter-rater reliability between the researchers using Cohen’s kappa. The kappa value was 0.83 over all the analyzed aspects, indicating almost perfect agreement [23].

To answer both of our research questions, we report the percentage of “yes” answers for the questions outlined above separately for each different programming error message and separately for each combination of program category and temperature value. The proportion of “yes” answers is calculated out of the full set of 162 data points: 2 raters, each with 81 distinct ratings for the unique combinations of programming error message (n = 9), program (n = 3), and Codex output (n = 3).

4 RESULTS

Table 1 shows the results of the analysis separately for each error message. Each cell of the table presents the percentage of “yes” answers to the evaluation question (see Section 3.3 for the questions) for each of the nine error messages. The cells in the bottom row of the table show the percentage of “yes” answers across all error messages for the evaluation question indicated by the column.

Table 2 shows the results of the analysis separately for different combinations of program category and temperature value. From the table, it is evident that for the task of explaining PEMs and creating suggestions for fixes to the source code that produced those errors, using a temperature value of 0 resulted in considerably better outputs, which holds for all three program categories. For example, the output was considered an improvement in over 70% of the cases with a temperature value of 0, while only up to 50% of the cases with a temperature value of 0.7.
Table 1: Error message analysis for each research question. The cells show the percentage of “yes” answers out of all (“yes” and “no”) answers for the analysis.

| Error message                                           | Comprehensible | Unnecessary content | RQ1 Has explanation | Explanation correct | Improvement | RQ2 Has fix | Fix correct |
|---------------------------------------------------------|----------------|---------------------|----------------------|---------------------|-------------|-------------|-------------|
| can’t assign to function call                           | 100%           | 17%                 | 94%                  | 83%                 | 78%         | 72%         | 28%         |
| invalid token                                           | 100%           | 39%                 | 89%                  | 58%                 | 78%         | 83%         | 44%         |
| illegal target for annotation                          | 67%            | 22%                 | 67%                  | 33%                 | 33%         | 50%         | 26%         |
| unindent does not match any outer indentation level     | 100%           | 39%                 | 100%                 | 56%                 | 56%         | 67%         | 28%         |
| positional argument follows keyword argument            | 89%            | 22%                 | 89%                  | 61%                 | 56%         | 78%         | 39%         |
| unexpected EOF while parsing                            | 67%            | 11%                 | 67%                  | 11%                 | 22%         | 44%         | 22%         |
| EOL while scanning string literal                       | 89%            | 28%                 | 89%                  | 22%                 | 50%         | 67%         | 17%         |
| EOF while scanning triple-quoted string literal         | 89%            | 56%                 | 78%                  | 44%                 | 44%         | 89%         | 33%         |
| (unicodeerror) ‘unicodeescape’ codec can’t decode bytes | 89%            | 56%                 | 83%                  | 72%                 | 67%         | 78%         | 56%         |
| Average over all error messages                         | 88%            | 32%                 | 84%                  | 48%                 | 54%         | 70%         | 33%         |

Table 2: Effect of temperature and program category on Codex performance in the task.

| Program category    | Temperature | Comprehensible | Unnecessary content | RQ1 Has explanation | Explanation correct | Improvement | RQ2 Has fix | Fix correct |
|---------------------|-------------|----------------|---------------------|----------------------|---------------------|-------------|-------------|-------------|
| Simple              | 0.0         | 100%           | 6%                  | 100%                 | 67%                 | 72%         | 78%         | 44%         |
| Function with strings| 0.0         | 100%           | 22%                 | 100%                 | 56%                 | 72%         | 78%         | 33%         |
| Library             | 0.0         | 100%           | 28%                 | 100%                 | 78%                 | 78%         | 72%         | 44%         |
| Simple              | 0.7         | 83%            | 31%                 | 78%                  | 47%                 | 42%         | 64%         | 31%         |
| Function with strings| 0.7         | 89%            | 42%                 | 86%                  | 36%                 | 39%         | 75%         | 25%         |
| Library             | 0.7         | 72%            | 44%                 | 64%                  | 33%                 | 50%         | 61%         | 31%         |

Regarding differences between program categories, we can observe that Codex seems to perform slightly worse with the programs in the “function with strings” category. However, the variations between program categories are not as noticeable as the differences between different temperature values or different error messages.

5 DISCUSSION

5.1 Are Error Message Explanations Useful?

Our results suggest that using large language models to explain programming error messages (PEMs) is feasible and shows promise. Overall, the explanation was considered an improvement over the original programming error message in over half of the cases. If we only consider the results from using temperature value 0, which were overall better, over 70% of the Codex outputs were considered an improvement over the original programming error message.

The results are more sobering when it comes to using large language models to generate correct fixes. Although 70% included a fix, when a fix was included it was correct only under half of the time (47%). While the fixes created with the temperature value of 0 were better on average compared to those created with a value of 0.7, they were still correct in only around half of the cases – 42%, 56%, and 61% of the cases for functions with strings, simple programs, and library related programs respectively.

We propose that the generated content could be useful to students if it were delivered so that it is clear that the content is AI-generated and might not be correct. And even with this initial exploratory setup, we found some outputs (two examples seen in Codex Example 1 and Codex Example 2) that we consider good enough to be shown to students without modifications.

5.2 Common Pitfalls and Ways Around Them

Two examples of outputs where both the explanation and suggested fix generated by Codex were incorrect are shown in Codex Examples 3 and 4. Comparing these incorrect outputs with the correct outputs in Examples 1 and 2, we observe that the messages seem similarly confident in their tone, which could potentially mislead students. In both of the examples where the output is incorrect, Codex suggests that the issue is related to indentation. As novices often struggle with indentation [22, 25], these incorrect suggestions
In general, we observed a few common pitfalls that Codex seemed to introduce misconceptions related to correct indentation. For the first case, Codex would often suggest to fix the indentation of the program, even though the problem was that the implementation was far from complete (as in Codex Example 3). Similar suggestions for fixing the indentation were observed for the second case as well, even though the problem is in the capitalization. This can be seen in Codex Example 4, where the issue is that the if-statement is capitalized, but the message claims the issue is with indentation. For the third case, Codex was often unable to correctly identify whether the quotation mark was missing from the beginning or the end of the string, and sometimes suggested that the issue is related to parentheses instead of missing quotation marks. Indeed, the program category “function with strings” had the lowest scores overall (see Table 2).

While it was relatively rare, we did observe some outputs that were not just incorrect, but even contradictory and confusing. In one case, Codex seems to have focused too much on the “Plain English” portion of the input and started generating irrelevant content related to “looking for a Plain English explanation”. To add to the confusion, the generated output actually does include a correct explanation of the problem – “You need to end your string properly. The code should be indented by 4 spaces.”

As there were common pitfalls and clear differences between explanation quality, we see one stream of future work in using a two-tiered approach for creating explanations. Codex could be relied upon in cases where it is known that it likely performs well, while in other cases other means could be exercised. One possibility is using LLMs to pre-generate explanations of common error messages that the instructor could validate (essentially, a “human-in-the-loop” approach). Another possibility would be the use of learnersourcing, where students could ask for help from their peers; classic approaches such as discussion forums would also work, although the response times would be lower when compared to the near-instantaneous feedback from Codex.
5.3 Explanations and Context

When considering the usefulness of Codex-generated explanations, they need to be interpreted and evaluated in context. First, the original error messages might be more useful for more experienced students who have learned to interpret them. The importance of context was present also in some of the disagreements of the two researchers who independently evaluated the error messages; for example, one of the researchers at times considered the error message as an improvement if it pointed the students to the correct direction, even if the explanation by itself would be faulty.

The utility of these explanations also depends on whether students understand the implications of the suggestions. Prior research into LLMs examined the creation of source code, they may lead students down debugging rabbit holes [35] or even introduce security flaws [28]. We also see the potential for other types of LLM problems. For example, what if the problem is not with the source code, but an issue with the user environment – here, a student could ask for help to fix an issue, convincing the LLM that an issue exists, and going down a rabbit hole when looking for a solution [35].

Despite the shortcomings, we see the potential of using LLMs as a scaffold when learning to program and when learning to interpret error messages. However, as with any instructional scaffolding, the scaffolding should be dismantled at some point [20], and students must eventually learn to understand the original error messages.

5.4 Limitations

There are limitations to our study, which we outline here. Firstly, we used Python 3.6 in the analysis similar to prior work [16]. On one hand, this allowed us to focus on error messages from the literature that had been found to be confusing to students. On the other hand, we acknowledge that newer versions of Python have included improvements to some of the error messages we analyzed. For example, some of the code snippets we used that resulted in an “invalid token” error would have resulted into a “SyntaxError: leading zeros in decimal integer literals are not permitted; use an 0 prefix for octal integers” with newer Python versions. We consider the latter to be easier to understand for novice programmers.

Regarding the code snippets used in the analysis, they were created by the authors and were not student code. It is possible that the performance of Codex in explaining error messages for student code would be different. In our future work, we are interested in studying the error message explanations with student programs and with student evaluators. In addition, most of the source codes were relatively short. The performance of large language models in explaining error messages might be affected by the length or the complexity of source code, which future work should examine in greater detail. Similarly, our code snippets only included singular errors – future work could analyze how well large language models can explain error messages when the source code that leads to those messages contains multiple issues.

When prompting Codex to generate an explanation of the error message and a fix to the program, we asked for both the explanation and the fix with a single prompt (“Plain English explanation of why does running the above code cause an error and how to fix the problem”). Performance could have increased had we asked for these separately. In addition, we did not give any examples of good error message explanations and fixes to the code in the prompt – i.e., we relied on “zero shot learning” [26]. Prior work has found that giving even just a few examples (i.e., “few shot learning”) can drastically improve the performance of large language models [11].

6 CONCLUSION

We used large language models to try improve programming error messages (PEMs). We collected Python error messages that had been reported as most unreadable in prior work [7, 16] and generated code examples that produced these error messages. We conducted prompt engineering using OpenAI Codex to identify prompts that would produce explanations of the PEMs and actionable fixes that could be applied to the code examples to fix the error. We evaluated the explanations and fixes created to examine whether they have utility in introductory programming classrooms. To summarize, we answer our research questions as follows.

**RQ1:** How well can Codex explain different error messages? Overall, the explanations created by Codex were quite comprehensible (88%). Codex produced an output with an explanation to 84% of the provided codes and error messages, but only about half (57%) of these explanations were deemed correct (48% of all inputs).

**RQ2:** What is the quality of the code fix suggestions that Codex generates? Although 70% of the outputs had a proposed fix, a little less than half (47%) of those were deemed correct (33% of all inputs).

While the above results are aggregated over different PEMs, program categories, and Codex temperature values, we found cases where Codex seems to perform better. For example, we noticed that the results were better across the board when using the temperature value of 0. Similarly, we found that there were certain cases where Codex was more likely to provide faulty explanations and suggest fixes that are incorrect, and highlighted a potential way around this by having a two-step system that would look into the error message and the complexity of the source code before deciding whether to use LLMs or other more traditional support mechanisms.

The key implications of this work are that programming error message explanations and suggested fixes generated by LLMs are not yet ready for production use in introductory programming classes, as there are risks that students may interpret potentially faulty LLM outputs as coming from an authority, and end up attempting to fix their programs in ways that do not actually help. At the same time, our results show that LLMs could be a useful tool for improving PEMs, although additional effort needs to be taken both when using LLMs to enhance the error messages and when coming up with ways to produce high-quality enhancements. Enhancing programming error messages could help students in debugging their programs as traditional error messages are often cryptic and hard to understand for novice programmers [15, 16].

The present results were obtained with the code-davinci-002 model of OpenAI Codex, which was the most recent and performant Codex model at the time of the study. As LLMs improve over time, these results create a baseline that future model performance can be compared to. Future work should look in more depth into prompt engineering, for example by considering including the problem statement and perhaps a sample solution into the input, as well as look into applying and evaluating the enhanced programming error messages in classroom settings.
