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Abstract An inexact restoration derivative-free filter method for nonlinear programming is introduced in this paper. Each iteration is composed of a restoration phase, which reduces a measure of infeasibility, and an optimization phase, which reduces the objective function. The restoration phase is solved using a derivative-free method for solving underdetermined nonlinear systems with bound constraints, developed previously by the authors. An alternative for solving the optimization phase is considered. Theoretical convergence results and some preliminary numerical experiments are presented.
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1 Introduction

In this paper we shall be concerned with the nonlinear programming problem

\begin{align*}
\text{minimize } & f(x) \\
\text{subject to } & c(x) = 0
\end{align*}

(1)

where the functions $f : \mathbb{R}^n \to \mathbb{R}$, $c : \mathbb{R}^n \to \mathbb{R}^m$ are continuously differentiable but their derivatives are not available. We denote by $J_c(\cdot)$ the Jacobian matrix of $c$ and we consider the function $h$ that measures the constraint infeasibility in each point $x \in \mathbb{R}^n$, $h(x) = \|c(x)\|$ where $\|\cdot\|$ denotes the Euclidean norm. Such a kind of optimization problems encompasses
many real-world problems arising in different fields like e.g. computational mathematics, physics and engineering, in which it is necessary to minimize functions whose derivatives are not available (see e.g. [1,6,19]). Unconstrained techniques based on local explorations, line searches or quadratic models have been suitably adapted to box-constrained and linearly constrained derivative-free optimization [2,5,7,20–22,31,32]. Problems with more general constraints are more difficult because they need to obtain optimality and feasibility controlling the number of function evaluations of the objective function and the nonlinear constraints. Derivative-free methods for more general constraints were addressed by means of augmented Lagrangian approaches in [8,23,24].

Modern inexact restoration (IR) methods for smooth constrained optimization proceed in two phases [15,26–28]. In the restoration phase, feasibility is improved without evaluations of the objective function at all. In the optimization phase, the objective function or a Lagrangian function is minimized. One of the more attractive features of the IR method is that the theory allows us to use any efficient algorithm to perform each phase. Optimality and feasibility can be combined using penalty functions, Augmented Lagrangians or can be treated more independently. Inexact restoration algorithms described by Martínez [26] and by Martínez and Pilotta [27,28], measure the progress by a merit function. Gonzaga, Karas and Vanti [15] have proposed an inexact restoration algorithm which uses a filter strategy for evaluating candidate points. This idea was proposed by Fletcher and Leyffer in [13] in other context.

A recently article [4] uses the IR method for solving a nonlinear derivative-free optimization problem where the derivatives of the constraints are available but the derivatives of the objective function are not. In this case, the second phase must be solved using derivative-free methods. An algorithm introduced by Kolda, Lewis and Torczon [20] for linearly constrained derivative-free optimization is employed for that purpose.

In this paper we propose a derivative-free method, based on the inexact restoration approach introduced in [15]. There the authors define a globally convergent filter method for nonlinear programming considering available the derivatives of the objective function and the constraints. That filter method belongs to the class of methods that treat $f$ and $h$ as two independent objectives. Each iteration proceeds in two phases: the restoration or feasibility phase in which feasibility must be improved without using the objective function and the optimization phase in which the objective function on a tangent approximation to the constraints must be minimized. As mentioned in [15], the filter algorithms define a forbidden region by memorizing the pairs $(f(x^i), h(x^i))$ from well chosen former iterations, avoiding points dominated by those by using the usual Pareto domination rule: “$x$ dominates $y$ if and only if $f(y) \geq f(x)$ and $h(y) \geq h(x)$”. For bibliography on filter methods see for example [12,13,15] and the references therein.

The algorithm developed in this work is based on models built by multivariate interpolation of the objective and the constraint functions [7], which is one of the main differences with [15].

The restoration phase must solve an underdetermined nonlinear system with bound constraints. In our implementation we performed this phase using the derivative-free method developed in [11].

On the other hand, the optimization phase must solve a derivative-free optimization problem with linear constraints. We shall use a linear constrained trust-region algorithm in which the derivative of the objective function is approximated by a model obtained by linear interpolation.
This paper is organized as follows. In Section 2 we present the hypotheses, concepts and some results that are fundamental throughout the work. Also we define the Derivative-Free Filter algorithm (DFF) for solving (1). In Section 3 we present the internal algorithms used in DFF and we show that they satisfy certain conditions that will be used in the analysis of the convergence. In Section 4 we show the global convergence results. In Section 5 we describe implementation details and we show some numerical experiments. Finally, Section 6 is devoted to conclusions and lines for future research.

Notation.
- $\|\cdot\|$ denotes the Euclidean norm.
- Given two non-negative functions $g_1, g_2 : \mathbb{R} \to \mathbb{R}$, $X \subset \mathbb{R}^n$, we denote $g_1(x) = O(g_2(x))$ (or equivalently $g_2(x) = \Omega(g_1(x))$) in $\Gamma \subset X$ if there exists $M > 0$ such that $g_1(x) \leq M g_2(x)$ for all $x \in \Gamma$.

2 Derivative-Free Filter Algorithm

We shall develop an algorithm which generates sequences $\{x^k\}, \{\bar{x}^k\}$ in $\mathbb{R}^n$ and in order to obtain our global convergence we shall assume the following hypotheses.

General hypotheses:

(H1) The iterates $x^k$ and $\bar{x}^k$ remain in a convex compact domain $X \subset \mathbb{R}^n$.

(H2) The functions $f, c_i$ for $i = 1, \ldots, m$ are continuously differentiable in an open set containing $X$.

(H3) The functions $\nabla f, \nabla c_i$ for $i = 1, \ldots, m$ are Lipschitz continuous in an open set containing $X$ with constants $L_1, L_2 > 0$, respectively:
\[
\|\nabla f(x) - \nabla f(y)\| \leq L_1 \|x - y\|
\]
\[
\|\nabla c_i(x) - \nabla c_i(y)\| \leq L_2 \|x - y\|, \quad \text{for } i = 1, \ldots, m
\]
for all $x, y$ in the open set containing $X$.

Before going further into details of the algorithm, we first introduce some concepts and results of multivariate polynomial interpolation models of the objective function and constraints that we make use throughout and that can be found to a more extent in Conn, Scheinberg and Vicente [6].

Each interpolation set $Y = \{y^0, y^1, \ldots, y^n\} \subset \mathbb{R}^n$, which is contained in the ball $B(y^0, A(Y))$ centered at $y^0$ and with radius $A(Y) = \max_{1 \leq i < n} \|y^i - y^0\|$, is “poised” for linear interpolation, i.e., the matrix of directions $S = [y^1 - y^0, y^2 - y^0, \ldots, y^n - y^0]^T$ is nonsingular. The definition of poisedness is independent of the basis for the space of linear polynomials of degree 1. Hence, if $Y$ is poised for the natural basis then it is poised for any other basis chosen [6, Ch. 2].

The simplex gradient of $f$ at $y^0$ is defined by $\nabla_s f(y^0) = S^{-1} \delta f(Y)$ where $\delta f(Y) = (f(y^1) - f(y^0), f(y^2) - f(y^0), \ldots, f(y^n) - f(y^0))^T$.

If we consider $m_i(x) = f(y^0) + g_i^f(x - y^0)$ as the linear interpolating model of $f(x)$ on $Y$ then we have that $g_f = \nabla_s f(y^0)$ [6]. Therefore, the simplex gradient of $f$ is closely related to linear multivariate polynomial interpolation.
The geometrical properties of \( Y \) determine the quality of the corresponding \( g_f \) as an approximation to the exact gradient of the objective function. We are interested in the quality of \( m_f(x) \) and \( g_f \) in the ball \( B(y^0, \Delta(Y)) \).

The definition of poisedness gives a threshold to the difference between the functions and their interpolation models. Then, for all \( x \in B(y^0, \Delta(Y)) \), considering the scaled matrix \( \bar{S} = \frac{S}{\Delta(Y)} \), we have that

\[
\begin{align*}
|f(x) - m_f(x)| & \leq \kappa_f \Delta^2(Y), \\
||\nabla f(x) - \nabla m_f(x)|| & \leq \kappa_g \Delta(Y),
\end{align*}
\]

where \( \kappa_g = L_1(1 + \frac{\sqrt{n}}{2}||S^{-1}||) \) and \( \kappa_f = \kappa_{eg} + \frac{L_2}{2} \), which are given in Theorem 2.11 and Theorem 2.12 in [6].

Similarly, under the previous hypotheses, if we consider for all \( j = 1, \ldots, m, m_{c_j}(x) = c_j(y^0) + g_{c_j}^T(x - y^0) \) as the linear interpolating model of \( c_j(x) \) on \( Y \) then we have that \( g_{c_j} = \nabla_{c_j} c_j(y^0) \) and the following error bounds

\[
\begin{align*}
|c_j(x) - m_{c_j}(x)| & \leq \kappa_c \Delta^2(Y), \\
\|\nabla c_j(x) - \nabla m_{c_j}(x)\| & \leq \kappa_{cg} \Delta(Y),
\end{align*}
\]

where \( \kappa_{cg} = L_2(1 + \frac{\sqrt{n}}{2}||S^{-1}||) \) and \( \kappa_c = \kappa_{cg} + \frac{L_2}{2} \).

If we consider as an approximation of \( J_c(y) \) the matrix \( A(y) \), whose \( j \)-th row is the transpose of \( \nabla m_{c_j}(y) \) then we have that

\[
\|J_c(y) - A(y)\| \leq \kappa_{cl} \Delta(Y),
\]

where \( \kappa_{cl} = \sqrt{m} \kappa_{cg} \).

We assume that it is possible to maintain the constants \( \kappa_f, \kappa_g \) and \( \kappa_{cl} \) uniformly bounded along the iterative process of our algorithm [6, Ch. 3 and 6].

Given an iterate \( z^k \) we consider the following hypothesis

(H4) The simplex gradient used to approximate the objective function gradient satisfies the error bound: \( \|\nabla f(z^k) - \nabla f(z^*)\| \leq k_{eg} \Delta_f^k \) where \( \Delta_f^k \) is the radius of the ball that contains the interpolation points.

The simplex derivatives used to approximate the true Jacobian satisfy the error bound: \( \|J_c(z^k) - A(z^k)\| \leq k_{cg} \Delta_c^k \) where \( \Delta_c^k \) is the radius of the ball that contains the interpolation points.

The global convergence result of the method in [15] is obtained without discussing details of the algorithms used in the internal phases. The authors proved that their algorithm produces feasible points \( \bar{x} \) satisfying

\[
\liminf_{x \to \bar{x}} ||P_T(x) - \nabla f(x)|| = 0,
\]

where \( P_T(z) \) is the orthogonal projection of \( w \in \mathbb{R}^n \) onto the closed set

\[
T(z) = \{ x \in \mathbb{R}^n : J_c(z)(x - z) = 0 \}
\]

that is a linearization of the set \( \{ x \in \mathbb{R}^n : c(z) = c(x) \} \) at the point \( z \).
The direction $P_{T(z)}(z - \nabla f(z)) - z$ appears as a sequential optimality condition in the Approximate Gradient Projected condition defined by Martínez and Svaiter in [29].

In this paper we address nonlinear problems in which the derivatives of the involved functions are not available. When this is the case we can not compute in an exact form the set $T(z)$ and the gradient of the objective function.

Thus, in this context, we will be able to prove that our derivative-free filter algorithm generates a sequence $(x^k)$ which has a feasible limit point $x^* \in \mathbb{R}^n$, $x^* = \lim_{k \to \infty} x^k$ for some infinite subset $\mathcal{K} \subset \mathbb{N}$, satisfying

$$\lim_{k \to \infty} \|d_k(x^k)\| = 0$$

where $d_k(z) = P_{L(z)}(z - \nabla f(z)) - z$ and $L(z) = \{z \in \mathbb{R}^n : A(z)(x - z) = 0\}$.

This feasible point $x^*$ will be called quasi-stationary throughout this work.

Now, following the ideas in [15], we present the inexact restoration derivative-free filter algorithm with no specification of the internal algorithms.

This algorithm constructs a sequence $F_0 \subset F_1 \subset \ldots \subset F_k \subset \ldots$ of filter sets composed of pairs $(f_j, h_j) \in \mathbb{R}^n$. In the following, we also mention the sets of forbidden points, $\mathcal{F}_k \subset \mathbb{R}^n$. $\mathcal{F}_k = \{x \in \mathbb{R}^n : f(x) \geq f_j, h(x) \geq h_j, \text{ for some } (f_j, h_j) \in F_k\}$, which are formally defined in each step of algorithm for clarity, but are never actually constructed. Each iteration starts with a filter and the corresponding forbidden region.

Given an iterate $x^k$, the filter slack at $x^k$ is defined by

$$H_k = \min\{1, \min\{h_j : (f_j, h_j) \in F_k, f_j \leq f(x^k)\}\}.$$  \hfill (9)

**Algorithm 1. Derivative-Free Filter Algorithm (DFF).**

Given $x^0 \in \mathbb{R}^n$, $F_0 = 0$, $\mathcal{F}_0 = 0$, $\alpha \in (0, 1)$, $\beta > 0$, $\varepsilon_f > 0$, $\varepsilon_I > 0$, $\{\delta_k\}_{k \in \mathbb{N}}$, $\delta_k > 0$, $\delta_k \to 0$. Set $k \leftarrow 0$.

**Step 1: Define** $(\bar{f}, \bar{h}) = (f(x^k) - \alpha h(x^k), (1 - \alpha)h(x^k))$.

**Construct the set** $\mathcal{F}_k = F_k \cup \{(\bar{f}, \bar{h})\}$.

**Define the set** $\mathcal{F}_k = \mathcal{F}_k \cup \{x \in \mathbb{R}^n : f(x) \geq \bar{f}, h(x) \geq \bar{h}\}$.

**Step 2: Restoration Phase**

If $h(x^k) = 0$ then set $x^* = x^k$.

Otherwise, compute $\bar{x} \notin \mathcal{F}_k$ such that $h(\bar{x}) < (1 - \alpha)h(x^k)$ and $\|\bar{x} - x^k\| \leq \beta h(x^k)$. If it is impossible then stop without success. END.

**Step 3: Optimization Phase**

3.1 Construct or update $Y_+^k = \{\bar{x}, y_1^k, \ldots, y_n^k\}$, a set of interpolation points centered at $\bar{x}$, such that $\Delta^k_{x} = \max\{\|y_j^k - \bar{x}\|\} \text{ verifies } \Delta^k_x \leq \beta \min\{\max\{h(x^k), H_k\} \& \delta_k\}$.

Compute $A(\bar{x}) = A_k$ using simplex derivatives, by interpolation on $Y_{+}^k$.

Define $L(\bar{x}) = \{x \in \mathbb{R}^n : A_k(x - \bar{x}) = 0\}$.

Construct or update $Y_+^k = \{\bar{x}, y_1^k, \ldots, y_n^k\}$, a set of interpolation points centered at $\bar{x}$, such that $\Delta^k_{y} = \max\{\|y_j^k - \bar{x}\|\} \text{ verifies } \Delta^k_y \leq \delta_k$.

Compute $\nabla f(\bar{x})$ by interpolation on $Y_+^k$ and $d_k(\bar{x}) = P_{L(x^k)}(\bar{x} - \nabla f(\bar{x})) - \bar{x}$.

3.2 If $h(x^k) = 0$, max$\{\Delta_{x}^k, \Delta_{y}^k\} < \varepsilon_f$ and $\|d_k(\bar{x})\| < \varepsilon_I$ then stop with finite convergence.

3.3 Compute, by an algorithm without derivatives, $x_T \notin \mathcal{F}_k$ such that $x_T \in L(x^k)$ and $f(x_T) \leq f(\bar{x})$. 


If $z^k = x^k$ and there is not a $x^T$ such that $f(x^T) < f(z^k)$ then set $\Delta_f^k = \alpha \Delta_f^k$, $\Delta^k = \\
\alpha \Delta^k$ and go to step 3.1.
Otherwise, define $x^{k+1} = x_T$.

**Step 4: Filter Update**

If $f(x^{k+1}) < f(x^k)$ then $F_{k+1} = F_k$, $\mathcal{F}_{k+1} = \mathcal{F}_k$ (f-iteration).
Else, $F_{k+1} = F_k$, $\mathcal{F}_{k+1} = \mathcal{F}_k$ (h-iteration).
Set $k ← k + 1$, go to Step 1.

Observe that, as it was made in [15], at the beginning of each iteration, the pair $(f(x^k) - ah(x^k), h(x^k) - ah(x^k))$ is temporarily introduced in the filter. After the complete successful iteration this entry will become permanent in the filter only if the iteration does not produce a decrease in $f$.

In [26], under suitable assumptions, J.M. Martínez has shown that a point that satisfies the feasibility phase requirements exists. Considering this, if $h(x^k) \neq 0$, it is plausible to believe that a point $z^k$ satisfying $h(z^k) < (1 - \alpha)h(x^k)$ and $\|z^k - x^k\| \leq \beta h(x^k)$ could be found, for example, by a Broyden-like method to solve the nonlinear system defined by the constraints.

In order to accept $z^k$, it is necessary to check if $z^k \notin \mathcal{F}_k$. Since the pair $(f(z^k), h(z^k))$ is not dominated by $(f, \hat{h})$, it is only necessary to verify that $z^k \notin \mathcal{F}_k$. Since $x^k \notin \mathcal{F}_k$, $\mathcal{F}_k$ is closed and the restored point has bounded distance from $x^k$, it is reasonable to believe that the algorithm has possibilities to complete the restoration phase. However, we do not have guarantees that such point would be found, and so the stopping criterion in Step 2 is essential.

Furthermore, when $h(x^k) = 0$ it is necessary to find $x^{k+1}$ satisfying $f(x^{k+1}) < f(x^k)$, to fulfill the condition that $x^{k+1} \notin \mathcal{F}_k$. Since we are not working with the true derivatives, the computed direction $d_c(z^k)$ could not be a descent direction of $f$ in $z^k$ over $L(z^k)$, although it is not null. This can happen because the simplex gradients are not good approximations of the true gradients. Consequently the procedure used in the optimization phase may not be able to find a point $x_T$ such that $f(x_T) < f(z^k)$. If $z^k \neq x^k$, as $z^k \notin \mathcal{F}_k$, it is possible to accept $x_T = z^k$ and $x^{k+1} = z^k$. But when $z^k = x^k$ and the algorithm can not find a point $x_T$ such that $f(x_T) < f(z^k)$, we propose to restart the optimization phase recomputing the simplex gradient of $f$ and the matrix $A_k$ with the new radiuses $\alpha \Delta_f^k$ and $\alpha \Delta^k$ of the interpolation points.

The following lemma gives conditions for which $d_c(z^k)$ is a descent direction of $f$ in $z^k$ over $L(z^k)$.

**Lemma 1** Given $\varepsilon > 0$, $z^k \in \mathbb{R}^n$, if $\|d_c(z^k)\| > \varepsilon$ and $\|\nabla f(z^k) - \nabla_x f(z^k)\| < \frac{\varepsilon}{3}$ then

$$
\|z^k - P_{L(z^k)}(z^k - \nabla f(z^k))\| > \frac{3}{4} \varepsilon, \quad (10)
$$

$$
\nabla^T f(z^k) \cdot d_c(z^k) < -\frac{1}{4} \|d_c(z^k)\|^2. \quad (11)
$$

**Proof.** Since the projection $P_{L(z^k)}$ is non-expansive,

$$
\|P_{L(z^k)}(z^k - \nabla f(z^k)) - P_{L(z^k)}(z^k - \nabla_x f(z^k))\| \leq \|\nabla f(z^k) - \nabla_x f(z^k)\|,
$$

we have:

$$
\|z^k - P_{L(z^k)}(z^k - \nabla f(z^k))\| = \|z^k - z^k + (z^k - P_{L(z^k)}(z^k - \nabla f(z^k)))\| \leq \|z^k - P_{L(z^k)}(z^k - \nabla f(z^k))\| + \|z^k - z^k\| = \|z^k - P_{L(z^k)}(z^k - \nabla f(z^k))\|.
$$

Using the condition $\|\nabla f(z^k) - \nabla_x f(z^k)\| < \frac{\varepsilon}{3}$, we get:

$$
\|z^k - P_{L(z^k)}(z^k - \nabla f(z^k))\| > \frac{3}{4} \varepsilon.
$$

Finally, using the non-expansiveness property of $P_{L(z^k)}$:

$$
\nabla^T f(z^k) \cdot d_c(z^k) < -\frac{1}{4} \|d_c(z^k)\|^2.
$$
then it follows that
\[
\|z^k - P_{L_*(z^k)}(z^k - \nabla_s f(z^k))\| \leq \|z^k - P_{L_*(z^k)}(z^k - \nabla f(z^k))\| + \|\nabla f(z^k) - \nabla_s f(z^k)\|. \tag{12}
\]

Then we have that
\[
\|z^k - P_{L_*(z^k)}(z^k - \nabla f(z^k))\| \geq \|z^k - P_{d_k(z^k)}(z^k - \nabla_s f(z^k))\| - \|\nabla f(z^k) - \nabla_s f(z^k)\| \geq \frac{3}{4} \varepsilon > 0,
\]
as we wanted to prove.

Since \(\nabla^T f(\hat{z}^k) d_c(\hat{z}^k) = (\nabla f(\hat{z}^k) - \nabla_s f(\hat{z}^k))^T d_c(\hat{z}^k) + \nabla^T f(\hat{z}^k) d_c(\hat{z}^k)\), then
\[
\nabla^T f(\hat{z}^k) d_c(\hat{z}^k) \leq \|d_c(\hat{z}^k)\| \|\nabla f(\hat{z}^k) - \nabla_s f(\hat{z}^k)\| + \nabla^T f(\hat{z}^k) d_c(\hat{z}^k).
\]
Therefore, considering
\[
\nabla^T f(\hat{z}^k) d_c(\hat{z}^k) \leq -\frac{\|d_c(\hat{z}^k)\|^2}{2}, \tag{13}
\]
which is obtained by a similar form to one of [27, Sec. 2.6, page 140] replacing \(\nabla f(\hat{z}^k)\) by \(\nabla_s f(\hat{z}^k)\), we obtain that
\[
\nabla^T f(\hat{z}^k) d_c(\hat{z}^k) \leq \|d_c(\hat{z}^k)\|^2 \left(\frac{\|\nabla f(\hat{z}^k) - \nabla_s f(\hat{z}^k)\|}{\|d_c(\hat{z}^k)\|} - \frac{1}{2}\right).
\]
Hence, we get \(\nabla^T f(\hat{z}^k) d_c(\hat{z}^k) < \|d_c(\hat{z}^k)\|^2 \left(\frac{1}{2} - \frac{1}{2}\right) = -\frac{1}{2} \|d_c(\hat{z}^k)\|^2\). Therefore, under the hypotheses given, \(d_c(\hat{z}^k)\) is a descent direction of \(f\) in \(z^k\).

**Remark 1** Under the hypotheses of the previous lemma, if \(\hat{z}^k\) is not in \(\mathcal{T}_k\), which is a closed set, then there must exist \(\Delta > 0\) and \(\tau > 0\) such that if \(\tau \|d_c(\hat{z}^k)\| < \Delta\) then \(\hat{z}^k + \tau d_c(\hat{z}^k)\) does not fall into the region \(\mathcal{T}_k\) and \(f(\hat{z}^k + \tau d_c(\hat{z}^k)) < f(\hat{z}^k)\). Similarly when \(h(\hat{z}^k) = 0\), by construction \(\hat{z}^k = x^k\) and \(\hat{z}^k \in \mathcal{T}_k\). In this case, since \(\hat{z}^k \notin \mathcal{T}_k\), which is a closed set, there exist \(\Delta > 0\) and \(\tau > 0\) such that if \(\tau \|d_c(\hat{z}^k)\| < \Delta\) then \(\hat{z}^k + \tau d_c(\hat{z}^k)\) does not fall into the region \(\mathcal{T}_k\). Furthermore, since \(f(\hat{z}^k + \tau d_c(\hat{z}^k)) < f(\hat{z}^k)\) it obtains that \(\hat{z}^k + \tau d_c(\hat{z}^k) \notin \mathcal{T}_k\).

**Lemma 2** Algorithm 1 is well defined.

**Proof.** If the method used in the restoration phase is not able to find a point \(\hat{z}^k\) satisfying the required conditions then the Algorithm 1 stops.

In the optimization phase, when \(\hat{z}^k \neq x^k\) there always exists \(x_T \notin \mathcal{T}_k\) such that \(f(x_T) \leq f(\hat{z}^k)\) since \(\hat{z}^k \notin \mathcal{T}_k\) and then it is possible to accept \(x_T = \hat{z}^k\).

When \(x^k\) is feasible, \(\hat{z}^k = x^k\), if it is possible to find \(x_T\) with \(f(x_T) < f(x^k)\) then \(x^{k+1}\) is defined. If that is not possible then the algorithm restarts the optimization phase with smaller \(\Delta_T^*\) and \(\Delta^*_k\), with the aim of improving the approximation of the gradients of \(f\) and \(c_i\), for \(i = 1, \ldots, m\). In this case, in a finite number of iterations the radii \(\Delta_T^*\) and \(\Delta^*_k\) will become sufficiently small and if \(\|d_c(\hat{z}^k)\|\) is large enough, by Lemma 1 and Remark 1, it is possible to obtain \(x_T \notin \mathcal{T}_k\) such that \(f(x_T) < f(x^k)\) and then \(x^{k+1}\) is defined. Otherwise, if \(\|d_c(\hat{z}^k)\| \leq \varepsilon_f\) and \(\max\{\Delta_T^*, \Delta^*_k\} < \varepsilon_I\) then the algorithm finishes satisfying the finite termination criterion.

**Remark 2** When \(h(x^k) > 0\), in the previous lemma we have used the possibility to accept \(x^{k+1} = x^k\). When this happens an infinite number of iterations a feasible limit point is obtained. Until this moment, the internal algorithms have not been given. In the following section we will study the characteristics of the limit points using the properties of the internal algorithms.
As it was mentioned in [15] there are some facts that follow directly from the construction of the algorithm:

Fact 1. Given $k \in \mathbb{N}$, $x^k + p \notin \mathcal{F}_{k+1}$ for all $p \geq 1$.

Fact 2. Given $k \in \mathbb{N}$, at least one of the following two situations must occur:
1. $h(x^{k+1}) < (1-\alpha)h(x^k)$.
2. $f(x^{k+1}) < f(x^k) - \alpha h(x^k)$.

Fact 3. Given $k \in \mathbb{N}, h_j > 0$ for all $j \in \mathbb{N}$ such that $(f_j, h_j) \in F_k$. Consequently $H_k > 0$ for all $k \in \mathbb{N}$.

Remark 3 By definition of $H_k$, $H_k \leq 1$. Therefore, when $x^k$ is in a neighborhood of a feasible point, assuming $h(x^k) < 1$, if $H_k = 1$ then $h(x^k) \leq H_k$ holds. If $H_k < 1$ then there exists a $h_j < 1$ such that $(f_j, h_j) \in F_k$. $f_j \leq f(x^k)$ such that $H_k = h_j$. In this case, since $x^k \notin \mathcal{F}_k$ and $f(x^k) \geq f_j$, it must be $h(x^k) < h_j$. Hence, if $x^k$ is in a neighborhood of a feasible point then $h(x^k) \leq H_k$ holds.

3 Internal algorithms

Inexact restoration methodology gives the possibility of using different methods to solve each phase. In this section we describe the algorithms that we use in each phase. We will also show that they verify the conditions required to obtain global convergence of DFF.

3.1 Restoration phase

We use the BCDF-QNB algorithm [11] in the restoration phase of the DFF algorithm. BCDF-QNB (Box-Constrained Derivative-Free Quasi Newton), based on the Broyden update formula, is a derivative-free method for solving underdetemined nonlinear systems with bound constraints.

Given an iterate $x^k$, in Step 2 of DFF we apply BCDF-QNB starting from the initial point $y^0 = x^k$, until it finds a new point $z^k \notin \mathcal{F}_k$ satisfying the descent condition $h(z^k) < (1-\alpha)h(x^k)$ and $||z^k - x^k|| \leq \beta h(x^k)$ for fixed parameters $0 < \alpha < 1, \beta > 0$.

BCDF-QNB generates a sequence $\{y^j\}$, for $j = 0, 1, 2, \ldots$, with $y^j \in \Omega_k$, being $\Omega_k = \{y \in \mathbb{R}^n : ||y - x^k||_w \leq \frac{\beta}{\alpha h(x^k)}\}$. At each iterate $y^j$, this algorithm computes a direction $d_j$, considering two possibilities: in a first attempt, as the solution of the constrained linear system

$$B_j d + c(y^j) = 0 \quad \text{and} \quad y^j + d \in \Omega_k,$$

if this is possible. Otherwise, the direction is computed as an approximate solution of the problem

$$\min_{y^j + d \in \Omega_k} ||B_j d + c(y^j)||$$

where $B_j$ is the matrix defined as:

$$B_j = B_{j-1} + \frac{(w_j - B_{j-1} s^j)(s^j)^T}{||s^j||^2}$$

where $w_j = c(y^j) - c(y^{j-1})$, $s^j = y^j - y^{j-1}$.
Once the current direction $d_j$ is computed, the line search algorithm looks for a step length $\lambda_j \leq 1$ such that
\[
h(y^j + \lambda_j d_j)^2 \leq \max_{0 \leq i < M-1} h(y^{j-i})^2 + \eta_j - \gamma \lambda_j^2 ||d_j||^2
\]  
(17)
where $M$ is a positive integer, $0 < \gamma < 1$ and $\sum_{j=0}^{\infty} \eta_j = \eta < \infty$, $\eta_j > 0$. This procedure is a combination of the well known nonmonotone line search strategy for unconstrained optimization introduced by Grippo, Lampariello and Lucidi [17] with the Li-Fukushima derivative-free line search scheme in [25]. The combined strategy produces a robust non-monotone derivative-free line search that takes into account the advantages of both schemes. Under suitable conditions we have established in [11] the global convergence results for the BCDF-QNB method.

We describe the application of BCDF-QNB for solving the Restoration Phase.

Algorithm 2. BCDF-QNB

Given $x^k \in \Omega_k$, $0 < \alpha < 1$, $\beta > 0$, $W_k$ an approximation of $J_k(x^k)$, $0 < \gamma < 1$, $M \in \mathbb{N}$, $M > 0$, $\eta = \sum_{j=0}^{\infty} \eta_j < \infty$, $\eta_j > 0$, $0 \leq \theta_0 < \overline{\theta} < 1$, $\text{ind} = 0$, $\text{imax} > 0$, $\text{imax} \in \mathbb{N}$, $\text{MaxIter} > 0$.

Set $j \leftarrow 0$, $y^0 = x^k$, $B_0 = W_k$.

Step 1: If $h(y^j) < (1 - \alpha)h(x^k)$ and $y^j \notin \Phi_k$, define $z^k = y^j$ and return with success.

If $j > \text{MaxIter}$ then return without success.

Step 2: Computing the matrix $B_j$.

If $j > 0$ and $\text{ind} < \text{imax}$ compute $B_j$ using the Broyden update (16). If $\text{ind} = \text{imax}$ compute $B_j$ by finite differences as an approximation to the Jacobian matrix in $y^j$.

Step 3: Computing the direction $d_j$

3.1: Find $d$ satisfying (14).

If such direction $d$ is found, define $d_j = d$, $\theta_{j+1} = \theta_j$, $\text{ind} = 0$ and go to Step 4.

3.2: Find an approximate solution $d$ of the problem (15).

If $d$ satisfies $||B_jd + c(y^j)|| \leq \theta_j ||c(y^j)||$, define $d_j = d$, $\theta_{j+1} = \theta_j$, $\text{ind} = 0$ and go to Step 4.

3.3: Set $d_j = 0$, $y^{j+1} = y^j$, $\theta_{j+1} = \theta_j + \frac{\theta_j}{\gamma}$.

If $\text{ind} < \text{imax}$, set $\text{ind} \leftarrow \text{ind} + 1$ and go to Step 5.

If $\text{ind} = \text{imax}$, define $\overline{\theta} = \frac{\theta_j}{\gamma}$. Set $\text{ind} \leftarrow 0$ and go to Step 5.

Step 4: Find $\lambda_j$ and $y^{j+1} = y^j + \lambda_j d_j$, $0 < \lambda_j \leq 1$, using the derivative-free nonmonotone line search algorithm (Algorithm 1 in [11]), satisfying (17).

Step 5: Set $j \leftarrow j + 1$ and go to Step 1.

The matrix $W_k$ is an approximation of $J_k(x^0)$, which is obtained by finite differences. The initial matrix $W_k$, $k > 0$, is the updated Broyden matrix of $A_{k-1}$, where $A_{k-1}$ is the matrix defined at $x^{k-1}$ in the optimization phase.

Remark 4 Since $\{y^j\} \subset \Omega_k$, the obtained $z^k$ satisfies the condition $||z^k - x^k|| \leq \beta h(x^k)$, $\beta > 0$.

As a result, more formally, the procedure generates iterates that verify the following condition.

(C1) Restoration step condition: At all iterations $k \in \mathbb{N}$, the restoration step satisfies
\[
||z^k - x^k|| = O(h(x^k)).
\]  
(18)
Using (C1) and that $\nabla f$ is bounded in $X$, it follows that
\[
|f(z^k) - f(x^k)| = O(\|z^k - x^k\|) = O(h(x^k)). \tag{19}
\]

3.2 Optimization phase

Given $z^k \in X$, generated in the restoration phase, Step 3.3 of DFF must find $x^{k+1} \in L(z^k)$ such that $f(x^{k+1}) \leq f(z^k)$ and $x^{k+1} \notin F_k$ employing a derivative-free method.

We shall describe a linear trust region method and then we show that the resulting step satisfies a special condition needed for obtaining convergence.

At each iterate $z^k$, the trust region algorithm associated to $z^k$ uses the linear model
\[
m_k(x) = f(z^k) + \nabla f(z^k)(x - z^k)
\]
where the simplex gradient of the objective function is considered.

The trust region step uses a radius $\Delta > 0$ and solves the problem
\[
\text{minimize } m_k(x) \\
\text{subject to } x \in L(z^k) \quad \|x - z^k\| \leq \Delta.
\]

As the model is linear we know that the solution of this problem is a point $z^k + d(z^k, \Delta)$ such that
\[
d(z^k, \Delta) = \Delta \begin{pmatrix} \frac{d_x(z^k)}{\|d_x(z^k)\|} \\ 1 \end{pmatrix}
\]
if $d_x(z^k) \neq 0$, where $d_x(z^k)$ is the projected gradient direction defined by
\[
P_{L(z^k)}(z^k - \nabla f(z^k) - z^k).
\]
We define the predicted reduction produced by the step $d(z^k, \Delta)$ as
\[
pred(z^k, \Delta) = m_k(z^k) - m_k(z^k + d(z^k, \Delta)) \tag{21}
\]
and the actual reduction of $f$ as
\[
ared(z^k, \Delta) = f(z^k) - f(z^k + d(z^k, \Delta)). \tag{22}
\]
The step $d(z^k, \Delta)$ is only accepted if the sufficient decrease condition is satisfied, i.e,
\[
ared(z^k, \Delta) > \eta \ pred(z^k, \Delta), \tag{23}
\]
for a given $\eta \in (0, 1)$.

Since $pred(z^k, \Delta) = -\nabla^T f(z^k)d(z^k, \Delta) = -\nabla^T f(z^k)\frac{d_x(z^k)}{\|d_x(z^k)\|}\Delta$, considering (13), we get
\[
pred(z^k, \Delta) \geq \frac{\Delta}{2}\|d_x(z^k)\|. \tag{24}
\]

We briefly describe the linear trust region method for solving the optimization phase.

**Algorithm 3. Minimization on $L(z^k)$**

*Given $\eta \in (0, 1)$, $\Delta_{\text{min}} > 0$, $x^k$, $z^k \notin F_k$, $d_x(z^k)$, $\Delta \geq \Delta_{\text{min}} > 0$, tol > 0.*

*Set $x^+ = z^k$.**
As to infinity, there exists \( \|d(z^k)\|\Delta > \text{tol} \) and \( f(x^*) \geq f(z^k) \) do

\[
\text{Compute } d = d(z^k, \Delta), \text{ pred}(z^k, \Delta) \text{ and ared}(z^k, \Delta) \text{ as in (20), (21) and (22) respectively.}
\]

\[\text{If ared}(z^k, \Delta) > \eta \text{ pred}(z^k, \Delta) \text{ and } z^k + d \notin \mathcal{F}_k, \text{ define } x^* = z^k + d.\]

\[\text{Else, set } \Delta = \frac{\Delta}{2}.\]

End While.

\[\text{If } f(x^*) < f(z^k) \text{ or } z^k \neq x^*, \text{ define } x_T = x^*, \Delta_k = \Delta.\]

Otherwise, return without success.

The procedure terminates in a finite number of steps with \( f(x^+) < f(z^k) \) or with \( x^+ = z^k \).

In particular, it finishes in the first iteration when \( \|d_z(z^k)\| = 0 \). If it finishes with \( x^+ = z^k \) and \( z^k = x^* \), then it is not possible to define \( x_T \notin \mathcal{F}_k \). Hence it returns without success and so \( \Delta_f^l \) and \( \Delta_f^u \) are reduced in Algorithm 1, which means that better models are built. In other cases successfully returns with \( x_T = x^* \).

Now we study the optimality step near a feasible non quasi-stationary limit point \( \bar{x} \in X \).

**Lemma 3** Let \( \bar{x} \in X \) be a feasible non quasi-stationary limit point. Then there exists a neighborhood \( \bar{V} \) of \( \bar{x} \), \( \bar{\Delta} > 0 \) and a constant \( \bar{c} > 0 \) such that for any \( z^k \in \bar{V} \) and for any \( \Delta (0, \bar{\Delta}), \)

\[\text{ared}(z^k, \Delta) > \eta \text{ pred}(z^k, \Delta) \geq \eta \bar{c} \Delta.\]

**Proof.** As \( \bar{x} \) is a non quasi-stationary limit point, there exists a neighborhood \( \bar{V} \) such that for \( z^k \in \bar{V}, \|d_z(z^k)\| > \bar{c} > 0 \) for all \( k \geq k_0 \).

Since \( f \) is continuously differentiable and \( \nabla f \) is Lipschitz continuous, we know that

\[\text{ared}(z^k, \Delta) = f(z^k) - f(z^k + d(z^k, \Delta)) \geq -\nabla f(z^k)^T d(z^k, \Delta) - L_1 \Delta^2 =\]

\[-\nabla f(z^k) + \nabla f(z^k)^T d(z^k, \Delta) - (\nabla f(z^k))^T d(z^k, \Delta) - L_1 \Delta^2.\]

In particular, if \( \|d_z(z^k)\| \geq \bar{c} \), using (24) we have that \( -\nabla f(z^k)^T d(z^k, \Delta) = \text{pred}(z^k, \Delta) \geq \frac{\bar{c}}{2} \|d_z(z^k)\| \geq \frac{\bar{c}}{2} \bar{c}. \) Then, considering

\[\text{pred}(z^k, \Delta) = \eta(-\nabla f(z^k)^T d(z^k, \Delta)) + (1 - \eta)(-\nabla f(z^k)^T d(z^k, \Delta)),\]

it obtains \( \text{pred}(z^k, \Delta) \geq \eta(-\nabla f(z^k)^T d(z^k, \Delta)) + (1 - \eta) \frac{\bar{c}}{2} \bar{c}. \)

Hence

\[\text{ared}(z^k, \Delta) \geq \eta \text{pred}(z^k, \Delta) + (1 - \eta) \frac{\Delta}{2} \bar{c} + (1 - \eta)(-\nabla f(z^k)^T + \nabla f(z^k))^T d(z^k, \Delta) - L_1 \Delta^2.\]

By (H4), we have \( \| -\nabla f(z^k)^T + \nabla f(z^k) \| \leq k_0 \Delta_f^u \). Since \( \Delta_f^u \leq \delta_k \) and \( \delta_k \to 0 \), when \( k \) goes to infinity, there exists \( k_1 \geq k_0 \) such that for \( k \geq k_1, k_0 \Delta_f^u < \frac{(1 - \eta)}{4} \bar{c}. \) Then, we obtain that \( \text{ared}(z^k, \Delta) \geq \eta \text{pred}(z^k, \Delta) + (1 - \eta) \frac{\Delta}{2} \bar{c} - L_1 \Delta^2 \geq\]

\[\eta \text{pred}(z^k, \Delta) - \frac{(1 - \eta)}{4} \bar{c} \Delta + (1 - \eta) \frac{\Delta}{2} \bar{c} - L_1 \Delta^2.\]

Hence, \( \text{ared}(z^k, \Delta) \geq \eta \text{pred}(z^k, \Delta) + (1 - \eta) \frac{\Delta}{2} \bar{c} - L_1 \Delta^2 \). Therefore if \( \Delta < \frac{(1 - \eta)}{4} \bar{c} \) we obtain that \( \text{ared}(z^k, \Delta) \geq \frac{\Delta}{2} \|d_z(z^k)\| \geq \bar{c} \Delta \) where \( \bar{c} = \frac{\bar{c}}{2} \), as we wanted to prove. \( \Box \)
Remark 5 In the previous lemma we have seen that if $z^k$, the point found in restoration phase, is in the neighborhood of a non quasi-stationary feasible point, then it is possible to find a step $d(z^k, \Delta)$ by (20) such that $f(z^k + d(z^k, \Delta)) < f(z^k)$. Furthermore, when $z^k$ is not in $\mathcal{T}_k$, which is a closed set, then there must be a $\Delta \leq \Delta$ for which $z^k + d(z^k, \Delta)$ does not fall into the forbidden region $\mathcal{T}_k$. Similarly when $h(x^k) = 0$, by construction $z^k = x^k$ and $z^k \in \mathcal{T}_k$. By Lemma 3 as $f(z^k + d(z^k, \Delta)) < f(z^k)$ for all $\Delta \in (0, \Delta)$, $z^k + d(z^k, \Delta) \notin \{x \in \mathbb{R}^n : f(x) \geq f(z^k), h(x) > 0\}$. Then considering that $z^k \notin \mathcal{T}_k$, which is a closed set, we get a similar result to the case when $z^k$ is not in $\mathcal{T}_k$. Hence, under the hypothesis of Lemma 3, Algorithm 3 finds a point $x^+ \notin \mathcal{T}_k$ and then defines $x_T = x^+$.

Lemma 4 Suppose that the matrix $A_k$ is computed as an approximation of $J_c(z^k)$ by simplex derivatives using an interpolation radius $\Delta^k$. Then if $z^k + d \in L(z^k)$,

$$|h(z^k + d) - h(z^k)| \leq \kappa_d \Delta^k \|d\| + O(\|d\|^2). \quad (25)$$

Proof. Since $z^k + d \in L(z^k)$, $A_k d = 0$, considering the general hypotheses we have that $\|c(z^k + d) - c(z^k) - J_c(z^k)d\| \leq \sqrt{m} L_2 \|d\|^2$. Then $|c(z^k + d) - c(z^k)| \leq \|J_c(z^k) - A_k\| \|d\| + \sqrt{m} L_2 \|d\|^2$.

Hence, $||c(z^k + d) - c(z^k)|| \leq ||c(z^k + d) - c(z^k)|| \leq ||(J_c(z^k) - A_k)\| \|d\| + \sqrt{m} L_2 \|d\|^2$.

Therefore, considering (6), $|h(z^k + d) - h(z^k)| \leq \kappa_d \Delta^k \|d\| + \sqrt{m} L_2 \|d\|^2$, as we wanted to prove.

The bound in (25) is $O(\|d\|)$ because we are not using true derivatives. A similar bound appears in [15], section 4.3, where the authors proposed a simplified tangential step.

Under the hypotheses of Lemmas 3 and 4 and the condition (C1) it can be established that the proposed procedure generates iterates that verify the following condition.

(C2) Optimality step condition: Given a feasible non quasi-stationary point $x \in X$, there exists a neighborhood $V$ of $x$ such that for any iterate $x^k \in V$,

$$f(z^k) - f(x^{k+1}) = \Omega(\sqrt{H_k}). \quad (26)$$

Lemma 5 Let $x \in X$ be a feasible non quasi-stationary limit point. Let assume that (C1) and the hypothesis of Lemma 4 hold. Then there exists a neighborhood $V$ of $x$ such that if $x^k \in V$ then

$$f(z^k) - f(x^{k+1}) = \Omega(\sqrt{H_k}),$$

where $x^{k+1} = x_T$, $x_T$ is computed by Algorithm 3.

Proof. Let $(x^k)_{k \in \mathcal{X}}$ a subsequence such that $\lim_{k \in \mathcal{X}} x^k = x$.

By (C1) $\|x^k - z^k\| = O(h(x^k))$, as $h(x^k)$ tends to zero, it follows that $\lim_{k \in \mathcal{X}} z^k = x$.

Let $\tilde{V} \subset X$ and $\Delta > 0$ be the neighborhood of $x$ and the radius given by Lemma 3, such that for any $z^k \in \tilde{V}$, $k \in \mathcal{X}$ and for any $\Delta \in (0, \Delta)$, $ared(z^k, \Delta) > \eta pred(z^k, \Delta)$.

Algorithm 3 starts with a radius $\Delta \geq \Delta_{\min}$ and computes $d(z^k, \Delta_j)$, $\Delta_j = 2^{-j} \Delta$ for $j = 0, 1, \ldots$, until $z^k + d(z^k, \Delta_j) \notin \mathcal{T}_k$ and $ared(z^k, \Delta_j) > \eta pred(z^k, \Delta_j)$. Then, define $\Delta_k = \Delta_j$.

Let us define $\Delta$ as the first $\Delta_k$ such that

$$ared(z^k, \Delta_j) > \eta \ pred(z^k, \Delta_j), \quad (27)$$

and
\[ z^k + d(z^k, \Delta) \not\in \mathcal{F}_k \quad \text{or} \quad f(z^k + d(z^k, \Delta)) \geq \bar{f}, \quad (28) \]

where \((\bar{f}, \bar{h}) = (f(x^k) - \alpha h(x^k), (1 - \alpha)h(x^k))\) is the temporary entry in the filter.

Let us denote \(\tilde{d} = d(z^k, \Delta)\) and \(\tilde{x} = z^k + \tilde{d}\). Note that \(\Delta \geq \Delta_k\), and \(\tilde{\Delta} > \Delta_k\) happens only when \(f(\tilde{x}) \geq \bar{f}\).

Observe that, from Lemma 4, for a fixed \(\Delta\) we have that there is a constant \(\kappa_{\Delta, \Delta_k^k} > 0\) such that

\[ |h(z^k + d(z^k, \Delta)) - h(z^k)| \leq \kappa_{\Delta, \Delta_k} \|d(z^k, \Delta)\| + \sqrt{m} L_2 \|d(z^k, \Delta)\|^2. \]

By Remark 3 we know that if \(x^k\) is in a neighborhood of a feasible point then \(h(x^k) \leq H_k\). So, considering that \(\|d(z^k, \Delta)\| \leq \Delta\) and \(\Delta_k^k \leq \beta \min\{h(x^k), \bar{h}_k\}\) we have that

\[ |h(z^k + d(z^k, \Delta)) - h(z^k)| \leq \kappa_{\Delta, \Delta_k} \beta H_k \Delta + \sqrt{m} L_2 \Delta^2. \quad (29) \]

Let us consider \(\bar{\Delta}\) such that \(\bar{\Delta} \geq \Delta\). Then, by (24),

\[ \text{pred}(z^k, \bar{\Delta}) \geq \frac{\bar{\Delta}}{\hat{\Delta}} \|d(z^k)\| \geq \frac{\bar{\Delta}}{2}. \]

By considering \(\bar{c} = \frac{\bar{\Delta}}{2}\) as in the proof of Lemma 3 we have that

\[ \text{pred}(z^k, \bar{\Delta}) \geq \bar{c} \bar{\Delta} \geq \bar{\Delta}. \]

By definition of \(\bar{\Delta}\), (27) holds, then

\[ f(z^k) - f(\tilde{x}) > \eta \text{ pred}(z^k, \bar{\Delta}) \geq \eta \bar{c} \bar{\Delta} = \Omega(1). \]

Hence, since \(H_k \leq 1\), it follows

\[ f(z^k) - f(\tilde{x}) = \Omega(\sqrt{H_k}). \]

(ii) Assume that \(\hat{\Delta} < \bar{\Delta}\). Then \(2\hat{\Delta} < 2\bar{\Delta} < \Delta\) and \(2\hat{\Delta}\) does not verify (28). By Lemma 3,

\[ \text{pred}(z^k, 2\Delta) = \eta \text{ pred}(z^k, 2\Delta) \]

and, by (28) it follows that \(z^k + d(z^k, 2\Delta) \in \mathcal{F}_k\) and \(f(z^k + d(z^k, 2\Delta)) \leq \bar{f}\). Consequently by definition of \(H_k\), we must have \(h(z^k + d(z^k, 2\Delta)) \geq H_k\).

By construction, \(h(z^k) < (1 - \alpha)h(x^k) \leq (1 - \alpha)H_k\). Therefore,

\[ h(z^k + d(z^k, 2\Delta)) - h(z^k) \geq \alpha H_k. \]

Then, using (29)

\[ \alpha H_k \leq h(z^k + d(z^k, 2\Delta)) - h(z^k) \leq \kappa_{\Delta, \Delta_k} \beta H_k \Delta + 4\sqrt{m} L_2 \Delta^2, \]

we obtain

\[ H_k \leq \frac{2\beta}{\alpha} \kappa_{\Delta, \Delta_k} H_k \Delta + O(\Delta^2) \leq \frac{1}{2} H_k + O(\Delta^2). \]

Hence

\[ \frac{1}{2} H_k = O(\Delta^2) \quad \text{or} \quad \bar{\Delta} = \Omega(\sqrt{H_k}). \]
Using Lemma 3 with $\Delta < \bar{\Delta} < \hat{\Delta}$,
\[
f(\hat{x}^k) - f(\bar{x}) = \text{ared}(\hat{x}^k, \bar{x}) \geq \eta \hat{c} \bar{\Delta} = \eta \bar{c} \bar{\Delta}(\sqrt{H_k}).
\] (30)

Thus, for both cases, we have that $f(z^k) - f(\hat{x}) = \Omega(\sqrt{H_k})$. Then the step $\hat{d}$ satisfies the conditions in the Lemma.

To finish the proof, we must show that for large $k \in K$, $f(\hat{x}) < \tilde{f}$ which implies $\hat{x} \notin \mathcal{F}_k$ and thus $\hat{x} = x^{k+1}$. From (30) there is a positive constant $M$ such that
\[
f(z^k) - f(\hat{x}) \geq M \sqrt{H_k}
\]
and
\[
f(\hat{x}) \leq f(z^k) - M \sqrt{H_k}.
\]
From (19) there is a positive constant $N$ such that
\[
f(z^k) \leq f(x^k) + Nh(x^k).
\]
Then, combining the last two inequalities we have that
\[
f(\hat{x}) \leq f(x^k) + Nh(x^k) - M \sqrt{H_k} \leq f(x^k) + Nh(x^k) - M \sqrt{h(x^k)} =
\]
\[
f(x^k) - \sqrt{h(x^k)} \left( M - N \sqrt{h(x^k)} \right)
\]
and, for large $k \in K$, such that $M - N \sqrt{h(x^k)} \geq \alpha \sqrt{h(x^k)}$, which means that $\sqrt{h(x^k)} < \frac{M}{N+\alpha}$, we have that $f(\hat{x}) < f(x^k) - \alpha h(x^k) = f$, completing the proof. \hfill \Box

4 Convergence Results

In this Section, based on conditions (C1), (C2) and considering the general hypotheses we will show the global convergence of DFF to a quasi-stationary point.

As it was done in [15], it can be shown that (C1) and (C2) imply the following condition.

(C3) Given a feasible non-quasi-stationary point $\tau \in X$, there exists a neighborhood $V$ of $\tau$ such that for any iterate $x^k \in V$,
\[
f(x^k) - f(x^{k+1}) = \Omega(\sqrt{H_k})
\] (31)

where $H_k$ is the filter slack at $x^k$ defined in (9).

The difference between the conditions (C2)-(C3) and the analogous in [15] is that here they are defined in neighborhood of a non quasi-stationary point while the other are in a neighborhood of a non stationary point.

Lemma 6 (C1) and (C2) imply (C3).
Proof. Let \( \bar{x} \) be a feasible non quasi-stationary point and let \( V_{1} \) be the neighborhood defined by (C2). Since \( \| \bar{x} - x^{k} \| = O(h(x^{k})) \) and \( \bar{x} \) is a feasible point there exists a neighborhood \( V_{2} \subset V_{1} \) of \( \bar{x} \) such that for \( x^{k} \in V_{2}, \bar{x}^{k} \in V_{1} \). Consider an iterate \( x^{k} \in V_{2} \). By (19) there is a positive constant \( N \) such that \( |f(x^{k}) - f(x^{\bar{x}})| \leq Nh(x^{\bar{x}}) \) and \( f(x^{k}) - f(x^{\bar{x}}) \geq -Nh(x^{\bar{x}}) \). By (C2) there is a positive constant \( M \) such that \( f(x^{k}) - f(x^{k+1}) \geq M\sqrt{H_{k}} \). Then, considering that \( h(x^{k}) \leq H_{k} \), we obtain

\[
  f(x^{k}) - f(x^{k+1}) = f(x^{k}) - f(x^{\bar{x}}) + f(x^{\bar{x}}) - f(x^{k+1}) \geq M\sqrt{H_{k}} - Nh(x^{\bar{x}}) = M\sqrt{H_{k}} - N\sqrt{h(x^{\bar{x}})}. \]

Thus,

\[
  f(x^{k}) - f(x^{k+1}) \geq (M - N\sqrt{h(x^{\bar{x})})})\sqrt{H_{k}}. \]

By continuity of \( h \) at the feasible point \( \bar{x} \), there exists a neighborhood \( V \subset V_{2} \) such that, for any \( x \in V \), \( \sqrt{h(x)} \leq 0.5\frac{M}{N} \). Therefore, for any iterate \( x^{k} \in V \), \( f(x^{k}) - f(x^{k+1}) \geq 0.5M\sqrt{H_{k}} \), completing the proof. \( \square \)

The following lemmas are adaptations of Lemma 2.5 and Lemma 2.6 in [15] for the definition of quasi-stationary point for the derivative-free case. Such results are obtained considering the validity of the (C3) condition. We state them here for completeness.

**Lemma 7** Let \( \bar{x} \in X \) be a non quasi-stationary limit point. Then there exist \( \bar{k} \in N \) and a neighborhood \( V \) of \( \bar{x} \) such that whenever \( k > \bar{k} \) and \( x^{k} \in V \), the iteration \( k \) is an \( f \)-iteration.

**Lemma 8** Suppose that \( \{x^{k}\}_{k \in \mathbb{N}} \) has no quasi-stationary accumulation point. Then for \( k \) sufficiently large, all iterations are \( f \)-iterations.

Finally we can obtain the following main theorem. The proof of this theorem follows straightforward from [15].

**Theorem 1** The sequence \( \{x^{k}\}_{k \in \mathbb{N}} \) has a quasi-stationary accumulation point.

### 4.1 Convergence to a Karush-Kuhn-Tucker point

From the previous section we know that the sequence \( \{x^{k}\}_{k \in \mathbb{N}} \) generated by the DFF algorithm has a quasi-stationary limit point \( \bar{x} \). Then there exists \( \mathcal{K} \subset \mathbb{N} \) such that \( \lim_{k \in \mathcal{K}} x^{k} = \bar{x} \). Furthermore, by (C1), we have that \( \lim_{k \in \mathcal{K}} \bar{x}^{k} = \bar{x} \) and consequently

\[
  \lim_{k \in \mathcal{K}} \| P_{L(x^{k})}(x^{k} - \nabla f(x^{k})) - \bar{x}^{k} \| = 0. \tag{32}\]

In this section we will prove that, using the Linear Independence constraint qualification ( LICQ ) [3], \( \bar{x} \) is a Karush-Kuhn-Tucker (KKT) point of (1).

The following Lemma shows that (32) still holds when we replace \( \nabla f(x^{k}) \) by \( \nabla f(x^{\bar{x}}) \) but maintaining the projection onto \( L(x^{\bar{x}}) \).

**Lemma 9** Let \( \{x^{k}\}_{k \in \mathbb{N}} \) be a sequence generated by the DFF algorithm. Then there exists \( \mathcal{K} \subset \mathbb{N} \) such that

\[
  \lim_{k \in \mathcal{K}} \| P_{L(x^{\bar{x})}}(x^{k} - \nabla f(x^{\bar{x}})) - \bar{x}^{k} \| = 0. \tag{33}\]
Proof. From condition (H4),
\[ \| \nabla f(z^k) - \nabla f(z^k) \| \leq \delta_k \leq \delta_k, \]  
(34)
where the sequence \( \{ \delta_k \} \) tends to zero. Then considering
\[ \| z^k - P_{L(z)}(z^k - \nabla f(z^k)) \| = \| z^k - P_{L(z)}(z^k - \nabla f(z^k) - \nabla x f(z^k)) \| + \| \nabla f(z^k) - \nabla x f(z^k) \| \]  
(35)
and using (12) we have that
\[ \| z^k - P_{L(z)}(z^k - \nabla f(z^k)) \| \leq \| z^k - P_{L(z)}(z^k - \nabla f(z^k)) \| + \| \nabla f(z^k) - \nabla x f(z^k) \|. \]
Therefore, using (32) and (34) and taking limit when \( k \) goes to infinite, \( k \in \mathcal{X} \), we have (33) as we wanted to prove.

The main difference between the condition (7) and the condition (32) is that in the last one just estimations of the true derivatives are used.

In [15, Lemma 1.1] the authors prove that condition (7), together with the Mangasarian-Fromovitz constraint qualification [3], is equivalent to the KKT conditions.

We are able to prove that if a quasi-stationary point of the sequence generated by the algorithm verifies the Linear Independence constraint qualification then this point is a KKT point of the problem (1).

**Theorem 2** Let \( \{ x^k \}_{k \in \mathbb{N}} \) be a sequence generated by the DFF algorithm and \( \overline{x} \) a quasi-stationary accumulation point of \( \{ x^k \} \) that satisfies the Linear Independence constraint qualification. Then \( \overline{x} \) is a KKT point of (1).

Proof. Since \( \overline{x} \) is a quasi-stationary accumulation point of \( \{ x^k \} \), then there exists \( \mathcal{X} \subset \mathbb{N} \) such that \( \lim_{k \in \mathcal{X}} x^k = \overline{x} \).

Let \( \overline{z}^k = P_{L(z)}(z^k - \nabla f(z^k)) \), then by definition \( \overline{z}^k \) is the solution of the problem
\[ \min \| z - (z^k - \nabla f(z^k)) \|^2 \]
subject to \( A_k(z - z^k) = 0 \).  
(36)
Since \( \overline{x} \) is a quasi-stationary accumulation point and using the previous lemma we have that
\[ \lim_{k \in \mathcal{X}} (z^k - z^k) = 0. \]
Since the feasible set of (36) is defined by linear constraints we know that there exists \( \overline{x}^k \in \mathbb{R}^m \) such that
\[ -(z^k - (z^k - \nabla f(z^k))) = A_k^T \overline{x}^k \]
\[ A_k(z^k - z^k) = 0. \]
Then
\[ z^k - z^k = \nabla f(z^k) + \sum_{i=1}^m A_i^T \overline{x}_i^k \]
where \( A_i^k \) denotes the \( i \)-th column of \( A_k^T \). By Carathéodory’s theorem (see for example [3], page 689), for each \( k \in \mathcal{X} \) there exist \( I_k \subset \{ 1, \ldots, m \} \) and \( \{ \mu_i^k \} \subset \mathbb{R}^m \) such that
\[ z^k - z^k = \nabla f(z^k) + \sum_{i \in I_k} \mu_i^k A_i^k \]
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where the set \( \{a_k^i\}_{i \in I} \) is linearly independent.

Since the number of possible sets \( I_k \) is finite, then there exists \( \mathcal{K}_1 \subset \mathcal{K} \) such that for all \( k \in \mathcal{K}_1 \),
\[
I_k = I \subset \{1, \ldots, m\}
\]
and
\[
z^k - \tilde{z}^k = \nabla f(z^k) + \sum_{i \in I} \mu_k^i a_k^i
\]  
(37)

where the set \( \{a_k^i\}_{i \in I} \) is linearly independent.

If \( \{\mu^k\} \) is not bounded, let \( M_k = ||\mu^k||_{\infty} \). Then \( \lim_{k \to \infty} M_k = \infty \) and we may take an appropriate subsequence such that \( \lim_{k \in \mathcal{K}_2} \mu_k M_k = \mu \neq 0 \), where \( \mathcal{K}_2 \subset \mathcal{K}_1 \). Then
\[
z^k - \tilde{z}^k = \frac{\nabla f(z^k)}{M_k} + \sum_{i \in I} \frac{\mu_k^i}{M_k} a_k^i.
\]  
(38)

Thus using (H4) and taking limit in (38) when \( k \) goes to infinite, \( k \in \mathcal{K}_2 \), we obtain that
\[
\sum_{i \in I} \mu_k \nabla c_i(\tau) = 0
\]
which contradicts the Linear Independence constraint qualification. So \( \{\mu^k\} \) is bounded and there exists \( \mathcal{K}_3 \subset \mathcal{K}_1 \) such that \( \lim_{k \in \mathcal{K}_3} \mu_k = \mu \). Then using (H4) and taking limit in (37) when \( k \) goes to infinite, \( k \in \mathcal{K}_3 \), we obtain that
\[
\nabla f(\tau) + \sum_{i \in I} \mu_i \nabla c_i(\tau) = 0.
\]
Hence, \( \tau \) is a KKT point of (1). \( \square \)

5 Numerical Experiments

In this section we present some preliminary computational results obtained with a Fortran 77 implementation of the DFF algorithm. These experiments were run on a personal computer with INTEL(R) Core (TM) 2 Duo CPU E8400 at 3.00 GHz and 3.23 GB of RAM.

As it is usual in derivative-free optimization articles we are interested in the number of function evaluations needed for satisfying the stopping criteria.

5.1 Details on the implementation of the DFF algorithm

We have considered two versions of DFF: DFF1 and DFF2. The only difference between them is the form to compute the matrix \( A_k \). In DFF1 it is computed by simplex derivatives as was described in Algorithm 1 and used in the theoretical results. In DFF2, once \( z^k \) is computed in the restoration phase, we consider a new Broyden matrix by updating the last one computed in that process, which is used as the matrix \( A_k \).

In our experiments the parameters used in DFF1 and DFF2 are \( \alpha = 0.1, \beta = 100, \epsilon_f = 10^{-6} \) and \( \epsilon_l = 10^{-6} \).
In this implementation we declare convergence, if breakdown does not occur at the restoration phase, when \( h(x^k) \leq \epsilon_f \), \( \max(\Delta x^k_1, \Delta x^k_2) \leq \epsilon_f \) and \( \|d_k(x^k)\| \leq \epsilon_f \).

In the implementation of the optimization phase we use the subroutine DLSVRR of the IMSL Fortran Numerical Libraries, which is based on the LINPACK routine SSVDC [10], for computing the singular value decomposition (USV) of the matrix \( A_k \) to obtain the projection of \( z^k - \nabla_x f(z^k) \) onto \( L(z^k) \).

Step 3 of DFF requires the calculation of the simplex gradients of \( c_j \), for \( j = 1, \ldots, m \), which requires to select a set of interpolation points. In the first iteration we construct the set \( Y^0 = \{z^0, y^1, \ldots, y^m\} \) for obtaining the models \( m_j(x) = c_j(z^0) + \nabla c_j(z^0)^T (x - z^0) \), \( j = 1, \ldots, m \), generating the matrix \( A_0 \), as an approximation of \( J_z(z^0) \). We consider \( y^i_c = z^0 + \rho_0 e_i \) and the corresponding values \( c_j(y^i_c) \), for \( i = 1, \ldots, n \) and \( j = 1, \ldots, m \), \( \rho_0 < \beta \max\{\delta_0, h(z^0)\} \).

Also, it requires to compute the model \( m_f(x) = f(z^0) + \nabla f(z^0)^T (x - z^0) \). In the first iteration, we used the vectors of the matrix \( V \) of the decomposition USV of \( A_0 \) to obtain the model \( m_f(x) = f(z^0) + \nabla f(z^0)^T (x - z^0) \), considering the set \( Y^0_f = \{z^0, y^1_f, \ldots, y^m_f\} \), where \( y^i_f = z^0 + \rho_0 e_i \) and \( f(y^i_f) \), for \( i = 1, \ldots, n \).

In the following iterations \( Y^k \) and \( Y^k_f \) are updated, adding the new \( z^k \) as the center of them and eliminating a point \( y_i \), the farthest from the center, trying to maintain the independence of directions. In this preliminary implementation, in some iterations the interpolation sets are newly constructed, while in others they are updated from the previous ones. The construction takes place in the first iteration and whenever it is not possible to preserve the independence of the directions easily. To check the independence of the directions we use a similar algorithm to the one proposed in [16].

The parameters used in BCDF-QNB are the same used in [11].

Finally, the parameters used in Algorithm 3 are the following: \( \eta = 0.1 \), \( \Delta_{\min} = 0.5 \) and \( tol = 10^{-10} \).

5.2 Test Problems

We have used a set of nonlinear programming problems defined in Hock and Schittkowski [18]. Also, we have considered one problem which was used firstly in [15] and in our previous paper [11] where we introduced the basic ideas of the actual algorithm. The selected problems from [18] are those that have equality constraints. Also, we have considered some problems from [18] with inequality constraints. In these problems the inequality constraints have been replaced by equality constraints since they are active at the solution.

In Table 1 we show the data of the problems. The number of variables ranges from 2 to 10 and the number of equality constraints from 1 to 4. Initial points were the same as the cited references.

5.3 Numerical Results

In Table 2 we show the results obtained taking into account the number of iterations (Iter), the number of objective function evaluations (ObjEval), the number of constraints evaluations (ConstEval), the final value \( f(x^{end}) \) and the final value of the infeasibility \( h(x^{end}) \).

We can notice that the DFF1 version has done fewer iterations than the DFF2 version in 70% of the problems. We believe that this behavior is due to the fact that DFF1 uses a better approximation of \( J_z(z^k) \) in many iterations, and as consequence the initial updated matrix in
The restoration phase is better. When we consider $h(x^{end})$ as a measure of the performance of the algorithms we can see that DFF1 outperforms DFF2 in 70% of the problems.

From the results of test problems we can conclude that the restoration algorithm was successful in almost all iterations of all the problems. The only exception was the problem HS 56 for DFF2.

For algorithmic comparison we use performance profile described in [9] and data profile for derivative-free optimization presented in [30].

The performance profile of a solver $s$ is defined as the fraction of problems where the performance ratio is at most $\alpha$, that is, $\rho_s(\alpha) = \frac{1}{|P|} \min \{ p^{\text{size}} \in P : r_{p,s} \leq \alpha \}$, where $r_{p,s} =$
\[ t_{p,s} \] is the number of function evaluations required to satisfy the convergence test, \( \mathcal{P} \) is the set of problems and \( |\mathcal{P}| \) denotes the cardinality of \( \mathcal{P} \).

We are also interested in the percentage of problems that can be solved, according to the convergence test mentioned in subsection 5.1, by a solver \( s \) with a particular number of function evaluations. The percentage of problems that can be solved with \( \alpha \) function evaluations is computed by 
\[
d_s(\alpha) = \frac{1}{|\mathcal{P}|} \text{size}\{ p \in \mathcal{P} : t_{p,s} \leq \alpha \}.
\]

As it was mentioned in [30], the definition of \( d_s \) is independent of the number of variables of the problem \( p \in \mathcal{P} \). However we know that the number of function evaluations grows when the number of variables grows. We thus consider the data profile of a solver \( s \) by 
\[
d_s(\alpha) = \frac{1}{|\mathcal{P}|} \text{size}\{ p \in \mathcal{P} : \frac{t_{p,s}}{n+1} \leq \alpha \},
\]
where \( n \) is the number of variables in \( p \in \mathcal{P} \). The value of \( d_s(\alpha) \) can be interpreted as the percentage of problems that can be solved with the equivalent of \( \alpha \) simple gradient estimates, considering that \( n+1 \) is the number of evaluations needed to compute a one-sided finite-difference estimate of the gradient [30].

We analyze separately the number of objective function evaluations (ObjEval) and the number of constraints evaluations (ConstEval).

In the following figures we compare DFF1 and DFF2 using the number of objective function evaluations as a measure of the performance.

In the performance profile of Figure 1, we can notice that DFF1 expended less objective function evaluations in more than 80% of the problems, while DFF2 expended less objective function evaluations in approximately 20% of the problems. The performance difference between DFF1 and DFF2 is approximately 20% when the performance ratio is 2.

![Fig. 1 Performance profile: Objective function evaluations](image)

The data profile of Figure 2 (a) shows that DFF1 solves the largest percentage of problems for all sizes of the number of objective function evaluations. We can observe that DFF1 solves 80% of problems with 200 evaluations while DFF2 solves approximately 70%. The biggest difference is 30% and it happens when the number of function evaluations is approximately 180. We believe that this behavior is due to the fact that DFF1 uses a better approximation of \( J_c(z_k) \) in many iterations as well as it makes fewer iterations.
Figure 2 (b) shows that DFF1 solves the largest percentage of problems for all sizes of the number of simplex gradient estimates (ObjEval/(n + 1)). With 60 evaluations DFF1 solves 100% of the problems while DFF2 requires 100 evaluations to solve all of them. The biggest difference between DFF1 and DFF2 happens when the number of function evaluations is approximately 30% and in this case DFF1 solves 80% of the problems while DFF2 solves approximately 50% of them.

In the following figures we compare DFF1 and DFF2 using the number of constraints evaluations as a measure of the performance.

In the performance profile of Figure 3 we can notice that DFF2 expended less constraints function evaluations in approximately 80% of the problems while DFF1 expended less constraints function evaluations in more than 20%.

In Figure 4 (a) the data profile shows that DFF2 solves the largest percentage of problems for all sizes of the number of constraints evaluations. We believe that this result is associated to the fact that DFF2 does not require new constraints evaluations to define the matrix $A_k$ because it updates the last matrix used in the restoration phase. With 400 evaluations DFF2 solves all the problems, while DFF1 needs 800 evaluations to solve all of them.

Figure 4 (b) shows that DFF2 solves the largest percentage of problems for all sizes of the number of simplex gradient estimates (ConstEval/(n + 1)). With 70 evaluations DFF2 solves almost 100 % of the problems, while DFF1 solves approximately 90% of the problems. The biggest difference between DFF1 and DFF2 happens when the number of constraints evaluations is 20% and in this case DFF2 solves 60% of the problems while DFF1 solves approximately 40% of them.

Taking into account the performance and data profiles we believe that better results can be obtained developing another alternative that combines DFF1 and DFF2 implementations. That could be made considering the DFF2 implementation, computing $A_k$ by simplex gradients after a fix number of iterations. In addition, in the application of BCDF-QNB in the
restoration phase, we could replace the use of finite differences to compute $B_k$ by the use of simplex gradients. That will be a subject of future study.

### 6 Conclusions

We have presented an inexact restoration filter algorithm for equality constrained nonlinear programming without using derivatives. The main contribution of the paper is to extend the theory of a filter based optimization method to the derivative-free context, but future research about numerical behavior of the algorithm is still necessary to understand if there
exists a class of problems that would be better solved with the DFF algorithm than with other benchmark DF algorithm.

From the theoretical point of view, under suitable conditions, we were able to prove global convergence to quasi-stationary points. Furthermore we have shown that if a quasi-stationary accumulation point satisfies the Linear Independence constraint qualification then this point is a KKT point of (1).

From the practical point of view, two versions of the proposed algorithm were implemented and tested considering a set of small scale problems. The main difference between the two versions is the way in which an approximation of the true Jacobian $J_c(z^k)$ is computed. Two main aspects can be taken into account from the numerical experiments:

1. They suggest plausible the use of Quasi Newton for computing the Jacobian approximations and this will be one of the subject of forthcoming research.
2. The implemented algorithms behave as expected, however, it will be desirable to test the execution of the algorithm with a more challenging set of problems. Also, we would like to compare the performance of the tested algorithms with other derivative-free algorithms defined for solving the same problem.

As the method proposed is the type of inexact restoration, different alternatives can be studied in order to solve the two phases. In particular, to solve the optimality phase we would like to define a derivative-free algorithm based on a quadratic model, instead of a linear one. In this case the use of quadratics models must be consistent with the theory, especially with the condition (C2), in order to preserve the convergence.
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