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Abstract

Leveraging unlabelled data through weak or distant supervision is a compelling approach to developing more effective text classification models. This paper proposes a simple but effective data augmentation method, which leverages the idea of pseudo-labelling to select samples from noisy distant supervision annotation datasets. The result shows that the proposed method improves the accuracy of biased news detection models.

1 Introduction

The mission of news media is to convey accurate and fair opinions to readers. However, the reality of modern media often fails to live up to this ideal. Bias exists in news reporting, and sometimes this is as a subtle as only giving a one-sided version of a story [Kiesel et al., 2019]. The side effects of media bias—for example, the potential to distort the reader’s view of the world—have been widely recognised [Bernhardt et al., 2008]. How to automatically detect media bias quickly and accurately, so as to make users aware of the bias in the media they consume and provide a fairer environment for news reporting, has been a long-term challenge.

For handling this challenge, important datasets, which are the prerequisite for training machine learning algorithms to accurately recognize biased news articles, have been created. Mainly, these datasets can be divided into two categories based on how the datasets have been annotated: distant supervision and manual annotation. In the context of news media distant supervision refers to automatically labelling characteristics such as the political ideology of news articles not based on detailed analysis of the news articles themselves, but rather based on the publishers’ characteristics. This allows quick and inexpensive production of a large amount of labelled data, but with significant amounts of noise and errors. Compared with distant supervision, manual labelling by experts or crowdsourcing workers provides better quality, but this method is time-consuming and very expensive [Cremisini et al., 2019].

Kiesel et al [2019] describe an important dataset that includes annotations of both of these types. A large news bias dataset for detecting hyperpartisan (biased/unbiased) articles, including 754,000 articles, was automatically annotated by distant supervision based on the articles’ publisher. A smaller dataset containing 1,273 instances was manually labelled. It is worth noting that the best models that have achieved the best performance using these datasets are trained using only the manually labelled dataset. This implies that the use of the data annotated using distant supervision, by-publisher data, is challenging and may lead to poorly performing models.

In this paper, we propose an overlap-checking mechanism that uses the idea of pseudo-labelling to select samples from the noisy distant supervision dataset, then jointly trains a model on manually labelled data and selected distant supervision data. The evaluation result on the hyperpartisan news detection task shows that the mechanism proposed is effective.

2 Overlap-checking Mechanism

An overview of the proposed overlap-checking mechanism is presented in Figure 1. The framework contains three steps. The network first trains on manually labelled data until it converges; then the training leverages the overlap-checking mechanism to select a batch of the pseudo-labelled data; finally, the model is re-train jointly with labelled data and pseudo-labelled data.

**Pseudo-labeling method:** For unlabelled samples, the probability distribution of the model prediction is used as an indicator to pseudo-label the data [Lee, 2013]. The method belongs to the branch of semi-supervised Learning. Using this simple and efficient method, the system can easily add more data to help re-train the model. [He and Sun, 2017] proved that using a batch of samples with the highest prediction probability of the model can help enhance the performance of the model.

**Overlap-checking mechanism:** The vanilla pseudo-labelling method selects the class with the highest predicted probability from the completely unlabelled dataset as the pseudo label of the sample. Assuming that there are \( L \) categories, denote \( l \) as category instance, where a value of 1 represents category \( l \) is selected and 0 not selected, the formula is as follows:

\[
y' = \begin{cases} 
1 & \text{if } l = \arg\max_{i \in L} f(x)' \\
0 & \text{otherwise}
\end{cases}
\]
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Label combination: We combine both the pseudo-labelled annotation and the distant supervision annotation on the by-publisher dataset by considering their consistency. We denote the distant supervision dataset as $A$, the pseudo-labelled dataset as $P$, and the intersection set of $A$ and $P$ as candidate set $C = A \cap P$.

Eventually, the top $N$ pseudo samples are returned on the basis of descending order of the predicted probability value, where $N$ represents the expected number of pseudo-samples.

3 Experiments

This section describes an evaluation of the performance of the overlap-checking mechanism on the hyperpartisan news detection task.

Hyperpartisan news detection: Task 4 of the 2019 SemEval challenge [Kiesel et al., 2019] focused on recognizing biased news articles. The related dataset contains 1,273 manually labelled instances and 754,000 instances annotated based on the characteristic of publishers. With the aim of fairness, the test data is not publicly accessible and competitors submit executable scripts for evaluation.

Training details: We train the detector from the best team [Jiang et al., 2019] of the competition, which builds an Elmo-based sentence encoder to encode sentences to high-dimensional semantic vectors. These vectors are passed into different initialized convolutional neural layers and batch normalization layers in parallel. The final output is a dense layer followed by a sigmoid function which concatenates the output of previous layers.

Our experimental setting follows the same configuration on the network side. Different from the best team scheme that only uses manually labelled data, we also select a percentage of data from the noisy by-publishers by adopting our proposed overlap-checking mechanism.

Results: Following the custom of the hyperpartisan news detection challenge we name our approach Otto Cheirk, after a fictional journalistic character. Table 1 compares the performance of our approach that integrates the overlap-checking mechanism with the top 4 existing results on the challenge leaderboard, indicating that our approach surpasses all existing models in accuracy, recall and f1 score.

4 Conclusion

The paper demonstrates a simple overlap checking mechanism. On the dataset labelled by distant supervision, a well-trained model is used to output the model prediction labels, and then the dual check is used to select data from a noisy auto-annotation dataset. Our experiments on biased news article detection show that our proposed method could reduce the risk of using a noisy dataset and help improve the model performance.
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