Software Benchmark—Classification Tree Algorithms for Cell Atlases Annotation Using Single-Cell RNA-Sequencing Data
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Abstract: Classification tree is a widely used machine learning method. It has multiple implementations as R packages; rpart, ctree, evtree, tree and C5.0. The details of these implementations are not the same, and hence their performances differ from one application to another. We are interested in their performance in the classification of cells using the single-cell RNA-Sequencing data. In this paper, we conducted a benchmark study using 22 Single-Cell RNA-sequencing data sets. Using cross-validation, we compare packages’ prediction performances based on their Precision, Recall, F1-score, Area Under the Curve (AUC). We also compared the Complexity and Run-time of these R packages. Our study shows that rpart and evtree have the best Precision; evtree is the best in Recall, F1-score and AUC; C5.0 prefers more complex trees; tree is consistently much faster than others, although its complexity is often higher than others.
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1. Introduction

Most human tissues are considered to be a micro-environment, which consists of various types of cells. The Cell Atlas contains information about the proportions of cells in each type and cell type-specific gene expression profiles, which is critical for studying and treating tumors and other diseases [1–5]. Single-cell sequencing is a new technology developed recently, which allows researchers to study gene expression levels at a high resolution of single-cell level [6–13]. In the last few years, using single-cell RNA-sequencing (scRNA-seq) technology, Cell Atlases were studied for many diseases and tumors, such as Fabric Lung [14] and brain tumors [15,16]. To annotate the cell types using scRNA-seq data, researchers first cluster the cells using an unsupervised machine learning approach, and then ‘manually’ annotate the cell type of cells in each cluster according to their gene expression profiles. This manual approach is time consuming and generates inconsistent results across studies depending on the decisions of researchers.

While many Cell Atlases were built for various cell types and diseases, in newer studies researchers do not have to use an unsupervised learning approach to annotate Cell Atlases. A supervised learning approach can be applied to annotate cell types in a much faster and less subjective way [17–24]. We consider the supervised learning approach for cell-type annotation as a special case of a more general purpose task, that is, classification of cell phenotypes, such as cell development stages, stimulated cells versus wild-type cells and so forth.

A classification tree is a popular supervised machine learning method, applied widely in genomics research [25–30]. The structures of classification trees represent predicted decisions (the higher the level in the hierarchy, the better the prediction) based on analysis variations...
of numerical values or categories. We are interested in applying the classification tree method to annotate cell types using scRNA-seq data.

The classification tree method is implemented in multiple software packages, with different performances with classification and speed. It is unclear which package can perform better than others in our task of cell-type annotation. This concern motivated our work in this paper.

Using 22 scRNA-seq data sets from published studies, we will conduct a benchmark study to investigate the performance of the five most common software R packages for classification. These data sets were pre-processed using a consistent procedure and made available via the Conquer repository [31].

The rest of this paper is organized as follows—in the materials and methods section, we will list methods under testing, describe selected data sets in detail and explain our methodology of conducting our experiment. In the results section, we will share our results and provide analyses. Finally, we will summarize our findings in the discussion section and draw our conclusion.

2. Materials and Method

2.1. Notations

The cell phenotype classification problem is a supervised machine learning task. The predictors are the gene expression profiles of each cell, which is denoted as a matrix $X_{ij}$, where $i$ represents the index of genes and $j$ represents the index of cells. The outcome of the classification is the cell phenotypes, which is a vector denoted as $Y_i$, where $i$ represents the genes that have expression.

2.2. Software Packages to Be Evaluated

For multi-class classification, we can construct multiple binary classification models (in-class versus out-of-class), one for each class. Each model can estimate the probability of a class and assign the membership to the class with the largest probability. Furthermore, many cell-type classification problems are binary (e.g., stimulated versus wild-type).

So for simplicity, in this study, we are only considering binary classification performance. When describing classification procedures, we use 1 to denote True and 0 to denote False. The software packages to be evaluated are listed as below.

- rpart [32] (Recursive Partitioning and Regression Trees) is the most commonly used R package that performs both classification and regression. It uses Gini impurity where the probability of any randomly selected elements from a data set incorrectly classified is calculated. The probability score is calculated by summing all probability and subtracting from 1, that is,

$$\sum P_i = 1 - P_i$$

- ctree [33] (Conditional Inference Trees) is part of partykit R package. The tree’s algorithm tests a condition or a hypothesis between variables and then splits if the hypothesis was rejected.

- cactree [34] (Evolutionary Tree) is based on an evolutionary algorithm. Using the package, a random tree is created at first and then updated periodically after each iteration. The algorithm halts when no change to the most current model is required.

- tree package is used for classification or regression. It is based on measuring the impurity and deciding where to create a split. Eventually, splitting halts when the split is not worth following.

- C5.0 is a package that extends the C4.5 classification algorithm which itself is an extension of the ID3 algorithm. The algorithm creates a tree by calculating the entropy of samples under testing and splits the branch accordingly.

2.3. The Benchmark Data Sets

The data sets under testing were extracted from the project Conquer (consistent quantification of external RNA-Sequencing data) repository developed by C. Soneson and M.
Robinson at the University of Zurich, Switzerland [31]. Three organisms were included in the repository—Homo sapiens, Mus musculus and Danio rerio. Each data set contains a different number of cells. Six protocols were followed to obtain cell sequences—SMARTer C1, Smart-Seq2, SMART-Seq, Tang, Fluidigm C1 Auto prep and SMARTer.

We have explored all data sets in the Conquer repository. Unfortunately, not all data sets suit our test. For a data set to be suitable for our testing methodology, we have to make sure that its samples can be divided into two groups based on a common phenotype for each group; thus, we can identify that phenotype with 1s or 0s. For example, the data set GSE80032 was excluded because all its samples have the same phenotype thus we have no bases to divide them. Also, each group of samples must not be so small that, when testing, they generate a misclassification or execution errors. We found that both sample groups must have at least 30 samples to avoid errors and misclassification.

There are 22 data sets that fit our test. These data sets are listed in Table 1 as they were presented in the Conquer repository along with the protocol type used.

**Table 1.** List of selected data sets along with their IDs, organisms where the cells were taken from, a brief description, cell counts and sequencing protocols used.

| Data Set ID | ID         | Organism         | Brief Description                                           | # of Cells | Protocol          |
|-------------|------------|------------------|-------------------------------------------------------------|------------|-------------------|
| EMTA82805   | Buettner2015 | Mus musculus    | mESC in different cell cycle stages                         | 288        | SMARTer C1       |
| GSE100911   | Tang2017    | Danio rerio     | hematopoietic and renal cell heterogeneity                   | 245        | Smart-Seq2       |
| GSE102299-smartseq2 | Wallrapp2017 | Mus musculus    | innate lymphoid cells from mouse lungs after various treatments| 752        | Smart-Seq2       |
| GSE45719    | Deng2014    | Mus musculus    | development from zygote to blastocyst + adult liver         | 291        | SMART-Seq        |
| GSE48968-GPL13112 | Shalek2014 | Mus musculus    | dendritic cells stimulated with pathogenic components        | 1378       | SMARTer C1       |
| GSE48968-GPL17021-125bp | Shalek2014 | Mus musculus    | dendritic cells stimulated with pathogenic components        | 935        | SMARTer C1       |
| GSE48968-GPL17021-25bp | Shalek2014 | Mus musculus    | dendritic cells stimulated with pathogenic components        | 99         | SMARTer C1       |
| GSE52529-GPL16791 | Trapnell2014 | Homo sapiens    | primary myoblasts over a time course of serum-induced differentiation | 288        | SMARTer C1       |
| GSE52583-GPL13112 | Treutlein2014 | Mus musculus    | lung epithelial cells at different developmental stages      | 171        | SMARTer C1       |
| GSE57872    | Patel2014   | Homo sapiens    | glioblastoma cells from tumors + gliomasphere cell lines     | 864        | SMART-Seq        |
| GSE60749-GPL13112 | Kumar2014 | Mus musculus    | mESCs with various genetic perturbations, cultured in different media | 268        | SMARTer C1       |
| GSE60749-GPL17021 | Kumar2014 | Mus musculus    | mESCs with various genetic perturbations, cultured in different media | 147        | SMARTer C1       |
| GSE63818-GPL16791 | Guo2015    | Homo sapiens    | primordial germ cells from embryos at different times of gestation | 328        | Tang              |
| GSE66053-GPL18573 | Padovan Merhar2015 | Homo sapiens    | live and fixed single cells                                  | 96         | Fluidigm C1 Auto prep |
| GSE71585-GPL13112 | Tasic2016  | Mus musculus    | cell type identification in primary visual cortex            | 1035       | SMARTer           |
| GSE71585-GPL17021 | Tasic2016  | Mus musculus    | cell type identification in primary visual cortex            | 749        | SMARTer           |
Table 1. Cont.

| Data Set   | ID          | Organism     | Brief Description                                                                 | # of Cells | Protocol   |
|------------|-------------|--------------|------------------------------------------------------------------------------------|------------|------------|
| GSE71982   | Burns2015   | Mus musculus | utricular and cochlear sensory epithelia of newborn mice                          | 313        | SMARTer C1 |
| GSE77847   | Meyer2016   | Mus musculus | Dnmt3a loss of function in Flt3-ITD and Dnmt3a-mutant AML                        | 96         | SMARTer C1 |
| GSE79102   | Kiselev2017 | Homo sapiens | different patients with myeloproliferative disease                                | 181        | Smart-Seq2 |
| GSE81903   | Shekhar2016 | Mus musculus | P17 retinal cells from the Kcng4-cre;stop-YFP X Thy1-stop-YFP Line#1 mice         | 384        | Smart-Seq2 |
| SRP073808  | Koh2016     | Homo sapiens | in vitro cultured H7 embryonic stem cells (WiCell) and H7-derived downstream early mesoderm progenitors | 651        | SMARTer C1 |
| GSE94383   | Lane2017    | Mus musculus | LPS stimulated and unstimulated 264.7 cells                                       | 839        | Smart-Seq2 |

Accessing information within these data sets is not a straightforward process. Thus, before proceeding in our test, each data set has to be prepared and normalized before fitting into our methods.

In order to access an abundance of genes, we closely followed procedural steps provided by the *Conquer* repository authors. By using R programming language, we retrieved ExperimentList instances that contained RangedSummarizedExperiment for gene-level object. This allowed us to access abundances which included TPM (Transcripts per million) abundance for each specific gene, gene count, length-scaled TPMs as well as average of transcripts length found in each sample for each particular gene. For our test, we chose genes TPM abundance and used them as input predictor matrix $X_{i,j}$, where $i$ represents samples and $j$ represents genes.

At this point, we had full access to the desired type of information; nevertheless, we had to normalize the matrix $X_{i,j}$ to fit into our test. At first, we rotated the dimensions of $X$ so samples became rows and genes were the columns; thus, $X_{j,i}$.

We then looked into the phenotype associated with the data set, using `table(colData(dataset))` R command, in order to find two distinguished phenotypical characteristics associated with samples group in $X$. We denoted the first characteristic with 1 and the second with 0. We replaced samples IDs with either 1 or 0 so we could distinguish them within our classified model. For example, in the data set EMTAB2805, there are different phenotypes associated with each group of samples. We picked two phenotypes that were based on stages of cell cycle stage, $G_1$ and $G_2M$. Thus, samples associated with the first stage, $G_1$, were replaced by $1$, `True`, and samples associated with the second stage, $G_2M$ were replaced by $0$, `false`. We eliminated any extra samples associated with other cell cycle stages, if any.

At this point, $j$ in $X_{i,j}$ is a binary value where the first group of sample with one distinguished phenotype is represented by 1 and the other group is represented by 0.

Table 2 includes all the aforementioned data sets but after identifying the appropriate phenotypes that were going to be used in our test.
Table 2. List of data sets used in the test along with their associated phenotype that were sat for either 1 or 0.

| #  | Data Set                          | Phenotype                                                                 | # of 1 s | # of 0 s |
|----|-----------------------------------|---------------------------------------------------------------------------|----------|----------|
| 1  | EMTAB2805                         | Cell Stages (G1 & G2M)                                                    | 96       | 96       |
| 2  | GSE100911                         | 16-cell stage blastomere & Mid blastocyst cell (92–94 h post-fertilization)| 43       | 38       |
| 3  | GSE102299-smartseq2               | treatment: IL25 & treatment: IL33                                         | 188      | 282      |
| 4  | GSE45719                          | 16-cell stage blastomere & Mid blastocyst cell (92–94 h post-fertilization)| 50       | 60       |
| 5  | GSE48968-GPL13112                 | BMDC (Unstimulated Replicate Experiment) & BMDC (1 h LPS Stimulation)     | 96       | 95       |
| 6  | GSE48968-GPL17021-125bp           | BMDC (On Chip 4 h LPS Stimulation) & BMDC (2 h IFN-B Stimulation)         | 90       | 94       |
| 7  | GSE48968-GPL17021-25bp            | LPS4h, GolgiPlug 1 h & stimulation: LPS4h, GolgiPlug 2 h                  | 46       | 53       |
| 8  | GSE52529-GPL16791                 | hour post serum-switch: 0 & hour post serum-switch: 24                    | 96       | 96       |
| 9  | GSE52583-GPL13112                 | age: Embryonic day 18.5 & age: Embryonic day 14.5                         | 80       | 45       |
| 10 | GSE57872                          | cell type: Glioblastoma & cell type: Gliomasphere Cell Line               | 672      | 192      |
| 11 | GSE60749-GPL13112                 | culture conditions: serum+LIF & culture conditions: 2i+LIF               | 174      | 94       |
| 12 | GSE60749-GPL17021                 | serum+LIF & Selection in ITSFn, followed by expansion in N2+bFGF/laminin   | 93       | 54       |
| 13 | GSE63818-GPL16791                 | male & female                                                            | 197      | 131      |
| 14 | GSE66053-GPL18573                 | Cells were added to the Fluidigm C1 ... & Fixed cells were added to the Fluidigm C1 ... | 82 | 14 |
| 15 | GSE71585-GPL13112                 | input material: single cell & tdTomato labelling: positive (partially)     | 81       | 108      |
| 16 | GSE71585-GPL17021                 | dissection: All & input material: single cell                           | 691      | 57       |
| 17 | GSE71982                          | Vestibular epithelium & Cochlear epithelium                              | 160      | 153      |
| 18 | GSE77847                          | sample type: cKit+ Flt3ITD/ITD,Dnmt3afl/- MxCre AML-1 & sample type: cKit+ Flt3ITD/ITD,Dnmt3afl/- MxCre AML-2 | 48 | 48 |
| 19 | GSE79102                          | patient 1 scRNA-seq & patient 2 scRNA-seq                                | 85       | 96       |
| 20 | GSE81903                          | retina id: 1Ra & retina id: 1la                                          | 96       | 96       |
| 21 | SRP073808                         | H7hESC & H7_derived_APS                                                   | 77       | 64       |
| 22 | GSE94383                          | time point: 0 & min time point: 75 min                                    | 186      | 145      |

Finally, we conducted a Wilcoxon Test on the data of $X$ in order to find out $p$-values associated with each gene.

Due to problems related to memory exhaustion and time for excessive executions we had to trim our matrix; thus, we picked the first 1000 genes with the lowest $p$-value to include in $X$. Consequently, the final form of our matrix was $X_{ij}$ where $i$ ranged from 1 to 1000 and $j$ ranged from 1 to $n$ and separated into two groups of 1 s and 0 s.

At this point, we could proceed with testing and easily split our matrix. At the beginning of each testing iteration, we shuffled the rows of matrix (samples that were denoted by 1 and 0) to prevent any biases that may result from having identical samples IDs.
We proceeded into our 10-fold cross-validation testing. We took 10% of the samples (rows) and set them as our testing set. We took the rest of the samples as our training set. After we measured system’s time (method’s start time) we fitted the training set into the first method, \texttt{rpart}. Immediately after the method stopped its execution, we measured the system’s time (the method’s end time). We subtracted the starting time from the ending time so the result is considered to be the method’s Run-time.

After we constructed our model, we used this model for prediction using our testing set. We first extracted the confusion matrix (a \(2 \times 2\) matrix). In a few cases we had only a one dimension matrix due to the fact that no misclassification occurred, but we programmatically forced the formation of a \(2 \times 2\) matrix in order to be able to always calculate the true positive values and false positive values. We then calculated the Precision by dividing the total number of true positive values over the total number of true positive values and the total number of false positive values. The result is the method’s Precision. We also calculated the method’s recall by dividing the total number of true positive values over the total number of false positive values and the total number of false negative values from the same confusion matrix.

Since we had the method’s precision and recall we used them to calculate the value of \(F_1\) score that is the method’s precision multiplied by the method’s recall over the total value of both method’s precision and recall, multiplied by 2.

We then proceeded to compute the receiver operating characteristic (ROC) using package \texttt{pROC} and, consequently, we obtained the AUC measurement. At the end, we constructed our model tree and computed the number of nodes and leaves (the complexity score).

We proceeded into testing the second method, \texttt{ctree}. We repeated the same steps applied on the first method, and we collected scores for \texttt{ctree} Precision, Recall, \(F + 1\)score, \text{AUC}, Complexity and Run-time. We then proceeded to test \texttt{e1071, tree} and \texttt{C5.0}, respectively.

In the second iteration of our cross-validation testing, we took the second fold (the adjacent 10% of the data set) as our testing set and the rest of the samples (including what was in the previously tested fold) as our training set. We repeated the same steps applied previously using these newly created testing and training sets. At the end of this 10-fold cross-validation testing, we had 10 scores for each method’s Precision, Recall, \(F_1\)score, \text{AUC}, Complexity and Run-time. We collected these scores and took their mean as the final score.

The previously explained testing procedure (from shuffling samples to collecting mean scores of method’s Precision, Recall, \(F_1\)score, \text{AUC}, Complexity and Runtime) is repeated 100 times. Each time we collect mean scores and we plot our final results thus we proceed to analysis.

2.4. Design of Evaluation Experiments

In this study, we compared the performance of classification using a Cross-validation approach. Each data set was randomly split into different folds. At each iteration, one fold was taken as a testing set (usually represents 10% of the total data set) and the rest of the remaining folds were taken as a training set (90% of the total data set). At the following iteration, the adjacent fold was sat as a testing set and the rest of the remaining folds as a training set and so on. The scores were defined to describe the classification criteria, and the Arithmetic Mean of all scores collected from each iteration is the final score that was used to measure the intended performance. The six scores of evaluation criteria (Precision, Recall, \(F_1\)score, \text{AUC} statistics, complexity and Runtime) are defined as below.

We define Precision as the number of correctly predicted true signals \(TP\) over the total number of false signals that are classified as true signals \(FP\) and the total number of the correctly predicted true signals. That is denoted as:

\[
\text{Precision} = \frac{TP}{TP + FP}
\]
We define \textit{Recall} as the number of correctly predicted true signals \( TP \) over the total number of false signals that are classified as false signals \( FN \) and the total number of the correctly predicted true signals. That is denoted as:

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

Consequently, we define the \( F_1 \) score as:

\[
F_1\text{score} = 2 \times \left( \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \right)
\]

We define \textit{Complexity} as the total number of all splits in the model tree, that is, the total number of all nodes and leaves, including the first node.

The \textit{Area Under the Curve (AUC)} calculates the area under an ROC (Receiver Operating Characteristic) curve, which is basically a plot of scores calculated for both True Positive Rate (represented in the y-axis) and False Positive Rate (represented in the x-axis) at different variations of thresholds. In other words, an AUC measures the ability for a model to distinguish between positive signals and negative signals. The higher the AUC’s score, the better the model in prediction.

The summary of prediction performance of software depends on how the data sets are split into folds (or subsets) but this split effect is not what we intended to show in the evaluation of the methods. So, to remove impact of random split and generate more reliable results, we repeated the test 100 times—each time we randomized the matrix. Then we summarized the performance over 100 repeats and used these on the software.

Algorithm 1 describes the flow of the testing stages after we converted the matrix \( X \) into the desirable form.

\begin{algorithm}
\caption{Procedure of Evaluating Software Using Cross-validation}

1: \textit{Data set} is a matrix \( X \) of two dimensions; 1st dimension for \textbf{Samples} and 2nd dimension for \textbf{Genes}, containing TPM genes abundance.

2: Separate samples into two groups based on selected phenotypes.

3: In 1st group: replace \textit{Sample} \_\textit{id} \( \leftrightarrow \) “1”

4: In 2nd group: replace \textit{Sample} \_\textit{id} \( \leftrightarrow \) “0”

5: \textbf{for} \( n \in \{1, \ldots, \text{length}(M)\} \) \textbf{do} \hspace{1cm} \textit{Loop over genes}

6: \hspace{1cm} Run Wilcoxon-Test on \( n \)

7: \hspace{1cm} Extract and Store p-value

8: \textbf{end for}

9: Shorten \( X \) to include only 1000 genes with the lowest p-value.

10: \textbf{for} \( k \in \{1, \ldots, 100\} \) \textbf{do} \hspace{1cm} \textit{General loop}

11: \hspace{1cm} Shuffle rows in \( X \)

12: \hspace{1cm} \textbf{for} \( x \in \{1, \ldots, 10\} \) \textbf{do} \hspace{1cm} \textit{Loop over samples}

13: \hspace{2cm} Set 10\% of \( X \) as \textit{Testing\_set}

14: \hspace{2cm} Set 90\% of \( X \) as \textit{Training\_set}

15: \hspace{2cm} Measure current \textit{time}_{\text{start}}

16: \hspace{2cm} Fit \textit{Training}\_\textit{set} into the first method.

17: \hspace{2cm} Measure current \textit{time}_{\text{end}}
\end{algorithm}
Algorithm 1 Cont.

18: Predict model on Testing_set
19: Calculate method’s Run-time using time_{end} − time_{start}
20: Calculate method’s Precision score using Confusion_Matrix
21: Calculate method’s Recall score using Confusion_Matrix
22: Calculate method’s F_1 score score using method’s Precision and Recall.
23: Calculate method’s AUC score using ROC function
24: Calculate method’s Complexity score using model tree length
25: Repeat steps 15-22 on other packages
26: end for
27: Calculate mean of all scores collected
28: end for
29: Plot final scores

2.5. Implementation of Testing Code

The testing codes were implemented in R programming language. All scripts were deposited at https://github.com/Omar-Alaqeeli/ClassificationTreesPackagesTesting/ as of 27 February 2021. There are 22 R scripts that each script retrieves, processes one data set and fit it into all methods. The first script contains installation code lines of necessary packages and all script include code lines that import necessary packages which some of them depend on other packages. Subject data sets can not be deposited in the above link due to their size but they can be found at the Conquer repository website: http://imlspenticon.uzh.ch/robinson_lab/conquer_de_comparison/, (accessed on 6 April 2021). All codes were ran on a personal computer using version 3.6.1. of R Studio. Table 3 shows the full specifications of the system and R Studio used:

Table 3. System and R Studio specification details at the time of testing subjected R packages.

| platform       | ×86_64-apple-darwin15.6.0 |
|----------------|---------------------------|
| arch           | ×86_64                    |
| os             | darwin15.6.0              |
| system         | ×86_64, darwin15.6.0      |
| status         |                           |
| major          | 3                         |
| minor          | 6.1                       |
| year           | 2019                      |
| month          | 07                        |
| day            | 05                        |
| svn rev        | 76782                     |
| language       | R                         |
| version.string | R version 3.6.1 (05-07-2019) |
| nickname       | Action of the Toes       |

3. Results

In order to analyse and nominate the best method in each performance category, we collected the mean of all scores obtained from testing each method. The Methods performance was measured and recorded for Precision, Recall, F_1 score, AUC, Complexity and Run-time. In each category, 100 scores were recorded at each of the 100 testing iterations. In this section, we analyse the methods’ performance in each category (Figure 1) and provide
visualization of their performances with each data set (Figures 2–7), as well as an individual visualization of each method by itself on all data sets (Supplementary Figures S1–S30).

Figure 1. Sample sizes (x-axis) versus Precision, Recall, F1 Score, Area Under the Curve (AUC), Complexity and Runtime (y-axis).

3.1. Precision

Precision scores for all methods were collected periodically at the end of each testing iteration. In some cases, the values were distributed on a wide Interquartile range, but in other cases they were the complete opposite. We found no correlation between the size of the Interquartile range and the size of the sets or the size of the Interquartile range and the number of 1s and 0s in the training and the testing sets. For example, when we used GSE71585-GPL17021, which has 748 samples, all methods show very narrow Interquartile ranges (approx. 0.95–0.98). Conversely, all methods have wide Interquartile ranges when tested on GSE77847, which has only 96 samples (approx. 0.6–0.9).

To compare the methods’ precision, we calculated the arithmetic mean and standard deviation for all scores collected (Supplementary Tables S1 and S2). Although all values were close to each other, it appears that rpart and evtree scored the highest in 9 data sets, followed by all other methods that scored highest in 8 data sets. However, some methods that scored highest when testing a specific data set have shown a higher standard deviation which indicates that there is a fluctuation in their performances.

For some data sets, all, or nearly all, methods have similar mean values, such as in GSE48968-GPL17021-125bp, GSE60749-GPL13112 and GSE71585-GPL17021.

3.2. Recall

We calculated the methods’ recall and their arithmetic mean immediately after the precision (Figure 2). Similarly to the precision, the values are distributed on a wide Interquartile range. Since the size of the sets has no effect on the score of the precision then the situation is similar for the recall.

We calculated the arithmetic mean and standard deviation for all scores collected for methods’ recall (Supplementary Tables S3 and S4). evtree scored the highest in 10 data sets, followed by rpart and tree with highest in 8 data sets then C5.0 in 7 data sets. ctree has scored the highest in only 4 data sets. Similar to the precision, all methods scored similar when testing GSE48968-GPL17021-125bp data set.
Figure 2. Methods’ Precision scores on all data sets.

3.3. $F_1$-Score

Measuring methods’ $F_1$-scores was a consequence of results obtained from methods’ precision and recall (Figure 3).

Similar to calculating the precision and recall, we calculated the arithmetic mean scores and standard deviation of the $F_1$-scores (Supplementary Tables S5 and S6). `evtree` scored the highest in 13 data sets followed by `rpart` in 11 data sets. `tree` was next with 9 data sets and `C5.0` with highest in 7 data sets. `ctree` came last with highest in 6 data sets.

All methods scored the same in the data sets GSE48968-GPL17021-125bp, GSE52583-GPL13112, GSE60749-GPL17021.
Similarly to the Precision, Recall and $F_1$ score, scores for methods’ AUC fluctuated. All methods show larger interquartile ranges when tested on some data sets and narrower interquartile ranges when tested on others. As with the Precision, there is not any correlation between the size of the training and testing sets and scores recorded for methods’ AUC.

We have calculated the mean and standard deviation for scores collected for all methods (Supplementary Tables S7 and S8) to be able to compare them. $evtree$ has the highest score in 16 data sets with no method with a score near to it. This score followed by $C5.0$ with the highest score in 9 data sets and then $rpart$ with the highest score in 7 data sets. $ctree$ and $tree$ came out the lowest with 2 of the highest scores in only 2 data sets. All methods score the same (0.99) when testing on GSE60749-GPL17021.
3.5. Complexity

The complexity scores were collected when creating model trees using the training sets at every iteration. It is normal to assume that a correlation exists between the mean scores of methods’ complexities, or the size of the Interquartile range, and the size of the training set; the larger the training set, the higher the complexity mean score, thus the larger the Interquartile range. However, we found that this is not entirely accurate.

We calculated the mean and standard deviation for methods’ Complexities (Supplementary Tables S9 and S10). C5.0 scored the highest in 11 data sets, followed by tree with the highest in 8 data sets, then ctree in 5 data sets. rpart and evtree scored no near to them with only highest in 1 data sets.

Figure 4. Methods’ F1score scores on all data sets.
Figure 5. Methods’ AUC scores on all data sets.

3.6. Runtime

A method’s Run-time was calculated based on how long it takes the method to create a model tree. We calculated the Run-time, in seconds, for all methods at every iteration. The lower the score, the faster the method. Very few scores are outliers thus we eliminated them from the plots (Figure 6) so the y-axis is adjusted correctly thus to be able to view methods’ Interquartile range correctly.

We found that there exists a correlation between the size of the run-time score Interquartile ranges and training sets.

Analyzing the mean and standard deviation of Run-times in (Supplementary Tables S11 and S12) we induce that tree has scored fastest in all 22 data sets with no method near it. No other method has scored lower in any data sets.
Figure 6. Methods’ Complexity scores on all data sets.

Figure 7. Cont.
4. Discussion and Conclusions

We have evaluated the performance of the five widely used methods using scRNA-seq data sets. We measured Precision, Recall, $F_1$ score, AUC, Complexity and Run-time using a cross-validation testing in 100 iterations. At every iteration, and for every performance category, we collected the scores from fitting all methods. We based our comparison on the mean of all those scores.

In terms of Precision, we nominate `rpart` as the best among other methods in this category, although all methods nearly close in performance to each others. For the Recall category, `evtree` has the best performance with a competition from `rpart` and `tree`. Similarly, `evtree` has the best the $F_1$ score among all methods, followed by `rpart`.

In the AUC category, we found out that `evtree` has the top performance and none of the other methods are close to its performance. For Complexity, `C5.0` shows the ability to create more complex trees and only one method was close to its performance.

Although it is hard to measure an R package’s Run-time performance, since a lot of factors can affect the accuracy of the measurement such as system hardware, or complexity of the algorithm used by the package, we ensured to measure the methods’ Run-times under the same circumstances. Thus, we found out that `tree` is without a doubt the fastest among all methods since its Run-time is the lowest in all data sets.

Table 4 shows that `evtree` has the best performance in four categories; Precision, Recall, $F_1$ score and AUC. `rpart` is competing with `evtree` in precision, `C5.0` always prefers more complex models; `tree` is the fastest consistently although it often fits more complex trees than others.
Table 4. In this summary table, `rpart` and `evtree` scored highest in 9 data sets with regard to Precision. `evtree` scored highest in 10, 13 and 16 data sets with regard to Recall, $F_1$ score and AUC, respectively. `C5.0` scored highest in 11 data sets with regard to creating complex trees. Finally, `tree` shows that it is the fastest. The highest scores in each category are highlighted in bold font.

|            | `rpart` | `ctree` | `evtree` | `tree` | `C5.0` |
|------------|---------|---------|----------|--------|--------|
| Precision  | 9       | 8       | 9        | 8      | 8      |
| Recall     | 8       | 4       | 10       | 8      | 7      |
| $F_1$ score| 11      | 6       | 16       | 9      | 7      |
| AUC        | 7       | 2       | 16       | 2      | 9      |
| Complexity | 1       | 5       | 1        | 8      | 11     |
| Runtime    | 0       | 0       | 0        | 22     | 0      |
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Abbreviations

| Abbreviation | Description |
|--------------|-------------|
| AUC          | Area Under the Curve |
| scRNA-seq    | Single-cell Ribonucleic Acid Sequencing |
| ROC          | Receiver Operating Characteristic |
| TPM          | Transcripts per million |
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