Discovering stochastic dynamical equations from ecological time series data
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Abstract

Theoretical studies have shown that stochasticity can affect the dynamics of ecosystems in counter-intuitive ways. However, without knowing the equations governing the dynamics of populations or ecosystems, it is difficult to ascertain the role of stochasticity in real datasets. Therefore, the inverse problem of inferring the governing stochastic equations from datasets is important. Here, we present an equation discovery methodology that takes time series data of state variables as input and outputs a stochastic differential equation. We achieve this by combining traditional approaches from stochastic calculus with the equation-discovery techniques. We demonstrate the generality of the method via several applications. First, we deliberately choose various stochastic models with fundamentally different governing equations; yet they produce nearly identical steady-state distributions. We show that we can recover the correct underlying equations, and thus infer the structure of their stability, accurately from the analysis of time series data alone. We demonstrate our method on two real-world datasets – fish schooling and single-cell migration – which have vastly different spatiotemporal scales and dynamics. We illustrate various limitations and potential pitfalls of the method and how to overcome them via diagnostic measures. Finally, we provide our open-source codes via a package named PyDaDDy (Python library for Data Driven Dynamics).
Introduction

A central approach to modeling complex ecological systems across fields is via differential equations (Gotelli et al., 2008; Strogatz, 2018). Depending on the dimensionality of the system and the relevance of stochasticity, these equations can be ordinary, stochastic, or partial differential equations. Even when we begin with a simple set of behavioral rules or ecological interactions at a fine, local scale, one can derive coarse-grained dynamical descriptions, at levels such as groups, populations or even ecosystems, in the form of differential equations (Biancalani et al., 2014; Cheng et al., 2014; Durrett and Levin, 1994; Jhawar et al., 2019; Loreau, 2010; Majumder et al., 2021; McKane and Newman, 2004; Yates et al., 2009). While such dynamical system based approaches are powerful and have provided key biological insights, meaningfully integrating empirical data with differential equation models continues to remain a challenge.

We are in the era of big data, where high-resolution data capturing the dynamics of ecological systems is increasingly available (Leyk et al., 2019; Nathan et al., 2022). Examples span across scales of biological organization, from individual (cells or animals) movement trajectories (Brückner et al., 2019; Nathan et al., 2022) and group properties (Jhawar et al., 2020; Tunstrøm et al., 2013; Yates et al., 2009) to population sizes (Bjørnstad and Grenfell, 2001; Stenseth et al., 1997), fitness of populations (Lenski, 2017) and ecosystem states (Carpenter et al., 2020; Majumder et al., 2019; Xie et al., 2008). Importantly, data may be available with high temporal resolutions, sometimes even across space, thus opening avenues for better integration between models and data.

To capture the dynamics of biological systems accurately, one has to treat state variables as nonlinear and stochastic, rather than accounting only for the linear and average properties. A suitable framework for analyzing such myriad stochastic effects is via stochastic differential equations (SDEs), which allows us to capture both the deterministic and stochastic factors driving the dynamics. Using SDE models, the most commonly understood effect of noise is that of creating fluctuations around a deterministic stable state. This resembles a population fluctuating around its carrying capacity equilibrium due to environmental noise. However, the SDE models also predict that when the strength of the noise depends on the state of the system – also called state-dependent noise – it can create new states away from the deterministic stable equilibria (Horsthemke and Lefever, 1984). For example, in fish schools, fluctuations associated with small group sizes, counter-intuitively, push the system away from deterministically stable disordered states; consequently, the group level coordination among fish increases (Biancalani et al., 2014; Jhawar et al., 2020, 2019). In the context of dryland ecosystems, mathematical models predict that rainfall fluctuations may create a new state between two deterministic stable states (D’Odorico et al., 2005); this is in contrast to well-known scenarios where additive fluctuations typically lead to transitions between alternative stable states (Guttal and Jayaprakash, 2007). However, these conclusions on the role of stochasticity are possible only when the governing dynamical equations are
known, which is often not the case for real datasets.

Hence, we naturally focus on the inverse problem: can we construct SDE models starting from observed time series datasets? Indeed, the answer is in the affirmative. Approaches based on estimating the so-called jump moments, in principle, allow us to infer stochastic differential equations from time series data (Friedrich et al., 2011; Gradišek et al., 2000; Rinn et al., 2016; Tabar, 2019). Furthermore, in the context of deterministic models, recently developed equation discovery techniques allow us to infer parsimonious, interpretable differential equation models from time series data (Brunton et al., 2016; de Silva et al., 2020; Rudy et al., 2017). Recently, these techniques have also been extended for stochastic dynamical systems (Boninsegna et al., 2018; Brückner et al., 2020; Callaham et al., 2021; Frishman and Ronceray, 2020; Huang et al., 2022). These approaches are promising for analysing ecological time series datasets.

However, there are significant gaps. These techniques are scattered across physics and engineering literature; they are, thus, not well known in biological contexts. Importantly, there is no fundamental reason to believe that SDEs which assume relatively simple noise structures are reasonable models for real biological datasets. Therefore, proper diagnostic tools that test the assumptions of noise and validate the correct model are essential; however, such diagnostics are often not the focus in the physics and engineering literature where many new techniques are being developed. Consequently, the methods of stochastic equation discovery are currently not readily amenable for biological applications.

In this manuscript, we bridge these gaps and present a unified framework for discovering and diagnosing SDE models for biological datasets. Put simply, our approach allows a user to input a time series and discover an underlying stochastic differential equation and then perform diagnostics to test the validity of the discovered model. We argue that this approach is novel and powerful for several reasons: First, we arrive at a parsimonious and interpretable stochastic dynamical system (SDE) model directly from the data. Second, deciphering the function involves analysis of stochastic fluctuations of the input time series at the finest available time scales; yet the discovered dynamical model can correctly capture the long-time scale features of the data. We emphasize that these long-term features were not used as input to the model discovery. Third, the equation learning discovers an appropriate functional form of the model of the given dynamical dataset with minimal input from the user; and not merely estimate the parameters of a user-defined function.

To illustrate the generality of the method, we consider several applications: (A) We deliberately choose SDEs where deterministic and stochastic terms are fundamentally different; however, they produce very similar steady-state distributions. (B) Classic ecological models with stochasticity. (C) Two previously published real-world datasets having contrasting scales and dynamics: (i) a schooling fish movement driven by stochasticity and (ii) a single cell movement driven by a deterministic limit cycle with a minimal role of stochasticity. We extensively discuss various limitations and how the diagnostic tools can be used to avoid potential pitfalls and to
test whether the discovered models meet underlying assumptions and accurately describe the data. Finally, to make our approach widely accessible, we provide our open-source codes for the analysis of one/two dimensional datasets via a package named PyDaDDy (Python library for Data Driven Dynamics) (Nabeel et al., 2024), available at https://github.com/tee-lab/PyDaddy (archived at https://doi.org/10.5281/zenodo.13777396 (Nabeel et al., 2024)).

\section*{Methods}

\textbf{Mathematical preliminaries of stochastic differential equations}

Our goal is to model the dynamics of systems starting from measurements of the system state observed as a time series. Examples include the population sizes of one or multiple interacting populations, trajectories of foraging animals, vegetation cover in a landscape, etc. To do so, we use the framework of stochastic differential equations (SDE). Let $x(t)$ be a $d$-dimensional vector. We model its temporal dynamics as

$$\dot{x} = f(x) + g(x)\eta(t)$$

which is interpreted in an \textit{Itō sense} (Van Kampen, 1992). Here, $f$ and $g$ are functions of $x$, and $\eta(t)$ is a $d$-dimensional Gaussian white-noise (Gardiner, 2009), uncorrelated across components and across time (i.e., $\langle \eta_i \eta_j \rangle = \delta_{ij}$ and $\langle \eta(t)\eta(t')^T \rangle = \delta(t - t')I_d \times d$).

Here, $f(x)$ is a $d$-dimensional vector function, called the deterministic or \textit{drift} function, governing the average rate of change of $x$ over time. $g$ is a $d \times d$ matrix function, called the stochastic or \textit{diffusion} function, and governs the fluctuations around the average value. The off-diagonal entries of $g$ capture correlated fluctuations across components.

When $g$ is a constant matrix independent of $x$, the strength of the noise is the same for all values of $x$, and is called \textit{additive} or \textit{state-independent} noise. When $g$ is a function of $x$, the strength of the noise depends on the instantaneous value of $x$, and is called \textit{multiplicative} or \textit{state-dependent} noise (Horsthemke and Lefever, 1984).

If $x(t)$ is governed by the SDE in Eq. 1, the drift and diffusion functions can be expressed in terms of the \textit{Kramers-Moyal coefficients} as follows:

$$f(z) = \lim_{\Delta t \to 0} \frac{\langle x(t + \Delta t) - x(t) \rangle}{\Delta t} \bigg|_{x(t) = z}$$  \hspace{1cm} (2)

$$G(z) = \lim_{\Delta t \to 0} \frac{\langle (x(t + \Delta t) - x(t))(x(t + \Delta t) - x(t))^T \rangle}{\Delta t} \bigg|_{x(t) = z}$$  \hspace{1cm} (3)

where $G = gg^T$.

The following are the assumptions under which a given stochastic process $x$ can be modelled using a stochastic differential equation. First, $x(t)$ should be a \textit{continuous} stochastic process or
should be approximated by one. Second, the noise $\eta(t)$ is assumed to be uncorrelated across time. Note that the assumption of the components of $\eta$ being uncorrelated is without loss of generality: if $\eta(t)$ had a non-diagonal correlation matrix $L$, an SDE $\dot{x}(t) = f(x) + g(x)\eta(t)$ driven by $\eta(t)$ can be replaced by an equivalent SDE, $\dot{x}(t) = f(x) + \tilde{g}(x)\zeta(t)$ where $\zeta$ is uncorrelated and $\tilde{g}(x) = g(x)\sqrt{L}$. Here, $\sqrt{L}$ is the (not necessarily unique) matrix square root such that $\sqrt{L}\sqrt{L}^T = L$.

The basic principle behind the inverse problem

We are interested in the inverse problem of inferring SDE from the observed time series data, sampled with some finite sampling frequency. Specifically, we aim to find simple, interpretable analytical expressions that describe $f$ and $G$, not just their qualitative shapes.

Our approach to this problem involves two steps. First, we compute instantaneous estimates of the drift and diffusion functions from the observed time series. Next, we use a technique based on sparse regression to estimate functional forms for the drift and diffusion functions.

Instantaneous drift and diffusion coefficients. From an observed sampled time series with some finite sampling time $\Delta t$, we can estimate the instantaneous drift coefficient as:

$$F(t; x) = \frac{x(t + \Delta t) - x(t)}{\Delta t}$$

Here, $F(t; x)$ is an instantaneous estimate for the drift coefficient, computed at every time step. Which will be subsequently used to estimate an expression for the drift function (see below).

One can estimate the instantaneous diffusion coefficient $G(t; x)$ similarly. To improve the estimate of $G(t; x)$ and to counter the effect of a finite $\Delta t$, we compute the residuals after subtracting the expected deterministic drift in time $\Delta t$ and estimate the diffusion from these residuals (Brückner et al., 2019; Jhawar and Guttag, 2020).

$$\epsilon(t) = x(t + \Delta t) - x(t) - \Delta t \hat{f}(x(t))$$

$$G(t; x) = \frac{(\epsilon(t + \Delta t) - \epsilon(t)) (\epsilon(t + \Delta t) - \epsilon(t))^T}{\Delta t}$$

Here, $\hat{f}(x(t))$ is the estimated drift function (see below).

Equation learning for the drift and diffusion coefficients. We use a technique based on sparse regression, sometimes referred to as equation learning, to find interpretable analytical expressions of the extracted drift and diffusion functions (Boninsegna et al., 2018; Brunton et al., 2016). Without further assumptions, this can be done component-wise for each component of the $f$ and $G$ separately. To do so, we first construct a library $\{f_1, f_2, \ldots, f_k\}$ of basis functions. These functions could be a polynomial basis up to a specified degree, another suitable basis such as a Fourier or Chebyshev
basis, or domain-specific basis functions tailored for the problem. Next, we use sparse regression to represent \( f \) as a linear combination of these basis functions, using as few \( f_i \)'s as possible. Operationally, this is done using an algorithm called sequentially thresholded least squares (STLSQ; see SI Section S1 A - Sparse regression with sequentially thresholded least-squares for a summary, based on (Brunton et al., 2016)).

**Model selection**

Apart from the basis function, the equation discovery algorithm requires additional input from the user that constrains the model selection: the sparsification threshold \( \lambda \). The value of \( \lambda \) determines the trade-off between model complexity and explanatory power: a higher value of \( \lambda \) will eliminate more terms to produce a simpler model, at the cost of a poorer fit to data. The value of \( \lambda \) can be manually set to optimize this trade-off for the problem, or can be automatically tuned for. One could use an information criterion like the Akaike Information Criterion (AIC) or Bayesian Information Criterion (BIC) for the threshold selection. Here, we instead use \( k \)-fold cross validation, a method commonly used in machine learning literature to choose the ideal model based on cross-validated accuracy (Shalev-Shwartz and Ben-David, 2014).

The key idea is to train a model using only part of the data, called the training set, and evaluate the model performance on a validation set, different from the training set. A model that performs well on the validation set will not have overfit on the noise in the training data, and may be more generalisable. Specifically, the dataset is divided into \( k \) equal chunks. \( k - 1 \) of the chunks are used as the training set to fit the model, with the remaining chunk designated as the validation set. The error of the model on the validation set, called the validation error, is then computed. The process is repeated with each of the \( k \) chunks designated as the validation set, and the average validation error is computed. We choose the optimal threshold the value that offers the maximum drop in CV error. For many systems, including real-world systems, it may be possible to incorporate knowledge about the physics/biology of the system to choose the basis functions as well as do a manual model selection, which can result in a better and more parsimonious model (see (Nabeel et al., 2023) and SI Section S4 – Model selection with real-world datasets).

**Diagnostics**

The data-driven SDE discovery pipeline is incomplete without sufficient diagnostic tests to reasonably satisfy the underlying assumptions of the SDE models. Extending ideas from (Brückner et al., 2019; Jhawar and Guttal, 2020), we propose three sets of diagnostic tests that enable evaluation of the discovered SDE model.

- **Noise diagnostics**: The noise term \( \eta(t) \) in Eq. 1 is assumed to be uncorrelated Gaussian noise.
We define the model residual as,

\[ r(t) = \frac{1}{\sqrt{\hat{G}(x(t))}} \left( \frac{x(t + \Delta t) - x(t)}{\Delta(t)} - \hat{f}(x(t)) \right) \]

(7)

where \( \hat{f} \) and \( \hat{G} \) are the estimated drift and diffusion functions, and the square root, in general, is a matrix square root. \( r(t) \) is an estimate of \( \eta(t) \). We therefore test if \( r(t) \) is an uncorrelated Gaussian noise. More advanced diagnostic tests to check noise assumptions are described in detail in SI Section 1B (Advanced diagnostic techniques).

- **Model diagnostics:** The idea of model diagnostics is that if we generate a simulated time series using the estimated model, with identical length and sampling interval as the original time series, then the simulated time series should have the same probability distribution and autocorrelation function as the original time series. We note that these two properties of the data were not used as part of the data-driven model discovery procedure. Further, if we subsequently estimate an SDE model from this simulated time series, we must recover the same model (also known as ‘model self-consistency’).

- **Validation with left-out data:** To check if the discovered model is sufficiently general, we divide the datasets into two halves, a training set and a validation set (also called left-out data) and perform the model discovery procedure using only the training set. We can now compute the histogram and autocorrelation for a time series generated by the discovered model and compare these with the histogram and autocorrelation of the left-out data. If the model statistics match well with the left-out data, it suggests that the discovered SDE model is generalizable.

**Contrast to conventional approaches**

A conventional approach often used in literature to recover SDEs is to divide the range of \( x \) into a finite number of bins and estimate \( f \) and \( G \) as bin-wise averages. That is, the drift and diffusion functions can be approximated from their instantaneous counterparts (Eqs. 4, 6) as:

\[ \hat{f}(z) = \langle F(t; x) \rangle_{x(t) \in [z, z+w]} \]

(8)

\[ \hat{G}(z) = \langle G(t; x) \rangle_{x(t) \in [z, z+w]} \]

(9)

Here, \( w \) is the bin-width, and the intervals are \( d \)-dimensional rectangular intervals. The drawback of this approach is that the estimate for each bin is independent and cannot take advantage of any global structure, such as the smoothness of the functions involved. As a result, the estimates can be noisy. One way to reduce the variance of the estimates is to subsample the time series with
a larger $\Delta t$ (Jhawar and Guttal, 2020), but this can introduce biases in the estimation (see SI Section S5 A – Estimation with limited data).

In contrast, the equation learning approach replaces the bin-wise averaging step with a sparse regression step. In addition to the obvious advantage of producing interpretable expressions as estimates, equation learning has two additional advantages. First, by appropriately choosing the basic functions for the library, we can account for the global structure or constraints such as smoothness and symmetry. In addition, the need to subsample is eliminated: thus, two arbitrary parameter choices, namely for the subsampling time $\Delta t$ and the bin width $\epsilon$ are eliminated.

**PyDaDDy – an open-source package for data-driven SDE discovery**

We make the above SDE estimation procedure available via an easy-to-use open-source python package named PyDaDDy which stands for Python library for Data Driven Dynamics (Nabeel et al., 2024), available via https://github.com/tee-lab/PyDaddy (archived at https://doi.org/10.5281/zenodo.13777396 (Nabeel et al., 2024)). Figure 1 shows an overview of the package. A brief walk-through of the package and its key features can be found in SI Section S2 – PyDaDDy package – a brief introduction. Codes that implement the workflow are available as Jupyter notebooks as a part of our open-source package. The tool can be accessed even without installation via Google Colab: https://pydaddy.readthedocs.io/en/latest/tutorials.html.

**Results**

**Discovering contrasting SDEs from synthetic datasets**

**Unimodal distributions from contrasting SDEs**

Unimodal distributions are widely observed in many biological datasets. However, they may be generated from very different dynamical processes and thus can be modeled by contrasting underlying SDEs. We aim to show that even in such cases, we can discover the original SDEs by applying our proposed method to the time series data. We consider the following two one-dimensional SDEs:

\[
\dot{x} = -x + \sqrt{2} \cdot \eta(t) \tag{11}
\]

\[
\dot{x} = x - x^3 + 2 \left( \sqrt{1 + x^2} \right) \cdot \eta(t) \tag{12}
\]

Although Eq. 11 and 12 are quite different, the time series generated with these equations, as well as their histograms, are very similar (Fig. 2 (A-i, A-ii, B-i, B-ii): in fact, the steady-state distributions
PyDaDDy takes as input uniformly sampled 1D or 2D time series, and computes the drift and diffusion components from the time series. Several functions are provided to visualize data as time series or histograms, fit drift and diffusion functions, diagnose whether underlying assumptions for drift-diffusion estimation are met, and to export data.

Figure 1: **Overall schematics of the PyDaDDy package.** PyDaDDy takes as input uniformly sampled 1D or 2D time series, and computes the drift and diffusion components from the time series. Several functions are provided to visualize data as time series or histograms, fit drift and diffusion functions, diagnose whether underlying assumptions for drift-diffusion estimation are met, and to export data.
of $x(t)$ are unimodal and are nearly identical for Eq. 11 and 12. From a dynamical systems point of view, Eq. 11 has a single deterministic stable state at $x^* = 0$. Biologically, $x$ could be considered the deviation of the population size from its stable carrying capacity. Therefore, $x$ could be positive or negative. The additive noise—representing environmental fluctuations—simply spreads the dynamics of the population around the deterministic equilibrium, as reflected in the time series as well as the histogram (Fig. 2 (A-ii)). Therefore, we may refer to the mode of the histogram as reflecting a deterministic state. This is indeed the most commonly understood effect of noise.

On the other hand, for Eq 12 the deterministic stable equilibria are at $\pm 1$ but the mode of the histogram is at 0 (Fig. 2 (B-ii)). In this case, the state-dependent noise or the multiplicative noise-term completely alters the stability landscape, creating a new state between two deterministic stable states, leading to a mode at $x = 0$. This is an example of an unusual effect of noise, called the noise-induced stable state proposed in a dryland ecosystem model (D’Odorico et al., 2005).

For these unimodal datasets, we now pose the inverse problem: can we infer the correct underlying SDE models based on the features the time series data (Fig. 2 A-i versus B-i). Indeed, our approach integrating jump moment computations with sparse regression accurately identifies the functional forms of the drift and diffusion for both the models (in Fig. 2 compare red and black lines within columns A and B; rows iii and iv). Crucially, we are able to infer that the time series of Fig. 2 A-i is governed by a linear drift (Fig. 2 A-iii) with additive noise (Fig. 2 A-iv); in contrast, the time series of Fig. 2 B-i is driven by a nonlinear drift function with three roots (Fig. 2 B-iii) and a multiplicative noise (Fig. 2 B-iv). Furthermore, we are also able to recover the symbolic analytical expressions for the drift and diffusion functions which closely match the original SDEs that we deployed to generate the synthetic datasets (Fig. 2, ‘Estimated’ panel).

**Bimodal distributions from contrasting SDEs**

Many biological systems exhibit alternative stable states, the simplest case being a bistable system, e.g. grassland and woodland states in dryland ecosystems or eutrophic and oligotrophic states of lakes. Systems with bistability show bimodal distributions of their state variable. Here too, bimodality can be generated by contrasting underlying processes/SDEs. To illustrate this, we consider the following two toy models:

$$\dot{x} = 2x - 3x^3 + \frac{1}{2} \cdot \eta(t) \quad (13)$$

$$\dot{x} = -x + \sqrt{2}(1 - x^2) \cdot \eta(t) \quad (14)$$

Eq. 13 has two deterministic stable equilibria at $\pm \sqrt{2/3}$, and the dynamics is spread around these equilibria by the additive noise (Fig. 2 (C-ii)); thus, these are deterministic states. On the other hand, Eq. 14 has only one stable equilibrium at $x^* = 0$; yet, due to the effect of the multiplicative noise term, the system exhibits two modes in the histogram away from the deterministic
Figure 2: Sparse regression on the extracted instantaneous jump moments reliably reconstructs governing equations from simulated data, for a wide range of dynamics. The mathematical expressions for the actual and estimated drift and diffusion functions are shown in the shaded boxes on the top (grey-shaded) and bottom (red-shaded), respectively. Row $i$ shows a sample of the time series $x(t)$ of the models Eqs 11-14, respectively, across four columns (A-D), while row $ii$ shows the corresponding histograms of $x(t)$. The arrows in histograms in row $ii$ mark the deterministic stable equilibria of the respective systems. Notice that the histograms in (A) and (B) are nearly identical, despite the underlying SDEs being very different. Similarly, the histograms in (C) and (D) are similar. (A) A deterministic unimodal system (from Eq 11. (B) A noise-induced unimodal state (from Eq. 12). (C) A deterministic bimodal system from Eq. 13), with noise facilitating transitions between two deterministic states. (D) A noise-induced bimodal state (from Eq. 14). Rows $iii$ and $iv$ compare the ground-truth (black) drift and diffusion functions with the estimated ones. The functions estimated using sparse regression are shown as dark red dashed lines. In all cases, the proposed method accurately recovers the drift and diffusion functions.
equilibrium (Fig. 2 (D-ii); thus, these are noise-induced states.

We again pose the inverse problem for these bimodal time series datasets (Fig. 2 C-i versus D-i and Fig. 2 C-ii versus D-ii). Here too, our method is able to recover the underlying SDE models, including the symbolic functions, correctly (see rows iii, iv, and ‘Estimated’ panels of Fig. 2 C and D).

**Demonstration with classical models in theoretical ecology**

We now validate the method against several classical models in theoretical ecology. We considered stochastic modifications in various models, with one and two variables. The following univariate models were considered: the logistic model of density-dependent population growth (unstable system), a population harvesting model with a Holling’s type III functional response (a bistable system) (Strogatz, 2018) and a lake eutrophication model (Carpenter et al., 1999) (a bistable system). The bivariate models considered were: the Lotka-Volterra competition model for inter-specific competition, a non-linear predator-prey model with a Holling’s type II functional response for predation (Alonso et al., 2002), and the Van der Pol oscillator, a minimal model for non-linear oscillations (Strogatz, 2018).

Table 1 summarizes the results of this analysis. In summary, for all the models considered, the SDE discovery procedure was able to accurately discover the correct model from the simulated time series (see SI Section S3 – Demonstration with classic models in ecology for more details).

**Inaccurate model discovery with limited data**

Real-world data has many limitations, such as short time series not necessarily sampled at high enough resolution. It is important to understand how such contexts may affect the data-discovery protocol we described. Here, we examine two specific sub-cases of ‘limited data’: short time series, and long sampling interval.

To do so, we attempt to estimate the model in Eqn. 4 described in the previous section, \( \dot{x} = 2x - 3x^3 + \frac{1}{2}\eta(t) \), which exhibits bistable dynamics. We then use a short time series (1000 high-resolution observations, with \( \Delta t = 0.01s \)) where the system has explored only a limited part of the state-space. The resultant model, along with the results of the model diagnostics, are shown in SI Fig S11 A, B. Not surprisingly, the estimated SDE does not match the true ground-truth model. A similar mismatch happens when one estimates a model from data observed with a large sampling interval (SI Fig S11 C, D). Here, the large sampling interval means that information about the fine-scale dynamics is lost, so the discovered model again deviates from the actual model. However, in both cases, we observe a large mismatch between the autocorrelation functions of the original and model-simulated time series, which will alert the user that the model estimation is inaccurate. Another tell-tale sign of a potentially misidentified model, due to limited or noisy data, is large error bars in the estimated coefficients, which we also observe. We extensively address the
| Model                  | Equations                      | Estimated Equations                      |
|------------------------|--------------------------------|------------------------------------------|
| Logistic model         | $f(N) = 2N - 0.5N^2$           | $f(N) = 2.03N - 0.41N^2$                 |
|                        | $g^2(N) = N$                   | $g^2(N) = 1.07N$                         |
| Harvesting model       | $f(N) = 2.4N - 0.4N^2 - \frac{N^2}{1 + N^2}$ | $f(N) = 2.77N - 0.46N^2 - 4.61\frac{N^2}{1 + N^2}$ |
|                        | $g^2(N) = 0.04 \left(\frac{N^2}{1 + N^2}\right)^2$ | $g^2(N) = 0.04 \left(\frac{N^2}{1 + N^2}\right)^2$ |
| Lake eutrophication model | $f(x) = 0.5 - x + \frac{x^8}{1 + x^8}$ | $f(x) = 0.53 - 1.05x + 1.06\frac{x^8}{1 + x^8}$ |
|                        | $g^2(x) = 0.04$                | $g^2(x) = 0.04$                          |
| Lotka-Volterra competition | $f_1(x, y) = 2x - 0.3x^2 + 0.3xy$ | $f_1(x, y) = 2.14x - 0.36x^2 + .38xy$    |
|                        | $f_2(x, y) = 4y - 0.5y^2 + xy$ | $f_2(x, y) = 3.99y - 0.49y^2 + 1.02xy$   |
|                        | $g^2_1(x, y) = 0.04x^2$        | $g^2_1(x, y) = 0.04x^2$                 |
|                        | $g^2_2(x, y) = 0.04y^2$        | $g^2_2(x, y) = 0.04y^2$                 |
| Van der Pol            | $f_1(x, v) = v$                | $f_1(x, v) = v$                          |
|                        | $f_2(x, v) = -x + 5v - 5x^2v$  | $f_2(x, v) = -1.04x + 4.95v - 4.99x^2v$ |
|                        | $g^2_2(x, v) = 25$             | $g^2_2(x, v) = 25.61$                    |
| Prey Predator          | $f_1(n, p) = n - n^2 - 1.2\frac{np}{n + p}$ | $f_1(n, p) = 1.02n - 1.03n^2 - 1.22\frac{np}{n + p}$ |
|                        | $f_2(n, p) = 0.48\frac{np}{n + p} - 0.2p$ | $f_2(n, p) = 0.49\frac{np}{n + p} - 0.20p$ |
|                        | $g^2_1(n, p) = 0.01n^2$        | $g^2_1(n, p) = 0.01n^2$                 |
|                        | $g^2_2(n, p) = 0.01p^2$        | $g^2_2(n, p) = 0.01p^2$                 |

Table 1: **Reconstructing classical models from the analysis of time series fluctuations.** Comparison of reconstructed SDEs with original SDEs for several classical models in ecology. Each model is an SDE of the form $\dot{x} = f(x) + g(x) \cdot \eta(t)$. For the vector models, the drift $f$ had components $f_1(x, y)$ and $f_2(x, y)$, and diffusion had components $g_{11}, g_{22}$ (the off-diagonal, cross-diffusion components $g_{12} = g_{21}$ were 0 for the models considered.)
issues of limitations, avoiding pitfalls while using the methods, evaluating the discovered model with diagnostics in the Discussion section and quantitative characterization of the limitations in SI Section S5 - Pitfalls and limitations.

Application to real datasets

At the outset, it is not obvious that these methods are applicable to complex biological datasets. In particular, SDEs assume a Gaussian uncorrelated noise, while we often expect more complicated noise structures (e.g., non-Gaussian and with memory) for real datasets. Therefore, we demonstrate the applicability and generality by using them on two contrasting datasets, a dataset of group trajectories of schooling fish (Jhawar et al., 2020), and another of confined single-cell migration (Brückner et al., 2019).

The two datasets are different in many important ways. First, the fish schooling dataset captures emergent group-level order, while the cell dataset is an individual-level behavior. Second, the fish school has a relatively spatial span (∼ 1 m) but has relatively fast temporal dynamics (∼ 0.1 s). In contrast, the cell dataset has a small spatial span (∼ 10^{-4} m), but the cells move very slowly, with a timescale of 10 min. Finally, their underlying dynamics are fundamentally different—while fish schools are in a noise-induced state (Jhawar et al., 2020), the cell movement is predominantly a deterministic limit cycle with noise playing a minor role (Brückner et al., 2019).

SDE discovery of noise-induced schooling of fish

Among various fields of biology, collective animal motion has advanced substantially over the last decade. Employing state-of-the-art imaging technologies to record moving collectives, researchers have produced highly resolved spatiotemporal datasets that help us probe into the mechanisms of synchronized collective motion. Mathematical theories of flocking express the dynamics of collective motion in the form of stochastic differential equations—offering potential explanations for such synchronous group dynamics (Biancalani et al., 2014; Jhawar et al., 2019; Ramaswamy, 2017; Toner et al., 2005; Vicsek and Zafeiris, 2012). With the availability of high-quality animal movement data, we now pose the inverse problem, i.e. can a stochastic dynamical model be discovered from given time series of animal trajectories? Further, one can address fundamental questions on the role of stochasticity in shaping (or destroying) the order. For example, is the observed collective dynamics consistent with a deterministic state (i.e. does stochasticity merely blur the order around a deterministic stable equilibrium as in Fig 2(A-ii)) or a noise-induced state (i.e. does stochasticity create nontrivial states away from the deterministic stable equilibrium, as in Fig 2(C-ii))? A recent study inferred that the highly synchronized motion of schooling fish is a noise-induced state (Jhawar et al., 2020). To do so, they employed the conventional jump moment estimation on the time series data of group dynamics. Here, we test if we can recover the same
results using our inference protocol that integrates jump moment computation with the sparse regression. Further, we perform noise and model diagnostics, which were ignored in that study.

We use the openly available published dataset of a group of *Etroplus suratensis* (karimeen), from (Jhawar et al., 2020). Here, the motion of a school of 15 fish was recorded using a high-resolution camera and was subsequently tracked using computer vision methods. This is a 30-dimensional time series, consisting of the 2D positions of each of the 15 fish at each point in time. Trying to model the dynamics in this 30-dimensional space is perhaps not very informative—low-dimensional representations of the trajectory, capturing the essential dynamics of the group, are more suitable for gaining insights into the collective dynamics. Specifically, motivated by physics literature (Toner et al., 2005; Vicsek et al., 1995) and its applications in many biological collective motion (Couzin et al., 2002; Jhawar et al., 2020; Tunstrøm et al., 2013), we would like to study how polarization order emerges and evolves in the group dynamics.

Thus, we use a two-dimensional group polarization vector, denoted \( \mathbf{m} = (m_x, m_y) \): This is simply the vector average of the directions of all fish, with the following interpretation. If the school of fish is highly ordered, with nearly all fish moving in the same direction, the magnitude of the polarization vector, \(|\mathbf{m}|\), will be close to 1. On the other hand, if the group is disordered, with fish moving in random directions, \(|\mathbf{m}|\), will be close to 0. The polarization order parameter is widely used in biology as well as physics literature to characterize the degree of order, in terms of synchronized motion, in collective movement literature (Chaté, 2020; Couzin et al., 2002; Tunstrøm et al., 2013; Vicsek et al., 1995) and summarizes the state of the entire group as a single vector. Studying the stochastic dynamics of polarization will help us gain insights into the nature of order in the system.

The dataset contains the time series of \( \mathbf{m} \), available at a uniform interval of 0.12 seconds for roughly one hour, with several missing data points (corresponding to time points where the tracking was imperfect). Although the time series of the group polarization \( \mathbf{m} \) shows significant stochastic fluctuations (Fig 3B), the histograms show that the fish school is predominantly ordered (Fig 3C, D). This forms the input time series dataset for our analysis.

Here, we can recover the same results by using our protocol—implemented via the package PyDaDDy—that combines jump moment estimation and sparse regression (also see SI Section S4 A – Model selection for the fish schooling dataset). Our discovered equation contains a linear drift and a quadratic diffusion, with a vector SDE of the form:

\[
\dot{\mathbf{m}} = -\alpha \mathbf{m} + \sqrt{\beta (1 - |\mathbf{m}|^2)} \cdot \eta(t),
\]

with \( \alpha = 0.16 \) and \( \beta = 0.26 \).

The deterministic stable equilibrium of this data-discovered SDE is a disordered state, i.e. \( \mathbf{m}^* = 0 \) (Fig 3E). However, the observed state, or the mode of the order parameter, is at \(|\mathbf{m}| \approx 1\), away from the deterministic stable state. This leads to the counter-intuitive implication that schooling fish is a noise-induced state (we refer the readers to (Jhawar et al., 2020) for further
Figure 3: Data driven SDE discovery for polarization dynamics in fish schools; data from (Jhawar et al., 2020). (A) Experimental setup and individual fish trajectories (in different colours) are extracted from video recordings of fish swimming in a tank (from (Jhawar et al., 2020)). (B) From the individual trajectories, a time series of the polarization vector, $m$, is computed. The trajectories shown are the $x$- (red) and $y$- (blue) components of $m$. (C, D) Histograms of the polarization vector $m$ and the net polarization, $|m|$, respectively. (E) The drift function discovered by the SDE discovery procedure. The $x$-component of the function, $f_x$, is shown. The surface plot shows the fitted drift function, and the points show the binwise averaged estimates. Inset shows a slice of this function along the $y = 0$ plane, showing a single stable equilibrium at $x = 0$ (F) The discovered diffusion function. The inset shows a slice along the $y = 0$ plane. The diffusion is maximum at $m = 0$, and decreases outwards. In (E) and (F), the colours redundantly represent $f_x$ and $G_{xx}$, respectively and are added only for visual clarity.
Figure 4: **Diagnostics of the discovered SDE for fish polarization dynamics.** (A, B) Noise diagnostics. (A) The histogram of the residual noise $r$ is computed based on the discovered SDE. The $r_x$ and $r_y$ marginals are shown as red and blue. These should match a standard normal distribution, shown in black. (B) The autocorrelation functions of $r_x$ and $r_y$. The autocorrelation should decay within one sampling time step. (C, D) Model diagnostics. (C) Histogram of $|m|$ from the original time series (black) compared to that of a simulated time series generated from the discovered SDE (red). (D) Autocorrelation of the $m_x$ component of the real (black) and simulated (red) time series.

discussion on this intriguing phenomenon).

Fig. 4 shows the results from diagnostic tests on the discovered SDE model. The noise residual $r(t)$ has a Gaussian distribution, as expected (Fig. 4A). The correlations in the residual noise $r(t)$ decay rapidly (Fig. 4B). These tests reasonably support the modelling assumption of $\eta$ being Gaussian white noise.

We also find that the discovered equations pass model diagnostic tests. The histogram of simulated SDE from Eq 15 closely matches the histogram of $m$ from the original time series 4C). The autocorrelation of the simulated time series also shows reasonable agreement with the original time series 4D), with one notable deviation: The data autocorrelation shows negative values over relatively larger time scales of $\approx 10$ s, before converging to zero. The authors of the fish schooling paper demonstrated that this feature arises from boundary effects that are unimportant for schooling dynamics of *Etroplus suratensis*. Nevertheless, we emphasize that the SDE discovery protocol used only highly local information on group polarization fluctuations at very small time scales $\approx 0.1$ s; it did not use any information on the frequency distribution or the autocorrelation function of the group polarization data. Despite this, the simulated time series shows a good agreement with data in both these metrics. Last, but not the least, we find that the model is self-consistent, with the same SDEs being recovered when we pass the simulated data via our equation discovery protocol.
SDE discovery for dynamics of confined cell migration

From morphogenesis and wound healing to cancer metastasis, cell migration plays a key role in many biological contexts, where it is crucial to understand how cells move through complex environments. A recent study (Brückner et al., 2019) explored the stochastic dynamics of cell migration in structured environments. The authors designed an experiment where a cancerous cell migrates back and forth between two islands (‘states’) (Fig 5A), and modeled the dynamics of this two-state migration using an SDE framework, but without using an explicit expression. They concluded that the dynamics is primarily governed by a limit cycle in the deterministic (drift) component. The stochastic component plays a relatively minor role affecting only the timescale of the transition between states. Here, we reproduce the key results from this study using our SDE discovery protocol. While the original study represented the SDE using bin-averaged, piecewise representations of the drift and diffusion functions, our methodology enables us to extract interpretable functional forms. Further, we demonstrate how the noise and model diagnostics can lead to a more accurate model discovery.

The dataset consists of 149 independent replicate cell trajectories. Each trajectory was based on high-resolution images taken once every 10 minutes, for up to 50 hours. Fig. 5B shows an example time series of the cell movement between the two islands and Fig. 5C-E depict histograms of the state variables (position $x$ and velocity $v$).

Based on the experimental design (Fig. 5A) as well as the bimodal histograms of cell positions (Fig. 5C), a natural first attempt would be to model the cell hopping between two stable states, viz. the landing pads, with the switching being purely stochastic. This is analogous to the model described in Fig 2C, which exhibits stochastic transitions between two stable states. This would involve modelling the cell trajectory $x(t)$ as an overdamped SDE of the following form:

$$\dot{x} = f(x) + g(x) \cdot \eta(t)$$  \hspace{1cm} (16)

However, our model diagnostics reveal that the overdamped model is not sufficient to fully capture the dynamics of the system (see SI Section S4 B – Model selection for the cell migration dataset). Thus, we model the cell trajectory using an underdamped model with two dynamical variables, position ($x$) and velocity ($v$). Such a two-dimensional description would be able to capture, for instance, linear or non-linear oscillatory behaviour in the system; this indeed best describes the data, as we show below. The underdamped stochastic dynamics follows

$$\dot{x} = v$$  \hspace{1cm} (17)

$$\dot{v} = f(x, v) + g(x, v) \cdot \eta(t)$$  \hspace{1cm} (18)

where we scale $x$ and $v$ to non-dimensionalize them before applying the SDE discovery procedure. This scaling step is necessary for the sparse regression to work correctly (see SI Section S4 B). Using
our SDE discovery procedure, we find that the drift function $f$ (Fig. 5E) is well approximated by a cubic polynomial of the form:

$$f(x, v) = (\alpha_1 - \alpha_2 x^2)v - \alpha_3 x + \alpha_4 x^3 - \alpha_5 v^3 - \alpha_6 xv^2,$$

(19)

with $\alpha_1 = 49.84, \alpha_2 = -3.50 \times 10^{-3}, \alpha_3 = -1.27, \alpha_4 = 5.51 \times 10^{-4}, \alpha_5 = -2.01 \times 10^{-4},$ and $\alpha_6 = -1.49 \times 10^{-3}$.

Further, we discover a multiplicative noise for the diffusion function $g^2(x, v)$, approximated to a 4th order polynomial of the form, (Fig. 5F).

$$g^2(x, v) = \beta_1 - \beta_2 x^2 + \beta_3 x^4 - \beta_4 xv + \beta_5 x^3 v - \beta_6 v^2 + \beta_7 x^2 v^2 + \beta_8 x v^3 + \beta_9 v^4,$$

(20)

with $\beta_1 = 3.20 \times 10^4, \beta_2 = -1.20 \times 10^{-2}, \beta_3 = 1.25 \times 10^{-9}, \beta_4 = -3.34 \times 10^{-3}, \beta_5 = 6.53 \times 10^{-10}, \beta_6 = -5.16 \times 10^{-5}, \beta_7 = 8.13 \times 10^{-11}, \beta_8 = 2.62 \times 10^{-12}$ and $\beta_9 = -2.87 \times 10^{-14}$.

The actual values of the coefficients, in both the scaled and unscaled coordinates, are shown in SI Tables S1 and S2.

Our data-discovered SDE model of cell migration yields an excitable flow, qualitatively consistent with the findings of (Brückner et al., 2019), exhibiting relaxation oscillations. Furthermore, we see that the drift function deviates from the classic Van der Pol oscillator, which is a minimal model that explains relaxation oscillations. Intriguingly, as shown in the SI Section S4 B, we find that this diffusion term is necessary to capture the finite boundary effects on the dynamics of cells and to satisfy model diagnostics (see below).

Fig. 6 shows the diagnostic results of the discovered model. The noise residuals show no correlation in time (6B), but the distribution of the noise has a stronger central tendency than a Gaussian distribution (6A). Nevertheless, the discovered model can produce simulated time series with statistical properties, i.e. state variable histograms and the autocorrelation functions, broadly consistent with the original data (6C-F). Additionally, the model we have presented is self-consistent. Here, we highlight the important role played by model diagnostics in accurately discovering the diffusion term. An additive noise term (i.e. a constant diffusion) with the same drift function could not accurately capture the spatial constraints of the cell migration, with the simulated trajectories frequently crossing the locations beyond the boundary. This led to huge discrepancies between the histogram of the state variables of data and the simulated model. However, a fourth-order diffusion term minimised such physical barrier violations; this enabled better model self-consistency. Therefore, we interpret that the diffusion term effectively captures spatial constraints.

Generalizability of the discovered models

To confirm that the SDE discovery approach discovers generalizable models, we validate the discovered with left-out data (see subsection Diagnostics – Validation with left-out data) for both the
Figure 5: Discovering SDEs governing the dynamics of confined migration of cancer cells; data from (Brückner et al., 2019) (A) The experimental setup, showing a micropattern with two landing pads, and the cell hopping between them (from Brückner et al., 2019). (B) Example time series of cell position. (C) Joint histogram of the position \( x \) and velocity \( v \) of the cell trajectories. (D, E) Marginal histograms of \( x \) and \( v \). (F, G) The discovered SDE for the dynamics of \( v \). (F) The drift function, \( f(x, v) \). The surface plot shows the fitted drift function, and the points show the binwise averaged estimates. The inset shows the direction field of the deterministic dynamics, with the background colour denoting \( f \). (G) The diffusion function, \( g(x, v) \). The inset shows the diffusion as a colour map. Since \( g \) is relatively higher near the limit cycle, the actual observed cycles have slightly larger amplitude. In (F) and (G), the colours redundantly represent \( f_x \) and \( G_{xx} \), respectively and are added only for visual clarity.
Figure 6: **Diagnostics of the discovered SDE of cell migration.** (A, B) Noise diagnostics. (A) The histogram of the residual noise $r$, computed based on the discovered SDE and data. This should match a standard normal distribution, shown in black. (B) The autocorrelation function of the residual $r$. (C-F) Model diagnostics. (C, E) Histograms of the position and velocity of the original data (black) versus a time series simulated using the discovered model (red). (D, F) Autocorrelation functions of the position and velocity of the original data (black) versus a time series simulated using the discovered model (red).

Fish and cell datasets. Here, we divide the datasets into two halves, a **training set** and a **validation set**. For the fish schooling dataset, two out of four available trials is used as the training set. For the cell migration dataset, 75 out of the 149 cell trajectories are used. We perform the model discovery procedure on the training set. We then compute the histogram and autocorrelation for a time series generated by the discovered model and the left-out data. For both the fish schooling and the cell migration dataset, the statistics of the model-generated time series match those of the validation data, suggesting that the discovered SDEs have captured generalizable features of the underlying dynamics (SI Section S4 C – **Generalizability of the discovered SDE models**).

**Discussion**

In this paper, we have presented a method that takes empirically observed time series as the input and discovers a data-driven stochastic dynamical equation in an analytically interpretable form. To achieve this, we combined the traditional approaches of drift and diffusion estimation using jump moments (Tabar, 2019; Van Kampen, 1992), with techniques based on sparse regression (Boninsegna et al., 2018; Brunton et al., 2016). Importantly, we emphasized the need for diagnostics to test the assumptions associated with data-derived models and the validity of the discovered model. In addition to illustrating the method in synthetic datasets where the ground truth
equations are known, we demonstrated the generality of the method with applications to two con-trasting biological time series datasets—one of schooling fish and the other of cell migration. To enable the use of this method to a larger audience of biological researchers, we implemented an open and easy-to-use Python package, PyDaDDy https://pydaddy.readthedocs.io/.

We explain how this method can offer unique insights into the underlying dynamics of biological systems. Let us eye-ball the data of the group polarization variables ($m_x, m_y$ from Fig 3 A) from the schooling fish experiment and the cell migration data ($x, v$ from Fig 5 A). Based on this, one may naively infer that they both seem to exhibit oscillatory patterns in their respective state variables, perhaps with different degrees of stochasticity. Some classic dynamical system based explanations for oscillations are that of a simple harmonic oscillator and a van der Pol oscillator, both of which are deterministic processes. One can also hypothesize more complex dynamical models/processes that offer explanations of the qualitative and quantitative features of the data. However, based on the data-driven equation discovery, we discovered a stochastic dynamical equation which reveals that schooling is a noise-induced state formed away from the determinis-tic stable equilibrium. On the other hand, the oscillatory patterns of the cell data were revealed to be due to a deterministic limit cycle, with noise playing a relatively minor role. Furthermore, the mathematical structure of this limit cycle is different from that of the classic van der Pol oscillator. In other words, we could eliminate several alternative hypotheses while arriving at data-driven dynamical models with symbolic representations with relatively minimal user inputs.

We highlight that the method is highly efficient computationally. For example, for the fish schooling dataset provided with the package (a 2D vector time series with around 25,000 time points), the initial estimation of the drift and diffusion coefficients takes approximately 800 milliseconds (ms) and the function fitting takes 2ms for the drift function and 6 ms for the diffusion function, on a 2023 Mac Mini (Apple M2 processor, 16GB RAM). On a Google Colab instance, these operations take around 2.5 s, 10 ms and 60 ms respectively.

**Pitfalls and how to avoid them**

Real-world biological systems are complex, and the “true” underlying dynamics may involve dozens if not hundreds of interacting variables. Further, observed data from such systems can be partial (with only a subset of the dynamical variables observed), imperfect (with measurement noise, or with data points few and far in between), incomplete (with data missing at several time points) or not fully representative of the full system dynamics (with data covering the full state space only partially). It is not immediately clear that such systems can be modeled using stochastic differential equations involving only a few interacting variables. This poses the important question: how can one ensure that a data-driven SDE derived from a given empirical dataset is indeed a valid model of the dynamics? If one blindly applies the SDE discovery pipeline to any dataset, the pipeline would produce some SDE. How can we verify that the returned SDE is
indeed valid, and is a good representation of the system’s dynamics? Hence, it is important to carefully evaluate the suitability of SDE discovery techniques to the specific problem or dataset being considered. Therefore, a key philosophy of our methodology (and the associated package PyDaDDy) is to equip the user with tools to evaluate and diagnose the discovered models and make informed decisions. In this section, and in SI Section S5, we discuss some pitfalls when trying to model biological systems using low-dimensional SDEs, ways to identify them and, when possible, fix them.

**Dimensionality of the system.** The data-driven equation discovery approach, in principle, works for any arbitrary dimension. In this manuscript, we chose to focus on one and two-dimensional datasets to elucidate the key principles and applications of inferring stochastic dynamical equations. To illustrate the generality of the method, we provide an example code for the recovery of the Lorenz equation (with stochasticity), a classic three-dimensional nonlinear model that exhibits chaos (see notebook: *Higher dimensions*). Some practical considerations while dealing with data-driven SDE models in high dimensions are worth noting. First, as the number of dimensions increases, the number of candidate functions in the library increases, and the estimation procedure can become error-prone. The sparse regression algorithm is a form of regularization which can counter this effect to an extent. In addition, knowledge about the physics, constraints and symmetries of the problem can sometimes help in cleverly designing a library with a small number of terms (Nabeel et al., 2023). Moreover, validating the discovered models becomes a non-trivial problem in higher dimensions: quantitative and statistical techniques (without the benefits of the visual techniques feasible for 1 and 2-dim) will need to be appropriately adopted, a topic for future research.

We remark, however, that when the goal is to construct interpretable equations in terms of the dynamical variables, systems which are amenable to lower dimensional representations are particularly well suited for applying data-discovery procedures. For example, even when the observed dataset is high-dimensional (for example, the fish dataset is $2N$-dimensional, where $N$ is the number of fish), it is often possible to find a small number of latent dimensions which describe the essential dynamics of the system. Often, such a low-dimensional representation is not merely convenient for analysis but is also desirable from a theoretical perspective: for example, theories are often built on coarse-grained descriptions of high-dimensional biological systems (Durrett and Levin, 1994), an approach inspired by physics and applied mathematics. These latent dimensions can be found either based on such coarse-grained theories about the system and/or biologically meaningful quantities: in the context of fish schooling, inspired by mesoscopic theories of collective motion (Biancalani et al., 2014; Jhawar et al., 2019), we used the 2-dimensional polarization vector as the coarse-grained variable. Alternatively, one can use data-driven techniques to identify latent variables (Greenacre et al., 2022; Schmid, 2022; Van Der Maaten et al., 2009). The problem of jointly discovering a suitable latent subspace and dynamical equations in that subspace has been
explored for deterministic dynamics (Champion et al., 2019); developing similar approaches for stochastic systems is a worthwhile direction for future work.

However, there may be situations when the system dynamics require a high-dimensional description or when the observed dimensions are insufficient to fully capture the dynamics. Here, an SDE model—or any low-dimensional model—in terms of only the observed variables cannot capture the full dynamics of the system. This naturally leads to the question of how do we evaluate potentially erroneous applications of our easy-to-use tool. In this context, the diagnostic tools of PyDaDDy are crucial to make an informed judgment about the discovered model. Specifically, when there are unobserved dynamical variables, the residual autocorrelation may have a longer decay time-scale, suggesting that there are residual slow dynamics in the system that are unexplained by the SDE model. Similarly, the model diagnostics may fail to produce simulated histograms or autocorrelation functions that match the originals. This was observed when we tried to model the cell dynamics using an overdamped SDE, while the actual dynamics could not be described using the position dimension alone (SI Section S4 B). Another example is illustrated in section SI Section S5 B, where we attempt to describe the dynamics of a two-species interaction model from the time series of a single species, where the diagnostic tests revealed that the reduced dimensional model is incomplete.

Estimation with limited data. As is true for any estimation method, data-driven SDE discovery also requires sufficiently good quality data. Our analysis showed that both the short length of the data and low sampling frequency lead to inaccurate SDE estimations. The silver lining, however, was that the estimated model did not yield good diagnostics, which helps the user to be cautious about further interpretations of the model. Generally, the amount of data required for a satisfactory reconstruction is governed by the complexity of the underlying model and the level of measurement noise (Fajardo-Fontiveros et al., 2023). While providing exact numbers for the amount of data is difficult, we do a numerical exploration of the estimation performance of PyDaDDy with limited data in SI Section S5 A. The highlight of this analysis is that equation discovery techniques will outperform conventional bin-wise Kramers-Moyal averaging, especially when the available data is limited.

In the presence of measurement noise, we expect the approach to work well in the regime where the measurement noise is sufficiently small. In this regime, we expect that the estimate of the drift function will be unaffected on average. In contrast, the diffusion estimates are likely to be biased by an amount equal to the measurement noise variance. (Böttcher et al., 2006); this may be helpful when the focus is on building predictive models. On the other hand, if the focus is on developing mechanistic models, one would need to separate measurement noise explicitly from the underlying biological processes. More broadly, how different types of noise structures – correlated across components, correlated over time and the measurement noise – affect the SDE inference offer interesting avenues for further research. Finally, the case of sporadic missing data
points in the time series (e.g. due to sensor failures) is less serious. The SDE estimation can proceed with only the available data points without issues, as shown in the fish dataset.

**Related work and Concluding remarks**

Equation learning was first introduced in the engineering literature in the context of ordinary and partial differential equations and is implemented in popular packages like *PySINDy* (de Silva et al., 2020) and *DataDrivenDiffEq.jl* (JuliusMartensen et al., 2021). These methods, however, are restricted to discovering *deterministic* differential equations. There are some exceptions, such as the R package *Langevin* (Rinn et al., 2016), which takes a (one or two-dimensional) time series as input and estimates the drift and diffusion coefficients as bin-wise averaged Kramer-Moyal coefficients. Some functionality is provided for visualizing and diagnosing the estimated coefficients. However, these protocols do not produce interpretable SDEs; furthermore, bin-wise averaged estimates can often be error-prone (Callaham et al., 2021; Jhawar and Guttal, 2020) especially when dealing with limited data (SI Section S5 A)—this issue is largely mitigated in our equation learning approach.

We emphasize that most tools of data-driven models, including in the context of dynamical systems models *DiffEqParamEstim.jl* (Rackauckas and Nie, 2017) and *Sim.DiffProc* (Guidoum and Boukhetala, 2020), take the classic approach where the user specifies a parametric form of the drift and diffusion functions. In such cases, the user must begin with a set of candidate models and then use selection procedures to find the suitable dynamical system model. Typically, the model selection criterion for stochastic dynamical models is based on how well the steady state distribution of the state variable matches with the real data. Such methods, however, cannot *discover* the fact that the time series in Fig. 2A-i and Fig. 2A-ii that have nearly identical distributions but come from fundamentally differing dynamical models. In contrast, our approach can not only discover SDEs directly from time series data but can also correctly distinguish between contrasting governing equations.

We are making rapid headway towards collecting large datasets in biological systems across scales. As the era of big data looms over biology, we hope that our presentation of a method together with a relatively easy-to-use package – that helps one characterize the governing dynamical equations from the data – will inspire the usage of these methods in the field. We can thus exploit the potential for mechanistic predictive models while accounting for the inherent stochasticity of the systems. We expect many challenges, and hence opportunities for future work, when applying these methods to other complex real-world datasets that may be high-dimensional, driven by changing parameters, influenced by observational noise and complicated noise structures (including coloured and non-Gaussian noise).
Code and data availability

The code for data-driven SDE discovery is available as a Python package at https://github.com/tee-lab/PyDaddy (archived at https://doi.org/10.5281/zenodo.13777396 (Nabeel et al., 2024)), along with detailed documentation and tutorials at https://pydaddy.readthedocs.io. Several tutorial notebooks are provided at https://pydaddy.readthedocs.io/en/latest/tutorials.html to familiarize the user with the package.

The fish schooling dataset is from (Jhawar et al., 2020), and is available at https://doi.org/10.5281/zenodo.3596324 (Jhawar and Karichannavar, 2020). A subset of this dataset is provided as sample data with the package.

The cell migration dataset is from (Brückner et al., 2019). The dataset is provided as sample data with the package.
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S1. TECHNICAL DETAILS OF THE ESTIMATION PROCEDURE

A. Sparse regression with sequentially thresholded least-squares (STLSQ)

Recall that we had an observed time series x(t) and the instantaneous estimates of drift and diffusion functions F(t; x) and G(t; x). We need to estimate expressions for the drift and diffusion functions component-wise.

Let X be the T × d matrix containing the observed time series data, where each row is one time-point. To estimate the expression for a component f of the drift or diffusion, ϕ be the T × 1 vector containing the corresponding components of the instantaneous drift or diffusion function. The algorithm proceeds as follows:

1. Construct the T × k matrix Θ = [f1(X) f2(X) · · · fk(X)] where fi(X) is a shorthand for applying fi row-wise on X.
2. Solve the least-squares regression problem, ϕ = Θξ for the k-dimensional unknown vector ξ.
3. For an appropriately chosen (see below) sparsification threshold λ, set all ξi < λ to 0, and drop the corresponding columns from Θ.
4. Repeat the above procedure iteratively, until no more columns can be eliminated.

B. Advanced diagnostic techniques

The Methods section (subsection Diagnostics) of the main text discussed several diagnostic tests that can be used to validate the discovered SDE model. More advanced diagnostic tests are also available, which test for...
x(t) A d-dimensional time series of a state-variable.
f(x) Deterministic component of the SDE (drift function).
g(x) Stochastic component of the SDE (diffusion function).
G(t) \sigma \Gamma^2, also sometimes called the diffusion function.
\eta(t) d-dimensional Gaussian white noise process.
F(t; x) Instantaneous estimate of the drift at time t
G(t; x) Instantaneous estimate of the diffusion at time t
\varepsilon(t) Estimated residual at time t, based on which G is computed.
f Any component of f or G.
f_i Candidate terms in the library for sparse regression.
f is estimated as a sparse linear combination of f_i’s.
\lambda Sparsification threshold, a hyperparameter in the equation learning algorithm.
f, G Estimates of the drift and diffusion functions f and G respectively.
r(t) Estimate of \eta(t) at time t based on the estimated SDE.

m The 2-D polarization vector for the fish schooling dataset.
x, v The position and velocity respectively for the cell migration dataset.

| Symbol  | Description                                                                 |
|---------|-----------------------------------------------------------------------------|
| d       | Dimension of the state variable.                                            |
| T       | Number of time points in the observed dataset.                              |
| X       | A T \times d matrix containing observed data points.                        |
| \phi    | A T \times d matrix containing f(x) evaluated at each time point, for some component f. |
| \Theta  | A T \times k matrix containing some component of the instantaneous drift or diffusion. |
| \xi     | Unknown variable to be estimated in the sparse regression problem, \theta |

TABLE S1. Table of key symbols and notation.

further assumptions involved in modelling a stochastic process using an SDE. Some of these are implemented in the PyDaddy package, and are described below:

- Recall that the residuals \varepsilon(t) are an estimate for the noise \eta(t), and should have a d-dimensional standard normal distribution. The deviation of the distribution of r(t) from the standard normal distribution can be examined using QQ-plots for the individual components of \varepsilon.

- Pawula’s Theorem: Pawula’s theorem states that the third and higher-order Kramers-Moyal (KM) coefficients should be zero, if a process can be modelled using an SDE (Gardiner 2009). In practical scenarios where we have finite-length time series sampled at a finite sampling time, the alternative to Pawula’s theorem is that \( K_4(x) \approx 3 \cdot K_2(x)^2 \), where \( K_2 \) and \( K_4 \) are the second and fourth KM coefficients respectively (Tabar 2019, Lehnertz et al. 2018). This is applicable only for a one-dimensional time series and not for higher dimensions.

SDEs discovered from real-world datasets may not always satisfy all these diagnostic tests. For descriptive models, it is often satisfactory if the model passes the simple noise and model diagnostic tests mentioned in the Methods section (subsection Diagnostics). However, for quantitative applications where predictive accuracy is important, one has to ensure that all the assumptions behind SDE models are met—hence, the advanced diagnostic tests mentioned here become crucial.

S2. PYDADDY PACKAGE: A BRIEF INTRODUCTION

We implement our technique for data-driven SDE discovery as a Python package, PyDaDDy (Python library for Data Driven Dynamics). PyDaDDy takes either a scalar or 2-dimensional vector time series as input. Although the theory of jump moment estimation and equation learning applies to arbitrary dimensions, visualising and diagnosing results becomes infeasible for dimensions larger than two. Therefore, we choose to limit the functionality of the package to dimensions up to two.

From a given uniformly sampled 1-D or 2-D time series, PyDaDDy can compute, visualise, and fit drift and diffusion functions. PyDaDDy also supports time series with missing data points. Diagnostic tools are provided to verify whether the assumptions necessary for modelling the time series as an SDE are met. Finally, PyDaDDy can export data into a DataFrame or a CSV file. Fig. 1 of main text shows an overview of the package and its various functionalities.

For ease of use, we make the package and the associated tutorial notebooks accessible online, even without installation, via Google Colab: https://pydaddy.readthedocs.io/en/latest/usage.html#pydaddy-on-google-colab.

The package can also be installed on a local machine using PIP or Conda:

pipe install pydaddy
or
conda install pydaddy -c tee-lab
PyDaDDy features a single-command operation mode, which allows the user to run a dataset through PyDaDDy and generate a comprehensive HTML report. This can be done using the command:

```
pydaddy <dataset-file-name>
```

The report contains interactive figures of the estimated drift and diffusion functions (with default parameters and automatic threshold tuning—see below) and diagnostic results about noise statistics and model self-consistency.

PyDaDDy also has a comprehensive Python API for advanced usage; which allows the user to individually generate various plots, perform diagnostics, or fine-tune the function fitting procedure.

**Summary figure and estimation of drift and diffusion**

The estimation workflow starts by creating a PyDaDDy object `dd`, initialised with a dataset.

```
dd = pydaddy.Characterize([x, y], t=0.12)
```

where `x` and `y` are Numpy arrays of the `m_x` and `m_y` time series respectively. A summary figure is generated with basic statistics of the time series such as the autocorrelation function and histograms of `m`. The summary figure also shows a preliminary estimate of the drift and diffusion functions, using binwise averaged jump moments — see (Jhawar and Guttal 2020) for more details on the bin-wise averaging method.

**Fitting analytical expressions for drift and diffusion functions**

PyDaDDy uses a sparse regression technique for model fitting for the drift and diffusion functions. This can be done using the `fit()` function of the `dd` object. By default, PyDaDDy fits polynomial functions, but other function families can also be fit using custom libraries. A *sparsification threshold*, which governs the number of terms in the fit (see SI Section S1B) can be either chosen automatically using cross-validation (see SI Section S1C), or be set manually.

For example,

```
dd.fit('F1', order=3, tune=True, plot=True)
```

fits a degree-3 polynomial *(order=3)* with sparsification threshold chosen automatically *(tune=True)*. The first argument names the function to be fitted: `F1` and `F2` correspond to the two components of the drift; `G1` and `G2` correspond to diffusion, and `G12` and `G21` correspond to cross diffusion (Notice the slight difference in notation, where the package uses uppercase `F` and `G` to denote the drift and diffusion functions). The `plot=True` argument tells the function to produce a cross-validation error plot for a range of thresholds. The ideal threshold should strike a balance between the error and number of terms in this plot. PyDaDDy chooses as high as a threshold as possible without increasing the cross-validation error too much.

The threshold can also be manually set by the user. For example,

```
dd.fit('F1', order=3, threshold=0.1)
```

produces a polynomial with degree up to 3, with only terms with coefficients 0.1 or higher.

**Diagnostics**

It is essential to ensure that the assumptions involved in modelling the time series as an SDE are not violated. PyDaDDy provides diagnostic functions to verify that the assumptions involved in modelling a time series as an SDE are met (see Methods in the main text). Diagnostic plots in PyDaDDy can be generated using

```
dd.noise_diagnostics()
```

SI Fig. S2 shows the output of the noise diagnostics for the fish schooling dataset.

In addition, PyDaDDy can also perform a model self-consistency check (see Methods) using the following command:

```
dd.model_diagnostics()
```

This function uses the estimated SDE to generate a simulated time series, with the same length and sampling interval as the original dataset. It then estimates the drift and diffusion functions from the simulated time series, using the same order and threshold used in the original estimation. Finally, a summary figure is generated, comparing the histogram, drift and diffusion functions of the original dataset to the simulated dataset (SI Fig. S3). If the model is self-consistent, we expect a good match between the original and the simulated time series.

**S3. DEMONSTRATION WITH CLASSIC MODELS IN ECOLOGY**

In this section, we demonstrate the generality of the our protocol (via the PyDaddy package) with several classical models in theoretical ecology and beyond. The models considered are listed below.

(a) **Logistic model of population growth.** We consider the logistic model of population growth, with a demographic noise term that grows as the square root of the population size, governed by the following SDE:

\[
\dot{N} = 2N \left( 1 - \frac{N}{5} \right) + \sqrt{N} \cdot \eta(t)
\]  

(1)
b. Harvesting model. We consider a population growth model with a harvesting term of Holling’s Type III form, with a multiplicative noise term.

\[
\dot{N} = 2.4N \left(1 - \frac{N}{6}\right) - \frac{4N^2}{1 + N^2} + 0.2 \left(\frac{N^2}{1 + N^2}\right) \cdot \eta(t)
\]

(2)

c. Lake eutrophication model. We consider a lake eutrophication model (Carpenter et al. 1999) with an additive noise term.

\[
\dot{x} = 0.5 - x + \frac{x^8}{1 + x^6} + 0.2 \cdot \eta(t)
\]

(3)

d. Lotka-Volterra competition model. We consider the classical Lotka-Volterra model for inter-species competition.

\[
\dot{x} = 2x \left(1 - \frac{1}{6}(x + y)\right) + 0.1x \cdot \eta(t)
\]

(4)

\[
\dot{y} = 4y \left(1 - \frac{1}{8}(2x + y)\right) + 0.1y \cdot \eta(t)
\]

(5)

e. Van der Pol oscillator. We considered the Van der Pol model of relaxed, non-linear oscillations, with the velocity dynamics being perturbed by an additive noise term.

\[
\dot{x} = v
\]

(6)

\[
v = -x + 5(v + x^2v) + \eta(t)
\]

(7)

f. Prey-predator model. Finally, we considered a Prey-predator model (Alonso et al. 2002) with predation

\[
\dot{m}_x, \dot{m}_y
\]

(8)
the state-space (see SI Section S5 for more on this point).

For all the models, see that PyDaDDy is able to recover SDEs that closely match the original ground-truth models (see Table 1 in the main text).

We pause here to make a few general notes on constructing a custom library. First, the choice of basis functions in the library should be informed by some knowledge of the underlying physics of the problem. A second and equally important point is that the functions in the library should be reasonably orthogonal with respect to each other (i.e., for two functions \(f_1(x)\) and \(f_2(x)\), the inner product \(\int f_1(x)f_2(x)dx\) should be close to zero over the relevant ranges). If this is not the case, it becomes difficult for regression to disentangle individual contributions of the different functions in the library. For example, for the lake eutrophication model, if the library contains terms \(x^n/(1+x^a)\) for many different values of \(a\), all these functions are close to each other and sparse regression may end up representing the harvesting term as a combination of these. A better approach (which we followed in our analysis) would be to try many different fits, each with a library containing only one functional response term, and choose the model with the fit that minimizes the overall error.

### S4. MODEL SELECTION WITH REAL-WORLD DATASETS

Here, we discuss a typical workflow for discovering data-driven equations from real-world datasets. The process typically involves going back and forth between model discovery and model diagnostics to get the simplest, ‘good enough’ model that captures the essential features of the dynamics. For simplicity, we discuss the procedure in the context of discovering polynomial models.

The model discovery procedure has two hyperparameters: the degree of the polynomial, which governs the total number of terms in the library, and the sparsification threshold, which governs how many terms from the library actually end up in the discovered function. Loosely, the model discovery procedure will then have the following steps:

1. Based on visual inspection, the binned drift and diffusion coefficients, choose an appropriate polynomial degree. While there are limitations in using the binned estimates (see Methods, section Contrast to conventional approaches), they serve as a starting point to visualize the structure of the drift and diffusion functions. The fitting procedure does not depend on the binned estimates.

2. Set the sparsification threshold to be 0 (i.e., a polynomial of the specified order with no sparsification will be returned).
FIG. S3. Model diagnostics figure generated by PyDaddy when applied to schooling fish data from the reference (Jhawar et al. 2020) (A-B) Comparison of histograms of $M$ and $|M|$ respectively, between the original time series and a time series simulated using the discovered SDE. (C) Autocorrelation functions of the simulated time series. (D-I) Comparison of the drift and diffusion functions between the original estimate and re-estimate (from the simulated data).

3. Generate simulated time series with the discovered models and compare the statistics (histograms and autocorrelation functions) of the simulated time series with the original time series.

4. If the histogram or autocorrelation match sufficiently well, we can conclude that the polynomial degree is high enough to capture the model dynamics. Now, progressively increase the threshold and find the maximum value of threshold (i.e. the sparsest model of the specified degree) that captures the dynamics sufficiently well.

5. If the simulated histogram or autocorrelation do
not match the original data, go back to step 1, increase the polynomial degree, and repeat the procedure.

6. Finally, ensure that the chosen model is self consistent. That is, starting with a simulated time series generated with the model, the model discovery procedure should produce the same model.

It is important to note that the cross validation approach to model selection (Methods, section Model selection for sparse regression) also provides a means to identify a sparse model. However, this is only based on how well the inferred model explains the data that is held back for testing. The manual approach detailed above checks for model consistency, and if the model is able to reproduce the histograms and autocorrelation of the state variable, which weren’t used in the identification of the SDE model.

A. Model selection for the fish schooling dataset

For the fish schooling dataset, m(t) is a vector, so the governing SDE will be a vector SDE. Therefore, the drift is a vector function and g is a matrix function. Sparse fitting can be performed on their individual components independently. Note that it is possible to take in to account the inherent symmetries of m to constrain the possible terms and directly derive a vector SDE—this procedure is described in more detail in (Nabeel et al. 2023).

Based on visual examination, the components of the drift function $f_x$ and $f_y$, cross 0 at $m = 0$, the most parsimonious function that captures this being a linear function. On the other hand, the diffusion components $g_{xx}$ and $g_{yy}$ have a dome shape, captured by a quadratic. The cross-terms in the diffusion function, $g_{xy}$ are negligible and can be safely ignored.

Model diagnostics (main text, Fig.3) reveals that the histogram of the simulated time series matches closely with that of the original time series. The autocorrelation matches the decay envelope of the autocorrelation but not the oscillations. The oscillations in the autocorrelation function are caused by the school swimming along the boundary of the tank and is a superfluous effect we are not interested in capturing in our minimal SDE model. Therefore, we conclude that a model with a linear drift function, quadratic diffusion function and no cross-diffusion terms is sufficient to capture the essential dynamics of the polarization dynamics of karimeen fish.

It’s worth noting here that a cubic function can give a slightly better fit for the drift function (Fig. S4). However, the cubic function does not change the stability landscape by adding new equilibrium manifold. Furthermore, as shown by the diagnostics (Fig. S4), this model performs no better in terms of replicating the essential statistical features of the data. Therefore, keeping parsimony and model interpretability in mind, we choose the linear drift function over the cubic function.

B. Model selection for the cell migration dataset

An overdamped model is insufficient

We first attempt to model the cell trajectories using an overdamped SDE of the form

$$\dot{x} = f(x) + g(x) \cdot \eta(t)$$

The drift and diffusion functions are fitted using a fifth and eighth order polynomial respectively (Fig. S6). However, diagnostic tests make it evident that the underdamped model is insufficient to fully explain the observed dynamics. Specifically, there is a mismatch between the autocorrelation functions of the original time series and model simulations (panel D). In addition, The autocorrelation of the estimated residuals $r(t)$ has a long decay time, violating the white-noise assumption. This suggests that there are dynamics in the system that the current model, which is in terms of only the position as a state variable, is unable to capture.

An underdamped model for cell dynamics

Since the overdamped model proved insufficient, we use an underdamped model as described in the main text. Below, we describe the detailed estimation procedure for an underdamped SDE for cell dynamics.

Recall that the STLSQ algorithm works by iteratively eliminating coefficients from a discovered function until we reach a minimal model. This procedure works correctly only when all the component variables ($x$ and $v$ in this case) are of the same scale. Therefore, as a preprocessing step, we rescale $x$ and $v$ to fall between $-1$ and $1$ based on the physical constraints of the system. Specifically, we define the non-dimensionalized variables $\hat{x} = x/x_s, \hat{v} = v/v_s$ and $\hat{t} = t/t_s$ where $x_s = 50 \mu m, v_s = x_s/\Delta t$ and $t_s = x_s/v_s$. ($\Delta t = 10$
min is the sampling interval.). We can now discover the following dimensionless SDE using the standard STLSQ algorithm:

\[ \frac{d\hat{v}}{dt} = \hat{f}(\hat{x}, \hat{v}) + \hat{g}(\hat{x}, \hat{v}) \cdot \eta(t) \]  

(11)

Based on visual examination, we conjecture that the drift function is of order 3 or higher, while the diffusion is small in magnitude but has a complex shape. We choose a cubic function for the drift and a quartic (4th order) polynomial for the diffusion. This combination is able to generate simulated time series that reasonably match the histograms and autocorrelation functions of \( x \) and \( v \) (Fig. 5). Note that the quartic function is essential to characterize the structure of the drift function. Neither a constant additive noise, nor a lower order polynomial function was able to produce a model consistent with the observed distribution of \( x \) (Fig. S7).

Finally, we need to rescale the fitted SDE to the original, dimensional variables \( x \) and \( v \). Let the non-dimensional drift and diffusion functions be \( \hat{f}(\hat{x}, \hat{v}) \) be \( \hat{g}(\hat{x}, \hat{v}) \) respectively. Then, the actual, dimensional \( f \) and \( g \) are given as:

\[ f(x, v) = \frac{v_s}{t_s} \cdot \hat{f} \left( \frac{x}{x_s}, \frac{v}{v_s} \right) \]  

(12)

\[ g(x, v) = \frac{v_s}{t_s} \cdot \hat{g} \left( \frac{x}{x_s}, \frac{v}{v_s} \right) \]  

(13)

Tables S2 and S3 show the coefficients of the estimated drift and diffusion functions, for both the dimensionless and rescaled dimensional coordinates.
C. Generalizability of the discovered SDE models

To confirm that the SDE discovery approach discovers generalizable models, we validate the discovered with left-out data (see subsection Diagnostics—Validation with left-out data) for both the fish and cell datasets. Here, we divide the datasets into two halves, a training set and a validation set. For the fish schooling dataset, two out of four available trials is used as the training set. For the cell migration dataset, 75 out of the 149 cell trajectories are used. We perform the model discovery procedure on the training set. We can now compute the probability histogram and autocorrelation for a time series generated by the discovered model and compare these with the histogram and autocorrelation of the left-out data. For both the fish schooling and the cell migration dataset, the statistics of the model-generated time series match those of the validation data (Fig S8), suggesting that the discovered SDEs have captured generalizable features of the underlying dynamics.

S5. PITFALLS AND LIMITATIONS

A. Estimation with limited data

In this section, we examine the effects of data limitations on the estimation performance. Two aspects are considered, namely, the length of the time series, and the sampling interval.

Effect of time series length. In general, one would expect the estimation performance to increase when we have more data. For very short time series, the estimates are noisy and the estimation error is relatively high. As the amount of available data increases, the estimation error decreases.

Fig. S9 shows the average estimation error, with simulated data of different lengths (ranging from $10^4$ to $10^6$ time points), for different models. The averages are computed over 100 different instantiations of each model. As expected, the estimation error for drift decreases with increasing time series length. For diffusion, the estimates are fairly accurate even with short time series, and there is no significant decrease in the estimation error with longer time series.

For comparison, the estimation errors of the bin-wise averaging method are also shown. In general, the estimation errors with the bin-wise averages are much larger than PyDaddy estimation errors. This is due to the fact that the bin-wise approach estimates drift and diffusion functions independently for each bin, and disregards the overall shape and smoothness of the functions. Errors in estimates for individual bins therefore can become quite large when there are only a few samples in the bin. By fitting an analytic function to the jump moments, PyDaddy is able to capture the smoothness of the drift and diffusion functions to achieve better
FIG. S8. Testing generalizability of the discovered model with left-out data. (A, B) Histogram and autocorrelation function of an SDE for the fish schooling dataset, estimated with only half of the data, compared to actual histogram and autocorrelation of the remaining half of the data. (C-F) Similarly, histogram and autocorrelation of \( x \) and \( v \) from the SDE model estimated with half of the data, compared the remaining half of the data. The estimated models show a very good match to the statistics of the left-out data.

FIG. S9. Effect of time series length on estimation error. Estimation errors (relative r.m.s. error) for drift (top) and diffusion (bottom) for four example SDEs. The actual drift and diffusion functions are shown at the bottom. Estimation errors are plotted for conventional bin-wise estimation, PyDaddy estimation with automatic threshold tuning, and PyDaddy estimation with manual thresholds. In general, as the amount of available data (i.e. time series length) increases, estimation error of drift decreases. Estimation accuracy for diffusion is good even with shorter time series. For both drift and diffusion, PyDaddy achieves much better estimation accuracy than conventional bin-wise averaging, even for short time series.

Effect of sampling interval In the conventional approach of estimating drift and diffusion functions as bin-wise averages, there is a bias-variance trade-off: as the sampling interval increases, the bias in the estimation of drift and diffusion increases, but the variance decreases. To obtain the best trade-off, one may need to subsample the time series at a \( \Delta t \) much larger than the resolution at which the data is available in (Jhawar and Guttal 2020). Fig. S10 shows how, for the bin-wise estimates, the estimation error decreases to a minimum (due to decreasing variance) before starting to increase again as \( \Delta t \)
f(x) = -x - x^3 - 3x - 3x^3 - x
\[g(x) = 2(1 + x^2) \cdot 0.25 \cdot 2(1 - x^2)^2 = 2x^4 - 4x^2 + 2\]

FIG. S10. Effect of sampling time on estimation error. Estimation errors (relative r.m.s. error) for drift (top) and diffusion (bottom), as a function of sampling interval \(\Delta t\), for four example SDEs. The actual drift and diffusion functions are shown at the bottom. Estimation errors are plotted for conventional bin-wise estimation, PyDaddy estimation with automatic threshold tuning, and PyDaddy estimation with manual thresholds. For PyDaddy estimates, the estimation error always increases monotonically with subsampling time \(\Delta t\). Contrast this with the bin-wise estimates, where the estimation error often has a non-monotonic trend.

increases. This is due to high variance in the bin-wise estimates for small values of \(\Delta t\). The effect is particularly evident in the drift estimate.

However, this effect is absent in the sparse regression approach, and smaller \(\Delta t\) always yields smaller estimation errors. The smallest possible \(\Delta t\) (i.e., the temporal resolution at which the data is available in) is usually the best choice for estimation with PyDaddy, further subsampling only decreases estimation performance.

B. Identifying unsatisfactory models using diagnostic tests

The section Pitfalls and how to avoid them in the main text discusses situations in which the SDE discovery procedure can fail, and pointed out ways to spot these situations using diagnostic tests and—when possible—correct them. In this section, we explore each of these situations in more detail, and demonstrate this using simulated datasets.

Dimensionality of the system. As described in the main text, there are often ways to reduce a high-dimensional system to a small number of coarse-grained variables, which are sufficient to describe the key dynamics we are interested in. The fish schooling dataset was a clear example of this, where we used a 2-dimensional polarization vector to describe the ordering dynamics of the school of fish, although the full dynamics of each individual fish can be far more complicated.

On the other hand, there can be situations where the actual dynamics of the system is high-dimensional, while we have access only to a few dynamical variables. In such situations, a model simply in terms of the observed variables will not be an appropriate model for the system dynamics. In these cases, we can use diagnostic tests to spot the wrongly identified model. As an example, consider the case of two interacting populations, as modelled by the Lotka-Volterra competition model (Eqn. 5), and suppose we have measured the population dynamics for one of the species. A single-variable SDE, capturing only the dynamics of the observed population, will be incomplete in this situation. Fig. S12 shows how the noise diagnostics can spot the misidentified model in this situation. As shown in the figure, the distribution of the residual is very different from the theoretical expectation of a standard normal distribution. This can be taken as an indicator that the identified SDE model is not the correct model and there are potential unexplained features in the residual.

The overdamped model (Eq. 10 for the cell dynamics is another example. Again, we are attempting to model a system with a single variable, namely the cell position \(x\), while a proper description requires the position and velocity. In this case, we saw that the residual time series had a finite autocorrelation time (Fig. S6D), denoting that the underdamped model is not sufficient to capture the full dynamics of the system S6.

d. State-space coverage It is also important that the observed time series data is a good representation of the
FIG. S11. **Estimating and diagnosing SDEs with insufficient data.** (A, B) Histogram and autocorrelation function of an SDE estimated from a short time series (1000 time points). Both plots show a clear mismatch between the data and the model, suggesting that the estimated model is unreliable. (C, D) Histogram and autocorrelation function of an SDE estimated from a time series with a long sampling interval (1s). The autocorrelation function clear mismatch between the data and the model, suggesting that the estimated model is unreliable.

Estimated model:
\[ f(x) = (20.7 \pm 10.2) + (-80.2 \pm 42.9)x + (108.3 \pm 58.4)x^2 + (-50.2 \pm 25.8)x^3 \]
\[ g^2(x) = (0.30 \pm 0.07) \]

Estimated model:
\[ f(x) = (0.366 \pm 0.001)x - (0.625 \pm 0.001)x^3 \]
\[ g^2(x) = (0.333 \pm 0.001) + (-0.793 \pm 0.002)x^2 + (0.565 \pm 0.002)x^4 \]

FIG. S12. Residual histogram for an SDE model estimated from the observation of a single species, where the actual dynamics follows a competition model with two interacting species. The estimated residual (red line) has a very large variance, and is not a standard normal distribution (black line) as expected.

Underlying dynamics of the system. For this, the time series should sufficiently explore the state-space of the system. For instance, if a system with multiple stable states is stuck near one of its stable points, we may not be able to discover a model that correctly captures the full phase portrait (see subsection, Inaccurate model discovery with limited data for a demonstration).

In many situations, this may not be a problem and a local model of the dynamics may be good enough. In addition, in systems where experimental manipulations are possible, one can design different treatments of experiments to generate system time series with different initial conditions. Each of these treatment may explore one part of the state-space and converge to a locally stable state. By pooling together many such treatments and using the pooled data for estimation, one can obtain an SDE that describes the global dynamics of the system. This approach is demonstrated for some of the synthetic models in SI Section S3.

b. Limitations of sparse regression Finally, the use of sparse regression for equation-learning can be perceived as somewhat limiting, as it limits the space of functions that can be discovered to those representable as linear combinations of the functions in the library (see Appendix A). However, the default choice of a polynomial basis as the library is suitable for many applications, as demonstrated with two contrasting datasets of cells and fish schools. Even for systems where non-polynomial approximations are required, a custom library can be specified in PyDaDDy—indeed, this approach was used in some of the models in section Demonstration with cla with classical models in theoretical ecology and SI Section S3.

As an alternative, when more complicated non-linear functions are required, the jump moment discovery in PyDaDDy can be combined with other equation discovery techniques such as symbolic regression (Cranner 2023, Udrescu and Tegmark 2020, Tenachi et al. 2023). Again, when the discovered model is not good enough—for instance, due to a poor choice of library—the model diagnostics can help spot problems and lead one to design a better candidate library.
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