Analysis of Energy Sustainability in Ore Slurry Pumping Transport Systems
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Abstract: The mining industry is characterized by a high consumption of energy due to the wide diversity of processes involved, specifically the transportation of ore slurry via pipeline systems. This study investigates the relationship among the variables that define the slurry transportation system to minimize the power requirements and increase energy sustainability. The energy indicator \( I \), the criterion used for the energy assessment of three different pumping system layouts, was computed via numerical simulation. Optimization of response \( I \) was carried out through a statistical technique in the design of the experiment. In the study, four variables were defined to describe the slurry transportation systems, two of which are associated with the piping system (length \( L \) and diameter \( D \)); the other two are related to the slurry pattern (the volumetric concentration \( C_v \) and granulometry \( D_{50} \)). The results show that all variables are statistically significant relative to the indicator \( I \), with \( L \) having the greatest amplitude of variation in the response, increasing the energy indicator by approximately 60%. Likewise, the decrease of the \( D_{50} \) from 300 \( \mu \)m to 100 \( \mu \)m produces an average decrease of \( I \) of 24%. Moreover, the interaction among the factors indicates that two pairs of factors are correlated, namely \( D_{50} \) with \( L \) and \( D \) with \( L \). Finally, a predictive model obtained a fit that satisfactorily relates with the numerical data, allowing, in a preliminary way, to identify the minimum power requirement in iron ore slurry pipeline systems.
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1. Introduction

The Brazilian economy is strongly influenced by the behavior of the mining sector. According to the Brazilian Mining Institute [1,2], the contribution of the mineral production reached upwards of 4.8% of the Brazilian gross domestic product (GDP) in 2018. The GDP from mining in Brazil increased to Brazilian real-BRL 2717.82 million in the fourth quarter of 2018. Mining production in Brazil averaged 2.82% from 2003 until 2019, reaching an all-time high of 21.4% in January of 2010. The World Trade Statistical Review 2018 ranks Brazil eighth in the world’s iron ore exportation, and third in the last year, behind only India and the Russian Federation.

As result of all mining activities, large quantities of products are generated from beneficiation processes, part of which is destined for trading or later processing, while another part is designated for storage in a tailing dam. For transport, the iron ore is mixed with water to form slurry. Currently, there is a consensus that among the many different types of transportation systems, pipeline transport is the most efficient, mainly for systems with high throughputs [3–7].
The design and operation of these slurry transportation systems and, in particular, the performance of the utilized pumps, strongly depend on the properties of the slurry. These properties are a function of the quantity (concentration), size distribution (granulometry), and shape of the ore particles mixed in the water. Unlike the transport of fluids with low viscosity (e.g., water), slurry transportation is much more complex and demands greater power consumption due to the requirement that the fluid velocity be kept greater than the particle deposition velocity.

As a consequence, a hydraulic transport system must be designed and executed carefully so as to achieve the minimum pumping transport cost for specific slurry characteristics. The system costs are related to efficiency in the energy conversion, wherein “efficiency” has several possible interpretations [8]. These interpretations can be related, for example, to the availability of natural resources, to a better understanding of the processes, or to any other novel approach proposed by considering the importance of using relevant efficiency concepts in calculating the energy cost of pumping liquids.

In this sense, significant research efforts have been given towards establishing the appropriate features to ensure the efficient transport of slurries. The authors of [9], motivated by a particularly constraining absence of water in Chile, analyzed energy efficiency in long-distance slurry transport by considering the cost of water in addition to energy cost. According to this criterion, when water is considered in the costs of a transportation system, the optimal concentration of the solids to be transported is an increasing function of the throughput. This result improves early findings, in which the weight of transported material relative to the use of water was not correctly defined [10,11].

An energy indicator $I$, which is based on thermodynamic principles, has been recently used for the assessment of ore slurry transportation systems based on positive displacement pumps [12] and centrifugal pumps [13] to characterize minimum power consumption based on the above four defined variables. Two of these variables represent the solid to be transport and are used to define the physical properties of the slurry (the volumetric concentration $C_v$ and granulometry $D_{50}$), while the other two are used for the topological characterization of the pumping system (the pipeline length $L$ and diameter $D$). In the aforementioned studies, the energy indicator was defined as the energy needed to move 1 m$^3$ of slurry according to specific operating conditions.

The most applicable relationship between these variables could be obtained using the design of experiments (DOE) (see [14]). When simulations are considered as experiments as in the present study, it is possible to apply the same strategies existing for experiments to the simulations [15]. The DOE has been used successfully to analyze and optimize different processes through experimental [16] or computational studies [17,18]. This technique of organization and performance the experiments have an advantage over the traditional ones, requires fewer experiments to obtain the same precision in the estimation of the meta-model [19].

Mining industries are typically located in regions with rugged topography. Consequently, the design of slurry conveyance systems should consider this fact and should be constructed with considerable care and should take into account the different situations in accordance with financial, geographical, and logistical conditions. In this regard, the present study aims to determine the best combination of the four independent variables characterizing the application of relatively short-distance slurry pumping systems to minimize the energy requirement. The methodology developed in [12,13] will be applied in three different slurry transportation systems. All variables are significant relative to $I$ with a similar trend for the three pumping systems. That is, the power requirement is lower when $L$, $D_{50}$, and $C_v$ are at their lower levels, and when $D$ is at its higher level. Regarding second-order interactions, the most significant effect can be observed between $L$ and $D$. Moreover, the surface response model obtained for the three layouts fit the numerical data satisfactorily, with differences of less than 10%. Finally, the optimization of $I$ showed that the minimum value was obtained for $C_v = 5\%, D_{50} = 100 \mu m, L = 500 m$ and $D$ varying between 227 mm and 235 mm as a function of the pumping system.
2. Materials and Methods

2.1. Description of the Slurry Transportation Systems

Figure 1 illustrates a schematic representation of the different pumping systems used in this study. In general, the systems consist of two reservoirs, a piping system and the pumps. According to the objectives of this research, the main difference between the pumping systems is associated with the number of pumps and their location within the systems. In the first case (the 1P configuration), only one pump is employed, and it is located 5 m from the suction tank (tank placed to the left in Figure 1). In the second system (the PS configuration), two pumps are connected in series and are installed inside a pumping station, also at 5 m from the suction tank. The third layout (the uniformly-distributed, or UD, configuration) utilizes two pumps that are located in different places along the conveyor system. The first one is located at 5 m from the suction tank, while the second one is placed exactly at the midpoint of the system (i.e., half of the pipeline length and at the midpoint of the geometric elevation).

![Figure 1. Schematic representation of the simulated piping systems.](image)

In the suction tank, the solid particles of iron ore are mixed with the carrier fluid (water) to form the slurry that is designated for storage at the tailing dam (the reservoir on the right side of Figure 1). Both reservoirs are represented as large tanks, i.e., the velocity of the free surface may be considered as zero, and the pressure on this surface is atmospheric.

2.2. Characteristics of the Piping Systems

To define the layout of the different studied system’s, two considerations were carefully evaluated. The first one is that the defined layout corresponds to the typical topological characteristics where mining industries are located in the region under study, i.e., the state of Minas Gerais/Brazil, which are characterized by topological elevation up to 40 m between the industry and the iron ore storage dam. The second consideration is related with the selected independent factors for the study, both for the iron ore slurry and for the piping system, insomuch that the values were chosen in accordance with typical values of the mining industry.
The piping system has a similar layout for all cases studied, as shown in Figure 1. The pipeline that extends from the suction reservoir to the pumping station, i.e., the suction system, is a straight segment 5 m in length. The discharge system that extends from the pumping station to the tailing dam comprises pipes arranged along horizontal and inclined orientations and the minimum number of fittings required for proper operation of the system.

Two independent variables corresponding to slurry transportation systems were defined: the pipe length $L$ and the diameter $D$. The values selected for these two variables agreed with the criteria used in the mining industry. The selected values for pipe length range between 500 m (lower value) and 2000 m (higher value). For all cases, the horizontal pipe after the pumping station and the inclined pipe have the same lengths. To keep the system length constant during the simulation, possible adaptations to the length of the final horizontal section length immediately prior to the discharge tank may be applied. The pipe diameter ranges from 200 mm (lower value) to 250 mm (higher value). A topological elevation of 40 m was kept constant for all cases [20].

2.3. Description and Rheology of the Slurry

Slurry Rheology

In this study, the pumped media is a settling slurry. The slurry is formed by solid particles of iron ore mixed with water as carrier fluid. The main physical properties of iron ore slurry were determined by applying the typical equations from the classical literature. As the study here presented is focused on slurry with small concentration of solid ($C_v$ up to 10%), the rheological model used [21] treat the slurry and the carrier fluid with constant properties.

The slurry dynamic viscosity $\mu_s$ (Pa.s) is computed by Equation (1), [22],

$$\mu_s = 1.1 \mu_l \left( 1 + 2.5C_v + 10.05C_v^2 + 0.00273 e^{16.6C_v} \right)$$

where $\mu_l$ is the dynamic viscosity of carrier fluid (water) and $C_v$ (decimal) is the volumetric concentration of solid in the slurry.

The slurry density $\rho_s$ (kg/m$^3$), can be determined by Equation (2), [21,22],

$$\rho_s = \frac{100}{\frac{C_w}{\rho_p} + \left( 100 - \frac{C_w}{\rho_p} \right)}$$

where $\rho_p$ is the density of the dry solid (iron ore), $\rho_l$ is the density of the carrier fluid (water), and $C_w$ is the concentration of solids by weight in the slurry (%). For iron ore (dry), the density is 3110 kg/m$^3$. For water, the temperature assumed to be 24 $^\circ$C; therefore, physical properties are $\rho = 997.42$ kg/m$^3$ and $\mu = 0.000908$ Pa.s.

The relation between the concentration of solids $C_{w}$ (%) and the volumetric concentration $C_v$ (%), is given by Equation (3),

$$C_v = C_w \frac{S_s}{S_p}$$

$S_s$ and $S_p$ are the specific gravity of the slurry and dry solid, respectively.

The influence of the granulometry on the slurry transportation it is considered by the semi-empirical Wilson–Georgia Iron Works model (Wilson-GIW) [21], which computes the energy dissipation due to the presence of solid particle in a carrier flow as expressed by Equation (4),

$$\frac{I_m - I_f}{C_v(S_p - 1)} = 0.22 \left( \frac{V_s}{V_{50}} \right)^{-M}$$

where $I_m$ is the hydraulic gradient for slurry flow [-], $I_f$ is the hydraulic gradient for carrier flow [-], $C_v$ is the volumetric concentration of solid in slurry [decimal], $S_p$ is the specific gravity of solid [-], $V_s$ is
the mean velocity of the slurry in the pipeline [m/s], \( V_{50} \) is the value of \( V_s \) when one half of solid is suspended in a carrier flow [m/s] and \( M \) is an empirical coefficient [-].

In Equation (4), both \( V_{50} \) (Equation (5)) and \( M \) (Equation (6)) depend on \( D_{50} \).

\[
V_{50} \approx 3.93(D_{50})^{0.35}(S_p - 1)^{0.45}
\]

(5)

\[
M \approx \left[ \ln\left(\frac{D_{50}}{D_{85}}\right) \right]^{-1}
\]

(6)

\( D_{85} \) is the 85% passing size of solid (\( \mu \)m) and according to Wilson-GIW model, the value of \( M \) should not exceed 1.7 nor fall below 0.25.

In the present research, \( C_v \) and \( D_{50} \) were considered to range between 5% and 10% and 100 \( \mu \)m to 300 \( \mu \)m, respectively.

2.4. Pumps

The pumps used in this study are centrifugal pumps. To perform an independent analysis of any commercial manufacturer of slurry pumps, and after a wide and careful review of the technical literature [23–25], it was decided to designate the pumps used in this study as Pump 1 and to rank them by their operating range, according performance curves, as shown in Figure 2.

As mentioned above, in the PS configuration, the pumps are connected in series. In this case, the resulting head curve for this kind of association is determined by the vertical sum of the head curve shown in Figure 2, that is, for a given flow rate the corresponding head is summed.

In simulations with water, it was assumed the criterion that operational efficiency of the pumps satisfies the following condition: operational efficiency is \( \geq 0.9 \) of the best efficiency point (BEP) of the pumps. As the efficiency of the pumps when handling slurry is slightly lower to the efficiency handling clear water, this criterion ensures high efficiency for slurry transporting.

![Figure 2. Performance curves for pumps used in this work.](image-url)
3. Methodology

3.1. Numerical Simulations

The AFT Fathom software produced by Applied Flow Technology Inc. was used to perform the numerical simulations. It is a software package designed for the simulation of fluid flows with different rheological behaviors and the pipe flow configurations. This software tightly integrates equipment characteristics, analysis, and output with the system’s schematic representation. It also improves the quality of systems engineering that can be achieved, leading to less costly, more efficient, and more reliable piping systems. The simulations were performed by using a settling slurry modeling (SSL) module that allows, among other capabilities, the modelling of the effects corresponding to pumping fluids containing settling solids.

Although centrifugal pump manufacturers design machines to be specifically used for slurry pumping, their performance curves are defined for clear water because of the inability to previously define specific operating conditions for slurries. Therefore, when a pump is being selected for a slurry application, it is necessary to derate the performance. Hence, the first step in the simulation is to define the operating conditions for each of the systems illustrated in Figure 1 while considering clear water as the pumped fluid. In these cases, the pump performance curves are used, defined as previously established in Figure 2. After these simulations, it is possible to obtain all of the operating parameters: volumetric flow rate, head rise, pump power input, and efficiency.

The head developed by a centrifugal pump that is handling slurry differs from the head of a pump handling water depending upon the amount, size, shape, and specific gravity of solid particles in the slurry. This difference in the head is considered by the head ratio ($HR$), which is a coefficient defined by the ratio between the head required to transport the slurry over the head necessary for clear water in the same conditions. Similarly, it is also defined by the efficiency ratio ($ER$), which stands for the ratio between the efficiency required to transport the slurry and the efficiency for clear water in the same conditions. The values of $HR$ and $ER$ can be obtained by means of the Cave’s Abacus [22,26] as function of the factors characterizing the solid in the slurry: the granulometry, the specific gravity $S$ and the dilution of the slurry.

With the operating parameters obtained for clear water and with the values of $HR$ and $ER$ obtained by the use of the Cave’s Abacus, it is possible to determine each of the slurry operating parameters: volumetric flow rate, head rise, pump power input and efficiency, deposition velocity, and head loss of slurry, based on slurry density and on clear water density.

In AFT Fathom, the model selected for the pumps in slurry simulations is head rise-fixed, prescribing the head and efficiency computed by the $HR$, and head for clear water and the $ER$ and efficiency for clear water, respectively. The energy indicator $I$, in kWh/m$^3$, expresses the specific energy consumption of the pumps, that is, how much energy is required for pumping 1 m$^3$ of slurry under specific conditions and is defined as follows:

$$I = \frac{P}{Q} = \frac{\rho g H Q}{\eta Q}$$  \hspace{1cm} (7)

where $P$ is the mechanical power of the pumps (W), $Q$ is the volumetric flow rate (m$^3$/s), $H$ is the head (m), $\rho$ is the density of the slurry (kg/m$^3$), and $\eta$ is the efficiency of the pump (%).

3.2. Design of Experiments

The design of experiments (DOE) is the efficient and applicable statistical methodology to organize the experimentation, allowing the acquisition of the largest amount of information with the fewest number of experiments. In this work, the DOE was used to investigate the relationship between an array of the variables (factors) under control and the measured response.
The first step to apply the DOE methodology is to define the response of interest, the factors, the factors’ levels, and the most adequate kind of design to conduct the simulations. The conditions and the maximum number of the necessary simulations are defined by these data [27].

There are several types of experimental designs; however, the factorial experiments are the most used in the field of research [28]. An experiment is called factorial when in each simulation are simultaneously considered two or more factors with their corresponding levels. The values of each factor in the simulations are known as the factor levels. For constructing the designs, the value of the factor’s levels (natural variables) are usually transformed into dimensionless coded variables where the code −1 is assigned to the lower level and, the code +1 to the higher level of the factor. Commonly, a combination of these signs like the Yates distribution to organize of the simulations is used [29]. The simulations are organized in a simulations’ plan. Every factor has a column in the experimental plan, where the level that the factor will assume in each simulation is fixed.

The full factorial design is, probably, the most common strategy of the DOE. In the simplest form, in the two-level full factorial, there are k factors and two levels per factor. The quantity of the all possible combinations of the factors and their levels are calculated as \( n = 2^k \). However, a potential concern when using this type of design is the assumption of linearity of the factor’s effects, which is sometimes compensated by the knowledge of previous studies.

Nevertheless, according to the best knowledge of the authors, no previous research results relate to the application of DOE in the energy assessment or in the design of slurry transportation systems. Therefore, any linearity or trends among the relationships between the factors that define this phenomenon are unknown. For these cases, others designs could be used, for example, the central composite design (CCD).

A CCD is composed by a factorial part, like a full factorial design, plus several axial and center points depending on of amount of factors and the amount of replicas in the experiment. The axial points in this kind of design can be centered in the faces or can be star points. Figure 3 shows the structure of a CCD with axial points centered in the faces, like those used in this study, as an example with two independent variables.

![Figure 3](image_url)  
**Figure 3.** The scheme of a central composite design (CCD) with two variables and centered in the faces.

The axial points represent the tests where all factors, except one, are set at their mid-levels and; the center points represent the tests where all factors are set at their mid-levels. For an experiment considering \( k \) factors, the total number of simulations \( n \) would be equal to \( n_0 + 2k + 2^k \). The number of central points depends heavily on the number of factors and replicas that can be performed.

The response variable \( (Y) \) of the CCD could be expressed as the following second-order polynomial equation by using a multiple regression technique:

\[
Y = \beta_0 + \sum \beta_i x_i + \sum \beta_{ij} x_i x_j + \sum \beta_{ik} x_i^2
\]  
(8)
where \( Y \) represents the predicted response, \( x_i \) and \( x_j \) denote the factors using coded values, \( \beta_0 \) is the intercept term which is constant, \( \beta_i \) quantifies the linear effect of each factor; \( \beta_{ij} \) quantifies the quadratic effect of each factor, and \( \beta_{ij} \) quantifies the interaction effects between two different factors.

Experimental designs and the polynomial coefficients were calculated and analyzed using a windows release standard version of MINITAB (version 17.0). Statistical analysis of the model was performed to evaluate the analysis of variance (ANOVA) considering a confidence interval of 95%. \( p \)-values smaller than 0.05 were considered significant.

For this research, the response selected was the energy indicator \( I \). The analyzed factors with regard to the piping system were the length \( L \), the diameter \( D \); and the volumetric concentration \( Cv \) and the granulometry \( D_{50} \), relative to the slurry’s properties. The levels, low and high, of these variables were previously defined. Moreover, to apply this CCD technique, a central value for each factor was defined as: \( L = 1000 \) m, \( D = 225 \) mm, \( Cv = 7.5\% \), and \( D_{50} = 200 \) µm. The design selected was a CCD with axial points centered in the faces, that with four factors results in a simulation plan with 31 simulations (16 factorial points, 8 axial points, and 7 center points) recommended by the MINITAB, (see Table 1). In case of the center points, as required to obtain a response surface that can be optimized, the designs of experiments selected add center points in order to estimate the curvature in the adjusted data [28]. These 31 simulations were performed in each of the three system configurations.

### Table 1. Details of the parametric study: values of the parameters considered and their combinations in each simulation (experiment). \( D \): diameter; \( L \): length; \( Cv \): volumetric concentration; \( D_{50} \): granulometry.

| Parameter (Factor) | Values (Levels) | Exp. | Cv | \( D_{50} \) | D | L |
|--------------------|-----------------|------|----|-------------|---|---|
|                    | Low (−1) | Middle (0) | High (+1) |                   |   |   |
| \( Cv \)           | 5             | 7.5    | 10            | 0          | 0 | 0 | 0 | 17 | −1 | 1 | 1 | 1 |
| \( D_{50} \)       | 100           | 200    | 300           | 2          | 0 | 0 | −1 | 0 | 18 | 0 | 0 | 0 | 0 |
| \( D \)            | 200           | 225    | 250           | 3          | 1 | 1 | −1 | 1 | 19 | −1 | −1 | 1 | 1 | 1 |
| \( L \)            | 500           | 1250   | 2000          | 4          | 1 | −1 | −1 | 1 | 20 | −1 | −1 | −1 | −1 |
|                    | 5             | 0      | 0             | 5          | 0 | 0 | 0 | 21 | 1 | 1 | 1 | −1 |
|                    | 6             | −1     | −1            | 6          | 1 | −1 | −1 | 1 | 22 | −1 | −1 | −1 | −1 |
|                    | 7             | 1      | −1            | 7          | 1 | 1 | −1 | 1 | 23 | −1 | 0 | 0 | 0 |
|                    | 8             | −1     | 1             | 8          | 1 | −1 | 1 | −1 | 24 | 0 | 0 | 0 | 0 |
|                    | 9             | 1      | 1             | 9          | 1 | 1 | −1 | −1 | 25 | 0 | 0 | 0 | −1 |
|                    | 10            | 1      | 1             | 10         | 1 | 1 | 1 | 1 | 26 | 0 | 1 | 0 | 0 |
|                    | 11            | −1     | −1            | 11         | −1 | 1 | −1 | −1 | 27 | 1 | 0 | 0 | 0 |
|                    | 12            | 0      | −1            | 12         | 0 | −1 | 0 | 0 | 28 | −1 | 1 | 1 | −1 |
|                    | 13            | 0      | 0             | 13         | 0 | 0 | 1 | 0 | 29 | 0 | 0 | 0 | 0 |
|                    | 14            | 0      | 0             | 14         | 0 | 0 | 0 | 1 | 30 | 1 | −1 | 1 | 1 |
|                    | 15            | 0      | 0             | 15         | 0 | 0 | 0 | 0 | 31 | −1 | −1 | 1 | −1 |
|                    | 16            | 0      | 0             | 16         | 0 | 0 | 0 | 0 | 31 | −1 | −1 | 1 | −1 |

### 4. Results and Discussion

A total of 93 simulations were carried out, and the influence of each the four factor on the energy indicator \( I \) was analysed. Later, the values of \( I \) obtained in the parametric study were used to fit the response surface models, which include the main effects of the independent variables, the effects of the interactions among them and the quadratic terms.

Figure 4 depicts the main effects that the level changes of \( L \), \( D \), \( D_{50} \), and \( Cv \) have on \( I \) for each of the slurry piping system configurations. Points in the graphs correspond to the arithmetic mean of \( I \) in each level of each factor; the average effect of each factor on the response is evidenced. As shown in Figure 4, the behaviour of the response \( I \), due to the variation of the factors from one level to another, has the same trend regardless of the slurry piping system. Among the four variables, \( L \) has the greatest amplitude of variation between the highest and the lowest level. The minimum values of \( I \) are reached when \( L \), \( Cv \), and \( D_{50} \) are at their lower levels and when \( D \) is at a higher level.

These results can be best explained from a fluid mechanics point of view. The increase of \( L \), from 500 m to 2000 m, keeping other factors equal, promotes a significant increase of approximately 60\% of the indicator \( I \) in all cases investigated. By applying an energy balance it is possible to demonstrate that, when the system length increases, there is an increase in distributed head losses and, consequently, the
pump must thus provide a higher energy (per unit weight) to transport the slurry to the tailings dam. The factor $L$ has the greatest effect on the energy consumption for all of the analysed systems.

![Diagram](image)

Figure 4. Main effects of the parameters on the energy indicator $I$ for each block.

The change in pipe diameter from 200 mm to 250 mm promotes an average reduction of 22.4% of $I$ in all simulations conducted, keeping all other factors constant. It is well-known when the pipe diameter increases, the hydraulic losses, defined by the sum of the distributed head losses and the minor head losses, decreases and, consequently, the required power by the system is lower.

A change from the lower level to the higher level of granulometry, that is, from 100 $\mu$m to 300 $\mu$m, produces an average increase of $I$ of 24%, keeping the remaining variables constant. By increasing the granulometry, the size, and, consequently, the weight of the solid grains in the slurry also increase. To avoid the sedimentation of particles, a greater energy should be supplied to increase the slurry flow velocity.

The volumetric concentration has the smallest effect on $I$ when compared with other factors, wherein an average increase of $I$ of 9.2% occurs when $C_v$ varies from its lower (5%) to higher level (10%). The influence of $C_v$ on $I$ can be explained by the increase of the solid volume in the slurry.

Apart from these main effects, the interactions among the factors were also investigated and it was determined that the only significant interactions on $I$ are those between $D_{50}$ and $L$, as well as between $D$ and $L$, for all pumping systems examined.

The interaction between these two pairs of variables is shown in Figure 5. At the top of the figure, it is possible to observe the relationship among $D_{50}$, $L$ and $I$ for the three system configurations studied. The granulometry exerts almost no influence when $L$ is at its higher level, but its significance rises noticeably as $L$ decreases to its lower levels.

At the bottom of the figure, it is possible to observe the relationship among $D$, $L$, and $I$ for the three system configurations. The value of $I$ diminishes as $D$ increases and $L$ decreases. The indicator $I$ has a minimum value when $D$ is approximately 225 mm for a lower value of $L$. The curvature of the response surface approximately for 225 mm for an $L$ value of 500 m confirms this effect.
Figure 5. Main response surfaces in terms of the interacting variables for the Indicator $I$ for the (a) one-pump (1P), (b) two-pump (PS), and (c) two-pump uniformly-distributed (UD) configurations.

The prediction models based on the experiments, which respond by the response surfaces shown above, can be used to predict the response $I$ at any point in the space limited by the levels of the factors in the design, provided that the model has an appropriate fit. The adjustment of the models was studied through normal probability graphs and the calculation of two statistical coefficients used in model adjustment, the coefficient of determination $R^2$ and the standard error of the regression $S$.

Figure 6 illustrates the normal probability plots of the standardized residuals corresponding to the models for $I$. From these graphs, the accuracy of each model can be assessed. Firstly, it should be noted that most of the residuals for all cases are low; only two of 31 samples, for each layout, have an absolute value larger than 2, which is the value typically accepted to identify outliers [15]. Secondly, the residuals of three models do not depart substantially from a straight line in the normal probability plot, thus confirming that they are very-nearly normally distributed.

Figure 6. Standardized residuals of the response surface for the energy indicator $I$.

On the other hand, the value of $R^2_{adj}$ for all experiments is higher than 98%, and the value of $S$ is approximately zero. These values meet the appropriate values for both parameters to accept the models. Hence, the quadratic response surface models employed fit the data satisfactorily.

The predicting models are expressed by Equations (9)–(11), for the 1P, PS, and UD cases, respectively:

$$I_{1P} = 0.607 + 0.033((C_0 - 7.5)/2.5) + 0.057((D_{50} - 200)/100) - 0.124(D - 225)$$
$$+ 0.291((L - 1250)/750) + 0.046(D - 225)^2 + 0.030((D_{50} - 200)/100)$$
$$- 0.089(D - 225)((L - 1250)/750)$$

$$I_{PS} = 0.607 + 0.033((C_0 - 7.5)/2.5) + 0.057((D_{50} - 200)/100) - 0.124(D - 225)$$
$$+ 0.291((L - 1250)/750) - 0.089(D - 225)((L - 1250)/750)$$

$$I_{UD} = 0.607 + 0.033((C_0 - 7.5)/2.5) + 0.057((D_{50} - 200)/100) - 0.124(D - 225)$$
$$+ 0.291((L - 1250)/750) - 0.089(D - 225)((L - 1250)/750)$$
\[ I_{PS} = 0.527 + 0.030 \left( \frac{C_v - 7.5}{2.5} \right) + 0.074 \left( \frac{D_{50} - 200}{100} \right) - 0.049(D - 225) \]
+ 0.221 \left( \frac{(L - 1250)/750}{(L - 1250)/750} \right) - 0.015 \left( \frac{D_{50} - 200}{100} \right)^2 + 0.057(D - 225)^2 \]
+ 0.022 \left( \frac{(D_{50} - 200)/100}{(L - 1250)/750} \right) - 0.037(D - 225) \left( \frac{(L - 1250)/750}{750} \right) \]

\[ I_{UD} = 0.539 + 0.031 \left( \frac{(C_v - 7.5)/2.5}{(D_{50} - 200)/100} \right) - 0.052(D - 225) \]
+ 0.222 \left( \frac{(L - 1250)/750}{(L - 1250)/750} \right) + 0.046(D - 225)^2 \]
+ 0.023 \left( \frac{(D_{50} - 200)/100}{(L - 1250)/750} \right) + 0.046(D - 225)^2 \]
+ 0.022 \left( \frac{(D_{50} - 200)/100}{(L - 1250)/750} \right) - 0.037(D - 225) \left( \frac{(L - 1250)/750}{750} \right) \]

For Equation (9), \( R^2_{aj} = 0.988 \) and \( S = 0.028 \); for Equation (10), \( R^2_{aj} = 0.982 \) and \( S = 0.026 \); and for Equation (11), \( R^2_{aj} = 0.981 \) and \( S = 0.027 \).

It is apparent that these models have two components: the linear part, which is associated with the main effects, and the non-linear term, which corresponds to the interactions between the parameters.

Figure 7 illustrates the comparison between the simulation results and the results obtained via the reduced prediction models. As can be observed in the right side of Figure 7, a difference of less than 10% is obtained in all cases, wherein the fitted values are compared with those obtained in the simulations. These results indicate that a good agreement exists between the models and simulations; therefore, an appropriate response for I can be obtained by using the models.

Figure 7. Comparison among simulations and response surface model for the Indicator I for the (a) one-pump (1P), (b) two-pump (PS), and (c) two-pump uniformly-distributed (UD) configurations.
From the obtained models and considering the main objective of the present study, the optimal combination of independent variables required to minimize the indicator $I$ was determined under the assessed conditions and has been showed in Table 2.

| Case                  | Cv (%) | D50 (µm) | D (mm) | L (m) | Desirability Function | Energy Indicator |
|-----------------------|--------|----------|--------|-------|-----------------------|------------------|
| One pump (1P)         | Simulation Model (Equation (9)) | 5      | 100    | 235   | 500                   | 1.00             |
| Two pumps (PS)        | Simulation Model (Equation (10)) | 5      | 100    | 227   | 500                   | 0.987            |
| Two pumps (UD)        | Simulation Model (Equation (11)) | 5      | 100    | 229   | 500                   | 0.965            |

The standard interval global engine (SIGE) method, as defined by [30], was applied to obtain the optimal combination. Table 2 shows the optimal combinations of the independent variables for the pumping systems analysed in the range of investigated values. From these results, it is possible to observe that the optimal values for optimizing (minimizing) $I$ are as follows: $Cv = 5\%$ (lower level), $D_{50} = 100\ \mu m$ (lower level), $L = 500\ m$ (lower level), and $D$ varying between 227 mm and 235 mm as a function of the pumping system. As is well-known, this value of the diameter is not a normalized value because in the mining industry he commercial pipes has a diameter of 200 mm and 250 mm. Earlier statistical analysis established that 225 mm is the optimal value, but from a practical point-of-view, it is not possible to meet this condition. Therefore, a value of 250 mm was selected. This result is in agreement with the physical foundation of the study phenomena, as previously discussed.

It is important to highlight that the desirability function is an indicator that provides an estimate of the extent to which the solution suggested by SIGE meets the requirements of the response $I$. The desirability function ranges from 0 to 1, where values close to 1 correspond to a good fit between the results obtained via models and simulations [31,32].

Taking the global results of the optimization into account, it is possible to observe that the indicator $I$ decreases by 11% when the layouts with two pumps (PS and UD) are compared with that of only one pump (1P). It is worth noting that in the 1P configuration, the pump has a higher operating range than the pumps used in layouts PS and UD and thus results in a direct economic impact on operating and maintenance costs. However, the results obtained are unable to explicitly demonstrate whether the PS or UD configuration meets the most effective combination of factors for minimizing $I$. Choosing the best configuration will likely depend upon other variables not directly associated with the factors studied here. In this case, factors related to logistical conditions in real situations should be analysed.

5. Conclusions

After a careful bibliographical review, and from the results obtained, it is possible to conclude that the slurry transportation system may be characterized by means of four independent variables, two of which are associated with the piping system (length and diameter), while the other two are associated with the physical properties of the slurry (volumetric concentration and granulometry of solid particles). The appropriate relationship amongst them, in order to minimize the power requirement of the conveyor systems, was determined through a numerical study by employing the central composite design technique (combined with the DOE) for optimizing the number of simulations required and analysing the results. The adopted values for the variables correspond to typical values used in the mining industry. To characterize the power requirement, the authors have used an energy indicator $I$ to indicate the energy required to move a unit of slurry within specific operating conditions.

To carry out the analysis, three different slurry transportation systems were assessed. The main difference among them is the quantity of pumps and their location within the systems.
The analysis of the main effects shows that all factors are significant relative to \( I \) with a similar trend for the three pumping systems. That is, the power requirement is lower when \( L, D_{50}, \) and \( C_{\gamma} \) are at their lower levels and when \( D \) is at its higher level. Among the factors, \( L \) is the most influential factor when its value changes between its lower and higher levels. From the analysis of the main effects, the minimum values of \( I \) are reached when \( L, C_{\gamma}, \) and \( D_{50} \) are at their lower levels and when \( D \) is at its higher level. This result has a well-founded theoretical basis and can be explained from a fluid mechanics point-of-view. The interaction among variables, i.e., the second-order interactions, shows that only the relationships between \( L \) and \( D_{50} \) and between \( D \) and \( L \) are significant for \( I \) in the three pumping systems investigated.

When the effect on \( I \) is analysed regarding the interaction between \( L \) and \( D_{50} \), it is possible to observe that \( D_{50} \) has different behaviour as a function of the level of \( L \). When \( L \) is at its higher levels, the influence of \( D_{50} \) is almost insignificant, but when \( L \) trends to lower levels, the significance of \( D_{50} \) is appreciable.

The most significant effect can be observed for factors \( L \) and \( D \), resulting in a second-order interaction.

The minimum of \( I \) is obtained for \( D = 235 \) mm, \( D = 227 \) mm, and \( D = 229 \) mm for layouts 1P, PS, and UD, respectively. Since no normalized diameter of 225 mm exists, it is suggested to select \( D = 250 \) mm for a minimum value of \( I \).

Regression models obtained for the three layouts fit the numerical data satisfactorily, with differences of less than 10%.

An interesting result of this research postulates that between the piping system variables and slurry variables, those related to the piping system are the significant ones.

The results of this work show that through a careful design of the slurry transportation system, numerous benefits can be achieved regarding sustainable development, such as a reduction in water usage and a higher transport of solid throughputs.

Regardless of the reduced interval of values for the variables, the results confirm that the new methodology presented herein, which combines numerical simulation and the design of experiments, has a huge potential to offer relevant information, thereby allowing professionals to establish the appropriate combination of variables to minimize energy consumption in medium-length slurry transportation systems.
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