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ABSTRACT: Field redefinitions at string 1-loop order are often required by supersymmetry, for instance in order to make the Kähler structure of the scalar kinetic terms manifest. We derive the general structure of the field redefinitions and the Kähler potential at string 1-loop order in a certain class of string theory models (4-dimensional toroidal type IIB orientifolds with $\mathcal{N} = 1$ supersymmetry) and for a certain subsector of fields (untwisted Kähler moduli and the 4-dimensional dilaton). To do so we make use of supersymmetry, perturbative axionic shift symmetries and a particular ansatz for the form of the 1-loop corrections to the metric on the moduli space. Our results also show which terms in the low-energy effective action have to be calculated via concrete string amplitudes in order to fix the values of the coefficients (in the field redefinitions and the Kähler potential) that are left undetermined by our general analysis based on (super)symmetry.
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1 Introduction

The low-energy effective field theory of explicit string theory models is an important ingredient in attempts to make contact between string theory and phenomenology. In this paper we consider a subsector of the low-energy effective theory of 4-dimensional toroidal type IIB orientifolds with minimal supersymmetry, consisting of the kinetic terms of the diagonal untwisted Kähler moduli (i.e. the moduli determining the volumes of the three...
$T^2$-factors of the internal space) and the 4-dimensional dilaton.\textsuperscript{1} These fields play an important role in many approaches to model building and the goal of the present work is to gain a better understanding of this sector at string 1-loop order. In particular we focus on two questions:

- What is the Kähler potential of the untwisted Kähler moduli and the 4-dimensional dilaton at 1-loop, consistent with $\mathcal{N} = 1$ supersymmetry and shift symmetries?
- What are the 1-loop field redefinitions of these fields?

The necessity for a field redefinition at 1-loop order arises because in general the metric on the sigma model target space ceases to be manifestly Kähler, i.e. it ceases to be given by the second derivative of a real function with respect to the original (complex) field variables, once 1-loop corrections to the metric are taken into account.\textsuperscript{2} Consequently, it is also impossible to read off the structure of the Kähler potential without first finding a field basis for which the Kählerness of the metric is manifest. Thus, the two points above are intimately related and have to be solved simultaneously.

The need for field redefinitions in the context of (toroidal) type IIB orientifolds has also been observed at disk level (i.e. at order $e^\Phi$ relative to the leading form of the field definitions, where $\Phi$ is the dilaton). This is due to the presence of the open string sector and can either be inferred by an analysis of the kinetic terms resulting from a Kaluza-Klein reduction of the coupled supergravity and DBI actions [3–8], by analyzing the physical gauge couplings [9–12] or by considering the transformation of the field variables under discrete shifts of the open string fields [13, 14]. Almost all the field redefinitions of the untwisted Kähler moduli and the dilaton observed in these papers vanish, however, when the open string scalars are set to zero.\textsuperscript{3} Field redefinitions can also already arise at sphere level and disk level from $\alpha'$-corrections. Examples of this were discussed in [15–17]. We will, however, restrict our analysis to field redefinitions arising at string 1-loop order.

Field redefinitions at string 1-loop order (i.e. at order $e^{2\Phi}$ relative to the leading form of the field definitions) were discussed much less in the literature. A well-known example arises for the dilaton in the heterotic string which was first discussed in [18]. Examples in the context of type I and type II models (even though with $\mathcal{N} = 2$ supersymmetry) were discussed in [3, 15, 19]. To our knowledge, 1-loop field redefinitions in type II orientifolds with $\mathcal{N} = 1$ supersymmetry have not been studied so far.

The importance of the first point of the above list for string model building should be rather obvious. String loop corrections to the Kähler potential were discussed in the context of moduli stabilization (see [20–23] for examples in type IIB compactifications) and in approaches to inflation within string theory, cf. [24] for an overview. For instance, loop corrections play an important role in fibre inflation, introduced in [25]. However, also the second point might have interesting phenomenological consequences. Redefinitions

\textsuperscript{1}For many toroidal orientifolds, only the diagonal Kähler moduli survive in the untwisted sector. However, especially for $Z_3$- and $Z_4$-orientifolds and also some $Z_6$-orientifolds, one has $b_{\text{untw}}^{1,1} > 3$, cf. table 20 in [1].

\textsuperscript{2}We wonder if this could be dealt with by redefining the vertex operators at loop-level, as in section 7.6.3 in [2].

\textsuperscript{3}The field redefinition discussed in [11] is an exception.
of Kähler moduli by open strings were instrumental in attempts to embed inflation into string theory, cf. [26], and the redefinition of the volume moduli at 1-loop level (even though including blow-up modes) could have some noticeable effect on the phenomenology of the Large Volume scenario, cf. [27].

Our strategy is to derive and solve general constraints arising from $\mathcal{N} = 1$ supersymmetry (i.e. from the fact that the moduli metric is Kähler), from axionic shift symmetries of the moduli metric and, finally, from a well motivated ansatz for the moduli metric (cf. (4.3), (4.4), (4.23) and (4.24) below). This allows us to determine the general structure of the Kähler potential and the field redefinitions of the untwisted Kähler moduli and the dilaton, compatible with the above three constraints. This analysis does not allow us to fix certain coefficients whose determination requires explicit string calculations (which we leave for future work). In spirit, our analysis bears some similarity to the strategy followed in [15]. There the authors also determined general constraints on the form of the metric of the universal hypermultiplet in type II compactifications, arising from $\mathcal{N} = 2$ supersymmetry and shift symmetries. To fix the final form of the metric a string calculation was necessary. Also in their case, supersymmetry required a redefinition of the volume modulus at 1-loop order, where it mixes with the 4-dimensional dilaton.

The determination of the 1-loop Kähler potential for the untwisted Kähler moduli and the dilaton in certain $\mathcal{N} = 1$ type IIB orientifolds (a $\mathbb{Z}_2 \times \mathbb{Z}_2$ and a $\mathbb{Z}_6'$-orientifold) was already undertaken in [19, 28] and our findings concerning the Kähler potential are consistent with the earlier results. However, our results are more general, as they are valid for an arbitrary 4-dimensional toroidal type IIB orientifold with minimal supersymmetry. Moreover, our findings for the field redefinitions are new. Like the present paper, also [19] determined the general structure of the Kähler potential for the models under scrutiny (except for the $\mathcal{N} = 2$ case of type I compactified on $T^2 \times K3$, where the additional supersymmetry fixed also the coefficient of the 1-loop correction to the Kähler potential). The analysis of the $\mathbb{Z}_6'$-orientifold was based on T-duality arguments which did not fix certain coefficients in the Kähler potential and, in particular, it did not give any hint towards the field redefinitions required at 1-loop level. The field redefinitions, on the other hand, are important ingredients in the final determination of the 1-loop Kähler potential as they can lead to the absorption or additional generation of 1-loop contributions to the moduli kinetic terms. Hence, we consider our results concerning the Kähler potential as a nice check of the consistency of [19].

Thus, even though partial results in certain individual models were available in the literature, our findings allow for a more rigorous and general understanding of the 1-loop structure of the moduli Kähler potential (in the mentioned subsector of the fields). Our results show how the fields should be redefined in order for the different terms in the moduli metric to be consistent with $\mathcal{N} = 1$ supersymmetry and axionic shift symmetries. Moreover, our results indicate clearly which quantities in the low-energy effective action one would

\footnote{We are always using the language of type IIB orientifolds with D9/D5-branes. However, our final results for the 1-loop field redefinitions and the correction to the Kähler potential should also be valid for type IIB orientifolds with D3/D7-branes, with the appropriate definitions of the tree level moduli fields. This will be discussed further at the end of section 2.}
have to calculate via string amplitudes in order to fix the undetermined coefficients in the Kähler potential and the field redefinitions. This paves the way for a complete determination of the Kähler potential at 1-loop by concrete string amplitude calculations. Somewhat surprisingly, we found that only very few quantities have to be calculated by string theory in order to determine the 1-loop correction to the Kähler potential (for instance, for $\mathbb{Z}_N$ orientifolds a single component of the moduli metric in Einstein frame is sufficient). This is due to the fact that the (super)symmetries of the low-energy effective action lead to relations between different components of the moduli metric which considerably simplify the task of determining the 1-loop correction to the Kähler potential.

The organization of the paper is as follows. In section 2 we begin with a review of some relevant aspects of the low-energy effective action of toroidal type IIB orientifolds, focusing on the kinetic terms and on the definition of the field variables for which the metric on moduli space is Kähler at tree-level (always in the subsector of fields that we are considering, cf. the beginning of this introduction). In section 3 we then discuss the general framework for obtaining the field redefinitions and the form of the Kähler potential at 1-loop order, imposing supersymmetry and axionic shift symmetries. We use this framework in sections 4.1 and 4.2 in order to obtain the general structure of the contributions to the Kähler potential and the field redefinitions arising from the $\mathcal{N} = 1$ and $\mathcal{N} = 2$ sectors of an arbitrary 4-dimensional toroidal type IIB orientifold with minimal supersymmetry. Section 4.3 contains an observation on the structure of the field redefinitions and the corrections to the Kähler potential. We apply the results of section 4 to the example of the $\mathbb{Z}_6^0$-orientifold in section 5. Finally, we end with concluding remarks in section 6. The appendix contains some technical aspects of our calculations and also an application of our methods to the $\mathcal{N} = 2$ theory of type I compactified on $T^2 \times K3$.

2 String 1-loop effective action

We consider the kinetic terms of the 4-dimensional dilaton and the volume moduli of the three 2-tori in an arbitrary 4-dimensional and minimally supersymmetric toroidal type IIB orientifold, together with their axionic partners. At tree-level and in Einstein-frame they look like\textsuperscript{5}

$$S_4 = \frac{1}{\kappa_4^2} \int d^4x \sqrt{-g} \left[ \frac{1}{2} R - \sum_{i,j=0}^3 \left( G_{i,j}^{(0)} \partial_i \partial_j + G_{j,i}^{(0)} \partial_j \partial_i + G_{i}^{(0)} \partial_i \partial_j^{(0)} + G_{j}^{(0)} \partial_j \partial_i^{(0)} \right) \right] + \ldots \quad (2.1)$$

\textsuperscript{5}In this paper superscripts (0) and (1) denote tree-level quantities and string 1-loop corrections, respectively. The reader might wonder why we include a superscript (0) only for the $c$-variables and not for the $t$-variables in (2.1). The reason is the following: in section 3 we are going to discuss possible redefinitions of the Kähler variables (i.e. the variables for which the scalar metric is given by the second derivative of a Kähler potential). This might become necessary at 1-loop order if the corrected metric can not be written anymore as the second derivative of a corrected Kähler potential with respect to the tree-level variables. However, whereas the $c_{i}^{(0)}$-variables are in fact the real parts of the Kähler variables at tree-level, the $t$-variables are not their imaginary parts. These are rather given by the $\tau_{i}^{(0)}$-variables introduced below in (2.17). Hence it is the $\tau$-variables that are going to be redefined at 1-loop order and not the $t$-variables and, thus, we do not have to indicate their tree-level form with a superscript (0).
Here, $\kappa_4^2$ is the 4-dimensional gravitational constant, $t_0$ denotes the 4-dimensional dilaton,

$$t_0 = \Phi_4,$$

(2.2)

and the $t_i$ ($i \in \{1, 2, 3\}$) are the volumes of the 2-tori of the toroidal $\mathcal{N} = 1$-orientifold, measured with the string frame metric. The tree-level metric for these fields is $[3, 29]$

$$G^{(0)}_{t_0 t_0} = 1, \quad G^{(0)}_{t_i t_j} = \frac{1}{4t_i^{2}} \delta_{ij}, \quad i, j \in \{1, 2, 3\}.$$  

(2.3)

As mentioned in the introduction, we focus on field-redefinitions induced by string 1-loop effects and, thus, for most part of the paper we do not consider any $\alpha'$-corrections to the tree-level metric, as the one of [30]. Including those would lead to additional terms in the 1-loop field redefinitions which are doubly suppressed, in $g_s$ and the inverse overall volume $V$.\textsuperscript{6} The fields $\phi^{(0)}$ arise from the RR-sector; $c^{(0)}_0$ is the scalar dual to the 2-form field $C_{\mu \nu}$ (with 4-dimensional indices) and the $c^{(0)}_i$ ($i \in \{1, 2, 3\}$) are the components of the RR 2-form $C_2$ with indices along the $i$th torus. The metric $G^{(0)}_{c^{(0)}_i c^{(0)}_j}$ is diagonal and will be given below (in (2.25)).

We stress that, at tree-level, it is the form of the action in Einstein-frame given in equation (2.1) that one obtains by comparing with the string S-matrix elements at sphere level when using the conventional form of the vertex operators for the graviton and dilaton

$$V(k, \epsilon) = -\frac{2}{\alpha'} \epsilon_{\mu \nu} \left( i \partial X^{\mu} + \frac{1}{2} \alpha' k \cdot \psi \psi^\mu \right) \left( i \bar{\partial} X^{\nu} + \frac{1}{2} \alpha' k \cdot \bar{\psi} \bar{\psi}^\nu \right) e^{ik \cdot X(z, \bar{z})},$$

(2.4)

where the polarisation tensor $\epsilon_{\mu \nu}$ is given by

$$\epsilon^{(h)}_{\mu \nu} = \epsilon^{(h)}_{\nu \mu}, \quad \epsilon^{(h)}_{\mu \nu} \eta^{\mu \nu} = 0 = k^\mu \epsilon^{(h)}_{\mu \nu}, \quad \text{(graviton)}$$

(2.5)

$$\epsilon^{(D)}_{\mu \nu} = \frac{1}{\sqrt{2}} (\eta_{\mu \nu} - \bar{k}_\mu \bar{k}_\nu - \bar{k}_\mu k_\nu), \quad k^\mu \epsilon^{(D)}_{\mu \nu} = 0 = \bar{k}^\mu \epsilon^{(D)}_{\mu \nu}, \quad \text{(dilaton)}$$

(2.6)

with an auxiliary vector $\bar{k}_\mu$ that satisfies $\bar{k}^2 = 0$ and $\bar{k} \cdot k = 1$, cf. eq. (16.9) in [31]. This fact is due to the choice of the vertex operators given above, which generate states that are orthogonal to each other at tree-level, as explicitly shown e.g. in section 16.3 of [31]. In (2.5) $h$ stands for the graviton and in (2.6) $\bar{D}$ denotes the fluctuations of the dilaton,

$$D \sim \Phi_4 - \bar{\Phi}_4,$$

(2.7)

where, as usual, the constant background value of the dilaton, $\bar{\Phi}_4$, determines the loop counting parameter, $g_s = e^{\bar{\Phi}_4}$.

\textsuperscript{6}In order to avoid misunderstandings, let us reiterate that $\alpha'$-corrections can not only contribute to the 1-loop field redefinitions but can also induce field redefinitions already at tree level, as in [15–17]. These tree level field redefinitions would not be doubly suppressed. However, we only consider 1-loop field redefinitions in this paper.
Now, to the tree-level action (2.1) we add 1-loop corrections that one could again obtain by matching with string S-matrix elements, i.e.

\[
S_4 = \frac{1}{\kappa_4^2} \int d^4x \sqrt{-g} \left[ \frac{1}{2} \left( 1 + e^{2\Phi_4} \delta E \right) R - \sum_{i,j=0}^{3} \left( G_{t_i t_j}^{(0)} + e^{2\Phi_4} \bar{G}_{t_i t_j}^{(1)} \right) \partial_\mu t_i \partial^\mu t_j \right. \\
- \left. \sum_{i,j=0}^{3} \left( G_{c_i c_j}^{(0)} + e^{2\Phi_4} \bar{G}_{c_i c_j}^{(1)} \right) \partial_\mu c_i^{(0)} \partial^\mu c_j^{(0)} \right] + \ldots . \tag{2.8}
\]

In (2.8), we allowed for non-trivial off-diagonal metric components \( G_{t_i t_j}^{(1)} \) and \( G_{c_i c_j}^{(1)} \). A few words concerning the perturbative expansion are in order here. One might wonder about corrections to the Einstein-Hilbert term and the sigma model metric from the disk or projective plane. From the momentum expansion of the closed string 2-point functions in [34] and in appendix A.2. of [35] it seems a priori that there are no corrections at this order (as there are no terms in the amplitudes at quadratic order in the momenta). On the other hand, in [36] it was conjectured that there is an \( \epsilon_{10} R^4 \)-term in the type I theory in 10 dimensions at disk level. Upon dimensional reduction this should lead to a disk level correction to the Einstein-Hilbert term in 4 dimensions, cf. [37]. It is a very interesting question how to resolve this apparent conflict. However, we will not pursue this any further in this paper.

After performing the Weyl rescaling

\[
g_{\mu\nu} \rightarrow \Omega^2 g_{\mu\nu} \tag{2.9}
\]

with \( \Omega^2 = \left( 1 + e^{2\Phi_4} \delta E \right)^{-1} \), (2.8) turns into the Einstein frame action. Up to 1-loop order (hence ignoring any \( (\partial \ln \Omega)^2 \) terms, which are of order \( O(e^{4\Phi_4}) \)) it reads

\[
S_4 = \frac{1}{\kappa_4^2} \int d^4x \sqrt{-g} \left[ \frac{1}{2} R - \sum_{i,j=0}^{3} \left( G_{t_i t_j}^{(0)} + G_{t_i t_j}^{(1)} \right) \partial_\mu t_i \partial^\mu t_j \right. \\
- \left. \sum_{i,j=0}^{3} \left( G_{c_i c_j}^{(0)} + G_{c_i c_j}^{(1)} \right) \partial_\mu c_i^{(0)} \partial^\mu c_j^{(0)} \right] + \ldots . \tag{2.10}
\]

\footnote{We should mention that in writing down (2.8) we made an assumption, i.e. that the 1-loop 3-point function of two gravitons and a dilaton is not vanishing (leading to the dilaton dependence of the 1-loop correction of the Einstein-Hilbert term). The corresponding amplitude at sphere level vanishes after summing over all kinematical factors and using (2.5) and (2.6), cf. section 16.3 in [31]. However, the kinematical factors at 1-loop level and to order \( O(k^2) \) can be different from the ones at sphere level, given that some of the vertex operators have different picture number. This happens for instance for the 3-point function of gravitons for which the kinematical factor at 1-loop, given in equation (3.2) of [32], differs from the one at sphere level, cf. equation (16.105) in [31]. Moreover, there can be additional contributions at 1-loop arising from terms which a priori are of order \( O(k^4) \) after contraction of the worldsheet fields and which become of order \( O(k^2) \) only due to pinching singularities in the integration over the vertex operator positions. An example where this kind of contribution was crucial in order to get the complete kinematical structure of the Einstein-Hilbert term at 1-loop, can be found in [33].}
with
\[ G^{(1)}_{t_i t_j} = e^{2\Phi_4} \left( G^{(1)}_{t_i t_j} - \delta E G^{(0)}_{t_i t_j} \right), \]
\[ G^{(1)}_{c_i c_j} = e^{2\Phi_4} \left( G^{(1)}_{c_i c_j} - \delta E G^{(0)}_{c_i c_j} \right). \]

On the other hand, one could perform a Weyl rescaling \( g_{\mu\nu} \to e^{-2(\Phi_4 - \Phi_4)} g_{\mu\nu} \) in (2.8), which then becomes
\[ S_4 = \frac{1}{\kappa_4^2} \int d^4x \sqrt{-g} \left[ \frac{1}{2} \left( e^{-2\Phi_4 + \delta E} \right) R + 3 \left( e^{-2\Phi_4 - \delta E} \right) \partial_\mu \Phi_4 \partial^\mu \Phi_4 - 3 \partial_\mu \left( \delta E \right) \partial^\mu \Phi_4 \right. \]
\[ \left. - \sum_{i,j=0}^3 \left( e^{-2\Phi_4} \left( G^{(0)}_{t_i t_j} + \bar{G}^{(1)}_{t_i t_j} \right) \partial_\mu t_i \partial^\mu t_j - \sum_{i,j=0}^3 \left( e^{-2\Phi_4} G^{(0)}_{c_i c_j} + \bar{G}^{(1)}_{c_i c_j} \right) \partial_\mu c_i \partial^\mu c_j \right) \right] + \ldots, \]
where we used
\[ \kappa_4 = g_4 \kappa_4 = e^{\Phi_4} \kappa_4. \]
The action (2.13) is the conventional string-frame action, having the correct dilaton-counting for the tree and 1-loop metrics. We mention in passing that
\[ \tilde{\kappa}_4^{-2} = \left( 2\pi \sqrt{\alpha'} \right)^6 \kappa_1^{-2} = (\pi \alpha')^{-1}. \]

It is the metric of the variables \( t_i \) that one has direct access to via string scattering amplitudes.\(^8\) However, in order to make the Kähler structure of the resulting metric manifest (i.e. the fact that the sigma model metric can be expressed as the second derivative of a Kähler potential), one has to use different variables. The need for changing from the string theory field variables to supergravity field variables in order to put the Lagrangian into the standard supergravity form was first discussed in the context of the heterotic string, cf. \([43, 44]\). In our case, the kinetic terms of the tree-level action become manifestly Kähler when using the coordinates
\[ T^{(0)}_i = c_i^{(0)} + i\tau_i^{(0)}, \]
where the \( \tau_i^{(0)} \) are defined via \([29]\)
\[ \tau_0^{(0)} = e^{-t_0} \sqrt{t_1 t_2 t_3}, \quad \tau_1^{(0)} = e^{-t_0} \sqrt{\frac{t_1}{t_2 t_3}}, \quad \tau_2^{(0)} = e^{-t_0} \sqrt{\frac{t_2}{t_1 t_3}}, \quad \tau_3^{(0)} = e^{-t_0} \sqrt{\frac{t_3}{t_1 t_2}}. \]

\(^8\)The most direct and simplest way to calculate the 1-loop corrections \( \bar{G}^{(1)} \) and \( \delta E \) in (2.8) would be via 2-point functions, using a procedure to relax momentum conservation which was introduced in \([38]\). It is based on the fact that momentum conservation has a very different origin in string theory than on-shellness. Whereas the latter is required for consistency by BRST symmetry, the former only arises after integrating over the zero modes of the string coordinates and one could postpone this integration until the very end of the calculation. For type II orientifolds the procedure of \([38]\) was used to calculate the 1-loop contributions to the Einstein-Hilbert term in \([3, 32, 39 - 41]\) and to scalar metrics in \([19, 28, 42]\). If one does not want to rely on relaxing momentum conservation, one would have to calculate a 4-point function of two scalars and two gravitons in order to read off the 1-loop correction to the scalar metric. Such a string 4-point function would also include wave function renormalization diagrams of the external legs and, thus, according to \([37]\) it would actually directly calculate the 1-loop correction to the metric in Einstein frame, i.e. (2.11).
This can be inverted to give
\[ e^{2t_0} = \frac{1}{\sqrt{\tau_0^{(0)} \tau_1^{(0)} \tau_2^{(0)} \tau_3^{(0)}}}, \]
\[ t_i = \tau_i^{(0)} \sqrt{\frac{\tau_0^{(0)}}{\tau_1^{(0)} \tau_2^{(0)} \tau_3^{(0)}}}, \quad i \in \{1, 2, 3\}. \] (2.18) (2.19)

The fields (2.16) are the dilaton and the (diagonal, untwisted) Kähler moduli of the tree-level supergravity action.

As shown in appendix A, the metric for the variables \( t_i \) can be expressed through the \( \tau_i^{(0)} \) via
\[ \sum_{i,j=0}^{3} \left[ G_{ti,tj}^{(0)} + G_{ti,tj}^{(1)} \right] \partial \mu t_i \partial \mu t_j = \sum_{i,j=0}^{3} \left( G_{\tau_i^{(0)}, \tau_j^{(0)}}^{(0)} + G_{\tau_i^{(0)}, \tau_j^{(0)}}^{(1)} \right) \partial \mu \tau_i^{(0)} \partial \mu \tau_j^{(0)} \] (2.20)

with
\[ G_{\tau_i^{(0)}, \tau_j^{(0)}}^{(0)}(\tau^{(0)}) = \frac{\delta_{ij}}{4(\tau_i^{(0)})^2}, \] (2.21)
\[ G_{\tau_i^{(0)}, \tau_j^{(0)}}^{(1)}(\tau^{(0)}) = \frac{Y_{ij}^{(1)}}{\tau_i^{(0)} \tau_j^{(0)}} = \frac{(A^T X^{(1)} A)_{ij}}{\tau_i^{(0)} \tau_j^{(0)}}, \] (2.22)

where the matrices \( A \) and \( X^{(1)} \) are given by
\[ A = \frac{1}{2} \begin{pmatrix} -1 & -1 & -1 & -1 \\ 1 & 1 & -1 & -1 \\ 1 & -1 & 1 & -1 \\ 1 & -1 & -1 & 1 \end{pmatrix} \] (2.23)

and
\[ X^{(1)} = \begin{pmatrix} \frac{t_0 G_{00}^{(1)}}{2} & \frac{t_1 G_{10}^{(1)}}{2} & \frac{t_2 G_{20}^{(1)}}{2} & \frac{t_3 G_{30}^{(1)}}{2} \\ \frac{t_0 G_{01}^{(1)}}{2} & \frac{t_1 G_{11}^{(1)}}{2} & \frac{t_2 G_{21}^{(1)}}{2} & \frac{t_3 G_{31}^{(1)}}{2} \\ \frac{t_0 G_{02}^{(1)}}{2} & \frac{t_1 G_{12}^{(1)}}{2} & \frac{t_2 G_{22}^{(1)}}{2} & \frac{t_3 G_{32}^{(1)}}{2} \\ \frac{t_0 G_{03}^{(1)}}{2} & \frac{t_1 G_{13}^{(1)}}{2} & \frac{t_2 G_{23}^{(1)}}{2} & \frac{t_3 G_{33}^{(1)}}{2} \end{pmatrix}. \] (2.24)

Let us also mention here that at tree-level one has [3]
\[ G_{\tau_i^{(0)}, \tau_j^{(0)}}^{(0)}(\tau^{(0)}) = \frac{\delta_{ij}}{4(\tau_i^{(0)})^2}. \] (2.25)

The explicit form of \( Y^{(1)} \) can be found in (A.9)–(A.18) of appendix A. As an example of how the metric in \( \tau \)-variables looks like, let us take a closer look at \( G_{\tau_3^{(0)}, \tau_3^{(0)}}^{(1)} \), for instance.
It is given by

\[
G^{(1)}_{\tau_3^{(0)}\tau_3^{(0)}}(\tau^{(0)}) = \frac{1}{(\tau^{(0)})^2} \left( \frac{A^T X^{(1)} A}{(\tau_3^{(0)})^2} \right)
\]

\[
= \frac{1}{4(\tau_3^{(0)})^2} \left[ \frac{G^{(1)}_{\tau_3^{(0)}}}{4} + t_1 G_{t_0 t_1}^{(1)} + t_2 G_{t_0 t_2}^{(1)} - t_3 G_{t_0 t_3}^{(1)} + t_2^2 G_{t_1 t_1}^{(1)} + t_2^3 G_{t_2 t_2}^{(1)} + 2 t_1 t_2 G_{t_1 t_2}^{(1)} - 2 t_1 t_3 G_{t_1 t_3}^{(1)} - 2 t_2 t_3 G_{t_2 t_3}^{(1)} \right]
\]

\[
= e^{2\Phi_4} \frac{1}{4(\tau_3^{(0)})^2} \left[ t_1 G_{t_0 t_1}^{(1)} + t_2 G_{t_0 t_2}^{(1)} - t_3 G_{t_0 t_3}^{(1)} + \sum_{i=1}^{3} (t_i G_{i,i}^{(1)}) \right. \\
\left. + 2 \left( t_1 t_2 G_{t_1 t_2}^{(1)} - t_1 t_3 G_{t_1 t_3}^{(1)} - t_2 t_3 G_{t_2 t_3}^{(1)} \right) - \delta E \right].
\]

Equation (2.28) expresses the metric component \(G^{(1)}_{\tau_3^{(0)}\tau_3^{(0)}}\) in terms of the metric components \(\tau^{(1)}_{i,j}\) and the correction to the Einstein-Hilbert term \(\delta E\), all of which are directly calculable using string 2-point functions, cf. footnote 8.

Some comments are in order here. In [19, 28] a different strategy for calculating the 1-loop corrections to the moduli metric was followed. To understand this, we first observe that the tree-level fields \(\tau_{i}^{(0)}\) can also be expressed through the 10-dimensional dilaton \(\Phi_{10}\). Using \(e^{\Phi_{10}} = e^{\Phi_{10}} \sqrt{t_1 t_2 t_3}\) one easily verifies that (2.17) can be written as

\[
\tau_{0}^{(0)} = e^{-\Phi_{10}} t_1 t_2 t_3, \quad \tau_{1}^{(0)} = e^{-\Phi_{10}} t_1, \quad \tau_{2}^{(0)} = e^{-\Phi_{10}} t_2, \quad \tau_{3}^{(0)} = e^{-\Phi_{10}} t_3.
\]

In [19, 28] the value for \(\Phi_{10}\) was fixed. In that case the vertex operator for \(\tau_{i}^{(0)}\) is the same as the one for \(t_{i}\), up to a constant rescaling by \(e^{-\Phi_{10}}\). It is these vertex operators for \(\tau_{i}^{(0)}\) that were used in [19, 28] to calculate the metric for the \(\tau_{i}^{(0)}\). For the example of \(G^{(1)}_{\tau_3^{(0)}\tau_3^{(0)}}\) (given in (2.26)-(2.28)), effectively this amounts to calculating \(\tau^{(1)}_{i,j}\) instead.

However, note that all the terms in the square bracket receive the same moduli dependence from a given orbifold sector and a given worldsheet topology (i.e. annulus \(A\), Möbius \(M\), Klein bottle \(K\) or torus \(T\)). Thus, the procedure of [19, 28] allows one to calculate the right moduli dependence for the metric of the \(\tau^{(0)}\) but one cannot calculate the correct coefficients in this way. In [19] the coefficients were left undetermined and only in the \(\mathcal{N} = 2\) case of a \(T^2 \times K3\)-compactification (cf. appendix E below) the explicit coefficient of the Kähler potential could be obtained indirectly using the higher amount of supersymmetry (cf. appendix D in [19]).

Moreover, note that we are always using the language of type IIB orientifolds with D9/D5-branes. However, our final results for the 1-loop field redefinitions and the cor-

---

\(^9\)This will become clear in sections 4.1 and 4.2, cf. (4.5) and (4.27) together with the notation of (4.25).
rection to the Kähler potential should also be valid for type IIB orientifolds with D3/D7-branes, using $\tau_0^{(0)} = e^{-\Phi_{10}}$ and $\tau_i^{(0)} = e^{-\Phi_{10} \frac{h_{10i}}{t_i}}$ instead of (2.29).

3 Field redefinition and Kähler potential at 1-loop level: general framework

In this section we would like to discuss the general strategy to obtain the 1-loop field redefinition and the 1-loop correction to the Kähler potential, once the corrections to the moduli metric and the Einstein-Hilbert term have been calculated, cf. (2.8). As mentioned before, at tree-level the moduli metric is Kähler with the Kähler coordinates (2.16) and Kähler potential

$$K^{(0)}(T^{(0)}, \bar{T}^{(0)}) = -\sum_{i=0}^{3} \ln \left( T_i^{(0)} - \bar{T}_i^{(0)} \right).$$

(3.1)

In principle one could now proceed to calculate the 1-loop corrections to the moduli metric using the well known vertex operators for $t_i$ and $c_i^{(0)}$ and express these (after a Weyl-rescaling to the Einstein frame, cf. (2.10)) in terms of $c_i^{(0)}$ and $\tau_i^{(0)}$, using (2.18) and (2.19), cf. (2.20). The result for the kinetic terms would then look like

$$\mathcal{L}_{\text{kin}} \sim -\sum_{i,j=0}^{3} \left( G_{c_i^{(0)}c_j^{(0)}}(\tau^{(0)}) \partial_{\mu} c_i^{(0)} \partial^\mu c_j^{(0)} + G_{\tau_i^{(0)}\tau_j^{(0)}}(\tau^{(0)}) \partial_{\mu} \tau_i^{(0)} \partial^\mu \tau_j^{(0)} \right) + \ldots ,$$

(3.2)

where $G = G^{(0)} + G^{(1)}$. The metric components have to be independent of $c^{(0)}$ due to its perturbative shift symmetry. Moreover, (parity even) amplitudes with a single RR-vertex operator vanish and, thus, there is no mixed term of the form $G_{c_i^{(0)}\tau_j^{(0)}}$. In general, the moduli metric in (3.2) will not be Kähler anymore for the coordinates (2.16) and, in that case, one can not directly read off the corrections to the Kähler potential from the metric. Rather, one has to find 1-loop corrected variables

$$T_j = c_j + i\tau_j = c_j^{(0)} + c_j^{(1)}(c^{(0)}, \tau^{(0)}) + i \left( \tau_j^{(0)} + \tau_j^{(1)}(c^{(0)}, \tau^{(0)}) \right),$$

(3.3)

which are not holomorphically related to (2.16) and for which the metric in (3.2) becomes Kähler, i.e.

$$\mathcal{L}_{\text{kin}} \sim -\sum_{i,j=0}^{3} \frac{\partial^2 K}{\partial T_i \partial \bar{T}_j} \partial_{\mu} T_i \partial^\mu \bar{T}_j + \ldots ,$$

(3.4)

10 This strategy and the results for the $\mathbb{Z}_6'$ orientifold of section 5 below were partly already summarized in [45].

11 Note that for $c_0^{(0)}$ one would first have to calculate the kinetic term and a possible Chern-Simons term for $C_{\mu\nu}$ and then dualize. Alternatively, one may be able to use the vertex operator for the RR 6-form $C_6$ with only internal indices.

12 We do not consider any non-perturbative corrections, neither on the world-sheet nor in space-time, which might break this shift symmetry to a discrete subgroup.
where the Kähler potential $K$ includes a 1-loop correction $K^{(1)}$, i.e.

$$K(T, \bar{T}) = K^{(0)}(T, \bar{T}) + K^{(1)}(T, \bar{T}).$$

(3.5)

Note that $K^{(0)}(T, \bar{T})$ in (3.5) takes the same form as in (3.1), but with $T_i^{(0)}$ replaced by the corrected variables $T_i$. A priori, the 1-loop corrections to $c_j^{(0)}$ and $\tau_j^{(0)}$ might depend on both the $c^{(0)}$s and the $\tau^{(0)}$s, but due to the shift symmetry of the $c^{(0)}$s one can actually restrict the ansatz for the field redefinition to

$$c_j = c_j^{(0)}, \quad \tau_j = \tau_j^{(0)} + \tau_j^{(1)}(\tau^{(0)}).$$

(3.6)

Let us go through the argument for this. It contains two steps. In a first step, we argue that one can choose Kähler coordinates such that the $c^{(1)}$s and $\tau^{(1)}$s do not depend on the $c^{(0)}$s so that the corrected $T_j$ still fulfill

$$T_j \xrightarrow{c_k^{(0)} \to c_k^{(0)} + a_k} T_j + a_j$$

(3.7)

like at tree-level. Assume we found some Kähler coordinates (3.3) which do not fulfill this. Then under infinitesimal shifts $c_k^{(0)} \to c_k^{(0)} + a_k$, which should correspond to symmetries of the Kähler manifold, these Kähler variables would transform according to

$$\delta T_j = a_j + \sum_k \left( \frac{\partial c_j^{(1)}}{\partial c_k^{(0)}} + i \frac{\partial \tau_j^{(1)}}{\partial c_k^{(0)}} \right) a_k \equiv a_j + \sum_k f_{jk}(T) a_k,$$

(3.8)

where in the last step we defined the functions $f_{jk}(T)$. These have to depend holomorphically on the Kähler variables $T$, given that symmetries of a Kähler manifold are described by holomorphic Killing vectors in order to preserve the complex structure (cf. section 13.4 in [46], for instance). Note that the functions $f_{jk}$ are suppressed by a factor $g_s^2$, as they arise at 1-loop level. One could now define new variables

$$T'_j = T_j - \sum_k \int T_k f_{jk}(\bar{T}) = c_j^{(0)} + (c_j^{(1)}) + i \left( \tau_j^{(0)} + (\tau_j^{(1)}) \right),$$

(3.9)

which are also valid Kähler coordinates, as the coordinate change is holomorphic. However, the new coordinates transform under infinitesimal shifts $c_k^{(0)} \to c_k^{(0)} + a_k$ according to

$$\delta T'_j = \delta T_j - \sum_k f_{jk}(T) \delta T_k = a_j + O(g_s^4),$$

(3.10)

i.e. $(c')^{(1)}$s and $(\tau')^{(1)}$s do not depend on the $c^{(0)}$s. Thus, we can now focus on field redefinitions of the form

$$T_j = c_j + i \tau_j = c_j^{(0)} + c_j^{(1)}(\tau^{(0)}) + i \left( \tau_j^{(0)} + \tau_j^{(1)}(\tau^{(0)}) \right),$$

(3.11)

for which (3.7) is still satisfied.
In a second step we show that the $c^{(1)}$s can actually be set to zero. Due to the symmetry of the theory under shifts (3.7), the Kähler potential can only depend on the imaginary parts of the $T$s, i.e.

$$K(T, \bar{T}) = K(\tau).$$ \hfill (3.12)

This implies

$$\frac{\partial^2 K}{\partial T_i \partial T_j} \partial_{\tau_i} T_i \partial_{\mu} T_j = \frac{1}{4} \frac{\partial^2 K}{\partial \tau_i \partial \tau_j} \left( \partial_{\mu} c_ic_j + \partial_{\mu} \tau_i \partial_{\mu} \tau_j \right)$$ \hfill (3.13)

or in other words

$$G_{c_i \tau_j} = 0,$$ \hfill (3.14)

$$G_{\tau_i \tau_j} = \frac{1}{4} \frac{\partial^2 K}{\partial \tau_i \partial \tau_j} = G_{c_i c_j}.$$ \hfill (3.15)

On the other hand, expressing the Lagrangian (3.2) in terms of the new variables by substituting $c_i^{(0)} = c_i - c_i^{(1)}(\tau^{(0)})$ and $\tau_i^{(0)} = \tau_i - \tau_i^{(1)}(\tau^{(0)})$ into (3.2), we obtain

$$L_{\text{kin}} \sim - \sum \left( G_{c_i, c_j} \partial_{\mu} c_i \partial_{\mu} c_j + 2G_{c_i, \tau_j} \partial_{\mu} c_j \partial_{\mu} \tau_j + G_{\tau_i, \tau_j} \partial_{\mu} \tau_i \partial_{\mu} \tau_j \right),$$ \hfill (3.16)

where

$$G_{c_i \tau_j} = - \sum_k \left[ G_{c_i, c_k}^{(0)}(\tau_i) \partial_{\tau_j} \left( c_k^{(1)}(\tau) \right) \right] = - \frac{\partial_{\tau_j} \left( c_k^{(1)}(\tau) \right)}{4 \tau_i^2},$$ \hfill (3.17)

$$G_{\tau_i \tau_j} = G_{\tau_i, \tau_j}^{(0)}(\tau) - \sum_k \tau_k^{(1)} \frac{\partial}{\partial \tau_k} \left( G_{\tau_i, \tau_j}^{(0)}(\tau) \right) - \sum_k \left[ \frac{\partial G_{\tau_i, \tau_j}^{(0)}(\tau)}{\partial \tau_k} \partial_{\tau_j} \left( \tau_k^{(1)}(\tau) \right) \right] + (i \leftrightarrow j)$$

$$= \frac{\delta_{ij}}{4 \tau_i^2} + G_{\tau_i, \tau_j}^{(1)}(\tau) + \frac{\tau_i^{(1)}}{2 \tau_i^2} \delta_{ij} - \frac{1}{4} \left[ \frac{\partial_{\tau_j} \left( \tau_k^{(1)}(\tau) \right)}{\tau_k^2} + \frac{\partial_{\tau_i} \left( \tau_j^{(1)}(\tau) \right)}{\tau_j^2} \right],$$ \hfill (3.18)

$$G_{c_i, c_j} = G_{c_i, c_j}^{(0)}(\tau) - \sum_k \tau_k^{(1)} \frac{\partial}{\partial \tau_k} \left( G_{c_i, c_j}^{(0)}(\tau) \right) = \frac{\delta_{ij}}{4 \tau_i^2} + G_{c_i, c_j}^{(1)}(\tau) + \frac{\tau_i^{(1)}}{2 \tau_i^2} \delta_{ij}. \hfill (3.19)$$

Comparing (3.17) with (3.14) we see that the $c^{(1)}$s can also not depend on the $\tau$s and, thus, can be chosen to vanish (a constant shift amounts to a holomorphic field redefinition). This completes the proof that we can restrict the field redefinitions to the form (3.6).

We can now use (3.15), (3.18) and (3.19) in order to derive conditions on the 1-loop corrections to the field variables and the Kähler potential, $\tau^{(1)}$ and $K^{(1)}$. Concretely, the equations for the $\tau^{(1)}$s are

$$\frac{\partial_{\tau_j} \left( \tau_i^{(1)}(\tau) \right)}{2 \tau_i^3} = \partial_{\tau_k} \left( G_{c_k, c_j}^{(1)}(\tau) \right) - \partial_{\tau_j} \left( G_{c_k, c_k}^{(1)}(\tau) \right) \quad \text{for} \quad i \neq j,$$ \hfill (3.20)

$$\frac{\partial_{\tau_i} \left( \tau_i^{(1)}(\tau) \right)}{2 \tau_i^3} = G_{c_i, c_i}^{(1)}(\tau) - G_{c_i, c_i}^{(1)}(\tau)$$ \hfill (3.21)

\footnote{Note that in $G^{(1)}$ and in terms involving $c^{(1)}$ or $\tau^{(1)}$ we can interchange $\tau^{(0)}$ and $\tau$ to 1-loop order. The same holds true for the 1-loop correction to the Kähler potential $K^{(1)}$.}
and the equation for $K^{(1)}$ is
\begin{equation}
\frac{1}{4} \frac{\partial^2 K^{(1)}(\tau)}{\partial \tau_i \partial \tau_j} = G^{(1)}_{c_i^{(0)} c_j^{(0)}}(\tau) + \frac{\tau_i^{(1)}}{2\tau_i^3} \delta_{ij} \tag{3.22}
\end{equation}
or
\begin{equation}
\frac{1}{4} \frac{\partial^2 K^{(1)}(\tau)}{\partial \tau_i \partial \tau_j} = G^{(1)}_{c_i^{(0)} c_j^{(0)}}(\tau) \quad \text{for } i \neq j, \tag{3.23}
\end{equation}
\begin{equation}
\frac{1}{4} \frac{\partial^2 K^{(1)}(\tau)}{\partial \tau_i \partial \tau_i} = G^{(1)}_{c_i^{(0)} c_i^{(0)}}(\tau) + \frac{\tau_i^{(1)}}{2\tau_i^3}. \tag{3.24}
\end{equation}

Note that the right hand sides of (3.20) and (3.21), which source the field redefinitions, measure the “non-Kählerness” of the 1-loop metric, expressed in terms of $\tau_i^{(0)}$ and $c_i^{(0)}$.

Eq. (3.22) follows directly from (3.15) and (3.19) and eq. (3.21) is a consequence of $G_{c_i c_j} = G_{\tau_i \tau_j}$ and (3.18) and (3.19) which imply
\begin{equation}
\frac{1}{4} \left[ \frac{\partial \tau_i}{\tau_i^2} \left( \tau_i^{(1)} \right) + \frac{\partial \tau_j}{\tau_j^2} \left( \tau_j^{(1)} \right) \right] = G^{(1)}_{c_i^{(0)} c_j^{(0)}}(\tau) - G^{(1)}_{c_i^{(0)} c_j^{(0)}}(\tau). \tag{3.25}
\end{equation}

Eq. (3.21) follows when choosing $i = j$. Finally, eq. (3.20) follows easily from (3.22) and the identity
\begin{equation}
\frac{\partial}{\partial \tau_j} \left( \frac{\partial^2 K^{(1)}(\tau)}{\partial \tau_i \partial \tau_i} \right) = \frac{\partial}{\partial \tau_i} \left( \frac{\partial^2 K^{(1)}(\tau)}{\partial \tau_i \partial \tau_j} \right). \tag{3.26}
\end{equation}

To sum up, equations (3.20) and (3.21) should be solved to find the field redefinitions $\tau_i^{(1)}(\tau)$ and the 1-loop Kähler potential $K^{(1)}$ is then obtained by integrating (3.22) once the $\tau_i^{(1)}(\tau)$ are known. One comment is in order here. Naively, it appears as if one needs to determine the correction to the metric of the axions in order to obtain the field redefinitions and the 1-loop correction to the Kähler potential. A knowledge of the 1-loop correction to the metric of the $\tau_i^{(0)}$ alone seems not sufficient. However, we will discuss in a moment that the metric components are not all independent but rather have to obey some consistency conditions. Using a particular ansatz for the form of the 1-loop corrections to the moduli metric, we will see in section 4.1 and 4.2 that knowledge of the 1-loop correction to the metric of the $\tau_i^{(0)}$ is actually sufficient.

In order for the solutions of the above equations (3.20)–(3.22) to exist, there are consistency conditions on the loop corrections $G^{(1)}$. Concretely, we find the following independent conditions:
\begin{equation}
\tau_i \left[ \partial \tau_i G^{(1)}_{c_i^{(0)} c_j^{(0)}}(\tau) - \partial \tau_j G^{(1)}_{c_i^{(0)} c_j^{(0)}}(\tau) \right] + (i \leftrightarrow j) = 2 \left[ G^{(1)}_{c_i^{(0)} c_j^{(0)}}(\tau) - G^{(1)}_{c_i^{(0)} c_j^{(0)}}(\tau) \right] (i \neq j), \tag{3.27}
\end{equation}
\begin{equation}
\partial \tau_k G^{(1)}_{c_i^{(0)} c_j^{(0)} c_k}(\tau) = \partial \tau_i G^{(1)}_{c_i^{(0)} c_j^{(0)}}(\tau) = \partial \tau_i G^{(1)}_{c_k^{(0)} c_i^{(0)}}(\tau) \quad (i \neq j \neq k), \tag{3.28}
\end{equation}
\begin{equation}
\tau_i^2 \frac{\partial}{\partial \tau_j} \left[ G^{(1)}_{c_i^{(0)} c_j^{(0)}}(\tau) - G^{(1)}_{c_i^{(0)} c_j^{(0)}}(\tau) \right] = \frac{\partial}{\partial \tau_i} \left[ \tau_i^3 \left( \partial \tau_i G^{(1)}_{c_i^{(0)} c_i^{(0)}}(\tau) - \partial \tau_i G^{(1)}_{c_i^{(0)} c_j^{(0)}}(\tau) \right) \right] (i \neq j). \tag{3.29}
\end{equation}
Eq. (3.27) follows from (3.20) (plus the one with \((i \leftrightarrow j)\)) and (3.25), eq. (3.28) can be inferred from (3.22) with \(i \neq j\) and from the invariance of \(\frac{\partial^3(K^{(1)}(\tau))}{\partial \tau_i \partial \tau_j \partial \tau_k}\) under permutation of the derivatives, and eq. (3.29) arises from (3.20)–(3.21) with properly taken derivatives and using \(\partial_{\tau_i} \partial_{\tau_j} \left( \tau_i^{(1)} \right) = \partial_{\tau_j} \partial_{\tau_i} \left( \tau_j^{(1)} \right)\). The 1-loop metric corrections \(G^{(1)}\) must satisfy the consistency conditions (3.27)–(3.29) otherwise one cannot express the metric via a Kähler potential with appropriate Kähler coordinates at 1-loop order.

4 Concrete computations

In order to proceed further, we now have to make an ansatz for the field dependence of the 1-loop corrected moduli metric. We will do so in the following sections, separately for the contributions of the \(\mathcal{N} = 1\) and \(\mathcal{N} = 2\) sectors (\(\mathcal{N} = 4\) sectors do not contribute due to the high supersymmetry). The final results for the field redefinitions and 1-loop correction to the Kähler potential will then be the sum of the contributions from the \(\mathcal{N} = 1\) and \(\mathcal{N} = 2\) sectors, i.e.

\[
\tau_i^{(1)} = \tau_i^{(1)} \bigg|_{\mathcal{N}=1} + \tau_i^{(1)} \bigg|_{\mathcal{N}=2} \tag{4.1}
\]

and

\[
K^{(1)} = K^{(1)}_{\mathcal{N}=1} + K^{(1)}_{\mathcal{N}=2} \tag{4.2}
\]

4.1 \(\mathcal{N} = 1\) sectors

\(\mathcal{N} = 1\) sectors are all that one needs for odd \(N\) orientifold models, while even \(N\) orientifold models also contain \(\mathcal{N} = 2\) sectors in addition to \(\mathcal{N} = 1\) sectors. Those will be discussed in the next section.

In \(\mathcal{N} = 1\) sectors, the moduli dependence of 1-loop corrections to the metric (in Einstein frame) is simple and given by

\[
G^{(1)}_{\tau_i^{(0)} \tau_j^{(0)}}(\tau^{(0)}) = \alpha_{ij} \frac{e^{2\Phi}}{\tau_i^{(0)} \tau_j^{(0)}} = \frac{\alpha_{ij}}{\tau_i^{(0)} \tau_j^{(0)} \sqrt{\tau_0^{(0)} \tau_1^{(0)} \tau_2^{(0)} \tau_3^{(0)}}}, \tag{4.3}
\]

\[
G^{(1)}_{\tau_i^{(0)} \tau_j^{(0)}}(\tau^{(0)}) = \beta_{ij} \frac{e^{2\Phi}}{\tau_i^{(0)} \tau_j^{(0)}} = \frac{\beta_{ij}}{\tau_i^{(0)} \tau_j^{(0)} \sqrt{\tau_0^{(0)} \tau_1^{(0)} \tau_2^{(0)} \tau_3^{(0)}}}, \tag{4.4}
\]

where we used \(e^{2\Phi} = e^{2\tau_0} = (\tau_0^{(0)} \tau_1^{(0)} \tau_2^{(0)} \tau_3^{(0)})^{-1/2}\) (see (2.18)). Here \(\alpha_{ij}\) and \(\beta_{ij}\) (obviously symmetric under exchange of the indices) are moduli-independent constants, which can be fixed by calculating 1-loop amplitudes for a specific orientifold model (hence these constants are model dependent), cf. [28] for an example.

The moduli dependence of (4.3) and (4.4) can be easily understood. It comes entirely through the loop counting factor involving the dilaton and through the normalization factors of the vertex operators (which is the same as at tree-level). Let us first consider (4.3) in order to discuss the \(\tau^{(0)}\)-dependence a bit more in detail. In string theory one would naturally use the vertex operators for the \(t_i\) (with \(i \in \{0, 1, 2, 3\}\)) and the graviton in order
to calculate $G_{t_it_j}^{(1)}$ and $\delta E$, cf. (2.8). For the $\mathcal{N} = 1$ sector contributions to these quantities, the scaling with the volume moduli $t_i$ (for $i \in \{1, 2, 3\}$) arises solely from the normalization of the vertex operators. The vertex operators of the graviton and of the 4-dimensional dilaton $t_0$ are independent of any volume moduli, cf. (2.4), whereas the vertex operators for the $t_i$ (with $i \in \{1, 2, 3\}$) are proportional to $t_i^{-1}$, cf. equation (3.30) in [35] (note that their Im$T$ corresponds to our $t_i$). Thus, we infer the scaling

$$\delta E = \text{const.}, \quad G_{t_it_j}^{(1)} \sim \frac{1}{t_it_j}, \quad G_{t_0t_i}^{(1)} \sim \frac{1}{t_i}, \quad G_{t_0t_0}^{(1)} = \text{const.}, \quad i, j \in \{1, 2, 3\}. \quad (4.5)$$

From this scaling behavior, the $\tau^{(0)}$-dependence of (4.3) can be inferred by using (2.11) and changing the coordinates from $t$ to $\tau$, cf. (2.22)–(2.24). In (4.4) the factor $(\tau_i^{(0)} \tau_j^{(0)})^{-1}$ arises due to the normalization of the vertex operators for $c_i^{(0)}$. This normalization is fixed by supersymmetry and has to be chosen such that it reproduces the tree-level metric (2.25). Namely, given that the metric (2.25) could be calculated by a sphere amplitude of two axions and a graviton, we see that the vertex operators for $c_i^{(0)}$ have to contain a factor of $(\tau_i^{(0)})^{-1}$. We now substitute (4.3)–(4.4) (with the replacement $\tau_i^{(0)} \rightarrow \tau_i$ in the arguments, which is allowed to 1-loop order) into the equations given in the previous section to find the field redefinitions $\tau_i^{(1)}$ and Kähler potential $K^{(1)}$. Moreover, using the consistency conditions (3.27)–(3.29), we note that the $\alpha$s and the $\beta$s are not independent.

First, condition (3.28) gives

$$\beta_{ij} = \beta_{jk} = \beta_{ik} \equiv \beta \quad \text{for} \quad i \neq j \neq k. \quad (4.6)$$

Using this, conditions (3.29) and (3.27) give

$$\alpha_{ii} = \frac{1}{2}(\beta_{ii} + 3\beta) \quad (4.7)$$

and

$$\alpha_{ij} = \frac{1}{4}(\beta_{ii} + \beta_{jj}) - \frac{\beta}{2} \quad \text{for} \quad i \neq j, \quad (4.8)$$

respectively. The above non-trivial three conditions must be fulfilled in order for Kähler coordinates to exist. Relations (4.7)–(4.8) can be inverted to give

$$\beta = \frac{1}{4}(\alpha_{ii} + \alpha_{jj} - 2\alpha_{ij}), \quad (4.9)$$

$$\beta_{ii} = \frac{1}{4}(5\alpha_{ii} - 3\alpha_{jj} + 6\alpha_{ij}) \quad (4.10)$$

with $j \neq i$. Since (4.9) holds for any $i \neq j$, it implies

$$\alpha_{11} + \alpha_{22} - 2\alpha_{12} = \alpha_{11} + \alpha_{33} - 2\alpha_{13} = \alpha_{00} + \alpha_{11} - 2\alpha_{01} =$$

$$= \alpha_{00} + \alpha_{22} - 2\alpha_{02} = \alpha_{00} + \alpha_{33} - 2\alpha_{03} = \alpha_{22} + \alpha_{33} - 2\alpha_{23}. \quad (4.11)$$

Note that (4.6)–(4.10) lead to non-trivial predictions of relations among the $\mathcal{N} = 1$ sector contributions to NSNS and RR 1-loop 2-point amplitudes. As anticipated in the last
section, (4.9) and (4.10) show that indeed the consistency conditions are strong enough to fix the 1-loop corrections to the metric of the axions in terms of the corresponding 1-loop corrections to the metric of the $\tau_i^{(0)}$, at least for $N = 1$ sectors (we will see a similar result for the $N = 2$ sectors in the next section).

Now, using (4.3)–(4.4), we can find the 1-loop field redefinitions $\tau_i^{(1)}$ and the correction to the Kähler metric/potential from (3.20)–(3.21) and (3.23)–(3.24), respectively. We obtain

$$\left. \tau_i^{(1)} \right|_{N=1} = \frac{4(\alpha_{ii} - \beta_{ii}) \tau_i}{\sqrt{\tau_1 \tau_2 \tau_3}} = 4(\alpha_{ii} - \beta_{ii}) \tau_i e^{2t_0} = (-\alpha_{ii} + 3\alpha_{jj} - 6\alpha_{ij}) \tau_i e^{2t_0} \quad (j \neq i),$$

where in the second equality we used (2.18) (interchanging $\tau$ with $\tau^{(0)}$, cf. footnote 13) and in the last equality we used (4.10). The Kähler metric (3.23)–(3.24) reads

$$\partial^2 K^{(1)}(\tau) = \frac{4\beta}{\tau_i \tau_j \sqrt{\tau_1 \tau_2 \tau_3}} \quad \text{if } i \neq j,$$

In the last equality we used (4.7). One can check that the above expressions fulfill integrability conditions, so that we can integrate them to obtain the 1-loop correction to the Kähler potential from $N = 1$ sectors as

$$K_N^{(1)} = \frac{16\beta}{\sqrt{\tau_1 \tau_2 \tau_3}} = \frac{4(\alpha_{ii} + \alpha_{jj} - 2\alpha_{ij})}{\sqrt{\tau_1 \tau_2 \tau_3}} \quad (j \neq i),$$

where we used (4.9) in the last equality. It is easy to see that the Kähler potential above reproduces the metric in (4.13) and (4.14). Note that it is possible to express both $\tau_i^{(1)}$ and $K_N^{(1)}$ entirely in terms of $\alpha$s (i.e. $G_{\tau_i^{(0)} \tau_j^{(0)}}$) using (4.9)–(4.10), without invoking $\beta$s (i.e. $G_{\tau_i^{(0)} \tau_j^{(0)}}$).

We would now like to express the results (4.12) and (4.15) in terms of the quantities that one actually calculates with string amplitudes, i.e. $\delta E$ and the components of $\overline{G}^{(1)}$, cf. (2.8). To this end, let us first investigate what (4.11) entails. From (2.22) and (4.3), we have

$$\alpha_{ij} = e^{-2t_0} Y_{ij}^{(1)} = e^{-2t_0} \left( A^T X(1) A \right)_{ij}.$$  

Here $X^{(1)}$ and $A$ are given by (2.24) and (2.23), respectively, while $Y_{ij}^{(1)}$ is given by (A.9)–(A.18). Inserting (A.9)–(A.18) into (4.16), constraints (4.11) can be solved (using (A.19)–(A.24)) to give

$$t_1^2 G_{t_1 t_1} = t_2^2 G_{t_2 t_2} = t_3^2 G_{t_3 t_3}, \quad G_{t_1 t_2} = G_{t_1 t_3} = G_{t_2 t_3}^{(1)} = 0,$$

which implies (from (2.11))

$$t_1^2 \overline{G}_{t_1 t_1} = t_2^2 \overline{G}_{t_2 t_2} = t_3^2 \overline{G}_{t_3 t_3}, \quad \overline{G}_{t_1 t_2} = \overline{G}_{t_1 t_3} = \overline{G}_{t_2 t_3}^{(1)} = 0.$$
These imply non-trivial relations between 2-point amplitudes of volume moduli of different tori which have to hold for $\mathcal{N} = 1$ sectors. Then from (4.9), (4.16), (A.19)–(A.24) and (2.11) we have

$$\beta = \frac{e^{-2t_0}}{2} \frac{t_2 G^{(1)}_{t_1 t_1}}{2} = \frac{1}{8} \left( 4t_1^2 \mathcal{G}^{(1)}_{t_1 t_1} - \delta E \right) \bigg|_{\mathcal{N}=1}. \tag{4.19}$$

Here the subscript $\mathcal{N} = 1$ indicates that we are just looking at the contributions to $G^{(1)}_{t_1 t_1}$ and $\delta E$ arising from $\mathcal{N} = 1$ sectors. From (4.17) it is obvious that the apparent asymmetry between the three tori in (4.19) is an artifact of an arbitrary choice and one could have chosen $\mathcal{G}^{(1)}_{t_2 t_2}$ or $\mathcal{G}^{(1)}_{t_3 t_3}$ in order to express $\beta$. Note that the right hand side of (4.19) is actually constant in view of the scaling (4.5).

Plugging (4.19) into (4.15) we obtain for the contribution to the Kähler potential from $\mathcal{N} = 1$ sectors

$$K^{(1)}_{\mathcal{N}=1} = \frac{2}{\sqrt{\tau_0 \tau_1 \tau_2 \tau_3}} \left( 4t_1^2 \mathcal{G}^{(1)}_{t_1 t_1} - \delta E \right) \bigg|_{\mathcal{N}=1}$$

$$= 2 e^{2\Phi_4} \left( 4t_1^2 \mathcal{G}^{(1)}_{t_1 t_1} - \delta E \right) \bigg|_{\mathcal{N}=1}$$

$$= 8 t_1^2 G^{(1)}_{t_1 t_1} \bigg|_{\mathcal{N}=1}. \tag{4.20}$$

In the second and the last equality we used (2.11), respectively. Using (4.12) together with (4.16), (4.17) and (A.9)–(A.18), we obtain the field redefinitions as

$$\tau_0^{(1)} \bigg|_{\mathcal{N}=1} = e^{2\Phi_4} \left( \sum_{j=1}^{3} t_j^2 \mathcal{G}^{(1)}_{t_j t_j} + \sum_{j=1}^{3} t_j \mathcal{G}^{(1)}_{t_0 t_j} - \frac{1}{4} \mathcal{G}^{(1)}_{t_0 t_0} - \frac{1}{2} \delta E \right) \bigg|_{\mathcal{N}=1} \tau_0, \tag{4.21}$$

$$\tau_i^{(1)} \bigg|_{\mathcal{N}=1} = e^{2\Phi_4} \left( \sum_{j=1}^{3} t_j^2 \mathcal{G}^{(1)}_{t_j t_j} - \sum_{j=1}^{3} t_j \mathcal{G}^{(1)}_{t_0 t_j} + 2t_i \mathcal{G}^{(1)}_{t_i t_0} - \frac{1}{4} \mathcal{G}^{(1)}_{t_0 t_0} - \frac{1}{2} \delta E \right) \bigg|_{\mathcal{N}=1} \tau_i \ (i \neq 0). \tag{4.22}$$

Here we also used (2.11) in order to express the results in terms of the quantities directly calculable via string amplitudes. Note that the quantities in the brackets of (4.21) and (4.22) are moduli-independent constants for $\mathcal{N} = 1$ sectors, cf. (4.5).

### 4.2 $\mathcal{N} = 2$ sectors

#### 4.2.1 Ansatz for the moduli dependence

In the case of $\mathcal{N} = 2$ sectors, besides the normalization of the vertex operators and the loop (dilaton) factor, there are additional moduli dependences (in comparison with (4.3)–(4.4)),

\[\text{We emphasize that } K^{(1)} \text{ given in (4.20) is to be understood as a function of the corrected variables } \tau, \text{ even though the second and last line in (4.20) depend on } t_i \text{ which are related to the tree-level variables } \tau^{(0)} \text{ via (2.18)–(2.19), see footnote 13. The same will be the case for the } \mathcal{N} = 2 \text{ sectors, e.g. in (4.73).} \]
coming from Kaluza-Klein (KK) or winding states. We make the following ansatz for the moduli dependence of the $\mathcal{N} = 2$ sector contributions to the moduli metric:

$$G_{\tau_i \tau_j}^{(1)}(\tau^{(0)}) = \sum_{N = 2 \text{ sectors}} e^{2\Phi_4} \frac{\alpha_{ij}^{(m,l)}(U_l) t_m^l}{\tau_i^{(0)} \tau_j^{(0)}} = \sum_{N = 2 \text{ sectors}} \frac{\alpha_{ij}^{(m,l)}(U_l) t_m^l}{\tau_i^{(0)} \tau_j^{(0)} \sqrt{\tau_0^{(0)} \tau_1^{(0)} \tau_2^{(0)} \tau_3^{(0)}}}, \quad (4.23)$$

$$G_{c_i \tau_j}^{(1)}(\tau^{(0)}) = \sum_{N = 2 \text{ sectors}} e^{2\Phi_4} \frac{\beta_{ij}^{(m,l)}(U_l) t_m^l}{\tau_i^{(0)} \tau_j^{(0)}} = \sum_{N = 2 \text{ sectors}} \frac{\beta_{ij}^{(m,l)}(U_l) t_m^l}{\tau_i^{(0)} \tau_j^{(0)} \sqrt{\tau_0^{(0)} \tau_1^{(0)} \tau_2^{(0)} \tau_3^{(0)}}}. \quad (4.24)$$

Obviously $\alpha_{ij}$ and $\beta_{ij}$ are symmetric with respect to $i \leftrightarrow j$. Some remarks concerning the notation are in order. First, each $\mathcal{N} = 2$ sector gets contributions from momentum/winding states along a particular torus which is denoted by $l \in \{1, 2, 3\}$ in (4.23) and (4.24). In this way the dependence on the volume $t_l$ and the complex structure $U_l$ of the $l$th torus appears. The functions $\alpha_{ij}^{(m,l)}$ and $\beta_{ij}^{(m,l)}$ result from summing over infinite towers of such KK or winding states and are typically given by (sums of) Eisenstein series. Note that $t_l$ depends on $\tau_i^{(0)}$ via (2.19). Second, the index $m$ takes on the following values:

$$m = -1 \quad (\text{for closed string winding state exchange}),$$

$$m = 1 \quad (\text{for closed string KK state exchange}). \quad (4.25)$$

The $t$- and $\tau^{(0)}$-scaling in (4.23) can be motivated as follows. Like for the contribution from $\mathcal{N} = 1$ sectors, in string theory one would use the vertex operators for the $t_i$ (with $i \in \{0, 1, 2, 3\}$) and the graviton in order to calculate $G_{\tau_i \tau_j}^{(1)}$ and $\delta E$. The $\mathcal{N} = 2$ sector contributions to these quantities can be decomposed as

$$\delta E = \sum_{N = 2 \text{ sectors}} \delta E^{(m,l)}, \quad G_{\tau_i \tau_j}^{(1)} = \sum_{N = 2 \text{ sectors}} \overline{G}^{(1)(m,l)}_{\tau_i \tau_j}. \quad (4.26)$$

The $t$- and $\tau^{(0)}$-dependence of (4.23) is equivalent to the scaling

$$\delta E^{(m,l)} \sim t_l^m, \quad \overline{G}^{(1)(m,l)}_{\tau_i \tau_j} \sim \frac{t_l^m}{t_i^m}, \quad \overline{G}^{(1)(m,l)}_{\tau_i \tau_l} \sim \frac{t_l^m}{t_i^m}, \quad \overline{G}^{(1)(m,l)}_{\tau_l \tau_l} \sim t_l^m, \quad i, j \in \{1, 2, 3\}. \quad (4.27)$$

This equivalence could be inferred by interchanging the coordinates $\tau$ and $t$ (cf. (2.22)–(2.24)) and using (2.11). The denominators in (4.27) can again be understood from the normalization of the vertex operators, as for the $\mathcal{N} = 1$ sector contributions. Apart from these denominators, the only volume modulus that the quantities $\delta E$ and $\overline{G}^{(1)(m,l)}_{\tau_i \tau_j}$ (for $i \in \{0, 1, 2, 3\}$) can depend on is $t_l$, as this is the only volume modulus on which the KK and winding sums in the string amplitude depend on. Thus, our task is to motivate the scaling of $t_l$ in (4.27).
Figure 1. Only BPS states contribute in $\mathcal{N} = 2$ sectors. In the string theory picture on the left, $V_1$ and $V_2$ are the vertex operators of any of the moduli and $\Phi_1$ and $\Phi_2$ are the corresponding fields in the field theory picture on the right. Moreover, the crosses on the right hand side stand for the D-brane or O-plane backgrounds.

For $\delta E^{(m,l)}$ and $G^{(1)(m,l)}_{t_0 t_0}$ the $t_l$-scaling follows from the calculation in [41]. That paper only considered the 2-point function of gravitons, but concerning the scaling with the volume moduli the calculation for the dilaton would proceed completely analogously, given that the vertex operators only differ by the (volume independent) polarization tensors, cf. (2.4)–(2.6).

For $G^{(1)(m,l)}_{t_i t_j}$ with $i = j = l$ the scaling in (4.27) follows from the calculation in [19]. The scaling of $t_l$ is directly related to the power of the worldsheet parameter in the integrand of the string amplitude (the same holds true for the graviton and dilaton amplitudes). The reason for the fact that the worldsheet parameter only appears with a simple power (besides a simple exponential factor from the KK/winding sum) is that the corrections to the metric from $\mathcal{N} = 2$ sectors arise (in the closed string channel) due to the exchange of BPS states. The heavy string oscillators do not contribute and, thus, the integrand of the string amplitude does not contain any theta-functions after spin structure summation, cf. (2.64) in [19]. For the same reason we expect the integrand of the string amplitude (after spin structure summation) to be given by a simple power of the worldsheet parameter for the other cases as well (i.e. $i, j \neq l$). Our ansatz (4.23) then amounts to the assumption that this simple power is the same for all $i, j \in \{0, 1, 2, 3\}$.

Alternatively, from a field theory perspective the other cases differ from the case $i = j = l$ only by the 3-point vertices coupling the moduli to the massive BPS-states, cf. the right hand side of figure 1. Thus, our ansatz (4.23) amounts to the assumption that the vertices for the fields $t_i$ with $i \neq l$ have the same $t_l$-dependence as the vertex for $t_l$.\footnote{Two comments are in order here concerning this statement. In the field theory language we interpret the denominators in (4.27) (arising from the normalization of the vertex operators in the string theory calculation) as coming from the normalization of the fields and not from the interaction vertex. Moreover, note that some of the interaction vertices might actually be zero.}

We leave a verification of this assumption to future work and here content ourselves with the remark that this assumption will allow us to reproduce the complete structure of the Kähler potential, found in [19] for the $\mathbb{Z}_6$ orientifold using T-duality arguments, cf. section 5 below.

Now, assuming (4.23), the form of (4.24) then follows from the constraints (3.27) and (3.29). This is shown explicitly in appendix B.
Based on the above arguments, we have the following sector-decompositions for the 1-loop corrections to the metric components coming from $\mathcal{N} = 2$ sectors:

$$
G_{\tau_i^{(0)} \tau_j^{(0)}}^{(1)}(\tau) = \sum_{\mathcal{N} = 2 \text{ sectors}} G_{\tau_i^{(0)} \tau_j^{(0)}}^{(1)(m,l)}(\tau), \quad G_{c_i^{(0)} c_j^{(0)}}^{(1)}(\tau) = \sum_{\mathcal{N} = 2 \text{ sectors}} G_{c_i^{(0)} c_j^{(0)}}^{(1)(m,l)}(\tau) \quad (4.28)
$$

with

$$
G_{\tau_i^{(0)} \tau_j^{(0)}}^{(1)(m,l)}(\tau) = \frac{\alpha_{ij}^{(m,l)}(U_l) t_{i}^{m}}{\tau_i \tau_j \sqrt{\tau_0 \tau_1 \tau_2 \tau_3}} = \frac{\alpha_{ij}^{(m,l)}(U_l)}{\tau_i \tau_j (\tau_0 \tau_1 \tau_2 \tau_3)^{\frac{1+2m}{2}}}, \quad (4.29)
$$

$$
G_{c_i^{(0)} c_j^{(0)}}^{(1)(m,l)}(\tau) = \frac{\beta_{ij}^{(m,l)}(U_l) t_{i}^{m}}{\tau_i \tau_j \sqrt{\tau_0 \tau_1 \tau_2 \tau_3}} = \frac{\beta_{ij}^{(m,l)}(U_l)}{\tau_i \tau_j (\tau_0 \tau_1 \tau_2 \tau_3)^{\frac{1+2m}{2}}}, \quad (4.30)
$$

where we used (2.19). We make an analogous decomposition of the field redefinitions $\tau_i^{(1)}$ and the 1-loop corrections to the Kähler potential, i.e.

$$
\left. \tau_i^{(1)} \right|_{\mathcal{N}=2} = \sum_{\mathcal{N} = 2 \text{ sectors}} \tau_i^{(1)(m,l)}(\tau), \quad (4.31)
$$

$$
K^{(1)}_{\mathcal{N}=2}(\tau) = \sum_{\mathcal{N} = 2 \text{ sectors}} K^{(1)(m,l)}(\tau). \quad (4.32)
$$

Then the equations (3.20)–(3.21) and (3.23)–(3.24) hold for each $\mathcal{N} = 2$ sector (specified by $(m,l)$) separately.

In the following we would like to follow the strategy again that allowed us to express the field redefinitions and the correction to the Kähler potential from $\mathcal{N} = 1$ sectors. Thus, let us pause a moment to recap the steps we took there:

- Use the consistency conditions (3.27)–(3.29) in order to constrain the $\beta$s and $\alpha$s and relate the non-vanishing $\beta$s to the $\alpha$s.

- Use (3.20)–(3.21) and (3.23)–(3.24) in order to obtain the field redefinitions and corrections to the Kähler potential in terms of the $\alpha$s, employing also the relations between $\beta$s and $\alpha$s found in step 1.

- Express the result of the second step via $G^{(1)}$ and $\delta E$, using the constraints on the $\alpha$s resulting from the first step.

4.2.2 Constraints on $\alpha$ and $\beta$ from the consistency conditions

Let us introduce indices as

$$
a, b \in \{0, l\}, \quad (4.33)
$$

$$
I, J \in \{1, 2, 3\} \setminus \{l\}. \quad (4.34)
$$
I and J refer to the tori transversal to \( l \)th torus (i.e. to the torus along which a KK/winding sum arises). This separation of the indices obviously depends on the selection of \( \mathcal{N} = 2 \) sector. Now plugging (4.29) and (4.30) into the consistency conditions (3.27)–(3.29) to get the constraints on \( \alpha \) and \( \beta \), we obtain (with \( a \neq b \) and \( I \neq J \)):

- \( m = -1 \) sector (closed string channel winding sum):

\[
\begin{align*}
\beta^{(-1,l)}_{aa} &= \alpha^{(-1,l)}_{aa}, \\
\beta^{(-1,l)}_{ab} &= \frac{1}{2} \left( \alpha^{(-1,l)}_{aa} + \alpha^{(-1,l)}_{bb} \right) - \alpha^{(-1,l)}_{ab}, \\
\beta^{(-1,l)}_{II} &= 2\alpha^{(-1,l)}_{II}, \\
\beta^{(-1,l)}_{ai} &= 0, \\
\beta^{(-1,l)}_{Ij} &= 0, \\
\alpha^{(-1,l)}_{al} &= \alpha^{(-1,l)}_{bl}, \\
\alpha^{(-1,l)}_{II} &= 0, \\
\alpha^{(-1,l)}_{IJ} &= 0.
\end{align*}
\]

- \( m = 1 \) sector (closed string channel KK sum):

\[
\begin{align*}
\beta^{(1,l)}_{II} &= \alpha^{(1,l)}_{II}, \\
\beta^{(1,l)}_{Ij} &= \frac{1}{2} \left( \alpha^{(1,l)}_{II} + \alpha^{(1,l)}_{jj} \right) - \alpha^{(1,l)}_{Ij}, \\
\beta^{(1,l)}_{aa} &= 2\alpha^{(1,l)}_{af}, \\
\beta^{(1,l)}_{ai} &= 0, \\
\beta^{(1,l)}_{ab} &= 0, \\
\alpha^{(1,l)}_{ai} &= \alpha^{(1,l)}_{aj}, \\
\alpha^{(1,l)}_{aa} &= 0, \\
\alpha^{(1,l)}_{ab} &= 0.
\end{align*}
\]

Note that the \( m = 1 \) conditions can be obtained from the \( m = -1 \) conditions by replacing \( a \leftrightarrow I \) and \( b \leftrightarrow J \).

### 4.2.3 Field redefinitions and Kähler potential

We now solve the equations for the field redefinitions and the correction to the Kähler potential, (3.20)–(3.21) and (3.23)–(3.24), using the relations (4.35)–(4.50) wherever applicable. We relegate the calculational details to appendix C.
For the field redefinitions we obtain

\[
\tau^{(1)(-1,l)}_a(\tau) = \frac{2\left(\alpha_{bb}^{(-1,l)} - 2\alpha_{ab}^{(-1,l)}\right)}{\tau_b},
\]

(4.51)

\[
\tau^{(1)(-1,l)}_l(\tau) = \frac{2\tau_l\left(\alpha_{II}^{(-1,l)} - 2\alpha_{al}^{(-1,l)}\right)}{\tau_l},
\]

(4.52)

\[
\tau^{(1)(1,l)}_a(\tau) = \frac{2\tau_a\left(\alpha_{aa}^{(1,l)} - 2\alpha_{al}^{(1,l)}\right)}{\tau_I\tau_J},
\]

(4.53)

\[
\tau^{(1)(1,l)}_l(\tau) = \frac{2\left(\alpha_{JJ}^{(1,l)} - 2\alpha_{IJ}^{(1,l)}\right)}{\tau_J}.
\]

(4.54)

with \(a \neq b\) and \(I \neq J\).

Let us turn to (3.23)–(3.24), which give for each sector \((m,l)\)

\[
\frac{1}{4} \frac{\partial^2 K^{(1)(m,l)}}{\partial \tau_i \partial \tau_j}(\tau) = G^{(1)(m,l)}_{i0,j0}(\tau) \text{ if } i \neq j,
\]

(4.55)

\[
\frac{1}{4} \frac{\partial^2 K^{(1)(m,l)}}{\partial \tau_i \partial \tau_i}(\tau) = G^{(1)(m,l)}_{i0,j0}(\tau) + \frac{\tau^{(1)(m,l)}_{i}(\tau)}{2\tau^3}.
\]

(4.56)

These equations are solved by (cf. appendix C for more details)

\[
K^{(1)(-1,l)}(\tau) = \frac{2\left(\alpha_{aa}^{(-1,l)} + \alpha_{bb}^{(-1,l)} - 2\alpha_{ab}^{(-1,l)}\right)}{\tau_a \tau_b},
\]

(4.57)

\[
K^{(1)(1,l)}(\tau) = \frac{2\left(\alpha_{II}^{(1,l)} + \alpha_{JJ}^{(1,l)} - 2\alpha_{IJ}^{(1,l)}\right)}{\tau_I\tau_J},
\]

(4.58)

Recall our notation for the indices: \(a \neq b \in \{0,l\}\) and \(I \neq J \in \{1,2,3\} \setminus \{l\}\). The total \(N = 2\)-contribution to the Kähler potential is the sum of all the \(N = 2\)-sectors as given in (4.32).

From the consistency conditions, we have found constraints on \(\alpha_{ij}^{(m,l)}\), (4.40)–(4.42) and (4.48)–(4.50). Here we will investigate what these constraints imply for the metric components and use our findings in order to express the field redefinitions and the corrections to the Kähler potential in terms of \(G\) and \(E\).

From (2.22) and (4.23), we have

\[
\alpha_{ij}^{(m,l)} = e^{-2\tau_0 \left(\tau_{-m}^{-1} \right) Y_{ij}^{(1)(m,l)}},
\]

(4.59)

where \(Y_{ij}^{(1)(m,l)}\) is the \((m,l)\)-sector component of \(Y_{ij}^{(1)}\), i.e.

\[
Y_{ij}^{(1)} = \sum_{\mathcal{N} = 2 \text{ sectors}} Y_{ij}^{(1)(m,l)}.
\]

(4.60)
Now we solve the constraint equations (4.40)–(4.42) and (4.48)–(4.50), using (A.9)–(A.18). For the \((m, l)\) sector we find
\[
 t_l^2 G^{(1)}_{t_l t_l} \equiv - \frac{G^{(1)}_{t_l t_l}}{4} + m t_l G^{(1)}_{t_l t_l},
\]
\[
 t_l^2 G^{(1)}_{t_l t_t} = t_l^2 G^{(1)}_{t_t t_l} = - m t_l t_j G^{(1)}_{t_l t_j},
\]
\[
m G^{(1)}_{t_l t_t} = 2 t_l G^{(1)}_{t_l t_t}.
\]

Using (2.11), the relations (4.61)–(4.63) for the Einstein-frame metrics can be expressed in terms of \(\mathcal{G}\) and \(\delta E\), i.e. the quantities which are directly calculable via string 2-point amplitudes. This results in
\[
 t_l^2 \mathcal{G}^{(1)}_{t_l t_l} = - \frac{G^{(1)}_{t_l t_l}}{4} + m t_l \mathcal{G}^{(1)}_{t_l t_l} + \frac{\delta E^{(m,l)}}{2},
\]
\[
 t_l^2 \mathcal{G}^{(1)}_{t_l t_t} = \frac{\delta E^{(m,l)}}{4} - m t_l t_j \mathcal{G}^{(1)}_{t_l t_j} \quad \text{for } I \neq J,
\]
\[
 \mathcal{G}^{(1)}_{t_l t_t} = 2 m t_l \mathcal{G}^{(1)}_{t_l t_t}.
\]

Plugging (4.59) into (4.36) and (4.44), and using (A.19)–(A.24) with (4.61)–(4.63), we have
\[
 \beta_{l}^{(-1,l)} = 2 e^{-2 t_0 t_l^2} G^{(1)}_{t_l t_l} = 2 t_1 t_2 t_3 \mathcal{G}^{(1)}_{t_l t_l},
\]
\[
 \beta_{l l}^{(1,l)} = 2 e^{-2 t_0 t_l^{-1} t_l^2} G^{(1)}_{t_l t_l} = - 2 t_l^{-1} t_l t_j \mathcal{G}^{(1)}_{t_l t_j}.
\]

Thus, from (4.57)–(4.58) we obtain the contributions to the Kähler potential,
\[
 K^{(1)}(-1,l) (\tau) = \frac{8 t_1 t_2 t_3 \mathcal{G}^{(1)}_{t_l t_l}}{\tau_0 \tau_l} = 8 e^{2 \Phi_4} t_l t_j \mathcal{G}^{(1)}_{t_l t_j},
\]
\[
 K^{(1)}(1,l) (\tau) = \frac{8 t_1 t_j \mathcal{G}^{(1)}_{t_l t_j}}{t_l \tau_l} = - 8 e^{2 \Phi_4} t_l t_j \mathcal{G}^{(1)}_{t_l t_j},
\]
with \(I, J \in \{1, 2, 3\} \setminus \{l\}\) and \(I \neq J\). The second equalities follow from (2.18) and (2.19).

It may be more useful to express the Kähler potential in terms of diagonal metric components, rather than off-diagonal components. That is, (4.69) and (4.70) can be written, using (4.65), as
\[
 K^{(1)}(-1,l) (\tau) = \frac{2 t_l \left( 4 t_l^2 \mathcal{G}^{(1)}_{t_l t_l} - \delta E^{(-1,l)} \right)}{\tau_0 \tau_l},
\]
\[
 K^{(1)}(1,l) (\tau) = \frac{2 t_l^{-1} \left( 4 t_l^2 \mathcal{G}^{(1)}_{t_l t_l} - \delta E^{(1,l)} \right)}{\tau_l \tau_j}
\]
with \(I, J \in \{1, 2, 3\} \setminus \{l\}\) and \(I \neq J\). Note that the numerators above are independent of \(t_i\) as can be inferred using (4.27). More compactly the above can be written as
\[
 K^{(1)}(m,l) (\tau) = 2 e^{2 \Phi_4} \left( 4 t_l^2 \mathcal{G}^{(1)}_{t_l t_l} - \delta E^{(m,l)} \right) = 8 t_l^2 \mathcal{G}^{(1)}_{t_l t_l}
\]
with any $I \in \{1, 2, 3\} \setminus \{l\}$. In the second equality we used (2.11). Note that the above is of the same form as the contribution from $\mathcal{N} = 1$ sectors, cf. (4.20).\footnote{(4.20) could have been written in terms of any one of the 3 tori, rather than in terms of the first one. (4.73) in the case of $\mathcal{N} = 2$ has the same form as (4.20), but is restricted to a direction orthogonal to the KK/winding direction.} Actually, any 4-dimensional toroidal $\mathbb{Z}_N$ orientifold with minimal supersymmetry has one torus which is orthogonal to the KK/winding direction in every $\mathcal{N} = 2$ orbifold sector. In the notation of table 2 in [29], this is the first torus. In that case it follows from (4.20) and (4.73) that the complete 1-loop correction to the Kähler potential is determined by the combination $4t_1^2g_{\tau_1}^{(1)} - \delta E$, i.e.

$$K^{(1)} = 2e^{2\Phi_1}\left(4t_1^2g_{\tau_1}^{(1)} - \delta E\right) = 8t_1^2g_{\tau_1}^{(1)}$$

for $\mathbb{Z}_N$ models. (4.74)

### 4.3 An observation on the structure of the field redefinitions and the corrections to the Kähler potential

Before applying our results to a concrete example in the following section, we would like to make a general comment about the structure of the field redefinitions and the corrections to the Kähler potential. The tree-level Kähler potential (3.1) can be expressed in terms of the corrected variables $\tau$ according to

$$K^{(0)}(T^{(0)}, \bar{T}^{(0)}) = -\sum_{i=0}^{3} \ln \left( T_i^{(0)} - \bar{T}_i^{(0)} \right) = -\ln \left[ 16 \left( \tau_0^{(0)} - \tau_1^{(0)} - \tau_2^{(0)} - \tau_3^{(0)} \right) \right] = -\ln \left[ 16 \prod_{i=0}^{3} (\tau_i - \tau_i^{(1)}) \right]$$

$$= K^{(0)}(T, \bar{T}) + \frac{\tau_0^{(1)}}{\tau_0} + \frac{\tau_1^{(1)}}{\tau_1} + \frac{\tau_2^{(1)}}{\tau_2} + \frac{\tau_3^{(1)}}{\tau_3} + \text{higher orders.}$$

(4.75)

Comparing this with (3.5), we see that if it turns out that

$$\sum_{i=0}^{3} \frac{\tau_i^{(1)}}{\tau_i} = K^{(1)}(\tau)$$

(4.76)

then the 1-loop correction to the Kähler potential could be interpreted as being generated solely from expressing the tree-level Kähler potential (3.1) in terms of the corrected Kähler variables, as was assumed in the analysis of [27]. Whether this really happens depends on the explicit form of the field redefinitions and the corrections to the Kähler potential (including the exact coefficients to be determined by string theory), but it is already interesting to notice that the field redefinitions have the right structure for this to have a chance to work out. This can be seen from (4.12) and (4.15) for the $\mathcal{N} = 1$ sectors and (4.51)–(4.54) and (4.57)–(4.58) for the $\mathcal{N} = 2$ sectors. Using these equations (and the constraints (4.11)) the conditions (4.76) can be expressed in terms of $\alpha$s, resulting in

$$\alpha_{01} + \alpha_{12} + \alpha_{23} + \alpha_{30} = 0,$$

(4.77)

$$\alpha_{0\{1,2,3\} \setminus l}^{(-1,l)} + \alpha_{0\{1,2,3\} \setminus l}^{(-2,l)} + \alpha_{0\{1,2,3\} \setminus l}^{(-3,l)} = 0,$$

(4.78)

$$\alpha_{l,0\{1,2,3\} \setminus l}^{(1,l)} + \alpha_{0\{1,2,3\} \setminus l}^{(1,l)} + \alpha_{l,0\{1,2,3\} \setminus l}^{(1,l)} = 0,$$ with $I \neq J \in \{1, 2, 3\} \setminus l$.

(4.79)
Upon using (4.16), (4.59), (A.10)–(A.12), (A.14)–(A.15), (A.17) and (2.11) and imposing the constraints (4.18) and (4.64)–(4.66), the conditions (4.77)–(4.79) can be solved by

\[ 4 \ell^2 \mathcal{G}^{(1)}_{t_1 t_1} \bigg|_{\mathcal{N} = 1} = \mathcal{G}^{(1)}_{t_0 t_0} \bigg|_{\mathcal{N} = 1} \]

for the \( \mathcal{N} = 1 \) sectors and

\[ 4 \ell^2 \mathcal{G}^{(1)}_{t_1 t_1} = \mathcal{G}^{(1)}_{t_0 t_0} \quad \text{with} \quad I \in \{1, 2, 3\} \setminus l \]

for the \( \mathcal{N} = 2 \) sectors. Thus, the assumption of [27] mentioned above is equivalent to the conditions (4.80) and (4.81), which are verifiable by direct string calculations. As mentioned below (4.73), in the case of a \( \mathbb{Z}_N \) orientifold the first torus never supports KK or winding states in \( \mathcal{N} = 2 \) sectors and, thus, in that case one can summarize the two conditions (4.80) and (4.81) by the very simple condition\(^{17}\)

\[ 4 \ell^2 \mathcal{G}^{(1)}_{t_1 t_1} = \mathcal{G}^{(1)}_{t_0 t_0} \quad \text{for} \quad \mathbb{Z}_N \text{ models}. \]

5 Application: \( \mathbb{Z}_6' \) orientifold

Let us take the example of the \( \mathbb{Z}_6' \) orientifold with twist vector \( v = (\frac{1}{6}, -\frac{1}{2}, \frac{1}{3}) \) and work out the explicit form of the field redefinitions and Kähler potential, using the results obtained above. The \( \mathbb{Z}_6' \) orientifold has both \( \mathcal{N} = 1 \) and \( \mathcal{N} = 2 \) sectors. The moduli dependence of the field redefinitions and the correction to the Kähler potential from \( \mathcal{N} = 1 \) sector was given above in equations (4.12) and (4.15) (with constant \( \alpha \)s and \( \beta \)s). These results can also be expressed in terms of quantities calculable via string amplitudes, cf. (4.20)–(4.22). For the contributions from \( \mathcal{N} = 2 \) sector we can read off the moduli dependence from (4.51)–(4.54) and (4.57)–(4.58) for the field redefinitions and the correction to the Kähler potential, respectively. For the \( \mathbb{Z}_6' \) orientifold, the \( \mathcal{N} = 2 \) sectors are \( (m, l) = \{(1, 2), (-1, 2), (-1, 3)\} \) (cf. table 3 in [41]), which means \( \alpha^{(\pm, 1)} = 0 \) and \( \alpha^{(1, 3)} = 0 \), so that the field redefinitions and the correction to the Kähler potential read

\[
\begin{align*}
\tau_0^{(1)} \bigg|_{\mathcal{N} = 2} &= 2 \left( \alpha_{22}^{(-1,2)} - 2 \alpha_{02}^{(-1,2)} \right) + 2 \left( \alpha_{33}^{(-1,3)} - 2 \alpha_{03}^{(-1,3)} \right) - 4 \tau_0 \alpha_{03}^{(1,2)} \frac{\tau_2}{\tau_3}, \\
\tau_1^{(1)} \bigg|_{\mathcal{N} = 2} &= -4 \tau_1 \alpha_{01}^{(-1,2)} - 4 \tau_1 \alpha_{01}^{(-1,3)} + 2 \left( \alpha_{33}^{(1,2)} - 2 \alpha_{13}^{(1,2)} \right) \frac{\tau_0}{\tau_3}, \\
\tau_2^{(1)} \bigg|_{\mathcal{N} = 2} &= 2 \left( \alpha_{02}^{(-1,2)} - 2 \alpha_{02}^{(-1,3)} \right) - 4 \tau_2 \alpha_{02}^{(-1,3)} - 4 \tau_2 \alpha_{23}^{(1,2)} \frac{\tau_0}{\tau_3}, \\
\tau_3^{(1)} \bigg|_{\mathcal{N} = 2} &= -4 \tau_3 \alpha_{03}^{(-1,2)} + 2 \left( \alpha_{00}^{(-1,3)} - 2 \alpha_{03}^{(-1,3)} \right) + 2 \left( \alpha_{11}^{(1,2)} - 2 \alpha_{13}^{(1,2)} \right) \frac{\tau_0}{\tau_1}.
\end{align*}
\]

\(^{17}\)Note that condition (4.82) is meant to hold for each sector, i.e. \( 4 \ell^2 \mathcal{G}^{(1)}_{t_1 t_1} |_{\mathcal{N} = 1} = \mathcal{G}^{(1)}_{t_0 t_0} |_{\mathcal{N} = 1} \) for the \( \mathcal{N} = 1 \) sectors and \( 4 \ell^2 \mathcal{G}^{(1)}_{t_1 t_1} = \mathcal{G}^{(1)}_{t_0 t_0} \) for the \( \mathcal{N} = 2 \) sectors.
and

\[ K_{N=2}^{(1)} = 2 \left( \alpha_{00}^{(-1,2)} + \alpha_{22}^{(-1,2)} - 2 \alpha_{02}^{(-1,2)} \right) + \frac{2 \left( \alpha_{11}^{(1,2)} + \alpha_{33}^{(1,2)} - 2 \alpha_{13}^{(1,2)} \right)}{\tau_1 \tau_3} + \frac{2 \left( \alpha_{00}^{(-1,3)} + \alpha_{22}^{(-1,3)} - 2 \alpha_{02}^{(-1,3)} \right)}{\tau_0 \tau_2}. \]  

(5.5)

Again these results can also be expressed in terms of quantities calculable via string amplitudes. Using (4.73) for the Kähler potential results in

\[ K_{N=2}^{(1)} = 8t_1^2 \left[ G_{1t_1}^{(1)(-1,2)} + G_{t_1t_1}^{(1)(1,2)} + G_{t_1t_1}^{(1)(-1,3)} \right] = 2e^{2\Phi_4} \left( 4t_1^2 G_{t_1t_1}^{(1)} - \delta E \right) \big|_{N=2}. \]  

(5.6)

The field redefinitions can also be expressed explicitly in terms of \( \mathcal{G} \) and \( \delta E \). The result is rather lengthy and we give the details in appendix D.

Let us finally collect all the results for the \( \mathbb{Z}_6 \) orientifold, including both \( N = 1 \) and \( N = 2 \) sectors, and using the relation

\[ \alpha_{ij}^{(m,l)} \sim E_2(-mU_1^{-m}), \quad E_2(U) \equiv \sum_{(m,n) \neq (0,0)} \frac{(\text{Im}(U))^2}{|m + nU|^4} \]  

(5.7)

between the \( \alpha \)s and the non-holomorphic Eisenstein series \( E_2 \), which is known from explicit string calculations, cf. [19, 41] for instance.\(^{18}\) For the field redefinitions (expressed in terms of uncorrected fields \( \tau^{(0)} \), cf. footnote 13) we have

\[ \tau_0^{(1)} = a_4 \sqrt{\frac{\tau_0^{(0)}}{\tau_1^{(0)} \tau_2^{(0)} \tau_3^{(0)}}} + a_2 \frac{E_2(U_2)}{\tau_2^{(0)}} + a_3 \frac{E_2(-1/U_2)}{\tau_3^{(0)}}, \]  

(5.8)

\[ \tau_1^{(1)} = a_5 \sqrt{\frac{\tau_1^{(0)}}{\tau_0^{(0)} \tau_2^{(0)} \tau_3^{(0)}}} + a_6 \frac{E_2(U_2)}{\tau_0^{(0)}} + a_7 \frac{E_2(-1/U_2)}{\tau_3^{(0)}}, \]  

(5.9)

\[ \tau_2^{(1)} = a_9 \sqrt{\frac{\tau_2^{(0)}}{\tau_0^{(0)} \tau_1^{(0)} \tau_3^{(0)}}} + a_10 \frac{E_2(U_2)}{\tau_0^{(0)}} + a_11 \frac{E_2(-1/U_2)}{\tau_3^{(0)}}, \]  

(5.10)

\[ \tau_3^{(1)} = a_{13} \sqrt{\frac{\tau_3^{(0)}}{\tau_0^{(0)} \tau_1^{(0)} \tau_2^{(0)}}} + a_14 \frac{E_2(U_2)}{\tau_0^{(0)}} + a_15 \frac{E_2(-1/U_2)}{\tau_1^{(0)}}, \]  

(5.11)

and for the Kähler potential of the dilaton and the untwisted metric moduli (including also the complex structure \( U_2 \) of the second torus, which is also a modulus field in the

\(^{18}\)In writing down (5.7) we assumed for simplicity that all the D5-branes are sitting at the origin of the second torus. Otherwise the functions \( \alpha \) (and \( \beta \)) would be more complicated, involving also the distances between different D5-branes along the second torus. If all the D5-branes are sitting at the origin of the second torus the tadpoles are not cancelled locally and we neglected backreaction effects in (5.7). Of course, the formulas (5.1)–(5.5) are equally valid for other D5-brane configurations, just that the \( \alpha_{ij}^{(m,n)} \) would involve sums of Eisenstein series similar to formula (D.35) in [47] (which is in the T-dual frame though and includes also the T-dual of Wilson-lines on the D9-branes).
where we also included the $\alpha'$-correction from sphere level [30] in the second row (the $b_1$-term). All the coefficients $a_i$ in (5.8)–(5.11) and $b_i$ in (5.12) are constants that have to be determined by comparing to concrete string theory calculations (and some of them might actually turn out to be zero). For the $a_i$ this can be done by employing (4.21)–(4.22) and (5.1)–(5.4) together with the formulas of appendix D. The coefficients $b_2, \ldots, b_5$ can be obtained using (4.20) and (5.6). Note that determining the 1-loop corrections to the Kähler potential $K$ is in general much simpler than determining the 1-loop field redefinitions and only requires to calculate the combination $4t_1^{\text{(l)}}G_1 t_1 - \delta E$, cf. (4.74). For the field redefinitions, the first terms of (5.8)–(5.11) each arise from the $\mathcal{N} = 1$ sectors of $\mathcal{A}, \mathcal{M}, \mathcal{K}$ and $\mathcal{T}$, whereas the further terms arise from $\mathcal{N} = 2$ sectors of $\mathcal{A}, \mathcal{M}$ and $\mathcal{K}$. The last term of (5.8) (i.e. the one proportional to $a_4$) is the analog of the field redefinition discussed by [3] in the context of a $\mathbb{T}^2 \times \mathbb{K}3$-compactification (cf. appendix E). In the Kähler potential (5.12), the terms in the third row arise from the $\mathcal{N} = 2$ sectors of $\mathcal{A}, \mathcal{M}$ and $\mathcal{K}$ and the term in the last row has its origin in the $\mathcal{N} = 1$ sectors of $\mathcal{A}, \mathcal{M}, \mathcal{K}$ and $\mathcal{T}$.

6 Summary and outlook

In this paper we have considered the field redefinitions and the Kähler potential at string 1-loop for a particular class of string theory models (4-dimensional toroidal type IIB orientifolds with $\mathcal{N} = 1$ supersymmetry) and for a particular subsector of fields (the 4-dimensional dilaton and the diagonal untwisted Kähler moduli, i.e. the Kähler moduli related to the volumes of the three 2-tori).

The redefinitions of the field variables are required by supersymmetry, in order to make the Kähler structure of the scalar metric manifest at 1-loop order. In addition to supersymmetry we made use of perturbative axionic shift symmetries and a particular ansatz for the form of the 1-loop corrections to the metric which is suggested by concrete string calculations. These constraints allowed us to obtain the general structure of the field redefinitions and simultaneously of the Kähler potential at 1-loop order. The explicit form of the field redefinitions and the Kähler potential (i.e. with the exact coefficients) would now, in a second step, require more concrete input from string theory, via string scattering amplitudes.

The most important results concerning the general structure of the 1-loop field redefinitions can be found in equations (4.12) and (4.51)–(4.54) for the contributions from
\(N = 1\) and \(N = 2\) sectors, respectively. The notation for the \(N = 2\) sectors is explained below (4.24) and at the beginning of section 4.2.2. Moreover, the \(\alpha_{ij}\) of the \(N = 1\) sectors are constants to be determined by string theory and the \(\alpha_{ij}^{(m,l)}\) of the \(N = 2\) sectors are functions of the complex structure and are given by (sums of) Eisenstein series with coefficients again to be determined by string theory. Concerning the general structure of the Kähler potential, our results are given in (4.15) and (4.57)–(4.58), for the contributions from \(N = 1\) and \(N = 2\) sectors, respectively. We then applied these formulas to the \(\mathbb{Z}_6^0\)-orientifold in section 5. We would like to emphasize, though, that our general results about the 1-loop field redefinitions and the corrections to the Kähler potential hold for an arbitrary 4-dimensional toroidal type IIB orientifold with \(N = 1\) supersymmetry.

The general structure of the Kähler potential in the case of the \(\mathbb{Z}_6^0\)-orientifold is not new and was already given in [19]. Here we derived it in a very different way, confirming the moduli dependence inferred in [19] via T-duality arguments. Our method has several advantages. First, it is very general, applicable to any 4-dimensional toroidal type IIB orientifold with minimal supersymmetry and it can also be easily generalized to the case of \(N = 2\) supersymmetry, cf. appendix E. We always used the language of an orientifold with D9/D5-branes, but the results for the 1-loop field redefinitions and the corrections to the Kähler potential can be interpreted for the case of D3/D7-branes as well, cf. the comments at the end of section 2.\(^{19}\) Second, our method allows us to obtain also the general structure of the field redefinitions. Third, the 1-loop field redefinitions and corrections to the Kähler potential can straightforwardly be expressed in terms of quantities that are directly calculable via string scattering amplitudes (i.e. \(\delta E\) and \(\mathcal{G}^{(1)}_{tt_{i}t_{j}}\) appearing in the effective action (2.8)). We consider these expressions another important outcome of our analysis. They are given by (4.20) and (4.73) for the contributions to the Kähler potential from \(N = 1\) sectors and \(N = 2\) sectors, respectively, and by (4.21)–(4.22) for the contributions to the field redefinitions from \(N = 1\) sectors. The \(N = 2\) sector contributions to the field redefinitions, expressed in terms of \(\delta E\) and \(\mathcal{G}^{(1)}_{tt_{i}t_{j}}\), are more complicated and even though our formulas allow us to obtain them for an arbitrary toroidal orientifold, we only worked out the explicit expressions for the \(\mathbb{Z}_6^0\)-orientifold in appendix D.

Thus, our expressions indicate how one can fix the undetermined constants in the formulas for the general structure of the field redefinitions and the Kähler potential via string amplitudes. This task is simplified by the fact that the consistency conditions from supersymmetry and shift symmetry impose relations between different metric components and, thus, between different string amplitudes, cf. (4.18) for \(N = 1\) sectors and (4.64)–(4.66) for \(N = 2\) sectors. In particular, and interestingly, certain off-diagonal terms of the volume moduli metric have to be non-vanishing at 1-loop level in order to have a non-vanishing contribution to the Kähler potential from \(N = 2\) sectors, cf. (4.69) and (4.70). We expect at least some of these contributions to be non-vanishing, namely if the two different volume moduli couple to the same string states, cf. figure 1. For instance, for the \(\mathbb{Z}_6^0\)-orientifold

\(^{19}\)It was argued in [23] that in models with D7-branes there can be additional 1-loop contributions to the Kähler potential (not covered by our metric ansatz), albeit for compactifications that do not correspond to free conformal field theories (thus, excluding the toroidal orientifolds discussed in our paper), that have localized string tree-level corrections to the Einstein-Hilbert term and that have local tadpoles.
the $k = 3$ sector is formally identical to the $\mathbb{T}^2 \times K3$-orientifold discussed in [3] (and below in appendix E), for which it is known that the 1-loop contribution to the Kähler potential is non-vanishing. Furthermore, the consistency conditions (3.27)-(3.29) (together with our metric ansatz (4.23)) allowed us to fix the 1-loop corrections to the Einstein-frame metric of the axions (the $c$-fields) from those to the Einstein-frame metric of the volume moduli and dilaton. This is remarkable as the computation of the $c$-$c$ amplitudes is very difficult in general.

We stress again that our analysis shows that it is much simpler to calculate the form of the Kähler potential than the form of the field redefinitions. Even though the field redefinitions are indispensable for the derivation of the Kähler potential, it is possible to obtain the form of the Kähler potential without having to compute the field redefinitions explicitly. For instance in the case of a $\mathbb{Z}_N$-orientifold the complete 1-loop correction to the Kähler potential of the diagonal untwisted Kähler moduli and the dilaton is given by $K^{(1)} = 8t_2^2 G_{t_1 t_1}^{(1)}$, which involves the 1-loop correction to the $t_1$- component of the scalar field metric in Einstein-frame, cf. (4.74). Thus, in order to obtain the full 1-loop correction to the Kähler potential one only has to calculate $\delta E$ and $G_{t_1 t_1}^{(1)}$, cf. (2.11). This is a huge simplification compared to the eleven different quantities appearing in the metric component $G_{\tau_3 \tau_3}$ for instance, cf. (2.28), given that it is in general not easy to compute even a single of these quantities.

There are further interesting directions to pursue in order to generalize or follow up on our results. First of all, even though we focused on 1-loop corrections to the field redefinitions and to the Kähler potential, it is an interesting question whether there are already corrections at the level of Euler number $\chi = 1$ (i.e. from the disk and the projective plane) which do not vanish for vanishing open string scalars. In [36] an indirect argument based on heterotic-type I duality was given, suggesting a correction to the 4-dimensional Einstein-Hilbert term at this level (i.e. a term $\sim \epsilon^{i_4} \delta E^{(\chi=1)} R$ in the language of (2.8)). After a Weyl transformation this would entail a disk-level contribution to the moduli metric in the Einstein-frame, following the same steps that led from (2.8) to (2.10) (with (2.11) and (2.12)). In the light of this it would be interesting to revisit the question whether there could also be a correction to the moduli metric in (2.8) at $\chi = 1$. As mentioned before, naively the momentum expansion of the disk 2-point function of 2 closed string volume moduli seems to indicate that there is none, given that there is no term to quadratic order in the momenta in such an expansion, cf. appendix A.2. of [35]. On the other hand, this naive argument would also indicate the absence of a correction to the 4-dimensional Einstein-Hilbert term at disk level (using the momentum expansion of the graviton 2-point function of [34]), whereas the indirect argument of [36] seems to suggest the existence of exactly such a term.

In addition, several generalizations of our method suggest themselves. For instance, it would be interesting to try to incorporate also tree-level $\alpha'$-corrections or corrections from backreaction in case the tadpoles are not cancelled locally. Moreover, in view of potential applications of the 1-loop field redefinitions to the Large Volume scenario, along the lines discussed in [27], it would be worthwhile to incorporate also Kähler moduli from
the twisted sector (i.e. blow-up modes) into the analysis. Finally, it would be interesting to have an independent check for the field redefinitions that we found. For $T_3$ of the $\mathbb{Z}_6$-orientifold, for instance, this would be feasible by calculating the gauge coupling of the D5-branes, wrapped around the third torus, at Euler number $\chi = -1$ (which is also sometimes called genus 3/2 order). The gauge kinetic function should be holomorphic in the corrected variable $T_3$, including the 1-loop correction (5.11). It should be possible to check this building on earlier work on genus 3/2 amplitudes, such as [48–53].
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A Change of variables from $t$ to $\tau^{(0)}$

In order to perform the change of variables from $t$ to $\tau^{(0)}$, it is convenient to introduce two sets of coordinates as

$$
x_0 = 2t_0, \quad x_i = \ln t_i, \quad i \in \{1, 2, 3\},
$$

$$
y_i = \ln \tau_i^{(0)}, \quad i \in \{0, 1, 2, 3\}.
$$

(A.1) \hspace{1cm} (A.2)

Using (2.18) and (2.19) one easily verifies that the relation between the $x$ and $y$ coordinates is linear,

$$
\begin{pmatrix}
  x_0 \\
  x_1 \\
  x_2 \\
  x_3
\end{pmatrix}
= A
\begin{pmatrix}
  y_0 \\
  y_1 \\
  y_2 \\
  y_3
\end{pmatrix}
$$

(A.3)

with $A$ being a constant orthogonal matrix given by (2.23). Note that

$$
A^T A = I_4,
$$

(A.4)

where $I_4$ is the 4-dimensional identity matrix.
The kinetic terms of the $t$-moduli in the Einstein-frame action (2.10) can be expressed in terms of $x$ and $y$ coordinates (we use the compact notation $dx_i dx_j = -\partial_\mu x_i \partial^\mu x_j$) as

\[
- \sum_{i,j=0}^{3} \left[ G_{t_i t_j}^{(0)} + G_{t_i t_j}^{(1)} \right] \partial_{t_i} \partial^\mu t_j \\
= \left[ \frac{1+G_{tot0}^{(1)}}{4} \right] d(2t_0)d(2t_0) + 2 \sum_{i=1}^{3} \left( \frac{t_i G_{tt_1}^{(1)}}{2} \right) d(2t_0)d(\ln t_i) + \sum_{i,j=1}^{3} t_i t_j \left[ G_{t_i t_j}^{(0)} + G_{t_i t_j}^{(1)} \right] d(\ln t_i)d(\ln t_j) \\
= \left[ \frac{1+G_{tot0}^{(1)}}{4} \right] dx_0dx_0 + 2 \sum_{i=1}^{3} \left( \frac{t_i G_{tt_1}^{(1)}}{2} \right) dx_0 dx_i + \sum_{i,j=1}^{3} t_i t_j \left[ G_{t_i t_j}^{(0)} + G_{t_i t_j}^{(1)} \right] dx_i dx_j \\
= \sum_{i,j=0}^{3} X_{ij} dx_i dx_j = \sum_{i,j=0}^{3} \left( X_{ij}^{(0)} + X_{ij}^{(1)} \right) dx_i dx_j \\
= \sum_{i,j=0}^{3} (A^T X A)_{ij} dy_i dy_j = \sum_{i,j=0}^{3} \left[ A^T \left( X^{(0)} + X^{(1)} \right) A \right]_{ij} dy_i dy_j \\
= \sum_{i,j=0}^{3} Y_{ij} dy_i dy_j = \sum_{i,j=0}^{3} \left( Y_{ij}^{(0)} + Y_{ij}^{(1)} \right) dy_i dy_j \\
= \sum_{i,j=0}^{3} \left( \frac{Y_{ij}}{r_i^0 r_j^0} \right) dt_i^{(0)} dt_j^{(0)} = \sum_{i,j=0}^{3} \left( \frac{Y_{ij}^{(0)}}{r_i^0 r_j^0} + \frac{Y_{ij}^{(1)}}{r_i^0 r_j^0} \right) dt_i^{(0)} dt_j^{(0)} \\
= \sum_{i,j=0}^{3} \left( G_{t_i t_j}^{(0)} + G_{t_i t_j}^{(1)} \right) dt_i^{(0)} dt_j^{(0)} - 1 \sum_{i,j=0}^{3} \left( G_{t_i t_j}^{(0)} + G_{t_i t_j}^{(1)} \right) dt_i^{(0)} dt_j^{(0)}.
\]

(A.5)

Here

\[
X_{00} = \frac{1+G_{tot0}^{(1)}}{4}, \quad X_{0i} = \frac{t_i G_{tot0}^{(1)}}{2}, \quad X_{ij} = t_i t_j \left[ G_{t_i t_j}^{(0)} + G_{t_i t_j}^{(1)} \right] \quad \text{with } i,j \in \{1,2,3\}
\]

(A.6)

and (using $G_{t_i t_j}^{(0)} = \delta_{ij}/(4t_i^2)$ for $i,j \in \{1,2,3\}$)

\[
X^{(0)} = \frac{I_4}{4}, \quad X^{(1)} = \left( \frac{G_{tt_0}^{(1)}}{4}, \frac{t_1 G_{tt_1}^{(1)}}{2}, \frac{t_2 G_{tt_2}^{(1)}}{2}, \frac{t_3 G_{tt_3}^{(1)}}{2} \right),
\]

(A.7)

\[
Y^{(0)} = A^T X^{(0)} A = A^T \left( \frac{I_4}{4} \right) A = \frac{I_4}{4} = X^{(0)}, \quad Y^{(1)} = A^T X^{(1)} A.
\]

(A.8)
Concretely \( Y_{ij}^{(1)} = (A^T X^{(1)} A)_{ij} \) reads

\[
Y_{00}^{(1)} = \frac{1}{4} \left( \frac{G_{100}^{(1)}}{4} - t_1 G_{1t1t}^{(1)} - t_2 G_{t2t2}^{(1)} - t_3 G_{t3t3}^{(1)} + t_1^2 G_{t1t1}^{(1)} + t_2^2 G_{t2t2}^{(1)} + t_3^2 G_{t3t3}^{(1)} + 2t_1 t_2 G_{t1t2}^{(1)} + 2t_1 t_3 G_{t1t3}^{(1)} + 2t_2 t_3 G_{t2t3}^{(1)} \right),
\]

\[
Y_{01}^{(1)} = \frac{1}{4} \left( \frac{G_{100}^{(1)}}{4} - t_1 G_{1t1t}^{(1)} + t_1^2 G_{t1t1}^{(1)} - t_2^2 G_{t2t2}^{(1)} - t_3^2 G_{t3t3}^{(1)} - 2t_2 t_3 G_{t2t3}^{(1)} \right),
\]

\[
Y_{02}^{(1)} = \frac{1}{4} \left( \frac{G_{100}^{(1)}}{4} - t_2 G_{t2t2}^{(1)} - t_1^2 G_{t1t1}^{(1)} + t_2^2 G_{t2t2}^{(1)} - t_3^2 G_{t3t3}^{(1)} - 2t_1 t_3 G_{t1t3}^{(1)} \right),
\]

\[
Y_{03}^{(1)} = \frac{1}{4} \left( \frac{G_{100}^{(1)}}{4} - t_3 G_{t3t3}^{(1)} - t_1^2 G_{t1t1}^{(1)} - t_2^2 G_{t2t2}^{(1)} + t_3^2 G_{t3t3}^{(1)} - 2t_1 t_2 G_{t1t2}^{(1)} \right),
\]

\[
Y_{11}^{(1)} = \frac{1}{4} \left( \frac{G_{100}^{(1)}}{4} - t_1 G_{1t1t}^{(1)} + t_2 G_{t2t2}^{(1)} + t_3 G_{t3t3}^{(1)} + t_1^2 G_{t1t1}^{(1)} + t_2^2 G_{t2t2}^{(1)} + t_3^2 G_{t3t3}^{(1)} - 2t_1 t_2 G_{t1t2}^{(1)} - 2t_1 t_3 G_{t1t3}^{(1)} + 2t_2 t_3 G_{t2t3}^{(1)} \right),
\]

\[
Y_{12}^{(1)} = \frac{1}{4} \left( \frac{G_{100}^{(1)}}{4} + t_3 G_{t3t3}^{(1)} - t_1^2 G_{t1t1}^{(1)} - t_2^2 G_{t2t2}^{(1)} + t_3^2 G_{t3t3}^{(1)} + 2t_1 t_2 G_{t1t2}^{(1)} \right),
\]

\[
Y_{13}^{(1)} = \frac{1}{4} \left( \frac{G_{100}^{(1)}}{4} + t_2 G_{t2t2}^{(1)} - t_1^2 G_{t1t1}^{(1)} + t_2^2 G_{t2t2}^{(1)} - t_3^2 G_{t3t3}^{(1)} + 2t_1 t_3 G_{t1t3}^{(1)} \right),
\]

\[
Y_{22}^{(1)} = \frac{1}{4} \left( \frac{G_{100}^{(1)}}{4} + t_1 G_{1t1t}^{(1)} - t_2 G_{t2t2}^{(1)} + t_3 G_{t3t3}^{(1)} + t_1^2 G_{t1t1}^{(1)} + t_2^2 G_{t2t2}^{(1)} + t_3^2 G_{t3t3}^{(1)} - 2t_1 t_2 G_{t1t2}^{(1)} - 2t_1 t_3 G_{t1t3}^{(1)} + 2t_2 t_3 G_{t2t3}^{(1)} \right),
\]

\[
Y_{23}^{(1)} = \frac{1}{4} \left( \frac{G_{100}^{(1)}}{4} + t_1 G_{1t1t}^{(1)} + t_1^2 G_{t1t1}^{(1)} - t_2^2 G_{t2t2}^{(1)} - t_3^2 G_{t3t3}^{(1)} + 2t_2 t_3 G_{t2t3}^{(1)} \right),
\]

\[
Y_{33}^{(1)} = \frac{1}{4} \left( \frac{G_{100}^{(1)}}{4} + t_1 G_{1t1t}^{(1)} + t_2 G_{t2t2}^{(1)} - t_3 G_{t3t3}^{(1)} + t_1^2 G_{t1t1}^{(1)} + t_2^2 G_{t2t2}^{(1)} + t_3^2 G_{t3t3}^{(1)} + 2t_1 t_2 G_{t1t2}^{(1)} - 2t_1 t_3 G_{t1t3}^{(1)} - 2t_2 t_3 G_{t2t3}^{(1)} \right).
\]

From here we easily verify

\[
Y_{00}^{(1)} + Y_{11}^{(1)} - 2Y_{01}^{(1)} = t_2^2 G_{t2t2}^{(1)} + t_3^2 G_{t3t3}^{(1)} + 2t_2 t_3 G_{t2t3}^{(1)},
\]

\[
Y_{22}^{(1)} + Y_{33}^{(1)} - 2Y_{23}^{(1)} = t_2^2 G_{t2t2}^{(1)} + t_3^2 G_{t3t3}^{(1)} - 2t_2 t_3 G_{t2t3}^{(1)},
\]

\[
Y_{00}^{(1)} + Y_{22}^{(1)} - 2Y_{02}^{(1)} = t_1^2 G_{t1t1}^{(1)} + t_3^2 G_{t3t3}^{(1)} + 2t_1 t_3 G_{t1t3}^{(1)},
\]

\[
Y_{11}^{(1)} + Y_{33}^{(1)} - 2Y_{13}^{(1)} = t_1^2 G_{t1t1}^{(1)} + t_3^2 G_{t3t3}^{(1)} - 2t_1 t_3 G_{t1t3}^{(1)},
\]

\[
Y_{00}^{(1)} + Y_{33}^{(1)} - 2Y_{03}^{(1)} = t_1^2 G_{t1t1}^{(1)} + t_2^2 G_{t2t2}^{(1)} + 2t_1 t_2 G_{t1t2}^{(1)},
\]

\[
Y_{11}^{(1)} + Y_{22}^{(1)} - 2Y_{12}^{(1)} = t_1^2 G_{t1t1}^{(1)} + t_2^2 G_{t2t2}^{(1)} - 2t_1 t_2 G_{t1t2}^{(1)}.
\]
B Moduli dependence of \( G^{(1)}_{i^{(0)}_{c_{i^{(0)}_{c_{j}}}}^{(0)}} \) in \( \mathcal{N} = 2 \) sectors

Here we prove (4.24) from (4.23), using the constraints (3.27) and (3.29). To this end, we start with a more general form of (4.23) and (4.24) (with the replacements \( \tau_i^{(0)} \rightarrow \tau_i \), cf. footnote 13) as\(^{20}\)

\[
G^{(1)}_{i^{(0)}_{c_{i^{(0)}_{c_{j}}}}^{(0)}} = \frac{\hat{\alpha}_{ij}(U, t)}{\tau_i \tau_j \sqrt{\tau_0 \tau_1 \tau_2 \tau_3}}, \quad (B.1)
\]

\[
G^{(1)}_{i^{(0)}_{c_{i^{(0)}_{c_{j}}}}^{(0)}} = \frac{\hat{\beta}_{ij}(U, t)}{\tau_i \tau_j \sqrt{\tau_0 \tau_1 \tau_2 \tau_3}}. \quad (B.2)
\]

Let us plug these expressions into the constraints (3.27)–(3.29), which then reduce to \((i \neq j \neq k)\)

\[
2\hat{\alpha}_{ij} = (D_i + D_j) \hat{\beta}_{ij} - D_j \hat{\beta}_{ii} - D_i \hat{\beta}_{jj}, \quad (B.3)
\]

\[
D_k \hat{\beta}_{ij} = D_i \hat{\beta}_{jk} = D_j \hat{\beta}_{ki}, \quad (B.4)
\]

\[
D_i D_j \hat{\beta}_{ii} = (D_i^2 - 1) \hat{\beta}_{ij} - D_j D_i \hat{\alpha}_{ii}, \quad (B.5)
\]

respectively. Here we introduced the operator \( D_i \) which is defined as

\[
D_i \equiv -\frac{1}{2} + \tau_i \frac{\partial}{\partial \tau_i}. \quad (B.6)
\]

Note that the operator \( D_i \) given in (B.6) preserves the form of any power function of the \( \tau \)-variables that is acted on by \( D_i \). This is to say that a power function of \( \tau_i \) is an eigenfunction of the \( D_i \) operators and different power functions do not mix with each other under the action of \( D_i \) operators. (Note that the eigenvalue might be zero, which is the case for instance for \( \tau_i^{1/2} \) since \( D_i \tau_i^{1/2} = 0 \).) Equations (B.3) and (B.5) can be used to derive

\[
(D_i + D_j) \hat{\beta}_{ij} = 2D_i D_j \hat{\alpha}_{ij} - D_j^2 \hat{\alpha}_{ii} - D_i^2 \hat{\alpha}_{jj} \quad \text{for } i \neq j. \quad (B.7)
\]

This follows by acting with \( D_i D_j \) on (B.3) and then using (B.5) acted on by \( D_j \) (and also the expression obtained by interchanging \( i \leftrightarrow j \) in the latter).

Now we specify the form of \( \hat{\alpha}_{ij} \) in (B.1) according to our ansatz (4.23) in the main text, i.e. (for arbitrary \( i \) and \( j \))

\[
\hat{\alpha}_{ij}(U, t) = \sum_{m=\pm 1}^{3} \sum_{l=1}^{3} \alpha^{(m,l)}_{ij}(U_l) \cdot t_l^m
\]

\[
= \sum_{m=\pm 1}^{3} \sum_{l=1}^{3} \alpha^{(m,l)}_{ij}(U_l) \cdot \left( \frac{\tau_0 \tau_1}{\tau_I \tau_J} \right)^{m/2} \quad \text{with } I \neq J \in \{1, 2, 3\} \setminus \{l\}. \quad (B.8)
\]

\(^{20}\)By dilaton counting for 1-loop corrections in comparison with the tree-level metric (\( \sim O(1/\tau^2) \)) one sees that \( \hat{\alpha}_{ij} \) and \( \hat{\beta}_{ij} \) in (B.1)–(B.2) can not depend on the dilaton \( t_0 \), but can depend at most on \( t_i \) (with \( i \in \{1, 2, 3\} \)) and the complex-structure moduli \( U \).
In the second line we expressed \( t_l \) in terms of \( \tau \) using (2.19) (again replacing \( \tau^{(0)} \to \tau \) according to footnote 13). We want to use (B.8) in (B.7) and (B.5) in order to show that their solutions \( \hat{\beta} \) are of the same form as (B.8), i.e. (for arbitrary \( i \) and \( j \))

\[
\hat{\beta}_{ij} = \sum_{m=\pm 1}^{3} \sum_{l=1}^{3} \beta^{(m,l)}_{ij} (U_l) \cdot t_l^m . 
\]  
(B.9)

This then shows that our ansatz (4.24) follows directly from (4.23) once the constraints (3.27) and (3.29) are imposed.

To this end we first use the fact that the string 1-loop corrections from \( \mathcal{N} = 2 \) sectors can only depend non-trivially on the volume and complex structure of the torus along which the KK/winding sum arises (up to the trivial moduli dependence from the loop counting factor and the normalization factors of the vertex operators). Thus, we have (for arbitrary \( i \) and \( j \))

\[
\hat{\beta}_{ij}(U,t) = \sum_{l=1}^{3} \hat{\beta}^{(l)}_{ij}(U_l,t_l) . 
\]  
(B.10)

Note that

\[
D_l f(t_l) = -\frac{f(t_l)}{2} + A_{li} \frac{\partial f(t_l)}{\partial (\ln t_l)} , 
\]  
(B.11)

where we used the chain rule

\[
\frac{\partial f(t_l)}{\partial (\ln \tau_l)} = A_{li} \frac{\partial f(t_l)}{\partial (\ln t_l)} , 
\]  
(B.12)

with

\[
A_{li} = \frac{\partial (\ln t_l)}{\partial (\ln \tau_i)} 
\]  
(B.13)

being the \((l,i)\) element of matrix \( A \) given in (2.23), cf. (A.3). (Note that \( l \in \{1,2,3\} \) and \( i \in \{0,\ldots,3\} \).)

Now we solve (B.7) to obtain the off-diagonal \( \hat{\beta}_{ij} \). First, from the property of the \( D_l \) operators mentioned below (B.6) one can easily verify that (B.7) has a particular solution of the form (B.9) (this also requires some relations between the \( \beta^{(m,l)}_{ij} \) and \( \sigma^{(m,l)}_{ij} \), which are discussed in the main text, see section 4.2.2). On the other hand, (B.7) is a linear inhomogeneous differential equation and its general solution is given by the sum of a particular solution and the general solution to the homogeneous equation. Using (B.10) and (B.11) the homogeneous part of (B.7) is given by

\[
(A_{li} + A_{lj}) t_l - \frac{\partial \hat{\beta}^{(l)}_{ij}(t_l)}{\partial t_l} = \hat{\beta}^{(l)}_{ij}(t_l) \quad \text{for} \quad i \neq j . 
\]  
(B.14)

This equation holds for all \( l \) separately. It is easy to see, using (2.23), that this has the solutions \( \hat{\beta}^{(l)}_{ij}(t_l) = ct_l^{k+1} \) for \( A_{li} + A_{lj} = \pm 1 \) (and \( \hat{\beta}^{(l)}_{ij}(t_l) = 0 \) for \( A_{li} + A_{lj} = 0 \)) with \( c \) being an integration constant. This shows that the ansatz (B.9), for \( i \neq j \), is sufficient to describe the general solution of the constraint (B.7).
Now let us turn to the diagonal components $\beta_{ii}$ which are constrained by (B.5). We follow the same steps as above for the off-diagonal components, using (B.9) for $\beta_{ij}$ (with $i \neq j$) and (B.10) for $\beta_{ii}$. It is easy to see that the particular solution of the inhomogeneous equation (B.5) is of the form (B.9). Now we solve the homogeneous part of (B.5), i.e. $D_i D_j \beta_{ij} = 0$. Using (B.10) and (B.11) this can be written as

$$4t_i \frac{\partial^2 \beta_{ii}^{(l)}}{\partial t_j^2} A_{ii} A_{ij} + t_i \frac{\partial \beta_{ii}^{(l)}}{\partial t_i} (4A_{ii} A_{ij} - 2A_{ii} - 2A_{ij}) + \beta_{ii}^{(l)} = 0 \quad \text{for} \quad i \neq j,$$

which again holds for each $l$ separately. Using (2.23), one can see that the possible solutions of the above homogeneous equation are $\beta_{ii}^{(l)}(t_i) = \{ t_i(c_1 + c_2 \log t_i), t_i^{-1}(c_3 + c_4 \log t_i), c_5 t_i^{-1} + c_6 t_i \}$ for $(A_{ii}, A_{ij}) = \{( \frac{1}{2}, \frac{1}{2} ), ( -\frac{1}{2}, -\frac{1}{2} ) \}$, respectively, where $c_1, \ldots, c_6$ are integration constants. Now for fixed indices $i$ and $t$, the value of $A_{ii}$ is fixed. Then we are free to choose the index $j$ in such a way that either $A_{ij} = 1/2$ or $-1/2$ in (B.15), and both values of $A_{ij}$ should give the same solution $\beta_{ii}^{(l)}(t_i)$ since (B.15) should hold for any $j$ different from $i$. If $A_{ii} = 1/2$, there are choices for the index $j$ ($\neq i$) such that $(A_{ii}, A_{ij}) = ( \frac{1}{2}, \frac{1}{2} )$ or $(A_{ii}, A_{ij}) = ( \frac{1}{2}, -\frac{1}{2} )$. Thus, we obtain $\beta_{ii}^{(l)}(t_i) = t_i(c_1 + c_2 \log t_i) = c_5 t_i^{-1} + c_6 t_i$. This implies $c_1 = c_6$ and $c_2 = 0 = c_5$, so that we obtain $\beta_{ii}^{(l)}(t_i) = c t_i$ when $A_{ii} = 1/2$. Analogously one can obtain $\beta_{ii}^{(l)}(t_i) = c t_i^{-1}$ when $A_{ii} = -1/2$. Again we see that the ansatz (B.9), for $i = j$, is sufficient to describe the general solution of the constraint (B.5). Thus we have proved (B.9) (i.e. (4.24)) for arbitrary $i$ and $j$.

### C Details of calculations for $\mathcal{N} = 2$ sectors

In this appendix we fill in some calculational details that we left out in the derivation of (4.51)–(4.54) and (4.57)–(4.58).

Let us begin with the derivation of the field redefinitions. Consider (3.21), which reads for the $(-1, l)$- and $(1, l)$-sectors

$$\frac{\partial (\tau_a^{(1)}(-1,l)(\tau))}{\partial \tau_a} = \frac{2(\alpha_{aa}^{(-1,l)} - \beta_{aa}^{(-1,l)})}{\tau_0 \tau_l}, \quad (C.1)$$

$$\frac{\partial (\tau_i^{(1)}(1,l)(\tau))}{\partial \tau_i} = \frac{2(\alpha_{ii}^{(1,l)} - \beta_{ii}^{(1,l)})}{\tau_1 \tau_2 \tau_3}, \quad (C.2)$$

where we used (4.29) and (4.30). Splitting the indices according to (4.33) and (4.34) gives

$$\frac{\partial (\tau_a^{(1)}(-1,l)(\tau))}{\partial \tau_a} = \frac{2(\alpha_{aa}^{(-1,l)} - \beta_{aa}^{(-1,l)})}{\tau_0 \tau_l} = 0, \quad (C.3)$$

$$\frac{\partial (\tau_i^{(1)}(1,l)(\tau))}{\partial \tau_i} = \frac{2(\alpha_{ii}^{(1,l)} - \beta_{ii}^{(1,l)})}{\tau_0 \tau_l} = \frac{-4\alpha_{ii}^{(1,l)}}{\tau_0 \tau_l}, \quad (C.4)$$

$$\frac{\partial (\tau_a^{(1)}(1,l)(\tau))}{\partial \tau_a} = \frac{2(\alpha_{aa}^{(1,l)} - \beta_{aa}^{(1,l)})}{\tau_0 \tau_l} = \frac{4\alpha_{aa}^{(1,l)}}{\tau_0 \tau_l}, \quad (C.5)$$

$$\frac{\partial (\tau_i^{(1)}(1,l)(\tau))}{\partial \tau_i} = \frac{2(\alpha_{ii}^{(1,l)} - \beta_{ii}^{(1,l)})}{\tau_0 \tau_l} = \frac{-4\alpha_{ii}^{(1,l)}}{\tau_0 \tau_l}, \quad (C.6)$$
where $I \neq J$ in (C.5) and we used (4.35), (4.37) and (4.41), (4.45) and (4.49) and (4.43), respectively. These equations have the solutions

\[
\tau^a_{(1)}(-1,0) = C^a_{(1)}(-1,0)({\tilde \tau}_a), \\
\tau^I_{(1)}(-1,0) = C^I_{(1)}(-1,0)({\tilde \tau}_I) - \frac{4\tau_I\alpha_{aI}(-1,0)}{{\tilde \tau}_I{\tilde \tau}_I}, \\
\tau^a_{(1)}(1,0) = C^a_{(1)}(1,0)({\tilde \tau}_a) - \frac{4\tau_a\alpha_{aI}(1,0)}{{\tilde \tau}_a{\tilde \tau}_I}, \\
\tau^I_{(1)}(1,0) = C^I_{(1)}(1,0)({\tilde \tau}_I).
\]

Here again $I \neq J$ in (C.9) and $C^{(m,l)}_{(1)}({\tilde \tau}_I)$ are “integration” constants with respect to $\tau_I$ (i.e. $\frac{\partial C^{(m,l)}_{(1)}}{\partial \tau_I} = 0$). They are determined from (3.20). For the terms arising from closed string winding states, (3.20) leads to

\[
\frac{\partial \left(\tau^a_{(1)}(-1,0)\right)}{\partial \tau_b} = 2\tau_a \left[ \partial_{\tau_a} \left( G^a_{(1)}(-1,0) \right)(\tau) - \partial_{\tau_b} \left( G^a_{(1)}(-1,0) \right)(\tau) \right],
\]

\[
= \frac{1}{\tau_I} \left[ -4\beta_{ab}^{(-1,0)} + 2\alpha^{(-1,0)} \right] = \frac{1}{\tau_I} \left[ -2\alpha_{ab}^{(-1,0)} + 4\alpha^{(-1,0)} \right],
\]

\[
\frac{\partial \left(\tau^a_{(1)}(-1,0)\right)}{\partial \tau_I} = 2\tau_a \left[ \partial_{\tau_I} \left( G^a_{(1)}(-1,0) \right)(\tau) - \partial_{\tau_I} \left( G^a_{(1)}(-1,0) \right)(\tau) \right],
\]

\[
= \frac{1}{\tau_I\tau_I} \left[ -4\beta_{aI}^{(-1,0)} \right] = 0,
\]

\[
\frac{\partial \left(\tau^I_{(1)}(1,0)\right)}{\partial \tau_a} = 2\tau_I \left[ \partial_{\tau_a} \left( G^I_{(1)}(1,0) \right)(\tau) - \partial_{\tau_a} \left( G^I_{(1)}(1,0) \right)(\tau) \right],
\]

\[
= \frac{\tau_I}{\tau_a\tau_I} \left[ -2\beta_{aI}^{(1,0)} + 2\beta_{aI}^{(1,0)} \right] = \frac{\tau_I}{\tau_a\tau_I} \left[ 2\beta_{aI}^{(1,0)} \right],
\]

\[
\frac{\partial \left(\tau^I_{(1)}(1,0)\right)}{\partial \tau_J} = 2\tau_I \left[ \partial_{\tau_J} \left( G^I_{(1)}(1,0) \right)(\tau) - \partial_{\tau_J} \left( G^I_{(1)}(1,0) \right)(\tau) \right],
\]

\[
= \frac{\tau_I}{\tau_J\tau_I} \left[ -2\beta_{IJ}^{(1,0)} \right] = 0.
\]

Here $a \neq b$ and $I \neq J$ and we used (4.35)–(4.42). Moreover, for the contributions from closed string Kaluza-Klein modes we have

\[
\frac{\partial \left(\tau^a_{(1)}(1,0)\right)}{\partial \tau_b} = 2\tau_a \left[ \partial_{\tau_a} \left( G^a_{(1)}(1,0) \right)(\tau) - \partial_{\tau_b} \left( G^a_{(1)}(1,0) \right)(\tau) \right],
\]

\[
= \left( \frac{\tau_a}{\tau_I} \right) \left( \frac{\tau_I}{\tau_I\tau_I\tau_I} \right) \left[ -2\beta_{ab}^{(1,0)} \right] = 0,
\]

\[
\frac{\partial \left(\tau^a_{(1)}(1,0)\right)}{\partial \tau_I} = 2\tau_a \left[ \partial_{\tau_I} \left( G^a_{(1)}(1,0) \right)(\tau) - \partial_{\tau_I} \left( G^a_{(1)}(1,0) \right)(\tau) \right],
\]

\[
= \left( \frac{\tau_a}{\tau_I} \right) \left( \frac{\tau_I}{\tau_I\tau_I\tau_I} \right) \left[ -2\beta_{aI}^{(1,0)} + 2\beta_{aI}^{(1,0)} \right] = \frac{\tau_a}{\tau_I\tau_I} \left[ 2\beta_{aI}^{(1,0)} \right].
\]
\[
\frac{\partial}{\partial \tau_a} \left( \tau_I^{(1)(1, I)} \right) = 2 \tau_I^3 \left[ \partial_{\tau_I} \left( G_{c_I}^{(1)(1, I)} (\tau) \right) - \partial_{\tau_a} \left( G_{c_I}^{(1)(1, I)} (\tau) \right) \right] = 2 \tau_I^3 \left( \frac{\tau_I}{\tau_I \tau_2 \tau_3} \right) \left[ -4 \beta_a^{(1, j)} \right] = 0,
\]

\[
\frac{\partial}{\partial \tau_j} \left( \tau_I^{(1)(1, I)} \right) = 2 \tau_I^3 \left[ \partial_{\tau_I} \left( G_{c_I}^{(1)(1, I)} (\tau) \right) - \partial_{\tau_j} \left( G_{c_I}^{(1)(1, I)} (\tau) \right) \right] = 2 \tau_I^3 \left( \frac{\tau_I}{\tau_I \tau_2 \tau_3} \right) \left[ -4 \beta_j^{(1, I)} + 2 \beta_j^{(1, J)} \right] = \frac{1}{\tau_j} \left[ -2 \alpha_{j, j}^{(1, I)} + 4 \alpha_{j, j}^{(1, I)} \right].
\]

Again \( a \neq b \) and \( I \neq J \) and we used (4.43)–(4.50). Comparing (C.7)–(C.10) with (C.11)–(C.26) we obtain

\[
C_a^{(-1, I)} = \frac{2 \left( \alpha_{b b}^{(-1, I)} - 2 \alpha_{a b}^{(-1, I)} \right)}{\tau_b},
\]

\[
C_l^{(-1, I)} = 0,
\]

\[
C_a^{(1, I)} = 0,
\]

\[
C_l^{(1, I)} = \frac{2 \left( \alpha_{j j}^{(1, I)} - 2 \alpha_{i j}^{(1, I)} \right)}{\tau_j}
\]

with \( a \neq b \) and \( I \neq J \).\(^{21}\) Plugging this into (C.7)–(C.10) leads to the formulas for the field redefinitions given in the main text, i.e. (4.51)–(4.54).

For the Kähler potential, let us start with the diagonal components of the Kähler metric. Using (4.56) together with (4.51)–(4.54), (4.35)–(4.50) and (4.30), we obtain the conditions

\[
\frac{1}{4} \frac{\partial^2 K^{(1)(1)}^{(-1, I)}}{\partial \tau_a \partial \tau_a} = \frac{\alpha_{a a}^{(-1, I)} + \alpha_{b b}^{(-1, I)} - 2 \alpha_{a b}^{(-1, I)}}{\tau_a \tau_b},
\]

\[
\frac{1}{4} \frac{\partial^2 K^{(1)(1)}^{(-1, I)}}{\partial \tau_I \partial \tau_I} = 0,
\]

\[
\frac{1}{4} \frac{\partial^2 K^{(1)(1)}^{(1, I)}}{\partial \tau_a \partial \tau_a} = 0,
\]

\[
\frac{1}{4} \frac{\partial^2 K^{(1)(1)}^{(1, I)}}{\partial \tau_I \partial \tau_I} = \frac{\alpha_{1 I}^{(1, I)} + \alpha_{1 j}^{(1, I)} - 2 \alpha_{1 j}^{(1, I)}}{\tau_I \tau_I}.
\]

The off-diagonal components are obtained from (4.55), again together with (4.35)–(4.50) and (4.30), and the only non-vanishing conditions are

\[
\frac{1}{4} \frac{\partial^2 K^{(1)(1)}^{(-1, I)}}{\partial \tau_a \partial \tau_b} = \frac{\alpha_{a a}^{(-1, I)} + \alpha_{b b}^{(-1, I)} - 2 \alpha_{a b}^{(-1, I)}}{2 \tau_a \tau_b},
\]

\[
\frac{1}{4} \frac{\partial^2 K^{(1)(1)}^{(1, I)}}{\partial \tau_I \partial \tau_J} = \frac{\alpha_{1 I}^{(1, I)} + \alpha_{1 j}^{(1, I)} - 2 \alpha_{1 j}^{(1, I)}}{2 \tau_I \tau_J}.
\]

Obviously, all these equations can be solved by the results given in (4.57) and (4.58).

\(^{21}\)Of course, we could add arbitrary constants to (C.27)–(C.30), but these would just amount to holomorphic field redefinitions.
D \ Details concerning field redefinitions of the $\mathcal{Z}'_6$ orientifold

Using (4.59) and (A.9)-(A.18) with the constraints (4.64)-(4.66), the $\tau$-independent (but $U_t$-dependent) coefficients appearing in the field redefinitions (5.1)-(5.4) read

\begin{align}
2 \left( \alpha_{22}^{(-1,2)} - 2 \alpha_{02}^{(-1,2)} \right) &= t_2 \left( - 4 \delta E^{(-1,2)} + 6 t_1 G_{t_1 t_1}^{(1)(-1,2)} + t_1 G_{t_2 t_2}^{(1)(-1,2)} + t_2 G_{t_2 t_2}^{(1)(-1,2)} + t_3 G_{t_2 t_2}^{(1)(-1,2)} \right), \\
2 \left( \alpha_{33}^{(-1,3)} - 2 \alpha_{03}^{(-1,3)} \right) &= t_3 \left( - 4 \delta E^{(-1,3)} + 6 t_1 G_{t_1 t_1}^{(1)(-1,3)} + t_1 G_{t_2 t_2}^{(1)(-1,3)} + t_2 G_{t_2 t_2}^{(1)(-1,3)} + t_3 G_{t_2 t_2}^{(1)(-1,3)} \right), \\
4 \alpha_{03}^{(1,2)} &= t_2^{-1} \left( - 4 \delta E^{(1,2)} + \frac{1}{2} t_1 G_{t_1 t_1}^{(1)(1,2)} - t_1 G_{t_2 t_2}^{(1)(1,2)} - t_2 G_{t_2 t_2}^{(1)(1,2)} - t_3 G_{t_2 t_2}^{(1)(1,2)} \right), \\
4 \alpha_{01}^{(1,2)} &= t_2 \left( - 4 \delta E^{(-1,2)} + \frac{1}{2} t_1 G_{t_1 t_1}^{(1)(1,2)} - t_1 G_{t_2 t_2}^{(1)(1,2)} - t_2 G_{t_2 t_2}^{(1)(1,2)} + t_3 G_{t_2 t_2}^{(1)(1,2)} \right), \\
4 \alpha_{01}^{(-1,3)} &= t_3 \left( - 4 \delta E^{(-1,3)} + \frac{1}{2} t_1 G_{t_1 t_1}^{(1)(1,3)} - t_1 G_{t_2 t_2}^{(1)(1,3)} + t_2 G_{t_2 t_2}^{(1)(1,3)} + t_3 G_{t_2 t_2}^{(1)(1,3)} \right), \\
2 \left( \alpha_{33}^{(-1,2)} - 2 \alpha_{13}^{(-1,2)} \right) &= t_2^{-1} \left( - 4 \delta E^{(1,2)} + \frac{1}{2} t_1 G_{t_1 t_1}^{(1)(1,2)} + t_1 G_{t_2 t_2}^{(1)(1,2)} - t_2 G_{t_2 t_2}^{(1)(1,2)} - t_3 G_{t_2 t_2}^{(1)(1,2)} \right), \\
2 \left( \alpha_{00}^{(-1,2)} - 2 \alpha_{02}^{(-1,2)} \right) &= t_2 \left( - 4 \delta E^{(1,2)} + \frac{1}{2} t_1 G_{t_1 t_1}^{(1)(1,2)} + t_1 G_{t_2 t_2}^{(1)(1,2)} - t_2 G_{t_2 t_2}^{(1)(1,2)} + t_3 G_{t_2 t_2}^{(1)(1,2)} \right), \\
4 \alpha_{02}^{(-1,3)} &= t_3 \left( - 4 \delta E^{(-1,3)} + \frac{1}{2} t_1 G_{t_1 t_1}^{(1)(1,3)} + t_1 G_{t_2 t_2}^{(1)(1,3)} - t_2 G_{t_2 t_2}^{(1)(1,3)} + t_3 G_{t_2 t_2}^{(1)(1,3)} \right), \\
4 \alpha_{23}^{(1,2)} &= t_2^{-1} \left( - 4 \delta E^{(1,2)} + \frac{1}{2} t_1 G_{t_1 t_1}^{(1)(1,2)} + t_1 G_{t_2 t_2}^{(1)(1,2)} - t_2 G_{t_2 t_2}^{(1)(1,2)} + t_3 G_{t_2 t_2}^{(1)(1,2)} \right), \\
4 \alpha_{03}^{(-1,2)} &= t_3 \left( - 4 \delta E^{(-1,2)} + \frac{1}{2} t_1 G_{t_1 t_1}^{(1)(1,2)} + t_1 G_{t_2 t_2}^{(1)(1,2)} - t_2 G_{t_2 t_2}^{(1)(1,2)} - t_3 G_{t_2 t_2}^{(1)(1,2)} \right), \\
2 \left( \alpha_{00}^{(-1,3)} - 2 \alpha_{03}^{(-1,3)} \right) &= t_3 \left( - 4 \delta E^{(-1,3)} + \frac{1}{2} t_1 G_{t_1 t_1}^{(1)(1,3)} - t_1 G_{t_2 t_2}^{(1)(1,3)} - t_2 G_{t_2 t_2}^{(1)(1,3)} - t_3 G_{t_2 t_2}^{(1)(1,3)} \right), \\
2 \left( \alpha_{11}^{(-1,2)} - 2 \alpha_{13}^{(-1,2)} \right) &= t_2^{-1} \left( - 4 \delta E^{(1,2)} + \frac{1}{2} t_1 G_{t_1 t_1}^{(1)(1,2)} + t_1 G_{t_2 t_2}^{(1)(1,2)} - t_2 G_{t_2 t_2}^{(1)(1,2)} - t_3 G_{t_2 t_2}^{(1)(1,2)} \right).
\end{align}

E \ \mathcal{N} = 2 \ \text{model: T}^2 \times \text{K3}

In this appendix we apply the same method as in the main text to a genuine $\mathcal{N} = 2$ compactification, i.e. type I on $T^2 \times K3$. That case is more constrained via the higher
supersymmetry and the results for the Kähler potential and for the structure of the field redefinitions are already known from the work of [3, 19] (whose approaches differ from ours).

Concretely, we consider the K3 manifold at the $\mathbb{Z}_2$-orbifold point, i.e. $\text{K3} = T^4/\mathbb{Z}_2$. Obviously, there are no $\mathcal{N} = 1$ sectors and the only $\mathcal{N} = 2$ sector has $(m,l) = (-1,1)$ in the notation of the main text, cf. section 4.2.1, meaning that it arises from closed string winding states.

In this case, there are three relevant moduli, the 4-dimensional dilaton, called $\phi_4$ in [3], the volume of the $\mathbb{T}^2$, called $\sqrt{\mathcal{G}}$ and the volume of the K3, called $\omega^4$. Both of these volumes are measured with the 10-dimensional string-frame metric. In order to make contact to the notation of the main text, we rename

$$t_0 \leftrightarrow \phi_4, \quad t_1 \leftrightarrow \sqrt{\mathcal{G}}, \quad t_2 \leftrightarrow \omega^2.$$  \hfill (E.1)

Out of these three fields, one can form the imaginary parts of two vector multiplet scalars, called $S_2$ and $S'_2$ in [3], as well as the 6-dimensional dilaton $\phi_6$, which sits in a hypermultiplet. Again, in order to make contact to the notation of the main text, we rename these fields according to

$$\tau_0^{(0)} \leftrightarrow S_2 = e^{-\phi_4} G^{1/4} \omega^2 = e^{-t_0} t_1^{1/2} t_2,$$  \hfill (E.2)

$$\tau_1^{(0)} \leftrightarrow S'_2 = e^{-\phi_4} G^{1/4} \omega^{-2} = e^{-t_0} t_1^{1/2} t_2^{-1},$$  \hfill (E.3)

$$\tau_2^{(0)} \leftrightarrow e^{-2\phi_6} = e^{-2\phi_{10}} \omega^4 = e^{-2t_0} t_1^{-1}$$  \hfill (E.4)

or equivalently

$$e^{2t_0} = \frac{1}{\sqrt{\tau_0^{(0)} \tau_1^{(0)} \tau_2^{(0)}}},$$  \hfill (E.5)

$$t_1 = \tau_1^{(0)} \sqrt{\frac{\tau_0^{(0)}}{\tau_1^{(0)} \tau_2^{(0)}}},$$  \hfill (E.6)

$$t_2 = \sqrt{\frac{\tau_0^{(0)}}{\tau_1^{(0)}}}.$$  \hfill (E.7)

The real parts of the complex vector multiplet scalars $S$ and $S'$ are given by the scalar dual to $G_{\mu\nu}$ and the scalar arising from the components of $C_2$ along the torus $\mathbb{T}^2$, respectively. We will denote these two scalars as $c_0$ and $c_1$. The argument of the main text for the non-redefinition of these scalars at 1-loop also holds in this genuine $\mathcal{N} = 2$ theory.

The form of the kinetic terms of $t_0$, $t_1$, $t_2$ and $c_0$, $c_1$ in the different frames is exactly as in (2.8), (2.10) and (2.13), with the obvious adjustment for the range of the summations, and the metrics are again related by (2.11) and (2.12). The main difference from the $\mathcal{N} = 1$ case considered in the main text is the tree-level kinetic term of $t_2$ which is given by

$$G_{t_2 t_2}^{(0)} = \frac{1}{2t_2^2}$$  \hfill (E.8)

in contrast to the $\frac{1}{4t_2^2}$ of equation (2.3). This is consistent with the kinetic term of $\omega$ in (3.1) of [3], obtained there by direct dimensional reduction.
E.1 Change of variables from $t$ to $\tau$

The change of variables from $t_i$ to $\tau_i^{(0)}$ in the kinetic terms proceeds along the same lines as described in appendix A for the case of an $\mathcal{N} = 1$ orientifold. Concretely we start by introducing

\begin{align}
x_0 &= 2t_0, \quad x_i = \ln t_i, \quad i \in \{1, 2\}, \\
y_i &= \ln \tau_i^{(0)}, \quad i \in \{0, 1, 2\}.
\end{align}

(E.9)  
(E.10)

The relation between the $x$ and $y$ coordinates is now

\begin{align}
\begin{pmatrix} x_0 \\ x_1 \\ x_2 \end{pmatrix} &= A \begin{pmatrix} y_0 \\ y_1 \\ y_2 \end{pmatrix},
\end{align}

(E.11)

with $A$ being the constant matrix given by

\begin{align}
A &= \frac{1}{2} \begin{pmatrix} -1 & -1 & -1 \\
1 & 1 & -1 \\
1 & -1 & 0 \end{pmatrix}.
\end{align}

(E.12)

The change of variables from $t_i$ to $\tau_i^{(0)}$ in the kinetic terms follows exactly the steps given in (A.5). The only difference is that the sums only run until 2 instead of 3 and the occurring matrices are now given by

\begin{align}
X^{(0)} &= \frac{1}{4} \begin{pmatrix} 1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 2 \end{pmatrix}, \\
X^{(1)} &= \begin{pmatrix} G_{00}^{(1)} & \frac{1}{2} \tau_1 G_{10}^{(1)} & \frac{1}{2} \tau_2 G_{20}^{(1)} \\
\frac{1}{2} \tau_1^2 G_{11}^{(1)} & G_{11}^{(1)} & \tau_1 \tau_2 G_{12}^{(1)} \\
\frac{1}{2} \tau_2^2 G_{22}^{(1)} & \tau_1 \tau_2 G_{21}^{(1)} & G_{22}^{(1)} \end{pmatrix}, \\
Y^{(0)} &= A^T X^{(0)} A = \frac{1}{4} \begin{pmatrix} 1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1/2 \end{pmatrix}, \\
Y^{(1)} &= A^T X^{(1)} A.
\end{align}

(E.13)  
(E.14)

The resulting moduli metrics are

\begin{align}
G_{i^{(0)} j^{(0)}}^{(0)} (\tau_i^{(0)} \tau_j^{(0)}) &= \frac{Y_{i^{(0)} j^{(0)}}^{(0)}}{\tau_i^{(0)} \tau_j^{(0)}} = \frac{(A^T X^{(0)} A)_{i^{(0)} j^{(0)}}}{\tau_i^{(0)} \tau_j^{(0)}}, \\
G_{i^{(1)} j^{(1)}}^{(1)} (\tau_i^{(0)} \tau_j^{(0)}) &= \frac{Y_{i^{(0)} j^{(0)}}^{(1)}}{\tau_i^{(0)} \tau_j^{(0)}} = \frac{(A^T X^{(1)} A)_{i^{(0)} j^{(0)}}}{\tau_i^{(0)} \tau_j^{(0)}}.
\end{align}

(E.15)  
(E.16)
and the concrete forms of $Y_{ij}^{(1)} = (A^T X^{(1)} A)_{ij}$ are

$$Y_{00}^{(1)} = \frac{1}{4} \left( \frac{G_{tot0}^{(1)}}{4} - t_1 G_{tot1}^{(1)} - t_2 G_{tot2}^{(1)} + t_1^2 G_{tt1}^{(1)} + t_2^2 G_{tt2}^{(1)} + 2t_1 t_2 G_{tt12}^{(1)} \right), \quad (E.17)$$

$$Y_{01}^{(1)} = \frac{1}{4} \left( \frac{G_{tot0}^{(1)}}{4} - t_1 G_{tot1}^{(1)} + t_1^2 G_{tt1}^{(1)} + t_2^2 G_{tt2}^{(1)} \right), \quad (E.18)$$

$$Y_{11}^{(1)} = \frac{1}{4} \left( \frac{G_{tot0}^{(1)}}{4} - t_1 G_{tot1}^{(1)} + t_2 G_{tot2}^{(1)} + t_1^2 G_{tt1}^{(1)} + t_2 G_{tt2}^{(1)} - 2t_1 t_2 G_{tt12}^{(1)} \right), \quad (E.19)$$

$$Y_{02}^{(1)} = \frac{1}{4} \left( \frac{G_{tot0}^{(1)}}{4} - \frac{t_2 G_{tot2}^{(1)}}{2} - t_1^2 G_{tt1}^{(1)} - t_1 t_2 G_{tt2}^{(1)} \right), \quad (E.20)$$

$$Y_{12}^{(1)} = \frac{1}{4} \left( \frac{G_{tot0}^{(1)}}{4} + \frac{t_2 G_{tot2}^{(1)}}{2} - t_1^2 G_{tt1}^{(1)} + t_1 t_2 G_{tt2}^{(1)} \right), \quad (E.21)$$

$$Y_{22}^{(1)} = \frac{1}{4} \left( \frac{G_{tot0}^{(1)}}{4} + t_1 G_{tot1}^{(1)} + t_1^2 G_{tt1}^{(1)} \right). \quad (E.22)$$

### E.2 Field redefinitions and Kähler potential

Given that $\tau_2$ is part of a hypermultiplet, it does not couple to any of the vector multiplets, in particular not to $\tau_0, \tau_1$ and $U_1$ (all $\tau$s being 1-loop corrected). We now argue that this implies that the field redefinitions of $\tau_0$ and $\tau_1$ are independent of $\tau_2$ and, thus, we can focus on the subset of fields $\tau_0$ and $\tau_1$ when discussing their field redefinitions and the resulting Kähler potential. The argument for this is as follows. Given that the only $N = 2$ sector has $(m,l) = (-1,1)$, according to (4.29) the correction to the $\tau^{(0)}$-metric takes the form

$$G^{(1)}_{\tau_i^{(0)} \tau_j^{(0)}}(\tau) = \frac{\alpha_{ij}(U_1)}{\tau_i \tau_j \tau_0 \tau_1}, \quad i, j \in \{0, 1, 2\}. \quad (E.23)$$

If this were non-vanishing for a combination of $j = 2$ with $i = 0$ and/or $i = 1$, according to (3.18) there would have to be a mixing of $\tau_2$ with $\tau_0$ and/or $\tau_1$ in the 1-loop field redefinition so that the metric of the corrected field variables respects the factorization of the moduli metric into hypermultiplets and vector multiplets. For the sake of concreteness, let us assume that $G^{(1)}_{\tau_i^{(0)} \tau_j^{(0)}} \neq 0$ and that the redefinition of $\tau_1$ depends on $\tau_2$. According to (E.23), $G^{(1)}_{\tau_i^{(0)} \tau_j^{(0)}}$ also depends on $\tau_0$ and $U_1$. Equation (3.18) implies that also the field redefinition of $\tau_1$ has to depend on $\tau_0$ and $U_1$ in order to cancel the off-diagonal contribution $G^{(1)}_{\tau_i^{(0)} \tau_j^{(0)}}$. However, in that case one would obtain a $\tau_2$-dependence in the metric of the vector multiplets, for instance in the component

$$G^{(1)}_{\tau_1 U_1} = G^{(1)}_{\tau_0 U_1} - \frac{\partial U_1 \tau_1^{(1)}}{4 \tau_1^2}, \quad (E.24)$$
given that $G^{(1)}_{\tau_2 U_1}$ does not depend on $\tau_2$, cf. appendix C in [19]. This, however, is not compatible with the factorization of the moduli space and, thus, we conclude that the field redefinition of \( \tau_0 \) and \( \tau_1 \) can not depend on $\tau_2$.\footnote{Two comments are in order: first, for this argument we assume that there is no $\tau_2$-dependent redefinition of $U_1$, as that might lead to a cancellation of the $\tau_2$-dependence in $G^{(1)}_{\tau_2 U_1}$. However, such a field redefinition was also not required for the $N=1$ theories discussed in the main text. Second, we mention that there is actually an example where a tree-level vector multiplet scalar (the overall volume modulus) has to be redefined at 1-loop by a tree-level hypermultiplet scalar (the 4-dimensional dilaton), cf. eq. (2.2) in [15]. The difference to our case at hand is that for [15] the correction term in the redefinition of the overall volume modulus only depends on the 4-dimensional dilaton and not on any other vector multiplet scalars so that the above argument does not apply.}

Thus, we now concentrate on the subset of fields given by \( \tau_0 \) and \( \tau_1 \). Plugging (E.23) (for $i,j \in \{0,1\}$) and

$$ G^{(1)}_{c_i^{(0)} c_j^{(0)}}(\tau) = \frac{\beta_{ij}(U_1)}{\tau_i \tau_j \tau_0 \tau_1}, \quad i,j \in \{0,1\} $$

(E.25)

into (3.27) and (3.29) leads to the relations

$$ \alpha_{00} = \beta_{00}, \quad \alpha_{11} = \beta_{11} $$

(E.26)

and

$$ \beta_{01} = \frac{1}{2}(\alpha_{00} + \alpha_{11} - 2\alpha_{01}). $$

(E.27)

The conditions (3.28) are empty (since we only have two different indices).

Now let us solve equations (3.20) and (3.21). Using $\alpha_{ii} = \beta_{ii}$ in (3.21) we have

$$ \frac{\partial \tau_i^{(1)}}{\partial \tau_i} = 0 $$

(E.28)

and then, using also (E.26) and (E.27), equation (3.20) can be integrated to give

$$ \tau_i^{(1)} = \frac{2(\alpha_{jj} - 2\alpha_{ij})}{\tau_j} \quad \text{with} \quad i \neq j $$

(E.29)

or more explicitly

$$ \tau_0^{(1)} = \frac{2(\alpha_{11} - 2\alpha_{01})}{\tau_1}, $$

(E.30)

$$ \tau_1^{(1)} = \frac{2(\alpha_{00} - 2\alpha_{01})}{\tau_0} $$

(E.31)

Using this and (E.26) and (E.27), equations (3.24) and (3.23) can be solved by

$$ K^{(1)} = \frac{2(\alpha_{00} + \alpha_{11} - 2\alpha_{01})}{\tau_0 \tau_1} $$

(E.32)

In (E.30)–(E.32) all the $U_1$-dependent coefficients $\alpha_{ij}$ are proportional to the non-holomorphic Eisenstein series $E_2$ (given in (5.7)), i.e.

$$ \alpha_{ij} \sim E_2(U_1), $$

(E.33)
The structure of the field redefinitions (E.30) and (E.31) was already discussed in [3] and [19], respectively. Note that the results (E.30)–(E.32) agree with the contributions from the \((k = 3)\)-sector of the \(\mathbb{Z}_6^0\)-orientifold to \(\tau_0^{(1)}, \tau_3^{(1)}\) and \(K^{(1)}\), cf. (5.1), (5.4) and (5.5). This is due to the fact that the \((k = 3)\)-sector of the \(\mathbb{Z}_6^0\)-orientifold is formally identical with the \(T^2 \times T^4/\mathbb{Z}_2\)-orientifold, just that the third torus of the \(\mathbb{Z}_6^0\)-model plays the role of the untwisted \(T^2\) of the \(T^2 \times T^4/\mathbb{Z}_2\)-model (i.e. we have to make the replacement \(t_3^{\mathbb{Z}_6^0} \leftrightarrow t_1^{\text{here}}\) and the \((m, l) = (-1, 1)\)-sector at hand corresponds to the \((m, l) = (-1, 3)\)-sector of the \(\mathbb{Z}_6^0\)-orientifold).

Finally, the correction to the Kähler potential can be expressed in terms of the quantities calculable via string amplitudes. Using

\[
\alpha_{ij} = e^{-2t_0 t_1} Y_{ij}^{(1)}.
\]

(cf. (4.59)), (E.17)–(E.19), (E.2)–(E.3) and (2.11) we obtain for the Kähler potential

\[
K^{(1)} = 2t_2^2 G_{t_2 t_2}^{(1)} = 2e^{2t_0} \left( t_2^2 G_{t_2 t_2}^{(1)} - \frac{\delta E}{2} \right).
\]
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