Abstract—The premise of the Internet of Things (IoT) is to connect not only computers and mobile devices, but also interconnect smart buildings, homes, and cities, as well as electrical and water grids, automobiles, and airplanes just to mention some examples. IoT leads to the development of a wide range of advanced information services that are pervasive, cost-effective, and can be accessed from anywhere and at any time. In this paper we present a multilayer architecture to integrate devices to the IoT, making it available from everywhere at any time. However, with the introduction of IoT we will be experiencing grand challenges to secure and protect its advanced information services due to the significant increase of the attack surface, complexity, heterogeneity, and number of interconnected resources. In order to deal with such challenges, we introduce an IoT Framework to build trustworthy and secure IoT applications and services. The framework enables developers to consider security issues at all IoT layers and integrate security algorithms with the functions and services offered in each layer instead of considering security in an ad-hoc and after thought manner. We show the applicability of our methodology to secure and protect IoT end nodes providing them with the capabilities for self-monitoring and self-recovering after an external event has occurred.

Index Terms—Internet of things, access control, threat detection, neural networks.

I. INTRODUCTION

Advances in mobile and pervasive computing, and the exponential growth in sensors, actuators and controllers have led to the development of the Internet of Things (IoT). IoT will be a key enabling technology to develop smart services that will revolutionize the way we do business, maintain our health, manage critical infrastructures, conduct education, and how we secure, protect, and entertain ourselves [1], [2]. IoT-based services and systems are usually comprised of complex systems (e.g., Cyber Physical Systems, CPS) and characterized by interdependence, independence, cooperation, competition, distribution, and adaptation [3], [4]. In addition, IoT enables monitoring and controlling large number of heterogeneous devices and systems that are geographically dispersed by collecting, processing, and acting on the data generated by smart objects, systems or humans [5]. With the utilization of IoT devices and communication protocols, we are experiencing grand challenges to secure and protect such advanced services due to the significant increase in the attack surface [6]. Even devices which are intended to operate only in local area networks are sometimes connected to the Internet due to careless configuration or to satisfy special needs (e.g., they need to be remotely monitored). This makes IoT vulnerable to attacks that lead to incorrect information delivery to users, causing them to take wrong actions or to be unaware of an attack underway, as was the case with the Stuxnet attack [2], [3].

In this work we first introduce an IoT hierarchical architecture that can be used to deploy IoT applications. Then, we extend the architecture to our IoT security Framework. The main objective of introducing our framework is to enable developers to address security issues in a systematic way while designing and developing each IoT layer. In our approach, IoT hierarchy consists of four layers: Application, Service, Communications, and End-Devices layers. By insuring for each layer that all existing threats can be identified, and mitigation solutions will be applied, our framework will provide the architectural support to deliver trustworthy IoT services that can: 1) Protect IoT services against epidemic attacks; 2) Ensure that critical IoT systems can survive faults and destructive attacks; and 3) Ensure IoT security and privacy. To highlight the usability of our approach, we show how to use our framework to develop an anomaly behavior analysis based on neural networks, to detect attacks targeting effectors (e.g. DC motors) that are integrated to the IoT.

The rest of the paper is organized as follows. Section II shows the required background to understand IoT cyber security, Abnormal Behavior Analysis IDS, and the use of a threat model. Section III elaborates our decentralized security framework for IoT CPS. Section IV is devoted to explaining our anomaly behavior analysis (ABA) methodology for threat detection in IoT end nodes layer. Section V presents our experimental environment and discusses our evaluation results. Finally, we conclude the paper and discuss future research direction in Section VI.

II. BACKGROUND

A. IoT Cyber Security

IoT can be viewed as a ubiquitous network that enables monitoring and controlling large number of heterogeneous devices that are geographically dispersed by collecting, processing, and acting on the data generated by intelligent end-to-end systems that enable smart solutions and covers a diverse range of technologies including sensing, communications, networking, etc. [7], [8]. Traditional IT security solutions are not directly applicable to IoT due to the
following issues [7]-[9]: 1) The IoT extends the “internet” through the traditional internet, mobile network, non-IP networks, sensor network, cloud computing, etc.; 2) Computing platforms are constrained in memory and processing capability and consequently may not support security algorithms; 3) All “things” will communicate with each other; and 4) Some IoT devices and services may be shared and could have different policies. These challenges need to be addressed in order to build a secure and resilient IoT infrastructure, where Confidentiality, Integrity, and Availability (CIA) must be assured [10].

B. Anomaly Behavior Analysis

Current cyber-security solutions are far from being satisfactory to stop the exponential growth in number and complexity of cyber-attacks [11], [12]. There are two basic intrusion detection techniques to detect cyberattacks: signature based and anomaly based Intrusion Detection Systems (IDS) [13], [14]. Signature based IDS builds a database of known attack signatures or identities. However, these systems cannot detect new types of attacks or even a known attack with a slight change on its signature. The main feature of the anomaly detection approaches is their capability in detecting novel and new attacks. The Anomaly Based IDS defines a baseline model for normal behavior of the system through off-line training and consider any activity which lies outside of this normal model as anomaly [14].

Any attack, misconfiguration or misuse will lead to a deviation from the normal behavior; we name it as abnormal behavior. The main limitation of this approach is the large number of false alarms that can be produced. To overcome this limitation, our approach performs fine-grain anomaly behavior analysis as will be discussed in further detailed when we introduce our IDS approach.

C. Threat Model

Improving security and reducing risks in smart systems heavily depends on analyzing threats, risks and vulnerabilities to develop the appropriate countermeasures and mitigate their exploitations [15]. To better understand the IoT security landscape, a general IoT threat model needs to be developed [16]. A threat model defines threat scenarios with associated risk distributions, likelihood of occurrence, and impact. When created in the design phase, a threat model helps to identify changes that need to be made to the design to mitigate potential threats. In general, the steps to create a threat model are [16]: 1) Identify attackers, assets, and threats, 2) Rank the threats, 3) Choose mitigation strategies, and 4) Build mitigation solutions based on these strategies. We will follow the mentioned steps to create the threat model for our IoT framework and then we will show how to use it to secure and protect our IoT end nodes.

III. DECENTRALIZED SECURITY FRAMEWORK FOR IoT CPS

A. IoT Hierarchical Architecture

There are several IoT architectures that can be applied to build services for smart infrastructures [17]-[19]. Fig. 1 shows our IoT architecture used to build trustworthy and resilient IoT applications, as well as to guide the security development of IoT. It consists of four layers: IoT end Nodes, Network, Services, and Applications. Roughly speaking cyberattacks can be launched against the functions and services provided by each layer. In what follows, we introduce each layer and illustrate potential attack surface, impact and mitigation mechanisms.
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Fig. 1. IoT hierarchical architecture for cyber physical systems.

The end nodes layer includes components such as sensors for capturing and representing the physical world in the digital domain, and actuators to modify the environment to a desired state [5], [20]. It focuses on exchanged information through physical devices to identify or sense the physical world. At this level, cyberattacks target local controllers, sensors, and actuators.

The network layer is responsible for reliable information transmissions from/to end nodes. The network layer includes mobile communication networks, wireless sensor networks, communication protocols, etc. [20]. Cyber-attacks at this layer target firewalls, routers, protocols, and personal information.

The services layer acts as an interface between the application layer and the network layer [21]. At this layer, required computational power is mostly provided as fog and cloud services. In this layer, cyberattacks target personal and confidential information, IoT end devices, monitor and control functions.

The application layer provides personalized services according to user needs [20], [21]. The access to IoT services is possible through mobile technology (i.e., cellphone, mobile applications) and smart appliances and devices. In this layer, data sharing is an important characteristic and consequently application security must address data privacy, access controls and information leaks.

Essentially, we need to ensure the security of all layers in a given IoT application. To achieve this task, we propose our security development framework to cope with the threats in each layer.

B. IoT Security Development Framework (SDF)

The main goal of the SDF is to provide the architectural support to develop highly secure and trustworthy IoT services that can proactively detect and tolerate malicious behaviors that can be due to attacks, faults (malicious or natural) or accidents. We define a trustworthy service to be the one that can secure and protect the system against...
cyberattack (self-protection), that can continue to operate normally by meeting its performance requirements in spite of faults and destructive attacks (self-healing, and self-optimizing), and can update its configuration and security policies to maintain security, privacy, resilience to faults and accidents, and quality of service requirements (self-configuration). The SDF integrates security mechanism at the design and development stage as shown in Fig. 2.

![Fig. 2. IoT security development framework.](image)

The SDF is organized as 2-Dimensional architecture with four layers mapped to our IoT hierarchical architecture. Each layer is implemented into five planes: Function Specification (model), Attack Surface, Impact, Mitigation, and Priority planes. For each layer, we first identify the Attack Surface that characterizes the entry points that can be exploited by attackers to inject malicious events or behaviors in the IoT environment, followed by identifying potential impact of exploding the vulnerabilities, then we identify the mitigation mechanisms that can be implemented to diminish those attacks, and finally we prioritize the service according to the potential impact to the system. By following this methodology, we can ensure the development of highly secure and trustworthy IoT applications.

IV. ANOMALY BEHAVIOR ANALYSIS FOR IOT END NODES LAYER

In our previous work in [2], we developed strategies based on wavelets to detect if sensors in the IoT end nodes are being compromised and then take the required actions. In this work we will show how to use the SDF with a strategy based on neural networks to verify if the actuators in the IoT end nodes are behaving correctly or not (detect abnormal behavior).

Our ABA methodology uses as principle that systems normal behavior can be characterized using global variables, for instance in a DC motor can be speed, position, torque, energy consumption, etc. In general, we follow the ABA deployment methodology depicted in Fig. 3.

![Fig. 3. IoT security deployment for end nodes layer.](image)

A. Training Phase

This phase aims to model the end-nodes. This step is conducted offline. The outcome is a reference model that characterizes the normal behavior of the end nodes. In what follows, we describe each step in the training phase.

1) Offline monitoring

This module is in charge of continuously monitoring the performance of the device at the end node. All the parameters are collected here depending on the type of system being inspected. Usually the offline monitoring is performed by a local controller or computer.

2) Parameters selection

As we are talking about Cyber Physical Systems, we need to accurately choose the parameters that better describe the system. For instance, if the device at the end node is a DC motor, we are interested in collecting information about motor speed and current consumption.

3) Training unit

The training unit is responsible for providing the model of the device being inspected, and to verify that the control unit can understand the given model. For this step we can lean on predefined model (e.g., given by the provider), or we can obtain a parametric model using intelligent control techniques such as Artificial Neural Networks.

B. Reference Model

Our proposed scheme is intended to work with CPS that can perform self-optimization (automatic monitoring and control of resources), self-protection (proactive identification and protection from threats), self-regulation (maintain steady state without external control), and self-management (manage itself without external intervention). To achieve these goals, we proposed the decentralized control scheme shown in Fig. 4, which represents an arbitrary connected device.

![Fig. 4. Decentralized control scheme for the i-th node.](image)

Decentralized control scheme is a robust fruitful technique that has been used to address large-scale complex systems such as transportation systems, electric power grids, and communication networks, to mention few [22]. In what follows we describe the functional building blocks of our proposed approach applied to the i-th node.

1) i-th Device

The building block device includes any of the IoT end nodes whose task involves managing or processing for the upper layers. For control purposes this block can be any object (plant or device), such that a model description is not available, or very hard to obtain due to high complexity or physical restrictions (e.g., distribution on large geographical locations). We consider that the model of the plant is

383
represented by (1).
\[
\begin{align*}
\dot{x}_i &= f_i(x_i) + g_i(x_i)u_i + \xi_i(t) \\
y_i &= h_i(t) + v_i(t)
\end{align*}
\]
(1)

2) Adaptive model

The decentralized adaptive system considers the dynamics of the device considering two approaches for the fault detection task: 1) Internal Fault: Due to the dynamical response of the device which is affected by its internal operation and by perturbation signals that are inherent at the rated conditions. 2) External Fault: Due to cyber-attack. The adaptive model must be able to distinguish from an internal/external fault (to detect a threat), and to restore the i-th node to its healthy operative condition. For the model of the i-th device described by (1) we propose a decentralized high-order neural network model (D-RHONN) whose properties have been proved in [23] as an excellent adaptive identifier for nonlinear plants.

3) Updating law

The outputs of the device and their corresponding model are compared to generate an error signal. Based on the nature of the faults, two types of errors are considered: dynamic errors ed, which occurs due to dynamical behavior of the plant; non-dynamical error ~ed, due to a cyber-attack performed by external entities. The composition of error et, is described by (2).

\[ et = ed + \sim ed \] (2)

The total error drives a learning law block, which generates new parameters to the adaptive model in a closed loop architecture that converges to the device output once that \( et = 0 \) (or very close to it).

C. Testing Phase

Once we have obtained our model, the next step is to verify if the node that is sending the information to the upper layers is being compromised.

1) Online monitoring

This module is in charge of continuously monitoring the performance of the device at the end node layer. It works in a similar way as in the offline; however, it filters the required parameters to send only required information to the classification unit.

2) Classification unit

This unit is the core of our model. It performs the identification based on the model obtained offline. This unit can be used to authenticate the node that is sending information from a given location (or IP). The parameters are obtained online from the monitoring unit and then compared against the reference model. It is clear that, for a dynamic system, subject to external cyber physical disturbances, the reference model may be not enough to accurately identify the inspected node, and hence we need to verify the error. Given the error et, in (2), we can compute the total error as shown in (3).

\[ L^2 |e_t| = \frac{1}{T} \int e_t^2 \, dt = k \] (3)

where we can statistically establish a threshold for \( k \) for a time of interest \( T \) (Montgomery 2009), such that if the threshold is bypassed, the end node is either under attack or a malicious device is trying to send information on behalf of the legitimate one (e.g. Impersonation attack).

V. EXPERIMENTAL RESULTS

In order to validate our IoT framework which integrate autonomic threat detection, we test the capability of our threat detection to identify if the connected node that is sending information to the upper layers is being compromised. The goal is to map the parameters of the connected node in the model stored in our controller and use this model as authentication mechanism to verify the health condition of the end node that is spreading information into the IoT ecosystem.

A. End Nodes Testbed

We prototype an IoT end nodes testbed, which obtains all the characteristics and functionalities of the actual IoT end nodes such as sensors, actuators, automation systems, and communication channels. The elements to control (actuators) are lights, lamps, DC motors, door lock, and electric sockets (where televisions can be connected), etc. The information from the sensors is acquired by an Arduino board [24] every millisecond but updated in memory every 5 milliseconds. The main tasks of the Arduino board are: 1) collecting information from sensors, 2) analyzing device usages looking for abnormalities such as high-frequency (speed changes), command issues, or excessive power consumption, 3) triggering alerts in case an abnormality is detected, and 4) sending the collected information to the secure gateway (including the alerts) through serial communication.

B. Threat Detection Experimental Setup

We used two DC motors as devices in IoT end-nodes, according to the proposed decentralized scheme in Fig. 4.

1) Adaptive model

A neural network configured as a nonlinear autoregressive with external input (NARX) architecture is designed as the adaptive model block [25]. The neural model fits the input - output map of DC motors.

2) Controller

It is well known that the majority of industrial applications rely in Proportional-Integral-Derivative (PID) controllers (Xuemei Zhu 2009). Therefore, we chose a PID controller which will be tuned to control angular speed of DC motors.

3) Updating learning law

The neural network is trained with Back Propagation learning rule based on Levenberg Marquardt algorithm [26], which is specifically designed to minimize sum-of-square error functions.

C. Experimental Results

DC motors are excited offline using a chirp signal modulated by a sinus component with amplitude 10 units and a linear variation from 0.1 to 2 Hz. This stage is necessary to excite all possible frequencies (modes) of DC motors and to get all its range of operation. The modulated chirp signal and
respective output response for both motors are shown in Fig. 5.

![Experimental motor data input (a) and outputs (b).](image)

Input - output data is used to train the neural network, which is designed with a single hiding layer with 5 neurons; two delayed input - outputs are selected. Data are divide as follows: 70% is used to train the neural network; 15% is used to validate and remaining 15% is selected to test the identification performance of the neural model. The neural weights obtained by the learning law for the hidden layer are listed in Table I. Notice that Table I represents the normal or nominal behavior of motors, modeled by an adaptive neural model. Such model can be used by the upper layers in our framework to identify the nominal operation of nodes. Also, it is worth to mention that end nodes are modeled by an adaptive model.

| TABLE I: SYNAPTIC WEIGHTS |
|-----------------------------|
| **Hidden Layer Weights**    |
| Weights{1,1} | Weights{1,2} |
| -0.1532 | -1.0154 | -0.4542 | 1.5057 |
| -0.8451 | 0.9395 | 0.0387 | 0.4292 |
| -0.4002 | -1.4983 | 1.8145 | -0.1946 |
| 0.0085 | 0.0161 | 0.6221 | -0.3135 |
| -1.0414 | 1.0004 | -0.3160 | -0.1904 |

1) Threat detection

An abnormal operation is simulated where motors are subject to a sudden change in speed (i.e. motor goes from a constant speed to a zero speed instantaneously). This fault condition can be considered as severe because industrial processes normally operate under speed profiles that never exhibit sudden changes. Under this condition, the local controller for each node is able to recover to a healthy condition. If fault operation persists the upper layers in the framework can apply the appropriated corrective actions to restore the nodes to their nominal operation status. Table II shows the hidden layer weights under abnormal operation.

| TABLE II: ABNORMAL OPERATION EXAMPLE |
|--------------------------------------|
| **Hidden Layer Weights**             |
| Weights{1,1} | Weights{1,2} |
| 1.1171 | -1.1133 |
| -1.2926 | 1.2074 |
| -1.1405 | 1.1242 |
| -0.2295 | -0.9482 |
| -0.0739 | 1.5081 |

Even though, in fault operation case, the controller can follow the signal input, an action is required by the upper levels in order to identify if this behavior is due to a dysfunctional operation of nodes or by an intrusion. In any case, the neural network data obtained in this operative mode is called Data_fault. Equation (3) is applied as a criterion to distinguish the source of abnormality.

\[
K = \|Data_{actual} - Data_{fault}\| = \begin{bmatrix}
5.6178 & 3.4477 \\
2.2614 & 8.0191 \\
2.9344 & 3.5736 \\
0.0000 & 1.2126 \\
1.0698 & 0.0898
\end{bmatrix}
\]

The gap between matrix K and the Data_actual reference matrix is evident. If the entries of K are bounded, it is possible that the risk management and the action handling units can take the appropriate commands to restore the CPS to a healthy condition. Moreover, because PID controllers remain in the transient error close to zero and the adaptive neural model converges to the dynamics of the plant fast enough it is possible to establish that this fault condition is induced by an external attack. Fig. 6 shows this scenario where a speed fault is introduced (from 10 to 0 rad/sec) after 1 second of normal operation.

Compared with signature-based techniques [2], [3], [5], our proposed method is able to detect unknown abnormalities. This is possible because given the model for normal operation, which is not taken into consideration when using signature-based detectors.

![A speed fault introduced after 1 second of normal operation.](image)

VI. DISCUSSION AND FUTURE WORK

In this paper, we presented a framework with a threat model that can be used to identify potential attacks against each layer of our framework, estimate their impacts and to mitigate and recover from these attacks. In addition, we integrate an autonomic threat detection to generally create a reference model for end nodes that describes its normal behavior and perform behavior analysis at runtime, to detect attack surface and, in particular, abnormal behavior. We showed that our threat detection recognizes both known and unknown threats with high detection rate and low false positive alarms. It is important to emphasize that our proposed methodology is intended to protect the normal operation of IoT end nodes preventing the dissemination of attacks to other layers.

For the future work, we are working on extending our methodology with transitive relationships to express complex access control scenarios with multiple objects. In addition,
we are also inspecting the possibility of detecting attacks by analyzing the behavior of other IoT layers. For example, if an attacker collects enough sensors’ information (e.g., 1 day of information), it can launch a replay attack without the need of using the same data set.
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