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SUMMARY

Primates and other animals must detect novel objects. However, the neuronal mechanisms of novelty detection remain unclear. Prominent theories propose that visual object novelty is either derived from the computation of recency (how long ago a stimulus was experienced) or is a form of sensory surprise (stimulus unpredictability). Here, we use high-channel electrophysiology in primates to show that in many primate prefrontal, temporal, and subcortical brain areas, object novelty detection is intertwined with the computations of recency and sensory surprise. Also, distinct circuits could be engaged by expected versus unexpected sensory surprise. Finally, we studied neuronal novelty-to-familiarity transformations during learning across many days. We found a diversity of timescales in neurons’ learning rates and between-session forgetting rates, both within and across brain areas, that are well suited to support flexible behavior and learning in response to novelty. Our findings show that novelty sensitivity arises on multiple timescales across single neurons due to diverse but related computations of sensory surprise and recency and shed light on the computational underpinnings of novelty detection in the primate brain.

INTRODUCTION

Humans and other primates learn from the world by exploring objects. Behavioral experiments in primates show that novel visual objects—that is, objects they have never seen before—motivate behavior, by capturing attention and gaze and promoting the formation of new memories.1–10 Yet despite the importance of novel objects in our daily life, we currently lack an understanding of how novelty selectivity arises in primate brain circuits and lack an algorithmic understanding of biological novelty detection.

Previous studies reported that neurons in many primate brain areas are novelty responsive—that is, they respond differently to novel versus familiar stimuli.3,11–14 However, novel stimuli differ from familiar stimuli in many respects. For instance, novel stimuli are unexpected or surprising, deviate from recent experiences, and motivate behavior.14–26 Such broad and diverse properties of perceptual novelty not only highlight that it is critical to understand the neural mechanisms of novelty detection but also illustrate why it has been challenging to dissociate representations of novelty from other neural signals, particularly in higher order brain areas.

There are several formal theories and hypothesized algorithms for processing and detecting perceptual novelty that each suggest related but dissociable mechanisms for novelty detection. They make distinct predictions about the nature of novelty-responsive neurons in the brain (Figure 1A). The first one conceptualizes novelty as a form of sensory surprise13,18,20–25 (Figure 1A, Model 1). Sensory surprise is a violation of predictions about incoming sensory information and could be due to the probability of a specific stimulus or the overall sensory statistics of a given context, such as when expected sequences of objects are violated.3,18 In this conception, novelty-responsive neurons ought to be sensitive to sensory surprises due to errors in prediction about which sensory events occur. A second class of models conceptualize novelty as a recency and/or repetition effect, which is commonly operationally defined as a neural or behavioral sensitivity to how long ago a stimulus was experienced8,9,26–28 (Figure 1A, Model 2). While these two processes could be distinct, these processes could also be interdependent and cooperate,9,29 particularly if the brain contains circuits with multiple timescales of object memory. Hence, it is possible that novelty selectivity could arise with both sensory surprise and recency computations (Model 3) or that each contributes to novelty computations preferentially in different brain areas. Finally, novelty responses could arise independently of sensory surprise or recency, as a categorical signal for complete novelty that purely indicates whether or not a stimulus has ever been seen before (Model 4).18,19,30

We set out to (1) test the relationship between novelty, recency, and different forms of sensory surprise and (2) explore...
the nature and timescales of novelty representations in the activity of single neurons. To do this, we implanted two monkeys with semi-chronic high channel count arrays and recorded neurons across temporal cortex, amygdala, hippocampus, basal ganglia, and the prefrontal cortices while monkeys participated in unsupervised learning object viewing procedures that assessed the relationship of single neurons’ object novelty responses with recency and sensory surprise.

Our findings show that object novelty sensitivity is heavily intertwined with computations of several forms of sensory surprise and recency in single neurons and operates over diverse timescales both within and across brain areas. These data shed light on the logic and computational underpinnings of novelty detection in the primate brain.

RESULTS

Measuring novelty, recency, and surprise

On each trial, the monkey was shown a sequence of three fractal visual objects. The objects in these sequences did not possess instrumental value and did not affect reward rate or magnitude (STAR Methods). Monkeys obtained reward after successfully observing each object sequence and then participating in a distinct instrumental behavior that consisted of making an eye movement to a dot that appeared at one of four possible locations on the screen (Figure 1B, top right).

To observe the relationship of novelty with sensory surprise and recency, this procedure contained several trial types that included distinct object sequences designed to dissociate these

Figure 1. Models of object novelty computations and object viewing procedure

(A) Four theoretical descriptions of the mechanisms of object novelty detection predict different patterns of neural responses for object recency and sensory surprise.

(B) Object viewing procedure (top) and four trial types (bottom).
factors (STAR Methods). The trial type was cued to the animal at the start of the trial by the shape of the fixation point (Figure 1). In Type 1 trials, the monkeys experienced a sequential presentation of three objects, in which the second object was always novel, and the other objects were familiar and fully predictable (Figure 1B). The novel objects had never been seen before because they were generated on a trial by trial basis using a new random seed on each trial (using a previously established algorithm). In Type 2 trials, monkeys experienced other distinct fractal visual objects that were all highly familiar. For these trials, we used two sets of objects to control for single neurons’ object sensitivities (Figure 1B; STAR Methods), and following the presentation of the first fractal, the remaining objects in the sequence were predictable (Figure 1B). Hence, the variability or entropy of which object would be presented was relatively low. We defined novelty-responsive neurons as those that responded differentially to the second objects in Type 1 versus Type 2 trials. Importantly, this design ensured that it was highly predictable whether the second object in these sequences would be novel or familiar, so that neural novelty responses could not be attributed to the novelty simply being more unpredictable or surprising than familiarity.

During the same recording session, we also measured neuronal sensitivities to object recency and sensory surprise. This was accomplished with Type 3 trials that contained three objects that were each drawn from a familiar set of three fractals but were drawn in a random sequence with replacement (Figure 1B). Thus, following the presentation of the first fractal in Type 3 trials, the monkey could predict which set of fractals the remaining two objects would be drawn from, but could not fully predict their specific object identities. Hence, variability or entropy of which object would be presented was relatively high. By comparing Type 2 and Type 3 trials, we measured neural sensitivity to sensory surprise—that is, responses that were attributable to the presentation of an object whose identity and sensory features were predictable versus unpredictable. Furthermore, neural sensitivity to recency was assessed by comparing responses to familiar objects during Type 3 trials that were more or less recently seen (Figure 1B; STAR Methods; Xiang et al.). Hence, from Type 1–3 trials, we obtained measures of each neuron’s sensitivity to novelty, surprise, and recency. Importantly, these measurements were independent of each other (STAR Methods). Thus, any relationship between these measures reflects a relationship between how neurons generate their responses to these variables (such as is hypothesized by the models in Figure 1A). We also used a distinct set of trials to study learning and the timescales of novelty-to-familiarity transformations (Type 4; we return to them later).

Because we used an unsupervised object viewing procedure that required the monkeys to fixate during object sequences, we were also able to measure pupillary responses to novelty, recency, and sensory surprise. Both animals were sensitive to the task because their pupillary constrictions reliably changed as a function of all or most of these variables (Figure 2A; Monkey L: novelty index, p < 0.0001; sensory surprise index, p < 0.0001; recency index, p < 0.0001; Monkey S: novelty index, p < 0.0001; sensory surprise index, p = 0.57; recency index, p < 0.0001). Constriction of pupils to expected novel stimuli replicated...
Figure 3. Novelty neurons are sensitive to sensory surprise and recency

(A) Novelty-responsive neurons displayed particularly strong sensitivity to sensory surprise and recency. Population mean sensory surprise and recency indices are shown for novelty-responsive neurons (left) and all other neurons (right). Error bars in all panels are SE. **p < 0.01, ***p < 0.001.

(B) Two classifiers’ performance (left and right) at classifying objects as novel versus familiar. These classifiers were trained on responses to familiar fractals to discriminate sensory-surprising versus predictable fractals (left) and recent versus non-recent fractals (right).

(C) The magnitude of novelty-excited neurons’ novelty sensitivity was correlated with the magnitude of their sensitivity to sensory surprise (left) and recency (right). Control analyses for this figure are shown in Figures S1 and S2.

Figure 4. Across-region relationship between novelty, recency, and sensory surprise

(A) Average activity of novelty neurons is sensitive to both sensory surprise and recency

(B) Classifiers trained to decode surprise or recency decoded novelty

(C) Novelty sensitivity is correlated with sensory surprise and recency sensitivity

Novelty, recency, and surprise are related across brain regions

Novelty sensitivity was not uniformly distributed throughout single neurons in the primate brain. Some brain areas, in particular the anterior ventral medial temporal cortex (AVMTC), and areas that it is interconnected with, such as area 46v, basal forebrain, and the amygdala, were preferentially enriched in novelty-responsive neurons (Figure 4A). Consistent with Figures 3A–3C, we found that there was an across-region relationship between novelty, recency, and sensory surprise—that is, on average, regions that were preferentially enriched with novelty-responsive neurons were also enriched with neurons that were sensitive to recency and sensory surprise (significantly higher percentage of sensory surprise responsive neurons [p < 0.0001, permutation test] and recency responsive neurons [p < 0.0001, permutation test] when comparing the 1/5th of areas with the highest percentage of novelty-responsive neurons to the 1/5th of areas with the lowest percentage of novelty-responsive neurons; Figure 4A, left).

This finding raised the question of whether the relationship between novelty and sensory surprise and recency is only relevant to a small number of brain areas that are most enriched with novelty-responsive neurons, or whether this relationship is a general finding.
Our data indicate that the latter is the case: there were remarkably consistent positive correlations between novelty and both sensory surprise and recency across almost all of the recorded brain areas (Figure 4A, right). This suggests that the results in Figure 3C generalize across most brain areas that we targeted in this study. In sum, these data show that the novelty is linked to measurements of sensory surprise and recency in many brain areas.

This finding also raised the question of whether novelty processing is linked to other types of sensory surprises as well. For example, we recently showed that novelty-responsive neurons in the basal forebrain are sensitive to violations in highly over trained object sequences, responding when a familiar
object from one sequence unexpectedly appears in another. To replicate this and test whether it holds across the many brain areas recorded here, we introduced object sequence violations on a small fraction of Type 2 trials (~10%) and computed an index that measured neural sensitivity to them (STAR Methods). By contrast to the sensory surprise index, which measures surprises that can be fully expected to occur, the violation index measures surprises that should be highly unexpected, as they are both low probability and violate the typical task structure. This produced a remarkably similar pattern of results: novelty-responsive neurons were significantly sensitive to sequence violations, and their sensitivity to novelty and sequence violations were positively correlated, particularly in the basal forebrain (Figure S3). This indicates that the results in Figures 3A and 3B can generalize to other types of sensory surprises and highlight the importance of the basal forebrain in novelty and surprise computations in the many brain regions that receive its projections.37,38

Furthermore, the data show that expected surprise and unexpected surprise may sometimes engage distinct cells or circuits. For example, within the basal forebrain, novelty is positively correlated with sequence violations but negatively correlated with expected sensory surprises. Hence, basal forebrain neurons treat unexpected sequence violations differently from expected sensory surprises. Consistent with differences among expected and unexpected surprises at the level of neural circuits, some brain areas, such as the hippocampus and the striatum, were relatively more engaged by sequence violations than sensory surprises (Figure S3D).

Also, the fact that novelty, sensory surprise, and recency were not treated precisely identically across brain areas was highlighted by distance matrices between brain areas based on their differences in the percentage of cells with significant coding of these variables (Figures 4B and S3). These three distance matrices were highly correlated with each other, with the same cluster of 4–5 areas standing out from the rest (novelty versus recency, rho = 0.502, p < 0.0001; novelty versus sensory surprise, rho = 0.585, p < 0.0001; sensory surprise versus recency, rho = 0.327, p < 0.0001, Spearman’s rank correlation). However, within this group there were differences among brain areas as well. AVMTC was highly enriched in novelty and sensory surprise coding but less so in recency; 9/46v was enriched in novelty and recency but less so in sensory surprise, whereas amygdala and basal forebrain integrated all three. In addition, recency and surprise sensitivity were significantly positively correlated across all neurons (rho = 0.07, p < 0.001; animal S, rho = 0.1154, p < 0.001; animal L, rho = 0.025, p = 0.0255) but not always across novelty-excited neurons (rho = 0.04, p = 0.0896; animal S, rho = 0.25, p < 0.001; animal L, rho = −0.125, p < 0.001). Thus, our data suggest that specific subpopulations of novelty-responsive neurons can be especially sensitive to either surprise, recency, or both.

**Arousal does not induce the relationship of novelty with recency and surprise**

Next, we asked whether these correlated codes could have been induced not by common computations but by common changes in arousal in response to novelty, surprise, and recency.10 In our data, this was unlikely because while neural populations recorded in each monkey displayed similar patterns as Figure 3 (Figure S1), their pupillary responses to sensory surprise differed (Figure 2A), suggesting that the main population-level results could not be just a reflection of pupil-indexed arousal. To test this further, we recorded the activity of many of the same neurons while manipulating arousal in a reward information viewing procedure that measured how novelty-sensitive neurons anticipated and responded to information about future rewards. Here, monkeys observed objects that indicated changes in reward value and uncertainty (Figure 5A), which are known to strongly activate neural populations that regulate motivated behavior.39,40

Our sampled neural populations were significantly enriched in neurons that were responsive to two important reward statistics known to drive arousal: (1) many neurons signaled reward values by discriminating high value from low value objects and (2) many neurons anticipated the receipt of information to resolve reward uncertainty by activating when reward was uncertain and increasing this activity before an informative cue would appear to indicate the reward outcome (Figure S4). Neuronal sensitivity to these two variables was not correlated with neuronal sensitivity to novelty, across the group of novelty-excited neurons (Figure 5B). This is consistent with a previous study that found a similar result using imaging (Ghazizadeh et al.;41 but note that in brain regions involved in controlling the deployment of spatial attention and gaze, they did find that there was indeed a relation between novelty and reward). The main point for this study is that in our data, on average, neuronal sensitivity to novelty was generally more strongly correlated with recency and with sensory surprise, than with reward value and with information anticipation (novelty and recency versus novelty and reward value, p = 0.0008; novelty and recency versus novelty and reward information, p = 0.052; novelty and sensory surprise versus novelty and reward value, p = 0.0114; novelty and sensory surprise versus novelty and reward information, p = 0.276; permutation tests). Neural coding indexes for sensory surprise and recency were not correlated with indexes for reward value and reward information anticipation at the population level (Figure 5C).

It is worth noting that novelty was unrelated to reward in our sequence task. Hence, these results do not shed light on the interaction between reward and novelty when novelty and reward covary within the same task, when the value of novel objects changes across trials, or when novelty signals the chance to learn the reward value of objects.42–44 Rather, the analyses fortify the notion that the population-wide results (Figures 3A–3C) were not simply due to task-induced fluctuations in object salience or arousal.

Compared with the more prevalent novelty-excited neurons, on average, novelty-inhibited neurons behaved slightly differently; they had marginally significant correlations with reward-related indices (Figure S4C), suggesting that they may have a different role in linking novelty, arousal, and reward processing.

**Common origins of novelty responses**

Next, we asked whether novelty responses share common origins across simultaneously recorded neurons. We found that during neural responses to objects, noise correlations were higher between pairs of novelty-responsive neurons than pairs of other neurons (p = 0.002, paired signed-rank test; Figure S5).
Ensembles of novelty-responsive neurons had expanded variance in their novelty signals across presentations of distinct novel objects, consistent with the idea that neural systems for novelty detection can have shared response variance, effectively treating some novel objects as "more novel" and others as "less novel"45,46 (Figure S5).

Multiple timescales of learning and forgetting

Having delineated important factors underlying novelty processing by neurons in the brain, we next set out to measure their timescales of operation. In everyday life, object novelty is fundamentally linked to a continuous process of learning, as each new novel object gradually becomes familiar with repeated experience. Furthermore, this learning can occur at multiple timescales; sometimes rapidly, sometimes slowly, and sometimes interrupted by forgetting. To investigate the timescales of this novelty-familiarity learning, our behavioral procedure (Figure 1) included Type 4 trials in which sequences of three objects could contain novel objects that sometimes repeated across experimental sessions across multiple days, for up to 5 days (STAR Methods). As a result, these "repeating novel" objects underwent a novelty-to-familiarity transformation, allowing us to measure each neuron’s responses during different stages of learning.

We found that the novelty-excited neuron population’s average novelty-related activity reflected a gradual learning process, marked by repeated cycles of rapid within-day learning in each session, followed by substantial between-session forgetting (Figure 6). To quantify this across the population of novelty-excited neurons while controlling for novelty-unrelated sensory adaptation, we normalized neural responses to repeating novel objects based on the responses to fully novel and fully familiar objects in the same trial type and during similar epochs of the behavioral session (STAR Methods).

On Day 1 of exposure to a repeating novel object, the population response rapidly learned to differentiate them from truly novel objects even after a few exposures (Figure 6A). That is, as a novel object repeated within a day, the average novelty-related response of novelty neurons declined. Furthermore, there was also a rapid decline in the learning rate—the fraction of novelty-related activity that disappeared with each exposure to the object. To quantify this, we calculated a measure of the
neural learning rate from each individual object exposure. This analysis revealed that at the population level the neural learning rate started high and then rapidly declined over the course of the day (Figure 6B). Importantly, this was found despite controlling for any potentially confounding impact of arousal or task engagement on the time course of the novelty-familiarity transformation (STAR Methods).

Despite their rapid within-session leaning, these neurons did not retain their learning perfectly across sessions. Instead, they showed clear evidence of substantial between-session forgetting (Figure 6C). When the same neurons were presented with repeating novel fractals that had been experienced for 2+ days, their initial response was substantially lower than their response to a completely new fractal, indicating some retention of learning (Day 2+ start < Day 1 start, p < 0.0001, paired signed-rank test). However, it was also substantially higher than their response to a repeating novel fractal at the end of the first day, indicating substantial forgetting or loss of access to the prior learning (Day 2+ start > Day 1 end, p = 0.0099, paired signed-rank test). Note that this is distinct from the pattern one would expect if neural memories of objects are enhanced following overnight rest between training sessions.47 If that was the case, rest should cause neurons to treat the repeating novel object more similarly to a fully familiar object (“overnight or between-session learning”); instead, neurons treated it more similarly to a fully novel object (“overnight or between-session forgetting”). This resembles the “spontaneous recovery” observed in multiple forms of sensory, motor, and motivational learning,48–51 and could occur due to the passage of time, rest, or other factors. Thus, on Day 2+, this neural population had to re-start its learning process from an earlier point on the learning curve.

The time course of novelty learning in the novelty-responsive population followed a saw tooth pattern, marked by cycles of within-day learning followed by partial across-day forgetting (Figure 6C). This pattern continued on each day for up to the full 5 days of exposure tested in this experiment, as the population response to the repeating novel fractals gradually

Figure 6. Dynamics of learning and forgetting in novelty-excited neurons
(A) Novelty-excited neuron population response as a function of object exposure. Firing rates are normalized here so that the response is 0 to familiar objects and 1 to always novel objects (STAR Methods). Shaded area is SE.
(B) Novelty-excited neuron population learning rate decreases over the course of each day.
(C) Quantification of within-day and across-day novelty-familiarity transformations. The y axis is the population mean AUC of the ROC for discriminating responses to repeating novel fractals versus familiar fractals. This is quantified for the first 5 (start) and last 5 (end) presentations of each repeating novel object on each day. Error bars are SE. *p < 0.05, **p < 0.01, ***p < 0.001 (signed-rank tests).
(D) Novelty-excited neurons across-day novelty-familiarity transformations over the course of 5 days (Monkey S; STAR Methods). The y axis is the area under the ROC curve comparing responses to repeating novel fractals versus familiar fractals. Shown are data from the first 5 (magenta) and last 5 (blue) presentations of each fractal in each session. Supplemental analyses of surprise during learning, as well as area by area heterogeneity of learning and forgetting is in Figure S6.
progressed toward familiarity (Figure 6D). The population average response to repeating novel fractals never became fully identical to familiar fractals (Figure 6C, p < 0.0001; Figure 5D, p < 0.0001, signed-rank test relative to 0.5), which is expected since the familiar fractals had been previously viewed many times (1,000+ exposures). Interestingly, the population made quite similar learning progress each day; the learning rate had a remarkably similar magnitude and time course over the session for fractals regardless of their number of days of exposure (Figure 6B, Day 1 versus Day 2).

Some of the novel objects we encounter in life are only relevant to our immediate situation, but others have long-term importance and must be committed to long-term memory. Therefore, it would be ideal if the brain contained neural networks with different learning rates to handle this diversity. It has been proposed that the brain contains reservoirs of neurons with different timescales of motor learning, including “fast” neural systems that both learn and forget quickly, and “slow” systems that both learn and forget slowly. This could be also the case for novelty learning. Alternately, it is possible that novelty-responsive neurons throughout the brain learn and forget in lock step with each other, cooperating to form a single, unified representation of each object’s degree of novelty. This would be analogous to theories of motivated behavior, which propose that key motivational variables, such as the values of states and actions, are computed once and then used by multiple brain areas to guide multiple processes such as learning and decision making.

We tested among these hypotheses and found that novelty-responsive neurons learned in diverse manners. For example, in Figure 7A, the left panel shows an example novelty-responsive neuron recorded in area AVMTC, suggestive of “slow learning, fast forgetting.” That is, this neuron was strongly excited by its first exposure to repeating novel objects (Day 1 start), gradually reduced its response over the course of the day (Day 1 end), had a similar response at the start of further days suggestive of little or no forgetting (Day 2+ start), and produced a learning curve that was similar to the first day but with a pronounced downward shift, suggestive of progressive learning across days (Day 2+ start to end). By contrast, in Figure 7A the right panel shows a second AVMTC novelty-responsive neuron with very different learning curves, suggestive of “fast learning, fast forgetting.” This neuron learned at a considerably faster rate on Day 1: by the end of the day its response to repeating novel objects was very close to fully familiar objects. However, this neuron also had considerably greater forgetting: it almost completely “reset” its novelty response on Day 2+, so that the learning curve on Day 2+ had only a little downward shift from Day 1. Thus, while this neuron learned rapidly within each day, it was unable to retain and compound this learning fully across days.

To quantify the time course of novelty-familiarity transformations in single neurons, we calculated statistically independent indexes of how much a neuron learned within a day and forgot across days (Figure 6C; STAR Methods) and assessed the relationship between learning and forgetting. The two indices were strongly correlated (Figure 7C, rho = 0.371, p < 0.0001, Spearman’s rank correlation). This correlation was driven by true variation across neurons in their learning-related activity, not by variations across session in the animal’s learning process, because it remained similarly strong after subtracting out session-level effects (Figure 5B). These results indicate that neurons that learned more within Day 1 also tended to forget more across days. Moreover, while within brain regions these types of neurons were intermingled (e.g., the cells in Figure 7A), we did observe an anatomical trend that strongly corroborates the results of Figure 6C: brain areas that on average had greater within-day learning also had greater across-day forgetting (Figure 7C). Most areas had positive learning and forgetting indexes, while hippocampus and anterior entorhinal cortex had trends for negative forgetting indexes, perhaps consistent with consolidation strengthening memories across days (Figure 6C). This result supports theories that anatomical or circuit differences can support learning on different timescales and provides evidence that this is the case specifically in the realm of novelty-to-familiarity transformations.

**DISCUSSION**

Current theories put forward distinct models in which novelty is either derived from recency judgments or conceptualized as a form of sensory surprise. Here, we assessed these mechanisms with high-channel electrophysiology and determined that object novelty arises with both computations of recency and surprise, suggesting that novelty detection and memory-related functions are supported by diverse mechanisms, including those linked to predictive coding.

Previous work identified distinct neuronal groups in AVMTC that signaled novelty and recency. However, that work did not assess the relationships between novelty and recency or novelty and surprise. Also, studies in humans examined how novelty and recency, or novelty and surprise, modulate bulk average brain activity. However, they did not establish whether these variables are represented by the same or different groups of neurons or voxels. Our data replicate the findings that AVMTC is a key node of novelty processing and provide a first demonstration for the linkage between recency, surprise, and novelty computations suggested by theory. Notably, we could have found instead that novelty sensitivity was not correlated or negatively correlated to recency or surprise. In some sense, within a single pool of neurons such as AVMTC, this could have been a more efficient mode of information encoding. The deviation from efficiency could further suggest that the relationships between novelty and sensory surprise and recency are important for novelty detection.

Our data do not indicate that novelty, recency, and sensory surprise are always treated identically by the brain. In fact, we found several differences in their relationship across areas (Figure 4). For example, in AVMTC many novelty-sensitive neurons were sensitive to sensory surprise but relatively few were sensitive to recency. By contrast, in basal forebrain and amygdala, novelty-sensitive neurons were commonly sensitive to sensory surprise, recency, or both, consistent with the wide-ranging roles of these regions in memory, sensory processing, and associative learning. However, in spite of these differences, across all recorded brain areas and within a large number of individual areas, there was a positive correlation between coding of novelty, recency, and sensory...
surprise. We interpret the results to mean that neurons sensitive to these variables can be functionally linked in support of novelty detection.

In fact, novelty and surprise can arise due to many sources. Sensory surprise indices (Figure 1) measure surprise due to probability of seeing an object. However, other forms of surprises, such as during sequence violations (Figures S3B–S3D), also incorporate surprise due to violations in beliefs about the structure of the world. Novelty can be expected or unexpected (Zhang et al.,3 Barto et al.,18 and Monosov;37 in our data sensitivities to unexpected novelty in Type 4 trials and to expected novelty in Type 1 trials were highly correlated, rho = 0.3582; p < 0.001). While expected and unexpected novelty or surprises formally could have different roles in learning,80 in naturalistic contexts, the line between expectedness and unexpectedness is never clear—agents need to monitor all surprising and novel events to detect changes in contexts and distributions of outcomes and events.37 This notion is supported by the linkage we see between novelty sensitivity and different forms of sensory surprise across many brain areas (Figures 3, 4, and S3).

That said, we also found important differences between distinct forms of surprise among the brain areas. For example, in the basal forebrain coding of novelty was negatively correlated with coding of expected sensory surprises, but positively correlated with coding of unexpected violations of the sequential structure of the task.3 The striatum and the hippocampus also seemed to have many neurons that were sensitive to violations of sequence structure. By contrast, the AVMTC and the amygdala had relatively more neurons that were sensitive to expected sensory surprises.
Neuronal novelty-familiarity transformations occurred with multiple, heterogeneous time courses, with some neurons learning slowly but steadily over the course of multiple days, and others learning rapidly within each day but retaining little across days. This may support adaptive behavior in a world in which some objects are only relevant for short periods of time, while others must be remembered for a lifetime. This is akin to theories of sensorimotor learning and adaptation in which the motor system must adjust to perturbations during movements that are unlikely to ever again challenge the system, and also to slow permanent changes, like age-related changes in the body or permanent changes in the task. It has been suggested that to support such fast and slow changes the brain may have evolved fast and slow learning systems, that also forget quickly or slowly, respectively. We found evidence for similar mechanisms for novelty detection. Neurons underwent novelty-to-familiarity transformations at a spectrum of timescales, with some learning rapidly and others learning slowly. These timescales of learning were reflected in a consistent manner across time; neurons which learned rapidly within a session also tended to have greater spontaneous recovery across sessions.

We observed that neurons in AVMTC with strong selective activations by novel objects also had high sensory surprise indices, reflecting strong differential activation by objects that were predicted to appear with a low probability (trial Type 3) versus high probability (trial Type 2). Kaliukhovich and Vogels found that inferotemporal (IT) neurons, lateral to AVMTC (Figure S7), responded more strongly to an object in blocks when it had a 10% probability of appearing rather than a 90% probability of appearing, and this adapted rapidly to recent stimulus history. These responses were sensitive to the prior probability distribution of alternative objects that could have been presented, to either a narrow distribution (a single alternative object with a 90% probability of appearing) or to a wide one (9 different alternative objects each with a 10% probability of appearing). Meyer and Olson trained monkeys with stable sequences of objects (i.e., object A → B, A → B, C → D, C → D) and after extensive training violated the monkeys’ expectations (i.e., C → B). IT activations were higher in response to these sequence violation events, which they attributed to the suppression of predicted stimuli. Bell et al. reported that IT responses to faces were suppressed during periods when faces were presented with high probability. These papers suggest that surprise effects in IT could be due to computations tightly linked to object presentation probability. Our own data in neighboring brain areas, including AVMTC, are consistent with this interpretation.

It is highly possible that sensory surprise signals in different brain regions regulate different predictions and behavioral control algorithms. Such diversity can theoretically support the distinct strategies of novelty detection that have been developed in machine learning. For example, different brain areas or circuits may implement novelty detection based on comparing sensory input with explicit sensory memories, such as in Hopfield networks, or with beliefs about the probability of particular objects and the variability of objects in the environment. A diversity of novelty detection and memory encoding mechanisms may be supported by the heterogeneous timescales of learning and forgetting that we observed within individual brain regions, and across the brain, but how remains to be studied in biological and artificial neural networks.
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|---------------------|--------|------------|
| Deposited data      |        |            |
| Data and figure generation code | This paper | https://github.com/kalfton/Noveltypaper |
| Experimental models: Organisms/strains | PrimGen | Macaca mulatta |
| Rhesus Macaques     | NIH Animal Center at Poolesville | N/A |
| Software and algorithms | MATLAB | Mathworks | https://www.mathworks.com/ |
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EXPERIMENTAL MODEL AND SUBJECT DETAILS

Two adult male monkeys (Macaca mulatta; Monkey L and Monkey S; ages: 7-10 years old) were used for neurophysiological recording experiments. All procedures conform to the Guide for the Care and Use of Laboratory Animals and were approved by the Institutional Animal Care and Use Committee at Washington University.

METHOD DETAILS

Two adult male rhesus monkeys (S and L; Macaca mulatta) were used for the electrophysiology experiments. All procedures conformed to the Guide for the Care and Use of Laboratory Animals and were approved by the Washington University Institutional Animal Care and Use Committee. A plastic head holder and plastic recording chamber were fixed to the skull under general anesthesia and sterile surgical conditions. For each monkey, we implanted a semi-chronic high channel count recording drive (LS124; Gray Matter). To aim these micro drives, we first acquired 3T magnetic resonance images of the monkeys’ brain. We used these MRI to aim the two micro drives towards the regions of interest, including the prefrontal cortex and the temporal cortex. We then attached MRI compatible chambers to the skull using MRI compatible ceramic screws (Thomas). After the animals recovered, we performed MRI with fiducials such that we could estimate and reconstruct the path of each electrode. Next, we implanted both animals with 124-channel micro drives. These are detailed here: https://www.graymatter-research.com/documentation-manuals. Following craniotomy, we sealed the chamber and used a port to assess whether bacterial growth occurred. Following this safety precaution, we implanted the recording drives containing the electrodes and lowered all channels immediately beyond the dura. In this way, we minimized the impact of post-op dura thickening on the electrode impedance and trajectory. Data from electrode-channels were included in the study if (1) post-op CT images showed that the electrodes were in the brain and were following a trajectory that could be reconstructed, (2) if the electrode-channel produced single units during the history of the array neuronal recordings, and (3) if the post-op impedance was >0.2MΩ or single units were observed. This approach produced 108/124 channels in Monkey L and 124/124 channels in Monkey S. A key difference in success was due to the use of glass coated electrodes (Alpha Omega) in Monkey S versus thinner epoxy electrodes in Monkey L (FHC). The semi chronic drive contained electrodes with 1.5mm spacing. Signal acquisition (including amplification and filtering) was performed using Plexon 40kHz recording system. Action potentials were identified using a template matching based algorithm (Kilosort2) to sort the data, and then we minimized cluster over-splitting, removed artifacts, and selected isolated clusters. All recording and reconstruction procedures are as in Ogasawara et al. (Figure S7).
Object viewing procedure

This behavioral procedure was designed to investigate how novelty and novelty-related events are encoded. In each trial of the task, a fixation point appeared at the center of the screen (−0.5 degrees). The shape of the fixation point indicated the trial type (i.e. each of the four trial types had a distinct fixation point shape). The animal was required to fixate on the fixation point for 400ms to initiate the trial. After that, the monkeys were shown a sequence of three fractals at the center of the screen, during which time the fixation point remained at the center of the screen and animals were required to maintain fixation. Each fractal was shown for 250ms and there was a 250ms inter-fractal-interval between fractal presentations. If the animal broke fixation at any time before the third fractal disappeared, or did not start to fixate on the fixation point within 5s after the point appeared, this was counted as an error, the trial stopped immediately, a sound indicating an error was played, and the same trial started again after the inter trial interval (ITI, ~5s). If the animal successfully fixated till the end of the 3rd fractal, the screen went blank for a randomized time (200ms-1000ms), then a reward dot, visually distinct from the fixation point dot at the start of the trial, appeared in one of four peripheral positions (~10 degrees above/below/left/right of the center of the screen). The monkeys needed to saccade to this dot for reward (Figure 1B); if the monkey failed to do so within 5s, the reward dot disappeared, a sound indicating an error was played, and the same trial started again after the ITI.

There were four trial types (Type 1 through Type 4), which respectively occurred with 12.5%, 25%, 25%, and 37.5% probability. Each trial type contained a distinct set of fractals. In type 1 trials, the 2nd fractal was always a novel fractal which was generated at the start of the trial, while the other two fractals were fixed familiar fractals (i.e. the same two familiar fractals were always used for Trial Type 1). In Type 2 trials, all three fractals were familiar fractals presented in a fixed order. There were 2 possible distinct sets of three familiar fractals. On each trial, one of these two sets was randomly picked to be shown, and each set was always shown in the same fixed sequence (i.e. always A→B→C or D→E→F; except for rare ‘sequence violation’ trials, explained below). We used Type 1 and Type 2 trials to test whether a neuron responds to the predictable onset of a novel stimulus (2nd fractal on Trial Type 1) vs. predictable onset of a familiar stimulus (2nd fractal on Trial Type 2). In trial type 3, just like trial type 2, there were also two distinct sets of three familiar fractals, and one of these two sets was randomly picked to be shown on each trial. However, unlike trial type 2, each presented fractal was drawn randomly with replacement from the picked set. Thus, on each trial, the three presented fractals were drawn from the same set, but they could occur in a randomized order (e.g. A→B→C, B→A→C, etc.) and could include repeats of the same fractal while omitting other fractals (e.g. A→B→A, B→B→B, etc.). This trial type was designed to study surprise and recency, because unlike trial type 2 each individual fractal could not be fully predicted, and there were variable time durations between each time the animal was exposed to a given fractal. In addition, to create sequence violation events, in trial type 2, with 5% probability in each of the 2nd or 3rd positions in the sequence, the familiar fractal that would have been presented on that trial was replaced with the familiar fractal in the corresponding position of the other set (e.g. A→E→C or A→B→F). Thus during a sequence violation, the violating fractal had an unexpected identity, but all fractals still had their normal positions in the sequence and normal proximity to reward.

In trial type 4, there were 3 types of fractals: always novel fractals, repeating novel fractals and familiar fractals. We used this trial type to study neurons’ novelty-familiarity transformation. The always novel fractals were generated before each trial. The familiar fractals were 4 fractals which were always the same and were exposed to the monkey thousands of times. The repeating novel fractals were slightly different for each animal. In Monkey S’s version, 4 repeating novel fractals were generated before the task each day. On the next working day, 2 of those 4 fractals were deleted, while the other 2 were saved up to 5 working days and then deleted. Thus, there were always 12 repeating novel fractals in each session: 4 fractals that were on their 1st day of exposure, 2 that were on their 2nd day, 2 that were on their 3rd day, and so on (Figure 1B). On each trial, each fractal in each position of the sequence was picked randomly and independently from these types. Thus, the probability of presenting each fractal was: 1/17 for each of the 12 possible repeating novel fractals; 1/17 for each of the 4 possible familiar fractals; and 1/17 to show an always novel fractal. In Monkey L’s version, 4 repeating novel fractals were generated before the task each day and were deleted on the next working day, and another 2 repeating novel fractals were generated on the first day of recording and were replaced after 5 days. Thus, there were always 6 repeating novel fractals in each session: 4 fractals that were on their 1st day, and 2 fractals that could be on either their 1st, 2nd, 3rd, 4th, or 5th day. On each trial, each fractal in each position of the sequence was picked randomly and independently from these types. Thus, the probability of presenting each fractal was: 1/11 for each repeating novel fractal, 1/11 for each familiar fractal, and 1/11 to show an always novel fractal.

Usage of fractals as visual stimuli

All visual fractals were generated using the same previously described algorithm. In previous work, monkeys strongly and rapidly discriminated novel fractals from the familiar fractals and learned to distinguish between hundreds of fractals (e.g. associating different individual fractals with reward or no reward). After this training, they still readily detected that a new fractal is novel and not part of a well-learned set. Using an algorithmic procedure for generating stimuli has key advantages over the alternative of drawing from a library of objects (e.g. photographs of objects or scenes), including being able to generate a very large number of novel objects on-demand on a trial by trial basis, and ensuring that all stimuli have similar gross visual properties (e.g. size, degree of radial symmetry, etc.) to minimize the possibility that response differences between conditions could be caused by the stimulus sets containing visual features that just happen to vary with the task variables.

Reward information viewing procedure

This behavioral procedure was a variant of the information viewing task we previously used investigate how reward and information about reward are encoded in the brain (White et al. ). On each trial of the task, a fixation point appeared at the center of the screen
which the monkey was required to fixate for 300ms to initiate the trial. After the trial was successfully initiated, the fixation point disappeared, and a fractal Cue1 appeared on the screen for 1s. This cue indicated the probability of large reward delivery. Then a fractal Cue2 appeared at the center of Cue1. On informative trials, Cue2 provided information about whether a big reward was going to be delivered. Both cues stayed on the screen for another 1s. Monkeys were required to fixate as long as Cue1 or Cue2 were on the screen. If the monkey broke fixation or did not fixate to start the trial 5s after the fixation point appeared, this was counted as an error, the trial stopped immediately, a sound indicating an error was played, and the same trial started again after the ITI (2s). After the cues disappeared the reward was delivered, which was always either a large or small amount of juice. Two blocks of trials alternated: In the informative block, Cue2 informed the monkey whether the big reward was going to be delivered, while in the non-informative block Cue2 was randomized and hence provided no new information about the outcome. In both blocks, Cue1 indicated the probability of big juice delivery (0%, 50%, or 100%). In each block, there were two possible Cue1 stimuli for each probability (one of which was randomly chosen to present on each trial), thus there were a total of 12 unique Cue1 fractals. In the informative block, there were 4 possible Cue2 stimuli, 2 indicating big reward and 2 indicating small reward. On each trial, one of the 2 stimuli corresponding to the trial’s upcoming reward outcome was randomly chosen to be presented. In the non-informative block, there were 4 distinct possible Cue2 stimuli. On each trial, one of these 4 stimuli was randomly chosen to be presented (and hence conveyed no information about the reward outcome).

QUANTIFICATION AND STATISTICAL ANALYSIS

For all analyses in the object viewing procedure, unless otherwise stated, each neuron’s responses to visual fractal objects were measured as the mean firing rate in the 500ms time window starting from fractal onset. When permutations were used to assess significance or obtain confidence intervals, we permuted 10000 times.

The novelty index was quantified by AUC of ROC (area under the curve of the receiver operating characteristic curve) comparing the neural responses to the novel fractals in the second position of Type 1 trials versus the familiar fractals in the second position in Type 2 trials. We then subtracted 0.5 from the AUC such that numbers higher than 0 indicated that the neuron had a higher firing rate to the novel fractals than familiar fractals, and multiplied the result by 2 such that the range of the index was [-1, 1]. The significance of this index was tested by a rank sum test (threshold: p<0.01). A novelty responsive neuron was defined as a neuron with a significant novelty index. A novelty-excited neuron was a novelty responsive neuron with its novelty index larger than 0, while a novelty-inhibited neuron was a novelty responsive neuron with its novelty index less than 0. We used analogous definitions for recency responsive neurons, sensory surprise responsive neurons, recency-excited neurons, etc.

The sensory surprise index was quantified by AUC of ROC of each neuron’s responses to the familiar fractals in the third place in Type 3 trials versus the familiar fractals in the third place in Type 2 trials (excluding the ~10% fractals in Type 2 trials that were sequence violations, and the non-sequence-violating fractals that were used to calculate the violation index). This compared neural responses for predictable versus unpredictable familiar objects. We subtracted 0.5 from the AUC, so that values higher than 0 indicated that the responses were higher for unexpected fractals versus expected fractals, and multiplied by 2 so that the range of the index was [-1, 1]. The significance of this index was tested by a rank sum test (threshold: p<0.01). To further eliminate the effect of recency, we performed a 1-way ANOVA analysis (MATLAB) to measure the effect on each neuron’s firing rate of whether the fractals occurred within the same trial (recent) or a previous trial (nonrecent), then subtracted the effect of recency from each neuron’s responses before repeating the above ROC analysis.

The object recency index was quantified using Type 3 trials. We categorized each fractal’s presentation based on whether the most recent presentation of the same fractal had occurred within the same trial (recent) or a previous trial (nonrecent). The recency sensitivity index of each neuron was quantified by AUC of ROC comparing responses for nonrecent versus recent objects. We subtracted 0.5 from the results, so that values higher than 0 indicated that the neuron had higher firing rate to nonrecent fractals than recent fractals, and multiplied by 2 so that the range of the index was [-1, 1]. For this analysis we only used object responses during the 2nd and 3rd position in the Type 3 trial sequence (so that it was possible for the object to be either recent or nonrecent). To remove sequence position effects, we subsampled the data before performing ROC analysis so that there were an equal number of recent and not recent objects at each sequence position (maximizing the contrast between conditions whenever possible by choosing the subset of nonrecent objects that were ‘least recent’, i.e. which had the longest time duration since their last presentation). To further eliminate the effects of sequence position and object selectivity, above and beyond the position matching procedure described above, we performed a 2-way ANOVA analysis (MATLAB) on position and object identity, then subtracted the effect of position and object selectivity from each neuron’s responses before performing the above ROC analysis. The significance of this index was tested by a rank sum test (threshold: p<0.01).

The sequence violation index was measured using the sequence violation trials described above. We calculated the AUCs of ROC of the neuron’s firing rate to the familiar sequence-violating fractal versus the familiar non-sequence-violating fractal in the 2nd place and 3rd place respectively. We then averaged these two AUCs, and subtracted 0.5 such that numbers above 0 indicated that the neuron had higher firing rate to the sequence violated fractals than the normal fractals, and multiplied the result by 2 so that the range of the index was [-1, 1]. The significance of this index was tested by a permutation test (threshold: p<0.01).

In the reward information viewing procedure, the reward value index quantified sensitivity to changes in reward value signaled by visual objects, and was quantified by an AUC of ROC that compared neuronal responses to the 100% big reward versus 0% big
reward trials (pooling informative and non-informative trials) in the last 500 ms epoch before the reward was delivered. We then subtracted 0.5 from the result of the ROC analysis such that values higher than 0 indicated that the neuron had a higher firing rate to higher reward cue than lower reward cue, and multiplied the result by 2 so that the range of the index was [-1, 1]. The significance of this index was tested by a random sum test (threshold: p<0.01).

Also in the reward information viewing procedure, the information anticipation index was adapted from the informative cue anticipation used previously to measure how strongly a neuron anticipated the receipt of informative visual cues to resolve uncertainty about upcoming rewards.\(^3^9\),\(^4^0\) It was defined as the difference between the magnitudes of neuronal uncertainty signals during informative versus non-informative trials, where the uncertainty signal was defined as the AUC of ROC comparing neural activity on trials where Cue1 indicated an uncertain reward outcome (50% big) vs. a certain reward outcome (either 100% big or 0% big) in the last 500 ms epoch before the onset of Cue2. In essence, this index measured how strongly a neuron anticipated information to resolve uncertainty.\(^3^9\),\(^4^0\) The range of the index is [-1, 1]. The significance of this index was tested by a permutation test (threshold: p<0.01).

**Normalization of firing rate in the learning analysis**

We z-scored each neuron’s firing rates by the mean and standard derivation of the firing rates from all types of trials. and then averaged the z-scored firing rates to always novel fractals, familiar fractals, repeated novel fractals on day 1, and repeated novel fractals on days 2+, separately for each presentation within the current day. Then, for each separate presentation number in the session, we rescaled the firing rates so that the averaged normalized firing rate was 0 for always familiar fractals and 1 for novel fractals. The error bars of the normalized firing rate for repeated novel fractals were the standard errors of the mean (computed using bootstrapping, n=10000 bootstraps). This analysis controls for repetition suppression because activity for repeating novel fractals is normalized to be relative to activity for always familiar fractals, and both of these sets of fractals were repeated over the course of the session in exactly analogous manners.

**Learning rate analysis**

The learning rate at the nth presentation in Figure 5B lower panel was calculated as follows:

\[
x(n) = \frac{R(n) - R(n+1)}{R(n)}
\]

Where \(R(k)\) in the equation is the population average normalized firing rate in response to the k-th presentation of the fractal during a session. We calculated the learning rate separately for 1st day fractals and 2nd+ day fractals. We then smoothed the learning rate using a 3-appearance bin. The error bars in Figure 6B were the bootstrap standard error of the mean (n=10000 bootstraps).

**Within day learning index**

For each novelty-excited neuron, we compared its object responses during the first 5 and the last 5 presentations of the repeated novel fractals (Figure 1). To do this, we needed to quantify the strength of responses to the repeated novel fractals relative to responses to the always novel fractals and the familiar fractals. To accomplish this, we used a classifier to estimate the approximate posterior probability that each of these responses was evoked by an always novel fractal, given an equal prior probability of it being evoked by either an always novel fractal or a familiar fractal. To classify the firing rates to repeated novel fractals, the classifier used the equation:

\[
\text{classifier}(R) = \frac{1}{1 + \exp\left(\frac{a + b}{c^2}\right)}
\]

\[a = N - F\]

\[b = \frac{N + F}{2}\]

Where \(R\) is the firing rate to the repeated novel fractal, \(N\) is the mean firing rate to always novel fractals, \(F\) is the mean firing rate to familiar fractals, and \(\sigma^2\) is the residual variance of the firing rate to novel and familiar fractals. All of these firing rates are the non-normalized firing rates from the individual neuron (in spikes per second) with the effect of sequence position being subtracted.

This classifier gives a result in [0,1]. This can be interpreted as the posterior probability of the response being generated from a novel fractal, if a neuron’s firing rates to novel and familiar fractals are Gaussian distributions with different means but the same variance, and both types of fractals are equally likely to have been presented. The within day learning index was defined as the difference between the mean of classification results of the repeated novel fractals at the start of day 1 vs. the end of day 1. The range of this index is [-1, 1]. Note that this analysis controls for repetition suppression because activity for repeating novel fractals is classified relative to activity for always familiar fractals, and both of these sets of fractals were repeated over the course of the session in exactly analogous manners.
Across day forgetting index
We used the same classifier as the within day learning index. The across day forgetting index was defined as the difference between the mean of classification results of repeating novel fractals at the beginning of the second and subsequent days vs. at the end of the first day. In the calculation, non-overlapping sets of fractals at the end of the first day were used in the calculation of within day learning index and across day forgetting index, such that the two measurements were statistically independent. The range of this index is [-1, 1]. Significance was assessed with a rank-sum test (p < 0.05). For comparison of brain areas’ learning and forgetting indices (Figure 7C) we included brain areas with at least n=20 novelty excited neurons.

Control for Figure 7B
We controlled for session-to-session variability in learning, which might contribute to the correlation of within day learning index and across day forgetting index. In other words, it could be that within every single session all neurons learn and forget at the same rate as each other, but some sessions are ‘fast’ and other sessions are ‘slow’. If so, the apparent differences in learning speeds across neurons could arise from differences in learning across sessions, not neurons. To control for this possibility, we used the following analysis. For each day, if the recording session had ≥ 5 novelty-excited neurons, the session was included. For each session we calculated the averaged within day learning index over all of these neurons and then subtracted it from each of these neuron’s individual within day learning indices. We did the analogous procedure for the across day forgetting index. Lastly, we calculated the correlation of the subtracted indices.

Pupil analysis
Pupil diameter was obtained with an infrared video camera (Eyelink, SR Research). To quantify the pupil’s response to novel, surprising, and nonrecent fractals (Figure 2A), we used the following procedure. First, we z-scored the pupil diameter on a trial-by-trial basis (time window from the start of the first fractal until 250 ms after the third fractal disappeared). Next, for each fractal within the trial, we subtracted the baseline z-scored pupil response (response in the time window [-80, 20] ms relative to fractal onset). We then averaged the pupil response in the time window [0500] ms relative to fractal onset. Lastly, we calculated the same novelty, sensory surprise, and recency indices as we used for the neurons and then multiplied by -1, such that the index was positive if the pupil contracted more to novel/surprising/non-recent objects.

Correlation analyses
In Figure 3A and supplemental information, the novelty responsive neuron group contained all novelty responsive neurons. In order to combine the results of novelty excited neurons and novelty inhibited neurons together, we flipped the signs of the all the indices of neurons whose novelty index is negative, while the indices of neurons whose novelty index is positive remained unchanged. In supplemental information, all indices of neurons were in their original signs. In Figure 3C and supplemental information, the bar plots were generated by binning the novelty index (x axis) into three parts, [0, 1/6], [1/6, 1/3], [1/3, 1/2], and we calculated the mean and the standard error of the mean of the indices in y axis of the neurons in each bin. For the linear fitting we used least squares regression. For all correlation analysis, we used Spearman’s rank correlation unless stated otherwise.

Classifier analyses
In Figure 3B and supplemental information we used the activity of all neurons to train and test two support vector machine (SVM) classifiers. One classifier was trained to decode sensory surprise and then was tested to determine whether it could be used to decode novelty. The other classifier was trained to decode recency and then tested to decode novelty. The training set for sensory surprise was the combination of sensory-surprising fractals (labeled as 1, they were the familiar fractals in the third position in Type 3 trials) and non-sensory-surprising fractals (labeled as 0, they were the familiar fractals in the third position in Type 2 trials). The training set for recency was the combination of non-recent fractals (labeled as 1, the fractals that had occurred in the previous trial in Type 3 trials) and recent fractals (labeled as 0, the fractals that had occurred within the same trial in Type 3 trials). The test set for the two classifiers was the same. They included novel fractals (labeled as 1, novel fractals in Type 1 trials) vs. familiar fractals (labeled as 0, familiar fractals in the second position in Type 2 trials). To avoid introducing base rate biases into the classifier, in both training and testing set, the numbers of fractals with labels 1 and 0 were balanced by subsampling. We applied this classifier analysis separately for each session, computed the percentage of objects that were classified correctly, and then averaged this percentage across sessions.

Cross-validation
For activity plots in supplemental information, we first separated the sessions into even trials and odd trials. Then we calculated the relevant indices using odd trials and used this to select neural activity from the even trials for those neurons whose indices in the odd trials were significant (p<0.01) and excited (index>0) or inhibited (index<0). Also, we calculated the indices using even trials and used this to select neural activity from the odd trials of the neurons whose indices in the even trials were significant (p<0.01) and excited (index>0) or inhibited (index<0). This ensured that the analysis was cross-validated, i.e. each piece of data from a neuron was selected to be used for this analysis on the basis of a separate, independent set of data from the same neuron. Finally, we plotted the average z-scored activity from the selected odd and/or even trials of the neurons. (If an individual neuron’s odd and even trials were both selected, then both were contributed to this analysis.). All PSTHs were smoothed by a Gaussian kernel (SD = 50ms). The
p values in the PSTHs plots were rank-sum tests of the average of the two PSTHs in the target window ([0, 500] ms relative to the onset of fractals in object viewing procedure.)

**Noise correlation analysis**

In each session, we calculated the noise correlation (Pearson’s correlation) for each pair of novelty responsive neurons responding to the novel fractals in Type 1 trials. We averaged the correlations across all pairs within the session, and then averaged across sessions. We did the same process on familiar fractals in Type 2 trials in the second position in the object sequence. We also did the same calculations using non-novelty responsive neurons.

**Noise variance analysis**

This analysis only included sessions with at least 5 novelty responsive neurons. In each session we defined an $n$-dimensional space where each dimension was the firing rate of one of the $n$ novelty responsive neurons, and hence the response to each individual fractal presentation could be represented as a point in that space. We defined the novelty axis as a unit vector pointing from the mean of the points representing familiar fractal presentations (fractal presentations in the second position in the sequence in Type 2 trials) to the mean of the points representing novel fractal presentations (fractal presentations in the second position in the sequence in Type 1 trials). We defined random axes as unit vectors drawn randomly from a uniform distribution on the unit sphere. We then computed the ratio of the mean neural response variance projected onto the novelty axis vs. random axes, as follows. We randomly chose 5 individual fractal presentations to represent each of the following three conditions. Condition 1: 5 different novel fractals (from the second position in Type 1 trials). Condition 2: 5 individual presentations of different familiar fractals (from the second position in Type 3 trials). Condition 3: 5 repeated presentations of the same familiar fractal (from the second position in Type 3 trials, using only the remaining familiar fractal from Type 3 trials that was not included in Condition 2). We also randomly chose one random axis. For each condition, we then computed the variance of its 5 individual neural responses when they were projected onto the novelty axis, and when projected onto the random axis. We repeated this process 10,000 times, using different random selections of individual fractal presentations for each condition and a different random axis. We then computed the ratio of response variances for each condition as the mean of the 10,000 variances along the novelty axis divided by the mean of the 10,000 variances along the random axes. This produced one response variance ratio for each of the three conditions in each session. We then averaged these ratios within each condition over sessions, and tested the difference between the conditions using signed-rank tests.

**Stability of object selectivity across sessions**

We tested whether object selectivity of single neurons changed during novelty-familiarity transformations. In each session, we divided the repeating novel fractal presentations into three groups chronologically, and used the early group (start of the session) and the last group (end of the session) separately to measure object selectivity for each neuron. To obtain an object selectivity index we performed a 2-way ANOVA analysis on sequence position and object identity, and obtained a measure of variance explained by object identity ($\text{Var}_{id}$), variance explained by sequence position ($\text{Var}_{position}$) and residual variance ($\text{Var}_{res}$).

$$\text{object selectivity index} = \frac{\text{Var}_{id}}{\text{Var}_{id} + \text{Var}_{res}}$$

In novelty-responsive neurons, we found that there was no significant difference in their object selectivity between the start (early group) and the end of the sessions (last group) ($p = 0.24$, signed-rank test).

**Hierarchical clustering of brain areas**

We performed hierarchical clustering of brain areas based on the strength of their sensory surprise and recency effects relative to their novelty effects, using the following procedure. First, for each neuron we converted its novelty, sensory surprise, and recency indexes into unsigned “absolute” indexes to represent the overall strength of its coding, by multiplying each index by -1 if it had a negative sign while leaving it unchanged if it had a positive sign. Then, for each brain area, we computed the mean of each of these three absolute indexes across its neurons. Finally, in order to measure sensory surprise and recency relative to novelty, we normalized the mean absolute sensory surprise and recency indexes for each area by dividing them by that area’s mean absolute novelty index. Thus each area was represented as a point in a two dimensional space, defined by its normalized mean absolute indexes for coding of sensory surprise and recency. We then used hierarchical clustering to cluster the areas based on their Euclidean distance in that space and using the unweighted pair group method with arithmetic mean (UPGMA).