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Abstract: In this paper, a novel methodology is proposed for material identification. It is based on the use of a microwave sensor array with the elements of the array resonating at various frequencies within a wide range and applying machine learning algorithms on the collected data. Unlike the previous microwave sensing systems which are mainly based on a single resonating sensor, the proposed methodology allows for material characterization over a wide frequency range which, in turn, improves the accuracy of the material identification procedure. The performance of the proposed methodology is tested via the use of easily available materials such as woods, cardboards, and plastics. However, the proposed methodology can be extended to other applications such as industrial liquid identification and composite material identification, among others.
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1. Introduction

Microwave sensing has been utilized in a broad range of applications from noise measurement systems [1] and spatial displacement measurement [2] to single-cell viability detection [3] and material characterization [4,5].

One of the applications of microwave sensing is in material identification, which is a systematic approach to identify the particular grade of materials for reverse engineering, alteration, or repair of the existing assets or products and the use of substitute materials. In general, in microwave sensing and spectroscopy systems, the aim is to characterize the spectral behavior of the materials in a frequency range below 100 GHz. This can result in a low-cost integrated system for material identification and characterization. Conventionally, the sensing part of a microwave material characterization system is constructed using either a single resonator [6,7] or a transmission line (TL) [8].

In single-resonator sensors, the high quality factor (Q) of these devices renders the resonance frequency change due to the exposure to the material under test (MUT) measurable. However, this high sensitivity is only over a limited frequency band. If the tested MUTs have similar properties over the resonance band, they cannot be distinguished well. Here, we review some of the recent works in material identification using single-resonant-based sensors. In [9], a slot-loaded microstrip patch sensor antenna was proposed to enhance sensitivity in measuring the permittivity of planar materials. There, the antenna had two resonance frequencies, and the sensitivities of the $|S_{11}|$ responses to changes in the permittivities of the MUTs were studied. In [10], a microwave ring-resonator sensor was presented to evaluate the moisture content, or, more precisely, the water holding capacity, of broiler meat over a four-week period. There, the developed sensor showed significant changes in its resonance frequency and return loss due to the reduction in water holding capacity in the studied duration. In [11], a metamaterial-based microwave sensor with a complementary split ring resonator
(CSRR) was implemented for dielectric characterization of liquids. Liquid samples placed inside glass capillary tubes modify the resonant frequency and Q-factor of the CSRR sensor. Thereby, a relation between the sensor resonant frequency, Q-factor, and complex permittivity of the liquid samples was established. In [12], a method was presented to estimate the complex permittivity of liquids based on an embedded microstrip line with a CSRR etched in the ground plane, beneath the conductor strip. A liquid container surrounding the CSRR was added to the structure in order to load the sensing element, i.e., CSRR, with the liquid under test. The complex permittivity of the liquid was inferred from the frequency response of the structure, particularly from the change in the response at resonant frequency.

On the other hand, transmission-line-based sensors are suitable for broadband sensing with reduced sensitivity. According to the above-mentioned discussions, tackling the tradeoff between the sensitivity and bandwidth to achieve broadband material identification is challenging. Thus, in this paper, a material identification system is proposed based on a microwave sensor array with the elements of the array resonating at different frequencies, covering a wide band. This allows us to benefit from the excellent sensitivity of the high-Q resonators while, similar to the TL approach, collecting information over a wide bandwidth. A machine learning algorithm is then developed to identify different materials based on the data collected by the microwave sensor array. We use an automatic framework that consists of a multiclass support vector machine (SVM) classification based on a decision tree approach [13].

The performance of the proposed material identification system is validated via testing of three groups of materials made of cardboard, wood, and plastic. The results show satisfactory performance of the system in distinguishing these three groups of materials. The advantages of the proposed material identification system include its compactness, low cost, and low error rate, and its contactless, reusable, easy-to-fabricate, and easy-to-work operation.

2. Microwave Sensor Array

In this section, we review the design of a microwave sensor array first proposed in [14] for water quality testing. The array is composed of five resonating elements, as shown in Figure 1. These resonating elements are based on a microstrip transmission line loaded with CSRRs designed at different frequencies within the range of 1 GHz to 10 GHz. The use of planar CSRR sensors offers several advantages such as low cost, portability, noninvasiveness, and flexibility of sample preparation. This is why they have been widely used for sensing applications (see, e.g., [15–18]).

The sensor array in Figure 1 allows for measuring changes in dielectric properties over a wide frequency range from 1 GHz to 10 GHz, specifically at five frequencies around 1 GHz, 3 GHz, 5 GHz, 7 GHz, and 9 GHz. Changes in the dielectric properties can then be monitored through measuring the resonance frequency shifts for the resonator array.

The design of the sensor array was implemented in Altair FEKO software [19]. It is high-frequency electromagnetic simulation software based on the method of moments (MoM). The sensor array was designed on a Rogers RO4350 substrate with dielectric properties of $\varepsilon_r = 3.66$ and $\tan \delta = 0.0031$. The width $W_s$, length $L_s$, and thickness of the substrate are 20 mm, 56 mm, and 0.75 mm, respectively. The microstrip line was designed to have a characteristic impedance of 50 $\Omega$. This corresponds to the width of strip line being $W_m = 1.68$ mm. This strip line was placed at the center of the front surface of the substrate. On the back side of the substrate, the five CSRRs were etched out of the ground plane. Figure 1 shows the front and back sides of the designed sensor array. The CSRRs, as shown in Figure 1b, were named Sensor 1 to Sensor 5 from left to right and correspond to resonance frequencies of 1.36 GHz, 3.09 GHz, 5 GHz, 6.82 GHz, and 8.91 GHz. Figure 2 shows the main design parameters for each CSRR structure, including the length of the outer ring $L$, width of the rings $W$, the track width between adjacent rings $b$, and the width of narrow lines $a$. As a rule of thumb, a larger value of $L$ corresponds to a lower resonance frequency, and as $W$ increases, the resonance frequency
decreases. Tables 1 and 2 show the optimal design parameters and center-to-center distances for the sensor array, respectively.

![Figure 1. Microwave sensor array (a) front surface and (b) back surface with Sensor 1 to Sensor 5, shown from left to right, corresponding to resonance frequencies of 1.36 GHz, 3.09 GHz, 5 GHz, 6.82 GHz, and 8.91 GHz, respectively.](image)

Figure 1. Microwave sensor array (a) front surface and (b) back surface with Sensor 1 to Sensor 5, shown from left to right, corresponding to resonance frequencies of 1.36 GHz, 3.09 GHz, 5 GHz, 6.82 GHz, and 8.91 GHz, respectively.

![Figure 2. Parametric model of each complementary split ring resonator (CSRR).](image)

Figure 2. Parametric model of each complementary split ring resonator (CSRR).

| Table 1. Dimensions of the designed CSRRs. |
|--------------------------------------------|
| $f_r$ (GHz) | W (mm) | L (mm) | a (mm) | b (mm) |
|-------------|--------|--------|--------|--------|
| Sensor 1    | 1.36   | 0.27   | 10.5   | 0.16   | 0.16   |
| Sensor 2    | 3.09   | 0.27   | 5.15   | 0.16   | 0.16   |
| Sensor 3    | 5.00   | 0.27   | 3.65   | 0.16   | 0.16   |
| Sensor 4    | 6.82   | 0.27   | 3.00   | 0.16   | 0.16   |
| Sensor 5    | 8.91   | 0.54   | 3.00   | 0.16   | 0.16   |

| Table 2. Distance between CSRRs as shown in Figure 1b. |
|---------------------------------------------------------|
| $X_1$ (mm) | $X_2$ (mm) | $X_3$ (mm) | $X_4$ (mm) | $X_5$ (mm) | $X_6$ (mm) |
|-----------|-----------|-----------|-----------|-----------|-----------|
| 11        | 13        | 10        | 8         | 8         | 6         |
The sensor array was fabricated using printed circuit board technology (PCB) as shown in Figure 3. Sub-Miniature A (SMA) connectors were soldered on both ends of the microstrip transmission line, and the whole device was installed on a wooden stand piece to ensure a mechanically stable platform for conducting the measurements.

![Fabricated sensor array](image)

**Figure 3.** Fabricated sensor array (a) front surface and (b) back surface.

In order to record the response of the sensor array to the materials, the variation of the transmission S-parameter $|S_{21}|$ versus frequency was measured without any MUT using an E5063A vector network analyzer (VNA) from Keysight Technologies. Figure 4 shows a comparison of the simulated and measured $|S_{21}|$ for the sensor array. A reasonable match can be observed between the simulated and measured results. The mismatches may be due to the fabrication tolerances and soldering. Please note that the difference between the measured $|S_{21}|$ in [14] and that here is due to the fact that the measured $|S_{21}|$ in [14] is for a sensor array with a plexiglass container placed on the back side of it for measuring water samples, while the measured $|S_{21}|$ reported here in Figure 4 is for a bare sensor array. Furthermore, in Figure 4, an additional resonance is observed for the measured $|S_{21}|$ at around 9.6 GHz. It is worth noting that this extra resonance is not utilized in our material characterization, described later, since it is very close to the other resonance frequency at 9.1 GHz for which the data will be used in our processing. In fact, the data from this additional resonance at 9.6 GHz would be very similar to those from 9.1 GHz due to approximately similar material properties at these two close frequencies. This justifies the use of data only at 9.1 GHz.

![Simulated and measured $|S_{21}|$](image)

**Figure 4.** Simulated and measured $|S_{21}|$ for the sensor array.

### 3. Machine Learning Algorithm

The use of an array of resonator sensors allow us to process the collected data using proper machine learning algorithms. As shown later, such a system provides significantly more accurate results compared to the use of a single resonator sensor. In the following, we describe the three MUT categories and the machine learning approach utilized to distinguish them.
3.1. Three Groups of MUTs

To validate the performance of the proposed material identification system, three groups of MUTs were measured with the microwave sensor array. These three MUT groups were (1) 50 cardboard samples, (2) 50 wood samples, and (3) 50 plastic samples. Figure 5 shows pictures of a few samples from each group. Figure 6 shows the measurement setup in which the MUTs were placed on the back side of the sensor array (the side containing the CSRR elements) and $|S_{21}|$ versus frequency was measured using an E5063A ENA from Keysight Technologies.

![Figure 5](image1.png)  
**Figure 5.** Pictures of a few samples measured for each category: (a) cardboard samples, (b) wood samples, and (c) plastic samples.

![Figure 6](image2.png)  
**Figure 6.** Measurement of $|S_{21}|$ for the sensor array using a vector network analyzer (an E5063A ENA from Keysight Technologies).
3.2. Feature Selection

To evaluate the performance of the microwave sensor array in distinguishing the three groups of MUTs described above, we used the shifts in the five resonant frequencies in the $|S_{21}|$ response due to exposure to the MUT as our features. We then applied different combinations of the five features to the classifier, from selecting only one feature to using all five features. Therefore, the total number of combinations that were used for classification was 31 (see Table 3).

Table 3. Relationships between combination indices and combinations of sensors.

| Combination Index | Combinations of Sensors | Combination Index | Combinations of Sensors |
|-------------------|-------------------------|-------------------|-------------------------|
| 1                 | 1                       | 17                | 1, 2, 4                 |
| 2                 | 2                       | 18                | 1, 2, 5                 |
| 3                 | 3                       | 19                | 1, 3, 4                 |
| 4                 | 4                       | 20                | 1, 3, 5                 |
| 5                 | 5                       | 21                | 1, 4, 5                 |
| 6                 | 1, 2                     | 22                | 2, 3, 4                 |
| 7                 | 1, 3                     | 23                | 2, 3, 5                 |
| 8                 | 1, 4                     | 24                | 2, 4, 5                 |
| 9                 | 1, 5                     | 25                | 3, 4, 5                 |
| 10                | 2, 3                     | 26                | 1, 2, 3, 4              |
| 11                | 2, 4                     | 27                | 1, 2, 3, 5              |
| 12                | 2, 5                     | 28                | 1, 2, 4, 5              |
| 13                | 3, 4                     | 29                | 1, 3, 4, 5              |
| 14                | 3, 5                     | 30                | 2, 3, 4, 5              |
| 15                | 4, 5                     | 31                | 1, 2, 3, 4, 5           |
| 16                | 1, 2, 3                  |                    |                         |

3.3. Outlier Detection and Removal

In order to detect the data samples that were away from other samples in each class, i.e., outliers, we used the k-Nearest Neighbor (KNN) outlier detection algorithm available in the PyOD toolbox (Python Toolbox for Scalable Outlier Detection) [20]. It uses the math behind the KNN classification algorithm. Indeed, for any data point, the distance to its $k$-many nearest neighbors could be viewed as the outlying score. We used the median distance to these $k$ neighbors to detect outliers, where $k = 5$ was considered in this study.

3.4. Decision-Tree-Based Support Vector Machine

In this study, we use a decision-tree-based support vector machine (DSVM) approach for classifying the three categories of cardboard, wood, and plastic samples. The rationale behind this is that combining decision tree architecture with binary SVMs allows us to benefit from the advantages of the efficient computation of decision trees and the high classification accuracy of SVMs. The chosen kernel function was a Gaussian radial basis function using Scikit-learn, the machine learning library in Python [21].

4. Results

In this section, we evaluate the performance of the proposed approach in distinguishing the three groups of MUTs discussed in the previous section. First, in order to detect possible outliers, KNN outlier detection was applied to data samples in each group. We found four outliers in cardboard data samples, three outliers in wood data samples, and three outliers in plastic data samples that were then removed from the dataset. Therefore, the total number of data samples was reduced to 140, including 46 cardboard samples, 47 wood samples, and 47 plastic samples.

The median ± median absolute deviation (MAD) of each resonant frequency shift for the three MUTs, along with the corresponding $p$ values using the Wilcoxon rank sum test over each pair of MUTs, is shown in Table 4. From Table 4, the median resonant frequency shift is significantly different in cardboard samples in comparison to wood samples for Sensors 1 to 4 and plastic samples for Sensors
2 to 5. Furthermore, the median resonant frequency shift is significantly higher in wood samples in comparison to plastic samples for all five sensors, which suggests the possibility to distinguish these three MUTs with a machine learning algorithm.

Table 4. Median (± median absolute deviation (MAD)) values of resonant frequency shift across all MUT samples, along with Wilcoxon rank sum test p values comparing each resonant frequency shift for each pair of MUTs.

| Resonant Frequency Shift (MHz) | Cardboard | Wood | Plastic | p Values (Cardboard, Wood) | p Values (Cardboard, Plastic) | p Values (Wood, Plastic) |
|-------------------------------|-----------|------|---------|---------------------------|-------------------------------|----------------------------|
| $\Delta f_1$                  | 81.00 ± 11.70 | 94.50 ± 18.00 | 73.80 ± 16.20 | 0.0012 | 0.18 | 3.28 × 10^{-4} |
| $\Delta f_2$                  | 150.75 ± 31.95 | 122.40 ± 31.50 | 84.60 ± 41.40 | 0.0141 | 5.13 × 10^{-4} | 0.032 |
| $\Delta f_3$                  | 225.00 ± 57.15 | 162.00 ± 63.90 | 92.70 ± 62.10 | 0.0026 | 7.10 × 10^{-5} | 0.026 |
| $\Delta f_4$                  | 241.20 ± 75.15 | 147.60 ± 86.40 | 52.20 ± 58.50 | 6 × 10^{-4} | 1.34 × 10^{-4} | 0.027 |
| $\Delta f_5$                  | 331.65 ± 163.80 | 308.70 ± 206.10 | 96.30 ± 145.80 | 0.78 | 9.14 × 10^{-4} | 0.004 |

The hierarchical cluster analysis step for the DSVM machine learning approach is shown in Figure 7. Since the cardboard samples are filled with air gaps, their electrical properties are highly different from those of wood and plastic samples. Therefore, at the top of the tree (i.e., the root node), the first binary classifier (SVM1) is trained to classify the cardboard class (a terminal node) as a negative class and the remaining merged two classes (wood + plastic) as a positive class. Then, the second binary classifier in the tree (SVM2) is trained to classify the elements of plastic as a negative class and the elements of wood as a positive class.

Figure 7. A decision-tree-based support vector machine (SVM) generated for the three classes of cardboard, wood, and plastic.

Leave-one-out (LOO) and stratified k-fold class validation (SKF) procedures [22] were used to evaluate the classification performance. The LOO procedure is an iterative process where, in each iteration, all the features associated with one particular data sample are taken as a test dataset and are omitted from the training set. The iterations repeat until all data samples have been taken as a test dataset once. The SKF procedure is also an iterative process. In this procedure, first the data samples are split into k-many groups (folds) where in each fold the same proportion of data samples is considered for each class. Then, at each iteration, one fold is taken as a test dataset and is omitted from the training set. The iteration is repeated until all folds have been taken as a test dataset once. In this study, the value of $k$ was 5. The performance of the DSVM approach was then compared with that of some widely used machine learning approaches: decision tree (DT), random forest (RF), k-nearest neighbors (KNN), Gaussian naive Bayes (GNB), and multilayer Perceptron (MLP), where 10 trees was considered for the RF approach, 5 neighbors was considered for the KNN approach, and 1 hidden layer with 5 neurons was considered for the MLP approach to get the best corresponding classification performance.

To demonstrate the classification accuracy for each of the 31 combinations of the 5 features, Figures 8–11 depict the total classification performance versus feature combination index when classifying cardboard versus the rest and wood versus plastic using LOO and SKF cross-validation approaches. The relationship between the combination index and the combination of sensors is shown...
in Table 3, where the first index belongs to the case where the resonance frequency shift in the first sensor is used as the feature, the second index belongs to the case where the resonance frequency shift in the second sensor is used as the feature, and so on. From these figures, the classification performance was less than 70% when using the resonant frequency shift of each single sensor for all approaches using both LOO and SKF cross-validation. However, using LOO cross-validation for classifying cardboard versus the rest, the performance was higher than 80% for 3 to 14 out of the 31 combinations that involve at least two sensors, where the lowest number belonged to the GNB approach and the highest number belonged to the DSVM, MLP, and KNN approaches (Figure 8). Furthermore, using SKF cross-validation, the performance was higher than 80% for 1 to 14 out of the 31 combinations, where the lowest number belonged to the GNB and DT approaches and the highest number belonged to the DSVM and KNN approaches (Figure 10). Using LOO cross-validation, the classification performance for classifying wood and plastic was higher than 75% for 0 to 7 out of the 31 combinations that involve at least two sensors, where the lowest number belonged to the GNB, KNN, and RF approaches and the highest belonged to the DSVM approach (Figure 9). Furthermore, using SKF cross-validation, the performance was higher than 75% for 0 to 7 out of the 31 combinations, where the lowest number belonged to the GNB, DT, and RF approaches and the highest number belonged to the DSVM and MLP approaches (Figure 11).

The highest classification performance for classifying cardboard versus the rest using the LOO cross-validation approach belonged to KNN (87%) for feature combination index 27, where the selected features were the resonance frequency shifts in Sensors 1, 2, 3, and 5 (see Table 3), followed by the DSVM approach (85%) for feature combination indices 16, 18, 20, 21, 27, and 28 and by the MLP (85%) approach for feature combination indices 18, 27, and 29. However, the best classification performance for classifying cardboard versus the rest using SKF and also for classifying wood from plastic using both LOO and SKF cross-validation belonged to the DSVM approach at multiple feature combinations with common feature combination index 18 (the resonance frequency shifts in Sensors 1, 2, and 5). This confirms that the DSVM approach has the highest and most consistent overall performance in terms of the selected features.
Figure 9. Total classification accuracy versus combination index for classifying wood and plastic for different classification approaches using LOO cross-validation.

Figure 10. Total classification accuracy versus combination index for classifying cardboard from the rest for different classification approaches using SKF cross-validation.

Tables 5 and 6 show the corresponding confusion matrix along with the sensitivity, specificity, and total accuracy of the DSVM approach for feature combination index 18 using the LOO cross-validation approach. From Table 5, the highest classification performance was 85% for classifying cardboard versus the rest. Furthermore, from Table 6, wood and plastic were classified with a highest classification performance of 79.8%. The corresponding classification performance using SKF cross-validation is shown in Tables 7 and 8, where the highest classification performance was 86.4% for classifying cardboard versus the rest and 81.9% for classifying wood and plastic. These results demonstrate that the proposed procedure can classify both cardboard from the rest and wood from plastic with high accuracy.
Figure 11. Total classification accuracy versus combination index for classifying wood and plastic for different classification approaches using SKF cross-validation.

Table 5. DSVM classification performance for classifying cardboard vs. the rest using LOO cross-validation.

| Class          | Wood + Plastic | Cardboard | Sensitivity | Specificity | Total Accuracy |
|----------------|----------------|-----------|-------------|-------------|----------------|
| Wood + Plastic | 84             | 10        | 89.4%       | 76.1%       | 85%            |
| Cardboard      | 11             | 35        |             |             |                |

Table 6. DSVM classification performance for classifying wood vs. plastic using LOO cross-validation.

| Class | Wood | Plastic | Sensitivity | Specificity | Total Accuracy |
|-------|------|---------|-------------|-------------|----------------|
| Wood  | 39   | 8       | 83.0%       | 76.6%       | 79.8%          |
| Plastic | 11   | 36      |             |             |                |

Table 7. DSVM classification performance for classifying cardboard vs. the rest using SKF cross-validation.

| Class          | Wood + Plastic | Cardboard | Sensitivity | Specificity | Total Accuracy |
|----------------|----------------|-----------|-------------|-------------|----------------|
| Wood + Plastic | 86             | 8         | 91.5%       | 76.1%       | 86.4%          |
| Cardboard      | 11             | 35        |             |             |                |

Table 8. DSVM classification performance for classifying wood vs. plastic using SKF cross-validation.

| Class | Wood | Plastic | Sensitivity | Specificity | Total Accuracy |
|-------|------|---------|-------------|-------------|----------------|
| Wood  | 40   | 7       | 85.1%       | 78.7%       | 81.9%          |
| Plastic | 10   | 37      |             |             |                |

5. Conclusions

This study for the first time proposed a material identification methodology using a wideband microwave sensor array and machine learning. The sensor array is composed of five planar resonating elements (sensors) designed at different frequencies within the range of 1 GHz to 10 GHz and has several advantages such as low cost, portability, noninvasiveness, reusability, and flexibility of sample
preparation. A machine learning approach was then applied to the data collected from these five sensors to classify three MUTs: cardboard, wood, and plastic. The utilized features were the resonant frequency shifts in the five sensors due to exposure to MUTs. In this study, we utilized a DSVM classifier to first classify cardboard from the rest (wood + plastic) and then classify wood and plastic. We examined all 31 combinations of the 5 measured frequency shifts. We then compared the performance of the DSVM with that of widely used machine learning approaches: DT, RF, KNN, GNB, and MLP. The results showed that the DSVM approach had the highest and most consistent classification performance with both LOO and SKF cross-validation when using the resonant frequency shifts in Sensors 1, 2, and 5 as selected features. This demonstrated that the proposed approach could classify the three MUTs with high accuracy. By collecting more samples, the proposed approach can be used as an accurate automatic technique for identifying materials that are used in buildings, bridges, and structures such as swimming pool panels, racing car bodies, bathtubs, storage tanks, etc.
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