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Abstract

We investigate the behavior of equilibria in an $M/M/1$ feedback queue where price- and time-sensitive customers are homogeneous with respect to service valuation and cost per unit time of waiting. Upon arrival, customers can observe the number of customers in the system and then decide to join or to balk. Customers are served in order of arrival. After being served, each customer either successfully completes the service and departs the system with probability $q$, or the service fails and the customer immediately joins the end of the queue to wait to be served again until she successfully completes it. We analyze this decision problem as a noncooperative game among the customers. We show that there exists a unique symmetric Nash equilibrium threshold strategy. We then prove that the symmetric Nash equilibrium threshold strategy is evolutionarily stable. Moreover, if we relax the strategy restrictions by allowing customers to renege, in the new Nash equilibrium, customers have a greater incentive to join. However, this does not necessarily increase the equilibrium expected payoff, and for some parameter values, it decreases it.
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1 Introduction

Consider an $M/M/1$ first-come-first-served queue where customers arrive according to a Poisson process with rate $\lambda$ and the service times for each customer are inde-
independently and identically distributed according to an exponential distribution with parameter $\mu$. After being served, each customer either successfully completes the service and departs from the system with probability $q$, or the service fails and the customer immediately joins the end of the queue to wait to be served again until she successfully completes it.

We define the sojourn time as the total time a customer spends in the system, so it includes both the waiting time and the service time. Upon arriving at the queue, the newly arrived customer observes the number of customers in the system, and by considering the trade-off between her expected sojourn time and the reward due to a successful service completion, she makes a decision to join the queue or balk depending on the number of customers present when she arrives.

The cost is assumed to be linear in the sojourn time with rate $C$. To nondimensionalize the model, we set $C = 1$ for the rest of the paper. The reward to a customer when she successfully completes her service, which is assumed to be identical across customers, is denoted by $R_0$. Let $R$ be the reward that a customer actually obtains when she leaves the system. In this first model, customers are not allowed to leave until they successfully complete their service. Hence, the random variable $R$ is equal to the reward $R_0$ with probability one, but the reason that we have introduced it is that the reward is truly random for the system with reneging that we consider later. Indeed, for that system the random variable $R$ is equal to the reward $R_0$ with some probability less than one and equal to zero with some positive probability. Customers decide to join as long as their expected payoff, which is defined as the difference between their expected reward and their expected cost, is positive. See Fig. 1 for an illustration of the system. The sojourn time of a customer depends on the service times of all customers that are served before she leaves the system and, if she has to repeat her service, it is possible that some of these services are for customers who joined the queue after her. It follows that her expected reward depends on the joining strategy of other customers. As a consequence, the best response of each customer is a function of both the position at which she joins the system and the other customers’ strategies. For this reason, it is natural to consider the decision problem in a game theoretic framework and to look into the Nash equilibrium strategy for each customer (see Hassin and Haviv [14]).

The study of the instantaneous Bernoulli feedback queue goes back to Takacs [21], in which he obtained the expected total waiting time for the $M/G/1$ feedback queue by deriving the joint transform of the distribution of the queue length and the remaining service time. Disney et al. [5], Disney [6], and Disney and König [7] further studied the queue length, the total sojourn time, and the waiting time. Takagi [22] applied the instantaneous Bernoulli feedback queue to study packet transmissions in an error-prone channel with probability of successful transmission $q$. This transmission
style is similar to segmented message transmission with the number of segments in a message geometrically distributed with mean $1/q$. Filliger and Hongler [10], and Gallay and Hongler [11] studied queueing networks with feedback loops and intelligent customers. However, the customers in their model are not strategic in the sense that their decisions do not depend on the others’ decisions, which is different from our setting.

Altman and Shimkin [1] analyzed a system of observable egalitarian processor sharing queues, where customers decide to join or to balk after observing the number of customers in the system upon their arrival, and are not allowed to renege at any stage after joining. They calculated numerically the symmetric threshold equilibrium strategy for the case of Poisson arrivals and proposed a dynamic learning scheme, which converges to the symmetric Nash equilibrium strategy. Adan et al. [2] considered a polling system with two queues where a single server serves the two nodes in a cyclic fashion with exhaustive service. Customers can choose which queue to join upon arrival. They analyzed the Nash equilibrium strategies under three scenarios of available information of the queue lengths or the position of the server at decision epochs and obtained the Nash equilibrium strategies via a new iterative algorithm. In both [1,2], customers’ best response is affected by future arrivals.

In this paper, we study an $M/M/1$ queue with instantaneous Bernoulli feedback and allow each customer to determine whether to join the queue or not after observing the number of customers in the system. Similar to Altman and Shimkin [1], in our model, a tagged customer’s sojourn time is affected by the joining behavior of future arrivals. This model was first analyzed in an unpublished technical report by Brooms and Collins [4]. They considered a first-come-first-served $GI/G/1$ Bernoulli feedback queue with arriving customers observing the number of customers in the system before deciding whether to join or not, but not allowed to renege.

Although arriving customers see the stationary distribution of the number of customers in the system, due to the balking and different joining positions, the distribution observed by feedback customers requires further analysis (see Walrand [23, Section 2.10], Boucherie and Van Dijk [3]), which makes the expected sojourn time computation nontrivial. In this paper, we efficiently obtain the expected payoff of a joining customer for any parameter set using matrix analytic methods (see Neuts [19]), which can also be easily extended to other models. In particular, we compute a customer’s conditional expected payoff based on her joining position and the other customers’ threshold values, by solving Poisson’s equation for a discrete-time nonhomogeneous quasi-birth-and-death process. Then we explicitly propose the Nash equilibrium strategies (pure or mixed) of threshold type.

Every time a customer joins at the end of the queue due to a service failure, the time she has already spent becomes a sunk cost. Also, it is possible that her conditions have deteriorated with time. For example, the system could have been empty when a tagged customer first arrived at the queue, but has become overcrowded before she goes to the end of the queue due to a service failure, because of a large number of arrivals during her first service. Thus, such a customer might want to renege if they are allowed. But once they choose to remain, the residual time until their next service has an Erlang distribution, which has an increasing hazard rate. Thus, if it is worth remaining in the system, it is worth waiting until the next service. In the second part of this paper, we
assume that customers are allowed to renge every time they join the end of the queue according to the same threshold strategy with which they choose to join the system. That is, if customers choose to join the system if and only if the number of customers in the system is less than or equal to some threshold value, then they will leave the system after a service failure if and only if the number exceeds the same threshold value. With matrix analytic methods, we can easily compute the Nash equilibrium threshold when reneging is permitted, and compare it with the equilibrium threshold value in the nonreneging case. We show that the customers’ equilibrium threshold value when reneging is allowed is greater. However, for some parameter values, their expected payoff can decrease.

The paper is organized as follows: In Sect. 2 we introduce the basics of the \( M/M/1 \) feedback queue and precisely define our threshold joining strategy, which is specified by a real-valued threshold. We also derive an analytical expression for a tagged customer’s position-dependent expected sojourn time if the other customers always choose to join. In Sect. 3 we obtain numerically the expected sojourn time and the expected payoff of a tagged customer conditioned on her joining position and the threshold strategy used by others, via matrix analytic methods. Then we propose a threshold Nash equilibrium strategy. In Sect. 4, we assume that customers are allowed to leave after joining and their reneging threshold is the same as the one with which they choose to join the system. We compute the Nash equilibrium threshold when reneging is permitted and compare it with that in the nonreneging case. In Sect. 5 we present two paradoxes observed in the nonreneging and the reneging case. In Sect. 6 we analyze the optimal social welfare in both the nonreneging and the reneging cases and prove that allowing reneging does not change the socially optimal threshold and optimal social welfare.

2 Preliminaries

2.1 Joining strategies

We assume that the queue starts at time 0 with an initial number of customers according to a distribution \( \pi(0) \) which is supported on the nonnegative integers. The number of customers in the system is observable to any arriving customer before she decides to join or not to join. For \( r = 1, 2, \ldots \), let \( u_r \) be a function that maps the numbers 1, 2, \ldots to the interval \([0, 1]\) such that \( u_r(i) \) is the probability that the \( r \)-th arriving customer chooses to join if there are \( i - 1 \) customers in front of her (including the one in service), which would mean that she starts in position \( i \). We call the function \( u_r \) the joining strategy for customer \( r \) and \( u^\infty \equiv (u_1, u_2, \ldots) \) the joining strategy profile for the population.

If \( u_r(i) \) depends only on \( i \), then the joining strategy is symmetric, in which case \( u = \{u, u, \ldots\} \) (see Hassin and Haviv [14, p3]).

Next, we introduce the definition of a threshold strategy. This threshold strategy was first proposed in Hassin [12] and was also used in Hassin and Haviv [13].
Definition 1 (symmetric threshold strategy) For any $x \in \mathbb{R}^+$, the symmetric threshold strategy with threshold value $x$ has components

$$u^{(x)}(i) \equiv \begin{cases} 
1 & \text{if } i \leq n, \\
p & \text{if } i = n + 1, \\
0 & \text{if } i \geq n + 2,
\end{cases}$$

(2.1)

where $n \equiv \lfloor x \rfloor$, $p \equiv x - n$. A customer who adopts threshold $x$ always chooses to join at a position which is less than or equal to $x$. She chooses to join at position $\lfloor x \rfloor + 1$ with probability $x - \lfloor x \rfloor$ and refuses to join at any position greater than $\lfloor x \rfloor + 1$. In their unpublished report [4, Theorem 6], Brooms and Collins claimed that any symmetric equilibrium joining strategy must be a threshold strategy. However, their proof lacks detail, so we are going to treat this result with caution. If it is correct, then our threshold strategy in Theorem 1 is the unique symmetric subgame perfect equilibrium strategy.

2.2 Basics of a single-server feedback queue

For the single-server feedback queue in Fig. 1, in the time interval $[0, \infty)$, we denote by $\xi(t)$ and $\tau_r$ the number of customers in the system at time $t$ and the arrival time of the $r$th customer, respectively. Then $\xi_r := \xi(\tau_r)$ is the position at which the $r$th customer joins the system, where, when $\xi_r = 1$, the customer immediately goes into service.

To work out the Nash equilibrium strategy, we arbitrarily select a customer as our tagged customer and calculate her optimal response based on different strategies adopted by others. We are interested in the symmetric Nash equilibrium strategy, that is, the strategy which is the best response when others use it too.

We denote the total sojourn time of the tagged customer in the system when the other customers all use threshold $x$ by $W^{(x)}$. Consistent with this notation, $W^{(\infty)}$ is the total sojourn time of a tagged customer in the system when all the other arriving customers always join and are not allowed to renege later.

From Takacs [21, Theorem 1], if $\lambda < q \mu$, then when all customers always join and are not allowed to renege later, the process $\{\xi(t), 0 \leq t < \infty\}$ has a unique stationary distribution

$$\pi_i := \lim_{t \to \infty} \mathbb{P}\{\xi(t) = i\} = \left(1 - \frac{\lambda}{q \mu}\right) \left(\frac{\lambda}{q \mu}\right)^i (i = 0, 1, \ldots).$$

Furthermore, Takacs [21, Section VI] gave the Laplace–Stieltjes transform of the unconditional stationary waiting time. We use similar techniques to obtain the conditional expected sojourn time given the joining position of each customer. In the stationary regime, for $i = 1, 2, \ldots$, let

$$P_i(w) := \mathbb{P}\{W^{(\infty)} \leq w, \xi_r = i\},$$

(2.2)

$$\Pi_i(s) := \int_0^\infty e^{-sw} dP_i(w).$$

(2.3)
Then for $|z| \leq 1$, $\Re(s) \geq 0$,

$$U(s, z) := \sum_{i=1}^{\infty} \Pi_i(s) z^i = \left(1 - \frac{\lambda}{q \mu}\right) \sum_{k=1}^{\infty} \frac{q(1 - q)^{k-1}}{a_k(s, z) - b_k(s, z)}. \quad (2.4)$$

where

$$\begin{bmatrix} a_k(s, z) \\ b_k(s, z) \end{bmatrix} = \left[ \begin{array}{c} \frac{\mu + \lambda + s}{\lambda} \\ \frac{\mu}{\lambda} \end{array} \right] \left( \begin{array}{c} -q \\ (1 - q) \end{array} \right) \left( \begin{array}{c} 1 \\ \frac{\lambda z}{q \mu} \end{array} \right). \quad (2.5)$$

To obtain $\int_0^{\infty} w \, dP_i(w)$, we take the derivative of $U(s, z)$ with respect to $s$ and set $s = 0$:

$$\sum_{i=1}^{\infty} \left( \int_0^{\infty} w \, dP_i(w) \right) z^i = -\frac{\partial U(s, z)}{\partial s} \bigg|_{s=0} = \left(1 - \frac{\lambda}{q \mu}\right) \frac{q \mu((1 - q)\lambda z + (q - 2)q \mu)}{(\lambda z - q \mu)^2((q - 1)\lambda - (q - 2)q \mu)} \quad (2.6)$$

$$= \sum_{i=1}^{\infty} \left(1 - \frac{\lambda}{q \mu}\right) \frac{i + 1 - q}{(q \mu)^i((q - 1)\lambda - (q - 2)q \mu)} z^i. \quad (2.7)$$

Hence, the stationary expected sojourn time of a tagged customer if she joins at position $i$, and all other customers always choose to join upon arrival, is

$$w^{(\infty)}_{i,i} := E \left( W^{(\infty)} \mid \xi_i = i \right) = \int_0^{\infty} \frac{w \, dP_i(w)}{\pi_i} = \frac{i + 1 - q}{(q - 1)\lambda - (q - 2)q \mu}. \quad (2.8)$$

3 The case when customers cannot renege

3.1 Expected payoff

In this paper, we assume that customers are homogeneous, which means they value receiving service identically and they place the same per unit time value on their waiting, and we focus on symmetric threshold strategies defined in Definition 1. When a customer arrives and sees $j - 1$ customers already in the system, she will join the queue at the $j$th place. When every customer adopts threshold $x$ and the system starts with less than $\lceil x \rceil + 1$ customers, the tagged customer, upon arrival, can observe at most $\lceil x \rceil$ people in the system. If she chooses to join, her position is at most $\lceil x \rceil + 1$. 
Let \( w_{i,j}^{(x)} \) be the expected remaining time until the tagged customer departs the system, if there are \( j \) customers in the system, she is in position \( i \leq j \) and all the other customers use threshold \( x \). So if a customer joins in position \( j \), her expected sojourn time will be \( w_{j,j}^{(x)} \). On the other hand, when she leaves the queue, she will obtain a reward \( R_0 \) and her expected payoff when she is in position \( i \), there are \( j \) customers in total and other customers are using threshold \( x \) is thus \( z_{i,j}^{(x)} \).

We shall show that the vector

\[
\mathbf{w}^{(x)} = \begin{pmatrix}
    w_{1,1}^{(x)} & w_{1,2}^{(x)} & \cdots & w_{1,[x]+1}^{(x)} \\
    w_{2,1}^{(x)} & w_{2,2}^{(x)} & \cdots & w_{2,[x]+1}^{(x)} \\
\vdots & \vdots & \ddots & \vdots \\
    w_{[x],1}^{(x)} & w_{[x],2}^{(x)} & \cdots & w_{[x],[x]+1}^{(x)}
\end{pmatrix}
\]

satisfies a version of Poisson’s equation. In Sect. 4, where we consider a model with reneging, customers do not always get the reward, and we proceed by writing Poisson’s equation for the expected payoff \( z_{i,j}^{(x)} \) directly.

To compute \( \mathbf{w}^{(x)} \), we construct a continuous-time quasi-birth-and-death process (QBD) on the state space \( S = \{ (i, j) : 1 \leq i \leq j \leq [x] + 1 \} \) with its level \( j \) denoting the total number of customers including the customer in service in the system, and its phase \( i \) denoting the position of the tagged customer. Then we construct the embedded discrete-time QBD obtained by observing this continuous-time Markov chain at its transition points and write \( w_{i,j}^{(x)} \) conditioning on the first transition out of state \((i, j)\) in (3.1). Specifically, the expected time until the next transition is \( \frac{1}{x + \mu} \). The next transition is an arrival with probability \( \frac{1}{x + \mu} \). When \( j < [x] \), the arriving customer joins the system with probability 1; when \( j = [x] \), the arriving customer joins the system with probability \( p \); when \( j = [x] + 1 \) or \([x] + 2 \), the arriving customer balks.

The next transition is a service completion with probability \( \frac{\mu}{x + \mu} \), after which a customer leaves the system with probability \( q \) and joins the end of the system with probability \( 1 - q \). Hence, if the customer in service is the tagged one \((i = 1)\), when she finishes her service, her future sojourn time is 0 with probability \( q \); otherwise, her next position is \( j \). When the customer in service is not the tagged one, the position of the tagged customer decreases by 1 and the total number of customers decreases by 1 with probability \( q \) but stays unchanged with probability \( 1 - q \). From the aforementioned reasoning,

\[
\mathbf{w}^{(x)} = \frac{1}{\lambda + \mu} + \frac{\lambda}{\lambda + \mu} \left( w_{i,j+1}^{(x)} \mathbb{1}_{[j<[x]]} + \left( p \, w_{i,j+1}^{(x)} + (1 - p) \, w_{i,j}^{(x)} \right) \mathbb{1}_{[j=[x]]} \right) \\
+ \mathbf{w}_{i,j}^{(x)} \mathbb{1}_{[j=[x]+1,[x]+2]} \\
+ \frac{\mu}{\lambda + \mu} \left( (1 - q) \, w_{j,j}^{(x)} \mathbb{1}_{[i=1]} + \left( q \, w_{i-1,j-1}^{(x)} + (1 - q) \, w_{i-1,j}^{(x)} \right) \mathbb{1}_{[i>1]} \right) .
\]

(3.1)

Thus, we can obtain \( \mathbf{w}^{(x)} \) by solving Poisson’s equation

\[
(1 - p^{(x)}) \mathbf{w}^{(x)} = \frac{1}{\lambda + \mu} \mathbf{e}.
\]

(3.2)
where $P^{(x)}$ is defined in Appendix A, and $e$ denotes a vector of 1’s of the appropriate size.

We have shown that $w_{i,j}^{(x)}$ can be obtained by solving a system of linear equations. However, the number of equations is quadratic in $[x]$. Thus, it is necessary to come up with an efficient way of carrying out the calculation. Equation (3.2) is Poisson’s equation for a level-dependent QBD, where the defining matrices $A_{0}^{(j)}$, $A_{0}^{(j)}$, $A_{-1}^{(j)}$ are given in Appendix A. Due to the special structure of QBDs, we propose Algorithm 1 to solve $u^{(x)}$ based on the methodology in Dendievel et al. [8]. See Latouche and Ramaswami [16, Chapter 12] for a detailed explanation of the matrices $I^{(j)}$, $U^{(j)}$ and $G^{(j)}$ for a level-dependent QBD which are used in Algorithm 1, noting that the matrix $I^{(j)}$ in this paper has the same meaning as the matrix $R^{(j)}$ in [16]. We use $I$ to differentiate it from the reward $R$ that is obtained by the customers after they leave the service.

**Algorithm 1**

1: procedure **CALCULATE** $U^{(j)}$, $I^{(j)}$, $G^{(j)}$  
2: $U^{([x]+1)} = A_{0}^{([x]+1)}$  
3: $R^{([x]+1)} = A_{1}^{([x])} (I - U^{([x]+1)})^{-1}$  
4: $G^{([x]+1)} = (I - U^{([x]+1)})^{-1} A_{-1}^{([x]+1)}$  
5: for $j = [x] : 2$ do  
6: $U^{(j)} = A_{0}^{(j)} + A_{1}^{(j)} G^{(j+1)}$  
7: $I^{(j)} = A_{1}^{(j-1)} (I - U^{(j)})^{-1}$  
8: $G^{(j)} = (I - U^{(j)})^{-1} A_{-1}^{(j)}$  
9: end  
10: procedure **POISSON’S EQUATION**($U^{(j)}$, $I^{(j)}$, $G^{(j)}$, $\frac{1}{\lambda + \mu}$)  
11: $y(1) \leftarrow 0$  
12: for $j = 2 : [x] + 1$ do  
13: $y(j) \leftarrow \frac{1}{\lambda + \mu} (I - U^{(j)})^{-1} (e_{j} + \sum_{k=j}^{[x]} \Pi_{l=j+1:k+1} I^{(l)} e_{k+2} + G^{(j)} y(j-1))$  
14: end  
15: $y(1) \leftarrow \frac{y(1)}{1 - (A_{0}^{(1)} + A_{1}^{(1)} G^{(2)}))}$  
16: $w(1) = \frac{y(1)}{1 - (A_{0}^{(1)} + A_{1}^{(1)} G^{(2)})}$  
17: for $j = 2 : [x] + 1$ do  
18: $w(\frac{j(j-1)}{2} + 1 : \frac{j(j-1)}{2} + j) = y(j) + \Pi_{l=j:2} G^{(l)} w(1)$  
19: end  
20: return $w$

We plot $w_{i,j}^{(x)}$ for $0 \leq x \leq 10$ in Fig. 2. Several observations can be made. First, $w_{i,j}^{(x)}$ exists only when $[x] \geq j - 1$. The reason follows from the explanation at the beginning of this section that the tagged customer cannot be in a position greater than $[x] + 1$. Second, $w_{i,j}^{(x)}$ increases in $j$ for any $1 \leq j \leq [x] + 1$ and increases in $x$ when $x \geq 1$. This property was proved in Brooms and Collins [4] via coupling, and their proof works for $GI/G/1$ feedback queues. For an $M/M/1$ feedback queue, we propose an alternative proof in Lemmas 1 and 2. Third, when $x \in [0, 1)$, as long as the tagged customer is in the system, no newly arriving customer will join the system, and
hence the expected sojourn time of the tagged customer is independent of $x$. Actually, from (3.1), we explicitly have

$$w_{1,1}^{(x)} = \frac{1}{\mu q} \quad w_{2,2}^{(x)} = \frac{3 - q}{\mu q (2 - q)} > \frac{1}{\mu q} \quad 0 \leq x \leq 1. \quad (3.3)$$

Finally, as expected, $w_{j,j}^{(x)}$ approaches $w_{j,j}^{(\infty)}$ as $x$ increases. Our results are stated in Lemmas 1 and 2, the proofs of which appear in Appendix B.

**Lemma 1** $w_{j,j}^{(x)}$ is increasing in $j$ for $1 \leq j \leq \lceil x \rceil + 1$.

**Remark** At the expense of making the calculation more intricate, we can prove that $w_{j,j}^{(x)}$ is strictly increasing in $j$. We omit the details.

**Lemma 2** For any two threshold policies $x_1$ and $x_2$ with $x_1 < x_2$,

$$w_{i,j}^{(x_1)} < w_{i,j}^{(x_2)} \quad 1 \leq i \leq j \leq \lceil x_1 \rceil + 1. \quad (3.4)$$

### 3.2 The Nash equilibrium threshold

In Lemmas 1 and 2, we have proved that $w_{j,j}^{(x)}$ is increasing in $j$ and $x$, so $z_{j,j}^{(x)}$ is decreasing in $j$ and $x$. We know from the beginning of Sect. 3 that the position where
the tagged customer can join is at most $\lceil x \rceil + 1$ if the other customers use threshold $x$ and the system starts with less than $\lceil x \rceil$ customers. If we refer to the highest position that the tagged customer is willing to join, when others use threshold $x$, as the best response, and let $BR(x)$ denote it, then

$$BR(x) = \max\{j : z_{\lceil x \rceil}^{(x)} j \geq 0, \ 1 \leq j \leq \lceil x \rceil + 1\}.$$  

If $R_0$ is large, then there will be values of $x$ for which $z_{\lceil x \rceil}^{(x)} \lceil x \rceil + 1, \lceil x \rceil + 1 \geq 0$ and so $BR(x) = \lceil x \rceil + 1$. On this part of the domain, $BR(x)$ is (obviously) an increasing step function. However, as $x$ increases, there must be a value $x^*$ for which $z_{\lceil x^* \rceil}^{(x^*)} \lceil x^* \rceil + 1 < 0$. To see this, observe that a customer arriving to position $j$ must wait for at least $j$ services and so $w_{\lceil x \rceil}^{(x)} \lceil x \rceil + 1, \lceil x \rceil + 1 \geq (\lceil x \rceil + 1)/\mu$, and so, when $x > R_0/\mu - 1$,

$$z_{\lceil x \rceil}^{(x)} \lceil x \rceil + 1 + 1 = R_0 - w_{\lceil x \rceil}^{(x)} \lceil x \rceil + 1, \lceil x \rceil + 1 \leq R_0 - (\lceil x \rceil + 1)/\mu < 0.$$  

For $x > x^*$, $BR(x) < \lceil x \rceil + 1$ and, on this part of the domain, Lemma 2 ensures that $BR(x)$ is a monotone decreasing step function.

There are now two possibilities:

- there is an integer $m$ such that $BR(m) = m$, or
- there is an integer $m$ such that $BR(m) = m + 1$ and $BR(m + 1) \leq m$.

These are illustrated in Fig. 3a–c, respectively.

For the purpose of presenting the Nash equilibrium, for $m = 1, 2, \ldots$, let $\alpha_m = w_{m,m}^{(m)}, \beta_m = w_{m+1,m+1}^{(m)}$ (see Fig. 4). Let $\chi_m$ be the solution to $w_{m+1,m+1}^{(\chi_m)} = R_0$. We prove in the following lemma that $\chi_m$ exists and is unique.

**Lemma 3** There exists a unique $\chi_m$ such that $w_{m+1,m+1}^{(\chi_m)} = R_0$.

**Proof** For $x \in (m, m + 1)$, from Eq. (3.2),

$$w_{m+1,m+1}^{(x)} = \frac{1}{\lambda + \mu} \left( (I - P^{(x)})^{-1} e \right)_{(m+1)(m+2)},$$  

Fig. 3 Best response
Fig. 4 An illustration of Nash equilibria

where \( P(x) \) is defined in Appendix A. The matrix \( P(x) \) is substochastic for any \( x \), as the sum of the \( \left( \frac{j(j+1)}{2} + 1 \right) \)th row of \( P(x) \) is less than 1 for \( j = 1, 2 \ldots, \lceil x \rceil + 1 \).

From a corollary to the Perron–Frobenius theorem (Seneta [20, page 8]), \( |r(x)| < 1 \) for any eigenvalue \( r(x) \). Thus, any real eigenvalue \( 1 - r(x) \) of \( I - P(x) \) must be greater than 0. Hence \( |I - P(x)| \neq 0 \).

Next, we write \( x \) as \( m + p \). From its expression, \( P(x) \) is continuous in \( p \), so is \( I - P(x) \). Since the entries of the inverse matrix can be written as rational functions of the entries of the original matrix, and the denominators of these rational functions are nonzero for all \( x \), \( w(x)_{m+1,m+1} \) is continuous in \( p \). Hence, \( w(x)_{m+1,m+1} \) is continuous in \( x \) for \( x \in (m, m + 1) \). Also, it follows from Lemmas 1 and 2 that \( \beta_m > \alpha_m \) and \( \alpha_{m+1} > \beta_m \), respectively. If \( \beta_m < R_0 < \alpha_{m+1} \), then

\[
\beta_m = w^{(m)}_{m+1,m+1} < R_0 < w^{(m+1)}_{m+1,m+1} = \alpha_{m+1}.
\]

Due to the fact that \( w^{(x)}_{m+1,m+1} \) is continuous and strictly increasing in \( x \in (m, m + 1) \), there is a unique \( \chi_m \in (m, m + 1) \) such that \( w^{(\chi_m)}_{m+1,m+1} = R_0 \).

We describe the Nash equilibrium strategy for the feedback queueing system in the following theorem.
Theorem 1 There exists an equilibrium threshold strategy with threshold value

\[
x_e = \begin{cases} 
0 & \text{if } R < \alpha_1, \\
\zeta_0 & \text{if } R = \alpha_1, \\
m & \text{if } \alpha_m \leq R_0 \leq \beta_m \quad m = 1, 2, \ldots, \\
\chi_m & \text{if } \beta_m < R_0 < \alpha_{m+1} \quad m = 1, 2, \ldots, 
\end{cases}
\]  

(3.9)

where \(\zeta_0 \in [0, 1]\).

Proof A customer will choose to join the queue if and only if her reward can fully bear her expected sojourn cost.

- When \(R_0 < \alpha_1\), even if the tagged customer is the only one in the system, her expected sojourn time \(\alpha_1 > R_0\). Thus, her best option is balking. The same analysis works for the other customers. So balking is the Nash equilibrium strategy.

- When \(R_0 = \alpha_1\), if the other customers are all using threshold \(\chi_0 \in [0, 1]\), there is at most one customer in the system when the tagged customer arrives. For the tagged customer, when she observes one person in the system, her best response is balking as her expected sojourn time \(\beta_1 > \alpha_1 = R_0\). When she observes that the system is empty, her expected payoff is zero. Thus, she is indifferent between joining an empty system and balking. Actually, she gains nothing by either strategy. The same analysis works for any other customer, so any threshold strategy with threshold value \(\chi_0 \in [0, 1]\) is a Nash equilibrium strategy.

- When \(\alpha_m \leq R_0 \leq \beta_m\), the tagged customer’s expected sojourn time satisfies \(w_{m,m}^{(m)} \leq R_0 \leq w_{m+1,m+1}^{(m)}\), so

\[
\zeta_{m+1,m+1}^{(m)} \leq 0 \leq \zeta_{m,m}^{(m)}. 
\]

(3.10)

Hence the tagged customer’s best response is \(m\) when others adopt threshold \(m\). So threshold \(m\) is a Nash equilibrium strategy.

- When \(\beta_m < R_0 < \alpha_{m+1}\), if other customers all adopt threshold \(\chi_m\), the tagged customer gains nothing when she joins at \(m + 1\), so her best response is any threshold strategy with threshold value between \(m\) and \(m + 1\) (including \(\chi_m\)). Thus, \(\chi_m\) is the Nash equilibrium threshold.

\[\square\]

From Theorem 1, \(m\) is either the Nash equilibrium threshold or the integer part of it. The Nash equilibrium threshold is not an integer when \(R_0 \in (\beta_m, \alpha_{m+1})\). Figure 3b represents this case with \(BR(m) = m + 1\) and \(BR(m + 1) = m\). Figure 3c depicts the case with \(BR(m) = m + 1\) and \(BR(m + 1) = m - 1\). In both cases, the tagged customer is indifferent between \(m\) and \(m + 1\) when others use a threshold between \(m\) and \(m + 1\), and \(\chi_m\) in Theorem 1 is the Nash equilibrium.

Intuitively speaking, a Nash equilibrium is said to be evolutionarily stable if it cannot be invaded by any alternative strategy that is initially rare (see Maynard Smith [17]).
Definition 2  Evolutionarily stable strategy (ESS) A Nash equilibrium strategy $x$ is said to be an ESS if either (i) $x$ is the unique best response against itself or (ii) for any $x' \neq x$ which is a best response against $x$, $x$ is better than $x'$ as a response to $x'$ itself. That is, with $U(x', x)$ denoting a customer’s expected payoff when she uses $x'$ and others use $x$, for all $x' \neq x$, either

$$U(x, x) > U(x', x), \text{ or}$$

$$U(x, x) = U(x', x) \quad \text{and} \quad U(x, x') > U(x', x'). \quad (3.12)$$

To show that the Nash equilibrium strategy with threshold value $x_e$ is an ESS, we first define the total expected payoff of a tagged customer who adopts threshold $x$ when the other customers all adopt threshold $x'$:

$$U(x, x') := \sum_{i=1}^{\lceil x \rceil} \pi_i^{(x')} z_{i, i} + (x - \lfloor x \rfloor) \pi_{\lfloor x \rfloor}^{(x')} z_{\lfloor x \rfloor+1, \lfloor x \rfloor+1} 1_{\lfloor x \rfloor < \lceil x \rceil+1}. \quad (3.13)$$

where $\pi_j^{(x)} 0 \leq j \leq \lfloor x \rfloor$ is the stationary distribution of the number of customers in the system when everyone adopts threshold $x$. We prove the $x_e$-threshold strategy is an ESS in the following corollary.

Corollary 1  The threshold strategy with threshold value $x_e$ is an ESS when $R \neq \alpha_1$.

We have already proved that when other customers adopt threshold strategy $x_e$, there is no better strategy than $x_e$ for the tagged customer, that is, $U(x_e, x_e) \geq U(x, x_e)$.

- When $R_0 < \alpha_1$, $U(0, 0) = 0 > U(x, 0)$ for any $x > 0$. Thus, balking is an ESS.
- When $R_0 = \alpha_1$, for any $0 \leq \chi_0, \chi_0' \leq 1$, $U(\chi_0, \chi_0) = U(\chi_0', \chi_0) = 0$ and $U(\chi_0, \chi_0') = U(\chi_0', \chi_0) = 0$. Thus, $\chi_0 \in [0, 1]$ is not an ESS.
- When $\alpha_m \leq R_0 = \beta_m, U(m, m) > U(m', m)$ for any $m' \neq m$. Thus, $m$ is an ESS.
- When $\beta_m < R_0 < \alpha_{m+1}$, it follows from the definition of $\chi_m$ that $z_{m+1,m+1}^{(\chi_m)} = R_0 - w_{m+1,m+1} = 0$, so, for any $\chi_m' \in [m, m+1]$,

$$U(\chi_m', \chi_m) = U(\chi_m, \chi_m) = \sum_{i=1}^{m} \pi_i^{(\chi_m')} z_{i, i}^{(\chi_m)}. \quad (3.14)$$

Furthermore, when $m \leq \chi_m' < \chi_m < m+1$, it follows from the fact that $z_{m+1,m+1}^{(\chi)}$ is decreasing in $\chi$ that

$$z_{m+1,m+1}^{(\chi_m')} > 0. \quad (3.15)$$

Since $|\chi_m'| = |\chi_m| = m$, the first summations in $U(\chi_m', \chi_m')$ and $U(\chi_m, \chi_m')$ are equal. However, $(\chi_m' - |\chi_m'|) < (\chi_m - |\chi_m|)$; hence, the second term in $U(\chi_m', \chi_m')$ is less than the second term in $U(\chi_m, \chi_m')$. So $U(\chi_m', \chi_m') < U(\chi_m, \chi_m')$. Similarly, when $\chi_m < \chi_m' \leq m+1$, $z_{m+1,m+1}^{(\chi_m')} < 0$ but $(\chi_m - |\chi_m|) <
Following similar lines, we have \( U(x_m', x_m') < U(x_m, x_m') \). Thus, \( x_m \) is an ESS.

\[ \square \]

4 The case when customers can renege

Every time a customer rejoins at the end of the queue due to a service failure, it is possible that her conditions have deteriorated with time. Hence customers might have an incentive to **renege**, that is, depart from the queue, when their service fails. Figure 5 is an illustration of an M/M/1 feedback queue when reneging is allowed. In this section, we focus on the Nash equilibrium threshold when the customers are allowed to renege, and compare it with the equilibrium threshold when they cannot renege. In order to make comparisons between the two cases, we abbreviate the nonreneging case as the \( N \)-case and the reneging case as the \( R \)-case.

4.1 The expected payoff

In our model, every time a customer rejoins the end of the queue, she faces a similar situation as that when she first chooses to join. Thus, we restrict our attention to policies where the customer must use the same threshold when she chooses to balk or renege.

In contrast to Sect. 3, the expected payoff of the tagged customer is affected by her future reneging decisions. In particular, if she chooses to renege, she will not receive the reward \( R_0 \). So we use \( z_{i,j}^{(x_{tag},x)} \) to denote the tagged customer’s expected payoff, which is the difference between the expected reward and her expected sojourn cost, given that she is at position \( i \) and uses threshold strategy \( x_{tag} \), there are \( j \) customers in the system, and the other customers all adopt threshold \( x \). It will turn out that the relevant value of \( x_{tag} \) that we need to consider for the purpose of calculating the Nash equilibrium occurs when \( x_{tag} = \lfloor x \rfloor + 1 \). This satisfies the equation

\[
\begin{align*}
z_{i,j}^{(\lfloor x \rfloor + 1,x)} &= -\frac{1}{\lambda + \mu} \\
&\quad + \frac{\lambda}{\lambda + \mu} \left( z_{i,j+1}^{(\lfloor x \rfloor + 1,x)} I_{\{j<\lfloor x \rfloor\}} + \left( p z_{i,j+1}^{(\lfloor x \rfloor + 1,x)} + (1 - p) z_{i,j+1}^{(\lfloor x \rfloor + 1,x)} \right) I_{\{j=\lfloor x \rfloor\}} \right) \\
&\quad + \frac{\mu}{\lambda + \mu} \left( q R_0 + (1 - q) z_{i,j}^{(\lfloor x \rfloor + 1,x)} \right) I_{\{i=1\}} \\
&\quad + \frac{1}{\lambda + \mu} \left( q R_0 + (1 - q) z_{i,j}^{(\lfloor x \rfloor + 1,x)} \right) I_{\{i=1\}}
\end{align*}
\]
where \( p \) is the fractional part of \( x \) as defined in Definition 1. Hence, we can calculate \( \hat{z}^{(i+1,j,x)} \) via Poisson’s equation

\[
\left( I - \hat{P}^{(i+1,x)} \right) \hat{z}^{(i+1,x)} = g,
\]

where the matrix \( \hat{P}^{(i+1,x)} \) and the vector \( g \) are defined in Appendix C.1, and

\[
\hat{z}^{(i+1,x)} = (\hat{z}^{(i+1,x)}_{1}, \hat{z}^{(i+1,x)}_{2}, \hat{z}^{(i+1,x)}_{3}, \ldots, \hat{z}^{(i+1,x)}_{[x]+1, [x]+1})^{T}.
\]

In Sect. 3.2, we derived the Nash equilibrium threshold value by finding the \( m \) that satisfies the case in Fig. 3. In the \( N \)-case, this means only \( \hat{z}^{(i,x)}_{[x], [x]+1} \) and \( \hat{z}^{(x)}_{[x]+1, [x]+1} \) matter in calculating the Nash equilibrium, although the tagged customer can join at position \( [x] + 1 \). Similarly, in the \( R \)-case we only care about \( \hat{z}^{([x]+1,x)}_{[x], [x]} \), \( \hat{z}^{([x]+1,x)}_{[x]+1, [x]+1} \), and \( \hat{z}^{([x]+1,x)}_{[x]+1,[x]+1} \), so we calculate \( \hat{z}^{([x]+1,x)}_{i,j} \) only for \( 1 \leq i \leq j \leq \lfloor x \rfloor + 1 \).

In the \( R \)-case, when others use threshold \( x \), and the tagged customer uses threshold \( x_{tag} \geq [x] \), the queue size is never greater than \( [x] \) at a time point where the tagged customer’s service has failed, so the tagged customer will never renege after joining if she uses \( x_{tag} \) even though other customers may do so. Hence the calculation of \( \hat{z}^{(x_{tag},x)} \) when \( x_{tag} \geq [x] \) can be transferred to the calculation of the expected sojourn time. If we define \( \hat{w}^{(x_{tag},x)}_{i,j} \) as the expected sojourn time of the tagged customer in the \( R \)-case, given that she is at position \( i \) and uses threshold strategy \( x_{tag} \), there are \( j \) customers in the system, and the other customers all adopt threshold \( x \), then when \( x_{tag} = [x] + 1 \),

\[
\hat{w}^{([x]+1,x)} = \left( \hat{w}^{([x]+1,x)}_{1,1}, \hat{w}^{([x]+1,x)}_{1,2}, \hat{w}^{([x]+1,x)}_{2,2}, \ldots, \hat{w}^{([x]+1,x)}_{[x], [x]+1}, \hat{w}^{([x]+1,x)}_{[x]+1, [x]+1} \right)^{T}
\]

satisfies a version of Poisson’s equation similar to Eq. (3.2):

\[
\left( I - \hat{P}^{([x]+1,x)} \right) \hat{w} = \frac{1}{\lambda + \mu} e,
\]

and \( \hat{z}^{([x]+1,x)} = R_{0} - \hat{w}^{([x]+1,x)} \). Similar to the \( N \)-case, an equilibrium strategy exists and can be computed using Algorithm 1.

We compare \( \hat{z}^{([x]+1,x)}_{j,j} \) and \( \hat{z}^{(x)}_{j,j} \) for \( j = 1, \ldots, [x] + 1 \) in Lemma 4, the proof of which appears in Appendix D.
4.2 The Nash equilibrium and its comparison with the $N$-case

As in the $N$-case, to work out the Nash equilibrium in the $R$-case, we need to draw the best response plot and investigate the intersection point of $\mathcal{BR}(x)$ and $x$. When $\hat{z}_{m+1,m+1}^{(m+1,m)} \leq 0 \leq \hat{z}_{m,m}^{(m,m)}$, the tagged customer’s best response when others adopt $m$ is also $m$, which is the case in Fig. 3a. When $\hat{z}_{m+1,m+1}^{(m+1,x)} = 0$ with $x \in (m, m+1)$, the tagged customer is indifferent between $m$ and $m+1$ when others use threshold $x$, which is the case in Fig. 3b.

Before we work out the Nash equilibrium strategy in the $R$-case and compare it with the $N$-case, we first define $Ne(R_0, \lambda, \mu, q)$ and $\hat{Ne}(R_0, \lambda, \mu, q)$ as the Nash equilibrium under the parameter set $R_0, \lambda, \mu, q$ in the $N$-case and the $R$-case, respectively, and use $x_e$ and $\hat{x}_e$ for short if they are from the same $R_0, \lambda, \mu, q$. Similar to our use of $\alpha_m$ and $\beta_m$ in the $N$-case, we let $\gamma_m := w^{(m+1,m)}_{m+1,m+1}$ to help explain the Nash equilibrium in the $R$-case which is described in the following.

**Theorem 2** The Nash equilibrium threshold value when reneging is allowed is greater than or equal to that when reneging is not allowed.

**Proof** There are three scenarios:

- When $R_0 \in [\alpha_m, \gamma_m]$, then
  \[ \hat{z}_{m+1,m+1}^{(m+1,m)} = R_0 - w_{m+1,m+1}^{(m+1,m)} = R_0 - \gamma_m \leq 0, \]

**Lemma 4** When $x > \lfloor x \rfloor$
\[ \hat{z}_{j,j}^{(\lfloor x \rfloor+1,x)} \geq \hat{z}_{j,j}^{(x)} \text{ for } j = 1, \ldots, \lfloor x \rfloor + 1. \] (4.6)

When $x = \lfloor x \rfloor$,
\[ \hat{z}_{j,j}^{(\lfloor x \rfloor,x)} = \hat{z}_{j,j}^{(\lfloor x \rfloor+1,x)} = \hat{z}_{j,j}^{(x)} \text{ for } j = 1, \ldots, \lfloor x \rfloor. \] (4.7)

One interpretation of Lemma 4 is as follows: When other customers adopt the threshold $x$, for a customer who never reneges, her expected payoff is higher if the other customers are allowed to renege. When $x = \lfloor x \rfloor > 0$, the number of customers in the system never exceeds $\lfloor x \rfloor + 1$; if the tagged customer joins at the $(\lfloor x \rfloor + 1)$th position, the customer who is in service when she joins will leave the system with probability 1: either the service will complete successfully or the customer will renege when the service fails. Thus, if the tagged customer joins at position $\lfloor x \rfloor + 1$, then she is better off when others can renege, but there is no difference between the $N$-case and the $R$-case when the position at which the tagged customer joins is less than $\lfloor x \rfloor + 1$.

**Remark** We can prove the strict inequality holds in Lemma 4 when $x > \lfloor x \rfloor$. Also, an argument similar to that in Lemmas 1 and 2 can be used to show that for $1 \leq i \leq j \leq \lfloor x \rfloor + 1$, $\hat{z}_{i,j}^{(\lfloor x \rfloor+1,x)}$ is strictly decreasing in $j$ for $1 \leq j \leq \lfloor x \rfloor + 1$, and $x$ when $x > 1$. 
When equilibrium strategies are with the first equality and the last inequality following from Lemma 4. The tagged customer’s best response is \( m \) if others’ strategy is \( m \) in both the \( N \)-case and the \( R \)-case, hence \( \hat{x} = x = m \). This case is depicted in Fig. 6a.

- When \( R_0 \in (\gamma_m, \beta_m) \), then

\[
\begin{align*}
\hat{z}^{(m+1)1,1} &= R_0 - w^{(m+1),m} = R_0 - \gamma_m > 0, \\
\hat{z}^{(m)} &= R_0 - w^{(m),m} = R_0 - \beta_m \leq 0.
\end{align*}
\]  

(4.10)

(4.11)

Hence \( \hat{z}^{(m+1),m+1} = z^{(m+1),m+1} \leq 0 < \hat{z}^{(m+1),m+1} = z^{(m+1),m+1} = z^{(m),m} \), with the first inequality, the last inequality and the equality following from Lemma 4. The tagged customer’s best response is \( m \) if others’ strategy is \( m \) in the \( N \)-case. In the \( R \)-case, \( \hat{x} = \{ x : z^{(m+1),m+1} = 0 \} \) since the tagged customer is indifferent between joining at position \( m + 1 \) and balking if others adopt threshold \( \hat{x} \). In this case, \( \hat{x} > x = m \), and it is depicted in Fig. 6b.

- When \( R_0 \in (\beta_m, \alpha_{m+1}) \), then

\[
\hat{z}^{(m+1),m+1} = z^{(m+1),m+1} < 0 < z^{(m+1),m+1} = z^{(m+1),m+1},
\]  

with the first equality and the last inequality following from Lemma 4. The Nash equilibrium strategies are

\[
x_e = \{ x : \hat{z}_{m+1,m+1}^{(x)} = 0 \}, \quad \hat{x}_e = \{ x : \hat{z}_{m+1,m+1}^{(x)} = 0 \},
\]  

which are mixed in both cases. It follows from Eq. (4.6) that \( \hat{x}_e > x_e \). Note that \( x_e \) here is the same as calculated in Theorem 1. This case is depicted in Fig. 6c.

\[ \square \]
5 Two Paradoxes

In the \(N\)-case, every customer remains in the system until she successfully completes her service and receives reward \(R_0\). Increasing \(R_0\) can increase customers’ incentive to join but also make the system more crowded. In this situation, does everyone become better off when the reward \(R_0\) increases? To answer this question, we observe that there are parameter settings where the equilibrium expected payoff can decrease with \(R_0\). This paradoxical behavior is discussed in the following.

**Paradox 1** In the \(N\)-case, let \(x_k = Ne(r_k, \lambda, \mu, q)\), \(k = 1, 2\). Then for \(m = 1, 2\), \(z^{(x_1)}_{m,m} > z^{(x_2)}_{m,m}\) if \(\beta_m < r_1 < r_2 < \alpha_{m+1}\), where \(m\) is the integer part of the Nash equilibrium. In other words, if \(R_0 \in (\beta_m, \alpha_{m+1})\), increasing \(R_0\) will make everyone joining at position \(m\) worse off.

**Proof** As in Definition 1, \(p\) is the fractional part of \(x\). When \(x \in (1, 2)\),

\[
w^{(x)}_{2,2} - w^{(x)}_{1,1} = \frac{\mu + \lambda p}{\mu(-\mu q^2 + 2\mu q + \lambda p)} = \frac{1}{\mu \left(1 - \frac{\mu(1-q)^2}{\mu+\lambda p}\right)}, \tag{5.1}
\]

which is decreasing in \(p\). When \(x \in (2, 3)\),

\[
w^{(x)}_{3,3} - w^{(x)}_{2,2} = \frac{1}{\mu(1 - \mu^2(1-q)^2 f(p))}, \tag{5.2}
\]

where \(f(p) = \frac{\lambda + 2\lambda pq + \mu q^3 - 3\mu q^2 - \lambda q + 3\mu q}{(\mu + \lambda p)(\lambda \mu + \lambda^2 p + \lambda \mu pq + \mu^2 q^3 - 3\mu^2 q^2 + 3\mu^2 q)},\) which is decreasing in \(p\). See Appendix D for the derivative of the function \(f(p)\). Hence \(w^{(x)}_{3,3} - w^{(x)}_{2,2}\) is decreasing in \(p\).

From Theorem 1, if \(\beta_m < r_1 < r_2 < \alpha_{m+1}\), then \(x_k\), which is the Nash equilibrium threshold when \(R = r_k\), satisfies

\[
w^{(x_k)}_{m+1,m+1} = r_k \quad x_k \in (m, m + 1) \quad k = 1, 2. \tag{5.3}
\]

Thus, for \(m = 1, 2\),

\[
z^{(x_1)}_{m,m} = r_1 - w^{(x_1)}_{m,m} = w^{(x_1)}_{m+1,m+1} - w^{(x_1)}_{m,m} > u^{(x_2)}_{m+1,m+1} - w^{(x_2)}_{m,m} = r_2 - w^{(x_2)}_{m,m} = z^{(x_2)}_{m,m}. \tag{5.4}
\]

In Paradox 1, we have proved that if \(R_0 \in (\beta_m, \alpha_{m+1})\) for \(m = 1, 2\), increasing \(R_0\) makes everyone joining at position \(m\) worse off. We conjecture that this phenomenon holds for any \(m\). Our numerical experience indicates that this is the case. However, the proof has eluded us.

We have proved in the previous section that customers have a higher incentive to join the system if they are allowed to renege later. However, with more customers
joining, the system can be more crowded. So we are interested in the question: when customers are given the right to leave, do they become better off?

To answer this question, we first need to work out the equilibrium expected payoff in the \( R \)-case. In contrast to the \( N \)-case, customers may renege before they successfully complete their service in the \( R \)-case; thus, their expected payoff cannot be calculated as the difference between \( R_0 \) and their expected sojourn cost. By similar reasoning to Eq. (3.1), it follows that

\[
\hat{z}_{x}(x, x) = -\frac{1}{\lambda + \mu} \\
+ \frac{\lambda}{\lambda + \mu} \left(\hat{z}_{x}(x, x) \mathbb{I}_{[j<x]} + (p \hat{z}_{x}(x, x) + (1-p) \hat{z}_{x}(x, x)) \mathbb{I}_{[j=x]} + \hat{z}_{x}(x, x) \mathbb{I}_{[j=x+1]} \right) \\
+ \frac{\mu}{\lambda + \mu} \left[ (q R_0 + (1-q) (1-(1-p) \mathbb{I}_{[j=x+1]}) \hat{z}_{x}(x, x) \mathbb{I}_{[i=1]} \\
+ (q + (1-q) (1-p) \mathbb{I}_{[j=x+1]}) \hat{z}_{x}(x, x) \mathbb{I}_{[i=1]} \\
+ (1-q) (1-(1-p) \mathbb{I}_{[j=x+1]}) \hat{z}_{x}(x, x) \mathbb{I}_{[i=1]} \right].
\]

(5.5)

Thus, we can obtain \( \hat{z}_{x}(x, x) \) via Poisson’s equation

\[
(I - \hat{P}(x, x)) \hat{z}(x, x) = g,
\]

(5.7)

where \( \hat{P}(x, x) \) is defined in Appendix C.2, and

\[
\hat{z}(x, x) = (\hat{z}_{1,1}(x, x), \hat{z}_{1,2}(x, x), \hat{z}_{2,2}(x, x), \hat{z}_{1,3}(x, x), \hat{z}_{2,3}(x, x), \hat{z}_{3,3}(x, x), \ldots, \hat{z}_{x,x}(x, x), \hat{z}_{[x], [x]}(x, x), \hat{z}_{[x]+1, [x]+1}(x, x))^{T}.
\]

(5.8)

We are interested in the expected payoff when every customer uses \( \hat{x}_e \). In Lemma 4, we have proved that if \( \hat{x}_e = [\hat{x}_e] \), \( \hat{z}(\hat{x}_e, \hat{x}_e) = \hat{z}(\hat{x}_e) \). In the following, we prove that if \( \hat{z}_{m+1, m+1}(x, x) = 0 \), \( \hat{z}(\hat{x}_e, \hat{x}_e) = \hat{z}(x, x) \).

\[ \text{Lemma 5 If } \hat{z}_{m+1, m+1}(x, x) = 0, \text{ then } \hat{z}_{i,j}(\hat{x}_e, \hat{x}_e) = \hat{z}_{i,j}(m+1, x_e) \text{ for any } 1 \leq i \leq j \leq m+1. \]

\[ \text{Proof First, when } \hat{z}_{m+1, m+1}(x, x) = 0, \text{ the tagged customer is indifferent between joining or not joining at position } m+1. \text{ In other words, joining with any probability at position } m+1 \text{ will result in a zero expected payoff for her. Hence, } \hat{z}_{m+1, m+1}(x, x) = 0 \text{ for any } x \in [m, m+1] \text{ including } \hat{x}_e. \]

For a general state \((i, j)\), consider two queues with others using threshold \( \hat{x}_e \) and the tagged customer in state \((i, j)\): she uses threshold \( m+1 \) in queue 1 and \( \hat{x}_e \) in queue 2. By coupling the customer arrival processes, their joining decisions, the service processes and the service success probability for every customer including the tagged one, we can see the next customer will arrive, join or not join both queues at the same time, the customer in service in both queues will complete the service and rejoin or not rejoin the queue at the same time, until the first time the tagged customer needs to
rejoin the queue and the queue size including her is \( m + 1 \) when she rejoins it. When this is the case, \( \hat{z}^{(x, \hat{x}_e)}_{m+1, m+1} = 0 \) for any \( x \in [m, m+1] \), due to \( \hat{z}^{(m+1, \hat{x}_e)}_{m+1, m+1} = 0 \). Hence, the tagged customer in both queues either has exactly the same sample path, or reaches the state \((m + 1, m + 1)\) where her remaining expected payoff is 0 regardless of her decision. So the tagged customer in both queues receives the same expected payoff. \( \square \)

When \( R_0 \in [\alpha_m, \gamma_m] \), then \( x_e = \hat{x}_e = m \), thus, \( \hat{z}^{(m)}_{i, i} = z^{(m, m)}_{i, i} \), and the stationary distributions in the \( N \)-case and the \( R \)-case are the same. Thus there is no difference between the two cases. When \( R_0 \in (\gamma_m, \alpha_{m+1}] \), we observe that both the equilibrium expected payoff and the total expected payoff decrease when reneging is allowed. Specifically, when \( R_0 \in (\gamma_m, \beta_m) \), we prove this paradoxical behavior in the following.

**Paradox 2** If \( R_0 \in (\gamma_m, \beta_m) \), then

\[
\hat{z}^{(\hat{x}_e, \hat{x}_e)}_{i, i} < z^{(x_e)}_{i, i} \quad i = 1, \ldots, m.
\]

Furthermore, the total expected payoffs under equilibrium satisfy

\[
\sum_{i=1}^{m+1} \pi^{(x)}_{i-1} z^{(\hat{x}_e, \hat{x}_e)}_{i, i} < \sum_{i=1}^{m} \pi^{(x)}_{i-1} z^{(x_e)}_{i, i}
\]

where \( \pi^{(x)}_k \) and \( \hat{\pi}^{(x)}_k \) denote the stationary distribution of the number of customers in the system in the \( N \)-case and the \( R \)-case, respectively.

**Proof** If \( R_0 \in (\gamma_m, \beta_m) \), then \( \hat{x}_e > x_e = m \). Since the Nash equilibrium threshold in the \( R \)-case is mixed, it follows from Lemma 5 that \( z^{(\hat{x}_e, \hat{x}_e)}_{m+1, m+1} = z^{(m+1, \hat{x}_e)}_{m+1, m+1} = 0 \), and

\[
\hat{z}^{(\hat{x}_e, \hat{x}_e)}_{i, i} = z^{(m+1, \hat{x}_e)}_{i, i} \quad i \leq m.
\]

In this way,

\[
\hat{z}^{(x_e)}_{i, i} = z^{(m)}_{i, i} = z^{(m+1, m)}_{i, i} > z^{(m+1, \hat{x}_e)}_{i, i} = z^{(\hat{x}_e, \hat{x}_e)}_{i, i} \quad 1 \leq i \leq m,
\]

with the second equality following from Lemma 4, and the inequality following from the fact that \( z^{(m+1, x)}_{m+1, m+1} \) is decreasing in \( x \). \( \square \)

Next, we calculate the stationary distribution of the number of customers in the system in the \( N \)-case and the \( R \)-case. Figures 7 and 8 depict the transition rate diagram for both cases, given that each customer uses threshold \( x \). Letting \( \rho = \frac{\lambda}{\mu q} \). It follows...
from the detailed balance equations that, for \( k = 0, \ldots, \lfloor x \rfloor \),

\[
\pi_k^{(x)} = \frac{\rho^k}{(x - \lfloor x \rfloor) \rho^{\lfloor x \rfloor + 1} + \frac{\rho^{\lfloor x \rfloor + 1} - 1}{\rho - 1}},
\]

and

\[
\tilde{\pi}_k^{(x)} = \frac{\rho^k}{\lambda (x - \lfloor x \rfloor) \rho^{\lfloor x \rfloor} + \frac{\rho^{\lfloor x \rfloor + 1} - 1}{\rho - 1}},
\]

and

\[
\pi_{\lfloor x \rfloor + 1}^{(x)} = \frac{(x - \lfloor x \rfloor) \rho^{\lfloor x \rfloor + 1} + \frac{\rho^{\lfloor x \rfloor + 1} - 1}{\rho - 1}}{\mu q + \mu (1 - q)(1 - (x - \lfloor x \rfloor)) \rho^{\lfloor x \rfloor} + \frac{\rho^{\lfloor x \rfloor + 1} - 1}{\rho - 1}},
\]

and

\[
\tilde{\pi}_{\lfloor x \rfloor + 1}^{(x)} = \frac{\lambda (x - \lfloor x \rfloor) \rho^{\lfloor x \rfloor} + \frac{\rho^{\lfloor x \rfloor + 1} - 1}{\rho - 1}}{\mu q + \mu (1 - q)(1 - (x - \lfloor x \rfloor)) \rho^{\lfloor x \rfloor} + \frac{\rho^{\lfloor x \rfloor + 1} - 1}{\rho - 1}}.
\]

Since \( \hat{x}_e > x_e = m \),

\[
\tilde{\pi}_k^{(\hat{x}_e)} < \pi_k^{(x_e)} \quad k = 0, \ldots, m, \quad \tilde{\pi}_{m+1}^{(\hat{x}_e)} > 0 = \pi_{m+1}^{(x_e)}.
\]

Hence

\[
\sum_{i=1}^{m+1} \tilde{\pi}_{i-1}^{(\hat{x}_e)} z_{i,i}^{(\hat{x}_e, \hat{x}_e)} = \sum_{i=1}^{m} \tilde{\pi}_{i-1}^{(\hat{x}_e)} z_{i,i}^{(\hat{x}_e, \hat{x}_e)} < \sum_{i=1}^{m} \pi_{i-1}^{(x_e)} z_{i,i}^{(x_e)}
\]

with the equality following from \( z_{m+1, \hat{x}_e}^{(m+1, \hat{x}_e)} = 0 \), and the inequality following from Eqs. (5.9) and (5.12).

It can be seen that although the expected payoff \( z_{m+1, \hat{x}_e}^{(x_e)} \) is smaller than \( z_{m+1, \hat{x}_e}^{(x_e)} \), customers do not really join at position \( m+1 \) in the \( R \)-case equilibrium; thus, it is not included in the total expected payoff.

We illustrate Eq. (5.9) in Fig. 9a via an example with \( R_0 = 7.5, \lambda = 1, \mu = 0.8, q = 0.4 \). The Nash equilibrium threshold is 2 and 2.167 in the \( N \)-case and the \( R \)-case, respectively. The blue stars represent \( z(x_e) \) with \( z_{1,1}^{(x_e)} > z_{2,2}^{(x_e)} > 0 > z_{3,3}^{(x_e)} \), and
the purple triangles represent $\hat{z}(\hat{x}_r, \hat{x}_e)$ with $\hat{z}(\hat{x}_r, \hat{x}_e) > \hat{z}(\hat{x}_r, \hat{x}_e) > \hat{z}(\hat{x}_r, \hat{x}_e) = 0$. It can be observed that and $z_{1, i} > z_{i, i}^{(x_e)}$ for $i = 1, 2$.

In Paradox 2, we proved that when $R_0 \in (\gamma_m, \beta_m]$, allowing reneging makes everyone worse off. Next, we use some numerical examples to show that allowing reneging can make everyone worse off when $R_0 \in (\beta_m, \alpha_{m+1})$. Actually, the paradox is observed in every example.

We first illustrate $z_{1, i}^{(x_e)} > z_{i, i}^{(x_e)}$ for any $1 \leq i \leq \lceil x_e \rceil$ in Fig. 9b via an example with $R_0 = 7.8, \lambda = 1, \mu = 0.8, q = 0.4$. The Nash equilibrium is 2.073 and 2.327 in the $N$-case and the $R$-case, respectively. The blue stars represent $z(x_e)$ with $z_{1, 1}^{(x_e)} > z_{2, 2}^{(x_e)} > z_{3, 3}^{(x_e)} = 0$, and the purple triangles represent $\hat{z}(\hat{x}_r, \hat{x}_e)$ with $\hat{z}(\hat{x}_r, \hat{x}_e) > \hat{z}(\hat{x}_r, \hat{x}_e) > \hat{z}(\hat{x}_r, \hat{x}_e) = 0$. It can be observed that $z_{i, i}^{(x_e)} > z_{i, i}^{(x_e)}$ for $i = 1, 2$.

Next, we list the Nash equilibrium, the stationary probabilities of having 0 or 1 customers in the queue, and the expected payoff of three examples with different values of $R_0, \lambda, \mu, \alpha$ given in Table 1, to show that not only $z_{i, i}^{(x_e)} > z_{i, i}^{(x_e)}$, but also $\pi_{i-1}^{(x_e)} > \pi_{i-1}^{(x_e)}$ for any $1 \leq i \leq \lceil x_e \rceil$. It follows from the transition rate diagram.
in Figs. 7 and 8 that, for $i = 1, \ldots, m - 1$, the transition rates going from state $i$ to state $i + 1$, and vice versa, are identical in the $N$-case and the $R$-case, so the only difference in the stationary distribution for the two cases is the normalization constant. The greater constant in the $R$-case makes the first $m$ states have less probability mass than the $N$-case, and it is only the final one that compensates. The first example has the same parameters as that in Fig. 9. When the Nash equilibrium is fractional, 

$$z_i(x) = z(x_i, \hat{x}_i) = 0, \quad \text{where } m \text{ is the integer part of the Nash equilibrium, so we omit this in the table. Also, to compare } \sum_{i=1}^{m+1} \pi_i(x) \cdot z_i,i \text{ and } \sum_{i=1}^{m+1} \pi_i(\hat{x}_i) \cdot z_i,i,$$

we only need to calculate $\pi_i(x)$ and $\pi_i(\hat{x}_i)$ for $i = 0, \ldots, m - 1$, so we omit $\pi_k(x)$ and $\pi_k(\hat{x}_i)$ for $k = m, m + 1$. In Table 1, the Nash equilibrium thresholds of the three examples are all fractional and have the same integer part, that is, 2. We observe that $z_i,i > \hat{z}_i,i$ and $\pi_i(x) > \pi_i(\hat{x})$ for $i = 1, 2$.

### 6 Social welfare

In the previous section, we showed that allowing reneging can make every customer worse off. If the goal is to maximize the social welfare, which is defined as the total expected net benefit of all customers, how does the reneging affect the social welfare? In this section, we calculate and compare the optimal threshold from the social point of view in the $N$-case and the $R$-case.

#### 6.1 Social welfare in the $N$-case

When the customers all adopt threshold $x$ (the state transition rate diagram is shown in Fig. 7), and the social welfare is given by

$$S_N(x) := \lambda \left( \sum_{k=1}^{[x]} \pi_k(x) \cdot z_k, + (x - [x]) \pi_{[x]}(x) \cdot z_{[x]} + (x - [x]) \pi_{[x]}(x) \cdot z_{[x]+1} \right) \quad (6.1)$$

$$= \lambda R_0 \left( \sum_{k=0}^{[x]-1} \pi_k(x) + (x - [x]) \pi_{[x]}(x) \right) - \sum_{k=0}^{[x]} k \cdot \pi_k(x), \quad (6.2)$$

the second inequality following from Little’s law. The explicit expression is in Appendix D.

**Proposition 1** Social welfare $S_N(x)$ is unimodal.

**Proof** We first take the derivative of $S_N(x)$:
\[
\frac{dS_N(x)}{dx} = \begin{cases} 
\rho^{|x|} \left( R_0 \lambda (\rho - 1)^2 - \rho \left( 1 - 2\rho + |x| (1 - \rho) + \rho^{|x|+2} \right) \right) & \text{when } x > |x|, \\
\text{undefined} & \text{when } x = |x|. 
\end{cases}
\] (6.3)

To see that \( S_N(x) \) is unimodal, let
\[
f(k) = \left( 1 - 2\rho + k(1 - \rho) + \rho^{2+k} \right) \quad k = 0, 1, 2, \ldots,
\] (6.4)

and observe that the numerator in the first equation of (6.4) can be written as
\[
\rho^{|x|} \left( R_0 \lambda (\rho - 1)^2 - \rho f(|x|) \right).
\]

When \( \rho \neq 1 \),
\[
f(k+1) - f(k) = \rho^{2+k}(\rho - 1) + (1 - \rho) = (1 - \rho) \left( 1 - \rho^{2+k} \right) > 0.
\] (6.5)

We assume that \( R_0 > \frac{1}{\mu q} \) to avoid the trivial case where the reward is smaller than the expected service time even if a customer does not have to wait. Hence
\[
f(0) = (-1 + \rho)^2 < \frac{R_0 \lambda}{\rho} (1 - \rho)^2
\] (6.6)

and
\[
\lim_{n \to \infty} f(k) = \infty > \frac{R_0 \lambda}{\rho} (1 - \rho)^2,
\] (6.7)

and so,
\[
\rho f(0) < \cdots < R_0 \lambda (1 - \rho)^2 < \cdots < \rho \lim_{n \to \infty} f(k).
\] (6.8)

Thus, there exists an integer \( n_N^* \) such that \( \frac{dS_N}{dx} \) is increasing when \( x \leq n_N^* \); is decreasing when \( x > n_N^* \). That is, \( n_N^* \) is the socially optimal threshold. \( \Box \)

It can be observed that \( n_N^* = \lfloor v \rfloor \), where \( v \) satisfies
\[
R_0 \mu q - v = \frac{\rho}{(1 - \rho)^2} \left( v(1 - \rho) - 1 + \rho^v \right).
\] (6.9)

This coincides with Naor’s result for the nonfeedback \( M/M/1 \) queue in Naor [18, Section 4]. In other words, from the perspective of society, the feedback parameter \( q \) affects the social welfare as it lowers the service rate from \( \mu \) to \( \mu q \). In addition, the socially optimal threshold value is an integer even though customers are allowed to use fractional thresholds. Figure 10 (the blue curve) illustrates how the social welfare varies with the threshold value.
6.2 Social welfare in the R-case

When customers are allowed to renege after they join, the social welfare calculation is more involved, as not every customer who chooses to join contributes \( R_0 \) to the social welfare. On this account, to calculate the social welfare in the \( R \)-case, we need to work out the probability that a joining customer reneges before she successfully completes the service. Denote this probability by \( \tilde{p}^{(x)} \) when every customer uses threshold \( x \). In order to obtain \( \tilde{p}^{(x)} \), we first calculate the distribution

\[
\tilde{\pi}_k^{(x)} = \frac{\mu (1 - q) \pi_{k+1}^{(x)}}{\sum_{k=0}^{\lfloor x \rfloor} \mu (1 - q) \pi_{k+1}^{(x)}} = \frac{\hat{\pi}_{k+1}^{(x)}}{\sum_{k=0}^{\lfloor x \rfloor} \hat{\pi}_{k+1}^{(x)}} \quad k = 0, \ldots, \lfloor x \rfloor
\]

of the number of customers in the system observed by each feedback customer. Each joining customer can only renege when her service fails and there are \( |x| \) other customers in the system. If this is the case, she reneges with probability \( 1 - \tilde{p} \). So a joining customer reneges at her \( k \)th feedback with probability

\[
\tilde{p}_k^{(x)} := (1 - q)(1 - \tilde{p}) \tilde{\pi}_{\lfloor x \rfloor}^{(x)} \left( (1 - q) \left( 1 - (1 - p) \tilde{\pi}_{\lfloor x \rfloor}^{(x)} \right) \right)^{k-1}.
\]

Hence, the probability that a joining customer reneges before she successfully completes the service is given by

\[
\tilde{p}^{(x)} = \sum_{k=1}^{\infty} \tilde{p}_k^{(x)} = \frac{(1 - q)(1 - \tilde{p}) \tilde{\pi}_{\lfloor x \rfloor}^{(x)}}{1 - (1 - q) \left( 1 - (1 - p) \tilde{\pi}_{\lfloor x \rfloor}^{(x)} \right)}.
\]

Then the social welfare in the \( R \)-case is

\[
S^R(x) := \lambda \left( \sum_{k=1}^{\lfloor x \rfloor} \tilde{\pi}_k^{(x)} \tilde{z}_k^{(x)} + (x - \lfloor x \rfloor) \tilde{\pi}_{\lfloor x \rfloor}^{(x)} \tilde{z}_{\lfloor x \rfloor + 1}^{(x)} \right)
\]

\[
= \lambda R_0 \left( \sum_{k=0}^{\lfloor x \rfloor - 1} \tilde{\pi}_k^{(x)} + (x - \lfloor x \rfloor) \tilde{\pi}_{\lfloor x \rfloor}^{(x)} \right) \left( 1 - \tilde{p}^{(x)} \right) - \sum_{k=0}^{\lfloor x \rfloor} k \tilde{\pi}_k^{(x)}. \quad (6.13)
\]

If we take the derivative of \( S^R(x) \), we have

\[
\frac{dS^R(x)}{dx} = \begin{cases}
q \rho^{\lfloor x \rfloor} (R_0 \rho - 1)^2 - \rho \left( 1 - 2\rho + |x| (1 - \rho) + \rho^{\lfloor x \rfloor + 2} \right) & \text{when } x > \lfloor x \rfloor, \\
\text{undefined} & \text{when } x = \lfloor x \rfloor.
\end{cases}
\]

Following a similar argument to that in Proposition 1, there exists a socially optimal threshold \( n^*_R \) such that \( \frac{dS^R(x)}{dx} \) is increasing when \( x \leq n^*_R \) and is decreasing
Fig. 10 Social welfare when $\lambda = 1$, $\mu = 0.8$, $q = 0.8$, $R_0 = 18$ (Color figure online)

when $x > n_R^*$. The part in Eq. (6.14) that decides the sign of $\frac{dS_R(x)}{dx}$ is $R_0\lambda(\rho - 1)^2 - \rho \left(1 - 2\rho + \lfloor x \rfloor(1 - \rho) + \rho \lfloor x \rfloor + 2\right)$, which is the same as in Eq. (6.3), so $n_R^* = n_N^*$.

When the threshold is an integer, the joining customers never renege, so there is no difference between the $N$-case and the $R$-case, and the socially optimal threshold and the optimal social welfare in both cases are the same. In Fig. 10, an example of social welfare in the $N$-case (blue) and the $R$-case (red) is plotted. The socially optimal threshold $n_N^* = n_R^* = 3$. Also, the figure indicates that the social welfare in the non-reneging case is greater than the reneging case when customers use threshold $x < n_N^*$ but is lower when they use $x > n_N^*$. A possible explanation for this is that, when the customers’ threshold is less than the socially desired value, the reason is that fewer customers use the service, and allowing reneging makes this worse. On the other hand, when the customers’ threshold is greater than the socially desired value, the social welfare is less because joining customers inflict negative externalities on others [15], and allowing reneging makes it easier to leave, which improves the situation.
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A The nonreneging case

\[ P(x) = \begin{bmatrix}
A_0^{(1)} & A_1^{(1)} & 0 & 0 & \cdots & \cdots & \cdots \\
A_0^{(2)} & A_1^{(2)} & 0 & 0 & \cdots & \cdots & \cdots \\
0 & A_0^{(3)} & A_1^{(3)} & 0 & \cdots & \cdots & \cdots \\
0 & 0 & A_0^{(4)} & A_1^{(4)} & \cdots & \cdots & \cdots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & \cdots & \cdots & 0 & 0 & A_0^{([x]+1)} & A_1^{([x]+1)}
\end{bmatrix}, \quad (A.1) \]

\[ A_{k}^{(k)} = \begin{bmatrix}
\frac{\mu q}{\lambda + \mu} & 0 & 0 & \cdots & \cdots & \cdots \\
0 & \frac{\mu q}{\lambda + \mu} & 0 & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & \cdots & \cdots & \frac{\mu q}{\lambda + \mu} & 0
\end{bmatrix} \in \mathbb{R}^{k \times (k-1)} \quad k = 2, \cdots, [x] + 1, \quad (A.2) \]

\[ A_{0}^{(k)} = \begin{bmatrix}
0 & 0 & \cdots & \frac{\mu(1-q)}{\lambda + \mu} & 0 & \cdots & 0 \\
\frac{\mu(1-q)}{\lambda + \mu} & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & \cdots & \frac{\mu(1-q)}{\lambda + \mu} & 0 & \cdots & 0
\end{bmatrix} \in \mathbb{R}^{k \times k} \quad k = 1, \cdots, [x] - 1, \quad (A.3) \]

\[ A_{0}^{([x])} = \begin{bmatrix}
\frac{\lambda(1-(x-[x]))}{\lambda + \mu} & 0 & \cdots & 0 \\
0 & \frac{\lambda(1-(x-[x]))}{\lambda + \mu} & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots \\
0 & 0 & \cdots & \frac{\lambda(1-(x-[x]))}{\lambda + \mu}
\end{bmatrix} +
\begin{bmatrix}
\frac{\mu(1-q)}{\lambda + \mu} & 0 & \cdots & 0 \\
\frac{\mu(1-q)}{\lambda + \mu} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots \\
0 & 0 & \cdots & \frac{\mu(1-q)}{\lambda + \mu}
\end{bmatrix} \in \mathbb{R}^{[x] \times [x]}, \quad (A.4) \]

\[ A_{0}^{(k)} = \begin{bmatrix}
\frac{\lambda}{\lambda + \mu} & 0 & \cdots & 0 \\
0 & \frac{\lambda}{\lambda + \mu} & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots \\
0 & 0 & \cdots & \frac{\lambda}{\lambda + \mu}
\end{bmatrix} \]
\[
\begin{bmatrix}
0 & 0 & \ldots & \frac{\mu(1-q)}{\lambda + \mu} \\
\frac{\mu(1-q)}{\lambda + \mu} & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & \frac{\mu(1-q)}{\lambda + \mu} & 0
\end{bmatrix} \in \mathbb{R}^{k \times k}
\]

\[k = \lceil x \rceil + 1, \lceil x \rceil + 1, \quad (A.5)\]

\[A^{(k)}_1 =
\begin{bmatrix}
\lambda & 0 & \ldots & 0 \\
0 & \frac{\lambda}{\lambda + \mu} & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & \frac{\lambda}{\lambda + \mu} & 0
\end{bmatrix} \in \mathbb{R}^{k \times (k+1)}
\]

\[k = 1, \ldots, \lceil x \rceil - 1, \quad (A.6)\]

\[A^{(\lfloor x \rfloor)}_1 =
\begin{bmatrix}
\lambda_p & 0 & \ldots & 0 \\
0 & \frac{\lambda_p}{\lambda + \mu} & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & \frac{\lambda_p}{\lambda + \mu} & 0
\end{bmatrix} \in \mathbb{R}^{\lfloor x \rfloor \times (\lfloor x \rfloor+1)}
\]

\[A^{(\lceil x \rceil)}_1 = 0_{\lfloor x \rfloor \times (\lfloor x \rfloor+1)}. \quad (A.7)\]

**B**

**B.1 Proof of Lemma 1**

For integer \( d \geq 1 \), we first define

\[d^i v^{(x)}_{i,j} := \left( (P^{(x)})^{d} e \right)_{j(i-1)+i} \quad 1 \leq i \leq j \leq \lceil x \rceil, \quad (B.1)\]

where \( V^d \) is the \( d \)th power of \( V \) and \( v_k \) is the \( k \)th element of a vector \( v \). We now prove by mathematical induction that \( d^i v^{(x)}_{j,j} \) and \( d^i v^{(x)}_{i,j} \) are increasing in \( j \) for any \( d \) and \( 1 \leq i \leq j \leq \lceil x \rceil \).

When \( d = 1 \),

\[v^{(x)}_{1,j} = v^{(x)}_{1,j+1} = 1 - \frac{\mu q}{\lambda + \mu} \quad 1 \leq j \leq \lceil x \rceil, \quad (B.2)\]

\[v^{(x)}_{i,j} = v^{(x)}_{i,j+1} = v^{(x)}_{j+1,j+1} = 1 \quad 1 \leq i < j \leq \lceil x \rceil. \quad (B.3)\]

That is, \( v^{(x)}_{j+1,j+1} = v^{(x)}_{j,j} > v^{(x)}_{1,1} \) for \( 1 < j \leq \lceil x \rceil \), and \( v^{(x)}_{i,j+1} = v^{(x)}_{i,j} \) for \( 1 \leq i \leq j \leq \lceil x \rceil \).

Next suppose that the induction assumption is at the \( d \)th transition,

\[d^i v^{(x)}_{j+1,j+1} \geq d^i v^{(x)}_{j,j} \quad d^i v^{(x)}_{i,j+1} \geq d^i v^{(x)}_{i,j} \quad 1 \leq i \leq j \leq \lceil x \rceil. \quad (B.4)\]

Before proving that (B.4) holds for \( d + 1 \), we first prove that \( d^i v^{(x)}_{i,j} \geq d^{i+1} v^{(x)}_{i,j} \).

Since \( d^i v^{(x)}_{i,j} \) represents the sum of probabilities of being in each state in \( S \) at the \( d \)th transition, that is, the probability that the tagged customer is still in the system in the
$d$th transition, if the initial state is $(i, j)$. It follows from this physical interpretation that $d v_{i,j}^{(x)} = 1$ when $d < i$. Furthermore, since the event that the tagged customer is still in the system after $d + 1$ transitions is a subset of the event that it is still in the system after $d$ transitions, it must be the case that $d v_{i,j}^{(x)}$ is decreasing in $d$.

Then by expanding both $d v_{i,j+1}^{(x)}$ and $d v_{i,j}^{(x)}$ as in Eq. (3.1) and collecting identical terms together, for $1 \leq i \leq j \leq [x]$, we have

\[
\left( d v_{i,j+1}^{(x)} - d v_{i,j}^{(x)} \right)
= \frac{\lambda}{\lambda + \mu} \left( d v_{i,j+2}^{(x)} - d v_{i,j+1}^{(x)} \right) \mathbb{I}_{j < [x] - 1} + p \left( d v_{i,j+2}^{(x)} - d v_{i,j+1}^{(x)} \right) \mathbb{I}_{j = [x] - 1}
+ (1 - p) \left( d v_{i,j+1}^{(x)} - d v_{i,j}^{(x)} \right) \mathbb{I}_{j = [x]}
+ \frac{\mu}{\lambda + \mu} \left((1 - q) \left( d v_{j+1,j+1}^{(x)} - d v_{j,j}^{(x)} \right) \mathbb{I}_{i = 1} + \left( q \left( d v_{j-1,j}^{(x)} - d v_{j-1,j-1}^{(x)} \right) \mathbb{I}_{i > 1}. \right) \right. (B.5)
\]

Again, by expanding $d v_{j+1,j+1}^{(x)}$, using Eq. (3.1), and collapsing the term $\frac{\mu q}{\lambda + \mu} d v_{j,j}^{(x)}$, we obtain, for $1 \leq i \leq j \leq [x]$, 

\[
\left( d v_{j+1,j+1}^{(x)} - d v_{j,j}^{(x)} \right) \geq \left( d v_{j+1,j+1}^{(x)} - d v_{j,j}^{(x)} \right)
= \frac{\mu (1 - q)}{\lambda + \mu} \left( d v_{j+1,j+1}^{(x)} - d v_{j,j}^{(x)} \right) + \frac{\lambda}{\lambda + \mu} \left( d v_{j+1,j+2}^{(x)} - d v_{j,j}^{(x)} \right) \mathbb{I}_{j < [x] - 1}
+ \left( p \left( d v_{j+1,j+1}^{(x)} - d v_{j,j}^{(x)} \right) + (1 - p) \left( d v_{j+1,j+1}^{(x)} - d v_{j,j}^{(x)} \right) \mathbb{I}_{j = [x] - 1}
+ \left( d v_{j+1,j+1}^{(x)} - d v_{j,j}^{(x)} \right) \mathbb{I}_{j = [x]} \right) \right). \quad \text{(B.6)}
\]

where the inequality in (B.6) holds strictly if and only if $d > j - 1$. It follows from induction assumption (B.4) that $d v_{j+1,j+2}^{(x)} \geq d v_{j+1,j+1}^{(x)} \geq d v_{j,j}^{(x)}$, hence, for $1 \leq i \leq j \leq [x]$, 

\[
\left( d v_{i,j+1}^{(x)} - d v_{i,j}^{(x)} \right) \geq 0, \quad \text{(B.7)}
\]

and

\[
\left( d v_{j+1,j+1}^{(x)} - d v_{j,j}^{(x)} \right) \geq \frac{\mu (1 - q)}{\lambda + \mu} \left( d v_{j+1,j+1}^{(x)} - d v_{j,j}^{(x)} \right) \geq 0. \quad \text{(B.8)}
\]

Finally, from Eq. (3.2), 

\[
w^{(x)} = \frac{1}{\lambda + \mu} (I - P^{(x)})^{-1} e = \frac{1}{\lambda + \mu} \sum_{d=0}^{\infty} (P^{(x)})^d e. \quad \text{(B.9)}
\]
It follows that

\[ w_{i,j} = \frac{1}{\lambda + \mu} \left( 1 + \sum_{d=1}^{\infty} d v_i^{(x)} \right), \quad \text{(B.10)} \]

\[ w_{j,j} = \frac{1}{\lambda + \mu} \left( 1 + \sum_{d=1}^{\infty} d v_j^{(x)} \right) \quad \text{(B.11)} \]

are increasing in \( j \).

\[ \Box \]

**B.2 Proof of Lemma 2**

- When \( n < x_1 = n + p_1 < n + p_2 = x_2 \leq n + 1 \), from Eq. (3.2),

\[ \left( I - P^{(x_1)} \right) w^{(x_1)} = \frac{1}{\lambda + \mu} e, \quad \text{(B.12)} \]

\[ \left( I - P^{(x_2)} \right) w^{(x_2)} = \frac{1}{\lambda + \mu} e, \quad \text{(B.13)} \]

where the probability transition matrices \( P^{(x_1)} \) and \( P^{(x_2)} \) have the same dimension.

Noting that \( P^{(x_2)} \) and \( P^{(x_1)} \) only differ in \( n \) rows, we have

\[ \left( I - P^{(x_2)} \right) (w^{(x_2)} - w^{(x_1)}) = (P^{(x_2)} - P^{(x_1)}) w^{(x_1)} \]

\[ = \frac{\lambda(p_2 - p_1)}{\lambda + \mu} \begin{bmatrix} 0_{n(n-1) \times 1} \\ w_{1,n+1}^{(x_1)} - w_{1,n}^{(x_1)} \\ w_{2,n+1}^{(x_1)} - w_{2,n}^{(x_1)} \\ \vdots \\ w_{n,n+1}^{(x_1)} - w_{n,n}^{(x_1)} \\ 0_{(2n+3) \times 1} \end{bmatrix} \quad \text{(B.14)} \]

We know from Eq. (B.10) that \( w_{i,n+1}^{(x_1)} - w_{i,n}^{(x_1)} > 0 \). Also, since the \(((i_1, j_1), (i_2, j_2))\)th entry of \( (I - P^{(x_2)})^{-1} \) is the tagged customer’s expected number of visits to state \((i_2, j_2)\) starting from state \((i_1, j_1)\) in \( S \) before she leaves the system,

\[ (I - P^{(x_2)})^{-1} > 0. \]

Hence

\[ w^{(x_2)} - w^{(x_1)} = (I - P^{(x_2)})^{-1} (P^{(x_2)} - P^{(x_1)}) w^{(x_1)} > 0. \quad \text{(B.15)} \]
- When $x_1 = n$ and $x_2 = n + p_2$ or $x_2 = n + 1$, $P^{(x_1)}$ and $P^{(x_2)}$ have different sizes. However, we can write $P^{(x_2)}$ as

$$P^{(x_2)} = \begin{bmatrix} A_0^{(1)} & A_1^{(1)} & \ldots & \ldots & \ldots & 0 \\ A_1^{(2)} & A_0^{(2)} & A_1^{(2)} & \ldots & \ldots & 0 \\ \vdots & A_1^{(3)} & A_0^{(3)} & A_1^{(3)} & \ldots & 0 \\ \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\ \vdots & \vdots & \ldots & A_1^{(n+1)} & A_0^{(n+1)} & 0 \\ 0 & 0 & \ldots & \ldots & A_{n-1}^{(n+2)} & A_0^{(n+2)} \end{bmatrix} (B.16)$$

and

$$(I - P^{(x_2)})^{-1} = \begin{bmatrix} (I - \tilde{P}^{(x_2)})^{-1} & 0 \\ N (I - \tilde{P}^{(x_2)})^{-1} (I - A_0^{(n+2)})^{-1} \end{bmatrix} (B.17),$$

where $N = \begin{bmatrix} 0 \times (n+1) (I - A_0^{(n+2)})^{-1} A_{n-1}\end{bmatrix}$. When $x_1 = n$, the position where the tagged customer can join is at most $n + 1$, so we compare $w_k^{(x_1)}$ with $w_k^{(x_2)}$ for $k = 1, \ldots, \frac{(n+1)(n+2)}{2}$. If we define $\tilde{w}^{(x_2)} := \left[ I_{(n+1)(n+2)} 0 \right] w^{(x_2)}$, then

$$\tilde{w}^{(x_2)} = \frac{1}{\lambda + \mu} (I - \tilde{P}^{(x_2)})^{-1} e, \quad (B.19)$$

thus

$$\tilde{w}^{(x_2)} - w^{(x_1)} = \frac{\lambda p_2}{\lambda + \mu} (I - \tilde{P}^{(x_2)})^{-1} \begin{bmatrix} 0_{(n+1)(n+2)} \\ w_{1, n+1}^{(x_1)} - w_{1, n}^{(x_1)} \\ \vdots \\ w_{n, n+1}^{(x_1)} - w_{n, n}^{(x_1)} \\ 0_{(n+1)\times 1} \end{bmatrix} > 0. \quad (B.20)$$

In (B.20), with an abuse of notation, we include the case $p_2 = 1$.

- When $x_1 = n_1 + p_1$, $x_2 = n_2 + p_2$, and $n_1 < n_2$, by comparing the expected sojourn time for all the consecutive integers between $x_1$ and $x_2$, it follows from the aforementioned reasoning that

$$w_{i,j}^{(x_1)} < w_{i,j}^{([x_1])}, \quad 1 \leq i \leq j \leq [x_1] + 1,$$
\[ w_{i,j}^{([x_2]-2)} < w_{i,j}^{([x_2]-1)} \quad 1 \leq i \leq j \leq [x_2] - 1, \]  
\[ w_{i,j}^{([x_2]-1)} < w_{i,j}^{(x_2)} \quad 1 \leq i \leq j \leq [x_2]. \]  

Hence, \[ w_{i,j}^{(x_1)} < w_{i,j}^{(x_2)} \quad 1 \leq i \leq j \leq [x_1] + 1. \]

C The reneging case

C.1

\[
\hat{p}^{([x]+1,x)} = \begin{bmatrix}
A_0^{(1)} & A_1^{(1)} & \cdots & \cdots & \cdots & \cdots & 0 \\
A_1^{(2)} & A_0^{(2)} & A_1^{(2)} & \cdots & \cdots & \cdots & 0 \\
\vdots & A_2^{(3)} & A_0^{(3)} & A_1^{(3)} & \cdots & \cdots & 0 \\
\vdots & \vdots & A_3^{(4)} & A_0^{(4)} & A_1^{(4)} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & 0 & \hat{A}_{-1}^{([x]+1)} & \hat{A}_0^{([x]+1)}
\end{bmatrix},
\]  
\[ \hat{A}_{-1}^{([x]+1)} = \begin{bmatrix}
\frac{\lambda}{\lambda + \mu} & 0 & 0 & \cdots & \cdots & \cdots & 0 \\
0 & \frac{\lambda}{\lambda + \mu} & 0 & \cdots & \cdots & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \cdots & \cdots & \cdots & \frac{\lambda}{\lambda + \mu}
\end{bmatrix}, \]  
\[ \hat{A}_0^{([x]+1)} = \begin{bmatrix}
\frac{\mu q + \mu(1-q)(1-(x-[x]))}{\lambda + \mu} & 0 & 0 & \cdots & \cdots & \cdots & 0 \\
0 & \frac{\mu q + \mu(1-q)(1-(x-[x]))}{\lambda + \mu} & 0 & \cdots & \cdots & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \cdots & \cdots & \cdots & \frac{\mu q + \mu(1-q)(1-(x-[x]))}{\lambda + \mu}
\end{bmatrix}, \]  
\[ g = \frac{\mu q R_0}{\lambda + \mu} e_k - \frac{1}{\lambda + \mu} e \quad k = \frac{j(j-1)}{2} + 1, \quad j = 1, \ldots, [x] + 1. \]
C.2

\[
\hat{\mathbf{P}}(x,x) = \begin{bmatrix}
A_0^{(1)} & A_1^{(1)} & \cdots & \cdots & \cdots & 0 \\
A_0^{(2)} & A_1^{(2)} & \cdots & \cdots & \cdots & 0 \\
\vdots & A_1^{(3)} & A_0^{(3)} & \cdots & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{bmatrix}, \\
\hat{\mathbf{A}}_{\lfloor x \rfloor + 1}(x) = \begin{bmatrix}
\frac{\lambda}{\lambda + \mu} & 0 & \cdots & 0 \\
0 & \frac{\lambda}{\lambda + \mu} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{\lambda}{\lambda + \mu} \\
\end{bmatrix}
\]

(D.1)

\[
\hat{\mathbf{A}}_{\lfloor x \rfloor + 1} = \begin{bmatrix}
\frac{\lambda}{\lambda + \mu} & 0 & \cdots & 0 \\
0 & \frac{\lambda}{\lambda + \mu} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{\lambda}{\lambda + \mu} \\
\end{bmatrix}
\]

(D.6)

D Proof of Lemma 4

**Proof** It follows from the explanation at the beginning of Sect. 3.1 that the tagged customer will never renege after joining if she uses \( x_{\text{tag}} \geq \lceil x \rceil \) when others uses \( x \). Thus the comparison of \( z_{i,j}(x) \) and \( \hat{z}_{\lfloor x \rfloor + 1,i,j}(x) \) is actually the comparison of the respective expected sojourn time \( w_{i,j}(x) \) and \( \hat{w}_{\lfloor x \rfloor + 1,i,j}(x) \). As in Lemma 1, the tagged customer’s expected sojourn time is her expected total number of visits of different states until she leaves the system, times \( \frac{1}{\lambda + \mu} \). Similar to the proof of Lemma 1, we first define

\[
d_{i,j}^{\hat{\mathbf{e}}} := \left( \hat{\mathbf{P}}_{\lfloor x \rfloor + 1,i,j} \right)^d e^{i(d-1)j+1} \quad 1 \leq i \leq j \leq \lfloor x \rfloor + 1, \]

(D.1)

which is the probability that the tagged customer is still in the system at the \( d \)th transition, if her initial state is \((i, j)\), she never reneges, and others join and renege with threshold \( x \). We prove Eq. (4.6) by mathematical induction.

First, it follows from the physical interpretation that when \( d \leq \lfloor x \rfloor \), \( d_{i,j}^{\hat{\mathbf{e}}} = d_{i,j}^{\hat{\mathbf{e}}} \). This is because others’ reneging will not affect the tagged customer until she rejoins the queue and is in service for the second time, and the queue size has
Figure 11 shows an example of the comparison between \( d^i_{i,j}^{(x)} \) and \( d^j_{i,j}^{(x)+1} \) when \( 2 < x < 3 \). The first inequality follows from the conclusion that \( d \) will not affect the tagged customer until \( d \) is when others use threshold 2, and the second row is when others use threshold 3. In both Fig. 11a, b, the reneging of others affects the tagged customer at the earliest possible transition. The first row is when others use threshold 2, and the second row is when others use threshold 3. In both Fig. 11a, b, the reneging of others affects the queue size at the first transition, but will not affect the tagged customer until \( d > 3 \).

Next, we assume that \( d^i_{i,j}^{(x)} \geq d^j_{i,j}^{(x)+1} \). Then we write the difference between \( P^{(x)} \) and \( \hat{P}^{(x)+1} \) in the form

\[
P^{(x)} = \hat{P}^{(x)+1} + E \Delta,
\]

where

\[
E = \begin{bmatrix}
0 & \frac{1}{\lambda} & \cdots & \frac{1}{\lambda} \\
\frac{1}{\lambda} & \frac{1}{\lambda} & \cdots & \frac{1}{\lambda} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{\lambda} & \frac{1}{\lambda} & \cdots & \frac{1}{\lambda}
\end{bmatrix}, \quad \Delta = \begin{bmatrix}
\frac{1}{\lambda} & \frac{1}{\lambda} & \cdots & \frac{1}{\lambda} \\
\frac{1}{\lambda} & \frac{1}{\lambda} & \cdots & \frac{1}{\lambda} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{\lambda} & \frac{1}{\lambda} & \cdots & \frac{1}{\lambda}
\end{bmatrix}.
\]

Hence,

\[
(P^{(x)})^d e = P^{(x)+1} \left((P^{(x)})^d e\right) + E \Delta \left((P^{(x)})^d e\right) \geq P^{(x)+1} \left((P^{(x)})^d e\right) \geq (P^{(x)+1})^d e.
\]

The first inequality follows from the conclusion that \( d^i_{i,j}^{(x)} \) is increasing in \( j \) for any \( d \) and \( 1 \leq i \leq \lfloor x \rfloor \) in Lemma 1. Since \( d^i_{i,j}^{(x)} \geq d^j_{i,j}^{(x)+1} \) for \( i = 1, \ldots, \lfloor x \rfloor \),

\[
\Delta \left((P^{(x)})^d e\right) = \frac{\mu(1-q)(1-p)}{\lambda + \mu} \begin{bmatrix}
d^i_{i,j}^{(x)+1} - d^i_{i,j}^{(x)} \\
d^i_{i,j}^{(x)+1} - d^j_{i,j}^{(x)+1} \\
\vdots \\
d^i_{i,j}^{(x)+1} - d^j_{i,j}^{(x)+1}
\end{bmatrix} \geq 0.
\]
The second inequality is from the induction assumption. Hence,

\[ d+1\nu_{i,j}^{(x)} \geq d+1\nu_{i,j}^{(x)+1} \]  
(D.7)

This concludes the proof for inequality (4.6).

When \( x = \lfloor x \rfloor \), \( \hat{P}^{(\lfloor x \rfloor, \lfloor x \rfloor)} = P^{(\lfloor x \rfloor)} \), and so \( \hat{z}^{(\lfloor x \rfloor, \lfloor x \rfloor)} = z^{(\lfloor x \rfloor)} \). Also, \( A_1^{(\lfloor x \rfloor)} = 0 \), so

\[
\begin{bmatrix}
I_{\lfloor x \rfloor, \lfloor x \rfloor + 1} & 0_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \\
I_{\lfloor x \rfloor, \lfloor x \rfloor + 1} & 0_{\lfloor x \rfloor, \lfloor x \rfloor + 1}
\end{bmatrix}
P^{(\lfloor x \rfloor)}
\]

\[ = \begin{bmatrix}
I_{\lfloor x \rfloor, \lfloor x \rfloor + 1} & 0_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \\
I_{\lfloor x \rfloor, \lfloor x \rfloor + 1} & 0_{\lfloor x \rfloor, \lfloor x \rfloor + 1}
\end{bmatrix}
\]

\[ \left[ I_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \ 0_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \right] P^{(\lfloor x \rfloor)} \left[ I_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \ 0_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \right]. \]  
(D.8)

Multiplying Eq. (3.2) by \( \left[ I_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \ 0_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \right] \) on both sides and applying Eq. (D.8), we have

\[ (I - \tilde{P}^{(\lfloor x \rfloor)}) \left[ I_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \ 0_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \right] w^{(\lfloor x \rfloor)} = \frac{1}{\lambda + \mu} e, \]  
(D.9)

where \( \tilde{P}^{(\lfloor x \rfloor)} := \left[ I_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \ 0_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \right] P^{(\lfloor x \rfloor)} \left[ I_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \ 0_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \right] \). Hence,

\[ (w^{(\lfloor x \rfloor)})_{1: \lfloor x \rfloor, \lfloor x \rfloor + 1} = \left( I - \tilde{P}^{(\lfloor x \rfloor)} \right)^{-1} \frac{1}{\lambda + \mu} e. \]  
(D.10)

Similarly,

\[ (\hat{w}^{(\lfloor x \rfloor + 1, \lfloor x \rfloor)})_{1: \lfloor x \rfloor, \lfloor x \rfloor + 1} = \left( I - \tilde{P}^{(\lfloor x \rfloor + 1, \lfloor x \rfloor)} \right)^{-1} \frac{1}{\lambda + \mu} e, \]  
(D.11)

where \( \tilde{P}^{(\lfloor x \rfloor)} := \left[ I_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \ 0_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \right] \tilde{P}^{(\lfloor x \rfloor + 1, \lfloor x \rfloor)} \left[ I_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \ 0_{\lfloor x \rfloor, \lfloor x \rfloor + 1} \right] \). Since \( P^{(\lfloor x \rfloor + 1, \lfloor x \rfloor)} \) and \( P^{(\lfloor x \rfloor)} \) have the same first \( \frac{\lfloor x \rfloor (\lfloor x \rfloor + 1)}{2} \) lines and rows, it follows that \( w^{(\lfloor x \rfloor)}_{1: \lfloor x \rfloor, \lfloor x \rfloor + 1} = \hat{w}^{(\lfloor x \rfloor + 1, \lfloor x \rfloor)}_{1: \lfloor x \rfloor, \lfloor x \rfloor + 1} \). \( \square \)
E

E.1 The derivative of function \( f(p) \)

\[
\frac{df(p)}{dp} = -\frac{\lambda(2\lambda^2 p^2 (\lambda + \mu q) + 2\lambda p (\lambda + \mu q) (\lambda (1 - q) + \mu q ((q - 3)q + 3)))}{(\mu + \lambda p)^2 (\lambda p (\lambda + \mu q) + \mu (\lambda + \mu q ((q - 3)q + 3)))^2} < 0. \tag{E.1}
\]

The calculation of \( f'(p) \) is implemented in Wolfram Mathematica.

E.2 Social welfare expressions

The social welfare in the \( N \)-case:

\[
S^N(x) = \frac{\lambda R_0 (\rho - 1) ((1 + (x - \lfloor x \rfloor)(\rho - 1)) \rho^{[x]} - 1) + \rho ((1 - \lfloor x \rfloor)(1 + (x - \lfloor x \rfloor)(\rho - 1))(\rho - 1) - (x - \lfloor x \rfloor)(\rho - 1)^2 \rho^{[x]} - 1)}{1 + \rho ((1 + (x - \lfloor x \rfloor)(\rho - 1))(\rho - 1) \rho^{[x]} - 1)}. \tag{E.2}
\]

The social welfare in the \( R \)-case:

\[
S^R(x) = \frac{\rho (R_0 \mu q (1 - \rho) (\rho^n (x - \lfloor x \rfloor)(q \rho - 1) + 1) - (x - \lfloor x \rfloor)(1 - q) + 1) + (\rho^n (n(\rho - 1))(x - \lfloor x \rfloor)(q \rho - 1) + 1) + (x - \lfloor x \rfloor)q (q - 1))}{(1 - \rho) (\rho^{n+1} (x - \lfloor x \rfloor)(q \rho - 1) + 1) + (x - \lfloor x \rfloor)(1 - q) - 1). \tag{E.3}
\]
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