THE BROWN MEASURE OF UNBOUNDED VARIABLES WITH FREE SEMICIRCULAR IMAGINARY PART

CHING-WEI HO

ABSTRACT. Let $x_0$ be an unbounded self-adjoint operator such that the Brown measure of $x_0$ exists in the sense of Haagerup and Schultz. Also let $\tilde{\sigma}_\alpha$ and $\sigma_\beta$ be semicircular variables with variances $\alpha \geq 0$ and $\beta > 0$ respectively. Suppose $x_0$, $\sigma_\alpha$, and $\tilde{\sigma}_\beta$ are all freely independent. We compute the Brown measure of $x_0 + \tilde{\sigma}_\alpha + i\sigma_\beta$, extending the recent work which assume $x_0$ is a bounded self-adjoint random variable. We use the PDE method introduced by Driver, Hall and Kemp to compute the Brown measure. The computation of the PDE relies on a characterization of the class of operators where the Brown measure exists. The Brown measure in this unbounded case has the same structure as in the bounded case; it has connections to the free convolution $x_0 + \sigma_{\alpha + \beta}$. We also compute the example where $x_0$ is Cauchy-distributed.
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1. INTRODUCTION

An elliptic variable $c_{\alpha, \beta}$ is an element in a $W^*$-probability space $(\mathcal{A}, \tau)$ of the form $\tilde{\sigma}_\alpha + i \sigma_\beta$ where $\tilde{\sigma}_\alpha$ and $\sigma_\beta$ are free semicircular random variables with variances $\alpha > 0$ and $\beta > 0$ respectively. In this paper, we also consider the case $\alpha = 0$; in this case, $c_{\alpha, \beta}$ is a “degenerate” elliptic variable, and is just an imaginary multiple of the semicircular variable. We do not consider the case $\alpha > 0$ and $\beta = 0$ in this paper. In this case, $c_{\alpha, \beta}$ is Hermitian — a semicircular variable. The elliptic variable $c_{\alpha, \beta}$ is the limit in $*$-distribution of the Gaussian random matrix $\sqrt{\alpha} \tilde{X}_N + i \sqrt{\beta} X_N$ where $\tilde{X}_N$ and $X_N$ are independent Gaussian unitary ensembles (GUEs); see [24] and the book [20]. Also, the empirical eigenvalue distribution of the random matrix $\sqrt{\alpha} \tilde{X}_N + i \sqrt{\beta} X_N$ converges to the Brown measure of the elliptic variable $c_{\alpha, \beta}$ [11] (See [7, 12] for the definition of Brown measure). The Brown measure of $c_{\alpha, \beta}$ has a simple structure; it is the uniform measure in a region bounded by a certain ellipse [5].

Let $x_0$ be a self-adjoint noncommutative random variable in the $W^*$-probability space $\mathcal{A}$ containing $c_{\alpha, \beta}$ that is freely independent from $c_{\alpha, \beta}$. In particular, $x_0$ is a bounded random variable. The author computed the Brown measure of $x_0 + c_{\alpha, \beta}$ in [16]. In this paper, we extend the computation to an unbounded self-adjoint random variable $x_0$ affiliated with $\mathcal{A}$ for which the Brown measure exists in the sense of Haagerup and Schultz [12]; we refer this class of unbounded random variables as the Haagerup–Schultz class. Our results show that the Brown measure of $x_0 + c_{\alpha, \beta}$ has the same structure as in the bounded case; in particular, it has direct connections to the Brown measure of $x_0 + c_s$, where $c_s = c_{s/2, s/2}$ is the circular variable with $s = \alpha + \beta$, and the law of $x_0 + \sigma_s$. We also compute, as an example, the Brown measure of $x_0 + c_{\alpha, \beta}$ for $\alpha \geq 0$ and $\beta > 0$ when $x_0$ has a Cauchy distribution.

When $x_0$ is a bounded random variable and is the limit in distribution of a sequence $A_N$ of Hermitian random matrix independent from the GUEs $\tilde{X}_N$ and $X_N$, Śniady [22] shows that the empirical eigenvalue distribution of

$$A_N + \sqrt{\alpha} \tilde{X}_N + i \sqrt{\beta} X_N,$$

converges to the Brown measure of $x_0 + c_{\alpha, \beta}$, as $N \to \infty$. When $x_0$ is unbounded, computer simulations show that the Brown measure of $x_0 + c_{\alpha, \beta}$ is a reasonable candidate of the limiting eigenvalue distribution of the random matrix model $A_N +$
\[ \sqrt{\alpha} \tilde{X}_N + i \sqrt{\beta} X_N, \]
where the empirical eigenvalue distribution of \( A_N \) converges to the
law of \( x_0 \).

The computation of the Brown measure in this paper is based on the PDE
method introduced by Driver, Hall and Kemp in [8]. In [8], Driver, Hall
and Kemp computed the Brown measure of the free multiplicative Brownian
motion using the Hamilton–Jacobi method. The author computes in later
work with collaborators the Brown measures of other variables using the
same PDE method [13, 16, 17]. The results in these papers assume the
boundedness of \( x_0 \) in the process of computing the PDE. The key
observation in this paper is to show that the function
\[ S(t, \lambda, \varepsilon) = \tau [\log((x_0 + i\sigma_t - \lambda)^*(x_0 + i\sigma_t - \lambda) + \varepsilon)], \]
\[ t > 0, \lambda \in \mathbb{C}, \varepsilon > 0 \] (1.1)
satisfies the same PDE derived in [13] when \( x_0 \) is an unbounded random
variable affiliated with \( \mathcal{A} \) in the Haagerup–Schultz class. The solution of the PDE yields the
Brown measure of \( x_0 + i\sigma_t \). By considering the free additive convolution
\( x_0 + \tilde{\sigma}_t \) in place of \( x_0 \), we derive the family of the Brown measures of
\( x_0 + c_{\alpha,\beta} \) for \( \alpha \geq 0 \) and \( \beta > 0 \). In particular, by taking \( \alpha = \beta > 0 \), we extend the results in [17] to
unbounded self-adjoint \( x_0 \).

The method of deriving the PDE in [13] for the bounded \( x_0 \) case is to
apply the free Itô formula; the partial derivatives \( \partial S/\partial \lambda \) and
\( \partial S/\partial \varepsilon \) of \( S \) can also be computed easily using the formula given
in [7, Lemma 1.1]. When \( x_0 \) is unbounded, the free Itô formula does not apply; furthermore, since the spectrum of
\((x_0 + i\sigma_t - \lambda)^*(x_0 + i\sigma_t - \lambda) + \varepsilon \) may be an unbounded set on
the positive half-line, it takes extra work to verify that the partial derivatives
of \( S \) are given by the “same” formula as in the bounded \( x_0 \) case. To overcome
these issues, in this paper, we use the characterization of \( x_0 = AB^{-1} \) for some
\( A, B \in \mathcal{A} \) given in [12, Lemma 2.4] to write
\[ S(t, \lambda, \varepsilon) = \tau [\log(|x_0|^2 + 1)] + \tau [\log((\lambda B - C_t)^*(\lambda B - C_t) + B^2\varepsilon)] \]
where \( C_t = A + i\sigma_t B \). The point is that the above form of \( S \) is written in terms
of bounded operators in \( \mathcal{A} \), except for the constant \( \tau [\log(|x_0|^2 + 1)] \). And then
we prove that the partial derivatives and the time derivative of \( S \) are all well-
approximated by the corresponding partial derivatives of the function
\[ T_\eta(t, \lambda, \varepsilon) = \tau [\log((\lambda B - C_t)^*(\lambda B - C_t) + B^2\varepsilon + \eta)]. \]
The extra regularization \( \eta \) allows us to apply the free Itô formula and the derivative
formula [7, Lemma 1.1].

The paper is organized as follows. Section 1.1 lists out all the Brown
measures computed in this paper. These Brown measures are not listed
in the order of being proved in this paper; they are listed according to the
complexity of their structures. Section 2 contains some basic definitions
and background from free probability theory and Brown measure. It also
contains the PDE computed in [13]. Section 3 contains the crucial
theorem of this paper — showing that we get the same PDE computed
in [13] for the function \( S \) defined in (1.1), even when \( x_0 \) is unbounded. In
Section 4, we analyze the PDE using the Hamilton–Jacobi method. The Hamilton’s
equation is solved in [13]; the solution of the Hamilton’s equation is given
without proof. In Section 5, we use the solution of the Hamilton’s equation to analyze the
logarithmic potential and compute the Brown measure of $x_0 + i\sigma_t$. Since the law of $x_0$ now possibly has unbounded support, we provide a proof whenever the analysis given in [13] only works for bounded random variable $x_0$. The Brown measure has full measure on an open set $\Omega_{x_0,t}$. In Section 5 we replace the random variable $x_0$ in the results in Section 5 by the free convolution $x_0 + \tilde{\sigma}_t$ to compute the Brown measure of $x_0 + c_{\alpha, \beta}$. Finally, in Section 7 we compute the Brown measure of $x_0 + c_{\alpha, \beta}$ when $x_0$ has a Cauchy distribution.

1.1. Statement of results. In this subsection, we list out the Brown measures computed in this paper according to the complexity of their structures. Let $(\mathcal{A}, \tau)$ be a $W^*$-probability space and $\tilde{\mathcal{A}}$ be the algebra of closed densely defined operators affiliated with $\mathcal{A}$. Let $x_0 \in \tilde{\mathcal{A}}$ be self-adjoint satisfying the following standing assumption throughout the paper.

Assumption 1.1. The law $\mu_{x_0}$ of $x_0$ is not a Dirac mass at a point on $\mathbb{R}$, and satisfies

$$\int_1^\infty \log |x| \, d\mu_{x_0}(x) < \infty. \quad (1.2)$$

The assumption (1.2) means that $x_0 \in \tilde{\mathcal{A}}$ is in the Haagerup–Schultz class $\mathcal{A}^\Delta$; that is, the Brown measure of $x_0$ exists in the sense of Haagerup and Schultz (See Definition 2.5). If $\mu_{x_0}$ is a Dirac mass, then the Brown measure of $x_0 + c_{\alpha, \beta}$ is just the translation of the elliptic law in the case $\alpha > 0$, or just the translation of the semicircular law on the imaginary axis in the case $\alpha = 0$.

We start by Brown measure of $x_0 + c_t$, where $c_t = c_{t/2, t/2}$ is the circular variable, freely independent from $x_0$. Recall that $\sigma_t$ denotes a semicircular variable of variance $t$, freely independent from $x_0$. The following theorem is proved in Corollaries 6.6 and 6.7(2). When $x_0$ is bounded, this theorem is established in Theorems 3.13 and 3.14 in [17].

**Theorem 1.2.** The following statements about the Brown measure of $x_0 + c_t$ hold.

(1) The Brown measure of $x_0 + c_t$ has full measure on an open set $\Lambda_{x_0,t}$ of the form

$$\Lambda_{x_0,t} = \{ u + iv \in \mathbb{C} | |v| < v_{x_0,t}(u) \}$$

for a certain function $v_{x_0,t}$ that appears in the study of the free convolution $x_0 + \sigma_t$. Then the density of the Brown measure on $\Lambda_{x_0,t}$ has the special form

$$w_t(u + iv) = \frac{1}{\pi t} \left( 1 - \frac{t}{2} \frac{d}{du} \int \frac{x \, d\mu_{x_0}(x)}{(u - x)^2 + v_{x_0,t}(u)^2} \right)$$

for all $u + iv \in \Lambda_{x_0,t}$; in particular, the density is strictly positive and constant along vertical segments in $\Lambda_{x_0,t}$.

(2) Consider the function

$$\psi_{x_0,t}(u) = u + t \int \frac{(u - x) \, d\mu_{x_0}(x)}{(u - x)^2 + v_{x_0,t}(u)^2}, \quad u \in \mathbb{R} \quad (1.3)$$
that appears in the study of the free convolution \(x_0 + \sigma_t\). Then the push-forward of the Brown measure of \(x_0 + c_t\) by the map \(u + iv \mapsto \psi_{x_0,u}(u)\) is the law of \(x_0 + \sigma_t\).

The Brown measure of \(x_0 + c_s\) “generates” the family of the Brown measures of \(x_0 + c_{\alpha,\beta}\) with \(\alpha + \beta = s\) in the sense of push-forward measure. The following theorem is established in Theorem 6.4 and Corollary 6.7. This result extends Theorems 3.7 and 4.1 in [16] to possibly-unbounded variables; that is, each diagonal entry of \(A\) is a random matrix whose diagonal entries are independent Cauchy-distributed random variables; that is, each diagonal entry of \(A\) is a random variable with density

\[
w_{\alpha,\beta}(u + iv) = \frac{1}{4\pi \beta} \left( 1 + 2\beta \frac{d}{du} \int \frac{(u_0 - x) d\mu_{x_0}(x)}{(u_0 - x)^2 + v_{x_0,s}(u_0)^2} \right),
\]

for all \(u + iv \in \Omega_{x_0,\alpha,\beta}\), where \(s = \alpha + \beta\). The density is strictly positive and constant along vertical segments in \(\Omega_{x_0,\alpha,\beta}\). Furthermore, by writing \(u = f_{x_0,\alpha,\beta}(u_0)\) again, the function \(\varphi_{x_0,\alpha,\beta}\) in (1.4) is given by \(\varphi_{x_0,\alpha,\beta}(u) = v_{x_0,s}(u)\) where \(v_{x_0,s}\) is defined as in Theorem 1.2.

(2) Write \(s = \alpha + \beta\). Let \(U_{\alpha,\beta} : \overline{\Omega}_{x_0,\alpha,\beta} \to \Omega_{x_0,\alpha,\beta}\) be defined by

\[U_{\alpha,\beta}(u + iv) = f_{x_0,\alpha,\beta}(u) + i \frac{2\beta v}{s}.
\]

Then \(U_{\alpha,\beta}\) is a homeomorphism, and the push-forward of the Brown measure of \(x_0 + c_s\) under the map \(U_{\alpha,\beta}\) is the Brown measure of \(x_0 + c_{\alpha,\beta}\).

(3) Let \(s = \alpha = \beta\). Recall the function \(\psi_{x_0,s}\) is defined in (1.5). The push-forward of the Brown measure of \(x_0 + c_{\alpha,\beta}\) by the map

\[
Q_{\alpha,\beta}(u + iv) = \begin{cases} 
\frac{1}{\alpha - \beta} \left[ su - 2\beta f_{x_0,\alpha,\beta}^{-1}(u) \right] & \text{if } \alpha \neq \beta \\
\psi_{x_0,s}(u) & \text{if } \alpha = \beta = s/2.
\end{cases}
\]

is the law of \(x_0 + \sigma_s\).

By putting \(\alpha = 0\) and \(\beta = t\), the above theorem recovers Theorem 5.5 in this paper which computes the Brown measure of \(x_0 + i\sigma_t\).

We close this section by a matrix simulation. Let \(A_N\) be an \(N \times N\) diagonal random matrix whose diagonal entries are independent Cauchy-distributed random variables; that is, each diagonal entry of \(A_N\) is a random variable with density

\[
\frac{1}{\pi} \frac{1}{x^2 + 1}, \quad x \in \mathbb{R}.
\]

Also, let \(X_N\) be an \(N \times N\) GUE, independent from \(A_N\). Figure 1 plots a computer simulation of the eigenvalues of \(A_N + iX_N\) with \(N = 5000\) and the density of
the Brown measure of $x_0 + i\sigma_1$ where $x_0$ has the Cauchy distribution. This simulation suggests that the Brown measure is a reasonable candidate of the limiting eigenvalue distribution even in the unbounded case.

\begin{center}
\includegraphics[width=\textwidth]{5000x5000_matrix_simulation.png}
\end{center}

\textbf{Figure 1.} 5000 x 5000 matrix simulation of $A_{5000} + iX_{5000}$ and the Brown measure density of $x_0 + i\sigma_1$.

2. BACKGROUND AND PREVIOUS RESULTS

2.1. Free probability. We first introduce noncommutative random variables and freeness (or free independence).

\textbf{Definition 2.1.} (1) A $W^\ast$-probability space $(\mathcal{A}, \tau)$ is a finite von Neumann algebra $\mathcal{A}$ with a normal, faithful, tracial state $\tau$.

(2) The algebra $\tilde{\mathcal{A}}$ affiliated with $\mathcal{A}$ is the set of closed, densely defined operators such that every $a \in \mathcal{A}$ has a polar decomposition

$$a = u|a| = u \int_0^\infty \lambda dE_{|a|}(\lambda)$$

where $u \in \mathcal{A}$ is unitary and the projection-valued spectral measure $E_{|a|}$ takes values in $\mathcal{A}$. The elements in $\tilde{\mathcal{A}}$ are called (noncommutative) random variables. When we distinguish elements from $\tilde{\mathcal{A}}$ and $\mathcal{A}$, any $a \in \mathcal{A}$ is called a bounded random variable and any $a \in \tilde{\mathcal{A}} \setminus \mathcal{A}$ is called an unbounded random variable.

(3) Given any self-adjoint random variable $a \in \tilde{\mathcal{A}}$ with spectral measure $E_a$, the law $\mu_a$ of $a$ is the probability measure on $\mathbb{R}$ defined by

$$\mu_a(B) = \tau(E_a(B))$$

for any Borel set $B$.

(4) The von Neumann subalgebras $\mathbb{A}_1, \ldots, \mathbb{A}_n \subset \mathcal{A}$ are said to be free, or freely independent, if given any $i_1, \ldots, i_m \in \{1, \ldots, n\}$ with $i_k \neq i_{k+1}$ and $a_{i_k} \in \mathbb{A}_{i_k}$ for all $k$ satisfying $\tau(a_{i_k}) = 0$ for all $1 \leq k \leq m$, we have

$$\tau(a_{i_1} \cdots a_{i_m}) = 0.$$
The random variables \( a_1, \ldots, a_m \in \mathcal{A} \) are free, or freely independent, if the von Neumann subalgebras \( \mathcal{A}_k \) generated by all the spectral projections of \( a_k \) are free.

In this paper, we denote \( \sigma_t \) or \( \tilde{\sigma}_t \) by the semicircular variable with variance \( t \); that is, the law \( \mu_{\sigma_t} \) is given by
\[
\frac{1}{2\pi t} \sqrt{4t - x^2} \mathbf{1}_{|x| \leq 2\sqrt{t}} dx.
\]

One way to study the law of \( a \in \mathcal{A} \) is to use the Cauchy transform \( G_a \) of \( a \) defined by
\[
G_a(z) = \tau[(z - a)^{-1}] = \int \frac{d\mu_a(x)}{z - x}, \quad z \in \mathbb{C}^+,
\]
where \( \mathbb{C}^+ \) is the upper half plane. The Cauchy transform is determined by the law \( \mu_a \) of \( a \). Given any finite measure \( \mu \) on \( \mathbb{R} \), one can define the Cauchy transform \( G_\mu \) of \( \mu \) by replacing \( \mu_a \) in the right hand side of the above equation by \( \mu \). We can recover the law \( \mu_a \) from \( G_a \) by the Stieltjes inversion formula
\[
d\mu_a(x) = -\frac{1}{\pi} \lim_{\epsilon \to 0^+} \text{Im} G_a(x + i\epsilon) \, dx
\]
where the limit is in weak sense.

The Cauchy transform \( G_a \) of \( a \) is invertible on some truncated Stolz angle
\[
\Gamma_{\alpha,\beta} = \{ x + iy \in \mathbb{C} | y > \beta \text{ and } x < \alpha y \}
\]
for positive \( \alpha \) and \( \beta \). The inverse of \( G_a \) is called the K-transform of \( a \) and is denoted by \( K_a \). The R-transform \( R_a \) is defined as
\[
R_a(z) = K_a(z) - \frac{1}{z}.
\]

The following fact about R-transform was first discovered by Voiculescu \cite{23} for bounded random variables, then by Maassen \cite{19} for possibly unbounded random variables with finite variance, and by Bercovici and Voiculescu \cite{2} for arbitrary unbounded random variables.

**Theorem 2.2.** If \( a, b \in \mathcal{A} \) are self-adjoint freely independent random variables, then, on the common domain where the R-transforms \( R_a, R_b, \) and \( R_{a+b} \) are defined,
\[
R_{a+b} = R_a + R_b.
\]

2.2. **Free addition convolution.** When \( x_0 \in \mathcal{A} \) is a bounded self-adjoint random variable free from \( \sigma_t \), the Brown measure of \( x_0 + i\sigma_t \) has direct connections to \( x_0 + \sigma_t \), by \cite{13, 17}. In this paper, we will show that this is also the case for unbounded self-adjoint random variable \( x_0 \). In this section, we review the free additive convolution of \( x_0 \) and \( \sigma_t \), where \( x_0 \) can be taken to be unbounded.

Biane \cite{3} computed the free additive convolution of a self-adjoint random variable \( x_0 \in \mathcal{A} \) and the semicircular variable \( \sigma_t \). Before we state the results, we first introduce some notations.

**Definition 2.3.** Denote by \( \mu_{x_0} \) the law of the self-adjoint random variable \( x_0 \in \mathcal{A} \).
Let \( H_{x_0,t} \) be defined by
\[
H_{x_0,t}(z) = z + t \int \frac{d\mu_{x_0}(x)}{z - x}, \quad z \not\in \text{supp}(\mu_{x_0})
\] (2.1)
where \( \text{supp}(\mu_{x_0}) \) denotes the support of \( \mu_{x_0} \).

(2) Define a nonnegative function on \( \mathbb{R} \) by
\[
v_{x_0,t}(u) = \inf \left\{ v > 0 \left| \int \frac{d\mu_{x_0}(x)}{(u - x)^2 + v^2} \leq \frac{1}{t} \right. \right\}.
\]
This means, for a given \( u \in \mathbb{R} \), \( v_{x_0,t}(u) \) is the unique positive number (if exists) such that \( \int \frac{d\mu_{x_0}(x)}{(u - x)^2 + v_{x_0,t}(u)^2} = \frac{1}{t} \); if such a number does not exist, \( v_{x_0,t}(u) = 0 \).

(3) Let \( \Gamma_{x_0,t} = \{ u + iv \in \mathbb{C} \mid v > v_{x_0,t}(u) \} \) be the region in the upper half plane \( \mathbb{C}^+ \) that is above the graph of \( v_{x_0,t} \).

Recall that \( G_a \) denotes the Cauchy transform of \( a \in \mathcal{A} \). The following theorem, due to Biane [3], computes the free additive convolution of a self-adjoint random variable \( x \in \mathcal{A} \) and the semicircular variable \( \sigma_t \).

**Theorem 2.4** (3). (1) The function \( H_{x_0,t} \) is an injective conformal map from \( \Gamma_{x_0,t} \) onto the upper half plane \( \mathbb{C}^+ \). The function extends to a homeomorphism from \( \overline{\Gamma_{x_0,t}} \) onto \( \mathbb{C}^+ \cup \mathbb{R} \). Hence, for any \( u \in \mathbb{R} \), \( H_{x_0,t}(u + iv_{x_0,t}(u)) \) is real.

(2) The function \( H_{x_0,t} \) satisfies
\[
G_{x_0 + \sigma_t}(H_{x_0,t}(z)) = G_{x_0}(z).
\] (2.2)

(3) The law of \( x_0 + \sigma_t \) is absolutely continuous with respect to the Lebesgue measure; its density \( p_{x_0,t} \) can be computed using the function \( \psi_{x_0,t}(u) = H_{x_0,t}(u + iv_{x_0,t}(u)) \). The function \( \psi_{x_0,t} : \mathbb{R} \to \mathbb{R} \) is a homeomorphism, and
\[
p_{x_0,t}(\psi_{x_0,t}(u)) = \frac{v_{x_0,t}(u)}{\pi t}.
\]

When \( a \) and \( b \) are arbitrary self-adjoint random variables, the free additive convolution \( a + b \) can be studied using Cauchy transforms in a way similar to (2.2) (the method of subordination functions). The subordination functions are first discovered by Voiculescu [25] for bounded random variables \( a \) and \( b \). Then it is further developed by Biane [4], and again by Voiculescu [26] to a even more general setting. Belinschi and Bercovici [1] use a complex analysis approach to show the existence of subordination functions (where they do not assume the random variables to be bounded).

2.3. **The Brown measure.** In this section, we review the definition of the Brown measure, first introduced by Brown [7] for operators in a von Neumann algebra with a faithful, semifinite, normal trace, then extended to a class \( \mathcal{A}^\Delta \) of unbounded operators by Haagerup and Schultz [12]. We refer this class of unbounded operators to the Haagerup–Schultz class. In the following, we introduce the class \( \mathcal{A}^\Delta \).
Definition 2.5. We denote by $\mathcal{A}^\Delta$ the set of operators $a$ in $\tilde{\mathcal{A}}$ (see Definition 2.1(2)) such that

$$\tau(\log^+ |a|) = \int_0^\infty \log^+ (\lambda) \, d\mu_{|a|}(\lambda)$$

where $\log^+$ is defined to be $\log^+(x) = \max(\log x, 0)$ for $x \geq 0$.

Let $a \in \mathcal{A}^\Delta$. Define a function $S$ by

$$S(\lambda, \varepsilon) = \tau[\log(|a - \lambda|^2 + \varepsilon)], \lambda \in \mathbb{C}, \varepsilon > 0.$$ 

Then

$$s(\lambda) = \lim_{\varepsilon \to 0^+} S(\lambda, \varepsilon), \quad \lambda \in \mathbb{C}$$

is a subharmonic function, with value in $\mathbb{R} \cup \{-\infty\}$. The exponential of $s(\lambda)/2$ is the Fuglede-Kadison determinant of $a - \lambda$. The Fuglede-Kadison determinant for operators in a finite factor was introduced by Fuglede and Kadison [10]. The Brown measure of $a$ is defined to be

$$\text{Brown}(a) = \frac{1}{4\pi} \Delta s(\lambda)$$

where the Laplacian is in distributional sense.

The first statement of the following theorem characterizes the operators in $\mathcal{A}^\Delta$, and is proved in Lemma 2.4 of [12]. The second statement is an important property of $\mathcal{A}^\Delta$, and is proved in Propositions 2.5 and 2.6 of [12].

Theorem 2.6 ([12]).

1. Let $a \in \tilde{\mathcal{A}}$. Then $a \in \mathcal{A}^\Delta$ is equivalent to any of the following.
   a. There exist $x_1 \in \tilde{\mathcal{A}}$ and $y_1 \in \mathcal{A}$ such that $a = x_1 y_1^{-1}$ and
      $$\tau[\log |a|] = \tau[\log |x_1|] - \tau[\log |y_1|].$$
   b. There exist $x_2 \in \tilde{\mathcal{A}}$ and $y_2 \in \mathcal{A}$ such that $a = x_2^{-1} y_2$ and
      $$\tau[\log |a|] = \tau[\log |y_2|] - \tau[\log |x_2|].$$

2. The set $\mathcal{A}^\Delta$ is an algebra; that is, it is a subspace in $\tilde{\mathcal{A}}$ and is closed under multiplication.

Remark 2.7. An immediate consequence from Theorem 2.6 is that if $x_0 \in \mathcal{A}^\Delta$, then $x_0 + c_{\alpha, \beta} \in \mathcal{A}^\Delta$, for all $\alpha \geq 0$ and $\beta > 0$, so that the Brown measure of $x_0 + c_{\alpha, \beta}$ is defined in the sense of Haagerup and Schultz.

The following proposition is [12, Proposition 2.5].

Proposition 2.8 ([12]). Given any $x, y \in \mathcal{A}^\Delta$,

$$\tau[\log |xy|] = \tau[\log |x|] + \tau[\log |y|].$$
2.3.1. A PDE for the Brown measure of $x_0 + i\sigma_t$ with bounded $x_0$. In [13], Hall and the author computed the Brown measure of $x_t = x_0 + i\sigma_t$ where $x_0 \in \mathcal{A}$ is a (bounded) self-adjoint random variable with law $\mu_{x_0}$, and $\sigma_t \in \mathcal{A}$ is a semicircular variable, freely independent from $x_0$. Define

$$S(t, \lambda, \varepsilon) = \tau[\log((x_t - \lambda)^*(x_t - \lambda) + \varepsilon)], \quad t \geq 0, \lambda \in \mathbb{C}, \varepsilon > 0.$$ 

Then the function $S$ satisfies the following PDE of Hamilton–Jacobi type.

**Theorem 2.9.** Write $\lambda = u + iv$. Then $S$ satisfies the PDE

$$\frac{\partial S}{\partial t} = \varepsilon \left( \frac{\partial S}{\partial \varepsilon} \right)^2 + \frac{1}{4} \left( \left( \frac{\partial S}{\partial u} \right)^2 - \left( \frac{\partial S}{\partial v} \right)^2 \right)$$

with initial condition

$$S(0, \lambda, \varepsilon) = \int \log((x - \lambda)^*(x - \lambda) + \varepsilon) \, d\mu_{x_0}(x).$$

Hall and the author [13] analyze the function $S$ using the above PDE to compute the Brown measure of $x_t = x_0 + i\sigma_t$. The key observation in this paper is to extend Theorem 2.9 to self-adjoint unbounded $x_0 \in \mathcal{A}$. The solution of this PDE yields the Brown measure of $x_0 + i\sigma_t$. The proof from some of the other results in [13] will also need to modified for $\mu_{x_0}$ with unbounded support on $\mathbb{R}$. We do not list all the results of [13] here; rather, we will state the results in the process of computing the Brown measure, with modified proof whenever necessary.

3. THE PDE FOR S

3.1. Outline of the unbounded case. Let $x_0 \in \mathcal{A}^\Delta$ (See Definition 2.5) be self-adjoint and write $x_t = x_0 + i\sigma_t$ where $\sigma_t$ is a semicircular variable, freely independent from $x_0$. By Remark 2.7, the Brown measure of $x_0 + i\sigma_t$ exists in the sense of Haagerup and Schultz [12].

Define

$$S(t, \lambda, \varepsilon) = \tau[\log((x_t - \lambda)^*(x_t - \lambda) + \varepsilon)].$$

The PDE in Theorem 2.9 was proved in [13] under the assumption that $x_0$ is a bounded self-adjoint random variable in $\mathcal{A}$. In Section 3.4, we will show that $S$ satisfies the same PDE as in the bounded $x_0$ case (Theorem 2.9).

**Theorem 3.1.** Write $\lambda = u + iv$. Then $S$ satisfies the PDE

$$\frac{\partial S}{\partial t} = \varepsilon \left( \frac{\partial S}{\partial \varepsilon} \right)^2 + \frac{1}{4} \left( \left( \frac{\partial S}{\partial u} \right)^2 - \left( \frac{\partial S}{\partial v} \right)^2 \right)$$

with initial condition

$$S(0, \lambda, \varepsilon) = \int \log((x - \lambda)^*(x - \lambda) + \varepsilon) \, d\mu_{x_0}(x).$$
By definition of $\tilde{A}$, $x_0$ has the polar decomposition $u|x_0|$. Let
\begin{align*}
A &= u|x_0| (|x_0| + 1)^{-1/2} \\
B &= (|x_0|^2 + 1)^{-1/2} \\
C_t &= A + i\sigma_t B
\end{align*}
be bounded variables in $\mathcal{A}$. We can then represent $x_0 = AB^{-1}$ as a “fraction” of two variables in $\mathcal{A}$. This representation is discovered by Haagerup and Schultz \cite{12} and is essential in the analysis of the Brown measure of unbounded variables. The notation $C_t$ is just for convenient.

**Proposition 3.2.** Suppose $A$ and $B$ are as in (3.1). Then we have
\[ S(t, \lambda, \varepsilon) = \tau[\log(|x_0|^2 + 1)] + \tau[\log((\lambda B - C_t)^* (\lambda B - C_t) + B^2\varepsilon)]. \]

We note that $|x_0|^2 + 1 \in \mathcal{A}^\Delta$ by Theorem 2.6 by the definition of $\mathcal{A}^\Delta$, it is clear that $0 \leq \tau[\log(|x_0|^2 + 1)] < \infty$.

**Proof.** The operator $B$ is self-adjoint. Using $x_0 = AB^{-1}$, we have
\[ S(t, \lambda, \varepsilon) = \tau[\log(B^{-1}((\lambda B - C_t)^* (\lambda B - C_t) + B^2\varepsilon) B^{-1})] \]
\[ = \tau[\log(B^{-2})] + \tau[\log((\lambda B - C_t)^* (\lambda B - C_t) + B^2\varepsilon)] \]
by Proposition 2.8. The conclusion follows from the definition of $B$. \hfill \Box

We attempt to apply the free Itô formula to $\log((\lambda B - C_t)^* (\lambda B - C_t) + B^2\varepsilon)$ and compute the PDE that it satisfies. In the bounded $x_0$ case considered in \cite{13}, we apply \cite{7} Lemma 1.1 to compute the $\lambda$- and $\varepsilon$- partial derivatives of
\[ \tau[\log((\lambda - x_0 - i\sigma_t)^* (\lambda - x_0 - i\sigma_t) + \varepsilon)]. \]
However, when $x_0$ is unbounded, $\lambda B - C_t)^* (\lambda B - C_t) + B^2\varepsilon$ is not necessarily positive (that is, $0$ is possibly in the spectrum). We cannot apply \cite{7} Lemma 1.1 to compute the $\lambda$- and $\varepsilon$- partial derivatives of
\[ \tau[\log((\lambda B - C_t)^* (\lambda B - C_t) + B^2\varepsilon)]. \]

We also have a similar issue when we apply the free Itô formula to compute the $t$-derivative. The strategy is to consider another regularization as follows.

**Definition 3.3.** For any $\eta > 0$, we define
\[ T_\eta(t, \lambda, \varepsilon) = \tau[\log((\lambda B - C_t)^* (\lambda B - C_t) + B^2\varepsilon + \eta)]. \]

We then prove that the derivatives of $S$ are all well-approximated by $T_\eta$, and that $S$ satisfies the same PDE as $T_\eta$. Since $(\lambda B - C_t)^* (\lambda B - C_t) + B^2\varepsilon$ is nonnegative, it is easy to see that
\[ T_\eta(t, \lambda, \varepsilon) \to S(t, \lambda, \varepsilon) - \tau[\log(|x_0|^2 + 1)] \] pointwise. In Section 3.2, we will compute the partial derivatives of $S$ with respect to $\lambda$ and $\varepsilon$, by taking the limit of the corresponding derivatives of $T_\eta$ as $\eta \downarrow 0$. In Section 3.4 we will apply the free Itô formula to compute the PDE of $T_\eta$, and then
take limit as $\eta \downarrow 0$ to compute the PDE of $S$. For convenience, we employ the notations
\[
R_\eta = (\lambda B - C_t)^* (\lambda B - C_t) + B^2 \varepsilon + \eta^{-1}
\]
and
\[
R = ((\lambda B - C_t)^* (\lambda B - C_t) + B^2 \varepsilon)^{-1}.
\]

3.2. The $\lambda$- and $\varepsilon$-derivatives.

**Proposition 3.4.** Write $\tilde{R} = (|\lambda - x_0 - i \sigma_t|^2 + \varepsilon)^{-1}$. The $\lambda$, $\bar{\lambda}$, and $\varepsilon$-derivatives of $S$ are
\[
\frac{\partial S}{\partial \lambda} = \tau[(\lambda - x_0 - i \sigma_t)^* \tilde{R}] \\
\frac{\partial S}{\partial \bar{\lambda}} = \tau[(\lambda - x_0 - i \sigma_t) \tilde{R}] \\
\frac{\partial S}{\partial \varepsilon} = \tau[\tilde{R}].
\]

These traces are all finite numbers. Furthermore, they are the pointwise limit of the corresponding partial derivatives of $T_\eta$ as $\eta \downarrow 0$.

The proof uses the fundamental theorem of calculus. The idea is that the partial derivatives of $S$ can be approximated by the corresponding partial derivatives of $T_\eta$. The partial derivatives of $T_\eta$ are recorded as follows.

**Lemma 3.5.** The $\lambda$, $\bar{\lambda}$, and $\varepsilon$-derivatives of $T_\eta$ are
\[
\frac{\partial T_\eta}{\partial \lambda} = \tau[R_\eta (\lambda B - C_t)^* B] \\
\frac{\partial T_\eta}{\partial \bar{\lambda}} = \tau[R_\eta B^* (\lambda B - C_t)] \\
\frac{\partial T_\eta}{\partial \varepsilon} = \tau[R_\eta B^2].
\]

**Proof.** In the definition of $T_\eta$, the argument of $\log$ is a positive bounded operator. These partial derivatives can be computed using [7, Lemma 1.1].

The following lemma is a direct consequence of that the trace is a state.

**Lemma 3.6.** Given any operator $X$ affiliated to $\mathcal{A}$, we have
\[
\tau[|X|^2 (|X|^2 + \varepsilon)^{-2}] \leq \frac{1}{4 \varepsilon}
\]
and
\[
\tau[|X|^4 (|X|^2 + \varepsilon)^{-2}] \leq 1
\]

**Proof.** This follows directly from the facts that \( |||X|^2 (|X|^2 + \varepsilon)^{-2} || \leq 1/4 \varepsilon \) and \( |||X|^4 (|X|^2 + \varepsilon)^{-2} || \leq 1 \).
Lemma 3.7. Let \( X \) be an operator affiliated with \( \mathcal{A} \) and \( Y \in \mathcal{A} \). Given any \( \varepsilon > 0 \), the functions
\[
    f(\lambda) = \tau[(\lambda Y - X)(|\lambda Y - X|^2 + \varepsilon)^{-1}]
\]
and
\[
    g(\lambda) = \tau[(|\lambda Y - X|^2 + \varepsilon)^{-1}]
\]
are continuous for all \( \lambda \in \mathbb{C} \).

Proof. We assume, without loss of generality, \( \|Y\| = 1 \). Let \( \lambda, z \in \mathbb{C} \). We compute
\[
    (\lambda Y - X)(|\lambda Y - X|^2 + \varepsilon)^{-1} - (zY - X)(|zY - X|^2 + \varepsilon)^{-1}
\]
\[
    = (\lambda - z)Y(|\lambda Y - X|^2 + \varepsilon)^{-1}
    + (zY - X)(|zY - X|^2 + \varepsilon)^{-1}(|zY - X|^2 - |\lambda Y - X|^2)(|\lambda Y - X|^2 + \varepsilon)^{-1}
\]
\[
    = (\lambda - z)Y(|\lambda Y - X|^2 + \varepsilon)^{-1}
    + (|z|^2 - |\lambda|^2)(zY - X)(|zY - X|^2 + \varepsilon)^{-1}Y^*Y(|\lambda Y - X|^2 + \varepsilon)^{-1}
    + \overline{\lambda}(\lambda - z)(zY - X)(|zY - X|^2 + \varepsilon)^{-1}Y^*X(|\lambda Y - X|^2 + \varepsilon)^{-1}
    + (\lambda - z)(zY - X)(|zY - X|^2 + \varepsilon)^{-1}X^*Y(|\lambda Y - X|^2 + \varepsilon)^{-1}.
\]
and analyze the above expression term-by-term.

For the first term, the norm of \( (\lambda - z)Y(|\lambda Y - X|^2 + \varepsilon)^{-1} \) is bounded above by \( |\lambda - z|/\varepsilon \) (since we assume \( \|Y\| = 1 \)), so
\[
    |\tau[(\lambda - z)Y(|\lambda Y - X|^2 + \varepsilon)^{-1}]| \leq |\lambda - z|/\varepsilon.
\]
For the second term, we apply Cauchy–Schwarz inequality and Lemma 3.6 and get
\[
    |\tau[(|z|^2 - |\lambda|^2)(zY - X)(|zY - X|^2 + \varepsilon)^{-1}Y^*Y(|\lambda Y - X|^2 + \varepsilon)^{-1}]|^2
\]
\[
    \leq (|z|^2 - |\lambda|^2)^2\tau[|zY - X|^2(|zY - X|^2 + \varepsilon)^{-2}]\tau[|Y|^4(|\lambda Y - X|^2 + \varepsilon)^{-2}]
\]
\[
    \leq (|z|^2 - |\lambda|^2)^2/4\varepsilon^3.
\]
The third term can be written as
\[
    (\lambda - z)(zY - X)(|zY - X|^2 + \varepsilon)^{-1}Y^*(X - \lambda Y)(|\lambda Y - X|^2 + \varepsilon)^{-1}
\]
\[
    + \lambda(\lambda - z)(zY - X)(|zY - X|^2 + \varepsilon)^{-1}Y^*Y(|\lambda Y - X|^2 + \varepsilon)^{-1};
\]
thus, using Cauchy–Schwarz inequality and Lemma 3.6 again,
\[
    |\tau[(\lambda - z)(zY - X)(|zY - X|^2 + \varepsilon)^{-1}Y^*X(|\lambda Y - X|^2 + \varepsilon)^{-1}]|
\]
\[
    \leq |\lambda - z|\left(\frac{1}{4\varepsilon} + |\lambda|\frac{1}{2\varepsilon^{3/2}}\right).
\]
Finally, we write the fourth term as
\[
    (\lambda - z)(zY - X)(|zY - X|^2 + \varepsilon)^{-1}Y^*(X - zY)(|\lambda Y - X|^2 + \varepsilon)^{-1}
\]
\[
    + \overline{\varepsilon}(\lambda - z)(zY - X)(|zY - X|^2 + \varepsilon)^{-1}Y^*Y(|\lambda Y - X|^2 + \varepsilon)^{-1},
\]
which gives, by Cauchy–Schwarz inequality,
\[
|\tau((\lambda - z)(zy - X)((\lambda Y - X)^2 + \varepsilon)^{-1}X^*Y((\lambda Y - X)^2 + \varepsilon)^{-1})| \\
\leq |\lambda - z| \sqrt{\tau((\lambda Y - X)^2 + \varepsilon)^{-2}} \times \\
\left( \sqrt{\tau[[\lambda Y - X]^4((\lambda Y - X)^2 + \varepsilon)^{-2}] + |z|\sqrt{\tau||zY - X|^2((\lambda Y - X)^2 + \varepsilon)^{-2}}} \right) \\
\leq |\lambda - z| \frac{1}{\varepsilon} \left( 1 + \frac{|z|}{4\varepsilon} \right). 
\]

The last inequality follows from Lemma 3.6. Therefore, we have
\[
|f(\lambda) - f(z)| \leq |\lambda - z| \left( \frac{1}{\varepsilon} + \frac{\sqrt{\varepsilon} + 2|\lambda|}{4\varepsilon^{3/2}} \right) + \frac{|z|^2 - |\lambda|^2}{2\varepsilon^{3/2}}. 
\]

The above estimate shows that $f$ is continuous. A similar argument shows that $g$ is also continuous. \qed

**Proof of Proposition 3.2.** Fix any $u_0 \in \mathbb{R}$. By Lemma 3.5 and the fundamental theorem of calculus,
\[
T_\eta(t, u + iv, \varepsilon) = T_\eta(t, u_0 + iv, \varepsilon) + \int_{u_0}^{u} \text{Re} \left[ \frac{\partial T_\eta}{\partial \lambda}(t, y + iv, \varepsilon) \right] dy. 
\]

First, since $R(\lambda B - C_t)^*B = (\lambda - x_0 - i\sigma_t)((\lambda - x_0 - i\sigma_t)^2 + \varepsilon)^{-1}$, by Lemma 3.6
\[
\tau[R(\lambda B - C_t)^*B] \text{ is a finite number. We compute} \\
\]
\[
\frac{\partial T_\eta}{\partial \lambda}(t, y + iv, \varepsilon) - \tau[R(\lambda B - C_t)^*B] = -\eta R_\eta R(\lambda B - C_t)^*B. 
\]

By Cauchy–Schwarz inequality,
\[
|\tau[\eta R_\eta R(\lambda B - C_t)^*B]| \leq \tau[\eta^2 R_\eta^2] \tau[|\lambda - x_0 - i\sigma_t|^2(|\lambda - x_0 - i\sigma_t|^2 + \varepsilon)^{-2}]. 
\]

Observe that $\tau[\eta^2 R_\eta^2] \to 0$ as $\eta \downarrow 0$ by the dominated convergence theorem. By 3.5, $|\tau[\eta R_\eta R(\lambda B - C_t)^*B]|$ is bounded above uniformly by $1/4\varepsilon$ for all $t, \lambda$ with $\varepsilon$ fixed. By the dominated convergence theorem,
\[
\int_{u_0}^{u} \frac{\partial T_\eta}{\partial \lambda}(t, y + iv, \varepsilon) dy \to \int_{u_0}^{u} \tau[|\lambda - x_0 - i\sigma_t|^2(|\lambda - x_0 - i\sigma_t|^2 + \varepsilon)^{-2}] dy 
\]
as $\eta \downarrow 0$ where $\lambda = y + iv$. Recall that $T_\eta \to S - \log(|x_0|^2 + 1)$ pointwise. By Lemma 3.7 after taking $\eta \to 0$ in (3.3), we conclude by the fundamental theorem of calculus that
\[
\frac{\partial S}{\partial a}(t, u + iv, \varepsilon) = \tau[(\lambda - x_0 - i\sigma_t)(|\lambda - x_0 - i\sigma_t|^2 + \varepsilon)^{-1}]. 
\]

We can similarly compute $\partial S/\partial \varepsilon$ using the imaginary part of (3.6). It then follows that $\partial S/\partial \lambda$ and $\partial S/\partial \varepsilon$ are as claimed. The quantity $\partial S/\partial \varepsilon$ can be computed in a similar fashion.

That the partial derivative $\partial S/\partial \lambda$ is the pointwise limit of $\partial T_\eta/\partial \lambda$ follows from (3.4) and (3.5) with an application of the dominated convergence theorem. The other two derivatives $\partial S/\partial \lambda$ and $\partial S/\partial \varepsilon$ follow from a similar argument. \qed
3.3. The PDE of \( T_\eta \). We use the free Itô formula to compute a PDE for \( T_\eta \). The free stochastic integration is developed by, for example, [6, 18]. The Itô formula that we apply in this paper is formulated in [21]. If \( x_r \) and \( \tilde{x}_r \) are two freely independent semicircular Brownian motions, they satisfy free Itô rules given by

\[
\begin{align*}
\text{tr}[A_r \, dx_r] &= \text{tr}[A_r \, d\tilde{x}_r] = 0, \\
\text{dx}_r \, A_r \, dx_r &= d\tilde{x}_r \, A_r \, d\tilde{x}_r = \text{tr}[A_r] \, dr, \\
\text{dx}_r \, A_r \, d\tilde{x}_r &= d\tilde{x}_r \, A_r \, dx_r = 0,
\end{align*}
\]

(3.7)

together with a stochastic product rule for processes \( m^1_r \) and \( m^2_r \) satisfying SDEs involving \( x_r \) and \( \tilde{x}_r \) ([21 Theorem 3.2.5])

\[
d(m^1 \, m^2)_r = dm^1_r \, m^2_r + m^1_r \, dm^2_r + (dm^1_r)(dm^2_r).
\]

(3.8)

The following proposition is proved in [21 Example 3.5.5] with a circular Brownian motion. It is reformulated in two freely independent semicircular Brownian motions in [14].

**Proposition 3.8 ([21]).** Suppose \( x_t \) and \( \tilde{x}_t \) are two freely independent semicircular Brownian motions in \( A \) and suppose \( m_t \) is a self-adjoint process in \( A \) satisfying a free SDE of the form

\[
dm_t = \sum_{j=1}^n (a^j_t \, dx^j_t \, b^j_t + c^j_t \, d\tilde{x}^j_t \, d^j_t) + e_t \, dt
\]

for some continuous, adapted processes \( a^j_t, b^j_t, c^j_t, d^j_t, \) and \( e_t \). Then we have

\[
\frac{dt}{dt} \text{tr}[\log(m_t + \eta)] = \text{tr}[(m_t + \eta)^{-1} \, e_t]
\]

\[
- \frac{1}{2} \sum_{j,k=1}^n \text{tr}[(m_t + \eta)^{-1} a^j_t \, b^k_t] \, \text{tr}[(m_t + \varepsilon^2)^{-1} a^j_t \, b^k_t]
\]

\[
- \frac{1}{2} \sum_{j,k=1}^n \text{tr}[(m_t + \eta)^{-1} c^j_t \, d^k_t] \, \text{tr}[(m_t + \eta)^{-1} c^j_t \, d^k_t],
\]

which can be written, using the free Itô rules (3.7), as

\[
dx \text{tr}[\log(m_t + \eta)] = \text{tr}[(m_t + \eta)^{-1} \, dm_t]
\]

\[
- \frac{1}{2} \text{tr}[(m_t + \eta)^{-1} \, dm_t (m_t + \eta)^{-1} \, dm_t].
\]

The definition of \( T_\eta \) (Definition 3.3) suggests us to apply Proposition 3.8 with

\[
m_t = (\lambda B - C_t)^* (\lambda B - C_t) + B^2 \varepsilon.
\]

Recall that we introduce the notation \( R_\eta = (\lambda B - C_t)^* (\lambda B - C_t) + B^2 \varepsilon + \eta \).

**Proposition 3.9.** The \( t \)-derivative of \( T_\eta \) is given by

\[
\frac{dT_\eta}{dt} = \frac{1}{2} \tau |R_\eta (\lambda B - C_t)^* B|^2 + \frac{1}{2} \tau |R_\eta B (\lambda B - C_t)| + \varepsilon \tau |R_\eta B^2|^2.
\]

(3.9)
In other words, $T_\eta$ satisfies the PDE
\begin{equation}
\frac{\partial T_\eta}{\partial t} = \frac{1}{2} \left( \frac{\partial T_\eta}{\partial \lambda} \right)^2 + \frac{1}{2} \left( \frac{\partial T_\eta}{\partial \bar{\lambda}} \right)^2 + \varepsilon \left( \frac{\partial T_\eta}{\partial \varepsilon} \right)^2.
\end{equation}
(3.10)

Proof. By (3.1), we have $dC_t = i \, d\sigma_t \, B$. Recall from (3.1) that $B$ is self-adjoint. Therefore, by Itô product rule (3.8), we have
\begin{equation}
dm_t = -i(\lambda B - C_t)^* \, d\sigma_t \, B + iB \, d\sigma_t (\lambda B - C_t) + B^2 \, dt.
\end{equation}

We compute
\begin{equation}
\tau \left[ R_\eta \, dm_t \right] = \tau \left[ R_\eta \, B^2 \right]
\end{equation}
and
\begin{equation}
\frac{\tau[R_\eta \, dm_t]}{dt} \left[ R_\eta \, dm_t \right] = -\tau[R_\eta(\lambda B - C_t)^*B] - \tau[R_\eta B(\lambda B - C_t)]^2 + 2\tau[R_\eta B^2] \tau[R_\eta(\lambda B - C_t)^*(\lambda B - C_t)].
\end{equation}
The factor $\tau[R_\eta(\lambda B - C_t)^*(\lambda B - C_t)]$ be written as $1 - \varepsilon \tau[R_\eta B^2]$. By Proposition 3.8
\begin{equation}
\frac{\partial T_\eta}{\partial t} = \frac{1}{2} \tau[R_\eta(\lambda B - C_t)^*B] + \frac{1}{2} \tau[R_\eta B(\lambda B - C_t)]^2 + \varepsilon \tau[R_\eta B^2]^2
\end{equation}
which is (3.9). The PDE (3.10) then follows from Lemma 3.5. □

3.4. Proof of Theorem 3.1

Proof. By (3.10),
\begin{equation}
T_\eta(t, \lambda, \varepsilon) = \operatorname{Re} \left[ \int_0^t \left( \left( \frac{\partial T_\eta}{\partial \lambda} \right)^2 + \varepsilon \left( \frac{\partial T_\eta}{\partial \varepsilon} \right)^2 \right) \, ds \right].
\end{equation}
(3.11)

We have, using Lemma 3.5 the inequality
\begin{equation}
\frac{\partial T_\eta}{\partial \varepsilon} \leq \frac{1}{\varepsilon}
\end{equation}
for all $\eta$. By Lemma 3.5,
\begin{equation}
\frac{\partial T_\eta}{\partial \lambda} = \tau[R_\eta(\lambda B - C_t)^*B]
\end{equation}
so we can apply Cauchy-Schwarz inequality to get
\begin{equation}
\left| \frac{\partial T_\eta}{\partial \lambda} \right|^2 \leq \tau[|\lambda - x_0 - i\sigma_t|^2(|\lambda - x_0 - i\sigma_t|^2 + B^{-2}\eta + \varepsilon)^{-2}] \leq \frac{1}{4\varepsilon}.
\end{equation}

By Proposition 3.4, the partial derivatives of $S$ with respect to $\lambda$, $\bar{\lambda}$, and $\varepsilon$ are pointwise limit of the corresponding partial derivatives of $T_\eta$. Since $S$ is the pointwise
limit of $T + \tau \left[ \log(|x_0|^2 + 1) \right]$ by (3.2), by applying the dominated convergence theorem to (3.11).

$$S(t, \lambda, \varepsilon) - \tau \left[ \log(|x_0|^2 + 1) \right] = \text{Re} \left[ \int_0^t \left( \frac{\partial S}{\partial \lambda} \right)^2 + \varepsilon \left( \frac{\partial S}{\partial \varepsilon} \right)^2 \, ds \right]$$

By Lemma 3.7, since $\sigma_t$ has the same distribution as $\sqrt{t} \sigma$, the integrand is continuous with respect to the parameter $s$. Differentiating the above equation with respect to $t$ gives the PDE of $S$. The initial condition of $S$ follows from the fact that $x_0$ is self-adjoint. $\Box$

4. Hamilton–Jacobi Analysis

4.1. Solving the PDE. As in [13], we use the Hamilton–Jacobi method to analyze the function $S$ through the PDE in Theorem 3.1. We define the Hamiltonian function $H : \mathbb{R}^6 \to \mathbb{R}$ by replacing the partial derivatives of $S$ in the PDE by the corresponding momentum variables and putting an overall minus sign. That is,

$$H(u, v, \varepsilon, p_u, p_v, p_\varepsilon) = - \frac{1}{4}(p_u^2 - p_v^2) - \varepsilon p_\varepsilon^2.$$

Then, we introduce the Hamiltonian system (the Hamilton’s equations) for $H$:

$$\frac{du}{dt} = \frac{\partial H}{\partial p_u}; \quad \frac{dv}{dt} = \frac{\partial H}{\partial p_v}; \quad \frac{d\varepsilon}{dt} = \frac{\partial H}{\partial p_\varepsilon};$$

$$\frac{dp_u}{dt} = -\frac{\partial H}{\partial u}; \quad \frac{dp_v}{dt} = -\frac{\partial H}{\partial v}; \quad \frac{dp_\varepsilon}{dt} = -\frac{\partial H}{\partial \varepsilon}.$$ (4.1)

We note that the Hamiltonian function and the system of ODEs are the same as the one in [13] because the PDE is the same.

Write $\lambda = u + iv$. The initial conditions of $u$, $v$, $\varepsilon$ for the ODEs (4.1) can be chosen arbitrarily; these initial conditions are denoted by $u_0$, $v_0$, $\varepsilon_0$. The initial momenta $p_u$, $p_v$, $p_\varepsilon$ are denoted by $p_{u,0}$, $p_{v,0}$, and $p_{0,0}$ respectively, and are chosen depending on $u_0$, $v_0$, $\varepsilon_0$ as

$$p_{u,0} = \frac{\partial}{\partial u_0} S(0, \lambda_0, \varepsilon_0) = \int \frac{2(u_0 - x) \, d\mu_{x_0}(x)}{(u_0 - x)^2 + v_0^2 + \varepsilon_0};$$

$$p_{v,0} = \frac{\partial}{\partial v_0} S(0, \lambda_0, \varepsilon_0) = \int \frac{2v_0 \, d\mu_{x_0}(x)}{(u_0 - x)^2 + v_0^2 + \varepsilon_0};$$

$$p_{0,0} = \frac{\partial}{\partial \varepsilon_0} S(0, \lambda_0, \varepsilon_0) = \int \frac{d\mu_{x_0}(x)}{(u_0 - x)^2 + v_0^2 + \varepsilon_0}. $$ (4.2)

We have written $\lambda_0 = u_0 + iv_0$. Note that $S$ is defined with $\varepsilon > 0$. The $\varepsilon_0$ that we choose here is also positive.

Using the Hamilton–Jacobi method, the solution $S$ of the PDE can be expressed in terms of the initial conditions, as stated in the following proposition. For the proof for the proposition, readers are referred to [13, Proposition 4.2]. For a more general statements, see [8, Section 6.1] and [9].
Proposition 4.1. Suppose that the solution to the Hamiltonian system \( (4.1) \) exists on a time interval \([0, T]\) such that \( \varepsilon(t) > 0 \) for all \( t \in [0, T] \). Then we have, for all \( t \in [0, T] \),

\[
S(t, \lambda(t), \varepsilon(t)) = S(0, \lambda_0, \varepsilon_0) + tH_0
\]

where \( H_0 = H(u_0, v_0, \varepsilon_0, p_{u,0}, p_{v,0}, p_0) \). Also, we have

\[
\frac{\partial S}{\partial y}(t, \lambda(t), \varepsilon(t)) = p_y(t)
\]

for all \( y \in \{u, v, \varepsilon\} \) and \( t \in [0, T] \).

4.2. Solving the ODEs. The PDE in our case (Theorem 3.1) is the same as the one in [13]. In this section, we briefly summarize the results from [13] about the solutions of the ODEs \( (4.1) \).

The following proposition combines [13, Proposition 4.4] and [13, Definition 4.6].

Proposition 4.2. Suppose that the initial conditions \( \lambda_0 = u_0 + iv_0, \varepsilon_0 \) are chosen, and initial momenta \( p_{u,0}, p_{v,0}, p_0 \) are determined by \( (4.2) \). Then the solution of the Hamiltonian system \( (4.1) \) exists up to

\[
t_*(\lambda_0, \varepsilon_0) = \frac{1}{p_0} = \left( \int \frac{d\mu_{x_0}(x)}{(u_0 - x)^2 + v_0^2 + \varepsilon_0} \right)^{-1}.
\]

Up until \( t_*(\lambda_0, \varepsilon_0) \), we have

\[
\begin{align*}
u(t) &= u_0 - \frac{t}{2}p_{u,0}; & p_u(t) &= p_{u,0}; \\
v(t) &= v_0 + \frac{t}{2}p_{v,0}; & p_v(t) &= p_{v,0}; \\
\varepsilon(t) &= \varepsilon_0(1 - tp_0)^2; & p_\varepsilon(t) &= \frac{p_0}{1 - tp_0}.
\end{align*}
\]

For a fixed \( \lambda_0 \in \mathbb{C} \), \( t_*(\lambda_0, \varepsilon_0) \) defined in (4.3) is strictly decreasing in \( \varepsilon_0 \). For each \( \lambda_0 \in \mathbb{C} \), the lifetime of the solution path in the limit \( \varepsilon_0 \to 0^+ \) is given by

\[
T(\lambda_0) = \lim_{\varepsilon_0 \to 0^+} t_*(\lambda_0, \varepsilon_0) = \left( \int \frac{d\mu_{x_0}(x)}{(u_0 - x)^2 + v_0^2} \right)^{-1}.
\]

By Proposition 4.2, informally there are two ways to make \( \varepsilon(t) = 0 \). The first one is to take \( \varepsilon_0 = 0 \); the second one is to choose \( \varepsilon_0 \) such that \( p_0 = 1/t \). The first scheme works only if the lifetime of the solution path remains greater than \( t \) in the limit \( \varepsilon_0 \to 0^+ \); that is, if \( T(\lambda_0) \geq t \). If the first scheme does not work (that is, if \( T(\lambda_0) < t \), one needs to use the second scheme to achieve \( \varepsilon(t) = 0 \).

We now identify the set of points \( \lambda_0 \in \mathbb{C} \) such that \( T(\lambda_0) < t \). This set of points plays a crucial role in [13, 17]. For proof, see [13, Proposition 5.2].

Proposition 4.3. The set

\[
\Lambda_{x_0,t} = \{ \lambda_0 \in \mathbb{C} | T(\lambda_0) < t \}
\]
can be identified as
\[ \Lambda_{x_0,t} = \{ u_0 + iv_0 \in \mathbb{C} \mid |v_0| < v_{x_0,t}(u_0) \} \]
where \( v_{x_0,t} \) is defined in Definition 2.3(2). In particular, we can identify \( \Lambda_{x_0,t} \cap \mathbb{R} = \{ u_0 \in \mathbb{R} \mid v_{x_0,t}(u_0) > 0 \} \). Furthermore, we have \( \text{supp} \mu_{x_0} \subset \Lambda_{x_0,t} \).

For notational convenience, we also define \( \varepsilon_{t_0}(u_0 + iv_0) = v_{x_0,t}(u_0) \quad (4.6) \)
\[ p_1 = \int \frac{x d\mu_{x_0}(x)}{(u_0 - x)^2 + v_0^2 + \varepsilon_0}. \]
Note that \( \varepsilon_{t_0}^1(\lambda_0) > 0 \) for \( \lambda_0 \in \Lambda_{x_0,t} \) and \( \varepsilon_{t_0}(\lambda_0) = 0 \) for \( \lambda_0 \in \partial \Lambda_{x_0,t} \). Then we have the following solution at time \( t \).

**Proposition 4.4.** For initial conditions \( \lambda_0 \in \mathbb{C} \) and \( \varepsilon_0 > 0 \), denote by \( \lambda(t; \lambda_0, \varepsilon_0) \) and \( \varepsilon(t; \lambda_0, \varepsilon_0) \) the solution to system \((4.1)\) at time \( t \).

1. If \( \lambda_0 \in \Lambda_{x_0,t}^c \), then \( t_*(\lambda_0, \varepsilon_0) > t \) for all \( \varepsilon_0 > 0 \), and

\[
\lim_{\varepsilon_0 \to 0^+} \lambda(t; \lambda_0, \varepsilon_0) = \lambda_0 - t \int \frac{d\mu_{x_0}(x)}{\lambda_0 - x} \\
\lim_{\varepsilon_0 \to 0^+} \varepsilon(t; \lambda_0, \varepsilon_0) = 0.
\]

2. If \( \lambda_0 \in \Lambda_{x_0,t} \), then \( \varepsilon_{t_0}^1(\lambda_0) > 0 \) and \( t_*(\lambda_0, \varepsilon_{t_0}^1(\lambda_0)) = t \). Furthermore, we have

\[
\lim_{\varepsilon_0 \to \varepsilon_{t_0}^1(\lambda_0)^+} \lambda(t; \lambda_0, \varepsilon_0) = tp_1 + 2iv_0 \\
\lim_{\varepsilon_0 \to \varepsilon_{t_0}^1(\lambda_0)^+} \varepsilon(t; \lambda_0, \varepsilon_0) = 0.
\]

**Proof.** Points 1 and 2 are Propositions 4.7 and 4.5 in [13] respectively. The choice \( \varepsilon_{t_0}^1(\lambda_0) \) can be found in Section 7.3 of [13], right before Lemma 7.7. \( \square \)

5. THE BROWN MEASURE OF \( x_0 + i\sigma_t \)

5.1. The domain. Define the holomorphic map

\[ H_{x_0,-t}(z) = z - tG_{x_0}(\lambda_0), \quad \lambda_0 \not\in \text{supp} \mu_{x_0} \quad (5.1) \]

and

\[ \Omega_{x_0,t} = [H_{x_0,-t}(\Lambda_0^c)]^c. \]
We note that the notation \( H_{x_0,-t} \) is consistent with the one in Definition 2.3(1). We will show in the later section that, as in [13], the Brown measure of \( x_0 + i\sigma_t \) has mass 1 on the open set \( \Omega_{x_0,t} \).

Most of the statements in the following theorem follow the same proof in [13, Proposition 5.5]. We only supply the proof for the statements that requires a new proof.

**Theorem 5.1.** The following statements hold.
(1) The function $H_{x_0, -t}$ is continuous and injective on $\Gamma_t$. (See Definition 2.3 for the definition of $\Gamma_t$.)

(2) Define the function $f_{x_0,t}: \mathbb{R} \to \mathbb{R}$ by

$$f_{x_0,t}(u_0) = \text{Re}[H_{x_0, -t}(u_0 + iv_{x_0, t}(u_0))].$$

Then at any point $u_0$ such that $v_{x_0, t}(u_0) > 0$, the function $f_{x_0, t}$ is differentiable and

$$0 < \frac{df_{x_0, t}}{du_0} < 2.$$

(3) The function $f_{x_0, t}$ is continuous and strictly increasing. It maps $\mathbb{R}$ onto $\mathbb{R}$. In particular, the inverse $f_{x_0, t}^{-1}$ of $f_{x_0, t}$ exists.

(4) Define the function

$$\varphi_{x_0, t}(u) = 2v_{x_0, t}(f_{x_0, t}^{-1}(u)), \quad u \in \mathbb{R}.$$  \hspace{1cm} (5.3)

Then $\varphi_{x_0, t}(u) \to 0$ as $|u| \to \infty$ and the map $H_{x_0, -t}$ maps the graph of $v_{x_0, t}$ to the graph of $\varphi_{x_0, t}$.

(5) The map $H_{x_0, -t}$ takes the region above the graph of $v_{x_0, t}$ onto the region above the graph of $\varphi_{x_0, t}$.

(6) The set $\Omega_{x_0, t}$ can be identified as

$$\Omega_{x_0, t} = \{ u + iv \in \mathbb{C} | \varphi_{x_0, t}(u) < 0 \}.$$

**Proof:** Points 1 and 2 follow the same proof as in [13 Proposition 5.5]. The argument in [13 Proposition 5.5] also shows that $f_{x_0, t}$ is continuous and strictly increasing. We now prove that $f_{x_0, t}$ maps $\mathbb{R}$ onto $\mathbb{R}$. We can write $f_{x_0, t}$ as

$$f_{x_0, t}(u_0) = u_0 - t \int \frac{u_0 - x}{(u_0 - x)^2 + v_t(u_0)^2} d\mu(x).$$

By the Cauchy–Schwarz inequality,

$$\left| \int \frac{u_0 - x}{(u_0 - x)^2 + v_t(u_0)^2} d\mu(x) \right|^2 \leq \int \frac{(u_0 - x)^2}{(u_0 - x)^2 + v_t(u_0)^2} d\mu(x) \int \frac{d\mu(x)}{(u_0 - x)^2 + v_t(u_0)^2} \leq \frac{1}{t}.$$

It follows that $\lim_{u_0 \to -\infty} f_{x_0, t}(u_0) = -\infty$ and $\lim_{u_0 \to \infty} f_{x_0, t}(u_0) = \infty$. Since $f_{x_0, t}$ is increasing, it maps $\mathbb{R}$ onto $\mathbb{R}$.

For Point 4, it is clear that $H_{x_0, -t}$ maps the graph of $v_{x_0, t}$ to the graph of a function $\varphi_{x_0, t}$ defined on the range of $f_{x_0, t}$ using the same formula in (5.3). To show that $\varphi_{x_0, t}(u) \to 0$ as $|u| \to \infty$, it suffices to show that $v_{x_0, t}(u_0) \to 0$ as $|u_0| \to \infty$ since $|f_{x_0, t}^{-1}(u)| \to \infty$ as $|u| \to \infty$. Suppose, on the contrary, that there exist $\delta > 0$ and a sequence $u_n \in \mathbb{R}$, such that $|u_n| \to \infty$ but $v_{x_0, t}(u_n) > \delta$ for all $n$. For all of these $u_n$, since $v_{x_0, t}(u_n) > \delta > 0$, we must have

$$\int \frac{d\mu_{x_0}(x)}{(u_n - x)^2 + \delta^2} \geq \frac{1}{t}.$$

Letting $n \to \infty$, by dominated convergence theorem, we have $0 \geq 1/t > 0$, which is a contradiction. Thus, $v_{x_0, t}(u_0) \to 0$ as $|u_0| \to \infty$. 

Finally, Points 5 and 6 follow the same proof as in [13, Proposition 5.5].

5.2. Surjectivity. We can write $f_{x_0,t}$ into the form

$$f_{x_0,t}(u_0) = \text{Re}[H_{x_0,-t}(u_0 + iv_{x_0,t}(u_0))] = t \int \frac{x \, d\mu_{x_0}(x)}{(u_0 - x)^2 + v_{x_0,t}(u_0)^2}. \quad (5.4)$$

Denote by $\lambda(t; \lambda_0, \varepsilon_0)$ and $\varepsilon(t; \lambda_0, \varepsilon_0)$ be the solution of (4.1), with initial conditions $\lambda_0, \varepsilon_0$. By (5.4) and Proposition 4.4, for any $\lambda_0 + iv_0 \in \Lambda_{x_0,t}$,

$$\lim_{\varepsilon_0 \to \varepsilon_0^+(\lambda_0)} \lambda(t; \lambda_0, \varepsilon_0) = f_{x_0,t}(u_0) + 2iv_0, \quad (5.5)$$

which is in $\Omega_{x_0,t}$ since $2|v_0| < \varphi_{x_0,t}(f_{x_0,t}(u_0))$, by Point 4 of Theorem 5.1. The following theorem shows that every point in $\Omega_{x_0,t}$ can be obtained from $\Lambda_{x_0,t}$ through the formula (5.5). The proof in [13, Theorem 7.3] still works for our case.

**Theorem 5.2.** Let

$$U_t(u_0 + iv_0) = f_{x_0,t}(u_0) + 2iv_0, \quad u_0 + iv_0 \in \Lambda_{x_0,t}$$

which is the same as the formula (5.5). Then we have the following results.

1. The map $U_t$ extends continuously to $\overline{\Lambda_{x_0,t}}$. This extension is the unique continuous map of $\overline{\Lambda_{x_0,t}}$ into $\overline{\Omega_{x_0,t}}$ that agrees with $H_{x_0,-t}$ on $\partial \Lambda_{x_0,t}$ and maps each vertical segment in $\Lambda_{x_0,t}$ linearly to a vertical segment in $\Omega_{x_0,t}$.

2. The map $U_t$ is a homeomorphism from $\Lambda_{x_0,t}$ onto $\Omega_{x_0,t}$.

The following proposition gives bounds on the real parts of points in $\Omega_{x_0,t}$.

**Proposition 5.3.** Let $M = \sup \text{supp}(\mu)$ and $m = \inf \text{supp}(\mu)$. Then every point $\lambda \in \overline{\Omega_{x_0,t}}$ satisfies

$$m < \text{Re} \lambda < M.$$ 

**Proof:** The proof of [13, Proposition 7.4] works for this proposition. The difference from [13, Proposition 7.4] is that $M$ and $m$ may not be both finite — could be one infinite and one finite, or both infinite. □

5.3. The Brown measure computation. In this section, we compute the Brown measure of $x_0 + i\sigma_t$ by taking the Laplacian of $S$ in $\Omega_{x_0,t}$. By the definition of Brown measure (See Section 2.3), the Laplacian is in distributional sense. The following regularity result tells us that we can indeed take the ordinary Laplacian to compute the density of the Brown measure. The proof can be found in [13, Proposition 7.5]

**Proposition 5.4.** Define the function $\tilde{S}$ by

$$\tilde{S}(t, \lambda, z) = S(t, \lambda, z^2) \quad (5.6)$$

for $z > 0$. Then for any $t > 0$ and $\lambda^* \in \Omega_{x_0,t}$, the function

$$(\lambda, z) \mapsto \tilde{S}(t, \lambda, z)$$

extends to a real analytic function in a neighborhood of $(\lambda^*, 0)$ in $\mathbb{C} \times \mathbb{R}$. 

Combining (5.7) and (5.8), we have

\[
L \tilde{S}(t, \lambda, \sqrt{\varepsilon})
\]

where \( \tilde{S} \) is defined in (5.6). The computation of the Laplacian \( s_t \) is the same as in [13]. Since the computation of the Laplacian is crucial for the computation of the Brown measure, for completeness, we also include the computation of the Laplacian here.

Write \( \lambda(t; \lambda_0, \varepsilon_0) \) be the solution of the system (4.1) with initial conditions \( \lambda_0 \) and \( \varepsilon_0 \). By (5.5) and Theorem 5.2 for any \( \lambda = u + iv \in \Lambda_{x_0,t}, \lambda_0 = u_0 + iv_0 = U^{-1}_t(\lambda) \) satisfies

\[
\lim_{\varepsilon_0 \to \varepsilon_0^+} \lambda(t; \lambda_0, \varepsilon_0) = \lambda.
\]

Then, by Propositions 4.1 and 5.4 for any \( \lambda = u + iv \in \Omega_{x_0,t} \),

\[
\frac{\partial}{\partial u} s_t(\lambda) = \lim_{\varepsilon_0 \to 0^+} \frac{\partial}{\partial u} \tilde{S}(t, \lambda, \varepsilon) = \lim_{\varepsilon_0 \to \varepsilon_0^+} p_u(t) = \lim_{\varepsilon_0 \to \varepsilon_0^+} p_{u,0}.
\]

Using (4.2), (5.4), and Proposition 4.12.

\[
\lim_{\varepsilon_0 \to \varepsilon_0^+} p_{u,0} = \int \frac{2(u_0 - x) d\mu_{x_0}(x)}{(u_0 - x)^2 + v_{x_0,t}(u_0)^2} = \frac{2u_0}{t} - \frac{2}{t} \cdot \int \frac{x d\mu_{x_0}(x)}{(u_0 - x)^2 + v_{x_0,t}(u_0)^2} = \frac{2f_{x_0,t}^{-1}(u)}{t} - \frac{2u}{t}.
\]

Hence, we have

\[
\frac{\partial s_t}{\partial u} = \frac{2f_{x_0,t}^{-1}(u)}{t} - \frac{2u}{t}, \quad \lambda = u + iv \in \Omega_{x_0,t}. \tag{5.7}
\]

Similarly, since \( v = 2v_0 \) by (5.5), for all \( \lambda = u + iv \in \Omega_{x_0,t} \),

\[
\frac{\partial}{\partial v} s_t(\lambda) = \lim_{\varepsilon_0 \to \varepsilon_0^+} p_{v,0} = \int \frac{2v_0 d\mu_{x_0}(x)}{(u_0 - x)^2 + v_{x_0,t}(u_0)^2} = \frac{v}{t}. \tag{5.8}
\]

Combining (5.7) and (5.8), we have

\[
\Delta s_t(\lambda) = \frac{2}{t} \frac{d}{du} f_{x_0,t}^{-1}(u) - \frac{1}{t} = \frac{2}{t} \left( \frac{d}{du} f_{x_0,t}^{-1}(u) - \frac{1}{2} \right).
\]

We arrive at the Brown measure of \( x_0 + i\sigma_t \) as well as a push-forward result of the Brown measure.

**Theorem 5.5.** The open set \( \Omega_{x_0,t} \) is a set of full measure for the Brown measure of \( x_0 + i\sigma_t \). The Brown measure is absolutely continuous with a strictly positive density \( w_t \) on the open set \( \Omega_{x_0,t} \) by

\[
w_t(\lambda) = \frac{1}{2\pi t} \left( \frac{d}{du} f_{x_0,t}^{-1}(u) - \frac{1}{2} \right), \quad \lambda = u + iv \in \Omega_{x_0,t}.
\]
In particular, the density $w_t$ is constant along vertical segments inside $\Omega_{x_0,t}$. Moreover, the push-forward of the Brown measure of $x_0 + i\sigma_t$ by

$$Q_t(u + iv) = 2f_{x_0,t}^{-1}(u) - u, \quad u + iv \in \Omega_{x_0,t}$$

is the law of $x_0 + \sigma_t$.

**Proof.** These results follow from the same proof as for Theorems 7.9 and 8.2 of [13] since Biane’s Theorem (Theorem 2.4) on the free convolution with a semicircular variable holds for unbounded self-adjoint random variable $x_0 \in \mathcal{A}^\Delta$. □

Theorem 8.2 of [13] also establishes a push-forward property of the Brown measure of $x_0 + i\sigma_t$ to the Brown measure of $x_0 + c_t$ where $c_t$ is the circular variable with variance $t$. We have not computed the Brown measure of $x_0 + c_t$ for unbounded $x_0$. We will establish this analogous push-forward result to $x_0 + c_t$ in the next section.

### 6. The Brown Measure of $x_0 + c_{\alpha,\beta}$

Recall that an elliptic variable has the form

$$c_{\alpha,\beta} = \tilde{\sigma}_\alpha + i\sigma_\beta$$

where $\tilde{\sigma}_\alpha$ and $\sigma_\beta$ are free semicircular random variables with variances $\alpha$ and $\beta$ respectively. Given any self-adjoint $a \in \mathcal{A}$, let

$$\Lambda_{a,s} = \{ u + iv \in \mathbb{C} | |v| < v_{a,s}(u) \},$$

where $v_{a,s}$ is defined in Definition 2.3(2). We note that this definition of $\Lambda_{a,s}$ is consistent with the notation in the previous section by Proposition 4.3.

In this section, we study the Brown measure of $x_0 + c_{\alpha,\beta}$, where $x_0 \in \mathcal{A}^\Delta$ is self-adjoint, and $\alpha \geq 0$ (the case $\alpha = 0$ agrees with the one computed in Theorem 5.5). The computation in [16] relies only on the computations of holomorphic functions; the compactness of the support of $\mu_{x_0}$ in [16] does not play a role (since the computation of the holomorphic maps can be restricted to a Stolz angle). The Brown measure computation of [16] can be automatically carried over to the unbounded self-adjoint $x_0$.

We start by a few notations; these notations are well-defined for $a \in \mathcal{A}$. Later we will apply these notations to $x_0 \in \mathcal{A}^\Delta$ since the Brown measure of $x_0 + c_{\alpha,\beta}$ is defined only for $x_0 \in \mathcal{A}^\Delta$ but not for $x_0 \in \mathcal{A}$. More discussions can be found in Proposition 3.6 of [16].

**Definition 6.1.** (1) Given any self-adjoint $a \in \mathcal{A}$ and $r \in \mathbb{R}$. Define

$$H_{a,r}(z) = z + rG_a(z), \quad z \notin \sigma(a).$$

This definition is consistent with (2.1), when $r > 0$, and consistent with (5.1), when $r < 0$. Furthermore, $H_{a,r}$ is an injective conformal map on $\mathcal{N}_{a,|r|}'$.

(2) Let $a \in \mathcal{A}$ be self-adjoint. Also let $\alpha \geq 0$ and $\beta > 0$ and write $s = \alpha + \beta$. Define $f_{a,\alpha,\beta} : \mathbb{R} \to \mathbb{R}$ by

$$f_{a,\alpha,\beta}(u) = \text{Re}[H_{\alpha,\beta}(u + iv_{x_0,s}(u))].$$
This function is strictly increasing and is a homeomorphism onto \( \mathbb{R} \). Furthermore, \( f_0'_{a,\alpha,\beta}(u) > 0 \) for all \( u \in \Lambda_{a,s} \cap \mathbb{R} \).

(3) Let \( \alpha > 0 \) and \( \beta > 0 \) and write \( s = \alpha + \beta \). Define
\[
\varphi_{x_0,\alpha,\beta}(u) = 2\beta v_{a,s}(f_{x_0,\alpha,\beta}^{-1}(u))/s
\]
and
\[
\Omega_{x_0,\alpha,\beta} = \{ u + iv \in \mathbb{C} \mid |v| < \varphi_{x_0,\alpha,\beta}(u) \}.
\]

By Definition 3.1 and Proposition 3.6 of [16], \( \Omega_{x_0,\alpha,\beta} = [H_{x_0,\alpha-\beta}(\Lambda_{x_0,s}^c)]^c \).

Remark that \( \varphi_{x_0,0,t} = \varphi_{x_0,t} \), which is defined in Theorem 5.1(4).

We will see that \( \Omega_{x_0,\alpha,\beta} \) is an open set of full measure with respect to the Brown measure of \( x_0 + c_{\alpha,\beta} \).

Remark 6.2. The author uses a different parametrization for the elliptic variable in [16]. In [16] the elliptic variable is parametrized using \( s \) and \( t \) by \( \tilde{\sigma}_{s-t/2} + i\tilde{\sigma}_{t/2} \). The parametrization in [16] is motivated by [15]. In this paper, the parametrization is a linear transformation of the one in [16], by \( \alpha = s - t/2 \) and \( \beta = t/2 \).

If we apply Theorem 5.5 to compute the Brown measure of \( x_0 + c_{\alpha,\beta} = x_0 + \tilde{\sigma}_{\alpha} + i\tilde{\sigma}_{\beta} \), the Brown measure is written in terms of the law of \( x_0 + \tilde{\sigma}_{\alpha} \). The key to write the Brown measure in terms of \( x_0 \) is the following proposition in [16].

**Proposition 6.3** (Theorem 3.4 of [16]). Let \( a = x_0 + \tilde{\sigma}_{\alpha} \). Then, by writing \( f_{x_0,\alpha,\beta}(u_0) = u \), we have
\[
f_{a,\beta}^{-1}(u) = u + \beta \int \frac{(u_0 - x) d\mu_{x_0}(x)}{(u_0 - x)^2 + v_{x_0,s}(u_0)^2}, \quad u \in \mathbb{R}.
\]

We are ready to state the main result in this case.

**Theorem 6.4.** The Brown measure of \( x_0 + c_{\alpha,\beta} \) is absolutely continuous with respect to the Lebesgue measure on the plane. The open set \( \Omega_{\alpha,\beta} \) is a set of full measure of the Brown measure. The density of the Brown measure on \( \Omega_{\alpha,\beta} \) is given by
\[
w_{\alpha,\beta}(u + iv) = \frac{1}{4\pi\beta} \left( 1 + 2\beta \frac{d}{du} \int \frac{(u_0 - x) d\mu_{x_0}(x)}{(u_0 - x)^2 + v_{x_0,s}(u_0)^2} \right), \quad u + iv \in \Omega_{\alpha,\beta},
\]
where \( f_{x_0,\alpha,\beta}(u_0) = u \). The density is strictly positive and constant along the vertical segments in \( \Omega_{x_0,\alpha,\beta} \).

Remark 6.5. If \( \alpha = 0 \) and \( \beta = t \), then Proposition 6.3 implies that
\[
w_{\alpha,\beta}(u + iv) = \frac{1}{4\pi t} \left( 1 + 2 \frac{d}{du} (f_{x_0,t}^{-1}(u) - u) \right) = \frac{1}{2\pi t} \left( \frac{d}{du} f_{x_0,t}^{-1}(u) - \frac{1}{2} \right),
\]
giving the density of the Brown measure of \( x_0 + i\sigma_t \).

When \( x_0 \in \mathcal{A} \) is a bounded self-adjoint random variable, the Brown measure of \( x_0 + c_t \) is computed in [17]. The following corollary computes the Brown measure of \( x_0 + c_t \) for possibly-unbounded self-adjoint \( x_0 \in \mathcal{A} \). The highlights are, as in [17], the Brown measure has full measure on the open set \( \Lambda_{x_0,t} \), and the density can be written as terms of the derivative of the function \( \psi_{x_0,t} \) in Theorem 2.4(3).
Corollary 6.6. The Brown measure of \( x_0 + c_t \) is absolutely continuous with respect to the Lebesgue measure on the plane. The open set \( \Lambda_{x_0,t} \) is a set of full measure of the Brown measure. The density on \( \Lambda_{x_0,t} \) has the form

\[
w_{t/2,t/2}(u + iv) = \frac{1}{2\pi t} \frac{d\psi_{x_0,t}}{du} = \frac{1}{\pi t} \left( 1 - \frac{t}{2} \frac{d}{du} \int \frac{x \, d\mu_{x_0}(x)}{(u - x)^2 + v_{x_0,t}(u)^2} \right), \quad u + iv \in \Lambda_{x_0,t},
\]

where \( \psi_{x_0,t} \) is defined in Theorem 2.4. The density is strictly positive and constant along the vertical segments in \( \Lambda_{x_0,t} \).

**Proof.** Take \( \alpha = \beta = t/2 \) in Theorem 6.4. Then, \( \alpha + \beta = t \) and \( 2\beta/(\alpha + \beta) = 1 \), so that \( f_{x_0,\alpha,\beta} \) is the identity map, and

\[
\Omega_{x_0,t/2,t/2} = \{ u + iv \in \mathbb{C} | |v| < v_{x_0,t}(u) \} = \Lambda_{x_0,t}.
\]

Then we can compute the density using the formula in Theorem 6.4

\[
w_{t/2,t/2}(u + iv) = \frac{1}{2\pi t} \left( 1 + i \frac{d}{du} \int \frac{(u - x) \, d\mu_{x_0}(x)}{(u - x)^2 + v_{x_0,t}(u)^2} \right)
= \frac{1}{2\pi t} \frac{d\psi_{x_0,t}}{du}, \quad u + iv \in \Lambda_{x_0,t};
\]

the last equality follows from the definition of \( \psi_{x_0,t}(u) = H_{x_0,t}(u + iv_{x_0,t}(u)) \).

By Definition 2.3 of \( v_{x_0,t} \), we have

\[
\int \frac{(u - x) \, d\mu_{x_0}(x)}{(u - x)^2 + v_{x_0,t}(u)^2} = \frac{u}{t} - \int \frac{x \, d\mu_{x_0}(x)}{(u - x)^2 + v_{x_0,t}(u)^2}.
\]

The other claimed formula of \( w_t \) follows from a straightforward algebraic computation. \( \square \)

The following corollary establishes the push-forward properties between the Brown measure of \( x_0 + c_{\alpha,\beta} \), the Brown measure of \( x_0 + c_s \), and the law of \( x_0 + \sigma_t \), where \( s = \alpha + \beta \) is the total variance of the elliptic variable \( c_{\alpha,\beta} \).

**Corollary 6.7.** Write \( s = \alpha + \beta \). Let \( U_{\alpha,\beta} : \Lambda_{x_0,s} \to \Omega_{x_0,\alpha,\beta} \) be defined by

\[
U_{\alpha,\beta}(u + iv) = f_{x_0,\alpha,\beta}(u) + i \frac{2\beta v}{s}.
\]

Then \( U_{\alpha,\beta} \) extends to a homeomorphism from \( \Lambda_{x_0,s} \) to \( \Omega_{\alpha,\beta} \) and agrees with \( H_{x_0,\alpha-\beta} \) on the boundary of \( \Lambda_{x_0,s} \). Furthermore, the following push-forward properties hold:

1. The push-forward of the Brown measure of \( x_0 + c_s \) under the map \( U_{\alpha,\beta} \) is the Brown measure of \( x_0 + c_{\alpha,\beta} \).
2. The push-forward of the Brown measure of \( x_0 + c_{\alpha,\beta} \) by the map

\[
Q_{\alpha,\beta}(u + iv) = \begin{cases} 
\frac{1}{\alpha - \beta} [su - 2\beta f_{x_0,\alpha,\beta}^{-1}(u)], & \text{if } \alpha \neq \beta \\
H_{x_0,s}(u + iv_{x_0,s}(u)), & \text{if } \alpha = \beta = s/2.
\end{cases}
\]

is the law of \( x_0 + \sigma_s \).
Remark 6.8. Write \( u = f_{x_0,\alpha,\beta}(u_0) \). When \( \alpha \neq \beta \), we can compute that

\[
Q_{\alpha,\beta}(u + iv) = u_0 + s \int \frac{(u_0 - x) d\mu_{x_0}(x)}{(u_0 - x)^2 + v_{x_0,s}(u_0)^2} = H_{x_0,s}(u_0 + iv_{x_0,s}(u)).
\]

If \( \alpha = \beta = s/2 \), then \( u = u_0 \) and the above equation reduces to \( H_{x_0,s}(u + iv_{x_0,s}(u)) \), which is the definition of \( Q_{\alpha,\beta} \) when \( \alpha = \beta = s/2 \).

Proof. That \( U_{\alpha,\beta} \) extends to a homeomorphism from \( \Lambda_{x_0,s} \) to \( \Omega_{\alpha,\beta} \) and agrees with \( H_{x_0,\alpha-\beta} \) on the boundary of \( \Lambda_{x_0,s} \) follows from the proof of Proposition 4.2 of \[16\].

For \( \alpha \neq \beta \), the proof follows from the one given for Theorem 4.1 of \[16\]. For the case \( \alpha = \beta = s/2 \), the proof follows from the one given for Theorem 3.13 of \[17\]. \( \square \)

Using the push-forward property in Point 1 of Corollary 6.7, we can express the density of the Brown measure of \( x_0 + c_{\alpha,\beta} \) in terms of the density of the Brown measure of \( x_0 + c_s \), if \( \alpha + \beta = s \).

Corollary 6.9. For any \( r = 2\beta/s \), by writing \( u + iv = U_{\alpha,\beta}(u_0 + iv_0) \) for all \( u_0 + iv_0 \in \Lambda_{x_0,s} \), we have

\[
w_{\alpha,\beta}(u + iv) = \frac{1}{r} \frac{w_{s/2,s/2}(u_0 + iv_0)}{r + 2\pi(1 - r)s \cdot w_{s/2,s/2}(u_0 + iv_0)}.
\]

Proof. This follows from a direct computation of integration of substitution using Corollary 6.7. Interested readers are referred to the proof of Corollary 4.3 of \[16\]. \( \square \)

Figure 2 shows a visualization of the map \( U_{\alpha,\beta} \) with \( \alpha = 1/8 \) and \( \beta = 7/8 \).
the right hand side by looking at the second derivative of \( f_{x_0,\alpha,\beta} \). If \( f''_{x_0,\alpha,\beta} > 0 \) on an interval \( I \), then the spacing between the image of the vertical lines in \( \Lambda_{x_0,s} \) is increasing on \( I \). Since the push-forward of the Brown measure of \( x_0 + c_s \) by \( U_{\alpha,\beta} \) is the Brown measure of \( x_0 + c_{\alpha,\beta} \), this proposition describes how mass is transferred under this push-forward map — whether the mass is “squeezed” or “stretched” (relative to the total mass on \( \Omega_{x_0,\alpha,\beta} \)). More precisely, the mass of

\[
\{ u_0 + iv_0 \in \Lambda_{x_0,s} \mid a \leq u_0 \leq b \}
\]

with respect to the Brown measure \( x_0 + c_s \) is transferred to the set

\[
\{ u + iv \in \Omega_{x_0,\alpha,\beta} \mid f_{x_0,\alpha,\beta}(a) \leq u \leq f_{x_0,\alpha,\beta}(b) \}.
\]

If \( f''_{x_0,\alpha,\beta} < 0 \) on \((a, b)\) and \( f''_{x_0,\alpha,\beta} > 0 \) on \((b, c)\), then the push-forward map \( U_{\alpha,\beta} \) “squeezes” the mass towards the vertical line intersecting \( b \). Similarly, if \( f''_{x_0,\alpha,\beta} > 0 \) on \((a, b)\) and \( f''_{x_0,\alpha,\beta} < 0 \) on \((b, c)\), then the push-forward map \( U_{\alpha,\beta} \) “stretches” the mass away from the vertical line intersecting \( b \).

**Proposition 6.10.** Writing \( s = \alpha + \beta \), we have

\[
f''_{x_0,\alpha,\beta}(u_0) = 2\pi(\alpha - \beta)w'_{s/2,s/2}(u_0) = \frac{\alpha - \beta}{s}\psi''_{x_0,s}(u_0)
\]

for all \( u_0 \in \Lambda_{x_0,s} \cap \mathbb{R} \), where \( \psi_{x_0,s}(u_0) = H_{x_0,s}(u_0 + iv_{x_0,s}(u_0)) \) is defined in Theorem 2.4.

**Proof.** Using the formula

\[
f_{x_0,\alpha,\beta}(u_0) = u_0 + (\alpha - \beta) \int \frac{(u_0 - x) d\mu_{x_0}(x)}{(u_0 - x)^2 + v_{x_0,s}(u_0)^2} = u_0 + \frac{\alpha - \beta}{s}(\psi_{x_0,s}(u_0) - u_0),
\]

we have

\[
f''_{x_0,\alpha,\beta}(u_0) = \frac{\alpha - \beta}{s}\psi''_{x_0,s}(u_0).
\]

The other formula for \( f''_{x_0,\alpha,\beta} \) follows from \( \psi'_{x_0,s}(u_0) = 2\pi sw_{s/2,s/2}(u_0) \) by Corollary 6.6.

\[ \square \]

**7. Examples: Cauchy Case**

In this section, we compute the Brown measures of \( x_0 + c_{\alpha,\beta} \) where \( x_0 \) has the Cauchy distribution

\[
d\mu_{x_0}(x) = \frac{1}{\pi} \frac{dx}{1 + x^2}.
\]

Since the density of \( \mu_{x_0} \) has polynomial decay at \( \pm \infty \), \( x_0 \in \mathcal{A}^\Delta \), so does \( x_0 + c_{\alpha,\beta} \in \mathcal{A}^\Delta \). We first compute the Brown measure of \( x_0 + c_t \); the computation in the process is also useful for the computation of the Brown measure of \( x_0 + c_{\alpha,\beta} \).

Lastly, we compute the Brown measure of \( x_0 + i\sigma_t \) by putting \( \alpha = 0 \) and \( \beta = t \) to the Brown measure of \( x_0 + c_{\alpha,\beta} \).
7.1. Adding a circular variable. In this section, we compute the Brown measure of $x_0 + c_t$ as in the following theorem. Some of the computations will be used again when we compute the Brown measure of $x_0 + c_{\alpha, \beta}$.

Theorem 7.1. When $x_0$ is Cauchy distributed, the boundary of the domain $\Lambda_{x_0, t}$ has the form

$$\partial \Lambda_{x_0, t} = \left\{ u \pm iv \mid u^2 = \frac{1}{v} (1 + v)(t - v - v^2), v > 0 \right\}. \quad (7.1)$$

The upper boundary $(\partial \Lambda_{x_0, t}) \cap (C^+ \cup \mathbb{R})$ of $\Lambda_{x_0, t}$ is the graph of a positive unimodal function with peak $\frac{1 + \sqrt{1 + 4t^2}}{2}$ at 0. The Brown measure of $x_0 + c_t$ has full measure on $\Lambda_{x_0, t}$, with density $w_{t/2, t/2}(\lambda) = \frac{1}{2\pi t (1 + v)(t + 2v^2(1 + v))}$ where $v = v_{x_0, t}(u)$.

Remark 7.2. As $|u| \to \infty$, the density $w_1(u)$ does not approach 0. In fact, as $|u| \to \infty$, $v_{x_0, t}(u) \to 0$, so $w_t(u)$ approaches $1/(2\pi t)$. The density $w_t(\lambda)$ on $\Lambda_{x_0, t}$ still defines a probability measure because the function $v_{x_0, t}(u) \approx t/u^2$ as $|u| \to \infty$.

Figure 3 plots the eigenvalue simulation of $x_0 + c_t$, the density of the Brown measure of $x_0 + c_t$, as well as the function $w_t(u)$ for $u \in \mathbb{R}$ at $t = 1$.

![Figure 3](image)

We start by computing the function $v_{x_0, t}(u)$, then we compute the derivative of $\psi_{x_0, t}$ (See Theorem 2.4 for definition of $\psi_{x_0, t}$).

Lemma 7.3. For each $u \in \mathbb{R}$, $v_{x_0, t}(u)$ is the unique positive number $v$ satisfying

$$u^2 = \frac{1}{v} (1 + v)(t - v - v^2). \quad (7.2)$$
Thus, $u$ and $dv_{x_0,t}/du$ have opposite sign; in particular, $v_{x_0,t}$ is unimodal with peak at 0, and $v_{x_0,t}(0) = \frac{-1 + \sqrt{1 + 4t}}{2}$.

**Proof.** Let $u \in \mathbb{R}$. We can compute (computer software such as Mathematica could be helpful) that

$$1 = \int \frac{d\mu_{x_0}(x)}{(u - x)^2 + v_{x_0,t}(u)^2} = \frac{1 + v_{x_0,t}(u)}{v_{x_0,t}(u)(u^2 + (1 + v_{x_0,t}(u))^2)},$$

so that

$$u^2 = \frac{1}{v_{x_0,t}(u)}[1 + v_{x_0,t}(u)][t - v_{x_0,t}(u) - v_{x_0,t}(u)^2].$$

This proves (7.2).

Differentiating both sides of (7.2) with respect to $u$, we have

$$2u = \left(-\frac{t}{v_{x_0,t}(u)^2} - 2(1 + v_{x_0,t}(u))\right)\frac{dv_{x_0,t}}{du} \quad (7.3)$$

which shows $u$ and $dv_{x_0,t}/du$ have opposite sign since we must have $-t/v_{x_0,t}(u) - 2(1 + v_{x_0,t}(u)) < 0$. It follows that $dv_{x_0,t}/du < 0$ for $u > 0$ and $dv_{x_0,t}/du > 0$ for $u < 0$, proving $v_{x_0,t}$ is unimodal with peak at 0. The value $v_{x_0,t}(0)$ comes from solving the equation (7.2) at $u = 0$.

**Proposition 7.4.** We have

$$\frac{dv_{x_0,t}}{du} = \frac{t + 4v^2(1 + v)^2}{(1 + v)(t + 2v^2(1 + v))},$$

where $v = v_{x_0,t}(u)$.

**Proof.** Since

$$\frac{1 + v}{v(u^2 + (1 + v)^2)} = \int \frac{d\mu_{x_0}(x)}{(u - x)^2 + v_{x_0,t}(u)^2} = \frac{1}{t},$$

we can compute (again, computer software could be useful)

$$\psi_{x_0,t}(u) = u + t \int \frac{(u - x) d\mu_{x_0}(x)}{(u - x)^2 + v_{x_0,t}(u)^2} = u + t \frac{u}{u^2 + (1 + v)^2} = u + \frac{uv}{1 + v}. \quad (7.4)$$

Using (7.2) and (7.3), we can compute the derivative

$$\frac{d}{du} \frac{uv}{1 + v} = \frac{v}{1 + v} + \frac{u}{(1 + v)^2} = \frac{v(\frac{-t + 2v(1 + v)^2}{(1 + v)(t + 2v^2(1 + v))})}$$

and so

$$\frac{dv_{x_0,t}}{du} = \frac{t + 4v^2(1 + v)^2}{(1 + v)(t + 2v^2(1 + v))},$$

completing the proof.

**Proof of Theorem 7.1.** By Proposition 4.3, $\Lambda_{x_0,t} = \{u + iv \in \mathbb{C} | |v| < v_{x_0,t}(u)\}$; thus, (7.1) and the description of the boundary of $\Lambda_{x_0,t}$ follow from (7.2).

The formula of the density of the Brown measure follows from Corollary 6.6 and Proposition 7.4.
7.2. **Adding an elliptic variable.** The main result about the Brown measure of $x_0 + c_{\alpha, \beta}$ is as follows.

**Theorem 7.5.** When $x_0$ is Cauchy distributed, the function $\varphi_{x_0, \alpha, \beta}$ in Definition 6.1(3) is unimodal with peak $\frac{\beta(1+\sqrt{1+4s})}{\beta^2 + (\beta^2 - 2b\beta - b^2s)}$ at $u = 0$. The boundary of the corresponding $\Omega_{x_0, \alpha, \beta}$ (See Definition 6.1(3)) has the form

$$\partial \Omega_{x_0, \alpha, \beta} = \left\{ u \pm ib \in \mathbb{C} \left| u^2 = \frac{(b\alpha + \beta^2)(4\beta^2 - 2b\beta - b^2s)}{b^2(2b\beta + b^2s)} \right. \right\}. \quad (7.6)$$

The function $b = \varphi_{x_0, \alpha, \beta}(u)$ has a decay of order $1/u^2$ as $|u| \to \infty$. The density of the Brown measure has the form

$$w_{\alpha, \beta}(\lambda) = \frac{1}{4\pi \beta} \frac{b^4 s^3 + 4b^3 s^2 \beta + 4b^2 s^2 \beta^2 + 4b \beta^4}{b^4 s^2 \alpha + 4b^3 s \alpha \beta + 4b^2 \alpha \beta^2 + 4b \beta^4 + 4 \beta^4}, \quad \lambda \in \Omega_{x_0, \alpha, \beta}$$

where $b = \varphi_{x_0, \alpha, \beta}(u)$.

**Remark 7.6.** The density $w_{\alpha, \beta}$ does not approach 0 as $u = \text{Re}(\lambda)$ approaches infinity. In fact, as $|u| \to \infty$, $\varphi_{x_0, \alpha, \beta}(u) \to 0$ and so

$$\lim_{|u| \to \infty} w_{\alpha, \beta}(u) = \frac{1}{4\pi \beta}.$$

Figure 4 plots an eigenvalue simulation of $x_0 + c_{\alpha, \beta}$, the density of the Brown measure of $x_0 + c_{\alpha, \beta}$, and the graph of the function $w_{\alpha, \beta}(u)$ for $u \in \mathbb{R}$ at $\alpha = 1/8$ and $\beta = 7/8$.
We start proving Theorem 7.5 by the following lemma which concerns the derivative of \( f_{x_0,\alpha,\beta} \).

**Lemma 7.7.** Let \( u = f_{x_0,\alpha,\beta}(u_0) \) for \( u_0 \in \mathbb{R} \). Then, by writing \( s = \alpha + \beta \) and \( v = v_{x_0,s}(u_0) \),

\[
\frac{du}{du_0} = \frac{(1 + v)(s^2 + 4\alpha v^2(1 + v)) - (\alpha - \beta)sv}{s(1 + v)(s + 2v^2(1 + v))}.
\]

**Proof.** Using a computation similar to (7.4), we have

\[
u = f_{x_0,\alpha,\beta}(u_0) = u_0 + (\alpha - \beta) \int \frac{(u_0 - x) d\mu_{x_0}(x)}{(u_0 - x)^2 + v^2} \tag{7.7}
\]

Then using (7.5) with \( s \) in place of \( t \) and \( u_0 \) in place of \( u \), we have

\[
\frac{du}{du_0} = 1 + \frac{\alpha - \beta}{s} \frac{v(-s + 2v(1 + v)^2)}{(1 + v)(s^2 + 4\alpha v^2(1 + v)) - (\alpha - \beta)sv}.
\]

The conclusion now follows from an algebraic computation. \( \square \)

**Lemma 7.8.** Let \( u = f_{x_0,\alpha,\beta}(u_0) \) for \( u_0 \in \mathbb{R} \). Then, by writing \( s = \alpha + \beta \) and \( v = v_{x_0,s}(u_0) \), we have

\[
\frac{d}{du} \int \frac{(u_0 - x) d\mu_{x_0}(x)}{(u_0 - x)^2 + v} = \frac{v(-s + 2v(1 + v)^2)}{(1 + v)(s^2 + 4\alpha v^2(1 + v)) - (\alpha - \beta)sv}.
\]

**Proof.** Using a computation similar to (7.4), we have

\[
\int \frac{(u_0 - x) d\mu_{x_0}(x)}{(u_0 - x)^2 + v} = \frac{1}{s} \frac{vu_0}{1 + v}.
\]

Thus, by a computation similar to (7.5) and Lemma 7.7,

\[
\frac{d}{du} \int \frac{(u_0 - x) d\mu_{x_0}(x)}{(u_0 - x)^2 + v} = \frac{1}{s} \frac{v(-s + 2v(1 + v)^2) du_0}{(1 + v)(s^2 + 4\alpha v^2(1 + v)) - (\alpha - \beta)sv},
\]

completing the proof. \( \square \)

**Proof of Theorem 7.5** First, the boundary of \( \Omega_{x_0,\alpha,\beta} \) is the image of the graph

\[
\{(u_0, v_{x_0,\alpha,\beta}(u_0)) | u_0 \in \mathbb{R}\}
\]

under the map \( U_{\alpha,\beta} \) (See (6.1)). By (7.2) and (7.7), if we write \( u = f_{x_0,\alpha,\beta}(u_0) \), then

\[
u^2 = \frac{(1 + v)(s - v - v^2)}{v} \left( 1 + \frac{\alpha - \beta}{s} \frac{v}{1 + v} \right)^2 = \frac{1}{s^2} \frac{s - v - v^2 (s + 2\alpha v^2)}{1 + v}
\]

where \( v = v_{x_0,\alpha,\beta}(u_0) \). The claimed formula of \( \partial \Omega_{x_0,\alpha,\beta} \) follows from the fact that \( b = \varphi_{x_0,\alpha,\beta}(u) = 2\beta v/s \). It is clear that \( \varphi_{x_0,\alpha,\beta}(u) \) has a decay of order 1/\( u^2 \) as \( |u| \to \infty \), because \( v \to 0 \) as \( |u| \to \infty \).
Recall from Theorem 7.1 that \( v_{x_0,s}(0) = \frac{-1 + \sqrt{1 + 4s}}{2} \). Since \( f_{x_0,\alpha,\beta}(0) = 0 \) by (7.7) and \( f_{x_0,\alpha,\beta} \) is strictly increasing, the function

\[
\varphi_{x_0,\alpha,\beta}(u) = \frac{2\beta v_{x_0,s}(u_0)}{s}
\]

is unimodal with peak \( \frac{2(-1 + \sqrt{1 + 4s})}{s} \) at 0.

By Theorem 6.4 and Lemma 7.8 we have

\[
w_{\alpha,\beta}(u + iv) = \frac{1}{4\pi\beta} \left( 1 + 2\beta \frac{d}{du} \int \frac{(u_0 - x) \mu_{x_0}(x)}{(u_0 - x)^2 + v_{x_0,s}(u_0)^2} \right)
= \frac{1}{4\pi\beta} \left( 1 + 2\beta \frac{v(-s + 2v(1 + v^2))}{(1 + v)(s^2 + 4\alpha^2 v^2 (1 + v)) - (\alpha - \beta)sv} \right)
= \frac{1}{4\pi\beta} \frac{b^4 s^3 + 4b^3 s^2 \beta + 4b^2 s \beta^2 + 4\beta^4}{b^4 s^2 \alpha + 4b^2 s \alpha \beta + 4b^2 \alpha \beta^2 + 4b \beta^3 + 4\beta^4}
\]

where we have used \( b = \varphi_{x_0,\alpha,\beta}(u) = (2\beta/s)v \).

We close this section by an example illustrating how mass is transformed by the push-forward under \( U_{\alpha,\beta} \) (See (6.1)), as proved in Proposition 6.10. By Proposition 6.10 and Theorem 7.1

\[
f''_{x_0,\alpha,\beta}(u_0) = 2\pi (\alpha - \beta) \left( w'_{s/2,s/2}(u_0) = (\alpha - \beta) \frac{4v(1 + v)(1 + 3v(1 + v))}{s(1 + v)^2(1 + 2v(1 + v))^2} \chi_0 \right.
\]

where \( v = v_{x_0,s}(u_0) \). Recall that \( v_{x_0,s}(u_0) \) is unimodal, \( dv/du_0 = 0 \) if and only if \( u_0 = 0 \). As an example, when \( s = 1 \), we can solve, by the relation of \( u_0 \) and \( v_{x_0,s}(u_0) \) in Lemma 7.2 that \( f''_{x_0,\alpha,\beta}(u_0) = 0 \) if and only if \( u_0 = 0 \) or \( u_0 = \pm \frac{3 + \sqrt{15}}{6} \approx \pm 2.56141 \).

The top diagram of Figure 5 shows vertical blue line segments inside \( \Lambda_{x_0,1} \). The spacing between the blue line segments is 0.25. The middle diagram of Figure 5 shows the corresponding vertical blue line segments after being mapped by \( U_{1/8,7/8} \); each blue line segment intersecting \( u_0 \in \mathbb{R} \) in the top diagram is mapped to a vertical line segment intersecting \( f_{x,0,1/8,7/8}(u_0) \) in the middle diagram. The bottom diagram plots the differences

\[
[f_{x_0,1/8,7/8}(u_0 + 0.05) - f_{x_0,1/8,7/8}(u_0)] - [f_{x_0,1/8,7/8}(u_0) - f_{x_0,1/8,7/8}(u_0 - 0.05)]
\]

for \( u_0 = 0.05k \) for \( k = 0, 1, \ldots, 120 \). Figure 5 agrees with the theoretical computation in the preceding paragraph. The spacings between the image of the vertical line segments with real part less than or equal 2.5 in the top diagram are increasing, as shown in the middle diagram, whereas the spacings between the image of the vertical line segments with real part greater than 2.5 in the top diagram are decreasing, as shown in the middle diagram. The bottom diagram also shows a sign change at a value slightly greater than 2.5.
7.3. Adding an imaginary multiple of semicircular variable. In this section, we take \( \alpha = 0 \) and \( \beta = t \) in Theorem 7.5 to obtain the Brown measure of \( x_0 + i\sigma_t \).

One significant simplification over the previous cases is that the function \( \varphi_{x_0,t} \), whose graph is the (upper) boundary of \( \Omega_{x_0,t} \), and the density \( w_t(u + iv) \) can be written explicitly in terms of \( u \), instead of \( v \).

**Theorem 7.9.** When \( x_0 \) has the Cauchy distribution, the domain \( \Omega_{x_0,t} \) has the form
\[
\Omega_{x_0,t} = \left\{ u + iv \in \mathbb{C} \left| |v| \leq \frac{4t}{\sqrt{u^2 + 1} + \sqrt{u^2 + 1 + 4t}} \right. \right\}.
\]

The density of the Brown measure of \( x_0 + i\sigma_t \) is given by
\[
w_t(\lambda) = \frac{4t}{4\pi t (1 + u^2)^{3/2}} \sqrt{u^2 + 1 + 4t}, \quad \lambda = u + iv \in \Omega_{x_0,t}.
\]

**Lemma 7.10.** When \( x_0 \) has the Cauchy distribution, the function \( \varphi_{x_0,t} \) defined in Theorem 7.1(4) can be computed as
\[
\varphi_{x_0,t}(u) = \frac{4t}{\sqrt{u^2 + 1} + \sqrt{u^2 + 1 + 4t}}, \quad u \in \mathbb{R}.
\]

**Proof.** By putting \( \alpha = 0 \) and \( \beta = t \) in (7.6), we get
\[
u^2 = \frac{t^2 (4t^2 - 2bt - b^2 t)}{bt^2 (bt + 2t)} = \frac{(4t - 2b - b^2)}{b(b + 2)}
\]

where \( b = \varphi_{x_0,t}(u) = \varphi_{x_0,t} \), as indicated in Definition 6.1. Thus, since \( \varphi_{x_0,t}(u) > 0 \), we can solve the above equation and get

\[
\varphi_{x_0,t}(u) = \frac{- \sqrt{u^2 + 1} + \sqrt{u^2 + 1 + 4t}}{\sqrt{u^2 + 1}} = \frac{4t}{\sqrt{u^2 + 1}(\sqrt{u^2 + 1} + \sqrt{u^2 + 1 + 4t})},
\]

completing the proof. \( \square \)

**Proof of Theorem 7.9.** The formula for \( \Omega_{x_0,t} \) follows directly from Lemma 7.10. To compute the density of the Brown measure, by Remark 6.5, we again put \( \alpha = 0 \) and \( \beta = t \) in Theorem 7.5, and get

\[
w_t(\lambda) = \frac{1}{4\pi t} \frac{4t^4 + 4tb^2(bt + 2t)^2}{4t^3(bt + t)} = \frac{1}{4\pi t} \frac{4t + b^2(b + 2)^2}{4t(b + 1)}, \quad \lambda \in \Omega_{x_0,t}.
\]

where \( b = \varphi_{x_0,t}(u) \). By putting in the formula of \( \varphi_{x_0,t}(u) \) in Lemma 7.10, we have

\[
w_t(\lambda) = \frac{1}{4\pi t} \frac{4t + (1 + u^2)^2}{(1 + u^2)^{3/2}\sqrt{u^2 + 1 + 4t}}, \quad \lambda = u + iv \in \Omega_{x_0,t}.
\]

The theorem is established. \( \square \)

In the case \( x_0 + i\sigma_t \), the density \( w_t(\lambda) \) is very explicit, in terms of \( u = \text{Re}(\lambda) \). It is not hard to see that

\[
\lim_{|u| \to \infty} w_t(u) = \frac{1}{4\pi t}.
\]

Recall that Figure 1 plots an eigenvalue simulation of \( x_0 + i\sigma_t \), the density of the Brown measure of \( x_0 + i\sigma_t \) and the function \( w_t(u) \) for \( u \in \mathbb{R} \) at \( t = 1 \). Figure 5 shows the plots of the Brown measure densities of \( x_0 + c_t \ (t = 1), \ x_0 + c_{\alpha,\beta} \ (\alpha = 1/8, \ beta = 7/8) \), and \( x_0 + + i \sigma_t \ (t = 1). It also shows the graphs of \( w_{\alpha,\beta}(u) \), \( u \in \mathbb{R} \), for comparison. Note that although we observe the trend from Figure 1 that \( w_{\alpha,\beta}(0) \) decreases as \( \beta \) increases while keeping \( \alpha + \beta = 1 \), we do not lose mass around vertical strips around the imaginary axis. The map \( U_{\alpha,\beta} \) indeed pushes mass towards the imaginary axis in a vertical strip including the origin, by the discussion in the last paragraph of Section 7.2.
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Figure 6. Left: Brown measure densities of $x_0 + c_1$ (top), $x_0 + c_1/8, 7/8$ (middle), and $x_0 + i\sigma_1$ (bottom). Right: Graphs of $w_{1/2, 1/2}$ (top), $w_{1/8, 7/8}$ (middle), and $w_1$ (bottom).
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