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Abstract. Let $G$ be a countable discrete amenable group which acts continuously on a compact metric space $X$ and let $\mu$ be an ergodic $G$–invariant Borel probability measure on $X$. For a fixed tempered Følner sequence $\{F_n\}$ in $G$ with $\lim_{n \to +\infty} \frac{|F_n|}{\log n} = \infty$, we prove the following variational principle:

$$h^B(G_\mu, \{F_n\}) = h_\mu(X, G),$$

where $G_\mu$ is the set of generic points for $\mu$ with respect to $\{F_n\}$ and $h^B(G_\mu, \{F_n\})$ is the Bowen topological entropy (along $\{F_n\}$) on $G_\mu$. This generalizes the classical result of Bowen in 1973.

1. Introduction

In 1973, Bowen [1] introduced a definition of topological entropy of subsets for $\mathbb{Z}$– or $\mathbb{N}$–action systems, which later on was known as the Bowen topological entropy. The idea comes from resembling the definition of Hausdorff dimension to dynamical system. This definition of entropy plays a key role in many aspects of ergodic theory and dynamical system, especially with the connection with dimension theory, statistical physics and multifractal analysis.

In that paper, Bowen proved the following results:

(A). Bowen topological entropy of the whole system equals to the usual topological entropy.

(B). If $\mu$ is an invariant Borel probability measure and $Y$ a subset with $\mu(Y) = 1$, then the Bowen topological entropy of $Y$ is bigger than the measure-theoretic entropy with respect to $\mu$.

(C). If in addition $\mu$ is ergodic, then the Bowen topological entropy of the set of generic points of $\mu$ is equal to the measure-theoretic entropy with respect to $\mu$.

It is nature to know whether the above results still hold for dynamical systems with more general group actions.

Let $G$ be a countable discrete infinite group with the unit $e_G$. $G$ is said to be amenable if there exists a sequence of finite subsets $\{F_n\}$ of $G$ which is asymptotically invariant, i.e.,

$$\lim_{n \to +\infty} \frac{|F_n \triangle gF_n|}{|F_n|} = 0, \text{ for all } g \in G.$$
Such sequences are called Følner sequences.

Throughout this paper, we let \((X, G)\) be a \(G\)--action topological dynamical system, where \(X\) is a compact metric space with metric \(d\) and \(G\) a countable discrete infinite amenable group acting on \(X\) continuously. Denote by \(M(X)\), \(M(X, G)\) and \(E(X, G)\) the collection of Borel probability measures, \(G\)-invariant Borel probability measures and ergodic \(G\)-invariant Borel probability measures on \(X\) respectively. Another equivalent definition for the group \(G\) to be amenable is that \(M(X, G)\) is non-empty when \(G\) acts continuously on every compact metric space \(X\). One may refer to Ornstein and Weiss [7] for more knowledge of amenable group actions.

Let \(h_{\text{top}}(X, G)\) be the topological entropy of \((X, G)\). For \(\mu \in M(X, G)\), let \(h_{\mu}(X, G)\) be the measure-theoretic entropy of \((X, G)\) with respect to \(\mu\). For a subset \(Y \subset X\) and a Følner sequence \(\{F_n\}\) in \(G\), let \(h_{B}^{\mu}(Y, \{F_n\})\) be the Bowen topological entropy of \(Y\). In section 2, we will give precise definitions of these entropies.

Recall that a Følner sequence \(\{F_n\}\) in \(G\) is said to be tempered (see Shulman [9]) if there exists a constant \(C\) which is independent of \(n\) such that
\[
|\bigcup_{k<n} F_k^{-1}F_n| \leq C|F_n|, \text{ for any } n.
\]

In [11], Bowen’s result (A) is proved to be true when the Følner sequence \(\{F_n\}\) is tempered and satisfying certain increasing condition. More precisely,

**Theorem 1.1** (Theorem 1.1 of [11]). Let \((X, G)\) be a compact metric \(G\)--action topological dynamical system and \(G\) a discrete countable amenable group, then for any tempered Følner sequence \(\{F_n\}\) in \(G\) with the increasing condition
\[
\lim_{n \to +\infty} \frac{|F_n|}{\log n} = \infty,
\]
\[
h_{\text{top}}^{B}(X, \{F_n\}) = h_{\text{top}}(X, G).
\]

In this paper, by using different approach of Bowen’s original proofs for \(\mathbb{Z}\)-actions, we will show that Bowen’s results (B) and (C) also hold under the same condition as in Theorem 1.1. The statements are the following.

**Theorem 1.2.** Let \((X, G)\) and \(\{F_n\}\) be as in Theorem 1.1 and \(\mu \in M(X, G)\). If \(Y \subset X\) and \(\mu(Y) = 1\), then \(h_{\mu}(X, G) \leq h_{\text{top}}^{B}(Y, \{F_n\})\).

**Theorem 1.3.** Let \((X, G)\) and \(\{F_n\}\) be as in Theorem 1.1 and \(\mu \in E(X, G)\). Let
\[
G_{\mu} = \{x \in X : \lim_{n \to \infty} \frac{1}{|F_n|} \sum_{g \in F_n} f(gx) = \int_X f d\mu, \text{ for any } f \in C(X)\},
\]
the set of generic points for \(\mu\) with respect to \(\{F_n\}\), then
\[
h_{\text{top}}^{B}(G_{\mu}, \{F_n\}) = h_{\mu}(X, G).
\]

We remark here that \(G_{\mu}\) depends on the choice of the Følner sequence \(\{F_n\}\) and \(G_{\mu}\) may be an empty set when \(\mu\) is non-ergodic. We also note that for the proof of Theorem 1.2 we use a non-ergodic version of Brin-Katok’s entropy formula (Theorem
and a variational principle for Bowen topological entropy in [11]. Theorem 1.2 also gives a lower bound for \( h_{\text{top}}^B(G, \mu, \{F_n\}) \) in Theorem 1.3. For the upper bound, we employ the ideas of Pfister and Sullivan [8].

2. Preliminaries

2.1. Topological entropy. Let \( \mathcal{U} \) be an open cover of \( X \) and let \( N(\mathcal{U}) \) denote the minimal cardinality of subcovers of \( \mathcal{U} \). The topological entropy of \( \mathcal{U} \) is

\[
h_{\text{top}}(G, \mathcal{U}) = \lim_{n \to +\infty} \frac{1}{|F_n|} \log N(\mathcal{U}^{F_n}),
\]

where \( \mathcal{U}^{F_n} = \bigvee_{g \in F_n} g^{-1}\mathcal{U} \). It is shown that \( h_{\text{top}}(G, \mathcal{U}) \) does not depend on the choice of the Følner sequences \( \{F_n\} \) (see [3]). The topological entropy of \( (X, G) \) is then defined by

\[
h_{\text{top}}(X, G) = \sup_{\mathcal{U}} h_{\text{top}}(G, \mathcal{U}),
\]

where the supremum is taken over all the open covers of \( X \).

2.2. Bowen topological entropy. For a finite subset \( F \) in \( G, \varepsilon > 0 \) and a point \( x \) in \( X \), we denote the Bowen ball associated to \( F \) with center \( x \) and radius \( \varepsilon \) by

\[
B_F(x, \varepsilon) = \{y \in X : d_F(x, y) < \varepsilon\} = \{y \in X : d(gx, gy) < \varepsilon, \text{ for any } g \in F\}.
\]

For \( Z \subseteq X, s \geq 0, N \in \mathbb{N}, \{F_n\} \) a Følner sequence in \( G \) and \( \varepsilon > 0 \), define

\[
\mathcal{M}(Z, N, \varepsilon, s, \{F_n\}) = \inf \sum_i \exp(-s|F_n|),
\]

where the infimum is taken over all finite or countable families \( \{B_{F_n}(x_i, \varepsilon)\} \) such that \( x_i \in X, n_i \geq N \) and \( \bigcup_i B_{F_n}(x_i, \varepsilon) \supseteq Z \). The quantity \( \mathcal{M}(Z, N, \varepsilon, s, \{F_n\}) \) does not decrease as \( N \) increases and \( \varepsilon \) decreases, hence the following limits exist:

\[
\mathcal{M}(Z, \varepsilon, s, \{F_n\}) = \lim_{N \to +\infty} \mathcal{M}(Z, N, \varepsilon, s, \{F_n\}), \mathcal{M}(Z, s, \{F_n\}) = \lim_{\varepsilon \to 0} \mathcal{M}(Z, \varepsilon, s, \{F_n\}).
\]

The Bowen topological entropy \( h_{\text{top}}^B(Z, \{F_n\}) \) is then defined as the critical value of the parameter \( s \), where \( \mathcal{M}(Z, s, \{F_n\}) \) jumps from \( +\infty \) to \( 0 \), i.e.,

\[
\mathcal{M}(Z, s, \{F_n\}) = \begin{cases} 
0, & s > h_{\text{top}}^B(Z, \{F_n\}), \\
+\infty, & s < h_{\text{top}}^B(Z, \{F_n\}).
\end{cases}
\]

From the above definition, it is easy to check that for each \( s \geq 0 \), \( \mathcal{M}(\cdot, s, \{F_n\}) \) is an outer measure on \( X \). Then Bowen topological entropy satisfies the following properties.

**Proposition 2.1.**

1. If \( Z_1 \subseteq Z_2 \subseteq X \), then \( h_{\text{top}}^B(Z_1, \{F_n\}) \leq h_{\text{top}}^B(Z_2, \{F_n\}) \).
2. If \( Y_i \subseteq X \) for \( i = 1, 2, \ldots \), then \( h_{\text{top}}^B(\bigcup_{i=1}^\infty Y_i, \{F_n\}) = \sup_i h_{\text{top}}^B(Y_i, \{F_n\}) \).
2.3. **Measure-theoretic entropy.** Let \((X, G, \mu)\) be a \(G\)-measurable dynamical system where \((X, \mathcal{B}, \mu)\) is a probability space and \(G\) a group that acts in a measure preserving fashion on \((X, \mathcal{B}, \mu)\). Let \(\mathcal{P}\) be a finite measurable partition of \(X\). For a finite subset \(F\) in \(G\), we denote by \(\mathcal{P}^F = \bigvee_{g \in F} g^{-1}\mathcal{P}\). When \(G\) is a countable discrete amenable group, the measure-theoretic entropy of \(\mathcal{P}\) (with respect to \(\mu\)) is defined by

\[
h_\mu(G, \mathcal{P}) = \lim_{n \to +\infty} \frac{1}{|F_n|} H_\mu(\mathcal{P}^{F_n}),
\]

where \(\{F_n\}\) is any Følner sequence in \(G\) and the definition is independent of the specific Følner sequence \(\{F_n\}\) (see, for example, [7]). The **measure-theoretic entropy** of the system \((X, G, \mu)\), \(h_\mu(X, G)\), is the supremum of \(h_\mu(G, \mathcal{P})\) over \(\mathcal{P}\).

Consider the \(\sigma\)-algebra \(\mathcal{L}_\mu = \{A \in \mathcal{B} : \mu(A \triangle g^{-1}A) = 0, \forall g \in G\}\). Let \(p : X \to X/\mathcal{L}_\mu = Y\) be the associated projection and \(\mu = \int_Y \mu_y d\pi(y)\) be the decomposition of \(\mu\) over \(Y\). Such a decomposition is called the **ergodic decomposition** of \(\mu\), since for each \(y \in Y\), \(p^{-1}(y)\) is \(G\)-invariant and \((p^{-1}(y), G, \mu_y)\) is a \(G\)-ergodic measurable dynamical system.

For a measurable partition \(\mathcal{P}\) and \(x \in X\), denote by \(\mathcal{P}(x)\) the element in \(\mathcal{P}\) which \(x\) belongs to. The following is the non-ergodic version of Shannon-McMillan-Breiman theorem for amenable group actions. For the ergodic case, one may also see [5, 6].

**Theorem 2.2** (SMB Theorem, Theorem 6.2 of [10]). Let \((X, G, \mu)\) be a \(G\)-measure preserving system and \(G\) a countable discrete amenable group. Then for any tempered Følner sequence \(\{F_n\}\) in \(G\) with the increasing condition \((1.2)\) and any finite measurable partition \(\mathcal{P}\) one has that for \(\mu\)-a.e. \(x \in X\),

\[
\lim_{n \to +\infty} -\frac{1}{|F_n|} \log \mu(\mathcal{P}^{F_n}(x)) = h_{\mu_y}(G, \mathcal{P}|p^{-1}(y)) \triangleq h(x, \mathcal{P}),
\]

where \(y \in Y\) such that \(p^{-1}(y)\) is the ergodic component containing \(x\) and

\[
\int_X h(x, \mathcal{P})d\mu(x) = h_\mu(G, \mathcal{P}).
\]

3. **Brin-Katok’s entropy formula for non-ergodic case**

In this section, we will prove Brin-Katok’s entropy formula [2] for amenable group action dynamical systems. The statement of this formula is the following.

**Theorem 3.1** (Brin-Katok’s entropy formula: non-ergodic case). Let \((X, G)\) be a compact metric \(G\)-action topological dynamical system and \(G\) a countable discrete amenable group. Let \(\mu \in M(X, G)\) and \(\{F_n\}\) a tempered Følner sequence in \(G\) with the increasing condition \((1.2)\), then for \(\mu\) almost every \(x \in X\),

\[
\lim_{\delta \to 0} \liminf_{n \to +\infty} -\frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta)) = \lim_{\delta \to 0} \limsup_{n \to +\infty} -\frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta)) \triangleq h_\mu(x),
\]

where \(h_\mu(x)\) is a \(G\)-invariant measurable function such that \(\int_X h_\mu(x)d\mu = h_\mu(X, G)\).
For the proof, we follow the proof originally due to Brin and Katok [2] for $\mathbb{Z}$-actions.

Let $\mu = \int_Y \mu_y d\pi(y)$ be the $G$-ergodic decomposition of $\mu$ and $p : X \to Y$ be the associated projection. For each $y \in Y$, let $h(y) = h_{\mu_y}(p^{-1}(y), G)$ be the measure-theoretic entropy restricted to the system $(p^{-1}(y), G, \mu_y)$. For any $M > 0$, denote by $X_M = p^{-1}(h^{-1}([0, M]))$ and $X'_M = p^{-1}(h^{-1}([M, \infty)))$. Let $X_\infty = p^{-1}(h^{-1}(\infty))$. Then $X = X_M \cup X'_M \cup X_\infty$.

**Lemma 3.2.**

1. For any $M > 0$,
$$\int_{X_M} \lim_{\delta \to 0} \lim_{n \to +\infty} -\frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta)) d\mu \geq \int_{h^{-1}([0, M])} h(y) d\pi(y).$$

2. For $\mu$ almost every $x \in X_\infty$,
$$\lim_{\delta \to 0} \lim_{n \to +\infty} -\frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta)) = \infty.$$

**Proof.** Obviously (1) holds if $\mu(X_M) = 0$ and (2) holds if $\mu(X_\infty) = 0$. So we may assume that both $\mu(X_M)$ and $\mu(X_\infty)$ are positive.

Take $L \in \mathbb{N}$ to be sufficiently large and let $\gamma = \frac{M}{L}$. For $l = 0, 1, \cdots, L - 1$, let $A_l = p^{-1}(h^{-1}([l\gamma, (l + 1)\gamma)))$ and let $A_\infty = X_\infty$.

For a finite measurable partition of $X$, say $\beta$, denote by $\text{diam}(\beta) = \max_{B \in \beta} \text{diam}(B)$ and $\partial \beta = \bigcup_{B \in \beta} \partial B$.

Let $\eta_m$ be a sequence of finite measurable partition of $X$ with $\lim_{m \to \infty} \text{diam}(\eta_m) = 0$ and $\mu(\partial \eta_m) = 0$ for each $m$. Then
$$\lim_{m \to \infty} h_\nu(G, \eta_m) = h_\nu(X, G), \text{ for any } \nu \in M(X, G).$$

By the SMB theorem, for $\mu$-a.e. $x \in X$,
$$\lim_{n \to \infty} -\frac{1}{|F_n|} \log \mu(\eta_{F_n}(x)) \triangleq h(x, \eta_m) = h_{\mu_y}(G, \eta_m|p^{-1}(y)) = h_{\mu_y}(G, \eta_m),$$
where $p^{-1}(y)$ is the ergodic component that contains $x$, i.e. $p(x) = y$. Hence for $\mu$-a.e. $x \in X$, $\lim_{m \to \infty} h(x, \eta_m) = h_{\mu_y}(p^{-1}(y), G) = h(y)$, where $y = p(x)$.

For any $\varepsilon > 0$, by Egorov’s Theorem, we then can choose $\eta = \eta_m$ for $m$ sufficiently large such that up to a subset of $X$ with small $\mu$ measure (say, less than $\varepsilon$), it holds that $h(x, \eta) > \min\{\frac{1}{2}, h(p(x)) - \varepsilon\}$. Hence there exists sufficiently large $N_2$, whence $n > N_2$, for each $l = 0, 1, \cdots, L - 1$,

$$\mu(\{x \in A_l : \forall n' \geq n, -\frac{1}{|F_{n'}|} \log \mu(\eta_{F_{n'}}(x)) > l\gamma - 2\varepsilon\}) > \mu(A_l) - 2\varepsilon,$$

and

$$\mu(\{x \in A_\infty : \forall n' \geq n, -\frac{1}{|F_{n'}|} \log \mu(\eta_{F_{n'}}(x)) > \frac{1}{\varepsilon} - 2\varepsilon\}) > \mu(A_\infty) - 2\varepsilon.$$
For $\delta > 0$, we define $U_\delta = \bigcup_{C \in \mathfrak{c}} \left( \bigcup_{x \in C} B(x, \delta) \setminus C \right)$. Note that for each $C \in \mathfrak{c}$, 

$\bigcap_{\eta} \left( \bigcup_{x \in C} B(x, \delta) \setminus C \right) \subset \partial C$. For any sufficiently small $\varepsilon > q > 0$, since $\mu(\partial \mathfrak{c}) = 0$, we can find $\delta > 0$ which is sufficiently small such that $\mu(U_\delta)$ is less than $q^2$. Applying the pointwise ergodic theorem (see e.g. Theorem 3.3 of [5]) to the function $\chi_{U_\delta}$, for a.e. $x \in X$,

$$\frac{1}{|F_n|} \sum_{g \in F_n} \chi_{U_\delta}(gx) \to f_{U_\delta}(x),$$

where $f_{U_\delta}(x) \in L^1(X)$ and $\int_X f_{U_\delta}(x) d\mu = \mu(U_\delta)$. Then there exists sufficiently large $N_1$, whence $n > N_1$,

$$\mu(\{ x \in X : \forall n', \sum_{g \in F_{n'}} \chi_{U_\delta}(gx) < q|F_{n'}| \}) > 1 - \varepsilon. \tag{3.3}$$

Let $E_l$ (resp. $E_\infty$) be the intersection of the sets in the left-hand side of (3.1) (resp. (3.2)) and (3.3). Then for any $n > \max\{N_1, N_2\}$, $\mu(E_l) > \mu(A_l) - 3\varepsilon$ for each $l = 0, 1, \ldots, L - 1, \infty$.

Let $w_{\eta, F_n}(x) = (\eta(gx))_{g \in F_n}$ be the $(\eta, F_n)$-name of $x$. For any $y \in B(x, \delta)$, we have that either $\eta(x) = \eta(y)$ or $x \in U_\delta$. Hence for each $l = 0, 1, \ldots, L - 1, \infty$, if $x \in E_l$ and $y \in B_{F_n}(x, \delta)$, then the Hamming distance between $w_{\eta, F_n}(x)$ and $w_{\eta, F_n}(y)$ is less than $q$. This implies that whence $x \in E_l$,

$$B_{F_n}(x, \delta) \subset \bigcup \{ \eta_{F_n}(y) : w_{\eta, F_n}(y) \text{ is } q \text{-close to } w_{\eta, F_n}(x) \text{ under Hamming metric} \}.$$ 

By Stirling’s formula, there exists $N_3$ sufficiently large such that whence $n > N_3$, the total number of such $(\eta, F_n)$-names, denoted by $L_n$, can be estimated by:

$$L_n \leq \sum_{j=0}^{[q|F_n|]} \binom{|F_n|}{j} (\# \eta - 1)^j \leq \exp(K|F_n|),$$

where $K$ can be chosen as

$$K = q + q \log(\# \eta - 1) - q \log q - (1 - q) \log(1 - q).$$

For the calculation of $K$, one may refer to [4] or [2].

We now note that $K$ is a constant only dependent on $\# \eta$, $\varepsilon$ and $q$ but independent of $x$ and $n$. Moreover, when $\gamma$ and $\varepsilon$ are fixed (hence $\# \eta$), we can choose $q$ small enough such that $K$ tends to 0 while $q$ tends to 0. Hence we can make

$$L_n \leq \exp(\varepsilon|F_n|).$$

For $l = 0, 1, \ldots, L - 1$, let

$$D_{l,n} = \{ x \in E_l : \mu(B_{F_n}(x, \delta)) > \exp((-l\gamma + 5\varepsilon)|F_n|) \}.$$ 

And let

$$D_{\infty,n} = \{ x \in E_\infty : \mu(B_{F_n}(x, \delta)) > \exp((-\frac{1}{\varepsilon} + 5\varepsilon)|F_n|) \}.$$ 

To prove (1), we consider the case for $l = 0, 1, \ldots, L - 1$. 

If we can prove that \( \sum_{n=N}^{\infty} \mu(D_{l,n}) < \infty \), then apply the Borel-Cantelli Lemma: for a.e. \( x \in E_l \),

\[
(3.4) \quad \liminf_{n \to +\infty} -\frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta)) \geq l\gamma - 5\varepsilon.
\]

Hence we can obtain that

\[
\int_{X_M} \liminf_{n \to +\infty} -\frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta))d\mu \\
\geq \sum_{l=0}^{L-1} l\gamma \mu(E_l) - 5\varepsilon \\
= \sum_{l=0}^{L-1} l\gamma \mu(A_l) - \sum_{l=0}^{L-1} l\gamma (\mu(A_l) - \mu(E_l)) - 5\varepsilon \\
\geq \int_{h^{-1}(\{0, M\})} h(y)d\pi(y) - \gamma - \frac{1}{2}L(L-1)\gamma 3\varepsilon - 5\varepsilon.
\]

Let \( \varepsilon \) go to 0 first (this makes \( \delta \) tending to 0) and then let \( \gamma \) go to 0 (by letting \( L \) tend to infinity),

\[
\int_{X_M} \liminf_{\delta \to 0, n \to +\infty} -\frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta))d\mu \geq \int_{h^{-1}(\{0, M\})} h(y)d\pi(y).
\]

Now we estimate the measures of \( D_{l,n} \)'s.

For any \( x \in D_{l,n} \), in those \( L_n \)-many \( (\eta, F_n) \)-names which are \( q \)-close to \( w_{\eta,F_n}(x) \) in Hamming distance, there exists at least one corresponding atom of \( \eta_{F_n} \) whose measure is greater than \( \exp((-l\gamma + 4\varepsilon)|F_n|) \). The total number of such atoms will not exceed \( \exp((-l\gamma - 4\varepsilon)|F_n|) \). Hence \( Q_{l,n} \), the total number of elements in \( \eta^{F_n} \) that intersect \( D_{l,n} \), satisfies:

\[
Q_{l,n} \leq L_n \exp((-l\gamma - 4\varepsilon)|F_n|) \leq \exp((-l\gamma - 3\varepsilon)|F_n|).
\]

Let \( S_{l,n} \) denote the total measure of such \( Q_{l,n} \) elements of \( \eta^{F_n} \) whose intersections with \( E_l \) have positive measure. Then from (3.1),

\[
S_{l,n} \leq Q_{l,n} \exp((-l\gamma + 2\varepsilon)|F_n|) \leq \exp(-\varepsilon|F_n|),
\]

which follows that

\[
\mu(D_{l,n}) \leq S_{l,n} \leq \exp(-\varepsilon|F_n|).
\]

From the increasing condition (1.2), for sufficiently large \( N_4 \), whenever \( n \geq N_4 \),\n\[
\frac{|F_n|}{\log n} \geq \frac{2}{\varepsilon} \quad \text{holds, which implies that} \quad \exp(-\varepsilon|F_n|) \leq n^{-2}. \quad \text{And hence} \quad \sum_{n=1}^{\infty} \mu(D_{l,n}) < \infty.
\]

To prove (2), we need estimate the measures of \( D_{\infty,n} \)'s.

In the above treatment for \( D_{l,n} \)'s, replacing \( l\gamma \) (resp. \( D_{l,n} \)'s, \( Q_{l,n} \)'s and \( S_{l,n} \)'s) by \( \frac{1}{\varepsilon} \)
(resp. \( D_{\infty,n} \)'s, \( Q_{\infty,n} \)'s and \( S_{\infty,n} \)'s), it also holds that \( \sum_{n=N}^{\infty} \mu(D_{\infty,n}) < \infty \), then apply the Borel-Cantelli Lemma again: for a.e. \( x \in E_{\infty} \),

\[
(3.5) \quad \liminf_{n \to +\infty} -\frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta)) \geq \frac{1}{\varepsilon} - 5\varepsilon.
\]
Letting $\varepsilon$ go to 0, we then have for $\mu$ almost every $x \in X_\infty$,
\[
\lim_{\delta \to 0} \liminf_{n \to +\infty} \frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta)) = \infty.
\]

Now we can finish the proof of Theorem 3.1.

Proof of Theorem 3.1. Let $\delta > 0$ be given and let $\xi_\delta$ be a finite measurable partition of $X$ such that the diameter of every set in $\xi_\delta$ is less than $\delta$. Then by the SMB theorem for amenable group actions, for $\mu$-a.e. $x \in X$,
\[
\lim_{n \to +\infty} \frac{1}{|F_n|} \log \mu(\xi_\delta F_n(x)) \triangleq h(x, \xi_\delta) = h_{\mu_\nu}(G, \xi_\delta | p^{-1}(y)),
\]
where $y = p(x)$. Hence for any $M > 0$,
\[
\int_{X_M} h(x, \xi_\delta) d\mu = \int_{h^{-1}([0,M])} h_{\mu_\nu}(G, \xi_\delta | p^{-1}(y)) d\pi(y) \leq \int_{h^{-1}([0,M])} h(y) d\pi(y).
\]
Since $\xi_\delta F_n(x) \subset B_{F_n}(x, \delta)$, we have that
\begin{equation}
\label{eq:3.6}
\int_{X_M} \limsup_{\delta \to 0} \liminf_{n \to +\infty} \frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta)) d\mu \\
\leq \int_{X_M} \lim_{\delta \to 0} h(x, \xi_\delta) d\mu = \int_{h^{-1}([0,M])} h(y) d\pi(y).
\end{equation}
Together with (1) of Lemma 3.2, we have that
\begin{equation}
\label{eq:3.7}
\int_{X_M} \limsup_{\delta \to 0} \liminf_{n \to +\infty} \frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta)) d\mu \\
= \int_{X_M} \liminf_{\delta \to 0} \limsup_{n \to +\infty} \frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta)) d\mu \\
= \int_{h^{-1}([0,M])} h(y) d\pi(y) < \infty,
\end{equation}
which implies that for $\mu$-a.e. $x \in X_M$,
\[
\lim_{\delta \to 0} \liminf_{n \to +\infty} \frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta)) = \limsup_{\delta \to 0} \liminf_{n \to +\infty} \frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta)).
\]
By (2) of Lemma 3.2, for $\mu$-a.e. $x \in X_\infty$,
\[
\lim_{\delta \to 0} \limsup_{n \to +\infty} \frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta)) = \liminf_{\delta \to 0} \limsup_{n \to +\infty} \frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta)) = \infty.
\]
Let $M$ tend to $\infty$, then $\mu(X_M \cup X_\infty)$ tends to 1. Hence for $\mu$-a.e. $x \in X$,
\[
\lim_{\delta \to 0} \liminf_{n \to +\infty} \frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta)) \\
= \lim_{\delta \to 0} \limsup_{n \to +\infty} \frac{1}{|F_n|} \log \mu(B_{F_n}(x, \delta)) \triangleq h_\mu(x).
\]
and $\int_X h_\mu(x) d\mu = h_\mu(G, X)$.

By (3.6) and (3.7), for any $M > 0$,

$$\int_{h^{-1}([0,M))} h(y) d\pi(y) = \int_{X_M} \lim \sup_{n \to +\infty} -\frac{1}{|F_n|} \log \mu(B_{F_n}(x,\delta)) d\mu$$
$$\leq \int_{X_M} \lim \inf_{\delta \to 0} h(x,\xi_\delta) d\mu \leq \lim \inf_{\delta \to 0} \int_{X_M} h(x,\xi_\delta) d\mu$$
$$\leq \int_{h^{-1}([0,M))} h(y) d\pi(y) < \infty.$$

Hence

$$h_\mu(x) = \lim \inf_{\delta \to 0} h(x,\xi_\delta), \text{ for } \mu - \text{a.e. } x \in X_M.$$  

Since $h(x,\xi_\delta)$, $X_M$ and $X_\infty$ are all $G$–invariant, letting $M$ tend to infinity, $h_\mu(x)$ is also $G$–invariant on the whole $X$.  

\[ \square \]

4. Proof of Theorem 1.2

Let $(X, G)$ be a compact metric $G$–action topological dynamical system and $G$ a countable discrete amenable group. For any $\mu \in M(X)$, $x \in X$, $n \in \mathbb{N}$, $\varepsilon > 0$ and any Følner sequence $\{F_n\}$, denote by

$$h^{\text{loc}}_\mu(x, \varepsilon, \{F_n\}) = \lim \inf_{n \to +\infty} -\frac{1}{|F_n|} \log \mu(B_{F_n}(x,\varepsilon)).$$

Then the lower local entropy of $\mu$ at $x$ (along $\{F_n\}$) is defined by

$$h^{\text{loc}}_\mu(x, \{F_n\}) = \lim_{\varepsilon \to 0} h^{\text{loc}}_\mu(x, \varepsilon, \{F_n\})$$

and the lower local entropy of $\mu$ is defined by

$$h^{\text{loc}}_\mu(\{F_n\}) = \int_X h^{\text{loc}}_\mu(x, \{F_n\}) d\mu.$$

Similarly, we can define the upper local entropy.

In [11], the authors proved the following variational principle between the lower local entropy and the Bowen entropy of compact subsets.

\textbf{Theorem 4.1 (Theorem 3.1 of [11]).} Let $(X, G)$ be a compact metric $G$–action topological dynamical system and $G$ a discrete countable amenable group. If $K \subseteq X$ is non-empty and compact and $\{F_n\}$ a sequence of finite subsets in $G$ with the increasing condition

$$\lim_{n \to +\infty} \frac{|F_n|}{\log n} = \infty,$$

then

$$h^B_{\text{top}}(K, \{F_n\}) = \sup \{h^{\text{loc}}_\mu(\{F_n\} : \mu(K) = 1\},$$

where the supremum is taken over $\mu \in M(X)$.

With the help of the above theorem, we can now give the proof of Theorem 1.2.
Remark 4.3. In general, when \( \mu \) is non-ergodic, \( G_\mu \) may not have full \( \mu \)-measure. In fact, there exist examples that \( h_\mu(X,G) > 0 \) while \( G_\mu = \emptyset \) for \( \mathbb{Z} \)-actions. Hence \( h_\mu(X,G) \leq h_{top}(G_\mu, \{F_n\}) \) may not hold.

Proof of Theorem 1.2. Let \( \mu \in M(X,G) \) and \( Y \) a subset of \( X \) with \( \mu(Y) = 1 \). Let \( \{Y_n\}_{n \in \mathbb{N}} \) be an increasing sequence of compact subsets of \( Y \) such that \( \mu(Y_n) > 1 - \frac{1}{n} \) for each \( n \in \mathbb{N} \).

Then by Proposition 2.1
\begin{equation}
(4.1) \quad h_{top}^B(Y, \{F_n\}) \geq h_{top}^B(\bigcup_{n \in \mathbb{N}} Y_n, \{F_n\}) = \lim_{n \to \infty} h_{top}^B(Y_n, \{F_n\}).
\end{equation}
Denote by \( \mu_n \) the restriction of \( \mu \) on \( Y_n \), i.e. for any \( \mu \)-measurable set \( A \subset X \),
\begin{equation}
\mu_n(A) = \frac{\mu(A \cap Y_n)}{\mu(Y_n)}.
\end{equation}
Applying Theorem 4.1,
\begin{equation}
(4.2) \quad h_{top}^B(Y_n, \{F_n\}) = \sup \{ h_{\nu}^{loc}(\{F_n\}) : \nu \in M(X), \nu(Y_n) = 1 \}
\geq h_{\mu_n}^{loc}(\{F_n\})
\end{equation}
Note that
\begin{equation}
\begin{align*}
h_{\mu_n}^{loc}(\{F_n\}) &= \int_{Y_n} \lim \inf_{n \to \infty} \frac{1}{|F_m|} \log \mu_n(B_{F_m}(x, \varepsilon)) d\mu_n \\
&= \frac{1}{\mu(Y_n)} \int_{Y_n} \lim \inf_{n \to \infty} \frac{1}{|F_m|} \log \frac{\mu(B_{F_m}(x, \varepsilon) \cap Y_n)}{\mu(Y_n)} d\mu \\
&\geq \frac{1}{\mu(Y_n)} \int_{Y_n} \lim \inf_{n \to \infty} \frac{1}{|F_m|} \log \frac{\mu(B_{F_m}(x, \varepsilon))}{\mu(Y_n)} d\mu \\
&= \frac{1}{\mu(Y_n)} \int_{Y_n} \lim \inf_{n \to \infty} \frac{1}{|F_m|} \log \mu(B_{F_m}(x, \varepsilon)) d\mu.
\end{align*}
\end{equation}
By Theorem 3.1
\begin{equation}
\int_{Y_n} \lim \inf_{n \to \infty} \frac{1}{|F_m|} \log \mu(B_{F_m}(x, \varepsilon)) = h_\mu(X,G).
\end{equation}
Hence
\begin{equation}
\lim_{n \to \infty} h_{\mu_n}^{loc}(\{F_n\}) \geq h_\mu(X,G).
\end{equation}
Together with (4.1) and (4.2),
\begin{equation}
h_\mu(X,G) \leq h_{top}^B(Y, \{F_n\}).
\end{equation}

Noticing that \( \mu(G_\mu) = 1 \) for \( \mu \in E(X,G) \), by Theorem 1.2 we have the following corollary.

Corollary 4.2. Let \( (X,G) \) and \( \{F_n\} \) be as in Theorem 1.1 and \( \mu \in E(X,G) \), then
\begin{equation}
h_\mu(X,G) \leq h_{top}^B(G_\mu, \{F_n\}).
\end{equation}
5. Proof of Theorem 1.3

In this section, we will show the proof of Theorem 1.3. Corollary 4.2 gives the lower bound. For the upper bound, we use the ideas of Pfister and Sullivan [8].

For \( \mu \in E(X, G) \), let \( \{K_m\}_{m \in \mathbb{N}} \) be a decreasing sequence of closed convex neighborhoods of \( \mu \) in \( M(X) \) and let

\[
A_{n,m} = \{x \in X : \frac{1}{|F_n|} \sum_{g \in F_n} \delta_x \circ g^{-1} \in K_m\}, \text{ for } m, n \in \mathbb{N}.
\]

Then for any \( m, N \geq 1 \), \( G_\mu \subset \bigcup_{n \geq N} A_{n,m} \).

Let \( \varepsilon > 0 \), \( F \) a finite subset of \( G \). A subset \( E \subset X \) is said to be \((F, \varepsilon)\)-separated, if for any \( x, y \in E \) with \( x \neq y \), \( d_F(x, y) > \varepsilon \).

Denote by \( N(A_{n,m}, n, \varepsilon) \) the maximal cardinality of any \((F_n, \varepsilon)\)-separated subset of \( A_{n,m} \).

Claim.

\[
\lim_{\varepsilon \to 0} \lim_{m \to \infty} \limsup_{n \to \infty} \frac{1}{|F_n|} \log N(A_{n,m}, n, \varepsilon) \leq h_\mu(X, G).
\]

Proof of the claim. If not, suppose that

\[
\lim_{\varepsilon \to 0} \lim_{m \to \infty} \limsup_{n \to \infty} \frac{1}{|F_n|} \log N(A_{n,m}, n, \varepsilon) > h_\mu(X, G) + \delta,
\]

for some \( \delta > 0 \). Then there exist \( \varepsilon_0 > 0 \) and \( M \in \mathbb{N} \) such that for any \( 0 < \varepsilon < \varepsilon_0 \) and any \( m \geq M \), it holds that

\[
\limsup_{n \to \infty} \frac{1}{|F_n|} \log N(A_{n,m}, n, \varepsilon) > h_\mu(X, G) + \delta.
\]

Hence we can find a sequence \( \{m(n)\} \) with \( m(n) \to \infty \) such that

\[
\limsup_{n \to \infty} \frac{1}{|F_n|} \log N(A_{n,m(n)}, n, \varepsilon) \geq h_\mu(X, G) + \delta.
\]

Now let \( E_n \) be a \((F_n, \varepsilon)\)-separated set of \( A_{n,m(n)} \) with maximal cardinality and define

\[
\sigma_n = \frac{1}{|E_n|} \sum_{x \in E_n} \delta_x \text{ and } \mu_n = \frac{1}{|F_n|} \sum_{g \in F_n} \sigma_n \circ g^{-1}.
\]

Since

\[
\frac{1}{|F_n|} \sum_{g \in F_n} \delta_x \circ g^{-1} \in K_{m(n)}, \text{ for any } x \in E_n
\]

and

\[
\mu_n = \frac{1}{|E_n|} \sum_{x \in E_n} \frac{1}{|F_n|} \sum_{g \in F_n} \delta_x \circ g^{-1},
\]

by the convexity of \( K_m \)'s, \( \mu_n \in K_{m(n)} \). And hence \( \mu_n \to \mu \) as \( n \) goes to infinity.
Let $\beta$ be a finite Borel partition of $X$ such that $\text{diam}(\beta) < \varepsilon$ and $\mu(\partial\beta) = 0$. Then each element of $\beta^{F_n}$ contains at most one point in $E_n$. Hence

$$H_{\sigma_n}(\beta^{F_n}) = \log \#E_n = \log N(A_{n,m(n)}, n, \varepsilon).$$

By Lemma 3.1 (3) of [3], the multi-subadditivity of $H_{\sigma_n}(\beta^*)$, for any finite subset $F \subset G$,

$$H_{\sigma_n}(\beta^{F_n}) \leq \frac{1}{|F|} \sum_{g \in F_n} H_{\sigma_n \circ g^{-1}}(\beta^F) + |F_n \setminus \{ g \in G : F^{-1}g \subseteq F_n \}| \log \#\beta.$$

Hence

$$\frac{1}{|F_n|} H_{\sigma_n}(\beta^{F_n}) \leq \frac{1}{|F|} \frac{1}{|F_n|} \sum_{g \in F_n} H_{\sigma_n \circ g^{-1}}(\beta^F) + \frac{1}{|F_n|} |F_n \setminus \{ g \in G : F^{-1}g \subseteq F_n \}| \log \#\beta \leq \frac{1}{|F|} H_{\mu_n}(\beta^F) + \frac{|F_n \setminus \{ g \in G : F^{-1}g \subseteq F_n \}|}{|F_n|} \log \#\beta.$$

Let $A$ and $K$ be two finite subsets of $G$ and let $\delta > 0$. Recall that the set $A$ is said to be $(K, \delta)$-invariant if

$$\frac{|B(A, K)|}{|A|} < \delta,$$

where

$$B(A, K) = \{ g \in G : Kg \cap A \neq \emptyset \text{ and } Kg \cap (G \setminus A) \neq \emptyset \}$$

is the $K$-boundary of $A$. An equivalent condition for the sequence of finite subsets $\{F_n\}$ of $G$ to be a Følner sequence is that for any finite subset $K$ of $G$ and any $\delta > 0$, the set $F_n$ is $(K, \delta)$-invariant for all sufficiently large $n$ (see [3]).

Denote by $\tilde{F} = F \cup \{ e_G \}$. Then we have

$$F_n \setminus \{ g \in G : F^{-1}g \subseteq F_n \} = F_n \cap F F_n^c \subseteq \tilde{F} F_n \cap \tilde{F} F_n^c = B(F_n, \tilde{F}^{-1}).$$

Thus for any $\delta > 0$, if we let $n$ be large enough such that $F_n$ is $(\tilde{F}^{-1}, \delta)$-invariant, then

$$\frac{|F_n \setminus \{ g \in G : F^{-1}g \subseteq F_n \}|}{|F_n|} \leq \frac{|B(F_n, \tilde{F}^{-1})|}{|F_n|} < \delta.$$

Since $\mu(\partial\beta) = 0$, we have $\mu(\partial\beta^F) = 0$. Letting $n$ tend to infinity,

$$\limsup_{n \to \infty} \frac{1}{|F_n|} \log N(A_{n,m(n)}, n, \varepsilon) \leq \frac{1}{|F|} H_{\mu}(\beta^F).$$

This leads to

$$\limsup_{n \to \infty} \frac{1}{|F_n|} \log N(A_{n,m(n)}, n, \varepsilon) \leq h_{\mu}(X, G),$$

a contradiction. □
By the claim, for each $\delta > 0$, there exists $\varepsilon_0 > 0$ satisfying that for any $0 < \varepsilon < \varepsilon_0$, there exists $M \in \mathbb{N}$ (depending on $\varepsilon$) such that whenever $m > M$, it holds that

$$\limsup_{n \to \infty} \frac{1}{|F_n|} \log N(A_{n,m}, n, \varepsilon) \leq h_\mu(X, G) + \frac{\delta}{2}. $$

Let $E_{n,m}$ be a $(F_n, \varepsilon)$-separated set of $A_{n,m}$ with maximal cardinality, then $A_{n,m} \subset \bigcup_{x \in E_{n,m}} B_{F_n}(x, 2\varepsilon)$. Hence for $s = h_\mu(X, G) + 2\delta$,

$$\mathcal{M}(G_\mu, s, N, 2\varepsilon) \leq \mathcal{M}(\bigcup_{n \geq N} A_{n,m}, s, N, 2\varepsilon)$$

$$\leq \sum_{n \geq N} \sum_{x \in E_{n,m}} \exp(-s|F_n|)$$

$$\leq \sum_{n \geq N} \exp((h_\mu(X, G) + \delta - s)|F_n|)$$

$$= \sum_{n \geq N} \exp(-\delta|F_n|).$$

Since $\{F_n\}$ satisfies the condition $\frac{|F_n|}{\log n} \to \infty$,

$$\mathcal{M}(G_\mu, s, 2\varepsilon) \leq \lim_{N \to \infty} \sum_{n \geq N} \exp(-\delta|F_n|) = 0,$$

which implies that $h_{\text{top}}^B(G_\mu, \{F_n\}) \leq h_\mu(X, G)$.
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