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Abstract—Dynamic Multi-objective Optimization Problems (DMOPs) refer to optimization problems that objective functions will change with time. Solving DMOPs implies that the Pareto Optimal Set (POS) at different moments can be accurately found, and this is a very difficult job due to the dynamics of the optimization problems. The POS that have been obtained in the past can help us to find the POS of the next time more quickly and accurately. Therefore, in this paper we propose a Support Vector Machine (SVM) based Dynamic Multi-Objective Evolutionary optimization Algorithm, called SVM-DMOEA. The algorithm uses the POS that has been obtained to train a SVM and then take the trained SVM to classify the solutions of the dynamic optimization problem at the next moment, and thus it is able to generate an initial population which consists of different individuals recognized by the trained SVM. The initial population can be fed into any population based optimization algorithms, e.g., the Nondominated Sorting Genetic Algorithm II (NSGA-II), to get the POS at that moment. The experimental results show the validity of our proposed approach.

Index Terms—Dynamic Multi-objective Optimization Problems, Support Vector Machine, Pareto Optimal Set.

I. INTRODUCTION

The objective functions of Dynamic Multiobjective Optimization Problems (DMOPs) will change with time, and this characteristic bears significant implications for lots of real-world applications, so how to solve the DMOPs has attracted a great deal of attention from researchers in related fields. However, the existing approaches often do not work well in solving this problem since that the Pareto Optimal Set (POS) of a DMOP keeps changing. Solving the DMOPs efficiently and effectively has become an important research topic in evolutionary computation community.

Generally, once the population converges, it is difficult to adapt to changes in the environment, and this is one of the reasons why evolutionary algorithms do not perform well in handling dynamic optimization problems. How to effectively reuse “experiences” has become the way to solve this problem. For example, The prediction based method proposed in predicts the changing optimization functions by using some machine learning techniques, and the basic idea of is “keeping track of good (partial) solutions in order to reuse them under periodically changing environment”. Zhou et al. [5] presented an algorithm, called Population Prediction Strategy (PPS), to predict a whole population instead of predicting some isolated points.

Our interesting point is placed on how EA can quickly re-optimize a given dynamic optimization problem once the change is been detected and identified. At the same time, some recent research results [6], [7] show that the population plays a very important role for tracking dynamic optimas, so in this research, we study how to use a machine learning technique, says Support Vector Machine (SVM), to generate an initial population, which can help us solving dynamic multi-objective optimization problems.

The contribution of this research is the integration between a proven machine learning technique and classical evolutionary multi-objective optimization algorithms. This combination provides two benefits. First, this approach can preserve the advantages of the EAs and the SVM; Secondly, the proposed design can improve the search efficiency by reusing past experience which is critical for solving the DMOPs.

The rest of this paper is organized as follows: In Section II, we will introduce some basic concepts of dynamic optimization problems and the support vector machine. In Section III, we will propose the Support Vector Machine based Dy-
Dynamic Multi-Objective Evolutionary Optimization Algorithm, SVM-DMOEA. In Section IV we firstly describe evaluation standards, test instances and comparative methods, and the latter part of Section IV the experimental results and some discussions are presented. In the Section V we conclude the main work of this research and future research direction is also discussed.

II. PRELIMINARIES AND RELATED WORKS

A. Concepts of Multi-objective Optimization

In this research, we just consider dynamic multi-objective optimization problems, and the optimization problem is defined as:

Minimize $F(x,t) = \langle f_1(x,t), f_2(x,t), \ldots, f_M(x,t) \rangle$

subject to: $x \in \Omega$, $s.t., x \in \Omega$,

where $x = \langle x_1, x_2, \ldots, x_n \rangle$ is the decision vector and $t$ is the time or environment variable. $f_i(x,t): \Omega \rightarrow \mathbb{R}$ ($i = 1, \ldots, M$), $\Omega = [L_1, U_1] \times [L_2, U_2] \times \cdots \times [L_n, U_n]$, $L_i, U_i \in \mathbb{R}$ are the lower and upper bounds of the $i$-th decision variable, respectively.

Definition 1. [Dynamic Decision Vector Domination] At time $t$, a decision vector $x_1$ Pareto dominate another vector $x_2$, denoted by $x_1 \succ x_2$, if and only if:

$$\forall i = 1, \ldots, M, \quad f_i(x_1,t) \leq f_i(x_2,t), \quad \exists i = 1, \ldots, M, \quad f_i(x_1,t) < f_i(x_2,t).$$

Definition 2. [Dynamic Pareto-optimal Set] Both $x$ and $x^*$ are decision vectors, and a decision vector $x^*$ is said to be nondominated at time $t$ if and only if there is no other decision vector $x$ such that $x \succ x^*$ at time $t$. The Dynamic Pareto-Optimal Set (DPOS) is the set of all Pareto optimal solutions at time $t$, that is:

$$\text{DPOS} = \{x^* | \not\exists x, x \succ x^* \}.$$

Definition 3. [Dynamic Pareto-optimal Front] At time $t$, the Dynamic Pareto-Optimal Front (DPOF) is the corresponding objective vectors of the DPOS.

$$\text{DPOF} = \{F(x^*, t) | x^* \in \text{DPOS} \}.$$

B. Support Vector Machines

Support Vector Machine (SVM) was first introduced in 1992 [8], and it is related to statistical learning theory [9]. SVM becomes a well-known learning method used for classification problems. The basic idea of the original one is to find a hyperplane which separates the $d$-dimensional data perfectly into its two classes.

In SVM, training is reformulated to obtain a quadratic programming (QP) problem. Let $\{x_1, \ldots, x_t\}$ be training data set and $y_i \in \{1, -1\}$ be the class label of $x_i, i = 1, \ldots, t$. The data are mapped by a function $\phi: \mathbb{R}^d \rightarrow F$, called feature mapping, into a “feature space”, and the linear hyperplanes that divide the data into two labeled classes can be shown as:

$$w^T \times \phi(x) + b = 0,$$

where $w \in \mathbb{R}^d$ and $b \in \mathbb{R}$.

To get an optimal hyperplane with maximum-margin and bounded error in the training data, we can solve the following QP problem:

$$\text{Minimize}_{(w,b)} \frac{1}{2} ||w||^2 + C \cdot \sum_{i=1}^t \xi_i$$

subject to: $y_i(w \times \phi(x_i) + b) \geq 1 - \xi_i, i = 1 \cdots t$. (2)

Where $C$ is a constant and the second term of Equation (2) provides an upper bound for the error in the training data, and the first term makes maximum margin of separation between classes.

We can solve Equation (2) by using Lagrange method. Given a kernel function $k(x_i, x_j) = \phi(x_i) \cdot \phi(x_j)$, the Lagrange function of Equation (2) is as follows:

$$\text{maximize}_{(\alpha_i)} \sum_{i=1}^t \alpha_i - \frac{1}{2} \sum_{i,j=1}^t \alpha_i \alpha_j y_i y_j k(x_i, x_j)$$

subject to: $w = \sum_{i=1}^t y_i \alpha_i \phi(x_i), \sum_{i=1}^t \alpha_i y_i = 0, 0 \leq \alpha_i \leq C$. (3)

Equation (3) shows that the optimal hyperplane can be regarded as the linear combination of training samples with $\alpha_i \neq 0$. These samples are called support vectors and build the decision function of the classifier based on the kernel function

$$f(x) = \text{sgn} \left( \sum_{i=1}^t y_i \alpha_i k(x, x_i) \right).$$

There are lots of different kernel functions, and they are often selected based on the features of testing data and type of the boundaries between classes. The most popular ones are linear kernel function, polynomial kernel function and Gaussian kernel function. More details about the SVM are available in [10].

C. Related Works

Great progress [11, 12] has been made in the DMOPs field, and these algorithms can be classified into the following categories roughly: Increasing/Maintaining Diversity methods, Memory based methods, Multi-population based methods, and Prediction based methods.

The increasing diversity methods tend to add variety to the population by using a certain type of methodology when the environment change was detected. For example, Cobb et al. proposed the triggered hypermutation method [13], and the basic idea of this method is that when change is identified, the mutation rate would be increased immediately, and this would make the converged population divergent again. This approach calls for some improvements, and one of them is that the mutation rate is in a state of uncontrolled change during the whole process, and this ultimately results in reduced performance of the algorithm. Therefore, Yen et al. [14] proposed a dynamic EA which relocates the individuals based on their change in function value due to the change in the environment and the average sensitivities of their decision variables to the corresponding change in the objective space.
This approach can avoid the drawbacks of previous methods to a certain extent.

Dynamic NSGA-II (DNSGA-II) \cite{15} proposed by Deb \textit{et al.} also shares a similar idea, and this method handles the DMOPs by introducing diversity when change is detected. There are two versions of the proposed DNSGA-II and they are respectively known as DNSGA-II-A and DNSGA-II-B. In the DNSGA-II-A, the population is replaced by some individuals with new randomly created solutions, while in the DNSGA-II-B, diversity was guarded by replacing a percentage of the population with mutated solutions.

Memory mechanism enables EAs to record past information, and when it detects changes have occurred, stored information can be reused to improve the performance of the algorithm. Existing research showed that memory-based approaches tend to be more effective on the DMOPs with periodically changing environments. Branke \cite{16} proposed a direct memory scheme where the best individuals in the population will be saved in an archive, and when the algorithm detects a change, those saved individuals can be retrieved and returned to the population to replace the same number of individuals. In \cite{17}, the authors proposed an adaptive hybrid population management strategy using memory, local search and random strategies to effectively handle dynamicity in DMOPs.

The Multi-population strategy is considered as one efficient solution for the DMOPs, especially for the multiple peaks and the competing peaks problems. Li and Yang \cite{18} employed a multi-population particle swarm optimization (PSO) algorithm to solve multiple peaks problems. In their method, a population uses evolutionary programming, which shows a better global search ability when compared to other EAs, to explore the most hopeful areas in the whole search space.

In recent years the prediction-based DMOPs algorithms have received much attention. Bosman \cite{19} believed that the decision made at one point would affect the optima obtained in the future, so for the dynamic optimization problems, he proposed an algorithmical framework which integrated machine learning, statistic learning, and evolutionary computation, and this framework can effectively predict what the state of environment is going to be. In \cite{5}, Zhou \textit{et al.} presented an algorithm, called Population Prediction Strategy (PPS), to predict a whole population instead of predicting some isolated points.

In \cite{20}, the authors proposed a dynamic multiobjective evolutionary algorithm, MOEA/D-KF, which used Kalman filter (KF) to predict the moving optima in decision space. A novelty of the approach is that a scoring scheme is designed to hybridize the KF prediction with a random reinitialization method. The predictions help to guide the search toward the changed optima, thereby accelerating convergence.

III. SOLVING DYNAMIC MULTI-OBJECTIVE OPTIMIZATION PROBLEMS VIA IMBALANCED DATA LEARNING METHOD AND INCREMENTAL SUPPORT VECTOR MACHINE

In this section, we propose a SVM based dynamic optimization algorithm. Our motivation is that to get a solution of a dynamic optimization problem is an easy task, however judging whether this solution is a “good” solution is a very hard thing. So we convert this decision problem into a classification problem. In other words, we use the knowledge we have gained, the solutions in the POS in the past, to train an SVM classifier and then use this classifier to classify the randomly generated solutions for the dynamic optimization problem in the next time, thereby we can obtain an initial population, and this population can help us to improve the efficiency of solving dynamic multi-objective optimization problems under different environments obey different probability distributions, and these distributions are not identical but are correlated. In this section, we will explain the proposed algorithm, SVM-DMOEA, in detail.

In the first place, we introduce the basic idea of this algorithm. A good population is crucial for solving dynamic multi-objective optimization problems. A good population not only speeds up the solution, but also improves the quality of the solution. The experience gained from obtaining the POS in the past can help us to find an initial population. It is easy to find a solution to a dynamic multi-objective problem, however, it is a hard problem how to judge whether the solution we found is “good enough. If a solution is “good, we can put them into an initial population which can be used to compute the POS of next time.

We consider the problem of judging whether a solution can become an individual in the initial population as a classification problem, such that we can train an SVM by using solutions in the POS just obtained (positive examples) and the ones that are not POS (negative examples) . Using this SVM, we can classify the solution to the next moment which are generated at random into two classes good or not that good. The solutions that have passed the recognition of the SVM can be put into the initial population of the next moment. This initial population can be fed into any population-based evolutionary algorithm to get the POS at the next time.

Remark 1. Please note that in Algorithm \cite{11} we use NSGA-II algorithm to obtain the POS based on the initial population we found, however in reality, NSGA-II can be replaced by any population-based multi-objective algorithm.

IV. EMPIRICAL STUDY

A. Performance Metrics, Testing Functions and Settings

In this research, we use a variant of the Inverted Generational Distance (IGD) to evaluate the quality of the solutions obtained by these competing algorithms.

The inverted generational distance (IGD) \cite{21} is a metric to quantify the performance of a multiobjective optimization algorithm. Let $P_*$ be the set of uniformly distributed Pareto
evaluate dynamic multiobjective optimization algorithms [20], our experiments are described in Table I. The configurations we used in steps over a run as the performance metric, given by

$$\text{IGD}(P^*, P, C) = \frac{\sum_{v \in P^*, v \notin P} \min_{g \in P} \|v^* - v\|}{|P^*|}$$  \hspace{1cm} (5)$$

If the $P$ is close enough to $P^*$, the value of IGD will be as small as possible. In other words, the IGD depicts the difference between the ideal POF and the POF obtained by the competing algorithms.

Please note that the definition of the IGD is slightly different from the original one, and the major difference is the parameter $C$ in Equation 5. The parameter $C$ is a combination of the benchmark functions parameters. We call it as configuration of the benchmark functions. The configurations we used in our experiments are described in Table II.

One variant of the IGD, called MIGD, can also be used to evaluate dynamic multiobjective optimization algorithms [22], and it takes the average of the IGD values in some time steps over a run as the performance metric, given by

$$\text{MIGD}(P^*, P, C) = \frac{1}{|T|} \sum_{t \in T} \text{IGD}(P^*, P, C),$$  \hspace{1cm} (6)$$

where $P^*_t$ and $P_t$ represent the points set of the ideal POF and the approximate POF obtained by the algorithm at time $t$. We also want to evaluate those algorithms under different environments, so a novel metric, DMIGD, is defined based on the MIGD, and the definition of the DMIGD is as follows:

$$\text{DMIGD}(P^*, P, C) = \frac{1}{|E|} \sum_{C \in E} \text{MIGD}(P^*_t, P, C),$$  \hspace{1cm} (7)$$

where $|E|$ is the number of the different environments experienced. In our experiments, we choose eight different configurations. As a result, $|E|$ equals to eight. What we want to point out is that the DMIGD can evaluate a dynamic optimization algorithm from a high-level view and it bears a significant difference with the MIGD since the MIGD just considers the dynamics in one environment.

B. Test Instances and Experimental Settings

In this research, we take the IEEE CEC 2015 benchmark problems set as test functions and the problem set has twelve testing functions. Details of the functions definitions are given in [23]. In the definitions, the decision variables are $x = (x_1, \ldots, x_n)$ and $t = \frac{1}{n_t} \sum_{i=1}^{n_t} T_i$, where $n_t$, $\tau_t$, and $\tau_i$ are the severity of change, maximum number of iterations, and frequency of change respectively. Table II describes the different combinations of $n_t$, $\tau_t$, and $\tau_i$ used in our experiments. Please note that, for each $n_t$-$\tau_T$ combination, there will be $\frac{n_t}{\tau_I}$ environment changes. In other words, in all of our experiments, there are altogether five changes for the twelve dynamic problems.

| Name | Decision Variable Dimension | Objectives | DMOP Type |
|------|-----------------------------|------------|-----------|
| FDA4 | 12                          | 3          | TYPE I    |
| FDA5 | 12                          | 3          | TYPE II   |
| FDA5iso | 12                          | 3          | TYPE II   |
| FDA5iso | 12                          | 3          | TYPE II   |
| DIMP2 | 10                          | 2          | TYPE I    |
| DIMP2 | 10                          | 2          | TYPE II   |
| DIMP2iso | 10                          | 2          | TYPE II   |
| DIMP2iso | 10                          | 2          | TYPE II   |
| HE9  | 10                          | 2          | TYPE III  |
| HE9  | 10                          | 2          | TYPE III  |
| HE9  | 10                          | 2          | TYPE III  |
| HE9  | 10                          | 2          | TYPE III  |

As depicted in Table II, the dimensions of the decision variables are from 10 to 30, and the parameters A, B and C for the functions FDA5iso, FDA5iso, dMOP2iso and dMOP2iso are set to G(t), 0.001 and 0.05 respectively.
In this research, we compare the SVM-DMOEA with six chosen algorithms. A random initialization method (RND) is implemented as a baseline. Dynamic NSGA-II (DNSGA-II) proposed by Deb et al. handles the DMOPs by introducing diversity when change is detected. There are two versions of the proposed DNSGA-II and there are respectively known as DNSGA-II-A and DNSGA-II-B. In DNSGA-II-A, the population was replaced by some individuals with new randomly created solutions, while in the DNSGA-II-B diversity was guarded by replacing a percentage of the population with mutated solutions. The MBN-EDA is a multi-objective estimation of distribution algorithm and uses the multi-dimensional Bayesian network as its probabilistic model to capture the dependencies between decision variables and target variables. We also compare the proposed algorithm with other dynamic multi-objective optimization algorithms. MOEA/D-KF was presented in and this method uses Kalman Filter to make predictions in decision space to solve DMOPs.

Table III records the DMIGD values of the algorithms running on different testing functions under different configurations. For the twelve test functions, the SVM-DMOEA achieves the best results in seven benchmark functions, says FDA4, FDA5, DIMP2, DMP2, DMOP$_{650}$, HE7 and HE9. The experiments seem to show that the proposed algorithm is competitive at handling the Types II and III DMOPs since major parts of these test functions belong in these two types.

V. CONCLUSION

In this paper, a SVM based dynamic optimization algorithm has been proposed. The basic idea is that knowledge can be gained from the process of solving the optimization problem, in other words we know which solutions belong to the POS in the past and which ones do not belong to the set. So such knowledge can be used to train a SVM classifier, and this classifier can be taken as a tool to classify the solutions for the dynamic optimization problem in the next time. Using this approach, a way is found to obtain an initial population, and this population can be fed into any population-based multi-objective optimization algorithm to solve the corresponding DMOPs. The experimental results show that the proposed approach is promising.

This research can be regarded as a starting point, and we will study how to train the SVM in an online mode and investigate it is possible to combine this method with transfer learning techniques. On the other hand, we will also study how to integrate this kind of method with other approaches to solve the real world problems.
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