ABSTRACT

We present a framework of Training Free Graph Matching (TFGM) to boost the performance of Graph Neural Networks (GNNs) based graph matching, providing a fast promising solution without training (training-free). TFGM provides four widely applicable principles for designing training-free GNNs and is generalizable to supervised, semi-supervised, and unsupervised graph matching. The keys are to handcraft the matching priors, which used to be learned by training, into GNN’s architecture and discard the components inessential under the training-free setting. Further analysis shows that TFGM is a linear relaxation to the quadratic assignment formulation of graph matching and generalizes TFGM to a broad set of GNNs. Extensive experiments show that GNNs with TFGM achieve comparable (if not better) performances to their fully trained counterparts, and demonstrate TFGM’s superiority in the unsupervised setting. Our code is available at https://github.com/acharkq/Training-Free-Graph-Matching.

1 Introduction

Graph matching aims to find equivalent nodes between graphs while respecting the compatibility of node features and graph structures (Wang et al., 2019a). It is crucial in many real-world applications, such as to match keypoints on images (Zanfir and Sminchisescu, 2018), find equivalent entities between knowledge graphs (KGs) (Sun et al., 2017), and link users across different social networks (Zhang et al., 2019a). To better abstract node features for matching, it has become a de facto standard to train GNNs in supervised or semi-supervised models (Fey et al., 2020; Sun et al., 2020). There are two key difficulties in the training process. On one hand, graph matching’s annotation is generally labor-intensive due to the large candidate space (Zhong et al., 2018). In specific domains, annotation is further barred by issues like cross-language (e.g., KGs (Chen et al., 2016)), incomplete profile (e.g., social networks (Zhong et al., 2018)) or lacking expertise knowledge (e.g., protein networks (Fricklin and Feltus, 2011)). On the other hand, training GNNs is computationally expensive due to the exponentially growing number of neighbors with depth (Chiang et al., 2019; Zou et al., 2019).

These difficulties accompanied with training raise the following Research Questions.

RQ1: Is it possible to conduct graph matching using GNNs without training?  
RQ2: To what extent, can we apply such training-free setting in real applications?  
RQ3: What are the differences when designing training-free neural architectures?  
To resolve these questions, we present the Training Free Graph Matching (TFGM) framework for graph matching with GNNs without training. We propose and justify four principles to design training-free GNNs that are generalizable to supervised, semi-supervised, and unsupervised graph matchings.
Table 1: Results on graph matching benchmark DBPZH-EN (Sun et al., 2017). GNNs share the same architecture (except residual connection), but differ in the weights.

| Model                        | Accuracy (%) |
|------------------------------|--------------|
| NodeMatch                    | 60.3         |
| Training-free GNN w/o residual | 37.2         |
| Training-free GNN w residual  | 62.5         |
| Fully trained GNN            | 70.4         |

**RQ1.** We show that TFGM is a linear assignment problem (LAP) relaxation of graph matching’s quadratic assignment problem (QAP) formulation (Caetano et al., 2009; Cho et al., 2013), which can preserve both node compatibility and structural compatibility. The preliminary results in Table 1 demonstrate our analysis: a training-free GNN outperforms NodeMatch, which directly compares node features without any structural information. As expected, training-free GNNs perform worse than the fully trained GNN, posing a great challenge of incorporating knowledge that trained models can learn into the training-free framework.

**RQ2.** We generalize the unsupervised TFGM to supervised, semi-supervised settings by incorporating annotations without training. Annotation contains crucial knowledge of matching. We let training-free GNNs use annotation to match fully trained GNNs’ performance. The general principle is to leverage annotation to generate more discriminative node representation: for the supervised graph matching, we design a label-discriminative feature to mine potential alignment signals from annotation data via kNN search; for the semi-supervised graph matching, we propose a node feature initialization strategy to incorporate alignment signal.

**RQ3.** We propose two rules of training-free neural architectures, inspiring four design principles for GNNs. 1) Handcraft matching priors, which used to be learned by training, into GNN architecture. The first rule explains that powerful architecture leads to better performance (P4). It also implies using annotation (P2). We further let node embedding to preserve neighbors of different localities (P1) to enable a strict matching of neighbors in the same order. 2) Discard the components inessential for training-free. We remove the nonlinearity between layers and propose weight-free GNN to eliminate the noise caused by random weights (P3).

For evaluation, we extensively experiment on three benchmarks, including (supervised) Keypoint Matching (Zanfir and Sminchisescu, 2018), (semi-supervised) Entity Alignment (Sun et al., 2017), and (unsupervised) Protein-Protein Interaction Network Alignment (Vijayan et al., 2015). We test TFGM with GraphSAGE (Hamilton et al., 2017), SplineCNN (Fey et al., 2018), and DGMC (Fey et al., 2020). Experimental results support our analysis and demonstrate the effectiveness of TFGM. TFGM achieves significant improvements than unsupervised models and performs comparable (if not better) to fully trained GNNs in supervised and semi-supervised settings. Ablation studies verify TFGM’s main components and the efficient training-free property.

### 2 Related Work

#### 2.1 Graph Matching

**Technical Route.** Graph matching is mathematically formulated as an NP-hard QAP. Thus, initial works focus on relaxation to deal with the intractability (Conte et al., 2004). In practice, graph matching can be eased by comparing graph attributes. To better measure the similarity of attributes, SVM, CNN, and GNN are successively introduced for graph matching (Caetano et al., 2009; Zanfir and Sminchisescu, 2018; Wang et al., 2019a; Xu et al., 2019). Initially, deep learning methods are introduced to obtain better feature representations. A natural idea for improvement is thus to embed existing combinatorial solvers into neural networks (Wang et al., 2019a; Sarlin et al., 2020). This idea has been applied on graph matching’s LAP relaxation by applying the differentiable Sinkhorn networks (Cuturi, 2013; Mena et al., 2017). Rolínek et al. (2020) further combine GNNs with an advanced QAP solver based on Lagrange decomposition (Swoboda et al., 2017; 2019) for graph matching. Meanwhile, GNNs are also studied as combinatorial solvers instead of feature extractors (Wang et al., 2019b; Fey et al., 2020). Our work shares similar spirits. We show that GNNs can be used to relax the QAP to make the problem tractable. More importantly, we show that GNN’s fitness to graph matching is independent of training.

**Applications.** Graph matching has various applications, including social networks, KGs, and Computer Vision (CV). Social networks are large graphs with rich topological patterns. Graph matching models rely on the isomorphic assumption and aim to maximize the structural consistency (Zhang and Philip, 2015; Zhang et al., 2019a). We can leverage attributes (Yan et al., 2021) and additional networks (Chu et al., 2019) for improvement. Similarly, Entity Alignment combines structures and attributes to find equivalent entities between KGs. Knowledge graph embedding models and relation-aware GNNs are adopted to learn the heterogeneous graphs (Sun et al., 2020; Zhao et al., 2020).
In CV, graph matching is applied to find the semantic equivalent keypoints between different objects (Zanfir and Sminchisescu, 2018) and the same object’s points but from different perspectives (Sarlin et al., 2020). Geometric prior is studied to benefit object tracking (Chen et al., 2001), pose estimation (Girdhar et al., 2018), and point cloud registration (Wang and Solomon, 2019). In these applications, training has been a long-standing issue due to the limited annotation (Chen et al., 2016; Zhou et al., 2021) and scalability (Zhu et al., 2020; Mao et al., 2021). Thus, we seek solutions from training-free strategies.

2.2 Training-free Neural Networks

Graph-Augmented MLPs. TFGM is related to Graph-Augmented MLPs (GA-MLPs) (Chen et al., 2019; Wu et al., 2019). GA-MLPs obtain structure-aware node embeddings by applying a set of graph operators on node features. This step is training-free because graph operators are dependent only on structure, e.g., the adjacency matrix. Further, GA-MLPs train a classifier on top of structure-aware node embeddings for downstream tasks and have achieved very competitive performance to full GNNs. Because the training is independent of graph structure, GA-MLPs are trivially scalable to large graphs (Frasca et al., 2020). The idea is firstly introduced in SGC (Wu et al., 2019), which uses the power of a normalized adjacency matrix as the graph operator. The graph operator is demonstrated to be a low-pass filter (Wu et al., 2019; Ni and Maehara, 2019). Frasca et al. (2020) enlarge the family of graph operators. Chen et al. (2021) theoretically show that the VC-dimension of existing GA-MLPs grows poly-exponentially with the number of layers. Zambon et al. (2020) show that graph distance defined by training-free GNNs is metric. TFGM is different from previous works in that we focus on graph matching, which requires solving a combinatorial optimization problem.

Neural Networks with Random Weights. TFGM is ideally similar to the Neural Networks with Random Weights (NNRW), which initiates from Random Vector Functional Link networks (Igelnik and Pao, 1995). It is proved that NNRW can be used to obtain meaningful representation that is linearly separable for downstream tasks. Inspired by previous works, we propose TFGM to obtain graph representation with training-free GNNs.

3 Methodology

In this section, we introduce TFGM for the unsupervised graph matching, followed by TFGMws that generalizes TFGM to supervised and semi-supervised graph matching.

3.1 Problem Formulation

We define a graph as \( G = (V, A, X, E) \), where \( V = \{1, 2, \ldots\} \) is the set of nodes, \( A \in \{0, 1\}^{\left|V\right|\times\left|V\right|} \) is the adjacency matrix, \( X \in \mathbb{R}^{\left|V\right|\times d_x} \) is the node feature, and \( E \in \mathbb{R}^{\left|E\right|\times d_e} \) is the edge feature. \( d_x \) and \( d_e \) are the dimension sizes for features of nodes and edges. Given graphs \( G^{(s)} = (V^{(s)}, A^{(s)}, X^{(s)}, E^{(s)}) \) and \( G^{(t)} = (V^{(t)}, A^{(t)}, X^{(t)}, E^{(t)}) \), w.l.o.g., let \( |V^{(s)}| \leq |V^{(t)}| \), graph matching (Caetano et al., 2009; Cho et al., 2013) can be formulated as a QAP:

\[
S^* = \arg \max_{S \in \mathcal{T}} \sum_{i \in V^{(s)}} \sum_{j \in V^{(t)}} Q_{ij} \cdot S_{ij} + \sum_{i,i' \in V^{(s)}} \sum_{j,j' \in V^{(t)}} T_{i'i'j'j'} \cdot S_{i'i'j'j'},
\]

where \( S \in \{0, 1\}^{\left|V^{(s)}\right|\times\left|V^{(t)}\right|} \) is an assignment matrix such that \( S_{ij} = 1 \) iff \( i \in V^{(s)} \) is mapped to \( j \in V^{(t)} \). The entry \( Q_{ij} \) of the matrix \( Q \in \mathbb{R}^{\left|V^{(s)}\right|\times\left|V^{(t)}\right|} \) measures nodes’ similarity based on their features \( X^{(s)} \) and \( X^{(t)} \). \( T_{i'i'j'j'} \) measures similarity between edge features \( E^{(s)}_{i'i'} \) and \( E^{(t)}_{j'j'} \). The set \( \mathcal{T} = \{ S \in \{0, 1\}^{\left|V^{(s)}\right|\times\left|V^{(t)}\right|} : \forall j \in V^{(t)}, \sum_{i \in V^{(s)}} S_{ij} \leq 1 \land \forall i \in V^{(s)}, \sum_{j \in V^{(t)}} S_{ij} = 1 \} \) represents the assignment constraints to guarantee a one-to-one mapping.

In Equation (1), the first linear term is to preserve the compatibility between nodes; the second quadratic term is to preserve the compatibility between edges.

If not noted, we apply the GCN-flavored definition of GNNs:

\[
l = 0 : \quad \text{GNN}_0(A, X) = H^{(l)} = X, \tag{2}
\]

\[
l = 1, \ldots, L : \quad \begin{cases} \text{GNN}_l(A, X) = AH^{(l-1)}W_l, \\ H^{(l)} = \sigma(\text{GNN}_l(A, X)), \end{cases} \tag{3}
\]
where $\sigma$ is a nonlinear activation function. $\{W_t\}_{t=1}^{L}$ is a series of trainable matrices. If the GNN is training-free, all matrices in $\{W_t\}_{t=1}^{L}$ are randomly sampled from $\frac{1}{\sqrt{d}}\mathcal{N}(0,I)$. $d$ is the dimension of the hidden layer. This definition can be easily generalized to existing GNNs (Kipf and Welling [2017]; Hamilton et al. [2017]) by replacing the adjacency matrix $A$ with the corresponding graph operators.

### 3.2 Training Free Graph Matching

Like other machine learning methods, graph matching with GNNs has two phases: training and inference. In the training phase, the weights in GNNs are optimized to pull the embeddings of equivalent nodes together and push different nodes away. In the inference stage, we compute the similarities between node embeddings generated by the fully trained GNNs for graph matching. In light of the preliminary studies (Chen et al. [2021]) and experiments (Table 1), we hypothesize that the weights in GNNs are not crucial for graph matching, but the majority comes from the inductive bias in GNN’s architecture. We, therefore, propose the BasicTFGM that skips the training phase and directly applies randomly initialized GNNs for graph matching inference.

**Definition 1** (BasicTFGM). Given an arbitrary training-free graph neural network $\phi : \mathcal{G} \mapsto \phi(\mathcal{G}) \in \mathbb{R}^{|\mathcal{V}| \times d}$. BasicTFGM with $\phi$ is defined by finding the assignment $S^*$ that maximizes the dot-product of corresponding nodes’ embeddings:

$$
S^* = \arg \max_{S \in \mathcal{T}} \sum_{i_j \in \mathcal{V}^{(s)}} \sum_{j \in \mathcal{V}^{(t)}} S_{ij} \left( \phi(G^{(s)}) \phi(G^{(t)})^\top \right)_{ij}.
$$

From Table 1 we observe that training free GNN’s performance drops by 25% if residual connection is disabled, showing the importance of lower-order information. The BasicTFGM only measures the similarities between nodes concerning their $L$-th order neighborhood. The lower-order information may be crucial but “washed out” during feedforward. We, therefore, propose TFGM for inference.

**Definition 2** (TFGM). For an arbitrary $L$-layer graph neural network $\phi_L$, let $\phi_l(0 \leq l \leq L)$ be the first $l$ layers of $\phi_L$. TFGM with $\phi_L$ is defined by finding the assignment matrix $S^*$ that maximizes the cosine similarity of corresponding node embeddings from all GNN layers as:

$$
S^* = \arg \max_{S \in \mathcal{T}} \sum_{i_j \in \mathcal{V}^{(s)}} \sum_{j \in \mathcal{V}^{(t)}} \frac{1}{L} \sum_{l=0}^{L} \cos \left( \phi_l(G^{(s)}), \phi_l(G^{(t)}) \right).
$$

TFGM enhances the BasicTFGM by preserving different orders of neighbor information and also the initial node feature ($l = 0$) to facilitate a comprehensive similarity measurement. Further, because the norms of graph embeddings can change over different layers, we normalize the node embeddings at every layer by replacing dot-product with cosine similarity. TFGM guarantees the strict matching of neighbors from the same order and enforces the prior that information of different orders should weigh the same. The similarity measurements of different orders are summarized into a single linear term, guaranteeing to be solvable within polynomial time. Compared to the BasicTFGM, TFGM is more robust to over-smoothing because it considers the neighborhoods of all $0, 1, ..., L$ orders, wherein the over-smoothing issue usually happens in high-order layers that cannot affect the comparisons of low-order layers.

### 3.3 Utilizing Annotation without Training

So far, TFGM can well suit the unsupervised graph matching. We now generalize TFGM to the supervised and semi-supervised settings. The annotation data can supervise graph matching models to perform better feature extraction (Cho et al. [2013]) and support the matching of uncertain nodes with close-by ground truth matchings (Rocco et al. [2018]). To this end, we introduce two strategies for TFGM to utilize such priors without training. The enhanced TFGM is termed as TFGMws (TFGM with supervision).

The general principle of both strategies is to leverage annotation to generate more discriminative node representations. We present the core ideas of the strategies. Detailed algorithms are in Appendix D. Given two graphs $G^{(s)}$ and $G^{(t)}$, both settings aim to find an assignment $S^*$ that corresponds to the equivalent mapping between $V^{(s)}$ and $V^{(t)}$.

**Supervised Graph Matching** provides node labels for graphs in a training set $D$ (Bourdev and Malik [2009]; Everingham et al. [2010]; Cho et al. [2013]). Unlike node classification, the node labels are mutually exclusive within one graph. For graph matching, nodes with the same label but from different graphs are marked as equivalent.

To utilize annotation without training, we generate a label-discriminative feature $k_i$ for all node $i$ in $G^{(s)}$ and $G^{(t)}$ by performing a kNN search in training dataset (Figure 1a). The basic idea is to find $i$’s $k$ closest nodes in training dataset.
and use the labels of these $k$ nodes as $k_i$. If $i$ is a wheel of a motorbike, $k_i$ will have a high wheel score. $k_i$ captures the priors in annotation and is more discriminative than the node’s original feature. Thus, we solve the LAP with node similarity measured by $\cos(k_i, k_j) (\forall i \in V^{(s)}, j \in V^{(l)})$.

We present the steps to generate $k_i$ for node $i$ in an arbitrary graph $G$. The strategy is a variant of Matching Networks [Vinyals et al., 2016]. 1) We conduct graph matching between $G$ and every graph in the training dataset $D$ using the unsupervised TFGM, and thus obtain the similarity scores between $i$ and every node in the training dataset. 2) For each graph in the training dataset, we keep only the most similar node to $i$. 3) Select the top $k$ nodes $\mathcal{L} = \{v_1, v_2, \ldots, v_k\}$ that have the largest similarity scores to $i$. 4) Let $k_i = \sum_{v \in \mathcal{L}} y_v$, where $y_v$ is the one-hot encoding of node $v$’s label.

**Semi-supervised Graph Matching** provides a set of annotated equivalent node pairs $\mathcal{I} = \{(i, j) | i \in V^{(s)}, j \in V^{(l)}\}$ as supervision. The goal is to find equivalent nodes among the unannotated nodes in $G^{(s)}$ and $G^{(l)}$. To incorporate annotation, we set the initial features of nodes in $\mathcal{I}$ to be the same (Figure 1b): for all $(i, j) \in \mathcal{I}$, let $X_i^{(s)} \rightarrow X_j^{(l)}$ or vice versa. The intuition is that GNNs can propagate the strong equivalence signal, i.e., $\cos(X_i^{(s)}, X_j^{(l)}) = 1$, to neighbors of $i$ and $j$, and thus support their matching. This strategy operates on the feature initialization phase and adds $O(|\mathcal{I}|d)$ computation overhead, which is much cheaper than training.

### 4 Design Principles and Justification

#### 4.1 Design Principles of TFGM

We summarize our framework as four design Principles to boost the performance of training-free GNNs for graph matching. They enable training-free GNNs to perform comparably to their fully trained counterparts.

- **P1**: Concatenate the normalized embeddings from all GNN layers as node representations (Section 3.2).
- **P2**: If annotation is available, use it to generate more discriminative node representations (Section 3.3).
- **P3**: For GCN-flavored GNNs, e.g., $\text{GNN}_l(A, X) = AH^{(l-1)}W_l$, where $A$ is a graph operator. Use their weight-free versions, e.g., $\text{GNN}_l(A, X) = AH^{(l-1)}$.
- **P4**: Explore more powerful graph operators/kernels.

**P1** and **P2** are intuitively explained in previous section. **P3** is to eliminate the random noise caused by random weights. **P4** encourages the exploration of more appropriate inductive bias for the dataset. Pioneer study [Saxe et al., 2011] and our experiments show that better architecture leads to better performance even in the training-free setting.

In the rest of this section, we justify TFGM by showing that it is a linear relaxation of graph matching’s QAP formulation. Further, we show that random-weight GNN is an unbiased estimator of weight-free GNN for graph matching if nonlinearity is removed (**P3**). Finally, we generalize TFGM to more GNNs (**P4**).

#### 4.2 TFGM is a Linear Relaxation of the QAP

As stated in Equation (1), graph matching is a QAP, which is NP-hard. We now show that BasicTFGM with GNN is a linear relaxation of the QAP. Inspired by the neighborhood consensus [Rocco et al., 2018; Fey et al., 2020], we relax the quadratic term in Equation (1) to linear as follows:

$$S^* = \arg \max_{S \in \mathcal{T}} \sum_{i \in V^{(s)}} Q_{ij} S_{ij} + \sum_{i, i' \in V^{(s)}} A^{(s)}_{ii'} A^{(l)}_{ij} P_{ij}^{(ij)} S_{ij}.$$

Figure 1: Diagrams for utilizing annotation without training. (a) Supervised setting. Generate node $i$ and $j$’s label-discriminative feature $k_i$ and $k_j$ with kNN search. Different colors denote different node labels. Example labels are from a motorbike.
where \( T_{i,j} \) is measured by \( A^{(s)}_i A^{(t)}_{j} \), a binary indicator for the existence of edges \((i, i')\) and \((j, j')\); one of the assignment \( S_{i,j'} \) is replaced by its approximate estimation \( P_{i,j'}^{(ij)} \in \mathbb{R}^{(|V|') \times |V^{(t)}|)} \), which is a 4-dimensional tensor. We give \( P \) a superscript \((ij)\) (i.e., two extra dimensions) to maintain \( S_{i,j'} \)'s dependence on index \((ij)\) – because \( S_{i,j'} \) is an optimization variable, its value is dependent on the other optimization variable \( S_{ij} \). In other words, this superscript allows \( P \) to measure the similarity between \( i \) and \( j' \) while considering the matching of other nodes. To summarize, Equation 6 holds a similar objective to Equation 1 – find an assignment matrix \( S^* \) that maximizes the node compatibility and structural compatibility.

Note that, Equation 9 becomes an LAP, if \( Q \) and \( P \) have no weights to be optimized. Thus, we can solve it within polynomial time with a theoretical guarantee. Now, the core problem is to find suitable functions that can produce a good estimation of \( Q \) and \( P \). However, it is feasible to find good compatibility measurements \( Q \) and \( P \) that 1) require no training and 2) can measure equivalence between nodes and structures? The answer is yes. Let us first focus on the node compatibility measurement \( Q \). When nodes have real-world features, such as text names and image patches, thanks to the development of pre-trained models, non-parametric functions (e.g., dot-product and cosine similarity) based on embeddings of the real-world features can largely measure the semantic equivalence (Reimers and Gurevych 2019).

Next, we move forward to the structural compatibility \( P \) by applying the BasicTFGM with GNN.

**Proposition 1.** BasicTFGM with \( GNN_L(A, X) \) is equivalent to solve Equation 6 with \( Q = 0 \) and \( P = (H^{(L-1)})^{(s)}W_L((H^{(L-1)})^{(t)}W_L)^\top \).

The proof is in Appendix A. Proposition 1 shows that BasicTFGM with GNN is a special case of solving Equation 6: BasicTFGM sets node compatibility \( Q = 0 \) and uses a lower dimensional \( P \) to approximate the structural term in graph matching.

Due to the BasicTFGM’s limitation, we have proposed TFGM to preserve neighbor information of different orders and recover the node compatibility \( Q \). For any matrix \( M \), we define \( M_i \) to be the transpose of its \( i \)-th row vector. Let \( \| \cdot \|_2 \) represent the Euclidean norm and denote by the symbol “⊙” the element-wise multiplication. We show that TFGM with GNN is equivalent to solve Equation 6 with a specific choice of \( P \) and \( Q \). Thus, we can summarize that TFGM is a linear relaxation of the QAP.

**Proposition 2.** TFGM with \( GNN_L(A, X) \) is equivalent to solve Equation 6 with \( Q = Z^{(0)} \odot (X^{(s)}(X^{(t)})^\top) \) and \( P^{(ij)} = \sum_{l=1}^{L} Z^{(l)}_{ij}(H^{(l-1)})^{(s)}W_l((H^{(l-1)})^{(t)}W_l)^\top \), where \( Z^{(l)} \in \mathbb{R}^{\text{|V|'} \times |V^{(t)}|} \) is the normalization matrix. \( Z^{(l)}_{ij} = 1/\|GNN_l(A^{(s)}, X^{(s)})_i\|_2 \|GNN_l(A^{(t)}, X^{(t)})_j\|_2 \) for \( l = 0, \ldots, L \).

### 4.3 Random-weight GNN vs. Weight-free GNN (P3)

GA-MLPs (Chen et al. 2021) show that graph operators without nonlinear activation function can extract discriminative representations for node and graph classification. Based on their results, we conjecture that it is inessential to use the nonlinear activation in training-free GNNs for graph matching. Besides, one of the most important reasons for using activation function is to let neural networks learn complex nonlinear patterns. This reason does not hold when weights are not trained. Thus, we remove GNN’s nonlinear activation function to investigate linear graph operators’ effectiveness for graph matching. Specifically, we define the following random-weight GNN and weight-free GNN:

- Random-weight: \( GNN_L(A, X) = A^L X W_1 \ldots W_L \)
- Weight-free: \( GNN_L(A, X) = A^L X \)

Interestingly, we can prove that graph matching with the random-weight GNN approximates the weight-free GNN under the BasicTFGM framework (proof in Appendix A). The intuition is that the projection of a random matrix \( W \sim \frac{1}{\sqrt{d}} \mathcal{N}(0, I) \) can approximately preserve the distance between input vectors, which is well-known as the JL lemma (Johnson and Lindenstrauss 1984 [Shi et al. 2012]).

The analysis above indicates that random-weight GNN should perform slightly worse than the weight-free GNN, which is demonstrated in experiments (Appendix C). Thus, we suggest the weight-free rather than the random-weight GNN.

### 4.4 Generalizing to Different Graph Operators (P4)

The adjacency matrix \( A \) in Equation 3 is a graph operator, which defines how GNN aggregate message from neighboring nodes. Let \( \tilde{A} = A + I \) and \( \tilde{D}_i = \sum \tilde{A}_{ij} \). Proposition 1 and Proposition 2 can be generalized to other GCN-flavored GNNs like GCN (Kipf and Welling 2017) and GraphSAGE (Hamilton et al. 2017) when using the
corresponding graph operator in the graph matching objective:

\[ S^* = \arg\max_{S \in T} \sum_{i,j \in V} Q_{ij} S_{ij} + \sum_{i,j \in V} \hat{A}^{(s)}_{ij} \hat{A}^{(t)}_{j,i} P^{(ij)} S_{ij}, \]

where \( \hat{A} = \tilde{D}^{-1/2} \hat{A} \tilde{D}^{-1/2} \) for GCN; \( \hat{A} = \hat{D}^{-1/2} \hat{A} \hat{D}^{-1/2} \) for GraphSAGE. Compared to Equation (6), the only difference is that the previous binary indicator of edge existence is now scaled by node degrees. By this generalization, we can apply TFGM with the popular GCN and GraphSAGE.

**Generalizing to More Powerful GNNs.** This TFGM approach is not limited by the GCN-flavored architecture for its principles are universal priors of graph matching. We have experimentally verified that other GNNs, e.g., SplineCNN \cite{Fey2018}, also perform promisingly under TFGM. For further exploration, we feel more powerful graph operators \cite{Corso2020} and representing semantic edge features \cite{Gilmer2017} are promising directions for training-free graph matching.

## 5 Experiments

We experiment on three benchmarks under supervised, semi-supervised, and unsupervised settings. The experimental purpose is not to surpass the fully trained state-of-the-art, but to verify TFGM’s superiority for boosting GNNs’ performances under the training-free setting and provide empirical evidence of our analysis. We also conduct ablation studies to test TFGM’s key components and efficiency.

**Experimental Setup.** We use GraphSAGE \cite{Hamilton2017}, SplineCNN \cite{Fey2018}, and DGMC \cite{Fey2020} as the baseline GNNs for TFGM due to their popularity in graph matching. To investigate the effectiveness of training and utilizing annotation (P2), we present GNNs’ performances of three versions: the original **fully trained version**, TFGM, and TFGMws. Note that the models in the following tables without TFGM or TFGMws are fully trained. We use the same LAP solver as the baselines in experiments for fair comparison. The detailed experimental setup is in Appendix C.2.

### 5.1 Supervised Keypoint Matching on Images

Keypoint matching is graph matching to find the semantic equivalent keypoints between images of the same objects. We experiment on PascalVOC \cite{Everingham2010} with Berkeley annotation \cite{Bourdev2009}, a benchmark with 20 categories of objects (Table 2).

First, TFGMws performs better than fully trained GNNs on mean accuracy. This demonstrates training-free methods’ ability to integrate node features and structure features. We attribute TFGMws’ better performance to the preserved neighborhood at different localities. TFGMws strictly compares nodes’ neighbors within the same order, while trained GNNs fail to guarantee such similarity measurement. Second, TFGMws shows significant improvement (11.7% on average) over TFGM. This implies the importance of annotation, and our proposed method can effectively utilize annotation without training. Third, TFGM benefits from advanced architectures: DGMC and SplineCNN significantly outperform GraphSAGE. This coincidences with P4 that TFGM can capture the inductive bias in GNNs.
Table 3: Entity alignment performance on DBP15k. * indicates performance from original papers.

| Methods       | ZH-EN H@1 | ZH-EN H@10 | MRR       | JA-EN H@1 | JA-EN H@10 | MRR       | FR-EN H@1 | FR-EN H@10 | MRR       |
|---------------|-----------|------------|-----------|-----------|------------|-----------|-----------|------------|-----------|
| NodeMatch     | 60.3      | 71.1       | 0.641     | 66.6      | 77.1       | 0.704     | 84.6      | 91.2       | 0.871     |
| MLP           | 61.1      | 69.8       | 0.643     | 68.7      | 77.9       | 0.721     | 89.0      | 93.9       | 0.909     |
| EVA*          | 76.1      | **90.7**   | 0.814     | 76.2      | 91.3       | 0.817     | 79.3      | 94.2       | 0.847     |
| NMN*          | 73.3      | 86.9       | -         | 78.5      | 91.2       | -         | 90.2      | 96.7       | -         |
| GraphSAGE     | 69.4      | 85.1       | 0.752     | 73.8      | 88.3       | 0.790     | 87.9      | 95.8       | 0.909     |
| DGMC*         | 80.1      | 87.5       | -         | 84.8      | 89.7       | -         | 93.3      | 96.0       | -         |

| Methods       | TFGM      | TFGMws     | DGMC      | TFGM      | TFGMws     | DGMC      | TFGM      | TFGMws     | DGMC      |
|---------------|-----------|------------|-----------|-----------|------------|-----------|-----------|------------|-----------|
| GraphSAGE     | 66.9      | 79.1       | 0.712     | 74.2      | 85.1       | 0.781     | 88.6      | 94.6       | 0.908     |
| DGMC          | 79.1      | 84.5       | 0.811     | 84.6      | 90.5       | 0.869     | 94.4      | 97.0       | 0.954     |

| Methods       | TFGM      | TFGMws     | DGMC      | TFGM      | TFGMws     | DGMC      | TFGM      | TFGMws     | DGMC      |
|---------------|-----------|------------|-----------|-----------|------------|-----------|-----------|------------|-----------|
| GraphSAGE     | 69.0      | 81.1       | 0.733     | 75.7      | 86.5       | 0.795     | 89.2      | 95.2       | 0.914     |
| DGMC          | **81.4**  | 86.3       | **0.833** | **86.2**  | **91.5**   | **0.883** | **94.9**  | **97.3**   | **0.959** |

Table 4: Accuracy (%) of Network Alignment on the PPI dataset. We report the baseline performances from our re-implementation with their released source code.

| Noise Ratio | 5% | 10% | 15% | 20% | 25% | 5% | 10% | 15% | 20% | 25% |
|-------------|----|-----|-----|-----|-----|----|-----|-----|-----|-----|
| GHOST       | 73.6 | 48.9 | 36.7 | 25.5 | 20.4 | 41.7 | 14.9 | 11.6 | 9.2 | 7.5 |
| KerGM       | 64.2 | 48.6 | 39.7 | 30.7 | 29.9 | 38.6 | 14.6 | 5.8  | 1.7 | 1.0 |
| MAGNA++     | 74.0 | 66.3 | 58.4 | 49.8 | 43.3 | 67.2 | 44.6 | 36.9 | 34.1 | 30.6 |

| Methods       | TFGM one-hot GraphSAGE | TFGM one-hot DGMC | TFGM pos-enc GraphSAGE | TFGM pos-enc DGMC |
|---------------|------------------------|-------------------|------------------------|-------------------|
| GraphSAGE     | 65.1 | 46.2 | 32.1 | 29.1 | 23.5 | 83.3 | 81.1 | 78.1 | 75.0 | 71.7 |
| DGMC          | 79.0 | 74.2 | 40.5 | 48.3 | 34.0 | **83.6** | **81.3** | 77.9 | 74.0 | 67.8 |

### 5.2 Semi-supervised Entity Alignment on KGs

Entity alignment is semi-supervised graph matching aiming to find equivalent entities between two KGs. We use a benchmark DBP15k [Sun et al., 2017] with KGs between language pairs: Chinese to English (ZH-EN), Japanese to English (JA-EN), and French to English (FR-EN). We compare with unsupervised method EVA [Liu et al., 2021] and GNN model NMN [Wu et al., 2020]. Table 3 presents performances of Hit@1 (H@1), Hit@10 (H@10) and Mean Reciprocal Rank (MRR).

First, DGMC with TFGMws outperforms its fully trained counterpart on 5 out of 6 metrics, demonstrating training-free methods’ ability to integrate node and structure features. Second, TFGM significantly outperforms the unsupervised baseline EVA and fully trained baseline NMN while enjoying an efficient training-free property. This performance demonstrates TFGM’s superiority in the unsupervised setting. Note that EVA uses extra visual features, which significantly boost the Hit@10 scores. Third, TFGMws outperforms TFGM by only 1.4% Hit@1 on average. Compared with supervised graph matching (Table 2), the improvement is limited. We attribute this to the weak supervision in DBP15k: the unsupervised baseline EVA’s performance is very competitive to supervised baselines. In addition, shown by the decent performance of NodeMatch, the initial node features are strong for measuring semantic equivalence.

### 5.3 Unsupervised Network Alignment of Protein-Protein Interaction Networks

Protein-Protein Interaction (PPI) Network Alignment is unsupervised and aims to find corresponding proteins in networks of different species. We use the Low-conf. Edges dataset [Collins et al., 2007] and Random Rewirement dataset [Saraph and Milenkovic, 2014] for evaluation. Each dataset has 5 versions of different noise ratios. We compare with unsupervised baselines GHOST [Patro and Kingsford, 2012], KerGM [Zhang et al., 2019b], and MAGNA++ [Vijayan et al., 2015]. This dataset has no node features. We thus initialize the nodes with the one-hot encoding or positional-encoding [Vaswani et al., 2017] of node degrees. Table 4 reports the matching accuracy.

First, we can see that TFGM outperforms baselines by a large margin (17.7% on average), demonstrating the superiority of TFGM in the unsupervised setting. We attribute the good performance to TFGM’s effectiveness in capturing high-
order neighborhoods with deep GNNs (i.e., 10 layers). Baselines use only one-hop neighbors of nodes. Second, TFGM one-hot performs best among models on the Random Rewirement dataset. This is because this dataset is generated while ensuring equivalent nodes to have the same degree, which provides a strong bias for one-hot matching. As a result, NodeMatch that compares only degree features has accuracy < 10% due to duplicate degrees. Third, GraphSAGE outperforms DGMC on the Random Rewirement dataset if using one-hot encoding. This is expected because the “rewirement” noise violates the structural consistency, thus confuses DGMC’s refinement towards the consistency.

**Discussion.** PPI dataset has no node features, thus matching relies on the assumption of structural consistency [Wang et al., 2018]. On the Low-conf. Edges dataset, this assumption holds exactly because the source graph is a subgraph of the target graph. Therefore, optimizing QAP (Equation (1)) guarantees the optimal performance on the Low-conf. Edges dataset. Our experiments on it give empirical evaluation for TFGM’s approximation of the QAP objective.

### 5.4 Ablation Studies

**Preserving Neighbors of Different Localities.** To further demonstrate the importance of preserving neighbors of different orders, we compare training-free GNNs under different frameworks: BasicTFGM based on the $L$-th order neighborhoods and TFGM based on all of $(0, 1, \ldots, L)$-th orders’ neighborhoods. For BasicTFGM, we use residual connection [He et al., 2016] to preserve the node compatibility. Figure 2 shows that GNNs under the TFGM framework consistently outperform their BasicTFGM counterparts (4.3% on average on DBP15k, 16.7% on average on PPI). We observe similar results on PascalVOC (Appendix C.5).

**Efficiency.** We present the average running time in Table 5 to evaluate TFGM’s efficiency. We compare models with the best performance to obtain the most representative results. For baselines, we use DGMC on PascalVOC and DBP15k and use MAGNA++ on PPI. For our framework, we stick with DGMC as the backbone GNN.

First, we highlight that our framework performs empirically faster than all baselines by a large margin. On PascalVOC and DBP15k, TFGMw is 7 ~ 8 times faster than the fully trained models due to the cut-down of the training phase. On PPI, TFGM is nearly 5000 times faster than MAGNA++ due to TFGM’s efficiency and GPU acceleration. Second, TFGM further improves over TFGMw on speed for not relying on training data. Considering TFGM’s better performance than some supervised models in experiments (Table 2, 3), it makes a fast promising solution for graph matching.

| Dataset    | BestBaseline | TFGM  | TFGMw |
|------------|--------------|-------|-------|
| PascalVOC  | 504.3        | 18.1  | 67.2  |
| DBP15k     | 44.1         | 5.5   | 5.7   |
| PPI        | 983.0        | 0.2   | -     |

Table 5: Average running time (seconds) of 5 independent runs for the best performing baselines, TFGM, and TFGMw. We do not count the time for loading datasets.
matching. Third, the gap between TFGM and TFGMws is small on DBP15k, showing that our strategy for utilizing annotation introduces little computation overhead in the semi-supervised setting. Complexity analysis is in Appendix B.

**Removing Nonlinear Activation.** We now support our conjecture that *it is inessential to use the nonlinear activation in training-free GNNs for graph matching* (Section 4.3) with empirical evidence. In Figure 3, we compare TFGM’s performance with and without the ReLU nonlinearity, the most common activation function. ReLU’s contribution to performance is unstable across datasets: on PascalVOC, without ReLU is better; on DBP15k, with ReLU is better; on PPI, ReLU makes no significant difference. We conclude that ReLU is inessential in the training-free setting.

6 Conclusion and Future Work

We present the first framework TFGM for graph matching with training-free GNNs. TFGM provides a fast approximate solution to graph matching without training. We handcraft matching priors, which used be learned by training, into GNN’s architecture and show that TFGM is a linear relaxation to graph matching’s QAP formulation. Extensive experiments demonstrate TFGM’s generalizability to supervised, semi-supervised, and unsupervised graph matching. Further ablation studies validate TFGM’s key components. In the future, we are interested in exploring training-free GNNs for zero-shot learning.
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Supplementary Material for Training-Free Graph Neural Networks for Graph Matching

A Proofs

Proof of Proposition 1

Proof. Let \( \phi(G) = \text{GNN}_L(A, X) \), we need to show that Eq. 4 can be rewritten as Eq. 6:

\[
S^* = \arg\max_{S \in T} \sum_{i \in V^{(s)}} \sum_{j \in V^{(t)}} S_{ij} \left( \text{GNN}_L(A^{(s)}, X^{(s)})\text{GNN}_L(A^{(t)}, X^{(t)})^\top \right)_{ij}
\]

\[
= \arg\max_{S \in T} \sum_{i,j \in V^{(s)}} S_{ij} \left( (A^{(s)}(H^{(L-1)})^{(s)}W_L)(A^{(t)}(H^{(L-1)})^{(t)}W_L)^\top \right)_{ij}
\]

Substitute \( P = (H^{(L-1)})^{(s)}W_L((H^{(L-1)})^{(t)}W_L)^\top \):

\[
S^* = \arg\max_{S \in T} \sum_{i \in V^{(s)}, j \in V^{(t)}} S_{ij} (A^{(s)}P(A^{(t)})^\top)_{ij}
\]

\[
= \arg\max_{S \in T} \sum_{i,j \in V^{(s)}, j' \in V^{(t)}} A^{(s)}_{ij} A^{(t)}_{ij'} S_{ij} P_{ij'}
\]

Proof of Proposition 2

Proof. Let \( g_l(G) = \text{GNN}_L(A, X) \), we need to rewrite Equation 5 as Equation 6.

For any matrix \( B \in \mathbb{R}^{n \times m} \), we define \( B_i \in \mathbb{R}^{1 \times m} \) to be its \( i \)-th row vector for \( i = 1, \ldots, n \). Let \( M^{(t)}_{ij} = 1/Z_{ij}^{(t)} \). Let \( S^* \) be the solution of TFGM with \( \text{GNN}_L(A, X) \). Then, by the definition of the cosine similarity and the linearity of matrix indexing,

\[
S^* = \arg\max_{S \in T} \sum_{i \in V^{(s)}, j \in V^{(t)}} S_{ij} \left( \sum_{l=0}^{L} \text{Cos} \left( \text{GNN}_l(A^{(s)}, X^{(s)}), \text{GNN}_l(A^{(t)}, X^{(t)}) \right) \right)_{ij}
\]

\[
= \arg\max_{S \in T} \sum_{i,j \in V^{(s)}, j' \in V^{(t)}} S_{ij} \sum_{l=0}^{L} \frac{\langle \text{GNN}_l(A^{(s)}, X^{(s)})_i, \text{GNN}_l(A^{(t)}, X^{(t))}_j \rangle}{M^{(t)}_{ij}}
\]

For the \( l = 0 \) term,

\[
\frac{\langle \text{GNN}_0(A^{(s)}, X^{(s)})_i, \text{GNN}_0(A^{(t)}, X^{(t))}_j \rangle}{M^{(0)}_{ij}} = \frac{\langle X^{(s)}_i, X^{(t)}_j \rangle}{M^{(0)}_{ij}} = Q_{ij}.
\]
For the \( l \geq 1 \) term,
\[
\sum_{i=1}^{L} \langle A_{ii}^{(s)}(H^{(l-1)})^{(s)}W_{i}, A_{jj}^{(t)}(H^{(l-1)})^{(t)}W_{j} \rangle \\
= \sum_{i', j' \in V^{(s)},j' \in V^{(t)}} \frac{A_{i'i'}^{(s)}A_{jj'}^{(t)}}{M_{ij}} \left( (H^{(l-1)})^{(s)}W_{i}(H^{(l-1)})^{(t)}W_{j} \right)_{i', j'}
= \sum_{i', j' \in V^{(s)},j' \in V^{(t)}} A_{i'i'}^{(s)}A_{jj'}^{(t)} \left( \sum_{i=1}^{L} \frac{1}{M_{ij}} (H^{(l-1)})^{(s)}W_{i}((H^{(l-1)})^{(t)}W_{j})_{i', j'} \right)
= \sum_{i', j' \in V^{(s)},j' \in V^{(t)}} A_{i'i'}^{(s)}A_{jj'}^{(t)} P_{i', j'}^{(ij)}
\]

By combining these, we have that
\[
S^* = \arg\max_{S \in \mathcal{T}} \sum_{i,j \in V^{(s)}} S_{ij}Q_{ij} + \sum_{i,i', j,j' \in V^{(s)},j' \in V^{(t)}} A_{i'i'}^{(s)}A_{jj'}^{(t)} P_{i', j'}^{(ij)} S_{ij},
\]
which proves the desired statement. \( \square \)

Proof of that graph matching with the random-weight GNN approximates the weight-free GNN under the BasicTFGM framework.

**Proof.** Based on Proposition 1 it is easy to show that the objective of BasicTFGM with random-weight GNN and weight-free GNN can also be aligned with Equation 6. In specific, we have \( Q_0 = 0 \) and \( P_0 = (A^{(s)})^{L-1}X^{(s)}W_1...W_L((A^{(t)})^{L-1}X^{(t)}W_1...W_L)^\top \) for random-weight GNN; and \( Q_1 = 0 \) and \( P_1 = (A^{(s)})^{L-1}X^{(s)}((A^{(t)})^{L-1}X^{(t)})^\top \) for weight-free GNN.

To show that random-weight GNN approximates the weight-free GNN under the BasicTFGM framework, we need to show that \( P_1 \) is an unbiased estimator of \( P_0 \):
\[
P_1 = \mathbb{E}_{(W_t)_{t=1}^{L}}[P_0] = \mathbb{E}[(A^{(s)})^{L-1}X^{(s)}W_1...W_L((A^{(t)})^{L-1}X^{(t)}W_1...W_L)^\top] = (A^{(s)})^{L-1}X^{(s)}\mathbb{E}[W_1...W_LW_1...W_L^\top]((A^{(t)})^{L-1}X^{(t)})^\top
\]

Let \( K_L = W_1...W_LW_1^\top...W_1^\top \), we prove by induction that
\[
\mathbb{E}[K_L] = I, \text{ for any integer } L > 0. \tag{9}
\]

**Base case:** \( L = 1 \), it is easy to show that \( \mathbb{E}[K_1] = \mathbb{E}[W_1W_1^\top] = I \) (using the independence of random variables).

**Inductive step:** suppose Eq. 9 holds for \( L - 1 \), i.e., \( \mathbb{E}[K_{L-1}] = I \).

Let \( B_{L-1} = W_1...W_{L-1}, \) then we have \( K_L = (B_{L-1}W_L)^\top B_{L-1}^\top \) and
\[
\mathbb{E}[(K_L)_{ij}] = \mathbb{E}\left[ \sum_k (B_{L-1}W_L)_{ik}(B_{L-1}W_L)_{jk} \right] = \mathbb{E}\left[ \sum_{k,a,b} (B_{L-1})_{ia}(W_L)_{ak}(B_{L-1})_{jb}(W_L)_{bk} \right] = \sum_{k,a,b} \mathbb{E}[(B_{L-1})_{ia}(W_L)_{ak}(B_{L-1})_{jb}(W_L)_{bk}] + \sum_{k,a,b} \mathbb{E}[(B_{L-1})_{ia}(B_{L-1})_{jb}(W_L)_{ak}(W_L)_{bk}]
\]
If \( i \neq j, a \neq b, \)
\[
\mathbb{E}[(B_{L-1})_{ia}(B_{L-1})_{jb}] = \mathbb{E}[(W_L)_{ah}(W_L)_{hk}] = 0
\]

If \( i \neq j, a = b, \)
\[
\mathbb{E}[(B_{L-1})_{ia}(B_{L-1})_{jb}] = \mathbb{E}[(W_L)_{ah}(W_L)_{hk}] = 0
\]

If \( i = j, a \neq b, \)
\[
\mathbb{E}[(B_{L-1})_{ia}(B_{L-1})_{ja}] = \mathbb{E}[(W_L)_{ah}(W_L)_{ha}] = 0
\]

If \( i = j, a = b, \)
\[
\mathbb{E}[(B_{L-1})_{ia}(B_{L-1})_{ja}] = \mathbb{E}[(W_L)_{ah}(W_L)_{ah}] = 1
\]

Thus, for \( K_L, \) if \( i \neq j, \)
\[
\mathbb{E}[(K_L)_{ij}] = \sum_{k,a} \frac{1}{d} \mathbb{E}[(B_{L-1})_{ia}(B_{L-1})_{ja}] = 0
\]

If \( i = j, \)
\[
\mathbb{E}[(K_L)_{ii}] = \sum_{k,a} \frac{1}{d} \mathbb{E}[(B_{L-1})_{ia}^2] = \mathbb{E}[(K_{L-1})_{ii}] = 1
\]

We conclude that \( \mathbb{E}[K_L] = I \) for all integer \( L > 0. \) Substitute this into Eq. 8, we have \( P_1 = \mathbb{E}[W_1]_{i=1} \sim \mathcal{N}(0, I) [P_0]. \)

## B Complexity Analysis

We now analyze the complexity of graph matching using a GCN-flavored weight-free GNN under our framework. Let \( L \) be the number of GNN layers. \( d \) is the dimension of node feature. Given two graphs \( G^{(s)} \) and \( G^{(t)} \), let \( ||A||_0 = \max(||A^{(s)}||, ||A^{(t)}||), |V| = \max(|V^{(s)}|, |V^{(t)}|). \) The complexity analysis is shown in Table 6.

| Method          | Unsupervised | Semi-supervised | Supervised |
|-----------------|--------------|-----------------|------------|
| TFGM            | \( O(dL|V|^2) + O(|V|^3) \) | \(-\) | \(-\) |
| TFGMws          | \(-\) | \( O(dL|V|^2) + O(|V|^3) \) | \( O(dL|V| \sum_{i=1}^{N} |V^{(i)}|) + O(N \log(N)|V|) \) | \( O(|V|^3) \) |

TFGM’s complexity is independent of training dataset size, making it a fast solution for graph matching.

The unsupervised and semi-supervised settings have the same complexity, because our strategy of using semi-supervised annotation is \( O(d|I|) \), where \( I \) is the set of known equivalent node pairs. \( O(d|I|) \) is smaller than \( O(d|V|) \) and thus ignored.

We include the complexity of an optional Hungarian solver of LAP. If Hungarian is used, it dominates the complexity in the unsupervised and semi-supervised setting. However, running GNNs usually costs longer time than running the Hungarian in practice. We can use the less expensive \( \text{argmax} \) as LAP solver to achieve \( O(dL|V|^2) \) complexity.

In the supervised setting, we conduct kNN search in a training dataset \( D = \{ G^{(1)}, ..., G^{(N)} \}. \) We assume that the graph matching with the training data uses the \( \text{argmax} \) LAP solver for efficiency. The complexity is dominated by two components: 1) graph matching between \( G^{(s)} \) and \( G^{(t)} \) and every graph in the training dataset; 2) sort the similarity scores to find the top \( k \) similar nodes. Empirically, the complexity is dominated by the first term \( O(dL|V| \sum_{i=1}^{N} |V^{(i)}|) \), which is of the same magnitude or smaller than the fully trained models. However, once being trained, fully trained model performs much faster in the inference phase. We make it a future work to find a more efficient training-free method for the supervised setting.
C Experiments

C.1 Additional Results

BasicTFGM on PascalVOC. Table 7 compares the performance of BasicTFGM and TFGM on the supervised graph matching benchmark PascalVOC. TFGM with the three GNNs improves 6.4% on average compared to BasicTFGM. Compare to the BasicTFGM, the only difference is that TFGM concatenates the normalized output from all layers as node embedding. This result again demonstrates the importance of preserving neighbors of all orders for graph matching.

| Methods      | Aero | Bike | Bird | Boat | Bot. | Bus | Car | Cat | Cha. | Cow | Tab. | Dog | Hor. | MBike | Per. | Plant | Sheep | Sofa | Train | TV | Mean |
|--------------|------|------|------|------|------|-----|-----|-----|------|-----|------|-----|------|-------|------|-------|-------|------|-------|----|------|
| BasicTFGM    | 21.9 | 24.6 | 25.4 | 35.7 | 29.4 | 55.0| 47.2| 36.5 | 18.9 | 26.9 | 82.4 | 25.3 | 42.6 | 23.8  | 25.3 | 34.9  | 35.4  | 79.0  | 44.5  | 57.1 | 38.6  |
| GraphSAGE    | 27.2 | 31.8 | 34.3 | 46.2 | 45.5 | 71.4| 57.4 | 43.9 | 25.6 | 34.1 | 79.7 | 30.4 | 52.2 | 28.9  | 36.0 | 49.4  | 40.3  | 86.7  | 58.5  | 73.5 | 47.7  |
| SplineCNN    | 30.3 | 42.1 | 43.0 | 56.1 | 65.0 | 82.7| 71.9 | 53.7 | 27.8 | 43.8 | 84.3 | 38.4 | 64.5 | 40.3  | 46.3 | 70.7  | 48.9  | 93.0  | 76.9  | 81.5 | 58.1  |
| DGMC         | 25.6 | 30.0 | 31.3 | 44.0 | 38.7 | 70.9| 54.7 | 41.2 | 21.9 | 33.0 | 80.7 | 29.8 | 47.3 | 28.5  | 30.7 | 48.2  | 39.4  | 83.1  | 60.0  | 74.0 | 45.7  |
| TFGM         | 25.9 | 37.7 | 38.4 | 58.3 | 68.0 | 83.2| 70.1 | 48.1 | 29.3 | 43.5 | 82.8 | 37.3 | 59.6 | 37.6  | 38.4 | 73.9  | 44.1  | 93.6  | 79.1  | 80.3 | 56.5  |
| Approximation of Random-weight GNNs. In Section 4.3, we present an interesting proposition that random-weight GNN approximates weight-free GNN for graph matching. To give empirical evidence, we show the performance difference between the weight-free and random-weight versions of the same GNN on DBP15k and PPI datasets (Table 8). We can see that 1) weight-free GNN consistently outperforms random-weight GNN; 2) the real performance reductions (0% ~ 2%) are negligible compared to the absolute values (30% ~ 80%). This verifies our claim that random-weight GNN is an unbiased estimator of weight-free GNN.

C.2 Experimental Setup

We implement all the models using PyTorch and PyTorch Geometric on a server with 500GB memory, two Intel CPU E5-2698 v4 (40 core), and an NVIDIA V100 GPU.
We use the pre-trained VGG16 (Simonyan and Zisserman, 2014) to obtain the initial node feature for keypoints. We use it to incorporate the spatial edge feature in natural images. Note that, SplineCNN has a complicated kernel function which is very different from our GNN definition (Section 3.1). Despite that, we show in experiments that TFGM can significantly improve its performance under the training-free setting. In TFGM, we keep SplineCNN’s randomly initialized weights unchanged. We also disable its residual connection.

DGMC (Fey et al., 2020) is the state-of-the-art GNN for graph matching. It iteratively refines the assignments and incorporates the inductive bias of neighborhood consensus (Rocco et al., 2018) that can preserve the edge compatibility between two graphs. DGMC uses another GNN as the backbone, which we switch between GraphSAGE or SplineCNN based on the dataset. In TFGM, we replace DGMC’s MLP for similarity measurement with training-free cosine similarity.

### C.2.2 Datasets and Hyperparameters

#### Supervised Graph Matching

Keypoint matching is supervised graph matching to find the semantic equivalent keypoints between images of objects. We use the benchmark PascalVOC (Everingham et al., 2010) with Berkeley annotation (Bourdev and Malik, 2009). This dataset is fully supervised with the keypoint annotation for 20 categories of objects with at most 19 keypoints. For a fair comparison, our experimental setting is the same as (Fey et al., 2020). We use the pre-trained VGG16 (Simonyan and Zisserman, 2014) to obtain the initial node feature for keypoints. We use the train/test split from (Choy et al., 2016). We re-use the source code of (Fey et al., 2020) to pre-filter noisy images and keep images with at least one keypoint. We use the anisotropic edge feature due to the better performance. Following (Fey et al., 2020), we use argmax to obtain the approximate solution of the LAP. We use matching accuracy (%) as the evaluation metric. SplineCNN is only tested on PascalVOC because other datasets have no spatial edge features. For our models, the hidden dimension of GNNs is 512. Random dimension of DGMC is 128. GraphSAGE and SplineCNN have 5 layers. DGMC uses a 1-layer SplineCNN to perform the same number of refinements (20 steps) as in (Fey et al., 2020). The kNN uses top 10 neighbors.

#### Semi-supervised Graph Matching

Entity alignment is a semi-supervised graph matching aiming to find equivalent entities between two heterogeneous KGs. We choose a popular benchmark DBP15k (Sun et al., 2017), involving three datasets between language pairs: Chinese to English (ZH-EN), Japanese to English (JA-EN), and French to English (FR-EN). Our experimental setup largely follows (Fey et al., 2020). We only use the entity names and graph structures in the dataset and do not use the relation types, attributes, and values. The node feature is initialized with the cross-lingual word embedding in (Xu et al., 2019). Following (Fey et al., 2020) and (Liu et al., 2021), we use argmax to obtain the approximate solution of the LAP. Following (Liu et al., 2021), we use Hit@1 (%), Hit@10 (%), and Mean Reciprocal Rank (MRR) as the evaluation metric. For our models, the hidden dimension of GNNs is 256. Random dimension of DGMC is 256. GraphSAGE has 2 layers. DGMC uses a 1-layer GraphSAGE to perform the same number of refinements (10 steps) as in (Fey et al., 2020).

### Table 8: The accuracy (%) reduction from random-weight GNNs to weight-free GNNs.

|                  | GraphSAGE | DGMC |
|------------------|-----------|------|
| ZH-EN            | −0.3      | −0.4 |
| JA-EN            | −0.2      | −0.2 |
| FR-EN            | −0.2      | −0.1 |

|                  | Noise Ratio | Low-conf. Edges | Random Rewirement |
|------------------|-------------|-----------------|-------------------|
|                  | 5% 10% 15% 20% | 5% 10% 15% 20% |
| TFGM pos-enc     |             |                 |                   |
| GraphSAGE        | −0.3 −0.3 −0.1 −0.0 | −0.0 −0.7 −0.9 −1.1 |
| DGMC             | −1.0 −2.3 −0.8 −0.7 | −0.8 −0.0 −0.7 −1.0 |

18
Algorithm 1: TFGM (Unsupervised)

Input: \{G^{(s)}, G^{(t)}\}, GNN, \{W_i\}_i.
Output: S*, U.

1. for \(G\) in \{G^{(s)}, G^{(t)}\} do
2. \((V,A,X,E) \leftarrow G;\)
3. \(H^{(0)} \leftarrow X;\)
4. \(F_i^{(0)} \leftarrow X_i / ||X_i||_2, \forall i \in V;\)
5. for \(l = 1 : L\) do
6. \(F_i^{(l)} \leftarrow \text{GNN}(A, H^{(l-1)}, E, W_l);\)
7. \(H^{(l)} \leftarrow \sigma(F^{(l)});\)
8. \(F_i^{(l)} \leftarrow F_i^{(l)}/||F_i^{(l)}||_2, \forall i \in V;\)
9. end
10. \(O \leftarrow [F^{(0)}, F^{(1)}, ..., F^{(L)}];\)
11. end
12. \(U_{ij} \leftarrow O_i^{(s)}, O_j^{(t)}, \forall i \in \mathcal{V}^{(s)}, j \in \mathcal{V}^{(t)};\)
13. \(S^* \leftarrow \arg\max_{S \in \mathcal{T}} \sum_{i \in \mathcal{V}^{(s)}, j \in \mathcal{V}^{(t)}} S_{ij} U_{ij};\)

Algorithm 2: TFGMws for the supervised setting.

Input: \{G^{(s)}, G^{(t)}\}, \mathcal{D} = \{G^{(1)}, ..., G^{(N)}\}, GNN, \{W_i\}_i.
Output: S*, U.

1. for \(G\) in \{G^{(s)}, G^{(t)}\} do
2. \((V,A,X,E) \leftarrow G;\)
3. for \(G^{(n)}\) in \(\mathcal{D}\) do
4. \(S^{(n)}, U^{(n)} \leftarrow \text{TFGM}((G, G^{(n)}), \text{GNN}, \{W_i\}_i);\)
5. end
6. for \(i\) in \(\mathcal{V}\) do
7. \(\text{Scores} \leftarrow \{U^{(n)}_{iv} | \forall n \in [1,N], v \in \mathcal{V}^{(n)}, \hat{S}^{(n)}_{iv} = 1;\}\)
8. \(\mathcal{L} \leftarrow \{v | \forall U_{iv} \in \text{kLargest(Scores)};\}\)
9. \(k_i \leftarrow \sum_{v \in \mathcal{V}} \mathcal{Y}_v;\)
10. \(\text{// } \mathcal{Y}_v \text{ is the one-hot encoding of node } v \text{'s label.}\)
11. end
12. \(U_{ij} \leftarrow \text{Cos}(k_i^{(s)}, k_j^{(t)}), \forall i \in \mathcal{V}^{(s)}, j \in \mathcal{V}^{(t)};\)
13. \(S^* \leftarrow \arg\max_{S \in \mathcal{T}} \sum_{i \in \mathcal{V}^{(s)}, j \in \mathcal{V}^{(t)}} S_{ij} U_{ij};\)

Unsupervised Graph Matching. Protein-Protein Interaction (PPI) Network Alignment is unsupervised and aims to find corresponding proteins in networks of different species (Elmsallati et al., 2015; Faisal et al., 2015). Following conventions (Saraph and Milenkovic, 2014; Vijayan et al., 2015), we use the high-confidence yeast Saccharomyces cerevisiae PPI network (Collins et al., 2007) as the source graph. The target graphs are generated by: 1) adding low-confidence edges into the source graph (Collins et al., 2007); 2) randomly rewiring the source graph (Saraph and Milenkovic, 2014). Each target graph has 5 versions of different noise ratios. For the Low-conf. Edges dataset, we report the average accuracy of 10 independent runs of TFGM. For the Random Rewirement dataset, we report the average accuracy of TFGM on the 10 synthetic datasets (Saraph and Milenkovic, 2014) at every noise ratio. Following (Zhang et al., 2019b), we solve the LAP using the Hungarian algorithm for TFGM and GHOST (Patro and Kingsford, 2012). For our models, the hidden dimension of GNNs is 512. GraphSAGE has 10 layers. DGMC uses a 1-layer GraphSAGE to perform 100 refinement steps. We compare with only training-free baselines because there is no supervision.
Algorithm 3: TFGMws for the semi-supervised setting.

Input: \( \{G^{(s)}, G^{(t)}\}, \mathcal{I} = \{(i, j) | i \in V^{(s)}, j \in V^{(t)}\}, \text{GNN, } \{W_l\}_l^T \).
Output: \( S^*, U \).

1. \( (V^{(s)}, A^{(s)}, X^{(s)}, E^{(s)}) \leftarrow G^{(s)}; \)
2. \( (V^{(t)}, A^{(t)}, X^{(t)}, E^{(t)}) \leftarrow G^{(t)}; \)
3. \( \hat{X}^{(s)} \leftarrow X^{(s)}; \hat{X}^{(s)}_i \leftarrow \hat{X}^{(t)}_j, \forall (i, j) \in \mathcal{I}; \)
4. \( \hat{X}^{(t)} \leftarrow X^{(t)}; \hat{X}^{(t)}_i \leftarrow X^{(s)}_j, \forall (i, j) \in \mathcal{I}; \)
5. \( \hat{G}^{(s)} \leftarrow (V^{(s)}, A^{(s)}, \hat{X}^{(s)}, E^{(s)}); \)
6. \( \hat{G}^{(t)} \leftarrow (V^{(t)}, A^{(t)}, \hat{X}^{(t)}, E^{(t)}); \)
7. \( U^{(s)} \leftarrow \text{TFGM}(\{\hat{G}^{(s)}, \hat{G}^{(t)}\}, \text{GNN, } \{W_l\}_l^T); \)
8. \( U^{(t)} \leftarrow \text{TFGM}(\{G^{(s)}, \hat{G}^{(t)}\}, \text{GNN, } \{W_l\}_l^T); \)
9. \( U \leftarrow U^{(s)} + U^{(t)}; \)
10. \( S^* \leftarrow \arg\max_{S \in \mathcal{T}} \sum_{i \in V^{(s)}, j \in V^{(t)}} S_{ij} U_{ij}; \)

D Algorithms

We present the pseudocode of the unsupervised TFGM and the supervised and semi-supervised versions of TFGMws algorithms. Both the supervised and semi-supervised TFGMws rely on the unsupervised TFGM. For all settings, we aim to find the assignment matrix \( S^* \) between two input graphs \( G^{(s)} \) and \( G^{(t)} \).

Unsupervised TFGM. Following Algorithm[1] we can obtain the assignment matrix \( S^* \) by solving the LAP. The similarity matrix \( U \) is used in supervised and semi-supervised TFGMws to account for annotation. We use a generalized GNN(\( A, X, E, W \)) which can utilize edge features \( E \). The weight \( W \) can be discarded if using weight-free GNNs.

First, we normalize each node’s feature vector. Then, for each layer GNN, their outputs are (optionally) fed into a nonlinear activation function to be used as inputs in the next layer. After that, we normalize the GNN outputs to ensure equal importance for the comparison of different localities. Finally, we concatenate the GNN outputs from all layers as the final node embeddings. Thus, the dot product in Line 12 is equivalent to the summation of cosine similarity in Equation[3]. We use an off-the-shelf LAP solver, e.g., Hungarian or argmax, to solve the LAP. We use the same LAP solver as the baselines in experiments for fair comparison.

Supervised TFGMws. In keypoint matching of natural images, the training dataset \( D = \{G^{(1)}, G^{(2)}, \ldots\} \) contains graphs of the same object, e.g., motorbike. Algorithm[2] presents the steps for the supervised TFGMws. The algorithm has two phases: 1) generating \( k_i \), and 2) solving the LAP for \( S^* \) with node similarity measured by \( \text{Cos}(k_i^{(s)}, k_j^{(t)}), \forall i \in V^{(s)}, j \in V^{(t)} \). To generate \( k_i \) from \( G \), we first conduct graph matching between \( G \) and every graph in \( D \). TFGM returns matrix \( U^{(n)} \in \mathbb{R}^{|V^{(s)}| \times |V^{(t)}|} \), which measures the similarity scores between nodes in \( G \) and \( G^{(n)} \). Next, for every \( G^{(n)} \in D \), we select the node that is equivalent to \( i \) (based on \( \hat{G}^{(n)} \)), giving us totally \( N \) nodes. Finally, we keep the \( k \) nodes with the largest similarity to \( i \) and use the sum of the one-hot encoding of these \( k \) nodes as \( I \).

Semi-supervised TFGMws. In Algorithm[3] we utilize the annotation in semi-supervised graph matching by forcing the known equivalent node pairs to have the same initial feature. Note that, we conduct TFGM twice by comparing \( \hat{G}^{(s)} \) with \( G^{(t)} \) and comparing \( G^{(s)} \) with \( \hat{G}^{(t)} \). Further, we ensemble the two node similarity matrices \( U^{(s)} \) and \( U^{(t)} \) to achieve better performance.