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Abstract—This paper investigates the problem of power allocation for hybrid automatic repeat request (HARQ) schemes over time-correlated Nakagami-m fading channels under outage constraint. The presence of time correlation complicates the power allocation problem due to the involvement of multiple correlated fading channels. Under a general time-correlated Nakagami-m fading channel with exponential correlation, outage probabilities for three widely adopted HARQ schemes, including Type I HARQ, HARQ with chase combining (HARQ-CC) and HARQ with incremental redundancy (HARQ-IR), are first derived. With these results, power allocation schemes are proposed to minimize the average total transmission power with guaranteed outage performance. Simulation results demonstrate the accuracy of our outage analysis and the effectiveness of our proposed power allocation schemes. It is shown that our proposed power allocation schemes can achieve significant power savings when compared with fixed power allocation. Moreover, under practical low outage constraint, the power efficiency is further improved when the time correlation is reduced and/or the fading order is increased.
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I. INTRODUCTION

Hybrid automatic repeat request (HARQ) is a powerful transmission protocol to combat the detrimental effects of channel fading and noise due to its combination of automatic repeat request and forward error correction. Generally, there are three types of HARQ schemes, including Type I HARQ, HARQ with chase combining (HARQ-CC) and HARQ with incremental redundancy (HARQ-IR). For Type I HARQ, the erroneously received packets are discarded and only the most recently received packet is used for decoding. Since the failed packet may still contain some useful information, it can be exploited for performance enhancement and the other two HARQ schemes are thus designed for this purpose. They combine the erroneously received packets with subsequently received packets for joint decoding to improve the performance. Their difference lies in whether the same set of coded bits are transmitted in each HARQ round. Specifically, for HARQ-CC, the same coded sequence is repetitively transmitted in each HARQ round and maximal-ratio-combining (MRC) is employed to combine all the received packets to recover the message, whereas HARQ-IR transmits different sets of coded bits in each retransmission and code combining is adopted for joint decoding.

Power allocation for HARQ schemes has attracted considerable research attention recently. Most of prior works consider either quasi-static fading channels [1]–[3] or fast fading channels [4]–[6]. To be specific, in [1], an optimal power allocation scheme is proposed to minimize the average total transmission power of HARQ-CC over quasi-static fading channels, where the channel response remains constant during multiple HARQ rounds. Similar to [1], outage-limited power allocation is investigated for HARQ-CC and HARQ-IR schemes in both continuous and bursting communication systems in [2]. Considering the same quasi-static fading channels, power allocation is investigated in [3]. A backward sequential calculation method is developed to find the optimum power allocation. On the other hand, some of prior literature considers fast fading channels, where channel responses vary independently among multiple transmissions. For example, in [4], power allocation is discussed for HARQ-IR enabled distributed cooperative beamforming system, where the source and the relay have fixed transmission power in each HARQ round. Another power allocation scheme is proposed for HARQ-CC over independent Rayleigh fading channels in [5]. By reformulating the power allocation problem as a geometric programming problem and using dominant-term approximation, the optimal solution is found efficiently. The same approach is further extended to the power allocation for HARQ-enabled incremental MIMO systems in [6].

Apart from quasi-static and fast fading channels, another frequently experienced channel is time-correlated fading channel [7], [8], which usually occurs when the transceiver has low-to-medium mobility. Under time correlated fading channels, power allocation becomes much more challenging due to the involvement of multiple correlated random variables and there are few solutions if any in the literature. In this paper, we investigate power allocation for HARQ schemes over time-correlated Nakagami-m fading channels. A general multivariate Nakagami-m distribution with exponential correlation is adopted to model time-correlated fading channels. The outage probabilities and their asymptotic expressions are first derived for three HARQ schemes, i.e., Type I HARQ, HARQ-CC and HARQ-IR. These analytical results then enable the optimal power allocation to minimize the average total transmission power with guaranteed outage performance. Closed-form optimal solutions are found based on the asymptotic outage expressions. Finally, these theoretical results are validated through simulations. It is found that our proposed power allocation schemes can achieve significant power savings when compared with fixed power allocation. Moreover, under practical low outage constraint, the power efficiency is further improved with...
the reduction of time correlation and the increase of fading order.

The remainder of this paper is organized as follows. In Section II, system model is given and outage analysis is conducted for three HARQ schemes. Section III generalizes the problem of outage-limited power allocation for three HARQ schemes, and optimal solutions are proposed in closed forms. In Section IV, numerical results are presented and discussed to demonstrate the efficiency of our proposed power allocation schemes. Finally, Section V concludes this paper.

II. SYSTEM MODEL AND OUTAGE ANALYSIS

A point-to-point HARQ enabled system operating over time-correlated Nakagami-m block-fading channels is considered in this paper. Following the HARQ protocol, $L$ maximal transmissions are allowed for each single message. The received signal $y_l$ in the $l$th HARQ round is written as

$$y_l = \sqrt{P_l} h_l x_l + \eta_l, \quad 0 \leq l \leq L,$$

where $x_l$ denotes the transmitted signal with unit power in the $l$th HARQ round, $P_l$ refers to the transmit power in the $l$th HARQ round, $\eta_l$ represents the complex Gaussian white noise with zero mean and unit variance, i.e., $\eta_l \sim CN(0, 1)$, and $h_l$ is the channel coefficient in the $l$th HARQ round. Unlike prior literature, time correlated Nakagami-m fading channels are considered. More precisely, the joint distribution of channel amplitudes $[h_L, \ldots, h_1]$ is modeled as a multivariate Nakagami-m distribution with exponential correlation [7]-[9], whose joint probability density function (PDF) is given by

$$f_{[h_L]}(z_1, \ldots, z_L) = \int_0^{\frac{\Gamma(m)}{\Gamma(m)}} \prod_{l=1}^L \frac{2^{m-1}}{(z_l)^{rac{2}{m}}} \left(\frac{\eta_l}{\Omega_l} \sum_{i=1}^m \frac{1}{(1-\rho^2(l+\delta-1))} \right) \frac{e^{-\frac{\rho^2(l+\delta-1)}{m}}}{\Gamma\left(\frac{m+1}{2}\right)} dt,$$

where $\rho$ and $\delta$ denote the time correlation and the channel feedback delay, $m$ denotes the fading order, $\Omega_l$ is defined as the average power of $h_l$, i.e., $\Omega_l = E\{[h_l]^2\}$, $\Gamma(\cdot)$ denotes Gamma function and $\gamma_0(\cdot, \cdot)$ denotes the confluent hypergeometric limit function [10, Eq. 9.14.1].

The system performance is fully characterized by outage probability, which is defined as the probability that the message cannot be successfully decoded, i.e., the mutual information is smaller than the target transmission rate $R$ bps/Hz. For different HARQ schemes, the outage probability over time-correlated Nakagami-m fading channels are analyzed as follows.

A. Outage Probability of Type I HARQ

For Type I HARQ, only the most recently received packet is employed for recovering the message. The outage probability $P_{out,l}^I$ after $l$ transmissions can be formulated as

$$P_{out,l}^I = Pr\{R < I_1, \ldots, I_l < R\} = F_{[h_l]} \left( \left| h_l \right| < \sqrt{\frac{2^R-1}{P_l}}, \ldots, \left| h_l \right| < \sqrt{\frac{2^R-1}{P_l}} \right),$$

where $L = \log_2 \left( 1 + P_l \left| h_l \right|^2 \right)$ denotes the mutual information in the $l$th transmission, and $F_{[h_l]}(\cdot)$ denotes the joint cumulative distribution function (CDF) with respect to $[h_l]$, which can be derived in the following lemma.

Lemma 1. The joint CDF $F_{[h_l]}(y_1, \ldots, y_l)$ can be written as a weighted sum of joint CDF of $l$ independent Nakagami RVs $A_n$ with parameters $(m+n_l, \Omega_l (1-\rho^2(l+\delta-1)) (m+n_l)/m)$, where $n = [n_1, \ldots, n_l]$ and $0 \leq t \leq l$. Precisely,

$$F_{[h_l]}(y_1, \ldots, y_l) = \sum_{n_1, \ldots, n_l=0}^{\infty} W_n F_{A_n}(y_1, \ldots, y_l),$$

where the coefficient $W_n$ is given by

$$W_n = \frac{\Gamma \left( m + l \sum_{i=1}^l n_i \right)}{\Gamma \left( m \right) \left( \sum_{i=1}^l \frac{\omega_i}{1 + \sum_{i=1}^l \omega_i} \right)^n},$$

and satisfies $\sum_{n_1, \ldots, n_l=0}^{\infty} W_n = 1$, $\omega_i = \frac{\Gamma^2(\delta+\lambda-1)}{\delta^2(\lambda+\delta-1)}$, and the joint CDF with respect to $A_n$, $F_{A_n}(y_1, \ldots, y_l)$, is explicitly expressed as

$$F_{A_n}(y_1, \ldots, y_l) = \prod_{i=1}^l \frac{\Omega_i}{m+\Omega_i} + \frac{m+\Omega_i}{(m+\Omega_i)^2} \frac{\gamma_0(\frac{m+\Omega_i}{2}, \frac{m+\Omega_i}{2})}{\Gamma\left(\frac{m+\Omega_i}{2}\right)}.$$

With Lemma 1, the outage probability of Type I HARQ can be obtained as

$$P_{out,l}^I = \sum_{n_1, \ldots, n_l=0}^{\infty} W_n F_{A_n} \left( \sqrt{\frac{2^R-1}{P_l}}, \ldots, \sqrt{\frac{2^R-1}{P_l}} \right).$$

In practice, the outage probability can be computed by truncating the infinite series in (7). Herein, an efficient truncation method is proposed as

$$P_{out,l}^I = \sum_{n_1, \ldots, n_l=0}^{N} \sum_{n_1, \ldots, n_l=0}^{N} W_n F_{A_n} \left( \sqrt{\frac{2^R-1}{P_l}}, \ldots, \sqrt{\frac{2^R-1}{P_l}} \right).$$

where $N$ defines the truncation order. It can be proved that the truncation error exponentially decreases with $N$. The proof is omitted here due to space limit.

Under high SNR, the outage probability can be asymptotically derived as shown in following theorem.
Theorem 1. Under high SNR regime, i.e., $P_1, \ldots, P_l \to \infty$, the outage probability $p_{out,l}^{\text{IR}}$ is written as
\begin{equation}
    p_{out,l}^{\text{IR}} = \frac{m_{\text{IR}}^l \ell (l, \rho) (2^R - 1)^m}{\Gamma^l (m + 1) \prod \Omega_i P_i^m},
\end{equation}
where $\ell (l, \rho) = \left( \left( 1 + \sum_{i=1}^l \frac{\lambda^2 (1+\delta-1)}{2^i \rho^2 (i+\delta-1)} \right) \prod_{i=1}^l \left( 1 - \rho^2 (i+\delta-1) \right) \right)^{-m}$.

Proof: By using the series expansion of $\Upsilon(\cdot, \cdot)$ [10, Eq. 8.354.1] and omitting the higher order infinitesimal of $\prod_{i=1}^l P_i^{-m}$, the outage probability $p_{out,l}^{\text{IR}}$ can be asymptotically expressed as (9).

B. Outage Probability of HARQ-CC

In HARQ-CC scheme, all the previously received packets are combined through MRC for decoding. The outage probability after $l$ HARQ rounds is thus written as
\begin{equation}
    p_{out,l}^{\text{CC}} = \Pr \left( \log_2 \left( 1 + \sum_{i=1}^l P_i |h_i|^2 \right) < R \right) = \Pr \left( Y_l = \sum_{i=1}^l P_i |h_i|^2 < 2^R - 1 \right) = F_{Y_l} (2^R - 1).
\end{equation}

where $F_{Y_l} (\cdot)$ denotes the CDF of $Y_l$. After deriving the CDF $F_{Y_l} (\cdot)$ using the method of moment generating function (MGF), the outage probability $p_{out,l}^{\text{CC}}$ is derived in the following theorem.

Theorem 2. The outage probability for HARQ-CC scheme $p_{out,l}^{\text{CC}}$ can be obtained as
\begin{equation}
    p_{out,l}^{\text{CC}} = 1 + \frac{m_{\text{IR}}^l \ell (l, \rho)}{\prod_{i=1}^l \Omega_i m P_i^m} \times \sum_{\kappa=1}^K \sum_{\varsigma=1}^{m_{\text{IR}}} \Phi_{\kappa\varsigma} (-\lambda_{\kappa}) (2^R - 1)^{m_{\text{IR}} \varsigma - \varsigma e^{-\lambda_{\kappa} (2^R - 1)}},
\end{equation}
where $\lambda_1, \ldots, \lambda_K$ define $K$ distinct poles of the MGF of $Y_l$ with multiplicities $q_1, \ldots, q_K$, respectively, $\sum_{\kappa=1}^K q_\kappa = l$, and $\Phi_{\kappa\varsigma} (s) = \frac{d^{\varsigma-1}}{ds^{\varsigma}} \left( s^{\varsigma-1} \prod_{\tau=1, \tau \neq \kappa}^K (s + \lambda_\tau)^{-m_{\text{IR}}} \right)$. Under high SNR regime, the outage probability $p_{out,l}^{\text{CC}}$ can also be expressed asymptotically as
\begin{equation}
    p_{out,l}^{\text{CC}} = \frac{m_{\text{IR}}^l \ell (l, \rho) (2^R - 1)^{m_{\text{IR}}}}{\Gamma (m + 1) \prod \Omega_i m P_i^m}.
\end{equation}

Proof: Please see Appendix A.

C. Outage Probability of HARQ-IR

Different from Type I HARQ and HARQ-CC, HARQ-IR accumulates mutual information in all previous HARQ rounds for decoding. From information theoretical perspective, an outage happens when the accumulated mutual information is less than the target transmission rate $R$. Thus the outage probability after $l$ HARQ rounds is formulated as
\begin{equation}
    p_{out,l}^{\text{IR}} = \Pr \left( \sum_{i=1}^l \log_2 \left( 1 + P_i |h_i|^2 \right) < \frac{R}{l} \right).
\end{equation}

Due to the time correlation among $h_i$, it is intractable to find closed-form expression for (13). Instead, a lower bound of $p_{out,l}^{\text{IR}}$ is adopted to characterize the outage probability of HARQ-IR. By using Jensen's inequality, $p_{out,l}^{\text{IR}}$ is lower bounded as
\begin{equation}
    p_{out,l}^{\text{IR}} \geq \Pr \left( \log_2 \left( 1 + \frac{1}{l} \sum_{i=1}^l P_i |h_i|^2 \right) < \frac{R}{l} \right) = F_{Y_l} \left( 1 \left( 2^{R/l} - 1 \right) \right) \equiv p_{out,l}^{\text{IR,lower}}.
\end{equation}

With the CDF $F_{Y_l} (\cdot)$ derived in Theorem 2, the lower bound $p_{out,l}^{\text{IR,lower}}$ and its asymptotic expression can be derived in the following theorem.

Theorem 3. The lower bound of the outage probability $p_{out,l}^{\text{IR,lower}}$ can be obtained as
\begin{equation}
    p_{out,l}^{\text{IR,lower}} = 1 + \frac{m_{\text{IR}}^l \ell (l, \rho)}{\prod_{i=1}^l \Omega_i m P_i^m} \times \sum_{\kappa=1}^K \sum_{\varsigma=1}^{m_{\text{IR}}} \Phi_{\kappa\varsigma} (-\lambda_{\kappa}) \frac{(2^R - 1)^{m_{\text{IR}} \varsigma - \varsigma e^{-\lambda_{\kappa} (2^R - 1)}}}{(l(2^R/l - 1))^{m_{\text{IR}} \varsigma - \varsigma e^{-\lambda_{\kappa} (2^R/l - 1)}}}.
\end{equation}

Under high SNR regime, $p_{out,l}^{\text{IR,lower}}$ is further simplified as
\begin{equation}
    p_{out,l}^{\text{IR,lower}} = \frac{m_{\text{IR}}^l \ell (l, \rho) (2^{R/l} - 1)^{m_{\text{IR}}}}{\Gamma (m + 1) \prod \Omega_i m P_i^m}.
\end{equation}

III. OPTIMAL POWER ALLOCATION

In this section, the problem of power allocation is studied for the three HARQ schemes. Generally, the average total transmission power for HARQ is defined as $P = \sum_{l=1}^L P_{l\text{out},l-1}$ [5]. Here $P_{l\text{out},l}$ refers to the outage probability after $l$ transmissions and it unifies the cases of $P_{l\text{out},l}^{\text{CC}}$ and $P_{l\text{out},l}^{\text{IR}}$. When power efficiency is concerned with certain performance requirement, the transmission power among multiple HARQ rounds should be properly designed to minimize the total transmission power while guaranteeing the performance. The power allocation problem can be formulated as
\begin{equation}
    \min_{P_1, P_2, \ldots, P_L} \quad \tilde{P} = \sum_{l=1}^L \frac{P_{l\text{out},l-1}}{L} \quad \text{s.t.} \quad P_i \geq 0, 0 \leq l \leq L, \quad P_{out,l} \leq \varepsilon.
\end{equation}

where $\varepsilon$ represents the outage tolerance.

Due to the complicated expressions of the exact outage probabilities given in (7), (11) and (15), it is impossible to find closed-form power allocation solutions directly. However, interior-point methods can be exploited to numerically solve...
the problem (17). Meanwhile, based on the asymptotic expressions of the outage probabilities, an efficient power allocation scheme can be found as follows.

Notice that the asymptotic outage probabilities in (9), (12) and (16) can be unified as

\[ p_{\text{out},l} \approx \frac{\phi_l}{\left( \prod_{k=1}^{l} P_k \right)^m}, \quad 0 \leq l \leq L, \]  

where \( \phi_l \) depends on HARQ schemes, more precisely,

\[ \phi_l = \begin{cases} 
\frac{m^l m_l (l, \rho) \left( 2^R - 1 \right)^m l}{\Gamma \left( m+1 \right) \prod_{k=1}^{L_m} 1_k^{m_l}}, & \text{Type I; } \\
\frac{m^l m_l (l, \rho) \left( 2^R - 1 \right)^m l}{\Gamma \left( m+1 \right) \prod_{k=1}^{L_m} 1_k^{m_l}}, & \text{HARQ-CC; } \\
\frac{m^l m_l (l, \rho) \left( 2^R - 1 \right)^m l}{\Gamma \left( m+1 \right) \prod_{k=1}^{L_m} 1_k^{m_l}}, & \text{HARQ-IR.} 
\end{cases} \]

Substituting (18) into (17), the Lagrangian of the optimization problem (17) is formed as

\[ \mathcal{L} (P_1, \ldots, P_L, \mu, \nu_1, \cdots, \nu_L) = \sum_{l=1}^{L} P_l \frac{\phi_{l-1}}{\left( \prod_{k=1}^{l-1} P_k \right)^m} 
+ \mu \left( \frac{L}{\prod_{k=1}^{L} P_k} - \varepsilon \right) - \sum_{l=1}^{L} \nu_l P_l, \]

where \( \mu, \nu_1, \cdots, \nu_L \) are the Lagrangian multipliers of the constraints in the problem (17). Since the Karush-Kuhn-Tucker (KKT) conditions are necessary for an optimal solution, we have

\[ \frac{\partial \mathcal{L}}{\partial P_n} \bigg|_{\{P_1^*, \ldots, P_L^*, \mu^*, \nu_1^*, \cdots, \nu_L^*\}} = 0, \]

\[ \mu^* \left( \frac{L}{\prod_{k=1}^{L} P_k} - \varepsilon \right) = 0, \]

\[ \nu_l^* P_l^* = 0, \]

where \( \mu^*, \nu_1^*, \cdots, \nu_L^*, P_l^* \) denote the optimal Lagrangian multipliers and the optimal power allocation, respectively. Based on the KKT conditions (21)-(23), the optimal power allocation solution to (17) could be found in closed form as follows.

**Theorem 4.** The optimal solution to the problem (17) is uniquely given as

\[ P_n^* = \frac{\phi_L \prod_{k=2}^{L} \left( m+1 \right) \frac{\phi_{k-1}}{\phi_{k-2}}}{\phi_{L-1} \left( m+1 \right)^{L-1} \bar{\varepsilon}}, \]

where \( \phi_L \) depends on HARQ schemes, more precisely,

\[ \phi_L = \begin{cases} 
\frac{m L \left( 2^R - 1 \right)^m L}{\Gamma \left( m+1 \right) \prod_{k=1}^{L_m} 1_k^{m_l}}, & \text{Type I; } \\
\frac{m L \left( 2^R - 1 \right)^m L}{\Gamma \left( m+1 \right) \prod_{k=1}^{L_m} 1_k^{m_l}}, & \text{HARQ-CC; } \\
\frac{m L \left( 2^R - 1 \right)^m L}{\Gamma \left( m+1 \right) \prod_{k=1}^{L_m} 1_k^{m_l}}, & \text{HARQ-IR.} 
\end{cases} \]

Moreover, the minimal average total transmission power \( \bar{P}^* \) is

\[ \bar{P}^* = \frac{\varepsilon \left( P_L^* \right)^{m+1} \phi_{L-1} \left( m+1 \right)^{L-1}}{\phi_L}. \]

**Proof:** Please see Appendix B.

**IV. NUMERICAL RESULTS AND DISCUSSIONS**

In this section, the analytical results are verified through simulations, and our proposed power allocation (PPA) scheme is compared to the fixed power allocation (FPA) scheme in [4]. Notice that for FPA, the problem (17) is solved by adding the constraint \( P_1 = \cdots = P_L \). In the sequel, we take systems with \( \Omega_1 = \cdots = \Omega_L = 1, \delta = 1, \text{s and } R = 2 \text{bps/Hz} \) as examples.

**A. Comparison of PPA and FPA**

The minimal total transmission powers \( \bar{P}^* \) of the PPA and FPA schemes are compared in Fig. 1. The outage-limited systems with various HARQ and parameters as \( L = 2, m = 2 \) and \( \rho = 0.5 \) are considered. Clearly, the results of PPA using exact outage expressions (PPA-A) agree well with that of FPA using exact outage expressions (PPA-E) under low outage constraint \( \varepsilon \). It is also readily found that PPA-A performs better than FPA under low outage constraint \( \varepsilon \), and their performance gap significantly increases when \( \varepsilon \) decreases. Moreover, it reveals that HARQ-IR is superior to Type I HARQ and HARQ-CC in terms of power efficiency.

**B. Impacts of Time Correlation**

Since the performance of PPA-A is asymptotically equivalent to that of PPA-E under low \( \varepsilon \), PPA-A is adopted to test the impact of time correlation on power allocation. Fig. 2 plots the minimal total transmission power \( \bar{P}^* \) against time correlation coefficient \( \rho \) by setting parameters as \( m = 2 \) and \( \varepsilon = 10^{-6} \). It can be easily seen that the increase of time correlation \( \rho \)
would lead to the increase of the minimal total transmission power $\bar{P}^*$ for both $L = 2$ and $L = 4$. It means that time correlation has negative effect on power efficiency under low outage constraint.

C. Impacts of Fading Order

Fig. 3 depicts the impact of fading order $m$ on power allocation by setting $\rho = 0.5$ and $\bar{\xi} = 10^{-6}$. Clearly, the minimal total transmission power $\bar{P}^*$ decreases with the increase of fading order $m$. In fact, higher fading order leads to higher diversity introduced by the channel, thus reducing the power consumption given a certain outage performance constraint.

V. Conclusions

Outage-limited power allocation for various HARQ schemes operating over time-correlated Nakagami-m fading channels has been investigated in this paper. After deriving the outage probabilities and their asymptotic expressions, an optimal power allocation solution has been proposed in closed form. It has been demonstrated that our proposed solution can achieve significant power saving when compared to the fixed power allocation solution. The superiority of the proposed optimal solution in terms of power consumption is further enhanced when the channel time correlation is reduced and/or the fading order increases.
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APPENDIX A

PROOF OF THEOREM 2

The moment generation function (MGF) with respect to $Y_i$ can be written as

$$ M_{Y_i}(s) = E(e^{sY_i}) = \int_0^\infty \cdots \int_0^\infty e^{s_i x_1 \cdots x_i} f_{[h_i]}(x_1, \ldots, x_i) \, dx_1 \cdots dx_i. \quad (27) $$

Plugging (2) into (27), after some algebraic manipulations, it follows that

$$ M_{Y_i}(s) = \left( \prod_{i=1}^l \left( 1 - s P_i \Omega_i \left( 1 - \rho^{2(l+i-1)} / m \right) \right) \right)^{-m} = \frac{m^m l^\kappa}{\prod_{i=1}^l \Omega_i m P_i m} \left( \lambda_i - s \right)^{-mq_i}, \quad (28) $$

where $\lambda_1, \ldots, \lambda_K$ define $K$ distinct poles of $M_{Y_i}(s)$ with multiplicities $q_1, \ldots, q_K$, respectively, and $\sum_{k=1}^K q_k = l$. After some tedious manipulations, $M_{Y_i}(s)$ can be simplified as

$$ M_{Y_i}(s) = \det(I - s F^{1/2} F^{1/2})^{-m}, $$

where $\det(\cdot)$ refers to the determinant, $I$ represents an identity matrix, $F$ is an $l \times l$ diagonal matrix with diagonal entries as $\{\Omega_i P_i / m\}_{i=1}^l$, and $E$ is an $l \times l$ positive definite matrix given by

$$ E = \begin{bmatrix} 1 & \rho^{2\delta_1+1} & \cdots & \rho^{2\delta_{l-1}+1} \\ \rho^{2\delta_1+1} & 1 & \cdots & \rho^{2\delta_{l-1}+1} \\ \vdots & \vdots & \ddots & \vdots \\ \rho^{2\delta_{l-1}+1} & \cdots & \cdots & 1 \end{bmatrix}. \quad (29) $$

Since $1/\lambda_1, \ldots, 1/\lambda_K$ are the eigenvalues of the positive definite matrix $F^{1/2} E F^{1/2}$, we have $\lambda_1, \ldots, \lambda_K > 0$. By using inverse Laplace transform and its integration property [11, Eq.9.109], the CDF with respect to $Y_i$ is derived as

$$ F_{Y_i}(y) = \mathcal{L}^{-1}\{M_{Y_i}(-s)\}(y) = \frac{1}{2\pi j} \int_{\text{a}+j\infty}^{\text{a}^{-j}\infty} \frac{M_{Y_i}(-s)}{s} e^{sy} ds, \quad (30) $$
By using [12, Eq. 5.2.21], (30) can be calculated as
\[
F_{Y_i}(y) = \frac{m^{m_l} \ell(l, \rho)}{\prod \Omega_i^m P_i^m 2\pi j} \int_{a-j\infty}^{a+j\infty} \frac{1}{(s+\lambda_n)^{mq_e}} e^{sy} ds \\
= 1 + \frac{m^{m_l} \ell(l, \rho)}{\prod \Omega_i^m P_i^m} \sum_{\kappa=1}^{mq_e} \frac{\Phi_{\kappa}(-\lambda)}{(mq_e - \zeta)(s-1)}, \quad 0 \leq n \leq ml,
\]
(31)
where \( \Phi_{\kappa}(s) = \frac{ds}{s^{1-\kappa}} \left( s^{-1} \prod_{\tau=1, \tau \neq \kappa}^K (s+\lambda_\tau)^{-mq_e} \right) \). Therefore, by using (31) and together with \( y = 2^R - 1 \), (11) in Theorem 2 is proved.

By using the expansion of Maclaurin series, (31) can be further rewritten as
\[
F_{Y_i}(y) = \sum_{n=0}^{\infty} \frac{F_{Y_i}^{(n)}(0)}{n!} y^n.
\]
(32)
Since
\[
F_{Y_i}^{(n)}(0) = \frac{m^{m_l} \ell(l, \rho)}{\prod \Omega_i^m P_i^m} \int_{a-j\infty}^{a+j\infty} \frac{s^{n-1}}{(s+\lambda_n)^{mq_e}} ds,
\]
it follows by using the initial-value theorems of Laplace transform [11, Eq. 9.5.10] that \( F_{Y_i}^{(1)}(0) = \cdots = F_{Y_i}^{(ml-1)}(0) = 0 \), and \( F_{Y_i}^{(ml)}(0) = \frac{m^{m_l} \ell(l, \rho)}{\prod \Omega_i^m P_i^m} \). Moreover, it can be proved that \( F_{Y_i}^{(n)}(0) \) is a higher order term of \( \prod_{i=1}^{l} P_i^{-m} \) for \( n > ml \). The proof is omitted due to space limit. Thus it yields
\[
F_{Y_i}(y) = \frac{m^{m_l} \ell(l, \rho) y^{ml}}{\Gamma(ml + 1) \prod \Omega_i^m P_i^m} + o\left( \prod P_i^{-m} \right).
\]
(34)
Hence under high SNR, i.e., \( P_i \rightarrow \infty \), (12) can be derived by using (34) together with \( y = 2^R - 1 \). Thus Theorem 2 is proved.

**APPENDIX B**

**PROOF OF THEOREM 4**

Clearly from (18), since \( P_i^* \neq 0 \), we have \( \nu_i = 0 \). Therefore, after some algebraic manipulations, (21) can be rewritten as
\[
\frac{\partial \mathcal{L}}{\partial P_n} (P^*_1, \ldots, P^*_L, \mu^*) = \frac{\phi_{n-1}}{(\prod_{k=1}^L P_k^m)^m}

\sum_{i=n+1}^m P_i^* \frac{\phi_{i-1}}{(\prod_{k=1}^{i-1} P_k^m) - \frac{m}{P_n} \mu^*} \frac{\phi_L}{(\prod_{k=1}^L P_k^m) - \frac{m}{P_n} \mu^*} = 0.
\]
(35)
Together with \( \frac{\partial \mathcal{L}}{\partial P_{n-1}} (P^*_1, \ldots, P^*_L, \mu^*) = 0 \), (35) reduces to
\[
P_n^* = (m + 1) P_n + \frac{1}{\phi_{n-1}} (P^*_1, \ldots, P^*_L, \mu^*)^m.
\]
(36)
Now from (36), we can derive \( P_n^* \) recursively as (25). Regarding to \( P_L^* \), by letting \( n = L \) in (35), we have
\[
\frac{\phi_{L-1}}{(\prod_{k=1}^L P_k^m)^m} = \frac{\phi_L}{\prod_{k=1}^L P_k^m} \Rightarrow \mu^* = \frac{P_n^* + 1}{\phi_{L-1}}.
\]
(37)
Recalling that \( P_L \neq 0 \), thus \( \mu^* \neq 0 \). According to (22), we have
\[
\frac{\phi_L}{(\prod_{k=1}^L P_k^m)^m - \varepsilon} = 0 \Rightarrow \left( \prod_{n=1}^L P_n^m \right) = \frac{\phi_L}{\varepsilon}.
\]
(38)
Substituting (25) into (38) yields (24). Moreover, by using (36), it follows that
\[
P_n^* = \frac{(m + 1)^{L-n} \phi_{L-1}}{\phi_{n-1}} (P^*_1, \ldots, P^*_L, \mu^*)^m.
\]
(39)
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