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ABSTRACT

Existing image enhancement methods fall short of expectations because with them it is difficult to improve global and local image contrast simultaneously. To address this problem, we propose a histogram equalization-based method that adapts to the data-dependent requirements of brightness enhancement and improves the visibility of details without losing the global contrast. This method incorporates the spatial information provided by image context in density estimation for discriminative histogram equalization. To minimize the adverse effect of non-uniform illumination, we propose defining spatial information on the basis of image reflectance estimated with edge-preserving smoothing. Our method works particularly well for determining how the background brightness should be adaptively adjusted and for revealing useful image details hidden in the dark.

Index Terms — Histogram equalization, image decomposition, image enhancement, image sharpening, reflectance

1. INTRODUCTION

The aim of image enhancement is to extract hidden image details and enhance the contrast in images with a low dynamic range. The large number of images captured by the widespread use of digital imaging devices has significantly increased the demand for image enhancement. Current commercial raster graphics editors require image editing expertise or considerable manual effort to produce satisfactory results. Therefore, it is important to realize an automated image enhancement technique that adapts to different input image situations. Existing methods of image enhancement can be classified into one of two groups: model-based methods [1–12] and learning-based methods [13–18]. We concentrate on model-based methods, as they are more interpretable and do not rely on labeled training data.

Histogram equalization (HE) has received the most attention because of its intuitive implementation quality and high efficiency. It aims at deriving an intensity mapping function such that the entropy of the distribution of output intensities can be maximized. Despite its usefulness, HE is wholly indiscriminate; intensities with large pixel populations are expanded to a larger range even if they are of little visual importance. This issue has been addressed by incorporating spatial information in density estimation [2,4,6,9]. For example, in contrast-accumulated HE (CACHE) [9], Wu et al. incorporated image gradient in density estimation to avoid the over-enhancement of background noise by equalizing the reconstructed histogram. Since the spatial information is usually weak for images with non-uniform illumination, the effectiveness of the above methods is limited with respect to brightness and detail enhancement in dark areas.

In Retinex theory, a captured image is taken to be a combination of reflectance and illumination components; the former constitutes the sharp details in the image, while the latter is spatially smooth. Several studies [1,8] have been conducted where reflectance is considered to be the desired enhancement output and can be obtained by estimating and removing the illumination component. These methods completely eliminate the global contrast, and so may lead to excessively enhanced brightness. Unsharp masking [3] decomposes an image into high-frequency and low-frequency components, and realizes contrast enhancement by processing the two components individually. In NPE [5], the illumination is estimated through a bright-pass filter, enhanced with a histogram specification technique, and recomposed with the reflectance to reconstruct the desired output. SRIE [7] adopts a similar practice but enhanced the illumination with gamma correction. These methods, when properly tuned, are effective for discovering dark image details. However, neither histogram specification nor gamma correction takes spatial information into account, and so the global contrast improvement with these methods does not always adapt well to the content of the image.

The objective of this study is to propose an image enhancement method that can simultaneously and adaptively improve global and local contrast. The method should adapt to the data-dependent requirements of brightness enhancement; it should increase the brightness of the area with meaningful image details and leave that area unchanged if not visually significant. For this purpose, we focus on CACHE [9], as it has a high potential to preserve and improve global contrast. As described above, CACHE incorporates spatial information in density estimation and shows limited effectiveness with respect to detail enhancement in dark areas. We recognize that the main reason for this limitation is that non-uniform illumination significantly reduces the magnitude of the spatial information. To address this issue, we propose defining spatial information on the basis of image reflectance estimated with edge-preserving smoothing such that the HE can be guided by the reflectance for high adaptability. We refer to the proposed method as reflectance-guided CACHE (RG-CACHE). It works particularly well as regards determining how the background brightness should be adjusted and for revealing image details hidden in the dark. Our experiments demonstrate the superiority of RG-CACHE over recent image enhancement methods from both qualitative and quantitative viewpoints.

2. PROPOSED METHOD

2.1. Overview

For a color image $C_{\text{in}}$, the lightness $A_{\text{in}}$ is defined as the highest of its RGB components, which is equal to the value component of $C_{\text{in}}$ in HSV space. The enhanced color image $C_{\text{out}}$ is computed by

$$C_{\text{out}} = \left( \frac{C_{\text{in}}}{A_{\text{in}}} \right) A_{\text{out}}.$$

Here, $A_{\text{out}}$ is the lightness after image enhancement. In this paper, all the matrix operations are element-wise operations with implicit expansion enabled. In Fig. 1, the input and the output correspond to $A_{\text{in}}$ and $A_{\text{out}}$, respectively. Given the input, we obtain its illumination through edge-preserving smoothing and obtain its reflectance

$$A_{\text{in}} = \text{edge-preserving smoothing}(\text{image})$$

This method incorporates spatial information on the basis of image reflectance estimated with edge-preserving smoothing. Since the spatial information is usually weak for images with non-uniform illumination, the effectiveness of the above methods is limited with respect to brightness and detail enhancement in dark areas.

In Retinex theory, a captured image is taken to be a combination of reflectance and illumination components; the former constitutes the sharp details in the image, while the latter is spatially smooth. Several studies [1,8] have been conducted where reflectance is considered to be the desired enhancement output and can be obtained by estimating and removing the illumination component. These methods completely eliminate the global contrast, and so may lead to excessively enhanced brightness. Unsharp masking [3] decomposes an image into high-frequency and low-frequency components, and realizes contrast enhancement by processing the two components individually. In NPE [5], the illumination is estimated through a bright-pass filter, enhanced with a histogram specification technique, and recomposed with the reflectance to reconstruct the desired output. SRIE [7] adopts a similar practice but enhanced the illumination with gamma correction. These methods, when properly tuned, are effective for discovering dark image details. However, neither histogram specification nor gamma correction takes spatial information into account, and so the global contrast improvement with these methods does not always adapt well to the content of the image.

The objective of this study is to propose an image enhancement method that can simultaneously and adaptively improve global and local contrast. The method should adapt to the data-dependent requirements of brightness enhancement; it should increase the brightness of the area with meaningful image details and leave that area unchanged if not visually significant. For this purpose, we focus on CACHE [9], as it has a high potential to preserve and improve global contrast. As described above, CACHE incorporates spatial information in density estimation but shows limited effectiveness with respect to detail enhancement in dark areas. We recognize that the main reason for this limitation is that non-uniform illumination significantly reduces the magnitude of the spatial information. To address this issue, we propose defining spatial information on the basis of image reflectance estimated with edge-preserving smoothing such that the HE can be guided by the reflectance for high adaptability. We refer to the proposed method as reflectance-guided CACHE (RG-CACHE). It works particularly well as regards determining how the background brightness should be adjusted and for revealing image details hidden in the dark. Our experiments demonstrate the superiority of RG-CACHE over recent image enhancement methods from both qualitative and quantitative viewpoints.
2.2. Contrast-Accumulated Histogram Equalization

Let $A_{in} = \{a(q)\}$ where $a(q) \in [0, K]$ is the intensity of each pixel $q$ and $K$ is the total number of intensities (typically 256). Let $n_k$ be the number of occurrences of an intensity $k \in [0, K]$. The probability of an occurrence of a pixel of intensity $k$ in $A_{in}$ is $p_a(k) = n_k/n$, where $n$ is the total number of pixels. We also define the cumulative distribution function (CDF) corresponding to $p_a$ as $P_a(k)$.

We want to find a mapping function of the form $b = T(a)$ to produce an enhanced image $B = \{b(q)\}$. In HE, the desired $B$ is assumed to have a flat histogram and a linearized CDF. HE thus chooses the mapping function by using $T(k) = (K - 1)P_a(k)$. From this equation, the increment in output intensity vs. a unit step up in input intensity $k - 1$, $k \in (0, K)$, can be easily seen to be

$$\Delta T(k) = T(k) - T(k - 1) = (K - 1)p_a(k).$$

Equation (2) indicates that the increment in an intensity, i.e., the contrast gain, is proportional to the probability of the corresponding intensity in the input. This property is usually inconsistent with human vision and is indiscriminate; it may increase the contrast of background noise that has a large pixel population, while reducing the number of usable signals with fewer pixels.

To address this problem, our goal is to help enhance the intensity contrast that is likely to contain usable signals while attenuating it in the case of noise. We incorporate the spatial information of the image into the density estimation such that the goal can be easily achieved by equalizing the reconstructed histogram. More specifically, we reconstruct the probability of an intensity $k$ in $A_{in}$ with

$$\hat{p}_a(k) = \frac{\sum_q \varphi(q)\delta(a(q), k)}{\sum_q \varphi(q)},$$

Here, $\varphi$ is a spatially varying function expressing the spatial information of each pixel, and $\delta$ is the Kronecker delta. Equation (3) indicates that each pixel contributes to the density estimation adaptively, and $\hat{p}_a(k)$ can be understood as the expected importance of an intensity given $A_{in}$. Equalizing this equation naturally ensures that the increment $\Delta \hat{T}(k)$ of $k$ is proportional to its expected importance. Our method thus replaces $p_a(k)$ with Eq. (3) from HE. At stake is how to properly define the spatial information $\varphi$.

2.3. RG-CACHE

$\Delta \hat{T}(k) = (K - 1)\hat{p}_a(k)$ is proportional to $\hat{p}_a(k)$, and if we want to increase the brightness of a dark area, we need a large $\hat{p}_a(k)$ for low intensity pixels. One simple solution is to formulate $\varphi(q)$ with each pixel’s gradient. Figure 2a shows an input image containing meaningful objects, e.g., a bunch of flowers, a bottle, and a picture drawn on the wall. Its gradient is shown in Fig. 2h. Despite the wealth of detail in the input, Fig. 2h shows very low gradient values in the dark area thus drawing attention to other foreground objects in the light. The main reason for this is that non-uniform illumination significantly reduces the relative magnitude of the gradient in dark areas. Tanaka et al. [19] suggested that the gradient can be enhanced with an amplification factor that is inversely proportional to the intensity. However, this factor is exclusively dependent on the intensity value and does not take account of the context of the image.

In view of the low gradient being attributable to non-uniform illumination, we propose to eliminate the illumination before defining the function $\varphi(q)$. In this study, we use relative total variation [20] to decompose $A_{in}$ into illumination and reflectance, but any edge-preserving filter [21–26] can be used instead. This decomposition is a common technique for tone mapping [5–7], with which the illumination component is adjusted to enhance the global contrast. Unlike these methods, we focus on the reflectance and allow it to guide the improvement of global contrast based on Eq. (3).
Let $I$ and $R$ be the illumination and the reflectance components of $A_{in}$, respectively. We define the reflectance by

$$R = \log_{10} \left( \frac{A_{in}}{I} \right). \quad (4)$$

Note that Eq. 4 calculates the reflectance in the logarithmic domain, which is different from related studies [7, 8]. It makes our method more effective because logarithmic scaling magnifies the difference in reflectance in the dark area while attenuating the difference in the light area. Let $\mathcal{N}(q)$ denote a set of neighboring coordinates of the pixel $q$. Given $R = \{ r(q) \}$, we compute the gradient with Eq. 5, where we adopted the von Neumann neighborhood as $\mathcal{N}(q)$.

$$\varphi(q) = \sum_{q' \in \mathcal{N}(q)} |r(q) - r(q')|. \quad (5)$$

Because natural images contain details on more than one scale, we use a multi-resolution scheme to reliably detect all significant details. We begin by constructing an image pyramid $R_1, R_2, \cdots, R_L$, where $L (= 4$ in this paper) is the number of levels. $R_1$ has the largest resolution and $R_L$ has the smallest resolution. $R_2$ is obtained by downsampling $R_1$ by a factor of two with bicubic interpolation, which is repeated $L - 1$ times until $R_L$ is obtained. At each level, we calculate the gradient according to Eq. 5 from each downsampled $R$. The function $\varphi$ in Eq. 3 can thus be calculated by merging the gradients $\varphi$ at all levels using their geometric mean.

Example of the illumination, reflectance, and gradient calculated in reflectance in the dark area while attenuating the difference in the light area. Let $\mathcal{N}(q)$ denote a set of neighboring coordinates of the pixel $q$. Given $R = \{ r(q) \}$, we compute the gradient with Eq. 5, where we adopted the von Neumann neighborhood as $\mathcal{N}(q)$.

$$\varphi(q) = \sum_{q' \in \mathcal{N}(q)} |r(q) - r(q')|. \quad (5)$$

Because natural images contain details on more than one scale, we use a multi-resolution scheme to reliably detect all significant details. We begin by constructing an image pyramid $R_1, R_2, \cdots, R_L$, where $L (= 4$ in this paper) is the number of levels. $R_1$ has the largest resolution and $R_L$ has the smallest resolution. $R_2$ is obtained by downsampling $R_1$ by a factor of two with bicubic interpolation, which is repeated $L - 1$ times until $R_L$ is obtained. At each level, we calculate the gradient according to Eq. 5 from each downsampled $R$. The function $\varphi$ in Eq. 3 can thus be calculated by merging the gradients $\varphi$ at all levels using their geometric mean.

Example of the illumination, reflectance, and gradient calculated with our method are shown in Figs. 2c, 2d, and 2e, respectively. A comparison of Figs. 2e and 2h shows that the proposed reflectance gradient provides a sharper insight into meaningful spatial information hidden in the dark than the conventional gradient. This is also shown in Fig. 3. In our implementation, we empirically set $e = 0.5$. Noise-aware detail control [6, 27] can also be employed here, but it is not taken into account as it is outside the scope of this paper.

2.4. Reflectance Scaling

When the input $A_{in}$ is histogram-equalized with RG-CACHE, the result $B$ can be understood as a base layer and combined with the reflectance component. The image details are enhanced by this combination, since $B$ already contains the local contrast inherited from $A_{in}$, even if the reflectance is slightly attenuated before the combination. In this study, the output is obtained with $A_{out} = B + eR$, where $e$ is a hyperparameter. The effect of $e$ on detail enhancement is shown in Fig. 3. In our implementation, we empirically set $e = 0.5$. Noise-aware detail control [6, 27] can also be employed here, but it is not taken into account as it is outside the scope of this paper.

3. EXPERIMENTS

Six datasets comprising a total of 677 images, including USC-SIPI [28], BSDS500 [29], LIME [8], NPE [5], and Image Compression [31], were used for evaluation. We compared RG-CACHE with HE, CACHE [9], LIME [8], and NPIE [10]. All the implementations were provided by the original authors and are in MATLAB. The experiments were conducted on a machine running CentOS 6.3 with a 160 GB memory and a 3.0 GHz CPU.

3.1. Qualitative Evaluation

Examples of the contrast enhancement results are shown in Fig. 4. HE increased the contrast of the meaningless background with high intensity populations while reducing the visibility of foreground objects (Fig. 4b). CACHE has made natural contrast enhancement possible, but in dark areas the ability to deal with brightness and local contrast is limited. LIME assumes the reflectance component of the image to be the ideal form of contrast enhancement, and eliminates the illumination completely. This can result in the excessive enhancement of the brightness for non-low key lighting images, as in Figs. 4d and 4j, which also results in the loss of local contrast. NPIE is a multi-layer extension of NPE [5] where the illumination is estimated through a bright-pass filter, enhanced with histogram specification, and recombined with the reflectance to reconstruct the desired output. Since the histogram specification does not take spatial information into consideration, and because of the nature of the bright-pass filter, NPIE produced somewhat insufficient brightness, as in Figs. 4e, 4k, and 4q. In general, RG-CACHE enabled consistently balanced and natural contrast enhancement. Compared with HE and CACHE, it is particularly effective at improving brightness in dark areas, as in Figs. 4r and 4x, where local contrast cannot be easily observed from the input. Meanwhile, it correctly adapted to the non-low key lighting situation of the input, as in Figs. 4f and 4l, and it avoids the over-enhancement of brightness. (See supplementary material [32] for more examples.)

3.2. Quantitative Evaluation

We evaluated the contrast enhancement performance objectively using four metrics, following the practice of previous studies [4, 12].

**Discrete entropy (DE).** DE measures the amount of information in an image; a high DE indicates that the image contains more variations and is assumed to have better visual quality.

**Measure of enhancement (EME) [33].** EME approximates the average local contrast in an image; a high EME is assumed to indicate greater effectiveness in contrast enhancement.

**PixDist (PD) [34].** PD computes the average intensity difference over all the pixel pairs in an image; it yields a high score, indicating better quality, when the pixel intensities are uniformly distributed.

**Patch-based contrast quality index (PCQI) [35].** PCQI measures the distortions of contrast strength and structure between input and output; a higher score implies better contrast enhancement.

Table 1 shows the quality scores of the compared methods, averaged over 500 test images in BSDS500. RG-CACHE achieved the highest scores among all methods. This demonstrates the consistent effectiveness of our method in terms of contrast enhancement. LIME got the worst scores because it completely removes the illumination and reduces contrast strength. NPIE did not show high statistics because the illumination component is compressed with histogram specification to preserve the naturalness of the image.
Fig. 4. Comparison of RG-CACHE w/ RS with state-of-the-art image enhancement (see supplementary material [32] for more examples).

Table 1. Quantitative evaluation. The higher the statistics, the better the quality for all the four quality metrics. RS: Reflectance scaling. The best results per column are shown in bold.

| Method               | DE  | EME | PD  | PCQI |
|----------------------|-----|-----|-----|------|
| No Enhancement       | 7.17| 15.7| 27.9| 1.00 |
| HE                   | 7.60| 36.6| 39.3| 1.05 |
| CACHE [9]            | 7.62| 34.8| 38.5| 1.08 |
| LIME [8]             | 7.08| 13.0| 27.6| 0.88 |
| NPIE [10]            | 7.33| 17.4| 27.8| 0.99 |
| ⋆ RG-CACHE w/ RS     | 7.65| 50.9| 39.3| 1.09 |

3.3. Efficiency

We evaluated the time required by the compared methods to process the 500 test images of BSDS500. The resolution of all the images was 481 × 321. On average, HE and CACHE took 11 ms and 21 ms, respectively, which were the fastest methods in our experiments. LIME took 176 ms, followed by RG-CACHE 495 ms. The NPIE processing time was 10,494 ms, which is believed to be due to the unoptimized implementation and the nature of the bright-pass filter.

Edge-preserving smoothing was the most time-consuming with RG-CACHE, taking 473 ms. The other processes took only 22 ms, which is equivalent to the time taken by CACHE. We adopted relative total variation [20] as a filter for edge-preserving smoothing because of its high pixel-level accuracy in the detection and preservation of low-frequency components. If high pixel-level accuracy is non-essential, the processing time of RG-CACHE can be reduced by adopting a much faster filter, as used in previous studies [6, 8].

4. CONCLUSION

In this study, we proposed a novel image enhancement method, RG-CACHE, which resulted in a desirable relationship between spatial information regarding image content and brightness improvement. We showed that the reflectance and the reflectance gradient, obtained by removing the illumination, provide a sharp insight into meaningful spatial information hidden in the dark. This spatial information can be used as an important clue to derive the contrast gain of the intensity, and the brightness of a low-key lighting image can be effectively improved without losing global contrast.

Many high-end cameras provide noise levels below the perceivable contrast of human vision, but after removing the illumination, noise in the reflectance is often pushed into the visible range. The revealed noise enhances the gradient response, which induces RG-CACHE to further amplify the noise. This problem can be mitigated by using an off-the-shelf denoising method [36–38] or incorporating noise-aware detail control [6, 27] into RG-CACHE. We recognize this as our future work. Meanwhile, the HE used by RG-CACHE naturally imposes a monotonicity constraint on the mapping function $T(k)$, which may not be desirable for certain applications. We aim to find a solution that allows us to trade off monotonicity for more flexible contrast reproduction.
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