A family of separability criteria and lower bounds of concurrence
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Abstract
Background and Aim  The problem on detecting the entanglement of a bipartite state is significant in quantum information theory.
Methods  In this article, we apply the Ky Fan norm to the revised realignment matrix of a bipartite state.
Results  We consider a family of separable criteria for bipartite states and present when the density matrix corresponds to a state is real, the criterion is equivalent to the enhanced realignment criterion. Moreover, we present analytical lower bounds of concurrence and the convex-roof extended negativity for arbitrary dimensional systems.
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1 Introduction
Entanglement is one of the essential features in quantum mechanics when comparing with the classical physics [1, 2]. It plays key roles in quantum information processing, such as quantum cryptography [3], teleportation [4] and superdense coding [5].

One of the most important problems in quantum information theory is how to distinguish separable and entangled states. If a quantum state \( \rho_{AB} \) of a bipartite system can be written as a convex combination of product states,

\[
\rho_{AB} = \sum_i p_i \rho^i_A \otimes \rho^i_B,
\]

where \( \{p_i\} \) is a probability distribution, \( \rho^i_A \) and \( \rho^i_B \) are states of subsystems \( A \) and \( B \), respectively, then it is separable. Otherwise, it is entangled. The above problem is
completely solved for $2 \otimes 2$ and $2 \otimes 3$ systems by the Peres-Horodecki criterion: A bipartite state $\rho_{AB}$ is separable if and only if it is positive partial transpose (PPT), i.e., $(id \otimes T)(\rho_{AB}) \succeq 0$ [6]. However, the problem is NP-hard for arbitrary dimensional systems [7]. In the past twenty years, there are several other prominent criteria. The computable cross norm or realignment criterion (CCNR) criterion is proposed by Rudolph [8] and Chen and Wu [9]. In 2006, the authors proposed the local uncertainty relations (LURs) and showed that the LURs is stronger than the CCNR criterion [10]. In 2007, the author proposed a criterion which is based on Bloch representations [11]. Then, Zhang et al. presented the enhanced realignment criterion [12]. In 2015, the authors proposed an improved CCNR criterion where they showed it is stronger than the CCNR criterion [13]. In 2018, Shang et al. presented a sufficient condition for the separability of a bipartite state, which is called ESIC criterion [14]. Recently, Sarbicki et al. proposed a family of separability criteria which are based on the bloch representation of a state [15]. Subsequently, they showed that the detection power of the criteria is equivalent to the enhanced realignment criterion [16]. Jivulescu et al. proposed a class of entanglement criteria via projective tensor norms [17]. In 2022, Yan et al. proposed several entanglement detection criteria using quantum designs [18].

To quantify the entanglement is the other important problem in quantum entanglement theory, various entanglement measures are proposed in the past years [19–25]. Concurrence [19] and the convex-roof extended negativity (CREN) [26] are two of the most used among the measures under the convex-roof extended method. However, both of them are difficult to compute for higher dimensional systems [27]. Lots of results have been made on the lower bounds of concurrence and CREN [28–32]. Moreover, better lower bounds of concurrence and CREN can be used to distinguish entangled states and separable states. In [30], de Vicente presented analytical lower bounds of concurrence in terms of LUR and correlation matrix separability criteria [30]. Recently, Li et al. improved the lower bounds of concurrence and CREN based on Bloch representations [32].

In this work, we propose a class of separability criteria based on the Ky Fan norm of the realignment matrix of a state. Moreover, we show when a bipartite state corresponds to a real matrix, the criterion is as strong as the enhanced realignment criterion. At last, we present lower bounds for both concurrence and CREN under the methods here.

2 Separability criterion for bipartite states

In this section, we first introduce some knowledge needed. Assume $A = [a_{ij}] \in M_{m \times n}(\mathbb{C})$ is a matrix, $\text{vec}(A)$ is defined as

$$\text{vec}(A) = (a_{11}, a_{21}, \cdots, a_{m1}, a_{12}, \cdots, a_{m2}, \cdots, a_{mn})^T,$$

where $T$ means transposition. Let $Z$ be an $m \times m$ block matrix with block size $n \times n$. Then, the realignment operator $\mathcal{R}$ changes $Z$ into a new matrix with size $m^2 \times n^2$. 
\[ R(Z) \equiv \begin{pmatrix} \text{vec}(Z_{1,1})^T \\ \vdots \\ \text{vec}(Z_{m,1})^T \\ \vdots \\ \text{vec}(Z_{1,m})^T \\ \vdots \\ \text{vec}(Z_{m,m})^T \end{pmatrix}. \]

The CCNR criterion [8, 9] shows that any separable state \( \rho_{AB} \) satisfies
\[
||R(\rho)||_1 \leq 1. \tag{2}
\]

Then, based on the realignment of \( \rho_{AB} - \rho_A \otimes \rho_B \), Zhang et al. showed the enhanced realignment criterion: for any separable state \( \rho_{AB} \), the following inequality is valid,
\[
||R(\rho_{AB} - \rho_A \otimes \rho_B)||_1 \leq \sqrt{1 - tr \rho_A^2} \sqrt{1 - tr \rho_B^2}, \tag{3}
\]

it is stronger than the CCNR criterion (2) [12]. By using some parameters and the reduced density matrices of a bipartite state \( \rho_{AB} \), Shen et al. [13] constructed
\[
N_{\beta,l}(\rho) = \begin{pmatrix} G \beta \omega_l(\rho_A)^T \\ \beta \omega_l(\rho_A) \end{pmatrix}, \tag{4}
\]

where \( G - \beta^2 E_{l \times l} \) is positive semidefinite, \( \beta \in \mathbb{R} \), and \( \omega_l(X) \) means
\[
\omega_l(X) = (\text{vec}(X), \ldots, \text{vec}(X)). \tag{5}
\]

There they showed that when \( G - \beta^2 E_{l \times l} \geq 0 \), then a separable state \( \rho \) satisfies
\[
||N_{\beta,l}(\rho)||_1 \leq 1 + tr(G). \tag{6}
\]

In this manuscript, we denote \( \mathcal{M}_{\alpha,\beta}(\rho_{AB}) \) on a bipartite state \( \rho_{AB} \) as
\[
\mathcal{M}_{\alpha,\beta}(\rho_{AB}) = \begin{pmatrix} \alpha \beta \\alpha \text{vec}(\rho_B)^T \\ \beta \text{vec}(\rho_A) \\mathcal{R}(\rho_{AB}) \end{pmatrix}, \tag{7}
\]

where \( \alpha, \beta \in \mathbb{R} \), \( \rho_A \) and \( \rho_B \) are reduced density matrices of the A and B system, respectively. As Ky Fan norm is commonly used in matrix analysis [33], we use Ky Fan norm in this manuscript. The Ky Fan norm of a matrix \( A_{m \times n} \) is defined as the sum of all singular values \( d_i \), that is,
\[
\|A\|_{KF} = \sum_{i=1}^{\min(m,n)} d_i = \text{tr} \sqrt{A^\dagger A}. \]
Theorem 1 Assume $\rho_{AB}$ is a separable state, when $\alpha, \beta \in \mathbb{R}$,

$$\|M_{\alpha,\beta}(\rho_{AB})\|_{KF} \leq \sqrt{(\alpha^2 + 1)(\beta^2 + 1)}$$

Proof As $\rho_{AB}$ is separable, it can be written as

$$\rho_{AB} = \sum_i p_i \rho^i_A \otimes \rho^i_B,$$

(8)

where $p_i \in [0, 1]$, $\sum_i p_i = 1$, $\rho^i_A$ and $\rho^i_B$ are pure states of $A$ and $B$ systems, respectively. Next

$$\|M_{\alpha,\beta}(\rho_{AB})\|_{KF} = \|\sum_i p_i \left( \begin{array}{cc} \alpha \beta & \alpha \text{vec}(\rho^i_B)^T \\ \beta \text{vec}(\rho^i_A) & \text{vec}(\rho^i_A) \text{vec}(\rho^i_B)^T \end{array} \right) \|_{KF}$$

$$= \|\sum_i p_i \left( \begin{array}{c} \alpha \\ \text{vec}(\rho^i_A) \end{array} \right) \left( \begin{array}{c} \beta \\ \text{vec}(\rho^i_B)^T \end{array} \right) \|_{KF}$$

$$\leq \sum_i p_i \sqrt{(\alpha^2 + 1)(\beta^2 + 1)}$$

$$= \sqrt{(\alpha^2 + 1)(\beta^2 + 1)}.$$

Here, we use $\rho^i_A$ and $\rho^i_B$ are pure states. Hence, we finish the proof. \qed

Obviously, when $\alpha = \beta = 0$, the formula (8) is the CCNR criterion. Hence, the criterion is not weaker than the CCNR criterion.

Then, we present $\|M_{\alpha,\beta}(\rho_{AB})\|_{KF}$ is convex and invariant under local unitary operations.

Theorem 2 Assume $\rho_{AB}$ and $\sigma_{AB}$ are two bipartite states, then

1. When $p \in (0, 1)$,

$$\|M_{\alpha,\beta}(p\rho_{AB} + (1 - p)\sigma_{AB})\|_{KF} \leq p\|M_{\alpha,\beta}(\rho_{AB})\|_{KF} + (1 - p)\|M_{\alpha,\beta}(\sigma_{AB})\|_{KF}.$$

2. When $U$ and $V$ are unitary matrices on the $A$ and $B$ systems, respectively,

$$\|M_{\alpha,\beta}((U \otimes V)\rho_{AB}(U \otimes V)^\dagger)\|_{KF} = \|M_{\alpha,\beta}(\rho_{AB})\|_{KF}.$$

Proof (1) Due to (7), we have

$$\|M_{\alpha,\beta}(p\rho_{AB} + (1 - p)\sigma_{AB})\|_{KF}$$

$$= \|pM_{\alpha,\beta}(\rho_{AB}) + (1 - p)M_{\alpha,\beta}(\sigma_{AB})\|_{KF}$$

$$\leq p\|M_{\alpha,\beta}(\rho_{AB})\|_{KF} + (1 - p)\|M_{\alpha,\beta}(\sigma_{AB})\|_{KF}.$$

\qed Springer
that is, \( \|M_{\alpha,\beta}(\cdot)\| \) is convex.

(2) Due to [8, 9], \( \rho_{AB} \) can be written as \( \rho_{AB} = \sum_i \tau_i \otimes \delta_i \). Next, let \( \gamma_i = (U \otimes V)(\tau_i \otimes \delta_i)(U^\dagger \otimes V^\dagger) \), we have

\[
M_{\alpha,\beta}(\gamma_i) = \left( \begin{array}{cc} \alpha \beta & atr \tau_i (V \otimes \overline{V} vec(\delta_i))^T \\ \beta tr \delta_i (U \otimes \overline{U}) vec(\tau_i) & R(\gamma_i) \end{array} \right) = \left( \begin{array}{cc} 1 & 0 \\ 0 & (U \otimes \overline{U}) \end{array} \right) \left( \begin{array}{cc} \alpha \beta & atr \tau_i (V \otimes \overline{V} vec(\delta_i))^T \\ \beta tr \delta_i vec(\tau_i) & R(\gamma_i) \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ 0 & (U \otimes \overline{U}) \end{array} \right)^\dagger, \tag{9}
\]

where \( \overline{A} \) is an operator whose matrix representation has entries that is complex conjugate to the matrix representation of \( A \), i.e., \( \overline{A}_{a,b} = A^*_{a,b} \). As \( \tilde{U} = \left( \begin{array}{cc} 1 & 0 \\ 0 & (U \otimes \overline{U}) \end{array} \right) \) and \( \tilde{V} = \left( \begin{array}{cc} 1 & 0 \\ 0 & (U \otimes \overline{U}) \end{array} \right)^\dagger \) are both unitary, and \( M_{\alpha,\beta}(\sum_i \gamma_i) = \tilde{U} M_{\alpha,\beta}(\rho_{AB}) \tilde{V} \), then we finish the proof. \( \Box \)

Next, we present two examples on states in \( 3 \otimes 3 \) system, which shows the detection power of our theorem.

**Example 3** Here, we consider the separability on the mixture of the chessboard state [34] with white noise.

The chessboard states are defined as follows,

\[
\rho = \frac{1}{N} \sum_i |V_i\rangle\langle V_i|,
\]

\[
|V_1\rangle = |m, 0, s; 0, n, 0; 0, 0, 0\rangle,
\]

\[
|V_2\rangle = |0, a, 0; b, 0, c; 0, 0, 0\rangle
\]

\[
|V_3\rangle = |n^*, 0, 0; 0, -m^*, 0, t, 0, 0\rangle,
\]

\[
|V_4\rangle = |0, b^*, 0; -a^*, 0, 0; d, 0, 0\rangle.
\]

Here, \( N \) is a normalized factor. To make this class of states be PPT, here we assume \( m, s, n, a, b, c, t \) and \( d \) are real parameters, \( s = \frac{ac}{n} \), \( t = \frac{ad}{m} \). The mixture of the chessboard state with the white noise is

\[
\rho_p = p \rho + (1 - p) \frac{I_3 \otimes I_3}{9}.
\]

Next, we randomly choose

\[
\begin{align*}
a &= 0.3346; b = -0.109; c = -0.645, p = 0.9; \\
m &= 0.469; n = -0.3161; d = 0.8560.
\end{align*}
\]

Through computation, we have \( \rho_p \) is PPT, and this state cannot be detected by CCNR criterion[8, 9]. Next, when we take \( \alpha = 250 \) and \( \beta = 240 \), \( \|M_{\alpha,\beta}(\rho_{AB})\|_{KF} - \)
Fig. 1 Entanglement detection of $\sigma$. States above the blue line are detected by CCNR criterion, and states above the orange line and green line are detected by Theorem 1 when $\alpha = \beta = 2$ and $\alpha = \beta = 5$, respectively (Color figure online)

$$\sqrt{\left(\alpha^2 + 1\right)\left(\beta^2 + 1\right)} > 0,$$

due to the Theorem 1, $\rho_p$ is entangled. When $p = 0.8$, $\rho_p$ cannot be detected by ESIC. When we take $\alpha = \beta = 5.9$, $\|M_{\alpha,\beta}(\rho_{AB})\|_F - \sqrt{\left(\alpha^2 + 1\right)\left(\beta^2 + 1\right)} > 0$, $\rho_p$ is entangled.

**Example 4** Here, we consider the family of bound entangled states proposed by Horodecki [35],

$$\rho_x = \frac{1}{1 + 8x} \begin{pmatrix} x & 0 & 0 & 0 & x & 0 & 0 & 0 & x \\ 0 & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & x & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & x & 0 & 0 & 0 & 0 & 0 \\ x & 0 & 0 & 0 & x & 0 & 0 & 0 & x \\ 0 & 0 & 0 & 0 & 0 & x & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & \frac{1+x}{2} & 0 & \sqrt{\frac{1-x^2}{2}} \\ 0 & 0 & 0 & 0 & 0 & 0 & x & 0 & \frac{1+x}{2} \\ x & 0 & 0 & 0 & x & \sqrt{\frac{1-x^2}{2}} & 0 & \frac{1+x}{2} \end{pmatrix},$$

let $\sigma(x, p) = p\rho_x + \frac{(1-p)I}{9}$. In Fig. 1, we plot the range when the states $\sigma(x, p)$ are detected by the CCNR criterion and Theorem 1. It is clear from the figure that the power of Theorem 1 is stronger than the CCNR criterion, and the detected area by Theorem 1 when $\alpha = \beta = 5$ is bigger than that when $\alpha = \beta = 2$.

Recently, the authors showed that the criterion proposed in [15, 16] is as strong as the enhanced realignment criterion (3), here we show that the detection power of Theorem 1 is the same as the power of the enhanced realignment criterion when the bipartite state $\rho_{AB}$ corresponds to a real matrix.

**Theorem 5** Assume $\rho_{AB}$ corresponds to a real matrix, it satisfies the enhanced realignment criterion if and only if it satisfies Theorem 1 for all $\alpha, \beta \in \mathbb{R}^+$. 
**Proof** \(\implies\): As

\[
\mathcal{M}_{\alpha,\beta}(\rho_{AB}) = \mathcal{M}_{\alpha,\beta}(\rho_A \otimes \rho_B) + \mathcal{L}_{\alpha,\beta}(\rho_{AB}),
\]

(10)

then if \(\rho_{AB}\) satisfies the enhanced realignment criterion, then

\[
\|\mathcal{M}_{\alpha,\beta}(\rho_{AB})\|_{K_F} \leq \|\mathcal{M}_{\alpha,\beta}(\rho_A \otimes \rho_B)\|_{K_F} + \|\mathcal{R}(\rho_{AB} - \rho_A \otimes \rho_B)\|_{K_F}
\]

\[
\leq \sqrt{(\alpha^2 + tr\rho_A^2)(\beta^2 + tr\rho_B^2) + (1 - tr\rho_A^2)(1 - tr\rho_B^2)}
\]

\[
\leq \sqrt{(1 + \alpha^2)(1 + \beta^2)}.
\]

(11)

Here, the last inequality is due to the Cauchy-Schwarz inequality.

Next, we prove the converse \(\iff\): First, let us recall that when \(A \in \mathcal{M}_{m \times n}(\mathbb{R})\),

\[
\|A_{m \times n}\|_{K_F} = \max_{P \in \mathcal{U}_{m \times n}(\mathbb{R})} |Tr A^\dagger P|,
\]

(12)

where the maximum takes over all the unitary matrices \(P \in \mathcal{U}_{m \times n}(\mathbb{R})\). Assume \(\rho_{AB}\) is a separable state, according to the Theorem 1, we have for any given \(\alpha \geq 0, \beta \geq 0\),

\[
\|\mathcal{M}_{\alpha,\beta}(\rho_{AB})\|_{K_F} \leq \sqrt{(\alpha^2 + 1)(\beta^2 + 1)},
\]

then let

\[
f(\alpha, \beta, P) = \sqrt{(\alpha^2 + 1)(\beta^2 + 1)} + \min_{P \in \mathcal{U}_{d_A^2 \times d_B^2}} tr P^\dagger \mathcal{M}_{\alpha,\beta}(\rho_{AB}),
\]

we have

\[
f(\alpha, \beta, P) = \sqrt{(\alpha^2 + 1)(\beta^2 + 1)} + \min_{P \in \mathcal{U}_{d_A^2 \times d_B^2}} tr P^\dagger \mathcal{M}_{\alpha,\beta}(\rho_{AB})
\]

\[
= \sqrt{(\alpha^2 + 1)(\beta^2 + 1)} - \max_{P \in \mathcal{U}_{d_A^2 \times d_B^2}} tr P^\dagger \mathcal{M}_{\alpha,\beta}(\rho_{AB})
\]

\[
= \sqrt{(\alpha^2 + 1)(\beta^2 + 1)} - \|\mathcal{M}_{\alpha,\beta}(\rho_{AB})\|_{K_F} \geq 0,
\]

(13)
where $P$ takes over all the unitary matrices. As $\alpha, \beta \in \mathbb{R}$, $\alpha, \beta$ can be written as

$$\alpha = r \cos \theta, \quad \beta = r \sin \theta,$$

(14)

where $r \in \mathbb{R}^+$ and $\theta \in (0, \pi/2)$. Next, assume $P$ takes the following unitary matrix,

$$P = \begin{pmatrix} -\sqrt{1 - \eta^2} & \frac{\eta}{r} u^T \\ \frac{\eta}{r} v & \sqrt{1 - \eta^2} O \end{pmatrix},$$

where $r$ tends to the infinity, $\eta$ is positive and infinitesimal with respect to $r$, $O$ is a $d_A^2 \times d_B^2$ matrix. As $P$ is unitary, $\|u\| = \|v\| = 1$, $v = Ou$, and $OO^T$ and $O^T O$ are projectors. Then, the left hand side of (13) can be written as

$$f(\alpha, \beta, P) = \sqrt{(1 + r^2 \cos^2 \theta)(1 + r^2 \sin^2 \theta) + \eta(\cos \theta \operatorname{vec}(\rho_B)^T u + \sin \theta v^T \operatorname{vec}(\rho_A))}$$

$$+ \sqrt{1 - \eta^2 (tr R(\rho_{AB}) O^T - r^2 \cos \theta \sin \theta)}$$

$$= \sqrt{(1 + r^2 \cos^2 \theta)(1 + r^2 \sin^2 \theta) + tr R(\rho_{AB}) O^T - r^2 \cos \theta \sin \theta}$$

$$+ \frac{\eta^2}{2} \cos \theta \sin \theta + \eta(\sin \theta \operatorname{vec}(\rho_A)^T O + \cos \theta \operatorname{vec}(\rho_B)^T) u + o(1),$$

$$\geq \sqrt{(1 + r^2 \cos^2 \theta)(1 + r^2 \sin^2 \theta) - r^2 \cos \theta \sin \theta}$$

$$+ \frac{\eta^2}{2} \cos \theta \sin \theta - \eta(\sin \theta \operatorname{vec}(\rho_A)^T O + \cos \theta \operatorname{vec}(\rho_B)^T) u + tr R(\rho_{AB}) O^T$$

$$= \sqrt{(1 + r^2 \cos^2 \theta)(1 + r^2 \sin^2 \theta) - r^2 \cos \theta \sin \theta} + tr R(\rho_{AB}) O^T$$

$$+ \frac{\cos \theta \sin \theta}{2} [(\eta - m)^2 - m^2],$$

(15)

the second equality is due to that $\eta$ is infinitesimal relative to $r$. In the first inequality, when $u$ is antiparallel to $-(\sin \theta \operatorname{vec}(\rho_A)^T O + \cos \theta \operatorname{vec}(\rho_B)^T) u$, the equality is valid.

In the third equality, $m = \frac{|\sin \theta \operatorname{vec}(\rho_A)^T O + \cos \theta \operatorname{vec}(\rho_B)^T|}{\cos \theta \sin \theta}$. When $\eta = m$, (15) gets the minimum. Then,

$$f(\alpha, \beta, P) \geq \sqrt{(1 + r^2 \cos^2 \theta)(1 + r^2 \sin^2 \theta) - r^2 \cos \theta \sin \theta + tr R(\rho_{AB}) O^T}$$

$$- \frac{|\sin \theta \operatorname{vec}(\rho_A)^T O + \cos \theta \operatorname{vec}(\rho_B)^T|^2}{2 \cos \theta \sin \theta}$$

$$= \frac{1}{2 \sin \theta \cos \theta}$$

$$- \frac{\sin^2 \theta r_A^2 + \cos^2 \theta r_B^2 + \cos \theta \sin \theta (\operatorname{vec}(\rho_A)^T O \operatorname{vec}(\rho_B) + \operatorname{vec}(\rho_B)^T O^T \operatorname{vec}(\rho_A))}{2 \cos \theta \sin \theta}.$$
\[ + \text{tr} R(\rho_{AB})O^T \]
\[ = \frac{1}{2 \sin \theta \cos \theta} - \frac{\tan \theta \text{tr} \rho_A^2}{2} + \frac{\cot \theta \text{tr} \rho_B^2}{2} + \text{tr} R(\rho_{AB})O^T \]
\[ - \frac{\text{vec}(\rho_A)^T \text{vec}(\rho_B)}{2} + \text{vec}(\rho_B)^T O \text{vec}(\rho_A) \]
\[ \geq \sqrt{(1 - \text{tr} \rho_A^2)(1 - \text{tr} \rho_B^2) + \text{tr} R(\rho_{AB})O^T - \text{vec}(\rho_B)^T O \text{vec}(\rho_A)}, \]
\[ = \sqrt{(1 - \text{tr} \rho_A^2)(1 - \text{tr} \rho_B^2) + \text{tr}(R(\rho_{AB} - \rho_A \otimes \rho_B))O^T}. \]

Next as
\[ \text{min}_O \text{tr}(R(\rho_{AB} - \rho_A \otimes \rho_B))O^T = - \text{max}_O \text{tr}(R(\rho_{AB} - \rho_A \otimes \rho_B))O^T = - \|R(\rho_{AB} - \rho_A \otimes \rho_B)\|_{KF}. \]

Hence, there exists a \( P \in M(\mathbb{R}) \) such that \( f(\alpha, \beta, P) = \sqrt{(1 - \text{tr} \rho_A^2)(1 - \text{tr} \rho_B^2) - \|R(\rho_{AB} - \rho_A \otimes \rho_B)\|_{KF}} \), that is, the detection power of the enhanced realignment criterion and Theorem 1 is equivalent for the bipartite states that correspond to real matrices.

3 Lower bounds of concurrence and CREN

In the bipartite entanglement theory, entanglement monotones are useful to distinguish the entanglement states and separable states. However, it is very hard to compute almost all entanglement monotones for arbitrary dimensional systems. In the last section, we first recall two popular entanglement monotones, concurrence and CREN, for mixed states of arbitrary bipartite systems, then we present a family of lower bounds of the two entanglement monotones. At last, by means of an example, our results can be used as entanglement criteria and can present better bounds than the results in [30, 32].

Assume \( |\psi\rangle_{AB} \) is a pure state in \( \mathcal{H}_{AB} \), its concurrence is defined as

\[ C(|\psi\rangle_{AB}) = \sqrt{2(1 - \text{tr} \rho_A^2)}, \]

where \( \rho_A = \text{tr}_B |\psi\rangle_{AB} \langle \psi| \). The concurrence for a mixed state \( \rho_{AB} \) is defined as

\[ C(\rho_{AB}) = \min_{\{p_i, |\psi_i\rangle\}} \sum_i p_i C(|\psi_i\rangle_{AB}), \]

where the minimum takes over all the decompositions of \( \rho_{AB} = \sum_i p_i |\psi_i\rangle_{AB} \langle \psi_i| \), \( p_i \geq 0 \) and \( \sum_i p_i = 1 \). Next, for a pure state \( |\psi\rangle_{AB} \), its CREN [26] is defined as

\[ \mathcal{N}(|\psi\rangle) = \frac{\|(|\psi\rangle \langle \psi|)^{Tr} \| - 1}{k - 1}, \]
where $k = \min(dim(H_A), dim(H_B))$, $(|\psi\rangle\langle\psi|)^T_B$ denotes the partial transpose of $|\psi\rangle\langle\psi|$. For a mixed state $\rho_{AB}$, its CREN is defined as

$$\mathcal{N}(\rho_{AB}) = \min_{\{p_i, |\psi_i\rangle\}} \sum_i p_i \mathcal{N}(|\psi_i\rangle_{AB}),$$

where the minimum takes over all the decompositions of $\rho_{AB} = \sum_i p_i |\psi_i\rangle_{AB}\langle\psi_i|$, $p_i \geq 0$ and $\sum_i p_i = 1$.

Before presenting our results, we consider $M_{\alpha,\beta}(|\psi\rangle)$ when $|\psi\rangle = \sum_{i=0}^{k-1} \sqrt{\lambda_i} |ii\rangle$ is a pure state,

$$M_{\alpha,\beta}(|\psi\rangle_{AB}\langle\psi|) = M_1 + M_2,$$

$$M_1 = \begin{pmatrix} \alpha \beta & \alpha \text{vec}(\rho_B)^T \\ \beta \text{vec}(\rho_A) & \Lambda_1 \end{pmatrix},$$

$$M_2 = \begin{pmatrix} 0 & 0 \\ 0 & \Lambda_2 \end{pmatrix},$$

$$\text{vec}(\rho_A) = (\lambda_0, 0, \ldots, 0, \lambda_1, 0, \ldots, 0, \ldots, \lambda_{k-1})^T,$$

$$\text{vec}(\rho_B) = (\lambda_0, 0, \ldots, 0, \lambda_1, 0, \ldots, 0, \ldots, 0, \ldots, \lambda_{k-1})^T,$$

$$\Lambda_1 = \text{diag}(\lambda_0, 0, \ldots, 0, \lambda_1, \ldots, 0, \ldots, 0, \ldots, \lambda_{k-1}),$$

$$\Lambda_2 = \text{diag}(0, \sqrt{\lambda_0 \lambda_1}, \ldots, \sqrt{\lambda_0 \lambda_{k-1}}, \sqrt{\lambda_1 \lambda_0}, \ldots, 0).$$

Then, we have

$$\|M_{\alpha,\beta}(|\psi\rangle_{AB}\langle\psi|)\|_{KF} = \|M_1\|_{KF} + \|M_2\|_{KF},$$

$$= \|M_1\|_{KF} + 2 \sum_{i<j} \sqrt{\lambda_i \lambda_j}, \quad (16)$$

In the following, we denote $\|\cdot\|$ as $\|\cdot\|_{KF}$. Next due to the definition of $M_{\alpha,\beta}(\cdot)$, $M_1 = M_{\alpha,\beta}(\sigma_{AB})$, $\sigma = \sum_i \lambda_i |ii\rangle\langle ii|$ is a separable state. According to Theorem 1,

$$\|M_{\alpha,\beta}(|\psi\rangle_{AB}\langle\psi|)\| \leq \sqrt{(1 + \alpha^2)(1 + \beta^2) + 2 \sum_{i<j} \sqrt{\lambda_i \lambda_j}}, \quad (17)$$

Next, in [28], the authors showed that

$$C^2(|\psi\rangle) \geq \frac{8}{k(k-1)} \left(\sum_{i<j} \sqrt{\lambda_i \lambda_j}\right)^2,$$
then combining (17), we have
\[
C(|\psi\rangle) \geq \frac{\sqrt{2}}{\sqrt{k(k-1)}} (\|M_{\alpha,\beta}(|\psi\rangle_{AB}\langle\psi|)\| - \sqrt{(1+\alpha^2)(1+\beta^2)}).
\]

For a mixed state $\rho_{AB}$, assume $\{p_i, |\psi_i\rangle\}$ is the optimal decomposition for $\rho_{AB}$ such that $C(\rho_{AB}) = \sum_i p_i C(|\psi_i\rangle_{AB})$, then
\[
C(\rho_{AB}) = \sum_i p_i C(|\psi_i\rangle_{AB}) \geq \frac{\sqrt{2}}{\sqrt{k(k-1)}} \sum_i p_i (\|M_{\alpha,\beta}(|\psi_i\rangle_{AB}\langle\psi|)\| - \sqrt{(1+\alpha^2)(1+\beta^2)})
\]
\[
\geq \frac{\sqrt{2}}{\sqrt{k(k-1)}} (\|M_{\alpha,\beta}(\rho_{AB})\| - \sqrt{(1+\alpha^2)(1+\beta^2)}).
\]

Then, we have the following theorem,

**Theorem 6** Assume $\rho_{AB}$ is a mixed state, for any $\alpha, \beta \in \mathbb{R}^+$, we have
\[
C(\rho_{AB}) \geq \frac{\sqrt{2}}{\sqrt{k(k-1)}} (\|M_{\alpha,\beta}(\rho_{AB})\| - \sqrt{(1+\alpha^2)(1+\beta^2)}).
\]

Next we consider the lower bound for CREN of a mixed state $\rho_{AB}$. Assume $|\psi\rangle_{AB} = \sum_{i=0}^{k-1} \sqrt{\lambda_i} |ii\rangle$ is a pure state, then
\[
N(|\psi\rangle_{AB}) = \frac{2(\sum_{j<i} \sqrt{\lambda_j \lambda_i})}{k-1},
\]
(19)
based on (17),
\[
2 \sum_{i<j} \sqrt{\lambda_i \lambda_j} \geq \|M_{\alpha,\beta}(|\psi\rangle_{AB}\langle\psi|)\| - \sqrt{(1+\alpha^2)(1+\beta^2)},
\]
let $\sum_i p_i |\psi_i\rangle\langle\psi_i|$ be the optimal decomposition for $\rho$ such that $N(\rho) = \sum_i p_i N(|\psi_i\rangle\langle\psi_i|)$ be the optimal for $\rho$ such that $N(\rho) = \sum_i p_i N(|\psi_i\rangle\langle\psi_i|)$, we have
\[
N(\rho_{AB}) = \sum_i p_i N(|\psi_i\rangle\langle\psi_i|) \geq \sum_i p_i \frac{\|M_{\alpha,\beta}(|\psi_i\rangle\langle\psi_i|)\| - \sqrt{(1+\alpha^2)(1+\beta^2)}}{k-1}
\]
\[
\geq \|M_{\alpha,\beta}(\rho_{AB})\| - \sqrt{(1 + \alpha^2)(1 + \beta^2)} \frac{k}{k-1}.
\] (20)

Based on the above analytics, we have

**Theorem 7** Assume \(\rho_{AB}\) is a mixed state, for any \(\alpha, \beta \in \mathbb{R}^+\), we have

\[
\mathcal{N}(\rho_{AB}) \geq \|M_{\alpha,\beta}(\rho_{AB})\| - \sqrt{(1 + \alpha^2)(1 + \beta^2)} \frac{k}{k-1}.
\] (21)

Then, we will present an example which shows our results are better than [30].

**Example 8** In this example, we consider the \(3 \otimes 3\) PPT entangled state

\[
\rho = \frac{1}{4} \left( I - \sum_i |\psi_i\rangle\langle \psi_i| \right),
\]

\[
|\psi_0\rangle = \frac{|0\rangle(|0\rangle - |1\rangle)}{\sqrt{2}},
\]

\[
|\psi_1\rangle = \frac{|0\rangle - |1\rangle)|2\rangle}{\sqrt{2}},
\]

\[
|\psi_2\rangle = \frac{|2\rangle(|1\rangle - |2\rangle)}{\sqrt{2}},
\]

\[
|\psi_3\rangle = \frac{|1\rangle - |2\rangle)|0\rangle}{\sqrt{2}},
\]

\[
|\psi_4\rangle = \frac{(|0\rangle + |1\rangle + |2\rangle)(|0\rangle + |1\rangle + |2\rangle)}{3}.
\]

When choosing \(\alpha = \beta = 1\), according to Theorem 6, \(C(\rho_{AB}) \geq 0.053999\). By using the theorem 1 in [30], we have \(C(\rho) \geq 0.052\), hence our bound is better than it. In [32], the authors showed that \(C(\rho) \geq 0.05554\), here when we take \(\alpha = \beta = 100\), the lower bound of \(C(\rho)\) is 0.055549. Next we consider a state by mixing \(\rho\) with the white noise,

\[
\rho_p = p I/9 + (1 - p)\rho,
\]

where \(I\) is the identity, \(p \in [0, 1]\). In Fig. 2, the orange line is the lower bound of \(C(\rho_p)\) obtained by Theorem 2 in [30]. From this bound, \(\rho_p\) is entangled when \(p \in [0, 0.0507]\). By Theorem 6, when taking \(\alpha = \beta = 5\), we obtain a lower bound of \(C(\rho_p)\) and plot it in Fig. 2 as a blue line. There we have \(\rho_p\) is entangled when \(p \in [0, 0.1177]\).

In Fig. 3, we plot the bound of \(\mathcal{N}(\rho_p)\) obtained by Theorem 7, there the orange line is on the bound of \(\mathcal{N}(\rho_p)\) with \(\alpha = \beta = 7\), the blue line is on the bound of \(\mathcal{N}(\rho_p)\) with \(\alpha = \beta = 1\). From the figure, we can see when taking \(\alpha = \beta = 7\), the lower bound is better.
Fig. 2 Lower bound of $C(\rho_p)$. The blue line is the bound given by Theorem 6, while the orange line is the bound obtained by Theorem 2 in [30] (Color figure online)

Fig. 3 Lower bound of CREN for the state $\rho_p$. The orange line is the bound of $N(\rho_p)$ with $\alpha = \beta = 7$, and the blue line is the bound with $\alpha = \beta = 1$. (Color figure online)

4 Conclusion

To detect the entanglement of a bipartite state is essential in quantum entanglement theory, in this paper, we presented a class of separability criteria which are better than CCNR criterion. Moreover, we proved that the detection power of our criteria is as strong as the enhanced realignment criterion for bipartite states corresponding to real density matrices. At last, we derived analytical lower bounds of the concurrence and CREN. Moreover, our methods here can also be used to obtain the lower bounds of
some multipartite entanglement measures. We hope our work could shed some light on related studies.
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