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Abstract—This paper considers estimation of a quantized constant in noise when using uniform and non-uniform quantizers. Estimators based on simple arithmetic averages, on sample statistical moments and on the maximum–likelihood procedure are considered. It provides expressions for the statistical efficiency of the arithmetic mean by comparing its variance to the proper Cramér–Rao lower bound. It is conjectured that the arithmetic mean is optimal among all estimators with an exactly known bias. Conditions under which its statistical performance are improved by the other estimation procedures when the exact bias is not known are found and analyzed. Using simulations and analysis of experimental data, it is shown that both moment–based and maximum–likelihood–based estimators provide better results when the noise standard deviation is comparable to the quantization step and the noise model of quantization can not be applied.
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I. INTRODUCTION

When obtaining information about a constant measurand affected by noise with independent outcomes, the arithmetic mean is often taken as the simplest and most direct method to increase estimation accuracy and precision. While this choice may be proven optimal under specific situations regarding the probability density function of the noise sequence, e.g. independent and equally distributed additive Gaussian noise, it may fail in many situations of practical relevance. This is the case for instance when data are quantized before the arithmetic mean is performed. The quantization operation, being nonlinear, affects the noise behavior so to invalidate the optimality of the mean value. Since quantization is applied in the vast majority of engineered instruments and data acquisition boards, it is of interest to analyze its effects and to find alternative and more statistically efficient techniques to decode information about the measurand from the stream of quantized data. While linearization of nonlinear systems and quantizers is a popular topic, when it comes to analog–to–digital (ADC) and digital–to–analog converters, it requires a significant amount of information about the acquisition channel and a major amount of computational resources, so that its usage is thus confined to specific applications [1][2].

The aim of this paper is twofold: showing how uniform quantization modifies the information available at the quantizer output for further processing and provide information for the user to take advantage of this knowledge in order to adopt more efficient estimators. To achieve both goals a rigorous approach is taken in this paper to obtain expressions that are then simplified to obtain order of magnitudes and that can easily be implemented in procedures to be used in practice.

This topic was the subject of previous research. In [3] a case study is analyzed to show the effect of quantization on the arithmetic mean of a sequence of rounded data. The paper includes the analysis of the Likelihood Function (LF) of the observed sequence to find better estimates of the measurand and the corresponding confidence intervals. In [4] the LF estimation is again adopted to estimate the transition levels in an analog–to–digital converter and the variance of the input–referred additive noise. Maximum likelihood estimation based on quantized data is again considered in [5] where the generation of dither noise is analyzsed to smooth the LF. The same authors, in [6], consider the identification of a quantized constant value in noise and provide general properties of the analyzed estimators. In this paper we consider a similar measurement setup as in [6]. We first elaborate on the Cramer–Rao lower bound to find approximate upper and lower bounds to the mathematical expressions useful to show the information loss caused by quantization. We conjecture that the canonical arithmetic mean is optimal among all estimators having its estimation bias. We than apply moment–based estimators and a likelihood estimator to quantized data and determine the statistical efficiency with respect to simple average. Finally, we consider the quantizer affected by Integral Non Linearities (INL) and Differential Non Linearities (DNL) and show that the MLE still provides better results than the arithmetic mean under moderate amount of non uniformity in the position of transition levels.
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Fig. 1. The signal chain considered in this paper.

II. SIGNALS AND SYSTEMS

The signal chain considered in this paper is shown in Fig. [1]. In this figure, \( \theta \) represents the constant value to be estimated using repeated measurements of a quantized and noisy version of it. In Fig. [1] \( \eta[n] \) represents the zero–mean noise. This is
assumed as a sequence of Gaussian independent and equally distributed random variables with variance $\sigma^2$. A mid-tread non–overloadable quantizer with input–output characteristic

$$y[x] = \Delta \left[ \frac{x[x]}{\Delta} + \frac{1}{2} \right]$$  \hspace{1cm} (1)

is considered, where $\Delta$ is the quantization step and $[\cdot]$ represents the floor operator. By defining $e[x] := y[x] - x[x]$ as the quantization error, we have:

$$y[n] = \theta + \eta[n] + e[n], \quad n = 0, \ldots, N - 1$$  \hspace{1cm} (2)

It is common practice to adopt the noise model of quantization, that is to model the effect of quantization as an additive source of uniformly distributed random variables in the interval $(-\frac{\Delta}{2}, \frac{\Delta}{2})$ [7]. While this approach might yield acceptable results under specific situations, it fails if the dynamic of the input signal is not sufficiently large or in the presence of synchronous measurements where the ‘averaging’ behavior is lost. Since, for small values of $\sigma^2$ this is not the case, the noise model of quantization is not expected to provide accurate results in our measurement conditions as will be shown in the next sections.

A. The arithmetic mean estimator and its properties

The arithmetic mean–based estimator $\hat{\theta}$ of $\theta$ is defined as:

$$\hat{\theta} = \frac{1}{N} \sum_{n=0}^{N-1} y[n].$$  \hspace{1cm} (3)

The bias and variance of [3] can be determined on the basis of the first moments of the quantization error sequence. These, in turn, can be assessed by using a frequency–domain approach to model the input–output characteristic of the quantizer. Since the statistical properties of the quantizer output and of the quantization error generally only depend on the ratio between $\sigma$ and $\Delta$, it is appropriate to define $\tilde{\sigma} := \sigma/\Delta$. Then, in [8][9], it is shown that when $\tilde{\sigma} > 0.3$,

$$m_\epsilon(\theta) := E\{e[\cdot]\} \simeq -\frac{\Delta}{\pi} e^{-2\pi^2 \tilde{\sigma}^2} \sin \left( 2\pi \frac{\theta}{\Delta} \right),$$  \hspace{1cm} (4)

$$\sigma_\epsilon^2(\theta) := \text{var}\{e[\cdot]\} \simeq \frac{\Delta^2}{12} - \frac{\Delta^2}{\pi^2} e^{-2\pi^2 \tilde{\sigma}^2} \cos \left( 2\pi \frac{\theta}{\Delta} \right)$$

$$- e^{-2\pi^2 \tilde{\sigma}^2} \sin^2 \left( \frac{2\pi \theta}{\Delta} \right),$$  \hspace{1cm} (5)

where $E\{\cdot\}$ is the expected value operator, and that for $\tilde{\sigma} > 0.3$

$$\sigma_y^2(\theta) := \text{var}\{y[\cdot]\} \simeq \frac{\Delta^2}{12} + \sigma^2$$

$$- e^{-2\pi^2 \tilde{\sigma}^2} \left[ 4\sigma^2 + \frac{\Delta^2}{\pi^2} \right] \cos \left( 2\pi \frac{\theta}{\Delta} \right)$$

$$- \frac{\Delta^2}{\pi^2} e^{-2\pi^2 \tilde{\sigma}^2} \sin^2 \left( \frac{2\pi \theta}{\Delta} \right).$$  \hspace{1cm} (6)

Thus, from (5), we have:

$$E(\hat{\theta}) = \theta + m_\epsilon(\theta),$$  \hspace{1cm} (7)

and

$$\sigma_y^2(\theta) := \text{var}(\hat{\theta}) = \frac{\sigma_\epsilon^2(\theta)}{N}.$$  \hspace{1cm} (8)

Expression (4) shows that the quantization error average vanishes uniformly when $\tilde{\sigma}$ increases. At the same time, the quantizer output variance achieves the value $\Delta^2/12 + \sigma^2$ as expected when the noise model of quantization can be applied [7]. Observe that the condition $\tilde{\sigma} > 0.3$ in [8][9], occurs frequently when low–resolution (< 10 bit) high–speed ADCs and medium/high–resolution low–speed ADCs are used. Corresponding expressions when $\tilde{\sigma} < 0.3$ are available in [7], [8].

III. THE CRAMER–RAO LOWER BOUND OF A QUANTIZED CONSTANT IN GAUSSIAN NOISE

The Cramer–Rao Lower Bound (CRLB) provides a limit on the minimum variance that can be attained by any estimator in the considered estimation problem. In the case of an estimator $\hat{\theta}$ of $\theta$ characterized by a bias $m_\epsilon(\theta)$, the CRLB becomes [10]:

$$\text{CRLB}_\theta(\theta) = \left( 1 + \frac{dm_\epsilon(\theta)}{d\theta} \right)^2 I_N(\theta),$$  \hspace{1cm} (9)

where $I_N(\cdot)$ represents the Fisher information provided by $N$ samples of processed data [10].

Given that the noise sequence has independent outcomes $I_N(\theta) = NI_1(\theta)$ [11], where (App. A):

$$I_1(\theta) := \sum_{n=-\infty}^{\infty} \frac{1}{2\pi \sigma^2} \frac{1}{p(n\Delta; \theta)} \left\{ e^{-\frac{1}{2\sigma^2}(\Delta/2 + n\Delta - \theta)^2} \right\}$$

$$\left. - e^{-\frac{1}{2\sigma^2}(\Delta/2 + n\Delta - \theta)^2} \right|^2,$$  \hspace{1cm} (10)

and where

$$p(x; \theta) := \Phi \left( \frac{\Delta/2 + x - \theta}{\sigma} \right) - \Phi \left( \frac{-\Delta/2 + x - \theta}{\sigma} \right),$$

where $\Phi(\cdot)$ is the cumulative distribution function of a zero–mean Gaussian random variable with unity variance. As a consequence, in the class of unbiased estimators, (9) becomes:

$$\text{CRLB}(\theta) = \text{CRLB}_\theta(\theta)|_{m_\epsilon(\theta) = 0} = \frac{1}{NI_1(\theta)}.$$  \hspace{1cm} (11)

An expression analogous to (11) was derived in [8][11]. In this paper this expression is further analyzed to show general properties of practical interest. In App. B it is shown that the Fisher information $I_1(\theta)$ is a periodic function of $\theta$ with period $\Delta$ and that when $\tilde{\sigma} < 0.3$ the maximum $I_M$ and minimum values $I_m$ of $I_1(\theta)$, over $\theta$, are given respectively by:

$$I_M \simeq \frac{2}{\pi \sigma^2}, \quad \tilde{\sigma} < 0.3$$  \hspace{1cm} (12)

$$I_m \simeq \frac{1}{\pi \sigma^2} \Phi \left( \frac{1}{2\sigma^2} \frac{\Delta}{2\sigma} \right) - \Phi \left( \frac{-1}{2\sigma^2} \frac{\Delta}{2\sigma} \right), \quad \tilde{\sigma} < 0.3.$$  \hspace{1cm} (13)

From (12) and (13) it follows that maxima and minima in $\Delta^2 I_1(\theta)$ and the ratio $p(\pi) := I_m/I_m$ only depend on the ratio $\tilde{\sigma} = \sigma/\Delta$. Expressions (10), (12) and (13) multiplied by $\Delta^2$ are plotted in Fig. 2 as a function of $\theta/\Delta$ for two different
values of $\sigma = 1/8, 1/5$. Given that their behavior only depends on $\sigma$, these curves scale with the number of bits. In the same figure, the Fisher information applicable under the assumption of the noise model and when quantization is not applied, is also shown. Results based on $10^6$ Montecarlo runs are plotted using stars to validate theoretical assumptions, being perfectly superimposed on theoretical expressions. Plots in Fig. 2(a) show that when $\sigma$ is too small, the Fisher information vanishes for large intervals in the values $\theta/\Delta$, and the existence of a consistent estimator of $\theta$ becomes questionable. In this case quantization is destroying all available information and an interval estimator would appear as a more suitable choice. In fact, observe that from (10) we have

$$\lim_{\sigma \to 0^+} I_1(\theta) = \sum_{n=-\infty}^{\infty} \delta \left( \theta - \left(n + \frac{1}{2}\right) \Delta \right), \quad n \text{ integer},$$

(14)

where $\delta(\cdot)$ is the Dirac delta function. Expression (14) shows that the Fisher information goes to infinity when $\sigma \to 0^+$ and the noiseless input value is positioned exactly in correspondence with a quantizer transition levels (which is of course not a realizable constraint in practice). In all other cases, when $\sigma \to 0^+$ the information vanishes. However, by artificially increasing this ratio, e.g. by dithering, the Fisher information can be made significantly larger than 0, regardless of the value of $\theta$. In fact, Fig. 2(b) shows that increasing $\sigma$ reduces the maxima in the Fisher information but also renders minima larger than 0.

Consider that in the absence of quantization $I_1(\theta) = 1/\sigma^2 =: I_\infty$. To show the behavior of the Fisher information as a function of $\sigma$, (12) and (13) are graphed in Fig. 3 on a bilogarithmic scale, along with the Fisher information $I_q := 1/(\sigma^2 + \Delta^2)$, associated to the application of the noise model of quantization, and $I_\infty$. Observe that $\rho(0.3) \simeq 1.53$ and also that, for increasing values of $\sigma$, $\rho(\sigma) \to 1$. Thus, for values of $\sigma > 1/3$, oscillations in $I_1(\theta)$ with $\theta$ are greatly reduced and $I_q$ can be taken as a reasonable approximation of the Fisher information irrespective of the value of $\theta$.

Derived expressions prove that quantization causes information loss. Accordingly, quantization efficiency (QE) can be defined as follows:

$$QE := \frac{\min_\theta I_1(\theta)}{I_\infty}.$$ 

The behavior of QE, evaluated using (10), is shown in Fig. 4 as a function of $\sigma$. When $\sigma$ is close to 0, quantization introduces a significant loss of information. Conversely when $\sigma \to 1$, the effect of quantization is negligible. Thus, one possible critical value under which the loss is significant is again on the order of $\sigma \simeq 1/3$, when this ratio becomes about equal to 0.5. Consider that if (13) is used instead of (10) a very good approximation is obtained of the plot in Fig. 4.

**IV. PERFORMANCE OF THE MEAN VALUE ESTIMATOR**

The statistical performance of (3) can now be assessed by comparing the variance of $\hat{\theta}$ with the CRLB. Since this estimator is biased (9) must be used. Thus, it is expected that (8) will be larger than or equal to (9). Expression (8) is plotted in Fig. 5 along with (9) and (11) assuming $N = 1$. Given the good match between $CRLB_0(\theta)$ and (8) it is argued that the mean value of the sequence of random variables output by a uniform quantizer when the input is a constant plus Gaussian noise is an optimum estimator in the class of estimators having the bias exactly given by (4). Of course, in practice, the exact bias knowledge is not available because this requires also the exact knowledge of the value of the mean. One additional
estimators or estimation procedures [10]. Since theoretical expressions for the mean value and variance of a quantized constant are known, we can use both (4) and (6) and find the value of \( \theta \) that provides exactly these same values estimated by the usual sampling estimators of the mean value and of the quantizer output variance. Thus, at first \( \hat{\theta} \) – see [4] – and

\[
\hat{\sigma}_y^2 = \frac{1}{N-1} \sum_{n=0}^{N-1} (y[n] - \hat{\theta})^2 ,
\]

are evaluated using the available quantized samples. Then, when (4) and (6) hold true, we can define a moment–based estimator \( \bar{\theta}_M \) of \( \theta \) as follows [10]:

\[
\bar{\theta}_M = \left\{ \theta \mid [\theta + m_e(\theta)] = \hat{\theta}, \sigma_Y^2(\theta) = \hat{\sigma}_y^2 \right\} ,
\]

that is, that value of \( \theta \) that solves the two equations (4) and (6) at the same time. Consider that the solution of the system of nonlinear equations in (16) also requires the estimation of \( \sigma \) for the evaluation of both (4) and (6). Thus, while \( \hat{\theta} \) does not require and does not use information about the noise standard deviation, \( \bar{\theta}_M \) also estimates this parameter and it is thus expected to provide better estimates [11]. Thus, once quantized values are used to obtain the two numerical estimates of the mean value and variance, the systems of two equations in (16) is solved numerically for \( \theta \). A similar approach was taken in [6] where dithering noise was assumed satisfying the Schuchman condition [13]. However, dithering is not always adopted and satisfaction of the Schuchman condition can only approximately be fulfilled given that quantizers used in practice are only nominally uniform.

Since (16) is biased, the Mean–Square–Error (MSE) defined as

\[
mse_{\hat{\theta}}(\theta) = E\left\{ (\theta - \hat{\theta}^*)^2 \right\} ,
\]

is considered as a measure of effectiveness of the given estimator \( \hat{\theta}^* \). In the case of \( \hat{\theta}^* = \hat{\theta} \),

\[
mse_{\hat{\theta}}(\theta) = m_e^2(\theta) + \sigma_Y^2(\theta).
\]

Expression (18) depends on \( \theta \). Thus, its average \( \overline{\text{mse}}(\theta) \), that can be taken as an indicator of statistical performance, is evaluated over \( M \) equally spaced points in the quantizer input interval. Moreover, since both \( m_e(\theta) \) and \( \sigma_Y^2(\theta) \) are periodic functions of \( \theta \) with period \( \Delta \), also (18) and \( mse_{\hat{\theta}_M}(\theta) \) have the same property and thus it is sufficient to evaluate the average of \( mse_{\hat{\theta}}(\cdot) \) in the interval \( (-\Delta/2, \Delta/2) \), as follows:

\[
\overline{\text{mse}}_{\hat{\theta}} := \frac{1}{M} \sum_{m=0}^{M-1} mse_{\hat{\theta}}(\frac{-\Delta}{2} + m\frac{\Delta}{M}) .
\]

B. Simulation results

To appreciate the statistical efficiency of the moment–based estimator with respect to the arithmetic mean estimator, a Monte Carlo–based analysis was performed using \( R = 200 \) records and assuming \( M = 500 \). The ratio

\[
\rho_M(\sigma) := \frac{mse_{\hat{\theta}_M}}{mse_{\hat{\theta}}},
\]

1if \( \sigma \) is known, (16) simplifies because a single equation can be used to estimate \( \theta \).
A. Setting up the maximum likelihood estimator

Given that a sequence of quantizer output values \( y[n] \), \( n = 0, \ldots, N-1 \) was observed, the LF is the probability of the quantizer interval around \( \theta \), obtained by using the Gaussian noise assumption for \( \eta[\cdot] \) in \( (3) \):\( (11) \):

\[
l(\theta) := \prod_{n=0}^{N-1} \left[ \Phi \left( \frac{y[n] + \frac{\Delta}{2} - \theta}{\sigma} \right) - \Phi \left( \frac{y[n] - \frac{\Delta}{2} - \theta}{\sigma} \right) \right].
\]

Thus, the log–likelihood function becomes:

\[
\mathcal{L}(\theta) := \sum_{n=0}^{N-1} \log \left[ \Phi \left( \frac{y[n] + \frac{\Delta}{2} - \theta}{\sigma} \right) - \Phi \left( \frac{y[n] - \frac{\Delta}{2} - \theta}{\sigma} \right) \right].
\]

An alternate expression for the LF can be obtained by observing that the sequence \( y[\cdot] \) contains a finite number of samples, and that many of such samples may take the same value. Accordingly, define \( N_i \) as the number of occurrences in the output sequence observed in code–bin \( i \), when acquiring \( N \) samples. Values for \( N_i \) can be deduced by the histogram of the observed samples at the quantizer output and we have

\[
\sum_{i=-\infty}^{\infty} N_i = N.
\]

Thus, \( (21) \) becomes

\[
l(\theta) = \prod_{i=-\infty}^{\infty} \left[ \Phi \left( \frac{i\Delta + \frac{\Delta}{2} - \theta}{\sigma} \right) - \Phi \left( \frac{i\Delta - \frac{\Delta}{2} - \theta}{\sigma} \right) \right]^{N_i}.
\]

Finally, the MLE is determined by the value of \( \theta \) and \( \sigma \) that maximize any of the presented likelihood or log–likelihood functions \( (21) \)–\( (23) \). Observe that knowledge of the values of \( N_i \) is sufficient to express \( (23) \) as required by the hypotheses of the Neyman–Fisher factorization criterion \( (10) \). Thus, values of \( N_i \), that is the histogram of quantized samples, represent jointly sufficient statistics for the estimation of \( \theta \) in this estimation problem. In addition, since \( \theta \) is a deterministic function of these jointly sufficient statistics, Rao–Blackwellization of this estimator would not lead to a better performing estimation procedure \( (10) \).

B. Properties of the MLE

In App. C it is shown that the MSE \( \text{mse}_{\text{mle}}(\theta) \) associated to the MLE is periodic with \( \Delta \). Thus, the evaluation of \( (17) \) for values of \( \theta \in (-\frac{\Delta}{2}, \frac{\Delta}{2}) \) is sufficient to characterize the statistical behavior of the MLE. As stated in \( (3) \), the MLE suffers from the curse of dimensionality. However, it must be observed that often in practical situations, when low– to medium–resolution ADCs are used, \( \sigma \) is a fraction of \( \Delta \). Even if \( \sigma \) exceeds \( \Delta \), \( N_i > 0 \) for few values of \( i \). Thus, the numerical evaluation of \( (23) \) can be confined to the product of those factors for which \( N_i > 0 \). Moreover, since \( \Phi(\cdot) \) significantly differs from 0 and 1 only in a limited interval of its argument, the numerical search for the value of \( \theta \) and \( \sigma \) that maximize \( (23) \) can be confined to these intervals. This search will produce the value of \( \theta \) and \( \sigma \) maximizing both \( (21) \) and \( (22) \), for any sequence of \( y[\cdot] \). As in any numerical evaluation of maxima, the risk of obtaining local and not global maximizers is to be considered. To mitigate this risk, a suitable tuning of the magnitude of the updating parameter in the numerical algorithm must be performed. Observe also that when \( \sigma \to 0^+ \) the Fisher information tends to vanish for large intervals of \( \theta \), as shown in Fig. 2(b), and the maximum of the LF tends not to be unique.

C. Simulation results

To appreciate the gain in statistical efficiency obtained by using the MLE, \( \rho_{\text{MLE}}(\sigma) \) defined as:

\[
\rho_{\text{mle}}(\sigma) := \frac{\text{mse}_{\text{mle}}}{\text{mse}_{\theta}}
\]

was determined by a Montecarlo approach based on 2000 records of \( N = 200, 500 \) values of a quantized constant in

![Fig. 6. Ratio between the average mean square error associated to the moment based estimator and to \( \theta \) as a function of \( \sigma \). The moment based estimator outperforms \( \theta \) when \( \sigma \leq 0.4 \), with efficiency increasing with \( N \).](image-url)
noise. To obtain results comparable to those obtained using the moment–based estimator, both $\theta$ and $\sigma$ were assumed unknown. Then, the maximum in (23) with respect to both $\theta$ and $\sigma$ was determined by means of a Nelder–Mead algorithm coded in C, initialized with the values of $\theta$ and $\sigma$ provided by sample estimators \[17\]. Results are shown in Fig. 7. As in the case of the moment–based estimator the MLE also outperforms the arithmetic mean estimator when $\sigma < 0.4$. The fact that the estimator based on $N = 500$ does not uniformly outperform the one based on $N = 200$ is due to the fact that this MLE appears to be affected by a threshold effect, when used in nonasymptotic conditions. This phenomenon was observed before when dealing with other estimation problems and is described, e.g., in \[18\]. In fact, for a given value of the DC input signal and of $\sigma$ there is a minimum value of $N$ beyond which MLE has superior performance than the arithmetic mean estimator. Below this value, this might not be true for all possible values of the problem parameters. To show the nature of this problem consider the values of the MSE associated to $\theta$ (circles) and $\hat{\theta}_M$ (solid line) shown in Fig. 8 as a function of $\sigma$. When assuming $\theta = \frac{1}{2} \sigma$. While the two curves overlap when $N = 10$, $\hat{\theta}$ outperforms $\hat{\theta}_M$ when $0.25 < \sigma < 0.4$ and $N = 100$. The MLE uniformly outperforms the arithmetic mean estimator in this figure only when $N = 500$. The two estimators perform identically when $\sigma$ exceeds a threshold that depends on $N$.

### D. Effect of quantizer nonlinearity

Practical quantizers embedded in commercial ADCs do not exhibit quantization thresholds exactly positioned at integer or fractional parts of quantization steps. Instead, the position $T_i$ of the actual transition levels as defined, for instance, in \[16\], differs from the corresponding nominal value $T_{i,nom}$. To characterize this phenomenon integral and differential nonlinearities can be defined as

$$\text{INL}_i := \frac{T_i - T_{i,nom}}{\Delta} \quad \text{DNL}_i := \frac{T_i - T_{i-1} - \Delta}{\Delta} \quad (24)$$

when gain and offset errors are ignored \[16\]. $\text{INL}_i$ captures the deviation of the actual from the nominal $i$–th transition levels. $\text{DNL}_i$ measures the difference between the actual and the nominal widths of the $i$–th quantization bin. If the absolute value of $\text{INL}_i$ is lower than $1/2$, missing codes are avoided, and the monotonicity of the quantizer characteristic is maintained \[16\]. At the same time, commercial ADCs are often designed to guarantee $\text{DNL}_i$ to be at least lower than 2. In both cases the LF in (23) is likely to be wrong. In general it can be rewritten as:

$$\prod_{i=-\infty}^{\infty} \left[ \Phi \left( \frac{T_{i+1} - \theta}{\sigma} \right) - \Phi \left( \frac{T_i - \theta}{\sigma} \right) \right]^{N_i} \quad (25)$$

If the sequence of $T_i$ is unknown two approaches can be taken: either this fact is ignored and (23) is used instead of (25), or the transition levels are treated as nuisance parameters, estimated as suggested for instance in \[16\], and used to provide an approximated expression for the MLE in (25). Clearly the resulted estimator will not be, in both cases, the true MLE, but it is interesting and useful from a practical viewpoint to understand if this approach is robust in this respect. To appreciate the effect of integral and differential nonlinearities,

---

\footnote{A third approach might be that of writing a LF to be maximized according to the values of $T_i$, $\theta$ and $\sigma$, with a large increase in computational complexity, being large the number of transition levels in ADCs.}
$\rho_{\text{MLE}}(\overline{\sigma})$ is graphed in Fig. 9. It was evaluated using (21) as the LF. Two relevant cases are considered. In the first case INL values are assumed to be uniformly distributed in the interval $(-1/3, 1/3)$ assuming $N = 200, 500$. In the second case a resistor–ladder based ADC is simulated, assuming resistances drawn from a Gaussian distribution with coefficient of variation of 15% [19]. This architecture guarantees monotonicity of the quantizer while allowing for rather large values of INL. The simulated ADC is characterized by maximum magnitudes of DNLS and INLS, respectively bounded by 0.5 and 2. Observe that, while [17] is periodic with $\Delta$ when the quantizer is uniform, the MSE in the presence of nonlinearities is no longer periodic. Thus, its evaluation requires spanning of $\theta$ of several quantization bins. In Fig. 9 $R = 2000$ records of samples are processed with $\theta$ spanning the interval $\pm (25\Delta)/2$ instead of $\pm \Delta/2$. Even though uncertainty is added in the system, the MLE still outperforms the mean value estimator in a large meaningful interval of values for $\overline{\sigma}$ in the case of moderate amount of integral nonlinearities. Conversely, in the case of the resistor–ladder based ADC, the amount of INL and DNLs is rather large and the increase in statistical efficiency obtained using (21) is rather low. It may be concluded that the simplified usage of the MLE based on (21) is enough robust to accommodate for moderate amounts of INL in nominally uniform quantizers.

E. Experimental results

To validate results presented in this paper, data were collected using a commercial 12–bit USB data acquisition board (DAQ), sampling at a 10 ksample/s rate. A commercial PC–controlled synthesized signal generator was used to generate a constant input affected by Gaussian noise. Similarly, a commercial PC–controlled 6½–digit digital multimeter was employed to measure – as a reference – a true quantity value $V_\theta$ of the measurand [20]. The experimental setup was used to measure 500 samples uniformly distributed in the $\pm 4.5\Delta$ of the DAQ input range about 0 V. The used configuration for the DAQ provided $\Delta = 5.08$ mV. Moreover, DAQ data were compensated for the presence of an offset component, estimated using the collected data. Estimators based on the arithmetic mean, on the moments and on the maximum–likelihood approach were used to find the average estimation error $m_{\theta}(\theta)$ for each value of $\theta$, based on 10 records. The estimation error was determined as the difference between the values provided by the three estimators and $V_\theta$. Estimators did not take into account the simulated INL and assumed the quantizer to be the ideal one described by [1]. Moreover, both the moment–based estimator and the MLE were used without prior knowledge of the noise standard deviation.

Results, normalized to $\Delta$, are shown in Fig. 10 using a bold solid line (MLE), a solid line (moment–based estimator) and a dashed line (arithmetic mean). The behavior of $m_{\theta}(\theta)$ in the case of the arithmetic mean estimator (dashed line) is not periodic, but it rather shows a superimposed low–frequency component (LFC) [21]. Clearly, the used DAQ is not a uniform one, and it is affected by INL. The dashed line in Fig. 10 also highlights the dithering effect of the noise superimposed on the DC value that smooths the sharp variations typical of the quantization error input–output characteristic. The MLE provides an overall smaller error than that associated to the arithmetic mean, with an experimental $\rho_{\text{MLE}}(\overline{\sigma}) \approx 0.65$, with an estimated $\overline{\sigma} \approx 0.21$. This value is compatible with results shown in Fig. 9. Observe also that the MLE approximately fits the LFC of the INL and smooths its high–frequency variations. The moment–based estimator has a performance in between the other two estimators and its usage provides $\rho_{M}(\overline{\sigma}) \approx 0.79$.

F. Discussion of results

Based on the results presented in this paper, when DC values affected by Gaussian noise are quantized, it can be stated that:

- When the noise standard deviation is larger than or comparable to about half the width of the quantization step, the noise model of quantization can reasonably be applied and the estimation bias of the arithmetic mean estimator can largely be tolerated, as it vanishes quickly when the noise intensity is increased. This is evident from the analysis of the behavior of the Fisher information and from the statistical performance of the arithmetic mean estimator;

- When the noise standard deviation is lower than about half the width of the quantization step, significant bias may affect the arithmetic mean estimator. Two other estimators were presented in this paper: both of them provide a better mean MSE than the arithmetic mean estimator, especially for low values of $\overline{\sigma}$. While the MLE is known to have desirable asymptotic properties (such as asymptotic efficiency) it does not uniformly exhibit superior performance over the moment–based estimator when a finite number of samples is collected. Moreover, numerical simulations show that it is not insensitive to the values assigned to the parameters of the used Nelder–Mead algorithm that must be tuned to reduce the risk of incurring in local maxima. Even if also the moment–based estimator is evaluated numerically, tuning of the corresponding parameters in the numerical algorithm is
less critical. However, its asymptotic behavior is not predictable as in the case of the MLE and it is less robust in the presence of quantizer nonlinearity. Thus, when a small number of samples is collected and the quantizer is uniform, the moment–based estimator provides a reasonable improvement in statistical performance over the usage of the simple arithmetic mean. On the other hand when the number of samples is large or nonlinearities affect the quantizer, the MLE may represent a better choice.

VII. Conclusion

In this paper we considered the estimation of a constant value affected by Gaussian noise and quantization. No simplifying assumptions are made on the effects of quantization whose impact on the available information is first determined by expressing the Cramér–Rao lower bound and its maxima and minima, as the constant varies. The properties of the arithmetic average, the moment–based and the maximum–likelihood estimators are analyzed also when nonlinearities cause the transition levels in the quantizer to be non uniformly distributed. Both simulation and experimental results show that improvement in accuracy over the simple average are obtained especially when the noise standard deviation is comparable to the quantization step. It is also shown that under nonasymptotic conditions, the maximum likelihood estimator is affected by a threshold effect and that it does not necessarily outperform the simple average estimator. Overall, an accuracy improvement is obtained at a moderate increase in computational complexity.

The provided expressions and procedures can profitably be used in numerical instrumentation and in system identification to obtain better estimates when using quantized data. While the analyzed signal model is based on a constant input value it can be extended to time–varying parametric deterministic signals by using the same analytical techniques. This is done for instance in [22][23], where the meaningful problem of estimating the parameters of a sinewave is considered in the context of ADC testing.

APPENDIX A. EVALUATION OF THE CRAMÉR–RAO LOWER BOUND

A similar approach to that taken in [6] is taken here to find an expression of the Cramér–Rao lower bound. If \( X \) is a random variable, 

\[
Y := Q(X)
\]

where \( Q(\cdot) \) is a mid tread uniform quantizer, the probability density function of \( Y \) is [7]:

\[
f_Y(y) = \{(f_{\Delta} * f_X)(y)\} c_y(y)
\]

where \( f_{\Delta}(\cdot) \) is the probability density function of a random variable uniform in \((-\Delta/2,\Delta/2)\) and

\[
c_y(y) = \Delta \sum_{n=-\infty}^{\infty} \delta(y - n\Delta)
\]

is a pulse train. Then

\[
f_X(x) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{1}{2\sigma^2}(x-\theta)^2}
\]

The convolution with \( f_{\Delta}(\cdot) \) is equivalent to low–pass filtering the Probability Density Function (PDF) of \( X \) with a filter having a sinc behavior in frequency. So, it is expected that the convolved PDF be a smoothed version of the original PDF. Thus,

\[
f_Y(y) = c_y(y) \int_{-\infty}^{\infty} f_Y(x) f_X(x-y) \, dx
\]

\[
= c_y(y) \int_{-\Delta/2}^{\Delta/2} \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{1}{2\sigma^2}(y-x-\theta)^2} \, dx
\]

\[
= \frac{1}{\Delta} c_y(y) \left\{ \Phi \left( \frac{\Delta/2 + y - \theta}{\sigma} \right) - \Phi \left( \frac{-\Delta/2 + y - \theta}{\sigma} \right) \right\}
\]

\[
= \sum_{n=-\infty}^{\infty} \delta(y - n\Delta) p(y; \theta)
\]

where

\[
p(y; \theta) = \Phi \left( \frac{\Delta/2 + y - \theta}{\sigma} \right) - \Phi \left( \frac{-\Delta/2 + y - \theta}{\sigma} \right)
\]

and \( \Phi(y) = \int_{-\infty}^{y} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x^2} \, dx \). Consider the Fisher information

\[
I_1(\theta) = E \left[ \left( \frac{\partial \ln f_Y(y; \theta)}{\partial \theta} \right)^2 \right] = E \left[ \frac{1}{f_Y^2(y; \theta)} \left( \frac{\partial f_Y(y; \theta)}{\partial \theta} \right)^2 \right].
\]

Thus,

\[
I_1(\theta) = \int_{-\infty}^{\infty} c_y^2(y) \frac{1}{\Delta^2} \frac{1}{f_Y(y; \theta)} \left\{ e^{-\frac{1}{2\sigma^2}(\Delta/2+y-\theta)^2} - e^{-\frac{1}{2\sigma^2}(-\Delta/2+y-\theta)^2} \right\}^2 \, dy,
\]

from which results.

APPENDIX B. PROPERTIES OF THE CRAMÉR–RAO LOWER BOUND

To prove the periodicity of the Fisher information with \( \Delta \) consider that with \( m \) as an integer value we have:

\[
I_1(\theta + m\Delta) = \sum_{n=-\infty}^{\infty} a_n(\theta + m\Delta),
\]

where

\[
a_n(\theta) := \frac{1}{2\pi\sigma^2} \left[ e^{-\frac{1}{2\sigma^2}(\Delta/2+n\Delta-\theta)^2} - e^{-\frac{1}{2\sigma^2}(\Delta/2+n\Delta+\theta)^2} \right]^2 \frac{\Phi \left( \frac{\Delta/2+n\Delta-\theta}{\sigma} \right) - \Phi \left( \frac{-\Delta/2+n\Delta-\theta}{\sigma} \right)}{\Phi \left( \frac{-\Delta/2+n\Delta+\theta}{\sigma} \right) - \Phi \left( \frac{-\Delta/2+n\Delta-\theta}{\sigma} \right)}.
\]

From (31) it follows that \( a_n(\theta + m\Delta) = a_{(n-m)}(\theta) \). Thus, by changing the summation index in (30) from \( n \) to \( k = n - m \),
the periodicity property remains proved. It can also be proved
that \( I_1(\theta) \) is an even function of \( \theta \). Observe also that \( I_1(\theta) = I_1(\Delta - \theta) \). Thus, if \( \theta' = \theta + \Delta/2 \) we have \( I_1(\theta') = I_1(\theta) \) and \( I_1(\theta) \) is a symmetric function about the value \( \theta = \Delta/2 \). Because of this latter statement and since \( I_1(\theta) \) is
periodic with period \( \Delta \), to find its minimum and maximum, only the
values \( \theta \in [0, \frac{\Delta}{2}] \) can be considered.

The derivative of \( a_n(\theta) \) with respect to \( \theta \), is zero when \( \theta = n\Delta \). Since \( I_1(\theta) \) is periodic with period \( \Delta \), \( \theta = 0 \) minimizes each \( a_n(\cdot) \) and thus the entire sum. Observe that the function at the numerator of \( a_n(\cdot) \) is vanishing faster than that at the denominator with increasing values of \( n \), when \( \theta = 0 \).

Moreover, consider that each term of the type \( \exp \left(-\frac{\beta}{\sigma} \right) \) can be neglected with respect to other terms in \( (31) \) when \( \beta > 1 \) and \( \sigma < 0.3 \). Thus when \( \sigma < 0.3 \), the value of the exponents in \( a_n(\cdot) \) is appreciably larger than 0 only when \( n = -1, 0, 1 \). Being \( a_0(0) = 0 \), the minimum value of \( I_1(\cdot) \) becomes

\[
I_m = \min_{\theta} I_1(\theta) = I_1(0) \simeq a_{-1}(0) + a_1(0)
\]

\[
= \frac{1}{\sqrt{2\pi\sigma}} \exp \left(-\frac{9}{8\sigma^2} \right) - \frac{1}{\sqrt{2\pi\sigma}} \exp \left(-\frac{1}{8\sigma^2} \right) \Phi \left(-\frac{\Delta}{2\sigma} \right) - \Phi \left(-\frac{3}{2\sigma} \right)
\]

\[
+ \frac{1}{\sqrt{2\pi\sigma}} \exp \left(-\frac{1}{8\sigma^2} \right) - \frac{1}{\sqrt{2\pi\sigma}} \exp \left(-\frac{9}{8\sigma^2} \right) \Phi \left(\frac{\Delta}{2\sigma} \right) - \Phi \left(\frac{3}{2\sigma} \right)
\]

\[
\simeq 2 \left[ \frac{1}{\sqrt{2\pi\sigma}} \exp \left(-\frac{1}{8\sigma^2} \right) \right] \Phi \left(-\frac{3}{2\sigma} \right), \quad \sigma < 0.3
\]

from which \ref{13} results.

To find the maximum of \( I_1(\cdot) \) consider again that, since \( I_1(\theta) \) is a periodic and even function of \( \theta \) and it is symmetric about the value \( \theta = \Delta/2 \), the search for the maximum of \( I_1(\theta) \) can be confined to the interval \( \theta \in [0, \Delta/2] \). When \( \sigma < 0.3 \), \( a_n(\theta) \) is appreciably larger than 0 only when \( n = -1, 0, 1 \). Observe also that \( a_{-1}(\theta) = a_0(\theta + \Delta) \) and \( a_1(\theta) = a_0(\theta - \Delta) \) so that

\[
I_1(\theta) \simeq a_0(\theta) + a_0(\theta - \Delta) + a_0(\theta + \Delta) \quad \sigma < 0.3
\]

By equating its derivative to 0, we have

\[
a'_0(\theta) + a'_0(\theta - \Delta) + a'_0(\theta + \Delta) = 0
\]

where \( a'_0(\theta) \) is the derivative of \( a_0(\theta) \). It can be verified by direct substitution that the value \( \theta = \Delta/2 \) renders \( a'_0(\theta + \Delta) \) negligible with respect to the other two terms that sum to 0. Thus \( \theta = \Delta/2 \) is the value that maximizes \( I_1(\cdot) \). Then we have:

\[
I_M \simeq I_1 \left( \frac{\Delta}{2} \right) \simeq a_0 \left( \frac{\Delta}{2} \right) + a_1 \left( \frac{\Delta}{2} \right)
\]

\[
= \frac{1}{\sqrt{2\pi\sigma}} \exp \left(-\frac{1}{8\sigma^2} \right) - \frac{1}{\sqrt{2\pi\sigma}} \exp \left(-\frac{1}{8\sigma^2} \right) \Phi \left(-\frac{\Delta}{2\sigma} \right) + \Phi \left(-\frac{3}{2\sigma} \right)
\]

\[
\simeq 2 \left[ \frac{1}{\sqrt{2\pi\sigma}} \exp \left(-\frac{1}{8\sigma^2} \right) \right] \Phi \left(-\frac{3}{2\sigma} \right), \quad \sigma < 0.3
\]

When \( \sigma < 0.3 \) the exponents can be neglected, \( \Phi \left(-\frac{1}{\sigma} \right) \simeq 0 \), \( \Phi \left(\frac{1}{\sigma} \right) \simeq 1 \) and \ref{12} results.

### Appendix C. Properties of the Likelihood Function

By observing that any real number \( x \) can be written as \( x = [x] + \langle x \rangle \), where \( \langle x \rangle \) represents the fractional part operator, from \ref{23} we have:

\[
l(\theta) = \prod_{i=-\infty}^{\infty} \left[ \Phi \left( \frac{i\Delta + \frac{\Delta}{2} - \Delta(\frac{\theta}{\sigma} - \Delta(\frac{\theta}{\sigma})}{\sigma} \right) - \Phi \left( \frac{i - 1\Delta + \frac{\Delta}{2} - \Delta(\frac{\theta}{\sigma} - \Delta(\frac{\theta}{\sigma}))}{\sigma} \right) \right] \right] N_i(\theta)
\]

\[\tag{36}\]

where \( N_i(\theta) \) is the number of occurrences of the \( i \)-th quantization code–bin when \( \theta \) is the DC input value. By defining \( \bar{\theta} := \theta/\Delta \) and \( j := i - \lfloor \bar{\theta} \rfloor \) and by dividing numerator and denominator in the arguments of the cumulative distribution functions, by \( \Delta \), we have

\[
l(\theta + m\Delta) = \prod_{j=-\infty}^{\infty} \left[ \Phi \left( \frac{j + \frac{1}{2} - \langle \bar{\theta} \rangle}{\sigma} - \Phi \left( \frac{j - \frac{1}{2} - \langle \bar{\theta} \rangle}{\sigma} \right) \right] \right] ^{N_j(\bar{\theta})(\theta + m\Delta)}
\]

\[\tag{37}\]

Assume \( \bar{\theta}_M L E \) as the value of \( \bar{\theta} \) that maximizes \ref{36}. To show that the MLE only depends on \( \langle \bar{\theta} \rangle \), consider the maximization of \ref{37} when \( m\Delta \) is added to \( \theta \), with \( m \) integer. We have:

\[
l(\theta + m\Delta) = \prod_{j=-\infty}^{\infty} \left[ \Phi \left( \frac{j + \frac{1}{2} - \langle \bar{\theta} \rangle}{\sigma} - \Phi \left( \frac{j - \frac{1}{2} - \langle \bar{\theta} \rangle}{\sigma} \right) \right] \right] ^{N_j(\bar{\theta})(\theta + m\Delta)}
\]

\[\tag{38}\]

Since with \( m \) integer, \( [\bar{\theta} + m\Delta] = [\bar{\theta}] + m \), for given values of the noise sequence \( \eta_[0], \ldots, \eta_[N-1], N_j(\bar{\theta})(\theta + m\Delta) = N_j(\bar{\theta})(\theta + m\Delta) \). Thus \ref{38} is maximized by \( \bar{\theta}_M L E + m \) and the quadratic error \( (\bar{\theta}_M L E - \bar{\theta})^2 \) does not depend on \( m \) but only on \( \langle \bar{\theta} \rangle \). Since this is true for any noise sequence \( \eta_[0], \ldots, \eta_[N-1], \) also the MLE associated to MLE is periodic with \( \Delta \).
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