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Abstract Despite the significant progress over the last 50 years in simulating flow problems using numerical discretization of the Navier-Stokes equations (NSE), we still cannot incorporate seamlessly noisy data into existing algorithms, mesh-generation is complex, and we cannot tackle high-dimensional problems governed by parametrized NSE. Moreover, solving inverse flow problems is often prohibitively expensive and requires complex and expensive formulations and new computer codes. Here, we review flow physics-informed learning, integrating seamlessly data and mathematical models, and implementing them using physics-informed neural networks (PINNs). We demonstrate the effectiveness of PINNs for inverse problems related to three-dimensional wake flows, supersonic flows, and biomedical flows.
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1 Introduction

In the last 50 years there has been a tremendous progress in computational fluid dynamics (CFD) in solving numerically the incompressible and compressible Navier-Stokes equations (NSE) using finite elements, spectral, and even meshless methods [1,2,3,4]. Yet, for real-world applications, we still cannot incorporate seamlessly (multi-fidelity) data into existing algorithms, and for industrial-complexity problems the mesh generation is time consuming and still an art. Moreover, solving inverse problems, e.g., for unknown boundary conditions or conductivities [5], etc., is often prohibitively expensive and requires different formulations and new computer codes. Finally, computer programs such as OpenFOAM [6] have more than 100,000 lines of code, making it almost impossible to maintain and update them from one generation to the next.

Physics-informed learning [7], introduced in a series of papers by Karniadakis’s group both for Gaussian-process regression [8,9] and physics-informed neural networks (PINNs) [10], can seamlessly integrate multifidelity/multimodality experimental data with the various Navier-Stokes formulations for incompressible flows [11,12] as well as compressible flows [13] and biomedical flows [14]. PINNs use automatic differentiation to represent all the differential operators and hence there is no explicit need for a mesh generation. Instead, the Navier-Stokes equations and any other kinematic or thermodynamic constraints can be directly incorporated in the loss function of the neural network (NN) by penalizing deviations from the target values (e.g., zero residuals for the conservation laws) and are properly weighted with any given data, e.g., partial measurements of the surface pressure. PINNs are not meant to be a replacement of the existing CFD codes, and in fact the current generation of PINNs is not as accurate or as efficient as high-order CFD codes [2] for solving the standard forward problems. This limitation is associated with the minimization of the loss function, which is a high-dimensional non-convex function, a limitation which is a grand challenge of all neural networks for even commercial machine learning. However, PINNs perform much more accurately and more efficiently than any CFD solver if any scattered partial spatio-temporal...
data are available for the flow problem under consideration. Moreover, the forward and inverse PINN formulations are identical so there is no need for expensive data assimilation schemes that have stalled progress especially for optimization and design applications of flow problems in the past.

In this paper we first review the basic principles of PINNs and recent extensions using domain decomposition for multiphysics and multiscale flow problems. We then present new results for a three-dimensional (3D) wake formed in incompressible flow behind a circular cylinder. We also show results for a two-dimensional (2D) supersonic flow past a blunt body, and finally we infer material parameters in simulating thrombus deformation in a biomedical flow.

2 PINNS: Physics-Informed Neural Networks

In this section we first review the basic PINN concept and subsequently discuss more recent advancements in incompressible, compressible and biomedical flows.

2.1 PINNs: Basic Concepts

We consider a parametrized partial differential equation (PDE) system given by:

\[ f(x,t,\hat{u},\partial_{x}\hat{u},\partial_{t}\hat{u},\ldots,\lambda) = 0, \quad x \in \Omega, \quad t \in [0,T] \]

\[ \hat{u}(x,t_{0}) = g_{0}(x) \quad x \in \Omega, \]

\[ \hat{u}(x,t) = g_{r}(t), \quad x \in \partial \Omega, \quad t \in [0,T], \]

where \( x \in \mathbb{R}^{d} \) is the spatial coordinate and \( t \) is the time; \( f \) denotes the residual of the PDE, containing the differential operators (i.e., \( \partial_{x}\hat{u},\partial_{t}\hat{u},\ldots,\lambda) \); \( \lambda = [\lambda_{1}, \lambda_{2}, \ldots] \) are the PDE parameters; \( \hat{u}(x,t) \) is the solution of the PDE with initial condition \( g_{0}(x) \) and boundary condition \( g_{r}(t) \) (which can be Dirichlet, Neumann or mixed boundary condition); \( \Omega \) and \( \partial \Omega \) represent the spatial domain and the boundary, respectively.

In the context of the vanilla PINNs [15], a fully-connected feed-forward neural network, which is composed of multiple hidden layers, is used to approximate the solution of the PDE \( \hat{u} \) by taking the space and time coordinates \( (x,t) \) as inputs, as shown in the blue panel in Fig. 1. Let the hidden variable of the \( k \)-th layer be \( \hat{z} \). The network can be expressed as:

\[ z^{0} = (x,t), \]

\[ z^{k} = \sigma(W^{k}z^{k-1} + b^{k}), \quad 1 \leq k \leq L - 1 \]

\[ z^{L} = W^{L}z^{L-1} + b^{L}, \quad k = L, \]

where the output of the last layer is used to approximate the true solution, namely \( \hat{u} \approx z^{L} \). \( W^{k} \) and \( b^{k} \) denote the weight matrix and bias vector of the \( k \)-th layer; \( \sigma(\cdot) \) is a nonlinear activation function. All the trainable model parameters, i.e., weights and biases, are denoted by \( \theta \) in this paper.

In PINNs, solving a PDE system (denoted by equ. 1) is converted into an optimization problem by iteratively updating \( \theta \) with the goal to minimize the loss function \( L \):

\[ L = \omega_{1}L_{\text{PDE}} + \omega_{2}L_{\text{data}} + \omega_{3}L_{\text{IC}} + \omega_{4}L_{\text{BC}}, \]

where \( \omega_{1}-4 \) are the weighting coefficients for different loss terms. The first term \( L_{\text{PDE}} \) in equ. 3 penalizes the residual of the governing equations. The other terms are imposed to satisfy the model predictions for the measurements \( L_{\text{data}} \), the initial condition \( L_{\text{IC}} \), and the boundary condition \( L_{\text{BC}} \), respectively. In general, the mean square error (MSE), taking the \( L_{2} \)-norm of the sampling points, is employed to compute the losses in equ. 3. The sampling points are defined as a data set \( \{x^{i}, t^{i}\}_{i=1}^{N} \), where the number of points (denoted by \( N \)) for different loss terms can be different. Generally, we use the ADAM optimizer [16], an adaptive algorithm for gradient-based first-order optimization, to optimize the model parameters \( \theta \).

**Remark 1:** We note that the definition of the loss function shown in equ. 3 is problem-dependent, hence some terms may disappear for different types of the problem. For example, when we solve a forward problem in fluid mechanics with the known parameters (\( \lambda \)) and the initial/boundary conditions of the PDEs, the data loss \( L_{\text{data}} \) is not necessarily required. However, in the cases where the model parameters or the initial/boundary conditions are unknown (namely, inverse problems), the data measurements should be taken into account in order to make the optimization problem solvable. We also note that the PINN framework can be employed to solve an “over-determined” system, e.g., well-posed in a classical sense with initial and boundary conditions known and additionally some measurements inside the domain or at boundaries (e.g., pressure measurements).

One of the key procedures to construct the PDE loss in equ. 3 is the computation of partial derivatives, which is addressed by using automatic differentiation (AD). Relying on the combination of the derivatives for a sequence of operations by using the chain rule, AD calculates the derivatives of the outputs with respect to the network inputs directly in the computational graph. The computation of partial derivatives can be calculated with an explicit expression, hence avoiding introducing truncation errors in conventional numerical approximations. At the present time, AD has been implemented in various deep learning frameworks [17,18], which makes it convenient for the development of PINNs.

A schematic of PINNs is shown in Fig. 1, where the key elements (e.g., neural network, AD, loss function) are indicated in different colors. Here, we consider a
multi-physics problem, where the solutions include the velocity \((u,v)\), pressure \(p\) and a scalar field \(\phi\), which are coupled in a PDE system \(f\). The schematic in Fig. 1 represents most of the typical problems in fluid mechanics. For instance, the PDEs considered here can be the Boussinesq approximation of the Navier-Stokes equations, where \(\phi\) is the temperature. Following the paradigm in Fig. 1, we will describe the governing equations, the loss function and the neural network configurations of PINNs case-by-case in the rest of this paper.

### 2.2 Recent Advances of PINNs

First proposed in [19,20], see also [15], PINNs have attracted a lot of attention in the scientific computing community as well as the fluid mechanics community. Here, we review some related works regarding the methodology and the application to fluid mechanics.

Beneficial due to the high flexibility and the expressive ability in function approximation, PINNs have been extended to solve various classes of PDEs, e.g., integro-differential equations [21], fractional equations [22], surfaces PDEs [22] and stochastic differential equations [23]. A variational formulation of PINNs based on the Galerkin method (hp-VPINN) was proposed to deal with PDEs with non-smooth solutions [24]. In addition, the variational hp-VPINN considered domain decomposition, and similar pointwise versions were also studied in CPINN [25], and XPINN [26]. A general parallel implementation of PINNs with domain decomposition for flow problems is presented in [27]; the NVIDIA library SimNet [28] is also a very efficient implementation of PINNs. Another important extension is the uncertainty quantification for the PDE solutions inferred by neural networks [29,30,31,32,33]. This has been studied by using the Bayesian framework [33]. Moreover, some other researches on PINNs focused on the development of the neural network architecture and the training, e.g., using multi-fidelity framework [34], adaptive activation functions [35] and dynamic weights of the loss function [36], hard constraints [37] and CNN-based network architectures [38], which can improve the performance of PINNs on different problems. On the theoretical side, some recent works [39,40,41] have provided more guarantees and insights into the convergence of PINNs.

The development of the methodology has inspired a number of applications in other fields, especially in fluid mechanics where the flow phenomena can be described by the NSE. In [15], the vanilla PINN was proposed to infer the unknown parameters (e.g., the coefficient of the convection term) in the NS equations based on velocity measurements for the 2D flow over a cylinder. Following this work, PINNs were then applied to various flows [10,11,12,13,14,42,43,44,45,46,47,48,49], covering the applications on compressible flows [13], biomedical flows [14,42,50], turbulent convection flows [48], free boundary and Stefan problems [47], etc.
3 Case Study for 3D Incompressible Flows

In this section, we demonstrate the effectiveness of PINNs for solving inverse problems in incompressible flows. In particular, we apply PINNs to reconstruct the 3D flow fields based on a few two-dimensional and two-component (2D2C) velocity observations. The proposed algorithm is able to infer the full velocity and pressure fields very accurately with limited data, which is promising for diagnosis of complex flows when only 2D measurements (e.g., planar particle image velocimetry) are available.

3.1 Problem setup

We consider the 3D wake flow past a stationary cylinder at Reynolds number $Re = 200$ in this section. In order to evaluate the performance of PINNs, we generate the reference solution numerically by using the spectral/hp element method [2]. The computational domain is defined as $\Omega: [-7.5, 28.5] \times [-20, 20] \times [0, 12.5]$, where the coordinates are non-dimensionalized by the diameter of the cylinder. The center of the cylinder is located at $(x, y) = (0, 0)$. We assume that the velocity ($u = 1$) is uniform at the inflow boundary where $x = -7.5$. A periodic boundary condition is used at the lateral boundaries where $y = \pm 20$, and the zero-pressure is prescribed at the outlet where $x = 28.5$. Moreover, the no-slip boundary condition is imposed on the cylinder surface. The governing equations in this case study are the dimensionless incompressible Navier-Stokes equations with $Re = 200$. Under this configuration, the wake flow over the cylinder is 3D and unsteady. The simulation is performed until the vortex shedding flow becomes stable. At the end, the time-dependent data are collected for PINN training and evaluation.

The simulation results of the 3D flow are shown in Fig. 2, where Fig. 2(a) shows the iso-surface of streamwise vorticity ($\omega_x = -0.3$) color-coded with the streamwise velocity $u$. In this section, we are interested in the 3D flow reconstruction problem from limited data, and we only
focus on a sub-domain in the wake flow, namely $\Omega_{s}$: $[1.5, 7.5] \times [-3, 3] \times [4, 9]$, which is represented by a cube with blue edges in Fig. 2(a). The contours of the three velocity components and pressure field are shown in Fig. 2(b). An Eulerian mesh with $61 \times 61 \times 26$ grid points is used for plotting. To demonstrate the unsteadiness of the motion, we consider 50 snapshots with $\Delta t = 0.2$, which is about two periods of the vortex shedding cycle.

Here, we aim to apply PINNs for reconstructing the 3D flow field from the velocity observations of a few 2D planes. As illustrated in Fig. 3, three different “experimental” setups are considered in this paper:

- Case 1: two x-planes ($x = 1.5, 7.5$), one y-plane ($y = 0$) and two z-planes ($z = 4.0, 9.0$) are observed.
- Case 2: two x-planes ($x = 1.5, 7.5$), one y-plane ($y = 0$) and one z-plane ($z = 6.4$) are observed.
- Case 3: one x-plane ($x = 1.5$), one y-plane ($y = 0$) and one z-plane ($z = 6.4$) are observed.

We note that for these cross-planes, only the projected vectors (two components) are considered known. For example, the velocities $(u, v)$ can be observed on the z-plane, while the orthogonal component ($w$) is unknown. The purpose of doing this is to mimic the planar particle image velocimetry in real experiments. Moreover, the resolutions of these 2D2C observations are different, which can be found in Table 1.

### 3.2 Implementation of PINNs

Given the observation data on the cross-planes, we train a PINNs model to approximate the flow fields over the space-time domain. The PINN in this section take $(x, t) = (x, y, z, t)$ as inputs and outputs the velocity and pressure $(u, v, w, p)$.

The loss function in PINN can be defined as:

$$ L = L_{\text{data}} + L_{\text{PDE}}, $$

where

$$ L_{\text{data}} = \frac{1}{N_u} \sum_{i=1}^{N_u} \| \mathbf{u}(\mathbf{x}_{\text{data}}, t_{\text{data}}^i) - \mathbf{u}_{\text{data}}^i \|^2 $$

$$ + \frac{1}{N_v} \sum_{i=1}^{N_v} \| v(\mathbf{x}_{\text{data}}, t_{\text{data}}^i) - v_{\text{data}}^i \|^2 $$

$$ + \frac{1}{N_w} \sum_{i=1}^{N_w} \| w(\mathbf{x}_{\text{data}}, t_{\text{data}}^i) - w_{\text{data}}^i \|^2; $$

and

$$ L_{\text{PDE}} = \frac{1}{N_f} \sum_{j=1}^{N_f} \sum_{l=1}^{4} \| f_j(\mathbf{x}_l, t_l^j) \|^2; $$

$$ f_{1,2,3} = \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} + \nabla p - \frac{1}{Re} \nabla^2 \mathbf{u}, $$

$$ f_4 = \nabla \cdot \mathbf{u}. $$

The data loss $L_{\text{data}}$ is composed of three components, and the number of training data (namely $N_u$, $N_v$ and $N_w$) depends on the number of observed planes, the data resolution of each plane as well as the number of snapshots. On the other hand, the residual points for $L_{\text{PDE}}$ can be randomly selected, and here we sample $N_f = 3 \times 10^6$ points over the investigated space and time domain $\Omega_s$. Note that in this study, the boundary and initial conditions are not required unlike the classical setting. Moreover, no
3.3 Inference results

For a quantitative assessment, we first define the relative $L_2$-norm error as the evaluation metric, which is expressed as:

$$
\epsilon_v = \frac{\|V_{\text{CFD}} - \hat{V}\|^2}{\|V_{\text{CFD}}\|^2} \times 100\% ,
$$

where $V \in \{u,v,w,p\}$; $V_{\text{CFD}}$ and $\hat{V}$ account for the CFD data and the output of PINNs, respectively. We compute the errors in the investigated time domain, which are shown in Fig. 4. It can be seen from the plots that PINNs can infer the 3D flow very accurately for Case 1 and Case 2; using 5 planes (Case 1) is slightly better than using 4 planes (Case 2). When only 3 cross-planes are available (Case 3), the errors become much larger. However, the result of Case 3 is still acceptable as we are able to infer the main flow features with high accuracy (the error of the streamwise velocity is mostly less than 2%). We note that the errors of $w$-velocity are larger than the other components since the $w$-velocity magnitude is relatively small. Moreover, we observe larger discrepancy for the initial and final time instants, which can be attributed to the lack of training data for computing derivatives at $t < 0$ and $t > 10$. This generally happens in the cases when the initial condition is not provided in the unsteady case [12].

To visualize more details, we emphasize the result of Case 2 and demonstrate the iso-surface of vorticity magnitude and iso-surfaces of pressure at $t = 8.0$ in Fig. 5, where Fig. 5(a) shows the reference CFD data and Fig. 5(b) shows the result inferred by PINNs. The vorticity value is $|\omega| = 1.2$ and the color represents the streamwise velocity component. It can be seen that the PINNs inference result (inferred from a few 2DCo observations) is very consistent with the CFD simulation. In addition, the velocities $(u,v)$ at a single point $(x = 3, y = 0, z = 6.4)$ against time are plotted in Fig. 5(c), where we can find that PINNs can capture the unsteadiness of vortex shedding flow very accurately.

4 Case Study for Compressible Flows

PINNs have also been used in simulating high-speed flows [13]. In this section, we consider the following 2D steady compressible Euler equations:

$$
\nabla \cdot f(U) = 0, \quad x \in \Omega \subset \mathbb{R}^2 ,
$$

where

$$
U = [\rho, \rho u, \rho v, \rho E]^T, \quad f = (G_1, G_2)
$$

with

$$
G_1(U) = [\rho u, \rho + \rho u^2, \rho v, \rho + pu + puE], \quad G_2(U) = [\rho v, \rho uv, p + \rho v^2, \rho v + pvE].
$$

Here, $\rho$ is the density, $p$ is the pressure, $[u,v]$ are the velocity components, and $E$ is the total energy. We use the additional equation of state, which describes the relation of the pressure and energy, to close the above Euler equations. For instance, we consider the equation of state for a polytropic gas given by

$$
p = (\gamma - 1) \left( \rho E - \frac{1}{2} \rho \|u\|^2 \right),
$$

where $\gamma$ is the adiabatic index and $u = (u,v)$.

We shall employ the PINNs to solve the inverse problem of the compressible Euler equ. 8. In particular, we shall infer the density, pressure and velocity fields by using PINNs based on the information of density gradients,
Physics-informed neural networks (PINNs) for incompressible flows: inference result of PINNs for Case 2. (a) Iso-surfaces of vorticity magnitude (top) and pressure (bottom) at $t=8.0$ from CFD data. (b) Iso-surfaces of vorticity magnitude (top) and pressure (bottom) at $t=8.0$ inferred by PINNs. (c) Point measurement $(x=3, y=0, z=6.4)$ of velocity $(u,v)$ against time. In this case, the 3D flow is inferred by PINNs from four cross-planes, namely two $x$-planes ($x=1.5, 7.5$), one $y$-plane ($y=0$) and one $z$-plane ($z=6.4$).

Fig. 5: Case study of PINNs for incompressible flows: inference result of PINNs for Case 2. (a) Iso-surfaces of vorticity magnitude (top) and pressure (bottom) at $t=8.0$ from CFD data. (b) Iso-surfaces of vorticity magnitude (top) and pressure (bottom) at $t=8.0$ inferred by PINNs. (c) Point measurement $(x=3, y=0, z=6.4)$ of velocity $(u,v)$ against time. In this case, the 3D flow is inferred by PINNs from four cross-planes.

limited data of pressure (pressure on the surface of the body), inflow conditions and global physical constrains.

4.1 Problem setup

We consider a 2D bow shock wave problem. For traditional CFD simulations, it is crucial that the boundary conditions, which play an important role, are properly implemented. However, for the shock wave problem in high-speed flows, the boundary conditions in real experiments are usually not known and can only be estimated approximately. In the present work, instead of using most of the boundary conditions required by the traditional CFD simulation, we solve the Euler equs. using PINNs based on the data of density gradients $\nabla \rho$ motivated by the Schlieren photography available experimentally; additionally, we use limited data of the surface pressure obtained by pressure sensors as well as the global constrains (mass, momentum and energy). We also use the inflow conditions here. Note that unlike the one-dimensional case, where the density gradient in the whole computational domain is used in [13], here we only use the density gradients in a sub-domain $D$ of the computational domain $\Omega$, i.e., $D \subset \Omega$. By combining the mathematical model and the given data, we have the weighted loss function of PINN given by

$$
Loss = \omega_1 Loss_{\text{Flow}} + \omega_2 Loss_{\nabla \rho} + \omega_3 Loss_{\text{inflow}} + \omega_4 Loss_{\rho^*} + \omega_5 (Loss_{\text{Mass}} + Loss_{\text{Momentum}} + Loss_{\text{Energy}}) + \omega_6 Loss_{n \cdot u},
$$

where the last term corresponds to the velocity condition on the surface.

4.2 Inference results

To demonstrate the effectiveness of PINNs for compressible flows, we consider the bow shock problem with the following inlet flow conditions

$$
M_{\infty} = 4, \quad p_{\infty} = 101253.6 \text{Pa}, \quad \rho_{\infty} = 1.225 \text{kg/m}^3, \\
u_{\infty} = 1360.6963 \text{m/s}, \quad T_{\infty} = 288 \text{K}.
$$

The data points for the pressure are located on the surface of the body. By using the above inflow conditions and CFD code, we can obtain the steady state flow. We show the density computed by CFD in the left plot of Fig. 6. We employ a $6 \times 60$ (6 hidden layer) neural network and train it by using layer-wise adaptive tanh activate function [35] and the Adam optimizer with the learning late being $6 \times 10^{-4}$.
5 Case Study for Biomedical Flows

In addition to the aforementioned flow examples, PINNs have also been used in biomedical flows [14]. In this section, we consider inferring material properties of a thrombus in arterial flow described by the Navier-Stokes and Cahn-Hilliard equations. Such equations can be used for describing the mechanical interaction between thrombus and blood flow as a fluid-structure interaction (FSI) problem. The PDE system can be written as:

\[
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) + \nabla p = \nabla \cdot \left( \sigma_{\text{vis}} + \sigma_{\text{coh}} \right) - \mu \frac{(1 - \phi) \mathbf{u}}{2\kappa(\phi)},
\]

(12)

\[
\nabla \cdot \mathbf{u} = 0,
\]

(13)

\[
\frac{\partial \psi}{\partial t} + \mathbf{u} \cdot \nabla \psi = 0,
\]

(14)

\[
\frac{\partial \phi}{\partial t} + \mathbf{u} \cdot \nabla \phi = \tau \Delta \omega,
\]

(15)

\[
\omega = \Delta \phi + \gamma g(\phi),
\]

(16)

\(g(\phi)\) is the derivative of the double-well potential \((\phi^2 - 1)^2/4h^2\). \(\mathbf{u}(x,t), p(x,t)\), \(\sigma(x,t)\), and \(\phi(x,t)\) represent the velocity, pressure, stress, and phase field. \(h\) is the interfacial length; \(\psi\) denotes the auxiliary vector and its gradients are the components of the deformation gradient tensor \(\mathbf{F}\) as follows:

\[
\mathbf{F} := \begin{bmatrix}
-\frac{\partial \psi_1}{\partial x} & -\frac{\partial \psi_2}{\partial x} \\
\frac{\partial \psi_1}{\partial y} & \frac{\partial \psi_2}{\partial y}
\end{bmatrix}.
\]
Fig. 8: Case study for 2D flow past a thrombus with phase dependent permeability. (a) A channel with walls on the top and bottom boundaries with the inlet flow \( u(t, y) \) entering from the left side; \( \phi = 1 \) is the fluid. A thrombus with an impermeable core \( \phi = -1 \) and permeable shell \( \phi = 0 \) is present at the bottom boundary. (b) Sampling points for inferring permeability include initial points \((\ast)\) at the time \( t_0 \), inner points \((\ast)\) from \( t_1 \) to \( t_n \), boundary points \((\ast)\) on boundaries, and point measurements \((\ast)\) with PDE solutions. (Figure adapted from [14]).

Eq. 12 is the Navier-Stokes equation with viscous and cohesive stresses, respectively, which can be written as:

\[
\sigma_{vis} = \mu \nabla u, \tag{17}
\]

\[
\sigma_{coh} = \lambda \nabla \cdot (\nabla \phi \otimes \phi). \tag{18}
\]

Moreover, \( \gamma, \tau, \) and \( \lambda \) are the interfacial mobility, relaxation parameter, and mixing energy density, respectively. We follow the normalization in [55] and write \( \kappa = \frac{k_f}{\sigma_f} \), \( k_f \) is the true permeability and \( \sigma_f \) is the fibrin radius. We set the density \( \rho = 1 \), viscosity \( \mu = 0.1 \), \( \lambda = 4.2428 \times 10^{-5} \), \( \tau = 10^{-6} \), and the interface length \( \pi = 0.05 \). These parameters in PINNs are non-dimensionalized values so as to be consistent with the CFD solver.

The velocity at inlet \( \Gamma_t \) is set to be Dirichlet boundary conditions \( u = g, (x, t) \in \Gamma_t \times (0, T) \). We impose the no-slip boundary on the wall \( \Gamma_w \) and Neumann boundary conditions, i.e., \( \frac{\partial \phi}{\partial n} = \frac{\partial \omega}{\partial n} = 0, x \in \Gamma_w \cup \Gamma_\Gamma \cup \Gamma_\sigma \) for \( \phi \) and \( \omega \) at all boundaries.

5.1 PINNs

We construct two fully-connected neural networks, \( \text{Net } U \) and \( \text{Net } W \), where the outputs of \( \text{Net } U \) represents a surrogate model for the PDE solutions \( u, v, p, \) and \( \phi \) and the outputs of \( \text{Net } W \) are PDE solutions \( \omega, \psi_1, \) and \( \psi_2 \). Each network has 9 hidden layers with 20 neurons per layer. The total loss \( L \) is a combination of different losses as:

\[
L = \omega_1 L_{\text{PDE}} + \omega_2 L_{\text{IC}} + \omega_3 L_{\text{BC}} + \omega_4 L_{\text{data}}, \tag{19}
\]

where \( L_{\text{PDE}} \) is the PDEs residual loss, \( L_{\text{IC}} \) is the initial condition loss, \( L_{\text{BC}} \) is the boundary condition loss, and \( L_{\text{data}} \) is the data loss. In particular:

\[
L_{\text{PDE}}(\theta, \lambda; X_{\text{PDE}}) = \frac{1}{|X_{\text{PDE}}|} \sum_{x \in X_{\text{PDE}}} \left\| f(x, \partial_t \hat{u}, \partial_x \hat{u}, ..., \lambda) \right\|^2,
\]

\[
L_{\text{IC}}(\theta, \lambda; X_{\text{IC}}) = \frac{1}{|X_{\text{IC}}|} \sum_{x \in X_{\text{IC}}} \left\| \hat{u} - u_0 \right\|^2,
\]

\[
L_{\text{data}}(\theta, \lambda; X_{\text{data}}) = \frac{1}{|X_{\text{data}}|} \sum_{x \in X_{\text{data}}} \left\| \hat{u} - u_{\text{data}} \right\|^2,
\]

where \( \omega_1, \omega_2, \omega_3, \) and \( \omega_4 \) are the weights of each term. The training sets \( X_{\text{PDE}}, X_{\text{BC}}, \) and \( X_{\text{IC}} \) are sampled from the inner spatio-temporal domain, boundaries, and initial snapshot, respectively. \( X_{\text{data}} \) is the set that contains sensor coordinates and point measurements; \( \cdot \) denotes the number of training data in the training set. In particular, \( X_{\text{data}} \) represents a combination of the Dirichlet and Neumann residuals at boundaries. Finally, we optimize the model parameters \( \theta \) and the PDE parameters \( \lambda = [\lambda] \) by minimizing the total loss \( L(\theta, \lambda) \) iteratively until the loss satisfies the stopping criteria. Minimizing the total loss is an optimization process for \( \lambda \) such that the outputs of the PINN satisfy the PDE system, initial/boundary conditions, and point measurements.

5.2 Problem setup

We consider a computational setup with a semi-circle permeable thrombus in a channel with a steady parabolic flow coming from the left (Fig. 8). This setup is meaningful in a sense that it presents an idealized thrombus with an
permeability. Inferred permeability \( \kappa \) of phase field and velocity field for namely the initial snapshot data. Fig. 8(b) presents all the types of training data, core (\( \kappa = 1 \)) and velocity field based on the measurable phase field. The goal is to infer the unknown permeability (for the shell and impermeable core, which consists of a fibrin clot and a permeable shell (consisting of loosely-packed and partially-activated platelets). This model has been adapted as an idealized thrombus in previous works [56, 57, 58]. The thrombus is present in the middle of the channel as long as the permeability value matches the true value for \( \phi = 0 \) and 1.

5.3 Inference Results

We present the inference results in Fig. 9. Fig. 9(a) shows the history of the different losses, namely PDE loss, boundary condition loss (Loss BC), initial condition loss (Loss IC), and data loss (Loss Data) in (a). We trained the model with 300,000 epochs with PDE loss as the largest component. The other errors are lower than \( O(10^{-3}) \). Plot (b) shows the inference result for \( \kappa \) as a function of \( \phi \); the inferred \( a \) and \( b \) are at 7.1 and 0.0003, indicating that the permeability at core area (\( \kappa(\phi = -1) = 0.0011 \)) and shell area (\( \kappa(\phi = 0) = 1.0003 \)) match the reference values well. As a qualitative comparison, we present the predicted fields of \( \phi_{\text{pred}} \) and \( v_{\text{pred}} \) and their difference with the reference data at \( t = 0.78 \) in Fig. 9(c). The phase field prediction exhibits a good agreement compared with the ground truth data. More importantly, the hidden velocity field can also be accurately inferred only based on the phase field data. Notice that the errors for the phase field are mainly distributed in and around the outlet layer of the thrombus and the errors in velocity field are mainly confined within the shell layer.

6 Summary

PINNs offer a new approach to simulating realistic fluid flows, where some data are available from multimodality measurements whereas the boundary conditions or initial conditions may be unknown. While this is perhaps the prevailing scenario in practice, existing CFD solvers cannot handle such ill-posed problems and hence one can think of PINNs for fluid problems as a complementary approach to the plethora of existing numerical methods for CFD for idealized problems.

There are several opportunities for further research, e.g., using PINNs for active flow control to replace expensive experiments and time-consuming large-scale simulations as in [59], or predict fast the flow at a new high Reynolds number using transfer learning techniques assuming we have available solutions at lower Reynolds numbers. Moreover, a new area for exploration could be the
development of closure models for unresolved flow dynamics at very high Reynolds number using the automatic data assimilation method provided by PINNs. Computing flow problems at scale requires efficient multi-GPU implementations in the spirit of data parallel [28] or a hybrid data parallel and model parallel paradigms as in [27]. The parallel speed up obtained for flow simulations so far is very good, suggesting that PINNs can be used in the near future for industrial complexity problems at scale that CFD methods cannot tackle.
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