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Abstract

Unsupervised sentence representation learning has progressed through contrastive learning and data augmentation methods such as dropout masking. Despite this progress, sentence encoders are still limited to using only an input sentence when predicting its semantic vector. In this work, we show that the semantic meaning of a sentence is also determined by nearest-neighbor sentences that are similar to the input sentence. Based on this finding, we propose a novel unsupervised sentence encoder, RankEncoder. RankEncoder predicts the semantic vector of an input sentence by leveraging its relationship with other sentences in an external corpus, as well as the input sentence itself. We evaluate RankEncoder on semantic textual benchmark datasets. From the experimental results, we verify that 1) RankEncoder achieves 80.07% Spearman’s correlation, a 1.1% absolute improvement compared to the previous state-of-the-art performance, 2) RankEncoder is universally applicable to existing unsupervised sentence embedding methods, and 3) RankEncoder is specifically effective for predicting the similarity scores of similar sentence pairs.1

1 Introduction

Sentence representation learning aims to encode sentences into a semantic vector space. This task has been a fundamental task in natural language processing (NLP), as universal sentence vectors are widely applicable to many NLP tasks (Kiros et al., 2015; Hill et al., 2016; Conneau et al., 2017; Logeswaran and Lee, 2018; Cer et al., 2018; Reimers and Gurevych, 2019). Recently, unsupervised sentence embedding methods have arisen as they have shown a potential to overcome limited labeled data with simple data augmentation methods (Gao et al., 2021; Wang et al., 2022; Yan et al., 2021; Liu et al., 2021; Wu et al., 2021; Izacard et al., 2021; Kim et al., 2021). These approaches minimize the distance between the vector representations of similar sentences, called positive pairs, while maximizing the distance between those of dissimilar sentences, called negative pairs. Many studies have focused on developing better positive and negative pair sampling methods. Data augmentation methods such as dropout masking (Gao et al., 2021), token shuffling (Yan et al., 2021), and sentence negation (Wang et al., 2022) have been proposed and achieved comparable semantic textual similarity performance to sentence encoders trained on human-annotated datasets.

The semantic meaning of a sentence is not only determined by the words within the sentence itself but also by other sentences with similar meanings. However, previous unsupervised sentence embed-
dipping methods use only the input sentence when predicting its semantic vector. Figure 1 shows example sentences and their semantic vector space. In this figure, the human-annotated similarity scores indicate that sentence pair \((a, c)\) is more similar than \((a, b)\). However, the similarity scores computed by their sentence vectors indicate the opposite result; the vector representations of \(a\) and \(b\) are closer than \(a\) and \(c\) as they have more overlapping words than \(a\) and \(c\). This problem can be alleviated by leveraging the distance between the input sentence and other sentences in a large corpus. The vectors of their neighbor sentences approximate the overall semantic distribution, and the semantic distribution reveals that sentences \(a\) and \(c\) are likely to share more semantic meanings than sentences \(a\) and \(b\). This facilitates the accurate prediction of semantic similarity between sentences.

In this paper, we propose **RankEncoder**, a novel unsupervised sentence encoder that leverages a large number of sentences in an external corpus. For a given corpus with \(n\) sentences and an input sentence, RankEncoder computes a rank vector, an \(n\)-dimensional vector in which \(i\)'th element represents the distance between the input sentence and \(i\)'th sentence in the corpus; RankEncoder uses an existing unsupervised sentence encoder, \(E\), to compute the distances. Then, two sentences that share the same neighbor sentences (e.g., sentence \(a\) and \(c\) in Fig 1) have similar rank vector representations. We verify that using the similarity between rank vectors captures better semantic similarity than their vector representation computed by the base encoder, \(E\), (Fig 4) without further training. We further leverage the similarity scores predicted by the rank vectors to train another sentence encoder and achieve a better sentence encoder (Table 1).

From experiments on seven STS benchmark datasets, we verify that 1) rank vectors are effective for capturing the semantic similarity of similar sentences, 2) RankEncoder is applicable to any unsupervised sentence encoders, resulting in performance improvement, and 3) this improvement is also valid for the previous state-of-the-art sentence encoder and leads to a new state-of-the-art semantic textual similarity performance. First, we measure the performance of RankEncoder and the baselines on three sentence pair groups divided by their similarity scores. The experimental results show that RankEncoder is effective on similar sentence pairs. Second, we apply RankEncoder to the three unsupervised sentence encoders, SimCSE (Gao et al., 2021), PromptBERT (Jiang et al., 2022), and SNCSE (Wang et al., 2022), then verify that our approach brings performance improvement to each encoder. Third, we apply RankEncoder to the state-of-the-art unsupervised sentence encoder (Wang et al., 2022) and achieve a 1.1% improvement; the previous state-of-the-art is 78.97 Spearman’s correlation, and we achieve 80.07 Spearman’s correlation.

The contributions of this paper are three folds. First, we demonstrate that the semantic meaning of a sentence is also determined by its nearest-neighbor sentences as well as the words within the sentence itself. Second, we propose RankEncoder, which leverages a large number of sentences to capture the semantic meanings of sentences. Third, we achieve state-of-the-art STS performance and reduce the gap between supervised and unsupervised sentence encoders: the performances of our method and the state-of-the-art supervised sentence encoder (Jiang et al., 2022) are 80.07 and 81.97, respectively.

2 Related Works

Unsupervised sentence representation learning has progressed through contrastive learning with positive and negative sentence pair sampling methods (Gao et al., 2021; Jiang et al., 2022; Chuang et al., 2022; Wang et al., 2022). SimCSE (Gao et al., 2021) and ConSERT (Yan et al., 2021) apply data augmentation methods such as dropout masking, token shuffling, and adversarial attacks to an input sentence and sample a positive pair. However, these data augmentation methods often change the meaning of the input sentence and generate dissimilar positive pairs. A masked language modeling-based word replacement method has been proposed to alleviate this problem (Chuang et al., 2022). They train a sentence encoder to predict the replaced words and make the encoder aware of surface-level augmentations. Some studies adopt momentum contrastive learning to generate positive samples inspired by unsupervised visual representation learning (Zhang et al., 2021; Wu et al., 2021). Prompting (Jiang et al., 2022; Jiang and Wang, 2022) is another direction that is capable of generating positive pairs. Recently, a negative sampling method for data augmentation has been proposed (Wang et al., 2022). This approach takes the negation of an
Figure 2: The overall illustration of RankEncoder. The left figure shows the process for computing rank vectors. For a given sentence pair, \((x_i, x_j)\), RankEncoder computes orders of sentences in the corpus by their similarity scores to the input sentence and normalizes these orders with the function \(g\); the similarity scores are computed by the base encoder, \(E_1\). The right figures show the training process of RankEncoder. For a batch of sentences, RankEncoder computes similarity scores of sentences with their rank vectors and trains the sentence encoder with the mean square error of these scores.

input sentence and uses this soft-negative sample in a contrastive learning framework. Compared to previous approaches focused on generating better positive and negative pairs, our work uses nearest-neighbor sentences to predict better semantic vectors of sentences, a novel approach that previous approaches have yet to cover. Related but different from our work, Trans-Encoder proposes the self-distillation method that gets supervision signals from itself (Liu et al., 2022). Trans-Encoder solves a slightly different problem from ours. They aim to solve an unsupervised sentence pair modeling problem, not unsupervised sentence embedding; although this work does not require any human-annotated similarity scores of sentence pairs for training, they need the sentence pairs of the STS datasets, which are not allowed to be used for training in unsupervised sentence representation learning.

3 Method

Leveraging the \(k\)-nearest-neighbor sentences helps a sentence encoder to approximate a more accurate semantic meaning of a sentence. For instance, when two input sentences have more common neighbor sentences than other sentences, it is likely that they are semantically similar; we have provided an example in Figure 1. We extend this idea to leverage the entire sentences in the corpus, not just the neighbor sentences. Our unsupervised sentence encoder, RankEncoder, computes a rank vector for a given sentence. The rank vector is a list of ranks of all sentences in the corpus computed by their similarity scores to the input; for a given corpus with \(n\) number of sentences, a rank vector is an \(n\)-dimensional vector, in which \(i\)’th element represents the rank of \(i\)’th sentence in the corpus. Thus, when two input sentences have common neighbor sentences, their rank vectors are similar. We found that rank vectors capture more accurate semantic similarity than previous unsupervised sentence encoders. Since rank vectors predict better semantic similarity scores between sentences, we use these scores for training another sentence encoder to further increase its STS performance. We provide the overall illustration of RankEncoder in Figure 2.

3.1 Contrastive Learning for Base Encoder

The first step of our framework is to learn a base sentence encoder \(E_1\) via the standard contrastive learning approach (Chen et al., 2020). Given an input sentence \(x_i\), we first create a positive example \(x_i^+\) which is semantically similar to \(x_i\) (Gao et al., 2021; Chuang et al., 2022); we apply each data augmentation method used by existing unsupervised sentence representation learning studies (Gao et al., 2021; Jiang et al., 2022; Wang et al., 2022) and verify that our approach works in all cases. Then, a text encoder, e.g., BERT (Devlin et al., 2019) and
RoBERTa (Liu et al., 2019), predicts their sentence vectors, $\vec{v}_i$ and $\vec{v}_i^+$. Given a batch of $m$ sentences $\{x_i\}_{i=1}^m$, the contrastive training objective for the sentence $x_i$ with in-batch negative examples is as follows:

$$
\begin{align}
    l_i &= -\log \frac{e^{\cos(\vec{v}_i, \vec{v}_i^+)/\tau}}{\sum_{j=1}^{m} e^{\cos(\vec{v}_i, \vec{v}_j^+)/\tau}}, \\
\end{align}
$$

where $\cos(\cdot)$ is the cosine similarity function and $\tau$ is the temperature hyperparameter. We then get the overall contrastive loss for the whole batch by summing over all the sentences; $l_{cl} = \sum_{i=1}^{m} l_i$. Note that the training objective $l_{cl}$ can be further enhanced by adding other relevant losses (Chuang et al., 2022), transforming the input sentences (Jiang et al., 2022; Gao et al., 2021), or modifying the standard contrastive loss (Zhou et al., 2022). For simplicity, we use $l_{cl}$ to represent all the variants of contrastive learning loss in this paper. By optimizing $l_{cl}$, we obtain a coarse-grained sentence encoder $E_1$ for the following steps.

### 3.2 RankEncoder

RankEncoder computes the orders of sentences in the corpus with their similarity scores to the input sentence. For a given corpus with $n$ sentences, $C = [x_1, ..., x_n]$, and a given base encoder, $E_1$, RankEncoder first computes the vector representation of each sentence in the corpus, $V = [\vec{v}_1, ..., \vec{v}_n]$, with $E_1$. Then it computes the rank vector of an input sentence, $x$, by their orders as follows:

$$
\text{RankEncoder}_{E_1}(x, V) = g(<r_1, r_2, ..., r_n>),
$$

where $r_i$ is the order of sentence $x_i$. We use cosine similarity scores between $V$ and the vector representation of $x$, $E_1(x)$. The function $g$ is a normalization function defined as follows:

$$
g(\vec{r}) = \frac{\vec{r} - \frac{1}{n} \sum_{i=1}^{n} r_i \cdot \vec{1}}{\sqrt{n} \times \sigma(\{r_i\}_{i=1}^{n})},
$$

where $\sigma$ is the standard deviation of the input values, $\vec{1}$ is a $n$-dimensional vector of ones. By applying this function to rank vectors, the inner product of two normalized rank vectors becomes equivalent to Spearman’s rank correlation, and the similarity is scaled between -1 and 1. We describe the connection between normalization function $g$ and Spearman’s rank correlation in Appendix A.1.

### 3.3 Semantic Vector Space of Rank Vectors

The similarity between rank vectors is affected mainly by their neighbor sentences, even though we use the entire sentences in a given corpus. Figure 3 shows a simplified example of RankEncoder’s semantic space when the corpus has three sentences. Each solid line represents the boundary that two rank variables are converted. For instance, the yellow line is the boundary that reverses the orders of sentences $b$ and $c$; all the vectors located in the left part of the yellow line are closer to sentence $b$ than $c$. Since we have three sentences in this corpus, we get six rank vectors, and all vectors in each region have the same rank vector. In this figure, we see that the vectors in the red area are more affected by sentences $a$, $b$, and $c$ than vectors in the grey area. For a given sentence, if its sentence representation lies in the central area, i.e., the red area, then its corresponding rank vector can be easily changed by a small modification of its sentence vector. For vectors having a larger distance from these sentences, e.g., the vectors in the grey area, the corresponding rank vectors are much less sensitive to modification of the input’s sentence vector. This pattern also holds when we increase the size of the corpus as well; we demonstrate this in Section 5.5.
3.4 Model Training

We use similarities predicted by rank vectors to train another sentence encoder, $E_2$ \(^2\); rank vectors capture a better semantic similarity than their vector representation computed by base encoder $E_1$. For a given unsupervised sentence encoder $E_1$ and corpus $C$, we compute similarity scores of all sentence pairs in a batch with their rank vectors computed from $E_1$. The similarity scores are computed by the inner product of these rank vectors. Then, we define the loss function as the mean square error of RankEncoder’s similarity scores as follows:

$$
l_t = \frac{1}{m^2} \sum_{i=1}^{m} \sum_{j=1}^{m} (\vec{u}_i^T \vec{u}_j - \cos(E_2(x_i), E_2(x_j)))^2,
$$

where \(\{x_i\}_{i=1}^{m}\) are the sentences in the batch, $E_2$ is the sentence encoder in training, $\vec{u}_i$ is a rank vector of $x_i$, computed by RankEncoder$E_1$, and $\cos(.)$ is the cosine similarity function. Then, we combine the RankEncoder loss, $l_r$, with the standard contrastive loss, $l_{cl}$, in the form of the hinge loss as follows:

$$
l_{total} = max(\lambda_{train} \times l_r, l_{cl}),
$$

where $\lambda_{train}$ is a weight hyperparameter.

3.5 Sentence Pair Filtering

Previous unsupervised sentence encoders randomly sample sentences to construct a batch, and randomly sampled sentence pairs are mostly dissimilar. This causes sentence encoders to learn mostly on dissimilar pairs, which is less important than similar sentence pairs. To alleviate this problem, we filter dissimilar sentence pairs with a similarity under a certain threshold\(^3\). Also, it is unlikely that randomly sampled sentence pairs have the same semantic meaning. We regard sentence pairs with high similarity as noisy samples and filter these pairs with a certain threshold. The final RankEncoder loss function with sentence pair filtering is as follows:

$$
l_r = \sum_{i=1}^{m} \sum_{j=1}^{m} \left\{ \frac{1}{\sum_{p=1}^{m} \sum_{q=1}^{m} 1[\tau_l \leq \vec{u}_i^T \vec{u}_q \leq \tau_u]} \times \left( \vec{u}_i^T \vec{u}_j - \cos(E_2(x_i), E_2(x_j)) \right)^2 \right\},
$$

where $\tau_l$ and $\tau_u$ are the thresholding parameters, and $1$ is the indicator function that returns $1$ when the condition is true and returns $0$ otherwise.

3.6 Inference

We can further utilize RankEncoder in inference stage. Given a sentence pair $(x_i, x_j)$, we compute the similarity between the two sentences as follows:

$$
sim(x_i, x_j) = \lambda_{inf} \cdot z_i \cdot z_j + (1 - \lambda_{inf}) \cdot \cos(E_2(x_i), E_2(x_j)),
$$

where $E_2$ is a sentence encoder trained by Eq 5, $\lambda_{inf}$ is a weight parameter, and $z_i$ and $z_j$ are the rank vectors of $x_i$ and $x_j$ computed by RankEncoder$E_2$.

4 Experimental Setup

4.1 Base Encoder $E_1$ & Corpus $C$

RankEncoder computes rank vectors using corpus $C$ and base encoder $E_1$. We use 100,000 sentences sampled from Wikipedia\(^4\) as the corpus $C$, and we use the following unsupervised sentence encoders for $E_1$, SimCSE (Gao et al., 2021), PromptBERT (Jiang et al., 2022), and SNCSE (Wang et al., 2022). SimCSE is a standard unsupervised sentence encoder that uses a standard contrastive learning loss with the simple data augmentation method. We use SimCSE as it is effective to show the efficacy of RankEncoder. We use PromptBERT and SNCSE, the state-of-the-art unsupervised sentence encoders, to verify whether RankEncoder is effective on more complex models.

\(^2\)It is also possible to train $E_1$ continuously with the rank vector similarities. However, this approach yields slightly lower performance than training another sentence encoder, $E_2$.

\(^3\)This method increases RankEncoder’s STS performance by 0.17% Spearman correlation, resulting in a performance of 80.07 Spearman correlation shown in Table 1.

\(^4\)We use Wikipedia sentences since they are generally effective on STS datasets. However, for optimal results, it is best to use a corpus that closely aligns with the specific domain of the inputs.

The performance of RankEncoder increases as the number of sentences in the corpus increases, and the performance converges at a size of 10,000. There is a slight but negligible improvement beyond this point. We sample more than 10,000 sentences to push the performance boundary as much as possible.
# Model STS12 STS13 STS14 STS15 STS16 STS-B SICK-R AVG
ConSERT (Yan et al., 2021) 64.64 78.49 69.07 79.72 75.95 73.97 67.31 72.74
SimCSE (Gao et al., 2021) 68.40 82.41 74.38 80.91 78.56 76.85 72.23 76.25
DCLR (Zhou et al., 2022) 70.81 83.73 75.11 82.56 78.44 78.31 71.59 77.22
ESimCSE (Wu et al., 2021) 73.40 83.27 77.25 82.66 78.81 80.17 72.30 78.27
DiffCSE (Chuang et al., 2022) 72.28 84.43 76.47 83.90 80.54 80.59 71.23 78.49
PromptBERT (Jiang et al., 2022) 71.56 84.58 76.98 84.47 80.60 81.60 69.87 78.54
SNCSE (Wang et al., 2022) 70.67 84.79 76.99 83.69 80.51 81.35 74.77 78.97

Table 1: Semantic textual similarity performance of RankEncoder and baselines in an unsupervised setting. Following previous sentence embedding studies, we measure the Spearman’s rank correlation between the human-annotated scores and the model’s predictions. The results of the baselines are from the original paper. RankEncoder uses SNCSE as base encoder $E_1$.

4.2 Datasets & Evaluation Metric
We evaluate RankEncoder on seven semantic textual similarity benchmark datasets: STS2012-2016 (Agirre et al., 2012, 2013, 2014, 2015, 2016), STS-B (Cer et al., 2017), and SICK-Relatedness (Marelli et al., 2014). Each dataset consists of sentence pairs with human-annotated similarity scores. For each sentence pair, sentence encoders predict the similarity, and we measure the Spearman’s rank correlation between the predicted similarities and the human-annotated similarities.

4.3 Training Details & Hyper-Parameter Settings
We train RankEncoder on $10^6$ sentences from Wikipedia, following existing unsupervised sentence embedding studies. We use two NVIDIA V100 GPUs for training. The running time for training RankEncoder is approximately 1.5 hours, which takes an hour more than the training time of SimCSE, and its inference takes slightly more time, about 1.8% more than SimCSE based on BERT-base. We provide the details in Appendix A.7. We find the best hyperparameter setting on the development sets of the STS-B and SICK-Relatedness datasets. We set $\lambda_{\text{train}} = 0.05$, $\lambda_{\text{inf}} = 0.1$, $\tau_l = 0.5$, and $\tau_u = 0.8$. We provide more analysis on the hyper-parameter, $\lambda_{\text{train}}$, in Appendix A.2. For other hyperparameters, we follow the base encoder’s setting provided by the authors of each base encoder, $E_1$.

5 Results and Discussions
In this section, we demonstrate that 1) RankEncoder is effective for capturing the semantic similarity scores of similar sentences, 2) RankEncoder is universally applicable to existing unsupervised sentence encoders, and 3) RankEncoder achieves state-of-the-art semantic textual similarity (STS) performance. We describe the detailed experimental results in the following sections.

5.1 Semantic Textual Similarity Performance
We apply RankEncoder to an existing unsupervised sentence encoder and achieve state-of-the-art STS performance. We use SNCSE (Wang et al., 2022) fine-tuned on BERT-base (Devlin et al., 2019) as the base encoder, $E_1$. Table 1 shows the STS performance of RankEncoder and unsupervised sentence encoders on seven STS datasets and their average performance (AVG). RankEncoder increases the AVG performance of SNCSE by 1.1 and achieves state-of-the-art STS performance.

RankEncoder brings a significant performance gain on STS12, STS13, STS14, and SICK-R, but a comparably small improvement on STS16 and STS-B. We conjecture that this is because RankEncoder is specifically effective on similar sentence pairs. The STS12, 13, 14, and SICK-R datasets contain similar sentence pairs more than dissimilar pairs; we show the similarity distribution of each dataset in Appendix A.3. This pattern is aligned with the performance gain on each STS dataset in Table 1.

5.2 Universality of RankEncoder
RankEncoder applies to any unsupervised sentence encoders. We apply RankEncoder to SimCSE (Gao et al., 2021), PromptBERT (Jiang et al., 2022), and SNCSE (Wang et al., 2022). SimCSE represents the vanilla contrastive learning-based sentence encoder, and PromptBERT and SNCSE represent the state-of-the-art unsupervised sentence encoders. We evaluate each encoder’s average per-
Figure 4: STS performance of three unsupervised sentence encoders and RankEncoder. We report the mean performance and standard deviation of three separate trials with different random seeds. RankEncoder brings improvement on all base encoders. This result implies that our approach is generally applicable to other unsupervised sentence embedding approaches.

Figure 5: STS performance of three unsupervised sentence encoders and RankEncoder on sentence pairs with high similarity scores; we select sentence pairs with a similarity between 0.67 and 1.0 (0.0-1.0 scale) in the STS-B dataset. We ablate the two components of RankEncoder, re-training (Eq. 5) and inference (Eq. 7).

5.3 Overlapping Neighbor Sentences

In Section 3.3, we conjecture that the RankEncoder is specifically effective for similar sentence pairs as they have more overlapping neighbor sentences, which are used to approximate their semantic similarity. To support this supposition, we show the relation between the performance gain caused by RankEncoder and the number of overlapping neighbor sentences of the input sentences. We group sentence pairs in the STS-B dataset by cosine similarity scores of their sentence vectors, then compare the STS performance of SimCSE and RankEncoder (Eq. 2 without re-training) on each group; we use SimCSE as the base encoder, $E_1$. We also report the average number of overlapping neighbor sentences of each group; for each sentence pair, we count the number of sentences in the intersection of their top 100 nearest neighbor sentences and take the average. Figure 6 shows one expected result of our supposition; the performance gain correlates with the number of overlapping neighbor sentences.

5.4 Performance on similar sentence pairs

It is more important to accurately predict the similarities between similar texts than those between dissimilar ones. This is because many NLP down-
Figure 6: The performance difference between SimCSE and RankEncoder (blue line) and the number of overlapping neighbor sentences (yellow bar) on each sentence pair group. We group sentence pairs in the STS-B dataset based on the cosine similarity of their vector representations computed by SimCSE. The number of overlapping neighbor sentences is the number of sentences in the intersection of each sentence’s top 100 neighbor sentences.

5.5 The Vector Space of RankEncoder

In Section 3.3, we show that rank vectors become more distinguishable as the number of sharing neighbor sentences increases. In this section, we demonstrate that this pattern holds for a larger corpus as well. Figure 7 shows the vector representations of randomly sampled 1,000 sentences in the STS-B dataset; Figure 7a is the vector space of PromptBERT, and Figure 7b is the rank vector space. We see that the dense sub-spaces in Figure 7a expand as shown in 7b, and their representations become more distinguishable.

Rank vectors improve the uniformity of the semantic vector space with negligible degradation in alignment. Uniformity and alignment are metrics for measuring the quality of embedding vectors (Gao et al., 2021; Wang and Isola, 2020). Uniformity is a measure of the degree of evenness of the embedding vectors. Alignment is a measure of the degree of closeness of the embedding vectors of positive pairs (e.g., sentence pairs with a similarity score higher than 4.0 in the STS-B dataset). We show the uniformity and alignment of each base encoder, $E_1$, and their corresponding rank vectors, RankEncoder$_{E_1}$, in Table 2. For each base encoder, their rank vectors largely improve uniformity, which is aligned with the results shown in Figure 7. These results also show that rank vectors bring degradation in alignment. However, this degradation is relatively negligible compared to the improvement in uniformity. From these results, we conjecture that the performance improvement on the STS benchmark datasets shown in Figure 4 is mostly related to the improvement in uniformity.
Table 2: Uniformity and alignment of base encoders and RankEncoder. Lower is better.

| Encoder       | Uniformity | Alignment |
|---------------|------------|-----------|
| SimCSE        | -2.42      | 0.21      |
| +RankEncoder  | -3.23      | 0.23      |
| PromptBERT    | -1.49      | 0.11      |
| +RankEncoder  | -3.31      | 0.22      |
| SNCSE         | -2.21      | 0.16      |
| +RankEncoder  | -3.20      | 0.21      |

rather than alignment.

6 Conclusion

In this study, we showed that the semantics of a sentence is also determined by its similar sentence, not just the words within the sentence itself. We proposed RankEncoder to overcome the limitation of the previous sentence representation learning approaches, which are limited to using only the input sentence. RankEncoder leverages the distance between the input sentence and the sentences in a corpus to predict its semantic vector. RankEncoder is universally applicable to any unsupervised sentence encoder, resulting in performance improvement, and we demonstrated this with three unsupervised sentence encoders. We achieved state-of-the-art semantic textual similarity performance by applying our approach to the previous best sentence encoder. We also showed that our approach is specifically effective for capturing the semantic similarities of similar sentences.

7 Limitations

This work has been studied on the Wikipedia corpus, following the standard experimental setting used in previous unsupervised sentence representation learning studies. We expect to see many important findings by investigating sentence representation learning on various corpora in different domains such as Bookcorpus (Zhu et al., 2015) and the C4 corpus (Raffel et al., 2019).
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The Spearman’s rank correlation of two lists of variables, $u =< u_1, ..., u_n >$ and $v =< v_1, ..., v_n >$.
is the Pearson correlation coefficient, \( \rho \), of their ranks, \( r^u \) and \( r^v \), as follows:

\[
\rho(r^u, r^v) = \frac{\sum_{i=1}^{n} \left\{ \frac{1}{n} (r^u_i - \bar{r}^u) \times (r^v_i - \bar{r}^v) \right\}}{\sigma(r^u) \times \sigma(r^v)},
\]

where \( \bar{r}^u \) and \( \bar{r}^v \) are the mean of the rank variables, \( \sigma(r^u) \) and \( \sigma(r^v) \) are the standard deviations of ranks. Then, this can be re-written as follows:

\[
\rho(r^u, r^v) =
\left( \frac{1}{\sqrt{n}} \frac{r^u - \bar{r}^u}{\sigma(r^u)} \right)^\top \left( \frac{1}{\sqrt{n}} \frac{r^v - \bar{r}^v}{\sigma(r^v)} \right).
\]

Thus, the inner product of the two rank vectors after normalization with \( g \) is equivalent to the Spearman’s rank correlation of the rank variables.

A.2 \( \lambda_{\text{train}} \) Analysis

The RankEncoder loss, \( l_r \), brings a large effect to RankEncoder’s re-training process even when the weight parameter, \( \lambda_{\text{train}} \), is set to a small value. In this section, we show that the two losses, \( l_{\text{cl}} \) and \( l_r \), similarly affect the total loss, \( l_{\text{total}} \) in Eq. 5, when \( \lambda_{\text{train}} = 0.05 \), which is the default setting we use for all experiments in this paper. Figure 8 shows the training loss curves of RankEncoder and SimCSE-unsup with the same random seed. We show the two losses, \( l_{\text{cl}} \) and \( l_r \), of RankEncoder separately. SimCSE-unsup’s loss rapidly decreases at the beginning, and converges to a value less than 0.001. We see a similar pattern in the contrastive loss of RankEncoder, which is the same loss function as SimCSE-unsup. In contrast, \( \lambda_{\text{train}} \times l_r \) starts from a much lower value than \( l_{\text{cl}} \); even without the weight parameter, \( l_r \) is still much lower than \( l_{\text{cl}} \). After few training steps, \( \lambda_{\text{train}} \times l_r \) converges close to the value of \( l_{\text{cl}} \). Given that \( \lambda_{\text{train}} \) determines the scale of two losses of our hinge loss function (Eq. 5), we expect that increasing \( \lambda_{\text{train}} \) brings RankEncoder’s loss curve converged to higher than SimCSE’s loss. This result shows that \( \lambda_{\text{train}} = 0.05 \) is optimal value that maintaining the RankEncoder’s loss curve similar to the base encoder’s loss curve, while balancing the weights of the two losses, \( l_{\text{cl}} \) and \( l_r \).

The loss curve of a supervised sentence encoder provides a reference point for comparison between the loss curves of unsupervised sentence encoders. In Figure 8, all unsupervised sentence encoders’ loss curves show a rapidly decreasing pattern, which implies overfitting in training. To verify whether this pattern comes from unsupervised training, we show the loss curve of the supervised sentence encoder, SimCSE-sup, in Figure 8. In this experiment, we measure the same contrastive loss used in unsupervised sentence encoders but in the SimCSE-sup’s fully supervised training process. We see the same pattern also holds for SimCSE-sup and verify that the rapidly decreasing pattern is not the problem that only occurs in unsupervised training.

A.3 Similarity Distribution of STS Benchmark Datasets

Semantic textual similarity datasets have different similarity distributions. Since RankEncoder is specifically effective for similar sentence pairs, we expect that RankEncoder brings a more performance increase on datasets with more similar sentence pairs. We show the similarity distribution of each STS dataset in Figure 9. In this figure, we normalize the similarity scores between 0 and 1. The result shows that the similarity distributions of STS12, STS14, and SICK-R are skewed to a high similarity score and STS13’s similarity distribution has a distinct peak at a high similarity score. From the results in Table 1, we see that RankEncoder is more effective on STS12, STS13, STS14, SICK-R, and show the relation between the performance increase and the similarity distribution of

Figure 8: The training loss curves of SimCSE and RankEncoder. X-axis represents a training step, and Y-axis is a scaled loss. After few training steps, the three losses converge in a similar value. Setting \( \lambda_{\text{train}} \) to a small value, 0.05, results in similar weights on the two loss functions of RankEncoder while maintaining the loss curve of the base encoder.
each dataset.

### A.4 Transfer Tasks

We verify that applying our approach to an existing unsupervised sentence encoder increases the performance on transfer tasks. We use the following seven transfer tasks to evaluate sentence embeddings: MR (Pang and Lee, 2005), CR (Hu and Liu, 2004), SUBJ (Pang and Lee, 2004), MPQA (Wiebe et al., 2005), SST (Socher et al., 2013), TREC (Voorhees and Tice, 2000), and MRPC (Dolan and Brockett, 2005). These transfer tasks employ an additional single-layer neural network to transform sentence embeddings into the appropriate output format for a given task. The single-layer neural network is trained with the training set of each task. We use the SentEval toolkit (Conneau and Kiela, 2018) for evaluation. Table 3 shows the performance of SimCSE and RankEncoder on these transfer tasks. We use SimCSE as the base encoder of RankEncoder. Recently, SimCSE (Gao et al., 2021) has shown that training sentence encoders with auxiliary masked language modeling (MLM) loss enhances their performance on transfer tasks. Inspired by this finding, we use MLM loss when training RankEncoder. The experimental results show that our approach increases the average performance on transfer tasks by 0.16%p. This performance gain is relatively small when we compare it with the performance gain on STS benchmark datasets shown in Table 1. This is because the sentence embedding quality is not directly connected to the objective of transfer tasks (Gao et al., 2021).

### A.5 Universality of RankEncoder

In this section, we report the detailed experimental results of Figure 4. Table 4 shows the results.

### A.6 The performance of RankEncoder on Similar Sentence Pairs

We report the detailed results of Figure 5 in Table 5.

### A.7 Computational Cost

In this section, we describe the details of the computational efficiency of RankEncoder.

**Pre-Computation:** We pre-compute sentence vectors of corpus $C$ for training and inference. This takes a few seconds on a single V100 GPU.

**Training:** Most of the additional training time comes from calculating a rank vector similarity matrix (the matrix in Figure 2). First, we calculate a rank vector for every sentence in a given batch. The time complexity of calculating a rank vector is

![Table 3: Transfer task results of baselines and RankEncoder. We use RankEncoder with base encoder SimCSE. MLM represents that the model is trained by both loss functions: its loss function and the masked language modeling loss used in pre-trained language models such as BERT. We set the weight parameter of the MLM loss function to 0.1.](image)

| Model               | MR   | CR   | SUBJ | MPQA | SST  | TREC | MRPC | AVG  |
|---------------------|------|------|------|------|------|------|------|------|
| SimCSE              | 81.18| 86.46| 94.45| 88.88| 85.50| 89.80| 74.43| 85.81|
| SimCSE w/ MLM       | 82.92| 87.23| 95.71| 88.73| 86.81| 87.01| 78.07| 86.64|
| RankEncoder-SimCSE w/ MLM | 82.14| 87.31| 95.35| 89.05| 86.66| 91.00| 76.06| 86.80|

Table 4: Semantic textual similarity performance of sentence encoders. We measure Spearman’s rank correlation between the human-annotated scores and the model’s predictions. We report the mean performance and standard deviation of three separate trials with different random seeds.
Table 5: Semantic textual similarity performance of variations of RankEncoder. $E$ is the base encoder. RankEncoder$_E$ is RankEncoder with Eq. 2. RankEncoder $-$ retrain is RankEncoder with Eq. 5. RankEncoder $-$ retrain $-$ inf is RankEncoder with Eq. 7.

|                   | SimCSE | PromptBERT | SNCSE |
|-------------------|--------|------------|-------|
| $E_1$             | 44.59  | 49.56      | 48.19 |
| RankEncoder$_E_1$| 46.73  | 50.06      | 49.44 |
| RankEncoder$_E_1$ $-$ retrain | 48.41  | 50.75      | 49.80 |
| RankEncoder$_E_1$ $-$ retrain $-$ inf | 48.73  | 50.93      | 49.92 |

$O(N \times D)$, where $N$ is the number of pre-indexed vectors, and $D$ is the dimension of the vectors. Assuming a batch size of $B$, the time complexity of this step is $O(B \times N \times D)$. Second, we calculate a $B \times B$ rank vector similarity matrix. This is $O(B \times B \times N)$ since the dimension size of the rank vector is $N$. The total time complexity is $O(B \times D \times N + B \times B \times N)$, which is $O(B \times D \times N)$, assuming the batch size is much smaller than the dimension size. As a result, the total training time is 1.5 hours, 0.5 hours (the base encoder’s training time) + 1.0 hours (the additional training time brought by our approach).

**Inference:** RankEncoder’s inference process comprises two steps: 1) predicting the sentence vector of an input sentence and 2) computing similarity scores between the input sentence vector and the pre-indexed vectors; we exclude the indexing time since indexing is completed before inference. The first step takes the same inference time as BERT-base (0.07 seconds for a given sentence on a single V100 GPU) as RankEncoder uses BERT-base. The second step entails matrix multiplication of an $N \times D$ matrix and a $D \times 1$ matrix (this takes 0.0013 seconds), which takes 1.8% of the whole inference time. Thus, our method increases the inference time by 1.8%.
Figure 9: Similarity distributions of semantic textual similarity benchmark datasets. We scale the similarity scores between 0.0 and 1.0.
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