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Abstract—With the growing demand for latency-critical and computation-intensive Internet of Things (IoT) services, the IoT-oriented network architecture, mobile-edge computing (MEC), has emerged as a promising technique to reinforce the computation capability of the resource-constrained IoT devices. To exploit the cloud-like functions at the network edge, service caching has been implemented to reuse the computation task input/output data, thus effectively reducing the delay incurred by data retransmissions and repeated execution of the same task. In a multiuser cache-assisted MEC system, users' preferences for different types of services, possibly dependent on their locations, play an important role in the joint design of communication, computation, and service caching. In this article, we consider multiple representative locations, where users at the same location share the same preference profile for a given set of services. Specifically, by exploiting the location-aware users' preference profiles, we propose joint optimization of the binary cache placement, the edge computation resource, and the bandwidth (BW) allocation to minimize the expected sum-energy consumption, subject to the BW and the computation limitations as well as the service latency constraints. To effectively solve the mixed-integer non-convex problem, we propose a deep learning (DL)-based offline cache placement scheme using a novel stochastic quantization-based discrete-action generation method. The proposed hybrid learning framework advocates both benefits from the model-free DL approach and the model-based optimization. The simulations verify that the proposed DL-based scheme saves roughly 33% and 6.69% of energy consumption compared with the greedy caching and the popular caching, respectively, while achieving up to 99.01% of the optimal performance.
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I. INTRODUCTION

The advent of the Internet of Things (IoT) technologies has aroused the proliferation of new applications featuring intensive and real-time computation, such as virtual reality (VR), augmented reality (AR), online gaming, autonomous driving, etc. [2]. However, the fusion of data and service for these emerging types of applications tends to be prohibitive on front-end IoT devices, such as various types of sensors, wearable devices, and smartphones/tablets equipped with limited processing, storage, and battery hardware. Meanwhile, to meet the demand for computation-intensive and latency-critical IoT services, these front-end IoT devices need to offload computation workload to cloud-like processing facilities for high-performance computing. However, the (ultra)low-latency requirement of these applications will not tolerate the long end-to-end latency due to transmission over fronthaul like in the conventional cloud radio network (CRAN) [3]. To address this issue, the fog radio access network (FRAN) has been proposed to provide cloud functionality down to the proximity of the IoT devices at the network edge, thus enabling fog computing or mobile-edge computing (MEC) [4]. Thanks to this IoT-oriented network architecture, the IoT devices are able to get fast response to their service requests and save large amount of energy [5].

One of the mainstreams on MEC in the literature has centered on joint optimization of computation and communication resource allocation [4], [5], [6], [7], [8], [9], [10], [11], [12], such as transmit power and BW to achieve energy-efficient and low-latency computation. However, the above line of work has not incorporated another dimension of design, service
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caching (or task caching). Service caching refers to fetching a priori task-input data, program files, or task results of frequently demanded computation services at edge servers or mobile devices, thus alleviating transmission and execution burden for (partially) repeated request in the future. As a result, service caching further unleashes potential of MEC in terms of energy efficiency and low latency [13], [14], [15], [16], [17], [18]. Note that content-oriented caching has been a well-investigated topic aimed for improving user-perceived quality of experience by reducing network congestion, especially for video content delivery. For example, [19] studied a freshness-aware content refreshing scheme to balance the service delay and content freshness. However, there are several different aspects lying between content-oriented and computation-oriented caching.

1) Compared with content-oriented caching that mainly fetches data over backhaul, service caching takes place in the shared wireless medium, and is thus more vulnerable to channel hostilities, such as channel noise, fading, and mutual interference [1], [15], [16].

2) Computation-oriented tasks are usually context-aware and customized to real-time data generated locally at mobile devices, and therefore the validity of task input/output data and/or program files may last relatively shorter than the content, incurring significant overhead due to service-caching redeployment [13], [14], [15].

A. Related Work

There exists rich literature on joint design of communication and computation resource [6], [7], [8], [9], [10]. Pu et al. [6] and Xing et al. [7] considered Device-to-Device (D2D)-enabled multihelper MEC systems with multiple tasks and jointly optimized task offloading and resource allocation to minimize total energy consumption and latency, respectively. In a wireless energy harvesting setup, [8] jointly optimized task offloading decisions and resource allocation assuming binary offloading to maximize the weighted sum computation rate of all users. The total energy consumption was minimized in [9] by joint optimization of resource allocation, partial task offloading policies, and energy transmit beamforming at the access point. Chen et al. [10] exploited spatial correlation among tasks of VR users located closely in proximity to reduce both the uplink and downlink traffic load in a multibase station (BS) multiuser cloud computing setup.

On another front, there is also prior work that investigated performance gain brought by service caching. For example, [13] studied a single-user cache-assisted MEC system with dependent tasks and minimized the average computation latency and energy consumption considering the coupling effect of service cache placement and computation offloading decisions. Xing et al. [14] exploited temporal correlation among sequential task arrivals at a single user to enable proactive caching of partial task results, therefore reducing the total computation energy over a finite-time horizon. In addition, [16] assumed that the edge server has the input and the output data of all the computation tasks in a multiuser MEC system. Accordingly, it jointly optimized the local caching decisions of task input and/or output data and computing mode of mobile devices to minimize the transmission BW.

Despite of these previous arts on the integrated design of communication, computation, and caching (3C), some assumed fixed service demand [13], which may not be valid in practice, as users normally have random request over different types of services. Although some of the work considered how the MEC users’ preference profiles affect cache placement designs, they did not jointly optimize communication and computation resources along with cache placement. For example, [19] exploited content caching by designing an algorithm to learn users’ preference profile, but it cannot apply to service caching with computation-oriented service requirements. For example, in a VR-assisted museum tour guide system, tourists at different display stands often make requests for context-aware introduction of different displays and are then served by videos played on their individual tour-guide handsets [21]. In this example, the task-input data can be the users’ individual field of vision and the environment parameters at the display stands, etc., and the (cached) task results are the video clips. For one realization of service delivery as illustrated by Fig. 1, both users at location 3 and one user at location 2 request a popular service s3, but only the user at location 2 who has the best channel condition among these three users needs to offload the task-input data of s3 to the BS. Meanwhile, one user at location 1, the edge of the service range, demands a computation-expensive service s1. In this situation, it becomes a natural question to ask whether we place cache for service s3 or s1 subject to limited cache capacity at the BS, in order to minimize the expected sum energy consumption of the users with respect to their dynamic service requests.

Furthermore, cache placement design usually involves mixed-integer nonlinear programming (MINLP) due to binary caching decision variables, which lack an efficient algorithm to solve in general. There are some existing works that adopted reinforcement learning (RL)-based methods to solve the MINLP in MEC settings. For example, [22] employed double DQN to optimize the offloading policy in a MEC system. Wei et al. [23] and Dai et al. [24] adopted actor–critic DRL and deep deterministic policy gradient (DDPG), respectively, to optimize caching strategies. Zhang et al. [25] proposed a DDPG-based actor module to obtain resource allocation and a DQN-based critic module to select the best offloading decision. However, in these scenarios, value-based methods are computationally expensive due to the large and hybrid integer-continuous action space. In addition, policy-based methods often suffer from slow convergence, especially when the critic module fails to produce an accurate and stable approximation of the value function early enough [26]. Huang et al. [27] proposed a hybrid learning-optimization framework and demonstrated its high efficiency in tackling the binary offloading problems in MEC networks. However, the effectiveness of this method to jointly optimizing the binary cache placement as well as the (continuous) BW and computation resource allocation is unknown.

B. Contributions

To tackle the above challenges, in this article, we consider a multiuser MEC system equipped with narrow-band wireless communication facilities, where users request delay-sensitive computation services based on their location-dependent
preferences. The users are then clustered by a fixed number of locations, and each location is representative of the users who share the same service demand profile. Then, among the users that request the same type of service, any user at a location of the best channel condition will be selected to offload the task; and the BS will meet the demand by multicasting the computation results of the service at a rate that ensures successful delivery at all these locations. We aim for minimizing the expected weighted-sum energy consumption with respect to the users’ preference profiles by joint optimization of cache placement, edge computation resources, and BW allocations. This problem is subject to instantaneous service deadline constraints, the maximum caching and computation capacities at the BS, as well as the BW constraints for data transmission. To effectively obtain the binary caching decisions, we propose a deep learning (DL)-based offline cache placement scheme to solve the one-shot MINLP. The main contributions are summarized as follows.

1) We consider multiple representative locations to simplify the problem of multiuser resource allocation and cache placement. This formulation necessitates only the channel state information (CSI) between several locations and the BS, thus facilitates the communications design, and also make the complexity of the problem scale with the number of types of services.
2) To obtain an optimal solution to the resource allocation problem given cache placement, we leverage the Lagrangian dual decomposition method to solve the problem. The optimization framework used in this stage forms an essential module for the proposed DL-based cache placement policies.
3) To solve the MINLP that are adaptive to dynamics of channels and service requests, we propose a DL-based hybrid (offline) learning framework to attain suboptimal caching decisions which advocate both benefits from the model-free DL approach and the model-based optimization. Specifically, the model-free DL module maps the input of channel and task state information to multiple binary caching decisions via a deep neural network (DNN), and the model-based optimization module selects the set of caching decisions that yield the best energy performance by solving multiple resource-allocation problems given the caching decisions. Thanks to the model-based module that provides an accurate evaluation of the candidate caching decisions, the proposed hybrid learning framework simplifies the joint optimization problem to a classification problem and also admits faster convergence than a fully model-free DL approach.
4) We adopt a novel stochastic quantization-based discrete-action generation scheme that samples candidate caching decisions from Bernoulli distribution based on the current model outputs, improving diversity in exploring the optimal caching decisions.
5) In special cases when users in one location only request one specified type of service, by exploiting the structure of the optimal solution, we can recast the original problem into an integer linear programming (ILP), which admits low-complexity solution using off-the-shelf software toolboxes, and attain effective suboptimal caching decisions.
6) Numerical results show the distinguishing performance gain brought by service caching in general and the efficacy of the proposed stochastic quantization-based offline cache placement, by comparison with other benchmarks.

The remainder of this article is organized as follows. The multiuser MEC system model is presented in Section II. Section III formulates the expected weighted-sum energy minimization problem. The jointly optimal solution for communication and computation resource allocation to the problem is investigated in Section IV, with DL-based offline cache placement proposed in Section V. The special case is studied in Section VI. Numerical results are provided in Section VII. Finally, Section VIII concludes this article.

**Notation:** The superscript (·)T represents the transpose of vectors, \( \mathbb{R}^{M \times N} \) stands for the sets of real matrices of dimension \( M \times N \). The cardinality of a set is represented by \( | \cdot | \). \( \text{Exp}(\lambda) \) denotes the exponential distribution with rate parameter \( \lambda \). \( \| \cdot \| \) denotes the Euclidean norm of a vector. In addition, \( \text{Pr}(\cdot) \) means the probability of a random event.

**II. System Model**

As shown in Fig. 1, consider a MEC system that consists of a BS equipped with an edge server of caching facilities and multiple user ends (UEs) grouped into \( K \) different locations, denoted by \( \mathcal{K} = \{1, \ldots, K\} \). Assume that there is a finite library of computation-intensive services denoted by \( \mathcal{S} = \{s_1, \ldots, s_L\} \). Each computation service is characterized by a three-item tuple \((C_l, Q_l, R_l)\), \( l = 1, \ldots, L \). Here, \( C_l \) denotes an application-specific computation requirement of the \( l \)th service (in CPU cycles per bit); \( Q_l \) and \( R_l \) denote the input and output data sizes of the computation service (in bits), respectively. The BS and the UEs are all equipped with a single antenna. We assume that all services can only be executed by the applications installed on the edge server due to the UEs’ low-end IoT devices (such as sensors) with limited computation capacity and power supply [29], [30]. Since the task-input data corresponding to a specific service is assumed to remain unchanged for a period of time as a result of the slow-changing environment dynamics, the associated task-output data keeps the same and can thus be generated and cached \textit{a priori} at the BS for reuse during the considered period of time.
Under this setup, UEs at different locations \( k \in K \) make requests for computation services, and then the BS aggregates the requests and matches them with its cache placement. If the task results for a required service are proactively cached at the BS, the BS will broadcast the cached task results to the target UEs. Otherwise, the UEs must first offload the task-input data to the BS and then the BS performs necessary computation before broadcasting the task results to all UEs demanding this service. In one round of end-to-end computation service delivery, the MEC workflow consists of three phases: 1) task offloading; 2) task computation; and 3) results downloading. In the first phase, the representative UEs (who have the best channel conditions among all those who request the same (uncached) service) offload their respective task-input data to the BS. In the second phase, the BS executes the (uncached) service. In the third phase, the BS multicasts the task results of different services to the UEs. We will elaborate on these phases in the following sections.

A. Location-Aware Task Computation Model

We consider one-shot task requests raised from users at different locations. Specifically, we assume that UEs in one location follow the same task request distributions. We define by a matrix \( A \in \mathbb{R}^{L \times K} \) the tasks’ request state, whose \((l,k)\)th entry, \( A_{l,k} \in \{0,1\}, s_l \in S, k \in K \), is given by

\[
A_{l,k} = \begin{cases} 
1, & \text{if there is a UE at location } k \text{ requesting computation service } s_l \\
0, & \text{otherwise.} 
\end{cases} \tag{1} 
\]

Also, we denote the fixed probability mass function (PMF) for a UE at location \( k \in K \) to demand service over \( S \) by \( P_{l,k} = Pr(A_{l,k} = 1) \), such that \( \sum_{s_l \in S} P_{l,k} = 1 \) \( \forall k \in K \). Note that in general \( P_{l,k} \neq P_{l,k'} \) for any \( k, k' \in K \), \( k \neq k' \).

The BS can proactively cache the computation results of some services to eliminate their real-time execution delay. We define cache placement decisions against service \( s_l \in S \), by an indicator function as follows:

\[
I_l = \begin{cases} 
1, & \text{if the results of } s_l \text{ are cached at the BS,} \\
0, & \text{otherwise.} 
\end{cases} \tag{2} 
\]

The maximum caching capacity equipped on the BS is assumed to be \( S \) (in bits), i.e.,

\[
\sum_{l=1}^{L} I_l R_l \leq S. \tag{3} 
\]

Note that we assume \( \sum_{l=1}^{L} R_l > S \) by default, since the results of all types of services can all be cached otherwise, which reduced to a trivial solution of \( I_l = 1 \) \( \forall s_l \in S \).

We define by \( K_l = \{ k \in K | A_{l,k} = 1 \} \) the set of locations where UEs demand service \( s_l \in S \). The BS needs to provide the computation result of the \( l \)th service if and only if \( |K_l| \geq 1 \) \( \forall s_l \in S \). We adopt a commonly used computation model \([14]\), in which the total number of CPU cycles required for performing one computation task is linearly proportioned to its task input bit length. As a result, the total number of CPU cycles required for the \( l \)th task is given by \( C_l Q_l \). We assume a multicore CPU architecture at the edge server, so that each offloaded task is processed by a different core \([8]\).

Thanks to dynamic voltage and frequency scaling techniques (DVFS) \([7]\), we denote the variable computation frequency (in cycles per second) and the incurred delay for processing the \( l \)th task as \( f_l \) and \( \tau_l \), which are related by

\[
\tau_l = \begin{cases} 
\frac{C_l Q_l}{f_l} (1 - I_l), & \text{if } |K_l| \geq 1 \\
0, & \text{otherwise.} 
\end{cases} \tag{4} 
\]

Notice that we simply set \( \tau_l = f_l = 0 \) for service \( s_l \) with \( |K_l| = 0 \). Equation (4) implies that the BS does not need to recompute the cached computation result with \( I_l = 1 \). A common maximum computation frequency constraints are applied to all the computation cores, i.e.,

\[
f_l \leq f_{\text{max}} \forall s_l \in S. \tag{5} 
\]

Accordingly, the energy consumed by the BS for executing service \( s_l \) is expressed as \([14]\)

\[
E_l^c = \begin{cases} 
\kappa_0 \left( \frac{C_l Q_l}{f_l} \right)^3 (1 - I_l), & \text{if } |K_l| \geq 1 \\
0, & \text{otherwise} \end{cases} \tag{6} 
\]

where \( \kappa_0 \) is a constant denoting the effective capacitance coefficient of the server chip architecture. The expected computation energy consumed by the BS for executing task \( s_l \in S \) w.r.t. the users’ request for task \( s_l \in S \) is thus given by

\[
\mathbb{E}[E_l^c] = 0 \times Pr(|K_l| = 0) + \kappa_0 \left( \frac{C_l Q_l}{f_l} \right)^3 \left(1 - I_l \right) 
\times \left(1 - Pr(|K_l| = 0) \right). \tag{7} 
\]

As \( |K_l| = 0 \) means that no UE in any location requests service \( s_l \), \( Pr(|K_l| = 0) \) is expressed as

\[
Pr(|K_l| = 0) = \underbrace{Pr \left( \bigcap_{k=1}^{K} A_{l,k} = 0 \right)}_{\text{all } k} = \prod_{k \in K} \left(1 - P_{l,k}\right). \tag{8} 
\]

Hence, the expected total computation energy for executing all the request tasks is

\[
E_c^c = \sum_{l=1}^{L} \mathbb{E}[E_l^c] = \sum_{l=1}^{L} \kappa_0 \left( \frac{C_l Q_l}{f_l} \right)^3 \left(1 - I_l \right) \left(1 - \prod_{k \in K} \left(1 - P_{l,k}\right)\right). \tag{9} 
\]

B. Location-Aware Communication Model

In this section, we introduce the communication models for task offloading and results downloading. We assume that task offloading and result downloading phases are assigned with separate narrow bands with a total BW of \( B \) (in Hz), respectively. The transmissions for different services are performed over orthogonal BW via frequency-division multiple

\[2\] If a MEC setup also imposes the sum computation capacity constraint, i.e., \( \sum_{s_l \in S} f_{\text{max}} (1 - I_l) \leq f_{\text{max}} \), which is equivalent to add a linear constraint on the cache placement decisions, the proposed solution of this article is still applicable subject to minor changes.
access (FDMA). We define the BW allocated to service \( s_l \in S \) for task offloading (results downloading) by \( B_l^{\text{off}} = \alpha_l^{\text{off}} B \) (\( B_l^{\text{off}} = \alpha_l^{\text{off}} B_l \)), where \( \alpha_l^{\text{off}} \in [0, 1] \) is the proportion of the BW allocated to service \( s_l \), such that \( \sum_{s_l \in S} B_l^{\text{off}} = B \) (\( \sum_{s_l \in S} B_l^{\text{off}} = B_l \)). In addition, we assume slow fading scenarios, where the wireless channels remain constant during a specified period (shorter than the channel coherence time), which is defined to be as long as several computation deadlines. We also assume that UEs in one location are identical in their path-loss factors and small-scale fading.\(^3\) We denote \( h_k^l \) and \( g_k^l \) as channel coefficients between location \( k \in K \) and the BS for task offloading and results downloading, respectively. We assume that \( h_k^l = \sqrt{A_0} (d_0/d_k)^{\gamma/2} g_k^l \) (\( g_k^l = \sqrt{A_0} (d_0/d_k)^{\gamma/2} g_k \)), \( k \in K \), consists of Rayleigh fading with \( h_k \) (\( g_k \)) \( \sim CN(0, 1) \) and multiplicative path loss \( \sqrt{A_0} (d_0/d_k)^{\gamma/2} \), where \( A_0 \) is the average channel power gain at reference distance \( d_0 \); \( d_k \) is the distance between location \( k \) and the BS, and \( y \) denotes the path-loss exponent factor. Without loss of generality, we also assume descending orders for the normalized channel gains \( u_k \geq \cdots \geq u_{K} \), with \( u_k = ||h_k||^2/\gamma)N_0B_l \) the normalized channel gains with \( N_0 \) being the power spectral density of the additive white Gaussian noise (AWGN). Besides, we assume \( v_{\pi(1)} \geq \cdots \geq v_{\pi(K)} \), where \( v_{\pi(k)} = ||g_k^l||^2/\gamma)N_0B_l \) and \( \pi(\cdot) \) denotes a permutation over \( K \).

1) Task Offloading: The achievable rate for offloading task \( s_l \in S \) from any user at location \( k \in K \) is given by
\[
R_l^{\text{off},k} = \alpha_l^{\text{off}} B \log_2 \left( 1 + \frac{p_{l,k}^{\text{off},k} d_k^{\text{off}}}{\alpha_l^{\text{off}}} \right) \]  
(10)
where \( p_{l,k}^{\text{off},k} \) is the transmitting power at location \( k \). The transmission latency due to offloading service \( s_l \in S \) from location \( k \in K \) is thus expressed as
\[
l^{\text{off},k} = \frac{Q_l}{p_{l,k}^{\text{off},k}} (1 - I_l). \]  
(11)

When \( |K_l| \geq 1 \) locations demand the same computation service \( s_l \in S \), we choose the location among \( K_l \) with the best (normalized) channel gain to perform task offloading so as to reduce the transmission latency and energy consumption. The energy consumed in offloading service \( s_l \in S \) from location \( k \in K_l \) is
\[
E_l^{\text{off},k} = \begin{cases} 
   p_{l,k}^{\text{off},k}, & \text{if a UE from location } k \text{ performs task offloading of service } s_l \\
   0, & \text{otherwise}.
\end{cases} \]  
(12)
If a UE from location \( k \in K_l \) is selected to offload service \( s_l \), no user demands service \( s_l \) from any locations with larger channel gains to the BS than location \( k \). As a result, the probability that a UE from location \( k \in K_l \) is selected to offload service \( s_l \in S \) is expressed as follows:
\[
P_l^{\text{off},k} = \begin{cases} 
   \Pr\left( \bigwedge_{j=1}^{K_l-1} A_{l,j} = 0 \right) \cap A_{l,k} = 1, & \text{if } k > 1 \\
   \Pr(A_{l,1} = 1), & \text{if } k = 1
\end{cases} \]  
(13)

This simplified location-representation multiuser channel models can apply to practical scenarios, e.g., where the users at the same location request computation services by connecting to a common gateway and they are connected with the common gateway via dedicated fiber with negligible transmission cost [28].

which can be simplified as
\[
P_l^{\text{off},k} = \begin{cases} 
   \prod_{j=1}^{K_l-1} (1 - P_{l,j}) P_{l,k}, & \text{if } k > 1 \\
   P_{l,1}, & \text{if } k = 1.
\end{cases} \]  
(14)

The corresponding expected energy for offloading service \( s_l \) w.r.t. task request distribution at location \( k \) is expressed as
\[
E_l^{\text{off},k} = p_l^{\text{off},k} P_{l,k}. \]  
(15)
The total expected task offloading energy w.r.t. demand at location \( k \in K_l \) is thus given by
\[
E_l^{\text{off}} = \sum_{l=1}^{L} E_l^{\text{off},k}. \]  
(16)

2) Results Downloading: After remote execution of service \( s_l \in S \), the BS transmits back the results to \( K_l \) by broadcasting, such that UEs from all these locations can download their desired results. Assuming that location \( \pi(k) \in K_l \) is of the worst normalized channel gain among the locations where service \( s_l \in S \) is requested, the transmission rate that the BS can successfully broadcast the results to UEs in \( K_l \) is expressed as
\[
r_l^{\text{dl}}_{\pi(k)} = \alpha_l^{\text{dl}} B \log_2 \left( 1 + \frac{p_l^{\text{dl}} v_{\pi(k)}}{\alpha_l^{\text{dl}}} \right) \]  
(17)
where \( p_l^{\text{dl}} \) is the transmitting power at the BS for service \( s_l \in S \). The transmission latency caused by downloading the results of the \( l \)th service using rate \( r_l^{\text{dl}}_{\pi(k)} \) is \( t_l^{\text{dl}}_{\pi(k)} = R/p_l^{\text{dl}}_{\pi(k)} \). The energy consumed by the BS for broadcasting service \( s_l \) is accordingly given by
\[
E_l^{\text{dl}} = \begin{cases} 
   p_l^{\text{dl}} t_l^{\text{dl}}_{\pi(k)}, & \text{if } v_{\pi(k)} = \arg \min_{k \in K_l} v_k \\
   0, & \text{otherwise}.
\end{cases} \]  
(18)
Equation (18) implies that the UEs from all locations with smaller channel gains than location \( \pi(k) \) (c.f. channel gains sorted in descending order: as \( v_{\pi(k+1)} \geq \cdots \geq v_{\pi(K)} \)) do not demand for service \( s_l \). Accordingly, the probability of broadcasting service \( s_l \)’s results at the rate subject to location \( \pi(k) \)'s channel gain is given by
\[
p_l^{\text{dl}}_{\pi(k)} = \begin{cases} 
   \Pr\left( \bigwedge_{j=\pi(k)+1}^{\pi(K)} A_{l,j} = 0 \right) \cap A_{l,\pi(k)} = 1, & \text{if } \pi(k) < \pi(K) \\
   \Pr(A_{l,\pi(k)} = 1), & \text{otherwise}
\end{cases} \]  
(19)
which can be simplified as
\[
p_l^{\text{dl}}_{\pi(k)} = \begin{cases} 
   \prod_{j=\pi(k)+1}^{\pi(K)} (1 - P_{l,j}) P_{l,\pi(k)}, & \text{if } \pi(k) < \pi(K) \\
   P_{l,\pi(k)}, & \text{otherwise}.
\end{cases} \]  

The expected energy for broadcasting service \( s_l \)'s results w.r.t. demand profile is
\[
E_l^{\text{dl}} = \sum_{k=1}^{K} E_l^{\text{dl},k} = \sum_{k=1}^{K} p_l^{\text{dl}}_{\pi(k)} E_l^{\text{dl},k}. \]  
(19)
The total expected transmission energy consumption at the BS is thus given by
\[
E^{\text{dl}} = \sum_{l=1}^{L} \sum_{k=1}^{K} E_l^{\text{dl},k}. \]  
(20)
The users in practice by tuning these weighted factors. The total any level of energy-consumption tradeoffs between the BS and example, when

\[
E_s \sum_{u \in S} \alpha_{s}^u \leq T \forall s \in S, \forall (k, j) \in K \times K
\]

Under the assumption of

\[
I_f \sum_{s \in S} \alpha_{s}^u \leq 1
\]

\[
I_f \sum_{s \in S} \alpha_{s}^iu \leq 1
\]

\[
\alpha_{s}^iu B \log_2 \left(1 + \frac{P_{s}^iu \nu(k)}{\alpha_{s}^iu} \right) \geq \frac{Q(1 - I_f)}{r_{t, k}^u}
\]

\[
\forall k \in K \forall s \in S
\]

\[
I_f \in [0, 1], \alpha_{s}^iu \in [0, 1], \alpha_{s}^iu \in [0, 1] \forall s \in S.
\]

The constraints in (21b) are obtained by plugging (4) into the maximum frequency constraints [c.f. (5)]. Constraints (21c) and (21d) are communication BW constraints for task offloading and results downloading, respectively. It is also worth noting that (21e) and (21f) are the minimum transmission rate requirements [c.f. (10) and (17)], which can be easily shown to be active when (P0) is optimally solved.

In addition, problem (P0) can be further simplified by merging some of its constraints as follows.

**Lemma 1**: Problem (P0) can be equivalently transformed to the following problem:

\[
(P') : \text{Minimize } \beta_0 \left(E^c + E^d\right) + \sum_{k=1}^{K} \beta_k E_{k}^{off}
\]

\[
d_{f}^{off} t_{i, k} + t_{i}^{off} \leq T \forall s \in S, \forall (k, j) \in K \times K
\]

\[
I_f \sum_{s \in S} \alpha_{s}^iu \leq 1
\]

\[
\forall k \in K \forall \forall s \in S
\]

\[
I_f \sum_{s \in S} \alpha_{s}^iu \leq 1
\]

\[
\forall k \in K \forall s \in S
\]

\[
I_f \in [0, 1], \alpha_{s}^iu \in [0, 1], \alpha_{s}^iu \in [0, 1] \forall s \in S.
\]

**Proof**: Constraint (21a) includes all cases where the transmission and execution delay for any task should be within deadline \(T\). Hence, if the worst case with the longest service latency satisfies the deadline constraint, i.e., \(t_{i, k}^{off} + t_{i}^{off} + t_{i, \pi(K)}^{all} \leq T \forall s \in S\), so do all other cases.

**IV. Optimal Communication and Computation Resource Allocation**

In this section, we study the optimal solution to problem (P0'). Since problem (P0') is an MINLP that is in general NP-hard, we solve (P0') by decomposing it into two-stage optimization problems: 1) BW and edge computing resource allocation problem with the caching decisions fixed as \(I = I_f\), denoted as (P0'-1) and 2) cache placement problem (P0'-2) to find the optimal caching decisions. In this section, we focus on solving (P0'-1).

It is easily verified that (P0'-1) is a convex problem (The left-hand side (LHS) of (21e) and (21f) are perspective of concave functions, and therefore prove to be concave w.r.t. \(\alpha_{s}^iu\) and \(\alpha_{s}^iu\), respectively,) and also satisfies Slater’s
condition. Hence, we leverage the Lagrangian dual decomposition method to solve problem (P0’-1) with strong duality guaranteed [31].

By denoting the primal-variable tuple and dual-variable tuple as $P = (\alpha^{off}, \alpha^{dl}, \{t_k^{off}\}, \{t_k^{dl}\}, \gamma^{off}, \gamma^{dl})$ and $D = (\mu, \eta, \omega, \sigma, \epsilon)$, respectively, the (partial) Lagrangian of (P0’-1) is given by (23), shown at the bottom of the page, where $\mu = [\mu_1, \ldots, \mu_K]^T$, $\eta = [\eta_1, \ldots, \eta_L]^T$, $\omega = [\omega_1, \ldots, \omega_{K, L}]^T$, and $\gamma = [\gamma_1, \ldots, \gamma_{K, L}]^T$ denote the Lagrangian dual variables associated with (22a), (21b), (21e), and (21f), respectively. Dual variables $\sigma$ and $\epsilon$ are, respectively, associated with the two constraints specified in (21c) and (21d). To facilitate primary problem decomposition over $s_l$, (23) can be equivalently expressed as (24), as shown at the bottom of the page.

The dual function is thus defined as $g(D)$ as follows:

$$g(D) = \min_{P} \mathcal{L}'(P, D)$$

Subject to $\alpha_l^{off} \in [0, 1], \alpha_l^{dl} \in [0, 1] \forall s_l \in S$.

The corresponding dual problem of (P0’-1) is given by

(D1) : Maximize $g(D)$

Subject to $\mu \geq 0, \eta \geq 0, \omega \geq 0$

$$\gamma \geq 0, \sigma \geq 0, \epsilon \geq 0.$$ (26a)

In the following, we solve problem (P0’-1) by first evaluating (25) given fixed $D$, and then iteratively solving problem (D1) to obtain the optimal solution $D^{opt}$.

It follows from $\mathcal{L}'(P, D)$ [cf. (24)] that problem (25) can be decomposed into the following subproblems over $s_l \in S$:

$$\min_{t_l^{off}, t_l^{dl}} \sum_{l=1}^{K} \left( C_l Q_l \left( \frac{t_l^{off}}{t_l^{off}} \right)^3 \left( 1 - \prod_{k=1}^{K}(1 - P_{l, k}) \right) + \mu t_l^{off} - \eta t_l^{off} \right) \forall s_l \in S;$$ (27a)

$$\min_{t_l^{off}, t_l^{dl}} \sum_{l=1}^{K} \left( C_l Q_l \left( \frac{t_l^{off}}{t_l^{off}} \right)^3 \left( 1 - \prod_{k=1}^{K}(1 - P_{l, k}) \right) + \mu t_l^{off} - \eta t_l^{off} \right) \forall s_l \in S;$$ (27b)

$$\min_{t_l^{off}, t_l^{dl}} \sum_{l=1}^{K} \left( C_l Q_l \left( \frac{t_l^{off}}{t_l^{off}} \right)^3 \left( 1 - \prod_{k=1}^{K}(1 - P_{l, k}) \right) + \mu t_l^{off} - \eta t_l^{off} \right) \forall s_l \in S;$$ (27c)

The optimal subproblem to (27a)–(27c), denoted by $(t_l^{off})^*$, $(t_l^{dl})^*$, and $(\alpha_l^{off})^*$, is obtained in the following lemma.

**Lemma 2:** Given fixed $D$, the optimal solution to (27a)–(27c), are, respectively, given by

$$(t_l^{off})^* = \begin{cases} \frac{2 \beta \mu_0 (1 - \bar{h}) C_l Q_l \left( 1 - \prod_{k=1}^{K}(1 - P_{l, k}) \right)}{\mu_l - \eta_l} & \text{if } \mu_l - \eta_l > 0 \\ \text{inf}, & \text{otherwise.} \end{cases} (28a)$$

$$(t_l^{dl})^* = \begin{cases} \frac{\gamma_l \mu_0}{\beta \alpha_l^{off} L_l^{off} \gamma_l^{off} \pi(l, k)} & \forall s_l \in S, k \in K \setminus \{K\} \\ \frac{\gamma_l \mu_0}{\beta \alpha_l^{off} L_l^{off} \gamma_l^{off} \pi(l, k)} + \mu_l & \forall s_l \in S, k = K. \end{cases} (28b)$$

$$\min_{t_l^{off}, t_l^{dl}} \sum_{l=1}^{K} \left( C_l Q_l \left( \frac{t_l^{off}}{t_l^{off}} \right)^3 \left( 1 - \prod_{k=1}^{K}(1 - P_{l, k}) \right) + \mu t_l^{off} - \eta t_l^{off} \right) \forall s_l \in S;$$ (27d)

$$\min_{t_l^{off}, t_l^{dl}} \sum_{l=1}^{K} \left( C_l Q_l \left( \frac{t_l^{off}}{t_l^{off}} \right)^3 \left( 1 - \prod_{k=1}^{K}(1 - P_{l, k}) \right) + \mu t_l^{off} - \eta t_l^{off} \right) \forall s_l \in S;$$ (27e)
Algorithm 1: Ellipsoid Method for Problem (D1’)

Input: Dual variables $D(0)$ which is centered at ellipsoid $E(0) \subseteq \mathbb{R}^{(2KL+2L+2) \times 1}$ containing the optimal dual solution, $n = 0$

1 repeat
2     Obtain $P^*$ based on (28a)–(28c) and (30);
3     Update the ellipsoid $E(n+1)$ based on $E(n)$ and the subgradient of $g(D(n))$ w.r.t. the dual variables [31]; and set $D(n+1)$ as the center of ellipsoid $E(n+1)$;
4     Set $n = n + 1$.
5 until the stopping criterion for the ellipsoid method is met;

Output: $D^{opt} \leftarrow D(n)$

\[
(r_{i,k}^{off})^* = \begin{cases} 
\frac{\omega_l k Q_l}{\beta_p k P_{i,k}^{off} + \mu_i} & \forall s_i \in S, k \in K \setminus \{k\} \\
\frac{\omega_l k Q_l}{\beta_p k P_{i,k}^{off} + \mu_i} & \forall s_i \in S, k = K.
\end{cases}
\] (28c)

Proof: Refer to the Appendix.

To solve (27d), we first take the derivative of its objective function w.r.t. $\alpha_i^{off}$, denoted by $F(\alpha_i^{off})$, $s_i \in S$, which is defined as follows:

\[
F(\alpha_i^{off}) = \sum_{k=1}^{K} \omega_l k B \ln \left( \frac{1 + p_{k,off}^{off} u_k}{\alpha_i^{off}} \right) - \frac{p_{k,off}^{off} u_k}{\alpha_i^{off}} - \sigma.
\] (29)

It is verified that $F(\alpha_i^{off})$ is nonincreasing w.r.t. $\alpha_i^{off} \in (0, 1]$, with $\lim_{\alpha_i^{off} \to +\infty} F(\alpha_i^{off}) = +\infty > 0$ and $F(1) = \sum_{k=1}^{K} (\omega_l k B) \ln (1 + p_{k,off}^{off} u_k) - (p_{k,off}^{off} u_k) - \sigma$. Therefore, if $F(1) > 0$, it suggests that $F(\alpha_i^{off}) > 0$ over $\alpha_i^{off} \in (0, 1)$, and that the optimal $\alpha_i^{off}$ to (27d) is $(\alpha_i^{off})^* = 1$; otherwise, there must be some $\tilde{\alpha}_i^{off} \in (0, 1]$ such that $F(\tilde{\alpha}_i^{off}) = 0$, which turns out to be the optimal $\alpha_i^{off}$ and can be found numerically via the bisection method. To sum up

\[
(\alpha_i^{off})^* = \begin{cases} 
1, & \text{if } F(1) > 0 \\
\tilde{\alpha}_i^{off}, & \text{otherwise}.
\end{cases}
\] (30)

Applying a similar procedure to subproblem (27e), we can also obtain the optimal $(\alpha_i^{df})^* \forall s_i \in S$.

Next, we begin solving problem (D1). Since (28a) implies that the optimal dual variables satisfy $\mu_i - \eta_i > 0 \forall s_i \in S$, problem (D1) is recast as follows:

(D1'): Maximize $g(D)$

Subject to (26a), (26b)

\[
\mu_i - \eta_i > 0 \forall s_i \in S.
\] (31)

As $g(D)$ is convex but nondifferentiable, we iteratively solve (D1') by subgradient-based methods, e.g., (constrained) ellipsoid method, the algorithm of which is summarized in Algorithm 1 [31].

It then remains to find the primal-optimal solution to (P0'-1). Since $(\tilde{r}_i^{off})^*$, $(\tilde{r}_i^{off}(k))^{off}$, $(\tilde{r}_i^{df})^*$, $(\alpha_i^{off})^*$, and $(\alpha_i^{df})^* \forall k \in K, s_i \in S$ are unique optimal solution to problem (27a)–(27e), the optimal solution $(\tilde{r}_i^{off})^{opt}$, $(\tilde{r}_i^{off}(k))^{opt}$, and $(\tilde{r}_i^{df})^{opt}$ to (P0'-1) can be directly obtained by plugging $D^{opt}$ into (28a)–(28c), while the optimal solutions $(\alpha_i^{off})^{opt}$ and $(\alpha_i^{df})^{opt}$ are numerically attained [c.f. (30)]. To sum up, with any (feasible) caching decisions given, problem (P0'-1) can be solved by the dual decomposition method as above.

The optimal solution to (P0') can be found by exhaustive search with high computational complexity of $O(2^{|S|})$. To accommodate the large number of services $|S|$ with UEs at different locations having independent request over the service library $S$, we propose in general a DL-based algorithm to find cache placement for (P0') in the next section.

V. DL-BASED OFFLINE CACHE PLACEMENT

The optimal cache placement shall balance various coupled factors of the tasks, such as popularity, uplink and/or downlink data transmission quality, data size, and computation intensity. As a result, to avoid numerically solving complex MINLP for optimal caching decisions every time the channel or the task information changes, in this section, we propose a DL-based hybrid learning framework to solve (P0'-2).

We consider fixed distance between the service locations and the BS with the channel coefficients distributed as $h_k^t (g_k^t) \sim \mathcal{CN}(0, A_0 d_k/d_k')$ and thus the normalized channel gains $u_k$’s ($v_s$’s) following exponential distribution with parameters ($|N_0|B/[|A_0| d_k/d_k']$) ($|N_0|B/[|A_0| d_k/d_k']'$). We also assume that the input/output bit length for computation tasks in $S$ are drawn from uniform distributions denoted as $U(a, b)$, where $a$ and $b$ are the minimum and maximum bounds of the distributions, respectively.

As a result, a sufficient number of data samples composed of quadruples as $(h_k^t, g_k^t, Q_k^t, R_k^t)$, where $h_k^t = (u_1, ..., u_k)^T$, $g_k^t = (v_1, ..., v_k)^T$, $Q_k^t = (Q_1, ..., Q_k)^T$, and $R_k^t = (R_1, ..., R_k)^T$ can be synthesized offline in the $t$th iteration, while the corresponding caching decisions $I_k^{(t)} = (I_1^{(t)}, ..., I_k^{(t)})^T$ serving as "labels" are generated during the training as going to be introduced shortly. When the training finishes, whenever a change arises in the input quadruple, the trained model can be evaluated to yield the joint solution of resource allocation and cache placement.

Mathematically, our goal is to generalize a nonlinear mapping between sample inputs and outputs using an approximation function $f_{\theta}(\cdot)$ parameterized by $\theta$ via a DNN, which is defined as

\[
f_{\theta}(\cdot) = f_{\theta}^{\theta_0}(h(\cdot), g(\cdot), Q(\cdot), R(\cdot)).
\] (32)

In order to identify the parameter vector $\theta$ for the mapping $f_{\theta}^{\theta_0}(h(\cdot), g(\cdot), Q(\cdot), R(\cdot))$, we formulate a learning problem with the empirical risk function that measures the mean-square error (MSE) between the model output $f_{\theta}(\cdot)$ and the (labeled) caching decisions $I_{k^{(t)}}$ as the objective (referred to as "training loss," evaluated at “C” in Fig. 3)

\[
\min_{\theta} \mathbb{E}_s \|I_{k^{(t)}} - f_{\theta}^{\theta_0}(h(s), g(s), Q(s), R(s))\|^2
\]
summarized in Fig. 3. It consists of two alternating stages: 1) service caching decisions (labels) generation and 2) DNN-based offline training, which are detailed in the following sections.

### A. Service Caching Decisions Generation

To find the optimal cache placement for problem (P0’-2) by solving (P0’-1) requires exhaustive search over $2^L$ binary candidates, thus causing complexity of $O(2^L \times (2KL + 2L + 2)^2 \log(\sqrt{f_W} / \xi))$, where $2(2KL + 2L + 2)^2$ accounts for the complexity for solving (P0’-1) using Algorithm 1 [32]. $W$ is a Lipschitz constant for (25) over the initial ellipsoid $E^0 = \{ |D| \leq \sqrt{T} \}$, $\omega$ is a subgradient of $g(D)$ over $E^0$, and $\xi$ is a parameter controlling the accuracy of the ellipsoid algorithm. To address this challenge, we propose in this section a suboptimal label generation scheme that aims for “exploitation” of the current DNN outputs $I^{(t)}$ while providing sufficient diversity for “exploration.” To generate feasible service cache placement, we quantize $I^{(t)}$ into a number $J$ of candidates. Specifically, we propose a stochastic quantization mapping defined as

$$g_J : I^{(t)} \rightarrow \{I^{(t)}_j\}_{j = 1}^J \in \{0, 1\}^L$$

which is illustrated in Fig. 4.

To elaborate, first, we add the Gaussian noise to the DNN logits $I^{(t)}$ to generate more diversity in the caching decision space $\{0, 1\}^L$. The activation operating element-wise on the noisy logits can be expressed as $\hat{I}^{(t)} = f_{sg}(I^{(t)} + n)$, where $n \sim \mathcal{CN}(0, I)$, where $f_{sg}(\cdot)$ is the sigmoid function defined by $f_{sg}(x) = 1/(1 + e^{-x})$, such that $I^{(t)}_j$, the $j$th entry of $\hat{I}^{(t)}$, falls with in $[0, 1]$. Next, we sample from Bernoulli distribution a binary caching decision for each of the $L$ services $M$ times

$$I^{(t)}_{l,m} = \begin{cases} 1, & \text{with probability } \hat{I}^{(t)}_{l,j} \\ 0, & \text{otherwise} \end{cases}$$

where $I^{(t)}_{l,m}$ denotes the $l$th entry of the $m$th candidate $I^{(t)}_m = (I^{(t)}_{l,m}, \ldots, I^{(t)}_{L,m})^T \forall m \in \{1, \ldots, M\}$. Finally, we randomly select $J$ ($J < M$) out of $M$ caching decisions that satisfy (3).

To take into account candidate solutions with different noise-weighting, we include in every selected $J$ sets of candidate caching decisions one candidate where each entry $I^{(t)}_j$ is sampled from $\hat{I}^{(t)}_j = f_{sg}(\hat{I}^{(t)}_j)$ based on noise-free logits, $l = 1, \ldots, L$. Then, we evaluate the performance of the $J$ candidate decisions by optimally solving (P0’-1) (see Section IV for detail) using off-the-shelf convex problem solvers such as CVX [33], and the one with the minimum expected energy consumption $E(h^{(t)}, g^{(t)}, \hat{Q}^{(t)}, R^{(t)}, \hat{I}^{(t)})$ will be selected as the caching decision $I^{(t)}_J$ serving as labels for problem (P1).

**Remark 2:** For the determined order-preserving-based caching decisions generation employed in [27], the orders for any two entries are preserved across all $M$ candidates. That is, if $\hat{I}^{(t)}_{l,i} \leq \hat{I}^{(t)}_{l,j}$, then $I^{(t)}_{l,m} \leq I^{(t)}_{l,m}$ for any $m \in \{1, \ldots, M\}$. By comparison, the sampled caching decisions based on (34) provide more uncertainties, and therefore, by properly choosing $M$ and $J$, it is more likely to find promising candidates satisfying (3).

\[\text{If there are not enough feasible caching decisions, we randomly select a missing number of candidates from the rest of M caching decisions or resample M sets of caching decisions until J candidate caching decisions are generated.}\]
Remark 3: Note that the choice of $J$ plays an important role in balancing the quality of the output caching decision and computational complexity. Since the selected (feasible) caching decisions are evaluated to approximate the ground-truth label (C in Fig. 3), given a sufficiently large $M$ fixed, larger $J$ implies more reliable approximation and thus faster training convergence at the cost of higher per-iteration computation complexity, and vice versa.

Note that any candidate caching decisions violating constraint (3) are discarded. By examining problem $(P0^*)$, the caching decisions achieve optimality when (3) is satisfied to its maximum extent.\(^5\) Inspired by this, we sort the entries of all eligible candidate solutions in descending order according to their corresponding value in $I^{(t)}$, and flip 0’s to 1’s until (3) is satisfied to its maximum extent.

B. DL-Based Offline Training

The newly obtained label $I^{(t)}$, combined with the sample inputs $(h^{(t)}, g^{(t)}, Q^{(t)}, R^{(t)})$, forms a new input-label pair $(h^{(t)}, g^{(t)}, Q^{(t)}, R^{(t)}, I^{(t)})$. Specifically, we start with training after sufficient number of input-label samples are collected in the data buffer, and update the parameter vector $\theta^{(t)}$ every $\tau$ iteration by a stochastic gradient descent (SGD) step as follows:

$$\theta^{(t+1)} = \theta^{(t)} - \eta^{(t)} \hat{\nabla}L(\theta^{(t)})$$

where $\eta^{(t)}$ is the learning rate, and $\hat{\nabla}L(\theta^{(t)}) = (1/|D^{(t)}|) \sum_{\omega \in D^{(t)}} \nabla L(\theta^{(t)}, h^{(t)}, g^{(t)}, Q^{(t)}, R^{(t)})$ is the stochastic gradient approximating $\mathbb{E}_{(\omega)}[\nabla L(\theta^{(t)}, h^{(t)}, g^{(t)}, Q^{(t)}, R^{(t)})]$ via a mini-batch $D^{(t)}$ of samples from the data buffer in the $t$th iteration. Furthermore, we also maintain the data buffer with limited capacity, where only the latest $|\mathcal{R}|$ input-label pairs are kept for model updates. The overall DL-based cache placement algorithm is summarized in Algorithm 2.

After the training converges, given any input $(h^{(t)}, g^{(t)}, Q^{(t)}, R^{(t)})$, the caching decisions can be obtained by implementing steps 3–6 in Algorithm 2, whose model-inference complexity is $O(J \times 2(2KL + 2L + 2)^2 \log (\sqrt{\mathcal{P}/\delta}))$.

Remark 4: Compared to a fully model-free DL approach which incorporates all binary caching decision and continuous resource allocations as actions, the proposed hybrid learning framework significantly reduces the action space by simplifying the learning task to a classification problem. Moreover, the model-based optimization module facilitates faster convergence than a fully model-free DL approach, whose training is often compromised by inaccurate evaluation of the actions due to insufficient training. In addition, after model deployment, the proposed hybrid approach obtains effective cache placement and the corresponding resource allocation by model inference with little computation overhead.

Remark 5: While the proposed learning framework can be used offline by synthesizing a sufficient amount of input samples based on full knowledge of the distribution of channel gains and task-input/output data size, it can also serve as an online training framework to accommodate application scenarios when input samples can only be revealed real time with partial or no knowledge of their (stable) distributions.

#### VI. SPECIAL CASE

Consider special scenarios in which UEs at each location demand a unique type of service in $\mathcal{S} = \{s_1, \ldots, s_K\} \subseteq \mathcal{S}$. This is equivalent to $P_{i,k} = 1$ for $s_i = s_k$ and $P_{i,k} = 0$ for $s_i \in \mathcal{S} \setminus s_k \forall k \in \mathcal{K}$. Indices $l$ and $k$ thus become interchangeable. Hence, $E^c$ is recast as $\sum_{k \in \mathcal{K}} \mathbb{E}_k[C_k Q_k] \mathbb{E}(1 - I_k)(I_k)^2$ [c.f. (9)]; $E^b$ reduces to $P_{k} \mathbb{E}(1 - I_k)$ [c.f. (16)]; and $E^d$ is simplified as $\sum_{k \in \mathcal{K}} P_k \mathbb{E}(1 - I_k)^2$ [c.f. (20)]. In addition, (21a) also reduces to $P_{k} \mathbb{E}(1 - I_k)^2$, $\alpha^c = [\alpha_i^{c,k}, \ldots, \alpha_i^{c,K}]$, $\alpha^d = [\alpha_i^{d,k}, \ldots, \alpha_i^{d,K}]$, $\mathbf{t}^c = [\mathbf{t}_k^c, \ldots, \mathbf{t}_K^c]$, $\mathbf{t}^d = [\mathbf{t}_k^d, \ldots, \mathbf{t}_K^d]$, the weighted-sum energy minimization problem under this special circumstance is formulated as [1]

\begin{align}
\text{(P2): Minimize} & \quad \beta_0 \sum_{k \in \mathcal{K}} \left( \kappa_0 (C_k Q_k) \mathbb{E}(1 - I_k) \right) \left( \mathbb{E}(1 - I_k) \right) + \beta_k P_k \mathbb{E}(1 - I_k) \nonumber \\
\text{Subject to} & \quad \sum_{k \in \mathcal{K}} I_k R_k \leq S \quad \text{(36a)} \\
& \quad I_k^c + I_k^d + I_k^d \leq T_k \forall k \in \mathcal{K} \quad \text{(36b)}
\end{align}

---

\(^5\)Constraint (3) being satisfied to its maximum extent refers to caching decisions that are feasible to problem $(P0^*)$, but incurs violation of (3) if any more type of service is cached.
\[ t_k^* \geq \frac{C_k Q_k (1 - I_k)}{P_{\text{max}}^k} \forall k \in K \]  
\[ \sum_{k \in K} \alpha_k^{\text{off}} \leq 1 \]  
\[ \sum_{k \in K} \alpha_k^{\text{all}} \leq 1 \]  
\[ \alpha_k^{\text{off}} B \log_2 \left( 1 + \frac{p_k^{\text{off}} u_k}{\alpha_k^{\text{off}}} \right) \geq Q_k (1 - I_k) \forall k \in K \]  
\[ \alpha_k^{\text{all}} B \log_2 \left( 1 + \frac{p_k^{\text{all}} v_k}{\alpha_k^{\text{all}}} \right) \geq R_k \forall k \in K \]  
\[ I_k = \{0, 1\}, \alpha_k^{\text{off}} \in [0, 1], \alpha_k^{\text{all}} \in [0, 1] \forall k \in K. \]  

**Remark 6:** We provide the model-based solution to problem (P2) for the following reasons. First, given the dual variables, the optimal resource allocation in special case admits (semi-) closed-form solution [c.f. (36d)–(36e)] compared to the general case when BW solution can only be numerically attained. This helps obtain insights for optimal BW allocation. Second, the special case allows fast acquisition of (suboptimal) resource allocation without iterative primal–dual updates thanks to the structure of the semi-closed-form solution. In addition, the special case warrants low-complexity solution to the MINLP leveraging ILP without going through the DRL training process. The effect of this solution will be corroborated by numerical results in Section VII-B.

We then provide analytical solution in semi-closed form for the special-case problem (P2) and draw some insights therein. With the caching decisions fixed as \( I = I \), problem (P2) reduces to (P2-1), whose Karush–Kuhn–Tucker (KKT) solution is obtained leveraging the following lemma.

**Lemma 3:** By denoting the Lagrangian multiplier associated with (36b)–(36g), by \( \mu = [\mu_1, \ldots, \mu_K]^T, \eta = [\eta_1, \ldots, \eta_K]^T, \omega = [\omega_1, \ldots, \omega_K]^T, \gamma = [\gamma_1, \ldots, \gamma_K]^T, \sigma \) and \( \epsilon \), respectively, the KKT solution to problem (P2-1) for given \( \mu, \eta, \omega, \gamma, \sigma, \epsilon \) is as follows:

\[
\begin{align*}
   (d_k^{\text{off}})^\ast &= \sqrt{\frac{\gamma_k R_k}{\beta_k p_k^{\text{all}} + \mu_k}} \quad (37a) \\
   (d_k^{\text{all}})^\ast &= \sqrt{\frac{\omega_k Q_k}{\beta_k p_k^{\text{all}} + \mu_k} (1 - I_k)} \quad (37b) \\
   (t_k^1)^\ast &= \begin{cases} 
   \phi_k = \frac{\gamma_k^{\ast} R_k}{\beta_k p_k^{\text{all}} + \mu_k}, & \text{if } \mu_k - \eta_k > 0 \\
   \text{inf}, & \text{otherwise} 
   \end{cases} \quad (37c) \\
   (\alpha_k^{\text{off}})^\ast &= \min \left\{ \frac{p_k^{\text{off}} u_k}{\ln 2} l_{\text{opt}}^{\text{off}} - 1 \right\} \quad (37d) \\
   (\alpha_k^{\text{all}})^\ast &= \min \left\{ \frac{p_k^{\text{all}} v_k}{\ln 2} l_{\text{opt}}^{\text{all}} - 1 \right\} \quad (37e)
\end{align*}
\]

where \( W_0(\cdot) \) is the principal branch of the Lambert W function defined as the inverse function of \( xe^x = y \) [35], \( \phi_k = -\sigma/|\omega_k B| - (1/\ln 2) \), and \( \omega_k = -(\epsilon/|\gamma_k B|) - (1/\ln 2) \).

**Proof:** Refer to [1, Appendix 1].

**Remark 7:** Compared with the KKT solution to problem (P0’-1) [c.f. (28a)–(28c) and (30)], the optimal offloading/downloading BW for given dual variables can be obtained in semi-closed forms, from which we have the following observations.

1) With the transmitting power \( p_k^{\text{off}} \) of UEs at location \( k \) fixed, the \( (\alpha_k^{\text{off}})^\ast \) of BW allocated for these UEs for offloading is proportional to their channel gain \( h_k \) to the BS, and when \( h_k \) increases to be larger than a threshold \( ((e^{[\omega_k (\epsilon - 2)^2]} - \phi_k) - 1)/|p_k^{\text{off}}|) \), UEs at location \( k \) will gain access to full BW to save transmission latency and thus energy.

2) Likewise, \( (\alpha_k^{\text{all}})^\ast \) is also increasing with \( p_k^{\text{off}} \) such that the UEs with larger transmitting power are able to finish task offloading faster to save energy. Similar insights can also be drawn from (37e).

Note that for the special-case problem (P2) only, we propose an ILP-based suboptimal cache placement scheme leveraging the KKT solution for BW allocation given by (37d) and (37e). First, under the assumption that the computation frequency of the edge server is fully used for each computation task, e.g., \( f_k = f_{\text{max}}^{\text{off}} \forall k \in K \), the execution delay of any task is highly probably shorter than the deadline for the purpose of energy saving, i.e., \( t_k^1 + t_k^2 + t_k^3 < T \forall k \in K \). The optimal dual variables associated with (36b) thus become zero due to the complementary slackness. Then assuming that there is no cache placed for any tasks, i.e., \( I_k = 0 \forall k \in K \), we substitute (37b) and (37d) for \( l_k^{\text{off}} \) and \( \alpha_k^{\text{all}} \) respectively, in (36d) and (36f). Since it is easy to verify that (36d) and (36f) are achieved active for the optimal solution to (P2-1), this implies a set of equations as follows:

\[
\begin{align*}
   f(\omega_k, \sigma) &= 0 \forall k \in K \\
   g(\alpha_1, \ldots, \alpha_K, \sigma) &= 0 \quad (38)
\end{align*}
\]

where \( \forall k \in K \)

\[
\begin{align*}
   f(\omega_k, \sigma) &= \frac{B_k^{\text{off}} u_k}{\ln 2} W_0\left(\frac{-\exp(\phi_k(\omega_k, \sigma) \ln 2)) - \phi_k(\omega_k, \sigma) \ln 2 - 1}{(\omega_k(\omega_k(\omega_k, \sigma) \ln 2)) - \phi_k(\omega_k, \sigma) \ln 2) \sqrt{\ln 2} g(\alpha_1, \ldots, \alpha_K, \sigma)} = \frac{p_k^{\text{off}} u_k}{\ln 2} l_{\text{opt}}^{\text{off}} - 1.
\end{align*}
\]

**Lemma 4:** There must exist numerical solutions of \( \sigma \) and \( \omega_k \forall k \in K \) to the set of equations in (38).

**Proof:** \( f(\omega_k, \sigma) \) and \( g(\alpha_1, \ldots, \alpha_K, \sigma) \) are both nondecreasing w.r.t. \( \omega_k \) and nonincreasing w.r.t. \( \sigma \forall k \in K \) (Refer to [1, Appendix 2]). Moreover, it is easily verified that \( \lim_{\omega_k \to 0^+} f(\omega_k, \sigma) = -\infty < 0, k \in K \), and \( \lim_{\alpha_k \to 0^+} g(\omega_1, \ldots, \omega_K, \sigma) = +\infty > 0 \). Based on the monotonicity of the two functions, we use the bisection method to solve \( f(\omega_k, \sigma) = 0 \) by fixing \( \sigma \), and then plug the solution \( \omega_k \forall k \in K \) into \( g(\alpha_1, \ldots, \alpha_K, \sigma) \) to further find \( \sigma \) via bisection until \( g(\omega_1, \ldots, \omega_K, \sigma) = 0 \) is met.

We can solve another similar set of equations as (38) to obtain optimal \( \epsilon \) and \( \gamma_k \forall k \in K \). Then with \( (\alpha_k^{\text{off}})^\ast \)'s and \( (\alpha_k^{\text{all}})^\ast \)'s numerically obtained [c.f. (37d) and (37e)], \( t_k^2 = \left( \frac{C_k Q_k (1 - I_k)}{P_{\text{max}}^k} \right) \).
\[(C_k \bar{Q}_k)/\rho_0^\text{max}, k \in \mathcal{K},\] 
\[\rho_0 \text{off}_k \text{ [c.f. (36f)]}, \text{ and } \rho_0 \text{on}_k \text{ [c.f. (36g)]}, k \in \mathcal{K},\]
are obtained as constants, denoted by \(c_{\text{off}_k}, c_{\text{on}_k}\), and \(z_{\text{off}_k}\), respectively. As a result, problem \((P2)\) reduces to an ILP, with only the caching decision \(I\) as optimization variables as follows:

\[
(P2-2) : \text{Minimize } \bar{I} \sum_{k \in \mathcal{K}} \chi_k \beta_0 \left(\frac{(C_k \bar{Q}_k)^3}{(I_k)^2} \right) + \sum_{k \in \mathcal{K}} \beta_k \rho_0 \text{off}_k (1 - I_k) \\
\text{Subject to } \sum_{k=1}^{K} I_k R_k \leq S, \ I_k \in \{0, 1\} \ \forall k \in \mathcal{K}.
\]

Remark 8: The ILP problem \((P2-2)\), despite of being exponentially complex in the worst case, admits the complexity of \(O(L^2 \log L)\) on average thanks to the recently developed fast branch-and-bound method, e.g., the Lenstra–Lenstra–Lovasz (LLL) algorithm [36], which can be effectively solved using off-the-shelf software packages, e.g., [37]. In addition, the objective function of problem \((P2-2)\) suggests to cache the results of those tasks requiring high energy consumption in task offloading and computation.

When the ILP-based cache placement is obtained by solving \((P2-2)\), we solve \((P2-1)\) once again to get the corresponding suboptimal resource allocation.

VII. NUMERICAL RESULTS

In this section, we verify the effectiveness of our proposed DL-based service cache placement algorithms for problem \((P0)\) as well as the suboptimal cache placement designed for the special-case problem \((P1)\). We consider a wireless setup where there are \(K = 5\) locations deployed on a circle with radius \(d_k = d = 0.03\) km centered on the BS \(\forall k \in \mathcal{K}\), and a service library with \(L = 10\) types of services. A task request from location \(k \in \mathcal{K}\) is assumed to follow Zipf distribution given by [38], [39]

\[
P_{l,k} = \frac{1}{I_k} \left(\sum_{s \in \mathcal{S}} \frac{1}{I_s^\gamma}\right)^{-\gamma} \tag{39}
\]

where \(\sigma_l = 0.9\) determines the skewness of the preference profile at location \(k\), and \(I_k = \pi_k(l)\) is the rank of service \(s_l \in \mathcal{S}\) in terms of popularity at location \(k\), represented by a permutation \(\pi\) of \(\mathcal{S}\). The average channel gain \(A_0\) is set as 128.1 dB at reference distance \(d_0 = 1\) km with the path-loss exponent factor \(\gamma = 2.6\) [13]. The Rayleigh fading is generated by i.i.d. complex Gaussian RVs with zero mean and unit variance. The task-input and task-output bit lengths follow uniform distributions, denoted by \(Q_l \sim \mathcal{U}(7, 7.5)\) Mbits and \(R_l \sim \mathcal{U}(21, 22)\) Mbits, \(s_l \in \mathcal{S}\). Other parameters are set as follows unless otherwise specified: transmission BW \(B_{\text{off}} = B_{\text{on}} = 10\) MHz, noise spectrum density \(N_0 = -169\) dBm/Hz, weight factors for problem \((P0)\) \(\beta_0 = 0.5, \beta_k = 0.5/K\), the maximum edge server’s computation frequency \(f_0^\text{max} = 10\) GHz, transmission power \(p_t^\text{off} = 0.25\) W, \(p_t^\text{on} = 1\) W, capacitance coefficient \(\kappa = 10^{-27}\), and the number of CPU cycles required for computation service \(s_l \mathcal{C}_l = 1000\) cycles/bit \(\forall k \in \mathcal{K}\), \(s_l \in \mathcal{S}\) [14], [20].

Algorithm 3: Greedy Cache Placement Scheme

Initial: \(I^{(0)} = [0, \ldots, 0]^T\), \(S^{(0)} = S\) and \(n = 0\)

1 repeat
2 Solve \((P0'-1)\) to obtain service \(s_l\)’s expected energy consumption
3 Set \(I^{(n)}_l = 1\) for service \(l = \arg \max_{s_l \in S^{(n)}} E_l\); 4 Update \(S^{(n+1)} = S^{(n)} \cup \{s_l\}\);
5 Update \(n = n + 1\).
6 until Constraint (3) becomes infeasible;

Output : \(I^{(n)}\)

Furthermore, the deadline for each task is set to be the same, e.g., \(T_l = T = 2.8\) s \(\forall s_l \in \mathcal{S}\), and the caching capacity \(S = 128\) Mbits [40].

As benchmarks, we consider the optimal cache placement using an exhaustive search as well as other benchmarks for all the problems as follows.

1) Greedy Caching: We cache the results of the most energy-consuming tasks one by one until the caching capacity is fully exploited. Specifically, we initially set all the tasks as \(I_l = 0\), \(\forall s_l \in \mathcal{S}\). Then, we solve \((P0'-1)\) to obtain the weighted-sum expected energy consumption. Next, we set the cache placement of the \(l\)th service with the largest energy consumption as \(I_l = 1\). Then, we repeat the above procedure until (3) becomes infeasible. This heuristic algorithm is summarized in Algorithm 3.

2) Popular Caching: We cache the results of the tasks most likely to be demanded one by one until the caching capacity is achieved. First, we calculate the probability for each service \(s_l \in \mathcal{S}\) to be requested, i.e., \(1 - Pr(|K|) = 0\), and order these probability in descending order. Next, we cache in descending order the results of those services until (3) is violated.

3) No Caching: All task results are not cached, and each task on demand has to be offloaded to and executed at the edge server.

4) All Caching: This scheme assumes no constraint (3), so all task results are cached at the edge server. It serves as the performance upper bounds for all other schemes.

A. DL-Based Offline Cache Placement for \((P0)\)

In the DL-based offline learning framework (c.f. Fig. 3), the DNN consists of one input layer with 30 neurons, three hidden layers, and one output layer with ten neurons, where the first, the second, and the third hidden layers have 160, 120, and 80 hidden neurons, respectively. Here, we use ReLU as the activation function in the hidden layers and the sigmoid activation function in the output layer. We implement the algorithm in MATLAB R2020a 9.8 using DL Toolbox 14.0 and set the learning rate \(\eta^{(0)} = 0.01\), mini-batch size for training \(|D^{(0)}| = 128\) W, the data buffer size \(|R|\) as 1024, the training interval \(\tau = 10\), \(M = 100\), and \(J = 10\). We use channel gains and task input/output bits described before to simulate.
the input data coming of DNN. In addition to the benchmarks described before, we also evaluate the performance of the “DL-based caching with order-preserving quantization,” in which the order-preserving quantization preserves the ordering of all the entries in a vector during quantization [27].

Fig. 5 illustrates the convergence performance of the DL-based cache placement algorithms with different quantization methods using offline implementation. It is observed that both training loss of the DNN with different quantization methods decrease and become stable as time progresses, whose fluctuation is mainly owing to the random sampling of training data. It is worth noting that the algorithm with the stochastic quantization method not only wins in training loss, but it is also more robust as the deviation is much smaller. Furthermore, we verify the effectiveness of the trained DNN, whose test loss is also demonstrated in Fig. 5. It is seen that the test loss using the stochastic quantization method outperforms the other due to the random exploration of the service caching decisions space. Note that the model inference delay of the proposed framework is mainly dominated by solving problem (P0’-1) $J$ times. In the test phase, with $J = 5$, the model inference costs around 0.16 s in wall-clock time on average, which is less than 6% overhead compared with the deadline of 2.8 s.

In Fig. 6, we plot the expected weighted-sum energy versus the caching capacity constraint for all caching schemes. It is seen that the expected weighted-sum energy of all schemes drops with the caching capacity. This is intuitively true, as larger caching capacity can accommodate more service results at the edge server. Thanks to the larger diversity brought by the proposed stochastic quantization, the cache placement employing the stochastic quantization outperforms all the other benchmarks, approaching the “Optimal caching” when the caching capacity increases. In particular, when the caching capacity exceeds 220 Mbits, all schemes overlap with the “All caching” scheme, since sufficiently large capacity always satisfies $\sum_{l \in S} R_l < S$, enabling the trivial case of $I^*_l = 1 \forall s_l \in S$. In addition, all the shown caching schemes significantly surpass the “No caching” one, which yields the expected weighted-sum energy as high as 0.8529 kJ.

The expected weighted-sum energy versus the computation deadline $T$ for different cache placement schemes is shown in Fig. 7. The weighted-sum energy for all the schemes gradually goes down when the deadline is extended, since more tolerant deadline allows longer execution time for services, thus saving the computation energy $E_c$ [c.f. (9)]. In addition, the proposed offline caching with stochastic quantization performs the best among all the suboptimal schemes thanks to the random exploration of the caching capacity, while the one with order-preserving quantization is just slightly better than “Popular caching” method. Similar to Fig. 6, No caching yields the largest expected weighted-sum energy consumption among all the schemes, which is shown in the table in Fig. 7.

Fig. 8 shows the expected weighted-sum energy consumption for different number $L$ of services with $K = 5$ locations. The expected weighted-sum energy consumed by all the schemes increases with the total number of services. The
performance gap between the proposed offline caching with stochastic quantization and all the other suboptimal caching schemes enlarges with the number $L$ of services. Specifically, the proposed caching schemes save 6.12% of energy when there are $L = 10$ services versus 1.82% when $L = 8$, showing the promising performance of the proposed caching scheme for large $L$. Furthermore, the proposed caching scheme is seen to approach the Optimal caching with little gap for all values of $L$.

Fig. 9 demonstrates the expected weighted-sum energy consumption for different weight factors $\beta_0$. It can be seen that the expected energy consumption for all schemes increases with $\beta_0$. This is because the computation energy $E^c$ consumed by the BS dominates the energy consumption for delivering a computation service. For example, $E^c$ is around 0.171 kJ, $E^{dl}$ is around $0.512 \times 10^{-3}$ kJ, and $E^k$’s is around $0.475 \times 10^{-4}$ kJ. As a result, the increase in $\beta_0$ will place more weight on $(E^c + E^{dl})$, although the weighted-sum energy is minimized. It also shows that our proposed scheme is near-optimal.

**B. ILP-Based Suboptimal Cache Placement for (P2)**

In this section, we evaluate the performance of the ILP-based caching scheme proposed in Section VI as compared against No caching, All caching, as well as Optimal caching. The parameters considered in this section are the same as those in Section VII-A.

Fig. 10 shows the expected weighted-sum energy versus the caching capacity constraint achieved by different caching schemes. As seen in the general case in Section VII-A, except for the No caching, the weighted-sum energy of all schemes declines with the caching capacity constraint, approaching the all caching scheme with $I^*_l = 1 \forall l \in S$, when $S$ is larger than around 220 Mbits. Additionally, No caching is outperformed by all the other caching-based schemes as expected.

Next, we demonstrate the expected weighted-sum energy versus the deadline constraints $T$ in Fig. 11. It shows that the ILP-based caching scheme achieves near-optimal performance.
especially when the deadline constraint $T$ is sufficiently long. This is because longer deadline $T$ allows less computation time, thus leading to lower energy consumption $E'$. In addition, the expected weighted sum energy consumption of the All caching scheme remains nearly unchanged (0.0064 kJ), since all services have already been cached at the edge server and therefore extending deadline $T$ will not help saving computation energy $E'$ as the other schemes in Fig. 11.

VIII. CONCLUSION

In this article, we considered a multiuser service-caching enabled MEC system, which serves multiple representative locations with the users at each of them being of a typical preference profile over the given set of computation services. In an FDMA setup, we formulated a joint resource allocation and cache placement optimization problem to minimize the expected weighted-sum energy of the edge server and the users with respect to the location-dependent preference profiles, subjected to the computation, BW and caching capacities, as well as the service latency constraints. Under the assumption of known distributions of the channel gains and the task input/output bit-length, we proposed a DL-based service cache placement framework to tackle the mixed-integer challenges, where a DNN is trained offline and then used to predict caching decisions. To achieve better training performance, we also improved the exploration during training by employing a novel stochastic quantization-based caching decision generation scheme. Finally, numerical results showed the striking performance achieved by service caching, in particular, the proposed DL-based service cache placement using stochastic quantization.

Due to space limitations, there are several challenging issues not yet investigated within the scope of this article, which we summarize here for our future work. First, in this article, we set the number $J$ of caching decisions as a constant. To avoid severe deviation from optimal solution, $J$ needs to be set relatively large at the early phase of the training. When the model is trained for a while, a mild value of $J$ can be set to reduce per-iteration computation complexity. That said, $J$ can be set as a diminishing sequence $\{J^t\}$ over iterations to gain potentially better training performance [27]. Moreover, in this article, we considered a special case of spatial “correlation” among tasks, that is, the users at one or multiple locations requesting the same service share the same task-input and task-output data as well as computation requirement. More general cases, where only partial task-input or task-output data corresponding to the same service are overlapped across different locations [12], or the cached task output can only be partially reused over time horizons [14], are worthy of further study. Finally, we assumed that a cluster of users in one location all have the same channel coefficient in this article, which is valid in scenarios, e.g., where the users at one location make requests by connecting to a common gateway though, may cause service delay due to the gateway’s backlog of requests. Therefore, under the location-representative channel models, detailed formulation accounting for the turn-around time of each local users’ request or performance degradation due to inaccurate user-specific channel estimation, will be left for investigations in the future.

APPENDIX

Proof of Lemma of 4.1

Given a set of (feasible) dual variables, we solve problem (27a)–(27c) for their corresponding variables using some of the KKT conditions [31] as follows:

\[-2\beta_0 k_0 \bar{l}_k (1 - \bar{l}_k) \left( \frac{C_l Q_l}{\ell_t} \right)^3 \left( 1 - \sum_{k=1}^{K} (1 - P_{t,k}) \right) + \mu_i - \eta_i = 0 \quad \forall S_l \in S \quad \text{(40a)}\]

\[\begin{align*}
\forall S_l & \in S, k \in K \setminus \{K\}; \\
\beta_0 p_{l,k} & - \gamma_{l,k} - \frac{R_l}{(\ell_t S_{l,k})^2} = 0 \\
\beta_0 k_0 & p_{l,k} - \gamma_{l,k} - \frac{R_l}{(\ell_t S_{l,k})^2} = 0 \\
\forall S_l & \in S, k = K; \\
\beta_0 k_0 & p_{l,k} - \omega_{l,k} \frac{Q_l}{(\ell_t S_{l,k})^2} = 0 \\
\forall S_l & \in S, k \in K \setminus \{K\}; \\
\beta_0 k_0 & p_{l,k} + \mu_i - \omega_{l,k} \frac{Q_l}{(\ell_t S_{l,k})^2} = 0 \\
\forall S_l & \in S, k = K.
\end{align*} \]

After some manipulations, we obtain the optimal solution to (27a)–(27c). Similarly, (37a)–(37e) can also be obtained as above.
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