Enhancing Semantic Word Representations by Embedding Deeper Word Relationships
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ABSTRACT
Word representations are created using analogy context-based statistics and lexical relations on words. Word representations are inputs for the learning models in Natural Language Understanding (NLU) tasks. However, to understand language, knowing only the context is not sufficient. Reading between the lines is a key component of NLU. Embedding deeper word relationships which are not represented in the context enhances the word representation. This paper presents a word embedding which combines an analogy, context-based statistics using Word2Vec, and deeper word relationships using Conceptnet, to create an expanded word representation. In order to fine-tune the word representation, Self-Organizing Map is used to optimize it. The proposed word representation is compared with semantic word representations using Simlex 999. Furthermore, the use of 3D visual representations has shown to be capable of representing the similarity and association between words. The proposed word representation shows a Spearman correlation score of 0.886 and provided the best results when compared to the current state-of-the-art methods, and exceed the human performance of 0.78.
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1. INTRODUCTION
Most Natural Language Understanding (NLU) models use word representations for their inputs [3]. Word representations are used for question answering [5] [6], machine translation [7], dialog systems [8], text understanding [9], and named entity recognition [10].

The commonly used word representations are those created using semantic representation and the lexical information of the local context and the global context [3]. A semantic word representations can demonstrate, “King to queen is to man to woman”, (king-queen=man-woman) [11]. GloVe [12] and Word2Vec[1] are the more commonly used word embeddings, due to their capability of holding a semantic relationship. GloVe uses a global word co-occurrence count, which uses the statistic of the corpus and the semantics of the words in the corpus to create a vector for the words [12]. Word2Vec, a predictive model, uses the context words to predict the target word. Word2Vec uses a feedforward network [1] for the prediction. Both GloVe and Word2Vec use large text corpus to create the context-derived word representations.

NLU relies on understanding the context by using information not expressed in the context, which normally requires reading between the lines. Communication requires more information than the current context which is believed to be known by the listener [13]. Retaining more information in a learning model is shown to improve performance over models that do not retain information [14]. Conceptnet is a general knowledge graph comprising of words and their relationships [15]. It contains the knowledge that can be provided for better word representations. However, there is a limitation on containing the semantic knowledge, which is also important in word embedding.

This paper presents a model which combines semantic knowledge and knowledge-graph extracted knowledge for a given word to create word representations. The resulting word representation contains more relationships and knowledge than semantic models. A higher weight is given to the semantic word representation to avoid over-generalization of the final word representation. The proposed model is evaluated using SimLex-999 [16]. Furthermore, to illustrate the capability of differentiating association and similarity, the word embedding is represented in 3D graphs as presented in this paper.

The contributions of the paper are to i) provide a method to generate a word representation that combines Semantic knowledge and knowledge-graph information, ii) evaluate and demonstrate the ability of such a word representation in capturing both similarity and association between words.

2. BACKGROUND
Word representations have moved from lexical based to semantic-based to provide information-rich word representations. The early word representations, Latent Semantic Analysis (LSA) hold the statistical representations on the corpus. LSA is a low-dimensional word representation based on the term-document frequency. These models fail at co-occurrences with general words (e.g. and, a, the, etc.). Later, Positive Pointwise Mutual Information (PPMI) [17] and Hellinger Principal Component Analysis (PCA) [18] were used to generate vector representations for words. The word representation was generalized and could be used for many natural language processing tasks. However, these cannot be used for language understanding [19]. The semantic-based vector representations have shown the potential for improving the understanding of learning models [5]. The semantic word representations produce dimensions of meaning and hold the distributed representation for the words. Continuous Bag-of-Words (CBoW) and skip-gram model shows linguistic patterns as linear relationships between the word vectors. This linear relationship is used to demonstrate the related words in a word representation. Learning based natural language processing applications using this representation would not receive the full meaning representation of the words since it does not use the co-occurrence statistics of the corpus.

GloVe addresses the problems faced by the skip-gram model which did not focus on the statistics of the corpus. In addition, GloVe has the capability of achieving analogy tasks. Therefore, based on the context, GloVe supports a higher level of meaning representation [12]. Word2Vec also uses the co-occurrence statistics from the corpus [20] and the semantics of the corpus. Word2Vec and GloVe
are contexts depended. Therefore, depending on the context the vector representation has drastic changes. The word representations and the relationships are based only on the textual context. The word representation does not hold information that is not available in the context.

Conceptnets’ knowledge graph is used to create word representation [21] and language understanding [14]. Furthermore, to support language understanding, Conceptnet is used for word representations, using PPMI and expanded retrofitting [22]. The PPMI creates the term-term matrix from the corpus text. The context of a term would be the terms that appear nearby in the text by using sparse matrices. The sparse matrices are used to derive word embedding. The expanded retrofitting using Conceptnet uses the multilingual connections to learn English words from language translation. However, the word representations do not consider context-based statistics and analogy. Therefore, it loses the information embedded in a textual context.

Semantics is a key element to provide an understanding of the textual context. However, understanding context does not rely only on the textual context [23]. NLU requires the capability of understanding analogy and corpus statistic. However, to gain further knowledge and understanding deeper relationships that are not visible in the context but known by the listener is required. Conceptnet was developed with the intention of providing the general knowledge for natural language understanding tasks [15]. Conceptnet provides related words and relationships connected to a given word. These connected words and relationships provide hidden knowledge on the textual context. However, the Conceptnet does not provide complete information such as corpus statistic to provide complete natural language understanding. Therefore, it is the aim of this paper to propose a better word embedding.

3. METHODOLOGY

This section discusses word embedding that takes into account the semantic relationships and the relationships which are not visible in the textual context. GloVe and Word2Vec use word embedding based on semantic relationships. However, the word embedding is context dependent. To avoid context dependencies and to allow a general representation, Conceptnet and Word2Vec are combined. This combination makes it possible of expressing similarity and association for word embedding which is not available in Word2Vec and GloVe.

The proposed word embedding gives the word \( w \) with a final vector representation of \( v_f \), which encompass more complete relationship of \( w \) with a deeper relationship with other words. \( v_f \) combines a semantic representation and a context independent representation for a given word. Therefore, this embedding is capable of representing the embedded meaning even though it is not visible in the textual context.

The embedding creates a 300-row vector for each word representation. 300-row vector was chosen as it presented the best results from the experiments that were conducted by comparing 50, 100, 300, and 500 vector sizes. The embedding consists of the following two main embedding; semantic word embedding, and generalized word embedding.

The semantic and knowledge-graph embedding are combined to create one-word embedding, representing both a semantic and general word representation. These two embeddings are necessary to clearly understand words in a given context. Figure 1 presented a summary of the steps that will be described as follows.

\[
v = Word2Vec(w)
\]

Figure 1. Overall methodology and data flow for the word embedding. The word \( w \) is passed on to Conceptnet and Word2Vec. Word2Vec creates the word embedding \( v \). The words extracted from Conceptnet \( w_{cn} \) are passed on to a pre-trained Word2Vec to generate \( v_{cm} \) and combine with \( v \) using \( \sum_{i=1}^{n} v_{ci} \cdot v_i \) to generate \( v_{cm} \). \( v_{cm} \) is reshaped to a 2D matrix. The 2D matrix is passed to a SOM and the generated matrix is then passed on to PCA for dimensional reduction and transformed to the final vector \( v_f \).
However, the semantic approach only addresses the similarity between words fail to handle the association between words. Association between words is not visible through the context. To address associations as well as similarities that are not visible in context, Conceptnet 21 is used. The set of n related words \( w_{cn} \) to the word \( w \), are extracted from Conceptnet. Equation (2) demonstrates the results drawn from the Conceptnet for the word \( w \) and generates related words \( w_{cn} \).

\[
    w_{cn} = \text{Conceptnet}(w)
\]  

which consists of \( n \) related words extracted from Conceptnet for the given word \( w \) since each word \( w \) from Conceptnet would hold 20 related words on average, i.e. \( n=20 \). The extracted words \( w_{cn} \) are converted into vectors \( v_{cn} \) using a pre-trained Word2Vec. The pre-training of Word2Vec pre-training was done on the Wikipedia dataset and create 300 row vector for each word. Each of the extracted words is used to create its own vector (3). The model creates \( v_{cn} \), which is a set of \( n \) vectors for each word \( w \), and each one of these \( n \) vectors consists of 300 elements as presented in Word2Vec. The vectors \( v_{c1} \) to \( v_{cn} \) are added together.

\[
    v_{cn} = \text{Word2Vec}(w_{cn})
\]  

### 3.2 Embedding Similarity and Association

Adding the extracted vectors \( \sum_{i=1}^{n} v_{ci} \) for the words \( w_{cn} \) creates a generalized 300 row vector representation to the \( w \). The combined vector representation is \( v_{cm} \). Extracting words from Conceptnet, would contain similar words and associated words with \( w \) [15]. Therefore, adding the vector representations together would generate a generalized vector representation, which holds association and similarity relationships with \( w \). Therefore, embedding the associated words and similar words through the use of Conceptnet generates a word embedding which is generalized.

However, a higher weight should be given to semantic word representation directly from the word, \( w \). For this, a Word2Vec representation \( v \) is created for the word \( w \) directly as well. Equation (4), the \( v \) is separately multiplied with the word embedding created through Conceptnet. The vector representation \( (v_{cm}) \) holds both similarity representation (through the Word2Vec and Conceptnet) and the association representation (through Conceptnet). Therefore, \( v_{cm} \) holds deeper relationships that extend the semantic relationships that are extracted and generated from the available context. Therefore, \( v_{cm} \) for \( w \) would be hold the association relationships and similarity relationships.

\[
    v_{cm} = \sum_{i=1}^{n} v_{ci} \cdot v
\]  

The \( v_{cm} \) is scaled in order to have the word embedding in a reasonable distribution. \( v_{cm} \) is further enhanced to generate the final vector representation \( (v_f) \) using Self Organizing Maps (SOM) [24] that clusters words for the nearest neighbor. The nearest neighbor is identified using the Euclidean distance between the words. The SOM stage is mainly used to optimize the distribution.

---

1 The related words can be extracted using Conceptnet API. http://api.conceptnet.io/c/en/
by using SOM. The word embedding could produce a closer relationship within neighbors. The \( v_{cm} \) 300-row vector is reshaped to a 2D metrics to pass it to the SOM. \( v_{cm} \) is considered a center and the four nearest neighbors based on the Euclidean distance is passed through the SOM. In order to map \( v_{cm} \) to the Kohnen’s layer, the vector \( v_{cm} \) is reshaped into a 2D matrices. The Kohnen’s layer would run for 500 iterations, with a learning rate (a) of 0.005. This would produce a new 2D representation for each word. The 2D representation will be transformed into a vector \( v_f \) using PCA. Through the use of PCA the dimension reduction is applied to the 2D metric to create the final \( v_f \). The \( v_f \) is calculated for each word representation \( w_n \) as shown in (5).

\[
v_f = \sum_{i=1}^{n}[v_{cm} + a(v_{ci} - v_{cm})]
\]  

(5)

\( v_f \) creates a clear distinction between similar words compared to associated words.

4. RESULTS

SimLex-999 is a resource to evaluate models which generate meanings of words and concepts [16]. SimLex-999 captures the similarity between words rather than the relatedness and association.

Table 1. Performance on SimLex-999. The proposed word embedding is created using on Wikipedia data. The proposed word embedding and [1] use \( \approx 1000m \), [2] use \( \approx 990m \) and [4] uses \( \approx 852m \) tokens.

| Models                        | Spearman’s Correlation |
|-------------------------------|------------------------|
| Word2Vec [10]                 | 0.414                  |
| Deep Neural Networks with multitask learning | 0.268                  |
| Semantic similarity of words using concept networks [24] | 0.76                   |
| Human Performance [16]        | 0.78                   |
| Proposed word embedding       | 0.886                  |

association. In order to perform achieve a high score, the word embedding should be able to capture similarity independently to the relatedness and association. Therefore, SimLex-999 has shown to be a challenging evaluation model compared to WordSim-353 [25]. The proposed word embedding demonstrates the capability of differentiating similarity from association and relatedness which is reflected in Table 1. The context to create the word embedding in order to test on SimLex-999 is created based on Common Crawl data\(^2\). The proposed word embedding is evaluated using SimLex-999 [16]. SimLex-999 dataset to Spearman’s \( \rho \) correlation between words is calculated and presented in Table 1. Table 1 compares the proposed model with [1], [2] and [4]. The Spearman’s correlation shows that the proposed model is achieving higher Spearman’s correlations compared to the semantic word representations. This also shows that the proposed model can differentiate the similarity and association, as the proposed model uses Conceptnet to support generalization and Word2Vec to provide a semantic similarity. We have extended the normal 2D word embedding representation [12] into a 3D word representation using the existing distant measure. The proposed word embedding in a 3D representation is shown in Figure 2 for “dog, mouse, chair, table, car, bus, man, queen, woman, king”. The proposed 3D word representations places humans on one plane, vehicles on another plane and objects are placed in another plane with animals but closer to the plane representing humans. Furthermore, the similarities between man to woman is less than queen to king. The proposed word embedding capture more than the gender representation unlike Word2Vec (see Fig. 3). Figure 4 shows the general vector representation created through Conceptnet. This shows a clear representation and is capable of distinguishing association and similarity of the words [16].

3D comparison between the Word2Vec (Fig. 3) and Conceptnet based word embedding (Fig. 4) is shown. The relationship between king to queen and man to woman are similar, but the similarities between them are different as shown in Figure 2 when compared to the word representation using Word2Vec as shown in Figure 3 or using Conceptnet as shown in Figure 4. The vector representation created using only Conceptnet is not context dependent shows a general representation which does not capture similarity between words. This also shows that similarity, association or relatedness cannot be captured by pre-determined relationships which the words hold with each other.

To demonstrate the application of the word representation, for sentences a sample context from the bAbI dataset is used [26]. “Mary moved to the bathroom. John went to the hallway. Where is Mary?” is represented in 3D word representation using Word2Vec shown in Figure 5 and the proposed word representation shown in

![Figure 7](image_url)

Figure 7. The word representation is dynamic. “Cat ran fast. Cat has legs. Cat jumps high”. Sentences added one sentence at a time. Capability of achieving similarity and association based on the semantics of the sentences. Word2Vec the semantic representation is captured and Conceptnet generalize vector representation in order to enhance the vector representation. (a) to (c) the vector representation changes with new context. Final representation (c) separation of words in each axis according to the relationship.

---

\(^2\) [https://commoncrawl.org/](https://commoncrawl.org/)
Figure 5. Observing the proposed models 3D representations in Figure 5 “Mary” and “bathroom” are closer in the vector space. Figure 6 demonstrates that Word2Vec places “John” is closer to the bathroom compared to “Mary”. Therefore, the proposed word embedding demonstrates that it supports one factor based question answering tasks. The sentences “cat ran fast. Cat has legs. Cat jumps high.” The movement of words in the 3D space when added more sentences shows the dynamics nature of proposed word representation (Figure 7).

5. CONCLUSION

This paper presents a word embedding that uses context-based statistics, analogy and deeper related meaning of words to create word representations. The proposed word embedding holds both context-based information via Word2Vec and deep related words via Conceptnet on the words. The word representation uses a higher weight to the context-based information to create the word representation preventing over generalization. The word representation is evaluated using SimLex-999 which achieved a Spearman’s correlation of 0.886. Furthermore, the proposed word representations are displayed in 3D representation to show the capability of distinguishing the associated words to similar words based on context. The proposed word embedding is similar to the human performance of word similarity and association by achieving a Spearman’s correlation of 0.886 given a human can achieve 0.78 [16].

REFERENCES
[1] T. Mikolov, I. Sutskever, K. Chen, G. S. Corrado, and J. Dean, “Distributed representations of words and phrases and their compositionality,” in Advances in neural information processing systems, 2013, pp. 3111-3119.
[2] G. Recski, E. Iklodi, K. Pajkossy, and A. Kernai, “Measuring semantic similarity of words using concept networks,” in Proceedings of the 1st Workshop on Representation Learning for NLP, 2016, pp. 193-200.
[3] B. Dhingra, H. Liu, R. Salakhutdinov, and W. W. Cohen, “A comparative study of word embeddings for reading comprehension,” arXiv preprint arXiv:1703.00993, 2017.
[4] R. Collobert and J. Weston, “A unified architecture for natural language processing: Deep neural networks with multitask learning,” in Proceedings of the 25th international conference on Machine learning, 2008, pp. 160-167: ACM.
[5] A. Kumar et al., “Ask me anything: Dynamic memory networks for natural language processing,” in International Conference on Machine Learning, 2016, pp. 1378-1387.
[6] A. Nugailiyadde, K. W. Wong, F. Sohel, and H. Xie, “Reinforced memory network for question answering,” in International Conference on Neural Information Processing, 2017, pp. 482-490: Springer.
[7] D. Bahdanau, K. Cho, and Y. Bengio, “Neural machine translation by jointly learning to align and translate,” arXiv preprint arXiv:1409.0473, 2014.
[8] T.-H. Wen, M. Gasic, N. Mrksic, P.-H. Su, D. Vandyke, and S. Young, “Semantically conditioned lstm-based natural language generation for spoken dialogue systems,” arXiv preprint arXiv:1508.01745, 2015.
[9] X. Zhang and Y. LeCun, “Text understanding from scratch,” arXiv preprint arXiv:1502.01710, 2015.
[10] J. P. Chiu and E. Nichols, “Named entity recognition with bidirectional LSTM-CNNs,” arXiv preprint arXiv:1511.08308, 2015.
[11] T. Mikolov, K. Chen, G. Corrado, and J. Dean, “Efficient estimation of word representations in vector space,” arXiv preprint arXiv:1301.3781, 2013.
[12] J. Pennington, R. Socher, and C. Manning, “Glove: Global vectors for word representation,” in Proceedings of the 2014 conference on empirical methods in natural language processing (EMNLP), 2014, pp. 1532-1543.
[13] C. Potts, D. Lassiter, R. Levy, and M. C. Frank, “Embedded implicatures as pragmatic inferences under compositional lexical uncertainty,” Journal of Semantics, vol. 33, no. 4, pp. 755-802, 2016.
[14] A. Nugailiyadde, K. W. Wong, F. Sohel, and H. Xie, “Multi-level search of a Knowledgebase for Semantic Parsing,” in International Workshop on Multi-disciplinary Trends in Artificial Intelligence, 2017, pp. 44-53: Springer.
[15] H. Liu and P. Singh, “ConceptNet—a practical commonsense reasoning tool-kit,” BT technology journal, vol. 22, no. 4, pp. 211-226, 2004.
[16] F. Hill, R. Reichart, and A. Korhonen, “Simlex-999: Evaluating semantic models with (genuine) similarity estimation,” Computational Linguistics, vol. 41, no. 4, pp. 665-695, 2015.
[17] J. A. Bullinaria and J. P. Levy, “Extracting semantic representations from word co-occurrence statistics: A computational study,” Behavior research methods, vol. 39, no. 3, pp. 510-526, 2007.
[18] R. Lebret and R. Collobert, “Word embeddings through hollinger PCA,” arXiv preprint arXiv:1312.5542, 2013.
[19] T. Mikolov, W.-t. Yih, and G. Zweig, “Linguistic regularities in continuous space word representations,” in Proceedings of the 2013 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, 2013, pp. 746-751.
[20] Y. Goldberg and O. Levy, "word2vec Explained: deriving Mikolov et al.'s negative-sampling word-embedding method," arXiv preprint arXiv:1402.3722, 2014.
[21] R. Speer, J. Chin, and C. Havasi, "ConceptNet 5.5: An Open Multilingual Graph of General Knowledge," in AAAI, 2017, pp. 4444-4451.
[22] R. Speer and J. Chin, "An ensemble method to produce high-quality word embeddings," arXiv preprint arXiv:1604.01692, 2016.
[23] G. N. Leech, Principles of pragmatics. Routledge, 2016.
[24] T. Kohonen, “The self-organizing map,” Neurocomputing, vol. 21, no. 1-3, pp. 1-6, 1998.
[25] L. Finkelstein et al., “Placing search in context: The concept revisited,” in Proceedings of the 10th international conference on World Wide Web, 2001, pp. 406-414: ACM.
[26] J. Weston et al., "Towards ai-complete question answering: A set of prerequisite toy tasks," arXiv preprint arXiv:1502.05698, 2015.