ASYMPTOTIC DISTRIBUTION OF HITTING TIMES FOR CRITICAL MAPS OF THE CIRCLE

It is well known that the renormalization group transformation $R$ has a unique fixed point $f_{cr}$ in the space of critical $C^3$-circle homeomorphisms with one cubic critical point $x_{cr}$ and the golden mean rotation number $\rho := \sqrt{\frac{5}{2}} - \frac{1}{2}$. Denote by $Cr(\rho)$ the set of all critical circle maps $C^1$-conjugated to $f_{cr}$. Let $f \in Cr(\rho)$ and let $\mu$ be the unique probability invariant measure of $f$. Fix $\theta \in (0, 1)$. For each $n \geq 1$ define $c_n := c_n(\theta)$ such that $\mu([x_{cr}, c_n]) = \theta \cdot \mu([x_{cr}, f^{q_n}(x_{cr})])$, where $q_n$ is the first return time of the linear rotation $f_{\rho}$. We study convergence in law of rescaled point process of time hitting. We show that the limit distribution is singular w. r. t. the Lebesgue measure.
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Introduction

The goal of this paper is to study the asymptotic behaviour of critical circle maps with a single critical point having an odd type. These maps have been a subject of intensive study since the early 1980’s as one of the two main examples of universality in transition to chaos [1–4].

An important one-parameter family of examples of critical circle maps are the Arnold’s maps defined by

$$A_t(x) := x + t - \frac{1}{2\pi} \sin 2\pi x \mod 1, \quad x \in S^1.$$ 

For every $t \in [0, 1)$ the map $f_t$ is a critical map with critical point 0 of cubic type.

Following to the work of Ostlund and etc [2] we define a set of real-analytic commuting pairs that corresponds to a set of real-analytic critical circle homeomorphisms of the third order. Consider the set $\mathcal{X}_{cr}$ of pairs $(\xi, \eta)$ of real-analytic, strictly increasing on real line and satisfying the following conditions [2]:

(1) $0 < \xi(0) < 1, \xi(0) = \eta(0) + 1$;

(2) $\xi(\eta(0)) = \eta(\xi(0)) > 0$;

(3) $\xi'(0) = \eta'(0) = \xi''(0) = \eta''(0) = 0$, but $\xi'''(0)$ and $\eta'''(0)$ are non zero;

(4) $(\xi \circ \eta)'(0) = (\eta \circ \xi)'(0) = 0$.

Conditions (1) and (2) permit us to associate a homeomorphism $f = f_{\xi, \eta}$ on the unit circle with each $(\xi, \eta) \in \mathcal{X}_{cr}$. Define $f = \xi$ on $[\eta(0), 0]$ and $f = \eta$ on $[0, \xi(0)]$ and associate the unit interval $[\eta(0), \xi(0)]$ with the circle by identifying end points. A rotation number $\rho = \rho(f_{\xi, \eta})$ can be defined for $f_{\xi, \eta}$ in the usual way (see, for instance, [5]).

We denote by $\mathcal{X}_{cr}(\rho)$ the subset $\mathcal{X}_{cr}$ of pairs $(\xi, \eta)$ for which the rotation number $\rho(f_{\xi, \eta}) = \rho = \sqrt{\frac{5}{2}} - \frac{1}{2}$, i.e. it is equal to the golden mean.
Next we define the renormalization group transformation $\mathcal{R} : \mathcal{X}_{cr}(\overline{p}) \to \mathcal{X}_{cr}(\overline{p})$ (see [2]):

$$\mathcal{R}(\xi, \eta) = (\alpha \eta(\alpha^{-1}x), \alpha \eta(\xi(\alpha^{-1}x))),$$

where $\alpha := \alpha_{\xi, \eta} = [\eta(0) - \eta(\xi(0))]^{-1}$. Conditions (c_1), (c_2) imply that $\alpha < -1$. The renormalization group transformation $\mathcal{R}$ has a single hyperbolic fixed point $(\xi_0, \eta_0)$ in the subspace $\mathcal{X}_{cr}(\overline{p})$ (see [2, 6, 7]).

Notice that $\xi_0(x), \eta_0(x)$ are real analytic functions of $x^3$ and the constant $\alpha_0 := \alpha_{\xi_0, \eta_0} \approx -1,2886$ (see [2, 6]). Denote by $f_{cr} := f_{\xi_0, \eta_0}$ the circle map associated with $(\xi_0, \eta_0)$.

Yoccoz in [8] generalized Denjoy’s classical result and proved that a critical circle homeomorphism with an irrational rotation number is topologically conjugate to an irrational rotation.

Graczyk and Swiatek in [9] proved that if $f$ is $C^3$ circle homeomorphism with finitely many critical points of polynomial type and an irrational rotation number, then the conjugating map $\varphi$ is a singular function on $S^1$, i.e. $\varphi'(x) = 0$ a.e. on $S^1$. Consequently, the unique probability invariant measure $\mu_f$ of critical circle homeomorphisms $f$ is singular w.r.t. Lebesgue measure on $S^1$.

The problem of smoothness of the conjugacy between two critical maps with identical irrational rotation number arises naturally. This is called the rigidity problem for critical circle homeomorphisms. For the critical circle maps the rigidity problem is developed by de Faria, de Melo, Yampolsky, Khanin and Teplinsky, Guarino among others.

Next we formulate the last fundamental result obtained by P. Guarino, M. Martens and W. de Melo in [10].

**Theorem 1** (see [10]). Let $f_1$ and $f_2$ be two analytic $C^4$-circle homeomorphisms with the same irrational rotation number and with a unique critical point of the same odd type. Then they are $C^1$-smoothly conjugate to each other. The conjugacy is $C^{1+\epsilon}$, $\epsilon > 0$, for Lebesgue almost every rotation number.

Denote by $Cr(\overline{p})$ the set of all circle homeomorphisms, which are $C^1$-conjugated to $f_{cr}$ and defined on the standard circle $S^1 = \mathbb{R}/\mathbb{Z} \simeq [0, 1)$. It is well known (see [5]) that any two topological conjugated homeomorphisms have the same rotation number. Therefore, the rotation numbers of homeomorphisms of $Cr(\overline{p})$ are the same and equal to $\overline{p}$.

Let $f$ be a rotation preserving a homeomorphism of the circle $S^1 = \mathbb{R}^1/\mathbb{Z}^1 \simeq [0, 1)$ with an irrational rotation number $\rho = \rho_f$. Let $\mu = \mu_f$ be the unique invariant probability measure of $f$. Fix a point $z \in S^1$ and consider the interval $\mathcal{J}_e(z) = [z, z + \epsilon] \subset S^1$. Consider the **first hitting time** of any $x \in [0, 1)$ to the interval $\mathcal{J}_e(z)$:

$$N^{(1)}_\epsilon(x) = \inf\{i \geq 1 : f^i(x) \in \mathcal{J}_e(z)\}.$$

The problem consists of finding conditions under which the hitting time, after rescaling by some suitable constant depending on $\mathcal{J}_e(z)$, converges in law, as $\mu(\mathcal{J}_e(z))$ tends to zero. Since the expectation of the first hitting time is of the order $1/\mu(\mathcal{J}_e(z))$, it is natural to rescale the hitting time by this factor.

Next define the rescaled hitting time as

$$E^{(1)}_\epsilon(x) = \mu(\mathcal{J}_e(z))N^{(1)}_\epsilon(x).$$

We are interested in the convergence of the distribution function of the random variable $E^{(1)}_\epsilon(x)$, i.e. in the convergence of the distribution function

$$F_\epsilon(t) = \mu \left( x \in S^1 : E^{(1)}_\epsilon(x) \leq t \right), \quad \forall t \in \mathbb{R},$$
as $\varepsilon \to 0$, for every $t$ belonging to the continuity points of the limit function.

Coelho and de Faria in [11], Coelho in [12] investigated the problem of convergence of random variables $E^{(1)}_{\varepsilon}(t)$ for linear irrational rotations $f_{\rho}(x) = x + \rho \mod 1$. It is known that for linear irrational rotation $f_{\rho}$ the Lebesgue measure $\ell$ is the unique invariant measure. In [11], $F_{n}(t)$ was studied when $[x_{0}, c_{n}]$ is $n$-th renormalization interval for map $f$. It is shown that for Lebesgue almost every rotation number $\rho$, the rescaled hitting times $E^{(1)}(\cdot) := \mu([x_{c}, c_{n}])N^{(1)}_{n}(\cdot)$ do not converge in law as $c_{n}$ tends to zero, and all possible limit laws under a subsequence of $\{c_{n}, n = 1, 2, \ldots\}$ are obtained.

Fix $\theta \in (0, 1)$. Let $g_{n}, n \geq 1$, be the denominator of $n$-th convergent of continued fraction of an irrational $\overline{\rho}$ (for more details see Section 2). For every $n \geq 1$ we define the points $c_{n}(\theta)$ by:

$$\mu([x_{0}, c_{n}(\theta)]) = \theta \cdot \mu([x_{0}, f^{n}(x_{0})]).$$

Consider the hitting times $N^{(1)}_{n, \theta}, n \geq 1$, to the intervals $[x_{0}, c_{n}(\theta)]$ and rescaled hitting times $E^{(1)}_{n, \theta}(x) := \mu([x_{0}, c_{n}(\theta)])N^{(1)}_{n, \theta}(x)$. There are two natural measures on the circle: the invariant probability measure $\mu$ and the Lebesgue measure $\ell$. We define the distribution functions of $E^{(1)}_{n, \theta}(x)$:

$$F_{\theta, n}(t) = \mu\left(x \in S^{1} : E^{(1)}_{n, \theta}(x) \leq t\right), \quad t \in \mathbb{R}^{1},$$

$$\Phi_{\theta, n}(t) = \ell\left(x \in S^{1} : E^{(1)}_{n, \theta}(x) \leq t\right), \quad t \in \mathbb{R}^{1}.$$ 

Z. Coelho in [12] investigated all the possible limit distributions for $F_{\theta, n}(t)$ under a subsequence $c_{n} \to 0$. It is shown that for every convergent subsequence $F_{\theta, m_{n}}(t), m = 1, 2, \ldots$, the limit distribution $F_{\theta}(t)$ is piecewise linear on $[0, 1]$: $F_{\theta}(t) = 0, t \leq 0$, and $F_{\theta}(t) = 1, t \geq 1$. Notice that the results are valid for all circle diffeomorphisms which are $C^{1}$-conjugate to a rigid irrational rotation $f_{\rho}(x) := x + \rho \mod 1$ (see [13, 14]). They are also valid if one replaces the invariant measure $\mu$ by the Lebesgue measure.

We should mention that asymptotic time distributions have been obtained in a number of contexts, when studying hitting and return times of neighborhoods of generic points in the natural scale of the measure of the neighbourhoods (see equation (0.1)). For finite state Markov chains and Anosov diffeomorphisms [15], Axiom A diffeomorphisms [16], piecewise expanding maps of the interval [17] are all exponential of parameter one.

In this paper we investigate the rescaled hitting times for critical circle maps $f \in Cr(\overline{\rho})$. We formulate the main result of our work.

**Theorem 2.** Let $\overline{\rho} = \frac{\sqrt{5} - 1}{2}$ and let $f \in Cr(\overline{\rho})$ be a critical circle map. Consider for $\theta \in (0, 1)$ the sequence of distribution functions $\{\Phi_{n, \theta}(t)\}_{n=1}^{\infty}$ with respect to the Lebesgue measure on the circle corresponding to the first rescaled hitting times $E^{(1)}_{n, \theta}(x)$ to the interval $[x_{c}, c_{n}(\theta)]$. Then

1) for all $t \in \mathbb{R}^{1}$ there exists a finite limit

$$\lim_{n \to \infty} \Phi_{n, \theta}(t) = \Phi_{\theta}(t),$$

where $\Phi_{\theta}(t) = 0$, if $t \leq 0$, and $\Phi_{\theta}(t) = 1$, if $t > 1$;

2) the limit function $\Phi_{\theta}(t)$ is a strictly increasing on $[0, 1]$ and continuous distribution function on $\mathbb{R}^{1}$;

3) $\Phi_{\theta}(t)$ is singular on $[0, 1]$, i.e. $\frac{d\Phi_{\theta}(t)}{dt} = 0$ a.e. with respect to the Lebesgue measure $\ell$ on the circle.
§ 1. The thermodynamic formalism for critical circle maps of $Cr(\rho)$

We consider the critical circle homeomorphism $f \in Cr(\rho)$ with one critical point $x_0 := x_{cr}$ and the golden mean rotation number $\rho = \frac{\sqrt{5} - 1}{2} = [1, 1, 1, \ldots]$. For $n \geq 1$, we write $p_n/q_n = [1, 1, \ldots, 1]$ the convergent of $\rho$, their denominators $q_n$ satisfy the recursive relation $q_{n+1} = q_n + q_{n-1}$ with initial conditions $q_0 = 1$, $q_1 = 1$. The forward orbit $O_f^+ (x_0) = \{x_i = f^i(x_0), i = 0, 1, 2, \ldots\}$ of a critical point defines a sequence of natural partitions of the circle (see [5]). Indeed, denote by $I_0^{(n)} := I_0^{(n)}(x_0)$ the closed interval in $S^1$ with the endpoints $x_0$ and $x_{n+1} = f^{n+1}(x_0)$. In the clockwise orientation of the circle, the point $x_{n+1}$ lies to the left of $x_0$ for odd $n$, and to the right for even $n$. If $I_i^{(n)} = f^i(I_0^{(n)})$, $i \geq 1$, denote the iterates of the interval $I_0^{(n)}$ under $f$, it is well known, that the set $P_n := P_n(x_0)$ of intervals with mutually disjoint interiors, defined as

$$P_n = \{I_i^{(n)}, 0 \leq i < q_{n+1}\} \cup \{I_j^{(n+1)}, 0 \leq j < q_n\}$$

determines a partition $P_n$ of the circle for any $n$. The partition $P_n$ is called the $n$-th dynamical partition of $S^1$ determined by the point $x_0$ and the map $f$. Note that, under the transition from $P_n$ to $P_{n+1}$, the intervals $I_j^{(n+1)}$, $0 \leq j < q_n$, of rank $n + 1$ are preserved, whereas the intervals $I_i^{(n)}$, $0 \leq i < q_{n+1}$, with rank $n$ are partitioned into two new intervals:

$$I_i^{(n)} = I_i^{(n+2)} \cup I_{i+q_n}^{(n+1)}.$$  

One has the following lemma.

**Lemma 1** (see [19]). Let $k > 0$. Suppose $I^{(n)} \in P_n(x_0)$, $I^{(n-k)} \in P_{n-k}(x_0)$, $n > k$, and $I^{(n)} \subset I^{(n-k)}$. Then

$$\frac{|I^{(n)}|}{|I^{(n-k)}|} \leq \text{Const} |\alpha_0|^{-k}, \quad \text{const} |\alpha_0|^{-3n} \leq |I^{(n)}|.$$

Here and throughout on $|\cdot|$ denotes the length of an interval. The last estimates can be proved similarly to the assertion for Feigenbaum map [18]. The last estimates imply that the orbit of a critical point $x_0 \in S^1$ is dense in $S^1$. This together with monotonicity of $f$ implies that the homeomorphism $f$ is topologically conjugate to the linear rotation $f_\rho(x) = x + \rho \mod 1$.

The sequence of dynamical partitions $P_n$ allows us to introduce a symbolic dynamics for the map $f$. For this, take an arbitrary point $x \in S^1 \setminus O_f^+$ where $O_f^+$ denotes the forward orbit of the critical point $x_0$ of $f$. For $n \geq 0$, put $a_{n+1} := a_i(x) = a$ if $x \in I_i^{(n+1)}(x_0)$, $0 \leq j < q_n$. However, if $x \in I_i^{(n)}$, $0 \leq j < q_{n+1}$, it follows from the construction of the partition $P_{n+1}$ via $P_n$ that in the case $\rho(f) = \omega = \frac{\sqrt{5} - 1}{2}$ we have either $x \in I_i^{(n+2)}$, $0 \leq i < q_{n+1}$, or $x \in I_i^{(n+1)}$, $0 \leq i < q_{n+1}$. In the first case we put $a_{n+1} = 0$ and in the second one $a_{n+1} = 1$. By this way we get a one-to-one correspondence

$$\varphi : S^1 \setminus O_f^+ \leftrightarrow \{(a_0, a_1, \ldots, a_n) \in \{a, 0, 1\} \text{ such that } a_{n+1} = 0 \iff a_n = a, \ n \geq 1\} := X_+.$$

Notice that every interval $I^{(n)}$ of the dynamical partition $P_n$ corresponds to the unique finite word $(a_0, a_2, \ldots, a_n)$ of length $n + 1$. In particular, for $n$ odd, the words $(a, 0, a, 0, \ldots, a, 0)$ and $(0, a, 0, a, \ldots, 0, a)$ correspond to the intervals $I^{(n)}_0$ and $I^{(n+1)}_0$, respectively. Next, we define another space of one-sided infinite words with the same alphabet $A = \{a, 0, 1\}$.

$$Y_+ := \{a = (a_1, a_2, \ldots, a_n, \ldots), \ a_n \in A, \text{ such that } a_{n+1} = 0 \iff a_n = a, \ n \geq 1\}.$$
Recall that \( \alpha_0 \) is the parameter of the scaling transformation of the corresponding pair \( \xi_0, \eta_0 \), i.e., \( \alpha_0 = [\eta_0(0) - \xi_0]^{-1} \), \( \alpha_0 \approx -1.2886 \ldots \) (see \([2,3]\)). Since \( x_0 \) is a critical point of the map \( f \), we can consider the neighborhood of the point \( x_1: V(x_1) := I^{(1)}(x_1) \cup I^{(2)}(x_1) \).

We formulate the theorem on thermodynamical formalism for the critical circle maps from \( Cr(\overline{p}) \).

**Theorem 3** (see \([19]\)). For \( f \in Cr(\overline{p}) \), there is a unique, continuous (in the Tikhonov topology) function \( U_{cr}: Y_+ \to (-\infty,0) \) with the following properties.

1. Let \( a, b \in Y_+ \), \( m \in \mathbb{Z}_+ \), and \( a_i = b_i \) for all \( 1 \leq i \leq m \). Then

\[
|U_{cr}(a) - U_{cr}(b)| \leq C_3 \cdot |\alpha_0|^{-m},
\]

where the constant \( C_3 > 0 \) does not depend on \( a, b \) and \( m \).

2. Let \( I^{(n)}_r, I^{(r)}_s \in \mathcal{P}_n \), \( I^{(n)}_s \subset I^{(r)}_s \subset V(x_1) \), \( 1 \leq r < n \), and \( \varphi(I^{(n)}_s) = (b_1, b_2, \ldots, b_n) \), \( \varphi(I^{(r)}_s) = (b_1, b_2, \ldots, b_r) \). Then

\[
|I^{(n)}_s| = (1 + \psi(b_1, b_2, \ldots, b_n))|I^{(r)}_s| \exp \left\{ \sum_{s=r}^{n} U_{cr}(b_s, b_{s-1}, \ldots, b_1, \gamma(b_1)) \right\},
\]

where \( |\psi(b_1, b_2, \ldots, b_n)| \leq \text{Const} \cdot |\alpha_0|^{-r} \), and

\[
\gamma(b_1) := \begin{cases} (a, 0, a, 0, \ldots, a, 0, \ldots), & \text{if } b_1 = 0, \\ (0, a, 0, a, \ldots, 0, a, \ldots), & \text{if } b_1 = a, 1. \end{cases}
\]

Notice that the potential \( U_{cr} \) is uniquely determined by the orbit of a critical point. The last assertion of the Theorem 3 implies that the length of the interval \( I^{(n)} \in \mathcal{P}_n \) can be estimated as

\[
\text{const} \leq \frac{|I^{(n)}|}{\exp \left\{ \sum_{s=1}^{n} U_{cr}(b_s, b_{s-1}, \ldots, b_1, \gamma(b_1)) \right\}} \leq \text{Const.} \quad (1.1)
\]

Following the statistical mechanics terminology we call the function \( U_{cr} := U_{cr}(a_1, a_2, \ldots, a_n, \ldots) \) the potential corresponding to the critical maps \( f \in Cr(\omega) \) \([20]\). The first assertion of the Theorem 3 shows that the potential \( U_{cr}(a_1, a_2, \ldots, a_n, \ldots) \) depends exponentially weakly on distant variables.

Fix an integer \( k > 0 \). Define the \((n-k)\)-th renormalization interval of the critical point \( x_0 \) by

\[
V_{n-k} := [x_{q_n-k+1}, x_{q_n-k}] = I_0^{(n-k+1)} \cup I_0^{(n-k)}.
\]

We now consider the dynamical partitions \( \mathcal{P}_{n-k} \) and \( \mathcal{P}_n \), \( n > k \), of the critical point \( x_0 \). We consider an arbitrary interval \( J^{(n)} = (y^{(n)}, z^{(n)}) \), \( n > k \), lying, either in the interval \( I_0^{(n-k)} \) or \( I_0^{(n-k+1)} \). Notice that if \( x, y \in f^i(I_0^{(n-k)}) \), \( 0 \leq i \leq q_{n-k} \), then in their symbolic representations first \( n - k \) letters coincide.

Let the infinite words

\[
(b_1(0), b_2(0), \ldots, b_{n-k}(0), \varepsilon^{(1)}, \varepsilon^{(2)}, \ldots, \varepsilon^{(p)}, \ldots)
\]

and

\[
(b_1(0), b_2(0), \ldots, b_{n-k}(0), \gamma^{(1)}, \gamma^{(2)}, \ldots, \gamma^{(p)}, \ldots),
\]
correspond to the endpoints \( y^{(n)} \) and \( z^{(n)} \) of the interval \( J^{(n)} \), respectively. Then due to \( f^i(J^{(n)}) \subset f^i(I_{0}^{(n-k)}) \), \( 0 \leq i \leq q_{n-k} \), the words

\[
(b_1(i), b_2(i), \ldots, b_{n-k}(i), e^{(1)}, e^{(2)}, \ldots, e^{(p)}, \ldots)
\]

and

\[
(b_1(i), b_2(i), \ldots, b_{n-k}(i), \gamma^{(1)}, \gamma^{(2)}, \ldots, \gamma^{(p)}, \ldots)
\]
correspond to the endpoints \( f^i(y^{(n)}) \) and \( f^i(z^{(n)}) \), respectively.

We set

\[
\varepsilon := (e^{(1)}, e^{(2)}, \ldots, e^{(p)}, \ldots), \quad \gamma := (\gamma^{(1)}, \gamma^{(2)}, \ldots, \gamma^{(p)}, \ldots), \quad f^i(J^n) := J(b_1(i), b_2(i), \ldots, b_{n-k}(i); \varepsilon, \gamma).
\]

Let the interval \( J^{(n)} \) be \( q_n \)-small, i.e., the intervals \( J^{(n)}, f(J^{(n)}), \ldots, f^{q_n-1}(J^{(n)}) \) are mutually disjoint (except their endpoints). We recall that \( N_{k}^{(n)}(x) \) is the first hitting time function of the point \( x \) to the interval \( V_{n-k} \). The function \( N_{k}^{(n)}(x) \) is a step function taking constant value on each interval \( I^{(n-k)} \) of the partition \( \mathcal{P}_{n-k} \).

For each \( \beta > 0 \) we define the following sum:

\[
S_{n-k}(\beta, \varepsilon, \gamma) := \sum_{i=0}^{N_{k}^{(n)}-1} |f^i(J^n)|^\beta = \sum_{i=0}^{N_{k}^{(n)}-1} |J(b_1(i), b_2(i), \ldots, b_{n-k}(i); \varepsilon, \gamma)|^\beta.
\]

**Definition 1.** Let \( k > 0 \). The sequence of sums \( \{S_{n-k}(\beta, \varepsilon, \gamma), n \geq k + 1\} \) is called the sequence of \( q_{n-k} \)-sums of the map \( f \) associated with infinite symbols \( \varepsilon \) and \( \gamma \).

We now formulate the theorem proved in [19] which will be useful in the proof of Theorem 2.

**Theorem 4** (see [19]). For each \( k > 0, \beta > 0, \varepsilon \) and \( \gamma \), there exists a finite limit

\[
\lim_{n \to \infty} S_{n-k}(\beta, \varepsilon, \gamma) = r_k(\beta, \varepsilon, \gamma).
\]

The following theorem gives the lower and upper bounds for \( q_{n-k} \)-sums \( S_{n-k}(\beta, \varepsilon, \gamma) \) and their limit \( r_k(\beta, \varepsilon, \gamma) \).

**Theorem 5.** For each \( n \geq k + 1 \), the following estimates

\[
C_4^{-1} \cdot |J^{(n)}| \leq S_{n-k}(\beta, \varepsilon, \gamma) \leq C_4 \cdot |J^{(n)}|
\]

hold, where the constant \( C_4 > 1 \) doesn't depend on \( n, k, \varepsilon \) and \( \gamma \).

First we prove the statement of the Theorem 5 in the case when \( J^{(n)} \) is an interval of the dynamical partition \( \mathcal{P}_n \). We consider the homeomorphism \( f_{\xi_0, \eta_0} \) of the circle \([\tau_0(0), \xi_0(0)]\), which corresponds to the pair of functions \((\xi_0(x), \eta_0(x))\). We recall that \((\xi_0(x), \eta_0(x))\) is a fixed point of the renormalization group transformation \( \mathcal{R} \). We denote by \( \tau_n \) the \( n \)-th dynamical partition of \( f_{\xi_0, \eta_0} \), and its intervals by \( \Delta \). We have

\[
\tau_n := \{\Delta^n_0, 0 \leq i \leq q_{n+1}; \Delta^{n+1}_j, 0 \leq j \leq q_n\}.
\]

By definition, the homeomorphism \( f \in C^r(\bar{\mathcal{P}}) \) is \( C^1 \)-conjugate to \( f_{\xi_0, \eta_0} \), i.e., there exists a diffeomorphism \( \psi \in C^1(S^1) \) such that \( \psi \circ f = f_{\xi_0, \eta_0} \circ \psi \). Hence, the intervals \( I^n \in \mathcal{P} \) and
\[ \Delta^n = \psi(I^n) \in \tau_n \] are comparable. Therefore we can prove the statement of the lemma for the homeomorphism \( f_{\xi_0, \eta_0} \). We set \( J^{(n)} := \Delta^{(n)} \in \tau_n \). To be definite, suppose \( \Delta^{(n)} \subset \Delta^{(n-k+1)} \subset \subset \Delta_0^{(1)} \).

First, we estimate the following sum

\[ S_{n-k}(\beta) = \sum_{b_1, b_2, \ldots, b_{n-k+1}} |\Delta(b_1, b_2, \ldots, b_{n-k+1}, a, 0, \ldots, a, 0)|^\beta, \]

where the sum ranges over all admissible \( b_1, b_2, \ldots, b_{n-k+1} \).

We rewrite the lengths of intervals in the last sum using the potential \( U_{cr} \). Note that the thermodynamic formalism for \( f_{\xi_0, \eta_0} \) was constructed for intervals lying in the neighborhood of

\[ x_1 : V_1(x_1) = \Delta_0^{(1)}(x_1) \cup \Delta_0^{(2)}(x_1). \]

It follows from the definition of symbolic dynamics that

\[ \Delta^{(n)} := \Delta^{(n)}(a, 1, 0, b_4, b_5, \ldots, b_{n-k-1}, \varepsilon(1), \varepsilon(2), \varepsilon(1)), \text{ if } \Delta^{(n)} \subset \Delta_0^{(2)}(x_1), \]

\[ \Delta^n := \Delta^n(1, 0, a, a_4, a_5, \ldots, a_{n-k-1}, \varepsilon(1), \varepsilon(2), \varepsilon(1)), \text{ if } \Delta^{(n)} \cup \Delta_0^{(2)}(x_1). \]

Using Lemma 1, the sum \( S_{n-k}(\beta, \varepsilon, \gamma) \) can be written in the form

\[ S_{n-k}(\beta, \varepsilon, \gamma) = \sum_{a_0}^{n-k-4} |a_0|^{-s} \sum_{b_1, b_2, \ldots, b_{n-k-1}} |\Delta(a, 1, 0, b_4, b_5, \ldots, b_{n-k-1}, \varepsilon(1), \varepsilon(2), \varepsilon(1))| + \sum_{a_4, a_5, \ldots, a_{n-k-1}} |\Delta(a, 1, 0, a_4, a_5, \ldots, a_{n-k-1}, \varepsilon(1), \varepsilon(2), \varepsilon(1))|, \]

(1.2)

where the constant \( a_0 \simeq -1.28 \) [2]. Theorem 3 implies that

\[ (1 + \psi_1(x_1, x_2, \ldots, x_{n-k-s-1}, \varepsilon(1), \varepsilon(2), \varepsilon(1)) \times \exp \left \{ \sum_{l=0}^{k-1} U_{cr}(\varepsilon(k-l), \ldots, \varepsilon(k), x_{n-k-s-1}, \ldots, x_1, \gamma(x_1)) \right \} \]

(1.3)

where \( |\psi_1| \leq \text{const} \cdot |a_0|^{-n-k-s-1} \). Let \( \Delta(x_1, x_2, \ldots, x_{n-k-s-1}, \varepsilon(1), \varepsilon(2), \varepsilon(1)) \subset V_1 \). Using the estimates (1.1), we obtain:

\[ C_2 \cdot \exp \left \{ \sum_{l=0}^{k-1} U_{cr}(\varepsilon(k-l), \ldots, \varepsilon(k), x_{n-k-s-1}, \ldots, x_1, \gamma(x_1)) \right \} \leq |\Delta(\varepsilon(k), \varepsilon(2), \varepsilon(1))| \leq \]

\[ C_3 \cdot \exp \left \{ \sum_{l=0}^{k-1} U_{cr}(\varepsilon(k-l), \ldots, \varepsilon(k), x_{n-k-s-1}, \ldots, x_1, \gamma(x_1)) \right \}. \]

Using the last estimates, (1.2) and (1.3), we find that

\[ C_4 \leq \frac{S_{n-k}(\beta, \varepsilon, \gamma)}{|\Delta(\varepsilon(k), \varepsilon(2), \varepsilon(1))|} \leq C_5, \]

(1.4)

Now we prove the statement of Theorem 5 in the case where \( J^{(n)} \) is \( q_n \)-small but not an interval of dynamical partition \( P_n(x_0) \). We consider the dynamical partition \( P_{n+m}(x_0), m \geq 1 \). Denote by \( \omega_1, \omega_2, \ldots, \omega_{l(m)} \) the intervals of the partition \( P_{n+m}(x_0), m \geq 1 \), whose union covers \( J^{(n)} \). Because \( J^{(n)} \) is a \( q_n \)-small interval, it follows from the dynamical partition structure that
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\[ l(m) \leq \text{const} \cdot q_{m+1}. \]  

The last two statements of Theorem 3 imply that for each \( \omega \in \mathcal{P}_{n+m}(x_0) \), we have

\[ \text{const} \cdot d_1^{n+m} \leq |\omega| \leq \text{Const} \cdot d_2^{n+m}, \]

where the constants \( 0 < d_1 < d_2 < 1 \) don’t depend on \( n \) and \( m \). Hence, for sufficiently large \( m \),

\[ \bigcup_{s=1}^{l(m)} \omega_s \subset V_{n-k}. \]

It is clear that

\[ f^i(J^{(n)}) \subset \bigcup_{s=1}^{l(m)} f^i(\omega_s), \quad i \geq 0. \]

We set \( N_{n-k}^{(1)} := \pi_{n-k}(I^{(n)}) \). Using the second inequality of Lemma 1, we can show that

\[ 1 \leq \left| f^i(J^{(n)}) \right| \sum_{j=0}^{l(m)} \left| f^i(\omega_j) \right| \leq 1 + \text{const} \cdot d_2^m, \quad 0 \leq i \leq N_{n-k}^{(1)} - 1. \]

The last inequalities imply that

\[ 1 \leq \left\{ \sum_{j=0}^{l(m)} \sum_{j=1}^{l(m)} \left| f^i(\omega_j) \right| \right\} / \left\{ \sum_{i=0}^{N_{n-k}^{(1)} - 1} \left| f^i(J^{(n)}) \right| \right\} \leq 1 + \text{const} \cdot d_2^m. \]

The last relations together with (1.4) imply the assertion of Theorem 5 for the interval \( J^n \). \( \square \)

\section{Hitting times of circle maps}

We consider the linear rotation \( f_\rho(x) = x + \rho \mod 1, x \in [0, 1) \), to the irrational angle \( \rho \in (0, 1) \). Let \( A \subset \mathbb{R}^1 \) be a measurable subset with \( \ell(A) > 0 \). Define the \textbf{first return time} \( R_A : A \rightarrow \mathbb{N} \) as

\[ R_A(x) = \inf\{ i \geq 1 : f^i_A(x) \in A \} \text{ for all } x \in A. \]

For \( t \in \mathbb{R}^1 \) we define by

\[ ||t|| = \min_{n \in \mathbb{Z}} |t - n| \]

the distance to the nearest integer. It is known that the first return time \( R_A \) of an irrational rotation \( f_\rho(x) \) has at most three values if \( A \) is an interval (see [13]).

\textbf{Proposition 1} (see [13]). Let \( f_\rho \) be an irrational rotation and \( b \in (0, \| \rho \|) \) be a fixed number. Let \( n = n_b \geq 0 \) be an integer such that \( \| q_{n+1} \rho \| < b \leq \| q_n \rho \| \) and \( K := K_b \) an integer, which satisfies

\[ K = \max\{ k \geq 0 : k \| q_{n+1} \rho \| + \| q_{n+2} \rho \| < b \}. \]

If \( n \geq 0 \) is odd, then

\[ R_{(0,b)}(x) = \begin{cases} q_{n+1}, & x \in [0, b - \| q_{n+1} \rho \|), \\ q_{n+2} - (K-1)q_{n+1}, & x \in [b - \| q_{n+1} \rho \|, K \| q_{n+1} \rho \| + \| q_{n+2} \rho \|), \\ q_{n+2} - Kq_{n+1}, & x \in [K \| q_{n+1} \rho \| + \| q_{n+2} \rho \|, b). \end{cases} \]

If \( n \geq 0 \) is even, then

\[ R_{(0,b)}(x) = \begin{cases} q_{n+1}, & x \in [0, b - K \| q_{n+1} \rho \| - \| q_{n+2} \rho \|), \\ q_{n+2} - (K-1)q_{n+1}, & x \in [b - K \| q_{n+1} \rho \| - \| q_{n+2} \rho \|, \| q_{n+1} \rho \|), \\ q_{n+1}, & x \in [\| q_{n+1} \rho \|, b). \end{cases} \]
Remark 1. Note that the value $R_{[0,b]}(x)$ at the middle interval is the sum of two other values.

Remark 2. $0 \leq K \leq k_{i+1} - 1$ for all $i \geq 0$.

Let $f$ be a circle homeomorphism with the golden mean rotation number $\alpha$ and with a unique probability invariant measure $\mu := \mu_f$. Take an arbitrary point $x_0 \in S^1$.

Take an arbitrary point $c_1 \in [f^{q_1}(x_0), 1)$. There exists a constant $\theta \in (0, 1]$ such that
\[
\mu([x_0, c_1]) := \theta \cdot \mu([f^{q_1}(x_0), 1]) := \theta \cdot \mu(I_0^{(1)}).
\]

For every $n \geq 1$ we define $c_n = c_n(\theta) \in I_0^{(n)}(x_0)$ as
\[
\mu(I_{c_n}(x_0)) := \theta \cdot \mu(I_0^{(n)}(x_0)),
\]
where the interval $I_{c_n}(x_0)$ has endpoints $x_0$ and $c_n$. It is easy to check that $c_n$ lies between $f^{-q_{n+1}}(x_0)$ and $f^{q_n}(x_0)$ for all $n \geq 1$.

Consider the first return time function:
\[
R_{c_n}(x) = \min\{j \geq 1 : f^j(x) \in I_{c_n}\}.
\]

The Remark 1 implies that the golden mean rotation number $K$ defined in Proposition 1 equals to zero, i.e., $K := K_{c_n} = 0$ for all $n \geq 2$. Applying the Proposition 1 we obtain the following useful fact.

Proposition 2. Let $f$ be a circle homeomorphism with the golden mean rotation number $\alpha$ and $x_0 \in S^1$. Assume the constant $\theta \in (0, 1)$ and $c_n \in I_0^{(n)}(x_0)$, $n > 1$, are determined by (2.1) and (2.2), respectively.

(I) If $n \in \mathbb{N}$ is odd, then
\[
R_{c_n}(x) = \begin{cases} 
q_{n+2}, & x \in [c_n, f^{q_{n+2}}(x_0)), \\
q_{n+3}, & x \in [f^{q_{n+2}}(x_0), f^{q_{n+1}}(c_n)), \\
q_{n+1}, & x \in [f^{-q_{n+1}}(c_n), x_0).
\end{cases}
\]

(II) If $n \in \mathbb{N}$ is even, then
\[
R_{c_n}(x) = \begin{cases} 
q_{n+2}, & x \in [x_0, f^{-q_{n+2}}(c_n)), \\
q_{n+3}, & x \in [f^{-q_{n+2}}(c_n), f^{q_{n+1}}(x_0)), \\
q_{n+1}, & x \in [f^{q_{n+1}}(x_0), c_n).
\end{cases}
\]

To be definite, we consider the case when $n$ is even. The case of odd $n$ can be considered similarly. Introduce the following notations:
\[
A_0^{(n)} = [x_0, f^{-q_{n+2}}(c_n)), \quad C_0^{(n)} = [f^{-q_{n+2}}(c_n), f^{q_{n+1}}(x_0)), \quad B_0^{(n)} = [f^{q_{n+1}}(x_0), c_n).
\]

The collection of intervals
\[
\xi_n(x_0, c_n) = \{A_0^{(n)}, f(A_0^{(n)}), \ldots, f^{q_{n+2}}(A_0^{(n)})\} \cup \{C_0^{(n)}, f(C_0^{(n)}), \ldots, f^{q_{n+3}}(C_0^{(n)})\} \cup \{B_0^{(n)}, f(B_0^{(n)}), \ldots, f^{q_{n+1}}(B_0^{(n)})\}
\]
constitutes the partition of the circle $S^1$. We denote it by $\xi_n(x_0, c_n)$ and call the $n$-th generalized dynamical partition associated with the points $x_0$ and $c_n$.

Using the properties of dynamical partitions, one can show the following proposition.
The location of intervals of the generalized dynamical partition \( \xi_n(x_0, c_n) \) in intervals of dynamical partition \( \mathcal{P}(x_0) \) is following (see Fig 4.1, 4.2):

1) 
\[
f^i(A^{(n)}_0 \cup C^{(n)}_0 \cup B^{(n)}_0) \subset I^{(n)}_i, \quad 0 \leq i \leq q_{n+1} - 1;
\]

2) 
\[
f^i(A^{(n)}_0 \cup C^{(n)}_0) = I^{(n+1)}_i, \quad q_{n+1} \leq i \leq q_{n+2} - 1;
\]
\[
f^{q_{n+1}}(B^{(n)}_0) = [x_0, c_{n+q_{n+2}}) \subset I^{(n+2)}_0;
\]

3) 
\[
f^i(C^{(n)}_0) = f^{i-q_{n+2}}([c_n, x_{q_n}) \subset f^{i-q_{n+2}}(I^{(n)}_0), \quad q_{n+2} \leq i \leq q_{n+3} - 1,
\]
\[
f^{q_{n+2}}(A^{(n)}_0) = [x_{q_{n+2}}, c_n) \subset I^{(n)}_0.
\]

Recall that, the first hitting time function in \( S^1 \) is 
\[
N^{(1)}_n(x) = \min\{j \geq 1: f^j(x) \in I_{c_n}, \quad x \in S^1.
\]

**Proposition 4.** Hitting time function is given by
\[
N^{(m)}_n(x) = \begin{cases}
  mq_{n+1} - i, & \text{if } x \in f^i(B^{(n)}_0), \quad 1 \leq i \leq q_{n+1}, \\
  mq_{n+2} - j, & \text{if } x \in f^j(A^{(n)}_0), \quad 1 \leq j \leq q_{n+2}, \\
  mq_{n+3} - k, & \text{if } x \in f^k(C^{(n)}_0), \quad 1 \leq k \leq q_{n+3},
\end{cases}
\]

**Proof.** Note that the collection of intervals 
\[
A^{(n)}_i, \quad 0 \leq i < q_{n+2}, \quad B^{(n)}_j, \quad 0 \leq j < q_{n+1}, \quad C^{(n)}_k, \quad 0 \leq k < q_{n+3},
\]
is a partition of the circle. This implies the required assertion of Proposition. \( \square \)

Now we rescale the hitting time function \( N^{(1)}_n(x) \), i.e., we divide it by the largest value and denote by \( E^{(1)}_n(x) \), i.e.,
\[
E^{(1)}_n(x) = \frac{1}{q_{n+3}} N^{(1)}_n(x).
\]
The last proposition implies that \( N^{(1)}_n(x) \) gets values from 1 to \( q_{n+3} \). Obviously, the rescaled function \( E^{(1)}_n(x) \) is a random variable taking values in \((0, 1]\). We denote by \( \Phi_{n, \theta}(t) \) the distribution function of \( E^{(1)}_n(x) \) w.r.t. Lebesgue measure on \( S^1 \).

We formulate the following theorem.

**Theorem 6.** The distribution function of the rescaled hitting time function \( E^{(1)}_n(x) \) has the following form:

i) if \( t < 1/q_{n+3} \), then \( \Phi_{n, \theta}(t) = 0; \)

ii) if \( m/q_{n+3} \leq t \leq (m + 1)/q_{n+3}, 1 \leq m \leq q_{n+1} \), then
\[
\Phi_{n, \theta}(t) = \sum_{i=q_{n+1}-m}^{q_{n+1}-1} |B^{(n)}_i| + \sum_{j=q_{n+2}-m}^{q_{n+2}-1} |A^{(n)}_j| + \sum_{k=q_{n+3}-m}^{q_{n+3}-1} |C^{(n)}_k|;
\]
iii) if \( m/q_{n+3} \leq t \leq (m+1)/q_{n+3}, q_{n+1} \leq m \leq q_{n+2}, \) then

\[
\Phi_{n,\theta}(t) = \sum_{i=0}^{q_{n+1}-1} |B_i^{(n)}| + \sum_{j=q_{n+2}-m}^{q_{n+2}-1} |A_j^{(n)}| + \sum_{k=q_{n+3}-m}^{q_{n+3}-1} |C_k^{(n)}|;
\]

iv) if \( m/q_{n+3} \leq t \leq (m+1)/q_{n+3}, q_{n+2} \leq m \leq q_{n+3}, \) then

\[
\Phi_{n,\theta}(t) = \sum_{i=0}^{q_{n+1}-1} |B_i^{(n)}| + \sum_{j=0}^{q_{n+2}-1} |A_j^{(n)}| + \sum_{k=q_{n+3}-m}^{q_{n+3}-1} |C_k^{(n)}|;
\]

v) if \( t \geq 1, \) then \( \Phi_{n,\theta}(t) = 1, \) where \( |L_i^{(n)}| \) is Lebesgue measure of \( L_i^n. \)

**Proof.** Since all elements of the \( n \)-th dynamical partition \( \mathcal{P}_n \) fully cover the unit circle, any point \( x \in S^1 \) belongs to either \( I_i^n \) or \( I_i^{n+1} \) for \( 0 \leq i \leq q_{n+1} \) and \( 0 \leq j < q_n. \) Using Proposition 3, we have that \( x \in S^1 \) belongs either to \( A_j^{(n)}, \) \( 0 \leq i < q_{n+2}, \) or \( B_j^{(n)}, \) \( 0 \leq j < q_{n+1}, \) or \( C_k^{(n)}, \) \( 0 \leq k < q_{n+3}. \) If \( m/q_{n+3} \leq t \leq (m+1)/q_{n+3} \) and \( 1 \leq m \leq q_{n+1}, \) then the following equality holds

\[
\ell \left( x \in S^1: E_n^{(1)}(x) = t \right) = |B_i^{(n)}| + |A_j^{(n)}| + |C_k^{(n)}|.
\]

For \( q_{n+1} \leq m \leq q_{n+2}, \)

\[
\ell \left( x \in S^1: E_n^{(1)}(x) = t \right) = |A_j^{(n)}| + |C_k^{(n)}|.
\]

And for \( q_{n+2} \leq m \leq q_{n+3}, \) we have

\[
\ell \left( x \in S^1: E_n^{(1)}(x) = t \right) = |C_k^{(n)}|.
\]

Using Proposition 4 we get the assertions in ii), iii), iv). Therefore, since \( \Phi_{n,\theta}(t) \) is a step function, it is clear that \( \Phi_{n,\theta}(t) = 0 \) if \( t \leq 0, \) and \( \Phi_{n,\theta}(t) = 1 \) if \( t \geq 1. \) Theorem 6 is proved. □

Next we introduce the following distribution function:

\[
\Psi_{n,\theta}(t) = \begin{cases} 
0, & \text{if } t \leq 0, \\
\sum_{k=0}^{l-q_{n+3}} |C_k^{(n)}|, & \text{if } lq_{n+3}^{-1} \leq t \leq (l+1)q_{n+3}^{-1}, \ 1 \leq l \leq q_{n+1}, \\
\sum_{i=0}^{l-q_{n+3}} |A_i^{(n)}| + \sum_{k=0}^{l-q_{n+3}} |C_k^{(n)}|, & \text{if } lq_{n+3}^{-1} \leq t \leq (l+1)q_{n+3}^{-1}, \ q_{n+1} \leq l < q_{n+2}, \\
\sum_{j=0}^{l-q_{n+3}} |B_j^{(n)}| + \sum_{i=0}^{l-q_{n+3}} |A_i^{(n)}| + \sum_{k=0}^{l-q_{n+3}} |C_k^{(n)}|, & \text{if } lq_{n+3}^{-1} \leq t \leq (l+1)q_{n+3}^{-1}, \ q_{n+2} \leq l < q_{n+3}, \\
1, & \text{if } t \geq 1,
\end{cases}
\]

where \( l = q_{n+3} - m - 1. \)

One has the following proposition.

**Proposition 5.** For all \( n \geq 1 \) the following relation holds:

\[
\Phi_{n,\theta}(t) = 1 - \Psi_{n,\theta}(1-t), \quad t \in \mathbb{R}^1.
\]
Proposition 6. In view of Theorem 6 and structure of dynamical partitions, we present \( \Phi_{n, \theta}(t) \) in a convenient form. Let \( mq_{n+3}^{-1} \leq t \leq (m + 1)q_{n+3}^{-1} \), \( q_{n+2} \leq m \leq q_{n+3} \). We have

\[
\Phi_{n, \theta}(t) = \sum_{i=0}^{q_{n+1}-1} |B_{i}^{(n)}| + \sum_{j=0}^{q_{n+2}-1} |A_{j}^{(n)}| + \sum_{k=q_{n+3}-m}^{q_{n+3}-1} |C_{k}^{(n)}|.
\]

Hence

\[
\Psi_{n, \theta}(1 - t) = 1 - \Phi_{n, \theta}(t) = 1 - \left\{ \sum_{i=0}^{q_{n+1}-1} |B_{i}^{(n)}| + \sum_{j=0}^{q_{n+2}-1} |A_{j}^{(n)}| + \sum_{k=q_{n+3}-m}^{q_{n+3}-1} |C_{k}^{(n)}| \right\} = \sum_{k=q_{n+3}-m}^{q_{n+3}-1} |C_{k}^{(n)}|.
\]

On the other hand

\[
mq_{n+3}^{-1} \leq t \leq (m + 1)q_{n+3}^{-1}, \quad 1 - (m + 1)q_{n+3}^{-1} \leq 1 - t \leq 1 - mq_{n+3}^{-1}.
\]

Using the notation \( m = q_{n+3} - l - 1 \), we have

\[
1 - (q_{n+3} - l - 1 + 1)q_{n+3}^{-1} \leq 1 - t \leq 1 - (q_{n+3} - l - 1)q_{n+3}^{-1}, \quad lq_{n+3}^{-1} \leq 1 - t \leq (l + 1)q_{n+3}^{-1}, \quad 1 \leq l < q_{n+1}.
\]

From the last inequality we get

\[
\Psi_{n, \theta}(t) = \sum_{k=0}^{l} |C_{k}^{(n)}|, \quad \text{if } lq_{n+3}^{-1} \leq t \leq (l + 1)q_{n+3}^{-1}, \quad 1 \leq l < q_{n+1}.
\]

If \( mq_{n+3}^{-1} \leq t \leq (m + 1)q_{n+3}^{-1} \) and \( q_{n+1} \leq m \leq q_{n+2} \), then

\[
\Psi_{n, \theta}(1 - t) = 1 - \Phi_{n, \theta}(t) = 1 - \left\{ \sum_{i=0}^{q_{n+2}-m} |B_{i}^{(n)}| + \sum_{j=q_{n+2}-m}^{q_{n+3}-1} |A_{j}^{(n)}| + \sum_{k=q_{n+3}-m}^{q_{n+3}-1} |C_{k}^{(n)}| \right\} = \sum_{j=0}^{q_{n+2}-m} |A_{j}^{(n)}| + \sum_{k=q_{n+3}-m}^{q_{n+3}-1} |C_{k}^{(n)}|.
\]

Since, \( lq_{n+3}^{-1} \leq 1 - t \leq (l + 1)q_{n+3}^{-1} \),

\[
\Psi_{n, \theta}(t) = \sum_{j=0}^{l-q_{n+1}} |A_{j}^{(n)}| + \sum_{k=0}^{l} |C_{k}^{(n)}|, \quad \text{if } lq_{n+3}^{-1} \leq t \leq (l + 1)q_{n+3}^{-1}, \quad q_{n+1} \leq l < q_{n+2}.
\]

If \( mq_{n+3}^{-1} \leq t \leq (m + 1)q_{n+3}^{-1} \), \( 1 \leq m \leq q_{n+1} \), then

\[
lq_{n+3}^{-1} \leq t \leq (l + 1)q_{n+3}^{-1}.
\]

Hence,

\[
\Psi_{n, \theta}(t) = \sum_{i=0}^{l-q_{n+1}} |A_{i}^{(n)}| + \sum_{j=0}^{l-q_{n+2}} |B_{j}^{(n)}| + \sum_{k=0}^{l} |C_{k}^{(n)}|, \quad \text{if } q_{n+2} \leq l < q_{n+3}.
\]

Proposition 5 is completely proved. \( \Box \)
§ 3. The proof of Theorem 2

Fix $k \geq 1$. Consider the sequence of dynamical partitions $\{P_{n-k}(x_0), n \geq k + 1\}$. By the structure of a dynamical partition, the renormalized neighborhood $V_{n-k}(x_0) := [x_{q_{n-k}+1}, x_{q_{n-k}}]$ of the critical point $x_0$ consists of $q_{k+1}$ intervals of rank $n - 1$ and $q_k$ intervals of rank $n$. Consider the Poincare first return function $\pi_{n-k}: V_{n-k}(x_0) \to V_{n-k}(x_0)$:

$$\pi_{n-k}(x) = \begin{cases} f^{q_{n-k+1}}(x), & \text{if } x \in [x_0, x_{q_{n-k}}), \\ f^{q_k}(x), & \text{if } x \in [x_{q_{n-k}+1}, x_0). \end{cases}$$

The collection of the following intervals:

$$A_0^{(n)}, \pi_{n-k}(A_0^{(n)}), \pi_{n-k}^2(A_0^{(n)}), \ldots, \pi_{n-k}^{q_k+1}(A_0^{(n)});$$

$$B_0^{(n)}, \pi_{n-k}(B_0^{(n)}), \pi_{n-k}^2(B_0^{(n)}), \ldots, \pi_{n-k}^{q_k+1}(B_0^{(n)});$$

$$C_0^{(n)}, \pi_{n-k}(C_0^{(n)}), \pi_{n-k}^2(C_0^{(n)}), \ldots, \pi_{n-k}^{q_k+1}(C_0^{(n)});$$

gives the generalized dynamic partition of the renormalized neighborhood $V_{n-k}(x_0)$ associated with the points $x_0$ and $c_n$. We denote it by $\eta_{n-k,n}(x_0, c_n)$. It is clear that the partition $\eta_{n-k,n}(x_0, c_n)$ consists of all intervals of the partition $\xi_n(x_0, c_n)$ contained in the interval $V_{n-k}(x_0)$. To be specific suppose that $n - k$ is even, define the $q_k$-small interval $D_{n-k}^{(n)} := [y^{(n)}, z^{(n)}] \in \eta_{n-k,n}(x_0, c_n)$ and let $D_{n-k}^{(n)} \subset [x_{q_{n-k}+1}, x_0)$. Then $\varphi^{(y^{(n)})} := (a, 0, a, 0, \ldots, a, \varepsilon)$ and $\varphi^{(z^{(n)})} := (a, 0, a, 0, \ldots, a, \gamma)$.

The endpoints of the intervals $f_i^{(k)}(D_{n-k}^{(n)}) = [f_i^{(y^{(n)})}, f_i^{(z^{(n)})})$, $0 \leq i \leq q_{n-k} - 1$, have symbolic representation in the form $\varphi(f_i^{(y^{(n)})}) := (b_1^{(1)}, b_2^{(2)}, \ldots, b_{q_{n-k}}^{(n-k)}, \varepsilon)$ and $\varphi(f_i^{(z^{(n)})}) := (b_1^{(1)}, b_2^{(2)}, \ldots, b_{q_{n-k}}^{(n-k)}, \gamma)$.

Next define the itinerary of the point $x \in V^{(n-k)}$ as the sequence $(b_1^{(n-k)}(x), b_2^{(n-k)}(x), \ldots, b_{q_{n-k}}^{(n-k)}(x), \ldots)$, where $b_j^{(n-k)}(x), j \geq 1$, are defined as

$$b_j^{(n-k)}(x) := \begin{cases} 0, & \text{if } \pi_{n-k}^{j-1}(x) \in I_0^{(n-k+1)}; \\ 1, & \text{if } \pi_{n-k}^{j-1}(x) \in I_0^{(n-k)} \setminus \{0\}. \end{cases}$$

We set

$$b_l^{(n-k)} := b_l(C_0^{(n)}), \quad 1 \leq l \leq q_{k+3}.$$ We denote by $N_{n-k}^{(i)}(x)$, $i \geq 1$, the $i$-th hitting time of the point $x$ into interval $V_{n-k}$, i.e.,

$$N_{n-k}^{(i)}(x) := \min\{s > i - 1: f^s(x) \in V_{n-k}\}.$$ It is easy to check that for all $x \in C_0^{(n)}$:

$$N_{n-k}^{(i)}(x) = \sum_{l=1}^{i} \left((1 - b_l^{(n-k)})q_{n-k} + b_l^{(n-k)}q_{n-k}, \quad 1 \leq i \leq q_{k+3}. \right. \quad (3.1)$$

We denote by $R_{n-k}^{(i)}(x)$ the $i$-th return of $x$ into $V_{n-k}(x_0)$, i.e.,

$$R_{n-k}^{(i)}(x) = N_{n-k}^{(i)}(x) - N_{n-k}^{(i-1)}(x), \quad i \geq 1.$$ It is clear that

$$R_{n-k}^{(i)}(x) = \begin{cases} q_{n-k}, & \text{if } x \in I_0^{(n-k+1)}; \\ q_{n-k+1}, & \text{if } x \in I_0^{(n-k)}. \end{cases}$$
We define for every \( k \geq 1 \), the sequence of partitions \( \{ t_{n,i}^{(k)} ; 0 \leq i \leq q_{k+3} \}_{n=1}^{\infty} \) of the segment \([0, 1)\) as follows:

\[
t_{n,i}^{(k)} = \frac{N_{n-k}^{(i)}}{q_{n+3}} , \quad 1 \leq i \leq q_{k+3} \text{ and } t_{0}^{(k)} = 0 . \tag{3.2}
\]

Obviously, for each \( n \in \mathbb{N} \) we have

\[
0 \leq t_{n,0}^{(1)} < t_{n,1}^{(1)} < \ldots < t_{n,q_{4}}^{(1)} = 1 , \\
0 \leq t_{n,0}^{(2)} < t_{n,1}^{(2)} < \ldots < t_{n,q_{5}}^{(2)} = 1 , \\
\cdots \cdots \cdots \cdots \cdots \\
0 \leq t_{n,0}^{(k)} < t_{n,1}^{(k)} < \ldots < t_{n,q_{k+3}}^{(k)} = 1 , \\
\cdots \cdots \cdots \cdots \cdots
\]

Using (3.1) and (3.2), we get the following estimates:

\[
q_{n+3}^{1}q_{n-k} \leq |t_{n,i+1}^{(k)} - t_{n,i}^{(k)}| \leq q_{n+3}^{1}q_{n-k+1} , \quad 0 \leq i \leq q_{k+3} - 1 .
\]

One has the following Proposition.

**Proposition 6.** Let \( k > 1 \) and let the sequence of the partitions \( \{ t_{n,i}^{(k)} ; 0 \leq i \leq q_{k+3} \}_{n=1}^{\infty} \) of the interval \([0, 1)\) be defined by (3.2). Then

1) for each \( i , \ 0 \leq i \leq q_{k+3} - 1 \), the following finite limit exists:

\[
\lim_{n \to \infty} t_{n,i}^{(k)} = t_{i}^{(k)} ;
\]

2) the subset \( \mathcal{T} = \bigcup_{k=1}^{\infty} \{ t_{i}^{(k)} ; 0 \leq i \leq q_{k+3} \} \) is dense on \([0, 1)\).

**Proof.** It is easy to see that the difference equations \( q_{n+1} = q_{n} + q_{n-1} , \ q_{0} = q_{1} = 1 \) have solutions

\[
q_{n} = \frac{\bar{p}^{2} + \bar{p}^{n-2} - \bar{p} + (-1)^{n} 1 - \bar{p}}{\bar{p}^{2} + 1} , \quad n \geq 0 , \tag{3.3}
\]

with \( \bar{p} = \sqrt{\frac{5}{2}} - 1 \). Let \( 1 \leq i \leq q_{k+3} \). Using (3.1)–(3.3) we obtain

\[
t_{n,i}^{(k)} = q_{n+3}^{1}N_{n-k,n}^{(i)} = q_{n+3}^{1} \sum_{l=1}^{i} ((1 - b_{l}^{(k)})q_{n-k+1} + b_{l}^{(k)}q_{n-k}) = \\
= \sum_{l=1}^{i} ((1 - b_{l}^{(k)})\bar{p}^{k+2} + b_{l}^{(k)}\bar{p}^{k+1} + O(\bar{p}^{2n-k})).
\]

Consequently,

\[
\lim_{n \to \infty} t_{n,i}^{(k)} = \sum_{l=1}^{i} ((1 - b_{l}^{(k)})\bar{p}^{k+2} + b_{l}^{(k)}\bar{p}^{k+1}) = t_{i}^{(k)} , \quad 1 \leq i \leq q_{k+3} .
\]

Now we prove the second assertion of the Proposition 6. The last relation implies that

\[
c_{1}\bar{p}^{k+1} \leq |t_{i+1}^{(k)} - t_{i}^{(k)}| \leq c_{2}\bar{p}^{k} , \quad 0 \leq i \leq q_{k+3} ,
\]

where the positive constants \( c_{1} \) and \( c_{2} \) don’t depend on \( k \) and \( i \). Since \( \bar{p} \in (0, 1) \), we obtain that the subset \( \mathcal{T} \) is dense on \([0, 1)\). \( \square \)
Proposition 7. For each \(i\), \(0 \leq i \leq q_{k+3}\) there exists the finite limit

\[
\lim_{n \to \infty} \Psi_{n,\theta}(t_{n,i}^{(k)}) = \Psi_{\theta}(t_{i}^{(k)}).
\]

Proof. We rewrite \(\Psi_{n,\theta}(t_{i}^{(k)})\) in the following form:

\[
\Psi_{n,\theta}(t_{i}^{(k)}) = (\Psi_{n,\theta}(t_{i}^{(k)}) - \Psi_{n,\theta}(t_{n,i}^{(k)})) + \Psi_{n,\theta}(t_{n,i}^{(k)}).
\] (3.4)

First, we estimate the difference \(\Psi_{n,\theta}(t_{i}^{(k)}) - \Psi_{n,\theta}(t_{n,i}^{(k)})\). The relation (3.2) implies that

\[
|t_{i}^{(k)} - t_{n,i}^{(k)}| \leq \text{const} \cdot \rho^{n-k}, \quad n \geq k + 1.
\]

Using the definition of the distribution function \(\Psi_{n,\theta}^{(1)}(t)\) for sufficiently large \(n\), we have

\[
|\Psi_{n,\theta}(t_{i}^{(k)}) - \Psi_{n,\theta}(t_{n,i}^{(k)})| \leq \max_{0 \leq \theta \leq q_{n}} |f_{i}^{(n)}| \leq \text{const} \cdot \lambda^{n}
\] (3.5)

where \(\lambda \in (0, 1)\). The last term of (3.4) we rewrite in the following form:

\[
\Psi_{n,\theta}(t_{n,i}^{(k)}) = \sum_{l=1}^{i}(\Psi_{n,\theta}(t_{n,i}^{(k)}) - \Psi_{n,\theta}(t_{n,l-1}^{(k)})).
\] (3.6)

Using definition of the distribution function \(\Psi_{n,\theta}\), each difference in the right-hand side of (3.6) can be rewritten as

\[
\Psi_{n,\theta}(t_{n,i}^{(k)}) - \Psi_{n,\theta}(t_{n,l-1}^{(k)}) =
\]

\[
\begin{cases}
  \sum_{j=0}^{R_{n-k}^{(i)}(c_{n}^{(i)})-1} |C_{n-k}^{(i)}(c_{n}^{(i)})+j|, & \text{if } 1 \leq l \leq q_{k+1}, \\
  \sum_{j=0}^{R_{n-k}^{(i)}(c_{n}^{(i)})-1} |A_{n-k}^{(i)}(c_{n}^{(i)})+j| + \sum_{j=0}^{R_{n-k}^{(i)}(c_{n}^{(i)})-1} |C_{n-k}^{(i)}(c_{n}^{(i)})+j|, & \text{if } q_{k+1} \leq l \leq q_{k+2}, \\
  \sum_{j=0}^{R_{n-k}^{(i)}(c_{n}^{(i)})-1} |B_{n-k}^{(i)}(c_{n}^{(i)})+j| + \sum_{j=0}^{R_{n-k}^{(i)}(c_{n}^{(i)})-1} |A_{n-k}^{(i)}(c_{n}^{(i)})+j| + \sum_{j=0}^{R_{n-k}^{(i)}(c_{n}^{(i)})-1} |C_{n-k}^{(i)}(c_{n}^{(i)})+j|, & \text{if } q_{k+2} \leq l \leq q_{k+3}.
\end{cases}
\]

Each sum in the last relation is the thermodynamic sum of rank \(k\) associated with \(q_{n}\)-small intervals \(D^{(n)} \in n_{n-k}(x_{0}, c_{n})\), \(D^{(n)} \subset V_{n-k}(x_{0})\). Theorem 6 implies that each of such sums has a finite limit as \(n \to \infty\). Further, collecting (3.4)–(3.6), we obtain, that

\[
\lim_{n \to \infty} \Psi_{n,\theta}(t_{i}^{(k)}) = \sum_{l=1}^{i} \lim_{n \to \infty} (\Psi_{n,\theta}(t_{n,i}^{(k)}) - \Psi_{n,\theta}(t_{n,l-1}^{(k)})) \equiv \Psi_{\theta}(t_{i}^{(k)})
\]

for all \(1 \leq i \leq q_{k+3}\). \(\square\)

It remains to prove the continuity of \(\Psi_{\theta}(t)\) on \([0, 1]\). Since \(\Psi_{\theta}(t)\) is increasing function on the dense subset \(\mathcal{T}\), it can be extended to the interval \([0, 1]\). It is obvious, that \(\Psi_{\theta}(t) = 0\), if \(t \leq 0\), and \(\Psi_{\theta}(t) = 1\), if \(t \geq 1\). We clearly deduce that

\[
\lim_{n \to \infty} \Psi_{n,\theta}(t) = \Psi_{\theta}(t),
\]
for all \( t \in \mathbb{R}^1 \).

Now we prove continuity of the limit distribution function \( \Psi_\theta(t) \) on \([0, 1]\). By the triangle inequality, we have
\[
|\Psi_\theta(t^k_{i+1}) - \Psi_\theta(t^k_i)| \leq |\Psi_\theta(t^k_{i+1}) - \Psi_{n,\theta}(t^k_{i+1})| + |\Psi_{n,\theta}(t^k_i) - \Psi_{n,\theta}(t^k_{i+1})| + |\Psi_{n,\theta}(t^k_{i+1}) - \Psi_\theta(t^k_i)|.
\] (3.7)

Now we estimate the last sum in (3.7). We consider only the case \( 0 \leq i \leq q_{k+1} \). Other cases are similar. We have:
\[
|\Psi_{n,\theta}(t^k_{n,i}) - \Psi_{n,\theta}(t^k_{n,i-1})| \leq \sum_{j=0}^{n_i} |I_j^{(n-k)}| \cdot \frac{|C^{(n)}_{N_n-k}(C_0^{(n)})+j|}{|I_j^{(n-k)}|} \leq \text{const} \cdot \lambda^n, \tag{3.8}
\]
here we used that the \( q_n \)-small interval \( C^{(n)}_{N_n-k}(C_0^{(n)})+j \) is the part of the interval \( I_j^{(n-k)} \) of rank \( n-k \).

Take an arbitrary small \( \varepsilon > 0 \). We choose \( k = k(\varepsilon) > 0 \) such that \( \text{const} \cdot \lambda^n < \frac{\varepsilon}{6} \). However the sequence \( \{\Psi_{n,\theta}(t)\} \) converges to \( \Psi_\theta(t) \), for sufficiently large \( n \) the sum of first two terms in the right-hand side of the inequality (3.7) is less than \( \frac{\varepsilon}{2} \) for all \( 0 \leq i \leq q_{k+3} \). From (3.5), we have that for sufficiently large \( n \) the sum of next two terms is less than \( \frac{\varepsilon}{6} \). We collect all above estimates and obtain that the right-hand side of (3.8) is less than \( \frac{\varepsilon}{2} \) for all \( 0 \leq i \leq q_{k+3} \). Put \( \delta = \alpha^{k-1} \). Since the function \( \Psi_\theta(t) \) is increasing, then using (3.7) and (3.8), we obtain that \( |\Psi_\theta(t_1) - \Psi_\theta(t_2)| < \varepsilon \) if \( |t_2 - t_1| < \delta \).

The last statement of Theorem 2 can be proved as a similar statement in [21].
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Асимптотическое распределение времени попадания для критических отображений на окружности
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Хорошо известно, что преобразование ренормгруппы \( R \) имеет единственную неподвижную точку \( f_{cr} \) в пространстве критических \( C^3 \)-гомеоморфизмов окружности с одной кубической критической точкой \( x_{cr} \) и числом вращения, равным золотому сечению \( \rho := \frac{\sqrt{5}-1}{2} \). Обозначим через \( Cr(\rho) \) множество всех критических отображений окружности, \( C^1 \)-сопряженных к \( f_{cr} \). Пусть \( f \in Cr(\rho) \) и \( \mu := \mu_f \) — единственная вероятностная инвариантная мера для \( f \). Зафиксируем \( \theta \in (0, 1) \).

Для каждого \( n \geq 1 \) определим \( c_n := c_n(\theta) \) такое, что \( \mu([x_{cr}, c_n]) = \theta \cdot \mu([x_{cr}, f^q_n(x_{cr})]) \), где \( q_n \) — время первого возврата линейного вращения \( f_\rho \). Мы исследуем закон сходимости перемасштабированного точечного процесса времени попадания. Мы показываем, что предельное распределение сингулярно относительно меры Лебега.
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