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Abstract

Anomaly detection and localization is a popular computer vision problem involving detecting anomalous images and localizing anomalies within them. However, this task is challenging due to the small sample size and pixel coverage of the anomaly in real-world scenarios. Prior works need to use anomalous training images to compute a threshold to detect and localize anomalies. To remove this need, we propose Convolutional Adversarial Variational autoencoder with Guided Attention (CAVGA), which localizes the anomaly with a convolutional latent variable to preserve the spatial information. In the unsupervised setting, we propose an attention expansion loss, where we encourage CAVGA to focus on all normal regions in the image without using any anomalous training image. Furthermore, using only 2% anomalous images in the weakly supervised setting we propose a complementary guided attention loss, where we encourage the normal attention to focus on all normal regions while minimizing the regions covered by the anomalous attention in the normal image. CAVGA outperforms the state-of-the-art (SOTA) anomaly detection methods on the MNIST, CIFAR-10, Fashion-MNIST, MVTec Anomaly Detection (MVTAD), and modified ShanghaiTech Campus (mSTC) datasets. CAVGA also outperforms the SOTA anomaly localization methods on the MVTAD and mSTC datasets.

1. Introduction

With several breakthroughs of Deep Neural Networks (DNNs) outperforming humans in the field of image classification [13], action recognition [10], face recognition [23], etc., one area where it has made significant progress is recognizing whether an image is homogeneous with its previously observed distribution or whether it belongs to a novel or anomalous distribution [1]. To develop machine learning algorithms for such a setting can be challenging due to the lack of suitable data since images with anomalies are rarely available in real world scenarios as discussed by [3]. Prior works on anomaly detection employ handcrafted features to detect anomalies [2, 5, 35], while [9, 12] propose autoencoder based networks in such challenging settings. GAN based approaches [31, 41] have also been proposed for this task. [36, 38] propose temporal anomaly localization while [7] proposes patch based anomaly localization in videos. Trained with normal images or videos, these methods use a thresholded pixel-wise difference between the input and reconstructed image to detect and localize anomalies. However, their methods need to use anomalous training images to determine the threshold which can be unavailable in real-world scenarios.

Figure 1. CAVGA uses the proposed complementary guided attention loss to encourage a normal attention that expands to the entire image of the normal training image while suppressing its anomalous attention, which enables the trained network to generate the anomalous attention map better localizing the anomaly at testing.
To remove this need, we propose Convolutional Adversarial Variational autoencoder with Guided Attention (CA VGA), an unsupervised anomaly detection and localization method which requires no anomalous training images. In case when few anomalous training images are available, we also extend CA VGA to a weakly supervised setting. Without any prior knowledge of the anomaly, in general, it is required to look at the entire image to localize the anomaly, based on which we design the guided attention mechanism in CA VGA. In the unsupervised setting comprising of only normal images during training [3], we encourage the network to focus on all normal regions of the image such that the feature representation of the latent variable encodes all the normal regions. In the weakly supervised setting, we introduce a classifier in CA VGA and propose a complementary guided attention loss computed only for the normal images correctly predicted by the classifier. Using this complementary guided attention loss, we expand the normal images’ normal attention but suppress their anomalous attention, where normal/anomalous attention represents the areas affecting the classifier’s normal/anomalous prediction identified by existing network visualization methods (e.g. Grad-CAM [34]). Figure 1 (a) illustrates our guided attention mechanism, and we find that it improves the performance of anomaly localization (shown in Sec. 5), and the resulting normal attention and anomalous attention of anomalous testing images are visually complementary, which is consistent with our intuition, as illustrated in Figure 1 (b).

To the best of our knowledge, we are the first in anomaly detection and localization to propose an end-to-end trainable framework with attention guidance which explicitly enforces the network to learn representations from the entire normal images. As compared to the prior works, our proposed approach CA VGA needs no anomalous training images to determine a threshold to detect and localize the anomaly. Our contributions are:

- **Convolutional adversarial variational autoencoder with guided attention (CA VGA)**, which comprises of a convolutional latent variable to preserve the spatial relation between the input and latent variable as compared to flattening it.

- **An attention expansion loss ($L_{ae}$)**, where we encourage the network to focus on the entire normal images in the unsupervised setting.

- **A complementary guided attention loss ($L_{cga}$)**, using which we minimize the anomalous attention and simultaneously expand the normal attention for the normal images correctly predicted by the classifier.

- **New SOTA**: In anomaly detection, CA VGA outperforms the SOTA methods on the MVTAD [3], mSTC [22], MNIST [19], CIFAR-10 [17] and Fashion-MNIST [39] datasets in classification accuracy. In anomaly localization, CA VGA outperforms the SOTA methods on the mSTC datasets in IoU and mean Area under ROC curve (AuROC). CA VGA also outperforms the SOTA anomaly localization methods on the MVTAD dataset in IoU, and performs on par with the SOTA anomaly localization methods in AuROC.

## 2. Proposed approach: CA VGA

### 2.1. Unsupervised approach: CA VGA$_u$

Figure 2 (a) illustrates CA VGA in the unsupervised setting (denoted as CA VGA$_u$). CA VGA$_u$ comprises of a convolutional latent variable as compared to flattened one, to preserve the spatial information between the input and latent variable. Since attention maps obtained from feature maps illustrate the regions of the image responsible for specific activation of neurons in it [40], we propose an attention expansion loss such that the feature representation of the latent variable encodes all the normal regions. This loss encourages the attention map generated from the latent variable to cover the entire normal training image as illustrated in Figure 1 (a). During testing, we localize the anomaly from the anomalous attention map of the input image.

#### 2.1.1 Convolutional latent variable

Variational Autoencoder (VAE) [15] is a generative model widely used for anomaly detection [16, 29]. The loss function of training a vanilla VAE can be formulated as:

$$ L = L_R(x, \hat{x}) + KL(q_\phi(z|x)||p_\theta(z|x)) $$

where $L_R(x, \hat{x}) = \frac{1}{N} \sum_{i=1}^{N} l_i \log(\hat{l}_i) + (1 - l_i) \log(1 - \hat{l}_i)$, $x$ is the input image, $\hat{x}$ is the reconstructed image, and $N$ is the total number of images. The posterior $p_\theta(z|x)$ is modeled using a standard Gaussian distribution prior $p(z)$ with the help of Kullback-Liebler ($KL$) divergence through $q_\phi(z|x)$. Since the vanilla VAE results in blurry reconstruction [18], we use a discriminator ($D(.)$) to improve the stability of the training and generate a sharper reconstruction $\hat{x}$ using adversarial learning [25] formulated as follows:

$$ L_{adv} = -\frac{1}{N} \sum_{i=1}^{N} \log(D(x_i)) + \log(1 - D(\hat{x}_i)) $$

Unlike traditional autoencoders [4, 11] where the latent variable is vectorized, inspired from [26], we propose to use a convolutional latent variable to preserve the spatial relation between the input and the latent variable. We illustrate the effectiveness of using a convolutional latent variable over vectorizing it in Sec. 5.
2.1.2 Attention expansion loss $L_{ae}$

Along with detecting an image as anomalous, we also focus on spatially localizing the anomaly in the image. Most works \[1, 33, 37\] employ a thresholded pixel-wise difference between the reconstructed image and the input image to localize the anomaly where the threshold is determined by using anomalous training images. However, CAVGA$_u$ learns to localize the anomaly using an attention map reflected through an end-to-end training process without the need of any anomalous training images. We use the feature representation of the latent variable $z$ to compute the attention map ($A$). $A$ is computed using Grad-CAM \[34\] and normalized using a sigmoid operation such that $A_{i,j} \in [0, 1]$ to make it differentiable during the end-to-end training process.

Intuitively, $A$ focuses on specific regions of the image based on the activation of neurons and its respective importance \[40, 42\]. Hence, it is required to focus on the entire image to localize the anomaly due to the lack of prior knowledge about the anomaly. We use this notion to learn the feature representation from the entire normal training image by proposing an attention expansion loss, where we encourage the network to generate an attention map that covers all the normal regions. This attention expansion loss for each image $L_{ae,1}$ is formulated as follows:

$$L_{ae,1} = \frac{1}{|A|} \sum_{i,j} (1 - A_{i,j})$$

The final attention expansion loss $L_{ae}$ is the average of $L_{ae,1}$ over the $N$ images. We form the final objective function $L_{final}$ below:

$$L_{final} = w_r L_r + w_{adv} L_{adv} + w_{ae} L_{ae},$$

where $w_r$, $w_{adv}$, and $w_{ae}$ are the weights set as 1, 1, and 0.01 respectively from validation.

During testing, we feed an image $x_{test}$ into the encoder followed by the decoder, which reconstructs an image $\hat{x}_{test}$. As defined in \[33\], we compute the pixel-wise difference between $\hat{x}_{test}$ and $x_{test}$ as the anomalous score $s_a$. Intuitively, if $x_{test}$ is drawn from the learnt distribution of $z$, then $s_a$ is small. Without using any anomalous training images in the unsupervised setting, we normalize $s_a$ between $[0, 1]$ and empirically set 0.5 as the threshold to detect an image as anomalous. The attention map $A_{test}$ is computed from $z$ using Grad-CAM and is inverted ($1 - A_{test}$) to obtain an anomalous attention map which localizes the anomaly. Here, $I$ refers to a matrix of all ones with the same dimensions as $A_{test}$. We empirically choose 0.5
as the threshold on the anomalous attention map to evaluate the localization performance. We find that CAVGAu is insensitive to the threshold and outperforms the baselines with different threshold values.

2.2. Weakly supervised approach: CAVGA\textsubscript{w}

CAVGAv can be further extended to a weakly supervised setting (denoted as CAVGA\textsubscript{w}) where we explore the possibility of using few anomalous training images to improve the performance of anomaly detection and localization. Attention maps generated from a trained classifier have been used in weakly supervised semantic segmentation tasks [28, 34]. Given the labels of the anomalous and normal images without the pixel-wise annotation of the anomaly during training, we modify CAVGAv by introducing a binary classifier \(C\) at the output of \(z\) as shown in Figure 2 (b) and train \(C\) using the binary cross entropy loss \(L_{bce}\). CAVGA\textsubscript{w} is jointly trained with \(L_{bce}\), eq. 1, and eq. 2. Since the attention map depends on the performance of \(C\) [20], we propose the complementary guided attention loss based on \(C\)'s prediction to better localize the anomaly.

Given an image \(x\) and its ground truth label \(y\), we define \(p \in \{c_a, c_n\}\) as the prediction of \(C\), where \(c_a\) and \(c_n\) are the anomalous and normal classes respectively. From Figure 2 (b) we clone \(z\) into a new tensor, flatten it to form a fully connected layer \(z_{fc}\), and add a 2-node output layer to form \(C\). \(z\) and \(z_{fc}\) share parameters. For classification, we separately vectorize \(z_{fc}\), which also enables the higher magnitude of gradient backpropagation from \(p\) [34].

We use Grad-CAM to compute the anomalous attention map \(A_{c_a}^x\) for the anomalous class and the normal attention map \(A_{c_n}^x\) for the normal class on the normal image \(x\) (\(y = c_n\)). Using the anomalous and normal attention maps, we propose a complementary guided attention loss where we minimize the areas covered by the anomalous attention map but simultaneously enforce the normal attention map to cover the entire normal image. Since the attention map is computed by backpropagating the gradients from \(p\), any incorrect \(p\) would generate an undesired attention map. This would lead to the network learning to focus on erroneous areas of the image during training, which we avoid using the complementary guided attention loss. We compute this loss only for the normal images correctly classified by the classifier i.e. if \(p = y = c_n\). We define \(L_{ega,1}\), the complementary guided attention loss for each image, in the weakly supervised setting as:

\[
L_{ega,1} = \mathbb{1}(p = y = c_n) \sum_{i,j} (1 - (A_{c_n}^x)_{i,j} + (A_{c_a}^x)_{i,j}),
\]

where \(\mathbb{1}(\cdot)\) is an indicator function. The final guided attention loss \(L_{ega}\) is the average of \(L_{ega,1}\) over the \(N\) images.

\[
L_{final} = w_rL + w_{adv}L_{adv} + w_rL_{bce} + w_{ega}L_{ega}, ~ (6)
\]

where \(w_r, w_{adv}, w_c\), and \(w_{ega}\) are weights set as 1, 1, 0.001, and 0.01 respectively from validation. During testing, we use \(C\) to predict the input image \(x_{test}\) as anomalous or normal. The anomalous attention map \(A_{test}^x\) of \(A_{test}\) is computed when \(y = c_a\). We use the same evaluation method as discussed in Sec. 2.1.2 for anomaly localization.

3. Experimental setup

Benchmark datasets: We evaluate CAVGA on the MVTAD [3], mSTC [22], MNIST [19], CIFAR-10 [17] and Fashion-MNIST [39] datasets for anomaly detection, and on the MVTAD and mSTC datasets for anomaly localization. Since the STC dataset [22] is designed for video instead of image anomaly detection, we extract every 5th frame of the video from each scene for training and testing without using any temporal information. We term the modified STC dataset as mSTC and summarize the experimental settings in Table 1.

Baseline methods: We compare CAVGA\textsubscript{u} and CAVGA\textsubscript{w} with AE\textsubscript{L2} [4], AE\textsubscript{SSIM} [4], AnoGAN [33], CNN feature dictionary (CNNFD) [27], texture inspection (TI) [5], and variation model (VM) [35] based approaches on the MVTAD and mSTC datasets. We also compare CAVGA\textsubscript{u} with CapsNet PP-based and CapsNet RE-based [21] (denoted as CapsNetPP and CapsNetRE), AnoGAN [33], ADGAN [8], and \(\beta\)-VAE [14] on the MNIST, CIFAR-10 and Fashion-MNIST datasets.

Implementation details: All the images of the MVTAD and mSTC datasets are randomly center cropped to 256 \(\times\) 256 and randomly rotated between \([-15^\circ, +15^\circ]\) to create variations in data during training. We train CAVGA\textsubscript{u} and CAVGA\textsubscript{w} with a learning rate of \(1e^{-4}\) with a batch size of 16 for 150 epochs. To stabilize the training, the learning rate is decayed by \(1e^{-1}\) for every 30 epochs. For the MNIST, CIFAR-10 and Fashion-MNIST datasets, we use the images of size 32 \(\times\) 32 and follow the same data augmentation and training procedure as mentioned previously.
Architecture details: Based on the framework in Figure 2 (a), we use the convolution layers of ResNet-18 [13] as our encoder pretrained from the ImageNet [32] and fine-tune on each category / scenes individually. Inspired from [6], we propose to use the residual generator as our residual decoder by modifying it with a convolution layer interleaved between two upsampling (transpose convolution) layers to preserve local spatial information during reconstruction. The skip connection is added from the output of the upsampling layer to the output of the convolution layer to preserve the high-level feature information across upsampling layers. We use the discriminator of DC-GAN [30] pretrained on the Celeb-A dataset [24] and finetune on our data as our discriminator. This network is termed as CA VGA-R. For fair comparisons with the baseline approaches in terms of network architecture, we employ the discriminator and generator of DC-GAN pretrained on the Celeb-A dataset as our encoder and decoder respectively, and use the same discriminator as discussed previously to train this network (termed as CA VGA-D) using eq. 4 and eq. 6 and evaluate its performance for detection and localization. We refer to CA VGA-D_u and CA VGA-R_u as CA VGA_u in the unsupervised setting, and CA VGA-D_w and CA VGA-R_w as CA VGA_w in the weakly supervised setting respectively.

Training and evaluation: For anomaly detection on the MVTAD and mSTC datasets, the network is trained only on the normal images in the unsupervised setting. However, in the weakly supervised setting, since none of the baseline methods provide information on the number of anomalous training images they use to compute the threshold, we randomly choose 2% of the anomalous images along with all the normal training images for training. On the MNIST, CIFAR-10 and Fashion-MNIST datasets, we follow the same procedure as defined in [8] (i.e. in training and testing, we use a single class as anomalous and the rest of the classes as normal using which we train CA VGA-D_u.) Following [3], we use the mean of accuracy of correctly classified anomalous images and normal images to evaluate the performance of anomaly detection on both the normal and anomalous images on the MVTAD and mSTC datasets, while on the MNIST, CIFAR-10, and Fashion-MNIST datasets, same as [8], we use AuROC as our evaluation metric. For anomaly localization, we show the AuROC [3] and the Intersection-over-Union (IoU) between the generated attention map and the ground truth.

4. Experimental results

We use the cell color in the quantitative result tables to denote the performance ranking in that row, where darker cell color means better performance. Table 2 shows that CA VGA_u localizes the anomaly better compared to the baselines in the unsupervised setting in IoU on the MVTAD dataset. Specifically, in 13 out of 15 categories, CA VGA-D_u outperforms the best performing baseline in these categories with an improvement ranging from 1% to 21% in IoU. CA VGA_u also shows comparable results with the most competitive baseline AE_SSIM in mean AuROC. Figure 3 shows the qualitative results on the MVTAD dataset. Table 3 shows that CA VGA_u outperforms the baselines in the mean of accuracy of correctly classified anomalous images and normal images. CA VGA-D_u beats all the listed baselines in classification accuracy in 10 out of 15 categories with an improvement ranging from 1% to 26%. All baselines localize the anomaly from the thresholded pixel-wise difference between the input and reconstructed image, where the threshold is computed using anomalous training images. Needing no anomalous training images, CA VGA-D_u still outperforms the methods that have access to anomalous training images. Table 2 shows that CA VGA-D_w localizes the anomaly better than CA VGA-D_u in all categories with an improvement ranging from 1% to 57%, and that CA VGA-D_w outperforms the best performing baseline in 13 out of 15 categories with an improvement between 1% and 45%. CA VGA_w also outperforms the baselines in mean AuROC.

Table 2 and Table 3 show that AE_L2 and AE_SSIM are the best performing methods for localization and classification accuracy as compared to other baselines, so we compare CA VGA with them on the mSTC dataset. Table 4 and Table 5 show that CA VGA also outperforms AE_L2
and AE_{SSIM} in IoU, AuROC, and classification accuracy on the mSTC dataset. Figure 4 shows the qualitative results on the mSTC dataset. Figure 5 illustrates that one challenge in anomaly localization is the potential low contrast between the anomalous regions and its background. In such scenarios, although still outperforming the baselines, CAVGA does not well localize the anomaly. Table 6 shows that CAVGA-D_{u} outperforms the most competitive baseline in AuROC in the unsupervised setting on the MNIST, CIFAR-10 and Fashion-MNIST datasets by 0.9%, 16.1%, and 15.7% respectively. Specifically, CAVGA-D_{u} outperforms the most competitive baseline in 6 out of 10 classes on the MNIST dataset and 7 out of 10 classes on the CIFAR-10 dataset. CAVGA-D_{u} also outperforms all the listed baselines in mean AuROC on the Fashion-MNIST dataset.

### 5. Ablation study

All the ablation studies are done on the MVTAD dataset where we illustrate the effectiveness of the convolutional z in CAVGA, L_{ae} in the unsupervised setting, and L_{cga} in the weakly supervised setting. The quantitative and qualitative results are shown in Table 7 and Figure 6 respectively.
We also list mean AuROC (IoU) of correctly classified anomalous images and normal images on the mSTC dataset for each scene ID \( s_i \) in Table 5. Anomaly detection performance in the mean of accuracy \( \text{avg} \) on the mSTC dataset for each scene ID \( s_i \).

Effect of convolutional latent variable \( z \): To show the effectiveness of the convolutional \( z \), we flatten the output of the encoder of CAVGA-R\( _{w} \) and CAVGA-R\( _{w}^{\ast} \) and connect it to a fully connected layer as latent variable with dimension 100. The dimension of the latent variable is chosen from validation. We call these network as CAVGA-R\( _{w}^{\ast} \) and CAVGA-R\( _{w} \) in the unsupervised and weakly supervised settings respectively. In the unsupervised setting, we train CAVGA-R\( _{u} \) and CAVGA-R\( _{u}^{\ast} \) individually using \( L + L_{adv} \) as our objective function and compute the anomalous attention map from the feature map of the latent variable during inference. Similarly, in the weakly supervised setting, we train CAVGA-R\( _{w} \) and CAVGA-R\( _{w}^{\ast} \) individually using \( L + L_{adv} + L_{cga} \) as our objective function and compute the anomalous attention map from the classifier’s prediction during inference. Comparing Column ID 1 with 3 and 5 with 7 in Table 7, we observe that preserving the spatial relation of the input and latent variable through the convolutional \( z \) improves the IoU in anomaly localization without the use of \( L_{ae} \) in the unsupervised setting and \( L_{cga} \) in the weakly supervised setting. Furthermore, comparing Column ID 2 with 4 and 6 with 8 in Table 7, we observe that using convolutional \( z \) in CAVGA-R\( _{u} \) and CAVGA-R\( _{w} \) outperforms a flattened latent variable even with the help of \( L_{ae} \) in the unsupervised setting and \( L_{cga} \) in the weakly supervised setting.

Effect of attention expansion loss \( L_{ae} \): To test the effectiveness of using \( L_{ae} \) in the unsupervised setting, we train CAVGA-R\( _{u}^{\ast} \) and CAVGA-R\( _{u} \) with eq. 4 included in the objective function. During inference, the anomalous attention map is computed to localize the anomaly. Comparing Column ID 1 with 2 and 3 with 4 in Table 7, we observe that \( L_{ae} \) enhances the IoU regardless of whether the latent variable is flattened or convolutional.

Effect of complementary guided attention loss \( L_{cga} \): We show the effectiveness of \( L_{cga} \) by including it in the objective function of CAVGA-R\( _{w}^{\ast} \) and CAVGA-R\( _{w} \). Comparing Column ID 5 with 6 and 7 with 8 in Table 7, we find that using \( L_{cga} \) enhances the IoU regardless of whether the latent variable is flattened or convolutional.
### 6. Conclusion

We propose the first end-to-end trainable convolutional adversarial variational autoencoder using guided attention (CAVGA) to address anomaly detection and localization with attention maps. Applicable to different network architectures, our attention expansion loss and complementary guided attention loss improve the performance of anomaly detection and localization in the unsupervised and weakly supervised (with only 2% extra anomalous images for training) settings respectively. We quantitatively and qualitatively show that CAVGA outperforms the state-of-the-art (SOTA) anomaly detection methods in the unsupervised setting on the MNIST, Fashion-MNIST, CIFAR-10, MVTec Anomaly Detection (MVTAD), and modified ShanghaiTech Campus (mSTC) datasets. CAVGA also outperforms the SOTA anomaly localization methods in the weakly supervised setting on the MVTAD and mSTC datasets.
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