A Generalized Definition of the Fractional Derivative with Applications
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A generalized fractional derivative (GFD) definition is proposed in this work. For a differentiable function expanded by a Taylor series, we show that

\[ D^\alpha D^\beta f(t) = D^{\alpha+\beta} f(t); \quad 0 < \alpha \leq 1; \quad 0 < \beta \leq 1 \]

GFD is applied for some functions to investigate that the GFD coincides with the results from Caputo and Riemann–Liouville fractional derivatives. The solutions of the Riccati fractional differential equation are obtained via the GFD. A comparison with the Bernstein polynomial method (BPM), enhanced homotopy perturbation method (EHPM), and conformable derivative (CD) is also discussed. Our results show that the proposed definition gives a much better accuracy than the well-known definition of the conformable derivative. Therefore, GFD has advantages in comparison with other related definitions. This work provides a new path for a simple tool for obtaining analytical solutions of many problems in the context of fractional calculus.

1. Introduction

Fractional calculus theory is a natural extension of the ordinary derivative which has become an attractive topic of research due to its applications in various fields of science and engineering. The integral inequalities in fractional models play an important role in different fields. Massive attention on the advantages of integral inequalities has been paid for considering economics [1], continuum and statistical mechanics [2], solid mechanics [3], electrochemistry [4], biology [5], and acoustics [6]. Fractional-order derivatives of a given function involve the entire function history where the following state of a fractional-order system is not only dependent on its current state but also all its historical states [7, 8]. Nonlocality plays a very important role in several fractional derivative models [9, 10]. Many studies deal with the discrete versions of this fractional calculus by employing the theory of time scales such as [11, 12]. In the literature, some definitions have been introduced such as Riemann–Liouville, Caputo, Jumarie, Hadamard, and Weyl, but all of these definitions have their advantages and disadvantages. The most commonly used definition is Riemann–Liouville which is defined as follows [13].

For \( \alpha \in [n-1, n) \), the \( \alpha \)-derivative of \( f(t) \) is

\[ D^{RL} f(t) = \frac{1}{\Gamma(n-\alpha)} \frac{d^n}{dx^n} \int_a^t \frac{f(x)}{(t-x)^{(n-\alpha+1)}} dx. \tag{1} \]

The Caputo definition is defined as follows. For \( \alpha \in [n-1, n) \), the \( \alpha \)-derivative of \( f(t) \) is

\[ D^{C} f(t) = \frac{1}{\Gamma(n-\alpha)} \int_a^t \frac{d^n f(x)}{dx^n} (t-x)^{(n-\alpha+1)} dx. \tag{2} \]

All definitions including the above (1) and (2) satisfy the linear property of fractional derivatives. These fractional derivatives have several advantages, but they are not suitable for all cases. On the one hand, in the Riemann–Liouville type, when the fractional differential equations are used to describe real-world processes, the Riemann–Liouville derivative has some drawbacks. The Riemann–Liouville derivative of a constant is not zero. Additionally, if an arbitrary
function is a constant at the origin, its fractional derivation has a singularity at the origin for instant exponential and Mittag-Leffler functions. Due to these drawbacks, the applicability range of Riemann–Liouville fractional derivatives is limited. For differentiability, Caputo derivative requires higher regularity conditions: to calculate the fractional derivative of a function in the Caputo type, we should first obtain its derivative. Caputo derivatives are defined only for differentiable functions, while the functions that do not have first-order derivative may have fractional derivatives of all orders less than one in the Riemann–Liouville sense (see [13]).

In [14], a new well-behaved simple fractional derivative, named conformable derivative, was defined by relying only on the basic limit definition of the derivative. The conformable derivative satisfies some important properties that cannot be satisfied in Riemann–Liouville and Caputo definitions. However, in [15], the author proved that the conformable definition in [14] cannot provide good results in comparison with the Caputo definition for some functions.

This work aims to provide a new generalized definition of the fractional derivative that has advantages in comparison with other previous definitions in order to obtain simple solutions of fractional differential equations.

The paper is organized as follows: in Section 2, the basic definitions and tools are introduced. In Section 3, some applications are presented. In Section 4, the conclusion is given.

## 2. Basic Definitions and Tools

### Definition 1.

For a function \( f : (0, \infty) \rightarrow \mathbb{R} \), the generalized fractional derivative of order \( 0 < \alpha \leq 1 \) of \( f(t) \) at \( t > 0 \) is defined as

\[
D_{GFD}^\alpha f(t) = \lim_{\varepsilon \to 0} \frac{f(t + \varepsilon t^\alpha) - f(t)}{\varepsilon}, \quad \beta > -1, \beta \in \mathbb{R}^*,
\]

and the fractional derivative at 0 is defined as \( D_{GFD}^\alpha f(0) = \lim_{\varepsilon \to 0} D_{GFD}^\alpha D f(t) \).

### Theorem 1.

If \( f(t) \) is an \( \alpha \)-differentiable function, then \( D_{GFD}^\alpha f(t) = \Gamma(\beta) / \Gamma(\beta - \alpha + 1) t^{1-\alpha} f(t) / dt; \quad \beta > -1, \beta \in \mathbb{R}^* \).

**Proof.** By using the definition in equation (3), we have

\[
D_{GFD}^\beta f(t) = \lim_{\varepsilon \to 0} \frac{f(t + \varepsilon t^\beta) - f(t)}{\varepsilon}; \quad \beta > -1, \beta \in \mathbb{R}^*,
\]

where at \( \alpha = \beta = 1 \), the classical limit of a derivative function is obtained. Now, let

\[
h = \frac{\Gamma(\beta)}{\Gamma(\beta - \alpha + 1)} t^{1-\alpha}, \quad (5)
\]

\[
\varepsilon = \frac{\Gamma(\beta - \alpha + 1)}{\Gamma(\beta)} h^{\beta-1}. \quad (6)
\]

By substituting equation (6) into equation (4), we get

\[
D_{GFD}^\beta f(t) = \frac{\Gamma(\beta) H(t)}{\Gamma(\beta - \alpha + 1)} f(t) / h \to 0, \quad (7)
\]

Thus,

\[
D_{GFD}^\beta f(t) = \frac{\Gamma(\beta) H(t)}{\Gamma(\beta - \alpha + 1)} \frac{1}{h} \cdot \frac{\varepsilon}{\Gamma(\beta - \alpha + 1)} t^{1-\alpha} f(t) / dt. \quad (8)
\]

For a function \( f(t) = t^k, k > -1, k \in \mathbb{R}^* \), we prove that

\[
D_{GFD}^\beta f(t) = \frac{\Gamma(\beta) H(t)}{\Gamma(\beta - \alpha + 1)} t^{k-\alpha} \cdot (9)
\]

By using equation (8), we obtain

\[
D_{GFD}^\beta f(t) = \frac{\Gamma(\beta) H(t)}{\Gamma(\beta - \alpha + 1)} \frac{k}{\Gamma(\beta - \alpha + 1)} t^{k-\alpha} \cdot (10)
\]

By taking \( k = \beta \), we get

\[
D_{GFD}^\beta F(t) = \frac{\Gamma(\beta) H(t)}{\Gamma(\beta - \alpha + 1)} t^{\beta-\alpha} \cdot (11)
\]

and then

\[
D_{GFD}^\beta F(t) = \frac{\Gamma(\beta + 1)}{\Gamma(\beta - \alpha + 1)} t^{\beta-\alpha}. \quad (12)
\]

Equation (12) is compatible with the results of Caputo and Riemann–Liouville derivatives [16].

### Theorem 2.

For a function derivative of \( f(t) = t^k, k \in \mathbb{R}^* \), we obtain \( D^\alpha D^\beta F(t) = D^{\alpha+\beta} F(t) \).

**Proof.** By using equation (12), we get

\[
D^\beta F(t) = \frac{\Gamma(k + 1)}{\Gamma(k - \beta + 1)} t^{k-\beta} \cdot (13)
\]

\[
D^\alpha D^\beta F(t) = \frac{\Gamma(k + 1)}{\Gamma(k - \beta + 1)} D^\alpha t^{k-\beta} \cdot (13)
\]

\[
D^\alpha D^\beta F(t) = \frac{\Gamma(k + 1)}{\Gamma(k - \beta + 1)} \frac{k}{\Gamma(k - \beta + 1)} t^{k-\alpha} \cdot (14)
\]

Also, we have

\[
R.H.S = \frac{\Gamma(k + 1)}{\Gamma(k - \beta + 1)} t^{k-\alpha} \cdot (15)
\]
Thus, by (14) and (15), we get
\[ D^a D^\beta f^k = D^{a+\beta} f^k. \tag{16} \]

This property is not satisfied in the conformable derivative [14]. \qed

**Theorem 3.** For a differentiable function \( f(t) \) that expands about a point such as \( f(t) = \sum_{k=0}^{\infty} f^k(0)/k! t^k \), we have \( D^a D^\beta f(t) = D^{a+\beta} f(t) \).

**Proof.** The expanded function by Taylor theory is given by
\[ f(t) = \sum_{k=0}^{\infty} f^k(0)/k! t^k, \]
\[ D^\beta f(t) = \sum_{k=0}^{\infty} f^k(0)/k! \Gamma(k+1) \Gamma(k-\beta+1)^{k-\beta}, \]
\[ D^a D^\beta f(t) = \sum_{k=0}^{\infty} f^k(0)/k! \Gamma(k+1) \Gamma(k-\beta+1) \Gamma(k-\alpha+1) t^{-\alpha}, \]
\[ L.H.S = D^a D^\beta f(t) = \sum_{k=0}^{\infty} f^k(0)/k! \Gamma(k+1) \Gamma(k-\beta+1) \Gamma(k-\alpha+1) t^{-\alpha}, \tag{17} \]
\[ R.H.S = D^a D^\beta f(t) = \sum_{k=0}^{\infty} f^k(0)/k! \Gamma(k+1) \Gamma(k-\beta+1) \Gamma(k-\alpha+1) t^{-\alpha}, \tag{18} \]
\[ R.H.S = D^a D^\beta f(t) = \sum_{k=0}^{\infty} f^k(0)/k! \Gamma(k+1) \Gamma(k-\beta+1) \Gamma(k-\alpha+1) t^{-\alpha}. \tag{19} \]

Thus, by equations (18) and (20), we have
\[ D^a D^\beta f(t) = D^{a+\beta} f(t). \tag{21} \]

This property is not satisfied in the conformable derivative [14]. \qed

**Theorem 4.** Let \( \alpha \in (0,1] \) and \( f, g \) be \( \alpha \)-differentiable functions; then,
\[ (i) \quad D^{GFD} (fg) = f D^{GFD}(g) + g D^{GFD}(f), \tag{22} \]
\[ (ii) \quad D^{GFD}\left(\frac{f}{g}\right) = \frac{g D^{GFD}(f) - f D^{GFD}(g)}{g^2}. \tag{23} \]

**Proof.** By using equation (8), we have
\[ L.H.S = D^{GFD}\left(\frac{f}{g}\right), \]
\[ = \frac{\Gamma(\beta)}{\Gamma(\beta - \alpha + 1)} t^{1-\alpha} \frac{df}{dt} \left(\frac{f}{g}\right), \tag{25} \]
\[ = \frac{\Gamma(\beta)}{\Gamma(\beta - \alpha + 1)} t^{1-\alpha} \left[ \frac{g df}{dt} + \frac{df}{dt} \right], \tag{26} \]
\[ = f \frac{\Gamma(\beta)}{\Gamma(\beta - \alpha + 1)} t^{1-\alpha} \frac{dg}{dt} \tag{27} \]
\[ + g \frac{\Gamma(\beta)}{\Gamma(\beta - \alpha + 1)} t^{1-\alpha} \frac{df}{dt}, \]
\[ = FD^{GFD}(g) + g D^{GFD}(f) = R.H.S. \tag{28} \]

This proves (i).

Now, to prove (ii), we use equation (8) as follows:
\[ L.H.S = D^{GFD}\left(\frac{f}{g}\right), \]
\[ = \frac{\Gamma(\beta)}{\Gamma(\beta - \alpha + 1)} t^{1-\alpha} \frac{df}{dt} \left(\frac{f}{g}\right), \]
\[ = \frac{\Gamma(\beta)}{\Gamma(\beta - \alpha + 1)} t^{1-\alpha} \left[ \frac{g df/dt - f dg/dt}{g^2} \right], \tag{29} \]
\[ = \frac{g [\Gamma(\beta)/\Gamma(\beta - \alpha + 1)] t^{1-\alpha} df/dt - f [\Gamma(\beta)/\Gamma(\beta - \alpha + 1)] t^{1-\alpha} dg/dt}{g^2}, \]
\[ = \frac{g D^{GFD}(f) - f D^{GFD}(g)}{g^2} = R.H.S. \]
Rules (i) and (ii) are not satisfied in the Caputo and Riemann–Liouville definitions.

**Theorem 5.** (Rolle’s theorem for the generalized fractional differential function). Let $a > 0$ and $f : [a, b] \longrightarrow \mathbb{R}$ be a given function that satisfies the following:

(i) $f$ is continuous on $[a, b]$

(ii) $f$ is $\alpha$–differentiable for some $\alpha \in (0, 1]$

Then, there exists $c \in (a, b)$ such that $f'(c) = 0$.

Proof. Consider a function such as in [25].

$$D^\text{GFD}_{x} f(c') = \lim_{\varepsilon \to 0^+} \frac{f(c + \Gamma(\beta)/\Gamma(\beta - \alpha + 1)\varepsilon^{1-\alpha}) - f(c)}{\varepsilon}; \quad \beta > -1, \beta \in \mathbb{R}^+,$$

$$D^\text{GFD}_{x} f(c^-) = \lim_{\varepsilon \to 0^+} \frac{f(c + \Gamma(\beta)/\Gamma(\beta - \alpha + 1)\varepsilon^{1-\alpha}) - f(c)}{\varepsilon}; \quad \beta > -1, \beta \in \mathbb{R}^+.$$ 

However, $D^\text{GFD}_{x} f(c')$ and $D^\text{GFD}_{x} f(c^-)$ have opposite signs. Hence, $D^\text{GFD}_{x} f(c) = 0$.

**Theorem 6.** (mean value theorem for the generalized fractional differential function). Let $a > 0$ and $f : [a, b] \longrightarrow \mathbb{R}$ be a given function that satisfies the following:

(i) $f$ is continuous on $[a, b]$

(ii) $f$ is $\alpha$–differentiable for some $\alpha \in (0, 1]$

Then, there exists $c \in [a, b]$ such that

$$D^\text{GFD}_{x} f(c) = \left[ \frac{f(b) - f(a)}{h(b^a - a^a)} \right].$$

Proof. Consider a function such as in [25].

$$g(t) = f(t) - f(a) - \left[ \frac{f(b) - f(a)}{h(b^a - a^a)} \right] (h^a - ha^a), \quad (32)$$

where $h = 1/\Gamma(\alpha)$.

$$D^\text{GFD}_{x} g(t) = D^\text{GFD}_{x} f(t) - D^\text{GFD}_{x} f(a)$$

$$- \left[ \frac{f(b) - f(a)}{h(b^a - a^a)} \right] (hD^\text{GFD}_{x} a^\alpha - hD^\text{GFD}_{x} a^\alpha). \quad (33)$$

By using equation (8), we get

$$D^\text{GFD}_{x} g(t) = D^\text{GFD}_{x} f(t) - \left[ \frac{f(b) - f(a)}{h(b^a - a^a)} \right], \quad (34)$$

at $c \in [a, b]$.

$$D^\text{GFD}_{x} g(c) = D^\text{GFD}_{x} f(c) - \left[ \frac{f(b) - f(a)}{h(b^a - a^a)} \right], \quad (35)$$

and the auxiliary function $g(c)$ satisfies all conditions of Theorem 5. Therefore, there exists $c \in [a, b]$ such that $D^\text{GFD}_{x} g(c) = 0$. Then, we have

(iii) $f(a) = f(b)$

Then, there exists $c \in [a, b]$ such that $f^{(\alpha)}(c) = 0$.

**Definition 2.** $I^n_{a} f(t) = I^n_{a}(t^{n-1} f(x)) = \Gamma(\beta - \alpha + 1)/\Gamma(\beta) \int_{0}^{t} f(x)/x^\alpha dx$ and $a \in (0, 1)$.

**Theorem 7.** $D^\alpha I^n_{a} f(t) = f(t)$ for $t \geq 0$ where $f$ is any continuous function in the domain.

Proof. Since $f$ is continuous, $I^n_{a} f(t)$ is differentiable. Hence,

$$D^\alpha I^n_{a} f(t) = \frac{\Gamma(\beta)}{\Gamma(\beta - \alpha + 1)} t^{\alpha-\alpha} I^n_{a} f(t),$$

$$D^\alpha I^n_{a} f(t) = \frac{\Gamma(\beta)}{\Gamma(\beta - \alpha + 1)} t^{\alpha-\alpha} \frac{f(x)}{\Gamma(\beta)} \int_{0}^{t} f(x)/x^\alpha dx,$$

$$D^\alpha I^n_{a} f(t) = t^{\alpha-\alpha} \int_{0}^{t} f(x)/x^\alpha dx,$$

$$D^\alpha I^n_{a} f(t) = \frac{f(t)}{t^{\alpha-\alpha}}. \quad (37)$$

**3. Applications**

3.1. Fractional Derivative of the Exponential Function $f(t) = e^{\lambda t}$, $\lambda \in \mathbb{C}$.

$$e^{\lambda t} = \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} t^k,$$

$$D^\text{GFD}_{x} e^{\lambda t} = \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} D^\text{GFD}_{x} t^k. \quad (38)$$

From equation (12), we get
Let us now write equation (23) as

\[ D^{GFD} e^{i \lambda t} = \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} D^C e^{i \lambda t}, \]  

(40)

3.2. Fractional Derivative of Sine and Cosine Functions.

For the sine function, we define \( f(t) = \sin \omega t \) as

\[ \sin \omega t = \frac{1}{2i} (e^{i \omega t} - e^{-i \omega t}), \]  

(41)

\[ D^{GFD} \sin \omega t = \frac{1}{2i} \left( D^{GFD} e^{i \omega t} - D^{GFD} e^{-i \omega t} \right). \]  

From equation (26), we obtain

\[ D^{GFD} \sin \omega t = C D^a \sin \omega t \]  

(42)

Similarly, we can prove the following for \( f(t) = \cos \omega t \):

\[ D^{GFD} \cos \omega t = C D^a \cos \omega t. \]  

(43)

Let us now solve some fractional differential equations in the sense of GFD.

Example 1. \( D^{1/2} y(x) = e^{kx}, \quad y(0) = 0. \)

Solution 1. Let us find the solution of the above example where \( e^{kx} = \sum_{n=0}^{\infty} k^n / n! x^n. \)

By using equation (8), we obtain

\[ D^{1/2} y(x) = e^{kx}, \]  

\[ \frac{\Gamma (\beta) \Gamma (1/2)}{\Gamma (\beta + 1/2)} x^{1/2} \frac{d y(x)}{d x} = \sum_{n=0}^{\infty} \frac{k^n}{n!} x^{n}, \]  

\[ \frac{d y(x)}{d x} = \frac{\Gamma (\beta + 1/2)}{\Gamma (\beta)} \sum_{n=0}^{\infty} \frac{k^n}{n!} x^{n-1/2}, \]  

\[ \int d y(x) = \frac{\Gamma (\beta + 1/2)}{\Gamma (\beta)} \sum_{n=0}^{\infty} \frac{k^n}{n!} x^{n+1/2}, \]  

\[ y(x) = \frac{\Gamma (\beta + 1/2)}{\Gamma (\beta)} \sum_{n=0}^{\infty} \frac{k^n}{n!} x^{n+1/2}, \]  

\[ y(x) = \sum_{n=0}^{\infty} \frac{k^n \Gamma (\beta + 1/2)}{n!} x^{n+1/2} + c, \]  

(44)

By taking \( \beta = n + 1/2 \), we have

\[ y(x) = \sum_{n=0}^{\infty} \frac{k^n}{n!} \frac{\Gamma (n + 1)}{(n + 1/2) \Gamma (n + 1/2)} x^{n+1/2} + c, \]  

(45)

\[ y(x) = \sum_{n=0}^{\infty} \frac{k^n}{\Gamma (n + 3/2)} x^{n+1/2} + c, \]

since \( y(0) = 0 \).

\[ y(x) = \sum_{n=0}^{\infty} \frac{k^n}{\Gamma (n + 3/2)} x^{n+1/2}. \]  

(46)

This solution is consistent with the Caputo solution.

Example 2. \( D^{1/2} y(x) = x^2 \sin x, \quad y(0) = 0. \)

Solution 2. Let us find the solution of the above example where \( \sin x = \sum_{n=0}^{\infty} x^{2n+1} / (2n+1)! \).

By applying equation (1), we get

\[ \frac{\Gamma (\beta)}{\Gamma (\beta + 1/2)} x^{1/2} \frac{d y(x)}{d x} = \sum_{n=0}^{\infty} \frac{x^{2n+3}}{(2n+1)!}, \]  

\[ \frac{d y(x)}{d x} = \frac{\Gamma (\beta + 1/2)}{\Gamma (\beta)} \sum_{n=0}^{\infty} \frac{x^{2n+5/2}}{(2n+1)!}, \]  

\[ \int d y(x) = \frac{\Gamma (\beta + 1/2)}{\Gamma (\beta)} \sum_{n=0}^{\infty} \frac{x^{2n+7/2}}{(2n+1)!} dx, \]  

\[ y(x) = \sum_{n=0}^{\infty} \frac{\Gamma (\beta + 1/2)}{\Gamma (\beta)} \frac{x^{2n+7/2}}{(2n+7/2)(2n+1)!} + c. \]  

(47)

By taking \( \beta = 2n + 7/2, \) we get

\[ y(x) = \sum_{n=0}^{\infty} \frac{(2n+3)(2n+2)}{(2n+7/2)(2n+1)!} x^{2n+7/2} + c, \]  

\[ y(x) = \sum_{n=0}^{\infty} \frac{(2n+3)(2n+2)}{(2n+9/2)} x^{2n+7/2} + c, \]  

since \( y(0) = 0 \).

\[ y(x) = \sum_{n=0}^{\infty} \frac{(2n+3)(2n+2)}{(2n+9/2)} x^{2n+7/2}. \]  

(48)

This solution is consistent with the Caputo solution.

Example 3. \( D^{1/2} y(x) + y(x) = x^2 + 2/\Gamma (2.5) x^{3/2}. \)

Solution 3. By applying equation (8), we obtain

\[ \frac{\Gamma (\beta)}{\Gamma (\beta + 1/2)} x^{1/2} \frac{d y(x)}{d x} + y(x) = \frac{2}{\Gamma (2.5)} x^{3/2}. \]  

(49)
The following is a nonlinear differential equation of first order in which we can obtain its solution with the help of Mathematica package.

\[ y(x) = \frac{9A^4 \sqrt{\pi} - 6A^3 (2 + 3 \sqrt{\pi} \sqrt{x}) \sqrt{\pi} \sqrt{x} - 12A (2 + \sqrt{\pi} \sqrt{x})x + 16x^{3/2}}{+6\sqrt{\pi}x^2 + 6A^2 (4\sqrt{\pi} x + 3\sqrt{\pi}x)} + c_1e^{-2\sqrt{\pi}/A}. \] (51)

To determine \( A = \Gamma(\beta)/(\Gamma(\beta + 1/2)) \), we take \( \alpha = \beta = 1/2 \) as in [19].

\textbf{Example 4.} \( d/dx[(1 - \sqrt{x})(y(x) + 1)] + \lambda D^{1/2}y(x) = 0. \)

\textbf{Solution 4.} By applying equation (8), we obtain

\[ \frac{d}{dx}[(1 - \sqrt{x})(y(x) + 1)] + \lambda \Gamma(\beta)/\Gamma(\beta + 1/2) \chi^{1/2}dy/dx = 0. \] (52)

The following is a nonlinear differential equation of first order in which its solution can be obtained using Mathematica package as mentioned in our previous example.

\textbf{Example 5.} Consider the fractional Riccati differential equation [17]:

\[ D^{\alpha}y(x) + y(x) + 1 = 0, \quad y(0) = 0, \quad 0 < \alpha \leq 1. \] (53)

\textbf{Solution 5.} By applying equation (8), we obtain

\[ \frac{\Gamma(\beta)}{\Gamma(\beta - \alpha + 1)} \chi^{1-\alpha}dy/dx + y^2(x) = 1, \quad y(0) = 0, \quad 0 < \alpha \leq 1. \] (54)

To solve this equation at \( \alpha = 3/4 \) and \( \alpha = 9/10 \), the package of Mathematica has been used to obtain the following:

\[ y(x) = -1 + e^{\delta x^{1/4}/A}/1 + e^{\delta x^{1/5}/A}, \quad 0 < \alpha \leq 1. \] (55)

where \( A = \Gamma(\beta)/\Gamma(\beta + 1/2) \) and \( \beta = \alpha = 3/4 \) as in [28].
Figure 1: The absolute relative error is plotted for the Riccati fractional differential equation for the conformable derivative and GFD at $\alpha = 0.75$.

Figure 2: The absolute relative error is plotted for the Riccati fractional differential equation for the conformable derivative and GFD at $\alpha = 0.90$.

**Example 6.** Consider the following Riccati fractional differential equation [17]:

$$D^\alpha y(x) = 2y(x) - y^2(x) + 1, \quad y(0) = 0, \quad 0 < \alpha \leq 1.$$  \hspace{1cm} (57)

**Solution 6.** By applying equation (8), we obtain

$$\frac{\Gamma(\beta)}{\Gamma(\beta - \alpha + 1)} x^{1-\alpha} \frac{dy}{dx} = 2y(x) - y^2(x) + 1, \quad y(0) = 0, \quad 0 < \alpha \leq 1.$$  \hspace{1cm} (58)

To solve this equation at $\alpha = 9/10$, the package of Mathematica has been used to obtain the following:

$$y(x) = \left( \frac{1 - \sqrt{2} - e^s + \sqrt{2}e^s}{1 + e^s} \right),$$  \hspace{1cm} (59)

where

$$s = \frac{2\sqrt{2} \left( -10x^{9/10} + 9A \ln(1 + \sqrt{2})/\sqrt{2} \right)}{9A},$$  \hspace{1cm} (60)

$A = \Gamma(\beta)/\Gamma(\beta + 1/4)$ and $\beta = \alpha = 9/10$ as in [19].

4. Discussion of Results

In this section, we show some results for the Riccati fractional differential equation in Tables 1–3 for different values of $\alpha$, where parameters are taken as $\beta = \alpha$ [19]. As a result, we have obtained a good accuracy in the present calculations, where $\alpha = 3/4$ is taken in Table 1, and $\alpha = 9/10$ is taken in Tables 2 and 3. By comparing our results from the GFD definition with the Bernstein polynomial method (BPM) [17], enhanced homotopy perturbation method (EHPM) [18], IABMM [12], and conformable derivative (CD) [14], it is noticeable that the present results are in good agreement with BPM, EHPM, and IABMM results. In addition, the conformable derivative [14] has been used to solve the fractional Riccati differential equation. However, the results of the conformable derivative do not coincide with other works and our present results. A similar situation is in Table 2, by taking $\alpha = 9/10$, where the present results are compared with the Bernstein polynomial method (BPM) [17], enhanced homotopy perturbation method (EHPM) [18], IABMM [18], and conformable derivative (CD). The obtained results that have been calculated analytically via the GFD are in good agreement with other methods. However, in comparison with the CD, the present results are better than CD results as suggested in [14]. In Figure 1, the absolute relative error shows that the present results of the Riccati fractional differential equation are exactly obtained at $\alpha = 1$ in [17] by comparing it with $\alpha = 3/4$ using the proposed definition and the conformable one. The figure shows a good accuracy for the results of the proposed definition in comparison with the conformable one. A similar situation is provided in Figure 2 at $\alpha = 9/10$. 

$$y(x) = \frac{-1 + e^{20x^{9/10}/9A}}{1 + e^{20x^{9/10}/9A}},$$  \hspace{1cm} (56)

where $A = \Gamma(\beta)/\Gamma(\beta + 1/4)$ and $\beta = \alpha = 9/10$ as in [19].
In Table 3, one compares the present results obtained from the GFD definition with the Bernstein polynomial method (BPM) [6], fractional Taylor basis method (FTBM) [7], IABMM [8], and conformable derivative (CD) [2]. The results from numerical methods in [6–8] are in agreement with the present results in the context of GFD. In comparison with the conformable derivative results, CD gives more errors than our results that have been obtained in the sense of the GFD. Also, in Figure 3, the results of the GFD give less error in comparison with the conformable derivative definition. Therefore, the present results of the GFD give compatible results with other works.

5. Conclusion

In this work, GFD has been suggested to provide more advantages than other classical Caputo and Riemann–Liouville definitions such as the derivative of two functions, the derivative of the quotient of two functions, Rolle’s theorem, and the mean value theorem which have been satisfied in the GFD. The present definition satisfies $D^{\alpha}D^{\beta}f(t) = D^{\alpha+\beta}f(t)$ for a differentiable function $f(t)$ expanded by Taylor series. The fractional integral is introduced. Compatible results with Caputo and Riemann–Liouville results have been obtained for functions that are given in Sections 3.1 and 3.2. Also, a comparison with the conformable derivative is studied.

Some fractional differential equations can be solved analytically in a simple way with the help of our proposed definition which exactly agrees with the classical Caputo and Riemann–Liouville derivatives’ results. In comparison with the conformable derivative, less error has been obtained in our GFD results by calculating the absolute relative error as in Figures 1–3 for the given Riccati fractional differential equation. Also, our results from the GFD definition are compared with the Bernstein polynomial method (BPM), enhanced homotopy perturbation method (EHPM), IABMM, and conformable fractional derivative (CD) [14]. The present results are in good agreement with BPM, EHPM, and IABMM.

We conclude that the present definition gives a new direction for solving fractional differential equations in a simple manner in which the results of the Caputo and Riemann–Liouville definitions are exactly deduced. In addition, GFD has advantages in comparison with the conformable derivative definition.
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