On Feature Interactions Identified by Shapley Values of Binary Classification Games

Sandhya Tripathi · N. Hemachandra · Prashant Trivedi

Received: date / Accepted: date

Abstract For feature selection and related problems, we introduce the notion of classification game, a cooperative game, with features as players and hinge loss based characteristic function and relate a feature’s contribution to Shapley value based error apportioning (SVEA) of total training error. Our major contribution is (⋆) to show that for any dataset the threshold 0 on SVEA value identifies feature subset whose joint interactions for label prediction is significant or those features that span a subspace where the data is predominantly lying. In addition, our scheme (⋆) identifies the features on which Bayes classifier doesn’t depend but any surrogate loss function based finite sample classifier does; this contributes to the excess 0-1 risk of such a classifier, (⋆) estimates unknown true hinge risk of a feature, and (⋆) relate the stability property of an allocation and negative valued SVEA by designing the analogue of core of classification game. Due to Shapley value’s computationally expensive nature, we build on a known Monte Carlo based approximation algorithm that computes characteristic function (Linear Programs) only when needed. We address the potential sample bias problem in feature selection by providing interval estimates for SVEA values obtained from multiple sub-samples. We illustrate all above aspects on various synthetic and real datasets and show that our scheme achieves better results than existing recursive feature elimination technique and ReliefF in most cases. Our theoretically grounded classification game in terms of well defined characteristic function offers interpretability and explainability of our framework, including identification of important features.
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1 Introduction

“What is the guarantee that a given model uses important and relevant features among the given features?” This question has been the topic of research for decades in many learning areas, including supervised learning. To address this question in a binary classification task, we present a cooperative game-theoretic framework for feature subset selection. We introduce a classification game with features as players and hinge loss based characteristic function (in terms of linear programs, LPs). As the training error of a classifier that does not use any features (players) is always non-zero, the challenge in defining a cost game is to deal with the requirement that characteristic function’s value should be zero for the empty coalition. We overcome this challenge by suitably defining a value game and apportioning the total training error of the hinge loss based linear classifiers using an affine transformation of the Shapley value of the value game. As Shapley value allocates the total training error to each feature based on its proportional contribution (“paid as per your participation, no more, no less”), it is theoretically sound and has been famous as a cost allocation measure ([17,21,22]) and in other areas as well ([29]). It also captures the interactions among features by the marginal contribution of a feature. Thus, it is a suitable choice for tasks like Feature Subset Selection (FSS). Further, Shapley value is a core selector in convex games and hence has desirable properties like stability in coalition formation. Our major contributions are:

1. Identification of features whose joint contribution to label prediction is significant, as given in Section 3.1. The feature subset can either be determined by a uniform threshold of 0 for all datasets on Shapley value based error apportioning (SVEA) value or by ranking the SVEA values for a user-given feature set size.

2. Identification of features that span a subspace in which data lies with high probability and hence crucial for label prediction, as given in Section 3.2. Unlike many existing dimension reduction techniques, our scheme doesn’t transform the feature space. Working with a feature subspace, rather than a transformed space, is desirable for model interpretability and explainability.

3. In Section 3.3 and 3.4, we provide insights on the contribution of features whose SVEA value is positive, to the excess 0-1 risk of a surrogate loss based classifier. We also provide an estimate of the unknown true hinge risk of each feature.

4. To capture stable apportioning of training error in classification tasks, we introduce the set $C_E(m)$ that is analogous to the core and hence useful for feature selection. We also study convex classification games as Shapley values are core selectors for such games and relate them to FSS (Section 3.5).

5. Our algorithmic scheme SVEA possess explainability and interpretability; these qualities are desirable in good ML algorithms. Explainability in our scheme refers to its ability to provide a reason for selecting a feature as important using its SVEA value; smaller the SVEA value, smaller is its contribution in total training error. An important feature subset constituting such features makes FSS (using the SVEA scheme) explainable. We note that the performance of this FSS on UCI and synthetic datasets, as measured by $P_{SV}(K)$, the power of classification of subset $K$, is atleast 0.93 (Section 4).
Interpretability in the context of the SVEA scheme is the interpretation it provides to the SVEA values as the fraction of error, a feature will contribute to the total training error. These SVEA values can either be negative or positive; features with negative value can be interpreted as the dominant ones (more details in Section 3).

In addition to the above-listed contributions, we present a sampling-based approximation algorithm built on [6] that does not require computing characteristic function (LP) for $2^n$ subset of features all at once; instead, compute it only when a particular subset of features is sampled. Also, in Section 3.6, we attempt to address the sample bias issue by averaging over the Shapley value based error apportioning across multiple sub-samples and provide $t$-distribution based confidence intervals.

We also considered another variant where the linear classifier based training error is regularized and computationally observed that the feature subset selected is the same as that of the unregularized model (details in Supplementary Material (SM) D.3).

1.1 Related work

In this section, first, we provide some work on feature subset selection. Recursive feature elimination by [23] and ReliefF by [24] are the most popular wrapper and filter methods for feature subset selection. Recently, [33] present a graph-theoretic clustering-based FSS scheme that first clusters the features and then chose a representative from each cluster to get the final important feature set. An interesting idea of instance dependent FSS for a general task (classification or regression), is presented in [5], where the authors compute saliency for each feature by identifying a task and loss dependent gain function.

Cooperative game theory provides a compelling framework for understanding the influence of a single feature or their interactions on the label/class. With this motivation, we give a brief overview of how cooperative game theory has been applied to solve various sub-problems arising in classification. To avoid any misunderstandings, we would like first to present how our work is different (in purpose and approach) from some existing work, which uses similar ideas, along with other contributions as well.

Our explicit game formulation in terms of training error (natural approach of ERM) is novel; this further leads to understanding of non-important features’ contribution to excess 0-1-risk and provides an estimate of true hinge risk of each feature. If the machine learning pipeline consists of 3 components, pre-processing steps like feature selection, actual learning of the hypothesis (classifier), and implications (explainability, transparency), then [35] and [12] deal with the last component and [11] deals with the first component of the pipeline. Explainability, transparency, and interpretability related work use the contribution of a feature (via Shapley value) to understand the reasons for a given classifier making a particular decision; in contrast, our objective is to use Shapley value to identify a subset of features important for predictions or the feature dimensions spanning the dataspace, and hence, belongs to the first component of the pipeline. [10] uses Shapley value on top of the iterative wrapper technique, whereas we only use Shapley value (no iterations). Also, the former technique requires user given threshold on the contribution value whereas for us the threshold of 0, to decide
feature subset is not user-given or tuned for but instead decided by the SVEA (indirectly using $tr_{cr}(\emptyset, m)$ while apportioning). Explicitly, our work can be related to broadly following four research areas.

**Cooperative game theory in classification and related tasks:** [39] used Shapley value to get the weights for a classifier. [18] used cooperative game theory where the classifier used is predefined, and Shapley value is directly proportional to the power of a feature (gene).

**Cooperative game theory in feature selection:** Based on the search strategy used. [7] classifies the feature selection techniques into three categories viz., filter techniques, wrapper techniques, and embedded methods. [9] proposed a contribution selection algorithm that uses Shapley value to improve upon wrapper techniques like backward elimination and forward selection. [37] and [36] used Shapley value and Banzhaf index respectively to compute the importance of features which is further used with the filter methods based on information-theoretic ranking criteria. All the methods mentioned above use cooperative game theory mainly to give additional information to either a wrapper or filter method. However, cooperative game theory is central to our scheme as it uses an affine transformation of Shapley value of the classification game which further provides interpretability and explainability to the selected feature subset.

**Cooperative game theory for explaining a prediction:** [35] provide a Shapley value based explainability scheme and use feature contribution for explaining prediction for a given data point; here feature’s contribution can change when a different data point is used. An axiomatic approach based on cooperative game theory to define an influence measure is available in [11]. Instead of training classifiers, the influence measure is used to decide which features influence the decision of an unknown classifier. [26] define a class of additive feature attribution methods and use game theory results to explain a model’s prediction. [38] presented an axiomatic attribution approach for deep neural networks. Unlike [35] and other explainability methods, we are interested in apportioning the total training error using Shapley value allocation. Based on this apportioning, we want to differentiate the features as *essential* and *inessential*. Due to this, the training error functions and value functions in our approach are entirely different from the models in the current literature; we also provide various other interesting interpretations of our model.

**Cooperative game theory for data valuation:** Quantifying the value of data in algorithmic predictions and decisions has become a fundamental challenge. [20] study the problem of data valuation by utilizing the Shapley value and propose two Shapley value estimation algorithms that exploit the structure of the utility function of the game. [19] also proposes Monte Carlo and gradient-based methods to efficiently estimate data Shapley values in practical settings where complex learning algorithms, including neural networks, are trained on large datasets. In addition, the authors claim that their methods can identify outliers and corrupted data and provide suggestions on how to acquire future data to improve the predictor. For both the above works, the player set for the underlying game is the set of total data points available. This is in contrast to our scheme, where we use the feature set as the player set. [1] proposes a mathematical model of a system design for a data marketplace. They use Shapley value to divide the generated revenue “fairly” among the training features, so sellers get paid for their marginal contribution.
1.2 Preliminaries

In this section, we introduce some classification (27, 34) and cooperative game (25, 32) terminology and concepts to provide a better understanding of the connection which we will be studying in rest of the paper.

Classification setup: Let \( \mathcal{X} \) be the feature space and \( \mathcal{Y} \) be the label set. Let \( \mathcal{D} \) be the joint distribution over \( \mathbf{X} \times \mathcal{Y} \) with \( \mathbf{X} \in \mathcal{X} \subseteq \mathbb{R}^n \) and \( \mathcal{Y} \in \mathcal{Y} = \{-1, 1\} \). Let the in-class probability and class marginal on \( \mathcal{D} \) be denoted by \( \eta(\mathbf{x}) := P(Y = 1|\mathbf{x}) \) and \( \pi := P(Y = 1) \) respectively. Let the decision function be \( f : \mathbf{X} \mapsto \mathbb{R} \) and hypothesis class of all measurable functions be \( \mathcal{H} \). We consider linear hypothesis class \( \mathcal{H}_\text{lin} = \{(\mathbf{w}, b), \mathbf{w} \in \mathbb{R}^n, b \in \mathbb{R}\} \) for all real dataset based experiments in this paper. This is because for non-linear models the basic assumption for Shapley value is violated; more details are provided in Section 5.3. We have an i.i.d. sample of size \( m \) from distribution \( \mathcal{D} \), viz., \( D = \{(\mathbf{x}_i, y_i)\}_{i=1}^m \) where \( \mathbf{x}_i = (x_{i1}, x_{i2}, \ldots, x_{in}) \) is the value of the feature and \( y_i \in \{-1, 1\} \) is the label for \( i^{th} \) data point. We use hinge loss based Empirical Risk Minimization (ERM) setup because in addition to many desirable properties such as classification calibration and large margin it imparts to classifiers, it leads to an LP which can be solved in polynomial time.

Cooperative game theory (28, 32): The Transferable Utility (TU) cooperative game is a pair \( (\mathcal{N}, v) \) where \( \mathcal{N} = \{1, \ldots, n\} \) is a set of players and \( v : 2^\mathcal{N} \mapsto \mathbb{R} \) is the characteristic function, with \( v(\emptyset) = 0 \). Shapley value (28-32) is a unique, symmetric, and strongly monotonic solution concept defined as a mapping \( \phi : \mathbb{R}^{2^n-1} \mapsto \mathbb{R}^n \) given below:

\[
\phi_j(v) = \frac{\sum_{S \subseteq \mathcal{N}\setminus\{j\}} |S|!(n-|S|-1)!}{n!} [v(S \cup \{j\}) - v(S)], \quad \forall j \in \mathcal{N}, \quad \forall v \in \mathbb{R}^{2^n-1}.
\]

Detailed interpretation of Shapley value axioms from classification perspective is available in SM B.

2 Training error based classification game \( (\mathcal{N}, v(\cdot, m)) \)

In this section, we define the training error incurred by using a subset of features for classification based on the standard ERM setting. Next, we describe a value game and relate it to the training error via a one-to-one mapping.

2.1 Training error function

Given the dataset/sample \( D = \{(\mathbf{x}_i, y_i)\}_{i=1}^m \) with features \( \mathcal{N} = \{1, \ldots, n\} \), we consider a training error function, \( tr_{\text{tr}}(S, m) \) associated with all possible subsets \( S \subseteq \mathcal{N} \) when sample size is \( m \). We define \( tr_{\text{tr}}(\emptyset, m) \) as hinge loss based training error of an intercept only classifier and denote it by \( \tilde{c}(m) := tr_{\text{tr}}(\emptyset, m) \). Similarly, we define the training error, \( tr_{\text{tr}}(S, m) \) for any nonempty subset \( S = \{j_1, j_2, \ldots, j_r\} \) of size \( r \) with \( r \) distinct elements/features. This would be minimal hinge loss of the classifier \( (w_{j_1}^*, \ldots, w_{j_r}^*, b^*) \) obtained from the dataset projected to \( r \)-dimensional subspace, i.e., dataset having feature values \( \{x_{ij_1}, \ldots, x_{ij_r}\}_{i=1}^m \) and label \( \{y_i\}_{i=1}^m \).
\[ tr_{\text{er}}(\emptyset, m) = \min_{b_i, \xi_i} \frac{1}{m} \sum_{i=1}^{m} \xi_i, \text{ s.t. } y_i b_i \geq 1 - \xi_i \forall i = 1, \ldots, m, \xi_i \geq 0 \forall i = 1, \ldots, m. \]

\[ tr_{\text{er}}(S, m) = \min_{w_j, \xi_i} \frac{1}{m} \sum_{i=1}^{m} \xi_i, \text{ s.t. } y_i \left( \sum_{j \in S} w_j x_{ij} + b_r \right) \geq 1 - \xi_i \forall i = 1, \ldots, m, \xi_i \geq 0 \forall i = 1, \ldots, m. \]

When \( S = N \), we have \( tr_{\text{er}}(N, m) \) that is the minimal hinge loss based empirical risk of the classifier \((w^*_N, b^*_N)\) when the given dataset is \( n \) dimensional, i.e. all \( n \) feature values from the sample \( D \) are used. Note that the variables used in each ERM are local to that optimization problem only.

As conventional cooperative games assume \( v(\emptyset) = 0 \), training error function \( tr_{\text{er}}(\cdot, m) \) with \( tr_{\text{er}}(\emptyset, m) \neq 0 \) cannot be a valid characteristic function. To circumvent this problem, we define a payoff/value game with characteristic function \( v(S, m) \) given below:

\[ v(S, m) = tr_{\text{er}}(\emptyset, m) - tr_{\text{er}}(S, m), \forall S \subseteq N. \]

\( v(S, m) \) represents the marginal improvement in the training error obtained due to the presence of the features in \( S \). As, \( v(\emptyset, m) = 0 \), it is a valid characteristic function also. This characteristic function along with the feature set \( N \) defines a TU classification game \((N, v(\cdot, m))\). Further, the characteristic function \( v(S, m) \) is monotonic w.r.t the coalitions, which is an important property from the perspective of allocation. This property is formalized in Proposition 1 with proof being available in SM B.1.

**Proposition 1** If \((N, v(\cdot, m))\) is a classification game, then the characteristic function \( v(\cdot, m) \) is monotonic, i.e.,

\[ \forall S \subseteq T \subseteq N, \ v(S, m) \leq v(T, m). \]

### 2.2 Training error allocation using Shapley value

As Shapley value solution concept has the idea of allocation based on a feature’s marginal contribution (no more, no less), it emerges as a suitable candidate for apportioning of \( v(N, m) \) among the features in a classification game. The Shapley value of classification game is given below:

\[ \phi_j(N, v(\cdot, m)) = \sum_{S \subseteq N \setminus \{j\}} \frac{|S|!(n - |S| - 1)!}{n!} [v(S \cup \{j\}, m) - v(S, m)], \forall j \in N. \]

Using this Shapley value, Theorem 1 provides an equitable training error allocation among features. We refer to it as **Shapley value based error apportioning (SVEA)** denoted by \( e_j(tr_{\text{er}}(N, m)) \), \( \forall j \in N \); as we see below, it is an affine transformation of Shapley value for feature \( j \in N \). A proof of Theorem 1 is available in SM A.1.

\(^1\) Characteristic function as defined here depends on sample size \( m \), so we use \( m \) as an argument in \( v(\cdot, m) \).
Theorem 1 There exists a Shapley value based error apportioning, \( e : \mathbb{R}^{2^n-1} \rightarrow \mathbb{R}^n \) of the total training error among the features as given in the expression below:

\[
e_j(tr_{\text{er}}(N,m)) = \frac{\hat{c}(m)}{n} - \phi_j(N,v(\cdot,m)), \quad \forall j \in N.
\] (4)

For notational convenience, hereafter, we will denote the allocation of training error to feature \( j \), by \( e_j(m) \) and Shapley value of feature \( j \) by \( \phi_j(m) \) when the sample size is \( m \).

In general, the problem of computing Shapley value is known to be NP-hard [16]. Also, it has high space complexity due to the space requirement of storing \( n! \) permutations or \( 2^n - 1 \) characteristic functions. To bypass this issue, we adapt the approximation algorithm given by [6] for computing the Shapley value of features in the classification game \((N,v(\cdot,m))\). The advantage of using this algorithm is that characteristic function is calculated for a coalition as and when required in the marginal contribution sum. Note that the computation of required \( tr_{\text{er}}(S,m) \) for a coalition \( S \) is scalable as it is by an LP. Algorithm and related details are available in SM C. In Section 3 we use this approximation for datasets with \( n \geq 10 \).

To evaluate the quality of Shapley value estimates, we compute their difference from the true Shapley value for datasets with \( n < 10 \) and observed that use of 100 Monte Carlo (MC) samples lead to a min 0.5 % and max 10% error over 10 trials (different train and test partitioning) across all datasets. If the MC samples are increased to 1000, this error comes down to a max 4 percent. Since only the sign of the apportioning via approx Shapley value matters, use of 100 MC sample is sufficient as the sign is not affected (tested empirically for more than 100 samples too).

2.3 Properties of the classification game \((N,v(\cdot,m))\)

As shown in Proposition [1] the characteristic function, \( v(S,m) \) is monotone as a function of feature set \( S \). Next, a rational player (feature) joins a coalition only if it gets better than what it would get individually (by not forming a coalition), never less (Individual Rationality (IR)). Also, there shouldn’t be any surplus from the total value after allocation among the players (Collective rationality). As we are ultimately interested in SVEA, \( e_j(m), j \in N \), we show that it is IR in Theorem 2 (Proof is available in SM A.2).

Theorem 2 Shapley value based error apportioning \( \{e_j(m)\}_{j \in N} \) satisfies individual rationality, i.e.,

\[
e_j(m) \leq tr_{\text{er}}(\{j\}), \quad \forall j \in N.
\] (5)

This implies that the allocation of total training error to a feature is less than the training error had it been used alone, which is desirable and reasonable to expect. We observed on UCI datasets that various game theoretic properties for classification game don’t hold universally and are dataset dependent. A detailed description of these properties along with counter examples is available in SM B.
3 Insights from Shapley Value based Error Apportioning (SVEA) approach

As we are interested in apportioning of \( \text{tr} \_\text{er}(N, m) \) among features, it is possible that for some feature \( j \in N, e_j(m) < 0 \). The intuition is as follows: suppose a player (feature) is so dominant that it can work (classify) alone. Now, if the other players (features) ask this dominant player to join their coalition (to form a classifier), then it asks them for a payoff. Since, the quantity to be divided is an error (cost), for such dominant players, the payoff is in the form of SVEA being negative. We formally present this idea in Proposition 2 for the two player case whose proof is available in SM A.3.

**Proposition 2** Consider a 2-feature classification game \((N, v(\cdot, m))\) with training error function \( \text{tr} \_\text{er}(\{1\}, m) = g > 0, \text{tr} \_\text{er}(\{2\}, m) = G > 0, \text{tr} \_\text{er}(\{1, 2\}, m) = g' \leq \min\{g, G\} \). If \( G > g \), then SVEA of \( \text{tr} \_\text{er}(\{1, 2\}, m) \) is such that \( e_1(m) \leq 0 \) and \( e_2(m) \geq 0 \).

If we generalize the notion of Proposition 2 then, apportioning \( \{e_j(m)\}_{j \in N} \) of \( \text{tr} \_\text{er}(N, m) \) can provide us with various insights. Based on the above arguments, we study the role of those features for which SVEA is negative, in FSS, in dimension reduction, and in excess 0-1 risk decomposition of a finite sample-based classifier. Also, SVEA values can be interpreted as estimates of true unknown hinge risk of a feature.

Before proceeding further, we would like to note the difference between FSS and dimension reduction considered in this paper. FSS is a special case of dimension reduction, and to perform FSS, we use the SVEA scheme where feature subset to be used for the final classifier is identified based on the sign of SVEA value of a feature (Section 3.1). However, there can be scenarios when some feature dimensions do not play a role in spanning the dataspace as explained in Section 3.2 this is irrespective of learning task at hand, as seen in Fig 1 with the 2 dimensional data space being effectively spanned by 1 dimension, i.e., \( x_1 \).

### 3.1 Negative valued SVEA and FSS

We observed that the features for which SVEA is negative (set \( \text{SVEA}_{neg} \)) are the ones whose joint contribution in label prediction is significant. To formalize this idea, we introduce the notion of the power of classification of a subset, say \( K \), of features, defined below:

**Definition 1 (Power of classification of feature subset \( K, P_{SV}(K) \))** Given a training dataset \( D \) of size \( m \) with feature values \( \{x_1, \ldots, x_m\}_{i=1}^m \) and labels \( \{y_i\}_{i=1}^m \), the power of classification of a set of features \( K = \{j_1, j_2, \ldots, j_k\} \subset N \) is defined as follows:

\[
P_{SV}(K) = \frac{\sum_{i=1}^{m_{te}} 1[y_i f^*_K(x_{ij_1}, x_{ij_2}, \ldots, x_{ij_k}) \geq 0]}{\sum_{i=1}^{m_{te}} 1[y_i f^*_N(x_{i1}, x_{i2}, \ldots, x_{in}) \geq 0]},
\]

where \( f^*_K(\cdot) \) and \( f^*_N(\cdot) \) are the optimal linear classifiers in the respective subspaces and \( m_{te} \) (different from \( D \)) is the number of sample points used for testing the
classifiers and $1_{[A]}$ is the indicator function with value 1 if $A$ holds; else has 0 value.

The higher the value of $P_{SV}(K)$, the higher is the joint influence of the subset $K$ in classification. The powerful subset $K = SVEA_{neg}$ is not pre-decided but determined by SVEA. Due to Shapley value’s property of identifying the important players based on their contributions, SVEA scheme identifies features that play a dominating role in the task of classification and forms a set $K$. We demonstrate this FSS phenomenon using Synthetic dataset 2 (SD2) in SM D.2. We give details about the FSS interpretation for UCI datasets with SVEA, $\{e_j(m)\}_{j \in N}$ being negative in Section 4. Besides, we observe as in SM D.5 that $l_1$-regularized squared hinge loss based ERM doesn’t identify important features for UCI datasets like Heart, Pima diabetes, and Thyroid.

3.2 Relation between negative valued SVEA and dimension reduction

By dimension reduction from $\mathbb{R}^n$ to $\mathbb{R}^d$, we mean that $(n - d)$ feature dimensions have zero class conditional expected values and minimal class conditional variance. We consider a special structure on the distribution for dimension reduction and provide the following result:

**Theorem 3** Consider the random variables $X \subseteq \mathbb{R}^n$, $Y \in \{-1, 1\}$. Let $A := \{k \in N : E[X_k | Y = y] = 0, \text{var}(X_k | Y = y) \leq \epsilon_k, \text{Pr}[X_k \cap X_{k'} | Y = y = \text{Pr}[X_k | Y = y] \times \text{Pr}[X_{k'} | Y = y], \forall k \neq k' \in N, \ y \in Y\}$. Also, $X_j, j \in A^c$ are independent of $X_k, k \in A$. Then,

$$
\text{Pr}[(X_j, X_k) : X_j \in \mathbb{R}, |X_k| \leq \epsilon_k, j \in A^c, k \in A] \geq \prod_{k \in A} \left(1 - \frac{\text{var}(X_k | Y = y)}{\epsilon_k^2}\right).
$$

**Proof of Theorem 3** is available in SM A.4. Consider the R.H.S of Eq. (7). Since, $\text{Var}(X_k | Y)$ is very small, the cross product terms in the expansion of R.H.S can be ignored. Hence, using the first order approximation provides a high probability $(1 - \delta)$ bound with $\delta \approx \sum_{k \in A} \frac{\text{Var}(X_k | Y)}{\epsilon_k^2}$. The above analysis says that the dataset lies in the lower sub-space whose basis corresponds to features with indices belonging to $A^c$ with high probability. We observed that in such datasets, $e_j(m) < 0$ for feature $X_j, j \in A^c$. Hence, the lower dimensional subspace has basis corresponding to features $X_j$ with SVEA $e_j(m) < 0$. We consider a 2-dimensional synthetic dataset (generated using the technique given in [15]) to demonstrate the above aspect.

**Synthetic dataset 1 (SD1):** We first generate 1000 binary labels $Y$ uniformly at random and then, a 2-dimensional feature vector $X$ for each label by drawing a sample such that $X|Y = 1 \sim N([-0.3; 0], [0.1; 0; 0; 0.001])$ and $X|Y = -1 \sim N([-0.3; 0], [0.1; 0; 0; 0.001])$. SVEA $e_j(m), j = \{1, 2\}$ for 2 features is $[-0.073; 0.494]$. Invoking Theorem 3, the probability of the event that feature 2’s value is within an $\epsilon$-ball, i.e., $P(|X_2| \leq \epsilon)$ is greater than $(1 - \frac{\text{var}(X_2 | Y = 0)}{\epsilon^2})$. When $\epsilon = 0.03$, we have $|X_2| \leq 0.03$ with probability more than 0.99 as evident in Figure 1. Also, using SVM, 1-dimensional classifier (trained on feature 1 only) has test accuracy of 0.85 which is same as that of 2-dimensional classifier (test
accuracy = 0.855). Hence, SD1 is reducible to a subspace with basis as the feature (1 here) with \( e_1(m) < 0 \). In SM D.2, we provide one more Synthetic dataset 3 (SD3) example where the 6-dimensional dataset is predominantly lying in a 3-dimensional subspace as identified by SVEA.

We would like to emphasize that this is different from Principal Component Analysis (PCA) in two aspects: firstly, unlike our method, PCA does not use the labels, and secondly, the one-to-one mapping between the transformed dimensions (reduced) and the features are well defined in our scheme but not in PCA.

3.3 Identification of non-important features for classification by SVEA scheme

In this section, we attempt to understand what contributes to the excess 0-1 risk of surrogate loss function based classifiers. In this direction, we first consider a simple distribution \( D \) and present an explicit form of in-class probability \( \eta(x) \). Following lemma is a special case of result provided in [41]. For the sake of completeness, a proof of Lemma 1 is available in SM A.5.

**Lemma 1** Let \( Y \) has Bernoulli distribution with parameter \( p \). Let \( X \subset \mathbb{R}^n \) be such that \( X|Y = 1 \sim N(\mu_+, \Sigma) \) and \( X|Y = -1 \sim N(\mu_-, \Sigma) \). Let \( A_e = \{ \text{even numbers between 1 to n} \} \) and \( A_o = \{ \text{odd numbers between 1 to n} \} \). Also, \( \mu_{-, j} = \mu_{+, j} \) if \( j \in A_e \), \( \mu_{-, j} = -\mu_{+, j} \) if \( j \in A_o \) and \( \Sigma = aI_{n \times n}, \ a > 0 \). Then, the in-class probability \( \eta(x) = P(Y = 1|X = x) \) is given as follows:

\[
\eta(x) = \left[ 1 + \frac{1 - p}{p} \exp \left( -\frac{2}{a} \left( \sum_{j \in A_o} x_j \mu_{+, j} \right) \right) \right]^{-1}.
\]  

(8)

This implies that the Bayes classifier \( f^*_{0,1}(x) = \text{sign}(\eta(x) - 1/2) \in \mathcal{H} \) doesn’t depend on feature \( X_j, \ j \in A_e \). We observe that SVEA scheme is able to identify those features which do not appear in the Bayes classifier as the ones with \( e_j(m) > 0 \). Computational evidence for this claim is available in SM D.2 using Synthetic dataset 4 (SD4). This observation has following implication: finite sample and
surrogate loss based classifiers contribute to the excess 0-1 risk because coefficients of features of which \( \eta(x) \) is not a function, are non-zero and for such features \( e_j(m) > 0 \).

To support our observation, we first provide a detailed interpretation of the decomposition of excess 0-1 risk of a surrogate loss function \( l \) based classifier
\[
\hat{f}_l = \arg \min_{f \in \mathcal{H}_{lin}} \hat{R}_l(f) := \frac{1}{m} \sum_{i=1}^{m} l(x_i, f(x_i)).
\]
Let \( f^*_l \in \mathcal{H} \) denote the minimizer of true \( l \)-risk, \( R_l(f) := E_D[l(x, f(x))] \). Also, empirical 0-1 risk is \( \hat{R}_{0-1}(f) := \frac{1}{m} \sum_{i=1}^{m} l_{0-1}(x_i, f(x_i)) \). Consider the excess 0-1 risk of \( \hat{f}_l \) as given below:
\[
R_{0-1}(\hat{f}_l) - R_{0-1}(f^*_l) = R_{0-1}(\hat{f}_l) - R_{0-1}(f^*_l) + R_{0-1}(f^*_l) - R_{0-1}(f^*_l)
= (R_{0-1}(\hat{f}_l) - R_{0-1}(f^*_l)) + (R_{0-1}(\hat{f}_l) - R_{0-1}(f^*_l) + R_{0-1}(f^*_l) - R_{0-1}(f^*_l))
+ (R_{0-1}(f^*_l) - R_{0-1}(f^*_l))
= \underbrace{(R_{0-1}(\hat{f}_l) - R_{0-1}(f^*_l))}_{\text{Error 1}} + \underbrace{(R_{0-1}(\hat{f}_l) - R_{0-1}(f^*_l) + R_{0-1}(f^*_l) - R_{0-1}(f^*_l))}_{\text{Error 2}} + \underbrace{(R_{0-1}(f^*_l) - R_{0-1}(f^*_l))}_{\text{Error 3}}.
\]

The last equality follows from the fact that for classification calibrated loss functions \( \text{sign}(f^*_l) = \text{sign}(f^*_l) \) [44, 3, 34] and hence their 0-1 risks (both empirical and true) are equal. This also implies that Error 3 is zero. Error 2 is the error due to the use of a sample based risk instead of true risk. This term will vanish as the sample size increases. Finally, we have Error 1 which is a combination of using a finite sample, using a surrogate loss function and restricting the hypothesis class to say linear class \( \mathcal{H}_{lin} \). After identifying the important features based on the sign of SVEA \( e_j(m) \), one can get some extra insight about Error 1’s decomposition. We believe that Error 1 will also have error due to the following reason: in spite of \( f^*_l(x) \) not depending on features \( X_j, j \in A_e \), \( \hat{f}_l \) can be a function of features \( X_j, j \in A_e \) (apart from those features \( X_j, j \in A_e \)). This error could either be an additional component in Error 1 or absorbed in the existing components explained before.

For surrogate loss functions, we consider hinge loss (using SVM), logistic loss (using Logistic regression) and exponential loss (using ExpERM given in [40]). It was observed that none of the surrogate loss functions considered had zero coefficient corresponding to features \( X_j, j \in A_e \) in a linear classifier. This implies that inclusion of such features is one of the contributors to the extra error (excess risk) incurred by the surrogate loss function based classifiers in comparison to Bayes classifiers, in particular, to Error 1 term. Details about these results are provided in SM D.2 using Synthetic dataset 4 (SD4).

3.4 SVEA based decomposition of true hinge risk among features

In this section, we attempt to understand what one can say about the nature of SVEA, \( \{e_j(m)\}_{j \in N} \) as sample size \( m \) increases. In various computational experiments, we observed that the Shapley values of the classification game, \( \{\phi_j(m)\}_{j \in N} \) and SVEA, \( \{e_j(m)\}_{j \in N} \), converge to limiting values, say \( \{\phi_j\}_{j \in N} \) and \( \{e_j\}_{j \in N} \) as the sample size \( m \) increases. Since, \( \{e_j(m)\}_{j \in N} \) is the empirical hinge risk of feature \( j \), we can interpret the limiting value \( \{e_j\}_{j \in N} \) as the true hinge risk of feature
In other words, \( \{e_j\}_{j \in N} \) represents the components in the decomposition of minimum true hinge risk \( R_{l_{hinge}}(f_\text{hinge}) \), i.e., \( \sum_{j \in N} e_j = R_{l_{hinge}}(f_\text{hinge}) \) where \( R_l(f) := E_D[l(x, f(x))] \). As \( \{e_j(m)\}_{j \in N} \) is computed for a given sample, it can be interpreted as an estimate of the true hinge risk of feature \( j \in N \). Also, since it converges to \( \{e_j\}_{j \in N} \) as sample size \( m \) increases, one can expect it to be a consistent estimate of \( \{e_j\}_{j \in N} \). To illustrate this convergence, we provide an example based on a 7-dimensional Synthetic dataset 5 (SD5) in SM D.2.

### 3.5 Stable SVEA and convex classification games

In this section, we discuss additional properties of the allocation measure of classification games, in terms of stability and convexity of the games. Core, a well-known solution concept in cooperative game theory, is defined as the set of allocations in the imputation set (allocations satisfying IR and collective rationality; details in SM B.3), which are Coalitional Rational (CR). Such allocations are said to be stable as no player or group of players objects to the allocations in the core. As we are interested in apportioning of total training error, CR is desirable; so, we extend the notion of the core to SVEA, denoted by \( C_E(m) \), as follows:

\[
C_E(m) := \{e'(m) \in \mathbb{R}^n | \sum_{j \in S} e_j'(m) \leq tr\text{-er}(S, m), \forall S \subseteq N, \sum_{j \in N} e_j'(m) = tr\text{-er}(N, m)\}.
\]

Allocations belonging to \( C_E(m) \) will also be stable in the sense that any feature or group of features will not object to the error allocations \( e_j'(m), j \in N \). So, we would like our SVEA to be an element of \( C_E(m) \). However, as seen in Table 2 of SM B, whether \( SVEA \in C_E(m) \) or not depends on the dataset; IR and Collective rationality holds, but, CR, \( \sum_{j \in S} e_j(m) \leq tr\text{-er}(S, m) \) may not hold for a given dataset.

If a game is convex (definition in SM B), then its Shapley value belongs to the core. As SVEA is an affine transformation of Shapley value, one would expect that for such games, SVEA belongs to core’s counterpart \( C_E(m) \); true for Haberman dataset as seen in Table 2 of SM B. Also, for the datasets (Thyroid, Pima, Magic, and Banknote) in which \( e_j(m) \) belongs to \( C_E(m) \), there are some features for which these \( e_j \)'s are negative; note that such features are unique for a given sample of a dataset (as Shapley value is unique for a sample). As observed in Section 3.1, classifiers based on these features alone can yield the accuracy comparable to those obtained with full feature set \( (P_{SV} \approx 1) \) and such a unique set of features with allocations also in \( C_E(m) \) have stable allocations.

### 3.6 Sample bias robustness of SVEA scheme

With the goal of being robust to sample bias, we provide interval estimates for SVEA of features by using multiple sub-samples from a given dataset. A feature’s joint contribution in label prediction is significant if the interval estimate of SVEA for a feature lies on the left of origin on \( \mathbb{R} \). The procedure is first to partition the dataset into multiple disjoint sub-samples and compute the apportioning for each sub-sample. Then, a group of 30 such sub-samples is selected, and using CLT, the average apportioning \( e^g_j, j \in N \) for each group \( g \) is asymptotically normally
distributed with unknown mean $\mu_e$ and variance $\sigma_e^2$. Next, using $\tilde{e}_j^0$, we compute t-distribution based 100$(1 - \alpha)$ confidence intervals. By the definition of confidence intervals, we have following high probability statement:

$$P(e_j^p \in [\bar{e}_j \pm t_{\alpha/2,G-1}(s_j/\sqrt{G})]) \geq 1 - \alpha, \forall j \in N,$$

where $e_j^p$ is the population mean for the error apportioning of feature $j \in N$, $\bar{e}_j = \frac{1}{G} \sum g \bar{e}_g^j$ and $s_j = (\frac{1}{G-1} \sum g (\bar{e}_g^j - \bar{e}_j)^2)^{1/2}$ and $t_{\alpha/2,G-1}$ is the upper $\alpha/2$ critical value for the t distribution with $G - 1$ degrees of freedom ($G$ is the number of groups). More details of this procedure are provided in SM D.1. Based on our experiments in Section 4, we observe that the interval estimates also lead to the same threshold of 0 while performing FSS. Also, the conclusions are robust to sample bias due to multiple averaging. This shows that the behaviour of features with SVEA<0 mentioned in Section 3.5 is a property of the dataset and not of a particular sample. In SM D.2, we implement the above technique on Synthetic dataset 4 (SD4) and observe that the results are consistent with Section 3.3. The above presented method is tailor-made for SVEA scheme. A more general framework to address the instability issue, i.e., change in sample leading to change in feature subset is presented in [30]. They first show that any existing stability measure doesn’t possess all five desirable properties which a stability measure should have. Then, taking a statistical approach they propose a novel measure which is treated as an estimator of true stability. Note that the “stability of a feature selection algorithm” considered in this sub-section is different from the “stability of an allocation” in Section 3.5.

4 Computational experiments

In this section, we empirically demonstrate the implications of SVEA being negative for some features on real-world datasets from [14,2]. For the FSS interpretation, we train a classifier using SVM and compute $P_{SV}$. We also compare our SVEA approach to Recursive Feature Elimination with Cross-Validation (RFECV) and ReliefF. Implementation of RFECV with 5-folds were done in Scikit learn module of Python [31]. For ReliefF, we used the implementation of [25] with neighbour parameter $k = 2$. The SVM parameter $C \in \{0.1, 1, 50, 500\}$. All the algorithms are implemented in Python 2.7.15 with Gurobi 8.0.0 solver for LPs, on a machine equipped with 4 Intel Xeon 2.13 GHz cores and 64 GB RAM. To account for randomness, we repeat each experiment 5 times and report the average test accuracy (and standard deviation).

**Real datasets: Demonstration of FSS using $P_{SV}$ with threshold 0 on SVEA values** Out of the 14 benchmark dataset considered, 3 datasets namely, WDBC, Banknote and Iris0 are almost linearly separable. We used Breastcancer, German and Thyroid datasets from [http://theoval.cmp.uea.ac.uk/matlab](http://theoval.cmp.uea.ac.uk/matlab). First, we consider UCI datasets in which some features have SVEA, $e_j(m)$ value less than 0 (as given in SM B Table 2) and compute their Power of classification, $P_{SV}$. Here, $SVEA_{neg}$ is the set of features with $e_j(m) < 0$ and $P_{SV}(SVEA_{neg})$ is the power of classification of the set $SVEA_{neg}$. As can be seen in the Table 1 the value of $P_{SV}(SVEA_{neg})$ is close to 1 in all the cases. Hence, the features in the set $SVEA_{neg}$ have large joint contribution towards classification. The threshold
of 0 on SVEA values in our scheme to select feature subset is universal for all datasets and not user given. However, if due to some constraint, there is user-given threshold say $l$, then SVEA scheme can also identify the $l$ sized feature set as shown in the next paragraph.

**Real datasets: Demonstration of FSS with a user given threshold and comparison to RFECV and ReliefF**

For a user given feature size, say $l$, with due justification in terms of SVEA, our scheme can identify the $l$ sized feature set with best test accuracy based on the ranking of the SVEA values. We demonstrate this property of SVEA scheme and compare it to RFECV and ReliefF. To do this, we order the features based on the score/SVEA value for each scheme and then plot the SVM test accuracy of linear classifiers learnt using first $l$ features (Figure 2). Clearly, too few features leads to degradation in performance, and too many features defeat the purpose of feature selection. In comparison to other methods, our scheme achieves the highest accuracy when one looks for a trade-off by selecting a subset of features whose cardinality is neither too small nor too large. Also, if the user given threshold on the number of features is $l$, then SVEA has best accuracy as observed in Figure 2 for Magic, Heart and IJCNN dataset with $l = 2, 3, 5$ respectively.

Using a statistical significance test to compare our scheme to RFECV and ReliefF is not straight forward due to computation of incremental feature accuracy, so we use the measure that given a fixed number of features and a lower bound on accuracy, a good scheme should identify feature subset leading to high accuracy. However, for the sake of completeness, we still performed many Friedman tests (using Scikit-posthocs package in python) by fixing the number of features across datasets and found no significant difference between the schemes at 5% level of significance except for the cases where SVEA is better as found by Nemenyi posthoc test [13]. Comparative plots for other datasets and additional explanations (Table 15) are provided in SM D.5. Using Pima Diabetes dataset, we show that the high value of $P_{SV}(SVEA_{neg})$ in Table 1 is a case of FSS and not of dimension reduction.

**Real datasets: Sample bias robust interval estimates**

In this section, we demonstrate our idea of addressing the issue of sample bias while making conclusions based on the SVEA scheme. Since the technique requires partitioning the whole dataset into many disjoint subsets, large sample sized datasets are considered. Figure 3 shows t-distribution based 95% confidence intervals of SVEA estimates for synthetic dataset SD4 and real datasets Magic, IJCNN ([8]) and MINIBOONE ([42]). There is a partitioning of feature set into two subsets; one in which the features have their SVEA’s confidence intervals above origin and other in which the features have their SVEA’s confidence intervals below the origin. As $P_{SV}(SVEA_{neg})$ (given in Table 1) for the latter subset of features is high, one can conclude that these features have a large contribution in label prediction. Since the feature set partitioning is based on interval estimates, the conclusions regarding important features are robust to sample bias.

5 Discussion

To interpret the influence of a single feature or their interactions on the label/class, we use the framework of transferable utility cooperative games and introduce a
Table 1: Accuracies of the datasets having negative SVEA for features in $SVEA_{neg}$. The second last column has the accuracy of the linear SVM classifier learnt only on features in $SVEA_{neg}$. $P_{SV}(SVEA_{neg})$ is the ratio of accuracies in column 3 and column 5. SVM parameter $C \in \{0.1, 1, 50, 500\}$. $m$ is sample size and $n$ is number of features. No averaging is done for IJCNN as the train-test partitioning is already available from the source.

| Dataset (m)                  | n | Avg Acc ($\pm$std dev) SVM | $SVEA_{neg}$ | Avg Acc ($\pm$std dev) SVM with $SVEA_{neg}$ | $P_{SV}(SVEA_{neg})$ |
|-----------------------------|---|-----------------------------|--------------|---------------------------------------------|----------------------|
| Thyroid (215)               | 6 | 0.89 ($\pm$0.0145)          | [4]          | 0.83 ($\pm$0.0087)                         | 0.94                 |
| Pima Diabetes (768)         | 8 | 0.77 ($\pm$0.0060)          | [2]          | 0.756 ($\pm$0.0068)                        | 0.98                 |
| Magic (19020)               | 10 | 0.79 ($\pm$0.0038)         | [5]          | 0.74 ($\pm$0.0064)                        | 0.93                 |
| Heart (270)                 | 13 | 0.84 ($\pm$0.0178)         | [4, 12, 13]  | 0.81 ($\pm$0.0088)                        | 0.96                 |
| IJCNN (35000(tr))           | 22 | 0.91 ([11, 12, 17, 18, 19]) | 0.90         | 0.99                                       |                      |

Fig. 2: Plot of test accuracy vs number of features used to train the linear classifier using SVM. For each scheme, we have 95% error bar computed over 5 iterations. Given a fixed number of features and a lower bound on accuracy, SVEA provides the feature subset which leads to highest test accuracy in most of the cases. Number of trials in the plot for Magic dataset is three; for other datasets number of trials is five.

classification game with features as players and hinge loss based characteristic function (computed as LPs).
Fig. 3: Above plots depict 95% confidence intervals for SVEA of features for 6 dimensional synthetic dataset SD4 and 3 UCI datasets. As the importance of a feature is based on intervals of SVEA, we can say with 95% percent confidence that the features that have interval estimates below 0 are important for label prediction.

5.1 Summary

We propose SVEA scheme to apportion the total hinge loss based empirical risk among the features. As Shapley value is computationally expensive, we build on an approximation algorithm that does not compute the characteristic function (an LP) for all subsets at one go but only when needed. From the perspective of classification, SVEA leads to the following contributions.

Feature subset selection: Features with negative SVEA are the ones whose joint contribution for label prediction is significant. Identification of lower-dimensional subspace: Dataset lies in subspace with basis as features having negative SVEA value. Our scheme uses a universal threshold of 0 on the SVEA value for all datasets to identify both the sets mentioned above. Also, our scheme can also identify the subset with the best accuracy based on ranking SVEA values if the feature set size is user-given. Decomposition of excess 0-1 risk: under a special structure on data distribution, only features (essential) with negative valued SVEA contribute to Bayes risk. However, we empirically observe that any surrogate loss based clas-
sifier depends on features non-important for classification also, and thereby increasing the excess 0-1 risk of the classifier. We also provide an estimate of the unknown true hinge risk of each feature. We attempt to make our SVEA estimate robust to sample bias by computing interval estimates by averaging over multiple disjoint sub-samples. We demonstrate all the above contributions and our SVEA scheme compares favourably with the existing feature selection schemes RFECV and ReliefF on various synthetic and UCI datasets.

5.2 Characteristic function $v(S, m)$ with regularization and kernels

Regularization to avoid over-fitting is a natural thing to do in most of the learning problems. We considered a $l_2$-regularized version of $tr_{ER}(S, m)$ defined in Section 2.3 and used in Eq. (1) for defining the characteristic function $v(S, m)$. However, this characteristic function turned out to be negative due to extra $\|w\|^2$ term in $tr_{ER}(S, m)$. To avoid this issue, we defined the characteristic function $v_{reg}(S, m)$ (using regularized $tr_{ER}(S, m)$) which was empirically observed to be positive on all datasets. We compared the final results (for feature subset selection in Section 3.1) using $v(S, m)$ and $v_{reg}(S, m)$ and found that using regularization doesn’t change important feature set $SVEA_{neg}$ (verified across 5 trials on 2 real and 3 synthetic datasets). Details with empirical results are available in SM D.3.

We also considered the case when non-linear classifiers (via kernels) are used in the characteristic function. Note that regularization is necessary when using kernels to get the dot product of feature mapping $\phi(x)$. We used Eq. (1) with kernelized and regularized $tr_{ER}(S, m)$ to obtain $v_{k,reg}(S, m)$. In the computational experiments, we observed variation in identification of important feature subset $SVEA_{neg}$ across trials, and in some cases, the important feature set (using $v_{k,reg}(S, m)$) did not have any common element with the set obtained using linear classifiers. Also, in most of the datasets, the test accuracy (with kernels) using all features did not improve over the linear case. One issue here is that $v_{k,reg}(S, m)$ is negative in most of the cases, and the trick used to make the characteristic function positive used in the linear case is not applicable here. The variation across trials could be attributed to the non-monotonic nature of $v_{k,reg}(S, m)$, which implies that the implicit assumption for Shapley value that the grand coalition will form is not satisfied. This issue is arising due to the use of regularization and exists in linear cases too. However, it is more prominent with kernels because here $v_{k,reg}(S, m)$ cannot be made positive. More details with supporting computational experiments are available in SM D.4.

To summarize, in addition to the linear unregularized case that led to some interesting insights, we also considered two other cases, viz., linear regularized, and non-linear regularized. Even though the use of Shapley value in the linear regularized case could be justified, its performance is the same as that of linear unregularized and hence good. However, in the regularized kernel case, the performance of the SVEA scheme is not good as far as feature subset selection is considered; in fact, use of Shapley value cannot be justified as the characteristic function is not monotone.
5.3 Looking ahead

A comparison of SVEA from 0-1 loss function and other surrogate loss function based classification games would be interesting to explore; a ranking of surrogate losses can be expected. A thorough study on more game-theoretic aspects like understanding of dataset dependent properties of the game, modeling as NTU game, etc., could be another direction. Finally, in classification setup, a natural extension would be to generalize binary classification games to multi-class games.

In this paper, we have used linear and unregularized training error function, which makes sure that \( v(\cdot, m) \) is monotonic (Proposition 1) and use of Shapley value is justified. However, if some problem does require using regularization for feature subset selection, then our computational experience suggests that the characteristic function \( v(\cdot, m) \) has to be suitably defined.

References

1. Agarwal, A., Dahleh, M., Sarkar, T.: A marketplace for data: An algorithmic solution. In: Proceedings of the 2019 ACM Conference on Economics and Computation, pp. 701–726. ACM (2019)
2. Alcalá-Fdez, J., Fernández, A., Luengo, J., Derrac, J., García, S., Sánchez, L., Herrera, F.: Keel data-mining software tool: data set repository, integration of algorithms and experimental analysis framework. Journal of Multiple-Valued Logic & Soft Computing 17 (2011)
3. Bartlett, P.L., Jordan, M.I., McAuliffe, J.D.: Convexity, classification, and risk bounds. Journal of the American Statistical Association 101(473), 138–156 (2006)
4. Beleites, C., Neugebauer, U., Bocklitz, T., Krafft, C., Popp, J.: Sample size planning for classification models. Analytica chimica acta 760, 25–33 (2013)
5. Cancela, B., Bolón-Canedo, V., Alonso-Betanzos, A., Gama, J.: A scalable saliency-based feature selection method with instance level information. arXiv preprint arXiv:1904.13127 (2019)
6. Castro, J., Gómez, D., Tejada, J.: Polynomial calculation of the Shapley value based on sampling. Computers & Operations Research 36(5), 1726–1730 (2009)
7. Chandrashekar, G., Sahin, F.: A survey on feature selection methods. Computers & Electrical Engineering 40(1), 16–28 (2014)
8. Chang, C.C., Lin, C.J.: LIBSVM: A library for support vector machines. ACM Transactions on Intelligent Systems and Technology 2, 27:1–27:27 (2011). Software available at http://www.csie.ntu.edu.tw/~cjlin/libsvm
9. Cohen, S., Ruppin, E.: Feature selection via coalitional game theory. Neural Computation 19(7), 1939–1961 (2007)
10. Cohen, S., Ruppin, E., Dror, G.: Feature selection based on the Shapley value. In: Proceedings of the 19th International Joint Conference on Artificial Intelligence, pp. 665–670. Morgan Kaufmann Publishers Inc. (2005)
11. Datta, A., Datta, A., Procaccia, A.D., Zick, Y.: Influence in classification via cooperative game theory. In: IJCAI, pp. 511–517 (2015)
12. Datta, A., Sen, S., Zick, Y.: Algorithmic transparency via quantitative input influence: Theory and experiments with learning systems. In: 2016 IEEE Symposium on Security and Privacy (SP), pp. 598–617 (2016). DOI 10.1109/SP.2016.42
13. Demšar, J.: Statistical comparisons of classifiers over multiple data sets. Journal of Machine learning research 7(Jan), 1–30 (2006)
14. Dheeru, D., Karra Taniskidou, E.: UCI machine learning repository (2017). URL http://archive.ics.uci.edu/ml
15. Efron, B., Tibshirani, R.: Improvements on cross-validation: the 632+ bootstrap method. Journal of the American Statistical Association 92(438), 548–560 (1997)
16. Faigle, U., Kern, W.: The Shapley value for cooperative games under precedence constraints. International Journal of Game Theory 21(3), 249–266 (1992)
17. Fiestras-Janeiro, M.G., García-Jurado, I., Mosquera, M.A.: Cooperative games and cost allocation problems. Top 19(1), 1–22 (2011)
18. Fragnelli, V., Moretti, S.: A game theoretical approach to the classification problem in gene expression data analysis. Computers & Mathematics with Applications 55(5), 950–959 (2008)
19. Ghorbani, A., Zou, J.: Data Shapley: Equitable valuation of data for machine learning. In: International Conference on Machine Learning, pp. 2242–2251 (2019)
20. Jia, R., Dao, D., Wang, B., Hubis, F.A., Hynes, N., Gürel, N.M., Li, B., Zhang, C., Song, D., Spanos, C.J.: Towards efficient data valuation based on the Shapley value. In: The 22nd International Conference on Artificial Intelligence and Statistics, pp. 1167–1176 (2019)
21. Khare, S., Khan, B., Agnihotri, G.: A Shapley value approach for transmission usage cost allocation under contingent restructured market. In: 2015 International Conference on Futuristic Trends on Computational Analysis and Knowledge Management (ABLAZE), pp. 170–173. IEEE (2015)
22. Kimms, A., Kozeletskyi, I.: Shapley value-based cost allocation in the cooperative traveling salesman problem under rolling horizon planning. EURO Journal on Transportation and Logistics 5(4), 371–392 (2016). DOI 10.1007/s13676-015-0087-3. URL https://doi.org/10.1007/s13676-015-0087-3
23. Kohavi, R., John, G.H.: Wrappers for feature subset selection. Artificial intelligence 97(1-2), 273–324 (1997)
24. Kononenko, I., Šimec, E., Robnik-Šikonja, M.: Overcoming the myopia of inductive learning algorithms with relief. Applied Intelligence 7(1), 39–55 (1997)
25. Li, J., Cheng, K., Wang, S., Morstatter, F., Trevino, R.P., Tang, J., Liu, H.: Feature selection: A data perspective. arXiv preprint arXiv:1601.07996 (2016)
26. Lundberg, S.M., Lee, S.I.: A unified approach to interpreting model predictions. In: Advances in Neural Information Processing Systems, pp. 4765–4774 (2017)
27. Mohri, M., Rostamizadeh, A., Talwalkar, A.: Foundations of Machine Learning. The MIT Press (2012)
28. Narahari, Y.: Game Theory and Mechanism Design (IISc Lecture Notes Series). World Scientific Publishing Company / IISc Press (2014)
29. Nisan, N., Roughgarden, T., Tardos, É., Vazirani, V.V.: Algorithmic game theory. Cambridge university press (2007)
30. Nogueira, S., Sechidis, K., Brown, G.: On the stability of feature selection algorithms. Journal of Machine Learning Research 18, 174–1 (2017)
31. Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O., Blondel, M., Prettenhofer, P., Weiss, R., Dubourg, V., Vanderplas, J., Passos, A., Cournapeau, D., Brucher, M., Perrot, M., Duchesnay, E.: Scikit-learn: Machine learning in Python. Journal of Machine Learning Research 12, 2825–2830 (2011)
32. Peleg, B., Sudhölter, P.: Introduction to the theory of cooperative games, vol. 34. Springer Science & Business Media (2007)
33. Song, Q., Ni, J., Wang, G.: A fast clustering-based feature subset selection algorithm for high-dimensional data. IEEE Transactions on Knowledge and Data Engineering 1(25), 1–14 (2013)
34. Steinwart, I., Christmann, A.: Support vector machines. Springer Science & Business Media (2008)
35. Strumbelj, E., Kononenko, I.: An efficient explanation of individual classifications using game theory. Journal of Machine Learning Research 11(Jan), 1–18 (2010)
36. Sun, X., Liu, Y., Li, J., Zhu, J., Chen, H., Liu, X.: Feature evaluation and selection with cooperative game theory. Pattern recognition 45(8), 2992–3002 (2012)
37. Sun, X., Liu, Y., Li, J., Zhu, J., Liu, X., Chen, H.: Using cooperative game theory to optimize the feature selection problem. Neurocomputing 97, 86–93 (2012)
38. Sundararajan, M., Taly, A., Yan, Q.: Axiomatic attribution for deep networks. In: International Conference on Machine Learning, pp. 3319–3328 (2017)
39. Torkaman, A., Charkari, N.M., Aghaeipour, M.: An approach for leukemia classification based on cooperative game theory. Analytical Cellular Pathology 34(5), 235–246 (2011)
40. Tripathi, S., Hemachandra, N.: Scalable linear classifiers based on exponential loss function. In: Proceedings of the ACM India Joint International Conference on Data Science and Management of Data, COMAD/CODS 2018, Goa, India, January 11-13, 2018, pp. 190–200 (2018)
41. Tripathi, S., Hemachandra, N.: Cost sensitive learning in the presence of symmetric label noise. arXiv preprint arXiv:1901.02271 (2019)
42. Vanschoren, J., van Rijn, J.N., Bischl, B., Torgo, L.: OpenML: Networked science in machine learning. SIGKDD Explorations 15(2), 49–60 (2013). DOI 10.1145/2641190.2641198. URL http://doi.acm.org/10.1145/2641190.2641198
43. Young, H.P.: Monotonic solutions of cooperative games. International Journal of Game Theory 14(2), 65–72 (1985)
44. Zhang, T.: Statistical behavior and consistency of classification methods based on convex risk minimization. Annals of Statistics pp. 56–85 (2004)
Supplementary material
On feature interactions identified by Shapley values of binary classification games

A Proofs and additional related work

A.1 Proof of Theorem 1

Proof From Eq. (3), the Shapley value for a player \( j \) is given by

\[
\phi_j(N, v(\cdot), m) = \sum_{S \subseteq N \setminus \{j\}} \frac{|S|!(n - |S| - 1)!}{n!} \left[ v(S \cup \{j\}, m) - v(S, m) \right].
\]

Using efficiency axiom for Shapley value, we have

\[
\sum_{j \in N} \phi_j(N, v(\cdot), m) = v(N, m)
\]

\[
\sum_{j \in N} \phi_j(N, v(\cdot), m) = tr_{er}({\emptyset}, m) - tr_{er}(N, m)
\]

\[
\implies tr_{er}(N, m) = tr_{er}({\emptyset}, m) - \sum_{j \in N} \phi_j(N, v(\cdot), m)
\]

\[
= \sum_{j \in N} \left( \frac{\tilde{c}(m)}{n} - \phi_j(N, v(\cdot), m) \right), \quad \text{using LP in Section 2.1}
\]

Hence, the contribution of feature \( j \) in the total training error is given as follows:

\[
e_j(tr_{er}(N, m)) = \frac{\tilde{c}(m)}{n} - \phi_j(N, v(\cdot), m).
\]

\[\square\]

A.2 Proof of Theorem 2

Proof In this theorem, we will show that the apportioning of the total training error satisfies individual rationality. The proof uses the definition of the apportioning of the total training error given in Eq. (4). For all \( j \in N \),
\[ e_j(\text{tr}_j(N, m)) = \frac{\bar{e}(m)}{n} - \phi_j(N, v(\cdot, m)) \]

\[ = \frac{\bar{e}(m)}{n} - \left[ \frac{1}{n} v(j, m) + \sum_{S \subseteq N \setminus \{j\}, S \neq \emptyset} \frac{|S|!(n - |S| - 1)!}{n!} [v(S \cup \{j\}, m) - v(S, m)] \right] \]

\[ = \frac{\bar{e}(m)}{n} - \left[ \frac{1}{n} (\bar{e}(m) - \text{tr}_j(\{j\}, m)) \right] + \sum_{S \subseteq N \setminus \{j\}, S \neq \emptyset} \frac{|S|!(n - |S| - 1)!}{n!} [\text{tr}_j(S, m) - \text{tr}_{\cup \{j\}}(S, m)] \]

\[ = \frac{\text{tr}_j(j, m)}{n} - \sum_{S \subseteq N \setminus \{j\}, S \neq \emptyset} \frac{|S|!(n - |S| - 1)!}{n!} [\text{tr}_j(S, m) - \text{tr}_{\cup \{j\}}(S, m)] \]

\[ = \frac{\text{tr}_j(j, m)}{n} + \sum_{S \subseteq N \setminus \{j\}, S \neq \emptyset} \frac{|S|!(n - |S| - 1)!}{n!} [\text{tr}_j(S \cup \{j\}, m) - \text{tr}_j(S, m)] \leq 0 \]

\[ \leq \frac{\text{tr}_j(j, m)}{n} \leq \text{tr}_j(j, m). \]

\[ \square \]

A.3 Proof of Proposition 2

\[ e_j(\text{tr}_j(N, m)) = \frac{\bar{e}(m)}{n} - \phi_j(N, v(\cdot, m)) \]

\[ = \frac{\bar{e}(m)}{n} - \left[ \frac{1}{n} v(j, m) + \sum_{S \subseteq N \setminus \{j\}, S \neq \emptyset} \frac{|S|!(n - |S| - 1)!}{n!} [v(S \cup \{j\}, m) - v(S, m)] \right] \]

\[ = \frac{\bar{e}(m)}{n} - \left[ \frac{1}{n} (\bar{e}(m) - \text{tr}_j(\{j\}, m)) \right] + \sum_{S \subseteq N \setminus \{j\}, S \neq \emptyset} \frac{|S|!(n - |S| - 1)!}{n!} [\text{tr}_j(S, m) - \text{tr}_{\cup \{j\}}(S, m)] \]

\[ = \frac{\text{tr}_j(j, m)}{n} - \sum_{S \subseteq N \setminus \{j\}, S \neq \emptyset} \frac{|S|!(n - |S| - 1)!}{n!} [\text{tr}_j(S, m) - \text{tr}_{\cup \{j\}}(S, m)] \]

\[ = \frac{\text{tr}_j(j, m)}{n} + \sum_{S \subseteq N \setminus \{j\}, S \neq \emptyset} \frac{|S|!(n - |S| - 1)!}{n!} [\text{tr}_j(S \cup \{j\}, m) - \text{tr}_j(S, m)] \leq 0 \]

\[ \leq \frac{\text{tr}_j(j, m)}{n} \leq \text{tr}_j(j, m). \]

\[ \square \]
A.4 Proof of Theorem 3

Proof Given that $A$ is the set of all feature indices whose class conditional mean is 0, i.e., $E[X_k | Y = y] = 0$, $y \in \{-1, 1\}$, $k \in A$ and the variance is small, i.e., $\text{var}(X_k | Y = y) < \epsilon_k$ for some $\epsilon_k > 0$ and for all $y \in \{-1, 1\}$ and $k \in A$. Also, features with indices in $A$ are independent of all other features. Now, consider,

$$
P([X_j, X_k] : X_j \in \mathbb{R}, |X_k| \leq \epsilon_k, j \in A^c, k \in A)
= P([X_j, X_k] : X_j \in \mathbb{R}, |X_k| \leq \epsilon_k, k \in A | Y = 1) P[Y = 1]
+ P([X_j, X_k] : X_j \in \mathbb{R}, |X_k| \leq \epsilon_k, k \in A | Y = -1) P[Y = -1]
= P[X_j : X_j \in \mathbb{R}, |X_j| \leq \epsilon_k, k \in A | Y = 1] P[Y = 1]
+ P[X_j : X_j \in \mathbb{R}, |X_j| \leq \epsilon_k, k \in A | Y = -1] P[Y = -1]
\quad \text{(\because cond. ind.)}
$$

(10)

Now, $P[X_j : X_j \in \mathbb{R}, j \in A^c | Y = y] = 1$, for $y = \{-1, 1\}$ since support of $X$ is $\mathbb{R}^n$, therefore

$$
P([X_j, X_k] : X_j \in \mathbb{R}, |X_k| \leq \epsilon_k, j \in A^c, k \in A)
= \prod_{k \in A} \left[ P(|X_k| \leq \epsilon_k | Y = 1) P[Y = 1] + P(|X_k| \leq \epsilon_k | Y = -1) P[Y = -1] \right]
= \prod_{k \in A} \left[ P[|X_k| \leq \epsilon_k | Y = y] P[Y = 1] + P[Y = -1] \right]
\geq \prod_{k \in A} \left( 1 - \frac{\text{var}(X_k | Y = y)}{\epsilon_k^2} \right).
$$

(11)

The last inequality is obtained by using Chebychev's high probability bound. □

A.5 Proof of Lemma 1

Proof Consider the in-class probability $\eta(x)$ given below:

$$
P(Y = 1 | X = x)
= \frac{P(Y = 1, X = x)}{P(X = x)}
= \frac{P(X = x | Y = 1) P(Y = 1)}{P(X = x)}
= \sum_{y \in \{-1, 1\}} \frac{1}{\sqrt{2\pi |\Sigma_+|}} \exp\left[-\frac{1}{2}(x - \mu_+)^T \Sigma_+^{-1} (x - \mu_+)\right] p
+ \frac{1}{\sqrt{2\pi |\Sigma_-|}} \exp\left[-\frac{1}{2}(x - \mu_-)^T \Sigma_-^{-1} (x - \mu_-)\right] (1 - p)
= 1 + \frac{1 - x}{p} \sqrt{\frac{|\Sigma_+|}{|\Sigma_-|}} \exp\left[-\frac{1}{2}(x - \mu_-)^T \Sigma_-^{-1} (x - \mu_-) - (x - \mu_+)^T \Sigma_+^{-1} (x - \mu_+)\right]
$$

(12)
Since in our case \( \Sigma_+ = \Sigma_- = \Sigma = aI \)

\[
= \frac{1}{1 + \frac{1}{p^2} \exp \left(-\frac{1}{2} \| (x - \mu_+) \|_p^2 \right)}
= \frac{1}{1 + \frac{1}{p^2} \exp \left(-\frac{1}{2} \| x \|_p^2 \right)}
= \frac{1}{1 + \frac{1}{p^2} \exp \left(-\frac{1}{2} \| x \|_p^2 \right)}
= \frac{1}{1 + \frac{1}{p^2} \exp \left(-\frac{1}{2} \sum_{j \in A_o} x_j \mu_{+,j} \right)}
= \frac{1}{1 + \frac{1}{p^2} \exp \left(-\frac{1}{2} \sum_{j \in A_o} x_j \mu_{+,j} \right)}
\]

The second last equality follows from the fact that \( \Sigma = aI \) and \( \mu_{-j} = -\mu_{+,j} \) when \( j \) is odd. \( \square \)

### B More on classification game \((N, v(\cdot, m))\)

In this section, we first provide the proof of Proposition \(^{[\text{I}]}\) that shows the monotonicity of the characteristic function \( v(\cdot, m) \) of classification game.

#### B.1 Proof of Proposition

**Proof** Consider the optimization problem in Section 2.1 solved to obtain \( \text{tr}_{cr}(T, m) \) and \( \text{tr}_{cr}(S, m) \), say \( P_T \) and \( P_S \) for coalitions \( T \) and \( S \) respectively. Now if \( S \subseteq T \), then in addition to the variables in the optimization problem \( P_S \), the optimization problem \( P_T \) will have extra variables to solve for. However, a feasible (including optimal) solution in \( P_S \) will still remain feasible for \( P_T \) by assigning the extra variables a zero value. This implies that minimization in \( P_T \) is over a larger feasible set and the objective value of \( P_T \) (i.e., \( \text{tr}_{cr}(T, m) \)) would be upper bounded by the objective value of \( P_S \) (i.e., \( \text{tr}_{cr}(S, m) \)). Therefore, the training error due to features in \( T \) will be smaller than that of the training error due to the features that come from all its subset, i.e.,

\[
\forall S \subseteq T \subseteq N, \; \text{tr}_{cr}(T, m) \leq \text{tr}_{cr}(S, m).
\]

The result follows by using \( \text{tr}_{cr}(\emptyset, m) = \bar{c}(m) \geq 0 \) and the transformation given in Eq. \(^{[\text{I}]}\). \( \square \)

Next, we provide definitions of some important classes of cooperative games, viz., superadditive games and convex games.

**Definition 2 (Superadditive game \(^{[\text{28,32]}]}\)** A cooperative game \((N, v)\) is said to be superadditive if \( \forall S, T \subseteq N, \; S \cap T = \emptyset, \; v(S \cup T) \geq v(S) + v(T) \).

**Definition 3 (Convex game \(^{[\text{28,32]}]}\)** A cooperative game \((N, v)\) is said to be convex if \( \forall S, T \subseteq N, \; v(S \cup T) + v(S \cap T) \geq v(S) + v(T) \).

The next natural question after forming a coalition is about the allocation of the coalition value among the players. This is achieved by a solution concept. Some examples of solution concept are, Shapley value, Nucleolus, Core, etc. As we are focusing on Shapley value and core, we first provide some details about Shapley value axioms and their interpretation in Section B.2. Then, we provide definition of core and how to check whether it is empty or not in Section B.5.
B.2 Shapley value: An axiomatic approach \[13\]

In this section, we provide details of Young’s axiomatization of Shapley value \([13]\) which is based on the following axioms: If \(\phi\) denotes the allocation of grand coalition worth, \(v(N)\), in the game \((N,v)\) then:

- **Efficiency:** \(\sum_{i \in N} \phi_i(v) = v(N)\)
- **Symmetry:** If \(v(S \cup i) = v(S \cup j)\) \(\forall S \subseteq N \setminus \{i,j\},\ i,j \in N\), then \(\phi_i(v) = \phi_j(v)\)
- **Marginality:** If two games \((N,v)\) and \((N,u)\) are such that \(v(S \cup i) = u(S)\) \(\forall S \subseteq N \setminus \{i\},\ i \in N\) then \(\phi_i(v) = \phi_i(u)\).

\[13\] proved that the only function that satisfies the above axioms is the Shapley value which is given by:

\[
\phi_j(v) = \sum_{S \subseteq N \setminus \{j\}} \frac{|S|!(n - |S| - 1)!}{n!}[v(S \cup \{j\}) - v(S)], \ \forall j \in N. \tag{15}
\]

**Interpretation of Young’s axioms for Shapley value in classification game:** Consider \(\pi : N \to N\), a permutation of the feature set \(N\). Then, the anonymity (symmetry) property of the Shapley value requires that the contribution of a feature \(j\) in the total value should be equal to the contribution of the feature \(\pi(j)\) in the total value, i.e., \(\phi_J(N,v(\cdot, m)) = \phi_{\pi(j)}(N,v(\cdot, m))\).

In classification, this implies that Shapley value allocation is not dependent on a specific permutation of the features. The efficiency of the Shapley value \(\phi_J(N,v(\cdot, m))\), \(j \in N\) implies its unique and equitable distribution of the total worth \(v(N,m)\) among the players (features) of the game without any deficit or surplus. Marginality property says that if two games with same player set but different value function have equal marginal contribution of a feature \(j\), then Shapley value of feature \(j\) is equal for the two games. In classification, consider two games based on datasets \(D_1\) and \(D_2\) sampled from common distribution \(D\). The marginal contribution of a feature \(j\) in two games \((N,v_{D_1}(\cdot, m))\) and \((N,v_{D_2}(\cdot, m))\) was observed to be same and hence the marginality property is valid.

B.3 Core and its characterization via Bondareva-Shapley theorem

In this section, we describe two important properties, viz., individual rationality, and collective rationality of any allocation, \(a\). Towards this, we define the imputation set \(I(v)\) as follows:

\[
I(v) := \{a \in \mathbb{R}^n : \sum_{j=1}^{n} a_j = v(N), \ a_j \geq v(\{j\}) \ \forall j \in N\}. \tag{16}
\]

Next, we define another solution concept, core, that is widely used for allocating the worth among the players. The core, a subset of imputation set, requires that in addition to individual rationality, the allocation should be coalitionally rational.

**Definition 4 (Core \[28,32\])** For a cooperative game \((N,v)\) the core \(C(v)\) is defined below:

\[
C(v) := \left\{a \in \mathbb{R}^n : \sum_{j \in N} a_j = v(N), \sum_{j \in S} a_j \geq v(S), \ \forall S \subseteq N\right\}. \tag{17}
\]

To check whether the core is empty or not, we use the Bondareva-Shapley theorem \[28\].

**Bondareva-Shapley characterization:** Consider the following LP

\[
\begin{align*}
\min_x & \sum_{j=1}^{n} x_j \\
\text{s.t.} & \sum_{j \in S} x_j \geq v(S) \ \forall S \subseteq N \\
& (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n.
\end{align*} \tag{18}
\]
Let \((x_1^*, x_2^*, \ldots, x_n^*)\) be an optimal solution to above LP. If the feasible set of above LP is non-empty then this LP will definitely possess a solution. This is because of the structure of the inequalities, i.e., all inequalities are of the greater than or equal to type. Hence, according to Bondareva-Shapley characterization, if
1. \(x_1^* + x_2^* + \ldots + x_n^* = v(N)\), the core is non-empty and all the solutions of above LP will constitute the core.
2. \(x_1^* + x_2^* + \ldots + x_n^* > v(N)\), the core is empty.

It is well established that core exists for a convex game, and Shapley value lies inside it. But in general, it need not.

\section*{B.4 Properties of various UCI dataset classification based games}

In this section, we first provide a summary of our investigation on various game theoretic properties of classification game. Then, we consider some UCI dataset based classification games and check whether these properties hold for them or not.

\textbf{Remark 1} The classification game \((N, v(\cdot, m))\) need not be superadditive. We present following counter-example to support our claim.

\textbf{Example 1} Consider the UCI dataset Titanic with three features and 2201 data points. We have \((3, v(\cdot, m))\) as our classification game \((m = 2201)\). The characteristic function for this game obtained by solving 7 LPs and using the transformation given in Eq. (1) are as follows:

\[v(\emptyset, m) = 0, v(\{1\}, m) = 0, v(\{2\}, m) = 0.0056, v(\{3\}, m) = 0.1977, v(\{1, 2\}, m) = 0.006, v(\{1, 3\}, m) = 0.1977, v(\{2, 3\}, m) = 0.1977, v(\{1, 2, 3\}, m) = 0.1977.\]

If \(S = \{2\}, T = \{3\}\), then we have \(v(S \cup T, m) < v(S, m) + v(T, m)\). This violates the superadditivity condition.

\textbf{Remark 2} For classification game \((N, v(\cdot, m))\), Shapley value \(\phi(v(\cdot, m))\) may or may not belong to imputation set. Following counter example supports this claim.

\textbf{Example 2} Again consider the UCI dataset Titanic game \((3, v(\cdot, m))\). The characteristic function values for this game are given in the Remark 1. The Shapley values for the game \((N, v(\cdot, m))\) are \([0.0; 0.00227; 0.195820082]\). Clearly, \(\phi_3(m) = 0.00227 < v(2, m) = 0.0056\) and \(\phi_2(m) = 0.19582 < v(3, m) = 0.1977\) implying that the individual rationality condition is violated. Hence, Shapley values of UCI dataset Titanic based game do not belong to imputation set.

\textbf{Remark 3} For the classification game \((N, v(\cdot, m))\), core may or may not be empty. We present two examples: one where the core of classification game is empty and another where the core is non-empty.

\textbf{Example 3} (Core is empty) Consider the UCI dataset Pima with eight features and 768 data points. We have \((8, v(\cdot, m))\) as our classification game \((m = 768)\). Solving LP given in [15], we obtained \([0.010981571, 0.1267811, 0.0018904514, 0.000620087, 0.0015797973, 0.03277906, 0.093950062, 0.0007768529]\) as an optimal solution, and the condition \(\phi\) of the Bondareva-Shapley characterization is satisfied (because \(v(N, m) = 0.1826795817247\) and hence the core is empty).

\textbf{Example 4} (Core is non-empty) Consider the UCI dataset Thyroid with five features and 215 data points. We have \((5, v(\cdot, m))\) as our classification game \((m = 215)\). Solving LP given in [15], we obtained \([0.0038691925, 0.11742864, 0.10407924, 0.3110127, 0.070626081]\) as an optimal solution, and the condition \(\phi\) of the Bondareva-Shapley characterization is satisfied (because \(v(N, m) = 0.37.435706921\) and hence the core is non-empty).

\textbf{Remark 4} Classification game \((N, v(\cdot, m))\) need not be convex. The following UCI dataset based classification game provides an example of a non-convex game with Shapley value belonging to core.
Example 5 Consider the UCI dataset Phoneme with five features and 5404 data points. We have \((5, v(\cdot, m))\) as our classification game \((m = 5404)\). Let us consider the following coalitions \(S = \{3, 4\}\) and \(T = \{1, 2, 4\}\). The values \(v(\cdot, m)\) for these coalition after solving the corresponding LP’s and taking the transformation are \(v(S, m) = 0.0297, v(T, m) = 0.0361, v(S \cup T, m) = 0.05212, v(S \cap T, m) = 0\). It is easy to check that the convexity condition \(v(S \cup T, m) + v(S \cap T, m) \geq v(S, m) + v(T, m)\) \(\forall S, T \subseteq N\) is violated and hence the game is not convex.

However, in above UCI dataset Phoneme, it is easy to verify that in spite of a classification game being non-convex, the Shapley value belongs to the core \(C(v(\cdot, m))\).

Next, we provide a summary of some properties of classification game \((N, v(\cdot, m))\) corresponding to various UCI datasets in Table 2. It also shows whether \(e_j(m), j \in \{1, \ldots, n\}\) are Coalitionally Rational (CR), i.e., \(\sum_{j \in S} e_j(m) \leq tr_{er}(S, m) \forall S \subseteq N\). We also check whether a dataset has negative valued SVEA \(e_j(m)\) for some \(j \in N\). The importance of such features is provided in Section 3.

| Dataset (n)         | \(e_j(m) \in I(v(\cdot, m))\) | \(e_j(m) \in C(v(\cdot, m))\) | \(e_j(m)\) is CR | \((N, v(\cdot, m))\) Convex | \([v(\cdot, m)] \neq \emptyset\) | \(e_j(m) < 0\) |
|---------------------|--------------------------------|--------------------------------|-------------------|-----------------------------|--------------------------------|------------------|
| Haberman(3)         | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Titanic(3)          | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Phoneme(5)          | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Toytabola(5)        | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Magic(5)            | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| German(5)           | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Thyroid(5)          | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| BreastCancer(9)     | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Heart(13)           | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Bupa(6)             | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Spambase(57)        | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Titanic(3)          | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Haberman(3)         | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Phoneme(5)          | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Toytabola(5)        | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Magic(5)            | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| German(5)           | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Thyroid(5)          | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| BreastCancer(9)     | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Heart(13)           | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Bupa(6)             | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |
| Spambase(57)        | \(\times\)                     | \(\times\)                     | \(\times\)        | \(\times\)                  | \(\times\)                      |                  |

Table 2: Various properties of game for different UCI data sets with \(n\) (features).
The datasets with \(\ast\) are almost linearly separable. Also, cells with \(-\) are the ones where due to high dimension all \(2^n\) training error function \(tr_{er}(S), \forall S \subseteq N\) cannot be computed and hence Bondareva-Shapley characterization cannot be used for checking the non-emptiness of the Core. It was observed that for Iris0 dataset with \(\Delta\), some \(e_j\) is not CR due to the fact that \(tr_{er}(S) = 0 \forall S \subseteq N\backslash\{\{1\}, \{2\}\}\). As we have shown in Section 3 for some datasets \(e_j < 0\) for at least one feature \(j\) and such features are important for classification.

C Algorithm : ShapleyValue-Aprx

As Shapley value of a feature \(j\) is the average marginal contribution to all possible coalitions, computing it is not easy. In general, the problem of computing the Shapley value is known to be NP-hard [19]. Also, it has high space complexity due to the space requirement of storing \(n!\) permutations or \(2^n - 1\) characteristic function values.

In this section, we present the approximation algorithm for Shapley value by [6] and how it can be used to obtain the Shapley value of features in the classification game \((N, v(\cdot, m))\).

An alternative definition of Shapley value [28] is in terms of all possible orders of the players \(N\). Suppose \(\pi : \{1, \ldots, n\} \rightarrow \{1, \ldots, n\}\) be a permutation and \(PermSet(N)\) be the set of all possible permutations with player set \(N\). Given a permutation \(\pi\), let us denote by \(Pred^\pi(\pi)\) the set of all predecessors of player \(j\) in the permutation \(\pi\), i.e., \(Pred^\pi(\pi) = \{\pi(1), \ldots, \pi(k - 1)\}\), if \(j = \pi(k)\). Therefore, the Shapley value can be expressed as follows:

\[
\phi_j(m) = \frac{1}{n!} \sum_{\pi \in PermSet(N)} [v(Pred^\pi(\pi) \cup \{j\}, m) - v(Pred^\pi(\pi), m)], \forall j \in N. \quad (19)
\]
The problem which we face in the exact computation of Shapley value is 2-fold. Firstly, the computation of the \(2^n - 1\) values of the classification game \((N, v(\cdot, m))\) even for \(n\) close to 25 is expensive. Secondly, for summing over the marginal contributions, one needs to either keep track of the powerset (required in Eq. (9)) or that of the set of all permutations of features (required in Eq. (19)). For \(n > 31\) none of the two formulae can be used to compute the set as they reach the maximum data structure limit in implementation languages like Python and R.

The approximation algorithm \textit{Shapley Value Aprx}, based on an alternative definition of the Shapley value as in Eq. (19) addresses these issues in following three ways: Firstly, instead of summing over the whole permutation set, we only sum over a sample from the permutation set. Also, the algorithm doesn’t need to store the permutation set, i.e., to handle the data structure limits the permutation set is generated uniformly in every round. Secondly, the algorithm does not a priori compute all \(2^n - 1\) value functions; instead, the value function is calculated for a coalition as and when required in the marginal contribution sum. Note that, the computation of required \(tr_{er}(S, m)\) for a coalition \(S\) is scalable as it is by an LP. The estimates \(\hat{S}_{h_j}\), \(\forall j \in N\) of Shapley value for the feature set \(N\) are shown to be unbiased, consistent and efficient in [8].

The algorithm \textit{Shapley Value Aprx} works as follows: A list \textit{Sam\_co\_set} of coalitions is initialized with empty coalition. A dictionary \textit{tr\_er}(\cdot, m) for training error function with key as the elements of \textit{Sam\_co\_set} is created. Training error when no feature is present i.e. \textit{tr\_er}([], m) is computed using LP in Section 2.1. Value of empty coalition is then set to zero.

In every round, a permutation \(\pi\) from set \textit{Perm\_Set}(N) is picked with probability \(\frac{1}{n!}\). For each player \(j \in N\), the predecessor set, \(Pred^l(\pi)\) is created and checked if that coalition is in \textit{Sam\_co\_set}. If not, then the training error function \textit{tr\_er}(Pred^l(\pi), m) is computed by solving the corresponding LPs given in Section 2.1. Values for each coalition using these training errors are computed via the transformation given in Eq. (1). \textit{Pred}^l(\pi) is then appended to the list \textit{Sam\_co\_set}. The above process is repeated for \(Pred^l(\pi) \cup \{j\}\) coalition also. The estimate \(\hat{S}_{h_j}(m)\) is updated by adding the marginal contribution of player \(j\) for the permutation \(\pi\) to the estimate from previous round. After all the rounds are exhausted, we take the average over the number of permutations used, i.e., \textit{sam\_Perm}.

Algorithm 1: Shapley value approximation scheme

\begin{verbatim}
Input: Feature set \(N = \{1, 2, \ldots, n\}\), Number of sample permutations \textit{sam\_Perm},
Number of examples \textit{m}, Set of coalitions \textit{Sam\_co\_set} = [\{\}].
Initialize: \(v(\cdot, m) = 0\), Shapley value estimate \(\hat{S}_{h_j}(m) := 0 \ \forall j \in N\).
Define \(tr_{er}(\cdot, m)\) on \textit{Sam\_co\_set} and compute \(tr_{er}([], m) = \hat{c}(m)\) using LP in Section 2.1.

for \(s = 1, 2, \ldots, \text{sam\_Perm}\) do
    Take \(\pi \in \text{Perm\_Set}(N)\) with probability \(\frac{1}{n!}\),
    for \(j = 1, 2, \ldots, n\) do
        Compute the sets \(Pred^l(\pi)\) and \(Pred^l(\pi) \cup \{j\}\),
        if \(Pred^l(\pi)\) \textit{not in} \textit{Sam\_co\_set} then
            Compute \(tr_{er}(Pred^l(\pi), m)\).
            Compute \(v(Pred^l(\pi), m) = \hat{c}(m) - tr_{er}(Pred^l(\pi), m)\).
            Append \(Pred^l(\pi)\) to \textit{Sam\_co\_set}.
        end
        if \(Pred^l(\pi) \cup \{j\}\) \textit{not in} \textit{Sam\_co\_set} then
            Compute \(tr_{er}(Pred^l(\pi) \cup \{j\}, m)\).
            Compute \(v(Pred^l(\pi) \cup \{j\}, m) = \hat{c}(m) - tr_{er}(Pred^l(\pi) \cup \{j\}, m)\).
            Append \(Pred^l(\pi) \cup \{j\}\) to \textit{Sam\_co\_set}.
        end
        \(\hat{S}_{h_j}(m) = \hat{S}_{h_j}(m) + v(Pred^l(\pi) \cup \{j\}, m) - v(Pred^l(\pi), m)\).
    end
end
\(\hat{S}_{h_j}(m) = \frac{\hat{S}_{h_j}(m)}{\text{sam\_Perm}}, \ \forall j \in N\).
\end{verbatim}
Therefore, algorithm **ShapleyValue-Apx** reduces the computational complexity of the Shapley value and also brings down the number of LPs solved.

## D Details on computational experiments

### D.1 More details about sample bias robustness technique

Here, we provide the details of technique provided in Section 3.6 to make the FSS robust to sample bias.

1. Partition the training data into \( ss := 30 \times m_s \) subsets where \( m_s := 6 \times n \) is the sample size of each subset. \( m_s \) works as a thumb-rule for training as given in [3].
2. Let the Shapley value and SVEA for \( j^{th} \) feature from \( r^{th} \) sample subset be denoted by \( \phi_j^r(m_s) \) and \( \epsilon_j^r(m_s) \) for \( j \in N \) and \( r = 1, \ldots, ss \).
3. Pick groups of 30 subset of samples without replacement to get \( G := \left\lfloor \frac{m_s}{ss} \right\rfloor \) such groups.
   - For \( g^{th} \) group, \( g = 1, \ldots, G \), for each feature \( j \in N \) compute the average of SVEA values across the subsets, i.e., \( \bar{\epsilon}_j = \frac{1}{m_s} \sum_{g} \epsilon_j^g(m_s) \) where \( r_g \) is the index for sample subsets in \( g^{th} \) group.
4. Using Central Limit Theorem, we have \( \bar{\epsilon}_j \approx \text{Gaussian}(\mu_e, \sigma_e) \) with unknown \( \mu_e \) and \( \sigma_e \).
5. Since \( \mu_e \) and \( \sigma_e \) are unknown, we use t-distribution to obtain the \( 100(1 - \alpha) \) confidence interval for \( \bar{\epsilon}_j \) (population mean) using the sample points \( \bar{\epsilon}_j, g = 1, \ldots, G \).
6. For feature \( j \in N \), the interval estimates are \( \bar{\epsilon}_j \pm t^*_{\alpha/2,G-1} \frac{s_j}{\sqrt{G}} \) where \( \bar{\epsilon}_j = \frac{1}{G} \sum_g \epsilon^g_j \) and \( s_j = \left( \frac{1}{G} \sum_g (\epsilon^g_j - \bar{\epsilon}_j)^2 \right)^{1/2} \) and \( t^*_{\alpha/2,G-1} \) is the upper \( \alpha/2 \) critical value for the t distribution with \( G - 1 \) degrees of freedom.

### D.2 Additional synthetic data experiments

1. **Synthetic dataset 2 (SD2):** In this example, we consider a scenario where SVEA can be used for FSS even when there is no dimension reduction. The dataset is generated as follows: generate 3000 binary class labels \( Y \) from Bernoulli distribution \((p = 0.5)\); draw a 5-dimensional feature vector \( X \) for each label from two different Gaussian distributions: \( X | Y = 1 \sim N((2; 0.2; 0.3; 1.8; 1), \Sigma) \) & \( X | Y = -1 \sim N((-2; 0.2; 0.3; -1.8; 1), \Sigma) \) where \( \Sigma = 10I_{5 \times 5} \).

   - The Shapley value based error apportioning \( \{\epsilon_j(m)\}_{j \in N} \) for 5 features is \([-0.0925; 0.1959; 0.1958; -0.0275; 0.1959] \). We observe that negative valued SVEA \( \{\epsilon_j(m)\}_{j \in N} \) can be related to those features whose joint contribution towards classification is significant; individual contribution need not. It can be justified as the test accuracy of only feature one based 1-dimensional linear classifier and only feature four based 1-dimensional linear classifier is 0.715 and 0.69 respectively whereas the test accuracy of only feature one based 2-dimensional linear classifier is 0.818. It is easy to observe that the accuracies of the linear classifier obtained using the subset of features is comparable to the accuracy of the 5-dimensional classifier obtained via SVM, which is 0.82. \( P_{SVM\{\{1,4\}\}} = 0.997 \) confirms that the joint influence of subset \( \{1,4\} \) in classification is very high. Even though 5-fold RFECV and ReliefF algorithm output the same result as above, unlike our SVEA scheme they are based on user-given threshold to decide an optimal number of features; we have a intrinsic data-driven threshold of 0 to decide whether the feature is important or not.

   - Negative value of SVEA for feature 1 and 4 is not due to these features spanning a lower dimensional space because, for this dataset, if one considers feature 2 and feature 3, then using Chebychev’s bound \(-2.97 \leq X_2 \leq 3.37\) and \(-2.87 \leq X_3 \leq 3.47\) with probability more than 0.99. Hence, the data is not reducible from \( \mathbb{R}^5 \) to \( \mathbb{R}^2 \) even though SVEA values \( \epsilon_1(m) \) and \( \epsilon_4(m) \) for feature 1 and 4 are negative.

2. **Synthetic dataset 3 (SD3):** This example is to demonstrate the ability of SVEA \( \{\epsilon_j(m)\}_{j \in N} \) to identify the subset of features where the data is predominantly lying. We first generate 3000 binary class labels \( Y \) from Bernoulli distribution \((p = 0.4)\); and then, a 6-dimensional feature vector \( X \) for each label by drawing a sample such that \( X | Y = 1 \sim \)
The matrix $\Sigma$ of the event that feature $X_k \geq \epsilon_k$ is symmetric and most of the entries are zero. The only non-zero entries are $\Sigma_{k,k} = 2$, $\Sigma_{j,k} = 0.002$ if $k = 1, 3, 6$ and $\Sigma_{j,j} = 0.001$ if $j = 2, 4, 5$.

SVEA $(e_j(m))_{j \in N}$ for 6 features is $[-0.09781946; 0.13057645; -0.02627778; 0.1305889; 0.13054749; -0.08510723]$. Now, we use the result from Theorem 3 to show that the probability of the event that feature $k$’s value, $k \in \{2, 4, 5\}$ is within an $\epsilon_k$-ball, i.e., $P(|X_k| \leq \epsilon_k, |X_4| \leq \epsilon_4, |X_5| \leq \epsilon_5)$ is greater than $\prod_{k \in \{2, 4, 5\}} \left(1 - \frac{\text{var}(X_k|Y=x)}{\epsilon_k^2}\right)$.

Taking specific value of $\epsilon_k = 0.08$, $k \in \{2, 4, 5\}$, the joint event $|X_2| \leq 0.08, |X_4| \leq 0.08, |X_5| \leq 0.08$ has probability more than 0.95. Hence, the dataset is lying in a subspace whose basis corresponds to features $X_1, j \in \{1, 3, 6\}$.

3) Synthetic dataset 4 (SD4): This example depicts the scenario where SVEA can be used to identify how the inclusion of features non-important for classification (SVEA $e_j > 0$) can contribute to the excess 0-1 risk. We first generate a binary class label $Y$ from Bernoulli distribution with parameter $p = 0.63$ and then, a 6-dimensional feature vector $X$ for the label $Y$ by drawing a sample such that $X|Y = 1 \sim N([2, 0.4, 2, 15, 1, 1, 2.05], \Sigma)$ and $X|Y = -1 \sim N([5, -2.8, 2.8, -2.8, 2.8, -2.8], \Sigma)$ where $\Sigma$ matrix is same as in Synthetic dataset SD4.

As we are interested in providing an interpretation w.r.t unknown data distribution, we consider datasets of varying size from the above data distribution. Also, the datasets are constructed such that the one with a larger number of examples is a superset of the dataset with smaller size. We consider linear classifiers $\hat{Y}(x+b)$ and check for the normalized coefficients $w_j, j \in \{1, \ldots, 6\}$ to be zero or non-zero. Table 8 shows that features $1, 3, 6$ (a variant of set $A_6$ in Section 3.3) have non-negative valued SVEA. Using a more general version of Lemma 4, we have

$$\eta(x) = \frac{1}{1 + \frac{-b}{p} \exp \left(-\frac{1}{2} - 2x^T \Sigma^{-1}(\mu_- - \mu_+)\right)} = \frac{1}{1 + 0.538 \exp (-0.536x_1 - 0.649x_3 - 2.82x_6)} \quad (20)$$

Hence, the Bayes classifier is only dependent on feature values whose SVEA, $\{e_j(m)\}_{j \in N}$ is negative. Next, we observe the structure of the linear classifiers based on hinge loss, logistic loss and exponential loss; classifiers (normalized) trained on increasing sample size $m$ are provided in Table 8 and 9 respectively. As can be seen, normalized coefficients for feature $2, 3$ and $5$, in surrogate loss function based classifiers, are not close to zero. This leads to the conclusion that these classifiers, unlike the Bayes classifier, give weightage to features with $e_j(m) > 0$.

In Table 7, we present the (test set) accuracy of surrogate loss based classifiers learnton dataset with increasing sample size $m$ and that of Bayes classifiers, i.e., $(1 - R_{0.1}(f))$ and $(1 - R_{0.1}(f_{SD4}))$ respectively. The difference of these test set accuracies gives us Error 1 as given in Eq. 8. It can be observed in Table 8 that, even though the magnitude is small, Error 1 is positive for almost all surrogate loss based classifiers and all $m$. This implies that features with non-negative valued SVEA do contribute to Error 1 term.

As can be seen in Figure 3, the interval estimates obtained from sample bias robust technique in Section 3.5 are below origin only for those features which appear in the formula of $\eta(x)$ given in Eq. 20. This validates our claim about the importance of features whose SVEA is less than 0.

4) Synthetic dataset 5 (SD5): This example illustrates the convergence of Shapley values $\phi_j(m)$ of classification game and the SVEA $e_j(m)$ with increase in sample size $m$. We first generate a binary class label $Y$ from Bernoulli distribution ($p = 0.5$) and then, a 7-dimensional feature vector $X$ for the label $Y$ by drawing a sample such that $X|Y = 1 \sim N([5, 2.8, 4.7, 2, 8, 3.6, 7.5], \Sigma)$ and $X|Y = -1 \sim N([-5, 2.8, 3.5, -7, 3.8, 3.5, -7.5], \Sigma)$. The matrix $\Sigma$ is symmetric and most of the entries are zero. The only non-zero entries are $\Sigma_{1,3} = \Sigma_{2,5} = \Sigma_{5,7} = 5$, $\Sigma_{1,6} = \Sigma_{2,7} = \Sigma_{3,6} = 4$, $\Sigma_{1,7} = 2$, $\Sigma_{6,7} = 0.1$, $\Sigma_{3,7} = 8$, $\Sigma_{4,7} = 1$, $\Sigma_{k,k} = 25$, if $k = 1, 2, 5, 7$ and $\Sigma_{l,l} = 35$ if $l = 3, 4, 6$.

From Table 9, it can be seen that as the sample size increases, the Shapley value of classification game for all features converges. The value function $v(S, m)$, $S \subseteq N$ of the classification game is then the payoff which a feature gets in participating in the process of classification. Hence, a higher value in long run (with increase in $m$) is an indicator that this particular feature is important.
Table 3: For Synthetic dataset (SD4) in Section D.2 features with \( \epsilon_j(m) < 0 \) are the ones which appear in the Bayes classifier via \( \eta(x) \) given in Eq. (20). The above values depict that this phenomenon is prominent even when the sample size \( m \) is increased.

Table 4: For Synthetic dataset (SD4) in Section D.2 Bayes classifier via \( \eta(x) \) given in Eq. (20) doesn’t depend on features 2, 4, 5. However, SVM classifier (with \( C = 1 \)), as seen above, has non zero value of \( w_j, j = 2, 4, 5 \) and hence, contribute to the excess 0-1 risk of SVM classifier.

Table 5: For Synthetic dataset (SD4) in Section D.2 Bayes classifier via \( \eta(x) \) given in Eq. (20) does not depend on features 2, 4, 5. However, LR classifier (with \( C = 1 \)), as seen above, has non zero value of \( w_j, j = 2, 4, 5 \) and hence, contribute to the excess 0-1 risk of LR classifier.

A more clear interpretation can be given by observing the convergence of SVEA. As the sample size increases, the SVEA \( e_j(m) \) converges to the limiting value. Hence, as interpreted in Section 3.4, the limiting values in Table 10 are values of \( \{e_j\}_{j \in \mathbb{N}} \). Also, as explained in Section 3.1, the features with negative valued SVEA are the important features for classification.

D.3 Effect of regularization used in \( tr_{cr}(:, m) \) on SVEA

In this subsection, we provide details of the experiments which we used to claim that with linear classifiers regularization is not helpful for feature subset selection task. Consider the regularized version of \( tr_{cr}(S, m) \) as defined in Section 2.1 with trade-off parameter \( C > 0 \) as
Table 6: For Synthetic dataset (SD4) in Section D.2, Bayes classifier via $\eta(x)$ given in Eq. (20) doesn’t depend on features 2, 4, 5. However, ExpERM classifier, as seen above, has non zero value of $w_j = 2, 4, 5$ and hence, contribute to the excess 0-1 risk of ExpERM classifier.

| m  | coef | $w_1$ | $w_2$ | $w_3$ | $w_4$ | $w_5$ | $w_6$ |
|----|------|-------|-------|-------|-------|-------|-------|
| 500|      | 0.1091 | 0.57019 | 0.17483 | -0.59722 | 0.51720 | 0.10062 |
| 2000|     | 0.05134 | 0.32694 | 0.08041 | 0.90642 | 0.08851 | 0.04597 |
| 5000|     | 0.12060 | 0.10772 | 0.13343 | 0.88682 | -0.39924 | 0.10098 |
| 10000|    | 0.13925 | 0.13307 | 0.18162 | 0.90821 | 0.29268 | 0.12861 |
| 20000|    | 0.16415 | 0.25311 | 0.19658 | 0.68720 | 0.61444 | 0.14340 |
| 35000|    | 0.26931 | 0.21487 | 0.31814 | 0.60514 | 0.59807 | 0.23708 |

Table 7: Test set accuracy for Synthetic dataset (SD4) in Section D.2. Each cell contains test set (common and of size 5000 data points) accuracy of a classifier (given in column) trained on sample size $m$ (given in rows). The last column values are for the test set accuracy of the Bayes classifier $f^*_0$ which is independent of $m$. These values can be used to compute Error 1 in Eq. (9). And if that is positive then, some features non-important for classification identified by Shapley value based error apportioning could contribute to this error. High accuracy of LR and ExpERM classifier relative to that of Bayes classifier can be justified as the accuracies are estimates and not expected values.

| m/classifier | Error1($f_{SVM}$) | Error1($f_{LR}$) | Error1($f_{ExpERM}$) |
|--------------|-------------------|------------------|----------------------|
| 500          | 0.01132           | 0.0038           | 0.0094               |
| 2000         | 0.0016            | 0.0008           | 0.0016               |
| 5000         | 0.0002            | 0.0012           | 0.0012               |
| 10000        | 0                 | 0.001            | 0.0006               |
| 20000        | 0.0024            | 0.0024           | 0.0032               |
| 35000        | 0.0004            | 0.0012           | 0.0008               |

Table 8: This table depicts that using a finite sample linear classifier leads to positive value of Error 1 in the decomposition given in Eq. (9). We believe that the non-zero coefficients for feature 2, 4 and 5 in Table 4, 5 and 6 contributes to the above error as $\eta$ in Eq. (20) doesn’t depend on the above mentioned features.

$tr_{err}(S, m) = \min_{w_1, \ldots, w_r, b_r, (\xi_i)^m_{i=1}} C \sum_{i=1}^{m} \xi_i + \frac{1}{2} \|w\|^2$

s.t. $y_i \left( \sum_{j \in S} w_j x_{ij} + b_r \right) \geq 1 - \xi_i \quad \forall i = 1, \ldots, m$

$\xi_i \geq 0 \quad \forall i = 1, \ldots, m$.  \hfill (21)
| m (Feature no. | 1     | 2     | 3     | 4     | 5     | 6     | 7     |
|-------------|-------|-------|-------|-------|-------|-------|-------|
| 500         | 0.2398 | 0.0099 | 0.0063 | 0.2940 | 0.0083 | 0.0008 | 0.3967 |
| 2000        | 0.2425 | 0.0099 | 0.0066 | 0.2930 | 0.0099 | 0.0008 | 0.3902 |
| 5000        | 0.2431 | 0.0097 | 0.0049 | 0.2916 | 0.0097 | 0.0007 | 0.3961 |
| 10000       | 0.2439 | 0.0096 | 0.0054 | 0.2947 | 0.0109 | 0.0006 | 0.3947 |
| 20000       | 0.2470 | 0.0098 | 0.0065 | 0.2988 | 0.0140 | 0.0006 | 0.3943 |
| 35000       | 0.2460 | 0.0098 | 0.0066 | 0.2968 | 0.0144 | 0.0006 | 0.3929 |

Table 9: This table shows the convergence of Shapley value of classification game as the sample size $m$ increases for Synthetic dataset 5 (SD5) in Section D.2. Column heading has feature numbers.

| m (Feature no. | 1     | 2     | 3     | 4     | 5     | 6     | 7     |
|-------------|-------|-------|-------|-------|-------|-------|-------|
| 500         | -0.1004 | 0.1385 | 0.1331 | -0.1545 | 0.1301 | 0.1386 | -0.2573 |
| 2000        | -0.1029 | 0.1387 | 0.1329 | -0.1535 | 0.1296 | 0.1387 | -0.2506 |
| 5000        | -0.1054 | 0.1391 | 0.1350 | -0.1517 | 0.1302 | 0.1391 | -0.2563 |
| 10000       | -0.1067 | 0.1396 | 0.1352 | -0.1545 | 0.1306 | 0.1396 | -0.2543 |
| 20000       | -0.1049 | 0.1413 | 0.1356 | -0.1567 | 0.1280 | 0.1415 | -0.2522 |
| 35000       | -0.1024 | 0.1410 | 0.1352 | -0.1550 | 0.1275 | 0.1413 | -0.2510 |

Table 10: This table shows the convergence of Shapley value based error appor- tioning $\{e_j\}_{j \in N}$ as the sample size $m$ increases for Synthetic dataset 5 (SD5) in Section D.2. This example demonstrates the existence of true unknown hinge risk for each feature, $\{e_j\}_{j \in N}$ as defined in Section 3.4. Column heading has feature numbers.

Clearly, using Eq. (21) to compute $v(S) = tr_{\mathcal{E}}(\emptyset, m) - tr_{\mathcal{E}}(S, m)$ with $tr_{\mathcal{E}}(\emptyset, m)$ as in Section 2.1 can lead to $v(S, m)$ being negative. To avoid this issue, we define $v_{reg}(S, m) = tr_{\mathcal{E}}(\emptyset, m) - \frac{1}{m} \sum_{i=1}^{m} \zeta_i^*$ where $\zeta_i^*, i = 1, \cdots, m$ is optimal solution of problem in Eq. (21). Even though $v_{reg}(S, m)$ is not shown to be theoretically positive, we observed it to be positive in all our experiments.

We computed SVEA using $v_{reg}(S, m)$ for various real and synthetic datasets across 5 trials. We tuned the parameter $C$ in the set {0.1, 1, 50, 500} for the optimization problem in Eq. 21 when $S = N$ and used the best value of $C$ obtained $S = N$ in the optimization problem for all other subsets $S \neq N$. We observed that the important feature subset corresponding to those features that have SVEA $e_j(m) < 0$ is same irrespective of the fact whether regularization is used or not in the characteristic function. This is verified across 5 trials on the datasets for which Shapley value can be computed exactly. Details available in Table D.1 For datasets where algorithm 4 is used, we observe that the subset $\text{SVEA}_{neg}$ varies across trials and is different with and without regularization. We repeated this experiment many times and observed different elements in $\text{SVEA}_{neg}$. This phenomenon is possibly not the effect of regularization but that of permutation sampling used while computing Shapley value estimates. Hence, based on our computational experiments, we conclude that, in case of linear classifiers, regularization in SVEA scheme is not helpful for feature subset selection.

D.4 Behaviour and interpretation of kernel (non-linear classifiers in $tr_{\mathcal{E}}$) based SVEA values

In this subsection, we consider non-linear classifiers by using kernel. Formally, let $\phi : \mathbb{R}^n \mapsto \mathbb{R}^z$ with $z >> n$ be the feature map that lifts a given feature vector to a higher dimensional feature space. Then, the regularized $tr_{\mathcal{E}}(S, m)$ function with feature map $\phi(x)$ is defined as follows:
Table 11: Comparison of important feature subset $SVEA_{neg}$ when the characteristic function was defined with and without regularization over 5 different trials (train-test partitioning). For $n < 10$, Shapley value is computed exactly and $SVEA_{neg}$ is same. For datasets with $n \geq 10$, use of Shapley value estimates led to difference in the sets obtained with and without regularization.

\[
\begin{align*}
\text{Dataset (m,n)} & \quad SVEA_{neg} \text{ (without reg)} & \quad SVEA_{neg} \text{ (with reg)} \\
\text{SD2 (3000,5)} & \quad \{1, 4\} & \quad \{1, 4\} \\
\text{SD3 (3000,6)} & \quad \{1, 3, 6\} & \quad \{1, 3, 6\} \\
\text{SD4 (9000,6)} & \quad \{1, 3, 6\} & \quad \{1, 3, 6\} \\
\text{Thyroid (215,5)} & \quad \{4\} & \quad \{4\} \\
\text{Pima (768,8)} & \quad \{2\} & \quad \{2\} \\
\text{Heart (270,13)} & \quad \{9, 12, 13\}; \{3, 11, 12, 13\}; \{3, 9, 12, 13\}; \{3, 12, 13\}; \{3, 9, 12, 13\}; \{3, 12, 13\}; \{3, 9, 12, 13\}; \{3, 12, 13\}; \{3, 12, 13\}
\end{align*}
\]

Note that regularization in Eq. (22) is necessary to get the feature map dot product term (to be replaced by kernel $k(\mathbf{x}, \mathbf{x'}) = \phi(\mathbf{x})^T \cdot \phi(\mathbf{x'})$) in the dual. Now, $v_{k,\text{reg}}(S, m) := tr_{\mathbf{x}r,\text{reg}}(0, m) - tr_{\mathbf{x}r,\text{neg}}(S, m)$ need not be positive. Further, the trick of redefining $v_{k,\text{reg}}(S, m)$ using the optimal slack variables $\xi_i, i = 1, \ldots, m$ cannot be used here as the dual solution doesn’t provide a closed form expression for the optimal $\xi_i$ values. Hence, we continued using $v_{k,\text{reg}}(S, m)$ as defined earlier as an exploratory study.

We performed experiments on some UCI datasets for which the results are summarized in Table 12. We used radial basis function (Gaussian kernel) defined as $k(\mathbf{x}, \mathbf{x'}) = \exp(-\gamma \|\mathbf{x} - \mathbf{x'}\|^2)$ where $\gamma > 0$ is the scale parameter to be tuned using the data. We used two methods to tune the value of $\gamma$ cross validate over a given set $\Gamma = \{0.01, 0.1, 1, 10\}$ or use the most suggested value $\gamma = \frac{1}{\text{Var}(\mathbf{X})}$ where $\text{Var}(\mathbf{X})$ is the variance of the training data point-feature matrix $\mathbf{X}$ to be used. We present the results based on later method as it led to better test accuracies and had consistency in results across trials. The value of $C$ is tuned similarly as in the linear classifier case. From Table 12, one can observe the variation in identifying the important subset $SVEA_{neg}$ across the trials for Magic and Heart dataset. Also, in Thyroid dataset using rbf kernel leads to $SVEA_{neg} = \emptyset$ which is completely different from the one obtained in linear case ($SVEA_{neg} = \{4\}$). An important point to note for thyroid dataset here is that, even though use of kernels is leading to more than 90% test accuracy of full dimensional feature set based classifier and important feature subset based classifier, power of classification in the last column is same (0.94).

This erratic behaviour of the SVEA scheme when the training error function is kernelized and regularized can be attributed to the non-monotonic nature of the characteristic function $v_{k,\text{reg}}(S, m)$ (arising due to regularization). This monotonicity is important as it implies that the underlying assumption of grand coalition formation $N$ for Shapley value is satisfied. Without monotonicity in the characteristic function, it’s not easy to justify the use of Shapley value. This problem exists in the case of linear regularized based SVEA but the positivity of $v_{reg}(S, m)$ is a saving grace and the solutions are sensible and understandable. In kernelized and regularized case, the problem is prominent due to $v_{k,\text{reg}}(S, m)$ being negative.

Based on the computations, we would like to suggest that using only linear classifiers in the training error function in Section 2.4 is good enough to identify the important feature subset unless the data is highly inseparable and there is a domain requirement of using non-linear classifiers. For such cases, one has to resort to redefining the characteristic function $v(S, m)$ to make sure that the monotonicity condition is satisfied.
Table 12: Accuracies of the datasets having negative SVEA for features in SVEA_{neg} computed using \( v_k,reg(S, m) \). The second last column has the accuracy of the SVM classifier (using rbf kernel with \( \gamma = \frac{1}{n \cdot \text{var}(X)} \)) learnt only on features in SVEA_{neg}. \( P_{SV}(SVEA_{neg}) \) is the ratio of accuracies in column 3 and column 5. SVM parameter \( C \in \{0.1, 1, 50, 500\} \).

| Dataset (m)       | n | Avg Acc  (±std dev) SVM | SVEA_{neg} | Avg Acc  (±std dev) SVM with SVEA_{neg} | \( P_{SV}(SVEA_{neg}) \) |
|-----------------|---|------------------------|------------|-----------------------------------------|-----------------------------|
| Thyroid (215)    | 5 | 0.96 ± 0.0126          | (2)        | 0.91 ± 0.0248                           | 0.94                        |
| Pima Diabetes (768) | 10 | 0.84 ± 0.0075        | (3, 4)     | 0.74 ± 0.0214                           | 0.97                        |
| Magic (19020)    | 13 | 0.81 ± 0.014          | (1, 12, 13), (11, 13), (3, 12, 13), (12, 13) | 0.90 ± 0.0345                           | 0.89                        |
| Heart (270)      | 13 | 0.80 ± 0.014          | (3, 12, 13, 1) | 0.89 ± 0.0746                           | 0.98                        |

D.5 Comparison to \( l_1 \)-regularized squared hinge based ERM, RFECV and ReliefF

Before providing the details of the comparison with other feature selection techniques, we show that for a real dataset (Pima Diabetes), negative valued SVEA \( e_j(m) \) identifies the features whose joint contribution towards classification is large and not the ones which provide the basis for the lower dimensional subspace. Pima dataset has \( e_2(m) < 0 \) i.e., its \( SVEA_{neg} = \{2\} \) with \( P_{SV}(SVEA_{neg}) = 0.98 \). We computed the class-wise mean (row 1 and row 3 of Table 13) for each feature in Pima dataset and observed that it is significantly different from 0, and the corresponding standard deviation (row 2 and row 4 of Table 13) is also not trivial. It indicates that the above phenomena of only 1-feature having the majority of decisive power in classification is not a manifestation of dimension reduction, and feature 2 is an important feature. Domain knowledge also confirms this as feature 2 is the Blood glucose level, which is an almost sufficient test for deciding whether a person has diabetes or not.

| Feature no. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|-------------|---|---|---|---|---|---|---|---|
| Mean (positive class) | 4.83 | 140.47 | 70.56 | 22.49 | 97.10 | 34.89 | 0.55 | 36.83 |
| Std dev (positive class) | 3.71 | 30.37 | 21.41 | 17.79 | 135.85 | 7.43 | 0.37 | 10.87 |
| Mean (negative class) | 3.27 | 109.22 | 67.87 | 19.62 | 69.06 | 30.21 | 0.43 | 31.13 |
| Std dev (negative class) | 2.98 | 26.49 | 17.72 | 14.89 | 102.85 | 7.82 | 0.31 | 11.61 |

The classical \( l_1 \) regularization is known to impart sparsity to a classifier and hence, identifies important features. We first show that on the datasets in which SVEA identifies important features \( SVEA_{neg} \), implementation of \( l_1 \) regularized squared hinge loss based ERM leads to a linear classifier that doesn’t have zero coefficient for any of the features and hence is not able to identify important features. The above conclusion is based on the observations on UCI datasets Thyroid, Pima, and Heart given in Table 14. The table presents results from one trial. We had repeated the experiments 5 times and observed the same phenomenon. Value of the parameter \( C \) is chosen from set \( \{0.1, 1, 50, 500\} \).

We also compare these results to an existing FSS technique called Recursive feature elimination with cross validation (RFECV). The results are presented in Table 15. For the datasets...
Datasets | $SVEA_{neg}$ | Coefficients of a linear classifier $\{w_j : j \in \mathbb{N}\}$, $b$
---|---|---
Thyroid | $\{4\}$ | $[-0.129717, 0.275245, 0.322115, 1.433379, 0.213262], -0.24958$
Pima | $\{2\}$ | $[0.041308, 0.012393, -0.003555, 0.001036, 0.00439, 0.033215, 0.236055, 0.002521], -2.946975$
Heart | $\{3, 12, 13\}$ | $\{0.011814, -0.292897, -0.126404, -0.004811, -0.001760, 0.226762, -0.099385, 0.099803, -0.312632, -0.01527, -0.198566, -0.410002, -0.151856\}, 1.24423077$

Table 14: The above table shows that the coefficients of a linear classifier learnt from an $l_1$-regularized squared hinge loss based ERM are non-zero for all the features. This implies that there is no sparsity due to $l_1$ regularization and we cannot comment on important features. $SVEA_{neg}$ is the set of features with negative valued SVEA. This is the set of features important for classification as identified by SVEA scheme. Hence, in above datasets, $l_1$ regularization based method for feature selection doesn’t identify important features, but our SVEA is able to identify the important features given in set $SVEA_{neg}$. This is verified by high value of $P_{SV}$ in Table 1.

in which SVEA identifies important features, i.e., $SVEA_{neg}$ is non-empty, the set of important features from column 2 and column 3 of Table 15 have some common features. And for the datasets, where SVEA is indicating that there are no negative $e_j(m)$ but RFECV is selecting only few features as important, we provide an explanation in the “Comments” column of Table 15. Comment “Same accuracy for all features” means that RFECV arbitrarily picked any one feature as important because RFECV’s accuracy is same irrespective of the fact that whether one uses 1 or 2 or 3 features.

Figure 4 provide the comparison of SVEA scheme to RFECV and ReliefF for UCI datasets. In datasets German and Thyroid, clearly SVEA performs better in terms of accuracy. In Breastcancer dataset, RFECV has equal accuracy whether you use only one feature or all 9 features; whereas SVEA is able to identify a feature set of size 6 or 7 that leads to good accuracy.
| Dataset(n) | $SVEA_{neg}$ | RFECV: Important Feature number | Comments |
|-----------|---------------|---------------------------------|----------|
| Haberman(3) | {}             | 4                               | Same accuracy for all features. |
| Titanic(3) | {}             | 3                               | Same accuracy for all features. |
| Phoneme(5) | {}             | All                             | Highest RFECV accuracy was obtained with all 5 features. |
| Thyroid(5) | {4}            | 2,3,4                           | RFECV accuracy with 2 features and 3 features is equal. |
| Bupa(6)   | {}             | All                             | Highest RFECV accuracy was obtained with all 6 features. |
| Pima(8)   | {2}            | All except 4,5,8                 | SVM test accuracy with RFECV selected features is 0.771 and with features in $SVEA_{neg}$ is 0.766. |
| BreastCancer(9) | {}             | 4                               | Same accuracy for all features. |
| Heart(13) | (3, 12, 13)   | All except 4,5,8                 | SVM test accuracy with RFECV selected features and features in $SVEA_{neg}$ is same, i.e., 0.8148. |
| German(20) | {}             | 7 out of 20                      | The RFECV accuracy difference between using 7 features and 20 features is less that 0.5%. |
| Spambase(57) | a             | 55 out of 57                     | After 20 features onwards RFECV accuracy is almost constant. |
| Wdbc(30)  | b             | 12 out of 30                     | SVM test accuracy with features in $SVEA_{neg}$ and RFECV selected features is same, i.e., 0.9385. |
| Banknote(4) | {}             | All                             | Highest RFECV accuracy was obtained with all 4 features. |
| Iris0(4)  | {}             | All                             | SVM achieves SVM test accuracy of 0.75 by only training on feature number 9 whereas RFECV achieves this accuracy with 4 features. |
| Magic(10) | {9}            | All except 6 and 8               | $SVEA$ achieves SVM test accuracy of 0.75 whereas RFECV achieves this accuracy with 4 features. |

Table 15: This table compares the SVEA scheme to an existing feature selection technique called RFECV using SVM as the estimator and 5 folds cross validation. It was observed that for some datasets taking 2 folds leads to different features as important. The SVEA based FSS scheme is independent of such user given parameters. Also, {} in column 2 means that there is no one dominating feature and hence all features are important. $a$: Cardinality of $SVEA_{neg}$ for Spambase (computed using ShapleyValue-Aprx) is less than the set of optimal features but the RFECV accuracy (using 2 folds) was same as that obtained using $SVEA_{neg}$ features. $b$: Cardinality of set $SVEA_{neg}$ for WDBC (computed using ShapleyValue-Aprx) is 13 and it has 10 features common to the set of optimal features provided by RFECV. Since, Iris0 dataset is linearly separable, i.e., $tr_{er}(N) = 0$, some feature will always have negative valued $SVEA$ to respect the collective rationality property of SVEA. This implies that one cannot interpret $SVEA_{neg} = \{3, 4\}$ here as the set of important features. The value of $C$ in SVM is chosen from set $\{0.1, 1, 50, 500\}$. Here, $n$ denotes the number of features.
Dataset: German (1000, 20)
Dataset: Phoneme (5404, 5)
Dataset: Thyroid (215, 5)
Dataset: Breastcancer (277, 9)
Dataset: Pima (768, 8)
Dataset: Bupa (345, 6)

Fig. 4: Plot of test accuracy vs number of features used to train the linear classifier using SVM. For each scheme, we have 95% error bar computed over 5 iterations. More details about the observed behaviour are provided in the comments column of Table 15.