Bulk and soft-edge universality for singular values of products of Ginibre random matrices
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Abstract. It has been shown by Akemann, Ipsen and Kieburg that the squared singular values of products of $M$ rectangular random matrices with independent complex Gaussian entries are distributed according to a determinantal point process with a correlation kernel that admits a representation in terms of Meijer G-functions. We prove the universality of the local statistics of the squared singular values, namely, the bulk universality given by the sine kernel and the edge universality given by the Airy kernel. The proof is based on the asymptotic analysis for the double contour integral representation of the correlation kernel. Our strategy can be generalized to deal with other models of products of random matrices introduced recently and to establish similar universal results. Two more examples are investigated, one is the product of $M$ Ginibre matrices and the inverse of $K$ Ginibre matrices studied by Forrester, and the other one is the product of $M-1$ Ginibre matrices with one truncated unitary matrix considered by Kuijlaars and Stivigny.
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1. Introduction and statement of the main results

1.1. Products of Ginibre matrices

Significant progresses have been achieved recently in the study of products of random matrices, which have important applications in Schrödinger operator theory [16], in statistical physics relating to disordered and chaotic dynamical systems [20] and in wireless communication like MIMO (multiple-input and multiple-output) networks [48]. Although
the pioneering work of Furstenberg and Kesten [26] focused on the statistical behavior of individual entries in the product as the number of factors tends to infinity, the recent interest of study lies in the distribution of eigenvalues and singular values of the product of a fixed number of matrices, where the sizes of the matrices tend to infinity. Various methods have been applied to perform the spectral analysis in different regimes. Particularly, the tools from free probability allow one to find the limiting mean eigenvalue distributions as in [8,10,14,17,18,26–28,42,44,45]. It turns out that, as in the theory of matrix model for a single random matrix, the various limits exhibit a rich and interesting mathematical structure. Most of the results in literature on the model of products of matrices are about the global spectral properties, but local universality is also suggested (cf. [7,22,23]). Our work is motivated by the previous results and proves the local universality of the squared singular values.

In this paper, we consider $M \geq 1$ independent complex random matrices $X_j$, $j = 1, \ldots, M$, each has size $N_j \times N_{j-1}$ with independent and identically distributed standard complex Gaussian entries. These matrices are also known as complex Ginibre random matrices. We then form the product

$$Y_M = X_M X_{M-1} \cdots X_1.$$  

(1.1)

For convenience, we assume that $N_1, \ldots, N_M$ are associated to a large integer parameter $n$, which we interchangeably denote by $N_0$, such that

$$\min\{N_0, \ldots, N_M\} = N_0 = n,$$  

(1.2)

and set

$$v_j = N_j - N_0, \quad j = 0, \ldots, M.$$  

(1.3)

Clearly, $v_0 = 0$ and $v_j \geq 0$ for $j = 1, \ldots, M$.

When $M = 1$, $Y_1 = X_1$ defines the complex Wishart random matrix and plays a fundamental role in random matrix theory; cf. [21]. It is well known that the eigenvalues and squared singular values of $Y_1$ form determinantal point processes [33,46], and their distributions are expressed in terms of the correlation kernels. Recent studies find the determinantal structures for the model with general $M$; see [3] for the eigenvalues and [6,7] for the squared singular values. Moreover, further investigations reveal that similar determinantal structures also appear in many other models of products of random matrices, such as the products involving inverses of complex Ginibre matrices [1,22,35] and products involving truncated unitary matrices [4,30,37]; see also Section 4 below, and the recent review paper [5] and references therein.

We will focus on the squared singular values of $Y_M$. According to [6], the joint probability density function of the squared singular values is given by (see [6, formula (18)])

$$P(x_1, \ldots, x_n) = \frac{1}{Z_n} \prod_{j<k} (x_k - x_j) \det[w_{k-1}(x_j)]_{j,k=1,\ldots,n},$$  

(1.4)

where $x_j > 0$, the function $w_k$ is a Meijer G-function (see e.g. [11,40])

$$w_k(x) = G_{0,M}^{M,0}(v_M, v_{M-1}, \ldots, v_2, v_1 + k \mid x),$$  

(1.5)

and the normalization constant (see [6, formula (21)]) is

$$Z_n = n! \prod_{i=1}^{n} \prod_{j=0}^{M} \Gamma(i + v_j).$$

Note that the Meijer G-function $w_k(x)$ can be written as a Mellin–Barnes integral

$$w_k(x) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(s + v_1 + k) \prod_{j=2}^{M} \Gamma(s + v_j)x^{-s} ds, \quad k = 0, 1, \ldots,$$  

(1.6)

with $c > 0$. 


1.2. The correlation kernel and double integral representation

The determinantal point process (1.4) is a biorthogonal ensemble [15] with correlation kernel

\[ K_n(x, y) = \sum_{j=0}^{n-1} \sum_{k=0}^{n-1} x^j (M_n^{-1})_{k,j} w_k(y), \]  

(1.7)

where \( M_n \) is the \( n \times n \) matrix of moments

\[ M_n = \left( \int_0^\infty x^j w_k(x) \, dx \right)_{j,k=0,\ldots,n-1}. \]  

(1.8)

Alternatively, one can write the correlation kernel as

\[ K_n(x, y) = \sum_{k=0}^{n-1} P_k(x) Q_k(y), \]  

(1.9)

where for each \( k = 0, 1, \ldots, n - 1 \), \( P_k \) is a monic polynomial of degree \( k \) and \( Q_k \) is a linear combination of \( w_0, \ldots, w_k \), uniquely defined by the orthogonality

\[ \int_0^\infty P_j(x) Q_k(x) \, dx = \delta_{j,k}. \]  

(1.10)

Thus the functions \( P_k \) and \( Q_k \) are the so-called biorthogonal functions. The polynomials \( P_k \) are also characterized as multiple orthogonal polynomials [31] with respect to the first \( M \) weight functions \( w_j, \, j = 0, \ldots, M - 1 \), as shown in [38].

It turns out that \( P_k \) and \( Q_k \) are Meijer G-functions [7], and then they have contour integral representations. Then it is shown in [38, Proposition 5.1] that the correlation kernel admits the following double contour integral representation

\[ K_n(x, y) = \frac{1}{(2\pi i)^2} \int_{-1/2-i\infty}^{-1/2+i\infty} \, ds \oint_{\Sigma} \prod_{j=0}^{M} \frac{\Gamma(s + v_j + 1) \Gamma(t - n + 1)}{\Gamma(t + v_j + 1) \Gamma(s - n + 1)} x^t y^{-s-1}, \]  

(1.11)

where \( \Sigma \) is a closed contour going around 0, 1, \ldots, \( n - 1 \) in the positive direction and \( \text{Re} \ t > -1/2 \) for \( t \in \Sigma \). The choices of these two contours are not unique. We can, and indeed will, make some deformations in our later analysis.

1.3. Limiting mean density

The first step of the study of the correlation kernel is to compute the 1-point correlation function, which is also known as the mean density of the model. This global result is also the basis of our proof of the local universality [36]. As mentioned at the very beginning, the limiting mean density/spectral distribution of the squared singular values for \( Y_M \) is well understood using tools from free probability; see also recent work [41,49] for the study from the polynomials \( P_k \). It turns out that, after proper scaling, the limiting mean density is recognized as the Fuss–Catalan distribution [8,10,42], i.e., its \( k \)th moment is given by the Fuss–Catalan number

\[ \frac{1}{Mk + 1} \binom{Mk + k}{k}, \quad k = 0, 1, 2, \ldots. \]  

(1.12)

The (rescaled) limiting mean density is supported on an interval \([0, (M + 1)^{M+1}/M^M]\), with explicit form given in terms of Meijer G-functions [45] or multivariate integrals [39]. Probably the simplest form of the density function for general \( M \) is expressed by the following parametrization of the argument [14,29,41]:

\[ x = \frac{(\sin((M + 1)\varphi))^{M+1}}{\sin \varphi (\sin(M\varphi))^M}, \quad 0 < \varphi < \frac{\pi}{M + 1}. \]  

(1.13)
It is readily seen that this parametrization is a strictly decreasing function of \( \varphi \), thus gives a one-to-one mapping from \((0, \pi/(M+1))\) to \((0, (M+1)^{M+1}/M^M)\). The density function in terms of \( \varphi \) is then given by

\[
\rho(\varphi) = \frac{1}{\pi x} \frac{\sin((M+1)\varphi)}{\sin(M\varphi)} \sin \varphi = \frac{1}{\pi} \frac{(\sin(\varphi))^2}{(\sin((M+1)\varphi))^M}.
\]  

(1.14)

From (1.13) and (1.14), one can check (cf. [23]) that the density blows up with a rate \( x^{-M/(M+1)} \) near the origin (hard edge), while vanishes as a square root near \((M+1)^{M+1}/M^M\) (soft edge). These facts particularly suggest, as pointed out in [7], the classical bulk and soft edge universality (via the sine kernel and Airy kernel, respectively) should hold in the bulk and the right edge respectively as in the \( M = 1 \) case, that is, the complex Wishart ensemble, but new limiting distributions are required to describe the local behavior at the hard edge if \( M > 1 \). The new limiting distributions, characterized by their limiting correlation kernels, were computed in [38] by taking limit from the integral representation (1.11). Here we note that the new family of kernels is a generalization of the classical Bessel kernel [47] which is the \( M = 1 \) case of the family, and they are universal correlation kernels since they also appear in many other random models, including Cauchy-chain matrix models [12,13], products of Ginibre matrices with inverse ones [22], biorthogonal ensembles of Borodin [15] (as shown in [37]), etc. However, the conceptually simpler universality results in the bulk and at the right edge turn out to be technically more complicated and have been left open in [38].

It is the aim of this paper to confirm the bulk and soft edge universality in the products of Ginibre matrices \( Y_M \). Our main results are stated in the next section.

1.4. Statement of the main results

We start with the definition of the sine kernel (see [9, Theorem 3.1.1]; here we take a different normalization):

\[
K_{\sin}(x, y) := \frac{\sin \pi(x - y)}{\pi(x - y)}.
\]  

(1.15)

Recall the correlation kernel \( K_n(x, y) \) given in (1.11), our first result is stated as follows:

**Theorem 1.1 (Bulk universality).** For \( x_0 \in (0, (M+1)^{M+1}/M^M) \), which is parametrized through (1.13) by \( \varphi(x_0) \in (0, \pi/(M+1)) \), we have, with \( \nu_1, \ldots, \nu_M \) being fixed,

\[
\lim_{n \to \infty} e^{-\pi\xi \cot \varphi} n^{M-1} \frac{\rho(\varphi)}{\rho(\varphi)} K_n\left(n^{M} \left(x_0 + \frac{\xi}{n\varphi(\varphi)}\right), n^{M} \left(x_0 + \frac{\eta}{n\varphi(\varphi)}\right)\right) = K_{\sin}(\xi, \eta)
\]

uniformly for \( \xi \) and \( \eta \) in any compact subset of \( \mathbb{R} \), where \( \rho(\varphi) \) is defined in (1.14).

Next, recall the Airy kernel defined by [9, Section 3.1]

\[
K_{\text{Ai}}(x, y) := \frac{\text{Ai}(x)\text{Ai}'(y) - \text{Ai}'(x)\text{Ai}(y)}{x - y}
\]

\[
= \frac{1}{(2\pi i)^2} \int_{\gamma_R} d\mu \int_{\gamma_L} d\lambda \frac{e^{(\mu^3/3) - x\mu}}{e^{(\lambda^3/3) - y\lambda}} \frac{1}{\mu - \lambda},
\]  

(1.17)

where \( \gamma_R \) and \( \gamma_L \) are symmetric with respect to the imaginary axis, and \( \gamma_R \) is a contour in the right-half plane going from \( e^{-\pi i/3} \cdot \infty \) to \( e^{\pi i/3} \cdot \infty \); see Figure 1 for an illustration.

**Theorem 1.2 (Soft edge universality).** With \( \nu_1, \ldots, \nu_M \) being fixed, we have

\[
\lim_{n \to \infty} e^{-2^{-1/3}(M+1)^{2/3} / n^{1/3}} n^{M-(2/3)} c_2 K_n\left(n^{M} \left(x_s + \frac{c_2\xi}{n^{2/3}}\right), n^{M} \left(x_s + \frac{c_2\eta}{n^{2/3}}\right)\right) = K_{\text{Ai}}(\xi, \eta)
\]  

(1.18)
uniformly for $\xi$ and $\eta$ in any compact subset of $\mathbb{R}$, where

$$x_* = \frac{(M + 1)^{M+1}}{M^M} \quad \text{and} \quad c_2 = \frac{(M + 1)^{M+(2/3)}}{2^{1/3}M^{M-1}}.$$  \hfill (1.19)

Theorems 1.1 and 1.2 then imply that the universal scaling limits of the correlation kernel (in the bulk or at the soft edge) that are typical for unitary random matrix ensembles also occur in products of complex Ginibre random matrices.

**Remark 1.** If we strengthen the result in Theorem 1.2 from uniform convergence into the trace norm convergence of the integral operators with respect to the correlation kernels, then as a direct consequence we have that the limiting distribution of the largest squared singular value, after rescaling, converges to the Tracy–Widom distribution [9, Theorem 3.1.5]. Since the proof of trace norm convergence is only a technical elaboration that confirms a well-expected result, we do not give the detail.

1.5. About the proof

Our proof of the main theorems is based on a steepest descent analysis of the double contour integral (1.11), whose integrand contains products and ratios of gamma functions with large arguments. By Stirling’s formula, the logarithms of the gamma functions are approximated by elementary functions for $n$ large, which play the role of phase function. In the bulk regime there are two complex conjugate saddle points, while in the edge regime these two saddle points coalesce into one. The main challenge of the proof is to find suitable contours of integration and sophisticated estimates of integrals. As we shall see later, the parametrization (1.13) will be essential in the analysis. Our strategy can be generalized to deal with some other product models introduced recently, where the correlation kernels have similar structures. We will also discuss about this aspect at the end of this paper.

Here we note that the steepest descent analysis of a double contour integral involving gamma functions was used in a different random matrix model in [2], where the limiting Pearcey kernel was derived. The preprint [25] that considers a random matrix model similar to that in [2] applies the method detailed in this paper to perform asymptotic analysis. See also [50].

The rest of this paper is organized as follows. Theorems 1.1 and 1.2 are proved in Section 2, upon two technical lemmas that are proved in Section 3 on the properties of the specially deformed integral contours. Section 3 also contains the precise construction of the deformed contours. We conclude this paper in Section 4 with a discussion on the generalizations of our method to establish similar universal results in other models of products of random matrices. We present two more examples, one is the product of $M$ Ginibre matrices and the inverse of $K$ Ginibre.
matrices studied by Forrester [22], and the other one is the product of $M-1$ Ginibre matrices with one truncated unitary matrix considered by Kuijlaars and Stivigny [37].

2. Proofs of the main theorems

2.1. Notations and contour deformations

For notational simplicity, we set

$$F(z; a) := \log \left( \prod_{j=0}^{M} \frac{\Gamma(z + v_j + 1)}{\Gamma(z - n + 1)} a^{-z} \right), \quad a \geq 0, \quad (2.1)$$

where the logarithm takes the principal branch and we assume that the value of log $z$ for $z \in (-\infty, 0)$ is continued from above. The asymptotics of $F$ is crucial in our analysis. To proceed, note the Stirling’s formula for gamma function [43, formula 5.11.1] reads

$$\log \Gamma(z) = \left(z - \frac{1}{2}\right) \log z - z + \frac{1}{2} \log(2\pi) + O\left(\frac{1}{z}\right) \quad (2.2)$$

as $z \to \infty$ in the sector $|\arg z| \leq \pi - \epsilon$ for some $\epsilon > 0$. Hence it follows that if $|z| \to \infty$ and $|z - n| \to \infty$, while $\arg z$ and $\arg(z - n)$ are in $(-\pi + \epsilon, \pi - \epsilon)$, then uniformly

$$F(z; a) = \tilde{F}(z; a) + \sum_{j=0}^{M} \left( v_j + \frac{1}{2} \right) \log z - \frac{1}{2} \log(z - n) + \frac{M}{2} \log(2\pi) + O\left(\min(|z|, |z - n|)^{-1}\right), \quad (2.3)$$

where

$$\tilde{F}(z; a) = (M + 1)z(\log z - 1) - (z - n)(\log(z - n) - 1) - z \log a. \quad (2.4)$$

Furthermore, we have

$$\tilde{F}(nz; n^M a) = n \tilde{F}(z; a) + n \log n, \quad (2.5)$$

where

$$\tilde{F}(z; a) = (M + 1)z(\log z - 1) - (z - 1)(\log(z - 1) - 1) - z \log a. \quad (2.6)$$

The behaviour of $\text{Re} \tilde{F}(z; a)$ is crucial in the saddle point analysis in this paper, and we plot the level line $\text{Re} \tilde{F}(z; a) = \text{Re} \tilde{F}(w_{\pm}; a)$ in Figure 4, where $w_{\pm}$ are the critical points of $\tilde{F}(z; a)$, see (2.10) and (2.11).

To prove the results of universality, we also need to deform the contours in (1.11). First we note that the integral contour for $s$ can be replaced by any infinite contour $C$ that is taken to go from $-i\infty$ to $i\infty$, as long as $\Sigma$ is on the right side of $C$. Thus (with shorthand notation $F$ defined in (2.1)), we express (1.11) as

$$K_n(x, y) = \frac{\gamma^{-1}}{(2\pi i)^2} \int_{C} ds \int_{\Sigma} dr \frac{e^{F(s, y)}}{e^{F(t, x)} s - t} \quad (2.7)$$

In the proof of the soft edge universality, we will further deform $C$ in (2.7) such that $\Sigma$ is on its left, and it turns out that the resulting double contour integral remains the same. To see this, let $C$ and $C'$ be two infinite contours from $-i\infty$ to $i\infty$ such that $\Sigma$ lies between $C$ and $C'$, that is, $\Sigma$ is enclosed by $C \cup C'$. Applying the residue theorem to the
Fig. 2. In the contour integral (2.7), the position of $\Sigma$ and $C$ can be switched, and $\Sigma$ can be split into $\Sigma_1$ and $\Sigma_2$ and $C$ goes between them.

Fig. 3. The contours $C$ and $\Sigma$ defined in (2.13) and (2.14), respectively.

\[
\int_C ds \oint_{\Sigma} \frac{e^{F(s; y)}}{e^{F(t; x)}} \frac{1}{s - t} - \int_{C'} ds \oint_{\Sigma} \frac{e^{F(s; y)}}{e^{F(t; x)}} \frac{1}{s - t} = 2\pi i \int_{\Sigma} \left( \frac{x}{y} \right)^t dt = 0.
\]

Hence, the double contour integral does not change if $C$ is replaced by $C'$. The deformation of $C$ is shown in Figure 2.

Similarly, we can show that if $\Sigma$ is split into two disjoint closed counterclockwise contours $\Sigma = \Sigma_1 \cup \Sigma_2$, which jointly enclose poles $0, 1, \ldots, n - 1$, and $C$ is an infinite contour from $-i\infty$ to $i\infty$ such that $\Sigma_1$ is on the left side of $C$ and $\Sigma_2$ is on the right side of $C$, the formula (2.7) is still valid. We will use such kind of contours in the proof of the bulk universality. The deformation of $\Sigma$ is shown in Figure 2.

To facilitate the asymptotic analysis, throughout the rest of this paper, we shall denote by $D_r(a)$ the disc centered at $a$ with radius $r$, and by $C_{\pm}$ the upper/lower half complex plane, respectively, and if $C$ is a contour in $\mathbb{C}$ and $r > 0$, then denote by $rC$ the contour $\{z \in \mathbb{C} | z/r \in C\}$ with the same orientation as $C$.

2.2. Proof of Theorem 1.1

Before going in the detail of the proof, we sketch the strategy. As mentioned in the end of Section 2.1, we use the integral representation (2.7) of the kernel $K_n(x, y)$, with the contours deformed, such that $\Sigma$ is split into two parts, and the contour $C$ goes between them. But in the asymptotic analysis, we group the “curved” part and the “vertical” part of $\Sigma$ into $\Sigma_{\text{curved}}$ and $\Sigma_{\text{vertical}}$ respectively; see Figure 3 to get a visual idea of these two parts. Then we compute $K_n(x, y)$ as $I_1 + I_2$, where $I_1$ is the integral (2.7) over $C$ and $\Sigma_{\text{curved}}$, while $I_2$ is that over $C$ and $\Sigma_{\text{vertical}}$. $I_1$ is evaluated by the usual saddle point method, as detailed in Section 2.2.3, and it turns out to be the insignificant part; $I_2$ is evaluated by an application of Cauchy’s theorem, see Section 2.2.2, and it turns out to be the main contribution.

2.2.1. Exact deformation of the contours

For any $x_0 \in (0, (M + 1)^{M+1}/M^M)$, we use the parametrization (1.13), and let $\varphi$ be the unique real number in $(0, \pi/(M + 1))$ such that

\[
x_0 = \frac{(\sin((M + 1)\varphi))^{M+1}}{\sin \varphi (\sin(M\varphi))^M}.
\]
To prove the bulk universality, we assume that the arguments $x$ and $y$ in (2.7) are in the form
\[ x = nM \left( x_0 + \frac{\xi}{n\rho(\varphi)} \right), \]
\[ y = nM \left( x_0 + \frac{\eta}{n\rho(\varphi)} \right), \]
where $\xi$ and $\eta$ are in a compact subset of $\mathbb{R}$ and $\rho(\varphi)$ is given in (1.14). For the asymptotic analysis, we denote
\[ w_\pm = \frac{\sin((M+1)\varphi)}{\sin(M\varphi)} e^{\pm i\varphi}. \]
They are two saddle points of the function $\hat{F}(z; x_0)$ defined in (2.6), for
\[ \hat{F}_z(w_\pm; x_0) := \frac{d}{dz} \hat{F}(z; x_0) \bigg|_{z=w_\pm} = 0. \]
It is also straightforward to check
\[ \hat{F}_{zz}(w_\pm; x_0) := \frac{d^2}{dz^2} \hat{F}(z; x_0) \bigg|_{z=w_\pm} = \frac{1}{w_\pm} \left( M + 1 - \frac{\sin((M+1)\varphi)}{\sin\varphi} e^{\mp iM\varphi} \right). \]
The shapes of the contours $\mathcal{C}$ and $\Sigma$ in (2.7) used in this subsection are schematically illustrated in Figure 3, and are precisely described as follows, based on the two contours $\tilde{\mathcal{C}}_{x_0}$ and $\tilde{\Sigma}^\epsilon$ explicitly constructed in Section 3.1. The contour $\mathcal{C}$ is chosen to be
\[ \mathcal{C} = n\tilde{\mathcal{C}}_{x_0}, \]
i.e., $\mathcal{C}$ is the vertical, upward contour through the points $nw_+$ and $nw_-$. To describe $\Sigma$, we let $\epsilon$ and $\epsilon'$ be two small enough positive constants. Then the contour $\Sigma$ is defined by
\[ \Sigma = \Sigma_{\text{curved}} \cup \Sigma_{\text{vertical}}, \]
where
\[ \Sigma_{\text{curved}} = \Sigma_1 \cup \Sigma_2, \quad \Sigma_{\text{vertical}} = \Sigma_3 \cup \Sigma_4, \]
and
\[ \Sigma_1 = n\tilde{\Sigma}^\epsilon \cap \{ z \mid \text{Re } z \leq \text{Re } nw_\pm - \epsilon \}, \]
\[ \Sigma_2 = n\tilde{\Sigma}^\epsilon \cap \{ z \mid \text{Re } z \geq \text{Re } nw_\pm + \epsilon \}, \quad \text{with } r = \frac{[\epsilon]\pm(1/2)}{n}, \]
\[ \Sigma_3 = \text{vertical bar connecting the two ending points of } \Sigma_1, \]
\[ \Sigma_4 = \text{vertical bar connecting the two ending points of } \Sigma_2. \]

Note that $\Sigma$ consists of two disjoint closed contours: $\Sigma_1 \cup \Sigma_3$ and $\Sigma_2 \cup \Sigma_4$, whose orientations are counterclockwise. By the arguments at the end of Section 2.1, such kind of contour deformation is allowed. Here we assume that $\text{Re } nw_\pm$ is not an integer, so that $\mathcal{C}$ does not pass through any integer point. We further assume that $\epsilon$ is small enough so that $\mathcal{C}$, $\Sigma_3$ and $\Sigma_4$ all lie between two consecutive integers $k$ and $k+1$. In the case that $\text{Re } nw_\pm \in \mathbb{Z}$ and $\mathcal{C}$ passes through an integer point, we simply shift contour $\mathcal{C}$ horizontally by $1/2$ to make it go between two consecutive integers, and all arguments below work in the same way.
In the asymptotic analysis of $K_n(x, y)$, we write (2.7) as

$$K_n(x, y) = I_1 + I_2,$$

where

$$I_1 = \frac{y^{-1}}{(2\pi i)^2} \times \left\{ \int_C ds \int_{\Sigma_{\text{curved}}} \frac{dt}{e^{F(t, y)}} \frac{1}{t-s} \right\},$$

$$I_2 = \frac{y^{-1}}{(2\pi i)^2} \times \left\{ \int_C ds \int_{\Sigma_{\text{vertical}}} \frac{dt}{e^{F(t, y)}} \frac{1}{t-s} \right\}.$$  (2.17)

The following properties of $F(z; n^M x_0)$ on the contours $\Sigma_{\text{curved}}$ and $C$ will play an important role in our later analysis.

**Lemma 2.1.** There exists a constant $\delta > 0$ such that for $n$ large enough,

$$\text{Re} F(z; n^M x_0) \geq \text{Re} F(n^M x_0; n^M x_0) + \delta n \left| \frac{z}{n} - w_\pm \right|^2$$

for $z \in \Sigma_{\text{curved}} \cap D_{n^{3/5}}(n w_\pm)$,  (2.18)

$$\text{Re} F(z; n^M x_0) > \text{Re} F(n^M x_0; n^M x_0) + \delta n^{1/5}$$

for $z \in \Sigma_{\text{curved}} \setminus \left( D_{n^{3/5}}(n w_+ \cup D_{n^{3/5}}(n w_-)) \right)$,  (2.19)

$$\text{Re} F(z; n^M x_0) \leq \text{Re} F(n^M x_0; n^M x_0) - \delta n \left| \frac{z}{n} - w_\pm \right|^2$$

for $z \in C \cap D_{n^{3/5}}(n w_\pm)$,  (2.20)

$$\text{Re} F(z; n^M x_0) < \text{Re} F(n^M x_0; n^M x_0) - \delta |z|^2$$

for $z \in \Sigma_{\text{curved}} \setminus \left( D_{n^{3/5}}(n w_+ \cup D_{n^{3/5}}(n w_-)) \right)$,  (2.21)

$$\text{Re} F(z; n^M x_0) < \text{Re} F(n^M x_0; n^M x_0) - \delta |z|$$

for $z \in C \cap \{ |z| > \delta^{-1} n \}$.  (2.22)

Since the proof of this lemma is lengthy and technical, we decide to postpone it to Section 3.2.

To grasp the meaning of Lemma 2.1 before getting involved in the delicate inequalities, it is better to consult Figure 4, the level line $\text{Re} \, \hat{F}(z; x_0) = \text{Re} \, \hat{F}(w_\pm; x_0)$. Since the $n \to \infty$ behaviour of $F(z; n^M x_0)$ is determined by $\hat{F}(z/n; x_0)$, as shown in (2.3), (2.5) and (2.6), by comparing the shapes of $\Sigma_{\text{curved}}$ and $C$ with the level line in Figure 4, we find that the value $\text{Re} \, F(z; n^M x_0)$ attains its maximum over $C$ around $n w_\pm$, while it attains its minimum over $\Sigma_{\text{curved}}$ around these two points.

![Fig. 4. The level line $\text{Re} \, \hat{F}(z; x_0) = \text{Re} \, \hat{F}(w_\pm; x_0)$ with $M = 3$ and $x_0 = 1$. The level line has two intersections $w_\pm$, and it divides the complex plane into five parts. In the top, central, and bottom parts, $\text{Re} \, \hat{F}(z; x_0) < \text{Re} \, \hat{F}(w_\pm; x_0)$, while in the left and right parts, $\text{Re} \, \hat{F}(z; x_0) > \text{Re} \, \hat{F}(w_\pm; x_0)$.](image-url)
2.2.2. Evaluation of $I_2$ as $\epsilon \to 0$

Note that the contour $\Sigma$ depends on a parameter $\epsilon$. By taking $\epsilon \to 0$, we have

$$
\lim_{\epsilon \to 0} I_2 := \lim_{\epsilon \to 0} \frac{1}{(2\pi i)^2} \int_{C} \int_{\Sigma_1 \cup \Sigma_2} \frac{e^{F(s;y)}}{e^{F(t;x)}} \frac{1}{s-t} ds \quad \text{as} \quad \epsilon \to 0
$$

$$
= \frac{1}{2\pi i} \int_{nM} e^{F(s;y)} ds = \frac{1}{2\pi i} \int_{nM} \left( \frac{x}{y} \right)^{nM+1} ds
$$

$$
= \frac{1}{2\pi i} \log(x/y) \left( \left( \frac{x}{y} \right)^{nM+1} - \left( \frac{x}{y} \right)^{nM-1} \right).
$$

Here we assume that $x \neq y$, and use Cauchy’s theorem in the first step. With the values of $x$, $y$ given in (2.9), it is readily seen that as $n \to \infty$,

$$
\frac{x}{y} = 1 + \frac{\xi - \eta}{n\rho(x)\rho(y)} + O(n^{-2}),
$$

$$
y \log\left( \frac{x}{y} \right) = \frac{n^{M-1}(\xi - \eta)}{\rho(x)} \left( 1 + O(n^{-1}) \right),
$$

where $\varphi$ is related to $x_0$ by (1.13) and $\rho(\varphi)$ is defined in (1.14). These approximations, together with $w_\pm$ given in (2.10), imply that if $\xi \neq \eta$, then

$$
\lim_{\epsilon \to 0} I_2 = \frac{\rho(\varphi)}{2\pi i} \left( \frac{\xi - \eta}{n\rho(x)\rho(y)} + O(n^{-2}) \right)
$$

$$
= \frac{e^{\pi \xi \cot \varphi}}{\pi \xi \cot \varphi} \left( \frac{\xi - \eta}{n^{M-1}} \right) + O(n^{-M})
$$

for large $n$. Note that although we define $I_2$ as a function with real variables $x$ and $y$, it is also a well defined analytic function if we understand $x$ and $y$ as complex variables. Then (2.25) also holds if $\xi$ and $\eta$ are distinct complex numbers. By analytic continuation we have that (2.25) also holds for $\xi = \eta$, and particularly for the case that they are identical real numbers.

2.2.3. Evaluation of $I_1$ as $\epsilon \to 0$

Parallel to (2.23), by taking the limit $\epsilon \to 0$, it follows

$$
\lim_{\epsilon \to 0} I_1 := \lim_{\epsilon \to 0} \frac{1}{(2\pi i)^2} \int_{C} \int_{\Sigma_1 \cup \Sigma_2} \frac{e^{F(s;y)}}{e^{F(t;x)}} \frac{1}{s-t} ds \quad \text{as} \quad \epsilon \to 0
$$

$$
= \frac{1}{2\pi i} \int_{\hat{\Sigma}'} \left( \frac{\xi - \eta}{n\rho(x)\rho(y)} + O(n^{-2}) \right) dr
$$

$$
= \frac{1}{2\pi i} \left( \frac{\xi - \eta}{n^{M-1}} \right) + O(n^{-M})
$$

where $p.v.$ means the Cauchy principal value. For the definition and properties of Cauchy principal value for contour integral; see [34, Section 8.3, Page 191]. We remark that the integral with respect to $t$ on $n\hat{\Sigma}'$ in (2.26) is Riemann integrable, but has discontinuities at $n w_\pm$, the intersections of $C$ and $n\hat{\Sigma}'$. Thus there is no serious integrability problem in the Cauchy principal value for the integral over $n\hat{\Sigma}'$.

To estimate the limit of $I_1$, we define

$$
\Sigma_{local}^\pm = C \cap D_n^{3/5}(nw_\pm), \quad \Sigma_{local}^\pm = \Sigma \cap D_n^{3/5}(nw_\pm),
$$

and show that the main contribution to the Cauchy principal integral is from $\Sigma_{local}^+ \times \Sigma_{local}^+$ and $\Sigma_{local}^- \times \Sigma_{local}^-$ in the sense that remaining part of the integral is negligible in the asymptotic analysis.
It is clear that for \( s \in C_{\text{local}}^+ \) and \( t \in \Sigma_{\text{local}}^+ \), we can approximate \( F(s; n^M x_0) \) and \( F(t; n^M x_0) \) by \( \tilde{F} \) as in (2.3) and furthermore by \( \tilde{F} \) that is defined in (2.6). We make the change of variables

\[
s = nw_+ + n^{1/2} u, \quad t = nw_+ + n^{1/2} v. \tag{2.28}
\]

It then follows from (2.9), (2.11) and (2.12) that, uniformly for all \( s \in D_{n^{1/5}}(nw_+) \),

\[
e^{F(s; y)} = e^{F(s; n^M x_0)} \left( 1 + \frac{\eta}{n \rho(\varphi) x_0} \right)^{-s} = n^5 e^{\tilde{c}_M} e^{n \tilde{F}(w_+ + n^{-1/2} w_0)} \left( 1 + \frac{\eta}{n \rho(\varphi) x_0} \right)^{-s} (1 + O(n^{-1/2}))
\]

\[
= n^5 e^{\tilde{c}_M + n \tilde{F}(w_+; x_0)} e^{(\tilde{F}_{zz}(w_+; x_0)/2) u^2} \left( 1 + \frac{\eta}{n \rho(\varphi) x_0} \right)^{-s} (1 + O(n^{-1/5}))
\]

\[
= n^5 e^{\tilde{c}_M + n \tilde{F}(w_+; x_0)} e^{(\tilde{F}_{zz}(w_+; x_0)/2) u^2} e^{-w_+ \eta/(x_0 \rho(\varphi))} (1 + O(n^{-1/5})), \tag{2.29}
\]

where

\[
\tilde{c}_M = \sum_{j=1}^{M} \left( v_j + \frac{1}{2} \right) \log(nw_+) + \frac{1}{2} \log \left( \left| \frac{w_+}{1 - w_+} \right| \right) + \frac{M}{2} \log(2\pi).
\tag{2.30}
\]

A parallel argument yields that uniformly for \( t \in D_{n^{1/5}}(nw_+) \),

\[
e^{F(t; x)} = n^5 e^{\tilde{c}_M + n \tilde{F}(w_+; x_0)} e^{(\tilde{F}_{zz}(w_+; x_0)/2) v^2} e^{-w_+ \eta/(x_0 \rho(\varphi))} (1 + O(n^{-1/5})). \tag{2.31}
\]

As a consequence (noting that \( s - t = \sqrt{n}(u - v) \)),

\[
p.v. \int_{C_{\text{local}}^+} ds \oint_{\Sigma_{\text{local}}^+} dr \frac{e^{F(s; y)}}{e^{F(t; x)}} \frac{1}{s - t} = \frac{e^{-w_+ (\xi - \eta)/(\rho(\varphi) x_0)}}{\sqrt{n}} \quad \text{p.v.} \int_{C_{\text{local}}^+} ds \oint_{\Sigma_{\text{local}}^+} dr \frac{e^{(\tilde{F}_{zz}(w_+; x_0)/2) u^2}}{e^{(\tilde{F}_{zz}(w_+; x_0)/2) v^2}} \frac{1 + O(n^{-1/5})}{u - v}, \tag{2.32}
\]

where on the right-hand side, we understand \( u \) and \( v \) as functions of \( s \) and \( t \) respectively, as defined by (2.28). Note that the \( O(n^{-1/5}) \) term in the integrand on the right-hand side of (2.32) is uniform and analytic in \( D_{n^{1/5}}(nw_+) \). Comparing the result of (2.29) with \( y = n^M x_0 \) and Lemma 2.1, we have that there exists a constant \( \epsilon_1 > 0 \) such that for all \( s \in C_{\text{local}}^+ \),

\[
|e^{(\tilde{F}_{zz}(w_+; x_0)/2) u^2}| \leq e^{-\epsilon_1 |u|^2}. \tag{2.33}
\]

Similarly, a comparison between (2.31) and (2.18) in Lemma 2.1 implies that there is a constant \( \epsilon_2 > 0 \) such that for all \( t \in \Sigma_{\text{local}}^+ \),

\[
|e^{(\tilde{F}_{zz}(w_+; x_0)/2) v^2}| \geq e^{\epsilon_2 |v|^2}. \tag{2.34}
\]

Hence a standard application of the saddle point method yields

\[
p.v. \int_{C_{\text{local}}^+} ds \oint_{\Sigma_{\text{local}}^+} dr \frac{e^{F(s; y)}}{e^{F(t; x)}} \frac{1}{s - t} = \lim_{\epsilon \to 0^+} \int_{C_{\text{local}}^+} ds \oint_{D_s(nw_+)} \frac{e^{F(s; y)}}{e^{F(t; x)}} \frac{1}{s - t} = O(n^{1/2}). \tag{2.35}
\]
In a similar manner, by setting
\[ s = nw_+ + n^{1/2}u, \quad t = nw_- + n^{1/2}v, \]
we have
\[
p.v. \int_{C_{\text{local}}} \int_{\Sigma_{\text{local}}} ds \int_{\Sigma_{\text{local}}} dt \frac{e^{F(s;y)}}{e^{F(t;x)}} \frac{1}{s-t} = O(n^{1/2}).
\]

Finally, we note by (2.19), (2.21) and (2.22) in Lemma 2.1 that there exists \( \epsilon_3 > 0 \) such that for large enough \( n \)
\[
|e^{-F(t;x)}| = |e^{-F(t:n^{M}x_0)}(1 + \frac{\xi}{n\rho(\varphi)x_0})|^t < |e^{-F(nw_{\pm};n^{M}x_0)}| e^{-\epsilon_3 n^{1/5}} \quad \text{if } t \in \Sigma \setminus \Sigma_{\text{local}},
\]
\[
|e^{F(s;y)}| = |e^{F(s;n^{M}x_0)}(1 + \frac{\eta}{n\rho(\varphi)x_0})|^{-s} < \left\{ \begin{array}{ll}
|e^{F(nw_{\pm};n^{M}x_0)}| e^{-\epsilon_3 n^{1/5}} & \text{if } s \in C \setminus C_{\text{local}}^+, \\
|e^{F(nw_{\pm};n^{M}x_0)}| e^{-\epsilon_3 |s|} & \text{if } s \in C \cap \{|s| > \frac{n}{\epsilon_3}\}.
\end{array} \right.
\]

With the aid of the estimates (2.38), (2.39), (2.29), (2.31), (2.33) and (2.34), we obtain
\[
p.v. \int_{C} \int_{\Sigma} ds \int_{\Sigma} dt \frac{e^{F(s;y)}}{e^{F(t;x)}} \frac{1}{s-t} - p.v. \int_{C_{\text{local}}} ds \int_{\Sigma_{\text{local}}} dt \frac{e^{F(s;y)}}{e^{F(t;x)}} \frac{1}{s-t}
\]
\[
- p.v. \int_{C_{\text{local}}} ds \int_{\Sigma_{\text{local}}} dt \frac{e^{F(s;y)}}{e^{F(t;x)}} \frac{1}{s-t} = O(e^{-\epsilon n^{1/5}}).
\]

This, together with (2.35), (2.37) and (2.26), implies
\[
\lim_{\epsilon \to 0} I_1 = y^{-1}(O(n^{1/2} + n^{1/2} + O(e^{-\epsilon n^{1/5}})) = O(n^{-M+1/2}),
\]
where we use that \( y = O(n^{M}) \). Summing up (2.25) and (2.41) and letting \( n \to \infty \), we derive (1.16) and complete the proof of Theorem 1.1.

2.3. Proof of Theorem 1.2

In view of the scalings of \( x, y \) in (1.18), we set
\[
x = n^M \left( x_0 + \frac{c_2 \xi}{n^{2/3}} \right), \quad y = n^M \left( x_0 + \frac{c_2 \eta}{n^{2/3}} \right),
\]
where \( \xi, \eta \in \mathbb{R} \),
\[
x_0 = \frac{(M + 1)^{M+1}}{M^M} \quad \text{and} \quad c_2 = \frac{(M + 1)^{M+(2/3)}}{2^{1/3} M^{M-1}},
\]
are defined in (1.19). Thus, we write (2.7) as
\[
K_n(x, y) = \frac{y^{-1}}{(2\pi i)^2} \int_{C} \int_{\Sigma} ds \int_{\Sigma} dt \frac{e^{F(s,n^Mx_0)}(1 + n^{-2/3}c_1^{-1} \eta)^{-s}}{e^{F(t,n^Mx_0)}(1 + n^{-2/3}c_1^{-1} \xi)^{-t}} \frac{1}{s-t}
\]
with
\[
c_1 = \frac{x_0}{c_2} = 2^{1/3} (M + 1)^{1/3}.
\]

Universality for products of Ginibre matrices
In this case, we will choose the contours \( C \) and \( \Sigma \) in (2.7) such that \( \Sigma \) is on the left hand side of \( C \), as illustrated in Figure 5. To describe \( C \), we denote

\[
    z_0 = 1 + \frac{1}{M},
\]

and then define

\[
    C = C_{\text{local}} \cup C_{\text{global}},
\]

where

\[
    C_{\text{local}} = \left\{ nz_0 + c_1 n^{2/3} r e^{\pi i/3} \mid r \in [1, n^{1/3}] \right\} \cup \left\{ nz_0 + c_1 n^{2/3} r e^{-\pi i/3} \mid r \in [1, n^{1/3}] \right\} \\
    \cup \left\{ nz_0 + \frac{c_1 n^{2/3}}{2} + i c_1 n^{2/3} r \mid r \in \left[ -\frac{\sqrt{3}}{2}, \frac{\sqrt{3}}{2} \right] \right\},
\]

and

\[
    C_{\text{global}} = \left\{ nz_0 + \frac{1}{2} c_1 n^{7/10} + iy \mid y \in \left( -\infty, -\frac{\sqrt{3}}{2} c_1 n^{7/10} \right] \cup \left[ \frac{\sqrt{3}}{2} c_1 n^{7/10}, \infty \right) \right\}.
\]

The orientation of \( C \) is taken to be upward. The contour \( \Sigma \) is defined as the union of contours

\[
    \Sigma = \Sigma_{\text{local}} \cup \Sigma_{\text{global}}, \quad \text{and} \quad \Sigma_{\text{global}} = \Sigma_{\text{curved}} \cup \Sigma_{\text{vertical}}.
\]

The contour \( \Sigma_{\text{local}} \) is defined by

\[
    \Sigma_{\text{local}} = \left\{ nz_0 + c_1 n^{2/3} r e^{2\pi i/3} \mid r \in [1, n^{1/3}] \right\} \cup \left\{ nz_0 + c_1 n^{2/3} r e^{-2\pi i/3} \mid r \in [1, n^{1/3}] \right\} \\
    \cup \left\{ nz_0 - \frac{c_1 n^{2/3}}{2} + i c_1 n^{2/3} r \mid r \in \left[ -\frac{\sqrt{3}}{2}, \frac{\sqrt{3}}{2} \right] \right\},
\]

The contour \( \Sigma_{\text{global}} \) depends on a small constant \( \epsilon > 0 \). Define

\[
    r = \frac{[\epsilon n] + (1/2)}{n}.
\]

With the contour \( \tilde{\Sigma}^r \) constructed in Section 3.1, we denote by \( z_{\pm} \in \mathbb{C}_\pm \) the two intersection points of \( \tilde{\Sigma}^r \) with the vertical line \( \text{Re} z = z_0 - \frac{1}{2} c_1 n^{-3/10} \). We then define

\[
    \Sigma_{\text{curved}} = n \tilde{\Sigma}^r \cap \left\{ \text{Re} z < n z_0 - \frac{1}{2} c_1 n^{7/10} \right\}.
\]
We then obtain from Taylor’s expansion of (2.6) that
\[ F \text{ that is defined in (2.6)}. \]
By making the change of variables
\[ u \Sigma \text{ uniformly valid for} \]
Note that \( \Sigma \) is a closed contour with counterclockwise orientation.

Similar to Lemma 2.1, we have the following properties of \( F(z; nMx_s) \) on the contours \( C \) and \( \Sigma \).

**Lemma 2.2.** There exists a positive constant \( \delta > 0 \) such that for \( n \) large enough,
\[
\begin{align*}
\text{Re} F(z; nMx_s) > \text{Re} F(nz_0; nMx_s) + \delta n^{1/10} & \quad \text{for } z \in \Sigma_{\text{global}}, \quad (2.54) \\
\text{Re} F(z; nMx_s) < \text{Re} F(nz_0; nMx_s) - \delta n^{1/10} & \quad \text{for } z \in C_{\text{global}}, \quad (2.55) \\
\text{Re} F(z; nMx_s) < \text{Re} F(nz_0; nMx_s) - \delta |z| & \quad \text{for } z \in C_{\text{global}} \cap \{|z| > \delta^{-1}n\}. \quad (2.56)
\end{align*}
\]

The proof of this lemma is postponed to Section 3.3.
The strategy now is first to consider the double contour integral in (2.43) with \( C \) and \( \Sigma \) restricted to \( C_{\text{local}} \) and \( \Sigma_{\text{local}} \), respectively. It turns out that the integral with the restricted domain yields the Airy kernel in the large \( n \) limit. Later we show that the remaining part of the integral is negligible in the asymptotic analysis.

For \( s \in C_{\text{local}} \) and \( t \in \Sigma_{\text{local}} \), we can approximate \( F(s; nMx_s) \) and \( F(t; nMx_s) \) by \( \hat{F} \) as in (2.3) and furthermore by \( \hat{F} \) that is defined in (2.6). By making the change of variables
\[
s = nz_0 + n^{2/3}c_1u, \quad t = nz_0 + n^{2/3}c_1v, \quad (2.57)
\]
it follows that
\[
F(s; nMx_s) = \hat{F}(s; nMx_s) + c_M + O(n^{-1/3})
\]
\[
= n\hat{F}(z_0 + n^{-1/3}c_1u; x_s) + n \log n + c_M + O(n^{-1/3}), \quad (2.58)
\]
where
\[
c_M = \sum_{j=1}^M \left( \frac{1}{3} \right)^j \log \left( \frac{n(M + 1)}{M} \right) + \frac{1}{2} \log(M + 1) + \frac{M}{2} \log(2\pi). \quad (2.59)
\]

Straightforward calculations show that
\[
\hat{F}_z(z_0; x_s) = 0, \quad \hat{F}_{zz}(z_0; x_s) = 0, \quad \hat{F}_{zzz}(z_0; x_s) = \frac{M^3}{M + 1}. \quad (2.60)
\]

We then obtain from Taylor’s expansion of (2.6) that
\[
\hat{F}(z_0 + n^{-1/3}c_1u; x_s)
\]
\[
= \hat{F}(z_0; x_s) + \hat{F}_z(z_0; x_s)c_1un^{-1/3} + \frac{1}{2} \hat{F}_{zz}(z_0; x_s)c_1^2u^2n^{-2/3} + \frac{1}{6} \hat{F}_{zzz}(z_0; x_s)c_1^3u^3n^{-1} + O(n^{-6/5})
\]
\[
= \hat{F}(z_0; x_s) + \frac{n^3}{3n} + O(n^{-6/5}), \quad (2.61)
\]
uniformly valid for \( u \in D_{n^{1/30}}(0) \). We also note that, by (2.44), (2.57) and (2.45),
\[
(1 + n^{-2/3}c_1^{-1} \eta)^{-s} = e^{-2^{-1/3}(M+1)^{2/3}n^{1/3} \eta} e^{-un} (1 + O(n^{-1/3})), \quad (2.62)
\]
for all \( u \in D_{n^{1/30}}(0) \) and \( \eta \) in a compact subset of \( \mathbb{R} \). Combining (2.58), (2.61) and (2.62), we find
\[
e^{F(s; nMx_s)(1 + n^{-2/3}c_1^{-1} \eta)^{-s}} = n^n e^{c_M + \hat{F}(z_0; x_s)u(1/3)u^{3/2}n^{1/3} \eta} e^{-2^{-1/3}(M+1)^{2/3}n^{1/3} \eta} (1 + O(n^{-1/5})), \quad (2.63)
\]
Then as a consequence of Lemma 2.2, there exists a constant $(1.17)$ for an illustration, and the last equality follows from the integral representation of Airy kernel shown in (2.42) and (2.57), where $\xi$ belongs to a compact subset of $\mathbb{R}$ and $t \in \Sigma_{\text{local}}$, we have that uniformly in $t$ and $\xi$

\[ e^{F(t; n^{M} \eta)}(1 + n^{-2/3} c_{1}^{-1} \xi)^{-s} = \sum_{n} e^{\epsilon M + \epsilon(20; x_{n})} e^{(1/3) s^{3} - \epsilon \xi} e^{-2^{-1/3} (M+1)^{2/3} \xi^{1/3}} (1 + O(n^{-1/5})). \]  

Substituting (2.63) and (2.64) into the integrand of (2.43), we have

\[
\frac{\gamma^{-1}}{(2\pi i)^{2}} \int_{\Sigma_{\text{local}}} \int_{C_{\text{local}}} \frac{e^{F(s; n^{M} \eta)}}{e^{F(t; n^{M} \eta)}(1 + n^{-2/3} c_{1}^{-1} \xi)^{-s}} \frac{1}{s - t} \, ds \, dt = e^{2^{-1/3} (M+1)^{2/3} (\xi - \eta) n^{1/3}} \frac{1}{(2\pi i)^{2}} \int_{C_{\text{local}}} \int_{C_{\text{local}}} e^{(1/3) n^{3} - \epsilon \eta} \frac{1}{u - \eta + O(n^{-1/5})} \, du \, dv,
\]

where $\Sigma_{\text{local}}$ and $C_{\text{local}}$ are the images of $C_{\text{local}}$ and $\Sigma_{\text{local}}$ (see (2.47) and (2.50)) under the change of variables (2.57) (see Figure 6 for an illustration), and the last equality follows from the integral representation of Airy kernel shown in (1.17).

In a manner similar to (2.62), we find that

\[
e^{2^{-1/3} (M+1)^{2/3} (\xi - \eta) n^{1/3}} \frac{e^{F(s; n^{M} \eta)}}{e^{F(t; n^{M} \eta)}(1 + n^{-2/3} c_{1}^{-1} \xi)^{-s}} \frac{1}{s - t} = e^{\epsilon M + \epsilon(20; x_{n})} e^{(1/3) s^{3} - \epsilon \xi} e^{-2^{-1/3} (M+1)^{2/3} \xi^{1/3}} (1 + O(n^{-1/3})).
\]

Then as a consequence of Lemma 2.2, there exists a constant $\delta > 0$ such that for $n$ large enough

\[
|e^{F(t; n^{M} \eta)}(1 + n^{-2/3} c_{1}^{-1} \xi)^{(t-n^{z_{0}})}| < |e^{F(n^{z_{0}}; n^{M} \eta)}| e^{-\delta n^{1/10}} \quad \text{if } t \in \Sigma_{\text{global}},
\]

\[
|e^{F(s; n^{M} \eta)}(1 + n^{-2/3} c_{1}^{-1} \xi)^{(s-n^{z_{0}})}| \begin{cases} |e^{F(n^{z_{0}}; n^{M} \eta)}| e^{-\delta n^{1/10}} & \text{if } s \in C_{\text{global}}, \\ |e^{F(n^{z_{0}}; n^{M} \eta)}| e^{-\delta s} & \text{if } s \in C_{\text{global}} \cap \{|s| > \frac{\delta}{5}\}. \end{cases}
\]
We conclude by (2.66), (2.67), (2.68), and the asymptotics of the integrand of (2.43) given in (2.63) and (2.64) that

\[
\frac{1}{(2\pi i)^2} \int_{\Sigma} ds \int_{\Sigma} dt \frac{e^{F(s; x_\epsilon)}(1 + n - 2/3 - c_1^{-1})^{-s} e^{F(t; x_\epsilon)}(1 + n - 2/3 - c_1^{-1})^{-t} s - t}{s - t} - \frac{1}{(2\pi i)^2} \int_{\Sigma_{\text{local}}} ds \int_{\Sigma_{\text{local}}} dt \frac{e^{F(s; x_\epsilon)}(1 + n - 2/3 - c_1^{-1})^{-s} e^{F(t; x_\epsilon)}(1 + n - 2/3 - c_1^{-1})^{-t} s - t}{s - t} = O(e^{-\delta n^{3/10}}).
\]

A combination of the above formula and (2.65) gives us (1.18), and completes the proof of Theorem 1.2.

3. Contour constructions and proofs of Lemmas 2.1 and 2.2

In this section, we first construct two contours \( \tilde{C}_{x_0} \) and \( \tilde{\Sigma}^\epsilon \), from which we can describe precisely the contours of the double integral (2.7) used in the proofs of our main theorems. The contour \( \tilde{C}_{x_0} \) depends on \( x_0 \in (0, x_\star) \), where \( x_\star = (M + 1)^{M+1}/M^M \) is defined in (1.19). The other contour \( \tilde{\Sigma}^\epsilon \) is dependent on a small parameter \( \epsilon > 0 \). Two technical lemmas regarding the behavior of the function \( \Re \tilde{F} \) on these two contours are then proved. With the aid of these two lemmas, we finally finish the proofs of Lemmas 2.1 and 2.2 used in Sections 2.2 and 2.3, respectively.

3.1. Constructions of contours \( \tilde{C}_{x_0} \) and \( \tilde{\Sigma}^\epsilon \)

Recall that for each \( x_0 \in (0, x_\star) \), which can be parametrized by \( \varphi \in (0, \pi/(M + 1)) \) as in (1.13), we have two complex conjugate saddle points \( w_{\pm} \) of \( \tilde{F}(z; x_0) \) defined in (2.10). The contour \( \tilde{C}_{x_0} \) is defined by

\[
\tilde{C}_{x_0} := \{ z \in \mathbb{C} \mid \Re z = \Re w_+ = \Re w_- \}.
\]

i.e., a vertical line passing through \( \Re w_{\pm} \).

For the construction of \( \tilde{\Sigma}^\epsilon \), we first define

\[
\tilde{\Sigma} := \tilde{\Sigma}_+ \cup \tilde{\Sigma}_- ,
\]

where

\[
\tilde{\Sigma}_+ := \{ \zeta(\phi) \mid \phi \in \left[ 0, \frac{\pi}{M + 1} \right] \}, \quad \tilde{\Sigma}_- := \{ \bar{\zeta}(\phi) \mid \phi \in \left[ 0, \frac{\pi}{M + 1} \right] \},
\]

with

\[
\zeta(\phi) = \frac{\sin((M + 1)\phi)}{\sin(M\phi)} e^{i\phi}.
\]

It is easy to check that \( \tilde{\Sigma}_\pm \) lies in \( \mathbb{C}_{\pm} \), passes through \( w_{\pm} \), and intersects the real line only at 0 when \( \phi = \pi/(M + 1) \), and at \( 1 + M^{-1} \) when \( \phi = 0 \). Furthermore, as \( \phi \) runs from 0 to \( \pi/(M + 1) \), the value of \( |\zeta(\phi)| = \sin((M + 1)\phi)/\sin(M\phi) \) decreases, and as \( \phi \to \pi/(M + 1) \) from the left,

\[
\zeta(\phi) = \frac{\pi - (M + 1)\phi}{\sin(M\phi)} e^{i\pi/(M + 1)} \left( 1 + O\left( \frac{\pi}{M + 1} - \phi \right) \right).
\]

Thus, for small \( \epsilon > 0 \), the part of \( \tilde{\Sigma}_\pm \) in the disc \( D_\epsilon(0) \) is approximated by the line segments \( \{ z = re^{\pm\pi i/(M + 1)} \mid r \leq \epsilon \} \).

A plot of \( \tilde{\Sigma} \) is shown in the left picture of Figure 7. Our basic idea is to construct \( \Sigma \) by \( n \tilde{\Sigma} \). But the contour \( \tilde{\Sigma} \) passes through the origin, which coincides with the poles of integrand in (2.7), we need to make a small deformation of \( \tilde{\Sigma} \) around the origin, which gives the following definition of \( \tilde{\Sigma}^\epsilon \):

\[
\tilde{\Sigma}^\epsilon := \{ z \in \tilde{\Sigma} \mid |z| \geq \epsilon \} \cup \text{the arc of } \{|z| = \epsilon \} \text{ connecting } \tilde{\Sigma} \cap \{|z| = \epsilon \} \text{ and through } -\epsilon ,
\]
with counterclockwise orientation. It is clear that $\tilde{\Sigma}^\epsilon$ is a closed contour enclosing the interval $[0, 1]$; see the right picture of Figure 7 for an illustration.

The next two lemmas give the behaviors of $\text{Re} \, \hat{F}(z; a)$ (defined in (2.6)) on the contours $\tilde{\Sigma}$ and $\tilde{C}_{x_0}$, which will be essential in our later proofs of Lemmas 2.1 and 2.2.

**Lemma 3.1.** For all $x_0 \in (0, x_*)$, which can be parameterized by $\phi \in (0, \pi/(M + 1))$ as in (1.13), there exist constants $\epsilon, \delta > 0$ such that

$$\text{Re} \, \hat{F}(z; x_0) \geq \text{Re} \, \hat{F}(w_\pm; x_0) + \epsilon |z - w_\pm|^2 \quad \text{for } z \in \tilde{\Sigma}^\epsilon \cap D_\delta(w_\pm).$$

(3.7)

Moreover, we have

$$\frac{d}{d\phi} \text{Re} \, \hat{F}(\zeta(\phi); x_0) \begin{cases} < 0 & \text{for } \phi \in (0, \varphi), \\ > 0 & \text{for } \phi \in (\varphi, \frac{\pi}{M+1}). \end{cases}$$

(3.8)

We also have

$$\frac{d}{d\phi} \text{Re} \, \hat{F}(\zeta(\phi); x_*) > 0 \quad \text{and} \quad \frac{d}{d\phi} \text{Re} \, \hat{F}(\zeta(\phi); x_*) > 0 \quad \text{for } \phi \in \left(0, \frac{\pi}{M+1}\right).$$

(3.9)

**Proof.** Due to the symmetry of $\text{Re} \, \hat{F}(z; a)$ with respect to the real axis, it suffices to consider the case that $z \in \mathbb{C}_+$, that is, only the inequalities involving in $\zeta(\phi)$.

To show (3.7) and (3.8), we define

$$v(\phi) = \frac{\sin((M + 1)\phi))^{M+1}}{\sin \phi (\sin(M\phi))^{M+1}}.$$  

(3.10)

Note that $x_0 = v(\varphi)$ and for all $\phi \in [0, \pi/(M + 1)],$

$$\zeta(\phi)^{M+1} - v(\phi)(\zeta(\phi) - 1) = 0,$$

(3.11)

where $\zeta(\phi)$ is given in (3.4). Thus,

$$\frac{d\hat{F}(\zeta(\phi); x_0)}{d\phi} \frac{d\zeta(\phi)}{d\phi} = \frac{d\hat{F}}{d\zeta} \frac{d\zeta(\phi)}{d\phi} = \frac{d\hat{F}}{d\zeta} \frac{d\zeta(\phi)}{d\phi} = \frac{\log\left(\frac{\zeta(\phi)^{M+1}}{(\zeta(\phi) - 1)x_0}\right)}{v(\phi)} \frac{d(\phi)}{d\phi}.$$

(3.12)
Since the function $\frac{\sin \theta}{\sin (c \theta)}$ is a strictly decreasing function on $(0, \pi)$ for $0 < c < 1$, it is readily seen from (3.4) and (3.10) that

$$v(\phi) > 0, \quad \frac{dv(\phi)}{d\phi} < 0, \quad \text{Re} \left( \frac{d \zeta(\phi)}{d\phi} \right) = \frac{d}{d\phi} \left( \frac{\sin (M + 1)\phi \cos \phi}{\sin M\phi} \right) < 0,$$

for all $\phi \in (0, \frac{\pi}{M+1})$. Hence

$$\frac{d \text{Re} \hat{F}(\zeta(\phi); x_0)}{d\phi} = \log \left( \frac{v(\phi)}{v(\varphi)} \right) \frac{d \text{Re} \zeta(\phi)}{d\phi} \left\{ \begin{array}{ll} < 0 & \text{if } \phi \in (0, \varphi), \\ > 0 & \text{if } \phi \in (\varphi, \frac{\pi}{M+1}), \end{array} \right. (3.14)$$

and

$$\frac{d^2 \text{Re} \hat{F}(\zeta(\phi); x_0)}{d\phi^2} \bigg|_{\phi=\varphi} = \frac{d}{d\phi} \left( \log \left( \frac{v(\phi)}{v(\varphi)} \right) \frac{d \text{Re} \zeta(\phi)}{d\phi} \right) \bigg|_{\phi=\varphi} = \frac{d \text{Re} \zeta(\phi)}{d\phi} \bigg|_{\phi=\varphi} v'(\varphi) > 0,$$ (3.15)

which gives us (3.7) and (3.8) for $z$ (or $\zeta(\phi)$) $\in \mathbb{C}^+$.

Finally, note that the inequality (3.9) is the limiting case of (3.8) as $x_0 \rightarrow x_*$, or equivalently, $\varphi \rightarrow 0$, the result is then immediate. \[\square\]

**Lemma 3.2.** For all conjugate pairs $w_\pm \in \mathbb{C}^+$ locating on $\tilde{\Sigma}$, there exists constants $\epsilon, \delta > 0$ such that for all $a \in \mathbb{R}$

$$\text{Re} \hat{F}(\text{Re} w_\pm + iy; a) \leq \text{Re} \hat{F}(w_\pm; a) - \epsilon |y - \text{Im} w_\pm|^2 \text{ for } |y - \text{Im} w_\pm| \leq \delta.$$ (3.16)

Moreover, we have

$$\frac{d}{dy} \text{Re} \hat{F}(\text{Re} w_\pm + iy; a) \left\{ \begin{array}{ll} < 0 & \text{if } y > \text{Im} w_+, \\ > 0 & \text{if } y \in (0, \text{Im} w_+), \\ < 0 & \text{if } y \in (\text{Im} w_-, 0), \\ > 0 & \text{if } y < \text{Im} w_-, \end{array} \right. (3.17)$$

We also have, for all $c > 0$,

$$\frac{d}{dy} \text{Re} \hat{F}(1 + M^{-1} + c + iy; a) \left\{ \begin{array}{ll} < 0 & \text{if } y > 0, \\ > 0 & \text{if } y < 0, \end{array} \right. (3.18)$$

**Proof.** Similar to the proof of Lemma 3.1, we need only to prove (3.16)--(3.18) for $y > 0$.

By Cauchy–Riemann equations, it follows that, for any $x \in \mathbb{R}$ and $y \in \mathbb{R}_+$,

$$\frac{\partial}{\partial y} \text{Re} \hat{F}(x + iy; a) = -\text{Im} \frac{d}{dz} \hat{F}(z; a) \bigg|_{z=x+iy},$$

$$\frac{\partial^2}{\partial y^2} \text{Re} \hat{F}(x + iy; a) = -\text{Re} \frac{d^2}{dz^2} \hat{F}(z; a) \bigg|_{z=x+iy}. (3.19)$$

Since

$$\hat{F}''(z; a) = \frac{M + 1}{z} - \frac{1}{z - 1}, (3.20)$$
On the other hand, by (3.25), we have that
\[ a \]
which is independent of the parameter \( a \).

To show (3.16) and (3.17), we observe from (2.10) that
\[ \Re w_\pm = \frac{\sin(M + 1)\varphi \cos \varphi}{\sin(M\varphi)} \in \left( 0, \frac{M + 1}{M} \right), \quad \varphi \in \left( 0, \frac{\pi}{M + 1} \right). \] (3.22)

In the case that \( 0 < \Re w_\pm \leq 1 \), we have \( M + 1 - M \Re w_\pm > 0 \). This, together with (3.21), implies that
\[ \frac{\partial^2}{\partial y^2} \Re \hat{F}(\Re w_\pm + iy; a) < 0 \quad \text{for all } y > 0 \] (3.23)
and
\[ \lim_{y \to +\infty} \frac{\partial^2}{\partial y^2} \Re \hat{F}(\Re w_\pm + iy; a) = 0. \] (3.24)

Furthermore, since the parameter \( a \) is assumed to be real, the value of \( \frac{\partial}{\partial y} \Re \hat{F}(x + iy; a) \) does not depend on \( a \). By (3.19) and (2.11), we have
\[ \frac{\partial}{\partial y} \Re \hat{F}(\Re w_\pm + iy; a) \bigg|_{y = \Im w_+} = - \Im \frac{d}{dz} \hat{F}(z; a) \bigg|_{z = w_+} = - \Im \frac{d}{dz} \hat{F}(z; x_0) \bigg|_{z = w_+} = 0, \] (3.25)
for any \( a \in \mathbb{R} \). Thus, \( \Re \hat{F}(\Re w_\pm + y; a) \), as a function of \( y > 0 \), has a critical point at \( \Im w_+ \), and by (3.23), is a concave function attaining its maximum at \( \Im w_+ \). We thus prove (3.16) and (3.17) in this case.

In the case that \( 1 < \Re w_\pm < (M + 1)/M \), the equation \( \frac{\partial^2}{\partial y^2} \Re \hat{F}(\Re w_\pm + iy; a) = 0 \) has a unique real root at
\[ y^* = \sqrt{\frac{(M + 1 - M \Re w_\pm) \Re w_\pm (\Re w_\pm - 1)}{M \Re w_\pm + 1}}, \] (3.26)
for \( y \in [0, \infty) \). Thus, \( \frac{\partial}{\partial y} \Re \hat{F}(\Re w_\pm + iy; a) \) is strictly increasing if \( y \in [0, y^*) \), and strictly decreasing if \( y \in (y^*, \infty) \). Note that \( \frac{\partial}{\partial y} \Re \hat{F}(\Re w_\pm + iy; a) \) is a continuous odd function in \( y \), one has \( \frac{\partial}{\partial y} \Re \hat{F}(\Re w_\pm + iy; a) \big|_{y = 0} = 0 \). Therefore,
\[ \frac{\partial}{\partial y} \Re \hat{F}(\Re w_\pm + iy; a) > 0, \quad y \in (0, y^*). \] (3.27)

On the other hand, by (3.25), we have that \( \frac{\partial}{\partial y} \Re \hat{F}(\Re w_\pm + iy; a) \) vanishes at \( \Im w_+ \). Thus we conclude that \( \Im w_+ \in (y^*, \infty) \), and have that on the interval \([y^*, \infty)\), the function \( \Re \hat{F}(\Re w_\pm + iy; a) \) has a critical point at \( \Im w_+ \), and is a concave function with the maximum at \( \Im w_+ \). Note that (3.24) also holds in this case. We thus prove (3.16) and (3.17) in this case.

We finally prove (3.18). By substituting \( x = 1 + M^{-1} + c \) into (3.21), we have
\[ \frac{\partial^2}{\partial y^2} \Re \hat{F}(1 + M^{-1} + c + iy; a) < 0 \quad \text{for all } y > 0. \] (3.28)

On the other hand, since \( \frac{\partial}{\partial y} \Re \hat{F}(1 + M^{-1} + c + iy; a) \) is a continuous odd function in \( y \), its value at 0 is 0. We conclude that \( \frac{\partial}{\partial y} \Re \hat{F}(1 + M^{-1} + c + iy; a) < 0 \) for all \( y > 0 \), and this gives us (3.18). \qed
In Sections 2.2 and 2.3, the contours $\mathcal{C}$ and $\Sigma$ in (2.7) are constructed from $\tilde{\mathcal{C}}_{x_0}$ and $\tilde{\Sigma}'$, where $r$ depends on $n$ and a small parameter. In the proofs of our main theorems, we need to estimate some integrals over specified contours, which relies on Lemmas 2.1 and 2.2 concerning the inequalities satisfied by $\Re F$ over $\mathcal{C}$ and $\Sigma$. We are now ready to prove these two lemmas based on Lemmas 3.1 and 3.2.

### 3.2. Proof of Lemma 2.1

For notational convenience, we shall write $F(z; n^{M}x_{0})$ as $F(z)$ throughout this subsection.

#### 3.2.1. Proof of (2.18) and (2.19)

Recall the contour $\Sigma_{\text{curved}}$ defined by (2.15) and (2.16), we further write it as

\[ \Sigma_{\text{curved}} = \Sigma_{\text{left}} \cup \Sigma_{\text{right}}, \]  

where

\[ \Sigma_{\text{left}} := \{ z \in \Sigma_{\text{curved} \mid |z| = nr}\}, \quad \Sigma_{\text{right}} := \{ z \in \Sigma_{\text{curved} \mid |z| > nr}\}, \]  

i.e., $\Sigma_{\text{left}}$ is part of a circle centring at 0 with radius $nr$, and $\Sigma_{\text{right}}$ is the part of $\Sigma_{\text{curved}}$ that does not overlap the circle.

If $z \in \Sigma_{\text{right}}$, it can be expressed as $z = n\zeta(\phi)$ or $z = n\tilde{\zeta}(\phi)$ for some $\phi \in (0, \pi/(M + 1))$ by (3.4), so there exists a constant $\varepsilon' > 0$, such that for large enough $n$, $\arg(z + j - 1) \in (-\pi + \varepsilon', \pi - \varepsilon')$ and $\arg(z + n + 1) \in (-\pi + \varepsilon', \pi - \varepsilon')$. We then apply the Stirling’s formula (2.2) to $\Gamma(z + j + 1)$ and $\Gamma(z + n + 1)$ in formula (2.1), and obtain a uniform approximation of $F(z)$ by $n \tilde{F}(z/n; x_{0})$, on account of (2.2)–(2.6). Thus, the inequalities (3.7) and (3.8) for $\Re \tilde{F}(z; x_{0})$ on $\Sigma$ yield the desired inequalities (2.18) and (2.19) for $z \in \Sigma_{\text{right}}$.

If $z \in \Sigma_{\text{left}}$, Stirling’s formula (2.2) may not be valid anymore, and we need to pay special attention. Note that there exists a constant $\varepsilon' > 0$, such that for all $n$ large enough, $\arg(z - j - 1) \in (-\pi + \varepsilon', \pi - \varepsilon')$ and $\arg(n - z) \in (-\pi + \varepsilon', \pi - \varepsilon')$. We make use of the reflection formula of gamma function

\[ \Gamma(1/z) \Gamma(1 - 1/z) = \frac{\pi}{\sin(\pi z)} \]  

to obtain a uniform approximation of $F(z)$. Since

\[ \sin(\pi(z - n + 1)) = \pm \sin(\pi z), \quad \sin(\pi(z + j + 1)) = \pm \sin(\pi z), \]  

we have

\[
\Re F(z) = \Re \log\left( \frac{\Gamma(n - z)}{\prod_{j=0}^{M} \Gamma(z + j + 1)} \frac{\pi^{M} \sin(\pi(z - n + 1))}{\prod_{j=0}^{M} \sin(\pi(z + j + 1))} (n^{M}x_{0})^{-z} \right)
\]
\[
= \Re \log\left( \frac{\Gamma(n - z)}{\prod_{j=0}^{M} \Gamma(z - j)} (n^{M}x_{0})^{-z} \right) - M \log \frac{|\sin(\pi z)|}{\pi} - \frac{1}{2} \log|z| - \frac{1}{2} \log|z - n| + M \log(2\pi) + O(n^{-1}),
\]

where

\[ \tilde{G}(z; n^{M}x_{0}) = (M + 1)z(\log(-z) - 1) - (z - n)(\log(n - z) - 1) - (M \log n + \log x_{0})z. \]

It is also straightforward to check that

\[ \tilde{G}(z; n^{M}x_{0}) = n \tilde{G}\left(\frac{z}{n}; x_{0}\right) + n \log n, \]
where
\[
\hat{G}(\zeta ; x_0) = (M + 1)\zeta (\log(-\zeta) - 1) - (\zeta - 1)(\log(1 - \zeta) - 1) - \zeta \log x_0.
\] (3.36)

Formulas (3.33)–(3.36) constitute a uniform approximation of \(\text{Re } F(z)\) for \(z \in \Sigma_{\text{left}}\). Now we choose the parameter \(\epsilon'\) in (2.16) small enough such that \(nw_\pm \in \Sigma_{\text{right}}\), thus \(\text{Re } F(nw_\pm)\) can be approximated by (2.3)–(2.6). The inequalities (2.20) and (2.22) follow if we can show that there exists a constant \(c > 0\) such that for all large enough \(n\) and \(z \in \Sigma_{\text{left}}\),
\[
\text{Re } \hat{G}\left(\frac{z}{n} ; x_0\right) - \frac{M}{n} \log|2 \sin(\pi z)| > \text{Re } \hat{F}(w_\pm ; x_0) + c.
\] (3.37)
To prove (3.37), we note that, by (3.8) in Lemma 3.1,
\[
\text{Re } \hat{G}(0; x_0) = \text{Re } \hat{F}(0; x_0) > \text{Re } \hat{F}(w_\pm ; x_0).
\] (3.38)
so we simply take
\[
c = \frac{1}{3}(\text{Re } \hat{F}(w_\pm ; x_0) - \text{Re } \hat{F}(0; x_0)).
\] (3.39)

Since \(\text{Re } \hat{G}(\zeta ; x_0)\) is a continuous function in the vicinity of 0, we have that if \(\epsilon\) is small enough, or equivalently, \(r\) is small enough, \(|\text{Re } \hat{G}(z/n ; x_0) - \text{Re } \hat{G}(0; x_0)| < c\) for all \(z \in \Sigma_{\text{left}}\). On the other hand, it is straightforward to check that if \(\epsilon'\) is small enough, and \(n\) is large enough, then \(Mn^{-1} \log|2 \sin(\pi z)| < c\) for all \(z \in \Sigma_{\text{left}}\). Thus (3.37) holds if \(\epsilon'\) is small enough while \(n\) is large enough. This completes the proof of (2.18) and (2.19).

3.2.2. Proof of (2.20)–(2.22)

For any \(x_0 \in (0, (M + 1)^{M+1}/M^M)\), the associated complex conjugate numbers \(w_\pm\) satisfying \(\text{Re } w_\pm \in (0, 1 + M^{-1})\); see (3.22). We prove the inequalities in three cases depending on the value of \(\text{Re } w_\pm\).

We first consider the case that \(\text{Re } w_\pm > 1\), or equivalently, the vertical contour \(C\) defined in (2.13) is on the right of \(n\). Then for all \(z \in C\), there exists a constant \(\epsilon' > 0\) such that \(\text{arg}(z + v_j + 1) \in (-\pi + \epsilon', \pi - \epsilon')\) and \(\text{arg}(z - n + 1) \in (-\pi + \epsilon', \pi - \epsilon')\) for large enough. The formulas (2.3)–(2.6) then give a uniform approximation of \(F(z)\) by \(n \hat{F}(z/n; x_0)\), similar to the case that \(z \in \Sigma_{\text{right}}\) discussed previously. Hence, (2.20)–(2.22) are direct consequence of (3.16) and (3.17) in Lemma 3.2.

In the case that \(\text{Re } w_\pm \in (0, 1)\), or equivalently, the vertical contour \(C\) lies between 0 and \(n\), we divide
\[
C = C_{\text{outer}} \cup C_{\text{inner}},
\] (3.40)
where
\[
C_{\text{outer}} = \left\{z \in C | \ |\text{Im } z| > n\epsilon'\right\}, \quad C_{\text{inner}} = \left\{z \in C | \ |\text{Im } z| \leq n\epsilon'\right\}
\] (3.41)
and \(\epsilon'\) is a small positive number.

For \(z \in C_{\text{outer}}\), we can still use the Stirling’s formula directly and approximate \(F(z)\) by \(n \hat{F}(z/n; x_0)\) through (2.3)–(2.6). The desired inequalities (2.20)–(2.22) for such \(z\) again follow from (3.16) and (3.17) in Lemma 3.2.

For \(z \in C_{\text{inner}}\), we encounter the problem of validity of Stirling’s formula for \(F(z - n + 1)\). With the aid of the reflection formula (3.31), for \(n\) large enough, we obtain the following uniform approximation of \(\text{Re } F(z)\) given by
\[
\text{Re } F(z) = \text{Re } \hat{H}(z ; n^M x_0) + \log|2 \sin(\pi z)| + \sum_{j=0}^{M} (v_j + \frac{1}{2}) \log |z| - \frac{1}{2} \log |z - n| + \frac{M}{2} \log(2\pi) + O(n^{-1}),
\] (3.42)
where
\[
\tilde{H}(z; n^M x_0) = (M + 1)z(\log z - 1) - (z - n)(\log(n - z) - 1) - (M \log n + \log x_0)z
\]
\[
= n\tilde{H}\left(\frac{z}{n}; x_0\right) + n \log n, 
\] (3.43)
and
\[
\tilde{H}(\zeta; x_0) = (M + 1)\zeta(\log \zeta - 1) - (\zeta - 1)(\log(1 - \zeta) - 1) - \zeta \log x_0. 
\] (3.44)

Similar to the discussions used in the proof of (2.18) and (2.19) with \( z \in \Sigma_{\text{left}} \), we only need to show that for \( z \in \mathcal{C}_{\text{inner}} \), there exists a constant \( c > 0 \) such that
\[
\text{Re} \tilde{H}\left(\frac{z}{n}; x_0\right) + \frac{1}{n} \log |2 \sin(\pi z)| < \text{Re} \tilde{F}(w_{\pm}; x_0) - c. 
\] (3.45)

Now we take
\[
c = \frac{1}{3}(\text{Re} \tilde{F}(w_{\pm}; x_0) - \text{Re} \tilde{F}(w_{\pm}; x_0)), 
\] (3.46)
which is positive by (3.17) in Lemma 3.1. Since \( \text{Re} \tilde{H}(\zeta; x_0) \) is continuous in the vicinity of \( \text{Re} w_{\pm} \), we have that \( |\text{Re} \tilde{H}(z/n; x_0) - \text{Re} \tilde{H}(w_{\pm}; x_0)| < c \) for all \( z \in \mathcal{C}_{\text{inner}} \) if \( \epsilon' \) is small enough. On the other hand, it is straightforward to check that if \( \epsilon' \) is small enough and \( n \) large enough, then \( n^{-1} \log |2 \sin(\pi z)| < c \) for all \( z \in \mathcal{C}_{\text{inner}} \). This gives us (2.21) for \( z \in \mathcal{C}_{\text{inner}} \), and finishes the proof in this case.

Finally, if \( \text{Re} w_{\pm} = 1 \), we still divide \( \mathcal{C} \) into \( \mathcal{C}_{\text{outer}} \) and \( \mathcal{C}_{\text{inner}} \) as in (3.40). The estimate of \( \text{Re} F(z) \) on \( \mathcal{C}_{\text{outer}} \) can be derived from the Stirling’s formula, but for \( z \in \mathcal{C}_{\text{inner}} \), we need to control the value of \( \Gamma(z-n+1) \) for \( z-n = o(n) \).

Since the strategy is similar, we omit the details here.

3.3. Proof of Lemma 2.2

For notational convenience, we shall write \( F(z; n^M x_0) \) as \( F(z) \) throughout this subsection.

3.3.1. Proof of (2.54)

For \( z \in \Sigma_{\text{curved}} \), the proof is parallel to that of (2.19). The only difference is that after approximating \( F(z) \) uniformly by \( n\tilde{F}(z/n; x_0) \) (defined in (2.6)) or by \( n\tilde{G}(z/n; x_0) \) (defined in (3.36), with \( x_0 \) replaced by \( x_a \)), depending on whether \( |z| > nr \) or \( |z| = nr \), we compare \( \tilde{F}(z/n; x_0) \) and \( \tilde{G}(z/n; x_0) \) with \( \tilde{F}(1 + M^{-1}; x_0) \), instead of \( \text{Re} \tilde{F}(w_{\pm}; x_0) \) used in the proof of (2.19). We then apply the inequality (3.9), instead of the inequality (3.8), in the comparison. The details are left to the interested readers.

For \( z \in \Sigma_{\text{vertical}} \), we apply the approximation of \( F(z) \) by \( n\tilde{F}(z/n; x_0) \) as in (2.2)–(2.6), and reduce the proof of (2.54) for \( z \in \Sigma_{\text{vertical}} \) to proving
\[
\text{Re} \tilde{F}\left(\frac{z}{n}; x_0\right) > \text{Re} \tilde{F}(1 + M^{-1}; x_0) + \delta n^{-9/10}, \quad \delta > 0. 
\] (3.47)

Without loss of generality, we show (3.47) only for \( z \in \Sigma_{\text{vertical}} \cap \mathbb{C}_+ \). By (3.17) in Lemma 3.2, \( \text{Re} \tilde{F}(z/n; x_a) \) increases as \( \text{Im} z \) increases for \( z \in \Sigma_{\text{vertical}} \cap \mathbb{C}_+ \). So we only need to check that (3.47) holds for \( z = nz_0 + c_1n^{7/10}e^{2\pi i/3} \), i.e., the lowest end of \( \Sigma_{\text{vertical}} \cap \mathbb{C}_+ \). The explicit computation in (2.61) gives the approximation of \( \text{Re} \tilde{F}(z/n; x_0) \) at this point and finishes the proof in this case.
3.3.2. Proof of (2.55) and (2.56)  
For all $z \in C_{\text{global}}$, the uniform approximation of $F(z)$ by $n \hat{F}(z/n; x_\ast)$ as in (2.2)–(2.6) is valid. Then we reduce (2.55) and (2.56) to

$$
\begin{align*}
\text{Re} \hat{F}(z/n; x_\ast) &< \text{Re} \hat{F}(z_0; x_\ast) - \delta n^{-9/10} \quad \text{for } z \in C_{\text{global}}, \quad (3.48) \\
\text{Re} \hat{F}(z/n; x_\ast) &< \text{Re} \hat{F}(z_0; x_\ast) - \delta |z|/n \quad \text{for } z \in C_{\text{global}} \text{ and } |z| > \delta^{-1} n. \quad (3.49)
\end{align*}
$$

The inequality (3.49) is a direct consequence of (3.18). To prove (3.48) for $z \in C_{\text{global}} \cap \mathbb{C}_+$, we note that $\text{Re} \hat{F}(z/n; x_\ast)$ decreases as $\text{Im } z$ increases, as shown in (3.18). Thus we only need to check (3.48) at $z = n z_0 + c_1 n^{7/10} e^{x t/3}$, the lowest end of $C_{\text{global}} \cap \mathbb{C}_+$. The explicit computation (2.61) gives the approximation of $\text{Re} \hat{F}(z/n; x_\ast)$ at this point and finishes the proof in this case. The inequality (3.48) for $z \in C_{\text{global}} \cap \mathbb{C}_-$ can be proved in the same way.

4. Bulk and soft edge universality in other product models

As mentioned in Section 1.5, our strategy presented before is not restricted to the particular model, but applicable to other interesting models of products of random matrices. In this section, we demonstrate this aspect by establishing bulk and soft edge universality in two more examples with sketched proofs. One example is the product of $M$ Ginibre matrices and the inverse of $K$ Ginibre matrices studied by Forrester [22], and the other example is the product of $M - 1$ Ginibre matrices with one truncated unitary matrix considered by Kuijlaars and Stivigny [37]. Our method can be applied to more cases, notably the newly analysed model in [24] and models that can be expressed in the general double contour integral formalism in [19].

In this section, we use the same notations as in previous sections for objects in different models that have counterpart in the model introduced and computed in Sections 1–3. We hope these notations show the readers analogue in our arguments while do not bring confusion.

4.1. Products of Ginibre matrices and their inverses

This model refers to the product

$$
Y_{M,K} = X_M \cdots X_1 (\tilde{X}_K \cdots \tilde{X}_1)^{-1}, \quad (4.1)
$$

where $X_j, j = 1, \ldots, M$, and $\tilde{X}_k, k = 1, \ldots, K$, are complex Ginibre random matrices with size $(n + v_j) \times (n + v_{j-1})$ and $(n + \tilde{v}_k) \times (n + \tilde{v}_{k-1})$, respectively. We assume that

$$
v_0 = \tilde{v}_0 = \tilde{v}_K = 0, \quad v_j, \tilde{v}_k \geq 0, \quad (4.2)
$$

thus, $Y_{M,K}$ is a rectangular matrix of size $(n + v_M) \times n$. Clearly, $Y_{M,K}$ extends products of Ginibre matrices $Y_M$ defined in (1.1).

It was shown in [22, Proposition 5] that the squared singular values of $Y_{M,K}$ forms a determinantal process with the correlation kernel

$$
K_n(x, y) = \frac{1}{(2\pi i)^2} \int_{-1/2+i\infty}^{-1/2-i\infty} dt \int_{\Sigma} ds \prod_{j=0}^{M} \Gamma(s + v_j + 1) \prod_{j=0}^{K} \Gamma(t + v_j + 1) \prod_{k=1}^{K} \frac{\Gamma(n - s + \tilde{v}_k) \Gamma(t - n + 1) x^{s} y^{1-s}}{s - t}, \quad (4.3)
$$

where $\Sigma$ is a closed contour going around 0, 1, \ldots, $n - 1$ in the positive direction and $\text{Re } t > -1/2$ for $t \in \Sigma$.

The special case $(M, K) = (M, 0)$ is the model we considered in Sections 1–3, while the special case $(M, K) = (0, K)$ is equivalent spectrally to the model $(K, 0)$ by reciprocal transform. In the generic case $K > 0, M > 0$, the limiting mean density is supported over the whole positive real axis as $n \to \infty$ (see [22,23]), which implies that no soft edge occurs. Below we only consider the $K > 0, M > 0$ case.
To state our result for bulk universality, we need the following parametrization of the spectral parameter $x_0$

$$x_0 = \frac{\sin((M + 1)/(K + 1)\varphi + (K/(K + 1)\pi))^{M+1}}{(\sin \varphi)^K \sin(((M - K)/(K + 1))\varphi + (K/(K + 1)\pi))^{M-K}}, \quad 0 < \varphi < \frac{\pi}{M + 1},$$

which is a one-to-one mapping from $(0, \pi/(M + 1))$ to $(0, +\infty)$; see [23,29].

**Theorem 4.1 (Bulk universality).** Let $K_n(x, y)$ be the correlation kernel defined in (4.3). For $x_0 \in (0, +\infty)$, which is parametrized by $\varphi \in (0, \pi/(M + 1))$ through (4.4), we have, with $v_j, \tilde{v}_k$ being fixed,

$$\lim_{n \to \infty} e^{-\pi \xi \cot \varphi} n^{M-K-1} \rho(\varphi)^{-1} K_n\left(n^{M-K}\left(x_0 + \frac{\xi}{n \rho(\varphi)}\right), n^{M-K}\left(x_0 + \frac{\eta}{n \rho(\varphi)}\right)\right) = K_{\sin}(\xi, \eta)$$

uniformly for $\xi$ and $\eta$ in any compact subset of $\mathbb{R}$, where the function $\rho$ is given by

$$\rho(\varphi) = \frac{1}{\pi x_0} \sin((M + 1)/(K + 1)\varphi + (K/(K + 1)\pi)) \sin \varphi.$$  

We now give a sketched proof of the above theorem with emphasis on the key steps.

**Sketched proof of Theorem 4.1.** We scale the values of $x$ and $y$ in (4.3) such that

$$x = n^{M-K}\left(x_0 + \frac{\xi}{n \rho(\varphi)}\right), \quad y = n^{M-K}\left(x_0 + \frac{\eta}{n \rho(\varphi)}\right),$$

where $\xi, \eta \in \mathbb{R}$ and $\rho(\varphi)$ is given in (4.6). By Stirling’s formula (2.2) and the reflection formula, it follows that, for $n$ large,

$$K_n(x, y) \sim -\frac{n^{-M+K}}{(2\pi i)^2} \int_{C} ds \int_{\Sigma} dt \frac{e^{n(F(ns;x_0) - F(nt;x_0))}}{s-t} \left(1 + \frac{\xi}{nx_0 \rho}\right)^{s} \left(1 + \frac{\eta}{nx_0 \rho}\right)^{-s}$$

$$\times \left(x_0 + \frac{\eta}{\rho n}\right)^{-1} \exp\left\{\sum_{j=0}^{M} v_j + \frac{1}{2}\right\} \log \frac{s}{t} + \sum_{k=1}^{K} \tilde{v}_k \left(-\frac{1}{2}\right) \log \frac{n-s}{n-t} - \frac{1}{2} \log \frac{s-n}{t-n}\right\},$$

where the shapes of the contours $C$ and $\Sigma$ are to be described later. Here,

$$\hat{F}(z; x_0) = (M + 1)(z \log z - 1) + K(1 - z)(\log(1 - z) - 1) - (z - 1)(\log(z - 1) - 1) - z \log x_0.$$  

Since

$$\hat{F}_z(z; x_0) = (M + 1) \log z - K \log(1 - z) - \log(z - 1) - \log x_0,$$

the saddle point of $\hat{F}(z; x_0)$ satisfies the following algebraic equation

$$z^{M+1} + x_0(1 - z)^{K+1} = 0.$$  

Particularly, with the help of parametrization (4.4), two solutions of (4.11) can be given explicitly by

$$w_{\pm} = \frac{\sin(((M + 1)/(K + 1)\varphi + (K/(K + 1)\pi))}{\sin(((M - K)/(K + 1)\varphi + (K/(K + 1)\pi))} e^{i \varphi},$$

see [23] for more details. These two complex conjugate numbers play the same role of $w_{\pm}$ used in Section 2.2.

Similar to the contours used in Section 2.2, the contour $C$ is chosen to be the straight line

$$C = \left\{ z \mid \text{Re} \frac{z}{n} = \text{Re} w_{\pm} = \frac{\sin(((M + 1)/(K + 1)\varphi + (K/(K + 1)\pi))}{\sin(((M - K)/(K + 1)\varphi + (K/(K + 1)\pi)) \cos \varphi\right\},$$

\[1757\]
while $\Sigma$ is chosen to be a deformation based on the contour
\[
\tilde{\Sigma} = \left\{ z = \frac{\sin((M+1)/(K+1))\phi + (K/(K+1))\pi}{\sin((M-K)/(K+1))\phi + (K/(K+1))\pi} \bigg| -\frac{\pi}{M+1} \leq \phi \leq \frac{\pi}{M+1} \right\},
\]
(4.14)
in the same way as the $\Sigma$ in Section 2.2.

One can then show that, in a manner similar to Lemma 2.1, $\Re \hat{F}(z; x_0)$ defined in (4.9) attains its global maximum at $z = w_{\pm}$ for $n z \in \mathcal{C}$ and its global minimum at $z = w_{\pm}$ for $z \in \tilde{\Sigma}$. This in turn implies that the main contribution of the integral in (4.3) comes from the counterpart of the integral $I_2$ in (2.23), that is,
\[
K_n(x, y) \sim n^{-M+K} \frac{e^{-\pi \xi \cot(\psi)} \rho(\psi)}{(\sin((M+1)/(K+1))\phi)_{M+1/2} \sin((\eta)/(K+1))\phi)_{M+1/2}} \cdot s \rightarrow \infty
\]
(4.15)

4.2. Product of Ginibre matrices with one truncated unitary matrix

This model refers to the product
\[
Y = X_M \cdots X_2 V,
\]
(4.16)
where $X_i, i = 2, \ldots, M$ is a Ginibre matrix of size $(n + v_i) \times (n + v_{i-1})$ with $v_i \geq 0$. The $(n + v_i) \times n$ matrix $V$ is the left upper block of an $l \times l$ Haar distributed unitary matrix $U$ with $l \geq 2n + v_i$. It is known that the squared singular values of $V$ are distributed on $(0, 1)$ according to a Jacobi unitary ensemble; cf. [32].

By [37, Proposition 4.4], we have that the squared singular values of $Y$ form a determinantal process with the correlation kernel
\[
K_n(x, y) = \frac{1}{(2\pi i)^2} \int_{-1/2-i\infty}^{-1/2+i\infty} ds \int \prod_{j=0}^{M} \frac{\Gamma(s + v_j + 1)}{\Gamma(t + v_j + 1)} \frac{\Gamma(t - n + 1)}{\Gamma(t + n + \kappa)} \frac{x^t y^{s-t}}{s - t},
\]
(4.17)
where
\[
v_0 = 0, \quad \kappa := l + 1 - 2n > v_1,
\]
(4.18)
$\Sigma$ is a closed contour going around $0, 1, \ldots, n - 1$ in the positive direction and $Re t > -1/2$ for $t \in \Sigma$. To state the universal results for the correlation kernel, we need the following parametrization
\[
x_0 = \frac{(\sin((M+1)/(2)\varphi))_{(M+1)/2}}{(\sin((M-1)/2)\varphi))_{(M-1)/2}}, \quad 0 < \varphi < \frac{2\pi}{M+1},
\]
(4.19)
which is a one-to-one mapping from $(0, 2\pi/(M+1))$ to $(0, (M+1)/(2(M-1)_{(M-1)/2}))$; see [23].

**Theorem 4.2 (Bulk universality).** Let $K_n(x, y)$ be the correlation kernel defined in (4.17). For $x_0 \in (0, (M+1)/(M+1/2)/(2(M-1)_{(M-1)/2}))$, which is parametrized by $\varphi \in (0, 2\pi/(M+1))$ through (4.19), we have, with $M \geq 2$ and $v_1, \ldots, v_M, \kappa$ being fixed,
\[
\lim_{n \to \infty} \frac{e^{-\pi \xi \cot(\psi)/2}}{\rho(\psi)} K_n \left( n^{M-1} \left( x_0 + \frac{\xi}{n \rho(\varphi)} \right), n^{M-1} \left( x_0 + \frac{\eta}{n \rho(\varphi)} \right) \right) = K_{\text{sin}}(\xi, \eta)
\]
(4.20)
uniformly for $\xi$ and $\eta$ in any compact subset of $\mathbb{R}$, where the function $\rho$ is given by
\[
\rho(\varphi) = \frac{1}{\pi x_0} \left( \frac{\sin((M+1)/(2)\varphi))_{(M+1)/2}}{\sin((M-1)/2)\varphi))_{(M-1)/2} \right)^{1/2} \sin \frac{\varphi}{2},
\]
(4.21)
When the reference point \( x_0 \) is taken to be the right ending point, we have

**Theorem 4.3 (Soft edge universality).** With the correlation kernel \( K_n(x, y) \) defined in (4.17), we have, with \( v_1, \ldots, v_M, \kappa \) being fixed,

\[
\lim_{n \to \infty} \exp \left( n^{-1/3} \frac{(M + 1)^{1/2}}{(M - 1)^{1/6}} (\eta - \xi) \right) n^{M-5/3} c_2 K_n \left( n^{M-1} \left( x_\ast + \frac{c_2 \xi}{n^{2/3}} \right), n^{M-1} \left( x_\ast + \frac{c_2 \eta}{n^{2/3}} \right) \right) = K_{\lambda_1}(\xi, \eta)
\]  

(4.22)

uniformly for \( \xi \) and \( \eta \) in any compact subset of \( \mathbb{R} \), where

\[
x_\ast = \frac{(M + 1)^{(M+1)/2}}{2(M - 1)^{(M-1)/2}} \quad \text{and} \quad c_2 = \frac{(M + 1)^{(M+1)/2}}{2^{4/3} (M - 1)^{M/2-7/6}}.
\]  

(4.23)

**Sketched proofs of Theorems 4.2 and 4.3.** We scale the values of \( x \) and \( y \) in (4.17) such that

\[
x = n^{M-1} \left( x_0 + \frac{\xi}{\rho(\varphi)n} \right), \quad y = n^{M-1} \left( x_0 + \frac{\eta}{\rho(\varphi)n} \right)
\]  

(4.24)

in the bulk case or

\[
x = n^{M-1} \left( x_\ast + \frac{c_2 \xi}{n^{2/3}} \right), \quad y = n^{M-1} \left( x_\ast + \frac{c_2 \eta}{n^{2/3}} \right)
\]  

(4.25)

in the soft edge case, where \( \xi, \eta \in \mathbb{R} \). By using Stirling’s formula for gamma functions and the reflection formula, in the bulk case it follows that, for \( n \) large

\[
K_n(x, y) \sim \frac{n^{-M+1}}{(2\pi i)^2} \int_C ds \int_{\Sigma} dr \frac{\rho(\log n; x_0) - \hat{F}(0; x_0)}{s - t} \left( 1 + \frac{\xi}{nx_0} \right)^t \left( 1 + \frac{\eta}{nx_0} \right)^{-s} \times \left( x_0 + \frac{\eta}{\rho n} \right)^{-1} \exp \left\{ \sum_{j=0}^{M} \left( v_j + \frac{1}{2} \right) \log \frac{s}{t} - \left( \kappa - \frac{1}{2} \right) \log \frac{n + s}{n + t} - \frac{1}{2} \log \frac{s - n}{t - n} \right\}.
\]  

(4.26)

where the contours \( C \) and \( \Sigma \) depend on \( x_0 \) and

\[
\hat{F}(z; x_0) = (M + 1)(\log z - 1) - (1 + z)(\log(1 + z) - 1) - (z - 1)(\log(z - 1) - 1) - z \log x_0.
\]  

(4.27)

Since

\[
\hat{F}(z; x_0) = (M + 1) \log z - \log(1 + z) - \log(z - 1) - \log x_0,
\]  

(4.28)

the saddle point of \( F \) satisfies the algebraic equation

\[
z^{M+1} + x_0(1 - z^2) = 0.
\]  

(4.29)

One can find two explicit solutions of this equation with the help of (4.19), which are given by

\[
w_{\pm} = \left( \frac{\sin((M + 1)/2) \varphi}{\sin((M - 1)/2) \varphi} \right)^{1/2} e^{\pm i \varphi/2},
\]  

(4.30)

cf. [23]. The contours \( C \) and \( \Sigma \) are chosen to be

\[
C = \left\{ z \mid \Re \frac{z}{n} = \Re z_\pm = \left( \frac{\sin((M + 1)/2) \varphi}{\sin((M - 1)/2) \varphi} \right)^{1/2} \cos \frac{\varphi}{2} \right\},
\]  

(4.31)
and the deformation of
\[ \hat{\Sigma} = \left\{ z = \left( \frac{\sin((M + 1)/2)\phi)}{\sin((M - 1)/2)\phi)} \right)^{1/2} e^{i(\phi/2)} \mid -\frac{2\pi}{M + 1} \leq \phi \leq \frac{2\pi}{M + 1} \right\}, \] (4.32)

in manners similar to the construction of \( \Sigma \) based on \( \hat{\Sigma} \) that we described in Sections 3.1 and 2.2.

We then have \( \Re \hat{F}(z; x_0) \) defined in (4.27) attains its global maximum at \( z = w_\pm \) for \( nz \in C \) and its global minimum at \( z = w_\mp \) for \( z \in \hat{\Sigma} \). Thus, if \( x_0 \in (0, (M + 1)(M + 1)/2(2(M - 1)(M - 1)/2)) \), like (4.15),
\[ K_n(x, y) \sim \frac{n^{-M+1}}{2\pi i x_0} \int_{C} dz \int_{C} ds \frac{e^{i(F(uS;x_0)-F(x;\eta))}}{s-t} \left(1 + \frac{c_2\xi}{n^{2/3}x^s}\right)^{-s} \left(1 + \frac{c_2\eta}{n^{2/3}x^s}\right)^{-t} \]
\[ \times \left(x + \frac{c_2\eta}{n^{2/3}}\right)^{-1} \exp\left\{ \sum_{j=0}^{M} (v_j + \frac{1}{2}) \log \frac{s}{t} - \left(\kappa + \frac{1}{2}\right) \log \frac{n+s}{n+t} - \frac{1}{2} \log \frac{s-n}{t-n} \right\}, \] (4.35)

by the change of variables
\[ s = n\xi_0 + n^{2/3}(M - 1)^{2/2}^{-1/3}u, \quad t = n\eta_0 + n^{2/3}(M - 1)^{2/2}^{-1/3}v, \] (4.36)

and by the deformation of \( C \) and \( \Sigma \) such that they go through the vicinity of \( n\xi_0 \) in proper directions, we have
\[ K_n(x, y) \sim n^{-M+(5/3)c_2^{-1}} \left(1 + \frac{c_2\xi}{x^s n^{2/3}}\right)^{-n\xi_0} \left(1 + \frac{c_2\eta}{x^s n^{2/3}}\right)^{-n\eta_0} K_{d}(\xi, \eta). \] (4.37)

Thus (4.22) is proved. \( \square \)

**Remark 2.** By setting \( \xi = \eta = 0 \) in (4.5) and (4.20), the bulk limit also implies point-wise convergence of one-point correlation functions in the support of the limiting measure. The functions \( \rho(\varphi)'s \) in (4.5) and (4.20) are actually density functions of the limiting spectral distribution for the squared singular values under proper parametrizations. Similar result holds for products of Ginibre matrices; see Theorem 1.1. Thus we recover the limiting mean density results of the random matrix models discussed above, which were previously derived by the moment method of Stieltjes transforms; see e.g. [8,22]. However, the moment method has the advantage in the discovery of natural parametrizations like (1.13), (4.4) and (4.19) by combinatorial relations; see [14,23,29,41].
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