1. Introduction

The Kepler satellite delivered light curves (LCs) of thousands of pulsating stars and opened, with its unprecedented photometric accuracy and long sequences of continuous observations, a new window for asteroseismology. An asteroseismic modelling analysis requires accurate fundamental parameters of the stars that cannot be gathered from the single-band photometry of Kepler. We measured the radial velocities of both components from new high-resolution spectra using PHOEBE and compute the orbit using PHOEBE. We used the KOREL program to decompose the observed spectra into its components, and analysed the decomposed spectra to determine the atmospheric parameters. For this, we developed a new computer program for the normalisation KOREL of the decomposed spectra to determine the atmospheric parameters. For this, we developed a new computer program for the normalisation TEDCOR. We used the TEDCOR program to decompose the observed spectra into its components, and analysed the decomposed spectra to determine the atmospheric parameters. For this, we developed a new computer program for the normalisation KOREL of the decomposed spectra to determine the atmospheric parameters. For this, we developed a new computer program for the normalisation TEDCOR. We used the TEDCOR program to decompose the observed spectra into its components, and analysed the decomposed spectra to determine the atmospheric parameters. For this, we developed a new computer program for the normalisation TEDCOR.

Eclipsing binaries (EBs) are outstanding targets for determining the fundamental parameters of stars from a combined LC and spectroscopic analysis. KIC 10661783 is a short-period binary star that was found to be an EB by Pojmanski (1997). It was chosen by Southworth et al. (2011) (hereafter Paper I) as a target for detecting of pulsations in the component stars of EBs, and Kepler observations of both long and short cadence were obtained. These observations were augmented with SuperWASP photometry in order to precisely measure the orbital period of the system. The residual LC after subtracting the eclipse variability was subjected to a frequency analysis, revealing at least 68 frequencies of which 55 can be attributed to pulsation modes. The main frequency range lies between 18 and 31 d⁻¹, and the variability due to pulsations could be assigned to the primary component of the system.

In their modelling of the Kepler LC, the authors were able to define two possible solutions: that of a detached EB with a mass ratio of $q = 0.25$ and that of a semi-detached EB (secondary star filling its Roche lobe) with $q = 0.0626$. The latter option was preferred in light of preliminary spectroscopic measurements that favoured a low mass ratio. This implied that KIC 10661783 was a member of the class of ‘oEA’ stars (Mkrtichian et al. 2002, 2003): active Algol-type systems where the primary component shows δ Scuti-type pulsations. Moreover, it would be the oEA star with by far the richest pulsation spectrum detected until now. In the absence of radial velocity measurements, they were unable to measure the physical properties of the two stars.

The analysis of the Kepler LC of this short-period ($P \approx 1.2313622$ d) EB, after removing the pulsation signatures, encountered some problems. A reasonable fit to the data could only be obtained by assuming a higher albedo for the primary than physically expected and an unusually low mass ratio of $q = 0.0626$. Together with the short period, these properties would make KIC 10661783 a member of the subgroup of R CMa
stars among the Algol-type stars (see Varricatt & Ashok 1999 for a discussion, Budding & Butland 2011 for R CMa). The mass ratio is a critical piece of information when assessing whether the secondary component fills its critical Roche lobe (RL) or not, i.e. if the system is semi-detached or detached. It was derived in Paper I from the LC alone, and thus depended on the reliability of the model fit to the data.

In this paper we obtain and analyse new spectroscopic observations, which we use to improve the photometric model and to directly determine the absolute masses and radii of the components. We investigate the hypothesis that KIC 10661783 is a semi-detached system, and determine the effective temperatures and chemical abundances of the stars from analysis of the separated spectra of the components.

2. Observations

In 2010, we obtained 26 high-resolution spectra of KIC 10661783 in seven almost consecutive nights with the Coudé-échelle spectrograph on the 2-m telescope of the Thüringer Landessternwarte (TLS) Tautenburg, Germany, and 59 spectra in 11 consecutive nights with the HERMES spectrograph (Raskin et al. 2011) at the 1.25-m Mercator telescope at La Palma, Spain. Table 1 gives the journal of observations.

The TLS spectra have a resolving power of 64 000 and cover the wavelength range 4700–7400 Å. The exposure time was 30 min and the spectra have a signal-to-noise ratio (SN) of 90 on average. The HERMES spectra have a resolving power of 85 000 and cover 3740–9000 Å. The exposure time was 40 min and the mean SN was 130. The higher SN obtained with the HERMES spectrograph is due to its higher efficiency and the effective temperatures and chemical abundances of the stars from analysis of the separated spectra of the components.

| TLS date | N | HERMES date | N | HERMES date | N |
|----------|---|-------------|---|-------------|---|
| 07/10    | 5 | 07/16       | 4 | 07/22       | 6 |
| 07/11    | 2 | 07/18       | 4 | 07/23       | 5 |
| 07/13    | 3 | 07/19       | 6 | 07/24       | 5 |
| 07/15    | 2 |             |   | 07/25       | 6 |

3.1. Radial velocities and atmospheric parameters

In this first approach, we ignored the faint contribution of the secondary component to the composite spectra. RVs were measured from the composite spectra by cross-correlation in two steps. In the first step, we determined the RVs to build a mean spectrum from the observed ones. We started with one arbitrary spectrum of reasonably high SN as the template and determined the RVs on a relative scale. Then we shifted all the observed spectra according to the measured RVs, co-added them and repeated the RV measurement using the averaged, mean spectrum as the template. After an iteration, we fitted the averaged spectrum by synthetic spectra calculated on a grid of atmospheric parameters and determined the RVs from cross-correlation of the observed spectra with the best-fitting synthetic spectrum on an absolute scale. The synthetic spectra were calculated with SYNTRV (Tsymbal 1996) based on model atmospheres computed with LLMODELS (Shulyak et al. 2004). The line tables were taken from the VALD data base (Kupka et al. 2000). The fitting procedure was described in detail in Lehmann et al. (2011). Finally, we repeated the procedure with the new, synthetic template, iteratively improving the RVs as well as the mean spectrum of KIC 10661783.

From the final mean spectrum, we determined the atmospheric parameters listed in Table 2. Although these results have been derived from the composite spectrum of the binary, they are good first estimates of the stellar parameters of the primary star because the secondary star contributes only a small fraction of the light in the spectrum (see Sect. 4).

3.2. Orbital solution

We used the method of differential corrections to the orbital elements (Schlesinger 1910; Sterne 1941) to determine the orbit of the primary component from the observed composite spectra. After deriving the solution from the complete data set, we fixed the obtained parameters and calculated the O-C residuals for the TLS and HERMES RVs separately. The difference between the two data sets is 1.615 km s⁻¹ and we added this value to the HERMES RVs to calculate the final orbital solutions. Including all the RVs and allowing for an eccentric orbit, we obtain an eccentricity of e = 0.036 ± 0.001 from all RVs and 0.016 ± 0.006 if we omit the RVs around primary eclipse. No significant non-circularity could be found after also rejecting all spectra near to secondary eclipse. From now on we assume a circular orbit for this close binary system and fix the orbital period to the value of 1.23136220 d obtained in Paper I. This value is two orders of magnitude more precise than that which can be determined from our spectroscopic observations. Fig. 1 shows the RVs folded with the orbital period. In the O-C residuals (Fig. 2) we clearly see the Rossiter-McLaughlin effect (Rossiter 1924; McLaughlin 1924) around Min I. This will be discussed in Sect. 4.4, based

Table 1. Number N of spectra obtained in different nights in 2010.

| Date       | TLS N | HERMES date | N | HERMES date | N |
|------------|-------|-------------|---|-------------|---|
| 07/10      | 5     | 07/16       | 4 |             |   |
| 07/11      | 2     | 07/18       | 4 |             |   |
| 07/13      | 3     | 07/19       | 6 |             |   |
| 07/15      | 2     |             |   | 07/25       | 6 |

Table 2. Atmospheric parameters derived from the mean composite spectrum of KIC 10661783.

| Parameter   | Value       |
|-------------|-------------|
| $T_{\text{eff}}$ | 7 664 ± 49  |
| $\log g$    | 3.45 ± 0.18 |
| [M/H]       | −0.36 ± 0.06|
| $v \sin i$  | 80.6 ± 0.7  |
| $\zeta_{\text{turb}}$ | 2.9 ± 0.2 |

standard evolutionary scenario for Algol systems) as the primary star and the low-mass companion (the donor) as the secondary star.
Fig. 1. RVs of the primary component measured from TLS (squares) and HERMES (crosses) spectra folded with the orbital period. The solid curve is based on the parameters listed in Table 5. Phase zero corresponds to Min I.

Fig. 2. The O-C residuals of the fit in Fig. 1, indicating the presence of the Rossiter-McLaughlin effect during primary eclipse.

on the analysis of the individual components. The resulting orbital parameters are listed in Table 5 given in Sect. 4.5 and will be discussed there. The quoted errorbars are formal 1σ limits computed from the inverse matrix of the least squares problem of the differential-correction approach.

We used the PERIOD04 program (Lenz & Breger 2004)) to search the O-C residuals of the spectroscopic orbital solution for periodic variations. No significant contributions could be found up to the Nyquist frequency of 8.37 c d⁻¹.

4. Investigation of both components

4.1. The impact of the secondary star

For a visual search for the lines of the secondary, we arranged all spectra in a two-dimensional frame (Fig. 3), averaging them into 30 orbital phase bins. The impact of the secondary star could be only detected in a few iron lines. It is most prominent (although still very faint) in the FeII 4957 Å line. Fig. 3 shows this line where the central line depth is about 13% for the primary and about 2% for the secondary. The lines of the secondary could only be found in the HERMES spectra, which have a higher SN than the TLS spectra.

4.2. Decomposing the spectra with KOREL

We used the Fourier-based KOREL program (Hadrava 1995, 2006) to decompose the spectrum of KIC 10661783. It delivers the decomposed spectra normalised to the common continuum of the composite input spectrum, together with the optimised orbital elements. In the case of light variability like in EBs, one can also calculate variable line strengths (mean over all included lines) for both components separately.

One problem in applying the KOREL program is that the zero frequency mode in the Fourier domain is unstable and cannot be determined from the Doppler shifts alone. This effect gives rise to low-frequency undulations in the continuum of the decomposed spectra and can prevent an accurate determination of the local continuum. We therefore followed the procedure discussed by Hensberge et al. (2008), which shows that inherent light variations can stabilise the separation of the stellar components in the KOREL method, and allowed for variable line strengths in the KOREL solutions. In this way, the degeneracy in the determination of the local continuum should be lifted by the variation of the light ratio. However, we were surprised by our first analysis, that resulted in two identical decomposed spectra. The calculated line strengths of both components were extraordinarily strong at some single epochs close to the eclipses and very weak over all other phases. We assume that most of the spectra were included with zero weight into the calculations. One reason that the variable weighting of spectra failed could be, besides the faintness of the second component, the strong Rossiter-McLaughlin effect during primary eclipse. It deforms the lines of the primary during the eclipse (see Sect. 4.4) which is not taken into account by KOREL.

In a second attempt, excluding the eclipse phases and using constant line strengths, we ended up with a reliable solution. We used the HERMES spectra only, starting with the iron line shown in Fig. 3, and expanded the wavelength range we used up to a limit where we obtained the smallest scatter of the RVs of both components. From this region, 4900–5193 Å, we calculated the elements listed in Table 5 and used them as fixed parameters for the spectral disentangling that we performed on a wider spectral range. Because the continuum calculated during the normalisation of the observed spectra is very uncertain at the blue edge of the spectra, we restricted the wavelength range for the spectral disentangling to λ > 4000 Å.

As noted above, KOREL introduces undulations in the calculated continuum of the decomposed spectra. To overcome this problem, we split the spectra into overlapping wavelength bins of 50 Å width, with wider bins for the Balmer lines, and corrected the continuum of each of the resulting decomposed parts using spline functions. The final decomposed and corrected spectra were then built by merging all the short, decomposed regions and averaging the overlapping parts. It can be seen from Fig. 4 that the resulting spectra do not suffer from any continuum undulations.

One remaining problem is the low accuracy of the calculated continuum in the region of the broad Balmer lines of the primary, where we had to use larger wavelength regions for the disentangling. The problem is not as serious for the secondary component because the Balmer lines of the cooler star are much nar-
continuum flux ratio in detail in Appendix A. For the wavelength dependence of the introduced by Lehmann & Tkachenko (2012), which is described in Pavlovski & Hensberge (2005). We used the approach in Sect. 3.1 but extended our program by including the computation of the wavelength-dependent flux ratio between the components, which is needed to normalise the computation of the wavelength-dependent flux ratio between the components, which is needed to normalise the output spectra. A similar and more sophisticated method was described in Pavlovski & Hensberge (2005). We used the approach introduced by Lehmann & Tkachenko (2012), which is described in detail in Appendix A. For the wavelength dependence of the continuum flux ratio $f = F_2/(F_1 + F_2)$, we used the linear approach:

$$f = f_0 + f_1 \frac{\lambda - \lambda_0}{\lambda_0} \quad \tag{1}$$

In a first step, we determined $T_{\text{eff}}, [M/H]$, and $v \sin i$ together with the flux ratio and continuum corrections. Because of the observed ambiguity between $\log g$ and the other parameters we fixed $\log g$ of the components to the values derived from the combined LC and RV analysis after iteration (see Table 7 in Sect. 5). Then we renormalised the decomposed spectra according to the derived flux ratio, applying the continuum corrections as described in Appendix A, and analysed the renormalised spectra separately. Starting with the abundances of all elements scaled to the derived [M/H], we determined the optimised abundances of each element step by step, including only those elements where significant contributions could be found in the wavelength range under consideration. We did not try to adjust the helium abundance because we do not observe any He lines in this region. For the cooler secondary star, we included molecules in the spectral line tables and were therefore able to determine its carbon abundance by fitting the CH bands.

Table 3 lists the determined abundances. The uncertainties were calculated from the hypersurface of the $\chi^2$ values of all grid points in $T_{\text{eff}}, v \sin i$, and the abundance of the correspond-

4.3. Analysis of the decomposed spectra

For analysis of the decomposed spectra, we used the same approach as in Sect. 3.1 but extended our program by including the computation of the wavelength-dependent flux ratio between the components, which is needed to normalise the KOREL output spectra. A similar and more sophisticated method was described in Pavlovski & Hensberge (2005). We used the approach introduced by Lehmann & Tkachenko (2012), which is described in detail in Appendix A. For the wavelength dependence of the continuum flux ratio $f = F_2/(F_1 + F_2)$, we used the linear approach:

$$f = f_0 + f_1 \frac{\lambda - \lambda_0}{\lambda_0} \quad \tag{1}$$

In a first step, we determined $T_{\text{eff}}, [M/H]$, and $v \sin i$ together with the flux ratio and continuum corrections. Because of the observed ambiguity between $\log g$ and the other parameters we fixed $\log g$ of the components to the values derived from the combined LC and RV analysis after iteration (see Table 7 in Sect. 5). Then we renormalised the decomposed spectra according to the derived flux ratio, applying the continuum corrections as described in Appendix A, and analysed the renormalised spectra separately. Starting with the abundances of all elements scaled to the derived [M/H], we determined the optimised abundances of each element step by step, including only those elements where significant contributions could be found in the wavelength range under consideration. We did not try to adjust the helium abundance because we do not observe any He lines in this region. For the cooler secondary star, we included molecules in the spectral line tables and were therefore able to determine its carbon abundance by fitting the CH bands.

Table 3 lists the determined abundances. The uncertainties were calculated from the hypersurface of the $\chi^2$ values of all grid points in $T_{\text{eff}}, v \sin i$, and the abundance of the correspond-

---

Table 3. Elemental abundances of the primary ($A_1$) and the secondary ($A_2$) compared to the Sun and their 1σ errors. Solar values are given below the element designations.

| Element | C | N | O | Mg | Si | Ca | Sc | Ti | V | Cr | Mn | Fe | Ni |
|---------|---|---|---|----|----|----|----|----|---|----|----|----|----|
| $A_1$   | −3.65 | −4.26 | −3.38 | −4.51 | −4.53 | −5.73 | −8.99 | −7.14 | −8.04 | −6.40 | −6.65 | −4.59 | −5.81 |
| $\sigma_{A_1}$ | 0.28 | 0.34 | 0.50 | 0.22 | 0.44 | 0.25 | 0.43 | 0.14 | 0.33 | 0.17 | 0.07 | 0.33 |
| $A_2$   | −0.79 | −0.35 | −0.35 | −0.19 | −0.19 | −0.19 | −0.19 | −0.19 | −0.19 | −0.19 | −0.19 | −0.19 | −0.19 |
| $\sigma_{A_2}$ | 0.25 | −0.29 | −0.29 | 0.44 | 0.25 | 0.43 | 0.14 | 0.33 | 0.17 | 0.07 | 0.33 | 0.17 | 0.07 |

---

Fig. 4. The decomposed spectra of the primary and secondary components. The latter is shifted upwards by 0.05 for clarity.

Fig. 5. Comparison of the decomposed H$\beta$ line profiles of the primary component obtained with CRES (black) and with KOREL (red).

Fig. 6. Chemical abundances of the primary (crosses) and the secondary (open circles) components, relative to solar. Chemical elements are sorted by their atomic numbers. The dashed and dotted lines show the weighted mean for the primary and secondary stars, respectively.

---
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ing element (see Lehmann et al. 2011) and include possible correlations between these parameters.

Fig. 6 shows the abundances with their 1σ error bars. The dashed and dotted lines show the weighted means calculated from all elements except for N for the primary and C for the secondary. It can be seen that the abundances of all other elements agree with the weighted mean to within 1σ. We conclude that N is strongly overabundant in the primary and C is underabundant in the secondary star.

Table 4 lists the derived atmospheric parameters where [Fe/H] is taken from Table 3 and [M/H] represents the mentioned weighted mean. In the lower part of Table 4, we list the coefficients of the flux ratio function as defined in Eq. 1.

4.4. Orbital solution with TODCOR

The KOREL code determines the orbit directly from the observed composite spectra. The RVs calculated with KOREL are not independent measurements, but represent the shifts applied to the spectra. They are optimised together with the orbital elements assuming Keplerian motion. An additional aspect of the KOREL solution is that the spectra close to primary minimum had to be excluded from the calculations. We therefore used the TODCOR program (Mazeh & Zucker 1992, 1994; Zucker & Mazeh 1994) together with the HERMES spectra of KIC 10661783 to obtain independent measurements of the RVs of both components.

We applied an implementation of TODCOR that is able to determine the RVs from composite spectra together with the flux ratio between the components. We used two synthetic template spectra, calculated for the $T_{\text{eff}}$, $\log g$, and $v \sin i$ listed in Table 4. The resulting RVs of the primary were unsatisfactory, because we could not find any sign of the Rossiter-McLaughlin effect (RME), despite this being clearly discernable in the RVs that we could not find any sign of the Rossiter-McLaughlin effect (RME), despite this being clearly discernable in the RVs that we obtained from cross-correlation (see Fig. 2).

Considering the RME, we must be aware that we are dealing with two different types of velocity. One type is the classical RV, defined as the velocity component of the centre of mass of the star along the line of sight. For binary stars this is due to Keplerian motion, and can easily be measured from cross-correlation or line profile fitting when the lines are symmetrically broadened by rotation. The symmetry is lifted during the eclipses and the observed spectrum results from the line profiles emerging from single surface points, each RV-shifted by rotation according to its position on the stellar disc, integrated over the visible, non-eclipsed part of this disc. What we call RV in this case strongly depends on how the positions of the resulting asymmetric lines are measured. Next, we wanted to estimate the expected amplitude of the RME for KIC 10661783, and the degree of asymmetry of the line profiles caused by the RME.

Ohta et al. (2005) developed analytical formulae to estimate the amplitude of the RME for transiting planets. These formulae are only valid for the case that the radius of the planet is much smaller than that of its host star. Instead, we used a simple model consisting of a rotating star eclipsed by a dark disc moving across the disc of the star at a latitude corresponding to the derived orbital inclination and separation of KIC 10661783 (see Table 7). We divided the stellar disc into 100 by 100 surface elements. For each of these elements we computed the emerging line profile assuming Gaussians for the intrinsic profiles, shifted in RV by rotation. The intensity was scaled according to a linear limb darkening law. All parameters (separation, inclination, radii, and $v \sin i$) were adjusted to our final measurements of these values (Tables 5 and 7). Fig. 7 shows the profiles obtained from an integration across the visible, un eclipsed disc. We define the eclipse phase to be $-0.5$ at the beginning and $+0.5$ at the end of the eclipse. It can be seen that the impact of the RME on the line profiles causes a shift of the line centre (or centre of gravity) in wavelength (or RV) which is due to the varying shape of the profiles. The lines get highly asymmetric during ingress and egress and the star shows a double-peaked profile at the centre of the (partial) eclipse. The RVs shown in the right panel of Fig. 7 are computed from the centres of gravity of the profiles. Thus, we expect an amplitude in RV of the order of $10$ km s$^{-1}$ and a varying effective line width having minima during ingress and egress of primary eclipse and a maximum at its centre.

To account for the latter effect, we computed the RVs with TODCOR in a second step from each spectrum by using different $v \sin i$ values for each component and optimising the $v \sin i$ by maximising the correlation coefficient. The results are shown in Figures 8 to 10. We used a grid of synthetic spectra with a 1 km s$^{-1}$ step width in $v \sin i$. The optimum values for the primary component are shown in the lower panel of Fig. 8. Outside the primary eclipse we see a small scatter that increases around secondary minimum. The behaviour during primary minimum is exactly as expected and described above. The behaviour during secondary eclipse appears to be an artefact, due to line-blending effects between the two components and the fact that TODCOR searches for a second component even when the eclipse is total. For the computation of the RVs we have set the $v \sin i$ of the primary star outside primary eclipse to the mean value of 74.5 km s$^{-1}$. This value is slightly lower than the value of $79 \pm 4$ km s$^{-1}$ obtained from the analysis of the decomposed
effects. We used different weights for the RVs of the primary component obtained in this way show pure scatter of about ±2 km s\(^{-1}\). For the final calculations, we fixed them to the mean value of 38 km s\(^{-1}\) that is distinctly lower than the value of 48±3 km s\(^{-1}\) following from the spectral analysis. A discussion of this result is given in the next two sections.

Figure 8 shows, in its upper part, the flux ratio obtained versus orbital phase. Its value outside the eclipses is slightly lower than the value of 0.063 obtained from spectrum analysis (Sect. 4.3). It can be seen that the program recognises the increase of the flux ratio during primary eclipse and a decrease during secondary eclipse. For the computation of the RVs, we set the flux ratio for the central part of the secondary eclipse to zero since it is a total eclipse.

Figures 9 and 10 show the obtained RVs folded on the orbital period. Values very close to the systemic velocity \(\gamma\), the RV semi-amplitudes of the components \(K_{1,2}\), the mass ratio \(q\), the orbital separation \(a\), and the inclination \(i\) derived with different methods. Orbital period and time of primary minimum were fixed to the photometric values of 1.2313622 d and 245 506 5.77701, respectively. Values that were not directly measured but were derived are given in parentheses. The fitting of the RME with PHOEBE also allowed us to compute, based on the measured \(v \sin i\), the values of orbital separation and inclination. The result is in good agreement with the orbital solution obtained from the light curve analysis.

### 4.5. Comparison of the different solutions

The RVs determined via cross-correlation can only give the RV semi-amplitude, \(K_1\), of the primary component. Since we neglected the impact of the secondary on the composite spectra, the derived \(K_1\) will slightly differ from the true value. Thus, the results have been only used to obtain the mean composite spectrum for a first analysis.

The orbital solution determined with KOREL was derived by fitting the orbital parameters simultaneously with the optimum shifts (formal RVs). TODCOR also uses the composite spectra but determines the RVs of the single stars by cross-correlating the observed spectra with two different synthetic templates in a two-dimensional plane. The orbital elements derived with TODCOR show the smallest uncertainties. Whereas the uncertainties in \(K_1\) obtained from KOREL and TODCOR are of the same order,

|          | \(\gamma\) (km s\(^{-1}\)) | \(K_1\) (km s\(^{-1}\)) | \(K_2\) (km s\(^{-1}\)) | \(q\) | \(a\) (\(R_\odot\)) | \(i\) (°) |
|----------|-----------------|-----------------|-----------------|------|-----------------|------|
| CCF      | \(-39.45 ± 0.80\) | \(20.66 ± 0.18\) | \(-\) | \(-\) | \(-\) | \(-\) |
| KOREL    | \(-\)           | \(21.44 ± 0.21\) | \(235.9 ± 5.3\) | \(0.0909 ± 0.0011\) | \(6.31 ± 0.14\) | \(-\) |
| TODCOR   | \(-41.04 ± 0.10\) | \(21.67 ± 0.18\) | \(237.9 ± 1.1\) | \(0.09109 ± 0.00065\) | \(6.370 ± 0.026\) | \(82.3 ± 1.3\) |
| WD2004   | \(-\)           | \(-\)            | \(-\)           | \(0.09109\) fixed | \(6.375 ± 0.027\) | \(82.39 ± 0.23\) |
the KOREL uncertainty in $K_2$ is an order of magnitude higher. We assume that the low accuracy of $K_2$ derived with KOREL also influences the determination of $K_1$ and adopt the orbital parameters that are based on the TODCOR RVs as the final ones.

We used TODCOR mainly to derive the RVs of the components. Using optimised line widths, TODCOR only fails to compute correct RVs for the primary star at the centre of primary minimum, where line blending effects between both components occur and the spectral lines of the primary component are distorted by the RME. Although we notice that the line widths and flux ratio during primary eclipse are adequate, we do not trust the absolute values delivered by TODCOR. Firstly, the flux ratio during primary eclipse is much too high compared to the eclipse depth (and should be zero during secondary eclipse). From the light curve (Fig. 14) we expect an increase of the flux ratio by a factor of about 1.26, whereas TODCOR (Fig. 8) yields more than twice the flux ratio outside the eclipses. Secondly, the $v \sin i$ derived from spectral analysis is more reliable because it exactly corresponds to the case of synchronised rotation.

4.6. LSD profiles

To prove that the spectral disentangling delivered correct results and the $v \sin i$ obtained from spectrum analysis give the accurate values, we analysed the observed instead of the decomposed spectra. To enhance the SN, we applied the least squares deconvolution (LSD) technique (Donati et al. 1997; Donati & Collier Cameron 1997) to each of the observed spectra in the range 4910–5670 Å (a region redwards of H$\beta$ with many metallic lines). LSD computes high-precision average line profiles from all lines in a spectrum, as shown in the left panel of Fig. 11. We selected 23 spectra taken at orbital phases of largest RV separation. The computed LSD profiles were shifted according to the orbital RVs of the primary and co-added to get the mean LSD profile of the primary component. The secondary was treated analogously. Figures 12 and 13 show the comparison of the observed mean profiles with synthetic LSD profiles computed from our atmospheric model (Table 2) for different $v \sin i$. It can be seen that the $v \sin i$ of 79 km s$^{-1}$ of the primary and 48 km s$^{-1}$ of the secondary derived from the analysis of the decomposed spectra fit the observed profiles very well. In particular, we can rule out the $v \sin i$ of 38 km s$^{-1}$ corresponding to the mean value from TODCOR.

The right panel of Fig. 11 shows the differential spectra after subtracting the best-fitting synthetic LSD profile from the observed ones (profiles observed during primary minimum are removed). The vertical axis gives the number of the observing night in a running order. It can be seen that the scatter in the range of the line profiles is distinctly larger than in the continuum regions and it can be assumed that the differential spectra
show intrinsic signals from high-degree \( l \) modes of non-radial pulsations. The investigation of this effect is beyond the scope of the current paper.

5. Combined photometric-spectroscopic analysis

In Paper I we found two good solutions to the LC, one with a detached configuration and a mass ratio of \( q = 0.25 \) and one with a semi-detached nature and \( q = 0.0626 \). We rejected the former on the basis of the spectroscopic evidence existing at the time which favoured the smaller \( q \), finding therefore that KIC 10661783 was an Algol system. Now we have a reliable \( q \) from extensive spectroscopy it is apposite to revisit the light curve analysis. The spectroscopic \( q = 0.09109 \) is indeed rather different from either \( q = 0 \) and the other three coefficients were fixed to values obtained from interpolation within the tables of van Hamme (1993). This material is identical to that considered in section 5 in Paper I.

We modelled the Kepler short-cadence LC from Quarter 2.3, after removal of the pulsations. The data were converted to orbital phase and binned into 230 normal points. The bin sizes were chosen to be 0.002 phase units during eclipse and 0.02 outside eclipse, in order to adequately sample the eclipse shapes whilst limiting the computation time for individual solutions. This material is identical to that considered in section 5 in Paper I, and the scatter of the data is dominated by imperfectly removed pulsations, not by Poisson noise. For the modelling process we adopted the 2004 version of the Wilson-Devinney (WD) code (Wilson & Devinney 1971; Wilson 1979), accessed via the JKTWD wrapper (Paper I) and hereafter called WD2004.

Our immediate conclusion was that fixing \( q = 0.09109 \) destroys the quality of the fit under the assumption of a semi-detached configuration. This mass ratio causes the secondary star to be too large to match the data, and the rms of the residuals around the best fit changes from 0.4 mmag to 10 mmag. We therefore reconsidered the possibility that the system is actually detached, thus removing the requirement for the secondary star to fill its Roche lobe. This led to an acceptable fit to the LC, with parameters which are nevertheless very close to those found in Paper I.

Table 6 gives a summary of all control and fixed parameters. For our final solutions we used mode 2 in WD2004, which corresponds to a detached configuration with the light contributions of the two stars governed by their radii and \( T_{\text{eff}} \). We fixed the \( T_{\text{eff}} \) of star A to 7764 K as determined from spectral analysis and included the \( T_{\text{eff}} \) of star B as a fitted parameter. The \( R_p \) passband is not implemented in WD2004, but this does not present a problem as we are studying single-band data. Solutions were calculated using the Johnson \( V \), \( R \) and \( I \) and Cousins \( R \) and \( I \) passbands, allowing us to verify that this mismatch between passbands is unimportant. This also helped us to explore the intrinsic precision of the solution by comparing multiple alternatives with slightly different starting assumptions. The solutions for the \( V \) and \( R \) passbands yield \( T_{\text{eff}} \)s for star B in very good agreement with the spectroscopic value found above.

Use of the detailed treatment of reflection in WD2004 had a negligible effect on the results. We nevertheless adopted the detailed treatment as it is physically more realistic. The mass ratio was fixed at 0.09109 and a circular orbit was assumed. The attempt to include the rotational parameters \( F_1 \) and \( F_2 \) as fitted parameters led to unphysical results. They were fixed to values of 0.756 and 1.039 as found below, where a value of 1.0 means the star is rotating synchronously with the orbital motion.

Limb darkening was incorporated using the square-root law; the linear limb darkening coefficient (LDC) for star A was fitted and the other three coefficients were fixed to values obtained from interpolation within the tables of van Hamme (1993). This approach was based on preliminary fits which showed that there is insufficient information in the LC to fit for the coefficients

| Parameter | WD2004 | Value |
|-----------|--------|-------|
| Control and fixed parameters: |
| WD2004 operation mode | MODE | 2 |
| Treatment of reflection | MREF | 2 (detailed) |
| Number of reflections | NREF | 2 |
| Limb darkening law | LD | 3 (sqrt) |
| Numerical grid size (normal) | N1, N2 | 60, 50 |
| Numerical grid size (coarse) | N1L, N2L | 40, 30 |
| Fixed parameters: |
| Mass ratio | RM | 0.09109 |
| \( T_{\text{eff}} \) star A (K) | TAVH | 7764 |
| Rotation rate for star A | F1 | 0.756 |
| Rotation rate for star B | F2 | 1.039 |
| Gravity darkening exponents | GR1, GR2 | 1.0 |
| Bolometric linear LDC for star A | XBOL1 | 0.255 |
| Bolometric nonlinear LDC star A | YBOL1 | 0.480 |
| Bolometric linear LDC for star B | XBOL2 | 0.155 |
| Bolometric nonlinear LDC star B | YBOL2 | 0.599 |
| Passband nonlinear LDC for star A | Y1A | 0.062 |
| Passband linear LDC for star B | X2A | 0.600 |
| Passband nonlinear LDC for star B | Y2A | 0.677 |
| Third light | EL3 | 0.0 |
| Orbital eccentricity | E | 0.0 |
| Phase shift | PSHIFT | 0.0 |
| Physical properties: |
| Mass of star A \( (M_\odot) \) | 2.100 ± 0.028 |
| Mass of star B \( (M_\odot) \) | 0.193 ± 0.0025 |
| Radius of star A \( (R_\odot) \) | 2.575 ± 0.015 |
| Radius of star B \( (R_\odot) \) | 1.124 ± 0.019 |
| Surface gravity star A \( (\log g) \) | 3.938 ± 0.004 |
| Surface gravity star B \( (\log g) \) | 3.618 ± 0.015 |
| Orbital semimajor axis \( (a) \) | 6.375 ± 0.027 |
| \( \log(\text{Luminosity} / L_\odot) \) | 1.335 ± 0.013 |
| \( \log(\text{Luminosity} / L_\odot) \) | 0.161 ± 0.026 |
| \( M_{\text{bol}} \) star A (mag) | 1.412 ± 0.033 |
| \( M_{\text{bol}} \) star B (mag) | 4.346 ± 0.064 |
which we fixed, and on past experience which showed that the two coefficients for one star are highly correlated (e.g. Southworth et al. 2007). The other fitted parameters were the orbital inclination, the potentials of the two stars, and the passband-specific light from star A.

The values of the gravity darkening exponents do not have a significant effect on the geometric parameters of the fit so they were fixed to 1.0. The albedos were included as fitted parameters, and a large value for star A is required to fit the data. This situation was noted in Paper I and implies that wd2004 is slightly struggling to fit data of such high quality as we have here. The albedos are strongly correlated with the gravity darkening exponents; including the gravity darkening exponents as fitted parameters yields lower values for the albedos but unreasonable values for the gravity darkening exponents. We interpret this as a limitation of the radiative physics included in the wd2004 model.

The final results of the modelling process are given in Table 7. We have assigned an errorbar to each fitted parameter based on the variation of its value between the many acceptable solutions obtained throughout the modelling process. These errorbars are in all cases significantly larger than the formal errors returned by wd2004, which are based on the covariance matrix. Past experience shows that the formal errors are optimistic, at least in part because they neglect correlations between parameters (Paper I, Pavlovski et al. 2009; Tkachenko et al. 2012).

The vital results from this section are the conclusion that KIC 10661783 is a detached binary system, and the measurement of three photometric parameters from its LC. These three parameters are the orbital inclination and the fractional radii of the two stars (i.e. the absolute radii divided by the orbital semi-major axis). The best fit to the data is shown in Fig. 14.

The physical properties of the system follow from the spectroscopic and photometric quantities determined above. We have calculated the physical properties from the velocity semi-amplitudes, effective temperatures and fractional radii of the two stars, and the orbital inclination of the system. This was done with the ABSDIM code (Southworth et al. 2005) and using the set of physical constants tabulated by Southworth (2011). Uncertainties were propagated within this code by a perturbation approach.

6. The Roche geometry of the system

In Paper I it was suspected that KIC 10661783 is a semi-detached system and could be an oEA star. Using the newly determined mass ratio, we now find that its light curve can be modelled in a satisfactory way only if we adopt a detached configuration. We now confirm this finding directly from the Roche model, and exclude signs of activity in the system by examining spectra taken at different orbital phases.

In the Roche model and under the assumption of centrally condensed stars and aligned rotational axes, the Roche lobe filling factor only depends on the mass ratio and separation of the stars, and on their radii and synchronisation factors. We calculated the Roche potential of the binary according to the formulae given in Appendix B. From the determined radii and \( v \sin i \) we obtain synchronisation factors \( s = P_{\text{orb}}/P_{\text{rot}} \) of \( s_1 = 0.756 \pm 0.038 \) and \( s_2 = 1.039 \pm 0.067 \) for the primary and secondary component, respectively. The rotation of the secondary is consistent with synchronous whereas the primary rotates with a significantly subsynchronous velocity. Fig. 15 shows a cut through the equipotential surfaces of the Roche potential in the x-y (orbital) plane for the case of synchronous rotation of the secondary. All axes are in units of the separation, and the inner Lagrangian point \( L_1 \) and the substellar surface point of the secondary \( P_2 \) are marked. It can be seen that the secondary does not fill its Roche lobe (RL). The filling factor, defined as the ratio of \( P_2 \) to \( L_1 \), is 0.72. Even if we vary all input values, i.e. \( q, \alpha, R_1, R_2 \), and \( s_1 \) within their 1\( \sigma \) error limits, we get a filling factor not larger than 0.84. We therefore reaffirm our conclusion that the system is detached.

Kondo (1989) suggested, from extensive observations with the IUE satellite, that gas flows are present in almost all close binaries, even when the evolved star does not seem to fill its critical RL (see also Olson & Etzel 1993). To check for possible signs of activity, we did one further test using the SHELLSPEC code (Southworth et al. 2005) and using the set of physical constants tabulated by Southworth (2011). Uncertainties were propagated within this code by a perturbation approach.
are very well fitted by those computed with SHELLSPEC. Fig. 16 shows that the observed profiles corresponding bin. In the result, each bin represents between the spectra whenever more than one spectrum falls into the result.

Table 5. Then we divided the orbit into 25 phase bins and coadded based on the parameters listed in Table 4 and the last column of Table 5. Then we divided the orbit into 25 phase bins and coadded the spectra using two optimised synthetic spectra. It also accounts for the Roche geometry of close binaries. We used the program (Budaj & Richards 2004; Budaj et al. 2005) in its modified version SHELLSPEC07_INVERSE (Tkachenko et al. 2009). The program is able to fit the line profiles from a time series of composite spectra using two optimised synthetic spectra. It also accounts for the Roche geometry of close binaries. We used the program to compute synthetic profiles of the Fe II 4957 Å line based on the parameters listed in Table 4 and the last column of Table 5. Then we divided the orbit into 25 phase bins and coadded the spectra whenever more than one spectrum falls into the corresponding bin. In the result, each bin represents between one and four spectra. Fig. 16 shows that the observed profiles are very well fitted by those computed with SHELLSPEC, except for the spectrum at the bottom. The reason for the discrepancy very near to primary eclipse is that the line profiles change too rapidly in shape at this phase to be averaged over the bin size used. Fig. 17 shows the fit of the single observed profiles around primary eclipse and it can be seen that also here our model works well. The SHELLSPEC program allows the O-C residuals to be inspected for mass-transfer effects like gas streams or an accretion disc, or remnants of past activity like an inhomogeneous distribution of dense circumbinary matter typical for semi-detached (Algol-type) systems. None of these effects could be found here: the two-dimensional (wavelength versus orbital phase) O-C distribution (see Tkachenko et al. 2009, 2010) is totally flat. Moreover, the almost perfect fit of the line profiles during primary eclipse (Fig. 17) confirms our assumption that the rotation axis is aligned with the orbital axis (the question of spin-orbit alignment was recently raised due to new observations of the detached EB AS Cam, (see Pavlovski et al. 2011; Albrecht et al. 2009).

7. Discussion

Evolution. Although we actually observe a detached system it is clear that the secondary component, with a mass of $0.2M_\odot$, a radius of $1.1R_\odot$ and a $T_{\text{eff}}$ of 6000 K, can only result from mass loss in the past. Compared to “typical” Algol-type systems, KIC 10661783 has a short orbital period, a very low mass ratio and a primary star (the former mass-gainer) which rotates subsynchronous. There is a small group of stars that is characterised by the combination of short period, low mass ratio, oversized secondary and overluminous components. The stars have been frequently discussed as the subgroup of the R CMa stars, although this subgroup is regarded skeptically because of the inaccuracies of many of the assigned parameter values at the time it was established (see Varricatt & Ashok 1999 for a discussion and Budding & Butland 2011 for R CMa). Such binaries are thought to develop according to the so-called case B scenario (Ziółkowski 1969; Paczyński 1971) where the Roche lobe overflow starts when the donor star reaches its critical Roche lobe during rapid expansion after the exhaustion of hydrogen in its centre, i.e. prior to core helium burning. The secondary component in this state is oversized and overluminous and its thermonuclear power is generated in a hydrogen-burning shell surrounding a degenerate helium core. Possible conservative evolutionary scenarios have been discussed by e.g. Nelson & Eggleton (2001) and Eggleton & Kiseleva-Eggleton (2002). Sarna (2008) developed an evolutionary model for OGLEGC 228, a system that closely resembles many of the parameters of the KIC 10661783 system (see Table 8 and below). The pure conservative model predicts progenitors of about equal masses of around $0.9M_\odot$ in an orbit with only a slightly longer period than actually observed. On the other hand, due to the thick envelope reacting to accretion, such low-mass systems as the R CMa stars should rapidly evolve into contact configurations (see Webbink 1977; Sarna & Ziolkowski 1988; Budding 1989; Budding & Butland 2011) so that non-conservative evolution with mass and angular momentum loss from the system can be assumed (Tomkin 1985). To avoid the strong influence of the convective zone, Sarna & De Greve (1996, SDG hereinafter), estimate that the initial mass of the secondary must be higher than $2.5M_\odot$ so its observed remnant mass exceeds $0.3M_\odot$.

Chemical abundance. The iron abundance as well as the averaged metal abundance of the primary are solar within the measurement errors. For the secondary, both values are about 0.3 dex below solar. The carbon abundance determined for the primary of KIC 10661783 is $-0.14 \pm 0.28$ dex below the solar value (i.e.
The main conclusion from the combined spectroscopic-photometric analysis is that the system is detached. The measured mass ratio and orbital separation allowed us, together with the finding that the secondary component rotates synchronously, to confirm this conclusion directly using the Roche model. The maximum filling factor of the secondary component within the 1σ errors of all input parameters is 0.84. Independently of this finding, no signs of emission effects, associated with the presence of circumbinary matter and often seen in Algol binaries, could be found from applying the SHELLESP program to the observed composite spectra.

The short orbital period and the very low mass ratio make KIC 10661783 a member of the ‘RCMa-type group’. It is, however, the only R CMA-like system observed so far that is in a detached state and rotates sub-synchronously. There are tenable reasons for these properties, such as mass and angular momentum loss by non-conservative mass transfer and magnetic braking. The unusual combination of short period and low mass ratio in this group may also be related to angular momentum redistribution in the presence of third bodies as suspected by e.g. Budding & Butland (2011). This could be relevant to the present case, where orbital angular momentum may well have been redistributed in this old Algol, while tidal coupling, given the low mass of the secondary, may have been insufficient to spin up the primary. Other possible scenarios have been discussed in Sect. 7.

A detailed evolutionary model of the system is beyond the scope of this paper. We instead looked for comparable objects in the literature. The star that best resembles the parameters of our system is OGLEGC 228, the blue straggler V228 in the globular cluster 47 Tuc. An attempt by Sarna (2008) to derive a model of its evolution was limited by the inclusion of pure conservative mass transfer. Models with non-conservative mass transfer, on the other hand, have been not applied so far to Algol-type systems of such low mass ratio.

In summary, KIC 10661783 is the short-period Algol-type star with the lowest mass ratio ever observed. Although it has properties typical of an R CMA object and the primary shows δ Scuti-type oscillations like the oEA stars, it differs from both groups by the fact that it is a detached system. Whereas the stellar parameters of the primary component derived in this work will support future asteroseismic modelling of its pulsations, the unusually low mass of the secondary will be a challenge for future evolutionary modelling.
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Appendix A: Determination of the flux ratios

Appendix A.1: Basics

Let $F_1$, $k = 1, 2$ be the line fluxes of the two components of the binary and $F_k^c$ the corresponding continuum fluxes. The observed composite spectrum normalised to the common continuum of all components is

$$R = \frac{1}{F_c} \sum F_k, \quad F_c = \sum F_k^c. \quad (A.1)$$

KOREL delivers the decomposed spectra normalised to the common continuum of the composite input spectrum,

$$R'_1 = \frac{F_1 + F_2^c}{F_c}, R'_2 = \frac{F_2 + F_1^c}{F_c}, \quad \sum R'_k = R + 1. \quad (A.2)$$

The wavelength-dependent ratios of the single continuum fluxes to the total flux are

$$f_k(\lambda) = \frac{F_k^c}{F_c}, \quad \sum f_k = 1. \quad (A.3)$$

We want to calculate the decomposed spectra normalised to the continua of the single components, $R'_k = F_k/F_k^c$. Introducing the line depths, $r_k = 1 - R_k$ and $r_k = 1 - R_k$, we simply get

$$r'_k = f_k r_k. \quad (A.4)$$

For the comparison with the synthetic spectra, $S_k$, we replace the $r_k$ in Eq. (A.4) by $s_k = 1 - S_k$. As a measure of the goodness of fit, we use

$$\chi^2 = \sum_{k=1}^{2} \frac{\sum (r_k - f_k s_k)^2}{\sigma_k^2} \quad (A.5)$$

where the $\sigma_k^2$ stand for the accuracy of the line depths in the decomposed spectra. Since we compare the spectra on the scale of the non-normalised decomposed ones, it will be $\sigma_1 = \sigma_2$. Setting $f_1 = 1 - f_2$ and deriving Eq. (A.5) with respect to $f_2$, we finally get

$$\sum_{\lambda} f_2(\lambda) (s_1^2 + s_2^2) = \sum_{\lambda} s_2 r'_2 - s_1 (r'_1 - s_1) \quad (A.6)$$

from which we can determine the optimum value of $f_2$ (usually by developing $f_2$ into a polynomial of low degree in $\lambda$ and solving the resulting system of linear equations).

Appendix A.2: The optimum, continuum corrected solution

During the spectrum reduction, the observed composite spectrum is not exactly normalised to the real local continuum but to some pseudo-continuum. We introduce correction factors $\alpha_k(\lambda)$ in the sense

$$r'_k(\lambda) = 1 - \alpha_k(\lambda) R'_k(\lambda) \quad (A.7)$$

where $R'_k$ are the wrongly normalised decomposed spectra. The $\alpha_k$ can be determined from spline fits $C_{kobs}^{synth}$ to the uppermost points in the decomposed spectra $R'_k$ and $C_{kobs}^{synth}$ to those in the synthetic spectra $S_k$. To compute the pseudo-continua on the scale of the non-normalised decomposed spectra, the latter spline fit has to be rescaled according to Eq. (A.4) and we get

$$\alpha_k = \frac{1 - f_k (1 - C_{kobs}^{synth})}{C_{kobs}^{synth}}. \quad (A.8)$$
The occurrence of the so far unknown \( f_k \) in Eq. (A.8) does not complicate the calculations because the continuum correction can be included into Eq. (A.5) to solve for the optimum values: Inserting the continuum-corrected \( r_k' \) into Eq. (A.5) and deriving with respect to \( f_2 \) gives

\[
\sum_k f_2(\lambda) (B_k^1 + B_k^2) = \sum_k B_1 (A_1 + B_1) - A_2 B_2
\]

\[ A_k = 1 - \frac{R_k^r}{C_k^{\text{der}}} \]  

(B.9)

After solving Eq. (A.9) for \( f_2 \), \( \chi^2 \) is calculated from Eq. (A.5). This can be done on a grid of synthetic spectra \( s_k \) to find the minimum in \( \chi^2 \) and the corresponding optimum atmospheric parameters. The renormalised decomposed spectra follow from Eqs. (A.4) and (A.7) to

\[ R_k = 1 - \frac{\alpha_k R_k^r}{f_k}. \]  

(B.10)

### Appendix B: The Roche model

The Roche model is valid for centrally condensed stars where the gravitational potential can be considered as the potential of point masses and, in the standard case, for stars that rotate synchronously with the orbit and with rotation axes perpendicularly aligned to the orbital plane. For reference, we give here the expression for the Roche potential in the reference frame co-rotating with star 1 for the more general case that star 1 rotates non-synchronously (see e.g. Bisikalo et al. 1999):

\[
\Phi(x, y, z) = -\frac{1}{r_1} - q \frac{1}{r_2} - \frac{1 + q}{2} [(x - x_c)^2 + y^2 - (1 - s^2)(x^2 + y^2)].
\]  

(B.1)

All coordinates have their origin in the centre of star 1 and are in units of the separation \( a \) between the two stars. \( x \) points to star 2, \( z \) along the rotation axis of star 1, and \( y \) lies in the orbital plane to span a right-handed coordinate system. \( q = M_2/M_1 \) is the mass ratio, \( r_1 = \sqrt{x^2 + y^2 + z^2} \) the distance to the centre of star 1, \( r_2 = \sqrt{(1 - x)^2 + y^2 + z^2} \) the distance to star 2, and \( x_c = q/(1 + q) \). The synchronisation factor is \( s = \Omega_{\text{rot}}/\Omega_{\text{orb}} \).

The Roche potential given by Eq. B.1, multiplied by \(-1\), can be written as

\[
\Psi(x, y, z) = \frac{1}{r_1} + q \left( \frac{1}{r_2} - x + \frac{x_c}{2} \right) + s^2(1 + q) \frac{x^2 + y^2}{2}.
\]  

(B.2)

The shapes of the stars follow from the equipotential surfaces passing through the substellar surface points \( P \):

\[
\Psi(P, 0, 0) = \frac{1}{P} + q \left( \frac{1}{1 - P} - P + \frac{x_c}{2} \right) + s^2(1 + q) \frac{P^2}{2}.
\]  

(B.3)

The position of the inner Lagrangian point \( L_1 \) is calculated from setting the derivative \( d\Psi(x, 0, 0)/dx \) to zero and solving

\[
\frac{1}{x^2} + q \left[ 1 - \frac{1}{(1 - x)^2} \right] - s^2(1 + q) x = 0
\]  

(B.4)

For a synchronously rotating star, this radius can be used to check if the star fills its critical Roche lobe or not. Instead, we used the filling factor \( f = P_2/L_1 \) as the more accurate criterion, where \( P_2 \) is the substellar surface point of the secondary component (see Fig. 15). It is \( f = 1 \) when the star fills its critical Roche lobe, i.e. when \( P_2 \) reaches the Lagrangian point \( L_1 \).