Takagi-Sugeno Modeling of Incomplete Data for Missing Value Imputation With the Use of Alternate Learning

XIAOCHEN LAI1,3, LIYONG ZHANG2, AND XIN LIU4
1School of Software, Dalian University of Technology, Dalian 116600, China
2School of Control Science and Engineering, Dalian University of Technology, Dalian 116024, China
3Key Laboratory for Ubiquitous Network and Service Software of Liaoning Province, Dalian 116620, China
4School of Computer Science and Engineering, Central South University, Changsha 410083, China
Corresponding author: Xiaochen Lai (laixiaochen@dlut.edu.cn)
This work was supported by the National Key R&D Program of China under Grant 2018YFB1700200.

ABSTRACT Missing values often occur in real-world datasets, which undermines the data integrity and reduces the reliability of data mining. In this paper, a method of Takagi-Sugeno (TS) fuzzy modeling for incomplete data is proposed and utilized to estimate missing values. Considering the difference of attribute relationship within different clusters, this method performs regression analysis on the subsets obtained by fuzzy clustering and constructs the global model with the weighted sum of regression models, which describes the relationship between attributes more precisely on the basis of traditional regression imputation. Meanwhile, focusing on the problem of incomplete model input caused by missing values, we propose an alternate learning strategy to train model parameters and imputations, which treats missing values as variables to drive the advance of incomplete data modeling and updates imputations with the adjustment of model parameters. Through the alternate learning strategy, not only the problem of incomplete model input is well solved, but also the accuracy of the model and the performance of imputation are improved together in a collaborative way. Experimental results on several UCI datasets with different missing ratios and missing data mechanisms demonstrate the effectiveness of the proposed method and strategy.

INDEX TERMS Incomplete data, missing value imputation, clustering-based modeling, alternate learning.

I. INTRODUCTION

In real-world datasets, the problem of missing values is almost inevitable, which is often caused by many factors such as equipment failure, limitation of data collection and human fault in storage [1], [2]. These missing values undermine data integrity and have become a major obstacle in data mining. Therefore, how to deal with missing values is a crucial issue in the analysis of incomplete data. Generally speaking, the simplest way is to discard incomplete records directly and analyze with the remaining complete records, but it only works for datasets with a small number of incomplete records [3]. In practice, the incomplete records usually cannot be overlooked, because if they are discarded directly, it may result in misleading conclusions due to the loss of information. By contrast, missing value imputation is an effective way, which can further improve data quality.

Missing value imputation aims to replace missing values with reasonable ones derived from present data, and many imputation methods have been proposed to make the results of data mining more effective and valuable [4], [5]. In the past few decades, commonly utilized methods include mean imputation, median imputation, hot-deck imputation, k nearest neighbor (kNN) imputation, class center-based imputation, exception maximization imputation (EMI) and regression-based imputation. The first two imputation methods take mean values and median values of present data in each incomplete attribute as the replacements. Hot-deck imputation method selects a complete record nearest to the current incomplete one and regards its corresponding attribute values as expected imputations [6]. Similar to the hot-deck imputation, the kNN imputation method performs replacement with mean values of corresponding attributes in k nearest neighbors [7], [8]. To improve the imputation accuracy, Song et al. took similarity neighbors into consideration when searching for the nearest neighbors [9]. The class
center-based imputation method defines a threshold by the distances between each class center and present values for missing value imputation [10]. EMI is a parametric model-based imputation method, which is realized through the iteration of E-step and M-step. E-step estimates conditional expectations of missing values and takes them as imputations. M-step calculates parameters that maximize the expectations of log-likelihood function based on the imputed dataset [11]. Considering that instances in the same cluster are very similar to each other, Rahman et al. first made a fuzzy clustering of the dataset for finding similar records, and then applied a fuzzy EM algorithm to impute the missing values [12]. These methods mentioned above are widely adopted, but sometimes with limited imputation performance due to ignoring relationships between attributes [13].

Taking attribute relationships into consideration, the regression-based imputation method establishes several regression models with each missing attribute as the output variable, which has received wide attention [14]–[17]. For example, Kim et al. proposed local least squares imputation to estimate missing values in the gene expression data, where the target gene with missing values is represented as a linear combination of similar genes chosen based on similarity measures [18]. Cheng et al. incorporated the clustering idea into the framework of local least squares imputation for characterizing the gene similarity [19]. Inspired by the Bayesian inference method, Shah et al. developed a Bayesian regression model called BayesMetab which systematically estimates missing values based on a Markov chain Monte Carlo (MCMC) algorithm [20]. Stein et al. first pre-imputed missing values of continuous attributes by the mean values and replaced missing values of discrete variables with the most frequent values, followed by predicting missing values through a series of regression models with the class label of each sample as an extra predictor variable [21]. Zhang et al. combined Bayesian regression and EM algorithm to construct the predictive model. Moreover, the experiment results showed that training the model with present values and missing values has a better prediction performance compared with ignoring the missing values [22]. Aydilek et al. combined fuzzy c-means clustering with support vector regression and a genetic algorithm to estimate missing values. In this method, support vector regression model is trained by complete records before being utilized for imputation, which attempts to make the output values more approximate to their corresponding inputs [23]. Seifidian et al. imputed missing values by a novel grey-based fuzzy c-means, mutual information-based feature selection, and regression model, which achieved good performance of imputation through the construction of a specialized regression model for each cluster [24].

From the above, we can conclude that analysis aiming at each subset rather than the whole dataset is more capable in describing the relationships between attributes during the regression modeling of incomplete data, thus obtaining a better performance of imputation. Hence, the partition-based models have been widely employed in data mining, especially rule-based fuzzy models. As the most concerned rule-based fuzzy model, Takagi-Sugeno (TS) model performs regression analysis on the premise of fuzzy partition and establishes linear regression models aiming at the relationships in each subset [25]–[27]. Due to this feature, TS model can be utilized as a universal approximator to handle nonlinear problems, and has an outstanding performance in working out the relationships than traditional regression model [28], [29]. On the other hand, pre-imputation of missing values is commonly adopted to deal with the problem of incomplete input during modeling. Whereas, the perturbation caused by different pre-imputed values can easily lead to the variations of model parameters, which has a great influence on the model accuracy. Hence, in the process of incomplete data modeling, the way to handle the incomplete model input deserves great attention.

In this paper, we take TS model for modeling incomplete data and realize missing value imputation in collaboration with the dynamic modeling. Aiming to describe the relationship between attributes more precisely, the method first divides the dataset into several subsets and performs regression analysis for each subset, followed by constructing the global model with the weighted sum of regression models, which improves the model accuracy on the basis of traditional regression modeling. Meanwhile, owing to the problem of incomplete model input caused by missing values, an alternative learning strategy used for training the parameters of incomplete data-based model together with imputations is presented. In this strategy, missing values are treated as the variable to drive the advance of incomplete data modeling, and imputations are promoted to update dynamically together with the adjustment of model parameters. Therefore, a collaborative improvement of model accuracy and imputation performance can be realized additionally as the problem of incomplete model input is resolved.

The rest of this paper is organized as follows. Section II introduces the basic structure of TS model. Section III describes the proposed method of incomplete data modeling and missing value imputation. Meanwhile, the alternate learning strategy that treats missing values as variables is carried out to train model parameters together with imputations. Section IV demonstrates the effectiveness of the proposed method by several UCI datasets with different missing ratios and missing data mechanisms. Section V concludes the paper.

II. TAKAGI-SUGENO FUZZY MODEL

The Takagi-Sugeno fuzzy model was proposed by Takagi and Sugeno in 1985, whose basic idea is to divide the nonlinear problem into several linear sub-problems and describe them separately with “IF-THEN” rules [30]. It obtains the premise parts by fuzzy partition, and then linear regression models are established as corresponding consequence parts to describe the relationships between input-output variables. Given a dataset composed of \( N \) records in \( s \)-dimensional real space, i.e. \( X = \{ x_1, \ldots, x_N \} \) and \( x_k = [x_{k1}, \ldots, x_{ks}] \) for
$k = 1, \ldots, N$, the fuzzy rule of TS model can be described in (1):

$$R(i):$$

IF $x_{k1}$ is $A_{1}^{(i)}$, and \cdots, and $x_{k(j-1)}$ is $A_{j-1}^{(i)}$, and $x_{k(j+1)}$ is $A_{j+1}^{(i)}$, and \cdots, and $x_{ks}$ is $A_{s}^{(i)}$, 

THEN

$$\hat{x}_{kj} = \theta_{0}^{(i)} + \theta_{1}^{(i)} x_{k1} + \cdots + \theta_{j-1}^{(i)} x_{k(j-1)} + \theta_{j}^{(i)} + \theta_{j+1}^{(i)} x_{k(j+1)} + \cdots + \theta_{s}^{(i)} x_{ks},$$

(1)

where $R(i)$ is the $i$th fuzzy rule for $i = 1, \ldots, c$ and $c$ is the number of fuzzy rules; $x_{k1}, \ldots, x_{k(j-1)}, x_{k(j+1)}, \ldots, x_{ks}$ are the input variables of $R(i), A_{1}^{(i)}, \ldots, A_{j-1}^{(i)}, A_{j+1}^{(i)}, \ldots, A_{s}^{(i)}$ represent their corresponding fuzzy sets, also known as premise parameters; $\hat{x}_{kj}$ represents the output of $R(i)$, and $\theta_{0}^{(i)}, \theta_{1}^{(i)}, \ldots, \theta_{j-1}^{(i)}, \theta_{j+1}^{(i)}, \ldots, \theta_{s}^{(i)}$ are consequence parameters.

The global output of TS model is the weighted summation of each rule output, as shown in (2):

$$\hat{x}_{j} = \sum_{i=1}^{c} \beta_{k}^{(i)} \hat{x}_{kj} = \frac{\beta_{k}^{(i)}}{\sum_{i=1}^{c} \beta_{k}^{(i)}},$$

(2)

$$\beta_{k}^{(i)} = \min(u_{A_{j}^{(i)}}(x_{k1}), \ldots, u_{A_{j}^{(i)}}(x_{k(j-1)}),$$

$$u_{A_{j}^{(i)}}(x_{k(j+1)}), \ldots, u_{A_{j}^{(i)}}(x_{ks})),$$

(3)

where $u_{A_{j}^{(i)}}(x_{ks})$ represents the membership degree of $x_{ks}$ belonging to $A_{j}^{(i)}$.

### III. TS MODELING, MISSING VALUE IMPUTATION, AND ALTERNATE LEARNING

Given a dataset, the attribute relationships among each record are diverse, which can be similar or different. Therefore, it is more appropriate to divide the dataset into several subsets and carry out regression analysis for each subset separately.

To make a more precise analysis for incomplete data and thus obtain more reasonable imputations, a dynamic TS modeling-based method on the premise of fuzzy partition is proposed in this section. Meanwhile, focusing on the problem of incomplete model input caused by missing values, we present an alternate learning strategy that regards those missing values as variables to promote the training of incomplete model.

Through this strategy, the model parameters can be adjusted with the feedback of those updated variables, and those variables can also be more adapted to the model with parameter adjustment. The framework of the proposed method is shown in Fig. 1, where $x_{k}$ represents the $k$th sample of the $i$th cluster.

As shown in Fig. 1, given an incomplete dataset, the method first divides it into $c$ subsets by a fuzzy clustering algorithm, and thus realizes premise parameter identification along with the fuzzy partition. After premise parameters of the incomplete data model are determined, consequence parameter identification can be worked out through the training of alternate learning strategy, and missing value imputation can also be achieved accompanying with the training.

In this process, consequence parameters are adjusted with the updating of imputations, and imputations are updated in turn with the adjustment of consequence parameters. Through repeated adjustments and updates, consequence parameters and imputations are learned alternately and tend to be practical, which means that the problem of incomplete model input caused by missing values is resolved effectively.

### A. TS MODELING OF INCOMPLETE DATA

Similar to complete data-based TS modeling, the realization for incomplete data modeling can also be divided into premise parameter identification and consequence parameter identification. To make a more precise analysis, we add variable selection to regression modeling of each subset after fuzzy partition. Considering the occurrence of missing values, premise parameters are obtained through fuzzy C-means clustering with partial distance strategy (FCM-PDS) and consequence parameters are estimated using the least square method by treating missing values as variables. Besides, a stepwise regression algorithm is utilized for variable selection to describe the regression relationships between attributes in each subset.

1) PREMISE PARAMETER IDENTIFICATION

FCM-PDS [31] algorithm divides the incomplete dataset into $c$ subsets by minimizing the objective function:

$$J = \sum_{k=1}^{N} \sum_{i=1}^{c} [u_{A_{j}^{(i)}}(x_{k})]^{m} d_{jk}^{2},$$

(4)
where $u_{A^{(i)}}(x_k)$ represents the membership degree of $x_k$ belonging to fuzzy set $A^{(i)}$, $\sum_{i=1}^{m} u_{A^{(i)}}(x_k) = 1$; $m$ represents the fuzzification parameter, $m \in (1, \infty)$; $d_{ik}$ represents partial distance from the $k$th record to the $i$th cluster center, which is calculated by

$$d_{ik} = \sqrt{\sum_{j=1}^{s} (x_{kj} - v_{ij})^2 I_{kj}},$$

where $I_{kj} = \begin{cases} 1, & \text{if } x_{kj} \in X_P, \\ 0, & \text{if } x_{kj} \in X_M, \end{cases}$ for $j = 1, \cdots, s$ and $k = 1, \cdots, N$ and $I_k = \sum_{i=1}^{c} I_{kj}$, in which $X_P = \{x_{kj}|1 \leq k \leq N, 1 \leq j \leq s, \text{the value for } x_{kj} \text{ is present}\}$, $X_M = \{x_{kj}|1 \leq k \leq N, 1 \leq j \leq s, \text{the value for } x_{kj} \text{ is missing}\}$ represent the set of present values and the set of missing values; $v_{ij}$ represents the $j$th attribute of the $i$th cluster center.

After the fuzzy partition, premise parameters composed of the membership degree $u_{A^{(i)}}(x_k)$ can be obtained by projecting $u_{A^{(i)}}(x_k)$ onto each axis of the input variable [32]. In this paper, we use the Gaussian function, given by

$$u_{A^{(i)}}(x_k) = \exp \left\{ -\frac{(x_{kj} - a_{ij})^2}{2\sigma^2_{ij}} \right\},$$

where $a_{ij}$ represents the center and $\sigma_{ij}$ represents the standard deviation,

$$a_{ij} = \frac{\sum_{k=1}^{N} u_{ik} x_{kj}}{\sum_{k=1}^{N} u_{ik}}, \quad \sigma_{ij} = \frac{2\sum_{k=1}^{N} u_{ik} (x_{kj} - a_{ij})^2}{\sum_{k=1}^{N} u_{ik}}.$$

### 2) INPUT VARIABLE SELECTION

Stepwise regression algorithm is designed to introduce the variables with significant impact on the output into regression model one by one, which can make the established model contain only all significant variables [33]–[35]. Therefore, we use it for selecting input variables of each regression model in fuzzy rules, so as to improve the model precision while reducing complexity.

### 3) CONSEQUENCE PARAMETER IDENTIFICATION

The least square method has been widely utilized in the parameter calculation of nonlinear regression model, as it obtains the optimal fitting function by minimizing the sum of the squared errors. However, the method fails to estimate when the dataset occurs missing values, thereby we propose to treat missing values as variables for estimation. Subsequently, those estimated parameters are trained to be more appropriate through an alternate learning strategy. The detailed realization steps are shown in Section III.B.

### B. TS MODELING-BASED MISSING VALUE IMPUTATION

1) THE OVERALL STRUCTURE FOR IMPUTATION

In this paper, several incomplete data-based TS models with multiple-input-single-output (MISO) structure are established considering that not only one attribute suffers from missing values in general and a multiple-input-multiple-output (MIMO) problem can be divided into several MISO problems. In each model, one incomplete attribute is taken as output variable and the other attributes are selected as input variables for modeling. For example, taking the $j$th incomplete attribute as output variable, the process of modeling-based imputation is shown in Fig. 2, where $A^{(i)}(i = 1, \cdots, c)$ represents the set of corresponding premise parameters, and $\theta^{(i)}$ represents the vector of consequence parameters.

As depicted in Fig. 2, establishing an incomplete data model by regarding the $j$th incomplete attribute as the output variable, where input variables are selected from the other attributes by stepwise regression algorithm. To obtain the imputations represented by corresponding model outputs, the method first assigns a value to each variable in the input vector and then inputs this reconstructed set to the established model for calculation.

2) ALTERNATE LEARNING OF MODEL PARAMETERS AND IMPUTATIONS

After identifying the model parameters and obtaining the input variables for each TS model, we can calculate the output values of these model through these estimated parameters. However, since the data integrity is undermined by missing values, the incomplete data-based TS model usually cannot describe the regression relationships between attributes in each subset well, and then the output values derived from the model are not so appropriate as imputations. To improve the precision of incomplete data model, and thereby enhance the appropriateness of imputations derived from the model, an alternate learning strategy is proposed in this section for training the parameters together with imputations.
The strategy is shown in Fig. 3, where \( \hat{X} \) represents the set of reconstructed values corresponding to present ones in \( X \). \( \hat{X}_M \) represents that of imputations corresponding to missing values in \( X_M \). \( \varepsilon \) represents the threshold for terminating iterations, and \( \Delta f_e = |f_e(l) - f_e(l-1)| \) represents the change of RMSE values between two successive iterations, in which \( f_e(l) \) represents the RMSE value in current iteration and \( f_e(l-1) \) represents that in previous one. The \( f_e \) in each iteration is calculated using \( \hat{X}_P \) and \( X \) by (8):

\[
f_e = \sqrt{\frac{1}{|X_P|} \sum_{x_{kj} \in X_P} (x_{kj} - \hat{x}_{kj})^2},
\]

where \( |X_P| \) represents the number of values in \( X_P \).

As shown in Fig. 3, by treating missing values as variables, the model parameters and model output values under these parameters can be estimated easily by the method in Section III.A. However, instead of finishing the imputation task after replacing missing values with corresponding estimated values, the strategy is able to decide whether this reconstructed dataset should be output according to the change of reconstruction error \( f_e \). If the error changes within a limited range compared with the previous one, i.e. \( \Delta f_e = |f_e(l) - f_e(l-1)| \leq \varepsilon \), it means that the fitting ability of this incomplete data model will be no longer changed, and thereby the imputation task can be accomplished with the output of this reconstructed dataset. Otherwise, the dataset should give feedback to the model for the parameter adjustment, so as to update the fitting model and its corresponding output values. In turn, new imputations and reconstruction error can be obtained in response to the model adjustment. Through the alternate learning of model parameters and imputations, the reconstruction error tends to be stable and the imputation task can be finally accomplished with the output of the updated dataset.

In summary, given an incomplete dataset, the alternate learning strategy can be realized through the following steps.

Step1: initialize missing values in \( X_M \);

Step2: estimate model parameters based on the reconstructed dataset;

Step3: update imputations according to the estimated parameters;

Step4: evaluate the change of reconstruction error. If it is greater than the given threshold, return to Step2, and the current incomplete data model needs to be adjusted according to the updated dataset. Otherwise, end the training and output the updated dataset.

IV. EXPERIMENTS

A. EXPERIMENTAL SETUP

1) DATASETS

In this subsection, we select 12 complete benchmark datasets from the UCI Machine Learning Repository [2] for experiments. Their brief descriptions are shown in Table 1. The UCI database is a repository released by the University of California, Irvine. It currently maintains 497 data sets as a service to the machine learning community, which has become a popular database for researchers.

| Dataset | #Record | #Attribute | Dataset | #Record | #Attribute |
|---------|---------|------------|---------|---------|------------|
| Iris    | 150     | 4          | Glass   | 214     | 9          |
| Seeds   | 210     | 7          | Istanbul| 536     | 9          |
| Wireless| 2000    | 7          | ILPD    | 583     | 9          |
| Ecoli   | 336     | 8          | Wine    | 178     | 13         |
| Abalone | 4177    | 8          | Segment | 2100    | 16         |
| Forest fires | 503 | 6 | Dow | 720 | 13 |

To observe the imputation performance of the proposed method under different missing scales, we set 10 missing ratios uniformly in the range of 5% to 50% for each benchmark dataset. Under the constraint of missing ratios, some attribute values are deleted from each benchmark dataset based on Missing Completely At Random (MCAR) and Missing Not At Random (MNAR) mechanisms while keeping the dimension of attributes and the number of records unchanged. In the MCAR mechanism, values are removed uniformly at random, and in the MNAR mechanism, only values higher than the median of the attribute can be removed randomly. These two mechanisms are performed in turn to produce missing data, that is, incomplete datasets under the missing ratios 5%, 15%, 25%, 35% and 45% are generated based on MCAR, and those under missing ratios 10%, 20%, 30%, 40% and 50% are produced based on MNAR. Hence, there are 10 combinations (2 mechanisms of missingness and 5 missing ratios for each mechanism) of missing types. Moreover, 10 incomplete datasets are generated randomly under one combination for each benchmark dataset, which means that a total of 1200 (12*10*5*2) incomplete datasets are utilized for experiments.

2) EVALUATION CRITERION

In this paper, we take root mean square error (RMSE) which is calculated by

\[
RMSE = \sqrt{\frac{1}{\hat{X}_M} \sum_{\hat{x}_{kj} \in \hat{X}_M} (r_{kj} - \hat{x}_{kj})^2}.
\]
and mean absolute percentage error (MAPE) defined by

\[
MAPE = \frac{1}{|\hat{X}_M|} \sum_{x_{kj} \in \hat{X}_M} \left| \frac{r_{kj} - \hat{x}_{kj}}{r_{kj}} \right|
\]  

(10)
to evaluate the performance of imputation, where \(\hat{x}_{kj} \in \hat{X}_M\) represents the imputation for a missing value \(x_{kj}\), and \(r_{kj}\) represents its corresponding actual value.

3) COMPARISON METHODS

In order to verify the effectiveness of clustering-based TS model in missing value imputation and the feasibility of alternate learning strategy in modeling with incomplete data, the following nine comparison methods are designed to carry out experiments.

1) The k nearest neighbor imputation (KNNI). Select k nearest neighbors for each incomplete record, then impute missing values with the mean values of corresponding attributes in nearest neighbors [7].

2) Exception maximization imputation (EMI). Take the iteration of E-step and M-step to estimate missing values and calculate parameters [11].

3) Fuzzy exception maximization imputation (FEMI). Make a fuzzy clustering of the dataset and then perform the EMI algorithm in each cluster [12].

4) Regression model-based imputation (REGI). Establish a regression model with variable selection based on complete records, and estimate missing values depending on this complete data-based model.

5) TS model-based imputation (TSI). Establish a TS model with variable selection based on complete records, and estimate missing values depending on this complete data-based model.

6) Regression model-based imputation with full utilization of present values (REGIf). Establish a regression model with variable selection based on all records instead of complete records, and estimate missing values depending on this incomplete data-based model. In this method, the model parameters are estimated based on a reconstructed dataset where missing values are pre-imputed with mean values of corresponding attributes.

7) TS model-based imputation with full utilization of present values (TSIf). Establish a TS model with variable selection based on all records instead of complete records, and estimate missing values depending on this incomplete data-based model. In this method, the premise parameters are obtained by FCM-PDS clustering algorithm together with Gaussian projection, while consequence parameters are estimated based on a reconstructed dataset where missing values in each subset are pre-imputed with mean values of corresponding attributes;

8) Regression modeling-based imputation trained by alternate learning strategy (REGIf-AL). On the basis of REGIf, model parameters and imputations are learned alternately and updated dynamically until the reconstruction error calculated from present values tends to be stable;

9) TS modeling-based imputation trained by alternate learning strategy (TSIf-AL). On the basis of TSIf, consequence parameters and imputations are learned alternately and updated dynamically until the reconstruction error calculated from present values tends to be stable.

In TSI, TSIf and TSIf-AL methods, fuzzy rules are generated separately for each dataset by means of TS modeling. Generally, the generation of fuzzy rules is equivalent to the construction of TS model, which contains three steps: premise parameter identification, input variable selection, and consequence parameter identification. For each incomplete dataset, these three steps are conducted to generate fuzzy rules automatically.

B. EXPERIMENTAL RESULTS

In order to make the conclusion more reliable, the average of imputation performance for all comparison methods obtained from the ten incomplete datasets with the same missing ratio, benchmark dataset and missingness mechanism are taken as a set of results. In other words, a benchmark dataset corresponds to only one group of results under the constraint of each combination of missing ratios and mechanisms, as shown in Tables 2 to 13. Moreover, entries in boldface are obviously better than all the other entries in the same column. After obtaining the experimental results for all the methods, we adopt t-test with significance level \(p = 0.05\) to determine whether the two results in the same column of the table are significantly different from each other. The minimum result will be underlined only when it is significantly different from all the other results. Based on the distribution of bolded results, we can evaluate the imputation performance from the perspective of statistical significance tests.

C. RESULT ANALYSIS

By observing the experimental results in Tables 2 to 13, it is clear that TSIf-AL significantly has the most optimal results, which indicates that the imputation performance of TSIf-AL is better than the rest methods. Furthermore, we can also find that the RMSE values and MAPE values obtained from REGI and TSI are larger than those obtained from the other regression-based methods. This phenomenon indicates that making full use of present values for incomplete data modeling can enable the relationships between attributes to be described more effectively, and thus the imputation performance can also be enhanced correspondingly. In the following analysis, we discuss the superiority of clustering-based modeling compared to overall modeling, the advantage of utilizing alternate learning strategy by those methods making full use of present values, and the comparison between TSIf-AL and non-regression-based methods.
1) THE EFFECT OF CLUSTERING-BASED MODELING ON IMPUTATION PERFORMANCE

As illustrated in Tables 2 to 13, there are 12 datasets, 10 combinations per dataset and 2 evaluation criteria, leading to 240 comparisons altogether. The RMSE values and the MAPE values obtained from TSIf are generally smaller than those obtained from REGIf. Among their 240 groups of comparisons, TSIf performs better in 198 out of 240 comparisons.
and REGIf performs better in the remaining 42 combinations. For another set of comparisons between TSIf-AL and REGIf-AL, a similar pattern can be drawn that the former has better performance in most cases. According to the above descriptions, analyzing with TS model is more effective in missing value imputation than that with traditional regression model.

The primary reason why TS modeling-based methods can achieve better performance is that TS model is realized on the premise of fuzzy partition, which considers the differences...
of attribute relationships between subsets while carrying out regression analysis. Besides, TS model is a nonlinear model in essence, which obtains the model output by weighting and summing those values derived from each fuzzy rule. In general, these fuzzy rules can reflect the local characteristics of incomplete data, and thus mine the distribution of

| TABLE 10. The RMSE and MAPE values obtained from each imputation method for ILPD. |
|--------------------------------|-----------------------------------------------|
| Imputation methods            | RMSE (%)                                      | MAPE (%)                                    |
| KMNI                          | 3.738                                       | 2.944                                       |
| EMI                           | 2.909                                       | 2.656                                       |
| FEMI                          | 2.607                                       | 4.495                                       |
| REGI                          | 2.756                                       | 3.160                                       |
| TSI                           | 2.823                                       | 2.968                                       |
| REGIF                         | 3.100                                       | 2.638                                       |
| TSIF                          | 2.636                                       | 3.003                                       |
| REGIF-AL                      | 3.621                                       | 3.191                                       |
| TSIF-AL                       | 2.656                                       | 2.957                                       |

| TABLE 11. The RMSE and MAPE values obtained from each imputation method for Wine. |
|--------------------------------|-----------------------------------------------|
| Imputation methods            | RMSE (%)                                      | MAPE (%)                                    |
| KMNI                          | 0.947                                       | 1.545                                       |
| EMI                           | 1.189                                       | 1.351                                       |
| FEMI                          | 0.996                                       | 1.159                                       |
| REGI                          | 1.131                                       | 1.066                                       |
| TSI                           | 1.344                                       | 1.796                                       |
| REGIF                         | 1.433                                       | 1.379                                       |
| TSIF                          | 0.917                                       | 1.152                                       |
| REGIF-AL                      | 1.130                                       | 1.294                                       |
| TSIF-AL                       | 0.911                                       | 1.129                                       |

| TABLE 12. The RMSE and MAPE values obtained from each imputation method for Segment. |
|--------------------------------|-----------------------------------------------|
| Imputation methods            | RMSE (%)                                      | MAPE (%)                                    |
| KMNI                          | 2.644                                       | 2.682                                       |
| EMI                           | 2.484                                       | 2.765                                       |
| FEMI                          | 1.509                                       | 1.066                                       |
| REGI                          | 3.616                                       | 1.064                                       |
| TSI                           | 5.661                                       | 5.936                                       |
| REGIF                         | 2.871                                       | 1.060                                       |
| TSIF                          | 2.768                                       | 2.699                                       |
| REGIF-AL                      | 4.326                                       | 2.145                                       |
| TSIF-AL                       | 2.354                                       | 4.333                                       |

| TABLE 13. The RMSE and MAPE values obtained from each imputation method for Dow. |
|--------------------------------|-----------------------------------------------|
| Imputation methods            | RMSE (%)                                      | MAPE (%)                                    |
| KMNI                          | 0.076                                       | 0.095                                       |
| EMI                           | 0.068                                       | 0.087                                       |
| FEMI                          | 0.058                                       | 0.083                                       |
| REGI                          | 0.073                                       | 0.102                                       |
| TSI                           | 0.081                                       | 0.089                                       |
| REGIF                         | 0.071                                       | 0.083                                       |
| TSIF                          | 0.070                                       | 0.083                                       |
| REGIF-AL                      | 0.075                                       | 0.082                                       |
| TSIF-AL                       | 0.052                                       | 0.062                                       |
association among attributes in different partitions to some extent. Therefore, it is more capable of data estimation than traditional regression model, and thus performing better in missing value imputation.

2) THE EFFECT OF ALTERNATE LEARNING ON IMPUTATION PERFORMANCE

According to the RMSE values in Tables 2 to 13, TSIf-AL performs better than TSIf, and the performance of REGIf-AL is also superior to the REGIf, which indicates that the estimated values derived from the incomplete data model are more approximate to their actual values after using the alternate learning strategy. Taking the Abalone datasets with different missing ratios as examples, when applying the proposed strategy, the accuracies of regression modeling-based imputation are increased by more than 15% in most cases, and the performance of TS modeling-based imputation also has a further improvement. Therefore, the feasibility and effectiveness of alternate learning strategy can be verified based on those descriptions.

The feasibility and effectiveness lie in the following two aspects. On the one hand, model output values are able to approximate to their actual values with the adjustment of model parameters, which means that imputations can be more reasonable with the optimization of incomplete data modeling. On the other hand, model parameters can reflect the real attribute relationships with the development of data quality, and thus further enhancing the reliability of those imputations. In summary, the accuracy of incomplete data modeling and the effectiveness of missing value imputation can be enhanced in a collaborative way.

3) THE COMPARISON BETWEEN TSIF-AL AND NON-REGRESSION-BASED METHODS

Comparing the imputation performance of TSIf-AL, KNNI, EMI and FEMI in Table 2 to 13, it can be seen that TSIf-AL has a higher imputation accuracy in most cases. In a total of 240 set of results, TSIf-AL outperforms the other methods in 197 sets. Moreover, TSIf-AL has an even better imputation results when the missing ratio of the incomplete data is large. Specifically, the results of TSIf-AL are totally better than those of KNNI, EMI and FEMI except for the Iris dataset, the Abalone dataset and the Dow dataset when the missing ratio is not less than 35%, and TSIf-AL has a better imputation performance in 92 out of 96 sets. The above analysis shows that TSIF-AL can impute missing values in an effective way. Furthermore, taking into account the relationship among attributes may contribute to the imputation accuracy, especially in the case of high missing ratios.

D. FURTHER EVALUATION

1) CONVERGENCE OF ALTERNATE LEARNING

Convergence is one of the key concerns for iterative algorithms. In this subsection, the convergence of alternate learning strategy is verified using present values due to the consideration that only those values are available in real-world datasets. Taking the Segment datasets with different missing ratios as an example, the RMSE values obtained in each iteration are shown in Fig. 4.

As shown in Fig. 4, all the curves present the same trend in general, which drops rapidly at the beginning and then tends to be stable. Specifically, the RMSE sharply goes to a small value within the first 3 iterations for each missing ratio, then the convergence rate decreases gradually and remains unchanged. Therefore, it can be easily concluded that the alternate learning strategy has a fast convergence speed and good stability.

2) TIME EFFICIENCY

The average execution time for 10 datasets (2 mechanisms and 5 different incomplete datasets per mechanism) for each benchmark dataset is shown in Fig. 5. In order to make the results more reliable, we use the same machine to carry out the experiments. As shown in Fig. 5, TSIF-AL generally takes more time than KNNI, EMI and FEMI in order to pay the cost of apparently better imputation accuracy. We can
also find that in respect of Wireless and Abalone datasets, the time consumption of KNN is obviously larger than the other methods due to the increase in data size, and for Segment dataset, the gap of execution time between TSIf-AL and FEMI is not obvious. These results indicate that the problem of time consumption for TSIf-AL can be neglected to some extent when the size of data gets larger, and the reason lies in that TSIf-AL can obtain the ideal performance of imputation compared with the other methods.

Next, we analyze the time complexity from the perspective of theoretical analysis. TSIf-AL is realized by premise parameters identification, input variables selection and the alternate learning of model parameters with imputations. Let \( N, c, s \) and \( l \) represent the numbers of records, clusters, attributes and iterations for alternate learning respectively. Since we take FCM-PDS algorithm with the complexity of \( O(Nc^2s^2) \) to identify the premise parameters for all the TS models and utilize stepwise regression algorithm which has the complexity of \( O(Ns^2) \) to select the input variables for each TS model, the complexity of the above step can be described as \( O(Nc^2s^2 + Ns^3) \). In each iteration of alternate learning, the consequence parameters of each TS model are obtained through the least square method with the complexity of \( O(c^3s^3) \). Therefore, the complexity of TSIf-AL is \( O(Nc^2s^2 + Ns^3 + lc^3s^4) \). Generally, \( c, l \) are chosen to be numbers significantly smaller than \( N \) [12], and thus the complexity of TSIf-AL can be simplified to \( O(Ns^3 + s^4) \). Additionally, the complexity of KNNI, EMI and FEMI are \( O(Ns^2) \), \( O(Nc^2 + s^3) \) and \( O(Nc^2 + s^3) \), respectively. Although TSIf-AL needs higher computation time compared with the other methods, imputation accuracy generally has a higher priority in the imputation of missing values especially when the difference of time computation is not obvious.

V. CONCLUSION
Taking the differences in regression relationships among subsets into consideration, we propose a method of incomplete data modeling based on TS model for imputing missing values. The method performs regression analysis on each subset obtained by fuzzy clustering algorithm and takes the weighted sum of the regression models to build the global model, which has higher precision and better imputation performance than traditional regression model. Meanwhile, concentrating on the problem of incomplete model input caused by data corruption, this paper carries out an alternate learning strategy for training model parameters together with imputations, in which missing values are treated as variables to promote training. Through this strategy, a collaborative improvement of model accuracy and imputation accuracy can be realized additionally as the problem of incomplete model input is resolved. Experiments on 12 UCI datasets with different missing ratios and mechanisms demonstrate that precise TS modeling with the consideration of differences among subsets is capable of missing value imputation, which derives more appropriate estimation values than the traditional regression model. Furthermore, the effectiveness of incomplete data modeling is enhanced by engaging all the present values in modeling, and the performance of missing value imputation is further improved when training with alternate learning strategy.

In addition, the variation of RMSE values in alternate learning process indicates the ideal convergence of TSIf-AL, and the comparison among TSIf-AL with KNNI, EMI and FEMI on time complexity shows that TSIf-AL requires higher computation time, but obtains the obviously better imputation performance. From the perspective of execution time, the gaps in time consumption between the proposed method and comparison methods are not obvious when the size of dataset gets large, and can be neglected to some extent since imputation accuracy generally has a higher priority in the imputation of missing values.
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