Use Linear Weighted Genetic Algorithm to Optimize the Scheduling of Fog Computing Resources
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1. Introduction

With the rapid development of the Internet of Things technology, hundreds of millions of smart devices are interconnected with each other and exchange data and information through the Internet [1]. Intelligent services for the Internet of Things have been widely used in many areas of people’s daily lives. As a new type of centralized computing model, cloud computing uses virtualization technology as the core technology. It has the characteristics of large scale, virtualization, safety, and reliability [2]. It can optimize the storage and processing of massive data generated by the Internet of Things and provide end users with high efficiency service. However, with the rapid increase of mobile devices and sensing devices, the number of user visits to cloud data centers has increased, consuming a large amount of network bandwidth, causing a huge burden on cloud data centers. In addition, the mobility, location awareness, and other functions required by a large number of IoT applications at the edge of the network cannot be met [3]. In this context, Cisco has proposed a new service computing model called fog computing, which extends the traditional cloud computing paradigm to the edge of the network [4].

In the era of big data processing, data types are diversified, and real-time data processing requirements are high. Cloud computing data centers are far away from users and cannot meet real-time requirements. Fog computing is close to the edge of the network to ensure real-time data processing. Moreover, cloud computing has shortcomings such as too complex technology and high cost, which cannot meet the current complex market needs, while fog computing can make full use of some of the advantages of cloud computing, such as scalability and technical transparency, to meet the increasing complexity of users [5–7]. In addition, the functions of cloud and fog are complementary and mutually reinforcing, which can meet the needs of low-latency IoT applications at the edge of the network, and support long-term data storage and complex analysis [8]. All in all, as a new generation of Internet of Things technology, fog
computing has improved the ecological environment of the Internet of Things, opened up new business models, and has broad market development prospects, which will have a profound impact on individuals, enterprises, and society [9, 10]. Therefore, this article is of great significance to the development of fog computing.

This paper analyzes the limitation of easily falling into the local optimal solution, expounds common improved hybrid strategies such as virus linear weighted genetic algorithm, DNA mutation genetic algorithm, and immune genetic algorithm, and summarizes the improved methods of genetic algorithm hybrid. Specifically, the technical contributions of this article can be summarized as follows:

First, based on the hill climbing algorithm and the adaptive sharing strategy, the improvement strategy of the standard genetic algorithm is discussed, and the improvement method is described in detail.

Second, we transform the multiobjective optimization problem into single-objective optimization, set preference weights for each objective, and simplify the constraint relationship between each objective. A genetic algorithm based on linear weighting is used to obtain a resource scheduling scheme that satisfies the user’s service preference requirements.

Third, we perform experimental simulation. The results show that the linear weighted genetic algorithm has a better optimization effect than the multi-GA and the RAS-IN algorithm. We compare the performance of the improved algorithm in this paper with the traditional algorithm. It can be seen that the algorithm proposed in this paper not only improves the search efficiency, but also ensures the uniformity of the final optimal solution set distribution.

2. Related Work

At present, domestic research on fog computing mainly focuses on definition, system architecture, and application scenarios. Related scholars introduced the definition, characteristics, and basic architecture of fog computing in detail, then analyzed the application fields of fog computing and related security issues, briefly discussed several technologies similar to fog computing technology, and finally pointed out fog computing and cloud computing [11]. Related scholars described the background of fog computing in detail, highlighted the advantages of fog computing through comparison with other similar computing models, and analyzed the functions of each layer of the architecture in detail [12]. At the same time, the article discussed two aspects of network management and resource scheduling. Researchers have also conducted research on related applications of fog computing in the Internet of Things [13]. Based on fog computing and reinforcement learning theory, related scholars proposed a Fog Reinforcement Traffic Light (FRTL) control model [14]. In this model, the fog node uploads the collected traffic information to the fog server for processing, thereby formulating traffic lights. Simulation experiments show that this control method can reasonably adjust and control the time of traffic lights and effectively alleviate traffic congestion. Researchers proposed a new fog computing framework based on the idea of intelligent front-end, used this framework to develop a hospital service system, and finally verified the usability of the system through test experiments [15]. In addition, some scholars have conducted related research on privacy protection in fog computing. Related scholars have studied the authentication and privacy issues in fog computing, summarized the latest privacy and authentication results, and pointed out possible future research directions [16].

Aiming at the problem of realizing the reasonable allocation and scheduling of mobile user task requests under cloud and fog collaboration, a task allocation algorithm based on the cloud and fog collaboration model is proposed [17]. This algorithm improves the simple genetic algorithm, takes the cost of the service provider as the objective function, selects the optimal solution through basic genetic operations, and achieves obvious optimization in delay and cost. Abbasi et al. introduced an improved genetic algorithm, which introduces fitness judgment into the parental mutation operation and overcomes the blindness of the basic genetic algorithm in the mutation operation [18]. When using this algorithm to schedule tasks under the fog computing architecture, the response time constraints in the service level goals are considered. Both of these two articles use single-objective genetic algorithms and do not consider various resource requirements in resource scheduling. Hussein et al. first formulated the task scheduling problem in the cloud and fog environment and then proposed a non-heuristic task scheduling algorithm, which can obtain better comprehensive benefits between the maximum execution time and resource cost consumption [19]. They studied the perceptual service allocation problem of the cloud-fog joint architecture as an integer optimization problem, and their solution can minimize service delay while meeting capacity requirements.

Matrouk et al. have studied the trade-off between power consumption and transmission delay in cloud computing systems, modeled the load distribution problem, and proposed the best workload distribution scheme between fog and cloud, and the assignment of tasks is constrained by service delay. The authors resolve the problem by decomposing the original problem into three subproblems and using approximate methods. Based on the results of simulation and numerical calculation, the article saves communication bandwidth and reduces transmission delay by sacrificing appropriate computing resources, which greatly improves the comprehensive performance of cloud computing. The researchers described the resource allocation problem as a bilateral matching optimization problem. By analyzing the utility and cost of the fog computing network, they proposed a double matching strategy based on the cost efficiency of the fog computing network resource allocation problem. The proposed double matching strategy is to delay the acceptance algorithm. Numerical results show that using this strategy can achieve higher cost-effective performance. Related scholars introduced a fog cloud allocation mechanism based on Gaussian process regression, which is used for
resource allocation of infrastructure composed of collaborative fog and cloud [20]. The fog cloud allocation mechanism uses Gaussian process regression to predict future demand to avoid blocking requests, especially delay-sensitive requests. The article proposes a fog computing resource allocation strategy based on the pricing time nonferrous network. Users can autonomously select satisfactory resources from a set of preallocated resources. In addition, an algorithm for predicting task completion time and a dynamic allocation algorithm for fog resources are proposed to achieve higher efficiency in both task completion time and cost.

Some foreign scholars have carried out research on the basic definition, framework, and related applications of fog computing. Related scholars expounded the concept of fog computing paradigm, defined some characteristics of the paradigm, and explained some of its applications in real life [21]. The authors also emphasized the importance of fog cloud interaction and the role of fog computing in the context of the Internet of Things. The researchers defined the various components of fog computing, described the theoretical model of fog computing from a mathematical perspective, and compared it with traditional cloud computing models from the perspective of service delay and energy consumption. Related scholars put forward the integration problem of cloud and Internet of Things and made a simple comparison between fog computing and cloud computing, evaluated the performance of fog computing according to different performance metrics, and finally pointed out the future research direction of fog computing. Related scholars described fog computing technology in detail and, based on the research and challenges faced by the institute, proposed a software architecture that can flexibly combine different design options and user-specified strategies [22]. In addition, academia has also conducted a series of researches on resource scheduling and allocation, resource management, and load transfer in fog computing.

In recent years, with the development of heuristic algorithms, modern heuristic algorithms such as particle swarm algorithm, ant colony algorithm, simulated annealing algorithm, neural network algorithm, standard GA, hill climbing algorithm, and tabu search algorithm have been gradually applied to the solution of VRPTW problems. Due to the global optimization and versatility of modern heuristic algorithms, the application of modern heuristic algorithms to solve the NP-Hard problems of VRP and VRPTW has gradually become the main direction of current research. Zhang et al. apply the tabu search algorithm to the VRP problem, design a related logistics center, convert the VRP problem into a TSP (Traveling Salesman Problem), and use the 3-opt and 2-opt methods to find a reasonable driving scheduling plan [23]. Wang et al. have extended the path optimization problem with time window by using genetic algorithm through the limitation of soft driving time and soft time window [24]. Lu et al. have proposed a hybrid genetic algorithm based on genetic algorithm and tabu search algorithm, which uses heuristic crossover operation and adaptive mutation mechanism [25]. The simulation results are better than the simulation results of each single algorithm.

3. Fog Computing Architecture

3.1. Overall Architecture. The fog computing architecture proposed by Cisco is a general architecture for all kinds of Internet of Things [26, 27]. It does not describe in detail the architecture. In response to the needs of intelligent manufacturing service applications, this section has been expanded and improved based on the general architecture proposed by Cisco. The fog unit node, fog management node, fog group, and other network element entities are introduced, and the IoT layer equipment and fog are analyzed in detail. The fog computing architecture is shown in Figure 1, which can be divided into three layers: a comprehensive perception layer, a fog computing layer, and a cloud computing layer. The lowest layer is the comprehensive perception layer, which connects most of the smart terminal devices in the industrial Internet of Things. The top layer is the cloud computing layer, located in the data center network. In the middle is the fog computing layer, which connects the comprehensive perception layer and the cloud computing layer and is located in the edge network.

3.1.1. Comprehensive Perception Layer. These devices use short-distance communication methods such as WIFI technology, Bluetooth technology, ZigBee technology, and mobile ad hoc network technology and usually access the fog gateway in the fog computing layer through a single-hop low-latency wireless network. This layer will continuously generate a large number of data streams, and the operation of these data needs to consider the delay sensitivity and the communication overhead brought by the data transmission [28]. Technically, it is necessary to consider the integration of communication interfaces, network technology, computing, and data storage units.

In the comprehensive perception layer, sensor nodes, wireless sensor network devices, and IoT devices are used to collect geographically distributed industrial data and transmit the data to the fog computing layer. The intelligent terminal device is used to send task requests to the fog computing layer and receive the result information of the fog computing layer executing the task requests. The controlled terminal is used to receive control instructions and information returned by the fog computing layer. This layer realizes the deep integration of physical objects and information entities.

3.1.2. Fog Computing Layer. The fog computing layer is composed of interconnected edge fog network devices with certain computing and storage capabilities. Among them, fog network devices include traditional hardware devices such as switches and routers, as well as virtual network functions that use network function virtualization technology to run on general-purpose servers. The fog gateway is the gateway of the fog computing layer. The comprehensive perception layer device communicates with the fog gateway...
through a single-hop low-latency wireless link. The fog computing layer is divided into multiple fog groups in units of fog groups. The fog group refers to a group of interconnected nodes of a part of fog units. Each fog group has a fog management node that can perceive the overall situation of the fog group [29]. The fog unit node communicates with the cloud data center of the external network through the fog management node.

3.2. Fog Resource Communication. The comprehensive perception layer includes the Message Queue Telemetry Transport (MQTT) client, that is, the publisher/subscriber. Its function is to publish topic messages to other related clients, subscribe to request to receive related topic messages, and unsubscribe to remove related topic messages. The comprehensive perception layer publishes data upwards and subscribes to controlled instructions and related information through the MQTT agent of the fog computing layer. MQTT is a lightweight communication protocol based on TCP with less protocol overhead. In terms of quality of service (QoS), in order to ensure the reliability of messages, it supports three levels of message delivery: at most once (QoS level 0), at least once (QoS level 1), and only once (QoS level 2). The three types of intelligent manufacturing services in this architecture (first-level services, fog-level services, and cloud-level services) will, respectively, use these three methods for message transmission. The information interaction process of the three types of services is shown in Figure 2.

The fog-level service uses the QoS level 1 method for message delivery. This level of service quality ensures that the message is delivered at least once, and the corresponding overhead is relatively moderate. Fog-level services have the characteristics of moderate message volume and a certain degree of reliable delivery of messages, which makes QoS level 1 meet the needs of fog-level services. The correct transmission of a message requires two interactions. For the first time, an unused message identifier is assigned to the newly sent message, and the sender sends a PUBLISH message containing the message identifier to the receiver. For the second time, the receiver sends a PUBACK message to the sender, and the PUBACK message indicates the release confirmation. At this time, the correctness of the message sent at one time is ensured, and the receiver can distribute the message to subscribers, but it is possible that the message will be sent repeatedly. When the sender receives the PUBACK message, the message identifier can be reused.

4. Linear Weighted Genetic Algorithm Construction

4.1. Genetic Algorithm. The basic idea of genetic algorithm comes from the long evolutionary process of biology from simple and low-level to complex and high-level, and it draws on natural laws such as survival of the fittest and natural selection of the fittest. The algorithm is essentially a global search method for the problem to be solved in the field of combinatorial optimization. It needs not only to consider the current basic information in the search process, but also to consider the knowledge space formed by the accumulation of past experience, and the adaptive mutation mechanism is used to control the search results to gradually approach the global optimal solution.

4.1.1. Coding Design. The coding of genetic algorithm refers to the mapping relationship between the solution space of the combinatorial optimization problem and the code space of the algorithm. During the execution of the algorithm, the calculation, evaluation, and selection of the fitness function value need to be performed in the solution space of the problem, while the chromosome genetic operation is performed in the code space of the algorithm. From this point of view, the algorithm does not directly act on the problem-related parameters during the execution process, but directly acts on the code space that the algorithm runs when it is
executed. Therefore, choosing a scientific and reasonable coding scheme will help improve the overall operating efficiency of the algorithm during execution. The main coding techniques of the basic genetic algorithm are gray coding, real number coding, decimal coding, and binary coding.

4.1.2. Generate the Initial Population. Before performing basic genetic operations, it is necessary to construct an initial population composed of several initial feasible solutions. The most important indicator of the initial population is the population size \( n \). The larger the population size \( n \), the more types of individuals for selection, crossover, and mutation, which helps to avoid falling into the local optimal solution, thereby increasing the probability of searching for the global optimal solution. However, if the population size \( n \) is too large, the calculation amount and calculation time of the calculation, evaluation, and selection of the fitness function value will increase, which will seriously affect the efficiency of the algorithm. Therefore, the population size \( n \) should not be too large or too small. In practical applications, it is generally selected between 100 and 500.

4.1.3. Fitness Function. The fitness function is the main step in evaluating the solution of the problem during the execution of the algorithm, and its design should generally be combined with the actual problem. Usually, the design is based on the cost function, objective function, etc. Among them, the maximum fitness and the average fitness are two important indexes describing the convergence of the function.

4.1.4. Selection Operator. The selection operator selects excellent individuals from the current population to form a subpopulation according to the size of the fitness function value for subsequent genetic operations. The greater the fitness function value, the greater the probability of being selected as a good individual. It is an important manifestation of the survival of the fittest in nature, and it is also an important difference between traditional search algorithms and genetic algorithms.

4.1.5. Mutation Operator. The mutation operation refers to the process in which certain genes on the coding string of the chromosome are changed according to certain rules to form a new individual. This operation directly determines the level of the global search capability of the genetic algorithm, reduces the probability of premature phenomenon to a certain extent, and increases the diversity of the population that executes the algorithm.

4.2. Improvement Strategy of Genetic Algorithm. Genetic algorithm is a general method to solve combinatorial optimization problems, but problems such as premature phenomenon and poor local search are prone to occur in the process of solving.

4.2.1. Virus Evolutionary Genetic Algorithm. Viral evolutionary genetic algorithm is in the process of establishing the initial population of genetic algorithm, using outstanding individuals in the initial population to rebuild the initial population, and introducing a heuristic algorithm based on priority rules. In the improved Virus Evolution Genetic Algorithm (IVEGA), genetic operations are performed on the excellent subpopulations of randomly initialized populations. The relatively high average fitness value accelerates the search speed of the genetic algorithm. At the same time, the loss of the optimal solution or the satisfactory solution speeds up the convergence and evolution of the algorithm.

4.2.2. Taboo-Parallel Hybrid Genetic Algorithm. Taboo-Parallel Hybrid Genetic Algorithm introduces the idea of coarse-grained parallelism in the process of genetic operations, which effectively avoids premature phenomena; it introduces a noncircular search strategy in the mutation stage to
4.2.3. Improved DNA Immune Genetic Algorithm. The improved DNA immune genetic algorithm mainly uses the parallel evolution of the single processor and the vaccine to update the principle of the antibody group to accelerate the spread of excellent individuals in the various subpopulations of genetic manipulation, thereby increasing the convergence speed and the diversity of the subpopulations.

A single algorithm always shows certain shortcomings when solving the problem to be solved, and the fusion of two or more algorithms, especially modern heuristic algorithms, can not only maximize the strengths and avoid weaknesses, but also take advantage of the unique advantages of different algorithms, which can greatly enhance the local search ability of the hybrid algorithm and the convergence speed of the global search. At the same time, due to the diversity of combination optimization problems and fusion algorithms to be solved, different fusion strategies are often required according to the characteristics of different problems. Generally speaking, the hybrid algorithm has achieved the purpose of solving the problem mainly by optimizing the key parameters in the basic algorithm or controlling the calling sequence between the basic algorithms.

To sum up, the basic idea of hybrid genetic algorithm is to use traditional precise algorithm or heuristic algorithm to perform local optimization in the initial population selection phase and subpopulation selection phase, crossover phase, and mutation phase of genetic operations and then use genetic algorithm for global optimization—the best exploration.

4.3. Design of Linear Weighted Genetic Algorithm Based on Hill Climbing Operator and Fitness Value Sharing

4.3.1. Hill Climbing Algorithm and Golden Section Method. Hill climbing algorithm is a heuristic algorithm with weak global search ability and strong local search ability. The algorithm uses the information obtained by positive feedback to select a better solution to replace the current solution in the adjacent space of the current solution, until a local optimal solution is obtained. In addition, because the hill climbing algorithm is a depth-first algorithm, it will be difficult to jump out of the local optimum after a local optimal solution is obtained, which greatly reduces the probability of searching for the global optimal solution. The coding implementation of the hill climbing algorithm is relatively simple, but it is easy to fall into the local optimal solution during the execution of the algorithm, thereby reducing the probability of searching for the global optimal solution. As shown in Figure 3(a), assuming that the current solution is the solution at point C, when the algorithm searches for the solution represented by point A during the execution process, no matter whether it is to the left or right, it cannot find the solution represented by point A. The solution is more optimal, and the algorithm falls into a local optimal solution at this time. In addition, the hill climbing algorithm has higher solution quality when solving small-scale NP problems, but it is difficult to find the optimal solution when solving large-scale NP problems.

The golden section method comes from Pythagorean school’s study of regular pentagons and regular decagons. This algorithm is a minimum point search algorithm that divides a line segment according to a ratio. The ratio is 0.618, which is also called the 0.618 method. In modern optimization theories, the golden section method refers to the use of the Fibonacci sequence for the research and development of mathematical related theories and the use of basic mathematical knowledge to explain combinatorial optimization problems encountered in social practice. The graphical representation is shown in Figure 3(b). Among them, point A represents the center of the inner and outer circles, point B is an intersection point between the outer circle and the X axis, and point C is an intersection point between the inner circle and the X axis. Point Z is the intersection of the normal of the green arc at point B and the Y axis.

4.3.2. Improved Genetic Algorithm. Compared with other modern heuristic algorithms, the traditional standard genetic algorithm generally does not fall into the local optimal solution, and the probability of finding the global optimal solution is higher, while the hill climbing algorithm has the characteristics of strong local search ability and weak global search ability. So based on the basic genetic algorithm, the hill climbing algorithm can be used to improve the basic genetic algorithm to form a linear weighted genetic algorithm. The improved genetic algorithm not only has the strong local search ability of the hill climbing algorithm, but also has the strong global search ability of the traditional standard genetic algorithm.

When the genetic algorithm solves the problem, the crossover operator provides a large-span, coarse-grained search scheme, which is beneficial to improve the probability of searching for the global optimal solution, but the search performance for the local optimal solution is poor; gene mutation ensures the diversity of the population and the diversity of chromosomes during the execution of the algorithm, but the performance is poor in the later stage of the population evolution. Thus, AGA mutation strategies that can change the crossover operator and mutation operator can be introduced.

The AGA strategy means that, in the process of population evolution, when the fitness value of the individuals in the population is greater than the average value, the values of Pm and Pc are reduced, so as to be preserved as good individuals; when the fitness value of the individuals in the population is less than the average value, you increase the value of Pc and Pm, thereby increasing the production rate of individuals in the subpopulation. In this way, in the later stage of the algorithm execution, when the population falls into the local optimal solution and the function value is relatively close, changing the values of Pm and Pc can effectively jump out of the local optimal solution, thereby increasing the probability of searching for the global optimal solution.
One way to improve is

\[
P_c = \begin{cases} 
P_{c1} - \frac{|P_{c1} - P_{c2}| \cdot f_{avg} - f'}{f_{max} - f_{min}}, & f_{avg} > f', \\
P_{c1}, & f_{avg} = f', \\
P_{c1} + \frac{|P_{c1} - P_{c2}| \cdot f_{avg} - f'}{f_{max} - f_{min}}, & f_{avg} > f', 
\end{cases}
\]

\[
P_m = \begin{cases} 
P_{m1} - \frac{|P_{m1} - P_{m2}| \cdot f_{avg} - f}{f_{max} - f_{avg}}, & f_{avg} < f, \\
P_{m1}, & f_{avg} = f, \\
P_{m1} - \frac{|P_{m1} - P_{m2}| \cdot f_{avg} - f}{f_{max} - f_{avg}}, & f_{avg} > f. 
\end{cases}
\]

Among them, \( P_c \) and \( P_m \) represent crossover probability and mutation probability, respectively; \( P_{c1}, P_{c2}, P_{m1}, \) and \( P_{m2} \) respectively represent the value of crossover probability and mutation probability before and after the change. In addition, considering that the optimal individual is not destroyed, the above two formulas can be changed to

\[
P_c = \begin{cases} 
P_{c max} - e^{-0.62 \frac{f_{avg} - f'}{f_{max} - f_{avg}}}, & f_{avg} < f', \\
P_{c max}, & f_{avg} = f', \\
P_{c max} + e^{-0.62 \frac{f_{avg} - f'}{f_{max} - f_{avg}}}, & f_{avg} > f', 
\end{cases}
\]

\[
P_m = \begin{cases} 
P_{m max} - e^{-0.38 \frac{f_{avg} - f}{f_{max} - f_{avg}}}, & f_{avg} < f, \\
f_{avg} \cdot P_{m max}, & f_{avg} = f, \\
P_{m max} + e^{-0.38 \frac{f_{avg} - f}{f_{max} - f_{avg}}}, & f_{avg} > f. 
\end{cases}
\]

In formulas (3) and (4), the golden ratio is introduced, and the optimal solution is approached successively in accordance with the principle of “equal ratio, symmetrical shrinkage, and principle of selection,” which improves the speed of searching for the global optimal solution.

The hill climbing operator is to perform a hill climbing algorithm on individuals in the subpopulation according to a certain probability before the genetic algorithm is executed in the subpopulation. At the same time, the golden section method based on the contraction interval is introduced in the execution of the mountain climbing algorithm. This article assumes that the search interval of the initial population is \([a_i, b_i]\), \(X\) represents the population, \(x_i\) represents the individual with dimension \(i\) in the population, \(e\) is the shrinking interval ratio, \(n\) is the population size, and \(m\) represents the initial population dimension. The new search interval is solved as follows:

\[
e = \frac{m + 1}{2n - 1} \lim_{n \to \infty} \sum_{i=1}^{n} |a_i - b_i|, \tag{5}
\]

\[
a_{i+1} = \max(x_i, a_i, e_{i-1}), \tag{6}
\]

\[
b_{i+1} = \min(x_i, b_i, e_{i+1}). \tag{7}
\]

The improved algorithm flow is shown in Figure 4.

In the later stage of algorithm execution, adaptive crossover probability and mutation probability are used for genetic operation. In this way, the fitness function values can be sorted into high fitness populations and low fitness populations. At the same time, related algorithms can be alternately performed in the cross mutation stage, which can effectively improve the diversity of the population. This helps to increase the probability that the algorithm searches for the optimal solution.

5. Experiment and Analysis

5.1. Simulation Parameter Setting. In the fog node layer, each agent node manages a fog node cluster, and the agent node effectively manages the fog node resources in the cluster. The fog node layer manages the fog node cluster separately and divides the distributed network into multiple management
units, which can reduce network overhead and enhance the scalability of the network. Establishing fog node clusters based on geographic location can greatly reduce service delays. At the same time, users can switch fog node clusters to provide services for them by sending requests to proxy nodes near themselves based on their geographic location. The agent node is the key to managing the resources of the fog node cluster. Its role is mainly in resource monitoring, resource evaluation and allocation, network management, payment, service quality monitoring, and fog node reputation evaluation. Resource monitoring means that the agent node monitors the idle status of the fog node resources in the cluster at any time. If a user request comes in, it can directly allocate resources. According to the needs of users, the proxy node evaluates the preference information and allocates fog computing resources that meet the needs of users in the fog node cluster. The agent nodes can communicate directly, and at the same time, the agent node is responsible for the communication function of the entire fog node cluster and the external network and at the same time controls the communication between the fog nodes in the fog node cluster. The proxy node will pay some rental fees to the fog node based on the amount of resources provided by the fog node in the cluster and its asking price. When the fog node provides resources, the proxy node will evaluate the quality of its service. If there is a violation, the proxy node can impose necessary punishment on the fog node. Reputation evaluation means that when the agent node selects the fog node in the cluster to provide services to users, it uses historical service information to evaluate the reputation of the fog node to obtain a more reliable service.

In the simulation experiment, the input is a task graph based on a directed acyclic graph, and a random network topology graph is used. The average value of the node degree is 3, and the fog nodes are connected with a probability of 0.5. The experimental parameters are set as follows: the range of the number of tasks is [20, 200], the range of task calculations is [5, 100] MB, the communication volume range of the task is [5, 100] MB, and the data volume range of nonforward nodes required by the task is [5, 50] MB. The range of the number of fog nodes is [6, 10], the processing rate range of fog nodes is [5, 20] MB/sec, the transmission rate range between fog nodes is [50, 200] Mbps, and the calculation unit price range of fog node resources is [2, 2] cent/sec. The simulation parameter setting is shown in Table 1.

5.2. Analysis of Simulation Results. In this experiment, we compare the pros and cons of the three algorithms in terms of delay, communication load, and service cost. These three algorithms are all based on improved genetic algorithms. The first one is based on adaptive genetic algorithm and is denoted as AGA; the second is RAS-IN algorithm, which is a genetic algorithm for nondominated sorting with an elite strategy. The algorithm is an improved algorithm for calculating the crowding distance; the third is the linear weighted genetic algorithm, which is recorded as the LW-GA.

In this simulation, we set the global maximum crossover rate to 1.01 and the global maximum mutation rate to 0.12. In the simulation process, we set the number of populations to 100, the maximum number of iterations to 300, and the number of fog nodes to 10. The optimization weight is set to 0.45. As shown in Figures 5–7, as the number of tasks continues to increase, the linear weighted genetic algorithm proposed in this paper has better optimization performance in terms of delay, communication load, and service cost. Through the comparison of experimental results, it can be found that the performance of the LW-GA has significant advantages.

The number of nondominated individuals in the temporary population is a criterion for judging the diversity of the population. We will count the number of nondominated individuals in the temporary population of the temporary population based on the linear weighted genetic algorithm and the other two algorithms under different iteration times. Here we set the maximum number of iterations to 400, the number of populations to 150, and the number of tasks to 30. The other settings are the same as the above parameters. As shown in Figure 8, we can see that, in the early stage of implementation, the number of nondominated individuals in the temporary population of the linearly weighted genetic algorithm grows slowly, while it grows rapidly in the midterm and tends to a final stable state earlier. This shows that the linear weighted genetic algorithm has more advantages and better adaptability.

The average value of the crowding degree distance between two solutions in the optimal solution set is an evaluation index of the quality of the distribution. The smaller the average value of the congestion distance, the more uniform the distribution of the optimal solution for fog computing resource allocation obtained by the algorithm.

| Parameter | Value |
|-----------|-------|
| Crossover probability | 0.6 |
| Mutation probability | 0.3 |
| Maximum number of iterations | 300 |
| Chromosome size | 100 |

**Table 1: Simulation Parameter Setting**

![Figure 4: Improved algorithm flow.](image-url)
Table 1: Simulation parameter settings.

| Parameter                                      | Range          |
|-----------------------------------------------|----------------|
| Number of fog nodes                          | [6, 12]        |
| Processing rate of the fog node              | [5, 20] MB/sec |
| Amount of data of nonforward nodes required by the task | [5, 50] MB |
| Number of tasks                              | [30, 360]      |
| Transmission rate between fog nodes          | [50, 200] Mbps |
| Task calculation                             | [5, 100] MB    |
| Task traffic                                 | [5, 100] MB    |
| Calculation unit price of fog node resources | [2, 2] cent/sec|

Figure 5: Delay comparison of the three algorithms.

Figure 6: Comparison of the communication load of the three algorithms.

Figure 7: Comparison of service fees of the three algorithms.
The more uniform the distribution of the optimal solution set, the better the individual distribution and the more practical the significance of the experimental results.

In order to evaluate the algorithms proposed in this section, this article evaluates the AGA, the RAS-IN algorithm, and the LW-GA. In this experiment, we set the maximum number of iterations to 400, the number of populations to 150, and the number of tasks to 30. The other settings are the same as the above parameters. It can be seen from Figure 9 that the average value of the crowded distance between two adjacent solutions in the Pareto solution set obtained by the linear weighted genetic algorithm is smaller than the AGA and the RAS-IN algorithm. This shows that the nondominated solution set of the linearly weighted genetic algorithm has better distribution in the fog computing environment.

6. Conclusion

Based on the fog computing architecture proposed by Cisco, taking into account the flexibility, scalability, and resource utilization of the architecture, this paper proposes an adaptive fog computing architecture, which mainly includes a comprehensive perception layer, a fog computing layer, and a cloud computing layer. In the fog computing layer, network element entities such as fog group, fog management node, and fog unit node are introduced. This paper proposes a fog resource scheduling scheme based on linear weighted genetic algorithm, which converts the multiobjective optimization problem into a single-objective optimization problem. When applying genetic algorithms based on weighted sums, preference weights are assigned to delays, communication loads, and service costs, and they are integrated into an objective function to perform genetic operations to obtain a better solution. This algorithm can greatly reduce the nondominant relationship between solutions in multiobjective optimization problems. The simulation results show that the improved strategy proposed in this paper shows better performance in the three optimization goals of delay, communication load, and service cost and improves the search efficiency and ensures the uniformity of the optimal solution set distribution. However,
when the fog node model is established in this article, the fog node resource model is established using the fuzzy processing method, and in the resource scheduling problem, the actual resource dimension of the fog node is not considered. The next step of research can be to match nodes of different resource dimensions or resource attributes for different types of services.
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