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ABSTRACT

Consider a multichannel Ambisonic recording containing a mixture of several reverberant speech signals. Retrieving the reverberant Ambisonic signals corresponding to the individual speech sources blindly from the mixture is a challenging task as it requires to estimate multiple signal channels for each source. In this work, we propose AmbiSep, a deep neural network-based plane-wave domain masking approach to solve this task. The masking network uses learned feature representations and transformers in a triple-path processing configuration. We train and evaluate the proposed network architecture on a spatialized WSJ0-2mix dataset, and show that the method achieves a multichannel scale-invariant signal-to-distortion ratio improvement of 17.7 dB on the blind test set, while preserving the spatial characteristics of the separated sounds.

Index Terms— Ambisonics, speech separation, transformer networks, reverberation

1. INTRODUCTION

Sound field recording using spherical microphone arrays (SMAs) is becoming more and more popular due to the emerging trend of immersive media applications such as, e.g., virtual reality [1]. The recorded scene, often, contains a mixture of sounds from different sources, ambience or noise. For spatial audio reproduction or object-based audio rendering, it is desirable to process these sound components individually, for example, to attenuate an undesired component while preserving the spatial characteristics of the scene. In the context of SMA processing [2, 3], the microphone signals are commonly converted to a full-sphere surround sound format, namely, Ambisonics prior to further processing. Ambisonics represents the sound field via different directional components, it is independent of the specific microphone array properties and the spatial resolution can be controlled via the Ambisonic order, which makes processing in the Ambisonic domain suitable for spatial audio analysis and reproduction.

In recent years, several works were dedicated to spatial parameter estimation and source separation from Ambisonic mixtures [4–11], but only a few publications investigated the estimation of the Ambisonic signals of the individual sound components [12–14]. While Ambisonic-to-Ambisonic noise reduction was considered in [12, 14], Ambisonic-to-Ambisonic signal separation was investigated in [13] using the flexible audio source separation framework [15]. However, to the best knowledge of the authors, no deep learning-based method was proposed for Ambisonic-to-Ambisonic speech separation in the literature so far.

Remarkable advances have been obtained in recent years for the task of monaural, speaker independent, speech separation in noiseless conditions using deep neural networks [16–19]. In particular, masking in the learned time-feature domain [17] combined with long- and short-time modeling for long sequences [18] and transformer networks [19] has achieved state-of-the-art separation performance. In contrast to traditional monaural source separation, which estimates a monaural signal for each source, Ambisonic-to-Ambisonic separation requires the estimation of a multichannel Ambisonic signal for each component while preserving the spatial characteristics of the component.

In this work, we develop a deep learning method for Ambisonic-to-Ambisonic speech separation from a noise-less but reverberant Ambisonic mixture of two speech signals. We propose plane-wave domain masking using a transformer network, organized in a triple-path configuration to model the inter-channel, as well as long- and short-time relationships. The architecture is inspired by the monaural separation network in [19] and the multichannel-to-multichannel speech enhancement architecture in [20]. We evaluate the proposed method using the WSJ0-2mix speech dataset [21], spatialized using simulated Ambisonic room impulse responses for first-order Ambisonics. We quantify the signal- and spatial distortions using the multichannel signal-to-distortion ratio and the image-to-spatial-distortion ratio [22]. Illustrative audio examples, binaurally rendered, are available online1.

2. SIGNAL MODEL AND PROBLEM FORMULATION

Consider a sound scene containing J speech sources in a reverberant enclosure, recorded using a SMA with M microphones. Let \( x^{\text{amb}}(n) \) be the \( L \)-th order Ambisonic signal vector obtained from the SMA recording, viz.,

\[
x^{\text{amb}}(n) = \left[ x^{\text{amb}}(n), x^{\text{amb}}(n-1), ..., x^{\text{amb}}(n-d+1) \right]^T
\]

where \( n = 0, ..., N - 1 \) denotes the discrete time sample, \( (\cdot)^T \) the transpose operation and \( x^{\text{amb}}_l(m) \) the Ambisonic signal of order \( l = 0, ..., L \) and mode \( m = -l, ..., l \). Note, that the dimension of \( x^{\text{amb}}(n) \) is \( (L + 1)^2 \). Different Ambisonic formats exist. In this work, we use, without loss of generality, the AmbiX format [23]. Let \( c_j^{\text{amb}} \) denote the Ambisonic signal vector corresponding to the \( j \)-th speech source. Considering a noiseless scenario, the Ambisonic mixture \( x^{\text{amb}} \) can be modeled as,

\[
x^{\text{amb}}(n) = \sum_{j=1}^{J} c_j^{\text{amb}}(n).
\]

The task considered in this work is to estimate the Ambisonic speech components \( c_1^{\text{amb}}, ..., c_J^{\text{amb}} \) blindly from the Ambisonic mixture \( x^{\text{amb}} \). We note that the speech components include reverberation, unlike most monaural speech separation approaches in which the reverberation is considered as undesired.

---

1https://www.audiolabs-erlangen.de/resources/2022-IWAENC-AmbiSep
3. PROPOSED METHOD

3.1. Overview

We consider masking in the learned time-feature (TF) domain, popularized by [17] and successfully employed in state-of-the-art single-channel source separation approaches [18, 19]. Therein, a TF encoder converts the time-domain signal into a non-negative TF representation, a mask is learned in the TF domain for each source and the time-domain source signals are reconstructed from the respective masked TF representations.

In this work, we propose a multichannel extension of the TF masking approach for Ambisonic-to-Ambisonic separation, denoted by AmbiSep. The most straightforward approach would be to estimate TF masks for each Ambisonic channel. However, in the context of Ambisonic-to-Ambisonic noise reduction, it was shown that the plane-wave domain (PWD) masking approach from [14, 24] can result in a higher desired-signal quality [25]. Therefore, we first transform the Ambisonic mixture \( \mathbf{x}^{\text{amb}} \) to the PWD via the PWD encoding matrix \( \mathbf{Y} \), discussed in Sec. 3.2. Next, we transform each PWD channel to the TF domain using the encoding operator \( \mathcal{E} \) and estimate mask vectors \( \mathbf{m}_j(j,f,t) \) containing a TF mask per PWD direction for each speech component \( j \), feature \( f \) and time-frame \( t \). After multiplying each PWD channel with the corresponding masks, we transform the signals back to the time domain using the TF decoding operator \( \mathcal{D} \), which is not necessarily the inverse of \( \mathcal{E} \), and to the Ambisonic domain using the pseudo-inverse PWD transformation matrix \( \mathbf{Y}^\dagger \), i.e.,

\[
\mathbf{c}^{\text{amb}} = \mathbf{Y}^\dagger \mathcal{D} \{ \mathbf{m}_j \odot \mathcal{E} \{ \mathbf{Y} \mathbf{x}^{\text{amb}} \} \}
\]  

for \( j = 1, ..., J \), where discrete-time and TF indices have been omitted for brevity and \( \odot \) denotes the element-wise multiplication. The masks are estimated via the multichannel masking network (masknet) described in detail in Sec. 3.4. An overview of the proposed method is shown in Fig. 1.

3.2. Plane-Wave Domain Encoder and Decoder

The Ambisonic signal vector \( \mathbf{x}^{\text{amb}} \) is projected to \( Q = (L + 1)^2 \) almost uniformly distributed plane-wave directions \( \Omega_1, ..., \Omega_Q \) using maximum-directivity beamformers towards these directions. For SN3D-normalized Ambisonics, used by the AmbiX format, the maximum-directivity beamforming weights equal \( \sqrt{2l + 1} \ Y_{l,m}(\Omega_q) \), where \( Y_{l,m}(\Omega_q) \) denotes the real spherical harmonic of order \( l \) and mode \( m \) at direction \( \Omega_q \) [2, 23]. Therefore, the elements of the \( Q \times (L + 1)^2 \)-dimensional PWD encoding matrix \( \mathbf{Y} \) become

\[
[Y]_{q,l,m} = \sqrt{2l + 1} \ Y_{l,m}(\Omega_q)
\]

for \( q = 1, ..., Q, l = 0, ..., L \) and \( m = -l, ..., l \). The PWD encoded mixture signal is denoted by \( \mathbf{x}^{\text{pwd}} = \mathbf{Y} \mathbf{x}^{\text{amb}} \) in the following. The PWD decoder applies the pseudo-inverse matrix \( \mathbf{Y}^\dagger \) to the separated PWD outputs.

3.3. Time-Feature Encoder and Decoder

As in [17–19], we use a learnable TF encoder \( \mathcal{E} \) and decoder \( \mathcal{D} \). The encoded signal is computed via,

\[
\mathcal{E} \{ \mathbf{x}^{\text{pwd}} \} (j,f,t) = \mathcal{D} \{ \mathcal{E} \{ \mathbf{Y} \mathbf{x}^{\text{amb}} \} \} (j,f,t),
\]

where \( \mathcal{E} \) denotes a convolutional layer along the time dimension with \( F \) filters of length \( W \) and stride \( H \). These parameters are analogous to the number of frequencies, the window length and the hopsize of a time-frequency transformation, respectively. The rectified linear unit (ReLU) is applied after the convolution to yield a positive feature representation for the masknet.

The decoder consists of a transposed 1D convolutional layer with the same number of filters, length and stride parameters as the encoder. The same encoder and decoder pair is applied to all the PWD channels.

3.4. Masknet

The masknet follows the long- and short-time modeling approach for long-sequence modeling [18] using transformer blocks similar to the SepFormer [19]. To handle the multichannel input, additional inter-channel transformer layers are incorporated, analogous to the triple-path approach proposed in [20]. The proposed masknet architecture is shown in Fig. 2, where learnable blocks are colored turquoise or purple and purple blocks contain transformer layers.

The TF encoded PWD mixture of dimension \( Q \times F \times T \), where \( T \) denotes the number of time frames, is layer normalized per PWD channel followed by a linear layer along the feature dimension. The time dimension is then chopped into \( N_F \) overlapping chunks of length \( C \) with 50% overlap. The chunked input representation is fed into the triple-path transformer network consisting of a sequence of inter-channel, intra-chunk and inter-chunk transformer blocks. This sequence is repeated \( R \) times. Each block permutes the input tensor according to Tab. 1 as in [20] and applies \( N_F \) transformer layers using the SepFormer architecture [19] with a dimension of \( N_{FF} \) for the positional feed-forward networks. We refer the reader to [19] for a detailed description of the transformer layers.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Block & Batch & Sequence & Feature & Tensor shape \\
\hline
Interchannel & \( C_N \) & \( Q \) & \( F \) & \( C_N \times Q \times F \) \\
Intrachunk & \( Q_N \) & \( Q \) & \( F \) & \( Q \times C \times F \) \\
Interchunk & \( Q \) & \( N_C \) & \( F \) & \( Q \times N_C \times F \) \\
\hline
\end{tabular}
\caption{Dimensions of transformer blocks.}
\end{table}
After the triple-path transformer network, a PRelu activation and an affine linear layer, i.e., linear plus bias (LinearB), are applied along the feature dimension with an output feature dimension of $J \cdot F$. The output is reshaped to $J \times Q \times F \times C \times N_C$ and the overlap and add method is used to de-chunk the signal. The respective output of dimension $J \times Q \times F \times T$ is fed to the output gate consisting of two paths. The first path transforms the input via an affine linear layer followed by a tanh activation. The second path via a different affine linear layer followed by a sigmoid activation. All transformations are applied along the feature dimension and the respective outputs are multiplied point-wise. Note, that this block is taken from the SpeechBrain implementation of the SepFormer and differs from the SepFormer architecture described in [19]. Finally, the signal is fed into a linear layer followed by a ReLU activation to compute $Q$ masks for each of the $J$ sources.

4. BASELINES

As no deep learning-based Ambisonic-to-Ambisonic speech separation method has been published so far, we define the following three baseline systems.

The first baseline, denoted by Omni-SF, computes a global TF mask $M_j(f, t)$ that is applied to all Ambisonic channels for each of the $J$ speech components, i.e.,

$$\hat{c}^\text{amb}_j = D(M_j \mathcal{E}(x^\text{amb}))$$

for $j = 1, \ldots, J$. We use the SepFormer architecture on the omnidirectional (zeroth-order) input channel to compute the masks. The SepFormer model is trained using the globally-masked Ambisonic signals and the multichannel cost function discussed in Sec. 5.2. The Omni-SF architecture is shown in Fig. 3.

For the second baseline, we compute masks for each PWD channel separately using the SepFormer architecture. The estimated masks for the different speech components can be permuted across the different PWD channels. To resolve this permutation problem, a single transformer layer (post transformer) is added before the PWD decoder. The time dimension of the input for the post transformer is chopped into $N_P = N/F$ non-overlapping blocks of length $F$ resulting in a tensor of shape $J \times Q \times F \times N_P$. The post transformer takes $N_P$ as the batch dimension, $J \cdot Q$ as the sequence length and $F$ as the feature dimension. The output is reshaped to $J \times Q \times N$. This baseline is denoted by PWD-SF in the following. The PWD-SF architecture is shown in Fig. 4. Note that, in contrast to the proposed triple-path architecture, the PWD-SF cannot utilize spatial information before the final transformer layer.

For the third baseline, we use the system shown in Fig. 1 with oracle Wiener masks in the learned TF domain. The oracle masks are computed as,

$$m_j(f, t) = |\mathcal{e}_j^\text{pwd}(f, t)|^2 \odot \sum_{j' = 1}^J |\mathcal{e}_{j'}^\text{pwd}(f, t)|^2$$

for $j = 1, \ldots, J$, where $|\cdot|^2$ denotes the element-wise magnitude-squared, $\odot$ the element-wise division and $\mathcal{e}_j^\text{pwd}(f, t)$ the TF representation of $c_j^\text{pwd}(n) = Y \cdot j^\text{amb}_j(n)$.

5. EVALUATION

5.1. Dataset

We used the WSJ0-2mix dataset [21] with 16 kHz sampling rate for the speech sources. The dataset contains 20k training samples, 5k validation samples and 3k test samples. Each sample comprises two English speech signals. All signals were limited to a maximum length of 5 seconds.

The reverberant Ambisonic speech mixtures were generated using simulated Ambisonic room impulse responses (RIRs). We simulated SMA RIRs (SRIRs) using the SMA impulse response generator [26] for a rigid SMA with 32 almost uniformly distributed microphones and a radius of $r = 0.042$ m. The virtual SMA was positioned randomly in different simulated shoebox-shaped rooms with $T_{60}$ reverberation times ranging from 0.2 – 0.5 seconds. Different SRIR sets for the training, validation and test datasets were generated using 20, 5 and 3 different rooms, respectively, with 46 different SRIRs per room. The room dimensions $(L_x, L_y, L_z)$ were randomly sampled from $L_x, L_y \in [5m, 10m]$, $L_z \in [3m, 4m]$ and a minimum wall distance of $1m$ was used for the SMA position. The speech sources were randomly positioned inside the room at distances $0.5 - 1.5m$ from the array center and with a minimum wall distance of $0.5m$. The SRIRs were simulated with 16 kHz sampling frequency, an internal maximum spherical harmonic order of 20 and a length of $T_{60}/2$.

We transformed the SRIRs to the Ambisonic domain using the discrete spherical harmonic transform with least-squares quadrature weights [2] and Tikhonov-regularized radial equalization filters [27] with a regularization factor of $\lambda_{\text{reg}} = 10^{-3}$. The SRIR dataset was generated with an Ambisonic order of $L = 3$, but we used only the zeroth- and first-order channels for this work.

First-order Ambisonic mixtures were generated by randomly selecting a room and two SRIRs therein, convolving the speech sources with the SRIRs and mixing the respective components such that the power ratio of their zeroth-order channels matches the power ratio of the source signals. The Ambisonic mixtures were generated dynamically with a different source–SRIR association at each training epoch for a given pair of sources in the original WSJ0-2mix dataset. This dynamic mixture creation was found to help with training compared to a fixed source–SRIR association for all the training epochs.

5.2. Training and Parameters

The models were trained using the Adam optimizer with a learning rate of $1.5 \cdot 10^{-4}$ for 170 epochs. The learning rate was decreased by a factor of 0.5 after epoch 65 if the mean validation loss did not decrease for three consecutive epochs. For the loss function, we used
the negative of the multichannel scale-invariant signal-to-distortion ratio (SI-SDR), viz.,

\[
\text{SI-SDR} = \frac{1}{J} \sum_{j=1}^{J} 10 \log_{10} \left( \frac{\sum_{n} ||c_j(n) - d_j(n)||^2}{\sum_{n} ||c_j(n)||^2} \right),
\]

where \( \alpha_j = \arg\min_n \sum_n ||c_j(n) - \alpha c_j(n)||^2 \), \( \| \cdot \| \) denotes the Euclidean norm and the correct target – estimate permutation \( p(j) \) for \( j = 1, ..., J \) was determined using the utterance-level permutation-invariant training method [28]. Note that a common scale \( \alpha_j \) was chosen for all channels to enforce preservation of the spatial properties of the components. Gradient clipping with a maximum 2-norm of 5 was applied during training.

The common model parameters are shown in Tab. 2. We used the same number of transformer layers \( N_L \) per block, i.e., \( N_{\text{channel}} = N_{\text{intra}} = N_{\text{inter}} = N_L \) and \( R \) repeats for the triple-path transformer models. For the oracle Wiener masking method, we replaced the masknet by the oracle Wiener TF masks (7) and trained the TF encoder and decoder for 50 epochs.

5.3. Performance Metrics

We used the SI-SDR improvement (SI-SDRi) and the scale-invariant version of the image-to-spatial-distortion ratio [22] (SI-ISR) as performance metrics. The first metric measures spectro-temporal and spatial distortions, while the latter measures spatial distortions only.

5.4. Results

In Tab 3, the mean and standard deviations (\( \sigma \)) of the performance measures, evaluated on the test dataset, as well as the number of trainable parameters \#P are shown for different model configurations. The proposed triple-path transformer architecture (iChan-First with PWD) was evaluated for eight different (\( N_L, R \)) configurations with \( N_L \cdot R = 6 \) and \( N_L \cdot R = 8 \). Moreover, the best-performing configuration (\( N_L, R = (1, 8) \) was evaluated for a different order of the transformer blocks, viz. intra- -chunk – inter-chunk – inter-channel (iChan-Last), as well as without the PWD encoding and decoding blocks (w/o PWD), i.e., in the Ambisonic signal domain. Finally, the baseline methods Omni-SF, PWD-SF and oracle Wiener TF masks discussed in Sec. 4 were evaluated.

One can observe that all proposed triple-path configurations resulted in mean SI-SDRi values, at least \( 1\sigma \) larger than the non-oracle baselines and considerably better than the oracle mask baseline. The proposed configurations with \( R = 1 \) performed considerably worse compared to the configurations with \( R > 1 \). In general, the performance increased with \( R \) for most cases, even though \( N_L \) was decreased such that \( N_L \cdot R = \text{const} \). The iChan-Last configuration performed almost identical to the corresponding iChan-First configuration. This suggests that the position of the inter-channel transformer blocks, viz. before or after the intra-chunk and inter-chunk blocks, does not significantly influence the performance, at least when the number of repeats \( R \) is sufficiently large. The configuration without the PWD encoding and decoding performed only slightly worse than the corresponding proposed configuration. The small performance difference, however, suggests that there is some advantage of using the PWD encoding and decoding.

The SI-ISR measures showed a similar behavior and resulted in mean values between 22.9–24.3 dB for the proposed configurations, indicating that spatial distortions were low. The non-oracle baselines yielded mean SI-ISR measures between 19.1–19.8 dB, more than 1\( \sigma \) lower than the best-performing proposed model.

The larger triple-path transformer models with \#P = 19.4 M required 27–41 GB GPU RAM during training and 3–5 hrs per training epoch on a single NVIDIA A100 GPU. For the smaller models with \#P = 14.0 M, 20–32 GB GPU RAM and 4–5 hrs per training epoch on an NVIDIA Tesla V100 GPU were required.

6. CONCLUSIONS

We proposed AmbiSep, a novel Ambisonic-to-Ambisonic reverberant speech separation method comprising a PWD encoder-decoder pair as well as a triple-path transformer-based deep neural network. The proposed method and the baselines were trained and evaluated using first-order Ambisonic reverberant mixtures containing two speakers. The best-performing configuration of the proposed method significantly outperformed the baselines, including the oracle TF mask approach. The PWD encoder and decoder only yielded a slight mean performance increase as opposed to the same network architecture without these blocks, at least for speech separation.
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