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Abstract

A detailed comparison is made between four different iterative procedures: Picard, Ishikawa, Mann and Picard-Krasnoselskii, within the framework of the BLUES function method and the variational iteration method. The resulting modified methods are subsequently applied to a nonlinear reaction-diffusion-advection differential equation to generate approximations to the known exact solution. The differences between the BLUES function method and the variational iteration method are illustrated by studying the approximants and the error between the obtained approximants and the exact solution.
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1. Introduction

Finding solutions of nonlinear differential equations in mathematics, physics and other sciences is a challenge. Because of the inherent nonlinearity, regular solution methods such as superposition or direct integration are often impossible and hence no general solution strategy exists. Therefore, it is appropriate to look for approximate solutions instead of trying to solve the differential equations directly. To this end, (semi-)analytical iterative methods such as the variational iteration method (VIM) [1, 2, 3], Adomian decomposition method (ADM) [4, 5], homotopy perturbation method (HPM) [6] or BLUES function method [7, 8, 9, 10] have been proposed.

The standard formulations of these methods all rely on iterating through a sequence of approximants by direct substitution of the \(n\)th approximant into some nonlinear operator to generate the \((n+1)\)th approximant. While this so-called Picard iteration is straightforward and provides a direct way to generate solutions, its convergence is often slow and its accuracy insufficient to provide useful approximations with limited computational resources.

In this paper we propose to reformulate the BLUES function method and the VIM to incorporate three other iterative procedures: Mann’s procedure, Ishikawa’s procedure and a hybrid Picard-Krasnoselskii procedure. Subsequently, we compare the approximants generated by each of these methods and study whether the different iterative schemes result in an increased accuracy with respect to Picard iteration for a fixed number of iterations.

The setup of this paper is as follows. In section 2 we introduce a nonlinear reaction-diffusion-advection PDE along with the approximate solutions obtained by regular Picard iteration for the BLUES function method and the VIM. Next, in section 3, we set up the aforementioned iterative procedures in a general formulation. In section 4, the different procedures are applied to the reaction-diffusion-advection PDE for both the BLUES function method and the VIM. A comparison is made between the methods as well as between the different iterative procedures, and the results are presented by studying the error between the approximants and the exact solution. Finally, in section 5 we present the conclusions and a future outlook.

2. Nonlinear reaction-diffusion-advection equation

We set the stage by considering a nonlinear reaction-diffusion-advection PDE [11, 9] that can be used to describe, e.g., the propagation of a temperature or chemical concentration \(u\) through the combined mechanisms of diffusion,
nonlinear advection and reaction,

\[ N_{i,t,u} \equiv u_t - u_{xx} + uu_x + u(a + u) = 0 \]  \hspace{1cm} (1)

defined on \((x,t) \in \mathbb{R} \times [0, \infty)\) and \(a \in \mathbb{R}\), where \(N_{i,t,u}\) is a nonlinear operator that is defined through its action on \(u\). Subscripts such as \(u_t, u_{xx}, \ldots\) denote differentiation with respect to the subscript variable. We consider a decaying exponential initial condition,

\[ u(x, 0) \equiv f(x) = e^{-x}. \]  \hspace{1cm} (2)

This unbounded initial condition is unphysical but will serve as an ideal testbed for the comparison of the different approximation methods, as in this case a simple exact solution of (1) can be found, i.e.,

\[ u(x, t) = e^{-(x+a-1)t). \]  \hspace{1cm} (3)

It can be shown [9] that for regular Picard iteration the VIM and BLUES function method give the following \(n\)th-order approximants to the exact solution (3), respectively

\[ u_{VIM}^{(n)}(x, t) = e^{-x} \sum_{i=0}^{n} \frac{(-a - 1)t^i}{i!} \]  \hspace{1cm} (4a)

\[ u_{BLUES}^{(n)}(x, t) = e^{-at} \sum_{i=0}^{n} \frac{t^i}{i!}. \]  \hspace{1cm} (4b)

It is now easy to see that, in the limit for \(n \to \infty\), both methods converge to the exact solution [3].

3. Iterative methods and procedures

To avoid confusion, we will from now on differentiate between methods and procedures. A method, e.g. the BLUES function method or the VIM, signifies a particular strategy employed to find an approximate solution \(u_n\). A procedure, however, is the specific manner in which one iterates through the approximants generated by an iterative method. Examples are Picard or Mann iteration.

Consider a sequence of functions \(\{u_n\}_{n=0}^{\infty}\) and a (nonlinear) mapping \(\mathcal{T} : C \to C\), with \(C\) a nonempty convex subset of a normed linear space \(E\). The Picard iterative procedure is the following

\[ u_{n+1} = \mathcal{T}[u_n], \quad u_0 = u \in C, \]  \hspace{1cm} (5)

with \(n \in \mathbb{N}\).

For the BLUES function method, the action of the operator \(\mathcal{T}\) on the \(n\)th approximant \(u_n\) is

\[ \mathcal{T}[u_n] = u_0 + G * \mathcal{R}[u_n], \]  \hspace{1cm} (6)

where \(G\) is the BLUES function, which we take to be the Green function of a judiciously chosen linear problem, i.e., \(L_cG = \delta(t)\), with the same initial condition \(u(x, 0) = f(x)\), where \(L_c\) is a linear operator. For the remainder of this work, we will assume that \(L_c\) is an operator that at most contains first-order time derivatives. The \(*\)-multiplication indicates the convolution operator, while \(\mathcal{R} = L_c - N_{i,t,u}\) is the residual operator. A detailed setup of the BLUES function method can be found in e.g., Ref. [2].

Now, for the VIM, the action of the operator \(\mathcal{T}\) can be written as

\[ \mathcal{T}[u_n] = u_n + \int_{t_0}^{\infty} ds \lambda(s)(Lu_n + Nu_n - f), \]  \hspace{1cm} (7)

where \(L, N\) and \(f\) are respectively the linear operator, which is often the highest time derivative, the nonlinear operator, and an external source. The function \(\lambda(s)\) is a general Lagrange multiplier that can be identified via variational theory, and \(\tilde{u}_n\) is a restricted variation, i.e., \(\delta \tilde{u} = 0\). For the VIM, \(u_0 = u(x, 0)\).

We now briefly discuss other iterative procedures that can be embedded into these two methods.
3.1. Mann’s iterative procedure

Consider the following single-step procedure

\[ u_{n+1} = (1 - \alpha_n)u_n + \alpha_n T[u_n], \quad u_0 = u \in C, \quad (8) \]

with \( n \in \mathbb{N} \) and where \( (\alpha_n)_{n \in \mathbb{N}} \) is a sequence of positive real numbers. This process is called Mann’s iterative procedure [12]. This scheme is sometimes used to accelerate the convergence of the VIM by considering the \( \alpha_n \)'s as convergence-control parameters [13, 14]. These can be optimally determined by minimising the residual square error of the approximants with respect to the \( \alpha_n \) in each iteration. This is numerically expensive but can result in needing a smaller number of approximants to achieve the desired accuracy. When \( \alpha_n = \alpha \) (constant), \( \forall n \in \mathbb{N} \), the procedure is called Krasnoselskii’s iterative procedure, while for \( \alpha_n = 1 \), Mann’s iteration (8) reduces to Picard iteration (5).

3.2. Ishikawa iterative procedure

Consider the following two-step procedure

\[ u_{n+1} = (1 - \alpha_n)u_n + \alpha_n T[v_n], \quad v_0 = u \in C \]
\[ v_n = (1 - \beta_n)u_n + \beta_n T[u_n], \quad (9) \]

with \( n \in \mathbb{N} \) and where \( (\alpha_n)_{n \in \mathbb{N}} \) and \( (\beta_n)_{n \in \mathbb{N}} \) are sequences of positive real numbers. This process is called the Ishikawa iterative procedure [15, 16]. As was the case for Mann’s procedure, the parameters \( \alpha_n \) and \( \beta_n \) can be used as convergence-control parameters. Obviously, for \( \beta_n = 0 \), Ishikawa’s procedure (9) reduces to Mann’s procedure (8).

3.3. Hybrid Picard-Krasnoselskii procedure

While the choice for any one of the above procedures may improve convergence for the BLUES function method or the VIM, there exists another choice by combining Picard’s and Krasnoselskii’s method. This so-called hybrid Picard-Krasnoselskii’s procedure can be proven to converge faster than Picard’s, Mann’s, Krasnoselskii’s or Ishikawa’s procedures [17]. It can be described as follows,

\[ u_{n+1} = T[v_n], \quad u_0 = u \in C \]
\[ v_n = (1 - \lambda)u_n + \lambda T[u_n], \quad (10) \]

with \( n \in \mathbb{N} \). Again, the parameter \( \lambda \) can be used to control the convergence. For \( \lambda = 0 \), the hybrid procedure reduces to Picard iteration, while for \( \lambda = 1 \), it becomes a two-step Picard iteration, where the \((n+1)\)th approximant is found by applying the \( T \) operator twice.

4. Comparison

Let us now consider the procedures that were discussed in section 3. The operator \( T \) from equations (6) and (7) for the nonlinear reaction-diffusion-advection equation (1) is for respectively the BLUES function method and the VIM

\[ T[u^{(n)}] = e^{−at−x} + \int_0^t ds G(t - s) \left( \frac{\partial^2 u^{(n)}}{\partial x^2} - u^{(n)} \frac{\partial u^{(n)}}{\partial x} - (u^{(n)})^2 \right)(x, s), \]
\[ T[u_n] = u_n - \int_0^t ds \left[ \frac{\partial u_n}{\partial x} - \frac{\partial^2 u_n}{\partial x^2} + u_n \frac{\partial u_n}{\partial x} + u_n(u_n + a) \right](x, s). \]

(11)

Note that for the BLUES method we have used superscripts to denote the iterations, while for the VIM we use subscripts. We will use these interchangeably when no confusion can arise. The function \( G(t) = e^{−at} \Theta(t) \), where \( \Theta(.) \) is the Heaviside function, is the Green function of the associated linear operator \( L_c, u \equiv u_t + au \). This choice of linear operator fixes the residual operator to be \( R_c, u \equiv L_c, u - N_c, u = u_{xx} - uu_t - u^2 \). We now discuss the different procedures first for the VIM and subsequently for the BLUES function method.
4.1. Variational iteration method

For the VIM, the Picard iteration approximants are given by equation (14). Mann’s iterative procedure can be set up as follows

\[ u_{n+1}(x, t) = u_n(x, t) - \alpha_n \int_0^t ds \left( \frac{\partial u_n}{\partial s} \frac{\partial^2 u_n}{\partial x^2} + u_n \frac{\partial u_n}{\partial x} + u_n(u_n + a) \right). \] (12)

Consider now the residual error \( E(n, x, T) \),

\[ E(n, x, T) = \frac{1}{T} \int_0^T \left[ \frac{\partial u_n}{\partial s} \frac{\partial^2 u_n}{\partial x^2} + u_n \frac{\partial u_n}{\partial x} + u_n(u_n + a) \right]^2 ds. \] (13)

One has to minimize \( E(n, x, T) \) with respect to \( \alpha_n \) for each \( n \). With the (arbitrary) choice \( T = 1 \), the \( \alpha_n \) with \( n \in \{1, 2, 3\} \) become, for \( a = 2 \),

\[ \alpha_1 = 0.64286, \quad \alpha_2 = 0.84990, \quad \alpha_3 = 0.74308. \] (14)

Note that the coordinate \( x \) does not have to be fixed for the minimisation of the residual error. By careful inspection of the different iterative procedures (5), (8), (9) and (10), one can see that the exponential containing the \( x \)-coordinate can be divided out when minimising (13).

For the Ishikawa scheme, we set up the procedure as follows

\[ v_n(x, t) = u_n(x, t) - \beta_n \int_0^t ds \left( \frac{\partial u_n}{\partial s} \frac{\partial^2 u_n}{\partial x^2} + u_n \frac{\partial u_n}{\partial x} + u_n(u_n + a) \right) \]

\[ u_{n+1}(x, t) = (1 - \alpha_n)u_n(x, t) + \alpha_n v_n(x, t) + \alpha_n \int_0^t ds \left( \frac{\partial v_n}{\partial s} \frac{\partial^2 v_n}{\partial x^2} + v_n \frac{\partial v_n}{\partial x} + v_n(v_n + a) \right). \] (15)

Minimizing the residual error \( E(n, x, T) \) with respect to \( \alpha_n \) and \( \beta_n \), with once again \( T = 1 \) and \( n \in \{1, 2, 3\} \) gives the following convergence-control parameters, for \( a = 2 \),

\[ \alpha_1 = 0.94272, \quad \alpha_2 = 0.97810, \quad \alpha_3 = 0.98356, \]

\[ \beta_1 = 0.65972, \quad \beta_2 = 0.84372, \quad \beta_3 = 0.76055. \] (16) (17)

Note that the \( \alpha_n \) converge to unity, indicating that the Ishikawa procedure converges to a hybrid Picard-Ishikawa procedure. Lastly, the Picard-Krasnoselskii hybrid procedure is the following

\[ v_n(x, t) = u_n(x, t) - \lambda \int_0^t ds \left( \frac{\partial u_n}{\partial s} \frac{\partial^2 u_n}{\partial x^2} + u_n \frac{\partial u_n}{\partial x} + u_n(u_n + a) \right), \]

\[ u_{n+1}(x, t) = v_n(x, t) - \lambda \int_0^t ds \left( \frac{\partial v_n}{\partial s} \frac{\partial^2 v_n}{\partial x^2} + v_n \frac{\partial v_n}{\partial x} + v_n(v_n + a) \right). \] (18)

For \( n = 3 \), the parameter \( \lambda \) can be calculated by minimising once again the residual error with respect to \( \lambda \), resulting in \( \lambda = 0.85590 \) for \( T = 1 \) and \( a = 2 \).

The (logarithmic) error of the different procedures with respect to the exact solution can be defined as

\[ E^{(n)}(x, t) = \log_{10} |u_{ex}(x, t) - u^{(n)}(x, t)|, \] (19)

and will be used to study the differences between the procedures. The different iteration procedures applied to the VIM for the solution of the nonlinear reaction-diffusion-convection equation (11) are compared in Fig. (1a), where the errors between the exact solution and the approximants for the different procedures are shown in panel (b).
4.2. BLUES function method

Let us now study the application of the different iterative procedures on the BLUES function method. The Picard iteration approximants are given by equation (4b). Mann’s iterative procedure can be set up as follows

\[ u^{(a+1)}(x, t) = (1 - \alpha_n)u^{(a)}(x, t) + \alpha_n u^{(0)}(x, t) + \alpha_n \int_{0}^{t} ds G(t-s) \left[ u_{xx}^{(n)} - u_{xx}^{(0)} - (u^{(n)})^2 \right] \]  

(20)

We now repeat the same strategy as before and minimize \( \mathcal{E}(n, x, T) \) with respect to \( \alpha_n \) for each \( n \). With the choice \( T = 1 \), the \( \alpha_n \) with \( n \in \{1, 2, 3\} \) become, for \( a = 2 \),

\[ \alpha_1 = 1.2118, \quad \alpha_2 = 1.1993, \quad \alpha_3 = 1.0524. \]  

(21)

The Ishikawa scheme for the BLUES function method can be set up as follows

\[ v^{(a)}(x, t) = (1 - \beta_n)u^{(a)}(x, t) + \beta_n u^{(0)}(x, t) + \beta_n \int_{0}^{t} ds G(t-s) \left[ u_{xx}^{(n)} - u_{xx}^{(0)} - (u^{(n)})^2 \right], \]

\[ u^{(a+1)}(x, t) = (1 - \alpha_n)u^{(a)}(x, t) + \alpha_n u^{(0)}(x, t) + \alpha_n \int_{0}^{t} ds G(t-s) \left[ v_{xx}^{(n)} - v_{xx}^{(0)} - (v^{(n)})^2 \right]. \]  

(22)

The convergence-control parameters are, for \( a = 2 \),

\[ \alpha_1 = 0.95312, \quad \alpha_2 = 0.98052, \quad \alpha_3 = 0.99276, \]  

\[ \beta_1 = 1.52507, \quad \beta_2 = 1.14221, \quad \beta_3 = 1.1600. \]  

(23) (24)

Note that once again the \( \alpha_n \) converge to unity, so this Ishikawa procedure for the BLUES function method also converges to a hybrid Picard-Ishikawa procedure.

Next, the Picard-Krasnosel’skii hybrid procedure is the following

\[ v^{(a)}(x, t) = (1 - \lambda)u^{(a)}(x, t) + \lambda u^{(0)}(x, t) + \lambda \int_{0}^{t} ds G(t-s) \left[ u_{xx}^{(n)} - u_{xx}^{(0)} - (u^{(n)})^2 \right], \]

\[ u^{(a+1)}(x, t) = u^{(0)}(x, t) + \int_{0}^{t} ds G(t-s) \left[ v_{xx}^{(n)} - v_{xx}^{(0)} - (v^{(n)})^2 \right]. \]  

(25)
For \( n = 3 \), the parameter \( \lambda \) is found as \( \lambda = 1.18323 \) for \( T = 1 \) and \( a = 2 \).

The different iteration procedures applied to the BLUES function method for the solution of the nonlinear reaction-diffusion-convection equation (1) are compared in Fig. 2.

![Figure 2](image_url)

**Figure 2:**
(a) Comparison of the different iteration procedures applied to the third-order BLUES function method, with \( a = 2 \). Mann’s procedure (20) (dashed line), Picard’s procedure (15) (dot-dashed line), Ishikawa’s procedure (22) (dotted line), the Picard-Krasnoselskii hybrid scheme (25) (dot-dash-dashed line) and the exact solution (3) (red line). A zoomed-in view shows that both Ishikawa’s procedure and the hybrid scheme coincide almost perfectly with the exact solution.

(b) Comparison of the third-order BLUES function method errors \( E^{(3)}(x = 1, t) \). The spatial coordinate is fixed at \( x = 1 \).

It is clear from Figure 2 that Mann’s and Picard’s schemes converge to the same iterative procedure. Moreover, this is also the case for Ishikawa’s scheme and the hybrid Picard-Krasnoselskii scheme. For \( t \to \infty \), all methods converge and the error decreases exponentially. Comparing the results obtained by the VIM and by the BLUES function method, it becomes clear that BLUES outperforms the VIM for longer times.

5. Conclusions

In this work, we have applied four different iteration procedures (Picard, Mann, Ishikawa and hybrid Picard-Krasnoselskii) to both the variational iteration method and the BLUES function method in the framework of a nonlinear reaction-diffusion-advection partial differential equation. By numerically determining the optimal convergence-control parameters, we have shown that for the aforementioned equation, the Ishikawa and hybrid Picard-Krasnoselskii schemes produce significantly more accurate approximations to the exact solution, for an equal number of iterations. Moreover, for the BLUES function method, the different schemes all produce globally convergent approximants, for which the difference between the approximants and the exact solution decreases exponentially in time. While implementing other iterative procedures into the VIM significantly improves its convergence and reduces the number of iterations required, the BLUES method seems to outperform the VIM for longer times.

We envision implementing these iterative methods into more general formulations of the BLUES function method such as e.g., higher-order PDEs, coupled PDEs, or stochastic differential equations (SDEs).
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