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Abstract. In this paper, based on the inner-outer (IO) iteration framework [17], by introducing some tunable parameters, an SOR-type IO (SIO) iteration method is proposed for solving the Sylvester matrix equation and coupled Lyapunov matrix equations (CLMEs) in the discrete-time jump linear systems with Markovian transitions. Firstly, the SIO iteration algorithm for solving the discrete Sylvester matrix equation is developed, its convergence property is analyzed and the choices of the parameters are also discussed. Next, the SIO iteration algorithm is used to solve the CLMEs. Moreover, by using the latest estimations, a current-estimation-based SIO (CSIO) iteration algorithms are also constructed for solving the CLMEs, respectively. The boundedness and monotonicity of the iteration sequence derived from the proposed algorithm with zero initial conditions are established. Finally, several numerical examples are implemented to illustrate the superiorities of the proposed iteration algorithms.

1. Introduction

The coupled algebraic Lyapunov matrix equations play an important role in the stability analysis for discrete-time Markovian jump linear systems [2,4,6,10], and the mean square stability of a discrete-time Markovian jump system can be equivalent to the existence of positive definite solutions of such matrix equations. In [13], based on the coupled algebraic Lyapunov matrix equations, a necessary and sufficient condition of the stochastic stability was given for Markovian jump systems.

In the last decades, some numerical methods have been proposed to solve the coupled algebraic Lyapunov equations for discrete-time Markovian jump linear systems due to its broad applications. In [2], a formula for computing the exact solutions was presented by using the matrix inversions and Kronecker products, which cost is very high if the system dimension and the number of modes are large. In [8], a parallel algorithm was constructed for solving coupled discrete Markovian jump Lyapunov equations under two strong assumptions, which are the zero initial condition and the stability of all subsystems, respectively. In [12], it is showed that the iteration algorithm [8] was also convergent without the assumption of zero initial conditions. A gradient-based iteration algorithm was presented to solve the coupled Lyapunov matrix equations in [14]. A finite iteration algorithm [7] was also developed to solve the coupled Lyapunov...
equations for Markovian jump systems. In [9], a new implicit iteration method was established by using the updated variables in the current step for estimation of other variables. However, one needs to solve many normal discrete Lyapunov matrix equations in each iteration step in this algorithm, which is not a simple task for large discrete-time Markovian jump linear systems. There are some iteration algorithms, which are established to solve other matrix equations and tensor matrix equations, can also be used to solve the coupled Lyapunov matrix equations, such as [1, 5, 15, 23, 24, 26-32].

In [17], an inner-outer (IO) iteration algorithm was proposed for solving the Sylvester matrix equation and coupled continuous Markovian jump Lyapunov matrix equations, respectively. In this paper, by using the IO iteration and introducing some tunable parameters, an SIO iteration algorithm is presented to solve the Sylvester matrix equation and CLMEs, respectively. To improve its performance, a current-estimation-based SIO iteration algorithm is constructed in the sequel. Moreover, the choices of the parameters in these algorithms are also discussed, and some heuristical strategies are given for choosing appropriate parameters. Several numerical examples are used to illustrate the effectiveness of the proposed algorithms.

Throughout this paper, for a matrix $A \in \mathbb{R}^{m \times n}$, $A^T$ and $\rho(A)$ denote its transpose and spectral radius, respectively. For two integers $m$ and $n$ with $m \leq n$, $\Pi[m, n]$ denotes the set $\{m, m + 1, \cdots, n\}$. For a matrix $A = [a_1, a_2, \cdots, a_n]$, vec$(A) = [a_1^T, a_2^T, \cdots, a_n^T]^T$. The notation $A \otimes B$ represents the Kronecker products of the matrices $A$ and $B$. The matrix $E \geq 0$ means that $E$ is real symmetric and positive semidefinite. The matrix tuple $\mathcal{F} = \{F_1, F_2, \cdots, F_n\} \geq 0$ implies all the matrices $F_i \geq 0$, $i \in \Pi[1, n]$. In what follows, it should be stated that the sum is zero if the upper limit of the sum notation is less than the lower limit.

2. Previous results

Consider the following discrete-time Markovian jump linear system:

$$x(k + 1) = A_{\theta(k)}x(k), \quad x(0) = x_0, \quad \theta(0) = \theta_0,$$  \hspace{1cm} (2.1)

where $x(k) \in \mathbb{R}^n$ is the state vector, and the system parameter $A_{\theta(k)}$ is changing in accordance with a discrete-time Markovian random process $\theta(k)$, which takes values in a discrete finite set $\Omega = \{1, 2, \cdots, N\}$. The dynamics of the probability distribution of the Markov chain is described by the differential equation

$$\pi(t) = \pi(t)P,$$  \hspace{1cm} (2.2)

where $\pi$ is an $N$-dimensional row vector of unconditional probabilities, $P$ is the transition rate matrix denoted by $[p_{ij}]_{N \times N}$ and satisfies the following relation:

$$p_{ij} = \Pr\{\theta(k + 1) = j | \theta(k) = i\}$$  \hspace{1cm} (2.3)

with the properties that $p_{ij} \geq 0 (i, j = 1, 2, \cdots, N)$ and $\sum_{j=1}^{N} p_{ij} = 1$. The coupled Lyapunov matrix equations associated with the system (2.1)-(2.3) are given by

$$K_i = A_i^T \left( \sum_{j=1}^{N} p_{ij} K_j \right) A_i + Q_i, \quad i \in \Omega,$$  \hspace{1cm} (2.4)

where $Q_i \geq 0 (i \in \Omega)$ and the subscript $i$ indicates that the system is in mode $\theta_i = i$ which implies $A_i = A(\theta_j = i)$.

Now, some main explicit numerical algorithms proposed for solving Eqs.(2.4) are listed as follows.

**Lemma 2.1** [8]. Assume that Eqs. (2.4) have unique positive semidefinite or positive definite solutions with given $Q_i \geq 0 (i \in \Omega)$, and the matrices $A_i$ ($i \in \Omega$) are Schur stable, then the solutions of Eqs. (2.4) can be generated by the following iteration algorithm:

$$K_i(m + 1) = A_i^T \left( \sum_{j=1}^{N} p_{ij} K_j(m) \right) A_i + Q_i, \quad K_i(0) = 0, \quad i \in \Omega,$$  \hspace{1cm} (2.5)
which satisfies
\[ \lim_{m \to \infty} K_i(m) = K_i, \text{ } i \in \Omega. \]

**Lemma 2.2** [12]. Assume that Eqs. (2.4) has solutions \( K_i > 0 \) (i \( \in \Omega \)) for any given \( Q_i > 0 \) (i \( \in \Omega \)), then the solutions of Eqs. (2.4) can be obtained by the following iteration algorithm:
\[ K_i(m + 1) = A_i^T \left( \sum_{j=1}^{N} p_{ij} K_j(m) \right) A_i + Q_i, \text{ } i \in \Omega \]  
for any initial conditions \( K_i(0) \) (i \( \in \Omega \)).

**Lemma 2.3** [9]. If Eqs. (2.4) have unique positive semidefinite or positive definite solutions with \( Q_i \geq 0 \) (i \( \in \Omega \)), and the matrices \( A_i \) (i \( \in \Omega \)) are Schur stable, then the solutions of Eqs. (2.4) can be derived from the following iteration algorithm:
\[ K_i(m + 1) = A_i^T \left( \sum_{j=1}^{i-1} p_{ij} K_j(m) + \sum_{j=i+1}^{N} p_{ij} K_j(m) \right) A_i + Q_i, \text{ } K_i(0) = 0, \text{ } i \in \Omega. \]

Next, several implicit iteration algorithms are presented. In these algorithms, one should solve \( N \) normal discrete Lyapunov matrix equations in each iteration step.

**Lemma 2.4** [12]. Assume that Eqs. (2.4) have unique solutions and \( \rho(\Phi) < 1 \), where \( \Phi \) is the matrix defined as in Theorem 1 [12], then the iteration sequences \( K_i(m) \) (i \( \in \Omega \)) generated by the following iteration algorithm:
\[ p_{ij} A_i^T K_i(m + 1) A_i - K_i(m + 1) = -A_i^T \left( \sum_{j=1, j \neq i}^{N} p_{ij} K_j(m) \right) A_i - Q_i, \text{ } i \in \Omega, \]  
converge to the solutions of Eqs. (2.4) for any initial conditions \( K_i(0) \) (i \( \in \Omega \)).

**Lemma 2.5** [9]. If Eqs. (2.4) have unique positive semidefinite or positive definite solutions with \( Q_i \geq 0 \) (i \( \in \Omega \)), and the matrices \( A_i \) (i \( \in \Omega \)) are Schur stable, then the solutions of Eqs. (2.4) can be obtained from the following iteration algorithm:
\[ p_{ij} A_i^T K_i(m + 1) A_i - K_i(m + 1) = -A_i^T \left( \sum_{j=1}^{i-1} p_{ij} K_j(m + 1) + \sum_{j=i+1}^{N} p_{ij} K_j(m) \right) A_i - Q_i, \text{ } K_i(0) = 0, \text{ } i \in \Omega \]
converge to the unique solutions of Eqs. (2.4).

3. The SIO iteration algorithm for solving the discrete Sylvester matrix equation

In this section, we firstly review the IO iteration algorithm [17] for solving the discrete Sylvester matrix equation. Next, we propose the SIO iteration algorithm by introducing a tunable parameter, analyze its convergence properties, and discuss the choices of the parameters in this algorithm.

3.1. The IO iteration algorithm

Consider the following discrete Sylvester matrix equation [18]
\[ X - AXB = C, \]  
where \( A \in R^{m \times m} \), \( B \in R^{n \times n} \), \( C \in R^{m \times n} \) are known matrices, and \( X \in R^{m \times n} \) is the unknown matrix to be determined. If \( B = A^T \), Eq. (3.1) is the well-known discrete Lyapunov matrix equation.

The IO iteration algorithm for solving Eq. (3.1) is described as follows:
\[ X_{k+1} - \beta AX_{k+1}B = (1 - \beta)AX_kB + C, \text{ } k = 0, 1, 2, \ldots \]  
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with \( 0 < \beta < 1 \). (3.2) is the so-called outer iteration of the IO iteration algorithm.

Let \( W_k = (1 - \beta)AX_kB + C \) and \( Y = X_{k+1} \). Then (3.2) can be written equivalently in the following form:

\[
Y - \beta AYB = W_k
\]

and \( X_{k+1} \) can be obtained by the following inner iteration:

\[
Y_j = \beta AY_jB + W_k, \quad j = 0, 1, 2, \ldots, s_k - 1
\]

with \( Y_0 = X_k \) as the initial guess and \( Y_{s_k} \) as the approximate solution to \( X_{k+1} \) in (3.2).

**Theorem 3.1 [17].** Let \( 0 < \hat{\beta} < 1 \), and \( s_k \) be the number of the inner iteration steps at the \( k \)-th outer iteration. If \( \rho(A)\rho(B) < 1 \), then the iteration sequence \( \{X_{k}\}_{k=0}^{\infty} \) generated by Algorithm 1 converges to the exact solution \( X^* \) to Eq. (3.1). Furthermore, the IO iteration algorithm converges faster than the Smith method for any initial vector.

### 3.2. The SIO iteration algorithm

By introducing a tunable parameter \( \omega \), then we have

\[
X = \omega X + (1 - \omega)X
\]

(3.4)

From (3.1) and (3.2), it follows that

\[
X - \beta AXB = (1 - \beta)AXB + C
\]

(3.5)

By using the Kronecker products \([11]\), (3.4) and (3.5) can be equivalently rewritten as

\[
\begin{align*}
x &= \omega x + (1 - \omega)x, \\
x &= (I - \beta B^T \otimes A)^{-1}(1 - \beta)B^T \otimes Ax + c
\end{align*}
\]

(3.6)

with \( x = \text{vec}(X) \) and \( c = \text{vec}(C) \). Then, from (3.6) it is clear that

\[
x = \omega(I - \beta B^T \otimes A)^{-1}(1 - \beta)B^T \otimes Ax + c + (1 - \omega)x,
\]

which leads to

\[
(I - \beta B^T \otimes A)x = \omega((1 - \beta)B^T \otimes Ax + c) + (1 - \omega)(I - \beta B^T \otimes A)x,
\]

or equivalently,

\[
X - \beta AXB = \omega((1 - \beta)AXB + C) + (1 - \omega)(X - \beta AXB) = \omega(1 - \beta)AXB - (1 - \omega)\beta AXB + (1 - \omega)X + \omega C
\]

(3.7)

Based on (3.7), an outer iteration sequence can be given as follows:

\[
X_{k+1} - \beta AX_{k+1}B = (\omega - \beta)AX_kB + (1 - \omega)X_k + \omega C.
\]

(3.8)

Let \( E_k = (\omega - \beta)AX_kB + (1 - \omega)X_k + \omega C \), then an inner iteration can be defined by

\[
Z_{j+1} = \beta AZ_jB + E_k, \quad j = 0, 1, 2, \ldots, l_k - 1
\]

(3.9)

where \( Z_0 = X_k \) is the initial condition, and \( Z_{l_k} \) is treated as the approximate solution to \( X_{k+1} \) in (3.8). If \( \omega = 1 \), then (3.8) and (3.9) reduce to the IO iteration algorithm.

**Algorithm 1:** The SIO iteration algorithm for solving Eq. (3.1)

Input: \( A, B, C, \omega, \beta, \varepsilon \)

Output: \( X \)

1: \( X \leftarrow C \)

2: \( Z \leftarrow AXB \)

3: while \( ||C + Z - X|| \geq \varepsilon \)

...
4: $E \leftarrow (\omega - \beta)Z + (1 - \omega)X + \omega C$
5: \textbf{for} $i=1,l_k$
6: $X \leftarrow \beta Z + E$
7: $Z \leftarrow AXB$
8: \textbf{end}
9: \textbf{end while}

\textbf{Lemma 3.1} [11]. For all operator norms $\rho(W) \leq \|W\|$. For all $W$ and for all $\varepsilon > 0$, there is an operator norm $\|W\|_* \leq \rho(W) + \varepsilon$. The norm $\|\cdot\|_*$ depends on both $W$ and $\varepsilon$.

\textbf{Lemma 3.2} [11]. Let $\|AB\| \leq \|A\| \cdot \|B\|$. Then $\|X\| < 1$ implies that $I - X$ is invertible, $(I - X)^{-1} = \sum_{i=0}^{\infty} X^i$, and $\|(I - X)^{-1}\| \leq \frac{1}{1 - \|X\|}$.

Now, we analyze the convergence property of the SIO iteration algorithm. First, the SIO iteration algorithm can be rewritten as the following equivalent iteration framework:

$$
\begin{align*}
X_{k,0} &= X_k, X_0 = C, X_{k+1} = X_{k,i}, \\
X_{k,j+1} &= \beta AX_{k,j} + (\omega - \beta)AX_k B + (1 - \omega)X_k + \omega C, \\
k &= 0, 1, 2, \cdots, j = 0, 1, 2, \cdots, l_k - 1.
\end{align*}
$$

(3.10)

\textbf{Theorem 3.2.} Let $l_k$ be the number of the inner iteration steps at the $k$-th outer iteration in (3.10). If $\rho(A)\rho(B) < 1$, $0 < \beta < 1$ and $\beta < \omega < \frac{2}{1 + \rho(A)\rho(B)}$, then the iteration sequence $\{x_k\}_{k=0}^{\infty}$ generated by (3.10) converges to the exact solution $X^*$ to Eq. (3.1).

\textbf{Proof.} By making use of the Kronecker products [11], from (3.10) it follows that

$$
x_{k,j+1} = \beta Gx_{k,j} + (\omega - \beta)Gx_k + (1 - \omega)x_k + \omega c
$$

(3.11)

with $G = B^T \otimes A$, $x_{k,j+1} = \text{vec}(X_{k,j+1})$ and $x_k = \text{vec}(X_k)$, respectively.

According to (3.10) and (3.11), then we have

$$
x_{k+1} = x_{k,0} = \beta Gx_{k,i-1} + (\omega - \beta)Gx_k + (1 - \omega)x_k + \omega c \\
= \beta G(\beta Gx_{k,j-2} + (\omega - \beta)Gx_k + (1 - \omega)x_k + \omega c) \\
+ (\omega - \beta)Gx_k + (1 - \omega)x_k + \omega c \\
= (\beta G)^2x_{k,j-2} + \sum_{s=0}^{j-2} (\beta G)^s((\omega - \beta)G + (1 - \omega)I)x_k + \omega \sum_{s=0}^{j-1} (\beta G)^s \\
= (\beta G)^jx_k + \sum_{s=0}^{l_k-1} (\beta G)^s((\omega - \beta)G + (1 - \omega)I)x_k + \omega \sum_{s=0}^{l_k-1} (\beta G)^s.
$$

(3.12)

From (3.12), then

$$
x_{k+1} = F_k x_k + \omega H_k c, \quad k = 0, 1, 2, \cdots
$$

(3.13)

with

$$
\begin{align*}
F_k &= (\beta G)^k + \sum_{s=0}^{l_k-1} (\beta G)^s((\omega - \beta)G + (1 - \omega)I), \\
H_k &= \sum_{s=0}^{l_k-1} (\beta G)^s.
\end{align*}
$$

Since $X^*$ is the exact solution to Eq. (3.1), then from (3.10) and (3.11) it follows that

$$
x^* = F_k x^* + \omega H_k c, \quad k = 0, 1, 2, \cdots.
$$

(3.14)

Subtracting (3.14) from (3.13), then we obtain

$$
x_{k+1} - x^* = F_k (x_k - x^*) = \cdots = F_k F_{k-1} \cdots F_0 (x_0 - x^*), \quad k = 0, 1, 2, \cdots
$$

(3.15)
Let $\lambda_i$ be an eigenvalue of the matrix $G$. Since
\[ F_k = (\beta G)^k + \sum_{s=0}^{k-1} (\beta G)^s ((\omega - \beta) G + (1 - \omega) I) \]
\[ = (\beta G)^k + \sum_{s=0}^{k-1} (\beta G)^s (I - \beta G) - \omega \sum_{s=0}^{k-1} (\beta G)^s (I - G) \]
\[ = (\beta G)^k + I - (\beta G)^k - \omega \sum_{s=0}^{k-1} (\beta G)^s (I - G) \]
\[ = I - \omega \sum_{s=0}^{k-1} (\beta G)^s (I - G), \]
then
\[ \theta_i^{(k)} = 1 - \frac{\omega(1 - \lambda_i)(1 - (\beta \lambda_i)^k)}{1 - \beta \lambda_i} \quad (3.16) \]
is an eigenvalue of $F_k$.
From (3.16), then
\[ |\theta_i^{(k)}| = \left| 1 - \frac{\omega(1 - \lambda_i)(1 - (\beta \lambda_i)^k)}{1 - \beta \lambda_i} \right| \leq \frac{|1 - \omega + (\omega - \beta) \lambda_i|}{1 - \beta \lambda_i} \leq \frac{|1 - \omega + (\omega - \beta) \rho(G)|}{1 - \beta \rho(G)} \leq \frac{|1 - \omega + (\omega - \beta) \rho(G)|}{1 - \beta \rho(G)} \leq \frac{1}{1 - \beta \rho(G)}. \quad (3.17) \]
with an appropriate $l_i$ and $\rho(G) = \rho(A) \rho(B) < 1$.

For the case $\beta < \omega < 1$, from (3.17) we have
\[ |\theta_i^{(k)}| \leq \frac{|1 - \omega + (\omega - \beta) \rho(G)|}{1 - \beta \rho(G)} \leq \frac{2}{1 + \beta \rho(G)} < 1 \quad (3.18) \]
with $\rho(G) < 1$.

For the case $1 < \omega < \frac{2}{1 + \beta \rho(G)}$, from (3.17) we obtain
\[ |\theta_i^{(k)}| \leq \frac{|1 - \omega + (\omega - \beta) \rho(G)|}{1 - \beta \rho(G)} \leq \frac{1}{1 + \beta \rho(G)} < 1 \quad (3.19) \]

Let $\delta := \sup_{k \in \mathbb{N}} (\rho(F_k)) < 1$ ($k = 0, 1, 2, \cdots$) and $\theta_i$ be an eigenvalue of $F_1 F_0 \cdots F_0$, so
\[ \theta_i = \prod_{s=0}^{k-1} \left( 1 - \frac{\omega(1 - \lambda_i)(1 - (\beta \lambda_i)^s)}{1 - \beta \lambda_i} \right). \]

Thus,
\[ \rho(F_1 F_0 \cdots F_0) \leq \rho(F_k) \rho(F_{k-1}) \cdots \rho(F_0) \leq \delta^{k+1} < 1. \]

By Lemmas 3.1 and 3.2, there exists an operator norm $\| \cdot \|$, such that
\[ \| F_1 F_0 \cdots F_0 \| \leq \delta^{k+1} \]
with $\delta < \delta < 1$. Thus,
\[ \| x_{k+1} - x^* \| \leq \| F_1 F_0 \cdots F_0 \| \| x_0 - x^* \| < \delta^{k+1} \| x_0 - x^* \| \quad (3.20) \]
Therefore, the iteration sequence \( \{x_k\}_{k=0}^{\infty} \) converges to the exact solution \( x^* \) as \( k \to \infty \) according to (3.20) and the proof is completed. □

**Remark 1.** From the analysis of the computational complexity of the SIO iteration algorithm, it increase the computational cost slightly compared with the IO iteration algorithm. In each iteration of (3.8), the SIO iteration algorithm only needs an extra scalar-matrix multiplication and matrix-matrix addition to calculate the matrix \((1 - \omega)X_k\) with \(o(mn)\) flops.

### 3.3. The analyses of the parameters in the SIO iteration algorithm

For the choices of the parameters \( \beta \) and \( l_k \), the similar conclusions can be drawn as the corresponding parameters in the IO iteration algorithm [17], respectively.

Now, we mainly discuss the choice of the parameter \( \omega \). From (3.17), it follows that

\[
\rho(F_k) = \max_{1 \leq j \leq nm} |\beta_f^{(j)}| \leq \frac{|1 - \omega| + (\omega - \beta)p(G)}{1 - \beta p(G)},
\]

equivalently,

\[
\rho(F_k) \leq \begin{cases} 
\frac{1 - \omega + (\omega - \beta)p(G)}{1 - \beta p(G)} & (\beta < \omega < 1), \\
\omega - 1 + (\omega - \beta)p(G) & (1 < \omega < \frac{2}{1 + \rho(G)}).
\end{cases}
\]

Let \( f(\omega) = \frac{|1 - \omega| + (\omega - \beta)p(G)}{1 - \beta p(G)} \), then from (3.21) and (3.22) we have

\[
f'(\omega) = \begin{cases} 
\frac{\rho(G) - 1}{(1 - \beta p(G))^2} < 0 & (\beta < \omega < 1), \\
\frac{1 + \rho(G)}{(1 - \beta p(G))^2} > 0 & (1 < \omega < \frac{2}{1 + \rho(G)}),
\end{cases}
\]

with \( \rho(G) < 1 \), which turns out that \( f(\omega) \) obtains its minimum value with \( \omega = 1 \). Here, we mention that the optimal parameter \( \omega = 1 \) only minimizes the upper bound of the spectral radius \( \rho(F_k) \), which may not minimize the spectral radius \( \rho(F_k) \) itself. However, the SIO iteration algorithm often achieve better numerical results with the parameter \( \omega > 1 \) and close to 1, which are verified by the numerical experiments in Section 5.

### 4. The SIO iteration algorithm for solving Eqs. (2.4)

First, we reformulate Eqs.(2.4) as follows:

\[
K_i - p_{ij}A_i^T K_i A_j = A_i^T \left( \sum_{j=1, j \neq i}^{N} p_{ij}K_j \right) A_i + Q_i, \quad i \in \Omega.
\]

Let

\[
\tilde{Q}_i = A_i^T \left( \sum_{j=1, j \neq i}^{N} p_{ij}K_j \right) A_i + Q_i.
\]

Then from (4.1) it follows that

\[
K_i - p_{ij}A_i^T K_i A_j = \tilde{Q}_i, \quad i \in \Omega.
\]

Now, we apply the SIO iteration algorithm presented in Section 3 to solve each equation in (4.2). The outer iteration sequence has the following form:

\[
K_i(m + 1) - \beta p_{ij}A_i^T K_i(m + 1)A_j = (\omega_i - \beta_i)p_{ij}A_i^T K_i(m)A_j + (1 - \omega_i)K_i(m) + \omega_i\tilde{Q}_i(m), \quad i \in \Omega,
\]
where
\[ \tilde{Q}_i(m) = A_i^T \left( \sum_{j=1, j \neq i}^N p_{ij} K_j(m) \right) A_i + Q_i. \]

Let \( W_i(m) = (\omega_i - \beta_i)p_{ii}A_i^T K_i(m)A_i + (1 - \omega_i)K_i(m) + \omega_i \tilde{Q}_i(m) \), then from (4.3) we have
\[ K_i(m + 1) - \beta_i p_{ii} A_i^T K_i(m + 1) A_i = W_i(m), \quad i \in \Omega. \] (4.4)
Let \( Y_i = K_i(m + 1) \), then we need to solve the following matrix equations
\[ Y_i - \beta_i p_{ii} A_i^T Y_i A_i = W_i(m), \quad i \in \Omega \] (4.5)
to get the approximations to \( K_i(m + 1)(i \in \Omega) \).

The inner iteration sequences for solving (4.5) are defined by
\[ Y_i(j + 1) = \beta_i p_{ii} A_i^T Y_i(j) A_i + W_i(m), \quad j = 0, 1, \ldots , m_k - 1, \quad i \in \Omega, \] (4.6)
where \( Y_i(0) (i \in \Omega) \) are given by \( K_i(m) (i \in \Omega) \) as the initial conditions, and \( Y_i(m_k) (i \in \Omega) \) are treated as the approximations to \( K_i(m + 1) (i \in \Omega) \) in (4.4).

Let the relative residual
\[ \zeta = \sqrt{\sum_{i=1}^N \| K_i(m) - A_i^T \left( \sum_{j=1}^N p_{ij} K_j(m) \right) A_i - Q_i \|_F^2}, \] (4.7)
where \( m \) denotes the iteration number of the SIO iteration algorithm for solving Eqs. (2.4).

Algorithm 2: The SIO iteration algorithm for solving Eqs. (2.4)
Input: \( A_i, \tilde{Q}_i, \alpha_i, \beta_i, p_{ij}, \epsilon, \epsilon_i, i, j \in \Omega \)
Output: \( K_i \)
1: \while \( \zeta \geq \epsilon \)
2: \for \( i=1:N \)
3: \quad \( K_i \leftarrow \tilde{Q}_i \)
4: \quad \( Z_i \leftarrow p_{ii} A_i^T K_i A_i \)
5: \quad \while \| \tilde{Q}_i + Z_i - K_i \|_F \geq \epsilon_i \)
6: \quad \( W_i \leftarrow (1 - \omega_i)K_i + (\alpha_i - \beta_i)Z_i + \omega_i \tilde{Q}_i \)
7: \quad \for \( s=1: m_k \)
8: \quad \quad \( K_i \leftarrow \beta_i Z_i + W_i \)
9: \quad \quad \( Z_i \leftarrow p_{ii} A_i^T K_i A_i \)
10: \quad \end{end}
11: \end{end}
12: \Update \( \zeta, \tilde{Q}_i \)
13: \end{end}

4.1. A current-estimation-based SIO iteration algorithm for solving Eqs. (2.4)

From Algorithm 2, it is clear that the estimates \( K_i(m + 1) (j \in \Pi[1, i - 1]) \) have been updated before \( K_i(m + 1) \) is calculated. According to the information renovation idea [17,19,20,21,22], we can use the estimates \( K_1(m + 1), \ldots , K_{i-1}(m + 1) \) and \( K_{i+1}(m), \ldots , K_N(m) \) to obtain \( K_i(m + 1) \), then develop the following current-estimation-based SIO iteration algorithm for solving Eqs. (2.4):
\[
\begin{cases}
K_i(m, 0) = K_i(m), \quad K_i(m + 1) = K_i(m, m_k), \quad i \in \Omega, \\
K_i(m, j + 1) = \beta_i p_{ii} A_i^T K_i(m, j) A_i + (\alpha_i - \beta_i) p_{ii} A_i^T K_i(m) A_i + (1 - \omega_i)K_i(m) + \omega_i \tilde{Q}_i(m + 1), \quad m = 0, 1, 2, \ldots , j = 0, 1, 2, \ldots , m_k - 1, \quad \text{(4.8)}
\end{cases}
\]
Lemma 4.1. Assume that Eqs. (2.4) have unique positive semidefinite or positive definite solutions for $Q_i \geq 0 (i \in \Omega)$, and the matrices $A_i (i \in \Omega)$ are Schur stable. If $0 < \beta_i \leq \omega_i < 1$ for $i \in \Omega$, then the matrix tuple $\mathcal{K}(m) = \{K_1(m), K_2(m), \ldots, K_N(m)\}$ generated by Algorithm (4.8) with zero initial conditions is upper bounded by the solution $\mathcal{K} = \{K_1, K_2, \ldots, K_N\}$ to Eqs. (2.4). Namely, for any integer $m \geq 0$, we have

$$K_i(m) \leq K_i, \ i \in \Omega.$$  

Proof. Due to zero initial conditions, it is clear that $K_i(0) \leq K_i (i \in \Omega)$. Now, we assume that

$$K_i(l) \leq K_i, \ i \in \Omega$$  

by the principle of the mathematical induction for $m = l$ and $l \geq 0$.

From (4.8), it follows that

$$K_i(l + 1) = (\beta_i p_i)^m (A_i^m)^T K_i(l) A_i^m + (\omega_i - \beta_i) p_i \sum_{s=0}^{m-1} (\beta_i p_i)^s (A_i^{s+1})^T K_i(l) A_i^{s+1}$$

$$+ \omega_i \sum_{s=0}^{m-1} (\beta_i p_i)^s (A_i^{s+1})^T \left( \sum_{r=1, \tau \neq i}^{N} p_{ir} K_r(l + 1) + \sum_{r=1}^{N} p_{ri} K_i(l) \right) A_i^{s+1}$$

$$+ (1 - \omega_i) \sum_{s=0}^{m-1} (\beta_i p_i)^s (A_i^{s+1})^T K_i(l) A_i^{s+1} + \omega_i \sum_{s=0}^{m-1} (\beta_i p_i)^s (A_i^{s+1})^T Q_i A_i^{s}, \ i \in \Omega.$$  

and

$$K_i = (\beta_i p_i)^m (A_i^m)^T K_i A_i^m + (\omega_i - \beta_i) p_i \sum_{s=0}^{m-1} (\beta_i p_i)^s (A_i^{s+1})^T K_i A_i^{s+1}$$

$$+ \omega_i \sum_{s=0}^{m-1} (\beta_i p_i)^s (A_i^{s+1})^T \left( \sum_{r=1, \tau \neq i}^{N} p_{ir} K_r \right) A_i^{s+1} + \omega_i \sum_{s=0}^{m-1} (\beta_i p_i)^s (A_i^{s+1})^T Q_i A_i^{s}, \ i \in \Omega.$$  

Subtracting (4.11) from (4.12), then

$$K_i - K_i(l + 1)$$

$$= (\beta_i p_i)^m (A_i^m)^T (K_i - K_i(l)) A_i^m + (1 - \omega_i) \sum_{s=0}^{m-1} (\beta_i p_i)^s (A_i^{s+1})^T (K_i - K_i(l)) A_i^{s+1}$$

$$+ \omega_i \sum_{s=0}^{m-1} (\beta_i p_i)^s (A_i^{s+1})^T \left( \sum_{r=1, \tau \neq i}^{N} p_{ir} (K_r - K_i(l + 1)) + \sum_{r=1}^{N} p_{ri} (K_i - K_i(l)) \right) A_i^{s+1}$$

$$+ (a_i - \beta_i) p_i \sum_{s=0}^{m-1} (\beta_i p_i)^s (A_i^{s+1})^T (K_i - K_i(l)) A_i^{s+1}, \ i \in \Omega.$$  

For $i = 1$, from (4.10) and (4.13), we have

$$K_1 - K_1(l + 1)$$

$$= (\beta_1 p_{11})^m (A_1^m)^T (K_1 - K_1(l)) A_1^m + (1 - \beta_1) p_{11} \sum_{s=0}^{m-1} (\beta_1 p_{11})^s (A_1^{s+1})^T (K_1 - K_1(l)) A_1^{s+1}$$

$$+ (1 - \omega_1) \sum_{s=0}^{m-1} (\beta_1 p_{11})^s (A_1^{s+1})^T (K_1 - K_1(l)) A_1^{s+1}, \ i \in \Omega.$$  

Hence, $K_1(l + 1) \leq K_1$ with $0 < \beta_1 \leq \omega_1 < 1$.

Now, it is assumed that

$$K_y(l + 1) \leq K_y, \gamma \in \Pi[1, t - 1]$$  

(4.14)
with \( t \geq 2 \). From (4.10), (4.13) and (4.14), it is clear that

\[
K_i - K_i (l + 1) = \left( \beta_i p_i \right)^m (A_i^m)^T (K_i - K_i (l)) A_i^m + (\omega_i - \beta_i) p_i \sum_{s=0}^{m-1} \left( \beta_i p_i \right)^s (A_i^{s+1})^T (K_i - K_i (l)) A_i^{s+1}
+ \omega_i \sum_{s=0}^{m-1} \left( \beta_i p_i \right)^s (A_i^{s+1})^T \left( \sum_{r=1}^{s-1} p_r (K_i - K_i (l)) + \sum_{r=s+1}^N p_r (K_i - K_i (l)) \right) A_i^{s+1}
+ (1 - \omega_i) \sum_{s=0}^{m-1} \left( \beta_i p_i A_i^T \right)^s (K_i - K_i (l)) A_i^s, i \in \Omega.
\]

with \( 0 < \beta_i \leq \omega_i < 1 \). Therefore, \( K_i (l + 1) \leq K_i \). By the induction principle, we have

\[
K_i (l + 1) \leq K_i, i \in \Omega.
\]

By (4.10), (4.14) and (4.16), we obtain \( K_i (m) \leq K_i (i \in \Omega) \) for any integer \( m \geq 0 \), then (4.9) holds by the mathematical induction, and the proof is completed. □

**Lemma 4.2.** Assume that Eqs. (2.4) have unique positive semidefinite or positive definite solutions for \( Q_i \geq 0 (i \in \Omega) \), and the matrices \( A_i (i \in \Omega) \) are Schur stable. If \( 0 < \beta_i \leq \omega_i < 1 \) for \( i \in \Omega \), then the matrix tuple \( \mathcal{K}(m) = [K_i (m), K_2 (m), \cdots, K_n (m)] \) derived from Algorithm (4.8) with zero initial conditions is strictly monotonically increasing. Namely, for any integer \( m \geq 0 \), we have

\[
K_i (m) \leq K_i (m + 1), i \in \Omega.
\]

**Proof.** From (4.11), it is clear that

\[
K_i (1) = \left( \beta_i p_i \right)^m (A_i^m)^T K_i (0) A_i^m + (\omega_i - \beta_i) p_i \sum_{s=0}^{m-1} \left( \beta_i p_i \right)^s (A_i^{s+1})^T K_i (0) A_i^{s+1}
+ \omega_i \sum_{s=0}^{m-1} \left( \beta_i p_i \right)^s (A_i^{s+1})^T \left( \sum_{r=1}^{s-1} p_r K_i (1) + \sum_{r=s+1}^N p_r K_i (0) \right) A_i^{s+1}
+ (1 - \omega_i) \sum_{s=0}^{m-1} \left( \beta_i p_i A_i^T \right)^s K_i (0) A_i^s + \omega_i \sum_{s=0}^{m-1} \left( \beta_i p_i A_i^T \right)^s Q_i A_i^s, i \in \Omega.
\]

Since \( K_i (0) = 0 (i \in \Omega) \), then from (4.18) we have

\[
K_i (1) = \omega_i \sum_{s=0}^{m-1} \left( \beta_i p_i A_i^T \right)^s (A_i^{s+1}) A_i^{s+1} + \omega_i \sum_{s=0}^{m-1} \left( \beta_i p_i A_i^T \right)^s Q_i A_i^s.
\]

For \( i = 1 \), from (4.19), it follows that

\[
K_1 (1) = \omega_1 \sum_{s=0}^{m-1} \left( \beta_1 p_1 A_1^T \right)^s Q_1 A_1^s \geq 0
\]

with \( Q_1 \geq 0 \). Thus, \( 0 = K_1 (0) \leq K_1 (1) \).

For \( i = 2 \), from (4.19) and (4.20), we obtain

\[
K_2 (1) = \omega_2 \sum_{s=0}^{m-1} \left( \beta_2 p_2 A_2^T \right)^s (A_2^{s+1}) K_1 (1) A_2^{s+1} + \omega_2 \sum_{s=0}^{m-1} \left( \beta_2 p_2 A_2^T \right)^s Q_2 A_2^s
\geq \omega_2 \sum_{s=0}^{m-1} \left( \beta_2 p_2 A_2^T \right)^s (A_2^{s+1}) K_1 (0) A_2^{s+1} + \omega_2 \sum_{s=0}^{m-1} \left( \beta_2 p_2 A_2^T \right)^s Q_2 A_2^s
\geq \omega_2 \sum_{s=0}^{m-1} \left( \beta_2 p_2 A_2^T \right)^s Q_2 A_2^s \geq 0
\]

with \( Q_2 \geq 0 \), then \( 0 = K_2 (0) \leq K_2 (1) \).
According to (4.19), (4.20) and (4.21), then it turns out that

$$K_\theta(1) \geq \omega_0 \sum_{s=0}^{m-1} (\beta_0 p_{00} A_0^s)^T Q_\theta A_0^s \geq 0, \theta \in \Pi[3, N]$$

with $Q_\theta \geq 0$. Then $K_i(0) \leq K_i(1)$ $(i \in \Omega)$ hold.

Now, we assume that

$$K_i(l) \leq K_i(l + 1), i \in \Omega. \quad (4.22)$$

From (4.11), then

$$K_i(l + 2) - K_i(l + 1)
= (\beta_0 p_{00})^m (A_0^m)^T (K_i(l + 1) - K_i(l)) A_0^m + (1 - \omega_1) \sum_{s=0}^{m-1} (\beta_0 p_{00} A_0^s)^T (K_i(l + 1) - K_i(l)) A_0^s + \omega_1 \sum_{s=0}^{m-1} (\beta_0 p_{00} A_0^s)^T (K_i(l + 1) - K_i(l)) A_0^s \sum_{s=0}^{m-1} (\beta_0 p_{00} A_0^s)^T (K_i(l + 1) - K_i(l)) A_0^s \sum_{s=0}^{m-1} (\beta_0 p_{00} A_0^s)^T (K_i(l + 1) - K_i(l)) A_0^s$$

For $i = 1$, from (4.22) and (4.23), it follows that

$$K_1(l + 1) \leq K_1(l + 2) \text{ with } 0 < \beta_1 \leq \omega_1 < 1.$$

Now, it is assumed that

$$K_\gamma(l + 1) \leq K_\gamma(l + 2), \gamma \in \Pi[1, t - 1] \quad (4.25)$$

with $t \geq 2$.

For $i = t$, from (4.24) and (4.25), then we have

$$K_i(l + 2) - K_i(l + 1)
= (\beta_0 p_{00})^m (A_0^m)^T (K_i(l + 1) - K_i(l)) A_0^m + (1 - \omega_1) \sum_{s=0}^{m-1} (\beta_0 p_{00} A_0^s)^T (K_i(l + 1) - K_i(l)) A_0^s + \omega_1 \sum_{s=0}^{m-1} (\beta_0 p_{00} A_0^s)^T (K_i(l + 1) - K_i(l)) A_0^s \sum_{s=0}^{m-1} (\beta_0 p_{00} A_0^s)^T (K_i(l + 1) - K_i(l)) A_0^s \sum_{s=0}^{m-1} (\beta_0 p_{00} A_0^s)^T (K_i(l + 1) - K_i(l)) A_0^s$$

with $0 < \beta_t \leq \omega_t < 1$. By the principle of mathematical induction, then $K_i(l + 1) \leq K_i(l + 2)(i \in \Omega)$. Thus, the relation (4.18) hold for any integer $m \geq 0$, and the proof is completed. □

**Theorem 4.1.** If Eqs. (2.4) have unique positive semidefinite or positive definite solutions for $Q_i \geq 0 (i \in \Omega)$, and the matrices $A_i (i \in \Omega)$ are Schur stable, then the matrix tuple $\mathcal{K}(m) = \{K_1(m), K_2(m), \ldots, K_N(m)\}$ obtained from Algorithm (4.8) with zero initial conditions converges to the unique solution $\mathcal{K} = \{K_1, K_2, \ldots, K_N\}$ to Eqs. (2.4) for $0 < \beta_i \leq \omega_i < 1 (i \in \Omega)$. Namely, $\lim_{m \to \infty} K_i(m) = K_i$, $i \in \Omega$.

**Proof.** From Lemmas 4.1 and 4.2, the iteration sequence $\mathcal{K}(m) = \{K_1(m), K_2(m), \ldots, K_N(m)\}$ generated by Algorithm (4.8) is monotonically nondecreasing and upper bounded by the solutions to Eqs. (2.4), then

$$0 = K_i(0) \leq K_i(1) \leq K_i(2) \leq \cdots \leq K_i(m) \leq K_i(m + 1) \leq \cdots \leq K_i, i \in \Omega. \quad (4.26)$$
From [3], it is obvious that the matrix tuple $\mathcal{K}(m) = \{K_1(m), K_2(m), \ldots, K_N(m)\}$ is convergent. Let $\lim_{m \to \infty} K_i(m) = K_i(\infty)$ ($i \in \Omega$) and substitute $K_i(\infty)$ into (4.11), then

$$K_i(\infty) = (\beta_i p_{ii})^m (A_i^{m})^T K_i(\infty) A_i^{m} + (\omega_i - \beta_i) p_{ii} \sum_{s=0}^{m-1} (\beta_i p_{ii})^s (A_i^{s+1})^T K_i(\infty) A_i^{s+1}$$

$$+ \omega_i \sum_{s=0}^{m-1} (\beta_i p_{ii})^s (A_i^{s+1})^T \left( \sum_{r=1}^{N} p_{ir} K_r(\infty) \right) A_i^{s+1} + (1 - \omega_i) \sum_{s=0}^{m-1} (\beta_i p_{ii})^s (A_i^{s+1})^T Q_i A_i^{s+1}, \quad i \in \Omega. \quad (4.27)$$

From Algorithm (4.8), it is clear that (4.27) is equivalent to

$$K_i(\infty) = A_i^T \left( \sum_{j=1}^{N} p_{ij} K_j(\infty) \right) A_i + Q_i, \quad i \in \Omega. \quad (4.28)$$

Therefore, $\mathcal{K}(\infty) = \{K_1(\infty), K_2(\infty), \ldots, K_N(\infty)\}$ is the solution to Eqs. (2.4). Since Eqs. (2.4) have unique solutions by the assumptions, so $\mathcal{K}(\infty) = \{K_1(\infty), K_2(\infty), \ldots, K_N(\infty)\}$ is the unique solutions to Eqs.(2.4) and $K_i(\infty) = K_i (i \in \Omega)$. Thus, the proof is completed. □

**Remark 2.** Theorem 4.1 shows that Algorithm (4.8) is convergent under zero initial conditions with $\omega_i < 1 (i \in \Omega)$. In fact, from the proof of Lemmas 1 and 2, it is clear that these results may holds for the case $1 < \omega_i < \omega$, where $\omega$ is a positive real scalar close to 1, which is illustrated by Example 2 in Section 5.

From Theorem 4.1, it follows that Algorithm (4.8) is only efficient for zero initial conditions though it has the monotonically nondecreasing property. Next, we give a convergence result of Algorithm (4.8) for any initial conditions.

**Theorem 4.2** Assume that Eqs. (2.4) have unique solutions $\mathcal{K} = \{K_1, K_2, \ldots, K_N\}$. The matrix tuple $\mathcal{K}(m) = \{K_1(m), K_2(m), \ldots, K_N(m)\}$ derived from Algorithm (4.8) converges to $\mathcal{K} = \{K_1, K_2, \ldots, K_N\}$ with any initial conditions if and only if $\mathcal{H}$ is invertible and $\rho(\mathcal{H}^{-1} \mathcal{F}) < 1$, where $\mathcal{H}$ is a lower triangular matrix with

$$\mathcal{H}_{ii} = 1, \quad \mathcal{H}_{ir} = -\omega_i p_{ir} \sum_{s=0}^{m-1} (\beta_i p_{ii})^s (A_i^{s+1} \otimes A_i^{s+1})^T T < i, i \in \Omega$$

and $\mathcal{F}$ is an upper triangular matrix with

$$\left\{ \begin{array}{l}
\mathcal{F}_{ii} = (\beta_i p_{ii})^m (A_i^{m} \otimes A_i^{m})^T + (\omega_i - \beta_i) p_{ii} \sum_{s=0}^{m-1} (\beta_i p_{ii})^s (A_i^{s+1} \otimes A_i^{s+1})^T \\
+ (1 - \omega_i) \sum_{s=0}^{m-1} (\beta_i p_{ii})^s (A_i^{s+1} \otimes A_i^{s+1})^T, \\
\mathcal{F}_{ir} = \omega_i p_{ir} \sum_{s=0}^{m-1} (\beta_i p_{ii})^s (A_i^{s+1} \otimes A_i^{s+1})^T, T > i, i \in \Omega.
\end{array} \right.$$  

**Proof.** By (4.11) and the properties of Kronecker products [11], we have

$$\text{vec}(K_i(m + 1)) = (\beta_i p_{ii})^m (A_i^{m} \otimes A_i^{m})^T \text{vec}(K_i(l)) + (\omega_i - \beta_i) p_{ii} \sum_{s=0}^{m-1} (\beta_i p_{ii})^s (A_i^{s+1} \otimes A_i^{s+1})^T \text{vec}(K_i(l))$$

$$+ \omega_i \sum_{s=0}^{m-1} (\beta_i p_{ii})^s (A_i^{s+1} \otimes A_i^{s+1})^T \left( \sum_{r=1}^{N} p_{ir} \text{vec}(K_r(l + 1)) + \sum_{r=1}^{S} p_{ir} \text{vec}(K_r(l)) \right)$$

$$+ (1 - \omega_i) \sum_{s=0}^{m-1} (\beta_i p_{ii})^s (A_i^{s+1} \otimes A_i^{s+1})^T \text{vec}(K_i(l)) + \omega_i \sum_{s=0}^{m-1} (\beta_i p_{ii})^s (A_i^{s+1} \otimes A_i^{s+1})^T \text{vec}(Q_i),$$

$i \in \Omega. \quad (4.29)$
Let
\[ \phi(m) = \left( \text{vec}(K_1(m))^T \text{vec}(K_2(m))^T \cdots \text{vec}(K_N(m))^T \right)^T, \]
\[ \delta = \left( \text{vec}(Q_1)^T \text{vec}(Q_2)^T \cdots \text{vec}(Q_N)^T \right)^T, \]
and \( \Psi \) be a diagonal matrix with \( \Psi_{ii} = \omega_i m_k^{-1} \sum_{s=0}^{m_k-1} (\beta_i p_{is}(A_i^T \otimes A_i)) \) (\( i \in \Omega \)).

Then from (4.29) we have
\[ \mathcal{H} \phi(m + 1) = \mathcal{F} \phi(m) + \Psi \delta. \] (4.30)

Since \( \mathcal{H} \) is an invertible matrix, then from (4.30) it follows that
\[ \phi(m + 1) = \mathcal{H}^{-1} \mathcal{F} \phi(m) + \mathcal{H}^{-1} \Psi \delta. \] (4.31)

From (4.31), we obtain the following recursive relation
\[ \phi(m + 1) = (\mathcal{H}^{-1} \mathcal{F})^m \phi(0) + \sum_{i=0}^{m} (\mathcal{H}^{-1} \mathcal{F})^i \mathcal{H}^{-1} \Psi \delta. \] (4.32)

Since \( \rho(\mathcal{H}^{-1} \mathcal{F}) < 1 \), then
\[ \lim_{m \to \infty} \phi(m + 1) = \lim_{m \to \infty} \left( (\mathcal{H}^{-1} \mathcal{F})^m \phi(0) + \sum_{i=0}^{m} (\mathcal{H}^{-1} \mathcal{F})^i \mathcal{H}^{-1} \Psi \delta \right) \]
\[ = (I - \mathcal{H}^{-1} \mathcal{F})^{-1} \mathcal{H}^{-1} \Psi \delta = (\mathcal{H} - \mathcal{F})^{-1} \Psi \delta. \]

Let \( \phi = \left( \text{vec}(K_1)^T \text{vec}(K_2)^T \cdots \text{vec}(K_N)^T \right)^T \), then from (4.12) we have
\[ \mathcal{H} \phi = \mathcal{F} \phi + \Psi \delta, \] (4.33)
and the exact solutions to Eqs. (2.4) are
\[ \phi = (\mathcal{H} - \mathcal{F})^{-1} \Psi \delta. \]

Then
\[ \lim_{m \to \infty} \phi(m + 1) = \phi \]
and the proof is completed. \( \square \)

**Remark 3.** If \( \omega_i = 1 \) (\( i \in \Omega \)), then Algorithms 2 and (4.8) are just the IO and current-estimation-based IO (CIO) iteration algorithms in [17], respectively.

**Remark 4.** When Algorithms 2 and (4.8) are used to solve the CLMEs (2.4), \( N \) discrete Lyapunov matrix equations need to be solved in each iteration step, so for the choices of the parameters \( \omega_i, \beta_i \), and \( m_k \) in each Lyapunov matrix equation, the similar conclusions can be obtained as those in Section 3.3.

**5. Numerical results**

In this section, we present two numerical examples to illustrate the convergence performances of the SIO iteration algorithms for solving Eqs. (2.4) and (3.1), respectively. The numerical experiments are performed in Matlab R2010 on an Intel dual core processor (2.30 GHz, 8 GB RAM). Three iteration parameters are used to test the proposed algorithms, which are iteration step (denoted as IT), computing time in seconds (denoted as CPU), and residual (denoted as RES), where RES is defined by
\[ \sqrt{\sum_{i=1}^{N} \left\| K_i(m) - A_i^T \sum_{j=1}^{N} p_{ij} K_j(m) A_j - Q_i \right\|_F^2}. \]
Example 1 [16,17,27]. Consider the following discrete Lyapunov matrix equation \( X - AXAT = C \) with

\[
A = \begin{bmatrix}
0 & \nu & & \\
-\nu & 0 & \nu & \\
& -\nu & 0 & \\
& & & \ddots & \ddots & \ddots \\
& & & & -\nu & 0 \\
& & & & & & \nu
\end{bmatrix}
\]

and \( C = I \). The eigenvalues of \( A \) are \( \lambda_j = 2|\nu|\cos \frac{\pi j}{n+1}, j = 1, \cdots, n \). It is obvious that \( \rho(A) \) approaches to 1 with large \( n \) if \( \tau \) is close to 0.5. For this case, the Smith method performs very poorly.

In this example, we compare the SIO iteration algorithm with the IO iteration algorithm and Smith method for \( n = 800 \) in Tables 1, where we choose \( \beta = 0.8, s_k = l_k = 2 \) in the IO and SIO iteration algorithms, and \( \omega = 1.25 \) in the SIO iteration algorithm, respectively. From these numerical experiments, it follows that these iteration algorithms need more iteration numbers and CPU time with the values of \( \nu \) increasing. Moreover, the SIO iteration algorithm is more effective than the IO iteration algorithm and Smith method in both the number of iteration steps and CPU time, especially for larger \( \tau \), such as the case \( \nu = 0.499 \). Figure 1 depicts the curves of the iteration numbers of the SIO iteration algorithm (Algorithm 1) for different \( n, \nu, \omega \) with \( \beta = 0.65, l_k = 2 \), respectively. Figure 2 illustrates the iteration numbers of the SIO iteration algorithm (Algorithm 1) for different \( n, \beta, \omega \) with \( \nu = 0.46, l_k = 2 \), respectively. Figs. 1, 2 show that the SIO iteration algorithm has better convergence performances with \( \omega > 1 \), which is consistent with the analysis in Section 3.3. In addition, the SIO iteration algorithm is more efficient with larger \( \omega \) for larger \( \nu \), and the optimal parameter \( \omega \) is not sensitive to the changes of \( n \).

### Table 1: Numerical results of the different iteration algorithms with \( n = 800 \)

| \( \nu \) | The Smith method | The IO iteration algorithm | The SIO iteration algorithm |
|---|---|---|---|
| | IT | CPU | RES | IT | CPU | RES | IT | CPU | RES |
| 0.45 | 35 | 12.279 | \( 1.07 \times 10^{-9} \) | 18 | 5.1580 | \( 1.16 \times 10^{-9} \) | 14 | 4.7579 | \( 3.72 \times 10^{-9} \) |
| 0.47 | 54 | 15.972 | \( 1.12 \times 10^{-9} \) | 28 | 7.1237 | \( 1.02 \times 10^{-9} \) | 21 | 5.8637 | \( 1.23 \times 10^{-9} \) |
| 0.495 | 222 | 60.315 | \( 1.23 \times 10^{-9} \) | 110 | 29.182 | \( 1.19 \times 10^{-9} \) | 87 | 24.065 | \( 1.22 \times 10^{-9} \) |
| 0.499 | 688 | 177.35 | \( 1.24 \times 10^{-9} \) | 322 | 88.526 | \( 1.24 \times 10^{-9} \) | 257 | 72.669 | \( 1.24 \times 10^{-9} \) |

Example 2 [8,9]. Consider the couple Lyapunov matrix equations in the form of Eqs. (2.4) with system matrices

\[
A_1 = \begin{bmatrix}
0.0667 & 0.0665 & 0.0844 & -0.2257 \\
0.1383 & -0.1309 & 0.0797 & 0.1162 \\
0.0658 & 0.0298 & 0.0645 & -0.1018 \\
-0.2283 & 0.2438 & -0.1990 & 0.2997
\end{bmatrix}
\]

and transition rate matrix

\[
P = \begin{bmatrix}
0.1 & 0.3 & 0.6 \\
0.5 & 0.25 & 0.25 \\
0 & 0.3 & 0.7
\end{bmatrix}
\]

In this example, the positive definite matrices \( Q_i = I_k \) (\( i = 1,2,3 \)) are chosen as identity matrices. The number of the subsystems is \( N = 3 \), and the dimension of the system is \( n = 4 \).
Figure 1: Convergence curves of Algorithm 1 for different \( n, \nu \) and \( \omega \).

Figure 2: Convergence curves of Algorithm 1 for different \( n, \beta \) and \( \omega \).
First, we compare Algorithm 2 with the IO iteration algorithm [17], and Algorithm (4.8) with the CIO iteration algorithm [17], respectively. Let \( m_k = 2, \beta_1 = \beta_2 = \beta_3 = 0.6 \) in these algorithms, and \( \omega_1 = \omega_2 = \omega_3 = 1.05 \) in Algorithms 2 and (4.8), respectively. These algorithms all start with the zero initial conditions. The numerical results are reported in Figs. 3 and 4, which show that Algorithms 2 and (4.8) converges faster than the IO and CIO iteration algorithms, respectively.

Next, we will investigate the convergence performances of the proposed algorithms for different parameters. Figs. 5 depict the convergence curves of Algorithms 2, (4.8) with different \( \omega_i, \beta_i \) (\( i \in \Omega \)), where \( \omega_1 = \omega_2 = \omega_3 \in [0.6, 1.4], m_k = 2 \) and \( \beta_1 = \beta_2 = \beta_3 = 0.4, 0.6, 0.7, 0.9 \). From the numerical results in Fig. 5, it is obvious that Algorithms 2 and (4.8) converges to the exact solutions of Eqs. (2.4) for a given stopping criterion with different parameters \( \omega_i, \beta_i \) (\( i \in \Omega \)), respectively. Furthermore, Algorithms 2 and (4.8) perform better with \( \omega_1 \in (1.1, 1.2) \) (\( i \in \Omega \)), and the optimal parameters \( \omega_1 \) can be found close to 1, just as the analyses in Section 3.3 and Remark 4.
Finally, we compare the convergence performance of Algorithms (4.8) with the existing iteration algorithms (2.6)-(2.9) under the following initial conditions:

\[
K_1(0) = \begin{bmatrix}
1 & 2 & 0.5 & 0.3 \\
0 & 0 & 1.2 & 2.5 \\
3 & 0.2 & 0.8 & -0.6 \\
2 & -3 & 0 & 0.8
\end{bmatrix},
\]

\[
K_2(0) = \begin{bmatrix}
-1 & 0.5 & 0.7 & 0.3 \\
1 & 0 & 0.9 & -0.6 \\
2 & 3.2 & -0.8 & -1 \\
0 & 2.1 & -1 & 0.75
\end{bmatrix},
\]

\[
K_3(0) = \begin{bmatrix}
0.8 & -0.5 & 1.6 & -3.1 \\
0.15 & 2.3 & -0.7 & 0.8 \\
-2.2 & 0.2 & 2.8 & 1.5 \\
0.3 & -2.1 & 1.5 & -0.5
\end{bmatrix}.
\]

The numerical results are reported in Figure 6, where we choose \( \omega_1 = \omega_2 = \omega_3 = 1.05, \beta_1 = \beta_2 = \beta_3 = 0.85 \) and \( m_k = 2 \) in Algorithm (4.8). Here, we notice that Algorithm (4.8) needs less iteration number than Algorithms (2.6)-(2.8). Although Algorithm (2.9) performs better than Algorithm (4.8) with respect to the
iteration number, it is an implicit iteration algorithm, which needs to solve $N$ standard discrete Lyapunov matrix equations in each iteration step by the usage of the function "dlyap", and has an enormous cost for large Eqs. (2.4). Since Algorithms 2, (4.8) are explicit iteration algorithms, so they are more efficient than the implicit iteration algorithm (2.9) for solving large Eqs. (2.4).

6. Conclusions

In this paper, an SIO iteration algorithm is presented for solving the Sylvester matrix equation and CLMEs (2.4), respectively. Numerical experiments show the stability and robustness of the proposed algorithms. Since these algorithms are parameter-dependent, then how to find the optimal parameters will be further investigated in our future work.
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