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ABSTRACT

When completed, the PHANGS-HST project will provide a census of roughly 50,000 compact star clusters and associations, as well as human morphological classifications for roughly 20,000 of those objects. These large numbers motivated the development of a more objective and repeatable method to help perform source classifications. In this paper we consider the results for five PHANGS-HST galaxies (NGC 628, NGC 1433, NGC 1566, NGC 3351, NGC 3627) using classifications from two convolutional neural network architectures (RESNET and VGG) trained using deep transfer learning techniques. The results are compared to classifications performed by humans. The primary result is that the neural network classifications are comparable in quality to the human classifications with typical agreement around 70 to 80% for Class 1 clusters (symmetric, centrally concentrated) and 40 to 70% for Class 2 clusters (asymmetric, centrally concentrated). If Class 1 and 2 are considered together the agreement is $82 \pm 3\%$. Dependencies on magnitudes, crowding, and background surface brightness are examined. A detailed description of the criteria and methodology used for the human classifications is included along with an examination of systematic differences between PHANGS-HST and LEGUS. The distribution of data points in a colour-colour diagram is used as a “figure of merit” to further test the relative performances of the different methods. The effects on science results (e.g., determinations of mass and age functions) of using different cluster classification methods are examined and found to be minimal.
1 INTRODUCTION

The identification of star clusters in external galaxies is useful for a variety of purposes. Besides providing insight into the transition from giant molecular clouds to stars and star clusters, they are also useful as “clocks” to time this evolution since they can be effectively characterized as single-aged stellar populations. Perhaps the most important timescale for understanding the evolution of galaxies is the rate at which feedback removes the gas from the region around forming stars, limiting the rate at which the gas is used and stars are formed in the galaxy.

Early efforts to classify star clusters in external galaxies relied on visual inspection of photographic plates of nearby galaxies (e.g., Hodge 1981). This resulted in catalogues with typically a few hundred objects for roughly a dozen galaxies (e.g., M31, M33, M81, LMC, SMC). The availability of the Hubble Space Telescope (HST), with roughly a factor of ten improvement in spatial resolution, acted as a major catalyst for the study of extragalactic star clusters (e.g., Holzman et al. 1992, Meurer et al. 1995, Whitmore et al. 1995). With the 10-fold improvement in spatial resolution came a 1000-fold increase in the volume that could be searched. Rather than a few hundred clusters in each galaxy the accompanying improvement in detection level led to typical numbers of clusters for each galaxy in the thousands.

The HST archives contain a few hundred nearby galaxies with data sets that could support detailed studies of clusters (i.e., with three or more bands to enable age-dating through SED modeling). The increase in the number of clusters that might be classified compared to the earlier pre-HST era is therefore a factor of a few hundred [i.e. (300 galaxies x 3,000 clusters) / (10 galaxies x 300 clusters)], with a total number of clusters that could be classified around 1 million. Classification of this many objects represents a limiting constraint for the study of clusters in nearby galaxies, and was the primary reason for development of automated, neural network methods for cluster classifications (Messa et al. 2018, Grasha et al. 2019, Bialopetračiūtė et al. 2019, Wei et al. 2020, Pérez et al. 2021).

Using neural networks not only accelerates the process of classifications, which has been a limiting step in the production of star cluster catalogues, it also improves the consistency of the classifications by reducing both random and systematic errors introduced by the subjective nature of human classifications (i.e., the same person may give different classifications for the same object on different occasions). We thus developed a new automated approach to star cluster classifications using neural networks (Wei et al. 2020) as part of the Physics at High Angular Resolution in Nearby Galaxies with the Hubble Space Telescope project (PHANGS-HST); PI: J.C. Lee, GO-15654) (J. C. Lee et al., in preparation). 1 PHANGS-HST is a Cycle 26 Treasury program obtaining 5-band UV-optical, F275W (NUV), F336W (U), F438W (B), F555W (V), F814W (I), WFC3 (or ACS in some cases with existing data) imaging for 38 nearby spiral galaxies with previous CO(2-1) observations from the PHANGS-ALMA large program (Leroy et al. 2020). 2

An early attempt to classify clusters using quantitative morphological parameters is described in Whitmore et al. (2014). Using only a simple concentration index (CI = difference in photometry in circular apertures with radii of 1 and 3 pixel), they were able to work down to $M_V = -8$ mag (Vega magnitude system) without degrading the sample with a large fraction of blended stars being misidentified as clusters. This study provided cluster luminosity functions for 20 galaxies, with typically a few hundred clusters in each galaxy.

A citizen science approach to cluster classification was used for the PHAT (Panchromatic Hubble Andromeda Treasury) project (Johnson et al. 2012, Johnson et al. 2015) to accelerate classification. While this works well for nearby well-resolved clusters, exploratory efforts for the more distant galaxies in the Legacy ExtraGalactic Ultra-violet Survey - (Calzetti et al. 2015 - LEGUS) project (out to ~11 Mpc) were unsuccessful due to the more subtle differences between clusters, associations, stars, and interlopers due to the decreased physical resolution, as reported in Pérez et al. (2021).

Another pioneering study was performed using a machine learning approach developed as part of the LEGUS project. While this was successful for nearby well resolved clusters (i.e., recovery rates on the order 60 to 70 % between human and machine learning approaches), exploratory efforts for the more distant galaxies, and for the compact associations, showed lower recovery rates. Subsequently, Pérez et al. (2021) developed multiscale convolutional neural network models for the LEGUS project, with agreement fractions on par with the performance of our models in Wei et al. (2020). An additional contribution is Bialopetračiūtė et al. (2019), who used neural network classifications based on simulations for resolved star clusters in M31.

Many of the most promising recent machine learning approaches make use of neural networks. Given the small sizes of existing, human-labelled HST star cluster samples (approximately 2000 objects per class spread out over 39 fields) relative to the samples needed for the robust training of neural networks, we decided to use deep transfer learning techniques as described in detail in Wei et al. (2020). That is, a neural network model, pre-trained on images of everyday objects from the ImageNet dataset (Deng et al. 2009), is fine-tuned using HST image data of clusters with human classifications, rather than training all of the layers in the network from scratch. The results of our proof-of-concept experiment in Wei et al. (2020) were encouraging, as the prediction accuracies based on testing with the first PHANGS-HST galaxy observed, NGC 1559, were found to be competitive with the consistency between different human classifications. In this paper, we take an expanded look at the performance of the neural network models presented in Wei et al. (2020) by applying the models to star clusters in five additional galaxies, and examining the accuracies as functions of various properties including magnitudes, crowding, background surface brightness, and colours.

We expect our neural network models and cluster catalogs to evolve and improve with time. The cluster catalogs used for the current paper are from version 0.9 of the PHANGS-HST pipeline (D. Thilker et al., in preparation) and neural network models from Wei et al. (2020). As new datasets and algorithms are produced they will be made available on the PHANGS-HST website at https://archive.stsci.edu/hlsp/phangs-hst, and will be evaluated in future papers from our team.
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1 https://archive.stsci.edu/hlsp/phangs-hst
2 https://sites.google.com/view/phangs/home
The paper is organised as follows. In Section 2 we describe the data set and how the machine learning classifications were performed. In Section 3 we describe the methodology for the human cluster classifications and in Section 4 we compare the agreement fraction for human classifications with the machine learning classifications. In Section 5 we develop several “figures of merit” based on the distribution of data points in the U-B vs. V-I colour-colour diagram, in an attempt to determine which classifications provide the best results. Section 6 investigates issues related to completeness while the dependence of various science results on different methods of classifying clusters is examined in Section 7. Section 8 describes plans to improve the machine learning classifications in the future. A summary and conclusions are presented in Section 9.

An appendix provides a basic description of the convolutional neural network models described in Wei et al. (2020) and a step-by-step tutorial on using the models to classify cluster candidates with five band HST imaging.

2 SAMPLE, DATA, AND MACHINE LEARNING CLASSIFICATION

In this paper we use five galaxies from the PHANGS-HST sample (NGC 628, NGC 1433, NGC 1566, NGC 3351 and NGC 3627) to evaluate the agreement fractions between classifications made by humans and the convolutional neural network (i.e., machine learning) models of Wei et al. (2020). These particular galaxies are chosen because cluster catalogs with human classifications have been released by the LEGUS program: https://archive.stsci.edu/prepds/legus/data-products-public.html (Adamo et al. 2017), which provide a point of comparison for both the PHANGS-HST human and machine learning classifications.

HST imaging in five bands, F275W (NUV), F336W (U), F438W (B), F555W (V), F814W (I), WFC3 (or ACS in some cases with existing data), were obtained by LEGUS for all five galaxies. PHANGS-HST obtained imaging in an additional WFC3 pointing for two of the galaxies, NGC 3351 and NGC 3627, to complete coverage of the area of disks mapped in CO(2-1), and to support joint ALMA-HST analysis (J. C. Lee et al., in preparation).

With these data, V-band selected catalogs of compact star clusters and associations, which include five-band aperture photometry, human classifications, and ages, masses, and reddenings derived from SED fitting, were produced by both programs. We have performed a cross-match of the catalogs. For this paper, we primarily study the objects in common between the two catalogs and only use the photometry and physical properties resulting from the PHANGS-HST pipeline. This allows our analysis to focus on differences resulting from classification methodology rather than from detection, selection, and basic photometric procedures such as aperture corrections (e.g., see D. Thilker et al., in preparation and S. Deger et al., in preparation for discussion of these properties).

We have incorporated the neural network models of Wei et al. (2020) into the PHANGS-HST pipeline and use them to produce classifications for all of these objects. As mentioned above, a deep transfer learning approach was used to train models with two different architectures, ResNet18 (He et al. 2016) (= RESNET hereafter) and VGG19 (Simonyan & Zisserman 2014) with batch normalization VGG19-BN (= VGG hereafter). Briefly, ResNet18 is a convolutional neural network that is 18 layers deep. This architecture introduced a number of innovations, skip connections and batch normalization, that enabled the training of very deep neural networks (hundreds of layers). VGG is a convolutional neural network with a depth of 19 layers. Both networks are open source, and thus their weights may be readily adjusted and tuned through transfer learning to be used for a variety of image recognition tasks.

Two different training sets were used in Wei et al. (2020): 1) “3-person consensus” classifications for clusters in 29 LEGUS galaxies (11268 objects), based on the mode of classifications made by three people as published in the LEGUS cluster catalogs, and 2) single-person classifications for 10 LEGUS galaxies (5488 objects) performed by BCW, the first author of the current paper, who also is performing the human classifications for the PHANGS-HST project. Models based on the two different training sets have similar performance. Here, we use the models trained using the BCW-only classifications to perform the PHANGS-HST classifications, and examine results from both the RESNET and VGG architectures. Hence, for all objects in common between the PHANGS-HST and LEGUS cluster catalogs, we compare classifications from four different sources: PHANGS-HST human (BCW-only), LEGUS human (3-person consensus for NGC 628, NGC 1433, and NGC 1566; and BCW-only for NGC 3351 and NGC 3627), RESNET and VGG. We note that two of the ten galaxies in the Wei et al. (2020) BCW-only training set are two of the program galaxies in the present study, hence the two samples are not completely independent. This is probably why the performance for these two galaxies is roughly 10% better than for the other three, as shown in Table 1 and discussed later in the text.

Human classifications are determined for sources as faint as $m_V = 22.5$ to 24 mag in the Vega magnitude system depending on the number of candidate clusters in the galaxy (i.e., brighter limits are used for the richer galaxies since the numbers to visually examine can become prohibitive, i.e., more than 10,000 in a single galaxy). We also determine neural network classifications for sources up to about one magnitude fainter, and examine the performance of the models for these faint sources in this paper.

3 HUMAN CLASSIFICATION

Human classification of star clusters during the selection process has been an important step in most studies of extra-galactic star cluster systems, as reviewed by Adamo et al. (2020). The methods developed and lessons learned lay the foundation for the development of automated, reliable cluster classification methods.

3.1 Background & History

In this section we describe the approach used for human classification of clusters in the 38 PHANGS-HST galaxies. The methodology and criteria are very similar to those previously applied to the LEGUS cluster candidate catalogs (Adamo et al. 2017), which were used as training sets for the RESNET and VGG neural network models developed by Wei et al. (2020).

Based on experience, we have previously found that roughly 50% of clusters observed in nearby (< 10 Mpc) spiral galaxies with HST can be reliably classified in just a glance; perhaps 25% can be reliably classified after more careful study; and the remaining ~ 25% are often challenging, with properties that make it difficult to confidently establish their classification, for example whether a source is a single star or a very compact cluster. This level of classification is sufficient to determine clear correlations between the classes and various physical properties of the cluster populations, such as their colour, mass and age distributions. This demonstrates...
the utility of human classifications, even if they are subjective. We will examine our classification accuracy in Section 5, where we use the location of different classes of clusters in a colour-colour diagram to test the quality of the classifications, and will assess the effect different methods of classification have on the determination of the age and mass distributions in Section 7.

Previous works have used different numbers of people to perform the human classifications, from a single person up to large numbers from a citizen science approach (e.g., the PHAT survey; Johnson et al. 2015). Sampling statistics suggest that a larger number of classifiers should result in more robust results, but this assumes that each human classifier uses similar definitions and internal weighting systems. In practice, most studies to date have used either a single person (e.g., Chandar et al. 2010b, Bastian et al. 2014, Silva-Villa et al. 2014), a few people, or as many as eight people (Johnson et al. 2012). For LEGUS, three different people from a pool of roughly a dozen classified each object for most of the galaxies, as described in Adamo et al. (2017) (see also Pérez et al. 2021, and H. Kim et al., in preparation), while 10 galaxies were classified by just one person, BCW.

While automated, algorithmically based approaches to classification might be considered objective in one sense, since they are repeatable, it is important to keep in mind that they are based on subjectively determined training sets. Hence we cannot characterize them as fully objective. We note that we are pursing two approaches that would be more objective, as discussed in Section 8.3.

3.2 Procedure

As discussed in Wei et al. (2020), most early cluster studies in external galaxies provided a single classification class. An exception was the study of Schweizer et al. (1996) who defined nine object types and grouped them into two classes: candidate globular clusters and extended stellar associations. Bastian et al. (2012) classified star clusters in M83 as either symmetric or asymmetric clusters, and argued that the difference between the results of their study and Chandar et al. (2010b) (who used both human and automated cluster catalogues) is largely due to the inclusion of asymmetric clusters. Following this work, many studies in the field, including LEGUS (Calzetti et al. 2015), began differentiating candidate clusters into two or three different categories, so that they could be studied separately or together depending on the goals of the project. It appears that this dichotomy, which has been characterized as “exclusive” (symmetric clusters) and “inclusive” (symmetric and asymmetric clusters and in some cases also small associations) by Krumholz et al. (2019), can explain much of the difference in the slopes of the age distributions in different studies, as first suggested by Bastian et al. (2012) (also see Adamo et al. 2020) for a recent review).

We address this issue by presenting age distribution results from different combinations of classes (see below) in Section 7.

In LEGUS, cluster candidates are sorted into four classes based on their morphological appearance as follows (Adamo et al. 2017; Cook et al. 2019)

Class 1: compact, symmetric, single central peak, radial profile extended relative to point source

Class 2: asymmetric, single central peak, radial profile extended relative to point source

Class 3: asymmetric, multiple peaks

Class 4: not a star cluster (image artifacts, background galaxies, pairs and multiple stars in crowded regions, individual stars.)

We adopt the same general classification system for this paper. We refer to Classes 1, 2, and 3 as symmetric clusters, asymmetric clusters, and compact associations, respectively.

Our primary focus is to identify clusters and groups of stars that are likely to have formed together. Class 1 and 2 objects are referred to as “clusters”, simply based on their centrally peaked profiles, and Class 3 objects are referred to as “associations” because they have multiple peaks. We note that the topic of associations has largely been superseded in the PHANGS-HST project by the study of K. Larson et al. (in preparation), who use a more uniform hierarchical approach to finding multi-scale associations.

These morphological classifications do not provide an unambiguous way of assessing whether or not clusters are bound (have negative energy) or unbound (positive energy), but the bound fraction should depend at least somewhat on the class (e.g., Krumholz et al. 2012; Ginsburg et al. 2016; Grudić et al. 2020). In general, centrally concentrated clusters that have survived for many crossing times (i.e. are older than 10 Myr - see Gieles & Portegies Zwart 2011) are likely to be gravitationally bound, while the candidates younger than this could be in an unknown mix of bound and unbound clusters, where the bound fraction is predicted to increase towards lower classes.

In the youngest (< 10 Myr) clusters, individual bright, massive stars can lead to an asymmetric appearance, regardless of the spatial distribution of the more numerous, lower-mass stars or the internal energy state of a cluster. Clusters naturally become smoother in appearance over time as these massive stars die off. In bound clusters, the distribution becomes smoother due to dynamical interactions between the stars, causing them to relax (e.g. Girichidis et al. 2012; Parker & Meyer 2012; Parker et al. 2014). In unbound cluster candidates, the distribution becomes smoother by ballistic dispersal (e.g. Baumgardt & Kroupa 2007; Ward & Krumijsen 2018; Ward et al. 2020; Wright 2020). In general, all clusters lose mass continuously starting shortly after they form. Therefore, the evolution of clusters should naturally result in some correlation between age and class, where we expect a larger fraction of symmetric clusters (Class 1) at
old ages rather than at young ages. Future simulations of evolving clusters which include both gas and stars, and which mimic real observations like the ones made here, would be very helpful to establish how well we can assess the internal energy of the youngest clusters based on their morphologies.

The criteria for Class 1 and 2 are essentially identical for PHANGS-HST and LEGUS. For Class 3, PHANGS-HST uses a more specific definition than LEGUS, namely that at least four stars are detected within a five pixel radius. This is to avoid stellar pairs and triplets which are sometimes included by LEGUS as Class 2 and 3 objects, as will be discussed in Section 6.3.3. The primary rationale for eliminating pairs and triplets is that these have a much higher probability of being chance superpositions in crowded regions than groups/clusters of stars that formed together. Examples of objects in each of the four classes are shown in Figure 1.

Another difference from LEGUS is that Class 4 (artifacts) has been broken up into 12 subclasses, including C4.1 = single star, C4.2 = pair, C4.3 = triplet, C4.4 = saturated star, ... to C4.12 = bad pixels). The full set of subclasses are listed in Table 3. One of the reasons for this approach was that machine learning could be better trained if the artifacts were divided into more similar morphologies (see Section 8.1). Another reason was to allow more flexibility if some users wanted to include some objects into Class 3 (e.g., C4.3 = triplets), or wanted to examine the properties of a specific subsample (e.g., C4.6 nucleus of the program galaxy or C4.7 = background galaxies). In most of what follows, the 12 subclasses will be rolled into a single Class 4, to provide more direct comparisons with LEGUS.

In Figure 2 we examine a colour image for five objects. Radial profiles and contour plots for various objects are also included. Note that the colour image is especially useful for identifying pairs and triplets when the stars have different colours. The division between Class 2 and 3 is sometimes difficult to make. The primary rule is that Class 2 should be centrally concentrated and relatively circular in the contour profiles (i.e., not several objects in a line). The stars in Class 3 objects can generally be seen as separate objects, but in some cases are only visible as strong spurs on the contours. Distinguishing a bright, well-resolved, isolated star cluster from a single star is generally an easy task for our sample of PHANGS-HST galaxies, as illustrated in Figure 3. Using a combination of image examination, contrast control, and surface brightness profile review, agreement fractions of over 90 % can be obtained between human classifiers, as will be demonstrated in Section 4.

Of course, it is not always this easy. In most cases the candidate clusters are fainter, less clearly resolved, and in crowded or high background regions. Below we describe in detail how the human classifications have been done for the PHANGS-HST galaxies.

- **STEP 1 - IDENTIFY AN INITIAL SAMPLE OF CLUSTER CANDIDATES:** A subset of likely clusters are automatically identified in the F555W (V) filter image, using the multiple concentration index approach (MCI - see D. Thilker et al., in preparation) Very briefly, the MCI approach uses a combination of photometric measurements with seven apertures ranging from 1 to 5 pixels in radius to distinguish resolved clusters from unresolved stars. The more standard CI-based approach relies on just two apertures (e.g., 1 and 3 pixels Whitmore et al. 1999, Adamo et al. 2017). The MCI approach typically reduces the source sample from a few hundred thousand point-like objects (mainly stars or close blends) to a few hundred or few thousand cluster candidates in each galaxy. The F555W filter has been selected as a compromise between bluer (e.g., F275W) and redder (e.g., F814W) filters, since both young and old clusters are generally reasonably bright in this filter. We note that all five filters are actually used in the machine learning determinations (Wei et al. 2020).

- **STEP 2 - VISUALLY INSPECT IMAGES OF CANDIDATE CLUSTERS:** Candidate clusters selected in step 1 are examined using SAOImage DS9, zoomed in by a factor of 2. In many cases a mere glance at the image will reveal whether the object is a cluster (fuzzy, soft edges) or a star (sharp edges). If not, the contrast is adjusted to compare the candidate cluster with nearby stars of roughly the same brightness. As illustrated in Figure 3, a star of comparable luminosity will show up first because of its bright core. As the contrast is increased, the cluster will grow more rapidly and eventually will be larger than the star because of its flatter profile. Even in cases where subsequent tests are not definitive (e.g., determining the FWHM for pairs), this contrast test generally works fairly well.

- **STEP 3 - MEASUREMENT OF FWHM AND EXAMINATION OF CONTOURS:** The IRAF task imexamine is used to measure the FWHM of the cluster candidate. Stars typically have...
FWHM in the range 1.8 to 2.4 pixels in the PHANGS-HST data, while clusters have values in the range 2.4 to 5 (or more) pixels, depending somewhat on the distance of the host galaxy. These correspond to radii for clusters from a few to about 20 pc. If the candidate is fairly spherical, and in an uncrowded region, the scatter around the best fit profile is small and the classification as a “cluster” is fairly secure (e.g., see Figure 2). However, if the object is elongated, or is in a crowded region, the scatter can be large and this particular test does not help with classification. For example, a close pair of stars can have a large FWHM and a flat looking profile, but the large scatter indicates that such a source is not a cluster (e.g., objects labelled C3 - association, C4.2 - pair, and C4.3 triplet objects in Figure 2). Contour plots are then used to help determine if a cluster is symmetric (Class 1) or asymmetric (Class 2), and can also help identify stellar pairs (or triplets) and elongated clusters.

Figure 2 shows several illustrative examples of different contour plots. While the pair (C4.2) in Figure 2 is obvious, primarily because one star is red and one is blue in the colour image, closer pairs (and triplets) can be challenging to differentiate from slightly extended clusters. In questionable cases, it is often useful to go back and try the contrast test (e.g., does an object grow like two stars, or like an extended cluster).

4 COMPARISON OF RESULTS FROM DIFFERENT CLASSIFICATION METHODS

As described in Wei et al. (2020), two different deep transfer algorithms (RESNET and VGG) were used to train and test machine learning classifications against both the LEGUS (39 fields in 32 galaxies) and one PHANGS-HST (NGC 1559) human classifications. As briefly summarised in the Introduction, they found prediction accuracies for Classes 1, 2, 3, 4 at roughly the 70, 40, 45, 60 % level, respectively. This level of agreement is similar to that found between human-vs-human classification in NGC 4656 (see Wei et al. 2020 for details).

In this section we quantify how source luminosity, crowding and background affects the agreement between different classification methods. As discussed in Section 2, the models trained using the BCW-only classifications (i.e. Table 1 from Wei et al. 2020) were used to perform the RESNET and VGG classifications.

A few words are in order concerning how we calculate “agreement fractions”. The first step is to match the two catalogues being compared, so that we are working with the intersection of the two studies rather than the union. A matching radius of two pixels is used. We determine the fraction of exact matches for each class. For that we calculate the ratio of number of matched objects divided by (a) the total number of objects from one study and (b) the total number of objects in the other study. We adopt the mean of these two ratios as the agreement fraction. We also note that the LEGUS field of view in NGC 3351 is roughly 30 % smaller than the PHANGS-HST field of view. Only the region of overlap has been used in the calculation of the agreement fraction and the colour-colour statistics discussed in Section 5.

4.1 Agreement as a Function of Cluster Class

We begin by comparing agreement fractions in the galaxy NGC 3351, as shown in Figure 5. The results for the other galaxies are similar, and are included in Table 1. The comparison between human classifications, made as part of the PHANGS-HST and the LEGUS studies, will be used as the human-to-human baseline in this figure. In both cases sources were classified by the same person, co-author BCW, but several years apart. The agreement fractions for Classes 1, 2, 3, and 4 are represented by the identical histogram bars in all five panels of Figure 5. The agreement for the human-to-human classification comparison between PHANGS-HST and LEGUS in NGC 3351 are 82, 53, 46, 73 %, with a mean value for the four classes of 64 % (shown as the 5th histogram bar).

These numbers for the human-to-human comparison in NGC 3351 are in somewhat better agreement (i.e., by 13 % in the mean) than the human-to-human comparison quoted by Wei et al. (2020), who compared agreement in source classifications between LEGUS-BCW and the LEGUS 3-person-consensus for the galaxy NGC 4656. The slightly higher values we find here likely result from the same person classifying sources in NGC 3351, which reduces inherent bias which may exist between human classifiers. Our experience, both here and later in Table 1, is that this is typically a ~10 % effect.

In Figure 5, we also compare both the PHANGS-HST and LEGUS human source classifications in NGC 3351 with the machine learning classifications from RESNET and VGG. The agreement between the five different combinations which include at least one human classification (i.e., PHANGS-HST vs. LEGUS, PHANGS-HST vs. RESNET, PHANGS-HST vs. VGG, LEGUS vs. RESNET, and LEGUS vs. VGG) are listed in Table 1 for NGC 3351. We find that in nearly all cases, the comparisons between the human and machine learning classifications (i.e., the solid circles in Figure 5) are as good or better than the human-to-human classifications (i.e., the histogram). We find the same general trends as in the human-to-human classifications, with the best agreement for Class 1 and the worst for Class 3. The mean for all five comparisons invol-
The two highest mean agreement fractions in Table 1 are for NGC 3627 (74 %) and NGC 3351 (66 %), which are the two galaxies classified by BCW in both PHANGS-HST and LEGUS. The slightly higher agreement, ~ 10 %, is likely for the same reason described earlier, that this reduces the systematic human-to-human differences in classification methodology in these cases since the same human is involved, and the BCW LEGUS training set was used for RESNET and VGG classifications.

In general, there is no one study that appears to be much better than the others. For example, when considering the mean values from column 5 of Table 1 (excluding the RESNET vs. VGG comparison), three different classifier combinations have the highest values for a given galaxy (i.e., PHANGS-HST vs. VGG for NGC 628 and NGC 1566; PHANGS-HST vs. RESNET for NGC 1433; and LEGUS vs. RESNET for NGC 3351).

To summarize, we find that comparisons between all four classification methods give fairly similar results; all of them appear to provide source classifications of comparable quality.

### 4.2 Agreement as a Function of Source Brightness

In Figure 6 we examine how the results from different classifiers change with brightness, comparing the agreement fraction of sources in NGC 3351 in different magnitude bins. Classes 1, 2, 3, and 4 are shown in different panels. The symbols represent the different combinations of classifiers (PHANGS-HST, LEGUS, RESNET, VGG). The magnitude bins have been selected to contain roughly equal numbers of sources (of all classes), which leads to non-uniform size bins because there are many more faint clusters than bright ones. The medians of the bins are $m_V = 21.4, 22.8, 23.4,$ and 23.8 mag.

Probably the most important conclusion in this subsection is that the agreement fractions for Class 1, and also for Class 1 + 2 when considered one bin (i.e., the standard sample), are similar regardless of source brightness, with values around 85 % over the full magnitude range. This is reassuring since finding Class 1 and Class 2 clusters is the focus of our cluster classification effort. It also implies that we may be able to use the machine learning algorithms to push down to fainter magnitudes for these types of clusters. This is discussed in more detail in Section 5.6 and in D. Thilker et al. (in preparation).

Class 2 clusters alone, on the other hand, show a strong decreasing agreement fraction towards fainter magnitudes, starting around 70 % for bright clusters and dropping to about 40 % (with large scatter) at the faint end. This may reflect the fact that most bright Class 2 clusters are similar to Class 1, with some relatively minor asymmetries, while many of the fainter Class 2 clusters are more difficult to discriminate from Class 3 objects.

Note that the agreement fractions are generally higher when combining the Class 1 and 2 clusters into a single bin compared to averaging them together. This is because a frequent difference in classification is to interchange the two classes; i.e., to draw the line between symmetric and asymmetric slightly differently. Hence, some of the shortcomings discussed in this section and elsewhere in the paper for the classification of the Class 2 clusters alone are not as serious when combining the two into one bin.

The agreement fractions for Class 3 (compact associations) are essentially flat as a function of magnitude, albeit with a large scatter, while the agreement fractions for Class 4 (artifacts) actually increase at fainter magnitudes. The latter effect likely results because the fraction of contaminants in the form of individual and pairs of stars, which are relatively easy to classify, increases at fainter magnitudes.
Figure 6. Agreement fractions as a function of magnitude bins for Classes 1 to 4, the means of Classes 1 to 4 added together (bottom middle), and the values if Class 1 + 2 are considered as one bin (bottom right). The two studies being compared in each case are plotted with different symbols. Least-squares fits to all the data are shown by the lines. We find that while many of the dependencies are relatively flat (i.e., Class 1, Class 1 + 2) the agreement fractions for Class 2 falls rapidly as a function of magnitude.

4.3 Agreement as a Function of Crowding

In Figure 7 we make comparisons for the agreement fractions as a function of source crowding. The methodology is essentially the same as for our comparisons with magnitudes shown in Figure 6. The crowding parameter employed is from the DOLPHOT V-band "crowd" parameter.

The catalogue is broken into four subsamples, with crowding bin = 1 for isolated objects (e.g., old isolated clusters in the smooth bulge regions outside of the central starburst ring), to crowding bin = 4 for very crowded regions (e.g., large associations and the central starburst ring).

The trends with crowding are as strong or stronger than those found with brightness. The results for each object class is shown in its own panel, as labelled in Figure 7. We note the excellent classification agreement (mean = 92 %) for isolated Class 1 objects (crowding bin = 1), shown as the upper left points in the upper left panel. These are primarily old clusters in the bulge which have had ample time to separate from their birth clouds and hence are generally isolated. The agreement falls to about 70 % for Class 1 for the more crowded bins. The reverse trend is seen for Class 2 objects, with the highest agreement fraction for the most crowded regions. This reflects the fact that crowded regions will often introduce apparent asymmetries in the outskirts of clusters, causing them to be classified as Class 2 (asymmetric clusters) rather than Class 1 (symmetric clusters). We note, however, that the relation for the standard Class 1 + 2 sample, and the means, are relatively flat, though not as flat as versus magnitude. This indicates that crowding has a stronger impact than brightness on the classification of Class 1 and Class 2 objects, with the highest agreement fraction for the most crowded regions. This reflects the fact that crowded regions will often introduce apparent asymmetries in the outskirts of clusters, causing them to be classified as Class 2 (asymmetric clusters) rather than Class 1 (symmetric clusters). We note, however, that the relation for the standard Class 1 + 2 sample, and the means, are relatively flat, though not as flat as versus magnitude. This indicates that crowding has a stronger impact than brightness on the classification of Class 1 and Class 2 objects, the main focus of this paper. Pérez et al. (2021) report similar issues with Class 2 and Class 3 classifications, hence this effect appears to be inherent in the difficulty of classifying these objects in crowded regions rather than in the particular machine learning classification method employed.

The scatter between the four different classification methods for some of the source types (e.g., Class 2 and Class 3) is large, presumably reflecting differences in how the different methods perform the classifications.

4.4 Agreement as a Function of Local Background

In Figure 8 we assess how much the background surface brightness affects the classification results, where the background is defined to be the median flux in the background annulus used for photometry (i.e., an annulus between 7 and 8 pixels in radius). In general, the agreement fractions do not vary significantly with background level, unlike the situation with magnitude and crowding. Part of the reason for this might be that some sources in regions of high background are found in the central region around the chaotic star formation ring. The agreement fractions are low here. Other sources with high background are in the smooth bulge component just outside of this region. The agreement fractions are actually high here. Hence, the results for these regions tend to balance each other out, resulting in relatively flat correlations.

4.5 Agreement as a Function of Spatial Resolution

The agreement fractions are likely to be poorer for more distant galaxies, as it becomes more difficult to distinguish clusters from individual stars. However, it is difficult to test this hypothesis when we have only five galaxies in our sample. While there does appear to be a weak correlation in the expected sense (see Table 1), a larger sample will be required to make this determination in the future.

To summarize subsections 4.1 to 4.5, crowding appears to introduce the largest uncertainties in the classifications, more so than faint magnitudes or high background. Hence, classification might be expected to be more problematic for galaxies with high star formation rates, producing large numbers of very young stars, which tend to both cluster more strongly resulting in higher crowding, and produce higher backgrounds.
are also a relatively large number of Class 2 objects with colours suggesting they are younger ages. Figure 11 shows the distributions for Class 2 objects. A significant fraction of these objects have colours indicating they are younger than 10 Myr (i.e., with U-B colours bluer than U-B = -1.0). Therefore, this correlation provides a way to test between Class 1 vs. Class 2 clusters, i.e. most old, red clusters should be identified as Class 1, while few old, red clusters should be identified as Class 2.

Figure 12 shows the distributions for Class 3 objects, which are generally found to be bluer and hence have younger ages (i.e., < 10 Myr), with typical values of V-I between -0.6 and 1.0, and U-B less than -1.0. There are also a sprinkling of Class 3 objects that have redder colours, likely due to a combination of age, reddening, and stochasticity effects (see Maíz Apellániz 2009, Fouesneau et al. 2012, Hannon et al. 2019 and Whitmore et al. 2020). As discussed in these papers, stochasticity is primarily an issue for lower mass clusters, i.e. with log mass < 3.5 solar masses.

Hence, it appears that the distribution of data points in the colour-colour diagram can be used as a “figure of merit” for our cluster classifications. Below we make quantitative checks to test the quality and uniformity of the different classification methods.

Figures 9, 11, 12 and 13 also include four boxes drawn to roughly demarcate different ages in the U-B vs. V-I colour-colour diagram, as defined below. This procedure is similar to an approach originally used in Whitmore et al. (2010) to divide the colour-colour plane into regions for the purpose of separating stars and clusters in the Antennae galaxies (also see Chandar et al. 2010b for a similar treatment in M83).

The regions are defined as:

**Box 1:** Old clusters (> 1 Gyr): 0.95 < V-I < 1.5 and -0.4 < U-B < 1.0

**Box 2:** Intermediate-age clusters (0.1 to 1.0 Gyr): 0.2 < V-I < 0.95 and -0.4 < U-B < 1.0

**Box 3:** Young clusters (10 - 100 Myr): 0.2 < V-I < 0.95 and -1.1 < U-B < -0.4

**Box 4:** Very young clusters (< 10 Myr): -0.6 < V-I < 0.95 and -1.8 < U-B < -1.1

We note that when mapping the regions of the colour-colour diagram onto apparent ages we assume no reddening. This is a reasonable assumption for objects older than 10 Myr (see Whitmore et al. 2020), but it should be kept in mind that these age estimates are approximate. Values for the number of clusters in each box for each classification method are included in Table 2.

Examination Figure 9, we first note that the total number of Class 1 objects (symmetric clusters) classified by the four methods are similar, with 304, 287, 316, and 300 objects from box 1 to box 4. We note the strong similarity in the overall colour distributions for Class 1 objects for all four methods, each hugging the right side of the stellar isochrone in the region from 10 Myr to about 1 Gyr, and then broadly following the isochrone itself in the region beyond 1 Gyr. Figure 10 shows the same using the UV instead of the U filter, although the old globular clusters tend to be somewhat high. This is because we show a solar metallicity isochrone which is appropriate for the young but not the oldest clusters (see Turner et al. 2021 for a discussion). The strong similarity between the four panels in Figures 9 and 10 indicates that all four of the methods are finding similar Class 1 objects, which is very reassuring.

Figure 11 includes the relative distributions within the four boxes for Class 2 objects (asymmetric clusters). The distributions of cluster colours in these four panels look less similar than for...
Class 1, with a clear deficit in Box 3 based on RESNET and VGG classifications (34 and 45) relative to the PHANGS-HST and LEGUS classifications (73 and 85). This suggests that the machine learning algorithms do not identify as many young objects (Box 3) as Class 2 when compared with PHANGS-HST and LEGUS.

Figure 12 shows the results for Class 3 sources (compact associations). The most obvious difference is the much smaller number of classified objects in PHANGS-HST. This is largely by design, since the MCI method discussed in Section 3.2 was introduced to minimize the number of Class 3 (compact associations) and Class 4 (artifacts) objects. In addition, Class 4 has been broken into several subclasses (see Table 3), in an attempt to allow the machine learning algorithms to better classify (and remove as artifacts) similar objects in future treatments. Hence, pairs and triplets are included as Class 4 objects (artifacts). Since LEGUS used a somewhat looser definition for its Class 3, it includes a fair fraction of pairs and triplets, most of which would be included as part of the expanded Class 4 in PHANGS-HST rather than as Class 3 objects. If we add the Class 4.2 (pairs) and Class 4.3 (triplets) objects to Class 3 for PHANGS-HST, the number would increase from 125 to 345, roughly the same as found for LEGUS (i.e., 358).

Figure 13 shows the results for Class 4 sources. The most obvious difference is the larger number of classified objects for RESNET and VGG compared with human classification. This is primarily due to the selection of candidates from the larger region in the MCI plane for the two machine learning methods, rather than the smaller empirical polygon selection region used to identify candidates for the human PHANGS-HST classifications. See D. Thilker et al. (in preparation) for a description of the candidate selection procedure for PHANGS-HST. The larger number of Class
4 objects for RESNET and VGG demonstrates that a much higher percentage of objects in regions outside the polygon are artifacts, as expected.

The distribution of Class 4 points in the colour-colour plots is most similar to the Class 2 objects, but with a wider spread due to the stochasticity imposed by the low number of stars in the objects (i.e., c4.2 = pairs and c4.3 = triplets are the most populated subclasses). We also note a small increase in the percentage of objects in Box 1 (old clusters) for RESNET and VGG (3.7% and 3.6% respectively) compared to PHANGS and LEGUS (2.5% and 2.1% respectively). This suggests that the machine learning algorithms misclassify a slightly larger fraction of old globular clusters as artifacts.

Figure 15. Same as Figure 9 for Class 2 clusters for all five program galaxies in range $m_V = 20 - 23.5$ mag. We find a wide variety of different cluster formation histories from NGC 1433, with 72% of the objects in the youngest box, to NGC 3627, with 12% of the objects in the youngest box.

In Figure 15 we show the Class 2 colour-colour diagrams for all five galaxies. We find a fairly wide range in cluster distributions from NGC 1433 with 72% of the points in the youngest box to NGC 3627 with only 12% in the youngest box. NGC 1566 is intermediate with 48%. Hence, NGC 3627 looks more similar to NGC 4449, and we conclude that the degree of similarity between Class 2 and 3 is largely dependent on the cluster formation history.

Table 2 provides similar statistics for all four classes and all five galaxies.
program galaxies. We now perform four specific tests, as motivated above.

5.1 Old Clusters (> 1 Gyr)

For this test we ask how many Class 1 objects are found in Box 1 for each classification approach.

Figure 9 shows that using the galaxy NGC 1566 as our test case, the U-B vs. V-I diagram, and $M_V < -7.8$ mag, PHANGS-HST finds the most Class 1 objects in Box 1 (old clusters), with 52, compared to 34, 46, and 45 for LEGUS, RESNET, VGG respectively. If the UV-B vs. V-I diagram is used instead, and a range from $m_V$ from 20 to 23 as in Figure 10, the numbers are 43, 32, 33, 35 respectively. We conclude that all four methods are able to find old clusters at similar levels.

Figure 16 shows an image of the old cluster candidates (i.e., Class 1 objects in Box 1) in the nuclear region of NGC 1566. This bulge region has the highest density of Class 1 objects from Box 1, as would be expected if they are old globular clusters. Red is used for PHANGS-HST, green is used for LEGUS, blue is used for RESNET and yellow for VGG. The larger circles show sources in the range $m_V = 20$ to 23.5 mag while the smaller circles represent sources in the range $m_V = 23.5$ to 24.5 mag. One of the objects (3741) is found by all four of the classifications. Three more of the objects are found by three of the four methods.

A visual examination of the right panel of Figure 16 shows the objects all have fairly uniform yellowish colours and symmetric morphologies. Hence these are all good candidate old globular clusters, demonstrating that all four methods are able to identify this type of object fairly successfully.

We also note from Figure 11 that Class 2 includes very few objects in Box 1 for all four classification approaches (i.e., 11, 11, 0, 5 for PHANGS-HST, LEGUS, RESNET, VGG respectively), and from Figure 12 we find even fewer (0, 6, 1, 1) in Box 1 for Class 3. Hence the rejection of the oldest clusters for Classes 2 and 3 is also good.

5.2 Intermediate Age Clusters (0.1 – 1 Gyr)

For this test we ask how many Class 1 objects are found in Box 2 of colour-colour space for all four approaches.

From Figure 9 we find that the RESNET and VGG classification methods identify somewhat more symmetric, intermediate-age clusters (i.e., 157 and 148 objects in Box 2) than PHANGS-HST and LEGUS (132, and 135 in Box 2). We note, however, that most of this shortfall for Class 1 objects in Box 2 is able to show up as higher numbers in Class 2 for PHANGS-HST and LEGUS (i.e., Figure 11, with 25 and 26 for PHANGS-HST and LEGUS, respectively, compared with 6 and 9 for RESNET, and VGG respectively).

5.3 Young Clusters (10 – 100 Myr)

A similar approach can be used for the objects in Box 3, but here we add the results from Classes 1, 2 and 3 since they are spread out more in the different classes. We find that LEGUS and VGG find the most young objects (238 and 210) in Box 3, while RESNET has 189. The largest numbers of objects in Box 3 are found in Class 1, with a small spread ranging from 76 to 84 for all four methods (see Figure 9).

5.4 Very Young Clusters (1 – 10 Myr)

For our Box 4 comparison we only use Class 2 clusters since there are only a handful of very young clusters in Class 1 for all four methods and the rejection of most of the Class 3 objects using the MCI method makes inclusion of PHANGS-HST problematic. The agreement between the four methods of classification is fairly good, with values of 110 and 127 for PHANGS-HST and LEGUS and slightly lower values of 89 and 101 for RESNET and VGG.

Hence, the machine learning algorithms and human classifications are finding fairly similar objects for the very young objects in Box 4.

Although the focus in this paper is on the clusters, and to a lesser degree on compact associations (see K. Larson et al., in preparation, for the preferred approach to working with associations in PHANGS-HST), we note from Figure 13 that the most populated box for Class 4 (artifacts - i.e., single stars, pairs, triplets etc) is Box 4, indicating that individual stars as well as young clusters can be found in Box 4. Indeed, the left half of Box 4 was called ‘star/cluster space’ in Chandar et al. (2010a).

We conclude that all four of the classification methods result in fairly similar distributions in the U-B vs. V-I colour-colour diagrams. However, there are also some important second-order differences that should be kept in mind, for example, RESNET and VGG find fewer young (Box 3) clusters in Class 2 than PHANGS-HST and LEGUS.

5.5 Using Colour-Colour Statistics as a Figure of Merit

Similarities in the agreement fractions between the four classification methods, as discussed in Section 4.1, provides evidence that the machine and human classifications are similar in performance. In this section we take a more quantitative look by comparing the
colour–colour statistics for all four methods and all five galaxies. This “figure-of-merit” provides both absolute and relative comparisons of how well the different methods are able to identify different age clusters.

Table 2 includes the number of objects in each of the four boxes in the colour–colour diagram for all five galaxies. A limiting magnitude of $M_V = -7.8$ mag is used to normalize the sample. This is the magnitude cutoff of $m_V = 22.5$ for the PHANGS-HST human selected sample for NGC 3627, which represents the brightest limiting magnitude of the five galaxies. A value of $m_V = 22.5$ mag provides a signal-to-noise of ~100, and represents a very conservative limit (see S. Deger et al., in preparation) for classification. A magnitude cutoff of $m_V = 23.5$ corresponds to a range of $M_V = -6.5$ to -7.8 mag for our galaxies, and represents a more standard limit. Pushing to $m_V = 24.5$ mag, as we will in Section 5.6, corresponds to a signal-to-noise around 10, and should be considered the practical limit. When all four methods have 12 or more sources in Table 2 we check to see how constant the values are, i.e., do the different methods find similar numbers of clusters in the same regions of the colour–colour diagram?

To make the comparison we use the ratio between the standard deviation of the four measurements and the square root of the mean number of objects in the box (i.e., the predicted standard deviation assuming Poisson statistics), which we define as the Quality Ratio $QR$. These numbers are included at the end of the rows that qualify for analysis in Table 2. Measurements with values 1.0 or lower (i.e., fairly constant values) are shown in blue, while measurements with values greater than 1.0 (i.e., discrepant values) are shown in red in Table 2.

Class 4 objects (artifacts) are not included in the analysis since the goal of the PHANGS-HST and LEGUS studies was to eliminate as many artifacts as possible using constraints on either the concentration index (LEGUS) or on multiple concentration indices (PHANGS-HST). In addition, the machine learning algorithms used much broader constraints since the time required to make the classification is not a factor, unlike for the human classifications. These two effects result in much larger numbers of Class 4 artifacts for RESNET and VGG, which skew the QR statistic. This increase in the number of Class 4 objects for the machine learning algorithms can be seen in Figure 13. The result is that all Class 4 QR values are very high, but this is not relevant for a comparison of the goodness of the different classification methods. Similar statements could be made for the Class 3 objects, as shown in Figure 12, since the PHANGS-HST candidate selection is designed to eliminated as many of these objects as possible. However, since the discrepancies are smaller in most cases, and there is more interest in Class 3 (compact associations) than Class 4 (artifacts) objects, they have been included in the analysis for the purpose of comparison. We find, as expected, that most of the Class 3 objects have QR values greater than 1.0 in Table 2.

The results of the figure of merit analysis are shown in Figure 18. We find that all four methods are successful in finding similar numbers of objects based on the colour–colour statistics, with mean values and standard deviation values for PHANGS-HST = 1.01 ± 0.18, LEGUS = 0.97 ± 0.16, RESNET = 1.00 ± 0.14 and VGG = 1.02 ± 0.17. Similarly, values for the different galaxies are roughly the same, with no clear outliers in the mean.

Twenty-eight rows in Table 2 have values of $QR = 1.0$ or lower (i.e., good agreement, blue) while fifteen rows have values greater than $QR = 1$ (i.e., poor agreement, red). This shows that while the four methods find similar objects in the majority of cases, there are also a number of cases where systematic differences are present. A close look at Table 2 shows that the primary causes for large values of $QR$ are either smaller number of Class 3 associations, as designed into the PHANGS-HST selection criteria, or the smaller number of young (Box 3 and Box 4) Class 2 objects found by RESNET and VGG, as shown in Figure 11 and discussed in Section 5.

5.6 Results for Faint Objects using Machine Learning Classifications

An important advantage of using machine learning classifications is the opportunity to provide cluster catalogues that include fainter objects, since classifying large numbers of sources is no longer prohibitive. Below we investigate how accurately fainter clusters can be classified by comparing the numbers of sources found in the different regions of colour–colour space with their brighter counterparts.

Figure 19 shows the colour–colour plots for RESNET and VGG classifications of Class 1, 2, and 3, with $m_V$ magnitudes between 23.5 and 24.5 mag, reaching roughly one magnitude fainter than shown in Figures 9, 11, 12, and 13 (i.e., the $M_V < -7.8$ mag criteria is equivalent to $m_V = 23.44$ mag for NGC 1566). The magnitude range was chosen to insure that the number of Class 1 and 2 objects combined is roughly the same as in Figure 9, so that direct comparisons can be made.

The results for the fainter sample look similar to the brighter sample for Class 1. However, for Classes 2 and 3 there are some important differences that should be kept in mind. First, the fainter sample has a larger scatter in measured colours. This is due to a combination of larger photometric errors, an increase in stochasticity (especially for Class 2 where individual stars are more prevalent), and a higher degree of classification errors.

In Figure 19, the number of Class 1 sources which fall in Box 1 for RESNET and VGG are roughly the same as those in Figure 9 for RESNET and VGG (i.e., 51 and 47 for the faint clusters compared to 46 and 45 for the brighter clusters). A human examination of objects that were classified by both RESNET and VGG as Class 1 shows that nearly all ($≈ 90\%$) of these objects would also be classified as Class 1 in PHANGS-HST, with only three of the objects classified in the pairs and triplets bins instead. If the criterium is relaxed to
able to correctly identify Class 1 Box 1 objects down to the presence of fewer Class 3 candidates, as designed into the brighter sources, with the largest systematic differences being due to results. We find that all four methods give comparable results for merit to test which of the classification methods provide the best in a U-B vs. V-I colour-colour diagram can be used as a figure-of-bias in the current study.

with colours consistent with young ages is the strongest systematic faint Class 3 objects (60 %), and especially for faint Class 2 (40 %) with what we found in Figure 6, with a low agreement fraction for 101 for the brighter clusters in Figure 11 for VGG Box 4, to 27 for and 2, and smaller numbers for the younger clusters in Box 3 and in Figure 19 for NGC 1566, the distributions for the fainter Class 2 clusters by using the deeper RESNET and VGG classifications. A similar result is found for Class 1 sources which fall in Box 2, where we find 175 and 169 classified by RESNET and VGG, respectively, in this fainter magnitude range (see Figure 19), compared with 157 and 148 for their brighter counterparts (Figure 9). The comparison does not hold up as well for the faint, young Class 1 objects in Box 3, with 51 (RESNET) and 46 (VGG) for the faint objects, compared with 82 and 76 for the brighter ones in Figure 9.

Unlike the case for the brighter Box 1 and 2, Class 1 clusters in Figure 19 for NGC 1566, the distributions for the fainter Class 2 and 3 clusters look quite different than their brighter counterparts in Figure 11, with larger numbers for the older clusters in Box 1 and 2, and smaller numbers for the younger clusters in Box 3 and 4. The most dramatic example of this difference is a decrease from 101 for the brighter clusters in Figure 11 for VGG Box 4, to 27 for the fainter clusters in Figure 19 in the same box. This is consistent with what we found in Figure 6, with a low agreement fraction for faint Class 3 objects (60 %), and especially for faint Class 2 (40 %) objects. The fact that RESNET and VGG find fewer faint sources with colours consistent with young ages is the strongest systematic bias in the current study.

To summarize this section, the distribution of classified objects in a U-B vs. V-I colour-colour diagram can be used as a figure-of-merit to test which of the classification methods provide the best results. We find that all four methods give comparable results for brighter sources, with the largest systematic differences being due to the presence of fewer Class 3 candidates, as designed into the PHANGS-HST selection criteria, and the smaller number of young Class 2 and 3 objects found by RESNET and VGG. An examination of the fainter objects (i.e., \( m_V \) between 23.5 and 24.5 mag) show that while the Class 1 and Class 1+ Class 2 samples are quite robust, care must be taken when using Class 2 alone or when Class 3 is used. We remind people that the treatment of Class 3 (compact associations) has been largely superseded by the multi-scale approach described in K. Larson et al. (in preparation).

6 COMPLETENESS ESTIMATES

Attempts to estimate completeness in cluster catalogues generally follow the approach taken by stellar catalogues, i.e., adding artificial objects of different magnitudes to the image and then finding what fraction can be recovered. Unfortunately, the situation is more difficult for clusters, making the resulting estimates more uncertain. The fundamental problem is that in the stellar case, there is a single point spread function for all objects and these are generally just added to an image with little or no background. For clusters, the objects come in a variety of shapes (circular, elongated, wide range of asymmetries) and different sizes.

In addition, they are often embedded in variable and high background regions from the underlying galaxy, or in crowded regions since stars tend to be born in clusters and associations. All of these issues make the task of estimating completeness for clusters a difficult one.

In D. Thilker et al. (in preparation) we follow this standard approach to estimate completeness to the degree possible by adding simulated clusters to images and determining how many we recover. We also compare results from different studies (e.g., PHANGS-HST and LEGUS) to estimate relative completeness levels based on a comparison of the intersection and the union of the two studies. This typically results in an agreement in the number of objects at about the 70 % level down to \( m_V = 24.0 \) for the various galaxies.

Below we approach the question from two different directions to provide a sanity check on aspects of completeness that might fall outside the standard practice of adding objects to an image.

6.1 Comparisons with a Human-Selected Catalogue

In this subsection we compare our classifications with a cluster catalogue that is completely manually selected (i.e., without using a candidate list to start with), in order to assess how many clusters may be missing from the normal candidate selection process described in D. Thilker et al. (in preparation), and to better understand if the different methods are identifying similar objects. A similar study was done in M83 as reported in Chandar et al. (2010a). Agreement between human-selected and hybrid methods (automatically selected followed by human classifications) was found to be \( \approx 60 \% \) in that study. This is similar to the 70 % estimate mentioned above when comparing the intersection and the union for the current study.

As an illustrative example, we perform this test in a typical field in NGC 628, as shown in Figure 20. No candidate clusters are identified in the top panel to avoid guiding the eye. We suggest that readers electronically enlarge the image and study this field in detail, picking out objects they identify as clusters, then compare their selection with the middle and bottom panels to see if they are included in the various catalogues. The middle panel shows Class 1 (red) and Class 2 (green) clusters from the human-selected cluster classification (large circles) and the PHANGS-HST catalogues (small circles). Class 3 (blue) and Class 4 (yellow) are also included.

Figure 19. U-B vs. V-I colour-colour diagrams for Classes 1 (top), 2 (middle), and 3 (bottom) objects for the RESNET (left) and VGG (right) classifications. Only faint clusters in the range \( m_V = 23.5 \) to 24.5 mag are included, i.e., fainter than for most of the PHANGS-HST and LEGUS human classifications. Four boxes representing different ages are included, along with the number of objects in each box. While these figures are similar to Figures 9, 11, and 12 for brighter clusters in some regards (e.g., the ability to find old clusters in Box 1), they also show important difference, such as fewer numbers of Class 2 and Class 3 clusters.

include either RESNET or VGG rather than both, the number drops only slightly (\( \approx 85 \% \)). We conclude that RESNET and VGG are able to correctly identify Class 1 Box 1 objects down to \( m_V = 24.5 \) mag, allowing us to approximately double the number of old clusters by using the deeper RESNET and VGG classifications.

Whitmore et al.
for PHANGS-HST. The bottom plot uses the same colour scheme but includes all five classifications from PHANGS-HST (smallest circles), to LEGUS, to RESNET, to VGG, to the human-selected classifications (largest circles).

The middle panel of Figure 20 shows good general agreement between the human-selected and PHANGS-HST classifications, with 14 of 14 exact matches for Class 1 (red) and 6 of 11 exact matches for Class 2 (green). For Class 2, three of the non-matches were classified as Class 1, one was classified as Class 3 (compact association), and one was classified as Class 4. These numbers are similar to those found in Figures 5 and 6, and in Wei et al. (2020), although the 14 for 14 Class 1 matches is noteworthy and probably reflects the fact that the field is not as crowded as some other regions of this and other galaxies in our sample.

Next, we note that there are four (all Class 2) of 29 clusters in the human-selected catalogues with no counterpart in PHANGS-HST (i.e., 86 % match) and conversely, five of 28 (i.e., 82 % match) of the PHANGS-HST (Class 1 + 2) clusters with no counterparts in the human-selected catalogue. These numbers are higher (better) than the roughly 60 % number found in Chandar et al. (2010b), probably because we are working at a brighter magnitude cutoff ($m_V = 23.0$) and only including Class 1 and Class 2 clusters in the comparison. Hence we conclude that the number of “missing” Class 1 and Class 2 clusters due to different selection of the original candidates is relatively low, approximately in the 15 % range down to $m_V = 23$ mag.

Most of the human-selected clusters with no counterparts in Figure 20 are near the faint end of the sample, and several are just outside the MCI polygon used for selection for the PHANGS-HST sample (see D. Thilker et al., in preparation).

Hence the mismatch is not due to radical differences in morphology (e.g., very diffuse clusters) but to normal uncertainties such as visually estimating the appropriate brightness limit for the magnitude cutoff, and estimating whether the profile of a faint object can be distinguished from a star.

In the bottom panel of Figure 20 we show sources classified as Classes 1 and 2 from all five methods. It is reassuring to find 12 clusters with Class 1 classifications in all five. However, we also note that there are no Class 2 objects with this level of agreement. This reflects the lower agreement fractions in Figures 5 and 6 for Class 2. Following this line of inquiry we find that there are eight objects which agree in three or four out of the five classification methods. At the other end, we find 12 objects that are only identified by one method, and two objects identified by two classification methods.

A few other trends that can be established by a careful examination of Figure 20 are: 1) for the objects with four or five classifications in common, the machine learning programs (RESNET and VGG) find fewer Class 2 objects than the human-selected classifications (this has already been seen in Figure 11 and Figure 19), 2) over 50 % of the artifacts in the PHANGS-HST catalogue (the small yellow circles in the middle panel) are pairs and triplets, and 3) these artifacts are generally found in the more crowded regions of the image, as might be expected.

While the conclusions we can draw based on one illustrative example are limited, overall we find the agreement fairly reassuring and supportive of the general conclusion that the machine learning classifications (RESNET and VGG) are competitive with the human classifications. In addition, we found no clear cases of large diffuse clusters that are missing in this field.

### 6.2 Estimating Completeness for Objects Brighter than $M_V$ of $-10$

Another method of estimating completeness for a subset of the data is to determine how many of the objects with magnitudes brighter than that expected for the brightest star (i.e., $M_V = -10$ mag, the Humphrey-Davidson (H-D) limit; Humphreys & Davidson 1979) are classified as clusters. This approach has two potential issues. The first is that some of these bright objects are foreground stars. In principle, these can be identified using parallax measurements from GAIA, an approach being investigated in D. Thilker et al. (in preparation). The second potential problem is that some of the brightest, youngest clusters are likely to be ultracompact (e.g., Smith et al. 2020), and hence may be difficult to distinguish from individual stars, especially in more distant galaxies. Incompleteness due to limitations of spatial resolution is also relevant for the smaller clusters in general, and is a major component of the completeness testing being performed in D. Thilker et al., (in preparation).

We use NGC 628, the closest of our five galaxies at 9.8 Mpc,
to make a first check of completeness at the bright end. Nineteen objects brighter than $M_V = -10$ mag are found, with four classified as saturated stars by PHANGS-HST. On inspection these are all obvious stars with diffraction spikes and Airy rings. A fifth object was classified as the nucleus of NGC 628 (Class 4.6). Three additional sources were classified as stars (Class 4.1). Of these, two are clearly stars since they show Airy rings, while the third is potentially an ultra-compact cluster, with FWHM = 2.2 pix. However, it remains possible that this source is a foreground star, and GAIA (DR2) measurements are inconclusive because they have a large uncertainty.

One object classified as Class 4.10 (= too faint to tell) is likely to be a cluster based on its location in an intense star-forming region, even though its visual appearance and FWHM do not clearly distinguish it from a point source. This object is the only clear case of a bright cluster that is missing from the PHANGS-HST NGC 628 catalogue. Hence, 10 of 11 objects (or 10 out of 12 if the potential ultra-compact cluster is included) appear to have been correctly classified as clusters. The completeness for the brightest Class 1 and Class 2 clusters therefore appears to be in the 80 to 90% range for NGC 628, based on the PHANGS-HST catalogue.

The classification of H-D objects is slightly worse when the LEGUS, RESNET, and VGG classifiers are used, with eight, seven, and seven of the 10 clusters, respectively, identified as Class 1 or 2 objects. The most common misidentification are Class 4 sources (i.e., objects interpreted as a single star) as might be expected. The object identified as the nucleus by PHANGS-HST (i.e., Class 4.6), is classified as Class 4 by LEGUS, but as Class 1 by both RESNET and VGG. Hence, researchers should be careful to check the classification of the brightest objects if their study is sensitive to them. All four methods classified the foreground stars correctly.

6.3 Issues Related to Completeness and Systematic Differences in Classification

6.3.1 Double Counting

The Dolphot package used in PHANGS-HST for both stellar and cluster detection was designed for crowded stellar fields. It uses an iterative approach, finding peaks, fitting the PSF and subtracting it, and then refitting to see if new peaks can be detected. While this works well if all the objects are stellar, in fields where both stars and clusters are present the software sometimes detects additional, false peaks after it subtracts out slightly resolved clusters.

These false peaks are removed during the human classifications and designated Class 4.9 (= redundant - see Table 3). Operationally this is performed by classifying the brighter object and then giving any candidate within a radius of five pixels a value of Class 4.9. This procedure also avoids double (or more) counting in Class 3 compact associations. LEGUS does not include this redundancy check, hence the much larger number of redundant (multiply detected) Class 3 objects in Figure 17.

If uncorrected, the number of multiple detections of Class 3 objects for the RESNET and VGG classifications would be even higher than for LEGUS. For this reason, redundant objects are removed from the RESNET and VGG machine learning classifications in a post-processing step of the pipeline (see D. Thilker et al., in preparation) using the same algorithm as employed for the human check. This results in numbers which are roughly 50 lower than for LEGUS in Figure 12. The numbers are still considerably higher than for PHANG-HST due to the removal of pairs and triplets as artifacts (i.e., Classes 4.2 and 4.3), as discussed in Section 5.

6.3.2 Trends in Classification Based on Confusion Matrices

A standard tool used in many machine learning studies is the “confusion matrix”. This graphic provides a concise way to visualize how often the classifications are in agreement, as well as insight into the most common types of systematic differences.

Figure 21 shows the confusion matrices for the six comparisons between different methods for the bright ($m_V < 23$ mag) objects in NGC 1566. Ideally, the darkest colour (highest percentage of matches) would be found along the diagonal. In all six cases we find the highest matching fraction is for Class 1 objects (approximately 80%), as we also did in Figure 5 and Table 2.

The off-diagonal values allow us to see where the most common systematic differences in classifications occur. For example, we note that a common difference is for Class 4 objects from PHANGS-HST to be classified as Class 2 by LEGUS (i.e., 29% of the time according to the top left panel in Figure 21). This is primarily due to the difference in how pairs and triplets are classified by the two

3 Our procedure for making confusion matrices is non-standard, due to the fact that we do not define one study as “ground truth” but instead average the results for the two studies being compared, as discussed in Section 4. This works fine for the diagonal, but for the off-diagonal values it requires a reflection across the diagonal to identify the appropriate box to average.
The primary difference between PHANGS-HST and LEGUS classifications appears to be the inclusion of more pairs by LEGUS (e.g., Sections 6.1). Here, we make a more systematic comparison by examining the number of objects classified as pairs by PHANGS-HST but identified as Class 2 by LEGUS, RESNET or VGG in NGC 1566. For LEGUS classifications of PHANGS-HST pairs, we find 18 of 478 (4%) identified as Class 1, 43 of 404 (11%) identified as Class 2, and 32 of 691 (5%) identified as Class 3 objects. The percentages are lower for RESNET (3%, 5% and 3%) and for VGG (3%, 4%, 2%). While the percentages of these systematic differences in identifications arising from close pairs of stars are relatively small, we note that the most affected objects are once again Class 2 (asymmetric clusters).

Differences in how studies define a cluster or association are relevant to the discussion of completeness. A specific borderline class that might be considered are triplets. In PHANGS-HST these are considered Class 4 artifacts (as shown in Table 3), while LEGUS generally includes triplets in Class 3. From the numbers in Table 3 we see that including or excluding triplets changes the total number of clusters and compact associations by about 15%. Hence, while this is an important contribution to the overall estimate of completeness, it is not a dominant component. One of the reasons we have classified the triplets separately is to allow users to include them in their definition of clusters and associations, if they choose.

To summarize this section, the fact that clusters come in many shapes and sizes, and that different studies use somewhat different definitions for clusters and associations, makes it challenging to estimate completeness. Completeness can be as high as 90% or better for Class 1 + 2 clusters brighter than $m_v = 23.5$ mag found in uncrowded regions or those with low background (e.g., Section 6.1), and as low as 10% for Class 3 sources when compared with stellar associations defined using a watershed approach (K. Larson et al., in preparation). Various sanity checks performed in this section suggest typical completeness numbers in the 70% to 80% range when considering Class 1 + 2 clusters over the full ensemble of environments. A more detailed look at the question of completeness as a function of magnitude, crowding, background and other properties will be included in a future study (D. Thilker et al., in preparation).

7 DEPENDENCE OF SCIENCE RESULTS ON CLUSTER CLASSIFICATION METHOD

How much do science results, such as the shape of the cluster mass and age distributions, depend on the classes and classification algorithm used? Some studies (e.g., Bastian et al. 2012, Krumholz et al. 2019, Adamo et al. 2020) have concluded that source selection is the major factor which has led different groups to reach different conclusions. Other studies (e.g., Chandar et al. 2014) find that the mass and age functions are, within the errors, similar when catalogues using different selection criteria are used.

In this section we address the question using the four main classification methods for a single galaxy, NGC 1566. A. Mok et al. (in preparation) will examine a larger sample of PHANGS-HST galaxies in the future. Figure 22 shows the mass-age diagrams of Class 1 + 2 clusters in NGC 1566 separately based on all four classification methods. Ages are taken from the non-stochastic $\chi^2$ SED fitting rather than the Bayesian analysis (see Turner et al. 2021). The mass-age distributions look similar, supporting the idea that the machine learning classifications provide results similar to those based on human classifications. There are fewer clusters in the PHANGS-HST and LEGUS samples since they have brighter magnitude cutoffs than the RESNET and VGG samples.

Cluster mass functions can be described, to first order, by a simple power law, $dN/dM \propto M^{\beta}$. Figure 23 shows the Class 1 + 2 cluster mass functions in the three indicated intervals of age, again for the four different classification methods. Here, the mass functions are plotted with an equal number of objects in each bin, and the power law index $\beta$ is determined from the best linear fit. The best fit values of $\beta$ are compiled in Table 4. We find that the mean and standard deviation of all 12 determinations are $-1.86 \pm 0.04$. The mean values of $\beta$, found by averaging the three different age ranges together for each classification method are, $-1.80$, $-1.91$, $-1.86$, $-1.88$ for PHANGS-HST, LEGUS, RESNET, and VGG, respectively. All four are within the 2$\sigma$ error estimates, and are consistent with being drawn from the same distribution. Repeating the exercise using a sample that includes only the Class 1 clusters yields values of $\beta = -1.90 \pm 0.03$ for the mean of all 12 estimates, and $-1.85$, $-1.86$, $-1.95$, and $-1.93$ for the four methods separately. These are again all within 2$\sigma$ uncertainties, and indicates that the mass function is insensitive to the specific classification algorithm and whether or not Class 1 + 2 or Class 1 clusters are used.

Figure 24 shows the age distributions based on Class 1 + 2...
clusters in NGC 1566, and Figure 25 shows the results if only the Class 1 clusters are included. The age distribution can be fit by a single power law, $dN/d\tau \propto \tau^\gamma$. In these figures, the inner (youngest) data points, shown with open symbols, are excluded from the fits because they are systematically high compared with the rest of the distributions. In Table 5, we present fit results for the power-law index $\gamma$ both with and without the youngest data point included in the fit.

For the Class 1+2 sample in NGC 1566, the mean and standard deviation of all eight fits (excluding the youngest age bin) gives $\gamma = -0.45 \pm 0.03$. The mean values of $\gamma$ (averaging the two mass ranges together) are $-0.51$, $-0.53$, $-0.42$, $-0.34$ for PHANGS-HST, LEGUS, RESNET, and VGG, respectively. We note there is tentative evidence that the machine learning classifications give slightly flatter values for $\gamma$ at about the 3σ level. If we repeat this exercise but now include the youngest age bin, the results are: $\gamma = -0.68 \pm 0.03$ from all eight fits, and $-0.75$, $-0.74$, $-0.66$, and $-0.58$. Including the data point representing the youngest age range in the fits therefore results in a power law index $\gamma$ for the age distribution which is steeper by $\approx 0.2$ than if the youngest point is excluded.

If we repeat this exercise for the Class 1 sample alone (i.e., Figure 25), excluding the youngest age bin from the fits, we find the mean from all eight fits $\gamma = -0.31 \pm 0.03$, and the mean values of $\gamma$ from the different methods (averaging the two mass ranges together) are $-0.43$ (PHANGS-HST), $-0.30$ (LEGUS), $-0.24$ (RESNET), and $-0.26$ (VGG). Not surprisingly, the age distributions when only Class 1 sources are included are somewhat flatter, by $\approx 0.1 - 0.2$, than those which include Class 1+2.

To summarize, the cluster mass functions are similar, with a power-law index of $\beta = -1.9 \pm 0.1$, regardless of the age interval or specific classification method that is used, or whether Class 1+2 or Class 1 are included. The age distribution is more sensitive to the specific selection method, age interval for the fit, and object class. We find a range of values for the power-law index $\gamma$, with the steepest value $\gamma = -0.68 \pm 0.03$ for Class 1+2 clusters fit over the full age range ($\log (\tau/\text{yr}) = 6.0 - 9.0$), and the shallowest $\gamma = -0.31 \pm 0.03$ for Class 1 clusters where the youngest age data point is excluded ($\log (\tau/\text{yr}) = 6.5 - 9.0$). These small differences are similar to what was found in Krumholz et al. (2019).

We remind the reader that these specific results are for the sample with ages taken from the non-stochastic $\chi^2$ SED fitting. Similar, but slightly different results are found using the Bayesian analysis (see Turner et al. 2021).

8 FUTURE WORK

It is reassuring that the agreement fractions for RESNET and VGG classifications based on the LEGUS-BCW training sets (see Wei et al. 2020) are roughly as good as or slightly better than those from human classifications. Based on the results presented in this work, particularly through the figures of merit, we conclude that both human and machine learning classifications do a fairly good job. In the future, we plan to continue improving the quantity of the machine learning classifications so they are eventually superior to the human classifications.

8.1 Using Different Training Sets

As described in Wei et al. (2020), besides the LEGUS-BCW training sets a second training set called the LEGUS 3-person-consensus classifications was also used. The results were similar, as reported in Figure 3 of Wei et al. (2020), with the mean value of the four classes equal to 66 % for LEGUS-BCW galaxies and 64 % for the LEGUS 3-person-consensus. Due to this similarity, our first test will be to combine the two training sets to determine if the resulting classifications are improved by having larger numbers in the training set.

One trade-off to be considered is whether it is better to have a more specific (i.e., training objects taken from the same galaxy) or the largest possible training set. To test this, one of our experiments will be to use only a set of the new PHANGS-HST human classifications rather than including the previous LEGUS related training sets.

Another experiment will be to use the larger set of artifacts than just Class 4 (e.g., single dominant stars, pairs, triplets, saturated stars, diffraction spikes, cosmic rays, background galaxies, etc. – see Table 3). The hypothesis is that with the wide variety of types of artifacts all mixed together, the algorithm might not be able to train as optimally as it might with similar object types in each class.

8.2 Quality of Training Samples

The quality of the training set also plays an important role in the classification accuracy of the algorithm. Some parameters that may limit the quality of the training set are crowding, magnitude, background, and distance. We plan to examine the role of each of these parameters in the future by using different subsets as training sets.

Another experiment is to identify a high quality training set by only including objects that have the same estimated classification in at least seven of the ten trials used by both the RESNET and VGG algorithms (see Wei et al. 2020 and Appendix A).

In the future, and as outlined in Wei et al. (2020), we plan to organize a cluster classification challenge using roughly a dozen
Figure 23. Mass functions for NGC 1566 for each of the four classification methods using the Class 1 + 2 classifications. Fits are made for three age ranges for each method. The overall mean value is $\beta = 1.86$ with an uncertainty in the mean of 0.04. The mean values for each method are the same within 2 sigma limits.

Figure 24. Age distributions for NGC 1566 for each of the four classification methods using the Class 1 + 2 sample. Fits are made for two mass ranges for each method. The youngest points are shown as open symbols and are not included in the fits since they appear to be systematically high. The overall mean value is $\gamma = -0.45$ with an uncertainty in the mean of 0.03.

Figure 25. Age distributions for NGC 1566 for each of the four classification methods using only the Class 1 sample. Fits are made for two mass ranges for each method. The youngest points are shown as open symbols and are not included in the fits since they appear to be systematically high. The overall mean value is $\gamma = -0.31$ with an uncertainty in the mean of 0.03.

8.3 Objective Approaches - Simulated and Colour-Colour Selected Training Sets

In this paper we explore the development of automatically selected cluster catalogues. However, it would not be fair to call these “objectively selected” catalogues since they are based on “subjectively selected” training sets. In this subsection we discuss two approaches to more objectively determined catalogues.
The first approach would be to use simulations, as described in D. Thilker et al. (in preparation) as part of our future training and testing. We are currently using these simulations to test our completeness levels and will extend this approach to see how well the RESNET and VGG algorithms recover the input classifications. A similar study is Bialopetravičius et al. (2019), who used neural network classifications based on simulations for resolved star clusters in M31.

The use of simulations has a number of pros and cons. On the positive side, it provides a better estimate of “truth”, since we know what kinds of clusters are inserted. It also provides a more rigorous method of tracking dependencies on crowding, background, luminosities and distance. On the negative side, the simulations do not capture the full range of morphologies, especially for Class 2 clusters that are by definition asymmetric and irregular.

A related approach would be to use actual clusters scaled to different magnitudes. These objects would be drawn from within the four boxes in the colour-colour diagrams introduced in Section 3 to select the objects that go into the training sets, rather than using morphology. We would explore the resulting success fractions (i.e., how many of the objects have the colours appropriate for the box they were trained for). One potential short-coming of this approach is the effect of reddening, hence we will experiment with galaxies with both high and low overall reddening.

9 SUMMARY AND CONCLUSIONS

Our goal in this project is to develop automated and repeatable classification methods for making star cluster catalogues that are at least as good as, and in the future hopefully better than, human classifications. Detailed comparisons have been made between catalogues of star clusters developed using human classifiers (i.e., PHANGS-HST and LEGUS) and convolutional neural network models (RESNET and VGG) trained using deep transfer learning techniques, as described in Wei et al. (2020). In the current paper we focus on the results for five PHANGS-HST (and LEGUS) galaxies (NGC 628, NGC 1433, NGC 1566, NGC 3351, NGC 3627). The primary results are outlined below.

1. We describe in detail how human classifications are made for PHANGS-HST. This includes the automated identification of cluster candidates using the MCI approach described in D. Thilker et al. (in preparation), human inspection of both the V-band image and a colour image, examination of surface brightness profiles and measurement of the FWHM, examination of contours, and stretching of the contours to see if the object grows like a star or a cluster.

2. We examine agreement fractions between pairs of methods for each of the classes. We find that results produced by the convolutional neural network models (RESNET and VGG), using models trained with the BCW-only classifications as described in Wei et al. (2020), are comparable in quality to the PHANGS-HST and LEGUS human classifications with typical agreement for the four methods around 70 to 80 % for Class 1 clusters (symmetric, centrally concentrated), 40 to 70 % for Class 2 clusters (asymmetric, centrally concentrated), 50 to 70 % for Class 3 (compact associations), and 50 to 80 % for Class 4 (artifacts such as stars and pairs of stars). Our focus is on the Class 1 and 2 clusters; work on the Class 3 associations has been largely superseded by the watershed approach developed in K. Larson et al. (in preparation).

3. The dependence of agreement fractions on several properties, including magnitudes, crowding, surface brightness background, and distance are explored. While the dependence on magnitude for Class 1 clusters is quite flat, the dependence of Class 2 is much steeper, with only 30 % agreement found at magnitudes fainter than $m_V = 24$ mag. Using a sample of Class 1 + 2 clusters together alleviates much of this problem, resulting in agreement fractions essentially the same as Class 1 alone. Crowding results in the strongest effect, showing relatively steep dependencies for all four classes.

4. The distribution of data points in colour-colour diagrams is used as a “figure of merit” to test the absolute performances of the different methods, supporting the finding that the automated classifications are comparable in quality to human classifications for $M_V$ brighter than $-7.8$ mag. The agreement is somewhat poorer for fainter magnitudes, especially for Class 2 and 3 were the machine learning methods find more old clusters, but fewer young objects than the human classifications.

5. Issues related to completeness are explored including comparisons with a completely human-selected catalogue, identification of common trends in classification based on confusion matrices, and an examination of whether objects too bright to be individual stars (i.e., the Humphrey-Davidson limit) are being found and included in the cluster catalogues. The most important common trend is related to differences in definitions, with LEGUS including more pairs and triplets as Class 3 (compact associations) while PHANGS-HST classifies them as artifacts (Class 4).

6. Mass and age distributions are examined for NGC 1566 as a function of the four classification methods. We find essentially the same mass functions in all four cases, and relatively weak dependencies on the classification methods for the age distributions. Using the Class 1 catalogue alone and dropping the youngest data point results in a slope in the age distribution which is a slightly shallower than using the Class 1 +2 sample or including the youngest data point.

Based on these results we conclude that the human classifications and the machine learning classifications are of comparable quality, although there are various caveats to be aware of, as discussed in the text. We recommend that researchers experiment with both the human and machine learning cluster catalogues, and use this experimentation to provide a measure of how it affects their science results, if at all. Similarly, we recommend that researchers experiment with samples using different combinations of classes, as in Section 7, although the Class 1 + 2 catalog can be considered a standard in many cases.

Finally, we include an appendix which provides an overview on how to apply the Wei et al. (2020) neural network models to classify star cluster candidates in other galaxies. If comparable data sets to the PHANGS-HST or LEGUS datasets are available (i.e., five-band HST observations including the F555W band for galaxies within a similar distance range), the Wei et al. (2020) models can be used. If not, researchers can develop training sets from their own data and train the algorithms themselves. We have also discussed future work to improve the models, including re-training the RESNET and VGG neural networks with our new BCW human classifications for PHANGS-HST star clusters. We will make available all of our neural network models at the same website as discussed in Appendix A, along with Jupyter notebooks that illustrate their application.
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Table 1. Agreement Fractions for the Five Program Galaxies

| Classification | Class 1 | Class 2 | Class 3 | Class 4 | mean | Class 1+2 |
|----------------|---------|---------|---------|---------|------|-----------|
| NGC 628 (9.8 Mpc) |         |         |         |         |      |           |
| PHANGS vs. LEGUS | 0.81    | 0.54    | 0.58    | 0.43    | 0.59 | 0.85      |
| PHANGS vs. RESNET | 0.79    | 0.40    | 0.60    | 0.56    | 0.59 | 0.84      |
| PHANGS vs. VGG | 0.82    | 0.49    | 0.58    | 0.57    | 0.61 | 0.84      |
| LEGUS vs. RESNET | 0.78    | 0.38    | 0.49    | 0.54    | 0.55 | 0.81      |
| LEGUS vs. VGG | 0.78    | 0.35    | 0.46    | 0.52    | 0.53 | 0.81      |
| mean for above values | 0.80 (0.02) | 0.43 (0.08) | 0.54 (0.06) | 0.52 (0.06) | 0.57 (0.04) | 0.83 (0.02) |
| RESNET vs. VGG | 0.90    | 0.58    | 0.69    | 0.76    | 0.73 | 0.89      |
| NGC 1433 (18.6 Mpc) |         |         |         |         |      |           |
| PHANGS vs. LEGUS | 0.74    | 0.54    | 0.54    | 0.59    | 0.60 | 0.80      |
| PHANGS vs. RESNET | 0.76    | 0.56    | 0.64    | 0.71    | 0.67 | 0.76      |
| PHANGS vs. VGG | 0.81    | 0.54    | 0.58    | 0.64    | 0.64 | 0.71      |
| LEGUS vs. RESNET | 0.68    | 0.56    | 0.53    | 0.56    | 0.58 | 0.68      |
| LEGUS vs. VGG | 0.68    | 0.56    | 0.53    | 0.56    | 0.58 | 0.68      |
| mean for above values | 0.73 (0.06) | 0.55 (0.01) | 0.56 (0.05) | 0.62 (0.06) | 0.62 (0.04) | 0.74 (0.04) |
| RESNET vs. VGG | 0.88    | 0.69    | 0.76    | 0.86    | 0.80 | 0.86      |
| NGC 1566 (17.7 Mpc) |         |         |         |         |      |           |
| PHANGS vs. LEGUS | 0.80    | 0.50    | 0.47    | 0.49    | 0.56 | 0.82      |
| PHANGS vs. RESNET | 0.79    | 0.52    | 0.49    | 0.66    | 0.62 | 0.82      |
| PHANGS vs. VGG | 0.82    | 0.53    | 0.55    | 0.68    | 0.64 | 0.82      |
| LEGUS vs. RESNET | 0.78    | 0.44    | 0.51    | 0.48    | 0.55 | 0.80      |
| LEGUS vs. VGG | 0.68    | 0.56    | 0.53    | 0.56    | 0.58 | 0.68      |
| mean for above values | 0.80 (.01) | 0.49 (.04) | .50 (0.03) | 0.56 (0.10) | 0.59 (0.04) | 0.81 (0.01) |
| RESNET vs. VGG | 0.88    | 0.62    | 0.71    | 0.89    | 0.77 | 0.88      |
| NGC 3351b,c (10.0 Mpc) |         |         |         |         |      |           |
| PHANGS vs. LEGUS | 0.82    | 0.53    | 0.46    | 0.73    | 0.64 | 0.81      |
| PHANGS vs. RESNET | 0.81    | 0.54    | 0.49    | 0.74    | 0.64 | 0.81      |
| PHANGS vs. VGG | 0.82    | 0.54    | 0.51    | 0.72    | 0.65 | 0.78      |
| LEGUS vs. RESNET | 0.83    | 0.62    | 0.63    | 0.74    | 0.70 | 0.86      |
| LEGUS vs. VGG | 0.85    | 0.60    | 0.56    | 0.69    | 0.67 | 0.81      |
| mean for above values | 0.82 (0.01) | 0.57 (0.04) | 0.53 (0.07) | 0.72 (0.02) | 0.66 (0.03) | 0.82 (0.03) |
| RESNET vs. VGG | 0.90    | 0.72    | 0.79    | 0.90    | 0.83 | 0.89      |
| NGC 3627b (11.3 Mpc) |         |         |         |         |      |           |
| PHANGS vs. LEGUS | 0.82    | 0.68    | 0.63    | 0.73    | 0.72 | 0.89      |
| PHANGS vs. RESNET | 0.81    | 0.60    | 0.60    | 0.72    | 0.68 | 0.90      |
| PHANGS vs. VGG | 0.82    | 0.63    | 0.66    | 0.72    | 0.71 | 0.90      |
| LEGUS vs. RESNET | 0.88    | 0.74    | 0.74    | 0.84    | 0.80 | 0.93      |
| LEGUS vs. VGG | 0.86    | 0.72    | 0.76    | 0.83    | 0.79 | 0.92      |
| mean for above values | 0.84 (.03) | 0.67 (.06) | 0.68 (0.07) | 0.77 (0.06) | 0.74 (0.05) | 0.91 (0.02) |
| RESNET vs. VGG | 0.91    | 0.75    | 0.80    | 0.84    | 0.82 | 0.94      |
| mean of means (n = 5) | 0.80 (0.02) | 0.54 (0.04) | 0.56 (0.03) | 0.64 (0.05) | 0.64 (0.03) | 0.82 (0.03) |

NOTE: Agreement fractions obtained by requiring one-to-one matches in position with a 2 pixel radius (i.e., using the intersection rather than union of the two studies being compared), separately using both studies as the denominator, and taking the mean of the two determinations.

a Values in parenthesis are uncertainties in the mean (i.e., the stddev divided by the sqrt of N).
Classifications for NGC 3351 and NGC 3627 were done for LEGUS by BCW, and were therefore part of the BCW-only classifications used in the development of the Wei et al. (2020) model. This may have resulted in the slightly better agreement fractions for these two galaxies in this table.

The NGC 3351 LEGUS field of view was roughly 30% smaller than the fields of view for the other studies. Only the overlapping fields of view were used to calculate the agreement fractions.
Table 2. Colour-Colour Statistics for Four Classification Methods

| Galaxy                  | Approach | PH/LG/RS/VG<sup>a</sup> | PH/LG/RS/VG<sup>a</sup> | PH/LG/RS/VG<sup>a</sup> | PH/LG/RS/VG<sup>a,b</sup> | PH/LG/RS/VG<sup>a</sup> |
|-------------------------|----------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| NGC 628 (9.8 Mpc)       |          | Class 1/Box 1            | Class 1/Box 2            | Class 1/Box 3             | Class 1/Box 4             | Class 2/Box 1             |
| NGC 1433 (18.6 Mpc)     |          | Class 1/Box 1            | Class 1/Box 2            | Class 1/Box 3             | Class 1/Box 4             | Class 2/Box 2             |
| NGC 1566 (17.7 Mpc)     |          | Class 1/Box 1            | Class 1/Box 2            | Class 1/Box 3             | Class 1/Box 4             | Class 2/Box 3             |
| NGC 3351 (10.0 Mpc)     |          | Class 1/Box 1            | Class 1/Box 2            | Class 1/Box 3             | Class 1/Box 4             | Class 2/Box 4             |
| NGC 3627 (11.3 Mpc)     |          | Class 1/Box 1            | Class 1/Box 2            | Class 1/Box 3             | Class 1/Box 4             | Class 1+2/Box 1           |
|                         |          | Class 1+2/Box 2          | Class 1+2/Box 3          | Class 1+2/Box 4           | Class 1+2/Box 4           | Class 4<sup>c</sup>/Box 1 |
|                         |          |                         |                         |                          |                          | Class 4<sup>c</sup>/Box 2 |
|                         |          |                         |                         |                          |                          | Class 4<sup>c</sup>/Box 3 |
|                         |          |                         |                         |                          |                          | Class 4<sup>c</sup>/Box 4 |

**NOTES:** The boxes are defined as:

- **Box 1 - Old:** 0.95<V-I<1.5 and -0.4<U-B<1.0
- **Box 2 - Intermediate:** 0.2<V-I<0.95 and -0.4<U-B<1.0
- **Box 3 - Young:** 0.1<V-I<0.95 and -1.1<U-B<0.4
- **Box 4 - Very young:** -0.6<V-I<0.95 and -1.8<U-B<-1.1

<sup>a</sup> PH = PHANGS-HST, LG = LEGUS, RS = RESNET, VG = VGG.

<sup>b</sup> The NGC 3351 LEGUS field of view was roughly 30% smaller than the fields of view for the other studies. Only the overlapping fields of view were used to calculate the colour-colour statistics.

<sup>c</sup> The values after the hyphens are the Quality Ratios (QR), defined as the standard deviation of the four measurements divided by the square root of the mean number of objects in the box. Only values with all four columns having more than 12 measurements are included. Numbers in blue have “good” agreement (i.e., QR > 1), numbers in red have “poor” agreement (i.e., QR < 1).

<sup>d</sup> Class 4 was not used in the analysis since the machine learning methods used a larger empirical selection region of the MCI plane, resulting in much larger numbers of artifacts. This would skew the value of QR if included.
### Table 3. Breakdown of Classes and Subclasses for the Five Program Galaxies using PHANGS-HST Classifications

| Galaxy (mag cutoff) | N 628 ($m_V < 23.0$) | N 1433 ($m_V < 24.1$) | N 1566 ($m_V < 23.5$) | N 3351 ($m_V < 24.0$) | N 3627 ($m_V < 22.5$) |
|---------------------|------------------------|------------------------|------------------------|------------------------|------------------------|
| **Primary Classes** |                        |                        |                        |                        |                        |
| Total               | 1129                   | 578                    | 1541                   | 1029                   | 637                    |
| C1 - symmetric cluster | 262 (85)               | 387                    | 132                    | 266                    |
| C2 - asymmetric cluster | 214 (103)               | 285                    | 154                    | 144                    |
| C3 - compact association | 185 (99)               | 163                    | 136                    | 70                     |
| C4 - artifacts (i.e., C4.1 - C4.12) | 468 (291) | 706                    | 607                    | 157                    |

 subclasses included in C4:

| C4.1 - star | 116 | 35 | 112 | 119 | 56 |
| C4.2 - pair | 163 | 80 | 302 | 181 | 59 |
| C4.3 - triplet | 83 | 44 | 132 | 101 | 25 |
| C4.4 - saturated star | 3 | 1 | 10 | 1 | 1 |
| C4.5 - diffraction spike | 0 | 0 | 1 | 0 | 0 |
| C4.6 - nucleus of galaxy | 1 | 1 | 1 | 1 | 0 |
| C4.7 - background galaxy | 0 | 3 | 5 | 1 | 2 |
| C4.8 - fluff (no peak) | 0 | 7 | 26 | 2 | 1 |
| C4.9 - redundant | 92 | 113 | 65 | 92 | 11 |
| C4.10 - too faint to tell | 0 | 0 | 28 | 5 | 1 |
| C4.11 - edge | 1 | 7 | 13 | 12 | 1 |
| C4.12 - bad pixel | 0 | 1 | 11 | 0 | 0 |

**NOTE:**

1. For the NGC 3627 mosaic, only the southern field which overlaps with LEGUS is used. The full human PHANGS-HST catalogue has 1368 objects in it.
2. For NGC 1566, the whole field has been humanly classified to at least $m_V = 23.5$ mag, but parts of the image have been spot checked to fainter magnitudes.
### Table 4. Mass Function Fits for NGC 1566

| Sample | PHANGS | LEGUS | RESNET | VGG |
|--------|--------|-------|--------|-----|
| log Age range Sample | 6 - 7 | 7 - 8 | 8 - 8.6 | 6 - 7 | 7 - 8 | 8 - 8.6 | 6 - 7 | 7 - 8 | 8 - 8.6 |
| C1+C2 | -1.66 (0.12) | -1.81 (0.25) | -1.93 (0.13) | -1.73 (0.09) | -2.01 (0.19) | -2.00 (0.10) | -1.63 (0.00) | -1.95 (0.00) | -1.99 (0.00) | -1.73 (0.10) | -1.87 (0.19) | -2.05 (0.10) |
| mean (n=3) | -1.80 (.08) | -1.91 (.09) | -1.86 (.11) | -1.86 (.11) | -1.86 (.11) | -1.88 (.09) |
| C1 | -1.64 (0.14) | -1.97 (0.37) | -1.95 (0.13) | -1.80 (0.09) | -1.84 (0.26) | -1.94 (0.10) | -1.92 (0.20) | -1.98 (0.17) | -1.96 (0.11) | -1.79 (0.18) | -2.01 (0.36) | -2.00 (0.11) |
| mean (n=3) | -1.85 (.11) | -1.86 (.04) | -1.86 (.04) | -1.95 (.02) | -1.95 (.02) | -1.93 (.07) |
| mean (n=12) | 1.90 (.03) | 1.90 (.03) | 1.90 (.03) | 1.90 (.03) | 1.90 (.03) | 1.90 (.03) |

### Table 5. Age Distribution Fits for NGC 1566

| Sample | PHANGS-HST | LEGUS | RESNET | VGG |
|--------|------------|-------|--------|-----|
| log Mass range Sample | log Mass 4-4.8 | log Mass 4-4.8 | log Mass 4-4.8 | log Mass 4-4.8 |
| C1+C2 (log Age = 6.5 - 9) | -0.50 (0.12) | -0.52 (0.10) | -0.49 (0.01) | -0.57 (0.09) | -0.39 (0.11) | -0.44 (0.11) | -0.42 (0.14) | -0.27 (0.11) |
| mean (n = 2) | -0.51 (.01) | -0.53 (.04) | -0.42 (.02) | -0.42 (.02) |
| mean (n = 8) | -0.45 (.03) | |
| C1+C2 (log Age = 6 - 9) | -0.72 (0.16) | -0.78 (0.18) | -0.72 (0.15) | -0.77 (0.14) | -0.63 (0.17) | -0.68 (0.18) | -0.60 (0.15) | -0.56 (0.21) |
| mean (n = 2) | -0.75 (.03) | -0.74 (.02) | -0.66 (.02) | -0.58 (.02) |
| mean (n = 8) | -0.68 (.03) | |
| C1 (log Age = 6.5 - 9) | -0.43 (0.13) | -0.43 (0.10) | -0.27 (0.11) | -0.33 (0.11) | -0.34 (0.11) | -0.15 (0.10) | -0.30 (0.17) | -0.21 (0.17) |
| mean (n = 2) | -0.43 (.00) | -0.30 (.03) | -0.24 (.09) | -0.26 (.04) |
| mean (n = 8) | -0.31 (.03) | |
| C1 (log Age = 6 - 9) | -0.21 (0.05) | -0.47 (0.13) | -0.53 (0.11) | -0.56 (0.11) | -0.41 (0.18) | -0.41 (0.15) | -0.44 (0.23) | -0.35 (0.17) |
| mean (n = 2) | -0.34 (.13) | -0.54 (.01) | -0.41 (.00) | -0.40 (.05) |
| mean (n = 8) | -0.42 (.04) | |
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Mažeright to the training and testing sets. These must be split into a training sample and a test sample to allow the model to iteratively test its accuracy.

10 APPENDIX A - A GENERAL INTRODUCTION TO DEEP LEARNING SOFTWARE

10.1 Using the Existing Wei et al. 2020 Deep Transfer Learning Models

To encourage broad usage of our trained deep transfer learning models, we provide the trained networks, associated python scripts, and a step-by-step tutorial guide at https://archive.stsci.edu/hlsp/phangs-hst with digital object identifier doi:10.17909/r0-rf01-dq31.

Many aspects of the description are specific to our PHANGS-HST dataset and cluster catalogues, but we attempt to provide sufficiently generalised discussion so that anyone with comparable data can classify their own sources. A short description of the main steps for classification and for new training (if desired) is provided below.

The process is reliant upon a few prerequisites. Our models have been trained using five band HST imaging in the F275W, F336W, F438W, F555W, and F814W filters. A cluster candidate catalogue containing source positions is required. The trained models from Wei et al. (2020) and our python scripts (available at the website noted above) must also be downloaded. In terms of computing resources, our PHANGS-HST classifications were accomplished using a GPU instance on Amazon Web Services (AWS). This is not required, and the work could be undertaken even on a personal desktop machine having the proper python packages (e.g. pytorch) installed. To facilitate the process, we provide a Jupyter Notebook.

We begin our classification procedure with the production of FITS subimages (299×299 pixel) centered on the position of each candidate, one subimage per band per source. These subimages are assembled into a single multi-extension FITS (MEF) file per candidate. As described in Wei et al. (2020), we generate a total of twenty classifications for each object using ten ResNet18- and ten VGG19-based models. This is accomplished with a wrapper script that makes the individual calls specific to each of the networks. Finally, the resulting classifications are consolidated into a single file in which we tabulate the per-candidate classification mean, median, mode, standard deviation, and a quality factor defined as the fraction of outcomes matching the mode. This guide for creating new independently-trained deep learning models.

In the event that one does not wish to use the cluster classification models published in Wei et al. (2020), our scripts also provide a guide for creating new independently-trained deep learning models. For training, the machine learning algorithm requires pre-classified sets of images with the same format as described above. These must be split into a training sample and a test sample to allow the model to iteratively test its accuracy.

Depending on the processor used, batch size, and the number of batches run, the training process may take a few hours to a few days to complete. Thus, it is generally advisable to train with the greater processing power of a GPU. For example, training the ResNet18 architecture using 10000 batches with 32 objects per batch takes about 4 hours with the p3.2xlarge GPU instance on AWS, while training the VGG19 architecture with the same parameters will take about 50% longer. These training times roughly scale with the number of batches and batch size.

Batch size, learning rate, and number of batches all influence the effectiveness of the trained model. To create a batch, a random object is first chosen, and then a random object from the training...
file is selected. Next, the selected image is rotated between 0 and 360 degrees (by 90 degree intervals) and also has a 50% chance of being flipped. This augmentation is designed to manufacture a larger sample of objects for training and makes it very rare for the model to train on the exact same image multiple times.

Once all of the object images in a batch are collected, the training procedure performs matrix multiplication on the original, generic model (e.g. ResNet18 pre-trained on > 1 million images from the ImageNet database) and then compares its predicted classes (essentially a random guess to begin with) for the test objects with their ground truth classes. The degree to which the matrix multiplication changes per iteration during training is determined by the learning rate; a faster learning rate will make larger modifications, which may train a model faster, but may also result in a less accurate final model. These steps are then repeated for the desired number of batches; thus 10000 batches correspond to 10000 modifications to the initial model. The user should note, however, that it is possible to over-train the model, where the model becomes overly adept at classifying the objects on which it trains rather than accurately classifying a completely new set of objects.

All the scripts necessary to do what is outlined in this appendix, a fully commented Jupyter notebook, and other more detailed documentation are available at the website listed above.