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Abstract Model Predictive Control (MPC) is increasing in popularity in industry as more efficient algorithms for solving the related optimization problem are developed. The main computational bottle-neck in on-line MPC is often the computation of the search step direction, i.e. the Newton step, which is often done using generic sparsity exploiting algorithms or Riccati recursions. However, as parallel hardware is becoming increasingly popular the demand for efficient parallel algorithms for solving the Newton step is increasing. In this paper a tailored, non-iterative parallel algorithm for computing the Riccati factorization is presented. The algorithm exploits the special structure in the MPC problem, and when sufficiently many processing units are available, the complexity of the algorithm scales logarithmically in the prediction horizon. Computing the Newton step is the main computational bottle-neck in many MPC algorithms and the algorithm can significantly reduce the computation cost for popular state-of-the-art MPC algorithms.
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1 Introduction

One of the most widely used control strategies in industry today is Model Predictive Control (MPC). Some important reasons for its success include that it can handle multi-variable systems and constraints on control signals and state variables in a structured way [1]. Each sample of the MPC control loop consists of solving an optimization problem on-line, which requires efficient optimization algorithms. However, similar linear algebra is also useful off-line in explicit MPC solvers, where the optimal feedback is pre-computed. Depending on the type of system and problem formulation, the optimization problem can be of different types, where the most common variants are linear MPC, nonlinear MPC and hybrid MPC. In most cases, the effort spent in the optimization problems boils down to solving Newton-system-like equations, which has led to that much focus in research has been spent on solving this type of system of equations efficiently when it has the special form from MPC, see e.g. [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13].
In recent years, the demand for efficient parallel algorithms for solving the MPC problem has increased, and much effort in research has been spent on this topic [14]. In [15] an extended Parallel Cyclic Reduction algorithm is used to reduce the computation to smaller systems of equations that are solved in parallel. The computational complexity of this algorithm is reported to be $O(\log N)$, where $N$ is the prediction horizon. In [16], [17] and [18] a time-splitting approach to split the prediction horizon into blocks is adopted. The subproblems in the blocks are connected through common variables and are solved in parallel using Schur complements. The common variables are computed via a consensus step where a dense system of equations involving all common variables has to be solved sequentially. In [19] a splitting method based on Alternating Direction Method of Multipliers (ADMM) is used, where some steps of the algorithm can be computed in parallel. In [20] an iterative three-set splitting QP solver is developed. In this method the prediction horizon is split into smaller sub problems that are in turn split into three simpler problems. All these can be computed in parallel and a consensus step using ADMM is performed to achieve the final solution. In [21] the first tailored algorithm for solving the Newton step in parallel for MPC is presented. In that work several subproblems are solved parametrically in parallel by introducing terminal constraints on the final state in each subproblem. However, the structure in the subproblems are not exploited when the subproblems are solved.

The main contribution in this paper is the introduction of theory and algorithms for solving the Riccati recursion in parallel. The new algorithms are tailored for MPC problems and fully exploit the special structure of the KKT system for such problems. The classical serial Riccati method exploits the causality of the problem and for that reason it is not obvious that it can be split and parallelized in time, especially without involving some form of iterative consensus step. In this paper, it is shown that it in fact can be performed, and how it can be performed. The main idea is to exploit the problem structure in time and divide the original MPC problem in smaller subproblems along the prediction horizon. The subproblems are condensed in parallel using Riccati recursions to create a new MPC problem of smaller size, i.e., with shorter prediction horizon and fewer control signals. This new MPC problem is solved, and the information that is needed to solve the subproblems independently is computed. Finally, all subproblems are solved independently in parallel. Hence, the Riccati recursion for the original problem has been performed in parallel.

In this article, $S_{n,+}^+$ ($S_n^+$) denotes symmetric positive (semi) definite matrices with $n$ columns. Furthermore, let $\mathbb{Z}$ be the set of integers, and $Z_{i,j} = \{i,i+1,\ldots,j\}$. Symbols in sans-serif font (e.g. $x$) denote vectors or matrices of stacked element, $I$ denotes the identity matrix of appropriate dimension, and the product operator is defined as

$$\prod_{t = t_1}^{t_2} A_t = \begin{cases} A_{t_2} \cdots A_{t_1}, & t_1 \leq t_2 \\ I, & t_2 > t_1. \end{cases}$$

The paper is organized as follows. In Section 2 the problem description
is formulated and Section 3 presents the algorithms for solving this problem using the serial Riccati recursion. In Section 4 the original problem is split into smaller subproblems, and it is also shown how to reduce these into a smaller MPC problem. Section 5 presents the parallel Riccati recursion, the algorithms and the numerical results for the implemented algorithms. Finally, Section 6 concludes the paper.

2 Problem Formulation

In this work linear MPC problems are considered, where the optimization problem that is solved in each sample is a convex quadratic program (QP) problem in the form

$$\begin{align*}
\text{minimize} & \quad \frac{1}{2} \sum_{t=0}^{N-1} [x_t^T \quad u_t^T] Q_t [x_t \quad u_t] + \frac{1}{2} x_N^T Q_{x,N} x_N \\
\text{subject to} & \quad x_0 = \bar{x}_0 \\
& \quad x_{t+1} = A_t x_t + B_t u_t, \quad t \in \mathbb{Z}_{0,N-1} \\
& \quad u_t \in \mathcal{U}_t, \quad t \in \mathbb{Z}_{0,N-1} \\
& \quad x_t \in \mathcal{X}_t, \quad t \in \mathbb{Z}_{0,N}.
\end{align*}$$

(2)

The equality constraints represent the dynamics equations of the system and $\mathcal{U}_t$ and $\mathcal{X}_t$ are the sets of feasible control signals and states, respectively. Let the following assumptions hold for all $t$

Assumption 1. 

$$Q_t = \begin{bmatrix} Q_{x,t} & Q_{x,u,t} \\ Q_{x,u,t}^T & Q_{u,t} \end{bmatrix} \in \mathbb{S}^{n_x+n_u}_{++}, \quad Q_{u,t} \in \mathbb{S}^{n_u}_{++}, \quad Q_{x,N} \in \mathbb{S}^{n_x}_{++}$$

(3)

Assumption 2. $\mathcal{X}_t = \mathbb{R}^{n_x}$ and $\mathcal{U}_t$ consists of constraints of the form $0 \leq u_t$, i.e. lower bounds on the control signal.

Remark 1. The theory presented in this paper can be used to solve more general MPC problems with linear penalty terms, affine dynamics and/or more general constraints on the control signals and constraints. The problem formulation (2) and the constraints in Assumption 2 have been chosen for notational brevity.

There exists different methods for solving an MPC problem on the form (2), see e.g. [22], where two common methods are interior-point (IP) methods and active-set (AS) methods. In IP methods, the inequality constraint functions are approximated with barrier functions, whereas the AS methods iteratively changes the set of inequality constraints that hold with equality until the optimal active set has been found. The main computational effort in both types is spent while solving Newton-system-like equations that often corresponds to an equality constrained MPC problem with prediction horizon $N$ (or to a problem
with similar structure). Note that this problem is also an important part of non-
linear MPC algorithms as well as hybrid MPC algorithms. In this paper the
equality constrained MPC problem will be denoted $\mathcal{P}(N)$, and has the structure

$$
\begin{align*}
\min_{x,u} & \quad \frac{1}{2} \sum_{t=0}^{N-1} \begin{bmatrix} x_t^T & u_t^T \end{bmatrix} Q_t \begin{bmatrix} x_t \\ u_t \end{bmatrix} + \frac{1}{2} x_N^T Q_{x,N} x_N \\
\text{subject to} & \quad x_0 = \bar{x}_0 \\
& \quad x_{t+1} = A_t x_t + B_t u_t, \quad t \in \mathbb{Z}_{0,N-1}.
\end{align*}
$$

(4)

This problem is obtained from (2) by fixing some of the inequality constraints as
in an AS method, and disregarding the rest of the inequality constraints. The
control signals that are fixed to zero (the corresponding inequality constraints
are fixed) are removed from the problem.

**Remark 2.** The matrices in (4) might have different dimensions than in (2).
For the remaining part of the paper, problems of the form (4) are considered.

### 3 Standard Riccati Recursion

The solution to the equality constrained MPC problem (4) is computed by
solving the set of linear equations given by the associated KKT system. For
this problem structure, the KKT system has a very special form that is almost
block diagonal and can be factored efficiently using a Riccati factorization that
can be computed using Riccati recursions. The Riccati factorization is used to
factor the KKT coefficient matrix, followed by forward recursions to compute
the primal and dual variables. Using Riccati recursions to solve the KKT system
reduces the computational complexity from roughly $\mathcal{O}(N^2) - \mathcal{O}(N^3)$ to $\mathcal{O}(N)$.
For more background information on Riccati factorizations, see, e.g., [2], [3]
or [10].

Let the matrices $F_t, P_t, G_t, Q_{x,t} \in \mathbb{S}_+^{n_x}$, $Q_{u,t} \in \mathbb{S}_+^{n_u}$, $H_t, Q_{xu,t} \in \mathbb{R}^{n_x \times n_u}$ and
$K_t \in \mathbb{R}^{n_u \times n_x}$. The Riccati factorization is then given by Algorithm 1 and the
forward recursions are given by Algorithm 2-3 [2, 3, 10]. In Algorithm 3, the dual
variables corresponding to fixed inequality constraints are computed. Here $B_{x,t}$,
$Q_{xu,t}$ and $Q_{uv,t}$ represent the parts of the respective matrices that correspond
to the fixed control signals.

### 4 Problem decomposition and reduction

In Section 3 serial algorithms for solving the MPC problem (4) in $\mathcal{O}(N)$ com-
plexity using the Riccati recursion were presented. This section will introduce
new theory to compute the Riccati recursion in parallel directly (non-iteratively)
on several processing units with $\mathcal{O}(\log N)$ complexity. To do this, the main idea
is to divide the original problem into several smaller subproblems along the pre-
diction horizon, see Fig. 1. It will be shown that each subproblem $i$ can be solved
Algorithm 1 Riccati factorization

1: \( P_N := Q_{x,N} \)
2: for \( t = N - 1, \ldots, 0 \) do
3: \( F_{t+1} := Q_{x,t} + A_t^T P_{t+1} A_t \)
4: \( G_{t+1} := Q_{u,t} + B_t^T P_{t+1} B_t \)
5: \( H_{t+1} := Q_{xu,t} + A_t^T P_{t+1} B_t \)
6: Compute and store a factorization of \( G_{t+1} \).
7: Compute a solution \( K_{t+1} \) to \( G_{t+1} K_{t+1} = -H_{t+1}^T \)
8: \( P_t := F_{t+1} - K_{t+1}^T G_{t+1} K_{t+1} \)
9: end for

Algorithm 2 Forward recursion

1: \( x_0 = x_0 \)
2: for \( t = 0, \ldots, N - 1 \) do
3: \( u_t = K_{t+1} x_t \)
4: \( x_{t+1} = A_t x_t + B_t u_t \)
5: \( \lambda_t = P_t x_t \)
6: end for
7: \( \lambda_N = P_N x_N \)

Algorithm 3 Forward recursion (Dual variables)

1: for \( t = 0, \ldots, N - 1 \) do
2: \( \mu_t = Q_{xuv,t}^T x_t + B_{vt}^T \lambda_{t+1} + Q_{uv,t}^T u_t \)
3: end for

independently of the others, provided that the initial value and \( x_{0,i} = x_{\tilde{N}_i-1} \)
and \( P_{N_i,i} = P_{\tilde{N}_i} \) are known to the subproblem (for now, it is enough to realize
that \( P_{N_i,i} \) transfers information backwards in time from subproblem \( i + 1 \)
to \( i \)). To compute \( x_{0,i} \) and \( P_{N_i,i} \), the subproblems are individually condensed
using the Riccati recursion, and combined into an MPC problem of smaller size
(\textit{i.e.} shorter prediction horizon and lower control signal dimension). Solving
this new smaller MPC problem with the Riccati recursion computes \( P_{N_i,i} \) and \( x_{0,i} \). When these are known, the subproblems can be solved independently in
parallel.

The main focus of this section will be how to split the original problem (4)
in time into several smaller subproblems (Section 4.1), how to condense the
subproblems efficiently using the Riccati recursion (Section 4.2) and how to
form the reduced MPC problem (Section 4.3).

4.1 Splitting the MPC problem into subproblems

By examining the Riccati factorization given by Algorithm 1 and the forward
recursion given by Algorithm 2, it is clear that \( P_t \) transfers information back-
wards in time, and the state $x_t$ transfers information forward in time. Hence, the problem can be split in time into smaller batches that exchange information with the adjacent batches via $P_t$ and $x_t$ at the end points, see Fig. 1.

To decompose the problem, let the prediction horizon be split such that $x$ and $u$ are divided into $p + 1$ batches

$$
\begin{align*}
&x^T \cdots x^T_{N_0} \\ &u^T \cdots u^T_{N_0-1} \\
\end{align*}
$$

where

$$
\begin{align*}
&x^T \cdots x^T_{N_i} \\ &u^T \cdots u^T_{N_i-1} \\
\end{align*}
$$

for $i \in \mathbb{Z}_{0,p}$, where $N_i$ is the length of batch $i$. By inspection of Fig. 1, the original problem can then be decomposed into $p + 1$ smaller MPC problems $i \in \mathbb{Z}_{0,p}$, with initial value $\hat{x}_i$ and terminal state cost $P_{N_i,i}$, on the form

$$
\begin{align*}
&\text{minimize } \frac{1}{2} \sum_{t=0}^{N_i-1} \begin{bmatrix} x^T_{t,i} & u^T_{t,i} \end{bmatrix} Q_{t,i} \begin{bmatrix} x_{t,i} \\ u_{t,i} \end{bmatrix} \\
&\quad + \frac{1}{2} x^T_{N_i,i} P_{N_i,i} x_{N_i,i} \\
&\text{subject to } x_{0,i} = \hat{x}_i \\
&\quad x_{t+1,i} = A_{t,i} x_{t,i} + B_{t,i} u_{t,i}, \ t \in \mathbb{Z}_{0,N_i-1}. 
\end{align*}
$$

Note that for the final batch the terminal constraint is $P_{N_p,p} = Q_{x,N}$. Provided that the optimal value of $P_{N_i,i}$ (i.e. $P_N$ in Algorithm 1 for batch $i$) and $\hat{x}_i$ are known, these individual subproblems can be solved completely independently of each other using $p + 1$ Riccati recursions.

### 4.2 Reducing the size of a subproblem

Even when $P_{N_i,i}$ is not known, it is possible to work on the subproblems individually to reduce their sizes. This can be done separately for the $p + 1$ sub
problems, which opens up for a structure which can be solved in parallel. The core idea with this approach is that the unknown $P_{Ni,i}$ will indeed influence the solution of the subproblem, but the degree of freedom is often very limited compared to the dimension of the full control signal vector. It will be shown in this section that the structured perturbation from $P_{Ni,i}$ only introduces $n_{\hat{u}} \leq n_x$ degrees of freedom, and hence that the subproblem can be reduced to depend only on the initial state $\hat{x}$, and the freedom in the structured perturbation, of dimension $n_x$ and $n_{\hat{u}}$ respectively. Furthermore, it will be shown how the reduced subproblems can be combined into a new MPC problem $P(p)$ of smaller size, i.e. with $p < N$ and lower control signal dimension. This is summarized in Theorem 1, and the proof of this theorem is partly based on Lemma 1 where an expression for the cost-to-go at time $\bar{t}$ as a function of $x_{\bar{t}}$ and $P_{\bar{t}}$ is presented.

For notational brevity, the subindices $i$ in (9) are omitted in Lemma 1 and Theorem 1 and their proofs.

Lemma 1. Assume that $u_t = K_{t+1}x_t + \bar{u}_t$ for $t \in \mathbb{Z}_{0,N-1}$, where $\bar{u}_t \in \mathbb{R}^{n_{\hat{u}}}$ is an arbitrary vector. Then the cost-to-go at $\bar{t}$ for the problem (9) with $P_N = 0$ is

$$V(x_{\bar{t}}, \bar{u}) = \frac{1}{2} x_{\bar{t}}^T P_{\bar{t}} x_{\bar{t}} + \frac{1}{2} \sum_{t=\bar{t}}^{N-1} \bar{u}_t^T G_{t+1} \bar{u}_t,$$

where $P_{\bar{t}}, G_{t+1}$ and $K_{t+1}$ are computed in the Riccati factorization in Algorithm 1.

Proof. For the proof of Lemma 1 see Appendix 1.

Theorem 1. An MPC problem given on the form (9) with unknown $P_N$ can be reduced into a smaller MPC problem in $\hat{x} \in \mathbb{R}^{n_x}$ and $\hat{u} \in \mathbb{R}^{n_{\hat{u}}}$, with $n_{\hat{u}} \leq n_x$ using the Riccati factorization. The reduced problem has the cost function

$$\hat{V}(\hat{x}, \hat{u}) = \frac{1}{2} \hat{x}^T \hat{Q}_x \hat{x} + \frac{1}{2} \hat{u}^T \hat{Q}_u \hat{u},$$

and the dynamics from the initial state to the final state in the batch are given by

$$x_N = \hat{A} \hat{x} + \hat{B} \hat{u},$$

where $\hat{Q}_x$, $\hat{Q}_u$, $\hat{A}$ and $\hat{B}$ are given by (35), (36) and (32).

Proof. Let the MPC problem given on the form (9) be factored for $P_N = 0$ using the Riccati factorization given by Algorithm 1. This gives the feedback $u_{0,t} = K_{0,t+1}x_t$ for $t \in \mathbb{Z}_{0,N-1}$ which is optimal if $P_N = 0$. It will now be investigated how $u_t$ is affected when $P_N \neq 0$. Let the contribution from the unknown $P_N$ be denoted $\hat{u}_t \in \mathbb{R}^{n_{\hat{u}}}$, giving the control signal

$$u_t = K_{0,t+1}x_t + \hat{u}_t, t \in \mathbb{Z}_{0,N-1}. \quad (13)$$
Note that $\bar{u}_t$ is a full $n_u$ vector, hence there is no loss of generality in this assumption. Using (13), the states $x$ along the horizon can be expressed as

$$x = Ax_0 + B\bar{u},$$

with cost function for $P_N = 0$ given by Lemma 1, i.e.,

$$\bar{V}(x_0, u) = \frac{1}{2}x_0^T P_0 x_0 + \frac{1}{2}\bar{u}^T \bar{Q}_\bar{u} \bar{u}. \tag{15}$$

Here $\bar{Q}_\bar{u}$, $A$ and $B$ are given by

$$\bar{Q}_\bar{u} \triangleq \begin{bmatrix} G_{0,1} \\ \vdots \\ G_{0,N} \end{bmatrix}, \quad A \triangleq \begin{bmatrix} I \\ A_0 + B_0 K_{0,1} \\ \vdots \\ \prod_{t=0}^{N} (A_t + B_t K_{0,t+1}) \end{bmatrix}, \tag{16}$$

$$B \triangleq \begin{bmatrix} 0 \\ 0 \\ \vdots \\ (A_1 + B_1 K_{0,2}) B_0 \\ B_1 \\ \vdots \\ B_{N-1} \end{bmatrix}.$$}

Now, let $\hat{A}$ and $S$ be the last block rows in $A$ and $B$, respectively. The dynamics from $x_0$ to $x_N$ is then given by

$$x_N = \hat{A} x_0 + S \bar{u}, \tag{17}$$

which together with (15), and the fact that $P_N$ is the cost for the final state $x_N$, constitutes a new optimization problem

$$\begin{align*}
\text{minimize} & \quad \frac{1}{2}x_0^T P_0 x_0 + \frac{1}{2}\bar{u}^T \bar{Q}_\bar{u} \bar{u} + \frac{1}{2}x_N^T P_N x_N \\
\text{subject to} & \quad x_0 = \hat{x} \\
& \quad x_N = \hat{A} x_0 + S \bar{u}. \tag{18}
\end{align*}$$

This is an MPC problem with prediction horizon 1 (one step from the initial state to the final state), and can be solved using the Riccati recursion, giving

$$\begin{align*}
\bar{F} &= P_0 + \hat{A}^T P_N \hat{A}, \\
\bar{G} &= \bar{Q}_\bar{u} + S^T P_N S, \\
\bar{H} &= \hat{A}^T P_N S, \\
\bar{G} \bar{K} &= -\bar{H}^T, \tag{21}
\end{align*}$$

where (22) can be written

$$(\bar{Q}_\bar{u} + S^T P_N S) \bar{K} = -S^T P_N \hat{A}. \tag{23}$$
Let $U_1$ be an orthonormal basis of $\mathcal{R}(S^T)$ and let $U_2$ be an orthonormal basis of $\mathcal{R}(S^T)^\perp$ given by the singular value decomposition of $S^TP_NS$, i.e.,

$$S^TP_NS = [U_1 \quad U_2] \begin{bmatrix} \Sigma(P_N) & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} U_1^T \\ U_2^T \end{bmatrix}. \quad (24)$$

Then $U = [U_1, U_2]$ is an orthonormal basis for $\mathbb{R}^{N_n}$, and by using the identity $UU^T = I$, (23) can equivalently be written

$$(UU^T \tilde{Q}_u + U_1 \Sigma(P_N)U_1^T) \tilde{K} = [U_1 \quad U_2] \begin{bmatrix} \Gamma(P_N) \\ 0 \end{bmatrix} \iff
\begin{cases}
(U_1^T \tilde{Q}_u + \Sigma(P_N)U_1^T) \tilde{K} = \Gamma(P_N) \\
U_2^T \tilde{Q}_u \tilde{K} = 0 \iff \tilde{K} = \tilde{Q}_u^{-1}U_1Z, \ Z \in \mathbb{R}^{n_u \times n_x}.
\end{cases} \quad (25)$$

where $n_u = \dim \mathcal{R}(S^T) \leq n_x$. Here $U_1^TU_1 = I$, $U_1^TU_2 = 0$ and $U_2^TU_2 = I$ was used to reduce the size of the system of equations. Inserting $\tilde{K} = \tilde{Q}_u^{-1}U_1Z$ into (25) gives

$$\begin{align*}
(U_1^T \tilde{Q}_u + \Sigma(P_N)U_1^T) \tilde{Q}_u^{-1}U_1Z &= \Gamma(P_N) \\
\iff (I + \Sigma(P_N)U_1^T \tilde{Q}_u^{-1}U_1) Z &= \Gamma(P_N). \quad (26)
\end{align*}$$

Now multiply (27) with $U_1^T \tilde{Q}_u^{-1}U_1$ from the left, giving

$$\begin{align*}
(U_1^T \tilde{Q}_u^{-1}U_1 + U_1^T \tilde{Q}_u^{-1}U_1 \Sigma(P_N)U_1^T \tilde{Q}_u^{-1}U_1) Z &= \\
U_1^T \tilde{Q}_u^{-1}U_1\Gamma(P_N).
\end{align*} \quad (28)$$

Next, choose $T \in \mathbb{R}^{n_u \times n_x}$ with full rank such that $U_1T = S^T$, and let $Z = T\tilde{K}$ for some $\tilde{K} \in \mathbb{R}^{n_u \times n_x}$. With this choice of $Z$ inserted in (28) and multiplying from the left with $T^T$ gives

$$\begin{align*}
(S\tilde{Q}_u^{-1}S^T + S\tilde{Q}_u^{-1}U_1 \Sigma(P_N)U_1^T \tilde{Q}_u^{-1}S^T) \tilde{K} &= \\
S\tilde{Q}_u^{-1}U_1\Gamma(P_N).
\end{align*} \quad (29)$$

Using $\Gamma(P_N) = -TP_N \hat{A}$, the right hand side of (29) can be re-written as

$$S\tilde{Q}_u^{-1}U_1\Gamma(P_N) = -S\tilde{Q}_u^{-1}U_1TP_N \hat{A} = -S\tilde{Q}_u^{-1}S^TP_N \hat{A}, \quad (30)$$

and by using this expression together with $S^TP_NS = U_1 \Sigma(P_N)U_1^T$, (29) can be written

$$\begin{align*}
(S\tilde{Q}_u^{-1}S^T + S\tilde{Q}_u^{-1}S^TP_NS\tilde{Q}_u^{-1}S^T) \tilde{K} &= \\
-\tilde{Q}_u^{-1}S^TP_N \hat{A}.
\end{align*} \quad (31)$$

By introducing the variables

$$\begin{align*}
\hat{Q}_u &\triangleq S\tilde{Q}_u^{-1}S^T, \quad \hat{B} \triangleq S\tilde{Q}_u^{-1}S^T \\
\hat{G} &\triangleq \hat{Q}_u + \hat{B}^TP_N \hat{B}, \quad \hat{H} \triangleq \hat{A}^TP_N \hat{B}, \quad (32)
\end{align*}$$

$$\begin{align*}
\hat{Q}_u &\triangleq S\tilde{Q}_u^{-1}S^T, \quad \hat{B} \triangleq S\tilde{Q}_u^{-1}S^T \\
\hat{G} &\triangleq \hat{Q}_u + \hat{B}^TP_N \hat{B}, \quad \hat{H} \triangleq \hat{A}^TP_N \hat{B}, \quad (33)
\end{align*}$$
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the equation in (31) can be written as
\[ \hat{G} \hat{K} = -\hat{H}^T. \] (34)

Hence, by also defining
\[ \hat{Q}_x \triangleq P_0, \quad \hat{F} \triangleq \bar{F}, \] (35)

\[ \hat{A} \triangleq \prod_{t=0}^{N-1} (A_t + B_t K_{0,t+1}) \] (36)

the equations (19) to (22) can be written as
\[ \hat{F} = \hat{Q}_x + \hat{A}^T P_N \hat{A} \] (37)
\[ \hat{G} = \hat{Q}_u + \hat{B}^T P_N \hat{B} \] (38)
\[ \hat{H} = \hat{A}^T P_N \hat{B} \] (39)
\[ \hat{G} \hat{K} = -\hat{H}^T \] (40)

which can be identified as the KKT condition for an MPC problem on the form (18), but with smaller control signal dimension \( n_{\hat{u}} \leq n_x \).

**Remark 3.** The preliminary \( P_N \) can be chosen as any \( P_N \succeq 0 \), e.g., the infinite horizon LQ-cost. For presentation reasons, the choice \( P_N = 0 \) is made in the proof of Theorem 1.

**Remark 4.** If \( S^T \) is rank deficient then \( U_1 \in \mathbb{R}^{Nn_u \times n_{\hat{u}}} \) will have \( n_{\hat{u}} < n_x \) columns. Hence \( \hat{G} \) is singular and \( \hat{K} \) non-unique in (34). Problems of this form has been studied in, e.g., [10].

**Remark 5.** Even though the problem (18) is used in the proof of Theorem 1, it is not explicitly used in Algorithm 4.

The formal validy of the reduction of each subproblem \( i \in \mathbb{Z}_{0,p} \) is ensured by Theorem 4 while the computational procedure is summarized in Algorithm 4 which is basically a Riccati factorization. Note that the final subproblem \( p \) can be factored exactly directly, since \( P_{N_{p,p}} = Q_{x,N} \) is known. Hence, in that subproblem there is no \( \hat{u}_p \) since the subproblem is only dependent on the initial value \( \hat{x}_p \).

### 4.3 Constructing the reduced MPC problem

All subproblems \( i \in \mathbb{Z}_{0,p} \) can be condensed to depend only on the initial value \( \hat{x}_i \) and \( \hat{u}_i \) according to Theorem 4 and Section 4.2. The variable \( \hat{u}_i \) represents the unknown part of the control signals \( u_{c,i} \) that are due to the initially unknown \( P_{N_{c,i}} \) and can be interpreted as a new control signal for batch \( i \). The condensed subproblems can be combined into an optimization problem equivalent to the
Algorithm 4 Reduction using Riccati factorization

1. $P_N := 0$
2. $\hat{Q}_u := 0$
3. $C_N := I$
4. for $t = N - 1, \ldots, 0$ do
5. \hspace{1em} $F_{t+1} := Q_{x,t} + A_t^T P_{t+1} A_t$
6. \hspace{1em} $G_{t+1} := Q_{u,t} + B_t^T P_{t+1} B_t$
7. \hspace{1em} $H_{t+1} := Q_{xu,t} + A_t^T P_{t+1} B_t$
8. \hspace{1em} Compute and store a factorization of $G_{t+1}$.
9. \hspace{1em} Compute a solution $K_{t+1}$ to $G_{t+1} K_{t+1} = -H_{t+1}^T$
10. \hspace{1em} Compute a solution $M_{t+1}$ to $G_{t+1} M_{t+1} = -B_{t}^T C_{t+1}$
11. \hspace{1em} $C_t := (A_t^T + K_{t+1}^T B_t^T) C_{t+1}$
12. \hspace{1em} $P_t := F_{t+1} - K_{t+1} G_{t+1} K_{t+1}$
13. \hspace{1em} $\hat{Q}_u := \hat{Q}_u + M_{t+1}^T G_{t+1} M_{t+1}$
14. end for
15. $\hat{A} := C_0^T$
16. $\hat{B} := \hat{Q}_u$

original equality constrained MPC problem (4), but with prediction horizon $p < N$ and control signal dimension $n_{\hat{u}}$, i.e.,

$$\min_{\hat{x}_0} \frac{1}{2} \sum_{i=0}^{p-1} [\hat{x}_i^T \quad \hat{u}_i^T] Q_i [\hat{x}_i \quad \hat{u}_i] + \frac{1}{2} \hat{x}_p^T \hat{Q}_{x,p} \hat{x}_p$$

subject to

$$\hat{x}_0 = \bar{x}_0$$
$$\hat{x}_{i+1} = \hat{A}_i \hat{x}_i + \hat{B}_i \hat{u}_i, \ i \in \mathbb{Z}_{0,p-1}.$$  (41)

This problem is on the same form as (4) but the number of unknowns are reduced. The dynamics equations $\hat{x}_{i+1} = \hat{A}_i \hat{x}_i + \hat{B}_i \hat{u}_i$ are due to the fact that $x_{N,i} = x_{0,i+1}$ per definition in the splitting of the time horizon in Section 4.1. Hence, an MPC problem $P(N)$ of prediction horizon length $N$ can be reduced, by using Riccati factorizations in each subproblem, to an MPC problem $P(p)$ on the same form but with shorter prediction horizon and lower control signal dimension. Fig. 2 illustrates this reduction procedure, where the notation $P_i(N_i)$ is introduced to denote subproblem $i$ given by (4), with prediction horizon $N_i$.

To solve the original problem, i.e. solving all subproblems, the reduced problem $P(p)$ is solved using the Riccati recursion to obtain the optimal $\hat{P}_i$ and $\hat{x}_i$ for $i \in \mathbb{Z}_{0,p}$. Thereafter the subproblems are solved with $P_{N_i,i} = \hat{P}_{i+1}$ for $i \in \mathbb{Z}_{0,p-1}$ and $x_{0,i} = \hat{x}_i$ for $i \in \mathbb{Z}_{0,p}$ using Algorithms 1 to 3.
$P(p) : \hat{x}_0, \hat{u}_0, \hat{Q}_0 \quad \cdots \quad \hat{x}_i, \hat{u}_i, \hat{Q}_i \quad \cdots \quad \hat{x}_p, \hat{Q}_p$

$P(N) : P_0(N_0) \quad \cdots \quad P_i(N_i) \quad \cdots \quad P_p(N_p)$

Figure 2: The original MPC problem $P(N)$ can be reduced to a smaller problem $P(p)$ with the same structure but with shorter prediction horizon.

5 Parallel Riccati Recursion

The reduced problem (41) can be reduced repeatedly using the theory presented in Section 4 until a smaller MPC problem with desired length of the prediction horizon is obtained. This structure is similar to what was made in [21], but one of the differences here is the way it is performed using Riccati recursions which allows for a complete exploitation of structure. This procedure is depicted in Fig. 3 where $P^k_i(N^k_i)$ denotes subproblem $i$ on level $k$ in the reduction tree. Hence, the tree structure is built in parallel.

When the top problem $P(p_{m-1})$ is solved, the solution can be propagated to its children $P^{m-1}_{i}(N^{m-1}_i)$ for $i \in \mathbb{Z}_0, p_{m-1}$. Each subproblem receives $\hat{P}_{i+1}$ and $\hat{x}_i$ from its parent and as soon as these are known to the subproblem, it can be solved independently from the other subproblems at the same level of the tree. This procedure consists of two steps; reducing the original problem $P(N)$ in parallel to $P(p_{m-1})$, and then propagating the solution of $P(p_{m-1})$ down in the tree. These main steps are summarized in Algorithm 5 and 6. Since all levels can be solved in parallel using the Riccati recursion, and the result at the bottom level is identical to if a serial Riccati recursion was used to solve $P(N)$, the Riccati recursion has been parallelized.

5.1 Algorithms for parallel Riccati recursion

In this section algorithms for computing the Riccati recursion in parallel are presented. Beyond what is presented here, as observed already in [23], standard parallel linear algebra can be used in many computations in the serial Riccati recursion to boost performance even further. This has however not been utilized in this work.

In Algorithm 5 the original problem is reduced in parallel in several steps to an MPC problem with prediction horizon $p_{min}$. Assume, for simplicity, that all subproblems are of equal length $N_s$ and that $N = N^m_s$ for some $1 < m \in \mathbb{Z}$. Then this reduction can be made in $m$ steps, provided that $N/N_s = m - 1$ processing units are available. Hence, the reduction algorithm has $O(\log N)$ complexity growth.

In Algorithm 6 the solution (i.e. $\hat{x}^m$ and $\hat{P}^m$ for $i \in \mathbb{Z}_0, p_{m-1}$) to the problem $P(p_{m-1})$ in the tree structure in Fig. 3 is propagated down in the tree to the
Figure 3: The original MPC problem $\mathcal{P}(N)$ can be reduced repeatedly in several steps using Riccati factorizations on the way up in the tree. When the top problem has been reached and solved, the solution can be propagated back down in the tree until the bottom level is solved.

Algorithm 5 Parallel reduction of MPC problem

1: Initiate level counter $k := 0$
2: Initiate the first number of subsystems $p_{-1} = N$
3: Set the minimal number of sub problems $p_{\min}$
4: while $p_k > p_{\min}$ do
5: Compute desired $p_k$ to define the number of sub problems (with $p_k < p_{k-1}$)
6: Split the prediction horizon $0, \ldots, p_{k-1}$ in $p_{k} + 1$ segments $0, \ldots, N_{0}^{k}$ up to $0, \ldots, N_{p_{k}}^{k}$
7: Create sub problems $i = 0, \ldots, p_k$ for each time batch according to Section 4.1
8: parfor $i = 0, \ldots, p_k$ do
9: Reduce subproblem $i$ according to Algorithm 4
10: Propagate $\hat{A}_i, \hat{B}_i, \hat{Q}_{x,i}$ and $\hat{Q}_{u,i}$ to next level
11: end parfor
12: Update level counter $k := k + 1$
13: end while
14: Compute maximum level number $k := k - 1$

leaves $\mathcal{P}_{i}^{0}(N_{0}^{0}), i \in \mathbb{Z}_{0,p_{0}}$. All subproblems can be solved using only information from their parents, and hence each level in the tree can be solved completely in parallel. The propagation of the solution from the top level to the bottom level can thus be made in $m$ steps provided that $m - 1$ processing units are available. Since both Algorithm 5 and 6 are solved in $O(\log N)$ complexity, the solution to the equality constrained MPC problem (4) can be computed in $O(\log N)$ complexity growth. The solution to the original inequality constrained problem (2) is obtained by solving a sequence of problems of the form in (4).
Since the length of this sequence is independent of whether (4) is solved serially or in parallel, the performance gain obtained by this work is directly transferred to the overall solution time.

Algorithm 6 Parallel propagation of solution

1: Initialize the first parameter as $\bar{x}_0$
2: Get level counter $k$ from Algorithm 5
3: while $k \geq 0$ do
4: \hspace{1em} \texttt{parfor} $i = 0, \ldots, p_k$ do
5: \hspace{2em} Compute the full factorization and the primal variables according to Algorithm 1 and 2
6: \hspace{1em} end \texttt{parfor}
7: \hspace{1em} if $k == 0$ then
8: \hspace{2em} \texttt{parfor} $i = 0, \ldots, p_0$ do
9: \hspace{3em} Compute the dual variables corresponding to equality and inequality constraints using Algorithm 2 and 3
10: \hspace{2em} end \texttt{parfor}
11: \hspace{1em} end if
12: Update level counter $k := k - 1$
13: end while

5.2 Numerical results

The algorithms presented in Section 5.1 have been implemented in MATLAB. The algorithms are implemented serially and run using only one computational thread, but the information flow is done in the same way as for a fully parallel implementation. The computation time for a truly parallel implementation has been computed by summing over the maximum computation time for each level in the tree. This estimate does not take the communication latencies into account, but these are assumed to be negligible in comparison to the actual computations. The performance of the parallel Riccati algorithm in this work is compared with the serial Riccati recursion, which is considered a state-of-the-art serial method.

The computation times when computing the Newton step for random MPC problems for stable LTI systems of order $n_x = 7$, $n_u = 5$ and using $N_s = 2$ are presented in Fig. 4. The computation times are averaged over 10 random systems of the same order. The dash-dotted line is the computation times for the serial Riccati recursion and the solid line is the new parallel Riccati recursion algorithm. The result is plotted in a log-log scale to compare the complexity growth. For prediction horizons larger than $N \approx 16$ the parallel Riccati recursion outperforms the serial one. In Fig. 5 the computation times for systems of the same order as in Fig. 4 but with $N_s = 3$ has been plotted. Here the parallel method outperforms the serial one for $N \geq 9$. How to choose the length $N_s$ of the batches to obtain the lowest possible computation time is
not investigated here. However, similar to what is described in [24], the optimal choice depends on, e.g., the problem and the hardware which the algorithm is implemented on.

The simulations were performed on an Intel Xeon CPU X5675 @ 3.07 GHz running Linux (version 2.6.32-431.5.1.el6.x86_64) and MATLAB (8.0.0.783 (R2012b)).

6 Conclusions

This work introduces theory and algorithms for parallelization of the Riccati recursion. It is shown that the Newton step corresponding to an equality constrained MPC problem can be solved directly (non-iteratively) in parallel using Riccati recursions that fully exploit the structure from the MPC problem. The algorithms have been implemented in MATLAB and have been used to compute the Newton step for random MPC problems with stable LTI systems as a proof of concept that the theory works in practice, and to compare performance with a serial state-of-the-art Riccati algorithm. The resulting parallel algorithm has a complexity growth as low as $\mathcal{O} \left( \log N \right)$, where $N$ is the length of the prediction horizon. For future work the structure in the updates of the feedback gain $K_t$ will be investigated further to improve performance even more.
Figure 5: Computation times for the parallel Riccati recursion (solid) and for the serial (dash-dotted) when computing Newton steps for random MPC problems with \( n_x = 7, n_u = 5 \) and \( N_s = 3 \). The parallel Riccati recursion outperforms the serial one for \( N \geq 9 \).

1. **Proof of Lemma 1**

Assume that (10) holds for an arbitrary \( \bar{t} + 1 \in \mathbb{Z}_{1,N-1} \). Then, the cost at \( t = \bar{t} \) is given by

\[
\frac{1}{2} \begin{bmatrix} x_{\bar{t}}^T & u_{\bar{t}}^T \end{bmatrix} \begin{bmatrix} Q_{x,\bar{t}} & Q_{xu,\bar{t}} \\ Q_{xu,\bar{t}} & Q_{u,\bar{t}} \end{bmatrix} \begin{bmatrix} x_{\bar{t}} \\ u_{\bar{t}} \end{bmatrix} + \bar{V}(x_{\bar{t}+1}, \bar{u}) .
\]

(42)

By inserting \( x_{\bar{t}+1} = A_{\bar{t}}x_{\bar{t}} + B_{\bar{t}}u_{\bar{t}} \) into (42), the cost can be written

\[
\frac{1}{2} \begin{bmatrix} x_{\bar{t}}^T & u_{\bar{t}}^T \end{bmatrix} \begin{bmatrix} F_{\bar{t}+1} & H_{\bar{t}+1} \\ H_{\bar{t}+1}^T & G_{\bar{t}+1} \end{bmatrix} \begin{bmatrix} x_{\bar{t}} \\ u_{\bar{t}} \end{bmatrix} + \frac{1}{2} \sum_{i=\bar{t}+1}^{N-1} \bar{u}_i^T G_{\bar{t}+1} \bar{u}_i ,
\]

(43)

where \( F_{\bar{t}+1}, H_{\bar{t}+1} \) and \( G_{\bar{t}+1} \) are given by the Riccati recursion. Finally, using the control law \( u_{\bar{t}} = K_{\bar{t}+1}x_{\bar{t}} + \bar{u}_{\bar{t}} \) and the definition of \( F_{\bar{t}+1}, H_{\bar{t}+1} \) and \( G_{\bar{t}+1} \) gives the cost function

\[
\bar{V}(x_{\bar{t}}, \bar{u}) = \frac{1}{2} x_{\bar{t}}^T P_N x_{\bar{t}} + \frac{1}{2} \sum_{i=\bar{t}}^{N-1} \bar{u}_i^T G_{\bar{t}+1} \bar{u}_i .
\]

(44)

Note that the cross terms between \( x_{\bar{t}} \) and \( \bar{u}_{\bar{t}} \) in the cost function (43) vanishes since \( G_{\bar{t}+1} K_{\bar{t}+1} = -H_{\bar{t}+1}^T \). Equation (10) holds specifically for \( t = N-1 \) when \( P_N = 0 \), and hence Lemma 1 follows by mathematical induction.
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