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Summary. In the context of big data analysis, the divide-and-conquer methodology refers to a multiple-step process: first splitting a data set into several smaller ones; then analyzing each set separately; finally combining results from each analysis together. This approach is effective in handling large data sets that are unsuitable to be analyzed entirely by a single computer due to limits either from memory storage or computational time. The combined results will provide a statistical inference which is similar to the one from analyzing the entire data set. This article reviews some recently developments of divide-and-conquer methods in a variety of settings, including combining based on parametric, semiparametric and nonparametric models, online sequential updating methods, among others. Theoretical development on the efficiency of the divide-and-conquer methods is discussed. Examples of real-world data analyses are provided in various application areas.
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1. Introduction

With ever advancing computing and storage technologies, we frequently have access to large data sets gathered from a variety of sources with information sensing or collecting capabilities, such as the Internet of Things devices (e.g., mobile devices), social media, consumer activities, etc. As a result, we are facing information explosions in the era of big data, which has imposed both opportunities and challenges. Extremely large data sets usually not only have high-dimensional exploratory variables, but also large sample sizes. Often it is impossible to analyze entirely or even store such data in a single computer. To solve this problem, tremendous efforts have been invested to reduce computational difficulties with various models. Among them, the divide-and-conquer approach was proposed and has been widely adopted as a general framework to handle and analyze extremely large data sets. Under this framework, we
divide an original problem into several sub-problems, analyze them separately, and then combine the results to provide an inference.

The divide-and-conquer approach is easy to implement. In the *divide* step, one could randomly split an entire data set into several subsets. Sometimes big data sets are available in separate chunks by nature. For example, they might be stored in multiple machines due to the storage limit of one machine, or generated continuously as streaming data. Next each subset is analyzed separately to provide statistical results with no extra or less model fitting or programming efforts. In the *combine* step, a simple and straightforward method is to average (with or without weights) the results from the subset analyses to obtain estimators. This combining strategy has been applied in various models such as regularized estimators in generalized linear models, M-estimators as well as functional estimators in kernel regression models and non-parametric additive models.

The divide-and-conquer methodology can be described in a general term as follows (cf., e.g., Chen et al. (2019)). When an entire data set is split into $K$ subsets, $\{D_1, \ldots, D_K\}$, a low dimension statistic $T_k = g_k(D_k)$ is constructed for each subset with some function $g_k(\cdot)$. Then the final result is obtained by aggregating $\{T_k, k = 1, \ldots, K\}$ through an aggregation function $G(\cdot)$. In many studies, $g_k(\cdot)$ is selected as the same estimation function or test statistics for the entire data which saves efforts of additional model fitting. It may still be computationally intensive to analyze smaller data sets $K$ times with some complex models.

Note that, if the simple average is used as the aggregation function, biases may not be reduced because each subset now has a much smaller sample size. Some recent works, e.g., Chen et al. (2019); Wang et al. (2019); Jordan et al. (2019); Wang et al. (2017); Fan et al. (2019), have proposed to apply the divide-and-conquer algorithm iteratively with linearization of the original estimation function. It is worthwhile noting that only one subset would have $g_k(\cdot)$ the same as the estimation function of the entire data set in each iteration. This multi-round divide-and-conquer algorithm could further reduce computational burden but require additional model fitting to obtain $g_k(\cdot)$ and $G(\cdot)$ functions.

The remaining article is organized as follows. Section 2 reviews the divide-and-conquer algorithms in linear regression models, a simple case that can provide a key insight on the developments of the divide-and-conquer methodology. Section 3 presents divide-and-conquer algorithms and their properties in parametric models, including sparse high dimensional models, M-estimators, Cox regression and quantile regression models. Performance on non-standard problems is also reviewed. Section 4 explained the algorithm in nonparametric and semiparametric models. Section 5 describes divide-and-conquer applications in the setting of online sequential updating. Section 6 discusses a method in small $n$ but large $p$ situation, where the division is vertically among $p$ number of covariates. Section 7 explains Bayesian divide-and-conquer and median-based combining methods. Section 8 provides some real data analyses using divide-and-conquer methods in various application areas. Section 9 concludes this paper.
with discussions.

2. Linear regression model

We first consider a regular linear regression model

\[ y_i = x_i^T \beta + \epsilon_i, \quad i = 1, \ldots, n, \]

where \( y_i \) is a response variable, \( x_i \) is a vector of \( p \) explanatory variables, \( \beta \) is a vector of \( p \) unknown parameters, and \( \epsilon_i \) is an error noise of mean 0. The ordinary least square (OLS) estimator using the entire data is \( \hat{\beta} = (X^T X)^{-1} X^T y \), where \( y = (y_1, \ldots, y_n)^T \) is the response vector, and \( X = (x_1, \ldots, x_n)^T \) is the design matrix with the assumption that \( X^T X \) is invertible.

Suppose the entire data set is split into \( K \) subsets, the \( k^{th} \) subset has \( n_k \) observations: \((X_k, y_k)\), and the OLS estimator using the \( k^{th} \) subset is \( \hat{\beta}_k = (X_k^T X_k)^{-1} X_k^T y_k \). A combined estimator [Lin and Xi, 2011; Chen and Xie, 2014] is proposed as

\[
\hat{\beta}^{(c)} = \left( \sum_{k=1}^{K} X_k^T X_k \right)^{-1} \sum_{k=1}^{K} X_k^T X_k \hat{\beta}_k. \]

By simple algebra, we can show that the combined estimator is exactly identical to the whole-data solution:

\[
\hat{\beta}^{(c)} = \left( \sum_{k=1}^{K} X_k^T X_k \right)^{-1} \sum_{k=1}^{K} X_k^T y_k = (X^T X)^{-1} X^T y = \hat{\beta} \quad (1)
\]

Lin and Xi (2011) extend the results of regular Gaussian linear regression models to the setting of general estimating equation (EE) estimation, where the EE estimator \( \hat{\beta} \) is the solution to the EE: \( M_n(\beta) = \sum_{i=1}^{n} \psi(x_i, y_i; \beta) = 0 \). Since \( \psi \) is often nonlinear, explicit analytical form of \( \hat{\beta} \) is not available and thus combined estimator cannot be obtained straightforwardly. To solve this problem, Lin and Xi (2011) approximate the nonlinear EE by its first-order Taylor expansion at the EE estimator \( \hat{\beta}_k \) based on the data of \( k^{th} \) subset: \((x_{ki}, y_{ki} : i = 1, \ldots, n_i)\):

\[
M_{n_k}(\beta) = \{A_k(\hat{\beta}_k)\}(\beta - \hat{\beta}_k) + R_k, \quad (2)
\]

where \( A_k(\beta) = -\sum_{i=1}^{n_k} \partial \psi(x_{ki}, y_{ki}; \beta)/\partial \beta \) and \( R_k \) is the remainder. Now the combined EE estimator \( \hat{\beta}_k \) is the solution to \( \sum_{k=1}^{K} \{A_k(\hat{\beta}_k)\}(\beta - \hat{\beta}_k) = 0 \) when \( R_k \) is negligible. Lin and Xi (2011) propose the combined estimator as:

\[
\hat{\beta}^{(c)} = \left( \sum_{k=1}^{K} A_k(\hat{\beta}_k) \right)^{-1} \sum_{k=1}^{K} \{A_k(\hat{\beta}_k)\} \hat{\beta}_k. \quad (3)
\]
3. Parametric models

3.1. Sparse high dimensional models

In supervised learning problems, both explanatory variables and response variables are observed. To handle extremely large scale data sets with enormous sample sizes and often possibly a huge number of the explanatory variables at the same time, regularized regression models have been studied in depth with various approaches proposed, such as LASSO estimator (Tibshirani, 1996; Chen et al., 2001), LARS algorithm (Efron et al., 2004), SCAD estimator (Fan and Li, 2001) and MCP estimators (Zhang, 2010). However, these approaches are computationally intensive and have cubic or higher algorithmic complexity in the sample size dimension (Chen and Xie, 2014). Divide-and-conquer strategy can substantially reduce computing time and computer memory requirement for such models.

Consider a generalized linear model. Given explanatory variables $X = (x_1, \ldots, x_n)^T$, the conditional distribution of response variable $y = (y_1, \ldots, y_n)^T$ is assumed to follow the canonical exponential distribution:

$$f(y; X, \beta) = \prod_{i=1}^{n} f_0(y_i; \theta_i) = \prod_{i=1}^{n} \{ c(y_i) \exp \left[ \frac{y_i \theta_i - b(\theta_i)}{\phi} \right] \}, \quad (4)$$

where $\theta_i = x_i^T \beta$, $i = 1, \ldots, n$ and $\phi$ is a nuisance dispersion parameter. The log-likelihood function $\ell(y; X, \beta)$ is then given by

$$\ell(\beta; y, X) = \frac{y^T X \beta - \mathbf{1}^T b(X \beta)}{n},$$

where $b(\theta) = (b(\theta_1), \ldots, b(\theta_n))^T$ for $\theta = (\theta_1, \ldots, \theta_n)^T$ and the function $b(\cdot)$ is a smooth function with second derivatives. When $p$ is large (or grows with $n$) and $\beta$ is sparse (i.e., many elements of $\beta$ are zero) with $s$ non-zero entries, a regularized likelihood estimator is often used, which is defined as, in a general form,

$$\hat{\beta}_\lambda = \arg\max_{\beta} \{ \ell(\beta; y, X) / n - \rho(\beta; \lambda) \},$$

where $\rho$ is the penalty function with tuning parameter $\lambda$.

Under the divide-and-conquer framework, after the entire data set is split into $K$ subsets, the regularized estimator for the $k^{th}$ subset is

$$\hat{\beta}_k = \arg\max_{\beta} \{ \ell(\beta; y_k, X_k) / n_k - \rho(\beta; \lambda_k) \},$$

where $\ell(\beta; y_k, X_k) / n_k$ is the log-likelihood function for the $k^{th}$ subset with sample size $n_k$, and $\rho(\beta; \lambda_k)$ is the penalty function with tuning parameter $\lambda_k$. Note that, since each $\hat{\beta}_k$ is estimated from a different subset of data, $\{ j : \hat{\beta}_{k,j} \neq 0 \}$ the set of selected variables (non-zero elements) of $\hat{\beta}_k$ can be different from one to another.

In order to obtain a combined estimator, Chen and Xie (2014) used a majority voting method to obtain the set of selected variables of the combined
estimator, i.e., \( \hat{A}^{(c)} = \left\{ j : \sum_{k=1}^{K} I(\hat{\beta}_{k,j} \neq 0) > w \right\} \), where \( w \in [0, K) \) is a pre-specified threshold and \( I \) is the indicator function. Then the following weighted average of \( \beta_{k,\hat{A}^{(c)}}, \ k = 1, \ldots, K \), is proposed as the combined estimator:

\[
\hat{\beta}^{(c)} = A \left( \sum_{k=1}^{K} A^T \{ X_k^T \Sigma(\hat{\theta}_k) X_k \} A \right)^{-1} \sum_{k=1}^{K} A^T \{ X_k^T \Sigma(\hat{\theta}_k) X_k \} A \hat{\beta}_{k,\hat{A}^{(c)}},
\]

where \( \hat{\theta}_k = X_k \hat{\beta}_k \), \( \hat{\beta}_{k,\hat{A}^{(c)}} \) is the sub-vector of \( \hat{\beta}_k \) confined by the majority voting set \( \hat{A}^{(c)} \) and \( \Sigma(\theta) = \text{diag}(\sigma(\theta_1), \ldots, \sigma(\theta_n)) \) with \( \sigma(\theta) = \partial^2 b(\theta)/\partial^2 \theta \). Also, \( E = \text{diag}(v_1, \ldots, v_p) \) is the \( p \times p \) voting matrix with \( v_j = 1 \) if \( \sum_{k=1}^{K} I(\hat{\beta}_{k,j} \neq 0) > w \) and 0 otherwise, and \( A = E_{\hat{A}^{(c)}} \) is the \( p \times |\hat{A}^{(c)}| \) selection matrix. Here, for any index subset \( S \) of \( \{1, \ldots, p\} \), \( E_S \) stands for a \( p \times |S| \) submatrix of \( E \) formed by columns whose indices are in \( S \).

Chen and Xie (2014) show that the combined estimator \( \hat{\beta}^{(c)} \) is sign-consistent under some regularity conditions and converges at the regular order of \( O(\sqrt{s/n}) \) under the \( L_2 \) norm. The combined estimator also obtains asymptotic normality with the same variance as the penalized estimator using the entire data. For the selection of the number of splits \( K \), Chen and Xie (2014) find that a stronger constraint on the growth rate of \( p \) would be imposed in order to detect the same signal strength as the corresponding complete data set analysis under the infinity norm.

Another strategy for combination is to debias or desparsify regularized estimators obtained from subsets, which has been adopted by Lee et al. (2017), Battey et al. (2015) and Tang et al. (2016). Using LASSO estimators in linear regression for illustration, the debiased LASSO estimator by Javanmard and Montanari (2014) is

\[
\hat{\beta}^d = \hat{\beta}_\lambda - n^{-1}(X^T X/n)^\dagger (y - X\hat{\beta}_\lambda),
\]

where \( \hat{\beta}_\lambda \) is regularized estimator defined in (5) with \( L_1 \) norm penalty and \( (X^T X/n)^\dagger \) is an approximate inverse of \( X^T X/n \).

Both Lee et al. (2017) and Battey et al. (2015) propose the simple aggregated debiased LASSO estimator as the combined estimator:

\[
\hat{\beta}^{(c)} = \sum_{k=1}^{K} \hat{\beta}^d_{k}/K = K^{-1} \sum_{k=1}^{K} \hat{\beta}_{k} + \{ (X_k^T X_k)/n_k \}^{-1} X_k^T (y_k - X_k \hat{\beta}),
\]

where \( \hat{\beta}^d_{k} \) is the debiased LASSO estimator for the \( k^{th} \) subset with sample size \( n_k \). Lee et al. (2017) show that with high probability when the rows of \( X \) are independent subgaussian random vectors, the error of the aggregated debiased LASSO estimator in \( L_\infty \) norm is \( O(\sqrt{\log(p/n)}) + O(sK \log(p)/n) \). When \( n \) is large enough, the latter term is negligible compared with the former term. Same results are obtained in Battey et al. (2015). To further reduce the computing cost, Lee et al. (2017) use a single matrix \( \hat{\Theta} \) to replace all
the terms \((X_k^T X_k/n_k)^{-}\), for \(k = 1, ..., K\), which used to be solved for each subset \(k\) and thus made it the most computational expensive step. Following Van de Geer et al. (2014), a common \(\hat{\Theta}\) is constructed by a node-wise regression on the explanatory variables.

Battey et al. (2015) also tackle hypothesis testing problems using divide-and-conquer in the framework of the Wald and Rao’s score tests. Consider a test of size \(\alpha\) of the null hypothesis for any coefficient, \(H_0: \beta_j = \beta_j^H\) against the alternative, \(H_1: \beta_j \neq \beta_j^H, j = 1, ..., p\). A divide-and-conquer Wald statistic is proposed:

\[
\bar{S}_n = \sqrt{n} \sum_{k=1}^{K} (\hat{\beta}_{k,j}^d - \beta_j^H)/\left(\hat{\sigma} \sqrt{b_{k,j}^TB_{k,j}b_{k,j}}\right),
\]

where \(\hat{\sigma}\) is an estimator for the standard deviation of error based on \(K\) subsets and \(b_{k,j}\) is the \(j^{th}\) column of \((X_k^T X_k/n_k)^{-}X_k^T\) which can be obtained from the following optimization algorithm:

\[
b_{k,j} = \text{argmin}_b b^T b/n_k, \ s.t. \|X_k^T b/n_k - e_j\|_\infty \leq \vartheta_1, \|b\|_\infty \leq \vartheta_2,
\]

where \(e_j\) is a \(p \times 1\) vector with the \(j^{th}\) entry being 1 and the others being 0; \(\vartheta_1\) and \(\vartheta_2\) are tuning parameters. A simple proposal for \(\hat{\sigma}\) is given by

\[
\hat{\sigma}^2 = K^{-1} \sum_{k=1}^{K} n_k^{-1} \|y_k - X_k^T \hat{\beta}_k^d\|_2^2.
\]

Similarly, a simple average of the score estimators from \(K\) subsets is proposed as the divide-and-conquer score statistic. Battey et al. (2015) show that the limiting distribution of the divide-and-conquer estimator is asymptotically as efficient as the full sample estimator, i.e.

\[
\lim_{n \to \infty} \text{Var}(\beta_j^{(c)})/\text{Var}(\beta_j^d) - 1 = 0,
\]

\(j = 1, ..., p\). Note that the hypothesis testing method is only developed for low dimensional parameters.

Tang et al. (2016) utilize confidence distributions (Xie et al., 2011) to combine bias-corrected regularized estimators from subsets with the advantage that it provides a distribution estimator for various statistical inference, e.g. estimation or hypothesis testing, can be established straightforwardly. Particularly, in the setting of generalized linear model (4) with LASSO penalty, asymptotic confidence density for each subset is constructed as:

\[
\hat{h}_{nk}(\beta) \propto \exp\{-\phi^{-1}(\beta - \hat{\beta}_k^d) [X_k^T \Sigma(X_k \hat{\beta}_k^d) X_k] (\beta - \hat{\beta}_k^d)\},
\]

where \(\Sigma(X_k \hat{\beta}_k^d)\) is the diagonal weight matrix based on the variance function of a generalized linear model as defined in (7). Following Liu et al. (2015), \(K\)
confidence densities are combined to derive a combined estimator as the solution of \( \hat{\beta}^{(c)} \) as:

\[
\hat{\beta}^{(c)} \overset{d}{=} \arg\max_{\beta} \log \prod_{k=1}^{K} \hat{h}_{n_k}(\beta) = \left\{ \sum_{k=1}^{K} X_k^T \Sigma(X_k\hat{\beta}_k^d) X_k \right\}^{-1} \left\{ \sum_{k=1}^{K} X_k^T \Sigma(X_k\hat{\beta}_k^d) X_k \hat{\beta}_k^d \right\}.
\]

Tang et al. (2016) show that the combined estimator (11) is asymptotically equally efficient as the estimator using the entire data. Note that both Chen and Xie (2014) and Tang et al. (2016) have the combined estimator in the weighted average form while Lee et al. (2017) and Battey et al. (2015) have simple average estimator as the combined estimator.

### 3.2. Marginal proportional hazards model

In the setting of multivariate survival analysis, Wang et al. (2020) apply a divide-and-combine approach in the marginal proportional hazards model (Spiekerman and Lin, 1998) and the shared frailty model (Gorfine et al., 2006). They use the similar combination estimator as Equation (3) with three different weight structures for \( A_k \): 1) the minus second derivative of the log likelihood; 2) the inverse of variance-covariance matrix of the subset estimator; 3) the sample size. They prove that under mild regularity conditions, the divide-and-combine estimator is asymptotically equivalent to the full-data estimator.

Wang et al. (2020) also proposed a confidence distribution (Xie and Singh, 2013) based regularization approach for the regularized estimator by minimizing the following objective function:

\[
Q(\beta) = n(\beta - \hat{\beta}^{(c)})^T \hat{\Sigma}_c^{-1} (\beta - \hat{\beta}^{(c)}) + n \sum_{j=1}^{d} \lambda_j |\beta_j|,
\]

where \( \lambda_1, \lambda_2, \ldots, \lambda_d \) denote the tuning parameters, and \( |\cdot| \) is the absolute value of a scalar. With a proper choice of \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_d)^T \), the regularized estimator \( \hat{\beta}_\lambda^{(c)} \) has the selection consistency, estimation consistency, and an oracle property.

### 3.3. One-step estimator and multi-round divide-and-conquer

Consider the M-estimator for a parameter of interest \( \theta \) obtained by maximizing empirical criterion function \( m(x_i; \theta) \) of sample size \( n \) and data \( x_i, i = 1, \ldots, n \):

\[
\hat{\theta} = \arg\max_{\theta} \sum_{i=1}^{n} m(x_i; \theta).
\]

When data is split into \( K \) subsets, each subset is analyzed separately to provide an estimator \( \hat{\theta}_k = \arg\max_{\theta} M_k(\theta) \), where \( M_k(\theta) = \sum_{i=1}^{n_k} m(x_{k,i}; \theta) \) is the empirical criterion function of the \( k^{th} \) subset with sample size \( n_k \), for \( k = 1, \ldots, K \).
Shi et al. (2018) consider weighted average of estimators from subsets with weight depending on the subset sample size:

\[ \hat{\theta}^{(c)} = \sum_{k=1}^{K} \omega_k \hat{\theta}_k = \sum_{k=1}^{K} n_k^{2/3} \hat{\theta}_k / \left( \sum_{k=1}^{K} n_k^{2/3} \right). \]

They establish the asymptotic distribution of the combined estimator and show that the combined estimator converges at a faster rate and has asymptotic normal distribution if the number of subsets diverges at a proper rate as the sample size of each subset grows.

The aforementioned divide-and-conquer approaches all have the combined estimator in the form of either simple average or weighted average. To further enhance the performance of the combined estimator or reduce the computational burden of solving \( K \) problems for complex models, one-step update approach has been developed. It basically utilizes Newton-Raphson update once or in iterations to obtain a final estimator.

For M-estimators, a simple average combined estimator is defined as:

\[ \hat{\theta}^{(0)} = \sum_{k=1}^{K} \hat{\theta}_k / K. \]

On top of the simple average estimator for pooling, Huang and Huo (2019) propose a one-step estimator \( \hat{\theta}^{(1)} \) by performing a single Newton-Raphson update:

\[ \hat{\theta}^{(1)} = \hat{\theta}^{(0)} - [\hat{\nabla} M(\hat{\theta}^{(0)})]^{-1} [\hat{\nabla}^2 M(\hat{\theta}^{(0)})], \tag{14} \]

where \( M(\theta) = \sum_{k=1}^{K} M_k(\theta) \), and \( \hat{\nabla} M(\theta) \) and \( \hat{\nabla}^2 M(\theta) \) are the gradient and Hessian of \( M(\theta) \) respectively. They show that the proposed one-step estimator has oracle asymptotic properties and has mean squared error of \( O(n^{-1}) \) under mild conditions. It is worth noting that the proposed method and results are only developed for low dimensional cases. Numerical examples show that the one-step estimator has better performance than simple average estimators in terms of mean square errors.

The strategy of one-step update is also used in sparse Cox regression models by Wang et al. (2019) and quantile regression models by Chen et al. (2019) in addition to linearization of the original optimization problem. Due to the complexity of these models, it takes a long time to solve the original problem for all subsets as well. Therefore, multi-round divide-and-conquer is proposed to further reduce computational burden. The idea is that the original problem is only solved once for one subset and its result is used to construct a statistic for every other subsets. Statistics from all subsets are aggregated. This divide-and-conquer process is then repeated iteratively.

Wang et al. (2019) propose to start with a standard estimator that maximizes the partial likelihood for Cox proportional hazards model of one subset as an initial estimator. Then the initial estimator is updated iteratively using all subsets linearly, in the same form of (14) with corresponding matrices, to
approximate the maximum partial likelihood estimator without penalty. Lastly, the final penalized estimator is obtained by applying least square approximation to the partial likelihood function \cite{Wang and Leng 2007}, given the estimator obtained in the second step. Since the maximization of partial likelihood function is only solved once on a subset in the first step and the penalized estimator is based on linear approximation in the last step, computational time is reduced tremendously.

\textit{Chen et al} (2019) propose a divide-and-conquer LEQR (linear estimator for quantile regression) which has a similar scheme of \textit{Wang et al} (2019). Using the idea of smoothing, a linear estimator for quantile regression is developed given a consistent initial estimator. To apply the divide-and-conquer approach, an initial estimator is calculated based on \textit{one} subset using standard quantile regression method. Then corresponding weight matrices of all subsets are calculated and aggregated to update the estimator by solving a linear system. The second step is then repeated iteratively to provide a final estimator. \textit{Chen et al} (2019) show that the divide-and-conquer LEQR achieves nearly the optimal rate of the Bahadur remainder term and achieves the same asymptotic efficiency as the estimator obtained based on the entire data set.

\textit{Jordan et al} (2019) develop a general framework called Communication-efficient Surrogate Likelihood (CSL) which starts with an initial value and gradients of the loss function are calculated for each subset at the initial value. Similarly, the loss function is simplified and linearized using Taylor expansion and gets updated from aggregated gradients from subsets. This process is repeated iteratively to provide a final result. \textit{Jordan et al} (2019) illustrate this multi-round divide-and-conquer approach in regular parametric models, high dimensional penalized regression and Bayesian analysis. A similar approach for penalized regression models is developed by \textit{Wang et al} (2017) separately as well. For the multi-round divide-and-conquer approach, requirement for the number of splits or machines \(K\) is much relaxed to \(K \lesssim \text{poly}(n)\) in contrast of \(K \ll n\) in one round divide-and-conquer approach.

Multi-round divide-and-conquer by \textit{Wang et al} (2019) and \textit{Chen et al} (2019) rely heavily on good initiation that is already consistent due to the nature of Newton-type methods. The framework by \textit{Jordan et al} (2019) and \textit{Wang et al} (2017) has no restriction on the initial value but still requires a moderate sample size of each subset. \textit{Fan et al} (2019) improve CSL by adding a strict convex quadratic regularization to the updating step and the regularization is adjusted according to the current solution during the iteration. This approach is called Communication-Efficient Accurate Statistical Estimators (CEASE) and can converge fast.

\subsection*{3.4. Performance in non-standard problems}

In the setting of noisy matrix recovery, \textit{Mackey et al} (2011) propose an algorithmatic divide-factor-combine framework for large scale matrix factorization. A matrix is partitioned into submatrices according to its rows or columns and each submatrix can be factored using any standard factorization algorithm. Subma-
matrix factorizations are combined to obtain a final estimate by matrix projection or spectral reconstruction approximation. In the setting of noisy matrix factorization, consider matrix $M = L_0 + S_0 + Z_0 \in \mathbb{R}^{m\times n}$, where a subset of $M$ is available, $L_0$ has rank $r \ll m, n$, $S_0$ represents a sparse matrix of outliers of arbitrary magnitude, and $Z_0$ is a dense noise matrix. Mackey et al. (2011) show that if $L_0$’s singular vector is not too sparse or too correlated ($\mu, r - \text{coherent condition}$) and entries of $M$ are observed at locations sampled uniformly without replacement, divide-factor-combine algorithms can recover $L_0$ with high probability.

Banerjee et al. (2019) study the performance of the divide-and-conquer approach in non-standard problems where the rates of convergence are usually slower than $\sqrt{n}$ and the limit distribution is non-Gaussian, specifically in the monotone regression setting. Consider $n$ i.i.d. observations $(y_i, x_i), i = 1, \cdots, n$ from the model

$$y_i = \mu(x_i) + \epsilon_i,$$

where $\mu$ is a continuous monotone (nonincreasing) function on $[0, 1]$ that is continuously differentiable with $0 < c < |\mu'(t)| < d < \infty$ for all $t \in [0, 1]$; $x_i \sim \text{uniform}(0, 1)$ and independent of $\epsilon_i$ with mean 0 and variance $\nu^2$. Let $\hat{\theta}$ denote the isotonic estimate of $\theta = \mu^{-1}(a)$ for any $a \in \mathbb{R}$. It is known that $n^{1/3}(\hat{\theta} - \theta) \to_d \tilde{\kappa}Z$, where $Z$ is the Chernoff random variable and $\tilde{\kappa} > 0$ is a constant.

If the entire dataset is split into $K$ subsets and each provides an estimator $\hat{\theta}_k, k = 1, \cdots, K$. Banerjee et al. (2019) shows that the simple average combined estimator $\hat{\theta}^{(c)}$ outperforms the isotonic regression estimator using the entire data when $K$ is a fixed integer:

$$E[n^{2/3}(\hat{\theta}^{(c)} - \theta)^2] \to K^{-1/3}\text{Var}(\tilde{\kappa}Z).$$

However, for a suitably chosen (large enough) class of models, i.e. a neighborhood of $\mu$, called $\mathcal{M}$, as the class of all continuous non-increasing functions that coincide with $\mu$ outside of $(x_0 - \epsilon_0, x_0 + \epsilon_0)$ for some small $\epsilon_0 > 0$, when $K \to \infty$,

$$\liminf_{n \to \infty} \sup_{\mathcal{M}} [n^{2/3}(\hat{\theta}^{(c)} - \theta)^2] = \infty,$$

whereas, for the estimator using the entire dataset,

$$\limsup_{n \to \infty} \sup_{\mathcal{M}} [n^{2/3}(\hat{\theta}^{(c)} - \theta)^2] < \infty.$$

It indicates that the combined estimator, i.e. simple average of estimators obtained from subsets, outperforms the estimator using the entire data set in the sense of point-wise inference under any fixed model. The combined estimator converges faster than the estimator using the entire data set and is asymptotically normal. However, in over appropriately chosen classes of models, the performance of combined estimators worsens when the number of splits increases.
4. Nonparametric and semi-parametric models

Given a dataset \( \{(x_i, y_i)\}_{i=1}^n \) consisting of \( n \) i.i.d. samples drawn from an unknown distribution and the goal is to estimate the function that minimizes the mean-square error \( E[(f(X) - Y)^2] \), where the expectation is taken jointly over \((X, Y)\) pairs and \( X \) is a univariate random variable. Consider the kernel ridge regression estimator of the optimal function \( f^*(x) \equiv E[Y|X = x] \):

\[
\hat{f} = \arg\min_{f \in \mathcal{H}} \left\{ n^{-1} \sum_{i=1}^n (f(x_i) - y_i)^2 + \lambda \| f \|_H^2 \right\},
\]

where \( \lambda \) is a tuning parameter and \( \mathcal{H} \) is a reproducing kernel Hilbert space which is endowed with an inner product \( \langle \cdot, \cdot \rangle_H \) and \( \| f \|_H = \sqrt{\langle f, f \rangle_H} \) is the norm in \( \mathcal{H} \).

Zhang et al. (2015) propose to split the entire dataset into \( K \) subsets and for each subset calculate the local kernel ridge regression estimate \( \hat{f}_k \), \( k = 1, \ldots, K \) from (15) using only data from corresponding subsets. The combined estimate is the average of local estimates:

\[
\hat{f}^{(c)} = \frac{1}{K} \sum_{k=1}^K \hat{f}_k.
\]

Zhang et al. (2015) establish the mean-squared error bounds for the combined estimate in the setting of \( f^* \in \mathcal{H} \) as well as \( f^* \notin \mathcal{H} \). They show that the combined estimate achieves the minimax rate of convergence over the underlying Hilbert space.

All approaches discussed so far in this article are developed in the context that homogenous data are observed, either stored in different machines or split into subsets. In the case that the entire data is already split into subsets and heterogeneity exits in different subsets, Zhao et al. (2016) and Wang et al. (2019) consider partially linear models. Suppose we have data with \( n \) observations \( \{(y_i, x_i, z_i)\}_{i=1}^n \) and there are \( K \) subpopulations and the \( k^{th} \) subpopulation has \( n_k \) observations: \((y_{k,i}, x_{k,i}, z_{k,i}), i = 1, \ldots, n_k \).

\[
y_k = X_k^T \beta_k + f(Z_k),
\]

where \( y_k = (y_{k,1}, \ldots, y_{k,n_k})^T \), \( X_k = (x_{k,1}, \ldots, x_{k,n_k})^T \) and \( Z_k = (z_{k,1}, \ldots, z_{k,n_k})^T \). Here \( f(\cdot) \) is common to all subpopulations. In this model, \( y_k \) depends on \( X_k \) through a linear function that may vary across subsets and depends on \( Z_k \) through a nonlinear function \( f(\cdot) \) that is common to all subsets.

Wang et al. (2019) choose \( f(Z_k) = \sum_{l=1}^L g_l(Z_k) \), \( k = 1, \ldots, K \), to be additive non-linear functions with \( g_l(\cdot) \) as unknown smooth functions estimated by the regression spline method. Zhao et al. (2016) use the kernel ridge regression method to estimate function \( f \). In both approaches, \( \beta_k \) and \( f \) are estimated based on each subset providing \( \hat{\beta}_k \) and \( \hat{f}_k \), \( k = 1, \ldots, K \). Since \( \beta_k \) presents the heterogeneity among different subsets, no additional action is needed. Further
combination is done for the commonality part by averaging to provide the final nonparametric estimate \( \hat{f} = \frac{\sum_{k=1}^{K} \hat{f}_k}{K} \). Both approaches can be applied to homogenous data as well, which can be handled with a divide-and-conquer approach.

5. Online sequential updating

For many divide-and-conquer approaches, it is assumed that all data are available at the same time although data may be stored in different machines or cannot be analyzed at once. However, in some applications, data may arrive in batches or in streams and exceed the capacity of a single machine for storage or analysis. The divide-and-conquer approach, generally referred as online sequential updating, can be extended to such cases.

In the case of ordinary least square estimator (1), suppose we have the weight matrix \( V_{k-1} = \sum_{l=1}^{k-1} X_l^T X_l \) and the combined estimator \( \hat{\beta}_{k-1}^{(c)} \) available using data from subsets \( l = 1, ..., k-1 \). Once data in the \( k \)th subset come in, the online estimator can be updated to (Schifano et al., 2016) to:

\[
\hat{\beta}_k^{(c)} = (X_k^T X_k + V_{k-1})^{-1}(X_k^T X_k \hat{\beta}_k + V_{k-1} \hat{\beta}_{k-1}^{(c)}),
\]

where the initial values of \( \hat{\beta}_0^{(c)} \) and \( V_0 \) are set to 0, and \( V_k \) is updated to \( V_k = V_{k-1} + X_k^T X_k \).

Schifano et al. (2016) also propose an online updating estimator for general EE estimators. Instead of performing Taylor expansion at the EE estimator of the \( k \)th subset \( \hat{\beta}_k \) (Lin and Xi (2011)), Schifano et al. (2016) consider an intermediary estimator:

\[
\tilde{\beta}_k = \{\tilde{A}_{k-1} + A_k(\tilde{\beta}_k)\}^{-1}\sum_{l=1}^{k-1} A_k(\tilde{\beta}_l)\tilde{\beta}_k + \{A_k(\tilde{\beta}_k)\}\tilde{\beta}_k,
\]

where \( \tilde{A}_{k-1} = \sum_{l=1}^{k-1} A_k(\tilde{\beta}_l) \) with \( A_k(\beta) \) defined in (2) and the initial value of \( \tilde{A}_0, \tilde{\beta}_0 \) are set to 0. Plug in \( \beta_k \) to the first order Taylor expansion and by some algebra, one can obtain the online updating estimator as

\[
\hat{\beta}_k = \{\tilde{A}_{k-1} + A(\tilde{\beta}_k)\}^{-1}\{a_{k-1} + A_k(\tilde{\beta}_k)\tilde{\beta}_k + b_{k-1} + M_{n_k}(\tilde{\beta}_k)\},
\]

where \( a_k = \sum_{l=1}^{k} A_k(\tilde{\beta}_l)\hat{\beta}_k = A_k(\tilde{\beta}_k)\beta_k + a_{k-1} \) and \( b_k = \sum_{l=1}^{k} M_{n_l}(\tilde{\beta}_l) = M_{n_k}(\tilde{\beta}_k) + b_{k-1} \) with initial values of \( a_0 = 0 \) and \( b_0 = 0 \).

Wang et al. (2018) address the online updating problem with emergence of new variables, i.e. new predictors become available midway through the data stream. Under the assumption that the true model contains these new variables, not only estimation of coefficients for newly available variables is needed, bias for previously existing variables should be corrected as well. The bias of existing variables for the online updating estimator \( \hat{\beta}_{k-1}^{(c)} \) up to block \( k-1 \) can be corrected using data in block \( k \) alone as the difference between OLS estimators with
and without new variables. Then a weighted average similar to (18) is applied to update the cumulative estimator of existing variables, with extra care of the variance of a bias term. Estimate of new variables is based on data in block $k$ to start with. After that, updating for future blocks is a weighted average of full models.

Kong and Xia (2019) consider online updating for various kernel-based non-parametric estimators. They propose weighted sum updating:

$$\hat{f}_k(x) = (1 - \alpha_k)\hat{f}_{k-1}(x) + \alpha_k K_{h_k}(x; X_k),$$

where $\alpha_k \in (0, 1)$ is a pre-specified series of constants and $K_{h_k}$ is kernel function with bandwidth $h_k$. Note that the bandwidth $h_k$ is independent of previous observed data and only depends on new data $X_k$. They investigate the optimal choices of bandwidths and optimal choices of weights. Relative efficiencies of online estimation with regard to dimension $p$ are also examined.

6. Splitting the number of covariates

Under the sparse high dimensional setting in Section 3.1, the divide-and-conquer approach would split a data set (of size $n$) into subsets of smaller sample size ($n_k$) where each data point has all the information available, i.e. response variable(s) and all explanatory variables. From a different perspective, Song and Liang (2015) propose to split a high dimensional data set into several lower dimensional subsets, each of which has the same sample size as the entire data set but only a portion of explanatory variables. Furthermore, the explanatory variables in subsets are mutually exclusive. Once data is split, Bayesian variable selection is performed for each subset based on marginal inclusion probability iteratively. Finally, variables selected from subsets are merged into a single set and another Bayesian variable selection is performed on the merged data set. This procedure is named as split-and-merge (SAM).

The proposed SAM method can reduce computational cost tremendously in ultrahigh dimensional settings where the number of explanatory variables is much larger than the sample size. This is because in the second step where the Bayesian variable selection is performed on the subsets, a great number of variables have been screened out. With extreme splitting where each subset only has one variable, SAM is similar to sure independence screening (SIS) (Fan and Lv, 2008). However, unlike SIS which screens out uncorrelated explanatory variables individually, SAM utilizes joint information of all explanatory variables in a subset to filter explanatory variables which leads to more accurate selection. Song and Liang (2015) show that SAM can select true variables with non-zero coefficients correctly as the sample size becomes large.

7. Bayesian divide-and-conquer and median-based combining

Minsker et al. (2014, 2017) propose a robust posterior distribution in Bayesian analysis which also utilizes the divide-and-conquer scheme. Let $\pi$ be a prior
distribution over the parameter space $\Theta$ and $\theta \in \Theta$. The entire sample is divided into $K$ disjoint subsets $\{X_k = (x_{k,1}, \cdots, x_{k,n_k}), k = 1, \cdots, K\}$. Suppose $f_k(\theta|X_k, \pi)$ is the posterior distribution depending on subset $k$. Minsker et al. (2017) defines the M-posterior as

$$f^{(c)}(\theta|X_1, \cdots, X_K, \pi) = \text{med}(f_1(\theta|X_1, \pi), \cdots, f_K(\theta|X_k, \pi)),$$

where the median is the geometric median defined for a probability measure $\mu$:

$$x_* = \arg\min_{y \in \mathbb{Y}} \int_{\mathbb{Y}} (\|y - x\| - \|x\|) \mu(dx),$$

with $\mathbb{Y}$ be an normed space with norm $\| \cdot \|$ and $\mu$ be a probability measure on $(\mathbb{Y}, \| \cdot \|)$ equipped with Borel $\sigma$-algebra.

Due to the property of a geometric median, there exists $\alpha_1 \geq 0, \cdots, \alpha_K \geq 0$ and $\sum_{k=1}^K \alpha_k = 1$ such that $f^{(c)}(\theta|X_1, \cdots, X_K, \pi) = \sum_{k=1}^K \alpha_k f_k(\theta|X_1, \pi)$ which leads to a weighted average of posterior distribution from subsets and the weights depend on the norm used on probability measure space. Note that it is possible to have $\alpha_k = 1$ for one subset and the rest of weights are zero in which case the ‘median’ is being selected as the combined posterior.

Minsker et al. (2014, 2017) further improve the robust posterior by replacing posterior distribution from subsets with stochastic approximations. The stochastic approximation can be obtained as a posterior distribution given each data point in a subset is observed $K$ times. Minsker et al. (2017) show that the modified posterior yields credible sets with better coverage but $f^{(c)}(\theta|X_1, \cdots, X_K, \pi)$ often overestimates the uncertainty about $\theta$. Numerical algorithms to calculate the geometric mean of probability distributions are also provided.

The ‘median’ based combing approach can be generalized to many other models, including non-Bayesian estimators. Minsker et al. (2019) discuss that the averaging based combing approach attains the optimal converging rate if the bias of each subset estimator is small enough. However, if one or more subset estimators are deviating from norm, the combined estimator from averaging would be affected as well. Therefore, Minsker et al. (2019) propose to use a more robust combining approach such as median or a robust M-estimator and investigate the performance of median combined estimators. They demonstrate that the median combined estimator has a much slower converging rate if subset estimators remain the standard converging rate at regular conditions unless the number of subsets $K$ is limited and small. However, the converging rate can be improved with additional constraints when $K$ is as large as $O(\sqrt{n})$. Detailed investigations and discussions are illustrated for the median-of-mean estimators and maximum likelihood estimation.

Getting back to Bayesian divide-and-conquer, if the M-posterior by Minsker et al. (2014, 2017) combines posteriors from subsets through their median in the Wasserstein space of order one, Srivastava et al. (2015, 2018) combine the posteriors of subsets through the mean in the Wasserstein space of order two which is called Wasserstein Posterior. They demonstrate that the proposed posterior converges in expectation and provide numerical algorithms for computation.
Bayesian divide-and-conquer approaches include the prior distribution in each subset’s inference. In many approaches the prior is multiply-counted when the inference or posterior distribution is combined. But if the prior distribution is divided into pieces as well, e.g., fractional of prior $\pi(\theta)^{1/K}$ is used, it may be too weak to effectively regularize [Vehtari et al., 2020]. To solve this issue, [Vehtari et al., 2020] propose to use Expectation Propagation (EP) as a framework for Bayesian analysis in a distributed setting. Expectation propagation (EP) is an iterative algorithm in which a target density $f(\theta)$ is approximated by a density $g(\theta)$ from some specified parametric family. The algorithm takes advantage of the natural factorization of likelihood function and the fact that the posterior distribution is proportional to the product of prior distribution and likelihood function:

$$f(\theta) \propto \prod_{k=0}^{K} f_k(\theta),$$

where $f_k(\theta)$ is the likelihood function for subset $k, k = 1, \ldots, K$ and $f_0(\theta)$ is the prior distribution. Then the iterative algorithm is applied treating the prior distribution and likelihood functions equally. [Vehtari et al., 2020] review the general EP algorithm and provide its implementation for various Bayesian models as well.

8. Real-world applications

With the emerging of big data in different fields, the divide-and-conquer approach has a wide range of applications as demonstrated in many articles.

Advances in genetics and molecular biology have dramatically increased our ability to collect massive data such as gene expressions or structures of chemical compounds. Questions such as relationships between phenotypes and candidate genes or screening of chemical compounds often arise. [Milanzi et al., 2014] quantified expert opinions to assess 22,015 clusters of chemical compounds to identify those for further screening and development. [Meng et al., 2017] analyzed an Illumina HiSeq data set downloaded from the Cancer Genome Atlas (TCGA) Program (http://cancergenome.nih.gov) for 59 cancer patients with 20,529 genes using linear regression models. [Song and Liang, 2015] illustrated the Bayesian split-and-merge methods in a metabolic quantitative trait loci experiment, which links SNPs data to metabolomics data as well as a polymerase chain reaction data set which contains 60 mouse samples of 22,575 genes’ expression levels.

Divide-and-conquer approach has also been applied in social sciences and civil applications such as the General Society Survey (GSS) (http://gss.norc.org) which has collected responses about evolution and the growing complexity of American society since 1972 with approximately 28,000 respondents [Minsker et al., 2017], the airline on-time performance data from the 2009 ASA Data Expo that includes flight arrival and departure details for all commercial flights within the U.S. from October 1987 to April 2008 [Schifano et al., 2016, Wang et al., 2016],
manifest data which is compiled from custom forms submitted by merchants or shipping companies from the US custom offices and the Department of Homeland Security (DHS) (Chen and Xie, 2014), etc.

Online recommendation services of advertisements or news articles have received extensive attentions and massive data can be easily collected via internet. Different large scale advertisement datasets have been studied using the divide-and-conquer approach, e.g. a public advertisement dataset released by Criteo, which has 15 million instances with a binary outcome (Tang et al., 2018) and a Yahoo! Today Module user click log datasets with 45,811,883 user visits to the Today Module during the first 10 days in May 2009 (Shi et al., 2018).

Geographical and climate problems always involve big data as well. Guhaniyogi et al. (2017) considered the problem of capturing the spatial trends and characterizing the uncertainties in the sea surface temperature data in the west coast of mainland U.S., Canada, and Alaska from NODC World Ocean Database (www.nodc.noaa.gov/OC5/WOD/pr_wod.html). Liang et al. (2013) analyzed more than 100 year data from the National Climatic Data Center from 1895 to 1997 (http://www.image.ucar.edu/GSP/Data/US.monthly.met).

Several publicly available movie scoring and music prediction data sets have been analyzed with divide-and-conquer approaches. Tang et al. (2018) examined the MovieLens Data which is a popular public movie rating data set containing 20,000,263 movie ratings by 138,493 users of 27,278 movies from 1995 to 2015. Meng et al. (2017) and Zhang et al. (2015) applied the divide-and-conquer approach to the Million Song Dataset (http://labrosa.ee.columbia.edu/millionsong/) which contains 515,345 songs with their years of release as the response.

9. Discussions

The divide-and-conquer approach is a general framework and it has been implemented in various models. Theoretical and numerical results demonstrate that the divide-and-conquer approach works well for big datasets. In many models where a simple average or weighted average is used, the combined results show the same efficiency as the results obtained by analyzing the entire dataset altogether. In more complex models such as Cox regression models, even the divide-and-conquer approach may not reduce computational burden and time enough for practical use. An enhanced divide-and-conquer approach which includes linearization of original problem and one-step update strategy is utilized and demonstrates excellent performance. This is further extended to a multi-round divide-and-conquer framework. In addition, the combining step can be viewed as an optimization problem for certain loss function with regard to inferences from subsets. When a non-differentiable loss function is used, it can lead to median-based combining approaches.

One big challenge for the divide-and-conquer approach is how to choose $K$, the number of subsets. The choice of $K$ has been discussed in different models and the requirement of $K$ depends on the model as well as the rate of number of parameters. Several authors, e.g. Tang et al. (2016), provide practical sug-
gestions on the selection of $K$. However, a universal investigation and guidance would further improve the understanding and implementation of the divide-and-conquer approach. The multi-round divide-and-conquer framework relaxes the requirement on the number of subsets $K$, which can be at the same order of total sample size $n$. Though the computational time can increase with the number of iterations, Jordan et al. (2013) show that $O(\log n / \log(n/K))$ iterations would be sufficient.
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