Impact of detector selections on inter-institutional variability of flattening filter-free beam data for TrueBeam™ linear accelerators
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Abstract
This study evaluates the type of detector influencing the inter-institutional variability in flattening filter-free (FFF) beam-specific parameters for TrueBeam™ linear accelerators (Varian Medical Systems, Palo Alto, CA, USA). Twenty-four beam data sets, including the percent depth dose (PDD), off-center ratio (OCR), and output factor (OPF) for modeling within the Eclipse (Varian Medical Systems) treatment planning system, were collected from 19 institutions. Although many institutions collected the data using CC13 (IBA Dosimetry, Schwarzenbruck, Germany) or PTW31010 semi-ex (PTW Freiburg, Freiburg, Germany) ionization chambers, some institutions used diode detectors, diamond detectors, and ionization chambers with smaller cavities. The OCR data included penumbra width, full width at half maximum (FWHM), and FFF beam-specific parameters, including unflatness and slope. The data measured by CC13/PTW31010 ionization chambers were compared with those measured by all other detectors. PDD data demonstrated the variations within ±1% at the dose fall-off region deeper than peak depth. The penumbra widths of the OCR measured with the CC13/PTW31010 detectors were significantly larger than those measured with all other detectors (P < 0.05). Especially the EDGE detector (Sun Nuclear Corp., Melbourne, FL, USA) and the microDiamond detectors (model 60019; PTW Freiburg) demonstrated much smaller penumbra values compared to those of the CC13/PTW31010 detectors for the 30 × 30 mm² field. There was no difference in the FWHM, unflatness, and slope parameters between the values for the CC13/PTW31010 detectors and all other detectors. OPF curves demonstrated small variations, and the relative difference from the mean value of each data point was almost within 1% for all field sizes. Although the penumbra region exhibited detector-dependent variations, all other parameters showed tiny interunit variations regardless of the detector type.
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1 | INTRODUCTION

Stereotactic radiotherapy has demonstrated excellent local control of intracranial and extracranial localized tumors.1–3 Recently, linear accelerators (linacs) equipped with flattening filter-free (FFF) beams have become commonly used around the world. For conventional treatments, photon beams with high intensities at the center of the beam become flattened by a flattening filter. For stereotactic treatments with small fields, however, a flattened beam is not essential. By eliminating the filter, the beams can deliver a very high dose rate, which decreases the treatment time.4–6

It has been indicated in several studies that the interunit variability in modern linacs is small, likely owing to the improved manufacturing.7 For TrueBeam™ (Varian Medical Systems, Palo Alto, CA, USA) linacs, the vendor-provided representative beam data (RBD) are often used for beam modeling within the Eclipse (Varian Medical Systems) treatment planning system (TPS). The RBD were generated on the basis of the beam data of three TrueBeam™ units measured at one institution using a CC13 ionization chamber (IBA Dosimetry, Schwarzenbruck, Germany). Tanaka et al. recently collected 21 sets of TrueBeam™ beam data measured with the CC13 or PTW31010 (PTW Freiburg, Freiburg, Germany) from multiple institutions, and they reported that the interunit variability was very small.9 While these ionization chambers are often used for beam data collection, various other detectors with small sensitive volumes, such as ionization chambers with smaller cavities, diode detectors, diamond detectors, and plastic scintillators, are also employed, especially for measuring small-field beams. It has been demonstrated in many studies that the detector type has an influence on the penumbra of off-center ratio (OCR) profiles and output factors (OPFs).10–13 Akino et al. previously collected the beam data of Novalis Tx™ (Varian Medical Systems and Brainlab, Munich, Germany) from multiple institutions and reported a detector-dependent variability.14

It has been shown in many studies that the characteristics of FFF beams differ from those of flattened beams in terms of the cone-shaped OCR, lower effective beam energy affecting the percent depth dose (PDD), photon energy spectrum affecting the water–air stopping power ratio,15–17 and high dose per pulse affecting the ion recombination coefficient.18,19 Moreover, the type of the detector may affect the collected beam data. In addition, there are some dosimetric parameters specialized for FFF beams because of their unique profile shape.20 However, no one has reported how detector selection affects these parameters. Here we investigate the impact of detector selection on the FFF beam-specific parameters for beam data collected from multiple institutions.

2 | MATERIALS AND METHODS

2.A | Data collection

According to institutional agreement, 24 sets of TrueBeam™ data were collected from 19 institutions. All data were measured for modeling within the Eclipse TPS, and treatment fields were collimated with jaws. Data were submitted in the format of the three-dimensional scanning water phantoms or W2CAD format, a format for data registration of the Eclipse TPS. The field sizes (FSs) of the collected data were 30, 100, and 200 mm square fields. PDD and crossline OCR data were measured with a source-to-surface distance of 100 cm. The OPF data were collected in a Microsoft Excel (Microsoft Corp., Redmond, WA, USA) spreadsheet. All collected data were imported in Akilles RT software (RADLabInc., Osaka, Japan) to create a database. The details of the detectors evaluated in this study are listed in Table S1. The number of detectors used for data collection is listed in Tables 1 and 2. Most of the institutions used either the CC13 or PTW31010 semiflex ionization chamber. Only one institution used the PTW30013 Farmer-type ionization chamber to measure OPF and compared their data with the RBD.

2.B | Data analysis

All PDD data were resampled to the data with a 1 mm interval and normalized at 100 mm depth, as data normalized at the peak depth will be affected by noise around the peak. For each data point, the mean value and standard deviation (SD) of 24 machines were calculated. In order to evaluate the variability, the maximum SD (SDmax) was calculated for the dose fall-off region deeper than the peak depth.

Table 1 | Number of institutions using each detector and FS for measurements of PDD and OCR

| Detector        | FS   | PDD       | OCR       |
|-----------------|------|-----------|-----------|
|                 |      | 30 × 30   | 100 × 100 | 200 × 200 | 30 × 30 | 100 × 100 | 200 × 200 |
| PTW60019        | 1    | —         | —         | 2  | 1  | 1         |
| EDGE            | 2    | —         | —         | 3  | 1  | 1         |
| PTW LA48        | —    | —         | —         | 1  | 1  | 1         |
| CC01/PTW31016   | 4    | 2         | 2         | 3  | 1  | —         |
| CC04            | 1    | 3         | 3         | 2  | 4  | 2         |
| CC13/PTW31010   | 11   | 15  | 14  | 6  | 12 | 14        |

Abbreviations: FFF, flattening filter-free; FS, field size (mm²); OCR, off-center ratio; PDD, percent depth dose.

*Values for 6 MV FFF beams. For 10 MV FFF beams, the number of institutions decreased by one.
TABLE 2  Number of institutions using each detector and FS for measurements of the OPF

| Detector                  | FS (mm²) |
|---------------------------|----------|
|                           | 30 × 30  | 40 × 40  | 50 × 50  | 150 × 150 | 200 × 200 | 300 × 300 | 400 × 400 |
| EDGE                     | 1        | —        | —        | —         | —         | —         | —         |
| CC01/PTW pinpointa       | 3        | 1        | 1        | —         | —         | —         | —         |
| CC04                     | 2        | 2        | 2        | 2         | 2         | 2         | 2         |
| CC13/PTW31010            | 12       | 14       | 8        | 13        | 14        | 16        | 14        |
| PTW30013                 | —        | —        | —        | —         | —         | 1         | —         |

Abbreviations: FS, field size; OPF, output factor.

*aPTW PinPoint includes model 31014 and model 31016 ionization chambers.

For OCR data, the data measured at \( d_\text{max} \) and a depth of 10 cm were analyzed. Mean (range) values of \( d_\text{max} \) were 13 mm (12–15 mm) and 23 mm (21–25 mm) for 6 and 10 MV FFF beam, respectively. All data were resampled to the data with a 1 mm interval and normalized using renormalization factors provided by Fogliata et al.\(^{20}\) The penumbra width was evaluated for the 20–80% profile region. The full width at half maximum (FWHM) was calculated for 50% of the profiles normalized using the renormalization factors. Unflatness and slope, which are FFF beam-specific parameters that were proposed by Fogliata et al.\(^{20}\) were calculated. Unflatness was calculated as

\[
\text{Unflatness} = \frac{\text{Dose}_{\text{central-axis}} - \text{Dose}_{\text{off-axis}}}{\text{Dose}_{\text{off-axis}}} \quad (1)
\]

where \( \text{Dose}_{\text{central-axis}} \) and \( \text{Dose}_{\text{off-axis}} \) represent the central-axis dose level and the dose level at a certain off-axis position, respectively. Slope was calculated as

\[
\text{Slope} = \frac{(x_1 - x_2) \times (y_1 - y_2)}{(x_1 - x_2)^2},
\]

where \( y \) represents the dose at the coordinate \( x \), whereas \( x_1 \) and \( x_2 \) represent the positions located at one-third and two-thirds of the half of FWHM from the central axis, respectively.

The parameters of CC13/PTW31010 and all other detectors were compared using Wilcoxon signed-rank test using Microsoft Excel. Statistical significance was set at a \( P < 0.05 \).

3 | RESULTS

Figure 1 demonstrates the PDD curves measured using FSs of 30 × 30 and 200 × 200 mm². The measured data are displayed in the insets, and the data of each institution subtracted the mean value of all the data are plotted in the main figure. In the dose fall-off region, the variations were within ±1%, with the only exception being the region around the peak. Table 3 summarizes the \( \text{SD}_{\text{max}} \) values of the differences from the mean values. For all FSs, the \( \text{SD}_{\text{max}} \) values were within 0.65%. For regions deeper than 50 mm, \( \text{SD}_{\text{max}} \) was smaller than 0.4%.

Figure 2 illustrates the OCR profiles measured at \( d_{10} \) with FSs of 30 × 30 and 200 × 200 mm². Figure 3, meanwhile, depicts the mean penumbra width of the right and left side of the profile measured at \( d_{10} \). The penumbra widths measured with the EDGE detector (Sun
Table 3  SD\textsubscript{max} of the dose fall-off region of the PDD

| Energy                        | SD\textsubscript{max} (mm\textsuperscript{2}) |
|-------------------------------|---------------------------------------------|
|                               | 30 x 30 | 100 x 100 | 200 x 200 |
| 6 MV FFF beam                 | 0.65% [N = 19] | 0.48% [N = 20] | 0.51% [N = 19] |
| 10 MV FFF beam                | 0.63% [N = 18] | 0.39% [N = 19] | 0.40% [N = 18] |

Abbreviations: FFF, flattening filter-free; SD\textsubscript{max}, maximum standard deviation.

Nuclear Corp., Melbourne, FL, USA) exhibited approximately 30% decreased penumbra values compared to those of the CC13/PTW31010 detectors. The microDiamond detector (model 60019; PTW Freiburg) also demonstrated smaller penumbra widths for the 30 x 30 mm\textsuperscript{2} field. The penumbra width values of the OCR profiles measured with the CC13/PTW31010 detectors and all other detectors are summarized in Table 4. The penumbra widths are presented as the means of the right and left penumbra width values. Although the SD of the data measured with the CC13/PTW31010 detectors was <0.3 mm, those measured with all other detectors exceeded 0.6 mm. For all energies and FSs, the penumbra widths of the CC13/PTW31010 detectors were significantly larger than those of all other detectors (P < 0.05). Similar results were obtained for d\textsubscript{max}. Tables 5 and 6 summarize the analyzed values of the FWHM, unflatness, and slope calculated for OCR profiles measured with the CC13/PTW31010 detectors and all other detectors. Very small differences were observed between the values for the CC13/PTW31010 detectors and all other detectors. Similar results were found for d\textsubscript{max}. Although the slope of 6 MV FFF beams and the unflatness of 10 MV FFF beams with 200 x 200 mm\textsuperscript{2} FS showed statistically significant differences (P < 0.05), the differences were within 2%.

Figure 4 displays the OPF curves. The collected values are plotted in the insets, whereas the relative differences of each data point from the mean values are plotted in the main figure. The OPF curves measured with the different machines and detectors were consistent, and the relative differences were almost within 1% for all FSs, although the CC04 detector demonstrated the variations slightly exceeding 1% for the 6 MV FFF beam with ≥300 x 300 mm\textsuperscript{2} FSs.

4 DISCUSSION

In this study, we investigated the interunit variability of TrueBeam\textsuperscript{™} FFF beam data collected from multiple institutions, focusing on the FFF beam-specific parameters. Glide-Hurst et al. and Beyer et al. compared five and three TrueBeam\textsuperscript{™} linacs and reported that the small variabilities in PDD at a 10 cm depth were <0.3% and <1.0%, respectively.\textsuperscript{21,22} Chang et al. also showed that the mean SD of the profiles derived from three TrueBeam\textsuperscript{™} machines was 0.4%.\textsuperscript{17} Tanaka et al. evaluated 21 TrueBeam\textsuperscript{™} machines’ beam data and reported that the difference between the mean beam data and RBD provided by the vendor was very small.\textsuperscript{2} Because the authors’ goal was to compare their data with the RBD, which was collected using a CC13 ionization chamber, they investigated only the data measured with the CC13 or PTW31010 semiflex ionization chambers. It is important to note that the data measured with the CC13 in the present study were also included in the study reported by Tanaka et al. The RBD are the mean beam data of three TrueBeam\textsuperscript{™} units collected at one institution. Although the RBD have been clinically used worldwide and can be used as a good reference data, we used the mean data generated from multiple institutions as a reference in this study. Although the data collected from multiple institutions include the interoperator variations, mean of multiple data will also provide an appropriate reference data. This study focuses on the detectors used for measurements affecting FFF-specific parameters.
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measured with ionization chambers, including CC13 and PTW31010, and all other detectors are listed.

To our knowledge, no study has thus far reported the interunit variability in FFF-specific parameters.

In this study, we collected data measured with all detectors, including nonionization chamber detectors such as diode and diamond detectors, although most institutions used ionization chambers as the Eclipse TPS did not require small-field data for modeling. Interunit variations come from the combined effects of linac unit, operator, and detector-related causes. As shown in Figures 2, 3 and Table 4, the type of detector greatly affects the penumbras of the OCR profiles. The CC13/PTW31010 ionization chambers showed...

**Table 4** Penumbra width values analyzed for OCR profiles of 6 and 10 MV FFF beams measured at $d_{10}$. Values analyzed for profiles measured with ionization chambers, including CC13 and PTW31010, and all other detectors are listed.

| Detectors | FS (mm) | 6 MV FFF beam | 10 MV FFF beam |
|-----------|---------|---------------|----------------|
|           |         | 30 × 30°      | 100 × 100°     | 200 × 200°     | 30 × 30°      | 100 × 100°     | 200 × 200°     |
| CC13/PTW31010 | Mean ± SD (min–max) | 5.76 ± 0.08 (5.67–5.88) | 6.87 ± 0.28 (6.67–7.73) | 8.24 ± 0.25 (8.00–9.05) | 5.97 ± 0.04 (5.92–6.03) | 7.08 ± 0.26 (6.85–7.88) | 7.95 ± 0.26 (7.74–8.78) |
| All other detectors | Mean ± SD (min–max) | 4.10 ± 0.58 (3.34–5.01) | 5.47 ± 0.62 (4.09–6.00) | 6.54 ± 0.51 (5.80–7.18) | 4.39 ± 0.65 (3.54–5.26) | 5.67 ± 0.69 (4.26–6.19) | 6.32 ± 0.70 (5.33–7.03) |

Abbreviations: $d_{10}$, dose at a 10 cm depth; FS, field size; FFF, flattening filter-free; min–max, minimum–maximum; OCR, off-center ratio; SD, standard deviation.

*P < 0.05.

**Table 5** Parameters analyzed for OCR profiles of 6 MV FFF beams measured at $d_{10}$. Values analyzed for profiles measured with ionization chambers, including CC13 and PTW31010, and all other detectors are listed.

| Detectors | Parameter | FWHM (mm) | Unflatness (mm) | Slope |
|-----------|-----------|-----------|-----------------|-------|
|           | FS (mm)   | 100 × 100 | 200 × 200       | 100 × 100 | 200 × 200 | 100 × 100 | 200 × 200 |
| CC13/PTW31010 | Mean ± SD (min–max) | 110.3 ± 0.4 (109.7–110.9) | 220.8 ± 0.6 (219.9–221.6) | 1.101 ± 0.002 (1.098–1.104) | 1.228 ± 0.002 (1.224–1.231) | 0.313 ± 0.003 (0.308–0.318) | 0.377 ± 0.003 (0.372–0.385) |
| All other detectors | Mean ± SD (min–max) | 110.0 ± 0.7 (109.1–111.0) | 220.3 ± 0.6 (219.7–221.3) | 1.102 ± 0.002 (1.100–1.106) | 1.231 ± 0.004 (1.227–1.236) | 0.318 ± 0.008 (0.305–0.328) | 0.384 ± 0.009 (0.378–0.400) |

Abbreviations: $d_{10}$, dose at a 10 cm depth; FFF, flattening filter-free; FS, field size; FWHM, full width at half maximum; OCR, off-center ratio; SD, standard deviation; min–max, minimum–maximum.

*P < 0.05.
changes in off were within 2%. For fl...

In addition, the FFF filter, whereas the spectrum of the FFF beams is not changed.23

affected the measured data at steep regions. Similar data have previ-

such parameters are evaluated. However, it has been reported that large FS results in the increase of scattered pho-

significantly larger penumbra width than other detectors including diode and diamond detectors. The inner diameters of cavity of the CC13 and PTW31010 chambers are 5.5 and 6 mm, respectively, and they are much larger than the sensitive area of diode and diamond detectors (Table S1). Such differences of the sensitive volume greatly affected the measured data at steep regions. Similar data have previously been reported in many studies. In contrast, the type of detector showed modest impacts on the shape of the curves, such as the dose fall-off region of PDD and field region of OCR defined as 80% FWHM, probably because the dose variations are not steep. In addition, the FFF-specific parameters, including unflatness and slope, showed very small variations among detectors. Although a few data showed statistically significant differences, the variations were within 2%. For flattened beams, the photon energy spectrum changes in off-center region because of the thickness of flattening filter, whereas the spectrum of the FFF beams is not changed.23 Therefore, the energy spectrum will be stable in the field region where the FFF-specific parameters are evaluated. However, it has been reported that large FS results in the increase of scattered photons with low energy, leading to an overresponse of diode detectors.10,24 Our results showed that the interunit variations of the FFF beam profiles were small and remained unaffected by the selection of detectors; the only exception is the penumbra region of the OCR profile data. For middle–large FSs, however, CC13/PTW31010 ionization chambers will be still suitable because of the stable response against photon energies. The impact of variations in penumbra width is relatively small for large FSs.

The OPF also presented small variations of <1%. Although the data collected with CC04 showed smaller OPF values with larger FSs, almost all other data were within 0.5%. For small-field dosimetry, many studies have demonstrated that the type of detector greatly affects the measured data. Alfonso et al.25 proposed output correction factors, which correct the effects of the detector type on small-field dosimetry, and the International Atomic Energy Agency updated the factors in the Technical Reports Series no. 483.12 Akino et al. previously collected the beam data of Novalis

**Table 6** Parameters analyzed for OCR profiles of 10 MV FFF beams measured at d_{100}. Values analyzed for profiles measured with ionization chambers, including CC13 and PTW31010, and all other detectors are listed

| Detectors     | Parameter | FWHM (mm) | Unflatness (mm) | Slope        |
|---------------|-----------|-----------|-----------------|--------------|
|               |           | 100 x 100 | 200 x 200       | 100 x 100    | 200 x 200    |
| CC13/PTW31010 | Mean ± SD | 110.1 ± 0.4 | 220.5 ± 0.6     | 1.173 ± 0.002 | 1.419 ± 0.002 | 0.558 ± 0.006 | 0.705 ± 0.003 |
|               | (min–max) | (109.5–110.8) | (219.6–221.3)  | [N = 12]     | [N = 13]     | [N = 12]     | [N = 13]     |
| All other     | Mean ± SD | 109.8 ± 0.6 | 220.1 ± 0.6     | 1.173 ± 0.003 | 1.424 ± 0.005 | 0.561 ± 0.008 | 0.711 ± 0.010 |
| detectors     | (min–max) | (109.0–110.9) | (219.6–221.1)  | [N = 7]      | [N = 5]      | [N = 7]      | [N = 5]      |

Abbreviations: d_{100}, dose at a 10 cm depth; FFF, flattening filter-free; FS, field size; FWHM, full width at half maximum; min–max, minimum–maximum; OCR, off-center ratio; SD, standard deviation.

*P < 0.05.

**Fig. 4.** Output factor (OPF) curves of 6 and 10 MV flattening filter-free beams are shown in the insets, with the relative differences between each curve and the mean values with field sizes ranging from 30 x 30 to 400 x 400 mm²
TANAKA et al.

T and reported that the OPF values varied in a detector-dependent manner. In addition, the authors also showed that variations were significantly reduced when applying output correction factors, which indicates that the observed interunit variations primarily depended on the detectors used for the measurements. Although this study does not evaluate the effects of the output correction factors, the variations were almost within 1%. This is because we only evaluated FSS ≥ 30 mm as the Eclipse TPS did not require data for smaller FSSs. For FSSs ≥ 30 mm, corrections of OPF values are unnecessary.

5 | CONCLUSIONS

In this study, we investigated the interunit variability in TrueBeam linacs among multiple institutions, focusing on FFF-specific parameters and detector selection. Although the penumbra region demonstrated detector-dependent variations, all other parameters, including the slope and unflatness, exhibited very small interunit variations, regardless of the detector type.
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