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ABSTRACT. We study different maximum principles for non-local non-linear operators with non-standard growth that arise naturally in the context of fractional Orlicz-Sobolev spaces and whose most notable representative is the fractional $g$–Laplacian:

$(-\Delta_g)^s u(x) := \text{p.v.} \int_{\mathbb{R}^n} g \left( \frac{u(x) - u(y)}{|x - y|^s} \right) \frac{dy}{|x - y|^{n+s}}$,

being $g$ the derivative of a Young function.

We further derive qualitative properties of solutions such as a Liouville type theorem and symmetry results and present several possible extensions and some interesting open questions. These are the first results of this type proved in this setting.

1. Introduction and main results

The aim of this manuscript is to study qualitative properties of the so-called fractional $g$–Laplacian; for $s \in (0, 1)$ the fractional $g$–Laplacian is defined by

$(-\Delta_g)^s u(x) := \text{p.v.} \int_{\mathbb{R}^n} g \left( \frac{u(x) - u(y)}{|x - y|^s} \right) \frac{dy}{|x - y|^{n+s}}$

where p.v. stands for the principal value and $g = G'$ is the derivative of a Young function $G$ (for this and other definitions see Section 2).
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This operator was introduced in [14] and has received an increasing attention in the last years since it allows to model non-local problems obeying a non-power behavior. See for instance [1, 2, 3, 4, 15, 12, 21, 20] and the references therein.

We will be particularly interested in different versions of maximum principles for the fractional \( g \)-Laplacian, from where many qualitative properties of solutions will be obtained.

The literature on maximum principles and the consequential qualitative properties of solutions (such as symmetry, for instance) is nowadays huge, and different techniques were developed in order to overcome technical difficulties arisen by the particular nature of the operators under study. For instance, the square power case (i.e. \( G(t) = t^2 \)) corresponds with the fractional Laplacian, and several tools such as representation formulas for solutions, the Fourier transform or the Caffarelli-Silvestre extension method have shown to be useful, and a series of successful results have been obtained (see [9, 10, 19] and the references therein). However, when \( G(t) = t^p \) (the well-known fractional \( p \)-Laplacian) these effective techniques no longer work due to the nonlinearity of the operator and new techniques and ideas need to be developed. Several results regarding maximum principles and qualitative properties of solutions were proved in [7, 8, 22, 23, 25, 24], just to mention some recent works. Furthermore, the method of moving planes introduced in the celebrated paper by Gidas, Ni and Nirenberg [16], or the sliding method developed by Berestycki and Nirenberg [5, 6] provide a flexible alternative to approach symmetry and related issues, and have been adapted to the nonlocal setting in the upper cited papers, among others.

In this manuscript we have as main goal to introduce several formulations of the maximum principle for the fractional \( g \)-Laplacian, from where we will deduce some interesting qualitative results such as a Liouville type theorem, or symmetry of solutions in a ball.

The novelty of our results is that they can be applied to non-local operators admitting behaviors more general than powers such as \( G(t) = t^p \log(1 + t) \), \( p \geq 2 \), or models related to double phase problems where \( G(t) = t^p + t^q \), where \( p, q \geq 2 \). To the best of the authors’ knowledge, these are the first results of this kind available in the literature for non-standard growth models.

We further highlight that the possible lack of homogeneity of \( G \) will be one of the main obstacles to overcome, and leads us to develop specific tools for this setting. Throughout the paper, solutions of equations involving the fractional \( g \)-Laplacian will be assumed to be of class \( C^{1,1}_\text{loc}(\mathbb{R}^n) \cap L_g \), being \( L_g \) the tail space defined as

\[
L_g := \left\{ u \in L^1_\text{loc}(\mathbb{R}^n) : \int_{\mathbb{R}^n} g \left( \frac{|u(x)|}{1 + |x|^s} \right) \frac{dx}{1 + |x|^{n+s}} < \infty \right\}.
\]

That regularity ensures the operator to be well-posed, see Lemma 2.4.

Our first result is a rather standard maximum principle for the fractional \( g \)-Laplacian:
Theorem 1.1 (Maximum principle on domains). Let $\Omega$ be a bounded domain in $\mathbb{R}^n$. Assume that $u \in C^{1,1}_{\text{loc}}(\mathbb{R}^n) \cap L_g$ and satisfies
\[
\begin{cases}
(-\Delta_g)^* u(x) \geq 0 & \text{if } x \in \Omega \\
u(x) \geq 0 & \text{if } x \in \mathbb{R}^n \setminus \Omega.
\end{cases}
\]
Then $u \geq 0$ in $\Omega$. Moreover, if $u(x) = 0$ at some point $x \in \Omega$, then $u \equiv 0$ in $\mathbb{R}^n$.

In our next result we prove that if $u$ is a bounded $g$–harmonic function, then it is symmetric about any given hyper-plane in $\mathbb{R}^n$ and hence it must be constant:

Theorem 1.2 (Liouville). Let $u \in C^{1,1}_{\text{loc}}(\mathbb{R}^n) \cap L_g$ satisfying
\[
(-\Delta_g)^* u = 0 \quad \text{in } \mathbb{R}^n.
\]
If $u$ is bounded, then $u$ is constant in $\mathbb{R}^n$.

The idea in order to obtain symmetry of $u$ with respect to a given hyper-plane $H$ is to consider the function $w(x) = u(\tilde{x}) - u(x)$, where $\tilde{x}$ denotes for the reflection of $x$ with respect to $H$. If we can prove that $w(x) \leq 0$ in $H$, then interchanging the roles of $x$ and $\tilde{x}$, we could deduce that $w(x) \equiv 0$ in $H$, and therefore $u(x)$ would be symmetric with respect to the plane $H$. Since the fractional $g$–Laplacian is invariant under rotations and translations this gives that $u$ must be constant.

The aforementioned strategy is reached by means of the following maximum principle for antisymmetric functions on hyperplanes:

Theorem 1.3 (Maximum principle on hyperplanes). Let $H$ be a hyperplane in $\mathbb{R}^n$, $\Sigma$ the half space at one side of the plane and $\tilde{x}$ be the reflection of $x$ across $H$. Let $u \in C^{1,1}_{\text{loc}}(\mathbb{R}^n) \cap L_g$ and define
\[
\tilde{u}(x) := u(\tilde{x}), \quad \text{and} \quad w(x) := \tilde{u}(x) - u(x).
\]
Assume $w$ is bounded in $\Sigma$. If for any $x \in \Sigma$ such that $\tilde{u}(x) > u(x)$ we have
\[
(-\Delta_g)^* \tilde{u}(x) - (-\Delta_g)^* u(x) \leq 0
\]
then
\[
w(x) \leq 0 \quad \text{in } \Sigma.
\]

Theorems like 1.2 are often generalized to allow some growth at infinity on the function $u$; indeed, the classical Liouville theorem for harmonic functions states that
\[
\Delta u = 0 \quad \text{in } \mathbb{R}^n \quad \text{and} \quad u = O(|x|^k) \quad \text{as } \quad |x| \to \infty
\]
imply that $u$ is a polynomial of order at most $k$. Even if the techniques displayed here do not seem to be adaptable to get a result under assumptions similar to (1.3), the problem is interesting and worth pointing out.

We will also be interested in studying nonlinear equations of the form
\[
(-\Delta_g)^* u = f(u)
\]
under suitable assumptions on the nonlinearity $f$. The classical method in this scenario is the method of moving planes; before stating the results we introduce some notation (which is fairly standard): let $\lambda \in \mathbb{R}$ and
\[
T_\lambda := \{x \in \mathbb{R}^n : x_n = \lambda \quad \text{for } \lambda \in \mathbb{R}\}
\]
be the hyperplane at height \( \lambda \); let
\[
\Sigma_\lambda := \{ x \in \mathbb{R}^n: x_n < \lambda \}
\]
be the upper half-space. For each \( x \in \Sigma_\lambda \) let
\[
x^\lambda := (x_1, x_2, \ldots, 2\lambda - x_n)
\]
be its reflection about the plane \( T_\lambda \). Finally, we will denote
\[
w_\lambda(x) := u(x^\lambda) - u(x)
\]
(notice that \( w_\lambda \) is anti-symmetric), and
\[
(1.4) \quad \lambda_0 := \sup \{ \lambda \leq 0 : w_\mu \geq 0 \text{ in } \Sigma_\mu \text{ for any } \mu \leq \lambda \}.
\]
This notation will be used throughout the paper.

The first step for the moving planes technique is to provide for a starting point to move the plane: for \( \lambda \) sufficiently negative, it must be showed that \( w_\lambda(x) \geq 0 \) in \( \Sigma_\lambda \) for any \( \lambda \leq \lambda_0 \).

This can be ensured by using the following maximum principle for anti-symmetric functions in bounded domains:

**Theorem 1.4** (Maximum principle on bounded domains in hyperplanes). Let \( T_\lambda, \Sigma_\lambda, w_\lambda \) be defined as above, \( u \in C^{1,1}_{\text{loc}}(\mathbb{R}^n) \cap L_g \).

If
\[
\begin{cases}
(\omega_g)^+ u(x^\lambda) - (\omega_g)^- u(x) \geq 0 & \text{in } \Omega \\
w_\lambda \geq 0 & \text{in } \Sigma_\lambda \setminus \Omega
\end{cases}
\]
then
\[
w_\lambda(x) \geq 0 \text{ in } \Sigma_\lambda.
\]
Moreover, if \( w_\lambda = 0 \) at some point in \( \Omega \), then \( w_\lambda \equiv 0 \) in \( \mathbb{R}^n \).

Moreover, the result holds true for unbounded domains if we further assume that \( w_\lambda(x) \geq 0 \text{ as } |x| \to \infty \).

The second step consists in proving that \( \lambda_0 = 0 \) which, applying the result to \( w_{\lambda_0} \) and \( -w_{\lambda_0} \), implies that \( u \) is symmetric about the plane \( \{ x_n = 0 \} \). This can be proved by means of a contradiction argument: by assuming that \( \lambda_0 < 0 \) we can construct a sequence \( \lambda_j \searrow \lambda_0 \), and \( x_j \in \Sigma_{\lambda_j} \) such that
\[
w_{\lambda_j}(x_j) = \min_{\Sigma_{\lambda_j}} w_{\lambda_j} \leq 0.
\]
We will show that such a sequence contradicts the following boundary estimate:

**Proposition 1.5** (Boundary estimate). Let \( \lambda_0 \) be given by (1.4) and assume it is finite and that \( w_{\lambda_0} > 0 \) in \( \Sigma_{\lambda_0} \). Suppose that there exists a sequence \( \lambda_j \searrow \lambda_0 \) and \( x_j \in \Sigma_{\lambda_j} \) such that
\[
w_{\lambda_j}(x_j) = \min_{\Sigma_{\lambda_j}} w_{\lambda_j} \leq 0 \quad \text{and} \quad \lim_{j \to \infty} x_j = \bar{x} \in T_{\lambda_0}.
\]
Let \( \delta_j = \text{dist}(x_j, T_{\lambda_0}) \). Then
\[
\limsup_{j \to \infty} \frac{1}{\delta_j} \left( (\omega_g)^+ u(x_j^\lambda) - (\omega_g)^- u(x_j) \right) < 0.
\]
With the aid of the previous results, we can establish the symmetry of positive solutions under natural assumptions on the right hand side $f$; this is the content of the following two theorems, concerning bounded domains and the whole space, respectively.

**Theorem 1.6** (Symmetry for solutions in a ball). Let $B$ be the unit ball in $\mathbb{R}^n$ and $u \in C^{1,1}_{loc}(B) \cap C(\overline{B})$ be a positive function in $B$ satisfying

$$
\begin{cases}
(\Delta_g)^s u = f(u) & \text{in } B \\
 u = 0 & \text{in } \mathbb{R}^n \setminus B,
\end{cases}
$$

where $f$ is a Lipschitz function with $f'$ nondecreasing and satisfying the following growth condition:

$$
g'(t) \leq Cf'(t) \quad \text{for } 0 < t < 1 \text{ and some } C > 0.
$$

Then $u$ is radially symmetric and monotone nondecreasing around the origin.

**Theorem 1.7** (Symmetry for solutions in whole space: decreasing RHS). Let $u \in C^{1,1}_{loc}(\mathbb{R}^n) \cap L_g$ satisfy

$$
(\Delta_g)^s u = f(u) \quad \text{and } u > 0 \quad \text{in } \mathbb{R}^n.
$$

Assume

$$f'(t) \leq 0 \quad \text{for } t \leq 1,
$$

$$
\lim_{|x| \to \infty} u(x) = 0.
$$

Then $u$ is radially symmetric around some point in $\mathbb{R}^n$.

We leave as an open question to find which are the (best) conditions on $f$ and on the decay of $u$ at infinity in order to ensure symmetry of positive solutions $u \in C^{1,1}_{loc}(\mathbb{R}^n) \cap L_g$ of

$$
(\Delta_g)^s u = f(u) \quad \text{and } u > 0 \quad \text{in } \mathbb{R}^n
$$
in the case in which $f$ is an increasing function.

Further interesting research directions would be to address qualitative properties of solutions unbounded domains, for instance

$$
(\Delta_g)^s u = f(u) \quad \text{in } \{x_n > 0\} \quad \text{and } u = 0 \quad \text{on } \{x_n = 0\},
$$
or more general unbounded domains such as those given by the epigraph of a Lipschitz function.

**Organization of the paper.** This article is organized as follows. Section 2 is devoted to introduce the notion of Young function and the proof of some useful inequalities, and several properties that the fractional $g-$Laplacian fulfills. In section 3 we prove the maximum principles in domains and hyperplanes as well as the Liouville theorem, namely, Theorems 1.1, 1.3 and 1.2. Section 4 contains the proofs of the maximum principle on bounded domains in hyperplanes, i.e., Theorem 1.4, and the boundary estimate stated in Proposition 1.5. In Section 5 we deliver the proof of our symmetry results, namely Theorems 1.6 and 1.7. Finally, in section 6 we introduce some applications and extensions of our results.
2. Preliminaries

In this section we give some preliminary definitions and technical results that will be used throughout the paper. We recall the notion of Young function and present some simple technical inequalities that will be helpful. Then, we define the fractional $g$-Laplacian and prove some important properties of it, both useful for the rest of the paper and of independent interest.

2.1. Young functions. An application $G: [0, \infty) \rightarrow [0, \infty)$ is said to be a Young function if it admits the integral representation

$$G(t) = \int_0^t g(\tau) \, d\tau,$$

where the right-continuous function $g$ defined on $[0, \infty)$ has the following properties:

- $g(0) = 0, \quad g(t) > 0$ for $t > 0,$
- $g$ is nondecreasing on $(0, \infty)$
- $\lim_{t \rightarrow \infty} g(t) = \infty.$

From these properties it is easy to see that a Young function $G$ is continuous, nonnegative, strictly increasing and convex on $[0, \infty)$. Further, we recall that we may extend $g$ to the whole $\mathbb{R}$ in an odd fashion: for $t < 0$ $g(t) = -g(-t)$.

We will consider the class of Young functions such that $g = G'$ is an absolutely continuous function that satisfies the condition

$$1 < p^- - 1 \leq \frac{tg'(t)}{g(t)} \leq p^+ - 1 < \infty, \quad t > 0.$$

This condition was first considered in the seminal work of G. Lieberman [18] and is the analogous to the ellipticity condition in the linear theory as it will be apparent later on; it essentially says that (2.1) means that $g(t)$ is “trapped between powers”. Moreover, integrating (2.1) we have that $G$ verifies

$$2 < p^- \leq \frac{tg(t)}{G(t)} \leq p^+ < \infty, \quad t > 0.$$

In [17, Theorem 4.1] it is shown that the upper bound in (2.1) (or in (2.2)) is equivalent to the so-called $\Delta_2$ condition (or doubling condition), namely

$$g(2t) \leq 2^{p^+-1}g(t), \quad G(2t) \leq 2^{p^+}G(t) \quad t \geq 0.$$

It is easy to verify that this condition implies the existence of constants $C_1, C_2 > 0$ such that for any $a, b \geq 0$

$$g(a + b) \leq C_1(g(a) + g(b)), \quad G(a + b) \leq C_2(G(a) + G(b)).$$

Further, the inequalities

$$\min\{\alpha^{p^- - 1}, \alpha^{p^+ - 1}\}g(t) \leq g(\alpha t) \leq \max\{\alpha^{p^- - 1}, \alpha^{p^+ - 1}\}g(t)$$

and

$$\frac{\min\{\alpha^{p^-}, \alpha^{p^+}\}}{p^+}G(t) \leq G(\alpha t) \leq p^+ \max\{\alpha^{p^-}, \alpha^{p^+}\}G(t)$$
hold for any, \( \alpha, \gamma \geq 0 \) (see [13, Lemma 2.1]).

A final condition to be imposed on \( g \) is that its derivative \( g' \) (that exists a.e.) is nondecreasing; we point out that this is analogous of dealing with the degenerate case \( p \geq 2 \) for the fractional \( p \)-Laplacian.

### 2.2. Some useful inequalities.

We include here some technical inequalities that will be used throughout the paper; the proofs are simple but included for the sake of completeness.

**Lemma 2.1.** Let \( G \) be a Young function such that \( g = G' \) satisfies (2.1). Then there exists \( C = C(p^+, p^-) > 0 \) such that

\[
g(b) - g(a) \geq C g(b - a).
\]

for all \( b \geq a \).

**Proof.** We split the proof in several cases.

**Case 1:** \( b \geq a \geq 0 \).

If \( a \geq \frac{b}{2} \), then, for some \( \xi \in (a, b) \) and using (2.1),

\[
g(b) - g(a) = g'(\xi)(b - a) \\
\geq g'\left(\frac{b}{2}\right)(b - a) \\
\geq g'\left(\frac{b - a}{2}\right)(b - a) \\
\geq 2(p^- - 1)g\left(\frac{b - a}{2}\right) \\
\geq 2^{p^+ - 1} g(b - a)
\]

where we have used (2.4) for the last inequality.

If \( 0 < a < \frac{b}{2} \), then we use (2.4) again and the fact that \( g \) is nondecreasing:

\[
g(b) - g(a) \geq g(b) - g\left(\frac{b}{2}\right) \\
\geq \left(1 - 2^{1-p^+}\right) g(b) \\
\geq \left(1 - 2^{1-p^+}\right) g(b - a).
\]

**Case 2:** \( a \leq b \leq 0 \).

In this case \( |a| \geq |b| \geq 0 \) and we can use oddity and derive the inequality from the previous case:

\[
g(b) - g(a) = g(|a|) - g(|b|) \geq C g(|a| - |b|) = C g(b - a).
\]

**Case 3:** \( a \leq 0 \leq b \).

Here \( a \) and \( b \) have different signs, then since \( g \) is odd

\[
g(b) - g(a) = g(|b|) + g(|a|) \geq C g(|b| + |a|) = C g(b - a),
\]

where we have used (2.3) for \( g \). The proof is now completed. \( \square \)
Lemma 2.2. For any $a, b \in \mathbb{R}$ and $g$ an absolutely continuous function such that $g'$ is nondecreasing, it holds that

$$|g(a + b) - g(a)| \leq |b|g'(|a| + |b|).$$

Proof. A straightforward computation gives (recall that $g'$ is nondecreasing)

$$|g(a + b) - g(a)| = \left| b \int_0^1 g'(a + tb) \, dt \right| \leq |b| \int_0^1 g'(|a| + t|b|) \, dt \leq |b|g'(|a| + |b|),$$

from where the lemma follows. \hfill \square

Lemma 2.3. Let $G$ be a Young function such that $G' = g$ satisfies (2.1). There exists a constant $0 < C_0 = C_0(p^-,p^+) \leq 1$ such that, if we write

$$g(b) - g(a) = g'(\xi)(b - a),$$

then

(2.6) \quad $|\xi| \geq C_0 \max \{|b|, |a|\}.$

Proof. Without loss of generality we may assume that $|b| > |a|$.

Case 1: $|a| \geq \frac{|b|}{2}$.

If $a$ and $b$ have the same sign, then $\xi$ is between $a$ and $b$ and (2.6) holds with $C_0 = 1$. If $a$ and $b$ are of opposite signs, since $g$ is odd, $g(a)$ and $g(b)$ are of opposite signs. It follows that

$$2g'(|\xi|)|b| \geq |g'(|b|)|b - a| = |g(b) - g(a)| \geq |g(b)|.$$

Then, by using (2.1) and the fact that $|g(b)| = |g(|b|)|$,

$$2g'(|\xi|) \geq \frac{|g(b)|}{|b|} \geq \frac{g'(|b|)}{p^- - 1}$$

and the desired relation holds since $g'$ is nondecreasing.

Case 2: $|a| \leq \frac{|b|}{2}$.

In this case (2.1) implies that

$$g(|b|) \geq g(2|a|) \geq 2^{p^- - 1}g(|a|)$$

from where

$$2g'(|\xi|)|b| \geq |g(b) - g(a)| \geq |g(|b|)| - |g(|a|)| \geq (1 - 2^{-(p^- - 1)})g(|b|)$$

and (2.6) follows. \hfill \square
2.3. The fractional $g$–Laplacian. Recall the fractional $g$–Laplacian defined in [14] by:

\[(2.7) \quad (-\Delta_g)^s u(x) := \text{p.v.} \int_{\mathbb{R}^n} g(D_s u(x,y)) \frac{dy}{|x-y|^{n+s}} \]

where the notation

\[D_s u(x,y) := \frac{u(x) - u(y)}{|x-y|^s} \]

is (and will be) used.

In this section we include some elementary properties of the fractional $g$–Laplacian. $(-\Delta_g)^s$ is an operator “of order $2s$”, so to ensure that $(-\Delta_g)^s$ is well defined at $x$ we need $u \in C^{2s+\delta}$ at $x$ for some $\delta > 0$; for the purposes of this paper it will be enough to assume that $u \in C^{1,1}$ at $x$ in the sense that there exists $C \geq 0$ such that

\[(2.8) \quad |u(x) - u(y) - \nabla u(x) \cdot (y - x)| \leq C|y - x|^2 \quad \text{for } |y - x| \text{ small enough.} \]

This is a stronger regularity assumption than $C^{2s+\delta}$ but serves for the sake of clarity.

On the other hand, because of the nonlocal nature of $(-\Delta_g)^s$ we need to control the behavior of $u$ at infinity; we will denote

\[(2.9) \quad L_g := \left\{ u \in L^1_{\text{loc}}(\mathbb{R}^n) : \int_{\mathbb{R}^n} g \left( \frac{|u(x)|}{1 + |x|^s} \right) \frac{dx}{1 + |x|^{n+s}} < \infty \right\} . \]

Notice that the inclusion

\[(2.10) \quad L_g \subset L_{g'} \]

holds; indeed, if $u \in L_g$ we can split

\[\int_{\mathbb{R}^n} g' \left( \frac{|u(x)|}{1 + |x|^s} \right) \frac{dx}{1 + |x|^{n+s}} = \left( \int_{\{x : \frac{|u(x)|}{1 + |x|^s} \leq 1\}} + \int_{\{x : \frac{|u(x)|}{1 + |x|^s} > 1\}} \right) g' \left( \frac{|u(x)|}{1 + |x|^s} \right) \frac{dx}{1 + |x|^{n+s}} . \]

Since $g'$ is nondecreasing the first term is bounded by

\[g'(1) \int_{\mathbb{R}^n} \frac{dx}{1 + |x|^{n+s}} < \infty \]

whereas the second term is bounded (using the (2.1) and the fact that $\frac{|u(x)|}{1 + |x|^s} > 1$) by

\[(p^+ - 1) \int_{\mathbb{R}^n} g \left( \frac{|u(x)|}{1 + |x|^s} \right) \frac{dx}{1 + |x|^{n+s}} < \infty . \]

The next lemma shows that (2.8) and (2.9) are enough for (2.7) to be well defined.

**Lemma 2.4.** Let $u \in C^{1,1} \cap L_g$ at $x \in \mathbb{R}^n$, then $(-\Delta_g)^s u(x)$ is well defined.

**Proof.** Let $0 < \varepsilon < 1$ and write

\[\int_{\mathbb{R}^n \setminus B_\varepsilon(x)} g \left( \frac{u(x) - u(y)}{|x-y|^s} \right) \frac{dy}{|x-y|^{n+s}} = I_1 + I_2 \]

with

\[I_1 := \int_{B_\varepsilon(x) \setminus \partial B_\varepsilon(x)} g \left( \frac{u(x) - u(y)}{|x-y|^s} \right) \frac{dy}{|x-y|^{n+s}} \]
and
\[ I_2 := \int_{\mathbb{R}^n \setminus B_1(x)} g \left( \frac{u(x) - u(y)}{|x - y|^s} \right) \frac{dy}{|x - y|^{n+s}}. \]

On one hand we have
\[ u(x) - u(y) = \nabla u(x) \cdot (x - y) + O(|x - y|^2) \]
as \( y \to x \) so Lemma 2.2 gives (recall \(|x - y| < 1\))
\[ \left| g \left( \frac{\nabla u(x) \cdot (x - y) + O(|x - y|^2)}{|x - y|^s} \right) \right| - g \left( \frac{\nabla u(x) \cdot (x - y)}{|x - y|^s} \right) \leq C|x-y|^{2-s} g' \left( C|x-y|^{1-s} \right) \]

Next notice that \( g \left( \frac{\nabla u(x) \cdot (x - y)}{|x - y|^s} \right) \) is odd so its integral over \( B_1(x) \setminus B_\varepsilon(x) \) vanishes, whence
\[
\left| \int_{B_1(x) \setminus B_\varepsilon(x)} g \left( \frac{u(x) - u(y)}{|x - y|^s} \right) \frac{dy}{|x - y|^{n+s}} \right| = \left| \int_{B_1(x) \setminus B_\varepsilon(x)} \left[ g \left( \frac{\nabla u(x) \cdot (x - y) + O(|x - y|^2)}{|x - y|^s} \right) - g \left( \frac{\nabla u(x) \cdot (x - y)}{|x - y|^s} \right) \right] \frac{dy}{|x - y|^{n+s}} \right|
\leq \int_{B_1(x) \setminus B_\varepsilon(x)} C|x-y|^{2-s} g' \left( C|x-y|^{1-s} \right) \frac{dy}{|x - y|^{n+s}}
\leq Cg' \left( C \int_{B_1(x) \setminus B_\varepsilon(x)} \frac{dy}{|x - y|^{n-2(1-s)}} \right)
\]
so \( I_1 \) converges as \( \varepsilon \to 0^+ \).

On the other hand, by (2.3)
\[
\int_{\mathbb{R}^n \setminus B_1(x)} g \left( \frac{u(x) - u(y)}{|x - y|^s} \right) \frac{dy}{|x - y|^{n+s}} \leq C \left( \int_{\mathbb{R}^n \setminus B_1(x)} g \left( \frac{|u(x)|}{|x - y|^s} \right) \frac{dy}{|x - y|^{n+s}} \right)
\leq C \left( \int_{\mathbb{R}^n \setminus B_1(x)} \frac{dy}{|x - y|^{n+s}} \right) + \int_{\mathbb{R}^n \setminus B_1(x)} g \left( \frac{|u(y)|}{1 + |y|^s} \right) \frac{dy}{1 + |y|^{n+s}}
\]
and noticing that for \( y \) outside \( B_1(x) \) the polynomials \(|x - y|^s\) and \(1 + |y|^s\) and \(|x - y|^{n+s}\) and \(1 + |y|^{n+s}\) are comparable we get
\[ |I_2| \leq C \left( g(|u(x)|) \int_{\mathbb{R}^n \setminus B_1(x)} \frac{dy}{|x - y|^{n+s}} + \int_{\mathbb{R}^n \setminus B_1(x)} g \left( \frac{|u(y)|}{1 + |y|^s} \right) \frac{dy}{1 + |y|^{n+s}} \right). \]
The first term is obviously integrable and so is the second owing to (2.9). The result follows. \( \square \)

The following simple result shows that \((-\Delta_g)^s\) is rotation invariant:

**Lemma 2.5.** Let \( u \in C^{1,1} \cap L_g \) at \( x \in \mathbb{R}^n \) and let \( Q \in \mathbb{R}^{n \times n} \) be an orthogonal matrix. Define
\[ u_Q(x) := u(Qx). \]
Then \((-\Delta_g)^su_Q(x) = (-\Delta_g)^su(Qx).\)
Proof. The proof is an immediate change of variables:

\[
(-\Delta_g)^s u_Q(x) = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^n \setminus B(\varepsilon)} g \left( \frac{u(Qx) - u(Qy)}{|x-y|^s} \right) \frac{dy}{|x-y|^{n+s}}
\]

\[
= \lim_{\varepsilon \to 0} \int_{\mathbb{R}^n \setminus B(\varepsilon)} g \left( \frac{u(Qx) - u(Qy)}{|Qx-Qy|^s} \right) \frac{dy}{|Qx-Qy|^{n+s}}
\]

\[
= \lim_{\varepsilon \to 0} \int_{\mathbb{R}^n \setminus B(\varepsilon)} g \left( \frac{u(Qx) - u(z)}{|Qx-z|^s} \right) \frac{dz}{|Qx-z|^{n+s}}
\]

\[
= (-\Delta_g)^s u(Qx).
\]

We will further need the following result concerning the fractional $g$–Laplacian of a cut-off function:

**Lemma 2.6.** Let $\varphi \in C^{\infty}_c(B_1)$ be a radially symmetric function decreasing with $|x|$, then $(-\Delta_g)^s \varphi(x)$ is well defined and

\[
|(-\Delta_g)^s \varphi(x)| \leq C
\]

for some $C$ depending on $n, s$ and $\|\varphi\|_{C^2(B_1)}$. Furthermore, $(-\Delta_g)^s \varphi(x)$ is also a radial function.

**Proof.** The bound in (2.11) follows simply by repeating the steps of the proof of Lemma 2.4. Let us show that $(-\Delta_g)^s \varphi(x)$ is radial; making the change of variables to spherical coordinates and denoting $x = rx', y = \rho y'$ with $|x'| = |y'| = 1$ we can compute

\[
(-\Delta_g)^s \varphi(x) = \text{p.v.} \int_{\mathbb{R}^n} g \left( \frac{\varphi(x) - \varphi(y)}{|x-y|^s} \right) \frac{dy}{|x-y|^{n+s}}
\]

\[
= \text{p.v.} \int_0^{\infty} \int_{\partial B_1} \int_{\partial B_1} g \left( \frac{\varphi(r) - \varphi(\rho)}{|x'-\rho y'|^s} \right) \frac{\rho^{n-1} d\rho d\rho'}{|x'-\rho y'|^{n+s}}
\]

\[
= \text{p.v.} \int_0^{\infty} \int_{\partial B_1} \int_{\partial B_1} g \left( \frac{\varphi(r) - \varphi(\rho)}{\rho^s |x'-\rho y'|^s} \right) \frac{\rho^{n-1} d\rho d\rho'}{|x'-\rho y'|^{n+s}}
\]

\[
= \text{p.v.} \int_0^{\infty} \int_{\partial B_1} \int_{\partial B_1} g \left( \frac{\varphi(r) - \varphi(\tau)}{\tau^s |x'-\tau y'|^s} \right) \frac{d\tau d\tau'}{|x'-\tau y'|^{n+s}}
\]

\[
= \text{p.v.} \int_0^{\infty} \int_{\partial B_1} \int_{\partial B_1} g \left( \frac{\varphi(r) - \varphi(\tau)}{\tau^s |x'-\tau y'|^s} \right) \frac{d\tau d\tau'}{|x'-\tau y'|^{n+s}}
\]

It is not obvious a priori that $h$ is a function of $\tau$ alone (and not of $x'$), but if we let $z' \in \partial B_1$ and $Q$ be an orthogonal matrix such that $z' = Qx'$ by changing variables $y' = Qw'$ we have

\[
\int_{\partial B_1} g \left( \frac{\varphi(r) - \varphi(\tau)}{\tau^s |z'-\tau y'|^s} \right) \frac{dy'}{|z'-\tau y'|^{n+s}} = \int_{\partial B_1} g \left( \frac{\varphi(r) - \varphi(\tau)}{\tau^s |Qx'-\tau Qw'|^s} \right) \frac{dw'}{|Qx'-\tau Qw'|^{n+s}}
\]

\[
= \int_{\partial B_1} g \left( \frac{\varphi(r) - \varphi(\tau)}{\tau^s |x'-\tau w'|^s} \right) \frac{dw'}{|x'-\tau w'|^{n+s}}.
\]
Therefore $h$ is indeed independent of $x'$ and $(-\Delta_g)^s \varphi(x)$ depends only on $r$ as desired.

We end this section with a technical lemma that gives control of $(-\Delta_g)^s u$ if we perturb it by a smooth function.

**Lemma 2.7.** Let $u \in C^{1,1} \cap L^3$ at $x$ and $\psi \in C_0^\infty(\mathbb{R}^n)$, then for all $\delta > 0$ there exists $C_\delta > 0$ such that

\[
|(-\Delta_g)^s (u + \varepsilon \psi)(x) - (-\Delta_g)^s u(x)| \leq C_\delta \varepsilon + \omega(\delta)
\]

with $\omega$ a continuous function of $\delta$ satisfying $\omega(0) = 0$.

**Proof.** Denote $v_\varepsilon(x) := u(x) + \varepsilon \psi(x)$, then

\[
(-\Delta_g)^s v_\varepsilon(x) - (-\Delta_g)^s u(x) = \text{p.v.} \left( \int_{B_\delta(x)} + \int_{B_\delta(x)} \right) \left[ g \left( \frac{v_\varepsilon(x) - v_\varepsilon(y)}{|x-y|^s} \right) - g \left( \frac{u(x) - u(y)}{|x-y|^s} \right) \right] \frac{dy}{|x-y|^{n+s}}
\]

Let us bound the first integral. Recall

\[
g(b) - g(a) = (b-a) \int_0^1 g'(a + t(b-a)) \, dt = (b-a)g'(a + t_0(b-a))
\]

for some $t_0 \in (0, 1)$. We use this expression with $a = \frac{u(x) - u(y)}{|x-y|^s}$ and $b = \frac{v_\varepsilon(x) - v_\varepsilon(y)}{|x-y|^s}$ to get

\[
g(D_s v_\varepsilon) - g(D_s u) = \varepsilon \frac{\psi(x) - \psi(y)}{|x-y|^s} g' \left( \frac{u(x) - u(y) + t_0 \varepsilon (\psi(x) - \psi(y))}{|x-y|^s} \right).
\]

Then,

\[
|I_1| \leq \int_{B_\delta(x)} \left| \varepsilon (\psi(x) - \psi(y)) \right| \left( \frac{u(x) - u(y) + t_0 \varepsilon (\psi(x) - \psi(y))}{|x-y|^s} \right) \frac{dy}{|x-y|^{n+s}}
\]

\[
\leq 2\varepsilon \| \psi \|_\infty \int_{B_\delta(x)} g' \left( \frac{|u(x)| + |u(y)| + 2 \| \psi \|_\infty}{|x-y|^s} \right) \frac{dy}{|x-y|^{n+2s}}
\]

\[
\leq 2\varepsilon C \| \psi \|_\infty \int_{B_\delta(x)} g' \left( \frac{|u(x)| + |u(y)| + 2 \| \psi \|_\infty}{1 + |y|^s} \right) \frac{dy}{1 + |y|^{n+2s}}.
\]

where we have also used that $|x-y|^s \sim 1 + |y|^s$ and $|x-y|^{n+2s} \sim 1 + |y|^{n+2s}$ if $y \in B_\delta(x)$ (the constant $C$ depends of course on $\delta$). Proceeding as in the proof of (2.10) and denoting

\[
E := \left\{ y \in \mathbb{R}^n : \frac{|u(x)| + |u(y)| + 2 \| \psi \|_\infty}{1 + |y|^s} \leq 1 \right\}
\]

we further obtain

\[
|I_1| \leq 2\varepsilon C \| \psi \|_\infty \left( \int_{B_\delta(x) \cap E^c} g' \left( \frac{|u(x)| + |u(y)| + 2 \| \psi \|_\infty}{1 + |y|^{n+2s}} \right) \frac{dy}{1 + |y|^{n+2s}} \right) + \int_{B_\delta(x) \cap E} g' \left( \frac{|u(x)| + |u(y)| + 2 \| \psi \|_\infty}{1 + |y|^s} \right) \frac{dy}{1 + |y|^{n+2s}}.
\]
but
\[
\int_{B^{+}_{\delta}(x) \cap E^{c}} g \left( \frac{|u(x)| + |u(y)| + 2\|\psi\|_{\infty}}{1 + |y|^{s}} \right) \frac{dy}{1 + |y|^{n+2s}} \leq C \left( \int_{B^{+}_{\delta}(x) \cap E^{c}} g \left( \frac{|u(y)|}{1 + |y|^{s}} \right) \frac{dy}{1 + |y|^{n+2s}} \right) + g(|u(x)| + 2\|\psi\|_{\infty}) \int_{B^{+}_{\delta}(x) \cap E^{c}} \frac{dy}{1 + |y|^{n+2s}}.
\]

Given that the second integral is finite and so is the first (since \( u \in L_{g} \)) we obtain
\[
|I_{1}| \leq C_{\delta} \varepsilon.
\]

Now we turn to \( I_{2} \): (2.8) allows us to write
\[
v_{\varepsilon}(x) - v_{\varepsilon}(y) = \nabla v_{\varepsilon}(x) \cdot (x - y) + O(|x - y|^{2}).
\]
Also, \( \nabla v_{\varepsilon}(x) \cdot (x - y) \) is anti-symmetric for \( y \in B_{\delta}(x) \) and \( g \) is an odd function we have
\[
p.v. \int_{B_{\delta}(x)} g \left( \frac{\nabla v_{\varepsilon}(x) \cdot (x - y)}{|x - y|^{s}} \right) \frac{dy}{|x - y|^{n+s}} = 0.
\]
Then, using Lemma 2.2
\[
p.v. \int_{B_{\delta}(x)} g \left( D_{s}v_{\varepsilon} \right) \frac{dy}{|x - y|^{n+s}} = p.v. \int_{B_{\delta}(x)} g \left( D_{s}v_{\varepsilon} \right) \frac{dy}{|x - y|^{n+s}} - p.v. \int_{B_{\delta}(x)} g \left( \frac{\nabla v_{\varepsilon}(x) \cdot (x - y)}{|x - y|^{s}} \right) \frac{dy}{|x - y|^{n+s}} \leq p.v. \int_{B_{\delta}(x)} O(|x - y|^{2-s}) \frac{dy}{|x - y|^{n+s}} + O(|x - y|^{2-s}) \frac{dy}{|x - y|^{n+s}} \leq p.v. C_{\delta} \left( |\nabla v_{\varepsilon}(x)| \delta^{1-s} + \delta^{2-s} \right) \frac{dy}{|x - y|^{n+s-2}} \leq p.v. C_{\delta} g'(C_{\delta}) \int_{B_{\delta}(x)} \frac{dy}{|x - y|^{n+s-2}} < \infty.
\]

The bound for \( g \left( D_{s}u \right) \) is analogous and we get
\[
|I_{2}| \leq p.v. C_{\delta} g'(C_{\delta}) \int_{B_{\delta}(x)} \frac{dy}{|x - y|^{n+s-2}},
\]
and the conclusion of the lemma follows. \( \square \)

**Remark 2.8.** It may be worth pointing out that the constant \( C_{\delta} \) depends on other quantities besides from \( \delta \); it depends on \( n, s, \|\psi\|_{\infty} \) and on \( u \) itself. However, for the purposes of our application in the proof of Theorem 1.3, the important property is that it does not depend on \( \varepsilon \).

3. **Proof of the maximum principle on domains, maximum principle on hyperplanes and Liouville theorem**

This section is devoted to the proof of Theorems 1.1, 1.3 and 1.2. The first one is rather simple owing to the nonlocal nature of the operator:
Proof of Theorem 1.1. Suppose that the conclusion is false. Then, since $u$ is continuous in $\Omega$, there exists $\bar{x} \in \Omega$ such that

$$ u(\bar{x}) = \min_{\Omega} u < 0. $$

By Lemma 2.4 we can evaluate point-wisely the operator, then the last claim together with the fact that $u \geq 0$ in $\mathbb{R}^n \setminus \Omega$ give that

$$ (-\Delta g)^s u(\bar{x}) = \text{p.v.} \left( \int_{\Omega} + \int_{\mathbb{R}^n \setminus \Omega} \right) g \left( \frac{u(\bar{x}) - u(y)}{|x-y|^s} \right) \frac{dy}{|x-y|^{n+s}} $$

$$ < \int_{\mathbb{R}^n \setminus \Omega} g \left( \frac{u(\bar{x}) - u(y)}{|x-y|^s} \right) \frac{dy}{|x-y|^{n+s}} $$

$$ \leq 0. $$

This contradicts that $(-\Delta g)^s u(\bar{x}) \geq 0$ by hypothesis, and hence we must have $u(x) \geq 0$ in $\Omega$.

If $u(\bar{x}) = 0$ at some $\bar{x} \in \Omega$, then

$$ 0 \leq (-\Delta g)^s u(\bar{x}) = \text{p.v.} \int_{\mathbb{R}^n} g \left( \frac{-u(y)}{|x-y|^s} \right) \frac{dy}{|x-y|^{n+s}} \leq 0 $$

and hence the integral must be identically zero. Since $u$ is non-negative, we conclude that $u(x) \equiv 0$ in $\mathbb{R}^n$ and the proof concludes. \qed

Next we give the

Proof of Theorem 1.3. By the rotation and translation invariance of $(-\Delta g)^s$ we may assume that

$$ H = \{ x \in \mathbb{R}^n : x_1 = 0 \} \quad \text{and} \quad \Sigma = \{ x \in \mathbb{R}^n : x_1 < 0 \}. $$

By contradiction, let us suppose (1.2) is false and let

$$ A := \sup_{\Sigma} w(x) > 0. $$

Then, for $\gamma \in (0,1)$ to be chosen later there exists $\bar{x} \in \Sigma$ such that

$$ w(\bar{x}) \geq \gamma A. $$

Let $\eta \in C_c^\infty(B_1)$ be a radially symmetric, decreasing function satisfying

$$ 0 \leq \eta \leq 1, \quad \eta(0) = 1. $$

Recall that, due to Lemma 2.6,

$$ |(-\Delta g)^s \eta| \leq C $$

and $(-\Delta g)^s \eta$ is a radial function. Let us further set

$$ \psi(x) := \eta(x+\bar{x}) \quad \text{and} \quad \tilde{\psi}(x) := \eta(x-\bar{x}) $$

and notice that

$$ \tilde{\psi}(x) - \psi(x) \text{ is antisymmetric with respect to } H, $$

$$ \tilde{\psi}(x) = 0 \text{ in } \mathbb{R}^n \setminus B_1(\bar{x}), $$

$$ \psi(x) = 0 \text{ in } \mathbb{R}^n \setminus B_1(-\bar{x}) \text{ (in particular in } \Sigma). $$
The idea is to construct an appropriate perturbation of $w$ and use (1.1) to get a contradiction. We start by choosing $\varepsilon > 0$ small enough so that
\[
w(x) + \varepsilon \tilde{\psi}(x) - \varepsilon \psi(x) = w(x) + \varepsilon \tilde{\psi}(x) - \varepsilon \psi(x) = w(x) + \varepsilon > A
\]
and notice that by construction
\[
w(x) + \varepsilon \tilde{\psi}(x) - \varepsilon \psi(x) \geq w(x) + \varepsilon \tilde{\psi}(x) - \varepsilon \psi(x) \quad \forall x \in \Sigma \setminus B_1(\bar{x})
\]
and therefore
\[
\max_{x \in \Sigma} (w(x) + \varepsilon \tilde{\psi}(x) - \varepsilon \psi(x)) = w(\bar{x}) + \varepsilon \tilde{\psi}(\bar{x}) - \varepsilon \psi(\bar{x}) \text{ for some } \bar{x} \in \overline{B_1(\bar{x})}.
\]

We will estimate
\[
(3.1) \quad (-\Delta_g)^s(\bar{u} + \varepsilon \tilde{\psi})(\bar{x}) - (-\Delta_g)^s(u + \varepsilon \psi)(\bar{x})
\]

by above and below to reach a contradiction.

We start computing
\[
(-\Delta_g)^s(\bar{u} + \varepsilon \tilde{\psi})(\bar{x}) - (-\Delta_g)^s(u + \varepsilon \psi)(\bar{x}) =
\int_{\mathbb{R}^n} \left[ g \left( \frac{\bar{u}(\bar{x}) + \varepsilon \tilde{\psi}(\bar{x}) - \bar{u}(y) - \varepsilon \psi(y)}{|\bar{x} - y|^s} \right) - g \left( \frac{u(\bar{x}) + \varepsilon \psi(\bar{x}) - u(y) - \varepsilon \psi(y)}{|\bar{x} - y|^s} \right) \right] dy
\]

Splitting $\mathbb{R}^n$ as $\Sigma \cup \Sigma^c$, and performing a change of variables the expression above reads as
\[
\int_{\Sigma} \left[ g \left( \frac{\bar{u}(\bar{x}) + \varepsilon \tilde{\psi}(\bar{x}) - \bar{u}(y) - \varepsilon \psi(y)}{|\bar{x} - y|^s} \right) - g \left( \frac{u(\bar{x}) + \varepsilon \psi(\bar{x}) - u(y) - \varepsilon \psi(y)}{|\bar{x} - y|^s} \right) \right] dy + \int_{\Sigma} \left[ g \left( \frac{\bar{u}(\bar{x}) + \varepsilon \tilde{\psi}(\bar{x}) - \bar{u}(y) - \varepsilon \psi(y)}{|\bar{x} + y|^s} \right) - g \left( \frac{u(\bar{x}) + \varepsilon \psi(\bar{x}) - u(y) - \varepsilon \psi(y)}{|\bar{x} + y|^s} \right) \right] dy
\]
where we have used the definition of $\bar{u}$ and $\tilde{\psi}$. We can further rewrite this as
\[
\int_{\Sigma} \left[ \frac{1}{|\bar{x} - y|^{n+s}} - \frac{1}{|\bar{x} + y|^{n+s}} \right] \left[ g \left( \frac{\bar{u}(\bar{x}) + \varepsilon \tilde{\psi}(\bar{x}) - \bar{u}(y) - \varepsilon \psi(y)}{|\bar{x} - y|^s} \right) - g \left( \frac{u(\bar{x}) + \varepsilon \psi(\bar{x}) - u(y) - \varepsilon \psi(y)}{|\bar{x} - y|^s} \right) \right] dy + \int_{\Sigma} \left[ \frac{1}{|\bar{x} - y|^{n+s}} - \frac{1}{|\bar{x} + y|^{n+s}} \right] \left[ g \left( \frac{\bar{u}(\bar{x}) + \varepsilon \tilde{\psi}(\bar{x}) - \bar{u}(y) - \varepsilon \psi(y)}{|\bar{x} + y|^s} \right) - g \left( \frac{u(\bar{x}) + \varepsilon \psi(\bar{x}) - u(y) - \varepsilon \psi(y)}{|\bar{x} + y|^s} \right) \right] dy + \int_{\Sigma} \left[ \frac{1}{|\bar{x} - y|^{n+s}} - \frac{1}{|\bar{x} + y|^{n+s}} \right] \left[ g \left( \frac{\bar{u}(\bar{x}) + \varepsilon \tilde{\psi}(\bar{x}) - \bar{u}(y) - \varepsilon \psi(y)}{|\bar{x} + y|^s} \right) - g \left( \frac{u(\bar{x}) + \varepsilon \psi(\bar{x}) - u(y) - \varepsilon \psi(y)}{|\bar{x} - y|^s} \right) \right] dy := I_1 + I_2 + I_3.
\]

We bound each term separately. Notice that
\[
(3.2) \quad \frac{1}{|\bar{x} - y|^{n+s}} \geq \frac{1}{|\bar{x} + y|^{n+s}} \quad \text{for } y \in \Sigma
\]
and observe that
\[ 0 \leq (w(\tilde{x}) + \varepsilon \tilde{\psi}(\tilde{x}) - \varepsilon \psi(\tilde{x})) - (w(y) + \varepsilon \tilde{\psi}(y) - \varepsilon \psi(y)) \]
\[ = (\tilde{u}(\tilde{x}) + \varepsilon \tilde{\psi}(\tilde{x}) - \tilde{u}(y) - \varepsilon \tilde{\psi}(y)) - (u(\tilde{x}) + \varepsilon \psi(\tilde{x}) - u(y) - \varepsilon \psi(y)) \]
so the monotonicity of \( g \) implies that \( I_1 \geq 0 \).

To bound \( I_2 \), first observe that
\[ (\tilde{u}(\tilde{x}) + \varepsilon \tilde{\psi}(\tilde{x}) - \tilde{u}(y) - \varepsilon \tilde{\psi}(y)) - (u(\tilde{x}) + \varepsilon \psi(\tilde{x}) - \tilde{u}(y) - \varepsilon \tilde{\psi}(y)) \]
\[ = w(\tilde{x}) + \varepsilon \tilde{\psi}(\tilde{x}) - \varepsilon \psi(\tilde{x}) \geq A, \]
therefore, by (3.2) and Lemma 2.1 we get
\[ g\left(\frac{\tilde{u}(\tilde{x}) + \varepsilon \tilde{\psi}(\tilde{x}) - \tilde{u}(y) - \varepsilon \tilde{\psi}(y)}{|\tilde{x} - y|^s}\right) - g\left(\frac{u(\tilde{x}) + \varepsilon \psi(\tilde{x}) - \tilde{u}(y) - \varepsilon \tilde{\psi}(y)}{|\tilde{x} + y|^s}\right) \geq C g\left(\frac{A}{|\tilde{x} - y|^s}\right) . \]
and therefore
\[ I_2 \geq C \int \Sigma g\left(\frac{A}{|\tilde{x} - y|^s}\right) \frac{dy}{|\tilde{x} + y|^{n+s}} = C_0 g(A). \]
Finally, notice that the bound for \( I_3 \) is similar to the one for \( I_2 \) and we get
(3.3) \[ (3.1) \geq 2C_0 g(A). \]

To get an upper bound, we use Lemma 2.7 and (1.1)
\[ (3.1) = (-\Delta g)^s(\tilde{u} + \varepsilon \tilde{\psi})(\tilde{x}) - (-\Delta g)^s \tilde{u}(\tilde{x}) \]
\[ - ((-\Delta g)^s(\tilde{u} + \varepsilon \psi)(\tilde{x}) - (-\Delta g)^s \tilde{u}(\tilde{x})) + (-\Delta g)^s \tilde{u}(\tilde{x}) - (-\Delta g)^s u(\tilde{x}) \]
\[ \leq 2(C_\delta \varepsilon + \omega(\delta)) + (-\Delta g)^s \tilde{u}(\tilde{x}) - (-\Delta g)^s u(\tilde{x}) \]
\[ \leq 2(C_\delta \varepsilon + \omega(\delta)). \]
The last inequality, together with (3.3) gives
\[ C_0 g(A) \leq C_\delta \varepsilon + \omega(\delta) \]
which, taking \( \delta \) such that \( \omega(\delta) \leq \frac{C_0 g(A)}{2} \) gives
\[ \frac{C_0 g(A)}{2C_\delta} \leq \varepsilon, \]
but since \( \varepsilon \) can be chosen as small as needed we have reached a contradiction. \( \square \)

As mentioned in the Introduction, the previous theorem is sufficient to give the

**Proof of Theorem 1.2.** Let us see that \( u \) is symmetric with respect to any hyperplane, as a consequence of Theorem 1.3. Indeed, if \( H \) is any hyperplane and \( \Sigma \) is the semi-space on one side of \( H \), we can define \( w \) as in Theorem 1.3 and notice that since \( u \) is bounded so is \( w \). Further, since \( u \) is \( g \)-harmonic in \( \mathbb{R}^n \),
\[ (-\Delta g)^s \tilde{u}(x) - (-\Delta g)^s u(x) = 0, \]
in particular if \( \tilde{u}(x) > u(x) \) for some \( x \in \Sigma \).

By Theorem 1.3 \( w(x) \leq 0 \) in \( \Sigma \). Similarly it can be proved that \( w(x) \geq 0 \) in \( \Sigma \). Therefore \( w(x) \equiv 0 \) in \( \Sigma \), and \( u(x) \) is symmetric with respect to \( H \). Since \( H \) can be
chosen arbitrarily, \( u \) is radially symmetric about any point, giving that \( u(x) \equiv C \) and concluding the proof. \( \square \)

4. **Proof of Theorem 1.4 and Proposition 1.5**

This section is dedicated to the proofs of Theorem 1.4 and Proposition 1.5, starting with the former:

**Proof of Theorems 1.4.** Assume that the thesis of the theorem fails to hold, that is for some \( \bar{x} \in \Omega \)

\[
  w_{\lambda}(\bar{x}) = \min_{\Sigma_{\lambda}} w = \min_{\bar{\Omega}} w < 0.
\]

Let us compute, splitting \( \mathbb{R}^n \) as \( \Sigma_{\lambda} \cup \Sigma_{\lambda}^c \)

\[
  (-\Delta g)^s u(\bar{x}) - (-\Delta g)^s u(\bar{x}) = \int_{\mathbb{R}^n} \left[ g \left( \frac{u(\bar{x}) - u(y)}{|\bar{x} - y|^s} \right) - g \left( \frac{u(\bar{x}) - u(y)}{|\bar{x} - y|^s} \right) \right] \frac{dy}{|\bar{x} - y|^{n+s}}
\]

\[
= \int_{\Sigma_{\lambda}} \left[ g \left( \frac{u(\bar{x}) - u(y)}{|\bar{x} - y|^s} \right) - g \left( \frac{u(\bar{x}) - u(y)}{|\bar{x} - y|^s} \right) \right] \frac{dy}{|\bar{x} - y|^{n+s}} + \int_{\Sigma_{\lambda}^c} \left[ g \left( \frac{u(\bar{x}) - u(y)}{|\bar{x} - y|^s} \right) - g \left( \frac{u(\bar{x}) - u(y)}{|\bar{x} - y|^s} \right) \right] \frac{dy}{|\bar{x} - y|^{n+s}}
\]

\[
= I_1 + I_2
\]

with

\[
  I_1 := \int_{\Sigma_{\lambda}} \left[ g \left( \frac{u(\bar{x}) - u(y)}{|\bar{x} - y|^s} \right) - g \left( \frac{u(\bar{x}) - u(y)}{|\bar{x} - y|^s} \right) \right] \left( \frac{1}{|\bar{x} - y|^{n+s}} - \frac{1}{|\bar{x} - y|^n|\bar{x} - y|^{n+s}} \right) dy
\]

and

\[
  I_2 := \int_{\Sigma_{\lambda}} \left[ g \left( \frac{u(\bar{x}) - u(y)}{|\bar{x} - y|^s} \right) - g \left( \frac{u(\bar{x}) - u(y)}{|\bar{x} - y|^s} \right) \right] \frac{dy}{|\bar{x} - y|^{n+s}}
\]

\[
+ g \left( \frac{u(\bar{x}) - u(y)}{|\bar{x} - y|^s} \right) - g \left( \frac{u(\bar{x}) - u(y)}{|\bar{x} - y|^s} \right) \frac{dy}{|\bar{x} - y|^{n+s}}.
\]

Now,

\[
  \frac{1}{|\bar{x} - y|^{n+s}} - \frac{1}{|\bar{x} - y|^n|\bar{x} - y|^{n+s}} > 0
\]

while, recalling that

\[
  w_{\lambda}(\bar{x}) - w_{\lambda}(y) = u(\bar{x}) - u(y) - (u(\bar{x}) - u(y)) \leq 0,
\]

we get

\[
  g \left( \frac{u(\bar{x}) - u(y)}{|\bar{x} - y|^s} \right) - g \left( \frac{u(\bar{x}) - u(y)}{|\bar{x} - y|^s} \right) \leq 0
\]

so that

(4.1)

\[
  I_1 \leq 0.
\]

For the other term we have

\[
  I_2 = w_{\lambda}(\bar{x}) \int_{\Sigma_{\lambda}} \frac{g'(|\xi|) + g'(\zeta(y))}{|\bar{x} - y|^n|\bar{x} - y|^{n+s}} dy
\]
with 
\[ \xi(y) \text{ between } u(\bar{x}^\lambda) - u(y) \text{ and } u(\bar{x}) - u(y) \]
and 
\[ \zeta(y) \text{ between } u(\bar{x}^\lambda) - u(y^\lambda) \text{ and } u(\bar{x}) - u(y^\lambda). \]
Since by the contradiction assumption \( w_\lambda(\bar{x}) < 0 \) and \( G \) is convex (which implies \( g' > 0 \)) we have
\[ (4.2) \quad I_2 < 0. \]

Putting together (4.1) and (4.2) we get
\[ (4.3) \quad (-\Delta_g)^su(\bar{x}^\lambda) - (-\Delta_g)^su(\bar{x}) < 0 \]
contradicting the hypothesis.

On the other hand, if \( w_\lambda(x) = 0 \) at some \( x \in \Omega \), then \( x \) is a minimum of \( w \) in \( \Omega \). Therefore, by using the hypothesis and splitting the integrals as before,
\[ 0 \leq (-\Delta_g)^su(\bar{x}^\lambda) - (-\Delta_g)^su(\bar{x}) = I_1 + I_2 \]
with \( I_2 = 0 \), and then \( I_1 \geq 0 \). This implies that
\[ g \left( \frac{u(\bar{x}^\lambda) - u(y^\lambda)}{|x|^{\lambda}} \right) - g \left( \frac{u(\bar{x}) - u(y)}{|x^\lambda|^{\lambda}} \right) \geq 0. \]
Observe that the monotonicity of \( g \) implies that
\[ (g \left( \frac{u(\bar{x}^\lambda) - u(y^\lambda)}{|x|^{\lambda}} \right) - g \left( \frac{u(\bar{x}) - u(y)}{|x^\lambda|^{\lambda}} \right)) \left( u(\bar{x}^\lambda) - u(\bar{x}) \right) \geq 0 \]
from where it is derived that
\[ (u(\bar{x}^\lambda) - u(\bar{x})) = w_\lambda(x) - w_\lambda(y) \]
giving that \( w_\lambda(y) = 0 \) in \( \Sigma_\lambda \), and from the antisymmetry of \( w_\lambda \), in \( \mathbb{R}^n \).

Finally, when \( \Omega \) is unbounded, if we further assume that \( w(x) \geq 0 \) as \( |x| \rightarrow \infty \), if it assumed that \( w(x) \geq 0 \) in \( \Sigma_\lambda \) does not hold, a similar reasoning can be performed to reach a contradiction. \( \square \)

Recall that, to prove Theorem 1.6 we need Proposition 1.5 so that is the next proof we address.

**Proof of Proposition 1.5.** Proceeding as in the previous proof we compute
\[ \frac{1}{\delta_j} \left( (-\Delta_g)^su(x_j^\lambda) - (-\Delta_g)^su(x_j) \right) = \]
\[ = \frac{1}{\delta_j} \int_{\Sigma_{\lambda_j}} \left[ \frac{\left( u(x_j^\lambda) - u(y^\lambda) \right)}{|x_j - y^\lambda|^{s}} - \frac{u(x_j) - u(y)}{|x_j - y|^{s}} \right] \left( \frac{1}{|x_j - y|^{n+s}} - \frac{1}{|x_j - y^\lambda|^{n+s}} \right) dy \]
\[ + \frac{w_\lambda(x_j)}{\delta_j} \int_{\Sigma_{\lambda_j}} \frac{g'(\xi(y)) + g'(\zeta(y))}{|x_j - y^\lambda|^{s+2s}} dy. \]
Recall that
\[ (4.4) \quad \frac{w_\lambda(x_j)}{\delta_j} \int_{\Sigma_{\lambda_j}} \frac{g'(\xi(y)) + g'(\zeta(y))}{|x_j - y^\lambda|^{s+2s}} dy \leq 0 \]
since \( w_{\lambda_j}(x_j) \leq 0 \) and \( g' > 0 \).

For the first term, we first note that
\[
\lim_{j \to \infty} u(x_j^{\lambda_j}) - u(y^{\lambda}) - u(x_j) - u(y) = \lim_{j \to \infty} w_{\lambda_j}(x_j) - w_{\lambda_j}(y) = w_{\lambda_0}(\bar{x}) - w_{\lambda_0}(y) < 0
\]
and therefore
\[
(4.5) \quad \lim_{j \to \infty} g\left(\frac{u(x_j^{\lambda_j}) - u(x_j)}{|\bar{x} - y|^s}\right) - g\left(\frac{u(x_j) - u(y)}{|\bar{x} - y|^s}\right) < 0.
\]
Also,
\[
1 \frac{1}{|x_j - y|^{n+s}} - 1 \frac{1}{|x_j - y^{\lambda_j}|^{n+s}} = \frac{-(n + s)}{2|\eta(y)|^{n+s+2}} (|x_j - y| - |x_j - y^{\lambda_j}|)
\]
and so
\[
(4.6) \quad \lim_{j \to \infty} \frac{1}{\delta_j} \left(\frac{1}{|x_j - y|^{n+s}} - \frac{1}{|x_j - y^{\lambda_j}|^{n+s}}\right) > 0.
\]

Gathering (4.5)-(4.6) with (4.4) and taking \( \lim \sup \) gives
\[
\lim_{j \to \infty} \sup \frac{1}{\delta_j} \left(\frac{(-\Delta g)^s u(x_j^{\lambda_j}) - (-\Delta g)^s u(x_j)}{|\bar{x} - y|^s}\right) < 0
\]
as desired. \( \Box \)

5. Symmetry results

Next we give present the proofs of our symmetry results, Theorems 1.6 and 1.7:

**Proof of Theorem 1.6.** As mentioned, the proof follows the scheme of the moving planes method. Let us set
\[
\Omega_\lambda := \Sigma_\lambda \cap B.
\]
The first step is to show that for \( \lambda > -1 \) but sufficiently close to \(-1\) we have \( w_\lambda \geq 0 \) in \( \Omega_\lambda \). Let us assume for the sake of contradiction that this is not the case. Then
\[
w_{\lambda}(\bar{x}) = \min_{\Omega_\lambda} w_{\lambda} < 0
\]
(\( \lambda \) will be suitably chosen later).

On one hand, (1.5) gives
\[
(-\Delta g)^s u(\bar{x}^{\lambda}) - (-\Delta g)^s u(\bar{x}) = f(u(\bar{x}^{\lambda})) - f(u(\bar{x})) = f'(\xi)w_{\lambda}(\bar{x})
\]
for some \( \xi \) that lies between \( u(\bar{x}^{\lambda}) \) and \( u(\bar{x}) \). Since \( f' \) is nondecreasing and by hypothesis \( w_{\lambda}(\bar{x}) < 0 \) this turns into
\[
(-\Delta g)^s u(\bar{x}^{\lambda}) - (-\Delta g)^s u(\bar{x}) \geq f'(u(\bar{x})) w_{\lambda}(\bar{x}).
\]

On the other hand, we can proceed as in the proof of Theorem 1.4 to get
\[
(-\Delta g)^s u(\bar{x}^{\lambda}) - (-\Delta g)^s u(\bar{x}) \leq w_{\lambda}(\bar{x}) \int_{\Sigma_\lambda} \frac{g'(\xi(y)) + g'((\xi(y))}{|\bar{x} - y^{\lambda}|^{n+2s}} dy =: w_{\lambda}(\bar{x})I
\]
with

\[ u(\bar{x}^\lambda) - u(y^\lambda) < \xi(y) < u(\bar{x}) - u(y^\lambda) \]
\[ u(\bar{x}^\lambda) - u(y) < \zeta(y) < u(\bar{x}) - u(y). \]

We will use Lemma 2.3 to bound \( I \) by below:

\[
I \geq \int_{\Omega_{\lambda}} g'(C_0 \max\{|u(\bar{x}^\lambda) - u(y^\lambda)|, |u(\bar{x}) - u(y)|\}) \frac{dy}{|\bar{x} - y^\lambda|^{n+2s}}
\]
\[
\geq \int_{\Sigma_{\lambda} \setminus \Omega_{\lambda}} g'(C_0 \max\{|u(\bar{x}^\lambda)|, |u(\bar{x})|\}) \frac{dy}{|\bar{x} - y^\lambda|^{n+2s}}
\]
\[
\geq \int_{\Omega_{\lambda+1} \setminus \Omega_{\lambda}} g'(C_0 u(\bar{x})) \frac{dy}{|\bar{x} - y^\lambda|^{n+2s}}
\]
\[
\geq \frac{g'(C_0 u(\bar{x}))}{|1 + |\lambda|^2s|}
\]

where we have used that \( u(y) = 0 \) in \( \Sigma_{\lambda} \setminus \Omega_{\lambda} \) and \( w_\lambda(\bar{x}) = u(\bar{x}^\lambda) - u(\bar{x}) < 0 \).

This together with (5.1) give

\[
0 \leq \left( \frac{g'(C_0 u(\bar{x}))}{|\lambda + 1|^2s} - f'(u(\bar{x})) \right) w_\lambda(\bar{x})
\]

but thanks to (1.6) (and the fact that \( C_0 \leq 1 \)) we know that

\[
f'(u(\bar{x})) \geq f'(C_0 u(\bar{x})) \geq \frac{1}{C} g'(C_0 u(\bar{x}))
\]

so that

\[
0 \leq \left( \frac{g'(C_0 u(\bar{x}))}{|\lambda + 1|^2s} - f'(u(\bar{x})) \right) w_\lambda(\bar{x}) \leq \left( \frac{1}{C|\lambda + 1|^2s} - 1 \right) g'(C_0 u(\bar{x})) w_\lambda(\bar{x})
\]

and we can choose \( \lambda \) sufficiently close to \(-1\) so that

\[
\left( \frac{1}{C|\lambda + 1|^2s} - 1 \right) > 0
\]

and we arrived to a contradiction.

Therefore, \( w_\lambda \geq 0 \) in \( \Omega_\lambda \) for some \( \lambda > -1 \); next we want to show that \( \lambda_0 = 0 \). Assume the contrary; then the Maximum Principle 1.1 implies that (5.2)

\[ w_{\lambda_0} > 0 \quad \text{in} \quad \Omega_{\lambda_0}. \]

By definition of supremum, the exists a sequence \( \lambda_j \) such that

\[ \lambda_j \leq \lambda_{j-1}, \quad \lambda_j \leq 0, \quad \lim_{j \to \infty} \lambda_j = \lambda_0 \]

and

\[ w_{\lambda_j}(x_j) = \min_{\Omega_{\lambda_j}} w_{\lambda_j} < 0 \]

for some \( x_j \in \Omega_{\lambda_j} \). We may assume further (up to taking a subsequence if needed) that

\[ \lim_{j \to \infty} x_j = x_0 \quad \text{and} \quad w_{\lambda_0}(x_0) \leq 0 \]

which owing to (5.2) implies \( x_0 \in T_{\lambda_0} \).
Further, setting $\delta_j := \text{dist}(x_j, T_{\lambda_j}) = |x_j - z_j|$ for some $z_j \in T_{\lambda_j}$ the equation gives
\[
\frac{1}{\delta_j} \left( (-\Delta_g)^s u(x_j^\lambda) - (-\Delta_g)^s u(x_j) \right) = f'(\xi_j) \frac{w_{\lambda_j}(x_j)}{\delta_j} = f'(\xi_j) \frac{w_{\lambda_j}(x_j)}{|x_j - z_j|}.
\]
Notice that $w_{\lambda_j} \equiv 0$ on $T_{\lambda_j}$ so
\[
\lim_{j \to \infty} \frac{w_{\lambda_j}(x_j)}{\delta_j} = \lim_{j \to \infty} \frac{w_{\lambda_j}(x_j) - w_{\lambda_j}(z_j)}{|z_j - x_j|} = \lim_{j \to \infty} \frac{\nabla w_{\lambda_j}(z_j) \cdot (z_j - x_j) + o(|z_j - x_j|)}{|z_j - x_j|} = 0
\]
which, together with the previous line implies
\[
\lim_{j \to \infty} \frac{1}{\delta_j} \left( (-\Delta_g)^s u(x_j^\lambda) - (-\Delta_g)^s u(x_j) \right) = 0
\]
(notice that $\xi_j$ is a bounded sequence and hence so is $f'(\xi_j)$).

But Proposition 1.5 gives
\[
\limsup_{j \to \infty} \frac{1}{\delta_j} \left( (-\Delta_g)^s u(x_j^\lambda) - (-\Delta_g)^s u(x_j) \right) < 0,
\]
a contradiction.

Therefore, $\lambda_0 = 0$; since we can choose the opposite direction to reflect we get the symmetry of $u$ about the $x_n$ direction. Finally, the rotation invariance of $(-\Delta_g)^s$ implies that we can repeat the argument in any direction, so $u$ is symmetric about the origin. \hfill \Box

**Proof of Theorem 1.7.** We split the proof in the two steps in order to apply the moving planes method.

*Step 1.* Let us see that for $\lambda$ sufficiently negative, $w_\lambda(x) \geq 0$ for all $x \in \Sigma_\lambda$.

Let us assume the opposite and obtain a contradiction. Due to the decay condition (1.9) on $u$, there exists $\bar{x} \in \Sigma_\lambda$ such that $w_\lambda(\bar{x}) = \min_{\Sigma_\lambda} w_\lambda < 0$.

Moreover, from (1.7) we get that
\[
(-\Delta_g)^s u(x^\lambda) - (-\Delta_g)^s u(x) = f(u(x^\lambda)) - f(u(x)) = f'(\xi) w_\lambda(x)
\]
where $\xi$ lies between $u(x^\lambda)$ and $u(x)$. In particular, we have
\[
u(\bar{x}^\lambda) \leq \xi(\bar{x}) \leq u(\bar{x}).
\]
Because of the decay assumption on $u$, for $\lambda$ sufficiently negative, $u(\bar{x})$ is small, and then $\xi(\bar{x})$ is small, giving that $f'(\xi(\bar{x})) \leq 0$ due to (1.8). As a consequence
\[
(-\Delta_g)^s u(x^\lambda) - (-\Delta_g)^s u(x) = f(u(x^\lambda)) - f(u(x)) \geq 0.
\]
However, as seen in (4.3), under these conditions we have that
\[
(-\Delta_g)^s u(x^\lambda) - (-\Delta_g)^s u(x) = f(u(x^\lambda)) - f(u(x)) < 0,
\]
which is a contradiction. Therefore $w_\lambda(x) \geq 0$ for all $x \in \Sigma_\lambda$ for $\lambda$ sufficiently negative.

*Step 2.* Define $\lambda_0 = \sup \{\lambda: w_\mu(x) \geq 0, x \in \Sigma_\mu, \mu < \lambda\}$.

Let us see that $u$ is symmetric about the limiting plane $T_{\lambda_0}$, or
\[
w_{\lambda_0}(x) \equiv 0, \quad x \in \Sigma_{\lambda_0}.
\]
The proof of this fact runs similarly as the second step of the proof of Theorem 1.6: suppose that (5.4) does not hold, then by Theorem 1.4
\[ w_{\lambda_0}(x) > 0, \quad \forall x \in \Sigma_{\lambda_0}. \]

Observe that, by definition of \( \lambda_0 \), there is a sequence \( \lambda_j \downarrow \lambda_0 \) and \( x_j \in \Sigma_{\lambda_j} \) such that
\[ (5.5) \quad w_{\lambda_j}(x_j) = \min_{\Sigma_{\lambda_j}} w_{\lambda_j} < 0, \quad \text{and} \quad \nabla w_{\lambda_j}(x_j) = 0. \]

From condition (1.8) we can guarantee that, up to a subsequence, \( \{x_j\}_{j \in \mathbb{N}} \) converges to some \( \bar{x} \). In fact, using (1.9), if \( |x_j| \) is sufficiently large we have that \( u(x_j) \) is small and hence \( \xi_{\lambda_j}(x_j) \) is small, which implies that \( f'(\xi_{\lambda_j}(x_j)) \leq 0 \) due to (1.8).

This analysis yields
\[ (-\Delta_g)^s u(x_j^{\lambda_j}) - (-\Delta_g)^s u(x_j) = f(u(x_j^{\lambda_j})) - f(u(x_j)) \]
\[ = f'(\xi_{\lambda_j}(x_j))w_{\lambda_j}(x_j) \geq 0, \]
which contradicts that fact that \( x_j \) is a negative minimum of \( w_{\lambda_j} \) since by the analysis derived in (4.3) we should have \( (-\Delta_g)^s u(x_j^{\lambda_j}) - (-\Delta_g)^s u(x_j) < 0 \). Therefore, \( \{x_j\}_{j \in \mathbb{N}} \) must be bounded.

Finally, from (5.5), \( w_{\lambda_0}(\bar{x}) \leq 0 \) and then \( \bar{x} \in T_{\lambda_0} \), and \( \nabla w_{\lambda_0}(\bar{x}) = 0 \). Then, as in Theorem 1.6 we deduce that
\[ \lim_{j \to \infty} \frac{w_{\lambda_j}(x_j)}{\delta_j} = 0, \quad \delta_j := \text{dist}(x_j, \Sigma_{\lambda_j}) \]
which, in light of (5.3), contradicts Proposition 1.5 and gives the result. \( \square \)

6. Extensions and applications

In this section we present some extensions, applications and further discussions of our results that we consider to be of interest. We start by pointing out that when the Young function \( G \) is given by a power, i.e. \( G(t) = t^p \), \( p \geq 2 \) we recover the known results for the fractional \( p \)-Laplacian, thus our results can be considered a generalization or extension of these to the nonhomogeneous scenario. Furthermore, as mentioned in the Introduction our setting allows for more general growth conditions such as \( G(t) = t^p \log(1 + t) \).

Another special type of Young function that falls into the category studied here is
\[ G(t) = t^p + t^q \]
for \( q > p \geq 2 \). This structure is closely related to a special type of problems referred to as double phase variational problems where the aim is to study minimizers of the functional
\[ (6.1) \quad I(u) = \int_{\Omega} (|\nabla u|^p + a(x)|\nabla u|^q) \, dx; \]
these have attracted much interest in the PDE community since the seminal work of Colombo and Mingione [11]. Our work is a step in the direction of obtaining qualitative properties of solution of the fractional analog of (6.1).
In a different direction, it is worth to mention that all the results stated in this manuscript hold true for a more general operators of the form
\[
\mathcal{L}_{g,s}(u) := \text{p.v.} \int_{\mathbb{R}^n} g \left( \frac{u(x) - u(y)}{k(|x - y|)} \right) \frac{dy}{k(|x - y|)|x - y|^n}
\]
where, for fixed constants \(c_1, c_2 > 0\), \(k: \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}\) is such that
\[
c_1 t^s \leq k(t) \leq c_2 t^s
\]
for any \(t \geq 0\).

Finally, we would like to point out that the study of the qualitative properties discussed in this manuscript appears to be lacking in the literature for the local case, that is operators of the form
\[
\text{div} \left( g(|\nabla u|) \frac{\nabla u}{|\nabla u|} \right).
\]
In that regard, a rather intriguing question is whether such local results could be recovered as a limit as \(s \rightarrow 1^+\).
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