The Application of a New PID Autotuning Method for the Steam/Water Loop in Large Scale Ships
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Abstract: In large scale ships, the most used controllers for the steam/water loop are still the proportional-integral-derivative (PID) controllers. However, the tuning rules for the PID parameters are based on empirical knowledge and the performance for the loops is not satisfying. In order to improve the control performance of the steam/water loop, the application of a recently developed PID autotuning method is studied. Firstly, a ‘forbidden region’ on the Nyquist plane can be obtained based on user-defined performance requirements such as robustness or gain margin and phase margin. Secondly, the dynamic of the system can be obtained with a sine test around the operation point. Finally, the PID controller’s parameters can be obtained by locating the frequency response of the controlled system at the edge of the ‘forbidden region’. To verify the effectiveness of the new PID autotuning method, comparisons are presented with other PID autotuning methods, as well as the model predictive control. The results show the superiority of the new PID autotuning method.
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1. Introduction

The steam/water loop in a steam power plant is the process that provides water for the boiler and recycles the waste steam from the turbine [1]. Due to the harsh operation environment, the system of steam/water loop in large ships suffers more disturbances than the equipment installed in onshore power stations. The steam/water loop is a system with multiple variables and strong interactions. All above become obstacles to obtain satisfying system performance for the steam/water loop in large scale ships.

The sub-loops in the steam/water loop are listed as follows—the control loop for drum water level, the control loop for exhaust manifold pressure, the control loop for deaerator pressure, the control loop for deaerator water level and the control loop for condenser water level. The main difficulties existing in the system can be summarized as follows:

• when the water turns between steam and liquid, the false water level phenomenon appears for reason of the shrink and swell in the water, which makes the drum water level control loop a non-minimum phase system [2].
• the water in the condenser goes to the deaerator, hence, strong interactions exist in the water control loops of the deaerator and the condenser.
• the steam required in the deaerator is from the exhaust manifold, which leads to strong coupling in the pressure control loops of the deaerator and exhaust manifold.
• the amount of required steam in the deaerator changes with the feedwater flow rate. Hence, the water level and the pressure are two strong coupling variables in the deaerator.

For the false water level phenomenon, the most used method in reality is the cascade-three elements control [3–5], which can be treated as a hybrid structure consisting of feedback control and feed-forward control. The water level is the feedback signal, while the feed-forward signals are chosen as steam flow rate and water flow rate. Besides, many advanced control strategies have been studied on the drum water level control in literature, including the sliding mode control [6–8], model predictive control [9–13], backstepping control [14,15] and adaptive disturbance rejection control (ADRC) [16,17].

In Reference [8], a robust adaptive sliding mode controller was designed for the boiler-turbine unit to deal with the unknown bounded uncertainties and external disturbances. The effectiveness was evaluated comparing with a type-I servo controller. Liu proposed a coordinated control with two nonlinear model predictive control methods for a steam-boiler generation plant [11]. One of the models was obtained with input-output feedback linearization technique. The other model was obtained with neuro-fuzzy networks, which is a nonlinear dynamic model. An economic model predictive controller was proposed, and the part of the cost function is composed of the economic index [9]. To guarantee the stability, stable Sontag controller and corresponding region were designed. A backstepping procedure was implemented to adapt the unknown parameters in a power plant station, in which the nonlinearity of the system is synthesized. Meanwhile, the control law was obtained with symbolic computations [15]. Sun applied the ADRC algorithm to a power plant. For system safety, an automatic tuning tool was designed when the ADRC was applied to the loop [17].

For the coupling issue between the water level control loops in deaerator and condenser, a fuzzy PID algorithm was proposed for a multi-variable control system, which has been applied in practice in the Yangzhou thermal power plant [18]. Other work shows in Reference [19], in which the system is decoupled firstly, and a PID neural network was designed for the system. According to experience, the initial weighting factors and learning coefficients were selected, and the convergence of the proposed method was enhanced.

The deaerator is used to remove the oxygen and other gas dissolved in feed water. When there is a change in the deaerator water level, the pressure changes a lot for the interactions between the two variables. Liao proposed a self-tuning fuzzy PID controller, in which the overshoot was decreased from 40% to 12% [20]. Wang applied the decoupling method to the deaeration system [21]. Then, the neurons for proportional, integral and derivative were obtained with a PID neural network and the superiority was validated for the PID neural network.

The exhaust manifold has the following functions—recycles waste steam from turbine and auxiliary machines and supplies steam for the deaerator. Hence, the exhaust manifold pressure has strong interaction with the deaerator pressure. For the modeling of the exhaust manifold pressure, a mean-value model was derived with the compressible flow equation, in which the exhaust system was treated as a fixed-geometry restriction between the exhaust manifold and the outlet of the tailpipe [22]. A generic model was used for the controller design [23]. In this method, the exhaust gas flow was estimated with an observer, which comes from the loops with high pressure or low pressure. Then, an intake burnt gas fraction control was designed to obtain satisfying performance for a LTC-Diesel engine.

For the loop control of multiple interacting subsystems, a practical tuning method was proposed with model based predictive control and it is validated that the method is suitable for manually tuning for predictive control [24]. Linear and nonlinear PID controllers were designed for a twin rotor MIMO system and based on nonlinear-segmented observers, the parameters for nonlinear PID controller were obtained. The results showed the superiority of the nonlinear PID [25]. Based on fractional order method, designing controller with adaptive laws was proposed [26]. To deal with the interactions between sub-loops in a process, a theoretical framework was proposed, which is useful for
controller design problems [27]. An optimization method was proposed to make a trade-off between implementation cost and achievable performance for multiple interacting subsystems [28]. In order to optimize the choice of the cost function and their effect to the overall system performance, strategy for selection of the optimal criteria according to context conditions was proposed and a windmill park experiment was conducted to validate the performance [29].

In most of the methods mentioned above, an accurate model is necessary for the controller design. However, according to Reference [30], the expenses of time in the procedure of modeling takes 60%–70% of the total time for a controller design. Moreover, the steam/water loop is a complex system, and a model for the entire system is difficult to be obtained [31]. In the industrial process control, the most used strategy is still PID controller. The PID controllers play an important role in process control [32–35]. Meanwhile, 60% of loops have bad performance and 25% can not meet the performance requirements in industry [36]. In order to develop much advanced tuning method for the PID controller, an universal direct tuner was proposed for loop control [37]. In this paper, a PID autotuner—named the KC autotuning method—is applied to the steam/water loop in large scale ships. According to the user-defined requirement, a ‘forbidden region’ can be plotted on the Nyquist plane. Then, the dynamic of the system around the operating point can be obtained with a simple sine test. By designing a proper PID controller, the system’s frequency response can be tangent to the ‘forbidden region’, where the requirements can be fulfilled.

The paper is structured as follows—firstly, the steam/water loop in large scale ships is introduced in Section 2. Then, the detailed theory of the KC autotuner is presented in Section 3. In Section 4, other PID autotuning methods are listed. The comparison experiments are conducted in Section 5 and the results are analyzed. The conclusions are shown in Section 6.

2. Introduction of the Steam/Water Loop

There are four main pieces of equipment in the steam/water loop, including the drum, exhaust manifold, deaerator and condenser, as shown in Figure 1. In system, the red line is the steam loop, while the green line indicates the water loop. The steam/water loop works as follows—firstly, the feedwater gets pre-heated in the economizer and pumped into the drum. Then, the feedwater goes to the mud drum for its high density. After absorbing heat from the risers, the water becomes a mixture of water and steam. Thirdly, the steam gets separated in the drum and heated in the superheater, after which the steam is qualified to serve in turbine. Fourthly, the waste steam from the turbine and other auxiliary machines goes to the exhaust manifold. The waste steam is mostly used for condensation in the condenser and the remaining part goes to the deaerator for deoxygenation. Finally, the condensed water goes to the deaerator. After being deoxygenated, the water will be pumped to the drum to work again.

The manipulated variables $u = [u_1, u_2, \ldots, u_5]$ are the positions of the valves that control the flow rates of feedwater into the drum ($u_1$), exhaust steam out of the exhaust manifold ($u_2$), exhaust steam into the deaerator ($u_3$), water from the deaerator ($u_4$) and water into the condenser ($u_5$), respectively. The controlled output variables $y = [y_1, y_2, \ldots, y_5]$ are the values of the water level in drum ($y_1$), pressure in exhaust manifold ($y_2$), water level ($y_3$) and pressure ($y_4$) in deaerator, and water level of condenser ($y_5$), respectively [31]. Equation (1) shows the transfer function of the system around the operation points shown in Table 1. The constraints of the system can be found in Equation (2).

$$
\begin{bmatrix}
y_1 \\
y_2 \\
\vdots \\
y_5
\end{bmatrix} =
\begin{bmatrix}
G_{11} & G_{12} & \cdots & G_{15} \\
G_{21} & G_{22} & \cdots & G_{25} \\
\vdots & \vdots & \ddots & \vdots \\
G_{51} & G_{52} & \cdots & G_{55}
\end{bmatrix}
\begin{bmatrix}
u_1 \\
u_2 \\
\vdots \\
u_5
\end{bmatrix},
$$

where $G_{11} = \frac{0.0000987}{(s+0.1131)(s+0.0085+0.032)(s+0.0085-0.032)}$, $G_{22} = \frac{0.7254}{(s+1.2497)(s+0.0223)}$. 

Equation (1)
\[
\begin{align*}
G_{23} &= \frac{-0.5}{(s+1.9747)(s+0.0255)}, & G_{33} &= \frac{0.0132}{(s+0.0265+0.0244)(s+0.0265-0.0244)}, & G_{34} &= \frac{-0.009}{(s+0.0997)(s+0.0411)}, \\
G_{41} &= \frac{-0.0008}{(s+0.012+0.126)(s+0.012-0.126)}, & G_{44} &= \frac{0.0005152}{(s+0.025+0.0654)(s+0.025-0.0654)}, \quad \text{and other transfer functions:} \nonumber \\
G_{54} &= \frac{-0.00015}{(s+0.0175+0.0179)(s+0.0175-0.0179)}, & G_{55} &= \frac{0.00147}{(s+0.025+0.0654)(s+0.025-0.0654)}.
\end{align*}
\]

\[ \begin{align*}
-0.007 &\leq \frac{du_1}{dt} \leq 0.007, \quad 0 \leq u_1 \leq 1 \\
-0.01 &\leq \frac{du_2}{dt} \leq 0.01, \quad 0 \leq u_2 \leq 1 \\
-0.01 &\leq \frac{du_3}{dt} \leq 0.01, \quad 0 \leq u_3 \leq 1 \\
-0.007 &\leq \frac{du_4}{dt} \leq 0.007, \quad 0 \leq u_4 \leq 1 \\
-0.007 &\leq \frac{du_5}{dt} \leq 0.007, \quad 0 \leq u_5 \leq 1
\end{align*} \tag{2} \]

Figure 1. Scheme of steam/water loop [38] (reproduced with permission from Zhao, S.; Maxim, A.; Liu, S.; De Keyser, R.; and Ionescu, C, Processes; published by MDPI, 2018).
The inputs are normalized in percentage values of the valve opening, and 0 means the valve is closed completely and 1 means the valve is opened fully. Additionally, the unit for input rates is measured in opening degree per second.

| System Outputs       | Operating Points | Range          | Units |
|----------------------|------------------|----------------|-------|
| Drum water level     | 1.79             | [1.39–2.19] m  | m     |
| Exhaust manifold     | 100.03           | [87.03–133.8] MPa | MPa   |
| Deaerator pressure   | 30               | [24.9–43.86] KPa | KPa   |
| Deaerator water level| 0.7              | [0.49–0.89] m  | m     |
| Condenser water level| 0.5              | [0.32–0.63] m  | m     |

3. Detailed Theory of KC Autotuning Method

In this section, the theory of the KC autotuning method is introduced in detail [39–42]. The main idea of the KC autotuner is shown in Figure 2. By designing a PID controller indicated with $C(j\omega)$, the point B on the Nyquist curve of process $P(j\omega)$ can be placed at the point A of the loop $L(j\omega) = P(j\omega)C(j\omega)$. Circle 2 in Figure 2 indicates the ‘forbidden region’ obtained according to user defined performance such as robustness or phase and gain margin. In this paper, the performance of phase margin and gain margin are chosen, and a similar theory can be obtained with robustness. In order to fulfill the performance requirement, the loop $L(j\omega)$ should be tangential to the ‘forbidden region’ on the Nyquist plane, which means that the slopes should be the same of the loop $L(j\omega)$ as well as the ‘forbidden region’ on the edge of the region.

![Figure 2. Graphic illustration of the KC autotuning principle [43] (reproduced with permission from Zhao, S.; Ionescu, C.M.; De Keyser, R.; and Liu, S. In 3rd IFAC Conference in Advances in Proportional-Integral-Derivative Control; published by Elsevier, 2018).](image-url)

The procedure for KC autotuning can be summarized as follows:

1. Obtain the critical frequency $\bar{\omega}$ of the system ($\bar{\omega}$ is usually critical frequency, but might be different);
2. Conduct sine tests around the operating points on the steam/water loop;

![Diagram](image-url)
(3) According to the loop margin requirements, calculate a ‘forbidden region’ on the Nyquist plane;
(4) Calculate parameters for the PID controller for the points on the region edge (for $\alpha$ from $0^\circ$ to $90^\circ$);
(5) Search for the point, where the slope of the loop $L(j\omega)$ is the same with the slope of the ‘forbidden region’;
(6) The parameters for the PID controller are obtained from step 5).

3.1. Slope of the ‘Forbidden Region’

According to loop margin requirements, points D and E can be obtained in Figure 2. D indicates the intersection of gain margin with negative real axis. E is the intersection of phase margin with unit circle. With D and E, the ‘forbidden region’ can be calculated as:

Forbidden region: $(Re + C)^2 + Im^2 = R^2$ \hspace{1cm} (3)

$D \Rightarrow (-1/GM + C)^2 = R^2$ \hspace{1cm} (4)

$E \Rightarrow (- \cos PM + C)^2 + (- \sin PM)^2 = R^2'$

where the $Re$ and $Im$ are the real part and image part of the points on the circle 2; $GM$ and $PM$ are user defined phase margin and gain margin of the system.

Then the center $C$ and the radius $R$ of the ‘forbidden region’ are as follows:

$$C = \frac{GM^2 - 1}{2GM(GM \cos PM - 1)}; \hspace{0.5cm} R = C - \frac{1}{GM}. \hspace{1cm} (5)$$

The slope at point A gives:

$$\frac{dIm}{dRe}|_{\alpha} = \frac{-Re + C}{Im} = \frac{\cos \alpha}{\sin \alpha}. \hspace{1cm} (6)$$

3.2. Slope of the Loop $L(j\omega)$

The slope of loop $L(j\omega)$ is obtained according to the derivative of $L(j\omega)$.

$$\frac{dP(j\omega)C(j\omega)}{d\omega} = p(j\omega) \frac{dC(j\omega)}{d\omega} + C(j\omega) \frac{dP(j\omega)}{d\omega}$$

$$= \frac{dRe_{PC}}{d\omega} + j \frac{dIm_{PC}}{d\omega} \hspace{1cm} (7)$$

$$\Rightarrow \left| \frac{dIm_{PC}}{dRe_{PC}} \right|_{\omega}$$

with $\omega$ the specified frequency.

The gain and phase at point A can be obtained as:

$$M_Ae^{j\varphi_A} = M_{PC}(j\bar{\omega})e^{j\varphi_{PC}(j\bar{\omega})}. \hspace{1cm} (8)$$

It can be re-written as:

$$\begin{cases} M_A = M_{PC}(j\bar{\omega}) = M_P(j\bar{\omega})M_C(j\bar{\omega}) \\ \varphi_A = \varphi_{PC}(j\bar{\omega}) = \varphi_P(j\bar{\omega}) + \varphi_C(j\bar{\omega}) \end{cases} \hspace{1cm} (9)$$
3.2.1. Calculation for $C(j\omega)$ and Its Derivation

The following section introduces how to obtain the parts of $C(j\omega)$ and $\frac{dC(j\omega)}{d\omega}$. The typical form of the PID controller gives:

$$C(j\omega) = K_p (1 + \frac{1}{T_i j\omega} + T_d j\omega)$$

$$= K_p + jK_p \frac{T_d T_i \omega^2 - 1}{T_i j\omega}$$

(10)

where $K_p$, $T_i$, $T_d$ are the proportional gain, integration time constant and differential time constant, respectively.

The modulus and phase for the PID controller can be obtained according to Equation (10).

$$M_C(j\omega) = K_p \sqrt{1 + \left(\frac{T_d T_i \omega^2 - 1}{T_i j\omega}\right)^2}$$

(11)

$$\varphi_C(j\omega) = \tan^{-1}\left(\frac{T_d T_i \omega^2 - 1}{T_i j\omega}\right)$$

(12)

According to the ‘forbidden region’, the modulus and phase are as follows:

$$M_A(j\omega) = \sqrt{R^2 \sin^2 \alpha + (C - R \cos \alpha)^2}$$

$$= \sqrt{C^2 + R^2 - 2CR \cos \alpha}$$

$$\tan(\varphi_C + \varphi_P) = \frac{R \sin \alpha}{C - R \cos \alpha} = \frac{\tan \varphi_C + \tan \varphi_P}{1 - \tan \varphi_C \tan \varphi_P}$$

(14)

Hence, we have

$$\tan \varphi_C = \frac{R \sin \alpha - \tan \varphi_P (C - R \cos \alpha)}{\tan \varphi_P R \sin \alpha + (C - R \cos \alpha)}$$

(15)

Let:

$$F = \frac{R \sin \alpha - \tan \varphi_P (C - R \cos \alpha)}{\tan \varphi_P R \sin \alpha + (C - R \cos \alpha)}$$

(16)

Taking the relationship of $T_i = 4T_d$, the $T_d$ at the frequency $\bar{\omega}$ can be calculated as:

$$T_d = \frac{F + \sqrt{F^2 + 1}}{2\bar{\omega}}$$

(17)

Substitute $T_d$ to Equation (9) and $K_p$ gives:

$$K_p = \frac{M_A}{M_P(j\bar{\omega}) \sqrt{1 + F^2}}$$

(18)

The items of $C(j\bar{\omega})$ and $\frac{dC(j\omega)}{d\omega}$ are obtained as follows:

$$C(j\bar{\omega}) = K_p \left(1 + j \frac{T_d T_i \bar{\omega}^2 - 1}{T_i \bar{\omega}}\right) = \frac{M_A}{M_P(j\bar{\omega}) \sqrt{1 + F^2}} (1 + jF)$$

(19)

$$\left.\frac{dC(j\omega)}{d\omega}\right|_{\omega = \bar{\omega}} = K_p \left( - \frac{1}{jT_i \bar{\omega}^2} + jT_d \right)$$

$$= jK_p \left( \frac{T_d T_i \bar{\omega}^2 + 1}{T_i \bar{\omega}} \right) = \frac{M_A}{M_P(j\bar{\omega}) \bar{\omega}}$$

(20)
3.2.2. Calculation for $P(j\omega)$ and Its Derivation

The following introduces how to get the parts of $P(j\omega)$ and its derivation $\frac{dP(j\omega)}{d\omega}$. In order to obtain the magnitude and phase slope of the process at the gain crossover frequency, a sinusoidal input signal around the operation point is imposed into the system:

$$u(t) = A_u \sin(\omega t) + u_{op},$$

(21)

where $A_u$ is the amplitude of the sinusoidal signal and $u_{op}$ denotes the input operation point.

Then there will be another sinusoidal signal in the output of the system, which can be described as:

$$y(t) = A_y \sin(\omega t + \phi_y) + y_{op},$$

(22)

where $A_y$, $\phi_y$ indicate the amplitude and phase of the output signal, and $y_{op}$ is the output operation point.

Hence, the part $P(j\bar{\omega})$ can be obtained as:

$$P(j\bar{\omega}) = M(\bar{\omega})e^{j\phi(\bar{\omega})},$$

(23)

with $M = \frac{A_y}{A_u}$, and $\phi(\bar{\omega}) = \phi_y$.

According to the property of Laplace-transform:

If $F(s) = \mathcal{L}\{f(t)\}$
then $\frac{dF(s)}{ds} = F'(s) = \int_0^\infty e^{-st}f(t)dt/s$.

(24)

We can conclude that, when there is an input $t \times u(t)$ applied to the process $P(s)$, the Laplace transform of the output $X(s)$ gives:

$$X(s) = \mathcal{L}\{t \times u(t)\}P(s),$$

(25)

which can be re-written as:

$$-\frac{dU(s)}{ds}P(s) = X(s).$$

(26)

Considering $U(s)P(s) = Y(s)$, where the $U(s)$ and $Y(s)$ are the Laplace transforms of input and output, if the signal $u(t)$ is imposed to the process $\frac{dP(s)}{ds}$, the corresponding output will be $g(t)$, yielding:

$$U(s)\frac{dP(s)}{ds} = Y(s).$$

(27)

Furthermore, the following equation can be obtained:

$$\frac{dY(s)}{ds} = \mathcal{L}\{-ty(t)\} \Rightarrow -ty(t) = \mathcal{L}^{-1}\left\{\frac{dY(s)}{ds}\right\} = \mathcal{L}^{-1}\left\{\frac{d[P(s)U(s)]}{ds}\right\},$$

$$= \mathcal{L}^{-1}\left\{y(s)P(s) + P(s)\frac{dU(s)}{ds}\right\},$$

$$= \mathcal{L}^{-1}\{Y(s) + X(s)\}$$

(28)

$$g(t) = x(t) - ty(t),$$

(29)
where \( \bar{y}(t) \) indicates the output of the process derivative.

Taking the input shown in (21), its Laplace transform gives:

\[
U(s) = \frac{A_u \bar{\omega}}{s^2 + \bar{\omega}^2} \tag{30}
\]

and its derivative gives:

\[
\frac{dU(s)}{ds} = -\frac{2A_u \bar{\omega}}{(s^2 + \bar{\omega}^2)^2}. \tag{31}
\]

Hence, the output of the process derivative can be calculated as:

\[
X(s) = -\frac{dU(s)}{ds} P(s) = \frac{2A_u \bar{\omega}}{s^2 + \bar{\omega}^2} P(s) = \frac{2s}{s^2 + \bar{\omega}^2} Y(s) \tag{32}
\]

According to Equation (29), the experimental scheme to apply the sine signal to the system can be obtained as shown in Figure 3.

![Figure 3. The scheme of sine test to obtain the knowledge of the process around the operating point [39] (reproduced with permission from De Keyser, R., Muresan, C. I. and Ionescu, C. M. A novel auto-tuning method for fractional order PI/PD controllers. ISA transactions, published by Elsevier, 2016).](image)

The modulus and phase of the process \( \frac{dP(s)}{ds} \) can be obtained by measuring the output \( \bar{y}(t) \):

\[
\left. \frac{dP(j\omega)}{d(j\omega)} \right|_{\omega = \bar{\omega}} = M(\bar{\omega}) e^{j\phi(\bar{\omega})}, \tag{33}
\]

with \( M e^{j\phi} = \frac{A_y}{A_u} e^{j\phi_y} \). \( A_y \) and \( \phi_y \) are the amplitude and phase of the signal \( \bar{y}(t) \), respectively.

Now, the four parts \( P(j\omega), \frac{dC(j\omega)}{d\alpha}, C(j\omega) \) and \( \frac{dP(j\omega)}{d\alpha} \) are all obtained for Equation (7).

For \( 0 \leq \alpha \leq \alpha_{max} \), find the \( \alpha \) which minimizes \( ||'\text{slope of } L(j\omega)' - '\text{slope of forbidden region}'|| \), that is,

\[
\min_{\alpha} \left| \frac{dIm_{RE}}{dRe_{RE}} \right|_{\alpha} \left| \frac{dIm_{PC}}{dRe_{PC}} \right|_{\bar{\omega}} \quad \text{with} \quad \left| \frac{dIm_{RE}}{dRe_{RE}} \right|_{\alpha} = -\frac{Re(\alpha) + C}{Im(\alpha)}. \tag{34}
\]
Then the PID parameters can be calculated as:

\[ K_p = \frac{M_A}{M_d(j\bar{\omega})\sqrt{1+F^2}} \]  
(35)

\[ T_d = \frac{F + \sqrt{1+F^2}}{2\bar{\omega}} \]  
(36)

\[ T_i = 4T_d. \]  
(37)

3.3. Application to Mimo System

In order to apply the KC autotuning method based PID controller to a Multi-Input and Multi-Output (MIMO) system, the following procedure is required to be performed on the system.

1. Apply sine test around the operating points on one of the sub-loops, while keeping other sub-loops to work at their own operating points. And the controller parameters can be calculated for the selected loop, with the magnitude and phase obtained from the sine test;
2. Keep the previous sub-loop working at its operating point with the obtained PID control, and conduct a new sine test on one the other sub-loops. The magnitude and phase can be obtained for the new sub-loop and the controller can be calculated;
3. Repeat step 2 for each sub-loop until the output magnitude and phase do not change significantly between consecutive tests.
4. The parameters for the PID controller can be obtained for all the sub-loops after step 3 is completed.

4. A Brief Introduction of Other PID Autotuners

To validate the KC autotuning method, comparisons are conducted with other PID autotuning methods, including Åström-Hägglund (AH) [44], Phase Margin (PM) and Kaiser-Rajka (KR) methods. The brief introduction for the PID autotuners are as follows.

These methods are based on a relay test shown in Figure 4. The output will oscillate around the system’s operation point with a relay excitation signal. After a period of time, the oscillation will be a steady periodic signal with amplitude \( A_c \) and critical period \( T_c \). A typical result for a relay test can be find in Figure 5.

The critical gain can be obtained as:

\[ K_c = \frac{4d}{\pi A_c} \]  
(38)

The PID parameters obtained based on the AH and PM method are:

| AH method | \( K_p = 0.6K_c \); \( T_i = 0.5T_c \); \( T_d = 0.25T_i \)  
(39)
PM method:  
\[ K_p = K_c \cos PM; \quad T_i = T_c \frac{1 + \sin PM}{\pi \cos PM}; \quad T_d = 0.25T_i. \]  

Figure 5. Typical result of the relay test.

The PID parameters based on the KR method are obtained with a relay plus delay test and the scheme is shown in Figure 6. The delay time is set as \( \tau_d = \frac{PM - 37}{360} T_c \), with the \( PM \) and \( T_c \) the desired phase margin and critical period.

Figure 6. Schematic representation of the relay plus delay test.

The PID parameters obtained for the KR method are:

KR method:  
\[ K_p = 0.8K_c^*; \quad T_i = 0.64T_c^*; \quad T_d = 0.25T_i, \]  

where \( K_c^* = \frac{A_d}{\pi A_c^*} \); \( A_c^* \) and \( T_c^* \) are the amplitude and period of the result in the relay plus delay test.
5. Experiments and Results Analyses

5.1. A Simple Single Input Single Output System Example

In this section, the test on a simple single input single output (SISO) system example is provided to verify the effectiveness of the KC PID autotuning method. The transfer function of the SISO system is shown as follows:

\[ G(s) = \frac{0.00147}{s^2 + 0.05s + 0.0049}. \]  

(42)

In the SISO system test, the performance for reference tracking and disturbance rejection are verified for the KC method. The PID parameters obtained with AH, PM, KR and KC methods are shown in Table 2.

Table 2. PID parameters with different autotuners for the single input single output (SISO) system.

| PID | \( k_p \) | \( T_i \) | \( T_d \) |
|-----|----------|----------|----------|
| AH  | 85.42    | 6.81     | 1.70     |
| PM  | 100.66   | 10.46    | 2.62     |
| KR  | 52.86    | 12.67    | 3.17     |
| KC  | 257.76   | 8.49     | 2.12     |

The results are shown in Figure 7. It is obvious that the KC method has the best performance compared with other PID autotuning methods, not only in reference tracking, but also in disturbance rejection. In the KC method, the performance requirements, such as robustness or phase margin and gain margin, are obtained by locating the frequency response of the process to be tangential to the boundary of the ‘forbidden region’. Hence, the PID parameters obtained with the KC method are less conservative compared with other PID autotuning methods, which leads to a fast dynamic response in the KC method. \( GM = 2 \) and \( PM = 45^\circ \) are introduced for the PID controller design.

![Figure 7. The results of a SISO system with different PID autotuners.](image)

5.2. Simulation on Steam/Water Loop in Large Scale Ships

In the experiments, step signals are introduced to the system at different times. Table 3 shows the step setpoints changing. Table 1 is the initial condition of the steam/water loop. \( GM = 2 \) and \( PM = 45^\circ \) are introduced for the PID controller design.
Table 3. Setpoints for different loops in the experiments.

| Time (s) | 2–300 | 300–600 | 600–900 | 900–1200 | 1200–1500 |
|----------|--------|---------|---------|----------|-----------|
| Drum Water Level (m) | 2 | 2 | 2 | 2 | 2 |
| Exhaust Manifold Pressure (MPa) | 100.03 | 116 | 116 | 116 | 116 |
| Deaerator Pressure (KPa) | 30 | 30 | 35 | 35 | 35 |
| Deaerator Water Level (m) | 0.7 | 0.7 | 0.7 | 0.8 | 0.8 |
| Condenser Water Level (m) | 0.5 | 0.5 | 0.5 | 0.5 | 0.6 |

The parameters obtained with different PID autotuners are shown in Table 4. Loop 1 to loop 5 are the control loops for drum water, exhaust manifold pressure, deaerator pressure, deaerator water level and condenser water level, respectively.

The simulation results are shown in Figure 8. The performance is evaluated with the following definitions, including the Integrated Absolute Relative Error (IARE), Integral Secondary control output (ISU), Ratio of Integrated Absolute Relative Error (RIARE), Ratio of Integral Secondary control output (RISU) and combined index (J). The results for the performance indexes are listed in Tables 5 and 6.

\[
IARE_i = \sum_{k=0}^{T} |r_i(k) - y_i(k)| / r_i(k) \quad (i = 1, 2, \cdots, 5) \quad (43)
\]

\[
ISU_i = \sum_{k=0}^{T} (u_i(k) - u_{ss_i}(k))^2 \quad (i = 1, 2, \cdots, 5) \quad (44)
\]

\[
RIARE_i(C_2, C_1) = \frac{IARE_i(C_2)}{IARE_i(C_1)} \quad (i = 1, 2, \cdots, 5) \quad (45)
\]

\[
RISU_i(C_2, C_1) = \frac{ISU_i(C_2)}{ISU_i(C_1)} \quad (i = 1, 2, \cdots, 5) \quad (46)
\]

\[
J(C_2, C_1) = \frac{1}{5} \sum_{i=1}^{5} w_1RIARE_i(C_2, C_1) + w_2RISU_i(C_2, C_1), \quad (47)
\]

where \(u_{ss_i}\) is the steady state value of the \(i\)th input; \(C_1, C_2\) are the two compared controllers; the weighting factors \(w_1\) and \(w_2\) in Equation (47) are chosen as \(w_1 = w_2 = 0.5\).

Table 4. PID parameters with different autotuners for steam/water loop.

| Loop 1 | Loop 2 | Loop 3 | Loop 4 | Loop 5 |
|--------|--------|--------|--------|--------|
| AH     |        |        |        |        |
| \( k_p \) | 0.83   | 0.28   | 0.27   | 2.77   | 2.87   |
| \( T_i \) | 76.62  | 20.48  | 42.00  | 57.77  | 31.69  |
| \( T_d \) | 19.16  | 5.12   | 10.50  | 14.44  | 7.92   |
| PM     |        |        |        |        |        |
| \( k_p \) | 0.98   | 0.31   | 0.32   | 3.26   | 3.39   |
| \( T_i \) | 117.76 | 24.14  | 49.56  | 88.79  | 48.70  |
| \( T_d \) | 29.44  | 6.03   | 12.39  | 22.20  | 12.17  |
| KR     |        |        |        |        |        |
| \( k_p \) | 0.98   | 0.29   | 0.29   | 3.28   | 3.50   |
| \( T_i \) | 102.64 | 29.99  | 63.33  | 76.60  | 46.92  |
| \( T_d \) | 25.66  | 7.50   | 15.83  | 19.15  | 11.73  |
| KC     |        |        |        |        |        |
| \( k_p \) | 2.47   | 0.33   | 0.31   | 8.34   | 8.67   |
| \( T_i \) | 96.24  | 31.48  | 64.56  | 72.02  | 39.50  |
| \( T_d \) | 24.06  | 7.87   | 16.14  | 18.01  | 9.88   |
Table 5. Performance indexes for IARE and ISU.

| Index | Autotuners | Loop 1 | Loop 2 | Loop 3 | Loop 4 | Loop 5 |
|-------|------------|--------|--------|--------|--------|--------|
|       | AH         | 2.2063 | 1.5750 | 2.7951 | 3.6710 | 4.9961 |
|       | PM         | 2.9400 | 1.5464 | 2.6325 | 4.7586 | 6.3090 |
|       | KR         | 2.5294 | 1.5087 | 3.1779 | 4.0973 | 5.9431 |
|       | KC         | 1.2606 | 1.4744 | 3.2924 | 2.0025 | 2.8126 |
|       | AH         | 0.0288 | 1.0234 | 0.1766 | 0.2405 | 2.9971 |
|       | PM         | 0.0425 | 0.9210 | 0.1799 | 0.2934 | 2.9572 |
|       | KR         | 0.0345 | 0.8095 | 0.2205 | 0.2586 | 2.9566 |
|       | KC         | 0.0204 | 0.7241 | 0.2043 | 0.1284 | 2.6393 |

Table 6. Performance indexes for RIARE, RISU and J (the controllers are compared in order of $C_2$ vs. $C_1$, according to Equations (45) and (46)).

| Index | loops | AH vs. PM | AH vs. KR | AH vs. KC | PM vs. KR | PM vs. KC | KR vs. KC |
|-------|-------|-----------|-----------|-----------|-----------|-----------|-----------|
| RIARE | loop 1 | 0.7504    | 0.8723    | 1.7502    | 1.1623    | 2.3322    | 2.0064    |
|       | loop 2 | 1.0185    | 1.0440    | 1.0683    | 1.0250    | 1.0488    | 1.0233    |
|       | loop 3 | 1.0618    | 0.8795    | 0.8490    | 0.8284    | 0.7996    | 0.9652    |
|       | loop 4 | 0.7715    | 0.8960    | 1.8332    | 1.1614    | 2.3763    | 2.0461    |
|       | loop 5 | 0.7919    | 0.8406    | 1.7763    | 1.0616    | 2.2431    | 2.1130    |
| RISU  | loop 1 | 0.6768    | 0.8342    | 1.4100    | 1.2325    | 2.0834    | 2.0834    |
|       | loop 2 | 1.1112    | 1.2643    | 1.4134    | 1.1377    | 1.2720    | 1.2720    |
|       | loop 3 | 0.9813    | 0.8007    | 0.8645    | 0.8159    | 0.8810    | 0.8810    |
|       | loop 4 | 0.8199    | 0.9301    | 1.8739    | 1.1344    | 2.2855    | 2.2855    |
|       | loop 5 | 1.0135    | 1.0137    | 1.1356    | 1.0002    | 1.1205    | 1.1205    |
| J     |       | 0.8997    | 0.9375    | 1.3974    | 1.0559    | 1.6442    | 1.5796    |

As shown in Figure 8 and Table 6, the KC autotuner has the best performance compared to other PID autotuners. In Table 6, the KC method has a worse performance only in loop 3, which is because of the strong interaction between deaerator water level indicated by loop 3 and deaerator pressure indicated by loop 4. In order to obtain good performance for loop 4, the valve opening for the deaerator water level changes a lot, which also has a noticeable negative effect on loop 3. In order to test the performance of the KC autotuner with a model based controller, a comparison between the KC autotuning based PID controller and Model Predictive Controller (MPC) is conducted. The results are shown in Figure 9. The detailed parameters for the MPC can be found in Reference [31].

(a) drum water level control loop

Figure 8. Cont.
(b) exhaust manifold pressure control loop

(c) deaerator pressure control loop

(d) deaerator water level control loop

Figure 8. Cont.
Figure 8. Outputs of the steam/water loop with different PID autotuning methods (The outputs are listed on the left and the inputs are listed on the right).

Figure 9. Cont.
According to the results shown in Figure 9, both methods provide satisfying results for the steam/water loop, and obviously the MPC controller provides better results than the PID controller based on the KC autotuning method. However, a good model for the system is essential for the MPC, which is not necessary in the PID controller with the KC autotuning method.
6. Conclusions

In the steam/water loop of large scale ships, the PID controller is still the most applied control strategy. However, the tuning results for the PID controllers are not satisfying. In this paper, the parameters for a PID controller are tuned with a recently developed method named KC autotuner, which is free to the system model. According to the user-defined system performance, a ‘forbidden region’ is obtained on the Nyquist plane. Through sine tests performed on the steam/water loop, the dynamics around the operating points are obtained. By designing a proper PID controller, the loop frequency response of the controlled system can be tangent to the ‘forbidden region’, which guarantees the system performance requirements. The comparison results show the superiority of the KC method.
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