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Abstract

In many settings people must give numerical scores to entities from a small discrete set. For instance, rating physical attractiveness from 1–5 on dating sites, or papers from 1–10 for conference reviewing. We study the problem of understanding when using a different number of options is optimal. For concreteness we assume the true underlying scores are integers from 1–100. We consider the case when scores are uniform random and Gaussian. We study when using 2, 3, 4, 5, and 10 options is optimal in these models. One may expect that using more options would always improve performance in this model, but we show that this is not necessarily the case, and that using fewer choices—even just two—can surprisingly be optimal in certain situations. While in theory for this setting it would be optimal to use all 100 options, in practice this is prohibitive, and it is preferable to utilize a smaller number of options due to humans’ limited computational resources. Our results suggest that using a smaller number of options than is typical could be optimal in certain situations. This would have many potential applications, as settings requiring entities to be ranked by humans are ubiquitous.

1 Introduction

Humans rate items or entities in many important settings. For example, users of dating websites and mobile applications rate other users’ physical attractiveness, teachers rate scholarly work of students, and reviewers rate the quality of academic conference submissions. In these settings, the users assign a numerical (integral) score to each item from a small discrete set. However, the number of options in this set can vary significantly between applications, and even within different instantiations of the same application. For instance, for rating attractiveness, three popular sites all use a different number of options. On “Hot or Not,” users rate the attractiveness of photographs submitted voluntarily by other users on a scale of 1–10 (Figure 1). These scores are aggregated and the average is assigned as the overall “score” for a photograph. On the dating website OkCupid, users rate other users on a scale of 1–5 (if a user rates another user 4 or 5 then the rated user receives a notification) (Figure 2). And on the mobile application Tinder users “swipe right” (green heart) or “swipe left” (red X) to express interest in other users (two users are allowed to message each other if they mutually swipe right), which is essentially equivalent to using a binary \{1, 2\} scale (Figure 3). Education is another important application area requiring human ratings. For the 2016 International Joint Conference on Artificial Intelligence, reviewers assigned a “Summary Rating” score from -5–5 (equivalent to 1–10) for each submitted paper (Figure 4). The papers are then discussed and scores aggregated to produce an acceptance or rejection decision based largely on the average of the scores.

Despite the importance and ubiquity of the problem, there has been little fundamental research done on the problem of determining the optimal number of options to allow in such settings. We study a model in which users have a underlying integral ground truth score for each item in \{1, \ldots, n\}

1 http://blog.mrmeyer.com/2007/are-you-hot-or-not/
2 The likelihood of receiving an initial message is actually much more highly correlated with the variance—and particularly the number of “5” ratings—than with the average rating.
3 http://blog.okcupid.com/index.php/the-mathematics-of-beauty/
4 https://tctechcrunch2011.files.wordpress.com/2015/11/tinder-two.jpg
and are required to submit an integral rating in \(\{1, \ldots, k\}\), for \(k << n\). We use two generative models for the ground truth scores: a uniform random model in which the fraction of scores for each value from 1 to \(n\) is chosen uniformly at random (by choosing a random value for each and then normalizing), and a model where scores are chosen according to a Gaussian distribution with a given mean and variance. We then compute a “compressed” score distribution by mapping each full score \(s\) from \(\{1, \ldots, n\}\) to \(\{1, \ldots, k\}\) by applying

\[
s \leftarrow \left\lfloor \frac{s}{\left(\frac{k}{n}\right)} \right\rfloor .
\]  

(1)

We then compute the average “compressed” score \(a_k\), and compute its error \(e_k\) according to

\[
e_k = \left| a_f - n - \frac{1}{k} \cdot a_k \right| ,
\]  

(2)

where \(a_f\) is the ground truth average score. The goal is to pick \(\arg\min_k e_k\). While there are many possible generative models and cost functions to use, these seemed like the most natural ones to start with. We leave study of alternative choices for future work.

We derive a closed-form expression for \(e_k\) that depends on only a small number \((k)\) of parameters of the underlying distribution for an arbitrary distribution. This allows us to efficiently exactly

\[\text{Summary Rating (⋆). main score}\]

- 5: +++++ (strong accept)
- 4: ++++
- 3: +++
- 2: ++
- 1: + (weak accept)
- 0: - (weak reject)
- -2: --
- -3: ---
- -4: ----
- -5: ------ (strong reject)

Figure 1: Hot or Not users rate attractiveness 1–10.

Figure 2: OkCupid users rate attractiveness 1–5.

Figure 3: Tinder users rate attractiveness 1–2.

Figure 4: IJCAI reviewers rate papers -5–5.

\[\text{Figure 1: Hot or Not users rate attractiveness 1–10. Figure 2: OkCupid users rate attractiveness 1–5.}\]

\[\text{Figure 3: Tinder users rate attractiveness 1–2.}\]

\[\text{Figure 4: IJCAI reviewers rate papers -5–5.}\]
characterize the performance of using each number of choices. In computational simulations we
repeatedly compute \( e_k \) for \( m \) items and compare the average values. We focus on \( m = 100 \) and
\( k = 2, 3, 4, 5, 10 \), which we believe are the most natural and interesting choices for first study.

One could argue that this model is somewhat “trivial” in the sense that it would be optimal to set
\( k = n \) to permit all the possible scores, as this would result in the “compressed” scores agreeing
exactly with the full scores. However, there are several reasons that would lead us to prefer to select
\( k \ll n \) in practice (as all of the examples previously described have done), thus making this
“thought experiment” worthwhile. It is much easier for a human to assign a score from a small set
than from a large set, particularly when rating many items under time constraints. We could have
included an additional term into the cost function \( e_k \) that explicitly penalizes larger values of \( k \),
which would have a significant effect on the optimal value of \( k \) (providing a favoritism for smaller
values). However the selection of this function would be somewhat arbitrary and would make the
model more complex, and we leave this for future study. Given that we do not include such a penalty
term, one may expect that increasing \( k \) will always decrease \( e_k \) in our setting. While the simulations
show a clear negative relationship between \( k \) and \( e_k \), we show that smaller values of \( k \) can actually
lead to smaller \( e_k \) surprisingly often. These smaller values would receive further preference if a
penalty term were included.

The most closely related work studies the impact of using finely grained numerical grades (e.g.,
100, 99, 98) vs. coarse letter grades (e.g., A, B, C) [2]. They conclude that if students care primarily
about their rank in class (relative to the other students), they are often best motivated to work by
showing scores exactly with the full scores. However, there are several reasons that would lead us to prefer to select
\( n \) over \( k \) for the \( e_k \) term. Continuous approximations for large discrete spaces have been studied in other settings; for instance, they have
led to simplified analysis and insight in poker games with continuous distributions of private information [1].

2 Theoretical characterization

Suppose scores are given by continuous pdf \( f \) (with cdf \( F \)) on \( (0, 100) \), and we wish to compress
them to two options, \( \{0, 1\} \). Scores below 50 are mapped to 0, and scores above 50 are mapped to 1.

The average of the full distribution is

\[
a_f = E[X] = \int_{x=0}^{100} x f(x) dx.
\]

The average of the compressed version is

\[
a_2 = \int_{x=0}^{50} 0 f(x) dx + \int_{x=50}^{100} 1 f(x) dx \int_{x=50}^{100} f(x) dx = F(100) - F(50) = 1 - F(50).
\]

So \( e_2 = |a_f - 100(1 - F(50))| = |E[X] - 100 + 100F(50)| \).

For three options,

\[
a_3 = \int_{x=0}^{100/3} 0 f(x) dx + \int_{x=100/3}^{200/3} 1 f(x) dx + \int_{x=200/3}^{1} 2 f(x) dx
\]

\[
= F(200/3) - F(100/3) + 2(1 - F(200/3)) = 2 - F(100/3) - F(200/3)
\]

\[
e_3 = |a_f - 50(2 - F(100/3) - F(200/3))| = |E[X] - 100 + 50F(100/3) + 50F(200/3)|
\]

In general for \( n \) total and \( k \) compressed options,
are over \( \{0, \ldots, k - 1\} \). In this setting we use a normalization factor of \( \frac{n}{k} \) instead of \( \frac{n-1}{k} \) for the \( e_k \) term.
Continuous approximations for large discrete spaces have been studied in other settings; for instance, they have

\[ a_k = \sum_{i=0}^{k-1} \int_{x=\frac{n(i+1)}{k}}^{n(i+\frac{1}{2})} i f(x) dx \]

\[ = \sum_{i=0}^{k-1} \left[ i \left( F\left(\frac{n(i+1)}{k}\right) - F\left(\frac{ni}{k}\right)\right) \right] \]

\[ = (k-1)F(n) - \sum_{i=1}^{k-1} F\left(\frac{ni}{k}\right) \]

\[ e_k = \left| a_f - \frac{n}{k-1} \left( (k-1) - \sum_{i=1}^{k-1} F\left(\frac{ni}{k}\right) \right) \right| \]

\[ = \left| E[X] - n + \frac{n}{k-1} \sum_{i=1}^{k-1} F\left(\frac{ni}{k}\right) \right| \]  

Equation 3 allows us to characterize the relative performance of choices of \( k \) for a given distribution \( f \). For each \( k \) the characterization requires only knowing \( k \) statistics of \( f \) (the \( k-1 \) values of \( F\left(\frac{ni}{k}\right) \) plus \( E[X] \)). In practice these could likely be closely approximated from historical data for small values of \( k \).

As an example we see that \( e_2 < e_3 \) iff \( \left| E[X] - 100 + F(50) \right| < \left| E[X] - 100 + 50F(100/3) + 50F(200/3) \right| \). (4)

Consider a full distribution that has half its mass right around 30 and half its mass right around 60 (Figure 5). Then \( a_f = E[X] = 0.5 \cdot 30 + 0.5 \cdot 60 = 45 \). If we use \( k = 2 \), then the mass at 30 will be mapped down to 0 (since \( 30 < 50 \)) and the mass at 60 will be mapped up to 1 (since \( 60 > 50 \)) (Figure 6). So \( a_2 = 0.5 \cdot 0 + 0.5 \cdot 1 = 0.5 \). Using normalization of \( \frac{2}{k} = 100 \), \( e_2 = |45 - 100(0.5)| = 45 - 50| = 5 \). If we use \( k = 3 \), then the mass at 30 will also be mapped down to 0 (since \( 0 < \frac{100}{3} \)); but the mass at 60 will be mapped to 1 (not the maximum possible value of 2 in this case), since \( \frac{100}{3} < 60 \) \( < \frac{200}{3} \) (Figure 7). So again \( a_3 = 0.5 \cdot 0 + 0.5 \cdot 1 = 0.5 \), but now using normalization of \( \frac{3}{k} = 50 \) we have \( e_3 = |45 - 50(0.5)| = 45 - 25| = 20 \). So, surprisingly, in this example allowing more ranking choices actually significantly increases the error.

Figure 5: Example distribution for which compressing with \( k = 2 \) produces lower error than \( k = 3 \).

3 Computational simulations and analysis

The above analysis leads to the immediate question of whether the example for which \( e_2 < e_3 \) was just a fluke or whether using fewer choices can actually reduce error under reasonable assumptions
on the generative model. We study this question using simulations with we believe are the two most natural models. While we have studied the continuous setting where the full set of options is continuous over \((0, n)\) and the compressed set of options is the discrete space \(\{0, \ldots, k - 1\}\), we will now consider the perhaps more realistic setting where the full set is the discrete set \(\{0, \ldots, n - 1\}\), and the compressed set is \(\{0, \ldots, k - 1\}\) (though it should be noted that the two settings are likely extremely similar qualitatively).

The first generative model we consider is a uniform model in which the values of the pmf \(p_f\) for each of the \(n\) possible values are chosen independently and uniformly at random. Formally, we construct a histogram of \(n\) scores for \(p_f\) according to Algorithm 1. We then compress the full scores to a compressed distribution \(p_k\) by applying Algorithm 2.

The second generative model is a Gaussian model in which the values are generated according to a normal distribution with specified mean \(\mu\) and standard deviation \(\sigma\). This model also takes as a parameter a number of samples \(s\) to use for generating the scores. The procedure is given by Algorithm 3. As for the uniform setting, Algorithm 2 is then used to compress the scores.

Algorithm 1 Procedure for generating full scores in uniform model

**Inputs:** Number of scores \(n\)

\[
\text{scoreSum} \leftarrow 0 \\
\text{for } i = 0 : n \text{ do} \\
\quad r \leftarrow \text{random}(0,1) \\
\quad \text{scores}[i] \leftarrow r \\
\quad \text{scoreSum} = \text{scoreSum} + r \\
\text{for } i = 0 : n \text{ do} \\
\quad \text{scores}[i] = \text{scores}[i] / \text{scoreSum}
\]

Algorithm 2 Procedure for compressing scores

**Inputs:** \(\text{scores[]}\), number of total scores \(n\), desired number of compressed scores \(k\)

\[
Z(n, k) \leftarrow \frac{n}{k} \\
\text{for } i = 0 : n \text{ do} \\
\quad \text{scoresCompressed} \left[\left\lfloor \frac{i}{Z(n, k)} \right\rfloor \right] += \text{scores}[i]
\]

For our simulations we used \(n = 100\), and considered \(k = 2, 3, 4, 5, 10\), which are popular and natural values. For the generative model we used \(s = 1000\), \(\mu = 50\), \(\sigma = \frac{50}{3}\). For each set of simulations we computed the errors for all considered values of \(k\) for \(m = 100,000\) “items” (each corresponding to a different distribution generated according to the specified model). The main quantities we are interested in computing are the number of times that each value of \(k\) produces the lowest error over the \(m\) items, and the average value of the errors over all items for each \(k\) value.

In the first set of experiments, we compared performance between using \(k = 2, 3, 4, 5, 10\) to see for how many of the trials each value of \(k\) produced the minimal error. The results are in Table 1.
Algorithm 3: Procedure for generating full scores in Gaussian model

Inputs: Number of scores $n$, number of samples $s$, mean $\mu$, standard deviation $\sigma$

```
for $i = 0 : s$ do
    \( r \leftarrow \text{randomGaussian}(\mu, \sigma) \)
    \text{if } r < 0 \text{ then}
        \( r = 0 \)
    \text{else if } r > n - 1 \text{ then}
        \( r \leftarrow n - 1 \)
    ++scores[round(r)]

for $i = 0 : n$ do
    scores[i] = scores[i] / s
```

Surprisingly, we see that the number of victories increases monotonically with the value of $k$, while the average error decreased monotonically (recall that we would have zero error if we set $k = 100$). However, what is perhaps surprising is that using a smaller number of compressed scores produced the optimal error in a far from negligible number of the trials. For the uniform model, using 10 scores minimized error only around 53% of the time, while using 5 scores minimized error 17% of the time, and even using 2 scores minimized it 5.6% of the time. The results were similar for the Gaussian model, though a bit more in favor of larger values of $k$, which is what we would expect because the Gaussian model is less likely to generate “fluke” distributions that could favor the smaller values.

|               | 2   | 3   | 4   | 5   | 10  |
|---------------|-----|-----|-----|-----|-----|
| Uniform number of victories | 5564 | 9265 | 14870 | 16974 | 53327 |
| Uniform average error          | 1.32 | 0.86 | 0.53 | 0.41 | 0.19 |
| Gaussian number of victories   | 3025 | 7336 | 14435 | 17800 | 57404 |
| Gaussian average error         | 1.14 | 0.59 | 0.30 | 0.22 | 0.10 |

Table 1: Number of times each value of $k$ in $$\{2, 3, 4, 5, 10\}$$ produces minimal error and average error values, over 100,000 items generated according to both generative models.

We next explored the number of victories between just $k = 2$ and $k = 3$, with results in Table 2. Again we observed that using a larger value of $k$ generally reduces error, as expected. However, we find it extremely surprising that using $k = 2$ produces a lower error 37% of the time. As before, the larger $k$ value performs relatively better in the Gaussian model. We also looked at results for the most extreme comparison, $k = 2$ vs. $k = 10$. These results are provided in Table 3. Using 2 scores outperformed 10 8.3% of the time in the uniform setting, which was larger than we expected. In Figures 8–10, we present a distribution for which $k = 2$ particularly outperformed $k = 10$.

|               | 2   | 3   |
|---------------|-----|-----|
| Uniform number of victories | 36805 | 63195 |
| Uniform average error          | 1.31 | 0.86 |
| Gaussian number of victories   | 30454 | 69546 |
| Gaussian average error         | 1.13 | 0.58 |

Table 2: Number of times each value of $k$ in $$\{2, 3\}$$ produces minimal error and average error values, over 100,000 items generated according to both generative models.

|               | 2   | 10  |
|---------------|-----|-----|
| Uniform number of victories | 8253 | 91747 |
| Uniform average error          | 1.32 | 0.19 |
| Gaussian number of victories   | 4369 | 95631 |
| Gaussian average error         | 1.13 | 0.10 |

Table 3: Number of times each value of $k$ in $$\{2, 10\}$$ produces minimal error and average error values, over 100,000 items generated according to both generative models.

We next repeated the extreme $k = 2$ vs. 10 comparison, but we imposed a restriction that the $k = 10$ option could not give a score below 3 or above 6. (If it selected a score below 3 then we set it to 3,
Figure 8: Example distribution for which compressing with $k = 2$ produces significantly lower error than $k = 10$. The full distribution has mean 54.188, while the $k = 2$ compression has mean 0.548 (54.253 after normalization) and the $k = 10$ compression has mean 5.009 (55.009 after normalization). The normalized errors between the means were 0.906 for $k = 10$ and 0.048 for $k = 2$, yielding a difference of 0.859 in favor of $k = 2$.

Figure 9: Compressed distribution for $k = 2$.

Figure 10: Compressed distribution for $k = 10$.

and if above 6 we set it to 6). These result are given in Table 4. For some settings, for instance the paper reviewing setting, extreme scores are very uncommon, and we strongly suspect that the vast majority of scores are in this middle range. Some possible explanations are that reviewers who give extreme scores may be required to put in additional work to justify their scores, and are more likely to be involved in arguments with the other reviewers (or with the authors in the rebuttal). Reviewers could also experience higher regret or embarrassment for being “wrong” and possibly off-base in the review by missing an important nuance. In this setting using $k = 2$ outperforms $k = 10$ nearly $\frac{1}{3}$ of the time in the uniform model.

|               | 2     | 10    |
|---------------|-------|-------|
| Uniform number of victories | 32250 | 67750 |
| Uniform average error | 1.31  | 0.74  |
| Gaussian number of victories | 10859 | 89141 |
| Gaussian average error | 1.13  | 0.20  |

Table 4: Number of times each value of $k$ in \{2,10\} produces minimal error and average error values, over 100,000 items generated according to both models. For $k = 10$, we only permitted scores between 3 and 6 (inclusive). If a score was below 3 we set it to be 3, and above 6 to 6.

We also considered the situation where we restricted the $k = 10$ scores to fall between 3 and 7 (as opposed to 3 and 6). Note that the possible scores range from 0–9, so this restriction is asymmetric in that the lowest three possible scores are eliminated while only the highest two are. This is motivated
by the intuition that raters may be less included to give extremely low scores which may hurt the feelings of an author (for the case of paper reviewing). In this setting, which is seemingly quite similar to the 3–6 setting, using \( k = 2 \) produced lower error 93% of the time in the uniform model!

|                  | 2       | 10      |
|------------------|---------|---------|
| Uniform number of victories | 93226   | 6774    |
| Uniform average error      | 1.31    | 0.74    |
| Gaussian number of victories | 54459   | 45541   |
| Gaussian average error     | 1.13    | 1.09    |

Table 5: Number of times each value of \( k \) in \{2, 10\} produces minimal error and average error values, over 100,000 items generated according to both generative models. For \( k = 10 \), we only permitted scores between 3 and 7 (inclusive). If a score was below 3 we set it to be 3, and above 7 to 7.

4 Conclusion

Settings in which humans must rate items or entities from a small discrete set of options are ubiquitous. We have singled out several important applications—rating attractiveness for dating websites and mobile applications, assigning grades to students, and reviewing academic papers for conferences. The number of available options can vary considerably, even within different instantiations of the same application. For instance, we saw that three popular sites for the attractiveness rating problem use completely different systems: Hot or Not uses a 1–10 system, OkCupid uses 1–5 “star” system, and Tinder uses a binary 1–2 “swipe” system.

Despite the ubiquity and importance of the problem of selecting the optimal number of rating choices, we have not seen it studied previously in academic literature. Our goal is to select \( k \) to minimize the average (normalized) error between the compressed average score and the ground truth average. We studied two natural models for generating the scores. The first is a uniform model where the scores are selected independently and uniformly at random, and the second is a Gaussian model where they are selected according to a more structured procedure that gives more preference for the options near the center.

We provided a closed-form solution for continuous distributions with arbitrary cdf. This allows us to characterize the relative performance of choices of \( k \) for a given distribution. We saw that, counterintuitively, using a smaller value of \( k \) can actually produce a smaller error for some distributions (even though we know that as \( k \) approaches \( n \) the error approaches 0). We presented a specific example distribution \( f \) for which using \( k = 2 \) outperforms \( k = 3 \).

We performed numerous computational simulations, comparing the performance between different values of \( k \) for different generative models and metrics. The main metric we used was the absolute number of times for which values of \( k \) produced the minimal error. We also considered the average error over all simulated items. Not surprisingly, we observe that performance generally improves monotonically with increased \( k \), and more so for the Gaussian model than the uniform. However, we observe that small \( k \) values can be optimal a non-negligible amount of the time, which is perhaps counterintuitive. In fact, using \( k = 2 \) outperformed \( k = 3, 4, 5 \), and 10 on 5.6% of the trials in the uniform setting. Just comparing 2 vs. 3, \( k = 2 \) performed better around 37% of the time. Using \( k = 2 \) outperformed \( k = 10 \) 8.3% of the time, and significantly more as we imposed some very natural restrictions on the \( k = 10 \) setting that are motivated by intuitive phenomena. When we restricted the \( k = 10 \) to only assign values between 3 and 7 (inclusive), using \( k = 2 \) actually produced lower error 93% of the time! This could correspond to a setting where raters are ashamed to assign extreme scores (particularly extreme low scores).
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