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ABSTRACT

Technological cumulativeness is considered one of the main mechanisms for technological progress, yet its exact meaning and dynamics often remain unclear. To develop a better understanding of this mechanism, we approach a technology as a body of knowledge consisting of interlinked inventions. Technological cumulativeness can then be understood as the extent to which inventions build on other inventions within that same body of knowledge. The cumulativeness of a technology is therefore characterized by the structure of its knowledge base, which is different from, but closely related to, the size of its knowledge base. We analytically derive equations describing the relation between the cumulativeness and the size of the knowledge base. In addition, we empirically test our ideas for a number of selected technologies, using patent data. Our results suggest that cumulativeness increases proportionally with the size of the knowledge base, at a rate that varies considerably across technologies. Furthermore, this rate is inversely related to the rate of invention over time. This suggests that cumulativeness increases relatively slowly in rapidly growing technologies. In sum, the presented approach allows for an in-depth, systematic analysis of cumulativeness variations across technologies and the knowledge dynamics underlying technology development.

1. INTRODUCTION

Technology progresses when engineers adapt their designs based on learning about previous designs. Consequently, a key element of theories of technological change is the cumulative nature of knowledge and invention: the idea that new results build on – or recombine – previous results (Basalla, 1989; Freeman & Soete, 1997; Nelson & Winter, 1982; Trajtenberg, Henderson, & Jaffe, 1997). Indeed, many of today’s technologies have rich histories of development, some going back all the way to antiquity. Although the size of the knowledge base of these technologies is substantial, this does not necessarily imply that the underlying knowledge structure is cumulative: A pile of stones is different from a stone wall, and some walls are higher than others.

Cumulativeness (or sometimes “cumulativity”) may therefore vary per technology and over time. A better understanding of the underlying mechanisms of technological cumulativeness is important for a number of reasons. From an economics perspective, the extent to which a technology develops in a cumulative manner has implications for how easy it is to enter or diversify into that technology. Entry is considered more difficult in complex technologies that require extensive and in-depth knowledge about the underlying principles (Breschi, 2000; Breschi,
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Malerba, & Orsenigo, 2000; Winter, 1984). Recent contributions from the geography of innovation describe how regions are more likely to diversify into technologies that are related to their existing knowledge base (Balland, 2016; Balland & Rigby, 2017; Boschma, Balland, & Kogler, 2015). An understanding of the cumulative nature of technological development is thus pivotal for ongoing efforts of smart specialization (Foray, 2014), where regions seek out attractive technologies for future specialization. From a philosophical perspective, a better understanding of cumulativeness and its role in the evolution of technological knowledge (Arthur, 2009) may help to clarify the relation between knowledge accumulation and the complexity of that knowledge, which is an ongoing discussion in the “cumulative culture” literature (Dean, Vale et al., 2014; Tennie, Call, & Tomasello, 2009; Vaesen & Houkes, 2017). Developing this understanding starts from a clear definition and measure of cumulativeness.

Surprisingly, despite the recognized importance of cumulativeness, the exact meaning of the concept often remains unclear. Characterizations vary from the incremental change in artifacts (Basalla, 1989; Butler, 2014; Gilfillan, 1935b; Ogburn, 1922), to the persistence of innovative activity (Cefis, 2003; Malerba & Orsenigo, 1993; Suárez, 2014), to the building of technological knowledge on earlier findings (Enquist, Ghirlanda, & Eriksson, 2011; Merges & Nelson, 1994; Scotchmer, 1991; Trajtenberg et al., 1997).

In this contribution we aim to develop a better understanding of technological cumulativeness by taking the following steps: In Section 2 we present a comprehensive review of the various perspectives on cumulativeness and identify their common grounds. In Section 3 we use this analysis to formulate two indicators that measure cumulativeness: the internal dependence and internal path length. In Section 4 we then discuss how the values of these indicators are expected to change as a technology develops. In Section 5 we test these expectations empirically for a number of technologies, using patent data as a proxy for inventions. Finally, we discuss some deeper implications of our contribution to the understanding of technological cumulativeness in Section 6 and summarize our main conclusions in Section 7.

2. THEORETICAL PERSPECTIVES ON TECHNOLOGICAL CUMULATIVENESS

Where in most texts cumulative simply means “summed up,” in the innovation literature, the term has come to represent a type of technological development. Perspectives on cumulative technological development however vary across contributions.

The earliest ideas about technological cumulativeness arise in studies of the gradual change in pre-20th century artifacts (Butler, 2014; Gilfillan, 1935a; Pitt-Rivers, 2018), which are reminiscent of fossil records of gradually evolving species. Inspired by evolutionary theory, these theories understand technological change as a process in which antecedent artifacts are replicated with incremental modifications, thereby creating descendant artifacts (Gilfillan, 1935b; Ogburn, 1922). In this first perspective, artifacts are literally the sum of many incremental modifications, justifying the term cumulative.

Although the cumulative aspect of technology arises naturally in this perspective, it is unclear when a development is not cumulative: As in genetic lineage, each descendant is supposed to have an antecedent. Some authors have argued that in reality, technological developments occasionally “jump”; when a radical finding breaks fundamentally with past engineering practices and ideas (Schoenmakers & Duysters, 2010; Verhoeven, Bakker, & Veugelers, 2016) it may initiate a new model of solutions to selected technological problems (i.e., a new technological paradigm (Dosi, 1982)). In this second perspective, cumulative development is the opposite of radical development, and interpreted as the incremental change happening within a technological paradigm.
Yet, to base cumulative change solely on the notion of incremental change raises two difficulties. First, there is a certain arbitrariness to when a change is incremental or not. Depending on context and knowledge of the subject, different people may characterize incrementality differently. Second, even if the change from an antecedent to descendant is radical, the antecedent may still be of crucial importance to the formation of the descendant (Basalla, 1989).

These difficulties are sidestepped in a third perspective, where a development is cumulative if a later result depends or builds on an earlier result (Breschi et al., 2000; Enquist et al., 2011; Merges & Nelson, 1994; Trajtenberg et al., 1997). “Dependence” or “dependency” is here interpreted in the context of technology as a body of knowledge, where new technological ideas or inventions (the “results”) draw on earlier insights, and are themselves used in later ideas and inventions. Note that in this perspective, cumulative is a property of the development (not of one of the results). If we are interested in the cumulative of a technology, we therefore consider all developments within that technology (i.e., all dependencies between results that are part of that technology). Alternatively, authors have studied the cumulative of the union of multiple (or all) technologies (Acemoglu, Akcigit, & Kerr, 2016; Clancy, 2018; Napolitano, Evangelou et al., 2018), thereby focusing on intertechnology developments or dependencies. Both approaches are relevant to better understand the advancement of technology and knowledge production. In this work, however, we focus on the former approach, as we are mainly interested in the question of to what extent cumulative is an intrinsic property of a technology, and how this property varies for different technologies.

The relevance of cumulative as an intrinsic property of a technology is reflected by its role as a defining element of a technological regime (Nelson & Winter, 1982), which defines the relevant circumstances under which innovating firms or organizations compete, thrive, or fail. Within a technological regime, higher cumulative is associated with greater appropriability of innovation and greater (geographical) concentration of innovative activity (Breschi et al., 2000; Malerba & Orsenigo, 1996; Winter, 1984). The framework of technological regimes gave rise to a number of contributions which use yet another perspective of cumulative, where the emphasis is not so much on the dependence of later generations of a technology on earlier ones, but more on the continuation of those generations (Apa, De Noni et al., 2018; Breschi, 2000; Ceñis, 2003; Frenz & Prevezer, 2012; Hözl & Janger, 2014; Malerba, Orsenigo, & Peretto, 1997). Cumulativeness is then characterized by the persistence of inventive and innovative activity in a technology: The longer a development continues (without significant interruption), the greater the cumulativeness. Where previous perspectives focus more on cumulative as an intrinsic property of technology, this fourth perspective also attributes a role to the creators of the technology (and their persistence to continue along a given path).

In summary, we identify from these four different perspectives the key notions of technological cumulative: (a) as replication with incremental modifications, (b) as within-paradigm (opposite to radical) development, (c) as dependence or building on earlier technology, and (d) as persistence of inventive or innovative activity. The first two perspectives approach cumulative as “incremental change”; the latter two perspectives approach cumulative as “continuous dependence” of technology on earlier generations of technology. Though apparently very different, there are similarities between incremental change and continuous dependence. Incremental change supposes a series of modifications to what is, in some sense, a single object (often pictured as an artifact). Similarly, continuous dependence supposes a series of dependencies between objects which are, in some sense, different (often pictured as a set of inventions). Essentially, therefore, the discrepancy is about the object(s) to which a series of changes is applied, yet both advocate the relevance of a series of developmental steps. Further, for both incremental change and continuous dependence, cumulative appears in two
dimensions: (a) the size of each developmental step: If the modification is small (dependence is great), the cumulativity is large; and (b) the number of steps in the process: If there are many small modifications (a long chain of dependency links) the cumulativity is large. Although (a) and (b) both relate to cumulativity, they are theoretically very different, and we shall henceforth refer to them as the transversal and longitudinal dimensions of cumulativity respectively. Although both dimensions can be meaningfully interpreted in all four cumulativeness perspectives, it appears that the first two perspectives focus more on the transversal dimension and the latter two perspectives more on the longitudinal dimension. In the next section we will propose a separate indicator for each dimension. We emphasize that both are measured within a certain technological field or technology. Although the interaction between multiple fields or technologies is interesting and worth studying, the focus of this work is on understanding these cumulativeness dimensions within a single technology.

Finally, we discuss the relation between technological cumulativeness and complexity. In this contribution, we will not enter the discussion about the exact meaning of technological complexity (for a good overview see Vaesen & Houkes, 2017), but instead work with the general description of a complex system consisting of many, nontrivially interacting subsystems (Simon, 1962). One way to interpret this in the context of technology, is to consider an invention to be a system consisting of subsystems, which are (parts of) other inventions or borrowed ideas. The complex character of an invention is therefore in an abstract sense captured by the transversal dimension of cumulativeness, which focuses on these direct dependencies. Intuitively, the more subsystems and dependencies, the greater the complexity (although this strongly depends on the chosen measure for complexity). However, this is not the entire story. A relevant criterion for increasing complexity in the context of evolutionary systems is that a representative sample of lineages of descent increases in complexity (McShea, 1991; Vaesen & Houkes, 2017). Not only therefore should “more complex” systems appear in time, but these should also fit into the lines connecting antecedents and descendants. In the context of technological knowledge, the lines of descent appear rather literally in the mentioned first perspective of cumulativeness, and correspond to the longitudinal dimension of cumulativeness. In particular, the joint consideration of the transversal and longitudinal dimensions of cumulativeness therefore allows us to study the dynamics of technological complexity.

3. MEASURING CUMULATIVENESS

In most contributions mentioning cumulative technological development, cumulativeness remains an abstract property without explicit measure. There are a number of exceptions, however, in particular the contributions adhering to the earlier mentioned “persistence perspective” of cumulativeness. These contributions base their measures of cumulativeness on a variety of sources: survey data (Breschi et al., 2000; Frenz & Prevezer, 2012; Hölzl & Janger, 2014), licensing data (Lee, Park, & Bae, 2017), and statistical properties of patent count time series (Breschi, 2000; Ceis, 2003; Malerba et al., 1997). Although all of these highlight interesting aspects of cumulative processes, none of them seem to directly proxy the key property of knowledge building on knowledge. Survey data may offer detailed information on usage of particular knowledge, yet it is challenging to quantify and generalize this information to compare different technologies. Approaches based on counting backward citations (Apa et al., 2018) arguably do measure the extent to which knowledge builds on earlier knowledge, yet without specifying which technologies are cited, only partially capturing the underlying knowledge structure of technologies. However, as was argued in the previous section, to understand technological cumulativeness along both the transversal and longitudinal dimensions, studying the underlying knowledge structure is pivotal. In this contribution our starting point is to
interpret this structure as a network of interconnected elements of knowledge. Each node then represents a single invention, and each link represents a knowledge flow. A link thus naturally corresponds to a dependence, or knowledge building on other knowledge. This approach has been successfully applied to the analysis of breakthrough innovation (Dahlin & Behrens, 2005; Fleming, 2001; Verhoeven et al., 2016), main paths (Hummon & Dereian, 1989; Verspagen, 2007), emerging technologies (Érdi, Makovi et al., 2013; Shibata, Kajikawa et al., 2009), and technological network evolution (Valverde, Solé et al., 2007). We denote the knowledge flows to an invention (i.e., the links that indicate on which knowledge the invention builds) as “backward links” and the knowledge flows from an invention as “forward links.”

Further, we assume that there is a technology classification that allows us to assign each invention to at least one class, hence allowing us to distinguish between internal links (link to an invention in the same class) and external links (link to an invention of another class)

1 Inevitably, there is some room for interpretation here as there can be various grounds on which technologies are classified. In Section 6 we discuss a number of alternative approaches to making the external–internal distinction.

2 Similar ideas are presented in Frenken, Izquierdo, & Zeppini (2012), where innovations attain “higher quality” with longer path lengths. The study of Frenken et al., which is based on numerical simulations, thereby focuses on the (re)combination principle in relation to diffusion.

### 3.1. The Transversal Dimension: Internal Dependence

The transversal dimension of cumulativeness reflects the extent to which findings in a given technology depend on other findings within that technology. In a network of inventions, each directed link can rather literally be interpreted as a relation of dependence. Ideally, we would go into the content of each knowledge link to distinguish a degree of dependence. Yet this approach would be difficult to automate when the number of links and inventions becomes large (which is the case for most technologies). Most network approaches to technology therefore count each knowledge link equal, so the number of internal links becomes a measure for the dependence. Each invention that is added to the technology introduces a number of backward internal links: See Figure 1 (left panel) for a network illustration. The more internal backward links it introduces, the more the technology builds on itself. As a measure for the transversal dimension, we therefore define the internal dependence (id) of a technology as the average number of backward internal links per invention. A high id signals high cumulativity in the transversal dimension.

### 3.2. The Longitudinal Dimension: Internal Path Length

The longitudinal dimension of cumulativeness reflects the number of steps in a series of technological developments. Approaching technology as a network of inventions, we can translate this rather literally to a chain of internal inventions connected by links, which translates to the notion of a “path” in the terminology of network analysis; see Figure 1 (right panel) for a network illustration. The longer the internal paths, the longer a series of developments within a technology is continued. As multiple knowledge aspects of a technology may develop in parallel, we generally deal with several, intertwined paths. As a measure for the longitudinal dimension, we therefore define the internal path length (ipl) of a technology as the average length of all paths within that technology. A high ipl signals high cumulativity in the longitudinal dimension.
4. MODELING THE KNOWLEDGE DYNAMICS

In this section we discuss how the values of the internal dependence (id) and internal path length (ipl) are expected to change as a technology develops (i.e., when the size of its knowledge base increases). More specifically, we analyze (a) how the id and ipl change as the number of inventions increases and (b) how the id and ipl are interrelated. We thereby describe both general and technology-specific elements.

4.1. Invention as Search Process

In this section we sketch a highly simplified model of the invention process in a certain technology, which consists of an inventor performing a series of searches. Essentially, the inventor searches until he or she succeeds in completing an invention, where a knowledge flow (equivalent to a backward internal link) is picked up along with each search. The relevant quantity in this process is the probability \( \rho \) of completing an invention before performing another search, which may depend on the size of the knowledge base of a technology, as measured by the number of inventions \( n \). For each \( n \), the probability of inventing is therefore \( \rho(n) \), the probability for performing a search is \( 1 - \rho(n) \). We have two main assumptions in this model:

1. The probability \( \rho(n) \) decreases proportionally with the number of inventions \( n \). This reflects the intuition that it becomes harder, as a technology develops, to produce an invention without using any prior knowledge developed in that technology. In other words, the inventor needs to consider some knowledge in a certain field before delivering a contribution to that field, and the larger the field, the more the inventor needs to consider.
2. The probability of success is independent of the number of searches: In the invention process, there is no guarantee that a certain amount of effort will lead to success.

Given these assumptions, we may write down for the probability \( \rho(n) = \frac{1}{qn + m_1} \), introducing the technology specific constants \( q > 0 \) and \( m_1 > 1 \). Here, the parameter \( m_1 \) describes the need to have knowledge of the technology to invent at the initial stage of this technology, and \( q \) describes how fast this need increases as the technology develops. As a consequence of the two assumptions, the probability for a node to have \( m \) backward internal links (i.e., the probability that \( m \) searches take place before invention) is given by \( P_m(m) = (1 - \rho(n))^{m(n)} \rho(n) \) (i.e., the number of backward internal links per node is distributed geometrically\(^3\)). This distribution is characterized by a highly skewed shape towards lower values of \( m \), yet as \( n \) increases, it slowly becomes less skewed.

---

\(^3\) We then assume that the number of backward links per node stays well below \( n \), which appears to be reasonable if we consider technologies with large \( n \).
The rate $q$ is related to the type of technological knowledge and we therefore assume it is a technology-specific quantity. Yet we hypothesize that it is also related to the rate of invention over time. Our reasoning is as follows. If the rate of invention over time is high, this means that more people work on the same technology at the same time. If multiple researchers work on the same technology, they tend to specialize, focusing only on a particular subfield or subpart of the technology. As an effect, multiple aspects of the technology develop in parallel, perhaps more so than if a smaller group of people had worked on it. As a result the development of the technology is more fragmented into subfields, which causes inventors active in these subfields to focus on the relevant findings within their subfield. We may therefore suppose that there is structurally less need for these inventors to master the entire knowledge base, which leads to lower values of $q$. In reverse, it is possible that a low need for prior knowledge of a technology accelerates innovative activities in a technology, as it may then be more easily accessible, thus inviting more people to contribute. Deriving a more precise form and causal direction of the inverse relation between $q$ and rate of inventing over time, however, is beyond the scope of this work. For a more elaborate discussion of the causality, we refer to Section 6.

4.2. Internal Dependence Dynamics

Using the distribution of the number of backward internal links, we can calculate $m \overline{m} = \sum_{m=0}^{n} mP(n,m)$, the expected value of the number of backward internal links per invention (i.e., the internal dependence). Assuming that $n$ is large, we can approximate this sum by choosing infinity for the upper limit and using the expression $P(n,m) = (1 - q(n)/\rho(n))^m q(n)$, obtaining

$$\langle m \rangle = \frac{1}{\rho(n)} = qn + m_1 - 1 = qn + m_0,$$  \hspace{1cm} (1)

introducing $m_0 = m_1 - 1$ for convenience. We therefore conclude that the id is expected to increase proportionally with the number of inventions (i.e., with the size of the knowledge base), where the rate can be approximated by $q$ for a large number of inventions. This technology-specific coefficient $q$ describes how fast the need to have specialized knowledge increases to produce an invention in that technology.

4.3. Internal Path Length Dynamics

Next we will discuss how we expect the internal path length (ipl) to depend on the number of inventions. Although these results can be generalized by including external links, we focus in this contribution for simplicity on the role of internal links. A new invention creates at least one new path with each of its internal backward links. The internal dependence, besides measuring a complementary dimension of cumulativity, therefore also plays a key role in the ipl dynamics. Let us again consider a technology with $n$ inventions, where the $n$th invention has on average $\overline{m}$ internal backward links. Some inventions, however, will have no backward links, which we will refer to as initial inventions. As a first assumption, we take that the number of initial inventions $n_0$ is a fixed fraction $r$ of $n$ (i.e., $n_0 = rn$). We use the initial inventions to define a path and path length:

- A path is a sequence of inventions $i_0, i_1, \ldots, i_k$ in which for any $k \geq 0$ and $x > 0$, $i_x$ has a backward link to invention $i_{x-1}$ and $i_0$ is an initial invention.
- The path length of path $i_0, i_1, \ldots, i_k$ is $k$.

\footnote{As we explain in more detail in the supplementary material this assumption is compatible with the found backward link distribution if $q$ is small compared to $m_0$ we then have that $r \approx 1/(m_0 + 1)$.}
We denote the number of paths of length $k$ by $f_k(n)$. From the first assumption\footnote{If we also consider external inventions, we can choose a more general definition, where a path can also start at an external invention. Note that, ignoring the links to external inventions, the inventions which only link to external inventions become initial inventions.}, we have that, $f_0(n) = n$. As a second assumption, each invention is equally likely to be used as prior knowledge with probability $\frac{1}{n}$. Let us consider what happens to $f_k(n)$ for $k > 0$ when we introduce the $(n + 1)$th invention. If that invention builds on a prior invention $i$ that has $f_{k-1}(n)$ paths of length $k - 1$, each of these paths will increase by 1, hence $f_k(n)$ increases by $f_{k-1}(n)$. This holds for all inventions, which in total have $\sum_{i=1}^{n} f_{k-1}(n)$ paths of length $k - 1$. For $\Delta f_k(n)$ (i.e., the expected increase in $f_k(n)$ from $n$ to $n + 1$), we therefore have $\Delta f_k(n) \propto f_{k-1}(n)$, and for $k > 1$ we have

$$\Delta f_k(n) = \langle m \rangle \frac{f_{k-1}(n)}{n} . \tag{2}$$

In the previous section we established that $\langle m \rangle \approx qn + m_0$. When $n$ gets large, $\langle m \rangle / n \to q$, further reducing Eq. 2 to

$$\Delta f_k(n) = qf_{k-1}(n). \tag{3}$$

As there are no paths for $n = 0$, we take that $f_k(0) = 0$ for all $k$. Using this initial condition and the expression for $f_0(n)$, the solution to Eq. 3 is derived to be

$$f_k(n) = q^k \binom{n}{k + 1}, \tag{4}$$

where $\binom{x}{y}$ is the binomial coefficient. The steps leading to this solution and later ones are explained in more mathematical detail in the supplementary material. Summing over all $k$ we obtain the total number of paths $\sum_{k=0}^{n} f_k(n) = n(1 + q)^n / q - nq$. The total number of paths is therefore expected to increase exponentially in $n$. For the normalized path length distribution $\tilde{f}_k(n)$, describing the probability to have a path of length $k$, we subsequently obtain

$$\tilde{f}_k(n) = \binom{n}{k + 1} \frac{q^{k+1}}{(1 + q)^n - 1}, \tag{5}$$

which is a distribution closely related to the binomial distribution. This indicates that as $n$ increases, the path length distribution will shift from a skewed parabolic shape towards a more symmetric, parabolic shape (on a log scale) and its maximum, the most frequent path length, will continuously shift to higher values. Subsequently, we can calculate the expected path length $\langle k \rangle = \sum_{k=0}^{\infty} k \tilde{f}_k(n)$ (i.e., the ipl), which reduces for large $n$ to

$$\langle k \rangle \approx \frac{q}{q + 1} n + k_0, \tag{6}$$

where $k_0$ is some constant value. As we focus on large $n$ behavior, we are less interested in this constant. What is more important is the expectation that the ipl increases proportionally with the number of inventions, by a rate $p = q(1 + q)$. This rate $p$ is a number between 0 and 1: For large $q$ it is close to 1 and for small $q$, it is close to $q$. We end this section by mentioning two extensions of the model which improve its explanatory power,

- In this derivation, we assumed that $\langle m \rangle / n \approx q$, even though we know that it in fact only approaches $q$ for large $n$. This approximation can be significantly improved by instead calculating the average $\langle m \rangle / n$ for $n$ inventions. We can determine this quantity in two
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ways: (a) by directly using the data of the number of backward links for each invention (i.e., by calculating \( q'_i = 1/n \sum m_{ji} \) where \( m_i \) is the number of backward links of invention \( i \)); and (b) by using estimates for parameters in the relation \( (m) = m_0 + nq \) (i.e., calculating \( q'_i = 1/n \sum q + m_{ji} = q + m_{0i}M(n)/n \), where \( M(n) \) is the \( n \)th harmonic number). Analogous to Eq. 6, we then have \( q'_i / (1 + q') = p'_i \) and similar for \( p'_i \). This is likely to be more accurate as it is more directly based on the backward link data, yet \( p'_i \) is less sensitive to outliers in this data. Both predictions should, however, be close to one another. Note that this correction depends proportionally on \( m_0 \).

- Equation 2 implies that as we add the \( n \)th invention to the system, the number of paths of length \( n \) increases from 0 to some positive value. In fact, this equation therefore establishes a “maximum speed” \( v \) of one path length per invention, faster than which the path lengths cannot increase. This maximum speed is rather lenient: Technologies with paths increasing with one length per invention (i.e., forming perfect chains) would be highly unrealistic. Although Eq. 2 is accurate for the more frequent path lengths (i.e., the lengths close to the shortest and longest lengths). A more realistic estimate of the maximum speed \( v \) may therefore help establish a better description of the overall distribution of path lengths. Let us suppose that we at once add \( \delta n \) inventions to the system which do not connect among themselves, and of which the total added number of backward links is \( M(n) \). Eq. 2 then becomes

\[
\hat{p}_{k+1}(n + \delta n) - \hat{p}_k(n) = M(n)\frac{\hat{h}_k(n)}{n}
\]

If we choose \( \delta n \) such that \( M(n) \approx n \), then each of the \( n \) inventions in the system approximately obtains one forward link. This implies that all paths in the system increase on average by 1, including the longest paths. \( \delta n \) therefore defines a typical interval for the longest path to increase by 1, and \( 1/\delta n \) therefore presents a more reasonable estimate for the maximum speed \( v \). We will use this idea to derive a new expression for the path length distribution. Note that Eq. 7 then becomes

\[
\hat{p}_{k+1}(n + \delta n) - \hat{p}_k(n) = \hat{h}_k(n).
\]

If we introduce the variable \( n' = n/\delta n \) and the function \( \hat{f}_k(n') = \hat{h}_k(n) \), we may write this relation as \( \hat{p}'_{k+1}(n' + 1) - \hat{p}'_{k+1}(n') = \hat{f}_k(n') \), which is solved by \( \hat{f}_k(n') = \left( \frac{n'}{k + 1} \right) \) (this time using the condition that \( \hat{f}_0(n') = 0 \) for \( k < n' = nv \)). This leads to the normalized distribution

\[
\hat{\gamma}'_k(n') = \frac{1}{2^{n'} - 1} \left( \frac{n'}{k + 1} \right)
\]

and expected path length (i.e., the ipl)

\[
\langle k \rangle' \approx \frac{n'}{2} + k_0.
\]

where \( k_0 \) is again a constant we are less interested in. Rewriting this expression in terms of \( n \) gives the coefficient \( \frac{1}{2n'} \) or \( \frac{1}{2} \) describing how fast the ipl increases with \( n \). Assuming that the earlier analysis with a greater maximum speed is accurate for the mean path length values, this should coincide with the earlier established coefficient \( p \). We can therefore approximate the maximum speed as \( v \approx 2p \). This implies that the paths with maximum

---

6 This is consistent with the earlier assertion that \( M(n) \approx n \). To see this, note that the total number of links is \( n(m) \) (as \( m \) is an average), hence between \( n \) and \( n + \delta n \) we add \( \delta n(m_0 + q(m_0 + 2n\delta n)) \) links. For this to equal \( n \) in the limit where \( n \) becomes large, we require \( \delta n \rightarrow 1/n \). In the same limit, \( p \rightarrow q(q + 1) \), which is approximately \( q \) for small \( q \). This is therefore consistent with \( \frac{1}{2} < v \approx 2p \).
length grow about twice as fast as paths with mean length (i.e., the distribution becomes more symmetric as \( n \) increases). Noting that \( n^* = n v \), we identify \( n^* \) as the maximum path length after \( n \) inventions, which can be used to evaluate Eq. 9. Alternatively, we use the expression for \( v = 2p \) to rewrite this expression in terms of \( n \) and \( p \),

\[
\tilde{I}_k(n) = \frac{1}{2^m - 1} \left( \frac{2pn}{k + 1} \right).
\]

(11)

5. EMPIRICAL ANALYSIS

In this section we empirically test the models developed in Section 4 using patent and patent citation data. First, we discuss our type of data and a number of limitations of these data. Subsequently, we perform the analysis on three different levels: First we consider the development and distributions of both cumulativeness indicators for four focus technologies in detail. Second, we consider the relation between the two indicators and the consistency of the indicators, using a larger set of technologies. Third, we choose a more aggregated level of technology classification to obtain a more general overview of the cumulativeness variation across different technological fields, which also allows us to compare our findings to earlier results from the literature and to some extent validate the indicators.

5.1. Data Description

To study the knowledge dynamics empirically, we need some codification of that knowledge. Patents are an important codification of technological knowledge, as each patent is a detailed description of a new, nontrivial technological development. Furthermore, patent systems have two elements that allow us to study technological content without necessarily having to consider the detailed meaning of each individual patent. The first element is that of patent citations, which identify one-to-one directional content relations between patents. This enables us to study the flow of knowledge (Jaffe, 1989; Jaffe, Trajtenberg, & Henderson, 1993). The second element is that of the patent classifications, which hierarchically groups patents on the basis of their content. This enables us to focus specifically on the development of a particular technology, distinguishing between internal and external knowledge. A basic assumption of our work is that cumulativeness is an intrinsic property of technology, which is independent of the way the technology is patented. It is therefore important to keep in mind the limitations of representing technological knowledge by patent data, which we will henceforth discuss. For each limitation we mention how we attempt to account for it.

1. Not all technology is or can be patented (Jaffe & de Rassenfosse, 2017), and the “quality” of patents (evaluated against the patentability requirements) varies (de Rassenfosse, Griffiths et al., 2016; Jaffe & Lerner, 2004). In particular, when the number of patents involved is small, without a detailed examination of the content we risk misrepresenting a technology. In this analysis we therefore choose technologies for which the number of patents is relatively large. Also, we only consider granted patents, which have withstood the critical assessment of patent examiners.

2. Citations may not always represent actual knowledge flows (Crisculo & Verspagen, 2008). Citations may be provided by inventors but may also be added by examiners, and although the first may be more indicative of knowledge flow, the distinction was not always documented by all patent offices (Azagra-Caro & Tur, 2018). We therefore include an additional analysis in the supplementary material of the effect of both types of citations (examiner or inventor added) to the knowledge dynamics.
3. There are institutional differences between patent offices around the globe, which may affect the way inventions and linkages to prior art are documented (Bacchiocchi & Montobbio, 2010). An important difference, for example, is the greater tendency to cite in the United States patent system than in the European patent system (Criscuolo & Verspagen, 2008), which may impact the value of our indicators. To account for these differences we therefore do this analysis for patents from two different patent systems, choosing the US system (organized by the US patent office USPTO) and European system (organized by the European Patent Office EPO).

To aggregate patents of which the technological content is the same, we choose a patent family as a basic unit or node, creating a US data set selecting families with at least one USPTO member and a European data set selecting families with at least one EPO member. In the US data set each unique reference (backward citation) of a US member of each family to any member of another family in our data set represents a unique link (hence we do not limit our selection to US–US citations only). Our European data set is created analogously. Henceforth by “US patent” we actually refer to a patent family containing a US member that is granted, and similarly for “European patent” or “EP patent.”

To select and demarcate technologies, we used the Cooperative Patent Classification (CPC) (CPC, 2018). In this analysis we consider technologies on two levels of classification: the CPC group/subgroup level and a more aggregated level of classification. For the group/subgroup analysis we choose a set of 24 arbitrary technologies, yet making sure that (a) the set is diverse (including technologies from each main CPC section and from mostly different subclasses) and (b) each technology contains a reasonably large number of patents (for US >700 and EP >200). Table 1 and a more complete overview in the supplementary material indicate the CPC codes and number of patents of these technologies. Table 1 singles out four “focus technologies,” which we will analyze in more detail. The subselection of the focus technologies was made by choosing considerable variation in (a) knowledge base size (where nuclear fission has 3,608 US patents, photovoltaics has over 9,000), (b) age (where nuclear fission started developing in the 1960s, the main development of wind turbines starts from the 1990s), and (c) the working (theoretical) principles behind the technologies (varying from nuclear physics to aerodynamics). From Table 1 it is clear there are generally more US than European patents, even taking into account that the EP patents do not go back further than 1978. As the column with the number of patents in the same family indicates, most European patents (around 75 per cent) have a US equivalent as well.

For the more aggregated level of classification we grouped together patent classes analogous to the approach by Malerba and Orsenigo (1996). However, given that their publication now dates more than 20 years back, and the patent classification system is subject to constant change, some differences between their grouping of classes and ours is inevitable. In the supplementary material we present an overview of our grouping; note that we take the union of CPC classes (hence counting each patent once). The data in this research comes from the Patstat 2019 spring edition. Time is not adopted as an explicit variable in our models, yet

---

7 To be precise, we choose the DOCDB type of patent family, where all family members have exactly the same priorities.
8 Note that if we had selected any family citation we effectively take the union of all citations, hence failing to distinguish between the citing tendencies of different patent systems.
9 As a matter of fact, the CPC did not yet exist at the time of the Malerba and Orsenigo paper, yet the closely related International Patent Classification (IPC) did.
we check for the consistency of our models over time and at a later point consider the invention rate over time. We do that by using the earliest filing date of the patent, as it is the closest point in time to the actual invention and therefore helps to establish a chronological ordering of inventions. It generally takes several years however before filed patents are actually granted: The European patents granted in 2012 were on average first filed 6.5 years earlier, for US patents this was about 5 years. Likewise, from all patents eventually granted that were filed earliest in 2005, it took 50% 6.9 years to be granted, and it took about 12.5 years for 95% of them to be granted. For US patents filed earliest in 2005 the same percentages correspond to about 5 and 10 years respectively. To be relatively confident of including 95% of the patents for each year considered, hence avoiding a "truncation effect" as much as possible, calculating back from 2019, we should therefore not consider earliest filing years later than 2008.

5.2. Id and ipl for the Focus Technologies

In Figure 2 we plot the id and ipl of the four focus technologies for the number of patents. We include the results from both the US and EP patents. We observe for all four technologies a linear increase of both the id and ipl, yet the rate of increase varies considerably across technologies. In the US data set, where wind turbines is after 2,000 patents already at an ipl of 10, combustion engines reaches the same ipl only after 6,000 patents. These variations are also found considering the id or EP data set instead. It is therefore instructive to consider not only the absolute cumulativeness of a technology, but also its cumulativeness relative to the size of its knowledge base.

To obtain a more detailed understanding of the linear relationship between cumulativeness and the number of inventions, we consider the coefficients of the linear fits in Figure 2 for US patents in Table 2 and for the EP patents in Table 3; the statistical details of these fits can be found in the supplementary material. The coefficients in Table 2 indeed vary considerably across technologies, and high values for $m_0$ correspond to high values of $q$. This suggests that if the need for specialized knowledge is high at initial stages of a technology, it also increases faster as the technology develops. More importantly, Table 2 shows that the fitted ipl coefficients $p$ (on the left, determined empirically) are in reasonable agreement with the predicted values (on the right, calculated). This suggests that the id and ipl are interrelated in accordance with the simple model described in Section 4.3. This implies that the relation between id and ipl are rather predictable for each technology, suggesting that the transversal and longitudinal
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Table 1. Description of the four focus technologies. The selected patents have an earliest filing year <2009

| Technology short name | CPC code     | CPC description                                                                 | #US granted patents | # EP granted patents | # same family |
|-----------------------|--------------|----------------------------------------------------------------------------------|---------------------|----------------------|---------------|
| Nuclear fission       | Y02E 30/3    | Energy generation of nuclear origin: nuclear fission reactors                     | 3,608               | 745                  | 558           |
| Photovoltaics         | Y02E 10/5    | Energy generation through renewable energy sources: photovoltaic energy          | 9,088               | 2,599                | 1,947         |
| Wind turbines         | Y02E 10/7    | Energy generation through renewable energy sources: wind energy                  | 5,405               | 1,767                | 1,323         |
| Combustion engines    | F02B 3/06    | Engines characterized by air compression and subsequent fuel addition with compression ignition | 6,466               | 2,089                | 1,344         |
dimensions of cumulativeness (using a proper rescaling) can be used interchangeably. In Table 3 the variation across technologies for EP patents is largely similar to the variation for US patents, and again shows reasonable agreement between the fitted and predicted ipl coefficients. There are, however, also some overall differences with the US patents. The constants $m_0$ are generally smaller and, as a consequence, the ipl coefficients $p$ are also smaller. There are minor differences per technology, the id coefficient $q$ of nuclear fission being remarkably higher for the EP patents than for the US patents. We will revisit cross-technology differences more systematically at the end of this chapter.

Finally we observe in Figure 2 some minor deviations from the linear developments, in particular the ipl of nuclear fission and combustion engines speeding up for higher number of patents, and that of wind turbines slowing down. Additionally, the ipl of combustion engines and photovoltaics increases fast at a lower number of patents. (A closer analysis of the id leads to similar observations, though this is less clear in Figure 2). We will come back to these deviations in our discussion of Figure 3.

Table 2. Coefficients of id and ipl for US. On the left we present the fitted id and ipl coefficients and the id constants from Figure 1 for US patents. On the right we present the predicted ipl coefficients, where $p_0^a$ is directly based on the id data and is $p_0^b$ calculated using the fitted $m_0$ and $q$ (see Section 4.3). With the exception of US wind turbines, these predictions agree rather well with the fitted ipl coefficients. As expected $p_0^a$ is generally more accurate than $p_0^b$. For statistical details see supplementary material.

| Technology         | $m_0$ (ref/pat) | $q$ (ref/pat$^2$) | $p_0^a$ (1/pat) | $p_0^b$ (1/pat) |
|--------------------|----------------|-----------------|----------------|----------------|
| Nuclear fission    | 0.65           | 0.0006          | 0.0029         | 0.0029         | 0.0022         |
| Photovoltaics      | 1.45           | 0.0005          | 0.0024         | 0.0024         | 0.0020         |
| Wind turbines      | 2.42           | 0.0014          | 0.0044         | 0.0067         | 0.0067         |
| Combustion engines | 0.26           | 0.0002          | 0.0011         | 0.0011         | 0.0006         |
In Figure 3 we plot for the US patents the id and ipl over time, together with the total number of patents over time. The ipl values (shifted by $k_0$) are rescaled by the corresponding factor $p$ and the id values (shifted by $m_0$) are rescaled by the corresponding factor $q$ from Table 2. We observe for all four technologies that the time developments of all three quantities largely coincide. In hindsight, this should not be a surprise given the observed linear relations in Figure 2: The id and ipl are mainly a function of the total number of patents and hence their developments are synchronized. The synchronization indicates that our modeling of the knowledge dynamics consistently applies over time (i.e., that it is to some extent time-independent). Still, we note that the synchronization is not always perfect: Towards 2009, we observe that the ipl of nuclear fission and especially combustion engines increases faster than the number of patents, and vice versa for wind turbines. Further, in the 1960s, the ipl of photovoltaics and combustion engines is somewhat lower than the number of patents. Note that these asynchronous developments correspond exactly to the previously mentioned deviations from linearity in Figure 2. Note in Figure 3 that the “fast ipl” deviations correspond to periods in time where the number of patents increases very slowly (nuclear fission and combustion engines towards 2009, photovoltaics and combustion engines in the 1960s) and that the “slow ipl” deviations correspond to periods in time where the number of patents increases very quickly (wind turbines towards 2009). To some extent, but less clearly in Figure 3, this also counts for the id developments. These observations are therefore in agreement with the hypothesized inverse relation between the rate of invention over time and cumulativeness coefficients.

5.3. Distributions of Backward Links and Path Length

The measured linear relationships between the id, ipl, and number of patents are in line with the model predictions of Section 4, yet linear relationships may also arise in various other models. We therefore also study the empirical backward link and path length distributions and compare these to the predicted distributions. For brevity we focus on the US patents in this section, as the analysis for EP patents is largely similar.

In Figure 4 we plot the internal backward link distribution for the four focus technologies for US patents, plotting the distribution for each technology for every 1,000 patents. We observe two characteristics: (a) The frequency drops exponentially (note the logarithmic axis) with the number of references and zero references occurring most frequently; and (b) As the number of patents increases, the skewness decreases. Where (a) is indicative of a geometric distribution, (b) indicates that the parameter of this distribution depends on the number of patents. To test if these distributions agree with the predictions of Section 4.2, in Figure 4 we simultaneously plot

---

**Table 3.** Coefficients of id and ipl for EP. Same as Table 2, but then for EP patents

| Technology         | id const $m_0$ (rel/pat) | id coeff $q$ (rel/pat$^2$) | ipl coeff $p$ (1/pat) | $p_0$ (1/pat) | $p_0$ (1/pat) |
|--------------------|--------------------------|----------------------------|-----------------------|---------------|---------------|
| Nuclear fission    | 0.07                     | 0.0011                     | 0.0023                | 0.0024        | 0.0017        |
| Photovoltaics      | 0.25                     | 0.0002                     | 0.0008                | 0.0008        | 0.0010        |
| Wind turbines      | 0.18                     | 0.0008                     | 0.0021                | 0.0019        | 0.0016        |
| Combustion engines | 0.07                     | 0.0002                     | 0.0004                | 0.0005        | 0.0005        |

---

The number of backward citations only starts to become substantial from 1940 onward for all considered technologies, which is why we choose this as a starting point. We note that wind turbines have a substantial number of patents (about 1,100) before 1940, yet citations before that period are either rare or not recorded in our data set.

---
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Figure 3. Total patents and rescaled id andipl over time. For each earliest filing year, we plot the total number of patents and the IPL and ID, where $ipl-k_0$ is rescaled by a factor $1/p$ and $id-m_0$ is rescaled by a factor $1/q$ (the factors are taken from Table 2 and the supplementary material). Both cumulativeness indicators closely follow the development of the total patents over time.

Figure 4. Backward link distribution (US patents). With symbols we plot the empirical distribution each time the number of patents increases by 1,000. With lines we plot the predicted geometric distributions using the parameters $q$ and $m_0$ from Table 2. For clarity, the $n = 5,000, 7,000, and 8,000$ are omitted (applicable to combustion engines and photovoltaics only).
the predicted distributions using the parameters $q$ and $m_0$ from Table 2. We observe that the predicted distributions fit the empirical distributions rather well. In the supplementary material, we compare these fits to a number of alternative distributions using probability plots, which again confirm that the data is reasonably well described by geometric distributions with parameters from Table 2.

In Figure 5 we consider the path length distribution (for each internal path) for US patents, plotting the distribution for every 1,000 patents. We observe two characteristics: (a) As the number of patents increases, the distribution becomes less skewed, approximating a parabolic shape (on a log scale); and (b) the most frequent path length shifts right as the number of patents increases. Before we discuss the fitting of the path length distributions, we briefly consider the development of the maximum internal path length (mipl) for the number of patents in Figure 6. The patterns are for each technology rather similar to those of the ipl in Figure 2, except that the mipl increases at about double the pace.

Indeed, linear fits of the mipl (see supplementary material for the details) yield the coefficients 0.0062 (nuclear fission), 0.0046 (photovoltaics), 0.0089 (wind turbines), and 0.0021 (combustion engines), which are as expected very close to $2p$ (using the values $p$ from Table 2). As explained at the end of Section 4.3, we can use the maximum path lengths as estimates for $n'$ in Eq. 9. The values of $n'$ used in the fitting path length distributions in Figure 5 are the y-coordinates of the plotted numerals in Figure 6. We note that the empirical distributions in Figure 5 are very well fitted, and at the same time the numerals in Figure 6 fall neatly in the line of development of each technology. We therefore conclude that Eq. 9 provides a rather accurate description of the path length distributions. A closer examination of the distribution fits is provided in the supplementary material.

![Figure 5](http://direct.mit.edu/qss/article-pdf/2/3/1092/1970790/qss_a_00140.pdf)

Figure 5. Path length distribution (US patents). With symbols we plot the empirical distribution each time the number of patents increases by 1,000. With lines we plot the predicted distributions from Eq. 9, where the maximum path length values plotted by numerals in Figure 6 are used as values of $n'$. 
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5.4. Cross-Technology Variations

Finally we discuss the variation in id and ipl across technologies in more detail. As we have two indicators for cumulativity and two data sources (EPO and USPTO), we can identify cross-cumulativity variations along four dimensions. Figure 7 presents a systematic overview of the 24 technologies (see supplementary material). We observe positive trends for each comparison in Figure 7, and the technologies for each comparison remain rather consistently in a characteristic (high or low) range of cumulativity. These observations are supported by the reasonable values of the squared correlation coefficient $R^2$ and the statistical significance we find for each comparison (for the statistical details see the supplementary material). The positive association between the two indicators in Figure 7 provides some evidence that the relation established in Eq. 6 applies across a wider range of technologies than the four focus technologies. This suggests again that the degrees of cumulativeness measured along the transversal and longitudinal dimensions largely agree for each technology (i.e., that both dimensions can be used more or less interchangeably). As expected from the greater citation tendency in the US system, the values of the US indicators are a factor 3–4 greater than their EP counterparts (see also the supplementary material). However, the positive association we find between US and EP patents for both the id and ipl indicates that this factor is approximately constant across different technologies. This suggests that, despite institutional differences, both indicators can be applied consistently within different patent systems, confirming that we can think of cumulativity as a technology-specific characteristic.

In our discussion of the four focus technologies we provided some evidence for the hypothesized inverse relation between the time rate of invention and the id coefficient $q$ (i.e., the rate at which the id increases per patent). The joint consideration of 24 technologies allows us to test this relation for a wider range of technologies. In Figure 8 the invention rate (measured by the average number of patents per year) is plotted for the id coefficients $q$ (determined by the number of references per patent squared) for both the US and EP patents. In line with expectations, the two quantities are negatively associated (best fitted by a power law with a power $\approx -0.6$ for US patents and $\approx -0.9$ for EP patents). Again, see the supplementary material...
material for the statistical details. Figure 8 therefore confirms that the linear coefficient determining the increase of the id per patent (and indirectly the ipl) is related inversely with the rate of invention over time. Note that this does not mean that the rate of cumulativeness development is exclusively determined by the rate of invention, as there may still be other factors at play related to the type of technology or technological knowledge. From Figure 7 it is not directly clear, however, what types of technologies we can typically associate with high and low cumulativeness: We observe technologies from various disciplines on both the higher and lower ends of the spectra. In the final subsection we therefore consider the differences between technologies on a more aggregated level of classification.

**Figure 7.** Id and ipl for 24 technologies in EPO and USPTO. Linear fits are included based on the pairwise regressions in the supplementary material.

**Figure 8.** Invention rate and id rate $q$. The symbols correspond to the technologies in the legend of Figure 7. Note that the axes are logarithmic; hence the fitted line is a power-law (for details see supplementary material).
5.5. Cumulativeness Across Technological Fields

Finally, we consider the cumulativeness of technologies on a more aggregated classification level, which we will henceforth refer to as *technological fields* (we have included an overview of these fields in the supplementary material). This allows us to develop an overall understanding of which technologies can typically be associated with high or low cumulativeness. Furthermore, it allows us to check if our approach to cumulativeness is in line with earlier approaches (Breschi et al., 2000; Malerba & Orsenigo, 1996)\(^\text{11}\), thus to some extent validating the indicators for cumulativeness suggested by this contribution. However, as determining the ipl is computationally challenging for very large numbers of nodes (i.e., >100,000), we limit this analysis to determining the id of these technological fields. We plot the id for the number of patents for these fields for the US patents in Figure 9, where we also include a legend. Note that the different icon colors correspond to the different CPC main sections. Figure 10 shows a similar plot for the European patents.

For a deeper understanding of a technology’s cumulativeness, we again stress the need to additionally consider the cumulativeness relative to the size of the knowledge base. For example, in Figure 9, although the knowledge base size is similar for the field Packing & Transporting and the field Optics & Photography, the latter has reached a far greater level of cumulativeness. Similarly, Nucleonics reaches the same cumulativeness level as Packing & Transporting, although the knowledge base is about 15 times larger in the latter. The cumulativeness therefore appears to increase faster with each patent for Nucleonics and Optics & Photography than for Packing & Transporting. The expected increase in cumulativeness for the knowledge base size is indicated by the fits (dashed line) in Figures 9 and 10 and may depend on the level of classification. For this level of classification we can use these fits to distinguish relatively high cumulativeness (above the line) from relatively low cumulativeness (below the line). Using this distinction we see that for the US patents the fields belonging to CPC sections Physics (red icons), Electricity (yellow icons), and Chemistry (purple icons) show relatively high levels of cumulativeness. Fields belonging to the sections Human Necessities (brown icons) and Performing operations & Transporting (blue icons) show relatively low levels of cumulativeness. The larger fields in the sections Textiles (pink icons) and Fixed Constructions (black icons) also show relatively low levels of cumulativeness.

The study by Malerba and Orsenigo (M&O) distinguishes a number of highly aggregated technologies as Schumpeter Mark I (associated with low cumulativeness) and Schumpeter Mark II (associated with high cumulativeness). Our observations are in overall agreement with the general conclusion of M&O that

Schumpeter Mark I technological classes are to be found especially in the “traditional” sectors, in the mechanical technologies, in instruments as well as in the white electric industry. Conversely, most of the chemical and electronic technologies are characterized by the Schumpeter Mark II model\(^\text{12}\).

To make a more detailed comparison, we individually consider 23 technological fields that occur in both M&O and our own set of fields and which M&O classify as either Schumpeter I

\(^{11}\) The contribution by Breschi is largely consistent with the one by Malerba and Orsenigo. As the latter considers more detailed technological classes and a wider geographical range of patents, we will focus on the latter.

\(^{12}\) We interpret M&O’s “traditional” sectors to correspond to the early industrial and craft-like sectors, such as Textiles, Domestic Articles, and Wearables.
How cumulative is technological knowledge?

Figure 9. Cumulativeness versus size of knowledge base for US patents. We plot the cumulativeness (measured by the internal dependence) for the knowledge base size (measured by the number of patents) for 40 technological fields based on USPTO data. Fields in the same CPC section are colored similarly. Note both axes are logarithmic; hence the fitted regression line is a power law. The cumulativeness of technologies appearing substantially above (below) the fitted line can be identified as relatively high (low).

Figure 10. Cumulativeness versus size of knowledge base for European patents. Same as Figure 9, but for European patents. A legend for the icons is included in Figure 9.
or II. For the purpose of this comparison, we associate a technological field below the fitted line with low cumulativeness (which should correspond to M&O’s Schumpeter Mark I) and technologies on or above with high cumulativeness (corresponding to M&O’s Schumpeter Mark II). From the 23 thus considered technologies, 18 are identified correctly: seven as low cumulativeness (Wearables, Domestic Articles, Agriculture, Shaping of Materials, Railways & Ships, Building, Mechanical Engineering) and 11 as high cumulativeness (Aviation; Petroleum, Gas, & Coke; Macromolecules; Biochemistry; Engines, & Pumps; Weapons; Photography, & Optics; Nucleonics; Telecommunications; Computing, & Controlling; Electronic Components & Circuitry Q3). Five technological fields do not correspond to M&O’s labeling: Inorganic Chemistry (Mark II), Printing & Decoration (Mark II), Lighting (Mark I), Measurement & Testing (Mark I) and Health and Wellbeing (Mark II). Note the first four are rather close to the line, however. The cumulativeness of Health and Wellbeing is exceptionally high in our analysis, though. The reason for these deviations is not directly clear. We emphasize that M&O’s Schumpeter Mark I or II labels are based on various aspects of the organization of innovation, and are therefore only an indirect indication of cumulativeness. Also, there might be some variation between the grouping of patent classes by M&O and ours. Finally, some technologies may have developed substantially between the M&O study (1996) and the final year we consider (2009).

The variations found across technological fields using the European patents in Figure 10 are largely similar to those we observed for the US patents. Notable differences are that for the European patents, the chemistry fields show relatively high cumulativeness and the physics and electricity fields show relatively low cumulativeness (as compared to the US patents). In general the variations across technological fields are less for the European patents than for the US patents, which is likely related to the fact that the number of patents is substantially lower for the former. Although there are some differences with the US patents, the European patents too show overall agreement with the results of M&O (of the 23 fields, 18 are identified correctly). The agreement between the M&O approach to cumulativeness and our results provides a validation for the use of the id to measure the cumulativeness of a technology, and indirectly for the ipl, given the earlier established close relation between both indicators.

6. DISCUSSION

In this paper we have established an approach to interpret, model, and measure the cumulative nature of technological knowledge development. We can identify an number of deeper implications and possible extensions of the theoretical model developed in this contribution.

A main point in the search model is the increasing difficulty of inventing without any prior knowledge of the field, which leads to a geometric distribution for the number of backward links. In a number of other approaches, invention is perceived as a process of (re)combining existing pieces of knowledge (Arthur, 2009; Fleming, 2001; Fleming & Sorenson, 2001). If we were to focus on the number of combinations allowed by the number of existing inventions, a reasonable suggestion for the distribution of backward links would be a binomial type of distribution. This option may seem attractive, as assigning equal probability to each combination would lead the expected value of the number of backward links per invention to increase proportionally with the number of inventions, in agreement with observation. However, for the id, we fail to observe the characteristics of a binomial type of distribution. The fact that we obtain stronger evidence in the supplementary material for a geometric distribution suggests therefore that the mechanism of combination plays a lesser role than we might expect, or at least that we are dealing with a special type of combination, where, for example, only a small subset of the combinations is allowed.
Although linear relations are common in descriptions of social phenomena, we emphasize that the linearity of the id and ipl in the number of inventions is neither an obvious nor an expected result. In a number of network approaches to knowledge dynamics, it is instead supposed that the number of backward links per node is on average constant as the number of nodes increase (Albert & Barabási, 2002; Price, 1976; Wang, Song, & Barabási, 2013). It can be demonstrated this would imply a constant id and a logarithmically increasing or even constant ipl. These mechanisms would thus predict a stagnating cumulativeness, even though the number of inventions keeps increasing. One may raise the objection that the external nodes are not included in our analysis, and that the id linearity may disappear once these are included. Additional checks on the four focus technologies in Table 1, however, reveal that the external dependence (i.e., the average number of external nodes each node builds on) equally well shows a linear increase. Although considering only four technologies gives no guarantee, it is an indication that the linearity is a more general phenomenon. In this contribution we explored some possible mechanisms driving the increase of id and ipl. At the same time we acknowledge that there may be other societal factors driving the increase, such as increased computerization or other factors improving the availability of search results. Accounting for the effect of these factors is, however, challenging, as it would require us to compare similar technological developments over different time periods.

Our approach suggests that the cumulativeness of technologies develops largely in sync with the size of the respective knowledge base, which suggests that these knowledge dynamics are to some extent time independent (i.e., less impacted by historical events). Likewise, the description was formulated independent of spatial (geographical) factors (and appeared consistent between the United States and Europe). This appears to contradict a commonly held notion that technology development is highly path-dependent (i.e., that history and local circumstances crucially matter). However, the time and space independence here only applies to the relation between cumulativeness and the size of the knowledge base; hence the crucial choices determining particular technological content may still largely depend on historical or local events. Furthermore, we observed that the rate of invention of this technology over time is inversely related to the rate of proportionality between the cumulativeness and size of the knowledge base. If there is causation from former to latter, then technological cumulativeness may in the end be less determined by intrinsic knowledge properties than generally understood. If there is causation from latter to former, then the cumulativeness rate of a technology can be interpreted as a key determinant and predictor of its rate of invention. Alternatively, a simultaneous effect of both causalities may also be the case. Regardless of a possible causality direction, it would for later work be interesting to compare the deviations from linearity in Figure 2 with different phases in the technology life cycles (Abernathy & Utterback, 1978; Anderson & Tushman, 1990). The development of combustion engines and nuclear fission indeed show hints of typical life cycle S-shapes in Figure 3, the points of acceleration and deceleration corresponding to the deviations in Figure 2. Although the present model does not account for these deviations, we note that, at least for the technologies considered here, the deviations are minor, and linearity remains the dominant pattern.

In this contribution we focused on the cumulativity of technological knowledge. It would be interesting to compare this to cumulativity in other fields of knowledge such as science or art. The indicators and models discussed in this contribution can reasonably well be generalized to these areas. Also, it would be interesting to look at science-technology or art-technology dependencies, which then allow us to consider the cumulativity of technology as a whole (i.e., consider all technology as internal and the influence of science and/or art as “external”). These questions are, however, beyond the scope of this work.
Finally, we mention two limitations to our approach. First, our results critically depend on a particular choice for a demarcation/classification of different technologies, in our case the CPC. Even though this is a validated classification, innovation researchers should keep in mind that the CPC is in the first place designed to aid patent examiners in their search for prior art, which may not always align with the technology definitions and level of detail researchers require. Furthermore, as new technologies develop, the CPC is continuously restructured, causing possible misalignment with the researchers’ time perspective of a developing technology. To allow for a more detailed classification or a more sophisticated internal-external distinction researchers may consider alternatives based on textual analysis of patents (Kelly, Papanikolaou et al., 2018), technological relatedness (Castaldi, Frenken, & Los, 2015) or distance measures (Gilsing, Nootenboom et al., 2008; Jaffe, 1989). Although we acknowledge these points, we note that the main focus of this work was on developing a methodology to determine a technology’s cumulativeness, which is generally applicable once the internal-external distinction is in place. In general, we emphasize that a better understanding of the applicability of our analysis requires us to research a greater number of technologies. This would also help us understand if more closely related technologies also differ less in cumulativeness (hints of which we observe in Figures 9 and 10). Second, we kept the models in this contribution as simple as possible, thereby excluding a number of arguably relevant factors, among others: (a) the average time lag between the appearance of knowledge and the usage of that knowledge; (b) more advanced mechanisms in patent networks such as preferential attachment effect (Albert & Barabási, 2000; Erdi et al., 2013; Valverde et al., 2007); and (c) linkage to external inventions, which allows paths to start directly from external nodes. Though we can think of possible extensions of the model including these factors, we preferred a simple version for clarity.

7. CONCLUSIONS

This paper presents both a theoretical and an empirical investigation of technological cumulativeness. Theoretical perspectives agree that technological cumulativeness involves a series of developmental steps within a technology, where the cumulativeness is higher (a) when the dependence between subsequent steps is larger, and (b) when the total number of subsequent steps is higher. We capture these transversal (a) and longitudinal (b) dimensions of cumulativeness through our indicators internal dependence (id) and internal path length (ipl).

We then analytically derive how the id and ipl interrelate, and how they change as the size of the knowledge base of a technology increases (as measured by the total number of inventions). To this end, we model the invention process as a series of searches. A relevant parameter in this process is the technology-specific rate at which it becomes harder to invent without using the existing knowledge in the field. We expect to be inversely related to the rate of invention over time, as there tends to be more specialization (and hence need for complete knowledge) at greater rates of invention. From this model we deduce that the id and ipl, while following different distributions, are both expected to increase linearly with the size of the knowledge base. The coefficients of these linear relations are predicted to approximate as the knowledge base becomes larger.

Empirical tests on several technologies, using patent and citation data from both the USPTO and the EPO as proxies for invention and knowledge flow, provide empirical support for these expectations and show that the id and ipl can be used consistently for both patent systems. Further, the variations in cumulativeness across technological fields are found to be largely consistent with earlier contributions, which used different approaches to technological cumulativeness: Chemistry, physics and to some extent electronics are generally characterized by
relatively high cumulativeness, and the craft-like and mechanical engineering fields show relatively low cumulativeness.

Our study leads to a number of new insights about technological cumulativity and its relation to technological knowledge:

1. The cumulativeness of a technology develops proportionally with the size of its knowledge base, with a technology-specific cumulativeness rate. A thorough understanding of a technology’s cumulativeness therefore considers the cumulativeness in absolute terms as well as relative to the size of its knowledge base.

2. The measurements of cumulativity along the transversal dimension and the longitudinal dimension are found to be consistent for various technologies. It appears, therefore, that both provide an equivalent description of a technology’s cumulativeness. Measuring the transversal dimension by means of the internal dependence is (computationally) simple, and therefore provides a relatively fast and reliable indication of a technology’s cumulativeness.

3. The time development of the cumulativeness indicators is largely synchronized with the time development of the knowledge base size. This suggests that short-term immediate effects have a limited influence on the relation between cumulativeness and knowledge base size (meaning that the cumulativeness rate remains constant). However, across technologies we observe an inverse relation between the cumulativeness rate and the rate of invention over time. This suggests that effects acting over longer periods of time, such as the gradual acceleration or deceleration of inventive efforts, may therefore affect the cumulativeness rate.

4. Technological cumulativeness is understood to be a mechanism for the emergence of technological complexity. For a comprehensive understanding of the dynamics of technological complexity, it is important to take into account both the transversal and longitudinal dimensions of cumulativeness. Our study shows that cumulativeness increases along both these dimensions (for the considered technologies), which suggests an overall increase of technological complexity as well, yet this partially depends on the chosen measure of complexity.

These insights lead to a number of implications for innovation policies, which benefit from a detailed understanding of the cumulativeness of technologies, such as smart specialization. In their consideration of various technologies, these policies are advised to choose a comprehensive approach, including both the absolute cumulativeness and the cumulativeness relative to the size of the knowledge base. Where the first is indicative of the overall difficulty of entry in a technology, the second is indicative of the relative difficulty of entry as compared to technologies with similar sized knowledge bases. Furthermore, given that near-future inventive activity (and with that knowledge output) allows for some estimation or planning, these policies are advised to additionally take into account the expected development of the cumulativeness of these technologies. Although these developments are sometimes considered a black box, we have demonstrated that the cumulativeness in fact develops rather predictably with the size of the knowledge base. In the longer run, policymakers should be aware that the rate of invention over time of a technology, usually a direct or indirect subject of policy interventions, is inversely related to the cumulativeness rates. Although the possible causality in this relation is as yet unclear, the consequences are considerable either way. In the most extreme cases, it either implies a certain “counter effect”—that a substantial acceleration of inventive activities indirectly slows down the cumulativeness rate of a technology—or it...
How cumulative is technological knowledge?

implies that, despite efforts of acceleration or deceleration, the inventive rate is largely conditioned by the cumulativeness rate alone.
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