Numerical methods for solving initial value problems of some kinds of nonlinear impulsive fractional differential equations
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Abstract

This article is concerned with the numerical solutions for initial value problems of nonlinear impulsive fractional differential equations which are actively studied recently. In this paper we construct numerical schemes for solving initial value problems of I-type impulsive fractional differential equation and II-type impulsive fractional differential equation and estimate their convergence and stability.
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1. Introduction

Fractional differential equations have recently proved to be commonly used in different research areas such as engineering, physics, chemistry, economics, etc. Especially, they draw a great application in nonlinear oscillations of earthquakes, see page flow in porous media and in fluid dynamic traffic model, and many physical phenomena [6, 10, 11, 13, 14, 17, 21].

Recently, Mahto et al. [12] investigated the existence and uniqueness of solutions of Caputo impulsive fractional differential equations with $0 < \alpha < 1$ as below.

$$\begin{align*}
\mathcal{C}D^\alpha x(t) &= f(t, x(t)), \quad t \in I = [0, 1], t \neq t_k, \\
\Delta x(t)|_{t=t_k} &= I_k(x(t_k^-)), \quad k = 1, 2, \ldots, m, \\
x(0) &= 0,
\end{align*}$$
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Chang [5] studied the existence of solution for the impulsive fractional differential equations with integral boundary condition as follows.

\[
\begin{align*}
&cD^\alpha y(t) = f(t, y(t)), \quad t \in J = [0,1], t \neq t_k, \\
&\Delta y(t)|_{t=t_k} = I_k(y(t_k^-)), \quad k = 1, \ldots, m, \\
y(0) = \int_0^1 g(s)y(s)ds,
\end{align*}
\]

In a recent work [3], Belmekk et al. studied the existence of solution to the following periodic boundary value problem for a nonlinear impulsive fractional differential equation by Schaeffer’s fixed point theorem.

\[
\begin{align*}
&D^\alpha_{t_k^+} \mu(t) - \lambda \mu(t) = f(t, \mu(t)), t \in (t_k, t_{k+1}), k = 0, \ldots, p, \\
&\lim_{t \to t_k^-} (t-t_k)^{1-\delta} (\mu(t) - \mu(t_k)) = I_k(\mu(t_k)), k = 1, 2, \ldots, p, \\
&\lim_{t \to 0^+} t^{1-\delta} \mu(t) = \mu(1).
\end{align*}
\]

And they [1, 2, 4, 7, 22, 23] also investigated the existence and uniqueness of solutions for impulsive fractional differential equations.

While almost papers about the impulsive fractional differential equations were written in respect to the existence and uniqueness of solutions, few papers treated the numerical method for solving impulsive fractional differential equations.

Randelovic et al. [18] studied a difference approximation algorithm for the integer order impulsive differential equation with initial condition and gave an example, but they did not investigate the numerical analysis for their method.

Yang et al. [24] proposed an effective numerical method for time-space fractional Fokker-Planck equation and proved the stability and convergence grow as the iteration number increases.

\[
\begin{align*}
\frac{\partial^\alpha \mu(x,t)}{\partial t^\alpha} &= \left[ \frac{\partial}{\partial x} \frac{V'(x)}{\mu} + K_\mu \frac{\partial^\mu}{\partial |x|^\mu} \right] \mu(x,t) + S(\mu(x,t), x, t), \\
\mu(a,t) &= \mu(b,t) = 0, 0 \leq t \leq T, \\
\mu(x,0) &= \mu_0(x), a < x < b.
\end{align*}
\]

Hariharan et al. [9] showed broadly that Haar wavelet method is a very effective and powerful tool in solving linear and nonlinear differential equations. Habibollah saedi et al. [20] reduced the fractional Volterra and Abel integral equations to a system of algebraic equations, estimated a global error bound and gave some numerical examples by using Haar wavelet operational matrix. Neamaty et al. [15] proposed a solving method for fractional partial differential equation with Caputo fractional derivative by using Haar wavelet operational matrix and gave a numerical example.

Motivated by the above researches we firstly study the effective difference scheme for the following impulsive fractional differential equation (II-type impulsive fractional differential equation) and estimated the stability and convergence of our scheme

\[
\begin{align*}
&cD^\alpha x(t) = f(t, x(t)), t \in (t_k, t_{k+1}), k = 0, 1, \ldots, m, \\
&\Delta x(t)|_{t=t_k} = I_k(\mu(t_k^-)), k = 1, 2, \ldots, m, \\
x(0) = 0.
\end{align*}
\]

And we propose the wavelet operational matrix method for the other kind of impulsive fractional differential equation (I-type impulsive fractional differential equation), analyze the convergence of our method, and give an numerical example.

\[
\begin{align*}
&cD^\alpha x(t) = f(t, x(t)), t \in (0,1], t \neq t_k \in (0,1) \\
&\Delta x(t)|_{t=t_k} = I_k(\mu(t_k^-)), k = 1, 2, \ldots, 1, \\
x(0) &= x_0.
\end{align*}
\]
In above two equations, we assume that
\[ f \in C(I \times X, X), \quad I_k : X \to X, \quad 0 < \alpha < 1, \]
and put as follows.
\[ 0 = t_0 < t_1 < \cdots < t_m < t_{m+1} = 1, \]
\[ \Delta x(t)|_{t=t_k} := x(T_k^+ - x(T_k^-)), \]
\[ x(T_k^+) := \lim_{h \to +0} x(t_k + h), x(T_k^-) := \lim_{h \to +0} x(t_k - h). \]

2. II-type impulsive fractional differential equation and the effective difference scheme

2.1. II-type impulsive fractional differential equation

**Definition 2.1.** The equation (2.1) is said to be an II-type impulsive fractional differential equation.

\[ \begin{cases} \,^c D_t^\alpha x(t) = f(t, x(t)), t \in (t_k, t_{k+1}), k = 0, 1, \ldots, m, \\ \Delta x(t)|_{t=t_k} = I_k(x(T_k^-)), k = 1, 2, \ldots, m, \\ \,x(0) = 0, \end{cases} \tag{2.1} \]

where
\[ f \in C(I \times X, X), \]
\[ I_k : X \to X, \]
\[ 0 = t_0 < t_1 < \cdots < t_m < t_{m+1} = 1, \]
\[ \Delta x(t)|_{t=t_k} = x(T_k^+ - x(T_k^-)), \]
\[ x(T_k^+) := \lim_{h \to +0} x(t_k + h), x(T_k^-) := \lim_{h \to +0} x(t_k - h). \]

In this section, we assume that \( 1/2 < \alpha < 1 \).

2.2. The effective difference scheme

Denote as follows:
\[ T_k := t_{k+1} - t_k, \quad \tau_k := T_k/N_k, \quad t_k^n := t_k + n\tau_k, \quad N_k \in \mathbb{N}, n = 0, \ldots, N_k, k = 0, \ldots, m. \]

Firstly, adopting the L1-algorithm [16], we discretize the Caputo time fractional derivative as
\[ \,^c D_t^\alpha x(t_{n+1}) = \frac{\tau^{-\alpha}}{\Gamma(2-\alpha)} \sum_{j=0}^n b_j (x(t_{n+1-j}) - x(t_{n-j})) + O(\tau^{1+\alpha}), \tag{2.2} \]

where \( \tau = T/N, t_n = n\tau, n = 0, \ldots, N \) and \( b_j = (j + 1)^{1-\alpha} - j^{1-\alpha} \). The nonlinear function \( f \) can be discretized as
\[ f(t_k^n, x(t_k^n)) = f(t_k^n, x(t_k^n)) + O(\tau_k). \tag{2.3} \]

Therefore, using (2.2)-(2.3), we have
\[ \frac{\tau^{-\alpha}}{\Gamma(2-\alpha)} \sum_{j=0}^n b_j (x(t_{n+1-j}) - x(t_{n-j})) = f(t_k^n, x(t_k^n)) + O(\tau_k). \tag{2.4} \]
Lemma 2.3. The effective difference scheme (2.6)-(2.7) is stable if

\[
\tau_k^\alpha \leq \frac{1}{\Gamma(2 - \alpha)L} \min_{j=1}^{n} \sum_{j=1}^{n} b_j e^{-(n\tau_k)^{1-\alpha}}(e^{((n-j+1)\tau_k)^{1-\alpha}} - e^{((n-j)\tau_k)^{1-\alpha}})(e^{\tau_k^{1-\alpha}} - 1),
\]

where there exists a positive constant \(c_1\) such that \(|R_{n+1}^k| \leq c_1 \tau_k^{1+\alpha}\). Let \(x_n^k\) be the numerical approximation of \(x(t_{n+1}^k)\), and \(r_n^k\) the numerical approximation of \(f(t_{n+1}^k, x(t_{n+1}^k))\). Then we obtain the following effective difference scheme for the first equation of problem (2.1):

\[
x_{n+1}^k = b_n x_n^k + \sum_{j=0}^{n-1} (b_j - b_{j+1})x_{n-j}^k + \mu_k f(t_n^k, x(t_n^k)) + R_{n+1}^k, \quad n = 1, N_k - 1, k = 0, m.
\]

(2.5)

Finally, we can get the effective difference scheme (2.6)-(2.7).

Proof. Put \(\beta := 1 - \alpha\) and \(\|p_n^k\|_{n,k} := e^{-(n\tau_k)^{1-\alpha}}|p_n^k|\). It is obvious that

\[
e^{-1}|p_n^k| \leq \|p_n^k\|_{n,k},
\]

(2.11)

holds.
i) The case of $k = 0$.

At first we can get $\|\rho_0^0\|_{0,0} = |\delta|$, when $n = 0$. For $n = 1$, after some manipulation, we obtain

$$|\rho_1^1| \leq b_0|\rho_0^0| + \mu_0 L|\rho_0^0|, \quad \|\rho_0^0\|_{1,0} \leq e^{-\tau_0^0}(b_0 + \mu_0 L)|\rho_0^0|.$$  

From (2.10) we have

$$e^{-\tau_0^0}(b_0 + \mu_0 L) \leq e^{-\tau_0^0}(1 + \Gamma(2 - \alpha) \cdot \frac{1}{\Gamma(2 - \alpha)L}(e^{-\tau_0^0} - 1) \cdot L) = 1.$$  

Thus we can see easily that

$$\|\rho_1^1\|_{1,0} \leq \|\rho_0^0\|_{0,0}.$$  

Now suppose that

$$\|\rho_n^0\|_{n,0} \leq \|\rho_0^0\|_{0,0}, n = 2, 3, \ldots, l,$$

when $n = l + 1$, from (2.6) we have

$$|\rho_{l+1}^0| \leq b_1|\rho_0^0| + \sum_{j=0}^{l-1}(b_j - b_{j+1})|\rho_{l-j}^0| + \mu_0 L|\rho_0^0|.$$  

Therefore, we obtain

$$\|\rho_{l+1}^0\|_{l+1,0} = e^{-((l+1)\tau_0)^\beta}|\rho_{l+1}^0|$$

$$\leq b_1 e^{-((l+1)\tau_0)^\beta}|\rho_0^0| + \sum_{j=0}^{l-1}(b_j - b_{j+1})e^{-((l+1)\tau_0)^\beta + ((l-j)\tau_0)^\beta}\|\rho_{l-j}^0\|_{l-j,0}$$

$$+ \mu_0 Le^{-((l+1)\tau_0)^\beta + (l\tau_0)^\beta}\|\rho_1^1\|_{1,0}$$

$$\leq \left[ b_1 e^{-(l\tau_0)^\beta} + \sum_{j=1}^{l-1}(b_j - b_{j+1})e^{-(l\tau_0)^\beta + ((l-j)\tau_0)^\beta} = b_0 - b_1 + \mu_0 L \right] e^{-(l+1)\tau_0)^\beta + (l\tau_0)^\beta}\|\rho_0^0\|_{0,0}$$

$$\leq \left[ b_1 e^{-(l\tau_0)^\beta} + \sum_{j=1}^{l-1}(b_j - b_{j+1})e^{-(l\tau_0)^\beta + ((l-j)\tau_0)^\beta} - b_1 + \mu_0 L + 1 \right] \|\rho_0^0\|_{0,0}.$$  

Define $C := b_1 e^{-(l\tau_0)^\beta} + \sum_{j=1}^{l-1}(b_j - b_{j+1})e^{-(l\tau_0)^\beta + ((l-j)\tau_0)^\beta} - b_1 + \mu_0 L$. Then we have

$$C = b_1 e^{-(l\tau_0)^\beta} + \sum_{j=1}^{l-1}b_j e^{-(l\tau_0)^\beta + ((l-j)\tau_0)^\beta} - \sum_{j=1}^{l-1}b_{j+1} e^{-(l\tau_0)^\beta + ((l-j)\tau_0)^\beta} - b_1 + \mu_0 L.$$  

$$= \sum_{j=1}^{l} b_j e^{-(l\tau_0)^\beta + ((l-j)\tau_0)^\beta} - \sum_{j=0}^{l-1} e^{-(l\tau_0)^\beta + ((l-j)\tau_0)^\beta} + \mu_0 L$$

$$= \sum_{j=1}^{l} b_j e^{-(l\tau_0)^\beta + ((l-j)\tau_0)^\beta} - \sum_{j=1}^{l} b_j e^{-(l\tau_0)^\beta + ((l-j+1)\tau_0)^\beta} + \mu_0 L$$

$$= \sum_{j=1}^{l} b_j e^{-(l\tau_0)^\beta} \left( e^{((1-j)\tau_0)^\beta} - e^{((1-j+1)\tau_0)^\beta} \right) + \mu_0 L.$$
Using (2.10), we obtain
\[ C \leq -\Gamma(2 - \alpha)L\tau_0^\alpha + \mu_0L = 0. \]
Thus we get
\[ \|p_{n+1}^0\|_{1+1,0} \leq \|p_0^0\|_{0,0} \]
Consequently, we can see that
\[ \|p_n^0\|_{n,0} \leq \|p_0^0\|_{0,0}, \quad n = 1, M. \] (2.12)
Substituting (2.11) into (2.12) shows that
\[ |\rho_0^1| \leq e^{|\rho_0^0|} \leq e^{|\rho_0^0|} = e|\delta|. \]
i) The case of \( k = 1 \).
From (2.7), we have
\[ x_0^k = x_{N_{k-1}}^{k-1} + I_k(x_{N_{k-1}}^{k-1}), \quad \tilde{x}_0^k = \tilde{x}_{N_{k-1}}^{k-1} + I_k(\tilde{x}_{N_{k-1}}^{k-1}), \quad k = 1, M. \]
Thus we can see that
\[ \rho_0^1 = \rho_{N_0}^0 + I_1(x_{N_0}^0) - I_1(\tilde{x}_{N_0}^0), \quad |\rho_0^1| \leq |\rho_{N_0}^0| + L_1|\rho_{N_0}^0| \leq (1 + L_1)|\rho_{N_0}^0| \leq (1 + L_1)e|\rho_0^0|. \]
Similarly to i), we have
\[ |\rho_n^1| \leq (1 + L_1)e^2|\rho_0^0|. \]
iii) The case of \( k \geq 2 \).
For any \( k \geq 2 \), we can see easily that
\[ |\rho_n^k| \leq e^{k+1} \prod_{i=1}^{k} (1 + L_1) \cdot |\rho_0^0|. \]
The proof of Lemma 2.3 is completed.

Lemma 2.4 ([25]). The coefficients \( b_j \) satisfy

(i)
\[ \forall j \in N, \quad b_j > 0; \]
(ii)
\[ 1 = b_0 > b_1 > \cdots > b_n, \quad b_n \to 0 \quad \text{as} \quad n \to \infty; \]
(iii) when \( 0 < \alpha < 1 \),
\[ \lim_{j \to \infty} \frac{b_{j-1}}{j^\alpha} = \lim_{j \to \infty} \frac{j^{-1}}{(1 + j^{-1})^{1-\alpha}} = \frac{1}{1 - \alpha}. \]
Thus there is a positive constant \( C \) such that
\[ b_j^{-1} \leq CJ^\alpha, \quad j = 0, 1, 2, \ldots. \]

Lemma 2.5. The coefficients \( b_j \) satisfy
(i) \( \forall j \in \mathbb{N}, b_j b_j \leq b_{j-1} b_{j+1}; \)

(ii) \( \min_{j \in \{1, 2, \ldots, n\}} = \begin{cases} b_{n'}, n = 2n', n' \in \mathbb{N}, \\ b_n b_{n'+1}, n = 2n'+1, n' \in \mathbb{N}; \end{cases} \)

(iii) \( b_2 < 2^\alpha b_3 < 3^\alpha b_4 < \cdots < n^\alpha b_{n+1} < \cdots. \)

**Proof.**

(i) We can get

\[
\frac{b_{j+1}}{b_j} = \frac{(j+1)^\beta - (j)^\beta}{(j+1)^\beta - j^\beta} = \frac{(1+2/j)^\beta - (1+1/j)^\beta}{(1+1/j)^\beta - 1}.
\]

Let \( F(h) := \frac{(1+2h)^\beta - (1+h)^\beta}{(1+h)^\beta - 1}. \) Then we obtain

\[
F'(h) = \frac{\beta([2(1+2h)^\beta - (1+h)^\beta - 2\beta(1+2h)^\beta - (1+h)^\beta])}{((1+h)^\beta - 1)^2}
\]

\[
= \frac{\beta((1+2h)^\beta - 2\beta(1+h)^\beta - (1+h)^\beta)}{((1+h)^\beta - 1)^2}
\]

\[
= \frac{\beta(h(1-\beta)(1/(1+h) + \theta_1)^\beta - 1/(1+\theta_2 h)^\beta)}{((1+h)^\beta - 1)^2(1+2h)^\beta(1+h)^\beta} < 0,
\]

where \( 0 < \theta_1, \theta_2 < 1. \)

Therefore we can see that

\[ F(1/(j-1)) < F(1/j). \]

Consequently, we have

\[ \frac{b_j}{b_{j-1}} \leq \frac{b_{j+1}}{b_j}. \quad (2.13) \]

(ii) In the case of \( n = 2n', n' \in \mathbb{N}, \) we get

\[ \bigcup_{j=1}^{n} b_j b_{n-j} = \{b_1 b_{n-1}, b_2 b_{n-2}, \ldots, b_n b_{n'}, b_{n+1} b_{n'+1}, \ldots, b_n b_0\} = \{b_0 b_n, b_1 b_{n-1}, b_2 b_{n-2}, \ldots, b_n b_{n'}\}. \]

On the other hand, using (2.13), for \( k = n'-1, n'-2, \ldots, 1 \) we obtain

\[ \frac{b_{n'-k}}{b_{n'-k-1}} \leq \frac{b_{n'-k+1}}{b_{n'-k}} \leq \frac{b_{n'-k+2}}{b_{n'-k+1}} \leq \cdots \leq \frac{b_{n'}}{b_{n'-1}} \leq \frac{b_{n'+1}}{b_{n'}} \leq \cdots \leq \frac{b_{n'+k}}{b_{n'+k-1}}. \]

Hence it is obvious that

\[ b_{n'-k} \cdot b_{n'+k} \leq b_{n'-(k+1)} \cdot b_{n'-(k+1)} \]

holds.

Therefore, we get

\[ \min_j \{b_j b_{n-j}\} = b_{n'}^2. \]
In the case of \( n = 2n' + 1, n' \in \mathbb{N} \), we have

\[
\bigcup_{j=1}^{n} b_j b_{n-j} = \{b_1 b_{n-1}, b_2 b_{n-2}, \ldots, b_{n'} b_{n'+1}, b_{n'+1} b_n, \ldots, b_n b_0\} = \{b_0 b_n, b_1 b_{n-1}, b_2 b_{n-2}, \ldots, b_{n'} b_{n'+1}\}.
\]

Using (2.13), we obtain

\[
\frac{b_{n'}}{b_{n'-1}} \leq \frac{b_{n'+1}}{b_{n'}} \leq \frac{b_{n'+2}}{b_{n'+1}}.
\]

Thus, we can get

\[
b_{n'} \cdot b_{n'+1} \leq b_{n'-1} \cdot b_{n'+2}.
\]

Similarly to the case of \( n = 2n' \), it should be proved that

\[
\min_j \{b_j b_{n-j}\} = b_{n'} \cdot b_{n'+1}.
\]

(iii). Obviously, we have

\[
n^\alpha b_{n+1} = n^\alpha((n+2)^{1-\alpha} - (n+1)^{1-\alpha}) = \frac{(1+2/n)^{1-\alpha} - (1+1/n)^{1-\alpha}}{1/n}.
\]

Let \( E(h) := \frac{(1+2h)^{1-\alpha}-(1+h)^{1-\alpha}}{h} \), then we get

\[
E'(h) = \frac{[2(1-\alpha)/(1+2h)^\alpha-(1-\alpha)/(1+h)^\alpha]h - [(1+2h)^{1-\alpha} - (1+h)^{1-\alpha}]}{h^2(1+2h)^\alpha}
\]

\[
= \frac{[2(1-\alpha)h - (1+2h)] + [(1+h) - (1-\alpha)h](1+2h)/(1+h)\alpha}{h^2(1+2h)^\alpha}
\]

\[
= \frac{(-1-2\alpha h) + (1+\alpha h)(1+h)/(1+h)\alpha}{h^2(1+2h)^\alpha}.
\]

Since \((1+h)/(1+h)\alpha < 1 + \alpha h/(1+h)\), we have

\[
E'(h) < \frac{(-1-2\alpha h) + (1+\alpha h)(1+h)/(1+h)\alpha}{h^2(1+2h)^\alpha} = \frac{\alpha h(-1+(1+\alpha h)/(1+h))}{h^2(1+2h)^\alpha} < 0.
\]

Thus it is obvious that \(n^\alpha b_{n+1}\) is an increasing sequence.

The proof of Lemma 2.5 is completed. \(\square\)

**Theorem 2.6.** Inequality (2.10) holds if the following condition is satisfied:

\[
\frac{e^{\alpha}L}{2(3^{1-\alpha} - 2^{1-\alpha})^2} \leq 1.
\]

**Proof.** We will prove this theorem in three steps.

(i). Inequality (2.10) holds if the following condition is satisfied.

\[
\tau_k^{2\alpha-1} = \frac{1}{e^{\alpha}L} \min_j \left\{ \sum_{j=1}^{n} b_j((n-j+1)^{1-\alpha} - (h-j)^{1-\alpha}), 1 \right\}, \quad n = \overline{1,N_k}, k = 0, m.
\]
In fact, from (2.15) we have
\[
\tau_k^\alpha \leq \frac{\tau_k^{1-\alpha}}{2\Gamma(2-\alpha)L} \sum_{j=1}^n b_j ((n-j+1)^{1-\alpha} - (n-j)^{1-\alpha}) \\
= \frac{1}{\Gamma(1-\alpha)L} \sum_{j=1}^n b_j (((n-j+1)\tau_k)^{1-\alpha} - ((n-j)\tau_k)^{1-\alpha}) \\
\leq \frac{1}{\Gamma(2-\alpha)L} \sum_{j=1}^n b_j e^{-(n\tau_k)^{1-\alpha}} (((n-j+1)\tau_k)^{1-\alpha} - ((n-j)\tau_k)^{1-\alpha}).
\]

Since \(x > y > 0 \rightarrow e^x - e^y > x - y\), we get
\[
\tau_k^\alpha \leq \frac{1}{\Gamma(2-\alpha)L} \sum_{j=1}^n b_j e^{-\tau_k^{1-\alpha}} (e^{((n-j+1)\tau_k)^{1-\alpha}} - e^{((n-j)\tau_k)^{1-\alpha}}).
\]

On the other hand, from (2.15) we can get
\[
\tau_k^\alpha \leq \frac{\tau_k^{1-\alpha}}{\tau_k^{1-\alpha}e^{\tau_k^{1-\alpha}}} - \frac{\tau_k^{1-\alpha}e^{-\tau_k^{1-\alpha}}}{\Gamma(2-\alpha)L} = \frac{(2\tau_k^{1-\alpha} - \tau_k^{1-\alpha}e^{\tau_k^{1-\alpha}})}{\Gamma(2-\alpha)L} \leq \frac{(e^{2\tau_k^{1-\alpha}} - e^{-\tau_k^{1-\alpha}})}{\Gamma(2-\alpha)L} = \frac{e^{\tau_k^{1-\alpha}} - 1}{\Gamma(2-\alpha)L}.
\]

(ii). Inequality (2.15) holds if the following condition is satisfied.
\[
\tau_k^{2\alpha-1} \leq \frac{2N_k^{1-2\alpha}b_2^2}{\Gamma(2-\alpha)L}.
\]

It is obvious that
\[
\sum_{j=1}^n b_j ((n-j+1)^{1-\alpha} - (n-j)^{1-\alpha}) = \sum_{j=1}^n b_j b_{n-j} \geq n \cdot \min_j (b_j b_{n-j}).
\]

Using Lemmas 2.4 and 2.5, we can get
\[
\min_j (b_j b_{n-j}) \geq b_{n'}^2 b_{n'+1}^2, n' = \lfloor n/2 \rfloor.
\]

Thus we have
\[
\sum_{j=1}^n b_j ((n-j+1)^{1-\alpha} - (n-j)^{1-\alpha}) \geq nb_{n'+1}^2 b_{n'+1}^2 \geq 2n' b_{n'+1}^2.
\]

If \(n = 1\), then we can see that
\[
\sum_{j=1}^n b_j ((n-j+1)^{1-\alpha} - (n-j)^{1-\alpha}) = b_1 > b_2 > 2b_2^2 > 2N_k^{1-2\alpha}b_2^2.
\]

And if \(n \geq 2\), by using Lemma 2.5 and (2.17) we get
\[
\sum_{j=1}^n b_j ((n-j+1)^{1-\alpha} - (n-j)^{1-\alpha}) \geq 2n' b_{n'+1}^2 > 2n' \cdot (n')^{2\alpha} b_2^2 = 2(n')^{1-2\alpha} b_2^2 \geq 2N_k^{1-2\alpha} b_2^2.
\]

On the other hand, since \(\tau_k = T_k/N_k \leq 1\), we can see easily that
\[
\tau_k^{2\alpha-1} \leq 1.
\]

Therefore, if the inequality (2.16) is satisfied, then the expression (2.15) holds.
(iii). Inequality (2.16) holds if the condition (2.14) is satisfied.

It can be easily shown that

$$
\tau_k^{2\alpha-1} \leq (1/N_k)^{2\alpha-1} = N_k^{1-2\alpha} \leq \frac{2N_k^{1-2\alpha}b_2^2}{e\Gamma(2-\alpha)L}.
$$

Thus we can see that if the condition (2.14) is satisfied, then inequality (2.10) holds. This completes the proof.

Then we conclude the following.

**Theorem 2.7.** Assuming that the functions $f$ and $f_0$ satisfy Lipschitz conditions (2.8)-(2.9) and the condition (2.14) is satisfied, the EDS defined by (2.6)-(2.7) is stable.

### 2.4. Convergence of the effective difference scheme

Let $x(t^k_n)$ be the exact solution of the problem (2.1) at mesh point $t^k_n$, and $x^k_n$ the numerical solution of the problem (2.1) computed by using the EDS (2.6)-(2.7).

Denote $\eta_n^k := x(t^k_n) - x^k_n$.

Subtracting (2.6) from (2.5) leads to

$$
\eta_{n+1}^k = b_n \eta_0^k + \sum_{j=0}^{n-1} (b_j - b_{j+1}) \eta_{n-j}^k + \mu_k [f(t^k_n, x(t^k_n)) - f(t^k_n, x^k_n)] + R_{n+1}^k, \quad n = 1, N_k-1, k = 0, m.
$$

From the Lipschitz continuity of the function $f$, we get

$$
|\eta_{n+1}^k| \leq b_n |\eta_0^k| + \sum_{j=1}^{n-1} (b_j - b_{j+1}) |\eta_{n-j}^k| + \mu_k L |\eta_n^k| + |R_{n+1}^k|.
$$

Following a similar argument to that presented above for the stability analysis of the EDS (2.6)-(2.7), we have

$$
|\eta_1^k| \leq b_0 |\eta_0^k| + \mu_k L |\eta_0^k| + |R_1^k|,
$$

$$
|\eta_1^k| \leq b_0 |\eta_0^k| + \mu_k L |\eta_0^k| + |R_1^k|,
$$

$$
|\eta_2^k| \leq b_1 |\eta_1^k| + (b_0 - b_1) |\eta_1^k| + \mu_k L |\eta_1^k| + |R_2^k|,
$$

$$
|\eta_2^k| \leq b_1 e^{-(2\tau_k)^\beta} |\eta_0^k|, \quad \text{and} \quad (b_0 - b_1 + \mu_k L) e^{-(2\tau_k)^\beta} \left| \eta_1^k \right| + \mu_k L |\eta_1^k| + |R_2^k|,
$$

$$
|\eta_2^k| \leq b_1 e^{-(2\tau_k)^\beta} |\eta_0^k|, \quad \text{and} \quad (b_0 - b_1 + \mu_k L) e^{-(2\tau_k)^\beta} \left| \eta_1^k \right| + \mu_k L |\eta_1^k| + |R_2^k|.
$$

Since from (2.10) the coefficients of $|\eta_0^k|_{0,k}$ and $e^{-(2\tau_k)^\beta} |R_1^k|$ are smaller than 1, we get

$$
|\eta_2^k|_{2,k} \leq |\eta_0^k|_{0,k} + e^{-(2\tau_k)^\beta} \left( |R_2^k| + |R_2^k| \right).
$$

By induction, it can be easily shown that

$$
|\eta_n^k|_{n,k} \leq |\eta_0^k|_{0,k} + e^{-(n\tau_k)^\beta} \sum_{j=1}^{n} |R_j^k|.
$$

Hence we can get

$$
|\eta_n^k|_{n,k} \leq |\eta_0^k|_{0,k} + e^{-(n\tau_k)^\beta} n c_1 \tau_k^{1+\alpha} \leq |\eta_0^k|_{0,k} + n c_1 \tau_k^{1+\alpha} \leq |\eta_0^k|_{0,k} + c_1 \tau_k^{1+\alpha}.
$$
Therefore, it is obvious that
\[
\max_n |n^k_n| \leq e \left( |n^0_n| + c_1 \tau^\alpha k \right)
\]
holds. In the case of \( k = 0 \), by using \( n^0_n = 0 \) we have
\[
\max_n |n^0_n| \leq c_1 e \tau^\alpha 0.
\]

Let \( \tau_{\text{max}} := \max_k \tau_k \). Then we obtain
\[
\max_n |n^0_n| \leq c_1 e \tau^\alpha \tau_{\text{max}} .
\]

When \( k \geq 1 \), in the similar way to the above we get
\[
|n^1_n| \leq (1 + L_1) c_1 e \tau^\alpha_{\text{max}} ,
\]
\[
\max_n |n^1_n| \leq e[(1 + L_1) c_1 e \tau^\alpha_{\text{max}} + c_1 \tau^\alpha_{\text{max}}] < (2 + L_1) c_1 e^2 \tau^\alpha_{\text{max}} ,
\]
\[
\max_n |n^1_n| \leq 2 \left( |n^0_n| + c_1 \tau^\alpha_1 \right) \leq e^{k+1} c_1 \Pi_{i=1}^k (2 + L_i) \cdot \tau^\alpha_{\text{max}}.
\]

Denote \( c_2 := e^{m+1} c_1 \Pi_{i=1}^m (2 + L_i) \). Then we have
\[
\max_{n,k} |n^k_n| \leq c_2 \tau^\alpha \tau_{\text{max}} .
\]

Thus we conclude the following.

**Theorem 2.8.** Assuming that the functions \( f \) and \( I_k \) satisfy the Lipschitz conditions (2.8)-(2.9) and inequality (2.14) holds, the EDS defined by (2.6)-(2.7) is convergent and there exists a positive constant \( c_2 \) such that
\[
\max_{n,k} |n^k_n| \leq c_2 \tau^\alpha \tau_{\text{max}} .
\]

3. I-type impulsive fractional differential equation and decomposition-operational matrix method

3.1. I-type impulsive fractional differential equation

**Definition 3.1.** The equation (3.1) is said to be an I-type impulsive fractional differential equation.

\[
\begin{align*}
\left\{ \begin{array}{l}
(\alpha \partial^\alpha_0 \mathbf{x}(t)) = f(t, \mathbf{x}(t)), \quad t \in (0, 1), t \neq t_k \in (0, 1), \\
\Delta \mathbf{x}(t)|_{t=t_k} = I_k(\mathbf{x}(t^-_k)), \quad k = 1, 2, \ldots, 1, \\
\mathbf{x}(0) = \mathbf{x}_0,
\end{array} \right. \\
\end{align*}
\]

where
\[
f \in C(I \times X, X), \\
I_k : X \to X, \\
0 = t_0 < t_1 < \cdots < t_l < t_{l+1} = 1, \\
\Delta \mathbf{x}(t)|_{t=t_k} = \mathbf{x}(t^+_k) - \mathbf{x}(t^-_k), \\
\mathbf{x}(t^+_k) = \lim_{h \to +0} \mathbf{x}(t_k + h), \mathbf{x}(t^-_k) = \lim_{h \to +0} \mathbf{x}(t_k - h).
\]

**Lemma 3.2.** Assume that \( g \in C(0, 1) \cap L(0, 1) \) with a \( n^\text{th} \) derivative that belongs \( C(0, 1) \cap L(0, 1) \). Then,
\[
I_{0+}^\alpha c_1 \partial^\alpha_0 = g(t) + c_1 + c_2 t + c_3 t^2 + \cdots + c_n t^{n-1},
\]
where \( c_i \in \mathbb{R}, i = 1, \ldots, n, n = \lfloor \alpha \rfloor + 1 \).
Lemma 3.3. Let \( q \in (0,1) \) and \( h : J \rightarrow \mathbb{R} \) be continuous. A function \( \mu \in C(J, \mathbb{R}) \) is a solution of the fractional integral equation
\[
\mu(t) = \mu_0 - \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1}h(s)ds + \frac{1}{\Gamma(q)} \int_0^1 (t-s)^{q-1}h(s)ds,
\]
if and only if \( \mu \) is a solution of the following fractional Cauchy problems
\[
\begin{align*}
\left\{ \begin{array}{l}
\mathcal{C}D_0^q \mu(t) = h(t), t \in J, \\
\mu(a) = \mu_0, a > 0.
\end{array} \right.
\end{align*}
\]

For the convenience, put \( l = 1 \).

And then the problem we considered is
\[
\left\{ \begin{array}{l}
\mathcal{C}D_0^q x(t) = f(t, x(t)), t \in (0,1], t \neq t_8 \in (0,1), \\
\Delta x(t)|_{t_*} = I_s(x(t_*^-)), \\
x(0) = x_0,
\end{array} \right.
\]
where \( f \in C([0,1] \times \mathbb{R}, \mathbb{R}) \).

Operating the fractional integral operator \( I_0^\alpha \) on both sides of (3.2), we get
\[
I_0^\alpha \circ \mathcal{C}D_0^q x(t) = I_0^\alpha f(t, x(t)), t \in (0,1], t \neq t_* \in (0,1).
\]

Then from \( 0 < \alpha < 1 \) and Lemma 3.2 we have
\[
I_0^\alpha \mathcal{C}D_0^q x(t) = x(t) + c_1.
\]

Therefore we can obtain
\[
x(t) = I_0^\alpha f(t, x(t)) - c_1, t \in (0,1], t \neq t_* \in (0,1),
\]
where \( x(t) \) satisfies (3.3) and (3.4).

When \( t \in (0,t_*) \), from initial condition (3.4) we have
\[
x(0) = I_0^\alpha f(t, x(t))|_{t=0^+} - c_1 = x_0.
\]

Since \( I_0^\alpha f|_{t=1} = 0 \), we get
\[
c_1 = -x_0.
\]

Thus, we have
\[
x(t) = I_0^\alpha f(t, x(t)) + x_0.
\]

On the other hand, when \( t \in (t_*, 1] \), from (3.3) we obtain
\[
\Delta x(t_*) = x(t_*^+) - x(t_*^-) = I_s(x(t_*^-)), \quad x(t_*^+) = x(t_*^-) + I_s(x(t_*^-)).
\]

Using Lemma 3.3 we get
\[
x(t) = x_0 + I_s(x(t_*^-)) + I_0^\alpha f(t, x(t)).
\]

From (3.5) and (3.6) we can obtain the following integral equation
\[
x(t) = x_0 + I_s(x(t_*^-)) \chi(t - t_*) + I_0^\alpha f(t, x(t)),
\]
where \( \chi(t) = \begin{cases} 1, t > 0 & x_0 := \begin{cases} x_0, t < t_*, \\
0, t \leq 0, & x_0, t > t_*.
\end{cases} \end{cases} \)

Therefore we can see that if we can solve the integral equation (3.7), we can also get a solution of the problem (3.2)-(3.4).

The purpose of this paper is to propose a decomposition-operational matrix method that is a fast computing method by which we can compute a numerical solution of (3.7) at some discrete points.
3.2. Decomposition-operational matrix method

\( f, I_* \) are nonlinear functions, so we will use decomposition method.

\[
(H3.1) \quad x(t) := \sum_{n=0}^{\infty} x_n(t). \tag{3.8}
\]

Equation (3.8) is satisfied if \( f \) is an analytic function in respect to second parameter.

From (3.7) we get

\[
\sum_{n=0}^{\infty} x_n(t) = x_0 + I_*(\sum_{n=0}^{\infty} x_n(t_+)) \chi(t - t_*) + I_0^\alpha \circ f(t, \sum_{n=0}^{\infty} x_n(t)).
\]

And then we can rewrite above expression as

\[
\sum_{n=0}^{\infty} x_n(t) = x_0 + I_*(\sum_{n=0}^{\infty} x_n(t_+)) \chi(t - t_*) + I_0^\alpha \circ f(t, \sum_{n=0}^{\infty} x_n(t)) + \sum_{n=1}^{\infty} \left[ I_*(\sum_{j=0}^{n-1} x_j(t_-)) - I_*(\sum_{j=0}^{n-1} x_j(t_-)) \right] \chi(t - t_*)
\]

From this we construct the following decomposition algorithm.

\[
x_0(t) = x_0, \quad t \in [0, 1],
\]

\[
x_1(t) = I_0^\alpha \circ f(t, x_0(t)) + I_*(x_0(t_+)) \chi(t - t_*),
\]

\[
x_{n+1}(t) = I_0^\alpha \ast (f(t, \sum_{j=0}^{n} x_j(t)) - f(t, \sum_{j=0}^{n-1} x_j(t))) + I_*(\sum_{j=0}^{n-1} x_j(t_-)) - I_*(\sum_{j=0}^{n-1} x_j(t_-)) \chi(t - t_*) , \quad n = 1, 2, \ldots
\]

Define \( \Delta t := 1/m = 1/2^r, \quad r \in \mathbb{N}, t_k := (k - 0.5)\Delta t, k = 1, m \). For the convenience, put \( t_* = t_{m/2} \).

**Definition 3.4 ([8])**. The m-set of Block-Pulse functions(BPF) is given by

\[
b_i(t) = \begin{cases} 1, & \frac{i}{m} \leq t < \frac{i+1}{m}, \ i = 0, m-1, \\ 0, & \text{otherwise.} \end{cases}
\]

**Definition 3.5 ([8])**. A pair of integers \((j, k)\) satisfying the following conditions is said to be an integer decomposition of index \( i \).

\[
i = k + 2^j - 1, \quad 0 \leq j < i, \quad 1 \leq k < 2^j + 1.
\]

**Definition 3.6 ([9])**. The Haar wavelet function is given by

\[
h_0(t) = \frac{1}{\sqrt{m}}, \quad h_i(t) = \frac{1}{\sqrt{m}} \begin{cases} 2^j, & \frac{k-1}{2^j} < t \leq \frac{k-1/2}{2^j}, \\ -2^j, & \frac{k-1/2}{2^j} < t < \frac{k}{2^j}, \\ 0, & \text{otherwise,} \end{cases}
\]

where \((j, k)\) is an integer decomposition of \( i \).
Definition 3.7. The Haar wavelet matrix for a set of collocation points \((t_k)\) is given by

\[
H_{\text{matrix}} := \begin{pmatrix}
h_0(t_1) & h_0(t_2) & \cdots & h_0(t_m) \\
h_1(t_1) & h_1(t_2) & \cdots & h_1(t_m) \\
\vdots & \vdots & \ddots & \vdots \\
h_{m-1}(t_1) & h_{m-1}(t_2) & \cdots & h_{m-1}(t_m)
\end{pmatrix}.
\]

Similarly we can define Block-Pulse function matrix. From the definition of Block-Pulse function, we can easily see that \(B_{\text{matrix}} = I\).

Lemma 3.8 ([8]). \(F_B^\alpha\), the operational matrix of Block-Pulse function vector \(B(t) = (B_1(t), B_2(t), \ldots, B_m(t))^T\), is given by

\[
F_B^\alpha = \frac{1}{m^\alpha m} \frac{1}{\Gamma(\alpha + 2)} \begin{pmatrix}
1 & \xi_1 & \xi_2 & \cdots & \xi_{m-1} \\
0 & 1 & \xi_1 & \cdots & \xi_{m-2} \\
0 & 0 & 1 & \cdots & \xi_{m-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 1
\end{pmatrix},
\]

where \(\xi_k = (k+1)^{\alpha+1} - 2k^{\alpha+1} + (k-1)^{\alpha+1}\).

Theorem 3.9. \(F_H^\alpha\), the operational matrix of Haar wavelet function vector \(H(t) = (h_0(t), h_1(t), \ldots, h_{m-1}(y))^T\), is given by

\[
F_H^\alpha = H_{\text{matrix}} F_B^\alpha H_{\text{matrix}}^T.
\]

Proof. We have

\[
\exists C \in \mathbb{R}^{m \times m}; H(t) = CB(t).
\]

Then we can easily get

\[
H_{\text{matrix}} = CB_{\text{matrix}}.
\]

Since \(B_{\text{matrix}} = I\), we have

\[
C = H_{\text{matrix}}.
\]

We obtain

\[
I_0^\alpha H(t) = I_0^\alpha B(t) = CI_0^\alpha B(t) = CF_B^\alpha B(t) = H_{\text{matrix}} F_B^\alpha B(t), \quad I_0^\alpha H(t) = F_H^\alpha H(t).
\]

And we get

\[
F_H^\alpha H(t) = H_{\text{matrix}} F_B^\alpha B(t).
\]

Therefore we can see

\[
F_H^\alpha H_{\text{matrix}} = H_{\text{matrix}} F_B^\alpha B_{\text{matrix}} = H_{\text{matrix}} F_B^\alpha B_{\text{matrix}}, \quad F_H^\alpha = H_{\text{matrix}} F_B^\alpha H_{\text{matrix}}^T.
\]

The proof is completed.
Denote as follows:
\[ H_m(t) := (h_0(t), h_1(t), \ldots, h_{m-1}(t))^T, \quad C_m^T := (c_0, c_1, \ldots, c_{m-1}). \]
If \( y(t) \) is a piecewise constant function, \( y(t) \) can be approximated by a number of Haar functions. That is, we have
\[ y(t) = \sum_{k=0}^{m-1} c_k h_k(t) = C_m^T H_m(t). \]
Therefore collocation equation is as follows:
\[ y(t_k) = C_m^T H_m(t_k), k = 1, \ldots, m. \]
Put \( Y := (y(t_1), y(t_2), \ldots, y(t_m)) \). Then, we obtain
\[ Y = (y(t_1), y(t_2), \ldots, y(t_m)) = C_m^T(H_m(t_1), h_m(t_2), \ldots, H_m(t_m)). \]
And we can rewrite this as
\[ Y = C_m^T \text{H}_{\text{matrix}}. \]
So, we have
\[ C_m^T = YH_{\text{matrix}}^T. \]
On the other hand, using \( I_0^\alpha y(t) = I_0^\alpha C_m^T H_m(t) = C_m^T F_0^\alpha H_m(t) \), we can get
\[ (I_0^\alpha y(t_1), I_0^\alpha y(t_2), \ldots, I_0^\alpha y(t_m)) = C_m^T F_0^\alpha H_{\text{matrix}}. \]
Denote \( Y := (x_0, x_0, \ldots, x_0) \), \( C_0^T := Y \circ H_{\text{matrix}}^T \). Then \( \hat{x}_0(t) \), a collocation approximation of \( x_0(t) \) is given by
\[ \hat{x}_0(t) = C_0^T \circ H(t). \]
Put as follows:
\[ Y_1 := (f(t_1, \hat{x}_0(t_1)), f(t_2, \hat{x}_0(t_2)), \ldots, f(t_m, \hat{x}_0(t_m))), \]
\[ Y_2 := (I_s(\hat{x}_0(t_1)) \cdot \chi(t_1 - t_\ast), I_s(\hat{x}_0(t_2)) \cdot \chi(t_2 - t_\ast), \ldots, I_s(\hat{x}_0(t_m)) \cdot \chi(t_m - t_\ast)), \]
\[ C_1^T := Y_1 H_{\text{matrix}}^T F_1^\alpha + Y_2 H_{\text{matrix}}^T, \]
\[ \hat{x}_1(t) := C_1^T \circ H(t). \]
Then \( \hat{x}_1(t) \) is a collocation approximation of \( x_1(t) \).
Put \( \hat{x}_{n+1}(t) := C_{n+1}^T \circ H(t) \). And then we have
\[ U_{n+1}(t) := \sum_{j=0}^{n} \hat{x}_j(t) = (\sum_{j=0}^{n} C_j^T) \cdot H(t), \]
\[ \hat{x}_{n+1}(t) = U_{n+1}(t) - U_n(t), \]
\[ U_{n+1}(t) = U_n(t) + I_0^\alpha \circ (f(t, U_n(t)) - f(t, U_{n-1}(t))) + (I_s(U_n(t_\ast)) - I_s(U_{n-1}(t_\ast))) \chi(t - t_\ast), n = 1, 2, \ldots. \]
Denote \( S_{n+1} := \sum_{j=0}^{n} C_j^T \). From this we have
\[ U_{n+1}(t) = S_{n+1} \circ H(t). \]
Define $\bar{U}_{n+1} := (U_{n+1}(t_1), \ldots, U_{n+1}(t_m))$. We can easily see that

$$\bar{U}_{n+1} = S_{n+1} \circ H_{\text{matrix}}.$$ 

In order to obtain $P$ which satisfies that $I_0^\alpha \circ f(t, U_n(t)) = P \circ H(t)$, denote $f(t, U_n(t)) = \bar{C}^T \circ H(t)$. Then we can get

$$(f(t_1, U_n(t_1)), f(t_2, U_n(t_2)), \ldots, f(t_m, U_n(t_m))) = \bar{C}^T \circ H_{\text{matrix}}.$$ 

So we have

$$(I_0^\alpha \circ f(t, U_n(t))) = \bar{C}^T \circ I_0^\alpha H(t) = \bar{C}^T F_{\bar{H}}^\alpha H(t),$$

$$I_0^\alpha \circ f(t, U_n(t)) = \bar{C}^T \circ I_0^\alpha H(t) = \bar{C}^T F_{\bar{H}}^\alpha H(t),$$

$$P = \bar{C}^T F_{\bar{H}} = \{(f(t_1, U_n(t_1)), f(t_2, U_n(t_2)), \ldots, f(t_m, U_n(t_m))) \circ H_{\text{matrix}} \circ F_{\bar{H}}^\alpha \circ H(t),$$

that is,

$$(I_0^\alpha f(t, U_n(t))|_{t_1}, I_0^\alpha f(t, U_n(t))|_{t_2}, \ldots, I_0^\alpha f(t, U_n(t))|_{t_m})$$

$$= (f(t_1, U_n(t_1)), f(t_2, U_n(t_2)), \ldots, f(t_m, U_n(t_m))) \circ H_{\text{matrix}} \circ F_{\bar{H}}^\alpha \circ H(t).$$

For the convenience, denote

$$F(\bar{U}_n) := (f(t_1, U_n(t_1)), f(t_2, U_n(t_2)), \ldots, f(t_m, U_n(t_m)) \cdot I(\bar{U}_n) := I_s(\bar{U}_n(t_s)).$$

On the other hand we should get $Q^T$ that satisfies

$$\chi(t - t_s) = Q^T \circ H(t).$$

Since $\chi(t_1 - t_s), \chi(t_2 - t_s), \ldots, \chi(t_m - t_s)) = Q^T \circ H_{\text{matrix}}$, we have

$$Q^T = (\chi(t_1 - t_s), \chi(t_2 - t_s), \ldots, \chi(t_m - t_s)) \circ H_{\text{matrix}}^T.$$ 

Thus, we get

$$\chi(t - t_s) = (\chi(t_1 - t_s), \chi(t_2 - t_s), \ldots, \chi(t_m - t_s)) \circ H_{\text{matrix}}^T \circ H(t).$$

Now, put $\bar{\chi} := (\chi(t_1 - t_s), \chi(t_2 - t_s), \ldots, \chi(t_m - t_s))$. Then we get

$$\bar{U}_{n+1} = \bar{U}_n + (F(\bar{U}_n) - F(\bar{U}_{n-1})) \circ H_{\text{matrix}}^T \circ H_{\text{matrix}} \circ F_{\bar{H}}^\alpha \circ H_{\text{matrix}} + (I(\bar{U}_n) - I(\bar{U}_{n-1})) \circ \bar{\chi}.$$

From this, we have

$$S_{n+1} = S_n + (F(\bar{U}_n) - F(\bar{U}_{n-1})) \circ H_{\text{matrix}}^T \circ H_{\text{matrix}} \circ F_{\bar{H}}^\alpha \circ H_{\text{matrix}} + (I(\bar{U}_n) - I(\bar{U}_{n-1})) \circ \bar{\chi} \circ H_{\text{matrix}}^T,$$

$$F(\bar{U}_n) = (f(t_1, U_n(t_1)), f(t_2, U_n(t_2)), \ldots, f(t_m, U_n(t_m))).$$

Considering that $U_n(t_1) = S_n \circ H(t_1) = S_n \circ H_{\text{matrix}}$, we can obtain

$$F(\bar{U}_n) = (f(t_1, S_n \circ H_{\text{matrix}}), f(t_2, S_n \circ H_{\text{matrix}}^2), \ldots, f(t_m, S_n \circ H_{\text{matrix}}^m)) =: \bar{F}(S_n).$$

Similarly, we have

$$I(\bar{U}_n) = I_s(U_n(t_s)) = I_s(S_n \circ H(t_s)).$$
Using the assumption that \( t_s = t_m/2 \), we get
\[
I(U_n) = I_s(S_n \circ H_{\text{matrix}}^{m/2}) =: \tilde{I}(S_n).
\]
Therefore, we have
\[
S_{n+1} = S_n + (\tilde{F}(S_n) - \tilde{F}(S_{n-1})) \circ H_{\text{matrix}}^T + I(S_n) - \tilde{I}(S_{n-1}) \circ \chi \circ H_{\text{matrix}}^T.
\]

Algorithm (decomposition-operational matrix method):

Step 1. Compute \( S_0 := C_0^T = (x_0, x_0, \ldots, x_0) \circ H_{\text{matrix}}^T \).

Step 2. Compute \( S_1 := C_1^T = C_0^T + (Y_1 H_{\text{matrix}} I_n + Y_2 H_{\text{matrix}}^T), \) where
\[
\hat{x}_0(t) = C_0^T \circ H_{\text{matrix}},
\]
\[
Y_1 := \{(f(t_1, \hat{x}_0(t_1)), f(t_2, \hat{x}_0(t_2)), \ldots, f(t_m, \hat{x}_0(t_m))\},
\]
\[
Y_2 := (I_s(\hat{x}_0(t_1)) \cdot \chi(t_1 - t_s), I_s(\hat{x}_0(t_2)) \cdot \chi(t_2 - t_s), \ldots, I_s(\hat{x}_0(t_m)) \cdot \chi(t_m - t_s)).
\]

Step 3. Compute \( N \) times
\[
S_{n+1} = S_n + (\tilde{F}(S_n) - \tilde{F}(S_{n-1})) \circ H_{\text{matrix}}^T F_{\text{matrix}}^T + (\tilde{I}(S_n) - \tilde{I}(S_{n-1}) \circ \chi \circ H_{\text{matrix}}^T.
\]

Step 4. Compute \( \bar{U}_n = S_n \circ H_{\text{matrix}} \).

3.3. Convergence of the approximate solution

**Lemma 3.10 ([6]).** Assume that \( M := \sup \{ |f(t, x)|, t_2 > t_1 \}. \) Then the following inequality holds:
\[
|I_0^\alpha f(t, x(t))|_{t_1} - I_0^\alpha f(t, x(t))|_{t_2} \leq \left\{ \begin{array}{ll}
\frac{2M}{\Gamma(1 + \alpha)} \Delta t^\alpha, & \alpha \leq 1, \\
\frac{M}{\Gamma(1 + \alpha)} (t_2 - t_1)^\alpha + t_2^\alpha - t_1^\alpha, & \alpha > 1.
\end{array} \right.
\]

**H 3.2** \( \forall x_1, x_2 \in R, |f(t, x_1) - f(t, x_2)| \leq L_1 |x_1 - x_2|. \)

**H 3.3** \( \forall x_1, x_2 \in R, |I_s(x_1) - I_s(x_2)| \leq L_1 |x_1 - x_2|. \)

**H 3.4** \( \omega := \frac{L_1}{\Gamma(1 + \alpha)} + L_1, 0 < \omega < 1. \)

**Theorem 3.11.** The following inequality holds.
\[
\| x - U_N \|_{pc[0,1]} \leq \frac{2M}{\Gamma(1 + \alpha)(1 - \omega)} \left( \frac{\Delta t}{2} \right)^\alpha + \omega^N \| x - U_0 \|_{pc[0,1]}.
\]

**Proof.** Put \( \forall t \in [0, 1], \exists t_k : t_k \in U_{\Delta t}(t), \| x(t) - U_N(t) \| = |x(t) - x(t_k) + x(t_k) - U_N(t_k) + U_N(t_k) - U_N(t)|. \)

From the construction of \( U_N(t) \), we get
\[
|U_N(t_k) - U_N(t)| = |U_N(t_k) - U_N(t_k)| = 0.
\]

We can easily see that
\[
x(t) = x_0 + I_s(x(t^*)) \chi(t - t_s) + I_0^\alpha \circ f(t, x(t)), \quad x(t_k) = x_0 + I_s(x(t_k^*)) \chi(t_k - t_s) + I_0^\alpha \circ f(t, x(t))|_{t_k}.
\]

Using \( t_k \in \bigcup \limits_{\frac{\Delta t}{2}}(t) \) and Lemma 3.10, we have
\[
|x(t) - x(t_k)| = |I_0^\alpha \circ f(t, x(t)) - I_0^\alpha \circ f(t, x(t))|_{t_k} \leq \frac{2M}{\Gamma(1 + \alpha)} \left( \frac{\Delta t}{2} \right)^\alpha.
\]
On the other hand, we have
\[
U_N(t_k) = \sum_{j=0}^{N} \hat{x}_j(t_k) = x_0 + I_0^\alpha f(t, \sum_{j=0}^{N-1} \hat{x}_j(t_k)) + I_\alpha (\sum_{j=0}^{N-1} \hat{x}_j(t_\ast)) \chi(t_k - t_\ast)
\]
\[= x_0 + I_0^\alpha f(t, U_{N-1}(t_k)) + I_\alpha (U_{N-1}(t_\ast)) \chi(t_k - t_\ast).
\]

Thus, we obtain the following estimate inequality:
\[
|x(t_k) - U_N(t_k)| = |I_0^\alpha (f(t, x(t)) - f(t, U_{N-1}(t)))|t_k| + |I_\alpha (x(t_\ast)) - I_\alpha (U_{N-1}(t_\ast))|
\leq \frac{L_f}{\Gamma(1+\alpha)} ||x - U_{N-1}||_{pc[0,1]} + L_\alpha ||x - U_{N-1}||_{pc[0,1]},
\]
\[
|x(t) - U_N(t)| \leq \frac{2M}{\Gamma(1+\alpha)} \left( \frac{\Delta t}{2} \right)^\alpha + \frac{L_f}{\Gamma(1+\alpha)} ||x - U_{N-1}||_{pc[0,1]} + L_\alpha ||x - U_{N-1}||_{pc[0,1]}
\]
\[= \frac{2M}{\Gamma(1+\alpha)} \Delta t^\alpha + \omega ||x - U_{N-1}||_{pc[0,1]} \leq \cdots \leq \frac{2M}{\Gamma(1+\alpha)} \left( \frac{\Delta t}{2} \right)^\alpha + \omega^N ||x - U_0||_{pc[0,1]}.
\]

Therefore we get
\[
||x - U_N||_{pc[0,1]} \leq \frac{2M}{\Gamma(1+\alpha)(1-\omega)} \left( \frac{\Delta t}{2} \right)^\alpha + \omega^N ||x - U_0||_{pc[0,1]}.
\]

The proof is completed. □

3.4. Numerical example

3.4.1. Problem

Consider the following nonlinear impulsive fractional differential equation:
\[
^cD_0^\alpha x(t) = f(t, x(t)), t \in [0, 1], t \neq t_\ast = 1/2, \quad \Delta x(t_\ast) = -0.2x(t_\ast), \quad x(0) = 1
\]
where \(\alpha = 0.8\).

Put \(f(t, x(t))\) as follows:
\[
g_1(t) = (2(2t - 1)^{-\alpha}(4(2 - 1/t)^2 + 2^\alpha(-1 + \alpha - 2t)(-1 + 2t)))/(4\Gamma(1-\alpha)(2 + (-3 + \alpha)\alpha)),
\]
\[
g_2(t) = (-2^{-2+3}(1 + 2t)^{3-\alpha})/\Gamma(1 - \alpha)^\ast(6 - 11\alpha + 6\alpha^2 - \alpha^3)),
\]
\[
f_1(t) = \begin{cases} 2t^{(2-\alpha)/\Gamma(3-\alpha)}, & t \leq \frac{1}{2}, \\ g_1(t) + g_2(t), & t > \frac{1}{2}, \end{cases}
\]
\[
f_2(t) = \begin{cases} (t^2 + 1)^2, & t \leq \frac{1}{2}, \\ (1 - (t - 1/2)^3)^2, & t > \frac{1}{2}. \end{cases}
\]
\[
f(t, x(t)) = \alpha^2(t) + f_1(t) - f_2(t).
\]

3.4.2. Results of computation

We put \(r = 7\) and divided \([0,1]\) into \(2^r = 2^7 = 128\) equal parts.

The mesh points were taken as the midpoints of all subintervals and we used the 11th order of decomposition.

The exact solution of this equation is as follows:
\[
x(t) = \begin{cases} t^2 + 1, & t \leq \frac{1}{2}, \\ 1 - (t - 1/2)^3, & t > \frac{1}{2}. \end{cases}
\]
Table 1: The maximum norm error of the exact solution and approximate solution.

| Mesh Point | Approximate Error | Exact Error | Mesh Point | Approximate Error | Exact Error | Mesh Point | Approximate Error | Exact Error | Mesh Point | Approximate Error | Exact Error |
|------------|-------------------|-------------|------------|-------------------|-------------|------------|-------------------|-------------|------------|-------------------|-------------|
| 1          | 0.00159          | 0.00002     | 1.00484    | 0.00447          | 2.61114     | 0.00966    | 1.0003      | 0.00062       | 0.03996    | 0.03996    | 0.00195       | 0.03996     |
| 2          | 0.00012          | 0.00004     | 0.00689    | 0.00832          | 0.09179     | 0.00049    | 0.00099     | 0.00097       | 0.07119    | 0.07119    | 0.00123       | 0.07119     |
| 3          | 0.00003          | 0.00001     | 0.00189    | 0.00179          | 0.06931     | 0.00096    | 0.00099     | 0.00097       | 0.01695    | 0.01695    | 0.00129       | 0.01695     |
| 4          | 0.00001          | 0.00001     | 0.00095    | 0.00147          | 0.02734     | 0.00086    | 0.00099     | 0.00097       | 0.00234    | 0.00234    | 0.00116       | 0.00234     |
| 5          | 0.00001          | 0.00001     | 0.00189    | 0.00179          | 0.03015     | 0.00106    | 0.00099     | 0.00097       | 0.01695    | 0.01695    | 0.00129       | 0.01695     |
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