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Abstract: This project considers the parameter estimation problem of test units from Kumaraswamy distribution based on progressive Type-II censoring scheme. The progressive Type-II censoring scheme allows removal of units at intermediate stages of the test other than the terminal point. The Maximum Likelihood Estimates (MLEs) of the parameters are derived using Expectation-Maximization (EM) algorithm. Also the expected Fisher information matrix based on the missing value principle is computed. By using the obtained expected Fisher information matrix of the MLEs, asymptotic 95% confidence intervals for the parameters are constructed. Through simulations, the behaviour of these estimates are studied and compared under different censoring schemes and parameter values. It’s concluded that for an increasing sample; the estimated parameter values become closer to the true values, the variances and widths of the confidence intervals reduce. Also, more efficient estimates are obtained with censoring schemes concerned with removals of units from their right.
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1. Introduction

Censored sampling arises in a life testing experiment whenever the experimenter does not observe (either intentionally or un-intentionally) the failure times of all units placed on a life test. “According to Horst, a data sample is said to be censored when, either by accident or design the value of the variables under investigation is unobserved for some of the items in the sample.”[1] Inference based on censored sampling has been studied during the past over 50 years by numerous authors for a wide range of lifetime distributions.

In this study, we assume that the lifetimes have Kumaraswamy distribution. This distribution was introduced by Kumaraswamy as a probability density function for double bounded random processes. [2] This distribution is applicable to many natural phenomena whose outcomes have lower and upper bounds, such as the heights of individuals, scores obtained on a test, atmospheric temperatures, hydrological data etc.

The two parameter Kumaraswamy distribution has a PDF and CDF given respectively by;

\[
f(x; \theta, \lambda) = \lambda \theta x^{\lambda-1}(1-x^{\lambda})^\theta-1, \quad (1)
\]

\[
F(x; \theta, \lambda) = 1-(1-x^\lambda)^\theta, \quad 0 < x < 1; \quad \lambda, \theta > 0 \quad (2)
\]

Kumaraswamy and Ponnambalam et al. [2, 3] have pointed out that depending on the choice of the parameters, this distribution can be used to approximate many distributions, such as uniform, triangular, or almost any single model distribution and can also reproduce results of beta distribution. The basic properties of the distribution have been given by Jones. [4]

Inferential issues for the Kumaraswamy distribution based on censored data have been addressed by Gholizadeh et al. [5] who considered the Bayesian estimation of Kumaraswamy distribution under progressively Type II censored samples. Tabassum et al. [6] explored the Bayesian analysis of
2. Parameter Estimation

2.1. Progressive Type II Censoring

Suppose \( n \) identical units are put on a test and the lifetime distributions of the \( n \) units are denoted by \( X_1, \ldots, X_n \).

The integer \( m < n \) is fixed at the beginning of the experiment and they are the units which are observed completely until failure.

The censoring occurs progressively in \( m \) stages. These \( m \) stages offer failure times of the \( m \) completely observed units.

At the time of the first failure (the first stage), \( R_1 \) of the \( n = 1 \) surviving units are randomly withdrawn from the experiment.

At the time of the second failure (the second stage), \( R_2 \) of the \( n = 2 - R_1 \) surviving units are withdrawn and so on.

Finally, at the time of the \( m \)th failure (the \( m \)th stage), all the remaining \( R_m = n - m - R_1 - R_2 - \cdots - R_{m-1} \) surviving units are withdrawn. According to Childs and Balakrishnan, we refer to this as progressive Type-II right censoring with scheme \((R_1, R_2, \ldots, R_m)\). [21]

2.2. Maximum Likelihood Estimation

Let \( X_{i1}, X_{i2}, \ldots, X_{in} \) denote a progressive Type II censored sample from Kumaraswamy distribution. Then according to [21] the likelihood function based on progressively Type II censored sample is given by;

\[
L(\theta, \lambda; x_{i1}, \ldots, x_{in}) = \lambda^n \theta^n \prod_{i=1}^{n} f(x_i; \theta, \lambda) \left[1 - F(x_i; \theta, \lambda)\right]^k \]  (3)

From equations (1) and (2), the likelihood function based on progressive Type II censored sample is as follows;

\[
L(\theta, \lambda; x_{1a}, \ldots, x_{ma}) \propto \lambda^n \theta^n \prod_{i=1}^{n} x_i^{k-1} \left(1 - x_i^\lambda\right)^{\theta-1} \left[1 - \left(1 - x_i^\lambda\right)^{\theta-1}\right]^k \]  (4)

The log-likelihood function of equation (4) can be written as follows:

\[
l(\theta, \lambda; x_{1a}, \ldots, x_{ma}) \propto m \ln \lambda + m \ln \theta + (\lambda - 1) \sum_{i=1}^{m} \ln(x_i) + (\theta - 1) \sum_{i=1}^{m} \ln(1 - x_i^\lambda) \]  (5)

2.3. EM Algorithm

We propose the EM algorithm, introduced by Dempster et al. [22] to find the MLEs.

Let \( Z = (Z_1, Z_2, \ldots, Z_m) \), with \( Z_j = (Z_{j1}, Z_{j2}, \ldots, Z_{jr_j}) \),

\( j = 1, 2, \ldots, m \) be the censored data.

We consider the censored data as missing data. The combination \((X, Z) = W\) forms the complete data set. The log-likelihood function based on \( W \) can be written respectively as:

\[
H(w; \theta, \lambda) = n \ln \lambda + n \ln \theta + (\lambda - 1) \sum_{j=1}^{m} \ln(x_j) + (\theta - 1) \sum_{j=1}^{m} \sum_{k=1}^{r_j} \ln(Z_{jk}) \]  (6)

In the E-step, one requires to compute the pseudo-likelihood function. This can be obtained from \( H(w; \theta, \lambda) \) by replacing any function of \( Z_{jk} \)

\[
\left\{ \text{say, } h(z_{jk}) \right\} \]  

\[
E\left(h(z_{jk}) \mid Z_{jk} > x_j\right) \]  

Therefore equation (6) becomes;

\[
H'(w; \theta, \lambda) = n \ln \lambda + n \ln \theta + (\lambda - 1) \sum_{j=1}^{m} \ln(x_j) + (\theta - 1) \sum_{j=1}^{m} \sum_{k=1}^{r_j} E\left[\ln(Z_{jk}) \mid Z_{jk} > x_j\right] \]  

\[
+ (\theta - 1) \sum_{j=1}^{m} \sum_{k=1}^{r_j} E\left[\ln(1 - Z_{jk}^\lambda) \mid Z_{jk} > x_j\right] \]  (7)

Therefore, given \( X_j = x_j \), the conditional distribution of \( Z_{jk} \) follows a truncated Kumaraswamy distribution with left truncation at \( x_j \). That is

\[
f_{Z_{jk} \mid X_j}(z) = f_{U}(z) \left[1 - F_{U}(x_j)\right], z_j > x_j \]  (8)

Therefore the conditional expectations in equations (6) and (7) can be obtained as follows;
Thus, in the M-step of the \((k+1)\)th iteration of the EM algorithm, the value of \(\theta^{(k+1)}\) is first obtained by solving the following equation:

\[
\frac{dH^r(w;\theta,\lambda)}{d\theta} = \frac{n}{\theta} + \sum_{j=1}^{n} \ln(1-x_j^{\theta^{(k)}}) + \sum_{j=1}^{n} \frac{R E_j(x_j;\theta^{(k)},\lambda^{(k)})}{\lambda^{(k)}} = 0
\]

Once \(\theta^{(k+1)}\) is obtained, \(\lambda^{(k+1)}\) is obtained by solving the equation:

\[
\frac{dH^r(w;\theta,\lambda)}{d\lambda} = \frac{n}{\lambda} + \sum_{j=1}^{n} \ln(x_j) - (\theta - 1) \sum_{j=1}^{n} \frac{x_j^{\lambda}}{1-x_j^{\lambda}} + \sum_{j=1}^{n} \frac{R E_j(x_j;\theta^{(k)},\lambda^{(k)})}{\theta^{(k)}} = 0
\]

2.4. Asymptotic Variance-Covariance Matrix of the MLEs

The variance–covariance matrix is used to provide a measure of precision for parameter estimators by utilizing the log-likelihood function. We first compute the variance–covariance matrix of parameters \(\theta\) and \(\lambda\) by considering a complete data set from the Kumaraswamy distribution.

Let \(l_1(x;\theta,\lambda) = n \ln \lambda + n \ln \theta + (\lambda - 1) \sum_{j=1}^{n} \ln(x_j) + (\theta - 1) \sum_{j=1}^{n} \ln(1-x_j)\) (13)

Using equation (13), the Fisher information matrix for the complete data set is given as:

\[
I_{\theta,\lambda} = -E \begin{bmatrix}
\frac{d^2}{d\theta^2} l_1 & \frac{d^2}{d\theta d\lambda} l_1 \\
\frac{d^2}{d\theta d\lambda} l_1 & \frac{d^2}{d\lambda^2} l_1
\end{bmatrix} = \begin{bmatrix}
I_{11} & I_{12} \\
I_{21} & I_{22}
\end{bmatrix}
\]

And the variance-covariance matrix of parameters \(\theta\) and \(\lambda\) is obtained by solving the following equation:

\[
\begin{bmatrix}
\text{var} (\hat{\theta}) & \text{cov} (\hat{\theta}, \hat{\lambda}) \\
\text{cov} (\hat{\theta}, \hat{\lambda}) & \text{var} (\hat{\lambda})
\end{bmatrix} = \begin{bmatrix}
I_{11} & I_{12} \\
I_{21} & I_{22}
\end{bmatrix}^{-1}
\]

Where

\[
I_{11} = \frac{n}{\theta^2}
\]

\[
I_{12} = \frac{n \theta (2-\theta)}{\lambda^2} - \frac{2 \theta (1-\theta) (1-2\theta)}{\lambda^2}
\]

\[
I_{22} = \frac{n \theta (1-2\theta)}{\lambda^2} - \frac{2 \theta (1-\theta) (1-2\theta)}{\lambda^2}
\]

where \(\psi(x)\) and \(\psi'(x)\) are the digamma and trigamma functions respectively.

In this work, we are interested in deriving the asymptotic variance–covariance matrix for the MLEs based on the EM algorithm. For this we will use the procedure that was established by Louis and Tanner. [23, 24] The idea of this procedure is given by

\[
I_{\text{obs}}(\eta) = I_{\text{c}}(\eta) - I_{\text{miss}}(\eta)
\]

where \(I_{\text{c}}(\eta), I_{\text{obs}}(\eta)\), and \(I_{\text{miss}}(\eta)\) denote the complete, observed, and missing (expected) information, respectively, and \(\eta = (\theta, \lambda)\). The Fisher information matrix for a single observation which is censored at the time of the \(j^{th}\) failure is given by

\[
I_{\text{miss}}(\eta) = -E \left( \frac{-d^2 \ln f_{z_j}(z_j/z_{jk} > x_j; \eta)}{d\eta^2} \right)
\]

where \(f_{z_j}(z_j/z_{jk} > x_j; \eta)\) is given in Equation (8). The \(d\) expected values of the second partial of the log-likelihood function of \(Z\) given \(X\) are calculated as follows:

\[
f(z_j/z_j = x_j; \theta, \lambda) = \frac{\lambda \theta x_j^{\lambda-1} (1-x_j^{\lambda})^{\theta-1}}{(1-x_j^{\lambda})^{\lambda}}, \quad z_j > x_j
\]

\[
\ln f_{z_j}(z_j/z_{jk} > x_j; \eta) = \ln(\lambda \theta x_j^{\lambda-1} (1-x_j^{\lambda})^{\theta-1}) - (\theta - 1) \ln x_j + (\lambda - 1) \ln(1-x_j)
\]

\[
-i \ln(1-x_j^{\lambda}) + (\lambda - 1) \ln(1-x_j)
\]

\[
-\frac{-d^2 \ln f_{z_j}(z_j/z_{jk} > x_j; \eta)}{d\eta^2} = \frac{1}{\theta^2} = I_{\text{miss}}(\eta)
\]
The expected information matrix is simply

\[ E \left( \frac{d^2 \ln f_{x_j}}{d \theta^2} \right) = -\frac{1}{\lambda^2} \theta x_j^2 \left( \ln x_j \right)^2 + \frac{\lambda^2}{\left(1-x_j^2\right)^3} \theta \left( \theta - 1 \right) (1-x_j) \beta(2, \theta - 2) \{ \psi(2) - \psi(\theta) + \psi(2) - \psi(\theta) \} \]

where \( Z_{\alpha/2} \) is the percentile of the standard normal distribution.

3. Numerical Results and Discussion

In this section a simulation study is conducted to investigate how the above estimators perform in estimating the parameter of Kumaraswamy distribution based on progressive type II censored data. The samples were generated based on the algorithms of Balakrishnan and Sandhu and Aggarwala and Balakrishnan (1998). [25, 26] The censoring schemes considered are given in table 1 below;

| Scheme | Censoring rate |
|--------|----------------|
| 1      | \( r_1 = \ldots = r_2 = 0, r_3 = 6 \) |
| 2      | \( r_1 = \ldots = r_3 = r_4 = \ldots = r_6 = 0, r_6 = 6 \) |
| 3      | \( r_1 = \ldots = r_2 = 0, r_3 = 6 \) |
| 4      | \( r_1 = \ldots = r_1 = 0, r_3 = 3 \) |
| 5      | \( r_1 = \ldots = r_2 = 0, r_6 = \) |
| 6      | \( r_1 = \ldots = r_1 = 0, r_3 = 3, r_{10} = 4 \) |
| 7      | \( r_1 = \ldots = r_1 = 0, r_3 = 7 \) |
| 8      | \( r_1 = \ldots = r_1 = 0, r_1 = 3, r_{10} = 4 \) |
| 9      | \( r_1 = \ldots = r_1 = 0, r_2 = 7 \) |
| 10     | \( r_1 = \ldots = r_2 = 0, r_3 = 3 \) |
| 11     | \( r_1 = \ldots = r_1 = 0, r_3 = 2, r_{10} = 1 \) |
| 12     | \( r_1 = \ldots = r_2 = 0, r_3 = 3 \) |
| 13     | \( r_1 = \ldots = r_3 = 0, r_{10} = 10 \) |
| 14     | \( r_1 = \ldots = r_2 = 0, r_1 = 0, r_3 = 2, r_{10} = 10 \) |
| 15     | \( r_1 = \ldots = r_1 = 0, r_3 = 10 \) |
| 16     | \( r_1 = \ldots = r_3 = 0, r_{10} = 4 \) |
| 17     | \( r_1 = \ldots = r_2 = 0, r_3 = 0, r_{10} = 0 \) |
| 18     | \( r_1 = \ldots = r_3 = 0, r_3 = 4 \) |

Clearly from table 1, schemes 1, 4, 7, 10, 13 and 16 are right censored schemes; 2, 5, 8, 11, 14 and 17 are centre censored while 3, 6, 9, 12, 15 and 18 are left censored schemes. The right, centre and left censored schemes are respectively denoted as n:m-R, n:m-C and n:m-L.

All the computational results were computed using R software.

Table 2. MLEs, variances and confidence intervals of MLEs of Kumaraswamy distribution when \( \lambda = 0.6 \) and \( \theta = 1.0 \).

| Scheme | n:m | \( \hat{\lambda} \) | \( \hat{\theta} \) | \( \psi(\lambda) \) | \( \psi(\theta) \) | LL(\lambda) | UL(\lambda) | LL(\theta) | UL(\theta) |
|--------|-----|----------------|----------------|----------------|----------------|------------|------------|------------|------------|
| 1      | 18:12-R | 0.7645 | 1.19158 | 0.09871 | 0.06021 | 0.0938 | 1.26118 | 0.46808 | 1.42109 |
| 2      | 18:12-C | 0.7656 | 1.20544 | 0.10043 | 0.07087 | 0.08922 | 1.2679 | 0.47492 | 1.44196 |
| 3      | 18:12-L | 0.7799 | 1.23841 | 0.10648 | 0.07514 | 0.0841 | 1.30169 | 0.4912 | 1.49161 |

The censoring schemes are given in table 1 below:
From table 2, it is observed that irrespective of the censoring rate and the position at which the censored units are removed from the sample, for increasing sample size:
(i) the estimated value of the parameter becomes closer to the true value,
(ii) the variances of the MLEs decrease

Table 3. Effect on the Confidence intervals of the estimates.

| Scheme | n:m | width of $\lambda$ | width of $\theta$ |
|--------|-----|---------------------|-------------------|
| 1      | 18:12-R | 1.16738             | 0.95301           |
| 2      | 18:12-C | 1.17868             | 0.96704           |
| 3      | 18:12-L | 1.21759             | 1.00041           |
| 4      | 18:15-R | 1.16167             | 0.84735           |
| 5      | 18:15-C | 1.16305             | 0.85614           |
| 6      | 18:15-L | 1.16547             | 0.86382           |
| 7      | 25:18-R | 1.06599             | 0.7972            |
| 8      | 25:18-C | 1.11503             | 0.79989           |
| 9      | 25:18-L | 1.13967             | 0.80228           |
| 10     | 25:22-R | 1.04618             | 0.65595           |
| 11     | 25:22-C | 1.05205             | 0.66994           |
| 12     | 25:22-L | 1.06329             | 0.70258           |
| 13     | 40:30-R | 0.94936             | 0.57909           |
| 14     | 40:30-C | 0.95966             | 0.58408           |
| 15     | 40:30-L | 0.99746             | 0.58918           |
| 16     | 40:36-R | 0.76719             | 0.50619           |
| 17     | 40:36-C | 0.80428             | 0.51048           |
| 18     | 40:36-L | 0.86489             | 0.52017           |

Table 3 clearly shows that the widths of 95% confidence intervals tend to be lesser as the sample size increases.

Table 4. Effect of the number of censored units on estimates.

| Scheme | n:m | $\lambda$ | $\theta$ | $v(\lambda)$ | $v(\theta)$ | LL(\lambda) | UL(\lambda) | LL(\theta) | UL(\theta) |
|--------|-----|-----------|----------|--------------|-------------|-------------|-------------|-------------|-------------|
| 1      | 18:12-R | 0.7645 | 1.19158  | 0.09871      | 0.06021     | 0.0938      | 1.26118     | 0.46808     | 1.42109     |
| 2      | 18:12-C | 0.76556 | 1.20544  | 0.10043      | 0.07087     | 0.08922     | 1.2679      | 0.47492     | 1.44196     |
| 3      | 18:12-L | 0.7799 | 1.23841  | 0.10648      | 0.07514     | 0.0841      | 1.30169     | 0.4912      | 1.49161     |
| 4      | 18:15-R | 0.73095 | 1.16709  | 0.09782      | 0.05675     | 0.06311     | 1.22478     | 0.49642     | 1.34377     |
| 5      | 18:15-C | 0.73096 | 1.17661  | 0.09803      | 0.05771     | 0.06983     | 1.2353      | 0.5064      | 1.35768     |
| 6      | 18:15-L | 0.73957 | 1.18491  | 0.0984       | 0.05855     | 0.06983     | 1.23548     | 0.50154     | 1.36982     |

Table 4 has been extracted from table 2, so as to clearly illustrate the effect of censored units on the parameter estimates. The results in table 4 show that when the sample size is kept constant, then better estimates are obtained when the censored units are reduced. Schemes 4-6 have better estimates compared to schemes 1-3 because the number of censored units in schemes 4-6 are each 3 units while in schemes 1-3, we have 6 units censored from each.
The removal of units in scheme 1, 2 and 3 was done at the 12th, 6th, and 1st failures respectively and from the results it was observed that scheme 1 which is right censored, gave a better estimate followed by scheme 2 (centre censored scheme) and lastly scheme 3 (left censored scheme). The same trend was observed across all the censoring schemes i.e all the right censored schemes resulted in better estimates followed by centre censored and left censored in that order.

Table 6 also shows that for increasing sample size the estimated value of the parameter becomes closer to the true value and the variances of the MLEs decrease.

However, these variances are much higher than those obtained in table 2.

The widths of the confidence intervals are also higher under these set of parameter values and tend to be lesser for an increasing sample size.
Table 8. Effect of the number of censored units on estimates.

| scheme | n:m | $\lambda$ | $\theta$ | $\nu(\lambda)$ | $\nu(\theta)$ | $LL(\lambda)$ | $UL(\lambda)$ | $LL(\theta)$ | $UL(\theta)$ |
|--------|-----|---------|---------|----------------|---------------|---------------|---------------|---------------|---------------|
| 7      | 25:18-R | 2.50917 | 3.85657 | 0.15119 | 0.53091 | 1.83915 | 3.2591 | 2.28034 | 5.1366 |
| 8      | 25:18-C | 2.51364 | 3.78568 | 0.15352 | 0.53985 | 1.83733 | 3.26975 | 2.29568 | 5.17589 |
| 9      | 25:18-L | 2.5252 | 3.82177 | 0.15546 | 0.5517 | 1.84372 | 3.28649 | 2.31584 | 5.2275 |
| 10     | 25:22-R | 2.45423 | 3.69152 | 0.13998 | 0.40743 | 1.84118 | 3.14707 | 2.39035 | 4.8925 |
| 11     | 25:22-C | 2.45571 | 3.72075 | 0.14127 | 0.41493 | 1.81306 | 3.17816 | 2.40812 | 4.93319 |
| 12     | 25:22-L | 2.47865 | 3.75515 | 0.14529 | 0.42384 | 1.82476 | 3.21234 | 2.42903 | 4.98107 |

Table 9. Effect of position of removal of units in the scheme on estimates.

| scheme | n:m | $\lambda$ | $\theta$ | $\nu(\lambda)$ | $\nu(\theta)$ | $LL(\lambda)$ | $UL(\lambda)$ | $LL(\theta)$ | $UL(\theta)$ |
|--------|-----|---------|---------|----------------|---------------|---------------|---------------|---------------|---------------|
| 7      | 25:18-R | 2.50917 | 3.85657 | 0.15119 | 0.53091 | 1.83915 | 3.2591 | 2.28034 | 5.1366 |
| 8      | 25:18-C | 2.51364 | 3.78568 | 0.15352 | 0.53985 | 1.83733 | 3.26975 | 2.29568 | 5.17589 |
| 9      | 25:18-L | 2.5252 | 3.82177 | 0.15546 | 0.5517 | 1.84372 | 3.28649 | 2.31584 | 5.2275 |

The removal of units in scheme 7, 8 and 9 was done at the 18th, 9th and 10th, and 1st failures respectively and from the results it was observed that scheme 7, gave a better estimate followed by scheme 8 and finally scheme 9. This trend was observed to cut across all the censoring schemes i.e all the right censored schemes resulted in better estimates followed by centre censored and left censored in that order.

4. Conclusion

This study has addressed the problem of estimation of parameters of the Kumaraswamy distribution based on progressive Type-II censored data. It is shown that the MLEs of the scale and shape parameters can be obtained by using EM algorithm.

A comparison of the MLEs and their variances as well as their confidence intervals is made by simulation for different censoring schemes. It is observed that:

i. for an increasing sample size, the estimated value of the parameter becomes closer to the true value, the variances of the MLEs decrease and the widths of the confidence intervals become less.
ii. better estimates are obtained when the removal of units is from the right, followed by those at the centre and poorest for those removed from the left.
iii. reducing the number of units to be removed in the censoring scheme, leads to better estimates for a fixed sample size.
iv. an increase in the true parameter values leads to estimates with large variances and increased widths of the confidence intervals.
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