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ABSTRACT
Community Question Answering (CQA) is a well-defined task that can be used in many scenarios, such as E-Commerce and online user community for special interests. In these communities, users can post articles, give comment, raise a question and answer it. These data form the heterogeneous information sources where each information source have their own special structure and context (comments attached to an article or related question with answers).

Most of the CQA methods only incorporate articles or Wikipedia to extract knowledge and answer the user's question. However, various types of information sources in the community are not fully explored by these CQA methods and these multiple information sources (MIS) can provide more related knowledge to user’s questions. Thus, we propose a question-aware heterogeneous graph transformer to incorporate the MIS in the user community to automatically generate the answer. To evaluate our proposed method, we conduct the experiments on two datasets: MSM*plus the modified version of benchmark dataset MS-MARCO and the AntQA dataset which is the first large-scale CQA dataset with four types of MIS¹. Extensive experiments on two datasets show that our model outperforms all the baselines in terms of all the metrics.

CCS CONCEPTS
• Information systems → Question answering.
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1 INTRODUCTION
Online user community is widely adopted in many scenarios, such as software user communities (pytorch forum), interest groups (sub-reddit in Reddit and XueQiu), general communities (Quora and ZhiHu) and E-commerce websites (Taobao and AntFortune).

To respond to user’s queries timely and improve the experience, researchers propose the Community Question Answering (CQA) [11, 37, 47] which first reads the community article or Wikipedia and answers the user’s question. Most previous works focus on multi-hop retrieving [33] or modeling the fine-grained interaction between question and documents [44].

However, most of the previous CQA models use a single information source (e.g., articles or knowledge base) and some of the information comes from an external source (e.g., Wikipedia), and it cannot cover the various aspects of user questions. In fact, there is various information in the online user community which has not been fully explored by existing CQA methods, such as article comments and related question-answer pairs. Moreover, the data structure and context of these multiple information sources (MIS) are very different: comments are associated with plain text articles or knowledge base) and some of the information comes from an external source (e.g., Wikipedia), and it cannot cover the various aspects of user questions. In fact, there is various information in the online user community which has not been fully explored by existing CQA methods, such as article comments and related question-answer pairs. Moreover, the data structure and context of these multiple information sources (MIS) are very different: comments are associated with plain text articles and the related question-answering are pair-wise text data. Thus, these multiple information sources form a heterogeneous knowledge source which can help the CQA model improve the answer quality, as shown in Figure 1. The reason lies in that these information sources are supplements to the community articles and these sources from the same community are more relevant to the question than the retrieved external Wikipedia. Therefore, in this paper, we propose to incorporate four different types of MIS into the community question answering: (1) user articles; (2) article comments; (3) related questions; (4) their answers.
Since MIS contains heterogeneous information form, we cannot simply treat them as plain text or model each type of MIS equally and independently, and each MIS should be modeled with its own structure and context. For example, the article comment cannot be understood without the semantic context of the article, and we should build an explicit connection between the comment and the article. To incorporate MIS into answer generation, there are two challenges that should be tackled: (1) How to unify the heterogeneous multiple information sources and extract useful knowledge according to the user question; (2) How to incorporate the knowledge learned from the heterogeneous MIS into the final answer generation process. Thus, we propose the HeteroQA model.

We first construct a heterogeneous graph using the different types of sources as a different type of node, and the graph construction method is shown in Figure 1. Then, we propose a question-aware graph reasoning method on the MIS heterogeneous graph to extract question-related knowledge from MIS. Finally, we generate the answer by dynamically incorporating graph node based on a BART-based pretrained text generation framework. To demonstrate the effectiveness of the proposed HeteroQA model, we conduct experiments on two datasets: (1) MSMP^{plaz} dataset which is a modified version of the public benchmark CQA dataset MS-MARCO \cite{3} and (2) a large-scale CQA dataset AntQA with four types of MIS that we released in this paper. Experiments demonstrate that HeteroQA outperforms all the strong baselines on both datasets.

To sum up, our contributions can be summarized as follows:

- We propose to incorporate MIS in the online user community to facilitate the CQA model.
- To leverage this heterogeneous information source, we propose the Heterogeneous graph-based Question Answering model (HeteroQA).
- Experiments show that our HeteroQA outperforms all the strong baselines on two datasets: MS-MARCO and AntQA which is a large-scale CQA dataset with MIS proposed in this paper.

2 RELATED WORK

Community Question Answering. The current CQA task aims to automate the process of finding appropriate answers to questions in a community-created discussion forum \cite{34}. Recent researches \cite{50, 53} often regard the CQA task as a text-matching problem and have proposed various deep learning networks to learn the semantic representation of question-answer pairs.

Different from the answer selection and span extraction methods, researchers propose the generative-based CQA methods \cite{4} which can generate the natural language answers. Answering the custom question on E-commerce website is an important CQA application \cite{49}. In the CQA task, most of the researchers employ the homogeneous graph to model the contextual information, and only a few CQA methods leverage the heterogeneous graph model. Hu et al. \cite{18, 19} propose to use the graph to model the multi-modal content of questions and answers with a graph neural network. Sun et al. \cite{40} propose a graph-based model to route the newly posted questions to potential answers, which models the relationship between question, tags, and users using a heterogeneous graph. However, how to model the different types of MIS text using heterogeneous graph has not been studied in previous research, and most of the previous methods only retrieve existing answers or select answer from pre-defined candidates. In this paper, we focus on incorporating MIS from the user community and generate a proper answer from scratch.

Figure 1: Example of incorporating heterogeneous information sources in community question answering.
Recently, large-scale language models based on transformer [42] pretrained with mask language modeling [7] or text infilling [25] have been explored further advanced the state-of-the-art on many language understanding and generation tasks [27, 32]. We focus on improving the factual correctness and language fluency of the CQA model by using these pretraining models.

### 3 ANTQA DATASET

In this paper, we propose a new large-scale community question-and-answering (CQA) dataset named AntQA, and the biggest difference compared to existing CQA datasets lies in that AntQA contains multiple types of information sources to support the question-answering task. We will first introduce the data collection methods of AntQA, and then give some statistics of the QA pair and the multiple information sources.

#### 3.1 Data Collection

To construct a community question-answering dataset, we collect the textual data from the AntFortune which is one of the largest financial forums in China. In this financial forums, users in community discuss about the stock and mutual fund by publishing articles or sending tweets about their analysis of stock market. Other users can give comments to the articles and tweets. Most importantly, like most of online communities, users can pose a question and answer others question. In this community, practitioners in the financial industry can obtain verification by showing their credentials to the administration of the online community. Thus, we collect the QA pairs which are answered by the verification users.

To build the multiple information sources (MIS), we collect four types of information sources including: (1) user articles; (2) article comments; (3) related questions and (4) its answers. For a community QA pair, we use the question as the query to retrieve the related question-answer from all the training QA samples using BM25 algorithm, and we use a popular information retrieval system ElasticSearch to implement distributed BM25 algorithm. And we also retrieve the user articles and its comments using the same method as the related QA pairs.

Table 2 shows a randomly sampled example data from the test set of AntQA. In this example, we show the question, answer and three MIS item which contains one related QA pair and two user articles. And the second article has two user comments. This example question asks about the usage of Alipay app, which topic is not a popular topic discussed by user articles. And how to repayment is a very common question especially for new users of Alipay, thus we can find the useful knowledge from the related QA pairs in MIS. However, not all the questions are talked about the simple topics, for example, other questions ask the trend of stock market should be answered by incorporating the user articles.

According to the user agreement and privacy policy of this online community, we are authorized to use and release the anonymous CQA and MIS data for research.

To verify the generalization of our proposed method in this paper, we also propose to modify a benchmark dataset MS-MARCO [3] as a new dataset MSMPplus. We employ the information retrieval system ElasticSearch to retrieve several similar QA pairs for each CQA sample and forming the new CQA dataset MSMPplus with related QA pairs as MIS. Since the MS-MARCO leaderboard is closed, we use the development set as the test set for MSMPplus. We will also introduce the statistics of MSMPplus in the next section for comparison with AntQA.

#### 3.2 Key Statistics

We list some basic statistics for AntQA and MSMPplus in Table 1. AntQA and MSMPplus contain comparable number of training samples, and AntQA contains 376948 training samples, 1920 validation samples, and 2409 test samples. The AntQA contains more than three times supported articles than MSMPplus dataset, and AntQA has more related QA pairs than MSMPplus. In this paper, we use the character as the basic unit of Chinese and use the word unit for English. And the lengths of QA and articles in MSMPplus dataset are also shorter than the AntQA dataset.

To verify the correctness of the retrieved MIS in AntQA, we also conduct the human evaluation using scores 1-3 (3 means the MIS has completely correct information to answer the question). The average score is 2.12 and there are 72% samples that obtain a score equal to or greater than 2 which demonstrates the majority of MIS can support the model to give a correct answer.

---

1. https://antfortune.com

2. https://www.elastic.co/cn/elasticsearch/
Table 1: Dataset Statistics. The MIS are associated with each QA sample. The number of articles denotes the retrieved articles for a QA sample. The number of comments denotes the total number for the associated articles of a QA sample.

|                     | AntQA | MSMplus |
|---------------------|-------|---------|
| # of training samples | 376948 | 387774  |
| # of test samples    | 2409  | 49230   |
| # of validation samples | 1920  | -       |
| Avg. words of question | 25.88 | 5.77    |
| Avg. words of answer  | 83.89 | 16.27   |
| Avg. number of articles | 29.99 | 9.98    |
| Avg. sentences of articles | 3.87  | 5.04    |
| Avg. words of comments | 297.01| 60.49   |
| Avg. number of comments | 11.63 | -       |
| Avg. number of related QA | 18.83 | -       |
| Avg. number of related QA | 9.01  | 6.37    |

4 PROBLEM FORMULATION

Given a user question \( q = \{w_q^1, \ldots, w_q^T\} \) with \( L_q \) tokens and \( T \) types of related MIS \( u = \{u^1, \ldots, u^T\} \) which is retrieved from the database using the question as the query, our goal is to generate an answer \( a = \{a_q^1, \ldots, a_q^T\} \) with \( L_a \) tokens according to the knowledge learned from the related MIS. In each type of MIS \( u^i \), it contains \( L_{u^i} \) documents \( u^i = \{d_{u^i}^1, \ldots, d_{u^i}^{L_{u^i}}\} \), and the document \( d_{u^i}^j = \{d_{u^i}^1, \ldots, d_{u^i}^{L_d}\} \) contains \( L_d \) tokens. In this paper, we retrieve four types of related MIS: (1) user articles; (2) article comments; (3) related questions and (4) its answers. Finally, we use the difference between generated answer \( \hat{a} \) and the ground truth answer \( a \) as the training objective.

5 HETEROQA MODEL

5.1 Overview

In this section, we introduce the Heterogeneous graph based Question Answering model (HeteroQA). An overview of HeteroQA is shown in Figure 3, which has three main parts:
- **Node Encoder** employs the BART [25] to encode the question and each node text, and then uses the output hidden state of BART encoder as the initial graph node representation.
- **Question-aware Graph Transformer** encodes each type of MIS node and does reasoning among these nodes according to the question.
- **Answer Generator** generates the answer by incorporating question and updated graph nodes.

5.2 MIS Graph Construction

We first use the information retrieval system to retrieve related MIS as the knowledge source and construct a heterogeneous graph using these different types of MIS. We take each type of MIS as a different type of node, and the question as another type of node. Thus, we have five different types of nodes: (1) question; (2) user articles; (3) article comments; and (4) related questions and (5) its answers. Intuitively, we connect all types of MIS documents with four basic edges: (1) user article to question; (2) related question to question; (3) related answer to related question; (4) comment to user article.

5.3 Node Encoder

Next, we employ the pretrained BART model to encode each MIS document independently:

\[
\begin{align*}
\hat{h}_j^i &= \text{Mean-pooling} \left( \{h_j^i, \ldots, h_{j, \text{Ld}}^i\} \right), \\
\hat{h}_q^i &= \text{Mean-pooling} \left( \{h_q^i, \ldots, h_{q, \text{Ld}}^i\} \right),
\end{align*}
\]

5.4 Question-aware Graph Transformer

The GNN (Graph Neural Network) has been proven to offer better performance for the reasoning task in QA [10, 21, 52]. The graph structure allows messages to pass over the nodes with local contextual information, which can comprehensively consider clue words in a different document to achieve the purpose of reasoning. Previous works in QA show that GNNs have achieved promising results in reasoning tasks [24, 31]. Inspired by the heterogeneous graph transformer [20], in this paper, we propose a Question-aware Graph Transformer (QGT) which can aggregate question-related information from different type of MIS node by passing information among heterogeneous nodes. An overview of the question-aware graph transformer is shown in the left part of Figure 3.

5.4.1 Heterogeneous Question-aware Attention. Since the structure information stored in the MIS graph is important for capturing the relationship between different types of MIS, we should fuse the information in neighbor nodes into the target node representation. However, the salience of each node is not the same, and it is unreasonable to simply add all the information of all neighbor nodes into the target node. Therefore, we conduct the multi-head mechanism [42] to calculate the relevance score between the target node and the neighbor nodes. We first project the input node representation into two spaces using different parameters for different type of MIS node:

\[
V(s) = \text{MLP}_{y(s)} \left( D[s] \right),
\]

\[
K(t) = \text{MLP}_{y(t)} \left( D[t] \right),
\]

where \( y(\cdot) \) denotes the type of node, \( D[\cdot] \) denotes the original node representation, \( s \) denotes the index of one source node and \( t \) denotes the index of the target node. Next, we employ a bi-linear function to calculate the relevance between these nodes as the attention scores, and we also incorporate the edge type into the attention score calculation:

\[
\alpha(s,e,t) = \text{Softmax}_{v \in N(t)} \left( K(t)W_\beta(e)V(s) \right),
\]
where $e$ is the edge between the node $s$ and node $t$, $N(t)$ is the neighbour nodes of node $t$, and the $W_{\delta(e)}$ is the edge type specific parameter.

5.4.2 Heterogeneous Message Passing Intuitively, the message passing behavior on different edge types should not be the same. For example, when passing a message between two user articles connected by an edge with the same entity words, we should pass the facts about the entity. And the message between the related question and its answer should be the extracted facts from the answer according to the related answer. Thus, the passed message from one node to other target nodes should not be the same when passing through a different type of edge. We need to extract the useful message from the source node by considering the edge type:

$$M(s, e, t) = MLP_{\gamma(s)}^\text{msg} (D[s]) W_{\delta(e)}^\text{msg}$$

(7)

where $W_{\delta(e)}^\text{msg}$ is the edge type specific parameter matrix, and $M(s, e, t)$ is the message of source node $s$ that will be passed through edge $e$ to the target node $t$.

5.4.3 Question-aware Aggregation Since the aim of conducting the message passing between nodes is to extract useful knowledge from heterogeneous MIS to answer the question, only the question-related knowledge should be reserved when passing the message. Thus, first use the question relation score to re-scale the attention scores (calculated in Equation 6):

$$\hat{a}(s, e, t) = a(s, e, t) \times \beta(s),$$

(8)

where $\beta(s) \in \mathbb{R}$ is the score for node $s$ which represents the semantic relevance between node $s$ and question $q$ calculated by a bi-linear layer:

$$\beta(s) = D[q] W^r D[s],$$

(9)

where $W^r$ is a trainable parameter, and the $D[q]$ and $D[s]$ are node representations for question $q$ and source node $s$ respectively. Then, we apply a weighted sum over all the messages passed from all the source nodes:

$$\hat{D}[t] = \sum_{s \in N(t)} (\hat{a}(s, e, t) \cdot M(s, e, t)).$$

(10)

Finally, we apply a linear projection with non-linear activation and a residual connect on the source nodes messages:

$$\hat{D}[t] = \text{gelu} \left( \text{MLP}_y(\hat{D}[t]) \right) + D[t].$$

(11)

where $\hat{D}[t]$ is the updated node representation for target node $t$. In this way, we obtain the contextualized vector representation of the target node which fuses the question-related information from neighborhood MIS nodes.

Inspired by the multi-layer mechanism of Transformer [42], we also conduct this question-aware graph transformer several times. In each layer, the input is the output of the previous layer and the output will be used in the next layer as input. The first layer uses the initial node representation as the input which is illustrated in § 5.3. After using the multi-layer heterogeneous graph transformer to encode the target node in the graph, we obtain the final vector representation of the target node. For brevity, we omit the layer notion in our notion and equations, and use $g^t_j = \hat{D}[t]$ as the notion of final node representation for the node $t$ which is the $j$-th node in $i$-th MIS type.

5.5 Answer Generator

HeteroQA generates the answer based on the knowledge learned from the MIS. We employ the pretrained BART decoder as our base framework. However, generating a good answer should incorporate the input question and the knowledge from MIS simultaneously, and the original BART decoder can only attend to the hidden states produced by the BART encoder. We introduce a new graph attention layer and insert this layer into the original BART decoder, and

![Figure 3: Overview of HeteroQA. We divide our model into three parts: (1) BART-based Node Encoder; (2) Question-aware Graph Transformer; (3) Answer Decoder.](image-url)
We list four research questions that guide the remainder of the paper:

1. **RQ1** (See §7.1): What is the overall performance of Het-eraQA?
2. **RQ2** (See §7.2): What is the effect of each module in Het-eraQA?
3. **RQ3** (See §7.3): Does every type of MIS help the CQA model to generate better answer?
4. **RQ4** (See §7.4): What is the effect of using more or less MIS in each type?

### 5.5.1 Loss Function

To facilitate the question-aware graph transformer to capture the semantic relationship between each retrieved MIS and question, we propose an auxiliary question-aware loss function. In detail, we employ a linear layer that uses the updated node representation as input to predict the BM25 score of each MIS node, and we calculate the mean squared error between the predicted score and the BM25 score produced by the information retrieval system as an auxiliary loss $L_q$. Finally, we combine text generation cross-entropy loss $L_e$ and question-aware loss $L_q$ as the final loss function $L = L_e + \psi L_q$ where $\psi$ is a hyper-parameter.

### 6 EXPERIMENTAL SETUP

#### 6.1 Research questions

We list four research questions that guide the remainder of the paper:

1. **RQ1** (See §7.1): What is the overall performance of Het-eraQA?
2. **RQ2** (See §7.2): What is the effect of each module in Het-eraQA?
3. **RQ3** (See §7.3): Does every type of MIS help the CQA model to generate better answer?
4. **RQ4** (See §7.4): What is the effect of using more or less MIS in each type?

#### 6.2 Evaluation Metrics

To evaluate the methods, following existing text generation methods [12–14], we employ the automatic word overlap-based BLEU [35], METEOR [2] and ROUGE-L [29] to measure the lexical unit overlapping (e.g., unigram, bigram) between the generated answer and ground truth. Since only using automatic evaluation metrics can be misleading [39], we also conduct the human evaluation. Three well-educated and full-time professional annotators are invited to judge 200 randomly sampled answers. The statistical significance of two runs is tested using a two-tailed paired t-test and is denoted using * or for strong significance for $\alpha = 0.01$.

#### 6.3 Comparisons

To prove the effectiveness of each module, we conduct ablation studies which remove each key module in Het-eraQA, and then form three baseline methods (1) HeteroQA-QGT uses the original HGT [20] instead of our proposed question-graph transformer; (2) HeteroQA-GL removes the graph auxiliary loss $L_q$; (3) HeteroQA-HG uses the homogeneous graph model GAT [43] as the graph encoder. Apart from the ablation study, we also compare with the following baselines:

- **Retrieved1** uses the top-1 retrieved document as the answer for the user question.
- **S2SA** is the Sequence-to-Sequence framework [41] which is equipped with the attention mechanism [1] and copy mechanism [17, 38] as a baseline method. The input sequence is a question and the ground truth output sequence is the answer.
- **S2SAU** is a simple method that can incorporate the MIS information when generating the answer, we concatenate all types of MIS after the question as the input of S2SA.
- **CVAE** [54] is a text generation framework based on conditional variational autoencoder that uses latent variables to generate diverse sentences, and this framework has been applied in many knowledge-grounded text generation tasks [23, 28].
- **BART** [25] is a denoising autoencoder for pretraining sequence-to-sequence models, and it is particularly effective when fine-tuned for text generation but also works well for comprehension tasks.
- **RAG** [26] is general-purpose fine-tuning recipe for retrieval-augmented generation models which combine pretrained non-parametric memory for knowledge-intensive NLP tasks. RAG outperforms many strong Open-Domain QA and CQA methods.
- **OAAG** [6] is a generative community question answering model which jointly models opinionated and interrelated information between the question and contextual document.

#### 6.4 Implementation Details

We implement our experiments using PyTorch [36] based on the Transformers [46]. We train our model on two NVIDIA V100 GPU for four days. We employ the pretrained BART-base model (with 6 layers for encoder and decoder, the number of attention head is 12, and the hidden size is 768) to initialize part of the parameters. The hyper-parameter $\psi$ is set to 0.01. Since there is not a public pretrained Chinese BART, we pretrain the BART-base from scratch using the text infilling objective on 7GB Chinese text data, and train the model for two weeks using 8 NVIDIA V100 GPU.

### 7 EXPERIMENTAL RESULTS

#### 7.1 Overall Performance

We compare our model with the baselines listed in Table 2. Our model performs consistently better on two datasets than other CQA and conditional text generation models with improvements of 13.73%, 9.68%, and 13.22% on the AntQA dataset, and achieves 33.09%, 12.00% and 27.63% improvements on the MSM dataset compared with RAG in terms of BLEU, BLEU1, and BLEU2 respectively. This demonstrates that MIS in the user community provides useful knowledge for answer generation that cannot be replaced by other complicated baselines without this information. And our
Table 2: Automatic metrics comparison between baselines.

| Method         | BLEU | BLEU1 | BLEU2 | BLEU3 | BLEU4 | ROUGE-L | METEOR |
|----------------|------|-------|-------|-------|-------|---------|--------|
| AntQA          | 18.20| 30.80 | 19.46 | 15.53 | 13.71 | 22.26   | 0.20   |
| HeteroQA-COM   | 18.90| 30.80 | 19.46 | 15.53 | 13.71 | 22.26   | 0.20   |
| HeteroQA-ART   | 17.91| 21.55 | 0.19  |      |       |         |        |

Table 3: Human Evaluation Results.

| Dataset | Method  | Fluency | Correctness |
|---------|---------|---------|-------------|
| AntQA   | OAAG    | 2.49    | 1.84        |
|         | BART    | 2.58    | 1.96        |
|         | RAG     | 2.44    | 2.11        |
| HeteroQA|         |         |             |
|         | OAAG    | 2.61    | 2.25        |
|         | BART    | 2.88    | 1.55        |
|         | RAG     | 2.88    | 1.55        |
| HeteroQA|         | 2.90    | 1.83        |

HeteroQA method has a greater performance improvement compared to the methods that do not use the pretrained language model. Sun et al. [40] also propose a retrieval-based CQA method, which leverages heterogeneous graph to route the cold question to the exiting QA nodes in the CQA graph and they did not incorporate the MIS in the user community. Since they did not release their source code, we use a simple and intuitive method Retrieved1 to verify the basic performance of these retrieval-based methods. From Table 2 we can find that the retrieval-based method achieves the worse performance among all the baselines, which demonstrates the retrieval-based method is not suitable for the generative CQA.

For the human evaluation, we asked annotators to rate each summary according to its factual correctness and language fluency. The rating score ranges from 1 to 3, with 3 being the best. Table 3 lists the average scores of each model, showing that HeteroQA outperforms the other baseline models in both fluency and correctness. To prove the significance of these results, we also conduct the paired student t-test between our model and RAG and obtain \( p < 0.05 \) for fluency and consistency, respectively. From this experiment, we find that the BART achieves a comparable fluency score as HeteroQA, the correctness score is significantly lower than HeteroQA. We also find that there are 22% samples generated by our model obtain a low score (1) for correctness. To verify the reason for generating these bad cases, we find that in the input MIS of these bad cases, there are 86.36% samples that obtain a score 1 for the quality of MIS. This phenomenon demonstrates that the misleading MIS input leads our HeteroQA model to generate an answer with wrong facts.

Although our HeteroQA model achieves 13.73% improvement in terms of BLEU over RAG model on AntQA, the increment is smaller than the performance on the MSM\textsuperscript{plus} dataset which achieves 33.09% improvement in terms of BLEU. The reason is that AntQA is more similar to the real-world scenario where the supported MIS are all retrieved by an information retrieval system using the BM25 algorithm and we did not employ any labor-intensive human annotation to filter the data which contains some noisy samples. Conversely, the supporting document in MSM\textsuperscript{plus} is filtered by a human annotator, which has less noisy data in their dataset.

7.2 Ablation Studies

The performance of different ablation models are shown in Table 2. All ablation models perform worse than HeteroQA in terms of all metrics, which demonstrates the preeminence of HeteroQA. The experiment shows that our HeteroQA achieves 7.65% and 28.83% increments compared with HeteroQA-QGT in terms of BLEU score on AntQA and MSM\textsuperscript{plus} respectively, which verifies the effectiveness of our proposed QGT. In the method HeteroQA-HG, we employ the GAT [43] as the graph encoder and there is a slight decrement from HeteroQA-QGT to HeteroQA-HG of 0.28% and 15.85% in terms of ROUGE-L on AntQA and MSM\textsuperscript{plus}, which demonstrates the effectiveness of treating each type of MIS as different nodes and using the heterogeneous graph to model these MIS. Thus, we can verify the contributions of each module in HeteroQA.
### 7.3 Effect of Different Type of MIS

To verify the effectiveness of each MIS type, we remove each type of MIS from our heterogeneous graph. We employ three experiments that remove the MIS type one-by-one: HeteroQA-QA (w/ comment, article), HeteroQA-COM (w/ article, related question and answer) and HeteroQA-ART (w/ related question and answer). Since the comment of the documents in MSM\textsuperscript{plus} can not be obtained, we omit this experiment. Table 4 shows the performance of these ablation models, and we only show three metrics of each model due to the limited space. From this table, we find that the related QA produces the greatest contribution (10.98% decline in terms of the BLEU) on AntQA, and the related articles produce the greatest contribution on MSM\textsuperscript{plus} with a 74.20% decline in terms of the BLEU. Although the contribution of using comment of articles is minimum compared to other MIS types, it also increases the BLEU score for 6.20%.

### 7.4 Effect of Using Different Number of MIS

We investigate the influence of the document number for each MIS type incorporated by the HeteroQA model. Figure 4 illustrates the relationship between the document number in each type of MIS and the BLEU score. On the MSM\textsuperscript{plus} dataset, the performance keeps growing when the number of document reaches 5, and due to the hardware limitation, we did not conduct experiments for more MIS. Since the document in MSM\textsuperscript{plus} is filtered by humans and all the related articles can support answering the question, the performance of the model can keep increasing when the model reads more MIS. On the AntQA dataset, the BLEU score first increases with the number of MIS, and after reaching an upper limit it then begins to drop. This phenomenon demonstrates that incorporating several relevant MIS can help the model to achieve better performance. In the real-world application, we cannot filter the contextual information case-by-case. And excessive MIS which contains not relevant information will confuse the model to extract useful knowledge to generate correct answers.

### 7.5 Case Study

Table 5 shows an example of the generated answer and MIS context with useful knowledge to answer the user question. Although all the methods generate fluent answers, the facts described in BART and RAG are wrong (the wrong facts are shown in red text in Table 5). And HeteroQA generates refined and correct repayment steps for the user question according to the related QA and user article.

### 8 CONCLUSION

In this paper, we propose the Heterogeneous graph-based Question Answering model (HeteroQA) to tackle the community question answering task, which extracts useful knowledge from Multiple Information Sources (MIS) which contains four types documents in the user community. Since MIS have different contexts and structures, we treat MIS as heterogeneous information and propose a question-aware heterogeneous graph transformer to model the relationship between these nodes. To generate correct and fluent answer text, we leverage the pretrained language model as an answer generator and introduce a graph attention layer to fuse the knowledge into the answer generation. Experiments conducted on two datasets verify the effectiveness of our HeteroQA model.
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**Figure 4:** Visualization of BLEU score with different MIS document number.

**Figure 5:** Examples of the context and answers. We only show two MIS due to the limited space. We use red text to indicate wrong facts in generated answers.
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