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Detection, isolation and fault estimation of nonlinear systems using a directional study

Maya Kallas, Gilles Mourot, Didier Maquin, José Ragot

Abstract. In terms of system diagnosis, several studies are generally performed. The diagnosis is composed of three different parts: detecting, isolating and estimating the value of the faults. If many results have been obtained for linear systems with a known model, the situation is quite different in the case of nonlinear systems behavior, especially when the model is not known a priori. This paper proposes to discuss the latter case using a study of the dissimilarities between data. The dissimilarities are evaluated by a nonlinear function of the Euclidean distances. To this end, a radial basis function is used, and a directional study is introduced for fault diagnosis. The relevance of the proposed technique is illustrated on simulated data.

1. Introduction

The supervision of systems covers various additional aspects, among which the diagnosis occupies a privileged place. Based on this statement, there exists a set of techniques used to know the status of a given system. In the state estimation step, the very important aspect is the detection of functioning changes due for example to sensors failure or actuators or even system components. Early detection of these defects can be used to react on the commands of the system so as to minimize the impact of the faults. Numerous techniques have been developed in recent decades, which differ depending on whether a model of the system is known a priori or not. This paper is concerned with the second situation, where only input and output measures of the system are available. Diagnosis strategies are thus based on the analysis of these data. The principal component analysis (PCA) is an example of a well-known technique for diagnosis. PCA and its variants have been the subject of many developments.

The PCA has been widely used for the detection and isolation of sensor failure [11], [13] and more generally for system supervision [2], [15]. As in the case of detection method using a model known a priori, one of the best performing PCA technique is based on the comparison between the value of a variable at a given time and the reconstructed value of this variable from the other variables. This reconstruction uses the eigenvectors of the covariance matrix of a dataset of observations, these eigenvectors belonging to the subspace called secondary or residual obtained by PCA. As indicated in [7], it is possible to extend this reconstruction to a system with \( n \) variables, subject to observability, where we can reconstruct simultaneously \( p \) variables out of the \( n - p \) remaining ones, based on the fact that we have redundancy between some data in the whole dataset defined by the \( n \) variables.

Despite the proven performance of this technique, it is necessary to recall that it is applied on a system whose variables are mainly related linearly. Indeed, the PCA is a method of linear projection that cannot consider or reveal nonlinearities. The nonlinearity issue has motivated a
number of work leading to the nonlinear PCA, or the use of kernel machines such as the kernel PCA (KPCA). In the field of diagnosis, the KPCA has been widely used to detect outliers from faulty sensors for example [6]. KPCA has been used to analyze partially observed systems, in applications of missing data, such as in image processing [3], [12]. The combination, for fault detection, of KPCA and discriminant analysis techniques, was proposed in data processing to increase the performance of each method [5], [10].

To address the difficult problem of isolating faults affecting the data, diagnosis techniques developed in a linear framework rely heavily on the concept of structuring fault indicators. The extension to the nonlinear case remains delicate due to the difficulty of the problem called pre-image (where the existence of a solution is not guaranteed a priori) but has been the subject of several works [1]. The principle used in [6] consists on applying KPCA technique to several subsets of data, each using a part of the original variables. The difficulty of such proposition is to build these subsets.

Based on the literature, it is clear that the detection of outliers is widely studied. However, only few papers propose new nonlinear technique for isolation and fault amplitude estimation affecting one or more variables. In [1], [11] and [8], the pre-image technique offers methods for isolation and estimation of faults.

As aforementioned, the PCA and its nonlinear extension KPCA have been studied in all their aspects in terms of fault detection, isolation and estimation. However, there exists a more general technique than PCA, the principal coordinate analysis (PCO) or the well-known multidimensional scaling (MDS) [16]. The main difference between the PCA and PCO can be given by three points. First, PCA seeks patterns in the variables, while PCO searches for similarities between cases. Second, PCA uses an eigen decomposition of a covariance matrix in order to reduce variable dimensionality, while PCO analyzes a distance matrix. Many different distance matrices can be used as long as they are metric. Third, the result of a PCO is a set of coordinates on a number of derived axes such that similar cases are close together. It is not possible to associate these axes with any variables. This technique was not used for diagnosis purposes. Therefore, we propose to study similarities between data. The aim of the scaling is to find the distances that well approximate the dissimilarities of data [14]. In [4], Critchley suggested a power transformation of the distances, if the dissimilarities are derived from Euclidean distances.

Based on the suggestion of Critchley, we propose in this paper a modified MDS study in order to evaluate the dissimilarities of data. We examine the possibility to detect and isolate the sensors providing faulty measures. Based on real non faulty dataset, the proposed technique is to compare the test dataset to these reference data. Because of the nonlinear behavior of systems that are of interest, this comparison will be performed in a space of suitable structure. More precisely, after selecting the appropriate structure of the kernel, the initial reference dataset are used to construct a Gram matrix, in order to represent the original data in a space of larger dimension. The new observations to be analyzed are then projected into this space and their comparison with the reference observations is done through their projections. From this comparison, we can discriminate new healthy observations from faulty ones (section 2.2). In the case where an observation is found abnormal, an isolation of the faulty variable is proposed in (section 2.3), and finally an estimate of the fault amplitude is examined in (section 2.4).

In this paper, the Gaussian kernel is applied. It is important to mention a difficulty when using this kind of kernels. It is a kernel with a decreasing bandwidth depending on the distance to its centers. Therefore, a faulty measure may no longer be in the area of influence of the kernel and thus may have near zero projection in the kernel space, making it difficult to locate the fault. To overcome this difficulty, a sequential search of one or more directions of fault is proposed.

As many fault detection methods, the proposed approach has a number of hyperparameters. It is necessary to adjust them depending on the problem to be treated. The hyperparameters,
in this paper, are the number of principal components to retain from the decomposition of the Gram matrix, and finally the bandwidth of the kernel. The influence of these parameters is studied through the example in section 3, but in the present form of this paper, their choice is done experimentally.

2. Detection, isolation and estimation of the faults

2.1. Notations

Let us consider a set of healthy measures, denoted \( x_i \). They are taken from the system and they form the reference database:

\[
X = \begin{bmatrix} x_1^T \\ \vdots \\ x_N^T \end{bmatrix}, \quad x_i \in \mathbb{R}^n, \quad X \in \mathbb{R}^{N \times n}
\]  

(1)

Based on using the idea of dissimilarities, and from the suggestion of Critchley [4], let us consider a nonlinear function \( \kappa \), also called a kernel. By kernel, we mean a function from \( X \times X \) into \( \mathbb{R} \) with a Hermitian symmetry, that is \( \kappa(x_i, x_j) = \kappa(x_j, x_i) \). Using this definition, we can mention the Radial Basis Function (RBF), and more precisely, the gaussian kernel, which is widely used. The form of this gaussian kernel is characterized by its bandwidth, or hyper-parameter \( c \),

\[
\kappa(x_i, x_j) = \exp \left( -\frac{\| x_i - x_j \|^2}{c} \right)
\]

(2)

During an online diagnosis, we receive a new observation \( x \in \mathbb{R}^n \) to be tested. The analysis of this observation is done in order to detect the possible presence of errors in one or more variables of this measure. To perform this analysis, we need to evaluate the following expressions:

\[
\kappa(x) = \begin{bmatrix} \kappa(x_1, x) \\ \vdots \\ \kappa(x_N, x) \end{bmatrix}, \quad \kappa(x) \in \mathbb{R}^N
\]

\[
\kappa(x, x_i) = \exp \left( -\frac{\| x_i - x \|^2}{c} \right), \quad \kappa(x_i, x) \in \mathcal{R}
\]

(3)

We already have the reference database. Thus, we can easily create the Gram matrix \( K(X) \) using

\[
K(X) = \begin{bmatrix} \kappa(x_1, x_1) & \ldots & \kappa(x_1, x_N) \\ \vdots & \ddots & \vdots \\ \kappa(x_N, x_1) & \ldots & \kappa(x_N, x_N) \end{bmatrix}, \quad K(X) \in \mathbb{R}^{N \times N}
\]

(4)

As we can see from the expressions of \( \kappa(x_i, x_j) \), the bandwidth \( c \) of the kernel influences the results. It is relative to the proximity between two observations \( x_i \) and \( x_j \).

If a fault affects a specific variable for a given observation \( x \), it can be defined by:

\[
x = x^* + \xi f
\]

(5)

where \( x \in \mathbb{R}^n \) is the faulty measure, \( x^* \in \mathbb{R}^n \) is the true value of the variable, \( f \in \mathbb{R}^{n_f} \) is a \( n_f \)-dimensional vector of faults amplitude, and \( \xi \in \mathbb{R}^{n_f \times n_f} \) their directions. For this paper, we take into consideration one fault, so \( n_f = 1 \), making it easier to explain. For example, \( \xi = (0 \ 0 \ 1 \ 0)^\top \) is a situation where we have a system with four variables, where a fault is occurring on the third one.

Diagnosis represents different tasks to be done. It is to decide whether the measure \( x \) is faulty, and if so, to determine the direction \( \xi \) of the detected fault, namely the faulty variable or component, and finally to estimate the fault amplitude \( f \). In our case, where \( n_f = 1 \), \( f \) is considered to be a scalar.
2.2. Analysis of $\kappa(x)$ for fault detection

The analysis of the validity of a new observation $x$ is performed in the kernel space. We have evaluated the matrix $K(X)$ given by (4), which is the image of the matrix $X$ in the kernel space. Therefore, it is quite natural to compare the gap between the new observation $x$ and the database $X$. Working in the kernel space, we evaluate $\kappa(x)$ and $K(X)$ representing the healthy dataset. To facilitate this comparison, we reduce the complexity of $K(X)$ by considering its spectral decomposition

$$K(X) = P \Lambda P^\top$$  \hspace{1cm} (6)

where $P$ and $\Lambda$ contain respectively the eigenvectors and eigenvalues of the matrix $K(X)$, sorted by descending order of the magnitude of the eigenvalues. By neglecting the very small values of the eigenvalues, we take the $\ell$ eigenvectors, denoted $P_\ell$, associated to the $\ell$ largest eigenvalues represented by $\Lambda_\ell$. We propose an approximation of the matrix $K(X)$ using the following expression

$$K_\ell(X) = P_\ell \Lambda_\ell P_\ell^\top$$  \hspace{1cm} (7)

We seek to decompose $\kappa(x)$ given by (3) on the basis of the $P_\ell$ eigenvectors. To this end, we consider the criterion $\psi$ defined by

$$\psi = \| \kappa(x) - P_\ell \theta \|^2$$  \hspace{1cm} (8)

We seek its minimum, for a certain value of $\theta$

$$\hat{\theta} = \left( P_\ell^\top P_\ell \right)^{-1} P_\ell^\top \kappa(x)$$  \hspace{1cm} (9)

Thus, the minimum is obtained by replacing (9) in (8), as follows

$$\hat{\psi} = \kappa^\top(x) \left( I - P_\ell \left( P_\ell^\top P_\ell \right)^{-1} P_\ell^\top \right) \kappa(x)$$  \hspace{1cm} (10)

The value of the criterion $\hat{\psi}$ is closely related to those of $\kappa(x)$ and thus the measure $x$ itself. One can study for an observation $x$, on the one hand the value taken by $\kappa(x_i, x)$ and on the other hand, the value taken by $\hat{\psi}$. In particular, an observation $x$ for which a fault affects one variable, will be revealed by the values close to zero of the $\hat{\psi}$ criterion and the component of the $\kappa(x)$ vector. For the latter, a more comprehensive test is considered based on the sum of its parts

$$S = \sum_{i=1}^{N} \kappa(x_i, x)$$  \hspace{1cm} (11)

Nevertheless, for a healthy observation $x$, the values of $S$ and $\hat{\psi}$ are significantly greater than zero. To decide the inconsistency of a measure, that is to say, the presence of a fault on one of its components, it is proposed to use the following two tests

$$\hat{\psi} < \delta_1$$  \hspace{1cm} (12a)
$$S < \delta_2$$  \hspace{1cm} (12b)

where $\delta_1$ and $\delta_2$ are two thresholds, having small values. They are chosen based on the original dataset during the learning stage. These thresholds are evaluated as the mean of different tests on many healthy observations.
2.3. Directional analysis of $\kappa(x)$ for fault isolation

As indicated in the definition (3) of $\kappa(x)$, the same weight is assigned to all components of the vectors involved in calculating the distances. In the case where one of the components of a test observation $x$ is corrupted by a fault, the distance between this observation and those of reference $x_i$ can become important. This can make $\kappa(x_i, x)$ close to zero, which provides little information, except for the fact to say that this observation is faulty.

To overcome this problem, the solution would be to increase the bandwidth of the kernel function. However, this solution is hardly possible because it leads to a very particular Gram matrix, from a numerical point of view, because the obtained matrix would be nearly an identity matrix. Therefore, the main idea of the kernel methods is not represented, and it will be as we are in a linear case. However, using a rather restrictive assumption on the limited number of faulty variables on the observation $x$, the evaluation of the distance can be performed with a particular metric by not taking into account some variables. To this end, $\kappa(x_i, x)$ is changed to this form

$$
\kappa_d(x_i, x) = \exp\left(-\frac{(x_i - x)\top W_d (x_i - x)}{c}\right)
$$

where the diagonal matrix $W_d$ contains 1 everywhere on its diagonal, except the component of rank $d$ that is chosen to be zero. Thus, the distance between the observations $x$ and $x_i$ takes into account all the variables except the one of rank $d$. Therefore, if this variable is faulty, it will not be taken into account in the evaluation of the distance and the difficulty aforementioned about the null value of $\kappa(x_i, x)$ is overlapped. Obviously, as the faulty variable is not known a priori, and in the case of just one faulty variable, it is necessary to examine all $n$ matrices $W_d$, where $d = 1, \ldots, n$.

We also note that the weighting matrix $W_d$ is directly related to the direction of a fault. Each direction, introduced in (5), corresponds in fact to a vector $\xi_d$ of the canonical basis of $\mathbb{R}^n$

$$
\xi_d = (\delta_{1,d} \ \delta_{2,d} \ \ldots \ \delta_{n,d}), \quad d = 1, \ldots, n
$$

where $\delta_{i,d}$ is the Kronecker delta, defined by

$$
\delta_{i,j} = \begin{cases} 
0 & \text{if } i \neq j \\
1 & \text{if } i = j 
\end{cases}
$$

Therefore, the weighting matrix $W_d$, that can overcame the variable of rank $d$ can be defined as

$$
W_d = I_n - \xi_d \xi_d\top
$$

The rest of the procedure, proposed in section 2.2, is applied with these new definitions of kernel space given in (13). We can check for each test case $x$, the values taken by $\kappa_d(x_i, x)$ and $\hat{\psi}_d$ for different weighting matrices $W_d$ where $d = 1, \ldots, n$. In particular, an observation $x$ whose $p$ rank variable is faulty, is identified by near-zero values of the components of $\kappa_d(x)$ and a value close to zero of $\hat{\psi}_d$ for $d = 1, \ldots, n, d \neq p$. As before, a more general evaluation of $\kappa_d(x)$ is suggested by defining the scalar indicator

$$
S_d = \sum_{i=1}^{N} \kappa_d(x_i, x), \quad d = 1, \ldots, n
$$

Given the different expressions of $S_d$ according to the variables used, the truth table 1 summarizes the possible situations. In this table, the quantities $\delta x_i$, for $i = 1, \ldots, n$ represent
Table 1. Theoretical fault signatures

| $\delta x_1$ | $\delta x_2$ | $\delta x_3$ | \ldots | $\delta x_n$ |
|-------------|-------------|-------------|---------|-------------|
| $S_1$       | $\times$    | 0           | 0       | \ldots      | 0           |
| $S_2$       | 0           | $\times$    | 0       | \ldots      | 0           |
| $\vdots$    | $\vdots$    | $\vdots$    | $\vdots$| \ldots      | $\times$    |
| $S_n$       | 0           | 0           | 0       | \ldots      | $\times$    |

the faults affecting the components of the observation $x$, where the 0 symbol indicates that a fault makes the indicator $S$ a very small value.

In summary, the steps of isolating a faulty variable for a given observation $x$ can be summarized as

- Create the matrices $W_d$ (15) for all possible directions $\xi_d, d = 1, \ldots, n$
- Evaluate $\kappa_d(x_i, x)$ given by (13) for all fault directions and any reference observation $x_i$
- Compute the indicator $S_d$ for $d = 1, \ldots, n$ given by (16) for fault presence of observation $x$
- If one of the indicators $S_d$ for $d = 1, \ldots, n$, only the $p$ rank is greater than the selected threshold, then the $p^{th}$ variable of the observation $x$ is faulty

2.4. Estimation of the fault amplitude

This step finalizes the diagnosis since it completes the detection and fault isolation by estimating their amplitudes. The direction $\xi_d$ of the fault is known, it is determined in the previous step. The objective is to estimate its amplitude $f$. To this end, we use the redundancy related to the kernel space. We know that any vector $K(x)$ can be formed from the column vectors of the matrix $K(X)$, or its approximate form $K_{\ell}(X)$ given by (7), where $x$ is a vector of measures and $X$ the reference healthy database. In reality, once the observation $x$ is considered to be a faulty measure, we evaluate its estimation with:

$$x^* = x - \xi f$$

(17)

Thus, we can evaluate the image of the corrected observation in the kernel space, using:

$$\kappa(x^*) = \left[ \kappa(x_1, x - \xi f) \right]$$

$$\kappa(x_i, x - \xi f) = \exp\left(-\frac{\|x_i - x + \xi f\|^2}{c}\right)$$

(18)

As aforementioned, the best value of $f$ is the one that helps explaining $\kappa(x^*)$ from the column vectors of the matrix $K_{\ell}(X)$. From this statement, the value of $f$ is evaluated by maximizing with respect to $f$ the criterion:

$$\psi = \|K_{\ell}(X)\ k(x - \xi f)\|^2$$

(19)

The optimal value $\hat{f}$ of $f$ is the solution to the following equation:

$$\frac{\partial\kappa^\top(x - \xi f)}{\partial f} K_{\ell}^2(X) \kappa(x - \xi f) = 0$$

(20)
Since the derivative of \( \kappa \) with respect to \( f \) is given by

\[
\frac{\partial \kappa(x_i, x - \xi f)}{\partial f} = -\frac{2}{c} \kappa(x_i, x - \xi f) \xi^\top (x_i - x + \xi f)
\]  

(21)

Therefore, we can write

\[
\frac{\partial \kappa(x - \xi f)}{\partial f} = -\frac{2}{c} (b(x - \xi f) + \kappa(x - \xi f) f)
\]  

(22)

where

\[
b(x - \xi f) = \begin{pmatrix}
\kappa(x_1, x - \xi f) \xi^\top (x - x_1) \\
\vdots \\
\kappa(x_N, x - \xi f) \xi^\top (x - x_N)
\end{pmatrix}
\]  

(23)

Using these expressions, we can write (20) as:

\[
b^\top (x - \xi f) K_f^2 \kappa(x - \xi f) = \kappa^\top (x - \xi f) K_f(X)^2 \kappa(x - \xi f) f
\]  

(24)

Using (24), we can derive \( f \) with a fixed point iterative technique \( f = g(f) \) starting with an initial point as mentioned in [1] and [9]. The final expression \( \hat{f} \) of the estimated value of \( f \) can be derived, and the estimation is given by:

\[
\hat{f}^{(i+1)} = \frac{b^\top (x - \xi f^{(i)}) K_f^2(X) \kappa(x - \xi f^{(i)})}{\kappa^\top (x - \xi f^{(i)}) K_f^2(X) \kappa(x - \xi f^{(i)})}
\]  

(25)

3. Experiments
In this section, we present the results obtained on an example deliberately chosen to be of small dimensions. It is used to illustrate the above principles of detection, isolation and fault estimation of outliers given by faulty sensors.

3.1. Simulated data
A set of 100 observations has been generated from a nonlinear system with \( n = 3 \) variables, where \( x_1 \) are randomly selected in \([-7, 7]\). The system is defined by:

\[
\begin{align*}
x_2 &= 0.15 x_1^2 - 0.5 \\
x_3 &= x_1 + x_2
\end{align*}
\]  

(26)

However, the system is considered to be noisy. Therefore, the variables have been modified with additive noises generated randomly, as follows:

\[
\begin{align*}
\epsilon_i &\sim \mathcal{N}(0, 0.01), & i = 1, 2, 3 \\
x_1 &= x_1 + \epsilon_1 \\
x_2 &= x_2 + \epsilon_2 \\
x_3 &= x_3 + \epsilon_3
\end{align*}
\]  

(27)

Another set of \( N_t = 9 \) observations, denoted \( x'_j, j = 1, \ldots, N_t \), have been generated using the model (26) for testing purpose. The nine observations are divided into two groups: faulty and correct values. Figure 1 illustrates these observations and more precisely the red dot representing the faulty observations 1, 4, 7 and 9. The faulty ones have been corrupted as follows:

- \( x'_1 \): adding 4 on the amplitude of the variable 1
- \( x'_2 \): adding -4 on the amplitude of the variable 2
- \( x'_3 \): adding 4 on the amplitude of the variable 3
- \( x'_4 \): modifying the amplitude of the variables 1, 2 and 3
3.2. Detecting outliers

Figure 1 displays the $N$ measures with the blue dots. It contains three subfigures in order to represent the three variables into three different 2D dimensions, namely, $\{x_1, x_2\}$, $\{x_2, x_3\}$ and $\{x_3, x_1\}$. This database is the reference dataset. It is used to test the proposed technique in order to detect the outliers.

![Figure 1](image_url)

**Figure 1.** Representation of the simulated data in three subfigures. The blue dots represent the original database, green dots are the new non faulty observations, and the red dots are the new faulty ones. Each subfigure represents a different 2D representation of the 3D simulated data.

Of course, visual inspection of this figure allows direct isolation of the outliers from the real measures. For example, the observation 4 is abnormal and this is due to the variable 2 since in the 2D $\{x_3, x_1\}$ representation, the representative point of this observation can be considered as belonging to the field of true observations. However, in the 2D representations based on $\{x_1, x_2\}$ and $\{x_2, x_3\}$, the same point does not belong to the field of non faulty observations.

Figures 2 and 3 visualize changes in criterion $\hat{\psi}$ resulting from the approximation of $\kappa(x)$ in the kernel space. This criterion was evaluated for two different values of the bandwidth of the kernel function (0.5, 0.7), taking into account 30 principal components, for each of the $N_t$ observations representing outliers. They are identified by numbers 1, 4, 7 and 9. For very small values of the bandwidth less than 0.2, the criterion fails to indicate the real presence of fault by making almost all values near zero. For large values greater than 0.8, the threshold is difficult to estimate due to the extreme variations between values.

Given these figures, there is a clear separation between the values of the criteria related to the outliers (1, 4, 7 and 9) and the values of the non faulty observations. This statement is true for different numbers of principal components and bandwidth of the kernel function. This procedure is therefore quite relevant for the detection of outliers. However, no information can be given concerning the faulty variables.
3.3. Isolation of the faulty variables

In order to isolate the faulty variable, the indicator $S_d$ defined by (16), was evaluated for all the directions $d = 1, \ldots, n$ on the test set. To identify the observation, the indicator is denoted $S_{d,j}$ with $j = 1, \ldots, N_t$. To make the interpretation and comparison of $S_{d,j}$ values easier, for the various observations and directions, the values of this indicator have been normalized. First, these values are written as $S_{d,j}$, for $d = 1, \ldots, n$, and $j = 1, \ldots, N_t$. The comparison is based on the normalized value of the indicator given by:

$$
\overline{S}_{d,j} = \frac{S_{d,j}}{\max_j S_{d,j}}
$$

(28)

Figures 4 and 5 concern the values of the normalized test indicator $\overline{S}_{d,j}$, defined in (28). It is evaluated according to the three directions of the data space. The comparison is based on a single kernel bandwidth with two different values of the number of principal components. For the case, where the number of principal components is correctly chosen, we can evaluate the indicator $\overline{S}_{d,j}$ in order to isolate the faulty direction. If the number of principal components is too small, the approximation of the initial dataset is wrong, and the information is lost. This number should be acceptable in order to maintain the main information needed to estimate the original dataset.

Each figure contains three subfigures showing the values of the fault indicator $\overline{S}_{d,j}$ for the $N_t = 9$ test observations considering the $n = 3$ fault directions. More explicitly, the matrices $W_d$ introduced aforementioned using (13) are defined by:

$$
W_1 = \text{diag}(0, 1, 1)
$$
$$
W_2 = \text{diag}(1, 0, 1)
$$
$$
W_3 = \text{diag}(1, 1, 0)
$$

(29)
Therefore, for the metric $W_1$, the variable 1 is not involved in evaluating distances. Thus, the Gram matrix is insensitive to errors that can affect this variable. This perfectly explains the three values taken by the indicator $\overline{S}_{d,j}$. For example, for the first measure, $\overline{S}_{2,1}$ and $\overline{S}_{3,1}$ are evaluated from the variables 1, 3 and 1, 2 respectively. The fact that $\overline{S}_{2,1}$ and $\overline{S}_{1,1}$ provide practically zero values, whereas $\overline{S}_{3,1}$ is greater than zero, is due to the presence of the variable 1 that is common to the first two indicators, this variable being the faulty one. Moreover, for the observation $x_9$, we can detect the presence of fault, due to the zero values for each direction, however we can’t isolate and indicate which direction is the faulty one. This can be explained by the fact that there exists different simultaneous faults affecting many directions.

Numerous tests were conducted with different values of the number of principal components and with different values of the kernel bandwidth. For a wide range of values for these parameters, the shapes of the preceding graphs are retained.

To analyze all the test observations, we construct the table 2 representing the theoretical signatures. This table shows the influence of an error impacting one of the three variables on the $S_d$ indicators.

**Table 2. Theoretical fault signatures: influence of a unique fault affecting each variable on the $S_d$ indicator**

| Variables | 1 | 2 | 3 |
|-----------|---|---|---|
| $S_1$     | × | 0 | 0 |
| $S_2$     | 0 | × | 0 |
| $S_3$     | 0 | 0 | × |

Then, from figures 4 and 5, we construct the table 3 which describes the experimental fault signatures. Two symbols have been used. The symbol 0 illustrates that a defect causes a near zero value of $\kappa$ and thus the indicator $S$. However, the cross indicates that there is no faulty observation or measure. Once this table is constructed, we compare the experimental signature of each of the nine observations to the three theoretical signatures given in table 2, making it easier to detect in each case the variable presenting a faulty measure. Clearly, for observations 1, 4, and 7, the variables 1, 2, 3 are respectively detected as faulty.

**Table 3. Experimental fault signatures**

| observations | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|--------------|---|---|---|---|---|---|---|---|---|
| $S_1$        | × | × | × | 0 | × | × | 0 | × | 0 |
| $S_2$        | 0 | × | × | × | × | 0 | × | 0 |
| $S_3$        | 0 | × | × | 0 | × | × | × | 0 |

### 3.4. Fault amplitude estimation

Once the faulty observations have been detected (observations 1, 4, 7 and 9), and the variable isolation is performed, we, thus, proceed to estimate the amplitude of the fault. We apply the technique proposed in section 2.4. Table 4 illustrates the results, where we compare the true value of the fault and the estimated one.
Table 4. Real $f$ and estimated $\hat{f}$ fault amplitudes

|       | $f$  | $\hat{f}$ |
|-------|------|-----------|
| obs 1, var 1 | 4.03 | 3.98      |
| obs 4, var 2 | -4 | -4.01     |
| obs 7, var 3 | 4.03 | 3.95      |

4. Conclusion

In this paper, we propose to diagnose a nonlinear system using a directional study. To this end, the technique proposed in order to detect outliers derived from a nonlinear system is based on analysis of the observations in the kernel space. Three aspects are presented: the detection of faulty measures, the variable isolation of these faulty measures and the estimation of their fault amplitude. Therefore, we analyze the projections of the observations onto the kernel space. We take into consideration projections along directions favoring the recognition of healthy variables.

As for future work, a study of simultaneous many faulty variables will be derived, specifying the conditions for isolability. Moreover, an extension to nonlinear principal component regression can be proposed.
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