Abstract—Information-centric networking extensively uses universal in-network caching. However, developing an efficient and fair collaborative caching algorithm for selfish caches is still an open question. In addition, the communication overhead induced by collaboration is especially poorly understood in a general network setting such as realistic ISP and Autonomous System networks. In this paper, we address these two problems by modeling the in-network caching problem as a Nash bargaining game. We show that the game is a convex optimization problem and further derive the corresponding distributed algorithm. We analytically investigate the collaboration overhead on general graph topologies, and theoretically show that collaboration has to be constrained within a small neighborhood due to its cost growing exponentially. Our proposed algorithm achieves at least 16% performance gain over its competitors on different network topologies in the evaluation, and guarantees provable convergence, Pareto efficiency and proportional fairness.

I. INTRODUCTION

Due to the shift to content-oriented Internet, Information-Centric Networking (ICN) [1]–[3] was proposed to ameliorate the pressure on current network infrastructure. ICN architecture extensively uses in-network caching to reduce network traffic and improve content delivery efficiency. Compared to the conventional edge caching, which is usually designed to maximize the local (byte) hitrate, in-network caching is fundamentally different because network topology and cache collaboration play an important role in both algorithm design and system evaluation [13], [19], [20], [34]. In other words, simply optimizing local performance in a cache network does not necessarily drive the whole system to its optimal state.

As an active research field, there is abundant analytical work in ICN [35]–[40] which significantly improved the understanding on the functional relation among system performance, traffic flow and network topology. Moving to collaborative caching, similarly, many practical caching algorithms were proposed and analyzed [12], [16], [17], [19]–[21] in various settings. Nonetheless, two important aspects of future cache networks have long been overlooked.

Firstly, considering that caching is universal and content is pervasive in an ICN context, it is reasonable to assume that multiple Autonomous Systems (AS) with different interest participate in a cache network. Meanwhile, some big content providers like Google and Facebook, along with Akamai, also actively build up a wide range of content distribution networks by connecting to or even directly deploying storage in ISP networks. It is foreseeable that in the near future our core network will transform into a complex content network consisting of heterogeneous caches [4], [5]. The motivation for collaboration is to get additional benefits from others, but caches might be unwilling to sacrifice their own performance for purely altruistic reasons. Even within a single ISP network, where we can reasonably assume all the nodes are obedient, sacrificing certain caches in order to pursue the “global welfare” is not always acceptable or even not safe. Because it may cause severe regional performance problem, especially if the cache is installed at a critical position in the system. The immediate cascading effects can spread fast and wide in the network, further causes much larger damage than anticipated [8], [9]. However, most previous work simply maximizes the aggregated utility under the strong assumption of all others being fully obedient. Consequently, global optimum usually results in performance degradation on certain nodes and might not be acceptable to all nodes. In this paper, we argue that collaboration should be based on fairness. While global optimum is attractive, it is more important to guarantee that every node will be better off collaborating together than working alone so each part of the network will be improved at the same time and function properly. Rather than simply optimizing the aggregated benefits, we find it more preferable to maximize the additional benefit from collaboration. In other words, we study how to improve the overall system performance without downgrading any individual, as the following example shows.

Example. We use the mini caching system described in Fig 7 as a simple example to illustrate our problem space.

Case 1: Greedy strategy lets each cache optimize its own performance locally. Because B and C have the same demand, each will be cached with 1/2 chance, giving an average utility $U_1 = U_2 = 5$ for each cache. The outgoing traffic from each cache is $T_1 = T_2 = 3$. For the whole caching system, the possible content in two caches are \{A, B; A, B\}, \{A, B; A, C\}, \{A, C; A, B\} and \{A, C; A, C\}, each has a probability 1/4. Therefore, we have the average utility $U_{Total} = 10 \times \frac{1}{4} + 14 \times \frac{1}{4} + 14 \times \frac{1}{4} + 10 \times \frac{1}{4} = 12$.

Case 2: Global strategy tries to maximize the aggregated utility of the whole system. By caching all the objects, the overall cache utilization is improved due to no duplicates in the system, leading to the highest $U_{Total} = 2 \times (3+2+2+1) = 16$. However, the performance of cache 2 drops from $U_2 = 5$ to $U_2 = 3$ comparing to the greedy strategy. Meanwhile, the outgoing traffic from cache 2 also increases by 2, which might cause potential congestion problem in the network.
both efficiency and fairness; (2) how much the collaboration to design a collaborative caching strategy which embraces with continuous efforts in deploying various content networks, relation with aforementioned network topological properties. Deepen our understanding on the cost of collaboration and its mention and the active research of content networks urge us to understand on general topologies. In order to simplify the simplified in the previous work, and is especially poorly the collaboration overhead is either overlooked or overly-reduced if larger cache is used. Our results show that while collaborative caching can be beneficial, the benefits only apply when collaborating with a small neighborhood.

The rest of the paper is organized as follows. Section II describes the model and Section III presents the formulation of in-network caching game. Section IV derives the centralized solution and investigates the communication overhead. Section V derives the distributed algorithm of the solution with a convergence proof. Section VII investigates the fairness in in-network caching game. Section VIII evaluates the proposed algorithm thoroughly with different simulation settings and Section X discusses the related work. Finally Section XI concludes the paper.

II. SYSTEM MODEL

We assume a content network whose topology can be represented as a graph \( G = (V, p) \), where \( V \) is the set of nodes characterized with their degree distribution \( p_k \) denotes the probability that a node has exactly degree \( k \). For each node \( v_i \in V \), it is equipped with cache of size \( C_i \). We denote \( O \) as the set of content objects. For each \( o_k \in O \), we associate two parameters: \( s_k \) and \( w_{i,k} \). \( s_k \) is the object size and \( w_{i,k} \) is its aggregated demand (e.g., requests per second) observed from all the clients connected to \( v_i \).

We do not assume that any node has global knowledge of the whole network. Instead, a node is only aware of the information within its neighborhood by collaborating with its neighbors (not necessarily directly connected). Collaboration is characterized by the scope that a node can collaborate with others, namely by its search strength, and we use \( r_i \) to represent \( v_i \)’s search radius measured in hops. \( r_i \) uniquely defines a neighborhood for each \( v_i \), which we denote as \( N_i = \{ v_j | l_{ij}^+ \leq r_i, \forall v_j \in V, v_i \neq v_j \} \), where \( l_{ij}^+ \) measures the length of the shortest path between \( v_i \) and \( v_j \). Let’s further define \( N_i^- = \{ v_j | v_i \notin N_j, \forall v_j \in V \} \), which represents the set of nodes who have \( v_i \) in their neighborhoods. Apparently, with homogeneous search radius, we have \( \forall v_i, v_j \in V, r_i = r_j \iff \forall v_j \in V, N_i = N_j^+ \). Allowing heterogeneous search radius indicates the neighborhood relation is not symmetric, so \( N_i \) and \( N_i^+ \) may not be the same in most cases.

Assume that there is a distributed/centralized caching algorithm to manage these networked caches. Such an algorithm is also referred as a caching strategy which can be decomposed into “caching decision” and “retrieving decision”. These two

### Case 3: Fair strategy

Case 3: Fair strategy emphasizes the basis of collaboration. Comparing to the previous two strategies, the overall utility \( U_{Total} = 14 \) is between the greedy one and global one. Though \( U_{Total} \) of a fair strategy is not as high as the global one, we can see the overall system performance is improved and nobody gets worse off because of collaboration.

Secondly, collaboration is mostly achieved by explicitly or implicitly exchanging messages, which inevitably introduces communication overhead. The knowledge of how the collaboration overhead grow on a network is extremely valuable for network researchers and engineers in evaluating communication systems and designing protocols [6]. Nonetheless, the collaboration overhead is either overlooked or overly-simplified in the previous work, and is especially poorly understood on general topologies. In order to simplify the analysis, most previous work introduce a strong assumption on the topological regularity and often use structured networks (e.g. line, tree, grid and etc.) in the cost analysis. Despite of being closed-form, these analytical results in general can hardly be applied to more realistic network settings. Because the topologies in real-life are far from being structured and regular, e.g. ISP networks, ASes topologies and Internet [27]. These realistic networks are usually characterized by their degree distribution and other properties such as diameter, centrality, clustering coefficient and etc. Both the wide deployment and the active research of content networks urge us to deepen our understanding on the cost of collaboration and its relation with aforementioned network topological properties.

With an increased interest on collaborative caching and with continuous efforts in deploying various content networks, in this paper, we investigate above two questions: (1) how to design a collaborative caching strategy which embraces both efficiency and fairness; (2) how much the collaboration overhead costs on general topologies. Specifically, our contributions are as follows:

- We formulate the in-network caching problem as a Nash bargaining game. Our solution guarantees provable Pareto efficiency and proportional fairness.
- We derive the functional relation of collaboration overhead on general topologies, and theoretically show the collaboration is practically constrained within a small neighborhood due to its exponential growth in cost.
- We experimentally show the collaboration is highly localized on realistic ISP topologies. The optimal neighborhood is usually less than three hops, and can be further reduced if larger cache is used.
- Our results show that while collaborative caching can be beneficial, the benefits only apply when collaborating with a small neighborhood.

Fig. 1: A mini caching system consists of two caches, and each can store only two objects. The demand matrix is the same for both caches. The utility is calculated as the amount of demands satisfied. \( U_{Total} \) represents the aggregated demands satisfied by the whole caching system. Similarly, \( U_1 \) and \( U_2 \) represent the demands satisfied by cache 1 and cache 2 respectively. \( T \) represents the outgoing traffic due to uncached content. Three caching strategies (Greedy, Global and Fair) are presented.

| Case | Strategy | Demand Matrix |
|------|----------|---------------|
| Greedy | \( U_{Total} = 12 \) |
| Global | \( U_{Total} = 16 \) |
| Fair | \( U_{Total} = 14 \) |

| Object | Demands |
|--------|---------|
| A      | 3       |
| B      | 2       |
| C      | 2       |
| D      | 1       |

Table 1: Demand matrix for the caching strategies.
To model such caching strategy, we use two vector decision parts: solve “what to cache” and “where to fetch” respectively. Consider the total number of cached objects is big, the induced impact on a node is considerable. Considering the total number of fractional objects per cache \([10]\), we can relax the integer constraints on \(x\) and \(y\) to allow both to be real values. Due to the nature of one-dimension Bin Packing Problem, the relaxation renders only one fractional object per cache \([10]\). Considering the total number of cached objects is big, the induced impact on a cache from one partial object is almost negligible, especially when the object is not the most popular one. Therefore, such relaxation provides a tight and optimistic bound of the original 0-1 integer programming problem and also significantly simplifies our analysis. Besides, it leads to a even better intuitive explanation since a content file is usually divided into many smaller pieces (i.e. chunks) in practice to improve the transmission efficiency. Allowing real values makes it possible to represent that only a fraction of the file is cached or retrieved therefore the model is more realistic. For a partial object, the beginning of a fraction is always at the zero offset in a file, further discussion on this can be found in Section IX.

A caching strategy is essentially a mapping which by definition is restricted to \(\{v_1\} \times O\) and \(\{v_i\} \times V \times O\) respectively.

Note “\(x\)” above represents Cartesian product when applying to sets. For the content that a node cannot store due to its capacity limit, it may try to fetch them from nearby neighbors. Therefore a node can always get some extra benefit by collaborating, and it would be beneficial if such utility is maximized. From a practical perspective, an optimal caching strategy is considered a good strategy if we have

1) Pareto efficiency is achieved in the collaboration.
2) Well-defined fairness is achieved among the nodes.

These two requirements are proposed based on the following considerations. First, as system resources are scarce and valuable, being Pareto efficient guarantees no system resource is wasted. However, Pareto efficient solution may not be unique in vector optimization. From an individual node’s perspective, one important motivation to collaborate is obtaining extra benefit. As we have argued, it is hard to justify that a node is altruistic and willing to sacrifice his own performance for a global optimum. Second requirement emphasizes that maximizing the utility from collaboration should not hurt individual performance, so a certain well-defined fairness must be achieved.

### III. Formulation in Bargaining Framework

Bargaining game is a game theoretical model for analyzing how players collaborate to allocate certain shared resource. The process of collaboration is called bargaining. If the agreement cannot be reached during bargaining, the situation is referred as negotiation breakdown. The original bargaining game is a two-player game, but it can be easily extended to multiple players.
In a bargaining game, there can be multiple Pareto efficient solutions. Nash proved [33] that there is only one unique solution which satisfies all the four axioms as follows: (1) Pareto optimality; (2) Scale invariance; (3) Symmetry; (4) Independence of the irrelevant alternatives. Such a solution is called Nash bargaining solution (NBS). NBS is an axiomatic solution and is agnostic about the actual mechanism through which the agreement is reached. Instead, it only concerns the eventual outcome of a bargaining process by solving the following optimization problem.

$$\max \prod_{v_i \in V} (U_i - u^0_i)$$

(1)

Eq. (1) is called Nash product. $u^0_i$ is the initial disagreement value for the player $i$. The disagreement value is defined as the worst payoff a player would accept, any value lower than that will break down the negotiation. Please refer to [32] for more details on bargaining games.

A node serves client requests by storing popular content in local cache. Due to its storage capacity limit, the local cache needs to be used wisely. However, a node’s utility can be improved with neighbors’ help. From network perspective, the aggregated capacity in a cache network is a resource shared by all the nodes. Collaboration thus indicates a node should also take others’ needs into account while optimizing its own utility. Practically, this means local caching decision should be made via negotiation. In the following, we give the formal definition of in-network caching game and its solution.

Definition 4. An in-network caching game is a tuple $(\Omega, u^0)$, where $\Omega \subset \mathbb{R}^{|V|}$ contains all the utility values obtainable via collaboration, $u^0 \subset \mathbb{R}^{|V|}$ contains all the disagreement values leading to a negotiation breakdown.

IV. STRUCTURE OF COLLABORATION IN CENTRALIZED SOLUTION FOR A FAIR COLLABORATIVE GAME

We first derive the centralized solution to expose the structure of collaboration, from which we show neighborhood plays a key role in the optimization process. Then we carry on the analysis on communication overhead due to collaboration.

Given node $v_i$, its utility can be defined as:

$$U_i = \sum_{o_k \in O} s_k w_{i,k} x_{i,k} + \sum_{o_k \in O} \sum_{v_j \in N_i} s_k w_{i,k} l_{i,j}^* y_{i,j,k} - u^0_i$$

(3)

First term represents the utility gained by locally cached content and the second one represents the utility gained by neighbors’ help. The second term also indicates that the gain of retrieving remote content decreases as the distance increases. From a practical perspective, it indicates that a node prefers fetching from the closest source to avoid long delay or extra traffic. Note that any form of eq. (3) which is affine is possible, the form above is not the only possibility. Without loss of generality, we assume unit object size $s_k = 1$, also let $l_{i,j}^* \triangleq l_{i,j}^* + 1$ for simplicity of expression. Plugging in eq. (3), then the optimization problem based on the bargaining framework is

$$\max \sum_{v_i \in V} \ln(\sum_{o_k \in O} w_{i,k} x_{i,k} + \sum_{o_k \in O} \sum_{v_j \in N_i} \frac{w_{i,k}}{l_{i,j}} y_{i,j,k} - u^0_i)$$

(4)

Subject to

$$\sum_{o_k \in O} x_{i,k} \leq C_i, \forall v_i \in V$$

(5)

$$\sum_{v_j \in N_i} y_{i,j,k} \leq 1, \forall v_i \in V, \forall o_k \in O$$

(6)

$$y_{i,j,k} \leq x_{j,k}, \forall v_i, v_j \in V, o_k \in O$$

(7)

$$x_{i,k} \in [0, 1], \forall v_i \in V, o_k \in O$$

(8)

$$y_{i,j,k} \in [0, 1], \forall v_i, v_j \in V, o_k \in O$$

(9)

Constraint (5) means the content stored at a node cannot exceed its cache capacity. Constraint (7) says $v_i$ can retrieve $o_k$ from $v_j$ only if $v_j$ cached it; it also says $v_j$ cannot get more than $v_j$ can offer. Constraint (6) simplifies the data scheduling by constraining a node to retrieve maximum one complete object in a cache period. Constraints (8) and (9) impose the domain of decision variables. One technical detail needs special caution is the concavity of the object function (4). Generally speaking, the composite of a logarithmic function and an arbitrary function does not necessarily preserve concavity. However, Lemma 1 shows the object function under our investigation is indeed concave.

Lemma 1. The problem (4) is a convex optimization problem.

Proof. The proof is trivial. Since $U_i$ in eq. (3) is affine and positive, non-negative weighted sum of $U_i$ is still affine and positive. All the affine functions are log-concave. So the objective function (4) is concave. In addition, all the constraints (5)(6)(7)(8) and (9) are affine. Therefore, problem (4) is a convex optimization problem. □
Theorem 1. In a fair collaborative game, for the optimal caching strategy $(x_i^*, y_i^*)$ of node $v_i$, there exist non-negative vectors $\alpha \succeq 0, \beta \succeq 0, \gamma \succeq 0, \delta \succeq 0$ and $\lambda \succeq 0$, such that

$$
x_i^* = \frac{1}{\alpha_i + \gamma_i - \sum_{j \in N_i^+} \lambda_{i,j,k}} - \frac{\tau_{i,k}}{w_{i,k}} \quad (10)
$$

$$
y_{i,j,k}^* = \frac{\lambda_{i,j,k} + \beta_{i,k} - \delta_{i,k}}{w_{i,j}} \quad (11)
$$

where $\tau_{i,k} = U_i - u_i^0 - w_{i,k}x_{i,k}$ and $\tau_{i,k}' = U_i - u_i^0 - w_{i,j}y_{i,j,k}$.

Theorem 1 exposes the internal structure of collaboration, its proof is rather straightforward and can be found in the Appendix. Calculating $(x_i^*, y_i^*)$ for node $v_i$ requires the information from $N_i \cup N_i^+$, e.g., $\lambda$, the KKT multiplier associated with constraint (7). Actually, the first equation in eq. (10) indicates $\lambda$ is the only multiplier shared in neighborhood, others are local variables. $\lambda_{i,j,k}$ can be viewed as the “shadow price” of transferring $o_k$ from $v_j$ to $v_i$, which is a “cost” for $v_i$ but an “income” for $v_j$. Thus term $\sum_{j \in N_i^+} \lambda_{i,j,k}$ is $v_i$’s total income from serving $o_k$ to those in $N_i^+$. Eq. (10) indicates that if total income due to $o_k$ increases, $v_i$ tends to cache it. Meanwhile, eq. (11) suggests that if the cost $\lambda_{i,j,k}$ increases, $v_i$ tends to stop retrieving $o_k$ from $v_j$. As we can see, the explanation of the results matches our intuition very well.

The whole equation system has $|O| \times |V|^2 + 2|O| \times |V| + |V|$ variables and same number of equations. The computation overhead can be considerably high if the content set and network are big, which motivates us to look for a more scalable distributed algorithm in Section V. Note though a distributed solution can significantly accelerate the calculations by parallelism, it will not reduce the overall computation complexity and the performance gain is at the price of increased traffic by exchanging information. The amount of exchanged information will not be less than that in a centralized solution and the collaboration structure are very similar. The growth of such communication overhead of a distributed solution will be thoroughly analyzed on various networks in Section V.

V. DISTRIBUTED FAIR IN-NETWORK CACHING SOLUTION

A centralized solution has several obvious drawbacks in its actual use. First, it suffers from high computation complexity even with moderate problem size. Second, it is not robust enough due to its single point failure. Third, it is not adaptive enough under network dynamics. Hence we need to translate the centralized solution into a distributed one by decomposition techniques. In this section, we show how to derive the distributed solution from the equivalent dual problem and present our Fair In-Network Caching (FIN) algorithm.

To solve an equation system, each node can be viewed as a subsystem. If they simply optimize locally, all the calculations in each subsystem are independent from those in other subsystems. However, variables and constraints due to collaboration make such calculations dependent, therefore they couple a subsystem with others. Such variables and constraints are referred as complicating variables and constraints [41].

As discussed in Section IV constraint (7) is the only complicating constraint coupling a node with its neighbors. To decompose the objective function, we first rewrite original problem (2) into its equivalent convex form.

$$
\min - \sum_{v_i \in V} \ln(U_i - u_i^0) \quad (12)
$$

Then we apply Lagrangian dual relaxation. Lagrangian dual relaxation provides a non-trivial lower-bound of primal; the difference between the dual and the primal is called duality gap. In some cases, duality gap can be zero if certain conditions are met as we show below. The Lagrangian $L(\cdot) : \mathbb{R}^{|O| \times |V|^2} \rightarrow \mathbb{R}$ associated with objective (12) is defined as follows

$$
L(x, y, \lambda) = - \sum_{v_i \in V} \ln(U_i - u_i^0) + \sum_{v_i \in V} \sum_{v_j \in N_i} \sum_{o_k \in O} \lambda_{i,j,k} (y_{i,j,k} - x_{i,k})
$$

$$
= \sum_{v_i \in V} [- \ln(U_i - u_i^0) + \sum_{v_j \in N_i} \sum_{o_k \in O} \lambda_{i,j,k} (y_{i,j,k} - x_{i,k})]
$$

$\lambda \succeq 0$ is the dual variable associated with eq. (12). Then the Lagrangian dual function $d(\cdot) : \mathbb{R}^{|O| \times |V|^2} \rightarrow \mathbb{R}$ is as follows

$$
d(\lambda) = \inf_{x \in X, y \in Y} \mathcal{L}(x, y, \lambda) \quad (14)
$$

Given $\lambda$, let $x^*$ and $y^*$ be the unique minimizers for the Lagrangian (13) over all $x$ and $y$. Then the dual function (14) can be rewritten as $d(\lambda) = \mathcal{L}(x^*, y^*, \lambda)$. By maximizing the dual function, we can reduce the duality gap. The Lagrangian dual problem of the primal (12) is defined as follows

$$
\max_{\lambda \in \mathbb{R}^{|O| \times |V|^2}} d(\lambda) = \mathcal{L}(x^*, y^*, \lambda) \quad (15)
$$

The constraints for the dual problem are the same as those of the primal except constraint (7) which is already included in the dual objective function. Obviously there must exist a solution $(x, y) \in \text{relint}(D)$ which satisfies all the constraints. Also because the objective function (12) is convex and all the constraints (5) and (6) and (9) are affine, Slater’s condition holds, and the duality gap is zero. Thus when the dual problem (15) reaches its maximum, the primal problem also reaches its minimum. The optimal solution for primal problem (12) can be derived from the optimal solution for dual problem (15).

As we have shown, a node subsystem can be successfully decoupled from the others in the same neighborhood with Lagrangian dual decomposition. Each node $v_i$ now only needs to optimize its utility locally for a given $\lambda$ by calculating

$$
\min \mathcal{L}_i(x, y, \lambda) = - \ln(U_i - u_i^0) + \sum_{v_j \in N_i} \sum_{o_k \in O} \lambda_{i,j,k} (y_{i,j,k} - x_{i,k})
$$

To help dual problem converge to its optimum, we can use standard projected subgradient method (11) to derive the distributed collaborative caching algorithm. Let $h(\lambda)$ and $\partial d(\lambda)$ denote the subgradient and subdifferential of dual function $d(\cdot)$ at point $\lambda$ respectively. Then for every $h_{i,j,k} \in h(\lambda)$ we have

$$
h_{i,j,k} = y_{i,j,k} - x_{i,k}^* \implies h(\lambda) \in \partial d(\lambda)
$$

Vector $h = h(\lambda)$ points to the direction where $d(\cdot)$ increases fastest. In each iteration, node $v_i$ needs to solve the subsystem (16) to update dual variable $\lambda$. $k$ represents the $k^{th}$ iteration. $\xi_k$
Algorithm 1 Fair in-network caching (FIN) algorithm on \(v_i\)

1: **Input:**
2: \(\text{Demand matrix } w\)
3: \(\text{Dual variables } \lambda\)
4: **Output:**
5: \(\text{Caching decision } x_i\)
6: \(\text{Collaboration decision } y_i\)
7: **while** \(k < k_{\text{stop}}\) **do**
8: \(x_i, y_i = \arg \min_{x,y} \mathcal{L}_i(x, y, \lambda)\)
9: \(h = y_i - x_i\)
10: **for** \(v_j \in N_i\) **do**
11: \(\text{Retrieve } h_j \text{ from } v_j\)
12: \(h = h + h_j\)
13: **end for**
14: \(\lambda = (\lambda + \xi h)_+\)
15: \(k++\)
16: **end while**

is the step-size in the \(k^{th}\) iteration which can be determined by several standard methods \([14]\). Projected subgradient method projects \(\lambda\) on its constraint \((\lambda \geq 0)\) in each iteration, and we use \((\cdot)_+\) as a shorthand for the Euclidean projection of a point on \(\mathbb{R}^{|O|V^2}\). Eventually \(\lambda^{(k)} \to \lambda^*\) when \(k \to \infty\). The primal solution can be constructed from optimum \(\lambda^*\). Note that feasibility is not necessarily needed in every iteration.

\[
\begin{align*}
x_i^{(k)}, y_i^{(k)} &= \arg \min_{x,y} \mathcal{L}_i(x, y, \lambda^{(k)}) \\
h^{(k)} &= -(x_i^{(k)} - y_i^{(k)}) \\
\lambda^{(k+1)} &= (\lambda^{(k)} + \xi_k \sum_{v_j \in N_i \cup \{v_i\}} h_j)_+ \\
\end{align*}
\]

**Theorem 2.** Algorithm \([7]\) converges to its optimum as the sequence \(\{\lambda^{(1)}, \lambda^{(2)} \ldots \lambda^{(k)}\}\) converges, if a diminishing step size is used such that \(\lim_{k \to \infty} \xi_k = 0\) and \(\sum_{k=1}^{\infty} \xi_k = \infty\).

With Theorem \([2]\) we can easily show the validity of the proposed algorithm \([4]\) by showing FIN converges to the optimum with a decreasing step size. The proof is fairly standard and can be found in the Appendix.

**VI. ANALYSIS ON COLLABORATION OVERHEAD OF FIN ALGORITHM ON GENERAL NETWORK TOPOLOGIES**

Collaboration is meant to improve a node’s knowledge on the content distribution within its neighborhood, which further helps the nodes make better caching decisions together. However, as there is no free lunch for optimization, the improvement on caching performance is at the price of extra network traffic. The collaboration inevitably introduces communication overhead. However, in the prior research, such overhead is either overlooked or overly simplified by using highly regular structures such as lines and trees. Though the cost analysis can be significantly simplified, the strong assumption on topological regularity is rather disturbing since it prevents us from applying any conclusion to a more general network setting where the topology can be very flexible. So far, the cost of collaboration is especially poorly understood on general network topologies. In this section, we present how we derive the functional relation between the collaboration overhead and the underlying topological structures only using a general graph model \(G = (V, p)\) presented in Section \([4]\).

Note that even though FIN is used as an example, the analysis in the following generally applies to any collaborative caching algorithm with few modifications. By investigating the FIN algorithm presented in Section \([5]\) we can see that the communication overhead due to calculating \(\lambda\) originate from two parts. The first part is induced by replying the queries from the nodes having \(v_i\) in their neighborhood, namely \(N_i^+\). The second part is induced by collecting information from the nodes in \(v_i\)’s own neighborhood, namely \(N_i\). Given the communication overhead is measured by the number of exchanged messages, and the overhead \(\phi_i\) of node \(v_i\) can be calculated as

\[
\phi_i = c \times |O| \times (|N_i^+| + |N_i|) \tag{17}
\]

Scalar \(c\) in eq. \((17)\) represents a constant factor for communication overhead, and can be understood as message size or other protocol-dependent factors. For system level overhead, we have the following theorem.

**Theorem 3.** In a network \(G = (V, p)\) where node \(v_i\) has a neighborhood \(N_i\) uniquely determined by its search radius \(r_i\), the system communication overhead \(\Phi\) due to collaboration for calculating optimal caching strategy equals

\[
\Phi = 2c \times |O| \times \sum_{v_i \in V} |N_i| \tag{18}
\]

**Proof.** System level communication overhead is the aggregation of individual overheads from all the nodes, therefore

\[
\Phi = \sum_{v_i \in V} \phi_i = c \times |O| \times \sum_{v_i \in V} (|N_i^+| + |N_i|) \tag{19}
\]

Given \(v_j \in N_i\), neighborhood relation can be written as a tuple \((v_i, v_j)\). Calculating \(\sum_{v_i \in V} |N_i|\) is equivalent to counting how many tuples there are in the whole system. Obviously, \(v_i \in N_j \iff v_j \in N_i^+, \forall v_i, v_j \in V\), i.e., as long as there is a tuple \((v_i, v_j)\) for \(N_i\), there must be a tuple \((v_j, v_i)\) for some \(N_j^+, \) and vice versa. Using double counting technique, we can show \(\sum_{v_i \in V} |N_i| = |\sum_{v_i \in V} |N_i^+|\). Therefore, eq. \((19)\) can be rewritten as

\[
\Phi = c \times |O| \times (\sum_{v_i \in V} |N_i^+| + \sum_{v_i \in V} |N_i|)
\]

\[
= 2c \times |O| \times \sum_{v_i \in V} |N_i| 
\]

Eliminating \(N_i^+\) will greatly facilitate following proofs. \(\square\)

Clearly, the system level communication overhead is \(\Phi = \Theta(|V| \times |N| \times |O|)\). Theorem \([3]\) shows it is a function of the aggregated neighborhood size, so we do not need to consider \(N_i^+\) in the calculation even when search radius is heterogeneous. To focus on the functional relation between overhead and neighborhood, we fix the network size \(|V|\) and content set size \(|O|\), and let \(\theta = 2c \times |O|\) for the purpose of simplicity.

**Lemma 2.** In a network \(G = (V, p)\) where a node’s average neighborhood size equals \([N]\). system communication overhead equals \(\Phi \propto |V| \times [N]\).
Proof. It is trivial by noticing $|V| \times |N| = \sum_{v_i \in V} |N_i|$. \qed

For a node $v_i$, we can organize its neighborhood $N_i$ into $r_i$ concentric circles according to the neighbor’s distance to $v_i$. We denote $z_r$ as the average number of $r$-hop neighbors on the $r^{th}$ circle. Obviously, $|N| = z_1 + z_2 + \ldots + z_r$.

**Theorem 4.** In a random network $G = (V, p)$ where nodes have average search radius $r$, the induced system overhead $\Delta_{r+1}\Phi$ by increasing the average search radius by 1 equals

$$\Delta_{r+1}\Phi = \theta \times |V| \times \left(\frac{z_2}{z_1}\right)^r \times z_1 \quad (20)$$

Proof. Lemma 2 shows system overhead is a function of average neighborhood size. Knowing how neighborhood grows as a function of search radius is the first step for the following proof. Calculating $z_1$, namely its directly connected neighbors, is trivial and equals a node’s average degree. Let $(k)$ denote the mean of a given degree variable $k$. Then we have

$$z_1 = (k) = \sum_{k=0}^{\infty} kp_k$$

However, calculating $z_r \ (r \geq 2)$ is not as straightforward as $z_1$ since degree distribution for a node’s neighbor is not the same as general degree distribution for the whole network. Let $v_j$ be one of $v_i$’s next-hop neighbors. Actually, $v_j$’s degree distribution $q_k$ is proportional to both $v_i$’s degree and general degree distribution [31]. Since we should not count the link which leads back to $v_i$, then we have

$$q_k = \Pr\{deg(v_j) = k|deg(v_i) = k + 1\} = \frac{(k+1)p_{k+1}}{\sum_{m} m p_m}$$

Therefore, $v_j$’s average degree, or in other words, the average number of emerging links from $v_j$ equals

$$\sum_{k=0}^{\infty} kq_k = \frac{\sum_{k=0}^{\infty} k(k+1)p_{k+1}}{\sum_{m} m p_m} = \frac{\sum_{k=0}^{\infty} k(k-1)p_k}{\sum_{m} m p_m} = \frac{(k^2) - (k)}{(k)}$$

Because we did not assume $v_j$ is on any specific concentric circle except $r$, we can use the same logic above to calculate arbitrary $r$-hop neighbors as follows

$$z_r = z_{r-1} \sum_{k=0}^{\infty} kq_k = \frac{(k^2) - (k)}{(k)} \times z_{r-1} \quad (21)$$

From eq. (21), we can further calculate $z_2 = (k^2) - (k)$. As we already know $z_1 = (k)$, by applying replacement recursively, we can rewrite eq. (21) as

$$z_r = \left(\frac{z_2}{z_1}\right)^{r-1} \times z_1 \quad (22)$$

When system increases the average search radius from $r$ to $r + 1$, the system overhead increases from $\Phi'$ to $\Phi''$. With lemma 2 we can calculate the difference $\Delta_{r+1}\Phi$ by

$$\Delta_{r+1}\Phi = \Phi'' - \Phi' = \theta \times |V| \times (|N''| - |N'|) \quad (23)$$

$$= \theta \times |V| \times z_{r+1} \quad (24)$$

From eq. (22) and (24), we get eq. (20). We do not intend to give a detailed proof due to the space limitations, please refer to [31] which has more thorough discussions on graph topological properties. \qed

Given a search radius, Theorem 4 shows that the increase in overhead depends on the ratio between the number of two-hop and one-hop neighbors, and it applies to any general network with arbitrary degree distribution. The overhead only converges if there are less two-hop neighbors than first-hop ones, i.e., $z_2 < 1$, which actually implies the graph is not connected and has multiple components [31].

**Corollary 1.** In Erdős-Rényi random network $G = (V, p)$, $z$ is the average node degree. The induced system overhead $\Delta_{r+1}\Phi$ by increasing average search radius by 1 and the overall system overhead $\Phi$ are calculated as

$$\Delta_{r+1}\Phi = \theta \times |V| \times z^{r+1} \quad (25)$$

$$\Phi = \theta \times |V| \times \frac{z(1 - z^r)}{1 - z} \quad (26)$$

Proof. In Erdős-Rényi random network, the degree distribution $p_k$ is given by the following formula

$$p_k = \left(\begin{array}{c} |V| - 1 \\ k \end{array}\right) p_k (1-p)^{|V|-k-1}$$

If $|V| \gg kz$, the binomial distribution above converges to the Poisson distribution in its limit.

$$\lim_{|V| \to \infty} p_k = \frac{z^k e^{-z}}{k!}$$

With Dobiński’s Formula, the $n^{th}$ moment of a variable with Poisson distribution can be calculated as eq. (27) shows. \{n\}_k denotes Stirling numbers of the second kind [31] which represents the number of ways to partition a set of $n$ objects into $k$ non-empty subsets, and is known for calculating $\langle k^n \rangle$.

$$\langle k^n \rangle = e^{-z} \sum_{k=0}^{\infty} \frac{z^k p_k}{k!} = \sum_{k=1}^{n} \left\{ \frac{n}{k} \right\} \frac{z^k}{k!} \quad (27)$$

From eq. (27) and eq. (22), we have

$$z_2 = \left\{ \frac{2}{2} \right\} z_1^2 + \left\{ \frac{2}{1} \right\} z_1 - 1 = z_1^2 \implies z_r = z^r \quad (28)$$

From Theorem 4 and eq. (28), we have eq. (25) proved. Eq. (28) shows that $z_1, z_2, z_3 \ldots$ form a geometric series, thus the system overhead $\Phi$ can be easily derived by calculating the summation of this series. \qed

**Summary:** Theorem 4 conveys an important message on collaborative caching, and shows that the collaboration overhead grows exponentially on general connected topologies. Because most natural graphs like Internet and ISP networks have $\frac{z_2}{z_1} > 1$ [27], [31]. Theorem 4 means collaboration has to be restricted to a very small neighborhood to keep overhead reasonable. It is also worth noting the conclusion does not depend on a specific utility function but applies to any general optimization process on the graph which requires coordination with neighbors [11].
VII. FAIRNESS IN IN-NETWORK CACHING GAMES

Pareto efficiency does not indicate fairness. In this section, we study the fairness in caching games. We consider three well-defined and justified fairness metrics [29], [30], [32]. As the most important one, the proportional fairness is properly modified to fit into our scenario, and the corresponding proof is provided. Let \( u_i \) and \( u_i^w \) denote the achieved utility and the worst utility of \( v_i \) respectively, then we have the following

**Definition 5.** Egaliitarian Fairness (EF): Egaliitarian fairness is achieved iff \( \forall v_i, v_j \in V, \) we have \( u_i - u_i^w = u_j - u_j^w \).

**Definition 6.** Max-Min Fairness (MF): Given a performance metric \( g(v_i) \), max-min fairness is achieved iff \( (x^*, y^*) = \arg \max_{x, y} g(v_i), \forall v_i \in V \).

**Definition 7.** Proportional Fairness (PF): \( (x^*, y^*) \) is proportionally fair iff \( \forall (x, y) \neq (x^*, y^*) \Rightarrow \sum_{v_i \in V} \frac{u_i - u_i^w}{u_i^w - u_i} < 0 \).

PF pursues the absolutely same amount of improvement on each node, and usually leads to a Pareto inefficient solution. MF and PF are widely used in traffic engineering. MF pursues the fairness which maximizes the node with the worst utility, while PF is a generalization of Kalai–Smorodinsky solution which pursues both proportional improvement on all nodes and maximizing the utility from collaboration [29], [30].

**Theorem 5.** In a fair collaborative game \( (\Omega, u^0) \), the optimal caching strategy \( (x^*, y^*) \) achieves PF.

**Proof.** Because \( (x^*, y^*) \) is the optimal caching solution, namely \( (x^*, y^*) = \arg \max_{x, y} \sum_{v_i \in V} \ln(u_i - u_i^0) \). Let \( f(u) = \sum_{v_i \in V} \ln(u_i - u_i^0) \). For \( f(u) \) to reach its maximum, the necessary and sufficient first order condition is \( \nabla f^* = 0 \). \( \forall (x, y) \neq (x^*, y^*) \Rightarrow \exists \lambda > 0 \) such that \( \lambda^{-1} = u_i - u_i^0 > 0 \). Then \( \forall v_i \in V \) we have

\[
\nabla f^* - \lambda < 0 \Rightarrow \frac{\partial f^*}{\partial u_i} - \lambda_i < 0
\]

\[
\Rightarrow \frac{1}{u_i^* - u_i^0} - \lambda_i < 0
\]

\[
\Rightarrow \lambda_i^{-1} = u_i - u_i^0 > u_i^* - u_i^0 - u_i^* - u_i^0 < 0
\]

Sum over all the \( v_i \in V \), we have

\[
\sum_{v_i \in V} \frac{(u_i - u_i^0) - (u_i^* - u_i^0)}{u_i^* - u_i^0} < 0 \Rightarrow \sum_{v_i \in V} \frac{u_i - u_i^*}{u_i^* - u_i^0} < 0
\]

By definition [7] strategy \( (x^*, y^*) \) is proportionally fair.

The original form of PF is very similar to that in our definition [7] except \( u_i^0 \) is dropped in the formula, therefore can be viewed as a special case of definition [7] with \( u_i^0 = 0 \). Instead of copying the exact form, we adapted the definition of PF in our scenario. We argue that the original definition of PF used in traffic engineering (e.g. [30]) is improper in in-network caching context. The reason is due to the key difference between in-network caching and traffic engineering. In traffic engineering, the bandwidth of a flow can reduce to zero. Nonetheless in in-network caching, the worst case would be “stopping collaboration with neighbors but using a node’s own local cache”, so the utility value shall never reach zero. With the original definition of PF, a NBS only achieves PF when the disagreement point is placed exactly at zero, which indicates “fully obedient” therefore fails to reflect a node’s bargaining power (e.g. due to its cache capacity and toposological position) and its intrinsic selfishness. The adapted version says, that any change in a proportionally fair caching strategy will be detrimental and cause a decrease in the overall benefit from collaboration.

**Theorem 6.** In a fair collaborative game \( (\Omega, u^0) \) with optimal strategy \( (x^*, y^*) \), EF is sufficient for MF, i.e. \( EF \Rightarrow MF \).

**Proof.** We prove the theorem by contradiction. Let’s assume solution \( (x^*, y^*) \) is egalitarian fair, but not max-min fair. \( u^* \) is the corresponding utility value.

Let’s further assume another solution \( (x', y') \neq (x^*, y^*) \) which achieves max-min fair, and \( u' \) is its utility value. In a fair collaborative game, based on the nature of Nash bargaining framework, both \( (x^*, y^*) \) and \( (x', y') \) are Pareto optimal.

By definition, max-min fair solution indicates that

\[
\min\{u_1 - u_1^w, ..., u_n - u_n^w\} > \min\{u_1^* - u_1^w, ..., u_n^* - u_n^w\}, \forall v_i \in V
\]

By definition, egalitarian fair solution indicates that

\[
\min\{u_1^* - u_1^w, ..., u_n^* - u_n^w\} = u_1^* - u_1^w = u_2^* - u_2^w, \forall v_i, v_j \in V
\]

Inequality [32] contradicts with the fact that \( (x^*, y^*) \) is Pareto optimal. So the assumption does not hold. \( (x^*, y^*) \) must be both egalitarian fair and max-min fair. I.e. \( EF \Rightarrow MF \).

Theorem 5 guarantees the optimal caching strategy to achieve PF of a broader sense. Though EF is seldom used due to Pareto inefficiency, Theorem 6 guarantees that as long as EF is achieved in a fair game \( (\Omega, u^0) \), MF is also achieved at the same time.

VIII. NUMERICAL RESULTS

We experimented with three ISP topologies (Sprint, AT&T and NTT), and two graph generative models with different parameters: Barabási-Albert (BA) model and Erdős-Rényi (ER) model. The configurations are \{BA1 : \( m = 2 \), \( BA2 : m = 4 \), \( ER1 : p = 1.1 \times \log(n)/n \) and \( ER2 : p = 1.5 \times \log(n)/n \} \) [34]. For content objects, [28] shows that Youtube videos’ popularity follows Weibull distribution with shape parameter \( k = 0.513 \), and the average file size is 8.4 MB. We use these values in our evaluation to capture the characteristics of realistic settings.

A. Neighborhood Defined by Search Radius

Fig.2a plots the cumulative distribution function (CDF) of optimal neighborhood. Surprisingly, though each node’s search radius is preset to the network diameter, the actual neighborhood shrinks significantly after convergence. In all ISP networks, over 80% of nodes have a neighborhood of no
more than 3 hops. Fig. 3b shows the CDF of the distance of retrieving a content measured in number of hops; note the content served by local cache is also included (i.e. $x = 0$). More impressively, at least 60% of the non-local content is served by the directly-connect neighbors in both 2 GB and 4 GB cases; only minuscule amount is retrieved from those neighbors further than 2 hops. The result also indicates the optimal neighborhood gets even smaller with larger caches.

![Fig. 3: Given the initial search radius preset to the network diameter, the neighborhood shrinks to its optimum after convergence. In practice, the optimal neighborhood is small and most content is retrieved from the neighbors within 2 hops.](image)

In other words, if non-local content is popular enough to be worth fetching remotely, it is highly likely to discover it in the nearby neighbors. Inspired by the observation above, instead of letting the neighborhood shrink to its optimum in optimization process, we let the neighborhood grow step by step in the actual FIN algorithm implementation. The neighborhood growth stops when there is no further benefits. This mechanism can save us from the traffic burst due to exchanging messages in the beginning phase of the algorithm.

| ISP network | Growth rate of collaboration overhead $\Delta r^{t+1}\Phi$ and average optimal search radius $r^*$ on different ISP networks |
|-------------|-----------------------------------------------------------------------------------------------------------------------------------|
| Sprint      | (604,2279)  | AT&T  | (631,2078)  | NTT | (972,2839)  |
| Overhead growth $\Delta r^{t+1}\Phi$ | $\Theta(5.32^*)$ | $\Theta(4.12^*)$ | $\Theta(4.51^*)$ |
| Avg. optimal $r^*$ (2GB) | 1.85 | 2.01 | 2.00 |
| Avg. optimal $r^*$ (4GB) | 1.50 | 1.71 | 1.65 |

![Table I: Growth rate of collaboration overhead $\Delta r^{t+1}\Phi$ and average optimal search radius $r^*$ on different ISP networks.](image)

![Fig. 4: Heatmap of content distance and cache size.](image)

Fig. 4 plots a heatmap of the percent of served content as a function of both search radius and cache size on Sprint network. $x$-axis is the cache size and $y$-axis is the search radius, numbers on the grid represent the fraction of the content served. Given a cache size configuration, the fraction of served content drops quickly as distance increases. However, increasing cache size also increases the fraction of locally served content (at $y = 0$), but reduces the need of collaboration. Further investigation strongly indicates the collaboration is highly localized in a small neighborhood due to the highly skewed content popularity distribution. In other words, if non-local content is popular enough to be worth fetching remotely, it is highly likely to discover it in the nearby neighbors. Inspired by the observation above, instead of letting the neighborhood shrink to its optimum in optimization process, we let the neighborhood grow step by step in the actual FIN algorithm implementation. The neighborhood growth stops when there is no further benefits. This mechanism can save us from the traffic burst due to exchanging messages in the beginning phase of the algorithm.

![Further investigation strongly indicates the collaboration is highly localized in a small neighborhood due to the highly skewed content popularity distribution.](image)

Content overlapping calculates the percent of same content in two different caches, it is an indicator of content diversity in cache networks. We also examined the average content overlapping among the caches and noticed another interesting phenomenon – content overlapping positively correlates to the cache size configuration. E.g., the average overlapping is 37.8% for 2 GB cache size configuration, and 62.3% for 4 GB. Namely, there is less content overlapping with small cache size configuration since the nodes need more collaboration from each other to improve their performance. Therefore there is a high degree of content diversity in the neighborhood. With big caches, every node can practically store most of the popular content hence requires less help from the neighbors, which further renders a high degree of content overlapping. In essence, this phenomenon is consistent with our understanding from the experiments in Fig. 4.

### B. Convergence Rate

Fig. 5a shows that the aggregated utility converges as the number of iterations increases on Sprint network. For ease of comparison, the utility has been normalized by its maximum. Larger caches lead to slower convergence rate, because more cached items implies a longer negotiation process among
nodes. Given a cache configuration, the convergence rate is influenced by the speed at which information can spread in the network. Upper and lower part in Fig. 5 show the convergence rate on both ISP and synthetic networks. As expected, larger ISP networks lead to longer convergence time, but the increase is slower than linear. Similar results were also observed in synthetic ones. Though subgradient method is known for its sensitivity to step size, actually both constant and diminishing step size behaved rather stably in our experiments due to the algorithmic choice on small neighborhoods. Other more robust methods like [41] will be studied in future work.

C. Caching Performance

To measure caching performance, we use two well-defined metrics byte hitrate (BHR) and footprint reduction (FPR). BHR is a conventional metric to measure saving on inter-domain traffic, while FPR is the reduction on the product of traffic volume and distance which measures saving on network traffic. For comparison, we choose LRU as the baseline, also implement another simple en-route caching heuristic called Nearby Search (NS). NS has a tunable search radius, thus a node can communicate and retrieve content from other nodes in a neighborhood defined by the radius. NS makes its caching decision independently by optimizing locally instead of via negotiation. We use 1-hop and 4-hop search radius configuration in our experiments, and denote them as NS1 and NS4 respectively.

Fig. 6 shows LRU has the worst BHR, whereas our Fair In-Network caching algorithm (FIN; Algorithm 1) has the best. By increasing the search radius, NS4 achieves better BHR, but FIN consistently remains at least 16% better than NS4 over all the networks. Fig. 6 shows NS4 has worse FPR (less than 40%) than NS1 and FIN, indicating the gain in BHR is achieved at the price of sacrificing FPR due to increased traffic. NS is still far away from Pareto efficiency despite of being significantly better than LRU. FIN can easily achieve 16% improvement on BHR and 47% on FPR in all the cases. The results indicate FIN reduced much more traffic than other caching strategies and is able to achieve better performance with lower cost.

IX. FURTHER DISCUSSION

Though we explicitly considered the fairness in the modeling part, we implicitly assumed all the participants would run the same prescribed algorithm. In reality, the situation can be different from this assumption. There might be deviant nodes who simply do not run FIN algorithm. In this case, those nodes can be safely excluded from the collaboration without causing any harm to the system since their resources are unavailable. A more troublesome case is that the deviant nodes free-ride their neighbors by being dishonest or refusing to serve. The counterpart can certainly choose to stop the collaboration if it finds out that no extra benefits can be obtained. Eventually the system will retreat back to the non-collaborative mode if everyone does so. This cascading effect apparently leads to another equilibrium where the whole system suffers from Pareto inefficiency. We do not intend to cover all the possible cases in this short discussion. Designing a sound and complete strategyproof scheme to enforce the obedience is already out of the scope of this paper and is reserved for the future work.

The linear relaxation in the model is mainly for reducing the complexity in computation and analysis, and it only brings marginal impact on both optimal caching solution and its actual performance. Meanwhile, it leads to an interesting discussion on the partial caching problem on cache networks which heavily relies on the chunk-level modeling. For a partially cached object, assuming that a fraction always starts from the offset zero is equivalent to implicitly assuming that the beginning of a file is more popular than the end. This assumption may hold for certain type of media files like videos [42] but is problematic in general and cannot be applied to arbitrary context without serious justification [43]. Furthermore, if chunk-level popularity is taken into account, how the collaborative caching copes with partial caching is another big question. However, according to our knowledge, the research on chunk-level analysis is severely lacking in the current literature.
X. RELATED WORK

Prior work [35–39] focused on studying the functional relation between system performance and traffic flows to characterize a cache network. Though admission control and replacement policy were explicitly studied on different topologies, collaboration and its related protocol design were mostly overlooked. Recent work indicates two diametrically opposed viewpoints on collaborative caching. On one hand, [7] held a sceptical stance on the general in-network caching approach, [26] further presents the negative result by showing non-collaborative edge caches are sufficient for most of the gains. On the other hand, evidence in [15], [22–25], [34], [44], [45] shows collaboration can indeed improve cache performance. The opposing viewpoints are likely due to the different assumptions in modeling: [26] assumed a strict k-ary tree structure with a single data source at the root, whereas [27] showed assumption of such regular topological structure does not hold in ISP networks. Besides, content is universal and may be retrieved from multiple sources in ICN context [47]. Following this line of research, the recent work [40], [45], [48] focused more on certain system and design parameters (e.g. topological and routing properties) and investigated their impacts on the effectiveness of collaborative caching in order to gain a holistic understanding.

[12–14], [16], [17], [19–21], [40], [45], [48] explicitly or implicitly studied the collaborative caching. [12–14], [16], [17] studied in-network caching in game theory framework by modeling the problem as pure strategic games and analyzed the equilibrium. However, in all these formulations, there is a clear social optimum (i.e., the aggregated utility of all nodes) which measures cache system efficiency. The work above also showed this social optimum is seldom reached due to lack of coordination and nodes’ inherent selfishness, and the induced inefficiency is quantified with Price of Anarchy. Fairness is unfortunately overlooked. Even though fairness has been studied in other context like wireless network and traffic engineering [29], [30], based on our knowledge, there is no prior work studied how fairness should be properly defined on a cache network and how such fairness can be achieved via protocol design. Furthermore, the impact from the network topological properties on algorithm design and caching performance attracts more and more attention in ICN community. Recent work [18], [40], [45], [46], [48] realized the severe limitation of regular topologies and started moving to more general network topological settings. However, the work on the cost analysis of collaborative caching is severely lacking in the new context.

Comparing to the prior work, our paper is fundamentally different in three aspects. First, in-network caching problem is modeled as a bargaining game and solved with convex optimization. Second, well-defined fairness is explicitly taken into account in the protocol design. Third, collaboration is carefully defined and the induced overhead is thoroughly analyzed on general topologies.

XI. CONCLUSION

We explicitly defined and studied the fair collaborative games on cache networks. We solved the problem in Nash bargaining framework via convex optimization. Our analysis on collaboration showed its cost grows exponentially whereas the benefit vanishes quickly, therefore collaboration should be constrained to a limited neighborhood. Our proposed FIN algorithm achieved good performance with guaranteed convergence, Pareto efficiency and proportional fairness, on both synthetic and realistic networks. Our results show that while collaborative caching is beneficial, the benefits only apply when collaborating with a small neighborhood.

APPENDIX

A. Proof of Theorem 7

Proof. Obviously caching decision space \([0, 1] \subset \mathbb{R}_+\) is a nonempty, compact and convex set. Since the objective function \(f\) is a continuously differentiable concave function, and all the constraints on the variables are affine, Karush-Kuhn-Tucker (KKT) conditions are necessary and sufficient for the existence of an optimal solution.
To derive the optimum of a function with constraints, we first derive the Lagrangian $\mathcal{L}(\cdot)$ of eq. (4). Let $\alpha \geq 0$, $\beta \geq 0$, $\gamma \geq 0$, $\delta \geq 0$ and $\lambda \geq 0$ be the KKT multipliers associated with constraints. Their subscripts are self-explained by the corresponding constraints associated with. Then we have

$$
\mathcal{L}(x, \lambda, \alpha, \beta, \gamma, \delta) = \sum_{v_i \in V} \ln(U_i - u_i^0) - \sum_{v_i \in V} \sum_{v_j \in N_i \in N} \lambda_{i,j,k}(y_{i,j,k} - x_{j,k}) - \sum_{v_i \in V} \alpha_i \sum_{x_{i,k} - C_i} - \sum_{v_i \in V} \sum_{v_j \in N_i \in N} \beta_{i,k}(\sum_{y_{i,j,k} - 1}) - \sum_{v_i \in V} \sum_{v_j \in N_i \in N} \sum_{\gamma_{i,k}(x_{i,k} - 1)} + \sum_{v_i \in V} \sum_{v_j \in N_i \in N} \sum_{\delta_{i,j,k}(y_{i,j,k} - 1)}
$$

Note we dropped constraints $x_{i,j} \geq 0$ and $y_{i,j,k} \leq 1$ in making the Lagrangian because constraints (4) and (7) make them redundant. In the following derivation, we let $\tau_{i,k} = U_i - u_i^0 - w_{i,k} x_{i,k}$ and $\tau_{i,k} = U_i - u_i^0 - w_{i,k} y_{i,j,k}$ for the simplicity of representation. For the objective function to reach its optimum, first order necessary and sufficient conditions are

$$
\nabla \mathcal{L}(x, \lambda, \alpha, \beta, \gamma, \delta) = 0
$$

$$
\iff \frac{\partial \mathcal{L}}{\partial x_{i,k}} = 0, \forall v_i, v_j \in V, \forall \alpha_k \in O
$$

$$
\iff \frac{w_{i,k}^2}{U_i - u_i^0} + \sum_{v_j \in N_i^+} \lambda_{j,i,k} - \alpha_i - \gamma_{i,k} = 0
$$

$$
\iff x_{i,k}^* = \frac{1}{\alpha_i + \gamma_{i,k} - \sum_{v_j \in N_i^+} \lambda_{j,i,k}} - \tau_{i,k}
$$

with complementary slackness

$$
\begin{align*}
\lambda_{i,j,k}(y_{i,j,k} - x_{j,k}) &= 0, \quad \forall v_i, v_j \in V, \forall \alpha_k \in O \\
\alpha_i \sum_{v_j \in N_i \in N} x_{i,k} - C_i &= 0, \quad \forall v_i \in V, \forall \alpha_k \in O \\
\beta_{i,k} \sum_{v_j \in N_i \in N} y_{i,j,k} - 1 &= 0, \quad \forall v_i \in V, \forall \alpha_k \in O \\
\gamma_{i,k}(x_{i,k} - 1) &= 0, \quad \forall v_i \in V, \forall \alpha_k \in O \\
\delta_{i,j,k}(y_{i,j,k} - 1) &= 0, \quad \forall v_i, v_j \in V, \forall \alpha_k \in O
\end{align*}
$$

Similarly, we can derive the optimal $y_{i,j,k}^*$ as $x_{i,k}^*$. The optimal caching strategy ($\chi^*, \gamma^*$) of the network can be derived by solving the equation system (35) for all the nodes. \(\square\)

### B. Proof of Theorem [2]

**Proof.** To prove convergence, we first prove the gradient of the dual function is bounded by a constant $K$, namely the dual function $d(\lambda)$ is K-Lipschitz continuous. Second, we show that given the diminishing step size, the Euclidean distance between the optimum $d(\lambda^*)$ and the best value $d(\lambda)$ achieved in all previous iterations converges to zero in limit.

Since the primal (12) is strictly convex and all constraints are linear, dual $d(\lambda)$ is strictly concave and differentiable.

$$
\frac{\partial d(\lambda)}{\partial \lambda_{i,j,k}} = y_{i,j,k} - x_{i,k} \implies \left| \frac{\partial d(\lambda)}{\partial \lambda_{i,j,k}} \right| \leq 1
$$

By Mean value theorem, there exists $c \in (\lambda, \lambda^*)$ such that

$$
d(\lambda) - d(\lambda^*) = \nabla d(c)^T (\lambda - \lambda^*)
$$

By Cauchy–Schwarz inequality, let $n = |O| \times |V|^2$, we have

$$
\|d(\lambda) - d(\lambda^*)\|_2 = \|\nabla d(c)^T (\lambda - \lambda^*)\|_2 \leq \|\nabla d(c)\|_2 \|\lambda - \lambda^*\|_2 \leq \sqrt{n} \|\lambda - \lambda^*\|_2
$$

\| \cdot \|_2 above denotes the Euclidean norm. Therefore, $d(\lambda)$ is K-Lipschitz continuous and Lipschitz constant $K = \sqrt{n}$. Let $\lambda^*$ denote the maximizer of dual function $d(\lambda)$, then

$$
\|\lambda^{(k+1)} - \lambda^*\|_2 = \|\lambda^{(k)} + \xi_k h^{(k)}\|_2 + \|\lambda^* - \lambda^*\|_2
$$

$$
\leq \|\lambda^{(k)} + \xi_k h^{(k)}\|_2 - \lambda^*\|_2
$$

$$
\leq \|\lambda^{(k)} - \lambda^*\|^2_2 + 2 \xi_k h^{(k)T} (\lambda^{(k)} - \lambda^*) + \xi_k^2 \|h^{(k)}\|^2_2
$$

$$
\leq \|\lambda^{(k)} - \lambda^*\|^2_2 + 2 \xi_k (d(\lambda^{(k)}) - d(\lambda^*)) + \xi_k^2 \|h^{(k)}\|^2_2
$$

Inequality (40) comes from the fact that projection of a point onto $R^+_n$ makes it closer to the optimal point in $R^+_n$'s. Apply inequality (42) recursively, we have

$$
\|\lambda^{(k+1)} - \lambda^*\|_2 \leq \|\lambda^{(1)} - \lambda^*\|_2 + 2 \sum_{i=1}^k \xi_i (d(\lambda^{(i)}) - d(\lambda^*)) + \sum_{i=1}^k \xi_i^2 \|h^{(i)}\|^2_2
$$

Because $\|\lambda^{(k+1)} - \lambda^*\|_2 \geq 0$ and $\sum_{i=1}^k \xi_i > 0$, and let $d(\lambda^*) = \max_{0 \leq k < k} d(\lambda)$, then

$$
\sum_{i=1}^k \xi_i (d(\lambda^*) - d(\lambda^*)) \leq \|\lambda^{(1)} - \lambda^*\|_2 + 2 \sum_{i=1}^k \xi_i^2 \|h^{(i)}\|^2_2
$$

$$
\implies d(\lambda^*) - d(\lambda^*) \leq \|\lambda^{(1)} - \lambda^*\|_2 + 2 \sum_{i=1}^k \xi_i^2 \|h^{(i)}\|^2_2
$$

$$
\implies d(\lambda^*) - d(\lambda^*) \leq \|\lambda^{(1)} - \lambda^*\|_2 + K^2 \sum_{i=1}^k \xi_i^2
$$

$$
\iff d(\lambda^*) - d(\lambda^*) \to 0 \text{ if we choose a diminishing step size which }
$$

Since the duality gap is zero, eventually the primal problem will converge to its optimum when its dual problem converges. \(\square\)
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