High-harmonic generation in spin-orbit coupled systems
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We study high-harmonic generation in two-dimensional electron systems with Rashba and Dresselhaus spin-orbit coupling and derive harmonic generation selection rules with the help of group theory. Based on the bandstructures of these minimal models and explicit simulations we reveal how the spin-orbit parameters control the cutoff energy in the high-harmonic spectrum. We also show that the magnetic field and polarization dependence of this spectrum provides information on the magnitude of the Rashba and Dresselhaus spin-orbit coupling parameters. The shape of the Fermi surface can be deduced at least qualitatively and if only one type of spin-orbit coupling is present, the coupling strength can be determined.

Introduction. The concept of high harmonic generation (HHG) has attracted interest for decades in atomic systems, and lately also in the condensed matter community [14]. It is a non-linear process in which a system driven by light at a certain frequency can give rise to emission at multiples of this fundamental frequency [31–6]. In the condensed matter context, one of the interesting aspects is that the harmonic spectrum carries information about the microscopic model, like the band structure or interaction parameters [6–9].

Several mechanisms have been proposed to explain the many facets of HHG. In some cases, the physics can be understood within a single-particle picture, but still necessitates the numerical evaluation of the interband polarization and intraband current in a coupled set of equations [5,10,11]. Which of these two processes dominates the emission has been debated for a long time, and a unified HHG mechanism applicable to a wide range of solids is still lacking [12]. Recently, the scope of HHG studies has been extended to strongly correlated systems [8–10,16], disordered systems [17,20], the effects of spin-polarized defects [21], spin or multiferroic systems [8,9,13–16], disordered systems [17–20], the effects of solids, and lately also in the condensed matter community [30].

The effect of spin-orbit coupling (SOC) on HHG has to the best of our knowledge not been systematically explored. SOC is a relativistic effect in solids which locks the spin direction in relation to the electron momentum [24,25]. It acts on the electron’s motion like an effective momentum-dependent magnetic field and gives rise to an intrinsic spin Hall effect [26,27]. SOC plays an important role in topological insulators (TI) [30] and HHG has been used as a tool for detecting topological properties such as the Berry curvature [31]. In this letter, we however want to study the effect of SOC in an isolated way, focusing on minimal models of two-dimensional (2D) SOC systems. The goal is to understand how SOC affects the HHG cutoffs and how the type of SOC and the coupling parameters can be extracted from characteristic features of the spectrum. For our analysis, we will adapt the existing theory for harmonic generation (HG) selection rules to models defined in momentum space [32,33], using concepts similar to non-symmorphic symmetries in Floquet topological insulators [34]. While this type of symmetry analysis has been used before [33,34,36], it is formulated here in a way which is convenient for SOC systems.

Model and symmetries. Several previous works have discussed the Rashba and Dresselhaus Hamiltonians in a tight-binding framework [37,39], which yields

\[
\hat{H} = \sum_{\mathbf{k}} \Psi^\dagger_{\mathbf{k}} \epsilon(\mathbf{k}) \otimes \sigma_0 - (\alpha \sin(k_y a) - \gamma \sin(k_x a)) \otimes \sigma_x \\
+ (\alpha \sin(k_x a) - \gamma \sin(k_y a)) \otimes \sigma_y + B \sigma_z \Psi_{\mathbf{k}},
\]

with \(\Psi_{\mathbf{k}} = (c_{\mathbf{k},\uparrow}, c_{\mathbf{k},\downarrow})^T\) a spinor combining the annihilation operators for momentum \(\mathbf{k}\) and spin up and down, \(\epsilon(\mathbf{k}) = 2t_h (4 - \cos(k_x a) - \cos(k_y a))\) the dispersion of the lattice, \(\alpha, \gamma\) the identity matrix and \(\sigma_{x,y,z}\) the Pauli matrices. \(\alpha\) denotes the strength of the Rashba SOC, \(\gamma\) that of the Dresselhaus SOC [30], \(B\) an external magnetic field and/or exchange field [11,32], which is assumed to couple only to the spin (no Landau levels). \(a\) and \(t_h\) are the lattice spacing and the hopping parameter, respectively, and we will set both to 1 in the following. This type of SOC represents the most typical form in 2D materials [43]. We incorporate the electric field through the Peierls substitution \(\mathbf{k} \rightarrow \mathbf{k} + \mathbf{A}(t)\), where \(\mathbf{A}(t)\) denotes the vector potential. When developing selection rules for the HHG spectra, we will assume an AC field driving with frequency \(\Omega = \frac{2\pi}{T}\), so that the Hamiltonian satisfies \(\hat{H}(t) = \hat{H}(t + T)\). Following Refs. [32] and [33] we combine operators acting on space, time and spin to define symmetry operations for the periodically driven system.

This analysis is applicable to Hamiltonians of the general form \(\hat{H}(t) = \sum_{\mathbf{k}} \Psi^\dagger_{\mathbf{k}} h(\mathbf{k},t) \Psi_{\mathbf{k}}\).

The process of identifying the HG selection rules for a momentum resolved quantity \(O(\mathbf{k},t)\) contains the following two steps: (i) Identify a group, \(G\), of symmetry
operations $g$, leaving $h(k, t)$ invariant, i.e., $g h(k, t) g^{-1} = h(k, t)$. (ii) For $g \in G$ analyze the restrictions on $n$ which follow from the condition $\hat{g} O(k, t) e^{i n \Omega t} \hat{g}^{-1} = O(k, t) e^{i n \Omega t}$ for the generator $g$ of $G$. The latter requirement is equivalent to saying that $O(k, t) e^{i n \Omega t}$ belongs to the trivial representation of $G$ [22].

As the density matrix is also a time dependent quantity which must be factored into the calculation of any observable, we assume that (ii) holds for the density matrix and the observable combined, i.e., $\rho(t) O(k, t) e^{i n \Omega t} \rho^{-1} = O(k, t) e^{i n \Omega t}$. Returning to model (11) we begin by listing the generators of symmetry groups which are isomorphic to some cyclic group $Z_n$. One symmetry which holds for both linearly and circularly polarized light is

$$\mathcal{P} \otimes \mathcal{T}_2 \otimes S_{(-)} = \left\{ \begin{array}{l} k \rightarrow -k \\ t \rightarrow t + T/2 \\ (x, y, z) \rightarrow (-x, -y, z) \end{array} \right.,$$

For the Rashba-Dresselhaus model with $\alpha = \pm \gamma$, and for $B = 0$, we have the additional symmetry

$$\mathcal{P} \otimes \mathcal{T}_2 \otimes S_{x \pm y} = \left\{ \begin{array}{l} k \rightarrow -k \\ t \rightarrow t + T/2 \\ \sigma_{x(y)} \rightarrow \mp \sigma_{y(x)} \end{array} \right.,$$

also valid for circular and linear polarization. In the case of circularly polarized light, where we define $A(t) = (A_x(t), A_y(t)) = A_0 (\sin(\Omega t), \cos(\Omega t))$, the following additional symmetries are found

$$\mathcal{R}_{90^\circ} \otimes \mathcal{T}_4 \otimes S_{\pm 90^\circ} = \left\{ \begin{array}{l} (k_x, k_y) \rightarrow (k_y, -k_x) \\ t \rightarrow t + T/4 \\ (x, y, z) \rightarrow (\pm x, \mp y, z) \end{array} \right.,$$

where the upper sign is for $\gamma = 0$ and the lower sign for $\alpha = 0$. Note the $t \rightarrow t + T/4$ transforms $A$ as $(A_x, A_y) \rightarrow (A_y, -A_x)$. For the case where both $\alpha \neq 0$ and $\gamma \neq 0$, there is no symmetry involving $t \rightarrow t + T/4$, because the Fermi surfaces only have a two-fold rotational symmetry [20].

**Selection rules.** For linearly polarized light described by $A_x(t) = A_0 \cos(\Omega t)$, let us consider the charge velocity

$$v_x(k, t) = \frac{\partial h(k, t)}{\partial k_x} = 2 \sin(k_x + A_x(t)) \cdot \sigma_0 + \alpha \cos(k_x + A_x(t)) \cdot \sigma_y + \gamma \cos(k_x + A_x(t)) \cdot \sigma_z,$$

and the symmetry $g \equiv \mathcal{P} \otimes \mathcal{T}_2 \otimes S_{(-)}$. Since the spin transformation does not mix the $\sigma_0, \sigma_x$ and $\sigma_y$ matrices it is sufficient to consider $\hat{g} \cos(k_x + A_x(t)) e^{i n \Omega t} \sigma_y \hat{g}^{-1} = \cos(-k_x - A_x(t)) e^{i n \Omega t/2} \cdot \sigma_y = \cos(k_x + A_x(t)) e^{i n \Omega t/2} \cdot \sigma_y$, which leads to $e^{i n \Omega t/2} = 1, i.e., odd order harmonics only. We proceed to demonstrate how the spin current - a quantity often studied in spintronics applications - is linked to HHG [28]. The momentum-resolved spin current operator is defined as [24]

$$\mathcal{V}_{ij}(k, t) = \frac{1}{2} (\sigma_i \cdot v_j(k, t) + v_j(k, t) \cdot \sigma_i),$$

where $i, j = x, y, z$. We denote the spin current by $j_y(t) = N_k^{-1} \sum_k \text{Tr}[\rho(t) \mathcal{V}_{yy}(k, t)]$ with $N_k$ the number of $k$ points in the Brillouin zone. Using the group generator $g \equiv \mathcal{P} \otimes \mathcal{T}_2 \otimes S_{(-)}$ on

$$\mathcal{V}_{yy}(k, t) = \gamma \cos(k_x + A_x(t)) \cdot \sigma_0 + 2 \sin(k_x + A_x(t)) \cdot \sigma_y,$$

the constraint following from $\hat{g} \mathcal{V}_{yy}(k, t) e^{i n \Omega t} \hat{g}^{-1} \equiv \mathcal{V}_{yy}(k, t) e^{i n \Omega t}$ implies even order harmonics only. (The presence of a Dresselhaus SOC yields a non-zero $\mathcal{V}_{xx}$ component, which gives the same constraint on the harmonics.) This prediction is consistent with Ref. [44] which discussed a second harmonic signal in the spin current based on symmetry arguments. Furthermore, one can apply selection rules to $\mathcal{V}_{yy}$ which is the component relevant for the spin Hall effect [29]. As this expression is the anti-commutator of a term with even harmonics and one with odd harmonic orders, the result is odd.

Let us briefly mention the role of inversion symmetry. We have seen that despite the breaking of inversion symmetry (which has been linked to even order harmonics [26]) model (11) only produces odd order harmonics in the longitudinal charge velocity. To understand this let us consider the general Hamiltonian $H(t) = \sum_k \epsilon_k \hat{n}_{k, \alpha}(k + A(t)) e_{k, \beta}^\dagger$ with the indices denoting the relevant (orbital, spin etc.) degrees of freedom. In the Rashba model, we clearly have that $h_{\alpha, \beta}(k + A(t)) \neq h_{\alpha, \beta}(-k - A(t))$. However, as long as there exists a transformation $g$ for which the action on the additional degrees of freedom yields $h_{\alpha, \beta}(k + A(t)) = h_{g(\alpha), g(\beta)}(-k - A(t))$, the HHG radiation is restricted to odd harmonics.

To test the selection rules, we simulate model (11) at inverse temperature $\beta = 1/k_B T = 400$ (with $k_B = 1$). We apply linear and circularly polarized pulses of the form

$$A(t) = \frac{E_0}{\Omega} \sin(\Omega (t - t_{\text{avg}})) \times \cos^2 \left( \frac{\Omega (t - t_{\text{avg}})}{2M} \right) \cdot \{ \theta(t) - \theta(t - M \cdot T) \},$$

where $E_0$ is the electric field strength, $\Omega$ the central frequency, $M$ the number of cycles, $T$ the period and $t_{\text{avg}} = \frac{TM}{2}$. High harmonic spectra are calculated through the formula $\left| \omega J_\omega(t) = \frac{\omega^2}{c^2} M_\omega(t) \right|^2$ where $J_\omega$ and $M_\omega(t)$ denote the Fourier transform of the charge current $J_i(t) = N_k^{-1} \sum_k \text{Tr}[\rho(t) v_i(k, t)]$, and magnetization, $M_i(t) = N_k^{-1} \sum_k \text{Tr}[\rho(t) \sigma_i]$, in the $i = x, y, z$ direction, respectively. We calculate the spectra for the spin current as $|\omega J_\omega(t)|^2$. Prior to the Fourier transform, we apply a Blackman window to all quantities. This is given as $f_{\text{BW}}(t) = 0.42 - 0.5 \cos \left( \frac{2\pi t}{M \cdot T} \right) + 0.08 \cos \left( \frac{4\pi t}{M \cdot T} \right)$ [22]. Care must be taken with the spin current as it has a DC
FIG. 1: High harmonic spectra for the charge current, $J_x$, and two components of the spin current, $J_{yx}$ and $J_{zy}$, of the Rashba model with $\alpha = 2.5$, $\gamma = 0$, $\mu = 3.5$ and $B = 0$. A linearly polarized light field with $E_0 = 0.2$, central frequency $\Omega = 0.3$ and polarization along the $x$-direction is used.

component $[44]$. Here, the DC-contribution at $t = 0$ is subtracted before applying the Blackman window.

Figure 1 displays the numerically obtained HHG-spectra for two different components of the spin current, $J_{yx}$ and $J_{zy}$ as well as the charge current $J_x$. To the right of the plateau, we see as expected that both $J_x$ and $J_{zy}$ display odd order harmonics, whereas $J_{yx}$ displays even order harmonics.

**HHG cutoffs.** We will next demonstrate how the energy scale related to SOC, $\alpha$, manifests itself in the HHG spectra. (Swapping $\alpha$ and $\gamma$ does not produce any change.) A linearly polarized pulse is applied along the $x$-direction and the chemical potential is set to $\mu = \epsilon(k = 0)$. As shown in Fig. 2 for $\alpha > t_h = 1$, a plateau emerges, which increases with increasing $\alpha$. Upon diagonalizing Eq. (11) and setting $k_y = 0$, we see that the maximum energy difference between the spin split bands is $\Delta E = 2\alpha$ for $B = 0$ (see inset). In units of $\Omega$, this cutoff prediction is consistent with the plateaus in Fig. 2.

In Fig. 3 we compare $\Delta E/\Omega$ to the measured cutoffs in different simulations. Whereas in Fig. 2 the filling changes as we increase $\alpha$ while keeping $\mu$ constant, the dependence on $\alpha$ with constant filling should also be investigated. In the supplementary material (SM), we present spectra for simulations where the filling is fixed to the value corresponding to $\alpha = 1.5$ and $\mu = 4$. Since these cutoff scalings are very similar, one may conclude that the HHG cutoffs are controlled by the spin-orbit parameters rather than the filling.

We have also measured the cutoffs in the HHG spectra for the $J_{zy}$ component of the spin current $[4]$, which closely follows the charge current (see also Fig. 1). The corresponding cutoff values, $f_{sc}(\alpha)$, are presented in Fig. 3 alongside those for the charge current, $f_{cc}(\alpha)$, and exhibit the same $\alpha$-dependence. Note that because there is no transverse charge current, we have a pure spin current - in line with the intrinsic spin Hall effect $[29, 46]$.

**Magnetic field effects.** Setting $B \neq 0$ will turn model (11) into a two-band model in the basis of eigenstates of $\hat{S}_z$. Thus, for positive $B$, the lower (upper) band will be polarized in the spin down (up) direction. Although the magnetic field/exchange field strengths considered in this section might seem high, we direct attention to a previous work where exchange fields of comparable strengths have been used to describe aspects of the anomalous Hall effect in a 2D Rashba ferromagnet $[41]$. SOC introduces a momentum-dependent inter-band matrix element vanishing at the $\Gamma$ point as well as the edges of the Brillouin
of the fields to \( \Theta \) pol ence in the spectra when setting the linear polarization or Dresselhaus coupling is present, the coupling strength SOC parameters from HHG spectra. If only a Rashba polrium) are constant along lines with \( \Theta \) appears because the spin expectation values (in equilib-zation dynamics in this case. The directional anisotropy evidence for the important role played by the magneti-pol relative to \( \Theta \) within the predicted plateau region is seen for \( \Theta \) in Fig. 5. A strong enhancement of harmonic intensity x direction. The results of such calculations are shown FIG. 4: \( \alpha \)-dependence of the high harmonic spectrum of the Rashba model with \( \gamma = 0.0, B = 2.5 \) and \( \mu = 4 \). A linearly polarized light field with \( E_0 = 0.2 \), central frequency \( \Omega = 0.3 \) and polarization along the \( x \)-direction is used.

zone. The result is a harmonic spectrum as shown in Fig. 4. The low order harmonics show the characteris-tic signature of intraband harmonics, while the grouping of harmonics starting at \( \omega/\Omega > 13 \) can be explained by multiphoton processes across the band gap created by \( B \). Indeed, the minimal band gap is \( \Delta E = 2B \) so that the minimal number of photons is \( 2B/\Omega \approx 13 \). The maximum band gap is \( 2\sqrt{2a^2 + B^2} \), which nicely explains the upper edges of the harmonic groupings in Fig. 4 (in units of \( \Omega \)). In contrast to previous HHG studies of two-band semiconductors [10, 47], the high-energy part of the spec-trum does not exhibit a plateau structure, but rather a dome shape. We interpret this as a result of the vanishing interband coupling at the \( \Gamma \) point and at the Brillouin zone boundary.

If both \( \alpha \) and \( \gamma \) are nonzero, the Fermi surface of model [11] has a nontrivial shape [26] and it is thus interesting to ask if the magnetic-field and angular dependence of the HHG spectra allows to extract the spin-orbit parameters. For \( \alpha = \gamma \) the energy gap is bounded by \( 2B \leq \Delta E \leq 2\sqrt{B^2 + 8a^2} \), and we expect to see a difference in the spectra when setting the linear polarization of the fields to \( \Theta_{\text{pol}} = \pm \frac{\pi}{4} \), while measuring along the \( x \) direction. The results of such calculations are shown in Fig. 5. A strong enhancement of harmonic intensity within the predicted plateau region is seen for \( \Theta_{\text{pol}} = -\frac{\pi}{4} \) relative to \( \Theta_{\text{pol}} = \frac{\pi}{4} \). In the SM we provide numerical evidence for the important role played by the magnetization dynamics in this case. The directional anisotropy appears because the spin expectation values (in equilibrium) are constant along lines with \( \Theta_{\text{pol}} = \pm \frac{\pi}{4} \) while they vary along \( \Theta_{\text{pol}} = \mp \frac{\pi}{4} \) when \( \alpha = \gamma \) [48].

Conclusions. We have explored ways of extracting SOC parameters from HHG spectra. If only a Rashba or Dresselhaus coupling is present, the coupling strength can be directly deduced from the cutoff of the HHG plateau or a characteristic grouping of harmonics in strong magnetic/exchange fields. If both couplings are nonzero, insight into the relative size of the SOC parameters can be gained by studying the polarization dependence. In particular, a large change in the HHG intensity upon rotation by \( 90^\circ \) indicates that \( \alpha \) and \( \gamma \) are of comparable magnitude. The general symmetry analysis for linearly and circularly polarized fields can help to deter-mine relevant aspects of a microscopic model on the basis of HHG spectra, at least for systems with strong SOC. We have also shown that the \( J_x \) spin current is strongly correlated with the \( J_x \) charge current and that both follow the same cutoff scaling with increasing \( \alpha \). Since there is much interest in the control of spin currents, high har-monic generation and detection methods may be useful for identifying SOC materials with ideal properties for spintronics applications.
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SELECTION RULES – A SIMPLE EXAMPLE

To illustrate the formalism introduced in the paper on a simple example, we derive the well known result that inversion symmetry implies only odd order harmonics. We consider the Hamiltonian

$$\hat{H}(t) = \sum_k \cos(k + A_0 \cos(\Omega t)) \hat{c}_k \hat{c}_k,$$

and, since we are interested in HHG, choose as operator $O$ the charge velocity

$$v(k, t) = \frac{\partial}{\partial k} h(k, t) = -\sin(k + A_0 \cos(\Omega t)),$$

which yields the current $J(t) = \sum_k v(k, t) \langle \hat{c}_k \hat{c}_k \rangle$. Whereas $h(k, t) = h(-k, t)$ in equilibrium ($A_0 = 0$), in the presence of the drive, we need to extend the symmetry operation to include time as follows

$$\mathcal{P} \otimes \mathcal{T}_2 \otimes \mathcal{1} \equiv \begin{cases} k \rightarrow -k \\ t \rightarrow t + T/2 \end{cases}.$$

Clearly, the group generated by this operation is isomorphic to $\mathbb{Z}_2$ if we identify $t$ with $t + T$. Labelling the group element above as $g$, we expand both sides of

$$\hat{g} v(k, t) e^{i\Omega t \hat{g}^{-1}} = v(k, t) e^{i\Omega t}$$

(9)

to obtain

$$v(-k, t + T/2) e^{i\Omega(t + T/2)} = v(k, t) e^{i\Omega t}.$$

(10)

Since $v(-k, t + T/2) = -v(k, t)$, $n$ is constrained by $e^{in\pi} = -1$, which implies that $n$ is odd.

CONSEQUENCES OF THE SELECTION RULES

The Hamiltonian for which we will study selection rules is once again written as

$$\hat{H} = \sum_k \Psi_k^\dagger \left[ \epsilon(k) \otimes \sigma_0 - \left( \alpha \sin(k_x a) - \gamma \sin(k_y a) \right) \otimes \sigma_x \right.$$

$$\left. + \left( \alpha \sin(k_x a) - \gamma \sin(k_y a) \right) \otimes \sigma_y + B \sigma_z \right] \Psi_k,$$

(11)

with $\epsilon(k) = 2t_h (4 - \cos(k_x a) - \cos(k_y a))$. The band dispersions are

$$\epsilon_{\pm}(k) = \epsilon(k) \pm \sqrt{(\alpha \sin(k_y a) - \gamma \sin(k_x a))^2 + (\alpha \sin(k_x a) - \gamma \sin(k_y a))^2 + B^2}.$$ 

(12)

In the following we set $t_h = a = 1$.

Linearly polarized light. For linearly polarized light described by $A_x(t) = A_0 \cos(\Omega t)$, we consider the charge velocity

$$v_x(k, t) = \frac{\partial}{\partial k_x} h(k, t) = 2 \sin(k_x + A_x(t)) \cdot 1 + \alpha \cos(k_x + A_x(t)) \cdot \sigma_y + \gamma \cos(k_x + A_x(t)) \cdot \sigma_x$$

(13)

and the symmetry $g \equiv \mathcal{P} \otimes \mathcal{T}_2 \otimes \mathcal{S}(-)$. Since the spin transformation does not mix the $\mathcal{1}$, $\sigma_x$ and $\sigma_y$ matrices it is sufficient to consider

$$\hat{g} \cos(k_x + A_x(t)) e^{i\Omega t} \sigma_{x,y} \hat{g}^{-1} = \cos(-k_x - A_x(t)) e^{i\Omega(t + T/2)}(-\sigma_{x,y}) \dagger \cos(k_x + A_x(t)) e^{i\Omega t} \sigma_{x,y},$$

(14)

which leads to $e^{in\pi} = -1$, i.e., odd order harmonics only. The non-trivial relation between spin and momentum in spin-orbit coupled systems gives rise to interesting spin dynamics upon radiation. In linearly polarized light, we
follows that the spin operators in the $x$ and $y$ direction have odd harmonics can be easily seen as follows

$$g\sigma_{x,y}e^{in\Omega}g^{-1} = -\sigma_{x,y}e^{in\Omega(t+T/2)} \overset{!}{=} \sigma_{x,y}e^{in\Omega},$$  \hspace{1cm} (15)$$

whereas for the $z$-component, we have

$$g\sigma_ze^{in\Omega}g^{-1} = \sigma_ze^{in\Omega(t+T/2)} \overset{!}{=} \sigma_ze^{in\Omega},$$  \hspace{1cm} (16)$$

which implies even harmonics. An oscillating magnetization will on top of any charge current contribute to the power spectrum through $I_z(\omega) = \left| i\omega J_z(\omega) + (\frac{\omega_c}{c})M_z(\omega) \right|^2$ with $M_z(\omega) = N_k^{-1}\sum_k \langle \sigma_i(\omega) \rangle$, where $c$ is the speed of light and $N_k$ is the number of $k$ points. While the expectation value of $\sigma_z$ is zero in equilibrium states of the Rashba model, circularly polarized light could induce a nonzero expectation value and hence even harmonics - specifically $n = 0, 4, 8, 12, \ldots$ from Eqs. (19) and (27) below \[49\].

Circularly polarized light. To consider the effect of circularly polarized light, we begin by noting that

$$v_x(k, t) = 2\sin(k_x + A_x(t)) \cdot \sigma_0 + \alpha \cos(k_x + A_x(t)) \cdot \sigma_y + \gamma \cos(k_x + A_x(t)) \cdot \sigma_x$$  \hspace{1cm} (17)$$

and

$$v_y(k, t) = 2\sin(k_y + A_y(t)) \cdot \sigma_0 - \alpha \cos(k_y + A_y(t)) \cdot \sigma_x - \gamma \cos(k_y + A_y(t)) \cdot \sigma_y.$$  \hspace{1cm} (18)$$

Rashba model

To investigate the selection rules for circularly polarized harmonics, we define the following symmetry

$$\mathcal{R}_{90^\circ} \otimes \mathcal{T}_4 \otimes \mathcal{S}_{90^\circ} \overset{!}{=} \left\{ \begin{array}{l}
(k_x, k_y) \rightarrow (k_y, -k_x) \\
t \rightarrow t + T/4 \\
(\sigma_x, \sigma_y, \sigma_z) \rightarrow (\sigma_y, -\sigma_x, \sigma_z)
\end{array} \right.$$ \hspace{1cm} (19)$$

(also given in the paper) which is a symmetry valid for

$$A_x = A_0 \sin(\Omega t), \quad A_y = A_0 \cos(\Omega t)$$ \hspace{1cm} (20)$$

and $\gamma = 0$. Note that the time translation $t \rightarrow t + T/4$ results in the same type of rotation for the vector potential as in the spatial sector and the spin sector, namely $(A_x(t), A_y(t)) \rightarrow (A_y(t), -A_x(t))$. The invariance of $\hat{H}$ follows from

$$[\mathcal{R}_{90^\circ} \otimes \mathcal{T}_4 \otimes \mathcal{S}_{90^\circ}] h(k, t)[\mathcal{R}_{90^\circ} \otimes \mathcal{T}_4 \otimes \mathcal{S}_{90^\circ}]^{-1}$$

$$= - (\alpha \sin(-k_x - A_x(t)) - \gamma \sin(k_y + A_y(t)) \otimes \sigma_y$$

$$\quad + (\alpha \sin(k_y + A_y(t)) - \gamma \sin(-k_x - A_x(t)) \otimes (-\sigma_x)$$

$$\overset{!}{=} - (\alpha \sin(k_y + A_y(t)) - \gamma \sin(k_x + A_x(t)) \otimes \sigma_x$$

$$\quad + (\alpha \sin(k_x + A_x(t)) - \gamma \sin(k_y + A_y(t)) \otimes \sigma_y = h(k, t)$$ \hspace{1cm} (21)$$

implying that $\gamma$ must be zero. Hence, we have found a symmetry of the Rashba model in circularly polarized light. The quantity we are interested in is the emitted radiation with circular polarization for which we define the charge velocities

$$v_\pm(k, t) = v_x(k, t) \pm iv_y(k, t),$$ \hspace{1cm} (22)$$

where $+(-)$ refers to right and left hand circular polarization, respectively. We have for $\gamma = 0$

$$v_\pm(k, t) = 2 (\sin(k_x + A_x(t)) \pm i \sin(k_y + A_y(t))$$

$$\quad + \alpha \cos(k_x + A_x(t)) \sigma_y \mp i \alpha \cos(k_y + A_y(t)) \sigma_x$$ \hspace{1cm} (23)$$
and
\[
[R_{90^\circ} \otimes T_4 \otimes S_{90^\circ}] v_\pm (k, t) e^{i n \Omega t} [R_{90^\circ} \otimes T_4 \otimes S_{90^\circ}]^{-1}
\]
\[
e^{i n \Omega (t + T/4)} \left( 2 \left( \sin(k_y + A_y(t)) \pm i \sin(-k_x - A_x(t)) \right) + \alpha \cos(k_y + A_y(t))(-\sigma_x) \mp i \alpha \cos(-k_x - A_x(t)) \sigma_y \right)
\]
\[
t = v_\pm (k, t) e^{i n \Omega t},
\]
from where we obtain the following requirement:
\[
e^{i n \pi/2} = \pm i. \tag{25}
\]

The symmetries just derived also hold for the model without SOC terms, which has the same selection rules. As detailed in Ref. 50, the power spectrum can be calculated as
\[
I_\pm (n \Omega) = |a_\pm (n \Omega)|^2, \tag{26}
\]
where
\[
a_\pm (n \Omega) = FT \left[ \frac{d}{dt} J_x(k, t) \pm i \frac{d}{dt} J_y(k, t) \right].
\]

**ADDITIONAL RESULTS**

**Harmonic orders**

To help with the interpretation of this section, we remind the reader of a symmetry which we expect to hold for both circularly and linearly polarized light

\[
P \otimes T_2 \otimes S_{-90^\circ} = \left\{
\begin{array}{ll}
  k & \rightarrow -k \\
  t & \rightarrow t + T/2 \\
  (\sigma_x, \sigma_y, \sigma_z) & \rightarrow (-\sigma_y, -\sigma_x, \sigma_z)
\end{array}
\right.
\]

and a calculation completely analogous to that of the previous subsection yields
\[
e^{i n \pi/2} = \pm i \tag{25}
\]
as for the Rashba model.

For the Dresselhaus model, we have a different symmetry

\[
R_{90^\circ} \otimes T_4 \otimes S_{-90^\circ} = \left\{
\begin{array}{ll}
  (k_x, k_y) & \rightarrow (k_y, -k_x) \\
  t & \rightarrow t + T/4 \\
  (\sigma_x, \sigma_y, \sigma_z) & \rightarrow (-\sigma_y, \sigma_x, \sigma_z)
\end{array}
\right.
\]

and a calculation completely analogous to that of the previous subsection yields
\[
e^{i n \pi/2} = \pm i \tag{25}
\]
as for the Rashba model.

**ADDITIONAL RESULTS**

**Harmonic orders**

To help with the interpretation of this section, we remind the reader of a symmetry which we expect to hold for both circularly and linearly polarized light

\[
P \otimes T_2 \otimes S_{-90^\circ} = \left\{
\begin{array}{ll}
  k & \rightarrow -k \\
  t & \rightarrow t + T/2 \\
  (\sigma_x, \sigma_y, \sigma_z) & \rightarrow (-\sigma_y, -\sigma_x, \sigma_z)
\end{array}
\right.
\]

The presented selection rule is however not the entire story when it comes to the Rashba Dresselhaus model with
\[
\alpha = \gamma,
\]

\[
h(k) = \epsilon(k) \sigma_0 - \alpha (\sigma_x \pm \sigma_y)(\sin(k_y) \mp \sin(k_x)). \tag{28}
\]

To illustrate this, we present results for circular polarization for three different sets of \((\alpha, \gamma)\) in Fig. 6. HHG intensities for right and left hand polarized harmonics are calculated as in Eq. 26. The leftmost panel illustrates that the selection rules following from Eq. 25 hold. When \(\alpha = \pm \gamma\), we find the following symmetry

\[
P \otimes T_2 \otimes S_{x, \mp y} = \left\{
\begin{array}{ll}
  k & \rightarrow -k \\
  t & \rightarrow t + T/2 \\
  \sigma_{x(y)} & \rightarrow \mp \sigma_{y(x)}
\end{array}
\right.,
\]

and at the same time no symmetry involving \(t \rightarrow t + T/4\) from which we would anticipate only odd order harmonics (and not the pattern seen in the leftmost panel). The observation that the middle panel still bears signatures of such a symmetry is explained by the fact that \((\sigma_x \pm \sigma_y)\) is a constant of motion. Lastly, the rightmost spectrum bears the characteristic of a system with a two-fold rotational symmetry and harmonics of all odd orders are allowed for both chiralities of the emitted radiation.
Role of filling and chemical potential

In Fig. 7, we present two panels where we compare parameter sweeps of $\alpha$ for constant $\mu$ (left panel) and constant filling (right panel). While the intensities of the HHG spectra are different, the cutoff scaling with $\alpha$ is the same in both cases.

Effect on the magnetization

We find that the ratio $\frac{(\omega_c^2) M_i(\omega)}{|i\omega J(\omega)|}$ is small, and that the total spectrum is not qualitatively changed by it. The following results should thus be regarded as a validation of the selection rules in circularly polarized light presented in the paper and not as an experimentally detectable spectrum. Figure 8 shows $\left|(\omega_c^2) M_i(\omega)\right|^2$ for $i = x, y, z$ where the left and right panels correspond to $\alpha = 0.5, \gamma = 0.0$ and $\alpha = 0.0, \gamma = 0.5$ respectively. These figures should
be interpreted in light of the selection rules following from $R_{90} \otimes T_4 \otimes S_{90}$ in equation (19), relevant for the left panel, and $R_{90} \otimes T_4 \otimes S_{-90}$, Eq. (27) for the right panel. The observed harmonics are compatible with the selection rules following from the symmetries just presented.

**FIG. 8:** Figure displaying the harmonic spectra for the magnetizations only. The driving field strength is $E_0 = 0.2$ and $\mu = 4.0$.

### Anisotropy

Figure 9 aims to clarify why for certain choices of $\alpha$ and $\gamma$ the harmonic intensity may be enhanced in one direction compared to the orthogonal direction, as shown in Fig. 5 in the paper. To this end, we plot the band gap, which is given by

$$\Delta E = 2\sqrt{(\alpha \sin(k_y a) - \gamma \sin(k_x a))^2 + (\alpha \sin(k_x a) - \gamma \sin(k_y a))^2 + B^2}$$  \hspace{1cm} (29)$$

in the Brillouin zone. In the two leftmost panels of Fig. 9, the four-fold rotational symmetry implicit in some of the symmetries in the paper is clearly broken. Restricting attention to the leftmost panel, a field acceleration along $\theta_{pol} = -\frac{\pi}{4}$ will give rise to enhanced intensity relative to the orthogonal direction because according to how the expectation value of the spin changes across the Brillouin zone, this direction will give rise to magnetization dynamics, whereas this happens to a much lesser extent along the $\theta_{pol} = \frac{\pi}{4}$ direction (see Fig. 2 in Ref. 48). While the magnetic dipole contribution to the radiation may be small, the Pauli spin operators enter into the expression for the charge current - a consequence of spin-momentum locking. (See for instance Eqs. (17) and (18).) Thus, their dynamics will strongly affect the resulting HHG spectrum. Also the different band structures for cuts along $\theta_{pol} = \pm \frac{\pi}{4}$ through the $\Gamma$ point suggest an effect of the polarization direction on the HHG spectrum. Note that this anisotropy is absent if $\gamma = 0$ (or $\alpha = 0$), and indeed there is no polarization dependence in the HHG spectrum in this case.

In Fig. 10, two panels corresponding to the charge current (left panel) and the magnetization scaled by a $(\omega_c^2)$ factor (right panel) are shown. The right panel indicates the importance played by magnetization dynamics in generating the resulting spectra seen in the left panel. Further evidence of the role played by the dynamics of $\sigma_x, \sigma_y$ in the charge current is found by noting the similarity in the cutoff positions in both panels. In addition to this, both for $\theta_{pol} = \pm \frac{\pi}{4}$, the upper bound of $\Delta E$ coincides well with the observed cutoffs. Lastly, to show that this is generic for the given Hamiltonian, we present a simulation with $\mu = 4$ in Fig. 11.
FIG. 9: Plot of the band gaps for various models according to equation (29).

FIG. 10: Figure showing the anisotropy for the radiated intensity in the left panel and the magnetization $M_x$ in the right panel. The field strength is $E_0 = 0.5$ here.

FIG. 11: Figure showing the anisotropy for radiated intensity with parameters as in Fig. 10 but with $\mu = 4$. 