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Abstract

We combine theory and results from polytope domain meshing, generalized barycentric coordinates, and finite element exterior calculus to construct scalar- and vector-valued basis functions for conforming finite element methods on generic convex polytope meshes in dimensions 2 and 3. Our construction recovers well-known bases for the lowest order Nédélec, Raviart-Thomas, and Brezzi-Douglas-Marini elements on simplicial meshes and generalizes the notion of Whitney forms to non-simplicial convex polygons and polyhedra. We show that our basis functions lie in the correct function space with regards to global continuity and that they reproduce the requisite polynomial differential forms described by finite element exterior calculus. We present a method to count the number of basis functions required to ensure these two key properties, which is relevant to serendipity, mimetic, and virtual element methods.

1 Introduction

In this work, we join and expand three threads of research in the analysis of modern finite element methods: polytope domain meshing, generalized barycentric coordinates, and families of finite-dimensional solution spaces characterized by finite element exterior calculus. It is well-known that on simplicial meshes, standard barycentric coordinates provide a local basis for the lowest-order \( H^1 \)-conforming scalar-valued finite element spaces, commonly called the Lagrange elements. Further, local bases for the lowest-order vector-valued Brezzi-Douglas-Marini [10], Raviart-Thomas [44], and Nédélec [9, 38, 39] finite element spaces on simplices can also be defined in a canonical fashion from an associated set of standard barycentric functions. Here, we use generalized barycentric coordinates in an analogous fashion on meshes of convex polytopes, in dimensions 2 and 3, to construct local bases with the same global continuity and polynomial reproduction properties as their simplicial counterparts.

We have previously analyzed linear order, scalar-valued methods on polygonal meshes [29, 41] using four different types of generalized barycentric coordinates: Wachspress [50, 51], Sibson [20, 46], harmonic [13, 33, 36], and mean value [21, 23, 24]. The analysis was extended by Gillette, Floater and Sukumar in the case of Wachspress coordinates to convex polytopes in any dimension [22], based on work by Warren and colleagues [34, 52, 53]. We have also shown how taking pairwise
products of generalized barycentric coordinates can be used to construct quadratic order methods on polygons [42].

Our expansion in this paper to vector-valued methods is inspired by Whitney differential forms, first defined in [54]. Bossavit first recognized that Whitney forms could be used to construct basis functions for computational electromagnetics [6], sparking a long chain of research, recently unified by the theory of finite element exterior calculus [2, 3, 4]. Some prior work has explored the possibility of Whitney functions over non-simplicial elements in specific cases of rectangular grids [30], square-base pyramids [31], and prisms [7]. Other authors have examined the ability of generalized Whitney functions to recover constant-valued forms in certain cases [19, 35], whereas grids [30], square-base pyramids [31], and prisms [7].

Our main results are summarized in Table 1. On a mesh of convex n-dimensional polytopes in \( \mathbb{R}^n \), \( n = 2 \) or \( 3 \), we define computational basis functions for each differential form order \( 0 \leq k \leq n \) and prove that they have the indicated global continuity and polynomial reproduction properties. The generalized barycentric coordinate functions \( \lambda \), Whitney-like functions \( \mathcal{W} \), and polynomial spaces \( \mathcal{P}_r \Lambda^k \) are defined in Section 2.

Table 1: For meshes of convex n-dimensional polytopes in \( \mathbb{R}^n \), \( n = 2 \) or \( 3 \), we define computational basis functions for each differential form order \( 0 \leq k \leq n \) and prove that they have the indicated global continuity and polynomial reproduction properties. The generalized barycentric coordinate functions \( \lambda \), Whitney-like functions \( \mathcal{W} \), and polynomial spaces \( \mathcal{P}_r \Lambda^k \) are defined in Section 2.

| \( n \) | \( k \) | functions | global continuity | polynomial reproduction |
|---|---|---|---|---|
| 2 | 0 | \( \lambda_i \) | \( H^1(\mathcal{M}) \) | \( \mathcal{P}_1 \Lambda^0(\mathcal{M}) \) |
| 1 | \( \lambda_i \nabla \lambda_j \) | \( H(\text{curl}, \mathcal{M}) \), by Theorem 3.3 | \( \mathcal{P}_1 \Lambda^1(\mathcal{M}) \), by Theorem 4.1 |
| | \( \mathcal{W}_{ij} \) | \( H(\text{curl}, \mathcal{M}) \), by Theorem 3.3 | \( \mathcal{P}_1 \Lambda^1(\mathcal{M}) \), by Theorem 4.6 |
| | \( \text{rot} \lambda_i \nabla \lambda_j \) | \( H(\text{div}, \mathcal{M}) \), see Remark 3.4 | \( \mathcal{P}_1 \Lambda^1(\mathcal{M}) \), by Corollary 4.2 |
| | \( \text{rot} \mathcal{W}_{ij} \) | \( H(\text{div}, \mathcal{M}) \), see Remark 3.4 | \( \mathcal{P}_1 \Lambda^1(\mathcal{M}) \), by Corollary 4.7 |
| 2 | \( \lambda_i \nabla \lambda_j \cdot \text{rot} \nabla \lambda_k \mathcal{W}_{ijk} \) | none (piecewise linear) | \( \mathcal{P}_1 \Lambda^2(\mathcal{M}) \), by Theorem 4.4 |
| | none (piecewise constant) | | \( \mathcal{P}_1 \Lambda^2(\mathcal{M}) \), see Remark 4.9 |

Our main results are summarized in Table 1. On a mesh of convex n-dimensional polytopes in \( \mathbb{R}^n \) with \( n = 2 \) or \( 3 \), we construct computational basis functions associated to the polytope elements for each differential form order \( k \) as indicated. Each function is built from generalized barycentric coordinates, denoted \( \lambda_i \), and their gradients; formulae for the Whitney-like functions, denoted \( \mathcal{W} \), are given in Section 2.3. In the vector-valued cases \( (0 < k < n) \), we prove that the functions agree on tangential or normal components at inter-element boundaries, providing global continuity in \( H(\text{curl}) \) or \( H(\text{div}) \). The two families of polynomial differential forms that are reproduced, \( \mathcal{P}_r \Lambda^k \) and \( \mathcal{P}_r^{-} \Lambda^k \), were shown to recover and generalize the classical simplicial finite element spaces mentioned previously, via the theory of finite element exterior calculus [2, 4].

The outline of the paper is as follows. In Section 2, we describe relevant theory and prior work in the areas of finite element exterior calculus, generalized barycentric coordinates, and Whitney...
forms. In Section 3, we show how the functions listed in Table 1 can be used to build piecewise-defined functions with global continuity in $H^1$, $H(\text{curl})$ or $H(\text{div})$, as indicated. In Section 4, we show how these same functions can reproduce the requisite polynomial differential forms from $\mathcal{P}_1 \Lambda^k$ or $\mathcal{P}_{-1} \Lambda^k$, as indicated in Table 1, by exhibiting explicit linear combinations whose coefficients depend only on the location of the vertices of the mesh. In Section 5, we count the basis functions constructed by our approach on generic polygons and polyhedra and explain how the size of the basis could be reduced in certain cases. We close with a discussion relating this work to serendipity and virtual element methods.

2 Background and prior work

2.1 Spaces from Finite Element Exterior Calculus

Finite element spaces can be broadly classified according to three parameters: $n$, the spatial dimension of the domain, $r$, the order of error decay, and $k$, the differential form order of the solution space. The $k$ parameter can be understood in terms of the classical finite element sequence for a domain $\Omega \subset \mathbb{R}^n$ with $n = 2$ or $3$, commonly written as

$$
\begin{align*}
\text{n = 2 : } & \quad H^1 \xrightarrow{\text{grad}} H(\text{curl}) \xleftarrow{\text{rot}} H(\text{div}) \xrightarrow{\text{div}} L^2 \\
\text{n = 3 : } & \quad H^1 \xrightarrow{\text{grad}} H(\text{curl}) \xrightarrow{\text{curl}} H(\text{div}) \xrightarrow{\text{div}} L^2
\end{align*}
$$

Note that for $n = 2$, we use the definitions

$$
\text{curl } \vec{F} := \frac{\partial F_1}{\partial y} - \frac{\partial F_2}{\partial x} \quad \text{and} \quad \text{rot } \vec{F} := \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \vec{F} \quad \text{where} \quad \vec{F}(x, y) := \begin{bmatrix} F_1(x, y) \\ F_2(x, y) \end{bmatrix}.
$$

Thus, in $\mathbb{R}^2$, we have both curl $\nabla \phi = 0$ and div rot $\nabla \phi = 0$ for any $\phi \in H^2$. Put differently, rot gives an isomorphism from $H(\text{curl})$ to $H(\text{div})$ in $\mathbb{R}^2$. In some cases we will write $H(\text{curl}, \Omega)$ and $H(\text{div}, \Omega)$ if we wish to emphasize the domain in consideration.

In the terminology of differential topology, the applicable sequence is described more simply as the $L^2$ deRham complex of $\Omega$. The spaces are re-cast as differential form spaces $\Lambda^k$ and the operators as instances of the exterior derivative $d_k$, yielding

$$
\begin{align*}
\text{n = 2 : } & \quad H\Lambda^0 \xrightarrow{d_0} H\Lambda^1 \xrightarrow{\simeq} H\Lambda^1 \xrightarrow{d_1} H\Lambda^2 \\
\text{n = 3 : } & \quad H\Lambda^0 \xrightarrow{d_0} H\Lambda^1 \xrightarrow{d_1} H\Lambda^2 \xrightarrow{d_2} H\Lambda^3
\end{align*}
$$

Finite element methods seek approximate solutions to a PDE in finite dimensional subspaces $\Lambda^k_h$ of the $H\Lambda^k$ spaces, where $h$ denotes the maximum width of a domain element associated to the subspace. The theory of finite element exterior calculus classifies two families of suitable choices of $\Lambda^k_h$ spaces on meshes of simplices, denoted $\mathcal{P}_r \Lambda^k$ and $\mathcal{P}_{-r} \Lambda^k$ [2, 4]. The space $\mathcal{P}_r \Lambda^k$ is defined as “those differential forms which, when applied to a constant vector field, have the indicated polynomial dependence,” [4, p. 328], which can be interpreted informally as the set of differential $k$ forms with polynomial coefficients of total degree at most $r$. The space $\mathcal{P}_{-r} \Lambda^k$ is then defined as the direct sum

$$
\mathcal{P}_{-r} \Lambda^k := \mathcal{P}_{r-1} \Lambda^k \oplus \kappa H_{r-1} \Lambda^{k+1}, \quad (1)
$$
where κ is the Koszul operator and \( \mathcal{H}_r \) denotes homogeneous polynomials of degree \( r \) [4, p. 331]. We will use the coordinate formulation of κ, given in [4, p. 329] as follows. Let \( \omega \in \Lambda^k \) and suppose that it can be written in local coordinates as \( \omega_x = a(x)dx_{\sigma_1} \wedge \cdots \wedge dx_{\sigma_k} \). Then \( \kappa \omega \) is written as

\[
(k\omega)_x := \sum_{i=1}^{k} (-1)^{i+1} a(x)x_{\sigma(i)}dx_{\sigma_1} \wedge \cdots \wedge \widehat{dx_{\sigma_i}} \wedge \cdots \wedge dx_{\sigma_k},
\]

where \( \wedge \) denotes the wedge product and \( \widehat{dx_{\sigma_i}} \) means that the term is omitted. We summarize the relationship between the spaces \( P_1 \Lambda^k, P_1^{-} \Lambda^k \) and certain well-known finite element families in dimension \( n = 2 \) or \( 3 \) in Table 2.

| \( n \) | \( k \) | dim | space | classical description | reference |
|---|---|---|---|---|---|
| 2 | 0 | 3 | \( P_1 \Lambda^0(\mathcal{T}) \) | Lagrange elements of degree \( \leq 1 \) | |
| 2 | 3 | 3 | \( P_1^{-} \Lambda^0(\mathcal{T}) \) | Lagrange elements of degree \( \leq 1 \) | |
| 1 | 6 | 6 | \( P_1 \Lambda^1(\mathcal{T}) \) | Brezzi-Douglas-Marini \( H(\text{div}) \) elements of degree \( \leq 1 \) [10] | |
| 2 | 3 | 3 | \( P_1^{-} \Lambda^1(\mathcal{T}) \) | Raviart-Thomas elements of order 0 [44] | |
| 2 | 12 | 12 | \( P_1 \Lambda^2(\mathcal{T}) \) | discontinuous linear | |
| 1 | 12 | 12 | \( P_1^{-} \Lambda^2(\mathcal{T}) \) | discontinuous linear | |
| 3 | 0 | 4 | \( P_1 \Lambda^0(\mathcal{T}) \) | Lagrange elements of degree \( \leq 1 \) | [39, 9] |
| 3 | 3 | 3 | \( P_1^{-} \Lambda^0(\mathcal{T}) \) | Lagrange elements of degree \( \leq 1 \) | [38] |
| 1 | 6 | 6 | \( P_1 \Lambda^1(\mathcal{T}) \) | Nédélec second kind \( H(\text{curl}) \) elements of degree \( \leq 1 \) | [39, 9] |
| 1 | 6 | 6 | \( P_1^{-} \Lambda^1(\mathcal{T}) \) | Nédélec first kind \( H(\text{curl}) \) elements of order 0 | [38] |
| 2 | 12 | 12 | \( P_1 \Lambda^2(\mathcal{T}) \) | Nédélec second kind \( H(\text{div}) \) elements of degree \( \leq 1 \) | [39, 9] |
| 2 | 12 | 12 | \( P_1^{-} \Lambda^2(\mathcal{T}) \) | Nédélec first kind \( H(\text{div}) \) elements of order 0 | [38] |
| 3 | 4 | 4 | \( P_1 \Lambda^3(\mathcal{T}) \) | discontinuous linear | |
| 3 | 4 | 4 | \( P_1^{-} \Lambda^3(\mathcal{T}) \) | discontinuous piecewise constant | |

Table 2: Correspondence between \( P_1 \Lambda^k(\mathcal{T}), P_1^{-} \Lambda^k(\mathcal{T}) \) and common finite element spaces associated to a simplex \( \mathcal{T} \) of dimension \( n \). Further explanation of these relationships can be found in [2, 4]. On simplices, our constructions recover known local bases for each of these spaces.

A crucial property of \( P_r \Lambda^k \) and \( P_r^{-} \Lambda^k \) is that each includes in its span a sufficient number of polynomial differential \( k \)-forms to ensure an \textit{a priori} error estimate of order \( r \) in \( H\Lambda^k \) norm. In the classical description of finite element spaces, this approximation power is immediate; any computational or ‘local’ basis used for implementation of these spaces must, by definition, span the requisite polynomial differential forms. The main results of this paper are proofs that generalized barycentric coordinates can be used as local bases on polygonal and polyhedral element geometries to create analogues to the lowest order \( P_r \Lambda^k \) and \( P_r^{-} \Lambda^k \) spaces with the same polynomial approximation power and global continuity properties.

In the remainder of the paper, we will frequently use standard vector proxies [1] in place of differential form notation, as indicated here:

\[
\begin{bmatrix} u_1 & u_2 \end{bmatrix}^T \longleftrightarrow u_1 dx_1 + u_2 dx_2 \in \Lambda^1(\mathbb{R}^2),
\]
\[
\begin{bmatrix} v_1 & v_2 & v_3 \end{bmatrix}^T \longleftrightarrow v_1 dx_1 + v_2 dx_2 + v_3 dx_3 \in \Lambda^1(\mathbb{R}^3),
\]
\[
\begin{bmatrix} w_1 & w_2 & w_3 \end{bmatrix}^T \longleftrightarrow w_1 dx_2 dx_3 + w_2 dx_3 dx_1 + w_3 dx_1 dx_2 \in \Lambda^2(\mathbb{R}^3).
\]
2.2 Generalized Barycentric Coordinates

Let \( m \) be a convex \( n \)-dimensional polytope in \( \mathbb{R}^n \) with vertex set \( \{ v_i \} \), written as column vectors. A set of non-negative functions \( \{ \lambda_i \} : m \to \mathbb{R} \) are called \textit{generalized barycentric coordinates} on \( m \) if for any linear function \( L : m \to \mathbb{R} \), we can write

\[
L = \sum_i L(v_i) \lambda_i. \tag{3}
\]

We will use the notation \( \mathbb{I} \) to denote the \( n \times n \) identity matrix and \( x \) to denote the vector \((x_1, x_2, \cdots, x_n)^T\) where \( x_i \) is the \( i \)th coordinate in \( \mathbb{R}^n \). We have the following useful identities:

\[
\sum_i \lambda_i = 1 \tag{4}
\]

\[
\sum_i v_i \lambda_i(x) = x \tag{5}
\]

\[
\sum_i \nabla \lambda_i(x) = 0 \tag{6}
\]

\[
\sum_i v_i \nabla \lambda_i^T(x) = \mathbb{I} \tag{7}
\]

Equations (4) and (5) follow immediately from (3) while (6) and (7) follow by taking the gradient of equations (4) and (5), respectively.

Applications of generalized barycentric coordinates to finite element methods have primarily focused on scalar-valued PDE problems \([37, 43, 48, 49, 55]\). By incorporating gradients of the \( \lambda_i \) functions, we can exploit the above identities to build functions for vector-valued problems.

2.3 Whitney forms

Let \( m \) be a convex \( n \)-dimensional polytope in \( \mathbb{R}^n \) with vertex set \( \{ v_i \} \) and an associated set of generalized barycentric coordinates \( \{ \lambda_i \} \). Define associated sets of index pairs and triples by

\[
E := \{(i, j) : v_i, v_j \in m\}, \tag{8}
\]

\[
T := \{(i, j, k) : v_i, v_j, v_k \in m\}. \tag{9}
\]

If \( m \) is a \textit{simplex}, the elements of the set

\[
\{\lambda_i \nabla \lambda_j - \lambda_j \nabla \lambda_i : (i, j) \in E\}
\]

are called \textbf{Whitney 1-forms} and are part of a more general construction \([54]\), which we now present. Again, if \( m \) is a \textit{simplex}, the \textbf{Whitney \( k \)-forms} are elements of the set

\[
\left\{ k! \sum_{i=0}^k (-1)^i \lambda_{j_0} \wedge \ldots \wedge \widehat{d\lambda_{j_i}} \wedge \ldots \wedge d\lambda_{j_k} \right\}, \tag{10}
\]

where \( j_0, \ldots, j_k \) are indices of vertices of \( m \). Up to sign, this yields a set of \( \binom{n+1}{k+1} \) distinct functions and provides a local basis for \( P^{-1}_1 \Lambda^k \) \([3]\).
We now generalize these definitions to the case where \( m \) is non necessarily a simplex. For any \((i,j) \in E\), define a generalized Whitney 1-form on \( m \) by
\[
W_{ij} := \lambda_i \nabla \lambda_j - \lambda_j \nabla \lambda_i.
\] (11)
If \( n = 3 \), then for any \((i,j,k) \in T\), define a generalized Whitney 2-form on \( m \) by
\[
W_{ijk} := (\lambda_i \nabla \lambda_j \times \nabla \lambda_k) + (\lambda_j \nabla \lambda_k \times \nabla \lambda_i) + (\lambda_k \nabla \lambda_i \times \nabla \lambda_j).
\] (12)
Note that \( W_{ii} = 0 \) and if \( i, j, \) and \( k \) are not distinct then \( W_{ijk} = 0 \).

Whitney forms have natural interpretations as vector fields when \( k = 1 \) or \( n - 1 \). Interpolation of vector fields requires less data regularity than the canonical scalar interpolation theory using nodal values. Averaged interpolation developed for scalar spaces [15, 45] has been extended to families of spaces from finite element exterior calculus [14]. Recent results on polygons and polyhedra can be extended to less regular data with average interpolation following the framework in [40], based on affine invariance of the coordinates.

3 Global Continuity Results

We first present results about the global continuity properties of vector-valued functions defined in terms of generalized barycentric coordinates and their gradients over meshes of \( n \)-dimensional polytopes in \( \mathbb{R}^n \) with \( n = 2 \) or \( 3 \). When we say that a function is defined ‘piecewise with respect to a mesh,’ we mean that the definition of the function on the interior of a mesh element depends only on geometrical properties of the element (as opposed to depending on adjacent elements, for instance). We begin with a general result about global continuity in such a setting.

**Proposition 3.1.** Fix a mesh \( M \) of \( n \)-dimensional polytopes in \( \mathbb{R}^n \) with \( n = 2 \) or \( 3 \). Let \( u \) be a vector field defined piecewise with respect to \( M \). Let \( f \) be a face of codimension 1 with \( u_1, u_2 \) denoting the values of \( u \) on \( f \) as defined by the two \( n \)-dimensional mesh elements sharing \( f \). Write \( u_i = T_i(u_i) + N_i(u_i) \) where \( T_i(u_i) \) and \( N_i(u_i) \) are the vector projections of \( u_i \) onto \( f \) and its outward normal, respectively.

(i.) If \( T_i(u_1) = T_i(u_2) \) for all \( f \in M \) then \( u \in H(\text{curl}, M) \).

(ii.) If \( N_i(u_1) = N_i(u_2) \) for all \( f \in M \) then \( u \in H(\text{div}, M) \).

A proof of Proposition 3.1 can be found in [26, Section 2.4], based on the presentation in the textbook by Ern and Guermond [18, Section 1.4].

**Proposition 3.2.** Let \( m \) be a convex \( n \)-dimensional polytope in \( \mathbb{R}^n \) with vertex set \( \{v_i\}_{i \in I} \) and an associated set of generalized barycentric coordinates \( \{\lambda_i\} \). Let \( f \) be a face of \( m \) of codimension 1 whose vertices are indexed by \( J \subseteq I \). If \( k \not\in J \) then \( \lambda_k \equiv 0 \) on \( f \) and \( \nabla \lambda_k \) is normal to \( f \) on \( f \), pointing inward.

**Proof.** Fix a point \( x_0 \in m \). Observe that \( \sum_{i \in I} v_i \lambda_i(x_0) \) is a point in \( m \) lying in the interior of the convex hull of those \( v_i \) for which \( \lambda_i(x_0) > 0 \). By (5), this summation is equal to \( x_0 \). Hence, if \( x_0 \in f \), then \( \lambda_k \equiv 0 \) on \( f \) unless \( k \in J \), proving the first claim. The same argument implies that for any \( k \not\in J \), \( f \) is part of the zero level set of \( \lambda_k \), meaning \( \nabla \lambda_k \) is orthogonal to \( f \) on \( f \). In that case, \( \nabla \lambda_k \) points inward since \( \lambda_k \) has support inside \( m \) but not on the other side of \( f \).
Our first result about global concerns functions of the form $\lambda_i \nabla \lambda_j$, where $i$ and $j$ are indices of vertices belonging to at least one fixed mesh element $m$. Note that the vertices $v_i$ and $v_j$ need not define an edge of $m$.

**Theorem 3.3.** Fix a mesh $M$ of $n$-dimensional polytopes $\{m\}$ in $\mathbb{R}^n$ with $n = 2$ or $3$ and assign some ordering $v_1, \ldots, v_p$ to all the vertices in the mesh. Fix an associated set of generalized barycentric coordinates $\lambda_1, \ldots, \lambda_p$ where $\lambda_i$ is defined piecewise over the set of polytopes incident to $v_i$. Let

$$u \in \text{span} \{\lambda_i \nabla \lambda_j : \exists m \in M \text{ such that } v_i, v_j \in m\}.$$ 

Then $u \in H(\text{curl}, M)$.

**Proof.** Following the notation of Proposition 3.1, it suffices to show that $T_1(u_1) = T_1(u_2)$ for an arbitrary face $f \in M$ of codimension 1. Consider an arbitrary term $c_{ij} \lambda_i \nabla \lambda_j$ in the linear combination defining $u$. Observe that if $v_i \notin f$, then by Proposition 3.2, $\lambda_i \equiv 0$ on $f$ and hence $u \equiv 0$ on $f$. Further, if $v_j \notin f$, then $\nabla \lambda_j$ is orthogonal to $f$. Therefore, without loss of generality, we can reduce to the case where $v_i, v_j \in f$. Since $\lambda_i$ and $\lambda_j$ are both $C^0$ on $M$, their well-defined values on $f$ suffice to determine the projection of $\lambda_i \nabla \lambda_j$ to $f$. Since the choice of pair $ij$ was arbitrary, we have $T_1(u_1) = T_1(u_2)$, completing the proof.

**Remark 3.4.** When $n = 2$, we may replace $\lambda_i \nabla \lambda_j$ in the statement Theorem 3.3 by rot $\lambda_i \nabla \lambda_j$ and conclude that $u \in H(\text{div}, M)$. This is immediate since rot gives an isomorphism between $H(\text{curl})$ and $H(\text{div})$ in $\mathbb{R}^2$, as discussed in Section 2.1. When $n = 3$, we construct functions in $H(\text{div}, M)$ using triples of indices associated to vertices of mesh elements, according to the next result.

**Theorem 3.5.** Fix a mesh $M$ of polyhedra $\{m\}$ in $\mathbb{R}^3$ and assign some ordering $v_1, \ldots, v_p$ to all the vertices in the mesh. Fix an an associated set of generalized barycentric coordinates $\lambda_1, \ldots, \lambda_p$ where $\lambda_i$ is defined piecewise over the set of polyhedra incident to $v_i$. Let

$$u \in \text{span} \{\lambda_i \nabla \lambda_j \times \nabla \lambda_k : \exists m \in M \text{ such that } v_i, v_j, v_k \in m\}.$$ 

Then $u \in H(\text{div}, M)$.

**Proof.** Again following the notation of Proposition 3.1, it suffices to show that $N_1(u_1) = N_1(u_2)$ for an arbitrary face $f \in M$ of codimension one whose vertices are indexed by $J$. We will use the shorthand notation $\xi_{ijk} := \lambda_i \nabla \lambda_j \times \nabla \lambda_k$.

Consider an arbitrary term $c_{ijk} \xi_{ijk}$ in the linear combination defining $u$. We will first show that $\xi_{ijk}$ has a non-zero normal component on $f$ only if $i, j, k \in J$. If $i \notin J$ then $\lambda_i \equiv 0$ on $f$ by Proposition 3.2, making $\xi_{ijk} \equiv 0$ on $f$, as well. If $i \in J$ but $j, k \notin J$, then $\nabla \lambda_j$ and $\nabla \lambda_k$ are both normal to $f$ on $f$ by Proposition 3.2. Hence, their cross product is zero and again $\xi_{ijk} \equiv 0$ on $F$. If $i, j \in J$ but $k \notin J$ then again $\nabla \lambda_k \perp f$ on $f$. Since $\nabla \lambda_j \times \nabla \lambda_k \perp \nabla \lambda_k$, we conclude that $\xi_{ijk}$ has no normal component on $f$. The same argument holds for the case $i, k \in J, j \notin J$. The only remaining case is $i, j, k \in J$, proving the claim.

Thus, without loss of generality, we assume that $i, j, k \in J$. Since $\lambda_j$ and $\lambda_k$ are both $C^0$ on $M$, their well-defined values on $f$ suffice to determine the projection of $\nabla \lambda_j$ and $\nabla \lambda_k$ to $f$, which then uniquely defines the normal component of $\nabla \lambda_j \times \nabla \lambda_k$ on $f$. Since $\lambda_i$ is also $C^0$ on $M$, and the choice of $i, j, k$ was arbitrary, we have $N_1(u_1) = N_1(u_2)$, completing the proof.
4 Polynomial Reproduction Results

We now show how generalized barycentric coordinate functions $\lambda_i$ and their gradients can reproduce all the polynomial differential forms in $P_1 \Lambda^k$ and $P_{-1} \Lambda^k$ for $0 \leq k \leq n$ with $n = 2$ or $3$. The results for the functions $\lambda_i \nabla \lambda_j$ and $W_{ij}$ extend immediately to any value of $n \geq 2$ since those functions do not use any dimension-specific operators like $\times$ or rot.

**Theorem 4.1.** Fix $n \geq 2$. Let $m$ be a convex $n$-dimensional polytope in $\mathbb{R}^n$ with vertex set $\{v_i\}$. Given any set of generalized barycentric coordinates $\{\lambda_i\}$ associated to $m$,

$$\sum_{i,j} \lambda_i \nabla \lambda_j (v_j - v_i)^T = I, \quad (13)$$

where $I$ is the $n \times n$ identity matrix. Further, for any $n \times n$ matrix $A$,

$$\sum_{i,j} (A v_i \cdot v_j) (\lambda_i \nabla \lambda_j) = A x. \quad (14)$$

Thus, $\text{span} \{\lambda_i \nabla \lambda_j : v_i, v_j \in m\} \supseteq P_1 \Lambda^1(m)$.

**Proof.** From (4) - (7), we see that

$$\sum_{i,j} \lambda_i \nabla \lambda_j (v_j - v_i)^T = \left( \sum_{i} \lambda_i \right) \left( \sum_{j} \nabla \lambda_j v_j^T \right) - \left( \sum_{j} \nabla \lambda_j \right) \left( \sum_{i} \lambda_i v_i^T \right)$$

$$= 1(I^T) - 0(x^T) = I,$n

establishing (13). Similarly for (14), a bit of algebra yields

$$\sum_{i,j} (A v_i \cdot v_j) (\lambda_i \nabla \lambda_j) = \sum_{i,j} (\lambda_i \nabla \lambda_j) v_j^T A v_i = \sum_{i,j} \nabla \lambda_j v_j^T A v_i \lambda_i$$

$$= \left( \sum_{j} \nabla \lambda_j v_j^T \right) A \left( \sum_{i} v_i \lambda_i \right) = I^T A x = A x.$$

We have shown that any vector of linear polynomials can be written as a linear combination of $\lambda_i \nabla \lambda_j$ functions, hence the span of these functions contains the vector proxies for all elements of $P_1 \Lambda^1(m)$.

**Corollary 4.2.** Let $m$ be a convex polygon in $\mathbb{R}^2$ with vertex set $\{v_i\}$. Given any set of generalized barycentric coordinates $\{\lambda_i\}$ associated to $m$,

$$\sum_{i,j} \text{rot} \lambda_i \nabla \lambda_j (\text{rot}(v_j - v_i))^T = I, \quad (15)$$

where $I$ is the $2 \times 2$ identity matrix. Further, for any $2 \times 2$ matrix $A$,

$$\sum_{i,j} (-\text{rot} A v_i \cdot v_j) (\text{rot} \lambda_i \nabla \lambda_j) = A x. \quad (16)$$

Thus, $\text{span} \{\text{rot} \lambda_i \nabla \lambda_j : v_i, v_j \in m\} \supseteq P_1 \Lambda^1(m)$.
Proof. For (15), observe that for any \( \mathbf{w}, \mathbf{y} \in \mathbb{R}^2 \), \( \mathbf{w} \mathbf{y}^T = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \) implies \( \text{rot} \mathbf{w} (\text{rot} \mathbf{y})^T = \begin{bmatrix} d & -c \\ -b & a \end{bmatrix} \). Hence, the result follows immediately from (13). For (16), note \( \text{rot}^{-1} = -\text{rot} \mathbf{A} \). Using \( \mathbf{B} \) as the matrix in (14), we have

\[
\sum_{i,j} (\mathbf{Bv}_i \cdot \mathbf{v}_j) (\lambda_i \nabla \lambda_j) = \mathbf{B} \mathbf{x}
\]

Applying rot to both sides of the above yields the result. \( \square \)

**Theorem 4.3.** Let \( \mathbf{m} \) be a convex polyhedron in \( \mathbb{R}^3 \) with vertex set \( \{\mathbf{v}_i\} \). Given any set of generalized barycentric coordinates \( \{\lambda_i\} \) associated to \( \mathbf{m} \),

\[
\frac{1}{2} \sum_{i,j,k} \lambda_i \nabla \lambda_j \times \nabla \lambda_k ((\mathbf{v}_j - \mathbf{v}_i) \times (\mathbf{v}_k - \mathbf{v}_i))^T = \mathbb{I},
\]

where \( \mathbb{I} \) is the \( n \times n \) identity matrix. Further, for any \( n \times n \) matrix \( \mathbf{A} \),

\[
\frac{1}{2} \sum_{i,j,k} (\mathbf{Av}_i \cdot (\mathbf{v}_j \times \mathbf{v}_k)) (\lambda_i \nabla \lambda_j \times \nabla \lambda_k) = \mathbf{A} \mathbf{x}.
\]

Thus, \( \text{span} \{\lambda_i \nabla \lambda_j \times \nabla \lambda_k : \mathbf{v}_i, \mathbf{v}_j, \mathbf{v}_k \in \mathbf{m}\} \supseteq \mathcal{P}_1 \Lambda^2(\mathbf{m}) \).

*Proof.* We start with (17). First, observe that

\[
(\mathbf{v}_j - \mathbf{v}_i) \times (\mathbf{v}_k - \mathbf{v}_i) = \mathbf{v}_i \times \mathbf{v}_j + \mathbf{v}_j \times \mathbf{v}_k + \mathbf{v}_k \times \mathbf{v}_i.
\]

By (6), we have that

\[
\sum_{i,j,k} \lambda_i \nabla \lambda_j \times \nabla \lambda_k (\mathbf{v}_i \times \mathbf{v}_j)^T = \sum_{i,j} \lambda_i \left( \nabla \lambda_j \times \left( \sum_k \nabla \lambda_k \right) \right) (\mathbf{v}_i \times \mathbf{v}_j)^T = 0.
\]

A similar argument shows that replacing \( \mathbf{v}_i \times \mathbf{v}_j \) with \( \mathbf{v}_k \times \mathbf{v}_i \) also yields the zero matrix. Hence,

\[
\sum_{i,j,k} \lambda_i \nabla \lambda_j \times \nabla \lambda_k ((\mathbf{v}_j - \mathbf{v}_i) \times (\mathbf{v}_k - \mathbf{v}_i))^T = \sum_{i,j,k} \lambda_i \nabla \lambda_j \times \nabla \lambda_k (\mathbf{v}_j \times \mathbf{v}_k)^T
\]

\[
= \sum_i \lambda_i \sum_{j,k} (\nabla \lambda_j \times \nabla \lambda_k) (\mathbf{v}_j \times \mathbf{v}_k)^T
\]

\[
= \sum_{j,k} (\nabla \lambda_j \times \nabla \lambda_k) (\mathbf{v}_j \times \mathbf{v}_k)^T.
\]

To simplify this further, we use the Kronecker delta symbol \( \delta_{i_1 i_2 i_3} \) and the 3D Levi-Civita symbol \( \varepsilon_{i_1 i_2 i_3} \). It suffices to show that the entry in row \( r \), column \( c \) of the matrix \( \sum_{j,k} (\nabla \lambda_j \times \nabla \lambda_k) (\mathbf{v}_j \times \mathbf{v}_k)^T \) is \( 2\delta_{rc} \). We see that

\[
\left[ \sum_{j,k} (\nabla \lambda_j \times \nabla \lambda_k) (\mathbf{v}_j \times \mathbf{v}_k)^T \right]_{rc} = \sum_{j,k} \varepsilon_{rtm}(\nabla \lambda_j)_r (\nabla \lambda_k)_m \varepsilon_{cpq}(\mathbf{v}_j)_p (\mathbf{v}_k)_q
\]

\[
= \varepsilon_{rtm} \varepsilon_{cpq} \sum_j (\mathbf{v}_j)_p (\nabla \lambda_j)_r \sum_k (\mathbf{v}_k)_q (\nabla \lambda_k)_m
\]

\[
= \varepsilon_{rtm} \varepsilon_{cpq} \delta_{tp} \delta_{mq}.
\]
Further, for any vector \( a \),

\[
\epsilon_{r\ell m}\epsilon_{cpq}\delta_{\ell p}\delta_{mq} = \epsilon_{r\ell m}\epsilon_{c\ell m} = 2\delta_{rc},
\]
as desired. For (18), observe that

\[
\sum_{i,j,k}(\lambda_i \nabla \lambda_j \times \nabla \lambda_k)(\nabla \lambda_j \times \nabla \lambda_k) = \left( \sum_{i} A \lambda_i \right) \cdot \sum_{j,k}(\nabla \lambda_j \times \nabla \lambda_k)(\nabla \lambda_j \times \nabla \lambda_k)
\]

\[
= \sum_{j,k}(\nabla \lambda_j \times \nabla \lambda_k)(\nabla \lambda_j \times \nabla \lambda_k)^T \left( \sum_{i} A \lambda_i \right)
\]

\[
= 2 \mathbb{1} A \mathbf{x} = 2 A \mathbf{x}.
\]

Note that we used the proof of (17) to rewrite the sum over \( j, k \) as \( 2 \mathbb{1} \). We have shown that any vector of linear polynomials can be written as a linear combination of \( \lambda_i \nabla \lambda_j \times \nabla \lambda_k \) functions, hence the span of these functions contains the vector proxies for all elements of \( \mathcal{P}_1 \Lambda^2(m) \).

**Theorem 4.4.** Let \( m \) be a convex polygon in \( \mathbb{R}^2 \) with vertex set \( \{ \mathbf{v}_i \} \). Given any set of generalized barycentric coordinates \( \{ \lambda_i \} \) associated to \( m \),

\[
\frac{1}{2} \sum_{i,j,k} \lambda_i \nabla \lambda_j \cdot \mathbf{rot} \nabla \lambda_k ((\mathbf{v}_j - \mathbf{v}_i) \cdot \mathbf{rot} (\mathbf{v}_k - \mathbf{v}_i)) = 1.
\]

Further, for any vector \( a \in \mathbb{R}^2 \),

\[
\frac{1}{2} \sum_{i,j,k}(a^T \lambda_i \mathbf{v}_i ((\mathbf{v}_j \cdot \mathbf{rot} \mathbf{v}_k) (\lambda_i \nabla \lambda_j \cdot \mathbf{rot} \nabla \lambda_k)) = a^T \mathbf{x}.
\]

Thus, \( \text{span} \{ \lambda_i \nabla \lambda_j \cdot \mathbf{rot} \nabla \lambda_k : \mathbf{v}_i, \mathbf{v}_j, \mathbf{v}_k \in m \} \supseteq \mathcal{P}_1 \Lambda^2(m) \).

**Proof.** The proof is essentially identical to that of Theorem 4.3. First,

\[
(\mathbf{v}_j - \mathbf{v}_i) \cdot \mathbf{rot} (\mathbf{v}_k - \mathbf{v}_i) = \mathbf{v}_i \cdot \mathbf{rot} \mathbf{v}_j + \mathbf{v}_j \cdot \mathbf{rot} \mathbf{v}_k + \mathbf{v}_k \cdot \mathbf{rot} \mathbf{v}_i,
\]

and by (6),

\[
\sum_{i,j,k} \lambda_i \nabla \lambda_j \cdot \mathbf{rot} \nabla \lambda_k (\mathbf{v}_i \cdot \mathbf{rot} \mathbf{v}_j) = \sum_{i,j} \lambda_i \left( \nabla \lambda_j \cdot \mathbf{rot} \left( \sum_{k} \nabla \lambda_k \right) \right) (\mathbf{v}_i \cdot \mathbf{rot} \mathbf{v}_j) = 0.
\]

A similar argument shows that replacing \( \mathbf{v}_i \cdot \mathbf{rot} \mathbf{v}_j \) with \( \mathbf{v}_k \cdot \mathbf{rot} \mathbf{v}_i \) also yields zero. Hence as before,

\[
\sum_{i,j,k} \lambda_i \nabla \lambda_j \cdot \mathbf{rot} \nabla \lambda_k ((\mathbf{v}_j - \mathbf{v}_i) \cdot \mathbf{rot} (\mathbf{v}_k - \mathbf{v}_i))^T = \sum_{j,k} (\nabla \lambda_j \cdot \mathbf{rot} \nabla \lambda_k) (\mathbf{v}_j \cdot \mathbf{rot} \mathbf{v}_k)^T.
\]

Finally, the same argument holds using the 2D Levi-Civita symbol:

\[
\sum_{j,k} (\nabla \lambda_j \cdot \mathbf{rot} \nabla \lambda_k) (\mathbf{v}_j \cdot \mathbf{rot} \mathbf{v}_k) = \sum_{j,k} \epsilon_{\ell m}(\nabla \lambda_j)_\ell (\nabla \lambda_k)_m \epsilon_{pq}(\mathbf{v}_j)_p (\mathbf{v}_k)_q
\]

\[
= \epsilon_{\ell m} \epsilon_{pq} \sum_{j} (\mathbf{v}_j)_p (\nabla \lambda_j)_\ell \sum_{k} (\mathbf{v}_k)_q (\nabla \lambda_k)_m
\]

\[
= \epsilon_{\ell m} \epsilon_{pq} \delta_{lp} \delta_{mq} = \epsilon_{\ell m} \epsilon_{\ell m} = 2,
\]
establishing (19). For (20), observe that
\[
\sum_{i,j,k} \left( a^T v_i (v_j \cdot \text{rot} v_k) \right) (\lambda_i \nabla \lambda_j \cdot \text{rot} \nabla \lambda_k) = \left( \sum_i a^T v_i \lambda_i \right) \sum_{j,k} (v_j \cdot \text{rot} v_k) (\nabla \lambda_j \cdot \text{rot} \nabla \lambda_k) \\
= \sum_{j,k} (\nabla \lambda_j \cdot \text{rot} \nabla \lambda_k) (v_j \cdot \text{rot} v_k) \left( a^T \sum_i v_i \lambda_i \right) = 2a^T x.
\]

**Remark 4.5.** The proof of Theorem 4.4 can also be obtained by augmenting the 2D vectors and matrices with zeros to make 3D vectors and matrices and recognizing (19) as the element equality in the third row and third column of (17).

We also have polynomial reproduction results using the Whitney-like basis functions (11) and (12). Recall that \( \mathcal{H}_r \) denotes homogeneous polynomials of degree \( r \) and let \( M_{n \times n} \) denote \( n \times n \) matrices. We have the following theorems.

**Theorem 4.6.** Fix \( n \geq 2 \). Let \( \mathbf{m} \) be a convex \( n \)-dimensional polytope in \( \mathbb{R}^n \) with vertex set \( \{ v_i \} \) and an associated set of generalized barycentric coordinates \( \{ \lambda_i \} \). Then
\[
\sum_{i<j} W_{ij} (v_j - v_i)^T = I. \tag{21}
\]

Further, define a map \( \Phi : \mathcal{H}_1 \Lambda^1(\mathbb{R}^n) \to M_{n \times n} \) by
\[
\sum_{j=1}^n \left( \sum_{i=1}^n a_{ij} x_j \right) dx_i \mapsto \text{sign} (a_{ij}).
\]

Then for all \( \omega \in \mathcal{H}_0 \Lambda^2(\mathbb{R}^n) \),
\[
\sum_{i<j} (\Phi(\kappa \omega) v_i) \cdot (v_j - v_i) W_{ij} = (\Phi(\kappa \omega)) x. \tag{22}
\]

Thus, \( \text{span} \{ W_{ij} : v_i, v_j \in \mathbf{m} \} \supseteq \mathcal{P}_1^- \Lambda^1(\mathbf{m}) \).

**Proof.** For (21), we reorganize the summation and apply (13) to see that
\[
\sum_{i<j} W_{ij} (v_j - v_i)^T = \sum_{i<j} \lambda_i \nabla \lambda_j (v_j - v_i)^T - \sum_{i<j} \lambda_j \nabla \lambda_i (v_j - v_i)^T \\
= \sum_{i<j} \lambda_i \nabla \lambda_j (v_j - v_i)^T + \sum_{j<i} \lambda_i \nabla \lambda_j (v_j - v_i)^T \\
= \sum_{i,j} \lambda_i \nabla \lambda_j (v_j - v_i)^T = I.
\]

For (22), fix \( \omega \in \mathcal{H}_0 \Lambda^2(\mathbb{R}^n) \) and express it as
\[
\omega = \sum_{i<j} a_{ij} dx_i dx_j,
\]
for some coefficients \( a_{ij} \in \mathbb{R} \). Then

\[
\kappa \omega = \sum_{i<j} a_{ij}(x_i dx_j - x_j dx_i).
\]

The entries of the matrix \( \Phi(\kappa \omega) \) are thus given by

\[
[\Phi(\kappa \omega)]_{ij} = \begin{cases} 
\text{sign } (a_{ij}) & \text{if } i < j, \\
-\text{sign } (a_{ij}) & \text{if } i > j, \\
0 & \text{if } i = j.
\end{cases}
\] (23)

From (14), we have that

\[
\sum_{i,j} (\Phi(\kappa \omega) v_i) \cdot v_j \lambda_i \nabla \lambda_j = (\Phi(\kappa \omega)) \mathbf{x}, \quad \forall \omega \in \mathcal{H}_0 \Lambda^2(\mathbb{R}^n)
\]

Since \( \Phi(\kappa \omega) \) is anti-symmetric by (23), we have that

\[
\sum_{i,j} (\Phi(\kappa \omega) v_i) \cdot v_j \lambda_i \nabla \lambda_j = \sum_{i<j} (\Phi(\kappa \omega) v_i) \cdot v_j \lambda_i \nabla \lambda_j + \sum_{j<i} (\Phi(\kappa \omega) v_i) \cdot v_j \lambda_i \nabla \lambda_j
\]

\[
= \sum_{i<j} (\Phi(\kappa \omega) v_i) \cdot v_j \mathcal{W}_{ij}.
\]

We have shown that any vector proxy of an element of \( \mathcal{P}_0 \Lambda^1(m) \) or \( \kappa \mathcal{H}_0 \Lambda^2(m) \) can be written as a linear combination of \( \mathcal{W}_{ij} \) functions. By (1), we conclude that the span of the \( \mathcal{W}_{ij} \) functions contains the vector proxies for all elements of \( \mathcal{P}_0^{-1} \Lambda^1(m) \).

\[\blacksquare\]

**Corollary 4.7.** Let \( m \) be a convex polygon in \( \mathbb{R}^2 \) with vertex set \( \{v_i\} \). Given any set of generalized barycentric coordinates \( \{\lambda_i\} \) associated to \( m \),

\[
\sum_{i<j} \text{rot } \mathcal{W}_{ij} \text{rot}(v_j - v_i)^T = \mathbb{I},
\] (24)

where \( \mathbb{I} \) is the \( 2 \times 2 \) identity matrix. Further,

\[
\sum_{i<j} ((\text{rot } v_i) \cdot v_j) \text{rot } \mathcal{W}_{ij} = \mathbf{x}.
\] (25)

Thus, \( \text{span } \{\text{rot } \mathcal{W}_{ij} : v_i, v_j \in m\} \supseteq \mathcal{P}_0^{-1} \Lambda^1(m) \).

**Proof.** By the same argument as the proof of (15) in Corollary 4.2, the identity (24) follows immediately from (21). For (25), observe that setting \( \omega := 1 \in \mathcal{H}_0 \Lambda^2(\mathbb{R}^2) \), we have that \( \Phi(\kappa \omega) = \text{rot} \). Therefore, (22) implies that

\[
\sum_{i<j} (\text{rot } v_i) \cdot v_j \mathcal{W}_{ij} = \text{rot } \mathbf{x}.
\]

Applying \( \text{rot} \) to both sides of the above equation completes the proof. \[\blacksquare\]
Theorem 4.8. Let \( m \) be a convex polyhedron in \( \mathbb{R}^3 \) with vertex set \( \{v_i\} \) and an associated set of generalized barycentric coordinates \( \{\lambda_i\} \). Then

\[
\sum_{i<j<k} W_{ijk} ((v_j - v_i) \times (v_k - v_i))^T = I,
\]

(26)

and

\[
\sum_{i<j<k} (v_i \cdot (v_j \times v_k)) W_{ijk} = \mathbf{x}.
\]

(27)

Thus, \( \text{span} \{W_{ijk} : v_i, v_j, v_k \in m\} \supseteq P_1 \Lambda^2(m) \).

Proof. We adopt the shorthand notations

\[
\xi_{ijk} := \lambda_i \nabla \lambda_j \times \nabla \lambda_k, \quad z_{ijk} := (v_j - v_i) \times (v_k - v_i), \quad v_{ijk} := v_i \cdot (v_j \times v_k).
\]

For (26), we re-write (17) as

\[
\sum_{i,j,k} \xi_{ijk} z_{ijk}^T = 2I.
\]

Observe that \( \xi_{ijk} z_{ijk}^T = (-\xi_{ikj})(-z_{ikj})^T = \xi_{ikj} z_{ikj}^T \) and \( z_{ijk} = 0 \) if \( i, j, k \) are not distinct. Thus,

\[
2I = \sum_{i<j<k} \xi_{ijk} z_{ijk}^T + \sum_{k<i<j} \xi_{ikj} z_{ikj}^T.
\]

The two summations have different labels for the indices but are otherwise identical. Therefore,

\[
I = \sum_{i<j<k} \xi_{ijk} z_{ijk}^T + \sum_{k<i<j} \xi_{ijk} z_{ijk}^T + \sum_{j<k<i} \xi_{ijk} z_{ijk}^T
\]

\[
= \sum_{i<j<k} \xi_{ijk} z_{ijk}^T + \xi_{jki} z_{jki}^T + \xi_{kij} z_{kij}^T
\]

\[
= \sum_{i<j<k} (\xi_{ijk} + \xi_{jki} + \xi_{kij}) z_{ijk}^T
\]

\[
= \sum_{i<j<k} W_{ijk} ((v_j - v_i) \times (v_k - v_i))^T.
\]

For (27), we take \( A \) as the identity, and re-write (18) as

\[
\sum_{i,j,k} v_{ijk} \xi_{ijk} = 2\mathbf{x}.
\]

Observe that \( v_{ijk} \xi_{ijk} = (-v_{ikj})(-\xi_{ikj}) = v_{ikj} \xi_{ikj} \) and \( v_{ijk} = 0 \) if \( i, j, k \) are not distinct. Thus,

\[
2\mathbf{x} = \sum_{i<j<k} v_{ijk} \xi_{ijk} + \sum_{i<k<j} v_{ikj} \xi_{ikj}.
\]
The rest of the argument follows similarly, yielding

\[ x = \sum_{i<j<k} v_{ijk} \xi_{ijk} + \sum_{k<i<j} v_{ijk} \xi_{ijk} + \sum_{j<k<i} v_{ijk} \xi_{ijk} = \sum_{i<j<k} (v_i \cdot (v_j \times v_k)) W_{ijk}. \]

Note that \( \mathcal{H}_0 \Lambda^3(\mathfrak{m}) \) is generated by the volume form \( \eta = dx dy dz \) and that \( \kappa \eta \) has vector proxy \( x \). Thus, by (1), we have shown that the span of the \( W_{ijk} \) functions contains the vector proxy of any element of \( P_1^+ \Lambda^2(\mathfrak{m}) \).

Remark 4.9. There are some additional constructions in this same vein that could be considered. On a polygon in \( \mathbb{R}^2 \), we can define \( W_{ijk} \) in the same way as (12), interpreting \( \times \) as the two dimensional cross product. Likewise, on a polyhedron in \( \mathbb{R}^3 \), we can define \( W_{ijkl} \) according to formula (10), yielding functions that are summations of terms like \( \lambda_i (\nabla \lambda_j \cdot (\nabla \lambda_k \times \nabla \lambda_l)) \). These constructions will yield the expected polynomial reproduction results, yet they are not of practical interest in finite element contexts, as we will see in the next section.

5 Polygonal and Polyhedral Finite Element Families

Let \( \mathcal{M} \) be a mesh of convex \( n \)-dimensional polytopes \( \{\mathfrak{m}\} \) in \( \mathbb{R}^n \) with \( n = 2 \) or \( 3 \) and assign some ordering \( \mathfrak{v}_1, \ldots, \mathfrak{v}_p \) to all the vertices in the mesh. Fix an associated set of generalized barycentric coordinates \( \lambda_1, \ldots, \lambda_p \) where \( \lambda_i \) is defined piecewise over the set of polytopes incident to \( \mathfrak{v}_i \). In Table 1, we list all the types of scalar-valued and vector-valued functions that we have defined this setting. When used over all elements in a mesh of polygons or polyhedra, these functions have global continuity and polynomial reproduction properties as indicated in the table.

These two properties – global continuity and polynomial reproduction – are essential and intertwined necessities in the construction of \( H^k \Lambda^k \)-conforming finite element methods on any type of domain mesh. Global continuity of type \( H^k \Lambda^k \) ensures that the piecewise-defined approximate solution is an element of the function space \( H^k \Lambda^k \) in which a solution is sought. Polynomial reproduction of type \( P_1^+ \Lambda^k \) or \( P_1^- \Lambda^k \) ensures that the error between the true solution and the approximate solution decays linearly with respect to the maximum diameter of a mesh element, as measured in \( H^k \Lambda^k \) norm. On meshes of simplicial elements, the basis functions listed in Table 1 are known and often used as local bases for the corresponding classical finite element spaces listed in Table 2, meaning our approach recapitulates known methods on simplicial meshes.

Relation to polygonal serendipity elements. As a brief aside, consider the scalar bi-quadratic element on rectangles, which has nine degrees of freedom: one associated to each vertex, one to each edge midpoint, and one to the center of the square. It has long been known that the ‘serendipity’ element, which has only the eight degrees of freedom associated to the vertices and edge midpoints of the rectangle, is also an \( H^1 \)-conforming, quadratic order method. In this case, polynomial reproduction requires the containment of \( P_2 \Lambda^0(\mathfrak{m}) \) in the span of the basis functions, meaning at least six functions are required per element \( \mathfrak{m} \in \mathcal{M} \). To ensure global continuity of \( H^1 \), however, the method must agree ‘up to quadratics’ on each edge, which necessitates the eight degrees of freedom associated to the boundary. Therefore, the serendipity space associated to the scalar bi-quadratic element on a rectangle has dimension eight.

In a previous work [42], we generalized this ‘serendipity’ reduction to \( P_2 \Lambda^0(\mathcal{M}) \) where \( \mathcal{M} \) is a mesh of strictly convex polygons in \( \mathbb{R}^2 \). For a simple polygon with \( n \) vertices (and thus \( n \) edges),
Table 3: Dimension counts relevant to serendipity-style reductions in basis size. Here, \(v\) and \(e\) denote the number of vertices and edges in the polygonal element \(m\). The column ‘# construction’ gives the number of basis functions we define (cf. Table 1), ‘# boundary’ gives the number of basis functions related to inter-element continuity, and ‘# polynomial’ gives the dimension of the contained space of polynomial differential forms.

Polynomial reproduction still only requires 6 basis functions, while global continuity of \(H^1\) still requires reproduction of quadratics on edges, leading to a total of \(2n\) basis functions required per element \(m \in \mathcal{M}\). Given a convex polygon, our approach takes the \(n + \binom{n}{2}\) pairwise products of all the \(\lambda_i\) functions and forms explicit linear combinations to yield a set of \(2n\) basis functions with the required global \(H^1\) continuity and polynomial reproduction properties.

**Reduction of basis size.** A similar reduction procedure can be applied to the polygonal and polyhedral spaces described in Table 1. A key observation is that the continuity results of Theorems 3.3 and 3.5 only rely on the agreement of basis functions whose indices are of vertices on a shared boundary edge (in 2D) or face (in 3D). For example, if vertices \(v_i\) and \(v_j\) form the edge of a polygon in a 2D mesh, \(H(\text{curl}, \mathcal{M})\) continuity across the edge comes from identical tangential contributions in the \(\lambda_i \nabla \lambda_j\) and \(\lambda_j \nabla \lambda_i\) functions from either element containing this edge and zero tangential contributions from all other basis functions. Thus, basis functions whose indices do not belong to a single polygon edge (in 2D) or polyhedral face (in 3D) do not contribute to inter-element continuity, allowing the basis size to be reduced.

To quantify the extent to which the bases we have defined could be reduced without affecting the global continuity properties, we count the number of functions associated with codimension 1 faces for each space considered. For a polygon in 2D, the results are summarized in Table 3. The \(k = 0\) case is optimal in the sense that every basis function \(\lambda_i\) contributes to the \(H^1\)-continuity in some way, meaning no basis reduction is available. In the \(k = 1\) cases, the number of basis functions we construct is quadratic in the number of vertices, \(v\), of the polygon, but the number associated with the boundary is only linear in the number of edges, \(e\). Since \(e = v\) for a simple polygon, this suggests a basis reduction procedure would be both relevant and useful; the description of such a reduction will be the focus of a future work. In the \(k = 2\) cases, our procedure constructs \(O(v^3)\) basis functions but no inter-element continuity is required; in these cases, a discontinuous Galerkin or other type of finite element method would be more practical.

For a polyhedron \(m\) in 3D, the results are summarized in Table 4. As in 2D, the basis for
| n | k | space | # construction | # boundary | # polynomial |
|---|---|---|---|---|---|
| 3 | 0 | $\mathcal{P}_1\Lambda^0(m)/\mathcal{P}_0^-\Lambda^1(m)$ | $v$ | $v$ | 4 |
| 1 | | $\mathcal{P}_1\Lambda^1(m)$ | $v(v-1)$ | $\left( \sum_{a=1}^{f} v_a(v_a - 1) \right) - 2e$ | 12 |
| | | $\mathcal{P}_1^-\Lambda^1(m)$ | $\binom{v}{2}$ | $\left( \sum_{a=1}^{f} \frac{v_a}{2} \right) - e$ | 6 |
| 2 | | $\mathcal{P}_1\Lambda^2(m)$ | $\frac{v(v-1)(v-2)}{2}$ | $\sum_{a=1}^{f} \frac{v_a(v_a - 1)(v_a - 2)}{2}$ | 12 |
| | | $\mathcal{P}_1^-\Lambda^2(m)$ | $\binom{v}{3}$ | $\sum_{a=1}^{f} \binom{v}{3}$ | 4 |
| 3 | | $\mathcal{P}_1\Lambda^3(m)$ | $\frac{v(v-1)(v-2)(v-3)}{6}$ | 0 | 4 |
| | | $\mathcal{P}_1^-\Lambda^3(m)$ | $\binom{v}{4}$ | 0 | 1 |

Table 4: The $n = 3$ version of Table 3. Here, $f$ denotes the number of faces on a polyhedral element $m$ and $v_a$ denotes the number of vertices on a particular face $f_a$. The entries of the ‘# boundary’ column are determined by counting functions associated to each face of the polyhedron and, in the $k = 1$ cases, accounting for double-counting by subtraction.

the $k = 0$ case cannot be reduced while the bases for the $k = n$ cases would not be practical for implementation since no inter-element continuity is required. In the $k = 1$ cases, the number of basis functions we construct is again quadratic in $v$, while the number of basis functions required for continuity can be reduced for non-simplicial polyhedra. For instance, if $m$ is a hexahedron, our construction for $\mathcal{P}_1\Lambda^1$ gives 56 functions but only 48 are relevant to continuity; in the $\mathcal{P}_1^-\Lambda^1$ case, we construct 28 functions but only 20 are relevant to continuity. In the $k = 2$ cases, a similar reduction is possible for non-simplicial polyhedra. Again in the case of a hexahedron, we construct 168 functions for $\mathcal{P}_1\Lambda^1$ and 56 functions for $\mathcal{P}_1^-\Lambda^1$, but the elements require only 72 and 24 functions, respectively, for inter-element continuity. In future work, we will explore whether such reductions could be carried out without affecting the polynomial reproduction properties.

An additional line of inquiry along these lines is the derivation of geometry-independent bounds on reduced bases. While Sobolev-norm estimates on the original basis can be directly inferred from bounds on the underlying generalized barycentric coordinates, a serendipity-style reduction requires further analysis to ensure that the coefficients of the linear combinations used can be bounded uniformly over the geometric class of elements considered. In practice, a least-squares solution for constructing the optimal matrix is straightforward to implement, e.g. [47], but rigorous analysis of robustness will require an explicit construction of the reduction processes.

Relating to mimetic and virtual element methods Similar to the mimetic finite difference method [8, 5, 11], the recently developed virtual element method [16] considers the linear system $Ku_h = f$ that is used to compute the finite element solution $u_h$ on a mesh of polygons or polyhedra.
In a first order method for the Poisson equation on a mesh of polygons, the entries of matrix $\mathbb{K}$ have the form

$$\mathbb{K}_{ij} = \int_{\mathcal{M}} \nabla \lambda_i \cdot \nabla \lambda_j,$$

where $\lambda_i$ are the harmonic generalized barycentric coordinates associated to the mesh. Integrating by parts gives a boundary integral that can be approximated up to a desired accuracy using Gauss-Lobatto quadrature points. This approach is shown to be consistent, meaning it recovers linear polynomial data exactly, and stable, meaning the discrete norm associated with the method is equivalent to the continuous norm for the problem. First order implementations of the virtual element method have been applied to problems in plate bending [12] and linear elasticity in 2D [17] and 3D [25]. We expect that the explicit basis functions constructed for polygonal and polyhedral elements here will inform the implementation of new types of vector-valued virtual element methods.
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