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ABSTRACT. In this article, we consider the implications of unobservable subspaces in the construction of a Kalman filter. In particular, we consider dynamical systems which are invariant with respect to a group action, and which are therefore unobservable in the group direction. We obtain reduced propagation and measurement equations that are invariant with respect to the group action, and we decompose the state space into unobservable and observable parts. Based on the decomposition, we propose a reduced Bayesian inference method, which exhibits superior accuracy for orientation and position estimation, and that is more robust to large measurement noise.

1. INTRODUCTION

Kalman filters are widely used in practical state estimation problems, including SLAM (Simultaneous Localization and Mapping). This is primarily due to its conceptual simplicity and the low computational complexity compared to optimization based methods. Various types of sensors are used for localization tasks, including GPS, odometry, inertial measurement units (IMU), cameras, Light Detection and Ranging (LIDAR), and so on, and the specific choice of sensors used depends on the application. Kalman filters have been successfully applied to Visual Odometry (VO) [2], Visual Inertial Odometry (VIO) [12], and more recently, to autonomous driving cars, where information from multiple sensors (GPS, odometry, IMU, and cameras) and HD maps are integrated together to yield a more robust and accurate result.

A Kalman filter is derived based on the assumptions that the probability distribution is Gaussian and the dynamics are linear. However, practical models generally involve nonlinear dynamics and non-Gaussian distributions, and for such applications, Kalman filters are less accurate than optimization based methods.

There have been ongoing efforts to improve the performance of Kalman filters. The unscented Kalman filter (UKF) [14] is used to reduce the local linearization error of the extended Kalman filter (EKF); inverse depth parametrization [11] is used to represent the three-dimensional spatial location of feature points recognized by camera, as a Gaussian distribution on Euclidean space about a feature point’s position does not model its depth uncertainty well; the multi-state constraint Kalman filter (MSCKF) [12] method only maintains a sliding window of historic camera poses, and removes feature points from the state space. Multiple views of the same feature point gives a constraint on the state variable, and serves as measurement. Such an approach can be viewed as an attempt to further relax the assumption that the uncertainty in the feature point positions are described by Gaussian distributions and thereby improve the algorithm’s performance.

There is also an effort to improve the consistency of the Kalman filter by taking into account the issue of observability. The EKF does not respect the observability properties of the underlying continuous control system, which is believed to be a major source of inconsistency in the state estimate. It is hoped that by correctly incorporating the observability property into the construction of the algorithm, the consistency and hence accuracy of the method will be improved. An example of this phenomena is given in [7], where a stationary robot measured the relative position of new landmarks multiple times, and the covariance of robot’s pose estimate becomes smaller over time. This is contrary to our intuition, as the the robot is static and therefore new landmarks do not provide new information about the robot’s pose, and re-observation of these landmarks should not affect robot’s own pose estimation. So, the pose of the robot is unobservable given such measurements, but the algorithm mistakenly treats it as an observable variable.

This phenomena has been studied in depth using observability analysis [4]. It turns out three dimensions of the state space, i.e., the robot’s position and its orientation, are unobservable to odometry and camera measurements, while for the linearized discrete model, only two dimensions (the robot’s position) remain unobservable. This was addressed by considering two modifications, one is the special transition
matrix $\Phi(\hat{x}_{k+1}, \hat{x}_k)$ that depends on $\hat{x}_k$ (modified state value at $k$-th step) and $\hat{x}_{k+1}$ (predicted state value at $(k+1)$-th step). If we denote the unobservable subspace at $\hat{x}_k$ by $\mathcal{N}_k$, then after the measurement update, $\Phi(\hat{x}_{k+1}, \hat{x}_k)\mathcal{N}_k$ is still perpendicular to $dh(\hat{x}_{k+1})$. More importantly, this transition matrix satisfies $\Phi(x_{k+2}, x_k) = \Phi(x_{k+2}, x_k)\mathcal{N}_k = \Phi(x_{k+2}, x_k)\mathcal{N}_k \perp dh(x_{k+1})$, which means the unobservable subspace remains unobservable during the propagation, which is a discrete version of the invariance property satisfied by the continuous control system. However, since the Kalman filter is implemented by alternating propagation and measurement update, the Jacobians are calculated at both $\hat{x}_k$ and $\hat{x}_k$, and as a consequence, property (1) no longer holds; based on this observation, the other modification is the First Estimate Jacobian (FEJ) framework, where Jacobians are evaluated on the first ever available estimate of all the state variables so to make property (1) hold again. Later, a revised technique termed observability constrained (OC)-EKF [5] was proposed to not only guarantee the desired observability property but also to minimize the expected errors of the linearization points. These techniques were combined with the MSCKF method to obtain MSCKF2.0 [9], which is an efficient algorithm that claims to have performance no worse than optimization-based methods.

In this paper, we try to approach the observability problem from a different perspective. Notice that the Kalman filter is composed of alternating propagation and measurement update steps. While the propagation step is simply a discretization of underlying stochastic differential equation, the measurement update step is essentially Bayesian inference. Such a measurement update step does not exist in the continuous control system when we perform observability analysis, so the propagation of system is “interrupted” at each step, so forcing this discrete system to mimic the observability property of the continuous system is somewhat artificial. Since the measurement update step is essentially Bayesian inference, we would try to solve the observability problem at this step from the perspective of probability theory. The main idea is that by viewing the unobservability of the system as an invariance with respect to a group action, the state space can be decomposed into unobservable and observable parts explicitly, $x = (x_N, x_O)$. As in the case of symmetry reduction in geometric mechanics, we can obtain reduced equations that only involve the reduced (or observable) variables, and the propagation and measurement equations will be expressed only in terms of the observable variables $x_O$. We claim that in order to keep $x_N$ unobservable during the algorithm, i.e., avoid introducing spurious information from measurements to $x_N$, Bayesian inference should only be employed on the $x_O$ part, which yields a reduced measurement model. Mathematically, it means, for a probability distribution $p(x_N, x_O)$, which can be factored into

$$p(x_N, x_O) = p(x_O) \cdot p(x_N \mid x_O),$$

the conditional distribution $p(x_N \mid x_O)$ shall remain unchanged during the measurement update, and only $p(x_O)$ can be improved by the reduced measurement. So after the measurement update

$$\overline{p}(x_N, x_O) = \overline{p}(x_O) \cdot p(x_N \mid x_O),$$

where $\overline{p}(x_O)$ is the improved distribution for the observable variables. Even though measurement is not applied directly to $x_N$, improvement in the estimation of $x_O$ helps to improve the estimation of $x_N$ implicitly via the conditional probability $p(x_N \mid x_O)$, which is a consequence of the correlation between $x_N$ and $x_O$. A geometric picture may help to understand this, the unobservable subspaces are tangent spaces to a collection of submanifolds in state space, and $x_N$ denotes the degrees of freedom on these submanifold. Each point on a given submanifold will yield the same measurement results. The $x_O$ indicates which submanifold the state is in, and the different submanifolds are distinguishable using the measurement data. Suppose we have a probability distribution on state space, if we are more certain about $x_O$, i.e., which submanifold we are in, it also improves our estimate about $x_N$ as long as they are not independent. By using this framework, the inconsistency counterexample in [4] is naturally avoided. In that case, the unobservable variables are $x_N = (p, \theta)$, the position and orientation of robot, and the observable variables are $x_O = (z_1, z_2, \ldots, z_N)$, where $z_i$ is the relative position of $i$-th feature point. When new features are observed, new $z_i$ will be appended to the state variables, and they are independent from the old state variables. As long as the robot remains static, i.e., no propagation of the uncertainty is performed, no matter how often we re-observe these feature points and improve their relative position estimation, it will not affect the pose of the robot itself.

In Section 2 we review the planar robot model from [5], together with its observability property. We stress the use of group actions to characterize unobservable subspaces. In Section 3 we discuss how to obtain
a reduced control system by considering the invariant group action, and how to decompose the planar robot system into the $x_N$ and $x_0$ parts. In Section 4, we choose an appropriate Riemannian structure for the new coordinate system, and implement reduced Bayesian inference (2) for the Gaussian distribution. Numerical experiments are given in Section 5, where straight line, circle and general trajectories are tested, and the reduced EKF method demonstrates superior performance when compared to the classical EKF and FE-EKF method.

2. Background

A planar robot is considered, equipped with odometry and cameras, navigating in an unknown environment. The odometry measures local velocity and angular velocity of the robot, while cameras detect feature points and measure their relative position to the robot. To make the notation simple and the numerical simulation easier to implement, we assume that the robot is equipped with binocular cameras, thus at each instant, measurements from two cameras will be combined to give an estimate of the relative position of feature points, and this serves as our measurement. Fix a global frame, and assign an intrinsic frame \{e_1, e_2\} to the robot. The robot pose is denoted by \((p, \theta)\), where \(p\) is the global position of the robot, and \(\theta\) represents the relative angle from the global frame to the intrinsic frame. Thus, the intrinsic frame of the robot is given by
\[
\{e_1, e_2\} = R(\theta) = \begin{pmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{pmatrix}.
\]
The global position of feature points are denoted by \((p^f_1, p^f_2, \ldots, p^f_N)\), and together, they form the classical state space of this problem
\[
X = (p, \theta, p^f_1, p^f_2, \ldots, p^f_N).
\]
The total dimension of \(X\) is \(3 + 2N\), and this state space has the structure \(SE(2) \times \mathbb{R}^{2N}\), where \(SE(2)\) is the two-dimensional Euclidean group. Denote the local velocity and angular velocity measured using odometry by \(v\) and \(w\), and the relative position of the \(i\)-th feature point by \(z_i\). Then, the underlying continuous control system is given by
\[
\begin{aligned}
\dot{p} &= R(\theta)v, \\
\dot{\theta} &= w, \\
\dot{p}^f_i &= 0;
\end{aligned}
\]
and
\[
\begin{aligned}
z_i &= R(\theta)^T (p^f_i - p),
\end{aligned}
\]
where (3) is the propagation equation, and (4) is the measurement equation.

As we have already mentioned, there are three unobservable dimensions in this model, the robot position \(p\) and its orientation \(\theta\). There are two main ways to detect unobservable dimensions in a given control system. One is the observability rank criterion (3). Given a general affine control system
\[
\begin{aligned}
x' &= f(x) + \sum_{i=1}^{n} g_i(x)u_i, \\
z &= h(x),
\end{aligned}
\]
regard \(f(x), g_1(x), g_2(x), \ldots, g_n(x)\) as vector fields on the state space \(X\), then we construct the minimal dual distribution that is invariant under \(f(x), g_1(x), g_2(x), \ldots, g_n(x)\), which is given by
\[
\Omega = \langle f, g_1, g_2, \ldots, g_n | dh \rangle.
\]
This step involves repeated Lie derivative calculations, and is analogous to computing the observability matrix for constant linear systems. Its orthogonal distribution \(\Omega^\perp\), which is analogous to the null space of the observability matrix, defines the unobservable subspace for this system. There exists a corresponding local coordinate transformation \(\phi(x) = (x_1, x_2)\) to the distribution \(\Omega^\perp\), such that the system (2) can be
decomposed as follows

\[
\begin{align*}
x'_1 &= \mathcal{f}_1(x_1, x_2) + \sum_{i=1}^{n} g_{1i}(x_1, x_2) u_i, \\
x'_2 &= \mathcal{f}_2(x_2) + \sum_{i=1}^{n} g_{2i}(x_2) u_i, \\
z &= \mathcal{h}(x_2).
\end{align*}
\]

(6)

It is clear that the measurement only depends on the \(x_2\) part, and \(x_2\) evolves by itself, which is unaffected by \(x_1\). For any solution \((x(t), u(t), z(t))\) that satisfies the system (5), if we move the initial state \(x(t_0)\) along the unobservable submanifold that passes through it, i.e., by only changing the \(x_1\) part, the new trajectory corresponds to the same control \(u(t)\) and measurement \(z(t)\), and thus \(x_1\) is unobservable in this system. Any physical property of this system that is observable has to be independent of \(x_1\), in other words, has to be constant along each unobservable submanifold. It has been verified in [5] that for the system (3), (4),

\[
\Omega^\perp = N = \text{span} \begin{pmatrix} I_2 & J p \\ 0 & 1 \\ I_2 & J p_1^f \\ I_2 & J p_2^f \\ \vdots & \vdots \\ I_2 & J p_N^f \end{pmatrix}.
\]

(7)

where

\[
J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.
\]

The first two columns indicate that the robot position \(p\) is unobservable, and the third column indicates that the robot orientation is also unobservable.

The disadvantage of the observability rank criterion technique is it involves massive amounts of Lie derivative calculations. An easier way to detect unobservable dimensions is by invariant group actions. In classical mechanics, for Hamiltonian systems, we have the famous Noether’s theorem, which essentially relates symmetries to conserved quantities. For example, if the system is invariant under translation, then the total linear momentum is preserved by the system; if system is invariant under rotations, then the total angular momentum is also be preserved. A similar idea can be applied to observability analysis. If our control system is invariant under some group action, i.e., corresponds to the same control \(u(t)\) and measurement \(z(t)\), then we have discovered an unobservable dimension of this system. For the planar robot model, we can verify that under the following translation and rotation,

\[
\begin{align*}
p &\mapsto p + \Delta p, \\
\theta &\mapsto \theta, \\
p_i^f &\mapsto p_i^f + \Delta p;
\end{align*}
\]

(8)

stays the same. For each state \((p, \theta, p_1^f, p_2^f, \ldots, p_N^f)\), we can calculate the tangent subspace induced by the above group action. In particular, the translation action gives the first two columns of (7), the rotation action gives the third column of (7). It is sometimes natural to find these invariant group actions by physical intuition. Odometry measures local velocity and local angular velocity, while the camera measures relative position of feature points, as such, the information that they provide is “local” and cannot give constraints on the global pose. Global position can be measured by using GPS or if a map provides the absolute position of feature points. In the case of VIO, the IMU provides measurements of the local acceleration and angular velocity. Since the IMU measurement can detect the gravity direction, gravity breaks the full rotational symmetry, so only rotations around the gravity direction keep the system invariant, which indicates that the yaw angle is unobservable in VIO applications. The main disadvantage of the invariant group action technique as a method of characterizing unobservable dimensions is that we cannot determine if we have found all the unobservable dimensions.
We now describe the special transition matrix for (3) that satisfies the chain rule property (1). Let $v = v_m + n_v$, $w = w_m + n_w$, where $v_m, w_m$ are odometry measurements, and $n_v, n_w$ are measurement noise. A simple forward Euler integration of (3) gives
\begin{equation}
\begin{aligned}
    p_{k+1} &= p_k + \Delta t \cdot R(\theta_k)(v_m^{k+1} + n_v), \\
    \theta_{k+1} &= \theta_k + \Delta t \cdot (w_m^{k+1} + n_w), \\
    p'_{i,k+1} &= p'_{i,k},
\end{aligned}
\end{equation}
so, the nominal values are updated as follows
\begin{equation}
\begin{aligned}
    p_{k+1} &= p_k + R(\theta_k)\Delta d_{k+1}, \\
    \theta_{k+1} &= \theta_k + \Delta \theta_{k+1}, \\
    p'_{i,k+1} &= p'_{i,k},
\end{aligned}
\end{equation}
with $\Delta d_{k+1} = v_m^{k+1} \cdot \Delta t$, $\Delta \theta_{k+1} = w_m^{k+1} \cdot \Delta t$. The transition matrix for (10) is
\begin{equation}
    \Phi = \begin{pmatrix} I_2 & J R(\theta_k) \Delta d_{k+1} \\
                         0 & 1 \\
                       I_2N & 0 \end{pmatrix} = \begin{pmatrix} I_2 & J(p_{k+1} - p_k) \\
                         0 & 1 \\
                       I_2N & 0 \end{pmatrix} = \Phi(x_{k+1}, x_k),
\end{equation}
The derivative of the measurement (4) is given by
\begin{equation}
    dh_i(x) = (-R(\theta)^T, R(\theta)^T J^T(p'_i - p), 0, \ldots, R(\theta)^T \ldots)
= R(\theta)^T (-I_2, J^T(p'_i - p), 0, \ldots, I_2 \ldots),
\end{equation}
where $I_2$ appears at the $i$-th index of the feature points. We first check that $dh_i \cdot N = 0$, which is theoretically guaranteed; then the nullspace $N_k$ at $x_k$ after applying the transition matrix $\Phi(x_{k+1}, x_k)$ is
\begin{equation}
    \Phi(x_{k+1}, x_k) \cdot N_k = \begin{pmatrix} I_2 & J(p_{k+1} - p_k) \\
                         0 & 1 \\
                       I_2N & 0 \end{pmatrix} = \begin{pmatrix} I_2 & Jp_{k+1} \\
                         0 & 1 \\
                       I_2N & 0 \end{pmatrix},
\end{equation}
it is easy to verify that $dh_i(x_{k+1}) \cdot \Phi(x_{k+1}, x_k) \cdot N_k = 0$, since $p'_{i,k+1} = p'_{i,k}$. Finally, we can also verify that transition matrix $\Phi(x_{k+1}, x_k)$ (11) satisfies $\Phi(x_{k+2}, x_k) = \Phi(x_{k+2}, x_{k+1}) \cdot \Phi(x_{k+1}, x_k)$, so the chain rule property (1) is satisfied along the exact trajectory.

3. Geometric reduction

Given the state space $X$, and a general control system
\begin{equation}
\begin{aligned}
    x' &= f(x, u), \\
    z &= h(x),
\end{aligned}
\end{equation}
suppose we have a left Lie group action of $G$ on $X$, i.e., $G \times X \to X$, which keeps the system (12) invariant, i.e., for any $(x(t), u(t), z(t))$ that satisfies (12), $(g \cdot x(t), u(t), z(t))$ also satisfies (12) for $\forall g \in G$, i.e.,
\begin{equation}
\begin{aligned}
    (g \cdot x)' &= f(g \cdot x, u), \\
    z &= h(g \cdot x).
\end{aligned}
\end{equation}
For each point $x \in X$, $\forall \xi \in \mathfrak{g}$, where $\mathfrak{g}$ is the Lie algebra of $G$, the infinitesimal generator $\xi_X(x) = \frac{d}{dt}|_{t=0} \exp(\xi(t)) \cdot x$ gives one unobservable direction of $x$, and the orbit of $x$,
\begin{equation}
    \text{Orb}(x) = \{ g \cdot x \mid g \in G \},
\end{equation}
gives the unobservable submanifold that passes through $x$. This invariant group action on the control system allows us to perform reduction to express the system in terms of reduced variables on the quotient space $X/G$. This kind of reduction due to the presence of a continuous symmetry group arises in many disciplines.
In optimization, when objective function is invariant under a group action, the problem can be rephrased as an optimization problem on the quotient space \([1]\); also for classical mechanics on a Lie group, when Lagrangian or Hamiltonian is invariant under the group action, the mechanics can be reduced to the Lie algebra \(g\) or its dual \(g^*\), which is referred to as Euler–Poincaré reduction and Lie–Poisson reduction \([10]\), respectively. Here, suppose that the group action \(G \times X \to X\) is free and proper, then we obtain a smooth quotient space \(X/G\), with a quotient map \([8]\)

\[
\pi : X \to X/G
\]

that is a smooth submersion. Then, the control system (12) can be reduced to the quotient space \(X/G\).

For \([x]\in X/G\),

\[
\begin{align*}
[x]' &= f([x], u), \\
    z &= h([x]).
\end{align*}
\]

(14) is a reduced control system with reduced propagation and measurement equations. Consider \([3], [4]\) as a concrete example. The state space is \(X = SE(2) \times \mathbb{R}^{2N}\), and we already know that the group action \(G = SE(2)\) \([5]\) on \(X\) leaves \([3], [4]\) invariant, so this induces a reduced control system on \(X/G\). However, \(X/G\) is an abstract quotient manifold, so in order to deal with it explicitly, we need a concrete coordinate representation. It turns out that the relative position of feature points \(z_i\) provide a natural coordinate representation for \(X/G\). With these coordinates for the reduced space, the measurement equation (4) reduces to

\[
\dot{z}_i = \text{Id}(z_i);
\]

and the propagation equation (3) reduces to

\[
\frac{d}{dt} z_i = \frac{d}{dt} R(\theta)^T(p_f^i - p) = R(\theta)^T(\dot{p}_f^i - \dot{p}) + J^T R(\theta)^T \dot{\theta}(p_f^i - p) = R(\theta)^T (-R(\theta)v) + J^T R(\theta)^T w(p_f^i - p) = -v - wJz_i.
\]

Together with the robot position \(p\) and its orientation \(\theta\), we obtain a new coordinate representation of the state space, \((p, \theta, z_1, z_2, \ldots, z_N)\), and the control system with respect to this new coordinate system is given by

\[
\begin{align*}
\dot{p} &= R(\theta)v, \\
\dot{\theta} &= w, \\
\dot{z}_i &= -v - wJz_i,
\end{align*}
\]

(15)

(16)

The coordinate system given by \((p, \theta, z_1, z_2, \ldots, z_N)\) is global, and can be regarded as the state space being decomposed into the product of \(x_N = (p, \theta)\) and \(x_O = (z_1, z_2, \ldots, z_N)\), the former is unobservable part, and the latter is observable part, while the group action \([8]\) now acts trivially on the \(x_O\) part. In this case, the unobservable subspace at each point can be represented as

\[
\Omega^\perp = \mathcal{N} = \text{span}\begin{pmatrix} I_2 & Jp \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \\ \vdots & \vdots \\ 0 & 0 \end{pmatrix}.
\]

We improved the linearity of the measurement equation (16) by transforming to the relative feature position representation, and as a consequence, the originally trivial propagation equation \(\dot{p}_f^i = 0\) now becomes the nontrivial \(\dot{z}_i = -v - wJz_i\).

We can construct a similar transition matrix for (15) as in (11), and apply forward Euler integration to (15), which yields
Bayesian inference is a basic thing that we need to make clear. The first question is, what is Bayesian inference? As we all know, a probability distribution is a probability measure on the state space, and the probability density function is a concrete way to represent it, as the bottom left parts of the transition matrices $\Phi_{\kappa+1,k}$ vanish.

The derivative of the reduced measurement (16) is

$$dh_i = (0_{2 \times 2}, \ 0_{2 \times 1}, \ 0_{2 \times 2} \ldots I_2 \ldots),$$

and we can see that $dh_i \cdot N = 0$, which holds simply because the lower $2N \times 3$ part of $N$ is zero. This property still holds after repeated measurement updates

$$\Phi_{\kappa+s,k+s-1} \cdot \ldots \Phi_{\kappa+2,k+1} \cdot \Phi_{\kappa+1,k} \cdot N_k$$

as the bottom left parts of the transition matrices $\Phi_{\kappa+j,k+j-1}$ vanish.

4. Bayesian inference

In Section 3 we discussed how to obtain the reduced control system that arises as a consequence of the invariant group action, which lead to the reduced propagation and measurement equations on the reduced quotient space. This motivated the use of a new coordinate representation $(p, \theta, z_1, z_2 \ldots z_N)$ for the planar robot system. This decomposes the state space into the product of the unobservable part $(p, \theta)$, and the observable part $(z_1, z_2 \ldots z_N)$. We also constructed a transition matrix which ensures that the unobservable subspace remains perpendicular to the measurement $dh$ during propagation. But, as we noted, this propagation is “interrupted” at each step during the Kalman update. In order to preserve the unobservability property of the system during the measurement update, we propose a reduced Bayesian inference update on the observable part using the reduced measurement. It is natural to apply Bayesian inference on $p(z_1, z_2 \ldots z_N)$, and update $p(p, \theta, z_1, z_2 \ldots z_N)$ using (2). However, before we do that, there are some basic things that we need to make clear. The first question is, what is Bayesian inference? As we all know, Bayesian inference is

$$p(x \mid y) = \frac{p(x) \cdot p(y \mid x)}{p(y)},$$

which arises naturally from the fact that

$$p(x, y) = p(x) \cdot p(y \mid x) = p(y) \cdot p(x \mid y).$$

where $p(x), p(y), p(x, y)$ are probability density functions. The next question is, what is a probability density function? As we all know, a probability distribution is a probability measure on the state space, and the probability density function is a concrete way to represent it,

$$P(x \in A) = \int_A p(x)dx.$$ 

However, in (22) we need to specify a measure $dx$ to perform the integration, and the representation of the probability measure as a probability density function depends on that choice of $dx$. Also, given a probability distribution on state space, when we try to find the most probable point, we find this problem also requires
the introduction of a measure on the state space. As such, we need to specify a measure on the state space in order to define the probability density function or to find the most probable point. For a more detailed discussion of such issues, see [6]. After specifying the measure \( dx \), the density function associated with a probability measure \( \mu \) is just the Radon–Nikodym derivative of \( \mu \) with respect to \( dx \). A natural way to specify a measure on a smooth manifold is by specifying a Riemannian structure on it. Each Riemannian structure induces a Riemannian volume form, which in turn induces a measure. When we write down the common Gaussian density function, we are actually assuming the standard Riemannian structure on \( \mathbb{R}^n \) implicitly. This structure is quite natural, as it is homogeneous and isotropic and does not introduce prior information on the space. More precisely, this structure is invariant under Euclidean transformations.

With the observation that each density function is defined with respect to an underlying base measure, we look at (23) again, and find that there is a product measure implicitly defined on \((x, y)\), and that (23) is essentially an application of Fubini’s theorem.

Now consider the new coordinate system \((p, \theta, z_1, z_2, \ldots z_N)\) we get for the planar robot system, which is diffeomorphic to the original coordinate system by the following transformations

\[
\begin{align*}
  (p, \theta, p_1^i, p_2^i, \ldots p_N^i) &\leftrightarrow (p, \theta, z_1, z_2, \ldots z_N) : \\
  p &= p, \\
  \theta &= \theta, \\
  p_i^i &= p + R(\theta) z_i; \\
  z_i &= R(\theta)^T (p_i^i - p).
\end{align*}
\]

Given the decomposition \( p(x_N, x_O) = p(x_O) \cdot p(x_N | x_O) \), where \( x_N = (p, \theta) \) and \( x_O = (z_1, z_2, \ldots z_N) \), which Riemannian structure should we assign to the state space to obtain a base measure? For the old coordinate system \((p, \theta, p_1^i, p_2^i, \ldots p_N^i)\), it is natural to use the standard Riemannian structure \( dp \otimes dp + d\theta \otimes d\theta + \sum_{i=1}^N dp_i^i \otimes dp_i^i \), as it is invariant under the group action [8]. Moreover, if a Lie group \( G \) acts freely and properly on a Riemannian manifold \( M \), and the action is isometric for \( \forall g \in G \), then there is a natural Riemannian structure on \( M/G \) induced from \( M \). For our quotient space \((z_1, z_2, \ldots z_N)\), it can be verified that the induced Riemannian structure is simply the standard Riemannian structure of \( \mathbb{R}^{2N} \). However, the Riemannian structure of \((p, \theta, z_1, z_2, \ldots z_N)\) induced by the diffeomorphism (23) is not simply the product of the standard Riemannian structure of \((p, \theta)\) with the standard Riemannian structure of \((z_1, z_2, \ldots z_N)\). This can be verified by checking the Jacobian of (23), which is not a unitary matrix. We now have to decide which Riemannian structure to use on \((p, \theta, z_1, z_2, \ldots z_N)\), either choose the non-product structure induced from (23), or choose the product structure. We choose the product structure here, one reason is that it is simpler to apply the reduced Bayesian inference step (2), another reason is this product structure is also invariant under the group action [8], which ensures that \((z_1, z_2, \ldots z_N)\) remains fixed.

Finally, we are in a position to discuss how to implement (2) for the Gaussian distribution with respect to the standard Riemannian structure. Consider \( p(x_N, x_O) \) with a Gaussian distribution given by

\[
p(x_N, x_O) = \mathcal{N} \left( \begin{pmatrix} \mu_N \\ \mu_O \end{pmatrix}, \begin{pmatrix} \Sigma_{NN} & \Sigma_{NO} \\ \Sigma_{NO} & \Sigma_{OO} \end{pmatrix} \right).
\]

Then, by the property of conditional Gaussian distributions,

\[
p(x_N, x_O) = p(x_O) \cdot p(x_N | x_O) = \mathcal{N} \left( \begin{pmatrix} \mu_O \\ \Sigma_{OO} \end{pmatrix}, \begin{pmatrix} \Sigma_{NN} & \Sigma_{NO} \\ \Sigma_{NO} & \Sigma_{OO} \end{pmatrix} \right).
\]

The next step is to obtain an improved \( \mathcal{P}(x_O) = \mathcal{N}(\overline{p}_O, \Sigma_{OO}) \) by taking a reduced measurement and computing the improved joint distribution \( \mathcal{P}(x_N, x_O) \). In order to compute the joint distribution from the product of two Gaussian distributions efficiently, we choose the precision matrix, information vector representation of the Gaussian distribution,

\[
\mathcal{N}(x_O | \mu_O, \Sigma_{OO}) = \mathcal{N}(x_O | \xi_O, \Omega_{OO}),
\]

where \( \Omega_{OO} = \Sigma_{OO}^{-1}, \xi_O = \Sigma_{OO}^{-1} \cdot \mu_O, \) and \( \Omega_{N|O} = \Sigma_{N|O}^{-1} \). Suppose that the reduced discrete measurement equation is given by

\[
z = C \cdot x_O + \delta,
\]
with measurement noise $\delta \sim \mathcal{N}(0, Q)$, where $Q$ is the noise covariance, then by the information filter [13],

$$
\begin{align*}
\Omega_{OO} &= \Omega_{OO} + C^T Q^{-1} C, \\
\bar{\xi}_O &= \xi_O + C^T Q^{-1} z.
\end{align*}
$$

Let $\mu_N + \Sigma_{NO} \Sigma_{OO}^{-1} (x_O - \mu_O) = Ax_O + b$ for notational simplicity, where $A = \Sigma_{NO} \Sigma_{OO}^{-1}$, $b = \mu_N - \Sigma_{NO} \Sigma_{OO}^{-1} \mu_O$. We calculate the density function of $p(x_N, x_O)$,

$$
\log \mathcal{P}(x_N, x_O) = \log \mathcal{P}(x_O) + \log \mathcal{P}(x_N | x_O)
= \log \mathcal{N}(x_O | \bar{\xi}_O, \Omega_{OO}) + \log \mathcal{N}(x_N | A \cdot x_O + b, \Omega_{N|O})
\approx \frac{1}{2} - x_O^T \Omega_{OO} x_O + \bar{\xi}_O x_O - \frac{1}{2} (x_N - Ax_O - b)^T \Omega_{N|O} (x_N - Ax_O - b)
\approx \frac{1}{2} - x_O^T \Omega_{OO} x_O + \bar{\xi}_O x_O - \frac{1}{2} x_N^T \Omega_{N|O} x_N - \frac{1}{2} x_O A^T \Omega_{N|O} A x_O
+ x_N^T A^T \Omega_{N|O} x_N + x_O^T \Omega_{N|O} b - \bar{\xi}_O \Omega_{N|O} b
= \frac{1}{2} (x_N, x_O)^T \left( \begin{array}{c} \Omega_{N|O} \\ -A^T \Omega_{N|O} A \end{array} \right) \begin{pmatrix} x_N \\ x_O \end{pmatrix} + (x_N, x_O)^T \left( \begin{array}{c} -\Omega_{N|O} b \\ \bar{\xi}_O - A^T \Omega_{N|O} b \end{array} \right).
$$

Thus, the improved joint probability distribution $p(x_N, x_O)$ has the following improved precision matrix and information vector,

$$
(24) \quad \Omega = \left( \begin{array}{cc} \Omega_{N|O} & -\Omega_{N|O} A \\ -A^T \Omega_{N|O} A & \Omega_{OO} + A^T \Omega_{N|O} A \end{array} \right), \quad \bar{\xi} = \left( \begin{array}{c} \Omega_{N|O} b \\ \bar{\xi}_O - A^T \Omega_{N|O} b \end{array} \right).
$$

We can see from (24) that if originally $\Sigma_{NO} = 0$, then $\Sigma_{N|O} = \Sigma_{NN}$ and $A = \Sigma_{NO} \Sigma_{OO}^{-1} = 0$, thus $\Omega$ is also block diagonal, and the improvement of $\Omega_{OO}$ and $\bar{\xi}_O$ does not affect the distribution of $x_N$.

5. Numerical experiment

We performed numerical experiments for the planar robot system [3], [4], where the robot is assumed to be round with diameter 0.5 m, and binocular cameras are equipped on the left and right sides of the robot to detect feature points, each with a field angle of $120^\circ$. The odometry measures local velocity $v$ (units: m/s) and angular velocity $\omega$ (units: rad) with Gaussian noise $\mathcal{N}(0, Q_v)$, $\mathcal{N}(0, Q_w)$, respectively. We set $Q_v = \begin{pmatrix} 0.01 & 0 \\ 0 & 0.01 \end{pmatrix}$ and $Q_w = 0.01$ during the simulation. The camera is assumed to measure the relative direction of the feature point with Gaussian noise $\mathcal{N}(0, Q_z)$. As we mentioned in Section 2 at each step, the measurement of feature points by the binocular cameras shall be combined together to give an estimate of the relative position of the feature points, and the uncertainty in the relative position is assumed to be described by an approximate Gaussian distribution. The odometry and camera readings are updated at the same frequency.

We tested three different methods, the first is the classical EKF on the state space $(p, \theta, p_1, p_2, \ldots, p_N)$, with the propagation equation [9]; the second is the First Estimate EKF (FE-EKF) where the First Estimate technique in [4] is used; the third is our reduced EKF on the state space $(p, \theta, z_1, z_2, \ldots, z_N)$, with propagation equation [18] and reduced measurement update equation [24]. We observed superior performance of the reduced EKF compared to classical EKF and FE-EKF, especially at estimating the robot’s orientation $\theta$. Furthermore, the reduced EKF is less sensitive to measurement noise.

We considered three different trajectories: straight line, circle, and a general trajectory. Feature points are generated along the trajectory randomly with a given density. We assume that there are no errors introduced during feature detection and matching. We ignore feature points that are far away (distance > 5 m) from the robot, since triangulation for such points by binocular cameras are unstable.

5.1. Straight line. We tested on a straight line trajectory that is 60 m long, and the robot traveled along it with constant speed 1 m/s. We also compared low and high densities of feature points.
Straight line trajectory, average feature num = 20

| Error  | EKF | FE-EKF | Reduced EKF | EKF | FE-EKF | Reduced EKF |
|--------|-----|--------|------------|-----|--------|------------|
| δp     | 1.405 | 0.0375 | 1.539 | 0.0421 | 1.436 | 0.0573 |
| δθ     | 1.365 | 0.0306 | 1.456 | 0.0345 | 1.456 | 0.0345 |
| δp     | 1.492 | 0.0487 | 2.525 | 0.0552 | 2.549 | 0.0506 |
| δθ     | 2.395 | 0.0411 | 2.621 | 0.057 | 2.397 | 0.0472 |
| δp     | 4.332 | 0.0752 | 4.284 | 0.0758 | 4.449 | 0.0773 |
| δθ     | 4.262 | 0.0578 | 4.283 | 0.0877 | 4.317 | 0.0644 |

Table 1. Average error, straight line trajectory, average feature num = 20

Straight line trajectory, average feature num = 40

| Error  | EKF | FE-EKF | Reduced EKF | EKF | FE-EKF | Reduced EKF |
|--------|-----|--------|------------|-----|--------|------------|
| δp     | 1.303 | 0.0269 | 1.306 | 0.027 | 1.256 | 0.0227 |
| δθ     | 1.21 | 0.0467 | 1.283 | 0.0238 | 1.258 | 0.0208 |
| δp     | 2.409 | 0.0385 | 2.459 | 0.0446 | 2.43 | 0.0347 |
| δθ     | 2.331 | 0.0279 | 2.318 | 0.0313 | 2.386 | 0.0345 |
| δp     | 4.238 | 0.047 | 4.361 | 0.0628 | 4.386 | 0.0613 |
| δθ     | 4.23 | 0.0445 | 4.353 | 0.0558 | 4.352 | 0.0577 |

Table 2. Average error, straight line trajectory, average feature num = 40

(a) Straight line, low density feature distribution  (b) Straight line, high density feature distribution

Figure 1. Straight line trajectory

In Figure 1, the red line is the trajectory, the blue points are features, and yellow circle is the robot. For the low density feature distribution, the average feature points recognized at each step is approximately 20, and for the high density feature distribution, the average recognized feature points at each step is approximately 40. Besides the feature distribution, we also considered update frequencies of 10 Hz and 20 Hz. Moreover, for fixed feature density and update frequency, we adjusted $Q_z$ to observe the sensitivity of the different methods to changes in the measurement noise. Since the feature distribution is generated randomly for fixed feature density, and odometry and camera readings are also generated randomly from the given parameters, the results for a given method will vary between realizations. The three methods (EKF, FE-EKF, reduced EKF) are applied to the same data set of feature distribution and sensor readings, and we generate 20 realizations per combination of update frequency, feature distribution, and measurement noise. We summarize the average position error (units: meters) and the orientation error (units: rad) in Table 1 and Table 2.

We see that the accuracy of all three methods improve a little bit when we double the update frequency and increase the average feature number per step, which is quite natural. In addition, when we increase the uncertainty of measurement $Q_z$, the performance of all three methods degrade. There is no evident improvement in accuracy for both FE-EKF and reduced EKF methods over the classical EKF method for the straight line case. A typical error growth in the position and orientation for the straight line trajectory is given in Figure 2.
5.2. **Circle.** The robot now travels along a circle of radius 10 m, with constant speed that is approximately 1.57 m/s. This is illustrated in Figure 3. In contrast to the straight line case, we observed superior performance of the reduced EKF method over both the classical EKF and FE-EKF methods.

**Figure 2.** Error growth, straight line trajectory

**Figure 3.** Circle trajectory and velocity
For the circle trajectory with low feature density, the average feature number per step is approximately 20, and for the high feature density, the average feature number per step is approximately 40. The average position error and orientation error of all three methods are summarized in Table 3 and Table 4. The improvement of reduced EKF method is quite significant compared to the classical EKF and FE-EKF methods. It can reduce the orientation error by approximately 50% in each case, and as a consequence, the estimation of position is also improved, and the position error is reduced by approximately 30% to 50%. A typical error growth for the circle trajectory is given in Figure 4.

5.3. General trajectory. Besides the straight line and circle trajectories, we also consider a general trajectory, see Figure 5. The average feature number for the low feature density per step is approximately 25, and the average feature number for the high feature density per step is approximately 50.
As before, we tested all three methods on this general trajectory, and summarized their average position error and orientation error in Table 5 and Table 6. When the update frequency is 20 Hz, we observe noticeable improvement in both the position error and orientation error by the reduced EKF method. The FE-EKF method exhibits better performance than the classical EKF, but the reduced EKF method works even better. When the update frequency is 10 Hz, and the measurement noise $Q_z = 1 \times 10^{-4}$, we see that the error of the reduced EKF is actually larger, which is not observed in the circle case. This might possibly be due to the high velocity of the general trajectory, since we construct the trajectory by cubic spline interpolation, and the velocity is very high around corners, which is unrealistic in practice as the actuation bounds in a robot result in bounded velocities as well.

Thus, the propagation error is large when the update frequency is low, and it seems that when the discrete system deviates far away from the true trajectory, forcing it to obey the observability property of the underlying continuous system actually degrades the performance of the algorithm. This is perhaps understandable, as when the timestep is too large to accurately integrate the trajectory, the unobservable subspace becomes poorly approximated as well. This is easily resolved by doubling the update frequency. Also, we see that even when the update frequency is 10 Hz, when we increase the measurement noise to $4 \times 10^{-4}$, the reduced EKF method maintains a rather robust orientation error, and its position error is now smaller than the classical EKF and FE-EKF methods, which demonstrates the stability of the reduced EKF method to large measurement noise. This can be understood in terms of the relative error from measurement noise compared to the propagation step. When the measurement noise is larger, the spurious information introduced to the unobservable variables will be significant, which degrades the estimation accuracy. We believe that the reduced EKF method that respects the observability constraint is best suitable
for applications where the propagation step is more precise than the measurement step. This is the case in typical VIO systems, where the IMU for propagation has very high update frequency (200–500 Hz), and is very accurate for short time estimation, and the camera for measurement has low update frequency (10–30 Hz). A typical error growth in the general trajectory case is given in Figure 6.

![Position error](image1.png) ![Angle error](image2.png)

(A) Position error, general trajectory  
(B) Angle error, general trajectory

**Figure 6.** Error growth, general trajectory

6. Conclusion and Future Research

We consider the observability properties of a control system in the context of Lie group symmetries. Due to the Lie group symmetry, the state variable can be decomposed into the unobservable and observable parts \( x_N, x_O \) explicitly. Since the Lie group action on \( x_N \) is trivial, the problem of requiring that the propagation step of the Kalman filter satisfies the geometric property that the unobservable subspace remains perpendicular to the measurement \( dh \) is naturally formulated in terms of the reduced control system on the symmetry reduced space corresponding to the observable variables. Moreover, in order to deal with the problem that this property is destroyed at the measurement update step of the Kalman filter, we propose a reduced Bayesian inference method, i.e., only the observable part \( x_O \) is updated by the reduced measurement. This special procedure guarantees that the unobservable variable \( x_N \) remains unobservable, and no spurious information is introduced by the measurement update. We applied this approach to the problem of the planar robot equipped with odometry sensors and cameras, and the reduced Kalman filter method based on
observability considerations outperforms the traditional Kalman filter as well as the FEJ-Kalman filter by quite a lot.

In the future, we intend to apply this technique to a practical VIO system, where the geometry involved is more complicated. In particular, the rotation group in $\mathbb{R}^3$ is $SO(3)$ which is nonabelian, and only rotations about the gravity direction are unobservable. Also, we would like to update the multi-state constraint Kalman filter (MSCKF) framework, where the state variables include historic poses of the camera, which makes the decomposition into observable and unobservable components more interesting. In principle, all traditional techniques that are applicable to the Kalman filter, such as UKF, particle filters, and so on, could all be combined with our reduced update method based on the observability property, and we would like to test the efficiency of our method for all related practical applications.

Acknowledgements

This research has been supported in part by NSF under grants DMS-1010687, CMMI-1029445, DMS-1065972, CMMI-1334759, DMS-1411792, DMS-1345013, DMS-1813635, and by AFOSR under grant FA9550-18-1-0288.

References

[1] P.-A. Absil, R. Mahony, and R. Sepulchre. *Optimization algorithms on matrix manifolds*. Princeton University Press, 2009.
[2] A. J. Davison, I. D. Reid, N. D. Molton, and O. Stasse. MonoSLAM: Real-time single camera SLAM. *IEEE Transactions on Pattern Analysis & Machine Intelligence*, (6):1052–1067, 2007.
[3] R. Hermann and A. Krener. Nonlinear controllability and observability. *IEEE Transactions on automatic control*, 22(5):728–740, 1977.
[4] G. P. Huang, A. I. Mourikis, and S. I. Roumeliotis. Analysis and improvement of the consistency of extended Kalman filter based SLAM. In *2008 IEEE International Conference on Robotics and Automation*, pages 473–479. IEEE, 2008.
[5] G. P. Huang, A. I. Mourikis, and S. I. Roumeliotis. Observability-based rules for designing consistent EKF SLAM estimators. *The International Journal of Robotics Research*, 29(5):502–528, 2010.
[6] I. H. Jermyn. Invariant bayesian estimation on manifolds. *The Annals of Statistics*, 33(2):583–605, 2005.
[7] S. J. Julier and J. K. Uhlmann. A counter example to the theory of simultaneous localization and map building. In *Robotics and Automation, 2001. Proceedings 2001 ICRA. IEEE International Conference on*, volume 4, pages 4238–4243. IEEE, 2001.
[8] J. M. Lee. Introduction to smooth manifolds, 2001.
[9] M. Li and A. I. Mourikis. High-precision, consistent EKF-based visual-inertial odometry. *The International Journal of Robotics Research*, 32(6):690–711, 2013.
[10] J. Montaldi and T. Ratiu. Geometric mechanics and symmetry. 2005.
[11] J. M. M. Montiel, J. Civera, and A. J. Davison. Unified inverse depth parametrization for monocular SLAM. Robotics: Science and Systems, 2006.
[12] A. I. Mourikis and S. I. Roumeliotis. A multi-state constraint Kalman filter for vision-aided inertial navigation. In *Robotics and automation, 2007 IEEE international conference on*, pages 3565–3572. IEEE, 2007.
[13] S. Thrun, W. Burgard, and D. Fox. *Probabilistic robotics*. MIT press, 2005.
[14] E. A. Wan and R. Van Der Merwe. The unscented Kalman filter for nonlinear estimation. In *Adaptive Systems for Signal Processing, Communications, and Control Symposium 2000. AS-SPCC. The IEEE 2000*, pages 153–158. Ieee, 2000.