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Abstract

The study of non-supersymmetric black hole microstates offers the potential to resolve the black hole information paradox. A system of equations was recently obtained that enables the systematic construction of non-supersymmetric smooth horizonless supergravity solutions, that are candidates to describe microstates of non-extremal black holes. Within this system we construct a family of six-dimensional supergravity solutions that feature two topologically-nontrivial three-cycles known as bolts. The two bolts touch at a single point and are supported by fluxes. We find that the fluxes on the two three-cycles can be either aligned or anti-aligned, and exhibit examples of both. We present several examples of smooth solutions, including near-extremal solutions that have an approximate AdS$_3$ region, and far-from extremal solutions that have arbitrarily small charge compared to their mass.
1 Introduction and Discussion

There has been significant renewed interest in the black hole information paradox [1, 2], and its implications for the physics of an observer falling into a black hole [3–6]. In String Theory, black hole entropy is understood as arising from an exponential degeneracy of internal microstates of strings and branes [7]. This fact alone is not sufficient to resolve the information paradox. However, there are indications that the gravitational description of black hole microstates in String Theory may involve non-trivial physics at the horizon scale that, if sufficiently generic, could resolve the information paradox; for reviews, see [8–13].

These indications are strongest for small two-charge supersymmetric black holes, for which there is a complete account of microstates [14–17]. However, it remains an open problem to determine whether such non-trivial structure at the horizon exists also for large black holes, and when supersymmetry is absent.

Several families of microstates of large supersymmetric black holes admit descriptions as smooth horizonless solutions to supergravity that have the same mass and charges as the corresponding black hole, and that have a known description in the holographically-dual conformal field theory [18–24]. Recent studies have uncovered interesting physics of probe particles on some of these backgrounds [25, 26], and of the stability properties of some supersymmetric so-
olutions [27, 28]. There are also large classes of supersymmetric solutions whose holographic
description is not known; for a non-exhaustive sample see [29–33].

However, for non-extremal black holes the situation is far less understood, as the task of
constructing non-supersymmetric supergravity solutions is more difficult than in the supersym-
metric case. For several years, the only known non-extremal black hole microstate solutions
were the solution obtained via analytic continuation of the Cvetić-Youm black hole [34] by Jej-
jala, Madden, Ross and Titchener (JMaRT) [35], as well as generalisations thereof [36–38]. The
JMaRT solution is asymptotically $R^{1,4} \times S^1$ with the same mass and charges as a five-dimensional
three-charge non-extremal Cvetić-Youm black hole. The solution is smooth and horizonless; in
its core the geometry caps off smoothly with a single topologically-nontrivial three-cycle that
we refer to as a bolt. In an appropriate near-extremal regime, the local geometry near the cap
becomes global $AdS_3 \times S^3$, with possible discrete identifications.

In general, by a “bolt” we denote a locus of space diffeomorphic to the centre of $R^2$ times
a compact surface (or a discrete quotient thereof), which in this case is a three-sphere. The
terminology is a generalisation of that of [39]. The bolt cycle of the JMaRT solution is supported
by three-form flux that gives rise to the total electric charge of the solution at infinity. While
this structure is analogous to the known bubbling microstate geometries for BPS black holes, the
JMaRT solution can at best be viewed as a very atypical microstate, given its simple structure
and the fact that both its angular momenta are always above the black hole regularity bound.

To obtain more general families of solutions describing microstates of non-extremal black
holes, one requires a systematic method. In recent work, a partially-solvable system of differ-
ential equations has been constructed, that enables the construction of much larger classes of
supergravity solutions [40–42]. This system consists of a sequence of second-order linear differ-
ential equations defined on a three-dimensional base metric, identified as the base metric of an
auxiliary four-dimensional gravitational instanton. The first layer of the system, as formulated
in [42], comprises the equations for this four-dimensional gravitational instanton and is the only
non-linear layer; all following layers are linear. The four-dimensional gravitational instanton is
auxiliary in the sense that it does not appear geometrically as part of the six-dimensional metric
of the solutions obtained by this method.

Solutions to this system include the JMaRT solution; in this formulation, the first-layer data
of the JMaRT solution correspond to a Kerr-NUT four-dimensional gravitational instanton.
One can intuitively think of the Kerr-NUT two-sphere bolt as providing the seed for the JMaRT
three-sphere bolt.

Starting from the same Kerr-NUT instanton, this system has enabled the construction of
smooth solutions with at least one, and potentially an arbitrary number, of Gibbons–Hawking
centres (nuts) in an axisymmetric configuration [41, 42]. These centres and the resulting topo-
logical cycles, usually referred to as bubbles, are of the same type appearing in BPS solutions,
and indeed become BPS in the appropriate limit. The resulting solutions then carry an arbi-
trary number of these “extremal” bubbles together with a single bolt that is responsible for the
additional energy above the BPS bound. We distinguish bolts from extremal bubbles as follows:
a bolt is a rigid three-cycle attached to a specific locus in space (the centre of $R^2$ mentioned
above), while an extremal bubble is a cycle that is only determined by two specific points that
we refer to as Gibbons–Hawking centres or “nuts”,¹ and is therefore not attached to a fixed

¹In our solutions, we denote by a “nut” a point whose neighbourhood is diffeomorphic to a discrete quotient
of $R^4 \times S^1$. A more detailed discussion is given in [41].
surface a priori. Within this system, as formulated in [42], it appears to be a general feature that bolts arise if and only if they are already present in the gravitational instanton seeding the solution, whereas nuts appear at poles of the solutions to the linear equations defined over its three-dimensional base.

Based on these constructions, one can extract a candidate picture of a class of microstate geometries of non-extremal black holes. This class consists of smooth horizonless solutions whose topological structure is identified as collections of rigid three-cycles (bolts) and Gibbons–Hawking centres (nuts), where the former are responsible for the energy above extremality. This is a direct generalisation of the multi-centre supersymmetric bubbling geometries, where only nuts arise. For example, the JMaRT solution admits a BPS limit to a two-nut supersymmetric solution, i.e. with a single bubble, while the solutions described in [41, 42] admit a BPS limit in which the single bolt becomes an additional non-rigid cycle attached to two nuts, among the other nuts.

To put this picture to the test, one would like to construct solutions with several nuts and bolts. Since in the system of [42] bolts arise from the first-layer data, this requires building solutions starting from four-dimensional gravitational instantons containing several bolts. This is a rather nontrivial task, because very little is known about such gravitational instantons with multiple bolts.

However, there is a four-dimensional gravitational instanton solution that contains two Kerr-NUT bolts, touching at a point along their common axis of rotation [43, 44]. This is a six parameter solution: the Kerr-NUT bolts carry three parameters each. The solution has three special points, and it reduces to a three-centre Gibbons–Hawking solution in an appropriate extremal limit. Unlike the multi-Taub-NUT instantons described in [45], this solution does not exhibit the lines of conical singularities that are characteristic of unstable configurations. Therefore this solution is appropriate for use in the system of [42].

In this paper we construct a family of six-dimensional supergravity solutions based on the instanton of [43, 44]. The resulting solutions feature two bolts touching at one point, and supported by three-form fluxes. Upon imposing the $R^{1,4} \times S^1$ asymptotics appropriate for a black hole, as well as smoothness and absence of closed timelike curves (CTCs), we find a family of smooth horizonless solutions with the same mass and charges as the non-extremal rotating three-charge black hole in five dimensions. Our family of solutions includes additional physical parameters describing the structure of the solution in its interior, in particular the fluxes and topology of the two independent three-cycles. These solutions have a natural limit to the JMaRT solution, in which one special point disappears and only a single bolt remains.

We analyse several interesting properties of our family of solutions. In particular, we find a set of near-extremal solutions that feature approximate AdS$_3$ throats. We also describe a sub-family of solutions that have arbitrarily small charge compared to their mass, and discuss their regularity. In both cases, as well as in our more general computer-aided scans of the solution space, we have only found solutions that have at most one of the two angular momenta within the regularity bound. In many examples the angular momentum that lies outside the bound, $J_\psi$, has a value very close to the bound, with a ratio $|J_\psi|/J_{\text{max}} \approx 10^{-6}$ compared to the allowed maximum, $J_{\text{max}}$. This includes the example with an approximate AdS$_3$ throat exhibited in detail in Section 4.2.1. These properties are reminiscent of the situation early in
the development of supersymmetric bubbling microstate geometries, which for a small number
of centres also exhibit an angular momentum above the regularity bound. This obstacle can be
overcome either by breaking isometries [23] or by adding more centres (see for example [32, 33]
for recent constructions of such solutions). Since our two-bolt family of solutions is based on
only three collinear centres, it is natural to expect that one cannot bring both angular momenta
below the regularity bound; indeed the same situation arose in the three-centre solutions of [41].
Based on the success of supersymmetric solutions when isometries are broken or more centres
are added, looking to the future we believe that there is cause for optimism on this point.

The paper is organised as follows. In Section 2 we present both the partially-solvable system
of [42] as well as the gravitational instanton of [43, 44], before describing the construction of
our family of six-dimensional supergravity solutions. We proceed to impose smoothness on
the family of solutions in Section 3, leading to regularity constraints including those known as
“bubble equations”, and we examine the resulting structure of the metric near the bolts. Using
these results, we describe some topological properties of these solutions and the three-form
fluxes supporting the two bolts. Section 4 is devoted to exhibiting a set of examples obtained
by solving the bubble equations for large collections of the integers parametrising our solutions.
We discuss in detail solutions with an approximate AdS$_3$ region, as well as a family of solutions
with parametrically small charge-to-mass ratio. Appendix A contains the explicit expressions for
our supergravity ansatz; Appendix B discusses the adapted coordinates near the three special
points; and finally, Appendix C includes explicit expressions for the various vector fields arising
in our solutions.

2 The supergravity construction

In this section, we describe a partially-solvable system for constructing solutions to six-
dimensional $\mathcal{N} = (1, 0)$ supergravity coupled to a tensor multiplet. We then discuss briefly
the structure of a three-centre gravitational instanton recently constructed in [43, 44], which
can be viewed as two Kerr-NUT bolts touching at a point. Finally, we construct a family of
six dimensional supergravity solutions, using this instanton as a base for the partially-solvable
system.

2.1 The partially-solvable system

We consider solutions to six-dimensional $\mathcal{N} = (1, 0)$ supergravity coupled to a single tensor mul-
tiplet. The field content of this theory is the metric, a two-form potential, $C$, and a scalar field,$\phi$. These arise, for example, as a consistent truncation of Type IIB supergravity compactified on
a Ricci-flat four dimensional manifold, and we will have in mind a D1-D5 bound state on $\mathbb{T}^4$
or $K3$. In order to construct non-extremal solutions, we use the partially-solvable system of [40], in
the formulation of [42], for six dimensional supergravity coupled to $n_T$ tensor multiplets. Here,
we briefly introduce this system given in [42] for the $n_T = 1$ theory in which we work, referring
the reader to that work for more details.

The system of equations involves nine functions on a three-dimensional base space. Two of
these functions, $V$, $\overline{V}$, determine the metric of the three-dimensional base space, as we describe
momentarily. The seven other functions are organised in two triplets of functions, $K_I$, $L^I$, for

\[^3\text{Note also the recent work on perturbative constructions of non-supersymmetric superstrata [46].}\]
\( I = 1, 2, 3 \), and another function, \( M \). These functions are organised into three layers, where each layer consists of linear second-order differential equations with sources that are determined by the data of the foregoing layers. These nine functions parametrise the full supergravity solution.

In more detail, the functions, \( V \) and \( \overline{V} \), satisfy the following Ernst equations and determine the three-dimensional base space metric, \( \gamma_{ij} \), via
\[
\Delta V = \frac{2V}{1 + V\overline{V}} \nabla V \cdot \nabla V, \quad \Delta \overline{V} = \frac{2V}{1 + V\overline{V}} \nabla \overline{V} \cdot \nabla \overline{V},
\]
\[
R(\gamma)_{ij} = -\frac{\partial_i V \partial_j \overline{V}}{(1 + V\overline{V})^2}.
\]
(2.1)

Thus \( V \) and \( \overline{V} \) parametrise a four-dimensional gravitational instanton with one isometry. Note however that the corresponding four-dimensional Riemannian metric is auxiliary in the sense that it does not appear in the six-dimensional metric ansatz in our supergravity solutions. Furthermore, there is no physical coordinate associated to this isometry in the solutions we construct.

For use below, we introduce the Hodge star, \( \star \), and the Laplacian, \( \Delta \), associated to the Riemannian metric \( \gamma_{ij} \). The remaining equations take the following form:
\[
\Delta K_I = \frac{2V}{1 + V\overline{V}} \nabla K_I \cdot \nabla K_I, \\
\Delta L^I = \frac{1}{2} \frac{V}{1 + V\overline{V}} C^{IJK} \nabla K_J \cdot \nabla K_K, \\
\Delta M = \nabla \cdot \left( \frac{V}{1 + V\overline{V}} \left( L_I \nabla K^I - 2M \nabla \overline{V} \right) \right),
\]
(2.2)

where for the model at hand the structure constants, \( C^{IJK} \), are given by symmetric permutations of \( \overline{C}^{123} = 1 \), and are zero otherwise. In the order written above, these equations are a solvable subsystem on the background specified by a solution \( V, \overline{V} ; \gamma_{ij} \) to (2.1). Note that there is a symmetry transformation leaving (2.2) invariant:
\[
K_I \to K_I + k_I \overline{V}, \\
L^I \to L^I + \frac{1}{2} C^{IJK} k_J K_K + \frac{1}{4} C^{IJK} k_J k_K \overline{V}, \\
M \to M + \frac{1}{2} k_I L^I + \frac{1}{8} \frac{V}{1 + V\overline{V}} C^{IJK} k_I K_J K_K \\
+ \frac{1}{4} \left( 1 - \frac{1}{2} \frac{1}{1 + V\overline{V}} \right) \left( C^{IJK} k_I k_J K_K + \frac{1}{3} C^{IJK} k_I k_J k_K \overline{V} \right),
\]
(2.3)

for some constants \( k_I \). This symmetry is reminiscent of the gauge and spectral flow transformations present in solvable systems describing extremal solutions.

Given a solution to the system (2.2), the six-dimensional metric, two-form and the scalar field that solve the supergravity equations of motion are as follows. We write the metric as
\[
ds^2 = \frac{H_3}{\sqrt{H_1 H_2}} \left( dy + A^3 \right)^2 - \frac{W}{\sqrt{H_1 H_2} H_3} \left( dt + k \right)^2 + \sqrt{H_1 H_2} \left( \frac{1}{W} \left( d\psi + w^0 \right)^2 + \gamma_{ij} dx^i dx^j \right),
\]
(2.4)
in terms of a function, \( W \), a vector of functions, \( H_I \), and three one-forms, \( A^3, k \) and \( w^0 \). Note the Kaluza–Klein structure, with \( A^3 \) the Kaluza–Klein gauge field, anticipating our focus on asymptotically-flat solutions in five dimensions. The forms \( A^3 \) and \( k \) decompose as
\[
A^3 = A^3_I \left( dt + \omega \right) + \alpha^3 \left( d\psi + w^0 \right) + w^3, \quad k = \frac{\mu}{W} \left( d\psi + w^0 \right) + \omega,
\]
(2.5)
where $A_3^I$, $\alpha^I$, $\mu$ and $w^0$, $\omega$ are respectively three scalars and two vector fields on the three-dimensional base.

All functions appearing in the supergravity fields are given in terms of the functions $(V, \nabla, K_I, L^I, M)$, as specified in [42] and summarised here. The functions $W$, $\mu$, $H_I$ that appear in the metric are determined as follows:

\[
W = \left( (1 + V) M - \frac{1}{2} \sum_{I=1}^{3} K_I L^I + \frac{1}{4} \frac{V}{1 + V} K_1 K_2 K_3 \right)^2 + \frac{1 - V}{1 + V} \left( K_1 K_2 K_3 M + 2 (1 + V) L^1 L^2 L^3 - \sum_{I=1}^{3} K_{I+1} K_{I+2} L^{I+1} L^{I+2} \right),
\]

\[
H_I = L^{I+1} L^{I+2} - K_I M + \frac{1}{2} \frac{V}{1 + V} (K_I)^2 L^I,
\]

\[
\mu = (1 + V) M^2 - \frac{1}{2} M \sum_{I=1}^{3} K_I L^I - \left( 1 + 2 \frac{V - 1}{1 + V} \right) L^1 L^2 L^3 + \frac{1}{2} \frac{V}{1 + V} \left( -\frac{1}{2} K_1 K_2 K_3 M + \sum_{I=1}^{3} K_{I+1} K_{I+2} L^{I+1} L^{I+2} \right),
\]

(2.6)

where we use cyclic notation modulo 3 for the index $I$. The corresponding expressions for the remaining quantities appearing in (2.4)–(2.5), as well as all other quantities appearing in the expressions for the matter fields below, are given in Appendix A.

Turning to the matter fields, the scalar field, $\phi$, corresponding to the Type IIB dilaton, is given by

\[
e^{2\phi} = \frac{H_1}{H_2}.
\]

(2.7)

The two-form potential, $C$, is conveniently described in terms of two three-form field strengths $G_a = dC_a$, where the $C_a$ for $a = 1, 2$ denote the corresponding two-form potentials. These two field strengths satisfy the twisted self-duality equation

\[
e^{\phi} \ast_6 G_1 + e^{-\phi} G_2 = 0.
\]

(2.8)

This is equivalent to the equation of motion for the original two-form $C$. In this notation, the anti-self-dual combination of the three-form is part of the supergravity multiplet, while the self-dual combination is seen as part of the tensor multiplet, together with the dilaton. We also define the invariant $SO(1,1)$ metric

\[
\eta_{ab} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},
\]

(2.9)

and its inverse, $\eta^{ab}$, that is useful in writing explicit expressions below.

In terms of three-dimensional quantities, the two-form potentials $C_a$ are decomposed in terms of scalars $A_3^I$, $\beta_a$ and $\alpha^a$, where $\alpha^a$ are identified as axions in the reduction to four dimensions, as well as three-dimensional one-forms $w^a$, $v_a$ and $b_a$. The explicit decomposition, assuming axisymmetry as we do, takes the form\(^4\)

\[
C_a = \eta_{ab} A_3^b (dy + w^3) \wedge (dt + \omega) + \eta_{ab} \alpha^b (dy + w^3) \wedge (d\psi + w^0) - \beta_a (dt + \omega) \wedge (d\psi + w^0)
\]

\[- \eta_{ab} w^b \wedge (dy + w^3) + b_a \wedge (dt + \omega) + v_a \wedge (d\psi + w^0).
\]

(2.10)

\(^4\)In the general case without axisymmetry, there is an additional term, which can be found in [42].
The relevant expressions for the fields $A_I^l$, $\alpha^I$, $\nu_a$, $b_a$ and $\beta_a$ in terms of the functions solving the system (2.1)–(2.2) can be found in Appendix A, and are used to compute these quantities throughout this paper.

### 2.2 Two-bolt gravitational instanton

In order to construct supergravity solutions of the type described in the previous section, one starts with a gravitational instanton that solves the nonlinear part of the system in (2.1). An obvious example of such an instanton is the Kerr-NUT bolt, i.e. the analytic continuation of the Kerr-NUT black hole solution to Euclidean signature, for which the horizon is replaced by a smooth bolt. Solutions based on this instanton and generalisations thereof were constructed in [47,40–42].

Obtaining more general solutions to the Euclidean Einstein equations with a single isometry, or even two commuting isometries, is a difficult task. For our purposes, a natural strategy is to take a known class of instantons solving the first layer of our system (2.1), and use them as the basis for solving the remaining layers of equations to find new six-dimensional solutions.

In this paper, we consider the three-centre four-dimensional gravitational instanton of [44], which can be thought of as describing two Kerr-NUT bolts, touching at a single point along their common axis of rotation. Note that this more general instanton does not admit an analytic continuation to Minkowski signature, since the gravitational attraction would of course lead the resulting pair of touching black holes to merge. Below, we describe the instanton metric and some of the conditions required for its regularity. Note that smoothness, including absence of conical singularities, imposes quantisation conditions on the parameters of the four-dimensional solution. However, we shall not describe these, since we are only interested in smoothness of the six-dimensional supergravity solution, and in general, the quantisation conditions are different. We discuss the smoothness analysis of the full six-dimensional supergravity solution in the next section.

#### 2.2.1 The metric

We now review the four-dimensional gravitational instanton of [44]. The solution is described in terms of a quartic polynomial, whose coefficients parametrise the solution, as

$$P(u) = a_0 + a_1 u + a_2 u^2 + a_3 u^3 + a_4 u^4 = a_4 (u - t_1)(u - t_2)(u - t_3)(u - t_4), \quad (2.11)$$

where either the $a_i$ or the roots $t_i$ can be used as parameters, and the relation between the two is given by

$$a_0 = a_4 t_1 t_2 t_3 t_4, \quad a_1 = -a_4 (t_1 t_2 t_3 + t_1 t_2 t_4 + t_1 t_3 t_4 + t_2 t_3 t_4),$$

$$a_2 = a_4 (t_1 t_2 + t_1 t_3 + t_1 t_4 + t_2 t_3 + t_2 t_4 + t_3 t_4), \quad a_3 = -a_4 (t_1 + t_2 + t_3 + t_4). \quad (2.12)$$

As is natural for an axisymmetric gravitational instanton, the metric is written as a circle fibration, with coordinate $\tau$, over a three-dimensional base space metric that is independent of the angle, $\varphi$, around the axis of symmetry. The remaining two directions along the three-dimensional base are expressed in coordinates $x$, $y$, reminiscent of the adapted coordinate system.
used for black ring solutions. The polynomial (2.11) appears symmetrically for the $x$ and $y$
coordinates, as

$$X = P(x), \quad Y = -P(y),$$

in terms of which the metric is given by

$$ds_4^2 = \frac{F}{(x-y)H} \left( d\tau + \frac{G}{F} d\varphi \right)^2 + \frac{H}{x-y)^3 F} \left( \kappa^2 F \left( \frac{dx^2}{X} + \frac{dy^2}{Y} \right) + XY d\varphi^2 \right),$$

where

$$F(x,y) = x^2 Y + y^2 X,$$

$$H(x,y) = (\nu x + y) \left[ (\nu x - y)(a_1 - a_3 xy) - 2(1 - \nu) \left( a_0 - a_4 x^2 y^2 \right) \right],$$

$$G(x,y) = X \left[ \nu^2 a_0 + 2 \nu a_3 y^3 + (2\nu - 1) a_4 y^4 \right] - Y \left[ (1 - 2\nu) a_0 - 2 \nu a_1 x - \nu^2 a_4 x^4 \right],$$

and where $\kappa$ and $\nu$ are two additional constant parameters. In this form, where the fibration
is along the coordinate $\tau$, we can read off the relevant Ernst potentials describing the solution
through their definition

$$E_+ + E_- = \frac{F}{(x-y)H}, \quad d(E_+ - E_-) = \frac{(x-y)^2 H^2}{F^2} \times d \left( \frac{G}{F} d\varphi \right),$$

which leads to the explicit expressions

$$E_+ = \frac{(x-y)(\nu x + y)(a_1 - a_3 xy)}{2(\nu - 1) H}, \quad E_- = -\frac{x + y}{2(\nu - 1)(\nu x + y)}.$$  

One can verify that $E_{\pm}$ indeed satisfy the Ernst equations,

$$(E_+ + E_-) \Delta E_{\pm} = 2 \nabla E_{\pm} \cdot \nabla E_{\pm}. $$

Furthermore, it is clear from inspection of (2.17) that there is no complex choice of the parameters and
coordinates that would result in the relation $E_- = \overline{E}_+$, as would be required for a
Minkowski-signature solution, confirming the fact that this solution does not admit an analytic
continuation to a real pseudo-Riemannian metric.

In view of the presence of the additional isometry along $\varphi$, one can bring the metric to the
canonical Weyl form

$$ds_4^2 = (E_+ + E_-) \left( d\tau + \frac{G}{F} d\varphi \right)^2 + (E_+ + E_-)^{-1} \left[ e^{2\sigma} \left( dz^2 + d\rho^2 \right) + \rho^2 d\varphi^2 \right],$$

where the Weyl coordinates $\rho, z$ are related to the $x, y$ coordinates as

$$\rho^2 = \frac{XY}{(x-y)^4}, \quad z = \frac{2(a_0 + a_2 xy + a_4 x^2 y^2) + (x+y)(a_1 + a_3 xy)}{2(x-y)^2},$$

while the three-dimensional base space metric $g_{ij} dx^i dx^j = e^{2\sigma} \left( dz^2 + d\rho^2 \right) + \rho^2 d\varphi^2$ is described by the function

$$e^{2\sigma} = \frac{\kappa^2 F}{(x-y)^4}. $$

Note that $y$ is completely distinct from the coordinate $y$ used in the six-dimensional metric (2.4).
Since a zero of the polynomial in (2.11) results in a divergent term in the metric (2.14) through either $X$ or $Y$ in (2.13), each of the coordinates $x$, $y$ may only take values in a range between two distinct, neighbouring roots of this quartic polynomial. Moreover, since we need both $X > 0$ and $Y > 0$ for a regular metric and since asymptotic infinity is reached by taking both $x$ and $y$ to be equal to one of the roots, it follows from (2.13) that $x$, $y$ must take values in two adjacent ranges, which are then specified by three of the roots of the polynomial [44]. We choose by convention to order the roots $t_1$, $t_2$, $t_3$, so that we have

$$\begin{align*}
t_1 \leq x \leq t_2 & \leq y \leq t_3, \quad \text{or} \quad t_3 \leq y \leq t_2 \leq x \leq t_1, \\
t_4 \end{align*}$$

and so that $t_4$ is outside this range, i.e. either greater than $t_3$ or smaller than $t_1$ in the first case, or smaller than $t_3$ or greater than $t_1$ in the second. Through (2.20) the above domain (2.22) is homeomorphic to the half-plane of the Weyl coordinates $(\rho, z)$, i.e. $\rho \geq 0$ and $z \in \mathbb{R}$, as we explain in Appendix B.

The solution contains three special points in its interior; these are reached when both $x$ and $y$ reach either boundary of their respective ranges. The locations $z_i$ of these points along the axis of symmetry are given in terms of the roots of the polynomial as follows:

- Asympt. infinity: $x = t_2$, $y = t_2$,
- Centre 1: $x = t_1$, $y = t_2$, $z_1 = -\frac{1}{2} a_4 (t_1 t_2 + t_3 t_4)$,
- Centre 2: $x = t_1$, $y = t_3$, $z_2 = -\frac{1}{2} a_4 (t_1 t_3 + t_2 t_4)$,
- Centre 3: $x = t_2$, $y = t_3$, $z_3 = -\frac{1}{2} a_4 (t_1 t_4 + t_2 t_3)$.

(2.23)

For later reference, we define local spherical coordinates close to each of these four loci, namely $(r, \cos \theta)$ for asymptotic infinity and $(r_i, \cos \theta_i)$ for each of the centres at $z_1$, $z_2$, $z_3$, as follows:

$$\begin{align*}
& r = \sqrt{\rho^2 + z^2}, \quad \cos \theta = \frac{z}{\sqrt{\rho^2 + z^2}}, \\
& r_i = \sqrt{\rho^2 + (z - z_i)^2}, \quad \cos \theta_i = \frac{z - z_i}{\sqrt{\rho^2 + (z - z_i)^2}},
\end{align*}$$

(2.24)

where $\rho$, $z$ are given by (2.20), with the choice of branch for the roots such that the special points satisfy (2.23).

Parametrisation invariance induces the unphysical rescaling symmetry of the system

$$(x, y) \to (\lambda x, \lambda y), \quad a_i \to \lambda^{2-i} a_i, \quad t_i \to \lambda t_i,$$

(2.25)

that leaves invariant the components of the metric in Weyl coordinates. One could therefore fix this redundancy by choosing for example $a_4 = 1$. However it will be more convenient for us to keep all parameters free at this stage, and to fix this redundancy at a later point.

### 2.2.2 Supergravity embedding

In order to use this instanton in the partially-solvable system of the previous section, one needs to identify appropriate functions $V$ and $\overline{V}$ solving (2.1). These are equivalent to the Ernst equations (2.18), so that $\overline{V}$ and $V^{-1}$ can be identified with the $\mathcal{E}_\pm$. However the Ernst equations are invariant under the exchange of $\mathcal{E}_+$ and $\mathcal{E}_-$, and also under $SL(2)$ real fractional linear transformations, so there is some freedom in this identification. We fix this freedom by choosing $V$ to

---

6In general one could also consider a range that includes infinity, but we shall not do this in this paper.
be the simpler of the two functions, and thus related to \( \mathcal{E}_- \) by a fractional linear transformation. Then \( \mathcal{V} \) is related to \( \mathcal{E}_+ \) in a similar fashion, explicitly:

\[
\mathcal{V}(\mathcal{E}_+) = \frac{\alpha \mathcal{E}_+ + \beta}{\gamma \mathcal{E}_+ + \delta}, \quad \mathcal{V}(\mathcal{E}_-) = -\frac{\gamma \mathcal{E}_- - \delta}{\alpha \mathcal{E}_- - \beta}.
\] (2.26)

The invariance under \( SL(2) \) comes from the fact that the Ernst equations (2.18) describe a non-linear sigma model over \( SL(2)/SO(1,1) \). The choice of parameters in (2.26) determines the asymptotic fall-off, and we shall use it to obtain the appropriate asymptotic behaviour of the functions \( V \) and \( \mathcal{V} \) needed to obtain asymptotically \( R^{1,4} \times S^1 \) supergravity solutions.

Upon expanding the metric (2.14) around asymptotic infinity using (B.4), we find that the three-dimensional base becomes the flat metric on \( R^3 \) for the choice

\[
\kappa = \frac{a_4(t_2 - t_1)(t_2 - t_3)(t_2 - t_4)}{2 t_2}.
\] (2.27)

Similarly, expanding the functions (2.26) and imposing that \( V \) asymptotes to 1 and that \( \mathcal{V} \) vanishes asymptotically, as for the similar three-centre instanton in [42], we restrict the parameters of the \( SL(2) \) transformation to be given by

\[
\alpha = 1, \quad \beta = 0, \quad \gamma = -1 - \frac{\nu + 1}{\nu - 1} \delta, \quad \delta = \frac{\hat{\delta}}{(\nu - 1)^2}.
\] (2.28)

The rescaled parameter, \( \hat{\delta} \), remains free and replaces the original parameter, \( \nu \), which does not appear in the expressions for \( V, \mathcal{V} \). Having done this rescaling, we now drop the hat from \( \hat{\delta} \) for notational convenience. Explicitly, \( V \) and \( \mathcal{V} \) then become:

\[
V = 1 - \delta \frac{x - y}{x + y}, \quad \mathcal{V} = -\frac{(x - y)(a_1 - a_3 x y)}{4 \delta (a_0 - a_4 x^2 y^2) + (a_1 - a_3 x y) ((\delta - 1)x + (\delta + 1)y)}.
\] (2.29)

With this choice of \( V, \mathcal{V} \), the relevant scale factor of the metric, \( (1 + V \mathcal{V})^{-1} \), contains simple poles at the three centres, as one may verify by expanding the coordinates \( (x, y) \) to the first nontrivial order in the spherical coordinates (2.24) around each special point; these expansions are given in (B.4). The corresponding coefficients are proportional to the three combinations of parameters

\[
p_1 = t_1 t_2 - t_3 t_4, \quad p_2 = t_1 t_3 - t_2 t_4, \quad p_3 = t_1 t_4 - t_2 t_3,
\] (2.30)

which, together with \( \kappa \) given in (2.27), will be useful shorthands in the various expressions of the supergravity solutions to be constructed in the next section.

As was shown in [44], there exists a limit in which the metric (2.14) reduces to a three-centre Gibbons–Hawking instanton with charges proportional to (2.30).

### 2.2.3 The three-dimensional base metric near the nuts and bolts

As described above, the three-dimensional base of the above four-dimensional gravitational instanton will be the three-dimensional base of the six-dimensional solutions we construct. We now examine the form of this base metric near the special loci, using the local coordinates defined above. From (2.14) and (2.19), the three-dimensional base metric is given by

\[
ds_3^2 = \frac{\kappa^2 F}{(x - y)^4} \left( \frac{dx^2}{X} + \frac{dy^2}{Y} \right) + \frac{X Y}{(x - y)^4} d\varphi^2 = e^{2\sigma} (dz^2 + d\rho^2) + \rho^2 d\varphi^2.
\] (2.31)
In the adapted Weyl coordinates, all the special loci are located along the axis of symmetry, at $\rho = 0$.

Starting from the three special points $z = z_i$ in (2.23), we change to the adapted spherical coordinates, $r_i$, in (2.24), and use the local expansions given in (B.4) to find the following form of the metric near each point:

$$ds_3^2 \bigg|_{z_i} = e^{2\sigma_i} \left( dr_i^2 + r_i^2 d\theta_i^2 \right) + r_i^2 \sin^2 \theta_i d\varphi^2 + \mathcal{O}(r_i^3),$$  \hspace{1cm} (2.32)

where the functions $e^{2\sigma_i}$ are given by

$$e^{2\sigma_1} = \kappa^2 \left( \frac{1}{2} (1 + \cos \theta_1) + \frac{1}{2} b_\Lambda^2 (1 - \cos \theta_1) \right),$$

$$e^{2\sigma_2} = \kappa^2 \left( \frac{1}{2} b_\Lambda^2 (1 + \cos \theta_2) + \frac{1}{2} b_n^2 (1 - \cos \theta_2) \right),$$

$$e^{2\sigma_3} = \kappa^2 \left( \frac{1}{2} b_n^2 (1 + \cos \theta_3) + \frac{1}{2} (1 - \cos \theta_3) \right),$$  \hspace{1cm} (2.33)

and where we use the shorthand constants

$$b_\Lambda \equiv \frac{t_1 (t_2 - t_3) (t_2 - t_4)}{t_2 (t_1 - t_3) (t_1 - t_4)}, \quad b_n \equiv \frac{t_3 (t_1 - t_2) (t_2 - t_4)}{t_2 (t_1 - t_3) (t_1 - t_4)},$$  \hspace{1cm} (2.34)

whose significance will become clear shortly.

The two regions between the three special points were interpreted in [44] as two Kerr-NUT bolts with a common axis of rotation, touching at the nut at the middle point. With our choice of ordering for the roots in (2.22), the position in the middle where the two Kerr-NUT bolts touch is always $z_2$. Without loss of generality, we assume the ordering $z_3 < z_2 < z_1$, so that the half-lengths of the segments supporting the two four-dimensional bolts are

$$c_\Lambda \equiv \frac{1}{2} (z_1 - z_2) = -\frac{a_4}{4} (t_1 - t_4) (t_2 - t_3), \quad c_n \equiv \frac{1}{2} (z_2 - z_3) = -\frac{a_4}{4} (t_1 - t_2) (t_3 - t_4).$$  \hspace{1cm} (2.35)

Since we only use the three-dimensional base of the gravitational instanton, the interpretation of the two four-dimensional bolts is a priori lost, and one must perform the analogous analysis on the final six-dimensional supergravity solution. Nevertheless, it is useful to consider the metric near these two regions, as it will be useful preparation for the supergravity analysis in the next section. We therefore define adapted radial and angular coordinates around each segment, as

$$r_\Lambda = \frac{1}{2} (r_1 + r_2), \quad \cos \theta_\Lambda = \frac{1}{2 c_\Lambda} (r_1 - r_2),$$

$$r_n = \frac{1}{2} (r_2 + r_3), \quad \cos \theta_n = \frac{1}{2 c_n} (r_2 - r_3).$$  \hspace{1cm} (2.36)

In terms of these, the base metric can be expanded around $r_\Lambda = c_\Lambda$ and $r_n = c_n$, leading to the expressions

$$ds_3^2 \bigg|_{r_\Lambda} = \left( r_\Lambda^2 - c_\Lambda^2 + b_\Lambda^2 c_\Lambda^2 \sin^2 \theta_\Lambda \right) \left( \frac{dr_\Lambda^2}{r_\Lambda^2 - c_\Lambda^2} + d\theta_\Lambda^2 \right) + \left( r_\Lambda^2 - c_\Lambda^2 \right) \sin^2 \theta_\Lambda d\varphi^2 + \mathcal{O}(r_\Lambda^3),$$

$$ds_3^2 \bigg|_{r_n} = \left( r_n^2 - c_n^2 + b_n^2 c_n^2 \sin^2 \theta_n \right) \left( \frac{dr_n^2}{r_n^2 - c_n^2} + d\theta_n^2 \right) + \left( r_n^2 - c_n^2 \right) \sin^2 \theta_n d\varphi^2 + \mathcal{O}(r_n^3),$$  \hspace{1cm} (2.37)

where we used the value of $\kappa$ given in (2.27). This local form of the base metric near each segment is exactly the same as for a Kerr-NUT instanton, with non-extremality parameters $c_\Lambda \sqrt{b_\Lambda^2 - 1}$, $c_n \sqrt{b_n^2 - 1}$ and ‘rotation’ parameters $b_\Lambda c_\Lambda$, $b_n c_n$, respectively, thus justifying the definitions of $b_\Lambda$, $b_n$ in (2.34). The solution is extremal when either $b_\Lambda = \pm 1$ or $c_\Lambda = 0$ and either $b_n = \pm 1$ or $c_n = 0$. 
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2.3 Two-bolt six-dimensional supergravity solution

We now proceed to construct an explicit family of supergravity solutions based on the twobolt four-dimensional gravitational instanton. This involves solving the remaining equations of our system (2.2) on the three-dimensional base space (2.31) described in the previous section. Obtaining the general solution to this system is beyond the scope of this paper, as it would involve introducing functions with poles away from the bolts, similar to the construction of [42] where additional Gibbons–Hawking centres were added to a single Kerr-NUT instanton. In this paper we restrict attention to solutions where the functions $K^I, L_I, M$ do not contain additional poles. By doing so, one can assume that the solution can be expressed in terms of rational functions of $x$ and $y$.

The simplest solution of the remaining equations of our system (2.2), based on any given instanton, arises by acting with the symmetry operation in (2.3) on the trivial solution in which all the remaining functions $K^I, L_I, M$ vanish. This solution depends only on the two functions $V$ and $\bar{V}$ that define the gravitational instanton. However, it turns out that this solution is not general enough to include interesting solutions, so we must obtain a non-trivial solution to the subsystem (2.2) in this background. As mentioned above, we assume that the functions are rational in $(x, y)$ coordinates. For extremal solutions, harmonic functions with poles of high degree tend to produce singular solutions, so we seek a non-trivial solution with the least possible singular behaviour at the special points. We find the following solution for the $K_I$ (which is regular at the special points):

\[ K_I = m_I K_0, \quad K_0 = -\frac{x - y}{4\delta (a_0 - a_4 x^2 y^2) + (a_1 - a_3 x y) ((\delta - 1)x + (\delta + 1)y)}, \]  

(2.38)

for three constants $m_I$. Given this solution, one can solve the remaining equations with the resulting source. We now act with (2.3) on this solution and describe the resulting family of solutions. We thus take the solution for the $K_I$ to be given by

\[ K_I \equiv h_I + \tilde{K}_I = h_I + m_I K_0 + k_I \bar{V}, \]  

(2.39)

where the $h_I$ and $m_I$ are two triplets of constants. Note that we also defined the functions $\tilde{K}_I$, which do not include the asymptotic constants, $h_I$, and which will be useful in writing the remaining functions in the solution.

The solution for the remaining functions can then be computed straightforwardly, by solving these equations for $k_I = 0$ in the source terms and then using (2.3) to re-introduce the dependence on the $k_I$. The resulting solution for the $L^I$ takes the form

\[ L^I = l^I + \frac{1}{4 \bar{V}} C^{IJK} \tilde{K}_J \tilde{K}_K - \frac{a_1^2 a_3^2}{16 (a_0 a_3^2 - a_4^2 a_4)} C^{IJK} m_I m_K \frac{x - y}{a_1 - a_3 x y}, \]  

(2.40)

where $l^I$ are a triplet of constants, and where the term quadratic in the $\tilde{K}_I$ includes all terms that depend on $k_I$ and can be seen to reproduce the dependence in (2.3). Similar comments apply to the $k_I$-dependent terms in $M$, for which we find the solution:

\[ M = \frac{1}{2 \bar{V}} \tilde{K}_I l^I - \frac{1}{4 \bar{V}^2} \frac{2 + V}{1 + V} \tilde{K}_I \tilde{K}_2 \tilde{K}_3 + \frac{1}{1 + \bar{V}V} \left( l_0 + q_0 (1 - V) - \frac{1}{2 \bar{V}} l^I \tilde{K}_I \right) \]

\[- \frac{a_1^2 a_3^2}{16 (a_0 a_3^2 - a_4^2 a_4)} \frac{(1 - V)}{a_1 - a_3 x y} \frac{m_1 m_2 m_3}{1 + V \bar{V}} \left( a_1 + \frac{2 (x + y) (a_0 a_3 - a_1 a_4 x y)}{a_1 - a_3 x y} \right), \]  

(2.41)
where \( l_0 \) and \( q_0 \) are constants parametrising two homogeneous solutions of the last equation in (2.2) that are generic for any gravitational instanton, as they are the same functions of \( V \) and \( \overline{V} \) for any solution to the Ernst equations (2.1).

## 3 Regularity of the solutions

In this section, we analyse some general properties and specify the constraints arising from regularity for the family of solutions found in the previous section. The analysis proceeds in three steps: we study asymptotic infinity in Section 3.1, then we examine the structure and regularity of the solution near the three centres in Section 3.2, and around the two bolts in Section 3.3.

### 3.1 Asymptotic structure

We start by analyzing the asymptotic region and imposing the appropriate fall-off behaviour for the ansatz quantities, such that the resulting solutions are asymptotically \( \mathbb{R}^{1,4} \times S^1 \).

#### Useful redefinitions

In order to analyse the structure of the solution near asymptotic infinity, we first make a set of gauge transformations and coordinate transformations on the solution that is obtained by directly substituting (2.39)–(2.41) in the relevant expressions, in order to obtain standard asymptotic values for the various fields. These operations do not impose any constraints on the parameters of the general solution, but represent a choice of gauge that we exploit in setting various asymptotic constants to zero.

We first shift away the asymptotic constants from the off-diagonal components of the metric and the two-forms \( C_a \). Concretely, one can shift to zero the asymptotic values of the scalars \( \alpha^a, \beta_a \) and \( A^a_t \) in (2.10) by performing a gauge transformation on the two-forms, leading to the following redefinition of the vector fields

\[
\begin{align*}
    w_a' &= w_a + A^a_t \omega + \alpha^a w^0, \\
    v_a' &= v_a - \beta_a \omega + \eta_{ab} \alpha^b w^3, \\
    b_a' &= b_a + \eta_{ab} A^b_t w^3 + \beta_a w^0. 
\end{align*}
\]  

(3.1)

Here, primes denote redefined quantities, while asymptotic values are denoted by \( \big| \infty \), and we use the first Pauli matrix \( \eta_{ab} \) (2.9). Having made these redefinitions, we immediately drop the primes on the new quantities, and we will do likewise for the following two steps.

In the same way we set to zero the asymptotic values of \( A^3_t \) and \( \alpha^3 \) that appear in the Kaluza–Klein gauge field \( A^3 \) given in (2.5), by performing a diffeomorphism that mixes the coordinate \( y \) with \( t \) and \( \psi \) at infinity, leading to the following redefinitions

\[
\begin{align*}
    v^a' &= v_a + \alpha^3 \eta_{ab} w^b, \\
    b^a' &= b_a + A^3_t \eta_{ab} w^b, \\
    \beta^a' &= \beta_a - \alpha^3 \eta_{ab} A^b_t + A^3_t \eta_{ab} \alpha^b. 
\end{align*}
\]  

(3.2)

Moreover, one can shift away the asymptotic constant values of \( \omega, w^3 \) and the \( w^a \) by making an appropriate diffeomorphism mixing the coordinates \( t, y \) with \( \phi \), as well as by a further gauge
transformation on the two-forms; we therefore assume that these vector fields vanish at infinity for the remainder of the paper.

Finally, we consider the freedom of choosing the asymptotic time coordinate as a linear combination of the coordinate \( t \) with one of the compact directions, \( t = t' + \gamma \psi \), leading to the field redefinitions

\[
\omega' = \omega - \gamma w^0, \quad \mu' = \mu + \gamma W, \quad \alpha'^I = \alpha^I + \gamma A^I_t, \quad v'_I = v_I + \gamma b_I. \tag{3.3}
\]

This freedom, parametrised by the constant \( \gamma \), will be fixed by imposing the asymptotic conditions below. We once again immediately drop the primes on all the above redefined quantities.

The explicit expressions for the asymptotic constants appearing in the above redefinitions (3.1), (3.2) are straightforward to obtain using the solution given in Section 2.3. However, these are not illuminating and play no role in the following, so we refrain from displaying them and henceforth work with the quantities obtained after (3.1)–(3.3) have been applied.

**Constraints on the asymptotic fall-off**

We now turn to the constraints imposed by demanding that the asymptotic structure of the solution is that of a five-dimensional black hole. Starting from the metric, in order to obtain the desired \( \mathbb{R}^{4,1} \times S^1 \) asymptotics, we impose that the functions that appear in the metric fall off as

\[
W = \frac{1}{r^2} + 2\xi_\infty \frac{\cos \theta}{r^3} + \mathcal{O}(r^{-4}), \quad H_I = \frac{1}{r} + \frac{E_I}{r^2} + \xi_\infty \frac{\cos \theta}{r^2} + \mathcal{O}(r^{-3}), \tag{3.4}
\]

where the \( E_I \) are positive constants that parametrise the mass and the fall-off of the scalar fields at infinity, and where \( \xi_\infty \) is a real parameter. For the sake of simplicity, we follow the same approach as in [41,42] and fix the asymptotic values of \( g_{yy} \) and the dilaton by fixing the leading fall-off of the \( H_I \) functions to be \( \frac{1}{r} \). There is no loss of generality arising from this choice, since we keep the radius of the \( y \) circle general through its coordinate length \( y \sim y + 2\pi R_y \); similarly, the asymptotic value of the dilaton \( e^{2\phi}|_\infty \) can straightforwardly be scaled to an arbitrary value using the global \( GL(1) \) symmetry of the theory in six dimensions.

Next, we turn to the off-diagonal components of the metric (2.4) that involve the time coordinate, and impose that they fall off at large \( r \) as

\[
\mu = -J_\psi + \frac{J_\varphi \cos \theta}{8r^3} + \mathcal{O}(r^{-4}), \quad \omega = -\frac{J_\varphi \sin^2 \theta}{8r} d\varphi + \mathcal{O}(r^{-2}), \tag{3.5}
\]

where \( J_\psi, J_\varphi \) are the angular momenta along the corresponding angular directions.

Finally, the asymptotically-flat five-dimensional solution that is obtained by reduction on the asymptotic circle has electric charges, \( Q_I \), which are defined in terms of the fall-off of the time components of the five-dimensional gauge potentials, \( A^I_t \), as

\[
A^I_t = \frac{Q_I}{4r} + \mathcal{O}(r^{-2}). \tag{3.6}
\]

Since we are interested in black hole microstate geometries, we wish to constrain the behaviour of the matter fields to that of an asymptotically-flat black hole solution. This requirement imposes the following relation between the electric charges and the quantities \( E_I \) defined in (3.4):

\[
E^2_1 - Q^2_1 = E^2_2 - Q^2_2 = E^2_3 - Q^2_3. \tag{3.7}
\]
This constraint can be understood as an attractor equation for the two scalar fields in five dimensions, such that their asymptotic momenta are determined by the electric charges and the mass of the black hole.\footnote{Note that the two five-dimensional scalar fields are parametrised by ratios of the $H_I$ functions, and behave as $\frac{H_I}{H_J} = 1 + \frac{E_I}{E_J} + \mathcal{O}(r^{-2})$ at infinity. This condition is enforced in \cite{48,49}, because $E_I$ and $Q_I$ are proportional to the hyperbolic cosines and sines of the corresponding boost/duality parameters $\delta_I$.}

In order to impose the conditions (3.4)–(3.7), one must expand the solution obtained in Section 2.3 near infinity and constrain some of the free parameters. Imposing the asymptotic behaviour (3.4) results in fixing the values of the parameters $h_I$, $l^I$, $l_0$ and $q_0$ introduced in (2.39)–(2.41). We have

$$l_0 = l^I = \frac{1}{2}, \quad h_I = 1,$$

and we shall give the value of $q_0$ shortly, once we have introduced some more notation. Once this is done, one finds that $\mu = -\gamma/r^2 + \mathcal{O}(r^{-3})$ for a constant $\gamma$ that will be given below; we thus apply the transformation (3.3) in order to remove the $\mathcal{O}(r^{-2})$ term, obtaining the desired $\mathcal{O}(r^{-3})$ fall-off in (3.5). The final conditions to consider are (3.7), which read

$$E_1^2 - Q_1^2 = E_2^2 - Q_2^2 \Rightarrow \frac{a_1^2 a_3}{2 a_1^2} \frac{\kappa^2}{p_1 p_2 p_3} m_3 (m_1 (k_2 - 1) - m_2 (k_1 - 1)) = 0,$$

$$E_3^2 - Q_3^2 = E_2^2 - Q_2^2 \Rightarrow \frac{a_1^2 a_3}{2 a_1^2} \frac{\kappa^2}{p_1 p_2 p_3} m_1 (m_3 (k_2 - 1) - m_2 (k_3 - 1)) = 0,$$

where the constants $\kappa$ and $p_1$, $p_2$, $p_3$ are defined in (2.27) and (2.30) respectively. Since setting $\kappa$ or either of $a_1$ or $a_3$ to zero would lead to a degenerate metric, we consider appropriate restrictions of the $m_I$. This leads to two branches of solutions to (3.7):

Rank 1: \hspace{1em} $m_1 = m_2 = 0, \quad m_3 \neq 0$,

Rank 3: \hspace{1em} $m_I = m(k_I - 1)$,

where $m$ is an arbitrary constant, and we name each branch by the number of nonzero components. Note that the Rank 1 branch may be along any of the three directions, but we choose $m_3 \neq 0$ in order to keep manifest the symmetry between the two two-form potentials (2.10), since it is the vector field $A^3$ that appears in the six-dimensional metric (2.4). The other choices with only $m_1$ or $m_2$ non-zero define a-priori independent solutions that we have not studied. Henceforth, we will only consider the Rank 1 solution with $m_3 \neq 0$ in (3.10), and we leave the analysis of the more complicated Rank 3 branch for future work.

**Asymptotic charges**

In order to simplify the analysis of the Rank 1 branch, we redefine $k_I$, $\delta$ and $m_3$ in favour of new parameters, $q_I$, $\xi$, $m$, respectively, as follows:

$$k_I = \left(1 + q_1, 1 + q_2, 1 + (1 - m) q_3\right),$$

$$\delta = \frac{1}{8 t_2} \left(a_1 - t_2^2 a_3\right) \frac{q_1 q_2 q_3}{\xi + 1},$$

$$m_I = \left(0, 0, \left(t_2^2 a_3 - 1\right) m q_3\right).$$

This constraint can be understood as an attractor equation for the two scalar fields in five dimensions, such that their asymptotic momenta are determined by the electric charges and the mass of the black hole.\footnote{Note that the two five-dimensional scalar fields are parametrised by ratios of the $H_I$ functions, and behave as $\frac{H_I}{H_J} = 1 + \frac{E_I}{E_J} + \mathcal{O}(r^{-2})$ at infinity. This condition is enforced in \cite{48,49}, because $E_I$ and $Q_I$ are proportional to the hyperbolic cosines and sines of the corresponding boost/duality parameters $\delta_I$.}
Note that in (3.11) both the root, \( t_2 \), and some of the coefficients, \( a_i \), of the polynomial \( P(u) \) in (2.11) appear, for brevity. One can use (2.12) to write (3.11) in terms of the roots \( t_i \) only.

With these redefinitions, the conditions on the solution in Section 2.3 are summarised as follows. The asymptotic constants are given as in (3.8), while (3.4)–(3.5) are satisfied by fixing the parameter \( q_0 \) in the harmonic part of the function \( M \) in (2.41) and the parameter, \( \gamma \), of the transformation (3.3), as

\[
q_0 = -\frac{1}{4} + \frac{8t_2}{\kappa} \frac{1}{a_1 - t_2^2 a_3} \frac{\xi^2 - 1}{q_1 q_2 q_3}, \\
\gamma = -1 - \frac{1}{2} \frac{\xi + 1}{q_1 q_2 q_3} (q_1 q_2 + q_1 q_3 + q_2 q_3) - \frac{\kappa}{2t_2} \frac{a_1 - t_2^2 a_3}{\xi + 1} q_1 q_2 q_3.
\]

The leading terms of the \( R^{1,4} \times S^1 \) metric at infinity are given by

\[
ds^2 = -dt^2 + dy^2 + \frac{dr^2}{r} + r \left[ (d\psi - \cos \theta d\varphi)^2 + d\theta^2 + \sin^2 \theta d\varphi^2 \right],
\]

where the metric of the unit \( S^3 \) appears in the square bracket. For later convenience we parametrize the (standard) lattice of periodicities of these angles by a triplet of free integers \( (\ell_1, \ell_2, \ell_3) \) as follows:\(^8\)

\[
y \sim y + 2\pi \ell_1 R_y, \quad \psi \sim \psi + 4\pi \ell_2 - 2\pi \ell_3, \quad \varphi \sim \varphi + 2\pi \ell_3.
\]

It is conventional to take the fundamental domain of this lattice to be given by the ranges \( y \in [0, 2\pi R_y) \), \( \psi \in [0, 4\pi) \), \( \varphi \in [0, 2\pi) \). The asymptotic identifications in (3.14) will be used below to deduce the corresponding periodicities of the compact angles in the interior of the solution.

The explicit expressions for the electric charges \( Q_I \) and the parameters \( E_I \) appearing in the subleading terms of the \( H_I \) are given by\(^9\)

\[
Q_I = 4 \frac{\xi^2 - 1}{q_I + q_I+2} - \frac{\kappa}{8t_2} \frac{(a_1 - t_2^2 a_3) q_I+1 q_I+2}{}, \quad (3.15)
\]

\[
E_I = 4 \frac{\xi^2 - 1}{q_I + q_I+2} + \frac{\kappa}{8t_2} \frac{(a_1 - t_2^2 a_3) q_I+1 q_I+2}{}, \quad (3.16)
\]

which satisfy (3.7). Similarly, the ADM mass and the two angular momenta defined in (3.5) take the form

\[
M_{ADM} = \sum_I E_I,
\]

\[
J_\psi = - \left( 8 \frac{\xi^2 - 1}{q_1 q_2 q_3} + \frac{\kappa}{4t_2} \frac{(a_1 - t_2^2 a_3) \left( q_1 + q_2 + q_3 \right)} \right) \xi, \quad (3.17)
\]

\[
J_\varphi = \frac{a_4}{q_1 q_2 q_3 t_2 \left( a_1 - t_2^2 a_3 \right) \left( \frac{1}{32} j_1 j_2 - 4 j_3 \right)},
\]

---

\(^8\)The integer parameters \( \ell_1, \ell_2, \ell_3 \) should not be confused with the parameters \( t^I \) introduced in (2.40) and fixed in (3.8).

\(^9\)Note that the parameter \( \xi \) corresponds to the parameter \( x \) appearing in [41, 42], renamed here to avoid potential confusion with the coordinate \( x \) of Section 2.2.
where the shorthand combinations \( j_1, j_2, j_3 \), read
\[
\begin{align*}
j_1 &= t_2^3 (3a_1 - t_2^2 a_3) + t_1 t_3 (a_1 - 3 t_2^2 a_3) - 2 t_3^3 \frac{a_3}{a_4} m, \\
j_2 &= \frac{\kappa}{t_2} q_2 q_2 q_3 (a_1 - 3 t_2^2 a_3) + 32 (q_1 q_2 + q_1 q_3 + q_2 q_3) (\xi^2 - 1), \\
j_3 &= t_2^3 \frac{a_3}{a_4} q_1 q_2 m \xi (\xi + 1). 
\end{align*}
\]
We remind the reader that we use both the \( t_i \) and \( a_i \) for brevity and that one can use (2.12) to obtain a fully explicit expression.

3.2 Structure of the solution around the nuts

We now turn our attention to the structure of the solution in its interior, where the two three-dimensional cycles are localised. These three-cycles arise from the two-bolt structure of the underlying gravitational instanton, described in Section 2.2.

The solution topology is clearest in Weyl coordinates \( z, \rho \). Consider the spacelike slices defined by fixing \( t \) to be constant. For \( z \) different from the special points \( z_i \) (2.23), and different from \( z_4 = -\infty \), \( z_0 = \infty \), these spacelike sections are topologically a discrete quotient of \((z_i + 1, z_i) \times S^1 \times S^1 \times \mathbb{R}^2\), where \( \mathbb{R}^2 \) is parametrised in cylindrical coordinates with radius \( \rho \).

In order to avoid closed-time-like curves (CTCs) near the centres, one must impose the behaviour \( \mu \approx \frac{1}{\rho} \) near the centres. This behaviour of \( \mu \) is ensured provided that the one-form \( \omega \) is continuous on the axis; the resulting constraints, known as “bubble equations”, will be discussed in due course. First however we discuss the geometry near each centre, assuming that these constraints are satisfied.

To analyze the geometry near the individual centres, we define three different patches with coordinates \((\phi_{L_i}, \phi_{R_i}, \psi_i)\), \( i = 1, 2, 3 \), and which together cover the entire space as depicted in Figure 1. Specifically, Patch 1 is valid on the open \( z \)-interval \((z_2, \infty)\); Patch 2 is valid on the open interval \((z_3, z_1)\); and Patch 3 is valid on the open interval \((-\infty, z_2)\).

To explain our notation let us state here which of the angles shrinks on the axis \( (\rho = 0) \) in which region, before deriving this behaviour below. Working from right to left, between \( z = z_1 \) and \( z \to \infty \), \( \phi_{R1} \) shrinks at fixed \((\phi_{L1}, \psi_1)\), i.e. the norm of the Killing vector \( \partial/\partial \phi_{R1} \) goes
to zero. We denote by Bolt A the region between the centres at $z_1$ and $z_2$ on the axis. Here, depending on the patch, it is $\phi_{L1}$ or $\phi_{R2}$ that shrinks. Similarly we denote by Bolt B the region between the centres at $z_2$ and $z_3$ on the axis. Here, depending on the patch, it is $\phi_{L2}$ or $\phi_{R3}$ that shrinks. From $z = z_3$ to $z \rightarrow -\infty$, it is $\phi_{L3}$ that shrinks on the axis. Thus our choice of notation should be clear: in Patch $i$, $\phi_{Li}$ shrinks on the left of Centre $i$, and $\phi_{Ri}$ shrinks on the right of Centre $i$, at fixed values of the other coordinates in the patch.

**Centre 1**

One can compute the behaviour of the various functions in the limit $r_1 \to 0$, leading to the following expression for the constant $N_1$ defined in (3.19),

$$N_1 = \frac{b_\lambda + d_\lambda}{2},$$

(3.20)

and the following expressions for the fields $w^0$, $w^3$ and $\alpha^3$ appearing in the metric,

$$w^0|_{r_1=0} = e^{-2\sigma_1} \left( -\frac{1 + \cos \theta_1}{2} + b_\lambda d_\lambda \frac{1 - \cos \theta_1}{2} \right) d\varphi,$$

$$w^3|_{r_1=0} = e^{-2\sigma_1} b_\lambda k_\lambda R_y \frac{1 - \cos \theta_1}{2} d\varphi,$$

$$\alpha^3|_{r_1=0} = -\frac{k_\lambda R_y}{b_\lambda + d_\lambda}.$$

(3.21)

Here $b_\lambda$ was defined in (2.34), and we define the constants $d_\lambda$ and $k_\lambda R_y$ via

$$d_\lambda = -\xi - \frac{\xi + 1}{(t_1 - t_3) (t_1 - t_4) (a_1 - t_2^2 a_3)} \left( a_4 (t_2 - t_1) p_2 p_3 + \kappa t_2 (t_1 + t_2) \frac{a_3}{a_4} m \right),$$

$$k_\lambda R_y = \frac{\xi^2 - 1}{\Delta_1 (a_1 - t_2^2 a_3)} \left( 4 a_4 b_\lambda q_1 q_2 q_3 \right)$$

$$\times \left( \left( a_3 t_1 + a_4 (t_1 + t_2)^2 \right) (t_1 + t_2) - a_1 + t_2^2 a_3 \right) p_1 - \frac{a_3}{a_4} t_2 (t_1 + t_2) \kappa m$$

$$- \frac{a_4 b_\lambda t_1 + t_2}{8} \frac{(q_1 + q_2) p_1 - 2 \left( \xi + 1 \right) t_2 (t_1 + t_2) \frac{a_3}{a_4} \kappa m}{\Delta_1 (a_1 - t_2^2 a_3)},$$

(3.22)

where $\Delta_1$ is given by

$$\Delta_i = \prod_{j=1}^{4} (t_i - t_j).$$

(3.23)

We wish to impose that the local geometry be smooth up to possible orbifold singularities. By doing so we will explain the physical relevance of the parameters $b_\lambda$, $d_\lambda$, $k_\lambda$ defined above.

We consider the metric near $r_1 = 0$, and we define the Patch 1 coordinates $(\phi_{L1}, \phi_{R1}, \psi_1)$ via

$$\phi_{L1} = \frac{y}{k_\lambda \sqrt{\frac{R_y}{a_4}}}, \quad \phi_{R1} = \varphi + \frac{b_\lambda y}{k_\lambda \sqrt{\frac{R_y}{a_4}}}, \quad \psi_1 = \psi - \varphi - 2 \frac{N_1}{k_\lambda \sqrt{\frac{R_y}{a_4}}}.$$

(3.24)

Then near $r_1 = 0$ the leading spacelike components of the metric (at $dt = 0$) are given by (recall that $h_{ii}$ are defined in (3.19))

$$ds^2 = \frac{h_{31}}{\sqrt{h_{11}}} \left( \frac{k_\lambda R_y}{b_\lambda + d_\lambda} d\psi_1 \right)^2$$

$$+ \sqrt{h_{11}} h_{21} \left( \frac{dr_1^2}{r_1} + r_1 (d\theta_1^2 + 2 (1 + \cos \theta_1) d\phi_{L1}^2 + 2 (1 - \cos \theta_1) d\phi_{R1}^2) \right).$$

(3.25)
One recognizes the spherically symmetric metric on $S^1 \times \mathbb{R}^4$, as anticipated above. The two commuting Killing vectors $\partial_{\phi_{L1}}$ and $\partial_{\phi_{R1}}$ have vanishing norm at $r_1 = 0$, and they generate rotations of rank four in $\mathbb{R}^4$, so we label $r_1 = 0$ a nut. Let us now analyze the lattice of identifications of the periodic coordinates.

At $\theta_1 = \pi$, the direction that shrinks is $\phi_{L1}$ at fixed $(\phi_{R1}, \psi_1)$. For the shift $\phi_{L1} \rightarrow \phi_{L1} + 2\pi$ at fixed $(\phi_{R1}, \psi_1)$ to be a closed orbit, $b_3$ and $N_1$ must be integers, while for it to be part of the lattice of identifications induced by the identifications of the asymptotic coordinates (3.14), $k_3$ must also be an integer, which we take to be positive without loss of generality.

In full, the identifications of the asymptotic coordinates (3.14) induce the following identifications of the local coordinates (3.24):

\[ \phi_{L1} \sim \phi_{L1} + 2\pi \frac{\ell_1}{k_3}, \quad \phi_{R1} \sim \phi_{R1} + 2\pi \ell_3 + 2\pi \frac{b_3}{k_3}, \quad \psi_1 \sim \psi_1 + 4\pi \left( \ell_2 - \ell_3 - \ell_1 \frac{N_1}{k_3} \right). \] (3.26)

Thus the local geometry is a $\mathbb{Z}_{k_3}$ quotient of $S^1 \times \mathbb{R}^4$; this is a smooth quotient if and only if $N_1$ and $k_3$ are relatively prime, when the action of the quotient is free. The geometry is locally identical to that of the orbifolded bolt described in detail in [50], with $m_3 = N_1$ and $n_3 = N_1 - b_3$ the usual integers characteristic of the JMaRT bolt, and $k_3$ the order of the orbifold quotient.

**Centre 3**

The structure of the solution near the centre at $r_3 = 0$ is very similar to the structure at Centre 1, and the analysis is parallel. One can again compute the behaviour of the various functions in the limit at $r_3 \rightarrow 0$, leading to the following expressions for the constant $N_3$ defined in (3.19)

\[ N_3 = \frac{b_3 - d_3}{2}, \] (3.27)

and for the metric fields $w^0$, $w^3$ and $\alpha^3$

\[
\begin{align*}
| r_3 = 0 & \quad e^{-2\sigma_3} \left( b_3 d_3 \frac{1 + \cos \theta_3}{2} + \frac{1 - \cos \theta_3}{2} \right) d\varphi, \\
| r_3 = 0 & \quad e^{-2\sigma_3} b_3 k_3 R_y \frac{1 + \cos \theta_3}{2} d\varphi, \\
| r_3 = 0 & \quad \frac{k_3 R_y}{b_3 - d_3}. \end{align*}
\] (3.28)

Here the quantities $e^{2\sigma_3}$ and $b_3$ were defined in (2.33), (2.34), and we define the constants $d_3$ and $k_3 R_y$ via

\[
\begin{align*}
d_3 &= -\xi - \frac{\xi + 1}{(t_1 - t_3)(t_3 - t_4)(a_1 - t_2^3 a_3)} \left( a_4 (t_3 - t_2) p_1 p_2 + \kappa t_2 (t_3 + t_2) \frac{a_3}{a_4} m \right) \\
k_3 R_y &= \left( \frac{\xi^2 - 1}{\Delta_3 (a_1 - t_2^3 a_3)^2} \frac{1}{q_3} \frac{a_4 b_3 q_1 q_2 q_3}{64 t_2 t_3} \right) \times \\
& \quad \times \left[ \left( a_3 t_3 + a_4 (t_2 + t_3)^2 \right) (t_2 + t_3) - a_1 + t_2^2 a_3 \right] p_3 - \frac{a_3}{a_4} t_2 (t_2 + t_3) \kappa m \\
& \quad + \frac{a_4 b_3 t_2 + t_3}{8 t_2 t_3} (q_1 + q_2) p_3 + \frac{2 (\xi + 1) t_2 (t_2 + t_3)}{\Delta_3 (a_1 - t_2^3 a_3)} \frac{1}{q_3} \frac{a_3}{a_4} \kappa m, \end{align*}
\] (3.29)

where $\Delta_3$ is defined in (3.23).
Near \( r_3 = 0 \), we define the Patch 3 coordinates \( (\phi_{L3}, \phi_{R3}, \psi_3) \) via
\[
\phi_{R3} = \frac{1}{k_B} \frac{y}{R_y}, \quad \phi_{L3} = \varphi + \frac{b_n}{k_B} \frac{y}{R_y}, \quad \psi_3 = \psi + \varphi + 2 \frac{N_3}{k_B} \frac{y}{R_y},
\]
in terms of which the leading spacelike components (at \( dt = 0 \)) of the metric near \( r_3 = 0 \) are
\[
ds^2 = \frac{h_{33}}{\sqrt{h_{13} h_{23}}} \left( \frac{k_B R_y}{b_n - d_n} d\psi_3 \right)^2
+ \sqrt{h_{13} h_{23}} \left( \frac{dr_3^2}{r_3^2} + r_3 \left( d\theta_3^2 + 2 + \cos \theta_3 d\varphi_{L3}^2 + 2(1 - \cos \theta_3) d\varphi_{R3}^2 \right) \right). \tag{3.31}
\]
In parallel to the analysis near \( r_1 = 0 \), we find that \( b_n, N_3 \) and \( k_B \) must be integers. This time we do not have the freedom to chose \( k_B \) positive (as we did for \( k_A \)), and in all solutions that we have constructed, \( k_B \) is negative. We observe that \( r_3 = 0 \) is also a nut.

Under the shift of the asymptotic coordinates \( (3.14) \), one obtains the shift of the local coordinates: \( (3.30) \)
\[
\psi_3 \sim \psi_3 + 4\pi \left( \ell_2 + \ell_1 \frac{N_3}{k_B} \right), \quad \phi_{L3} \sim \phi_{L3} + 2\pi \ell_3 + 2\pi \ell_1 \frac{b_n}{k_B}, \quad \phi_{R3} \sim \phi_{R3} + 2\pi \ell_1 \frac{1}{k_B}, \tag{3.32}
\]
so that the local geometry is a \( \mathbb{Z}_{|k_B|} \) quotient of \( S^1 \times \mathbb{R}^4 \) that acts freely if and only if \( N_3 \) and \( k_B \) are relatively prime. The geometry is again locally the same as the orbifolded bolt described in detail in [50], with \( m_B = b_n - N_3 \) and \( n_n = -N_3 \) the usual integers characteristic of the JMaRT bolt, and \( |k_B| \) the order of the orbifold quotient.

**Centre 2**

The second centre is the location where the two bolts touch each other, and its analysis is more involved. One can compute the limit of the various functions near \( r_2 \to 0 \) to obtain the following expressions for the constant \( N_2 \) in \( (3.19) \):
\[
N_2 = \frac{b_n d_A - b_A d_n}{2} = b_A N_3 + b_n (N_1 - b_A), \tag{3.33}
\]
and for the metric fields \( u^0, u^3 \) and \( \alpha^3 \):
\[
w^0 |_{r_2=0} = e^{-2\sigma_2} \left( b_A d_A \frac{1 + \cos \theta_2}{2} + b_n d_n \frac{1 - \cos \theta_2}{2} \right) d\varphi, \\
w^3 |_{r_2=0} = e^{-2\sigma_3} R_y \left( b_A k_A \frac{1 + \cos \theta_2}{2} + b_n k_n \frac{1 - \cos \theta_2}{2} \right) d\varphi, \\
\alpha^3 |_{r_2=0} = R_y \frac{b_A k_B - b_n k_A}{b_n d_A - b_A d_n}, \tag{3.34}
\]
where we use the definitions \( (2.33), (2.34) \) for \( e^{2\sigma_2} \) and \( b_A, b_n \), and \( (3.22), (3.29) \) for the constants \( d_A, d_n, k_A, k_B \).

The Patch 2 coordinates \( (\phi_{L2}, \phi_{R2}, \psi_2) \) are defined by
\[
\phi_{L2} = \frac{k_A \varphi + b_n \frac{\varphi}{k_A}}{k_B b_A - k_A b_n}, \quad \phi_{R2} = \frac{k_B \varphi + b_n \frac{\varphi}{k_B}}{k_A b_B - k_B b_A}, \quad \psi_2 = \psi - d_n \phi_{L2} - d_A \phi_{R2}. \tag{3.35}
\]
We find that the leading spacelike components (at \( dt = 0 \)) of the metric near \( r_2 = 0 \) are
\[
ds^2 = \frac{h_{32}}{\sqrt{h_{12} h_{22}}} \left( \frac{R_y b_A k_B - b_n k_A d\psi_2}{b_n d_A - b_A d_n} \right)^2 \\
+ \sqrt{h_{12} h_{22}} \left( \frac{dr_2^2}{r_2^2} + r_2 \left( d\theta_2^2 + 2 + \cos \theta_2 d\varphi_{L2}^2 + 2(1 - \cos \theta_2) d\varphi_{R2}^2 \right) \right). \tag{3.36}
\]
Under the shift of the asymptotic coordinates in (3.14) one now obtains

\[
(\psi_2, \phi_{L2}, \phi_{R2}) \sim (\psi_2 + 4\pi \ell_2, \phi_{L2}, \phi_{R2}) \\
+ 2\pi \frac{\ell_3}{k_b b_A - k_A b_B} (2(k_\lambda N_3 + k_b (N_1 - b_\lambda)), k_\lambda, -k_B) \\
+ 2\pi \frac{\ell_1}{k_b b_A - k_A b_B} (2(b_\lambda N_3 + b_b (N_1 - b_\lambda)), b_\lambda, -b_B).
\]

(3.37)

The local geometry is generally a discrete \(\mathbb{Z}_{|k_b|b_A - k_A b_B)} \times \mathbb{Z}_{\gcd(b_A, k_\lambda)}\) quotient of \(\mathbb{S}^1 \times \mathbb{R}^4\). To demonstrate this, let us use the existence of the \(\text{SL}(2, \mathbb{Z})\) matrix

\[
g = \left( \begin{array}{cc} \frac{k_A}{\gcd(b_A, k_\lambda)} & r_\lambda \\ \frac{b_b}{\gcd(b_A, k_\lambda)} & s_\lambda \end{array} \right),
\]

(3.38)

for some integers \(r_\lambda\) and \(s_\lambda\), to reparametrise the shifts as \((\ell'_3, \ell'_1) = (\ell_3, \ell_1)g\), such that the identification reads

\[
(\psi_2, \phi_{L2}, \phi_{R2}) \sim (\psi_2 + 4\pi \ell_2, \phi_{L2}, \phi_{R2}) \\
+ 2\pi \frac{\gcd(k_\lambda, b_A)}{k_b b_A - k_A b_B} \ell'_3 (2N_3, 1, 0) \\
+ 2\pi \left( \frac{\ell'_1}{\gcd(k_\lambda, b_A)} + \frac{r_\lambda b_b - s_\lambda k_b}{k_b b_A - k_A b_B} \ell'_3 \right) (-2(N_1 - b_\lambda), 0, 1).
\]

(3.39)

The shift in \(\ell'_3\) can be reabsorbed in a shift in \(\ell'_1\) for \(\ell'_3 = 0 \bmod \frac{|k_b|b_A - k_A b_B}{\gcd(k_\lambda, k_\lambda)}\) and the shift in \(\ell'_1\) is trivial for \(\ell'_1 = 0 \bmod \gcd(b_A, k_\lambda)\). The order of this finite group is therefore \(|k_b b_A - k_A b_B|\).

The same construction can be done exchanging \(A\) and \(B\). This group reduces to \(\mathbb{Z}_{|k_b|b_A - k_A b_B)}\) if either \(\gcd(b_a, k_\lambda) = 1\) or \(\gcd(b_b, k_\lambda) = 1\). The general condition for the action to be free and the geometry to be smooth is that the shift in \(\ell_1\) and \(\ell_3\) of the circle coordinate \(\psi_2\) must not be an integer multiple of \(4\pi\) unless the shifts of both \(\phi_{L2}\) and \(\phi_{R2}\) are themselves integer multiples of \(2\pi\), i.e. that any discrete symmetry acting non-trivially on \(S^3\) must act non-trivially on \(S^1\).

This requirement is equivalent to the conditions that

\[
\frac{\gcd(k_A, k_b)}{\gcd(k_\lambda N_3 + k_b (N_1 - b_\lambda), k_b b_A - k_A b_B)} \in \mathbb{Z},
\]

(3.40)

\[
\frac{\gcd(b_A, b_B)}{\gcd(b_\lambda N_3 + b_b (N_1 - b_\lambda), b_b b_A - b_A b_B)} \in \mathbb{Z}.
\]

These conditions may seem rather difficult to satisfy, but we shall discuss explicit examples in the following. Note that one can reabsorb \(\gcd(k_A, k_b)\) in the definition of \(R_y\), so in practice we work with \(\gcd(k_\lambda, k_b) = 1\); one can restore \(\gcd(k_A, k_b)\) through \(R_y\) if desired.

### 3.3 Geometry at the two bolts

We now consider the metric on the two bolts between Centres 1 and 2 and between Centres 2 and 3, denoted as Bolt A and Bolt B respectively. In terms of the spherical coordinates centered at the bolts defined in (2.35)-(2.36), these correspond to the surfaces \(r_A = c_A\) and \(r_B = c_B\).
respectively. The metric on a spacelike section takes the following form near \( r_\Lambda \rightarrow c_\Lambda \):

\[
\begin{align*}
    ds^2|_\Lambda &= \frac{\hat{H}_3^\Lambda}{\sqrt{\hat{H}_1^\Lambda \hat{H}_2^\Lambda}} \left( dy + \alpha^3|_\Lambda (d\psi + w^0|_\Lambda) + w^3|_\Lambda \right)^2 \\
    &+ \frac{\hat{H}_1^\Lambda \hat{H}_2^\Lambda - \hat{\mu}_\Lambda^2 \sin^2 \theta_\Lambda}{\hat{H}_2^\Lambda \sqrt{\hat{H}_1^\Lambda \hat{H}_2^\Lambda}} \sin^2 \theta_\Lambda \left( d\psi + w^0|_\Lambda \right)^2 \\
    &+ \sqrt{\hat{H}_1^\Lambda \hat{H}_2^\Lambda} \left[ b_\Lambda^2 \left( \frac{dr^2}{r^2 - c_\Lambda^2} + d\theta_\Lambda^2 \right) + (r^2 - c_\Lambda^2) d\varphi^2 \right],
\end{align*}
\]

where \( \hat{W}_\Lambda \), \( \hat{\mu}_\Lambda \) and \( \hat{H}_\Lambda^\Lambda \) are regular functions of \( \theta_\Lambda \in [0, \pi] \) that parametrise the values of the corresponding functions at \( r_\Lambda = c_\Lambda \), as

\[
    W|_{r_\Lambda = c_\Lambda} = \hat{W}_\Lambda(\theta_\Lambda), \quad H_\Lambda|_{r_\Lambda = c_\Lambda} = \hat{H}_\Lambda^\Lambda(\theta_\Lambda), \quad \mu|_{r_\Lambda = c_\Lambda} = \hat{\mu}_\Lambda(\theta_\Lambda). \tag{3.42}
\]

The corresponding expression near the second surface, at \( r_B = c_B \), is obtained from (3.41)–(3.42) by replacing \( A \rightarrow B \). At these loci, one finds the limiting values

\[
    w^0|_{r_\Lambda = c_\Lambda} = \frac{d_\Lambda}{b_\Lambda} d\varphi, \quad w^3|_{r_\Lambda = c_\Lambda} = R_\gamma \frac{k_\Lambda}{b_\Lambda} d\varphi, \\
    w^0|_{r_B = c_B} = \frac{d_B}{b_B} d\varphi, \quad w^3|_{r_B = c_B} = R_\gamma \frac{k_B}{b_B} d\varphi, \tag{3.43}
\]

where the integers \( b_\Lambda, d_\Lambda, k_\Lambda \) and \( b_B, d_B, k_B \) are defined as in (3.22), (3.29) above in the analysis near the special points \( r_i = 0 \). We can now check that the metric on the spacelike section at the bolt \( r_\Lambda = c_\Lambda \) is regular in terms of the coordinate systems defined near both the first and the second points, (3.24) and (3.35). For this, we use that

\[
    dy + w^3|_{r_\Lambda = c_\Lambda} = R_\gamma \frac{k_\Lambda}{b_\Lambda} d\phi_{R1} = R_\gamma \left( k_B - \frac{b_B}{b_\Lambda} k_\Lambda \right) d\phi_{L2}, \\
    d\psi + w^0|_{r_\Lambda = c_\Lambda} = d\psi_1 + \left( 1 + \frac{d_\Lambda}{b_\Lambda} \right) d\phi_{R1} = d\psi_2 + \left( d_B - \frac{b_B}{b_\Lambda} d_\Lambda \right) d\phi_{L2}, \tag{3.44}
\]

and the fact that the angles whose Killing vectors have zero norm on the bolt, respectively \( \phi_{L1} \) and \( \phi_{R2} \), only appear in \( \varphi \),

\[
    \varphi \simeq -b_\Lambda \phi_{L1} \simeq -b_\Lambda \phi_{R2}. \tag{3.45}
\]

One may neglect the other angles in the expression of \( \varphi \) because their contribution is subleading in (3.41). The Killing vector \( \partial_{\phi_{L1}} \) defines a rank-two action on the \( \mathbb{R}^5 \) Euclidean tangent space, so we refer to this locus as a bolt.

In Weyl coordinates, Bolt A is the surface located on the axis \( \rho = 0 \) with \( z_2 \leq z \leq z_1 \), and it is described in two patches. We assume that \( N_1 \) is relatively prime to \( k_\Lambda \). On the first patch, \( z \in (z_2, z_1] \); \( \phi_{L1} \) is degenerate; \( (z, \phi_{R1}) \) parametrise a disc \( D \) centred at \( z = z_1 \); and \( \psi_1 \in \left[ 0, \frac{4\pi}{\gcd(k_\Lambda, b_\Lambda)} \right) \) parametrises a circle \( S^1 \), where the periodicity of \( \psi_1 \) will be explained momentarily. The bolt on this patch is the \( \mathbb{Z}_{\frac{4\pi}{\gcd(k_\Lambda, b_\Lambda)}} \) quotient of this \( D \times S^1 \) by the shift

\[
    \psi_1 \sim \psi_1 - 4\pi \frac{N_1}{k_\Lambda}, \quad \phi_{R1} \sim \phi_{R1} + 2\pi \frac{b_\Lambda}{k_\Lambda}. \tag{3.46}
\]

\[\text{Note that } \phi_{L1} \neq \phi_{R2}, \text{ they are only equal up to corrections in terms of the regular angles at the bolt.}\]
Note that since we assume that $N_1$ is relatively prime to $k_A$, for $\ell = \frac{k_A}{\gcd(k_A,b_A)}$, this identification means that the periodicity of $\psi$ is $\frac{4\pi}{\gcd(k_A,b_A)}$, as stated above.

On the second patch $z \in [z_2,z_1)$, $\phi_{R2}$ is degenerate and $(z, \phi_{L2})$ parametrise a disc $D$ centred at $z = z_2$. Assuming that $N_1$ is relatively prime to $k_A$, the shift in $\ell'$ in (3.39) reduces the periodicity of $\psi_2$ to $\frac{4\pi}{\gcd(k_A,b_A)}$, such that $\psi_2 \in \left[0, \frac{4\pi}{\gcd(k_A,b_A)}\right)$ parametrises a circle $S^1$. Assuming that (3.40) is satisfied so that the orbifold action is free, the bolt on this patch is then the $\mathbb{Z}_{|k_Ab_A - k_Bb_B|/\gcd(k_A,b_A)}$ quotient of this $D \times S^1$ by the shift

$$
\psi_2 \sim \psi_2 + 4\pi \frac{\gcd(k_A,b_A)N_3 + (r_Ab_B - s_Ab_A)(b_A - N_2)\ell'}{k_Bb_A - k_Ab_B} , \quad \phi_{L2} \sim \phi_{L2} + 2\pi \frac{\gcd(k_A,b_A)}{k_Bb_A - k_Ab_B} \ell' ,
$$

(3.47)

where $r_A$ and $s_A$ are defined as in (3.38). The two coordinate sets are related through

$$
\psi_2 = \psi_2 + 2\left(\frac{b_Ak_A - N_1k_B}{k_A} - N_3\right)\phi_{L2} , \quad \phi_{R1} = \frac{k_Bb_A - k_Ab_B}{k_A} \phi_{L2} .
$$

(3.48)

In the special case $|k_A| = |k_Bb_A - k_Ab_B|$ the entire bolt is a $\mathbb{Z}_{|k_A|/\gcd(k_A,b_A)}$ quotient of a Hopf fibration over $S^2$, which is a lens space.

Similarly for Bolt B, the spacelike metric components near $r_B = c_B$ are regular in terms of the coordinate systems defined near Centres 2 and 3, (3.35) and (3.30), and we find

$$
dy + w^3|_{r_B = c_B} = R_y\left(k_A - \frac{b_A}{b_B}k_B\right)d\phi_{R2} = R_y \frac{k_B}{b_B}d\phi_{L3} ,
$$

$$
d\psi + w^0|_{r_B = c_B} = d\psi_2 + \left(\frac{b_A}{b_B} - \frac{b_A}{b_B}\right)d\phi_{R2} = d\psi_3 + \left(\frac{b_B}{b_B} - 1\right)d\phi_{L3} ,
$$

$$
\varphi \simeq -b_B\phi_{L2} \simeq -b_B\phi_{R3} .
$$

(3.49)

In the coordinates around Centre 2, (3.35), the only Killing vector with a vanishing norm on the Bolt A is $\partial_{L2}$, and the only one on the Bolt B is $\partial_{R2}$, exhibiting that they are both three-dimensional surfaces in the spacelike section. The topology of Bolt B is similar to that of Bolt A; in particular it is a lens space if $|k_B| = |k_Bb_A - k_Ab_B|$.

### 3.4 Absence of closed time-like curves

The final requirement for regularity is the absence of closed time-like curves (CTCs), which would render the solutions pathological. The analysis is identical to the one performed in [41], to which we refer for more details; we simply state the relevant conditions here. We start with the determinant of the metric (2.4), which must never vanish:

$$
-g = H_1H_2 e^{4\sigma} \rho^2 > 0 .
$$

(3.50)

Combining this with the requirement that the metric component $g_{yy}$ be positive, and using the base metric (2.31), one finds the conditions

$$
H_1 > 0 , \quad H_2 > 0 , \quad H_3 > 0 .
$$

(3.51)

In addition, demanding that the $g_{\psi\psi}$ and $g_{\varphi\varphi}$ metric components be positive leads to the condition

$$
\frac{H_1H_2H_3 - \mu^2}{W} \geq \frac{\omega^2}{\rho^2} ,
$$

(3.52)
which implies that the combination on the left hand side must be everywhere positive and that ωρ must vanish along the axis of symmetry of the solution, at ρ = 0. Any regular solution must satisfy both (3.51)–(3.52), however as usual it is not possible to solve these inequalities analytically for the complete family. Instead, we check that these conditions are satisfied on the particular solutions, as discussed in the next section.

The weaker condition that ωρ = 0 along the axis can be written down explicitly, using the analysis near the special points presented above. In particular, the conditions imposed at asymptotic infinity in Section 3.1 ensure that the vector field ωρ vanishes on the axis ρ = 0 away from the bolts. On the bolts this is not true automatically and new conditions arise by imposing ωρ = 0 on each of the bolts, which (as noted above) also imply that μ ≈ 1 ri at the special points, ri = 0. These two conditions have been assumed in deriving some of the above results; we refer to them as “bubble equations”, in analogy to the similar equations in supersymmetric solutions. Their explicit expressions are given by

\[2 \omega_\rho |_{r_A = c_A} = 4 \left( \frac{a_4 (t_3^2 - t_1^2)}{\kappa t_1} \frac{p_1}{a_1 - t_2 a_3} + \frac{1}{4 b_1} \frac{d_1 + 1}{\xi + 1} \sum_i q_1 q_{i+1} \right) \xi^2 - 1 \]

\[\frac{1}{8 t_2} \left( \frac{a_4 (t_3^2 - t_2^2)}{\kappa t_2} \frac{p_3}{a_1 - t_2 a_3} \right) \frac{q_1 q_2 q_3}{q_3} + \frac{\kappa}{4 b_3} \frac{d_2 - 1}{\xi + 1} \sum_i q_1 q_{i+1} \left( a_1 - t_2 a_3 \right) q_1 q_2 q_3 \]

which must both vanish in order to avoid Dirac–Misner string singularities. We once again remind the reader that both the roots, ti, and the coefficients, ai, of the polynomial parametrising the gravitational instanton appear in this formula for brevity. One can use (2.12), (2.27) and (2.30) to express the ai, κ and p1, p3 explicitly in terms of the ti.

Among the eleven independent parameters of this family of solutions, which one can take to be a4, t1, q1, m, ξ and Ry,11 one is redundant and can be fixed by the reparametrisation (2.25), and two must be solved for using the bubble equations (3.53). Thus the family of solutions is ultimately parametrised by eight independent parameters, six of which are determined in terms of the six integers N1, N3, bA, bB, kA, kB according to the quantization conditions that have been described in this section. The two real parameters, say q1, q2, and the six integers above are then constrained by the inequalities (3.51) and (3.52). In String Theory, say in the Type IIB D1-D5 frame for concreteness, the D1 and D5 charges as well as the momentum along the y circle are quantized such that all the parameters of the solution should eventually be integers, however we will disregard the quantization of charges in this paper.

11Where we note that Ry only arises through the periodicity of the y coordinate.
3.5 Two-form potentials and fluxes

As established in the previous sections, our family of supergravity solutions contains two inequivalent homology three-cycles defined between the three centres, each of which is locally a smooth discrete quotient of $S^1 \times R^4$. We can use this fact to compute the fluxes of the three-form field strengths over the two three-cycles, as follows.

In the adapted coordinates (2.24), (3.24), (3.35), (3.30) around each of the three centres, a given centre is identified as the origin of $R^4$ with the $S^3$ coordinates $\theta$, $\phi_{L_1}$, $\phi_{R_1}$. Since these coordinates are degenerate at $r_i = 0$, a regular two-form field must vanish identically along these directions. This implies that a regular two-form with the decomposition (2.10) can only admit a non-zero component along time and the finite $S^1$ fibre over $R^4$, such that $C_a |_{r_i=0} = C_{ai} dt \wedge d\psi_i$ at $r_i = 0$. We have checked explicitly that the two-form potentials $C_a$ evaluated at each centre $r_i = 0$ admit constant components in the base generated by $dt$, $dy$, $d\psi$, $d\varphi$ by the wedge product. The corresponding expressions at each centre are rather cumbersome, so we refrain from displaying them. One can remove the unwanted constant components through a distinct gauge transformation on each open set centred at $r_i = 0$, with the difference of these constant values determining the gauge transformation from one open set to another, and therefore the flux of the bolt cycle linking them, as we now discuss in some detail.

We define the fluxes, $Q^A_a$ and $Q^B_a$ on each bolt as the integrals of the field strengths over the surfaces $\Sigma$, $\Sigma$ of each cycle, as

$$Q^A_a = \frac{1}{4\pi^2} \int_{\Sigma} G_a, \quad Q^B_a = \frac{1}{4\pi^2} \int_{\Sigma} G_a.$$  \hspace{1cm} (3.54)

To compute this, we note that the bolt $A$ at $r_A = c_A$ can be parametrised in the coordinates $z, \rho, \psi_1, \phi_{L_1}, \phi_{R_1}$ defined in (2.24), (3.24) as the surface at $\rho = 0$ and at constant $\phi_{L_1}$, joining $z = z_1$ to $z = z_2$. The components of the two-forms $C_a$, pulled back to this surface, give

$$(C_{a\varphi} d\varphi \wedge d\psi + C_{a\psi} dy \wedge d\psi + C_{a\varphi} d\varphi \wedge dy) |_{\phi_{L_1}=\text{cst}} = C_{a\varphi} d\phi_{R_1} \wedge d\psi_1.$$  \hspace{1cm} (3.55)

Similarly, the bolt $B$ at $r_B = c_B$ can be parametrised in the coordinates $z, \rho, \psi_3, \phi_{L_3}, \phi_{R_3}$ defined in (2.24), (3.30) as the surface at $\rho = 0$ and $\phi_{R_3}$ constant, joining $z = z_2$ to $z = z_3$. The components of the two-forms $C_a$, pulled back to this surface, give

$$(C_{a\varphi} d\varphi \wedge d\psi + C_{a\psi} dy \wedge d\psi + C_{a\varphi} d\varphi \wedge dy) |_{\phi_{R_3}=\text{cst}} = C_{a\varphi} d\phi_{L_3} \wedge d\psi_3.$$  \hspace{1cm} (3.56)

These coordinates can be used in both cases to compute the flux, since they are well defined everywhere on the two respective bolts, except at the contact point $\rho = 0$, $z = z_2$. One concludes that in both cases one can define the flux integral in the naive coordinates $\theta, \psi, \varphi$ by taking $y$ constant and keeping in mind that the integral is over $S^3/\mathbb{Z}_{|k_A|}$, respectively $S^3/\mathbb{Z}_{|k_B|}$. Denoting the three patches defined in Section 3.2 by $U_i$ for convenience, the integrals in (3.54) can be re-expressed in terms of the difference of the values of the two-form at the centres as

$$Q^A_a = \frac{1}{4\pi^2} \int_{\Sigma} dC_a = \frac{1}{4\pi^2} \int_{\Sigma \cap U_1} dC_a + \frac{1}{4\pi^2} \int_{\Sigma \cap (U_2 \cup U_1)} dC_a$$

$$= -\frac{1}{4\pi^2} \int_{\Sigma \cap U_1} \left( C_a |_{\partial U_1} - C_a |_{\partial U_1} \right) + \frac{1}{4\pi^2} \int_{\Sigma \cap (U_2 \cup U_1)} \left( C_a |_{\partial U_1} - C_a |_{\partial U_1} \right)$$  \hspace{1cm} (3.57)

$$= \frac{2}{|k_A|} \left( C_{a\varphi} |_1 - C_{a\varphi} |_2 \right),$$
where the sign comes from the choice of orientation with \( z_1 > z_2 > z_3 \). On the second line of (3.57), the second term in each of the two brackets is the distinct gauge transformation performed in the respective patch \( U_i \) to set the transformed value of \( C \) along the degenerate angles to zero at the special point \( r_i = 0 \). Similarly, one obtains

\[
Q_a^B = \frac{2}{|k_n|} \left( C_{a\varphi\psi}|_2 - C_{a\varphi\psi}|_3 \right) .
\]  

(3.58)

The sum of these two fluxes reproduces the total charge, upon taking into account the orbifolding of the bolts by \(|k_\Lambda|, |k_n| \) mentioned above, as

\[
Q_a = \frac{1}{4\pi^2} \int_{S^3_{\Lambda}} G_a = |k_\Lambda|Q_a^\Lambda + |k_n|Q_a^B .
\]  

(3.59)

We emphasise that although the description of Bolt A given above implicitly assumes that the patch \( U_1 \) is maximal \((i.e., \text{it only excludes the point } (\rho = 0, z = z_2) \text{ in } \Sigma_\Lambda) \), this is by no means necessary. One can check that in general, on a spacelike section \( dt = 0 \), the following equality holds for the two-forms in the patches \( U_1 \) and \( U_2 \):

\[
C_a \bigg|_1 - C_a \bigg|_2 = \frac{|k_\Lambda|Q_a^\Lambda}{2} d\phi \wedge d\psi_1 = \frac{|k_n|Q_a^B}{2k_n} (k_\Lambda b_\Lambda - k_\Lambda b_n) d\phi \wedge d\psi_1 .
\]  

(3.60)

Noting that the order of the orbifold action in \( U_2 \) is \(|k_n b_\Lambda - k_\Lambda b_n| \), one obtains the same result for the flux in either coordinate system. Similarly, one finds

\[
C_a \bigg|_2 - C_a \bigg|_3 = \frac{|k_n|Q_a^B}{2k_n} d\phi \wedge d\psi_3 = \frac{|k_n|Q_a^B}{2k_n} (k_\Lambda b_n - k_n b_\Lambda) d\phi \wedge d\psi_3 ,
\]  

(3.61)

between the patches \( U_2 \) and \( U_3 \).

Using the solution of Section 2.3 in the expression for the two-form potentials in (2.10) and imposing the regularity constraints analysed in Section 3, one may evaluate (3.57)–(3.58) to find the following explicit expressions:

\[
|k_\Lambda|Q_1^\Lambda = -\frac{1}{q_2} \left( 2 \frac{\xi^2 - 1}{q_2 q_3} - \frac{\kappa}{16 t_2} (a_1 - t_2^2 a_3) q_2 q_3 \right) \left( 1 - \frac{\kappa}{4} t_1 + t_2 \frac{q_1 q_3}{t_1 - t_2} \right) q_2 p_1
\]

\[-\frac{1}{q_2} \left( \frac{\kappa}{32 t_2} (a_1 - t_2^2 a_3) \frac{q_1 q_2 q_3^2}{\xi + 1} + 1 \right) \frac{\kappa}{2} t_2 \frac{a_3}{a_4} q_2 m ,
\]

\[
|k_n|Q_1^B = \frac{1}{q_2} \left( 2 \frac{\xi^2 - 1}{q_2 q_3} - \frac{\kappa}{16 t_2} (a_1 - t_2^2 a_3) q_2 q_3 \right) \left( 1 - \frac{\kappa}{4} t_2 + t_3 \frac{q_1 q_3}{t_2 - t_3} \frac{a_3}{a_4} q_2 m ,
\]

\[+\frac{1}{q_2} \left( \frac{\kappa}{32 t_2} (a_1 - t_2^2 a_3) \frac{q_1 q_2 q_3^2}{\xi + 1} + 1 \right) \frac{\kappa}{2} t_2 \frac{a_3}{a_4} q_2 m ,
\]  

(3.62)

where we use the shorthand expression

\[
\bar{q}_2 = (t_2 - t_4) \left[ (t_1 + t_3) q_2 + \frac{1}{8} \frac{t_1 - t_3}{t_2} (a_1 - t_2^2 a_3) \frac{q_1 q_2 q_3}{\xi + 1} \right] .
\]  

(3.63)

The corresponding expressions for \( Q_2^1 \) and \( Q_2^B \) can be obtained from (3.62)–(3.63) by interchanging the parameters \( q_1 \leftrightarrow q_2 \). One can then verify explicitly that (3.59) is indeed satisfied.
4 Exploring the solution space

In this section, we summarise the conditions on the parameters of our family of solutions imposed by regularity, and outline a procedure for obtaining solutions to these conditions. Using this procedure, we then describe in detail a selection of explicit solutions of interest, representative of our survey of the parameter space.

4.1 Reparametrisation of variables and summary of constraints

As briefly explained at the end of Section 3.4, the two bubble equations (3.53) and the six integrality conditions imposed by smoothness at the three centres in Section 3.2 leave the family of solutions parametrised by these six integers plus two real parameters. Due to algebraic complexity, one cannot parametrise the solution explicitly in terms of these six integers. However one can solve explicitly for four real parameters in terms of 

\[ \xi, \eta, a_4, s, q_1 \]

As briefly explained at the end of Section 3.4, the two bubble equations (3.53) and the six integrality conditions imposed by smoothness at the three centres in Section 3.2 leave the family of solutions parametrised by these six integers. Due to algebraic complexity, one cannot parametrise the solution explicitly in terms of these six integers. However one can solve explicitly for four real parameters in terms of 

\[ \xi, \eta, a_4, s, q_1 \]

Similarly, the expressions of 

\[ d_\lambda, b_\lambda, b_n, d_n \]

in (3.22) and (3.29) provide a linear system for 

\[ \xi, \eta, a_4, s, q_1 \]

We then turn attention to the two bubble equations (3.53), which are both quadratic in each of the three 

\[ q_I, \]

a fact that remains true even after eliminating 

\[ \xi, \eta, a_4, s, q_1 \]

and 

\[ m \]

that can also be solved explicitly. Henceforth, we assume that (4.1) is imposed in all relations and that 

\[ \xi, \eta, a_4, s, q_1 \]

are solved for similarly, so that the family of solutions is parametrised by the integers 

\[ b_\lambda, d_\lambda, b_n, d_n \]

(or equivalently the unconstrained integers 

\[ b_\lambda, b_n, N_1, N_3, \]

through (3.20) and (3.27)), and the real parameters 

\[ a_4, s, q_1. \]

We then turn attention to the two bubble equations (3.53), which are both quadratic in each of the three 
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are solved for similarly, so that the family of solutions is parametrised by the integers 
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\[ b_\lambda, b_n, N_1, N_3, \]

through (3.20) and (3.27)), and the real parameters 

\[ a_4, s, q_1. \]

We then turn attention to the two bubble equations (3.53), which are both quadratic in each of the three 
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\[ \xi, \eta, a_4, s, q_1 \]

and 
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that can also be solved explicitly. Henceforth, we assume that (4.1) is imposed in all relations and that 

\[ \xi, \eta, a_4, s, q_1 \]

are solved for similarly, so that the family of solutions is parametrised by the integers 

\[ b_\lambda, d_\lambda, b_n, d_n \]

(or equivalently the unconstrained integers 

\[ b_\lambda, b_n, N_1, N_3, \]

through (3.20) and (3.27)), and the real parameters 

\[ a_4, s, q_1. \]

We then turn attention to the two bubble equations (3.53), which are both quadratic in each of the three 

\[ q_I, \]

a fact that remains true even after eliminating 

\[ \xi, \eta, a_4, s, q_1 \]
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that can also be solved explicitly. Henceforth, we assume that (4.1) is imposed in all relations and that 
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are solved for similarly, so that the family of solutions is parametrised by the integers 
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of CTCs, given by (3.51)–(3.52), which are the only conditions that have to be satisfied at all points in the geometry, so that they can only be checked separately for each candidate solution satisfying all other conditions. In practice, we find that these conditions either disallow such a candidate or restrict the allowed ranges of values for the remaining continuous parameters, \(s\), \(q_1\), \(q_2\), for any given set of integers, without fixing them to given values.

As a result, all regular solutions we find are parametrised by the integers \(b_\alpha, b_\beta, N_1, N_3\), and the parameters \(s, q_1, q_2\) within allowed ranges. However, one must still impose integrality of the parameters \(k_\alpha\) and \(k_\beta\), which are defined implicitly from their ratio using (3.22) and (3.29). In practice one needs to fix \(s\) such that \(\frac{k_\alpha}{k_\beta} \in \mathbb{Q}\), which always allows for an infinite number of such choices in any finite allowed range for \(s\), although of course one may be less interested in examples where \(|k_\alpha|\) and \(|k_\beta|\) become unreasonably large.

At this point we also make the choice of convention that \(t_1 > t_2\) which implies \(s > 0\), so that we focus on the second of the two possible orderings of the roots in (2.22). This is not a requirement for regularity, but rather a conventional choice one can make without loss of generality.

4.2 Explicit examples

In this section, we present a number of interesting explicit example solutions within our family, obtained through the procedure discussed in detail in the previous section. We first discuss a class of solutions featuring an approximate AdS\(_3\) region large enough to contain the two-bolt structure, also providing an interesting particular example of such a solution, that in addition has one of the two angular momenta below the regularity bound. We then turn to a sub-family of solutions that allows for a parametrically small charge-to-mass ratio, describing some of its salient features. We also comment on the properties of a multitude of other solutions with an intermediate amount of non-extremality with respect to charge, that we obtained through computer-aided scans of the parameter space of smooth solutions, however we will not discuss these solutions in detail.

4.2.1 Solutions featuring an AdS\(_3\) region

It is interesting to consider the near-supersymmetric regime, and to investigate whether our family of solutions contains examples with an approximate AdS\(_3\) region. This would suggest the possibility of taking a decoupling limit and investigating the resulting solutions holographically. The JMaRT solutions [35] can be studied in the near-supersymmetric limit, which allows for solutions exhibiting an AdS\(_3\) near-core region. The decoupled JMaRT solutions have a now well-understood holographic interpretation [51,50].

While the complexity of our family of solutions does not allow for a general direct analysis, it indeed contains solutions with an approximately AdS\(_3\)×S\(^3\) region. It would be very interesting to investigate whether one can take a decoupling limit of these solutions, whether they can be studied holographically, and whether one can ultimately connect to recent holographic studies of black hole formation in the D1-D5 system [52–57].

Performing a computer-aided analysis along the lines of Section 4.1, one can identify a plethora of solutions with an approximate AdS\(_3\)×S\(^3\) region, characterised as

\[
\frac{E_1}{E_3} \gg 1, \quad \frac{E_2}{E_1} = \mathcal{O}(1), \quad \frac{E_1}{|\xi_\infty|} \gg 1,
\]

(4.2)
where \( \xi_\infty \) was defined in (3.4). These conditions imply that there exists a region \( E_1, E_2 \gg r \gg E_3, |\xi_\infty| \) where the scaling functions are well approximated by the AdS\(_3 \times S^3\) solution

\[
H_1 \approx \frac{E_1}{4r^2}, \quad H_2 \approx \frac{E_2}{4r^2}, \quad H_3 \approx \frac{1}{r}, \quad W \approx \frac{1}{r^2}.
\]

The solutions of this type are very similar to the JMaRT solutions at large distances and up to the five-dimensional ergoregion (the ergoregion of the solution obtained by dimensional reduction on \( y \)), where \( r \approx E_3 > 4|\xi_\infty| \) and \( W \) changes sign, but \( r \gg c_A, c_B \). In this intermediate region the scaling factors behave similarly as for AdS\(_2 \times S^4\),

\[
H_1 \approx \frac{E_1}{4r^2}, \quad H_2 \approx \frac{E_2}{4r^2}, \quad H_3 \approx \frac{E_3 + 4\xi_\infty \cos \theta}{4r^2},
\]

however the geometry is strongly modified by the presence of the ergoregion because \( |\xi_\infty| \) is not small compared to \( E_3 \). This region is itself widely separated from the neighbourhood of the two bolts, i.e. where \( \frac{c_A}{\xi_\infty}, \frac{2c_A}{\xi_\infty} \sim O(1) \). We thus find three separations of scale in such solutions, where the parameters are such that \( (E_1, E_2) \gg (E_3, |\xi_\infty|) \gg (c_A, c_B) \). As one moves from asymptotic infinity towards the centre of the geometry, the different regions are summarised as follows:

\[
\begin{align*}
\mathbb{R}^{1,4} \times S^1, & \quad r \gg E_1, \\
\text{AdS}_3 \times S^3, & \quad E_1 \gg r \gg E_3, \\
5\text{D ergoregion}, & \quad E_3 \gg r \gg c_A, \\
\text{two-bolt region}, & \quad E_3 \gg r \approx 2(c_A + c_B),
\end{align*}
\]

Such asymptotically-flat examples featuring long throats well-approximated by AdS\(_3 \times S^3\) hint towards the existence of a decoupling limit, to which we hope to return in future work.

We now discuss in more detail an explicit example, setting for simplicity

\[
q_1 = q_2 = c^{-1/2},
\]

where \( c \) is a real positive constant that serves as an arbitrary length scale. This implies that the two electric charges are equal, \( Q_2 = Q_1 \), and also implies that \( E_2 = E_1 \). Following the procedure described in the previous section, we start by choosing a set of integers parametrising the geometry at the three centres, as

\[
b_A = 23, \quad b_B = -158, \quad N_1 = -9, \quad N_2 = -50, \quad N_3 = -222.
\]

Using the change of variables (4.1) along with (4.6) in the bubble equations (3.53), one can find a solution for the parameters \( a_4 \) and \( q_3 \) that depends on the single remaining free parameter, \( s \), as described in the preceding section. This free parameter can be used to tune the ratio \( k_A/k_B \) defined by (3.22) and (3.29) to be a rational number, such that the conditions described in Section 3.2 for the absence of orbifold singularities at the special points \( r_i = 0 \) are satisfied. One such choice, that in addition allows for a good approximate AdS\(_3\) region, is given by

\[
s \approx 4.01531 \Rightarrow k_A = 133, \quad k_B = -935, \\
a_4 \approx -3.00589c, \quad q_3 \approx 0.000988359c^{-1/2},
\]

where we also give the resulting value for the constrained parameters \( a_4 \) and \( q_3 \). We observe that \( \gcd(N_1, k_A) = 1 \) and \( \gcd(N_3, k_B) = 1 \), and that the two ratios in (3.40) are both equal to one.
One can further check that all the relevant quantities (3.51) and (3.52) are positive everywhere; thus the solution describes a globally hyperbolic smooth manifold.

With the numerical values above, one can now directly evaluate all physical quantities for this example solution. Starting from the asymptotic charges, we find that

\[
E_1 = E_2 \approx 8.35107 \times 10^8 c, \quad E_3 \approx 1.07441 \times 10^6 c, \\
Q_1 = Q_2 \approx 8.35106 \times 10^8 c, \quad Q_3 \approx 5.76365 \times 10^5 c.
\]

The resulting ratio \( E_1 / E_3 \approx 780 \), together with \( \xi_{\infty} \approx -2.26678 \times 10^5 c \) (with \( 4|\xi_{\infty}| < E_3 \)), signals a good approximate AdS_3 region as anticipated above, and thus a near-extremal solution. This can be verified by using (3.17) to compute the ratio of the ADM mass to the BPS mass,

\[
\frac{M}{\sum_I |Q_I|} \approx 1.0003.
\]

Similarly, the angular momenta can be also computed from (3.17), in order to compare with the relevant regularity bounds for a non-extremal black hole [48,49], which read

\[
|J_\psi| < J^+_\text{max} = \frac{1}{2\sqrt{2}} \left( \sqrt{(E_1+Q_1)(E_2+Q_2)(E_3+Q_3)} + \sum_I \sqrt{(E_I+Q_I)(E_{I+1}+Q_{I+1})(E_{I+2}+Q_{I+2})} \right), \\
|J_\phi| < J^-_{\text{max}} = \frac{1}{2\sqrt{2}} \left( \sqrt{(E_1-Q_1)(E_2-Q_2)(E_3-Q_3)} + \sum_I \sqrt{(E_I-Q_I)(E_{I+1}+Q_{I+1})(E_{I+2}+Q_{I+2})} \right).
\]

For the explicit solution above, we find

\[
\frac{|J_\psi|}{J^+_{\text{max}}} \approx 1 + 2.42311 \times 10^{-6}, \quad \frac{|J_\phi|}{J^-_{\text{max}}} \approx 1 - 2.20732 \times 10^{-5},
\]

so that both angular momenta are close to the bound, but only one satisfies it. This implies that this solution does not have the asymptotics of a regular five-dimensional black hole, but corresponds to an over-rotating solution along \( \psi \). This is the case for all solutions considered in this family, which have at least the angular momentum \( J_\psi \) violating the bound, regardless of whether they contain an approximate AdS_3 region or not, see e.g. the left panel on Fig. 2.

Figure 2: Examples of integer parameters for various solutions.

**Left:** Solutions obtained setting \( (N_1, b_A) = (-1, 3) \), while scanning for \( (N_2, N_3) \). All solutions have opposite signs of fluxes on the two bolts. The blue points represent solutions breaking the regularity bound for both angular momenta, while the green points represent solutions where only the bound for \( J_\psi \) is broken.

**Right:** Solutions obtained setting \( (N_1, m_B) = (-3, 7) \), while scanning for \( (N_2, N_3) \). All solutions break both regularity bounds for the angular momenta, while the blue (red) points represent solutions with the same (opposite) sign of fluxes on the two bolts.
Moving deeper into the bulk, we find that the radii of the bolts are order one in units of \(c\),

\[
c_A \approx 4.40073c, \quad c_B \approx 2.5371c, \quad (4.13)
\]

and are therefore small compared to the asymptotic circle radius \(R_c \approx 140908c^{1/2}\) at infinity. We also record the values of the fluxes on the two bolts, as computed by (3.62), given by

\[
Q_A^1 = Q_A^2 \approx -1.98574 \times 10^6 c, \quad Q_B^1 = Q_B^2 \approx 1.17563 \times 10^6 c, \quad (4.14)
\]

where the two fluxes on each bolt are equal due to the choice in (4.6). Note that the signs of the fluxes on the two bolts are opposite: this may suggest a microscopic origin as a bound state of D1/D5 branes and D1/D5 anti-branes. The topology of the solution is such that the total flux at infinity is much larger than the sum of the fluxes on the two bolt cycles, because of the fairly large values of \(k_A\) and \(|k_B|\) in (4.8), that feed into the expression for global charges (3.59). The lens-space nature of the two bolt cycles as \(\mathbb{Z}_{n_1} \times \mathbb{Z}_{n_2}\) quotients of \(S^3\) with a large order \(n_1n_2\) generates a kind of “gravitational lens” effect\(^{12}\) that amplifies the interior fluxes to produce a rather large total charge compared to the total flux in the deep interior.

More generally, our investigation suggests that it is difficult to find globally smooth solutions in this family that have no orbifold singularities, and that have an approximate \(\text{AdS}_3 \times S^3\) throat, without having somewhat large \(k_A\) and \(|k_B|\). We do not presently have a general understanding of this feature, due to the necessity of relying on explicit examples with particular values of the parameters. However the pattern appears to be that the condition \(E_1 \gg E_3\) is only valid on a very small interval for the parameter \(s\), for which the value of \(\frac{k_A}{k_B}\) can only vary by a very small amount. With such a constraint, the available rational numbers naturally have rather large numerators and divisors.

Our family of solutions exhibits the feature of carrying fluxes of opposite sign on the two bolt cycles for various choices of integer parameters, not restricted to solutions containing an \(\text{AdS}_3\) region, see Fig. 2. It would be very interesting to investigate whether these flux/anti-flux topological structures can be interpreted as brane/anti-brane bound states dissolved in flux within string theory, and to investigate the stability properties of such configurations.

4.2.2 Solutions with small charge-to-mass ratio

We now turn to a discussion of a two-parameter sub-family of solutions, that allows for a parametrically small charge-to-mass ratio, \(i.e.\) for asymptotics deep in the non-extremal region with respect to charge. This is, in a sense, the opposite regime to the near-supersymmetric regime discussed in the previous paragraph: there the mass above extremality was small, here it will be large.

We consider the following set of integers,

\[
b_A = 1 + N_1, \quad b_B = -1 - pN_1, \quad N_2 = (p - 1)N_1, \quad N_3 = -1, \quad (4.15)
\]

where \(p\) is a rational parameter such that \(pN_1 \in \mathbb{Z}\). We further fix \(q_1 = q_2 = c^{-\frac{1}{2}}\) as in (4.6), for simplicity. One can then solve the constraints required by regularity of the solution, as summarised in Section 4.1, order-by-order in an expansion in \(N_1^{-1/4}\). It is straightforward to verify that this expansion is regular for any value \(1 < p < \frac{3+\sqrt{5}}{2}\), but the expressions involved

\(^{12}\)Here we do not mean gravitational lensing, in the sense of the bending of light, but rather we are trying to convey the amplification of the interior fluxes by the topology of the solutions.
are rather long and not illuminating, so we henceforth concentrate on the case \( p = 2 \) (so that \( N_1 \) is an arbitrary large integer), and give the various quantities up to subleading corrections in \( N_1^{-1/4} \).

With the values of parameters above, we perform the change of variable
\[
s = \frac{1 + \sqrt{5}}{2} + \frac{\sigma}{N_1^{1/4}},
\] (4.16)
where \( \sigma > 0 \) is a real parameter that is taken to be of order 1 with \( N_1 \), whereas \( N_1^{1/4} \gg 1 \). Using this, we solve the bubble equations for the scale invariant quantities \( a_4/c \) and \( q_3 c^{1/2} \), to find the asymptotic expansions
\[
a_4 = 4(-3 + \sqrt{5}) \left(1 - \frac{4\sigma}{N_1^{1/4}}\right) + \frac{4}{N_1^{1/2}} \left(-4\frac{3 + \sqrt{5}}{5\sigma^2} + (11\sqrt{5} - 39)\sigma^2\right) + \mathcal{O}(N_1^{-3/4}),
\]
\[
q_3 c^{1/2} = 1 + \frac{\sqrt{5}}{2} (3 - \sqrt{5}) \frac{\sigma}{N_1^{1/4}} + \frac{1}{N_1^{1/2}} \left(-\frac{7 + 3\sqrt{5}}{5\sigma^2} + \frac{3}{8} (19 - 9\sqrt{5})\sigma^2\right) + \mathcal{O}(N_1^{-3/4}),
\] (4.17)
which allow us to compute all relevant quantities at leading order in the large \( N_1 \) expansion. One can check in the asymptotic expansion that the poles of the \( H_I \) functions are strictly positive at large \( N_1 \). One can moreover check all the regularity bounds for a series of explicit examples with a fixed numerical value of \( N_1 \), to find that they are indeed satisfied. The angular momenta reach the extremality bound from above at large \( N_1 \), with a strictly positive \( \mathcal{O}(N_1^{-1/4}) \) correction.

The mass to BPS bound ratio is given by:
\[
\frac{M}{\sum_j |Q_j|} = \frac{3}{20} \left(5 + 3\sqrt{5}\right) \frac{N_1^{1/4}}{\sigma} + \frac{3}{80} (23 + 9\sqrt{5}) - \frac{3}{25} \left(47 + 21\sqrt{5}\right) \frac{1}{\sigma^4} + \mathcal{O}(N_1^{-1/4}),
\] (4.18)
which becomes arbitrarily large as one increases \( N_1 \). One may use the scale invariance of the system expressed through the arbitrariness of the scale, \( c \), to rescale the mass to a finite value at large \( N_1 \), by performing a change of variable \( c \to N_1^{-2} c \). The resulting electric charges vanish as \( Q_1 = Q_2 = \mathcal{O}(N^{-1/4}) \) and \( Q_3 = \mathcal{O}(N^{-1/2}) \), while the ratio of the fluxes on the two bolts behaves as
\[
\frac{Q_1^A}{Q_1^B} = \frac{5 - 2\sqrt{5}}{N_1^{1/4}} \frac{\sigma}{\sigma} + \mathcal{O}(N^{-1/2}),
\] (4.19)
so that the flux on Bolt B dominates at large \( N_1 \). While the flux on Bolt A is subleading in the large \( N_1 \) limit, this bolt is not completely irrelevant, as the geometry near the remaining point away from Bolt B, at \( r_1 = 0 \), is very intricate at large \( N_1 \).

The behaviour of \( R_y \) at large \( N_1 \), after the rescaling defined above, is \( R_y = \mathcal{O}(N_1^{1/4}) \), so this is a large \( R_y \) limit at finite mass. At this point one might imagine that the supergravity approximation is good everywhere, however it is straightforward to compute that
\[
\frac{k_A}{k_B} = -\frac{1}{2} + \frac{2 + \sqrt{5}}{5\sigma^2} N_1^{-1/2} + \mathcal{O}(N_1^{-3/4}),
\] (4.20)
so that \( k_A \) and \( |k_B| \) are necessarily very large positive integers, of the order of \( N_1^{1/2} \), so one cannot trust the supergravity approximation near the bolts for arbitrarily large \( N_1 \). Moreover, the rescaling to finite mass implies that the characteristic scales of the solution are arbitrarily small; for example this is in contradiction with the quantisation of the flux \( Q_1^A \sim N_1^{-1} \). In order to be compatible with flux quantisation, one should not perform the above rescaling, and instead keep \( N_1 \) large but finite.
4.3 General remarks on the solution space

We conclude this section with some general remarks on the properties of solutions obtained by exploring the bubble equations for various sets of integers. It appears to be a general feature that all solutions in the family constructed in this paper have at least one of the angular momenta larger than the black hole regularity bound, i.e. $J_\psi > J_{\psi, \text{max}}$, whereas $J_\phi$ may either satisfy the regularity bound (4.11) or not. This is similar to the solutions of [41], which also contain three centres.

We have identified solutions with both aligned and anti-aligned signs of fluxes, for various regions of the parameter space. We find that the examples featuring the best approximate AdS$_3$ throats—including the one presented in Section 4.2.1—arise for solutions with opposite signs of fluxes on the bolts. By contrast, the far-from-extremal solutions we have obtained, including the family in Section 4.2.2, all have fluxes of the same sign on the two bolts. This seems both intriguing and somewhat counter-intuitive, since one might have expected a priori that solutions featuring fluxes of opposite signs are more likely to correspond to the far-from-extremal regime with respect to the overall charges.

Note that these observations are heavily influenced by our incomplete understanding of the solution space; thus we would caution against concluding at this point that there must be a physical reason for this apparent correlation between degree of non-extremality and the relative sign of the fluxes on the two bolts (although if such a reason exists, it would of course be interesting to elucidate it). The family of Section 4.2.2 was explicitly motivated by its similarity to the single-bolt solution, thus allowing for an expansion in a large parameter and a simplification of the bubble equations. In principle, our scan for solutions featuring an approximate AdS$_3$ throat is more systematic, however the parametrisation of our family of solutions is in terms of parameters that are not directly physical, so it is conceivable that a significant component of the allowed solution space may reside in a small corner of this parameter space that lies outside our scan.

To conclude, we have observed a remarkably rich amount of physics in this family of two-bolt supergravity solutions. There is much scope for further study, most obviously the construction of more general classes of supergravity solutions building upon our results. We hope to investigate these new avenues in future work.
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A Explicit expressions for the supergravity ansatz

In this appendix we collect the relevant explicit expressions for the various fields appearing in the supergravity ansatz of Section 2, as given in [42] and used throughout this paper. Starting from the vector fields, the expressions for $\omega$, $w^0$ and $w^I$ are determined by the first-order equations

$$\star d\omega = dM - \frac{V}{1 + \sqrt{V}} \left( \sum_{I=1}^{3} L^I dK_I - 2 M d\sqrt{V} \right),$$

$$\star dw^0 = -(1 + \sqrt{V}) dM - \frac{1}{2} \frac{1 - \sqrt{V}}{1 + \sqrt{V}} \left( \sum_{I=1}^{3} L^I dK_I - 2 M d\sqrt{V} \right) + \frac{1}{2} \sum_{I=1}^{3} K_I dL^I - \frac{1}{4} \frac{V}{1 + \sqrt{V}} d(K_1 K_2 K_3) + \frac{1}{4} \frac{K_1 K_2 K_3}{(1 + \sqrt{V})^2} (V^2 d\sqrt{V} + dV),$$

$$\star dw^I = dL^I - \frac{1}{2} \frac{V}{1 + \sqrt{V}} (K_{I+1} K_{I+2}) + \frac{1}{2} \frac{1}{(1 + \sqrt{V})^2} K_{I+1} K_{I+2} (V^2 d\sqrt{V} + dV),$$

where the triplet $w^I$ contains both the vector field $w^3$ appearing in the metric through (2.5) and the $w^a$ appearing in the two-form potentials in (2.10).

Similarly, the one-forms, $v_a$, $b_a$ in (2.10) are determined in terms of the functions appearing in the ansatz by solving the first-order equations

$$\star db_a = \frac{1 - V}{1 + \sqrt{V}} dK_a + \frac{K_a}{(1 + \sqrt{V})^2} ((V - 1) V d\sqrt{V} + (1 + V)dV),$$

$$\star dv_a = - \frac{V}{1 + \sqrt{V}} dK_a + \frac{K_a}{(1 + \sqrt{V})^2} (V^2 d\sqrt{V} + dV).$$

Finally, the electric potentials $A^a_I$, the axions $\alpha^a$ and the scalars $\beta_a$ in (2.10), along with the scalars $A^3_I$, $\alpha^3$ of (2.5) are given by

$$A^I_a = \frac{1}{2 H_I} \left( 2 (1 + \sqrt{V}) M - \sum_{J=1}^{3} K_J L^J + \frac{V K_1 K_2 K_3}{4 (1 + \sqrt{V})^2} - 2 \frac{1}{1 + \sqrt{V}} K_1 L^I \right),$$

$$\alpha^I = \frac{1}{H_I} \left( M - \frac{V K_1 L^I}{1 + \sqrt{V}} \right),$$

$$\beta_a = \frac{H_a}{H_1 H_2} \left( L^3 - \frac{V}{1 + \sqrt{V}} K_1 K_2 \right).$$

where we again use a triplet notation to group these quantities where possible.
B Adapted coordinates and expansions at the special points

In this appendix we give some more details on the coordinate changes in (2.24), which are useful in the expansions around the various interesting points of the solution. We start by writing down the explicit inverse of $r_i$ as functions of $x$ and $y$ given by (2.24) together with (2.20); this takes the simple form

$$x = \frac{2(n_1 r_1 + n_2 r_2 + n_3 r_3) + 1}{2(f_1 r_1 + f_2 r_2 + f_3 r_3)}, \quad y = \frac{2(n_1 r_1 + n_2 r_2 + n_3 r_3) - 1}{2(f_1 r_1 + f_2 r_2 + f_3 r_3)},$$

(B.1)

where the constants $n_i$ and $f_i$ are given by

$$n_1 = \frac{a_4}{4} \frac{t_3 t_4 - t_1 t_2}{(z_2 - z_1) (z_1 - z_3)}, \quad f_1 = \frac{a_4}{4} \frac{t_3 + t_4 - t_1 - t_2}{(z_2 - z_1) (z_1 - z_3)},$$

$$n_2 = \frac{a_4}{4} \frac{t_1 t_3 - t_2 t_4}{(z_1 - z_2) (z_2 - z_3)}, \quad f_2 = \frac{a_4}{4} \frac{t_1 + t_3 - t_2 - t_4}{(z_1 - z_2) (z_2 - z_3)},$$

$$n_3 = \frac{a_4}{4} \frac{t_1 t_4 - t_2 t_3}{(z_2 - z_3) (z_3 - z_1)}, \quad f_3 = \frac{a_4}{4} \frac{t_1 + t_4 - t_2 - t_3}{(z_2 - z_3) (z_3 - z_1)}.$$

(B.2)

Note that (B.1) is a change of variables for $x(\rho, z)$ and $y(\rho, z)$ where $r_i(\rho, z) = \sqrt{(z - z_i)^2 + \rho^2}$ are not all independent, but satisfy

$$(z_3 - z_2) r_2^2 + (z_1 - z_3) r_3^2 + (z_2 - z_1) r_3^2 + (z_3 - z_2) (z_1 - z_3) (z_2 - z_1) = 0. \quad \text{(B.3)}$$

The coordinates $x$ and $y$ are determined by inverting (2.20), and the solution is unique up to the choice of branch for the roots of $\sqrt{r_i^2} = \pm r_i$. The eight choices of branch correspond to the eight rectangles defined such that $x$ and $y$ take values in adjacent intervals $[t_i, t_{i+1}]$ if $t_i > t_{i+1}$, and $(-\infty, t_i] \cup [t_{i+1}, \infty)$ if $t_i < t_{i+1}$, and $t_3 \leq y \leq t_2$ (with the point $(x, y) = (t_2, t_2)$ removed) to the half-plane $\rho \geq 0, z \in \mathbb{R}$.

The line $\{\rho = 0, z \in (-\infty, \infty)\}$ is mapped to the boundary of one such rectangle (depending on the chosen branch) in the $(x, y)$ plane. When the function $z(x, y)$ is restricted to one side of this rectangle, it becomes a monotonic function of either $x$ or $y$, so we have a bijection between the boundary of the $(x, y)$ rectangle and the boundary of the compactified $(\rho, z)$ half-plane. The change of variables (2.20) therefore defines a homeomorphism from the rectangle $t_2 \leq x \leq t_1$, $t_3 \leq y \leq t_2$ (with the point $(x, y) = (t_2, t_2)$ removed) to the half-plane $\rho \geq 0, z \in \mathbb{R}$, and (B.1) is its inverse.

The points common to adjacent rectangles correspond to either $(\rho = 0, z = z_i)$ or the point at infinity of the compactified $(\rho, z)$ half-plane. Each one of these four special points is mapped to four isolated points in the $(x, y)$ plane, so there are 16 special points in the $(x, y)$ plane. For a given $i$, at the four points corresponding to $(\rho = 0, z = z_i)$ (i.e. $r_i = 0$), pairs of branches related by $\sqrt{r_i^2} = \pm r_i$ are connected. At the four points in the $x$-$y$ plane that correspond to the point at infinity of the $(\rho, z)$ half-plane, pairs of branches related by all the $r_i$ changing sign are connected. We conclude that the checkerboard of rectangles of adjacent intervals for $(x, y)$ in $\mathbb{R}^2$ is homeomorphically mapped to eight copies of the half-plane $\rho \geq 0, z \in \mathbb{R}$ (plus the point at infinity).

We also provide the expansion of the coordinates $x, y$, to the first nontrivial order in the
spherical coordinates (2.24) around each special point,

\[
\text{Asympt. infinity: } \begin{align*}
x &= t_2 - a_1 (t_1 - t_2)(t_2 - t_3)(t_2 - t_4) \frac{\cos \theta + 1}{4 r} + O\left(\frac{1}{r^2}\right), \\
y &= t_2 - a_1 (t_1 - t_2)(t_2 - t_3)(t_2 - t_4) \frac{\cos \theta - 1}{4 r} + O\left(\frac{1}{r^2}\right),
\end{align*}
\]

\[
\text{Centre 1: } \begin{align*}
x &= t_1 + \frac{t_1 - t_2}{a_4 (t_2 - t_3)(t_2 - t_4)} (\cos \theta_1 + 1) r_1 + O(r_1^2), \\
y &= t_2 - \frac{t_1 - t_2}{a_4 (t_2 - t_3)(t_2 - t_4)} (\cos \theta_1 - 1) r_1 + O(r_1^2),
\end{align*}
\]

\[
\text{Centre 2: } \begin{align*}
x &= t_1 - \frac{t_1 - t_3}{a_4 (t_2 - t_3)(t_3 - t_4)} (\cos \theta_2 - 1) r_2 + O(r_2^2), \\
y &= t_3 - \frac{t_1 - t_3}{a_4 (t_1 - t_2)(t_1 - t_4)} (\cos \theta_2 + 1) r_2 + O(r_2^2),
\end{align*}
\]

\[
\text{Centre 3: } \begin{align*}
x &= t_2 - \frac{t_2 - t_3}{a_4 (t_1 - t_3)(t_3 - t_4)} (\cos \theta_3 + 1) r_3 + O(r_3^2), \\
y &= t_3 + \frac{t_2 - t_3}{a_4 (t_1 - t_2)(t_2 - t_4)} (\cos \theta_3 - 1) r_3 + O(r_3^2).
\end{align*}
\]

We note that one may easily generate the relevant expansion to any desired order using (2.20) and (2.24). We make both explicit and implicit use of these expansions at various points in the main text.
C Vector fields

In this appendix we present the vector fields supported by the solution given in Section 2.3. These are obtained straightforwardly by inserting the expressions for the functions $V, V, K_I, L_I$ and $M$ in the corresponding formulae given in [42]. The result is organised in terms of a basis of eight independent vector fields; all relevant vector fields may be written as appropriate linear combinations in this basis.

This basis of vector fields, which due to axisymmetry have only a single component, along $\varphi$, takes the form

\[
\begin{align*}
W^0_x &= \frac{X}{2(y^2 X + x^2 Y)} \, d\varphi, & W^0_y &= \frac{Y}{2(y^2 X + x^2 Y)} \, d\varphi, \\
W^1_x &= \frac{y X}{2(y^2 X + x^2 Y)} \, d\varphi, & W^1_y &= \frac{x Y}{2(y^2 X + x^2 Y)} \, d\varphi, \\
W^2 &= \frac{y^2 X - x^2 Y}{2(y^2 X + x^2 Y)} \, d\varphi, \\
W^3_x &= \frac{y^3 X}{2(y^2 X + x^2 Y)} \, d\varphi, & W^3_y &= \frac{x^3 Y}{2(y^2 X + x^2 Y)} \, d\varphi, \\
W^4 &= \frac{y^4 X - x^4 Y}{2(y^2 X + x^2 Y)} \, d\varphi.
\end{align*}
\]  

(C.1)

There are three distinguished vector fields corresponding to the following conserved currents in terms of the functions $V, V$ that describe the gravitational instanton,

\[
\begin{align*}
\star d\Omega &= \frac{\nabla dV - V d\nabla}{(1 + V \nabla)^2}, & \star dW &= \frac{dV + V^2 d\nabla}{(1 + V \nabla)^2}, & \star d\bar{W} &= \frac{d\nabla + V^2 dV}{(1 + V \nabla)^2},
\end{align*}
\]  

(C.2)

which are given in the above basis by

\[
\begin{align*}
\Omega &= \frac{1}{2} a_1 \left( (\delta - 1) W^1_x + (\delta + 1) W^1_y \right) + \frac{1}{2} a_3 \left( (\delta + 1) W^3_x + (\delta - 1) W^3_y \right), \\
W &= -\delta a_0 \left( W^0_x - W^0_y \right) - \frac{1}{2} a_1 \left( (\delta^2 + 2\delta - 1) W^1_x - (\delta^2 - 2\delta - 1) W^1_y \right) \\
&\quad + \frac{1}{2} a_3 \left( (\delta^2 - 2\delta - 1) W^3_x + (\delta^2 + 2\delta - 1) W^3_y \right) + \delta a_4 W^4, \\
\bar{W} &= \frac{1}{2} a_1 \left( W^1_x - W^1_y \right) - \frac{1}{2} a_3 \left( W^3_x - W^3_y \right).
\end{align*}
\]  

(C.3)

From these expressions, one can see that the basis vector fields $W^3_x, W^3_y$ and $W^4$ can be replaced by linear combinations of $\Omega, W$ and $\bar{W}$ with the remaining five basis elements in (C.1). We will indeed use these combinations below, in order to exhibit the particular embedding of the currents describing the gravitational instanton within the supergravity solution.

With these definitions, we now proceed to display the various vector fields arising from the solution in Section 2.3, in terms of the basis elements in (C.1), starting from the $v_I$, which read

\[
v_I = k_I \Omega + h_I W - \frac{a_1}{2\delta} m_I \left( (\delta - 1) W^1_x + (\delta + 1) W^1_y \right).
\]  

(C.4)
Similarly, the vector fields \( w^I \) read

\[
w^I = \frac{1}{2} C^{IJK} h_J k_K \Omega + \frac{1}{4} C^{IJK} h_J h_K W + \frac{1}{4} \left( C^{IJK} k_J k_K + \frac{a_1^2 a_4}{a_0 a_3^2 - a_1^2 a_4} C^{IJK} m_J m_K \right) \tilde{W} \]
\[
- \frac{a_1}{4} C^{IJK} h_J m_K \left( W^1_x + W^1_y \right) - \frac{1}{8 \delta} \frac{a_1^2 a_3^2}{a_0 a_3^2 - a_1^2 a_4} C^{IJK} m_J m_K W^2 \]
\[
- \frac{a_1}{4 \delta} \left( C^{IJK} (k_J - h_J) k_K + \frac{a_1^2 a_4}{a_0 a_3^2 - a_1^2 a_4} C^{IJK} m_J m_K \right) \left( W^1_x - W^1_y \right). \quad (C.5)
\]

Finally, we provide the expressions for the vector field \( w^0 \),

\[
w^0 = (q_0 + l_0 - \frac{1}{2} l^I k_I)(\Omega + W) + (q_0 + \frac{1}{8} C^{IJK} h_I h_J k_K) \Omega + (q_0 + \frac{1}{4} h_1 h_2 h_3) W \]
\[
+ \frac{1}{4} a_1 \left( l^I m_I - \frac{1}{4} C^{IJK} h_I h_J m_K \right) \left( W^1_x + W^1_y \right) \]
\[
+ \frac{1}{4} a_1 \left( l^I m_I - \frac{1}{4} C^{IJK} h_I h_J m_K \right) \left( W^1_x + W^1_y \right) \]
\[
- \frac{1}{4} \frac{a_1^2 a_4}{a_0 a_3^2 - a_1^2 a_4} \left( \frac{1}{4} C^{IJK} m_I m_J (k_K - h_K) + \frac{2 a_1^2 a_4}{a_0 a_3^2 - a_1^2 a_4} m_1 m_2 m_3 \right) \left( W^1_x - W^1_y \right) \]
\[
+ \frac{a_1}{4 \delta} \left( \frac{1}{4} C^{IJK} m_I (k_J - h_J) (k_K - h_K) + \frac{a_1^2 a_4}{2 (a_0 a_3^2 - a_1^2 a_4)} m_1 m_2 m_3 \right) \left( W^1_x - W^1_y \right) \]
\[
+ \frac{1}{16 \delta} \frac{a_1^2 a_3^3}{a_0 a_3^2 - a_1^2 a_4} (a_0 a_3^2 - a_1^2 a_4)^2 m_1 m_2 m_3 \left( \frac{1}{2} a_3 (W^1_x - W^1_y) + 3 a_4 W^2 \right) \]
\[
+ \frac{1}{32 \delta} \frac{a_1^2 a_3^3}{a_0 a_3^2 - a_1^2 a_4} C^{IJK} m_I m_J (k_K - h_K) W^2. \quad (C.6)
\]

and for the vector field \( \omega \),

\[
\omega = - (q_0 + l_0 - \frac{1}{2} l^I k_I) \Omega - q_0 W + \frac{1}{4} k_I k_J k_K \tilde{W} \]
\[
+ \frac{1}{4} a_1 \frac{a_1^2 a_4}{a_0 a_3^2 - a_1^2 a_4} \left( \frac{1}{4} C^{IJK} m_I m_J (k_K - h_K) + \frac{2 a_1^2 a_4}{a_0 a_3^2 - a_1^2 a_4} m_1 m_2 m_3 \right) \left( W^1_x - W^1_y \right) \]
\[
- \frac{1}{16 \delta} (a_0 a_3^2 - a_1^2 a_4)^2 m_1 m_2 m_3 \left( (\delta - 1) W^1_x - (\delta + 1) W^1_y \right) \]
\[
- \frac{1}{4} a_1 \left( l^I m_I - \frac{8 \delta (a_0 a_3^2 - a_1^2 a_4)^2 m_1 m_2 m_3}{a_0 a_3^2 - a_1^2 a_4} \right) \left( W^1_x + W^1_y \right) \]
\[
+ \frac{a_1}{4 \delta} \left( l^I m_I - \frac{1}{4} C^{IJK} k_I k_J k_K - \frac{a_1^2 a_4}{2 (a_0 a_3^2 - a_1^2 a_4)} m_1 m_2 m_3 \right) \left( W^1_x - W^1_y \right) \]
\[
- \frac{1}{16 \delta} \frac{a_1^2 a_3^3}{a_0 a_3^2 - a_1^2 a_4} (a_0 a_3^2 - a_1^2 a_4)^2 m_1 m_2 m_3 \left( \frac{1}{2} a_3 (W^1_x - W^1_y) + 3 a_4 W^2 \right) \]
\[
- \frac{1}{32 \delta} \frac{a_1^2 a_3^3}{a_0 a_3^2 - a_1^2 a_4} C^{IJK} m_I m_J k_K W^2. \quad (C.7)
\]
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