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Abstract
We study the maximum-flow/minimum-cut problem on scale-free networks, i.e., graphs whose degree distribution follows a power-law. We propose a simple algorithm that capitalizes on the fact that often only a small fraction of such a network is relevant for the flow. At its core, our algorithm augments Dinitz’s algorithm with a balanced bidirectional search. Our experiments on a scale-free random network model indicate sublinear run time. On scale-free real-world networks, we outperform the commonly used highest-label Push-Relabel implementation by up to two orders of magnitude. Compared to Dinitz’s original algorithm, our modifications reduce the search space, e.g., by a factor of 275 on an autonomous systems graph.

Beyond these good run times, our algorithm has an additional advantage compared to Push-Relabel. The latter computes a preflow, which makes the extraction of a minimum cut potentially more difficult. This is relevant, for example, for the computation of Gomory-Hu trees. On a social network with 70,000 nodes, our algorithm computes the Gomory-Hu tree in 3 seconds compared to 12 minutes when using Push-Relabel.

1 Introduction
The maximum flow problem is arguably one of the most fundamental graph problems that regularly appears as a subtask in various applications [2] [32] [35]. The go-to general-purpose algorithm for computing flows in practice is the highest-label Push-Relabel algorithm by Cherkassky and Goldberg [10], which is also part of the boost graph library [33]. Beyond that, the BK-algorithm by Boykov and Kolmogorov [7] or its later iteration [17] should be used for instances appearing in computer vision. Our main goal in this paper is to provide a flow algorithm tailored towards scale-free networks. Such networks are characterized by their heavy-tailed degree distribution resembling a power-law, i.e., they are sparse with few vertices of comparatively high degree and many vertices of low degree.

At its core, our algorithm is a variant of Dinitz’s algorithm [12]. Dinitz’s algorithm is an augmenting path algorithm that iteratively increases the flow along collections of shortest paths in the residual network. In each iteration, at least one edge on every shortest path gets saturated, thereby increasing the distance between source and sink in the residual network. To exploit the structure of scale-free networks, we make use of the facts that, firstly, shortest paths tend to span only a small fraction of such networks, and secondly, a balanced bidirectional breadth first search is able to find the shortest paths very efficiently [6] [5]. Using a bidirectional search to compute the collection of shortest paths in Dinitz’s algorithm directly translates this efficiency to the first iteration, as the residual network initially coincides with the flow network. Though the structure of the residual network changes in later iterations, our experiments show that the run time improvements achieved by using a bidirectional search remain high.

Scaling experiments with geometric inhomogeneous random graphs (GIRGs) [8], in fact indicate that the flow computation of our algorithm runs in sublinear time. In comparison, previous algorithms (Push-Relabel, BK, and unidirectional Dinitz) require slightly super-linear time. This is also reflected in the high speedups we achieve on real-world scale-free networks.

With the flow computation itself being so efficient, the total run time for computing the maximum flow for a single source-sink pair in a scale-free network is heavily dominated by loading the graph and building data structures. Thus, our algorithm is particularly relevant when we have to compute multiple flows in the same network. This is, e.g., the case when computing the Gomory-Hu tree [20] of a network. The Gomory-Hu tree is a compact representation of the minimum s-t cuts for all source-sink pairs (s, t). It can be computed with Gusfield’s algorithm [21] using \( n − 1 \) flow computations in a network with \( n \) vertices. Using our bidirectional flow algorithm as the subroutine for flow computations in Gusfield’s algorithm lets us compute the Gomory-Hu tree of, e.g., the soc-slashdot instance with 70 k nodes and 360 k edges in only 2.6 s. In this context, we observe that the Push-Relabel algorithm is also very efficient in computing the flow values by computing a preflow. However, converting this to a flow or extracting a cut from it takes significantly more time.

Our algorithm is designed to work particularly well on scale-free networks. Nonetheless, we also conducted experiments on networks that are not scale-free. We observe that our algorithm outperforms the Push-Relabel algorithm significantly on Erdős-Rényi random graphs and slightly on the Pennsylvania road network.

GIRGs are a generative network model closely related to hyperbolic random graphs [23]. They resemble real-world networks in regards to important properties such as degree distribution, clustering, and distances.
Unsurprisingly, our algorithm is outperformed by the BK-algorithm on a segmentation instance from computer vision. Moreover, Push-Relabel performs best on a layered network that was specifically constructed to evaluate flow algorithms. However, we would argue that this type of instance is rather artificial.

1.1 Contribution. Our findings can be summarized in the following main contributions.

- We provide a simple and efficient flow-algorithm that significantly outperforms previous algorithms on scale-free networks.
- It’s efficiency on non-scale-free instances makes it a potential replacement for the Push-Relabel algorithm for general-purpose flow computations.
- Our algorithm is well suited to compute the Gomory-Hu tree of comparatively large instances.
- There are situations, where computing a flow with the Push-Relabel algorithm is significantly more expensive than computing a preflow. This stands in contrast to previous observations [10] [11].

1.2 Related Work. The maximum flow problem has been for a long time and still is subject of active research. In the following, we briefly discuss only the work most related to our result. For a more extensive overview on the topic of flows, we refer to the survey by Goldberg and Tarjan [19].

Our algorithm is based on Dinitz’s Algorithm [12], which belongs to the family of augmenting path algorithms originating from the Ford-Fulkerson algorithm [16]. Augmenting path algorithms use the residual network to represent the remaining capacities and iteratively increase the flow by augmenting it with paths from source to sink in the residual network, until no such path exists. At every point in time, a valid flow is known and at the end of execution, non-reachability in the residual network certifies maximality.

From this perspective, the Push-Relabel algorithm [15] does the reverse. At every point in time, the sink is not reachable from the source in the residual network, thereby guaranteeing maximality, while the object maintained throughout the algorithm is a so-called preflow and the algorithm stops once the preflow is actually a flow. This is achieved using two operations push and relabel; hence the name. Different variants of the Push-Relabel algorithm mainly differ with regards to the order in which operations are applied. A strategy performing well in practice is the highest-label strategy [10]. The extensive empirical study by Ahuja et al. [1] on ten different algorithms shows that the highest-label Push-Relabel algorithm indeed performs the best out of the ten. The only small caveat with these experiments is the fact that they are based on artificial networks that are specifically generated to pose difficult instances. Our experiments show that the structure of the instance matters in the sense that it impacts different algorithms differently; potentially yielding different rankings on different types of instances. The so-called pseudoflow algorithm by Hochbaum [23] was later shown to slightly outperform (low single-digit speedups on most instances) the highest-label Push-Relabel algorithm; again based on artificial instances [9].

Boykov and Kolmogorov [7] gave an algorithm tailored specifically towards instances that appear in computer vision; outperforming Push-Relabel on these instances. It was later refined by Goldberg et al. [17]. Most related to our studies is the work by Halim et al. [22] who developed a distributed flow algorithm for MapReduce to compute flows on huge social networks.

2 Network Flows and Dinitz’s Algorithm

In this section we introduce the concept of network flow and describe Dinitz’s algorithm [12].

Network Flows. A flow network is a directed graph $G = (V, E)$ with source and sink vertices $s, t \in V$, and a capacity function $c : V \times V \rightarrow \mathbb{N}$ with $c(u, v) = 0$ if $(u, v) \notin E$. A flow $f$ on $G$ is a function over vertex pairs $f : V \times V \rightarrow \mathbb{Z}$ satisfying three constraints: (I) capacity $f(u, v) \leq c(u, v)$ (II) asymmetry $f(u, v) = -f(v, u)$ and (III) conservation $\sum_{v \in V} f(u, v) = 0$ for $u \in V \setminus \{s, t\}$. We call an edge $(u, v) \in E$ saturated if $f(u, v) = c(u, v)$. Denote the value of a flow $f$ as $\sum_{v \in V} f(s, v)$. The maximum flow problem, max-flow for short, is the problem of finding a flow of maximum value.

Given a flow $f$ in $G$, we define a network $G_f$ called the residual network. $G_f$ has the same set of nodes and contains the directed edge $(u, v)$ if $f(u, v) < c(u, v)$. The capacity $c’$ of edges in $G_f$ is given by the residual capacity in the original network, i.e., $c’(u, v) = c(u, v) - f(u, v)$. An $s$-$t$ path in $G_f$ is called an augmenting path.

Dinitz’s Algorithm. One can solve max-flow by iteratively increasing the flow on augmenting paths, yielding the famous Ford-Fulkerson algorithm [19]. Dinitz’s algorithm belongs to the family of augmenting path algorithms [2]. In contrast to the Ford-Fulkerson algorithm, Dinitz groups augmentations into rounds.

Let $d_s(v)$ be the distance from $s$ to vertex $v$ in $G_f$. We define a subgraph of $G_f$ called the layered network by restricting the edge set to edges $(u, v)$ of $G_f$ for which $d_s(u) + 1 = d_s(v)$, i.e., edges that increase the distance to the source. We call a flow of some network a blocking flow if every $s$-$t$ path contains at least one edge that is saturated by this flow, i.e., there is no augmenting path.
Each round, Dinitz’s algorithm (see Algorithm 1) augments a set of edges that constitutes a blocking flow of the layered network. One can find such a set of edges by iteratively augmenting s-t paths in the layered network until source and sink become disconnected. After augmenting a blocking flow, the distance between the terminals in the residual network strictly increases.

Algorithm 1: Dinitz’s Algorithm.

```
while s-t path in residual network do
  build layered network
while s-t path in layered network do
  augment flow with s-t path
```

Asymptotic Running Time. To better understand how our modifications impact the run time, we briefly sketch how Dinitz running time of \( O(n^2m) \) is obtained. Since \( d_s(t) \) increases each round, the number of rounds is bounded by \( n - 1 \). Each round consists of two stages: building the layered network and augmenting a blocking flow. To build the layered network, the distances from the source to every vertex in the residual network are needed. The layered network can be constructed in \( O(m) \) using a breadth-first search (BFS). Asymptotically, however, this is dominated by the time to find the blocking flow. Finding the paths of the blocking flow is done with a repeated graph traversal, usually using a depth-first search (DFS). The number of found paths is bounded by \( m \), because each found path saturates at least one edge, removing it from the layered network. A single DFS can be done in amortized \( O(n) \) time as follows. Edges that are not part of an s-t path in the layered network do not need to be looked at more than once during one round. This is achieved by remembering for each node which edges of the layered network were already found to have no remaining path to the sink. Each subsequent DFS will start where the last one left off. Thus, per round, the depth-first searches have a combined search space of \( O(m) \), while each individual search additionally visits the nodes on one s-t path which is \( O(n) \).

Efficient Dinitz Implementation. Typical implementations represent the graph by adding a reversed twin for each edge. Furthermore, neither the residual network nor the layered network are constructed explicitly. The residual network is implicitly defined by the capacities and flow values on edges and the layered network by a distance labeling. This conveniently eliminates the need to modify the network structure during the algorithm. When, e.g., saturating an edge during augmentation, this implicitly removes the edge from the residual network and layered network. However, with this representation, the BFS and DFS are performed on all edges and must check if edges are part of the residual or layered network when they are encountered. The bound for the BFS is unaffected and the amortization argument for the DFS extends to edges that are not part of the layered and/or residual network. During the augmentation of the blocking flow, a counter into the adjacency list of each vertex indicates which outgoing edges were already processed this round.

Practical Performance. The practical performance of Dinitz’s algorithm is far better than its worst-case bound. Actually, \( O(n) \) as the length of the found augmenting path is very unrealistic. In our experiments \( d_s(t) \) remains mostly below 10, implying that the number of rounds is significantly lower than \( n - 1 \). Also, the number of found augmenting paths during one rounds is far below \( O(m) \). In unweighted networks, for example, a DFS saturates all edges of the found path resulting in a bound of \( O(m) \) to find a blocking flow. In fact, Dinitz’s algorithm has a tight upper bound of \( O(n^{2/3}m) \) in unweighted networks [14, 24].

3 Improving Dinitz on Scale-Free Networks

We adapt a common Dinitz implementation to exploit the specific structure of scale-free networks. We achieve a significant speedup by using the fact that a flow and cut respectively often depend only on a small fraction of the network. The following three modifications each tackle a performance bottleneck.

Bidirectional Search. Recently, sublinear running time was shown for balanced bidirectional search in a scale-free network model [3, 4]. We use a bidirectional breadth-first-search to compute the distances that define the layered network during each round of Dinitz’s algorithm. A forward search is performed from the source and a backward search from the sink, each time advancing the search that incurs the lower cost to advance one layer. A shortest s-t path is found when a vertex is discovered that was already seen from the other direction. Note that, for our purpose, the bidirectional search has to finish the current layer when such a vertex is discovered, because all shortest paths must be found. Figure 1 visualizes the difference in explored vertices between a normal and a bidirectional BFS. The augmentations with DFS are restricted to the visited part of the layered network, meaning the search space of the BFS plus the next layer.

The distance labeling obtained by the bidirectional BFS requires a change to the DFS. The purpose of the layered network is to contain all edges on shortest s-t paths. The DFS identifies edges \((u, v)\) of the layered...
Another detail of our implementation is that we use begin vertices in the intersection of the upcoming layers of the vertices. For vertices processed by the backward search, edges outgoing from the last forward search layer identify edges of the layered network by checking if they increase the distance from the source or decrease the distance to the sink. Therefore the DFS proceeds along edges of the layered network by checking if they increase the distance from the source, i.e., \( d_s(u) + 1 = d_v(v) \). However, we no longer obtain the distances from the source for all relevant vertices. For vertices processed by the backward search, distances to the sink \( d_t(v) \) are known instead. To resolve the problem, we allow edges that either increase distance from the source or decrease distance to the sink, i.e., \( d_s(u) + 1 = d_t(v) \) or \( d_t(u) - 1 = d_t(v) \). This deviates from the definition of the layered network. But since edges on shortest \( s-t \) paths must both, increase the distance from the source and decrease the distance to the sink, we do not miss any relevant edges.

**Time Stamps.** The bidirectional search reduces the search space of the breadth-first search and depth-first search substantially, potentially to sublinear. The initialization, however, still requires linear time. It includes the following. For the BFS, distances from the source and to the sink must be initialized to infinity. For the augmentations, one counter per node has to be initialized to zero.

To avoid the linear initializations, we introduce time stamps to indicate if a vertex was seen during the current round. The initialization of distances and counters is done lazily as vertices are discovered during the BFS. Another detail of our implementation is that we use begin and end indices into an array instead of a dynamically growing queue for the BFS. We allocate this memory in advance and override the data each round.

**Skip Next Forward Layer.** Recall that we identify edges of the layered network by checking if they increase the distance from the source or decrease the distance to the sink. Therefore the DFS proceeds along edges outgoing from the last forward search layer independent from the target vertex being seen only by the forward search (gray in Figure 1) or also by the backward search (orange in Figure 1). However, the former type of vertex cannot be part of a shortest \( s-t \) path. By saving the number of explored layers of the forward search we can avoid the exploration of such vertices, thus limiting the DFS to vertices colored blue, green, or orange in Figure 1. With this optimization, the combined search space during augmentation (lines 3,4 in Algorithm 1) is almost limited to the search space of the BFS. The only additional edges that are visited originate from the intersection of the forward and backward search.

### 4 Experimental Evaluation

In this section, we investigate the performance of our algorithm *DinitzOPT*.[3] First, we compare it to established approaches on real-world networks in Section 4.1. We additionally examine the scaling behavior and how the comparison is affected by problem size, i.e., is there an asymptotic improvement over other algorithms? Then, Section 4.2 evaluates to which extent the different optimizations contribute to better run times and search space. In Section 4.3 we analyze the algorithms in a specific application (Gomory-Hu trees) and compare their usability beyond the speed of the actual flow computation. To this end, we test three different approaches to obtain a cut with the Push-Relabel algorithm. Lastly, we extend our considerations to other types of networks in Section 4.4 and discuss why the results on scale-free networks differ from previous studies. Recall that bidirectional search was found to perform particularly well on heterogeneous networks.

#### 4.1 Runtime Comparison

In this section we compare our new approach to three existing algorithms: Dinitz [12], Push-Relabel [18], and the Boykov-Kolmogorov (BK) algorithm [7]. We modified their respective implementations to support our experiments. This also includes some minor performance-relevant changes listed in the appendix (see Section A.1). The experiments include two synthetic and eight real-world networks. All networks are undirected and all but visualize-us and actors are unweighted. Further details regarding the datasets can be found in Table 2. We restrict our experiments in this section to the flow computation only. That is, the measurements exclude the time it takes to initialize intermediate data structures before and after flow computations as well as the creation of the graph structure. For Push-Relabel we only measure the computation of the *preflow*, which is sufficient to determine the value of the *flow cut*. Fig-

---

3 The code will be available upon publication.

![Figure 1: Search space of a breadth-first search from a source \( s \) to a sink \( t \) unidirectional (left) and bidirectional (right). The blue area represents the vertices that are explored, i.e., whose outgoing edges were scanned, by the forward search and the green area the backward search. In the gray area are vertices that are seen during exploration of the last layer, but not yet explored. Vertices in the intersection of the upcoming layers of the backward and forward search are marked orange.](image-url)
Figure 2: Runtime comparison of flow computations. The 20 computed flows per instance are divided into low and high terminal pairs. For low, the terminal degree is between 0.75 and 1.25 times the average degree. For high, it is between 10 and 100 times the average degree. Pairs are chosen uniformly at random from all vertices with the respective degree.

Table 2 shows the resulting run times. For this plot, the terminals were chosen uniformly at random from the set of vertices with degree close to the average (low) or considerably higher degree (high).

One can see that Dinitz and Push-Relabel display comparable times while BK is slightly slower on most large instances. DinitzOPT consistently outperforms the other algorithms by one to three orders of magnitude. The variance is also higher for DinitzOPT with low pairs approximately one order of magnitude faster on average than high pairs. This is best seen in the girg100000 instance and suggests that DinitzOPT is able to better exploit easy problem instances. For all other algorithms the effect of the terminal degree on the run time is barely noticeable. Another observation is that all algorithms display drastically lower run times than their respective worst-case bounds would suggest.

The times in our experiments are close to what one might expect from linear algorithms. For example, Dinitz computes a flow on the as-skitter instance in one second. Considering the tight $O(mn^{2/3})$ bound in unweighted networks and assuming the throughput per second to be around $10^8$ — which is a generous guess for graph algorithms — would result in an estimate of 30 minutes per flow. In this context, there are also experimental results that appear to conflict with our results. Earlier studies found Dinitz to be slower than Push-Relabel and both algorithms clearly super-linear on a series of synthetic instances [1]. However, these synthetic instances exhibit specifically crafted hard structures that are placed between designated source and sink vertices. These instances thus present substantially more challenging flow problems. We assume the low times in our experiments to be caused by the scale-free network structure and, to a lesser degree, the simplicity of the problem instances when choosing a random pair of nodes as terminals. Furthermore, most of our instances are unweighted and undirected.

**Effect of the Terminal Degree.** In the following, we discuss the effect of terminal degree and structure of the cut on the run time of Dinitz and DinitzOPT. Note that the terminal degree is an upper bound on the size of the cut in unweighted networks. Moreover, the terminal degree in our experiments is based on the average degree, which is assumed to be constant in many real-world networks [3]. Thus, the $O(mC)$ bound for augmenting path based algorithms, with $C$ being the size of the cut, implies not only a linear bound for the eight unweighted networks in our experiments, but would also explain faster low pairs. Surprisingly, DinitzOPT exploits low terminal degrees much more than Dinitz. Another explanation for faster low pairs is that many cuts are close around one terminal, which is consistent with previous observations about cuts in scale-free networks [29, 34]. Moreover, Dinitz tends to perform well when the source side of the cut is small [30]. Although this does not fully explain why DinitzOPT is more sensitive to the terminal degree, we observe in Section 4.3 that Dinitz slows down massively when the source degree is high, even with low sink degree. Since DinitzOPT always advances the side with smaller volume during bidirectional search it does not matter which terminal has the higher degree.

**Scaling.** We perform additional experiments to analyze the scaling behavior of the algorithms. Since real networks are scarce and fixed in size, we generate synthetic networks to gradually increase the size while keeping the relevant structural properties fixed. Geometric Inhomogeneous Random Graphs (GIRGs) [8], a generalization of Hyperbolic Random Graphs [25], are a
scale-free generative network model that captures many properties of real-world networks. The efficient generator \[4\] allows us to benchmark our algorithms on differently sized networks with similar structure. Figure 3 and Figure 4 show the results.

We measure the run time over a series of GIRGs with the number of nodes growing exponentially from 1000 to 1 024 000 with 10 iterations each. In each iteration, we sample a new random graph with average degree 10, power-law exponent 2.8, dimension 1, and temperature 0. The run time for each algorithm is then averaged over 10 uniform random pairs of vertices with degree between 10 and 20. Standard deviation is shown as error bars. The lower half of the symmetric error bars seems longer due to the log-axis. We add five functions in black as reference: a quadratic and two linear functions in Figure 3, and \(n^{0.88}\) and \(n^{0.7}\) in Figure 4.

Dinitz, Push-Relabel and BK show a near-linear running time. Compared to the linear functions in Figure 3, Dinitz and Push-Relabel seem to scale slightly worse than linear, while DinitzOPT scales better than linear. In a construction with super-sink and super-source, a similar scaling was observed for Push-Relabel on the Yahoo Instant Messenger graph \[27\]. We added the function \(n^{0.88}\) to Figure 4 because it is the theoretical upper bound for the bidirectional search on hyperbolic random graphs with the chosen power-law exponent \[20\]. Also it appears to be a good estimate for Dinitz running time with just the first optimization of bidirectional search (DinitzBi). It was previously observed that bidirectional search on hyperbolic random graphs with the chosen parameters usually scales like \(n^{0.7}\) \[3\], which fits the run time of DinitzOPT in our experiments.

Finally, the standard deviation and shape of the curve confirms our claim that the run time of DinitzOPT is more sensitive to the graph structure. In fact, comparison with our intermediate versions of Dinitz shows that, while bidirectional search improved run time the most, each successive optimization increased the sensitivity to the graph structure.

4.2 Optimizations in Detail. In this section we evaluate the performance impact of the changes discussed in Section 3. We present a search space analysis and in-depth profiler results \[4\]. In addition to the unmodified Dinitz, we consider four incrementally more optimized versions of the algorithm: DinitzBi, DinitzReset, DinitzStamp, and DinitzOPT. Each algorithm corresponds to adding one optimization to the previous ones.

Experimental Setup. All optimizations can be applied in any order and combination. Instead of considering all combinations, we individually add them in a specific order, such that the next change always tackles a performance bottleneck. In fact, additional benchmarks reveal that the current optimization speeds up the computation more than enabling all other remaining changes together.

The experiments and benchmarks in this section consider 1000 uniform random terminal pairs close to the average degree on the as-skitter instance. The average distance between source and sink in the initial network is 4.2. The average number of rounds until a maximum flow is found is 4.8, where the last round runs only the BFS to verify that no augmenting path exists. Only counting rounds before the last round, 2.9 units of flow are found on average per round. Out of the 1000 cuts, 882 have value equal to the degree of the smaller terminal. Table 1 shows profiler results and search space for Dinitz and the optimized versions of the algorithm.

\(^{4}\) We used the Intel VTune profiler.
Table 1: Total run times and search space of visited edges for the five intermediate versions of our Dinitz implementation during the computation of 1000 flows in as-skitter. Terminals are chosen like low pairs in Figure 2. The first seven columns show times in seconds accumulated over all flow computations. BUILD is the construction of the residual network that is reused for all flow computations, RESET means clearing flow on edges between computations, INIT includes initialization of distances and counters per round, BFS and DFS refer to the respective subroutines, FLOW is the summed time during flow computations (sum of BFS, DFS, INIT), and TOTAL is the run time of the whole application including reading the graph from file. The last three columns contain the search space relative to the number of edges in the graph in percent. Search space columns for BFS and DFS are per round, while the FLOW column lists the search space per flow, e.g., Dinitz visits on average 65.66% of all edges per BFS and every edge is visited about 5.58 times on average in one flow computation.

|       | BUILD | RESET | INIT | BFS | DFS | FLOW | TOTAL | BFS | DFS | FLOW |
|-------|-------|-------|------|-----|-----|------|-------|-----|-----|------|
| Dinitz| 0.50  | 56.79 | 14.87| 405.46| 426.80 | 847.13 | 904.85 | 65.66 | 63.64 | 558.04 |
| DinitzBi| 0.55  | 58.15 | 21.02| 2.78 | 8.94 | 32.73 | 91.82 | 0.26 | 1.87 | 8.38  |
| DinitzReset| 0.50 | —     | 20.73| 2.47 | 8.01 | 31.20 | 32.06 | 0.26 | 1.87 | 8.38  |
| DinitzStamp| 0.55 | —     | —   | 2.51 | 10.30 | 12.81 | 13.72 | 0.26 | 1.87 | 8.38  |
| DinitzOPT | 0.55  | —     | —   | 2.40 | 1.06 | 3.46 | 4.22 | 0.26 | 0.20 | 2.03  |

Additionally, Figure 5 compares the search space with and without bidirectional search.

**Bidirectional Search.** Dinitz takes 15 minutes to compute the 1000 flows and the search space per flow is more than five times the number of edges on average. Almost all of that time is spent in BFS or DFS. The bidirectional Dinitz reduces the flow-time from 14 minutes to 30 seconds, an improvement by a factor of 25.

The search space is reduced by factors of 252 for BFS, 34 for DFS, and 67 per flow. It is interesting to note, that the search space of BFS during the last round of each flow changes even more. In this round the BFS will find no s-t path. The bidirectional search visits 39 edges on average, while the normal breadth-first-search visits 44% of the graph. This not only emphasizes that the cuts are close around one terminal, but also shows that the bidirectional search heavily exploits this structure.

The run time does not fully reflect this drastic reduction in search space, because DFS and BFS no longer dominate the flow computation. The initialization time per round increased by 50%, which can be explained by the additional distance label per node to store the distance to the sink (now 3 ints instead of 2). Although the initialization is a simple linear operation in the number of nodes, it takes twice as long as BFS and DFS combined. Actually, the performance of initialization heavily depends on the data layout. We decided to store node data interleaved instead of in separate buffers. This data layout reduces memory loads and facilitates cache locality because all data for one node is fetched at once. On the other hand, the choice hinders efficient initialization with SIMD instructions.

The real bottleneck, however, is to reset the flow values between computations. RESET takes almost a full minute which is twice as long as computing the flows.

**Reset flow between computations.** Between flow computations, the residual capacity of all edges has to be reset before another flow can be found. After changing the BFS to a bidirectional search, resetting the flow on all edges between computations dominates the run time. To reduce the time of our benchmarks, and to make the code more efficient in situations where multiple flows are computed in the same network, we address this bottleneck. Instead of explicitly resetting flow values for all edges, we remember the edges that contain flow and reset only those. The number of edges with positive flow is typically very small in comparison to the whole network. Additionally, edges that contain flow are visited during the algorithm anyway. By storing changed edges during DFS, reset flow takes at most as long as augmenting the flow in the first place. In fact, the time to reset flow is so low, it is not detected by the profiler. This change is not mentioned in Section 3 because it does not speed up a single flow computation.

This change completely eliminates the time for RESET, while other operations are not affected. The total time to compute all 1000 flows is thus three times lower with the flow computation making up for almost all spent time. The slowest part of the flow computation itself is still the initialization with 21 of the 31 seconds.

**Time Stamps.** The distance labels and counters per node are initialized each round. Using time stamps eliminates the need for initialization completely while adding a small overhead to DFS. The flow computation
After introducing the time stamps, the DFS is the new bottleneck and makes up for about 80% of flow time.

**Skip Next Forward Layer.** As discussed in Section 3, this change prevents the DFS from visiting vertices beyond the last layer of the forward search that are not also seen by the backwards search. In Figure 5 the skipped part is shaded. This optimization reduces the average search space for DFS during one round from almost 2% of all edges to just 0.2%. The improvement in search space is reflected by the profiler results. DFS is sped up from 10 seconds to just one second, which is faster than the BFS. The resulting time to compute all 1000 flows is 3.46 seconds, which is only 7 times slower than the BFS. The resulting time to compute all 1000 flows is 3.46 seconds, which is only 7 times slower than the BFS.

**Misc.** Since the BFS is the slowest part of the final algorithm, we add another low-level optimization for undirected networks. Line-by-line load analysis shows that more time is spent during the backward search than the forward search. The backward search from the sink has to consider incoming instead of outgoing edges but our implementation only maintains an adjacency list of outgoing edges. However, for each incoming edge there is an outgoing twin edge with a reference to the incoming edge. This reference is used to determine the residual capacity of the incoming edge to check if the incoming edge is part of the residual network.

We can save a memory lookup in the hot code of the algorithm, by determining the residual capacity of the incoming edge without loading it into memory. The residual capacity of an edge is obtained by subtracting the flow from the capacity. In undirected networks the capacity of an edge is the same as that of its twin. Additionally, consistency of flow links the flow of both edges. Thus we can compute the residual capacity of incoming edges by looking only at the outgoing edges. The change improves performance by 20 to 40 percent in undirected networks.

Note that a similar optimization is possible for directed networks: one can cache the capacity of the back edge in each twin. This concept is known and was applied in previous flow implementations but we only use the optimization for undirected networks.

### 4.3 Gomory-Hu Trees.

In the last sections we observed that heterogeneous network structure yields easy flow problems that can be solved significantly faster than the construction of the adjacency list. This performance becomes important in applications that require multiple flows to be found in the same network. Gomory-Hu trees [20] fit this setting and have applications in graph clustering [15]. A Gomory-Hu tree (GH-tree) of a network is a weighted tree on the same set of vertices that preserves minimum cuts, i.e., each minimum cut between any two vertices $s$ and $t$ in the tree is also a minimum $s$-$t$ cut in the original network. Thus, they compactly represent $s$-$t$ cuts for all vertex pairs of a graph. For the construction of a GH-tree, there exists a very simple algorithm by Gusfield [21] that requires $n - 1$ cut-oracle calls in the original graph.

In this section we evaluate the performance of maxflow algorithms for the construction of a Gomory-Hu tree in heterogeneous networks. We will see that the terminal pairs required for Gusfield’s algorithm yield easier flow problems than uniform random pairs. DinitzOPT is able to make use of this easy structure to achieve surprisingly low run times, so is Push-Relabel when only considering the computation of the flow value. However, we find that the need to extract the source side of the cut hinders Push-Relabel to benefit from this performance.

**Flow Computation on Gusfield Pairs.** Figure 6 shows the same networks and algorithms as in Figure 2 but with terminal pairs sampled out of the $n - 1$ flow computations needed by Gusfield’s algorithm. The run times for all algorithms except the BK-Algorithm have high variance and are spread over up to four orders of magnitude for the larger instances. Although results for different terminal pairs vary greatly, BK seems to be the
slowest algorithm followed by Dinitz. DinitzOPT and PR have comparable but significantly lower run times than the other algorithms. For example, 6 out of the 10 gh pairs measured for the soc-slashdot instance are solved by DinitzOPT and Push-Relabel faster than one microsecond which is the precision of our measurements. This suggests, that these algorithms are more sensitive to the varying difficulty of the flow computations for gh pairs. Our speedup over the Push-Relabel algorithm on gh pairs is not as pronounced as for the random pairs in Section 4.1. On the dogster instance PR is even faster than DinitzOPT.

To further investigate why gh pairs are this easy to solve, we analyze a complete run of all pairs needed by Gusfield’s algorithm on the soc-slashdot instance. In Gusfield’s algorithm each vertex is the source once, thus the average degree of the source is the average degree of the graph (10.24). In contrast, the average degree of the sink is ca. 1500, which hinders the benefit of bidirectional search. Uni-directional Dinitz slows down by a factor of 15 when computing the flows with switched terminals. The average distance between two vertices in the original network is 4.16, but interestingly here the average distance from source to sink is 1.78. Out of the 70k flow computations, 56k are trivial cuts around one terminal. Computing a flow for a single s-t pair takes 2.76 rounds on average with the last round only to confirm that the flow is optimal. Before the last round on average 5.56 flow is being found per round.

DinitzOPT and Push-Relabel are both extremely fast on gh pairs. DinitzOPT takes 2.5 seconds to compute all $n = 70k$ required flows, while PR needs 5 seconds. To obtain the 5 seconds for PR we exclusively measured the preflow computation, but PR is not limited by the time to compute the preflow. Actually, the entire computation of the Gomory-Hu tree on the soc-slashdot instance takes 12 minutes with Push-Relabel and 2.6 seconds with DinitzOPT. Instead of being caused by the Gusfield logic — which actually makes up less than 3% of the run time when using DinitzOPT as oracle — the bottleneck when using PR as a cut oracle is not the flow computation, but initialization and extracting the cut. The drastic difference in run time is in part due to the optimizations we added to DinitzOPT to reduce time between flow computations, while the Push-Relabel implementation recreates the auxiliary data structures, except the adjacency list, before each flow. However, in the following we will see that a large amount of Push-Relabels run time is actually necessary to extract the cuts for Gusfield’s algorithm.

Measuring Gusfield’s Algorithm. In Gusfield’s algorithm we have to iterate over all vertices in the source-side of the cut. Extracting these with the Push-Relabel algorithm is slower than with Dinitz. We outline the three approaches to extract the cut with Push-Relabel and show that each has major drawbacks.

The PR algorithm is executed in two stages. The first stage computes a preflow and the second stage converts the preflow into a flow. Often, computing a preflow is sufficient, because one obtains the value of the max-flow/min-cut and can determine a cut by finding all sink-reaching vertices in the residual network. Since Gusfield requires the source-side of the cut, the complement of the found set of vertices can be used. This approach is computationally expensive, because of the high sink degree.

Given a max-flow, one partition of a min-cut can also be identified by reachability from the source in the residual network. Since Gusfield requires the source-side of the cut, the complement of the found set of vertices can be used. This approach is computationally expensive, because of the high sink degree.

Figure 6: Runtime comparison of flow computations. The 10 terminal pairs per instance are uniformly chosen out of the $n - 1$ cuts required by Gusfield’s algorithm.
but in practice this is not always the case. In the paper that proposed the current PR implementation [10], the authors experiment with different implementations of the conversion and find a method whose “running time […] is a small fraction of the running time of the first stage”. Other works find that 95% of time is spent in stage one [11]. Our experiments in Section 4.1 are in line with these findings and thus only the time for the first stage of PR is shown there. However, Gusfield pairs pose easily solvable flow instances due to the low distance between source and sink. Thus, the simplicity causes the second stage of PR to dominate the first one.

The drawbacks of the two previous approaches can be avoided in undirected networks by computing the preflow from sink to source. Without preflow-conversion, a cut can then be extracted by determining the vertices that can reach the original source in the residual network. The drawback of this method is that the preflow computation slows down massively.

In short, the three approaches to extract the source-side of a min-cut with the Push-Relabel algorithm are:

**Convert.** Compute a preflow from the source, convert it into a flow, then run BFS from the source.

**T-Side.** Compute a preflow from the source, run BFS backwards from the sink, then take complement.

**Swap.** Compute a preflow from sink to source, then run BFS backwards from the source.

Figure 7 shows the distribution of run time using these approaches to run Gusfield’s algorithm on the soc-slashdot instance. The convert approach is the fastest with just above 12 minutes followed by T-side with 18 minutes and swap with almost an hour. The initialization time provides a reference, because it is approximately 7 minutes for all approaches. We note here that the initialization for PR creates some Boost related data and performs an operation linear in the number of edges.

We see that the flow computation is actually really fast for convert. It takes only about 5 seconds of these 12 minutes. The initialization dominates this time and the conversion is also far slower than the flow itself.

Surprisingly, the flow takes twice as long for T-side than for convert, although only the way to identify the cut was changed. This is, because we find other min-cuts and thus obtain a different GH-tree while processing different terminal pairs. We also implemented the T-side approach for DinitzOPT to verify the correctness of the computed cuts and trees. Interestingly running this takes 4.5 minutes which is a factor 100 slower than identifying the cut via the source-side for DinitzOPT. Similarly for PR, we observe that the cut identification, which was almost unnoticeable for convert, makes up most of the computation time for T-side.

Lastly, the swap approach takes more than 4 times as long as the convert approach. As the degree of the sink is significantly larger than the source, the flow computation slows down massively. It goes from 5 seconds to 47 minutes. Recall that the unmodified Dinitz slows down by a factor of 15 when switching source and sink.

In conclusion, all three methods perform significantly worse than DinitzOPT, not because PR flow computations are slow, but because the initialization and cut identification already take orders of magnitude longer than the complete process with DinitzOPT. Both methods to avoid the four minutes run time of stage two of the Push-Relabel algorithm imply even worse performance cost; either due to a breadth-first search that has to traverse almost the whole graph (T-side) or due to significantly slower preflow computations (Swap).

### 4.4 Other Types of Networks.
After evaluating the performance on heterogeneous networks we extend our experiments to networks of different structures. We consider the following networks: an Erdős-Rényi random graph (er100000), an Erdős-Rényi random graph with uniform random weights in [500, 10000] (er100000_weighted), an Erdős-Rényi random graph with super terminals (er100000_super), a generated layered network (layered10000), the road network of Pennsylvania (roadNet-PA), and a liver CT scan as a regular 6-connected grid (liver.n6c100). Further details regarding the datasets can be found in Section A.2.

Figure 8 shows the performance of the flow algorithms on these instances. The performance on the Erdős-Rényi graphs is similar to our results for heterogeneous networks; the BK-algorithm is the slowest,
Figure 8: Run time of max-flow computations for various networks. Each point corresponds to one s-t flow. For each instance we computed 50 s-t flows. The instances er100000_super, layered10000, and liver.n6c100 have designated terminals. For er100000, er100000_weighted, and roadNet-PA terminals are chosen uniformly at random. Unlike the experiments in Section 4.1, the algorithms rebuild their internal data structures including the adjacency list before each flow computation. This was necessary to prevent the BK-algorithm from reusing search-trees, which makes the instances with given terminal pairs trivial after the first run.

followed by Dinitz, Push-Relabel, and DinitzOPT in this order. Note that a running time close to $O(\sqrt{n})$ was shown for bidirectional search on Erdős-Rényi random graphs [6]. Neither weights nor higher-degree terminals change how the algorithms compare among each other.

The layered network, which is specifically constructed to produce a computationally difficult flow instance [1], is indeed more difficult than the others. In the layered network, Push-Relabel is at least five times faster than Dinitz. DinitzOPT is 10-20% slower than Dinitz. After all, our optimizations trade a small overhead during flow computation for the possibility of sublinear running time on particularly easy instances.

For the road network, the choice of the algorithm does not matter as much as for the other instances. The choice of the terminal pair, however, affects the performance immensely. With a diameter of almost 800 and a very homogeneous degree distribution, the uniform random choice of terminal pairs produces problems of varying difficulty. Dinitz, BK, and DinitzOPT capitalize on the easier pairs, while Push-Relabel shows less variance between pairs.

Lastly, the liver scan produces different results than previous instances. The BK-algorithm was specifically designed for this kind of network structure and application. Unsurprisingly, the BK-algorithm performs best, followed by Push-Relabel, Dinitz, and DinitzOPT.

5 Conclusion

We presented a modified version of Dinitz’s algorithm with greatly improved run time and search space on real-world and generated scale-free networks. The scaling behavior appears to be sublinear, which matches previous theoretical and empirical observations about the running time of balanced bidirectional search in scale-free random networks. While these theoretical bounds apply during the first round of our algorithm, it is still unknown whether the analysis can be extended to account for the changes in the residual network. Our experiments, however, indicate that the search space remains small in subsequent rounds.

We observe that that the low diameter and heterogeneous degree distribution leads to small and unbalanced cuts that our algorithm finds very efficiently. The flow computations required to compute a Gomory-Hu tree are even easier, making usually insignificant parts of the tested algorithms be a bottleneck. For example, the preflow conversion leads to Push-Relabel being greatly outperformed by our algorithm in this setting.

Our results on other types of instances show that their structural properties play a huge role when comparing flow algorithms. It is not surprising that our algorithm is outperformed by the BK-algorithm, which was specifically designed for vision problems, on liver.n6c100. Moreover, the experiments on the artificial layered10000 instance indicate that Push-Relabel is more robust regarding hard instances. On scale-free networks, however, we drastically improve performance over existing algorithms.
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A Appendix

A.1 Implementation Details

Experiments were done on a Dell XPS 15 9570 Laptop with an Intel Core i7-8750H CPU.

**BK-Algorithm.** As a BK implementation we use the one that was written for the original paper [7] provided on the web page of Vladimir Kolmogorov [6]. For each s-t flow we add edges with huge capacity between s, t and the virtual terminals. After the flow is computed, we remove these edges again. This O(1) work is included in time measurements. We apply the *reuse trees* feature and mark the changed terminals between flow computations accordingly. Internal memory is allocated on network construction and not per flow. There is a BK implementation available in Boost [7]. We found the original one easier to use, because its interface is tailored towards multiple flow computations and provides easy and efficient access to the found cut.

**Push-Relabel** The original implementation, used for example in [35], is no longer available [8]. We use the C++ version of the original implementation provided in Boost [9]. The Boost version is mostly the same code (up to same variable names) ported to C++, but is data structure agnostic. Therefore, we had to reimplemented the linearised adjacency list data structure used in the original implementation.

**Dinitz and DinitzOPT.** Our implementation is based on a version of Dinitz that is usually used in programming competitions [10]. We changed the graph representation to a linear adjacency list of outgoing edges. Edges are sorted by originating vertex in linear time. Each node stores a range of edges into this list. This is the same structure used for the Push-Relabel implementation. Performance-wise, the data structure significantly reduces the time to build large networks, but flow time remains the same. We use an array of size n as a queue, because during BFS each vertex is pushed at most once. We allocate memory for distance labels, counter, and the queue in advance when the network is built instead of per flow. In the unidirectional BFS, one could break when the sink is encountered but we finish the current layer for the purpose of measuring search space.

**Undirected Networks.** We support flow for undirected networks. A simple way to do this, is to represent each undirected edge as two directed edges, which was done for Push-Relabel. However, each directed edge already implies two edges in the residual network: one with the given capacity, and a reversed twin edge with no capacity. To avoid storing four times the amount of edges, the twin edge can be used to implement undirected flow. By giving the twin edge the same capacity as its counterpart, the exact same implementation can be used for undirected as well as directed networks.

**Non-integer capacities.** We use 64-bit floating point numbers instead of integers to represent flow values and capacities, because some applications use non-integer capacities. The same implementation can be used but requires more memory and additional checks to handle floating point imprecision. We applied this to Dinitz, PR, and BK and observed a performance drop of approximately 10% for all algorithms. Note that the range in which 64-bit floats exactly represent integral numbers even exceeds the range of 32-bit integers. Precision issues are cause by the *infinity* capacity edges introduced for BK. To resolve this, the representation of infinity on these edges must be chosen according to the range of capacities.

A.2 Data. We obtained the datasets from the University of Koblenz (KONECT) [26], the Network Repository website [31], as well as the Stanford Network Analysis Project (Snap) [28].

Furthermore, we used the GIRG generator by Bläsius et al. [4] mostly with default parameters. We implemented the ER model and the layered network construction from Ajuja et al. [1]. The parameters for ER are n = 100000 and p = 0.02. The parameters for the layered network are taken from the largest instance in their paper (W=71, L=141, d=10).

Lastly, the liver.n6c100 instance is from the University of Western Ontario. It is a regular 3D grid with 170x170x144 nodes, 6 edges per node, capacities up to 100, and a super sink/source.

We converted all instances to a text-based edge list with zero-based indices. In Section 4.4 we use the directed DIMACS format instead.

---

1 http://pub.ist.ac.at/~vnk/software.html
2 https://www.boost.org/doc/libs/1_72_0/libs/graph/doc/boykov_kolmogorov_max_flow.html
3 was http://www.avglab.com/andrew/soft.html
4 https://www.boost.org/doc/libs/1_72_0/libs/graph/doc/push_relabel_max_flow.html
5 https://cp-algorithms.com/graph/dinic.html
Table 2: Instances used in this paper. The road network was undirected and is converted to directed DIMACS format. In this case, the number of edges refers to the undirected version.

| instance       | directed | weighted | nodes | edges  | avg. degree | source             |
|----------------|----------|----------|-------|--------|-------------|--------------------|
| fb-pages-tvshow| 4K       | 17K      | 8.87  |        |             | Network Repository |
| girg10000      | 10K      | 60K      | 11.99 |        |             | generated          |
| soc-slashdot   | 70K      | 360K     | 10.24 |        |             | Network Repository |
| girg100000     | 100K     | 600K     | 12.00 |        |             | generated          |
| soc-flickr     | 514K     | 3.2M     | 12.42 |        |             | Network Repository |
| visualize-us   | ✓        | 594K     | 3.2M  | 10.92  |             | Network Repository |
| dogster        |          | 427K     | 8.5M  | 40.03  |             | U. Koblenz         |
| as-skitter     |          | 1.7M     | 11.1M | 13.08  |             | U. Stanford        |
| actors         | ✓        | 382K     | 15.0M | 78.69  |             | U. Koblenz         |
| brain          |          | 178K     | 15.8M | 176.47 |             | Network Repository |
| er100000       | ✓        | 100K     | 20M   | 199.94 |             | Network Repository |
| layered10000   | ✓        | 10K      | 100K  | 9.96   |             | generated          |
| roadNet-PA     | (✓)      |          | 1.1M  | 1.5M   | 2.83        | U. Stanford        |
| liver.n6c100   | ✓        | ✓        | 4.1M  | 25M    | 6.04        | U. Western Ontario |