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Abstract—This contribution focuses on the nondestructive evaluation of the thickness of metallic plates, by means of eddy-current testing. Specifically, we present a method for reducing/optimizing the measurement time for the approach presented in (Yin and Peyton, 2007), while keeping a high accuracy suitable for industrial applications. In (Yin and Peyton, 2007), the key feature for estimating the thickness of plates is the value of the frequency where a proper quantity achieves its minimum value. To get a proper accuracy in measuring the thickness of the plate, this minimum needs to be located in an accurate manner. In turns, this requires “many” measurements at different frequencies, which make the approach time-consuming and not suitable for almost real-time applications, as those of interest for industry. The proposed patent pending strategy combines a multisine approach to collect the data onto a proper set of frequencies, plus proper techniques for interpolating the data at all the frequencies required to locate accurately the minimum of the response. The combination of the multisine to allocate efficiently the measurement frequencies with the data interpolation results in a reduction of the number of required measurements and, in ultimate analysis, of the overall measurement time. Specifically, the measurement time for a typical situation was reduced by a factor of about 4 (from 13 to 2.66 s) with the same accuracy level of the order of 3%. Finally, we highlight that both design and testing of the new measurement method were carried out by combining numerical simulations and experimental results.

Index Terms—Eddy-current testing (ECT), nondestructive evaluation (NDE), nondestructive testing (NDT), thickness measurement.

I. INTRODUCTION

THICKNESS measurements play a very important role in many industrial applications related to metallic laminates. Indeed, they provide information about the quality of the production, the capability of crash energy absorption, the safety of parts. These aspects are crucial in application fields such as automotive and aerospace, where the integrity of the metal laminates has a direct impact on the safety of human beings.

To warrant a zero defect production with acceptable costs and inspection time, as requested by the Industry 4.0 paradigm, three aspects are of paramount importance: 1) quality control should be executed directly during the production phase of each element; 2) automated methods able to warrant high repeatability and reproducibility of the results, together with low inspection times, should be adopted; and 3) measurement accuracies have to be compatible with those required by specific application standards such as, for instance, those related to the production of cold rolled aluminum sheets [1].

In the actual industrial practice, some metrological checks are carried out by using touch-trigger probes. Unfortunately, such measurements are time-consuming and not suitable for the integration within the production processes [2]. Other options are laser and ultrasound methods. Concerning laser-based measurement methods, we highlight that they allow in situ measurements with very good measurement accuracies [3], but the higher cost of the equipment has a major impact on the overall product cost. Concerning ultrasound methods, they represent a possible alternative to optical methods, as far as the measurement accuracy are concerned, but they usually require the coupling gel that imposes expensive procedure for cleaning the specimen, the use of expensive measurement options are laser and ultrasound methods. Concerning laser-based measurement methods, we highlight that they allow in situ measurements with very good measurement accuracies [3], but the higher cost of the equipment has a major impact on the overall product cost. Concerning ultrasound methods, they represent a possible alternative to optical methods, as far as the measurement accuracy are concerned, but they usually require the coupling gel that imposes expensive procedure for cleaning the specimen, the use of expensive measurement
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of the thickness of nonmagnetic materials by means of ECT. Specifically, their method gives an accuracy compatible with industrial production standards and proper immunity to lift-off variations. In detail, thanks to the Dodd and Deeds model [11], they were able to relate the thickness of a planar (and infinite slab) to the frequency where the minimum of a proper quantity is achieved. They proved experimentally the effectiveness of the method [8]–[10], showing that it exhibits very good accuracies in-line with those required for industrial manufacturing [1]. However, to warrant the desired measurement accuracies, the method proposed by Yin et al. requires measurements with very narrow frequency resolutions. This is a major issue when the nominal width of the specimen under test is unknown, because the method requires the exploration of a large frequency range (few hertz to some kilohertz) with a very narrow frequency resolution. These two aspects lead to an increase of the measurement time that might reach tens of seconds or more, making it not suitable for inline industrial applications.

With the aim of minimizing the overall measurement time but keeping the required measurement accuracy, this article proposes several optimizations of the measurement method described in [8]. In detail, the optimizations are carried out along two main routes: a) the use of smart excitation strategies able to minimize the measurement time and b) the use of improved processing algorithms able to warrant the desired accuracy even in presence of a minimal set of measured signals. In detail, regarding a) a dual-stage measurement procedure based on optimized multifrequency signals has been implemented to reduce the measurement time [12], [13]. Concerning b) proper interpolations have been implemented to achieve the required measurement accuracies. A huge experimental campaign confirmed that the proposed optimized measurement method minimizes the overall measurement time while keeping the required measurement accuracy.

This article is organized as follows. In Section II, the theoretical background with an analysis and a critical discussion on the limits of the measurement time for the actual solutions is reported. In Section III, the proposed method to improve the measurement solution analyzed in Section II is described: multifrequency signals in Section III-A and interpolating techniques in Section III-B. The experimental setup and the case study under investigation are reported in Section IV. The simulation and experimental results are reported and discussed in Sections V and VI, respectively. The results show that the proposed ECT-based measurement method allows to measure the thickness with an accuracy in line with that required by the standards in industry, while keeping the measurement time suitable for almost real-time applications.

II. THEORETICAL BACKGROUND AND RATIONALE OF THE ARTICLE

The typical basic operating principle of ECT is as follows: an excitation coil induces eddy currents in the test sample, while magnetic sensors or sensing coils measure the reaction magnetic flux density [14]. The analysis of the reaction flux density allows to define the characteristics of the investigated material.

The thickness measurement solution proposed in this manuscript is derived from swept frequency (SF) methods [8]–[10], [15], [16]. Other available approaches are based on pulsed ECT (PECT) methods [17]–[20]. PECT methods achieve their best performances when the thickness to be measured is estimated via a proper feature from time domain data. As a matter of fact, PECT signals can be used to get swept-frequency data but may result to be not optimal. Indeed, the harmonic content of the applied signal decay fast with the order of the harmonic itself. For instances, in the case of the widely used rectangular pulse, the energy of the harmonics decays as $1/n^2$, with impact on the signal-to-noise ratio. Another potential issue is that the tones of PECT signals are allocated at frequencies which are multiple of the inverse of the fundamental period of the (periodic) waveform. This specific distribution of the tones may be not optimal for a specific application as the present one. Our approach is somehow in an intermediate position between SF and PECT: we avoid a direct swept-frequency approach by selecting a proper set of discrete frequencies of interest and we use a multisine strategy to allocate the energy of the signal in a controlled manner. Interpolation techniques are used to extract the relevant frequency domain feature from the measured data.

The following subsections are devoted to explain the theoretical background of the analytical model used in [8]–[10] and the analysis of the measurement time and accuracy performances of the method.

A. Description of the Reference Analytical Model

Analytical solutions for axially symmetric eddy-current problems have been proposed and discussed in the literature. Specifically, in a well-known paper by Dodd and Deeds [11], it is given a mathematical model for the eddy-current computation for a coil above a single or multiple planar (infinite) conductive plates of finite thickness and different electrical conductivity. Starting from this semi-analytical model, Yin et al. proposed different probes, methods, and processing algorithms, suitably developed for estimating the thickness of nonmagnetic materials. The proposed solutions are able to obtain thickness measurement accuracies compatible with industrial production standards and low sensitivity to lift-off variations [9], [10].

Without loss of generality, in this article, the attention was focused on the double coaxial coil proposed in [9]. In particular, it was considered a measuring system involving the use of two coils: one driving coil and one pick-up coil. Given the geometry shown in Fig. 1, it is possible to calculate the mutual impedance between the two coils when they are placed onto the specimen ($\hat{Z}_{m,\text{plate}}$) or in the air ($\hat{Z}_{m,\text{air}}$), by the Dodd and Deeds model. Specifically, $\hat{Z}_{m,\text{plate}}$ and $\hat{Z}_{m,\text{air}}$ are given in the following equations:

$$\hat{Z}_{m,\text{plate}} = K \int_0^\infty L \left[ C \left(F + \frac{EN}{D}\right)\right] da$$

(1)

$$\hat{Z}_{m,\text{air}} = K \int_0^\infty LCF da$$

(2)

where

$$K = \frac{j\omega \mu_0 N_1 N_2}{(l_{22} - l_{12})(l_{21} - l_{11})(r_{21} - r_{11})(r_{22} - r_{12})}$$

(3)
and the upper coil, respectively, \(\omega\)

Fig. 1. Representation of the axis-symmetrical coils placed on the plate.

SARDELLITI et al. thickness can be evaluated as discussed in [9], namely:

\[
\begin{align*}
N_1 & = \frac{1}{2} \left( a \mu_R + a_1 \right) \left( a_1 - a \mu_R \right) + \\
N_2 & = \frac{1}{2} \left( a \mu_R - a_1 \right) \left( a_1 + a \mu_R \right) e^{2\pi i c}
\end{align*}
\]

(6)

\[
D = \frac{\mu_0}{\mu_R - a_1} \left( a_1 - a \mu_R \right) + \\
\frac{\mu_0}{\mu_R + a_1} \left( a_1 + a \mu_R \right) e^{2\pi i c}
\]

(9)

where \(a_0\) is the “characteristic spatial frequency” related to the system. The quantity \(a_0\) can be evaluated numerically or experimentally.

In Section II-B, an analysis of both the measurement time and the accuracy that can be achieved is reported. In particular, we focus on the measurement time and accuracy for estimating the key parameter of appearing in (12), i.e., \(f_{\min}\). This analysis is carried out in view of a possible online and general-purpose application of this method.

B. Analysis of Measurement Time

The measurement time, for a prescribed accuracy, represents a major limitation in the industrial scenario. Reasonable times to carry out a thickness measurement can be in the order of few seconds. However, when the unknown thickness varies in an “extended” range, it can be necessary to perform a large frequency scan.

A measurement method based on swept-sine signal turn out to be time-consuming. Moreover, the typical measurement accuracy prescribed by standards [1] calls for a frequency scan with a proper “small” step \(\Delta f\), requiring the use of a high number of tones to scan a large frequency range. In [8], measurement results for copper and aluminum plates with constant lift-off value and different types of probes are discussed. The accuracy provided by these measurements is in the range of \(\pm 3\%\), as shown in Table I.

To evaluate the larger value for \(\Delta f\) which provides the prescribed metrological performances of [8], we performed a parametric analysis. It was assumed a frequency range from 100 to 5000 Hz with a frequency resolution of 5 Hz.

| Type of probe | Material | Actual Thickness [mm] | Relative Error [%] |
|---------------|----------|-----------------------|-------------------|
| Air-cored Coil | Copper | 0.066 | 1.89 |
| U-cored coil | Aluminum | 0.110 | -1.65 |
| | | 0.132 | -2.61 |
| | | 1.000 | -0.37 |
| | | 2.000 | -0.53 |
| | | 3.000 | -1.48 |
| | | 4.000 | 0.59 |
| | | 5.000 | 1.41 |
This frequency range is suitable for samples with thicknesses ranging from 0.35 to 6 mm (at $\sigma$ equal to 18 MS/m), or samples with thicknesses ranging from 0.1 to 5 mm (at $\sigma$ equal to 59 MS/m), as one can find by means of the semi-analytical model by Dood and Deeds described in Section II-A. The thickness estimation error in the following analysis was evaluated by only taking into account the contribution due to effect of $\Delta f$ in the estimation of the peak frequency $f_{\text{min}}$, and considering negligible all the other effects (e.g., measurement setup and noise on the measured signals in the evaluation of $\Delta R/\omega c$, and so on). Table II shows the percentage thickness estimation error ($e_c$) versus the frequency resolution, for ten different thickness values.

The $e_c$ values have been estimated as detailed in the following.

1) Given the actual thickness ($c_{\text{ac}}$) and the electrical conductivity (specifically 58.7 MS/m, typical electrical conductivity of copper, has been used), the peak frequency ($f_{\text{min, ac}}$) can be estimated by using the semi-analytical model and the geometrical system described in Section II-A (11).

2) Given the peak frequency $f_{\text{min, ac}}$, the new values $f_{\text{min1}}$ and $f_{\text{min2}}$ are evaluated by subtracting/adding the value of the considered frequency resolution ($f_{\text{min1}} = f_{\text{min, ac}} - \Delta f$ and $f_{\text{min2}} = f_{\text{min, ac}} + \Delta f$).

3) Using (12), the new thickness values $c_{\text{min}}(f_{\text{min2}})$ and $c_{\text{max}}(f_{\text{min1}})$ are estimated.

4) The percentage thickness estimation errors are evaluated as: $e_c = \pm\sqrt{(c_{\text{max}} - c_{\text{min}})/c_{\text{min}}} \cdot 100$.

As confirmed by Table II, the estimation error increases with the frequency resolution $\Delta f$ and the thickness $c$. Performances similar to those of Table I can be achieved by using a frequency resolution less than 5 Hz.

In view of practical applications, it is relevant to analyze the time required to carry out the whole measurement process. The analysis is made by considering two measurement solutions: 1) the impedance analyzer used in [8] to obtain the performances shown in Table I (similar results can be obtained considering other impedance analyzers) and 2) a general-purpose device to be able to generate the excitation signal and to acquire the desired quantities. Obviously, the accuracy performance in the thickness measurement depends on the characteristics of the used device and on the adopted processing algorithm, but the minimum measurement time can be independently estimated, as detailed in the following.

Regarding the first approach, that is the impedance analyzer of [8], the relevant parameters of the impedance analyzer are the delay time (Di) and the integration time (IT). As sketched in Fig. 3, the Di is the time needed to stabilize the response after the frequency change (it can be set from 0 to $10^5$ s); the IT defines the time interval during which the analyzer measures the input signals. It is fundamental for the rejection of harmonics and noise (it can set from 10 ms to $10^5$ s). To compute the minimum time required to measure the thickness, we considered a minimum value of 10 ms for the IT, a value of Di corresponding to four periods of the excitation waveform, which represents the minimum number of periods to get a stable response after the frequency changes and excluding the time to acquire and process the signals. Table III shows the minimum thickness measurement time MMTIMP using the impedance analyzer for three different values (2, 5, and 10 Hz) of frequency resolution. Specifically, a frequency resolution of $\Delta f = 5$ Hz requires 12.96 s.

Regarding the second approach, a delay time equal to the previous one and a variable integration time equal to two periods of the considered excitation frequency, corresponding to the minimum number of periods to extract the desired quantities from the signals, have been considered. Using these

| Actual Thickness [mm] | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 |
|-----------------------|-----|-----|-----|-----|-----|
| $\Delta f$ [Hz]       | 2   | ±0.02% | ±0.06% | ±0.09% | ±0.11% |
|                       | 5   | ±0.06% | ±0.11% | ±0.17% | ±0.22% |
|                       | 10  | ±0.12% | ±0.22% | ±0.33% | ±0.44% |

| Actual Thickness [mm] | 1   | 2   | 3   | 4   | 5   |
|-----------------------|-----|-----|-----|-----|-----|
| $\Delta f$ [Hz]       | 2   | ±0.11% | ±0.22% | ±0.31% | ±0.39% |
|                       | 5   | ±0.28% | ±0.54% | ±0.78% | ±0.98% |
|                       | 10  | ±0.56% | ±1.08% | ±1.54% | ±1.94% |

Fig. 3. Representation of integration time (IT) and delay (Di) in a swept-sine application during the transition from the frequency $f$ to the frequency $f + \Delta f$ (where $\Delta f$ is the chosen frequency resolution).

| $\Delta f$ [Hz] | MMTIMP [s] (1) | MMTGP [s] (2) |
|-----------------|---------------|---------------|
| 2               | 32.35         | 11.76         |
| 5               | 12.96         | 9.10          |
| 10              | 6.49          | 7.17          |

(1) evaluated for a Delay (Di) = 4 periods of the excitation waveform and an Integration Time (IT) = 10 ms as for the specification of the impedance meter
(2) evaluated for a Delay (Di) = 4 periods and an Integration Time (IT) = 2 periods of the excitation waveform.
values for DI and IT, the minimum thickness measurement time \(M_{MTGP}\) using the general-purpose device is evaluated and shown in Table III, for the three considered values of frequency resolution. Table III shows a minimum thickness measurement time of about 9.1 s required at \(\Delta f = 5\) Hz. In any case, even decreasing the frequency resolution to \(\Delta f = 10\) Hz, the minimum measurement time under these ideal conditions is never less than 6.49 s. Despite these measurement times have been obtained under ideal conditions (e.g., considering minimum number of signal cycle to be processed, zero processing time, etc.), they cannot be considered proper in online controls in production processes.

A solution to reduce the measurement time is the use of multifrequency signals processed by fast Fourier transform (FFT), as mentioned also by the authors of [9]. The general expression of a multisine signal is

\[
I(t) = \sum_{k=1}^{N_S} \sqrt{2} \cdot I_k \cdot \sin (2 \cdot \pi \cdot f_k \cdot t + \phi_k)
\]

where \(I_k\), \(f_k\), and \(\phi_k\) are the root mean square (rms), frequency, and phase of the \(k\)-th sinusoid, and \(N_s\) is the total number of tones.

Under the same conditions of the previous analysis of the measurement time (frequency range from 100 to 5000 Hz and frequency resolution of 5 Hz), the multifrequency excitation current signal is composed by a high number of tones \((N_S = 981)\). The total rms value \((I_{RMS})\) of the excitation current is given by

\[
I_{RMS} = \sqrt{\sum_{k=1}^{N_S} I_k^2}.
\]

If the multisine signal is composed by tones with equal rms values, then the total rms value of the excitation current is equal to \(I_{RMS} = \sqrt{N_S} \cdot I_k\). This means that for a prescribed total rms current value \(I_{RMS}\), the rms current value for each tone is equal to \(I_k = I_{RMS}/\sqrt{N_S}\); for instance, for \(I_{RMS} = 100\) mA, we have \(I_k \cong 3\) mA. Therefore, a multisine signal aimed to reduce the measurement time needs to be accurately designed to get a suitable tradeoff among number of tones, i.e., frequency resolution, maximum rms value of the total excitation current, and minimum rms value of each tone. It is worth noting that the maximum rms is limited by the maximum current supported by both the excitation coil and the driving electronics, that is particularly relevant for portable instrumentation supplied by batteries. Similarly, the minimum rms per each tone is relevant in order to get a proper stimulus of the material at that specific tone.

In Section III, it will be shown the proposal for the reduction of the measurement time in thickness estimation by using both a suitable double step multifrequency approach and a proper interpolation method.

III. PROPOSED MEASUREMENT METHOD

As shown in Section II, in view of industrial applications, the method proposed in [8] has two main challenges to be faced: the measurement time and the accuracy. In this section, we address these challenges.

\[\text{First stage (optional if the nominal thickness is known)}\]

- Nominal thickness (so nominal \(f_{\text{min}}\) known)
- Multi-sine signal with a wide frequency range (generation and acquisition)
- Use of polynomial interpolation
- First peak frequency value \((f_{\text{peak}})\)

\[\text{Second stage}\]

- Nominal value of \(f_{\text{min}}\) obtained from the first stage \((f_{\text{min}})\) or known nominal thickness
- Optimal multi-sine signal with narrow frequency range (generation and acquisition)
- Use of polynomial interpolation
- Peak frequency \((f_{\text{peak}})\) and thickness estimation

Fig. 4. Operation flowchart behind the dual-stage strategy.

To speed up the measurement method and to improve the accuracy in evaluating the thickness of metallic plates, multisine signals can be adopted. However, the maximum number of tones to be used is limited by the total rms value of the excitation signal because of sensor heating and power consumption, which represent a major drawback in battery powered instrumentation. For these reasons, the choice of a proper number of tones, combined with frequency interpolation techniques, is mandatory.

Specifically, to take into account the finite frequency resolution of the multisine signals and to improve the accuracy of the measurement method, various interpolating polynomials have been analyzed and applied in this work. The ultimate goal is to get a more accurate estimation of the value of the peak frequency. The interpolation techniques we propose have been firstly developed and validated by means of numerical simulations and, then, tested experimentally.

For a further improvement of the thickness measurement accuracy, the use of a double stage of excitation and processing is proposed in this article, as shown in the flowchart of Fig. 4. In particular, the dual-stage procedure is organized as follows: 1) in a first stage, the goal is to find the range where the peak frequency \((f_{\text{min}})\) is located by using a multisine signal with a wide frequency range (this first step is optional and can be jumped if the nominal thickness and, consequently, the \(f_{\text{min}}\) value is a priori known); and 2) in a second stage, we proceed with a multisine signal over a narrow and optimized frequency range centered on the estimate of the peak frequency \((f_{\text{min}})\), obtained in the first step or known a priori from the knowledge of the nominal thickness of the sample. In the first stage the frequencies are allocated on a logarithmic scale, whereas in the second stage, they are distributed uniformly. In both stages, interpolating polynomials are essential to filter the noisy measurements and interpolate the data to get an accurate estimate of the peak position. Adopting this dual-stage strategy, the resulting measurement time is less than 3 s.

In the following subsections, the proposed multifrequency signals and the related interpolation methods are analyzed and discussed in detail.

A. Multifrequency Signal Generation

According to [12], [13], if the phase \(\phi_k\) appearing in (13) is given by

\[
\phi_k = -\pi \cdot \frac{k(k-1)}{N_s},
\]

where \(N_s\) is the total number of tones.
then the resulting signal exhibits a quite constant envelope, which is an essential feature for optimizing both the peak amplitude of the current delivered to the exciting probe and the full scale of the analog to digital converter of the acquisition board [12], [13].

The choice of the number of tones for each stage aims to balance the energy content of the excitation signal (limited by the peak power of the probe and/or by the whole measurement system) and the number of frequency points required to get a proper accuracy in estimating the peak frequency.

In the first stage, a signal with a lower energy content has been considered, since we only need to estimate the frequency range where the peak occurs. On the contrary, in the second stage, the frequency range of interest is smaller, and so is the number of required tones. Therefore, we can increase the rms value for each single tone of the excitation signal.

For the chosen setup, which will be described in detail in the following section, two different excitation signals have been designed. For the first stage, a 19-tones multisine signal has been designed with a semi-logarithmic frequency distribution over the range 100–5000 Hz. As aforementioned, this frequency range is suitable for samples with thicknesses ranging from 0.1 to 5 mm (at a frequency of the peak found either in the first stage, or that arising from the nominal value of the thickness. The multisine signal covers a frequency range from $-30\%$ to $+30\%$ of the center frequency.

B. Interpolation Techniques

The reduction in the number of selected frequency points can be leveraged by using proper interpolating polynomials. The choice of the optimal interpolating polynomial allows to obtain higher performances in the estimation of the value of the peak frequency and, therefore, of the thickness of the specimen.

In this work, four different types of interpolation techniques have been considered:

1) Fourth-order interpolating polynomial (FOIP);
2) Fourth-order Chebyshev interpolating polynomial (FOCIP);
3) Modified Akima interpolator polynomial (MAIP);
4) Piecewise cubic Hermite interpolator polynomial (PCHIP).

It is worth to highlight that, for comparison purposes, two different classes of interpolation techniques have been considered. The first class (including FOIP and FOCIP) uses the entire dataset to determine the polynomial equation, while the second class (including MAIP and PCHIP) determines the polynomial equation not considering the entire dataset, but divides it into many subsets where the polynomial equation is determined (piecewise interpolation techniques). In the following, some features about the analyzed interpolation techniques are provided (more detailed information can be found in the given references).

A basic interpolating polynomial consists in the interpolation of a given dataset by the polynomial of the lowest possible degree passing through all the points of the dataset. An FOIP has been chosen for this study, given the number of points available for the dataset and the resulting $R^{2}$-squared values (closest to the unit) and the lowest root-mean-square error values.

Accordingly, the resulting fourth-order polynomial can be defined as in the following equation:

$$p_4(x) = a_4x^4 + a_3x^3 + a_2x^2 + a_1x + a_0$$

where $a_0, \ldots, a_4$ are the coefficients of the equation, $x$ is the unknown variable, and $p_4(x)$ is the interpolation polynomial.

The Chebyshev interpolating polynomial is a sequence of orthogonal polynomials related to De Moivre’s formula [21], with several properties that make them extremely useful when approximating functions are investigated. An FOCIP has been chosen for this study, to compare the same order polynomial interpolations. As a result, the FOCIP formulation given in the following has been used:

$$p_4(x) = \frac{\sin(5\theta)}{\sin(\theta)}$$

with $\cos(\theta) = \frac{2x - (a + b)}{b - a}$ and $\theta \epsilon [0, \pi]$ (17)

being $U_4^k(x)$ the second-kind Chebyshev polynomial of 4th degree, and $x \epsilon I$ the unknown variable defined over the interval $I = [a, b]$.

The Akima interpolating algorithm performs cubic interpolations to realize piecewise polynomials with continuous first-order derivatives [22], [23]. The MAIP algorithm avoids excessive local ripples and, unlike the classic Akima algorithm, assigns an average weight to the points on both sides, to avoid possible undulation phenomena. The interpolating expression for a portion of curve between two consecutive points can be found in [22]. If we have an interval between two points $(x_1, y_1)$ and $(x_2, y_2)$, being $t_1, t_2$ the slopes at these two points, a third-degree polynomial can be uniquely determined, as in the following equation:

$$p(x) = a_0 + a_1(x - x_1) + a_2(x - x_1)^2 + a_3(x - x_1)^3$$

where

$$a_0 = y_1,$$

$$a_1 = t_1,$$

$$a_2 = \frac{3(y_2 - y_1) / (x_2 - x_1) - 2t_1 - t_2}{(x_2 - x_1)},$$

$$a_3 = \frac{t_1 + t_2 - 2(y_2 - y_1) / (x_2 - x_1)}{(x_2 - x_1)^2}.$$ (22)

The cubic Hermite interpolator PCHIP is a spline where each piece is a specified third-degree polynomial in the form of Hermite, i.e., by its values and first derivatives at the end points of the corresponding domain interval [24]. Let $\pi: a = x_1 < x_2 < \cdots < x_n = b$ be a partition of the interval $I = [a, b]$. Let $\{f_i : i = 1, 2, \ldots, n\}$ be a given set of monotone data values at the partition points. For instance, let us assume $f_i \leq f_{i+1} (i = 1, 2, \ldots, n - 1)$. It can be constructed on $\pi$ a
piecewise cubic function \( p(x) \), such that, in each subinterval \( I_i = [x_i, x_{i+1}] \), \( p(x) \) is a cubic polynomial represented as in the following equation:

\[
p(x) = f_i H(x) + f_{i+1} H_2(x) + d_i H_3(x) + d_{i+1} H_4(x) \quad (23)
\]

where

\[
d_j = p'(x_j) \quad \text{for} \quad j = i, i + 1 \quad (24)
\]

and \( H_k(x) \), for \( k = 1, \ldots, 4 \), are the so-called cubic Hermite basis function for the interval \( I_i \) [24].

All these interpolation techniques are already existing in MATLAB®, and can be easily coded by means of the following functions:

1. FOIP [25]:
   \[
p = \text{fit}(f_{\text{vet}}, \Delta R/\omega, '\text{poly4}');
\]

2. FOCIP [26]:
   \[
p = \text{chebFitLs}(f_{\text{vet}}, \Delta R/\omega, [\min(f_{\text{vet}}), \max(f_{\text{vet}})], 4);
\]

3. MAIP [27]:
   \[
p = \text{interp1}(f_{\text{vet}}, \Delta R/\omega, f_{\text{vet,hr}}, '\text{makima}');
\]

4. PCHIP [27]:
   \[
p = \text{interp1}(f_{\text{vet}}, \Delta R/\omega, f_{\text{vet,hr}}, '\text{pchip}'),
\]

where \( f_{\text{vet}} \) is the vector of frequency components of the considered multifrequency signal, and \( f_{\text{vet,hr}} \) is a vector of frequencies linearly ranging from \( \min(f_{\text{vet}}) \) and \( \max(f_{\text{vet}}) \) with a resolution step of 1 Hz.

IV. EXPERIMENTAL SETUP AND CONSIDERED CASE STUDIES

A. Experimental Setup Description

A schematic block diagram of the adopted measurement setup is shown in Fig. 5. The measurement station comprises a hardware section and a software section. The hardware section is composed by the following components: a digital generation and acquisition card, two signal amplifiers, a current probe, and the eddy-current probe (ECP). The ECP consists of two coaxial coils, one used as exciting coil and one as receiver coil. The coils geometry is shown in detail in Fig. 6 and their dimensions are listed in Table IV.

B. Considered Case Studies

The experimental tests have been carried out considering six reference aluminum plates, whose actual thickness values and main characteristics are listed in Table V. Five EN AW-1050A aluminum plates with different thicknesses from 0.5 to 4 mm, and one 2024T3 aluminum plate with thickness of 2.003 mm have been used. The electrical conductivities of the various plates were measured by the Hocking Phasec 2d® [28].
TABLE V  
MAIN CHARACTERISTICS OF THE CONSIDERED ALUMINUM PLATES

| Metal alloy | Plate # | Actual thickness [mm] | Electrical conductivity [MS/m] | Plate Dimensions [cm x cm] |
|-------------|---------|-----------------------|--------------------------------|---------------------------|
| EN AW-1050A (Metallog) | 1       | 0.469                 | 35.4                           | 13 x 18                   |
|             | 2       | 1.035                 | 35.3                           | 25 x 25                   |
|             | 3       | 1.969                 | 35.0                           | 25 x 50                   |
|             | 4       | 2.912                 | 35.3                           | 25 x 25                   |
|             | 5       | 3.994                 | 34.5                           | 25 x 25                   |
| 2024T3 (Casori) | 6       | 2.003                 | 18.8                           | 20 x 20                   |

V. NUMERICAL (SIMULATION) RESULTS

In this section, we carry out an analysis of the performances of the proposed thickness measurement method. Specifically, this evaluation has been carried out by combining model (1)–(11) of Section II-A with the statistical description of the experimental noise which is described in Section V-A. The aim is to produce realistic “synthetic” data to predict the trend of the performances given by different interpolating polynomials and the two-stage multifrequency approach.

To compare the performances, we use the classical percentage error (RTE) defined as

\[
\text{RTE} = 100 \cdot \frac{c_e - c_a}{c_a} \tag{25}
\]

where \(c_a\) is the actual thickness of the sample and \(c_e\) is the estimate following from (12).

Then, the two-stage simulation was repeated using a multifrequency signal and different interpolating polynomials have been applied to improve the estimate of the peak frequency. Finally, the estimated thickness \(c_e\) and the relative thickness error RTE were estimated at the second stage. The remaining part of this section is organized as follows: first (Section V-A), we evaluate the average value and the standard deviation of the noise, as a function of the frequency. Then (Section V-B), simulations without the noise are carried out to check the performances of the interpolation methods in ideal (noise-free) conditions. Finally (Section V-C), numerical data have been contaminated with synthetic noise to assess the potential impact of the measurement noise on the results.

A. Noise Characterization of the Experimental Setup

In this section, the noise characterization for the measurement setup is discussed. The aim is to estimate the typical experimental noise to implement very realistic numerical simulations to predict the performances of different interpolation algorithms, as described in Section III-B.

The characterization is made using the measurement station described in Section IV-A. A series of 100 repeated tests in a realistic experimental setting has been performed. The probe is placed both in air and on a planar metallic plate, for all plates of Table V. The acquired current and voltage signals have been processed to estimate the mutual impedance when the probe is over the plate \(\dot{Z}_{m,\text{plate}}(f)\) and in air \(\dot{Z}_{m,\text{air}}(f)\), and, then, \(\Delta R/\omega\) [see (11)].

Fig. 7 shows an example of the distribution of \(\Delta R/\omega\) at a prescribed frequency (125 Hz) and for a specific plate (thickness of 2.003 mm).

As it is possible to note, the noise due to the overall measurement setup on the single tone can be described by a Gaussian distribution of proper average value (AV \(\Delta R/\omega\)) and standard deviation (SD \(\Delta R/\omega\)).

Fig. 8 shows the behavior of SD\(\Delta R/\omega\) for all the considered frequencies and for all the plates under analysis. As expected, the SD\(\Delta R/\omega\) depends on the frequency. Specifically, it shows higher values at higher frequency. Indeed, since we are driving the coil with a voltage-controlled signal, higher frequencies correspond to lower (coil) currents. This trend changes at lower frequencies (near 250 Hz) because of the environmental noise.

B. Simulation Results Without Measurement Noise

As concerns the first stage of the procedure aforementioned, the estimated thickness and the resulting RTE have been calculated and listed in Table VI. It can be noticed that, generally, piecewise interpolating polynomials (MAIP, PCHIP) allow obtaining better performances than the simpler interpolating polynomials (FOIP, FOCHIP). The best performance with RTE, always lower than 3%, can be observed for the MAIP interpolation technique. The peak frequency estimated
TABLE VI
PERFORMANCES OBTAINED IN SIMULATION BY USING THE 19-TONE MULTISINE SIGNAL (FIRST STAGE)

| Actual thickness [mm] | FOIP Estimated thickness [mm] | FOIP RTE [%] | FOICP Estimated thickness [mm] | FOICP RTE [%] | MAIP Estimated thickness [mm] | MAIP RTE [%] | PCHIP Estimated thickness [mm] | PCHIP RTE [%] |
|----------------------|-------------------------------|--------------|-------------------------------|--------------|-------------------------------|--------------|-------------------------------|--------------|
| 0.469                | 0.491                         | 4.76         | 0.489                         | 4.31         | 0.478                         | 1.93         | 0.526                         | 12.24        |
| 1.035                | 0.859                         | -16.97       | 0.783                         | -24.36       | 1.033                         | -0.22        | 1.076                         | 4.00         |
| 1.969                | 1.325                         | -32.70       | 1.058                         | -46.28       | 1.989                         | 1.01         | 1.961                         | -0.40        |
| 2.003                | 1.661                         | -17.08       | 1.509                         | -24.66       | 1.993                         | -0.48        | 2.094                         | 4.53         |
| 2.912                | 2.743                         | -5.82        | 1.728                         | -40.67       | 2.988                         | 2.59         | 2.962                         | 1.71         |
| 3.994                | 8.819                         | 120.80       | 8.819                         | 120.80       | 3.994                         | 0            | 3.937                         | -1.43        |

TABLE VII
PERFORMANCES OBTAINED IN SIMULATION BY USING THE 11-TONE MULTISINE SIGNAL (SECOND STAGE)

| Actual thickness [mm] | FOIP Estimated thickness [mm] | FOIP RTE [%] | FOICP Estimated thickness [mm] | FOICP RTE [%] | MAIP Estimated thickness [mm] | MAIP RTE [%] | PCHIP Estimated thickness [mm] | PCHIP RTE [%] |
|----------------------|-------------------------------|--------------|-------------------------------|--------------|-------------------------------|--------------|-------------------------------|--------------|
| 0.469                | 0.470                         | 0.16         | 0.470                         | 0.21         | 0.470                         | 0.32         | 0.470                         | 0.16         |
| 1.035                | 1.035                         | 0            | 1.035                         | 0            | 1.030                         | -0.44        | 1.013                         | -2.15        |
| 1.969                | 1.965                         | -0.20        | 1.965                         | -0.20        | 1.969                         | 0            | 1.965                         | -0.20        |
| 2.003                | 2.000                         | -0.15        | 2.000                         | -0.15        | 1.991                         | -0.58        | 1.970                         | -1.65        |
| 2.912                | 2.945                         | 1.14         | 2.953                         | 1.43         | 2.953                         | 1.43         | 2.953                         | 1.43         |
| 3.994                | 3.994                         | 0            | 3.994                         | 0            | 3.980                         | -0.36        | 3.909                         | -2.13        |

using MAIP is used as center frequency to define the frequency range for the second stage.

As concerns the second-stage procedure described above, the final estimated thickness and the resulting RTE have been reported in Table VII. In this case, FOIP and FOICP techniques show better performances than piecewise interpolation techniques (MAIP, PCHIP). This is due to their working principles giving better performances when the minimum of the interpolated function is about in the center of the range of interest. Indeed, in the second stage, the frequency span in the considered case is centered with respect to the peak frequency from the first stage.

C. Simulation Results With Measurement Noise

The effect of the considered interpolation techniques on the performance of the proposed thickness measurement method was analyzed also in presence of the typical noise introduced by the measurement setup.

To consider the typical noise, the simulated values of $\Delta R/\omega$ for each frequency were corrupted using a normal distribution with mean parameter $AV_{\Delta R/\omega}$ and standard deviation $SD_{\Delta R/\omega}$ (as from Section V-A). This procedure was repeated 100 times and both the mean value ($RTE_M$) and the standard deviation ($SD_{RTE}$) of the obtained RTE values were evaluated.

As expected, there was a general performance degradation due to the presence of noise (see Tables VIII and IX).

The relative performances between MAIP, PCHIP, FOIP, and FOICP interpolating polynomials were the same as for the study without noise. Specifically, it is possible to observe that the performance of FOIP and FOICP is less sensitive to the noise (smaller $SD_{RTE}$), but the RTE is worse than that from MAIP and PCHIP, as shown in Table VIII. On the contrary, at the second stage, the values of the RTE from FOIP and FOICP are comparable with those from MAIP and PCHIP but FOIP and FOICP gave better repeatability, i.e., smaller $SD_{RTE}$.

Summing up, the optimal choice is an MAIP or a PCHIP for the first stage, and an FOIP or an FOICP for the second stage.

VI. EXPERIMENTAL RESULTS

In this section, the experimental results achieved by using the proposed method are presented and discussed. The experimental campaign was made using the measurement station and the specimens described in Sections IV-A and IV-B.

The tests carried out at simulation level were repeated experimentally for final validation, in the same conditions.

From the results in Section V-C, MAIP and PCHIP were applied at the first stage, while FOIP and FOICP were applied at the second stage. Each test was repeated 100 times and both the mean value ($RTE_M$) and the standard deviation ($SD_{RTE}$) were evaluated. Experimental results for the first and second stages are shown in Tables X and XI, respectively. They confirm performances predicted on synthetic data with noise (see Tables VIII and IX).

From Table X, it follows that MAIP and PCHIP have similar performances in terms of both the $RTE_M$ and the $SD_{RTE}$. Then, the peak frequency estimated by using MAIP was used as center frequency for the second stage. Similar results can be achieved by means of PCHIP.

From Table XI, it follows that FOIP and FOICP have similar performances at the second stage. More precisely, FOICP interpolating polynomials appears to show slightly better performances with maximum RTE lower than 2.7%, and a maximum standard deviation of 0.7%.

Eventually, an analysis of the measurement time is showed in Table XII. The time required to each elementary phase
TABLE VIII  
PERFORMANCES OBTAINED IN SIMULATION INTRODUCING THE TYPICAL NOISE OF SETUP AND USING 19 FREQUENCIES (FIRST STAGE)

| Actual thickness [mm] | Estimated thickness [mm] | RTE [%] | SD$_{TE}$ [%] | Estimated thickness [mm] | RTE [%] | SD$_{TE}$ [%] | Estimated thickness [mm] | RTE [%] | SD$_{TE}$ [%] |
|-----------------------|--------------------------|---------|--------------|--------------------------|---------|--------------|--------------------------|---------|--------------|
| 0.469                 | 0.490                    | 4.59    | 0.11         | 0.490                    | 4.09    | 0.10         | 0.529                    | 12.79   | 0.59         |
| 1.035                 | 1.051                    | -16.94  | 0.08         | 0.782                    | -24.35  | 0.09         | 1.079                    | 0.20    | 0.37         |
| 1.969                 | 1.340                    | -32.82  | 0.09         | 1.061                    | -46.41  | 0.56         | 1.864                    | -65.86  | 0.71         |
| 2.003                 | 1.672                    | -16.94  | 0.07         | 1.513                    | -24.54  | 0.08         | 2.111                    | 0.38    | 0.39         |
| 2.912                 | 2.658                    | -8.72   | 0.77         | 1.769                    | -40.87  | 0.31         | 2.979                    | 2.30    | 2.19         |
| 3.994                 | 8.819                    | 120.80  | 0            | 8.819                    | 120.80  | 0            | 3.662                    | -6.08   | 1.34         |

TABLE IX  
PERFORMANCES OBTAINED IN SIMULATION INTRODUCING THE TYPICAL NOISE OF SETUP AND USING 11 FREQUENCIES (SECOND STAGE)

| Actual thickness [mm] | Estimated thickness [mm] | RTE [%] | SD$_{TE}$ [%] | Estimated thickness [mm] | RTE [%] | SD$_{TE}$ [%] | Estimated thickness [mm] | RTE [%] | SD$_{TE}$ [%] |
|-----------------------|--------------------------|---------|--------------|--------------------------|---------|--------------|--------------------------|---------|--------------|
| 0.469                 | 0.478                    | -0.68   | 0.36         | 0.468                    | -0.97   | 0.45         | 0.496                    | -0.35   | 0.56         |
| 1.035                 | 1.051                    | 0.10    | 0.16         | 1.061                    | 0.15    | 0.20         | 1.075                    | -0.71   | 0.39         |
| 1.969                 | 1.961                    | 0.02    | 0.08         | 1.942                    | 0.06    | 0.13         | 2.018                    | 1.31    | 0.26         |
| 2.003                 | 2.024                    | 0.11    | 0.21         | 2.038                    | 0.31    | 0.26         | 1.970                    | -0.44   | 0.40         |
| 2.912                 | 2.928                    | 1.30    | 0.05         | 2.937                    | 1.28    | 0.08         | 2.787                    | 0.60    | 0.34         |
| 3.994                 | 3.951                    | -0.21   | 0.15         | 3.951                    | -0.19   | 0.23         | 4.129                    | 0.46    | 0.30         |

TABLE X  
EXPERIMENTAL PERFORMANCES OBTAINED USING THE 19-TONE MULTISINE SIGNAL (FIRST STAGE)

| Actual thickness [mm] | Estimated thickness [mm] | RTE [%] | SD$_{TE}$ [%] | Estimated thickness [mm] | RTE [%] | SD$_{TE}$ [%] | Estimated thickness [mm] | RTE [%] | SD$_{TE}$ [%] |
|-----------------------|--------------------------|---------|--------------|--------------------------|---------|--------------|--------------------------|---------|--------------|
| 0.469                 | 0.487                    | 3.84    | 0.04         | 0.486                    | 3.67    | 0.03         | 0.527                    | 12.43   | 0.05         |
| 1.035                 | 0.871                    | -15.84  | 0.09         | 0.805                    | -22.18  | 0.05         | 1.097                    | 5.95    | 0.04         |
| 1.969                 | 1.395                    | -29.14  | 0.28         | 1.106                    | -43.82  | 0.13         | 2.043                    | 3.76    | 0.52         |
| 2.003                 | 1.666                    | -16.71  | 0.15         | 1.544                    | -22.79  | 0.10         | 2.118                    | 5.74    | 0.05         |
| 2.912                 | 3.479                    | 19.49   | 3.75         | 1.813                    | -37.74  | 1.07         | 2.995                    | 2.84    | 1.27         |
| 3.994                 | 8.819                    | 120.82  | 0            | 8.819                    | 120.82  | 0            | 3.923                    | -1.77   | 1.45         |

TABLE XI  
EXPERIMENTAL PERFORMANCES OBTAINED USING THE 11-TONE MULTISINE SIGNAL (SECOND STAGE)

| Actual thickness [mm] | Estimated thickness [mm] | RTE [%] | SD$_{TE}$ [%] | Estimated thickness [mm] | RTE [%] | SD$_{TE}$ [%] | Estimated thickness [mm] | RTE [%] | SD$_{TE}$ [%] |
|-----------------------|--------------------------|---------|--------------|--------------------------|---------|--------------|--------------------------|---------|--------------|
| 0.469                 | 0.479                    | 2.22    | 0.13         | 0.461                    | -1.62   | 0.13         | 0.461                    | -1.62   | 0.56         |
| 1.035                 | 1.068                    | 3.19    | 0.12         | 1.063                    | 2.70    | 0.12         | 1.069                    | 3.28    | 0.38         |
| 1.969                 | 1.993                    | 1.23    | 0.22         | 1.977                    | 0.42    | 0.21         | 2.068                    | 1.97    | 0.36         |
| 2.003                 | 2.045                    | 2.08    | 0.12         | 2.036                    | 1.63    | 0.11         | 2.054                    | 2.69    | 0.12         |
| 2.912                 | 2.868                    | -1.52   | 0.06         | 2.901                    | -0.39   | 0.09         | 2.884                    | -0.96   | 0.14         |
| 3.994                 | 4.009                    | 0.37    | 0.57         | 3.923                    | -1.77   | 0.74         | 4.098                    | 2.61    | 0.74         |

is evaluated: generation, acquisition, and processing time for both the first and the second stages. It worth noting that the measurement of $\dot{Z}_{m,\text{air}}(f)$ can be carried out once for all, before the signal generation and/or acquisition. For this reason, the related time has not been accounted in Tables III and XII. From the measurement time showed in Table XII, it follows that the proposed method requires up to 2.66 s, when using the double stage approach. Moreover, the accuracy obtained by applying the proposed method, after the second measurement stage, is in line with both the requirements of the DS EN 485-4:2000 standard [1] and the results shown in [8]. These results have been achieved for treating automatically a “large” range of thicknesses of interest (from 0.4 to 4 mm, about), where the double stage procedure is mandatory to get a proper accuracy. Under these conditions (large thicknesses range, two stage procedure), the
The proposed method requires less than 2.7 s, suitable for the on-line test during typical production processes. When the nominal thickness value is given, then only the second stage can be applied. This requires a measurement time lower than 1.2 s.

Summing up, the experimental results confirm the accuracy and efficiency of the proposed method.

### VII. Conclusion

In this work, we presented an accurate and efficient measurement method based on [8], proper for almost real-time applications, such as those involved in industrial applications.

Specifically, the proposed approach allows to improve the performances of [8] in terms of both measurement time and range of applicability: thanks to the dual-stage strategy, one can treat thickness in a wider range. In particular, the first stage provides a coarse estimate of the thickness, whereas the second one provides its accurate estimate. Interpolating polynomial and multifrequency signals played a relevant role in reducing the overall measurement time.
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