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Abstract

We review the field of multi-criteria optimization for radiation therapy treatment planning. Special attention is given to the technique known as Pareto surface navigation, which allows physicians and treatment planners to interactively navigate through treatment planning options to get an understanding of the tradeoffs (dose to the target versus over-dosing of important nearby organs) involved in each patient’s plan. We also describe goal programming and prioritized optimization, two other methods designed to handle multiple conflicting objectives. Issues related to nonconvexities, both in terms of dosimetric goals and the fact that the mapping from controllable hardware parameters to patient doses is usually nonconvex, are discussed at length since nonconvexities have a large impact on practical solution techniques for Pareto surface construction and navigation. A general planning strategy is recommended which handles the issue of nonconvexity by first finding an ideal Pareto surface with radiation delivered from many preset angles. This can be cast as a convex optimization problem. Once a high quality solution is selected from the Pareto surface, a sparse version (which can mean fewer beams, fewer segments, less leaf travel for arc therapy techniques, etc.) is obtained using an appropriate sparsification heuristic. We end by discussing issues of efficiency regarding the planning and the delivery of radiation therapy.

1 Overview of radiation therapy

Surgery, radiation, and chemotherapy are the three most common types of cancer treatment. Radiation treatment, used in approximately two-thirds of all cancer treatments, is a technically challenging modality involving ever-improving medical imaging and precise radiation production and beam shaping. This review focuses on multi-criteria optimization techniques used in the design of radiation therapy plans.

Radiation is considered a localized therapy in comparison to chemotherapy, which is systemic. However, radiation dose cannot be delivered to only the target: there is inevitably a dose fall off that can and does irradiate nearby tissues and organs, which gives rise to the main planning challenge in radiation treatment: balancing high levels of radiation dose to targets with detrimental effects of dose to nearby non-cancerous tissues.

Radiation therapy comes in two main forms: internal (brachytherapy) and external. External beam therapy is more common. Brachytherapy, which is highly localized, consists of implanting radioactive
seeds into the tumor and therefore requires a surgical procedure. External beam therapy does not require a radioactive seed source, is applicable to a wider range of disease sites, and is considered equally effective. Here we will focus on planning external beam radiation therapy although many of the principles, in particular the notion of dealing with the tradeoff between effectively irradiating the tumor and not over irradiating the nearby healthy tissues, apply equally well to brachytherapy. We look at forms of external beam radiation therapy which require large scale computerized optimization algorithms (see Figure 1 for a hierarchical sketch of the most common types of radiation therapy) and consider the set of approaches which fall under the umbrella of multi-criteria optimization, a general class of techniques designed to handle conflicting goals of a design problem.

Figure 1: Hierarchy of the most common radiation delivery types for cancer treatment. The highlighted boxes are the types of treatment that we focus on in this review.
1.1 Intensity modulated treatments

Intensity modulation in external beam radiation therapy refers to the use of treatment fields that are non-uniform, as opposed to flat fields. Intensity modulation techniques entered the field of radiation therapy in the mid 1990s when computer algorithms and control systems were made available which could control a multi-leaf collimator (MLC) placed in the beam path to block portions of the photon beam for differing amounts of time, thus creating arbitrarily shaped beam profiles [1]. The additional degrees of freedom of non-uniform beams gives the chance to tailor the dose distribution in the patient to a much greater extent, allowing the creation of treatment plans that carve dose away from critical structures and/or give additional dose to particularly resistant regions. Controlling the large number of degrees of freedom however demands the use of optimization algorithms since exploring the space of potential plans manually would be far too impractical.

Pencil beam scanning proton therapy is emerging as another form of intensity modulated radiation therapy in addition to more common X-ray based treatments. Proton beams have the advantage of depositing the peak dose far beyond the patient’s skin surface, which is obviously beneficial to tumors occurring deep inside the body. Mathematically, photons (high energy X-rays) and protons give rise to the same type of optimization problem and therefore we will not distinguish between the two modalities herein.

Our basic optimization model is given next. We assume the patient computed tomography (CT) scan has been divided into a grid of voxels which are typically cubes with side length between 2 and 4 mm. Dose to each voxel are the primary quantities of interest, which we write as a dose vector \(d\), where the length is equal to the total number of patient voxels, order of \(10^6\). The control variables are the beamlet intensities (which result from dividing up each radiation field into a regular grid with elements typically of size 5 mm \(\times\) 5 mm or 1 cm \(\times\) 1 cm), written as a vector \(x\), length on the order of \(10^4\). We assume the mapping from beamlet intensities to voxel doses is given by the matrix \(D\). \(D\) is sometimes refered to as the dose-influence matrix. The basic radiation therapy optimization problem is:

\[
\begin{align*}
\text{minimize} & \quad f(d) \\
Dx & = d \\
d & \in C \\
x & \geq 0,
\end{align*}
\]

If \(f\) is a convex function and \(C\) is a convex set, this is a convex optimization problem. In general however, particularly in commercial treatment planning systems which use dose-volume constraints and objectives (i.e. control the number of voxels above or below a certain dose level), \(f\) and \(C\) are non-convex, which makes the optimization theoretically much harder, since a local minima is not guaranteed to be a global minima. In practice, local minima are typically considered good solutions, and there are theoretical reasons why they might in fact be close to global optimal solutions, see Section 4 for more details. Therefore dose-volume constraints are not thought to be a problem in practical treatment planning [2].

While the optimization problem above is typically large, it is not the computation time that is the main challenge in intensity modulated treatment design. Instead, it is dealing with the natural target dosing versus normal tissue sparing tradeoff. With intensity modulation, the variety of possible dose distributions for a given patient has skyrocketed, which makes the search for the “best plan” time-consuming. The typical process for a difficult case in the clinic is an iterative one between the physician and the treatment planner where the physician states a set of desires, the planner attempts to come
up with a treatment plan that matches those desires—by tweaking the $f$ function and the constraints $C$—and they iterate until either a satisfactory plan is created or until there is no time left for further plan alterations. This process is inefficient and often leads to suboptimal plans. The use of sensitivity analysis \[3, 4\]—analyzing how small changes in constraints change the objective value—can be useful but with a large number of constraints and objectives that often do not have a clear clinical meaning (e.g., sum of the quadratic deviations from the prescription dose) and the fact that sensitivity information is by definition local information (i.e., only applies to small changes in the constraint values) it is of limited use in clinical practice. Indeed, most IMRT treatment planning systems do not offer sensitivity analysis.

1.2 What makes a good treatment plan?

Since the dose distribution to an organ is typically not uniform over that organ, quantitatively dealing with the dose tradeoffs must begin by succinctly describing the dose to an organ or a target. Functions which are currently used include the mean dose, the maximum dose, or the fraction of volume of a structure that receives more or less than a certain specified dose level. What would be more useful would be functions that mapped dose distributions into toxicity or cure outcomes for that structure. Such models, termed NTCP (normal tissue complication probability) and TCP (tumor control probability) are often discussed in the community but rarely used to design clinical plans, due to the lack of consolidated clinical data to estimate these functions \[5\]. This complicates the design of good plans since without such descriptors, a fair amount of hand waving enters the picture in terms of discussing the relevant merits of one plan over the next. Indeed, even with reliable NTCP and TCP models, it is a subjective matter—and dependent on patient preferences—to say whether a plan with high TCP and NTCPs is more preferable to a plan with lower TCP and NTCPs. We also note that there are multiple organs to consider in any single treatment (cancers of the head and neck region can easily have over 10), and each organ might have more than one potential complication type, and hence NTCP function. Therefore, the tradeoff is not two-dimensional: TCP vs NTCP, but multi-dimensional: TCP vs NTCP\(_1\) vs NTCP\(_2\) vs NTCP\(_3\), etc. Finally, the idea of reducing a dose distribution to a set of individual TCP and NTCP functions is itself a simplification because this implicitly assumes organ independence. In reality, the dose to one organ might influence the NTCP to a different organ. For example it has been shown that the dose delivered to the heart is a predictive factor for radiation pneumonitis of the lung \[6\], but such interdependencies are rarely taken into account in treatment plan design.

This short discussion provides some backdrop to the use of multi-criteria optimization (MCO) for treatment planning. Clearly a treatment plan cannot be described by a scalar value: a treatment plan good at say sparing the liver, might give a too aggressive dose to the stomach. Managing these inherent tradeoffs, and presenting them clearly to an informed decision maker, is the goal of multi-criteria optimization. At this point, we will assume we have in our hands mathematical functions such as TCP and NTCPs for the various involved organs (clinically, mean dose, maximum dose, dose-volume criteria, etc. are used, but it is clearer for exposition purposes to assume we have TCP and NTCP functions), and proceed with the main topic of this review: managing the complex high dimensional tradeoff amongst these entities in radiation therapy planning. In the discussion section we will return to the important reality that such functions are not known, and are patient/genome/health status dependent.
Three types of MCO: goal programming, prioritized optimization, and Pareto surface navigation

It is possible to frame the radiation therapy planning problem as a single objective optimization problem: for example, maximize TCP subject to the constraints that the NTCP functions for the relevant organs are not too large, for example ≤ 3%. Such formulations can be useful and can lead to good treatment plans. However, after viewing the result from such an optimization, the physician or planner may be curious to see what type of improvement in TCP would result from raising the NTCP tolerances by a couple of percent. If there are multiple structures to consider, such what-if scenarios make for very time-consuming treatment planning when not handled well.

Goal programming casts the treatment planning problem as a set of goals. For example, perhaps the doctor specifies that the TCP ≥ 90% and all NTCP functions ≤ 5%. The goal programming method tries to find a plan which satisfies a set of such constraints. Two things can happen at this point: either a plan can be found which satisfies these goals, or not. In the first case, one could naturally ask: can one do better, and in the second case one would ask, what goals should I sacrifice in order to achieve an acceptable plan. These two scenarios indicate a deficiency of the goal programming approach for radiation therapy. However, given the clinical reality that physicians often specify their desires in such language, the goal programming framework is relevant to modern treatment planning.

For concreteness, assume we are trying to minimize given functions $f_j$. For example, these could be dose-volume functions to reduce the number of voxels which violate a dose level, or $f_j$ could be the NTCP for structure $j$. Let $g_j$ denote the goal that we are trying to reach. The goal programming radiation treatment planning problem can then be written as:

$$
\text{minimize} \quad \sum_j s_j \\
Dx = d \\
s_j \geq f_j(d) - g_j \\
s_j \geq 0 \\
d \in C, x \geq 0
$$

(2)

If $f_j(d) \geq g_j$, that is, the goal has not been met, $s_j$ will take on the value of the difference, or ‘slack’. If the goal has been met, $s_j$ will take on the value 0, hence no penalty in the objective function is incurred. If all goals are met the value of the objective function will be 0, and there is no incentive built into this optimization formulation to lower the functions $f_j$ any further.

Some physicians, rather than giving a general set of goals, will prioritize the goals. This prescription style leads naturally to prioritized optimization, also called lexicographic optimization, and it is implemented by running a sequence of optimizations [7, 8, 9, 10]. It is in general useful to distinguish between objectives and constraints, something which is often not done in the radiation treatment planning community. In prioritized optimization it is critical to do so. Constraints are non-negotiable: they are the highest priority. Objectives, as used in the mathematical optimization community, have a sense (either maximize or minimize) but do not have a hard level they are supposed to reach. So, a prioritized optimization approach to designing a treatment plan with a maximum spinal cord dose of 45 Gy as a (non-negotiable) constraint might look as follows. Step 1: maximize TCP subject to spinal cord dose ≤ 45 Gy. Let us assume that the TCP obtained from this optimization is 98%. This value is turned into constraints in subsequent steps, including a relaxation factor, also known as a slip factor. Step 2
could then be: minimize mean lung dose subject to spinal cord dose $\leq 45$ Gy and TCP $\geq 97\%$. Here an absolute slip factor of $1\%$ has been used. Lower priority goals would be handled in subsequent steps, each one of which will gather the previously obtained objective values and use them, with slip factors, as constraints. Formally, prioritized optimization proceeds as follows. Let $d \in C$ denote the non-negotiable constraints, and let $f_1$ be the first priority objective, $f_2$ be the second, etc. Step 1:

$$\min f_1(d)$$
$$Dx = d, \ d \in C, \ x \geq 0$$  \hspace{1cm} (3)

Then, letting $f_1^*$ denote the optimal objective value for the first step, the next optimization proceeds as:

$$\min f_2(d)$$
$$f_1(d) \leq f_1^* + \epsilon$$
$$Dx = d, \ d \in C, \ x \geq 0$$  \hspace{1cm} (4)

Assuming a total of 3 priority levels, the optimization which yields the final treatment plan would be:

$$\min f_3(d)$$
$$f_1(d) \leq f_1^* + \epsilon$$
$$f_2(d) \leq f_2^* + \epsilon$$
$$Dx = d, \ d \in C, \ x \geq 0$$  \hspace{1cm} (5)

Both goal programming and prioritized optimization provide only a single plan at the end of the process, without a natural way to explore the plan tradeoffs. **Pareto surface navigation** is an MCO technique which puts the interactive exploration of the dosimetric tradeoffs at the front and center. For a given set of objectives and constraints, a treatment plan is Pareto optimal if it satisfies all of the constraints and none of the objective values can be improved upon without worsening at least one of the other objectives. These are the plans that should be considered for patient treatment. The set of Pareto optimal treatment plans (termed the Pareto surface) for continuous optimization problems is typically an infinite set. Finding efficient ways to approximate it and intuitive ways to explore it are important research and development areas. The Pareto optimization problem is written as:

$$\min \{f_1(d), f_2(d), \ldots f_N(d)\}$$
$$Dx = d$$
$$d \in C$$
$$x \geq 0,$$  \hspace{1cm} (6)

where $N$ is the number of objective functions.

The goal of the Pareto surface navigation approach is to put the planning process in the hands of the decision maker most qualified to make the tradeoff decision, which in radiation therapy is the physician. Not all research and clinical groups agree on the role, if any, that Pareto surface navigation should play in a clinical setting. One argument against it is that treatment planning standards should be in place, thus promoting quality and reproducibility. In this case, either a goal programming approach with fixed objective function weights, or a defined prioritized optimization procedure, would be more
proponents of the Pareto surface navigation approach will argue that since each patient comes with distinct a cancer shape and nearby organ geometries, and a unique health-history profile, a manual exploration of the dosimetric tradeoffs performed by the treating physician is a sensible approach, if it can be done in a time-effective manner. Given the variety of cancer types that a modern radiation therapy clinic sees (including protocol-driven clinical trials, standard disease sites such as prostate and breast, and patient specific difficult targets such as anal cancers, head and neck, and whole abdominal radiation), it seems perfectly reasonable to have each of the three MCO approaches described above as part of a radiation therapy software suite, where clinics can decide which technique makes the most sense for each site.

For the remainder of the technical portion of this review, we will focus our attention on Pareto surface navigation since that is the most difficult from a mathematical perspective, and also the most general of the techniques.

### 3 Computational aspects of Pareto surface navigation

**Computing the Pareto surface**  The first step of computing a Pareto surface is to define the objectives and the constraints. This step is somewhat neglected in the field since it does not pose a challenging mathematical problem, but the choice of formulation has dramatic downstream effects and should not be ignored by researchers or practioners.

Constraints are chosen to limit the range of the Pareto surface. If constraints are chosen too aggressively, the result might be that there are no feasible plans, and thus no Pareto surface. On the other hand, if constraints are chosen too loosely, the extent of the Pareto surface might be too large, thus requiring too many plans to approximate it. Ideally the Pareto surface contains a variety of plans that are all potential treatment candidates. Constraints chosen should be non-negotiable (this is in fact the definition of a constraint). Negotiable requests should be framed as objectives. The number of objectives chosen should be such that all relevant tradeoffs are exposed, but no more, since computational burden rises with the number of objectives, although perhaps not as fast as one might anticipate from a purely geometrical argument [11][12].

There are two main methods for computing Pareto optimal plans. For a comprehensive technical review as of 2005, see [13]. The constraint method, also called the epsilon constraint method, constrains all but one of the objectives to achievable levels, and then minimizes the remaining objective. Variations on this method use objective function constraining in other ways but all operate on the same fundamental idea: to use a single minimization with some additional constraints to find a point in a particular region of the Pareto surface, e.g. [14][15][16], and repeat with different constraint values to find a set of points on different regions of the Pareto surface. Constraint methods are beneficial because methods in that class exist that can generate points anywhere on the Pareto surface even when the formulation is non-convex. Weighted sum methods on the other hand are attractive for convex formulations but are theoretically deficient in other settings. These methods minimize a non-negative weighted sum of the objectives, and are attractive because they work well with sandwich algorithms, which produce inner and outer approximations to the Pareto surface, allowing the approximation error to be controlled [17][18].

**Navigating the Pareto surface**  By navigation, we mean real time exploration of the continuous approximation of the Pareto surface. We start with the assumption that the Pareto surface has been approximated by a finite set of representative points (i.e. treatment plans). We also make the assumption,
fully in line with the above convexity assumptions, that convex combinations (non-negative weighted sums of the plans where the weights add to 1) are valid plans.

Compared to computing the Pareto surface, far less work has been published on the real-time navigation (exploration) of Pareto surfaces. For 2D and 3D surfaces, one can visualize the surfaces fully and thereby graphically explore them. The vast majority of papers on computing Pareto surfaces are methods for 2D or 3D but which fail or are not intended for higher dimensions, which is one reason that so little work exists on navigating higher dimensional surfaces. A notable exception is [19], which relies on linear programming to compute convex combinations of the pre-computed Pareto optimal plans which correspond to a user’s requests as made through slider bars and adjustable objective function bounds. Other high dimensional navigation strategies that use similar linear programming methods include the commercially available multi-criteria IMRT treatment planning software RayStation (RaySearch Laboratories, Stockholm, Sweden) and Astroid, the in-house proton planning system developed at the Massachusetts General Hospital [20, 21]. A method based on viewing 2D tradeoff curves derived from projecting the higher dimensional data onto two selected objective axes is described in [22].

All of these navigation methods depend on convex combinations of pre-computed plans, and therefore are designed with fluence map based plans in mind. For proton beam scanning this is a very good representation of reality, but for photon based delivery with an MLC fluence based plans need to be converted into MLC deliverable plans. Navigating on a Pareto surface of already deliverable plans is problematic because combining several MLC segmented plans results in a plan that uses all of the MLC segments of the underlying plans, and too many segments make a plan clinically unattractive because of the unnecessarily long delivery times. The underlying problem here is the nonconvexity of cardinality constraints (in this case, the allowed number of MLC segments). In the next section we address this and other nonconvexity issues in radiation therapy planning.

4 Nonconvexities

Two types of nonconvexities occur in radiation therapy optimization: dosimetric and hardware derived. The primary example of dosimetric nonconvexities are dose-volume constraints. A constraint is nonconvex when a weighted average of two solutions which each satisfy the constraint may fail to satisfy the constraint. Dose-volume constraints have come to dominate the field of radiation therapy for historical reasons. While technically they are nonconvex, other planning constraints and the physical properties of radiation beams can make the nonconvexities disappear or be negligible. For example, consider the following dose-volume constraint: volume of stomach receiving 40 Gy or more should be less than 10%. For say pancreatic cancer, most viable plans which dose the pancreas to 50 Gy (the prescription dose) will achieve this dose-volume constraint in a similar way: carve out the dose from stomach leaving only a small amount of volume of the stomach, the volume closest to the pancreas, with doses above 40 Gy. It is highly likely that the dosimetrically averaged plan created from two plans that each fulfill this constraint will still fulfill the constraint, due to the physical restrictions on how such plans can look. Therefore, while theoretically leading to nonconvexity, dose-volume constraints are not necessarily nonconvex. Furthermore, it is likely that if two plans are each acceptable by a physician, then so would a dosimetrically averaged plan. For these reasons, we will not consider the potential nonconvexities that arise from dose-volume constraints.

Hardware derived nonconvexities arise from the practical desire to use a small number of beam angles
and/or IMRT multi-leaf collimator segments when creating treatment plans. Consider the following modification of the basic radiation therapy problem:

\[
\begin{align*}
\text{minimize} & \quad f(d) \\
Dx & = d \\
d & \in C \\
x & \geq 0, \quad x \in S
\end{align*}
\]

Here, \( S \) represents a (likely nonconvex) set of valid delivery options. For example, \( S \) could be the set of all five beam plans, or all plans formed of 100 or fewer multi-leaf collimator segments. These are truly nonconvex restrictions because the “average” of two plans, each using five beams, is a plan with up to ten beams. These types of cardinality restrictions necessitate global search techniques to find the optimal solutions. Typically strategies for these problems which would result in provable optima, such as mixed integer programming, are not computationally feasible without large computer infrastructure.

We will discuss in more detail three particular instances of hardware derived nonconvexities: beam angle optimization (BAO), direct aperture optimization (DAO), and volumetric modulated arc therapy (VMAT), in general and in regards to Pareto surface navigation.

The challenge for BAO regarding Pareto surface navigation is that the optimal beam angle set will vary across the Pareto surface. Although attempts have been made to characterize the BAO problem as a continuous problem in beam angle space [23], most BAO algorithms assume a discrete sampling of the beam angle space, thus a finite computation of the dose-influence matrix \( D \). In this setting the Pareto surface will be a patched surface, different patches corresponding to different beam angle configurations for that subregion of the Pareto space. The navigation of such a structure has been discussed [21], but the computation of it has not been addressed. This is partly due to the fact that even a single criteria BAO problem is very difficult to solve to proveable optimality. If one considers a 10 degree grid, assuming coplanar beams spaced evenly around the patient, and a seven beam plan, the number of possible beam angle sets to consider is \( \binom{36}{7} \approx 8.3 \) million. This makes a direct search prohibitively expensive, although mixed integer optimization techniques [24] and other global search strategies [25, 26] have been tried with some success, but require large computational infrastructure. Due to the large search space, BAO methods are most often heuristics, see e.g. [27, 28] for approaches and reviews of the literature. In commercial treatment planning systems, beam selection is still done manually.

DAO, similar to BAO, attempts to find a sparse optimal solution to the IMRT planning problem [29, 30]. In the case of BAO, the sparsity is regarding the number of beam angles used. In DAO, the sparsity is regarding the number of MLC segment shapes used to deliver the radiation. Thus, DAO applies to the IMRT delivery technique known as step-and-shoot, and does not apply to sliding window (dynamic) delivery. The benefit of using a DAO approach for IMRT treatment planning is that one avoids the lossy conversion step from idealized fluence maps into MLC segment shapes when using the more traditional two-step IMRT optimization method. The downside is that the DAO problem, because it is a cardinality restriction problem, is nonconvex. Similar to the BAO problem, the DAO problem in the Pareto navigation world has the same feature that different regions of the Pareto surface will have different optimal MLC segments. Two complimentary approaches for dealing with this are discussed in [22, 31]. In [31], the researchers construct a 2D Pareto surface out of a single set of apertures by sequentially adding apertures which improve the entire surface thus far computed or a specific region. In [22] the researchers show that for high dimensional Pareto surfaces, the number of plans needed for the
convex combinations formed during navigation can be restricted, thus promoting the idea that different parts of the Pareto surface can have different active aperture sets and that combining plans during navigation may not necessarily make the total number of apertures used for navigated plans too large. More sophisticated methods where apertures enter and leave the active set and morph during navigation have not appeared in the literature yet.

An interesting new intensity modulation modality that offers the chance to avoid the difficulties of both beam angle selection and step and shoot aperture selection is VMAT. VMAT delivers radiation continuously as the gantry rotates around the patient and the MLC leaves move back and forth across the field. Ideally, the gantry may slow down where extra modulation and/or dose is needed, but constant gantry speed VMAT is another choice. The nonconvexity of VMAT arises because the dose to a voxel is a nonconvex function of the underlying control variables, leaf and gantry positions as a function of time. Nevertheless, VMAT is particularly amenable to convex relaxations, for example the relaxation of full intensity modulation (where the control variables become beamlet weights and hence the problem is convex again) at a fine gantry spacing, say every 5 or 10 degrees \[32, 33, 34\]. In those works, the following Pareto planning strategy emerged: 1) The user navigates a Pareto surface derived from a many-beam (convex) IMRT formulation. 2) After selecting a plan with the desired dosimetric tradeoffs, a true VMAT plan is produced using a heuristic which converts the fluence based plan to a deliverable VMAT plan, while deviating at most a user defined \(\epsilon\) amount away from the ideal plan. Using this as a general purpose radiotherapy planning approach is discussed next.

5 Deriving sparse near optimal plans from ideal (many-beam) plans

Sparsifying (i.e. simplifying) a dense solution to make it efficiently deliverable works well in many radiotherapy situations, but not all. It works well when the sparse solution sought is not so sparse that optimality is badly affected. The \(l_0\)-norm of a vector \(x\), also known as the cardinality of \(x\), is equal to the number of non-zero components of \(x\). So, if \(x\) is a vector whose components are the weights of all possible step-and-shoot apertures, then finding a solution with minimum number of apertures is a min \(l_0\)-norm of \(x\) problem, which is in general a nonconvex, NP hard problem \[35\]. The \(l_1\)-norm has been popularized as a convex substitute for the \(l_0\) norm minimization problems in the field known as compressed sensing \[36\], but the theory of compressed sensing applies to a situation where there is an underdetermined linear system and highly sparse solutions exist. The radiation therapy problem does not take the form of an underdetermined linear system, so compressive sensing ideas do not apply. Nevertheless, one may ask if a similar sparsification theory might exist for radiation therapy problems.

The answer is likely muddier than one would hope: up to a certain point, plans can be vastly simplified. In IMRT, for example, there is no need for 100 beams, although at some point incremental plan degradation occurs with each beam or segment taken away, and this is a true tradeoff that requires expensive optimization to characterize. Initial simplification is possible \[37, 38, 39\], but if one wants to find the optimal seven beam IMRT plan for a complex head and neck case, this is truly a nonconvex problem with lots of distant local minima, and sparsification heuristics related to \(l_0\) minimization \[40, 43\], if pushed to find such a sparse solution, will be pushed towards one of the local minima, but not necessarily the best one. In these cases, to find the true optimal solution, mixed integer programming or other global search strategies must be employed \[24\, 26\]. To find good but not proveably optimal
solutions to the small number of beams or apertures problems, many different heuristic approaches have been shown to work, including adding only beams that score favorably regarding metrics based on the beam’s-eye-view of target coverage versus organ sparing [41], or metrics based on gradient information containing quantification of objective function improvement [27]. Starting with a large collection of beams or apertures and then successively removing them if they contribute little to the solution is also a promising approach.

The vast simplification that is usually possible—that is, cutting down the number of beams, or segments, or the number of times the leaves travel across the collimator head in sliding window VMAT delivery—makes the following general approach, the same approach as discussed for VMAT optimization, appealing:

| Ideal Pareto Surface Technique |
|--------------------------------|
| Begin with enough beams, segments, etc., and create a so-called ideal Pareto surface. Navigate this surface to determine an ideal achievable dose distribution. Lastly, reproduce the selected plan to a user selected ε level of closeness with a sparsification technique (some of which were discussed above) that is designed for the particular modality of interest. |

This approach is logical for radiation therapy planning problems in that its first focus is on achieving a plan of good balance between target coverage and healthy organ sparing. Only after this high quality plan is selected does it address the issue of plan deliverability. This works in the context of radiation therapy because there we know that much sparsification can be done with minimal impact to the dose distribution quality. Furthermore, delivery improvements that are here or on the near horizon, including consolidated beam delivery (see Section 6), faster leaf speeds, and faster energy layer switching in proton therapy beam scanning, will make even solutions that by today’s standards would not be considered sparse fast enough for clinical delivery.

6 Conclusions: efficiency in treatment planning and delivery, and the role of MCO

Multi-criteria optimization has the potential to greatly improve treatment planning processes and treatment plans in radiation oncology, but there are several hurdles that must be overcome to reap the full benefits. As the name implies, multi-criteria optimization implicitly assumes that you have multiple criteria defined through which one can judge the quality of a treatment plan, but there are no widely agreed upon metrics for these. Moving to models that are directly tied to probabilities of certain outcomes—termed biological models in the radiation therapy community, which include TCP and NTCP models—is a hopeful direction [5]. These would be particularly helpful from a treatment planning efficiency standpoint if they were embedded with uncertainties associated with organ and tumor delineation and the fact that the patient’s organ/tumor geometries will change over the course of treatment. If so, such functions could be used to highlight the fact that planners often spend days on highly tailoring a treatment plan to the geometries shown in the planning CT, when the real geometries on the treatment days might be substantially different. Tackling the problem of changing geometries more head on is the subject of adaptive radiation therapy, which is outside of the scope of this review. However, it bears mentioning that how MCO can be used in this context is an unexplored area of research.
Even without the issues of geometric uncertainties, without agreed upon objective functions the process of MCO treatment planning, as well as traditional planning, is made much less efficient. As a specific illustration, planners often find a hot spot (doses exceeding some acceptable level) in the course of working on a plan, and can spend hours trying to cool off that hot spot while not ruining other aspects of the plan. This is done on an ad hoc basis with no way to assess the value of that hot spot (most likely, that hot spot arises in order to get complete target coverage). With the current Pareto systems, which have at most one or two objective functions defined per contoured structure, one cannot control and assess the tradeoff of every foreseeable aspect of the dose distribution. One Pareto surface solution to this problem would be a massive Pareto surface where the dose to every voxel is considered as an independent objective. This is a new avenue for research and two questions need to be addressed. The first is, if every voxel is an objective function, does it make sense to attempt to pre-compute a Pareto surface (which would have dimension on the order of $10^6$) or is real time Pareto surface point computation based on user requests more feasible? If pre-computation is deemed a likely candidate, new theory and methods which deal with extremely large dimensional Pareto surfaces, which would naturally have many highly correlated objectives (neighboring voxels), will be needed. The result would be a Pareto based 3D dose-sculpting system. Currently, treatment planners prefer this voxel level control of the dose distributions, and they struggle to get such control from software not designed to offer it. It remains to be seen if the trend will be towards better voxel level dose sculpting tools or more reliable functions that map complex dose distributions to patient outcomes.

Another criteria that is a part of every complex treatment plan is the delivery complexity, which has a strong influence on dosimetric plan quality. Treatment planners have an incentive to keep the number of beams to a minimum in IMRT treatment planning. But, with the advent of VMAT delivery, which delivers radiation from every angle around a patient, one wonders: if one is willing to deliver a VMAT plan, why not an IMRT with 20 beams? Theoretically, the additional treatment time needed for a 20 beam IMRT plan compared to a VMAT plan that delivers a similar dose is approximately the time it takes the gantry to rotate once fully around the patient. This is because the IMRT plan could be designed time efficiently to deliver the dose from each angle using continuous delivery, which a VMAT plan implicitly uses, thus making the only “inefficiency” of the IMRT plan the unused time when the gantry is moving from one delivery angle to the next. This adds up to the time for the gantry to rotate once around the patient, plus any small time that the control system needs to start and stop the gantry and to verify its position. Yet, IMRT plans with 20 beams are almost never used (see \[38\] for an exception). There are a few reasons for this. One is that IMRT plans are often delivered beam by beam, with the radiation therapist verifying each beam before delivery. Automatic field sequencing, where all the fields are automatically delivered by the control system without therapist intervention, is an available solution to this problem (this is also called consolidated field delivery). Another issue which discourages many-beam IMRT is that quality assurance of individual treatment plans is often done on a beam by beam basis. This too is easily resolvable with existing technologies, such as QA systems that recreate the entire dose distribution by measuring the fluence from each field and summing up the results. This approach will likely become the standard for VMAT QA. Historically, many-beam IMRT plans would have also been hard to create because the additional computer memory needed to store dose matrices from all of the used beam angles. This is not a difficulty with modern computers, again evidenced by computations needed for VMAT planning.

Collectively, the historical difficulties of using many beams has led to a strong culture in today’s radiotherapy planning community to use as few gantry angles (segments, etc.) as possible to create
a treatment plan, and this leads to a significant amount of time grappling with the dose distribution, because often, especially for complex cases, not enough beams are used to come close an ideal Pareto optimal dose distribution. Furthermore, current planning software packages leave the treatment planners not knowing if they could do better by increasing the number of beams or changing the beam angles, etc. Using the method proposed at the end of the previous section, this difficulty is avoided.

Another impediment to the effective use of Pareto surface navigation in a clinical setting is the required change in workflow. In current standard practice in the United States, physicians are not actively involved in the planning process, they merely approve a plan as the last step. Pareto surface navigation is designed to put the tradeoff decision into the hands of the decision maker most qualified to make this decision. In the case of radiation therapy, this is the radiation oncologist. This change in workflow—having the physician partake in the planning process by navigating to a preferable tradeoff point—may prove difficult to adopt for clinics which have been doing treatment planning with the traditional workflow for decades. If this workflow change is not implemented, a Pareto surface based system will not reach its full potential because treatment planners may navigate to a plan that fulfills the prescribed set of goals, whereas if allowed to navigate a physician might choose a plan on a different part of the Pareto surface [42].

Adopting the paradigm of physician navigation is a significant challenge for Pareto surface based treatment planning. A host of technical challenges also exist. Perhaps the largest technical challenge is achieving what is called deliverable navigation. This refers to Pareto surface navigation such that as the planner is navigating the surface, the plan being viewed is deliverable (not for example a fluence map based IMRT or VMAT plan that still needs to be segmented, and may degrade after segmentation). The solutions for this challenge are unique to the modality. Step-and-shoot IMRT, 3D conformal therapy, VMAT, etc. will all require customized solutions. Another technical challenge, applicable to clinics continuing to use very sparse delivery techniques (very few IMRT beams, for example), will be to devise intuitive MCO methods to expose how the number of beams, segments, overall delivery time, or some other measure of treatment efficiency, influences the dose quality. In a Pareto navigation setting, this could take the form of a delivery time slider.

Finally, the application of MCO to radiation techniques requiring less advanced hardware, thus more suited to for example clinics in the developing world [43], such as jaws-only techniques [44, 45, 46], including perhaps jaws-only VMAT, will require creative new approaches.
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