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Abstract—Modern driver assistance systems as well as autonomous vehicles take their decisions based on local maps of the environment. These maps include, for example, surrounding moving objects perceived by sensors as well as routes and navigation information. Current research in the field of environment mapping is concerned with two major challenges. The first one is the integration of information from different sources e.g. on-board sensors like radar, camera, ultrasound and lidar, offline map data or backend information. The second challenge comprises in finding an abstract representation of this aggregated information with suitable interfaces for different driving functions and traffic situations. To overcome these challenges, an extended environment model is a reasonable choice.

In this paper, we show that role-based motion predictions in combination with v2x-extended environment models are able to contribute to increased traffic safety and driving comfort. Thus, we combine the mentioned research areas and show possible improvements, using the example of a threading process at a motorway access road. Furthermore, it is shown that already an average v2x equipment penetration of 80% can lead to a significant improvement of 0.33 m/s² of the total acceleration and 12 m more safety distance compared to non v2x-equipped vehicles during the threading process.

I. INTRODUCTION

In recent years, great progress in the field of autonomous driving has been achieved. Latest technologies such as computer vision, AI technologies and scalable high-performance hardware systems have contributed to accomplish that. Nevertheless, it still remains challenging to generate a robust perception of safety-relevant information. As current research not only focuses on solving the actual driving task but also on increasing comfort and safety in particularly demanding situations this challenge is even aggravated. Further important goals to be achieved with the help of automated vehicles are increasing traffic efficiency and reducing traffic jams. To achieve these ambitious goals, a combination of complementary sensor systems is required. This allows an optimal ego-perspective of the existing traffic situation to be depicted. In daily traffic, however, situations arise in which automated systems cannot react optimally due to limitations of their on-board sensor equipment. Especially, in these situations, automated systems are highly dependent on cooperating and communicating with others to obtain an accurate impression of their surrounding.

Threading operations are one of the most difficult maneuvers in road traffic. In contrast to lane changes, which can be carried out locally in a largely flexible manner, they inevitably occur in places where the number of lanes is reduced. Applications can be construction-related lane subtractions, or the more widespread example of accessing a motorway. While doing so, drivers look for gaps in the flowing traffic on the main lane to merge in. The driver has to solve different tasks at the same time:

- Adapting his speed to the flowing traffic
- Considering surrounding vehicles
- Respecting the end of the track
- Finding suitable gaps in terms of size and accessibility and making a selection for one of them
- Predicting the dynamic development of the gap (speeds of the limiting vehicles, often also more or less clearly recognizable intentions of the respective drivers with regard to cooperation)

A cooperative assistance function can provide advantageous support in solving this demanding driving task. Through the aspect of v2x shared objects, gap sizes can be precisely determined. Besides, reliable forecasts of their development can be made by evaluating the driving data of the vehicles involved. Furthermore, the risk of vehicles being “overlooked” is minimized by incorporating on-board sensors.
In this article, we show the significant comfort and safety gain being achieved through using v2x techniques, especially when merging at motorway entrances. The term v2x describes a communication in one way or another between a vehicle and another vehicle (v2v) or an infrastructure element (v2i) such as a traffic light or stationary sensor. The presented approach is based on an extended environment model, which was implemented with the two message types Cooperative Awareness Message (CAM) and Collective Perception Message (CPM). The fusion of the messages takes place decentrally in the vehicle computer. Based on the fused information, an extended environment model is created, which determines the positions and variances of the surrounding vehicles by means of a Kalman filter. These information are complemented by the output of a role-based neural network position prediction module, which estimates the behavior of surrounding traffic participants and the development of traffic gaps. Thus, significant improvements regarding comfort and safety are achieved. Fig. 1 shows the extended environment model and the planned trajectory within the used 3D simulation framework PHABMACS (PHysics Aware Behavior Modeling Advanced Car Simulator). The v2v communication facility and the object sensors are modelled as motivated in [1].

The remainder of this work is structured as follows: Sec. II presents the required message types as well as relevant publications in the area of v2x communication and behavior prediction. Sec. III describes the system’s structure and the integration of different modules. Sec. IV describes the implementation of the functions. In Sec. V the approach is evaluated and discussed. Finally, Sec. VI draws a conclusion and gives a short outlook on future work.

II. STATE OF THE ART

Cooperative Awareness (CA) is a mandatory and security relevant basic application for v2x communication and is already completely standardised in EN 302-637-2 [2] by ETSI for the European area. Each station in an ITS-G5 network periodically distributes this message to its immediate environment. The CA service contains information from the station about its position, speed and direction of travel. By receiving this information, each station increases its own perception of its immediate surroundings. In this paper we used the Cooperative Awareness Message (CAM) to fill the extended environment model and thus provide merged object lists to the v2x-enabled vehicles. The CA messages can be used to transmit information like positions, orientation angles and speeds to the environment. In addition, sending the message can also transmit information about the vehicle ID, dimensions, vehicle type and weight to the environment.

As a supplement to the CAM, the system was equipped with collective perception (CP) in our investigations. CP describes the information gain by communicating the sensory perceived objects of the transmitter to its surrounding vehicles. For this purpose, the standardization committee defined a new message called Collective Perception Message (CPM). Thus, perception messages can be used to fill the extended environment model with additional environment objects that may not have v2x functionality. This is an enormous gain, as it ensures large coverage areas. Fig. 2 illustrates the extension of the environment model through exchanging the described messages for a demonstrative example.

With the above-mentioned messages, v2x communication offers the opportunity of informing vehicles in demanding or dangerous situations about the environment. Therefore, the ego-vehicle can adapt its planned behavior in order to increase safety, comfort and traffic flow efficiency. Another major advantage is that the approach can be applied and scaled to future mixed traffic with vehicles equipped with different assistance and automation systems.

Existing communication protocols such as ETSI ITS-G5 [2] and SAE J2735 [3] focus on human-centric vehicle operation. The next generation of this communication should focus on a cooperative and automated driver function to enable autonomous driving under difficult conditions. In addition, automated vehicles can share trajectories and other information about their vehicle conditions. This information increases the accuracy of the prediction interval. For short term maneuvers it is possible to exchange planned trajectories for maneuver coordination [4].

Sawade [5] proposes his approach to negotiate driving maneuvers with role-based distributed state machines. The article shows that role-based communication cooperation is very well suited for highly and fully automated vehicles. Even under adverse conditions, such as those encountered in wireless ad hoc networks, good results are shown in maneuver management. In this work we transfer Sawades role-based communication setup to a role-based prediction. This allows mixed traffic with automated and non-automated vehicles. Vehicles that are v2x-enabled communicate their role over the network. The roles of other vehicles, which are not equipped with communication technology, are identified via a neural network. This improves the prediction of road users and enables interaction with other road users. This is a very important functionality especially for on-ramps.
work is mainly based on the approach presented in [11]–[15]. Regarding motion prediction, this reduces to the three maneuvers lane following, lane change and passing, which is what is denoted as roles in the context of cooperative driving. In highway driving the set of maneuvers is mostly reduced to the ones which Lefévre categorizes as maneuver-based. Motion prediction techniques in general is given in [10].

Participants is widely studied in literature. A good survey on collision avoidance for autonomous vehicles. The benefit was analyzed in a scenario where automated vehicles. The linking of different measured values is not the focus of this work, but it is important to handle and sophisticated. As described in [6], the extended environment model merged the individual v2x messages into a global environment model reproduction, including the object information. As benefit, other vehicles can virtually extend their sensor range by subscribing to the extended environment model. This allows to maximize the total field of view and to detect dangerous situations earlier. This improves downstream motion planning with respect to comfort and safety. Fusing information from different sources is solved with an extended Kalman filter. The linking of different measured values is not the focus of our investigations. The extended Kalman filter is filled with a corresponding message ID of the respective vehicle. This structure allows an investigation of possible improvements through v2x communication in scenarios, which are difficult to handle and confusing.

As described in [6], the extended environment model serves as input for the situation analysis and maneuver planning of the ego-vehicle. Using the example of on-ramp merge, gaps in the future are identified and evaluated with a trajectory cost function algorithm. This gap detection is based on a prediction of the detected vehicles. In most cases, a Velocity-and-Lane-Keeping (VLK) model is used for prediction. In our real world data based investigations it was found that the vehicles react very dynamically in the threading area. This led to an unsatisfactory result regarding the prediction quality. For this reason, the merge process algorithm “overlooked” many gaps that would occur in the future or recognized them too late.
To improve the predictions, we integrated a known machine learning approach presented in detail in [12]. Therefore, we are able to precisely predict emerging gaps and the traffic flow. The approach has two processing stages. First, a multilayer perceptron classifier is used to determine the probability of all vehicles for all maneuvers. For vehicles which are themselves acting cooperatively, this first approximation is not necessary. Instead, the information about the upcoming maneuver can be directly derived from the received message. This information is afterwards used to weight different position prediction models, which are specialized on the respective maneuvers. More implementation details are outlined in Sec. III-D.

A. V2X-EXTENDED ENVIRONMENT

The enhanced environment model is created by aggregating the environment information contained in the CAM and CPM messages from all v2x-enabled vehicles. For this purpose, it is necessary to be able to guarantee safety distance and reliability of the vehicle positions. A position determined exclusively by GNSS measurements with inaccuracies of several meters is not sufficient for this purpose [17], [18].

Based on the geometric specifications for road construction, such as road width and curvature as well as the vehicle dimensions for passenger cars, conclusions could be drawn on the requirements for the accuracy of the localization, which are described in [17]. Thus, for driving on motorways, a required lateral margin of error of 0.57 m (0.20 m, 95%) and a longitudinal limit of 1.40 m (0.48 m, 95%) as well as an orientation in each direction of 1.50° (0.51°, 95%) were calculated. The vehicle state $\chi_i^W$ of object $i$ in the world coordinate system $W$ is thus described with the following vector.

$$\chi_i^W = [x_i^W, y_i^W, \psi_i^W, v_{x,i}^W, v_{y,i}^W]^T$$ (1)

Where $x_i, y_i, v_{x,i}, v_{y,i}$ describe the longitudinal and lateral positions and velocities in the respective direction $\psi_i^W$ of the object. The variance of the position $\Sigma_{\chi_i^W}$ can be calculated with the orientation angle $\psi_i^W$ and the rotation matrix as follows.

$$\Sigma_{\chi_i^W} = \begin{bmatrix} \sigma_{x,i}^W \\ \sigma_{y,i}^W \\ \sigma_{\psi,i}^W \\ \sigma_{v_{x,i}}^W \\ \sigma_{v_{y,i}}^W \end{bmatrix} = \begin{bmatrix} \cos(\psi_i^W) \cdot \sigma_{\psi,i}^W - \sin(\psi_i^W) \cdot \sigma_{x,i}^W \\ \sin(\psi_i^W) \cdot \sigma_{\psi,i}^W + \cos(\psi_i^W) \cdot \sigma_{y,i}^W \\ \sigma_{\psi,i}^W \\ \sigma_{v_{x,i}}^W \\ \sigma_{v_{y,i}}^W \end{bmatrix}$$ (2)

Where $V$ stands for the respective vehicle coordinate system. The CPM contains information about the surrounding vehicles that have been detected by the ego-vehicle. The measurement vector from object $i$ to object $j$ can be constructed as follows:

$$\chi_{ij}^W = \chi_{ij}^V + C_{ij}^W \cdot M_{ij}^V$$ (3)

The measurement inaccuracies are described in the resulting covariance matrix $\Sigma_{\chi_{ij}^W}$, which describes confidence intervals from vehicle $i$ to vehicle $j$ in the world coordinate frame. The covariance matrix $\Sigma_{\chi_{ij}^W}$ indicates the measurement uncertainty in the world coordinate system caused by the sensors of vehicle $i$. To calculate this, the inaccuracies $\Sigma_{\chi_{ij}^W}$, which are recorded in the vehicle’s own coordinate system $V$, must be transformed into the world coordinate system. Due to the fact that the measurement error of vehicle $i$ influences the covariance matrix $\Sigma_{M_{ij}}$, the generalized error propagation law must be considered. Thus the covariance matrix of the measurement from object $i$ to object $j$, based on the error propagation law, is calculated as follows.

$$\Sigma_{M_{ij}} = J(C_{ij}^W \cdot M_{ij}^V) \cdot \Sigma_{\chi_{ij}^W} \cdot J(C_{ij}^W \cdot M_{ij}^V)^T$$ (4)

Where $J(C_{ij}^W \cdot M_{ij}^V)$ stands for the Jacobian matrix which are the partially derived matrix of rotation matrix $C_{ij}^W$ multiplied by the measurement matrix $\Sigma_{M_{ij}}$. The vehicle position of the detected objects can thus be passed on to the extended environment model as an absolute, located state vector with associated inaccuracies.

B. STRUCTURE OF THE MESSAGE

The message types are implemented in the present 3D development platform PHABMACS as shown in Fig. 4. As the figure shows, this work combines CAM and CPM into a single v2x message that is sent every 100 ms. The focus of our study lies not on the network load of the radio channel, but rather on evaluating the benefit of v2x communication for road users and traffic flow. For this purpose, all received v2x data must be merged to obtain an environment model that is as accurate as possible. The implementation was done with a purified Kalman filter, as described in Sec. III-C.

C. EXTENDED KALMAN FILTER

In the extended environment model, as shown in [19]–[22], the vehicles publish their own position and the one of the detected objects. These methods create several measurement points of the ego-position distributed over the road. This concept describes a mutual relative localization of the vehicles, whereby the position accuracy can also be increased. With the help of the Kalman filter, errors of the real measured values can be minimized and estimates for non-measurable system variables can be calculated. The filter is based on a time-discrete linear system model, which is described by mathematical equations. In reality, the measurement and system models are usually not subject to linearity. In order to consider these in a prediction, the extended Kalman filter is used.
filter (EKF) was developed. Here nonlinear measurement and system models can be considered. For this purpose, the models must be linearized at the respective working point in each step of the filter using the Jacobian matrix. Thus the EKF system model can be described as follows with nonlinear equations [23] Eq. 5.

\[
\begin{align*}
\dot{x}(t) &= f(x(t), u(t), w(t)) \\
y(t) &= h(x(t), v(t))
\end{align*}
\]

The nonlinear function \( f \) refers to the state vector \( x(t) \) and the input vector \( u(t) \). The measurement vector \( h \) relates the state to the measurements. The vectors \( w(t) \) and \( v(t) \) denote the superimposed process or measurement noise. The variance of \( w(t) \) and \( v(t) \) are \( Q \) and \( R \).

To calculate a linearization of the models \( F(t) \) and \( H(t) \), the Jacobian matrix must be calculated from the nonlinear functions \( f(x(t), u(t), w(t)) \) and \( h(x(t), v(t)) \) as follows [Eq. 6]

\[
F(t) = \begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \frac{\partial f_1}{\partial x_m} \\
\vdots & \vdots \\
\frac{\partial f_n}{\partial x_1} & \frac{\partial f_n}{\partial x_m}
\end{bmatrix},
H(t) = \begin{bmatrix}
\frac{\partial h_1}{\partial x_1} & \frac{\partial h_1}{\partial x_m} \\
\vdots & \vdots \\
\frac{\partial h_m}{\partial x_1} & \frac{\partial h_m}{\partial x_m}
\end{bmatrix}
\]

The construction and operation of the Kalman filter and the extended Kalman filter are very similar. The difference is that with a Jacobian matrix the dependencies at the working point are linearized, which is a little more computationally expensive. The linearization must be recalculated for each time step. This can also be seen in [23], where steps of the extended Kalman filter are visualized. The steps prediction and correction are the same as for the Kalman filter. However, the nonlinear functions \( f \) and \( h \) are linearized at the working point with the help of the Jacobian matrix.

The vehicle information of the road users, which were dedicated and merged in the common environment model, are cyclically provided to the ego-vehicle. This includes, for example, the current position measurement, the yaw angle and its variances. The role of the vehicles are also transmitted in the v2x message. If a vehicle is not equipped with v2x technology and is detected by vehicles driving around, a path is assumed for the vehicle which follows the current track. This v2x interface to the environment model is considered an additional measurement sensor for prediction.

D. ROLE-BASED BEHAVIOR PREDICTION

Within this work the prediction model introduced in [12] and adapted to the highD dataset [24] according to the remarks in [13] is used. As mentioned above, the model has two processing stages. In the first stage, a multilayer perceptron, which is a simple form of a neural network, is used to predict upcoming maneuvers. The network comprises of a single hidden layer with 27 neurons. The output of this first stage are for each vehicle in question the probabilities for the three maneuvers lane following, lane change to the right and to the left. The estimation is based on a combination of 23 different features. Thereby, the distances and relative velocities to the lane markings and surrounding vehicles as well as the type of the lane marking have a substantial impact.

The second stage consists of three expert position prediction models (one for each maneuver) for the lateral direction and a single one for the longitudinal one. All position predictors are modeled as Gaussian mixture models (GMM). The GMMs are used in an Gaussian mixture regression (GMR) manner. Simply put, the GMMs were trained in the combined input (measurements and prediction horizon) and output (position) space. Hence, it is possible to condition them with the current measurement values to obtain a multimodal probability distribution in the output space. The outputs of the three expert models are weighted with the maneuver probabilities and summed up. Thus, for each lateral and longitudinal direction a spatial probability density is obtained. These distributions can then be used to estimate the most likely position of the vehicle at a specified point in the future. The overall prediction architecture is visualized in Fig. 5.

IV. IMPLEMENTATION AND SIL TESTING

The 3D simulation environment PHABMACS was used to implement the extended environment model and the neural network connection. It includes extensive driving physics simulations and toolboxes for v2x network transmission. Furthermore, the simulation environment is coupled to the real world highD data set [24] provided by RWTH Aachen. This means that the vehicle movements in the simulation exactly replicate those of a real shot of the A4 near Cologne motorway intersection. By a manipulated coincidence, vehicles are equipped with a v2x skill. This enables a real penetration of communications (P0C) vehicles. Different penetration percentages are selected in the tests to be able to make a statement about the necessary communication penetration. The threading vehicles are abstracted from the data set and controlled by an EgoMergeSkill. This skill finds a suitable gap using the extended environment model and plans a drivable trajectory for the on-ramp merging process. The exact procedure of this skill is described in [6].

To convert the simulation into a software in the loop (SIL) test environment, an interaction skill was implemented. This checks if an interaction with the merging vehicle exists. If this is the case, the vehicle that actually follows the real vehicle data is transformed into a PHABMACS simulated vehicle with adaptive cruise control (ACC). This is a requirement for a function test, which is based on real vehicle data in traffic.
Fig. 6. Detected vehicles during on-ramp merging in dependence of the v2x penetration rate. The quartiles (0.25, 0.75) are marked in grey.

The skills and the simulation environment are installed on an i9 Dell Precision Workstations. The execution time is in real time so that the required computing power is very limited. For a calculation of a trajectory, i.e. network and regressor, the processor needs a computing time of 100 ms. Furthermore, the computing time of the environment model is measured by the Kalman filter at approx. 300 ms. on average. This is of course always dependent on the number of measuring points to be merged and linear to the number of vehicles considered in the environment model.

In our investigations we focus on the additional gain of the extended environment model and the subsequent neural network prediction. Furthermore, the v2x penetration is to be evaluated in relation to the threading process. As our main Key Performance Indicator, we have taken into account the number of all detected objects as well as acceleration and spine, which can be detected by misinterpreting the prediction in the threading maneuver. Furthermore, the prediction error to an existing constant velocity model is of course also examined.

V. EVALUATION AND RESULTS

The benefit of the extended environment model can be seen from the number of covered objects. In the ideal case, the extended environment model includes all vehicles in the environment of the ego-vehicle. Thus, the trajectory planning can consider while calculating an ideal trajectory for the ego-vehicle. Furthermore, the position error of the objects has a considerable impact on the quality of the environment model. The more precisely a vehicle can be located, the better the free space for possible maneuvers can be considered during the trajectory planning. These two main quality criteria were examined using the example of a threading process.

A. DETECTED OBJECTS

Especially during threading operations, it is important to get as much information as possible about the traffic, the vehicles and their speeds of the main roadway. As mentioned in the system overview [Sec. III] the simulation environment PHABMACS was used to play back real world vehicle data in order to perform the described evaluations. At the beginning of the used scenario, we can set a v2x penetration rate and therefore parameterize the scenario. Based on a manipulated random calculation that maps the v2x penetration rate, real vehicles either equipped with a v2x skill or not. Vehicles that have this skill send CAMs and CPMs to the extended environment model. For this purpose they are equipped with the sensor setup described in [Sec. III] Of course they follow their trajectory from the real world data set. All other randomly selected vehicles, which do not have v2x capability, follow their recorded trajectory from the real world data set as well. In our studies we have investigated the number of detected objects in relation to the equipment rate of the surrounding traffic. For this purpose, we ran several simulations using different penetration rates from 0 % to 90 %. For each simulation time step, the number of detected objects in the extended environment model was logged. Fig. 6 shows the results of the investigations.

The number of detected objects was taken in relation to all vehicles located within a 400 m radius around the ego-vehicle. During the test, the number of vehicles in the surrounding environment of the ego-vehicle ranged from 3 to 9.

This range of surrounding vehicles results from one specific scenario in the highD dataset. In order to validate these numbers against general conditions in real world, we conducted a study using real world fleet data [12]. A statistical analysis of data acquired from radar and camera sensors of Daimler vehicles showed that this range is a sensible assumption for on-ramp merging situations, given this type of scenario and day time.

As can be seen, with a penetration rate of 90 % to 70 % on average almost 90 % of all objects are included in the extended environment model. From a penetration rate of 60-50 % on, there is a small reduction of the detected objects to about 80 %. At a penetration rate of 40-10 %, a gradation is to be noted. In comparison, only 70 % vehicles in the surrounding model are shown here. These results were also confirmed in [25], [26]. If there is no v2x-capable vehicle in the threading lane, the ego-vehicle detects 68 % of all road users. This is a comparatively high ratio, as the motorway access lane does not take into account any structural shading by e.g. crash barriers or static objects such as bushes on the side of the road. Furthermore, the entry lane runs parallel to the main road for a very long time, so that objects are already detected there. If the highway feeder road would lead to the threading lane in a curve, the number of detected objects would be much lower.

B. EXTENDED ENVIRONMENT

In this experiment, we compared the position accuracy resulting from direct sensor measurement with the position accuracy resulting from the additional employment of v2x. As depicted in Fig. 7 the accuracy could be improved to...
0.7 m at 90% v2x penetration, compared to 1.4 m without v2x. Our rational for creating a fair setup for comparison in simulation is in order. In real world, the determination of the position of surrounding vehicles using sensors is subject to a delay caused by object detection technics. In case of radar sensors, this delay may be about 150 ms or higher. For the communication delay, we can assume a lower value of about 50 ms in real world. Both delays influence the position error in a different way. The communication delay impacts the absolute positioning and is, thus, sensitive to the absolute velocity of a vehicles. Given a velocity of about 100 km/h at highways, this delay causes a longitudinal position error of about 1.38 m. The sensor delay is sensitive to the relative velocity between the ego-vehicle and the detected object. The prediction model presented in Sec. III-D reduces the v2x related positioning error only, which would bias the comparison. We, therefore, decided to omit a sensor delay in simulation and to set the communication delay to 50 ms.

C. ROLE-BASED BEHAVIOR PREDICTION

For a successful merging process, the prediction quality of surrounding objects is also an important factor and can significantly improve the trajectory planning. In this work, the role-based motion prediction approach is investigated in comparison to a constant velocity model. The lateral prediction errors of the different approaches for prediction times ranging from 1 s to 3 s. As can be seen, the role based position prediction approach produces estimates with significantly smaller errors than the VLK model. Whereas in the original study [13] the median prediction error is given, we decided for the average errors. This is motivated, as we recognized that the median values are more subjected to noise because of our relatively small sample size. Hence we are refering to [13] for an in depth evaluation of the prediction module. Nevertheless, our evaluations show, that the RBB shows up a significantly improvement with respect to the lateral prediction error over all time horizons.

The longitudinal error is very similar between the two approaches. At a prediction horizon of 1 s it amounts approximately 2 m. At 2 s about 2.5 m and at 3 s about 3 m. But also here, the RBB approach has to be favored against the VLK model at all times, showing improved average errors approximately ranging from 0.25 to 0.5 m.

Besides, it is remarkable that the RBB has learned the right-hand drive law holding true in Germany. This can be concluded from single situations where vehicles are predicted to perform a lane change to the right if their right hand lane is not occupied.

As stated above an improved prediction module contributes to improve the planning of threading trajectories e. g. in a cooperative maneuver where the partner changes lanes and can therefore plan his trajectory better.

D. TRAJECTORY PLANING WITH EXTENDED ENVIRONMENT

In the following, we investigated the overall system with the modules extended environment and role-based neural net-
same way. Since the acceleration values change only slightly (0.33 m/s²) from 0% v2x to 80% v2x, this shows that the trajectory planner starts the acceleration early enough and can plan it very far in advance due to the extended environment model. Thus, the vehicle is brought to the right speed and position for threading very early.

VI. SUMMARY AND OUTLOOK

In this paper we present the benefits of v2v communication especially for the threading process. Using CAM and CPM extended environment models can be created, which can support the ego trajectory planning. We found that a v2v vehicle penetration of 10% can be used to cover 75% of the environment. With increasing number of v2x participants, of course, the penetration is increasing. With role-based prediction algorithms, which are based on neural networks, a very accurate prediction of maneuvers and future position can be made. A median prediction error of less than 0.4 m in lateral and 3 m in longitudinal direction for a prediction horizon of 3 s can be achieved. Thus, gaps in flowing traffic can be detected very well.

The overall integration also shows that the coupling of an extended environment model and a role-based prediction has a very positive effect on the comfort and safety during threading. In the future, these advantages could be supplemented with suitable Road-Side-Units (RSU) for highly frequented motorway entrances. This allows an almost ideal extension of the extended environment model, so that vehicles would benefit in the best possible way in terms of safety and comfort. Further work will now investigate how v2x cooperation maneuvers can be used to improve the on-ramp merging.
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