Spectrometer calibration for spectroscopic Fourier domain optical coherence tomography

MACIEJ SZKULMOWSKI, Szymon Tamborski, and Maciej Wojtkowski

Institute of Physics, Faculty of Physics, Astronomy and Informatics, Nicolaus Copernicus University, Grudziadzka 5, 87-100 Torun, Poland
maciej.szkulmowski@fizyka.umk.pl

Abstract: We propose a simple and robust procedure for Fourier domain optical coherence tomography (FdOCT) that allows us to linearize the detected FdOCT spectra to a wavenumber domain and, at the same time, determine the wavelength of light for each point of the detected spectrum. We show that in this approach it is possible to use any measurable physical quantity that has linear dependency on wavenumber and can be extracted from spectral fringes. The actual values of the measured quantity have no importance for the algorithm and do not need to be known at any stage of the procedure. As an example, we calibrate a spectral OCT spectrometer using Doppler frequency. The technique of spectral calibration can be in principle adapted to all kind of Fourier domain OCT devices.
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1. Introduction

Fourier domain Optical Coherence Tomography (FdOCT) [1] is a well-established imaging technique with micrometer resolution and high sensitivity [2]. State of the art devices allow for acquisition hundred thousand or millions light spectra per second in most common modalities of the technique: Spectral OCT (SOCT) [3] and Swept Source OCT (SSOCT) [4].
Due to the high acquisition speeds and high resolution it is not only used to morphological imaging but also to functional studies, such as blood velocity estimation [5–8], assessment of spectroscopic [9–11] or elastic properties of samples [12].

In order to achieve highest possible performance of the FdOCT systems it is necessary to have the registered spectra linearized in wavenumbers. This allows to maximize the axial resolution and sensitivity as well as minimize the sensitivity roll-off. The linearization of registered spectra in wavenumber domain is possible in two ways, either by acquisition of the spectra uniformly sampled in wavenumbers or by numerical linearization of the data registered in a measurement space. The former can be achieved in SOCT by use of linear-k spectrometers [13, 14] or light spectrum filtered with Fabry-Perot filters [15] and in SSOCT by use of external k-clocks [16] or tailored laser sources [17]. In most cases however, the spectra are not registered linearly in wavenumbers so prior to further processing have to be numerically linearized. A lot of effort has been put into construction of effective mapping algorithms [18]. The most common way of accurate mapping of function from the acquisition space to wavenumber space is to use phase of Hilbert transformed spectrum acquired with a mirror as a sample. In case no dispersion mismatch between the arms of the FdOCT interferometer is present, the phase of such fringes is linear in wavenumber so a mapping function can easily be found. A modification of this technique requires two measurements of a mirror placed in two different depth positions and allows to obtain dispersion free modulation of spectral fringes [19, 20], what greatly simplifies the adjusting procedure since dispersion mismatch is hard to be removed completely in real life interferometers. In principle, the linearization can be performed using any measurable quantity known to have linear dependency on wavenumbers. For example, the phase of the harmonically modulated light spectrum filtered by a Fabry-Perot filter has been used or frequency of the Doppler signal introduced by a moving mirror [21].

More accurate calibration is required in case of functional studies. Knowledge about wavelength of measured spectral fringes, although not necessary for reconstruction of structural images, is favorable in Doppler OCT and essential in spectroscopic OCT. In Doppler OCT calculations of axial velocity values require mean wavelength of used light source and determination of value of transverse velocity requires additionally spectral spread [22–24]. Now, to calibrate Doppler OCT the required values are taken from light source specifications, but this gives only approximate results since the effective light spectrum parameters change during propagation through optical elements of the setup and the sample. In spectroscopic OCT the requirement of exact mapping of wavelength to the registered spectral points is self-explanatory.

Existing techniques of mapping wavenumbers to points of registered spectra are based on various concepts. Spatial distribution of wavelengths on the detector points can be calculated directly from the spectrometer geometry [25, 26]. Although this approach has limited accuracy, it can be improved with the use of either an iterative correction techniques [27, 28] or narrow spectral lines from fiber Bragg gratings [29] and krypton lamp [30]. Comparison of spectra registered by a calibrated spectrum analyzer and by the spectrometer to be calibrated has been shown by Ding et al. [31]. Recently, additional light sources with narrow spectral lines from argon lamp have been used to assign wavenumbers to pixels in SOCT spectrometers by Kim et al. [32, 33]. In these two steps approaches zero-crossing detection is applied to single component spectral fringe signal to extract the distribution of spectrometer points equidistant in wavenumber space. This step is followed by calculation of absolute wavenumbers for all points of the detector using information provided either by calibration lamp with multiple spectral lines [33] or by recalculation of spectral range of the spectrometer from imaging range of the SOCT device [32]. Another interesting approach was presented by Faber et al. [21] where the Doppler frequency was introduced in data acquired during motion of a mirror used as a sample. Since the Doppler frequency for each pixel is a product of mirror velocity and wavenumber, it can be used to both spectrometer linearization and mapping.
wavenumbers to points of registered spectra. The precision of the mapping depends in this technique on the exact knowledge of the mirror velocity.

Among the aforementioned techniques the use of calibration lamps may seem to be the most straightforward way to calibrate a spectrometer. Although this approach is conceptually simple and provides sufficient precision, it has not become common in FdOCT community. Several reasons may be the cause of such situation. First of all, the necessity to use additional light source for calibration increases the overall cost and complexity of experimental setups, but most importantly, to provide good calibration accuracy such source should evenly cover the spectral range of the spectrometer with narrow spectral lines. As the fast development of imaging techniques based on FdOCT opens to new spectral ranges and new configurations of devices this requirement may be hard to achieve for a single source. Because difficulties in access to necessary calibration source could hinder the development of new devices, new techniques that use only data acquired with the FdOCT setup to be calibrated are desirable.

In this work we propose a method that has all the desired features for comprehensive spectral calibration technique for Fourier domain OCT spectra. It comprises linearization of spectra to wavenumber domain, removal of uncompensated dispersion and assignment of wavenumber to each point of the spectrum. The technique can use any physical quantity known to have linear dependence on wavenumber that can be derived from data measured by the FdOCT setup. The main difference between our approach and the previously reported ones is that here the actual values of this quantity do not need to be known, but can be also calculated during the process of calibration, what makes it particularly robust. The only parameter of the SOCT system that has to be precisely found is the depth imaging range, which can be easily and with high precision measured in a simple single additional experiment.

As example we calibrated a SOCT spectrometer equipped with a mirror in the sample arm of the interferometer (which is a standard approach during any SOCT setup characterization procedures). As the physical quantity we used Doppler frequency induced in each point of the detected spectrum by a motion of the sample arm mirror. To validate the results a set of spectral lines emitted by optical parametric oscillator was simultaneously registered by an optical spectrum analyzer and by the SOCT spectrometer calibrated with our technique.

2. Theory

The calibration procedure consists of two major steps. In the first step, the acquired SOCT spectra need to be linearized to provide equal distance between points in wavenumber domain. In the second step wavenumber is assigned to each point of the linearized spectrum. In principle, in both steps the same data set can be used since both steps require a physical quantity known to have linear dependence on wavenumber. But this is not a strict requirement and in practical solutions it may sometimes be useful to use different data at every step.

2.1. Linearization of FdOCT spectra in wavenumber domain

In a general case in the FdOCT setup, a single acquired interferometric signal is nonlinear due to two independent factors: nonlinear sampling of the spectra and uncompensated dispersion mismatch between the arms of the interferometer. Usual procedure of linearization of the signal is composed of two steps: resampling the spectra to wavenumber space followed by multiplication of the result by a complex vector to remove the impact of dispersion mismatch. The two components are independent and each of them can easily be found when the other effect is absent in the registered signal.

In the first step the phase is corrected for nonlinear sampling. In this step any physical quantity that is linearly depended on wavenumber and is possible to be detected with the spectrometer can be used. Having the values of the physical quantity registered for each point of the spectrum our approach presented by Gora et al. [34] can be applied to find the fractional values of points of the spectrum with equidistant wavenumbers. In brief,
A polynomial of a rank \( r \) is fit to find a relation between a number of spectral point \( n_i \) and the physical quantity \( n = P_{r}^{(r)}(q) \). Next, the values of \( q \) are found, for which the polynomial takes values of the number of the first and the last point of the spectrum: 
\[
P_{r}^{(r)}(q_{\text{first}}) = 0 \quad \text{and} \quad P_{r}^{(r)}(q_{\text{last}}) = N_k - 1,
\]
where \( N_k \) is the number of points in the spectrum. Fractional values of points for which the spectrum is equally spaced in wavenumbers (that for simplicity we call “resampling indexes”) may be calculated simply by:
\[
n_i = P_{r}^{(r)}\left(q_{\text{first}} + i \cdot \frac{q_{\text{last}} - q_{\text{first}}}{N_k - 1}\right),
\]
where \( i = 0, \ldots, N_k - 1 \). The final step is resampling the spectra to obtain its values for the resampling indexes.

The simplest quantity \( q \) that can be measured is the unwrapped phase of the registered spectral fringes acquired with a mirror as an object. Unfortunately, this phase is not only dependent on the optical path difference between the arms of the interferometer but also by the dispersion mismatch. Therefore, the impact of dispersion on the spectral fringes phase has to be removed. The straightforward approach is a careful hardware dispersion matching using blocks of glass inserted in the arms of the interferometer, but usually it is not sufficient to completely remove it. In 2008 to solve this problem Makita [20] and Wang [19] proposed to use the difference of phases calculated from two spectra acquired for two optical path differences. Such a phase difference does not depend on dispersion mismatch and allows to calculate the mapping function for linearization of the spectrometer.

Another possible quantity \( q \) is the Doppler frequency that appears in spectral fringes registered in time with constant motion of one of the mirrors in the experimental setup. This approach has been first used by Faber and al. in 2009 [21]. Since the Doppler frequency does not depend on the uncompensated dispersion it can be used directly as without any additional preprocessing.

Regardless the used quantity \( q \) an important problem is to find a proper rank \( r \) of the polynomial in Eq. (1). During this study we found that the rank need to be optimized, but even a trivial search procedure is effective enough and fast. For a chosen \( q \) we generate resampling indexes for different ranks of the polynomial. As optimal we choose the resampling indexes that lead to minimal resolution drop along z-axis.

In the second step of fringe phase linearization, after canceling the effect of nonlinear sampling, the impact of dispersion mismatch can be calculated and compensated. From a resampled spectra with only one frequency component, for example from a simple mirror, the unwrapped phase is extracted:
\[
\Phi(k) = 2\pi k + \phi_{\text{o}}(k).
\]
In this phase, it is assumed that the only source of nonlinearity is the uncompensated dispersion mismatch \( \phi_{\text{o}}(k) \). In order to find the nonlinear component from the fringes we fit the calculated phase with a line, which we subtract from phase described by Eq. (2):
\[
\phi_{\text{o}}(k) \equiv \Phi(k) - \text{linear.fit}(\Phi(k)).
\]
This phase difference is used to create complex valued dispersion corrector \( \exp(-i\phi_{\text{o}}(k)) \) which is multiplied with the previously resampled spectrum. As a final step a spectral shaping can be performed to reduce sidelobes in the point spread function of the system [26].
2.2. Linearization of FdOCT spectrum in time domain

Apart of the phase linearization in the wavenumber domain a similar linearization may also be needed to be performed in the time domain. Spectral data with frequency in time domain are gathered for example for purposes of spectrometer calibration in the method proposed by Faber et al. [21] and in the wavelength mapping procedure described in Section 2.4 below that bases on the Spectral and Time domain analysis. Although the sampling in time is equidistant, a nonlinearity in phase of spectral fringes along time may appear, caused by non-constant velocity of the mirror. Therefore, we apply the same procedure of spectrum resampling as for canceling the nonlinear sampling in wavenumber domain. To calculate the points for resampling it is sufficient to use directly the phase of time-dependent modulation caused by the moving mirror, since no time-dependent dispersion effect is present in the configuration. We take the unwrapped phase of time-dependent signal for one point of each spectra and perform similar procedure that led to Eq. (1). Next, we perform resampling along time axis for each wavenumber using the same resampling indexes. It has to be noted that since the resampling procedure preserves all the points of the resampled spectrum, the mean frequency before and after the procedure remains the same.

2.3. Mapping wavelength to spectrum points – general case

In a general case one needs to measure with the spectrometer to be calibrated any physical quantity \( q \) that linearly depends on wavenumber. It has to be noted, that in principle it may be the same quantity or even the same measurement that is used to linearize the spectra to wavenumber domain as shown in the previous subsections.

As shown by Szkulmowski et al. in [35] after linearization of the spectra fringes to wavenumber domain the value of the quantity \( q \) is extracted from \( i \)-th point of the spectrum and written as (see also Fig. 1(b)):

\[
q_i = \gamma_q \cdot k_i ,
\]

where, in general, neither factor \( \gamma_q \) nor wavenumbers \( k_i \) are known. The parameter \( \gamma_q \) can be expressed as ratio of the total spread \( \Delta Q \) of the measured quantity \( q \) to the total spectral range of the spectrometer \( \Delta K \) in wavenumber domain:

\[
\gamma_q = \frac{\Delta Q}{\Delta K}.
\]

The value of \( \Delta Q = q_{\text{max}} - q_{\text{min}} \) is taken from experiment, but the \( \Delta K \) is an unknown parameter, that we express using the imaging range of the FdOCT device \( z_{\text{max}} \) [32, 35]:

\[
z_{\text{max}} = \frac{\pi}{2\Delta k},
\]

where \( \Delta k = \Delta K/N_k \) is spectral spread per one point of the spectrum and \( N_k \) is the number of spectral points. Substituting Eq. (6) to Eq. (5) leads to expression for \( \gamma_q \) that depends only on measurable quantities:

\[
\gamma_q = \frac{\Delta Q}{2\pi} \frac{\Delta k}{N_k}.
\]

Now, the relation for wavenumber of the \( i \)-th spectrum point can be obtained by substituting Eq. (7) to Eq. (4) and rearranging:
and immediately we obtain also the expression for wavelength for \( i \)-th point of spectrum:

\[
\lambda_i = \frac{\Delta Q}{q_i} \cdot \frac{4z_{\text{max}}}{N_k}.
\]  

(9)

Important property of expressions given by Eq. (8) and Eq. (9) is that the ratio \( \Delta Q/q_i \) is dimensionless. Therefore, the actual values of the measured physical quantity \( q \) are not important. For example, if \( q \) is detected as a discrete quantity, \( \Delta Q/q_i \) can be calculated using simply indexes of points with no scaling. This property will be used in the following Section 2.4 where we will calibrate a spectrometer using Doppler frequencies induced by a moving mirror and use for calculations numbers of DFT points in the signal instead of actual Doppler frequencies.

2.4. Mapping wavelength to spectrum points – Doppler frequency as a mapping function

Let us imagine a simple experiment performed with Spectral OCT system where a single mirror moving with constant velocity \( v \) serves as sample. In such case the information carrying component of the detected spectral fringes can be written as follows:

\[
I(k, t) \equiv \cos(2(z + vt)k) = \cos(2z \cdot k + 2vk \cdot t),
\]  

(10)

where \( z \) is the initial position of the mirror with respect to the zero optical delay position, \( k \) is wavenumber and \( t \) stands for time. We can see that a time dependent frequency of fringes can serve as quantity \( q \). Let us therefore define:

\[
q_\omega = \gamma_\omega \cdot k = \omega_\omega = 2v \cdot k.
\]

(11)

The so called Doppler frequency \( \omega_\omega \) can easily be estimated by means of Fourier transformation applied to the time-dependent signal registered for each spectral point. Since Fourier transformation will also be used along wavenumber axis to retrieve phase of the fringes later in the article, it is convenient for us to explain the proposed method using calculation scheme of joint Spectral and Time domain OCT (STdOCT). The technique was introduced in 2008 for axial velocity estimation [36], and afterwards applied to complex ambiguity removal [37], vibration amplitude estimation [12], total flow calculations [24] and increasing image quality of morphological tomograms [38].

The STdOCT calculation scheme uses only Fourier transformations applied in both wavenumber and time directions. The possible transformations can be visualized on the STdOCT diagram as depicted in Fig. 1(a). Fourier transformation applied to each spectrum form \( k \)t plane along wavenumber axis transforms data to the depth space (zt plane), where time-dependent information on the position of the mirror \( \delta(z'-(z+vt)) \) can be extracted for each time moment. This is a standard procedure in any SOCT processing schemes. Fourier transformation applied to the data from \( k \)t plane along time axis transforms it to the \( k\omega \) plane, where information on the wavelength-dependent Doppler frequency is visible \( \delta(\omega' - \omega k) \).

Two consecutive Fourier transformations lead to \( z\omega \) plane, where simultaneously information about position and Doppler frequency can be extracted. In this work, to map wavelength to the points of detected spectra, only information extracted from \( zt \) plane and \( k\omega \) plane will be used, and parameters used in the calculations are presented in Fig. 1.
Fig. 1. Parameters used in spectrometer mapping using Doppler frequency. a. STdOCT diagram. Presented data are obtained from the moving mirror experiment. Red dotted lines mark the zero optical delay (vertical) and zero velocity delay (horizontal). Data plotted in all panels are the real valued amplitudes of spectra (kt plane) or its Fourier transforms (other planes). b. kω panel of the STdOCT diagram with the detected Doppler frequency marked as a blue line. \(D_{\text{min}}\) and \(D_{\text{max}}\) are minimal and maximal Doppler frequencies detected from the spectra; \(\Delta \omega = \omega_{\text{max}} - \omega_{\text{min}}\) is the Doppler frequency spread; \(n_{\omega_{\text{min}}}\) and \(n_{\omega_{\text{max}}}\) are positions of \(\omega_{\text{min}}\) and \(\omega_{\text{max}}\) in units of Fourier transform points; \(n_{\omega_{i,j}}\) is the position of Doppler frequency value of \(i\)-th spectrum point in units of Fourier transform points; \(k_i\) – value of \(k\) for \(i\)-th spectrum point; \(\Delta K = k_{\text{max}} - k_{\text{min}}\) – spectral spread of the spectrometer; \(N_k\) – number of points in spectrum; \(N_{\omega}\) – number of points in Doppler frequency axis.

By analogy to Eq. (8) using Eq. (11) we can write:

\[
k_i = \frac{\omega_{\text{D},i}}{\Delta \omega} \cdot \frac{\pi N_k}{2 z_{\text{max}}}
\]

(12)

where \(\omega_{\text{D},i}\) is Doppler frequency for \(i\)-th point of the spectrum and \(\Delta \omega\) is the Doppler frequency spread over all the spectral range registered by the spectrometer. As previously, also the relation for wavelength can be obtained:

\[
\lambda_i = \frac{\Delta \omega}{\omega_{\text{D},i}} \cdot \frac{4 z_{\text{max}}}{N_k}.
\]

(13)

It has to be noted that the Doppler frequency is most commonly obtained using discrete Fourier transformation (DFT) with the Doppler frequency in \(j\)-th DFT bin given by \(\omega_{\text{D},j} = n \cdot \Delta \omega\), with \(\Delta \omega\) being the frequency increment per DFT bin. Since \(\Delta \omega\) is present in both \(\Delta \omega\) and \(\omega_{\text{D,j}}\) it can be reduced and the calculations performed using DFT bin values.

Simultaneously with spectral calibration it is possible to find the unknown value of mirror mean velocity. From Fig. 1(b) we can find the Doppler frequency spread \(\Delta \omega\):

\[
\Delta \omega = \omega_{\text{D,\text{max}}} - \omega_{\text{D,\text{min}}} = 2 \pi k_{\text{max}} - 2 \pi k_{\text{min}} = 2 \pi N_k \Delta k.
\]

(14)

After combining Eq. (14) with Eq. (6) expression for mean velocity \(v\) can be given:

\[
v = \Delta \omega \cdot \frac{z_{\text{max}}}{\pi N_k}.
\]

(15)
3. Materials

3.1. SOCT setup

In the experiments we used supercontinuum light source (SuperK Power, NKT Photonics). The beam was split by the dichroic filter (Split, NKT Photonics) into visible and infrared channels. The light from the infrared channel (spectral range 690-1200 nm) was coupled to the fiber patchcord (Fiber Delivery FD3, NKT Photonics, spectral range 600-900 nm) and delivered to the experimental setup. The power at the input of the system was 16 mW.

The SOCT measurements were performed with use of the Michelson interferometer, see Fig. 2(a). The light from the light source was introduced to the fiber coupler of asymmetrical splitting ratio that transferred 70% of total light power to the interferometer. There the collimated beam was bifurcated by the beamsplitting cube into ARM 1 and ARM 2 arms. In ARM 1 dispersion compensation glass was placed to equalize the dispersion effects between ARM 1 and ARM 2. ARM 1 was terminated by the lens focusing the beam on the mirror fixed to the piezo-actuator (Physik Instrumente, Germany, 60 µm travel range). The actuator and the lens were mounted on the single-axis micrometer-precision translation stage (Thorlabs, USA) enabling setting up of optical path length difference between ARM 1 and ARM 2. In ARM 2 the beam passed through the variable neutral density filter, the focusing lens and was reflected back by the mirror.

Spectrometer used at detection side of the system was designed and optimized to work with the spectrum of the light as wide as 260 nm (spectral range: ~690 nm-950 nm). It was arranged in Littrow single-lens setup with high-performance collimator at the fiber output (Tele-Xenar 2.2/70 mm Schneider Kreuznach, Germany), 1200 lp/mm highly efficient holographic diffraction grating with 830 nm antireflective coating (Wasatch Photonics, USA) and 100 mm focal length achromatic doublet (Thorlabs, USA). The light was detected by the single line camera (e2v, SM2 CL 2014, United Kingdom) with 2048 pixels and with 32 µs repetition time.

3.2. Validation procedure

The accuracy of the calibration method was verified with the use of the reference procedure involving well-defined spectral lines, see Fig. 2(b). To produce the marker lines we used tunable laser (fs-Emerald, APE, Germany, spectral range of the signal wavelength: 690-980 nm). The wavelength was tuned by means of adjustment of temperature of the crystal in optical parametric oscillator (OPO). The light from the source was coupled to the fiber patchcord and split by the fiber coupler (AC Photonics, USA, splitting ratio 50/50). One channel was connected directly to the spectrometer, second channel – to the optical spectrum analyzer.
analyzer (OSA, Yokogawa AQ6370B, Japan). The spectral resolution of the OSA is equal to 0.02 nm.

4. Results and discussion

In all the SOCT measurements mirrors were mounted in both arms of the interferometer. In order to show the calibration technique we have registered sets of data of four kinds acquired within 4 hours to minimize possible temporal drift of the spectrometer spectral range:

1. Data set 1. 60 images of the mirror moved by 20 μm along the whole in depth imaging range of the SOCT setup. The optical path difference was changed using a micrometer stage. At each position 1000 spectra were collected and averaged using complex averaging to increase signal-to-noise ratio (SNR) [38]. This data were used to linearize spectral fringes in wavenumber domain (Eq. (1) with \( q \) being phase difference as in Makita [20] and Wang [19] approaches), to calculate uncompensated dispersion and to find the imaging range \( z_{\text{max}} \).

2. Data set 2. 11 measurements acquired with one mirror mounted on a piezotransducer and moving with an unknown and nonlinear velocity. The nonlinearity of motion was caused by inertia of the mirror driven with saw tooth voltage. For each velocity 512 spectra were acquired during one-directional movement of the mirror. The velocities were chosen to be different in each measurement and to obey a rule not to exceed the maximal velocity measurable in the SOCT setup. Spectral fringes in these data sets were linearized in time domain (Eq. (1) with \( q \) being time-dependent phase for one wavelength), used to linearize spectral fringes in wavenumber domain (Eq. (1) with \( q \) being Doppler frequency as in Faber [21] approach) and to calculate wavenumber and wavelength for each point of the spectrum (Eqs. (13)-(14)).

3. Data sets 3&4. 13 OCT measurements of spectrally narrow lines from Optical Parametric Oscillator (OPO) covering spectral range from approximately 700 nm to 940 nm. The light was acquired simultaneously by SOCT spectrometer (Data set 3) and Optical Spectrum Analyzer (OSA, Data set 4). These data were used to verify the accuracy of spectral mapping.

The first step of spectrometer calibration is linearization of the spectra in wavenumber domain as described in Section 2.1. The above sets of data give two possible paths to linearize spectra to wavenumber domain which we compare below to find the more precise one.

In the first path (named Path 1 for simplicity), we obtain \( q \) values from images of mirror by following the Wang-Makita approach: we take five mirror images with highest signal-to-noise ratio (SNR) from Data set 1 and bandpass filter them to remove the DC signal along with the complex conjugate components. Next for each pair of the resulting complex spectral fringes we find the difference between phases which, after phase unwrapping, serve as \( q \) values for Eq. (1).

In the second path (named Path 2) we obtain \( q \) values from Doppler frequency in time dependent fringes from Data set 2 following a modified Faber approach. At first, each measurement is resampled in time to compensate for the nonlinear motion of the mirror as described in Section 2.2. This procedure is repeated for each measurement from Data set 2 separately. Next, to find the \( q \) values, the resampling in time procedure is followed by Fourier Transformation along time axis (what is equivalent to moving from \( k_t \) plane to \( k_w \) plane in the STdOCT diagram). As \( q \) values serve the positions (in DFT units) of the Doppler frequency.

In the second step the \( q \) values obtained by either Path 1 or Path 2 are used to calculate the resampling indexes using Eq. (1). The optimization procedure is used to find the optimal rank \( r \) of the polynomial as described in Section 2.1. As optimal rank \( r \) of the polynomial we have chosen the one that results in resampling indexes that minimize the resolution drop in the
range from zero to approximately 1 mm of optical path difference (OPD). It has to be noted that in our setup the images of the mirror beyond approximately 1 mm are distorted due to the fact that parts of the spectral fringes from the side of higher wavenumbers cross the Nyquist limit. As a result, those images have only a part of the energy concentrated in the main lobe of the image and, consequently, lower amplitude and distorted width.

At this stage of the procedure we have 4 resampling indexes from Path 1 and 11 resampling indexes from Path 2. Figure 3(a) shows the difference between the mean of the resampling indexes and the resampling indexes calculated with different $q$ values (Wang-Makita approach vs. Faber approach). It can be seen that after resolution drop optimization the resampling indexes obtained using different methods and different data sets are almost identical. The maximal difference between the mean indexes is approximately 1 pixel, while the standard deviation is smaller than 1.2 pixel for Wang-Makita approach (Path 1) and 2.6 pixel for Faber approach (Path 2).

To calculate the total imaging range we take advantage of the fact that the relative physical position of the mirror in Data set 1 is known from readings of the micrometer stage. Therefore, the imaging range of the SOCT setup can be calculated by fitting those positions to mirror position read from SOCT data. For proper reading of mirror positions from SOCT data the spectra from need to be resampled with optimized resampling Indexes and corrected for uncompensated dispersion. The imaging range obtained with resampling indexes from Path 1 is equal to $1306.80 \pm 2.12 \ \mu m$, while this obtained with resampling indexes from Path 2 is equal to $1308.90 \pm 1.76 \ \mu m$.

To map wavelengths to spectral points in both Paths we used measurements from Data set 2 already resampled in time as described earlier in this subsection. Next, the data from Data set 2 were resampled again to linearize them in wavenumber domain.

In Path 1 we first choose one measurement from Data set 2 and resample it to wavenumber domain with each of the 11 resampling indexes. In Path 2 for each measurement from Data set 2 we use the resampling indexes calculated from the same measurement. In both Paths, the imaging range is calculated from the Data set 1 resampled using the same resampling indexes as for resampling of Data set 2 measurements.

In both Paths when processing data chosen from Data set 2, after all linearizations, we Fourier transform the spectra along time axis to $k_\omega$ plane using FFT with zeropadding to 1024 points. Next, we find the positions of the peak frequency for each data pixel along the wavenumber axis. The position of the peak along frequency axis used in calculations is in units of FFT bins, no recalculations to any physical value is performed. Next, we fit the peak positions with a line according to the assumption from Eq. (4) and Eq. (11). At last, we insert
as $n_{Dr}$ the values of the fitted line (calculated for all points along the wavenumber axis) to the Eq. (12) and Eq. (13) to obtain values of wavenumber and wavelength for all the points along the wavenumber axis. Figure 3(b) shows comparison of the wavelength calculations using both described paths. In Path 1 we have four different results with maximal standard deviation equal 0.33 nm. In Path 2 we have 11 results with maximal standard deviation equal 0.23 nm. The maximal difference between the mean values is equal 0.28 nm.

To validate obtained results we overlay spectrally narrow spectral lines obtained from Optical Parametric Oscillator (OPO) acquired simultaneously with Optical Spectrum Analyzer (OSA) and by the OCT spectrometer. All the lines have amplitude normalized to unity for sake of clarity. The OCT acquired data (Data set 3) are first resampled using the resampling indexes calculated by following Path 1 and Path 2 and are plotted in Fig. 4(a) as a function of wavelengths found using the same resampling indexes. Data from Data set 4 are overlaid on the same plot as a function of wavelength read from OSA. Figures 4(c)-4(e) show single lines in more detail along with wavelength error shown in Fig. 3(b).

In the next step we found the displacement in wavelengths of the lines imaged by OSA and SOCT spectrometers by means of cross correlation of the images. The result is plotted in Fig. 4(b). It can be seen that the difference of mean wavelengths obtained with the two Paths
are almost identical: mean difference between centers of mass of spectral lines obtained from SOCT data and from OSA data is equal 0.12 nm for Path 1 and 0.13 nm for Path 2 with RMS equal to 0.25 nm for Path 1 and 0.30 nm for Path 2. This result suggests that the procedure with higher reliability is the one where the resampling indexes are calculated using the modified Wang-Makita approach extended with resampling indexes optimization along with dispersion calculation and compensation. Obtained accuracy of wavelength to pixel assignment is comparable to values 0.12-0.22 nm reported for calibration with other methods using Doppler frequency [21] or a set of spectrally narrow lines [32]. The advantage of our method is that it does not require neither precise knowledge about mirror velocity nor any additional light source. Moreover, an important advantage is the resistance of the method to nonlinear velocity of the sample mirror. As a result, the spectral calibration may be easily performed with good accuracy with any device that can continuously displace the mirror in the sample arm.

5. Conclusions

We proposed and tested a robust technique of wavelength mapping of the SOCT spectra that uses solely data acquired by the spectrometer to be calibrated. The procedure can in principle use any physical quantity that is linear in wavenumbers and can be measured using the spectrometer to be calibrated. The actual value of the physical quantity used for calibration is not necessarily to be known at any stage of the procedure and can be set with little care, what increases the robustness of the technique.

The presented wavelength mapping technique requires spectral fringes acquired by the spectrometer to be linear in wavenumber domain. This requirement can be fulfilled in the spectrometers by numerical postprocessing. For the purpose of comprehensiveness of the approach we show an optimization procedure that minimizes resolution drop as a function of depth and removes effects of nonlinear sampling and uncompensated dispersion on the SOCT spectra. The wavelength mapping method requires only one additional physical parameter of the SOCT setup that has to be measured: the depth imaging range. This is the strong advantage of the proposed approach since the depth imaging range is one of the SOCT setup properties that can be assessed with ease using simple calibrated mechanical stages.

Both steps of the procedure, namely linearization of spectra to wavenumber domain with dispersion compensation and wavenumber to pixel mapping, may use any (the same or different) physical quantity with values linear in wavenumber domain that can be detected by the spectrometer to be calibrated. In this work we showed that the Doppler frequency induced by a mirror moving in the sample arm of SOCT spectrometer can serve as calibration quantity. The motion of the mirror can be nonlinear as application of a simple resampling technique allows to extract the mean Doppler frequency with sufficient precision. The whole calibration of the spectrometer including wavenumber linearization and wavelength calibration can be performed using only two SOCT sets of measurements: one obtained with the sample arm mirror positioned over all imaging range (to calculate the imaging range and to be used in the procedure to optimize the resolution drop) and the second one with the sample arm mirror moving with linear or nonlinear velocity. We show that using such data, two different paths of calculation yield almost identical wavelength to pixel mappings.

In principle the technique can be applied to any FdOCT setup including Swept Source OCT devices.
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