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Abstract. Attenuated Radon projections with respect to the weight function \( W_\mu(x, y) = (1 - x^2 - y^2)^\mu^{-1/2} \) are shown to be closely related to the orthogonal expansion in two variables with respect to \( W_\mu \). This leads to an algorithm for reconstructing two dimensional functions (images) from attenuated Radon projections. Similar results are established for reconstructing functions on the sphere from projections described by integrals over circles on the sphere, and for reconstructing functions on the three-dimensional ball and cylinder domains.

1. Introduction

Computer tomography (CT) offers a non-invasive method for 2D cross-sectional or 3D imaging of an object. In a typical CT application, the distribution of the attenuation coefficient through a body from measurements of x-ray transmission is estimated and used to reconstruct an image of the object. The mathematical foundation of CT is Radon transform. Let \( f \) be a function defined on the unit disk \( B^2 \) of the \( \mathbb{R}^2 \) plane. A Radon transform of \( f \) is a line integral,

\[
R_\theta(f; t) := \int_{I(\theta, t)} f(x, y) \, dx \, dy, \quad 0 \leq \theta \leq 2\pi, \quad -1 \leq t \leq 1,
\]

where \( I(\theta, t) = \{(x, y) : x \cos \theta + y \sin \theta = t\} \cap B^2 \) is a line segment inside \( B^2 \). An essential problem in CT is to reconstruct the function \( f \) from its Radon projections. An algorithm amounts to an approximation to \( f \) that uses values of \( R_\theta(f; t) \) from a finite set of parameters \((\theta, t)\).

The attenuation of an x-ray beam is dependent on the energy of each photon. A line integral as defined in (1.1) represents a monochromatic x-ray. In practice, however, an x-ray is usually polychromatic, meaning that it consists of photons with different energies. This could lead to artifacts in the reconstruction; see, for example, [3] Chapt. 4. A polychromatic x-ray is represented by the so-called attenuated Radon projections for which the integral is taken against \( \exp(-\alpha_\theta(x, y)) \, dx \, dy \), where \( \alpha_\theta(x, y) \) is a given function, instead of \( dx \, dy \). Attenuated Radon transform appears in, for example, emission tomography [7]. The reconstruction algorithms for attenuated Radon data have been derived from Novikov’s inversion formula ([10] and [8]). See also the recent survey in [3] in this direction.
In the present paper we consider the special case that $\exp\{-\alpha(x, y)\}$ is given, or can be approximated, by the function
\begin{equation}
W_\mu(x, y) = (1 - x^2 - y^2)^{\mu-1/2}, \quad (x, y) \in B^2,
\end{equation}
where $\mu \geq 0$; in other words, $\alpha(x, y) = -(\mu - 1/2) \log(1 - x^2 - y^2)$. The attenuated Radon transform, denote by $R_\mu^\alpha$, then takes the form
\begin{equation}
R_\mu^\alpha(f; t) := \int_{I_{t,t}} f(x, y) W_\mu(x, y) dxdy, \quad 0 \leq \theta \leq 2\pi, \quad -1 \leq t \leq 1.
\end{equation}

Clearly this is just a special case of the attenuated Radon transform. This case, however, appears to be useful in understanding the effect of monochromatic and polychromatic x-rays. In this regard let us mention the classical example of the water phantom in a skull in [4, p. 121], which demonstrated that beam hardening causes an elevation in CT numbers for tissues close to the skull bone. The attenuated Radon transform defined in (1.3) models the boundary behavior of the x-rays differently.

Our approach is based on orthogonal polynomial expansions on $B^2$. Let $\mathcal{V}_\mu^2(W_\mu)$ denote the space of orthogonal polynomials with respect to the weight function $W_\mu$ on $B^2$. It is well known that
\begin{equation}
L^2(B^2, W_\mu) = \sum_{k=0}^{\infty} \bigoplus \mathcal{V}_k^2 : \quad f = \sum_{k=1}^{\infty} \text{proj}_k^\mu f,
\end{equation}
where $\text{proj}_k^\mu f$ is the projection of $f$ on $\mathcal{V}_k^2(W_\mu)$. The infinite series holds in the sense that the sequence of the partial sums
\begin{equation}
S_n^\mu(f; x, y) := \sum_{k=0}^{n} \text{proj}_k^\mu f(x, y), \quad n \geq 0,
\end{equation}
converges to $f$ as $n \to \infty$ in $L^2(B^2, W_\mu)$ norm. The partial sum $S_n^\mu f$ provides a natural approximation to $f$. It turns out that there is a remarkable connection between $S_n^\mu f$ and the attenuated Radon transforms, which states that
\begin{equation}
S_{2m}^\mu f(x, y) = \sum_{\nu=0}^{2m} \int_{-1}^{1} R_\nu^\mu(f; t) \Phi_\nu(t; x, y) dt, \quad \phi_\nu = \frac{2\nu\pi}{2m + 1},
\end{equation}
where $\Phi_\nu$ are polynomials of two variables given by explicit formulas. This representation provides a simple and direct access to attenuated Radon data. For the ordinary Radon transforms ($\mu = 1/2$), this was discovered recently in [10]. Applying an appropriate quadrature formula to the integrals in the expression leads to an approximation to $f$ that uses discrete attenuated Radon projections. One important feature of the algorithm is that polynomials up to a certain degree are reconstructed exactly, which guarantees that the algorithm has a fast rate of convergence. Such an algorithm can be easily implemented numerically. For the ordinary Radon transforms, the algorithm is named OPED (Orthogonal Polynomial Expansion on the Disk) and it has proved to be a highly effective method [17, 18].

There are other expressions in the spirit of (1.4). In order to prove them, we need to study orthogonal expansions in terms of orthogonal polynomials with respect to $W_\mu(x, y)$ on $B^2$. The case $\mu = 1/2$ is easier since an orthonormal basis for $\mathcal{V}_k^2(W_{1/2})$ is known to be $U_k(x \cos \frac{j\pi}{k+1} + y \sin \frac{j\pi}{k+1}), \quad 0 \leq j \leq k$. No such convenient orthonormal basis is available for $\mu \neq 1/2$. 
There is another advantage for considering the attenuated Radon transform \( R^\mu_t(f; t) \). It is known that there is a close relation between orthogonal polynomials on the unit ball and those on the unit sphere, which allows us to establish analogous results on the unit sphere \( S^2 \). In particular, the case \( \mu = 0 \) on \( B^2 \) can be used to show that we can reconstruct a function \( f \) from its integral projections

\[
Qf(\zeta; t) = \int_{(x, \zeta) = t} f(x) d\omega(x), \quad 0 \neq \zeta \in S^2, \quad -1 \leq t \leq 1,
\]

where \( x = (x_1, x_2, x_3) \) and \( d\omega \) is the surface measure on \( S^2 \). Reconstruction from such spherical transforms has been studied in the literature, see [9].

From the disk \( B^2 \) we can also extend the results to the unit ball \( B^3 \) and to cylinder domains in \( \mathbb{R}^3 \), taking Radon projections on parallel disks in each case. It turns out, however, that there is an important difference between the ball and the cylinder. For the cylinder domain, all results obtained in the disk can be extended without problem. For the unit ball, however, we still have an analogue of (1.4) but the reconstruction algorithm may no longer work as efficient as in the cylinder case. The problem is that the operator produced by the algorithm no longer preserves polynomials.

For the algorithm on \( B^2 \), we provide a numerical example in Section 2, which reconstructs a 2D phantom image for three different values of \( \mu \). For the transform on the sphere and the 3D transforms on the ball and on the cylinder domain, we will content with deriving the algorithms and will not discuss convergence or the performance of the algorithms at this time.

The paper is organized as follows. In the following section we consider the reconstruction and approximation on the unit disk \( B^2 \) from attenuated Radon projections. This section is divided into several subsections, the last one includes the numerical example. In Section 3 the results on \( B^2 \) are transplanted to those on the surface \( S^2 \), while the attenuated Radon projections become weighted spherical transforms. The analogous results are then established for the unit ball \( B^3 \) in Section 4 and for the cylinder domain in Section 5.

2. Reconstruction and Approximation on the Unit Disk

Let \( \Pi^d \) denote the space of polynomials of \( d \) variables and let \( \Pi^d_n \) denote the subspace of polynomials of total degree \( n \) in \( \Pi^d \), which has dimension \( \dim \Pi^d_n = \binom{n+d}{d} \). We set \( \Pi_n := \Pi^d_1 \). In this section we mainly work with the case \( d = 2 \).

2.1. Orthogonal Polynomials on the Unit Disk. Let \( W_\mu \) be the weight function defined in (1.2). Let \( \mathcal{V}^2_k(W_\mu) \) denote the space of orthogonal polynomials of degree \( k \) on \( B^2 \) with respect to the inner product

\[
\langle P, Q \rangle_\mu = a_\mu \int_{B^2} P(x, y) Q(x, y) W_\mu(x, y) dxdy, \quad a_\mu = (\mu + 1/2)/\pi,
\]

where \( a_\mu \) is the normalization constant of \( W_\mu \), \( a_\mu = 1/ \int_{B^2} W_\mu(x) dx \). Thus, \( P \in \mathcal{V}^2_k(W_\mu) \) if \( P \) is of degree \( k \) and \( \langle P, Q \rangle_\mu = 0 \) for all \( Q \in \Pi^2_{k-1} \). We note that elements in a basis for \( \mathcal{V}^2_k(W_\mu) \) may not be orthogonal with respect to each other according to our definition. A basis for \( \mathcal{V}^2_k(W_\mu) \) is called orthonormal if the elements in the basis are mutually orthogonal and \( \langle P, P \rangle_\mu = 1 \).

The reproducing kernel of the space \( \mathcal{V}^2_k(W_\mu) \) plays an important role in our development. In terms of an orthonormal basis \( \{P_j : 0 \leq j \leq k \} \) of \( \mathcal{V}^2_k(W_\mu) \), the
reproducing kernel satisfies

\begin{equation}
(2.1) \quad P_k(W_\mu; x, y) = \sum_{j=0}^{k} P_j(x) P_j(y).
\end{equation}

The kernel is independent of the choice of the bases of \( V^2_\mu(W_\mu) \). In fact, a compact formula for this kernel can be given in terms of the Gegenbauer polynomial \( \Pi_{k} \),

\begin{equation}
(2.2) \quad P_k(W_\mu; x, y) = \frac{k + \mu + 1/2}{\mu + 1/2} \delta_{\mu-1} \\
\times \int_{-1}^{1} C_{k}^{\mu+1/2} \left( (x, y) + \sqrt{1-\|x\|^2}e^{-\|y\|^2} t \right) (1-t^2)^{\mu-1/2} dt
\end{equation}

for \( \mu > 0 \), the formula also holds for \( \mu = 0 \) upon taking limit \( \mu \to 0 \). Here and in the following, the Gegenbauer polynomials \( C_{k}^{\lambda}(s) \) are orthogonal with respect to \( (1-s^2)^{\lambda-1/2} \) on \([-1, 1]\),

\begin{equation}
(2.3) \quad c_{\lambda-1/2} = \int_{-1}^{1} C_{k}^{\lambda}(s) C_{l}^{\lambda}(s) (1-s^2)^{\lambda-1/2} ds = \frac{\lambda(2\lambda)_k}{(k+\lambda)_k} \delta_{k,l} := h_{k},
\end{equation}

where \( c_{\lambda-1/2} := \Gamma(\lambda + 1)/\sqrt{\pi \Gamma(\lambda + 1/2)} \) is the normalization constant of the weight function \( (1-s^2)^{\lambda-1/2} \) on \([-1, 1]\), and \( (a)_k := a(a+1)\cdots(a+k-1) \). For \( \mu = 1/2 \), \( C_{k}^{\mu+1/2}(s) = U_k(s) \) is the Chebyshev polynomial of the second kind.

For the weight function \( W_{1/2}(x) = 1 \), it is known \( \Pi_{k} \) that the set \( \{ U_k(x \cos \theta + y \sin \theta, y) : 0 \leq j \leq k \} \)
forms an orthonormal basis of \( V^2_\mu(W_{1/2}) \). The elements of this basis are the so-called ridge functions. In general, given an angle \( \phi \) and a polynomial \( p \in \Pi_k := \Pi_k \), a ridge function is defined by

\[ p(\phi; x, y) := p(x \cos \phi + y \sin \phi), \quad \phi \in [0, 2\pi]. \]

It is easy to see that \( p(\phi; x, y) \) is a polynomial in \( \Pi_k \) as well. The functions \( \{ C_{k}^{\mu+1/2}(\theta_j, x, y) : 0 \leq j \leq k \} \), where \( \theta_j = j\pi/(k + 1) \), form a basis for \( V^2_\mu(W_{1/2}) \), albeit not an mutually orthogonal one (see, for example, \( \Pi_{k} \)). The lack of orthonormal ridge basis in the case of \( \mu \neq 1/2 \) makes the results for attenuated Radon transform more difficult, as we shall see below.

We call a polynomial \( P \in \Pi_k \) of one variable \textit{symmetric} with respect to the origin if \( P \) is even when \( k \) is even, and \( P \) is odd when \( k \) is odd. It is known that \( C_{k}^{\mu+1/2}(t) \) is symmetric with respect to the origin. The ridge polynomials arising from such a polynomial turn out to satisfy a remarkable relation.

\textbf{Proposition 2.1.} For \( n \geq 0 \) and \( k \leq n \), the identity

\begin{equation}
(2.4) \quad \frac{1}{n+1} \sum_{\nu=0}^{n} U_k \left( \frac{\nu\pi}{n+1}; \cos \theta, \sin \theta \right) P_k \left( \frac{\nu\pi}{n+1}; x, y \right) = P_k(\theta; x, y)
\end{equation}

holds for all polynomials \( P_k \in \Pi_k \) that are symmetric with respect to the origin.

\textbf{Proof.} The proof uses the following elementary trigonometric identities

\begin{equation}
(2.5) \quad \sum_{\nu=0}^{n} \sin \frac{2\nu\pi}{n+1} = 0 \quad \text{and} \quad \sum_{\nu=0}^{n} \cos \frac{2\nu\pi}{n+1} = \begin{cases} n + 1, & \text{if } k = 0 \mod n + 1 \\
0, & \text{otherwise} \end{cases}
\end{equation}
that hold for all nonnegative integers \(k\). Let us prove the case \(k = 2l\). We follow the proof of Proposition 2.3 in [10]. The polynomial \(P_k\) can be written as a linear combination of \(U_{k-2j}\) for \(0 \leq 2j \leq k\). Consequently, we can write \(P_{2l}(\theta; x, y)\) as

\[
P_{2l}(\theta; x, y) = P_{2l}(r \cos(\theta - \phi)) = \sum_{j=0}^{l} b_j(r) \cos 2j(\theta - \phi)
\]

in polar coordinates \(x = r \cos \phi\) and \(y = r \sin \phi\), where \(b_j(r)\) is a polynomial of degree \(2j\) in \(r\). Furthermore, we know that

\[
U_{2l}(\theta; \cos \phi, \sin \phi) = U_{2l}(\cos(\theta - \phi)) = \sum_{j=0}^{l} d_j \cos 2j(\theta - \phi)
\]

where \(d_0 = 1\) and \(d_j = 2\) for \(j \geq 1\). The identities (2.3) and the product formula of the cosine function shows that

\[
\frac{1}{n+1} \sum_{\nu=0}^{n} \cos 2i(\theta - \frac{\nu \pi}{n+1}) \cos 2j(\phi - \frac{\nu \pi}{n+1}) = \begin{cases} 
0, & \text{if } i \neq j, \\
\frac{1}{2} \cos 2j(\theta - \phi), & \text{if } 0 < i = j \leq n, \\
1, & \text{if } i = j = 0.
\end{cases}
\]

Let us denote by \(I_{2l}\) the left hand side of (2.4). The above trigonometric identity implies immediately that, for \(0 \leq 2l \leq n\),

\[
I_{2l} = \sum_{i=0}^{l} d_i \sum_{j=0}^{l} b_j(r) \frac{1}{n+1} \sum_{\nu=0}^{n} \cos 2i(\theta - \frac{\nu \pi}{n+1}) \cos 2j(\phi - \frac{\nu \pi}{n+1})
\]

\[
= \sum_{j=0}^{l} b_j(r) \cos 2j(\theta - \phi) = P_{2l}(r \cos(\theta - \phi)) = P_{2l}(\theta; x, y).
\]

This completes the proof for the case \(k = 2l \leq n\). The case \(k = 2l - 1\) is similar. \(\Box\)

In (2.4) the summation is over angles, \(\nu \pi/(n+1)\), that are equally spaced in the interval \([0, \pi]\). In the case that \(n\) is even, the angles can be arranged as equally spaced angles in \([0, 2\pi]\) by using the fact that

\[
\cos \left(\frac{(2k+1)\pi}{2m+1}\right) = -\cos \left(\frac{(2m+2k)\pi}{2m+1}\right) \quad \text{and} \quad \sin \left(\frac{(2k+1)\pi}{2m+1}\right) = -\sin \left(\frac{(2m+2k)\pi}{2m+1}\right).
\]

The result is the following proposition proved in [10] for \(P_k\) being the Chebyshev polynomial of the second kind.

**Proposition 2.2.** For \(m \geq 0\) and \(k \leq 2m\), the identity

\[
\frac{1}{2m+1} \sum_{\nu=0}^{2m} U_k \left(\frac{2\nu \pi}{2m+1}; \cos \theta, \sin \theta\right) P_k \left(\frac{2\nu \pi}{2m+1}; x, y\right) = P_k(\theta; x, y)
\]

holds for all polynomials \(P_k \in \Pi_k\) that are symmetric with respect to the origin.

There are many orthonormal bases of \(V_k^2(W_\mu)\) that are known explicitly (see [2]). One that is particularly useful for us is given in terms the polar coordinates

\[
x = r \cos \phi, y = r \sin \phi, \quad 0 \leq r \leq 1, \quad 0 \leq \phi \leq 2\pi,
\]

and Jacobi polynomials [2] Prop. 2.3.1]. Let \(p_n^{(\alpha, \beta)}(t)\) denote the orthonormal Jacobi polynomials, that is,

\[
c_{\alpha, \beta} \int_{-1}^{1} p_n^{(\alpha, \beta)}(t)p_{m}^{(\alpha, \beta)}(t)(1-t)^{\alpha}(1+t)^{\beta} dt = \delta_{m,n}, \quad m, n = 0, 1, 2, ...
\]
where $c_{\alpha, \beta}$ is the normalized constant so that $c_{\alpha, \beta} \int_{-1}^{1} (1 - t)^{\alpha} (1 + t)^{\beta} dt = 1$.

**Proposition 2.3.** For $\varepsilon \leq 0$ or $1$, define the polynomials $P_{l, \varepsilon}^{k}$ by

\[
P_{l, \varepsilon}^{k}(x, y) = h_{l,k} p_{l}^{(\mu + \frac{1}{2}, k - 2l)}(2r^{2} - 1) r^{k - 2l} S_{k-2l, \varepsilon}(\phi),
\]

where

\[
S_{k-2l, 0}(\phi) = \cos(k - 2l)\phi \quad \text{for} \quad 0 \leq 2l \leq k,
\]

\[
S_{k-2l, 1}(\phi) = \sin(k - 2l)\phi \quad \text{for} \quad 0 \leq 2l \leq k - 1,
\]

and

\[
[h_{l,k}]^{2} := \frac{\Gamma(k - 2l + \mu + 3/2)}{\Gamma(\mu + 3/2) \Gamma(k - 2l + 1)}.
\]

Then these polynomials form an orthonormal basis for $\mathcal{V}_{k}^{2}(W_{\mu})$.

By the definition of the reproducing kernel (2.1) and the formula (2.2), it follows that the above orthonormal basis satisfies

\[
\sum_{\varepsilon = 0}^{1} \sum_{0 \leq 2l \leq k} P_{l, \varepsilon}^{k}(x, y) P_{l', \varepsilon}^{k}(\cos \phi, \sin \phi) = \frac{k + \lambda}{\lambda} C_{k}^{\lambda}(\phi; x, y),
\]

where $\lambda = \mu + 1/2$. This formula will play an important role below. It shows, in particular, that the expansion of $C_{k}^{\mu+1/2}(\phi; x, y)$ in terms of our orthonormal basis. The following lemma shows the converse.

**Lemma 2.4.** Let $\theta_{j,k} = j\pi / (k+1)$. Then for $0 \leq 2l \leq k$ if $\varepsilon = 0$ and $0 \leq 2l \leq k - 1$ if $\varepsilon = 1$,

\[
\frac{1}{k+1} \sum_{j=0}^{k} S_{k-2l, \varepsilon}(\theta_{j,k}) C_{k}^{\mu+1/2}(\theta_{j,k}; x, y) = \frac{\mu + \frac{1}{2}}{k + \mu + \frac{1}{2}} H_{l,k}^{\mu} d_{l,k} P_{l, \varepsilon}^{k}(x, y),
\]

where $d_{l,k} = 1/2$ if $2l < k$ and $d_{l,k} = 1$ if $2l = k$, $H_{l,k}^{\mu} := h_{l,k} p_{l}^{(\mu+1/2, k-2l)}(1)$ and

\[
[H_{l,k}^{\mu}]^{2} = \frac{(\mu + \frac{1}{2})(\mu + \frac{3}{2})}{l!((k - l)!(k - l + \mu + \frac{1}{2}))}.
\]

**Proof.** Using the identities (2.5) it is easy to verify that

\[
\frac{1}{k+1} \sum_{j=0}^{k} S_{k-2l, \varepsilon}(\theta_{j,k}) S_{k-2l', \varepsilon}(\theta_{j,k}) = d_{l,k} d_{l',k}.
\]

Using (2.4) and the fact that $P_{l, \varepsilon}^{k}(\cos \theta_{j,k}, \sin \theta_{l,k}) = H_{l,k}^{\mu} S_{k-2l, \varepsilon}(\theta_{j,k})$, we obtain

\[
\frac{1}{k+1} \sum_{j=0}^{k} S_{k-2l, \varepsilon}(\theta_{j,k}) C_{k}^{\mu+1/2}(\theta_{j,k}; x, y)
\]

\[
= \frac{\mu + \frac{1}{2}}{k + \mu + \frac{1}{2}} \sum_{0 \leq l \leq 2k} P_{l, \varepsilon}^{k}(x, y) \frac{1}{k+1} \sum_{j=0}^{k} P_{l, \varepsilon}^{k}(\cos \theta_{j,k}, \sin \theta_{j,k}) S_{k-2l, \varepsilon}(\theta_{j,k})
\]

\[
= \frac{\mu + \frac{1}{2}}{k + \mu + \frac{1}{2}} H_{l,k}^{\mu} d_{l,k} P_{l, \varepsilon}^{k}(x, y)
\]

upon using the equation (2.2.11). Finally, the expression of $[H_{l,k}^{\mu}]^{2}$ is derived from the well-known formula of $p_{l}^{\alpha, \beta}(1)$ (see [1]) and the formula of $h_{l,k}^{\mu}$. \(\square\)
Lemma 2.5. Let \( \theta_{j,k} \) be as above. Then
\[
\frac{1}{k+1} \sum_{j=0}^{k} S_{k-2l,\varepsilon}(\theta_{j,k})U_k(\theta_{j,k}; \cos \phi, \sin \phi) = d_{l,k}S_{k-2l,\varepsilon}(\phi).
\]

Proof. Using (2.16) and the analog formula for \( U_{2l-1} \), the identity is an easy consequence of (2.11). \( \square \)

2.2. Attenuated Radon transforms. Let \( \theta \) be an angle measured counterclockwise from the positive \( x \)-axis. Let \( \ell \) denote the line perpendicular to the direction \((\cos \theta, \sin \theta)\) and passes through the point \((t \cos \theta, t \sin \theta)\). The equation of the line is \( \ell(\theta, t) = \{(x, y) : x \cos \theta + y \sin \theta = t \} \) for \(-1 \leq t \leq 1\). We use
\[
I(\theta, t) = \ell(\theta, t) \cap B^2, \quad 0 \leq \theta < 2\pi, \quad -1 \leq t \leq 1,
\]
to denote the line segment of \( \ell \) inside \( B^2 \). Let \( W_\mu \) be the weight function defined in (2.12). The attenuated Radon projection of a function \( f \), with respect to \( W_\mu \), in the direction \( \theta \) with parameter \( t \in [-1, 1] \) is defined in (2.8). It can be written as
\[
R^\mu_\theta(f; t) = \int_{-\sqrt{1-t^2}}^{\sqrt{1-t^2}} f(t \cos \theta - s \sin \theta, t \sin \theta + s \cos \theta)W_\mu(s, t)ds,
\]
using the fact that the mapping \((s, t) \mapsto (x, y)\) defined by \( x = t \cos \theta - s \sin \theta \) and \( y = t \sin \theta + s \cos \theta \) amounts to a rotation. When \( \mu = 1/2 \), this is the usual Radon projection, which is also called an X-ray transform. The definition (2.13) shows that \( R^\mu_\theta(f; t) = R^\mu_{\pi+\theta}(f; -t) \).

The ridge polynomials are particularly useful for studying Radon transforms, as seen in the following result:

Proposition 2.6. For \( f \in L^1(B^2) \) and \( p \in \Pi_k \),
\[
\int_{B^2} f(x, y)p(\phi; x, y)W_\mu(x, y)dxdy = \int_{-1}^{1} R^\mu_\phi(f; t)p(t)dt.
\]
Proof. Since the change of variables \( t = x \cos \phi + y \sin \phi \) and \( s = -x \sin \phi + y \cos \phi \) amounts to a rotation, we have
\[
\int_{B^2} f(x, y)p_k(\phi; x, y)W_\mu(x, y)dxdy = \int_{B^2} f(t \cos \phi - s \sin \phi, t \sin \phi + s \cos \phi)p_k(t)W_\mu(t, s)dt ds
\]
\[
= \int_{-1}^{1} \int_{-\sqrt{1-t^2}}^{\sqrt{1-t^2}} f(t \cos \phi - s \sin \phi, t \sin \phi + s \cos \phi)W_\mu(t,s)ds dt,
\]
the inner integral is exactly \( R^\mu_\phi(f; t) \) by (2.13). \( \square \)

In particular, attenuated Radon transforms of the orthogonal polynomials in \( V^2_n(W_\mu) \) can be explicitly computed.

Lemma 2.7. If \( P \in V^2_n(W_\mu) \) then for each \( t \in (-1, 1) \), \( 0 \leq \theta \leq 2\pi \),
\[
R^\mu_\theta(P; t) = b_\mu(1 - t^2)^{\mu} \frac{C_{k+1/2}^{n+1/2}(t)}{C_k^{n+1/2}(1)} P(\cos \theta, \sin \theta),
\]
where \( b_\mu = c_\mu^{-1} \) for \( c_\mu \) defined in (2.3).
Proof. Changing variables in (2.13) shows that
\[ Q(t) := (1 - t^2)^{-\nu} R_0^\mu(P; t) \]
\[ = \int_{-1}^1 P \left( t \cos \theta - s \sqrt{1 - t^2} \sin \theta, t \sin \theta + s \sqrt{1 - t^2} \cos \theta \right) (1 - s^2)^{\mu-1/2} ds. \]
Since an odd power of \( \sqrt{1 - t^2} \) in the integrand is always attached with an odd power of \( s \), which has integral zero, \( Q(t) \) is a polynomial of \( t \) of degree at most \( k \). Furthermore, the integral shows that \( Q(1) = b_\mu P(\cos \theta, \sin \theta) \). The equation (2.14) in Proposition 2.6 shows that
\[ \int_1 \frac{R_0^\mu(P; t)}{(1-t^2)^{\mu}} C_j^{\mu+1/2}(1-t^2)^{\mu} dt = \int_{B^2} P(x, y) C_j^{\mu+1/2}(\theta; x, y) dx dy = 0, \]
for \( j = 0, 1, \ldots, k - 1 \), since \( P \in \mathcal{V}_k(B^2) \). In particular, this shows that \( Q(t) \) is in fact orthogonal to all polynomials in \( \Pi_{k-1} \) with respect to the weight function \( (1-t^2)^{\mu} \) on \([-1, 1]\). Since \( Q \) is of degree \( k \), it must be an orthogonal polynomial of degree \( k \) with respect to this weight function. Hence, we conclude that \( Q(t) = c C_k^{\mu+1/2}(t) \) for some constant \( c \) independent of \( t \). Setting \( t = 1 \) shows that \( c = b_\mu P(\cos \theta, \sin \theta)/C_k^{\mu+1/2}(1) \). \( \square \)

In the case of \( \mu = 1/2 \), the above lemma appeared first in [6].

2.3. Orthogonal expansion and attenuated Radon projections. The standard Hilbert space theory shows that any function in \( L^2(W_\mu; B^2) \) can be expanded as a Fourier orthogonal series in terms of \( \mathcal{V}_k^2(W_\mu) \). More precisely,
\[ L^2(W_\mu; B^2) = \bigoplus_{k=1}^\infty \mathcal{V}_k^2(W_\mu) : f = \sum_{k=1}^\infty \operatorname{proj}_k^\mu f, \]
where \( \operatorname{proj}_k^\mu f \) is the orthogonal projection of \( f \) from \( L^2(W_\mu; B^2) \) onto the subspace \( \mathcal{V}_k^2(W_\mu) \). It is well known that \( \operatorname{proj}_k^\mu f \) can be written as an integral operator in terms of the reproducing kernel \( P_k(W_\mu; \cdot, \cdot) \) of \( \mathcal{V}_k(B^2) \) in \( L^2(B^2) \); that is,
\[ \operatorname{proj}_k^\mu f(x) = \int_{B^2} P_k(W_\mu; x, y) f(y) W_\mu(y) dy, \]
where \( x = (x_1, x_2) \) and \( y = (y_1, y_2) \).

This formula plays an essential role in studying the convergence behavior of the orthogonal expansions, see for example [13, 15]. For our purpose, we need a different expression for \( \operatorname{proj}_k f \). This is the following remarkable formula that relates \( \operatorname{proj}_k f \) to the attenuated Radon transforms of \( f \) directly. Let
\[ \xi_\nu = \frac{\nu \pi}{n + 1}, \quad 0 \leq \nu \leq n. \]

Theorem 2.8. For \( n \geq 0 \) and \( k \leq n \), the operator \( \operatorname{proj}_k^\mu f \) can be written as
\[ \operatorname{proj}_k^\mu f(x, y) = \frac{1}{n + 1} \sum_{\nu=0}^n a_\mu \int_{-1}^1 R_{\xi_\nu}^\mu(f(t); D_{\xi_\nu}^{\mu+1/2}(\xi_\nu, t; x, y)) dt \]
\[ = \frac{1}{2n + 2} \sum_{\nu=0}^{2n+1} a_\mu \int_{-1}^1 R_{\xi_\nu}^\mu(f(t); D_{\xi_\nu}^{\mu+1/2}(\xi_\nu, t; x, y)) dt \]
where

\[ D_k^{\nu+1/2}(\xi, t; x, y) = \frac{k + \mu + 1/2}{\mu + 1/2} C_k^{\nu+1/2}(t) D_k^{\nu+1/2}(\xi; x, y) \]

with \( \lambda_{i,k}^\mu = [H_{i,k}^\mu]^{-2} \) and

\[ D_k^{\nu+1/2}(\xi, t; x, y) := \sum_{l=0}^{\infty} \lambda_{l,k}^\mu P_l^k(\cos \xi, \sin \xi) P_l^k(x, y). \]

**Proof.** Since \( C_k^{\nu+1/2} \) is symmetric with respect to the origin, using Proposition 2.1 and Proposition 2.6 we have

\[ a_\mu \int_{B^2} f(x, y) C_k^{\nu+1/2}(\theta; x, y) W_\mu(x, y) dxdy \]

\[ = \frac{1}{n+1} \sum_{\nu=0}^{n} U_k(\xi, \nu; \cos \theta, \sin \theta) \times a_\mu \int_{B^2} f(x, y) C_k^{\nu+1/2}(\xi, x, y) W_\mu(x, y) dxdy \]

\[ = \frac{1}{n+1} \sum_{\nu=0}^{n} a_\mu \int_{-1}^{1} R_{\xi, \nu}(f; t) C_k^{\nu+1/2}(t) dt \]

\[ \times \frac{k + \mu + 1/2}{\mu + 1/2} [H_{i,k}^\mu]^{-1} \]

Using Lemma 2.4 and Lemma 2.5 we conclude that

\[ a_\mu \int_{B^2} f(x, y) P_l^k(x, y) W_\mu(x, y) dxdy \]

\[ = \frac{1}{n+1} \sum_{\nu=0}^{n} a_\mu \int_{-1}^{1} R_{\xi, \nu}(f; t) C_k^{\nu+1/2}(t) dt \]

\[ \times \frac{k + \mu + 1/2}{\mu + 1/2} [H_{i,k}^\mu]^{-1} \]

Multiplying by \( P_l^k(x, y) \) and sum up, it follows from the definition of the reproducing kernel that

\[ \text{proj}_k^\mu f(x, y) = \frac{1}{n+1} \sum_{\nu=0}^{n} a_\mu \int_{-1}^{1} R_{\xi, \nu}(f; t) C_k^{\nu+1/2}(t) dt \]

\[ \times \sum_{l=0}^{\infty} [H_{i,k}^\mu]^{-1 \left[ S_{k-2l,0}(\xi, \nu) P_l^k(x, y) + S_{k-2l,1}(\xi, \nu) P_{l+1}^k(x, y) \right]} \]

\[ = \frac{1}{n+1} \sum_{\nu=0}^{n} a_\mu \int_{-1}^{1} R_{\xi, \nu}(f; t) C_k^{\nu+1/2}(t) dt \]

\[ \times \frac{k + \mu + 1/2}{\mu + 1/2} D_k^{\nu+1/2}(\xi, t; x, y), \]

since \( P_l^k(\cos \xi, \sin \xi) = H_{l,k}^\mu S_{k-2l,2}(\xi) \) and \( \lambda_{l,k}^\mu = [H_{l,k}^\mu]^{-2} \). This proves the first identity.

We now prove the second equation 2.14. Using the fact that \( \xi_{n+\nu+1} = \xi + \pi, \)

\( \cos(k-2l)\xi_{n+\nu+1} = (-1)^k \cos(k-2l)\xi, \)

\( \sin(k-2l)\xi_{n+\nu+1} = (-1)^k \sin(k-2l)\xi, \)
we conclude that $D_k^{\mu+1/2}(\xi; x, y) = (-1)^k C_k^{\mu+1/2}(\xi; x, y)$. Hence, using the fact that $R_{\xi+\pi}(f; t) = R_{\xi}(f; -t)$, we conclude that

$$\proj_k^\mu f(x, y) = \frac{1}{n+1} \sum_{\nu=0}^{n} a_\nu \int_{-1}^{1} R_{\phi_{\nu}}(f; t) D_k^{\mu+1/2}(\xi_{n+1+\nu}, t; x, y) dt.$$  

Adding this equation and the first equation of (2.18) and dividing the result by 2, we then have (2.19).

In the case of $\mu = 1/2$, it is easy to see that $\lambda_{l,k} = 1/(k + 1)$, independent of $l$. Hence, for $\mu = 1/2$, (2.10) shows that

$$D_k^{\mu+1/2}(\xi; x, y) = \frac{1}{k+1} (k+1) C_k^1(\xi; x, y) = U_k(\xi; x, y),$$

and the formulas (2.18) and (2.19) are of particular simple form. This case was studied in [16].

The two expressions of $\proj_k f$ look similar but are different in an important point. The first expression consists of Radon projections in equally spaced directions along half of the circumference of the circle, while the second expression uses Radon projections in equally spaced directions along the entire circumference of the circle. This distinction is meaningful for reconstruction algorithms for Radon data.

If $n$ is even, then we can use Proposition 2.2 instead of Proposition 2.1 in the proof. The result is another identity that uses Radon projections over equally spaced angles in $[0, 2\pi]$. Let

$$\phi_{\nu} = \frac{2\nu\pi}{2m+1}, \quad 0 \leq \nu \leq 2m.$$

**Theorem 2.9.** For $m \geq 0$ and $k \leq 2m$, the operator $\proj_k^\mu f$ can be written as

(2.21) \hspace{1cm} \proj_k^\mu f(x, y) = \frac{1}{2m+1} \sum_{\nu=0}^{2m} a_\nu \int_{-1}^{1} R_{\phi_{\nu}}(f; t) D_k^{\mu+1/2}(\phi_{\nu}, t; x, y) dt

This expression of $\proj_k f$ is not a special case of (2.19), even though both uses equally spaced angles. In fact, setting $n = 2m$ shows that (2.19) uses exactly twice as Radon projections in equally spaced directions. For $\mu = 1/2$ the identity (2.21) has appeared in [16]. The equation (2.21) can be deduced from (2.18) as follows: using the fact that $R_{\phi+\pi} f(t) = R_{\phi} f(-t)$ and changing variable $t \mapsto -t$ in the integral whenever $\phi = \xi_{2\nu-1}$ in (2.18), then making use of the equations in (2.7) and the fact that the Gegenbauer polynomial is symmetric.

Let $S_n^\mu f$ denote the $n$-th partial sum of the expansion (2.16), that is,

$$S_n^\mu(f; x, y) = \sum_{k=0}^{n} \proj_k^\mu f(x, y).$$

The operator $S_n^\mu$ is a projection operator from $L^2(W_\mu; B^2)$ onto $\Pi_n^2$. An immediate consequence of Theorem 2.8 is the following corollary:
Corollary 2.10. For \( n \geq 0 \), the partial sum operator \( S_n^\mu f \) can be written as

\[
(2.22) \quad S_n^\mu(f; x, y) = \frac{1}{n+1} \sum_{\nu=0}^{n} a_\nu \int_{-1}^{1} \mathcal{R}_{\xi, \nu}^\mu(f; t) \Phi_{\nu}^\mu(\xi, t; x, y) dt
\]

where

\[
(2.23) \quad \Phi_{\nu}^\mu(\xi, t; x, y) = \sum_{k=0}^{n} \frac{k + \mu + 1/2}{\mu + 1/2} C_k^{\mu+1/2}(t) D_k^{\mu+1/2}(\xi; x, y).
\]

Likewise, an immediate consequence of Theorem 2.9 is the following corollary:

Corollary 2.11. For \( m \geq 0 \), the partial sum operator \( S_n^\mu_{2m} f \) can be written as

\[
(2.24) \quad S_n^\mu_{2m}(f; x, y) = \frac{1}{2m+1} \sum_{\nu=0}^{2m} a_\nu \int_{-1}^{1} \mathcal{R}_{\phi, \nu}^\mu(f; t) \Phi_{\nu}^{\mu}(\phi, t; x, y) dt.
\]

2.4. Discretization and reconstruction algorithm. The equation (2.22) expresses the partial sum of the Fourier orthogonal expansion as the integrals of attenuated Radon projections in the equally spaced directions. In order to derive an algorithm that uses only values of attenuated Radon projections on a set of finite line segments, we approximate the integrals by a quadrature formula. If \( f \) is a polynomial then \( \mathcal{R}_{\phi}^\mu(f; t)/(1 - t^2)^\mu \) is a polynomial of the same degree by Lemma 2.7, which shows that we should use a quadrature formula with respect to the weight function \((1 - t^2)^\mu\); that is,

\[
\int_{-1}^{1} g(t)(1 - t^2)^\mu dt \approx \sum_{j=1}^{N} \lambda_j g(t_j)
\]

where \( t_j \) are real numbers and \( \lambda_j \) are chosen so that the quadrature produces exact values of the integrals for polynomials of degree at least \( M \). Such a quadrature is said to be of \( N \) points and of precision \( M \). A Gaussian quadrature of \( N \) points has the highest precision \( M = 2N - 1 \) among all quadrature formulas of \( N \) points.

For our purpose we are interested in quadrature formulas of precision \( 2n \) that uses \( n + 1 \) points. A class of such formulas is given in the following proposition, which is based on the zeros of the quasi-orthogonal polynomial \( C_n^{\mu+1/2}(t) + aC_n^{\mu+1/2}(t) \), where \( a \) is a real number [11]. For certain range of \( a \), such a polynomial has \( n + 1 \) real distinct zeros in the interval \([-1, 1]\).

Proposition 2.12. Let \( t_{j,n} \), \( 0 \leq j \leq n \), be the distinct zeros of a quasi-orthogonal polynomial \( C_n^{\mu+1/2}(t) + aC_n^{\mu+1/2}(t) \). Then there are positive numbers \( \lambda_{j,n} \) such that the quadrature

\[
(2.25) \quad \int_{-1}^{1} g(t)(1 - t^2)^\mu dt \approx \sum_{j=0}^{n} \lambda_{j,n} g(t_{j,n}) := I_n^\mu(g)
\]

has precision \( 2n \) if \( a \neq 0 \). If \( a = 0 \) then the quadrature has precision \( 2n + 1 \).

Using an appropriate quadrature on the integrals in (2.22) we obtain a reconstruction algorithm for the attenuated Radon data. We state such an algorithm only in the case of the quadrature formula in (2.25).
Algorithm 2.13. Let \( \mu \geq 0 \) and \( n \geq 0 \). Let \( t_{j,n} \) and \( \lambda_{j,n} \) be as in (2.24). For \( (x,y) \in B^2 \) define

\[
A_n^\mu(f; x, y) = \sum_{\nu=0}^{n} \sum_{j=0}^{n} R_{\xi,\nu}^\mu(f; t_{j,n}) T^\mu_{j,\nu}(x, y),
\]

where

\[
T^\mu_{j,\nu}(x, y) = \frac{\alpha_{\nu} \lambda_{j,n}}{n+1} (1 - t_{j,n}^2)^{-\mu} \Phi_n^\mu(\xi, t_{j,n}; x, y).
\]

For a given \( f \), the approximation process \( A_n^\mu f \) uses attenuated Radon data

\[
\left\{ R_{\xi,\nu}^\mu(f; t_{j,n}) : 0 \leq \nu \leq n, \quad 0 \leq j \leq n \right\}
\]

of \( f \). The data consist of Radon projections on \( n+1 \) equally spaced directions (specified by \( \xi_{\nu} \)) along the circumference of a half circle and there are \( n+1 \) parallel lines (specified by \( t_{j,n} \)) in each direction. The algorithm produces a polynomial \( A_n^\mu f \) which is an approximation to \( f \). In the case of \( \mu = 1/2 \) the algorithm appeared earlier in [1]; the connection to the orthogonal partial sums, however, was neither established nor used there.

Theorem 2.14. The operator \( A_n^\mu \) is a projection operator on \( \Pi_n^2 \). In other words, \( A_n^\mu f \in \Pi_n^2 \) and \( A_n^\mu P = P \) for \( P \in \Pi_n^2 \).

Proof. The function \( \Phi_n^\mu(\xi, t_{j,n}; x, y) \) is evidently an element in \( \Pi_n^2 \). It follows immediately that \( A_n^\mu f \in \Pi_n^2 \). By definition, \( S_n^\mu \) is a projection operator on \( \Pi_n^2 \). The operator \( A_n^\mu f \) is obtained from \( S_n^\mu f \) by applying the quadrature (2.24), exactly for polynomials in \( \Pi_n^2 \), on \( (1 - t^2)^{-\mu} R_{\xi,\nu}^\mu(f; t) \Phi_n^\mu(\xi, t; \cdot) \), which is a polynomial of degree \( 2n \) in \( t \) variable by Lemma 2.7 and (2.23) whenever \( f \in \Pi_n^2 \). Hence, the quadrature (2.24) is exact. Thus, \( A_n^\mu f = S_n^\mu f = f \) if \( f \in \Pi_n^2 \). \( \square \)

Alternatively, we can use a quadrature formula of proper order on the second expression of (2.22) to derive an algorithm that uses Radon projections on \( 2n+2 \) directions equally distributed along the circumference of the entire circle. Instead of stating such an algorithm we consider the case of \( n = 2m \) and use the expression (2.24). This leads to an algorithm that sums over \( 2m+1 \) angles that are equally spaced over \([0, 2\pi]\), as we shall discuss in the following subsection.

2.5. Reconstruction algorithm using attenuated Radon projections. For practical applications in CT, the discretization described in Algorithm 2.13 needs to be further specified or simplified. In fact, one has to take into consideration what scan geometry is used in practice. For example, the zeros of quasi orthogonal polynomials will not coincide with the discrete measurement of the attenuated Radon projections in the usual scan geometry. If these points were used, then it would be necessary to introduce an interpolation process, which would introduce new errors. As an alternative, we suggest to use a different discretization, which amounts to use a different quadrature formula.

For the ordinary Radon projections (\( \mu = 1/2 \)), Gaussian quadrature formulas for the weight function \( \sqrt{1-x^2} \) are used for the integrals in (2.24) to generate algorithms. For practical implementation in CT, the quadrature formula

\[
\frac{1}{\pi} \int_{-1}^{1} f(t) \frac{dt}{\sqrt{1-t^2}} = \frac{1}{n+1} \sum_{j=0}^{n} f \left( \cos \left( \frac{(2j+1)\pi}{2n+2} \right) \right),
\]

is often used as well.
based on zeros of \( T_{n+1}(x) = \cos(n + 1)\theta, x = \cos\theta \), is used \[17\]. The reason for such a choice lies in the scanning geometry of the input data. It turns out that, for \( n = 2m \), such a choice allows us to adopt fan beam geometry and use it as parallel geometry in a straightforward way.

It is possible to use the quadrature formula \[2.27\] for attenuated Radon transforms \( R^\mu_{\phi}(f; t) \), especially when \( \mu \) is a half integer. The resulted \( A_{2m} \) will no longer be a projection operator, but it still reproduces polynomials of degree slightly less than \( n \) when \( \mu \) is a half integer.

**Algorithm 2.15.** For \( m \geq 0 \), \((x, y) \in B^2\),

\[
A_{2m}^\mu(f; x, y) = \sum_{\nu=0}^{2m} \sum_{j=0}^{2m} R^\mu_{\phi_{j,\nu}}(f; \cos \psi_j) T_{j,\nu}^\mu(x, y),
\]

where

\[
T_{j,\nu}^\mu(x, y) = \frac{\mu + 1/2}{(2m + 1)^2} \sin \psi_j \Phi_{2m}^\mu(\phi_{\nu}, \cos \psi_j; x, y), \quad \psi_j = \frac{(2j + 1)\pi}{4m + 2}.
\]

The constant \( \mu + 1/2 \) in \( T_{j,\nu}^\mu \) comes from the fact that \( a_\mu = (\mu + 1/2)/\pi \).

This algorithm provides an approximation for the reconstruction of a function \( f(x, y) \) from a set of attenuated Radon projections

\[
\left\{ R^\mu_{\phi_{j,\nu}}(f; \cos \psi_j), \quad 0 \leq \nu \leq 2m, \quad 1 \leq j \leq 2m \right\}.
\]

The set \( \{ \phi_{j,\nu} : 0 \leq \nu \leq 2m \} \) consists of equally spaced angles along the circumference of the disk. For \( \mu = 1/2 \) it has appeared in \[16\]. The advantage of this algorithm lies in the fact that it can be used with attenuated Radon data obtained from the fan beam geometry directly, see the discussion in \[17\]. The operator, however, reproduces polynomials up to a lower degree.

**Theorem 2.16.** Let \( \mu \) be a half integer, \( \mu + 1/2 \in \mathbb{N} \). Then the operator \( A_{2m}^\mu \) in Algorithm 2.15 preserves polynomials of degree \( 2m - 2\mu \); that is, \( A_{2m}^\mu P = P \) for \( P \in \Pi_{2m-2\mu}^2 \).

**Proof.** The algorithm is obtained by using the Gaussian quadrature formula \[2.27\] to discretize the integrals in \[2.27\], that is,

\[
\int_{-1}^{1} R^\mu_{\phi_{j,\nu}}(f; t) C_k^{\mu+1/2}(t) dt = \int_{-1}^{1} R^\mu_{\phi_{j,\nu}}(f; t) C_k^{\mu+1/2}(t) \sqrt{1 - t^2} dt \approx \frac{\pi}{2m + 1} \sum_{k=0}^{2m} \sin \psi_j R^\mu_{\phi_{j,\nu}}(f; \cos \psi_j) C_k^{\mu+1/2}(\cos \psi_j).
\]

If \( f \in \Pi_{2m-2\mu}^2 \) then using the fact that \( R^\mu_{\phi_{j,\nu}}(f; t)/(1 - t^2)^\mu \) is a polynomial of degree \( 2m - 2\mu \), the assumption that \( \mu \) is a half integer shows that

\[
R^\mu_{\phi_{j,\nu}}(f; t)/\sqrt{1 - t^2} = (1 - t^2)^{\mu-1/2} R^\mu_{\phi_{j,\nu}}(f; t)/(1 - t^2)^\mu
\]

is a polynomial of \( 2\mu - 1 + 2m - 2\mu = 2m - 1 \). Since \( \Phi_{2m}^\mu(\xi_{\nu}, t; \cdot) \) is of degree \( 2m \) and the quadrature \[2.27\] is of precision \( 4m - 1 \), the discretization becomes exact in this case and we conclude that \( A_{2m}^\mu f = f \) if \( f \in \Pi_{2m-2\mu}^2 \). \( \square \)

Let \( C(B^2) \) denote the space of continuous function on \( B^2 \) with the uniform norm \( || \cdot ||_\infty \) and let \( ||A^\mu|| \) denote the operator norm of \( A^\mu \) under the uniform norm. By \( A \sim B \) we mean that there are two constants \( c_1 \) and \( c_2 \) such that \( c_1 A \leq B \leq c_2 A \).
Evidently the convergence of the algorithm depends on \( \|A^\mu f\| \). In fact, since \( A^\mu \) in Algorithm 2.13 preserves \( \Pi_n \), it is easy to see that

\[
\|f - A^\mu f\| \leq c_f (1 + \|A^\mu f\|) E_n(f)
\]

where \( E_n(f) := \inf\{\|f - P\| : P \in \Pi_n\} \) is the error of the best approximation of \( f \) by polynomials on \( B^2 \). If \( f \) has \( r \)-th order continuous derivatives, then \( E_n(f) \leq c_f n^{-r} \), in which \( c_f \) depends on the norm of the \( r \)-th derivatives of \( f \). The same applies to \( A_{2m}^\mu \) in Algorithm 2.13 which preserves \( \Pi_{2m-2\mu} \). Using the formula in (2.13), the proof of Proposition 5.1 of [16] gives the following formula of the norm of \( A^\mu_{2m} \) in Algorithm 2.16.

**Proposition 2.17.** The operator norm \( \|A^\mu_{2m}\| \) of \( C(B^2) \) to \( C(B^2) \) is given by

\[
\|A^\mu_{2m}\| = \max_{(x,y) \in B^2} \Lambda_m(x,y), \quad \Lambda_m(x,y) := \sum_{\nu=0}^{2m} \sum_{j=0}^{2m} (\sin \theta_{j,m})^\mu |T_{j,\nu}^\mu(x,y)|.
\]

As \( m \to \infty \), the norm growth in an essentially polynomial order of \( m \). Hence, the algorithm converges uniformly if \( f \) is sufficiently smooth. To estimate the exact order of \( A^\mu_{2m} \) is difficult. In the case of \( \mu = 1/2 \), it is carried out in [18] and the order is \( \|A^\mu_{2m}\| \sim m \log(m+1) \). Based on this fact, we conjecture that the operator norm of \( A^\mu_{2m} \) is of the order

\[
\|A^\mu_{2m}\| \sim m^{1/2} \log(m+1), \quad \text{as } m \to \infty,
\]

which is only slightly worse than the norm \( \|S^\mu\| \sim n^{1/2} \) ([15]). If the conjecture holds, then the algorithm will converges uniformly for smooth \( f \in C^r(B^2) \) with \( r > \mu + 1/2 \). In most applications, however, the function or image could have jumps; that is, there is not even continuity. The numerical tests in the case of ordinary Radon data shows that the algorithm is stable and yields fairly accurate results even when the data is highly singular ([17]). See also the example given in the following subsection.

2.6. Numerical Example. For the numerical examples we use Algorithm 2.13 for which the scan geometry is easy to implement. The data required are \( g_{j,\nu} := R^{\mu}_{\phi_j}(f; \cos \psi_j) \), where \( \phi_j = 2\nu \pi/(2m+1) \) stands for the \( 2m+1 \) views equally spaced along the circumference of the region to be reconstructed and \( \psi_j = (2j+1)/(4m+2) \) means that the x-rays in each view is distributed according to the zeros of the Chebyshev polynomial \( T_{2m+1} \). In this case the fan data can be resorted into parallel data ([17]).

We reconstruct a simple analytical phantom defined by the function

\[
f(x,y) = \begin{cases} 
1 & \text{if } 0.9 \leq r \leq 1 \text{ or } 0 \leq r \leq 0.1 \\
0 & \text{if } 0.1 \leq r < 0.9,
\end{cases}
\]

where \( r = \sqrt{x^2 + y^2} \), on the unit disk. This phantom contains strong singularity along the circles \( r = 0.9 \) and \( r = 0.1 \). The rotationally invariant nature of the function allows certain simplification of the algorithm.

For the reconstruction, we choose three values of the parameter \( \mu \), \( \mu = 0, 1/2, 3/2 \). The case \( \mu = 0 \) means the ordinary Radon transform. The case \( \mu = 0 \) means that the Radon transform is attenuated by the weight function \((1 - x^2 - y^2)^{-1/2}\), which is infinity at the boundary of the disk. The case \( \mu = 3/2 \) means that the Radon
transform is attenuated by the weight function $1 - x^2 - y^2$, which is zero at the boundary. In each case, the Radon data are computed analytically.

For each of the three values of $\mu$, we use Algorithm 2.15 for the reconstruction with a moderate $m = 100$. The reconstructed image is evaluated on a $300 \times 300$ grid. The result is shown in Figure 1 below.
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These images show that the function is reconstructed rather faithfully in each of the three cases, even though the function has strong singularity. The case $\mu = 1/2$ has been tested extensively and compared with FBP algorithm ([17, 18]). The above is our first attempt to test the algorithm for attenuated Radon transforms.

3. Reconstruction and Approximation on the unit sphere

It is known that orthogonal polynomials on the unit ball and on the unit sphere are closely related ([12]). Since the approximation and the reconstruction in the previous section are based on orthogonal expansions on the unit disk, the relation suggests analogous results on the unit sphere $S^2 = \{(x, y, z) : x^2 + y^2 + z^2 = 1\}$, which we explore in this section.

On the sphere we consider the attenuated spherical transform defined by

$$Q^\mu f(\zeta; t) = \int_{\{x, \zeta\} = t} f(x) |x_3|^{2\mu} d\omega,$$

where $x = (x_1, x_2, x_3) \in S^2$, $\zeta \in \mathbb{R}^3$ and $\xi \neq 0$, and $d\omega$ is the measure on the subset $\{x \in S^2 : \langle x, \zeta \rangle = t\}$ which is the circle on the sphere. When $\mu = 0$, this is the usual spherical transform ([13], see for example, [8] p. 33). We will mainly work with the case that $z_3 = 0$. We say that a function is even in $x_3$ if $f(x_1, x_2, x_3) = f(x_1, x_2, -x_3)$.

**Proposition 3.1.** Let $f$ be even in $x_3$. If $\zeta = (\cos \theta, \sin \theta, 0)$, then

$$Q^\mu f(\zeta; t) = R_\theta^\mu (F; t), \quad F(x_1, x_2) = f \left( x_1, x_2, \sqrt{1 - x_1^2 - x_2^2} \right)$$

**Proof.** Since $f$ is even in $x_3$, we have $f(x) = F(x_1, x_2)$ for $x \in S^2$. The definition of $\zeta$ shows that $\langle x, \zeta \rangle = x_1 \cos \theta + x_2 \sin \theta = t(t, t)$. In terms of $x_1$ and $x_2$, $d\omega = dx_1 dx_2 / \sqrt{1 - x_1^2 - x_2^2}$. Thus,

$$Q^\mu f(\zeta; t) = \int_{x_1 \cos \theta + x_2 \sin \theta = t} F(x_1, x_2) \left( 1 - x_1^2 - x_2^2 \right)^{\mu} \frac{dx_1 dx_2}{\sqrt{1 - x_1^2 - x_2^2}},$$

which is precisely $R_\theta^\mu (F; t)$. \qed
Let \( H_\mu(x) = |x_3|^\mu \). The space \( L^2(H_\mu; S^2) \) has an orthogonal decomposition

\[
L^2(H_\mu; S^2) = \bigoplus_{k=0}^{\infty} \mathcal{H}_k^\mu
\]

where the subspaces \( \mathcal{H}_k^\mu \) contains homogeneous polynomials of degree \( k \) that are orthogonal to lower degree polynomials with respect to \( H_\mu d\omega \) on \( S^2 \). For \( \mu = 0 \), \( \mathcal{H}_k^0 \) is the space of ordinary spherical harmonics. Let

\[
\text{proj}_{\mathcal{H}_k^\mu} f : L^2(H_\mu; S^2) \to \mathcal{H}_k^\mu
\]

be the orthogonal projection from \( L^2(H_\mu; S^2) \) onto \( \mathcal{H}_k^\mu \). The space \( \mathcal{H}_k^\mu \) is closely related to the space \( V_k^\mu(W_\mu) \) discussed in the previous section \([12]\). For our purpose, we only need the following relation on the orthogonal projections: if \( f \) is even in \( x_3 \) then

\[
\text{proj}_{\mathcal{H}_k^\mu} f(x) = \text{proj}_{\mathcal{H}_k^\mu} f(x_1, x_2),
\]

where \( F \) is the function defined in \([8]\). This relation, together with \([3,1]\), allows us to express the projection operator on the sphere in terms of spherical transforms.

Using these relations and Theorem 2.8 we obtain the following result:

**Theorem 3.2.** Let \( f \) be even in \( x_3 \). For \( n \geq 0 \) and \( k \leq n \), the operator \( \text{proj}_{\mathcal{H}_k^n} \) can be written as

\[
\text{proj}_{\mathcal{H}_k^n} f(x) = \frac{1}{n+1} \sum_{\nu=0}^{n} a_\mu \int_{-1}^{1} Q^\mu f(\zeta; t) D_k^{\mu+1/2}(\zeta, t; x_1, x_2) dt
\]

where \( \xi = \frac{\nu\pi}{n+1} \), \( \zeta = (\cos \xi, \sin \xi, 0) \), and \( D_k^{\mu+1/2}(\xi, t; x, y) \) is defined in \([20]\).

Let \( Y_n^\mu f \) denote the \( n \)-th partial sum of the expansion \([3,2] \); that is,

\[
Y_n^\mu(f; x) = \sum_{k=0}^{n} \text{proj}_{\mathcal{H}_k^n} f(x_1, x_2).
\]

The operator \( Y_n^\mu \) is a projection operator from \( L^2(H_\mu; S^2) \) onto \( \Pi_\mu(S^2) \), the restriction of \( \Pi_\mu \) on \( S^2 \). An immediate consequence of Theorem 3.2 is the following:

**Corollary 3.3.** Let \( f \) be even in \( x_3 \). For \( n \geq 0 \), the partial sum operator \( Y_n^\mu f \) can be written as

\[
Y_n^\mu(f; x) = \frac{1}{n+1} \sum_{\nu=0}^{n} a_\mu \int_{-1}^{1} Q^\mu f(\zeta; t) \Phi_\mu^n(\xi, t; x_1, x_2) dt
\]

where \( \Phi_\mu^n \) is the function defined in \([22]\).

For \( n = 2m \) we can also use Theorem 2.8 to derive an expression for \( Y_{2m}^\mu(f) \), which leads to the following corollary:

**Corollary 3.4.** Let \( f \) be even in \( x_3 \). For \( m \geq 0 \), the partial sum operator \( Y_{2m}^\mu f \) can be written as

\[
Y_{2m}^\mu(f; x) = \frac{1}{2m+1} \sum_{\nu=0}^{2m} a_\mu \int_{-1}^{1} Q^\mu f(\zeta; t) \Phi_{2m}^\mu(\phi, t; x_1, x_2) dt
\]
where \( \phi_\nu = \frac{2\pi}{2m+1} \), \( \zeta_\nu = (\cos \phi_\nu, \sin \phi_\nu, 0) \), and \( \Phi_{2m}^\nu \) is the function defined in (2.22).

In the case of \( \mu = 0 \), the equations (3.5) and (3.6) are representations of the partial sums of ordinary spherical harmonic expansions, which are expressed in terms of the Legendre polynomial \( P_k(t) = C_{1/2}^k(t) \).

Just like the case of orthogonal expansions on the unit disk, we can use a quadrature formula to obtain a reconstruction algorithm using spherical transforms. For example, using the quadrature formula with respect to \( (1-t^2)^\mu \) in Proposition 2.12 as in the case of Algorithm 2.13, we get the following result:

**Algorithm 3.5.** Let \( f \) be even in \( x_3 \). Let \( \mu \geq 0 \). For \( n \geq 0 \), \( x \in S^2 \),

\[
S_n^\mu(f; x) = \sum_{\nu=0}^n \sum_{j=0}^n Q^\mu f(\zeta_\nu; t_{j,n}) T_{j,\nu}^\mu(x_1, x_2),
\]

where \( t_{j,n} \) are as in the quadrature (2.25) and \( T_{j,\nu}^\mu \) are defined in Algorithm 2.13.

This algorithm reconstructs a function \( f(x) \) from a set of spherical transforms

\[
\{Q^\mu f(\zeta_\nu; t_j), \quad \zeta_\nu = (\cos \xi_\nu, \sin \xi_\mu, 0), \quad 0 \leq \nu \leq 2m, \quad 1 \leq j \leq 2m\},
\]

which consists of integrals over a number of circles on the sphere. These circles lie on planes that are parallel to the \( x_3 \)-axis. The circles intersect the circumference of a disk perpendicular to the \( x_3 \)-axis at equally spaced angles. The distance between parallel circles depends on the values of \( t_{j,n} \). In the case \( \mu = 0 \), the algorithm provides an approximation to the function based on ordinary spherical transforms. The assumption that \( f \) is even in \( x_3 \) implies that we can use the algorithm to reconstruct a function defined on the upper hemisphere from spherical transforms that are integrals over half circles parallel to \( x_3 \) axis on the upper hemisphere.

If \( \mu \) is a half integer, we can also state an algorithm using the quadrature (2.27), as in Algorithm 2.13, so that \( t_{j,n} = \cos j\pi/(2m+1) \). However, in the most interesting case of \( \mu = 0 \), we do not have such a somewhat simplified algorithm.

### 4. Reconstruction and Approximation on the Unit Ball

In this section we consider reconstruction of functions on a unit ball \( B^3 \) in \( \mathbb{R}^3 \) based on the attenuated Radon projections.

#### 4.1. Radon projections and orthogonal polynomials.

We will work with attenuated Radon projections that are integrals on line segments inside \( B^3 \) with respect to the weight function

\[
W_\mu(x) = (1 - \|x\|^2)^{\mu-1/2}, \quad x = (x_1, x_2, x_3) \in B^3, \quad \mu \geq 0.
\]

For our purpose, however, we will only consider those lines lying on the planes that are perpendicular to the \( x_3 \) axis. Let \( x_3 = w \) be such a plane. Its intersection with the unit ball \( B^3 \) is a disk \( \{x : x_1^2 + x_2^2 \leq \sqrt{1-w^2}, x_3 = w\} \). A line on this disk is given by the equation

\[
\ell : \quad x \cos \theta + y \sin \theta = t \sqrt{1-w^2}, \quad -1 \leq t \leq 1.
\]

Let \( I(\theta, w; t) \) denote the intersection of \( \ell \) with \( B^3 \). The attenuated Radon projection on such a line is then defined by

\[
\mathcal{R}_\mu^\ell(f; t, w) := \int_{I(\theta, w; t)} f(x)W_\mu(x)dx.
\]
The case $\mu = 1/2$ again corresponds to the usual Radon projection.

**Lemma 4.1.** For $f \in L^1(W_\mu; B^3)$ and for a fixed $w \in [-1, 1]$, define a function $g_w$ on $B^2$ by

$$g_w(x, y) = f \left( \sqrt{1 - w^2} x, \sqrt{1 - w^2} y, w \right).$$

The X-ray transform $R_\theta(f, t, w)$ is related to the 2D Radon transform $R_{\theta}^{\mu}(g_w; t)$ by

$$R_{\theta}^{\mu}(f, t, w) = (1 - w^2)^\mu R_{\theta}^{\mu}(g_w; t).$$

**Proof.** Since $I(\theta, w; t)$ can be represented by

$$x_1 = \sqrt{1 - w^2} (t \cos \theta - s \sin \theta), \quad x_2 = \sqrt{1 - w^2} (t \sin \theta + s \cos \theta), \quad x_3 = w$$

for $s \in [-\sqrt{1 - t^2}, \sqrt{1 - t^2}]$, which is a rotation around $x_3$ axis on the plane defined by $x_3 = w$, we have

$$R_{\theta}(f, t, w) = (1 - w^2)^\mu \int_{-\sqrt{1 - t^2}}^{\sqrt{1 - t^2}} g_w(t \cos \theta - s \sin \theta, t \sin \theta + s \cos \theta) W_\mu(s, t) ds.$$

The integral is precisely $R_{\theta}^{\mu}(g_w; t)$ by (2.13).

Let $V_n^\mu(W_\mu)$ denote the space of orthogonal polynomials with respect to $W_\mu$ on $B^3$, which contains polynomials of degree $n$ that are orthogonal to polynomials of lower degrees with respect to the inner product

$$\langle P, Q \rangle = a_{\mu, 3} \int_{B^3} P(x)Q(x)W_\mu(x) dx, \quad a_{\mu, 3} = \frac{\Gamma(\mu + 2)}{\pi^{3/2} \Gamma(\mu + 1/2)},$$

where $a_{\mu, 3}$ is the normalization constant of $W_\mu$. We derive a basis for $V_n^\mu(W_\mu)$, making use of an orthogonal basis for $V_n^2(W_\mu)$. We note that the $W_\mu$ in these two notations are different, the first one is on $B^3$ and the second one is on $B^2$. We denote by $C_j^\lambda$ the orthonormal Gegenbauer polynomial, which is equal to $C_n^\lambda / \sqrt{h_n}$ by (2.3).

**Proposition 4.2.** Let $\{ P^k_j : 0 \leq j \leq k \}$ be an orthonormal basis for $V_n^\mu(W_\mu)$. Then the polynomials

$$Q_{l,k,j}(x, y, z) = h_k (1 - z^2)^{k/2} P^k_j \left( \frac{x}{\sqrt{1 - z^2}}, \frac{y}{\sqrt{1 - z^2}} \right) C_{l-k}^{\mu+1}(z)$$

for $0 \leq j \leq k \leq l$, where $h_k = (\mu + 2)k / (\mu + 3/2)k$, form an orthonormal basis for $V_n^\mu(W_\mu)$.

**Proof.** From Lemma 2.8 it is easy to see that $P^k_j$ is a sum of even powers of homogeneous polynomials when $k$ is even, and a sum of odd powers of homogeneous polynomials when $k$ is odd. Thus, it follows that $Q_{l,k,j} \in \Pi^\mu_l$. Using the fact that $P^k_j$ is orthonormal, it follows from the integral relation

$$\int_{B^3} f(x) dx = \int_{-1}^{1} \int_{B^2} f \left( x_1 \sqrt{1 - x_3^2}, x_2 \sqrt{1 - x_3^2}, x_3 \right) dx_1 dx_2 (1 - x_3^2) dx_3$$
and the fact that $a_{\mu,3} = a_\mu c_{\mu+1/2}$, where $a_\mu$ is the normalization of $W_\mu$ on $B^2$ and $c_\mu$ is defined in (2.3), that

$$a_{\mu,3} \int_{B^2} Q_{l,k,j}(x)Q_{l',k',j'}(x) W_\mu(x) \, dx$$

$$= h_k^2 c_{\mu+1/2} \int_{-1}^{1} \tilde{C}_{l-k}^{k+\mu+1}(t) \tilde{C}_{l-k}^{\mu+1}(t) (1 - t^2)^{k+\mu+1/2} dt \delta_{k,k'} \delta_{j,j'}$$

$$= h_k^2 c_{\mu+1/2} \delta_{l,l'} \delta_{k,k'} \delta_{j,j'}.$$

It follows from the definition of $c_\mu$ that $c_{\mu+1/2}/c_{k+\mu+1/2} = (\mu + 3/2)/k/(\mu + 2)k$, which completes the proof. \hfill \Box

The attenuated Radon transforms of this basis can be computed explicitly.

**Proposition 4.3.** Let $\mu \geq 0$ and let $Q_{l,k,j}$ be defined by (1.3). Then

$$\mathcal{R}_\phi^\mu(Q_{l,k,j}; t, w) = \frac{(1 - t^2)^\mu}{(1 - w^2)^\mu} R_\phi^\mu Q_{l,k,j} \left( \sqrt{1 - w^2} \cos \phi, \sqrt{1 - w^2} \sin \phi, w \right).$$

**Proof.** By Lemma 4.1 and the definition of $Q_{l,k,j}$ we have

$$\mathcal{R}_\phi^\mu(Q_{l,k,j}; t, w) = (1 - w^2)^\mu \mathcal{R}_\phi^\mu(g_w; t),$$

where $g_{w}(x, y) = h_k P_{\mu}^k(x, y)(1 - w^2)^{k/2} \tilde{C}_{l-k}^{k+\mu+1}(w)$. By Lemma 2.7 it follows that

$$\mathcal{R}_\phi^\mu(g_w; t) = h_k (1 - w^2)^{k/2} \tilde{C}_{l-k}^{k+\mu+1}(w) \mathcal{R}_\phi^\mu(P_{\mu}^k; t)$$

$$= b_\mu h_k (1 - w^2)^{k/2} \tilde{C}_{l-k}^{k+\mu+1}(w) (1 - t^2)^\mu \frac{C_{\mu+1/2}}{C_{\mu+1/2}(1)} P_{\mu}^k \cos \phi, \sin \phi$$

$$= b_\mu (1 - t^2)^\mu \frac{C_{\mu+1/2}(1)}{C_{\mu+1/2}(1)} Q_{l,k,j} \left( \sqrt{1 - w^2} \cos \phi, \sqrt{1 - w^2} \sin \phi, w \right)$$

by the definition of $Q_{l,k,j}$. Putting these equations together completes the proof. \hfill \Box

Let $\text{proj}_{k,3}^\mu$ denote the projection operator from $L^2(W_\mu; B^3)$ onto the space $\mathcal{V}_{k,3}^\mu(W_\mu)$. Again we have the decomposition

$$L^2(W_\mu; B^3) = \bigoplus_{k=0}^{\infty} \bigoplus_{l=0}^{n} \mathcal{V}_{k,3}^\mu(W_\mu) : \ f = \sum_{k=0}^{\infty} \text{proj}_{k,3}^\mu f.$$

**Proposition 4.4.** For $n \geq 0$ and $0 \leq l \leq n$,

$$\text{proj}_{l,3}^\mu f(x) = \left( \frac{1}{n+1} \right) \sum_{\nu=0}^{n} \int_{-1}^{1} \int_{-1}^{1} \mathcal{R}_{\phi_{\nu}}^\mu(f; t, w) G_{l}(\xi_{\nu}, t, w; x) dt \sqrt{1 - w^2} \, dw$$

$$= \left( \frac{1}{2n + 2} \right) \sum_{\nu=0}^{2n+1} \int_{-1}^{1} \int_{-1}^{1} \mathcal{R}_{\phi_{\nu}}^\mu(f; t, w) G_{l}(\xi_{\nu}, t, w; x) dt \sqrt{1 - w^2} \, dw$$
where
\[ G_l(\xi, t, w; x) = a_{\mu, 3} \sum_{k=0}^{l} h_k^3 D_k^{\mu+1} \left( \frac{\xi, t; x_1}{\sqrt{1-x_3^2}}, \frac{\xi, t; x_2}{\sqrt{1-x_3^2}} \right) \times (1-w^2)^{k/2} (1-x_3^2)^{k/2} \tilde{C}_{l-k}^{\mu+1}(w) \tilde{C}_{l-k}^{\mu+1}(x_3). \]

**Proof.** The projection operator has an integral expression just as that of (4.17). Furthermore, the kernel function \( P(W_\mu; x, y) \) can be written as a sum of an orthonormal basis. In particular,
\[ \text{proj}_{l,3}^\mu f(x) = \sum_{k=0}^{l} \sum_{j=0}^{k} \hat{f}_{l,k,j} Q_{l,k,j}(x), \]
where \( Q_{l,k,j} \) is the orthonormal basis for \( \lambda_3^l(W_\mu) \) defined in (4.3) and
\[ \hat{f}_{l,k,j} = a_{\mu, 3} \int_{B^3} f(y) Q_{l,k,j}(y) W_\mu(y) dy. \]
Using (1.4), the definition of \( Q_{k,l,j} \), and the fact that \( a_{\mu, 3} = a_\mu c_{\mu+1/2} \), we have
\[ \hat{f}_{l,k,j} = c_{\mu+1/2} \int_{1}^{1} \left[ a_\mu \int_{B^3} g_w(u,v) P^k(u,v) W_\mu(u,v) dudv \right] \times h_k \tilde{C}^{\mu+1}_{l-k}(w) (1-w^2)^{k/2+\mu+1/2} dw, \]
where \( g_w \) is defined as in Lemma 1.1. Hence, it follows from (2.17) and (2.1) that
\[ \text{proj}_{l,3}^\mu f(x) = \sum_{k=0}^{l} h_k^3 \tilde{C}^{\mu+1}_{l-k}(x_3)(1-x_3^2)^{k/2} c_{\mu+1/2} \times \int_{1}^{1} \text{proj}_{\mu}^k g_w \left( \frac{x_1}{\sqrt{1-x_3^2}}, \frac{x_2}{\sqrt{1-x_3^2}} \right) \tilde{C}^{\mu+1}_{l-k}(w)(1-w^2)^{(k+1)/2+\mu} dw. \]
The identity (4.8) follows from the above equation upon using (2.18) and (4.2). □

Let us denote by \( S_{n,3}^\mu f \) the \( n \)-th partial sum of the orthogonal expansion (4.6),
\[ S_{n,3}^\mu f(x) = \sum_{i=0}^{n} \text{proj}_{l,3}^\mu f(x). \]
As an immediate consequence of Proposition 4.4 we have

**Corollary 4.5.** For \( n \geq 0 \),
\[ S_{n,3}^\mu f(x) = \frac{1}{n+1} \sum_{\nu=0}^{n} \int_{-1}^{1} \int_{-1}^{1} R_{\xi,\nu}^\mu(f; t, w) \Phi_n^\mu(\xi, \nu, t, w; x) dt \sqrt{1-w^2} dw = \frac{1}{2n+2} \sum_{\nu=0}^{2n+1} \int_{-1}^{1} \int_{-1}^{1} R_{\xi,\nu}^\mu(f; t, w) \Phi_n^\mu(\xi, \nu, t, w; x) dt \sqrt{1-w^2} dw \]
where
\[ \Phi_n^\mu(\xi, t, w; x) = \sum_{l=0}^{n} G_l(\xi, t, w; x). \]

In the case of \( n = 2m \) we can use (2.21) instead of (2.18) in the last step of the proof of Proposition 4.4 to get an expression for \( \text{proj}_{l,3}^\mu f \). The corresponding expression for the partial sum is the following result:
Proposition 4.6. For $m \geq 0$,
\[ \mathcal{S}^\mu_{2m,3} f(x) = \frac{1}{2m+1} \sum_{\nu=0}^{2m} \int_{-1}^{1} \int_{-1}^{1} \mathcal{R}_{\phi_\nu}^\mu(f; t, w) \Phi_{2m}(\phi_\nu, t, w; x) dt \sqrt{1-w^2} dw. \]

From such an expression of $\mathcal{S}^\mu_{n,3}$ we naturally want to derive an algorithm as in the 2D case. However, there is a problem when we use quadrature formula. Indeed, in order to obtain an algorithm, we need to discretize the integrals
\[ \int_{-1}^{1} \int_{-1}^{1} \mathcal{R}_{\xi_\nu}^\mu(f; t, w) \Phi_{n}^\mu(\xi_\nu, t, w; x) dt \sqrt{1-w^2} dw \]
in $\mathcal{S}^\mu_{n,3} f$ by a quadrature formula. We can use, for example, the quadrature formula (4.25) of precision $2n$, which we denote by
\[ \int_{-1}^{1} f(t) (1-t^2)^\alpha dt \approx \sum_{k=0}^{n} \lambda_k^\alpha f(t_k^\alpha) \]
to emphasis the dependence of $t_k,n$ and $\lambda_k,n$ on the weight function. If we follow the 2D case, then the equation (4.25) indicates that we should apply the quadrature with respect to $(1-t^2)^\mu$ in $t$ variable, and apply the quadrature with respect to $(1-w^2)^{\mu+1/2}$ in $w$ variable. The result of using these quadrature formulas gives the following:

Algorithm 4.7. Let $\mu \geq 0$. For $n \geq 0$, $x = (x_1, x_2, x_3) \in B^3$,

\[ \mathcal{B}^\mu_n(f; x) = \sum_{\nu=0}^{n} \sum_{j=0}^{n} \sum_{k=0}^{n} \mathcal{R}_{\phi_\nu}^\mu(f; t_j^\mu, t_k^{\mu+1/2}) T_{j,k,\nu}(x) \]

where

\[ T_{j,k,\nu}(x) = \frac{\lambda_{j,k}^{\mu+1/2}}{n+1} \Phi_{n}^\mu(\xi_\nu, t_j^\mu, t_k^{\mu+1/2}; x). \]

However, this is likely not an accurate algorithm. The problem is that the operator $\mathcal{B}^\mu_n$ does not preserve polynomials of degree $n$. In fact, in order that $\mathcal{B}_n P = P$ for $P \in \Pi_n^\mu$, we need the discretization of the integrals (4.9) to be exact to emphasis the dependence of $t_k,n$ and $\lambda_k,n$ on the weight function. If we follow the 2D case, then the equation (4.25) indicates that we should apply the quadrature with respect to $(1-t^2)^\mu$ in $t$ variable, and apply the quadrature with respect to $(1-w^2)^{\mu+1/2}$ in $w$ variable. The result of using these quadrature formulas gives the following:

Algorithm 4.7. Let $\mu \geq 0$. For $n \geq 0$, $x = (x_1, x_2, x_3) \in B^3$,

\[ \mathcal{B}^\mu_n(f; x) = \sum_{\nu=0}^{n} \sum_{j=0}^{n} \sum_{k=0}^{n} \mathcal{R}_{\phi_\nu}^\mu(f; t_j^\mu, t_k^{\mu+1/2}) T_{j,k,\nu}(x) \]

where

\[ T_{j,k,\nu}(x) = \frac{\lambda_{j,k}^{\mu+1/2}}{n+1} \Phi_{n}^\mu(\xi_\nu, t_j^\mu, t_k^{\mu+1/2}; x). \]

However, this is likely not an accurate algorithm. The problem is that the operator $\mathcal{B}^\mu_n$ does not preserve polynomials of degree $n$. In fact, in order that $\mathcal{B}_n P = P$ for $P \in \Pi_n^\mu$, we need the discretization of the integrals (4.9) to be exact to emphasis the dependence of $t_k,n$ and $\lambda_k,n$ on the weight function. If we follow the 2D case, then the equation (4.25) indicates that we should apply the quadrature with respect to $(1-t^2)^\mu$ in $t$ variable, and apply the quadrature with respect to $(1-w^2)^{\mu+1/2}$ in $w$ variable. The result of using these quadrature formulas gives the following:

Algorithm 4.7. Let $\mu \geq 0$. For $n \geq 0$, $x = (x_1, x_2, x_3) \in B^3$,

\[ \mathcal{B}^\mu_n(f; x) = \sum_{\nu=0}^{n} \sum_{j=0}^{n} \sum_{k=0}^{n} \mathcal{R}_{\phi_\nu}^\mu(f; t_j^\mu, t_k^{\mu+1/2}) T_{j,k,\nu}(x) \]

where

\[ T_{j,k,\nu}(x) = \frac{\lambda_{j,k}^{\mu+1/2}}{n+1} \Phi_{n}^\mu(\xi_\nu, t_j^\mu, t_k^{\mu+1/2}; x). \]

However, this is likely not an accurate algorithm. The problem is that the operator $\mathcal{B}^\mu_n$ does not preserve polynomials of degree $n$. In fact, in order that $\mathcal{B}_n P = P$ for $P \in \Pi_n^\mu$, we need the discretization of the integrals (4.9) to be exact to emphasis the dependence of $t_k,n$ and $\lambda_k,n$ on the weight function. If we follow the 2D case, then the equation (4.25) indicates that we should apply the quadrature with respect to $(1-t^2)^\mu$ in $t$ variable, and apply the quadrature with respect to $(1-w^2)^{\mu+1/2}$ in $w$ variable. The result of using these quadrature formulas gives the following:

Algorithm 4.7. Let $\mu \geq 0$. For $n \geq 0$, $x = (x_1, x_2, x_3) \in B^3$,

\[ \mathcal{B}^\mu_n(f; x) = \sum_{\nu=0}^{n} \sum_{j=0}^{n} \sum_{k=0}^{n} \mathcal{R}_{\phi_\nu}^\mu(f; t_j^\mu, t_k^{\mu+1/2}) T_{j,k,\nu}(x) \]

where

\[ T_{j,k,\nu}(x) = \frac{\lambda_{j,k}^{\mu+1/2}}{n+1} \Phi_{n}^\mu(\xi_\nu, t_j^\mu, t_k^{\mu+1/2}; x). \]
5. Reconstruction and Approximation on the Cylinder Domain

In contrast to the unit ball in $\mathbb{R}^3$, the reconstruction algorithm on a cylinder domain works well. Let $L > 0$ and let $B_L$ be the cylinder domain defined by

$$B_L = B^2 \times [0, L] = \{(x, y, z) : (x, y) \in B^2, 0 \leq z \leq L\}.$$ 

We will show that the partial sum operator of the orthogonal expansions on $W_L$ admits an expression that relates to Radon data and use it to get a reconstruction algorithm.

Let $W_\mu$ be defined as in (1.2). Let $W_{\mu,L}$ be the weight function

$$W_{\mu,L}(x, y, z) = W_\mu(x, y)W_L(z), \quad (x, y, z) \in B_L.$$ 

We retain the notation $R_\phi^\mu(g; :t)$ for the attenuated Radon projection of a function $g : B^2 \to \mathbb{R}$, as defined in (1.3). For a fixed $z$ in $[0, L]$, we define

$$R_\phi^\mu(f(\cdot, \cdot, z); t) := \int_{I(\phi,t)} f(x, y, z)W_\mu(x, y)dxdy,$$

which is the attenuated Radon projection of $f$ in a disk that is perpendicular to the $z$-axis.

We consider the orthogonal polynomials with respect to the inner product

$$\langle f, g \rangle_{B_L} = \frac{1}{\pi} \int_{B_L} f(x, y, z)g(x, y, z)W_{\mu,L}(x, y, z) dxdydz.$$ 

Let $V^3_n(W_{\mu,L})$ denote the subspace of orthogonal polynomials of degree $n$ on $B_L$ with respect to the inner product (5.2); that is, $P \in V^3_n(W_{\mu,L})$ if $\langle P, Q \rangle_{B_L} = 0$ for all polynomial $Q \in \Pi^3_{n-1}$.

Let $p_n$ be the orthonormal polynomial of degree $n$ with respect to $W_L$ on $[0, L]$ and let $\{P^k_j(x, y) : 0 \leq j \leq k\}$ denote an orthonormal basis of $V^2_n(W_\mu)$. Since $W_{\mu,L}$ is a product on a product domain, the following proposition is obvious.

**Proposition 5.1.** An orthonormal basis for $V^3_n(W_{\mu,L})$ is given by

$$P_l = \left\{P^\mu_{l,k,j} : 0 \leq j \leq k \leq n\right\}, \quad P^\mu_{n,k,j}(x, y, z) = P^k_j(x, y)p_{n-k}(z).$$

In particular, the set $\{P_l : 0 \leq l \leq n\}$ is an orthonormal basis for $\Pi_n$.

For $f \in L^2(W_{\mu,L}; B_L)$, the Fourier coefficients of $f$ with respect to the orthonormal system $\{P_l : l \geq 0\}$ are given by

$$\tilde{f}^\mu_{l,k,j} = a_{\mu} \int_{B_L} f(x)P^\mu_{l,k,j}(x)W_{\mu,L}(x)dxdy, \quad 0 \leq j \leq k \leq l.$$ 

Let $S^\mu_{n,L}f$ denote the Fourier partial sum operator,

$$S^\mu_{n,L}f(x) = \sum_{l=0}^{n} \sum_{k=0}^{l} \sum_{j=0}^{k} \tilde{f}^\mu_{l,k,j}P^\mu_{l,k,j}(x).$$

Just like its counterpart in two variables, this is a projection operator. The following is an analogue of Theorem 2.10 for the cylinder domain $B_L$.

**Theorem 5.2.** For $n \geq 0$,

$$S^\mu_{n,L}f(x) = \frac{1}{n + 1} \sum_{\nu=0}^{n} a_{\nu} \int_{-1}^{1} \int_{0}^{L} R_\phi^\mu(f(\cdot, \cdot, w); t)\Phi^\mu_{n}(\xi_{\nu}, w, t; x)W_L(w)dw dt.$$
where
\( \Phi_n^\mu(\xi, w, t; x) = \sum_{k=0}^{n} \frac{k + \mu + 1/2}{\mu + 1/2} D_k^{\mu+1/2}(\xi, t; x_1, x_2) \sum_{i=0}^{n-k} p_i(w)p_i(x_3). \)

**Proof.** By the definition of \( \hat{f}_{i,k,j}^\mu \) we can write
\[ \hat{f}_{i,k,j}^\mu = a_{\mu} \int_{B^2} f_{l-k}(x, y) P_j^k(x, y) W_\mu(x, y) dx dy \]
where \( f_{l-k}(x, y) := \int_0^L f(x, y, w)p_{l-k}(w)W_L(w) dw, \quad l \geq k \geq 0. \)

Consequently, by the definition of \( \text{proj}_k^\mu \) in (2.17), it follows that
\[ S_{n,L}^\mu f(x) = \sum_{l=0}^{n} \sum_{k=0}^{l} \text{proj}_k^\mu(f_{l-k}; x_1, x_2) p_{l-k}(x_3). \]

We can then use the expression (2.18) for \( \text{proj}_k^\mu f \) and the fact that \( R_\xi^\mu(f_{l-k}; t) = \int_0^L R_\xi^\mu(f(\cdot, \cdot, w); t)p_{l-k}(w)W_L(w) dw \)
to complete the proof. \( \square \)

In the case of \( n = 2m \), we can use (2.21) in place of (2.18) in the proof. The result is the following proposition which has appeared in [16] when \( \mu = 1/2. \)

**Proposition 5.3.** For \( m \geq 0, \)
\[ (5.5) \quad S_{2m,L}^\mu f(x) = \sum_{l=0}^{n} \sum_{k=0}^{l} \text{proj}_k^\mu(f_{l-k}; x_1, x_2) p_{l-k}(x_3). \]

From the expression (5.3) or (5.5) of \( S_{n,L}^\mu f \), we can apply a quadrature formula to get a reconstruction algorithm on \( B_1 \) for the attenuated Radon data. In [16] the weight function \( W_L \) is chosen to be the Chebyshev weight function
\[ W_L(z) = \frac{1}{\pi} \frac{1}{\sqrt{z(L-z)}}, \quad z \in [0, L], \]
normalized to have integral 1 on \([0, L]\). The reason for this choice is that the Gaussian quadrature formula takes a simple form
\[ (5.6) \int_0^L g(z)W_L(z)dz \approx \frac{1}{n+1} \sum_{j=0}^{n} g(z_j), \quad z_j = \frac{1}{2} \left( 1 + \cos \frac{2j+1}{2n+2} \right), \]
which is of precision \( 2n + 1. \) We can apply this quadrature for the integral with respect to \( w \) and use the quadrature (2.2) for the integral with respect to \( t \) in (5.3) or (5.5). The result is the following algorithm:

**Algorithm 5.4.** Let \( \mu \geq 0 \) and let \( \gamma_{\mu,j,i} = R_{\nu}^\mu(f(\cdot, \cdot, z_j); t_{j,n}). \) For \( n \geq 0 \)
\[ (5.7) \quad B_{n,L}^\mu(f; x) = \sum_{\nu=0}^{n} \sum_{j=0}^{n} \sum_{i=0}^{n} \gamma_{\nu,j,i} T_{\nu,j,i}(x) \]
where
\[ T_{\nu,j,i}(x) = \frac{a_{\mu}^{\lambda_{j,n}}}{n+1} (1 - t_{j,n}^2)^{-\mu} \Phi_{n}^{\mu}(\xi_\nu, z_i, t_{j,n}; x). \]

Like the algorithms in the previous sections, this algorithm produces a polynomial as an approximation to the function. It does preserve polynomials of lower degrees.

**Theorem 5.5.** The operator \( B_{n,L}^{\mu} \) is a projection operator on \( \Pi_3^n \). In other words, \( B_n f \in \Pi_3^n \) and \( B_n(f) = f \) if \( f \in \Pi_3^n \).

**Proof.** Let \( P_{n,k,j}^\mu \) be defined as in Proposition 5.1. It follows from the definition in (5.1) that \( R_\phi^\mu(P_{n,k,j}(\cdot, \cdot, w); t) = R_\phi^\mu(P_{n,k}^j; t)\eta_{n-k}(w) \). Consequently, it follows from (2.15) that \( R_\phi^\mu(P(\cdot, \cdot, w); t)/(1 - t^2)^\mu \) is a polynomial of degree \( n \) in both \( t \) variable and \( w \) variable whenever \( P \in \Pi_3^n \). By its definition in (5.4), the function \( \Phi^\mu(\xi, w, t; x) \) is evidently a polynomial of degree \( n \) in both \( t \) and \( w \) variables. Hence, we can apply (5.6) for \( w \) variable and apply the quadrature (2.20) of precision \( 2n \) to \( t \) variable, which are exact on \( (1 - t^2)^{-\mu} \Pi_3^n \).

The approximation process in Algorithm 5.4 uses the attenuated Radon data
\[ \left\{ R_{\xi_\nu}^\mu(f(\cdot, \cdot, z_i); t_{j,n}) : 0 \leq \nu \leq n, \ 0 \leq j \leq n, \ 0 \leq i \leq n \right\}, \]
which consists of Radon projections on \( n + 1 \) disks that are parallel to the \( z \)-axis. In other words, it consists of reconstructions of the function on \( n + 1 \) planes.

In the case of \( n = 2m \) and \( \mu \) is an half integer, we can also use the quadrature (2.24) to derive a more explicit algorithm as in Algorithm 2.15. Such an algorithm is given in [10] for \( \mu = 1/2 \). We shall not elaborate further.
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