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Abstract

We study the problem of contextual search, a generalization of binary search in higher dimensions, in the adversarial noise model. Let $d$ be the dimension of the problem, $T$ be the time horizon and $C$ be the total amount of adversarial noise in the system. We focus on the $\varepsilon$-ball and the absolute loss. For the $\varepsilon$-ball loss, we give a tight regret bound of $O(C + d \log(1/\varepsilon))$ improving over the $O(d^3 \log(1/\varepsilon) \log^2(T) + C \log(T) \log(1/\varepsilon))$ bound of Krishnamurthy et al (Operations Research ’23). For the absolute loss, we give an efficient algorithm with regret $O(C + d \log T)$. To tackle the absolute loss case, we study the more general setting of Corruption-Robust Convex Optimization with Subgradient feedback, which is of independent interest.

Our techniques are a significant departure from prior approaches. Specifically, we keep track of density functions over the candidate target vectors instead of a knowledge set consisting of the candidate target vectors consistent with the feedback obtained.

1 Introduction

Contextual search is a fundamental primitive in online learning with binary feedback with applications to dynamic pricing [Kleinberg and Leighton, 2003] and personalized medicine [Bastani and Bayati, 2016]. In contextual search, there is a repeated interaction between a learner and nature; roughly speaking, in each round, the learner chooses an action based on contextual information that is revealed by nature and observes only a single bit of feedback (e.g., “yes” or “no”). In the classic (i.e., realizable and noise-free) version, there exists a hidden vector $\theta^* \in \mathbb{R}^d$ with $\|\theta^*\| \leq 1$ that the learner wishes to learn over time. Each round $t \in [T]$ begins with the learner receiving a context $u_t \in \mathbb{R}^d$ with $\|u_t\| = 1$; this context is chosen (potentially) adversarially by nature. The learner then chooses an action $y_t \in \mathbb{R}$, learns the sign $\sigma_t = \text{sign}(\langle u_t, \theta^* \rangle - y_t) \in \{+1, -1\}$ and incurs loss $\ell(y_t, \langle u_t, \theta^* \rangle)$. Importantly, the learner does not get to observe the loss they incur, but only the sign $\sigma_t$. In this classic setting, a sequence of recent papers [Amin et al., 2014, Cohen et al., 2016, Lobel et al., 2017, Leme and Schneider, 2018, Liu et al., 2021] obtained the optimal regret$^1$ bounds for various
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1We use the terms “regret” and “total loss” interchangeably.
loss functions, as highlighted in Table 1. The matching (up to log $d$) upper and lower bounds in

| Loss   | $\ell(y_t, y_t^*)$ | Lower Bound                  | Upper Bound                  |
|--------|--------------------|------------------------------|------------------------------|
| $\varepsilon$-ball | $\mathbb{1}[|y_t^* - y_t| \geq \varepsilon]$ | $\Omega(d \log(1/\varepsilon))$ | $O(d \log(1/\varepsilon))$ [Lobel et al., 2017] |
| absolute        | $|y_t^* - y_t|$ | $\Omega(d)$ | $O(d \log d)$ [Liu et al., 2021] |
| pricing         | $y_t^* - y_t \mathbb{1}\{y_t \leq y_t^*\}$ | $\Omega(d \log \log T)$ | $O(d \log \log T + d \log d)$ [Liu et al., 2021] |

Table 1: Optimal regret guarantees for realizable contextual search.

Table 1 indicate that the noise-free version of the problem is well understood. Beyond the classic setting, however, a lot of questions remain when the feedback that the learner receives is perturbed by some type of noise (as is often the case in practical settings), i.e., the target value $y_t^* = \langle u_t, \theta^* \rangle$ is perturbed to $y_t^* = \langle u_t, \theta^* \rangle + z_t$, where $z_t$ is a random variable modeling the added noise. Most of the literature thus far has focused on stochastic noise models [Javanmard and Nazerzadeh, 2016, Cohen et al., 2016, Javanmard, 2017, Shah et al., 2019, Liu et al., 2021, Xu and Wang, 2021, 2022], i.e., where $z_t$ is drawn from some prespecified distribution.

A recent trend in machine learning is the study of adversarial noise models, often also called corrupted noise models. In this model, most of the data follows a learnable pattern but an adversary can corrupt a small fraction of it. The goal is to design learning algorithms whose performance robustly degrades as a function of how much corruption was added to the data, e.g., in terms of the total number of corrupted rounds $C$. In the context of contextual search, this problem was first studied by Krishnamurthy et al. [2023], who provided an algorithm with a regret bound of $O(d^3 \log(1/\varepsilon) \log^2(T) + C \log(T) \log(1/\varepsilon))$ for the $\varepsilon$-ball loss (i.e., $\ell(y_t, y_t^*) = \mathbb{1}[|y_t^* - y_t| \geq \varepsilon]$) and $O(d^3 \log^3(T) + C \log^2(T))$ for the absolute and pricing losses (i.e., $\ell(y_t, y_t^*) = |y_t^* - y_t|$ and $\ell(y_t, y_t^*) = y_t^* - y_t \mathbb{1}\{y_t \leq y_t^*\}$ respectively).

In this paper, we provide new corruption-robust learning algorithms for contextual search with near-optimal regret guarantees. Specifically, if $C$ denotes the total corruption, then we show the following:

1. For the symmetric loss, we give an efficient algorithm with regret $O(C + d \log T)$. This bound also extends to the setting where $C$ measures the total absolute corruption, i.e., $C = \sum_{t=1}^T |z_t|$.
2. For the $\varepsilon$-ball loss, we give an algorithm with a tight regret bound of $O(C + d \log(1/\varepsilon))$. This improves on the earlier bound of Krishnamurthy et al. [2023].

To obtain the algorithm and the regret bounds for the symmetric loss, we investigate a more general setting with results that are of independent interest (Corruption-Robust Convex Optimization (CROCO)), which we introduce next.

### 1.1 Corruption-Robust Convex Optimization

In the standard problem of Online Convex Optimization, there is a fixed (bounded, Lipschitz) convex function $f : K \subseteq \mathbb{R}^d \to \mathbb{R}$ that the learner wishes to learn. The learner’s interaction with this function is via a first-order oracle $^2$, where the learner can query a point $x_t \in K$ in the domain of $f$ and is told a subgradient $\nabla x_t$ of the function at this point $x_t$. The learner would like to use
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this oracle to compute the minimizer $x^*$ of $f$, and more generally would like to minimize their total regret $\sum_{t\in[T]}(f(x_t) - f(x^*))$ after $T$ queries to this oracle. Convex optimization is a fundamental and incredibly well-studied problem with many efficient algorithms – for example, gradient descent and the ellipsoid method – that find an approximate minimizer of $f$ while incurring small regret (see Table 2 for a summary of a few of these methods and their properties).

Again, our interest is in optimization settings with adversarial corruptions. In the context of convex optimization, this most naturally takes the form of an adversarially perturbed oracle, which is free to report an $\epsilon_t$-perturbed subgradient $\tilde{\nabla}$ (see Equation (1) for a precise definition). Many algorithms for convex optimization (such as the ellipsoid algorithm) are not at all robust to corruptions, since corruptions can cause them to permanently remove the true minimizer from consideration.

Other algorithms (such as standard gradient descent) are somewhat robust to corruptions, but incur $O(C + d\sqrt{T})$ total regret. In this paper, we provide the first known algorithms that incur logarithmic regret in $T$ while only scaling linearly with the number of corruptions. Specifically, we provide an algorithm (CRoCO) which incurs at most $O(C + \log T)$ regret after $T$ rounds.

It is not surprising that CRoCO can improve over the $O(\sqrt{T})$ regret bounds in uncorrupted settings: for example, in one-dimension, the BISECTION algorithm obtains $O(1)$ regret. BISECTION keeps an interval $[a,b]$ and queries the gradient of $f'(m)$ at the midpoint $m = (a + b)/2$. If the gradient is positive, it updates the interval to $[m,b]$ and if negative to $[a,m]$. Cutting plane algorithms (CutPlanes) correspond to a generalization of BISECTION to larger dimensions and they were studied extensively in a series of works for contextual search (see Section 1.3); these algorithms can find an $\epsilon$-optimal solution in $\log(1/\epsilon)$ iterations. Most cutting plane algorithms (like the ellipsoid method) do not offer regret guarantees. Instead, they offer a best-iterate guarantee, i.e., guarantees on $\min_{t\in[T]} f(x_t) - f(x^*)$ and this guarantee is not necessarily “last-iterate”. In other words, there is some point for which $\min_{t\in[T]} f(x_t) - f(x^*)$ is small, but one cannot be certain that this is true for point $x_T$. Not only that, but also while they compute a sequence of points $\{x_t\}_{t\in[T]}$ using only gradient information, they rely on evaluating the function $f(x_t)$ on those points to choose the best. Finally, CutPlanes algorithms are not robust to corruptions since they permanently remove elements from the consideration set. We summarize this discussion in Table 2.

|                        | GD                    | CutPlanes              | CRoCO [this paper]             |
|------------------------|-----------------------|------------------------|--------------------------------|
| Regret guarantee       | $O(\sqrt{T})$         | unknown                | $O(\log(T))$                   |
| Best-iterate guarantee | $1/\sqrt{T}$          | $\exp(-T)$             | $\log(T)/T$                    |
| Uses 0-th order oracle | No                    | Yes                    | No                             |
| Robust to corruptions  | Yes                   | No                     | Yes                            |

Table 2: Optimal regret guarantees for corruption-robust convex optimization.

1.2 Overview of Results and Techniques

At the heart of our contributions lies a new family of algorithms that we introduce for contextual search. These algorithms are fundamentally different than the approach followed by every single prior paper on contextual search, i.e., Cohen et al. [2016], Lobel et al. [2017], Leme and Schneider [2018], Liu et al. [2021], Krishnamurthy et al. [2021]. Specifically, the algorithms in those papers keep track of a “knowledge set”, which is the set of all possible values of $\theta$ that are consistent
with the feedback obtained. This is particularly difficult to do with corruptions and for this reason Krishnamurthy et al. [2021] had to develop a sophisticated machinery based on convex geometry to certify that a certain region of possible θ’s can be removed from the knowledge set.

Instead, we develop a suite of techniques based on maintaining probability density functions over the set of possible values of θ. Intuitively, the density measures to what extent a given value is consistent with the feedback obtained so far. This leads to a more forgiving update, that never removes a value from consideration; instead, it just decreases its weight. Surprisingly, these forgiving updates, if chosen properly, can yield the very fast, logarithmic regret guarantees when $C \approx 0$.

In Section 4, we analyze the problem of corruption-robust convex optimization. Our work is the first to formalize and analyze this setting. To tackle this problem, we propose a new update rule for the densities that is inspired by the update rule used in Eldan’s stochastic localization procedure [Eldan, 2013]. The advantage of this update is that the density obtained is log-concave despite the fact that we only have first-order feedback. In our algorithm, at each round the learner chooses the centroid of the density over the knowledge set as their query point. The fact that the density maintained at all times is log-concave allows us to compute its centroid in polynomial time [Lee and Vempala, 2021, Chapter 9]. Additionally, it leads to a finer control over the amount of the corruption introduced, which leads to the $C_1$-bound instead of $C$.

In Section 3, we focus on the ε-ball loss. Note that this loss function (contrary to the symmetric loss) is not a subcase of corruption-robust convex optimization. At a high level, our method here relies on densities once again. To translate a density into an action $y_t$ in a given round, we introduce the notion of the ε-window-median of a distribution supported in $\mathbb{R}$. The 0-window-median corresponds to the usual median, i.e., a point $m$ such that the total mass above $m$ is equal to the total mass below $m$. The ε-window-median corresponds to the point $m$ such that the total mass above $m + \varepsilon$ is equal to the total mass below $m - \varepsilon$. Our algorithm proceeds by taking the ε-window-median with respect to a projection of the density onto the given context and using it both to compute the query point $y_t$ and the density update. For the ε-ball loss our regret guarantees are tight; our algorithm incurs regret $O(C + d \log(1/\varepsilon))$, which matches the lower bound for the corruption-robust contextual search setting (Section 3).

### 1.3 Related Work

Our work is related to two streams of literature; contextual search and adversarial corruptions in learning with bandit feedback.

**Contextual Search.** The classic setting of contextual search has been extensively studied by a series of papers. The approach taken traditionally by the literature has been “bisection-based”; specifically, the learner maintains a knowledge set throughout the $T$ rounds, which contains the set $K$ of all possible vectors for $\theta^*$ (i.e., $\theta^* \in K$). After every round, the learner eliminates part of the knowledge set according to the feedback that they receive. For example, assume that for a round $t \in [T]$, the learner has observed context $u_t \in \mathbb{R}^d$, queried point $y_t \in \mathbb{R}$, and received feedback $y_t \geq y^*$ (i.e., $y_t \geq \langle u_t, \theta^* \rangle$). Then, for rounds $t + 1$ and onward, the learner eliminates all the vectors $v \in K$ such that $y_t < \langle u, \theta^* \rangle$. This family of bisection-based algorithms was first introduced by Cohen et al. [2016] and we referred to them earlier as CUTPLANES methods. Cohen et al. ¹

¹Roughly, $C_1$ corresponds to the total absolute corruption introduced. It is formally defined in Section 2.2.
[2016]’s method obtained regret guarantees $O(d^2 \log(d/\epsilon))$ for the $\epsilon$-ball and $O(d^2 \log T)$ for the symmetric loss. Subsequently, still drawing intuition from bisection-based methods, Lobel et al. [2017] introduced the ProjectedVolume algorithm, which obtained the optimal regret $O(d \log(1/\epsilon))$ for the $\epsilon$-ball loss and an improved regret of $O(d \log T)$ for the symmetric loss. Leme and Schneider [2018] obtained the optimal (in terms of $T$) regret of $O(d^3)$ for the symmetric loss, and Liu et al. [2021] obtained the optimal regret (in terms of both $T$ and $d$) of $O(d \log d)$ for the symmetric loss. The algorithms highlighted above are generally brittle to adversarial corruptions and noise. This is to be expected: if at some point the corrupted feedback makes the algorithm eliminate $\theta^*$ from the knowledge set, then the algorithm will never recover and will ultimately incur linear regret.

Krishnamurthy et al. [2023] were the first ones to study contextual search against corrupted feedback. Their algorithm was an involved adaptation of the ProjectedVolume algorithm and achieved regret $O(d^3 \log(1/\epsilon) \log^2(T) + C \log(T) \log(1/\epsilon))$ for the $\epsilon$-ball loss and $O(d^3 \log^3(T) + C \log^2(T))$, where $C$ is the total number of corrupted rounds that the algorithm faces. Importantly, the algorithm of Krishnamurthy et al. [2023] need not know $C$ a priori. Since their algorithm was an adaptation of ProjectedVolume, they were able to provide regret bounds for the pricing loss too. Krishnamurthy et al. [2023]’s regret bounds were far from optimal. Specifically, the optimal bound for the $\epsilon$-ball loss is $O(C + d \log(1/\epsilon))$ and for the symmetric loss $O(C + d)$.

The biggest departure of our work compared to the aforementioned literature is methodological; our algorithms are not using bisection-based techniques. In fact, our work is the first one in the space of contextual search that maintains (at all times) a probability distribution over the entire initial knowledge set and never eliminates any part of it. Instead, it shifts probability mass around points; higher probability mass corresponds to a point that is more consistent with the feedback that the algorithm has received thus far. This is what allows us to obtain significantly improved bounds compared to Krishnamurthy et al. [2023]; in fact, for the $\epsilon$-ball loss, we obtain the optimal regret $O(C + d \log(1/\epsilon))$ and for the symmetric loss $O(C + d \log T)$. Our algorithms are not only agnostic to $C$ but they also need not know that nature may send corrupted feedback at all.

Adversarial Corruptions in Learning with Bandit Feedback. To model adversarial noise, we draw inspiration from the model of adversarial corruptions, first studied by Lykouris et al. [2018] in the context of multi-armed bandits. In the original model, a learner is interacting with a set of bandits with stochastic rewards and the adversary has a total budget of $C$ corruptions, i.e., at any point during the $T$ rounds the adversary can change the reward that the learner sees and all the changes have to be at most $C$. The regret guarantees of the original paper about stochastic multi-armed bandits were later strengthened by Gupta et al. [2019] and Zimmert and Seldin [2021]. The original model of adversarial corruptions has since been applied to a wide range of problems; examples include linear optimization [Li et al., 2019], assortment optimization [Chen et al., 2024], Gaussian bandit optimization [Bogunovic et al., 2020], learning product rankings [Golrezaei et al., 2021], dueling bandits [Agarwal et al., 2021], and both linear and non-linear contextual bandits [He et al., 2022, Ye et al., 2023].

2 Model & Preliminaries

In this section, we summarize the two problems of interest: Corruption-Robust Contextual Search (CROCS) in Section 2.2 and Corruption-Robust Convex Optimization (CROCO) in Section 2.3.
We also outline some useful preliminaries for the rest of the paper.

2.1 Convex Sets and Density Functions

Given a vector \( v \in \mathbb{R}^d \) and a real number \( r > 0 \) we define the ball around \( v \) of radius \( r \) as \( B(v, r) = \{ x \in \mathbb{R}^d ; \| x - v \| \leq r \} \) where \( \| \cdot \| \) is the \( \ell_2 \) norm. We use \( \text{Vol}(B(v, r)) \) to denote the volume of \( B(v, r) \), i.e., \( \text{Vol}(B(v, r)) = \int_{B(v, r)} 1dx \). We often write \( B \) to refer to the unit ball \( B(0, 1) \).

For a set \( K \subseteq \mathbb{R}^d \), we define its diameter to be the biggest distance between any two vectors in \( K \) measured in terms of the \( \ell_2 \) norm.

Densities. We say that a function \( \mu : \mathbb{R}^d \to \mathbb{R}_+ \) is a density function if it is integrable and integrates to 1, i.e., \( \int_{\mathbb{R}^d} \mu(x)dx = 1 \). We say that a random variable \( Z \) is drawn from a probability distribution with density \( \mu \) if for every measurable set \( S \subseteq \mathbb{R}^d \) it holds that \( \mathbb{P}[Z \in S] = \int_S \mu(x)dx \). Given a measurable set \( S \), we refer to the function \( \mu_S(x) = \mathbb{1}\{x \in S\} / \int_S 1dx \) as the uniform density over \( S \). To simplify notation, we write \( \mu(x) \) (instead of \( \mu_S(x) \)) whenever clear from context.

Log-Concave Densities. We give a brief introduction to log-concave densities, which are used in Section 4. For a more complete introduction, see the book by Lee and Vempala [2021] or the survey by Lovász and Vempala [2007].

Definition 2.1 (Log-Concave Functions). A function \( f : \mathbb{R}^d \to \mathbb{R} \) is called log-concave if it is of the form \( f(x) = \exp(-g(x)) \) for some convex function \( g : \mathbb{R}^d \to \mathbb{R} \). If \( \int \mu(x)dx = 1 \), then we say that \( f : \mathbb{R}^d \to \mathbb{R} \) is a log-concave density function.

Two important examples of log-concave densities are the Gaussian density (where \( g(x) = \|x\|^2 \)) and the uniform over a convex set \( K \subseteq \mathbb{R}^d \) where \( g(x) = 0 \) for \( x \in K \) and \( g(x) = \infty \) for \( x \not\in K \).

We denote by \( \text{cg}(\mu, S) \) the centroid of \( \mu \) over set \( S \), defined as:

\[
\text{cg}(\mu, S) \triangleq \frac{\int_S x\mu(x)dx}{\int_S \mu(x)dx}
\]

To simplify notation, we write \( \text{cg}(\mu) \) to denote the centroid of \( \mu \) over all of \( \mathbb{R}^d \), i.e., \( \text{cg}(\mu) = \text{cg}(\mu, \mathbb{R}^d) \).

Note that for the uniform density over a convex set, the above definition corresponds to the usual notion of the centroid of a convex set.

2.2 Setting 1: Corruption-Robust Contextual Search (CRoCS)

Let \( \ell \) denote a loss function \( \ell : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) and \( y^* \in \mathbb{R} \) be a target value that is originally unknown to the learner. Our results for the CRoCS setting will focus on two specific loss functions: (i) the \( \varepsilon \)-ball loss \( \ell(y, y^*) = 1\{|y - y^*| \geq \varepsilon\} \), which penalizes each query \( y \) that is far from the target by at least \( \varepsilon \); (ii) the symmetric loss \( \ell(y, y^*) = |y - y^*| \), which penalizes each query proportionally to how far it is from the target. Note that CRoCS with symmetric loss is a subset of the CROCO setting, which is introduced in the next section.
Protocol. In CRoCS, there is a repeated interaction between a learner and an adversary over $T$ rounds. The adversary initially chooses a vector $\theta^* \in \mathbb{B}(0,1)$ that is hidden from the learner. In each round $t \in [T]$ the following events happen:

1. The adversary chooses a context $u_t \in \mathbb{R}^d$ such that $\|u_t\| = 1$, and reveals it to the learner.
2. The adversary also selects a corruption level $z_t \in [-1,1]$, which is hidden from the learner.
3. The learner queries $y_t \in [-1,1]$.
4. The learner receives feedback $\sigma_t = \text{sign}(y_t^* - y_t) \in \{-1,+1\}$, where $y_t^* = \langle u_t, \theta^* \rangle + z_t$.
5. The learner incurs (but does not observe) loss $\ell(y_t,y_t^*)$.

We consider two different measures of the total amount of corruption added to the system (the total number of noisy queries and the total deviation due to noise):

$$C_0 = \sum_{t \in [T]} 1\{z_t \neq 0\} \quad \text{and} \quad C_1 = \sum_{t \in [T]} |z_t|$$

Our goal is to upper bound the total regret $\text{Regret} = \sum_{t \in [T]} \ell(y_t,y_t^*)$. Note that the regret benchmark $\min_{y \in \mathbb{R}} \mathbb{E}[\sum_{t \in [T]}\ell(y,y^*)]$ is 0; we refer to this setting as "realizable". We do not impose any restriction on any specific corruption levels $z_t$. Instead, our eventual regret bounds are functions of the total amount of corruption ($C_0$ or $C_1$) added over the game. Importantly, our algorithms are completely agnostic to the level of corruption introduced by the adversary. The quantities $C_0$ and $C_1$ are used in the analysis but are not used by the algorithm.

A Note on Normalization. We normalize the contexts such that $\|u_t\| = 1$, while previous contextual search papers instead assume $\|u_t\| \leq 1$. This is done only for simplicity of presentation. If $\|u_t\| \leq 1$, then we feed $\hat{u}_t = u_t/\|u_t\|$ to our algorithm, obtain a query $\hat{y}_t$ based on $\hat{u}_t$, and convert it to $y_t = \hat{y}_t\|u_t\|$.

2.3 Setting 2: Corruption-Robust Convex Optimization (CRoCO)

Consider a fixed convex $L$-Lipschitz function $f : K \subseteq \mathbb{R}^d \to \mathbb{R}$. A first-order oracle for $f$ takes as input a point $x_t \in K$ and returns a subgradient $\nabla_t \in \mathbb{R}^d$, i.e., a point such that for all $z \in K$ it holds that $f(z) \geq f(x_t) + \langle \nabla_t, z - x_t \rangle$ and $\|\nabla_t\|_2 \leq L$. Importantly, the learner has only access to this subgradient, and not to the functional value $f(x_t)$ (i.e., the zero-th order oracle). This is crucial for applications in contextual search and market equilibrium computation [Paes Leme and Wong, 2020].

We say that the oracle is $C$-corrupted if for each queried point $x_t \in K$ it returns a vector $\nabla_t \in \mathbb{R}^d$, $\|\nabla_t\|_2 \leq L$ such that:

$$f(z) \geq f(x_t) + \langle \nabla_t, z - x_t \rangle - \epsilon_t, \forall z \in K$$

and $\sum_{t \in [T]} \epsilon_t \leq C, \forall z \in K$. Notice that the oracle returns only $\nabla_t$, while the values of $C$ and $\epsilon_t$ remain unknown to the algorithm. We will only use $C$-corrupted oracles in our analysis.
Protocol. In the corruption-robust convex optimization problem (CRoCO), there is a repeated interaction between a learner and an adversary over $T$ rounds. The adversary chooses the fixed convex function $f$, and does not reveal it to the learner. At each round, the learner issues queries $x_t \in K$, the adversary provides feedback through a $C$-corrupted first-order oracle, and the learner suffers (but does not observe) $f(x_t) - f(x^*)$, where $x^* = \arg\min_{x \in K} f(x)$. We measure the regret as $\text{Regret} = \max_{x^* \in K} \sum_{t \in [T]} (f(x_t) - f(x^*))$. The learner’s goal in CRoCO is for the algorithm to achieve sublinear-in-$T$ regret, while being agnostic to the corruption level $C$.

3 A $O(C_0 + d \log(1/\varepsilon))$ Algorithm for the $\varepsilon$-Ball Loss

We next shift our attention to algorithms for CRoCS with the $\varepsilon$-ball loss. Since this loss is non-convex, we cannot use the CRoCO framework. Instead, we will develop a customized solution to the $\varepsilon$-ball loss, while still using the idea of keeping track of a density function; i.e., our algorithm works by keeping track of a density function $f_t : B(0, 1) \to \mathbb{R}$ that evolves from round to round. Initially, we set $f_1$ to be the uniform density over $B(0, 1)$, i.e., $f_1(x) = 1/\text{Vol}(B(0, 1))$ for all $x \in B(0, 1)$.

3.1 First Attempt: Using the Standard Median

We start by describing a natural algorithm which —although not the algorithm we ultimately analyze— will be useful for providing intuition. This algorithm is as follows: once the context $u_t$ arrives, we compute the median $y_t$ of $f_t$ “in the direction $u_t$”.

**Definition 3.1** (Median of a Distribution). There are two equivalent ways to define the median of a distribution in a certain direction.

1. Define a random variable $Z = \langle X, u_t \rangle$, where $X$ is drawn from a density $f_t$. Then, $y_t$ is called the median of $Z$ if: $\mathbb{P}[Z \geq y_t] = \mathbb{P}[Z \leq y_t]$.

2. $y_t \in \mathbb{R}$ is the median of distribution $f$ if: $\int f_t(x) 1\{\langle u_t, x \rangle \geq y_t\} dx = \int f_t(x) 1\{\langle u_t, x \rangle \leq y_t\} dx$.

Note that since all the distributions that we work with in this work are derived from continuous density functions, they do not have point masses. Hence, the median (and later the $\varepsilon$-window-median) is always well defined.

After we query $y_t$, we receive the feedback of whether $y_t^* = \langle u_t, \theta^* \rangle + z_t$ is larger or smaller than $y_t$. We do not know the amount of corruption added, but if we believe that it is more likely that this feedback is uncorrupted than corrupted, then we can try to increase the density whenever $\sigma_t(\langle u_t, x \rangle - y_t) \geq 0$. For example, we could define:

$$f_{t+1}(x) = \begin{cases} 3/2 \cdot f_t(x), & \text{if } \sigma_t(\langle u_t, x \rangle - y_t) \geq 0 \\ 1/2 \cdot f_t(x), & \text{if } \sigma_t(\langle u_t, x \rangle - y_t) < 0 \end{cases}$$

Note that since $y_t$ is chosen to be median, then $f_{t+1}$ is still a density.

**Lemma 3.2.** Function $f_t(\cdot)$ is a valid probability density function for all rounds $t$.

**Proof.** We prove the result with induction. For the base case and by the definition of $f_1(\cdot)$ to be a uniform density, the lemma holds. Assume now that $f_t(\cdot)$ is a valid probability density for some
round \( t = n \), i.e., \( f_n(x)dx = 1 \). Then, for \( t + 1 = n + 1 \):

\[
\int_{B} f_{t+1}(x)dx = \frac{3}{2} \int_{B} f_{t}(x)1\{\sigma_t(\langle u_t, x \rangle - y_t) \geq 0\}dx + \frac{1}{2} \int_{B} f_{t}(x)1\{\sigma_t(\langle u_t, x \rangle - y_t) < 0\}dx
\]

\[
= \int_{B} f_{t}(x)1\{\sigma_t(\langle u_t, x \rangle - y_t) \geq 0\}dx + \frac{1}{2} \int_{B} f_{t}(x)dx \quad \text{(grouping terms)}
\]

\[
= \int_{B} f_{t}(x)1\{\sigma_t(\langle u_t, x \rangle - y_t) \geq 0\}dx + \frac{1}{2} \int_{B} f_{t}(x)dx \quad \text{(inductive hypothesis)}
\]

\[
= \frac{1}{2} \cdot 2 \cdot \int_{B} f_{t}(x)1\{\sigma_t(\langle u_t, x \rangle - y_t) \geq 0\}dx + \frac{1}{2}
\]

\[
= \frac{1}{2} \int_{B} f_{t}(x)1\{\sigma_t(\langle u_t, x \rangle - y_t) \geq 0\}dx + \frac{1}{2} \int_{B} f_{t}(x)1\{\sigma_t(\langle u_t, x \rangle - y_t) < 0\}dx + \frac{1}{2}
\]

\[
= \frac{1}{2} + \frac{1}{2} = 1
\]

where the penultimate equality is due to the definition of \( y_t \) being the median of distribution \( f_t(\cdot) \) (Definition 3.1).

Ideally, we would like the mass of the density around \( \theta^* \) to increase in all uncorrupted rounds. With this update rule, however, this is impossible to argue. To see why, observe that if the hyperplane \( \{x \in \mathbb{R}^d; \langle u_t, x \rangle = y_t\} \) is far from \( \theta^* \) then the total density in a ball \( B(\theta^*, \epsilon) \) will increase. However, if the hyperplane intersects the ball \( B(\theta^*, \epsilon) \), then some part of its density will increase and some will decrease. Since the density is non-uniform in the ball, we cannot argue that it will increase in good rounds, i.e., rounds where \( y_t \in B(\theta^*, \epsilon) \).

### 3.2 The \( \epsilon \)-Window Median Algorithm

To address the issue above, we define the notion of the \( \epsilon \)-window median.

**Definition 3.3 (\( \epsilon \)-Window Median).** Given a random variable \( Z \) taking values in \( \mathbb{R} \) we say that an \( \epsilon \)-window median of \( Z \) is a value \( y \) such that: \( \mathbb{P}[Z \leq y - \epsilon/2] = \mathbb{P}[Z \geq y - \epsilon/2] \).

We can also define the \( \epsilon \)-window median for a density \( f_t(\cdot) \) as follows.

**Definition 3.4 (\( \epsilon \)-Window Median for Densities).** Given a density \( f_t \) and a direction \( u_t \in B(0, 1) \), we say that the \( \epsilon \)-window median of \( f_t \) in the direction \( u_t \) is the \( \epsilon \)-window median of a variable \( Z = \langle u_t, X \rangle \), where \( X \) is drawn from a distribution with density \( f_t \). Equivalently, this is the value \( y_t \in \mathbb{R} \) such that:

\[
\int_{B} f_{t}(x)1\{\langle u_t, x \rangle \geq y_t + \epsilon/2\}dx = \int_{B} f_{t}(x)1\{\langle u_t, x \rangle \leq y_t - \epsilon/2\}dx
\]

We first prove that \( f_{t+1}(x) \) is a valid density.

**Lemma 3.5.** Function \( f_t(\cdot) \) is a valid probability density function for all rounds \( t \).
\textbf{ALGORITHM 1: \(\varepsilon\)-Window Median Algorithm}

Initialize \(f_1(x)\) to be the uniform density over \(B(0,1)\).

\begin{algorithmic}
\For{rounds \(t \in [T]\)}
   \State Observe context \(u_t\).
   \State Query \(\varepsilon\)-window median of \(f_t\): \(y_t\).
   \State Receive feedback \(\sigma_t\) and update the density as:
   \begin{equation}
   f_{t+1}(x) = \begin{cases} 
   3/2 \cdot f_t(x), & \text{if } \sigma_t \cdot (\langle u_t, x \rangle - y_t) \geq \varepsilon/2 \\
   1 \cdot f_t(x), & \text{if } -\varepsilon/2 \leq \sigma_t \cdot (\langle u_t, x \rangle - y_t) \leq \varepsilon/2 \\
   1/2 \cdot f_t(x), & \text{if } \sigma_t \cdot (\langle u_t, x \rangle - y_t) \leq -\varepsilon/2
   \end{cases}
   \end{equation}
\EndFor
\end{algorithmic}

\textbf{Proof.} We prove this lemma by induction. For the base case, note that by definition the lemma holds for \(t = 1\), since \(f_1(x)\) is the uniform density over \(B(0,1)\). Assume now that \(f_t(x)\) is a density for some \(t = n\), i.e., \(\int_B f_t(x)dx = 1\). Then, for round \(t + 1 = n + 1\) we define the following sets:

\begin{align*}
U_+ &= \{ x \in B(0,1) : \sigma_t (\langle u_t, x \rangle - y_t) \geq \varepsilon/2 \} \\
U_0 &= \{ x \in B(0,1) : -\varepsilon/2 \leq \sigma_t (\langle u_t, x \rangle - y_t) \leq \varepsilon/2 \} \\
U_- &= \{ x \in B(0,1) : \sigma_t (\langle u_t, x \rangle - y_t) \leq -\varepsilon/2 \}
\end{align*}

As for \(f_{t+1}(x)\) we have:

\begin{align*}
\int_B f_{t+1}(x)dx &= \frac{3}{2} \int_{U_+} f_t(x)dx + \int_{U_0} f_t(x)dx + \frac{1}{2} \int_{U_-} f_t(x)dx \\
&= \int_{U_+} f_t(x)dx + \frac{1}{2} \int_{U_0} f_t(x)dx + \frac{1}{2} \int_B f_t(x)dx \quad \text{(grouping terms)} \\
&= \int_{U_+} f_t(x)dx + \frac{1}{2} \int_{U_0} f_t(x)dx + \frac{1}{2} \int_B f_t(x)dx \quad \text{(inductive hypothesis)} \\
&= \frac{1}{2} + \frac{1}{2} = 1
\end{align*}

where the penultimate inequality is due to the following property which is direct from the definition of the \(\varepsilon\)-window median (Definition 3.3):

\[
\int_{U_+} f_t(x)dx = \int_{U_-} f_t(x)dx = \frac{1}{2} - \frac{1}{2} \int_{U_0} f_t(x)dx
\]

This concludes our proof. \[\blacksquare\]

We are now left to bound the regret of Algorithm 1.

\textbf{Theorem 3.6 (Regret of \(\varepsilon\)-Window Median).} The regret of the \(\varepsilon\)-Window Median Algorithm is \(O(C_0 + d \log(1/\varepsilon))\).
Proof. We define a potential function:

\[ \Phi_t = \int_{B(\theta^*, \varepsilon/2)} f_t(x)dx \]

For each round \( t \), we distinguish the following three cases.

For Case 1, if round \( t \) is a corrupted round, then the potential decreases by at most a factor of 2, i.e., \( \Phi_{t+1} \geq \Phi_t / 2 \). This is because regardless of the feedback \( \sigma_t: f_{t+1}(x) \geq (1/2)f_t(x) \) for all \( x \). Note that there are at most \( C_0 \) such corrupted rounds.

For Case 2, assume that round \( t \) is an uncorrupted round in which we pick up a loss of 1. In this case, note that the potential increases by a factor of \( 3/2 \), i.e., \( \Phi_{t+1} = (3/2)\Phi_t \). To see this, note that since we pick up a loss of 1, then by definition the distance from \( \theta^* \) to the hyperplane \( \{x; \langle u_t, x \rangle = y_t \} \) has to be at least \( \varepsilon \). As a consequence, the ball \( B(\theta^*, \varepsilon/2) \) has to be inside the halfspace \( \{x; \sigma_t(\langle u_t, x \rangle - y_t) \geq \varepsilon/2 \} \) and therefore, \( f_{t+1}(x) = (3/2)f_t(x) \) for all \( x \in B(\theta^*, \varepsilon/2) \). We denote by \( L \) the total number of such uncorrupted rounds. Note that this \( L \) corresponds also the total loss suffered through these rounds.

For Case 3, assume that \( t \) is an uncorrupted round in which we incur a loss of 0. In that case, observe that the potential does not decrease, i.e., \( \Phi_{t+1} \geq \Phi_t \). Indeed, since the round is uncorrupted, it must be the case that \( \sigma_t(\langle u_t, \theta^* \rangle - y_t) \geq 0 \). Therefore, for all \( x \in B(\theta^*, \varepsilon/2) \) we must have: \( \sigma_t(\langle u_t, x \rangle - y_t) \geq -\varepsilon/2 \). Hence, \( f_{t+1}(x) \geq f_t(x) \) for all \( x \in B(\theta^*, \varepsilon/2) \).

Putting it all together and telescoping for \( \Phi_t \) we obtain:

\[ \Phi_{T+1} \geq \Phi_1 \cdot \left( \frac{1}{2} \right)^{C_0} \cdot \left( \frac{3}{2} \right)^L \]

Since \( f_t \) is always a density (Lemma 3.5), we have that \( \Phi_{T+1} \leq 1 \). So, taking logarithms for both sides of the above equation, we get:

\[ 0 \geq \log \Phi_1 + C_0 \log \frac{1}{2} + L \log \frac{3}{2} \]

Reorganizing the terms:

\[ L \leq O(C_0 - \log(\text{Vol}(B(\theta^*, \varepsilon)))) = O(C_0 + d\log(1/\varepsilon)) \]

Finally, note that the regret from corrupted rounds is at most \( C_0 \) and the regret from uncorrupted rounds is \( L \), so \( \text{Regret} \leq C_0 + L \leq O(C_0 + d\log(1/\varepsilon)) \).

\[ \Box \]

Relation to Multiplicative Weights. Like the traditional MWU algorithm, we keep a weight over the set of candidate solutions and update it multiplicatively. However, it is worth pointing out some important key differences. First, unlike in experts’ or bandits’ settings, we do not get to observe the loss (not even an unbiased estimator thereof). We can only observe binary feedback, so it is impossible to update proportionally to the loss in each round. Second, we do not choose an action proportionally to the weights like MWU or EXP3. Instead, we use the \( \varepsilon \)-window-median.

We conclude this section by discussing the running time of the \( \varepsilon \)-window-median algorithm.
Lemma 3.7 (Running Time). Algorithm 1 has runtime \( O(T^d \cdot \text{poly}(d,T)) \).

Proof. The running time in each step is dominated by the computation of the \( \varepsilon \)-window median. Given an oracle that for each \( u \in \mathbb{R}^d \) and \( y \in \mathbb{R} \) returns the integral \( \int f_t(x) \mathbb{1}\{\langle u, x \rangle \leq y \} dx \), we can use binary search to determine the \( \varepsilon \)-window median. Observe that the function:
\[
\psi(y) = \frac{\int f_t(x) \mathbb{1}\{\langle u, x \rangle \leq y - \varepsilon/2 \} dx}{\int f_t(x) \mathbb{1}\{\langle u, x \rangle \geq y + \varepsilon/2 \} dx}
\]
is monotonically increasing and computing the \( \varepsilon \)-window median is equivalent to finding a value of \( y \) such that \( \psi(y) = 1 \). Note also that the analysis does not require us to query the \( \varepsilon \)-window median exactly. Rather, any point \( y \) with \( \psi(y) \in [1 - \varepsilon, 1 + \varepsilon] \) would lead to the same bound with a change only in the constants.

Next, we discuss how to design an oracle to compute the integral \( \int f_t(x) \mathbb{1}\{\langle u, x \rangle \leq y \} dx \). Note that \( f_t \) is piecewise constant, where each piece is one the regions in space determined by the hyperplanes \( \{x : \langle u_t, x \rangle = y_t\} \). The maximum number of regions created by \( T \) hyperplanes in \( \mathbb{R}^d \) is given by the Whitney number, which is at most \( O(T^d) \) (Stanley et al. [2004]). Keeping track of each of these regions explicitly leads to an \( O(T^d \text{poly}(d,T)) \) algorithm for computing the integral. \[\blacksquare\]

4 Corruption Robust Convex Optimization

We start our analysis from the setting of CRoCO and subsequently, we show how the algorithm that we propose can be applied without any change in order to obtain regret bounds for the setting of CRoCS with symmetric loss. The main result of the section is stated below.

Theorem 4.1 (Regret of the Log-Concave Density Algorithm). Let \( L \) be the Lipschitz constant of function \( f \) and \( D \) be the diameter of set \( K \). Then, for \( \gamma = 1/(3LD) \), the regret of the Log-Concave Density Algorithm for CRoCO is \( O(C + dLD \log(T/L)) \).

As we outlined in Section 2.3, the original CRoCO problem is formulated for a fixed convex function \( f(\cdot) \). In this section, we will solve a slight generalization where we allow different convex functions \( f_t : K \subseteq \mathbb{R}^d \to \mathbb{R} \) in each round as long as they share a minimizer \( x^* \), i.e., there exists \( x^* \in K \) such that \( x^* \in \text{argmin}_{x \in K} f_t(x), \forall t \in [T] \).

At a high level, our algorithm (called the “Log-Concave Density Algorithm”) maintains a density function \( \mu_t \) which keeps track of how consistent each point \( x \in K \) is with the observations (i.e., query returns) seen so far. This is a soft version of the idea used in algorithms such as ellipsoid or centroid, which remove from the consideration set all points that cannot be the minimizer given the gradient information at a given round. Since our gradients may be corrupted, instead of removing a point from consideration immediately after we obtain feedback that is inconsistent with it, we instead decrease its density.

It will be useful to keep a “structured” density function \( \mu_t \). Formally, we make sure that \( \mu_t \) is a log-concave density. We then update it in such a way that the density \( \mu_t \) remains log-concave throughout the algorithm, which enables efficient sampling from it. The algorithm we use is formally defined below.
**Algorithm 2**: Log-Concave Density Algorithm for CRoCO

Initialize \( \mu_1(x) \) to be the uniform density over \( K \) and \( \gamma = (3LD)^{-1} \).

for rounds \( t \in [T] \) do

Query the centroid of distribution \( \mu_t \), i.e., \( x_t = \int_K x \mu_t(x) dx \).

Receive feedback \( \tilde{\nabla}_t \), and update the density as:

\[
\mu_{t+1}(x) = \mu_t(x) \cdot \left( 1 - \gamma \cdot \langle \tilde{\nabla}_t, x - x_t \rangle \right)
\]  

(2)

We first argue that distribution \( \mu_t \) remains a log-concave density throughout \( T \) rounds.

**Lemma 4.2.** Let \( \gamma \) be such that \( \gamma < (LD)^{-1} \) where \( D \) is the diameter \( K \) and \( L \) the Lipschitz constant. Then, the density function \( \mu_t \) maintained by Algorithm 2 is a log-concave density for all \( t \in [T] \).

**Proof.** We proceed with induction. For the base case, note that the lemma holds by definition, since \( \mu_1 \) is the uniform density. Assume now that the lemma holds for some \( t = n \), i.e., \( \mu_t \) is log-concave and \( \int_K \mu_t(x) dx = 1 \). We now focus on \( \mu_{t+1} \). First, note that \( \mu_{t+1} \) is non-negative, since from Cauchy-Schwarz

\[
|\gamma \cdot \langle \tilde{\nabla}_t, x - x_t \rangle| \leq \gamma \|\tilde{\nabla}_t\| \cdot \|x - x_t\| < 1 \text{ and so } 1 - \gamma \langle \tilde{\nabla}_t, x - x_t \rangle > 0.
\]

To see that it integrates to 1:

\[
\int_K \mu_{t+1}(x) dx = \int_K \mu_t(x) dx - \gamma \cdot \int_K x \mu_t(x) dx - x_t \\
= 1 - \gamma \cdot \int_K x \mu_t(x) dx - x_t \\
= 1 + 0 \quad \text{(inductive hypothesis)} \\
= 1 + 0 \quad \text{(definition of } x_t) 
\]

We are left to show that \( \mu_t \) is a log-concave function for all rounds \( g \). We use again induction. By definition, the uniform density is log-concave (base case). Assume now that \( \mu_t \) is log-concave for some round \( t = n \), and let us rewrite it as \( \mu_t(x) = \exp(-g_t(x)) \) for some convex function \( g_t \) (Definition 2.1). Then, for round \( t + 1 \), the density can be written as:

\[
\mu_{t+1}(x) = \exp(-g_{t+1}(x)), \quad \text{for} \quad g_{t+1}(x) = g_t(x) - \log \left( 1 - \gamma \langle \tilde{\nabla}_t, x - x_t \rangle \right)
\]

Note that \( g_{t+1} \) is a convex function, since it is a sum of convex functions. As a result, by Definition 2.1, \( \mu_{t+1} \) is a log-concave function.

We are now ready to prove the main result of this section.

**Proof of Theorem 4.1.** We define a potential function corresponding to the total mass around \( x^* \) and argue that picking up loss as a result of the queries we issue leads to concentration of measure:

\[
\Phi_t = \int_{K \cap B(x^*, r)} \mu_t(x) dx
\]
for a radius \( r = 1/(LT) \).

By the guarantee of the corrupted oracle (Equation (1)), we observe that:

\[
- \left\langle \nabla t, x^* - x_t \right\rangle \geq f_t(x_t) - f_t(x^*) - \epsilon_t
\]

and since \( \|\nabla t\| \leq L \) we have that for all points \( x \in K \cap B(x^*, r) \), it holds that:

\[
- \left\langle \nabla t, x - x_t \right\rangle \geq f_t(x_t) - f_t(x^*) - \epsilon_t - Lr
\]

We now can bound the change of potential as follows:

\[
\Phi_t = \int_{K \cap B(x^*, r)} \mu_{t-1}(x) \left( 1 - \gamma \left\langle \nabla t, x - x_t \right\rangle \right) dx \geq \Phi_{t-1} \cdot (1 + \gamma (f_t(x_t) - f_t(x^*) - \epsilon_t - Lr))
\]

We will now use the fact that \( 1 - x \geq e^{-\alpha_1 x} \) and \( 1 + x \geq e^{\alpha_2 x} \) for \( x \in [0, 2/3] \) and constants \( \alpha_1 = \frac{2}{3} \ln 3 > 1 \) and \( \alpha_2 = \frac{2}{3} \ln \frac{2}{3} < 1 \). We also observe that \( 0 \leq \gamma (f_t(x_t) - f_t(x^*)) \leq 1/3 \) and \( 0 \leq \gamma (\epsilon_t + Lr) \leq 2/3 \). With that, we bound the potential as follows:

\[
\Phi_t \geq \Phi_{t-1} (1 + \gamma (f_t(x_t) - f_t(x^*))((1 - \gamma (\epsilon_t + Lr)) \geq \Phi_{t-1} \exp(\alpha_2 \gamma (f_t(x_t) - f_t(x^*)) - \alpha_1 \gamma (\epsilon_t + Lr))
\]

Telescoping and using the fact that densities integrate to at most 1 we have:

\[
1 \geq \Phi_{T+1} \geq \Phi_1 \exp(\alpha_2 \gamma \sum_{t} (f_t(x_t) - f_t(x^*))) - \alpha_1 \gamma (\sum_{t} \epsilon_t + T Lr)) \tag{3}
\]

Now, \( \Phi_1 = \text{Vol}(K \cap B(x^*, r))/\text{Vol}(K) \geq (r/D)^d \) since by shrinking the set \( K \) by a factor of \( r/D \) around \( x^* \) we obtain a set contained in \( B(x^*, r) \) hence the volume \( \text{Vol}(K \cap B(x^*, r)) \) is at least \( (r/D)^d \text{Vol}(K) \). Now, taking the logarithm on both sides of Equation (3) and re-arranging, we obtain the following:

\[
\sum_{t \in [T]} f_t(x_t) - f_t(x^*) \leq O \left( \sum_{t \in [T]} \epsilon_t + T Lr - \log(\Phi_1)/\gamma \right) = O(C + 1 + L D d \log(LT))
\]

**Polynomial time implementation.** The computationally non-trivial step in the Log-Concave Density Update algorithm is the computation of the centroid. This problem boils down to integrating a log-concave function, since its \( i \)-th component is \( \int x_i \mu_t(x) dx = \int \exp(\log x_i + \log \mu_t(x)) dx \). Applegate and Kannan [1991] were the first to show that an \( \epsilon \)-additive approximation of the integral of a log-concave function over a bounded domain can be obtained in time \( O(\text{poly}(d, 1/\epsilon)) \). See the book by Lee and Vempala [2021] for algorithms with an improved running time.

If given access to an approximate centroid, the proof of Theorem 4.4 can be adapted as follows. Let \( \tilde{x}_t \) be an approximate centroid of \( \mu_t(x) \), i.e., the point \( \tilde{x}_t \) is such that:

\[
\left\| \tilde{x}_t - \frac{\int_K x \mu_t(x) dx}{\int_K \mu_t(x) dx} \right\| \leq \delta_t \tag{4}
\]
Then, the update defined in Equation (2) no longer keeps \( \mu_t \) a density, but it still keeps it an approximate density as follows:

\[
\int_K \mu_{t+1}(x) dx = \int_K \mu_t(x) dx \cdot \left( 1 - \gamma \cdot \left\langle \nabla \ell_t, \frac{\int_K x \mu_t(x) dx}{\int_K \mu_t(x) dx} - \tilde{x}_t \right\rangle \right)
\]

Note that this is indeed an “approximate density”, since for \( \gamma = 1/(3LD) \)

\[
1 - \frac{\delta}{3} \leq \frac{\int_K \mu_{t+1}(x) dx}{\int_K \mu_t(x) dx} \leq 1 + \frac{\delta}{3}
\]  

(5)

Setting \( \delta = 1/T \) in Equation (5) and telescoping for \( \int_K \mu_t(x) dx \) we get:

\[
\frac{1}{e} \leq \int_{B(0,1)} \mu_{t+1}(x) dx \leq e
\]  

(6)

Finally, the only thing that these derivations change with respect to the regret proof of Theorem 4.4 is that instead of having \( \Phi_{T+1} \leq 1 \) now we can only guarantee that \( \Phi_{T+1} \leq e \). This only affects the constants in the final regret bound.

4.1 Implication: Online Convex Optimization with Subgradient Feedback

In online convex optimization with subgradient feedback, the setting is identical to CRoCO with the only difference being that now we do not require all functions \( f_t \) to share a minimizer \( x^* \).

Instead, the comparator \( x^* \) is now taken as a point in \( \arg\min_{x \in K} \sum_{t \in [T]} f_t(x) \), but each \( f_t \) may be minimized at a different point.

Algorithm 2 is also well-defined for (standard) online convex optimization with subgradient feedback. However, there is a small difference in how the regret is defined, which makes this result slightly weaker than the results of Section 4; instead of comparing against \( \sum_{t \in [T]} f_t(x^*) \), our algorithm now compares against a slightly inflated benchmark \( (1 + \epsilon) \sum_{t \in [T]} f_t(x^*) \) assuming \( f_t(x) \geq 0, \forall x \in K, t \in [T] \) and \( \epsilon > 0 \).

Proposition 4.3. Let \( f_t : K \rightarrow \mathbb{R} \) be non-negative convex functions for all \( t \in [T] \). With \( \gamma = \epsilon/(3L) \), the regret of the Algorithm 2 for online convex optimization with subgradient feedback has the following pseudo-regret guarantee:

\[
\sum_{t \in [T]} f_t(x_t) - (1 + O(\epsilon)) \sum_{t \in [T]} f_t(x^*) \leq C + dL \log(T/L)
\]

Proof. We proceed as in the proof of Theorem 4.1, up to the point where we establish that: \( \Phi_1 \geq \Phi_{t-1}(1 + \gamma(f_t(x_t) - f_t(x^*) - \epsilon_t - Lr)) \). Now we observe that \( 1 - x \geq e^{-\alpha_1 \epsilon x} \) and \( 1 + x \geq e^{\alpha_2 \epsilon x} \) for \( x \in [0, \epsilon] \) for \( \alpha_{1,\epsilon} = -\log(1-\epsilon)/\epsilon \) and \( \alpha_{2,\epsilon} = \log(1+\epsilon)/\epsilon \). Using the Taylor expansion of \( \log(1+x) \),

---

4The reason we need a common minimizer in CRoCO is to guarantee that the terms \( f_t(x_t) - f_t(x^*) \geq 0 \) for all \( t \), which is essential when approximating \( 1 - x \) by \( \exp(-\alpha_1 x) \). If we drop the common minimizer assumption, we can still have a weaker guarantee known as pseudo-regret.
we get: $1 - O(\epsilon) \leq \alpha_{2, \epsilon} \leq 1 \leq \alpha_{1, \epsilon} \leq 1 + O(\epsilon)$ and hence $\alpha_{1, \epsilon} / \alpha_{2, \epsilon} \leq 1 + O(\epsilon)$. Using that we bound the potential as follows:

$$\Phi_t \geq \Phi_{t-1} \cdot (1 + \gamma f_t(x_t))(1 - \gamma (f_t(x^*) + \epsilon_t + Lr)) \geq \Phi_{t-1} \exp(\alpha_{2, \epsilon} \gamma f_t(x_t) - \alpha_{1, \epsilon} \gamma (f_t(x^*) + \epsilon_t + Lr))$$

Telescoping and using the fact that densities integrate to at most 1 we have:

$$1 \geq \Phi_{T+1} \geq \Phi_1 \exp \left( \alpha_{2, \epsilon} \gamma \sum_{t \in [T]} f_t(x_t) - \alpha_{1, \epsilon} \gamma \left( \sum_{t \in [T]} (f_t(x^*) + \epsilon_t) + TLr \right) \right)$$

Taking logarithms on both sides, re-arranging terms, and using the bound of $\Phi_1$ from Theorem 4.1, we have:

$$\sum_{t \in [T]} f_t(x_t) - (1 + O(\epsilon)) \sum_{t \in [T]} f_t(x^*) \leq O \left( \sum_{t \in [T]} \epsilon_t + TLr - \log(\Phi_1)/\gamma \right) = O(C + 1 + Ld \log(LT))$$

\[\blacksquare\]

4.2 Application to CRoCS for the Absolute Loss

We show next that Algorithm 2 can be used for learning in CRoCS with the absolute loss and obtains the following regret guarantee.

**Corollary 4.4 (Regret of the Log-Concave Density Algorithm).** For CRoCS with the absolute loss, the regret of the Log-Concave Density Algorithm is $O(C_1 + d \log T)$, where $C_1 = \sum_{t \in [T]} |z_t|$ is the total amount of corruption which is unknown to the algorithm.

**Proof.** Observe that the contextual search problem with the absolute loss $\ell(y, y^*) = |y - y^*|$ can be viewed as an instance of CRoCO where $f_t(x) = |\langle u_t, x - \theta^* \rangle|$. Using the notation in Section 2.2, we observe that if $\sigma_t \in \{-1, +1\}$ is the feedback in the contextual search problem then $\nabla_t = -\sigma_t u_t$ is a corrupted gradient oracle for CRoCO with corruption level $C_1$. To see that, define $\tilde{f}_t(x) = |\langle u_t, x - \theta^* \rangle - z_t|$ where $z_t$ is the corruption level introduced by the adversary defined in Section 2.2. With that, $\nabla_t$ is a valid subgradient for $\tilde{f}_t$, i.e., $\tilde{f}_t(x) \geq \tilde{f}_t(x_t) + \langle \nabla_t, x - x_t \rangle$. Now, observe that $|f_t(x) - \tilde{f}_t(x)| \leq z_t, \forall x$. Combining these, we get:

$$f_t(x) \geq \tilde{f}_t(x_t) + \langle \nabla_t, x - x_t \rangle - 2z_t$$

which is the definition of a corrupted oracle in Equation (1). Finally, observe that while all $f_t$’s are different functions, $\theta^*$ is a common minimizer for all $t \in [T]$. The Lipschitz constant is bounded by $L = 1$ since $\|u_t\| \leq 1$ and the diameter is bounded by $D = 2$ since $\|\theta^*\| \leq 1$. Applying Theorem 4.1 directly to this setting gives us the desired $O(C_1 + d \log T)$ bound. \[\blacksquare\]
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