Numerical study of the 3D-shape of a drop immersed in a fluid under an elongational flow with vorticity
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Abstract. This work focuses on a three-dimensional analysis of the deformation of a drop — immersed in a Newtonian fluid — generated by a 2D elongational flow with vorticity. The study of steady-state deformations of the cross-section of the drop shows a prevalent non-circular shape. The axisymmetric idealization of the ellipsoid is not observed nor the linear dependency between capillary number and deformation of the drop, as Taylor and Cox theory predicted. Our numerical results are consistent with experiments and other numerical simulations. However, in the latter cases, measurements of the cross section of the drop are few while a limited class of flows is applied. In this work, deformations induced by general two-dimensional flows upon the 3D drop shape are presented with special emphasis about the length scale along the third axis — perpendicular to the plane of the applied flow field.

1. Introduction

Flow-induced drop deformation is an important topic in Fluid Mechanics [1,2] due to applications in industry as emulsion processing, micro-fluidics technologies [3-5], and others. Since the work of Taylor [1,2] the study of drop deformation has focused in the effects induced by the flow applied on the continuum phase. As Rallison explains [3], studies of drop deformations have focused principally when it is subjected to shear flows or extensional flows. The analysis of these two-dimensional flows permitted the theoretical analysis of small-drop deformation [1,3,5,6], assuming an spheroidal shape with the cross-section remaining axisymmetric. However, Guido et all [7] found that cross-sections in simple shear flow are non circular. Numerical studies of drop deformation showed this conditions [5,8], but these studies did not analyze the drop cross-section.

The study of drop deformation in two-dimensional flows is still an open question because an ample family of 2D-flows is not easily carried out in the laboratory [9-11]. As we will see in the next Section, a family of 2D-flows ranging from simple shear to pure extensional flow can be obtained as a mixture of rotation and elongation parts [1,12]. With this family of flows, it is possible to study the drop deformations induced from simple shear to extensional flow, while observing the contribution of added vorticity in the flow. The numerical experiments here presented can supplement the experimental data to understand better the dynamics of drop deformations.

This work focuses in flows with kinematics close to those of simple shear flow but, with less vorticity — more elongational effects. To calibrate the numerical experiments, the experimental data of Rosas et al., [10] are used.
2. Drop deformation in 2-D linear flow

The analysis of drop deformation assumes two Newtonian fluids, figure 1. The first (inner) phase is the drop with viscosity \( \mu_0 \) and surface tension \( \sigma \). The continuum phase has a viscosity \( \mu_1 \). The viscosity ratio is \( \lambda = \mu_0/\mu_1 \). The two fluids have the same density and both are immiscible. There is not surfactant and there are not Marangoni stresses present. The creeping-flow conditions are assumed. In the creeping-flow regime the fluid motion is governed by the Stokes equations [12]

\[
\mu \nabla^2 \mathbf{u} = \nabla p, \\
\nabla \cdot \mathbf{u} = 0.
\]

The velocity \( \mathbf{u} \) is continuous at the drop interface \( S \). The tractions exerted on the two sides of the interface between the two fluids have two different values, with a corresponding discontinuity:

\[
\Delta f = f_1 - f_0 = (\Pi_1 - \Pi_0) \cdot \hat{n},
\]

where \( \hat{n} \) is the normal vector pointing out of \( S \). In this work, a constant value surface tension [13] is assumed; i.e., \( \nabla \cdot \hat{n} \) is equal to twice the mean curvature \( \kappa_m \) at that point on the interface,

\[
\Delta f = \sigma \hat{n} \nabla \cdot \hat{n} = 2\sigma \kappa_m \hat{n}.
\]

The drop is subject to a two dimensional linear incident flow

\[
\mathbf{u}(x, y) = \frac{G}{(1 + \alpha)}(\alpha y, x),
\]

where \( G \) is the intensity of the rate of deformation tensor [15] and the flow parameter is \( \alpha \) [9-11, 14].

\[
G = \left( \left| P_{12} \right| \right)^{1/2}.
\]

Equation (4) assumes that the \( \alpha \) parameter goes from zero to one. The case \( \alpha = 0 \) corresponds to simple shear flow with the velocity gradient in the \( y \) direction, the value of \( G \) is equal to shear rate \( \dot{\gamma} \). For \( \alpha = 1 \) we have an extensional flow in two-dimension with the principal axes of deformation at \( x = y \) —the compressional axes being \( x = -y \); the intensity of the flow is the strain rate \( \dot{\varepsilon} \).

The dynamic of drop deformation is characterized by three dimensionless numbers. The viscosity ratio \( \lambda \), the capillary number \( Ca \) equation (6) and The flow parameter \( \alpha \) equation (7). The capillary number characterizes the ratio between viscous stresses—imposed by the flow—and capillary forces that resist the deformation and drive the drop towards the equilibrium shape, were \( r_0 \) is the non-deformed radius of the drop.

\[
Ca = \frac{r_0 \mu G}{\sigma},
\]

Finally, the flow parameter \( \alpha \) characterizes the magnitude of the rotational component relative to the extensional component of the external flow. Here, results are presented for a range of values of the flow-parameter close to simple shear flow, i.e., \( \alpha = 0.03 \), \( \alpha = 0.05 \) and \( \alpha = 0.13 \). The applied flow
covers a range of the Capillary number from 0.05 to 0.40. For values less than the minimum, the drop shape does not present different values of its principal conditions; for values of 0.4 or less, the deformation is not significant to cause drop breakup. The continuum phase is more viscous than the drop viscosity: \( \lambda_d = 0.012 \); the value is chosen so that numerical predictions match the values of the experiment results of Rosas [10].

The measure of drop deformation used corresponds to Taylor Deformation:

\[
D_T = \frac{L - B}{L + B},
\]

were \( L \) and \( B \) are the axes of the drop shown in figure 1. Additionally, we present the time evolution of the lengths of all principal axes of the drop vs. the initial radius; see figure 2.

3. Numerical Method

The numerical method used is the 3D collocation boundary element method [13]. Using the Lorentz reciprocal theorem for Stokes regime [12,13], particular solutions can be expressed in terms of known solutions as point sources on the interface where \( \mathbf{u}_0 \) is the flow on the surface of the drop and \( f_0 \) is the force on the surface of the drop.

\[
\int (\mu \mathbf{u}, f_0 - \mu_s \mathbf{u}_s f_s) dS = 0,
\]

were \( f = \mathbf{a} \cdot \mathbf{n} \), considering on the surface of the drop point sources whose velocity and stresses are the stokeslet and the stresslet respectively [5,12,13]. Then, the numerical scheme is represented as

\[
\mathbf{u}^*(x_0) \cdot \frac{1}{8\pi \mu} \int \Delta f (x) \cdot \mathbf{G}(x, x_0) dS(x) + \frac{1 + \lambda_s}{8\pi} \mathbf{u}_i(x_0) \cdot \mathbf{n} dS(x) = \begin{cases} 
\mathbf{u}_i(x_0) \quad \text{a)} \\
\frac{1 + \lambda_s}{8\pi} \mathbf{u}_i(x_0) \quad \text{b)} \text{ or (9)} \\
\lambda_s \mathbf{u}_i(x_0) \quad \text{c})
\end{cases}
\]

In this equation there are three cases. The case, (b) Solves the velocity field when \( x_0 \) is on the surface of the drop. Then with this information the case (a) calculates the velocity field when \( x_0 \) is outside of the drop — exterior flow. Finally, (c) calculates the velocity field when \( x_0 \) is inside the drop.

The flow imposed on the continuum phase is determined by \( \mathbf{u}^*(x_0) \). The second term on the left side of equation (9) is known as the Single Layer Potential and evaluates stresses across the interface. The third term is known as the Double Layer Potential and is used to evaluate the velocity field at the interface. The boundary element method has the advantage that it reduces the 3D computation problem into a 2D-evaluation, i.e., the method requires to solve the velocity field on the surface of the drop, and (b) with this information is possible to have the velocity field outside or inside the drop.

3.1 Numerical implementation of the computation of stresses and velocity fields

The numerical scheme solves the Stokes flow equation at an instant of time, equation (9 b). The evolution of the drop shape is carried out using the velocities obtained at the collocation points. By means of an interpolation subroutine the velocity at all nodes is calculated and then the new position of the drop is evaluated. For the evaluation of the Single Layer Potential, an approximation of the local curvature of the drop is used, using equation 3 with curved triangles. A quadratic interpolation throughout these triangles is performed to obtain the mean curvature of the elements of the drop. In this manner, the mesh of the interface and the algebraic system of equations of the boundary elements is smaller than those of other more conventional numerical schemes, such as e.g., finite differences.

3.2 Numerical Accuracy

The numerical simulation presented in this paper uses a surface of 2048 elements. To obtain the time evolution of the drop deformation, time is advanced using a fourth-order Adams-Bashforth-Moulton method [16]. The total required time to reach the stationary shape of the drop is \( T = G t \), reaching the final stationary deformation in all numerical experiments. These numerical results were compared with the data reported by Rosas [10] under the same flow regime.
4. Results

The numerical experiments explore effects of the applied flow on the drop shape. Figure 2 shows the evolution of the drop shape with the application of steady flow conditions. The drop evolves from the initial spherical shape to a final ellipsoidal form. The simulation is stopped when the drop deformation no longer changes; see figures 2 and 3. The deformation values attained numerically are those obtained experimentally from Rosas [10] within ±5% for 0.05 ≤ Ca ≤ 0.25 and ±1% for 0.3 ≤ Ca ≤ 0.4.

Figure 2. Evolution of the three principal axes of the drop in a flow with α = 0.13, Ca = 0.4 and Total time Gt = 15.

Figure 3. Ratio of the B wrt the W axes in numerical simulations for a flow with α = 0.13, and Total time Gt = 15; 3 different values of Ca.

Figure 2 shows that the stationary state is reached as early as 10% of the total simulation time; the drop remains in the stationary shape for the rest of the simulation. Although small oscillations in the stationary values persist, the amplitude of these oscillations is less than ±1.5% of the average longtime value.

As well, data for the W-axis indicates that the cross section of the drop is not circular, for B values are significantly smaller. To observe the non-symmetric form of the drop, the ratio of B vs. W is presented in figure 3. On one hand, it can be observed that, with Ca = 0.4, in the initial 10% of the evolutions B/W decreases and undershoots its stationary value. On the other hand, the rates of change for B and L are very similar, and are mainly determined by the magnitude of the vorticity. However, the increment of W wrt B clearly occurs at a faster pace; actually, based upon figure 3, the rate appears to be about four times faster for Ca = 0.4. The time evolution of the B and W-axis are different, as seen by the rate of change for the cross section axes, i.e., the B-axis changes at a rate similar to that of the L-axis, while the rate of rotation of the W-axis begins to change immediately at the onset of the flow. However, the W-axis lags in time. Up to the time Gt = 1, the W-axis does not change. Then the W-axis changes about the time when the other two axes have reached their stationary value.
Figure 4. Stationary ratio of $B$ wrt $W$ axes in numerical simulations for a flow with $\alpha = 0.03$, $\alpha = 0.05$ and $\alpha = 0.13$ for different values of $Ca$.

In figure 4 the ratio between axes of the cross section of the drop are given for three different flow strengths. As the capillary number increases, the eccentricity of the ellipsoid of the cross section increases as well. This ratio also depends on the flow-type parameter $\alpha$ becoming more eccentric for flows close to simple shear flow. For simple shear flows, these simulations produce values for the ratios of the cross section that are similar to the numerical results reported in References [7, 8], having as well the same general behavior, even though the viscosity ratio reported is larger. Qualitatively it is possible to see the similarity [8]. Figure 5 presents a comparison of experimental results [10] and the simulated values for $\alpha = 0.13$, and the analytical results of Taylor-Cox for $\alpha = 0.0$ for the stationary Taylor Deformation value in the $xy$-plane; see figure 1(b).

Figure 5. Stationary Taylor Deformation values for numerical simulations and experimental data for $\alpha = 0.13$ and analytical results of Taylor-Cox at $\alpha = 0.0$ for different values of $Ca$.

Figure 6. Orientation of the drop for numerical simulations and experimental data for $\alpha = 0.13$ and analytical results of Taylor-Cox $\alpha = 0.0$ for different values of $Ca$.

In figure 6 the orientation of the drop for numerical simulations and experimental data for $\alpha = 0.13$ and analytical results of Taylor-Cox $\alpha = 0.0$ for different values of $Ca$.

The stationary deformation of the drop depends upon the capillary number as well as the flow type. When $Ca = 0.4$, and for flows with $\alpha = 0.03$, the deformation achieved is less than 85% of the values reached for flows of $\alpha = 0.13$. Cox [5] and Taylor [1] theory for simple shear flows establishes a linear relationship between deformation vs. the capillary number. However, the dependence observed with simulations of stronger flows is no longer linear, the later being in agreement with the experiments of Rosas [10, 11].

Figure 6 shows the rotation of the principal axis of the drop; see figure 1 (b). In figure 6, the orientation is comparable with the experimental data for similar capillary numbers. The theory based in

Figure 7. Stationary values of the principal axes of the drop for a flow with $\alpha = 0.03, \alpha = 0.05$ and $\alpha = 0.13$ for different values of $Ca$.      

Figure 7. Stationary values of the principal axes of the drop for a flow with $\alpha = 0.03, \alpha = 0.05$ and $\alpha = 0.13$ for different values of $Ca$.
simple shear flow does not match with the experimental data. Finally, the measurements of the principal axes of the drop are shown in figure 7. These values were obtained in the stationary shape of the drop.

5. Conclusions
The simulations here presented for drop forms induced in 2D-flows do not appear to match the axisymmetric case established by G. I. Taylor and Cox, as neither did Kennedy et al., and Guido et al., for the simple shear flows. This is likely the case for capillary number less than $0.4$.

For $Ca > 0.4$, the deformation in the $xy$-plane increases, but, neither as numerical simulation show, there is a correlation with the Taylor-Cox model. On the other hand, the simulated behavior appears consistent with the experimental data of Rosas.

The difference between the simple shear flow, $\alpha = 0.0$, and flows with stronger degree of elongation induced larger drop deformations while the angle of orientation (principal axis) rotates away from 45 degrees.

The analysis of the $L$, $B$ and $W$-axes of the ellipsoidal drop, in steady state, clearly show deviations from the axisymmetric shape as the flow type parameter $\alpha$ increases. However, the change of $W$ remains unchanged for the values $\alpha = 0.03 - 0.13$, as a result of the vorticity of the applied 2D-flow.
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