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Abstract

We study a free boundary problem for a parabolic partial differential equation in which the solution is coupled to the moving boundary through an integral constraint. The problem arises as the hydrodynamic limit of an interacting particle system involving branching Brownian motion with selection, the so-called Brownian bees model which is studied in the companion paper [BBNP20]. In this paper we prove existence and uniqueness of the solution to the free boundary problem, and we characterise the behaviour of the solution in the large time limit.

1 Introduction and main results

Given a probability measure \( \mu_0 \) on \( \mathbb{R}^d, d \geq 1 \), we consider the following free boundary problem: find \( u(x, t) : \mathbb{R}^d \times (0, \infty) \to [0, \infty) \) and \( R_t : (0, \infty) \to [0, \infty] \) such that

\[
\begin{cases}
\partial_t u = \Delta u + u, & \text{for } t > 0 \text{ and } \|x\| < R_t, \\
u(x, t) = 0, & \text{for } t > 0 \text{ and } \|x\| \geq R_t, \\
u(x, t) \text{ is continuous on } \mathbb{R}^d \times (0, \infty), & \\
n \int_{\mathbb{R}^d} u(x, t) \, dx = 1, & \text{for } t > 0, \\
u(\cdot, t) \to \mu_0 & \text{weakly as } t \to 0.
\end{cases}
\]

(1)

Although the PDE and Dirichlet boundary condition are linear in \( u \), this system is non-linear in \( u \) due to the coupling of the unknown boundary \( R_t \) with the function \( u \) through the integral constraint

\[
\int_{\mathbb{R}^d} u(x, t) \, dx = \int_{B(R_t)} u(x, t) \, dx = 1,
\]

(2)

where \( B(r) = \{ x \in \mathbb{R}^d : \|x\| < r \} \) is the open ball of radius \( r \). For a given function \( R_t \) which is sufficiently smooth, existence of a unique solution to the associated Dirichlet initial/boundary value problem is classical, but analysis of the free boundary problem (1), where \( R_t \) may be regarded as a control needed to guarantee (2), is more difficult.

We say that a pair \((u, R)\) is a classical solution to (1) if \( R \) is measurable, \( u \in C(\mathbb{R}^d \times (0, \infty)) \cap C^{2,1}(\Omega^+) \) where \( \Omega^+ = \{ (x, t) \in \mathbb{R}^d \times (0, \infty) : \|x\| < R_t \} \), and (1) holds. Our first main result is well-posedness of this problem:
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Theorem 1.1. Let $\mu_0$ be a Borel probability measure on $\mathbb{R}^d$. Then there exists a unique classical solution to the free boundary problem (1). Furthermore,

- $t \mapsto R_t$ is continuous (and finite) for $t > 0$.
- As $t \searrow 0$, $R_t \to R_0 := \inf \{ r > 0 : \mu_0(\mathcal{B}(r)) = 1 \} \in [0, \infty]$.
- For any $\alpha < 1/2$, there exists $C_\alpha < \infty$ such that $R_t - R_s \leq C_\alpha(t - s)^\alpha$ for all $s \geq 0$ and $t \in (s, s + 1]$.
- For $t > 0$ and $\|x\| < R_t$, $u(x, t) > 0$.

The initial measure $\mu_0$ may be singular with respect to Lebesgue measure, and it may put positive mass on the boundary of its support (at $\|x\| = R_0$). In this case, $R_t - R_0$ must increase very quickly at small times in order that the mass constraint (2) be satisfied, as we explain later in Remark 6.4.

The second main result of this paper concerns the behaviour of $u(x, t)$ and $R_t$ as $t \to \infty$. Observe that a stationary solution of (1) is given by the principal Dirichlet eigenfunction of the Laplacian in a spherical domain with radius uniquely chosen so that the eigenvalue is precisely 1. More precisely, there is a unique value $R_\infty > 0$ such that the eigenvalue problem

$$\begin{aligned}
-\Delta U(x) &= \lambda U(x), \quad \|x\| < R_\infty, \\
U(x) &= 0, \quad \|x\| = R_\infty,
\end{aligned}$$

has a solution $(U, \lambda)$ with $\lambda = 1$. The principal eigenfunction $U$ is unique up to a multiplicative factor, so we normalize $U$ by

$$\int_{\mathcal{B}(R_\infty)} U(x) \, dx = 1.$$ 

We may regard $U$ as a continuous function on all of $\mathbb{R}^d$ by extending $U(x) = 0$ for $\|x\| > R_\infty$.

For this choice of $R_\infty$, the principal eigenfunction $U(x)$ is a time-independent solution to (1), with $R_t \equiv R_\infty$. In particular, if $d = 1$, then $R_\infty = \frac{\pi}{2}$ and the eigenfunction is $U(x) = \frac{1}{2} \cos(x)$.

The following shows that this time-independent solution is the unique attractor of all solutions to (1):

**Theorem 1.2.** For any initial Borel probability measure $\mu_0$, the solution $(u, R)$ to the free boundary problem (1) satisfies

$$\lim_{t \to \infty} R_t = R_\infty \quad \text{and} \quad \lim_{t \to \infty} \|u(\cdot, t) - U(\cdot)\|_{L^\infty} = 0,$$

where $R_\infty > 0$ is the unique value for which the eigenvalue problem (3) has a solution with eigenvalue $\lambda = 1$.

Although the limit $U(x)$ is spherically symmetric, the solution $u(x, t)$ of (1) need not be, since the initial measure $\mu_0$ is not assumed to be spherically symmetric.

**Motivation and related works**

Our motivation for this work comes from the study of an interacting particle system known as $N$-particle branching Brownian motion ($N$-BBM) with spatial selection. A general form of $N$-BBM with spatial selection might be described as follows: There are $N$ particles moving in $\mathbb{R}^d$ with locations at time $t$ given by $\{X_k^{(N)}(t)\}_{k=1}^{N}$. Each particle moves independently as a Brownian motion with diffusivity $\sqrt{2}$ and branches independently into two particles at rate 1. Whenever a particle branches, however, the particle having least “fitness” or “score” (out of the
entire ensemble) is instantly removed (killed), so that there are exactly $N$ particles in the system at all times. The fitness of a particle is a function $F(x)$ of its position $x \in \mathbb{R}^d$, and as a result, the elimination of least-fit particles tends to push the ensemble toward regions of higher fitness. Variants of this stochastic process were first studied in one spatial dimension, beginning with work of Brunet, Derrida, Mueller, and Munier [BDMM06, BDMM07] on discrete-time processes, and work of Maillard [Mai16] on the continuous-time model involving Brownian motions. These works involve a monotone fitness function (e.g. $F(x) = x$, for $x \in \mathbb{R}$) so that selection always occurs on one side of the ensemble. The general $d$-dimensional model which we have described above was first studied by N. Berestycki and Zhao [BZ18]; specifically, they studied the particle system with fitness functions $F(x) = \|x\|$ and $F(x) = \lambda \cdot x$ for some fixed $\lambda \in \mathbb{R}^d$, both of which have the effect of pushing the ensemble of particles away from the origin.

It is natural to ask how such a particle system behaves in the limit $N \to \infty$: Suppose the initial particle locations are independent and identically distributed, with distribution given by $\mu_0$. Does the (random) empirical measure of particles

$$\mu^{(N)}(dx,t) = \frac{1}{N} \sum_{k=1}^{N} \delta_{X_k^{(N)}(t)}(dx)$$

converge in some sense to a solution of a partial differential equation? Such a limiting partial differential equation is known as a hydrodynamic limit.

In the setting of one spatial dimension and with monotone fitness function $F(x) = x \in \mathbb{R}$, De-Masi, Ferrari, Presutti, and Soprano-Loto [DMFPSL19] proved that under certain assumptions about the initial configuration of particles, the family of measures $\mu^{(N)}(dx,t)$ does converge, as $N \to \infty$, to a limit which can be identified with a solution $u(x,t)$ to a free boundary problem:

$$\begin{align*}
\partial_t u &= \partial_x^2 u + u, & x > \gamma_t, \quad t > 0, \\
u(x,t) &= 0, & x \leq \gamma_t, \quad t > 0, \\
\int_{\gamma_t}^\infty u(x,t) \, dx &= 1, & t > 0,
\end{align*}$$

where the free boundary at $x = \gamma_t \in \mathbb{R}$ is related to $u$ through the integral constraint. Global existence of solutions to this free boundary problem was proved by J. Berestycki, Brunet, and Pennington [BBP19]. Building on the approach of [DMFPSL19], Beckman [Bec19] derived a similar hydrodynamic limit in the one-dimensional setting with symmetric fitness $F(x) = -\|x\|$. Durrett and Remenik [DR11] derived and analysed a non-local free boundary problem corresponding to a related model in which non-diffusing particles in $\mathbb{R}$ are born at random displacements from their parent particles but do not move during their lifetimes.

For more general fitness functions $F$ and in higher dimensions, one expects the hydrodynamic limit of $\mu^{(N)}$ to be a solution $u$ of the following free boundary problem: find $(u(x,t),\ell(t))$ such that

$$\begin{align*}
\partial_t u &= \Delta u + u, & \text{for } t > 0 \text{ and } x \in \Omega_{\ell(t)}, \\
u(x,t) &= 0, & \text{for } t > 0 \text{ and } x \notin \Omega_{\ell(t)}, \\
u(x,t) \text{ is continuous on } \mathbb{R}^d \times (0,\infty), \\
\int_{\mathbb{R}^d} u(x,t) \, dx &= 1, & \text{for } t > 0, \\
u(\cdot,t) &\to \mu_0, & \text{weakly as } t \searrow 0,
\end{align*}$$

where

$$\Omega_\ell = \{ x \in \mathbb{R}^d : F(x) > \ell \}.$$  

A solution to this problem is a pair $(u(x,t),\ell(t))$; the function $u(x,t)$ is non-zero only inside the super-level set $\Omega_{\ell(t)}$. At each time $t > 0$, the free boundary is constrained to be a level-set
of $\mathcal{F}$, i.e. $\partial \Omega_{\ell(t)} = \mathcal{F}^{-1}(\ell(t))$, assuming $\mathcal{F}$ is continuous. We may interpret $u$ as the density of a population that evolves on a fitness landscape described by $\mathcal{F}$. The PDE $\partial_t u = \Delta u + u$ arises naturally from the diffusion and growth of the population (branching at rate 1), and the boundary condition arises from the selection mechanism whereby particles are removed at the boundary of $\Omega_{\ell(t)}$, where $\mathcal{F}(x) = \ell(t)$. We interpret $\ell(t)$ as the current fitness level of the least-fit individuals in the population. Because a particle is removed at the fitness boundary each time an interior particle branches, the total mass is conserved. The problem (4) is a special case of this problem (5), in one spatial dimension and with $\mathcal{F}(x)$ given by any continuous, non-monotonic increasing function (e.g. $\mathcal{F}(x) = x$, $\Omega_{\ell(t)} = (\gamma_t, \infty)$).

The free boundary problem (1), which is the focus of this paper, is also a particular case of (5), but in multiple spatial dimensions and with a fitness function that has a confining effect. Specifically, (1) corresponds to a spherically symmetric fitness function $\mathcal{F}(x) = f(\|x\|)$, where $f : [0, \infty) \rightarrow \mathbb{R}$ is any continuous strictly decreasing function, and $R_t = f^{-1}(\ell(t))$ (e.g. $\mathcal{F}(x) = -\|x\|$). In the $N$-BBM process with this fitness function, the least-fit particle is the one that is furthest from the origin; hence, the selection mechanism has a confining effect on the ensemble of particles. This system is sometimes known as the Brownian bees model. In a companion paper [BBNP20], we prove that (1) is indeed the hydrodynamic limit for this particle system, as $N \rightarrow \infty$. Defining

$$R_t^{(N)} = \max \left\{ \|X_k^{(N)}(t)\| : k \in \{1, \ldots, N\} \right\},$$

which is the radius of the ensemble of particles, we also show that for any $t > 0$, $R_t^{(N)} \rightarrow R_t$ almost surely, as $N \rightarrow \infty$, where $R_t$ is determined by solving (1). Thus, for large but finite $N$, the selection (or removal) of particles in this $N$-BBM is happening at a location near the free boundary for the solution of (1), at $\|x\| \approx R_t$.

For finite $N$, this $N$-BBM process converges in distribution as time $t \rightarrow \infty$ to a unique stationary distribution $\pi^{(N)}$; this is a probability distribution on $(\mathbb{R}^d)^N$. As we also prove in [BBNP20], the limiting behaviour of $\pi^{(N)}$ as $N \rightarrow \infty$ is characterised by the large time limit $(U, R_\infty)$ of the free boundary problem (c.f. Theorem 1.2, above). This is called a “strong selection principle” [DMFPSL19] for the particle system. In particular, this means that the marginal distribution of a uniformly chosen particle under $\pi^{(N)}$ converges to the measure that has density $U(x)$ on the domain $\{\|x\| < R_\infty\}$ and density 0 outside that domain. All together, the results in the present article and in [BBNP20] give meaning to the following informal diagram:

The present article deals with right hand side of the diagram: well-posedness and properties of the free boundary problem defining $u$ and $R_t$ and their long-time behaviour; the companion paper [BBNP20] gives rigorous meaning to the rest of the diagram, pertaining to the particle system and the limit $N \rightarrow \infty$. In the future, we hope to extend these results to a more general class of fitness functions $\mathcal{F}$ which are not spherically symmetric. Our restriction to spherically symmetric $\mathcal{F}$ enables a connection to a parabolic obstacle problem, as explained below.

It is instructive to compare the free boundary problem (1) to some other free boundary problems. If we assume that $R_t$ is differentiable and that $u$ is $C^{2,1}$ up to the boundary, then by differentiating (formally) the integral constraint and boundary condition in (1),

$$0 = \frac{d}{dt} \int_{B(R_t)} u(x,t) \, dx \quad \text{and} \quad 0 = \frac{d}{dt} \int_{\partial B(R_t)} u(x,t) \, dS(x),$$
we arrive at the relations
\[
\int_{\partial B(R_t)} (\nu \cdot \nabla u) \, dS(x) = -1 \quad \text{and} \quad R_t' = \int_{\partial B(R_t)} \Delta u(x,t) \, dS(x),
\]
where \( \nu = \nu(x) \) is the outward unit vector at \( x \). Similarly, for the one-dimensional version (4), \( u \) satisfies \( \partial_x u(\gamma_t,t) = 1 \), and the free boundary velocity is \( \gamma'_t = -\partial^2_x u(\gamma_t,t) \). For the Stefan problem, a well-studied free boundary problem for the heat equation which also arises from limits of certain interacting diffusions (e.g. [CDSS19, DNS19]), the free boundary velocity is proportional to \( \partial_x u \) at the boundary, rather than \( \partial^2_x u \). If the initial data \( \mu_0 \) for (1) is spherically symmetric, then \( u \) has spherical symmetry for all \( t > 0 \); in this case, the relations in (6) reduce to \( \| \nabla u(R_t,t) \| = |\partial B(R_t)|^{-1} = 1/(c_d R_t^{d-1}) \) and to \( R_t' = c_d R_t^{d-1} \Delta u(R_t,t) \), where \( c_d \) is a constant depending on the dimension \( d \). In this case, the problem (1) is more like the flame propagation model studied by Caffarelli and Vázquez [CV95], where the free boundary moves with normal velocity proportional to \( \Delta u \) at the boundary, and \( \| \nabla u \| = c \) is held constant along the free boundary. For general initial condition, however, (6) shows that the boundary velocity depends in a non-local way on values of \( \Delta u \) at \( \| x \| = R_t \).

The paper is organised as follows. In Section 2 we describe a parabolic obstacle problem, which is related to (1) and which we will eventually use to prove Theorems 1.1 and 1.2. Our results about the obstacle problem are proved in Sections 4 and 5, after we first develop some preliminary analytical results in Section 3. Theorem 1.1 about well-posedness of the problem (1) is proved in Section 6. Theorem 1.2 is proved in Section 7.
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2 The obstacle problem

Our approach to proving Theorem 1.1 and Theorem 1.2 relies on a connection between the free boundary problem (1) and a related parabolic obstacle problem in one spatial dimension. For the moment, let us assume there exists a solution \((u,R)\) to (1). For \( r > 0 \), recall that \( B(r) = \{ x \in \mathbb{R}^d : \| x \| < r \} \) is the open ball of radius \( r \) centred at the origin, and introduce the function \( v : [0, \infty) \times (0, \infty) \rightarrow \mathbb{R} \) as the mass of \( u \) within distance \( x \) of the origin at time \( t \):

\[
v(x,t) = \int_{B(x)} u(y,t) \, dy.
\]

Notice that \( x \mapsto v(x,t) \) is non-decreasing and that \( v(x,t) = 1 \) for \( x \geq R_t \); \( v \) is the cumulative radial distribution function for the probability density \( u \). Let \( v_0(x) = \mu_0(B(x)) \). If \((u,R)\) is a solution of the free boundary problem (1), then \( v \) must satisfy

\[
\begin{aligned}
0 &\leq v(x,t) \leq 1, &\text{for } t > 0, x \geq 0, \\
\partial_t v = \partial^2_x v - \frac{d-1}{x} \partial_x v + v, &\text{if } v(x,t) < 1, \\
v(0,t) = 0, &\text{for } t > 0, \\
v(x,t) \text{ is continuous on } [0, \infty) \times (0, \infty), &\text{for } t > 0, \\
\partial_x v(\cdot, t) \text{ is continuous on } [0, \infty), &\text{in } L^1_{loc} \text{ as } t \searrow 0.
\end{aligned}
\]

(See Lemma 6.2 below.) This is a parabolic obstacle problem: \( v \) is bounded from above by the obstacle \( v \leq 1 \), and \( v \) satisfies a parabolic PDE wherever \( v \) is strictly below the obstacle. For \( v \) defined by (7), the set \( \{ x : v(x,t) < 1 \} \) coincides with \( [0, R_t) \), and \( v(x,t) = 1 \) for \( x \geq R_t \).
Note also that the initial condition \( v_0(x) = \mu_0(B(x)) \) corresponding to (7) is non-decreasing. However, as we will show, the formulation in (8) also makes sense for a non-monotone initial condition \( v_0 : [0, \infty) \to [0, 1] \).

We say that \( v \) is a classical solution to (8) if \( v \in C([0, \infty) \times (0, \infty)) \cap C^{2,1}(\Omega) \), where \( \Omega = \{ (x, t) \in (0, \infty) \times (0, \infty) : v(x, t) < 1 \} \), and (8) holds. An important step in proving Theorem 1.1 is to first show the corresponding existence and uniqueness result for \( v \):

**Theorem 2.1.** Let \( v_0 : [0, \infty) \to [0, 1] \) be a measurable initial condition. Then there exists a unique function \( v(x, t) \) defined on \([0, \infty) \times (0, \infty)\) which is a classical solution to (8).

Furthermore, this unique solution has the following properties:

- Let \( \tilde{v} \) and \( v \) denote the two solutions corresponding to the initial data \( \tilde{v}_0 \) and \( v_0 \). If \( \tilde{v}_0 \geq v_0 \), then \( \tilde{v} \geq v \).
- If \( v_0 \) is non-decreasing, the map \( x \mapsto v(x, t) \) is non-decreasing for all \( t > 0 \).
- The solution \( v \) is continuous with respect to the initial condition in the following sense: if \( v \) and \( \tilde{v} \) are the two solutions to (8) corresponding to the initial data \( v_0 \) and \( \tilde{v}_0 \), then for \( t > 0 \), \( \|v(\cdot, t) - \tilde{v}(\cdot, t)\|_{L^\infty} \leq e^t\|v_0 - \tilde{v}_0\|_{L^\infty} \), and \( \|v(\cdot, t) - \tilde{v}(\cdot, t)\|_{L^1} \leq e^t\|v_0 - \tilde{v}_0\|_{L^1} \).
- If \( v_0 \) is non-decreasing and \( v_0(+\infty) = 1 \), then for \( t > 0 \), the boundary position \( R_t := \inf\{x : v(x, t) = 1\} \) exists and is finite, and the function \( t \mapsto R_t \) is continuous for \( t > 0 \). Moreover, \( \lim_{t \to 0} R_t = \inf\{x : v_0(x) = 1\} \in [0, \infty] \), and for any \( \alpha < 1/2 \), there exists \( C_\alpha < \infty \) such that \( R_t - R_s \leq C_\alpha(t-s)^\alpha \) for all \( s \geq 0 \) and \( t \in (s, s+1) \).
- If \( v_0 \) is continuous at \( x_0 \geq 0 \), then \( v(x, t) \to v_0(x_0) \) as \( (x, t) \to (x_0, 0) \).

Our strategy for solving the free boundary problem (1) is to first solve the obstacle problem (8) with the non-decreasing initial condition

\[
v_0(x) = \int_{B(x)} \mu_0(dy), \quad x \geq 0.
\]

The solution \( v \) of the obstacle problem then determines the location of the free boundary \( R_t \) in (1), according to \( R_t = \inf\{x : v(x, t) = 1\} \). Having determined the continuous free boundary, we then construct a solution to (1). Knowing the cumulative radial distribution function \( v \) is not enough to determine \( u \), as the function \( u \) may not be spherically symmetric. We propose a probabilistic representation (see (83), below) for the solution \( u \), and then verify that the function defined by this representation is indeed a solution to (1). Notice that only non-decreasing initial data with \( v_0(\infty) = 1 \) are relevant for studying the hydrodynamic limit of the N-BBM, but the problem (8) is interesting in its own right for an arbitrary initial datum.

Parabolic obstacle problems have been studied by several authors, and they can be formulated as a variational problem in appropriate Sobolev spaces (see Chapter 1, Section 8 [Fri82] or Chapter 3, Section 2 of [BL78]) or via stochastic control representations and viscosity solution techniques (see [EKKP+97], or Chapter 3 of [BL78]). Because of the particularities of (8) (including the unbounded spatial domain, the singularity of the drift at \( x = 0 \), the \( L^1_{loc} \) convergence to initial data), Theorem 2.1 does not seem to follow immediately from existing results. Instead, given the explicit form of the operator in (8), we find it convenient to make use of the Green’s function for the associated linear equation. In this way, we give a self-contained treatment of the obstacle problem (8), including estimates for the free boundary in the case of a non-decreasing initial condition. Our proof of Theorem 2.1 is given in Section 4 below. The proof of existence of \( v \) and the continuity of \( R_t \) builds on ideas from [BBP19], using the Green’s function for the linear problem. The proof of uniqueness is based on a comparison principle, in the spirit of uniqueness for viscosity solutions.
Convergence of \( v \) to the steady state

For dimension \( d \geq 1 \), the eigenfunction \( U \) and the constant \( R_\infty \) as defined in (3) are related to Bessel functions. The function

\[
V(x) = \int_{B(x)} U(y) \, dy
\]

is the unique non-negative continuously differentiable function on \([0, \infty)\) that satisfies

\[
V'' - \frac{d-1}{x} V' + V = 0 \quad \text{for } 0 < x < R_\infty, \quad V(0) = 0, \quad V(x) = 1 \quad \text{for } x \geq R_\infty. \tag{9}
\]

Specifically, \( V \) is given by

\[
V(x) = \int_{B(x)} U(y) \, dy = \begin{cases} \alpha x^\frac{d}{2} J_{\frac{d}{2}}(x) & \text{for } 0 \leq x < R_\infty, \\ 1 & \text{for } x \geq R_\infty, \end{cases} \tag{10}
\]

where \( J_\nu(x) \) is the Bessel function of the first kind, solution to

\[
x^2 J''_\nu + x J'_\nu + (x^2 - \nu^2) J_\nu = 0
\]

with \( J_\nu(0) = 0 \), \( R_\infty \) is the position of the first positive local maximum of \( x \mapsto x^\frac{d}{2} J_{\frac{d}{2}}(x) \), and \( \alpha \) is chosen such that \( V(x) \to 1 \) as \( x \not\to R_\infty \).

The proof of Theorem 1.2 is based on the corresponding convergence result for the one-dimensional obstacle problem (8):

**Theorem 2.2.** Let \( v \) be the solution to the problem (8) with initial condition \( v_0 : [0, \infty) \to [0, 1] \), where \( v_0 \) is non-decreasing and not identically zero. For \( t > 0 \), let \( R_t = \inf \{ x : v(x, t) = 1 \} \). Then \( R_t \to R_\infty \) as \( t \to \infty \), and

\[
\lim_{t \to \infty} \| v(\cdot, t) - V(\cdot) \|_{L^\infty} = 0. \tag{11}
\]

Moreover, for \( c, K \in (0, \infty) \), there exist \( A > 0, \lambda > 0 \) (independent of \( c \) and \( K \)) and \( B = B(c, K) > 0 \) such that if \( v_0(K) \geq c \) then

\[
-\frac{B}{t} \leq v(x, t) - V(x) \leq A e^{-\lambda t}, \quad \forall x \geq 0, \quad t > 0, \tag{12}
\]

and

\[
R_t \geq R_\infty - A e^{-\lambda t}, \quad \text{for all } t > 0, \\
R_t \leq R_\infty + \frac{B}{t}, \quad \text{for all } t \geq B. \tag{13}
\]

We prove this result in Section 5 below. The bounds in (12) and (13) will be used in [BBNP20] for the control of the long term behaviour of the N-BBM particle system for large \( N \).

### 3 Toolbox

In this section we gather some tools which will be useful for analysing solutions of the obstacle problem (8).

#### 3.1 Green’s function

Let \( G(y, x, t) \) denote the fundamental solution, or Green’s function, for the linear equation

\[
\partial_t G = \partial_x^2 G - \frac{d-1}{x} \partial_x G \quad \text{for } x > 0, \quad t > 0, \quad G(y, 0, t) = 0, \quad G(y, x, 0) = \delta(y - x). \tag{14}
\]

In this section, we introduce several properties of \( G \) which we will use in later sections.
The Green’s function is related to Brownian motion in dimension \(d\). Let \(\Phi\) denote the transition function for a \(d\)-dimensional Brownian motion \(B_t\) with diffusivity \(\sqrt{2}\), i.e.

\[
\Phi(z_1, z_2, t) = (4\pi t)^{-d/2} e^{-\frac{1}{4t}||z_2-z_1||^2},
\]

so that \(\Phi(z_1, \cdot, t)\) is the density of \(B_t\) conditional on \(B_0 = z_1\). Then the cumulative distribution of the norm process \(||B_t||\) conditional on \(||B_0|| = y\) is, by symmetry,

\[
w(y, x, t) := \mathbb{P} \left( ||B_t|| < x \mid ||B_0|| = y \right) = \int_{B(x)} \Phi(y e_1, z, t) \, dz,
\]

where \(e_1 \in \mathbb{R}^d\) is an arbitrary fixed unit vector. Since \((z_2, t) \mapsto \Phi(z_1, z_2, t)\) satisfies the heat equation in \(\mathbb{R}^d\), the function \(w\) satisfies

\[
\partial_t w = \partial_x^2 w - \frac{d-1}{x} \partial_x w, \quad w(y, 0, t) = 0
\]

with initial condition

\[
w(y, x, 0) = \begin{cases} 
0 & \text{for } x \leq y, \\
1 & \text{for } x > y.
\end{cases}
\]

Then, \(-\partial_x w\) also satisfies (17) with initial condition \(-\partial_x w(y, x, 0) = \delta(x-y)\) which means, comparing to (14), that

\[
G(y, x, t) = -\partial_x w(y, x, t) = -\int_{B(x)} e_1 \cdot \nabla z_1 \Phi(y e_1, z, t) \, dz.
\]

In particular, notice that \(G \geq 0\), and for \(t > 0\),

\[
\int_0^\infty G(y, x, t) \, dy = -\int_0^\infty \partial_x w(y, x, t) \, dy = w(0, x, t) = \mathbb{P} \left( ||B_t|| < x \mid B_0 = 0 \right),
\]

which converges to 1 as \(t \downarrow 0\), for any \(x > 0\).

We now state some useful properties of \(G\):

**Lemma 3.1.** For each dimension \(d\), there exists a constant \(C > 0\) such that for \(t > 0, x > 0\),

\[
\int_0^\infty dy G(y, x, t) \leq \min \left( 1, C \frac{x^d}{t^{d/2}} \right),
\]

\[
\int_0^\infty dy \left| \partial_x G(y, x, t) \right| \leq C \min \left( \frac{1}{t^{1/2}}, \frac{x^{d-1}}{t^{d/2}} \right) \quad \text{and} \quad \int_0^\infty dy \left| \partial_x^2 G(y, x, t) \right| \leq C \frac{x^{d-1}}{t^d} e^{-\frac{\langle y_0-y \rangle^2}{4}}.
\]

Furthermore, for all \(t > 0\) and \(y_0 > 0\), if \(x \in (0, y_0)\),

\[
\int_{y_0}^\infty dy \left| \partial_x G(y, x, t) \right| \leq C x^{d-1} e^{-\frac{\langle y_0-y \rangle^2}{4}}.
\]

For all \(t > 0, y > 0\),

\[
\int_0^\infty dx G(y, x, t) \leq 1.
\]

If \(v_0 \in L^\infty(0, \infty)\), then

\[
\left| \int_0^\infty G(y, x, t) v_0(y) \, dy \right| \leq ||v_0||_{L^\infty}, \quad \forall \ x > 0, \ t > 0,
\]

and for any \(p \geq 1\), the convergence

\[
\int_0^\infty G(y, \cdot, t) v_0(y) \, dy \to v_0(\cdot), \quad \text{as } t \to 0
\]

holds in \(L^p_{loc}(0, \infty)\). If \(v_0\) is continuous and bounded on \([0, \infty)\), then the convergence (24) holds locally uniformly on \([0, \infty)\) as \(t \to 0\).

The proof of Lemma 3.1 is postponed to the Appendix, Section 8.
3.2 Feynman-Kac formula

**Proposition 3.2** (Feynman-Kac). Take $T > 0$ and let $\Omega$ be an open subset of $(0, \infty) \times (0, T)$. Suppose $g \in C(\Omega)$ is bounded, and $w$ is bounded on $\Omega$ and satisfies

$$
\begin{align*}
\partial_t w &= \partial_x^2 w - \frac{d-1}{x} \partial_x w + wg & \text{for } (x, t) \in \Omega, \\
w &\in C(\Omega) \cap C^{2,1}(\Omega).
\end{align*}
$$

(25a)

Then for $(x, t) \in \Omega$,

$$
\begin{align*}
w(x, t) &= \mathbb{E}_x \left[ e^{\int_0^\tau g(X_s, t-s) \, ds} w(X_\tau, t-\tau) \right]
\end{align*}
$$

(26)

where, under the probability measure corresponding to $\mathbb{E}_x$, $(X_s)_{s \leq \tau}$ solves

$$
\begin{align*}
dX_s = dW_s - \frac{d-1}{X_s} \, ds, & \quad X_0 = x,
\end{align*}
$$

(27)

with $W$ being a Brownian motion on $\mathbb{R}$ with diffusivity $\sqrt{2}$, and $\tau$ being the backward exit time of $X$ from the domain $\Omega$ given by

$$
\tau := \inf \left\{ s > 0 : (X_s, t-s) \notin \Omega \right\}.
$$

This result follows from a standard argument, e.g. Theorem II.2.3 of [Fre85] or Theorem 5.7.6 of [KS91], but for completeness we provide a proof later in the Appendix, Section 8.

4 Proof of Theorem 2.1: Existence, uniqueness, and properties of $v$

The proof of Theorem 2.1 is divided into three parts written in the next three subsections: uniqueness, existence of the solution and basic properties, and properties of the free boundary $R_t$.

4.1 Uniqueness

Before proving existence of a solution to (8), we show in this section that there can be at most one solution, and we establish a useful comparison principle. Throughout this subsection, we suppose that a function $v$ is a solution to (8) with initial condition $v_0 : [0, \infty) \to [0, 1]$ measurable. For a given initial condition $v_0^\ell \in L^\infty(0, \infty)$, we let

$$
v^\ell(x, t) = e^t \int_0^\infty dy G(y, x, t)v_0^\ell(y),
$$

(28)

where $G(y, x, t)$ is the fundamental solution introduced in (18). This $v^\ell$ is a solution to the linear problem

$$
\begin{align*}
\begin{cases}
\partial_t v^\ell = \partial_x^2 v^\ell - \frac{d-1}{x} \partial_x v^\ell + v^\ell, & \text{for } t > 0, x > 0, \\
v^\ell(0, t) = 0, & \text{for } t > 0, \\
v^\ell(\cdot, t) \to v_0^\ell & \text{in } L^\infty_{\text{loc}} \text{ as } t \searrow 0,
\end{cases}
\end{align*}
$$

(29)

and it is the unique solution to (29) which is bounded on $[0, \infty) \times [0, T]$ for each $T > 0$. The following lemmas, which will be proved in Section 4.1.1, establish a comparison principle between $v$ and $v^\ell$:

**Lemma 4.1.** If $v_0 \leq v_0^\ell$, then $v(\cdot, t) \leq v^\ell(\cdot, t) \ \forall t > 0$.

**Lemma 4.2.** If $v_0^\ell \leq v_0$ and $v^\ell(\cdot, s) \leq 1$ for all $s \leq t$, then $v^\ell(\cdot, t) \leq v(\cdot, t)$. 
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We introduce the operators $G_t$ and $C_m$ by letting
\[ G_t f(x) = \int_0^\infty dy G(y, x, t)f(y) \quad \text{and} \quad C_m f(x) = \min \{ f(x), m \}. \tag{30} \]
In particular, $v^\ell = e^\ell G_t v^0$. For $\delta > 0$ and $n \in \mathbb{N}_0$, we define
\[ v^{n, \delta, -} = [e^\delta G_0 C_{e-\delta}]^n v_0, \quad v^{n, \delta, +} = [C_1 e^\delta G_0]^n v_0. \tag{31} \]
The following two lemmas show that $v^{n, \delta, -}$ and $v^{n, \delta, +}$ bound $v$ and are close to each other:

**Lemma 4.3.** For any $\delta > 0$ and $n \in \mathbb{N}$,
\[ v^{n, \delta, -}(x) \leq v(x, n\delta) \leq v^{n, \delta, +}(x) \quad \forall \ x \geq 0. \]

*Proof.* The second inequality follows immediately by induction on $n$, using Lemma 4.1 and the fact that $v \leq 1$. For the first inequality, suppose for an induction argument that for some $n \in \mathbb{N}_0$, $v^{n, \delta, -} \leq v(\cdot, n\delta)$. Then for $s \leq \delta$, since $\|G_s f\|_{L^\infty} \leq \|f\|_{L^\infty}$ (by (23) in Lemma 3.1),
\[ \|e^s G_s C_{e-s} v^{n, \delta, -}\|_{L^\infty} \leq e^s \|C_{e-s} v^{n, \delta, -}\|_{L^\infty} \leq e^s e^{-\delta} \leq 1. \]
Hence by Lemma 4.2, $v^{n+1, \delta, -} \leq v(\cdot, (n+1)\delta)$, and the result follows by induction on $n$. \hfill \Box

**Lemma 4.4.** For any $\delta > 0$ and $n \in \mathbb{N}$,
\[ \|v^{n, \delta, +} - v^{n, \delta, -}\|_{L^\infty} \leq (e^{n\delta} + 1)(e^\delta - 1). \]

*Proof.* Notice the following bounds (the first of which comes from (23) in Lemma 3.1): for $\delta > 0$ and $f, g \in L^\infty[0, \infty)$,
\[ \|G_\delta f - G_\delta g\|_{L^\infty} = \|G_\delta (f - g)\|_{L^\infty} \leq \|f - g\|_{L^\infty}, \quad \|C_1 e^\delta f - C_1 e^\delta g\|_{L^\infty} \leq e^\delta \|f - g\|_{L^\infty}, \]
\[ \|C_1 e^\delta f - f\|_{L^\infty} \leq e^\delta - 1 \quad \text{if} \quad \|f\|_{L^\infty} \leq 1. \tag{32} \]
Note that $e^\delta G_\delta C_{e-\delta} f = G_\delta C_1 e^\delta f$, so we can write $v^{n, \delta, -} = G_\delta [C_1 e^\delta G_\delta]^{n-1} C_1 e^\delta v_0$, and compare this to $v^{n, \delta, +} = C_1 e^\delta G_\delta [C_1 e^\delta G_\delta]^{n-1} v_0$. We bound the supremum of $v^{n, \delta, +} - v^{n, \delta, -}$ using the triangle inequality:
\[ \|v^{n, \delta, +} - v^{n, \delta, -}\|_{L^\infty} = \|C_1 e^\delta G_\delta [C_1 e^\delta G_\delta]^{n-1} v_0 - G_\delta [C_1 e^\delta G_\delta]^{n-1} C_1 e^\delta v_0\|_{L^\infty} \]
\[ \leq \|C_1 e^\delta G_\delta [C_1 e^\delta G_\delta]^{n-1} v_0 - G_\delta [C_1 e^\delta G_\delta]^{n-1} v_0\|_{L^\infty} \]
\[ + \|G_\delta [C_1 e^\delta G_\delta]^{n-1} v_0 - G_\delta [C_1 e^\delta G_\delta]^{n-1} C_1 e^\delta v_0\|_{L^\infty}. \tag{33} \]
By the first bound in (32), $\|G_\delta [C_1 e^\delta G_\delta]^{n-1} v_0\|_{L^\infty} \leq 1$, and so by the third bound in (32), the first term on the right hand side of (33) is smaller than $e^\delta - 1$. By successive applications of the first two bounds in (32), and then by the third bound in (32), the second term on the right hand side of (33) is smaller than $e^{(n-1)} \|v_0 - C_1 e^\delta v_0\|_{L^\infty} \leq e^{(n-1)} (e^\delta - 1).$ \hfill \Box

The uniqueness of solutions of (8) is now straightforward. Suppose that $v$ and $v'$ are two solutions to (8) with the same initial condition $v_0 = v'_0$. Take $n \in \mathbb{N}$; then by Lemmas 4.3 and 4.4, for $t > 0$,
\[ \|v(\cdot, t) - v'(\cdot, t)\|_{L^\infty} \leq \|v^{n, \frac{t}{n}} - v^{n, \frac{t}{n}}\|_{L^\infty} \leq (e^\delta + 1)(e^\delta - 1). \]
By letting $n \to \infty$, we conclude that $v(\cdot, t) = v'(\cdot, t).$
4.1.1 Proofs of Lemmas 4.1 and 4.2

For convenience, we define $L$ to be the differential operator appearing in (8):

$$Lv = \partial_x^2 v - \frac{d-1}{x} \partial_x v.$$  (34)

For $r > 0$ and a point $(x_0, t_0) \in (0, \infty) \times (0, \infty)$, let us define the backward parabolic cylinder:

$$Q_r^-(x_0, t_0) = \{(x, t) : |x-x_0| < r, \ t_0 - r^2 < t \leq t_0\}. \ \ (35)$$

Recall that the parabolic boundary (see [Eva10]) of $Q_r^-(x_0, t_0)$ is the set $Q_r^-(x_0, t_0) \setminus Q_r^-(x_0, t_0)$, which excludes the top of the cylinder $\{(x, t_0) : |x-x_0| < r\}$.

**Lemma 4.5.** Let $v$ be a solution to (8). Suppose there exist $t_0 > 0$, $x_0 > 0$, $r > 0$ and a function $\phi \in C^{2,1}$ such that

$$0 = \phi(x_0, t_0) - v(x_0, t_0) = \min_{(x,t) \in Q_r^-(x_0, t_0)} (\phi(x,t) - v(x,t)). \ \ (36)$$

Then $\partial_t \phi \leq L \phi + \phi$ must hold at $(x_0, t_0)$.

**Proof of Lemma 4.5.** If $v(x_0, t_0) < 1$, then $v \in C^{2,1}$ locally. So, if (36) holds at such a point, then we must have $\partial_t (\phi - v) \leq 0$, $\partial_x (\phi - v) = 0$ and $\partial_x^2 (\phi - v) \geq 0$ (since $\phi - v$ is at a local minimum) and $\partial_t v = Lv + v$ (since we assumed $v < 1$). This implies that $\partial_t \phi \leq L v + v \leq L \phi + \phi$ at $(x_0, t_0)$, as required.

Suppose instead that (36) holds at a point where $v(x_0, t_0) = 1$. Arguing by contradiction, let us suppose that there is $\delta > 0$ such that $\partial_t \phi \geq L \phi + \phi + \delta$ at $(x_0, t_0)$. In the rest of the proof, we argue that this is impossible. We may make $r$ in (36) smaller so that $Q_r^-(x_0, t_0) \subset (0, \infty) \times (0, \infty)$ and $\partial_t \phi - L \phi - \phi > \delta / 2$ holds for all $(x, t) \in Q_r^-(x_0, t_0)$. Since $v(x_0, t_0) = 1$, then $\phi(x_0, t_0) = 1$, by (36). Moreover, $\partial_x v(x_0, t_0) = \partial_x \phi(x_0, t_0) = 0$, since $x \mapsto v(x, t_0)$ is $C^1$ and $v \leq 1$ attains a local maximum at $(x_0, t_0)$ and $x \mapsto (\phi - v)(x, t_0)$ attains a local minimum. For $\beta > 0$, consider the function

$$\psi(x, t) = \phi(x, t) + \beta(x-x_0)^2 + \beta(t_0-t).$$

If $\beta$ and $r$ are small enough, we now have a function $\psi$ with the following properties:

(i) $\psi(x_0, t_0) = v(x_0, t_0) = 1$,
(ii) $\psi(x, t) > v(x, t)$ in $Q_r^-(x_0, t_0) \setminus \{(x_0, t_0)\}$,
(iii) $\partial_t \psi - L \psi - \psi > 0$ in $Q_r^-(x_0, t_0)$,
(iv) $\partial_t \psi(x_0, t_0) = 0$,
(v) $\partial_x^2 \psi \neq 0$ in $Q_r^-(x_0, t_0)$,
(vi) $\partial_t \psi \neq 0$ in $Q_r^-(x_0, t_0)$.

Regarding points (v) and (vi), we first choose $\beta$ small enough and such that $\partial_x^2 \psi(x_0, t_0) \neq 0$ and $\partial_t \psi(x_0, t_0) \neq 0$. Then, by continuity of $\partial_x^2 \psi$ and $\partial_t \psi$, we may decrease $r$, if necessary, so that $\partial_t \psi$ and $\partial_x^2 \psi$ do not change sign over $Q_r^-(x_0, t_0)$.

Now, let $w = \psi - v$. For $s \in (t_0 - r^2, t_0]$, define the subset

$$A_s = Q_r^-(x_0, t_0) \cap \{(x, t) : t \leq s\}$$

(though, $A_0 = Q_r^-(x_0, t_0)$). Let $m_s$ be the minimum of $w$ on $A_s$ and $(x_s, t_s)$ a point where this minimum is reached:

$$m_s = \min_{(x,t) \in A_s} w(x,t) = w(x_s, t_s) \quad \text{with} \ (x_s, t_s) \in A_s. \ \ (37)$$

Observe that $m_{t_0} = w(x_0, t_0) = \psi(x_0, t_0) - v(x_0, t_0) = 0$ and $m_s > 0$ for $s < t_0$. Because of the continuity of $w$, $m_s$ is continuous, non-increasing in $s$, and $m_s \to 0$ as $s \nearrow t_0$. Furthermore, again by continuity,

$$(x_s, t_s) \to (x_0, t_0) \quad \text{as} \ s \nearrow t_0.$$
In particular, for \( s \) close enough to \( t_0 \), we have \((x_s,t_s) \in A_s\) (i.e. \((x_s,t_s)\) is not in the parabolic boundary of \(A_s\)). From now on, we only consider values of \( s \) close enough to \( t_0 \) for this property to hold.

By the same argument as the one we used to show that \(v(x_0,t_0) = 1\), we claim that necessarily

\[
v(x_s,t_s) = 1. \tag{38}
\]

Indeed, if we had \(v(x_s,t_s) < 1\) for some \( s \), we would have at that point \( w = \psi - v \in C^{2,1}\) with \( \partial_tw \leq 0, \partial_s w = 0 \) and \( \partial^2 w \geq 0 \) and then \( \partial_tv = Lv + v \) would imply \( \partial_t\psi \leq L\psi + \psi \), a contradiction by property (iii). Then, \(v(x_s,t_s) = 1\) implies that \( \partial_xv(x_s,t_s) = 0 \) and therefore that \( \partial_x\psi(x_s,t_s) = 0 \).

Because of properties (iv) and (v) of \( \psi \), the Implicit Function Theorem implies that for some \( \tau < t_0 \) close enough to \( t_0 \) there is a \( C^1 \) curve \( \gamma : [\tau,t_0] \to [x_0 - r, x_0 + r] \) such that \( \gamma(t_0) = x_0 \), and for all \((x,t) \in \overline{Q_r(x_0,t_0)}\) with \( t \geq \tau \), one has \( \partial_x\psi(x,t) = 0 \) if and only if \( x = \gamma(t) \). In particular, if \( t_s \geq \tau \) then since \( \partial_x\psi(x_s,t_s) = 0 \),

\[
x_s = \gamma(t_s).
\]

Depending on the signs of \( \partial^2_x\psi \) and \( \partial_t\psi \), we now consider three cases and arrive each time at a contradiction.

First, suppose \( \partial^2_x\psi > 0 \) in \( \overline{Q_r(x_0,t_0)} \). Then for \( t \in (\tau,t_0) \) such that \( \psi(\gamma(t),t) > 0 \), since \( \partial_x\psi(\gamma(t),t) = 0 \),

\[
\frac{d}{dt}\psi(\gamma(t),t) = \partial_t\psi(\gamma(t),t) > L\psi(\gamma(t),t) + \psi(\gamma(t),t) > 0,
\]

where the last inequality follows since \( L\psi(\gamma(t),t) > 0 \). Since \( \psi(x_0,t_0) = 1 \), this implies that \( \psi(\gamma(t),t) < 1 \) for \( t \in (\tau,t_0) \). As \( v \leq \psi \) this leads to \( v(x_s,t_s) < 1 \) for \( s < t_0 \) sufficiently close to \( t_0 \) that \( t_s \geq \tau \), a contradiction by (38).

Second, suppose that \( \partial^2_x\psi < 0 \) and \( \partial_t\psi > 0 \) in \( \overline{Q_r(x_0,t_0)} \). These conditions, along with \( \partial_x\psi(x_0,t_0) = 0 \), and \( \psi(x_0,t_0) = 1 \), would imply that \( v < \psi < 1 \) in \( \overline{Q_r(x_0,t_0)} \setminus \{(x_0,t_0)\} \) for some \( r' > 0 \) small enough, contradicting \( v(x_s,t_s) = 1 \) with \((x_s,t_s) \to (x_0,t_0)\) as \( s \nearrow t_0 \).

Third, we consider the possibility that \( \partial^2_x\psi < 0 \) and \( \partial_t\psi < 0 \) in \( \overline{Q_r(x_0,t_0)} \). Under these conditions, for \( t \in (\tau,t_0) \), \( \frac{d}{dt}\psi(\gamma(t),t) = \partial_t\psi(\gamma(t),t) < 0 \) and hence the function \( t \to \psi(\gamma(t),t) \) is strictly decreasing. With \( m_s = w(x_s,t_s) = \psi(\gamma(t_s),t_s) - 1 \) for \( s \) sufficiently close to \( t_0 \) that \( t_s \geq \tau \), this implies that in fact \( t_s = s \) and

\[
m_s = \psi(\gamma(s),s) - 1.
\]

It follows that for all \( s \) close enough to \( t_0 \) and all \( x \in [x_0 - r, x_0 + r] \) we have

\[
\psi(x,s) - v(x,s) \geq \psi(\gamma(s),s) - 1.
\]

As we assumed \( \partial^2_x\psi < 0 \) and as \( \partial_x\psi(\gamma(s),s) = 0 \), we have \( \psi(x,s) < \psi(\gamma(s),s) \) if \( x \neq \gamma(s) \) and so

\[
v(x,s) < 1 \quad \text{if} \quad x \neq \gamma(s).
\]

This means that, in the case \( \partial^2_x\psi < 0 \) and \( \partial_t\psi < 0 \), for \( t \) sufficiently close to \( t_0 \), the function \( v \) attains the value 1 in \( \overline{Q_r(x_0,t_0)} \) along and only along the curve \((\gamma(t),t)\). To finish the argument, we now show that this situation is impossible. Consider the function \( \psi(x,t) = \psi(x,t) + hx(t_0 - t) \) for some fixed \( h > 0 \). By choosing \( h \) small enough, this function can be made to satisfy all the properties (i), . . . , (vi) satisfied by \( \psi \), with \( \partial^2_x\psi < 0 \) and \( \partial_t\psi < 0 \) on \( \overline{Q_r(x_0,t_0)} \), as for \( \psi \). By repeating the argument above, for \( t \) sufficiently close to \( t_0 \), \( v \) attains the value 1 in \( \overline{Q_r(x_0,t_0)} \) along and only along the curve \((\tilde{\gamma}(t),t)\), where \( \tilde{\gamma}(t) \) is such that \( \partial_t\psi(\tilde{\gamma}(t),t) = 0 \). But, for \( t < t_0 \), we have \( \gamma(t) \neq \tilde{\gamma}(t) \) because \( \partial_t\psi \neq \partial_x\psi \), and we obtain a contradiction. This shows that the case \( \partial^2_x\psi < 0 \) and \( \partial_t\psi < 0 \) is untenable, as well. \( \square \)
Proof of Lemma 4.1. By the comparison principle for \( v^t \), it is sufficient to prove the result for \( v_0^t = v_0 \). By the assumptions in (8), \( v \) is continuous for \( t > 0 \) and \( v(\cdot, t) \to v_0 \) in \( L^{1}_{\text{loc}} \) as \( t \to 0 \). To prove the lemma, we observe that it suffices to assume that \( v \) is continuous on \( [0, \infty) \times [0, \infty) \) (i.e. at \( t = 0 \), as well). To see why this is the case, let \( \epsilon > 0 \) and define \( h^\epsilon(t, x) = v(x, t + \epsilon) \). Then \( h^\epsilon \) is a solution to (8) with initial condition \( h_0^\epsilon(x) = v(x, \epsilon) \). In particular, \( h^\epsilon \) is continuous on \( [0, \infty) \times [0, \infty) \). If the conclusion of Lemma 4.1 holds for such solutions, then we have

\[
\quad h^\epsilon(t, x) \leq e^{\epsilon t} \int_0^\infty dy G(y, x, t)v(y, \epsilon)
\]

for \( t > 0 \) and \( x \geq 0 \).

With \( x \geq 0 \) and \( t > 0 \) fixed, take the \( \epsilon \searrow 0 \) limit. The left hand side converges to \( v(x, t) \) by continuity of \( v \) for \( t > 0 \) and the right hand side converges to \( v^\epsilon(x, t) \) because \( v(\cdot, \epsilon) \to v_0 \) in \( L^{1}_{\text{loc}} \), and hence we have

\[
v(x, t) \leq v^\epsilon(x, t) = e^{\epsilon t} \int_0^\infty dy G(y, x, t)v_0(y),
\]

as required.

Now we proceed assuming \( v \) is continuous on \( [0, \infty) \times [0, \infty) \), and hence \( v_0^\epsilon = v_0 \) is also continuous. For \( \delta > 0 \), let \( \phi = \phi^\delta \) satisfy

\[
\begin{align*}
\partial_t \phi &= L\phi + (1 + \delta)\phi, \\
\phi(0, t) &= 0, \\
\phi(x, 0) &= v_0^\epsilon(x) + \min(\delta x, 2).
\end{align*}
\]

The comparison principle implies that \( \phi^\delta(x, t) \geq v^\epsilon(x, t) \) for all \( t \geq 0 \) and \( x \geq 0 \). Moreover, \( \phi^\delta(x, t) = e^{(1 + \delta)t} \int_0^\infty G(y, x, t)\phi^\delta(y, 0) \, dy \) and \( \phi^\delta(y, 0) \to v_0(y) \) locally uniformly as \( \delta \to 0 \), so by the dominated convergence theorem, \( \phi^\delta(x, t) \searrow v^\epsilon(x, t) \) as \( \delta \searrow 0 \). Hence it suffices to show that \( \phi^\delta \geq v \).

Define

\[
t_0 = \sup \{ t \geq 0 : \phi(x, s) > v(x, s) \quad \forall x > 0, s \in [0, t] \},
\]

We will show that \( t_0 = +\infty \).

Suppose that \( t_0 < \infty \). Then there is a sequence of points \( \{(x_n, t_n)\} \) with \( t_n \searrow t_0 \) as \( n \to \infty \), and \( x_n > 0 \), such that \( \phi(x_n, t_n) \leq v(x_n, t_n) \). Since \( v_0^\epsilon = v_0 \geq 0 \), by (18) and (16) we have that

\[
\phi(x, t) \geq 2 \int_0^\infty G(y, x, t)1_{\{y > 2/\delta\}} \, dy = 2 \mathbb{P}(\|B_t\| < x \mid \|B_0\| = 2/\delta).
\]

Hence there exists an \( r \) such that \( \phi(x, t) \geq 1.5 \) for all \( (x, t) \in [r, \infty) \times [0, t_0 + 1] \). As \( v(x, t) \leq 1 \), this implies that \( x_n < r \) for \( n \) large enough.

So, the sequence \( \{x_n\} \) must be confined to a compact interval, and by taking a subsequence, we infer the existence of a point \( (x_0, t_0) \) such that \( (x_n, t_n) \to (x_0, t_0) \) as \( j \to \infty \). By continuity of \( \phi \) and \( v \), we must have \( \phi(x_0, t_0) = v(x_0, t_0) \), and \( \phi(x, t) > v(x, t) \) for all \( x > 0 \) and \( t < t_0 \), and \( \phi(x, t_0) \geq v(x, t_0) \) for all \( x \geq 0 \).

Notice that, in fact, we must have \( \phi(x_0, t_0) > v(x, t_0) \) for \( x > 0 \). Indeed, this is obvious from the initial condition (40) if \( t_0 = 0 \), and by Lemma 4.5 we cannot have \( \phi(x, t_0) = v(x, t_0) \) for \( x > 0 \), \( t_0 > 0 \) since \( \partial_\ell \phi - L\phi = \phi > 0 \) at such a point. Therefore we must have \( x_0 = 0 \).

We have shown that if \( t_0 < \infty \), we must have \( x_0 = 0 \), and \( \phi(x, t_0) > v(x, t_0) \) for all \( x > 0 \). Then, because \( \phi \) and \( v \) are continuous on \( [0, \infty) \times [0, \infty) \), we may take \( y_1 > 0 \) small enough so that \( v(x, t_0) < 1 \) for \( x \in [0, y_1] \) and then \( t_1 > t_0 \) small enough so that \( \phi(y_1, t) > v(y_1, t) \) holds for all \( t \in [t_0, t_1] \), and \( v(x, t) < 1 \) for all \( (x, t) \in [0, y_1] \times [t_0, t_1] \).

Then \( w := \phi - v \) satisfies \( \partial_t w \geq Lu + w \) in \( Q := (0, y_1) \times (0, t_1) \), with \( w \geq 0 \) on the parabolic boundary of \( Q \), and \( w > 0 \) on the boundary \( \{y_1\} \times [t_0, t_1] \). The strong maximum principle implies that \( w > 0 \) everywhere in \( Q \). But the condition \( \phi(x, t) > v(x, t) \) for all \( (x, t) \in Q \) contradicts the existence of the subsequence \( (x_n, t_n) \to (0, t_0) \) as \( j \to \infty \). We conclude that \( t_0 = +\infty \), and the proof is complete.
Proof of Lemma 4.2. As in the proof of Lemma 4.1, it suffices to assume \( v \) and \( v^\ell \) are continuous on \([0, \infty) \times [0, \infty)\). Specifically, for \( \epsilon > 0 \), consider the functions
\[
\tilde{v}^\ell_\epsilon(x) = \min \left( v(x, \epsilon), v^\ell(x, \epsilon) \right)
\]
and
\[
h_\epsilon(x, s) = e^{\epsilon} \int_0^\infty G(y, x, s) \tilde{v}^\ell_\epsilon(y) \, dy.
\] (42)

Observe that \( h_\epsilon(x, 0) = \tilde{v}^\ell_\epsilon(x) \) is continuous and \( h_\epsilon(x, 0) \leq v(x, \epsilon) \). Moreover, for \( s \geq 0 \), \( h_\epsilon(x, s) \) satisfies the same linear PDE as \( v^\ell \), and
\[
h_\epsilon(x, s) \leq e^{\epsilon} \int_0^\infty G(y, x, s) v^\ell(y, \epsilon) \, dy = v^\ell(x, s + \epsilon), \quad s \geq 0, \quad x \geq 0.
\]

Therefore, if \( v^\ell(\cdot, s) \leq 1 \) holds for \( s \leq t \), then \( h_\epsilon(x, s) \leq 1 \) for \( s \in [0, t - \epsilon] \). So, if the lemma holds for solutions of (8) and (29) which are continuous on \([0, \infty) \times [0, \infty)\), then we must have \( h_\epsilon(x, s) \leq v(x, s + \epsilon) \) for all \( s \in [0, t - \epsilon] \). Now we claim that as \( \epsilon \to 0 \), \( \tilde{v}^\ell_\epsilon \to v^\ell_0 \) in \( L^1_{\text{loc}} \); this follows from the definition of \( \tilde{v}^\ell_\epsilon \) and the elementary inequality
\[
|\min (v(x, \epsilon), v^\ell(x, \epsilon)) - \min (v_0(x), v^\ell_0(x))| \leq |v(x, \epsilon) - v_0(x)| + |v^\ell(x, \epsilon) - v^\ell_0(x)|,
\]

because \( v(\cdot, \epsilon) \to v_0 \) and \( v^\ell(\cdot, \epsilon) \to v^\ell_0 \) in \( L^1_{\text{loc}} \) as \( \epsilon \to 0 \), and \( v_0 \geq v^\ell_0 \). Therefore, since \( \tilde{v}^\ell_\epsilon \to v^\ell_0 \) in \( L^1_{\text{loc}} \), we see that by (42), for all \( s > 0 \) and \( x \geq 0 \), \( h_\epsilon(x, s) \to v^\ell(x, s) \) as \( \epsilon \to 0 \). Also, for \( s > 0 \) and \( x \geq 0 \), \( v(x, s + \epsilon) \to v(x, s) \) as \( \epsilon \to 0 \). Hence \( v^\ell(x, s) \leq v(x, s) \) must also hold for all \( s \in [0, t] \) and \( x \geq 0 \).

So, we now proceed, assuming that \( v \) and \( v^\ell \) are continuous on \([0, \infty) \times [0, \infty)\), that \( v^\ell_0 \leq v_0 \), and that \( v^\ell(\cdot, s) \leq 1 \) for all \( s \leq t \). We use a standard maximum principle argument. Introduce
\[
\phi(x, s) = \frac{e^{-2s}[v(x, s) - v^\ell(x, s)]}{1 + x} \quad \text{and} \quad M = \inf \{ \phi(x, s) : x \geq 0, \ s \in [0, t] \}.
\]

We will show that \( M \geq 0 \), which implies the lemma. Let \((x_n, t_n)\) be a sequence with \( t_n \leq t \) for each \( n \), and such that \( \phi(x_n, t_n) \to M \) as \( n \to \infty \). If the sequence \( x_n \) is unbounded, then \( M = 0 \) because \( |\phi(x, s)| \leq \frac{1}{1 + x} \) for all \( x \geq 0 \) and \( s \in [0, t] \). If instead the sequence \( x_n \) is bounded, then up to extracting a subsequence, we can assume that \((x_n, t_n)\) converges to some \((x^*, t^*)\) with \( t^* \leq t \), and \( M = \phi(x^*, t^*) \) by continuity. If \( x^* = 0 \), then \( M = \phi(0, t^*) = 0 \). If \( t^* = 0 \), then \( M \geq 0 \) since \( v^\ell_0 \leq v_0 \). It remains to consider the case \( x^* > 0 \) and \( t^* > 0 \). At such a point, if \( v < 1 \), then \( v^\ell \leq 1 \) and so \( M \geq 0 \). If \( v < 1 \), then \( v^\ell \) are both \( C^{2,1} \) and satisfy \( \partial_s h = Lh + h \) in a neighbourhood of the point \((x^*, t^*)\). This implies by direct substitution that \( \phi \) is also \( C^{2,1} \) in a neighbourhood of \((x^*, t^*)\) and satisfies
\[
\partial_s \phi = L\phi + \frac{2}{1 + x} \partial_x \phi - \left( \frac{d - 1}{x(1 + x)} + 1 \right) \phi
\]
at the point \((x^*, t^*)\). But as \((x^*, t^*)\) is the point in \([0, \infty) \times [0, t]\) where \( \phi \) is minimal, we must also have \( \partial_s \phi \leq 0 \), \( \partial_x \phi = 0 \) and \( \partial_x^2 \phi \geq 0 \) at that point. This implies \( \phi(x^*, t^*) = M \geq 0 \). As we have exhausted all possibilities, the proof is complete.

4.2 Existence of the solution and basic properties

In this subsection, we construct a solution to (8). For a measurable initial condition \( v_0 : [0, \infty) \to [0, 1] \) and for \( n \geq 2 \), we let \((x, t) \mapsto v_n(x, t)\) denote the unique solution to
\[
\partial_t v_n = \partial_x^2 v_n - \frac{d - 1}{x} \partial_x v_n + v_n - v_n^n, \quad v_n(0, t) = 0, \quad v_n(x, 0) = v_0(x). \] (43)
(As $v_n$ is defined only for $n \geq 2$, there is no clash of notation with the initial condition $v_0$.)

By the maximum principle, for any fixed $(x, t)$, the map $n \mapsto v_n(x, t)$ is non-decreasing. Furthermore, again by the maximum principle, $v_n(x, t) \in [0, 1]$ for all $x, t, n$. This implies that the following pointwise limit exists:

$$v(x, t) := \lim_{n \to \infty} v_n(x, t).$$

We will show that this limit $v(x, t)$ satisfies all the conditions in (8), thus proving the existence part of Theorem 2.1.

**Lemma 4.6** (Basic properties of $v_n$). For any $x \geq 0$, $t_0 \geq 0$ and $t > t_0$,

$$v_n(x, t) = e^{t-t_0} \int_0^\infty dy G(y, x, t-t_0)v_n(y, t_0)$$

$$- \int_0^{t-t_0} ds \int_0^\infty dy e^{t-t_0-s} G(y, x, t-s)v_n(y, s+t_0)^n$$

(44)

and

$$\int_0^\infty dy G(y, x, t-t_0)v_n(y, t_0) \leq v_n(x, t) \leq e^{t-t_0} \int_0^\infty dy G(y, x, t-t_0)v_n(y, t_0).$$

(45)

**Proof.** The first statement is proved by directly checking, using (14) and (24), that (44) satisfies (43) and has the correct limit as $t \searrow t_0$. The second statement follows from applying the maximum principle in (43), using that $0 \leq v_n - v_n^n \leq v_n$ (because $v_n \in [0, 1]$) and using (14).

**Lemma 4.7** (Basic properties of $v$). For $0 \leq t_0 < t$,

$$\int_0^\infty dy G(y, x, t-t_0)v(y, t_0) \leq v(x, t) \leq e^{t-t_0} \int_0^\infty dy G(y, x, t-t_0)v(y, t_0).$$

(46)

Moreover,

- $v(x, t) \in [0, 1]$.
- $v(0, t) = 0$ for $t > 0$.
- If $v_0$ is non-decreasing, then $v(\cdot, t)$ is non-decreasing for all $t > 0$.
- Suppose $\tilde{v}_0 : [0, \infty) \to [0, 1]$ is measurable, and let $\tilde{v}(x, t) = \lim_{n \to \infty} \tilde{v}_n(x, t)$, where $\tilde{v}_n$ solves (43) with initial condition $\tilde{v}_0$. If $\tilde{v}_0 \geq v_0$, then $\tilde{v}(\cdot, t) \geq v(\cdot, t)$ for all $t > 0$.
- $v(\cdot, t) \to v_0$ in $L^1_{\text{loc}}$ as $t \searrow 0$.
- If $v_0$ is continuous at $x_0 \geq 0$, then $v(x, t) \to v_0(x_0)$ as $(x, t) \to (x_0, 0)$.

**Proof.** Equation (46) and the first four itemized points are properties valid for any $v_n$ and which remain true in the $n \to \infty$ limit. For the fifth point, by (46) with $t_0 = 0$ it is sufficient to notice that $\int_0^\infty dy G(y, \cdot, t_0)v_0(y)$ converges to $v_0$ in $L^1_{\text{loc}}$ as $t \searrow 0$, which holds by (24) in Lemma 3.1. For the last point, by (46) it suffices to show that $\int_0^\infty dy G(y, x, t)v_0(y)$ converges to $v_0(x_0)$ as $(x, t) \to (x_0, 0)$. If $v_0$ is continuous at $x_0$ (but possibly not continuous on all of $[0, \infty)$) then we can find functions $f^+$ and $f^-$ which are continuous and bounded on $[0, \infty)$, and satisfy

$$f^-(x) \leq v_0(x) \leq f^+(x), \quad \forall \, x \geq 0, \quad \text{and} \quad f^-(x_0) = f^+(x_0).$$

Then, by Lemma 3.1, the desired statement follows, since the convergence

$$\lim_{t \to 0} \int_0^\infty G(y, x, t)f^\pm(y) dy = f^\pm(x), \quad x \geq 0,$$

holds uniformly on a neighbourhood of $x_0$, while $\int_0^\infty dy G(y, x, t)v_0(y)$ is bounded from above by $\int_0^\infty G(y, x, t)f^+(y) dy$ and from below by $\int_0^\infty G(y, x, t)f^-(y) dy$. □
We now prove a regularity result on $v(\cdot, t)$ for fixed $t > 0$.

**Proposition 4.8.** For each $t > 0$, the function $x \mapsto v(x, t)$ is $C^1$ on $[0, \infty)$. There exists a constant $C$ (which depends on the dimension $d$, but not on $v_0$) such that for $t > 0$,

$$\sup_{x \geq 0} |\partial_x v(x, t)| \leq C(1 + t^{-1/2})$$

(47)

and for $x, x' \geq 0$ and $t > 0$,

$$|\partial_x v(x', t) - \partial_x v(x, t)| \leq C|x' - x| \left(t^{-1} + 1 + \log_+ (|x' - x|)^{-1}\right).$$

(48)

For any $t_1 > 0$, there is a constant $C'$ (depending on $d$ and $t_1$, but not on $v_0$) such that

$$|\partial_x v(x, t)| \leq C' x^{d-1}, \quad x \geq 0, \quad t \geq t_1.$$  

(49)

**Proof.** We are going to show that, for any fixed $t > 0$, the sequence of functions $(x \mapsto \partial_x v_n(x, t))_n$ is uniformly bounded and equicontinuous, i.e. for some $c(t) < \infty$,

$$\sup_{n} \sup_{x \geq 0} |\partial_x v_n(x, t)| \leq c(t), \quad \text{and} \quad \lim_{t \to 0} \sup_{n} \sup_{y \in [x, x + \epsilon]} |\partial_x v_n(y, t) - \partial_x v_n(x, t)| = 0.$$  

(50)

Then, by the Arzelà–Ascoli Theorem, for each compact set $K \subset [0, \infty)$, there exists a subsequence $n_k$ such that $\partial_x v_{n_k}(\cdot, t)$ converges uniformly on $K$ to some continuous limit $\ell(\cdot, t)$ as $k \to \infty$, with $\|\ell(\cdot, t)\|_{L^\infty} \leq c(t)$. Since we know that $v_{n_k}(\cdot, t)$ converges pointwise to $v(\cdot, t)$, we conclude that the limit $\ell(\cdot, t) = \partial_x v(\cdot, t)$ on $K$. Therefore, $v(\cdot, t)$ is $C^1$ on $[0, \infty)$ and $|\partial_x v(x, t)| \leq c(t)$. We now prove equicontinuity of $\partial_x v_n$. Take $x' > x \geq 0$. From (51), we obtain

$$|\partial_x v_n(x', t) - \partial_x v_n(x, t)| \leq e \int_0^\infty dy |\partial_x G(y, x', \delta) - \partial_x G(y, x, \delta)| + e \int_0^\delta ds \int_0^\infty dy |\partial_x G(y, x, s)|$$

$$\leq eC \left(\frac{1}{\sqrt{\delta}} + 2\sqrt{\delta}\right)$$

$$\leq eC(3 + t^{-1/2}),$$

(52)

since $\delta = \min(t, 1)$. This implies the first bound in (50), with $c(t) = eC(3 + t^{-1/2})$. We now prove equicontinuity of $\partial_x v_n$. Take $x' > x \geq 0$. From (51), we obtain

$$|\partial_x v_n(x', t) - \partial_x v_n(x, t)| \leq e \int_0^\infty dy |\partial_x G(y, x', \delta) - \partial_x G(y, x, \delta)|$$

$$+ e \int_0^\delta ds \int_0^\infty dy |\partial_x G(y, x', s) - \partial_x G(y, x, s)|.$$  

(53)

Using the third bound in (20) in Lemma 3.1, for $s > 0$,

$$\int_0^\infty dy |\partial_x G(y, x', s) - \partial_x G(y, x, s)| = \int_0^\infty dy \left|\int_x^{x'} dz \partial_x^2 G(y, z, s)\right|$$

$$\leq \int_x^{x'} dz \int_0^\infty dy |\partial_x^2 G(y, z, s)| \leq \frac{C}{s}(x' - x).$$  

(54)
By the second bound in (20) in Lemma 3.1 we also have
\[ \int_0^\infty dy \left| \frac{\partial_x G(y, x', s)}{s} - \frac{\partial_x G(y, x, s)}{s} \right| \leq \int_0^\infty dy \left| \frac{\partial_x G(y, x', s)}{s} \right| + \int_0^\infty dy \left| \frac{\partial_x G(y, x, s)}{s} \right| \leq \frac{2C}{\sqrt{s}}. \tag{55} \]

Let \( t^* = \left( \frac{x^*}{2} \right)^2 \); we shall bound the second term on the right hand side of (53) by using (54) for \( s > t^* \) and (55) for \( s < t^* \). This gives us that
\[ \int_0^\delta ds \int_0^\infty dy \left| \frac{\partial_x G(y, x', s)}{s} - \frac{\partial_x G(y, x, s)}{s} \right| \leq \int_0^{t^* + \delta} ds \frac{2C}{\sqrt{s}} + \int_0^\delta ds \frac{C}{s} (x' - x) \]
\[ \leq C(x' - x) \left[ 2 + \log_+ \frac{4\delta}{(x' - x)^2} \right]. \]

Using (54) to bound the first term on the right hand side of (53), and recalling that \( \delta = \min(t, 1) \) so that \( \frac{1}{\delta} \leq 1 + \frac{1}{t} \), we obtain
\[ |\partial_x v_n(x', t) - \partial_x v_n(x, t)| \leq e^C(x' - x) \left[ \frac{1}{t} + 3 + \log_+ \frac{4}{(x' - x)^2} \right], \]
for \( t > 0 \) and \( 0 \leq x < x' \). This implies the second property in (50).

Since for \( t > 0 \) and \( 0 \leq x < x' \), there exists a sequence \( n_k \to \infty \) such that \( \partial_x v_{n_k}(\cdot, t) \) converges uniformly on \([x, x']\) to \( \partial_x v(\cdot, t) \), it follows that
\[ |\partial_x v(x', t) - \partial_x v(x, t)| \leq e^C(x' - x) \left[ \frac{1}{t} + 3 + \log_+ \frac{4}{(x' - x)^2} \right], \]
which completes the proof of (47) and (48).

We now turn to proving (49). We already have by (47) that \( |\partial_x v(x, t)| \) is bounded on \([0, \infty) \times [t_1, \infty)\); therefore, it suffices to prove that \( |\partial_x v(x, t)| \leq C' x^{d-1} \) holds on \((0, b) \times [t_1, \infty)\) for some \( b > 0 \) and \( C' > 0 \). Let \( \delta = t_1/2 \).

We assume \( t \geq t_1 \), and use (51) again. Due to (20), and since \( v_n \in [0, 1] \), the first integral term on the right hand side of (51) is bounded by \( C e^{\frac{\delta}{s} x^{d-1}} \) for all \( t \geq t_1 \).

We now bound the second integral term on the right hand side of (51), using (21) in Lemma 3.1. First notice from (45) in Lemma 4.6 applied with \( t_0 = t - \delta \), and then using that \( v_n \in [0, 1] \) and using (20), that for \( \delta \geq \delta_0 \),
\[ v_n(x, t) \leq e^\delta \int_0^\infty dy G(y, x, \delta) \leq e^\delta C \frac{x^d}{\delta^{d/2}}. \]
This implies that there exists \( b > 0 \) (independent of \( n \)) such that \( v_n(y, t - s) \leq 1/2 \) for \((y, s) \in [0, 2b] \times [0, \delta] \) and \( t \geq t_1 = 2\delta \). So for \( t \geq t_1 \),
\[ \int_0^\delta ds \left( e^\delta \int_0^\infty dy \partial_x G(y, x, s)v_n(y, t - s) \right)^n \]
\[ \leq e^\delta \int_0^\delta ds \int_0^{2b} dy |\partial_x G(y, x, s)| 2^{-n} + e^\delta \int_0^\delta ds \int_2^\infty dy |\partial_x G(y, x, s)|. \]
Then, for \( x \in (0, b) \), using (20) for the first term and (21) for the second,
\[ \int_0^\delta ds e^\delta \int_0^\infty dy \partial_x G(y, x, s)v_n(y, t - s)^n \leq 2^{-n} C e^\delta \int_0^\delta ds \frac{8^{1/2}}{s^{1/2}} + C e^\delta x^{d-1} \int_0^\delta ds \frac{8^{d/2} e^{-\frac{C}{2}}} {s^{d/2}}. \]

By combining these estimates, we conclude that \( |\partial_x v_n(x, t)| \leq C' 2^{-n} + C' x^{d-1} \) if \( t \geq t_1 \) and \( x < b \), for some \( b \) and \( C' \) that depend on \( t_1 \) but not on \( n \). The desired bound now follows by taking the \( n \to \infty \) limit: since \( \partial_x v_n(x, t) \to \partial_x v(x, t) \) along a subsequence (in fact, along the entire sequence, since the limit is unique), this implies that \( |\partial_x v(x, t)| \leq C' x^{d-1} \) holds for \((x, t) \in (0, b) \times [t_1, \infty) \). This completes the proof. \( \square \)
We use (47) in Proposition 4.8 to prove the following result.

**Proposition 4.9.** \((x, t) \mapsto v(x, t)\) is jointly continuous for \(x \geq 0\) and \(t > 0\).

**Proof.** Fix \(\epsilon > 0\). By (47) and the triangle inequality, there is a constant \(C(\epsilon) = C(1 + \epsilon^{-1/2})\) such that whenever \(x_0, x_1 \geq 0\) and \(\epsilon \leq t_0 \leq t_1\),

\[
|v(x_1, t_1) - v(x_0, t_0)| \leq C(\epsilon)|x_1 - x_0| + |v(x_0, t_1) - v(x_0, t_0)|.
\]

To estimate the second term on the right hand side, first notice using (46) in Lemma 4.7 that:

\[
0 \leq v(x_0, t_1) - \int_0^\infty dy G(y, x_0, t_1 - t_0)v(y, t_0) \leq (e^{t_1-t_0} - 1) \int_0^\infty dy G(y, x_0, t_1 - t_0)v(y, t_0)
\]

\[
\leq e^{t_1-t_0} - 1
\]

by (22) and since \(v \in [0, 1]\). Then

\[
|v(x_0, t_1) - v(x_0, t_0)| \leq \left| \int_0^\infty dy G(y, x_0, t_1 - t_0)v(y, t_0) - v(x_0, t_0) \right| + |e^{t_1-t_0} - 1|.
\]

We bound \(|v(y, t_0) - v(x_0, t_0)|\) using (47) again, and also note that it is smaller than 1. Then, using the fact that \(0 \leq v(x_0, t_0) \leq 1\), we have

\[
|v(x_0, t_1) - v(x_0, t_0)| \leq \int_0^\infty dy G(y, x_0, t_1 - t_0) \min\{1, C(\epsilon)|y - x_0|\} + \left| 1 - \int_0^\infty dy G(y, x_0, t_1 - t_0) \right| + |e^{t_1-t_0} - 1|.
\]

It follows that for any \(x_0, x_1 \geq 0\) and \(t_0, t_1 \geq \epsilon,\)

\[
|v(x_1, t_1) - v(x_0, t_0)| \leq C(\epsilon)|x_1 - x_0| + \int_0^\infty dy G(y, x_0, |t_1 - t_0|) \min\{1, C(\epsilon)|y - x_0|\} + \left| 1 - \int_0^\infty dy G(y, x_0, |t_1 - t_0|) \right| + |e^{t_1-t_0} - 1|.
\]

Because the function \(y \mapsto \min\{1, C(\epsilon)|y - x_0|\}\) is continuous and bounded on \([0, \infty),\) the right hand side converges to zero as \((x_1, t_1) \to (x_0, t_0),\) by (24) in Lemma 3.1.

We can now complete the proof that \(v\) is a classical solution to the obstacle problem (8) by proving the following result.

**Proposition 4.10.** Suppose that \(x_0 > 0, t_0 > 0,\) and \(v(x_0, t_0) < 1\). Then in a neighbourhood of \((x_0, t_0),\) \(v(x, t)\) is smooth and satisfies

\[
\partial_t v = \partial^2_x v - \frac{d-1}{n} \partial_x v + v.
\] (56)

**Proof.** Let \((x_0, t_0)\) be as in the statement. Choose \(\epsilon \in (0, 1 - v(x_0, t_0))\), and then \(a, b, t_1, t_2\) such that \(0 < a < x_0 < b\) and \(0 < t_1 < t_0 < t_2\), and such that \(v(x, t) < 1 - \epsilon\) if \((x, t)\) lies in the rectangle \(\mathcal{R} = (a, b) \times (t_1, t_2)\). This is possible by continuity of \(v\). Since \(v\) is continuous on the parabolic boundary of \(\mathcal{R},\) there is a unique function \(\hat{v} \in C(\mathcal{R}) \cap C^{2,1}(\mathcal{R})\) which satisfies (56) in \(\mathcal{R}\) and is equal to \(v\) on the parabolic boundary of \(\mathcal{R}\).

Recall the definition of \(v_n\) in (43). Applying the Feynman-Kac formula in Proposition 3.2 to each function \(v_n\) in the rectangle \(\mathcal{R},\) we obtain

\[
v_n(x, t) = \mathbb{E}_x \left[ v_n(X_{\tau}, t - \tau) e^{-\int_0^\tau d s v_n(X_s, t-s)^{n-1}} \right], \quad \forall \ (x, t) \in \mathcal{R},
\]
where $X$ solves the SDE $dX_s = dW_s - \frac{d-1}{X_s} \, ds$ with $X_0 = x$, and $\tau = \inf\{s > 0 : (X_s, t-s) \notin \mathcal{R}\}$. Now take the limit $n \to \infty$. Because $v_n^{n-1} \leq v^{n-1} \leq (1-\epsilon)^{n-1} \to 0$ uniformly on $\mathcal{R}$, and $\tau \leq t$, we get by dominated convergence

$$v(x,t) = \mathbb{E}_x [v(X_\tau, t-\tau)e^\tau], \quad \forall \, (x,t) \in \mathcal{R}.$$ 

By Proposition 3.2, the function $\tilde{v}$ defined above is also given by

$$\tilde{v}(x,t) = \mathbb{E}_x [v(X_\tau, t-\tau)e^\tau], \quad \forall \, (x,t) \in \mathcal{R}.$$ 

Hence $v = \tilde{v}$ in $\mathcal{R}$, which proves that $v \in C^{2,1}(\mathcal{R})$ and $v$ solves (56). Since the coefficients in the parabolic equation (56) are smooth for $x > 0$, standard regularity estimates (e.g. [Eva10] Theorem 7.1.7) imply that $v$ is infinitely differentiable in a neighbourhood of $(x_0, t_0)$. 

Having established existence and uniqueness of solutions to (8), we now show that $v$ is continuous with respect to the initial condition.

**Lemma 4.11.** Let $v$ and $\tilde{v}$ be the solutions to (8) corresponding to the initial conditions $v_0$ and $\tilde{v}_0$. Then for $t > 0$,

$$\|v(\cdot,t) - \tilde{v}(\cdot,t)\|_{L^\infty} \leq \epsilon \|v_0 - \tilde{v}_0\|_{L^\infty}$$

and

$$\|v(\cdot,t) - \tilde{v}(\cdot,t)\|_{L^1} \leq \epsilon \|v_0 - \tilde{v}_0\|_{L^1}.$$ 

**Proof.** Let $v_n$ and $\tilde{v}_n$ be the solutions to (43) with initial conditions $v_0$ and $\tilde{v}_0$ respectively. Having established uniqueness of solutions to (8) in Section 4.1, we know that $v_n$ and $\tilde{v}_n$ converge pointwise to $v$ and $\tilde{v}$ respectively as $n \to \infty$. Let $h_n := v_n - \tilde{v}_n$; then $h_n$ solves

$$\partial_t h_n = \partial_x^2 h_n - \frac{d-1}{x} \partial_x h_n + h_n - \alpha_n h_n, \quad h_n(0,t) = 0, \quad \text{where } \alpha_n = \sum_{p=1}^n \tilde{v}_n^{n-p} v_n^{p-1} \geq 0, \quad (57)$$

with initial condition $h_0 = v_0 - \tilde{v}_0$. Since this equation is linear, we can write $h_n(x,t) = h_n^+(x,t) - h_n^-(x,t)$ where $h_n^+$ is the solution of (57) with initial condition $h_0^+ := \max(h_0,0)$ and $h_n^-$ is the solution of (57) with initial condition $h_0^- := \max(-h_0,0)$. Recall the definition of $G_t$ in (30). By the comparison principle, for $x,t > 0$,

$$0 \leq h_n^+(x,t) \leq e^t G_t h_0^+(x) \quad \text{and} \quad 0 \leq h_n^-(x,t) \leq e^t G_t h_0^-(x).$$

Therefore

$$|h_n(x,t)| \leq e^t \max (G_t h_0^+(x), G_t h_0^-(x)) \leq e^t G_t |h_0|(x).$$

Recall that $h_n = v_n - \tilde{v}_n$ and $h_0 = v_0 - \tilde{v}_0$. Taking the limit $n \to \infty$ implies that

$$|v(x,t) - \tilde{v}(x,t)| \leq e^t G_t |v_0 - \tilde{v}_0|(x).$$

The bound on $\|v(\cdot,t) - \tilde{v}(\cdot,t)\|_{L^\infty}$ now follows by (23) in Lemma 3.1; the bound on $\|v(\cdot,t) - \tilde{v}(\cdot,t)\|_{L^1}$ follows from (22) in Lemma 3.1. 

We now prove a property of $v$ which we will use in the following subsection.

**Lemma 4.12.** If $v_0 : [0, \infty) \to [0,1]$ is not identically zero, then $v(x,t) > 0$ for all $x > 0$, $t > 0$. If $v_0$ is also non-decreasing, then $\partial_x v(x,t) > 0$ for all $x > 0$, $t > 0$ such that $v(x,t) < 1$. 
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Proof. The first statement is a consequence of the comparison in Lemma 4.2. Specifically, for any $t_0 > 0$, we may define $v_0'(x) = e^{-t_0}v_0(x)$, and let $v'(x,t)$ be given by (28), which solves the linear equation (29). Then by (23) in Lemma 3.1, $v'(x,t) \leq 1$ for $x \geq 0$ and $t \in [0,t_0]$. So, by Lemma 4.2 we have $v(x,t_0) \geq v'(x,t_0)$ for all $x \geq 0$. But $v'(x,t_0) > 0$ for all $x > 0$, so $v$ must also be positive.

Now suppose $v_0$ is non-decreasing. By Lemma 4.7, we know that $\partial_x v \geq 0$. Applying Proposition 4.10 in the region where $v < 1$, we see that the function $w = \partial_x v$ is a non-negative solution to $\partial_t w = Lw + (1 + \frac{1}{2}x^2)w$, where $L$ is the differential operator defined in (34). The second statement is a consequence of the strong maximum principle applied to $w$, as follows. Let $\Omega = \{(x,t) : x > 0, t > 0, v(x,t) < 1\}$. Suppose $(x_0,t_0) \in \Omega$ and $w(x_0,t_0) = 0$. Because $v$ is continuous, we may choose $r > 0$ sufficiently small, so that $Q_r(x_0,t_0) \subset \Omega$, where $Q_r^-(x_0,t_0)$ is the backward parabolic cylinder defined in (35). By the strong maximum principle (e.g. Theorem 7.1.11 of [Eva10]), $w$ must be constant on $Q_r^-(x_0,t_0)$, since it attains its minimum at $(x_0,t_0)$. In particular, $w(x,t_0) = 0$ for all $x \in (x_0-r,x_0+r)$. Let $R_{t_0} = \inf \{x : v(x,t_0) = 1\} > 0$ by continuity of $v$ (note that we may have $R_{t_0} = \infty$). We now have that the subset of $(0,R_{t_0})$ on which $w(x,t_0) = 0$ must be open. Since $x \mapsto w(x,t_0)$ is continuous, this subset must also be relatively closed in $(0,R_{t_0})$. We conclude that $w(x,t_0) = 0$ for all $x \in (0,R_{t_0})$. This is impossible however, since $v(0,t_0) = 0$ and $v(x,t_0)$ is positive for $x > 0$.

To complete the proof of Theorem 2.1, it only remains to prove the fourth itemized point in the statement of the theorem, which we will prove in the next subsection.

4.3 Properties of $R_t$

In this subsection, we only consider initial conditions $v_0$ which are non-decreasing and such that $v_0(+\infty) = 1$, and we study the properties of the boundary $R_t := \inf \{x : v(x,t) = 1\}$.

Proposition 4.13. Let $v_0$ be non-decreasing and such that $v_0(+\infty) = 1$. Then $R_t := \inf \{x : v(x,t) = 1\}$ is finite and strictly positive for all $t > 0$, and $t \mapsto R_t$ is continuous for $t > 0$. Moreover, $\lim_{t \to 0} R_t = R_0 := \inf \{x : v_0(x) = 1\} \in [0,\infty]$, and for any $\alpha < 1/2$, there exists $C_{R_t} < \infty$ such that $R_t - R_0 \leq C_{R_t} (t-s)\alpha$ for all $s \geq 0$ and $t \in (s,s+1]$. Let $v^-(x,t)$ and $v^+(x,t)$ be solutions of (8) with respective initial conditions $v_0^-(x)$ and $v_0^+(x)$ as described above, where $v_0^- \leq v_0^+$. Then for $x \geq 0$ and $t > 0$, $v^-(x,t) \leq v^+(x,t)$, and the associated free boundaries $R^-_t$ and $R^+_t$ satisfy $R^+_t \leq R^-_t$ for all $t > 0$.

Proof. These statements about $R_t$ follow from arguments similar to those in the proof of Proposition 1.3 of [BBP19] (which concerns the free boundary in a related obstacle problem, but one with symmetries which do not hold here in the case $d \neq 1$).

Note that by continuity of $v$, for $t > 0$, $R_t$ is well-defined (although possibly infinite) and $R_t > 0$. By Lemma 4.7, since $v_0$ is non-decreasing, $v(.,t)$ is also non-decreasing for $t > 0$. We now argue that for any $t_0 > 0$,

$$\liminf_{t \to t_0} R_t \geq R_{t_0}. \tag{58}$$

If this were not the case, then there would exist a finite $\bar{R} \in [0,R_{t_0})$ and a sequence of times $t_n$ such that $t_n \to t_0$ as $n \to \infty$, $R_{t_n} < \infty$ for each $n$, and

$$\lim_{n \to \infty} R_{t_n} = \bar{R}. \tag{59}$$

By the continuity of $v$, we have $v(R_{t_n},t_n) \to v(\bar{R},t_0)$ as $n \to \infty$. Since $v(R_{t_n},t_n) = 1$, this implies $v(\bar{R},t_0) = 1$. Because this contradicts the fact that $v(x,t_0) < 1$ for all $x < R_{t_0}$, by definition, we conclude that (58) must hold.

Next, we prove that for any $\alpha \in (0,1/2)$, there is $C > 0$ such that for $s \geq 0$, whenever $R_s \in [0,\infty)$,

$$R_{s+\epsilon} \leq R_s + C \epsilon^\alpha, \quad \forall \epsilon \in (0,1].$$
Without loss of generality, we may suppose that \( s = 0 \) and \( R_0 \in [0, \infty) \).

The proof of this bound will rely on comparison of \( v \) with a subsolution to the linear equation. We will show that for all \( \alpha \in (0, 1/2) \), and all \( \epsilon > 0 \) smaller than some \( \epsilon^* = e^*(\alpha) \leq 1 \), there exists a function \( h_\epsilon(x, t) \) satisfying \( h_\epsilon(x, t) \leq v(x, t) \) for \( t \in [0, \epsilon] \) and \( h_\epsilon(R_0 - z, \epsilon) = 1 \) for some \( z \in [0, (d + 1)\epsilon^*] \). This implies that \( R_\epsilon \leq R_0 + (d + 1)\epsilon \) if \( \epsilon \leq \epsilon^* \). Hence for \( \epsilon \in (0, 1) \) and \( k \in \mathbb{N} \) with \( \epsilon/k \leq \epsilon^* \), we have \( R_\epsilon \leq R_0 + k(d + 1)/\epsilon \), and we obtain (59) with \( C = (d + 1)/\lceil 1/\epsilon \rceil \) to the power \( 1-\alpha \).

Take \( \epsilon \in (0, 1] \) and introduce \( b = R_0 + 2\epsilon^* \) and \( c_\theta = (d - 1)/(R_0 + \epsilon^*) \). Let \( h_\epsilon(x, t) \) solve the linear problem

\[
\begin{cases}
\partial_t h_\epsilon = \partial^2_x h_\epsilon - c_\theta \partial_x h_\epsilon + h_\epsilon, & t > 0, \quad b + c_\theta t - \epsilon^* < x < b + c_\theta t + \epsilon^*, \\
h_\epsilon(b + c_\theta t - \epsilon^*, t) = 0 = h_\epsilon(b + c_\theta t + \epsilon^*, t), & t > 0, \\
h_\epsilon(x, 0) = \eta_\epsilon, & b - \epsilon^* \leq x < b + \epsilon^*,
\end{cases}
\]

with the constant \( \eta_\epsilon \in (0, 1) \) to be determined. We let \( h_\epsilon(x, t) = 0 \) if \( x \notin (b + c_\theta t - \epsilon^*, b + c_\theta t + \epsilon^*) \). Observe that the function \( g_\epsilon(y, s) = e^{-\epsilon^* h_\epsilon (\epsilon^{1/2} y + b + c_\theta \epsilon s, \epsilon s)}/\eta_\epsilon \) satisfies

\[
\begin{cases}
\partial_s g_\epsilon = \partial^2_y g_\epsilon, & |y| < e^{-(1/2 - \alpha)}, \quad s > 0, \\
g_\epsilon \left( \pm e^{-(1/2 - \alpha)}, s \right) = 0, & s > 0, \\
g_\epsilon(y, 0) = 1, & |y| < e^{-(1/2 - \alpha)}.
\end{cases}
\]

By symmetry, \( y \mapsto g_\epsilon(y, s) \) attains a unique maximum at \( y = 0 \). We now show that, if \( \epsilon \) is small enough, then \( s \mapsto e^{\epsilon^*} g_\epsilon(s, 0) \) is increasing for \( s \in [0, 1] \).

Recall that \( \frac{1}{2} - \alpha > 0 \). Observe that \( g_\epsilon(y, s) = \mathbb{P}_y (|W_r| < e^{-(1/2 - \alpha)}, \forall r \in [0, s]) \), where \( \mathbb{P}_y \) is the probability measure under which \( \{W_r\}_{r \geq 0} \) is a Brownian motion in \( \mathbb{R} \) (with diffusivity \( \sqrt{2} \)) and \( W_0 = y \). Then for \( |y| < e^{-(1/2 - \alpha)} \),

\[
1 - g_\epsilon(y, s) = \mathbb{P}_y \left( \exists r \in [0, s] : |W_r| = e^{-(1/2 - \alpha)} \right) \\
\leq 2 \mathbb{P}_{|y|} \left( \exists r \in [0, s] : W_r = e^{-(1/2 - \alpha)} \right) = 4 \mathbb{P}_{|y|} \left( W_s \geq e^{-(1/2 - \alpha)} \right),
\]

where the last equality comes from the reflection principle. Then, for \( \epsilon \) small enough,

\[
\max_{|y| < 1} \left( 1 - g_\epsilon(y, s) \right) \leq 2 e^{-\epsilon - e^{-\epsilon^*} \left( 1 - e^{-(1/2 - \alpha)} \right)^2} \leq 2 e^{-\frac{1}{2\epsilon^*} \left( e^{-1/2} - 1 \right)^2} \leq 2 e^{-\frac{1}{2\epsilon^*} \left( e^{-1/2} - 1 \right)^2} \leq 2 e^{-\frac{1}{2\epsilon^*} \left( e^{-1/2} - 1 \right)^2}.
\]

We thus have that \( \max_{s \in [0, 1]} \left( 1 - g_\epsilon(s, 0) \right) = o(\epsilon) \), and in particular \( e^{\epsilon^*} g_\epsilon(0, 1) > 1 \) if \( \epsilon \) is small enough. Because of (60) and regularity of solutions to the heat equation, \( \max_{s \in [0, 1]} |\partial_s g_\epsilon(0, s)| = o(\epsilon) \) holds, as well. Therefore, \( \partial_s [e^{\epsilon^*} g_\epsilon(0, s)] = e^{\epsilon^*} [\partial_s g_\epsilon(0, s)] > 0 \) is strictly positive for \( s \in [0, 1] \) if \( \epsilon \) is small enough, and therefore \( e^{\epsilon^*} g_\epsilon(y, s) < e^{\epsilon^*} g_\epsilon(0, 1) \) for all \( y \) and all \( s < 1 \), with \( e^{\epsilon^*} g_\epsilon(0, 1) > 1 \). Then if we choose \( \eta_\epsilon \) according to

\[
\eta_\epsilon = \frac{1}{g_\epsilon(0, 1) e^{\epsilon^*}} < 1,
\]

the function \( h_\epsilon \) satisfies

\[
\sup_{t \in [0, \epsilon], x \in \mathbb{R}} h_\epsilon(x, t) = h_\epsilon(b + c_\theta \epsilon, \epsilon) = \eta_\epsilon e^{\epsilon^*} g_\epsilon(0, 1) = 1.
\]

Observe that \( b + c_\theta \epsilon = R_0 + 2\epsilon^* + (d - 1)\epsilon/(R_0 + \epsilon^*) \leq R_0 + (d + 1)\epsilon^* \) since \( \alpha < \frac{1}{2} \). To conclude the proof of (59), it only remains to show that \( h_\epsilon(x, t) \leq v(x, t) \) for all \( t \leq \epsilon \). This statement is proved as in the proof of Lemma 4.2, by a maximum principle argument. Recall that the
function $h_\epsilon$ satisfies $h_\epsilon(x,t) \leq 1$ for $t \leq \epsilon$, and note that the choice of $c_\theta$ was made to guarantee that
\[
\partial_t h_\epsilon \leq \partial_x^2 h_\epsilon - \frac{d-1}{x} \partial_x h_\epsilon + h_\epsilon
\] (61)
holds for $x \in [b + c_\theta t - \epsilon \alpha, b + c_\theta t]$ and $t > 0$ (i.e. the region where $\partial_x h_\epsilon \geq 0$).

Introduce $\phi(x,t) = e^{-2t}[v(x,t) - h_\epsilon(x,t)]$, and $M = \inf_{t \leq \epsilon, x>0} \phi(x,t)$. We will show that $M \geq 0$, which implies (59). Let $(x_n,t_n)$ be a sequence with $x_n > 0$ and $t_n \leq \epsilon$ for each $n$, and such that $\phi(x_n,t_n) \to M$ as $n \to \infty$. By taking a subsequence, we may assume that either $x_n \to \infty$ or $(x_n,t_n) \to (x^*,t^*)$ as $n \to \infty$ for some $x^* \geq 0$ and $t^* \leq \epsilon$. If $x_n \to \infty$, then $M \geq 0$ because $h_\epsilon(x,t) = 0$ for $x \geq b + c_\theta e^\alpha + \epsilon \alpha$, $t \leq \epsilon$. We now assume $(x_n,t_n) \to (x^*,t^*)$. If $t^* = 0$, then $M \geq 0$. Indeed, the fact that $x \to v(x,t)$ is non-decreasing and $v_0(x) = 1$ on $(R_0, \infty)$ implies that $v(x,t) \to 1$ uniformly on $[R_0 + \frac{1}{2} e^\alpha, \infty)$ as $t \to 0$. Then if $x^* > R_0 + \frac{1}{2} e^\alpha$, we conclude by noticing that $h_\epsilon(x,t) \leq \eta_\epsilon e^{\frac{t^*}{2}}$ for $t$ small enough, and if $x^* \leq R_0 + \frac{1}{2} e^\alpha$ we conclude by noticing that $h_\epsilon(x_n,t_n) = 0$ for $n$ large enough. We now consider the case $t^* > 0$. By continuity, we have that $M = \phi(x^*,t^*)$. If $x^* \notin (b + c_\theta e^\alpha, b + c_\theta t^* + e^\alpha)$, then $h_\epsilon(x^*,t^*) = 0$ and $M \geq 0$. If $v(x^*,t^*) = 1$, then $M \geq 0$ (since $h_\epsilon \leq 1$). In the remaining cases, $h_\epsilon, v$ (and hence $\phi$) are $C^{2,1}$ in a neighbourhood of $(x^*,t^*)$, and therefore we must have $\partial_t \phi(x^*,t^*) \leq 0$, $\partial_x \phi(x^*,t^*) = 0$ and $\partial_x^2 \phi(x^*,t^*) \geq 0$. Recalling that $\partial_x h_\epsilon(x,t) < 0$ if $x \in (b + c_\theta e^\alpha, b + c_\theta t^* + e^\alpha)$, and that $\partial_x v \geq 0$ on $(0,\infty)$, we see that $\partial_x \phi(x^*,t^*) = 0$ cannot hold unless $x^* \leq b + c_\theta e^\alpha$. In the remaining region, (61) holds and $\partial_t v = \partial_x^2 v - \frac{d-1}{x} \partial_x v + v$, so that $\partial_t \phi = \partial_x^2 \phi - \frac{d-1}{x} \partial_x \phi - \phi$, which implies $M = \phi(x^*,t^*) \geq 0$. In all the cases, we found $M \geq 0$, and so we have now established (59).

The fact that $R_t < \infty$ for all $t > 0$ follows by a similar comparison with subsolutions to the linear problem. By our assumptions about $v_0$, we know that for any $\epsilon \in (0,1)$ there is $n_\epsilon > 0$ such that $v_0(x) > 1 - \frac{1}{2} \epsilon$ if $x \geq n_\epsilon$. Now define $c = (d-1)/n_\epsilon \geq 0$. For $L > \pi$ fixed, consider the function
\[
\psi_\epsilon(x,t) = (1-\epsilon)e^{t(1-(\pi/L)^2)} \sin \left( \frac{\pi(x-n_\epsilon - ct)}{L} \right)
\]
for $x \in (n_\epsilon + ct, n_\epsilon + ct + L)$, which satisfies the linear problem
\[
\begin{align*}
\partial_t \psi_\epsilon & = \partial_x^2 \psi_\epsilon - c^{-1} \partial_x \psi_\epsilon + \psi_\epsilon, & t > 0, & n_\epsilon + ct < x < n_\epsilon + ct + L,
\psi_\epsilon(n_\epsilon + ct, t) & = 0, & t > 0, & n_\epsilon + ct + L/2 \leq t < \pi/
\psi_\epsilon(x,0) & = (1-\epsilon) \sin \left( \frac{\pi(x-n_\epsilon)}{L} \right) < v_0(x), & n_\epsilon < x < n_\epsilon + L.
\end{align*}
\]
We let $\psi_\epsilon(x,t) = 0$ if $x \notin (n_\epsilon + ct, n_\epsilon + ct + L)$. Notice that for each $t$, $x \mapsto \psi_\epsilon(x,t)$ attains its maximum at $x = n_\epsilon + ct + L/2$. Also, $c \geq 0$ is chosen so that
\[
\partial_t \psi_\epsilon \leq \partial_x^2 \psi_\epsilon - \frac{d-1}{x} \partial_x \psi_\epsilon + \psi_\epsilon
\]
holds if $x \in [n_\epsilon + ct, n_\epsilon + ct + L/2]$ and $t > 0$ (i.e. where $\partial_x \psi_\epsilon(x,t) \geq 0$). Let $t_1 = |\log(1-\epsilon)/(1-(\pi/L)^2)$ (remember that $L > \pi$); notice that $\psi_\epsilon(n_\epsilon + ct + L/2,t_1) = 1$ and that $\psi_\epsilon(\cdot, \leq 1$ for all $t \leq t_1$. Then by the same argument as above with $h_\epsilon$, the comparison $\psi_\epsilon \leq c$ holds over $
(x,t) : n_\epsilon + ct < x < n_\epsilon + ct + L, \ t \leq t_1 \}$. This implies that $v(n_\epsilon + ct + L/2,t_1) = 1$ and thus $R_{t_1} < \infty$. But any value of $t_1 > 0$ can be obtained by taking $\epsilon \in (0,1)$, and so we conclude that $R_t < \infty$ for all $t > 0$.

Since we now have that $R_t < \infty$ for all $t > 0$, the estimate (59) implies that for $t_0 > 0$,
\[
\lim_{t \uparrow t_0} \sup_{L \downarrow 0} R_t \leq R_{t_0}.
\]
Therefore, to prove that $R_t$ is continuous at $t_0 > 0$, it remains to prove that
\[
\bar{R} := \lim_{t \uparrow t_0} \sup_{L \downarrow 0} R_t \leq R_{t_0}.
\] (62)
Note that by (59) we have for $t \in [(t_0 - 1) \vee (t_0/2), t_0]$ that $R_t \leq R_{(t_0-1)\vee(t_0/2)} + C < \infty$, and so $\bar{R} < \infty$. By the definition of $\bar{R}$, for any $\epsilon > 0$ and any $t < t_0$ one can find $t_1 \in (t, t_0)$ such that $R_{t_1} \geq \bar{R} - \epsilon$. But by (59), assuming $t \geq t_0 - 1$, we know that $R_t \geq R_{t_1} - C(t_1 - t)^\alpha \geq \bar{R} - \epsilon - C(t_0 - t)^\alpha$, and we conclude that

$$\liminf_{t \nearrow t_0} R_t \geq \bar{R}.$$ 

That is, the limit exists: $\lim_{t \nearrow t_0} R_t = \bar{R}$.

Arguing by contradiction, suppose that $\bar{R} > R_{t_0}$, and let $b = (\bar{R} + R_{t_0})/2 \in (R_{t_0}, \bar{R})$. Then there is $\epsilon > 0$ small enough so that $b < R_t$ for all $t \in [t_0 - \epsilon, t_0)$. Hence, $v(x, t) < 1$ for all $(x, t) \in [0, b] \times [t_0 - \epsilon, t_0)$, although $v(x, t_0) = 1$ for all $x \in [R_{t_0}, b]$. By Lemma 4.12, the function $w(x, t) = \partial_x v(x, t)$ is positive in the region where $v(x, t) < 1$ and $x > 0$ and $t > 0$. In particular, $\inf_{x \in [R_{t_0}/2, b]} w(x, t_0 - \epsilon) > 0$. From this it follows that, for any fixed $c \in (R_{t_0}, b)$ there is $\delta > 0$ such that

$$\inf_{x \in [R_{t_0}, c]} \inf_{t \in [t_0 - \epsilon, t_0)} w(x, t) > \delta > 0. \quad (63)$$

(For example, since $\partial_t w = \partial_x^2 w - \frac{d-1}{x} \partial_x w + (1 - \frac{d-1}{x})w$ in the region $\{(x, t) : v(x, t) \leq 1, x > 0, t > 0\}$, we can apply the Feynman-Kac formula in Proposition 3.2. Then (63) follows easily from the Feynman-Kac representation for $w$ in the rectangle $[R_{t_0}/2, b] \times [t_0 - \epsilon, t_0]$ by showing that a backward path $(X_s, t-s)$ started from any point $(x, t) \in [R_{t_0}, c] \times [t_0 - \epsilon, t_0)$ has a probability larger than some $\eta > 0$ of reaching time $t_0 - \epsilon$ without first touching the boundaries $R_{t_0}/2$ or $b$.) Since $w = \partial_x v$, the lower bound in (63) shows that for any $t \in (t_0 - \epsilon, t_0)$ we have

$$v(c, t) - v(R_{t_0}, t) = \int_{R_{t_0}}^c w(x, t) \, dx \geq \delta(c - R_{t_0}).$$

By continuity of $v$, we let $t \nearrow t_0$ and conclude that $v(c, t_0) - v(R_{t_0}, t_0) \geq \delta(c - R_{t_0}) > 0$, which is a contradiction, since $v(x, t_0) = 1$ for all $x \geq R_{t_0}$. This proves (62), and completes the proof of continuity of $R_t$ for $t > 0$.

Now we prove that

$$\lim_{t \nearrow 0} R_t = R_0 := \inf\{x : v_0(x) = 1\}.$$ 

Recall that (59) is valid for $R_0 < \infty$. Thus, the only thing we need to show is

$$\liminf_{t \nearrow 0} R_t \geq R_0. \quad (64)$$

Suppose that (64) does not hold; then there exist $M > 0$ and a decreasing sequence of times $\{t_n\}_{n=1}^\infty$ such that $t_n \to 0$ as $n \to \infty$, while $R_{t_n} \leq M < R_0$ for all $n$ (where $M$ is some finite number in the case that $R_0 = +\infty$). Because $v$ is non-decreasing in $x$, this implies that $v(x, t_n) = 1$ for all $x \geq M$. Since $v(\cdot, t) \to v_0$ in $L^1_{\text{loc}}$ as $t \searrow 0$ and $v_0$ is non-decreasing, we conclude that $v_0(x) = 1$ for all $x > M$, which is a contradiction since $M < R_0$. This proves that $R_t \to R_0$ as $t \to 0$.

For the last statement of the proposition, by Lemma 4.7 we have that $v^-(x, t) \leq v^+(x, t)$ for all $x \geq 0$ and $t > 0$, and the fact that $R_t^+ \leq R_t^-$ follows immediately.

Having completed the proof of Theorem 2.1, we now show that $\partial_x v$ is jointly continuous in $(x, t)$ up to the moving boundary in the case where $v_0$ is non-decreasing. This result is not implied by Proposition 4.10, in which $v$ was shown to be smooth in the neighbourhood of a point where $v < 1$, and will be needed in the proof of Theorem 1.1 in Section 6.

**Lemma 4.14.** Let $v_0$ be non-decreasing and such that $v_0(+\infty) = 1$. Then $(x, t) \mapsto \partial_x v(x, t)$ is jointly continuous on $(0, \infty) \times (0, \infty)$. 
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Proof. In view of Proposition 4.10 and Proposition 4.13, we only need to show that for any \( t_0 > 0 \),

\[
\lim_{{(x,t) \to (R_{t_0}, t_0)}} \partial_x v(x,t) = 0. \tag{65}
\]

Note that \( R_{t_0} \in (0, \infty) \) by Proposition 4.13. Because of (48) in Proposition 4.8, we know there is a constant \( C < \infty \) such that
\[
|\partial_x v(x,t) - \partial_x v(x',t)| \leq C|x - x'|^{1/2}
\]
for all \( x, x' \in [(1/2)R_{t_0}, (3/2)R_{t_0}] \), and \( t \in [(1/2)t_0, (3/2)t_0] \). Therefore, since \( \partial_x v(R_t, t) = 0 \) for \( t > 0 \), we infer that if \( (x,t) \in [(1/2)R_{t_0}, (3/2)R_{t_0}] \times [(1/2)t_0, (3/2)t_0] \),
\[
|\partial_x v(x,t)| \leq C|x - R_t|^{1/2} \leq C|x - R_{t_0}|^{1/2} + C|R_{t_0} - R_t|^{1/2}.
\]
This last expression vanishes in the limit \( (x,t) \to (R_{t_0}, t_0) \) by continuity of \( R_t \) (from Proposition 4.13).

5 Proof of Theorem 2.2: Convergence to the steady state for \( v \)

Recall the definitions of \( V \) and \( R_\infty \) in (10) and (3). We consider the solutions of the obstacle problem (8) with two special initial conditions
\[
\bar{v}_0(x) = 1 \quad \text{and} \quad \underline{v}_0(x) = c1_{\{x > K\}} \quad \forall \ x \geq 0,
\]
where \( K > 0 \) and \( c \in (0,1) \) are fixed with \( c \leq V(K) \). Then since \( V \) is non-decreasing and non-negative, we have that \( \underline{v}_0(x) \leq V(x) \leq \bar{v}_0(x) \) for all \( x \geq 0 \). We let \( \bar{v} \) and \( \underline{v} \) denote the solutions to (8) with initial conditions \( \bar{v}_0 \) and \( \underline{v}_0 \) respectively. By Theorem 2.1, \( \bar{v}(\cdot,t) \) and \( \underline{v}(\cdot,t) \) are both non-decreasing for all \( t > 0 \), and the free boundary \( \bar{R}_t := \inf\{x : \bar{v}(x,t) = 1\} \) is finite and continuous for \( t > 0 \). Let \( t^* = \inf\{t > 0 : \lim_{x \to \infty} \underline{v}(x,t) = 1\} \); the free boundary \( R_{t^*} := \inf\{x : \underline{v}(x,t) = 1\} \) is finite and continuous for \( t > t^* \). Again by Theorem 2.1, and since \( V \) is a stationary solution of (8), we have
\[
\underline{v}(x,t) \leq V(x) \leq \bar{v}(x,t) \quad \text{and} \quad \bar{R}_t \leq R_\infty \leq \bar{R}_t \tag{67}
\]
for all \( x \geq 0 \) and \( t > 0 \). Let \( I_{K,c} \) denote the set of initial conditions that lie between \( \underline{v}_0 \) and \( \bar{v}_0 \):
\[
v_0 \in I_{K,c} \iff \underline{v}_0(x) \leq v_0(x) \leq \bar{v}_0(x) \quad \forall x \geq 0.
\]
Then, letting \( v \) denote the solution of (8) with initial condition \( v_0 \), and letting \( \bar{R}_t = \inf\{x : v(x,t) = 1\} \), by the comparison principle in Theorem 2.1 it is clear that
\[
v_0 \in I_{K,c} \implies \underline{v}(\cdot,t) \leq v(\cdot,t) \leq \bar{v}(\cdot,t) \quad \text{and} \quad \bar{R}_t \leq \bar{R}_t \leq \bar{R}_t \quad \forall t > 0. \tag{68}
\]
Since any non-zero, non-decreasing initial condition \( v_0 : [0, \infty) \to [0,1] \) satisfies \( v_0 \in I_{K,c} \) for some \( K > 0 \) and \( c \in (0,V(K)] \), it is therefore sufficient to consider the long term behaviour of \( \bar{v} \) and \( \underline{v} \). Specifically, we are going to prove the following result.

**Proposition 5.1.** For \( c \in (0,1) \) and \( K \in (0, \infty) \) with \( c \leq V(K) \), there exist \( A > 0 \) (independent of \( c \) and \( K \)), and \( B = B(c,K) > 0 \) such that the following holds. Let
\[
\lambda = \frac{Z^2}{R_{\infty}^2} - 1 > 0, \quad \text{where} \ Z := \inf\{x > 0 : J(x) = 0\},
\]
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i.e. $Z$ is the first positive zero of the Bessel function $J_{\frac{d}{2}}$. Let $v$ and $\bar{v}$ denote the solutions of (8) with initial conditions $v_0(x) = e^1_{x>K}$ and $\bar{v}_0(x) = 1$ respectively, and let $R_\infty = \inf \{x : v(x,t) = 1\}$ and $\bar{R}_t = \inf \{x : \bar{v}(x,t) = 1\}$ for $t > 0$. Then for $x \geq 0$ and $t > 0$,

$$V(x) - \frac{B}{t} \leq v(x,t) \leq V(x) \leq \bar{v}(x,t) \leq V(x) + Ae^{-\lambda t}.$$  

For all $t > 0$, $R_\infty - Ae^{-\lambda t} \leq \bar{R}_t \leq R_\infty \leq \bar{R}_t$, and for $t \geq B$, $\bar{R}_t \leq R_\infty + \frac{B}{t}$.

This result is proved in Lemmas 5.4 and 5.5 (for the bounds on $\bar{v}$ and $\bar{R}$), and in Lemma 5.9 (for the bounds on $v$ and $R_\infty$). Note that if $v$ is the solution to (8) with initial condition $v_0 : [0, \infty) \to [0, 1]$, where $v_0$ is non-decreasing and $v_0(K) \geq c$, then $v_0 \in I_{K,c}$, and so Theorem 2.2 follows directly from Proposition 5.1 and (68).

Recall the definition of $V$, $R_\infty$ and $\alpha$ from (10), and for $x \geq 0$, let

$$J(x) = 2x J_{\frac{d}{2}}(x).$$  

(69)

Recall that $R_\infty$ is the position of the first positive local maximum of $J$, and that $\alpha$ is chosen in such a way that $J(R_\infty) = 1$. The function $J$ is a solution to

$$J'' - \frac{d-1}{x} J' + J = 0, \quad \text{for } x > 0,$$  

(70)

and $J(0) = 0$, and so, in particular, $J''(R_\infty) = -1$. Recall also that

$$V(x) = \begin{cases} J(x) & \text{for } 0 \leq x < R_\infty, \\ 1 & \text{for } x \geq R_\infty. \end{cases}$$

Recall from the statement of Proposition 5.1 that we let $Z = \inf \{x > 0 : J(x) = 0\}$ denote the position of the first positive zero of $J$. Figure 1 shows the graph of $J$ and $V$ for $d = 3$.

![Figure 1: The functions $\tilde{J}$ and $V$ for $d = 3$](image)

### 5.1 Proof of Proposition 5.1: upper bound

Our strategy to prove bounds on $\bar{v}$ and $\bar{R}$ is to compare $\bar{v}$ with the solution $\phi$ to the usual linear PDE with the boundary condition $\phi(R_\infty, t) = 1$.

**Lemma 5.2.** Take $v_0 : [0, \infty) \to [0, 1]$ measurable. Let $\phi_0 : [0, \infty) \to [0, \infty)$ be a continuous function with $\phi_0(0) = 0$, $\phi_0(R_\infty) = 1$, and $\phi_0 \geq v_0$ on $[0, R_\infty]$. Suppose $v$ is the solution to (8) with initial condition $v_0$, and $\phi$ is the solution to

$$\begin{cases} \partial_t \phi = \partial_x^2 \phi - \frac{d-1}{x} \partial_x \phi + \phi, & \text{for } t > 0, \ x \in (0, R_\infty), \\ \phi(0, t) = 0, & \text{for } t > 0, \\ \phi(x, t) = 1, & \text{for } t > 0, \ x \geq R_\infty, \\ \phi(x, 0) = \phi_0(x), & \text{for } x \in (0, R_\infty). \end{cases}$$  

(71)
Then for \( t > 0 \) and \( x \geq 0 \),
\[
\phi(x, t) \geq v(x, t).
\]

**Proof.** Recall the definition of \( v_n \) in (43). In Section 4, we proved that the solution of (8) is given by the pointwise limit \( v(x, t) = \lim_{n \to \infty} v_n(x, t) \). Since \( v_n \in [0, 1] \) is a subsolution to (71), it follows by the standard comparison principle for (71) that \( v_n(x, t) \leq \phi(x, t) \) for \( t > 0 \) and \( x \geq 0 \). Taking the limit \( n \to \infty \) completes the proof. 

**Lemma 5.3.** Take \( C > 0 \). Then
\[
\phi(x, t) = \begin{cases} 
V(x) + C \bar{J} \left( \frac{Z_x}{R_{\infty}} \right) e^{-\left( \frac{x^2}{R_{\infty}^2} - 1 \right) t} & \text{for } x \in [0, R_{\infty}), \\
1 & \text{for } x \geq R_{\infty}
\end{cases}
\]
solves (71) with \( \phi_0(x) = V(x) + C \bar{J} \left( \frac{Z_x}{R_{\infty}} \right) \) for \( x \in [0, R_{\infty}] \).

**Proof.** Note that \( V(0) = \bar{J}(0) = 0 \) and \( \bar{J}(Z) = 0 \), so the boundary conditions are satisfied. For \( x \in (0, R_{\infty}) \), by (70) we have \( V''(x) - \frac{d-1}{x} V'(x) + V(x) = 0 \) and \( \bar{J}'' \left( \frac{Z_x}{R_{\infty}} \right) - \frac{d-1}{x} \bar{J}' \left( \frac{Z_x}{R_{\infty}} \right) + \bar{J} \left( \frac{Z_x}{R_{\infty}} \right) = 0 \). The result follows by an elementary calculation. 

We now find an upper bound on \( \bar{v}(.1) \) and use this to apply Lemmas 5.2 and 5.3.

**Lemma 5.4.** There exists a constant \( C_1 < \infty \) such that for \( t \geq 0 \) and \( x \in [0, R_{\infty}] \),
\[
\bar{v}(x, t + 1) \leq V(x) + C_1 \bar{J} \left( \frac{Z_x}{R_{\infty}} \right) e^{-\left( \frac{x^2}{R_{\infty}^2} - 1 \right) t}.
\]

**Proof.** By (69) and the series expansion around \( x = 0 \) for the Bessel function \( J_{d/2}(x) \), there exists \( c_1 \in (0, \infty) \) such that \( \bar{J}(x) = V(x) \sim c_1 x^d \) as \( x \searrow 0 \). Now let \( \bar{v}^c \) denote the solution to the linear problem (29) with initial condition \( \bar{v}_0 = \bar{v}_0 = 1 \). Then by Lemma 4.1, \( \bar{v}(x, 1) \leq \bar{v}^c(x, 1) \) for all \( x \geq 0 \). Using (28), it follows that for \( x \geq 0 \),
\[
\bar{v}(x, 1) \leq e^1 \int_0^\infty dy G(y, x, 1) \leq C e^1 x^d,
\]
where the second inequality follows by (20) in Lemma 3.1 and \( C \) is a constant. Note that \( V(R_{\infty}) = 1 \), \( V'(R_{\infty}) = 0 \) and, using (70), \( V''(R_{\infty}) = -1 \), and so \( 1 - V(R_{\infty} - \epsilon) \sim \frac{\epsilon^2}{2} \) as \( \epsilon \searrow 0 \). Also, since \( R_{t} \leq R_{\infty} \) by (67), and since \( \partial_x \bar{v}(x, t) = 0 \) for \( x \geq R_{t} \), we have \( \bar{v}(R_{\infty} - \epsilon, 1) = 1 + o(\epsilon) \) as \( \epsilon \searrow 0 \). Since the zeros of the Bessel function \( J_{d/2} \) are simple, there exists a constant \( c_2 \in (0, \infty) \) such that \( \bar{J}(Z(R_{\infty} - \epsilon)/R_{\infty}) \sim c_2 \epsilon \) as \( \epsilon \searrow 0 \). Therefore
\[
\sup_{x \in (0, R_{\infty})} \frac{\bar{v}(x, 1) - V(x)}{\bar{J} \left( \frac{Z_x}{R_{\infty}} \right)} < \infty.
\]
It follows that there exists \( C_1 < \infty \) such that
\[
\bar{v}(x, 1) \leq V(x) + C_1 \bar{J} \left( \frac{Z_x}{R_{\infty}} \right) \quad \text{for all } x \in [0, R_{\infty}].
\]

By Lemmas 5.2 and 5.3, the result follows. 

Note that \( \sup_{x \in (0, R_{\infty})} \bar{J}(Z_x/R_{\infty}) \leq \infty \) and, for \( x \geq R_{\infty} \), \( \bar{v}(x, t) \leq 1 = V(x) \). Therefore it follows from Lemma 5.4 that there exists a constant \( A < \infty \) such that for \( t > 0 \) and \( x \geq 0 \),
\[
\bar{v}(x, t) \leq V(x) + Ae^{-\left( \frac{x^2}{R_{\infty}^2} - 1 \right) t}.
\]

We now need to prove a lower bound on \( R_{t} \).
Lemma 5.5. There exists a constant $C_2 < \infty$ such that for any $t > 0$,
\[
\bar{R}_t \geq R_\infty - C_2 e^{-\left(\frac{z^2}{\bar{R}_\infty} - 1\right)t}.
\]

Proof. By the definitions of $V$ and $R_\infty$, and by (70), $V(R_\infty) = 1$, $V'(R_\infty) = 0$ and $V''(R_\infty^-) = -1$, so there exists $\delta > 0$ such that
\[
V(R_\infty - \eta) < 1 - \frac{0.99}{2} \eta^2 \quad \forall \eta \in [0, \delta].
\]
Since the zeros of the Bessel function $J_\frac{\eta}{2}$ are simple, by making $\delta$ smaller if necessary we also have that for $\eta \in [0, \delta]$,
\[
\bar{j} \left(\frac{Z(R_\infty - \eta)}{R_\infty}\right) \leq \frac{2Z}{R_\infty} |\bar{j}(Z)| |\eta|.
\]
Therefore by Lemma 5.4, for $t \geq 0$,
\[
\bar{v}(R_\infty - \eta, t + 1) < 1 + \frac{2C_1Z}{R_\infty} |\bar{j}(Z)| e^{-\left(\frac{z^2}{\bar{R}_\infty} - 1\right)t} \eta - \frac{0.99}{2} \eta^2 \quad \forall \eta \in [0, \delta].
\]
This implies that
\[
\bar{v}(R_\infty - \eta, t + 1) < 1 \quad \text{if} \quad \frac{4C_1Z}{0.99R_\infty} |\bar{j}(Z)| e^{-\left(\frac{z^2}{R_\infty} - 1\right)t} \leq \eta \leq \delta.
\]
In particular, for $t$ sufficiently large,
\[
\bar{R}_{t+1} \geq R_\infty - \frac{4C_1Z}{0.99R_\infty} |\bar{j}(Z)| e^{-\left(\frac{z^2}{\bar{R}_\infty} - 1\right)t},
\]
which completes the proof.

5.2 Proof of Proposition 5.1: lower bound

To prove bounds on $\underline{v}$ and $\underline{R}$, we now compare $\underline{v}$ with the solution $\phi$ to the usual linear PDE with the boundary condition $\phi(x_0, t) = 0$, where $x_0$ is chosen to be close to $Z$. Recall from (66) that $\underline{v}$ depends on parameters $c \in (0, 1)$ and $K > 0$.

Lemma 5.6. Take $x_0 > 0$ and $v_0 : [0, \infty) \to [0, 1]$ measurable. Let $\phi_0 : [0, \infty) \to [0, 1]$ be a continuous function with $\phi_0(0) = 0$ and $\phi_0(x_0) = 0$, and satisfying $\phi_0 \leq v_0$ on $[0, x_0]$. Suppose $v$ is the solution to (8) with initial condition $v_0$, and $\phi$ is the solution to
\[
\begin{cases}
\partial_t \phi = \partial_x^2 \phi - \frac{d-1}{x} \partial_x \phi + \phi &, \quad \text{for} \ t > 0, \ x \in (0, x_0), \\
\phi(0, t) = 0 &, \quad \text{for} \ t > 0, \\
\phi(x, t) = 0 &, \quad \text{for} \ t > 0, \ x \geq x_0, \\
\phi(x, 0) = \phi_0(x) &, \quad \text{for} \ x \in (0, x_0).
\end{cases}
\]

Let $t_* = \inf \{ s \geq 0 : \sup_{x \in (0, x_0)} \phi(x, s) \geq 1 \}$. Then, for $t \leq t_*$,
\[
\phi(x, t) \leq v(x, t), \quad \forall \ x \geq 0.
\]

Proof. This is a consequence of Lemma 4.2. Let $t_1$ denote the time at which (73) first fails:
\[
t_1 = \inf \{ t \geq 0 : \phi(x, t) > v(x, t) \ \text{for some} \ x \geq 0 \}.
\]
The lemma is proved by showing that $t_1 \geq t_*$. Suppose that $t_1 < \infty$. Let $v^\ell(x, t)$ be defined by (28) with $v_0^\ell(x) = \phi(x, t_1)$ for $x \geq 0$. Thus, $v^\ell$ solves the linear problem (29). By the
comparison principle for this linear PDE, we have \( \phi(x, t_1 + \epsilon) \leq v^\ell(x, \epsilon) \) for all \( x \in (0, x_0) \) and \( \epsilon \geq 0 \). By Lemma 4.2, since \( \phi(\cdot, t_1) \leq v(\cdot, t_1) \), we also have \( v^\ell(x, \epsilon) \leq v(x, t_1 + \epsilon) \) for all \( x \geq 0 \), as long as \( \sup_{x \geq 0} v^\ell(x, t) \leq 1 \) for all \( t \leq \epsilon \). Suppose that \( t_1 < t_* \). Then \( \sup_{x \geq 0} v^\ell_0(x) = \sup_{x \geq 0} \phi(x, t_1) < 1 \), and so by (20) in Lemma 3.1, for \( \epsilon > 0 \) sufficiently small, \( \sup_{x \geq 0} v^\ell(x, t) < 1 \) holds for all \( t \in [0, \epsilon] \). Hence for \( \epsilon > 0 \) sufficiently small, \( \phi(x, t_1 + \epsilon) \leq v^\ell(x, \epsilon) \leq v(x, t_1 + \epsilon) \) holds for all \( x \geq 0 \); this contradicts the definition of \( t_1 \), so we must have \( t_1 \geq t_* \).

**Lemma 5.7.** Take \( x_0 > 0 \). Then

\[
\phi(x, t) = \begin{cases} 
\tilde{J}(\frac{\tilde{Z}_x}{x_0})e^{\left(1 - \frac{Z^2}{2x_0^2}\right)t} & \text{for } x \in [0, x_0), \\
0 & \text{for } x \geq x_0,
\end{cases}
\]

solves (72) with \( \phi_0(x) = \tilde{J}(\frac{\tilde{Z}_x}{x_0}) \) for \( x \in [0, x_0] \).

**Proof.** Since \( \tilde{J}(0) = 0 = \tilde{J}(Z) \), the boundary conditions are satisfied. The result follows by (70) and an easy calculation. \( \square \)

**Lemma 5.8.** There exists \( \beta = \beta(K) > 0 \) such that for any \( x_0 \geq Z \) and \( c \in (0, e^{-1}) \), for \( t \geq 0 \) and \( x \geq 0 \),

\[
\psi(x, t + 1) \geq c\beta V\left(\frac{Zx}{x_0}\right)e^{\left(1 - \frac{Z^2}{2x_0^2}\right)t} \quad \text{if } c\beta e^{\left(1 - \frac{Z^2}{2x_0^2}\right)t} \leq 1.
\]

**Proof.** Recalling the definition of \( \psi \) in (16), let

\[
\psi^\ell(x, t) = ce^t w(K, x, t) = ce^t P(\|B_t\| < x \mid \|B_0\| = K),
\]

where \( (B_t)_{t \geq 0} \) is a \( d \)-dimensional Brownian motion with diffusivity \( \sqrt{2} \). Due to (17), this function is a solution of the linear problem (29) with initial condition \( v^\ell_0(x) = \psi_0(x) = c\mathbb{1}_{x \geq K} \). Since \( c < e^{-1} \) we have \( \psi^\ell(s, s) \leq e^1c \leq 1 \) for all \( s \leq 1 \), and so by Lemmas 4.1 and 4.2

\[
\psi(x, 1) = \psi^\ell(x, 1) = e^1 c w(K, x, 1) = e^1 c e^t P(\|B_t\| < x \mid \|B_0\| = K) \geq e^1 c (4\pi)^{-d/2} e^{-\frac{1}{2}(K+x)^2} \omega_d x^d,
\]

where \( \omega_d \) is the volume of the \( d \)-dimensional unit ball. As in the proof of Lemma 5.4, recall that there exists \( c_1 \in (0, \infty) \) such that \( \tilde{J}(x) = V(x) \sim c_1 x^d \) as \( x \searrow 0 \), and note that both \( V(x) \) and \( w(K, x, 1) \) converge to \( 1 \) as \( x \to \infty \). It follows that the constant

\[
\beta := \inf_{x > 0} \frac{e^1 w(K, x, 1)}{V(x)} > 0
\]

is positive. Note that by (70), \( \tilde{J}(x) < 0 \) for \( x \in (R_\infty, Z) \), and so \( V(x) \geq \tilde{J}(x) \) for all \( x \leq Z \). Now take \( x_0 \geq Z \). Since \( V \) is non-decreasing, we have

\[
\psi(x, 1) = e^1 c w(K, x, 1) \geq c\beta V(x) \geq c\beta V\left(\frac{Zx}{x_0}\right) \geq c\beta \tilde{J}\left(\frac{Zx}{x_0}\right) \quad \text{for all } x \in [0, x_0].
\]

By (75) and Lemmas 5.6 and 5.7, we have that if \( c\beta e^{\left(1 - \frac{Z^2}{2x_0^2}\right)t} \leq 1 \) then

\[
\psi(x, t + 1) \geq c\beta \tilde{J}\left(\frac{Zx}{x_0}\right)e^{\left(1 - \frac{Z^2}{2x_0^2}\right)t} \quad \text{for all } x \in [0, x_0].
\]

Since \( \psi(\cdot, t + 1) \) is non-decreasing, the result follows by the definition of \( V \). \( \square \)

We can now complete the proof of Proposition 5.1.
Lemma 5.9. Let \( \beta = \beta(K) > 0 \) be as in Lemma 5.8 and suppose \( c \in (0, e^{-1} \wedge \beta^{-1}) \). For \( t > -\log(c\beta) \) and \( x \geq 0 \),

\[
g(x, t + 1) \geq V \left( x \sqrt{1 + \frac{\log(c\beta)}{t}} \right) \quad \text{and} \quad R_{t+1} \leq \frac{R_{\infty}}{\sqrt{1 + \frac{\log(c\beta)}{t}}}.
\]

Proof. Take \( t > -\log(c\beta) > 0 \) and choose \( x_0 = Z/\sqrt{1 + \frac{\log(c\beta)}{t}} > Z \) so that

\[
c\beta e^{(1-Z^2/x_0^2)t} = 1.
\]

Then by Lemma 5.8,

\[
g(x, t + 1) \geq V \left( \frac{Zx}{x_0} \right) \quad \text{for all} \quad x \geq 0,
\]

and in particular \( R_{t+1} \leq \frac{2}{\sqrt{2}} R_{\infty} \). Since \( \frac{Z}{x_0} = \sqrt{1 + \frac{\log(c\beta)}{t}} \), the result follows. \( \square \)

Note that for \( t \geq -\frac{1}{4} \log(c\beta) \), for \( x \in [0, 2R_{\infty}] \),

\[
V \left( x \sqrt{1 + \frac{\log(c\beta)}{t}} \right) \geq V(x) - \|V'\|_{L^\infty} \cdot 2R_{\infty} \left( 1 - \sqrt{1 + \frac{\log(c\beta)}{t}} \right),
\]

and for any \( x \geq 2R_{\infty} \), \( V \left( x \sqrt{1 + \frac{\log(c\beta)}{t}} \right) \geq 1 = V(x) \). This completes the proof of Proposition 5.1 for \( c, K \) with \( c < e^{-1} \wedge \beta(K)^{-1} \); the result for \( c \geq e^{-1} \wedge \beta(K)^{-1} \) follows by the comparison principle in Theorem 2.1.

The convergence result in Proposition 5.1 does not clearly answer the question: what is the time \( T(K, c) \) needed for \( v(1, t) \) to be \( O(1) \) when starting from the initial condition \( v_0(x) = c 1_{\{x > K\}} \)? From Lemma 5.9, it is clear that \( T(K, c) \lesssim -\log c + T''(K) \). Proposition 5.10 below implies that

\[
T(K, c) \leq t_0(K - \log_2 c)
\]

for some constant \( t_0 \) which does not depend on \( K \) and \( c \). This result will be used in the companion paper [BBNP20] to prove results about the long term behaviour of the \( N \)-BBM particle system for large \( N \), by controlling the proportion of particles which are fairly close to the origin.

Proposition 5.10. There exist \( t_0 > 1 \) and \( c_0 \in (0, 1/2) \) such that for all \( c \in (0, c_0) \), all \( K \geq 2 \), and all \( t_1 \in [t_0, 2t_0] \), for \( v_0 : [0, \infty) \to [0, 1] \) measurable, the condition

\[
v_0(x) \geq c 1_{\{x > K\}} \quad \forall x \geq 0 \quad (i.e. \quad v_0 \in I_{K,c})
\]

implies that

\[
v(x, t_1) \geq 2c 1_{\{x > K-1\}} \quad \forall x \geq 0 \quad (i.e. \quad v(\cdot, t_1) \in I_{K-1,2c}), \quad (76)
\]

and

\[
v(x, nt_1) \geq \min(2c 0, 2^n c) 1_{\{x > \max(K-n, 1)\}}, \quad \forall x \geq 0, \quad n \in \mathbb{N}, \quad (77)
\]

where \( v(x, t) \) denotes the solution of (8) with initial condition \( v_0 \).

Proof. Let \( c \in (0, 1) \) and suppose that \( v_0(x) \geq c 1_{\{x > K\}} \). Recall the definition of \( w \) in (16). From (17), the function \( v^f(x, t) = ce^t w(K, x, t) \) satisfies the linear problem (29) with initial condition \( v^f_0(x) = c 1_{\{x > K\}} \). Since \( w \leq 1 \) always, we have \( ce^t w(K, x, t) \leq 1 \) for all \( x \geq 0 \), if \( t \leq t'_c := -\log c \). Therefore, by Lemma 4.2, we have

\[
v(x, t) \geq ce^t w(K, x, t), \quad \forall x \geq 0, \quad t \leq t'_c = -\log c. \quad (78)
\]
We claim that there exists a constant \( \sigma > 0 \) such that \( w(K, K - 1, t) \geq \sigma t^{-d/2} \) for all \( K \geq 2 \) and \( t \geq 1 \). Indeed, this lower bound follows easily from the explicit formula (16) for \( w \). Now take \( t_0 > 1 \) such that \( e^{t_0} \sigma (2t_0)^{-d/2} \geq 2 \), and let \( c_0 = e^{-2t_0} \). Then for all \( c \in (0, c_0] \), we have \( 2t_0 \leq t'' \). Hence from (78), we obtain that for \( t_1 \in [t_0, 2t_0] \),

\[
v(K - 1, t_1) \geq ce^{t_1} w(K, K - 1, t_1) \geq ce^{t_0} \sigma (2t_0)^{-d/2} \geq 2c.
\]

Since \( v(\cdot, t_1) \) is non-decreasing, this implies that

\[
v(x, t_1) \geq 2c 1_{\{x > K - 1\}} \quad \forall x \geq 0.
\]

This proves (76). The bound (77) follows immediately by iterating (76).

\[\square\]

6 Proof of Theorem 1.1: Existence and uniqueness of \( u \)

We now focus on the properties of solutions \( u \) to the free boundary problem (1).

Let \((B_t)_{t \geq 0}\) be a Brownian motion (with diffusivity \( \sqrt{2} \)) on \( \mathbb{R}^d \). For a Borel probability measure \( \mu \) on \( \mathbb{R}^d \), we use \( \mathbb{P}_\mu \) to denote the Wiener measure on \( C([0,\infty); \mathbb{R}^d) \) under which \( \omega \mapsto B_t(\omega) = \omega(t) \) is a Brownian motion (with diffusivity \( \sqrt{2} \)), with \( B_0 \sim \mu \). Let \( \mathbb{E}_\mu \) denote expectation with respect to \( \mathbb{P}_\mu \). For the particular case that \( \mu = \delta_x \) is a point mass at some \( x \in \mathbb{R}^d \), we use the notation \( \mathbb{P}_x \) and \( \mathbb{E}_x \). Given a continuous function \( R : (0, \infty) \to (0, \infty), \ t \mapsto R_t \) with \( \lim_{t \searrow 0} R_t = R_0 \in [0, \infty] \), define the random time

\[
\tau = \tau_R = \inf \{ t > 0 : \|B_t\| \geq R_t \},
\]

which is a stopping time with respect to the usual right-continuous filtration \( \mathcal{F}_t^+ \). When there is no ambiguity, we write \( \tau \) rather than \( \tau_R \) to lighten the notation. Notice that it is possible that \( \tau > 0 \) even if \( \|B_0\| = R_0 \) when \( R_0 < \infty \). By the Blumenthal 0-1 law, we know that for each \( x \in \mathbb{R}^d \), \( \mathbb{P}_x(\tau = 0) \in \{0, 1\} \).

For \( t > 0 \), define a family of measures on \( \mathbb{R}^d \) according to

\[
\rho_t(x, A) = \mathbb{P}_x(B_t \in A, \tau \geq t)
\]

for all Borel sets \( A \subseteq \mathbb{R}^d \). (This \( \rho_t \) depends implicitly on \( R \) through \( \tau \).) The measure \( \rho_t(x, dy) \) is not a probability measure, because mass is lost when \( B \) hits the moving boundary defined by \( R \). Nevertheless, \( \rho_t(x, dy) \) is absolutely continuous with respect to Lebesgue measure, so it has a density. Abusing notation, we denote this density by \( \rho_t(x, y) \). Since \( \rho_t(x, A) \leq \mathbb{P}_x(B_t \in A) \), for all \( x \in \mathbb{R}^d \) the upper bound

\[
\rho_t(x, y) \leq \Phi(x, 0, y, t)
\]

holds for almost every \( y \in \mathbb{R}^d \), where

\[
\Phi(x, s, y, t) = \frac{1}{(4\pi(t-s))^{d/2}} e^{-\frac{|x-y|^2}{4(t-s)}}
\]

denotes the transition density for Brownian motion. Whether the function \( y \mapsto \rho_t(x, y) \in L^1(\mathbb{R}^d) \) has a continuous version depends on \( R \). Indeed, \( \rho_t(x, y) = 0 \) if \( \|y\| > R_t \), but (for example) with \( R_t = 1 + |1-t|^{1/10} \), the quantity \( \rho_1(0, y) \) has a positive limit as \( \|y\| \nearrow 1 \).

Given a probability measure \( \mu_0 \) on \( \mathbb{R}^d \) and a continuous function \( t \mapsto R_t \), define the function

\[
u(y, t) = e^t \int_{\mathbb{R}^d} \mu_0(dx) \rho_t(x, y), \quad y \in \mathbb{R}^d, \ t > 0.
\]

The integral in (83) describes the initial measure \( \mu_0 \) evolving forward in time by diffusion, but with mass lost upon hitting the boundary defined by the function \( R \); the factor \( e^t \) compensates
for the loss of mass. By definition, \( u(\cdot, t) \in L^1(\mathbb{R}^d) \) for each \( t > 0 \). For a probability measure \( \mu_0 \) on \( \mathbb{R}^d \), define its radial distribution function \( v_0: [0, \infty) \to [0, 1] \) by

\[
v_0(x) = \int_{\mathcal{B}(x)} \mu_0(dy) = \mu_0(\mathcal{B}(x)),
\]

which is non-decreasing and left-continuous with \( v_0(+\infty) = 1 \). Recall that \( \mathcal{B}(x) = \{y : \|y\| < x\} \subset \mathbb{R}^d \) is the open ball of radius \( x \), centered at the origin.

The following result will be used to prove the existence part of Theorem 1.1, and provide a representation for the solution.

**Proposition 6.1.** Let \( \mu_0 \) be a Borel probability measure on \( \mathbb{R}^d \), and let \( v_0 \) be its radial distribution function, defined by (84). Let \( v \) denote the solution of the obstacle problem (8) with initial condition \( v_0 \); for \( t > 0 \), let \( R_t = \inf\{x : v(x, t) = 1\} \) and let \( R_0 = \lim_{t \to 0} R_t \in [0, \infty] \). Using this boundary \( R_t \), let \( u \) be defined by (83). Then \( u \) has a version which is continuous on \( \mathbb{R}^d \times (0, \infty) \) and smooth on \( \{(x, t) : t > 0, \|x\| < R_t\} \), and the pair \((u, R)\) satisfies

\[
\begin{align*}
\partial_t u &= \Delta u + u, &\text{for } t > 0, \|y\| < R_t, \\
u(y, t) &= 0, &\text{for } t > 0, \|y\| \geq R_t, \\
u(\cdot, t) &\to \mu_0 &\text{weakly as } t \searrow 0, \\
(y, t) \mapsto u(y, t) &\text{ is continuous for } t > 0,
\end{align*}
\]

and the mass constraint

\[
\int_{\mathcal{B}(R_t)} u(y, t) \, dy = 1, \quad \text{for } t > 0.
\]

Hence, \((u, R)\) is a classical solution of the free boundary problem (1).

From Proposition 6.1, the existence part of Theorem 1.1 now follows. Given \( \mu_0 \), let \( v_0 \) be defined by (84), and let \( v \) be the solution to the obstacle problem (8) and \( R_t = \inf\{x : v(x, t) = 1\} \). Existence and uniqueness of \((v, R)\) is guaranteed by Theorem 2.1. Moreover, by Theorem 2.1, \( R_t \) is finite and continuous for \( t > 0 \), and \( \lim_{t \to 0} R_t = \inf\{x : v_0(x) = 1\} = \inf\{r : \mu_0(\mathcal{B}(r)) = 1\} \). Then Proposition 6.1 implies that the function (83) is a classical solution to the free boundary problem (1). Notice that Proposition 6.1 does not imply that a solution to (85) exists for any continuous function \( R \); it only guarantees existence for the function \( R \) obtained from solving the obstacle problem (8).

To prove the uniqueness part of Theorem 1.1, we first argue that the boundary \( R_t \) is uniquely determined.

**Lemma 6.2.** Let \((u, R)\) be any solution to the free boundary problem (1) with initial condition \( \mu_0 \). Then the function

\[
v(x, t) = \int_{\mathcal{B}(x)} u(y, t) \, dy, \quad x \geq 0, \ t > 0
\]

solves the obstacle problem (8) with initial condition \( v_0(x) = \mu_0(\mathcal{B}(x)) \).

For \( t > 0 \), \( u(y, t) > 0 \) holds if \( \|y\| < R_t \). Moreover, \( R_t = \inf\{x : v(x, t) = 1\} \) for all \( t > 0 \).

Suppose that there are at least two solutions, \((u^{(1)}, R^{(1)})\) and \((u^{(2)}, R^{(2)})\), to the free boundary problem (1) with the same initial measure \( \mu_0 \). Then by Lemma 6.2 the corresponding distribution functions

\[
v^{(1)}(x, t) = \int_{\mathcal{B}(x)} u^{(1)}(y, t) \, dy \quad \text{and} \quad v^{(2)}(x, t) = \int_{\mathcal{B}(x)} u^{(2)}(y, t) \, dy
\]

both satisfy the obstacle problem (8) with the same initial condition \( v_0(x) = \mu_0(\mathcal{B}(x)) \). By the uniqueness statement in Theorem 2.1, \( v^{(1)} = v^{(2)} \). Using Lemma 6.2 again, we conclude
that $R_t^{(1)} = \inf\{x : v^{(1)}(x,t) = 1\} = \inf\{x : v^{(2)}(x,t) = 1\} = R_t^{(2)}$ for all $t > 0$. From Theorem 2.1 we also infer that $R$ is finite, strictly positive and continuous for $t > 0$, and that $R_0 = \lim_{t \downarrow 0} R_t = \inf \{ r : \mu_0(B(r)) = 1 \}$. Since $u^{(1)}$ and $u^{(2)}$ both satisfy (85) with the same boundary $R$, the next proposition implies that $u^{(1)}$ and $u^{(2)}$ coincide, and are given by the same formula (83). Therefore, the solution $(u,R)$ to the free boundary problem (1) is unique.

**Proposition 6.3.** Let $\mu_0$ be a Borel probability measure on $\mathbb{R}^d$. Let $R : (0, \infty) \rightarrow (0, \infty)$ be continuous for $t > 0$, with $\lim_{t \downarrow 0} R_t = R_0 \in [0, \infty]$. Suppose that $u$ is any function satisfying (85). Then the function $u$ must be given by the representation (83), meaning that for all $t > 0$, the equality (83) holds for almost every $y \in \mathbb{R}^d$. In particular, for a given boundary function $R_t$, there is at most one function $u$ satisfying (85).

The remaining statements in Theorem 1.1 about properties of $R_t$ follow immediately from Proposition 4.13, proved already. Except for the proofs of Proposition 6.1, Proposition 6.3, and Lemma 6.2, this completes the proof of Theorem 1.1. After giving a short proof of Lemma 6.2, we devote the rest of this section to the proofs of Propositions 6.1 and 6.3. We prove Proposition 6.3 first, because the proof of Proposition 6.1 will rely on Proposition 6.3.

**Proof of Lemma 6.2.** The statement that $v$ satisfies (8) is easy to check by direct calculation. The only part that may not be clear is that $v(x,t)$ converges in $L^1_{loc}$ to the initial condition $v_0(x) = \mu_0(B(x))$, as $t \rightarrow 0$. Let $\{\mu_t(dy)\}_{t \geq 0}$ denote the family of probability measures on $\mathbb{R}^d$ having density $u(y,t)$. Thus, $v(x,t) = \mu_t(B(x))$ is the radial distribution function, and $\mu_t \rightarrow \mu_0$ weakly as $t \rightarrow 0$, by assumption. It is well known (by the Portmanteau theorem) that the weak convergence $\mu_t \rightarrow \mu_0$ as $t \rightarrow 0$ is equivalent to the condition that $\mu_t(A) \rightarrow \mu_0(A)$ whenever $A$ is a continuity set for $\mu_0$ (see Chapter 1, Section 2 of [Bil99]). Therefore, if $\mu_t \rightarrow \mu_0$ weakly, and if $x \geq 0$ is a point of continuity for the function $v_0(x) = \mu_0(B(x))$, then $v(x,t) \rightarrow v_0(x)$ holds at $x$ (since we may take $A = B(x)$). Thus, $v(x,t) \rightarrow v_0(x)$ holds for all $x \geq 0$ except, possibly, at points where $v_0(x)$ is discontinuous, which is a countable set of points since $v_0(x)$ is non-decreasing. The dominated convergence theorem then implies $v(x,t) \rightarrow v_0(x)$ in $L^1_{loc}$.

Any solution to (1) must satisfy $u(y,t) > 0$ if $\|y\| < R_t$ and $t > 0$. This is a consequence of the strong maximum principle, as follows. Suppose $u(y_0,t_0) = 0$ for some $t_0 > 0$, and $\|y_0\| < R_{t_0}$. For $r \in (\|y_0\|, R_{t_0})$, by continuity of $u$ we can take $\epsilon \in (0,t_0)$ small enough so that $R_t > r$ for all $t \in [t_0 - \epsilon,t_0]$. Then the strong maximum principle implies that $u(y,t) = 0$ for all $(y,t) \in B(r) \times [t_0 - \epsilon,t_0]$. Because $r$ may be chosen arbitrarily close to $R_{t_0}$, we conclude that $u(y,t_0) = 0$ for all $\|y\| < R_{t_0}$, which contradicts the mass constraint (86). Hence, $u(y,t) > 0$ holds if $\|y\| < R_t$ and $t > 0$. The relation $R_t = \inf\{x : v(x,t) = 1\}$ for $t > 0$ now follows from the definition of $v$.

**Remark 6.4.** If $(u,R)$ solves the free boundary problem (1), then the mass conservation (86) and the representation (83) imply that $P_{\mu_0}(\tau > 0) = 1$ (see also Lemma 6.9 below). In particular, if $R_0 < \infty$ and the initial measure $\mu_0$ puts positive mass at $\|x\| = R_0$, then for any $\alpha \geq 1/2$ and $C > 0$, it cannot be true that $R_t - R_0 \leq Ct^\alpha$ as $t \rightarrow 0$. This is because, with probability one, $\|B_t\|$ is not $\alpha$-Hölder continuous for $\alpha \geq 1/2$. In this case, $R_t$ must quickly increase away from $R_0$ to avoid eliminating positive mass instantaneously. Thus, the condition $\alpha < 1/2$ in the one-sided Hölder bound of Theorem 1.1 cannot be improved at $s = 0$ without assuming more regularity of $\mu_0$.

### 6.1 Proof of Proposition 6.3

For $R : (0, \infty) \rightarrow (0, \infty)$ continuous with $\lim_{t \downarrow 0} R_t = R_0 \in [0, \infty]$, for $0 \leq s < t$ and $x \in \mathbb{R}^d$, let us define $y \mapsto p_R(x,s,y,t) = p(x,s,y,t)$ to be the density of the measure

$$A \mapsto \mathbb{P}(B_t \in A, \tau_{R,s} \geq t \mid B_s = x)$$

(87)
where
\[ \tau_{R,s} = \tau_s = \inf\{t > s : \|B_t\| \geq R_t\} \]  \hspace{1cm} (88)
(Usually we will drop the subscript \(R\) and simply write \(p(x,s,y,t)\) and \(\tau_s\).) Hence \(p(x,0,y,t) = \rho_t(x,y)\). For \(t > 0\), we define
\[ \tau'_t = \tau'_{R,t} = \inf\{t' \in (0,t] : \|B_{t'}\| \geq R_{t-t'}\} \]  \hspace{1cm} (89)
We shall use the following result in the proofs of Propositions 6.3 and 6.1.

Lemma 6.5. Suppose \(0 \leq s < t\), and \(R : [0, \infty) \rightarrow [0, \infty)\) is continuous on \([s, t]\), and define \(\tau_s\), \(\tau'_t\), and \(p\) as in (88), (89) and (87). For any bounded, measurable function \(g : \mathbb{R}^d \rightarrow \mathbb{R}\),
\[ \int_{\mathbb{R}^d} g(x)p(x,s,y,t) \, dx = E_y \left[ g(B_{t-s}) \mathbb{1}_{\{\tau'_t \geq t-s\}} \right] \]
holds for almost every \(y \in \mathbb{R}^d\).

Proof. Note first that if we let \(\tilde{R}_{s'} = R_{s' + s}\) for \(s' \in [0, t-s]\), then \(\tilde{R}\) is continuous on \([0, t-s]\) and we have \(p(x,s,y,t) = p_{R,s}(x,s,y,t) = p_{R}(x,0,y,t-s)\), and \(\{\tau'_t = \tau'_{R,t} \geq t-s\} = \{\tau'_{R,t} \geq t-s\}\). Hence it suffices to assume \(s = 0\) to simplify the notation. So we want to show that
\[ \int_{\mathbb{R}^d} g(x)p(x,0,y,t) \, dx = E_y \left[ g(B_{t}) \mathbb{1}_{\{\tau'_t \geq t\}} \right] \text{ for a.e. } y \in \mathbb{R}^d, \]
assuming that \(R\) is continuous on \([0, t]\). Define the function
\[ w(y) = \int_{\mathbb{R}^d} g(x)p(x,0,y,t) \, dx, \quad y \in \mathbb{R}^d. \]
Let \(P_{x,y,t}\) be the measure on \(\mathcal{C}([0, t]; \mathbb{R}^d)\) under which \((B_s)_{s \in [0,t]}\) is a Brownian bridge (with diffusivity \(\sqrt{2}\)) in \(\mathbb{R}^d\) from \((x,0)\) to \((y,t)\), and let \(E_{x,y,t}\) denote expectation with respect to this measure. Then, recalling from (79) that \(\tau = \tau_0\), and recalling the definition of the transition density \(\Phi\) in (82), we have
\[ p(x,0,y,t) = \Phi(x,0,y,t) P_{x,y,t}(\tau \geq t), \quad \text{a.e. } y \in \mathbb{R}^d \]
for all \(x \in \mathbb{R}^d\). Since under \(P_{x,y,t}\), \((B_s)_{s \in [0,t]}\) is a Brownian bridge from \((x,0)\) to \((y,t)\), we have that under the same measure, the time-reversed process \(B'_s = B_{t-s}\) is a Brownian bridge from \((y,0)\) to \((x,t)\). Therefore, since \(\{\tau \geq t\} = \{\|B_s\| < R_s \forall s \in (0,t)\} = \{\|B'_s\| < R_{t-s} \forall s \in (0,t)\}\), we have that
\[ P_{x,y,t}(\tau \geq t) = P_{y,x,t}(\tau'_t \geq t). \]
Since \(\Phi(x,0,y,t) = \Phi(y,0,x,t)\), it follows that for almost every \(y \in \mathbb{R}^d\), by Fubini’s theorem,
\[ w(y) = \int_{\mathbb{R}^d} \Phi(y,0,x,t) P_{y,x,t}(\tau'_t \geq t)g(x) \, dx = E_y \left[ g(B_t) \mathbb{1}_{\{\tau'_t \geq t\}} \right], \]
as desired. \(\Box\)

Proof of Proposition 6.3. Assume that \(u\) satisfies (85). Due to (85c), we know that
\[ \lim_{s \to 0} \int_{\mathbb{R}^d} u(y,s) \, dy = \int_{\mathbb{R}^d} \mu_0(dy) = 1. \]  \hspace{1cm} (90)
Let \(0 < s < t\). Although \(\mu_0\) is a measure, the function \(u\) is continuous on \(\mathbb{R}^d \times [s, \infty)\), by (85d). Therefore, by the Feynman-Kac formula for \(u\) (e.g. Theorem II.2.3 of [Fre85]) applied on the time interval \([s, t]\), we have that if \(\|y\| \neq R_t\),
\[ u(y,t) = e^{t-s} E_y \left[ u(B_{t-s}, s) \mathbb{1}_{\{\tau'_t \geq t-s\}} \right], \]  \hspace{1cm} (91)
where

\[
\tau'_t = \inf \{ t' \in (0,t] : \|B_{t'}\| \geq R_{t-t'} \}
\]

as defined in (89). This is a stopping time with respect to the usual right-continuous filtration \( \mathcal{F}^+_t \) for \( B_t \). Since \( s > 0 \), we know that \( x \mapsto u(x,s) \) is a bounded and measurable function (it is continuous and compactly supported). Applying Lemma 6.5, with \( g(x) = u(x,s) \), we see that for \( s \in (0,t) \), (91) implies that

\[
u(y, t) = e^{t-s} \int_{\mathbb{R}^d} u(x, s)p(x, s, y, t) \, dx
\]

for almost every \( y \in \mathbb{R}^d \).

We now want to take the limit \( s \to 0 \) of the expression (92). For \( 0 \leq s < t \) and \( x, y \in \mathbb{R}^d \), define

\[
h(x, s, y, t) = \Phi(x, s, y, t) - p(x, s, y, t) \geq 0.
\]

For any \( 0 < s < \epsilon < t \), for a.e. \( y \in \mathbb{R}^d \), the Chapman-Kolmogorov equation and then Fubini’s theorem imply that

\[
u(u, y, t) = e^{t-s} \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} u(x, s)p(x, s, z, \epsilon) \, dx \right) p(z, \epsilon, y, t) \, dz
\]

\[
= e^{t-s} \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} u(x, s)\Phi(x, s, z, \epsilon) \, dx \right) p(z, \epsilon, y, t) \, dz
\]

\[
- e^{t-s} \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} u(x, s)h(x, s, z, \epsilon) \, dx \right) p(z, \epsilon, y, t) \, dz,
\]

where \( h \) was defined above in (93). Now we want to let \( s \to 0 \), and then \( \epsilon \to 0 \), to recover the representation (83). For \( \epsilon > 0 \) fixed, we have uniform convergence of \( \Phi(x, s, z, \epsilon) \) to \( \Phi(x, 0, z, \epsilon) \) as \( s \to 0 \):

\[
\lim_{s \to 0} \sup_{x, z \in \mathbb{R}^d} |\Phi(x, s, z, \epsilon) - \Phi(x, 0, z, \epsilon)| = 0.
\]

Therefore, since \( u(\cdot, s) \to \mu_0 \) weakly as measures on \( \mathbb{R}^d \) as \( s \to 0 \), and using (90), this implies that for the first integral on the right hand side of (94) we have

\[
\lim_{s \to 0} e^{t-s} \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} u(x, s)\Phi(x, s, z, \epsilon) \, dx \right) p(z, \epsilon, y, t) \, dz
\]

\[
= e^t \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} \mu_0(dx)\Phi(x, 0, z, \epsilon) \right) p(z, \epsilon, y, t) \, dz.
\]

Using the definition of \( h \) in (93), let us write this last integral as

\[
\int_{\mathbb{R}^d} \mu_0(dx)\Phi(x, 0, z, \epsilon) \, p(z, \epsilon, y, t) \, dz
\]

\[
= \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} \mu_0(dx)p(x, 0, z, \epsilon) \right) p(z, \epsilon, y, t) \, dz
\]

\[
+ \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} \mu_0(dx)h(x, 0, z, \epsilon) \right) p(z, \epsilon, y, t) \, dz
\]

\[
= \int_{\mathbb{R}^d} \mu_0(dx)p(x, 0, y, t)
\]

\[
+ \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} \mu_0(dx)h(x, 0, z, \epsilon) \right) p(z, \epsilon, y, t) \, dz,
\]

by Fubini’s theorem and the Chapman-Kolmogorov equation. Notice that for \( 0 \leq s < t \) and \( x \in \mathbb{R}^d \), for any Borel set \( A \subseteq \mathbb{R}^d \),

\[
0 \leq \int_A h(x, s, y, t) \, dy = \mathbb{P}(B_t \in A \mid B_s = x) - \mathbb{P}(B_t \in A, \tau_s \geq t \mid B_s = x)
\]
Therefore, by (95) is controlled by
\[
0 \leq \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} \mu_0(dx)h(x,0,z,\epsilon) \right) p(z,\epsilon,y,t) \, dz \leq C_t \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \mu_0(dx)h(x,0,z,\epsilon) \, dz \\
= C_t \mathbb{P}_{\mu_0}(\tau < \epsilon),
\]
where the last line follows by (96) and since \( \tau = \tau_0 \), by the definition in (79). Similarly, for \( \epsilon < t/2 \), the second integral on the right hand side of (94) is controlled by
\[
0 \leq \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} u(x,s)h(x,s,z,\epsilon) \, dx \right) p(z,\epsilon,y,t) \, dz \leq C_t \int_{\mathbb{R}^d} u(x,s) \int_{\mathbb{R}^d} h(x,s,z,\epsilon) \, dz \, dx \\
= C_t \int_{\mathbb{R}^d} u(x,s) \mathbb{P}(\tau_s < \epsilon | B_s = x) \, dx
\]
by (96). In summary, these computations prove that for \( t > 0 \), there is a constant \( C_t < \infty \) such that for any \( \epsilon \in (0,t/2) \), for a.e. \( y \in \mathbb{R}^d \),
\[
\left| u(y,t) - e^t \int_{\mathbb{R}^d} \mu_0(dx)p(x,0,y,t) \right| \leq e^t C_t \mathbb{P}_{\mu_0}(\tau < \epsilon) + e^t C_t \limsup_{s \to 0} f(s,\epsilon),
\]
where
\[
f(s,\epsilon) := \int_{\mathbb{R}^d} u(x,s) \int_{\mathbb{R}^d} h(x,s,z,\epsilon) \, dz \, dx = \int_{\mathbb{R}^d} u(x,s) \mathbb{P}(\tau_s < \epsilon | B_s = x) \, dx.
\]
Now we argue that the right hand side of (97) vanishes as \( \epsilon \to 0 \). By (92) again, for \( s \in (0,\epsilon) \) we have
\[
\int_{\mathbb{R}^d} u(z,\epsilon) \, dz = e^{\epsilon-s} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} u(x,s)p(x,s,z,\epsilon) \, dz \, dx \\
= e^{\epsilon-s} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} u(x,s)(\Phi(x,s,z,\epsilon) - h(x,s,z,\epsilon)) \, dz \, dx \\
= e^{\epsilon-s} \int_{\mathbb{R}^d} u(x,s) \, dx - f(s,\epsilon),
\]
which implies that
\[
f(s,\epsilon) = \int_{\mathbb{R}^d} u(x,s) \, dx - e^{s-\epsilon} \int_{\mathbb{R}^d} u(z,\epsilon) \, dz.
\]
Therefore, by (90),
\[
\lim_{s \to 0} f(s,\epsilon) = 1 - e^{-t} \int_{\mathbb{R}^d} u(z,\epsilon) \, dz \to 0 \quad \text{as} \quad \epsilon \to 0.
\]
We now have that the last term on the right hand side of (97) vanishes as \( \epsilon \to 0 \); recalling the definition of \( f \), we have shown that:
\[
\lim_{\epsilon \to 0} \lim_{s \to 0} \int_{\mathbb{R}^d} u(x,s) \mathbb{P}(\tau_s < \epsilon | B_s = x) \, dx = 0.
\]
Finally, we argue that
\[
\lim_{\epsilon \to 0} \mathbb{P}_{\mu_0}(\tau < \epsilon) = 0
\]
which, by monotone convergence, is equivalent to the statement that
\[
\mathbb{P}_{\mu_0}(\tau > 0) = 1.
\]
Since \( u(\cdot, t) \) converges weakly to \( \mu_0 \) as \( t \downarrow 0 \), and \( u(x, t) \) vanishes outside \( B(R_t) \), \( \mu_0 \) must be supported on \( \{ x : ||x|| \leq R_0 \} \). If it happens that \( \mu_0 \) puts no mass on the boundary of its support, meaning that \( \mu_0(\{ ||x|| < R_0 \}) = 1 \), then (100) is an immediate consequence of the almost sure continuity of Brownian motion and the continuity of \( R_t \). The more delicate case is when \( R_0 < \infty \) and \( \mu_0(\{ ||x|| = R_0 \}) = m \) for some \( m > 0 \). Suppose this is the case, but that (100) does not hold — we will derive a contradiction. We are going to show that if \( R_t \) is such that (100) does not hold, then there cannot be a function \( u \) as in the statement of the proposition: specifically, (85c) cannot hold because the boundary would instantaneously absorb some mass from \( u \).

If (100) does not hold, then by the Blumenthal 0-1 law, it follows that

\[
P(\tau = 0 \mid ||B_0|| = R_0) = 1, \tag{101}\]

since the event \( \{ \tau > 0 \} \) is measurable with respect to the germ \( \mathcal{F}^+_{\tau} \) and must have probability 0 or 1, given \( ||B_0|| = R_0 \). Our argument will be that if (101) holds and if \( \mu_0(\{ ||x|| = R_0 \}) = m \) for some \( m > 0 \), then some fraction of the mass must exit the domain before time \( \epsilon \), violating (98) in the limit \( \epsilon \to 0 \). Recall the definition of \( \tau \) in (79):

\[
\tau = \inf \{ t > 0 : ||B_t|| \geq R_t \}.
\]

Let us also define

\[
\tau^+ = \inf \{ t > 0 : ||B_t|| > R_t \}. \tag{102}
\]

Clearly \( \tau^+ \geq \tau \) must hold. With the function \( t \mapsto R_t \) being deterministic, continuous and positive, one could show that \( \tau^+ = \tau \) almost surely. However, to keep the argument short we only prove what we need here. We claim that (101) implies

\[
P(\tau^+ = 0 \mid ||B_0|| = R_0) = 1. \tag{103}
\]

To see why this is true, observe that if \( \tau = 0 \), then with probability one, \( ||B_{t_n}|| \geq R_{t_n} \) holds along an infinite sequence of (random) times \( t_n \to 0 \). Hence, if \( \theta \in \mathbb{R}^d \) is any fixed unit vector, \( ||B_{t_n} + \theta t_n|| = (||B_{t_n}||^2 + t_n^2 + 2t_n \theta \cdot B_{t_n})^{1/2} > R_{t_n} \) if \( \theta \cdot B_{t_n} > 0 \). Let \( e_1, \ldots, e_d \) denote the standard orthonormal basis for \( \mathbb{R}^d \). For each \( t_n \), one can find at least one vector \( \theta \in \{ \pm e_k, k = 1, \ldots, d \} \) such that \( \theta \cdot B_{t_n} > 0 \) holds. Then, there must be at least one vector \( \theta \in \{ \pm e_k, k = 1, \ldots, d \} \) such that the relation \( \theta \cdot B_{t_n} > 0 \) holds for infinitely many \( t_n \). Therefore, there is a vector \( \theta \in \{ \pm e_k, k = 1, \ldots, d \} \) such that

\[
\max_{s \in [0, \epsilon]} (||B_s + \theta s|| - R_s) > 0, \quad \forall \epsilon > 0.
\]

By Girsanov’s theorem, for \( \theta \in \mathbb{R}^d \), the laws of the processes \( Y^\theta_s := B_s + \theta s \) and \( B_s \) are mutually absolutely continuous, so

\[
P\left( \max_{s \in [0, \epsilon]} (||B_s|| - R_s) > 0, \quad \forall \epsilon > 0 \mid ||B_0|| = R_0 \right) > 0
\]

must also hold. By Blumenthal’s 0-1 law, this event must have probability 1 since it cannot have probability 0. This proves that (103) must hold.

Now we show that (103) contradicts (98). The statement (103) means that \( ||B_s|| \) exceeds \( R_s \) infinitely often as \( s \to 0 \). In other words, for any \( \epsilon > 0 \),

\[
P\left( \max_{s \in [0, \epsilon/2]} (||B_s|| - R_s) > 0 \mid ||B_0|| = R_0 \right) = 1.
\]

It follows that for any \( \epsilon > 0 \), there exists \( \delta > 0 \) such that

\[
P\left( \max_{s \in [\delta, \epsilon/2]} (||B_s|| - R_s) > \delta \mid ||B_0|| = R_0 \right) \geq \frac{2}{3}.
\]
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Hence for any $x \in \mathbb{R}^d$ such that $\|x\| - R_0 < \delta/2$,
\[
\mathbb{P}_x \left( \max_{s \in [0, \epsilon/2]} (\|B_s\| - R_s) > \delta/2 \right) \geq \frac{2}{3}.
\]
Since the function $R_s$ is uniformly continuous on $[0, \epsilon]$, there is $r_0 \in (0, \epsilon/2)$ small enough (depending on $\epsilon$ and $\delta$) such that for any $r \in [0, r_0]$, we have $\max_{s \in [0, \epsilon/2]} |R_s - R_{s+r}| < \delta/4$. This implies that for $r \leq r_0$ and $x \in \mathbb{R}^d$ such that $\|x\| - R_0 < \delta/2$,
\[
\mathbb{P}_x \left( \max_{s \in [0, \epsilon/2]} (\|B_s\| - R_{s+r}) > \delta/4 \right) \geq \frac{2}{3}.
\] (104)

Because $u(\cdot, r)$ converges weakly to $\mu_0$ as $r \to 0$, and because we assumed that $\mu_0(\{\|x\| = R_0\}) = m > 0$, we have that for $r_0$ small enough,
\[
\inf_{r \in [0, r_0]} \int_{\{\|x\| - R_0 < \delta/2\}} u(x, r) \, dx \geq \frac{m}{2}.
\]

Therefore, for any $r \in (0, r_0]$, the integral in (98) can be bounded below by writing
\[
\int_{\mathbb{R}^d} u(x, r) \mathbb{P}(\tau_r < \epsilon \mid B_r = x) \, dx \geq \frac{m}{2} \inf_{\|x\| - R_0 < \delta/2} \mathbb{P}(\tau_r < \epsilon \mid B_r = x)
\]
\[
\geq \frac{m}{2} \inf_{\|x\| - R_0 < \delta/2} \mathbb{P}(\tau_r < \frac{\epsilon}{2} + r \mid B_r = x)
\] (105)

because $r \leq r_0 < \epsilon/2$. By the definition of $\tau_r$ in (88),
\[
\mathbb{P}(\tau_r < \frac{\epsilon}{2} + r \mid B_r = x) = \mathbb{P}(\|B_{r+s}\| \geq R_{r+s} \text{ for some } s \in (0, \epsilon/2) \mid B_r = x)
\]
\[
= \mathbb{P}_x \left( \|B_s\| \geq R_{r+s} \text{ for some } s \in (0, \epsilon/2) \right)
\]
\[
\geq \mathbb{P}_x \left( \max_{s \in [0, \epsilon/2]} (\|B_s\| - R_{r+s}) > 0 \right).
\]

In particular, this is bounded below by (104) and we have that
\[
\inf_{\|x\| - R_0 < \delta/2} \mathbb{P}(\tau_r < \frac{\epsilon}{2} + r \mid B_r = x) \geq \inf_{\|x\| - R_0 < \delta/2} \mathbb{P}_x \left( \max_{s \in [0, \epsilon/2]} (\|B_s\| - R_{s+r}) > \delta/4 \right) \geq \frac{2}{3}.
\]

Returning to (105), we now see that
\[
\int_{\mathbb{R}^d} u(x, r) \mathbb{P}(\tau_r < \epsilon \mid B_r = x) \, dx \geq \frac{m}{3}
\]
holds for all $r \in (0, r_0]$. Letting $r \to 0$ and then $\epsilon \to 0$, this contradicts (98). We conclude that (99) holds, which, together with (97) and (98), completes the proof of Proposition 6.3.

6.2 Proof of Proposition 6.1

Suppose that $v$ solves the obstacle problem (8) with the non-decreasing initial condition $v_0$ given by (84). For $t > 0$, let $R_t = \inf\{x : v(x, t) = 1\}$, and let $R_0 = \lim_{t \searrow 0} R_t$. Define the function
\[
\tilde{u}(y, t) = \frac{1}{d \omega_d \|y\|^{d-1}} \partial_y v(\|y\|, t) \geq 0, \quad y \in \mathbb{R}^d \setminus \{0\}, \ t > 0,
\] (106)
and $\tilde{u}(0, t) = \lim_{y \to 0} \tilde{u}(y, t)$ for $t > 0$, where $\omega_d = |\mathcal{B}(1)|$, so that $d \omega_d = |\partial \mathcal{B}(1)|$ is the $(d - 1)$-dimensional measure of the unit sphere in dimension $d$. (We shall show below that $\tilde{u}(0, t)$ is well-defined.) Observe that the function $y \mapsto \tilde{u}(y, t)$ has rotational symmetry; as our analysis
will show, this function is a symmetrization of the desired solution $u$. Therefore, it will be convenient to define a symmetrization operator, as follows.

Let $C_b = C_b(\mathbb{R}^d)$ denote the space of continuous and bounded functions $f : \mathbb{R}^d \to \mathbb{R}$. We define the symmetrization map $\Gamma : C_b \to C_b$ by $\Gamma f(0) = f(0)$ and

$$\Gamma f(x) = \int_{\partial B(\|x\|)} f(y) \, dS(y), \quad x \in \mathbb{R}^d, \quad x \neq 0.$$  

That is, the symmetrized function $\Gamma f(x)$ is the average of $f$ over the sphere of radius $\|x\|$. By duality, this map on $C_b$ induces a map $\Gamma^*$ on probability measures: given a probability measure $\mu$ on $\mathbb{R}^d$, let $\Gamma^* \mu$ denote the probability measure defined by

$$\int_{\mathbb{R}^d} f(x) \Gamma^* \mu(dx) = \int_{\mathbb{R}^d} \Gamma f(x) \mu(dx), \quad \forall \ f \in C_b(\mathbb{R}^d).$$  

(107)

The probability measure $\Gamma^* \mu$ is the unique measure which is invariant under any orthogonal transformation of $\mathbb{R}^d$ and which satisfies

$$\Gamma^* \mu(B(r)) = \mu(B(r)), \quad \forall r > 0.$$  

If $\mu(dx)$ has a density with respect to Lebesgue measure, $\mu(dx) = h(x) \, dx$, then $\Gamma^* \mu$ has the density $\Gamma h$.

Given the probability measure $\mu_0$, define $\tilde{\mu}_0 = \Gamma^* \mu_0$, the symmetrized initial measure. Recalling (84), we have

$$v_0(x) = \mu_0(B(x)) = \tilde{\mu}_0(B(x))$$  

for all $x > 0$.

**Lemma 6.6.** The function $\tilde{u}$ is well-defined at $y = 0$ and satisfies the PDE (85a), the boundary condition (85b), the continuity condition (85d), and the mass constraint (86). Moreover, $\tilde{u}$ satisfies the initial condition (85c) with the symmetrized initial measure $\tilde{\mu}_0$, and $\tilde{u}$ is given by the representation

$$\tilde{u}(y,t) = e^t \int_{\mathbb{R}^d} \tilde{\rho}_0(dx) \tilde{\rho}_1(x,y) \quad \text{for } y \in \mathbb{R}^d \text{ and } t > 0,$$  

(108)

where $\rho_1(x,y)$ is defined in (80). If $\|y\| < R_t$, then $\tilde{u}(y,t) > 0$.

The proof of Lemma 6.6 will use the following technical lemma.

**Lemma 6.7.** Let $\{\mu_t(dy)\}_{t \geq 0}$ be a family of probability measures on $\mathbb{R}^d$, and let

$$v(x,t) = \mu_t(B(x)), \quad x \geq 0, \quad t \geq 0$$  

be the radial distribution functions. If $v(x,t) \to v(x,0)$ in $L^1_{\text{loc}}$ as $t \searrow 0$, then $\Gamma^* \mu_t \to \Gamma^* \mu_0$ weakly as $t \searrow 0$.

**Proof of Lemma 6.7.** For $t \geq 0$, let $\tilde{\mu}_t = \Gamma^* \mu_t$ denote the symmetrized measure on $\mathbb{R}^d$. We must show that

$$\lim_{t \to 0} \int_{\mathbb{R}^d} f(y) \tilde{\mu}_t(dy) - \int_{\mathbb{R}^d} f(y) \tilde{\mu}_0(dy) = 0$$  

holds for any continuous and bounded function $f$ on $\mathbb{R}^d$. Because of the rotational symmetry of $\tilde{\mu}_t$, it suffices to assume that $f$ has the form $f(y) = g(\|y\|)$, where $g : [0, \infty) \to \mathbb{R}$ is continuous and bounded. Then,

$$\int_{\mathbb{R}^d} g(\|y\|) \tilde{\mu}_t(dy) - \int_{\mathbb{R}^d} g(\|y\|) \tilde{\mu}_0(dy) = \int_{[0, \infty)} g(r) \eta_t(dr) - \int_{[0, \infty)} g(r) \eta_0(dr)$$  
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where \( \eta_t(dy) = M_{\#}(\tilde{\mu}_t(dy)) \) is the push-forward of the measure \( \tilde{\mu}_t(dy) \) on \( \mathbb{R}^d \) under the map \( M : \mathbb{R}^d \to [0, \infty) \) defined by \( M(y) = \|y\| \). That is, \( \eta_t(C) = \tilde{\mu}_t(x \in \mathbb{R}^d : \|x\| \in C) \) for all Borel sets \( C \subseteq [0, \infty) \). Thus, \( \eta_t \) is a family of probability measures on \( [0, \infty) \), and \( v(r, t) = \eta((0, r)) \) for all \( r \geq 0 \). Since \( v(r, t) \) is non-decreasing in \( r \) for all \( t \geq 0 \), the convergence of \( v(\cdot, t) \) to \( v(\cdot, 0) \) in \( L^1_{\text{loc}} \) implies that if \( r \) is any point of continuity for \( v(r, 0) \), then pointwise convergence \( v(r, t) \to v(r, 0) \) must hold at \( r \), as \( t \to 0 \). Therefore, by the Portmanteau theorem (see Chapter 1, Section 2 of [Bil99]), \( \eta_t \to \eta_0 \) weakly as \( t \to 0 \). Hence,

\[
\lim_{t \to 0} \int_{(0,\infty)} g(r) \eta_t(dr) - \int_{(0,\infty)} g(r) \eta_0(dr) = 0
\]
as desired. \( \square \)

**Proof of Lemma 6.6.** Since \( R_t > 0 \) for \( t > 0 \) by Proposition 4.13, the continuity (85d) of \( \tilde{u} \) at the boundary \( \|y\| = R_t \) for \( t > 0 \) follows from Lemma 4.14. Since \( \partial_v v(x, t) = 0 \) for \( x \geq R_t \) and \( t > 0 \), \( \tilde{u} \) satisfies the boundary condition (85b). By Proposition 4.10, \( v(x, t) \) is a smooth function on \( \{x, t) : 0 < x < R_t, t > 0\} \); hence \( \tilde{u} \) is smooth on \( \{y, t) \in \mathbb{R}^d \times (0, \infty) : 0 < \|y\| < R_t\} \) and satisfies the PDE (85a) there. We claim that \( \tilde{u} \) is well-defined at \( y = 0 \) for all \( t > 0 \) and satisfies the PDE (85a) at \( y = 0 \), as well. To see this, suppose that \( R_t > \epsilon > 0 \) for \( t \in [t_1, t_2] \), for some \( t > 0 \). Let \( \tilde{u} \) solve the PDE (85a) on the fixed cylindrical domain \( \|y\| < \epsilon \times [t_1, t_2] \) with boundary condition \( \tilde{u}(y, t) = \tilde{u}(y, t) \) on the parabolic boundary of \( \{\|y\| < \epsilon \times [t_1, t_2] \} \). This boundary condition is continuous, except possibly at the single point \((0, t_1)\). Nevertheless, the initial condition \( y \mapsto \tilde{u}(y, t_1) \) is in \( L^\infty(B(\epsilon)) \), due to (106) and (49). It follows that the function

\[
\tilde{v}(x, t) = \int_{B(\epsilon)} \tilde{u}(y, t) \, dy
\]
satisfies the same linear PDE as \( v(x, t) \) satisfies on the domain \( 0 < x < \epsilon \times [t_1, t_2] \), with the same initial condition and boundary condition (Neumann at \( x = \epsilon \), Dirichlet at \( x = 0 \)). Specifically, the function \( \phi(x, t) = e^{-t}(v - \tilde{v}) \) satisfies

\[
\begin{align*}
\partial_t \phi &= \partial_x^2 \phi - \frac{d-1}{x} \partial_x \phi, \quad x \in (0, \epsilon), \ t \in [t_1, t_2], \\
\phi(0, t) &= 0, \quad t \in [t_1, t_2], \\
\partial_x \phi(\epsilon, t) &= 0, \quad t \in [t_1, t_2], \\
\phi(x, t_1) &= 0, \quad x \in [0, \epsilon].
\end{align*}
\]

This problem has a unique solution: \( \phi \equiv 0 \). Indeed, multiplying the PDE (which has the form \( \partial_t \phi = x^{d-1} \partial_x x^{-(d-1)} \partial_x \phi) \) by \( x^{-(d-1)} \phi \) and integrating by parts in \( x \), one derives:

\[
\partial_t \int_0^x x^{-(d-1)} \phi^2(x, t) \, dx = -2 \int_0^x x^{-(d-1)} (\partial_x \phi(x, t))^2 \, dx \leq 0, \quad t \in [t_1, t_2].
\]

The integration by parts is justified since \( \partial_x v(x, t) = \mathcal{O}(x^{d-1}) \) as \( x \to 0 \), uniformly over \( t \in [t_1, t_2] \); indeed, as \( \tilde{u} \) is bounded we have \( \partial_x \tilde{u}(x, t) = \mathcal{O}(x^{d-1}) \), and (49) in Proposition 4.8 gives us that \( \partial_x \tilde{v}(x, t) = \mathcal{O}(x^{d-1}) \). This inequality shows that \( \int_0^x x^{-(d-1)} \phi^2 \, dx \) is non-increasing in \( t \). Since \( x^{-(d-1)} \phi^2 \) is non-negative and \( \phi(\cdot, t) \equiv 0 \), this implies \( \phi \equiv 0 \) on \( [0, \epsilon] \times [t_1, t_2] \). Hence \( \tilde{v} \) and \( v \) coincide on this domain. Thus, \( \tilde{u} \) coincides with \( \tilde{u} \) on \( \|y\| < \epsilon \times [t_1, t_2] \); in particular, \( \tilde{u} \) is well-defined at \( y = 0 \), \( t > 0 \) by continuity, and it is a solution to (85a) also at \( y = 0 \), \( t > 0 \). The fact that \( \tilde{u} \) satisfies the mass constraint (86) follows immediately from integration over \( B(R_t) \) and the fact that \( v(R_t, t) = 1 \) for \( t > 0 \). Since \( v(\cdot, t) \to v_0(\cdot) \) in \( L^1_{\text{loc}} \) as \( t \to 0 \), the fact that (85c) holds with the initial condition \( \tilde{\mu}_0 \) is an immediate consequence of Lemma 6.7, applied to the family of measures \( \mu_t(dy) = \tilde{u}(y, t) \, dy \) which are invariant under rotation (i.e. \( \Gamma^x \mu_t = \mu_t \)).

In view of these properties of \( \tilde{u} \), Proposition 6.3 implies that \( \tilde{u} \) must be given by the representation (108). The statement that \( \tilde{u}(y, t) > 0 \) if \( \|y\| < R_t \) is an immediate consequence of the strong maximum principle, as in the proof of Lemma 6.2. \( \square \)
The fact that \( \tilde{u} \) as defined in (106) satisfies the Dirichlet boundary condition at \( \|y\| = R_t \) will be useful in proving the following lemma, which is needed to show that \( u \) as defined in (83) satisfies the boundary condition (85b). Let us define the space-time domains

\[
D = \{(x,t) : t > 0, \|x\| < R_t\},
\]

and, for \( 0 < a < b \),

\[
D_{a,b} = \{(x,t) : t \in (a,b), \|x\| < R_t\}.
\]

Recall from (89) that for \( t > 0 \),

\[
\tau' = \inf\{s \in (0,t) : \|B_s\| \geq R_{t-s}\}.
\]

Recall that \( \mathbb{P}_y \) is the Wiener measure under which \( B \) is a Brownian motion with \( B_0 = y \). Under \( \mathbb{P}_y \), the stopping time \( \tau' \) is the time when the Brownian path hits the moving boundary \( R \), moving backwards in time from the point \((y,t)\).

The following result says that under \( \mathbb{P}_y \), \( \tau' \to 0 \) in probability as \((y,t)\) approaches any boundary point \((y_*,t_*)\) with \( t_* > 0 \).

**Lemma 6.8.** Let \((y_*,t_*) \in \partial D \) with \( t_* > 0 \). Then for all \( t_1 \in (0,t^*) \),

\[
\mathbb{P}_y(\tau'_t \geq t - t_1) \to 0 \quad \text{as } (y,t) \to (y_*,t_*).
\]

**Proof.** Let \( \varepsilon \in (0,R_{t_1}/2) \). We start with the following simple bound: for \( y \in \mathbb{R}^d \) and \( t > t_1 \), by the continuity of \( R \) and the almost sure continuity of Brownian motion,

\[
\mathbb{P}_y(\tau'_t \geq t - t_1) \leq \mathbb{P}_y(\|B_{t-t_1}\| - R_{t_1} \in (-\varepsilon,0]) + \mathbb{P}_y(\|B_{t-t_1}\| \leq R_{t_1} - \varepsilon, \tau'_t \geq t - t_1).
\]

Assuming \( t > (t_* + t_1)/2 \), we have that \( t - t_1 \geq (t_* + t_1)/2 > 0 \), and the first term on the right hand side is bounded by

\[
\sup_{y \in \mathbb{R}^d} \mathbb{P}_y(\|B_{t-t_1}\| - R_{t_1} \in (-\varepsilon,0]) \leq \frac{1}{(4\pi(t-t_1))^{d/2}} \omega_d[R_{t_1}^d - (R_{t_1} - \varepsilon)^d] = O(\varepsilon)
\]

as \( \varepsilon \to 0 \), where \( \omega_d \) is the volume of the \( d \)-dimensional unit ball. This shows that for any \( \delta > 0 \), we may choose \( \varepsilon > 0 \) small enough (independent of \( y \) and \( t \)) so that

\[
\mathbb{P}_y(\tau'_t \geq t - t_1) \leq \delta + \mathbb{P}_y(\|B_{t-t_1}\| \leq R_{t_1} - \varepsilon, \tau'_t \geq t - t_1)
\]
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holds as \((y,t) \to (y_*,t_*)\).

By Lemma 6.6, the function \( \tilde{u}(x,s) \) is continuous on the closed set \( \overline{D_{t_1,t}} \) (recall (110)), satisfies \( \partial_s \tilde{u} = \Delta \tilde{u} + \tilde{u} \) in \( D_{t_1,t} \), and satisfies \( \tilde{u}(y,s) = 0 \) for \( s > 0, \|y\| \geq R_s \). Applying the usual Feynman-Kac formula to \( \tilde{u} \) in this region, we have that for \( \|y\| < R_t \),

\[
\tilde{u}(y,t) = e^{t-t_1} \mathbb{E}_y \left[ \tilde{u}(B_{t-t_1},t_1) \mathbb{I}_{\{\tau'_{t_1} \geq t-t_1\}} \right],
\]

since \( \tilde{u} \) vanishes on the spatial boundary of the domain. In particular,

\[
\tilde{u}(y,t) \geq e^{t-t_1} \mathbb{P}_y(\|B_{t-t_1}\| \leq R_{t_1} - \varepsilon, \tau'_t \geq t - t_1) \inf_{\|x\| \leq R_{t_1} - \varepsilon} \tilde{u}(x,t_1).
\]

By Lemma 6.6, \( x \mapsto \tilde{u}(x,t_1) \) is positive on the compact set \( \{x \in \mathbb{R}^d : \|x\| \leq R_{t_1} - \varepsilon\} \). Hence

\[
\inf_{\|x\| \leq R_{t_1} - \varepsilon} \tilde{u}(x,t_1) > 0.
\]

Therefore, since \( \tilde{u}(y,t) \to 0 \) as \((y,t) \to (y_*,t_*) \in \partial D \), we conclude that

\[
\lim_{(y,t) \to (y_*,t_*)} \mathbb{P}_y(\|B_{t-t_1}\| \leq R_{t_1} - \varepsilon, \tau'_t \geq t - t_1) = 0.
\]

This, together with (111), implies the desired result, since \( \delta > 0 \) is arbitrary.
The following lemma will be useful in proving that the function \( u \) as defined in (83) satisfies the mass constraint (86). Recall the definition of \( \tau \) in (79).

**Lemma 6.9.** For \( \mu_0 \)-almost every \( x \),

\[
\lim_{t \to 0} \int_{\mathbb{R}^d} \rho_1(x, y) \, dy = \mathbb{P}_x(\tau > 0) = 1.
\]

The interesting case of this lemma is when \( ||x|| = R_0 \); it is possible that \( \mu_0(\{ x : ||x|| = R_0 \}) > 0 \).

**Proof.** Define \( m(x, t) = \int_{\mathbb{R}^d} \rho_1(x, y) \, dy \) for \( x \in \mathbb{R}^d \) and \( t > 0 \), and observe that

\[
m(x, t) = \mathbb{P}_x(\tau \geq t),
\]

by the definition of \( \rho_1(x, \cdot) \) in (80). In particular, \( t \mapsto m(x, t) \) is non-increasing, so \( m(x, t) \) has a well-defined limit as \( t \to 0 \):

\[
m(x, 0) := \lim_{t \to 0} m(x, t) = \mathbb{P}_x(\tau > 0).
\]

Since, by Lemma 6.6, \( \tilde{u} \) satisfies the mass constraint (86), and then by the representation of \( \tilde{u} \) in (108) and Fubini’s theorem, we know that for \( t > 0 \),

\[
1 = \int_{\mathbb{R}^d} \tilde{u}(y, t) \, dy = e^t \int_{\mathbb{R}^d} \tilde{\mu}_0(\, dx \, ) \left( \int_{\mathbb{R}^d} \rho_1(x, y) \, dy \right) = e^t \int_{\mathbb{R}^d} \tilde{\mu}_0(\, dx \, ) \, m(x, t).
\]

By the monotone convergence theorem, it follows that

\[
\int_{\mathbb{R}^d} \tilde{\mu}_0(\, dx \, ) \, m(x, 0) = 1.
\]

Since \( m(x, 0) \leq 1 \) and \( \tilde{\mu}_0(\mathbb{R}^d) = 1 \), we conclude that \( m(x, 0) = 1 \) must hold \( \tilde{\mu}_0 \)-almost everywhere. By the definition of \( \tilde{\mu}_0 = \Gamma^* \mu_0 \), the result follows. \( \Box \)

We are now ready to prove Proposition 6.1.

**Proof of Proposition 6.1.** **Step 1:** Our first task is to show that (85a) holds, at all points \( (y, t) \in D \), where \( D \) is the space-time domain defined in (109). Consider the function

\[
w(y, t) = e^{-t} u(y, t) = \int_{\mathbb{R}^d} \mu_0(\, dx \, ) \rho_1(x, y) \quad \text{for} \quad y \in \mathbb{R}^d, \quad t > 0.
\]

Recalling the definitions of \( \rho_1(x, y) \) in (80) and of the stopping time \( \tau \) in (79), we have for any continuous function \( f : \mathbb{R}^d \to \mathbb{R} \),

\[
\int_{\mathbb{R}^d} f(y) w(y, t) \, dy = \mathbb{E}_{\mu_0} \left[ f(B_t) \mathbb{1}_{\{ \tau \geq t \}} \right].
\]

We claim that for any \( t_* > 0 \) and any function \( (y, t) \mapsto \phi(y, t) \) which is smooth and compactly supported in the region \( D \cap \{ (x, t) : t \leq t_* \} \),

\[
\int_{\mathbb{R}^d} \phi(y, t_*) w(y, t_*) \, dy = \int_0^{t_*} \int_{\mathbb{R}^d} (\partial_t \phi + \Delta \phi)(y, t) w(y, t) \, dy \, dt.
\]

The left hand side of (113) is:

\[
\int_{\mathbb{R}^d} \phi(y, t_*) w(y, t_*) \, dy = \mathbb{E}_{\mu_0} \left[ \phi(B_{t_*}, t_*) \mathbb{1}_{\{ \tau \geq t_* \}} \right]
\]
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This establishes (113) is:

\[
\int_0^{t_2} \int_{\mathbb{R}^d} (\partial_t \phi + \Delta \phi)(y, t) w(y, t) \, dy \, dt = \mathbb{E}_\mu \left[ \int_0^{t_2} (\partial_t \phi + \Delta \phi)(B_t, t) \mathbb{I}_{\{r \geq t\}} \, dt \right] = \mathbb{E}_\mu \left[ \int_0^{t_2 \wedge \tau} (\partial_t \phi + \Delta \phi)(B_t, t) \, dt \right] = \mathbb{E}_\mu \left[ \phi(B_{t_2 \wedge \tau}, t_2 \wedge \tau) - \phi(B_0, 0) \right].
\]

Since \( \phi = 0 \) on \( \partial D \), we conclude that

\[
\int_0^{t_2} \int_{\mathbb{R}^d} (\partial_t \phi + \Delta \phi)(y, t) w(y, t) \, dy \, dt = \mathbb{E}_\mu \left[ \phi(B_{t_2}, t_2 \wedge \tau) \mathbb{I}_{\{t \geq t_2\}} \right].
\]

This establishes (113).

The condition (113) implies that the function \( w \in L^\infty_{\text{loc}}(D) \) is actually a smooth function within \( D \) and is a classical solution to \( \partial_t w = \Delta w \) in \( D \). This follows by a standard argument, as follows (for example, this is a particular case of the argument in [JKO98], starting at equation (51) therein). Fix \((x_1, t_1) \subset D\), and take \( r > 0 \) small enough that \( C_r(x_1, t_1) \subset D \), where \( C_r \) is the parabolic cylinder

\[
C_r(x_1, t_1) = \{(x, t) : ||x - x_1|| < r, \ t - t_1 < r^2\}.
\]

Let \( \chi : D \to [0, 1] \) be a smooth cut-off function that vanishes outside \( C_{3r}(x_1, t_1) \), such that \( \chi = 1 \) on \( C_{2r}(x_1, t_1) \). Let \((x_2, t_2) \in C_r(x_1, t_1)\). Recall the definition of the transition density \( \Phi \) in (82). For \( \delta > 0 \), the function

\[
\phi_\delta(y, t) = \chi(y, t) \Phi(y, t, x_2, t_2 + \delta)
\]

is smooth and compactly supported on \( D \cap \{(x, t) : t \leq t_2\} \). Using this test function in (113), and using the fact that \((\partial_t + \Delta_y)\Phi(y, t, x_2, t_2 + \delta) = 0 \) for \( t \leq t_2 \) and \( y \in \mathbb{R}^d \), we obtain

\[
\int_{\mathbb{R}^d} \phi_\delta(y, t_2) w(y, t_2) \, dy = \int_0^{t_2} \int_{\mathbb{R}^d} \left[ w(\partial_t \chi + \Delta \chi) \Phi(y, t, x_2, t_2 + \delta) + 2w \nabla \chi \cdot \nabla y \Phi(y, t, x_2, t_2 + \delta) \right] \, dy \, dt.
\]

Recall from (81) and the definition of \( w \) in (112) that \( w(y, t) \leq (4\pi t)^{-d/2} \) for \( y \in \mathbb{R}^d \), \( t > 0 \). Hence the functions \( w(\partial_t \chi + \Delta \chi) \) and \( 2w \nabla \chi \), which do not depend on \((x_2, t_2)\), are bounded, compactly supported, and vanish on \( C_{2r}(x_1, t_1) \) since \( \chi = 1 \) on that set. Moreover, the kernels \( \Phi(y, t, x_2, t_2 + \delta) \) and \( \nabla y \Phi(y, t, x_2, t_2 + \delta) \) are bounded uniformly with respect to \((x_2, t_2) \in C_r(x_1, t_1), \ \delta \geq 0, \) and \((y, t) \in (\mathbb{R}^d \times [0, t_2]) \setminus C_{2r}(x_1, t_1)\). Then, letting \( \delta \searrow 0 \), this implies that for each \( t_2 \) and almost every \( x_2 \) such that \((x_2, t_2) \in C_r(x_1, t_1)\), we have the identity

\[
w(x_2, t_2) = \int_{(\mathbb{R}^d \times [0, t_2]) \setminus C_{2r}(x_1, t_1)} \left[ w(\partial_t \chi + \Delta \chi) \Phi(y, t, x_2, t_2) + 2w \nabla \chi \cdot \nabla y \Phi(y, t, x_2, t_2) \right] \, dy \, dt.
\]

This integral expression varies smoothly with \((x_2, t_2) \in C_r(x_1, t_1)\), which shows that \( w \) has a version which is infinitely differentiable at \((x_2, t_2)\). Thus, \( w \) is smooth on a neighbourhood of the arbitrarily chosen \((x_1, t_1) \in D\), and hence everywhere in \( D \). Returning to (113), we can now integrate by parts, to conclude that

\[
0 = \int_0^{\infty} \int_{\mathbb{R}^d} \phi(y, t)(\partial_t w - \Delta w)(y, t) \, dy \, dt
\]

holds for any \( \phi \in C_c^\infty(D) \). This implies \( \partial_t w - \Delta w = 0 \) inside \( D \).
**Step 2:** Next, we argue that the initial condition (85c) holds. Let $\phi : \mathbb{R}^d \to \mathbb{R}$ be any bounded Lipschitz continuous function. Then for $t > 0$,

$$
\int_{\mathbb{R}^d} u(y,t)\phi(y) \, dy - \int_{\mathbb{R}^d} \phi(y) \mu_0(dy) = \int_{\mathbb{R}^d} \mu_0(dx) \left( \int_{\mathbb{R}^d} e^t \rho_t(x,y) \phi(y) \, dy - \phi(x) \right)
$$

$$
= \int_{\mathbb{R}^d} \mu_0(dx) \left( \int_{\mathbb{R}^d} e^t \rho_t(x,y) \left[ \phi(y) - \phi(x) \right] \, dy \right)
$$

$$
+ \int_{\mathbb{R}^d} \mu_0(dx) \phi(x) \left( \int_{\mathbb{R}^d} e^t \rho_t(x,y) \, dy - 1 \right).
$$

Using (81), we observe that

$$
\left| \int_{\mathbb{R}^d} \mu_0(dx) \left( \int_{\mathbb{R}^d} e^t \rho_t(x,y) \left[ \phi(y) - \phi(x) \right] \, dy \right) \right| \leq \|\phi\|_{\text{Lip}} \int_{\mathbb{R}^d} \mu_0(dx) \left( \int_{\mathbb{R}^d} \rho_t(x,y) \|y - x\| \, dy \right)
$$

$$
\leq \|\phi\|_{\text{Lip}} \int_{\mathbb{R}^d} \frac{1}{(4\pi t)^d/2} e^{-\frac{|y|^2}{4t}} \|y\| \, dy
$$

$$
\leq \|\phi\|_{\text{Lip}} e^t C_d \sqrt{t}
$$

for some constant $C_d < \infty$. Note that for $x, y \in \mathbb{R}^d$ and $t > 0$, $\int_{\mathbb{R}^d} \rho_t(x,y) \, dy \leq 1$. Hence, using Lemma 6.9 and the dominated convergence theorem, we also obtain

$$
\left| \int_{\mathbb{R}^d} \mu_0(dx) \phi(x) \left( \int_{\mathbb{R}^d} e^t \rho_t(x,y) \, dy - 1 \right) \right| \leq \|\phi\|_{L^\infty} \int_{\mathbb{R}^d} \mu_0(dx) \int_{\mathbb{R}^d} e^t \rho_t(x,y) \, dy - 1 \to 0
$$

as $t \to 0$. Therefore,

$$
\lim_{t \to 0} \left| \int_{\mathbb{R}^d} u(y,t)\phi(y) \, dy - \int_{\mathbb{R}^d} \phi(y) \mu_0(dy) \right| = 0
$$

holds for any bounded Lipschitz function $\phi$. This proves (85c).

**Step 3:** We have already established that $u$ is smooth at points $(y,t)$ where $t > 0$ and $\|y\| < R_t$. Next, we show that for every $t_0 > 0$ and $y_0 \in \mathbb{R}^d$ with $\|y_0\| = R_{t_0}$,

$$
\lim_{(y,t) \to (y_0,t_0)} u(y,t) = 0,
$$

from which the continuity condition (85d) and the boundary condition (85b) follow. For $0 < s < t$, from the Markov property and the definition of $p(x,s,y,t)$ in (87), we have that

$$
u(y,t) = e^t \int_{\mathbb{R}^d} \mu_0(dx') \int_{\mathbb{R}^d} dx' \rho_s(x',x)p(x,s,y,t)
$$

$$
= e^{t-s} \int_{\mathbb{R}^d} u(x,s)p(x,s,y,t) \, dx.
$$

For $s > 0$, $t \mapsto R_t$ is continuous on $[s, \infty)$ and, using (81), $x \mapsto u(x,s)$ is a bounded, measurable function. So, Lemma 6.5 with $g(x) = u(x,s)$ implies that

$$
u(y,t) = e^{t-s} \mathbb{E}_y \left[ u(B_{t-s},s) I_{\{t' \geq t-s\}} \right]
$$

(115)

for all a.e. $y \in \mathbb{R}^d$. Since $u$ is smooth on the domain $D$, it follows that (115) holds for all $y \in \mathbb{R}^d$ with $\|y\| < R_t$. Fix $s \in (0,t_0)$. Then by Lemma 6.8 (with $t_1 = s$), we have that

$$
\mathbb{E}_y \left[ I_{\{t' \geq t-s\}} \right] \to 0 \text{ as } (y,t) \to (y_0,t_0).
$$

Since $y \mapsto u(y,s)$ is bounded, it follows that

$$
\lim_{(y,t) \to (y_0,t_0)} \mathbb{E}_y \left[ u(B_{t-s},s) I_{\{t' \geq t-s\}} \right] = 0.
$$

Thus, (114) must hold.
Step 4: Finally, we argue that $u$ satisfies the mass constraint (86). For $t > 0$, by Lemma 6.6, and then since $\rho_t(x, \mathbb{R}^d) = \rho_t(x', \mathbb{R}^d)$ if $\|x\| = \|x'\|$, and since $\tilde{\mu}_0 = \Gamma^* \mu_0$,

$$1 = \int_{\mathbb{R}^d} \tilde{u}(y, t) \, dy = e^t \int_{\mathbb{R}^d} \tilde{\mu}_0(dx) \rho_t(x, \mathbb{R}^d)$$

$$= e^t \int_{\mathbb{R}^d} \mu_0(dx) \rho_t(x, \mathbb{R}^d)$$

$$= \int_{\mathbb{R}^d} u(y, t) \, dy.$$  

This establishes (86).

The proof of Proposition 6.1 is now complete. □

Remark 6.10. If $u$ solves the free boundary problem (1), then the Chapman-Kolmogorov equation and the fact that $\int_{\mathbb{R}^d} u(x, s) \, dx = 1$ implies that for any $s > 0$ and $t \in [1, 2]$,

$$u(y, s + t) = e^t \int_{\mathbb{R}^d} u(x, s)p(x, y, s + t) \, dx \leq e^2 \int_{\mathbb{R}^d} u(x, s)\Phi(x, s, y, s + t) \, dx \leq \frac{e^2}{(4\pi)^{d/2}}.$$  

This implies that $u$ is bounded by $\|u(\cdot, t)\|_{L^\infty} \leq \frac{e^2}{(4\pi)^{d/2}}$ for all $t \geq 1$.

7 Proof of Theorem 1.2: Convergence to the steady state for $u$

Let $(u, R)$ solve the free boundary problem (1) with initial condition $\mu_0$. For $t > 0$ and $x \geq 0$, let

$$v(x, t) = \int_{B(x)} u(y, t) \, dy.$$  

By Lemma 6.6, $v$ solves the obstacle problem (8) with the initial condition $v_0(x) = \mu_0(B(x))$. Also by Lemma 6.6, $R_t = \inf\{x : v(x, t) = 1\}$ for all $t > 0$. We have already proved Theorem 2.2, which shows that $R_t \to R_\infty$ and $v(\cdot, t) \to V(\cdot)$ uniformly as $t \to \infty$. Hence, for any $x \geq 0$,

$$\int_{B(x)} u(y, t) \, dy \to V(x) \quad \text{as} \quad t \to \infty.$$  

However, this does not immediately imply $u(\cdot, t) \to U(\cdot)$.

We now prove Theorem 1.2 in several steps.

Step 1: Let $\tilde{\mu}_0 = \Gamma^* \mu_0$ denote the symmetrized initial condition (recall (107)). Then by Lemma 6.6, the function

$$\tilde{u}(y, t) = (\Gamma u)(y, t) = e^t \int_{\mathbb{R}^d} \tilde{\mu}_0(dx) \rho_t(x, y)$$

satisfies the free boundary problem (1), but with symmetrized initial condition $\tilde{\mu}_0$. Moreover,

$$v(x, t) = \int_{B(x)} \tilde{u}(y, t) \, dy, \quad x > 0, \ t > 0,$$

and, by (106), for $y \in \mathbb{R}^d \setminus \{0\}$ and $t > 0$, $\tilde{u}(y, t) = \frac{1}{\omega_d ||y||^{d-1}} \partial_y v(||y||, t)$. The fact that $v(\cdot, t) \to V(\cdot)$ in $L^1_{\text{loc}}$ as $t \to \infty$ implies, by Lemma 6.7, that $\tilde{u}(\cdot, t) \to U(\cdot)$ weakly as measures on $\mathbb{R}^d$, as $t \to \infty$. We claim that this convergence holds in $L^\infty$. Since Remark 6.10 applies to $\tilde{u}$, as well, we have that $\tilde{u}$ is bounded on $\mathbb{R}^d \times [1, \infty)$. Because $R_t > 0$ for $t > 0$ and $R_t \to R_\infty > 0$ as $t \to \infty$, we know that there exist $\epsilon > 0$ and $K < \infty$ such that $2\epsilon < R_t \leq K$ for all $t \geq 1$. Thus, $\tilde{u}$ is a bounded solution to $\partial_t \tilde{u} = \Delta \tilde{u} + \tilde{u}$ on the cylinder $B(2\epsilon) \times [1, \infty)$. By standard parabolic regularity estimates, $||\nabla \tilde{u}||$ is uniformly bounded over $B(\epsilon) \times [2, \infty)$. By Proposition 4.8, we
also know that the family of functions \( \{ \partial_x v(\cdot, t) \}_{t \geq 2} \) is uniformly bounded and equicontinuous; hence \( \{ \bar{u}(\cdot, t) \}_{t \geq 2} \) is equicontinuous on \( \{ \| y \| > \epsilon/2 \} \), as well. Combining these observations, we conclude that \( \{ \bar{u}(\cdot, t) \}_{t \geq 2} \) is a uniformly bounded and equicontinuous family of functions on \( \mathbb{R}^d \).

If \( \bar{u}(\cdot, t) \) does not converge uniformly to \( U \) as \( t \to \infty \), then, since \( R_t \leq K \) for all \( t \geq 1 \), there exist \( \delta > 0 \) and a diverging sequence of times \( \{ t_n \}_{n \geq 1} \) such that

\[
\sup_{x \in B(K)} |\bar{u}(x, t_n) - U(x)| > \delta
\]

for all \( n \). By the Arzelà–Ascoli Theorem, there must be a subsequence of times \( \{ t_{n_j} \} \) such that \( \bar{u}(\cdot, t_{n_j}) \) converges uniformly on \( B(K) \) to a limit. Since we already know that \( \bar{u}(\cdot, t) \to U \) weakly as measures, this limit must be \( U \), a contradiction. Thus, we conclude that \( \bar{u} \) converges uniformly to \( U \):

\[
\lim_{t \to \infty} \| \bar{u}(\cdot, t) - U(\cdot) \|_{L^\infty} = 0. \tag{116}
\]

Therefore, to prove that \( u(\cdot, t) \to U(\cdot) \) uniformly as \( t \to \infty \), it suffices to show that

\[
\lim_{t \to \infty} \| u(\cdot, t) - \bar{u}(\cdot, t) \|_{L^\infty} = 0.
\]

The two functions \( \bar{u} \) and \( u \) satisfy the same PDE and boundary condition, but with the initial measure \( \bar{\mu}_0 \) (for \( \bar{u} \)) being the symmetrization of the initial measure \( \mu_0 \) (for \( u \)). Hence, we must show that any solution of the free boundary problem becomes asymptotically spherically symmetric as \( t \to \infty \).

**Step 2:** For \( \epsilon > 0 \), let \( T_\epsilon \geq 1 \) be large enough so that \( |R_t - R_\infty| \leq \epsilon \) for all \( t \geq T_\epsilon \). Recall the definition of \( p(x, s, y, t) \) in (87). For any integer \( n \geq 1 \), by Proposition 6.3 and then by the Chapman-Kolmogorov equation, \( u \) and \( \bar{u} \) satisfy

\[
u(y, n + 1) - \bar{u}(y, n + 1) = e^n \int_{\mathbb{R}^d} \rho_n(x, y) - \int_{\mathbb{R}^d} \tilde{\mu}_0(dx) \rho_{n+1}(x, y) \]

\[
= e^1 \int_{\mathbb{R}^d} \left( e^n \int_{\mathbb{R}^d} \rho_n(x', x) - e^n \int_{\mathbb{R}^d} \tilde{\mu}_0(dx') \rho_{n+1}(x', x) \right) p(x, n, y, n + 1) \, dx \]

\[
= e^1 \int_{\mathbb{R}^d} \left[ u(x, n) - \bar{u}(x, n) \right] p(x, n, y, n + 1) \, dx. \tag{117}
\]

Recall that \( p(x, n, y, n + 1) \) is characterised by the relation

\[
\int_A p(x, n, y, n + 1) \, dy = P_x (B_1 \in A, \| B_t \| < R_{n+t} \forall t \in (0, 1)),
\]

for all Borel sets \( A \subseteq \mathbb{R}^d \). We now define the kernels \( p_1^+ (x, y) \) and \( p_1^- (x, y) \) by the relations

\[
\int_A p_1^+ (x, y) \, dy = P_x (B_1 \in A, \| B_t \| < R_{n+t} + \epsilon \forall t \in (0, 1))
\]

\[
\text{and} \quad \int_A p_1^- (x, y) \, dy = P_x (B_1 \in A, \| B_t \| < R_{n+t} - \epsilon \forall t \in (0, 1)) \tag{118}
\]

for all Borel sets \( A \subseteq \mathbb{R}^d \). Therefore, for \( n \geq T_\epsilon \geq 1 \), we have

\[
p_1^- (x, y) \leq p(x, n, y, n + 1) \leq p_1^+ (x, y) \tag{119}
\]

for all \( x, y \in \mathbb{R}^d \). (Note: \( p_1^+(x, y) = 0 \) for \( \| x \| > R_\infty + \epsilon \text{ or } \| y \| > R_\infty + \epsilon \).) From (117) we can now write the difference \( u - \bar{u} \) as

\[
u(y, n + 1) - \bar{u}(y, n + 1) = e^1 \int_{B(R_\infty + \epsilon)} [u(x, n) - \bar{u}(x, n)] p_1^+ (x, y) \, dx
\]

\[
+ e^1 \int_{B(R_\infty + \epsilon)} [u(x, n) - \bar{u}(x, n)] [p(x, n, y, n + 1) - p_1^+ (x, y)] \, dx. \tag{120}
\]
**Step 3:** Consider the first integral on the right hand side of (120): for \( y \in \mathbb{R}^d \), let
\[
W_n(y) = e^1 \int_{B(R_\infty + \epsilon)} [u(x, n) - \tilde{u}(x, n)] p_1^+(x, y) \, dx.
\]
We claim that there is a constant \( \alpha > 0 \) such that for \( \epsilon > 0 \) sufficiently small,
\[
\|W_n()\|_{L^2} \leq e^{-\alpha} \|u(\cdot, n) - \tilde{u}(\cdot, n)\|_{L^2} \tag{121}
\]
holds for all \( n \). By the definition of \( p_1^+ \), we observe that \( W_n(y) = e^1 w(y, n + 1) \) where for \( t \in [n, n + 1) \), \( w(y, t) \) is the unique solution to
\[
\begin{align*}
\partial_t w &= \Delta w, & \text{for } \|y\| < R_\infty + \epsilon, & t > n, \\
w(y, t) &= 0, & \text{for } \|y\| \geq R_\infty + \epsilon, & t \geq n, \\
w(y, n) &= u(y, n) - \tilde{u}(y, n), & \text{for } \|y\| < R_\infty + \epsilon.
\end{align*}
\]
(122) (123) (124)

The claim (121) is an immediate consequence of the following spectral-gap estimate:

**Lemma 7.1.** There exists \( \alpha > 0 \) such that for all \( \epsilon > 0 \) sufficiently small, for all integer \( n \geq 1 \),
\[
\|w(\cdot, n + 1)\|_{L^2} \leq e^{-(1+\alpha)} \|u(\cdot, n) - \tilde{u}(\cdot, n)\|_{L^2}.
\]

**Proof.** By Theorem 7.1.3 of [Eva10], the function \( w(x, t) \) may be expanded as a series in terms of eigenfunctions of the Laplacian:
\[
w(x, n + t) = \sum_{k=1}^{\infty} a_k e^{-t\lambda_k} U_k(x), \quad t \in [0, 1], \quad \|x\| \leq R_\infty + \epsilon,
\]
where the partial sums of the series converge weakly in \( L^2([0, 1]; H_0^1) \). Here \( \{(U_k^{\epsilon}(x), \lambda_k^{\epsilon})\}_{k \geq 1} \) denote the Dirichlet eigenfunctions and eigenvalues for \(-\Delta\) on the ball \( \{|x| \leq R_\infty + \epsilon\} \):
\[
\begin{align*}
-\Delta U_k^{\epsilon} &= \lambda_k^{\epsilon} U_k^{\epsilon}, & \text{for } \|x\| < R_\infty + \epsilon, \\
U_k^{\epsilon}(x) &= 0, & \text{for } \|x\| = R_\infty + \epsilon.
\end{align*}
\]
These may be normalised to form an orthonormal basis in \( L^2 \) (orthogonal in \( H_0^1 \)), and we may assume \( 0 < \lambda_1^{\epsilon} < \lambda_2^{\epsilon} \leq \ldots \) (c.f. [Eva10], Section 6.5.1). With \( \epsilon = 0 \), the principal eigenfunction is \( U_1^0(x) = \|U\|_{L^2} U(x) \), and the principal eigenvalue is \( \lambda_1^0 = 1 \), see (3). (Recall that we normalized \( U \) and \( U_1^0 \) by \( \|U\|_{L^2} = 1 \) and \( \|U_1^0\|_{L^2} = 1 \), hence the constant scaling factor.) By scaling, we have
\[
\lambda_k^{\epsilon} = \left( \frac{R_\infty}{R_\infty + \epsilon} \right)^2 \lambda_k^0 \quad \text{and} \quad U_k^{\epsilon}(x) = \left( \frac{R_\infty}{R_\infty + \epsilon} \right)^{d/2} U_k^0 \left( x \frac{R_\infty}{R_\infty + \epsilon} \right) \tag{125}
\]
for all \( k \in \mathbb{N} \) and \( \epsilon > 0 \). In particular, the principal eigenfunctions \( U_1^{\epsilon}(x) \) depend only on the radial coordinate \( r = \|x\| \). Therefore, \( U_1^{\epsilon}(\cdot) \) and \( w(\cdot, n) \) must be orthogonal in \( L^2 \) because the integral of \( w(\cdot, n) \) over each spherical shell vanishes:
\[
\int_{B(R_\infty + \epsilon)} U_1^{\epsilon}(x) w(x, n) \, dx = \int_{B(R_\infty + \epsilon)} U_1^{\epsilon}(x) [u(x, n) - \tilde{u}(x, n)] \, dx \\
= \int_0^{R_\infty + \epsilon} U_1^{\epsilon}(r) \left( \int_{\partial B(r)} [u(y, n) - \tilde{u}(y, n)] \, dS(y) \right) dr = 0. \tag{126}
\]
Since the principal eigenvalue \( \lambda_1^{\epsilon} \) is simple, and since \( w(\cdot, n) \) is orthogonal to the principal eigenfunction \( U_1^{\epsilon} \), we must have \( a_1 = 0 \), so that
\[
w(x, n + t) = \sum_{k=2}^{\infty} a_k e^{-t\lambda_k^{\epsilon}} U_k^{\epsilon}(x), \quad t \in [0, 1], \quad \|x\| \leq R_\infty + \epsilon,
\]
and 
\[ ||w(\cdot, n + t)||_{L^2}^2 = \sum_{k \geq 2} e^{-2t\lambda_k^2}a_k^2 \leq e^{-2t\lambda_2^2} \sum_{k \geq 2} a_k^2 = e^{-2t\lambda_2^2}||w(\cdot, n)||_{L^2}^2.\]

Let \( \alpha = (\lambda_2^0 - \lambda_2^0)/2 = (\lambda_2^0 - 1)/2 > 0. \) By the scaling relation in (125), \( \lambda_2^0 = [R_\infty/(R_\infty + \epsilon)]^2 \lambda_2^0 = [R_\infty/(R_\infty + \epsilon)]^2 (1 + 2\alpha). \) Hence, \( \lambda_2^0 \geq 1 + \alpha \) if \( \epsilon \) is small enough. Therefore, 
\[ ||w(\cdot, n + 1)||_{L^2} \leq e^{-(1+\alpha)||w(\cdot, n)||_{L^2}} \]
holds for all \( \epsilon > 0 \) sufficiently small. \( \square \)

**Step 4:** Now we estimate the second integral on the right hand side of (120): for \( y \in \mathbb{R}^d \), let
\[ H_n(y) = e^t \int_{B(R_\infty + t)} [u(x, n) - \tilde{u}(x, n)] [p(x, n, y, n + 1) - p^+_1(x, y)] \, dx. \]
Then by (119), for \( n \geq T_\epsilon \),
\[ |H_n(y)| \leq e^t \int_{\mathbb{R}^d} |u(x, n) - \tilde{u}(x, n)| |p^+_1(x, y) - p^-_1(x, y)| \, dx. \]
By the Cauchy-Schwarz inequality, applied to \(|u(x, n) - \tilde{u}(x, n)| \cdot |p^+_1(x, y) - p^-_1(x, y)|^{1/2} \) and \(|p^+_1(x, y) - p^-_1(x, y)|^{1/2} \), for \( n \geq T_\epsilon \) we have that
\[ |H_n(y)|^2 \leq e^t \int_{\mathbb{R}^d} |u(x, n) - \tilde{u}(x, n)|^2 |p^+_1(x, y) - p^-_1(x, y)| \, dx \times \int_{\mathbb{R}^d} |p^+_1(x, y) - p^-_1(x, y)| \, dx \\
\leq e^t \int_{\mathbb{R}^d} |u(x, n) - \tilde{u}(x, n)|^2 |p^+_1(x, y) - p^-_1(x, y)| \, dx \times \sup_{z \in \mathbb{R}^d} \int_{\mathbb{R}^d} |p^+_1(x, z) - p^-_1(x, z)| \, dx. \]
Integrating in \( y \) and using Fubini’s theorem, we conclude that for \( n \geq T_\epsilon \),
\[ ||H_n(\cdot)||_{L^2} \leq e^t ||u(\cdot, n) - \tilde{u}(\cdot, n)||_{L^2} \\
\times \left[ \sup_{x \in \mathbb{R}^d} \int_{\mathbb{R}^d} |p^+_1(x, y) - p^-_1(x, y)| \, dy \right]^{1/2} \left[ \sup_{z \in \mathbb{R}^d} \int_{\mathbb{R}^d} |p^+_1(x, z) - p^-_1(x, z)| \, dx \right]^{1/2} \\
= e^t ||u(\cdot, n) - \tilde{u}(\cdot, n)||_{L^2} \sup_{x \in \mathbb{R}^d} \int_{\mathbb{R}^d} |p^+_1(x, y) - p^-_1(x, y)| \, dy \]
(127)
since \( p^+_1(x, z) = p^+_1(z, x) \) \( \forall x, z \in \mathbb{R}^d \).

The following lemma will now allow us to bound \( ||H_n||_{L^2} \).

**Lemma 7.2.** As \( \epsilon \to 0 \),
\[ \sup_{x \in \mathbb{R}^d} \int_{\mathbb{R}^d} |p^+_1(x, y) - p^-_1(x, y)| \, dy \to 0. \]

**Proof.** By the definition of \( p^+_1 \) in (118) and by (119), for \( x \in \mathbb{R}^d \),
\[ \int_{\mathbb{R}^d} |p^+_1(x, y) - p^-_1(x, y)| \, dy = \mathbb{P}_x (||B_t|| < R_\infty + \epsilon \forall t \in (0, 1)) - \mathbb{P}_x (||B_t|| < R_\infty - \epsilon \forall t \in (0, 1)) \\
= f(x, 1, R_\infty + \epsilon) - f(x, 1, R_\infty - \epsilon), \]
(128)
where
\[ f(x, t, z) = \mathbb{P}_x (||B_s|| < z \forall s \in (0, t)) = \mathbb{P}_x \left( \max_{s \in [0, \ell]} ||B_s|| < z \right). \]
(129)
The second equality follows from the fact that \( \mathbb{P}_x (||B_t|| = z) = 0 \). Thus, \( f(x, t, z) \) is the distribution function for the running maximum of \( ||B|| \) up to time \( t \). We claim that the right
hand side of (128) is $O(\epsilon)$, uniformly in $x$. By the scaling properties of Brownian motion, we have

$$f(x, t, z) = f(x/z, t/z^2, 1).$$

The function $f(x, t, 1)$ is the solution to the Cauchy problem for the heat equation:

$$\partial_t f = \Delta_x f, \quad \|x\| < 1, \ t > 0,$$

$$f(x, t, 1) = 0, \quad \|x\| \geq 1, \ t > 0,$$

$$f(x, 0, 1) = 1\{\|x\| < 1\}.$$

Standard estimates for the heat equation imply that for any $\delta > 0$, there are constants $C_{1, \delta}$ and $C_{2, \delta}$ such that

$$\sup_{\|x\| < 1} \left\| \nabla_x f(x, t, 1) \right\| < C_{1, \delta} \quad \text{and} \quad \sup_{t \geq \delta} \left| \partial_t f(x, t, 1) \right| < C_{2, \delta}.$$ 

Therefore, for $z \in [R_\infty - \epsilon, R_\infty + \epsilon]$ and $\|x\| < z$, the derivative $\partial_z f(x, 1, z)$ is bounded by

$$|\partial_z f(x, 1, z)| = \left| \frac{\mathrm{d}}{\mathrm{d}z} f(x/z, 1/z^2, 1) \right| = \left| \left( \frac{1}{z^2} x \cdot \nabla_x f + \frac{2}{z^3} \partial_z f \right) (x/z, 1/z^2, 1) \right|$$

$$\leq \frac{1}{z} C_{1, \delta} + \frac{2}{z^3} C_{2, \delta}$$

with $\delta = (R_\infty + \epsilon)^{-2} > 0$. Thus, $|\partial_z f(x, 1, z)|$ is bounded uniformly over $x \in \mathbb{R}^d$, $\|x\| < z$, $z \in [R_\infty - \epsilon, R_\infty + \epsilon]$. Since $f(x, 1, z) = 0$ for $\|x\| \geq z$, this immediately implies that the right hand side of (128) is $O(\epsilon)$; in particular,

$$\lim_{\epsilon \to 0} \sup_{x \in \mathbb{R}^d} |f(x, 1, R_\infty + \epsilon) - f(x, 1, R_\infty - \epsilon)| = 0.$$ 

This completes the proof. \(\square\)

By (127) and Lemma 7.2, we have that for any $\delta > 0$, there is $\epsilon_\delta > 0$ such that

$$\|H_n(\cdot)\|_{L^2} \leq \delta \|u(\cdot, n) - \tilde{u}(\cdot, n)\|_{L^2} \quad (130)$$

holds for all $n \geq T_\epsilon$ if $\epsilon < \epsilon_\delta$.

**Step 5:** We now combine the preceding steps with (120). Let $\delta = e^{-\alpha/2} - e^{-\alpha} > 0$, where $\alpha > 0$ is defined in Lemma 7.1. Taking $\epsilon_\delta$ sufficiently small that Lemma 7.1 holds with $\epsilon = \epsilon_\delta$, we conclude that for all $n \geq T_{\epsilon_\delta}$,

$$\|u(\cdot, n + 1) - \tilde{u}(\cdot, n + 1)\|_{L^2} \leq \|W_n\|_{L^2} + \|H_n\|_{L^2}$$

$$\leq (e^{-\alpha} + \delta) \|u(\cdot, n) - \tilde{u}(\cdot, n)\|_{L^2}$$

$$= e^{-\alpha/2} \|u(\cdot, n) - \tilde{u}(\cdot, n)\|_{L^2},$$

where the second inequality follows by (121) and (130). Note that $u(\cdot, t)$ and $\tilde{u}(\cdot, t)$ are continuous and compactly supported on $\mathbb{R}^d$ for each $t > 0$, and so $\|u(\cdot, n) - \tilde{u}(\cdot, n)\|_{L^2} < \infty$ for each $n \in \mathbb{N}$. Hence there is a constant $C_1 < \infty$ such that

$$\|u(\cdot, n + 1) - \tilde{u}(\cdot, n + 1)\|_{L^2} \leq C_1 e^{-\alpha n/2} \quad (131)$$

holds for all $n \geq 1$. Take $t \geq 2$ sufficiently large that $R_s \leq R_\infty + 1$ for all $s \geq t - 2$. Now letting $n = \lfloor t \rfloor - 1$, by the same argument as in (117) we have for all $y \in \mathbb{R}^d$:

$$|u(y, t) - \tilde{u}(y, t)| = e^{-n} \left| \int_{\mathbb{R}^d} (u(x, n) - \tilde{u}(x, n)) p(x, n, y, t) \, dx \right|$$

48
\[ \leq e^2 \int_{B(R_\infty + 1)} |u(x, n) - \tilde{u}(x, n)| (4\pi(t - n))^{-d/2} \, dx \]
\[ \leq e^2 (4\pi)^{-d/2} (R_\infty + 1)^{d/2} \omega_d^{1/2} \|u(\cdot, n) - \tilde{u}(\cdot, n)\|_{L^2}, \]

where the second line follows since \( R_n \leq R_\infty + 1 \) and \( p(x, n, y, t) \leq \Phi(x, n, y, t) \leq (4\pi(t - n))^{-d/2} \forall x \in \mathbb{R}^d \), and the last line follows by Jensen’s inequality and since \( t - n \geq 1 \). By (131), it follows that there exists a constant \( C_2 < \infty \) such that
\[ \|u(\cdot, t) - \tilde{u}(\cdot, t)\|_{L^\infty} \leq C_2 e^{-\alpha t/2}, \]
for all \( t \) large enough. By (116), we conclude that
\[ \lim_{t \to \infty} \|u(\cdot, t) - U(\cdot)\|_{L^\infty} = 0. \]

This completes the proof of Theorem 1.2.

8 Appendix

Proof of Lemma 3.1. Recall the definition of \( \Phi(z_1, z_2, t) \) in (15). By the scaling property of \( \Phi \) and the definition of \( G \) in (18), for \( t, x, y > 0 \),
\[ G(y, x, t) = \frac{1}{\sqrt{t}} G \left( \frac{y}{\sqrt{t}}, \frac{x}{\sqrt{t}}, \frac{1}{\sqrt{t}} \right). \]

Hence it is sufficient to prove the integral bounds in (20) and (21) for \( t = 1 \). Indeed, by the scaling relation (132),
\[ \int_0^\infty dy G(y, x, t) = \int_0^\infty dy \frac{1}{\sqrt{t}} G \left( \frac{y}{\sqrt{t}}, \frac{x}{\sqrt{t}}, \frac{1}{\sqrt{t}} \right) = \int_0^\infty dy G \left( \frac{y}{\sqrt{t}}, \frac{x}{\sqrt{t}}, \frac{1}{\sqrt{t}} \right), \]
and similarly, for \( y_0 > 0 \),
\[ \int_{y_0}^\infty dy |\partial_x G(y, x, t)| = \frac{1}{\sqrt{t}} \int_{y_0/\sqrt{t}}^\infty dy |\partial_x G \left( \frac{y}{\sqrt{t}}, \frac{x}{\sqrt{t}}, \frac{1}{\sqrt{t}} \right)|, \]
\[ \int_0^\infty dy |\partial^2_x G(y, x, t)| = \frac{1}{t} \int_0^\infty dy |\partial^2_x G \left( \frac{y}{\sqrt{t}}, \frac{x}{\sqrt{t}}, \frac{1}{\sqrt{t}} \right)|. \]

The first inequality in (20) is immediate from (19):
\[ \int_0^\infty G(y, x, 1) \, dy = P \left( \|B_1\| < x \mid B_0 = 0 \right) = \int_{B(x)} \Phi(0, z, 1) \, dz \leq \omega_d x^d (4\pi)^{-d/2}, \]
where \( \omega_d \) is the volume of the \( d \)-dimensional unit ball and where the last inequality follows by bounding \( \Phi(0, z, 1) \) by \((4\pi)^{-d/2}\). Furthermore, this first integral is a probability and is therefore smaller than 1.

We now turn to the second and third inequalities in (20). From (18), we have \( G = -\partial_y w \) and so we can write \( \partial_x G = -\partial_y (\partial_x w) \) and \( \partial^2_x G = -\partial_y \partial_y (\partial_x w) \). Recall (16) and write
\[ \partial_x w(y, x, 1) = \int_{\partial B(x)} \Phi(y e_1, z, 1) \, dS(z) = e^{-\frac{\|y\|^2 + \|w\|^2}{4}} \int_{\partial B(x)} e^{-\frac{\|w\|^2}{2}} \, dS(z), \]
where \( e_1 \) is an arbitrary fixed unit vector.

We first consider the case \( d \geq 2 \). Integrate in spherical coordinates: \( \theta \) is the angle between \( z \) and \( e_1 \), \( \omega_d \) is the volume of the \( d \)-dimensional unit ball, and \( C \) is an arbitrary constant depending only on \( d \) which can change from line to line. We obtain that for \( x, y > 0 \),
\[ \partial_x w(y, x, 1) = \frac{(d - 1)\omega_{d-1}}{(4\pi)^{d/2}} e^{-\frac{\|y\|^2 + \|w\|^2}{4}} \int_0^\pi x^{d-1}(\sin \theta)^{d-2} e^{-\frac{\|w\|^2}{2}} \, d\theta \]
We bound this expression in two ways, as we bounded (137). Then, using that \( \partial_x G = -\partial_y(\partial_x w) \),

\[
\partial_x G(y, x, 1) = C x^{d-1} \int_0^\pi d\theta (\sin \theta)^{d-2} (y - x \cos \theta) e^{-\frac{(x \cos \theta - y)^2}{4}} e^{-\frac{x^2 \sin^2 \theta}{4}}. 
\]  (137)

Therefore,

\[
\int_0^\infty dy \left| \partial_x G(y, x, 1) \right| \leq C x^{d-1} \int_0^\pi d\theta (\sin \theta)^{d-2} e^{-\frac{x^2 \sin^2 \theta}{4}} \int_0^\infty dy \left| y - x \cos \theta \right| e^{-\frac{(x \cos \theta - y)^2}{4}} 
\leq C x^{d-1} \int_0^\pi d\theta (\sin \theta)^{d-2} e^{-\frac{x^2 \sin^2 \theta}{4}}, 
\]  (138)

where the last expression was obtained by extending the integral in \( y \) to an integral over \( \mathbb{R} \).

We now bound the right hand side of (138) in two different ways. First, bounding the integrand by 1 gives

\[
\int_0^\infty dy \left| \partial_x G(y, x, 1) \right| \leq C x^{d-1}.
\]

Second, we write the integral from 0 to \( \pi \) in (138) as twice the integral from 0 to \( \pi/2 \). On the interval \([0, \pi/2]\) we have \( \frac{2}{\pi} \theta \leq \sin \theta \leq \theta \); hence

\[
\int_0^\infty dy \left| \partial_x G(y, x, 1) \right| \leq C x^{d-1} \int_0^{\pi/2} d\theta \theta^{d-2} e^{-\frac{x^2 \theta^2}{4}} \leq C.
\]

Then, combining both bounds, for \( x > 0 \),

\[
\int_0^\infty dy \left| \partial_x G(y, x, 1) \right| \leq C \min \left( 1, x^{d-1} \right),
\]

which, by (133) with \( (x/\sqrt{t}) \) in place of \( x \), gives us the second inequality in (20), for \( d \geq 2 \).

We now turn to the third inequality in (20) in the case \( d \geq 2 \). Differentiate (137) to obtain

\[
\partial^2_x G(y, x, 1) = C x^{d-1} \int_0^\pi d\theta (\sin \theta)^{d-2} e^{-\frac{(x \cos \theta - y)^2}{4}} e^{-\frac{x^2 \sin^2 \theta}{4}} 
\times \left[ -\cos \theta + (y - x \cos \theta) \left( \frac{d-1}{x} + \frac{y - x \cos \theta}{2} - x \frac{\sin^2 \theta}{2} \right) \right],
\]

and therefore

\[
\left| \partial^2_x G(y, x, 1) \right| \leq C x^{d-1} \int_0^\pi d\theta (\sin \theta)^{d-2} e^{-\frac{(x \cos \theta - y)^2}{4}} e^{-\frac{x^2 \sin^2 \theta}{4}} 
\times \left[ 1 + \left| y - x \cos \theta \right| \left( \frac{d-1}{x} + \frac{|y - x \cos \theta|}{2} + x \frac{\sin^2 \theta}{2} \right) \right].
\]

By integrating in \( y \), and then extending the integral in \( y \) on the right hand side to an integral over \( \mathbb{R} \),

\[
\int_0^\infty \left| \partial^2_x G(y, x, 1) \right| dy \leq C x^{d-1} \int_0^\pi d\theta (\sin \theta)^{d-2} e^{-\frac{2 \sin^2 \theta}{4}} \left[ 1 + x^{-1} + x \sin^2 \theta \right].
\]

We bound this expression in two ways, as we bounded (138), to obtain

\[
\int_0^\infty \left| \partial^2_x G(y, x, 1) \right| dy \leq C (x^d + x^{d-1} + x^{d-2}) \quad \text{and} \quad \int_0^\infty \left| \partial^2_x G(y, x, 1) \right| dy \leq C (1 + x^{-1}).
\]
Therefore, for $d \geq 2$, for $x > 0$,

$$
\int_{0}^{\infty} |\partial_{x}^{2}G(y, x, 1)| \, dy \leq C \min(1, x^{d-2}),
$$

which is a more precise bound (for $d \geq 2$) than the third inequality in (20).

To complete the proof of the bounds in (20), it remains to prove the second and third inequalities in the case $d = 1$. For $d = 1$, (135) reads

$$
\partial_{x}w(y, x, 1) = \int_{\partial B(x)} \Phi(y e_{1}, z, 1) \, dS(z) = \frac{e^{-\frac{x^{2}+y^{2}}{4}}}{\sqrt{4\pi}} \left[ e^{\frac{y}{2x}} + e^{-\frac{y}{2x}} \right] = C \left[ e^{-\frac{(y-x)^{2}}{4}} + e^{-\frac{(y+x)^{2}}{4}} \right], \quad (139)
$$

and (137) becomes

$$
\partial_{x}G(y, x, 1) = -\partial_{y}\partial_{x}w(y, x, 1) = C \left[ (y-x)e^{-\frac{(y-x)^{2}}{4}} + (y+x)e^{-\frac{(y+x)^{2}}{4}} \right]. \quad (140)
$$

Then for $x > 0$,

$$
\int_{0}^{\infty} dy |\partial_{x}G(y, x, 1)| \leq \int_{-\infty}^{\infty} dy C \left[ |y-x|e^{-\frac{(y-x)^{2}}{4}} + (y+x)e^{-\frac{(y+x)^{2}}{4}} \right],
$$

which is bounded by a constant. Similarly,

$$
|\partial_{y}^{2}G(y, x, 1)| \leq C \left[ \left( 1 + \frac{1}{2}(y-x)^{2} \right)e^{-\frac{(y-x)^{2}}{4}} + \left( 1 + \frac{1}{2}(y+x)^{2} \right)e^{-\frac{(y+x)^{2}}{4}} \right],
$$

and the right hand side integrated in $y$ over $\mathbb{R}$ is also bounded by a constant. This completes the proof of (20).

We now turn to (21). For $d \geq 2$, notice from (137) that $\partial_{x}G(y, x, 1) = -\partial_{y}\partial_{x}w(y, x, 1) > 0$ for $x < y$. Then, for $x < y_{0}$,

$$
\int_{y_{0}}^{\infty} dy |\partial_{x}G(y, x, 1)| \leq \int_{y_{0}}^{\infty} dy \partial_{x}G(y, x, 1) dS(y) = \partial_{x}w(y_{0}, x, 1) \leq C x^{d-1} e^{-\frac{(y_{0}-x)^{2}}{4}}, \quad (141)
$$

where we used (136) for the final inequality. For $d = 1$, we use (140) to notice that $\partial_{x}G(y, x, 1) > 0$ for $x < y$. Then, for $x < y_{0}$, (141) still holds, this time using (139). Hence (141) holds for any dimension, and (21) follows by the scaling property.

To derive (22), we shall integrate the PDE in (14) in $x$, and use integration by parts. By (18), we have that for $y, t > 0$ fixed, $G(y, x, t) = O(x^{d})$ as $x \to 0$. Therefore, $G(y, x, t) \to 0$ and $\frac{d}{dx}G(y, x, t) \to 0$ as $x \to 0$. We can write the formula for $w$ in (16) as

$$
w(y, x, t) = P(\|B_{t} + ye_{1}\| < x \mid B_{0} = 0) = \int_{\{z: \|z+ye_{1}\| < x\}} \Phi(0, z, t) \, dz.
$$

It follows that

$$
G(y, x, t) = -\partial_{y}w(y, x, t) = \int_{\{z: \|z+ye_{1}\| = x, (z+ye_{1}) \cdot e_{1} > 0\}} \Phi(0, z, t) \, dS(z)
$$

$$
- \int_{\{z: \|z+ye_{1}\| = x, (z+ye_{1}) \cdot e_{1} < 0\}} \Phi(0, z, t) \, dS(z). \quad (142)
$$

Since $\Phi(0, z, t)$ is decreasing in $\|z\|$, (142) implies that

$$
|G(y, x, t)| \leq |\partial B(x)| \max_{z \in \partial B(x-y)} \Phi(0, z, t) = x^{d-1} d\omega_{d} e^{-\frac{(y-x)^{2}}{4t}} \frac{e^{-\frac{(y+x)^{2}}{4t}}}{(4\pi t)^{d/2}}, \quad x, y > 0, \quad t > 0.
$$
In particular, for \( y, t > 0 \) fixed, \( G(y, x, t) \to 0 \) as \( x \to \infty \). By the scaling relation in (132) and the expression for \( \partial_x G \) in (137), we also have that for \( y, t > 0 \) fixed, \( \partial_x G(y, x, t) \to 0 \) as \( x \to \infty \). Hence, by integrating (14) in \( x \), and using integration by parts,

\[
\partial_t \int_0^\infty dx \, G(y, x, t) = - \int_0^\infty dx \, \frac{d-1}{x^2} G(y, x, t) - \partial_x G(y, 0, t) \leq 0
\]

since \( \partial_x G(y, 0, t) \geq 0 \) by (14). Thus, \( \int_0^\infty dx \, G(y, x, t) \) is non-increasing in \( t \), and so (22) follows from the initial condition in (14).

The inequality (23) is a direct consequence of the first inequality in (20).

Finally, the statements about the convergence (24) holding in \( L^p_{\text{loc}} \) or locally uniformly as \( t \to 0 \) follow from standard arguments (see e.g. [Eva10], Appendix C.5).

**Proof of Proposition 3.2.** Fix \( (x, t) \in \Omega \). For \( s \in [0, \tau] \), let

\[
M_s = w(X_s, t - s) e^{I_s}, \quad \text{where} \quad I_s = \int_0^s g(X_r, t - r) \, dr.
\]

Since \( w \in C^{2,1}(\Omega) \), we apply Itô’s formula for \( s < \tau \) (with no leading \( \frac{1}{2} \) in front of the \( \partial_x^2 \) term because \( (W_s)_{s \geq 0} \) has diffusivity \( \sqrt{2} \)) to obtain

\[
dM_s = \partial_x w(X_s, t - s) e^{I_s} \, dX_s + \partial^2_x w(X_s, t - s) e^{I_s} \, ds - \partial_t w(X_s, t - s) e^{I_s} \, ds
\]

\[
+ w(X_s, t - s) e^{I_s} g(X_s, t - s) \, ds
\]

\[
= \partial_x w(X_s, t - s) e^{I_s} \, dW_s,
\]

where we used (27) and (25a) in the last line, since \( (X_s, t - s) \in \Omega \) for \( s < \tau \). We see that \( (M_s)_{s < \tau} \) is a local martingale, and, as it is bounded, it is therefore a martingale.

For \( \delta > 0 \), let

\[
\tau^\delta = \inf\{s \geq 0 : \text{dist}(X_s, t - s, \partial \Omega) \leq \delta\},
\]

the first time that \( (X_s, t - s) \) is at a distance \( \delta \) from \( \partial \Omega \). For \( (x, t) \in \Omega \), since \( \tau^\delta < \tau \), by the martingale property,

\[
w(x, t) = \mathbb{E}_x[M_0] = \mathbb{E}_x[M_{\tau^\delta}].
\]

Then, letting \( \delta \downarrow 0 \), by dominated convergence (since \( X \) is continuous and so \( \tau^\delta \to \tau \) as \( \delta \downarrow 0 \), and \( w, g \in C(\Omega) \) are bounded), we conclude that \( w(x, t) = \mathbb{E}_x[M_{\tau}] \), which completes the proof of (26). \qed
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