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Abstract

Building neural network classifiers with an ability to distinguish between in and out-of-distribution inputs is an important step towards faithful deep learning systems. Some of the successful approaches for this, resort to architectural novelties, such as ensembles, with increased complexities in terms of the number of parameters and training procedures. Whereas some other approaches make use of surrogate samples, which are easy to create and work as proxies for actual out-of-distribution (OOD) samples, to train the networks for OOD detection. In this paper, we propose a very simple approach for enhancing the ability of a pretrained network to detect OOD inputs without even altering the original parameter values. We define a probabilistic trust interval for each weight parameter of the network and optimize its size according to the in-distribution (ID) inputs. It allows the network to sample additional weight values along with the original values at the time of inference and use the observed disagreement among the corresponding outputs for OOD detection. In order to capture the disagreement effectively, we also propose a measure and establish its suitability using empirical evidence. Our approach outperforms the existing state-of-the-art methods on various OOD datasets by considerable margins without using any real or surrogate OOD samples. We also analyze the performance of our approach on adversarial and corrupted inputs such as CIFAR-10-C and demonstrate its ability to clearly distinguish such inputs as well.

1. Introduction

Deep neural network classifiers match the human level accuracy in many applications when test data is sampled from a distribution which is same or approximately similar to the training data distribution, also known as in-distribution (ID) data [19, 2, 10, 5, 35]. However, the networks fail in presence of data which comes from a different distribution, known as out-of-distribution (OOD) data [26, 13]. These networks perform classification with an assumption of complete knowledge of the classes and therefore, wrongly classify the OOD inputs into the known categories, often with high confidence [27]. In real world scenarios, it is challenging to ensure the similarity of training and test data distributions [1] which raises concerns on the predictions made by deep neural networks due to their vulnerability against OOD inputs.

A solution to the above problem is to design networks which can detect OOD inputs and hence, produce reliable results. One successful design choice in this direction is to use siblings of a network. These siblings are often the copies of a single network with different weight parameter values. The siblings with similar architecture but different weights are expected to produce different outputs for the same input, therefore, are trained on ID data to produce identical outputs for an ID input. As a result, disagreement between the outputs of siblings for ID inputs reduces and it becomes an indicator of OOD inputs whenever a large value observed. For a robust detection, all the weights among the siblings are varied to explore a diverse functional space, for example in deep ensembles [20, 8]. This naturally increases computational burden in terms of training and testing along with increased memory requirements. A trade-off to limit the memory expenses is to allow only few of the weights to vary among the siblings while assigning equal values to the rest or sharing the rest of the weights [33]. Another alternate to create such siblings is to learn distributions over the weight parameters, motivated from the Bayesian principles. However such networks are computationally more complex and often pose a challenge in terms of convergence for deep architectures [20].

In this paper, we propose a simple approach to create siblings of an already trained network. We define a probabilistic trust interval for each weight around its optimized value. It allows to sample multiple values for each weight parameter and produce corresponding outputs for a single input. The sizes of these intervals are optimized for ID data such that the disagreement among multiple outputs for an ID input is minimized. Fig. 1 shows an illustration of probabilistic trust intervals for some of the randomly picked weights of a standard network where the observed interval sizes before (in red) and after (in green) optimization are presented. Centers of the intervals represent the original optimized values of the corresponding weight parameters. For each pa-
the experiments. For example, the False Positive Rate at previous works related to OOD input detection in most of $N$ is sampled from CMATERDB [6], and Gaussian images, where each pixel [17], SVHN [25], CIFAR-100 [18], Fashion-MNIST [34], neural classifiers, including VGG-16 [30], ResNet-20 [10] and adversarial samples generated using Fast Gradient Sign Method [9], and observed that the proposed approach is able to comfortably highlight both corrupted and adversarial inputs. In summary our main contributions are as follows,

- We define probabilistic trust intervals for optimized weight parameters of neural networks and provide a mechanism to optimize interval sizes according to ID data. These trust intervals allow sampling of multiple weight values to create siblings of a network.

- We design a measure of agreement, which in combination with optimized probabilistic trust intervals is useful to create OOD detectors.

- The proposed approach provides a simple way of enabling OOD detection ability in any neural network without using any OOD samples during training and also without raising any major concern of memory requirement.

- Our experiments show that the proposed approach is also suitable to flag corrupted and adversarial inputs.

- We conduct experiments with networks of various depths and with different datasets, and observe considerably better performance as compared to state-of-the-art OOD detection approaches in most cases.

2. Problem Formulation and Proposed Solution

Let $C$ be a deep neural network classifier and $C^{(1)}, C^{(2)}, C^{(3)}, ..., C^{(n)}$ be its $n$ siblings, $P_r$ and $P_c$ be two input data distributions which are not similar, $x$ be an input sample, $M \left( C(x), C^{(1)}(x), C^{(2)}(x), ..., C^{(n)}(x) \right)$ be a real valued measure of agreement and $\delta \in \mathbb{R}^+$ be a small number, then the problem of OOD input detection is defined as follows,

**OOD Input Detection:** If $C$ is trained on $X = \{x : x \sim P_r\}$ and receives an input $x \sim P_c$ then $M \left( C(x), C^{(1)}(x), C^{(2)}(x), ..., C^{(n)}(x) \right) < \delta$ should hold.

In what follows, we define probabilistic trust intervals which will allow the creation of siblings.

2.1. Probabilistic Trust Intervals

If the $i^{th}$ weight of an already trained neural network is denoted by $\mu_i$, and $\gamma_i \in \mathbb{R}^+$ is a real positive number, then probabilistic trust interval is defined as follows,
**Probabilistic Trust Interval:** \( I(\mu_i) = [\mu_i - \gamma_i, \mu_i + \gamma_i] \)

is the probabilistic trust interval for weight \( \mu_i \) of size \( 2 \times \gamma_i \)

if the following hold

1. For a weight value (\( \tilde{\mu}_i \)) sampled from \( I(\mu_i) \), the error
   in the output of the considered network (\( \mathcal{E}(\tilde{\mu}_i) \)) is low.

2. The weight values near to \( \mu_i \) are sampled with higher probability as compared to the values away.

In simple words, we trust that the weight values sampled from \( I(\mu_i) \) will generalize well for ID data. Probabilistic nature of the interval is motivated from the training perspective, we explain this in the next section. We drop the subscript \( i \) in subsequent discussion for generalization and simplicity of explanation. Let us now consider the errors in predictions from the already trained network and its sibling created using \( \tilde{\mu} = \mu + \Delta \mu \) as \( \mathcal{E}(\mu) \) and \( \mathcal{E}(\tilde{\mu}) \), respectively. Here \( \mu \) represents the parameter vector. As shown in [2], by the fundamental theorem of calculus applied on neural networks, one may find bounds on the variation in errors as:

\[
\Delta \mathcal{E} = \mathcal{E}(\tilde{\mu}) - \mathcal{E}(\mu) \leq \max_{L} \sum_{i=1}^{L} g(\mu_i + t\Delta \mu_i)^T \Delta \mu_i \quad (1)
\]

Similarly,

\[
\min_{L} \sum_{i=1}^{L} g(\mu_i + t\Delta \mu_i)^T \Delta \mu_i \leq \Delta \mathcal{E} \quad (2)
\]

where \( g(\mu_i) \) denotes the gradient of \( \mathcal{E}(\mu) \) with respect to \( \mu_i \) and \( t \in [0, 1] \). This shows that, for a small \( \Delta \mu \), the variation in errors of siblings is bounded by the corresponding gradients. This directly gets translated to the variation in the outputs of the siblings as the ground truth used to measure the prediction errors is identical. For a network well trained on ID data, the error is expected be minimized with low gradient values which is not expected to be true for OOD inputs. This leads to difference in output variations which can be used for OOD detection which is facilitated by the probabilistic trust intervals. To understand it better we consider the quadratic approximation of \( \Delta \mathcal{E} \) given by the equation (3)

\[
\Delta \mathcal{E} = g(\mu)^T \Delta \mu + \frac{1}{2} \Delta \mu^T \mathbf{H} \Delta \mu \quad (3)
\]

where \( \mathbf{H} \) is the Hessian matrix. Fig. 2 shows the occurrences of \( \Delta \mathcal{E} \) values as per equation (3) for ID and OOD samples, where \( \Delta \mu \) is in accordance with the optimized probabilistic trust intervals of the weight parameters of a simple CNN (\( C_1 \)) reported in [4]. As we see, \( \Delta \mathcal{E} \) values for most OOD samples is higher than the values observed for ID samples.

**Figure 2.** Distribution of quadratic approximation of error for \( C_1 \) architecture with MNIST dataset as ID data and Fashion-MNIST as OOD data. It can be seen that for ID samples the values are close to zero whereas for OOD they are spread over a considerably larger range.

### 2.2. Optimizing the size of Probabilistic Trust Intervals

We model \( \Delta \mu = \tilde{\mu} - \mu \) as a random variable to allow sampling of multiple \( \tilde{\mu} \). This limits the memory expenses to a constant overhead in comparison to storing multiple values of \( \tilde{\mu} \) which is done in approaches like ensembles. To achieve the desired probabilistic characteristics of the trust intervals, we can consider sampling of \( \tilde{\mu} \) according to distributions such as Cauchy, Laplace, Triangular or any bell-shaped distribution, however we consider Gaussian distribution to take the advantage of rich literature on variational inference [16, 3]. Accordingly, we write \( \gamma = 3 \times \sigma \) and \( \Delta \mu = \sigma \circ \epsilon \) where \( \epsilon \) is sampled from \( \mathcal{N}(0, 1) \), which gives \( \tilde{\mu} = \mu + \sigma \circ \epsilon \).

As shown by equation (1), to ensure small variations in the outputs of siblings, it is necessary that each sibling generalizes well for the ID data and \( \Delta \mu \) is small that means \( \sigma \) is small. Accordingly we define following cost function to optimize the sizes of probabilistic trust intervals

\[
\mathcal{L}(D, \sigma) = \mathbb{E}_{P(\tilde{\mu})}[- \log P(D|\tilde{\mu})] + \pi_1 \sigma^2 \quad (4)
\]

where \( D \) represents ID data and \( \mathbb{E} \) is expectation. The first term in the cost is the conventional negative log-likelihood of the data which helps in retaining generalization ability of the considered network on ID data. The second term, \( \sigma^2 \), is the sum of variances of the softmax scores of each class in different outputs, obtained from multiple samples of weights. \( \pi_1 \) is a hyperparameter which controls the contribution of \( \sigma^2 \) in total cost. Minimization of this term reduces the interval size \( \sigma \) to ensure that all siblings agree with each other on ID data for all the classes.

One obvious solution which can be produced by the cost in equation (4) is \( \sigma = 0 \). In that case the trust interval

\[
\mathcal{E}(\tilde{\mu}) = \mathcal{E}(\mu)
\]
will collapse to a single point and $\tilde{\mu} = \mu$ will make all siblings identical to the original network. We, therefore, include $-\log(\sigma)$ as a regularizer to prevent an undesired collapse and allow the discovery of a non-zero value of $\sigma$ to facilitate OOD detection. Other suitable regularizers such as negative $\ell_1$ or $\ell_2$ can also be used. The updated cost function is as follows:

$$
\mathcal{L}(D, \sigma) = \mathbb{E}_{P(\tilde{\mu})}[\log P(D|\tilde{\mu})] + \pi_1 s^2 - \pi_2 \log(\sigma) \quad (5)
$$

where $\pi_2$ controls the effect of the regularizer. In short, $\mathcal{L}$ in equation (5) ensures that the probabilistic trust interval for each weight will be non-zero in size and will be optimized in such a way that the disagreement between multiple samples of $\tilde{\mu}$ is minimized for the given data without compromising on the test accuracy.

It is interesting to analyze the effect of $\pi_1$ and $\pi_2$ on the trust interval size and test accuracy. For this purpose, we consider a simple CNN ($C_1$) reported in [4] with MNIST as ID data to observe the variation in test accuracy of the resultant siblings. These observations are plotted in Fig. 3. As can be seen small values of $\pi_1$ are unable to maintain the test accuracy of the resultant siblings. On the other hand for small values of $\pi_2$ the test accuracy remains consistent, however, as we increase the value of $\pi_2$, the generalization capabilities of the network drop with increase in $\sigma$ and stabilizes towards the end. Accordingly a trade-off between the values of $\pi_1$ and $\pi_2$ is used in the experiments. The proposed approach provides a network where sampling of multiple weight values from the probabilistic trust interval effectively results in controlled perturbations on the optimized weights with certain characteristics, therefore, we call this new network as Perturbed-NN or PNN. Next we define a suitable measure of agreement to quantify the variation in outputs of a single input and use it for OOD detection.

2.3. Measure of Agreement

PNN allows us to obtain multiple outputs for a single input by sampling weights using $\mu$ and $\sigma$. Now, we need a measure which can help in effectively quantifying the variations in the outputs of the PNN for flagging OOD inputs. As opposed to many of the previous works, we consider both average value and standard deviation of the outputs of PNN. Formally, suppose that $n$ Monte Carlo samples of weights are drawn using PNN’s parameters for classifying the input to $c$ classes, thereby giving us $n$ softmax scores for each of the $c$ classes. Further suppose that, the mean softmax score and standard deviation for $k^{th}$ class is $\alpha_k$ and $\beta_k$ (slightly deviating from the standard notations for mean i.e., $\mu$ and standard deviation i.e., $\sigma$, for avoiding confusion) respectively. We can see that $\frac{\beta_k^2}{\alpha_k}$ is nothing but the index of dispersion of $n$ softmax scores for the $k^{th}$ class. Thus, the quantity $\sum_{k=1}^{c} \frac{\beta_k^2}{\alpha_k}$ will attain a low value only if the output variation and index of dispersion for all the classes is low. This quantity can now be combined with entropy of the average softmax scores of the classes to provide the desired measure of agreement as,

$$
M = \frac{1}{\sum_{k=1}^{c} \frac{\beta_k^2}{\alpha_k}} + \frac{1}{\sum_{k=1}^{c} -\alpha_k \log \alpha_k} \quad (6)
$$

A large value of $M$ indicates high level of agreement between the outputs of different siblings. A small constant in the denominator of $M$ can be added for stability.

In order to explain why $M$ is better than other measures used in previous works, we have made a conceptual comparison in the following points.

Shannon’s Entropy - Usually, the entropy of the average softmax scores obtained from different siblings, including ensembles and Bayesian neural network (BNN), is used as a measure of uncertainty to identify OOD inputs. One problem with this is that by using only the average softmax scores, the variances are ignored. Hence, through the entropy values, only a partial knowledge of the amount of agreement between the multiple sets of weights for a given input is captured. In contrast $M$ in equation (6) takes into account the variances of the output scores along with entropy of average scores to extract more information.

Maximum of average softmax scores - This measure has been used in [13, 24] to detect OOD inputs. Similar to the entropy of average scores, the spread in average scores for different classes is ignored if we only use the maximum of the averages. Our measures give more weight to the variances of the classes with lower softmax scores (observe the $\frac{1}{\alpha_k}$ multiplied with $\beta_k^2$ in equation (6)) as compared to those with higher softmax scores. This means if a sibling is selecting a particular class with higher confidence then it should reject other classes in agreement with the other siblings. Otherwise index of dispersion for the rejected classes will increase resulting in PNN suspecting the input as OOD.

Sum of KL divergence between individual and the average softmax scores - This measure was used by [20] for
quantifying uncertainty in the outputs of an ensemble of neural networks. A conceptual limitation of this measure arises in the scenario when the same class is accepted with high softmax scores by all the networks in the ensemble. In this case, the KL divergence between the individual and the average softmax scores will be dominated by the class with maximum softmax score. Hence, the agreement between the networks with respect to all the classes will not be reflected entirely.

3. Related Work

OOD detection has gained a lot of attention in recent years with an interest of creating trustable deep learning solutions. Hendrycks & Gimpel [13] proposed a baseline method for OOD detection using the low softmax scores produced by a neural network for the OOD inputs. Their baseline was shown to work with a variety of datasets and neural networks on diverse sets of tasks. Subsequently, ODIN [24] was built on top of the baseline method [13] which uses temperature scaling and adds small directed noise to the inputs, based on the gradient of maximum softmax scores with respect to the input. The perturbed samples can be considered as the proxies for OOD data to increase gap between the softmax scores produced by a network for ID and OOD inputs. Similar approaches where the proxies or auxiliary data is created using tools such as generative adversarial networks are reported in [22, 14, 27, 31]. Another generative model based approach is presented in [28], which assumes that an input is composed of two components, a semantic component and a background component. Accordingly, it trains two models and proposes a log likelihood ratio statistic on the outputs of the two models to flag OOD inputs. To train the model on background components, the dataset was created by applying directed noise on the ID samples with an assumption that it will inhibit the semantic component. Lee et al. [23] also used the directed noise but in different manner where it was applied on the test inputs, which allowed the network to produce multiple outputs and select the best among them using Mahalanobis distance based confidence scores. The approach works under the assumption that class-conditioned Gaussian distributions can be fitted to the features of an already trained softmax neural classifier and subsequently can be used to measure the Mahalanobis distance of the inputs.

A better approach to obtain multiple outputs for a single input is to use deep ensembles [20] where multiple copies of a network are trained in parallel on the ID data and variation in outputs of the ensembles during inference is used an indicator of the uncertainty in the decision and flag OOD inputs. However, this leads to a linearly increasing memory overhead with the number of ensembles used and also limits the number of outputs one can obtain. An alternate to create multiple copies of a network is BNN which learns distribution over weights and samples multiple weight values to create Bayes ensembles [3]. BNNs do not suffer from the problems of linearly increasing memory overhead and limited number of outputs, however, face the challenge of computational complexity and convergences of deep architectures [8]. There have been attempts to create less complex and scalable BNNs [29, 7], however, these work on the basis of several assumptions, and often require proxies of OOD samples for uncertainty calibration and OOD detection. A PNN takes the best of both worlds in a sense that it allows sampling of multiple weight values from the trust intervals where the trust intervals can be interpreted as the space of directed noise, although added to the optimized weights of an already trained neural network, not the input samples. PNNs, therefore, do not need any proxies of the OOD samples and offer a very simple training mechanism with robust OOD detection.

4. Experiments and Results

We use the following combination of architectures and ID datasets in our experiments and corresponding PNNs.

C_1 - A shallow CNN architecture containing only two convolutional and two fully connected layers [4]. The first two layers are convolution layers with 5 × 5 kernels and number of channels as 32 and 64, respectively. Each convolutional layer output is downsampled using max pooling and the resultant output passes through the two fully connected layers containing 1024 and 10 output units, respectively, to produce the final output. All but last layer use ReLU activation. MNIST dataset is used as ID data. We train the corresponding PNN for 1708 iterations with a batch size of 256.

C_2 - The second architecture is VGG-16 for which we used CIFAR-10 as ID data to create the corresponding PNN in 1712 iterations with a batch size of 64.

C_3 - Third architecture considered is ResNet-20 on CIFAR-10 dataset. The corresponding PNN converges in 802 iterations with a batch size of 128.

C_4 - This is also a simple CNN architecture trained on SVHN dataset. It contains a sequence of convolution-batch-normalization-convolution-max-pool-dropout blocks. There are three such blocks with 32, 64 and 128 channels in the convolutional layers. The kernel size of all the convolutional layers is 3 × 3. The window size for max-pool is 2 × 2. The dropout rate is 0.3. The last two layers are fully connected layers with 128 and 10 output units. For PNN, we use 315 iterations with a batch size of 128.

C_5 - Final architecture is a comparatively deeper architecture - DenseNet-100 with a growth rate of 12. It is trained on CIFAR-10 dataset. For PNN model of this architecture, we use 120 iterations with a batch size of 64.

To ensure numerical stability during minimization of the cost in equation (5), we parametrize \( \sigma \) using \( \rho \) as, \( \sigma = \rho \sigma_0 \) with \( \sigma_0 \) being the original scale. This is done by gradient descent in \( \rho \) coupled with fixed \( \sigma_0 \).
The intuition behind this is that optimizing $\tau$ may increase or there wasn’t any further decrease in $\pi \dot{s}^2$. The intuition behind this is that optimizing $\sigma$ in further iterations won’t be beneficial because, increasing $\sigma$ will either fluctuate the outputs for ID data too much and decreasing $\sigma$ will increase $- \log(\sigma)$. To begin with, we first evaluate the obtained PNNs performances on ID data. Table 1 shows the differences in mean classification accuracy of CNNs with point estimate and the corresponding PNNs on ID test samples. For each PNN only a single sample of weights is drawn from their trust intervals for computing the test accuracy. It can be observed that the change in test accuracy is negligible. This shows that when an already trained neural classifier is converted into a PNN using the proposed approach, its performance on ID test data is maintained. Next we show that while maintaining the performance on ID data, PNNs facilitate the detection of OOD inputs.

We consider different combination of ID and OOD datasets for different architectures. We compare OOD detection performance of PNN with existing works including state-of-the-art approaches such as Deep Ensembles [20] and BayesAdapter [7] along with ODIN [24], MHB [23], and the Baseline OOD detection approach [13]. For ODIN, we pick $T$ for temperature scaling from, $\{10, 100, 1000\}$ and $\epsilon$ from $\{0.0001, 0.00625, 0.025, 0.05, 0.1\}$. In Mahalanobis distance based OOD detection (MHB), we use the features from the penultimate layer and the layer preceding it. Similarly for Deep Ensembles, BayesAdapter, and the proposed PNNs, we considered two siblings of each for a fair comparison. It should be noted that, no method including ours, is adapted to OOD data or calibrated for uncertainty using proxies of OOD data, as in a general scenario, the OOD examples can come from any distribution which may or may not be known during training. We use False Positive Rate at 95 % True Positive Rate (FPR at 95 % TPR), Area Under the Precision Recall Curve (AUPR), and Area Under the Receiver Operating Characteristic Curve (AUROC) as the performance metrics. The results for FPR at 95 % TPR and AUPR are shown in Tables 2 and 3, respectively. AUROC results are provided in the supplementary material. It can be seen that, PNNs outperform the previous works in most of the experiments and achieve comparable results in other, particularly in terms of AUPR. It is noteworthy that since AUPR is a threshold independent measure it can be of great significance when it comes to comparing different techniques for OOD detection. Higher values of AUPR reflect better performance on a large number of thresholds. To understand the capacity of the proposed PNNs better, we further test them against corrupted and adversarial inputs, and present the results as follows.

### 4.1. Experiments with Noisy Test Samples

We use noisy versions of ID CIFAR-10 samples, known as CIFAR-10-C [12]. We consider two of the most commonly observed real world noises, Gaussian and Speckle, and pass them to PNNs corresponding to $C_2$, $C_3$ and $C_5$ for which CIFAR-10 is used as the ID. We plot distribution of the observed values of the measure of agreement ($M$) on a logarithmic scale in Fig. 4. The figure also shows distribution of the values of $M$ observed for the clean ID samples. A clear difference can be observed for noisy and clean samples, particularly for the deep architecture DenseNet-100. Notice the consistency in the observed distribution of the values of $M$ for clean samples between the plots in the top and bottom row of Fig. 4 for different architectures. Even though different values are sampled for the two different types of noisy samples, a negligible variation is observed while using these weights for clean samples. This shows the robust behaviour of PNNs.

### 4.2. Experiments with Adversarial Test Samples

Next we consider adversarial images generated from the original ID samples using FGSM attack [9]. FGSM is applied on each architecture with its point estimates and adversarial samples are generated for the corresponding ID data which was used during training for obtaining those point estimates. Similar to the previous experiment, distributions of the observed values of $M$ for the original and adversarial samples are plotted in Fig. 5. As the intensity of the attack increases, quality of the samples degrades and PNNs highlight it by bringing out clear separations in the peaks of the distribution corresponding to the original and adversarial samples.

---

| Architecture | Dataset | CNN (in %) | PNN (in %) |
|--------------|---------|------------|------------|
| $C_1$        | MNIST   | 98.53      | 98.49      |
| $C_2$        | CIFAR10 | 93.54      | 93.66      |
| $C_3$        | CIFAR10 | 91.68      | 91.44      |
| $C_4$        | SVHN    | 95.93      | 94.43      |
| $C_5$        | CIFAR10 | 93.51      | 93.55      |

Table 1. Test accuracy of CNNs with point estimate and the corresponding PNNs for various architectures. For all the architectures, PNN accuracy is very close to CNN which shows that PNNs maintain the performance of corresponding CNNs on ID data while enabling OOD detection.

---

$^1$ Source code for all the experiments is provided in the supplementary material.
Table 2. Comparison of our proposed approach with the state-of-the-art methods with respect to FPR at 95% TPR. Low FPR at high TPR is important when it comes to selecting a threshold for deployment of an OOD detection technique.

| Model ID | OOD Baseline | ODIN BayesAdapter | DeepEnsemble | MHB PNN (ours) |
|----------|--------------|-------------------|--------------|----------------|
| C1       | MNIST FMNIST | 27.48             | 27.09        | 70.61          | 36.86          | 30.31          | 12.46          |
| C2       | CIFAR10 CMATERDB | 61.48 | 56.80 | 58.63 | 88.32          | 100.0          | 45.54          | 37.00          |
| C3       | CIFAR10 CMATERDB | 58.88 | 59.03 | 66.11 | 44.12          | 75.63          | 48.18          | 54.80          |
| C4       | SVHN CIFAR10 | 43.80             | 43.18        | 71.00        | 66.12          | 88.50          | 67.41          |
| C5       | CIFAR10 CIFAR100 | 70.18             | 69.71        | 72.37        | 69.71          | 91.12          | 68.71          |

Table 3. Comparison of our proposed approach with the state-of-the-art techniques with respect to AUPR. The proposed PNNs result in comparative better performance in most experiments.

| Model ID | OOD Baseline | ODIN BayesAdapter | DeepEnsemble | MHB PNN (ours) |
|----------|--------------|-------------------|--------------|----------------|
| C1       | MNIST FMNIST | 97.00             | 96.92        | 51.60          | 55.72          | 96.49          | 99.44          |
| C2       | CIFAR10 CMATERDB | 92.58 | 93.11 | 78.21 | 60.00          | 57.56          | 40.89          | 95.98          |
| C3       | CIFAR10 CMATERDB | 90.68 | 90.10 | 88.27 | 55.22          | 90.60          | 92.41          | 88.92          |
| C4       | SVHN CIFAR10 | 93.12             | 93.02        | 96.99        | 92.70          | 94.85          | 92.41          |
| C5       | CIFAR10 CIFAR100 | 69.59             | 69.93        | 66.05        | 64.03          | 70.56          | 78.3           |

5. Discussion

As mentioned in section 3, proposed probabilistic trust intervals can be interpreted as the space of directed noise. It is, therefore, important to discuss the scenario where instead of learning $\sigma$, a trivial approach is adopted in which small random perturbations are added to the weights of an already trained neural network. We observed in our experiments that this trivial approach results in degradation of test accuracy if the strength of perturbations is too high and if it is too low then test accuracy is preserved but the performance on the task of OOD input detection is suboptimal. For example, when we directly added perturbations sampled from $\mathcal{N}(0, 1)$ to the weights of $C_1$, the test accuracy on MNIST dataset reduced from close to 98% to $\approx 10\%$ and when we sampled the perturbations from $\mathcal{N}(0, 0.01)$, the FPR at 95% TPR for Fashion-MNIST was $\approx 55\%$ which is considerably poor as compared to what is observed for the corresponding PNN, shown in Table 2. In fact, handcrafting the strength of perturbations is nearly impossible because in complex architectures it is very difficult to predict the effect of perturbing weights on the outputs if done manually. Our proposed
Figure 5. Distribution of $\log (M)$ for original images (in green) and their adversarial versions (in red). Rows from top to bottom show the observations for $C_1$ to $C_5$, respectively. Peeks of the distribution for original and adversarial images can be easily distinguished from each other. Moreover, with the increase in intensity of adversarial attack ($\epsilon$), the overlap between the distributions decreases. Observe the shift in the red peak with increasing $\epsilon$.

Further, it is also interesting to discuss the effect of number of siblings on OOD detection. For this we consider PNN corresponding to $C_1$ trained on MNIST dataset. We sample 2, 5, and 10 values for weight parameters and evaluate the created sets of siblings for ID and OOD (Fashion-MNIST) samples. Similar to the experiments described in previous section, distributions of values of $M$ are plotted in Fig. 6. As we see, the distributions corresponding to OOD samples for different number of weight samples are almost overlapping each other. There is a little improvement with increasing number of weight samples in the performance on ID data. Overall the plots show that 2 samples is a reasonable choice to get the desired results while keeping the amount of computation during inference under control.

6. Conclusion

In this paper, we propose a simple approach to enable OOD detection on already trained deep neural network classifiers using the defined probabilistic trust intervals and optimized for ID data around each weight parameter. We also designed a measure of agreement for a robust detection using the resultant PNNs. Once trained PNN can be safely deployed with a constant memory and computation overhead. PNNs are able to distinguish adversarial and noisy inputs as well. We have used Gaussian distribution to model the probabilistic nature of the trust interval, in future other distributions can also be considered. Another possible future direction is to explore the possibility of removing redundant and very small sized intervals to reduce both, the time consumed in sampling and memory required to store interval parameters. PNNs can also be explored for uncertainty estimation in applications such as regression and segmentation.
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