Distributed Finite-Sum Constrained Optimization subject to Nonlinearity on the Node Dynamics
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Abstract—Motivated by recent development in networking and parallel data-processing, we consider a distributed and localized finite-sum (or fixed-sum) allocation technique to solve resource-constrained convex optimization problems over multi-agent networks (MANs). Such networks include (smart) agents representing an intelligent entity capable of communication, processing, and decision-making. In particular, we consider problems subject to practical nonlinear constraints on the dynamics of the agents in terms of their communications and actuation capabilities (referred to as the node dynamics), e.g., networks of mobile robots subject to actuator saturation and quantized communication. The considered distributed sum-preserving optimization solution further enables adding purposeful nonlinear constraints, for example, sign-based nonlinearities, to reach convergence in predefined-time or robust to impulsive noise and disturbances in faulty environments. Moreover, convergence can be achieved under minimal network connectivity requirements among the agents; thus, the solution is applicable over dynamic networks where the channels come and go due to the agent’s mobility and limited range. This paper discusses how various nonlinearity constraints on the optimization problem (e.g., collaborative allocation of resources) can be addressed for different applications via a distributed setup (over a network).

Index Terms—Distributed allocation, constrained optimization, model nonlinearity, quantization

I. INTRODUCTION

DISTRIBUTED and localized solutions are widespread in signal-processing, machine-learning, and control literature [1], and are getting more attention due to recent advancements in wireless communication devices, green networking [2], Internet-of-Things (IoT), cloud computing, and high-performance central processing units (CPUs). These techniques further found their way into vehicular technology, and intelligent transportation systems, e.g., Internet-of-Connected-Vehicles (IoCV) [3], [4] and platoons of autonomous cars [5]. The concepts of computing-workload management over a network of CPUs [6]–[8], optimal scheduling of reserving batteries [9], optimal electricity generation for greener smart grid [10]–[14], optimal scheduling of plug-in EV charging [15], and proportional task allocation [16]–[19] are relevant to this research area. Another example is to address the best performance of the power-constrained solutions for localized coverage and deployment control of mobile facilities and service-providing units [17]. The other notions being addressed are practical nonlinearities on the agents’ models. For example, real actuators in mobile robots are subject to actuator saturation while considering ideal models may cause accumulated tracking error (integral windup) and poor control performance, and, in turn, more energy consumption and undesired non-optimal system output, in general. In many practical situations, moreover, it is of interest to add intended nonlinearities, for example, to reach convergence in the fixed (or finite) amount of time [20], or to make the control solution robust to impulsive noise and resilient to disturbances. This paper addresses the optimality of the solutions subject to such nonlinear constraints on the agents’ dynamics over a distributed network setup.

The existing distributed optimization solutions are mainly linear (on the gradient) [21]–[23] with no possibility to tolerate certain nonlinearities and to address the above-mentioned practical situations. Some existing models addressing specific nonlinearities are listed here. Quantized consensus [24] with applications to finite-time CPU scheduling [8] (based on the results of [6], [7]) is considered, where the cost function needs to be quadratic. Sign-based solutions [17], [25] are proposed to address saturation constraints and advance the linear models in coordination of intelligent mobile robots for optimal coverage control [26] and linear machine learning optimization methods [27]. Accelerated (but linear) machine learning [28] and optimization methods (e.g., heavy-ball [29]) along with specific nonlinear dynamics [30], [31] are developed recently. In the context of synchronization, consensus, and optimal agreements, similar nonlinear constraints in real-world applications are given, e.g., in [32]. For a summary of different existing constraints on the cost functions and the associated solutions, see [30, Table I]. The existing literature mainly focuses on particular applications customized with a specific structure and, in general, not applicable in other problems with various nonlinear models. In other words, a general framework to address all such nonlinearities (e.g., a composition nonlinearity) is missing. Such a general solution is more practical for applications including one (or more) composite nonlinearity, e.g., reaching faster or disturbance-resilient convergence while addressing quantization or clipping effects, ranging from robotic science to machine learning.
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In this paper, we consider distributed optimization solutions addressing nonlinear constraints on the model of agents based on only local information exchange. This better suits spatially distributed MAN and networked control systems [33], e.g., mobile robotic networks and geographically distributed sensor networks. The proposed method applies to general nonlinearities, including (but not limited to) saturation and quantization actuation and communication models. We further discuss solutions other than sector-based nonlinearities, e.g., both uniformly quantized and logarithmically quantized solutions are addressed here. Another example is fast-convergent (in finite/fixed-time) by adding non-Lipschitz nonlinearities or sign-based dynamics to suppress disturbances in designed actuation and available communication channels. The proposed solution covers constrained distributed optimization and resource allocation problems ranging from machine learning to smart grid (e.g., automatic generation control). We make the slightest assumption on the MAN connectivity, i.e., uniform connectivity over time. In other words, we ensure convergence despite losing network connectivity as far as the combination of switching network over some finite non-overlapping time-intervals is uniformly-connected. This is irrespective of the nonlinearity-type involved with the agents’ dynamics and, thus, opens up many possible application venues. We omit the mathematical proofs here and refer interested readers to [30], [34] for details. We consider Laplacian-gradient-based solutions, mainly used for convex optimization problems, to address the nonlinear models on agents or their communications over a distributed setup. For general non-convex optimization problems, as in [16], [17], such solutions might be sub-optimal, and approximation algorithms are practically applied in such cases (some of these problems are even NP-hard by nature), while they can be applied to some other specific non-convex cases [35]. Applications to CPU scheduling over computing server networks with quantized information transmission and economic dispatch for green smart grid networks with improved convergence rate are provided as some illustrative examples.

II. THE OPTIMIZATION FRAMEWORK

We consider general constrained convex optimization problems in the form,

\[
\min_x \ F(x) = \sum_{i=1}^{n} f_i(x_i) \quad \text{s.t.} \quad \sum_{i=1}^{n} x_i = K
\]

which may represent more general problems obtained by scaling and change of variables. Without loss of generality, assume \(x_i, K \in \mathbb{R}^d\) (where it can be easily extended to \(x_i, K \in \mathbb{R}^d\)). In problem (1), the overall cost function needs to be minimized (or dual problem of maximizing utilities) and \(f_i(x_i)\) represent the local costs as a function of local resources at each agent (node) \(i\). These costs are generally assumed (or could be approximated by) strongly or strictly convex and smooth functions (even some special non-convex cases can be addressed [35]). The single constraint \(\sum_{i=1}^{n} x_i = K\) is referred to as the feasibility condition, and implies constant amount of total resources to be allocated among a group of agents. For example, this may represent the entire convex area covered by a robotic network or the overall load demand and the amount of power allocated for generator coordination over power grids. For different applications, the problem could be subject to some additional constraints\(^1\). For example, the so-called box constraints in the form,

\[
m_i \leq x_i \leq M_i
\]

These constraints can be addressed by adding penalty functions \([36]\) to the cost function in (1) in the form,

\[
f_i^+(x_i) = f_i(x_i) + \epsilon (x_i - M_i) + \epsilon [m_i - x_i]
\]

with \([u] + = \max\{u, 0\}\). It can be proved that the solution of this penalized case can become arbitrary close to the exact optimizer by choosing \(\epsilon\) sufficiently small. This non-smooth function can be substituted by the following smooth equivalents [1], [37],

\[
[u]_\mu^+ = \frac{1}{\mu} \log(1 + \exp(\mu u))
\]

\[
[u]^{+2} = ([u]^+)^2
\]

The initialization under different \(M_i, m_i\) values for different agents can be addressed via the algorithm in [11] or in some cases by (linearly) scaling or normalizing the variables via,

\[
z_i = \frac{x_i - m_i}{M_i - m_i}
\]

and scaling back the optimization variables \(z_i\) to \(x_i\) after termination and convergence. In this case, the constant \(K\) needs to be adjusted accordingly, beforehand. The feasibility constraint could be originally resulted from a weighted sum in the form \(\sum_{i=1}^{n} x_i = \sum_{i=1}^{n} a_i y_i = K\), where the change of variables in the form \(a_i y_i = x_i\) is applied. In this case, we avoid solution singularity for small \(a_i\) as compared to the other coefficients \(a_{-i}\), since we consider \(a_i y_i = x_i\) instead of directly solving for \(y_i\). In general, it is typically assumed that \(\frac{\partial}{\partial a_j} F(y)\) and \(\frac{\partial}{\partial a_i} F(y)\) are bounded for all \(i, j\). This is because following the Karush–Kuhn–Tucker (KKT) condition, for the optimizer \(y^*\), we have \(\frac{\partial}{\partial a_j} F(y^*) = 0\) which implies that \(\frac{\partial}{\partial a_j} F(y^*)\) remains bounded for all \(i, j\).

Using the KKT condition, the unique optimal solution \(x^*\) for (1) is in the form \(\nabla F(x^*) = \psi^* 1_n\), where \(\nabla F(x^*) = \nabla^T F(x^*)\).

\(^1\)Recall that having multiple constraints in the form \(Ax = b\), the problem (1) is not necessarily solvable locally. In this case, one can find the unique intersection of constraint faucets (if any) and reduce the constraints to a single lower-order one by presenting some states say \(x_a\) as a linear combination of other complementary states \(x_{\sim a}\), say \(x_{j1}, x_{j2}, \ldots, x_{jn}\). However, in this form, the cost function \(f_a(x_a)\) in (1) cannot be generally decoupled as a summation of separate \(f_{j1}(x_{j1}), f_{j2}(x_{j2}), \ldots, f_{jm}(x_{jm})\), and, although the problem might be solvable via centralized solutions, it cannot be necessarily solved in a localized and distributed setup and is irrelevant in the sum-preserving distributed optimization literature. In some cases, the problem formulation is decoupled in terms of costs while linearly coupled by a reduced-order single constraint, and thus, is solvable with existing distributed solutions. Therefore, as the title says in this paper, we skip the multiple-constraint formulation (which needs further elaboration) and only focus on single-constraint finite-sum problems as in many literature. The special case of \(A = L\) (Laplacian) and \(b = 0\) is discussed in [21].
The gradient of $F$ at $x^*$, and $1_n$ is the column vector of 1’s. In general, for every $K$ there is a unique $\psi^*$ and a unique optimizer $x^*$ satisfying $\nabla F(x^*) = \psi^* 1_n$. In distributed setup, this unique optimizer $x^*$ needs to be \textit{invariant} under the solution dynamics. The existing solution dynamics in the literature are mainly first order in both discrete-time (DT) and continuous-time (CT) format where $x_i$ (or $x_i(k+1)$) is a function of $x_i, x_j, \partial_x f_i, \partial_x f_j$. $W$ at time $t$ (or time-step $k$) with $j \in N_i$, $\partial_x f_i$ representing the local gradient, $W$ representing the (possibly time-varying) adjacency matrix of the (dynamic) MAN, and the set of in-neighbors $N_i = \{ j \mid i \rightarrow j \}$ (or $N_i = \{ j \mid W_{ji} \neq 0 \}$). Each agent uses the information (local gradient and state) of its own and neighbors and its direct neighbors. For example, linear 1st-order solutions for (1) are in the form [11], [21].

\[
\begin{align*}
\dot{x}_i &= \eta \sum_{j \in N_i} W_{ji}(\partial_x f_j(t) - \partial_x f_i(t)) = -L \nabla F(x) \quad (7) \\
x_i(k+1) &= x_i(k) + \eta \sum_{j \in N_i} W_{ji}(\partial_x f_j(k) - \partial_x f_i(k)),
\end{align*}
\]

subject to some possible additional stochastic condition on $W$. This is, further, addressed based on $L$ as the Laplacian matrix (hence, the name Laplacian-gradient method [11]).

In this work, we address some additional constraints on the dynamics of agents $x_i$ (i.e., the constraint on the actuators) and/or their communications over MAN as discussed below.

- Nonlinear communication constraints: The communicated variable ($x_j$ or $\partial_x f_j$) of agent $j \in N_i$ goes through a nonlinear channel and agent $i$ receives $h_c(x_j)$ or $h_c(\partial_x f_j)$ after a nonlinear mapping $h_c(\cdot)$ is applied.
- Nonlinear actuation (or node-based) constraints: The input $u_i$ in $\dot{x}_i = u_i$ (or $x_i(k+1) - x_i(k) = u_i(k)$) is a function of $x_j - x_i$ or $\partial_x f_j - \partial_x f_i$ (e.g., see the right-hand-side (RHS) of (7)-(8)). In case of nonlinear actuation, the actuator output (to be applied as input $u_i$) is in the form $h_a(x_j - x_i)$ or $h_a(\partial_x f_j - \partial_x f_i)$ as compared to the originally designed input (e.g., in (7)-(8)). This implies a nonlinear actuation mapping defined by $h_a(\cdot)$.

In the rest of the paper, we use the same notation $h(\cdot)$ for both nonlinearities $h_a(\cdot), h_c(\cdot)$. Possible nonlinear mappings $h(\cdot)$ in practical applications include, for example, saturation (or clipping), denoted by $h(z) = \text{sat}(z)$, and quantization in the uniform form $h(z) = q_u(z) = \delta \left\lfloor \frac{z}{\delta} \right\rfloor$ (with $\delta$ as bounding to the nearest integer) and logarithmic form $h(z) = q_l(z) = \text{sgn}(z) \exp(q_u(\log(|z|)))$ (with $\text{sgn}(z) = \frac{z}{|z|}$). In many applications it is desired to reach convergence in fixed (pre-defined) time. Then, one can consider non-Lipschitz nonlinearities in the form $\text{sgn}^{\mu_1}(z) + \text{sgn}^{\mu_2}(z)$ with $\text{sgn}^\mu(z) = z|z|^\mu - 1$. Putting $\mu = 0$ one can get sign-based dynamics which are known to be robust against impulsive noise and disturbances, see examples of sign-based dynamics for consensus and synchronization in [38] and references therein.

In this paper, we study general dynamics with nonlinear actuation $h_a(\cdot)$ and/or communication $h_c(\cdot)$ involved (in terms of nonlinearity concerning the gradient) that may emerge in different practical applications or designed for specific purposes. We discuss the exact convergence to the optimizer for both \textit{sector-based} and \textit{non-sector-based} model nonlinearities and determine the $\varepsilon$-neighborhood of the optimizer in problems for which the exact convergence cannot be guaranteed. Besides the nonlinearities mentioned above, our results can address their composition.

### III. THE GENERAL DISTRIBUTED SOLUTION

We extend the linear DT solution (8) to account for both nonlinearity in communications and actuation. The general nonlinear solutions are in the form,

\[
\begin{align*}
\dot{x}_i(k+1) &= x_i(k) + \eta \sum_{j \in N_i} W_{ji}(h_c(\partial_x f_j(k)) - h_c(\partial_x f_i(k))), \quad (9) \\
\dot{x}_i(k+1) &= x_i(k) + \sum_{j \in N_i} W_{ji}(h_c(\partial_x f_j(k))) - h_c(\partial_x f_i(k)), \quad (10)
\end{align*}
\]

Similar nonlinear solutions can be stated for CT protocol (7).

\[
\begin{align*}
\dot{x}_i &= \eta \sum_{j \in N_i} W_{ji}(h_c(\partial_x f_j(t)) - \partial_x f_i(t)), \quad (11) \\
\dot{x}_i &= \eta \sum_{j \in N_i} W_{ji}(h_c(\partial_x f_j(t))) - h_c(\partial_x f_i(t)), \quad (12)
\end{align*}
\]

Some relevant examples are given in [30], [34]. The RHS of (9)-(10) could be discontinuous due to dynamic network topology. In that sense, notions of discontinuous systems and generalized gradients can be applied for Lyapunov convergence analysis.

First, we discuss the feasibility condition for the given protocols, i.e., in practical applications (e.g., generator coordination for economic dispatch), the solution needs to remain sum-invariant. This is necessary for convergence to the exact optimizer of (1) and for non-feasible protocol there is no guarantee that the solution converges to the same $x^*$ satisfying $\nabla F(x^*) = \psi^* 1_n$. In mathematics form, the protocols (9)-(10) need to satisfy $\sum_{i=1} x_i(k+1) = \sum_{i=1} x_i(k)$. It can be shown that [30], [34] for odd nonlinearities (i.e., $h(\cdot) = -h(\cdot)$) and \textit{bidirectional links} over MAN the feasibility condition holds. This implies that for all symmetric nonlinear mapping $h(\cdot)$ the feasibility condition holds and, thus, the optimizer $x^*$ is the invariant solution of the proposed dynamics. All the above mentioned nonlinearities, e.g., saturation and quantization, are symmetric for both positive and negative variables. Recall that in many applications, the agents have similar communication devices in terms of range. This implies that the bidirectional links over homogeneous MAN is well-justified. Moreover, for protocol (10) the solution can be further extended to \textit{strongly-connected with directed communications} over MAN under certain design of the weighting (consensus) matrix $W$, referred to as \textit{doubly-stochastic condition} or \textit{balanced network design} [1].

For convergence analysis to the exact invariant optimizer we consider two cases: (i) sector-based and (ii) non-sector-
based nonlinearities. Consider the residual function $\overline{F} = F(x(k)) - F(x^*)$. Following the [30], [34], it can be shown that this residual function is non-increasing for sign-preserving nonlinearities (i.e., nonlinear mappings satisfying $z h(z) \geq 0$) and decreasing for strongly sign-preserving nonlinearities satisfying $z h(z) > 0$ for $z \neq 0$. For the latter, the convergence to the exact optimizer can be proved using discontinuous Lyapunov analysis and the convergence rate can be defined under certain conditions. For example, assuming strongly convex and smooth costs (with Lipschitz gradients) satisfying $\nu \leq \partial^2 f_i(x_i) \leq \eta$ and any nonlinearity satisfying $\alpha \leq \frac{h(z)}{z} \leq \eta$ we have,

$$\frac{\overline{F}(k+1)}{\overline{F}(k)} \leq 1 - \gamma(\alpha \lambda_2 - \frac{\mu}{2} \lambda_i^2 \eta)$$

(13)

with $\lambda_2$ and $\lambda_\eta$ as the second smallest and largest eigenvalue of the connected MAN. Recall that, for connected networks, $\lambda_2$ represents the algebraic connectivity (Fiedler value) as a measure of link density of the network, i.e., for highly connected networks (and higher $\lambda_2$ value) the convergence to the optimizer is faster (according to (13)). Note that the above results on convergence hold for certain bound on the step-rate $\eta$, i.e., for very large values of $\eta$ the optimization algorithm may diverge. The convergence rate can be extended to uniformly connected networks over period $T$, i.e., one can define the rate for $\frac{\overline{F}(k+T)}{\overline{F}(k)}$.

In nonlinear systems theory, the condition $\alpha \leq \frac{h(z)}{z} \leq \eta$ refers to sector-based nonlinearities. In quantized systems example, logarithmic quantization represents such a nonlinearity, while uniform quantization is non-sector-based. It can be shown that all sector-based nonlinearities with $\alpha > 0$ are “strongly” sign-preserving and, thus, the distributed solutions (9)-(10) exactly converge to the optimizer $x^*$, while for the non-sector-based case this may not necessarily hold. For example, for uniform quantization one can prove convergence only to an $\varepsilon$-neighborhood of the optimizer $||x(k) - x^*|| \leq \varepsilon$, where $\varepsilon$ is a function of the quantization level $\delta$. This implies that the solution always has some non-zero residuals in the steady-state. For some other example nonlinearities, e.g., non-Lipschitz sign-based solutions, where $\eta \rightarrow \infty$ the exact optimizer cannot be reached (in DT) due to the so-called chattering phenomena which results in unwanted oscillations around the optimizer (which can be reduced by choosing smaller steps). However, such issues can be avoided by using the CT counterpart of the dynamics, for example, to reach fixed-time convergence in the economic dispatch problem, see the next section for the illustrative simulation. This is also addressed in machine learning applications and distributed support-vector-machines for classification over MAN [1].

IV. SOME EXAMPLE APPLICATIONS AND SIMULATIONS

This section provides some simplified models as academic examples illustrating how the mentioned nonlinearities can be addressed in some existing finite-sum optimization problems.

A. CPU Scheduling in DT with Quantized Communications

Optimizing the workloads over network of CPUs (or computing servers) is considered as an example here. The local cost of each CPU is defined in quadratic form as [6]–[8],

$$f_i(x_i) = \frac{1}{2} \pi_i (x_i - \mu_i + \nu_i)^2$$

(14)

with random parameters $\pi_i \in [0.1]$, $\mu_i + \nu_i \in [4.5 \ 5.5]$ associated with CPU at node $i$. For the simulation, we consider the sum of the workloads as $K = 1000$; max and min workloads at every computing server are 7 and 3 (the box constraints). The chosen numerical values are only for the sake of simulation and may not necessarily follow the specifications in [6]–[8]. As an academic example, a random dynamic network of $n = 100$ nodes switching between the 4 networks in Fig. 1 is used for this simulation. Quantized data exchanges (both logarithmic and uniform) are considered over the network channels with different quantization levels (for different possible bit rates over the communication channels), and the results are shown and compared in Fig. 2 in terms of convergence rate and accuracy (convergence to the exact optimizer).

B. Fast Coordination in CT Nonlinear Systems: Application to Smart Grid

The application in networks of power generators for efficient power production over the smart grid is considered to improve the linear results in [11]. The power generation cost at all the generators typically follows the form,

$$\sum_{i=1}^{n} f_i(x_i) = \sum_{i=1}^{n} \gamma_i x_i^2 + \beta_i x_i + \alpha_i, \quad s.t. \sum_{i=1}^{n} x_i = D$$

(15)

with the parameters of the cost functions defined based on the type of the power generators (coal-fired, oil-fired, etc.), for example, as given in Table I [12]. Adding nonlinear non-Lipschitz mappings to the linear Laplacian-dynamics in [11] significantly improves the convergence rate. We consider the CT nonlinear actuation dynamics (11) in the form,

$$x_i = \sum_{j \in \mathcal{N}_i} W_{ij} \text{sgn}^\mu(\partial_x f_j(t) - \partial_x f_i(t))$$

(16)

with $\text{sgn}^\mu(z) = z|z|^\mu$. Different values for $\mu$ are considered, $\mu = 0$ (sign function), $\mu = 0.2$, $\mu = 0.5$, $\mu = 0.7$. The results
Logarithmic quantizer (as a sector-based nonlinearity) is “strongly” sign-preserving, while uniform quantizer is only sign-preserving (but not strongly) which results in steady-state residuals depending on the value of $\delta$. The right figure shows the time-evolution of the workloads towards optimal state $x^*$ under logarithmic-quantizer protocol ($\delta = 4$).

This figure further improves the convergence rate of the power allocation (for cost function (17)) by using complementary sign-based nonlinearities with parameters $0 < \mu_2 < 1$ and $\mu_2 > 1$. (Right) The evolution of power states for generators (solid) and batteries (dashed) are shown (for $\mu_2 = 0.5$ and $\mu_2 = 1.5$) with the black solid line as $\frac{D}{n}$ (with $D$ as the difference of total power generation and total power reservation).

Table I
PARAMETERS OF THE GENERATOR COST FUNCTIONS.

| Type    | $\alpha_i$ ($$/h$) | $\beta_i$ ($$/MW/h$) | $\gamma_i$ ($$/MW^2.h$$) |
|---------|---------------------|-----------------------|--------------------------|
| Type-A  | 561                 | 2.0                   | 0.04                     |
| Type-B  | 310                 | 3.0                   | 0.03                     |
| Type-C  | 78                  | 4.0                   | 0.035                    |
| Type-D  | 561                 | 4.0                   | 0.03                     |
| Type-E  | 78                  | 2.5                   | 0.04                     |

over a simple cyclic network of size $n = 12$ and demand load of $D = 1200$ are shown in Fig. 3. From the figure, one can see that the sign function reaches faster convergence (however, with chattering at steady-state due to non-Lipschitz property).

As a remedy, one can consider small value of $\mu = 0.2$ (instead of $\mu = 0$) to improve the chattering phenomena while keeping the convergence fast enough. The results can be extended to add load-based reserve capacities [9]. This setup further provides chance-constrained optimal power flow to schedule both generation and reserves from some wind generators and aggregations of controllable electric loads. The controllable loads are modelled as thermal energy storage units with a redispatch mechanism to manage the energy state (as a battery’s state of charge), i.e., a battery type of dynamics is considered with no efficiency issues as it refers to a virtual battery that is based on thermostatically controlled loads, see details in [9]. The revised mathematical formulation is:

$$\sum_{i=1}^{n} f_i(x_i) = \sum_{i=1}^{n} \gamma_i x_i^2 + \beta_i x_i + \alpha_i + \sum_{j=1}^{n_r} c_j r_j$$  \hspace{1cm} (17)

subject to:

$$\sum_{i=1}^{n} x_i = D + \sum_{j=1}^{n_r} r_j$$  \hspace{1cm} (18)

where the additive terms $r_j$ on the load demand-side represent the states of $n_r$ charging batteries with cost-related coefficients $c_j$. In this setup the additive power production by the generators is reserved by the batteries. The cost is strongly convex and solvable via distributed algorithms in Section III by introducing new set of $n + n_r$ variables $y = [x; -r]$. Following the KKT conditions, the optimal state $y^*$ is such that $\nabla F(y^*) \in \text{span} \{1_{n+n_r}\}$ (or equivalently $\nabla F([x^*; r^*]) \in \text{span} \{[1_n; -1_{n_r}]\}$). Repeating the same simulation (with different cost parameters over a 2-hop network) for $n_r = 4$ thermal batteries (reserving) and $n = 8$ generators (producing power), the optimal power allocation is shown in Fig. 3 for $D = 800$. Some additional deterministic/probabilistic constraints are further given in [9]. In this paper, we only consider a simplified version to address the effect of model nonlinearities on the convergence over a distributed setup.
To reach even faster convergence, two complementary sign-based terms with $0 < \mu_1 < 1$ and $1 < \mu_2$ are considered (termed as fixed-time protocols [30]) and the convergence rate is compared with the linear model.

V. CONCLUSIONS

We analyze distributed techniques for optimization over nonlinear channels and nonlinear actuators with possible application to finite-sum resource allocation over MAN. We discuss the conditions ensuring convergence and feasibility of the coupled solutions among the agents; and, in particular, we show by simulation that (i) the exact optimality is ensured for sector-based (and in general “strongly” sign-preserving) nonlinearities, while (ii) for non-sector-based (and sign-preserving) nonlinear models one can only guarantee convergence to the $\varepsilon$-neighborhood of the optimizer (i.e., certain steady-state residuals).
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