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Abstract
The problem of computing the vertex expansion of a graph is an NP-hard problem. The current best worst-case approximation guarantees for computing the vertex expansion of a graph are a $O\left(\sqrt{\log n}\right)$-approximation algorithm due to Feige et al. [16], and $O\left(\sqrt{OPT \log d}\right)$ bound in graphs having vertex degrees at most $d$ due to Louis et al. [29].

We study a natural semi-random model of graphs with sparse vertex cuts. For certain ranges of parameters, we give an algorithm to recover the planted sparse vertex cut exactly. For a larger range of parameters, we give a constant factor bi-criteria approximation algorithm to compute the graph’s balanced vertex expansion. Our algorithms are based on studying a semidefinite programming relaxation for the balanced vertex expansion of the graph.

In addition to being a family of instances that will help us to better understand the complexity of the computation of vertex expansion, our model can also be used in the study of community detection where only a few nodes from each community interact with nodes from other communities. There has been a lot of work on studying random and semi-random graphs with planted sparse edge cuts. To the best of our knowledge, our model of semi-random graphs with planted sparse vertex cuts has not been studied before.
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1 Introduction

Given a graph $G = (V, E)$, the vertex expansion of a non-empty subset $S \subset V$, denoted by $\phi^V(S)$, is defined as\(^2\)

$$\phi^V(S) \overset{\text{def}}{=} |V| \frac{|N(S)| + |N(V \setminus S)|}{|S||V \setminus S|},$$

where $N(S)$, the neighborhood of $S$, is defined as $N(S) \overset{\text{def}}{=} \{ j \in V \setminus S : \exists i \in S \text{ such that } \{i, j\} \in E \}$. The vertex expansion of the graph $G$, denoted by $\phi^V_G$, is defined as $\phi^V_G \overset{\text{def}}{=} \min_{S \subset V, S \neq \emptyset} \phi^V(S)$. Computing the vertex expansion of a graph is NP-hard. The complexity of computing various graph expansion parameters are central open problems in theoretical computer science, and inspite of many decades of intensive research, they are yet to be fully understood [8, 9, 26, 10, 16, 39].

Feige et al. [16] gave a $O(\sqrt{\log n})$-approximation algorithm for computing the vertex expansion of a graph. Louis et al. [29] gave an algorithm that computes a set having vertex expansion at most $O(\sqrt{\phi^V \log d})$ in graphs having vertex degrees at most $d$. We give a brief description of other related works in Section 1.3. In this work, we study a natural semi-random family of graphs, and give polynomial time exact and approximation algorithms for computing the balanced vertex expansion (a notion that is closely related to the vertex expansion of a graph, we define it formally in Section 1.1) w.h.p.

In many problems, there is a huge gap between theory and practice; the best known algorithms provide a somewhat underwhelming performance guarantee, however simple heuristics perform remarkably well in practice. Examples of this include the simplex algorithm for linear programming [25], SAT [11], sparsest cut [22, 23], among others. In many cases, the underwhelming provable approximation guarantee of an algorithm is a property (hardness of approximation) of the problem itself; even in many such cases, simple heuristics work remarkably well in practice. A possible explanation for this phenomenon could be that for many problems, the instances arising in practice tend to have some inherent structure that makes them “easier” than the worst case instances. Many attempts have been made to understand the structural properties of these instances, and to use them in designing algorithms specifically for such instances, which could perform much better than algorithms for general instances. A fruitful direction of study has been that of modelling real world instances as a family of random and semi-random instances satisfying certain properties. Our work can be viewed as the study of the computation of vertex expansion along this direction.

Often graphs with sparse cuts are used to model communities. For example, the vertices of a graph can be used to represent the members of the communities, and two vertices would have an edge between them if the members corresponding to them are related in some way. In such a graph, the sparse cuts indicate the presence of a small number of relations across the members corresponding to the cut, which are likely to be some form of communities within the members. The stochastic block models have been used to model such communities. Our model can also be viewed as model for communities where only a few members from each community have a relationship with members from another community.

\(^2\) Other definitions of vertex expansion have been studied in the literature, see Section 1.3.
1.1 Vertex Expansion Block Models

For a graph $G = (V, E)$, its balanced vertex expansion $\phi^{V-\text{bal}}_G$ is defined as

$$\phi^{V-\text{bal}}_G \overset{\text{def}}{=} \min_{S \subseteq V; |S| = |V|/2} \phi^V(S).$$

Another common notion of vertex expansion that has been studied in the literature is $\phi^{V,a}_G(S) \overset{\text{def}}{=} (|V| \cdot |N(S)|) / (|S| \cdot |V \setminus S|)$, and as before, $\phi^{V,a}_G \overset{\text{def}}{=} \min_{S \subseteq V} \phi^{V,a}(S)$. [29] showed that the computation $\phi^V_G$ and $\phi^{V,a}_G$ is equivalent up to constant factors. In this work, we develop a semi-random model for investigating the balanced vertex expansion of graphs.

We study instances that are constructed as follows. We start with a set of $n$ vertices, and we arbitrarily partition them into two sets $S, S'$ of $n/2$ vertices each. Next, we choose a small subset $T \subset S$ of size $\varepsilon n$ (resp. $T' \subset S'$) to form the vertex boundary of these sets. On $S \setminus T$ (resp. $S' \setminus T'$), we add an arbitrary graph whose spectral gap\footnote{The spectral gap of a graph is defined as the second smallest eigenvalue of its normalized Laplacian matrix, see Section 1.6 for definition} is at least $\lambda$ (a parameter in this model), and whose vertices have roughly the same degree. We add an arbitrary low degree bipartite graph between $T$ and $T'$. Between each pair of vertices in $(S \setminus T) \times T$, we add edges independently at random with probability $p$; this is the only part of the construction that is random. Next, we allow a monotone adversary to alter the graph: the monotone adversary can arbitrarily add edges that do not change the sparsity of the vertex cut $(S, S')$, i.e., add edges between any pair of vertices in $S$ (resp. $S'$), and between any pair in $T \times T'$.

In our model, we allow the sets $S$ and $S'$ to be generated using different sets of parameters, i.e., we use $\varepsilon_1, \lambda_1, p_1$ for $S$ and $\varepsilon_2, \lambda_2, p_2$ for $S'$. We formally define the vertex expansion block model below (see also Figure 1).

**Definition 1.** An instance of $\text{VBM}(n, \varepsilon_1, \varepsilon_2, p_1, p_2, c, r, \lambda_1, \lambda_2)$ is generated as follows.

1. Let $V$ be a set of $n$ vertices. Partition $V$ into two sets $S$ and $S'$ of $n/2$ vertices each. Partition $S$ into two sets $T$ and $S \setminus T$ of sizes $\varepsilon_1 n$ and $(1/2 - \varepsilon_1)n$ respectively. Similarly, partition $S'$ into two sets $T'$ and $S' \setminus T'$ of sizes $\varepsilon_2 n$ and $(1/2 - \varepsilon_2)n$ respectively.
2. Between each pair in $(S \setminus T) \times T$ (resp. $(S' \setminus T') \times T'$), add an edge independently with probability $p_1$ (resp. $p_2$).
3. Between pairs of vertices in $S \setminus T$ (resp. $S' \setminus T'$), add edges to form an arbitrary roughly regular (formally, ratio of the maximum vertex degree and the minimum vertex degree is at most $r$) of spectral gap\footnote{The spectral gap of a graph is defined as the second smallest eigenvalue of its normalized Laplacian matrix, see Section 1.6 for definition} at least $\lambda$.
4. Between pairs in $T \times T'$, add edges to form an arbitrary bipartite graph of vertex degrees in the range $[1, c]$ (this bipartite graph need not be connected); if $c < 1$, then add no edges in this step. We will use $\mathcal{F}$ to denote this bipartite graph.
5. (Monotone Adversary) Arbitrarily add edges between any pair of vertices in $S$ (resp. $S'$).

Arbitrarily add edges between any pair in $T \times T'$.

Output the resulting graph $G$.

We note that the direct analogue for vertex expansion of **Stochastic Block Models** (see related work in Section 1.3) in the regimes allowing for exact recovery is included in this setting: there, the graphs within $S$ and $S'$ are completely random, and so are the connections between $T$ and $T'$ (before the monotone adversary acts). Our model allows for a lot more adversarial action, while restricting the randomness to only a small portion of the graph.
In addition to being a family of instances that will help us to better understand the complexity of the computation of vertex expansion, the vertex expansion block model can also be used in the study of community detection. In the case of two communities, the vertices in $S$ and $S'$ can model the members of the communities. Each community can have a few representatives who interact with the representatives from other communities; these representatives can be modelled using $T$ and $T'$, and their interactions can be modelled by the arbitrary graphs within $T$ and $T'$, and the low degree bipartite graph and the action of the monotone adversary between $T$ and $T'$. Even though the connections within a community may be arbitrary, usually the members within the community are well connected with each other; this can be modelled by the choosing an appropriate values of $\lambda_1, \lambda_2$ plus the action of the monotone adversary. We can model the connections between community members and their representatives by a sparse random bipartite graph; our model allows the flexibility of choosing $p_1$ and $p_2$, and also the action of the monotone adversary.

### 1.2 Our Results

Our main result is a polynomial time algorithm for exactly recovering $S$ and $S'$ from a graph sampled from $\VBM(n, \varepsilon_1, \varepsilon_2, p_1, p_2, c, r, \lambda_1, \lambda_2)$ for certain ranges of parameters.

**Theorem 2.** There exist universal constants $c_1 \in \mathbb{R}^+$, $c_2 \in (0, 1/2)$, $c_3 \in \mathbb{Z}^+$, $c_4 \in \mathbb{R}^+$, $c_5 \in (0, 1)$ satisfying the following: there exists a polynomial time algorithm which takes a graph generated from $\VBM(n, \varepsilon_1, \varepsilon_2, p_1, p_2, c, r, \lambda_1, \lambda_2)$, where $p_1, p_2 \in \{c_1 \log n \}/n, 1]$, $\varepsilon_1, \varepsilon_2 \in [1/n, c_2]$, $c \leq c_3$, $r \leq c_4$ and $\lambda_1, \lambda_2 \geq c_5$, and outputs the sets $S$ and $S'$ with probability at least $1 - 1/\text{poly}(n)$.

We give a description of the steps in proving Theorem 2 in Section 2; in the full version of this paper, we also observe that our proof actually shows a slightly more general result.

We also show that if the instances satisfy a few weaker requirements, then we can obtain a constant factor bi-criteria approximation algorithm for computing the balanced vertex expansion.

We study the case when $S \setminus T$ is an arbitrary graph, i.e., it does not have constant spectral gap. Note that this case is captured by setting $\lambda_1 = 0$ in our model, since the monotone adversary can create any arbitrary graph on $S \setminus T$. Our proof also allows us to let the graph induced on $S'$ be an arbitrary graph. Again, this is captured by setting $p_2 = \lambda_2 = 0$ in our model, since the monotone adversary can create any arbitrary graph on $S'$. We show that we can use the underlying random bipartite graph between $S \setminus T$ and $T$ to obtain a bi-criteria approximation algorithm in this case, that outputs an almost balanced cut with vertex expansion within a constant factor of the planted one.
Theorem 3. There exist universal constants \( c_1 \in \mathbb{R}^+ \), \( c_2 \in (0,1/2) \), \( c_6 \in (0,1/2) \) satisfying the following: there exists a polynomial time algorithm which takes a graph generated from VBM\((n, \varepsilon_1, \varepsilon_2, p_1, 0, 0, 0, 0, 0)\), where \( \varepsilon_1, \varepsilon_2 \in [1/n, c_2] \) and \( p_1(\varepsilon_1 + \varepsilon_2)n \geq c_1 \log n \), and outputs with probability at least \( 1 - 1/\text{poly}(n) \), a set \( A \subseteq V \) satisfying \( |A| \in [c_6 n, (1 - c_6)n] \) and \( \phi^V(A) \leq \mathcal{O}(\varepsilon_1 + \varepsilon_2) \).

Next, we study the case where the edges between \( S \setminus T \) and \( T \) are arbitrary, but \( \lambda_1 \) is large. As in the previous case, our proof allows the graph induced on \( S' \) to be an arbitrary graph. Again, as before, this case is captured by setting \( p_1 = p_2 = \lambda_2 = 0 \). In this case, we show that for certain ranges of \( \lambda_1 \), we can obtain a constant factor bi-criteria approximation algorithm for computing the balanced vertex expansion.

Theorem 4. There exist universal constants \( c_2 \in (0,1/2) \), \( c_5 \in (0,1) \), \( c_6 \in (0,1/2) \) satisfying the following: there exists a polynomial time algorithm which takes a graph generated from VBM\((n, \varepsilon_1, \varepsilon_2, 0, 0, 0, r, \lambda_1, 0)\), where \( \varepsilon_1, \varepsilon_2 \in [1/n, c_2] \), and \( \lambda_1 \geq c_5 r^3(\varepsilon_1 + \varepsilon_2) \), and outputs a set \( A \subseteq V \) satisfying \( |A| \in [c_6 n, (1 - c_6)n] \) and \( \phi^V(A) \leq \mathcal{O}(\varepsilon_1 + \varepsilon_2) \).

In fact, we prove a stronger result: it suffices for \( S \setminus T \) to contain a subgraph on \( \Omega(n) \) vertices having spectral gap at least \( c_6 r^3(\varepsilon_1 + \varepsilon_2) \), to obtain a constant factor bi-criteria approximation algorithm for computing the balanced vertex expansion.

Organization of the rest of the paper

We will next describe related work in Section 1.3, and give our SDP relaxation in Section 1.4. We give an overview of our proofs in Section 1.5, and present a slightly more detailed description of the proof of our main result, Theorem 2, in Section 2. For the proofs of Theorem 3 and Theorem 4, we refer the reader to the full version of the paper.

1.3 Related Work

Stochastic Block Models

Closely related to the vertex expansion of a graph is the notion of edge expansion which is defined as follows.

Definition 5. For a weighted graph \( G = (V, E, w) \), with non-negative edge weights \( w : E \to \mathbb{Q}^+ \), the edge expansion of a non-empty set \( S \subseteq V \) is defined as

\[
\phi^E_G(S) \triangleq \frac{\sum_{e \in E(S, V \setminus S)} w(e)}{\min \{\text{vol}(S), \text{vol}(V \setminus S)\}},
\]

where \( E(S, V \setminus S) \triangleq \{(i, j) \in E : i \in S, j \notin S\} \) and \( \text{vol}(S) \triangleq \sum_{i \in S} \sum_{j \sim i} w\{(i, j)\} \). The edge expansion of the graph is defined as \( \phi^E_G \triangleq \min_{S \subseteq V, S \neq \emptyset} \phi^E_G(S) \).

The Stochastic Block Model (we will refer to it as the edge expansion stochastic block model to differentiate it from our block model) is a randomized model for instances that are generated as follows. A set of \( n \) vertices is arbitrarily partitioned into sets \( S, S' \) of equal sizes. Between each pair of vertices in \( S \), an edge is added independently with probability \( p \), and between each pair of vertices in \( S \times S' \), an edge is added independently with probability \( q \) (typically \( p > q \)).

Starting with work of Holland et al. [20], the works of Boppana [13], who gave a spectral algorithm, and of Jerrum and Sorkin [21], who gave a metropolis algorithm, contributed
significantly to the study of stochastic block models. One of the breakthrough works in the study of SBMs is the work of McSherry [34], who gave a simple spectral algorithm for a certain range of parameters. There has been a lot of recent work related to a certain conjecture regarding SBMs, which stated the regime of parameters \(p, q\) for which it was possible to detect the presence of communities. The works [36, 37, 38, 33] have contributed to proving various aspects of the conjecture. In a recent work, Abbe et al.[3] showed that the natural SDP relaxation for balanced edge expansion is integral when there is a sufficient gap between \(p\) and \(q\), and \(p, q = \Omega(\log n/n)\); Mossel et al.[38] gave an algorithm for a larger regime of parameters which was not based on semidefinite programming. More general SBMs have been studied by Abbe and Sandon [4, 5, 6], Aggarwal et al.[7], etc.

Kim et al.[24] studied a version of SBM for hypergraphs, and gave algorithms for it based on studying a certain “adjacency tensor”, the analog of the adjacency matrix for hypergraphs. They also study the sum-of-squares algorithms for this model. [27] gave a reduction from vertex expansion problems to hypergraph expansion problems. We note that applying this reduction to the instances from our models does not give the model studied by [24]: this reduction will only introduce hyperedges between the sets corresponding to \(T\) and \(T'\), whereas the model studied by [24] adds random hyperedges between \(S\) and \(S'\). Moreover, many parts of the graph from our model are adversarially chosen.

**Semi-random models for edge expansion problems**

Monotone adversarial errors in SBMs are the arbitrary addition of edges between pairs of vertices within \(S\) (resp. \(S'\)), and the arbitrary deletion of existing edges between \(S\) and \(S'\). Feige and Kilian [17] gave an algorithm for the edge expansion model with monotone adversarial errors when the gap between \(p\) and \(q\) is sufficiently large. Guédon and Vershynin [18] gave an algorithm based on semidefinite programming for partially recovering the communities for certain ranges of parameters. Moitra et al.[35] gave algorithms (based on semidefinite programming) and lower bounds for partial recovery in the stochastic block model with a monotone adversary. Makarychev et al.[32] gave an algorithm for partial recovery for the stochastic block model with a monotone adversarial errors and a small number of arbitrary errors (i.e. non-monotone errors).

Makarychev et al.[30, 31] studied some semi-random models of instances for edge expansion problems. In particular, [30] studied a model analogous to \(VBM(n, \varepsilon_1, \varepsilon_2, 0, 0, 0, r, \Lambda_1, 0)\) for edge expansion problems; they showed that if the number of edges crossing \((S, S')\) is \(\varepsilon m\), and if there is a set of \(m\) edges \(E_1\) such that \((S, E_1)\) is a regular graph having spectral expansion at least \(\Omega(\varepsilon)\), then there is an algorithm to recover a balanced cut of edge expansion \(O(\varepsilon)\). The proof of Theorem 4 and that of the corresponding result in [30] both proceed by using the expansion of the underlying subgraph to show that an \(\Omega(n)\) sized subset of the SDP vectors lie in a ball of small radius. [30] use this to recover a constant factor bi-criteria approximation to balanced edge expansion; we adapt this approach to vertex expansion to prove Theorem 4.

The results cited here are only a small sample of the work on the SBMs. Since our model is very different from the edge expansion stochastic block models, we only give a brief survey of the literature here, and we refer the reader to a survey by Abbe [1] for a comprehensive discussion. In general, algorithms for edge expansion problems can not be used for our vertex expansion block model since sparse edge cuts and sparse vertex cuts can be uncorrelated. In particular, the action of the monotone adversary in \(VBM\) rules out the use of edge-expansion based algorithms for detecting \(S\) and \(S'\). In the full version of this paper, we describe an explicit family graphs generated in the \(VBM\) model where these algorithms fail.
Vertex Expansion

There has been some work in investigating vertex expansion (balanced and non-balanced) the worst-case setting. Bobkov et al. [12] gave a Cheeger-type inequality for vertex expansion, where a parameter $\lambda_\infty$ plays a role analogous to the use of the second eigenvalue $\lambda_2$ in Cheeger’s inequality for edge expansion. Feige et al. [16] gave an $O(\sqrt{\log n})$-approximation algorithm for the problem of computing the vertex expansion of graphs. Louis et al. [29] gave an SDP rounding based algorithm that computes a set having vertex expansion at most $O(\sum_{V} \phi_{V_G} \log d)$, where $d$ is the maximum vertex degree; they also showed a matching hardness result based on the Small-set expansion hypothesis. Louis and Makarychev [27] gave a bi-criteria approximation for Small-set vertex expansion, a problem related to vertex expansion.

Louis and Raghavendra [28] studied a model of instances for vertex expansion similar to ours. In their model, the adversary partitions the vertex set $V$ into two equal sized sets $S, S'$, and chooses a subset $T$ (resp. $T'$) of $S$ (resp. $S'$) of size at most $\varepsilon n$. Next, the adversary chooses an arbitrary subset of pairs of vertices in $S$ (resp. $S'$) to form edges such that graph induced on $S$ (resp. $S'$) is an edge expander. The adversary chooses an arbitrary subset of the pairs of vertices in $T \times T'$ to form edges. [28] give an SDP rounding based algorithm to compute a set having vertex expansion $O(\sqrt{\varepsilon})$.

1.4 SDP Relaxation

We use the SDP relaxation for $\phi_{V-\text{bal}}^G$ (SDP 6), this SDP is very similar to that of [29]. We give the dual of this SDP in SDP 7.

\begin{center}
\begin{tabular}{ll}
| \textbf{SDP 6 (Primal).} | \textbf{SDP 7 (Dual).} |
|------------------------|------------------------|
| $\min \sum_{i \in V} \eta_i$ | $\max \sum_{i \in V} B_{ii}$ |
| subject to | subject to |
| $U_{ii} + U_{jj} - 2U_{ij} \leq \eta_i \ \forall i \in V, j \in N(i)$ | $\sum_{j \in N(i)} Y_{ij} = 1$ |
| $U_{ii} = 1 \ \forall i \in V$ | $Y_{ij} \geq 0 \ \forall \{i, j\} \in E$ |
| $\sum_{i \in V} \sum_{j \in V} U_{ij} = 0$ | $B_{ij} = 0 \ \forall i, j \in V, i \neq j$ |
| $U \succeq 0$ | $L(Y) + \alpha 1^T - B \succeq 0$ |
\end{tabular}
\end{center}

Here $1^T$ denotes the all-ones vector, and $L(Y)$ denotes the Laplacian matrix of graph weight by the matrix $Y + Y^T$, i.e.

$$L(Y)_{ij} = \begin{cases} \sum_{l \in N(i)} (Y_{il} + Y_{li}) & i = j \\ -(Y_{ij} + Y_{ji}) & j \in N(i) \\ 0 & \text{otherwise} \end{cases}.$$  

First, let us see why SDP 6 is a relaxation for $\phi_{V-\text{bal}}^G$. Let $P$ be the set corresponding to $\phi_{V-\text{bal}}^G$, and let $1_P \in \{-1, 1\}^n$ be a vector such $1_P(i)$ is equal to 1 if $i \in P$ and $-1$ otherwise. Note that since $|P| = |V|/2$, we have $1^T 1_P = 0$. It is easy to verify that
\[ U := \mathbb{1}_P \mathbb{1}_P^T \text{ and } \eta_i := \max_{j \in N(i)} (\mathbb{1}_P(i) - \mathbb{1}_P(j))^2 \text{ is a feasible solution for SDP 6, and that} \]
\[ \sum_{i \in V} \eta_i = 4 (|N(P)| + |N(V \setminus P)|). \text{ Therefore, } \phi_{G}^{V \text{-bal}} = 4 \left( \sum_{i \in V} \eta_i \right) / n. \text{ and therefore,} \]
SDP 6 is a relaxation for \( \phi \). Henceforth, we will use \( \mathbb{1}_P \) to be the \( \pm 1 \)-indicator vector of a set \( P \subset V \), i.e., \( \mathbb{1}_P(i) \) is equal to 1 if \( i \in P \) and -1 otherwise. We prove the following theorem about SDP 6.

**Theorem 8.** For the regime of parameters stated in Theorem 2, \( U' \) \( \text{def} \) \( \mathbb{1}_S \mathbb{1}_S^T \) and for each \( i \), \( \eta'_i \) \( \text{def} \) \( \max_{j \in N(i)} (\mathbb{1}_S(i) - \mathbb{1}_S(j))^2 \) for the set \( S \) defined in VBM(n, \( \varepsilon \), \( \varepsilon_2 \), \( p_1 \), \( p_2 \), c, r, \( \lambda_1 \), \( \lambda_2 \)), is the unique optimal solution to SDP 6 with probability at least \( 1 - 1/poly(n) \).

Theorem 8 gives an algorithm to compute the matrix \( \mathbb{1}_S \mathbb{1}_S^T \). By factorizing this matrix, one can obtain the vector \( \mathbb{1}_S \), using which the set \( S \) can be computed. Therefore, Theorem 8 implies Theorem 2.

### 1.5 Proof Overview

#### 1.5.1 Theorem 2

It is easy to verify that \((U', \eta')\) is a feasible solution to SDP 6. Our goal will be to construct a dual solution (i.e. a feasible solution to SDP 7) which satisfies two properties,

1. The cost of this solution should be same as the cost of this primal solution \((U', \eta')\).
2. The matrix \((L(Y) + \alpha \mathbb{1} \mathbb{1}^T - B)\) should have rank \( n - 1 \).

Using strong duality, (1) will suffice to ensure that \((U', \eta')\) is an optimal solution of the primal SDP. To show that this is the unique primal optimal solution, we will use the complementary slackness conditions which state that

\[
U \cdot (L(Y) + \alpha \mathbb{1} \mathbb{1}^T - B) = 0. \tag{1}
\]

Since, \((L(Y) + \alpha \mathbb{1} \mathbb{1}^T - B)\) will have rank \( n - 1 \), this will imply that all primal optimal solutions must have rank at most 1, or in other words, there is a unique primal optimal solution (see Lemma 11).

While the approach of using complementary slackness conditions for proving the integrality of the SDP relaxation has been studied for similar problems before ([15, 2, 3, 19, 7]), there is no known generic way of implementing this approach to any given problem. Usually the challenging part in implementing this approach is in constructing an appropriate dual solution, and that, like in most of the works cited above, forms the core of our proof.

We give an outline of how we construct our dual solutions. We begin by setting the \( Y \) value for each edge added by the monotone adversary to 0, thus our proof can be viewed as saying that SDP 6 “ignores” all those edges. For the sake of simplicity, let us consider the case when the bipartite graph between \( T \) and \( T' \) is a c-regular graph. We set \( B_{ii} := 4 \) if \( i \in T \cup T' \) and 0 if \( i \notin T \cup T' \). Thus, if we can choose \( Y \) such that this choice of \( B \) is a feasible solution, then this will ensure that the cost of this dual solution, and the cost of the primal solution \((U', \eta')\) are both equal to \( 4 (\varepsilon_1 + \varepsilon_2) n \), thereby fulfilling our first requirement.

If \( U \) is a rank one matrix, and \((L(Y) + \alpha \mathbb{1} \mathbb{1}^T - B)\) is a rank \( n - 1 \) matrix, then (1) implies that \( \mathbb{1}_S \) is an eigenvector of \((L(Y) + \alpha \mathbb{1} \mathbb{1}^T - B)\) with eigenvalue 0. This fact will be extremely useful in setting the \( Y \) values for the edges in the bipartite graph between \( T \) and \( T' \) (Lemma 12). Now, we only have to choose the \( Y \) values for the edges fully contained in \( S \) (resp. \( S' \)). We first prove the following lemma which will help us to choose the \( Y \) values.
Lemma 9 (Informal statement of Lemma 10). There exists a constant $c'$ such that it suffices to choose $Y$ satisfying

$$X^T (L(Y)) X \geq \frac{c'}{n} \left( \sum_{i \in S} \sum_{t \in T} (X_i - X_t)^2 + \sum_{i \in S \setminus T'} \sum_{t \in T'} (X_i - X_t)^2 \right) \quad \forall X \in \mathbb{R}^n.$$ 

The proof of this lemma follows by carefully choosing the value of $\alpha$, and by exploiting the fact that $1_S$ is an eigenvector of $L(Y) + \alpha I^T - B$ with eigenvalue 0. Proving the condition in Lemma 9 can be viewed as the problem of choosing capacities for the edges to support the multicommodity flow where each vertex $i \in S \setminus T$ wants to send $c'/n$ amount of flow to each $t \in T$. This idea can work when $S$ (resp. $S'$) is a sufficiently dense graph, but does not work when $S$ (resp. $S'$) is sparse (for more details, we refer the reader to the full version). Our second idea is to use the edge expansion properties of the underlying spanning subgraph. For a $d$-regular edge expander $H = (V', E')$ having the second smallest normalized Laplacian eigenvalue $\lambda$, we get that $\sum_{(ij) \in E'} (X_i - X_j)^2 \geq (\lambda d/n) \sum_{ij \in E} (X_i - X_j)^2$. Since $L(Y)$ is a Laplacian matrix, we get that

$$X^T L(Y) X = \sum_{i,j \in S \setminus E} (Y_{ij} + Y_{ji}) (X_i - X_j)^2$$

$$+ \sum_{i,j \in S' \setminus E} (Y_{ij} + Y_{ji}) (X_i - X_j)^2$$

$$+ \sum_{i \in T, j \in T'} (Y_{ij} + Y_{ji}) (X_i - X_j)^2.$$

Now, since $S$ and $S'$ contain an almost regular edge expander as a spanning subgraph, we can adapt the expander argument to this setting and obtain some lower bound on this quantity. This strategy can work in some special cases, but fails in general. Our proof shows that the desired lower bound in Lemma 9 can be obtained using a careful combination of these two ideas, in addition to exploiting the various properties of the random graph between $S \setminus T$ and $T$ (resp. $S' \setminus T'$ and $T'$).

1.5.2 Theorem 3 and Theorem 4

We first solve SDP 6 and obtain a matrix $U$ such that $U \succeq 0$. Therefore, $U$ can be factorized into $U = W^T W$ for some matrix $W$. Let $u_1, \ldots, u_n$ denote the columns of this matrix $W$. We give an algorithm to “round” these vectors into a set satisfying the guarantees in the theorem. As in the previous case, we show that we can “ignore” all the edges added by the monotone adversary, and only focus on the edges added in step 2, 3, 4 in Definition 1.

A well known fact for edge expander graphs having roughly equal vertex degrees is that if the value of $\|u_i - u_j\|^2$ averaged over all edges $\{i,j\}$ in the graph is small, then the value of $\|u_i - u_j\|^2$ averaged over all pairs of vertices $i, j$ in the graph is also small. In the proof of Theorem 4, we use the expansion properties of the $\Omega(n)$ sized subset of $S$ coupled with this fact to show that an $\Omega(n)$ sized subset of the vectors $\{u_i : i \in V\}$ must lie in a ball of small diameter; this step is similar to the corresponding step of [30]. We use this to construct an embedding of the graph onto a line, and recover a cut from this embedding using an algorithm of [29]; this step can be viewed as adapting the corresponding step of [30] to vertex expansion.

In the case when $\lambda_1 = 0$, we show that the lopsided random bipartite graph between $S \setminus T$ and $T$ is an edge expander w.h.p. However, this graph is not close to being regular;
the degrees of the vertices in $T$ would be much higher than the degrees of the vertices in $S \setminus T$. Therefore, we can not directly use the strategy employed in the previous case. But we show that we can use the fact that the measure of $S \setminus T$ under the stationary distribution of the random bipartite graph between $S \setminus T$ and $T$ is $\Omega(1)$, and that the vertices in $S \setminus T$ have roughly equal vertex degrees, to show that $\|u_i - u_j\|^2$ averaged over all pairs of vertices $i, j \in S \setminus T$ is small. From here, we proceed as in the previous case.

1.6 Notation

We denote graphs by $G = (V, E)$, where the vertex set $V$ is identified with $[n] := \{1, 2, \ldots, n\}$. For any $S \subseteq V$, we denote the induced subgraph on $S$ by $G[S]$. Given $i \in V$ and $T \subseteq V$, define $N_T(i) \overset{\text{def}}{=} \{j \in T : \{i, j\} \in E\}$, and $N(i) = N_V(i)$. We denote $\Delta_T(i) := |N_T(i)|$, and $\Delta(i) = |N(i)|$. For a subgraph $F$ of $G$, the degree of $i$ within $F$ is correspondingly $\Delta_F(i)$.

Given a graph $G = (V, E)$ with a weight function $w : E \rightarrow \mathbb{R}_{\geq 0}$ on its edges, we define the weighted degree of a vertex $i \in V$ as $d(i) := \sum_{j \in N(i)} w_{i,j}$. In our theorems, following SDP 7, we will be assigning directed weights (or capacities) $Y_{ij}$ to edges $\{i, j\} \in E$, and use $L(Y)$ to denote the Laplacian of $G$ with weights $Y_{ij} + Y_{ji}$ on the edges.

Given the normalized Laplacian $\mathcal{L} = I - D^{-1/2}AD^{-1/2}$, the spectral gap of $G$ denoted by $\lambda$, is the second-smallest eigenvalue of $\mathcal{L}$.

Typically, for a vector $X \in \mathbb{R}^n$, its $i$-th component is denoted by $X_i$, or in rare cases for clarity, by $X(i)$. As in the introduction, we use $\mathbb{I}_S$ for any $S \subseteq V$ to denote the vector in $\mathbb{R}^{|V|}$ having entries $\mathbb{I}_S(i) = 1$, if $i \in S$, and $-1$ otherwise.

2 Exact Recovery for VBM

2.1 A sufficient condition

In order to prove Theorem 8, we start with the following lemma, which outlines a sufficient condition for integrality of the primal optimal SDP solution. For the proof of this lemma, and all subsequent lemmas in this section, we refer the reader to the full version of the paper.

\textbf{Lemma 10.} For a VBM($n, \varepsilon_1, \varepsilon_2, p_1, p_2, c, r, \lambda_1, \lambda_2$) instance, if we can find a $Y \in \mathbb{R}^{n \times n}$ that satisfies the linear constraints on it ($Y_{ij} \geq 0$ and $\sum_j Y_{ij} = 1$), and in addition has:

\begin{enumerate}[(a)]
  \item \(\forall X \in \mathbb{R}^n, \quad X^T (L(Y)) X \geq \frac{c'}{n} \left( \sum_{i \in S \cap T} \sum_{t \in T} (X_i - X_t)^2 + \sum_{i \in S \setminus T} \sum_{t \in T'} (X_i - X_t)^2 \right)\), \label{eq:lemma10a}
\end{enumerate}

\begin{enumerate}[(b)]
  \item For every $i \in T, j \in T'$, we have $Y_{ij} = 1/\Delta_T(i)$ and $Y_{ji} = 1/\Delta_{T'}(j)$,
  \item For every $i \in T, j \in S \setminus T$ and $i \in T', j \in S \setminus T'$, we have $Y_{ij} = 0$
\end{enumerate}

where $c' = 8c/(1 - \max\{\varepsilon_1, \varepsilon_2\})$, then SDP 6 has $(U', \eta')$ as defined in Theorem 8 as its unique optimal solution.

\textbf{Remark.} Along with the SDP 7 linear constraints on $Y$, the above conditions ensure that we can extend $Y$ to a feasible dual solution $(Y, B, \alpha)$, that satisfies the positive-semidefiniteness constraint and is optimal.

We begin by noting a simple consequence of complementary slackness conditions.

\textbf{Lemma 11.} Let $M := L(Y) + \alpha \mathbb{I}^T - B$ be constructed using an optimal dual solution $(Y, B, \alpha)$. The primal optimal solution is integral and unique if $\mathbb{I}_S$ is a unique eigenvector of $M$ with eigenvalue 0.
It is thus sufficient to prove that the conditions in Lemma 10 imply that we can use the given $Y$ to come up with a $B$ and $\alpha$, such that $(Y, B, \alpha)$ is feasible, and $1_S$ is a unique eigenvector of $M$ with eigenvalue 0. We first find a $B$ (depending on $Y$) that yields a dual objective value of exactly $4(\varepsilon_1 + \varepsilon_2)n$ and ensures that $1_S$ is an eigenvector with eigenvalue 0. We use $d_T(i) = \sum_{j \in N(i) \cap T} (Y_{ij} + Y_{ji})$ for the weighted degree of $i$ into $T \subseteq V$.

\begin{lemma}
Fix some partial candidate dual solution $(Y, \alpha)$. Consider the setting of the diagonal matrix $B$ given by:

$$B_{ii} = \begin{cases} 2 \cdot d_T(i), & \text{for } i \in T \\ 2 \cdot d_T'(i), & \text{for } i \in T' \\ 0, & \text{otherwise} \end{cases}$$

Then $1_S$ is an eigenvector of $M$ with eigenvalue 0. Furthermore, if $(Y, \alpha)$ is feasible for this $B$ and satisfies condition (c) of Lemma 10, then the dual variable assignment $(Y, B, \alpha)$ is optimal, with objective value $4(\varepsilon_1 + \varepsilon_2)n$.

\end{lemma}

Thus, at this point, we know how to show that a feasible $(Y, \alpha)$ satisfying the conditions in Lemma 10 can be extended to get the dual variable $B$ that ensures that the primal is integral. It now remains to show that given an assignment to $Y$ that satisfies conditions in Lemma 10, and a $B$ constructed thereof using Lemma 12, we can find an appropriate $\alpha$ so that $(Y, B, \alpha)$ is actually feasible.

The setting of $B$ helps us exploit the following fact in showing that $(Y, B, \alpha)$ is feasible for some $\alpha$.

\begin{fact}
If $M \in \mathbb{R}^{n \times n}$ is a symmetric matrix with eigenvector $v$ having eigenvalue 0, then $M \succeq 0$ and $\text{rank}(M) = n - 1 \iff \exists l > 0 : M + l \cdot vv^T \succ 0$.

\end{fact}

Thus, instead of showing that $M := (L + \alpha \mathbb{1}\mathbb{1}^T - B) \succeq 0$, we use the above fact with $v = 1_S$. By our setting for $B$, $1_S$ is an eigenvector of $M$ with eigenvalue 0. We show that there is an $\alpha$ that gives us that $M' := L + \alpha (\mathbb{1}\mathbb{1}^T + 1_S 1_S^T) - B \succ 0$ (by using condition (a) and (b) of Lemma 10).

This ensures $M$ satisfies Lemma 11, completing the proof of Lemma 10. We leave the details to the full version of the paper.

\subsection{Satisfying the sufficient condition}

We are now left with the task of assigning appropriate weights $Y_{ij}$ to the edges, so that Lemma 10’s conditions are satisfied. Effectively, we only have to find weights within $G[S]$ and $G[S']$.
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$G[S']$, as Lemma 10 already fixes the rest. First, we recall that for any $X \in \mathbb{R}^n$, $X^T L(Y) X = \sum_{(i,j) \in E} (Y_{ij} + Y_{ji})(X_i - X_j)^2$. We drop the argument $Y$ henceforth as it will be clear from context. The following observation is useful to keep in mind:

**Observation 14.** Given a $(Y, B, \alpha)$ dual solution, that satisfies all but the constraints $\sum_{j \in N(i)} Y_{ij} = 1$, having instead that $\forall i \in V : \sum_{j \in N(i)} Y_{ij} \leq 1$, we can produce a feasible solution $(Y', B, \alpha)$ of the same objective value.

We will henceforth find values for the dual variable $Y$ satisfying just the weaker constraint $\sum_{j \in N(i)} Y_{ij} \leq 1$. We first describe the following instructive case, in order to aid intuition.

**Lemma 15.** When $G[S]$ and $G[S']$ are complete graphs, there is a constant $\beta < 1$ and weights $Y$, such that when $\varepsilon \overset{\text{def}}{=} \max \{\varepsilon_1, \varepsilon_2\} \leq \beta$, the sufficient condition in Lemma 10 is satisfied, and hence the primal SDP is integral.

**Proof.** For every pair $i, j$ such that $i \in S \setminus T$ and $t \in T$, we set $Y_{it} = b := \frac{1}{\alpha n}$. The $Y_{ij}$’s within $S'$ are set similarly. Let $Y_{ij} = 0$ for all other edges within $G[S]$, and $G[S']$. The constraint $\sum_{j \in N(i)} Y_{ij} \leq 1$ is satisfied as $b \times \Delta_T(i) \leq 1 \implies b \varepsilon n \leq 1$.

In order to prove integrality, we verify that (2) holds for the chosen value of $b$. Expanding out the term $X^T L X$ gives:

$$X^T L X \geq b \sum_{i \in S \setminus T} (X_i - X_l)^2 + b \sum_{t \in T'} (X_l - X_t)^2.$$

From the condition in Lemma 10, we get that the primal SDP is integral as long as $bn \geq 8c/(1 - \varepsilon)$, which is true as long as $\frac{1 - \varepsilon}{\varepsilon} > 8c$. This is true for $\varepsilon$ being less than a small enough constant. ▷

Let us now consider the general case. We will focus on just $S$ henceforth, as similar arguments will work for $S'$ too, and the feasible solution can be constructed independently for either part. Observe that in contrast to the complete graph above, certain terms are missing in the expansion of $X^T L_{|S} X$: these terms are of the form

$$(X_i - X_t)^2 \quad \forall i \in S \setminus T, t \in T : i \notin N(t).$$

One way to recover these terms is to make use of the following observation:

**Fact 16.** For any $x_1, x_2, \ldots, x_{l+1} \in \mathbb{R}$, we have $\sum_{i=1}^{l} (x_i - x_{i+1})^2 \geq \frac{1}{l} (x_1 - x_{l+1})^2$

**Flow Routing:**

Fact 16 gives us a way to generate terms of the form $(X_i - X_t)^2$ using the edges present in the graph $G[S]$. In particular, we can generate a missing term of the form $(X_i - X_t)^2$, as a sum along a path $P = (i_1 = i, i_2, i_3, \ldots, i_l = t)$ in $G$ of the terms $(X_{i_j} - X_{i_{j+1}})^2$, for every $j \in [l - 1]$. Each of these terms occurs in the expansion of $X^T L X$. If we use an amount $a$ of the weight of each edge on $P$ in doing so, the final term has a coefficient of $\frac{a}{l}$, and this can be seen as $i$ attempting to sending a ‘flow’ of magnitude $a$ to $t$ via $P$.

Generating all the missing terms can now be formulated as a flow-routing problem using paths of length at most $l$ (for some fixed $l$). The flows going from $i$ to $t$ generate the term $(X_i - X_t)^2$. Lemma 10 can therefore be restated as the problem of routing at least $c'l/n$ units of flow from every $i \in S \setminus T$ to $t \in T$. The constraint on the (directed) flow edges out of $i$ is determined by the values $Y_{ij}$. The capacity of the edge $(i, j)$ in the direction $i \rightarrow j$ is
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Y_{ij}, and the outdegree constraint states that every vertex can push out at most one unit of flow in total. Furthermore, a flow of ‘a’ units travelling along a path of distance \( l \) to reach \( t \) finally contributes only \( a/l \), due to Fact 16. We state this idea formally below.

▶ **Lemma 17 (Flow routing problem).** Suppose we are given \( G[S] \) and \( G[S'] \) with a feasible assignment \( Y \) for the edges. Consider a directed version of \( G[S] \), where every edge \( \{i,j\} \in E \) is replaced by the directed edges \( (i,j) \) and \( (j,i) \) with capacities \( Y_{ij} \) and \( Y_{ji} \) respectively. If for some \( l \in \mathbb{N} \), and for every \( i \in S \setminus T \) and \( t \in T \), we can route a flow of \( c'l/n \) from \( i \to t \) using paths of length at most \( l \) in \( G[S] \) (and similarly for \( G[S'] \)), while obeying the (directed) capacity constraints on the edges, then we have:

\[
X^T L X \geq \frac{c'}{n} \left( \sum_{i \in S \setminus T} \sum_{t \in T} (X_i - X_t)^2 + \sum_{i \in S' \setminus T'} \sum_{t \in T'} (X_i - X_t)^2 \right) \quad \forall X \in \mathbb{R}^n
\]

However, simply routing flows satisfying the above in an arbitrary \( G[S] \) (or \( G[S'] \)) turns out to be impossible. We carefully exploit the spectral expansion of \( G[S \setminus T] \) (and \( G[S' \setminus T'] \)), along with the randomness on the graph in \( S \setminus T \times T \) while routing our flows to find our assignment for \( Y \). Figure 2 summarizes briefly the dual values for \( Y \) that we finally use. We leave the details for the full version of the paper.

---
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