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Abstract: Human-robot interaction (HRI) is an important component to improve the flexibility of modern production lines. However, in real-world applications, the task (i.e., the conditions that the robot needs to operate on, such as the environmental lighting condition, the human subjects to interact with, and the hardware platforms) may vary and it remains challenging to optimally and efficiently configure and adapt the robotic system under these changing tasks. To address the challenge, this paper proposes a task-agnostic adaptable controller that can 1) adapt to different lighting conditions, 2) adapt to individual behaviors and ensure safety when interacting with different humans, and 3) enable easy transfer across robot platforms with different control interfaces. The proposed framework is tested on a human-robot handover task using the FANUC LR Mate 200id/7L robot and the Kinova Gen3 robot. Experiments show that the proposed task-agnostic controller can achieve consistent performance across different tasks.
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1. INTRODUCTION

Industrial robots are widely used in many applications Gopinath et al. [2017], Zhang et al. [2014] with structured and static environments. However, the need to increase the flexibility of production lines is calling for robots to work in dynamic environments, such as collaborating with human workers (HRI) Christensen et al. [2021], Krüger et al. [2009]. Figure 1 shows examples of HRI, where the robot co-assembles an object with the human in Fig. 1(a) and the robot delivers a desired workpiece to the human in Fig. 1(b).

The current industrial practice is to manually tune the whole system case by case, i.e., to specific tasks and hardware platforms in different applications. Such manual tuning is only practical for tasks that are fully specified and run for long periods of time without any change. In typical HRI settings, however, the task may often vary in unpredictable ways and it is expensive, if not impossible, to design a task-specific robotic system for every single scenario. For example, different human workers might interact with the robot in personalized ways which are difficult to anticipate beforehand. Hence, to reduce the development cost, we desire to adapt existing robotic systems to different tasks with minimal tuning.

More formally, this paper focuses on task-agnostic adaptation for HRI. We consider adaptation in three major aspects of HRI tasks: objective (e.g., the target robot configuration), constraint (e.g., the collision avoidance constraint), and execution (e.g., the robot actual motion profile during HRI, including speed, acceleration, etc). We desire the adaptation to be task-agnostic such that the same techniques can be directly applied to various HRI tasks. For clarity, the rest of the discussion in this paper focuses on the task of human-robot handover (Fig. 1(b)), but note that the same adaptation methods can be directly applied to other HRI tasks. In general, human-robot handover is a class of tasks that requires the robot to deliver a human-desired object. A typical process of such kind follows the order of perception (i.e., to determine the objective from the perception of the environment and the human), motion planning (i.e., to enforce the constraint of safe and efficient robot motions), and control (i.e., to command the execution of planned trajectories). All of these steps need adaptation when tasks vary: the perception might be inaccurate under poor lighting conditions; the comfortable robot handover pose might be different for different humans; the execution might require different robot control interfaces. Therefore, it is a challenge to achieve adaptable HRI tasks.

To address the challenge, this paper develops a controller that solves the task-specific objective while satisfying both hardware and safety constraints and adapts to different HRI tasks with minimum tuning. The controller can 1) adapt the system to different environment lighting conditions, 2) adjust the system behavior according to different human subjects, and 3) enable the transferability across robot platforms with minimum tuning effort. To

Fig. 1. Examples of HRI. (a) Human-robot co-assembly Liu and Tomizuka [2016]. (b) Human-robot handover Liu et al. [2022a].
adapt to the lighting conditions, we adjust the delivery motion according to the perceptual uncertainty. To adapt to different humans, we optimize the delivery pose based on human behavior. To minimize the transfer effort, we divide the control software into a task-level controller and a motion-level controller. To demonstrate the system, we perform the human-robot handover task on both the FANUC LR Mate 200id/7L and the Kinova Gen3 robots. Experiments show that the proposed framework can adapt and enable similar safe interaction with changing tasks.

The following paper is organized as follows. Section 2 introduces the hardware used in this paper. To demonstrate the task-agnostic system, we perform the human-robot handover task on a FANUC LR Mate 200id/7L and the Kinova Gen3 robots. The following paper is organized as follows. Section 2 introduces the hardware used in this paper. To demonstrate the task-agnostic system, we perform the human-robot handover task on a FANUC LR Mate 200id/7L and the Kinova Gen3 robots.

2. HARDWARE OVERVIEW

In this section, we introduce the hardware used in this paper. To demonstrate the task-agnostic system, we perform the human-robot handover task on a FANUC LR Mate 200id/7L robot arm and a Kinova Gen3 robot arm.

2.1 FANUC LR Mate 200id/7L

The FANUC LR Mate 200id/7L robot is shown in the bottom-right of Fig. 2. It is an industrial robot widely used in fields that require high precision. It provides a position control interface via Ethernet (called stream motion), which requires a 125 Hz position control sequence with bounded jerks. In addition, according to our practical experience, the position control interface requires a stable 1 kHz communication for stable performance. It is difficult, if not impossible, to maintain such a high-frequency stable communication using a general-purpose PC. Therefore, we have a Speedgoat baseline real-time target machine (SG) bridging the robot and the host as shown in Fig. 2. The host and the SG have a query-based Ethernet communication depending on the task status, and the SG communicates with the robot at 1 kHz.

2.2 Kinova Gen3

The Kinova Gen3 robot is shown in the top-right of Fig. 2. It is a lightweight collaborative robot widely used in HRI. Unlike the FANUC robot, the Kinova Gen3 does not require high-frequency communication, and thus, the host directly controls the robot via Ethernet as shown in Fig. 2. The Kinova robot provides the Kinova Kortex API\(^1\), a controller interface in C++. The host and the robot have communication at approximately 30 Hz on average.

3. TASK-AGNOSTIC ADAPTATION

A typical HRI task can be formulated as constrained optimization. The objective is to find an optimal robot trajectory, while the constraints are enforced to meet safety and hardware requirements. Let \( q = [q_1; q_2; \ldots; q_n] \) denote the joint trajectories of length \( n \) and \( E \) denote the environment (i.e., humans and obstacles poses), we can write the general formulation of HRI tasks as

\[
\arg\min_q L(q, E) \text{ s.t. } C_{\text{hardware}}(q), C_{\text{safety}}(q, E),
\]

where \( L \) represents the task-specific objective, \( C_{\text{hardware}} \) encodes hardware-related constraints such as dynamics limit and kinematics constraints, and \( C_{\text{safety}} \) guarantees safety. To solve (1) with adaptability to various tasks, we decompose the optimization into several modules. With such a design, the variability of each task attribute is handled explicitly by a certain module with others unchanged.

The first module is a function \( g(\cdot) \) that determines the end-effector Cartesian goal pose \( x_G \) determined by visual perception, i.e., \( x_G = g(E) \). HRI tasks with multiple stages can be handled simply by invoking \( g(\cdot) \) each time a new goal is desired. For instance, human-robot handover includes several stages, i.e., 1) idle, 2) reach the target object, 3) move to the deliver pose, 4) return the tool if needed, 5) return to home. The second module is a function \( f(\cdot) \) that calculates the desired robot joint configuration \( q_0 \) given the environment and the end-effector Cartesian goal, i.e., \( q_0 = f(x_G, E) \). The function \( f(\cdot) \) introduces extra freedom in adapting the robot motion to factors beyond task objectives. For example, the robot needs to keep a safe distance between the human and any of its links. At the same time, the \( q_0 \) should always guarantee the correct end-effector pose \( x_G \) according to robot-specific forward kinematics. This constraint is included in \( C_{\text{hardware}} \) and \( C_{\text{safety}} \) in (1). The third module is a tracking controller that tracks \( q_0 \) and minimizes \( L \) in the long term. This module handles the adaptation to different hardware platforms with different dynamics (e.g., acceleration or jerk) constraints and programming interfaces, and is included in \( C_{\text{hardware}} \) in (1). The final module is a safe controller that ensures short-term safety constraints (e.g., collision avoidance) by actively monitoring the minimum distance between all robot links and the human. This corresponds to \( C_{\text{safety}} \) in (1).

With the above decomposition, (1) can be re-written as

\[
\arg\min_q L_T(q) \text{ s.t. } \quad \begin{align*}
x_G &= \mathbb{E}[g(E_n)], \quad q_0 = q_n = \mathbb{E}[f(x_G, E_n)], \\
C_{\text{hardware}} &\geq 0, \\
C_{\text{safety}}(q_0, E_n) &\geq d_{\text{min}}.
\end{align*}
\]

for a single stage in an HRI task, where \( L_T(\cdot) \) is a tracking cost function and \( d_{\text{min}} \) is the safety margin. \( E_n, E_k \) are the environments at the final and intermediate timesteps, which are obtained using perception algorithms, e.g., OpenPose Cao et al. [2019]. And \( d(\cdot) \) is a distance function that calculates the minimum distance between
the robot links and the environment objects using the capsule representation Liu and Tomizuka [2016]. Notably, we consider (2) in a probabilistic sense due to the uncertainty in human motions. Hence, we take expectations of the quantities in constraints over possible environment states. The solved joint trajectory $q$ is sent to the hardware via appropriate control interfaces for execution. During the task, the four modules run at different frequencies. Both $g(\cdot)$ and $f(\cdot)$ are invoked on demand per new tracking goal, while the tracking controller keeps running throughout the task to solve (2) repeatedly. The safe controller enforces $C_{\text{safe}}$ at a higher frequency than the tracking controller, similar to Liu et al. [2018b]. In this way, safety can be assured even when the other modules need a nontrivial amount of time to respond to environmental changes.

Existing motion planners Liu et al. [2018a], Zhao et al. [2020] can solve the joint trajectory $q$ from the optimization in (2). However, the formulation is prone to task change, i.e., $g(\cdot)$ and $f(\cdot)$ might be different. To achieve task-agnostic safe interaction, we need to ensure that 1) the mapping $g(\cdot)$ can calculate the proper $x_G$ according to different lighting conditions, 2) the mapping $f(\cdot)$ can compute the appropriate $q_G$ when interacting with different humans and 3) the control architecture can easily transfer between different robots to execute $q$. In the rest of this section, we elaborate on each of these adaptation aspects.

### 3.1 Adaptation to Different Lighting Conditions

The end-effector goal $x_G$ is determined by perception algorithms, i.e., OpenPose Cao et al. [2019]. In human-robot handover, we use skeleton detection (Fig. 3) to locate the delivery position near the human hand. However, due to the lighting condition (intensity, direction, etc.), the skeleton detection accuracy may vary. For example, Fig. 3(b) contains false detection due to insufficient illumination. In such cases, the detected delivery position might not always be accurate or safe. Hence, it is necessary to adjust the goal $x_G$ accordingly.

We observe that the perception uncertainty varies under different conditions for different platforms. In particular, we investigated the perception uncertainty of two systems, Kinect v2+MATLAB and Realsense D435i+OpenPose Cao et al. [2019]. Table 1 shows the perception uncertainty of the two perception systems under different lighting conditions. The uncertainty is calculated based on the detected right wrist position in 10 consecutive frames. Under good lighting conditions, both perception systems have accurate and stable skeleton detection with sub-centimeter uncertainty. However, the detection robustness drops significantly for the RealSense system when the environment gets dark, which increases to 1-10 cm. On the other hand, the performance remains similar for the Kinect system. This is due to the internal tracking of the Kinect system whereas the RealSense system performs single-frame detection. The above observation indicates that the perception uncertainty is a reasonable indicator of human detection quality. And environment lighting condition would indeed influence the quality of the human detection, and thus, affect safety during the interaction.

We handle the perception uncertainty within solely $g(\cdot)$ by enlarging the distance between goal and human when sensor noise is significant. This is a design specific to this work, since the perception uncertainty can also be handled in other manners such as constraining the robot velocity. Specifically, given a nominal pose $x'_G = [p'_G; \omega'_G]$ from the perception system, where $p'_G$ and $\omega'_G$ are the translation and rotation components, we push the robot handover pose $x_G$ towards a safe direction by a proportional amount to the standard deviations of human skeleton keypoint detection. The adapted handover pose is calculated as

$$x_G = g(E) = \left[ p_G + \begin{bmatrix} \lambda_x \sigma_x \\ \lambda_y \sigma_y \\ \lambda_z \sigma_z \end{bmatrix} \cdot u_{\text{safe}} \right] / \omega_G,$$

where $\lambda_x/y/z$ are tunable scalers, $\sigma_x/y/z$ are standard deviations of detections in X/Y/Z axis, and $u_{\text{safe}}$ is a unit vector pointing away from the human. Both $\lambda_x/y/z$ and $u_{\text{safe}}$ should be designed according to actual tasks. For instance, in a real handover task (Fig. 3) where the robot delivers a pen to the human, the vector $u_{\text{safe}}$ can be designed as a unit vector in the direction of $[0; 1; 1]$ (assuming x-axis is pointing to left and y-axis is pointing downward in Fig. 3), which offsets the delivery pose away from the human.

### 3.2 Adaptation to Different Human Subjects

Different humans are likely to interact with robots in different ways. For example, Fig. 4 shows the robot delivering a power drill to the right hands of two different humans. In Fig. 4(a), the user stands close to the robot with his left arm relaxing on the table, while the human in Fig. 4(c) is more conservative and stands further away from the robot. Therefore, the robot has more freedom of movement when interacting with the user in Fig. 4(c) and should be more conservative when interacting with the human user in Fig. 4(a) to ensure safety.

We adapt the robot delivery pose according to human behavior to ensure safety. Specifically, given an end-effector
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Fig. 4. Human-robot handover with different human users. (a) and (c) display the robot delivering the power drill to different humans. (b) and (d) correspond to the visualizations of the adapted delivery after optimization. Blue: capsule representation of the human body. Red: initial robot handover configuration. Green: optimized robot handover configuration according to the human pose.

delivery goal \( x_G = [p_G; \omega_G] \), we desire the robot end-effector to reach the position \( p_G \) while keeping all its links away from the human body to ensure safety. We solve this problem by perturbing the nominal delivery joint goal \( q_G = IK(x_G) \), where \( IK(\cdot) \) is the inverse kinematics mapping Welman [1993]. The problem can be formulated as

\[
\begin{align*}
\text{arg min}_{q} & \quad -d(q_g, E) + \lambda_w ||e_w||, \\
\text{s.t.} & \quad p_C = [I_3 \ 0] \cdot FK(q_g) = [I_3 \ 0] \cdot FK(q_G), \\
& \quad e_w = [0 \ I_3] \cdot FK(q_g) - [0 \ I_3] \cdot FK(q_G), \\
& \quad w \in \mathbb{R}^{3 \times 3} is an identity matrix. The minimizing objective \( V \) has two parts. The first part \( -d(q_g, E) \) maximizes the distance between the robot links and the human. The second part \( \lambda_w ||e_w|| \), where \( \lambda_w \) is a scaling weight, regulates the orientation error \( e_w \). Note that the translation is enforced as a hard constraint whereas the orientation is a soft constraint since we allow deviation in the orientation \( \omega_G \) but keep the delivery pose \( p_G \) invariant. The user adaptation in (4) can be solved numerically as shown in algorithm 1.

Algorithm 1 User Adaptation

1: Initialize: \( V = \infty, q_G = IK(x_G), q_g = q_G, q = q_G. \)
2: Output: \( q_g. \)
3: while not reach maximum iterations do
4: \( \Delta q \in N(J(q_g)). \) \( \triangleright \) Search in the null space direction.
5: \( q = q + \alpha \Delta q. \) \( \triangleright \) Perturb the joint goal.
6: \( q \leftarrow \text{ICOP}(q, p_C). \) \( \triangleright \) Ensure Cartesian position tracking.
7: \( V' \leftarrow -d(q, E) + \lambda_w ||e_w||. \) \( \triangleright \) Compute objective cost in (4).
8: if \( V' < V \) then
9: \( V \leftarrow V'. \)
10: \( q_g \leftarrow q. \)
11: end if
12: end while

\( N(\cdot) \) denotes the null space and \( J(\cdot) \) calculates the robot jacobian given the configuration \( q \). To enforce the translation equality constraint, we invoke ICOP algorithm Liu et al. [2018a] after the perturbation on line 6. This is necessary because the null space search direction \( \Delta q \) will only preserve the robot end-effector position instantaneously at joint state \( q \), and is no longer valid once \( q \) is perturbed, i.e., \( q + \Delta q \). To preserve position tracking in the iterative optimization, \( q \) should be corrected after each perturbation. After solving algorithm 1, we get an adapted joint goal \( q_g \) which still tracks nominal delivery position \( p_C \), but with a larger distance between the human and the robot to ensure interactive safety.

3.3 Adaptation to Robot Hardware

The need for adaptation to different hardware platforms mainly stems from different robot control interfaces. We view the control in robot tasks to be the cascade of three levels: (1) task-level, which computes sparse tracking references to fulfill high-level tasks, (2) motion-level, which generates dense tracking references to accurately specify robot trajectories, and (3) servo-level, which computes the motor torques needed to track desired robot motions. Figure 5 shows a comparison of FANUC and Kinova robots in terms of the available control interfaces. The principle of adaptation to hardware is to share modules that are outside the level of control provided by both robots’ control interfaces and develop hardware-specific modules to fill any gap.

As shown in Fig. 5, the FANUC robot operates on motion level while the Kinova robot operates on task level. Hence, modules in task-level control can be shared across two robots, such as process control of the handover pipeline, robot kinematics, and adaptation to lighting conditions and human users. However, other modules in inner control levels cannot be shared. For both robots, we assume that the shared task-level controller has already generated a single-point joint tracking reference \( q_g \) in (2), and focus on how we enable each robot to track that reference (i.e., tracking controller) while guaranteeing human safety (i.e., safety controller).

3.3.1 Tracking Controller

We use a jerk-bounded position controller (JPC) Liu et al. [2022b] as the motion-level tracking controller for the FANUC robot. Given a tracking reference \( q_g \), the JPC calculates a jerk control sequence \( j = JPC(q_g) \). The position control sequence is calculated by integrating the jerk sequence and sent for execution.

Since the Kinova robot operates on a task-level control interface, the Kinova controller does not need to pre-plan the whole trajectory towards the reference. Hence, we implement the Kinova controller as a feedback controller with a low update rate (<30Hz). Specifically, at each time \( k \), given a joint tracking reference \( q_k \), the Kinova controller uses a PD controller to generate a desired joint acceleration \( u \) as the nominal tracking control.

3.3.2 Safety Controller

Since the FANUC robot interface requires bounded jerk, we incorporate the jerk-based safe set algorithm (JSSA) Liu et al. [2022a] to safeguard the control input to the robot. Given the nominal control \( j_k \), the JSSA generates a safe jerk control command as \( j_k = JSSA(j_k, q_k, E_k) \), where \( j_k \) and \( E_k \) denote the real-
time robot and environment configurations. The position control is calculated by integrating the safe jerk control $j_k$. To modify the nominal Kinova acceleration control $u_k$ for safety, we incorporate the acceleration-based SSA (SSA) Liu and Tomizuka [2014] in the Kinova controller.

4. EXPERIMENT RESULTS

In this section, we demonstrate the task-agnostic adaptation for safe human-robot handover in different lighting conditions, with different humans, and with different robots. Due to the high-frequency communication requirement of the SG (discussed in section 2), the tracking and safe controllers for the FANUC robot are deployed to the SG. The remaining modules are running on PC.

4.1 Safe Handover with Different Lighting Conditions

We first demonstrate the robot handover in different lighting conditions. In this experiment, we have the same robot (i.e., Kinova Gen3) and the same human performing the handover task.

Figure 3 shows the robot delivering poses with bright and dark lighting conditions. When having a good lighting condition (Fig. 3(a)), the perception system has stable and accurate human skeleton pose detection. Therefore, the system has high confidence and delivers the object straight to the human hand. On the other hand, when having a dark environment (Fig. 3(b)), the skeleton detection becomes unstable, leading to large uncertainty. The uncertainty makes the robot behave more conservatively and deliver the pen slightly away from the human in order to ensure no collision with the human.

4.2 Safe Handover with Different Humans

We also demonstrate the robot handover with different human subjects. In this experiment, we have the same robot (i.e., FANUC LR Mate 200id/7L) and the same lighting condition when performing the handover task.

The visualizations of the handover tasks with the two humans are shown in Fig. 4(b) and Fig. 4(d), which correspond to the situations in Fig. 4(a) and Fig. 4(c).

4.3 Safe Handover with Different Robots

In this section, we demonstrate the human-robot handover with different robots (i.e., Kinova Gen3 and FANUC LR Mate 200id/7L). We have the same human user and similar bright lighting when performing the handover task.

Figure 6 breakdowns the complete handover process with the two robots. The FANUC robot performs a tool handover, in which the robot delivers a power drill to the human who stands in front of the table. The human raises his palm when he wants the tool and the robot recognizes the human intention and grabs the power drill (Fig. 6(a)). The robot then localizes the human palm position, op-
In this paper, we present a task-agnostic adaptable controller that can accommodate varying objectives, constraints, and executions in general HRI tasks. We present our controller within the context of human-robot handover, and show how it can adjust safety margin in varying lighting conditions, optimize handover movements for user safety and comfort, and adapt to different robot platforms. We verify our approach in handover tasks under distinctive lighting conditions, user interaction styles, and robot control interfaces. For future work, we aim to apply our controller to more complicated tasks such as collaborative assembly, where the adaptation would also need to consider task-specific information such as the assembly process.
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