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Abstract

In this paper, we use belief-propagation techniques to develop fast algorithms for image inpainting. Unlike traditional gradient-based approaches, which may require many iterations to converge, our techniques achieve competitive results after only a few iterations. On the other hand, while belief-propagation techniques are often unable to deal with high-order models due to the explosion in the size of messages, we avoid this problem by approximating our high-order prior model using a Gaussian mixture. By using such an approximation, we are able to inpaint images quickly while at the same time retaining good visual results.

1 Introduction

In order to restore a corrupted image, one needs a model of how uncorrupted (i.e. natural) images appear. In the Markov random field Bayesian paradigm for image restoration [7], natural images are modeled via an image prior. This is a probabilistic model that encodes how natural images behave locally (in the vicinity of every pixel). An inference algorithm is then used to restore the image, whose aim is to find a consensus among all vicinities on which global solution is most compatible with a natural image (while still similar to the corrupted image—a corrupted tree should be restored as an uncorrupted tree, not as an uncorrupted house). The simplest example of an image prior is perhaps the pairwise model presented in [7]—which simply expresses that neighboring pixels are likely to share similar gray-levels. However, it is easy to see that such a model fails to capture a great deal of important information about natural images. For example, ‘edges’ are highly penalized by such a prior, and it is unable to encode any information about ‘texture’. Only by using higher-order priors will one be able to capture this important information.

An example of a high-order prior is the field of experts model [1], which is parameterized as the product of a selection of filters (or ‘experts’). Each of these filters is typically a patch of $3 \times 3$ or $5 \times 5$ pixels, resulting in a 9 or 25-dimensional prior respectively. Unfortunately, such a high-dimensional prior limits the practicality of many inference algorithms. Even though it may be possible to use smaller (for example, $2 \times 2$) patches [11], we are still limited by the number of gray-levels used to properly represent natural images (typically 256). Updating a single pixel using a Gibbs sampler (for example) requires us to consider all 256 possible gray-levels. Since Gibbs samplers may typically take hundreds (or thousands) of iterations to converge, they are simply impractical in this setting.

While belief-propagation techniques tend to converge in fewer iterations [20], they are often equally impractical. Since adjacent cliques may share as many as 6 nodes (using a $3 \times 3$ model), the size of the messages passed between them may be as large as $256^6$. Even if we only use $2 \times 2$ cliques, the size of our messages may still be as large as $256^2$, which remains impractical for many purposes. Although inpainting has been previously approached using belief-propagation techniques in [12], they do not deal with $2 \times 2$ (or larger) models, and their approach can therefore only capture limited textural information.

To avoid the above problems, image restoration is typically performed using gradient-ascent, thereby eliminating the need to deal with many discrete gray-levels, and avoiding expensive sampling [16]. While gradient-based approaches are generally considered to be fast, they may still require several thousand iterations in order to converge, and even then will converge only to a local optimum.

In this paper, we propose a method that gives us the best of both worlds: we manage to render belief-propagation practical using a high-order ($2 \times 2$) model, and use it for the task of image inpainting. By using a nonparametric prior, we avoid the need to discretize images, resulting in much smaller messages being passed between cliques. Our experiments show that belief-propagation techniques are able to produce competitive results after only a single iteration, rendering them faster than many gradient-based approaches, while retaining similar visual quality of the restoration.
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\textsuperscript{1}The term ‘nonparametric’ is something of a misnomer, since the prior is actually approximated using a mixture of Gaussians. This term was originally used in [18], and is maintained here for consistency.
2 Background

In this section, we define the Markov random field (MRF) image prior to be used in our model. Although we shall not present any significant results in terms of learning the prior, we have nevertheless made a number of modifications to the ‘standard’ image prior in order to render inference tractable.

2.1 The ‘Field of Experts’ Image Prior

The Hammersley-Clifford theorem states that the joint probability distribution of a Markov random field with clique set \( C \) (assuming maximal cliques) is given by

\[
p(x) = \frac{1}{Z} \prod_{c \in C} \phi_c(x_c)
\]

(1)

(where \( x_c \) is the set of variables in \( x \) belonging to the \( c^{th} \) clique; \( Z \) is a normalization constant) [7]. When dealing with images, the \( \phi_c \)’s are often assumed to be homogeneous [4], meaning that the prior can be defined entirely in terms of a single potential function, \( \phi \). In the Field of Experts model [16], this potential function is assumed to take the form of a product of experts [9], in which each ‘expert’ is the response of the image patch \( \{ x_c \} \) to a particular filter \( \{ J_f \} \). That is, the potential function takes the form

\[
\phi(x_c; J, \alpha) = \prod_{f=1}^{F} \phi_f(x_c; J_f, \alpha_f)
\]

(2)

(where the \( \alpha_f \)'s are simply weighting coefficients controlling the importances of the filters). Specifically, each expert is assumed to take the form of a Student’s T-distribution, namely

\[
\phi_f(x_c; J_f, \alpha_f) = \left(1 + \frac{1}{2}(J_f x_c)^2\right)^{-\alpha_f/2}.
\]

(3)

Although [16] use contrastive divergence learning to select the filters and alphas, it has been shown that the filters can more easily be selected using principal component analysis (PCA) [15]. This leaves only the problem of learning the alphas, which we shall deal with in section 3.

2.2 Belief-Propagation

Inference in the MRF setting can be formulated as a message passing problem. Two common message passing algorithms exist, namely the junction-tree algorithm, and loopy belief-propagation [2]. In our case, which algorithm should be applied depends upon the ‘shape’ of the region being inpainted. We will give only a brief overview of these algorithms in order to explain why it is infeasible to apply them directly when using the above prior. A more complete specification is given in [2]; similar ideas are also used in an image inpainting setting in [12].

Belief-propagation algorithms work by having cliques pass ‘messages’ to other cliques which share one or more nodes in common. If we denote by \( S_{i,j} \) the intersection of the two cliques \( x_i \) and \( x_j \), and denote by \( \Gamma_{x_i} \), the neighbors of \( x_i \) (i.e. those cliques which share one or more nodes with \( x_i \)), then the message, \( M_{i\rightarrow j} \), sent from \( x_i \) to \( x_j \) is given by

\[
M_{i\rightarrow j}(S_{i,j}) = \sum_{x_i \setminus x_j} \phi(x_i) \prod_{x_k \in (\Gamma_{x_i} \setminus \{x_j\})} M_{k\rightarrow i}(S_{k,i}).
\]

(4)

That is, the outgoing message from \( x_i \) to \( x_j \) is defined as the product of the local potential \( \{ \phi(x_i) \} \) with the incoming messages from all neighbors except \( x_j \), marginalized over the variables in \( x_i \) but not in \( x_j \). Once all messages have been sent, the final distribution of \( x_i \) \( \{ D_i(x_i) \} \) is given by

\[
D_i(x_i) = \phi(x_i) \prod_{x_k \in \Gamma_{x_i}} M_{k\rightarrow i}(S_{k,i}).
\]

(5)

Even when using the \( 2 \times 2 \) model, evaluating \( \phi(x_i) \) requires us to consider \( 256^2 \) possible gray-level combinations. Although it may be possible to approximate the marginal being computed in equation (4) without computing \( \phi(x_i) \) explicitly [11], the message itself still contains \( 256^2 \) elements. This problem is dealt with in [11] by using a factor-graph [10], which requires only that one dimensional marginals are computed; however the running time of their method is still linear in the number of gray-levels, in addition to the fact that the factor-graph fails to fully capture the conditional independencies implied by the model.

As a result, we seek \( \phi \) in such a form that the sum in equation (4) may be replaced by an integral. In [18], the authors defined such a model in which the potential function takes the form of a Gaussian mixture, that is, with \( \phi \) taking the form

\[
\phi(x_c) = \sum_{i=1}^{N} \beta_i \exp((x_c - \mu_i)^T \Sigma^{-1}(x_c - \mu_i))
\]

(6)

(this is sometimes known as a Gaussian random field [3, 17]). Unfortunately, the method they use to learn these mixtures appears to be applicable only to low-order models (the largest mixture models they learn are 3-dimensional).

In the remainder of this paper, we will show that the experts \( \{ \phi_f \}'s \) can be approximated as a Gaussian mixture, resulting in a high-order model which closely matches the one given in equations (2) and (3). We will describe belief-propagation in this setting, and show how this approach can be used for fast image inpainting.

3 Approximating the Prior

In [15], the authors showed that the filters \( \{ J_f \}'s \) in equation (2) can be learned by performing a PCA on a collection of natural image patches. Here we follow this idea. To learn our filters (for a \( 2 \times 2 \) model), we randomly cropped 50,000 \( 2 \times 2 \) patches from images in the Berkeley Segmentation Database [14], and
used their principal components as our filters. It was found in [16] that the first component of such a PCA always corresponds to a uniform gray patch, which should be ignored in order to obtain a model invariant to intensity. hence we only use the last three filters for our 2 × 2 model. The resulting patches appear to make sense visually, and are shown in figure 1. This technique can also be used to learn 3 × 3 or 5 × 5 models (resulting in 8 or 24 filters, respectively), which are not shown.

This model requires also that we learn the ‘importances’ {αf} of each filter. From equation (3), it can be seen that the αf’s simply control the shape (or ‘peakedness’) of the Student’s T-distribution. Rather than try to learn the αf’s explicitly, we will learn them implicitly through our approximation.

In order to approximate the experts {φf}, we first calculated the inner products {⟨Jf, xc⟩} for a random selection of 5,000 image patches (again cropped from the Berkeley segmentation database [14]). A normal probability plot of the data (against the first filter) is shown in figure 2 – this plot reveals that the data is more heavily tailed than would be suggested by a normal distribution, indicating that the Student’s T-distribution may indeed be valid. However, rather than assume that this data is generated according to a Student’s T-distribution, we simply tried to approximate it directly using a mixture of Gaussians.

In order to estimate the distribution governing this data, we used the expectation-maximization (EM) algorithm [6], assuming that the set of inner products for each filter was generated by a mixture of three Gaussians. All of our parameters to be learned {Θ = (β, μ, σ)} were initialized by using a K-means clustering [13] on the original inner products. We used this approach to learn a separate mixture model for each expert. This algorithm produces an approximation of the form

$$\phi_f(x_c; \Theta, J) \approx \sum_{i=1}^{3} \beta_{f,i} \exp \left( \frac{⟨⟨J_f, x_c⟩ - \mu_{f,i}⟩^2}{2\sigma_{f,i}^2} \right).$$

The alpha terms are no longer relevant – the ‘shape’ of the distribution is implicitly controlled by the other parameters. However, the expression in equation (7) is not yet in the same form as equation (6). Hence we need to solve the system

$$\exp \left( \frac{⟨⟨J, x⟩ - \mu⟩^2}{2\sigma^2} \right) = \exp \left( (x - \mu)^T \Sigma^{-1} (x - \mu) \right).$$

That is, we are trying to solve for Σ−1 (a matrix) and μ (a vector), in terms of J (a vector) and μ (a scalar). It is not difficult to see that the only solution for Σ−1 is

$$\Sigma^{-1} = \frac{1}{2\sigma^2} J . J^T = \frac{1}{2\sigma^2} \begin{bmatrix} f_1^2 & J_1 J_2 & \cdots & J_1 J_n \\ J_2 J_1 & f_2^2 & \cdots & J_2 J_n \\ \vdots & \vdots & \ddots & \vdots \\ J_n J_1 & J_n J_2 & \cdots & f_n^2 \end{bmatrix}$$

(9)

(where n is the size of the filter J – in our case, n = 4). Alternately, there are infinite solutions for μ. One obvious solution is

$$\mu = \left( \frac{\sum_{i=1}^{n} \nu_{f,i} / J_i}{\sum_{i=1}^{n} \nu_{f,i}} \right).$$

However, we found for all of our filters that \(\sum_{i=1}^{n} J_i \approx 0\), meaning that this solution would be highly unstable. A more stable solution (which we used) is given by

$$\mu = \begin{bmatrix} \mu / J_1 \\ 0 \\ \vdots \\ 0 \end{bmatrix}.$$  

(11)

Our potential function is now of the form

$$\phi(x_c; \Theta, J) = \prod_{f=1}^{3} \sum_{i=1}^{3} \beta_{f,i} \exp \left( \frac{⟨⟨J_f, x_c⟩ - \mu_{f,i}⟩^2}{2\sigma_{f,i}^2} \right).$$

(12)

In order to expand the above product, we use the following result about the product of Gaussian distributions [1]: given K
Gaussians (with means $\mu_1 \ldots \mu_K$, and covariances $\Sigma_1 \ldots \Sigma_K$), the covariance of the product \{\Sigma'\} is given by

$$\Sigma' = \left( \sum_{i=1}^{K} \Sigma_i^{-1} \right)^{-1}$$

(13)

(although each $\Sigma_i^{-1}$ is singular in our case, their sum is not).

The mean of the product \{\mu'\} is given by

$$\mu' = \Sigma' \left( \sum_{i=1}^{K} \Sigma_i^{-1} \mu_i \right).$$

(14)

The corresponding beta term for the product is just $\beta' = \prod_{i=1}^{K} \beta_i$. In our case this results in a final approximation which is a mixture of $3^3 = 27$ Gaussians.

4 Inference

In order to perform belief-propagation, we must first be able to express equations (4) and (5) in terms of the Gaussian mixtures we have defined. In our setting, the sum in equation (4) becomes an integral, resulting in the new equation

$$M_{i \rightarrow f}(S_{i,j}) = \int_{x_i \setminus x_j} \phi(x_i) \prod_{x_k \in (S_a \setminus x_j)} M_{k \rightarrow i}(S_{k,i}).$$

(15)

We have already suggested how to perform the above multiplication in equations (13) and (14). The only difference in this case is that the mixtures for each message may contain fewer variables (and smaller covariance matrices) than the local distribution $\phi(x_i)$. In such a case, the inverse covariance matrices for each message \{\Sigma^{-1}s\} are simply assumed to be zero in all missing variables.

To compute the marginal distribution of a Gaussian mixture with mean $\mu$ and covariance matrix $\Sigma$ (i.e. the integral in equation (15)), we simply take the elements of $\mu$ and $\Sigma$ corresponding to the variables whose marginals we want. The importances for each Gaussian in the mixture remain the same.

Of course, when we compute the products in equation (15), we produce a model with an exponentially increasing number of Gaussians. As a simple solution to this problem, we restrict the maximum number of Gaussians to a certain limit (see section 5), by including only those with the highest importances.

When solving an inpainting problem, we only wish to treat some of the variables in each clique as unknowns (for example, the ‘scratched’ sections). Hence the potential function for these cliques should be conditioned upon the ‘observed’ regions of the image. Suppose that for a clique $c$ we have unknowns $x_{(u)}$, and observed variables $x_{(o)}$ (i.e. $x_c = (x'_{(u)}; x'_{(o)})^T$). Then we may partition the mean and covariance matrix (for a particular Gaussian in the mixture) as

$$\mu = \begin{pmatrix} \mu_{(u)} \\ \mu_{(o)} \end{pmatrix}$$

(16)

and

$$\Sigma = \begin{bmatrix} \Sigma_{(u,u)} & \Sigma_{(u,o)} \\ \Sigma_{(o,u)} & \Sigma_{(o,o)} \end{bmatrix}.$$ 

(17)

The mean of the conditional distribution \{\mu_{(u,o)}\} is now given by

$$\mu_{(u,o)} = \mu_{(u)} + \Sigma_{(u,o)} \Sigma_{(o,o)}^{-1} (x_{(o)} - \mu_{(o)}),$$

(18)

and the covariance matrix \{\Sigma_{(u,o)}\} is given by

$$\Sigma_{(u,o)} = \Sigma_{(u,u)} - \Sigma_{(u,o)} \Sigma_{(o,o)}^{-1} \Sigma_{(o,u)}.$$ 

(19)

Finally, once all messages have been propagated, we are able to compute the marginal distribution for a given node (or pixel, belonging to clique $c$) by marginalizing $D_c(x_c)$ (equation (5)) in terms of that node. In order to estimate the ‘most likely’ configuration for this pixel, we simply consider each of the 256 possible gray-levels.\footnote{Although this final step may appear to make the running time of our solution linear in the number of gray-levels, it should be noted that this step needs to be performed only once, after the final iteration. It should also be noted that this estimate only requires us to measure the response of a one-dimensional Gaussian, which is inexpensive. More sophisticated mode-finding techniques exist [5], which we considered to be unnecessary in this case. Finally, note that this step is not required when our mixture contains only a single Gaussian, in which case we simply select the mean.}

4.1 Propagation Methods

As we mentioned in section 2.2, the two propagation techniques we will deal with are the junction-tree algorithm and loopy belief-propagation. Although we will not cover these in detail (see [2] for a more complete exposition), we will explain the differences between the two in terms of image inpainting.

Both algorithms work by passing messages between those cliques with non-empty intersection. However, when using the junction-tree algorithm, we connect only enough cliques to form a maximal spanning tree. Now, suppose that two cliques $c_a$ and $c_b$ have intersection $S_{a,b}$. If each clique along the path between them also contains $S_{a,b}$, we say that this spanning tree obeys the ‘junction-tree property’. If this property holds, it can be proven that exact inference is possible (subject only to the approximations used by our Gaussian model), and requires that messages be passed only for a single iteration [2]. Technically, the graphs which obey this property are the so-called triangulated or chordal graphs. The tractability of exact inference in these graphs depends on their tree-width: graphs that are more ‘tree-like’ are better suited to efficient exact inference. See [3] for details.

If this property doesn’t hold, then we may resort to using loopy belief-propagation, in which case we simply connect all cliques with non-empty intersection. There is no longer any message passing order for which equation (15) is well defined (i.e. we must have a criterion to initialize some messages, and the common choice is to assume they have a uniform distribution), meaning that messages must be passed for many iterations in the hope that they will converge.
Figure 3: The graph formed from the white pixels in the left image forms a junction-tree (assuming a $2 \times 2$ model). The graphs formed from the white pixels in the other two images do not.

Figure 3 shows an inpainting problem for which a junction-tree exists, and two problems for which one does not (assuming $2 \times 2$-pixel cliques). Since the regions being inpainted are usually thin lines (or ‘scratches’), we may often observe graphs which do in fact obey the junction-tree property in practice.

Fortunately, we found that even in those cases where no junction-tree existed, loopy belief-propagation tended to converge in very few iterations. Although there are few theoretical results to justify this behavior, loopy-belief propagation typically converges quickly in those cases where the graph almost forms a tree (as is usually the case for the regions being inpainted).

5 Experimental Results

In order to perform image inpainting, we used a high-level (Python) implementation of the junction-tree algorithm and loopy belief-propagation, which is capable of constructing Markov random fields with any topology. Despite being written in a high-level language, our implementation is able to inpaint images within a reasonably short period of time. Since it is difficult to assess the quality of our results visually, we have reported both the peak signal-to-noise ratio (PSNR), and the structured similarity (SSIM) [19].

We were not able to directly compare our PSNR results to those in [16], since they only presented $3 \times 3$ and $5 \times 5$ models. While it is certainly true that their $3 \times 3$ model produces a much higher PSNR than our technique (e.g. a PSNR of $\sim 31.4$ for the image in figure 4), its execution time is simply impractical. Fortunately, it is still possible to measure approximate execution times of a $2 \times 2$ model using their approach, even without reporting PSNRs. These results are presented in the next section.

While it is true that the difference between the two models being compared makes meaningful comparison difficult, it is most important to note that there is little visual difference between the two models. In the next section, we will show that our $2 \times 2$ model is faster than a similar model using gradient-ascent – it is the combination of these two results which we believe makes our technique viable.

Figure 4 shows a corrupted image from which we want to remove the text. The image has been inpainted using a model containing only a single Gaussian (although the learned mixtures contained three Gaussians – see below). After a single iteration, most of the text has been removed, and after two iterations it is almost completely gone. Although the current state-of-the-art inpainting techniques produce superior results in terms of PSNR [16], they give similar visual results and take several thousand iterations to converge, compared to ours which takes only two (no further improvement was observed after a third iteration).

Figure 5 compares models of various sizes, varying both the number of Gaussians used to approximate each mixture, as well as the maximum number of Gaussians allowed during the inference stage. The same results are summarized in table 1.

The top-right image in figure 5 was produced using a model in which each expert was approximated using three Gaussians, yet only one Gaussian was allowed during propagation. In contrast, the model used to produce the top-left image was ap-
proximated using only a single Gaussian. Interestingly, the former model actually outperformed the latter in this experiment. While this result may seem surprising, it may be explainable as follows: in the single-Gaussian model, the standard deviation is overestimated in order to compensate for the high kurtosis of the training data [8]. However, in the model containing three Gaussians, the most significant Gaussian (i.e., the Gaussian with the highest $\beta$ term) captures only the most of the ‘important’ information about the distribution, and ignoring the other two is not very harmful.

Furthermore, given that increasing the maximum number of Gaussians allowed during propagation does not seem to significantly improve inpainting performance, we suggest that this single-Gaussian model may be the most practical. Even after only a single iteration, the results are visually pleasing.

Finally, although we mentioned that it is easy to learn $3 \times 3$ or larger models using the proposed method, such models were found to be impractical in an inference setting. For example, a $3 \times 3$ model would have a total of 8 filters, resulting in a mixture model with $3^8$ Gaussians. Although this problem may again be addressed by simply including only the most important Gaussians, this results in a very high error in the approximation; we found that this model did not outperform the $2 \times 2$ version in practice.

### Table 1: Comparison of inpainting performance for several models.

| Gaussians | Max | Iter. | PSNR  | SSIM  |
|-----------|-----|-------|-------|-------|
| 1         | 1   | 1     | 22.57 | 0.927 |
|           | 2   |       | 22.67 | 0.928 |
|           | 3   |       | 22.68 | 0.928 |
| 3         | 1   | 1     | 22.81 | 0.927 |
|           | 2   |       | 22.87 | 0.928 |
|           | 3   |       | 22.88 | 0.928 |
| 3         | 3   | 1     | 22.82 | 0.927 |
|           | 2   |       | 22.87 | 0.928 |
|           | 3   |       | 22.88 | 0.928 |
| 3         | 9   | 1     | 22.80 | 0.927 |
|           | 2   |       | 22.86 | 0.928 |
|           | 3   |       | 22.87 | 0.928 |

Figure 5: Above: the original image; the corrupted image containing ‘scratches’. Below, top-left to bottom-right: mixture contains 1 Gaussian; mixture contains 3 Gaussians, propagation is performed with 1 Gaussian; propagation is performed with 3 Gaussians; propagation is performed with 9 Gaussians. All results are shown using the $2 \times 2$ model, after three iterations. See table 1 for more detail.

Figure 6: Two equally large regions to be inpainted, in two differently sized images.

#### 5.1 Execution Times

Unfortunately, it proved very difficult to compare the execution times of our model with existing gradient-ascent techniques. For example, the inpainting algorithm used in [16] computes the gradient for all pixels using a 2-dimensional matrix convolution over the entire image, and then selects only the region corresponding to the inpainting mask. While this results in very fast performance when a reasonable proportion of an image is being inpainted, it results in very slow performance when the inpainting region is very sparse (as is often the case with scratches). It is easy to produce results which favor either algorithm, but such a comparison will likely be unfair.

To make explicit this difficulty, consider the images in figure 6. The image on the left is significantly larger than the image on the right, yet the corrupted regions are of the same size (~1500 pixels). As a result, our algorithm exhibited the same running time on both images, whereas the gradient-ascent algorithm from [16] was approximately 6 times slower on the larger image.
Table 2: Number of operations required by our algorithm. Multiplications are of $(n \times n) \times (n \times 1)$ matrices, and inverses are of $(n \times n)$ matrices, for various values of $n$.

| n | Multiplications | Inverses |
|---|-----------------|----------|
| 1 | 14800           | 44648    |
| 2 | 42072           | 37386    |
| 3 | 25760           | 12880    |
| 4 | 43308           | 21654    |

As a more representative example, when inpainting the image in figure 5 (using a single Gaussian), the first iteration took $\sim 33.6$ seconds on our test machine. The second iteration took $\sim 39.0$ (as did subsequent iterations – the first is slightly faster due to many messages being empty at this stage). The running time of this algorithm increases linearly with the number of Gaussians (for example, when using three Gaussians, the first iteration took $\sim 87.0$ seconds).

Alternately, a single iteration of inpainting using the gradient-ascent algorithm from [16] took $\sim 0.1$ seconds (using a $2 \times 2$ model). However, their code was run for 2,500 iterations, meaning that our code is still in the order of 2 to 3 times faster. This is a pleasing result, given that we used a high-level language for our implementation.

However, in an attempt to provide a more ‘fair’ comparison, we have tried to analyze the computations required by both algorithms. It can be seen from the equations presented in section 4 that our algorithm consists (almost) entirely of matrix multiplications and inverses.\(^3\) Although it is very difficult to express exactly the number of such operations required by our algorithm in general, we have calculated this number for a specific case.

The corrupted image in figure 5 requires us to inpaint a total of 5,829 pixels. The number of operations required by our algorithm to inpaint this image (during the second iteration) is shown in table 2.

Alternately, the gradient-ascent approach in [16] is dominated by the time taken to compute the inner products in (the derivative of the logarithm of) equation (3). Each pixel is contained by four cliques, and we must compute the inner product against each of our three filters. Therefore we must compute a total of $4 \times 3 \times 5829 = 69948$ inner products per iteration.

As a simple experiment, we timed these operations in Matlab (using random matrices and vectors). We found that computing 69948 inner products was approximately 10 times faster than computing the matrix operations shown in table 2. This leads us to believe that a low-level implementation of our belief-propagation algorithms may be significantly faster even than the results we have shown.

\(^3\)Other operations, such as additions and permutations are typically much faster than these.

6 Discussion

Our results have shown that even a $2 \times 2$ model is able to produce very satisfactory inpainting performance. We believe that even this small model is able to capture much of the important information about natural images. While higher-order models exist [16], the improvements appear to be quite incremental, despite a significant increase in their execution time. While it is certainly the case that our results fall short of the state-of-the-art in terms of PSNR, the differences are difficult to distinguish visually. It is therefore pleasing that we are able to produce competitive results within only a short period of time.

We have not yet fully explored the possibility of using the junction-tree algorithm to inpaint images. Unfortunately, determining whether a graph obeys the junction-tree property (see section 4.1) is very expensive, meaning we simply used loopy belief-propagation in all cases, without even performing this test. However, there are many cases in which we can be sure that a junction-tree exists – for example, if the inpainting region is a scratch which is only one or two pixels wide. In such cases, optimal results can be produced after only a single iteration, which would render our algorithm several times faster again.

In spite of this, we found that loopy belief-propagation tended to converge in very few iterations. While we believe it helped that the regions we are inpainting appear to be fairly ‘tree-like’, there is very little theory to support this claim. On the other hand, loopy belief-propagation often converges far slower when dealing with large regions, meaning that we can inpaint a ‘scratch’ much faster than a ‘coffee stain’.

We have also not considered the possibility that the corrupted pixels may contain some information about the original image. Many gradient-ascent approaches implicitly exploit this possibility by initializing their algorithms using the corrupted pixels. If the restored image is ‘close to’ the corrupted image, this can result in faster convergence. Our approach is also able to deal with this possibility by augmenting the graphical model with an observation layer with the respective noise model for the damaged pixels.

7 Conclusion

In this paper, we have developed a model for inpainting images quickly using belief-propagation. While image inpainting has previously been performed using low-order models by belief-propagation, and high-order models by gradient-ascent, we have presented new methods which manage to exploit the benefits of both, while avoiding their shortcomings. We have shown these algorithms to give satisfactory visual results and to be faster than existing gradient-based techniques, even in spite of our high-level implementation.
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