Chromatin particle spectrum analysis: a method for comparative chromatin structure analysis using paired-end mode next-generation DNA sequencing
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ABSTRACT

Microarray and next-generation sequencing techniques which allow whole genome analysis of chromatin structure and sequence-specific protein binding are revolutionizing our view of chromosome architecture and function. However, many current methods in this field rely on biochemical purification of highly specific fractions of DNA prepared from chromatin digested with either micrococcal nuclease or DNaseI and are restricted in the parameters they can measure. Here, we show that a broad size-range of genomic DNA species, produced by partial micrococcal nuclease digestion of chromatin, can be sequenced using paired-end mode next-generation technology. The paired sequence reads, rather than DNA molecules, can then be size-selected and mapped as particle classes to the target genome. Using budding yeast as a model, we show that this approach reveals position and structural information for a spectrum of nuclease resistant complexes ranging from transcription factor-bound DNA elements up to mono- and poly-nucleosomes. We illustrate the utility of this approach in visualizing the MNase digestion landscape of protein-coding gene transcriptional start sites, and demonstrate a comparative analysis which probes the function of the chromatin-remodelling transcription factor Cbf1p.

INTRODUCTION

Eukaryotic genomes are organized as the DNA:protein complex called chromatin, in which the nucleosome acts as a fundamental subunit. Nucleosomes consist of 147 bp of DNA wrapped around an octameric histone protein core and occur repeatedly, separated by short linker DNA regions, to form arrays which resemble ‘beads-on-a-string’ (1). Both the structure of nucleosomes and their position with respect to underlying DNA sequence are modulated as part of the catalysis and regulation of DNA replication, transcription and repair, and defects in processes of nucleosome remodelling are implicated in variety of diseases (2,3). Genome level analysis of in vivo chromatin structure, regulatory DNA-binding proteins and the chromatin-remodellers they recruit is a current focus of technological development in molecular biology. Micrococcal nuclease (MNase) preferentially cleaves within linker DNA in eukaryotic chromatin, and can be used to release DNA fractions (usually termed nucleosome ladders) corresponding to mono- and poly-nucleosomes (Figure 1A). Mono-nucleosomal DNA fractions from a variety of model organism genomes have either been hybridized to high-density tiling arrays or subjected to next-generation sequencing to reveal precise in vivo nucleosome positions (4,5). Chromatin accessibility to other nucleases such as DNaseI can also be analysed using sequencing approaches, and identification of virtual cleavage footprints in such data has been used to map individual in vivo transcription factor/DNA-binding protein sites in budding yeast (6). The majority of chromatin sequencing studies utilize short-read technologies such as the Illumina/Solexa system, and sequence the ends of nuclease-cleaved DNA in single-read mode; i.e. they derive a 5’-sequence from just one end of the input molecules. Several next-generation sequencing chemistries, however, can be run in paired-end mode, where sequence is determined for both ends of input DNA molecules. Paired-end mode reads have a potential utility in nucleosome analysis because the distance between the two reads can reflect the original size of a MNase digested DNA species. This property has recently been used to map putative partially-unwound nucleosomes associated with the RSC ATPase complex at budding yeast promoter regions (7). Here, we show that next-generation
sequencing can be applied to a wide size range of DNA species generated by MNase digestion of chromatin. By size-selecting virtual chromatin particles as paired-end read classes in data, we can reveal the position of a whole spectrum of MNase-protected chromatin species. To illustrate the utility of this technique as both a chromatin mapping tool, and a method for comparative analysis we have applied it here to the well-characterized...
budding yeast system to analyse both normal cells and a mutant in a well-characterized DNA-binding protein with chromatin-remodelling functionality.

**MATERIALS AND METHODS**

**Yeast culture and chromatin digestion**

*Saccharomyces cerevisiae* used in this study were wild-type reference strain BY4742 (MATa, his3Δ1; leu2Δ0; lys2Δ0; ura3Δ0) and the isogenic Δcbf1::KanMX mutant Y16858 (obtained from EUROSCARF). For chromatin digestion, we used a modification of the basic method described originally by ref. (8), in which detergent-permeabilized yeast sphaeroplasts are incubated with MNase. Yeast were grown in 100 ml YPD (1% peptone, 1% yeast extract, 2% d-glucose) at 29°C to 2.6–2.8 x 10⁸ nucleated cells per millilitre (determined by haemocytometry). A total of 4.0 x 10⁸ nucleated cells were harvested by centrifugation and re-suspended in a 2.0 ml round-bottomed microcentrifuge tube in 950 ml of YLE buffer containing: 10 mg/ml *Arthrobacter luteus* yeast lytic enzyme (20 000 U/g; MP Biomedical); 1 M sorbitol; 5 mM 2-mercaptoethanol. Cells were incubated at 22°C with gentle agitation for 60 s to remove cell walls, and then harvested by a pulse spin at 12 kg in a microcentrifuge.

The cell pellet was washed gently (without physical disruption) in 1 ml 1 M sorbitol and cells re-centrifuged as above but with 2.0 ml tube rotated 180° relative to previous spin (this allows cells to roll over each other, releasing any trapped YLE). The cell pellet was re-suspended in 400 µl digestion buffer containing 1 M sorbitol, 50 mM NaCl, 10 mM Tris–HCl (pH 7.5), 5 mM MgCl₂, 1 mM CaCl₂, 1 mM 2 mercaptoethanol, 0.5 mM spermidine, 0.075% Nonidet P40 and transferred to a 1.5 ml microcentrifuge tube containing MNase (USB) to a final concentration of 300 U/ml. Cells were digested with MNase at 37°C for 3 min. The cell suspension was then microfuged at 14.5 kg for 5 s and the supernatant quickly transferred to a fresh tube containing 40 µl of STOP solution, containing 5% SDS, 250 mM EDTA and mixed well to terminate the MNase digestion. This centrifugation step serves to pellet cell debris and high molecular weight chromatin fragments (DNA species > 1 kb) whilst releasing lower molecular weight chromatin particles including mono- to penta-nucleosomes into solution. DNA was extracted once with phenol:chloroform (50:50) and treated with RNaseA. DNA was extracted once more with phenol:chloroform and then precipitated with sodium acetate and propan-2-ol, washed in 80% ethanol and dried. Two technical replicate samples were combined at this stage and treated with 100 U unmodified T4 polynucleotide kinase (NEB) for 30 min at 37°C to remove 5'-phosphate groups left by MNase.

DNA was extracted once more with phenol:chloroform, re-precipitated with sodium acetate and propan-2-ol, washed with 80% ethanol, dried and re-suspended in TE (pH 7.5). This procedure typically yields >50 µg of chromatin particle DNA.

**Illumina GAIIX DNA sequencing**

Ten micrograms samples of pooled DNA replicates were processed using standard Illumina reagents. DNA sequencing libraries were prepared using the NEBNext DNA Sample Prep Reagent Set 1. DNA was blunt ended using large Klenow fragment DNA polymerase, T4 polynucleotide kinase and T4 DNA polymerase, and then 3’-tailed using *exo*- Klenow DNA polymerase. Y shaped PE adapters were ligated using T4 DNA ligase.

Libraries were size selected following polyacrylamide gel electrophoresis and UV visualization; gel slices were incubated overnight, DNA was precipitated and re-suspended in 30 µl of NEB elution buffer, 1 µl was taken to 18 rounds PCR. The libraries were quantity and quality checked using a DNA 12000 chip assay on the Agilent 2100 Bioanalyzer. Across both libraries the average of total material in this region was 98.4%; there were no adapter or primer dimers. The average concentration of libraries was 34.9 ng/µl and the average size of material was 341.4 bp. Dilutions were made in elution buffer to 10 nM stock in 0.01% Tween-20. The DNA samples were each loaded at 2 pM for hybridization on one lane of an Illumina flowcell and clusters were generated at a relatively low density (350 K/mm²) in order to prevent stearic cluster inhibition by high molecular weight species. Seventy-six base pair sequencing was performed in paired-end-mode with Illumina version 4 SBS reagents using the SCS version 2.6 data collection software. Raw image data was analysed using the Illumina GA2 Pipeline version 1.6 with phasing corrections made against the standard PhiX control lane and all other parameters as default. Quality filtering of clusters was performed ‘failed-chastity ≤ 1’, using a chastity threshold of 0.6, on the first 25 cycles. This removes all clusters with a chastity less than 0.6 on two or more bases among the first 25 bases. Sequence yield was 30 791 304 paired reads for the wild-type sample and 23 866 338 paired reads for the cbf1 mutant. Paired sequence reads have been deposited at the NCBI short read archive under accession number SRA020615.3.

**Alignment and size-selection bioinformatics**

Paired reads were aligned to the NCBI *S. cerevisiae* reference genome using Bowtie 0.12.5 and solexa1.3-quals (9). Importantly, sequences were clipped to 36 bp. This allows Bowtie to return overlapping read pairs resulting from sequencing of relatively short input DNA species by removing adapter sequence tracts which would normally be filtered as anomalous reads. The maxinsrt flag was set to include reads representing the full range of chromatin particle classes. Bowtie returned paired-end reads in SAM format (10). Paired reads were sorted into chromosomes and then into a range of classes based on the SAM ISIZE value (difference between 5’-end of the mate read and the 5’-end of the first mapped read) using the script samparser.pl (Supplementary Script S1). This script filters reads according to ISIZE plus or minus a window value of 0.2 times ISIZE. Mono-nucleosome-sized reads are, therefore, represented as 150 ± 30 bp with smaller and larger read classes having proportionately smaller and larger size.
windows respectively. This procedure allows for accurate discrimination of small particle classes and accounts for spacing variability in larger particle classes such as di- and tri-nucleosomes. This window value also prevents 50-, 100-, 150-, 300- and 450-bp size classes from overlapping. Each paired read was treated as a putative chromatin particle and its centre value calculated to represent the map position of the particle dyad. Frequency distributions of the dyad positions were then calculated using a 5-bp bin size for 36-, 50- and 75-bp size classes and a 15-bp bin size for all other size classes. The frequency distributions were smoothed by taking a three bin moving average using the script histogram.pl (Supplementary Script S2) and output in a zero-referenced chromosome base three-column format (chromosome number, feature position, dyad read frequency value). Full genome frequency-distribution files for 50- and 150-bp dyad size classes from wild-type and cbf1 mutant samples and their associated dyad frequencies above a threshold value of 30 reads (Supplementary Data S2) were mapped using Supplementary Script S4, which yields positions for 17825 peaks having the top 5% transcriptional frequency in yeast growing in rich media by (13). TSSs selected as matched to transcriptional frequency values measured for each class (Figure 1B). These normalized dyad frequency values were then used to count the number of wild-type 50-bp dyad peaks, and UW DNase I footprint dyads (6) occurring within 20 bp of all MacIsaac sites, and to tabulate them as a proportion of the total number of sites in the yeast genome. Supplementary Script S8, interval_comparison.pl was used to count the number of wild-type 50-bp dyad peaks occurring within yeast genome intergenic regions and the width of each UW DNaseI footprint (6), CACGTG motifs which show an association with a Cbf1p-dependent 50-bp dyad peak were identified manually and peak summit frequency values derived from peakmarker.pl outputs (scaled by 1.29 for the cbf1 mutant data) thresholded at 15 reads. The strand designation applied to each Cbf1p peak CACGTG motif was determined on the basis of the strand containing the nearest protein coding region affected by a Cbf1p-dependent change in nucleosome positioning or, when ambiguous, using the strand defined by (14). Cbf1p peak CACGTG motifs were also manually matched to MacIsaac Cbf1p-binding motifs and the 112 Cbf1p ChIP peak locations with log2 fold enrichment scores >2 determined in rich growth media from ref. (15).

**RESULTS**

**Paired-end sequencing of nucleosome ladders**

In order to test the utility of our method in both basic and comparative chromatin structure mapping we analysed chromatin in *S. cerevisiae* wild-type reference strain BY4742 and an isogenic knock-out mutant lacking the protein Cbf1p. Cbf1p is a well-characterized bHLH-ZIP DNA-binding protein which is bound at the sequence motif CACGTG in a range of gene regulatory regions during vegetative growth (15). It functions as a context-dependent transcription factor, and is also required to maintain normal nucleosome positioning surrounding its bound CACGTG motifs (16,17). Chromatin was digested with MNase in detergent-permeabilized spheroplasts (yeast cells in which the cell wall has been removed enzymatically) using a modification of the commonly-used ‘chromatin snap-shot’ method (8) which allows extremely rapid (5–7 min) processing of cells, and digestion of relatively native (non-crosslinked) chromatin.
This basic method was modified to include a brief micro-centrifugation step to remove very high molecular weight DNA species, and yields a nucleosomal DNA ladder ranging from mono- to penta-nucleosomes plus sub-nucleosomal fragments (Figure 1A; lane marked ‘Input’). Similar size profiles can be achieved using gel purification, but the method described here minimizes sample manipulation and exposure to UV light. The MNase-digested genomic ‘Input’ DNA fractions, shown in Figure 1A, were sequenced in single Illumina GAIIx flowcell lanes to produce 76-bp paired-end reads using standard Illumina protocols and reagents but with the
following modifications: DNA nebulization was omitted; adapter ligates were gel-purified over the full size range of input DNA; ligates were hybridized at a low flowcell cluster density. This final modification proved necessary to avoid inhibition of cluster formation in the flowcell by relatively large DNA fragments (>800 bp). Resulting sequence reads were clipped to 36 bp and aligned to the *S. cerevisiae* reference genome using Bowtie (9). The resulting insert size distributions of paired-reads from each sample are shown in Figure 1B and indicate that both samples are consistent across the entire size spectrum. Importantly, the size distributions also display peaks in size classes corresponding to mono- and poly-nucleosomes. We therefore conclude that the paired-read size spectra qualitatively reflect that of the input DNA samples. We note that this correspondence is clearly not quantitative (the Figure 1B γ-axis is a log scale), reflecting the drop in efficiency of cluster formation with respect to input DNA fragment size inherent in the Illumina chemistry. However, as we show below, the consistency of the overall profiles does allow for direct comparisons between two samples at specific paired-read size classes.

**Size-selected paired-read classes identify mono- and poly-nucleosomal DNA fractions**

Paired-reads were sorted into a range of end-to-end size classes from 36 up to 700 bp (each including a window of ±20%). We then plotted frequency distributions of their centre points, which we refer to as dyads, relative to the budding yeast genome sequence. Figure 1C, shows a surface graph of the cumulative frequency distributions of these dyad positions surrounding yeast protein-coding gene TSS in wild-type cells. This surface plot clearly shows a range of sequence read peaks and troughs. Figure 1D shows more conventional cumulative frequency distribution trend plots (4) for 50-, 150- and 300-bp dyads. The trend plot for paired read dyads in the 150-bp size class (the size of DNA protected by a mono-nucleosome) shows the characteristic profile for TSS-associated nucleosome positioning that has been defined previously by tiling-array and single-ended sequencing experiments using mononucleosomes as input material (4). Strong peaks representing the −1 and +1 nucleosomes, surrounding the nucleosome free region (NFR) just upstream of the TSS, are present in the expected positions, and peaks representing flanking positioned nucleosomes show the characteristic decay in read frequency in proportion to distance from the TSS (4). Figure 1E shows the 150-bp dyad frequency distribution over a region of *ChrI*, and confirms the precise correspondence of dyad frequency peaks with nucleosome positions defined by tiling-array analysis of MNase digested mono-nucleosomes (18). The lower panel of Figure 1D shows that frequency distribution peaks of paired read dyads sorted into an end-to-end size class of 300-bp (the size of two nucleosomes) map precisely between the peak centres of adjacent mono-nucleosomes. This result is consistent with the 300-bp peaks representing centre-points/dyads of dinucleosome groupings. Figure 1C shows that we can similarly detect the dyad positions of tri- and tetra-nucleosome groupings. We therefore conclude that a substantial proportion of the paired-end reads from our method correctly define the DNA entry- and exit-points on nucleosomes exposed by MNase digestion in the original chromatin sample. Our approach therefore allows positional mapping of mono-nucleosomes with similar accuracy to previously published studies, but also allows positional mapping of higher-order nucleosomal groupings.

**Paired read classes with short end-to-end distances include reads defined by DNA bound trans-acting factors**

Interestingly, Figure 1C shows that paired reads selected at sub-nucleosomal sizes between 36- and 100-bp map in a large peak to the region of protein coding gene nucleosome-free regions, and to a lesser extent between the −2 and −1 nucleosomes. The upper panel of Figure 1D shows the trend graph of 50-bp paired-read dyads. This graph, and the similar 36-bp dyad distribution (Supplementary Figure S2) show a striking resemblance to the double exponential distribution formed by DNA bound transcription factors at yeast protein coding genes which also show a peak centre at ~100-bp upstream of the TSS (19,20). Figure 2A shows the distribution of 50-bp dyad peaks over a region of *ChrI*, and suggests that the peaks are located within protein coding gene-regulatory DNA and in proximity to the locations of known sequence-specific DNA-binding proteins defined by digital DNase I footprinting (6) and chromatin immunoprecipitation/DNA motif sequence conservation (14). More quantitatively we can identify 17825 50-bp dyad peak summits (thresholded to include summits with 30 or more reads) in wild-type yeast cells. A total of 89.5% of these peaks occur within yeast intergenic DNA (Supplementary Data S2). A total of 2273 peaks occur within the boundaries (+5-bp) of the digital DNase I footprint regions identified by (14) and 33% of DNase1 footprint regions contain at least one 50-bp dyad peak bin. Of the 6390 transcription factor-binding motifs identified by (14) as having ChiP enrichment $P < 0.005$ and conservation between three yeast species 3307 (52%) occur within 20 bp of a 50-bp dyad peak summit. A full list of ChiP-identified transcription factor-binding sites, and the associated proportion of 50-bp dyad peak summits is given in Supplementary Data S2. Figure 2B–H shows graphs of the mean 50-bp dyad read numbers from both wild-type and *cbf1* mutant data sets centred on, and surrounding, known binding motifs for Cbf1p, Abf1p, Bas1p, Mbp1, Mcm1p, Rap1p and Reb1p. Figure 2B–H each show a peak of 50-bp dyad reads in wild-type cells directly over the respective binding sites. The mean 50-bp dyad read peak located over Reb1p-binding sites (Figure 2H) disappears when the Reb1p motif positions are randomized within a ±315 bp (the average size of a yeast intergenic region divided by 2) window (Figure 2I), suggesting that the peaks are not simply an artefact of measuring 50-bp dyad distributions with respect to sites within intergenic regions per se. Interestingly, the mean 50-bp dyad read numbers from the *cbf1* mutant data set do not differ from wild-type at Abf1, Bas1p, Mbp1, Mcm1p, Rap1p and Reb1p sites (Figure 2C–H) but are
significantly (Wilcoxon Ranked Sum test; P-value = 0.04) reduced at Cbf1p sites (Figure 2B). This result therefore suggests that a significant proportion of the 50-bp dyad reads at Cbf1p-binding motifs derive from a structure arising in some way from the in vivo binding of Cbf1p. The most parsimonious explanation would be that the 50-bp dyad read peaks derive from MNase protection of DNA by Cbf1p and or other transcription factors known to associate with Cbf1p at certain genes (16). We therefore conclude that a proportion of the 50-bp dyad peaks we identify may represent MNase protected species created by a variety of sequence-specific DNA-binding proteins such as those shown in Figure 2C-H, and that our methodology allows positional mapping of these DNA:protein complexes in an analogous manner to nucleosomes.

Comparative chromatin structure mapping using paired-read dyad frequency data

Cbf1p has previously been shown to be required for normal nucleosome positioning surrounding CACGTG-binding motifs at the regulatory DNA of a variety of genes (17). We next tested whether or not we could detect changes in chromatin structure in the cbf1 mutant using our paired-read sequencing data. Figure 3A shows 50- and 150-bp dyad frequency maps plotted relative to the DRS2/MAK16 locus on ChrI which has been shown to exhibit Cbf1p-dependent nucleosome positioning (17). The DRS2 gene-regulatory region contains two CACGTG motifs at positions 99,881 and 100,156 bp. Only the CACGTG motif at position 99,881 bp has been shown to be bound by Cbf1p using ChIP (14,15). Figure 3A shows that a single 50-bp dyad peak in wild-type cells occurs over the CACGTG motif at position 99,881. This peak is virtually abolished in the cbf1 mutant strain. This result is therefore consistent with this peak in wild-type cells representing Cbf1p, and perhaps other dependent transcription factors such as Met4p (16), bound in vivo through its cognate sequence. The result is also in full agreement with the known ChIP data. Figure 3A also shows that a series of 150-bp dyad peaks flanking the CACGTG motif at 99,881 alter in position in the cbf1 mutant, consistent with the reported changes in nucleosome positioning defined using indirect-end-labelling methodology (17). Genome-wide, we identified a further 79 CACGTG motifs which were associated with similar changes in 50-bp dyad read frequency which we refer to as ‘Cbf1p peak CACGTG’ motifs (Supplementary Data S2). Of these 80 sites, 73 also show changes in 150-bp dyad peaks consistent with Cbf1p-dependent changes in nucleosome position (Supplementary Data S2). Figure 3B shows a graph of the mean 50-bp dyad frequencies at and surrounding the Cbf1p peak CACGTG motifs showing a significant decrease in read frequencies at the CACGTG motifs in the cbf1 mutant as expected. Figure 3C shows a graph of the mean 150-bp dyad frequencies at the Cbf1p peak CACGTG motifs showing the trend in the Cbf1p-dependent changes in the position of nucleosomes immediately flanking the Cbf1p-binding motifs. This change in chromatin structure is more graphically illustrated in Figure 3D, which shows surface graph plots of the differences in cumulative read frequencies for paired read size classes (ranging from 50 to 400 bp) between wild-type cells and the cbf1 mutant. The upper panel shows peaks (coloured yellow) and troughs in 50- and 150-bp dyad frequencies surrounding the Cbf1p peak CACGTG motifs which reflect the differences shown in Figure 3B and C. The upper panel also shows that the Cbf1p-dependent alteration in nucleosome positioning surrounding these CACGTG motifs is also reflected in changes in 300 bp (di-nucleosome) dyad frequencies. In contrast, the lower panel which shows an identically scaled surface plot of Cbf1p-dependent dyad frequency differences at Reb1p-binding sites (14) is essentially flat. Figure 3E shows a graph of the mean 150-bp dyad frequencies surrounding Reb1p-binding motifs, and confirms that nucleosome positioning surrounding these motifs is not, as expected, dependent on Cbf1p. Interestingly, Figure 3C suggests that peak 50 CACGTG motifs are on average located within nucleosomal linker regions in both wild-type and cbf1 mutant cells, despite changes in flanking nucleosome position after the loss of Cbf1p function. We therefore plotted a graph of the mean 150-bp dyad frequencies surrounding 80 CACGTG motifs present in the yeast genome (28 from intergenic regions and 52 from ORF regions) which are not identified as Cbf1p-binding sites by ChIP (14,15) and do not show associated 50-bp dyad peaks (Supplementary Data S2). Figure 3F shows that these motifs are on average found within nucleosome-wrapped DNA (150-bp dyad peak marked with an asterisk) and show no Cbf1p-dependent changes in surrounding nucleosome positioning. This result suggests that the location of a CACGTG motif within an accessible linker region is one factor which may decide whether the motif is bound by Cbf1p in vivo.

Paired read classes with sub-nucleosomal end-to-end distances may represent unstable nucleosomes

Two recent studies (7,21) have suggested that subclasses of nucleosomes could differ in the extent to which they are susceptible to MNase cleavage in a manner reflecting the stability of DNA:histone protein interactions. For instance, size-selection of paired-end reads obtained from sequencing a relatively restricted input DNA range from MNase digestion of cross-linked yeast chromatin revealed apparently underwound nucleosomes associated with the RSC chromatin remodeller at specific gene promoters (7). Figure 4A shows that mapping of paired-sequence dyad frequencies in the 100 ± 20-bp size class yields a peak at the GAL1-10 intergenic region in an identical location to that suggested to represent a RSC-remodelled nucleosome (7). Mapping of single-ended sequence reads derived from purified mononucleosome fractions digested with increasing concentrations of MNase showed that putative nucleosomes occupying the −1 position, 150-bp upstream of protein coding gene TSSs were particularly susceptible to MNase digestion at highly expressed genes (21). This result can be interpreted as showing that TSS-flanking nucleosomes are relatively unstable at highly expressed genes, reflecting dynamic
Figure 3. (A) Changes in Cbf1p binding and chromatin structure can be detected in dyad frequency data at a known Cbf1p-dependent gene-regulatory region. Fifty and one hundred and 50-bp dyad frequency distributions from wild-type and cbf1 mutant cells were plotted relative to the \textit{DRS2/MAK16} locus on Chr I. Dyad frequencies from the \textit{cbf1} mutant data set were plotted as negative numbers to aid comparison with the wild-type data. The \textit{DRS2} upstream region contains two potential Cbf1p-binding CACGTG sequences marked CACGTG motifs 1 and 2 on the ORF map. Only motif 1 (the position of which is marked with a dotted line) is bound by Cbf1p according to ChIP analysis (14,15). A Cbf1p-dependent peak in 50-bp dyad frequency centred over motif 1 is labelled, and 150-bp dyad peaks (nucleosome positions) which shift relative to wild-type in the \textit{cbf1} mutant are marked with asterisks. (B) Plot of mean 50-bp dyad frequencies comparing data centred on, and surrounding, 80 genomic CACGTG motifs which show similar Cbf1-dependent changes in 50-bp peak presence to \textit{DRS2/MAK16} (Supplementary Data S2). Wild-type values are shown with a black line and \textit{cbf1} mutant values in red. The \textit{P}-value calculation is as described in Figure 2. (C) Plot of mean 150-bp dyad frequencies, showing the trend in changes in nucleosome positioning, comparing data centred on and surrounding the 80 Cbf1p peak CACGTG motifs described above in wild-type and \textit{cbf1} mutant cells. (D) Cbf1p-dependent changes in paired read dyad frequency distributions occur across the spectrum of dyad sizes surrounding Cbf1p-associated CACGTG motifs. Normalized cumulative dyad frequency distribution values were calculated for 15-bp bins centred on and surrounding either the Cbf1p peak CACGTG motifs described above or the Reb1p-binding motifs identified by (14). Normalized values for wild-type and \textit{cbf1} mutant cells were calculated for dyad size classes ranging from 50 to 400 bp in 50-bp intervals, and the differences between wild-type and \textit{cbf1} mutant values plotted in surface graph form similar to that shown in Figure 1. Difference values <0.25 are coloured blue and >0.25 in yellow. (E) Plot of mean 150-bp dyad frequencies in wild-type and \textit{cbf1} mutant cells, comparing data centred on and surrounding Reb1p-binding motifs described in (14), showing no change in nucleosome positioning. (F) Plot of mean 150-bp dyad frequencies (nucleosome positions) comparing data from wild-type and \textit{cbf1} mutant cells centred on and surrounding 80 CACGTG motifs in the yeast genome which do not bind Cbf1p (14,15). A 150-bp dyad peak corresponding to a nucleosome positioned, on average, over such non-bound CACGTG motifs is indicated with an asterisk.
chromatin-remodelling processes involved in transcription and its activation. If the 100-bp dyad peaks that we identify with our methodology represent unstable, MNase-sensitive nucleosomes, one might hypothesize that such particles should occur with an identical distribution to the MNase-sensitive nucleosomes observed by (21). Figure 4B shows a graph of the cumulative 100-bp dyad frequencies for all protein coding TSSs in yeast compared with those showing the top 5% transcriptional frequency during vegetative growth in rich media (13). A distinct peak 150-bp upstream of the TSS in the \( /C_0 \) nucleosome position is indeed observed in Figure 4B in the highly expressed gene class, which corresponds to a region of highly MNase accessible chromatin described by (21) is indicated with an asterisk.

**DISCUSSION**

**Paired-end read mapping of nucleosomal chromatin structure**

A variety of genome-scale analysis methods are currently available to probe aspects of eukaryotic chromatin structure [reviewed in (4)]. However, these methods often rely on biochemical purification of nuclease-digested input DNA of very restricted size class (often limited to mono-nucleosomes) which potentially excludes many possible protein bound chromatin species. In addition, probing the information encoded in the size distribution of MNase protected chromatin particles has the potential to reveal more information than the positions of chromatin particles (7,21).

We have shown here that by using paired-end mode Illumina technology, sequence tags defining both ends of a broad size range of nuclease-digested DNA fragments can be determined (Figure 1). More importantly, the insert size/end-to-end distances between paired reads qualitatively reflect the size spectrum of input DNA. For example, we would predict that paired reads with an end-to-end distance of 150 bp, should often derive from mononucleosomes because this is approximately the amount of DNA protected from MNase digestion by that particle. By mapping the distributions of the centre points/dyads of paired-reads with an insert size of 150 ± 30 bp to the yeast genome, we can recreate identical mono-nucleosome position maps to those determined for general genomic features such as protein-coding gene TSSs and individual genetic loci (Figure 1D and E respectively). Plotting the entire available spectrum of our data, from insert sizes of 36 bp up to 700 bp, reveals a landscape of centre/dyad peaks (Figure 1C) which represent putative real and virtual chromatin particles. In the latter category, Figure 1C shows peaks which correspond to the dyads of di-, tri- and tetra-nucleosome groupings which surround protein-coding gene TSSs, and shows a ‘valley’, which represents the protein-coding gene nucleosome-free region, accentuated as the size class increases. The results shown in Figure 3D suggest that differences in chromatin structure associated with loci missing the activity of a known chromatin-remodeller are reflected in changes of both mononucleosome and virtual poly-nucleosome distributions. We therefore suggest that this approach of mapping a spectrum of chromatin particle classes may have general utility in discovering sites and modes of action of chromatin remodellers by comparing wild-type cell data sets with those from chromatin remodeller mutants. We speculate that subtle changes in single nucleosome positions may be more visible as gross changes in the presence or absence of specific poly-nucleosome groups in some contexts.

**On the origin of sub-nucleosomal paired read size class dyad peaks**

The surface graph of dyad peaks surrounding protein-coding gene TSSs, shows that dyad positions of paired reads with small insert sizes, such as 50 bp, are primarily located within the nucleosome-free region (forming a substantial peak), and to a lesser extent between nucleosomes –2 and –1 (Figure 1C). Figure 2A shows that individual 50-bp dyad peaks occur at discrete points often associated with intergenic regions and in close
proximity to the known binding sites of sequence-specific DNA-binding proteins such as transcription factors. We envisage three possible origins for these sequence read peaks. First, they could represent clusters of reads which derive artefactually from the specificity of MNase for particular di-nucleotide groupings and A/T-rich sequence tracts (21). The prominence of 50-bp dyad peaks in intergenic regions would therefore simply reflect their relative accessibility in areas such as NFRs. The other two options both imply that the peaks derive from the sequencing of MNase-protected chromatin species of sub-nucleosomal size: these species could represent sub-nucleosomal histone-DNA complexes (perhaps remodelled intermediates present at key transcription regulation sites), or DNA molecules protected from MNase digestion by the binding of sequence-specific DNA-binding proteins. We are inclined to believe that all of these possibilities are likely to be true, depending on the particular chromosomal location under examination. However we believe that we can show compelling evidence for the last two in several contexts.

50-bp dyad peaks as MNase footprints of trans-acting factors

Figure 1D shows that the overall trend distribution of 50-bp dyad peaks at protein-coding TSSs is similar in location and shape to the distribution of known DNA-bound transcription factors (19,20). More specifically we can show (Figure 2B–H) that 50-bp peaks are found concentrated over known binding sites for particular sequence-specific DNA-binding proteins identified by ChIP (14). A full list of the 50-bp dyad peak associations with each of the 118 transcription factor motifs analysed by (14) is given in Supplementary Data S2. To test whether these dyad peaks derived from MNase protection by DNA-binding proteins themselves, we compared the distribution of 50-bp dyad peaks at the 128 Cbf1p-binding CACGTG sites identified by (14) in both wild-type and cbf1Δ mutant cells. Consistent with some of the peaks corresponding to Cbf1p-specific MNase protection, we observed a statistically significant drop in the mean read numbers associated with the binding site in cbf1Δ mutant cells relative to the wild-type (Figure 2A). We note, however, that in this comparison the drop in dyad numbers in the cbf1Δ mutant was not complete. Indeed, in general we do not see a perfect match between the published ChIP sites and 50-bp dyad peak locations: for instance, of 236 Abf1p-bound sites 81% occur within 20 bp of a 50-bp dyad peak, whereas of 88 Fkh1p-bound sites only 30% occur within 20 bp of a peak (Supplementary Data S2). Because the transcription factor-binding profiles catalogued by (14) include data from ChIP experiments performed not only in rich growth media (as were our experiments) but also in certain cases a variety of other growth conditions, we examined the 50-bp dyad peak associations with putative Cbf1p-binding CACGTG motifs in the yeast genome individually.

An analysis of the DRS2/MAK16 locus, which was previously shown to bind Cbf1p via one of two CACGTG motifs (14,15) showed an almost complete loss of sequence reads contributing to a 50-bp dyad peak centred over the known CACGTG motif in the cbf1Δ mutant (Figure 3A). This result therefore suggests that at certain loci, there is a simple correlation with the occurrence of 50-bp dyad peak and binding of the trans-acting factor. We confirmed this by examining individual putative Cbf1p-binding CACGTG motifs in the yeast genome, and found 79 other CACGTG sites with similar characteristics to the site at DRS2/MAK16 (Figure 3B and Supplementary Data S2). These results strongly suggest that we are footprinting either Cbf1p alone or Cbf1p together with closely interacting factors such as Met4p (16) at these sites.

When we compare the 80 Cbf1p 50-bp dyad peak associated CACGTG motifs we identify with the Cbf1p-binding sites identified by (14) and 112 Cbf1p positive ChIP signals detected in cells grown in rich media (15) we find a reasonable overlap (Supplementary Figure S3 and Supplementary Data S2). A total of 41% of our 50-bp dyad peak CACGTG motifs match with Cbf1p-binding motifs identified by (14) and 48% match with Cbf1p ChIP peaks identified by (15), with 26 sites matching in all three data sets. Given that only 16% of Cbf1p-binding motifs identified by (14) match (occur within 20 bp) with DNase I footprints determined by (6) we conclude that our method may provide a useful tool for footprinting trans-acting factors. For ChIP-verified Cbf1p-binding locations where we do not detect a corresponding 50-bp dyad peak, there may be local chromatin structure or sequence contexts which fail to allow efficient MNase cleavage. For ChIP-verified Cbf1p-binding sites where we detect a peak, but where that peak remains in the cbf1Δ mutant, we may be detecting either a MNase artefact or a site which is bound either transiently or heterogeneously within the cell population by other CACGTG-binding factors such as Pho4p. We note that it is still not entirely clear whether or not DNA binding of Cbf1p is regulated at some loci (16).

100-bp dyad peaks as a marker for nucleosome accessibility?

Two recent studies have suggested that the stability of DNA:histone protein interactions should be reflected in the susceptibility of nucleosomes to MNase cleavage in a manner observable in nucleosome sequencing data. The first study showed that nucleosomes at highly expressed yeast genes showed differential sensitivity to MNase (21), and the other showed that putative partially un-wound, RSC chromatin-remodelling ATPase-associated, nucleosomes could be detected at yeast gene promoters (7). By selecting for sub-nucleosomal particles (100-bp dyad peaks) we also observe peaks and accumulations of sequence reads at loci identified by (7,21; Figure 4). Given that these peaks occur in identical positions to 150-bp dyad peaks (e.g. Figure 4A) these results are certainly suggestive of increased progressive MNase digestion of an unstable nucleosomal particle within the sampled cell population. However, we and others (21) note that these regions can also be associated with clusters of DNA bound transcription factors which may also
behaved as MNase protected agglomerates of sub-nucleosomal (100–120 bp) size, thus complicating such analyses. We suggest that the methodology described here may have the potential to reveal differences in nucleosome stability as well as position, but that this area will require further study.

**Comparative chromatin structure mapping using paired read sequencing**

Notwithstanding the potential issues of sensitivity and MNase cleavage bias discussed above, we believe the main utility of this methodology is in the type of comparative analysis between cell types illustrated in Figure 3. Figure 3D shows that analysis of the differences between dyad peak distributions across the paired-read insert size (and therefore putative chromatin particle size) spectrum, can reveal trends in alteration to both chromatin structure and trans-acting factor binding surrounding a particular genomic feature (in this example, Cbf1p-binding motifs). The results shown in Figure 3C and D confirm that Cbf1p is required for normal nucleosome positioning surrounding certain CACGTG motifs, mainly in gene regulatory DNA ([17], Supplementary Data S2). The results suggest that Cbf1p functions to maintain its bound CACGTG motif, and perhaps binding sites for other transcription factors (16) within a broad MNase-accessible nucleosomal linker region. Loss of Cbf1p function appears to cause nucleosomes to move inwards towards the CACGTG motif (Figure 3C). The number of nucleosomes affected varies considerably according to context, and is not completely restricted to gene-regulatory sequences (Supplementary Data S2). These results are consistent with Cbf1p-binding acting as a barrier element leading to statistical positioning of surrounding nucleosomes (4).

Interestingly, the CACGTG motifs we identify as bound to Cbf1p occur within nucleosome linker regions irrespective of whether Cbf1p is present or not (Figure 3C). These CACGTG motifs seem therefore intrinsically accessible to protein binding. In contrast, Figure 3F shows that CACGTG motifs known not to bind Cbf1p (14,15) appear to be located within nucleosome-wrapped sequences. This result suggests that the function of CACGTG motifs as Cbf1p-binding sites is regulated by nucleosome positioning. Thus Cbf1p is a chromatin modulator which is itself regulated by its chromatin environment, consistent with the findings of (22). We note that control analyses, such as that shown in Figure 3E, in which 150-bp dyad (nucleosome) distributions surrounding Reb1p-binding motifs were plotted comparing conditions which should not affect Reb1p, illustrate how little background variability exists between data sets at a particular size range. This low background noise suggests that our methodology should be well-suited to comparative analysis. Using our method comparatively also largely negates MNase cleavage bias problems; artefactual peaks will either remain constant between data sets or will be influenced by changes in DNA accessibility driven by alterations in chromatin, in which case they could contribute useful signal changes to difference maps.

We conclude that the technique described here offers a novel approach to mapping the positions, and possibly structures, of a spectrum of eukaryotic chromatin particles. This method should prove amenable to any cell system in which MNase digestion of chromatin can be performed.
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