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Abstract

Background: Advanced analytics, such as artificial intelligence (AI), increasingly gain relevance in medicine. However, patients' responses to the involvement of AI in the care process remains largely unclear. The study aims to explore whether individuals were more likely to follow a recommendation when a physician used AI in the diagnostic process considering a highly (vs. less) severe disease compared to when the physician did not use AI or when AI fully replaced the physician.

Methods: Participants from the USA (n = 452) were randomly assigned to a hypothetical scenario where they imagined that they received a treatment recommendation after a skin cancer diagnosis (high vs. low severity) from a physician, a physician using AI, or an automated AI tool. They then indicated their intention to follow the recommendation. Regression analyses were used to test hypotheses. Beta coefficients (β) describe the nature and strength of relationships between predictors and outcome variables; confidence intervals [CI] excluding zero indicate significant mediation effects.

Results: The total effects reveal the inferiority of automated AI (β = .47, p = .001 vs. physician; β = .49, p = .001 vs. physician using AI). Two pathways increase intention to follow the recommendation. When a physician performs the assessment (vs. automated AI), the perception that the physician is real and present (a concept called social presence) is high, which increases intention to follow the recommendation (β = .22, 95% CI [.09; .39]). When AI performs the assessment (vs. physician only), perceived innovativeness of the method is high, which increases intention to follow the recommendation (β = .15, 95% CI [−.28; −.04]). When physicians use AI, social presence does not decrease and perceived innovativeness increases.

Conclusion: Pairing AI with a physician in medical diagnosis and treatment in a hypothetical scenario using topical therapy and oral medication as treatment recommendations leads to a higher intention to follow the recommendation than AI on its own. The findings might help develop practice guidelines for cases where AI involvement benefits outweigh risks, such as using AI in pathology and radiology, to enable augmented human intelligence and inform physicians about diagnoses and treatments.
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intelligence (AI) techniques are used in big data analyses to make predictions based on a set of rules. They run calculations from large datasets to estimate different possible solutions for a given problem, and thus enable data-driven decision making [4]. This is why AI might be particularly beneficial in healthcare to help prevent and treat diseases that (1) require learning from large populations; (2) follow patterns that can be detected by technology; and (3) are accessible to physicians and patients.

The advancements in information technology have changed the processes of how diagnoses and treatment recommendations are derived. Algorithms are trained to mimic physicians’ decision-making rules by applying similar rationales when analyzing vast amounts of patient data. AI tools can diagnose certain diseases with expert-level accuracy, and even outperform human experts in some cases [5–9]. More specifically, AI can reduce human error, which is particularly beneficial in situations when a patient’s safety is at risk (i.e., for highly vs. less severe diseases) [8]. To help patients make the best decision in these situations, they aim to base their decision on state-of-the-art scientific knowledge [10, 11]. Examples of recent uses of AI in this context include the detection of skin and breast cancer as well as of cardiac arrest [6, 12, 13].

Despite the potentially more accurate algorithmic judgment compared to human experts, decision makers are often averse to relying on algorithmic advice [9, 14, 15]. In their evaluation of algorithmic recommendations, as compared to human ones, individuals tend to weigh certain criteria more heavily. In terms of accuracy, algorithmic recommendations are more likely than humans to be rejected when they make mistakes. More specifically, Dietvorst et al. [14] found that even though individuals are aware of the superior performance of algorithms, they are less likely to choose algorithmic advice over human advice. This is because after seeing them both make the same mistake, individuals lose confidence in the algorithm-based advice quicker than in humans [14]. Furthermore, individuals prefer human advice because they subjectively feel that it is easier to understand (despite the importance of accuracy, which might be higher in the case of algorithmic advice) [16]. Individuals may also prefer human advice because it is easier for individuals to shift responsibility to other humans (vs. technology) [9, 17]. Thus, it makes sense that superior performance was found to be an insufficient criterion for creating a preference for algorithms over humans [18]. Longoni et al. [15] documented individuals’ resistance to algorithmic advice across a variety of medical decisions. They showed that individuals’ concern about uniqueness neglect explains the preference for a human provider over an automated provider [15]. Thus, individuals believe that the consideration of the uniqueness of their case is a fundamental human characteristic that an automated provider lacks.

Even though previous studies have described and explained individuals’ aversion to taking advice from algorithms with regard to medical decision making, recent research takes a more nuanced perspective. In several experiments, Logg et al. [19] showed that laypeople readily relied on algorithmic advice (e.g., when making visual estimates and when predicting the popularity of songs). However, this was not uniform across all individuals. Participants with expertise in forecasting were less likely to accept algorithmic advice [19]. Individuals were also found to be more likely to trust and rely on algorithmic recommendations for objective, analytical tasks compared to subjective tasks [16, 18]. There is disagreement in literature about the acceptance of AI in support of physician decision making. Results showed that the combination of human and algorithmic expertise seems to increase the acceptance of AI as long as it does not replace expert judgment [20]. Pezzo and Pezzo [4] found that patients evaluated a physician’s malpractice case more favorably when the physician used a diagnostic decision aid to make the diagnosis compared to a situation in which no such aid was used. In contrast, Shaffer et al. [17] demonstrated that clinicians using a computerized decision aid for their diagnosis were perceived more negatively than physicians making an unaided diagnosis. This is in line with results from Arkes et al. [21] who found that respondents derogated the diagnostic ability of physicians who used a computer-based decision support.

With few exceptions [12], there is little data on the general mechanism that affects whether patients comply with recommendations depending on the use of AI technology and the level of human involvement in the medical assessment. Furthermore, previous studies solely compared two conditions: physician vs. AI or physician vs. physician supported by AI. To our knowledge there is so far no study that contrasted all three forms of diagnostic methods in one study. The present study aimed to partially fill this gap. The study sought to explore whether individuals were more likely to follow a recommendation when a physician used AI to derive a diagnosis and give a treatment recommendation as compared to situations in which the physician did not use any AI or when AI fully replaced the physician. The study also considered the severity of the disease that AI might give diagnostic and treatment recommendations for as well as two mediating variables: social presence and innovativeness.
The roles of social presence and innovativeness

The question of whether an individual complies with a medical recommendation is determined by both socioemotional and functional elements of a medical assessment [10, 22, 23]. Social presence refers to the extent to which an individual perceives that a social element is present [24]. Social presence theory postulates that different communication media can be classified according to their social presence—an indicator of the degree of awareness of another person within the interaction—and that social presence influences the quality of the interaction [25]. High social presence creates the sense of a personal, sociable, and sensitive being [26]. This is not limited to interactions between human beings, but can also include computer-mediated communication [27]. Based on the reciprocal nature of a patient’s interaction with a physician, social presence should be higher when a human agent (with or without the aid of technology) provides the medical service as compared to an automated provider. Social presence was found to positively affect health outcomes [28]. Thus, perception of someone being present or taking care of the patient can then be assumed to positively influence an individual’s intention to comply with a medical recommendation.

The evaluation of the functional performance of the medical assessment is another determinant of compliance with a medical recommendation. The use of technology in the medical assessment might indicate to patients that state-of-the-art technology is being utilized and can serve as an indicator for the level of innovativeness in the delivery of the medical service [29]. Innovativeness serves as a proxy for newness and, in the medical field, for the consideration of the latest scientific knowledge. Individuals associate innovative technology with success and advancement [30]. This association prompts individuals to evaluate new technology performance favorably [31]. An individual’s perception of the innovativeness of a diagnostic method should be higher when AI is used because AI can apply recent scientific knowledge with the support of information technology and reliance on big healthcare data (with or without the involvement of physicians). An individual’s intention to comply with a recommendation might increase because he or she may feel that the recommendation is based on state-of-the-art scientific evidence. The downstream effects of both social presence and perceived innovativeness are postulated to affect an individual’s willingness to comply with a medical recommendation for the treatment.

The aim of this study was to explore whether the utilization of AI technologies in the medical assessment process influenced patient compliance intention with a recommended treatment. Based on this, we posed two research questions. First, we wanted to explore whether there were differences in an individual’s intention to follow a medical recommendation depending on the diagnostic method used (physician, physician using AI, or automated AI tool alone) and the level of disease severity (high or low). Second, the study aimed to explore how individuals perceive the three diagnostic methods with regard to their social presence and innovativeness, as well as whether social presence and perceived innovativeness influence an individual’s intention to comply with the treatment recommendation.

Methods

Study design, procedure, and sample

To answer the research questions, we used a 3 (diagnostic method: physician vs. physician who uses AI vs. automated AI tool) by 2 (severity of the disease: high vs. low) experimental design. Participants were randomly assigned to one of the six experimental conditions.

The study was conducted online, and participants were recruited through Amazon Mechanical Turk, an online platform via which registered individuals complete tasks in return for small payments. The use of Amazon Mechanical Turk workers is appropriate given the design of the study (use of vignettes and a randomized assignment to experimental groups; see [15, 32–34] on the use of the population to study medicine- and health-related topics). We limited our sample to individuals who were 18 years of age or older and located in the USA.

Prior to starting the study, informed consent was obtained and the study procedure was explained to the participants. During the study, the participants first read a hypothetical scenario and then filled in a survey. Participants were fully debriefed at the end of the study. The study was conducted in accordance with the 1964 Helsinki declaration and its later amendments. The Faculty Board of the TUM Germany, which acts as the local ethics committee for studies outside the TUM Faculty of Medicine, approved the study.

Decision scenarios

Participants first read a scenario. Six different versions of the scenario on the detection and treatment of skin cancer were developed, manipulating the diagnostic method and the severity of the disease. The scenario was kept similar in all other respects.

In the scenario, participants were asked to imagine that they recently noticed a change in a mole on their skin and that they decided to seek medical advice. The scenario then described a visit to a healthcare provider, where the medical assessment was performed either by a physician, a physician using AI technology, or an automated AI tool alone (described as a real-time medical decision support aid based on AI technology). Further information was
provided to the participants regarding how the respective method works to generate the diagnosis and treatment recommendation. Subsequently, half of the participants were told that the diagnosis of their disease (skin cancer) was not severe (stage 0) and the other half was told that it was severe (stage 2). Participants then read that they received a medical recommendation for the treatment, which was identical for each condition (i.e., topical therapy and oral medication). After receiving the recommendation, participants indicated their intention to comply with it. Figure 1 shows the vignettes that the participants read.

Measures
The questionnaire that was used in the study can be downloaded online (Additional file 1). The intention to comply with the recommendation was measured via six items, rated on a seven-point rating scale. Amongst others, items included the following: “How likely would you follow the medical recommendation?”, anchored at 1 = very unlikely and 7 = very likely; “What is the probability that you will stick to the recommendation?”, anchored at 1 = very improbable and 7 = very probable. Internal consistency, as calculated by Cronbach's alpha, was high (α = 0.89).

Social presence measures were obtained from Gefen and Straub [35] and adapted to the context of the study. Measures were used in the study can be downloaded online (Additional file 1). The intention to comply with the recommendation was measured via six items, rated on a seven-point rating scale. Amongst others, items included the following: “How likely would you follow the medical recommendation?”, anchored at 1 = very unlikely and 7 = very likely; “What is the probability that you will stick to the recommendation?”, anchored at 1 = very improbable and 7 = very probable. Internal consistency, as calculated by Cronbach's alpha, was high (α = 0.89).

Statistical analysis plan
Analyses were conducted using SPSS 25. We examined descriptive statistics for the sample. We then conducted multiple linear regression analyses to test whether the two predictors (diagnostic method and disease severity) influenced the intention to comply with the medical recommendation, as well as social presence and innovativeness. For the analyses, we created two dummies for the diagnostic method variable. The coding for the respective dummies was as follows: dummy one: physician = 1,
other conditions = 0; dummy two: physician using AI = 1, other conditions = 0. The automated provider serves as baseline for comparison in the analysis. Disease severity was coded as 0 = not severe and 1 = severe.

We also examined whether social presence and innovativeness mediated the relationship between the diagnostic method and the intention to comply with the medical recommendation depending on the severity of the disease. We used Hayes’ [36] PROCESS model 4 (version 3 for SPSS), including bootstrapping procedures. This is an approach that permits simultaneous testing of the direct, indirect, and total effects of the type of diagnostic method, disease severity and interactions on the intention to follow the medical recommendation through the two parallel mediators. Two diagnostic method dummy variables [37] were modeled as predictors; disease severity and the interactions of the two variables were included as covariates in the model. The dependent variable was the intention to comply with the recommendation (Fig. 2). Beta coefficients (β, unstandardized) describe the degree of change in the dependent variable for a one-unit change in the predictor variable. Confidence intervals [CI] that exclude zero indicate significant mediation effects.

**Results**

**Sample characteristics**

Four hundred fifty-two individuals, 196 of them females (43.8%), participated in the study. All were located in the USA, with a mean age of 41.7 years (SD = 15.6) (see Table 1). The World Health Organization [38] reports that one in every three cancers diagnosed is a form of skin cancer, and according to statistics from the Skin Cancer Foundation, one in every five Americans will develop skin cancer in their lifetime. In our sample, 12.1% participants had previously been diagnosed with skin cancer, 28.8% of them had a previous skin cancer diagnosis in their family, while the remaining 59.2% did not have any skin cancer history.

Differences in intentions and mediators depending on the diagnostic method and disease severity

The model explains 23.4% of the variance in the intention to comply with the medical recommendation (see Fig. 3 for the path coefficients). Compared to the automated AI tool alone, the intention to comply with the medical recommendation was significantly greater for the physician (β = 0.40, SE = 0.14, p = 0.005) and physician using AI

---

**Table 1 Sample characteristics**

| Variable                           | Percentage of participants |
|-----------------------------------|---------------------------|
| Age                               |                           |
| 18–24 years                       | 6.0                       |
| 25–34 years                       | 37.5                      |
| 35–44 years                       | 13.9                      |
| 45–54 years                       | 12.0                      |
| 55 years and older                | 30.6                      |
| Education                         |                           |
| Less than high school diploma     | 0.7                       |
| High school diploma               | 9.6                       |
| Some college or associates degree | 20.1                      |
| Bachelor’s degree                 | 46.4                      |
| Master’s degree                   | 21.2                      |
| Professional degree               | 1.1                       |
| Doctorate                         | 0.9                       |
The difference between the physician using AI and the physician variable was non-significant ($\beta = -0.14, SE = 0.13, p = 0.24$). The analysis revealed one significant interaction effect between the physician using AI (vs. the automated AI tool alone) and the severity of the disease ($\beta = -0.40, SE = 0.19, p = 0.03$). The participants’ intention to follow the medical recommendation was greater in the scenario of the physician using AI compared to the automated AI tool when the severity of the disease was low (but not when it was high).

The effects of both social presence ($\beta = 0.11, SE = 0.28, p < 0.001$) and perceived innovativeness ($\beta = 0.37, SE = 0.04, p < 0.001$) on the intention to comply with the medical recommendation were significant. Furthermore, social presence was higher when a physician ($\beta = 1.95, SE = 0.23, p < 0.001$) or a physician using AI ($\beta = 1.76, SE = 0.23, p < 0.001$) made the assessment, compared to the automated AI tool alone. The effect on social presence was not significantly different between the physician and the physician using AI.

Perceived innovativeness was higher when a physician using AI ($\beta = 0.46, SE = 0.15, p = 0.002$) or when the automated AI tool ($\beta = -0.41, SE = 0.15, p = 0.01$) made the assessment, compared to the physician not using AI. The effect on perceived innovativeness was not significantly different for the comparison between the automated AI tool and the physician using AI.

The severity of the disease had no significant effect on social presence ($\beta = 0.21, SE = 0.23, p = 0.35$) or perceived innovativeness ($\beta = 0.07, SE = 0.15, p = 0.66$). All interaction effects between the diagnostic method and the disease severity on the two mediators were non-significant.

Next, we calculated the indirect effects of the type of diagnostic method on an individual’s intention to comply with the medical recommendation. For the comparison between the physician and the automated AI tool, both social presence ($\beta = 0.22, 95\%$ confidence interval (CI) [0.09, 0.39]) and perceived innovativeness ($\beta = -0.15, 95\%$ CI [−0.28, −0.04]) were significant mediators (the CIs excludes zero). For the comparison between the physician using AI and the automated AI tool, social presence was not significantly different between the physician and the physician using AI.

Fig. 3 Results of the mediation model. Notes. To obtain coefficients for the comparison of physician plus AI and physician, we recoded dummy two with physician as reference group. The figure reports unstandardized beta coefficients. *$p < 0.05$, **$p < 0.01$, ***$p < 0.001$. Abbreviations: P = Physician without use of AI, P-AI = Physician using AI, AI = Automated AI tool, DS = Disease severity.
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presence ($\beta = 0.20$, 95% CI [0.07, 0.36]), but not perceived innovativeness ($\beta = 0.02$, 95% CI [−0.09, 0.12]), was a significant mediator. When comparing the physician using AI with the physician alone, there was a significant indirect effect via perceived innovativeness ($\beta = 0.17$, 95% CI [0.06, 0.30]) but not via social presence ($\beta = −0.02$, 95% CI [−0.01, 0.07]).

**Discussion**

The purpose of the study was to explore whether individuals were more likely to follow a medical recommendation when a physician used AI to derive a diagnosis and recommend a treatment compared to situations in which AI was not used or in which the physician was completely replaced by AI. The results of the experimental study, which used skin cancer as the case, showed that intention to follow the medical recommendation was greater for the physician compared to the automated AI tool alone (regardless of disease severity) and for the physician using AI compared to the automated AI tool alone (in the case of low disease severity). There was no difference between the physician using AI and the physician alone. The results thus indicate that individuals were most likely to stick to the recommendations, a factor that should increase recovery and health outcomes [39], when human expertise was central to the diagnosis and the treatment recommendation (vs. an automated AI tool). This finding is in agreement with a literature review on AI innovations in healthcare, which showed that AI is best used to supplement human expertise, potentially benefitting clinical skills and enriching patient-physician interactions [40; see also 41 for an earlier review].

**Table 2** Relative direct and indirect effects of the predictors on an individual’s intention to comply with a medical recommendation

| Effects                                      | $\beta$ | SE   | $p$ [95% CI] |
|----------------------------------------------|---------|------|--------------|
| **Direct effects on the mediators**          |         |      |              |
| Constant                                     | 3.66    | 0.16 | <0.001       |
| Physician $\rightarrow$ social presence      | 1.95    | 0.23 | <0.001       |
| Physician plus AI $\rightarrow$ social presence | 1.76    | 0.23 | <0.001       |
| Disease severity $\rightarrow$ social presence | 0.21    | 0.23 | 0.35         |
| Physician $\times$ disease severity $\rightarrow$ social presence | −0.32  | 0.32 | 0.32         |
| Physician plus AI $\times$ disease severity $\rightarrow$ social presence | −0.38  | 0.32 | 0.24         |
| Constant                                     | 5.98    | 0.11 | <0.001       |
| Physician $\rightarrow$ perceived innovativeness | −0.41  | 0.15 | 0.002        |
| Physician plus AI $\rightarrow$ perceived innovativeness | 0.05   | 0.15 | 0.73         |
| Disease severity $\rightarrow$ perceived innovativeness | 0.07   | 0.15 | 0.66         |
| Physician $\times$ disease severity $\rightarrow$ perceived innovativeness | −0.27  | 0.21 | 0.20         |
| Physician plus AI $\times$ disease severity $\rightarrow$ perceived innovativeness | 0.01   | 0.21 | 0.98         |
| **Direct effects on the dependent variable** |         |      |              |
| Constant                                     | 2.96    | 0.27 | <0.001       |
| Physician $\rightarrow$ compliance intention | 0.40    | 0.14 | 0.005        |
| Physician plus AI $\rightarrow$ compliance intention | 0.27   | 0.14 | 0.05         |
| Social presence $\rightarrow$ compliance intention | 0.11   | 0.03 | <0.001       |
| Perceived innovativeness $\rightarrow$ compliance intention | 0.37   | 0.04 | <0.001       |
| Disease severity $\rightarrow$ compliance intention | 0.15   | 0.13 | 0.24         |
| Physician $\times$ disease severity $\rightarrow$ compliance intention | −0.24  | 0.19 | 0.20         |
| Physician plus AI $\times$ disease severity $\rightarrow$ compliance intention | −0.40  | 0.19 | 0.03         |
| **Indirect effects via the mediators**       |         |      |              |
| Physician, total indirect effect              | 0.07    |      | [−0.12, 0.29]|
| Via social presence                           | 0.22    |      | [0.09, 0.39] |
| Via perceived innovativeness                  | −0.15   |      | [−0.28, −0.04]|
| Physician plus AI, total indirect             | 0.22    |      | [0.03, 0.41] |
| Via social presence                           | 0.20    |      | [0.07, 0.36] |
| Via perceived innovativeness                  | 0.02    |      | [−0.09, 0.12]|

The experimental group that was assigned to the automated AI tool as the diagnostic method served as the reference group for comparison with dummy one (physician) and dummy two (physician plus AI).

$\beta =$ Unstandardized path coefficient, SE = Standard error, $p =$ Significance, CI = Confidence interval

---

The table provides a summary of the direct and indirect effects of the predictors on an individual’s intention to comply with a medical recommendation. The effects are presented in terms of $\beta$ coefficients, standard errors (SE), and significance levels ($p$). The table includes separate sections for direct effects on the mediators and the dependent variable, as well as indirect effects via the mediators. The results indicate that social presence and perceived innovativeness played significant roles in the relationship between the predictors and the intention to comply, with social presence having a more pronounced effect. The study’s findings support the importance of human expertise in medical decision-making processes, especially when AI is involved.
In the present study, intention to follow the medical recommendation was greater in the case of the physician using AI as compared to the automated AI tool alone when the severity of the disease was low (but not when it was high). Thus, when AI was included in a physician's efforts, the treatment recommendations for less severe diseases were more likely to be accepted as compared to recommendations made by an automated AI tool alone (which most of the individuals resisted adhering to). When only humans were involved in the medical assessment, social presence was high and the innovativeness perception was low (vs. use of an automated AI tool), which influenced intended compliance. When only AI is used for an automated assessment, innovativeness perception was high but social presence was low (vs. when a physician was involved), which also influenced intended compliance. There was no significant difference between the physician using AI and the automated AI tool alone in terms of perceived innovativeness, and it did not impair social presence.

The study makes three important contributions to the medical decision-making literature. First, it extends social presence theory by proposing two pathways for an individual's compliance with treatment recommendations via social presence and perceived innovativeness. Previous studies have looked at social presence as the sole mediator, even though researchers have criticized that the concept falls short with regard to the technology-enabling characteristics of the interaction, such as an agent’s capability to be up-to-date, innovative, and act according to the state-of-the-art of knowledge [42]. The present study partially fills this research void. The pathways have different magnitudes depending on the diagnostic method under consideration (physician vs. physician using AI vs. automated AI tool alone). The involvement of humans and the involvement of technology in the medical assessment may operate via different mechanisms when individuals form compliance intentions. These findings are of interest to compliance research, indicating that AI tools may need a high degree of innovativeness in order to increase compliance intentions [4].

Second, participants’ adherence intentions were higher when hypothetically diagnosed with a disease relatively low in seriousness, by a physician using AI (vs. automated AI), compared to a more serious condition. This is in line with previous findings that those who are worse in health are less likely to be adherent [43, 44]. A potential explanation is that many physical, psychological and practical limitations disrupt patients’ adherence efforts [43]. Patients may have doubts about the efficacy of their treatments [45], their expectations for and interactions with their provider may be reduced in quality as they grow more severely ill [46], or they may become hopeless or depressed [47].

Finally, the study provides evidence for the general notion that a human–technology combination (here, physicians’ use of AI to diagnose a disease) may lead to compliance intentions that are as high as with physician-only consults. Most importantly, for the case of skin cancer considered here, the sole use of AI technology as a diagnostic method might negatively affect the intent to comply with the recommendation treating the disease. In general, patients are skeptical about using a computer-generated algorithm for decision making [14]. Contrary to previous findings [21], our results have positive implications for healthcare service providers considering the implementation of AI tools. The sole use of AI as a diagnostic method cannot be recommended based on the results of the present study. Still, as a means to promote the perception of innovativeness, physicians might use AI tools as a diagnostic aid. The usefulness of combining physicians’ expertise with the use of AI tools has been shown by Han et al. [48], who used convolutional neural network architectures to both diagnose skin cancer and select treatment options. They found maximal effectiveness when the deep learning algorithm acts as an “augmented intelligence” [p. 6] aid. Thus, the findings of the present study in combination with AI research in healthcare might help develop practice guidelines for cases where AI involvement benefits outweigh risks, such as using AI in pathology and radiology, to enable augmented human intelligence and inform physicians about diagnoses and treatments. Physicians therefore have the option to integrate and utilize suitable hardware and software that combine the expertise of AI technology with the physician’s expertise [49].

This study has several limitations. First, participants were not able to choose their preferred diagnostic method. They were randomly assigned to one of the three methods. A lack of trust in the method could have had a negative effect on individuals’ compliance intentions. Also, there might be differences in the degree of familiarity with the various diagnostic methods based on previous personal experiences. While individuals might be more familiar with the medical service provided by a physician, they might be less familiar with the use of AI in healthcare. Although it is impossible to rule out the influence of these past learnings in empirical studies, future research could use videos (e.g., best practice examples, instructions) or trials to educate individuals and then assess the influence of trust and habits on the acceptance of and compliance with AI-derived or AI-supported medical decisions.

Second, instead of manipulating the severity of the disease, future research might manipulate the
complexity of the disease (given AI’s ability to solve complex problems). If patients are informed about the high (vs. low) complexity of diseases, they might be more open towards AI-derived or AI-supported medical decisions. In the present study, the type of disease was kept constant to rule out alternative explanations (implying that similar processes produce skin cancer cells). Future research might use different diseases to manipulate the complexity or use vignettes with different descriptions of the complexity of a disease.

Third, individuals’ perceptions may vary depending upon the specific type of decision scenario. For example, decisions that are more (vs. less) value-laden, preference-laden, or rather considered routine problems (e.g., upper respiratory infection vs. cancer) might make patients less likely to accept AI. Future research might test the hypothesis that AI might not perform well on value- or preference-laden decisions (which often require shared decision making) compared to others that are not (e.g., diagnosis which is straightforward and for which there is one well-established standard of care). The current study only assessed one type of scenario.

Fourth, the study does not separate out use of AI to diagnose versus treat conditions. However, individuals’ perceptions may be different for using AI to diagnose versus make treatment decisions. For example, AI might help a provider to diagnose the condition (e.g., in the area of radiology or pathology) but the provider alone might make the decision for what treatment to use. Hence, future research might be devoted to finding out peculiarities in effects depending on AI’s involvement at different stages of patient-provider interactions. Furthermore, the scenario used a specific treatment recommendation: topical therapy and oral medication. Yet, the severity of the treatment could influence individuals’ intentions to comply with the recommendation. They may be more willing to adhere to topical therapy and oral medication compared to surgery, radiation therapy, or chemotherapy. Future research might assess whether, and how, the perceived severity of the treatment interacts with the involvement of AI.

Lastly, it was not real behavior but only behavioral intentions that were assessed in the studies. Future studies might consider patients who have been diagnosed with the disease and who are willing to report their actual compliance-related behavior (e.g., intake of medicine, lifestyle behavior changes). Randomized control trials would be needed to assess cause-effect relationships between different providers and actual compliance outcomes. Also, in the present study, the scenarios did not mention any particular aspects of human warmth (e.g., conversations, empathy from physicians), thereby restraining the context for social presence. Future studies might also focus on the reciprocal interaction between patients and healthcare service providers. This might increase the external validity of the findings.

Conclusion
AI applications in healthcare are getting increasingly pervasive. The findings of this study showed that the level of AI involvement in the diagnostic process determines patients’ compliance intentions with medical recommendations. The replacement of humans in the medical assessment by automated AI tools reduces compliance intentions compared to the combination of human and AI-based technological expertise. Both social presence and innovativeness are important factors that drive intended adherence with medical recommendations.
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