Noise and Memristance Variation Tolerance of Single Crossbar Architectures for Neuromorphic Image Recognition
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Abstract: We performed a comparative study on the Gaussian noise and memristance variation tolerance of three crossbar architectures, namely the complementary crossbar architecture, the twin crossbar architecture, and the single crossbar architecture, for neuromorphic image recognition and conducted an experiment to determine the performance of the single crossbar architecture for simple pattern recognition. Ten grayscale images with the size of 32 × 32 pixels were used for testing and comparing the recognition rates of the three architectures. The recognition rates of the three memristor crossbar architectures were compared to each other when the noise level of images was varied from −10 to 4 dB and the percentage of memristance variation was varied from 0% to 40%. The simulation results showed that the single crossbar architecture had the best Gaussian noise input and memristance variation tolerance in terms of recognition rate. At the signal-to-noise ratio of −10 dB, the single crossbar architecture produced a recognition rate of 91%, which was 2% and 87% higher than those of the twin crossbar architecture and the complementary crossbar architecture, respectively. When the memristance variation percentage reached 40%, the single crossbar architecture had a recognition rate as high as 67.8%, which was 1.8% and 9.8% higher than the recognition rates of the twin crossbar architecture and the complementary crossbar architecture, respectively. Finally, we carried out an experiment to determine the performance of the single crossbar architecture with a fabricated 3 × 3 memristor crossbar based on carbon fiber and aluminum film. The experiment proved successful implementation of pattern recognition with the single crossbar architecture.
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1. Introduction

The memristor, the new fourth basic circuit element, was mathematically proposed by L. O. Chua in 1971 [1] and experimentally demonstrated by the HP lab in 2009 [2]. Since then, memristors have been crucially used to demonstrate neuromorphic computing systems, which were conceptually proposed in 1990 by C. Mead [3]. The nonlinear charge–flux relationship of the memristor, which can be used to simulate the behavior of human synapses [4,5], makes it a promising candidate for neuromorphic systems. Furthermore, the conductance of memristors could be modified and saved by applying programming pulse [4,6], which is the key characteristic of memristors for supporting neuromorphic system implementation.

Interestingly, memristors can be formed as a crossbar array, which is a fully connected mesh of crossing wires [7–9]. Two crossing wires in the crossbar are connected by a memristor acting as a switch [7,9]. Memristor crossbars have opened opportunities to implement artificial neural networks on chips where the synaptic weights of network are stored in crossbar array [10–13]. These potential applications, however, require huge computational tasks and training processes. Recently, other approaches have been proposed...
where memristor arrays were used for neuromorphic pattern recognition, including speech recognition and image recognition [14,15]. The complementary architecture, in which one memristor crossbar is the inversion of the other, is used for the application of speech recognition [14]. It is based on a logical Exclusive-NOR (XNOR) operation, which measures the similarity of two binary arrays [14]. The twin crossbar architecture employing two identical crossbar arrays has been proven capable of measuring the similarity between an input pattern and the stored patterns as well [15]. The twin crossbar architecture consumes less power than the complementary crossbar architecture for the application of image recognition. In complementary crossbar architecture, the number of ‘1’ bits is always equal to the number of ‘0’ bits, irrespective of the sparsity density of images stored in the crossbars, because the two crossbars are complementary to each other. By contrast, the number of ‘1’ bits in the twin crossbar architecture is dependent on the data density of the images. For this reason, the twin crossbar architecture consumes less power than the complementary crossbar architecture if and only if the images stored in the crossbar array have the number of ‘1’ bits less than the number of ‘0’ bits, for instance, in DCT compressed images [15]. An up-to-date architecture, the single crossbar architecture, obtained by simplifying the Exclusive-NOR operation, needs only one memristor array for implementing the Exclusive-NOR function in pattern recognition tasks [16]. The complementary and twin crossbar architectures accept unipolar inputs, but the single crossbar array accepts bipolar inputs instead. In term of power consumption and area occupation, each type of crossbar architecture has significant advantage as they are applied to the specific application. In particular, the power consumption can be saved in the twin crossbar architecture with DCT compressed images, in which the number of ‘1’ bits is much less than the number of ‘0’ bits [15]. To save area, we can consider the single crossbar architecture, but the unipolar to bipolar circuit must be used in this case [16].

All the above crossbar architectures require memristors to operate at a desired memristance value, which is either low resistance state (LRS) or high resistance state (HRS). However, the memristance value varies from device to device due to manufacturing variation or being programmed into an undesired state [17–21]. Memristance variation is one of the factors that degrade the performance of the memristor crossbar circuit [17–19]. All of the above crossbar architectures have been tested with clean images. However, the recognition rate of these crossbar architectures may be reduced with noisy images. In this work, we performed a comparative study on the Gaussian noise and memristance variation tolerance of the complementary crossbar architecture, the twin crossbar architecture, and the single crossbar architecture. Based on the results, we determined that the single crossbar architecture produced the best recognition rate among the three architectures for image recognition under the effect of Gaussian noise and memristance variation. We also performed an experiment on the single crossbar architecture with fabricated 3 × 3 memristor crossbar based on carbon fiber and aluminum film for storing and recognizing three simple patterns.

2. Memristor Crossbar Architectures for Neuromorphic Image Recognition

2.1. The Complementary Memristor Crossbar

A complementary crossbar architecture consisting of two complementary crossbar arrays for pattern recognition is depicted in Figure 1. Here, \( M^+ \) and \( M^- \) represent the memristor crossbar and its inversion, which consists of inverted elements of \( M^+ \), respectively.
In Figure 1, \( M^+ \) is an array of memristors, which has the size of \( n \times m \). At the intersection of the \( i^{th} \) row and the \( j^{th} \) column, there is a memristor with the conductance of \( g_{ij} \) that can be either low resistance state (LRS) or high resistance state (HRS). The LRS and HRS in Figure 1 are shown as a solid black circle and an open circle, respectively. In Figure 1, \( g_{00} \) is the memristor conductance at the intersection of the first row and the first column with the value of LRS. The \( M^- \) consists of the inversed elements of \( M^+ \), namely the conductance \( g'_{ij} \) at the intersection of the \( i^{th} \) row and the \( j^{th} \) column in \( M^- \) is the inversion of \( g_{ij} \) in the \( M^+ \) array. The \( M^+ \) and \( M^- \) arrays can be written as matrices as follows:

\[
M^+ = \begin{bmatrix} g_{0,0} & g_{0,1} & \cdots & g_{0,(m-1)} \\
g_{1,0} & g_{1,1} & \cdots & g_{1,(m-1)} \\
\vdots & \vdots & \ddots & \vdots \\
g_{(n-1),0} & g_{(n-1),1} & \cdots & g_{(n-1),(m-1)} \\
\end{bmatrix}
\]

\[
M^- = \begin{bmatrix} g'_{0,0} & g'_{0,1} & \cdots & g'_{0,(m-1)} \\
g'_{1,0} & g'_{1,1} & \cdots & g'_{1,(m-1)} \\
\vdots & \vdots & \ddots & \vdots \\
g'_{(n-1),0} & g'_{(n-1),1} & \cdots & g'_{(n-1),(m-1)} \\
\end{bmatrix}
\]

The input pattern that needs to be recognized is a vector with the size of \( 1 \times n \). In Figure 1, the input vector that is applied to the \( M^+ \) array is \( A = [ a_0 \ a_1 \ \cdots \ a_{n-1} ] \), and its inversion, \( A' = [ a'_{0} \ a'_{1} \ \cdots \ a'_{n-1} ] \), is applied to the \( M^- \) array.

To recognize the input vector \( A \), it is applied to the \( M^+ \) array and \( A' \) is applied to the \( M^- \) array to implement the XNOR function between \( A \) and \( M \):

\[
Y = A \oplus M = AM + A'M' = A \cdot (M^+) + A' \cdot (M^-)
\]

In Equation (2), \( M^+ \) contains prestored patterns of all input vectors that will be recognized. The pattern for recognizing the \( j^{th} \) input vector, i.e., the \( j^{th} \) input image, is stored in the \( j^{th} \) column of \( M^+ \). All values in \( M^- \) are the inverted values of the \( M^+ \) array. The XNOR function is utilized to measure the similarity between the input pattern and the stored patterns. The output vector \( Y = [ y_0 \ y_1 \ \cdots \ y_{m-1} ] \), contains the similarity scores of the input vector \( A \) with the columns of the complementary array [14].
By applying Equation (1) to Equation (2), the output $Y$ is calculated as follows:

$$
Y = \begin{bmatrix} a_0 & a_1 & \cdots & a_{(n-1)} \end{bmatrix} \cdot \begin{bmatrix} g_{0,0} & g_{0,1} & \cdots & g_{0,(m-1)} \\
g_{1,0} & g_{1,1} & \cdots & g_{1,(m-1)} \\
\vdots & \vdots & \ddots & \vdots \\
g_{(n-1),0} & g_{(n-1),1} & \cdots & g_{(n-1),(m-1)} \end{bmatrix}
+ \begin{bmatrix} a_0' & a_1' & \cdots & a_{(n-1)}' \end{bmatrix} \cdot \begin{bmatrix} g'_{0,0} & g'_{0,1} & \cdots & g'_{0,(m-1)} \\
g'_{1,0} & g'_{1,1} & \cdots & g'_{1,(m-1)} \\
\vdots & \vdots & \ddots & \vdots \\
g'_{(n-1),0} & g'_{(n-1),1} & \cdots & g'_{(n-1),(m-1)} \end{bmatrix} = \begin{bmatrix} y_0 & y_1 & \cdots & y_{m-1} \end{bmatrix}
$$

(3)

where $y_j = y_j^+ + y_j^- = \sum_{i=0}^{n-1} (a_i g_{i,j} + a_i' g'_{i,j})$

Here, $a_i$ is the input voltage representing the input value of either 0 or 1, and $g_{i,j}$ is the conductance of the $i^{th}$ memristor of the $j^{th}$ column. Therefore, $y_j$ is the $j^{th}$ column-line current representing the similarity between the input pattern and the pattern stored in the $j^{th}$ column. For example, if the input pattern represented by vector $A$, $A = [ a_0 \ a_1 \ \cdots \ a_{n-1} ]$, matches with the pattern stored in the $j^{th}$ column of the array, the column current $y_j$ has the largest value in comparison with the other column currents. All column-line currents from $y_0$ to $y_{m-1}$ are compared each other in the winner-takes-all circuit, and the largest column current $y_j$ is chosen, indicating that the pattern stored in the $j^{th}$ column is the best match with the input pattern.

2.2. The Twin Memristor Crossbar

The twin crossbar architecture, which employs two identical $M^+$ arrays, has been proven to have the same functionality of the complementary crossbar architecture for image recognition [15]. The architecture of the twin crossbar is conceptually shown in Figure 2.

![Figure 2](image-url)
In this architecture, the XNOR function in Equation (2) is re-expressed as follows [15]:

\[
Y = A \oplus M = AM + A'M' = AM + A'(1 - M) = AM - A'M + A'
\]  

(4)

The \( A' \) in Equation (4) is a constant and has no interaction with array \( M \). Therefore, it can be dismissed when implementing the XNOR function with no effect on the results. Equation (4) can be rewritten as follows [14,15]:

\[
Y = A \oplus M = A \cdot (M+) - A' \cdot (M+)
\]

\[
= [ y_0 \ y_1 \ \cdots \ y_{m-1} ]
\]

(5)

where \( y_j = y_j^+ - y_j^- = \sum_{i=0}^{n-1} (a_i g_{i,j} - a'_i g_{i,j}) \)

As shown in Equation (5), the twin crossbar uses two identical crossbar arrays for storing patterns instead of two complementary crossbar arrays [15]. The output vector \( Y \) is then applied to the winner-takes-all circuit for determining the \( j \)th column corresponding to the largest \( y_j \) that is the best match with the input vector \( A \).

2.3. The Single Memristor Crossbar Array

By simplifying the XNOR in Equation (4), a new single memristor crossbar array has been shown to be capable of measuring the similarity between two vectors for the application of image recognition [16]. The XNOR function in Equation (4) is simplified as Equation (6) [16]:

\[
Y = A \oplus M = AM + A'M' = AM + A'(1 - M) = AM - A'M + A'
\]

(6)

In Equation (6), \( A' \) can be dismissed as it has no interaction with the \( M \) array. For performing the XNOR function, Equation (6) can be rewritten as Equation (7) [16]:

\[
Y = A \oplus M = IM
\]

(7)

where \( I = (A - A') \)

In Equation (7), \( I \) is a \( 1 \times n \) vector, \( I = [ i_0 \ i_1 \ \cdots \ i_{(n-1)} ] \), that is composed of bipolar inputs. For example, if the vector \( A \) is \( A = [101] \), the vector \( I \) will be \( I = [1 - 1 1] \). Equation (7) can be represented as follows:

\[
Y = [ i_0 \ i_1 \ \cdots \ i_{(n-1)} ] \cdot \begin{bmatrix}
S_{0,0} & S_{0,1} & \cdots & S_{0,(m-1)} \\
S_{1,0} & S_{1,1} & \cdots & S_{1,(m-1)} \\
\vdots & \vdots & \ddots & \vdots \\
S_{(n-1),0} & S_{(n-1),1} & \cdots & S_{(n-1),(m-1)}
\end{bmatrix}
\]

\[
= [ y_0 \ y_1 \ \cdots \ y_{m-1} ]
\]

(8)

where \( y_j = \sum_{k=0}^{n-1} i_k g_{k,j} \)

Equations (7) and (8) show that this single crossbar architecture uses only one crossbar array to which the bipolarized input vector is applied for pattern recognition. This single crossbar architecture is represented in Figure 3 [16]:
Unipolar to bipolar converter

Figure 3. The single crossbar architecture for image recognition (Reproduced with permission from [16], published by IEEE).

The output vector \( Y \) of the XNOR function is then applied to the winner-takes-all circuit to find the largest value \( y_j \), which means that the \( j^{th} \) column of the array matches the input vector \( A \).

3. Simulations and Results

In this work, we first performed a comparative study on noise tolerance of the different crossbar architectures, namely the complementary crossbar, the twin crossbar, and the single crossbar. The 10 grayscale images shown in Figure 4 were utilized for testing. The testing images had the size of 32 x 32.

Figure 4. The 10 grayscale images used for testing.

Each image was first converted from the size of 32 x 32 pixels to a vector with the size of 1 x 1024 pixels. Each pixel was then digitized by 4 bits [14,15]. Each 4 bit pixel \( a_{ij}/(0:3) \) of one image was stored to four cross-points in four columns that had the weights of 8, 4, 2, and 1 for output calculating. All 10 images were stored to 10 groups with four columns each in the arrays (\( M^+, M^- \)) as patterns for recognizing an input vector. The block diagrams of the crossbar architectures for recognizing images are shown in Figure 5.
For being recognized, each input image was converted to the vector $A$ with the size of $1 \times 1024$ pixels. Each pixel in the vector $A$ was then digitized by 4 bits. In the complementary crossbar architecture, the input vector $A$ was applied to the $M^+$ array and $A^t$ was applied to the $M^-$ array to perform the XNOR function as shown in Equation (3). In the twin crossbar architecture, the input vector $A$ was fed to the $M^+$ array and $A^t$ was fed to another $M^+$ array for the XNOR function as in Equation (5). In the single crossbar architecture, the input vector $A$ was bipolarized by the unipolar to bipolar converter before

Figure 5. The block diagrams of complementary crossbar architecture (a), twin crossbar architecture (b) (Reproduced with permission from [15], published by IEEE), and single crossbar architecture (c) (Reproduced with permission from [16], published by IEEE) for recognizing 10 grayscale images with the size of $32 \times 32$ pixels.
applying to one \( M^+ \) array for XNOR function as discussed in Equation (8). Here, each bit, the 4 bit (0:3) of a pixel was multiplied by weights of 1, 2, 4, and 8 before going to the summation block. The \( k^{th} \) output, \( I_k \), contained the amount of the similarity between the input vector \( A \) and the \( k^{th} \) stored pattern. The winner-takes-all circuit was used to finally choose the maximum \( I_k \), which showed that the input vector \( A \) matched the \( k^{th} \) prestored pattern, i.e., \( k^{th} \) prestored image [14–16].

In this study, the three crossbar architectures were tested with input images that had Gaussian noise added. Figure 6 shows the input images after adding Gaussian noise with the signal-to-noise ratio (SNR) of −10 dB.

![Figure 6. The 10 grayscale images with Gaussian noise at the SNR of −10 dB.](image)

The Gaussian noise was added to the input images with the SNR varied from −10 to 4 dB. The original images were stored in the crossbar array, as conceptually explained above. The images with noise added were then digitized by 4 bits and applied to the complementary crossbar array, the twin crossbar array, and the single crossbar array for recognition. Figure 7a shows the comparison of recognition rates among the three crossbar architectures where the SNR was varied from −10 to 4 dB.

As shown in Figure 7a, the recognition rate of the complementary architecture declined dramatically when the SNR was −10 dB. However, the twin architecture and the single crossbar with bipolar input maintained a recognition rate as high as 89%. In complementary architecture, the column currents are the sum of the column current in the \( M^+ \) crossbar and the column current in the \( M^- \) crossbar, as shown in Equation (3). Therefore, the variation of column currents caused by the input noise is increased. In contrast, the twin architecture uses the subtraction in Equation (5), so the current variation caused by the input noise can be compensated. The single crossbar is formulated from the twin architecture, as indicated in Equation (7), so the noise can be slightly compensated at the unipolar to bipolar module. As a result, the single crossbar with bipolar input shows slightly better recognition rate when compared to the twin architecture and complementary architecture. When the SNR was −10 dB, the recognition rate of the complementary architecture, the twin architecture, and the single crossbar with bipolar input were 4%, 89%, and 91%, respectively.

Memristance variation is one of the problems that degrade the performance of memristor crossbar-based applications [17–21]. In this work, we also compared the performance of the complementary architecture, the twin architecture, and the single crossbar with bipolar input with respect to the variation of memristance. In this simulation, the percentage of memristance variation was varied from 0% to 40%. Figure 7b compares the recognition rates of the complementary architecture, the twin architecture, and the single crossbar with bipolar input when the percentage of variation in memristance was increased from 0% to 40%. In the simulation, Gauss distribution was used for memristance variation, as shown in Figure 7c,d. LRS and HRS were assumed to be 10 and 1 M\( \Omega \), respectively. As shown in Figure 7c, for LRS, the percentage of variation was 40%, meaning the memristance value varied from \((\mu - \sigma)\) to \((\mu + \sigma)\) k\( \Omega \) with the probability of 68%. As shown in Figure 7d,
for HRS, the percentage of variation was 40%, meaning the memristance value varied from 600 to 1400 kΩ with the probability of 68%.

Figure 7. The recognition rates of three architectures: (a) images with Gaussian noise added in which the SNR was varied from −10 to 4 dB; (b) variation in memristance of arrays; (c) statistical distribution of LRS; (d) statistical distribution of HRS.

The twin architecture employs two identical crossbar arrays and is associated with the subtraction in Equation (5), so it can partly compensate the variation of column current caused by the variation in memristance. This explains why twin crossbar showed better recognition rate with variation in memristance as high as 40% when compared to the complementary architecture. The single crossbar with bipolar input had a recognition rate of 67.8%, which was better than the complementary architecture and twin architecture with recognition rates of 58% and 66%, respectively. When the percentage of variation increased higher than 40%, all crossbar architectures would produce very low recognition rate, as implied from Figure 7b. In addition, the column-line currents strongly depend on inputs with LRS memristors rather than HRS memristors; therefore, the variation of LRS memristors degrades the recognition rate more seriously than the variation of HRS memristors.

The statistical simulations showed that the single crossbar array with bipolar input was better than the complementary architecture and the twin architecture for image recognition.
with input noisy images and variation in memristance. In particular, for the input noisy images with SNR of $-10$ dB, the single crossbar showed higher recognition rate by 87% and 2% compared to the complementary architecture and the twin architecture, respectively. Furthermore, the recognition rate of the single crossbar was 9.8% and 1.8% higher than those of the complementary architecture and the twin architecture when the percentage of variation in memristance was as high as 40%.

The simulation results showed that the single crossbar array well tolerated input noise and memristance variation, in addition to saving area and power consumption. In the last part of this work, we carried out an experiment to study the performance of the single crossbar array for pattern recognition. The performance of the single crossbar array was tested on a fabricated $3 \times 3$ memristor crossbar in which each crossing point was formed by a single memristor made of carbon fiber and aluminum film, as shown in Figure 8a [22]. The carbon fiber was placed on top of the thermally evaporated aluminum film as in a stripe pattern. The fabrication process was as follows. First, aluminum (Al) wire with 100 nm thickness was evaporated on a glass substrate with a 1 mm thickness. Then, a carbon fiber with 5–10 $\mu$m diameter was placed on the patterned aluminum film. The carbon fiber and aluminum film acted as the top and bottom electrodes, respectively [23]. Figure 8b shows the switching behavior of the fabricated memristor, where the applied voltage was swept from $-2.5$ to $2.5$ V and vice versa. For the positive sweep, SET-to-RESET switching was found around $1.7$ V, as shown in Figure 8b. For the negative sweep, RESET-to-SET switching was observed around $-1.8$ V. Figure 8c presents the measured memristance of the fabricated $3 \times 3$ memristor crossbar. The crossbar with measured memristance was used to store three patterns of [LHH], [HHL], and [HLH], as represented in Figure 8d. Figure 8e shows the conceptual diagram of the single crossbar for recognizing three patterns. The input was bipolar and was generated from the raw input and its inversion, as indicated in Equation (7). Here, the column lines $i_0$, $i_1$, and $i_2$ represent the similarities between the input pattern and the patterns stored in the first, second, and third columns, respectively.

To experimentally demonstrate the capability of the single crossbar array for pattern recognition, we applied the bipolar vectors obtained from patterns 1, 2, and 3 to the crossbar and measured the column currents of $i_0$, $i_1$, and $i_2$, respectively. Figure 9 shows the measured currents of the three columns when applying the bipolar input vectors of [HLL], [LLH], and [HLH].

When the bipolar vector of the [HLL] pattern was applied to the crossbar, the column current $i_0$ was as high as 1.9 mA, whereas the column COL$_1$ and COL$_2$ produced negative column currents. The obtained column current, in which $i_0$ was the maximum current, indicated that the first column was the best match to the input pattern. Similarly, when we applied the bipolar vector corresponding to the pattern of [HHL], the column current $i_1$ was as high as 3.4 mA against the negative current of $i_0$ and $i_2$, as shown in Figure 9. Moreover, the column COL$_2$ had the largest current when the bipolar vector of the pattern [HLH] was applied to the crossbar. The measurement results shown in Figure 9 experimentally demonstrate that the single crossbar performed the task of pattern recognition well based on the operation of the XNOR as presented in Equation (7).
Figure 8. Experimental test of the single crossbar array architecture for recognizing three patterns: (a) schematic of the fabricated memristor device based on carbon fiber and aluminum film (Reproduced with permission from [22], published by SpringerOpen); (b) the measured current–voltage of the fabricated memristor in which the applied voltage was swept from $-2.5 \text{ V}$ to $+2.5 \text{ V}$ and vice versa (Reproduced with permission from [22], published by SpringerOpen); (c) the measured memristance of the fabricated $3 \times 3$ memristor crossbar (Reproduced with permission from [22], published by SpringerOpen); (d) the pattern stored in the $3 \times 3$ memristor crossbar; (e) conceptual diagram of the single crossbar architecture for recognizing three patterns (Reproduced with permission from [16], published by IEEE).

Figure 9. The measured column currents for the three input patterns.
4. Discussion

The simulation results showed that, overall, the single crossbar architecture produced the highest recognition rate under conditions of Gaussian noise inputs and memristance variations. When input images with Gaussian noise at the SNR of $-10$ dB was applied to three memristor architectures, the single crossbar architecture had a recognition rate of 91%, which was 2% and 8% higher than the recognition rates of the twin crossbar and the complementary crossbar architecture, respectively. Under the condition of 40% memristance variation, the single crossbar architecture produced a recognition rate as high as 67.8%, which was 1.8% and 9.8% higher than the rates of the twin crossbar and the complementary crossbar architectures, respectively. Our experimental demonstration with a fabricated $3 \times 3$ memristor crossbar also proved the successful implementation of pattern recognition with the single crossbar architecture based on the XNOR function as presented in Equation (7).

5. Conclusions

A comparative study was performed on the Gaussian noise and memristance variation tolerance of the complementary crossbar architecture, the twin crossbar architecture, and the single crossbar architecture. To make the comparison, we used 10 grayscale images as input images for recognition with the three crossbar architectures. Gaussian noise was added to the input images before using the crossbar architectures for recognition. The three architectures were also tested for pattern recognition under conditions of memristance variations. The SNR value was varied from $-10$ to $4$ dB and the percentage of memristance variation was changed from 0% to 40% to record the average recognition rates. Finally, we conducted an experiment to determine the performance of the single crossbar array architecture for pattern recognition in which a $3 \times 3$ memristor crossbar was fabricated and used for recognizing three specific patterns. Based on the simulation results, we conclude that the single crossbar architecture is the best architecture among the three architectures for image recognition under the effect of Gaussian noise and memristance variation in terms of recognition rate.

Author Contributions: The manuscript was written through contribution of all authors. Conceptualization, M.L. and S.N.T.; methodology, M.L., T.K.H.P. and S.N.T.; validation, M.L., S.N.T. and T.K.H.P.; writing—original draft preparation, M.L., T.K.H.P.; writing—review and editing, S.N.T., M.L. All authors have read and agreed to the published version of the manuscript.

Funding: This work belongs to the project grant No: T2021-62TD funded by Ho Chi Minh City University of Technology and Education, Vietnam.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Chua, L. Memristor—The missing circuit element. *IEEE Trans. Circuit Theory* 1971, 18, 507–519. [CrossRef]
2. Strukov, D.B.; Snider, G.S.; Stewart, D.R.; Williams, R.S. The missing memristor found. *Nature* 2008, 453, 80–83. [CrossRef] [PubMed]
3. Mead, C. Neuromorphic electronic systems. *Proc. IEEE* 1990, 78, 1629–1636. [CrossRef]
4. Jo, S.; Chang, T.; Ebong, I.; Bhadviya, B.; Mazumder, P.; Lu, W. Nanoscale Memristor Device as Synapse in Neuromorphic Systems. *Nano Lett.* 2010, 10, 1297–1301. [CrossRef] [PubMed]
5. Kim, H.; Sah, M.P.; Yang, C.; Roska, T.; Chua, L.O. Neural Synaptic Weighting With a Pulse-Based Memristor Circuit. *IEEE Trans. Circuits Syst. I Regul. Pap.* 2012, 59, 148–158. [CrossRef]
6. Boybat, I.; Le Gallo, M.; Nandakumar, S.R.; Moraitis, T.; Parnell, T.; Tuma, T.; Rajendran, B.; Leblebici, Y.; Sebastian, A.; Eleftheriou, E. Neuromorphic computing with multi-memristive synapses. *Nat. Commun.* 2018, 9, 2514. [CrossRef] [PubMed]
7. Williams, R.S. How We Found The Missing Memristor. *IEEE Spectr.* 2008, 45, 28–35. [CrossRef]
8. Kügeler, C.; Meier, M.; Rosezin, R.; Gilles, S.; Waser, R. High density 3D memory architecture based on the resistive switching effect. *Solid-State Electron.* 2009, 53, 1287–1292. [CrossRef]
9. Shulaker, M.M.; Wu, T.F.; Pal, A.; Zhao, L.; Nishi, Y.; Saraswat, K.; Wong, H.P.; Mitra, S. Monolithic 3D integration of logic and memory: Carbon nanotube FETs, resistive RAM, and silicon FETs. In Proceedings of the 2014 IEEE International Electron Devices Meeting, San Francisco, CA, USA, 15–17 December 2014; pp. 27.24.21–27.24.24.
10. Starzyk, J.A.; Basawaraj. Memristor Crossbar Architecture for Synchronous Neural Networks. *IEEE Trans. Circuits Syst. I Regul. Pap.* 2014, 61, 2390–2401. [CrossRef]

11. Xia, Q.; Yang, J.J. Memristive crossbar arrays for brain-inspired computing. *Nat. Mater.* 2019, 18, 309–323. [CrossRef] [PubMed]

12. Wen, S.; Xiao, S.; Yang, Y.; Yan, Z.; Zeng, Z.; Huang, T. Adjusting Learning Rate of Memristor-Based Multilayer Neural Networks via Fuzzy Method. *IEEE Trans. Comput. Aided Des. Integr. Circuits Syst.* 2019, 38, 1084–1094. [CrossRef]

13. Zhang, Y.; Cui, M.; Shen, L.; Zeng, Z. Memristive Quantized Neural Networks: A Novel Approach to Accelerate Deep Learning On-Chip. *IEEE Trans. Cybern.* 2021, 51, 1875–1887. [CrossRef] [PubMed]

14. Truong, S.N.; Ham, S.-J.; Min, K.-S. Neuromorphic crossbar circuit with nanoscale filamentary-switching binary memristors for speech recognition. *Nanoscale Res. Lett.* 2014, 9, 629. [CrossRef] [PubMed]

15. Truong, S.N.; Shin, S.; Byeon, S.; Song, J.; Min, K. New Twin Crossbar Architecture of Binary Memristors for Low-Power Image Recognition With Discrete Cosine Transform. *IEEE Trans. Nanotechnol.* 2015, 14, 1104–1111. [CrossRef]

16. Truong, S.N. Single Crossbar Array of Memristors with Bipolar Inputs for Neuromorphic Image Recognition. *IEEE Access* 2020, 8, 69327–69332. [CrossRef]

17. Rajendran, J.; Karri, R.; Rose, G.S. Improving Tolerance to Variations in Memristor-Based Applications Using Parallel Memristors. *IEEE Trans. Comput.* 2015, 64, 733–746. [CrossRef]

18. Niu, D.; Chen, Y.; Xu, C.; Xie, Y. Impact of process variations on emerging memristor. In Proceedings of the 47th Design Automation Conference, Anaheim, CA, USA, 13–18 June 2010; pp. 877–882.

19. Reuben, J.; Biglari, M.; Fey, D. Incorporating Variability of Resistive RAM in Circuit Simulations Using the Stanford–PKU Model. *IEEE Trans. Nanotechnol.* 2020, 19, 508–518. [CrossRef]

20. Hu, M.; Li, H.; Chen, Y.; Wang, X.; Pino, R.E. Geometry variations analysis of TiO2 thin-film and spintronic memristors. In Proceedings of the 16th Asia and South Pacific Design Automation Conference (ASP-DAC 2011), Yokohama, Japan, 25–28 January 2011; pp. 25–30.

21. Rajendran, J.; Maenm, H.; Karri, R.; Rose, G.S. An Approach to Tolerate Process Related Variations in Memristor-Based Applications. In Proceedings of the 2011 24th International Conference on VLSI Design, Chennai, India, 2–7 January 2011; pp. 18–23.

22. Truong, S.N.; Pham, K.V.; Yang, W.; Jo, A.; Lee, M.J.; Mo, H.-S.; Min, K.-S. Time-Shared Twin Memristor Crossbar Reducing the Number of Arrays by Half for Pattern Recognition. *Nanoscale Res. Lett.* 2017, 12, 205. [CrossRef] [PubMed]

23. Lee, M.; Seo, Y.; Kim, C.; Ko, M.; Jo, A.; Kim, Y.; Kim, S.; Kim, H. Resistance-Switching Device Having Conductive Fiber, Fabric Type Resistance-Switching Device Array Having the Same, Memory and Sensor Having the Device or the Array. U.S. Patent 9,853,219 B2, 26 December 2017.