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ABSTRACT
In this paper, a novel H∞ control method in two time scales is proposed for active suspension systems. Two time scales are considered based on the natural time scale separation existing in the active suspension systems, i.e., the sprung mass part corresponding to the slow dynamics and the unsprung mass part corresponding to the slow dynamics. Singular perturbation theory is used to establish a dual time scale active suspension model and design a H∞ controller. Compared with the commonly used H∞ controller, the time-sharing dynamic characteristics make the proposed two time scales H∞ controller have better dynamic response when encountering dynamic road input, so as to better meet the control performance requirements of active suspension. The effectiveness of the proposed H∞ control method in two time scales is illustrated through co-simulations.

1. Introduction
In order to pursue the comfort and safety of vehicles, more and more researchers have focused on the design and control of active suspension in the past decades [1–3]. As we all know, suspension is the general term of all force transmission connecting devices between the vehicle frame (or load-bearing body) and the axle (or wheel). Its function is to transfer the force and torque between the wheel and the frame, buffer the impact force transmitted from uneven road surface to the frame or body, and reduce the vibration caused by it, so as to ensure the smooth running of the car. Specifically, active suspension systems, also known as active guidance suspension systems and dynamic variable suspension systems, can control the vibration and height of vehicle body by changing the height, shape and damp ing of suspension system. It can mainly improve the performance of vehicle operation stability and riding comfort. Therefore, active suspension represents the development direction of automobile suspension in the future and a large number of scholars have carried out a lot of research on the key control problems, e.g., LQG control [4], adaptive control [5], sliding mode control [6], robust control [7], backstepping control [8], etc. The control of active suspension systems, however, poses a major challenge due to the unknown road input, high order and strong coupling characteristics. On the other hand, from the perspective of practical application in vehicles, the potential poor transient response (e.g., overshoot, sluggish convergence) of the above control methods may result in performance degradation, hazards and even cause hardware damage.

Singular perturbation analysis of complex nonlinear systems provides a valuable tool that simplifies the burden of designing appropriate control laws and guaranteeing the asymptotic stability of the original nonlinear system. The singular perturbation theory (SPT) was first introduced by Friedrichs and Wasow in the 1940 [9]. In Russia, mainly at Moscow State University, research activity on singular perturbations for ordinary differential equations, originated and developed by Tikhonov in the 1950s [10]. An excellent survey of the historical development of singular perturbations is found in a book by O’Malley [11]. Other historical surveys concerning the research activity in singular perturbation theory at Moscow State University and elsewhere can are found [12,13]. The curse of dimensionality coupled with stiffness poses formidable computational complexities for the analysis and design of multiple time scale systems. This time-scale approach is asymptotic, that is, exact in the limit as the ratio ε of the speeds of the slow versus the fast dynamics tends to zero. When ε is small, approximations are obtained from reduced-order models in separate time scales [14], and this separation of time scales helps to reduce the order of complexity of the systems being controlled [15].

A car suspension system is a typical two-time-scale nonlinear dynamic system which has fast and slow dynamics. The ride quality and the road holding are...
relevant to the slow and fast motions respectively. A review of the literature of singular perturbation methods applied to suspension systems can be traced back to the early works of Li and Wang [16], to the work conducted by the authors Ando [17], Kim [18], Carbinatto [19], Aghazadeh [20] and Paarya [21], related to the theoretically addressing of stability issues for modelling and controller design using singular perturbations theory. The studies described above take account of the difference between the time response of suspension dynamics and obtain the suspension model which has two sub-systems. For such a model the singular perturbation method [22] is applied to design the suspension control system. For the slow and fast subsystems, control laws are designed to improve each property. The total control law is obtained as a composite of the two control laws for the two subsystems. This procedure makes the design of the control law very clear, because the two properties can be considered separately.

$H_\infty$ control with strong robustness and good optimization performance has attracted much attention in the control field [23–25], and is one of prospective control methodologies for active suspension systems [26,27]. Unfortunately, the nonlinear, high order and strong coupling characteristics of the active suspension systems make it very complex for the $H_\infty$ controller design. In view of this situation, the core idea of this paper is to design the controller by combining SPT and $H_\infty$ theory based on the reduced model, which could greatly simplify the analysis process and provides a good possibility to achieve the high-performance control objectives at the same time. Although the original suspension system is hard to design the $H_\infty$ controller due to the complex dynamic characteristics, the singular perturbation method can be linearized easily into two reduced subsystems, which is the most significant advantage of the design method proposed in this paper.

This study proposes a novel $H_\infty$ control method of active suspension systems considering the time scales. In summary, the main contributions of this paper are as follows. Firstly, the two-time scales suspension model considering the dynamic characteristics of different time scales caused by body resonance and wheel resonance is established. Secondly, this separation of time scales helps to reduce the order of complexity of the systems being controlled, which leads to a high-performance $H_\infty$ controller design, so that the transient response performance requirements in terms of ride comfort and suspension space limitation for active suspension systems is guaranteed. Finally, co-simulations between Carsim and Simulation verifies the improved performance of the proposed $H_\infty$ control method in two time scales compared with the conventional $H_\infty$ control method.

The paper is organized in six sequential sections. Quarter-car suspension system is given in Section 2. The general $H_\infty$ controller is designed in Section 3. Two time scales $H_\infty$ controller design is demonstrated in Section 4. Co-simulation results illustrating the effectiveness of the proposed scheme are presented and discussed in Section 5. Conclusions are summarized in Section 6.

2. Quarter-car suspension system

Generally speaking, when modelling a real complex vibration system, the more complex the model is, the closer it is to the actual situation, and the more realistic simulation can be carried out, but the analysis is often difficult. On the other hand, the simpler the model is, the easier the analysis is, but the error of the results obtained is too large. Therefore, when establishing the mechanical model of vibration system, there is always a tradeoff between simplified expression and realistic simulation. In the study of suspension ride comfort, the complex vehicle vibration system can be simplified. In this paper, the commonly used quarter suspension model which can accurately express the vehicle ride comfort performance is selected as the research object [28,29]. Half of the active suspension structure can be simplified as a dual mass vibration system, as shown in Figure 1.

The mathematical model of active suspension systems shown in Figure 1 is given as

\[
\ddot{z}_s = -\frac{k_s}{m_s}(z_s - z_a) - \frac{c_s}{m_s}(\dot{z}_s - \dot{z}_a) + \frac{1}{m_s}f_a
\]

\[
\ddot{z}_a = \frac{k_u}{m_u}(z_u - z_a) + \frac{c_u}{m_u}(\dot{z}_u - \dot{z}_a) - \frac{k_u}{m_u}(z_u - z_r) + \frac{1}{m_u}f_a
\]

where a spring $k_s$, a damper $c_s$ and an active force actuator $f_a$ constitute the main three parts of suspension systems. When the actuator output force is zero, it is equivalent to the passive suspension systems. $m_s$ is the
sprung mass and \( m_u \) is the unsprung mass which represent the quarter equivalent mass of the vehicle body and the equivalent mass of the tire assembly system, respectively; Vertical stiffness coefficient of the tire is denoted by \( k_u \); \( z_s, z_u \) and \( z_r \) are vertical displacements of the sprung mass, unsprung mass and road, respectively.

In order to derive the state space form of the quarter car active suspension systems with hydro-pneumatic suspension actuators, we define the state variables as \( x_1 = z_s - z_u, x_2 = \dot{z}_s, x_3 = z_u - z_r, x_4 = \dot{z}_u \), where \( z_s - z_u \) is the suspension deflection, \( \dot{z}_s \) is the velocity of sprung mass, \( z_u - z_r \) is the tire deflection, \( \dot{z}_u \) is the velocity of unsprung mass. Then, Equation (1) can be further rewritten in the following state space form

\[
\dot{x} = Ax + B_1u + B_2\dot{z}_r
\]

where

\[
A = \begin{bmatrix}
0 & 1 & 0 & -1 \\
\frac{k_s}{m_s} & -\frac{c_s}{m_s} & 0 & \frac{c_s}{m_s} \\
0 & 0 & 1 & 0 \\
\frac{k_u}{m_u} & \frac{c_s}{m_u} & -\frac{k_u}{m_u} & -\frac{c_s}{m_u}
\end{bmatrix}, \\
B_1 = \begin{bmatrix}
0 \\
\frac{1}{m_s} \\
0 \\
-\frac{1}{m_u}
\end{bmatrix}, \\
B_2 = \begin{bmatrix}
0 \\
0 \\
-1 \\
\frac{b_t}{m_u}
\end{bmatrix}
\]

3. \( H_\infty \) controller design

The objective of the controller design for the active suspension systems should consider the following three tasks [30]:

Firstly, the ride comfort of the car is mainly reflected by ride comfort, so the acceleration of the sprung mass should be controlled to the minimum as far as possible. When the vehicle is running on the road, it is necessary to ensure that the tire does not leave the ground, so the dynamic load between the tire and the ground should be less than the static load, i.e.

\[
k_u(z_u - z_r) < (m_s + m_u)g
\]

In addition, the dynamic travel of the suspension should be controlled within the maximum dynamic travel \( S_{max} \), otherwise frequent impact of the limit block will reduce the riding comfort and handling of the vehicle, i.e.

\[
|z_s - z_u| \leq S_{max}
\]

Lastly, the generated force from the actuator which is used to drive the motion of suspension system should also be within the maximum limit, i.e.

\[
|f_u| \leq F_{max}
\]

From the above three tasks as shown in (3), (4) and (5), the total performance output and constraint output can be defined as

\[
z_1 = \ddot{z}_s, \quad z_2 = \begin{bmatrix}
(z_s - z_u) \\
\frac{k_u(z_u - z_r)}{(m_s + m_u)g} \\
\frac{f_u}{F_{max}}
\end{bmatrix}
\]

Then the dynamics of (2) along (6) can be represented as

\[
\begin{align*}
\dot{x} &= Ax + B_1w + B_2u \\
z_1 &= C_{1,1}x + D_{1,w}w + D_{1,u}u \\
z_2 &= C_{2,1}x + D_{2,w}w + D_{2,u}u
\end{align*}
\]

where \( x \) is the state variable, \( \omega \) is the road excitation, \( u \) is the control input, \( z_1 \) is the performance output, \( z_2 \) is the constraint output, \( C_{1}, D_{1,w}, D_{1,u}, C_{2}, D_{2,w}, D_{2,u} \) are corresponding matrices.

For the \( H_\infty \) controller design, we define the state feedback gain matrix as \( K \), then the feedback form for admissible optimal control \( u^* \) can be derived as

\[
u^* = Kx
\]

Substituting (8) into (7), we have the following closed-loop system

\[
\begin{align*}
\dot{x} &= A_{c1}x + B_1w \\
z_1 &= C_{c1,1}x + D_{1,w}w \\
z_2 &= C_{c1,2}x + D_{2,w}w
\end{align*}
\]

where \( A_{c1} = A + B_2K, C_{c1,1} = C_1 + D_{1,u}K, C_{c1,2} = C_2 + D_{2,u}K. \)

For the active suspension closed-loop control system as described in (9), the design of \( H_\infty \) controller can be described as

(i) The closed-loop system including the controlled target is stable;
(ii) The minimum \( H_\infty \) norm from disturbance \( \omega \) to output \( z_1 \) is guaranteed;
(iii) \( z_2 \) should be suppressed in time domain to satisfy the output constraint as much as possible.

Theorem 3.1: [31] Given a positive number \( \alpha \), if there exist matrices \( Q = Q^T > 0 \) and \( Y \) such that the semi definite programming problem satisfies the following inequality

\[
\begin{bmatrix}
AQ + QA^T + B_4Y + Y^TB_w & B_w & (C_1Q + D_{1,u}Y)^T \\
B_w^T & -\gamma^2I & D_{1,w}^T \\
(C_1Q + D_{1,u}Y & D_{1,w} & -I
\end{bmatrix} < 0, \quad Q > 0
\]

\[
\begin{bmatrix}
A & B_1 & B_2 \\
C_{1,1} & C_{c1,2} & D_{1,w} \\
C_1Q + D_{1,u}Y & D_{1,w} & -I
\end{bmatrix}
\]
\[
\begin{bmatrix}
\frac{x_{2,\text{max}}}{\alpha} & C_{2,1}(Q + D_{2u1}Y) \\
(C_{2,1}Q + D_{2u1}Y)^T & Q
\end{bmatrix} > 0 \quad (10)
\]

then there exists an optimal solution \((\gamma_s, Q_s, Y_s)\). A state feedback solution of the H\(_\infty\) controller for active suspension can thus be expressed as \(K = Y_sQ_s^{-1}\) and satisfy the following conditions:

(i) The closed-loop system is stable;
(ii) For all energy bounded interference inputs, the anti-interference level is \(\gamma_s\);
(iii) If the energy level of the disturbance is less than \(\alpha \cdot x(0)^T Q^{-1} x(0)\), the constrained output satisfies the required constrained condition as shown in (6).

**Remark 3.1:** Given a positive number \(\alpha\), the above optimization problem (10) is convex and solvable with LMI. In order to solve the semidefinite programming problem by LMI tool, \(\alpha\) needs to be set in advance. Since \(x(0) \in \Omega_1(\alpha, w_{\text{max}})\), it’s easy to get the relationship between \(\alpha\) and \(w_{\text{max}}\), i.e. \(\alpha \geq \gamma^2 w_{\text{max}}\). By solving the above inequality (10) with LMI toolbox, the feedback control gain can be obtained.

4. **Two time scales H\(_\infty\) controller design**

4.1. **Fast and slow decomposition of singularly perturbed systems**

Consider the following singularly perturbed system [32]

\[
\begin{align*}
\dot{x}_1(t) &= A_{11}x_1(t) + A_{12}x_2(t) + B_1u(t) \\
\varepsilon \dot{x}_2(t) &= A_{21}x_1(t) + A_{22}x_2(t) + B_2u(t) \\
y(t) &= C_1x_1(t) + C_2x_2(t) \\
x_1(0) &= x_1^0, x_2(0) = x_2^0 \quad (13)
\end{align*}
\]

where \(x_1(t) \in \mathbb{R}^n\) and \(x_2(t) \in \mathbb{R}^m\) are slow and fast state variables, respectively, \(\varepsilon\) is the small positive parameter which indicates different time scales. \(u(t) \in \mathbb{R}^p\) is the control input vector, \(y(t) \in \mathbb{R}^q\) is system output.

**Assumption 4.1:** [33] The basic assumption of singular perturbation theory is that the slow variable keeps normal in the process of fast variable, and when the change of slow variable is obvious, the transient process of fast variable has ended and reached its quasi steady state.

It is assumed that matrix \(A_{22}\) is nonsingular and the variable \(x_2(t)\) is asymptotically stable, when \(\varepsilon \to 0\), the system (11–13) degenerates into

\[
\begin{align*}
\dot{x}_1 &= A_{11}x_1 + A_{12}x_2 + B_1u_s \\
0 &= A_{21}x_1 + A_{22}x_2 + B_2u_s \quad (14)
\end{align*}
\]

\[
x_{1s}(0) = x_{1s}^0 \quad (15)
\]

\[
y_s = C_1x_{1s} + C_2x_{2s} \quad (16)
\]

From (15), we have

\[
x_{2s} = -A_{22}^{-1}(A_{21}x_{1s} + B_2u_s) \quad (17)
\]

where \(x_{2s}\) is the quasi steady state value of fast state.

Then, substituting (17) into (14) and (16), one obtains

\[
\begin{align*}
\dot{x}_{1s} &= A_0x_{1s} + B_0u_s \\
y_{1s} &= C_0x_{1s} + D_0u_s
\end{align*}
\]

where \(A_0 = A_{11} - A_{12}A_{22}^{-1}A_{21}, B_0 = B_1 - A_{12}A_{22}^{-1}B_{21}, C_0 = C_1 - C_2A_{22}^{-1}A_{21}, D_0 = -C_2A_{22}^{-1}B_2\).

One can get approximate solution of \(x_{1s}\) by solving (18) and (19). In order to obtain the correction term, we assume that the slow variable \(x_1\) remain unchanged in the time interval of the transient process, i.e. \(x_1 = x_{1s} = \text{constant}, \dot{x}_{1s} = 0\). Then from (12) and (15), we have

\[
\varepsilon (\dot{x}_2 - \dot{x}_{2s}) = A_{22}(x_2 - x_{2s}) + B_2(u - u_s) \quad (20)
\]

We define \(\dot{x}_f = \dot{x}_2 - \dot{x}_{2s}, u_f = u - u_s, y_f = y - y_s\), then from (20), the equations describing the fast changing states can be obtained as

\[
\begin{align*}
\dot{x}_f &= A_{22}x_f + B_2u_f \\
x_f(0) &= x_2^0 - x_{2s}(0) \\
y_f &= C_2x_f
\end{align*}
\]

In order to solve \(x\), we do scale transformation as

\[
\tau = \frac{t}{\varepsilon} \quad (24)
\]

Then (21) can be rewritten as

\[
\begin{align*}
\frac{dx_f}{d\tau} &= A_{22}x_f(\tau) + B_2u_f \\
x_f(0) &= x_2^0 + A_{22}^{-1}A_{21}x_{1s}(0) \\
y_f &= C_2x_f(\tau)
\end{align*}
\]

Thus, \(x_f(\tau)\) can be obtained by solving (25)–(27).

**Definition 4.1:** [22] Let \(x(\varepsilon)\) be a matrix function of positive scalar \(\varepsilon\), when \(\varepsilon \leq \varepsilon^*\), if there are positive constant numbers \(c\) and \(\varepsilon^*\) satisfy the condition \(||x(\varepsilon)|| \leq c\varepsilon^*\), then we call \(x(\varepsilon)\) to be \(o(\varepsilon)\).

The complete solution of the singularly perturbed system (11)–(13) is the sum of approximate solution and correction term. i.e.

\[
\begin{align*}
x_1 &= x_{1s}(t) + o(\varepsilon) \\
x_2 &= x_{2s}(t) + x_f(\tau) + o(\varepsilon) \\
&= -A_{22}^{-1}A_{21}e^{\text{Ad}\tau}x_{1s}^0
\end{align*}
\]

\[
\text{AUTOMATIKA} \quad 287
\]
\[ + e^{A \varepsilon x} (x_0 + A_{22}^{-1} A_{21} x_0) + o(\varepsilon) \]  

(29)

It can be seen from (29) that if \( x_2 \) is asymptotically stable, the fast changing component \( x_f \) of variable \( x_2 \) decays rapidly, and \( x_f \) only has an important influence in the very short time when the transient process begins.

4.2. Two time scales \( H_\infty \) controller

In fact, through frequency domain analysis, the automobile suspension system is decomposed into a slow subsystem and a fast subsystem. These two subsystems are respectively related to road holding force and driving comfort. Hence, we can define the two time scales parameter as

\[
\varepsilon = \frac{\text{Natural frequencies of vehicle body}}{\text{natural frequencies of tires}} = \frac{\sqrt{K_s/m_s}}{\sqrt{K_u/m_u}}
\]

(30)

Based on the singular perturbation theory, setting

\[
x_1 = z - z_w, x_2 = \dot{z}, x_3 = z_u - z_r, x_4 = \dot{z}_u\text{ as the slow variables, } x_5 = z_u - z_r, x_6 = \dot{z}_u \text{ as the fast variables and } u \text{ as the input, one can get the singularly perturbed suspension model, such that}
\]

\[
\dot{x} = A(\varepsilon)x + B_1(\varepsilon) + B_2(\varepsilon)u
\]

\[
z = C_1(\varepsilon)x + D_{12}(\varepsilon)u
\]

\[
y = Ku
\]

where

\[
A(\varepsilon) = \begin{bmatrix} A_{11}(\varepsilon) & A_{12}(\varepsilon) \\ A_{21}(\varepsilon) & A_{22}(\varepsilon) \end{bmatrix}, \quad B_1 = \begin{bmatrix} B_{11}(\varepsilon) \\ B_{12}(\varepsilon) \end{bmatrix},
\]

\[
C_1(\varepsilon) = \begin{bmatrix} C_{11}(\varepsilon) \\ C_{12}(\varepsilon) \end{bmatrix}.
\]

According to the singularly perturbed boundary layer method as depicted in Section 4.1, the fast and slow decomposition of the suspension system (31) is obtained as

\[
\dot{x}_f = A_{22} x_f + B_{21} w + B_{22} u
\]

Fast : \( z = C_1 x_f + D_{12} u \)  

\( u = K_f x \)  

(32)

\[
\dot{x}_s = A_0 x_s + B_{10} w + B_{11} u
\]

Slow : \( z = C_1 x_s + D_{10} u - C_{12} A_{22}^{-1} B_{21} w \)  

\( u = K_s x \)  

(33)

where

\[
A_0 = A_{11} - A_{12} A_{22}^{-1} A_{21}, B_{10} = B_{11} - A_{12} A_{22}^{-1} B_{21},\]

\[
C_{10} = C_{11} - C_{12} A_{22}^{-1} A_{21}, D_{10} = -C_{12} A_{22}^{-1} B_{22}.
\]

Then the corresponding controllers are designed for the fast and slow subsystems, respectively. Thus, the combined feedback control law of the singularly perturbed suspension system (31) is as follows

\[
u_c = \begin{bmatrix} K_s & K_f \end{bmatrix} \begin{bmatrix} x_s \\ z \end{bmatrix}
\]

(34)

where

\[
K_s = -K_s - K_f A_{22}^{-1} A_{21} + K_f A_{22}^{-1} B_{22} K_s,
\]

\[
k_f = K_f.
\]

5. Simulation

In this section, we provide simulations to validate the correctness of theoretical studies and show the comparative results between \( H_\infty \) controller and \( H_\infty \) controller with two time scales. As can be seen from Figure 2, a combined simulator built in a commercial vehicle simulation software CarsimR (Version 8.1) and MatlabR Simulink (R2013b) was constructed. It should be noted that the adopted riding road conditions are generated from the Carsim, which is used to approximate the real road driving environment as much as possible. The main parameters set is listed in Table 1.

**Table 1. Suspension parameters used in Simulation.**

| Parameter | Value/Unit |
|-----------|------------|
| Quarter car sprung mass (\( m_s \)) | 320 kg |
| Quarter car unsprung mass (\( m_u \)) | 40 kg |
| Suspension stiffness (\( k_s \)) | 18,000 N/m |
| Vertical stiffness of the tire (\( k_t \)) | 200,000 N/m |
| Suspension damper (\( c_s \)) | 1000 N·s/m |
| Maximum force output of actuator (\( F_{max} \)) | 1500 N |
| Maximum suspension deflection (\( S_{max} \)) | 0.1 m |
According to the theoretical analysis of Sections 4.1 and 4.2, the feedback control gains of $H_\infty$ controller and $H_\infty$ controller with two time scales can be obtained by solving the LMI in Matlab, such that

For $H_\infty$ controller:

$$K = -[1.1525, 0.3082, 2.6711, 4.3032] \times 10^5$$

For $H_\infty$ controller with two time scales:

$$K_f = [2.6921 \times 10^4, 1.4334 \times 10^3]$$

$$K_f = [-3.1399 \times 10^3, -1.0698 \times 10^3]$$

In order to verify the effectiveness of the proposed two time scales $H_\infty$ controller, we select two highway driving conditions and off-road driving conditions from the special car simulation software Carsim to simulate more realistic road excitation conditions, and combine Simulink to achieve co-simulation.

**Case 1. Highway driving conditions road excitation:** The suspension is excited by highway driving conditions road excitation, which comes from the Carsim data as shown in Figure 3. The comparison results of suspension states (the sprung mass displacement, sprung mass acceleration and unsprung mass displacement) produced by the three control methods (passive, $H_\infty$ controller and $H_\infty$ controller with two time scales) are shown in Figures 3–5, respectively. Compared with the passive suspension system, the active suspension system with the $H_\infty$ controller and $H_\infty$ controller with two time scales have the lower peak and less deflection. Meanwhile, it should be pointed out that the proposed $H_\infty$ controller with two time scales demonstrates smaller amplitude and faster transient convergence in terms of the sprung mass displacement, sprung mass acceleration and unsprung mass displacement than the general $H_\infty$ controller (Figure 6).

**Case 2. Off road excitation:** In this case, we select the off-road driving conditions road excitation which comes from the Carsim data as shown in Figure 7. Other simulation parameters are the same as those used in case 1. As can be seen from Figures 8–10, the proposed two time scales $H_\infty$ control method still shows better dynamic response performance compared with the general $H_\infty$ control method. At the same time, it should be emphasized that different time scales property of the proposed $H_\infty$ controller with two time scales makes the small oscillation of the suspension deflection
These aforementioned simulation results illustrate how the proposed $H_{\infty}$ controller with two time scales for vehicle active suspension system provides better riding comfort and suspension movement performance.

Moreover, it is shown that the decomposition into two sub-systems by the singular perturbation method is a useful means of designing the control law for an active suspension system for the quarter-car model. Since only two lower-order subsystems need to be considered, which is easy to apply various techniques. As a result, many methods for linear systems can be applied to design the control system for the active suspension with nonlinear characteristics, such as the $H_{\infty}$ control method used in this paper.

**Case 3.** Sinusoidal excitation: In this case, we select the sinusoidal excitation as shown in Figure 7. Other simulation parameters are the same as those used in cases 1 and 2.

As can be seen from Figures 11 and 12, the proposed two time scales $H_{\infty}$ control method still shows better dynamic response performance compared with the general $H_{\infty}$ control method.

In addition, Root Mean Square (RMS) is used to further quantitatively compare the performance results of passive suspensions, active suspensions with $H_{\infty}$ controller and two time scales $H_{\infty}$ controller. Here, RMS is
Table 2. Corresponding RMS values under different excitations.

| Parameter/(m/s²)                | Passive | $H_\infty$ | $H_\infty$ (time scales) |
|---------------------------------|---------|-------------|--------------------------|
| Sprung mass acceleration (highway) | 0.1124  | 0.0956      | 0.0657                   |
| Sprung mass acceleration (off road) | 2.7895  | 2.5415      | 1.7592                   |
| Sprung mass acceleration (sinusoidal) | 0.3175  | 0.2402      | 0.1583                   |
| Unsprung mass displacement (highway) | 0.0119  | 0.0094      | 0.0042                   |
| Unsprung mass displacement (off road) | 0.7715  | 0.6929      | 0.5768                   |
| Unsprung mass displacement (sinusoidal) | 0.0689  | 0.0539      | 0.0384                   |

Figure 12. Mass displacement under sinusoidal excitation.

defined as

$$RMS = \sqrt{\frac{\sum_{i=1}^{n} x^2(i)}{n}}$$

where $n$ is the number of the simulation steps, $x(i)$ is the corresponding state response at $i$th step.

RMS values for all of the states response both in aforementioned Cases 1–3 are listed in Table 2. It can be seen that the RMS values of the proposed two time scales $H_\infty$ controller is the smallest, whether it is compared with passive suspension or with general $H_\infty$ controller. This further shows that decoupling the suspension system and designing corresponding controllers according to the fast and slow subsystems can significantly improve the control effect, thus ensuring the smoothness and comfort of the vehicle.

6. Conclusions

In this paper, a state feedback $H_\infty$ controller for quarter suspension systems is designed with the vertical acceleration as the optimization index and considering the constraints in terms of tire dynamic load, suspension dynamic travel and maximum output force constraints; Furthermore, in order to solve the coupling problem of vehicle handling stability and ride comfort, in view of the dual time scale characteristics of suspension system, the sprung and unsprung masses of the suspension system are decoupled by using the singular perturbation theory, and the joint $H_\infty$ controller is designed for the fast subsystem and the slow subsystem, respectively. Compared with the commonly used $H_\infty$ controller, the suspension systems with $H_\infty$ controller in two time scales can better restrain the influence of road excitation transferring to the vehicle body, greatly improve the comfort of the vehicle, and make the inherent attribute constraints of the suspension system within its constraint range. The validity of the proposed approach is illustrated in terms of comparative simulations, which have been carried out based on a dynamic simulator built in a professional vehicle simulation software Carsim and Simulink. Future work will focus on practical validations of the proposed $H_\infty$ controller with two time scales strategy in terms of a quarter-car active suspension test-rig with real hydro-pneumatic actuators.
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