Temperature Dependence of Microwave Photoresistance in 2D Electron Systems
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We report on the temperature dependence of microwave-induced resistance oscillations in high-mobility two-dimensional electron systems. We find that the oscillation amplitude decays exponentially with increasing temperature, as exp(−αT2), where α scales with the inverse magnetic field. This observation indicates that the temperature dependence originates primarily from the modification of the single particle lifetime, which we attribute to electron-electron interaction effects.
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Over the past few years it was realized that magnetoresistance oscillations, other than Shubnikov-de Haas oscillations [1], can appear in high mobility two-dimensional electron systems (2DES) when subject to microwaves [2], dc electric fields [3], or elevated temperatures [4]. Most attention has been paid to the microwave-induced resistance oscillations (MIRO), in part, due to their ability to evolve into zero-resistance states [5,6,7]. Nevertheless, it is well known that MIRO are best observed at T ≃ 1 K, and quickly disappear once the temperature reaches a few Kelvin.

MIRO originate from the inter-Landau level transitions accompanied by microwave absorption and are governed by a dimensionless parameter εac ≡ ω/ωc (ω = 2πf is the microwave frequency, ωc = eB/m* is the cyclotron frequency) with the maxima and minima found [13] near εac = n ± φc, φc ≤ 1/4 (n ∈ Z*). Theoretically, MIRO are discussed in terms of the “displacement” model [14], which is based on microwave-assisted impurity scattering, and the “inelastic” model [15,16,17], stepping from the oscillatory electron distribution function. The correction to the resistivity due to either “displacement” or “inelastic” mechanism can be written as [12]:

\[ \delta \rho = -4\pi \rho_0 \tau_\epsilon^{-1} \bar{P} \epsilon_{ac} \delta^2 \sin(2\pi \epsilon_{ac}) \]

(1)

Here, ρ0 ∝ 1/τ\epsilon is the Drude resistivity, τ\epsilon is the transport scattering time, \bar{P} is a dimensionless parameter proportional to the microwave power, and δ = exp(−πεac/ωc) is the Dingle factor. For the “displacement” mechanism \bar{P} = 3τqim, where \tauqim is the long-range impurity contribution to the quantum (or single particle) lifetime τq. For the “inelastic” mechanism \bar{P} = τq ≃ εfT−2, where εf is the Fermi energy. It is reasonable to favor the “inelastic” mechanism over the “displacement” mechanism for two reasons. First, it is expected to dominate the response since, usually, \tauq ≫ τqim at T ≃ 1 K. Second, it offers plausible explanation for the MIRO temperature dependence observed in early [5,6] and more recent [12] experiments.

In this Letter we study temperature dependence of MIRO in a high-mobility 2DES. We find that the temperature dependence originates primarily from the temperature-dependent quantum lifetime, τq, entering δ². We believe that the main source of the modification of τq is the contribution from electron-electron scattering. Furthermore, we find no considerable temperature dependence of the pre-factor in Eq. (1), indicating that the “displacement” mechanism remains relevant down to the lowest temperature studied. As we will show, this can be partially accounted for by the effect of electron-phonon interactions on the electron mobility and the interplay between the two mechanisms. However, it is important to theoretically examine the influence of the electron-electron interactions on single particle lifetime, the effects of electron-phonon scattering on transport lifetime, and the role of short-range disorder in relation to MIRO.

While similar results were obtained from samples fabricated from different GaAs/Al0.25Ga0.75As quantum well wafers, all the data presented here are from the sample with density and mobility of ≃ 2.8 × 10¹¹ cm⁻² and ≃ 1.3 × 10⁷ cm²/Vs, respectively. Measurements were performed in a 3He cryostat using a standard lock-in technique. The sample was continuously illuminated by microwaves of frequency f = 81 GHz. The temperature was monitored by calibrated RuO₂ and Cernox sensors.

In Fig.1 we present resistivity ρ as a function of magnetic field B acquired at different temperatures, from 1.0 K to 5.5 K in 0.5 K increments. Vertical lines, marked by integers, label harmonics of the cyclotron resonance. The low-temperature data reveal well developed MIRO extending up to the tenth order. With increasing T, the zero-field resistivity exhibits monotonic growth reflecting the crossover to the Bloch-Grüneisen regime due to excitation of acoustic phonons [18]. Concurrently, MIRO weaken and eventually disappear at higher temperatures. This disappearance is not due to the thermal smearing of the Fermi surface, known to govern the temperature dependence of the Shubnikov-de Haas oscillations.
We start our analysis of the temperature dependence by constructing Dingle plots and extracting the quantum lifetime $\tau_q$ for different $T$. We limit our analysis to $\epsilon_{ac} \geq 3$ for the following reasons. First, this ensures that we stay in the regime of the overlapped Landau levels, $\delta \ll 1$. Second, we satisfy, for the most part, the condition, $T > \omega_c$, used to derive Eq. (1). Finally, we can ignore the magnetic field dependence of $P$ and assume $P \equiv P^{\text{H}}_{\epsilon_c}(\epsilon_{ac} + 1)/(\epsilon_{ac} - 1)^2 \approx P^{(0)} = \epsilon_{ac}^2 \epsilon_{ac}/\omega^4$, where $\omega_{ac}$ is the microwave field and $v_F$ is the Fermi velocity.

Using the data presented in Fig. 1, we extract the normalized MIRO amplitude, $\delta \rho/\epsilon_{ac}$, which, regardless of the model, is expected to scale with $\delta^2 = \exp(-2\pi \epsilon_{ac}/\omega \tau_q)$. The results for $T = 1, 2, 3, 4$ K are presented in Fig. 2(a) as a function of $\epsilon_{ac}$. Having observed exponential dependences over at least two orders of magnitude in all data sets we make two important observations. First, the slope, $-2\pi/\omega \tau_q$, monotonically grows with $T$ by absolute value, marking the increase of the quantum scattering rate. Second, all data sets can be fitted to converge to a single point at $\epsilon_{ac} = 0$, indicating that the prefactor in Eq. (1) is essentially temperature independent [cf. inset of Fig. 2(a)].

After repeating the Dingle plot procedure for other temperatures we present the extracted $2\pi/\omega \tau_q$ vs. $T^2$ in Fig. 2(b). Remarkably, the quantum scattering rate follows quadratic dependence over the whole range of temperatures studied. This result is reminiscent of the temperature dependence of quantum lifetime in double quantum wells obtained by tunneling spectroscopy [19] and from the analysis of the intersubband magnetoresistance oscillations [20]. In those experiments, it was suggested that the temperature dependence of $1/\tau_q$ emerges from the electron-electron scattering, which is expected to greatly exceed the electron-phonon contribution. Here, we take the same approach and assume $1/\tau_q = 1/\tau^{\text{im}}_q + 1/\tau^{\text{ee}}_q$, where $\tau^{\text{im}}_q$ and $\tau^{\text{ee}}_q$ are the impurity and electron-electron contributions, respectively. Using the well-known expression for the electron-electron scattering rate [21], $1/\tau^{\text{ee}}_q = \lambda T^2/\epsilon_{F}$, where $\lambda$ is a constant of the order of unity, we perform the linear fit to the data in Fig. 2(b) and obtain $\tau^{\text{ee}}_q \approx 19$ ps and $\lambda \approx 4.1$. We do not attempt a comparison of extracted $\tau^{\text{im}}_q$ with the one obtained from SdHO analysis since the latter is known to severely underestimate this parameter.

To confirm our conclusions we now plot in Fig. 3(a) the normalized MIRO amplitude, $\delta \rho/\epsilon_{ac}$, evaluated at the MIRO maxima near $\epsilon_{ac} = n - 1/4$ for $n = 3, 4, 5, 6$ as a function of $T^2$. We observe that all data sets are well described by the exponential, $\exp(-\alpha T^2)$, over several orders of magnitude and that the exponent, $\alpha$, monotonically increases with $\epsilon_{ac}$. The inset of Fig. 3(a) shows the extension of the fits into the negative $T^2$ region revealing an intercept at $-11$ K$^2$. This intercept indicates that at $T^2 \approx 11$ K$^2$, $\tau^{\text{ee}}_q \approx \tau^{\text{im}}_q$ providing an alternative way to estimate $\lambda$. Indeed, direct examination of the data in Fig. 2(b) reveals that the electron-electron contribution approaches the impurity contribution at $T^2 \approx 11$ K$^2$, i.e., $1/\tau_q(T) = 1/\tau^{\text{im}}_q(T) + 1/\tau^{\text{ee}}_q \approx 2/\tau^{\text{im}}_q$. Another way to obtain parameter $\lambda$ is to extract the exponent, $\alpha$, from the data in Fig. 3(a) and examine its dependence on $\epsilon_{ac}$. This is done in Fig. 3(b) which shows the anticipated linear dependence, $\alpha = (2\pi \lambda / \omega \epsilon_{F}) \epsilon_{ac}$, from which we confirm $\lambda \approx 4.1$.

To summarize our observations, the MIRO amplitude as a function of $T$ and $\epsilon_{ac}$ is found to conform to a simple expression:

$$\delta \rho \approx A \epsilon_{ac} \exp[-2\pi/\omega \tau_q].$$

Here, $A$ is roughly independent on $T$, but $\tau_q$ is temperature dependent.
temperature dependence of Eq. (1) was obtained under the assumption of small-angle data. We do not attempt to analyze this subtle behavior using our

Iters are intrinsic to high mobility structures [3, 22]. It is from non-linear transport measurements that short-range scatterers are important.

Next, we notice that Eq. (1) contains transport scattering time, \( \tau \), which is evaluated using Eq. (3). As shown in Fig. 4(a), drawn with the slope of Eq. (3), confirms excellent agreement over the whole range of \( \epsilon \) and \( T \).

We now discuss observed temperature independence of \( A \), which we present as a sum of the “displacement” and the “inelastic” contributions, \( A = A_{\text{dis}} + A_{\text{in}} \). According to Eq. (11), at low \( T \) \( A_{\text{dis}} \ll A_{\text{in}} \), but at high \( T \) \( A_{\text{dis}} > A_{\text{in}} \). Therefore, there should exist a crossover temperature \( T^* \), such that \( A_{\text{dis}}(T^*) = A_{\text{in}}(T^*) \). Assuming \( \tau_{\text{dis}} \approx \tau_{\text{in}} \approx \pi / \omega \), we obtain \( T^* \approx 2 \) K and conclude that the “displacement” contribution cannot be ignored down to the lowest temperature studied.

Next, we notice that Eq. (11) contains transport scattering time, \( \tau_{\text{t}} \), which varies roughly by a factor of two in our temperature range. If this variation is taken into account, \( A_{\text{in}} \) will decay considerably faster than \( 1/T^2 \) and \( A_{\text{dis}} \) will grow with \( T \), instead of being \( T \)-independent, leading to a rather weak temperature dependence of \( A \). This is illustrated in Fig. 4(b) showing temperature evolution of both contributions and of their sum, which exhibits rather weak temperature dependence at \( T \approx 1.5 \) K. In light of the temperature dependent exponent, we do not attempt to analyze this subtle behavior using our data.

Finally, we notice that the “displacement” contribution in Eq. (1) was obtained under the assumption of small-angle scattering caused by remote impurities. However, it is known from non-linear transport measurements that short-range scatterers are intrinsic to high mobility structures [3, 22]. It is also established theoretically that including a small amount of short-range scatterers on top of the smooth background potential provides a better description of real high-mobility structures [23]. It is reasonable to expect that consideration of short-range scatterers will increase “displacement” contribution leading to lower \( T^* \).

To summarize, we have studied MIRO temperature dependence in a high-mobility 2DES. We have found that the temperature dependence is exponential and originates from the temperature-dependent quantum lifetime entering the square of the Dingle factor. The corresponding correction to the quantum scattering rate obeys \( T^2 \) dependence, consistent with the electron-electron interaction effects. At the same time we are unable to identify any significant temperature dependence of the pre-factor in Eq. (1), which can be partially accounted for by the interplay between the “displacement” and the “inelastic” contributions in our high-mobility 2DES. Since this observation might be unique to our structures, further systematic experiments in samples with different amounts and types of disorder are highly desirable. It is also important to theoretically consider the effects of short-range impurity and electron-phonon scattering. Another important issue is the influence of the electron-electron interactions on single particle lifetime entering the square of the Dingle factor appearing in MIRO (which are different from the Shubnikov-de Haas oscillations where the Dingle factor does not contain the \( 1/\alpha^2 \approx T^2 \) term [24]). We note that such a scenario was considered a few years ago [25].
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