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ABSTRACT

Digital pathology tasks have benefited greatly from modern deep learning algorithms. However, their need for large quantities of annotated data has been identified as a key challenge. This need for data can be countered by using unsupervised learning in situations where data are abundant but access to annotations is limited. Feature representations learned from unannotated data using contrastive predictive coding (CPC) have been shown to enable classifiers to obtain state of the art performance from relatively small amounts of annotated computer vision data. We present a modification to the CPC framework for use with digital pathology patches. This is achieved by introducing an alternative mask for building the latent context and using a multi-directional PixelCNN autoregressor. To demonstrate our proposed method we learn feature representations from the Patch Camelyon histology dataset. We show that our proposed modification can yield improved deep classification of histology patches.

Index Terms— Medical Imaging, Digital Pathology, Representation Learning, Semi-Supervised Learning

1. INTRODUCTION

Modern deep learning algorithms have been shown to improve performance for digital pathology tasks such as nuclei detection and disease classification [3]. They have been able to achieve such results by jointly learning deep representations and discriminative classifiers or regressors. This end-to-end training allows them to learn feature representations tailored to the given task. However, this approach requires more annotated data than traditional machine learning methods to obtain good generalization. This need for large annotated datasets has been identified as a challenge for digital pathology [4], as well as other medical image analysis domains [3]. This study focuses on the use of unsupervised representation learning for digital pathology images. The learned representations can potentially be used in multiple tasks to improve generalization, decrease data dimensionality, improve computational performance, and initialize deep supervised learning models when access to annotated data is limited.

Transfer learning has been performed using the weights of a deep encoder used for generating representations to initialize another model [5]. Such an approach can reduce the need for large annotated datasets as the model is initialized with weights that can produce domain-representative features, having already been trained on a large pool of unannotated data.

Contrastive predictive coding (CPC) is a state-of-the-art method for unsupervised representation learning [6]. It learns data representations using an autoregressor to predict future
data representations in a sequence. A CPC model is trained using a loss function made from a combination of noise-contrastive estimation and importance sampling where the density ratio between each sample and their representation can be preserved by classifying a positive sample from multiple negative samples. To apply this method to images, van den Oord et al. [6] split each image into overlapping patches and used an encoder to encode each patch to produce a matrix of feature representations. A mask was then applied to this matrix so that an autoregressor could only ‘see’ the top few rows of it. The autoregressor was then used to predict the representations of the masked patches from this context available to it. An example of this framework being applied to an image can be seen in Fig. 1(b).

CPC has been used to achieve data-efficient results for object detection and Imagenet classification tasks after modifying model capacity, introducing layer normalization, modifying prediction directions and adding patch-based augmentations [7]. Although autoregressor predictions were made in multiple directions these were done individually. We argue that a different approach is appropriate when the orientation of the images is arbitrary so does not carry useful information. This is the case for many (though not all) digital pathology tasks, in contrast to images in typical computer vision tasks.

In this paper we propose using CPC with an alternative mask for building latent context and a new extension to the autoregressor PixelCNN for multi-directional prediction (Fig. 1(d)). We demonstrate, using the PatchCamelyon dataset [2] (derived from the Camelyon16 dataset [8]), that classification can be performed with less annotated data using representations learned in this way.

2. RELATED WORK

In recent years, numerous advances in unsupervised visual representation learning have been proposed. To better learn representations specifically for classification tasks, self-supervised learning methods such as RotNet [9] and deep clustering [10] are often used. RotNet uses a convolutional neural network (CNN) to predict geometric transforms of an input image. The deep clustering methods trains a CNN encoder by clustering feature representations and then classifies the images using the clusters as pseudo-labels.

Momentum contrast uses a dynamic dictionary of keys to train an encoder [11]. This encoder is trained using a contrastive loss comparing a query image’s representation to the key representations from the dynamic dictionary made up of a queue of data samples. The authors state that because their dictionary is large and dynamic, they can sample high-dimensional visual space effectively and as a result show competitive results. They show that their learned feature representations can be used to pre-train encoders for tasks such as classification, detection and segmentation.

In digital pathology, transfer learning is commonly used for various tasks [12] and helps to speed up convergence of deep learning [13]. Some studies have used representation learning to initialise a CNN when the learning task may be too difficult otherwise due to a lack of annotated data [14]. This could also extend to active learning; when annotations are limited features can be hard to learn [15].

Instead of using features trained on general computer vision data, some authors have sought to learn more general histology features for cell-level tasks [16]. This has been done by training a unified generative adversarial network with a modified loss function for cell-level representation learning. Another method for learning general histology features used multi-scale convolutional sparse coding, seeking to jointly learn features at different scales with enforced scale-specificity [17].

3. CONTRASTIVE PREDICTIVE CODING IN COMPUTER VISION

A CPC model is trained by predicting future representations from past representations, enabling it to learn ‘slow’ features that effectively represent an input data distribution [7, 6]. This is done by jointly training an encoder, g_enc, and an autoregressor, g_ar. The encoder encodes each element, x_t, of input sequence x into a latent representation, z_t = g_enc(x_t). The autoregressor then summarizes part of the latent representation sequence z_{≤t} into a latent context representation c_t = g_ar(z_{≤t}). A density ratio f can be modeled that can preserve the mutual information between x_{t+k} and c_t (Equation 1).

\[ f_k(x_{t+k}, c_t) \propto \frac{p(x_{t+k}|c_t)}{p(x_{t+k})} \tag{1} \]

The InfoNCE loss function used to jointly train the encoder and autoregressor is based on noise-contrastive estimation and importance sampling. There is no way to evaluate p(x) or p(x|c) directly so instead a cross entropy loss is used to classify positive samples of z from random negative samples. Details of the function f and the InfoNCE loss can be found in [6].

This CPC method has been applied to computer vision by taking overlapping patches from each image as in Fig 1. Each of these patches is then encoded and an autoregressor is used to produce a context vector from the patch representations at the top of the image (as illustrated in Fig. 1(b) where the top 3 rows of patches were used [6]). Each column of the image is then treated as a sequence with the context vector from the top of the image used to predict the remaining patch representations below. CPC has been used to achieve data-efficient results on computer vision datasets such as Imagenet [1].
4. MULTI-DIRECTIONAL CONTRASTIVE PREDICTIVE CODING

The treatment of columns of the representation matrix as individual sequences (as in the method described in Section 3) can negatively impact performance when working with images such as histology patches in which overall image rotation is irrelevant. Although the orientation of certain histology whole slide images can be biologically meaningful, the orientation of image patches such as those used in our experiments (images of lymph nodes with breast cancer metastases) is not. In such cases, the autoregressor can struggle to predict patch representations from the provided context because the vertical image axis is arbitrary, unlike in Imagenet where it correlates with the direction of gravity acting upon the image content. We make two modifications inspired by image in-filling to address this limitation: an alternative latent mask for producing a context vector, and a modified PixelCNN [18] for multi-directional context building. We propose multi-directional CPC, utilizing these two modifications, to more effectively learn representations from images when image rotation is uninformative.

We first present a modified version of PixelCNN that will be used as the autoregressor. This method replaces each masked convolutional block of the PixelCNN architecture with a multi-directional masked block (Fig. 2). Each multidirectional masked block takes a single input image patch and rotates through 90, 180 and 270 degrees, resulting in four versions of the input. A masked block, as described in [18], is then applied to each of them. The four outputs from the masked blocks are then concatenated and put through a final 1x1 convolutional layer for the purpose of dimensionality reduction.

We use this multi-directional autoregressor to learn a latent context from multiple directions at once. To take advantage of this we introduce an alternative latent mask inspired by in-filling. With this mask (illustrated in Fig. 1(d)), the autoregressor only has access to patch representations around the perimeter of the images. The autoregressor predicts the patch representations of the central patches. This means that images where rotation is unimportant can be better represented with features learned using CPC.

5. EXPERIMENTS AND RESULTS

Our experiments used the Patch Camelyon dataset comprised of 327,680 96x96 pixel non-overlapping patches [2]. These patches are from scans of lymph node sections in the Camelyon16 dataset [8]. They are annotated with a binary label indicating the presence or absence of metastatic tissue. One reason we selected this dataset was that the small image size allows for larger batch sizes and faster training so that we were able to run experiments using a single Nvidia GeForce RTX 2080 Ti.

We trained four CPC models with different combinations of single- or multi-directional autoregressors, and top-down or in-filling latent masks. To test the effectiveness of the models, we used the trained encoder weights to initialize the weights of CNN classifiers. For each CPC model, nine classification models were trained on subsets of the training data with their labels made available; these labelled subsets ranged in size from 10 to 100,000 images.

Our CPC models split each input image into overlapping patches (24x24 patches overlapping by 12 pixels) and used a ResNeXt [19] with 101 layers as the encoder followed by an additional convolutional layer to produce a 128-dimensional feature vector for each patch. The autoregressor is comprised of masked convolutional blocks to produce the context vector and predict the masked feature vectors. The loss for the training of the CPC model uses 16 randomly selected images as negative samples in the loss function.

When training the CPC and CNN models, random rotations (multiples of 90 degrees) as well as horizontal and vertical flips were applied to augment the training data. 20% of the training data was used as a validation set (58,982 images) for early stopping. We trained the CPC models for 20 epochs using a learning rate of $10^{-4}$ and a batch size of 16. The CNN classifiers had a hidden layer of 256 neurons between the encoder and the output layer. They were trained for 50 epochs with the Adam optimizer [20], a learning rate of $10^{-4}$, and a batch size of 64. Our experiments can be found on our GitHub Repository.

Each CPC model took an average of 90 hours to train. Fig. 4 plots validation loss at each epoch and clearly suggests...
that use of a multi-directional autoregressor was more effective at reducing the InfoNCE loss than a top-down autoregressor. The in-filling style in combination with the multi-directional autoregressor stabilized CPC training.

Fig. 3 shows average accuracies on a held out testing set (32,768 images) for CNN classifiers trained using the different CPC models’ weights for initialization. A baseline using no pre-training is also included. CNNs trained on small amounts of annotated data were able to achieve higher accuracies when a multi-directional autoregressor had been used. In contrast, standard CPC struggled to learn a representation suitable for initialising a CNN classifier (transfer learning), sometimes lowering accuracy compared to classifiers trained using random weight initialisation (no pre-training).

6. CONCLUSION

We have shown that the original CPC architecture does not perform well on a digital pathology patch classification task. We proposed a multi-directional modification to CPC that achieved better results, and improved classification accuracies when annotated data were limited. Our experiment illustrates that algorithms based on an assumption of image directionality (such as is present in Imagenet) will not necessarily perform well on images without such directionality. We suppose that this will also be true for other visual tasks where image orientation is unimportant, as is the case in multiple biomedical imaging settings.
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