Fundamental limitations of network reconstruction
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Abstract

Network reconstruction is the first step towards understanding, diagnosing and controlling the dynamics of complex networked systems. It allows us to infer properties of the interaction matrix, which characterizes how nodes in a system directly interact with each other. Despite a decade of extensive studies, network reconstruction remains an outstanding challenge. The fundamental limitations governing which properties of the interaction matrix (e.g., adjacency pattern, sign pattern and degree sequence) can be inferred from given temporal data of individual nodes remain unknown. Here we rigorously derive necessary conditions to reconstruct any property of the interaction matrix. These conditions characterize how uncertain can we be about the coupling functions that characterize the interactions between nodes, and how informative does the measured temporal data need to be; rendering two classes of fundamental limitations of network reconstruction. Counterintuitively, we find that reconstructing any property of the interaction matrix is generically as difficult as reconstructing the interaction matrix itself, requiring equally informative temporal data. Revealing these fundamental limitations shed light on the design of better network reconstruction algorithms, which offer practical improvements over existing methods.
Networks are central to the functionality of complex systems in a wide range of fields, from physics to engineering, biology and medicine [1–3]. When these networks serve as conduit to the system dynamics, their properties fundamentally affect the dynamic behavior of the associated system; examples include epidemic spreading [4, 5], synchronization phenomena [6, 7], controllability [8, 9] and observability [10]. For many complex networked systems, measuring the temporal response of individual nodes (such as proteins, genes and neurons) is becoming more accessible [11]. Yet, the network reconstruction (NR) problem—that is, recovering the underlying interconnection network of the system from temporal data of its nodes—remains a challenge [11–13]. Consider a networked system of \( n \) nodes.

Each node is associated with a state variable \( x_i(t) \in \mathbb{R}, \ i = 1, \cdots, n \), at time \( t \) that may represent the concentration of certain biomolecule in a biochemical system, the abundance of certain species in an ecological system, etc. The time evolution of the state variables is governed by a set of ordinary differential equations:

\[
\dot{x}_i(t) = \sum_{j=1}^{n} a_{ij} f_{ij}(x_i(t), x_j(t)) + u_i(t), \quad i = 1, \cdots, n. \tag{1}
\]

Here the coupling functions \( f_{ij} : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) specify the interactions between nodes—self interactions when \( i = j \), or pairwise interactions between nodes when \( i \neq j \). The term \( u_i(t) \in \mathbb{R} \) represents known signals or control inputs that can influence the \( i \)-th state variable. The interaction matrix \( A = (a_{ij}) \in \mathbb{R}^{n \times n} \) captures the direct interactions between nodes, naturally defining the interconnection network of the system by associating \( a_{ij} \) to the link \( j \rightarrow i \) between node \( i \) and node \( j \). By appropriately choosing the coupling functions, Eq. (1) can model a broad class of networked systems [14]. Given some function \( \mathcal{P} \) of the interaction matrix—which we call a property—NR aims to recover the value of \( \mathcal{P}(A) \) from given temporal data \( \{x_i(t), u_i(t)\}_{i=1}^{n} \), \( \forall t \in [t_0, t_1] \), and given uncertainty of the coupling functions.

Note that the classical parameter identification (PI) problem for (1) aims to recover the interaction matrix itself (i.e. reconstructing the identity property) [15–17]. But in many cases, instead of reconstructing \( A \) itself, we may want to reconstruct properties like its sign pattern \( S = [s_{ij}] = [\text{sign}(a_{ij})] \in \{-1, 0, 1\}^{n \times n} \), connectivity pattern \( C = [c_{ij}] = ||s_{ij}|| \in \{0, 1\}^{n \times n} \), adjacency pattern \( K = [k_{ij}] = [c_{ij}(1 - \delta_{ij})] \in \{0, 1\}^{n \times n} \) (\( \delta_{ij} \) is the Kronecker delta) or in-degree sequence \( d = [d_i] = [\sum_j c_{ij}] \in \mathbb{Z}^n \). Indeed, a key insight of network science is that important properties of networked systems—such as sign-stability, structural
controllability/observability and epidemic thresholds—can be determined from \( S, C, K \) or \( d \) without knowing \( A \) \cite{4, 8, 10, 18, 20}. Note that these properties cannot be easily reconstructed by computing correlations in the data, simply because correlations capture both direct and indirect interactions.

NR helps us understand, diagnose and control the dynamics of diverse complex networked systems, deepening our understanding of human diseases and ecological networks, and letting us build more resilient power grids and sensor networks \cite{21–27}. Yet, despite a decade of extensive studies, NR remains an outstanding challenge \cite{11, 12, 28}. Many existing algorithms do not perform significantly better than random guesses \cite{12, 13}, and even well-established methods can provide contradictory results for relatively simple networks \cite{29}. It has been realized that these problems originate from our ignorance of the fundamental limitations of network reconstruction, governing which properties of the interaction matrix can be recovered from given temporal data and knowledge of the coupling functions \cite{11, 12}. Indeed, it is still unclear if an NR algorithm fails to recover the correct value for \( P(A) \) due to some design flaws, or due to limitations intrinsic to the available temporal data and/or our uncertainty about the coupling functions. Furthermore, it is also unclear if NR can be solved with less informative data that that is necessary to solve the classical PI problem. Our intuition suggests that NR is easier (in the sense of requiring less informative temporal data) than PI simply because we are recovering less information (e.g. \( K \) instead of \( A \)). But, is this true?

Here we characterize the fundamental limitations of NR for the first time, by deriving necessary (and in some cases sufficient) conditions to reconstruct any desired property of the interaction matrix. We find that fundamental limitations arise from our uncertainty about the coupling functions, or uninformative temporal data, or both. The first class of fundamental limitations is due to our uncertainty about the coupling functions, rendering a natural trade-off: the more information we want to reconstruct about the interaction matrix the more certain we need to be about the coupling functions. To show this, we characterize necessary conditions that our uncertainty about the coupling functions needs to satisfy in order to reconstruct some desired property of the interaction matrix. For example, we show that it is possible to reconstruct the adjacency pattern \( K \) without knowing exactly the coupling functions. But, in order to reconstruct the interaction matrix \( A \) itself, it is necessary to know these functions exactly. Hence, if we are uncertain about the coupling
functions, NR is easier than PI.

The second class of fundamental limitations originates from uninformative data only, leading to a rather counterintuitive result: regardless of how much information we aim to reconstruct (e.g. edge-weights, sign pattern, adjacency pattern or in-degree sequence), the measured data needs to be equally informative. This happens even if we know the coupling functions exactly. We prove that the same condition on the measured data is generically necessary regardless of the property to be reconstructed. Hence, in the sense of informativeness of the measured data, reconstructing any property of the interaction matrix is as difficult as reconstructing the interaction matrix itself, i.e. NR is as difficult as PI. In order to circumvent this limitation without acquiring more temporal data (i.e. performing more experiments), we show that prior knowledge of the interaction matrix is extremely useful.

These two classes of fundamental limitations indicate that when we are uncertain about the coupling functions (true for many complex systems) PI is impossible, but we can still reconstruct some properties of the interaction matrix provided the measured temporal data is informative enough and interactions are pairwise. In this sense, NR is easier than PI. Yet, ironically, even if we are completely certain about the coupling functions, with less informative data NR does not allow us to do more —it is as difficult as PI.

I. RESULTS

A property $P(A)$ can be reconstructed if and only if (iff) any two interaction matrices $A_1, A_2 \in \mathbb{R}^{n \times n}$ with different properties $P(A_1) \neq P(A_2)$ produce different node trajectories \( \{x_i(t)\}_{i=1}^n, t \in [t_0, t_1], \) a notion of identifiability or distinguishability [15].

We study the distinguishability of the interaction matrix by defining the interconnection vector of node $i$ as $a_i = (a_{i1}, \cdots, a_{in})^T \in \mathbb{R}^n$, which is just the transpose of $A$’s $i$-th row. We also define the regressor vector $f_i(x) = (f_{i1}(x_i, x_1), \cdots, f_{in}(x_i, x_n))^T$ of node $i$, characterizing the coupling functions associated to node $i$. Then (1) can be rewritten as

\[
\dot{x}_i(t) = f_i^T(x(t))a_i + u_i(t), \quad i = 1, \cdots, n.
\]  

(2)

with $x = (x_1, \cdots, x_n)^T \in \mathbb{R}^n$ the state vector. Using this notation, the distinguishability of $P(A)$ is equivalent to the distinguishability of $P(a_i)$ for $i = 1, \cdots, n$. 
FIG. 1. Two sources of indistinguishability.  

a. Indistinguishability due to unknown coupling functions

The same dynamics can be characterized by two regressors with different coupling functions (purple and green), yielding indistinguishable networks that differ in their edge-weights, sign patterns, connectivity patterns and degree sequences.

b. Indistinguishability due to uninformative data

With the classical population dynamics described by the generalized Lotka-Volterra (GLV) model \( \dot{x}_i = r_i x_i + \sum_j a_{ij} x_i x_j \), the two different networks shown in the top panel —representing two different inter-species interaction matrices— produce identical node trajectories \( x(t) \) (bottom panel). Here the growth rate vector is \( r = (0, -0.5, 0.5, -0.5, 0)^T \) and initial abundance \( x(0) = (0.895349, 0.72093, 0.255814, 1.82558, 1.82558)^T \). In these two examples, it is impossible to reconstruct the edge-weights, sign-pattern, connectivity-pattern or degree sequence of the network simply because we cannot decide which one of the two networks produced the measured node trajectories.

In many cases, due to our lack of knowledge of the exact coupling functions, we may not know the true regressor \( f_i \) but only a family of regressors \( \{\bar{f}_i\} \) to which it belongs. Members of the family can be considered as deformations \( \bar{f}_i(x) = g_i(f_i(x)) \) of the true regressor \( f_i(x) \) obtained by applying some transformation \( g_i : \mathbb{R}^n \rightarrow \mathbb{R}^n \). This family can be characterized by a set \( G_i^* \) of admissible transformations, specified as follows: (i) this set is a group [30], and (ii) any \( g_i \in G_i^* \) is a continuous function that preserves pairwise interactions. Consider also the group \( G_{i,\text{lin}}^* \) of linear transformations that preserve pairwise interactions. These linear transformations can be associated with nonsingular matrices \( G_i^{\text{lin}} \in \mathbb{R}^{n \times n} \) with nonzero entries only in its diagonal and \( i \)-th column (see Fig.1a and SI-2). Let \( G_{i,\text{lin}} \) denote
the transpose of $G_{i,\text{lin}}^*$, i.e. $G_i \in G_{i,\text{lin}}$ if and only if $G_i^T \in G_{i,\text{lin}}^*$. Hereafter we use the following observation: since $G_{i,\text{lin}}^* \subset G_i^*$, a necessary condition to reconstruct a property when $g_i \in G_i^*$ is that it can be reconstructed when $g_i \in G_{i,\text{lin}}^*$. Consequently, in order to characterize the fundamental limitations of network reconstruction, we can focus on linear transformations only. We will show that linear transformations are enough to produce severe limitations in the properties that can be reconstructed. Using the notion of structural stability, we later discuss the effects of deformations that do not belong to $G_i^*$.

A. Indistinguishable interconnection vectors

Two candidate interconnection vectors $v_1, v_2 \in \mathbb{R}^n$ will be indistinguishable if they produce the same right-hand side in Eq. (2) for some regressor in the family $\{\bar{f}_i\}$. This is equivalent to the condition

$$f_i^T(x(t))v_1 = f_i^T(x(t))G_i v_2, \quad \forall t \in [t_0, t_1],$$

for some matrix $G_i \in G_{i,\text{lin}}$, where $x(t)$ is the measured node trajectories. Multiplying this equation by $f_i(x(t))$ from the left and integrating over the time interval $[t_0, t_1]$ we obtain

$$M_i(t_0, t_1)(v_1 - G_i v_2) = 0,$$

where $M_i(t_0, t_1) = \int_{t_0}^{t_1} f_i(x(t))f_i^T(x(t)) \, dt$ is a constant $n \times n$ matrix. It is obvious that (3) implies (4), but the converse implication is not so obvious (Proposition 1 of SI-3). Indeed, it constitutes the main obstacle to extend our analysis to more general uncertainty of the coupling functions. Hereafter we write $M_i$ instead of $M_i(t_0, t_1)$, unless the specific time interval is important for the discussion. From (4), the set of all pairs of indistinguishable interconnection vectors for node $i$ is given by

$$\Omega_i = \left\{(v_1, v_2) \in \mathbb{R}^n \times \mathbb{R}^n \mid \exists G_i \in G_{i,\text{lin}} \text{ such that } (v_1 - G_i v_2) \in \ker M_i \right\}. \quad (5)$$

The above equation shows two sources of indistinguishability, rendering two classes of fundamental limitations of NR. First, unknown coupling functions causes two vectors to be indistinguishable if they can be transformed to each other via some $G_i \in G_{i,\text{lin}}$. This set of indistinguishable vectors $\{(v_1, v_2) \mid v_1 = G_i v_2, G_i \in G_{i,\text{lin}}\}$ is then the partition $\mathcal{O}_i$ of $\mathbb{R}^n$ by the orbits of the group $G_{i,\text{lin}}$ [30], Fig. 2a and SI-2. An orbit is called low-dimensional if its
dimension is < n (purple, blue, green and brown orbits in Fig. 2a). The orbits in Fig. 2a show that unknown coupling functions allow us to distinguish only if \( \dot{x}_i \) depends on \( x_j \) for \( j \neq i \) (i.e. the adjacency pattern of the interconnection vector), see Proposition 2a and Example 1 in SI-5. This is a consequence of the invariance of the adjacency pattern to the transformations in \( G_i^* \) (i.e. prior knowledge of the coupling functions). Other properties like edge-weights, connectivity patterns or degree sequence are indistinguishable and cannot be reconstructed (Proposition 2b in SI-5). Second, even if \( f_i(x) \) is exactly known, indistinguishability can still emerge due to uninformative data (Fig. 1b), making \( v_1 \) indistinguishable from \( v_2 \) if \( v_1 - v_2 \in \ker M_i \) and \( \ker M_i \) is nontrivial (i.e. contains a linear subspace different from \( 0 \)). In other words, the endpoints of \( v_1 \) and \( v_2 \) can be connected by an hyperplane parallel to \( \ker M_i \), Fig. 2b. Note that hyperplanes parallel to \( \ker M_i \) are often called fibers of the quotient space \( \mathbb{R}^n / \ker M_i \).

Combining these two sources of indistinguishability, \( v_1 \) is indistinguishable from \( v_2 \) iff it is possible to transform \( v_2 \) using an element of \( G_{i,\text{lin}} \) in a way that the line (or more generally, hyperplane) passing trough \( v_1 \) and \( G_{i,\text{lin}} v_2 \) is a fiber. Consequently, orbits of \( G_{i,\text{lin}} \) intersected by a fiber of \( \mathbb{R}^n / \ker M_i \) become indistinguishable and we can ‘glue’ them together to form a partition \( \mathcal{O}_{\ker M_i}^i \) of \( \mathbb{R}^n \) into sets of indistinguishable interconnection vectors, Fig. 2c. If \( \ker M_i \) is not contained in low-dimensional orbits, then \( \mathcal{O}_{\ker M_i}^i = \mathbb{R}^n \) and all vectors are indistinguishable. If, however, \( \ker M_i \) is contained in low-dimensional orbits then we can reconstruct the adjacency pattern of the interaction matrix (right panel of Fig. 2c). Note that the partition of indistinguishable interconnection vectors due to the nonlinear deformations cannot be finer than \( \mathcal{O}_{\ker M_i}^i \) obtained via linear deformations.

Note also that the matrix \( M_i \) in (4) is typically unknown because the true regressor \( f_i \) is unknown. Certainly, choosing any regressor \( \tilde{f}_i = G_i^\dagger f_i, G_i \in G_{i,\text{lin}} \), we can only compute

\[
\tilde{M}_i(t_0, t_1) = \int_{t_0}^{t_1} \tilde{f}_i(x(t)) \tilde{f}_i^\dagger(x(t)) \, dt = G_i^\dagger M_i(t_0, t_1) G_i.
\]

Therefore, we have only access to properties of \( M_i \) that remain invariant under \( G_i^\dagger M_i G_i \) for any \( G_i \in G_{i,\text{lin}} \). To find those invariant properties, note that if \( \tilde{v} \in \ker \tilde{M}_i \) then \( v = G_i \tilde{v} \in \ker M_i \), since \( 0 = \tilde{M}_i \tilde{v} = G_i^\dagger M_i G_i \tilde{v} \) and \( G_i^\dagger \) has full rank. Thus, \( G_{i,\text{lin}} \) transforms \( \ker \tilde{M}_i \) into \( \ker M_i \) (and vice-versa, because it is a group), and we can only know the orbit \( G_{i,\text{lin}}(\ker M_i) \) corresponding to this subspace. For example, the condition \( \ker \tilde{M}_i = \{0\} \) for some \( G_i \in G_{i,\text{lin}} \)
implies that

\[ \ker M_i = \{0\}, \]  

(6)
because \( G_{i, \text{lin}}(0) = 0 \) (i.e., \( 0 = G_i0 \) for any \( G_i \)). This shows that we can tell if \( M_i \) is nonsingular using any \( \bar{M}_i \). Equation (6) is an important condition in system identification literature known as *Persistent Excitation* (PE) and it is necessary and sufficient to solve the classical PI problem [31]. With (6) the data is informative enough in the sense it does not produce indistinguishability. In general, we can build the partition of indistinguishable vectors using any \( \bar{M}_i \), i.e., \( \mathcal{O}_i^{\ker \bar{M}_i} = \mathcal{O}_i^{\ker M_i} \) (see Lemma 1 of SI-6 for the proof).

**B. Necessary condition to distinguish a property**

Let \( \mathcal{P} : \mathbb{R}^n \to \mathcal{Y} \) be the property of the interconnection vector we want to reconstruct, where \( \mathcal{Y} \) is its image. For example, \( \mathcal{Y} = \{-1, 0, 1\}^n \) if \( \mathcal{P} \) is the sign pattern, or \( \mathcal{Y} = \{0, 1\}^n \) if \( \mathcal{P} \) is the adjacency or connectivity pattern. The property \( \mathcal{P} \) can be reconstructed only if any two interconnection vectors \( v_1, v_2 \in \mathbb{R}^n \) that have different properties \( y_1 = \mathcal{P}(v_1) \neq \mathcal{P}(v_2) = y_2 \) are distinguishable, i.e., belong to different orbits of \( \mathcal{O}_i^{\ker M_i} \). Let \( \mathcal{P}(a) = \mathcal{P}^{-1}(y) = \{v \in \mathbb{R}^n | \mathcal{P}(v) = y\} \). Then \( \mathcal{P}(a_i) \) can be reconstructed only if all two sets in the collection \( C_P = \{P_y \subseteq \mathbb{R}^n | y \in \mathcal{Y}\} \) belong to different orbits \( \mathcal{O}_i^{\ker M_i} \). When the deformations are a-priori known to be linear, this condition is also sufficient.

**C. The role of our knowledge of the coupling functions**

We could shrink or enlarge the group of transformations \( \mathcal{G}_{i, \text{lin}} \) according to our uncertainty of the coupling functions. For example, it will collapse to the single element \( \mathcal{G}_{i, \text{lin}} = \{I_{n \times n}\} \) if we know the coupling functions exactly, or will increase to \( \mathcal{G}_{i, \text{lin}} = \{\text{nonsingular } \mathbb{R}^{n \times n} \text{ matrices}\} \) if we do not have any knowledge of them. We emphasize that if \( \mathcal{G}_{i, \text{lin}} \) is enlarged (e.g., by including nonlinear transformations or more general interactions between nodes), existing orbits may merge but new orbits cannot appear because the original linear transformations preserving pairwise interaction remain in the group.

Since our previous analysis only depends on the group property of the transformations, it can be straightforwardly extended to any linear group \( \mathcal{G}_i \). It is just necessary to find its orbits \( \mathcal{O}_i \) and build the corresponding \( \mathcal{O}_i^{\ker M_i} \). From this observation, in order to reconstruct
some property of the interaction matrix, it is necessary that (i) our uncertainty about the
coupling functions is small enough (i.e., any two sets in $C_P$ belong to different orbits of
$G_i$), and (ii) the measured temporal data is informative enough (i.e., hyperplanes parallel
to $G_i(\ker M_i)$ do not glue orbits together). For example, in order to reconstruct the edge-
weights it is necessary to know the coupling functions exactly ($G_i = \{I\}$), because only then
any two vectors belong to different orbits.

D. Specifying the coupling functions

It is possible to reduce $G_i$ to $\{I\}$ when the system we aim to model indicates the appro-
priate coupling functions to use. For example, the generalized Lotka-Volterra (GLV) model
can provide a good starting point for ecological systems [14]. Linear coupling functions are
appropriate if the system remains close to an operating point (e.g., a steady-state). Candidate coupling functions for the model can also be computationally searched or improved
using symbolic regression [32]. In these cases indistinguishability emerges only from uninfor-
mative data: $v_1$ is indistinguishable from $v_2$ iff $v_1 - v_2 \in \ker M_i$. Consequently, a property
$P(a_i)$ can be reconstructed iff all two sets in the collection $C_P = \{P_y \subseteq \mathbb{R}^n | y \in \mathbb{Y}\}$ can be
separated by a fiber, Fig. S1. A fiber is an hyperplane and thus partitions $\mathbb{R}^n$ in two regions;
we say it separates $P_{y_1}$ from $P_{y_2}$ if $P_{y_1}$ belong to one region and $P_{y_2}$ belongs to the other
region or the fiber, Fig. 2b.

By specifying the coupling functions we can reconstruct more information such as the
interaction matrix itself (i.e., edge-weights). Setting $P = \text{Identity}$ we obtain $C_P = \mathbb{R}^n$,
showing that the necessary and sufficient condition to reconstruct $A$ is to distinguish between
any two different interconnection vectors in $\mathbb{R}^n$. This is possible iff the PE condition (6)
holds, a classical result from system identification theory [31]. Without PE it is still possible
to distinguish, for example, the adjacency-pattern of the interconnection vector when $\ker M_i$
is exactly ‘horizontally’ oriented. In fact, from the right panel of Fig. 2c, we can separate
the sets $P_y$ of vectors with different adjacency-patterns (orange and red regions) using the
same red region as separating fiber. However, this situation is pathological in the sense
that an infinitesimal change in the fiber’s orientation will eliminate the distinguishability.
Note also that other properties like sign-pattern, connectivity pattern or degree sequence
are indistinguishable.
E. Persistent excitation is generically necessary

Any mathematical model only approximates the dynamic behavior of a real system. Therefore, we can only expect that the “true” coupling functions are sufficiently close (but not exactly equal) to some deformation \( \hat{f}_i(x) = G_i^T f_i(x) \), \( G_i \in G_{i,\text{lin}} \). Considering this, it is important to understand if the distinguishability conditions derived earlier remain true under arbitrary but sufficiently small deformations of the coupling functions, a notion known as structural stability [33, 34]. Otherwise, these conditions represent non-generic cases that cannot appear in practice because they vanish under infinitesimal deformations.

We proved that the PE condition (6) is structurally stable (Theorem 1, SI-7). However, when \( \ker M_i \) is non-trivial, the condition that it belongs to low-dimensional orbits is structurally unstable (Theorem 2, SI-7). To understand the implications of these results, let’s consider an arbitrary deformation \( \hat{f}_i(x) \) with ‘size’ \( \delta > 0 \), i.e., \( \| \hat{f}_i(x(t)) - \bar{f}_i(x(t)) \| \leq \delta, \forall t \in [t_0, t_1] \). The PE condition is structurally stable because there exists \( \delta > 0 \) sufficiently small such that if \( \bar{f}_i(x(t)) \) has PE then any \( \hat{f}_i(x(t)) \) also has PE, Fig.3a. Indeed, regardless of the size of the deformation, almost any analytic deformation of the regressor will also have PE (Theorem 3, SI-8). In practice, these two results imply that we can check if given temporal data satisfies the PE condition without knowing the coupling functions exactly.

In contrast, when \( \ker M_i \) is non-trivial (i.e., contains a linear subspace of \( \mathbb{R}^n \) different from \( 0 \)) and belongs to low-dimensional orbits, then for any \( \delta > 0 \) there is a deformation \( \hat{f}_i(x) \) —a rotation, indeed— such that \( \ker \hat{M}_i \) belongs to the \( n \)-dimensional orbit, Fig.3b. Here \( \hat{M}_i = \int_{t_0}^{t_1} \hat{f}_i(x(t)) \hat{f}_i^T(x(t)) dt. \)

The analysis above shows that only two generic cases exist: (i) \( \ker M_i = \{0\} \) and indistinguishable vectors emerge only due to uncertain coupling functions \( O_i^{ker M_i} = O_i \); and (ii) \( \ker M_i \) is not trivial and is contained in the \( n \)-dimensional orbit, so all interconnection vectors become indistinguishable \( O_i^{ker M_i} = \mathbb{R}^n \).

Consequently, in a generic case, the PE condition (6) is necessary in order to reconstruct any property. Even if the coupling functions are exactly known, without PE we cannot generically reconstruct the sign/connectivity/adjacency patterns or degree sequence. The reason is simple: for all these properties there is no gap between the sets \( C_P \). For example, for \( \varepsilon \approx 0 \), the vectors \( v_1 = (\varepsilon, 0, \cdots, 0)^T \) and \( v_2 = 0 \) are infinitesimally close in \( \mathbb{R}^n \) but have different connectivity or degree sequence. Therefore, even when the sets \( P_u \) can be separated
by a fiber with a particular orientation (e.g., $P_{y_1}$ and $P_{y_2}$ shown in Fig.2b), an infinitesimal deformation in the coupling functions changes this orientation producing indistinguishable interconnection vectors with different properties. The question is how to create these gaps and solve NR problems without PE.

In the following, we show that knowing prior information about the interaction matrix $A$ shrinks the domain of a property $P$, create gaps between the sets $P_y$ in $C_P$ and hence relax the PE condition.

**F. Prior knowledge of the interaction matrix relaxes the PE condition**

For clarity, in this section we assume that the coupling functions are exactly known. The simplest prior information of $A$ is that the interconnection vectors satisfy:

$$a_i \in \mathbb{V}, \quad i = 1, \ldots, n,$$

where $\mathbb{V} \subseteq \mathbb{R}^n$ is a known set. Prior information shrinks the domain of the property $P$ from $\mathbb{R}^n$ to $\mathbb{V}$, i.e., $P : \mathbb{V} \subseteq \mathbb{R}^n \rightarrow \mathbb{Y}$. Two typical cases are: (i) $a_{ij}$ takes a finite number of values (e.g., binary signed interactions) and $\mathbb{V} = \cup_y P_y$ is a discrete set since each $P_y$ is a point, Fig.4a; and (ii) $a_{ij}$ are bounded as

$$a_{ij} \in [-a_{\text{max}}, -a_{\text{min}}] \cup [-\epsilon, \epsilon] \cup [a_{\text{min}}, a_{\text{max}}]$$

for some known constants $0 \leq \epsilon < a_{\text{min}} < a_{\text{max}}$. In this case $\mathbb{V} = \cup_y P_y$, where $P_0$ is an $\epsilon$ neighborhood of zero (which can be associated to ‘zero’ sign-pattern), and each of the $3^n - 1$ remaining sets lies in a different orthant $\mathbb{R}^n$ (and thus be associated to distinct sign patterns), see Fig.4b. A similar analysis can be applied in the case when ‘network sparsity’ is the prior information, SI-9.

In case (i), $A$ itself can be reconstructed without PE if we can separate each point composing $\mathbb{V}$ with a fiber. If $\dim(\ker M_i) < n$, this is generically possible because an infinitesimal deformation will change any ‘pathological’ orientation that contains two points. In case (ii), the sign or connectivity pattern can be reconstructed without PE if there is a gap between the sets $P_y$ such that a fiber can separate them, Fig.4b. The condition that a fiber fits in a gap is structurally stable. If this gap increases ($a_{\text{min}} - \epsilon$ increases and $a_{\text{max}} - a_{\text{min}}$ decreases), it becomes even easier for the fibers to fit. However, the interaction matrix $A$ itself cannot be reconstructed because it is impossible to separate two points inside one $P_y$. 
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G. Example

We illustrate our results in a basic problem of network reconstruction using steady-state data. Consider two species \((x_1, x_2)\) interacting in a food web and suppose we measure their steady-state abundances \(x(t) = \text{const}, \forall t \in [t_0, t_1]\). The goal is to reconstruct the sign-pattern of the interaction matrix characterizing who eats whom. Since the data is constant, any regressor \(\bar{f}_i(x(t))\) is also constant and all \(\bar{M}_i\)'s have rank 1 at most. Thus, the PE condition \((\ref{eq:PE})\) cannot be satisfied. Consequently, our analysis shows that without better specifying the coupling functions of the model, all interconnection vectors are generically indistinguishable and it is impossible to reconstruct any property of the interaction matrix.

To circumvent this problem we specify the coupling functions using the GLV model \(\dot{x}_i = r_i x_i + \sum_{j=1}^{2} a_{ij} x_i x_j\). We assume that the growth rates \(r_i\) are known. This uncontrolled model can be rewritten as in \((\ref{eq:GLV})\) using \(f_{ij}(x_i, x_j) = x_i x_j\) and \(u_i(t) = r_i x_i(t)\). Note that \(M_i(t_0, t_1) = x_i^2 \cdot (t_1 - t_0) \cdot x x^T\) has rank 1 at most, and it is still generically impossible to reconstruct exactly the interaction matrix \(A = (a_{ij})\) or any other property of it. This coincides with the fact that one steady-state experiment is generically not enough for parameter identification \((\ref{ref:parameter_identification})\). Yet, assuming known bounds of the interactions \((\ref{eq:interaction_bounds})\), we can reconstruct exactly the sign-pattern. For this, it is necessary and sufficient to separate the \(3^2\) sets in \(C_P\) by lines parallel to \(\ker M_i\). SI-10 presents a numerical example when this is possible, and SI-4 shows an NR method based on our analysis.

II. DISCUSSION

We now discuss the implications of our results. Regardless of the property of the interaction matrix \(A\) we aim to reconstruct and even if we know the coupling functions exactly, we proved that PE \((\ref{eq:PE})\) is generically necessary. This fundamental limitation implies that reconstructing less information of the interaction matrix generically does not mean we can solve an NR problem with less informative data. In particular, when only steady-state data from a single experiment is available, our result implies that generically no property of the interaction matrix can be reconstructed, not even mentioning the interaction matrix itself \((\ref{ref:parameter_identification})\). From a different angle, the PE condition also serves as guideline to design experiments \((\ref{ref:experiments})\) that can provide sufficiently informative data. For instance, simply changing the initial
conditions of the two-species ecological network of our previous example can produce PE using the GLV model. Available control inputs and intrinsic noise on the dynamics are also useful for this [37, 38]. Notice that in system identification literature PI is often performed in real time, so the PE condition should hold uniformly in the initial time [16, 17, 31].

The advantage of using NR to reconstruct less information of the interaction matrix is that we can have more uncertainty about the system dynamics. For example, if we aim to reconstruct the adjacency-pattern $K$ and the PE condition holds, we can consider the set of all dynamic systems with pairwise coupling functions and we need little knowledge of the true system dynamics. We can check the PE condition even when the coupling functions are not exactly known (SI-7 and SI-8). Indeed, for linear deformations, we characterized an optimal tradeoff: given a property of $A$ to reconstruct, the uncertainty on the coupling functions should be small enough (orbits distinguish the property) and the measured data should be informative enough (to ensure PE in the family of regressors). It remains open to understand how much indistinguishability is created by considering general nonlinear deformations.

Experimentally measured data usually has poor information content, in the sense that it typically cannot satisfy the PE condition. For example, current gene sequencing is frequently constrained to measure steady-state data only, which cannot satisfy the PE condition for any regressor. In order to circumvent this fundamental limitation of NR, we have shown that prior knowledge of the interaction matrix can relax the PE condition allowing us to solve the NR problem.

We notice that a different class of fundamental limitation in NR has been discussed in literature: solving an NR problem is impossible without measuring all time-varying nodes in the network [39]. If the state variables of unmeasured nodes are constant, then NR is actually possible (SI-11). Previous works considered the distinguishability of the parameters themselves only (i.e., the identity property) and were restricted to known coupling functions [11, 12]. Our analysis characterizes necessary conditions to distinguish any property of the interaction matrix under uncertain coupling functions, and it can be straightforwardly extended to include arbitrary-order interactions (e.g., $x_ix_jx_k$) and some nonlinear parametrizations (e.g., $x_i/(a_{ij} + x_j))$, SI-12. The analysis of uncertain coupling functions is motivated by existing NR algorithms that completely ignore our knowledge about the system dynamics, [40] and references therein. It is also possible to analyze the effect of
noise and more general uncertainty of the coupling functions at the cost of less constructive results [41].

Our results indicate that a better characterization of the uncertainty in the system’s coupling functions and prior information of the interaction matrix are extremely useful to make practical improvements in network reconstructions. This, in turn, calls for the design of better algorithms (SI-4) that incorporate such information, and that provide a guarantee of correct network reconstruction.

ACKNOWLEDGMENTS

We thank Jean-Jacques Slotine and Travis Gibson for reading preliminary version of this paper. This work was supported by the CONACyT postdoctoral grant 207609; Army Research Laboratories (ARL) Network Science (NS) Collaborative Technology Alliance (CTA) grant: ARL NS-CTA W911NF-09-2-0053; DARPA Social Media in Strategic Communications project under agreement number W911NF-12-C-002; the John Templeton Foundation: Mathematical and Physical Sciences grant no. PFI-777; and the European Union grant no. FP7 317532 (MULTIPLEX).

[1] A.-L. Barabási, Network Science (Cambridge University Press, Cambridge, UK, 2016).
[2] M. E. Newman, SIAM review 45, 167 (2003).
[3] S. N. Dorogovtsev, A. V. Goltsev, and J. F. F. Mendes, Rev. Mod. Phys. 80, 1275 (2008).
[4] R. Pastor-Satorras and A. Vespignani, Phys. Rev. Lett. 86, 3200 (2001).
[5] R. Cohen, K. Erez, D. ben Avraham, and S. Havlin, Phys. Rev. Lett. 85, 4626 (2000).
[6] T. Nishikawa, A. E. Motter, Y.-C. Lai, and F. C. Hoppensteadt, Phys. Rev. Lett. 91, 014101 (2003).
[7] W. Wang and J.-J. Slotine, Biological Cybernetics 92, 38 (2005).
[8] Y.-Y. Liu, J.-J. Slotine, and A.-L. Barabási, Nature 473, 167 (2011).
[9] T. Nepusz and T. Vicsek, Nature Physics 8, 568 (2012).
[10] Y.-Y. Liu, J.-J. Slotine, and A.-L. Barabási, Proceedings of the National Academy of Sciences 110, 2460 (2013).
[11] M. Timme and J. Casadiego, Journal of Physics A: Mathematical and Theoretical 47, 343001 (2014).

[12] A. F. Villaverde and J. R. Banga, Journal of The Royal Society Interface 11, 20130505 (2014).

[13] R. J. Prill, D. Marbach, J. Saez-Rodriguez, P. K. Sorger, L. G. Alexopoulos, X. Xue, N. D. Clarke, G. Altan-Bonnet, and G. Stolovitzky, PloS one 5, e9202 (2010).

[14] B. Barzel and A.-L. Barabási, Nature physics 9, 673 (2013).

[15] E. Walter and L. Pronzato, Communications and Control Engineering (1997).

[16] L. Ljung, System identification (Springer, 1998).

[17] T. Kailath, A. H. Sayed, and B. Hassibi, Linear estimation, Vol. 1 (Prentice Hall Upper Saddle River, NJ, 2000).

[18] R. M. May, Ecology , 638 (1973).

[19] G. Shinar and M. Feinberg, Science 327, 1389 (2010).

[20] J. Ruths and D. Ruths, Science (New York, N.Y.) 343, 1373 (2014).

[21] W. Wang and B. Bhargava, in Proceedings of the 3rd ACM workshop on Wireless security (ACM, 2004) pp. 51–60.

[22] S. Arianos, E. Bompard, A. Carbone, and F. Xue, Chaos: An Interdisciplinary Journal of Nonlinear Science 19, 013119 (2009).

[23] R. R. Stein, V. Bucci, N. C. Toussaint, C. G. Buffie, G. Rätsch, E. G. Pamer, C. Sander, and J. B. Xavier, PLoS computational biology 9, e1003388 (2013).

[24] R. Bonneau, Nature chemical biology 4, 658 (2008).

[25] J. J. Tyson, K. Chen, and B. Novak, Nature Reviews Molecular Cell Biology 2, 908 (2001).

[26] M. A. Kohanski, D. J. Dwyer, and J. J. Collins, Nature Reviews Microbiology 8, 423 (2010).

[27] M. Chung, J. Krueger, and M. Pop, “Robust parameter estimation for biological systems: A study on the dynamics of microbial communities,” (2015).

[28] M. Filosi, R. Visintainer, S. Riccadonna, G. Jurman, and C. Furlanello, PloS one 9, e89815 (2014).

[29] S. Prabakaran, J. Gunawardena, and E. Sontag, Biophysical journal 106, 2720 (2014).

[30] J. B. Fraleigh, A first course in abstract algebra (Addison-Wesley, 1994).

[31] K. S. Narendra and A. M. Annaswamy, Stable adaptive systems (Courier Dover Publications, 2012).

[32] J. Bongard and H. Lipson, Proceedings of the National Academy of Sciences 104, 9943 (2007).
[33] R. Thom, (1989).
[34] M. Golubitsky, Siam Review 20, 352 (1978).
[35] E. D. Sontag, Journal of Nonlinear Science 12, 553 (2002).
[36] S. Bandara, J. Schlöder, R. Eils, H. Bock, and T. Meyer, PLoS computational biology 5, e1000558 (2009).
[37] N. Shimkin and A. Feuer, Systems & control letters 9, 225 (1987).
[38] S. Shahrampour and V. Preciado, Automatic Control, IEEE Transactions on 60, 2260 (2015).
[39] J. Gonçalves and S. Warnick, Automatic Control, IEEE Transactions on 53, 1670 (2008).
[40] A. F. Villaverde, J. Ross, F. Morán, and J. R. Banga, PloS one 9, e96732 (2014).
[41] G. Picci, SIAM Journal on Applied Mathematics 33, 383 (1977).
FIG. 2. Indistinguishability of interconnection vectors. a. Indistinguishable vectors due to unknown coupling functions can be transformed into each other using some transformation \( G_i \in G_{i,\text{lin}} \). Sets of those indistinguishable vectors are the partition of \( \mathbb{R}^n \) by the orbits \( O_i \) of \( G_{i,\text{lin}} \), here shown in different colors for \( n = 2 \) and \( n = 3 \). Purple regions should be interpreted as points, and blue regions as lines. The grey region is another orbit. We can distinguish an interconnection vector in the blue orbit (e.g., \( v_2 \) with component \( a_{ij} = 0 \)) from an interconnection vector in the orange orbit (e.g., \( v_1 \) or \( v_3 \) with component \( a_{ij} \neq 0 \)), illustrating that we can distinguish the adjacency of the interconnection vector (i.e., whether \( a_{ij} \) is zero or not for \( j \neq i \)). Nevertheless, since \( v_1 \) and \( v_3 \) belong to the same orbit and hence are indistinguishable, but they have different degree sequences and sign or connectivity patterns, these properties cannot be reconstructed.

b. Due to uninformative measured temporal data, the interconnection vector \( v_1 \) is indistinguishable from \( v_2 \) because \( v_1 - v_2 \in \ker M_i \), that is, both vectors are joined by a fiber (shown in red).

Note also that we can separate the sets \( P_{y_1} \) and \( P_{y_2} \) with the particular orientation of the fibers. However, since there is no gap between these sets, any change in the orientation of the fibers (regardless of how small it is) will produce indistinguishable interconnection vectors that belong to different sets. This illustrates that the PE condition remains generically necessary if there is no gap between the sets in \( C_P = \{ P^{-1}(y) \subseteq \mathbb{V} | y \in \mathbb{Y} \} \).

c. Indistinguishable vectors in network reconstruction appear by combining both kinds of indistinguishable vectors, gluing together orbits of \( G_{i,\text{lin}} \) when they are intersected by a fiber of \( \mathbb{R}^n / \ker M_i \). In the left panel, since \( \ker M_i \) is not contained in low-dimensional orbits, all orbits are are glued \( O_i^{\ker M_i} = \mathbb{R}^2 \) and all vectors become indistinguishable (e.g., \( v_1 \) is indistinguishable from \( v_3 \)). In the right panel, \( \ker M_i \) is horizontally oriented and hence contained in low-dimensional orbits. We can then distinguish between \( v_2 \) and \( v_3 \) and hence reconstruct the adjacency pattern of the interaction matrix.
**FIG. 3. Schematic illustration of structural stability.**

**a.** The Persistent Excitation condition (6) is structurally stable because once some regressor \( \tilde{f}_i \) has PE, any small enough deformation \( \hat{f}_i \) of it also has PE. **b.** When \( \text{ker} M_i \) is nontrivial, the condition that it belongs to low-dimensional orbits is structurally unstable because there always exists a infinitesimal deformation \( \hat{f}_i \) such that \( \text{ker} \hat{M}_i \) belongs to the \( n \)-dimensional orbit.

**FIG. 4. Prior information of the interaction matrix relaxes the PE condition.**

**a.** When the edge-weights \( a_{ij} \)'s take a finite-number of values, the set \( \mathcal{V} \) is discrete (shown in grey). Then distinguishability of the edge-weights is generic, because an infinitesimal deformation will change any fiber that contains two elements of \( \mathcal{V} \) (grey points). **b.** Example for the sets \( P_y \) (shown in grey) in the case of known bounds of the edge-weight (8). Though the edge-weights cannot be distinguished, the sign-pattern (and connectivity) can still be distinguished since there exist hyperplanes parallel to \( \text{ker} M_i \) (shown in blue) separating every \( P_y \). This condition is structurally stable.