Dense-Sparse Deep Convolutional Neural Networks Training for Image Denoising
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Recently, deep learning methods such as the convolutional neural networks have gained prominence in the area of image denoising. This is owing to their proven ability to surpass state-of-the-art classical image denoising algorithms such as block-matching and 3D filtering algorithm. Deep denoising convolutional neural networks use many feed-forward convolution layers with added regularization methods of batch normalization and residual learning to speed up training and improve denoising performance significantly. However, this comes at the expense of a huge number of trainable parameters. In this paper, we show that by employing an enhanced dense-sparse-dense network training procedure to the deep denoising convolutional neural networks, comparable denoising performance level can be achieved at a significantly reduced number of trainable parameters. We derive motivation from the fact that networks trained using the dense-sparse-dense approach have been shown to attain performance boost with reduced number of parameters. The proposed reduced deep denoising convolutional neural networks network is an efficient denoising model with significantly reduced parameters and comparable performance to the deep denoising convolutional neural networks. Additionally, denoising was achieved at significantly reduced processing time.
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1. Introduction

Image denoising has been an active area of research for a long time as it is an integral step in many practical applications such as medicine, astronomy, etc. Noise is inevitable in images and videos captured by devices such as cameras, magnetic resonance systems, etc. Noise could be introduced due to some irregularities in the components that make up the system, the environment where the picture was captured (for instance, a foggy or rainy environment), etc. Therefore, the task of image denoising algorithms (denoisers) is to recover the clean image $X$ from a noise corrupted image observation $Y$. Usually,

$$Y = X + W$$

(1)

In (1), $W$ is referred to as the noise. The noise is usually independent of the image. To model this noise, random mutually independent entries drawn from the same probability distribution (i.i.d) is mostly used. The Gaussian (normal) distribution is a widely used distribution for modeling this noise. Therefore, $W$ is commonly assumed to be additive,
white and Gaussian (AWGN) having a variance $\sigma^2$ and a mean equal to zero. Over the years, many denoisers have been developed and can be broadly categorized into two classes, i) Classical [Refs. 1, 3, 4, 6, 9, 11, 14, 17, 23] and ii) Neural Networks (NNs) based denoisers [Refs. 5, 16, 19, 25–28].

The classical denoisers take advantage of various mathematical concepts to perform denoising. These techniques can be non-patch [Ref. 4] or patch-based [Refs. 3, 6, 9, 14]. An image patch is a subset of an image. It contains several adjacent pixels cut out from the image to further enhance the image processing. Non-patch-based denoisers such as the non-local (NL) means algorithm [Ref. 4] operate directly on the image pixels. Particularly, the NL-means denoiser filters out noise from a target pixel by replacing it with the mean of all pixels in the image weighted by how similar they are to the target pixel. Patch-based denoisers use several patches, mostly overlapping, to perform denoising. A single image patch contains more information about an image than a single image pixel. This makes patch-based denoisers perform better than the non-patch-based counterparts. In many patch-based denoisers, patches are transformed from the spatial domain to a transform domain. A popular choice is to transform patches to a sparse domain. In this domain, denoising becomes a question of identifying the components which are due to noise and removing them. Curvelet [Ref. 21], wavelet [Ref. 7], contourlet [Ref. 8], discrete cosine transform (DCT) and discrete wavelet transform (DWT) [Ref. 18] dictionaries are some of the prespecified dictionaries used for patch transformation. Dictionaries can also be learned from the image patches themselves with the help of dictionary learning algorithms such as K-singular value decomposition (K-SVD) [Ref. 2], the method of optimal directions (MOD) [Ref. 10], etc. Given the dictionary, transformation is done using pursuit algorithms such as the orthogonal matching pursuit (OMP) [Ref. 2] and support agnostic Bayesian matching (SABMP) [Ref. 15] algorithms. Block-Matching and 3D filtering (BM3D) [Ref. 6], Collaborative Support-Agnostic Recovery (CSAR) [Ref. 3] and K-SVD [Ref. 9] denoisers have used patch transformation in the sparse domain to perform denoising.

The recent successes of deep learning (DL) algorithms, which are mostly implemented using NNs, is due to the availability of enormous data and processing power. These have seen the performance of the state-of-the-art (SOTA) classical denoisers surpassed by the DL-based counterparts and have inspired researchers to remodel the classical denoisers using NNs. Of such denoisers is the BM3D Network (BM3D-Net) [Ref. 24] which converts the classical BM3D denoising steps into a set of convolution layers. Another recently proposed denoiser is the Deep K-SVD [Ref. 20] which takes advantage of NNs to learn the values of some parameters in the classical K-SVD denoiser’s pipeline. However, the performance of these denoisers is still not up to par with that of pure DL denoisers.

Several pure DL-based denoisers have been proposed [Refs. 5, 19, 25–28]. Of note is the DL-based denoiser - the deep denoising convolutional neural networks (DnCNN) proposed in [Ref. 26]. Due to its deep architecture and better performance, it has inspired several
other denoisers such as the fast feed-forward network (FFDNet) [Ref. 27], and the enhanced deep convolutional neural network (EDCNN) [Ref. 28]. The DnCNN uses several layers of convolutions and takes advantage of the advances in DL regularization techniques such as batch normalization and residual learning to obtain an improved denoising performance surpassing many SOTA denoisers in performance. However, its deep architecture results in a huge set of trainable parameters. Do we really need such a deep network to achieve comparable performance?

In this paper, we show that by employing a different training strategy, we can significantly reduce the number of layers of the DnCNN and still achieve comparable denoising performance. The resultant architecture is termed reduced DnCNN (RDnCNN). Specifically, we employ the dense-sparse-dense (DSD) training approach [Ref. 10] to train the RDnCNN. This approach has been utilized for well-known architectures such as GoogLeNet, VGG-16, ResNet-16, DeepSpeech and achieved better performances compared to their normally trained counterparts. The RDnCNN was able to achieve comparable performance at a significantly reduced network parameters and denoising time compared to the full DnCNN. The rest of the paper is organized as follows. The DnCNN approach for image denoising is described in Sec. 2. We discuss the DSD training approach in Sec. 3. In Sec. 4, we present the proposed algorithm. Finally, the results and discussion are presented in Sec. 5.

2. DnCNN for Image Denoising

As DnCNN [Ref. 26] forms the base of our work, we provide the details of the DnCNN denoiser in this section. The basic architecture of the DnCNN is shown in Fig. 1. The network is composed of 17 convolution layers to perform image denoising. All layers except the output layer is activated with a Rectified Linear Unit (ReLU) activation. This deep structure is able to gradually separate the image from its noisy observation resulting in a significant advantage over other architectures. Batch normalization [Ref. 22] is applied to all hidden convolution layers to address the problem of internal covariate shift which ensued as a result of stacking several layers of convolution. As opposed to learning the clean image, the noise, termed the residual image, is learned by the architecture. This is then removed from the noisy image to get the denoised image. This concept follows residual learning strategy [Ref. 13] which, combined with batch normalization helped in boosting the model’s performance. As aforementioned, the main disadvantage of the DnCNN is the enormous computational complexity that arise from the need to train an extensive set of parameters.
3. **DSD Neural Network Training**

In this section, we provide the detail of the dense-sparse-dense (DSD) training approach. The authors in [Ref. 12] through the training of well-known NN architectures such as the GoogLeNet, VGG-16, ResNet-16, and DeepSpeech observed that some network weights actually tend to impact negatively on the performance of the network. They devised the DSD approach in which such weights were strategically masked to achieve appreciable performance boost in these networks. The DSD approach is a three-step process as described below.

**Step 1: Dense Training** - Given a normal (dense) NN architecture as shown in Fig. 2 (left), the network is trained normally with all its parameters available for training. As all weights are utilized for the training, it is termed dense training. During this training, the network is able to learn the set of weights necessary to achieve good performance. This is essentially the approach used in training many NN architectures.

**Step 2: Sparse Training** – This step is for fine-tuning the learned weights of the network in step 1 as some these learned weights could have negative impact on the performance of the network. To achieve this, the trained weights in each layer of the network are ranked in terms of their absolute values and a certain bottom percentile from them are masked, i.e., set equal to zero. This results in a network with sparse set of trainable weights (Fig. 2 - middle). The resulting network represents a sparse version of the original network. Training is then continued with this sparse network. It is to be noted that the masked
weights do not partake in the training process. After training, the sparse network has better optimized set of weights and the performance of such network have been shown to be better than their dense counterparts in all tested network types. It should be noted that this step is different from dropout used to combat overfitting in NNs. The resulting sparse network in this training step is actually the network on which performance will be evaluated on during test time if this network happens to be the final network. This is opposed to dropout which releases the dropped weights during the test time.

Step 3: Dense Retraining – Lastly, the masked weights in step 2 are released and training is continued on the once again dense network (Fig. 2 – right). This is done to further perturb the already efficient sparse network in step 2, perhaps, a better global minimum could be achieved. As we have observed, not all networks yield appreciable performance improvement with this step. This is because the network obtained after the sparse training in step 2, for most networks, is already at the global optimization minimum. However, this can only be known after some ablation studies on such network.

4. Proposed RDnCNN

Encouraged by the training approach of the DSD, the importance of the DnCNN to denoising using NNs, and the need to have high performing shallower networks, we apply the DSD training strategy to a reduced DnCNN architecture termed the RDnCNN. The proposed RDnCNN architecture follows Fig. 1 and contains only 12 layers compared to DnCNN with 17. With the RDnCNN and DSD training approach, we show that comparable performance can still be achieved by using a shallower architecture. The RDnCNN culminates in a parameter reduction from 557,057 for the DnCNN to 371,777 for the RDnCNN.

The main performance defining strategy of the DSD is the sparse network training of step 2 above. At this stage, the network is able to rid itself of potential weights that could negatively impact its performance. Our ablation studies showed that in our application of the DSD to the RDnCNN, the dense retraining in step 3 only yielded a negligible improvement in performance. The increase in training time caused as a result of the dense retraining is not enough a price to pay for the negligible performance improvement. As such, our final RDnCNN model is obtained after the sparse training.

We first train the RDnCNN using the full weights in a dense approach and then mask the lower 15% of the ranked dense-trained weights. The resulting sparse model is further trained to obtain the final RDnCNN sparse denoiser. It should be noted that while the total number of weights in the RDnCNN network is 371,777, the effective number of weights taking part in the denoising is only 316,010 (15% less 371,777).
4.1 Choice of Number of Layers and Sparsity Rate

To decide the best tradeoff between the number of layers and sparsity rate, we train networks with different depths (number of layers) and sparsity rates and report the results in terms of the PSNR and SSIM in Table 1 below. This table shows the denoising performance on noisy images with $\sigma = 25$. We can observe from this table that the appropriate tradeoff is at number of layers of 12 and sparsity rate of 15%. Above these values, no appreciable performance improvement was observed. This has informed our choice of 12 layers and 15% sparsity rate.

To cater for the increased training time as a result of the DSD training approach, we reduce the number of training epoch from 50 utilized in the DnCNN to 40 for the RDnCNN. This ensures that we have a comparable training time. The training data and all the other parameters such as the learning rate are kept the same as utilized by the DnCNN.

| Layers | Sparsity (Masking %) | 10% | 15% | 20% |
|--------|----------------------|-----|-----|-----|
| 10     | PSNR                 | 29.88 | 29.98 | 29.96 |
|        | SSIM                 | 0.88  | 0.89  | 0.89  |
| 12     | PSNR                 | 29.98 | 30.18 | 30.16 |
|        | SSIM                 | 0.89  | 0.91  | 0.91  |
| 15     | PSNR                 | 30.10 | 30.18 | 30.17 |
|        | SSIM                 | 0.91  | 0.91  | 0.91  |

5. Results and Discussion

Extensive experiments and comparison with other denoising algorithms were performed. Our choice of the DnCNN was due to its better performance compared to other SOTA denoisers [Ref. 2–5, 8]. As our algorithm is a direct modification of the DnCNN algorithm, we compare our performance with that of DnCNN only. We used Python-based NN Keras library running on top of TensorFlow library to develop both models. The base model for the DnCNN model can be downloaded from https://github.com/cszn/DnCNN. Training and testing were performed using 2 Nvidia GTX 1080 Ti GPUs running on a Linux-based cluster with an allocated 32GB of RAM. Training took about 230 minutes for the DnCNN and about 240 minutes for the RDnCNN. This is a comparable training time given the training approach employed for the RDnCNN.

5.1 Comparison with DnCNN

We present a summary of the comparison of the parameters of the RDnCNN and DnCNN in Table 2. These parameters were used to achieve comparable denoising performance. We can observe a reduced number of layers which results in a 16.8% (including masked weights) reduction in the number of trainable parameters. Due to the efficiency of the
RDnCNN network, the average denoising time is significantly reduced by 57%. Additionally, the proposed RDnCNN has a significantly reduced average denoising time compared to the DnCNN.

Table 2. Parameters Summary

|                       | DnCNN | Proposed RDnCNN |
|-----------------------|-------|-----------------|
| Number of layers      | 17    | 12              |
| Number of training epochs | 50    | 40              |
| Model Sparsity        | -     | 15%             |
| Training time         | 230 minutes | 240 minutes    |
| Average Denoising Time| 35 seconds | 15 seconds     |
| Trainable parameters  | 447,057 | 371,777        |

We tested both models on several images utilized in literature for denoising. To prepare the experiment images, we added white Gaussian noise of known variances to the clean images. For a fair comparison with the DnCNN, noise with $\sigma = 15, 25, \text{ and } 50$ were considered. The noisy images were fed into both algorithms to obtain the denoised images. Denoised images were subsequently compared to the original image using commonly used image comparison metrics - the peak signal to noise ratio (PSNR) and the structural similarity index (SSIM). Results of some of these images are presented in Table 3. In the table, we show the PSNR and SSIM of the noisy image (before denoising), denoising with DnCNN, and with the proposed RDnCNN. To emphasize the effect of the sparse training, we also show the denoising results of dense only training to compare with that of dense-sparse (DS) training. We can observe that the performance of DS training surpasses that of the dense only training for all images. The proposed RDnCNN trained using the DS approach offers comparable performance to the DnCNN but with a noticeable reduction in the denoising time.

Table 3. Performance Comparison of Proposed RDnCNN with the DnCNN

| Image    | Before Denoising | DnCNN | Proposed RDnCNN (Dense Only) | Proposed RDnCNN (Dense-Sparse) |
|----------|------------------|-------|------------------------------|-------------------------------|
| Mandrill ($\sigma = 15$) | PSNR (dB) 24.60  | 32.35  | 30.07                         | 32.34                         |
|          | SSIM 0.72        | 0.93   | 0.90                          | 0.93                          |
| Pepper ($\sigma = 15$) | PSNR (dB) 24.60  | 33.10  | 30.08                         | 33.12                         |
|          | SSIM 0.55        | 0.94   | 0.90                          | 0.94                          |
| Boat ($\sigma = 25$) | PSNR (dB) 20.16  | 30.19  | 29.92                         | 30.18                         |
|          | SSIM 0.34        | 0.91   | 0.89                          | 0.91                          |
| Cameraman ($\sigma = 25$) | PSNR (dB) 20.16  | 29.98  | 28.00                         | 29.99                         |
|          | SSIM 0.33        | 0.91   | 0.89                          | 0.92                          |
| House    | PSNR (dB) 14.14  | 28.00  | 27.71                         | 28.00                         |
Visually, as shown in Fig. 3, there are no observable degradation in the denoised images produced by the proposed RDnCNN when compared with that of the DnCNN.

| (σ= 50) | SSIM | 0.12 | 0.82 | 0.80 | 0.82 |
|---|---|---|---|---|---|
| Barbara | PSNR (dB) | 14.14 | 26.25 | 25.32 | 26.23 |
| | SSIM | 0.20 | 0.80 | 0.79 | 0.80 |

Fig. 3: Comparison of DnCNN with the proposed RDnCNN for different images at different noise levels. (a) Original images, (b) Noisy images, (c) DnCNN, and (d) Proposed RDnCNN.

6. Conclusion

In this paper, we successfully incorporate the DSD training approach into one of the SOTA DL-based denoising algorithms - the DnCNN. The choice of DnCNN was born out of the fact that its performance surpasses many SOTA denoising algorithms and has inspired several other DL-based denoising algorithms over the years. However, DnCNN achieves this performance at the expense of increased number of deep convolution layers resulting in a vast number of parameters to train. Our successful application of the DSD to the proposed RDnCNN resulted in a network with significantly reduced number of layers and parameters but with comparable denoising performance when compared with the DnCNN. Experimental results showed that the RDnCNN does not only perform comparatively close to the DnCNN, but also achieves faster denoising time. Further
research will be done on the application of the DSD to other well-known neural network models in various applications and domains.
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