Analysis of Artificial Bee Colony algorithm for optimizing lecture schedule based on willingness of teaching submission
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Abstract. Scheduling is one of important activity, especially in universities. Many activities of lecturers make a lecturers submit a willingness of teaching schedule. This allows greater opportunities for conflicting schedules. In this research, we use Artificial Bee Colony (ABC) algorithm for optimizing lecture schedule based on willingness of teaching schedule submission. With ABC algorithm is expected to reduce conflicting schedules and optimize the schedule according to the willingness of lecturer to teach. In this paper explain the analysis and pattern (encoded) of ABC algorithm that have ready to be implemented. The result of analysis shows that ABC can be applied for optimizing schedule. Then, we describe about several scenarios of experiment which can be used for testing the performance or accuracy of ABC algorithm for optimizing schedule based on willingness teaching submission

1. Introduction
Schedule management becomes complicated if managed manually. However, the technology enables the schedule can be created automatically. Implementation of information technology has been proven to solve many problems accurate, effective, and efficient [1] [2] [3] [4]. Especially, at the university that has its own complexities in scheduling. Not infrequently conflicting schedules made as it relates to time, class, and even lecturers who available. Lecturers also have a lot of activity which causes lecturer submit their individual schedules. This increases the possibility of conflicting schedules higher.

Technological devices are designed to enhance a quality of human’s life [5], one of those which are enable efficiency and effectiveness in business process is information systems. Information systems (IS) is a combination of information technology utilizations and human activity upon a set of agreed procedure [6], generally is used to support management and operation [7]. IS is an organized data process [8], IS has a high level of flexibilities to develop and scalable [9]. Refers to several research, an information system has a high capability in decision making, the system has an accurate data accessibility and efficient run-time [10], high accuracy [11], and to support a proper decision [12], low cost [13], extended accessibility [14], intensify user knowledge [15], increase productivity [16], provide a better data and information [17], and in the certain cases are potentially used as data storage [18].

Many algorithm for optimizing case, such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Differential Evolution Algorithm, Ant System Algorithm, and so on. However, Artificial Bee Colony (ABC) algorithm is one of probabilistic optimization algorithm that can be used to create optimal
schedule [19] [20] [21] [22]. Comparing with GA, PSO, and Differential Evolution algorithm, ABC algorithm is better and more efficient for optimizing case with multivariable [23] [24] [25]. Besides that, ABC is interesting algorithm for research because unique and has not been many used for creating an optimal schedule yet [19], especially lecture schedule. All this time, GA is an algorithm that often for scheduling [26] [27] [28] [29] [30] [31] or another algorithm for optimal scheduling case. ABC is an algorithm that is adapted from Monte Carlo basic concept with random and repeated sample to get best solution, where modelling behaviour of bee in search the food sources [19] [21] [22] [23] [24] [32].

In this works, we use ABC for creating optimal lecture schedule with several input parameter such as lecturers, courses, and classes with the value position. The willingness of teaching schedule submission from lecturers is a challenge how the lecture schedule do not conflict and can satisfy lecturer schedule submission. The optimal schedule will be the best food sources in ABC algorithm. In the upcoming section, we describe the concept of ABC algorithm in Section II. Analysis and Encoding of ABC for schedule optimizing based on willingness teaching submission in Section III. The experiment scenarios of ABC algorithm for optimizing Lecture Schedule based on willingness of teaching submission in Section IV. And finally, conclusion of this research stated in Section V.

2. **Artificial Bee Colony algorithm**

Artificial Bee Colony (ABC) algorithm is part of swarm intelligent algorithm that is adapted from behaviour of animal colony such as Swarm Optimization and Ant Colony algorithm [20] [24] [25] [32]. ABC is adapted from behaviour of bee in search the food source which has three main component, among others [24] [25] [32]:

- **Food sources**, the value or quality of a food source is determined by the distance to the honeycomb, the number of foods, and easily get the food.
- **Employed foragers**, the bees are in charge of storing information from food sources which have been found. Either an information about the distance or direction from the hive, the level of profitability, or wealth of information from a food sources to be distributed. Therefore, the number of employed bees should be equivalent to the amount of the food sources that have been found. In sharing the information the food sources, employed bees do a dance that is called Waggle Dance in Dancing Room which is located at the centre of a beehive with onlooker bees as watching and selecting food sources to be exploited.
- **Unemployed foragers**, the bees were tasked with finding food sources that can be exploited. There are two types of unemployed foragers: Scouts, a bee agent in charge for position food sources in the environment around the nest at random to a certain extent.
- **Onlookers**, a bee agent whose job is to select and exploit food sources that the information is kept by employed bee.

Generally, the algorithm of ABC is as follow [10] [11] [18]:

```
Initialization Phase REPEAT
Employed Bees Phase
Onlooker Bees Phase
Scout Bees Phase
Memorize the best solution achieved so far
UNTIL (Cycle = Maximum Cycle Number/MCN)
//Initialization Phase
Initializing the population from solution
//Evaluating the population
//Employed Bees, Onlooker Bess, and Scout Bees Phase
a. Generate new solution (Vi) in the neighbourhood (Xi) for employed bees using the following equation:
```
Vij = Xij + φij (Xij - Xkj)
Where Xi is a solution that was obtained randomly and \( \phi \) is a random number in range (-a, a). Evaluation of new solution Vi.

b. Calculate the probability of the value of \( p_i \) for solution \( X_i \) using the fitness value with the following equation:

\[
P = \frac{f_{sol}}{\sum_{n=1}^{n} f_{sol}}
\]

c. Generate new solutions for onlookers to \( V_i \) from the solution \( X_i \) that is selected by \( p_i \)

//Save the best food sources that have been obtained
//Do repetitions to the number of cycle until MCN

3. Analysis and encoding of Artificial Bee Colony for schedule optimizing based on willingness teaching submission

In this research, food source which is set of solution will be filled by all couple of lecturers, courses, classes, and position value. For example, Table 1 describes the teaching willingness submission from lecturers and will be encoded with format as follow: lecturer_code+courses+class+credit_hours, for example DS.AI.A_3 for Dian Sa’adillah who teach Artificial Intelligent (AI) course in class A and credit hours is 2. The example from Table 1 has several constraints, for understanding the ABC algorithm easily, such as schedule only on Monday and Tuesday from 7 o’clock until 12 o’clock and two classroom available. This section will describe how to make couple encoded and how ABC algorithm works to create the optimize schedule based on willingness teaching submission. Table 1 provides the example with 4 lecturers with each courses, classes, credit hour of course, and time (day and hour, with 60 minutes per credit value) of willingness teaching submission.

| Lecturer | Courses | Class | Credit | Day     | Hour   |
|----------|---------|-------|--------|---------|--------|
| DS       | Data    | A     | 2      | Monday  | 7-8    |
|          | Base    | B     |        | Monday  | 9-10   |
| SWE      | A       |       |        | Tuesday | 9-10   |
| GT       | Network | A     | 2      | Monday  | 11-12  |
|          | Cryptography | B | 2     | Tuesday | 7-8    |
|          |         | A     | 2      | Tuesday | 9-10   |
| AL       | AI      | B     | 3      | Monday  | 7-9    |
| DN       | Logic   | B     | 3      | Tuesday | 10-12  |

The cells in table 1 that is coloured is a conflict schedule because several lecturers submit on the same day and the same hours. ABC algorithm will be found the best schedule with no conflict and as much as possible win accordance with the proposed schedule. So, ABC algorithm for case in table 1 will be run as the following processes (description of symbols is available in Appendix in table 12):

- Input parameters among others encode of lecturers, courses, sum of classes (2 class), schedule submission, and encode format for lecturer+courses+class+credit
- Initiate d=1, then count time slots for each lecture based on credit hours. If there are lecturers who have not been counted, then d=d+1 and back to process number 3
- Fill the parameters of ABC, among others sum of population (n), limit value (for this case limit value is 2), and MCN value (for this case is 1 for once iteration)
Then, ABC need to know slots that has been filled. So, we provide list of willingness teaching slots, described in Table 2, where 1 is for according to submission schedule and for not according to submission schedule. Colouring cells show the conflict schedule or not accordance with schedule submission.

**Table 2. Willingness teaching schedule.**

|      | 7 | 8 | 9 | 10 | 11 | 12 |
|------|---|---|---|----|----|----|
| Monday | 1 | 1 | 1 | 1  | 0  | 0  |
| Tuesday| 0 | 0 | 1 | 1  | 0  | 0  |
| DN    | 7 | 8 | 9 | 10 | 11 | 12 |
| Monday | 0 | 0 | 0 | 0  | 0  | 0  |
| Tuesday| 1 | 1 | 1 | 1  | 0  | 0  |
| GT    | 7 | 8 | 9 | 10 | 11 | 12 |
| Monday | 0 | 0 | 1 | 1  | 1  | 1  |
| Tuesday| 1 | 1 | 1 | 1  | 0  | 0  |
| AL    | 7 | 8 | 9 | 10 | 11 | 12 |
| Monday | 1 | 1 | 1 | 1  | 1  | 1  |
| Tuesday| 1 | 1 | 1 | 1  | 1  | 1  |

**Table 3. 1st Position of solution for each encoded couple.**

| Encoded Couple | 1st Position of Solution |
|----------------|--------------------------|
| DN_IN_A_3      | 0.56                     |
| DS_BD_A_2      | 0.79                     |
| DS_BD_B_2      | 0.84                     |
| GT_JAR_A_2     | 0.69                     |
| GT_JAR_B_2     | 0.64                     |
| DS_RPL_A_2     | 0.57                     |
| GT_KR_A_2      | 0.44                     |
| AL_IN_B_3      | 0.81                     |
| AL_LI_B_3      | 0.65                     |

Next, count the value of position of solution for each encoded couple. Table 3 is the first position of solution for each encoded couple.

- Initiate iteration variable is equal with 1, and sol=1
- For each couple that has been created, the next steps among others:
  a. Sum all of teaching submission slots for each lecturer
  b. Create set of H which is contained (jpsg+1)
  c. Choose and sort from the encoded couple that has the biggest position value until the smallest
  d. Scheduled the encoded couple that has the biggest position value
  e. Update the willingness of teaching schedule in Table 2, change all value in the table with 0 and fill 1 for slot that is contained the encoded couple with the biggest position value. And also update the class room availability, fill with 1 if the room already has a schedule and 0 for available class room.
  f. Repeat process a to e until all of encoded couple have been scheduled. The result of willingness of teaching scheduled and class room availability describe in Table 4, Table 5, and Table 6. Coloring cells is schedule that nor accordance with lecturer submission. For example, the slot for the submission schedule of the last encoded couple is not available, so the last encoded couple will be scheduled in still available slot on the same day.
Table 4. Update willingness teaching schedule.

| Room/Day | Monday | Tuesday |
|----------|--------|---------|
| DS       | 7 8 9 10 11 12 | 7 8 9 10 11 12 |
| Monday   | 1 1 1 1 0 1 | 0 0 0 1 1 0 |
| Tuesday  | 0 0 0 1 0 1 | 1 1 0 1 0 1 |
| DN       | 7 8 9 10 11 12 | 7 8 9 10 11 12 |
| Monday   | 0 0 0 1 1 1 | 1 1 0 0 1 0 |
| Tuesday  | 0 0 1 0 1 1 | 0 0 1 1 1 1 |
| GT       | 7 8 9 10 11 12 | 7 8 9 10 11 12 |
| Monday   | 1 1 1 0 0 0 | 0 0 1 1 1 1 |
| Tuesday  | 0 0 0 1 1 1 | 0 0 0 0 0 0 |
| AL       | 7 8 9 10 11 12 | 7 8 9 10 11 12 |
| Monday   | 0 0 0 1 1 1 | 0 0 1 1 1 1 |
| Tuesday  | 0 0 0 0 0 0 | 0 0 0 0 0 0 |

Table 5. Update classroom availability.

| Room/Hour | Monday | Tuesday |
|-----------|--------|---------|
| Room 1    | 1 1 1 1 1 1 | 1 1 0 1 1 1 |
| Room 2    | 1 1 1 1 1 1 | 0 0 1 1 1 1 |

Table 6. Schedule from 1st position of solution.

| Monday | Room | 7 8 9 10 11 12 |
|--------|------|----------------|
| A      | R 01 | DS_BD_A_2      |
|        | R 01 | GT_JAR_A_2     |
| B      | R 02 | DS_BD         |
| Tuesday| Room  | 7 8 9 10 11 12 |
|        | R 01 | GT_JAR_A_2     |
| A      | R 02 | DS_RPL_A_2     |
|        | R 02 | GT_KR_A_2      |
| B      | R 01 | AL_IN_B_3      |
|        | R 02 | DN_IN_A_3      |

- Count fitness value for each encoded couple in the first position of solution. Fitness value is counted with equation \((fa1) = \frac{1}{1+Fi}) and will result new position of solution or second position of solution (describe in Table 7). Do the same process with number 7, then all of encoded couple will be scheduled as like as the willingness teaching submission (describe in Table 8).
- Check whether all of solution have been scheduled run until step number 10 and have been counted the fitness value. If solution has been scheduled (sol = 2), then next run to step number 10. Else, if sol is smaller than n, then sol = sol+1, then the solution is scheduled with the previous steps.
- Fill sol = 1, then do the evaluation with employed bee, first and second solution will be changed by employed bee (described in Table 9) using equation \(Vij = Xij + \phi ij (Xij - Xkj)\), where i is determined sequentially \((i=1, 2, ..., n \text{ where } i=\text{sol})\) and j (in algorithm is y) which is random for
first couple and second solution of position for fourth couple that is chosen randomly. The result of schedule after has evaluated by employed bee for first position of solution describe in Table 10. Then, the result schedule after has evaluated by employed bee for second position of solution describes in Table 11. Encoded couple will be positioned accordance with willingness of teaching schedule. If the slot which is wanted is full then encoded couple will be positioned in the next time slot in the same day and class.

**Table 7. 2nd Position of Solution for each encode couple.**

| Encoded Couple | 2nd Position of Solution |
|---------------|--------------------------|
| DN_IN_A_3     | 0.94                     |
| DS_BD_A_2     | 0.87                     |
| GT_JAR_A_2    | 0.85                     |
| DS_BD_B_2     | 0.79                     |
| AL_IN_B_3     | 0.76                     |
| AL_LI_B_3     | 0.69                     |
| GT_KR_A_2     | 0.68                     |
| GT_JAR_B_2    | 0.59                     |
| DS_RPL_A_2    | 0.58                     |

**Table 8. Schedule from 2nd position of solution.**

| Monday | Room | 7  | 8  | 9  | 10 | 11 | 12 |
|--------|------|----|----|----|----|----|----|
| A      | R 01 | DS_BD_A_2 | GT_JAR_A_2 |
|        | R 02 |               |              |
| B      | R 01 | DS_BD_B_2 |
|        | R 02 | AL_IN_B_3 |
| Tuesday| Room | 7  | 8  | 9  | 10 | 11 | 12 |
| A      | R 01 | DN_IN_A_3 |
|        | R 02 | GT_JAR_B_2 | GT_KR_A_2 | DS_RPL_A_2 |
| B      | R 01 | AL_LI_B_3 |
|        | R 02 |               |

**Table 9. Position of solution evaluation by employed Bee.**

| Encoded Couple | 1st Solution Position | Encoded Couple | 2nd Solution Position |
|---------------|-----------------------|---------------|-----------------------|
| DN_IN_A_3     | 0.62                  | DN_IN_A_3     | 0.94                  |
| DS_BD_A_2     | 0.79                  | DS_BD_A_2     | 0.87                  |
| DS_BD_B_2     | 0.84                  | GT_JAR_A_2    | 0.85                  |
| GT_JAR_A_2    | 0.69                  | DS_BD_B_2     | 0.95                  |
| GT_JAR_B_2    | 0.64                  | AL_IN_B_3     | 0.76                  |
| DS_RPL_A_2    | 0.57                  | AL_LI_B_3     | 0.69                  |
| GT_KR_A_2     | 0.44                  | GT_KR_A_2     | 0.68                  |
| AL_IN_B_3     | 0.81                  | GT_JAR_B_2    | 0.59                  |
| AL_LI_B_3     | 0.65                  | DS_RPL_A_2    | 0.58                  |
Table 10. 1st Position of solution evaluation by employed Bee.

| Monday | Room  | 7  | 8  | 9  | 10 | 11 | 12 |
|--------|-------|----|----|----|----|----|----|
| A      | R 01  | DS_DB | D_A_2 | GT_JAR |       |    |    |
|        | R 02  |       |       |       |       | GT_KR_A_2 | |
| B      | R 01  |       | AL_IN_B_2 |       |       |    |    |
|        | R 02  | AL_IN_B_3 |       |       |    |    |    |

Table 11. 2nd Position of solution evaluation by employed Bee.

| Monday | Room  | 7  | 8  | 9  | 10 | 11 | 12 |
|--------|-------|----|----|----|----|----|----|
| A      | R 01  | DS_B | D_A_2 | GT_JAR |       |    |    |
|        | R 02  |       |       |       |       |    |    |
| B      | R 01  | DS_BD_B_2 |       |       |    |    |    |
|        | R 02  | AL_IN_B_3 |       |       |    |    |    |

- Check whether all solution have been scheduled, if have not been scheduled yet, fill sol = sol+1, else run to step 12.
- Fill sol = 1, then give the probability value for each solution that has been scheduled based on fitness value with equation /P = f_sol/∑_i=1^n f_u. Check if sol=1 then filled Cumsol=Psol, else Cumsol=Cum (sol-1).
- Fill sol = 1 and m=1, then do evaluation by onlooker bee with equation Vij = Xij + φij (Xij - Xkj). In evaluation with onlooker bee, first and second bee choose the solution and change two of encoded couple from the choosen solution randomly. For example, first and second bee choose first solution. First bee will choose sixth encoded couple and second bee will choose the fifth encoded couple. So, in TABLE XI encoded couple GT_KR_A_2 will be exchanged with DS_RPL_A_2.
- Check if sol=n then do the next step, else do the previous step for do evaluation with onlooker bee. Fill sol=1, then check whether the solution has been evaluated by onlooker bee. If the best solution still equal or smaller than first solution, then CN value will be added by 1 (CN=CN+1), else CN=0.
- Do Scout Bees evaluation for check whether CN value is equal with the limit. Fill y=1, if CN has reach the limit (for this case is 1), then the solution that has reach the limit will be changed with xsol,y=xmin,y+rand(0,1)*(xmax,y-xmin,y) for get new funnity value by scout bees evaluation.
• Check whether sol=n, if sol is smaller than n then fill sol=sol+1. Next, back to evaluation phase by onlooker bees. Save the best solution for lecture scheduling that has the most optimal fitness value with equation Best=Max(fsol, Best).
• Check stop condition, whether iteration value is equal with MCN value (for this example only one iteration)

4. The experiment scenarios
The experiment for testing performance or accuracy of ABC algorithm must be adjusted with real case study or real implementing environment. Several scenarios or test case of experiment that can be done is as follow:

• Create several case study with several of willingness of teaching schedule submission, such as total of lecturers, total of available class, and courses therewith its credit hour. For example, for first case study, total of lecturer is 5 lecturers with 6 types of courses that will result several encoded couple (for example to be 30 encoded couple), and available classes is 10 classroom with 10 time slot accordance with each credit hour. Second case study is added total of lecturers and courses (automatically increase the encoded couple) with the same available class. Third case study, decrease total of available class with the same total of lecture, total of courses, and total of encoded couple as first or second case study. The point is to make a case study with a variety of input parameters and the possibility of cases occur in creating the schedule.
• Do several iteration for each case study. Because every iteration and total of iteration produce the different optimal schedule. It does not rule out the possibility of the total iteration affect the result of schedule. For example first case study in number 1 is done with once iteration, twice iteration, three times iteration, and so on. Then, compare the result schedule of each iteration for each case study. It shall be make the accuracy of ABC algorithm more reliable

5. Conclusion
ABC algorithm is one of optimization algorithm that is adapted from behaviour of bee. Generally, ABC algorithm is divided into three phase, among others employed bee phase, onlooker bee phase, and scout phase. This research describes the analysis how to use ABC algorithm for optimizing lecture schedule based on willingness of teaching schedule submission. For the future works, ABC algorithm must be tested to know the performance or accuracy of ABC algorithm in creating the optimal schedule. And of course ABC algorithm must be implemented accordance with the real case study.
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Appendix

Table 12. Description of symbols of ABC algorithm.

| Notation | Information |
|----------|-------------|
| Best     | Result of lecture schedule that has the best fitness value |
| CN       | Cycle number that is used to calculate the initial solution that does not changed in the end iteration and compared with the limit |
| Cumsol   | Cumulative value from Psol (sol=1,2,3,...,n) |
| d        | Lecturers |
| fsol     | Fitness value for best solution in one solitation |
| F        | Penalty value for sol solution |
| h        | Day (h = 1, 2, 3, 4, 5) |
| H        | Empty set that filled by y (1,2,3,...,(jpsg+1)) |
| j        | Hour (j = 1, 2, 3, 4,..., 11) |
| jpsg     | Sum of couple of lectures, courses, and classes |
| k        | Random value (k = 1, 2, 3,..., n; k ≠ sol) |
| m        | Variable that is used for help onlooker bees choose evaluated solution (m = 1, 2, 3,..., n) |
| l        | Limit |
| MCN      | Maximum Cycle Number |
| n        | Sum of population of solution |
| o        | Day value for counting slots of teaching willingness submission (o = 1, 2, 3, 4, 5) |
| p        | Hour value for counting slots of teaching willingness submission (p = 1, 2, 3, 4, 5) |
| Psol     | Probability value for solution |
| r        | Classroom which is available |
| rand     | Initial position value for each couple in solution |
| sol      | Counter the sum of solution that have been iterated (sol = 1,2,3,...,n) |
| t        | Checking willingness slot corresponding with course credit (t=j….(j+course credit)-1). |