ERGODIC MULTIPLIER PROPERTIES
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Abstract. In this article we will see some properties that guarantee that a product of an ergodic non-singular action and a probability preserving ergodic action is also an ergodic action. We will start by proving 'The multiplier theorem' for locally compact abelian groups. Then we will show that for certain locally compact Polish groups (Moore groups, and minimally weakly mixing groups), a non-singular $G$ action is weakly mixing if and only if any finite dimensional $G$-invariant subspace of $L_\infty(X,\mathcal{B},m)$ is trivial. Finally, we will show that the Gaussian action associated to the infinite dimensional irreducible representation of the continuous Heisenberg group, $H_3(\mathbb{R})$, is weakly mixing but not mildly mixing.

1. Introduction

Definition 1.1. Let $(X,\mathcal{B},m),(Y,\mathcal{C},\nu)$ be probability spaces, and let $A \in \mathcal{B}, A' \in \mathcal{C}$. A map $f : A \to A'$ is called a probability preserving transformation if it is measurable and for every $C \in \mathcal{C} \cap A'$

$$\nu(C) = m(f^{-1}(C))$$

We denote by $PPT(X)$ the group of all invertible measure preserving transformations from $(X,\mathcal{B},m)$ to itself.

Definition 1.2. Let $(X,\mathcal{B},m),(Y,\mathcal{C},\nu)$ be probability spaces, and let $A \in \mathcal{B}, A' \in \mathcal{C}$. A map $f : A \to A'$ is called a non-singular transformation if it is measurable and for every $C \in \mathcal{C} \cap A'$

$$\nu(C) = 0 \iff m(f^{-1}(C)) = 0$$

We denote by $NST(X)$ the group of all invertible non-singular transformations from $(X,\mathcal{B},m)$ to itself.

Definition 1.3. A Polish space is a separable completely metrizable topological space; that is, a space homeomorphic to a complete metric space that has a countable dense subset.

Let $(X,\mathcal{B},m)$ be a standard probability space, $T$ a non-singular transformation. Define the isometry $U = U_T$ on $L_2(X,\mathcal{B},m)$ by:

$$(U_T f)(x) = \sqrt{\frac{d(m \circ T)}{dm}} \cdot f(Tx)$$

This isometry, called the Koopman isometry, is well defined, since $T$ is a non-singular action, then the Radon-Nikodym derivative is a non-negative function in $L_1(X,\mathcal{B},m)$. In addition, it is a positive isometry in the sense that for every $f \in L_2(X,\mathcal{B},m)$ such that $f \geq 0$

$$U_T f = \sqrt{\frac{d(m \circ T)}{dm}} \cdot f(Tx) \geq 0$$
since the Radon-Nikodym derivative is non-negative and so was $f$. Similarly for every $U$, a positive isometry of $L_2(X,\mathcal{B},m)$, there exists a non-singular transformation $T$ such that $U = U_T$. This result is due to Lamperti, a proof can be found in [29] (page 333).

The group of positive isometries is a subgroup of the group of operators defined on $L_2(X,\mathcal{B},m)$. Endow the group of positive isometries with the weak operator topology. The map $T \mapsto U_T$ is a bijection. The group of non-singular transformations endowed with the topology generated by the pull-back of the topology of positive isometries is a separable Polish group.

**Definition 1.4.** A probability preserving action is a continuous homomorphism $T: G \to \text{PPT}(X)$.

**Definition 1.5.** A non-singular action is a continuous homomorphism $T: G \to \text{NST}(X)$.

**Proposition 1.7.** Let $G$ be a locally compact Polish group, $(X,\mathcal{B},m)$ be a standard probability space, $T : G \to \text{NST}(X)$ be an ergodic action, and let $G_0 \subseteq G$ be a dense subgroup. Then the action of $G_0$ on $(X,\mathcal{B},m)$ is also ergodic.

**Remark 1.9.** Let $T$ be a non-singular weakly mixing action of $(X,\mathcal{B},m)$, let $S$ be a probability preserving action on $(Y,\mathcal{C},\nu)$ such that $T \times S \times S$ is ergodic. Then for every $k \in \mathbb{N}$, $T \times \underbrace{S \times \cdots \times S}_{k \text{ times}}$ defined on the product space, is weakly mixing.

**Definition 1.8.** A non-singular action of $G$ on a standard space is called weakly mixing if for any probability preserving ergodic action of $G$, the product action is also ergodic.

**Definition 1.10.** Let $T$ be a probability preserving action of a locally compact Polish group, acting on a standard probability space $(X,\mathcal{B},m)$. The reduced Koopman representation is the Koopman representation reduced to the subspace $L_2(X,\mathcal{B},m) \triangleq \{ f \in L_2(X,\mathcal{B},m) : \int f dm = 0 \}$. 

\[ m( (T_{g_n} A) \Delta T_{g_n} A) < \varepsilon \]

We will show $A$ is a $G$-invariant set.

\[ m((A \Delta T_{g_n} A) \leq m(A \Delta T_{g_n} A) + m(T_{g_n} A \Delta T_{g_n} A) < \varepsilon \]

by the triangle inequality. This is true for every $\varepsilon$ and therefore $m((A \Delta T_{g_n} A) = 0$, which means $A$ is a $G$-invariant set, and by ergodicity of $G$ it is trivial. Since every $G_0$-invariant set is trivial we conclude the action of $G_0$ on $(X,\mathcal{B},m)$ is ergodic. \(\square\)
Theorem (The weak mixing theorem for $\mathbb{Z}$ actions). For probability preserving $\mathbb{Z}$ actions the following conditions are equivalent:

1. The action is weakly mixing.
2. Any finite dimensional invariant subspace of $L^2(X, B, m)$ is trivial.
3. The product action is ergodic.
4. For every probability preserving ergodic action, the product action is ergodic.
5. The spectral type of the reduced Koopman representation is non-atomic.

This theorem was originally proved by Koopman and Von Neumann in 1932 in their article "Dynamical systems of continuous spectra" (see[19]). A simple proof can be found in Peterson's book (see [26] page 65, theorem 6.1).

We will soon see there is a generalization of this theorem for probability preserving actions of locally compact Polish groups.

Another result for $\mathbb{Z}$ actions is 'the ergodic multiplier theorem'. This theorem, originally proved by M.Keane, spectrally characterizes when the product of a non-singular action and a probability preserving action is ergodic. A proof can be found in Aaronson's book (see [1] pages 81-82). In this article, we will extend 'the ergodic multiplier theorem' for general locally compact abelian groups.

A natural next step was to study similar properties for more general groups. The first progress in this direction, originally proved by Dye and later improved by others, concerned unitary representations of locally-compact Polish groups. This means it can only be applied to probability preserving actions. To understand these results one shall need the following definitions:

Definition 1.11. Denote $C_b(G)$ the set of bounded continuous functions defined on $G$. We say a sequence converges in the strong topology if it converges in the supremum norm. We say a sequence $\{x_n\}$ converges to $x$ in the weak topology if for every linear functional $f$, $f(x_n) \to f(x)$.

Definition 1.12. A function $f \in C_b(G)$ is called almost periodic if the orbit $\{f g; g \in G\}$ is pre-compact in $C_b(G)$ endowed with the strong topology. $f \in C_b(G)$ is called weakly almost periodic if the orbit $\{f g; g \in G\}$ is pre-compact in $C_b(G)$ endowed with the weak topology. Denote by $WAP(G)$ the algebra of weakly almost periodic functions, and by $AP(G)$ the algebra of almost periodic functions.

Example 1.13. Let $(X, B, m)$ be a standard probability space. Given a unitary representation $\pi$ of $G$ on $\mathcal{H} := L^2(X, B, m)$, for every two functions $f_1, f_2 \in \mathcal{H}$ define the function $\varphi_{f_1, f_2} = \varphi : G \to \mathbb{C}$ by

$$\varphi(g) = \langle \pi(g)f_1, f_2 \rangle$$

Then $\varphi_{f_1, f_2}$ is weakly almost periodic. If in addition $m(|\varphi_{f_1, f_2}|) = 0$, then $\varphi_{f_1, f_2}$ is called a flight function. For more details see [14].

Definition 1.14. Let $\mathfrak{A}$ be a liner space of bounded functions on $G$, which is closed under conjugations and contains the constant functions. A linear functional defined on $\mathfrak{A}$, $m$, is called a mean if:

- For every $f \in \mathfrak{A}$, $m(f) = \overline{m(\overline{f})}$.
- If $f \geq 0$, then $m(f) \geq 0$. 

• For every $f \in \mathfrak{A}$, $m(f) = \overline{m(\overline{f})}$.
• If $f \geq 0$, then $m(f) \geq 0$. 

• For every $f \in \mathfrak{A}$, $m(f) = \overline{m(\overline{f})}$.
• If $f \geq 0$, then $m(f) \geq 0$. 

• For every $f \in \mathfrak{A}$, $m(f) = \overline{m(\overline{f})}$.
• If $f \geq 0$, then $m(f) \geq 0$. 

• For every $f \in \mathfrak{A}$, $m(f) = \overline{m(\overline{f})}$.
• If $f \geq 0$, then $m(f) \geq 0$. 

• For every $f \in \mathfrak{A}$, $m(f) = \overline{m(\overline{f})}$.
• If $f \geq 0$, then $m(f) \geq 0$. 

• For every $f \in \mathfrak{A}$, $m(f) = \overline{m(\overline{f})}$.
• If $f \geq 0$, then $m(f) \geq 0$. 

• For every $f \in \mathfrak{A}$, $m(f) = \overline{m(\overline{f})}$.
• If $f \geq 0$, then $m(f) \geq 0$. 

• For every $f \in \mathfrak{A}$, $m(f) = \overline{m(\overline{f})}$.
• If $f \geq 0$, then $m(f) \geq 0$. 

• For every $f \in \mathfrak{A}$, $m(f) = \overline{m(\overline{f})}$.
• If $f \geq 0$, then $m(f) \geq 0$. 

• For every $f \in \mathfrak{A}$, $m(f) = \overline{m(\overline{f})}$.
• If $f \geq 0$, then $m(f) \geq 0$. 

• For every $f \in \mathfrak{A}$, $m(f) = \overline{m(\overline{f})}$.
• If $f \geq 0$, then $m(f) \geq 0$. 

orthogonal basis for \( V \), corollary 1.18, there exists a finite dimensional non-trivial space in 

**Proof.**

For every function \( f \in \mathcal{A} \), denote by \( f_g \) the function \( f_g(h) = f(gh) \). \( m \) is called a left \( G \)-invariant mean if it is a mean and in addition \( m(f_g) = m(f) \) for every \( f \in \mathcal{A} \) and \( g \in G \). There is a similar notion for right \( G \)-invariant mean.

**Theorem 1.15.** The algebra \( \text{WAP}(G) \) admits a unique left and right \( G \)-invariant mean, denoted by \( m \).

**Proof.** see [12] theorem III.A.2. \( \Box \)

By using the invariant mean on weakly almost periodic functions, similar equivalences to the ones presented for \( \mathbb{Z} \) actions, can be deduced for representations of locally compact Polish groups.

**Definition 1.16.** A continuous unitary representation of a group \( G \) on a Hilbert space \( \mathcal{H} \) is called **weakly mixing** if for every \( f_1, f_2 \in \mathcal{H} \), \( m(\langle \pi(g)f_1, f_2 \rangle) = 0 \).

It is called **ergodic** if for every \( f_1, f_2 \in \mathcal{H} \), \( m(\langle \pi(g)f_1, f_2 \rangle) = 0 \).

**Theorem 1.17** (Corollary from Bergelson & Rosenblatt 1988 [7]). Let \( (X, \mathcal{B}, m) \) be a standard probability space, \( G \) a locally compact Polish group, \( T : G \to \text{PPT}(X) \). Let \( \pi \) be the reduced Koopman representation of \( G \) induced by \( T \). Then the following are equivalent:

1. \( \pi \) is weakly mixing.
2. For every \( f_1, f_2 \in L_2(X, \mathcal{B}, m)_0 \):
   \[
   m \left( \left| \int (\pi(g)f_1) f_2 dm \right| \right) = 0
   \]
3. \( \pi \) contains no non-zero finite dimensional sub-representations.
4. The unitary representation \( \pi \times \pi : G \to \text{AUT}(\mathcal{H} \times \mathcal{H}) \) is ergodic.
5. For every unitary representation \( \sigma : G \to \text{AUT}(\mathcal{K}) \), on a Hilbert space \( \mathcal{K} \), the unitary representation \( \pi \times \sigma : G \to \text{AUT}(\mathcal{H} \times \mathcal{K}) \) is ergodic.

**Remark 1.18** (Bergelson & Gorodnik [6]). Let \( G \) be a locally compact Polish group, \( T : G \to \text{PPT}(X) \) a probability preserving action of \( G \) on a standard probability space \( (X, \mathcal{B}, m) \). \( T \) is weakly mixing if and only if it is reduced Koopman representation is weakly mixing if and only if there is no finite dimensional \( T \)-invariant subspaces in \( L_2(X, \mathcal{B}, m)_0 \).

**Proposition 1.19.** Let \( G \) be a locally compact Polish group, \( T \) a non-singular action on a standard probability space \( (X, \mathcal{B}, m) \). Denote by \( U \) the Koopman representation, defined by:

\[
U_g f = \sqrt{\frac{dm_g}{dm}} \cdot f \circ T_g = \sqrt{\frac{d(m \circ T_g)}{dm}} \cdot f \circ T_g
\]

If there is no absolutely continuous invariant probability measure, then \( U \) is weakly mixing.

**Proof.** Since \( U \) is a continuous unitary representation, if it is not weakly mixing, by corollary 1.18, there exists a finite dimensional non-trivial subspace in \( L_2(X, \mathcal{B}, m) \). Let \( V = \text{cls} \langle \text{span} \{ v_1, v_2, \ldots, v_d \} \rangle \) be the invariant subspace. Choose \( f_1, \ldots, f_d \) an orthogonal basis for \( V \), such that \( \| f_j \|_{L_2(X, \mathcal{B}, m)} = 1 \). Note that since for every \( g \in \)}
$G$, $U_g$ is unitary, then for every $f \in L^2(X, \mathcal{B}, m)$, 
$\|U_g f\|_{L^2(X, \mathcal{B}, m)}^2 = \|f\|_{L^2(X, \mathcal{B}, m)}^2$, 
since:
$$
\|U_g f\|_2^2 = \int_X |U_g f|^2 \, dm = \int_X \left| \sqrt{\frac{dm_g}{dm}} f \circ T_g \right|^2 \, dm = 
\int_X |f \circ T_g|^2 \cdot \frac{dm_g}{dm} \, dm = \int_X |f|^2 \, dm = \|f\|_2^2
$$
For every $1 \leq j \leq d$ and for every $g \in G$ there exists $a_1^j(g), a_2^j(g), \ldots, a_d^j(g) \in \mathbb{R}$ 
such that $U_g f_j = \sum_{i=1}^d a_i^j(g) f_i$, since $U_g f_j \in V$. Define the matrix

$$
A_g := \begin{pmatrix}
    a_1^1(g) & a_1^2(g) & \cdots & a_1^d(g) \\
    a_2^1(g) & a_2^2(g) & \cdots & a_2^d(g) \\
    \vdots & \vdots & \ddots & \vdots \\
    a_d^1(g) & a_d^2(g) & \cdots & a_d^d(g)
\end{pmatrix}
$$

Since $U_g$ is linear, for every $\sum_{j=1}^d a_j f_j = f \in V$, if we denote by $\psi(\pi) = \sum_{j=1}^d a_j f_j$, then:

$$(U_g f)(x) = \sum_{j=1}^d a_j \cdot (U_g f_j) = \psi \left( A_g^T \cdot \begin{pmatrix} a_1 \\ a_2 \\ \vdots \\ a_d \end{pmatrix} \right)$$

We will show that for every $x \in \mathbb{R}^d$

$$
\|A_g x\|_2 := \|x\|_2
$$

Define $\pi : V \to \mathbb{R}^d$ by

$$
\pi \left( \sum_{j=1}^d a_j f_j \right) = \begin{pmatrix} a_1 \\ a_2 \\ \vdots \\ a_d \end{pmatrix}
$$

Then since $\{f_j\}$ is an orthonormal basis, $\pi$ is an isometry:

$$
\left\| \pi \left( \sum_{j=1}^d a_j f_j \right) \right\|_2^2 = \left\| \begin{pmatrix} a_1 \\ a_2 \\ \vdots \\ a_d \end{pmatrix} \right\|_2^2 = \sum_{j=1}^d |a_j|^2 = \left\| \sum_{j=1}^d a_j f_j \right\|_{L^2(X, \mathcal{B}, m)}^2
$$

Note that $\pi(U_g f) = A_g^T \cdot \pi(f)$ (it is clear for the basis functions $\{f_1, \ldots, f_d\}$ and for the rest it is true by linearity). Since $\pi$ is an isometry we conclude that for every $x \in \mathbb{R}^d$:

$$
\|A_g x\|_2 = \|(U_g \pi^{-1}(x))\|_{L^2(X, \mathcal{B}, m)} = \|\pi^{-1}(x)\|_{L^2(X, \mathcal{B}, m)} = \|x\|_2
$$

We conclude that $\|A_g x\|_2 = \|x\|_2$, and therefore $\|A_g x\|_2 = \|x\|_2$.

Define $F : X \to \mathbb{R}^d$ by

$$
F(x) = (f_1(x), f_2(x), \ldots, f_d(x))
$$
and define the function \( \phi : X \to \mathbb{R} \) by
\[
\phi(x) = \frac{1}{d} \sum_{j=1}^{d} |f_j(x)|^2 = \frac{1}{d} \|F(x)\|^2
\]
where \( \|\cdot\|_2 \) denotes the Euclidean norm in \( \mathbb{R}^d \).

Define the measure \( d\mu = \phi \cdot dm \), then it is a probability measure, and for every set \( B \in \mathcal{B} \):
\[
\mu(T_g B) = \int_X 1_{T_g B} d\mu(x) = \int_X 1_{T_g B}(x) \cdot \phi(x) dm(x) =
\]
\[
= \int_X 1_{T_g B}(x) \cdot \frac{1}{d} \sum_{j=1}^{d} |f_j(x)|^2 dm(x) = \int_X 1_B(x) \cdot \frac{1}{d} \sum_{j=1}^{d} |(U_g f_j)(x)|^2 dm(x) \quad (\ast)
\]
\[
= \int_X 1_B(x) \cdot \frac{1}{d} \|A_g \cdot F(x)\|^2_2 dm(x) \quad (\ast\ast)
\]
\[
= \int_X 1_B(x) \cdot \frac{1}{d} \|F(x)\|^2_2 dm(x) = \mu(B)
\]
Where (\( \ast \)) is because:
\[
\|A_g \cdot F(x)\|^2_2 = \sum_{j=1}^{d} \left| \sum_{i=1}^{d} a_j^i(g) f_i \right|^2 = \sum_{j=1}^{d} |U_g f_j|^2
\]
and (\( \ast\ast \)) is true since for every \( v \in \mathbb{R}^d \), \( \|A_g v\|_2 = \|v\|_2 \), and specifically it is true for \( v \in \mathbb{R}^d \) of the form \( v = F(x) \) for some \( x \in X \).

\( \mu \) is a probability measure, it is action invariant, and it is absolutely continuous with respect to the original measure, by definition. We conclude that if there is no absolutely continuous, invariant, probability preserving measure, then \( U \) is weakly mixing.

Bergelson & Rosenblatt’s result is not enough to characterize weak mixing when it comes to non-singular actions. There are examples of non singular actions which are not weakly mixing, but no invariant probability measure exists, and by proposition 1.19, their reduced Koopman representation is weakly mixing. A non-singular adding machine (as described in [1] pages 29-31) is conservative, ergodic, and has no absolutely continuous invariant measure, and therefore by proposition 1.19 its Koopman representation is weakly mixing. Nevertheless, it is isomorphic to a group rotation, and therefore has \( L_\infty \) eigenvalues, which means the action itself is not weakly mixing.

In this article, we will use representation theory to find ergodic multiplier properties for non-singular actions of locally compact Polish Moore groups (see section 4). We will show that if \( G \) is a locally compact Polish Moore group, then a non-singular action of \( G \) is weakly mixing if and only if every finite dimensional \( G \)-invariant subspace of \( L_\infty(X, \mathcal{B}, m) \) is trivial. In addition, we will show some examples of such actions.

We will conclude the article with an action of the Heisenberg group, which is weakly mixing but not mildly mixing (see section 4.3).
2. Spectral properties of non-singular actions of locally compact abelian groups

2.1. Preliminaries.

Definition 2.1. Let $G$ be a locally compact abelian group. A **character**, is a continuous group homomorphism between $G$ and $S^1$, usually denoted by $\chi$. The characters form a group, which is called "the Dual group of $G"$, and denoted by $\hat{G}$. $\hat{G}$ is also a subspace of all the continuous functions from $G$ to $\mathbb{C}$, endow $\hat{G}$ with the topology of uniform convergence on compact sets. By Pontryagin duality theorem, since $G$ is locally compact, then $\hat{\hat{G}} = G$. Finally, the group action of the dual group is given by point-wise multiplication, and the inverse of a character is its complex conjugate.

Definition 2.2. An **eigenvalue of the action** $T$ is a character, $\chi \in \hat{G}$, such that there exists a non-zero measurable function $f \in L_2(X, \mathcal{B}, m)$ for which:

$$f \circ T_g = \chi(g) \cdot f - m \text{ almost everywhere}$$

for every $g \in G$. The function $f$ will be called an **eigenfunction**. Denote by $e(T)$ the set of all eigenvalues of the action $T$.

Definition 2.3. For a complex separable Hilbert space $H$, let $E$ denote the collection of orthogonal projections in $H$. Let $(X, \mathcal{B})$ be a measurable Borel space. A function $E : \mathcal{B} \rightarrow E$ is called a **spectral measure** if:

1. $E(X) = Id$
2. $E(\bigcup_{n=1}^{\infty} B_n) = \sum_{n=1}^{\infty} E(B_n)$, for any pairwise disjoint sets.

The equality above should be interpreted for every $h \in H$ in the following sense:

$$\left(E \left( \bigcup_{n=1}^{\infty} B_n \right) \right)(h) = \sum_{n=1}^{\infty} (E(B_n))(h)$$

Theorem 2.4 (The spectral theorem (see [34], [37], [16], & [24])). Let $U_g : \mathcal{H} \rightarrow \mathcal{H}$ be a continuous unitary representation of $G$. Then there exists a spectral measure $E$ on $\hat{G}$ such that for every $g \in G$:

$$U_g = \int_{\hat{G}} \chi(-g) dE$$

As a result for every $\alpha, \beta \in \mathcal{H}$ there exists a measure $m_{\alpha, \beta}$ defined on $\hat{G}$ such that:

$$\langle U_g \alpha, \beta \rangle = \int_{\hat{G}} \chi(-g) dm_{\alpha, \beta}$$

Moreover, there exists a measure, $\sigma_0$ on $\hat{G}$, such that for every $\alpha, \beta \in \mathcal{H}$, $m_{\alpha, \beta}$ is absolutely continuous with respect to $\sigma_0$. The measure $\sigma_0$ is defined uniquely up to equivalence of measures and is known as the **spectral type of the representation**.

Corollary 2.5. [The scalar spectral theorem] Let $G$ be a locally compact abelian group, $T : G \rightarrow \text{PPT}(X)$ an ergodic action of $G$ defined on a standard probability space.
space \((X, \mathcal{B}, m)\). Denote by \(\sigma_0\) the spectral type of the reduced Koopman representation induced by \(T\). Then there exists a non-trivial sesquilinear map
\[
h : L_2(X, \mathcal{B}, m)_0 \times L_2(X, \mathcal{B}, m)_0 \to L_1(\sigma_0)
\]
such that for every \(\alpha, \beta \in L_2(X, \mathcal{B}, m)_0\), and for every \(g \in G\):
\[
(h(U_g\alpha, \beta))(\chi) = \chi(-g) \cdot (h(\alpha, \beta))(\chi)
\]
where this equality is an \(L_1(\sigma_0)\) equality.

**Proof.** By the 'the spectral theorem', for every \(\alpha, \beta \in L_2(X, \mathcal{B}, m)_0\) there exists a measure \(m_{\alpha, \beta}\) such that
\[
\langle U_g\alpha, \beta \rangle = \int_G \chi(-g) dm_{\alpha, \beta}(\chi)
\]
Denote by \(\sigma_0\) the spectral type of the representation \(\{U_g\}_{g \in G}\), then \(m_{\alpha, \beta}\) is absolutely continuous with respect to \(\sigma_0\).

By Radon-Nikodym theorem there exists a function \(f_{\alpha, \beta} \in L_1(\sigma_0)\) such that \(\frac{dm_{\alpha, \beta}}{d\sigma_0} = f_{\alpha, \beta} \in L_1(\sigma_0)\). Define the map
\[
h(\alpha, \beta) = \frac{dm_{\alpha, \beta}}{d\sigma_0}
\]
First, it is indeed a sesquilinear map: let there be \(a, b \in \mathbb{C}, \alpha, \beta, \gamma \in L_2(X, \mathcal{B}, m)_0\), then-
\[
h(a \cdot \alpha + \beta, b \cdot \gamma) = \frac{dm_{a \cdot \alpha + \beta, \gamma}}{d\sigma} = a \cdot \overline{b} \cdot \frac{dm_{\alpha, \gamma}}{d\sigma} + \overline{b} \cdot \frac{dm_{\beta, \gamma}}{d\sigma} = a \cdot \overline{b} \cdot h(\alpha, \gamma) + \overline{b} \cdot h(\beta, \gamma)
\]
where \((*)\) is true since for every \(g \in G\) on one hand
\[
\langle U_g(a \cdot \alpha + \beta), b \cdot \gamma \rangle = \int_G \chi(-g) dm_{a \cdot \alpha + \beta, b \cdot \gamma}
\]
but on the other hand
\[
\langle U_g(a \cdot \alpha + \beta), b \cdot \gamma \rangle = a \cdot \overline{b} \cdot \langle U_g\alpha, \gamma \rangle + \overline{b} \cdot \langle U_g\beta, \gamma \rangle = \int_G \chi(-g) (a \cdot \overline{b} \cdot dm_{\alpha, \gamma} + \overline{b} \cdot dm_{\beta, \gamma})
\]
We conclude
\[
dm_{a \cdot \alpha + \beta, b \cdot \gamma} = a \cdot \overline{b} \cdot dm_{\alpha, \gamma} + \overline{b} \cdot dm_{\beta, \gamma}
\]
Next, \(h\) is non-trivial, otherwise all the operators \(U_g\) are the identity, which is a contradiction to the ergodicity of the action. In addition, for every \(g \in G\), and for every \(\chi \in \hat{G}\):
\[
(h(U_g\alpha, \beta))(\chi) = \left(\frac{\chi(-g) dm_{\alpha, \beta}}{d\sigma}\right)(\chi) = \chi(-g) \cdot \left(\frac{dm_{\alpha, \beta}}{d\sigma}\right)(\chi) = \chi(-g)(h(\alpha, \beta))(\chi)
\]

**Theorem 2.6** (The eigenvalue theorem for locally compact abelian groups- originally proved by Schmidt (see [32]), a generalisation of the proof in [1]). Let \(G\) be a locally compact abelian group, \(T : G \to NST(X)\) a \(G\)-action defined on a standard probability space \((X, \mathcal{B}, m)\) such that \(T\) is non-singular, and ergodic. Then:

- The set \(e(T)\) is a Borel set.
First of all, we will show that for every \( \psi \in e(T) \) a measurable map such that for every \( \chi \in e(T) \) and for every \( g \in G \):

\[
\psi(\chi, T_g x) = \chi(g) \cdot \psi(\chi, x) \quad \text{for } m - \text{almost every } x \in X
\]

(1)

Proof. Let \( E = \{ f \in L_2(X, \mathcal{B}, m); f \text{ is an eigenfunction of } T, |f| = 1 \} \), and define the metric

\[
d(f, h) = \int_X |f - h|^2 dm
\]

then \( E \) is a complete locally compact separable metric space with respect to this topology (as a subspace of \( L_2(X, \mathcal{B}, m) \), which is second countable since \( X \) is a standard space). Denote by \( \mathbb{K} \subseteq E \) the set of constant functions, and define the metric \( \rho : E/\mathbb{K} \times E/\mathbb{K} \to \mathbb{R} \) by:

\[
\rho(f\mathbb{K}, h\mathbb{K}) = \inf_{c \in \mathbb{K}} d(f, c \cdot h)
\]

Then \( E/\mathbb{K} \) is also a complete separable locally compact metric space.

Define the function \( P : E/\mathbb{K} \to e(T) \) by

\[
P(f\mathbb{K}) = \overline{f} : (f \circ T)
\]

\( P \) is well defined since every eigenfunction has a unique eigenvalue, it is continuous as an elementary function, one to one, and onto. Then \( e(T) \) is a Borel set as an image of a complete separable locally compact metric space under a continuous one to one map.

Let \( \{ h_n; n \in \mathbb{N} \} \) be an orthonormal basis for \( L_2(X, \mathcal{B}, m) \), and define the following sets:

\[
K_n = \{ f \in E; \forall 1 \leq k \leq n - 1. \langle f, h_k \rangle = 0 \text{ and } \langle f, h_n \rangle \neq 0 \}
\]

Then by definition for every \( m \neq n \), \( K_n \cap K_m = \emptyset \) and \( \bigcup_{n=1}^\infty K_n \cup \{0\} = L_2(X, \mathcal{B}, m) \).

In addition, \( K_n \) are Borel sets as intersection of open and closed sets (inner product is a continuous function). Define the function \( c : E \to \mathbb{K} \) by

\[
c(f) = \sum_{n=1}^\infty \frac{\langle f, h_n \rangle}{||f, h_n||} \cdot 1_{K_n}(f)
\]

Note that \( c \) is well defined. In addition, \( c \) is indeed measurable as inner products are continuous and \( K_n \) are measurable sets. Define \( M : E \to E \) by \( M(f) = c(f) \cdot f \).

Let \( f \in K_n \), then for every \( a \in T \):

\[
M(a \cdot f) = c(a \cdot f) \cdot (a \cdot f) = \frac{\langle a \cdot f, h_n \rangle}{||a \cdot f, h_n||} \cdot (a \cdot f) = \frac{a \cdot \overline{\langle f, h_n \rangle}}{||f, h_n||} \cdot f = |a| \cdot \frac{\langle f, h_n \rangle}{||f, h_n||} \cdot f = \frac{\langle f, h_n \rangle}{||f, h_n||} \cdot f = M(f)
\]

Define the function \( N : E/\mathbb{K} \to E \) by

\[
N(f\mathbb{K}) = M(f)
\]

since for every \( a \in T \), \( M(af) = M(f) \), and the function is well defined. Finally, define \( \psi : e(T) \times X \to \mathbb{C} \) by

\[
\psi(\chi, x) = (N(P^{-1}(\chi)))(x)
\]

First of all, we will show that for every \( \chi \in \hat{G} \) the function \( \psi(\chi, \cdot) \) is measurable as a function of \( x \). Note that \( P^{-1}(\chi) \) gives us an eigenfunction, which is clearly...
measurable. Now, \( N(P^{-1}(\chi)) \) is a measurable function as a limit of such functions. In addition, \( \psi \) is well defined and for every \( \chi \in e(T) \), and for every \( g \in G \):
\[
\psi(\chi, T_g x) = (N(P^{-1}(\chi))(T_g x) = (N(f\chi))(T_g x) = (M(f))(T_g x) =
\]
\[
c(f) \cdot f(T_g x) = c(f) \cdot f(x) \cdot \chi(g) = \chi(g) \cdot (M(f))(x) = \chi(g) \cdot \psi(\chi, x)
\]
It is left to show that for every \( x \in X \) the function \( \psi(\cdot, x) \) is a Borel map with respect to \( \chi \). First we will show that \( P^{-1} \) is indeed a Borel map. Let \( U \) be a Borel set, then \( P(U) \) is an analytic set as a continuous image of a Borel set in a Polish space. In addition, \( P \) is an injective therefore \( P(U^c) = P(U)^c \), and \( P(U^c) \) is also an analytic set, since \( U^c \) is a Borel set. We conclude \( P^{-1} \) is a Borel map. Next, for every \( n \in \mathbb{N} \) the set \( K_n \) is a Borel set, therefore for every \( n \in N \) the function \( \frac{1}{|\mathcal{F}_{\Delta_n}^{\mathcal{M}}|} \cdot f1_{K_n}(f) \) is a Borel function, as a multiplication of two Borel functions (note that since \( x \in X \) is fixed, \( f(x) \) is a constant number). Since sum of Borel functions, and point-wise limit of Borel functions is a Borel function, then so is the function \( N \). Overall the function \( \psi(\cdot, x) \) is a Borel function as a composition of Borel functions.

**Remark 2.7.** It would be interesting to have a generalized version of the eigenvalue theorem for Moore groups (see section 4).

**Definition 2.8.** A non-singular action of \( G \) on a standard probability space is called properly ergodic if it is ergodic and every orbit has measure zero, i.e. for every \( x \in X \), \( m\{(T_g x; \ g \in G)\} = 0 \).

**Remark 2.9.** We denote by \( \chi_0 \) the constant character. If \( T \) is probability preserving and ergodic, then \( \sigma_0(\{\chi_0\}) = 0 \), where \( \sigma_0 \) is the spectral type of the reduced Koopman representation induced by \( T \). The reason for that is, that for every eigenvalue \( \chi \), \( \sigma_0(\{\chi\}) > 0 \), but since \( T \) is ergodic, if \( \chi_0 \) is an eigenvalue, then there exists an invariant function. By ergodicity every invariant function is constant, and every constant function in \( L^2(Y, \mathcal{C}, \nu) \) is zero. We conclude that \( \chi_0 \) cannot be an eigenvalue for \( T \) and therefore \( \sigma_0(\{\chi_0\}) = 0 \).

2.2. The ergodic multiplier theorem. In this section we will prove the ergodic multiplier theorem for actions of locally compact Polish abelian groups.

**Theorem 2.10** (The ergodic multiplier theorem). Let \( G \) be a locally compact Polish abelian group, let \( (X, \mathcal{B}, m) \) be a standard space, and let \( T : G \to NST(X) \) be a non-singular, and properly ergodic \( G \)-action. Let \( (Y, \mathcal{C}, \nu) \) be a standard probability space, \( S : G \to \text{PPT}(Y) \) an ergodic \( G \)-action, and denote by \( \sigma_0 \) the spectral type of reduced Koopman representation, induced by the action \( S \). Then the following are equivalent:

1. \( T \times S \) is ergodic.
2. \( \sigma_0(e(T)) = 0 \).

**Proof.** \( (1) \iff (2) \): We will show that if \( T \times S \) is not ergodic, then \( \sigma_0(e(T)) > 0 \). If \( T \times S \) is not ergodic, then there exists \( F : X \times Y \to \mathbb{C} \) non-constant invariant function. Without loss of generality, \( F \) is bounded, since an indicator function on an invariant set would also suffice. Define the function \( \phi : X \to L^2(Y, \mathcal{C}, \nu) \) by:
\[
(\phi(x))(y) = F(x, y) - \int_Y F(x, y) d\nu(y)
\]
Note that $\phi(x) \in L_2(Y, C, \nu)_0$ and if $\phi$ is constant, then there exists $f \in L_2(Y, C, \nu)_0$ such that for $m$-almost every $x \in X$, $\phi(x) = f$, and $f(y) = F(x, y)$. But:

$$f \circ S_g(y) = F(x, S_g y) = F(T_g(T^{-g}x), S_g y)) = F(T^{-g}x, y) = f(y)$$

$f$ is a $G$-invariant function. Since $S$ is an ergodic action, $f$ is constant and therefore so is $F$, but it was chosen to be a non-constant function. We conclude $\phi$ is not constant.

Denote by $Isom(L_2(Y, C, \nu)_0)$ the set of all invertible isometries of $L_2(Y, C, \nu)_0$, and by $U : G \to Isom(L_2(Y, C, \nu)_0)$ the mapping defined by $U_g f = f \circ S_{-g}$. Since $F$ is $T \times S$ invariant, it follows that for every $g \in G$, for $m$-almost every $x \in X$:

$$\phi(T_g x) = F(T_g x, x) = F(T_g x, S_{-g}(x)) = F(x, S_{-g}(x)) = \phi(x) \circ S_{-g} = U_g(\phi(x))$$

Using corollary 2.5, there exists $h$ a non-trivial sesquilinear map $h : L_2(Y, C, \nu)_0 \times L_2(Y, C, \nu)_0 \to L_1(\sigma_0)$ such that for every $f \in L_2(Y, C, \nu)_0$, every $g \in G$, and $m$ almost every $x \in X$:

$$(h(\phi(T_g x), f))(\chi) = \langle h(\phi(x) \circ S_{-g}, f) \rangle(\chi) = \langle \chi g(\phi(x), f) \rangle(\chi) - \sigma_0 \text{ almost everywhere}$$

Let $G_0 \subseteq G$ be a dense countable subgroup, and denote by $T^0$ the action of $G_0$ on $(X, B, m)$. Denote by $\Xi_0 \subseteq \hat{G}$ the set of elements such that equation (2) holds for every $g \in G_0$, it is of $\sigma_0$ full measure as countable intersection of such sets. Define for every $\chi \in \Xi_0$ and $f \in L_2(Y, C, \nu)_0$, the function $f_\chi : X \to \mathbb{C}$ by:

$$f_\chi(x) = (h(\phi(x), f))(\chi)$$

By equation (2), for every $g \in G_0$, and for $m$-almost every $x \in X$:

$$(f_\chi \circ T_g)(x) = (h(\phi(T_g x), f))(\chi) = \langle h(\phi(x) \circ S_{-g}, f) \rangle(\chi) = \langle \chi g(\phi(x), f) \rangle(\chi) = \chi(g) f_\chi(x)$$

Therefore $f_\chi$ is an eigenfunction of the action of $G_0$. By proposition 1.7, the action of $G_0$ is ergodic as an action of a dense subgroup. Every eigenfunction of an ergodic action has constant absolute value, denote $|f_\chi| = c_\chi$.

To show that $\sigma_0(e(T^0)) > 0$ it is enough to show that for some $f \in L_2(Y, C, \nu)_0$ it is true that $\sigma_0 \left( \left\{ \chi \in e(T^0); \ c_\chi > 0 \right\} \right) > 0$.

If for every $f \in L_2(Y, C, \nu)_0$ the equality $\sigma_0 \left( \left\{ \chi \in e(T^0); \ c_\chi > 0 \right\} \right) = 0$ holds, then for every $f \in L_2(Y, C, \nu)_0$, $h(\phi(x), f) = 0$. By the Scalar Spectral Theorem, and the definition of $h$, for every $g \in G_0$ for $m$ almost every $x \in X$:

$$\langle \phi(x), f \rangle = \int_G h(\phi(x), f) (\chi) d\sigma_0(\chi) = 0$$

And therefore, for almost every $x \in X$ the function $\phi(x)$ is constant with respect to $Y$. Define the function:

$$E(x) := \int_Y F(x, u) d\nu(u)$$

Then for $m \times \nu$-almost every $(x, y) \in X \times Y$:

$$E(x) := \int_Y F(x, u) d\nu(u) = \int_Y (\phi(x))(u) d\nu(u) = (\phi(x))(y) = F(x, y)$$
In addition, \( E \) is a \( G_0 \)-invariant function, since \( S \) is a probability preserving action, for \( m \)-almost every \( x \in X \):

\[
( E \circ T_g)(x) = \int_Y F(T_g x, u) d\nu(u) = \\
= \int_Y F(T_g x, S_g u) d\nu(u) = \int_Y F(x, u) d\nu(u) = E(x)
\]

\( T_0 \) is ergodic by hypothesis, then \( E \) is necessarily constant, but if \( E \) is constant, then \( F \) is constant, which is a contradiction.

We conclude that \( \sigma_0(e(T_0)) > 0 \). Finally, a proof as the one of proposition 1.7, shows that \( e(T) = e(T^0) \), then \( \sigma_0(e(T)) = \sigma_0(e(T^0)) > 0 \).

(1) \( \Rightarrow \) (2): We will show that if \( \sigma_0(e(T)) > 0 \) then \( T \times S \) is not ergodic. Since \( T \) is a non-singular action, one may assume \( m(X) < \infty \). If \( \sigma_0(e(T)) > 0 \), without loss of generality there exists \( f \in L_2(Y, C, \nu), \mu_f(e(T)) = ||f||^2 \), where \( \mu_f(A) = \langle E(A)f, f \rangle \), and \( E \) is the spectral measure that generates \( \sigma_0 \). This is since there exists \( \mu << \sigma_0 \) such that \( \text{supp}(\mu) = e(T) \) (for more information see [24] chapter 1).

Let \( U_g \) denote the reduced Koopman representation of \( S \), the action of \( G \) in \( L_2(Y, C, \nu) \). Denote \( \mathcal{H}_f = \text{span}\{U_g f; g \in G\} \), and let \( V : \mathcal{H}_f \to L_2(G, \mathcal{B}, \mu_f) \) be the Hilbert space isometry defined as follows: for every \( g \in G \) define

\[
(V(U_g f))(\chi) = \chi(-g) \Rightarrow U_g f = V^{-1}(\chi(-g))
\]

Continue defining \( V \) as a linear transformation, then it is well defined on \( \mathcal{H}_f \). Note that for every \( g, h \in G \):

\[
(V(U_g \circ U_h f))(\chi) = (V(U_{g+h} f))(\chi) = \\
= \chi((-g+h)) = \chi((-h)(-g)) = \chi(-g) \cdot \chi(-h)
\]

Therefore

\[
(V^{-1}(\chi(-g) \cdot \chi(-h)) = (U_g \circ U_h f)(\chi)
\]

Since the set \( \text{span}\{U_g f; g \in G\} \) is dense in \( \mathcal{H}_f \), and for every \( g \in G \) equality (3) holds, then for every \( h \in \mathcal{H}_f \) and for every \( g \in G \):

\[
(V^{-1}(\chi(-g) \cdot h) = (U_g \circ V^{-1}(h))(\chi)
\]

We will show \( V \) is an isometry. It is enough to show \( V \) preserves the inner product for a dense subset in \( \mathcal{H}_f \). Let there be \( g \in G \), then:

\[
||U_g f||^2 = \langle U_g f, U_g f \rangle = \langle f, f \rangle = \int_Y ||f||^2 d\nu = ||f||^2 = \mu_f(\hat{G}) = \\
= \int_G 1 d\mu_f = \langle 1, 1 \rangle = \langle \chi(-g), \chi(-g) \rangle = ||\chi(-g)||^2 = ||V(U_g f)||^2
\]

By linearity of \( V \) it is true for the linear span of \( \{U_g f; g \in G\} \) and by continuity of both \( V \) and the inner product, for \( \mathcal{H}_f \).

In addition, by 'the eigenvalue theorem' (theorem 2.6) there exists a Borel function \( \psi : e(T) \times X \to S^1 \) such that for every \( \chi \in e(T) \), every \( g \in G \), and for \( m \)-almost every \( x \in X \):

\[
\psi(\chi, T_g x) = \chi(g)\psi(\chi, x)
\]
Specifically, for every $\chi \in e(T)$ the transformation $f_\chi = \psi(\chi, \cdot): X \to S^1$ is an eigenfunction of the eigenvalue $\chi$.

Now, let us look at the function $\phi: X \to \{\eta; \eta: e(T) \to S^1\}$ defined by:

$$ (\phi(x))(\chi) = \psi(\chi, x) $$

Remember that one can define the action of $G$ on $\hat{G}$ by $g(\chi) := \chi(g)$, this way any $g \in G$ becomes a function from $e(T)$ to $S^1$. By the properties of $\psi$ (equation (1)) for every $g \in G$ and $\chi \in e(T)$:

$$ (\phi(T_g x))(\chi) = \psi(\chi, T_g x) = \chi(g) \cdot \psi(\chi, x) = (g(\cdot) \cdot \phi(x))(\chi) \text{ m- almost everywhere} $$

Define the function $F: X \times Y \to \mathbb{C}$ by:

$$ F(x, y) = V^{-1}(\phi(x))(y) $$

First, note that $F$ is well defined almost everywhere, since for almost every $x \in X$ the function $\phi(x)$ is a function from $e(T)$ to $S^1$ and the domain of $V^{-1}$ is $\{f: \hat{G} \to \mathbb{C}\}$. Next, by the definition of $V$, $V^{-1}(\phi(x)) \in H_f \subseteq L_2(Y, \mathcal{C}, \nu)_0$. By using the definitions and equation (4) for every $g \in G$:

$$ F(T_g x, S_g y) = U_g(V^{-1}(\phi(T_g x)))(y) = U_g(V^{-1}(g(\cdot) \cdot \phi(x)))(y) = U_g(U_{-g} \circ (V^{-1}(\phi(x))))(y) = V^{-1}(\phi(x))(y) = F(x, y) $$

Which means $F(x, y)$ is $T \times S$ invariant.

It is left to show that $F$ is not constant. Since $V$ is an isometry, then so is $V^{-1}$ and therefore if we will show that $\psi$ is not constant with respect to $x$, then $F$ is not a constant function.

Let $G_0 \subseteq G$ be a dense countable subgroup, and denote by $T^0$ the action of $G_0$ on $(X, \mathcal{B}, m)$. Assume $\psi$ is constant with respect to $x$, and let there be $\chi \in e(T)$. Then there exists $x \in X$ such that for every $g \in G_0$, we have $\psi(\chi, x) = \psi(\chi, T_g x)$ and therefore

$$ \psi(\chi, x) = (\phi(x))(\chi) = (\phi(T_g x))(\chi) = \psi(\chi, T_g x) = \chi(g) \psi(\chi, x) $$

We conclude that $\chi(g) = 1$ for every $g \in G_0$, and by continuity of the characters for every $g \in G$. This is true for every $\chi \in e(T)$ and every $g \in G$, then $e(T) = \{\chi_0\}$, but by remark 2.9 $\sigma_0(\{\chi_0\}) = 0$, which is a contradiction.

**Remark 2.11.** Note that given an eigenvalue theorem for a larger class of groups (for example Moore groups), one could easily extend the ergodic multiplier theorem for this class of group actions.

### 3. Banach-Kronecker Systems

**Definition 3.1.** Let $G$ be a locally compact Polish group, $X$ be a second countable compact topological space. A map $\pi: G \times X \to X$ is called a **topological action** if $\pi$ has the following properties:

1. If $e$ is the identity element of $G$, then for every $x \in X$, $\pi(e, x) = x$.
2. $\pi$ is continuous with respect to both variables.
3. For every $g, h \in G$ and $x \in X$: $\pi(gh, x) = \pi(g, hx)$, where we have to following notation: $hx = \pi(h, x)$. 
**Definition 3.2.** Let $G$ be a locally compact Polish group, $X$ be a second countable compact topological space. If there exists a map, $\pi : G \times X \to X$, which is a topological action, then we say $(X, \pi, G)$ is a topological dynamical system.

**Definition 3.3.** Let $(X, \pi, G)$ be a topological dynamical system. We say the system is equicontinuous if for every $\varepsilon > 0$ there exists $\delta > 0$ such that for every $x, y \in X$ if $d(x, y) < \delta$, then for every $g \in G$, $d(\pi(x), \pi(y)) < \varepsilon$.

It is known that $X$ is a metric space, since it is compact and second countable. In addition, since $X$ is compact every two metrics on $X$ are equivalent, which means this property does not depend on the choice of metric.

**Definition 3.4.** Let $(X, \pi, G)$ be a topological dynamical system. We say $x_0 \in X$ is a transitive point if its orbit is dense in $X$,

$$O_G(x_0) := \{ \pi(g, x_0) ; \ g \in G \} = X$$

**Definition 3.5.** Let $(X, \pi, G)$ be a topological dynamical system. We say the system is minimal if every $x \in X$ is a transitive point.

**Lemma 3.6.** Let $X$ be a compact second countable topological space, let $G$ be locally compact Polish group. If $(X, \pi, G)$ is an equicontinuous topological dynamical system, then there exists an invariant metric.

**Proof.** Denote by $d$ the metric of $X$. Define the metric $D : X \times X \to \mathbb{R}_+$ by $D(x, y) = \sup_{g \in G} d(\pi(g, x), \pi(g, y))$. It is not difficult to see it is indeed a metric. We will show it generates the same topology. On one hand, by definition $D(x, y) \geq d(x, y)$ and therefore $B_D(x, r) \subseteq B_d(x, r)$. We will show that for every $\varepsilon > 0$ there exists $\delta > 0$ such that $B_d(x, \delta) \subseteq B_D(x, \varepsilon)$.

Let there be $\varepsilon > 0$, then by equicontinuity there exists $\delta > 0$ such that for every $x, y \in X$ such that $d(x, y) < \delta$ for every $g \in G$, $d(\pi(x), \pi(y)) < \varepsilon/2$. We conclude that $B_d(x, \delta) \subseteq B_D(x, \varepsilon/2) \subset B_d(x, \varepsilon)$. Overall the topologies generated by the two metrics are the same. \qed

**Definition 3.7.** Let $X$ be a metric space, and let us look at the collection of invertible homeomorphisms defined on $X$. Define the following metric on the group of invertible homeomorphisms:

$$\Delta(\varphi, \psi) = \sup_{x \in X} d(\varphi(x), \psi(x)) + \sup_{x \in X} d(\varphi^{-1}(x), \psi^{-1}(x))$$

The topology induced by this norm is called the compact open topology.

**Definition 3.8.** A dynamical system, $(K/H, \pi, G)$, is called a homogeneous system if $K$ is a compact topological group, $H \leq K$ is a closed subgroup, and $G$ is embedded in $K$ as a dense subgroup, acting on $K/H$ by left translations, meaning $\pi(g, k) = gk$, where $g$ is the embedding of $g$ in $K$.

**Lemma 3.9.** Let $X$ be a compact metric space, $G$ a locally compact Polish group, $(X, \pi, G)$ a topological dynamical system, which is minimal and equicontinuous. Then there exists a homogeneous system $(K/H, \tilde{\pi}, G)$ such that $(X, \pi, G)$ is topologically isomorphic to a translation on $(K/H, \tilde{\pi}, G)$. Moreover, there exists an action invariant ergodic probability measure defined on $X$. 


Proof. Define $T : G \to \text{IneHom}(X)$ by $T_g(x) = \pi(g, x)$, then since the action is equicontinuous by Arzelá-Ascoli theorem the set $\{T_g; g \in G\}$ is a precompact subset of the set of homeomorphisms of $X$, endowed with the compact open topology. Denote by $K := \text{cls } \{T_g; g \in G\}$, then $K$ is a compact subgroup of the group of homeomorphisms. Fix $x_0 \in X$ and define $H := \text{cls } \{T \in K; T x_0 = x_0\}$.

Define $\varphi : K/H \to X$ by $\varphi(T H) = T x_0$.

**φ is continuous:** Let $T_n H, TH \in K/H$ such that $T_n H \rightarrow TH$ in the compact open topology. We will show that $\varphi(T_n H) = T_n x_0 \rightarrow T x_0 = \varphi(TH)$. If $T_n H \rightarrow TH$, then there exists a sequence $\{S_n\} \subset H$ such that $T_n S_n \rightarrow T$ in the compact open topology. If $T_n x_0 \not\rightarrow T x_0$, then:

$$0 = \lim_{n \to \infty} \Delta(T_n S_n, T) \geq \limsup_{n \to \infty} d(T_n S_n x_0, T x_0) > 0$$

which is a contradiction. We conclude that $\varphi$ is continuous. Now, the original action is minimal, and therefore the image of $\{T_g; g \in G\}/H$ is a dense subset of $X$, and since $K/H$ is closed and $\varphi$ is continuous, then the image of $K/H$ is closed and therefore $\varphi$ is onto $X$.

**φ is a bijection:** Let there be $T_1 H, T_2 H \in K/H$ such that $T_1 H \neq T_2 H$ and $\varphi(T_1 H) = T_1 x_0 = T_2 x_0 = \varphi(T_2 H)$, then $T_2^{-1} T_1 \in H$, which is a contradiction. We conclude $\varphi$ is a bijection.

Since $K/H$ is compact, $\varphi$ is an isomorphism as a continuous bijection. Define the topological action of $G$ on $K/H$ by left multiplication $\hat{\pi}(g, TH) = (T_g T) H$. Then:

$$\pi(g, \varphi(TH)) = T_g(\varphi(TH)) = T_g(T x_0) = (T_g T)(x_0) = \varphi(\hat{\pi}(g, TH))$$

We conclude that $(X, \pi, G)$ is isomorphic as a topological dynamical system to the dynamical system $(K/H, \hat{\pi}, G)$, a homogeneous system. Since $K/H$ is a compact set the projection of the Haar measure onto $K/H$ is an invariant probability measure for $T$.

Now, the set of invariant measures is a compact convex subset, by the Krein-Milman theorem, it is the convex hull of its extreme points. The action invariant ergodic measures are the extreme points of this set, specifically there exists an ergodic $G$-invariant measure. \[
\]

**Lemma 3.10.** Let $X$ be a compact metric space, $(X, G)$ be a topological dynamical system. Assume there exists an invariant metric $D$, and that the action is minimal. Then any non-singular measure is globally supported.

**Proof.** Denote by $T$ the action of $G$ on $X$, and let $m$ be a non-singular measure. If $m$ is not globally supported, then there exists $x_0 \in X$, and $\varepsilon_0 > 0$ such that $m(B_D(x_0, \varepsilon_0)) = 0$. Since the action is minimal the collection $\{B_D(T_g x_0, \varepsilon_0)\}$ is a cover for $X$. Since $X$ is compact there exists a finite sub-cover $\{B_D(T_{g_n} x_0, \varepsilon_0)\}_{n=1}^N$.

Then:

$$1 = m(X) = m \left( \bigcup_{n=1}^N B_D(T_{g_n} x_0, \varepsilon_0) \right) \leq \sum_{n=1}^N m(B_D(T_{g_n} x_0, \varepsilon_0)) \overset{(\ast)}{=} \sum_{n=1}^N m(D(T_{g_n}(B_D(x_0, \varepsilon_0))))$$
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Theorem 3.14. In this case the sub-cover is not finite, but countable, and the same proof holds.

Definition 3.12. Banach-Kronecker systems are not weakly mixing.

Remark 3.13. Note that according to lemma 3.9, there exists an action invariant measure. In this case the sub-cover is not finite, but countable, and the same proof holds.

3.2. Banach-Kronecker systems are not weakly mixing.

Definition 3.12. Let \( X \subseteq \mathbb{R}^d \) be a closed bounded set, let \( G \) be a locally compact Polish group. We say the linear topological dynamical system \( (X, \pi, G) \) is a Banach-Kronecker system, if \( (X, \pi, G) \) is minimal and equicontinuous.

Remark 3.13. Note that according to lemma 3.9, there exists an action invariant measure, specifically there exist non-singular measures.

Theorem 3.14. Let \( (X, \pi, G) \) be a Banach-Kronecker system, denote by \( T \) the topological action, meaning \( T_g(x) = \pi(g, x) \). Then for any non-singular measure, \( m \sim m \circ T \), the action is not weakly mixing.

Proof. Let \( m \) be a non-singular measure, if it is not \( G \)-ergodic, then clearly the system is not weakly mixing. We will show that if \( m \) is ergodic, then there exists a probability invariant measure \( P \) such that \( (X \times X, \mathcal{B} \times \mathcal{B}, m \times P) \) is not ergodic.

Note that Banach-Kronecker systems are by definition minimal and equicontinuous, by lemma 3.9 there exists a probability measure \( P \) which is action invariant and ergodic. Define the following norm on linear homeomorphisms:

\[
\|A\|_{op} = \sup_{\|x\|=1} \|Ax\|
\]

Define the following metric on \( X \), \( d(x, y) = \|x - y\| \). There exists a constant \( C \) such that for every \( g \in G \), \( \|T_g\|_{op} < C \). If not then there exists a sequence \( \{g_n\} \subseteq G \) and \( \{x_n\} \subseteq X \) such that \( \lim_{n \to \infty} \|T_{g_n} x_n\| = \infty \). But, norm is a continuous function, \( X \) is compact, and therefore there is has a global finite maximum, which is a contradiction.

For every \( \varepsilon > 0 \) define the set

\[
D_\varepsilon := \left\{ (x, y) \in X \times X; d(x, y) < \frac{\varepsilon}{2C} \right\}
\]

This set is an open set and therefore Borel measurable, and for every \( g \in G \):

\[
d(T_y(x), T_y(y)) \leq \|T_g\|_{op} \cdot d(x, y) < C \cdot d(x, y) < \varepsilon
\]

Let \( G_0 \subseteq G \) be a dense countable subgroup in \( G \). Define the set

\[
O_\varepsilon = \{ (T_y(x), T_y(y)); g \in G_0, (x, y) \in D_\varepsilon \}
\]

First, this set is measurable as a countable union of measurable sets. Next, \( e \in G_0 \) and therefore \( D_\varepsilon \subseteq O_\varepsilon \). In addition, it is clearly \( G_0 \)-invariant by definition, and it is also \( G \)-invariant, by continuity in measure of the action of \( T \times T \) on \( L_2(X \times X, \mathcal{B} \times \mathcal{B}, m \times P) \). Finally, note that since \( T_gT_h = T_{gh} \), then for every \( (x, y) \in O_\varepsilon \) and \( g \in G \), there exists \( x_0, y_0 \in D_\varepsilon \) and \( h \in G_0 \) such that:

\[
d(T_yx, Ty) = d(T_yx_0, Ty_0) =
\]
\[ d(T_{gh}x_0, T_{gh}y_0) \leq ||T_{gh}||_{op} d(x_0, y_0) < C \cdot \frac{\varepsilon}{2C} < \varepsilon \]

Which means \( O_\varepsilon \subseteq \{(x, y) \in X \times X; d(x, y) < \varepsilon \} \).

Denote by \( D \) the action invariant metric (such a metric exists by lemma 3.6). Note that the topology generated by \( d \) and the one generated by \( D \) are the same. \( X \) is a compact metric space, therefore all the metrics defined on it are equivalent, and there exist \( M, m > 0 \) such that

\[ m \cdot d(x, y) \leq D(x, y) \leq M \cdot d(x, y) \]

which means:

\[ B_d \left( x, \frac{r \cdot m}{M} \right) \subseteq B_D (x, r \cdot m) \subseteq B_d (x, r) \]

Then:

\[ m \times P(D_\varepsilon) = \int_X P \left( B_d \left( x, \frac{\varepsilon}{2C} \right) \right) dm \geq \int_X P \left( B_D \left( x, m \cdot \frac{\varepsilon}{2C} \right) \right) dm \]

Now, the action is minimal and probability preserving, \( D \) is an invariant metric, by lemma 3.10, for every \( x \in X \), \( P \left( B_D \left( x, m \cdot \frac{\varepsilon}{2C} \right) \right) > 0 \), and therefore for every \( \varepsilon > 0 \), the integral is positive, which means:

\[ m \times P(O_\varepsilon) \geq m \times P(D_\varepsilon) > 0 \]

If we will show that there exists \( \varepsilon > 0 \) such that \( m \times P(O_\varepsilon) < 1 \) then we are done.

We saw that \( O_\varepsilon \subseteq \{(x, y); d(x, y) < \varepsilon \} \). Evidently there exists \( \varepsilon > 0 \) such that:

\[ m \times P \left( \{(x, y); d(x, y) < \varepsilon \} \right) < 1 \]

(Otherwise \( m \times P(\{(x, x); x \in X\}) = 1 \) for some \( x \in X \), which is impossible for a product measure if at least one of the measures involved is non-atomic). \( \Box \)

4. The weak mixing theorem for non-commutative groups

Definition 4.1 (Definition 4.1.3 in [36]). A locally compact group is called a Moore group if all irreducible unitary representations are finite dimensional.

Example 4.2. According to the spectral theorem, theorem 2.4, every abelian group is a Moore group.

We will now prove the main theorem:

Theorem 4.3. Let \( G \) be a locally compact Polish Moore group, and let \( T : G \to \text{NST}(X) \) be an ergodic action defined on a standard measure space \( (X, \mathcal{B}, m) \). Then the action is weakly mixing if and only if there is no non-trivial finite dimensional, \( G \)-invariant subspace of \( L_\infty(X, \mathcal{B}, m) \).

This theorem gives necessary and sufficient conditions for weak mixing.

4.1. A non-trivial invariant \( L_\infty(X, \mathcal{B}, m) \) subspace. In this subsection, we will show that every action of a locally compact Polish Moore group that has a non-trivial finite dimensional action-invariant \( L_\infty(X, \mathcal{B}, m) \) subspace, is not weakly mixing.

Proposition 4.4. Let \( T \) be a non-singular ergodic \( G \)-action defined on \((X, \mathcal{B}, m)\), a standard \( \sigma \)-finite measure space. There exists a \( G \)-invariant, non-trivial, finite dimensional subspace of \( L_\infty(X, \mathcal{B}, m) \) if and only if there exists a non-trivial Banach-Kronecker factor.
Proof: If there exists a non-trivial Banach-Kronecker factor, then there exists a bounded closed set $Y \subseteq \mathbb{R}^n$, a measure $\nu$, a linear action $S$, and a factor map $\pi : X \to Y$ such that $\nu = m \circ \pi^{-1}$ and $\pi \circ T = S \circ \pi$. Note that $\pi = (\pi_1, \ldots, \pi_n)$, and each of these functions $\pi_j : X \to \mathbb{R}$ is bounded, since $Y$ is bounded. In addition,

$$\pi_j(T_yx) = S_y\pi_j(x) = \sum_{i=1}^n a_i^j(y)\pi_i(x)$$

Define $L = \text{span} \{\pi_j; 1 \leq j \leq n\}$, then it is a $G$-invariant non-trivial $L_\infty(X, \mathcal{B}, m)$ subspace.

If there exists a finite dimensional non-trivial $G$-invariant subspace of $L_\infty(X, \mathcal{B}, m)$, denote it by $V$ and let $S_\infty := \{f \in L_\infty(X, \mathcal{B}, m); ||f||_\infty = 1\}$. Let $\dim(V) = n$, and let $\{f_1, f_2, \ldots, f_n\} \subseteq S_\infty$ be a basis for $V$. Define the function $F : X \to \mathbb{R}^n$ by:

$$F(x) = (f_1(x), f_2(x), \ldots, f_n(x))$$

First of all, $F$ is a measurable function, since for every $1 \leq j \leq n$ the function $f_j$ is a measurable function, and $C$, the Borel $\sigma$-algebra of $\mathbb{R}^n$, is generated by the product of the Borel $\sigma$-algebra on $\mathbb{R}$.

Define the measure $\nu(A) = m(F^{-1}(A))$. It is well defined a probability measure and $\nu(\text{supp}(m)) = 1$. Define the space $Y = \text{supp}(\nu)$.

Next, we will show that for every $g \in G$ there exists a matrix $S_g \in M_{n \times n}$ such that $F \circ T_g = S_g \cdot F$. Let there be $g \in G$, then for every $1 \leq j \leq n$ we know that $f_j \circ T_g \in V$, therefore there are $\{a_i^j(g)\}_{i=1}^n$ such that $\sum_{i=1}^n a_i^j(g)f_i = f_j \circ T_g$. Define the matrix $S_g$ by:

$$S_g = \begin{pmatrix}
    a_1^1(g) & a_2^1(g) & \cdots & a_n^1(g) \\
    a_1^2(g) & a_2^2(g) & \cdots & a_n^2(g) \\
    \vdots & \vdots & \ddots & \vdots \\
    a_1^n(g) & a_2^n(g) & \cdots & a_n^n(g)
\end{pmatrix}$$

Define the action of $G$ on $Y$ by $S_g : Y \to Y$ by $S_g(y) = S_g \cdot y$ (since $S_g \in M_{n \times n}$ and $y \in \mathbb{R}^n$ it is well defined).

First lets verify that $S_g(y) \in \text{Im}(F)$ for $y \in \text{Im}(F)$: let $y \in \text{Im}(F)$ the there exists $x \in X$ such that $F(x) = y$. Then:

$$S_g(y) = S_g F(x) = \begin{pmatrix}
    a_1^1(g) & a_2^1(g) & \cdots & a_n^1(g) \\
    a_1^2(g) & a_2^2(g) & \cdots & a_n^2(g) \\
    \vdots & \vdots & \ddots & \vdots \\
    a_1^n(g) & a_2^n(g) & \cdots & a_n^n(g)
\end{pmatrix} \begin{pmatrix}
    f_1(x) \\
    f_2(x) \\
    \vdots \\
    f_n(x)
\end{pmatrix} = \begin{pmatrix}
    f_1 \circ T_g(x) \\
    f_2 \circ T_g(x) \\
    \vdots \\
    f_n \circ T_g(x)
\end{pmatrix} = F(T_gx) \in \text{Im}(F)$$

We conclude that for every $g \in G$, $S_g(Y) \subseteq Y$ and therefore the action is well defined. Next, by the definition of the measure $\nu$, the transformation $F$ is well defined on a set of full measure, and $F(X) \subseteq Y$ $\nu$-almost everywhere. Finally, $F : X \to Y$ is a factor map, since $F \circ T_g(x) = F(T_gx) = S_g \cdot F(x) = S_gF(x)$.

Moreover, $Y$ is compact- $Y \subseteq [-1, 1]^n$, since for ever $1 \leq j \leq n$ the function $f_j \in B_\infty$ and therefore $||f_j||_\infty = 1$, which means it is bounded. In addition, $Y$ is
closed by definition, therefore it is compact and specifically Borel-measurable.
It is left to show that \((Y,C,\nu)\) is a Banach-Kronecker system. First \(\mathbb{R}^n\) is a finite dimensional action-invariant space, and theorem 3.14. We conclude this system has a non-trivial Banach-Kronecker factor. Finally, the system is not trivial, since the original sub-space was not trivial.

**Equicontinuity:** As in the proof of 3.14, there exists a constant \(C \in \mathbb{R}_+\) such that for every \(g \in G, \|S_g\| < C\). Let there be \(\varepsilon > 0\), define \(\delta = \frac{\varepsilon}{C} > 0\). Then for every \(x,y \in Y\) such that \(d(x,y) < \delta\) \((d\) is the canonical metric defined on \(\mathbb{R}^n\)), for every \(g \in G, d(S_gx,S_gy) \leq \|S_g\| d(x,y) < \varepsilon\).

**Minimality:** Denote by \(D\) the action invariant metric created in lemma 3.6. By the definition of \(\nu\) there exists \(y_0 \in Y\) such that for every \(\varepsilon > 0\), \(\nu(B_D(y_0,\varepsilon)) > 0\). We will show \(y_0\) is a transitive point. Let \(G_0 \subset G\) be a dense countable subgroup. If \(y_0\) is not a transitive point, then there exists \(\delta > 0\) and \(y \in Y\) such that for every \(g \in G_0\), the intersection \(B_D(gy,\frac{\delta}{2}) \cap B_D(S_g(y_0),\frac{\delta}{2}) = \emptyset\) is empty. Define the set \(B_0 = \bigcup_{g \in G_0} B_D(S_g(y_0),\frac{\delta}{2})\), it is measurable as a countable union of measurable sets, and for every \(g \in G_0, gB_0 = B_0,\) by the definition of a subgroup. By proposition 1.7 the action of \(G_0\), denoted by \(S^0\), is also ergodic. By ergodicity of \(S^0\) this set is trivial, but \(B_D(y_0,\delta) \subset B_0\) and therefore \(\nu(B_0) = 1\), which mean \(\nu(B_D(gy,\frac{\delta}{2})) = 0\), which is a contradiction to the definition of \(Y\). Now, every equicontinuous action has an invariant metric (according to lemma 3.6), and if a transitive action has an invariant metric, then it is minimal. We conclude the action of \(S\) on \((Y,C,\nu)\) is minimal.

Finally, the system is not trivial, since the original sub-space was not a trivial one. We conclude this system has a non-trivial Banach-Kronecker factor.

The following theorem is actually a corollary derived from the proposition above and theorem 3.14.

**Theorem 4.5.** Let \(G\) be a locally compact Polish group, \((X,B,m)\) a standard space, and \(T : G \to \text{NST}(X)\) an ergodic action. If there exists a \(G\)-invariant, non-trivial, finite dimensional subspace of \(L_\infty(X,B,m)\), then \(T\) is not weakly mixing.

**Proof.** If such a subspace exists by proposition 4.4, there exists a non-trivial Banach-Kronecker factor. Now, Banach-Kronecker systems are not weakly mixing according to theorem 3.14. We conclude our system has a non-trivial factor which is not weakly mixing and therefore this system is not weak mixing.

**Remark 4.6.** Note that in this proof, we did not use the fact that the group is a Moore group. In fact, every non singular action of a locally compact Polish group that has a non-trivial finite dimensional invariant \(L_\infty(X,B,m)\) subspace, is not weakly mixing.

4.2. **A non weakly mixing action.** In this subsection, we will show that every non-weakly mixing action of a locally compact Polish Moore group has a non-trivial finite dimensional action-invariant \(L_\infty(X,B,m)\) subspace.

4.2.1. **Definitions & Preliminaries:** The direct integral, -

The following definitions and theorems are quoted from [10].

**Definition 4.7.** Let \(Z\) be a Borel space, \(\mu\) a positive measure, and \(\{\mathcal{H}(z)\}_{z \in Z}\) be a family of Hilbert spaces. A **vector field** is an assignment to each point, of an element of the associated Hilbert space.
Definition 4.8. Let \( \mathcal{H} \) be a Hilbert space. A total sequence \( \{x_n\} \subseteq \mathcal{H} \) is a sequence such that \( \mathcal{H} \) is the closed linear span of \( \{x_n\} \).

Definition 4.9. Let \((Z, \mu)\) be a standard space. A \(\mu\)-measurable field of Hilbert spaces over \(Z\) is a pair \(\{\{H(\zeta)\}_{\zeta \in Z}, \Gamma\}\), where \(\{H(\zeta)\}_{\zeta \in Z}\) is a family of Hilbert spaces indexed by \(Z\), and \(\Gamma\) is a set of vector fields satisfying the following conditions:

1. \(\Gamma\) is a vector subspace of \(\prod_{\zeta \in Z} \mathcal{H}(\zeta)\).
2. There exists a sequence \(\gamma_1, \gamma_2, \ldots\) of elements in \(\Gamma\), such that for every \(\zeta \in Z\) the sequence \(\{\gamma_n(\zeta)\}\) form a total sequence in \(\mathcal{H}(\zeta)\).
3. For every \(\gamma \in \Gamma\) the function \(\zeta \mapsto \|\gamma(\zeta)\|^2\) is \(\mu\)-measurable.
4. Let \(X\) be a vector field. Then if for every \(\gamma \in \Gamma\), the function \(\langle X(\zeta), \gamma(\zeta) \rangle\) is \(\mu\)-measurable, then \(X \in \Gamma\).

Under these conditions, the elements of \(\Gamma\) are called the measurable vector fields of \(\{\{H(\zeta)\}_{\zeta \in Z}, \Gamma\}\). If \(\gamma_1, \gamma_2 \in \Gamma\), then the function \(\zeta \mapsto \langle \gamma_1(\zeta), \gamma_2(\zeta) \rangle\) is measurable.

Definition 4.10. Let \(Z\) be a Borel space, \(\mu\) a positive measure, and let \(\{\{H(\zeta)\}_{\zeta \in Z}, \Gamma\}\) be a \(\mu\)-measurable field of Hilbert spaces over \(Z\). An operator field is an assignment to each point \(\zeta \in Z\), of an element \(T(\zeta) \in \mathcal{L}(H(\zeta))\), \(\mathcal{L}(H(\zeta))\) the collection of all the linear operators of \(\mathcal{H}(\zeta)\). We say that \(\zeta \mapsto T(\zeta)\) is a \(\mu\)-measurable field of operators if, for every \(\gamma \in \Gamma\), the field \(\zeta \mapsto T(\zeta)\gamma(\zeta)\) is measurable. If this is so, the function \(\zeta \mapsto ||T(\zeta)||\) is measurable. Suppose further that this function is essentially bounded, in which case the field is said to be essentially bounded, and \(T = \int T(\zeta) d\mu(\zeta)\) is well defined. The operators of the form \(\int T(\zeta) d\mu(\zeta)\) on \(\mathcal{H}\) are said to be diagonalisable.

Definition 4.11. Let \(Z\) be a Borel space, \(\mu\) a positive measure, and \(\{\{H(\zeta)\}_{\zeta \in Z}, \Gamma\}\) a \(\mu\)-measurable field of Hilbert spaces over \(Z\). For each \(\zeta \in Z\), let \(\pi(\zeta)\) be a representation of a group \(G\) in \(\mathcal{H}(\zeta)\). Then we call \(\zeta \mapsto \pi(\zeta)\) a field of representations of \(G\). This field is called a measurable field of representations if for every \(g \in G\) the field of operators \(\zeta \mapsto \pi(\zeta)(g)\) is measurable.

Definition 4.12. Given a measurable field of representations, one could construct for every \(g \in G\) the continuous operator \(\pi(g) = \int \pi(\zeta)(g) d\mu(\zeta)\) on the Hilbert space \(\mathcal{H} = \int \mathcal{H}(\zeta) d\mu(\zeta)\). \(\pi\) is said to be the direct integral of \(\{\pi(\zeta)\}\), and we write \(\pi = \int \pi(\zeta) d\mu(\zeta)\).

Definition 4.13. A *-algebra is an algebra which is closed with respect to conjugation.

Note that in the case of operators acting on \(L_2(X, \mathcal{B}, m)\) by measure preserving composition (of the form \(U f = f \circ T\), where \(T\) is an invertible measure preserving transformation), the conjugate operator is the inverse operator.

Definition 4.14. A Von-Neumann algebra (also called \(W^*\)-algebra) is a *-algebra of bounded operators on a Hilbert space that is closed in the weak operator topology and contains the identity operator.
Theorem 4.15 (Mautner, Dixmier). Let \( Z \) be a Borel space, \( \mu \) a positive measure on \( Z \), \( \{\{H(\zeta)\}_{\zeta \in Z}, \Gamma\} \) a \( \mu \)-measurable field of Hilbert spaces over \( Z \), \( \zeta \mapsto \pi(\zeta) \) a measurable field of representations of \( G \) in \( \mathcal{H}(\zeta) \). Denote by
\[
\mathcal{H} = \bigoplus \mathcal{H}(\zeta) d\mu(\zeta) ; \quad \pi = \bigoplus \pi(\zeta) d\mu(\zeta)
\]
and by \( \mathfrak{Z} \) the algebra of diagonalisable operators. Then the following are equivalent:

1. \( \mathfrak{Z} \) is a maximal commutative Von-Neumann sub-algebra of \( \pi(G)' \), where \( \pi(G)':= \{B; \forall g \in G. B\pi(g) = \pi(g)B, B \text{ bounded} \} \).
2. \( \pi(\zeta) \) is irreducible for \( \mu \)-almost every \( \zeta \in Z \).

The theorem above has a rich history. It was originally stated by Mautner, and later proved by many other mathematicians. References can be found in [10].

Theorem 4.16. Let \( \mathcal{H} \) be a separable Hilbert space, \( \pi \) a representation of \( G \) in \( \mathcal{H} \), and \( A \) a maximal commutative Von-Neumann sub-algebra of \( \pi(G)' \). Then there exist a standard Borel space \( Z \), a bounded positive measure \( \mu \) on \( Z \), a \( \mu \)-measurable field \( \{\{H(\zeta)\}_{\zeta \in Z}, \Gamma\} \) of Hilbert spaces over \( Z \), a measurable field \( \zeta \mapsto \pi(\zeta) \) of irreducible representations of \( A \) in the \( \mathcal{H}(\zeta) \), and an isomorphism of \( \mathcal{H} \) onto \( \bigoplus_{\zeta \in Z} \mathcal{H}(\zeta) \ d\mu(\zeta) \) (an isomorphism of Hilbert spaces) which transforms \( A \) into the algebra of diagonalisable operators and \( \pi \) into \( \bigoplus_{\zeta \in Z} \pi(\zeta) \ d\mu(\zeta) \).

Remark 4.17. This decomposition is not always unique. It is known that if the group is postliminal (see definition below), then the decomposition is unique, but there are examples where it is not unique. For more details see [10].

Definition 4.18. A group is called postliminal [10] or GCR or type I [30] if for every irreducible representation \( \pi \) there exists \( g \in G \) such that \( \pi(g) \) is compact.

The definition in [10] is a different one, but in [30] they proved the definition above and the definition in [10] are equivalent.

Remark 4.19. Every Moore group is a type I group.

Lemma 4.20. Let \( f \in \mathcal{H} \) such that \( f = 0 \). Let \( \{\{H(\zeta)\}_{\zeta \in Z}, \Gamma\} \) be a \( \mu \)-measurable field of Hilbert spaces over \( Z \), \( \mathcal{H} = \bigoplus_{Z} \mathcal{H}(t) d\lambda(t) \) be a direct integral, \( \tilde{f} : Z \rightarrow (\{\{H(\zeta)\}_{\zeta \in Z}, \Gamma\} \) such that \( f = \bigoplus_{Z} \tilde{f}(t) \ d\lambda(t) \). Then for \( \lambda \)-almost every \( t \in Z \), \( \tilde{f}(t) = 0 \).

Proof. By hypothesis, \( 0 = \bigoplus_{Z} \tilde{f}(t) d\mu(t) \). If there exists a measurable set \( Z_0 \subseteq Z \) such that \( \lambda(Z_0) > 0 \) and for every \( t \in Z_0 \), \( \tilde{f}(t) \neq 0 \), then \( \|\tilde{f}(t)\| > 0 \).

\[
0 = \|f\|^2 = \langle f, f \rangle = \left\langle \int_{Z} \tilde{f}(t) d\mu(t), \int_{Z} \tilde{f}(t) d\mu(t) \right\rangle =
\]
Note that the above equation is well defined, since $\lambda$ is normalisable. For every such that for every $t$ by $\lambda$ such that for every $t$ where $\lambda$ is isomorphism between the two Hilbert spaces, and define $\lambda$ not ergodic, then there exists a finite dimensional non-trivial $G$-invariant subspace of $L_\infty(X,\mathcal{B},m)$. Using theorem 4.16 there exists a $\phi$ such that for every $t$ then it is of full measure and for every $x \in X_0$ equality (5) holds. Denote by $X_0 = \bigcap_{g \in G_0} X_g$, then it is of full measure and for every $x \in X_0$ and $g \in G_0$ equation (5) holds. Using theorem 4.16 there exists a $\lambda$-measurable field of Hilbert spaces over $\mathcal{T}$ $\left(\{H(t)\}_{t \in \mathcal{T}},\Gamma\right)$ such that:

$$L_2(Y,C,\nu)_0 \simeq \bigoplus_{T \in \mathcal{T}} H(t)d\lambda(t) = H$$

where $\lambda$ is a positive probability measure defined on $\mathcal{T}$. Denote by $\psi : L_2(Y,C,\nu)_0 \rightarrow H$ the isomorphism between the two Hilbert spaces, and define $\bar{U} : G \rightarrow Isom(H)$ on $H$ by $\bar{U}_g(h) = \psi(U_g(\psi^{-1}(h)))$. For every $h \in H$ there exists $\hat{h} : \mathcal{T} \rightarrow \left(\{H(t)\}_{t \in \mathcal{T}},\Gamma\right)$, such that for every $t \in \mathcal{T}$, $\hat{h}(t) \in H(t)$ and:

$$h = \bigoplus_{T} \hat{h}(t) \ d\lambda(t)$$

In addition, by the same theorem (4.16) for every $g \in G$, the operator $\bar{U}_g$ is diagonalisable. For every $x \in X_0$ by lemma 4.20 there exists a set of full measure $T_x \subset \mathcal{T}$ such that for every $t \in T_x$ and $g \in G_0$:

$$\psi(\phi(T_g x))(t) := (\bar{\phi}(T_g x))(t) = (\psi(\phi(x)) \circ S_{-g})(t) = \bar{U}_g(t)(\phi(x))(t)$$

Note that the above equation is well defined, since $\bar{U}_g$ is diagonalisable. By Fubini’s theorem, for $\lambda$-almost every $t \in \mathcal{T}$ there exists a set of full measure $X_t \subseteq X_0$ such

$$= \int \langle \bar{f}(t), \bar{f}(t) \rangle \ d\mu(t) = \int \|\bar{f}(t)\|^2 \ d\lambda(t) \geq \int \|\bar{f}(t)\|_0^2 \ d\lambda(t) > 0$$

which is a contradiction. □

4.2.2. No Banach-Kronecker factor implies weakly mixing.

**Theorem 4.21.** Let $G$ be a locally compact Polish Moore group. Let $T : G \rightarrow NST(X)$ be an ergodic action of $G$ defined on $(X,\mathcal{B},m)$ a standard space. If $T$ is not weakly mixing, then there exists a finite dimensional non-trivial $G$-invariant subspace of $L_\infty(X,\mathcal{B},m)$.

**Proof.** If $T$ is not weakly mixing, then there exists $(Y,C,\nu)$ a standard probability space, and $S : G \rightarrow PPT(Y)$ ergodic, such that $T \times S$ is not ergodic. If $T \times S$ is not ergodic, then there exists $F : X \times Y \rightarrow \{0,1\}$ non-constant invariant function. Define the function $\phi : X \rightarrow L_2(Y,C,\nu)_0$ by:

$$(\phi(x))(y) = F(x,y) - \int_Y F(x,y) \ d\nu(y)$$

Note that $\phi(x) \in L_2(Y,C,\nu)_0$ and, as in the proof of 'the ergodic multiplier theorem', $\phi$ is not constant.

Denote by $Isom(L_2(Y,C,\nu)_0)$ the set of invertible isomorphisms of $L_2(Y,C,\nu)_0$ and define $U : G \rightarrow Isom(L_2(Y,C,\nu)_0)$ the operators defined by $U_g h = h \circ S_{-g}$. Then, since $F$ is $T \times S$ invariant, it follows that for every $g \in G$ for $m$ almost every $x \in X$:

$$\phi(T_g x) = F(T_g x,\cdot) = F(T_g x, S_g(S_{-g} \cdot)) = F(x, S_{-g} \cdot) = \phi(x) \circ S_{-g} = U_g(\phi(x))$$

Let $G_0$ be a countable dense subgroup. For every $g \in G_0$ there is a set of full measure $X_g \subset X$ such that for every $x \in X_g$ equality (5) holds. Denote by $X_0 = \bigcap_{g \in G_0} X_g$, then it is of full measure and for every $x \in X_0$ and $g \in G_0$ equation (5) holds.
that equation (6) holds for $t$ and for every $x \in X_t$.
There exists a set of positive measure $T_0 \subseteq T$ such that for every $t \in T_0$, the function $(\hat{\phi}(\cdot))(t)$ is not constant as a function of $X$. If not, for almost every $t \in T$ fix $x_0(t) \in X_t$ such that $(\hat{\phi}(x_0(t)))(t) = (\hat{\phi}(x))(t)$ for $m$ almost every $x \in X$ and specifically for every $g \in G_0$, $(\hat{\phi}(T_gx_0(t)))(t) = (\hat{\phi}(x_0(t)))$. Define the function:

$$E = \int_T (\hat{\phi}(x_0(t)))(t) \, d\lambda(t)$$

By definition $E \in \mathcal{H}$, and $\psi^{-1}(E) \in L_2(Y,C,\nu)_0$. In addition, for every $g \in G_0$:

$$\hat{U}_g E = \int_T \hat{U}_g(t)(\hat{\phi}(x_0(t)))(t) \, d\lambda(t) \tag{*}$$

$$= \int_T (\hat{\phi}(T_gx_0(t)))(t) \, d\lambda(t) = \int_T (\hat{\phi}(x_0(t)))(t) \, d\lambda(t) = E$$

where $(*)$ is because $x_0 \in X_0$, then there is a set of full measure $T_{x_0}$ such that equation (6) holds for every $t \in T_{x_0}$ and $g \in G_0$.

Now, by definition, $\psi^{-1}(\hat{U}_g E) = \hat{U}_g \psi^{-1}(E) = \psi^{-1}(E) \circ S_{g^{-1}}$, therefore we get that $\psi^{-1}(E)$ is $G_0$ invariant. Now, $S$ is ergodic, by proposition 1.7 the action of $G_0$ on $(Y,C,\nu)$ is also ergodic. $\psi^{-1}(E)$ is a $G_0$-invariant function, therefore it is constant, but then the original function $F$, is also constant, which is a contradiction.

We conclude there exists a set of positive measure $T_0 \subseteq T$ such that $(\hat{\phi}(\cdot))(t)$ is not constant for every $t \in T_0$. Finally, for almost every $t \in T$, $\dim(\mathcal{H}(t)) < \infty$ and $\hat{U}_g(t)$ is unitary (according to the lemma 4.20), specifically there exists $t_0 \in T_0$ such that $\dim(\mathcal{H}(t_0)) < \infty$, $\hat{U}_g(t_0)$ is a unitary operator, and $(\hat{\phi}(\cdot))(t_0)$ is not constant.

We will show that $\left\|\hat{\phi}(\cdot)(t_0)\right\|$ is bounded $m$ almost everywhere.

First, $T$ is ergodic, by proposition 1.7 the action of $G_0$ on $(X,B,m)$ is also ergodic. The function $\left\|\hat{\phi}(\cdot))(t_0)\right\|$ is $G_0$ invariant, since for every $g \in G_0$ we know that $(\hat{\phi}(T_g\cdot))(t_0) = \hat{U}_g(t_0)(\hat{\phi}(\cdot))(t_0)$, and, $\hat{U}_g(t_0)$ is a unitary operator, then:

$$\left\|\hat{\phi}(T_g\cdot))(t_0)\right\| = \left\|\hat{U}_g(t_0)(\hat{\phi}(\cdot))(t_0)\right\| = \left\|\hat{\phi}(\cdot)(t_0)\right\|$$

By ergodicity of $G_0$, $\left\|\hat{\phi}(\cdot))(t_0)\right\|$ is constant. Denote $\left\|\hat{\phi}(\cdot))(t_0)\right\| = C_0$ for some $C_0 \in \mathbb{R}_+$, then specifically $\left\|\hat{\phi}(\cdot))(t_0)\right\| \in L_\infty(X,B,m)$.

Define the function $\varphi : X \rightarrow \mathcal{H}(t_0)$ by $\varphi(x) = (\hat{\phi}(x))(t_0)$. It is well defined. Define the space $\tilde{V} := \text{span}\{\hat{U}_g(t_0)(\varphi(\cdot)): g \in G_0\}$, then it is non trivial and $G_0$ invariant.

We will show it is finite dimensional. Note that since $\dim(\mathcal{H}(t_0)) = d < \infty$, then the operators $U_g$ are actually defined uniquely by matrices based on an orthonormal basis, $\{e_j\}_{j=1}^d$. Denote by $\varphi_{j,k}(x) = \langle e_j, \varphi(x) \rangle e_k$.

We will show $\tilde{V} \subseteq \text{span}\{\varphi_{j,k}; 1 \leq j, k \leq d\}$. By definition $\varphi = \sum_{j=1}^d \langle e_j, \varphi(x) \rangle e_j \in \mathcal{H}(t_0)$.
specifically \( \text{span} \{ \varphi_{j,k}; \ 1 \leq j,k \leq d \} \). Let there be \( g \in G_0 \) then
\[
\varphi \circ T_g(x) = \tilde{U}_g(t_0)\varphi(x) = \tilde{U}_g(t_0) \left( \sum_{j=1}^{d} \langle e_j, \varphi(x) \rangle e_j \right) = \\
= \sum_{j=1}^{d} \langle e_j, \varphi(x) \rangle \tilde{U}_g(t_0)e_j = \sum_{j=1}^{d} \langle e_j, \varphi(x) \rangle \sum_{k=1}^{d} a_k^j e_k = \\
= \sum_{j=1}^{d} \sum_{k=1}^{d} a_k^j \langle e_j, \varphi(x) \rangle e_k = \sum_{j=1}^{d} \sum_{k=1}^{d} a_k^j \varphi_{j,k}(x) \in \text{span} \{ \varphi_{j,k}; \ 1 \leq j,k \leq d \}
\]

Specifically \( \tilde{V} \) is finite dimensional. Denote by \( \{ \varphi_1(x), \cdots, \varphi_n(x) \} \) an orthonormal basis for \( \tilde{V} \).

Next, we know there exists an isomorphism between \( \mathcal{H}(t_0) \) and \( \mathbb{R}^n \), denote it by \( \tilde{\pi} \).

In addition, since \( \tilde{V} \) is not trivial, there exists \( j \) such that for some \( 1 \leq k \leq n \), the function \( \tilde{\pi}(\varphi_k(x))_j \) is not constant. Define \( \pi : \mathcal{H}(t_0) \to \mathbb{R} \) by \( \pi(h) = (\tilde{\pi}(h))_j \).

Define the space \( V \) by \( V = \text{span} \{ \pi(f(x)); \ f \in \tilde{V} \} \).

1. \( V \) is not trivial: the function \( \tilde{\pi}(\varphi_k(x))_j = \pi(\varphi_k(x)) \in V \), and it is a non-constant function.

2. \( V \) is finite dimensional: we will show that \( \{ \pi(\varphi_1), \ldots, \pi(\varphi_n) \} \) is a basis for \( V \). Let \( f \in V \), then \( f(x) = \pi(v(x)) = (\tilde{\pi}(v(x)))_j \) for some \( v \in \tilde{V} \).

Since \( \{ \varphi_k(x) \}_{k=1}^{n} \) is a basis for \( \tilde{V} \), there exists \( \{ a_k \} \) such that \( v = \sum_{k=1}^{n} a_k \varphi_k(x) \).

\[
f(x) = (\tilde{\pi}(v(x)))_j = \left( \tilde{\pi} \left( \sum_{k=1}^{n} a_k \varphi_k(x) \right) \right)_j = \\
= \sum_{k=1}^{n} a_k (\tilde{\pi}(\varphi_k(x)))_j = \sum_{k=1}^{n} a_k \pi(\varphi_k(x))
\]

3. \( V \) is \( G_0 \) invariant: Let \( f \in V, f = \tilde{\pi}(v) \) and \( g \in G_0 \) then for some \( \tilde{v} \in \tilde{V} \):

\[
f(T_g x) = \pi \left( v \left( T_g x \right) \right) = \pi \left( \tilde{U}_g(t_0) v(x) \right) = \pi(\tilde{v}(x)) \in V
\]

since \( \tilde{V} \) is \( G_0 \)-invariant by definition.

4. \( V \subseteq L_\infty(X, \mathcal{B}, m) \): Let \( \pi(v) = f \in V \) then:

\[
|f| = |\pi(v)| = |(\tilde{\pi}(v))_j| \leq ||\tilde{\pi}(v)||^2 = ||v||^2 \leq C_0^2
\]

since we saw for every \( v \in V, ||v|| < C_0 \).

Finally, we will show \( V \) is \( G \)-invariant.

For every \( g \in G \) we want to show that \( \pi(\hat{\phi}(T_g x)(t_0)) \in V \), for which it is enough to show \( \hat{\phi}(T_g x)(t_0) \in \tilde{V} \). Let there be \( g \in G \) and let \( \{ g_n \} \subseteq G_0 \) be a sequence such that \( g_n \xrightarrow{n \to \infty} g \), then \( \|\hat{\phi} \circ T_{g_n}\| \) converges in measure to \( \|\hat{\phi} \circ T_g\| \). There exists a sub-sequence \( \{ n_k \} \) such that \( \|\hat{\phi} \circ T_{g_{n_k}}\| \xrightarrow{a.e.} \|\hat{\phi} \circ T_g\| \). Since \( \tilde{V} \) is a closed subset
in the set of bounded function from $X$ to $\mathcal{H}(t_0)$, if we will show that $\tilde{\phi}(T_gx)(t_0)$ is bounded, then $\tilde{\phi}(T_gx)(t_0) \in \tilde{V}$. We have a uniform bound on $\left| \tilde{\phi}(T_{g_n}x)(t_0) \right| = C_0$:

$$\left| \tilde{\phi}(T_gx)(t_0) \right| \overset{a.e.}{\lim_{k \to \infty}} \left| \tilde{\phi}(T_{g_n}x)(t_0) \right| = C_0$$

We conclude $V$ is $G$-invariant. $\square$

**Remark 4.22.** While proving theorem 4.3 we actually proved that an action is weakly mixing if and only if it has a non trivial Banach-Kronecker factor. Moreover, we proved that if an action is weakly mixing, then it has a special non-trivial Banach-Kronecker factor, one that is a unitary action on a Euclidean sphere.

### 4.3. Corollaries.

#### 4.3.1. Either finite dimensional or mildly mixing.

**Definition 4.23.** A non-singular action of $G$ on a standard space is called mildly mixing if for any non-singular properly ergodic action of $G$, the product action is also ergodic.

**Definition 4.24.** A rigid set is a set $B \in \mathcal{B}$ such that there exists a sequence $g_n \to \infty$ such that:

$$m(B \triangle g_n B) \to 0$$

Where $g_n \to \infty$ means that for every compact set $K \subset G$ there exists $N$ such that for every $n > N$, $g_n \notin K$.

An action is said to have no rigid factor if no non-trivial rigid sets exist.

**Theorem 4.25** (Schmidt & Walters [33]). Let $G$ be a locally compact second countable group. Let $T : G \to \text{NST}(X)$ be a properly ergodic action on a standard probability space. This action is mildly mixing if and only if it has no rigid factors.

**Definition 4.26.** A representation of $G$ on a Hilbert space, $\mathcal{H}$, is called mildly mixing if it has no rigid factor, meaning for every $0 \neq h \in \mathcal{H}$ and $g_n \to \infty$ we have

$$\liminf \| \pi(g_n)h - h \| > 0$$

**Definition 4.27.** Let $G$ be a locally compact Polish group. A representation $\pi$ is called mixing (or strongly mixing) if for every $h_1, h_2 \in \mathcal{H}$ the function $g \mapsto \langle \pi(g)h_1, h_2 \rangle$ is in $C_0(G)$, meaning it is continuous and vanishes at infinity.

**Remark 4.28.** Let $G$ be a locally compact Polish group, and let $T : G \to \text{PPT}(X)$ be an action. The representation induced by $T$ is mildly mixing (mixing) if and only if the action is. It is not difficult to verify that if a representation is strongly mixing, then it is mildly mixing.

**Theorem 4.29.** Let $G$ be a locally compact Polish group such that any irreducible unitary representation of $G$ is either finite dimensional or mildly mixing. Let $T : G \to \text{NST}(X)$ be a properly ergodic action of $G$ defined on $(X, \mathcal{B}, m)$ a standard probability space. Then the action is weakly mixing if and only if every finite dimensional, $G$-invariant subspace of $L_\infty(X, \mathcal{B}, m)$ is trivial.
Proof. Note that by remark 4.6, if there exists a finite dimensional invariant $L_\infty(X, \mathcal{B}, m)$ subspace, then the action is not weakly mixing. We will show that if the action is not weakly mixing, then there exists a finite dimensional invariant $L_\infty(X, \mathcal{B}, m)$ subspace.

If $T$ is not weakly mixing, then there exists $(Y, \mathcal{C}, \nu)$ a standard probability space, and $S : G \rightarrow PPT(Y)$ ergodic, such that $T \times S$ is not ergodic. If $T \times S$ is not ergodic, then there exists $F : X \times Y \rightarrow \{0, 1\}$ non-constant invariant function. Define the function $\phi$ and the operator $U$ as in the proof of theorem 4.21. Then, since $F$ is $T \times S$ invariant, it follows that for every $g \in G$ for $m$ almost every $x \in X$ equation (5) holds.

Let $G_0 \subseteq G$ be a countable dense subgroup. For every $g \in G_0$ there is a set of full measure $X_g \subset X$ such that for every $x \in X_g$ equality (5) holds. Denote by $X_0 = \bigcap_{g \in G_0} X_g$. Using theorem 4.16

$$L_2(Y, \mathcal{C}, \nu)_0 \simeq \int \mathcal{H}(t)d\lambda(t)$$

Using the same notations as in the proof of 4.21, there exists a set of positive measure $T_0 \subseteq T$ such that for every $t \in T_0$, the function $(\tilde{\phi}(\cdot))(t)$ is not constant as a function of $X$. If there exists $t_0 \in T_0$ such that dim$(\mathcal{H}(t_0)) < \infty$, then as in the proof of theorem 4.21, we have a non-trivial finite dimensional invariant subspace in $L_\infty(X, \mathcal{B}, m)$.

Otherwise, for every $t \in T_0$ we have dim$(\mathcal{H}(t_0)) = \infty$. For every such $t \in T_0$, by hypothesis, the representation of $G$ on $\mathcal{H}(t)$ is mildly mixing, which means every rigid factor is trivial.

We will show that there exists a rigid factor to get a contradiction. Since $T_0$ is an ergodic action, it is recurrent and therefore for almost every $x \in X$ there exists a sequence $\{g_n\} = \{g_n(x)\} \subset G_0$ such that for $T_{g_n}x \rightarrow x$. Specifically there exists $x$ such that $\tilde{\phi}(x)(t_0) \neq \tilde{\phi}(T_{g_n}x)(t_0)$, but $\left|\tilde{\phi}(T_{g_n}x)(t_0) - \tilde{\phi}(x)(t_0)\right| = 0$, which is a contradiction. We conclude that necessarily there exists $t_0 \in T_0$ such that dim$(\mathcal{H}(t_0)) < \infty$, and therefore there exists a finite dimensional non-trivial $G$-invariant $L_\infty(X, \mathcal{B}, m)$ subspace. □

**Proposition 4.30.** Let $G$ be a locally compact Polish group. If every weakly mixing representation is mildly mixing, then every irreducible representation of $G$ is either finite dimensional or mildly mixing.

**Proof.** Let $\pi$ be an irreducible representation. If $\pi$ is not weakly mixing, then according to theorem 1.17, there exists a finite dimensional sub-representation, but this representation is irreducible, we conclude it is finite dimensional. Otherwise, $\pi$ is weakly mixing, and by hypothesis mildly mixing. □

**Definition 4.31.** A group $G$ is called minimally weakly mixing (m.w.m) if $B(G) = AP(G) \oplus C_0(G)$, where:

$$B(G) := \text{span}\{\langle \pi(f)g, h \rangle; \ f, h \in \mathcal{H}, \pi \text{ a continuous irreducible representation}\}$$
It is called **minimally weakly almost periodic** if \( \overline{B(G)} = C \oplus C_0(G) \), where \( C \) denotes the constant functions.

**Remark 4.32.** Examples of such groups are discussed in [8].

**Theorem 4.33** (Bergelson & Rosenblatt [7]). If \( G \) is minimally weakly mixing, then any weakly mixing representation is strongly mixing.

**Example 4.34.** According to theorem 4.33 and proposition 4.30, every minimally weakly mixing group \( G \) will satisfy the conditions of theorem 4.29. We conclude that theorem 4.29 can be applied to every minimally weakly mixing group \( G \).

4.3.2. **Poisson actions.**

**Definition 4.35.** A quadruple \((X, \mathcal{B}, m, T)\) is called a **non-singular endomorphism** if \((X, \mathcal{B}, m)\) is a standard probability space, and \( T : X_0 \rightarrow X_0 \) is a measurable non-singular transformation of \( X_0 \in \mathcal{B} \) such that \( m(X_0) = 1 \). Note that \( T \) is not necessarily invertible.

Given a standard space \((X, \mathcal{B}, m)\) we will denote by \( \text{End}(X) \) the collection of non-singular endomorphisms of \( X \).

**Definition 4.36.** Let \((X, \mathcal{B}, m, T)\) be a non-singular endomorphism, \( G \) a locally compact Polish group, \( f : X \rightarrow G \) a measurable function, and \( \mathbb{P} \sim m \times m_G \), where \( m_G \) is the Haar measure defined on \( G \). Denote by \( T_f \) the transformation defined by \( T_f(x,g) = (Tx, f(x)g) \). The **invariant factor** of \((X \times G, \mathcal{B}(X \times G), \mathbb{P}, T_f)\), is a standard probability space \((\Omega, \mathcal{F}, \mathbb{P})\) equipped with a measurable map \( \pi : X \times G \rightarrow \Omega \) such that:

1. \( \mathbb{P} \circ \pi^{-1} = P \).
2. \( \pi \circ T_f = \pi \).
3. \( \pi^{-1}(\mathcal{F}) = \{ A \in \mathcal{B}(X \times G); T_f^{-1}A = A \} \).

Denote by \( Q : G \rightarrow \text{AUT}(X \times G) \) the transformation defined by \( Q_g(x,h) = (x, hg^{-1}) \), then \( Q_g \circ T_f = T_f \circ Q_g \) and therefore there exists a \( P \) non-singular endomorphism \( \rho : \Omega \rightarrow \Omega \) such that \( \pi \circ Q = \rho \circ \pi \).

The non-singular action \((\Omega, \mathcal{F}, P, \rho)\) is called the **Poisson \( G \)-action associated to** \((T, f)\) and denoted by \( \rho(T, f) \).

**Theorem 4.37** (Aaronson & Lemanczyk [2]). Let \( G \) be a locally compact Polish group. If \( p \in \mathcal{P}(G) \) is globally supported, then \( \rho(T, f) \) is weakly mixing.

**Corollary 4.38.** Let \( G \) be a locally compact Polish group. Then its Poisson action has no finite dimensional \( L_\infty \) invariant subspaces.

**Proof.** Let \( \rho(G, p) \) be a Poisson action of a locally compact group \( G \). By theorem 4.37, it is weakly mixing, and according to theorem 4.3 it had no finite dimensional \( L_\infty \) subspaces. \( \square \)

4.4. **Examples.** In this section we will present some characterizations of Moore groups. In addition, we will see some examples.

**Definition 4.39.** A group \( G \) is called a **Z group** if the group \( G/Z(G) \) is compact, where \( Z(G) \) is the centre of \( G \).

**Theorem 4.40** (Grosser & Moskowitz [15] theorem 2.1). Let \( G \) be a Z-group, then any irreducible unitary representation is finite dimensional.
Definition 4.41. Let $G$ be a connected Lie group, then $G$ is called a Lie group by definition. Let $G$ be a group, which is not connected. We will call $G$ a Lie group by definition if its component of identity $G_0$ is open in $G$, and if $G_0$ is a Lie group by definition.

Theorem 4.42 (Moore [23]). Let $G$ be a Lie group, then every irreducible unitary representation of $G$ is finite dimensional if and only if there exists an open subgroup of finite index $H$, which is a $Z$-group.

Definition 4.43. We say $G$ is a projective limit and denote it $G = \text{projlim}(G_\alpha)$ if there is a family of normal subgroups $\{H_\alpha\}_{\alpha \in I}$ directed by inclusion such that $G_\alpha = G/H_\alpha$ and $\bigcap_{\alpha \in I} H_\alpha = \{e\}$, where $H_\alpha$ is compact for each $\alpha \in I$.

Theorem 4.44 (Moore [23]). For a locally compact group $G$, every irreducible unitary representation is finite dimensional if and only if $G = \text{projlim} G_\alpha$ where each $G_\alpha$ is a Lie group, which satisfies that every irreducible unitary representation is finite dimensional.

Example 4.45. Every finite group is a Moore group, therefore for every finite group action, theorem 4.3 holds.

Example 4.46. Every abelian group is a Moore group, therefore for every abelian group action, theorem 4.3 holds.

Theorem 4.47 (Peter Weyl theorem). Let $G$ be a compact group, then for every unitary representation $\pi$ there exists a decomposition into finite-dimensional irreducible representations.

Example 4.48. By Peter-Weyl theorem, every compact group is a Moore group, therefore for every compact group action, theorem 4.3 holds.

Example 4.49 (The infinite Dihedral group). One of the many representation of this groups is the group generated by a reflection and a rotation. The reflection of $\mathbb{R}^2$ is a multiplication by the matrix

$$r = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}$$

, and the rotation is a multiplication by

$$s = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$$

Note that

$$s^k = \begin{pmatrix} 1 & k \\ 0 & 1 \end{pmatrix}$$

where $k \in \mathbb{Z}$. This group is clearly infinite.

First we will show this group is a Moore group. Let $H = \langle s \rangle$, then it is an abelian group. This sub-group is of index 2, since

$$s^k \cdot r = \begin{pmatrix} 1 & k \\ 0 & 1 \end{pmatrix} \cdot \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} -1 & k \\ 0 & 1 \end{pmatrix}$$

$$= \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \cdot \begin{pmatrix} 1 & -k \\ 0 & 1 \end{pmatrix} = r \cdot s^{-k}$$
In addition, if the infinite Dihedral group is endowed with the discrete topology, then H is an open subgroup. By theorem 4.42, \( D_\infty \) is a Moore group.

Let us look at the action of \( D_\infty \) on \( (\mathbb{R}^2, \mathcal{B}, \text{Leb}) \). It can be defined as matrix multiplications, which is a non-singular action on \( (\mathbb{R}^2, \mathcal{B}, m) \), for some finite measure \( m \sim \text{Leb} \).

Define the function \( f : \mathbb{R}^2 \to \mathbb{R} \) by

\[
f(x, y) = \begin{cases} y & \text{if } |y| < 1 \\ 1 & \text{otherwise}\end{cases}
\]

Then it is \( D_\infty \) invariant since

\[
f(s(x, y)) = f(x + y, y) = f(x, y)
\]

\[
f(r(x, y)) = f(-x, y) = f(x, y)
\]

In addition \( f \in L_\infty(X, \mathcal{B}, m) \) therefore the space \( L = \text{span} \{ f \} \) is finite dimensional, \( D_\infty \) invariant and non-trivial. By theorem 4.3 the action is not weakly mixing.

**Example 4.50 (The quaternions group).** Denote the following vectors in \( \mathbb{R}^4 \):

\[
1 := \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad i := \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \quad j := \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix}, \quad k := \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}
\]

Define the quaternion multiplication by:

\[
i^2 = j^2 = k^2 = ijk = (-1)
\]

This multiplication can be extended to \( H := \text{span} \{ 1, i, j, k \} \).

Denote by \( H^* := \left\{ \begin{pmatrix} a \\ b \\ c \\ d \end{pmatrix} \in H; \ a^2 + b^2 + c^2 + d^2 \neq 0 \right\} \). Then \( H^* \) is a Lie group with quaternion multiplication. In addition, one of its representations is as complex \( 2 \times 2 \) matrices:

\[
\begin{pmatrix} a \\ b \\ c \\ d \end{pmatrix} \mapsto \begin{pmatrix} a + ib & c + id \\ -(c - id) & a - ib \end{pmatrix}
\]

where \( i \) is the imaginary number \( i = \sqrt{-1} \). We shall use this representation to show this group is a Moore group. Calculations show that-

\[
Z(H^*) = \left\{ \begin{pmatrix} r \\ 0 \\ 0 \\ r \end{pmatrix} ; r \in \mathbb{R} \right\}
\]

\[
H^*/Z(H^*) = \left\{ \begin{pmatrix} a + ib & c + id \\ -(c - id) & a - ib \end{pmatrix} ; a^2 + b^2 + c^2 + d^2 = 1 \right\}
\]

\( H^*/Z(H^*) \) is a continuous image of a closed bounded set in \( \mathbb{R}^4 \) and therefore a compact set. We conclude by theorem 4.42, that \( H^* \) is a Moore group, and therefore theorem 4.3 is valid.
5. Mild mixing vs. weak mixing

It is known, by definition, that every mildly mixing action is also weakly mixing. For a long time it was not known whether these two concepts have a different meaning for non-commutative groups.

In this section we will present an example of a probability preserving action of a non-commutative group, which is not mildly mixing but it is weakly mixing. There were some earlier examples of this, but this example is of different nature. We will need some definitions in order to explain how it is different.

**Definition 5.1.** A group $G$ is called **locally finite** if for every finite set $\{g_1, \ldots, g_N\} \subseteq G$ the group generated by the set is finite.

**Definition 5.2.** The alternating group, $A_n$, is the group of even permutations of a finite set $\{1, \ldots, n\}$. The alternating group $A_\infty$ is the group of even permutations of $\mathbb{N}$.

An earlier example was presented by I.Samet in [31]. His example is of an action of the locally finite group, $A_\infty$. The example we will soon present, is of an infinite Lie group, which is not locally finite, and moreover it is uncountable.

**Definition 5.3.** The **Heisenberg group** $H_3(\mathbb{R})$ is the group of $3 \times 3$ upper triangular matrices of the form

$$M(a, b, c) := \begin{pmatrix} 1 & a & c \\ 0 & 1 & b \\ 0 & 0 & 1 \end{pmatrix}$$

This group’s unitary irreducible representations are fully characterized. It is known that every unitary irreducible representation is one of the following representations (for more information see [18]):

1. One dimensional representation on $\mathbb{C}$ of the form:

   $$\pi_{\alpha, \beta}(M(a, b, c))z := e^{i(\alpha a + \beta b)}z$$

2. Infinite dimensional representation on $L^2(\mathbb{R})$ of the form:

   $$[\pi_\gamma(M(a, b, c))f](t) := e^{i\gamma(c+bt)}f(t+a), \quad \gamma \in \mathbb{R} \setminus \{0\}$$

The first example of an action of the Heisenberg group, which is weakly mixing but not mildly mixing, was found by Daniilenko in [9].

**Theorem 5.4** (Daniilenko [9]). There is a rigid weakly mixing rank-one action $T$ of $H_3(\mathbb{R})$.

We will construct the Gaussian action associated to the infinite dimensional unitary irreducible representation of the Heisenberg group (see theorem 5.13) and show it is weakly mixing but not mildly mixing.

**Example 5.5** (The Heisenberg group). We will show there exists an action of the Heisenberg group that is weakly mixing but not mildly mixing.

Let us look at the infinite dimensional irreducible representation on $L^2(\mathbb{R})$ defined by:

$$[\pi(M(a, b, c))f](t) := e^{i\gamma(c+bt)}f(t+a)$$
It is irreducible, as we mentioned in 5.3, and therefore it has no invariant subspaces, specifically no finite dimensional non-trivial sub-representations, and therefore this representation is weakly mixing.

Next, we will show the representation has a rigid factor: define the sequence

\[ g_n := M \left( 0, 0, 2\pi n + \frac{1}{n} \right) = \begin{pmatrix} 1 & 0 & 2\pi n + \frac{1}{n} \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \]

This sequence is well defined, and \( g_n \to \infty \). In addition this is a rigid factor in the sense that for every \( f \in L_2(\mathbb{R}) \), and \( n \in \mathbb{Z} \):

\[ f(t) \neq \left[ M \left( 0, 0, 2\pi n + \frac{1}{n} \right) \right] f(t) = e^{(2\pi n + \frac{1}{n}) + it} \cdot f(0) \to f(t) \]

**Remark 5.6.** According to theorem 4.33, the Heisenberg group is not minimally weakly mixing, since the above representation is weakly mixing but not strongly mixing.

The rest of this paper is dedicated to show the Gaussian action associated to \( \pi \) is weakly mixing, but not mildly mixing.

**Definition 5.7.** A centered stationary stochastic process \( \{X^g; g \in G\} \) is called Gaussian if for every \( F = \{g_1, \ldots, g_n\} \subset G \), the joint \( n \)-dimensional distribution \( P_F \) is defined by

\[ P_F \left( \bigcap_{j=1}^n \{X^{g_j} \in C_j\} \right) = a \cdot \int_{C_1 \times \cdots \times C_n} \exp \left( -\frac{1}{2} \langle Mt, t \rangle \right) dt_1 \cdots dt_n \]

where \( a \) is some normalizing constant, \( t = (t_1, \ldots, t_n) \) and \( M \) is the inverse of the regular covariance matrix \( C_{ij} := \mathbb{E} \left( X^{g_i} X^{g_j} \right) \)

**Definition 5.8.** Let \( (X, \mathcal{B}, m) \) be a standard probability space. An action \( T : G \to PPT(X) \) is called a Gaussian dynamical system if there exists \( f \in L_2(X, \mathcal{B}, m)_0 \) such that:

1. The corresponding stochastic process \( \{X^g := f \circ T_g; g \in G\} \) is a Gaussian process.

2. The smallest \( \sigma \)-algebra such that \( f \circ T_g \) are all measurable is \( \mathcal{B} \).

If we denote by \( \mathcal{H} := \text{span} \{X^g; g \in G\} \), then \( \mathcal{H} \) is called a first chaos, and it can be shown that

\[ L_2(X, \mathcal{B}, m) = \mathbb{C} \oplus \bigoplus_{n=1}^\infty H_{\otimes n} \]

where \( H_{\otimes n} \) is the symmetric tensor product of order \( n \).

**Definition 5.9.** Let \( \mathcal{H} = L_2(X, \mathcal{B}, m)_0 \), \( (X, \mathcal{B}, m) \) a \( \sigma \)-finite measure space. Denote by \( \mathcal{B}_{\otimes n} \) the set of symmetric measurable sets in \( X^n \), and let \( m_{\otimes n} = \frac{1}{n!} m^n \). Then we may identify \( \mathcal{H}_{\otimes n} = L_2(X, \mathcal{B}, m)_{\otimes n} \) with \( L_2(X^n, \mathcal{B}_{\otimes n}, m_{\otimes n})_0 \), which is the subspace of symmetric functions in \( L_2(X^n, \mathcal{B}_{\otimes n}, \frac{1}{n!} m^n)_0 \). This is by letting:

\[ f_1 \otimes \ldots \otimes f_n = \sum_{\sigma \in \mathcal{S}_n} \prod_{j=1}^n f_j(x_{\sigma(j)}) \]
where $\mathcal{C}_n$ is the set of all symmetric permutations in $S_n$.

The Hilbert direct sum

$$\bigoplus_{n=1}^{\infty} \mathcal{H}^\otimes_n := \left\{ \{f_n\}_{n=1}^{\infty} : f_n \in \mathcal{H}^\otimes_n \text{ and } \sum_{n=0}^{\infty} ||f_n||^2 < \infty \right\}$$

is called the symmetric Fock space over $\mathcal{H}$.

**Theorem 5.10** (Peterson & Sinclair [27]). Let $G$ be a countable discrete group, let $\pi : G \to \mathcal{H}$ be a unitary representation of $G$ on a Hilbert space $\mathcal{H}$. Then there exists a Gaussian dynamical system $(X, \mathcal{B}, m)$ and an action $T : G \to \text{PPT}(X)$, such that $L_2(X, \mathcal{B}, m)_0 \simeq \bigoplus_{n=1}^{\infty} \mathcal{H}^\otimes_n$, and $U_T|_{\mathcal{H}} = \pi$. This action is called the Gaussian process associated to $\pi$.

This construction was also mentioned in [25], [17], [14], and [27].

Denote by $\pi^G$ the Koopman representation on $\bigoplus_{n=1}^{\infty} \mathcal{H}^\otimes_n$.

**Definition 5.11.** Let $G$ be a Polish group and $(X, \mathcal{B}, m)$ a standard probability space. As in [13], define a near-action (or a Boolean action) of $G$ on $(X, \mathcal{B}, m)$ to be a Borel map $T : G \to \text{PPT}(X)$ such that:

1. If we denote by $e$ the identity element of $G$, then for $m$ almost every $x \in X$, $T_e x = x$.
2. For every $g, h \in G$, $T_g(T_h x) = T_{gh}(x)$ for $m$-almost every $x \in X$.

**Theorem 5.12** (Mackey [20] & Ramsay [28]). Let $G$ be a locally compact Polish group. Then every near action is isomorphic to an action.

For more details see [13].

**Theorem 5.13.** Let $G$ be a locally compact Polish group, let $\pi : G \to \mathcal{H}$ be a unitary representation of $G$ on a Hilbert space $\mathcal{H}$. Then there exists a Gaussian dynamical system $(X, \mathcal{B}, m)$ and an action $T : G \to \text{PPT}(X)$, such that $L_2(X, \mathcal{B}, m)_0 \simeq \bigoplus_{n=1}^{\infty} \mathcal{H}^\otimes_n$, and $U_T|_{\mathcal{H}} = \pi$. This $G$-action is called the Gaussian process associated to $\pi$.

**Proof.** Let $G_0 \subset G$ be a countable dense subgroup. Endow $G_0$ with the discrete topology, then by theorem 5.10, there exists a Gaussian action $T^0 : G_0 \to \text{PPT}(X)$ on a standard probability space $(X, \mathcal{B}, m)$, such that $U_{T^0}|_{\mathcal{H}} = \pi|_{G_0}$ ($U_{T^0}$ is the Koopman representation induced by $T^0$), and $L_2(X, \mathcal{B}, m)_0 \simeq \bigoplus_{n=1}^{\infty} \mathcal{H}^\otimes_n$. We will show there exists a near action of $G$ on the same space, $T$, such that $T|_{G_0} = T^0$, and then use theorem 5.12 to conclude that we have an action isomorphic to this near action.

Let $\{g_k\}$ be a Cauchy sequence, then by definition of a representation, $\{\pi(g_k)\}$ is also a Cauchy sequence. Let there be an $n \in \mathbb{N}$, and let us look at the sequence $\{\pi^\otimes_n(g_k)\}$, when $\pi^\otimes_n(g)$ is the representation defined on $\mathcal{H}^\otimes_n$. We will show this is a Cauchy sequence as well. For every vector $e_1 \otimes e_2 \otimes \cdots \otimes e_n \in \mathcal{H}^\otimes_n$:

$$||\pi^\otimes_n(g_m)(e_1 \otimes e_2 \otimes \cdots \otimes e_n) - \pi^\otimes_n(g_k)(e_1 \otimes e_2 \otimes \cdots \otimes e_n)|| = ||\pi(g_m)e_1 \otimes \pi(g_m)e_2 \otimes \cdots \otimes \pi(g_m)e_n - \pi(g_k)e_1 \otimes \pi(g_k)e_2 \otimes \cdots \otimes \pi(g_k)e_n|| \leq$$
\[
\leq ||\pi(g_m) e_1 \otimes \pi(g_m) e_2 \otimes \cdots \otimes \pi(g_m) e_n - \pi(g_k) e_1 \otimes \pi(g_k) e_2 \otimes \cdots \otimes \pi(g_k) e_n|| + \|
\]
\[
+ ||\pi(g_k) e_1 \otimes \pi(g_k) e_2 \otimes \cdots \otimes \pi(g_k) e_n - \pi(g_k) e_1 \otimes \pi(g_k) e_2 \otimes \cdots \otimes \pi(g_k) e_n|| + \|
\]
\[
+ \cdots + ||\pi(g_k) e_1 \otimes \cdots \otimes \pi(g_k) e_{n-1} \otimes \pi(g_m) e_n - \pi(g_k) e_1 \otimes \cdots \otimes \pi(g_k) e_n|| + \|
\]
\[
+ \cdots + ||\pi(g_k) e_1 \otimes \cdots \otimes \pi(g_k) e_{n-1} \otimes \pi(g_m) - \pi(g_k) e_n||
\]
\[
= \|((\pi(g_m) - \pi(g_k)) e_1 \otimes \pi(g_m) e_2 \otimes \cdots \otimes \pi(g_m) e_n) + \|
\]
\[
+ ||\pi(g_k) e_1 \otimes (\pi(g_m) - \pi(g_k)) e_2 \otimes \cdots \otimes \pi(g_m) e_n|| + \|
\]
\[
+ \cdots + ||\pi(g_k) e_1 \otimes \cdots \otimes \pi(g_k) e_{n-1} \otimes (\pi(g_m) - \pi(g_k)) e_n||
\]

Now every one of these norms converges to zero, since \(\{\pi(g_k)\}\) is a Cauchy sequence and the norm of each \(\pi(g)\) is uniformly bounded by 1. Overall, since \(n\) is fixed, the sequence \(\{\pi \circ \pi_n(g_k)\}\) is a Cauchy sequence, specifically \(\pi \circ \pi_n(g) = \pi \circ \pi_n(g)|_{\mathcal{H}^{\otimes n}}\) is a Cauchy sequence. We conclude the induced Koopman representation \(U_{T_0}\) is continuous on \(G_0\).

Let \(g \in G\), then there exists a Cauchy sequence \(\{g_n\} \subseteq G_0\) such that \(g_n \to g\). The sequence \(\{U_{T_{g_n}}\}\) is a Cauchy sequence in the group of positive isometries, denote by \(U_g\) its limit, which is positive and unitary. We will show \(U_g\) does not depend on the choice of the sequence \(\{g_n\}\). Let \(\{g'_n\} \subseteq G_0\) be a different sequence such that \(\lim_{n \to \infty} g'_n = g\). Define a new sequence \(h_n\) by:

\[
h_n = \begin{cases} g_k & n = 2k \\ g'_k & n = 2k + 1 \end{cases}
\]

Then this is also a Cauchy sequence in \(G_0\), and therefore \(\{U_{T_{h_n}}\}\) is also a Cauchy sequence and has a limit, which is the same limit as the limit of \(\{U_{T_{g_n}}\}\), and of \(\{U_{T_{g'_n}}\}\). We conclude the limit does not depend on the choice of the sequence.

By Lamperti’s theorem, there exists a non-singular transformation \(S\) such that, \(U_g f = \sqrt{\frac{d(\pi \circ \pi_n)}{\pi_s}} f \circ S\). Denote by \(T_g = S(g)\). Since the mapping between positive isometries and non-singular actions is a bijection, if \(g \in G_0\), then \(T_{g_n} = T_g\).

In addition, since \(U_{g_n} \to U_g\) (in the weak operator topology), then for every \(k\), \(U_{g_n^{\otimes k}} = U_{g^{\otimes k}} = \sqrt{\frac{d(\pi \circ \pi_n)}{\pi_s}} f \circ S\).

We will show that \(T_{g h} \overset{a.e}{=} T_g T_h\) - let there be \(g, h \in G\), then there exist \(\{g_n\}, \{h_n\} \subseteq G_0\) such that \(g_n \to g, h_n \to h\). Since \(T_0\) is an action, there exists a measurable set of full measure, \(X_0\), such that for every \(x \in X_0\), and every \(n, m \in \mathbb{N}\) we have \(T_{g_n} T_{h_m} x = T_{g_n h_m} x\). In addition, as we showed above, if \(g_n \to g\), then \(T_{g_n} \overset{m}{\to} T_g\), and specifically there exists a subsequence \(\{n_k\}\) such that \(T_{g_{n_k}} \overset{a.e}{=} T_g\). Denote the set \(X_1 := \{x \mid T_{g_{n_k}} x \not\to T_g x \text{ or } T_{h_{m_j}} x \not\to T_h x\}\), then it is of measure zero, and for every \(x \in X_0 \setminus X_1\):

\[
T_g T_h x = \lim_{k \to \infty, j \to \infty} T_{g_{n_k}} T_{h_{m_j}} x = \lim_{k \to \infty, j \to \infty} T_{g_{n_k} h_{m_j}} x = T_{g h} x
\]

We conclude \(T\) is indeed a near action, and by theorem 5.12 there exists action, which is isomorphic to this action.

**Theorem 5.14.** Let \(G\) be a locally compact Polish group, \(\mathcal{H}\) a separable Hilbert space, \(\pi : G \to \text{Isom}(\mathcal{H})\) a unitary representation, and let \((X, \mathcal{B}, m, T)\) be the Gaussian process associated to \(\pi\). Then the action \(T\) is ergodic if and only if it is weakly mixing if and only if \(\pi\) is weakly mixing.
Proof. Remember that the action described is measure preserving and therefore ergodicity and weak mixing properties of the action are equivalent to the same properties of the Koopman representation. Note that since \( \pi^\mathcal{C} \otimes \pi^\mathcal{C} = \pi^\mathcal{C} \), then the action is ergodic if and only if it is weakly mixing. We will show the action is ergodic if and only if \( \pi \) is weakly mixing.

If \( \pi \) is not weakly mixing, then \( \pi \otimes \pi \) is not ergodic, and therefore there exists \( \xi \in H^{\otimes 2} \), which is \( G \)-invariant. Denote by \( B_2(\mathcal{H}) \) the collection of Hilbert-Schmidt operators defined on \( \mathcal{H} \) (see [10] page 314). There exists an isometric isomorphism \( \phi: \mathcal{H}^* \otimes \mathcal{H} \rightarrow B_2(\mathcal{H}) \) defined by:

\[
\phi(f \otimes e) = \langle *, f \rangle e
\]

It is indeed an isometry, and \( h \in \mathcal{H}^* \otimes \mathcal{H} \) is symmetric if and only if \( \phi(h) \) is self-adjoint. Denote \( \tilde{\xi} = \phi(\xi) \) and let us look at \( \left( \frac{\tilde{\xi} + \tilde{\xi}^*}{2} \right) \). It is a self adjoint operator and indeed a Hilbert Schmidt operator. In addition \( \phi^{-1} \left( \left( \frac{\tilde{\xi} + \tilde{\xi}^*}{2} \right) \right) \) is both symmetric and \( G \)-invariant. We conclude that \( \pi^\mathcal{C} \) has an invariant vector and therefore it is not ergodic.

Conversely, assume \( \pi^\mathcal{C} \) is not ergodic, then there exists \( \xi \in \bigoplus_{n=1}^\infty \mathcal{H}^{\otimes n} \) which is \( G \)-invariant. Since \( \pi^\mathcal{C} \) is a sub-representation of \( \bigoplus_{n=1}^\infty \pi^{\otimes n} \), then this representation also has an invariant vector. Note that

\[
\bigoplus_{n=1}^\infty \pi^{\otimes n} = \pi \bigoplus_{n=2}^\infty \pi^{\otimes n} = \pi \otimes \left( 1 \bigoplus_{n=1}^\infty \pi^{\otimes n} \right)
\]

Then the product representation \( \pi \otimes \left( 1 \bigoplus_{n=1}^\infty \pi^{\otimes n} \right) \) has an invariant vector. Now, \( 1 \bigoplus_{n=1}^\infty \pi^{\otimes n} \) is also a unitary representation. We conclude \( \pi \otimes \pi \) has an invariant vector, which means it is not ergodic, and \( \pi \) is not weakly mixing.

The first proof of this theorem was done by Maruyama for \( G = \mathbb{Z} \) in 1949 (see [21]). The proof above was taken from notes created by Peterson. For more details see Peterson’s homepage.

According to theorem 5.13 applied to the unitary representation of \( H_3(\mathbb{R}) \) described above, the action \( T \) is weakly mixing. If we will show it is also not mildly mixing, then we will have the desired example.

We will show there exists a rigid sequence, and by Schmidt-Walter’s result (theorem 4.25) the action is not mildly mixing. But since \( \pi \) is contained in the Koopman representation of \( H_3(\mathbb{R}) \) on \( L_2(X, \mathcal{B}, m)_0 \), then we already saw there is a rigid factor. We conclude this action is weakly mixing and not mildly mixing.
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