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1 Introduction

In the last decade, ideas and tools from quantum information and computation have found an increasing number of applications in the efforts to understand the Anti-de Sitter/Conformal Field Theory (AdS/CFT) correspondence [1] as a holographic quantum theory of gravity. Notable examples include the ER=EPR [2] conjecture and the proposed resolutions of: the black hole information paradox [3, 4], the firewall paradox [5], and the wormhole growth paradox in terms of the complexity=volume [6–8] and complexity=action [9] conjectures.

Central to the connection between quantum gravity and quantum information is the Ryu-Takayanagi (RT) formula. The RT formula conjectures that the entanglement entropy of a boundary CFT state is dual to the area of a bulk region in AdS [10]. The study of the entanglement properties of the AdS/CFT holographic duality [11], spurred by the result of Ryu and Takayanagi, has led to a reformulation of the AdS/CFT correspondence in terms of quantum error-correcting codes [12–14]. This framework has helped to clarify the relationship between bulk and boundary and proved to be an effective and simple toy model of the AdS/CFT correspondence.

Based on these early results, researchers built toy models that reproduce key features of the correspondence (such as subregion duality, radial commutativity and the RT formula) using quantum error-correcting codes based on tensor networks [15, 16], random tensor networks [17], and approximate Bacon-Shor codes [18]. All these models (which have been recently reviewed in [19]) give an explicit bulk-boundary mapping for states and observables. Using techniques from Hamiltonian simulation, [20] showed how the mapping can be extended to local Hamiltonians.

In parallel with the development of increasingly-advanced toy models, Harlow initiated a systematic study of holographic quantum error correction [21, 22] (for a pedagogical introduction to these ideas see [23–25]). Leveraging the operator algebra quantum error correction framework developed in [21, 26–29] identified the conditions that make a quantum error-correcting code a good holographic code (that is, a code that reproduces the key features of the AdS/CFT correspondence). In particular, [21] showed that standard quantum error-correcting codes such as stabiliser codes [30, 31] or subsystem codes [32, 33], correct errors “too well” to give rise to good holographic codes. This statement can be made precise using the language of finite-dimensional von Neumann algebras, which we review in section 3. Consider the algebra of operators that can be reconstructed after the erasure of a region of the boundary: for a good holographic code this algebra is not a factor algebra.

In this paper, we build on the formalism of Harlow to derive new properties and examples of holographic quantum error-correcting codes. Our contributions further sharpen our understanding of the relationship between bulk and boundary and give even simpler examples of holographic codes reproducing key features of the AdS/CFT correspondence. In particular:

- We give new “atomic” examples of holographic codes. The key feature of these examples is that they are based on quantum circuits with a minimal number of qubits rather than on the large tensor networks that have appeared in the literature [15–18]. By significantly reducing the complexity of the toy models, we hope to introduce a
new tool to identify what features of error correcting codes enable the emergence of holographic states.

- We prove new properties of holographic quantum correcting codes. More specifically, we show that the code algebra is the unique von Neumann algebra satisfying complementary recovery (defined below). The proof is obtained by leveraging a connection between quantum error correction and quantum privacy [34, 35] which we believe is entirely novel in the context of holographic quantum error correction. The uniqueness of the algebra shows that error correcting codes which satisfy complementary recovery are “rigid” in the sense that they are uniquely determined by the requirements of holography.

- We give a reformulation of key results in holographic quantum error correction which is aimed at experts in quantum information. This might be a desirable feature for researchers with a quantum information background that are venturing into the field and could give people already familiar with these ideas a new angle to think about related problems.

We give a brief presentation of key results from holographic quantum error correction in section 1.1 and a detailed overview of our contributions in section 1.2.

The remainder of this paper is organised as follows. Section 2 gives an informal presentation of some of the central concepts in holography for a reader with no prior background on the subject. In section 3, we review some key facts about finite-dimensional von Neumann algebras. Section 4 and section 5 contain the bulk of our contributions. In section 4, we give a reformulation of holographic quantum error correction and prove new properties of the code algebra, while in section 5, we construct several “atomic” examples of holographic codes using quantum circuits. We conclude in section 6 with some remarks on the main differences between our work and [21] and a list of open questions.

This paper has three appendices. In appendix A, we review some key notions and results on quantum private systems. In appendix B, we give a new proof of the main theorem in [21]. In appendix C, we give a full analysis of the holographic properties of the 2 × 2 Bacon-Shor code.

### 1.1 Overview of holographic quantum error correction

In holography, we consider a bulk asymptotically-AdS space described by a Hilbert space \( \mathcal{H}_L \), surrounded by a boundary CFT with a Hilbert space \( \mathcal{H} \). The correspondence manifests via a holographic dictionary \( V : \mathcal{H}_L \to \mathcal{H} \), which maps the state from the bulk into the boundary. See figure 1. The same setup cleanly maps to a quantum error-correcting code. We let \( \mathcal{H}_L \) be the logical space, and \( \mathcal{H} \) be the physical space. Then \( V \) is an isometry that takes the data in \( \mathcal{H}_L \) and encodes it in the physical space \( \mathcal{H} \).

Our goal is to concretely define what we mean for such a setup to exhibit “holographic quantum error correction”. We will do this by taking an RT formula and writing it in the notation of quantum error correction. Then we can proceed to derive general properties of such an RT formula, and building specific examples of codes that exhibit one. Having
these concrete examples can illuminate the relationship between bulk and boundary, and generally make AdS/CFT easier to understand.

We begin with a classical RT formula. Say $A$ is a subregion of the boundary space, splitting the boundary into a bipartition $A$-$\overline{A}$. Then, the classical RT formula states\(^1\) that, in a holographic state corresponding to a (2+1)-dimensional classical bulk geometry:

$$\text{entanglement across } A-\overline{A} \propto \min_{\gamma_A} \text{Area}(\gamma_A),$$

(1.1)

where $\gamma_A$ is a geodesic in the (negatively curved, gravitating) bulk whose endpoints are the same as those of $A$ on the boundary. In $d + 1$ dimensions, the geodesic is replaced by a $(d - 1)$-dimensional extremal surface ending on (and homologous to) the boundary subregion; ‘area’ denotes a codimension 2 quantity, and hence it is actually a length for a (2+1)-dimensional bulk. The RT formula connects a geometrical quantity, an area, with a quantum-mechanical quantity: the entanglement entropy. (Readers who find the RT formula unfamiliar are invited to consult section 2 for a more detailed exposition of the quantum-gravitational setting where the formula arises.)

If the bulk is itself a quantum system that can be in a mixed state, then we must be more careful in defining the left-hand side of the equation: we only care about the entanglement entropy stemming from the holographic dictionary $V$, but not any entropy from the bulk degrees of freedom. Thus, we must subtract off the entropy from the bulk state. Say $\rho_L$ is a state in the bulk $\mathcal{H}_L$, and $\rho = V\rho_L V^\dagger$ is its encoded state on the boundary

---

\(^1\)This is the version of the formula that holds in a static geometry, i.e. one that can be described by a time-independent metric. In a time-dependent geometry the extremization is more subtle, and is described by the maximin prescription [36] for the HRT formula [37]. In particular, the geodesics are not confined to a fixed spatial slice of the bulk but instead live inside the entanglement wedge of the boundary region; see section 2.3.3 for further discussion. Furthermore, the minimization over geodesics should include only the geodesics homologous to $A$; see Footnote 7 for a discussion.
The subregion $A$ induces a factorization\(^2\) of the boundary into $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_{\bar{A}}$. We can then say $\rho_A$ is the reduced state obtained by taking $\rho$ and tracing out $\mathcal{H}_{\bar{A}}$. Now we can phrase a quantum RT formula as:

$$\text{entropy of } \rho_A - \text{entropy of } \rho_L \text{ visible from } A = \min_{\gamma_A} \text{Area}(\gamma_A).$$

We can define the entropy of $\rho_A$ via the von Neumann entropy $S(\rho_A)$. The other quantities are more challenging to define. The geometry itself may be a superposition, so that the area actually corresponds to an observable $L_A$ on the bulk Hilbert space $\mathcal{H}_L$. The area contribution to the RT formula is then the expectation $\langle L_A \rangle_{\rho_L} = \text{Tr}(\rho_LL_A)$. It can be reconstructed by a bulk observer given access to either subregion. The state $\rho_L$ describes the state of the bulk, and thus also captures the superposition over geometries. We are left with:

$$S(\rho_A) = \text{entropy of } \rho_L \text{ visible from } A + \text{Tr}(\rho_LL_A).$$

To make the “entropy of $\rho_L$ visible from $A$” rigorous, we will need some tools from the quantum error correction literature. Our goal is to identify a collection of operators $\mathcal{M}$ on $\mathcal{H}_L$ that exactly capture what we can see given only access to the boundary subregion $A$. Then we can use this family of operators to define the entropy. Some language developed in the quantum error correction framework from \cite{26–29} is particularly useful for this purpose. These papers are concerned with what kinds of observables in $\mathcal{H}_L$ are affected by a general quantum error channel. Here we restrict their language to erasure errors, since we just want to erase the subregion $\bar{A}$.

**Definition 1.1.** Say $V : \mathcal{H}_L \to \mathcal{H}$ is an encoding isometry, and $A$ is a subregion that induces the factorization $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_{\bar{A}}$.

We say a bulk operator $O_L \in \mathcal{L}(\mathcal{H}_L)$ is **correctable from** $A$ if there is some boundary operator $O$ with support only on $A$ that lets us access $O_L$ via $V^\dagger OV = O_L$.

If all the operators with support only on $A$ commute with $O_L$ after projection with $V^\dagger$, then the observable corresponding to $O_L$ cannot be measured from $A$. In this case we say $O_L$ is **private from** $A$.

We are looking for a collection of operators $\mathcal{M}$ that exactly capture what degrees of freedom are visible from $A$. These are all correctable from $A$. To make sure we are not missing any operators, we want the ‘mirror image’ of this condition to be true from $\bar{A}$. If $\mathcal{M}'$ is the set of all operators in the bulk that commute with $\mathcal{M}$ (also known as the ‘commutant’ or the ‘normalizer of $\mathcal{M}$ in $\mathcal{L}(\mathcal{H}_L)^\prime$), then we want $\mathcal{M}'$ to be correctable from

\(^2\)In a conformal field theory this factorization may be subtle: to ensure the theory factorizes we can introduce edge modes \cite{38}. Throughout this paper we will follow convention and assume without comment that the boundary theory does indeed factorize, which is already necessary to define the left-hand side of the RT formula.
The center $Z_{\mathcal{M}} := \mathcal{M} \cap \mathcal{M}'$, which contains the area operator, is correctable from both regions. We call this condition ‘complementary recovery’.³

**Definition 1.2.** An encoding isometry $V$, a subregion $A$, and collection of operators $\mathcal{M}$ satisfy **complementary recovery** if $\mathcal{M}$ is correctable from $A$, and $\mathcal{M}'$ is correctable from $\bar{A}$.

If we can find such a collection of operators $\mathcal{M}$, then we have exactly captured the degrees of freedom in $\mathcal{H}_L$ that are visible from $A$. Now all that is left to do is to use $\mathcal{M}$ to define an entropy on $\rho_L$. It turns out that there is a very natural way of doing this if $\mathcal{M}$ is closed under multiplication, in which case $\mathcal{M}$ is a von Neumann algebra. In this case there is a natural generalization of the entanglement entropy called the ‘algebraic entropy’ $S(\mathcal{M}, \rho_L)$ (which we review in section 3). This finally lets us define what we mean by ‘entropy of $\rho_L$ visible from $A$', and state an RT formula in quantum mechanical language:

$$S(\rho_A) = S(\mathcal{M}, \rho_L) + \text{Tr}(\rho_L L_A). \quad (1.4)$$

In fact, a key result of [21] is that the existence of a von Neumann algebra $\mathcal{M}$ implies that the code satisfies an RT formula.

**Theorem 1.3.** *From Theorem 5 of [21].* Say an encoding isometry $V$, a subregion $A$, and a von Neumann algebra $\mathcal{M}$ satisfy complementary recovery. Then there is an area operator $L_A$ such that (1.4) holds.

A summary of the notation from this discussion is to be found in table 1. In section 3 we give an introduction to von Neumann algebras and their properties. Then, in section 4 we present the above discussion in more mathematical detail and also outline some of our main results.

### 1.2 Overview of our contributions

The central goal of our work is to build concrete examples and analysis techniques using the work of [21] as a starting point. We begin with some general results that aid in the analysis of holographic codes. First, we show that the von Neumann algebra of interest to holography is unique, and that there is a direct way of computing it. Then, we give several ‘atomic’ examples of quantum error correction codes that manifest holographic features despite only possessing very few qubits.

**Theorem 1.4.** *What is the von Neumann algebra?* Say $V$ is an encoding isometry and $A$ is a subregion. If there exists a von Neumann algebra $\mathcal{M}$ such that $V, A, \mathcal{M}$ obey complementary recovery, then it is unique.

³Holography experts: note that in classical holographic states, the equivalent of this condition is that access to a boundary subregion $A$ allows the reconstruction of bulk operators in (at least) the causal wedge of $A$, while access to the complement $\bar{A}$ allows the reconstruction of operators in the causal wedge of $\bar{A}$. See figure 3; although the union of these two causal wedges does not cover the entire spacetime, when $A$ is a spatial subregion and the boundary state is pure it does contain the entirety of a spatial slice of the bulk. (If the boundary state is mixed, the union won’t cover an entire spatial slice; for example, there could be a black hole horizon beyond which the boundary-anchored geodesics will not penetrate.)
 Furthermore, let $\mathcal{M}$ be exactly the set of operators in the bulk that are correctable from $A$. If it is closed under multiplication, then it is the unique von Neumann algebra with complementary recovery. Otherwise, no such algebra exists.

This theorem is a direct consequence of a result from the quantum error correction literature:

**Lemma 1.5.** A von Neumann algebra $\mathcal{M}$ is correctable from $A$ if and only if it is private from $\bar{A}$.

The main idea is that complementary recovery restricts $\mathcal{M}$ from both sides: on the one hand $\mathcal{M}$ must be correctable from $A$ so it cannot contain too many operators. But on the other hand, since $\mathcal{M}'$ is correctable from $\bar{A}$, we must have that $\mathcal{M}'$ is private from $A$. So $\mathcal{M}$ must be large enough so that its commutant remains small enough to be private. In particular, when $\mathcal{M}$ is correctable from $A$ there is then no proper subalgebra of $\mathcal{M}$ whose commutant is correctable from $A$. We comment on the implications of this fact for bulk reconstruction in the Discussion.

The uniqueness theorem implies a concrete ‘recipe’ for analyzing quantum error-correcting codes and determining their RT formulae. In section 4 we present Theorem 1.4, as well as a mostly self-contained derivation of Theorem 1.3. With all these mathematical tools together, the section culminates in a series of step-by-step instructions for analyzing a quantum error-correcting code.

In section 5 we then practice this recipe on several examples. We construct these examples by building quantum circuits for the encoding isometry $V$. These examples are

| Symbol | Quantum Error Correction Interpretation | Holographic Interpretation |
|--------|----------------------------------------|-----------------------------|
| $\mathcal{H}$ | physical space | boundary CFT |
| $\mathcal{H}_L$ | logical space | bulk asymptotically AdS space |
| $V : \mathcal{H}_L \to \mathcal{H}$ | encoding isometry | AdS/CFT dictionary |
| $|\psi\rangle_L, \rho_L, O_L$ | state, operator in the logical space $\mathcal{H}_L$ | state, operator in the bulk |
| $\mathcal{H}_A$, where $\mathcal{H} = \mathcal{H}_A \otimes \bar{\mathcal{H}}_A$ | the region of $\mathcal{H}$ that remains after the erasure of $\bar{A}$ | a subregion of the boundary complementary to $\bar{A}$ |
| $|\psi\rangle_A, \rho_A, O_A$ | state, operator in $\mathcal{H}_A$ | boundary state, operator in the $A$ subregion |
| $\mathcal{M}$ | algebra of operators protected from the erasure of $\bar{A}$ | algebra of bulk operators in the entanglement wedge of $A$ |
| $Z_M$ | algebra of operators protected from the erasure of either $A$ or $\bar{A}$ | bulk operators that can be reconstructed from either $A$ or $\bar{A}$ |

Table 1. A Rosetta stone for symbols and their quantum error correction and holographic interpretations. First column: main symbols used throughout the paper. Second column: interpretation of the symbol in the language of quantum error correction. Third column: holographic interpretation of the symbol.
Figure 2. A sketch of a quantum circuit with an RT formula. On the left side, \( i, \alpha, j \) label three qubits in the bulk. The central degree of freedom \( \alpha \) looks classical since it is visible from both \( A \) and \( \bar{A} \) via the CNOT. \( \alpha \) also conditionally creates some of the entanglement across the bipartition via a Toffoli gate, which determines the area operator’s eigenvalues. The bulk degrees of freedom \( i, j \) are not encoded at all and are plainly visible from the boundary. A full technical explanation of the encoding can be found in sections 4 and 5. See also Example G in particular.

designed to flesh out the different terms of (1.4) to varying degrees of completeness. The section culminates in the example sketched in figure 2.

Here we give a brief non-technical summary of how the code in figure 2 generates an RT formula. Since the full explanation is fairly involved, we focus only on the intuition behind the features and leave the technical explanation for sections 4 and 5. We will review in section 3 that the algebraic entropy

\[
S(M, \rho_L) = S_c + S_q + \text{Tr}(\rho_L L_A).
\]

The degree of freedom \( \alpha \) is copied via CNOT onto an extra qubit, so that \( \alpha \) can be seen from both \( A \) and \( \bar{A} \). This essentially ‘measures’ the \( \alpha \) degree of freedom in the computational basis, and makes it look entirely classical. This is the classical part of the entropy \( S_c \).

On the other hand, the \( i \) and \( j \) degrees of freedom are not measured, and thus retain their coherence. Subregion \( A \) cannot see the \( j \) qubit, but it can see the \( i \) qubit. Thus, the von Neumann entropy of the \( i \) qubit forms the quantum part of the entropy \( S_q \).

Finally, some of the entanglement across \( A-\bar{A} \) stems from the subcircuit involving the Toffoli gate, which connects \( \alpha \) and the two boundary regions. This entropy forms the area term \( \text{Tr}(\rho_L L_A) \) since it is completely independent of entanglement between bulk degrees of freedom. However, the generation of entanglement is conditional on the value of \( \alpha \), so the area operator \( L_A \) is actually \( |1\rangle \langle 1| \) on the \( \alpha \) subsystem. In this sense \( \alpha \) is a bulk degree of freedom that indexes which geometry we are in.
The examples in section 5 are in some sense the simplest possible quantum error-correcting codes with non-trivial holographic properties. Their purpose is primarily to serve as pedagogical examples for understanding holographic quantum error correction. However, there are many possible future directions, some of which we elaborate in the Discussion below. An obvious direction is to try to use these examples as building blocks for a tensor network that supports superpositions of geometries. This is an idea that tensor network models seem to struggle to capture. Other possibilities include trying to find an example so that $\alpha$ is not a separate degree of freedom, or to add dynamics.

2 The holographic principle

What characterizes a (quantum) gravitational/holographic theory? Which of these characteristics can be captured by low-dimensional discrete toy models? The goal of this section is to provide the interested reader with enough intuition about gravity and holography to answer these questions. In particular, reading this section is meant to establish the concepts and intuition necessary to understand the following key claim:

- The entanglement structure of holographic states is special. The entanglement entropy of a mixed state is not in general an observable. However, the reduced density matrix in the spatial subregion $A$ of a classical holographic state $\rho$ obeys an area law known as the Ryu-Takayanagi formula:

$$S_A(\rho) = \frac{1}{4G_N} \min_{\gamma_A} \text{Area}(\gamma_A).$$

(2.1)

That is, entropies of subregions are proportional to the value of a geometric observable, the minimal area operator, which is obtainable by following a well-defined procedure (detailed later in this section) to construct the classical geometry corresponding to $\rho$, and the constant of proportionality involves the gravitational constant $G_N$. Furthermore, holographic states in a much larger class, where we allow entanglement of bulk degrees of freedom as well as superpositions of different geometries, nevertheless have entropies described by a more general RT formula:

$$S_A(\rho) = S_{\text{bulk},A}(\rho) + \text{Tr}(L\rho),$$

(2.2)

where $L$ is again a bulk observable whose eigenvalues are the minimal areas of the different geometries in the superposition. An RT formula also holds for the reduced state in the complementary subregion $\bar{A}$, with the same operator $L$.

The following sections of the paper will be devoted to understanding the features of, and building examples of, quantum error-correcting codes which obey eq. (2.2). In particular, we will show that an operator $L$ exists for codes which obey a complementary recovery property relating errors correctable in a region $A$ to errors correctable in the complement of the region. These codes are themselves holographic: even though the codes are not gravitational, encoded states have the same special entanglement structure.
However, before moving to the error-correction setting, in this section we give more
details on what the RT formula means. We discuss how to describe a spacetime geometry
which obeys the equations of general relativity: first using a metric, then using the more
invariant data of geodesic distances and extremal areas. We then sketch how to think of
a quantum state which describes (a spatial slice of) a given geometry, and then the larger
Hilbert space which allows for entangled degrees of freedom living on these geometries, as
well as states describing superpositions of geometries. Finally, we move from this abstract
discussion to the more concrete setting of holographic theories which give dual descriptions of
some of these quantum-gravitational Hilbert spaces, allowing us to measure bulk observables
via a holographic operator dictionary and relating the bulk geometry to the boundary
entropic structure.

2.1 Some general relativity

We begin by explaining the objects that appear on the right-hand side of (2.1); in later
subsections we’ll discuss the meaning of the left-hand side and of the generalization (2.2).
These are geometric quantities, so we’ll first need to explain what we mean by a geometry,
by introducing the notion of a metric to define the distance between points and along
curves, and then the special curves called geodesics which define the causal structure of a
spacetime. We’ll then pass from mathematics to physics by discussing how the Einstein field
equations relate the geometry to the energy and matter living on top of it. Finally, we’ll
give a (reasonably) careful discussion of the symmetries of spacetime and of the Einstein
equations. Many metrics can describe the same spacetime, so if we want to work with
physical quantities we need objects which don’t change when we alter the metric but leave
the spacetime unchanged. We’ll see that, when a spacetime has a boundary, one of these
quantities is precisely the minimal area operator appearing in (2.1).

We recommend that the interested reader looking for a more complete but still concise
introduction to GR consult [39].

2.1.1 Metrics and distances

The full machinery of quantum gravity won’t be necessary for this review, but it will be
useful to establish some intuitions and terminology. We begin with classical general relativity.
The space in this theory is a particular non-flat D-dimensional geometry. Formally, what
we mean by a “geometry” is some smooth (differentiable) manifold, which we can describe
by some set of coordinates \(\{x^\mu\}_{\mu=0}^{D-1}\), where the index \(\mu\) ranges over the \(D\) dimensions of the
manifolds. What we mean by “curved” is that distances between points in this manifold
aren’t given by the Euclidean distance. Instead, we use a more general notion of distance, a
pseudo-Riemannian metric \(g_{\mu\nu}\). Using the metric, we can define the line element

\[
    ds^2 = g_{\mu\nu}dx^\mu dx^\nu, \tag{2.3}
\]

where we are adopting the convention that repeated indices are summed over. That is, at
every point of space the metric is a matrix (or, more formally, a two-index tensor): if we
specify a particular point \(x\) and pick two coordinate directions \(\mu, \nu\) we can find the matrix
element $g_{\mu\nu}$. When $g_{\mu\nu} = \delta_{\mu\nu}$ at all points in space, we recover the special case of the Euclidean metric in $D$ dimensions: the line element is

$$ds^2_{\text{Euc}} = (dx^0)^2 + \ldots + (dx^{D-1})^2 \equiv dx^\mu dx^\mu.$$

(2.4)

However, we more often have cases in which some of the coordinates are timelike, $g_{aa} < 0$. In particular, when exactly one of the coordinates (by convention, $x^0$) is timelike (or, more precisely, when the metric has one negative eigenvalue everywhere on the manifold), we say that the metric is Lorentzian. A simple example is given by taking the Euclidean metric and putting a minus sign in front of the 00 (“time-time”) component:

$$ds^2_{\text{SR}} = -(dx^0)^2 + \ldots + (dx^{D-1})^2 = dx^\mu dx^\mu.$$

(2.5)

This is a metric which describes the situation of *special relativity*: we can see that, for any fixed value of $x_0$, the spatial part of the metric is still flat.

The line element in turn allows us to compute the length of a curve $\gamma$, which we can parametrize as a choice of coordinates at each point on the curve: $\gamma(\lambda) = x^\mu(\lambda)$. The length of the curve is given by adding up the infinitesimal displacements along the curve, i.e. the arc length integral

$$|\gamma| \equiv \int_0^1 d\lambda \sqrt{ds^2} = \int_0^1 d\lambda \sqrt{g_{\mu\nu} \frac{dx^\mu(\lambda)}{d\lambda} \frac{dx^\nu(\lambda)}{d\lambda}}.$$

(2.6)

In a given geometry, we can construct the set of all possible (smooth) curves which connect two points (in the equation above, the points are $x^\mu(0)$ and $x^\mu(1)$). Individual curves in this set depend on some choice of coordinates, but, crucially, the entire set depends only on the geometry and the choice of points.\footnote{Admittedly, so far we’ve labelled these points in a particular coordinate system, but we could just call them $A$ and $B$, or alternatively consider any coordinate system that preserves the locations of the two points but allow the coordinates to vary on the rest of the geometry. Below we’re going to consider the whole space of geodesics, and that will remove even this dependence.} So any quantity we can compute given access to the entire set is coordinate-independent. In particular, we’d like to use the set to come up with a coordinate-independent distance between two points.

In Euclidean (or more generally Riemannian) metrics, one such quantity is the *length of the shortest curve connecting two points*. If there’s a timelike direction, this isn’t true anymore: we can take a curve and add zig-zags in the timelike direction which will make the curve steadily shorter and shorter. So we can’t simply take this as our distance measure. The right generalization turns out to be to consider the lengths not of minimal curves, but extremal ones. To find these curves, we take the arc length integral (2.6), consider it as a functional of the curve $\gamma$, vary the curve $\gamma \to \gamma + \delta\gamma$, and look for stationary points of the variation. This is the fundamental problem of the calculus of variations, and its solution is given by solving the Euler-Lagrange equations with the action taken to be the line element $ds = \sqrt{ds^2}$. We won’t write this down explicitly, but the equation to be solved is known as the *geodesic equation* and the extremal curves are called *geodesics*; in GR, they’re the curves traced out by non-accelerating (“freely-falling”) observers. If all of the geodesics connecting...
two points have the same length, we call this length the *geodesic distance* between two points; if there are multiple geodesics with different lengths, we take the geodesic distance to be the shortest such length.

In geometries with one timelike direction, the geodesic distance between pairs of points gives a *causal structure* for the geometry: for all pairs of points, we can tell whether they are spacelike, timelike, or null separated by checking whether the geodesic distance between them is, respectively, positive, negative, or zero. When two points are timelike separated, we often call the negative of the geodesic distance the *proper time*; with appropriate units, it measures the time elapsed by a clock carried by an observer freely falling between the two points. Crucially, as we’ll discuss below, the causal structure is really a property of the geometry itself: the set of all geodesics on a manifold is independent of how the metric is parameterized, and two metrics describe the same geometry precisely when they produce the same causal structure.

It should be clear that we can generalize this entire discussion by passing from curves to higher-dimensional objects (surfaces, volumes, etc.). Instead of the arc length integral (2.6) we have some higher-dimensional integral, which we vary to find stationary solutions: extremal surfaces, volumes, etc. Like the geodesics, these are similarly coordinate-invariant objects. For ease of drawing figures, we’ll typically work in two space and one time dimension. This hopefully explains our choice of notation in (2.1): the $A$ is a subregion of a spatial slice of the boundary, that is, a dimension $D − 2$ (“codimension 2”) object, and the minimization is over the areas of extremal dimension $D − 2$ objects in the bulk of the spacetime that touch the boundary at the edge of $A$ (actually a subclass of these objects, as we’ll discuss towards the end of this section). If, like our universe, $D = 4$, $A$ would be two-dimensional. But in three spacetime dimensions $D − 2 = 1$, so the boundary is equivalent to a circle, $A$ is some portion of that circle, and the relevant extremal objects are curves which we’ve accordingly labeled as $\gamma_A$. We nevertheless call the operator which computes their length an *area* operator because in general spacetime dimension the invariant objects have *codimension* 2.

### 2.1.2 The Einstein field equations

So far we have just done mathematics (differential geometry, to be precise). General relativity is a physical theory which relates the geometry of a manifold to the matter distribution living on it. More precisely, the Einstein field equations read

\[
G_{\mu\nu} = 8\pi G_N T_{\mu\nu}.
\]

(2.7)

It won’t be necessary for us to precisely define the objects in this equation, but we mention several features of it:

- $G_{\mu\nu}$ is the “Einstein curvature tensor”, a geometric object which is a function of the metric and its derivatives.

- $T_{\mu\nu}$ is the “stress-energy tensor.” In a particular coordinate frame in a Lorentzian spacetime, we can identify $T_{00}$ as the energy density, $T_{0k}$ as momentum density in the $x^k$ direction, and the mixed components as pressures and stresses.
\[ (2.7) \] is \( D^2 \) equations given by different choices of \( \mu, \nu \), but both the left- and right-hand sides of the equation are symmetric under exchange of \( \mu \) and \( \nu \), e.g. \( G_{\mu\nu} = G_{\nu\mu} \), so there are only \( D(D - 1)/2 \) independent equations, 10 in 4 spacetime dimensions.

For a fixed choice of stress-energy tensor, this is a set of (second-order) nonlinear coupled differential equations which determine the metric.

Although it isn’t manifest in this form, we can often rewrite the Einstein equations as an \textit{initial value problem}: if we know the metric and its derivatives and the stress-energy, \textit{at one particular moment in time}, i.e. everywhere in space for one particular value of a timelike coordinate, we can use the field equations to tell us what the metric will be at some later time.\(^5\) Now we can study, for example, backreaction — given some particular matter configuration, how does the geometry evolve?

### 2.1.3 Diffeomorphism invariance

We said above that a particular geometry is described by a manifold specified by a metric. In general, however, there is not a one-to-one correspondence between metrics and geometries — there are many metrics which describe the same geometry. We’re already used to being able to use different coordinate choices to describe the same physics: in Newtonian physics we’re free to choose different origins and choices of axis for our coordinate system, or, with a little more work, to make one coordinate system move and rotate with respect to another. We can tell that two seemingly different situations are actually the same thing in different coordinate systems when the laws of physics are the same in both situations. In Newtonian physics, for example, acceleration is the same in all inertial frames, and Newton’s laws of motion depend only on the acceleration: they have the property of “Galilean invariance.” Similarly, in special relativity, the laws of physics are invariant under Lorentz transformations; two observers may differ, for example, on what the strength of an electric or magnetic field is but they will agree on the appropriate invariant combinations.

So, to answer the question of whether two metrics describe the same geometry, we should compute invariant quantities and check whether they are the same in both situations. In GR, the invariant quantities are related to the causal structure: they are the proper distances \( (2.6) \) along geodesics. Two metrics which share the same causal structure are related by a \textit{diffeomorphism}. That is, in general a given spacetime can be described by multiple distinct metrics. We emphasize that the \textit{metrics} really are distinct; it’s only by computing “diff-invariant” quantities that we can check that they describe the same spacetime.

Another way to phrase this is that the metric doesn’t only contain physical information about a spacetime, it \textit{also} contains extra redundant information that doesn’t matter to an observer. (Think of the choice of the origin and axes for a flat metric, for example.) In high-energy physics one often refers to this information as “gauge” degrees of freedom. When we go from a metric to the physical quantities, i.e. the geodesics, we “gauge out”...
these degrees of freedom so that only the physical ones remain. We say that two metrics are
“gauge-equivalent” if they’re related by a gauge transformation, i.e. there is a diffeomorphism
which takes one metric to the other. These two metrics are members of a “gauge orbit”, the
equivalence class of all gauge-equivalent metrics. We “gauge-fix” by specifying information
to go to a subset of metrics in the equivalence class; if we specify so much that only
one metric remains, we’ve totally fixed the gauge. A “gauge” is just another word for
a measuring device; think of gauge-fixing as specifying the properties of this measuring
device, i.e. giving enough information that two observers can agree on how to perform a
measurement. In Newtonian physics, for example, we’d gauge-fix by fixing the direction of
each coordinate axis, and a position and velocity for the origin of the coordinate system.
None of that affects the physics, but if you want to check someone else’s measurements
you’ll need that information.

However, it’s important to point out that not all gauge transformations preserve all
of the information we might call physical. The issue arises when we consider metrics
for manifolds with boundaries. It’s useful to gain some intuition by first thinking about
the equivalent case in electrodynamics. Recall that the behavior of charged particles and
electromagnetic fields is governed by Maxwell’s equations. However, just like the metric,
electric and magnetic fields are not gauge-invariant, only certain combinations of them (like
$E^2 + B^2$ are). Just like Einstein’s equations, the Maxwell equations are also differential
equations, and hence their solution in a region with a boundary depends on a choice of
boundary conditions. We could solve for the behavior of the electromagnetic fields inside a
conducting sphere, for example, or with a charged surface. The point is that these boundary
conditions represent an additional set of physical information. In general, then, the set
of gauge transformations which preserve all physical quantities will be smaller than if we
didn’t worry about boundary conditions at all.

This same issue arises even when we’re not placing boundary conditions at some
particular region of space, but instead placing them “at infinity.” In this case there is a
precise language used to talk about these types of boundary conditions. We ask whether the
gauge transformation has any effect at infinity, or, equivalently, if it can be distinguished
from the identity transformation in the limit that we go very far away from the origin of our
coordinates. If it can’t, we call the gauge transformation a “small gauge transformation”. If
it can, we call the gauge transformation a “large gauge transformation.” And we have
in mind that large gauge transformations are physical while small gauge transformations
are not. A large gauge transformation in electrodynamics can, for example, change the
total charge a distant observer measures enclosed within some radius. A similar story holds
in general relativity, but now the gauge transformations are diffeomorphisms applied to
metrics. A small gauge transformation of the metric is one that takes $g_{\mu\nu} \to g_{\mu\nu} + \delta g_{\mu\nu}$,
with $\lim_{{x^\mu \to 0}} \delta g_{\mu\nu}(x^\mu) = 0$. A large gauge transformation can, for example, change the
total invariant mass enclosed within some region.

One convenient way to gauge-fix in general relativity is to fix a direction of time
everywhere on the spacetime, or equivalently identify points which are on “the same
spatial slice” at a given time. In four spacetime dimensions, this is referred to as a
3 + 1 decomposition. Geometrically, we can think of this as a foliation\(^6\) of the spacetime into spatial slices.

Again, when the spacetime has a boundary (in a spacelike direction), some foliations will coincide on the boundary and others will not. It’s only the foliations which look the same at the boundary which we think of as describing the same physics. As we’ll discuss below, the RT formula applies to spacetimes that have a (spatial) boundary. Invariant quantities are those which are left unchanged by “small diffeomorphism”, i.e. diffeomorphisms which leave the boundary unchanged. In particular, the invariant quantities of interest for the RT formula are the areas of extremal surfaces which end on the boundary. In 2 + 1 dimensions, these are geodesics which extend between points on the boundary; in higher dimensions there are also extremal surfaces, volumes, etc. which touch the boundary.

In subsequent sections we will talk about not spacetimes, but Hilbert spaces with gauge symmetries and redundancies. Although this type of gauging can be described independently of anything having to do with gravity, we will always have in mind that holographic error-correcting codes should indeed exhibit some version of the gauge symmetries we see in gravity. In particular, our codes will manifest a particular version of the observation that large gauge transformations describe physically distinct spacetimes: we will see that changing the gauge in the holographic code yields a different result when measuring with an “area operator.” See appendix C for a discussion of the Bacon-Shor code which is phrased in the language of gauges.

2.2 Towards quantum gravity

General relativity is a classical theory. Just like Newton’s laws govern the behavior of massive particles and extended objects moving, accelerating, and applying forces to each other, and Maxwell’s electrodynamics govern the coupled behavior of charged objects and electromagnetic fields, Einstein’s equations (2.7) govern the coupled behavior of energy distributions and geometry. By “govern the behavior”, we really mean that given enough data to describe things at an initial time (the position and velocity of particles, the electric and magnetic fields everywhere, the stress-energy tensor and metric), we can use the theory to find a description at a later (or earlier) time.

Quantum mechanics is also a theory in this sense: given a Hamiltonian and an initial wave function, evolution is governed by the Schrödinger equation. If we arrived at the theory by quantizing an initial theory, we can get back the classical quantities by applying the appropriate observables (i.e., Hermitian operators) to the wave function: for example, for the quantum mechanics of a point particle in a potential, position or momentum operators. For reasonable choices of Hamiltonian, the expectation value of these observables will evolve smoothly — but when we measure the observable we project onto one of its eigenstates according to the Born rule, and only by repeatedly resetting the system, evolving, and measuring can we actually get access to the expectation value.

\(^{6}\)It turns out that there are some manifolds where it isn’t actually possible to do such a foliation, but none of these exotic spacetimes will be relevant for our purposes. For a review of this formalism, which is most important when solving Einstein’s equations numerically, see [40].
Finding a fully consistent theory of quantum gravity is beyond the scope of this review, to put it mildly, but we can say some things confidently. In the quantum theory of a point particle, the classical observables (i.e., the observables which reduce to classical quantities in the classical limit) are the operators which measure position, velocity, etc. The classical observables of a field theory are, similarly, the operators which measure field value and its derivatives. The classical observables of a gravitational theory, then, when applied to states corresponding to classical geometries, measure the metric, stress tensor, etc. So, at minimum, we expect the Einstein equations to hold in some classical limit. That is, the Einstein equations suggest a schematic operator equation

\[ \hat{G}_{\mu \nu} = 8\pi G N \hat{T}_{\mu \nu}, \]  

(2.8)

where the hat indicates that this is an operator expression, and we’ve put quote marks around the equality to emphasize that it’s not really precise. What we really mean by this expression is that, for classical states \(|\Psi\rangle\) which are simultaneous eigenstates of both operators,

\[ \hat{G}_{\mu \nu} |\Psi\rangle = G_{\mu \nu} |\Psi\rangle = 8\pi G \hat{T}_{\mu \nu} |\Psi\rangle = 8\pi G T_{\mu \nu} |\Psi\rangle, \]  

(2.9)

which automatically implies as well that

\[ \langle \hat{G}_{\mu \nu} \rangle_{\Phi} = 8\pi G \langle \hat{T}_{\mu \nu} \rangle_{\Phi}. \]  

(2.10)

Again, we emphasize that making these expressions precise is complicated in full quantum gravity. The abundant gauge freedoms in GR which we discussed in the previous subsection mean that the notion of a local operator is itself subtle, for example. Keeping this in mind, we can proceed to move gingerly away from exactly classical states (i.e., exact eigenstates of these operators), in two ways:

- We can use perturbation theory to understand the result of measuring operators in states close to classical states. For example, if we have a massive system in some superposition of locations, we can see that the expectation value of the metric is that sourced by the average position of the mass, but that measuring quantities sensitive to the metric (for example, the motion of a test mass passing near the system) will project the wave function onto a state of definite metric (and so the particle will be seen (experimentally! [41]) to follow a geodesic of this metric, emit gravitational waves quantized as gravitons, etc.). For a given classical geometry, we can use these sorts of techniques to work our way all the way up to the full machinery of quantum field theory in curved space. At the linear, perturbative level, the graviton enters as just another type of field. (To be clear, though, perturbation theory has its limits! We can’t use this machinery to fully quantize gravity, which is famously impossible using just the machinery of quantum field theory.)

- We can use the linearity of quantum mechanics to discuss not only states close to particular geometries but superpositions of distinct geometries.
It’s important to emphasize that there’s a major caveat with this second point: the linearity of quantum mechanics applies to states in a fixed Hilbert space. Let’s return to the basic example of the quantum-mechanical theory of a single particle in a potential. There’s a position operator on this Hilbert space, and we understand how it acts both on eigenstates of position and on general states (because we can write a general state in the position basis). But this doesn’t tell us how to act on states of a single particle in a different potential.

Actually, there are ways to give a sensible answer to this question. We could arrange for the particle to move in a given potential by coupling it to another set of degrees of freedom, an “external field”, so that the potential is recovered for a fixed state of the fields. Then, in this new, larger Hilbert space, we now have a way to talk about a superposition of a particle in one potential with a particle in a different one. But doing so requires us to understand how to embed the original Hilbert space into the larger one. This (finally) is where holography comes in. You might sensibly worry that we could only ever measure the metric, stress-energy, geodesic distance, etc., on a Hilbert space describing states perturbatively close to a single geometry. But holography, as we’ll describe next, does much better than this.

And, to be clear, we have very good reasons to expect that quantum gravity does in fact require us to deal with superpositions of different geometries! As we discussed in the first bullet point above, we can imagine coupling the metric to a quantum degree of freedom — for example, arranging to move a test mass into one of two locations depending on the result of a projective measurement. Even without explicitly arranging for this ourselves, though, there are (at least) two places where nature as we understand it naturally creates superpositions. One is cosmology: in the early universe, quantum variance of an inflating field [42–44] could have been converted [45, 46] during the Big Bang into superpositions of different classical configurations of matter, radiation, etc., on a Hilbert space describing states perturbatively close to a single geometry. But holography, as we’ll describe next, does much better than this.

2.3 Holographic theories

Holographic theories are ones in which a gravitational theory can be described using a different non-gravitational theory “at the boundary.” These theories implement the desired feature of the last subsection: we can use them to describe superpositions of states which describe distinct geometries. Unfortunately, in the best-understood examples of holography none of these geometries look anything like our universe: in particular, they have negative spacetime curvature, meaning that at large distances the spacetime metric becomes hyperbolic (“asymptotically anti-de Sitter”). Our universe, as best as we can tell, looks like it has positive spacetime curvature. So we can’t just immediately interpret our universe as a particular state in a holographic Hilbert space. However, holographic theories are nevertheless worth studying not only because they have a nice, well-understood Hilbert
space, but also because states in these theories that describe geometries, or superpositions of geometries, have a number of nice properties, not least the RT formula itself.

Like in the previous subsections, but perhaps even more so, our discussion here will only scratch the surface of what is by now a vast literature. Our goal will be to reach the RT formula and its interpretation, in particular, and along the way we will sometimes be heuristic (and we note in a few footnotes places where the main discussion has been imprecise). We recommend that interested readers looking for more comprehensive reviews on the aspects of holography most closely related to quantum information consult, for example, [23, 24] and references therein.

First, we’ll say a bit more about how the known examples of holographic theories actually work. Then, finally, we’ll be in a position to present the RT formula once and for all. After we do that, we’ll take the time to introduce a few last concepts to which it will be useful to refer later in the paper: the geometric notions of the causal and entanglement wedge, and the properties of complementary recovery and radial commutativity.

2.3.1 The holographic dictionary

Let’s be a little more precise by what it means to describe one theory using another. The fundamental objects in any quantum theory are states and observables. In the last subsection we described how to think about states describing quantum fields on top of a spacetime geometry, or a superposition of spacetime geometries. In particular, when a state describes (a spatial slice of) a classical spacetime geometry satisfying the Einstein equations, it is an eigenstate of certain operators, with eigenvalues given by diffeomorphism-invariant quantities like the length of a geodesic, area of an extremal surface, etc. Then we can compute the expectation values of these operators on states close to these classical ones, and the linearity of quantum mechanics then allows us to compute the expectations on superpositions of near-geometric states.

It was realized in the 1990s by string theorists [1, 48–50] that, for states describing asymptotically anti-de Sitter geometries in $D$ dimensions, the expectation values of all of these operators could instead be computed using operators in a non-gravitational $(D - 1)$-dimensional theory. In particular, one major result of the known holographic correspondences is that there is a precise dictionary for matching operators in the gravitational theory inserted at points near the AdS boundary to operators in the “boundary theory”, and a precise prescription [51–54] for integrating over points on the boundary to reconstruct operators deeper into the bulk of the spacetime. For the purposes of this paper, we won’t really need to know about the details of the boundary theory: just the entropies of reduced density matrices constructed from (some of) the states in the theory. However, it’s worth mentioning two of their properties.

First, this type of correspondence could only make sense if the boundary theory at least had the same symmetries as the symmetries of the gravitational theory at its boundary. In the language of subsection 2.1.3 above, these are the small gauge symmetries of diffeomorphisms that leave the boundary at spatial infinity unchanged. With a little bit of work, you could stare at a metric that describes hyperbolic space and figure this out — it turns out that the group of transformations that do this is the conformal group of angle-
preserving transformations. And, accordingly, the boundary theories are conformal field theories. Now you know the reason why another name for the holographic correspondence is “the AdS/CFT correspondence”!

Second, hyperbolic (and spherical) metrics have a length scale, the “anti-de Sitter length”. Einstein’s equations (2.7) also have a length scale, the Planck scale, which can be derived (in a dimension-dependent way) from the Newton gravitational constant $G_N$. The ratio of these two length scales is a dimensionless number, which also appears in the conformal field theory on the boundary. In spacetimes that look classical, this ratio needs to be very large: it’s the ratio between “cosmological” scales and “quantum gravitational” scales. Accordingly, boundary CFTs that can describe classical-looking geometries have a very large number of fields — they’re often referred to as “large-$N$ CFTs.” And it’s a fact about (non-free) conformal theories that the larger the number of fields, the more strongly the fields couple to each other. So, when used to describe classical geometries, the holographic correspondence relates gravity in asymptotically AdS spacetimes to the behavior of strongly-coupled conformal field theories.

For the purposes of this article we’ll only care about fundamentally gravitational observables like the lengths of geodesics, etc., whose expectation values on classical states we can compute knowing only the metric. But it’s important to understand that this dictionary doesn’t apply only to these, it also applies to any other diff-invariant observable built from the fields in the theory — for example, the stress tensor on the right-hand side of the Einstein equations, or just the expectation value of a field at some point.

So far, this might just seem like an interesting coincidence, but no more than that. After all, as discussed in the previous subsection, we already in principle know how to compute these observables for nearly-classical states: we write down a metric describing the geometry on the state, solve the Einstein equations to get the field configurations on top of the geometry, then perturb these field configurations slightly and see how this backreacts on the geometry using the operator form of the Einstein equations.

However, there are a few reasons the existence of a holographic description is exciting:

- Sometimes we can compute quantities easily in the gravitational theory but not the non-gravitational theory, or vice-versa. The RT formula itself is an example of this: it’s a straightforward mechanical task to compute the areas of extremal curves given the metric, but computing the entropy of a CFT state requires first writing down what the state is, already a nontrivial task, and then doing all the integrals to trace out the state of the fields outside the region of interest.

- As we discussed in the last subsection, we’re free to compute the expectation values of states that aren’t nearly-classical. These states need not come anywhere near solving the classical Einstein equations, i.e. they might not be easily described as geometric at all! Yet they live in the same Hilbert space as all the nearly-classical states. We can think of these as bona fide quantum-gravitational states! (In fact, historically the logic worked almost the other way around: the holographic dualities were used within string theory to exhibit examples of states that weren’t “stringy” but had nearly-classical descriptions.)
2.3.2 The RT formula

Now, at last, let’s return to the versions of the RT formula we presented at the start of this section. First, the version (2.1) that applies to a holographic state dual to a classical geometry:

\[ S_A(\rho) = \frac{1}{4G_N} \min_{\gamma_A} \text{Area}(\gamma_A). \] (2.11)

We’ve already understood the meaning of the right-hand side from previous sections. If we have a metric already, we can find the geodesics (or extremal surfaces) which hit the boundary at precisely the edge of the boundary region \( A \). If there are multiple such geodesics, we choose the one with smallest area.\(^7\) On the left-hand side, the state \( \rho \) lives in the Hilbert space of a large-N CFT, with \( N \) related to the Newton constant \( G_N \) as discussed above. In principle, we can perform the field-theoretic equivalent of tracing out a subregion, which involves integrating out the values of fields outside the region with appropriately chosen boundary conditions, then take a logarithm to find the entropy. In practice, the computation is usually done by holographers using slicker mathematical techniques to compute the entropy, for example computing \( \text{Tr}_A(\rho^n) \) and then obtaining the entropy by taking a limit in \( n \). Even so, it’s very hard to carry out this procedure except in states close to certain highly symmetric states like the vacuum or a thermal state.

Now let’s consider the more general RT formula (2.2) which applies to states with entanglement in the bulk and superpositions of geometries:

\[ S_A(\rho) = S_{\text{bulk},A}(\rho) + \text{Tr}(L\rho). \] (2.12)

\( L \) is an operator in the quantum-gravitational Hilbert space. Its eigenstates are the states dual to classical geometries (with appropriate AdS length to be described by the particular CFT under consideration), and its eigenvalues are the areas of the minimal surfaces that meet the boundary subregion. However, roughly speaking\(^8\) there are many different “field-theoretic” states that live on the same curved spacetime. The bulk entanglement term identifies which of these states (or rather, which equivalence class of states with the same bulk entanglement inside the external surface) is described by \( \rho \). Hence neither the left-hand nor the right-hand side of (2.2) is the expectation value of an observable, but the difference between the boundary and bulk entropies \( \delta S \). Moreover, we can see that, as we will discuss

\(^7\)We mention one caveat for experts: if \( A \) is the entire boundary, and \( \rho \) is mixed, then it might seem like the RT formula leads us astray, because the boundary of \( A \) is the empty set and so any geodesic which is a closed circle hits the boundary at the empty set, i.e. doesn’t touch it at all. This puzzle was resolved by realizing that the spacetime dual to a thermal state is \( \text{AdS-Schwarzschild} \), i.e. hyperbolic spacetime with a black hole of the appropriate temperature sitting in the black hole. Then we get the correct result if we take the minimal surface to be the one which wraps around the horizon of the black hole. To get this, we need to impose a “homology constraint”: the only geodesics which we consider in the minimization in (2.1) are those which not only meet the boundary at the appropriate place, but those which can be continuously extended through the bulk to touch \( A \) without crossing any holes or horizons in spacetime, i.e. those that are “homologous to \( A \).”

\(^8\)For a discussion of the limitations of this approach, and the circumstances under which the RT formula breaks down (essentially, when there are very many, exponential in \( N^2 \), terms in the superposition), see [55].
Figure 3. (This is a slightly modified version of figure 11 in [15] and its caption.) Bulk field reconstruction in the causal wedge. On the left is a spacetime diagram, showing the full spacetime extent of the causal wedge $C[A]$ associated with a boundary subregion $A$ that lies within a boundary time slice $\Sigma$. The point $x$ lies within $C[A]$ and thus any operator at $x$ can be reconstructed on $A$. On the right is a bulk time slice containing $x$ and $\Sigma$, which has a geometry similar to that of our tensor networks. The point $x$ can simultaneously lie in distinct causal wedges, so $\phi(x)$ has multiple representations in the CFT.

below, $L$ is an operator which can be obtained given access either to the reduced state either in $A$ or to its complement $\bar{A}$.

2.3.3 The causal and entanglement wedges

Which bulk operators can we reconstruct given access to a particular boundary region? As discussed in subsection 2.1.1 above, Lorentzian metrics have causal structure, so we know that only those parts of the boundary that can send or receive a signal from the point or region can affect the value of an operator there. This is formalized by the notion of the causal wedge, depicted in figure 3:

On a time-slice of the boundary theory, choose a spatial sub-region $A$. The causal wedge $C[A]$ of $A$ is the bulk region bounded by (1) the boundary domain of dependence of $A$ (dark grey curve in figure 3) and (2) the set of bulk geodesics which start and end on (1). The causal wedge is determined by the domain of dependence of $A$, hence “causal.”

Often, especially in static spacetimes, it’s convenient not to work with the full causal wedge, but instead some particular spatial slice within it. If the RT surface is spacelike, then every spatial slice in the causal wedge ends on the RT surface itself, but they hit the boundary at different times. It’s usually most convenient to choose a spatial slice which intersects the boundary at the region $A$ itself. In nice situations, for example if the spacetime is static, we can pick a spatial slice that extends between $A$ and its RT surface,
Figure 4. (This is a slightly modified version of figure 14 in [15] and its caption.) The intersection of the entanglement wedge $\mathcal{E}[A]$ with a bulk time-slice, in the case where $A$ has two connected components. Minimal geodesics in the bulk are solid lines. When $A$ is smaller than $A^c$, we have the situation on the left and the causal wedge agrees with the entanglement wedge. When $A$ is bigger, however, the minimal geodesics switch and the entanglement wedge becomes larger. In particular the point in the center lies in the $\mathcal{E}[A]$ but not $\mathcal{C}[A]$.

which by causality contains all of the information necessary to reproduce the entire causal wedge. In this case, as shown on the right diagram in figure 3, we’re free to draw diagrams which suppress the time direction entirely: compare to the figures in the Introduction, which similarly depict the situation at one particular time.

However, we also know that given access to the entropy of a CFT subregion we can use the RT formula to compute the area of the relevant extremal surface. In fact, we expect that if we know not just the entropy but the full reduced density matrix, we can construct, e.g., the RT surface itself. And we can also use this information to construct the RT surfaces of smaller parts of the subregion, so we should be able to read off the metric everywhere in the portion of the bulk between the boundary region and the RT surface. This is formalized by the notion of the entanglement wedge:

The entanglement wedge $\mathcal{E}[A]$ is the domain of dependence of the bulk region bounded by (1) $A$ (dark grey curve in figure 4) and (2) the minimal extremal bulk surface homologous to $\partial A$ (i.e. the RT surface of $A$) (black curve in figure 4). The entanglement wedge is determined by the RT surface, which has area equal to the von Neumann entropy of the part of the boundary theory contained in $A$, hence “entanglement.”

One can show, under the assumption the bulk theory describes a sensible gravitational spacetime, that the causal wedge is contained in the entanglement wedge [56, 57]. Figure 4 depicts a situation in which the two wedges do not coincide. Note that, for a pure boundary state, the RT surface of $A$ can clearly seen to be the same as the RT surface of $\bar{A}$. That is, the operator $L$ which gives its area is both in the set of operators acting only on region $A$ of the boundary theory, and the set of operators acting only on region $\bar{A}$. But causality
dictates that all operators in one of these two sets commute with all operators in the other of these sets. So, $L$ commutes with every operator acting on $A$: we say it’s in the center of the operators acting on $A$. One such operator is the identity. But, in general, when there is some gauge symmetry in the bulk theory, there will be elements in the center which are not trivial, and the area operator will be one of these. So the nontriviality of the area operator tells us about the fact that the bulk is gravitational, and thus has diffeomorphism invariance! Thinking about the algebraic properties of bulk and boundary operators will be key to our approach in the rest of the paper; we’ll review the concepts of operator algebras, centers, etc. in the next section.

2.3.4 Complementary recovery and radial commutativity

Recall that the causal wedge tells us which bulk operators can be reconstructed given access to a boundary region $A$. As figure 3 makes clear, if we divide the boundary into two regions, an operator acting at a particular bulk point must lie in the causal wedge of at least one of the regions, and it only lies in the causal wedge of both when the point is part of the RT surface. This is complementary recovery: given a subregion we can reconstruct all operators inside its causal wedge but none of the operators outside it.

Now consider, instead of fixing the region $A$, what happens when we allow it to vary but still keep the bulk operator fixed. In general, we see that an operator lies inside the causal wedge of many regions. So, if we had access to a boundary region large enough that many of its subregions could alone reconstruct the operator, knowledge of the operator is redundantly encoded in the state: we don’t need the full state on $A$ to reconstruct it, and there are many possible ways to reconstruct it. We say the state exhibits subregion duality, in which many subregions can be used to reconstruct the same operator. Furthermore, if we erase a piece of the boundary that is much smaller than $A$, almost every bulk operator can still be exactly reconstructed. Historically, it was this sort of code-like redundancy which led to the consideration of holographic error correction.

The flip side of subregion duality is radial commutativity. We can see that, at least for non-pathological spacetimes, the RT surfaces of small subregions don’t extend deep into the bulk: we need large subregions to penetrate deep into the interior. If a bulk operator is outside of the causal wedge of a subregion, that means, by causality, that it commutes with every operator acting in the casual wedge subregion. In particular, it commutes with the operators that act on the boundary region itself. But every boundary operator acting on a point in the boundary lives inside the causal wedge of any boundary subregion containing that point; in particular, it lives inside the causal wedge of an arbitrarily small subregion around the point. Hence any bulk operator which lives away from the boundary must commute with all boundary operators acting on single points in the boundary: this is the property of radial commutativity.

This might not seem to be a problem yet: an arbitrary operator in the boundary doesn’t act at a single point in the boundary, but at many points. However, field theories, and conformal field theories in particular, have an operator product expansion: the product of operators acting at multiple points can be written as a sum of local operators acting only at a single point. And each of these local operators, by the argument above, commutes
with the bulk operator! If we take this argument seriously, then, a bulk operator commutes with *every* operator in the boundary theory. This seeming paradox was another motivation behind the introduction of error correction in holography — we only reached this conclusion because we treated bulk operators and boundary operators as acting on the same Hilbert space, but in fact the bulk Hilbert space of a given geometry, as we have seen, is much smaller and redundantly encoded into the CFT Hilbert space. So, in the language of this paper, the resolution can be stated simply: the bulk doesn’t live “inside the boundary,” i.e. in the same space. Rather, as depicted in figure 1, we must map the bulk into the boundary using an isometry $V$.

### 3 Finite-dimensional von Neumann algebras

In section 1.1, we discussed how the appropriate language to analyse the entropy contributions arising from the bulk degrees of freedom is the one of von Neumann algebras. In this section, we review some basic notions from the theory of von Neumann algebras (a special case of the more general $C^*$-algebras). Although it is common to study von Neumann algebras over infinite-dimensional Hilbert spaces (and it is in this case that they have proved most useful) we only consider the finite-dimensional case, which is the most relevant for our purposes. Unless otherwise specified, when we use the term von Neumann algebra we always refer to a von Neumann algebra over a finite-dimensional Hilbert space. The content of this section is mostly based on the presentation given in [21] which in turn draws from the lecture notes of Jones [58].

An algebra over a field is a set which is closed under scalar multiplication, addition and multiplication, and for which there exists a unit element. Von Neumann algebras are algebras of linear operators acting over a complex Hilbert space with the additional property of closure under complex conjugation. More specifically, we have that

**Definition 3.1** (von Neumann algebra). Let $\mathcal{L}(\mathcal{H})$ be the set of linear operators over a finite-dimensional complex Hilbert space $\mathcal{H}$. A von Neumann algebra is a subset $\mathcal{M} \subseteq \mathcal{L}(\mathcal{H})$ which is closed under:

- (addition) if $A, B \in \mathcal{M}$ then $A + B \in \mathcal{M}$;
- (multiplication) if $A, B \in \mathcal{M}$ then $AB \in \mathcal{M}$;
- (scalar multiplication) if $A \in \mathcal{M}$ and $c \in \mathbb{C}$ then $cA \in \mathcal{M}$;
- (complex conjugation) if $A \in \mathcal{M}$ then $A^\dagger \in \mathcal{M}$;

and for which there exists an element $I \in \mathcal{M}$ such that for every $A \in \mathcal{M}$ we have $IA = A$.

From now on, whenever we use the term algebra we always assume that the algebra is a finite-dimensional von Neumann algebra (sometimes, when extra care is required, we still write the full name explicitly). We often define a von Neumann algebra through its generators using the following notation $\mathcal{M} = \langle A, B, \ldots \rangle_{vN}$, where the angle brackets denote the algebra generated by some operators $A, B, \ldots$. Note that the von Neumann algebra
generated by a set of operators is different from the group generated by a set of operators as the latter does not have an addition and scalar multiplication operation. Because in quantum error correction it is customary to use the angle bracket notation to define the group generated by a set of operators we chose to adopt the bulkier notation $\langle \ldots \rangle_{vN}$ for von Neumann algebras. So, for example, $(Z)_{vN}$ is the set of all $2 \times 2$ diagonal matrices ($X, Y, Z$ denote the Pauli matrices) and $(Z, X)_{vN} = \mathcal{L}(\mathbb{C}^2)$.

**Example 3.2.** The von Neumann algebra $\mathcal{M} = \langle ZII, IXI, IZI \rangle_{vN}$ over $\mathcal{H} = \mathbb{C}^8$, where $X, Z$ are Pauli operators.

There are three fundamental notions in the study of von Neumann algebras: commutant, center, and factor.

The commutant $\mathcal{M}'$ is the set of operators which commute with every element of $\mathcal{M}$. The commutant itself forms a von Neumann algebra.

**Definition 3.3** (commutant). *Given a von Neumann algebra $\mathcal{M} \subseteq \mathcal{L}(\mathcal{H})$ the commutant is the set*

$$\mathcal{M}' \equiv \{ B \in \mathcal{L}(\mathcal{H}) \mid \forall A \in \mathcal{M} : AB = BA \}.$$  

(3.1)

Double commutation (or bicommutation) leaves a von Neumann algebra unvaried. This important property is known as the bicommutant theorem.

**Theorem 3.4** (bicommutant). *For every von Neumann algebra $\mathcal{M} \subseteq \mathcal{L}(\mathcal{H})$ we have that*

$$\mathcal{M}'' \equiv (\mathcal{M}')' = \mathcal{M}.$$  

(3.2)

The center is the set of commuting elements of an algebra.

**Definition 3.5** (center). *Given a von Neumann algebra $\mathcal{M} \subseteq \mathcal{L}(\mathcal{H})$ the center $Z_{\mathcal{M}}$ is the set*

$$Z_{\mathcal{M}} \equiv \mathcal{M} \cap \mathcal{M}'.$$  

(3.3)

Trivial centers (i.e. centers that are multiples of the identity) are known as factors.

**Definition 3.6** (factor). *Let $c \in \mathbb{C}$. A von Neumann algebra $\mathcal{M} \subseteq \mathcal{L}(\mathcal{H})$ is a factor if its center satisfies*

$$Z_{\mathcal{M}} = \langle I \rangle_{vN} \equiv \{ zI \mid z \in \mathbb{C} \}.$$  

(3.4)

### 3.1 Classification of von Neumann algebras

The classification theorem shows that any von Neumann algebra can be decomposed as a direct sum of factors.

**Theorem 3.7** (classification theorem). *For every von Neumann algebra $\mathcal{M}$ on a finite-dimensional Hilbert space $\mathcal{H}$ there exists a block decomposition of the Hilbert space*

$$\mathcal{H} = \left[ \bigoplus_{\alpha} \left( \mathcal{H}_{A_{\alpha}} \otimes \mathcal{H}_{\bar{A}_{\alpha}} \right) \right] \oplus \mathcal{H}_0$$  

(3.5)
such that

\[ \mathcal{M} = \bigoplus_\alpha \left( \mathcal{L}(\mathcal{H}_{A_\alpha}) \otimes I_{\bar{A}_\alpha} \right) \oplus 0, \]  
(3.6)

\[ \mathcal{M}' = \bigoplus_\alpha \left( I_{A_\alpha} \otimes \mathcal{L}(\mathcal{H}_{\bar{A}_\alpha}) \right) \oplus 0, \]  
(3.7)

\[ Z_M = \bigoplus_\alpha \left( c_\alpha I_{A_\alpha} \otimes I_{\bar{A}_\alpha} \right), \]  
(3.8)

where \( \mathcal{H}_0 \) is the null space and \( 0 \) is the zero operator on \( \mathcal{H}_0 \). For simplicity, whenever we write a decomposition of an algebra (Hilbert space), we no longer write the direct sum with the null space (zero operator). The decomposition in (3.6) is known as the Wedderburn decomposition.

Note that, in order to denote the different blocks in the sum, we adopt the heavy notation \( \mathcal{H}_{A_\alpha} \) — and not the simpler \( \mathcal{H}_\alpha \) — to ensure consistency with the notation of Lemma 4.7. In that case, the letter \( A \) is used to denote a partition of the Hilbert space. In this section the letter \( A \) has no other meaning but to denote one of the two factors of a block.

We now proceed to give a series of examples of increasing generality of the classification theorem. We begin with the special case of a factor algebra over \( \mathcal{H} \) that is equivalent to \( \mathcal{L}(\mathcal{H}) \).

**Example 3.8.** The von Neumann algebra over \( \mathcal{H} = \mathbb{C}^2 \) with Wedderburn decomposition

\[ \mathcal{M} = \mathcal{L}(\mathbb{C}^2) \otimes 1 = \mathcal{L}(\mathbb{C}^2) = \begin{bmatrix} a & b \\ c & d \end{bmatrix}, \]  
(3.9)

where \( a, \ldots, d \in \mathbb{C} \), is a factor.

The commutant of the algebra is \( \mathcal{M}' = \langle I \rangle_{vN} \).

The following is an example of a factor algebra over \( \mathcal{H} \) that is strictly contained in \( \mathcal{L}(\mathcal{H}) \).

**Example 3.9.** The von Neumann algebra over \( \mathcal{H} = \mathbb{C}^4 \) with Wedderburn decomposition

\[ \mathcal{M} = \mathcal{L}(\mathbb{C}^2) \otimes I = \begin{bmatrix} a & b & 0 & 0 \\ 0 & a & b & 0 \\ c & 0 & d & 0 \\ 0 & c & 0 & d \end{bmatrix}, \]  
(3.10)

where \( a, \ldots, d \in \mathbb{C} \), is a factor.

The commutant of the algebra is \( \mathcal{M}' = I \otimes \mathcal{L}(\mathbb{C}^2) \).

Finally, we give two examples of algebras that are not a factor. The first is a fully diagonal algebra (and, in the language of quantum mechanics, can be thought of describing a classical algebra of observables) while the second has a block diagonal structure (thus describing a quantum algebra of observables). For many more examples of von Neumann algebras, Wedderburn decompositions, and their relationship to coarse-graining and decoherence the interested reader can consult [59].
Example 3.10. The von Neumann algebra over $\mathcal{H} = \mathbb{C}^2$ generated by the Pauli $Z$ operator has the following Wedderburn decomposition

$$\mathcal{M} = \langle Z \rangle_{\text{vN}} = \begin{bmatrix} a & 0 \\ 0 & b \end{bmatrix} = [\mathcal{L}(\mathbb{C}) \otimes 1] \oplus [\mathcal{L}(\mathbb{C}) \otimes 1],$$

(3.11)

where $a, b \in \mathbb{C}$.

Example 3.11. The von Neumann algebra $\mathcal{M} = \langle ZII, IIX, IIZ \rangle_{\text{vN}}$ over $\mathcal{H} = \mathbb{C}^8$ has the following Wedderburn decomposition

$$\mathcal{M} = \bigoplus_{\alpha=0}^1 \left( \mathcal{L}(\mathbb{C}^2) \otimes I \right) = \begin{pmatrix} a & 0 & b \\ 0 & a & 0 \\ c & 0 & d \\ 0 & c & 0 \end{pmatrix} \begin{pmatrix} 0 \\ e & 0 & f \\ 0 & e & 0 \\ g & 0 & h \end{pmatrix},$$

(3.12)

where $a, \ldots, h \in \mathbb{C}$.

3.2 Algebraic states and entropies

A quantum state on a Hilbert space $\mathcal{H}$ is a Hermitian positive semi-definite operator $\rho \in \mathcal{L}(\mathcal{H})$ with $\text{Tr}(\rho) = 1$. Given a state $\rho$ and a Hermitian operator $O$ we can define the expectation value of the operator $O$ on $\rho$ as

$$E_{\rho}(O) = \text{Tr}(O\rho).$$

(3.13)

It is often the case that one is interested in computing expectation values of operators that form an algebra $\mathcal{M}$. A generic state $\rho$ is not necessarily an element of $\mathcal{M}$ and could contain more information than is needed to compute expectation of values of operators in $\mathcal{M}$. It is therefore useful to define the notion of an algebraic state — that is, the state that is “visible” from an algebra $\mathcal{M}$. For an algebra $\mathcal{M}$ and quantum state $\rho$ we denote the respective algebraic state by $\rho_{\mathcal{M}}$. The following theorem shows that algebraic states are unique and that, for the purpose of computing expectation values of operators in $\mathcal{M}$, we can always replace $\rho$ by $\rho_{\mathcal{M}}$. That is, the algebraic state is a generalization of the reduced density matrix for an algebra which need not be a factor.

**Theorem 3.12.** Let $\mathcal{M}$ be a von Neumann algebra on $\mathcal{H}$ and let $\rho \in \mathcal{H}$ be a quantum state. Then, there exists a unique state $\rho_{\mathcal{M}} \in \mathcal{M}$ such that

$$\text{Tr}(O\rho_{\mathcal{M}}) = \text{Tr}(O\rho)$$

(3.14)

for all $O \in \mathcal{M}$. 


For an algebra $\mathcal{M}$ and state $\rho$ it is possible to write an explicit formula for the algebraic state $\rho_\mathcal{M}$. Recall that by Theorem 3.1 there exists a decomposition of the Hilbert space

$$\mathcal{H} = \bigoplus_\alpha \left( \mathcal{H}_{A_\alpha} \otimes \bar{\mathcal{H}}_{A_\alpha} \right),$$

in terms of which we can write the Wedderburn decomposition of the algebra

$$\mathcal{M} = \bigoplus_\alpha \left( \mathcal{L}(\mathcal{H}_{A_\alpha}) \otimes I_{\bar{A}_\alpha} \right).$$

Let $\{ |\alpha, i, j\rangle \}$ be an orthonormal basis for $\mathcal{H}_{A_\alpha} \otimes \bar{\mathcal{H}}_{A_\alpha}$ (a block in the decomposition) that is “compatible with $\mathcal{M}$”, that is, the $\alpha$ enumerates the diagonal blocks and within each block we have $|\alpha, i, j\rangle = |i_\alpha\rangle_{A_\alpha} \otimes |j_\alpha\rangle_{\bar{A}_\alpha}$ where $\{|i_\alpha\rangle_{A_\alpha}\}$ and $\{|j_\alpha\rangle_{\bar{A}_\alpha}\}$ are orthonormal bases for $\mathcal{H}_{A_\alpha}$ and $\bar{\mathcal{H}}_{A_\alpha}$ respectively. Any state $\rho$ can be written in terms of the Hilbert space decomposition of (3.15) as

$$\rho = \sum_{\alpha, \alpha'} \sum_{i,j} \sum_{i',j'} \rho[\alpha, \alpha'] |i,j,i',j\rangle \langle \alpha, \alpha'|,$$

where $\{|\alpha,i,k\rangle\}$ is a basis for the $\alpha$-block. Because for the purpose of computing expectation values of elements of $\mathcal{M}$ only the blocks that are diagonal in $\alpha$ will give non-zero contributions we have that $\rho[\alpha, \alpha'] = 0$ for all $\alpha \neq \alpha'$. For computational purposes, it is then useful to define the blocks of $\rho$ that are diagonal in $\alpha$ as

$$\rho_{A_\alpha} \equiv \frac{1}{p_\alpha} \text{Tr}_{\bar{A}_\alpha}(\rho[\alpha]),$$

where $p_\alpha = \sum_{i,j} \rho[\alpha, \alpha]|i,j,i',j\rangle \langle j',i',i\rangle$ is a positive normalisation constant such that $\text{Tr}_{A_\alpha}(\rho_{A_\alpha}) = 1$ and $\rho[\alpha, \alpha'] \equiv \rho[\alpha, \alpha]$ is the part of $\rho$ which is in the $\alpha$-block. Using this notation we can write the algebraic state $\rho_\mathcal{M}$ as

$$\rho_\mathcal{M} \equiv \bigoplus_\alpha \left( p_\alpha \rho_{A_\alpha} \otimes I_{\bar{A}_\alpha} \right).$$

From (3.19) we can see that when $\mathcal{M}$ is a factor the von Neumann entropy of the algebraic state is equivalent to the von Neumann entropy of the reduced state $\rho_A = \text{Tr}_A(\rho)$. This suggests the following generalisation of the von Neumann entropy for a general quantum state $\rho$ and an arbitrary algebra $\mathcal{M}$:

**Definition 3.13. Algebraic entropy.** Let $\rho$ be a state on an arbitrary von Neumann algebra $\mathcal{M}$. The algebraic entropy of $\rho$ with respect to $\mathcal{M}$ is

$$S(\rho, \mathcal{M}) \equiv -\sum_\alpha \text{Tr}_{A_\alpha} \left( p_\alpha \rho_{A_\alpha} \log(p_\alpha \rho_{A_\alpha}) \right) = -\sum_\alpha p_\alpha \log p_\alpha + \sum_\alpha p_\alpha S(\rho_{A_\alpha}),$$

where $S(\rho_{A_\alpha}) \equiv -\text{Tr}_{A_\alpha}(\rho_{A_\alpha} \log \rho_{A_\alpha})$ is the von Neumann entropy of the reduced state $\rho_{A_\alpha}$.

Note that when $\mathcal{M}$ is a factor the algebraic entropy reduces to the standard von Neumann entropy (i.e. the classical term $-\sum_\alpha p_\alpha \log p_\alpha$ vanishes).

The definition in (3.20) has two terms: a **classical** term arising from the uncertainty over which block of the Wedderburn decomposition the state is in, and a **quantum** term associated to the standard von Neumann entropies over the blocks.
Example 3.14. Consider the von Neumann algebra of Example 3.11. The algebra has two diagonal blocks denoted by $\alpha = 0, 1$. Consider the 3-qubit GHZ state $|\Psi\rangle = 2^{-1/2}(|000\rangle + |111\rangle)$. We have that

$$
\rho_{A_0} = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad \rho_{A_1} = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}
$$

(3.21)

and $p_0 = 1/2, p_1 = 1/2$. The algebraic entropy of the state is

$$
S(|\Psi\rangle \langle \Psi|, M) = 1.
$$

(3.22)

4 Complementary recovery and the RT formula

In this section we define several holographic properties of quantum error-correcting codes and establish some relationships between them. The main goal is the RT formula, which is a remarkable relationship between the entropy of a subregion of the boundary $A$, called $S_A$, as well as the entropy $S_{\text{bulk}, A}$ of the bulk degrees of freedom visible from $A$:

$$
S_A(\rho) = S_{\text{bulk}, A}(\rho) + \text{Tr}(L\rho).
$$

(4.1)

For a holographic quantum error-correcting code, the above holds for any encoded state $\rho$.

Such a relationship imposes a lot of structure on the family of states in the code: entropies are non-linear functions of $\rho$, whereas the rightmost term $\text{Tr}(L\rho)$ is a linear function. If $\rho$ is pure, we can intuitively think of $S_A$ as the entanglement entropy of the state encoded into physical qubits, whereas $S_{\text{bulk}, A}$ is like the entanglement entropy of the underlying logical state. Rearranging the equation to $S_A(\rho) - S_{\text{bulk}}(\rho) = \text{Tr}(L\rho)$, we can see that this is essentially saying that the extra entropy added by the encoding process is linear in $\rho$. Furthermore, the amount of entropy is added is an observable: a hermitian ‘area operator’ $L$.

While such a structured relationship might seem very rare, we find that there is actually a fairly simple and natural property that implies it: complementary recovery. This property demands a certain symmetry of the error-correcting code across a bipartition $A-\bar{A}$ of the physical Hilbert space. The errors correctable given only access to $A$ are exactly those that commute with the ones correctable only from subregion $\bar{A}$. This symmetry is present in many quantum error-correcting codes, such as stabilizer codes (See Lemma C.1). Surprisingly, it immediately implies an RT formula!

4.1 Complementary recovery

We begin with a discussion of complementary recovery and its relationship to quantum error correction. A quantum error-correcting code can be thought of as a subspace $H_{\text{code}}$ of the physical Hilbert space $H$. However, in this discussion as well as in the next section we will find it more convenient to work with a ‘logical space’ $H_L$ with the same dimension as $H_{\text{code}}$, which is thought of as separate from $H$. Then, an ‘encoding isometry’ $V : H_L \to H$ takes logical states and encodes them in the physical Hilbert space. The image of $V$ is $H_{\text{code}}$. Intuitively one can think of this as fixing a basis for the code space, since $H_{\text{code}}$ is invariant under a basis change $V \to VU_L$ for some unitary $U_L$ on $H_L$. While different from
the approach of other literature, this view has two advantages. First, it makes the notion of a commutant of a von Neumann algebra in $H_L$ a little easier to understand. Second, we find that when giving explicit examples in the next section it is easier to write down $V$ rather than $H_{\text{code}}$. Above we have been speaking of holographic properties of a code, defined by its encoding isometry $V$. However, two other quantities are important for an RT formula: the subregion $A$ that determines the entropy $S_A$, and the visible bulk degrees of freedom that determine the entropy $S_{\text{bulk},A}$. What degrees of freedom are visible is denoted by a von Neumann algebra $M$. Clearly, $(V, A, M)$ are interrelated, so we establish the following vocabulary:

**Definition 4.1.** Say $V : H_L \to H$ is an encoding isometry $V$ for some quantum error-correcting code, and $A$ is a subregion of $H$ inducing the factorization $H = H_A \otimes H_{\bar{A}}$. A von Neumann algebra $M \subseteq \mathcal{L}(H_L)$ is said to be:

- **correctable** from $A$ with respect to $V$ if $M \subseteq V^\dagger(\mathcal{L}(H_A) \otimes I_{\bar{A}})V$. That is: for every $O_L \in M$ there exists an $O_A \in \mathcal{L}(H_A)$ such that $O_L = V^\dagger(O_A \otimes I_{\bar{A}})V$.

- **private** from $A$ with respect to $V$ if $V^\dagger(\mathcal{L}(H_A) \otimes I_{\bar{A}})V \subseteq M'$. That is: for every $O_A \in \mathcal{L}(H_A)$ it is the case that $V^\dagger(O_A \otimes I_{\bar{A}})V$ commutes with every operator in $M$.

If $M$ is correctable, then it is a set of logical operators that can be performed on the encoded state given access to only the subregion $A$. A hermitian element in $M$ then corresponds to an observable on the logical Hilbert space that could be measured from $A$, so, intuitively, $M$ tells us about what parts of the logical state are recoverable from $A$. Conversely, if $M$ is private then the observables in $M$ tell us what parts of $\rho$ are invisible from $A$.

The notion of correctability is central to complementary recovery: a von Neumann algebra $M$ exhibits complementary recovery if it can be corrected from $A$, and its commutant $M'$ can be corrected from $\bar{A}$.

**Definition 4.2.** A code with encoding isometry $V : H_L \to H$, a subregion of the physical Hilbert space $A$ and a von Neumann algebra $M \subseteq \mathcal{L}(H_L)$, together $(V, A, M)$, exhibit complementary recovery if:

- $M$ is correctable from $A$ with respect to $V$: $M \subseteq V^\dagger(\mathcal{L}(H_A) \otimes I_{\bar{A}})V$,

- $M'$ is correctable from $\bar{A}$ with respect to $V$: $M' \subseteq V^\dagger(I_A \otimes \mathcal{L}(H_{\bar{A}}))V$.

So far, there do not appear to be very many restrictions on the von Neumann algebra $M$. In particular if $\mathcal{N}$ is a subalgebra of $M$, and $M$ is correctable, then $\mathcal{N}$ is correctable as well. It would thus seem plausible that if $(V, A, M)$ has complementary recovery, then so does $(V, A, \mathcal{N})$, so there are multiple von Neumann algebras with complementary recovery. However, we will find that complementary recovery is actually so restrictive on $M$ that it determines it uniquely, and subalgebras of $M$ do not have complementary recovery.

This is important because the von Neumann algebra plays a key role in the RT formula: it tells us how to concretely define ‘the entropy of bulk degrees of freedom visible from $A$’ via...
an algebraic entropy $S(M, A)$. For this to make sense, $M$ must be completely determined by the isometry $V$ and the subregion $A$.

To prove this result we cite a helpful lemma from the quantum error correction literature.

**Lemma 4.3. Correctable from $A$ ↔ private from $\bar{A}$.** A von Neumann algebra $M$ is correctable from $A$ with respect to $V$ if and only if $M$ is private from $\bar{A}$ with respect to $V$.

This lemma establishes the complementarity of correctable and private algebras for the case of erasure errors (the correctability from $A$ implies that $\bar{A}$ has been erased). Informally, a subsystem $B$ of a Hilbert space $\mathcal{H} = A \otimes B$ is private if it completely decoheres after the action of a channel.

The lemma follows from the more general Theorem A.4 (which we present in appendix A) that applies to the case of general error channels (to get the lemma simply consider $E$ to be the erasure channel for the subsystem $\bar{A}$ and $P$ a projection onto the code subspace).

The complementarity theorem was first proven for the case of factor algebras [60] and then extended to general, infinite dimensional, von Neumann algebras [34].

Now we are ready to demonstrate that $M$ is unique, provided it exists at all. The theorem below also shows an easy way to calculate $M$ as well as a simple criterion for its existence. The proof relies on the fact that privacy of $M'$ is defined as a statement that is a bit like an ‘upper bound version’ of correctability of $M$: it demands that the set of correctable operators lies in $M$, rather than that $M$ is correctable. By sandwiching together correctability of $M$ and privacy of $M'$ we fix what $M$ must be.

**Theorem 4.4. Uniqueness of the Neumann algebra.** Say $V$ is an encoding isometry and say $A$ is a subregion. Let $M := \mathcal{V}^\dagger (\mathcal{L}(\mathcal{H}_A) \otimes I_{\bar{A}}) \mathcal{V}$ be the image of operators on $\mathcal{H}_A$ projected onto $\mathcal{H}_L$. If $M$ is a von Neumann algebra (that is, it is closed under multiplication), then it is the unique von Neumann algebra satisfying complementary recovery with $V$ and $A$. If it is not, then no von Neumann algebra satisfying complementary recovery exists.

**Proof.** We split this proof into two conditions:

- **Existence** If $M := \mathcal{V}^\dagger (\mathcal{L}(\mathcal{H}_A) \otimes I_{\bar{A}}) \mathcal{V}$ is a von Neumann algebra, then $(V, A, M)$ have complementary recovery.

- **Uniqueness** If $\mathcal{N} \subsetneq \mathcal{V}^\dagger (\mathcal{L}(\mathcal{H}_A) \otimes I_{\bar{A}}) \mathcal{V}$ is a von Neumann algebra, then $(V, A, \mathcal{N})$ do not have complementary recovery.

We begin with existence: we assume that $M := \mathcal{V}^\dagger (\mathcal{L}(\mathcal{H}_A) \otimes I_{\bar{A}}) \mathcal{V}$ is a von Neumann algebra, so $M'$ is well defined. The first condition of complementary recovery holds by definition of $M$. Also by definition we have that:

$$\mathcal{V}^\dagger (\mathcal{L}(\mathcal{H}_A) \otimes I_{\bar{A}}) \mathcal{V} \subseteq M = M'', \quad (4.2)$$

where in the last part we used the bicommutant theorem. Thus, by definition of privacy, $M'$ is private from $A$ with respect to $V$. By Lemma 4.3, $M'$ is thus correctable from $\bar{A}$ with respect to $V$, which is the second condition of complementary recovery.
Next we show uniqueness. Let $\mathcal{N} \subset V^\dagger(\mathcal{L}(\mathcal{H}_A) \otimes I_{\bar{A}})V$ be any von Neumann algebra that is correctable from $A$, but not equal to the full set of correctable operators. We assume that $(V,A,\mathcal{N})$ has complementary recovery and derive a contradiction.

By the second condition of complementary recovery, $\mathcal{N}$ is correctable from $\bar{A}$ with respect to $V$. By Lemma 4.3, $\mathcal{N}'$ is thus private from $A$ with respect to $V$, that is:

$$V^\dagger(\mathcal{L}(\mathcal{H}_A) \otimes I_{\bar{A}})V \subseteq \mathcal{N}' = \mathcal{N},$$

(4.3)

where in the last part we used the bicommutant theorem. So we have

$$\mathcal{N} \subset V^\dagger(\mathcal{L}(\mathcal{H}_A) \otimes I_{\bar{A}})V \subseteq \mathcal{N},$$

(4.4)

implying that $\mathcal{N}$ does not contain itself — a contradiction. \qed

While an RT formula seems like an extremely unlikely property, complementary recovery on the other hand seems like a property that is rather natural and that most, if perhaps all, quantum error-correcting codes should have. Thus, the fact that complementary recovery implies an RT formula is surprising.

However, the fact that a von Neumann algebra with complementary recovery can fail to exist implies that complementary recovery is actually less trivial than it might seem. While still exhibited by many quantum error-correcting codes, it is worth giving an explicit example of a code without complementary recovery.

**Example 4.5. A code without complementary recovery.**

Let $\mathcal{H} = \text{span}(|00\rangle, |01\rangle, |10\rangle, |11\rangle)$ be two qubits and $\mathcal{H}_L = \text{span}(|0\rangle, |1\rangle, |2\rangle)$ be a qutrit. Let $A$ be the first qubit of $\mathcal{H}$, and let:

$$V = |00\rangle \langle 0| + |01\rangle \langle 1| + |10\rangle \langle 2|. \quad (4.5)$$

Then the set of correctable operators is:

$$V^\dagger(\mathcal{L}(\mathcal{H}_A) \otimes I_{\bar{A}})V = \begin{bmatrix} a & b & 0 \\ c & d & 0 \\ 0 & 0 & a \end{bmatrix} \quad \text{for all } a,b,c,d \in \mathbb{C}. \quad (4.6)$$

Notably, this set is not closed under multiplication and is not a von Neumann algebra. Let us pick $\mathcal{M}$ to be the largest von Neumann algebra in this set:

$$\mathcal{M} = \begin{bmatrix} a & 0 & 0 \\ 0 & d & 0 \\ 0 & 0 & a \end{bmatrix} \quad \text{for all } a,d \in \mathbb{C}. \quad (4.7)$$

While $(V,A,\mathcal{M})$ satisfy the first condition of complementary recovery, they do not satisfy the second:

$$\begin{bmatrix} a & 0 & b \\ 0 & d & 0 \\ c & e & 0 \end{bmatrix} = \mathcal{M} \nsubseteq V^\dagger(I_A \otimes \mathcal{L}(\mathcal{H}_A))V = \begin{bmatrix} a & 0 & b \\ 0 & a & 0 \\ c & 0 & e \end{bmatrix}. \quad (4.8)$$
Say we had chosen $\mathcal{M}$ to be some smaller subalgebra of $V(\mathcal{L}(\mathcal{H}_A) \otimes I_A)V$. Then $\mathcal{M}'$ would only be larger, containing the $\mathcal{M}'$ in the line above. But since that $\mathcal{M}'$ is already not contained in $V(\mathcal{I}_A \otimes \mathcal{L}(\mathcal{H}_A))V$, there does not exist any von Neumann algebra with complementary recovery with $V$ and $A$.

The fact that complementary recovery can fail to exist should illustrate that it actually imposes a non-trivial constraint on the quantum error-correcting code. This constraint is strong enough to imply an RT formula, which we will now define carefully. Note that it is not obvious at all how to obtain an $\mathcal{M}$ that makes the RT formula work from the definition of the formula itself — that is where complementary recovery comes in.

### 4.2 The RT formula and its properties

**Definition 4.6.** Say $V$ is an encoding isometry, say $A$ is a subregion, and say $\mathcal{M}$ is a von Neumann algebra on $\mathcal{H}_L$. Then we say $(V, A, \mathcal{M})$ have an **RT formula** if there exists an area operator $L \in \mathcal{L}(\mathcal{H}_L)$ such that for any state $\rho$ on $\mathcal{H}_L$:

$$S(\text{Tr}_\mathcal{A}(V\rho V^\dagger)) = S(\mathcal{M}, \rho) + \text{Tr}(\rho L).$$

(4.9)

If $L \propto I$ then we say $(V, A, \mathcal{M})$ have a trivial RT formula.

Now we show the connection between complementary recovery and the existence of the RT formula. This is a highly non-trivial claim that makes use of an enormous amount of structure implied by complementary recovery. Recall from the previous section that a von Neumann algebra implies a Wedderburn decomposition on the Hilbert space that it acts on. We find that when a von Neumann algebra is correctable from $A$ with respect to $V : \mathcal{H}_L \to \mathcal{H}$, then not only does $\mathcal{H}_L$ decompose, but the Hilbert space associated with the subregion $A$ also decomposes. Furthermore, these decompositions are directly related.

The following lemma formalizes this structure, even when complementary recovery is not present. Recall that complementary recovery really implies the correctability of both $\mathcal{M}$ and $\mathcal{M}'$, which allows us to invoke the lemma below not once but twice. We then exploit this to prove that an RT formula exists.

**Lemma 4.7. Factorization of encoded states.** Say $V : \mathcal{H}_L \to \mathcal{H}$ is an encoding isometry, $A$ is a subregion inducing $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_{\bar{A}}$, and say $\mathcal{M}$ is a von Neumann algebra on $\mathcal{H}_L$ that is correctable from $A$ with respect to $V$.

Say $\mathcal{M}$ induces the decomposition $\mathcal{H}_L = \bigoplus_\alpha \left( \mathcal{L}(\mathcal{H}_{L_\alpha}) \otimes I_{L_\alpha} \right)$ so that

$$\mathcal{M} = \bigoplus_\alpha \left( \mathcal{L}(\mathcal{H}_{L_\alpha}) \otimes I_{L_\alpha} \right),$$

(4.10)

and that $\{ |\alpha, i, j \rangle \}$ is an orthonormal basis for $\mathcal{H}_L$ that is “compatible with $\mathcal{M}$,” that is, the $\alpha$ enumerates the diagonal blocks and within each block we have $|\alpha, i, j \rangle = |i_\alpha \rangle_{L_\alpha} \otimes |j_\alpha \rangle_{L_\alpha}$ where $\{ |i_\alpha \rangle_{L_\alpha} \}$ and $\{ |j_\alpha \rangle_{L_\alpha} \}$ are orthonormal bases for $\mathcal{H}_{L_\alpha}$ and $\mathcal{H}_{L_\alpha}$ respectively.

Then there exists a factorization $\mathcal{H}_A = \bigoplus_\alpha \left( \mathcal{H}_{A_1} \otimes \mathcal{H}_{A_2} \right) \oplus \mathcal{H}_{\bar{A}}$ and a unitary $U_A$ on $\mathcal{H}_A$ such that the state $(U_A \otimes I_A)V |\alpha, i, j \rangle$ factors as follows:

$$(U_A \otimes I_A)V |\alpha, i, j \rangle = |\psi_{\alpha, i} \rangle_{A_1} \otimes |\chi_{\alpha, j} \rangle_{A_2} \bar{A},$$

(4.11)

where the state $|\psi_{\alpha, i} \rangle$ is independent of $j$, and $|\chi_{\alpha, j} \rangle$ is independent of $i$. 
Proof. The full proof for the general case of the algebra in eq. (4.10) is given in [21, section 5.1]. We give a proof for the simpler case of a factor algebra in appendix B. Both proofs follow a similar strategy — originally developed in [61]— that involves introducing a reference system \( R \) which is maximally entangled with the region \( A \). By analysing the von Neumann entropies of the reduced density matrices of the \( RAA\bar{A} \) system one can obtain a necessary and sufficient condition for quantum error correction. This condition and standard properties of the Schmidt decomposition give the proof of the lemma. We note that an alternative proof of this result can be obtained via a result — see [62, section VI]— that shows that states that saturate the strong subadditivity inequality for the von Neumann entropy can be decomposed as direct sums of tensor products.

The above lemma already sets up an enormous amount of notation, and even more notation will be required to apply it to a complementary situation. Explicit expressions for these Hilbert space decompositions quickly become rather cumbersome, which is why much of the literature skips many steps in the derivations in order to focus on the intuitive interpretation. While intuition is key, an explicit calculation can also help make one’s understanding more concrete. For this reason we give the following derivation with more detail. In the next section we will provide explicit examples of quantum error-correcting codes and analyse them in the same language established here. The reader may wish to skip the proof of the following theorem and read the examples in the next section first.

The following derivation is inspired by proofs in [21] and [13].

**Theorem 4.8. Complementary recovery implies a two-sided RT formula.** Consider an encoding isometry \( V \), a subregion \( A \) and a von Neumann algebra \( \mathcal{M} \) so that \((V,A,\mathcal{M})\) have complementary recovery. Then \((V,A,\mathcal{M})\) and \((V,\bar{A},\mathcal{M}')\) both have an RT formula with the same area operator \( L \) (that is, the RT formula is ‘two-sided’). Furthermore, \( L \) is in the center \( Z_{\mathcal{M}} \).

Proof. Say \( \mathcal{M} \) induces the decomposition \( \mathcal{H}_L = \bigoplus_{\alpha} \left( \mathcal{H}_{L\alpha} \otimes \mathcal{H}_{\bar{L}\alpha} \right) \). This way we can decompose \( \mathcal{M} \) and \( \mathcal{M}' \) together as:

\[
\mathcal{M} = \bigoplus_{\alpha} \left( \mathcal{L}(\mathcal{H}_{L\alpha}) \otimes \mathcal{I}_{L\alpha} \right), \quad \mathcal{M}' = \bigoplus_{\alpha} \left( \mathcal{I}_{L\alpha} \otimes \mathcal{L}(\mathcal{H}_{L\alpha}) \right). \tag{4.12}
\]

Let \( \{\alpha,i,j\} \) be a basis that is “compatible with \( \mathcal{M} \)” as in Lemma 4.7. We observe that \( \{\alpha,i,j\} \) also ‘lines up with \( \mathcal{M}' \) in the same sense, since really \( \{\alpha,i,j\} \) just lines up with the underlying decomposition of \( \mathcal{H}_L \).

Now, with two applications of Lemma 4.7 we know that there exist factorizations of \( \mathcal{H}_A \) and \( \mathcal{H}_{\bar{A}} \) of the form:

\[
\mathcal{H}_A = \bigoplus_{\alpha} \left( \mathcal{H}_{A\alpha} \otimes \mathcal{H}_{A\bar{\alpha}} \right) \oplus \mathcal{H}_{A_3}, \quad \mathcal{H}_{\bar{A}} = \bigoplus_{\alpha} \left( \mathcal{H}_{\bar{A}\alpha} \otimes \mathcal{H}_{\bar{A}\bar{\alpha}} \right) \oplus \mathcal{H}_{\bar{A}_3}, \tag{4.13}
\]

so that there are unitaries \( U_A \) and \( U_{\bar{A}} \) such that:

\[
(U_A \otimes I_{\bar{A}}) V \alpha, i, j = |\psi_{\alpha,i}\rangle_{A\alpha} \otimes |\chi_{\alpha,j}\rangle_{A\bar{\alpha}} \tag{4.14}
\]

\[
(I_{A} \otimes U_{\bar{A}}) V \alpha, i, j = |\bar{\chi}_{\alpha,i}\rangle_{\bar{A}_\alpha} \otimes |\bar{\psi}_{\alpha,j}\rangle_{\bar{A}\bar{\alpha}} \tag{4.15}
\]
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If we consider applying \((U_A \otimes I_A)\) followed by \((I_A \otimes U_A)\):

\[
(I_A \otimes U_A)(U_A \otimes I_A)V |\alpha, i, j\rangle = |\psi_{\alpha, i}\rangle_{A_1^\perp} \otimes (I_{A_2^\perp} \otimes U_A) |\chi_{\alpha, j}\rangle_{A_2^\perp A_\perp},
\]

we see that \(U_A\) actually just acts on the state \(|\chi_{\alpha, j}\rangle_{A_2^\perp A_\perp}\). Thus, we see in order for both decompositions to be true simultaneously, there must exist states \(|\tilde{\psi}_{\alpha, j}\rangle\) and \(|\chi_{\alpha}\rangle\) such that

\[
(I_{A_2^\perp} \otimes U_A) |\chi_{\alpha, j}\rangle_{A_2^\perp A_\perp} = |\chi_{\alpha}\rangle_{A_2^\perp} A_2^\perp \otimes |\tilde{\psi}_{\alpha, j}\rangle_{A_\perp},
\]

implying:

\[
(U_A \otimes U_A)V |\alpha, i, j\rangle = |\psi_{\alpha, i}\rangle_{A_1^\perp} \otimes |\chi_{\alpha}\rangle_{A_2^\perp} \otimes |\tilde{\psi}_{\alpha, j}\rangle_{A_\perp}.
\]

(4.17)

The above factorization will spell out the RT formula when a logical operator is considered in this basis. Say \(\rho\) is a state on \(\mathcal{H}_L\). To show that \((V, A, \mathcal{M})\) have an RT formula, we will proceed to compute \(S(\mathcal{M}, \rho)\) as well as \(S(\text{Tr}_A(V \rho V^\dagger))\) and take the difference. We will observe that the difference will have the form \(\text{Tr}(\rho L)\) for some \(L\).

To derive \(S(\text{Tr}_A(V \rho V^\dagger))\) recall the discussion in section 3.2 and observe that one might as well consider \(S(\text{Tr}_A(V \rho_M V^\dagger))\) instead: say \(O_A \in \mathcal{L}(\mathcal{H}_A)\), and write:

\[
\text{Tr}(O_A \cdot \text{Tr}_A(V \rho V^\dagger)) = \text{Tr}((O_A \otimes I_A) \cdot V \rho V^\dagger) = \text{Tr}(V^\dagger (O_A \otimes I_A)V \cdot \rho).
\]

(4.18)

But \(V^\dagger (O_A \otimes I_A)V\) is in \(\mathcal{M}\). Since for any \(O \in \mathcal{M}\) we have \(\text{Tr}(O \rho) = \text{Tr}(O \rho_M)\) (see Theorem 3.12) we can just replace \(\rho\) with \(\rho_M\) in the above. The states \(\text{Tr}_A(V \rho V^\dagger)\) and \(\text{Tr}_A(V \rho_M V^\dagger)\) give the same expectations for all observables, so they must be the same state and have the same entropy. Furthermore, since acting with a unitary on \(\mathcal{H}_A\) and \(\mathcal{H}_\perp\) separately does not change the entropy, we see:

\[
S(\text{Tr}_A(V \rho V^\dagger)) = S(\text{Tr}_A((U_A \otimes U_A)V \rho_M V^\dagger (U_A \otimes U_A)^\dagger)).
\]

(4.19)

Next, we define isometries \(\tilde{V}_\alpha: (\mathcal{H}_{L_\alpha} \otimes \mathcal{H}_{L_\alpha}) \rightarrow (\mathcal{H}_{A_\perp} \otimes \mathcal{H}_{A_\perp})\) using the states \(|\psi_{\alpha, i}\rangle_{A_1^\perp}\) and \(|\tilde{\psi}_{\alpha, j}\rangle_{A_\perp}\) from (4.17):

\[
\tilde{V}_\alpha |\alpha, i, j\rangle := |\psi_{\alpha, i}\rangle_{A_1^\perp} \otimes |\tilde{\psi}_{\alpha, j}\rangle_{A_\perp}.
\]

(4.20)

We know that \(\tilde{V}_\alpha\) is indeed an isometry because the states \(|\psi_{\alpha, i}\rangle_{A_1^\perp}\) and \(|\tilde{\psi}_{\alpha, j}\rangle_{A_\perp}\) are actually bases for \(\mathcal{H}_{A_1^\perp}\) and \(\mathcal{H}_{A_\perp}\) respectively. This follows from (4.17) and the fact that the \(|\alpha, i, j\rangle\) for fixed \(\alpha\) are a basis for \(\mathcal{H}_{L_\alpha} \otimes \mathcal{H}_{\bar{L}_\alpha}\).

The purpose of \(\tilde{V}_\alpha\) is that it lets us simplify (4.17) to:

\[
(U_A \otimes U_A)V |\alpha, i, j\rangle = \tilde{V}_\alpha |\alpha, i, j\rangle \otimes |\chi_{\alpha}\rangle.
\]

(4.21)
We have derived that
\[
L
\]
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\]
operator of (3.20), so their difference is just:
\[
\sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}] = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}])\]
(4.22)
\[
= \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}])\]
(4.23)
\[
= \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}])\]
(4.24)
\[
= \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}])\]
(4.25)
\[
= \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}]) = \sum p_a \cdot (\sum_{i,j} \rho[p_{i,j}])\]
(4.26)
\]
Since each of the states \(V_{\alpha} \rho \tilde{V}_{\alpha} \otimes |\chi_{\alpha}\rangle\) are normalized and disjoint (act on different blocks), the entropy takes the form:
\[
S(\text{Tr}_{\bar{A}}(V \rho V^\dagger)) = \sum p_a \log(p_a^{-1}) + \sum_{\alpha} p_a S(\text{Tr}_{\bar{A}}(\tilde{V}_{\alpha} \rho \tilde{V}_{\alpha} \otimes |\chi_{\alpha}\rangle \langle \chi_{\alpha}|))
\]
(4.27)
\[
= \sum p_a \log(p_a^{-1}) + \sum_{\alpha} p_a S(\text{Tr}_{\bar{A}}(\tilde{V}_{\alpha} \rho \tilde{V}_{\alpha} \otimes |\chi_{\alpha}\rangle \langle \chi_{\alpha}|)) + \sum_{\alpha} p_a S(\text{Tr}_{\bar{A}}(|\chi_{\alpha}\rangle \langle \chi_{\alpha}|))
\]
(4.28)
\]
Finally, we observe that since \(|\psi_{\alpha,j}\rangle\) is independent of \(i\), we have that:
\[
S(\text{Tr}_{\bar{A}}(\tilde{V}_{\alpha} \rho \tilde{V}_{\alpha} \otimes |\chi_{\alpha}\rangle \langle \chi_{\alpha}|)) = S(\text{Tr}_{\bar{A}}(\tilde{V}_{\alpha} \rho \tilde{V}_{\alpha} \otimes |\chi_{\alpha}\rangle \langle \chi_{\alpha}|)) = S(\text{Tr}_{\bar{A}}(\tilde{V}_{\alpha} \rho \tilde{V}_{\alpha} \otimes |\chi_{\alpha}\rangle \langle \chi_{\alpha}|))
\]
(4.29)
\]
We observe that the first two terms of (4.28) are the exact same as the two terms of (3.20), so their difference is just:
\[
S(\text{Tr}_{\bar{A}}(V \rho V^\dagger)) - S(\mathcal{M}, \rho) = \sum p_a S(\text{Tr}_{\bar{A}}(|\chi_{\alpha}\rangle \langle \chi_{\alpha}|))
\]
(4.30)
\]
The right-hand side is linear in the \(p_a\), so it is linear in \(\rho\), so there exists an area operator \(L\) such that the right-hand side is \(\text{Tr}(\rho L)\). We construct it explicitly below.
\[
I_{\alpha} := \sum_{i,j} |\alpha, i, j\rangle \langle \alpha, i, j|
\]
(4.31)
\[
L := \sum_{\alpha} S(\text{Tr}_{\bar{A}}(|\chi_{\alpha}\rangle \langle \chi_{\alpha}|)) \cdot I_{\alpha}
\]
(4.32)
\]
Observe that \(L \in \mathcal{M}\), so therefore \(\text{Tr}(\rho L) = \text{Tr}(\rho M L)\). Then we write:
\[
\text{Tr}(\rho M L) = \text{Tr} \left( \sum p_a \rho p_a \cdot \sum_{\alpha} S(\text{Tr}_{\bar{A}}(|\chi_{\alpha}\rangle \langle \chi_{\alpha}|)) \cdot I_{\alpha} \right)
\]
(4.33)
\[
= \sum p_a S(\text{Tr}_{\bar{A}}(|\chi_{\alpha}\rangle \langle \chi_{\alpha}|)) \cdot \text{Tr}(\rho I_{\alpha}) = S(\text{Tr}_{\bar{A}}(V \rho V^\dagger)) - S(\mathcal{M}, \rho)
\]
(4.34)
\]
We have derived that \((V, A, \mathcal{M})\) satisfy an RT formula with operator \(L\) and furthermore that \(L \in \mathcal{M}\). The derivation for \((V, \bar{A}, \mathcal{M}^\prime)\) is exactly the same just with \(i\) and \(j\) swapped, and since \(L \in \mathcal{M}^\prime\) we have that \(L\) is in the center \(Z_M\).
According to [24] the reverse direction also holds: if \((V, A, \mathcal{M})\) and \((\bar{V}, \bar{A}, \mathcal{M}')\) both satisfy an RT formula with the same \(L\), then \((V, A, \mathcal{M})\) must have complementary recovery. So actually, complementary recovery is equivalent to the existence of a ‘two-sided RT formula’ for both \((V, A, \mathcal{M})\) and \((\bar{V}, \bar{A}, \mathcal{M}')\).

This suggests the possibility that complementary recovery is actually stronger than the existence of a one-sided RT formula. Is it possible for \((V, A, \mathcal{M})\) to exhibit an RT formula, but not \((\bar{V}, \bar{A}, \mathcal{M}')\)?

4.3 A recipe for analysing codes

The derivation in this section not only defines the holographic properties of an error-correcting code, but also gives a recipe for computing the area operator of the RT formula:

1. Follow Theorem 4.4 and compute \(\mathcal{M} := V^\dagger (L(H_A) \otimes I_{\bar{A}}) V\), and verify that it is indeed a von Neumann algebra. If so, we have complementary recovery.

   \textit{Shortcut:} if \(\mathcal{M}\) has a trivial center \((Z_{\mathcal{M}} = \langle I \rangle_{\text{vN}})\), then since \(L \in Z_{\mathcal{M}}\) we already know that the code must have a trivial RT formula.

2. Compute the Wedderburn decomposition on \(H_L\) that follows from \(\mathcal{M}\). Follow Lemma 4.7 and define a basis \(|\alpha, i, j\rangle\) that ‘lines up with \(\mathcal{M}\’\).

3. Apply Lemma 4.7 twice to obtain unitaries \(U_A\) and \(U_{\bar{A}}\) such that: \((U_A \otimes U_{\bar{A}}) V |\alpha, i, j\rangle = |\psi_{\alpha, i}\rangle \otimes |\chi_{\alpha}\rangle \otimes |\bar{\psi}_{\alpha, j}\rangle\).

4. Obtain the states \(|\chi_{\alpha}\rangle\) and compute their entanglement entropies. These are the eigenvalues of the area operator.

This is already a very complicated series of steps. While computing \(\mathcal{M}\) is not so difficult for small codes, the later steps where we explicitly construct the \(|\chi_{\alpha}\rangle\) states can be cumbersome. For this reason we recall that Theorem 4.8 showed that \(L \in Z_{\mathcal{M}}\). So a trivial center implies a trivial RT Formula. The intuition is that an interesting holographic code features a variety of superselection sectors, each representing a different geometry with a different area. The center \(Z_{\mathcal{M}}\) is the set of operators acting proportionally to the identity on each sector. Thus, if the center is trivial, there is only one superselection sector, so there can only be one area. This provides a convenient shortcut for analyzing the holographic properties of codes.

In the next section we will practice this recipe on various examples.

5 Atomic examples

In the previous section we discussed holographic properties of an isometry \(V : \mathcal{H}_L \rightarrow \mathcal{H}\), a subregion \(A\) and a von Neumann algebra \(\mathcal{M} \subseteq \mathcal{L}(\mathcal{H}_L)\). Together \((V, A, \mathcal{M})\) can exhibit ‘complementary recovery’ if \(\mathcal{M}\) can be recovered from \(A\) and its commutant \(\mathcal{M}'\) can be recovered from \(\bar{A}\). Furthermore, \((V, A, \mathcal{M})\) are said to exhibit an ‘RT formula’ if the following equation holds for all states \(\rho\) on \(\mathcal{H}_L\):

\[
S(\text{Tr}_\bar{A}(V \rho V^\dagger)) = S(\mathcal{M}, \rho) + \text{Tr}(\rho L).
\] (5.1)
We established two results: first, we showed that the isometry $V$ and the subregion $A$ together uniquely determine an $\mathcal{M}$ so that $(V, A, \mathcal{M})$ have complementary recovery, and gave a simple method for calculating $\mathcal{M}$ if it exists. Second, we showed that complementary recovery implies that an RT Formula holds for both $(V, A, \mathcal{M})$ and $(V, \bar{A}, \mathcal{M}')$.

In this section we give some examples of quantum error-correcting codes that exhibit an RT formula. These examples aim to be non-trivial while using as few qubits as possible, motivating the name ‘atomic’. We begin with simple examples where the equation above holds in a trivial way, but then build our way up to an example that features an RT formula where every single term in the equation is nonvanishing. These toy models are a useful stepping stone toward an intuitive understanding of holography and its connection to quantum error correction. In particular, the statement of Lemma 4.7 and proof of Theorem 4.8 made heavy use of abstract decompositions of the Hilbert spaces as well as various intermediate states. These arguments are significantly easier to understand when keeping the examples in mind.

In Theorem 4.4 we showed that $V, A$ together determine the algebra $\mathcal{M}$. In our examples however we only specify the encoding isometry $V$. This is because these examples actually exhibit RT formulae for all ‘contiguous subregions’ $A$. That is, the physical Hilbert space is to be thought of as a ring of qubits, and $A$ can only contain adjacent sets of qubits. Moreover, the isometries $V$ are sufficiently symmetrical that the RT formulae for all these different subregions $A$ are identical provided they are large enough. Combined with the fact that $(V, A, \mathcal{M})$ and $(V, \bar{A}, \mathcal{M}')$ have the same area operator, the analysis is thus greatly simplified.

Recall from the proof of Theorem 4.8 that for any state $\rho$ we can derive $\rho_\alpha$ and $p_\alpha$ so that the algebraic entropy can be written as:

$$S(\mathcal{M}, \rho) = \sum_\alpha p_\alpha \log(p_\alpha^{-1}) + \sum_\alpha p_\alpha S(\text{Tr}_{L_\alpha}(\rho_\alpha)),$$

which intuitively splits the entropy into a ‘classical term’ and a ‘quantum term’. The classical term is indeed just the classical entropy corresponding to the probabilities $p_\alpha$, while the quantum term is a probabilistic mixture of various von Neumann entropies. Substituting this expansion into the RT Formula, we obtain an equation with four terms. We name the first three $S_A$ after the subregion $A$, $S_c$ for ‘classical’ and $S_q$ for ‘quantum’:

$$S(\text{Tr}_{\bar{A}}(V \rho V^\dagger)) = \sum_\alpha p_\alpha \log(p_\alpha^{-1}) + \sum_\alpha p_\alpha S(\text{Tr}_{L_\alpha}(\rho_\alpha)) + \text{Tr}(\rho L).$$

The structure of this section is as follows: we begin with three examples where only one of the terms $S_c, S_q$ and $\text{Tr}(\rho L)$ is non-zero. Then we give three examples where exactly two terms are nonvanishing. Then, finally, we give one example where all three terms appear. The definitions of all the isometries $V$ are summarized in figure 5.

5.1 Codes with one term

We specify all the isometries in terms of quantum circuits, which makes many of the non-trivial Hilbert space decompositions in Lemma 4.7 and Theorem 4.8 much simpler to
understand. In particular, recall from Lemma 4.7 that \( \mathcal{M} \) induces a decomposition on \( \mathcal{H}_L \) of the form:

\[
\mathcal{H}_L = \bigoplus_{\alpha} \left( \mathcal{H}_{L_\alpha} \otimes \bar{\mathcal{H}}_{L_\alpha} \right). \tag{5.4}
\]

This very general form of a decomposition accounts for the fact that the dimensions of \( \mathcal{H}_{L_\alpha} \) and \( \bar{\mathcal{H}}_{L_\alpha} \) may vary depending on \( \alpha \). This will not be the case for these examples, so we can simply remove the \( \alpha \) dependence, relabeling \( \mathcal{H}_{L_\alpha} \rightarrow \mathcal{H}_i \) and \( \bar{\mathcal{H}}_{L_\alpha} \rightarrow \mathcal{H}_j \), and write:

\[
\mathcal{H}_L = \mathcal{H}_\alpha \otimes \mathcal{H}_i \otimes \mathcal{H}_j. \tag{5.5}
\]

Each of the degrees of freedom \( \alpha, i \) and \( j \) is then simply encoded by the corresponding qubit, which is labeled as such on the left side of the circuit. Here, which block of the decomposition we are in is associated with its own Hilbert space \( \mathcal{H}_\alpha \).

**Example A.** We begin with an example where the RT Formula is simply \( S_A = S_c \):

\[
V_{(\alpha)} := \begin{array}{c}
\alpha \\
|0\rangle
\end{array} \tag{5.6}
\]
Without loss of generality we pick $\mathcal{H}_A$ to be the first qubit and $\mathcal{H}_{\bar{A}}$ to be the second qubit. Intuitively, when $\mathcal{H}_{\bar{A}}$ is traced out, then the qubit $\mathcal{H}_A$ acts like it has been measured in the computational basis. The probabilities of the two outcomes $p_0$ and $p_1$ are a classical probability distribution.

Following Theorem 4.4, we compute $V^\dagger(\mathcal{L}(\mathcal{H}_A) \otimes I_{\bar{A}})V$ to obtain $\mathcal{M}$. A general element in $O \in \mathcal{L}(\mathcal{H}_A) \otimes I_{\bar{A}}$ can be expanded into Pauli matrices:

$$O = \alpha (I \otimes I) + \beta (X \otimes I) + \gamma (Y \otimes I) + \delta (Z \otimes I)$$

(5.7)

$$V^\dagger OV = \alpha I + \delta Z.$$ 

(5.8)

So $\mathcal{M}$ is indeed a von Neumann algebra: the set of diagonal operators on $\mathcal{H}_\alpha$. This means that observables in $\mathcal{M}$ cannot really distinguish superpositions over different $\alpha$ from classical probability distributions over $\alpha$, since $\rho_\mathcal{M}$ is also diagonal. So the algebraic entropy $S(\mathcal{M}, \rho)$ is also entirely classical. Notice however that $\mathcal{M}$ is its own center, and is not trivial! So we see that a von Neumann algebra with a non-trivial center can still have a trivial area operator $L = 0$.

**Example B.** Next, we consider an isometry where $S_A = \text{Tr}(\rho L)$. In this case the logical Hilbert space $\mathcal{H}_L$ is one dimensional: there are no logical qubits. We can still define a density matrix, though: the $1 \times 1$ matrix $\rho = 1$.

$$V_{(b)} := \begin{pmatrix} + \\ 0 \end{pmatrix}$$

(5.9)

$V_{(b)}$ simply prepares a Bell state, so $S_A$ is simply the constant $1$. Furthermore, $\mathcal{M} := V^\dagger(\mathcal{L}(\mathcal{H}_A) \otimes I_{\bar{A}})V$ is just the set of scalars, so $S(\mathcal{M}, \rho)$ vanishes. We can thus achieve $S_A = 1 = \text{Tr}(\rho L)$ by making the area operator the $1 \times 1$ matrix $L = 1$. This is consistent with the fact that $\mathcal{M}$, being the set of scalars, has a trivial center.

**Example C.** Third, we consider an isometry with only a quantum part: $S_A = S_q$. In this case $\mathcal{H}_L$ and $\mathcal{H}$ are both two qubits, and $V$ is the identity.

$$V_{(c)} := \begin{pmatrix} i \\ j \end{pmatrix}$$

(5.10)

We see that $\mathcal{H}_i = \mathcal{H}_A$ and $\mathcal{H}_j = \mathcal{H}_{\bar{A}}$, so $S_A = S(\text{Tr}_j(\rho))$. We also have that $\mathcal{M} = \mathcal{L}(\mathcal{H}_i) \otimes I_j$, which is a factor, so the associated Hilbert space decompositions has only one big block with $\alpha = 0$ and no other values of $\alpha$. This makes the distribution over blocks trivial with $p_0 = 1$, so the classical part of $S(\mathcal{M}, \rho)$ vanishes and only the quantum component remains. $\mathcal{M}$ is a factor, so it has a trivial center, consistent with $L = 0$.

Indeed the above examples are extremely trivial, since they each only feature one term in the RT formula. However, they are the fundamental building blocks for codes with more complicated RT formulae.
5.2 Codes with two terms

Now we move on to RT formulae with two non-trivial terms. These allow us to make some of the steps in the proof of Theorem 4.8 more explicit. In particular, the proof involved further decomposition of $\mathcal{H}_A$ and $\mathcal{H}_{\bar{A}}$ into:

$$\mathcal{H}_A = \bigoplus_{\alpha} \left( \mathcal{H}_{A_1}^\alpha \otimes \mathcal{H}_{A_2}^\alpha \right) \otimes \mathcal{H}_{A_3} \quad \mathcal{H}_{\bar{A}} = \bigoplus_{\alpha} \left( \mathcal{H}_{\bar{A}_1}^\alpha \otimes \mathcal{H}_{\bar{A}_2}^\alpha \right) \otimes \mathcal{H}_{\bar{A}_3}. \quad (5.11)$$

As with $\mathcal{H}_L = \bigoplus_{\alpha} \left( \mathcal{H}_{L_\alpha} \otimes \mathcal{H}_{L_\alpha} \right)$, the $\alpha$ dependence allows the different blocks enumerated by $\alpha$ to have varying dimension. This will not be the case for our examples. Furthermore, the extra $\mathcal{H}_{A_3}$ allows this factorization to only factorize the image of $V$ in $\mathcal{H}_A$. In our case it is actually easier to just factor all of $\mathcal{H}_A$ and $\mathcal{H}_{\bar{A}}$ directly.

$$\mathcal{H}_A = \mathcal{H}_{A_n} \otimes \mathcal{H}_{A_1} \otimes \mathcal{H}_{A_2} \quad \mathcal{H}_{\bar{A}} = \mathcal{H}_{\bar{A}_n} \otimes \mathcal{H}_{\bar{A}_1} \otimes \mathcal{H}_{\bar{A}_2}. \quad (5.12)$$

In Theorem 4.8, the purpose of the decomposition of $\mathcal{H}_A$ and $\mathcal{H}_{\bar{A}}$ was to show that there exist unitaries $U_A$ and $U_{\bar{A}}$ that bring the states $V |\alpha, i, j\rangle$ into a particular form, specifically that of equation (4.17):

$$(U_A \otimes U_{\bar{A}})V |\alpha, i, j\rangle = |\psi_{\alpha,i}\rangle_{A_n A_1} \otimes |\chi_{\alpha}\rangle_{A_2 A_2} \otimes |\bar{\psi}_{\alpha,j}\rangle_{\bar{A}_n \bar{A}_1}. \quad (5.13)$$

Then, the entanglement entropies of the $|\chi_{\alpha}\rangle$ states across $A_2 \bar{A}_2$ yield the eigenvalues of the area operator. In our examples $U_A$ and $U_{\bar{A}}$ will just be the identity.

**Example D.** The following code has the RT formula $S_A = S_c + S_q$. This is the first example where all three components of $\mathcal{H}_L = \mathcal{H}_c \otimes \mathcal{H}_i \otimes \mathcal{H}_j$ are two-dimensional. Below we have selected $\mathcal{H}_A$ as the first two qubits and $\mathcal{H}_{\bar{A}}$ as the last two qubits. However, other choices of $A$ will have the same formula provided $A$ is a pair of adjacent qubits.

$$V_{(d)} := \begin{array}{ccc}
\alpha & A_A \\
\bar{\alpha} & A_{\bar{A}} \\
0 & \alpha \\
i & A_1 \\
j & \bar{A}_1
\end{array} \quad (5.14)$$

We begin by computing $\mathcal{M}$: we see how, just as in Example C, $\mathcal{H}_A$ has full access to $\mathcal{H}_i$, and for the same calculation as in Example A, $\mathcal{H}_A$ has access to diagonal operators on $\mathcal{H}_\alpha$. On the other hand, it must act like the identity on $\mathcal{H}_j$. $Z_M$ acts like the identity on $\mathcal{H}_i, \mathcal{H}_j$, but can act non-trivially on $\mathcal{H}_\alpha$. So we cannot rule out a trivial RT formula yet.

At this point we see that a basis $\{|\alpha, i, j\rangle\}$ for $\mathcal{H}_L$ that 'lines up with $\mathcal{M}$' as in Lemma 4.7 is actually just the computational basis on $\mathcal{H}_L$. We can just write $|\alpha, i, j\rangle = |\alpha\rangle |i\rangle |j\rangle$. Considering such a state we see that:

$$V_{(d)} |\alpha, i, j\rangle = |\alpha\rangle A_\alpha |i\rangle A_1 |\alpha\rangle A_\alpha |j\rangle A_1. \quad (5.15)$$
Since this state already splits so cleanly into states $|\psi_{\alpha,i}\rangle_{A_\alpha A_1} = |\alpha\rangle_{A_\alpha} |i\rangle_{A_1}$ and $|\tilde{\psi}_{\alpha,j}\rangle_{A_\alpha \tilde{A}_1} = |\alpha\rangle_{A_\alpha} |j\rangle_{\tilde{A}_1}$, we actually can just select $U_A$ and $U_{\tilde{A}}$ to be the identity.

The only thing missing from equation (5.13) is the $|\chi_\alpha\rangle$ on $A_2, \tilde{A}_2$. However, we have both other contributions. The $\alpha$ degree of freedom is visible from $\tilde{A}$, so therefore acts like it has been measured from $A$’s perspective. The $H_i \otimes H_j$ register might be entangled with $H_{\alpha}$, so after the measurement it will collapse to one of the $\rho_\alpha$ states from the decomposition $\rho_M = \sum_\alpha p_\alpha \rho_\alpha$. The quantum term of the entropy is then the associated probabilistic mixture of the von Neumann entropy of $\rho_\alpha$ reduced to $H_i$. Writing out the full formula:

$$S(\text{Tr}_A(V \rho V^\dagger)) = \sum_\alpha p_\alpha \log(p_\alpha^{-1}) + \sum_\alpha p_\alpha S(\text{Tr}_j(\rho_\alpha)).$$  \hspace{1cm} (5.16)

Just as with Example A, $Z_M$ had a non-trivial center, but we still have $L = 0$.

**Example E.** Next we consider a code with a classical term and an area term, but no quantum term: $S_A = S_c + \text{Tr}(\rho L)$. This is the first code where $L$ is not proportional to the identity.

$$V(\psi) := \begin{array}{c}
\alpha \\
A_\alpha \\
A_2 \\
|+\rangle \\
|0\rangle \\
\alpha, \tilde{A}_2 \\
00 \\
\end{array}$$  \hspace{1cm} (5.17)

The von Neumann algebra $M$, due to a similar calculation as in Example A, is again just the set of diagonal operators on $H_L = H_\alpha$. The algebraic entropy $S(M, \rho)$ is then again the classical entropy of the probability distribution $\{p_\alpha\}$. Since there are multiple superselection sectors corresponding to different $\alpha$, we do not have a trivial center.

For this example, the entropy $S_A$ can actually be computed explicitly for some logical pure state $|\beta_0\rangle_{00} + |\beta_1\rangle_{11}$ where $p_\alpha = |\beta_\alpha|^2$. The circuit conditionally prepares a Bell state depending on the value of $\alpha$:

$$V(\psi)_{(00) + (11)} = \beta_0 |00\rangle + \beta_1 \frac{|1010\rangle + |1111\rangle}{\sqrt{2}}$$  \hspace{1cm} (5.18)

$$\text{Tr}_A(V(\psi)\rho V(\psi)^\dagger) = |\beta_0|^2 |00\rangle_{A_\alpha} \otimes |+\rangle_{A_2} + |\beta_1|^2 |11\rangle_{A_\alpha} \otimes I_{A_2}$$  \hspace{1cm} (5.19)

$$S_A = S(\text{Tr}_A(V(\psi)\rho V(\psi)^\dagger)) = \left[|\beta_0|^2 \log(|\beta_0|)^{-2} + |\beta_1|^2 \log(|\beta_1|)^{-2}\right]$$

$$\hspace{1cm} + \left[|\beta_0|^2 S(|+\rangle \langle +|) + |\beta_1|^2 S(I/2)\right]$$  \hspace{1cm} (5.20)

$$= \sum_\alpha p_\alpha \log(p_\alpha^{-1}) + \text{Tr}\left(\rho \begin{pmatrix} 0 & 0 \\
0 & 1 \end{pmatrix}\right).$$  \hspace{1cm} (5.21)

So we have explicitly derived an area operator $L = |1\rangle \langle 1|$. Also worth noting is that equation (5.13) is now almost fully rendered out: while $A_1$ and $\tilde{A}_1$ are missing, we now have:

$$V |\alpha, i, j\rangle = |\psi_{\alpha, i}\rangle_{A_\alpha} \otimes |\chi_\alpha\rangle_{A_2 \tilde{A}_2} \otimes |\tilde{\psi}_{\alpha, j}\rangle_{\tilde{A}_\alpha};$$  \hspace{1cm} (5.23)
where $| \psi_{\alpha,i} \rangle = | \psi_{\alpha,j} \rangle = | \alpha \rangle$ and $| \chi_0 \rangle = | + \rangle | 0 \rangle$ and $| \chi_1 \rangle$ is a Bell state. We see that $L = \sum_\alpha S(\text{Tr}_A( | \chi_\alpha \rangle \langle \chi_\alpha | )) \cdot I_\alpha$ matches what we derived above.

**Example F.** Now we consider a code with a quantum term and an area term, but no classical term: $S_A = S_q + \text{Tr}(\rho L)$. This code actually features an area operator proportional to the identity again: the $\alpha$ degree of freedom determines $| \chi_\alpha \rangle$, whose entanglement in turn determines the area. But since there is only one $\alpha$, we have a trivial center and there can be no superposition over areas.

Similarly to Example C, we have $H_{\alpha} = H_{A_1}$ and $H_j = H_{\bar{A}_1}$, and $M = L(H_i) \otimes I_j$. Since $M$ is a factor, the only contribution to $S(M, \rho)$ is the entropy of the reduced state on $H_i$, that is, $S(\text{Tr}_j \rho)$. There is only one value of $\alpha$.

However, the entropy $S_A$ now features two contributions: the entropy of the state on $H_i$ visible from $H_{A_1}$, and the entropy of the Bell state across $H_{A_2} \otimes H_{\bar{A}_2}$. We can see this from the form of $V(f) | \alpha, i, j \rangle = | \psi_{\alpha,i} \rangle A_1 \otimes | \chi_\alpha \rangle A_2 \otimes | \psi_{\alpha,j} \rangle \bar{A}_1$ where $| \psi_{\alpha,i} \rangle = | i \rangle$, $| \psi_{\alpha,j} \rangle = | j \rangle$ and $| \chi_\alpha \rangle$ is a Bell state.

As a result, $S_A - S_q = 1$, so we achieve $S_A = S_q + \text{Tr}(\rho L)$ by setting $L = I$.

As we have seen, combining two of the primitive circuits from Examples A B, and C already produces non-trivial results, including states of the form $| \alpha, i, j \rangle$ in Example D and area operators not proportional to the identity in Example E. Of particular importance in Example E was the conditional preparation of a Bell state based on $\alpha$. This caused the different $| \chi_\alpha \rangle$ states to exhibit varying amounts of entanglement, each becoming a different eigenvalue of $L$.

### 5.3 A complete example

To finish the section, we give a final example that features all three terms of the RT formula, and makes both of the decompositions $H_L = H_\alpha \otimes H_i \otimes H_j$ and $H_A = H_{A_\alpha} \otimes H_{A_1} \otimes H_{A_2}$ completely non-trivial.

**Example G.** This six-qubit code’s RT formula has all three terms on the right-hand side: $S_A = S_c + S_q + \text{Tr}(\rho L)$. We consider the subregion $A$ to be the first three qubits, but the same RT formula holds for any choice of $A$ that is three adjacent qubits. Smaller or larger $A$ will exhibit a simpler RT formula, similar to those from the previous examples.
Similarly to Example D, \( \mathcal{H}_A \) has full access to \( \mathcal{H}_i \) via \( \mathcal{H}_{A_1} \), as well as access to the diagonal operators on \( \mathcal{H}_\alpha \) via \( \mathcal{H}_{A_\alpha} \) from the calculation in Example A, and no access to \( \mathcal{H}_j \). Therefore, the basis \( |\alpha, i, j\rangle \) is just the computational basis on the three logical qubits with \( |\alpha, i, j\rangle = |\alpha\rangle |i\rangle |j\rangle \).

If we apply the isometry \( V(g) \) to such a basis state we get the full equation (5.13):

\[
V(g) |\alpha, i, j\rangle = |\psi_{\alpha, j}\rangle_{A_\alpha A_1} \otimes |\chi_{\alpha}\rangle_{A_2 A_2} \otimes |\tilde{\psi}_{\alpha, j}\rangle_{\bar{A}_\alpha \bar{A}_1},
\]

(5.26)

\[
|\psi_{\alpha, j}\rangle_{A_\alpha A_1} = |\alpha\rangle_{A_\alpha} |i\rangle_{A_1}, \quad |\tilde{\psi}_{\alpha, j}\rangle_{\bar{A}_\alpha \bar{A}_1} = |\alpha\rangle_{\bar{A}_\alpha} |j\rangle_{\bar{A}_1},
\]

(5.27)

\[
|\chi_0\rangle_{A_2 A_2} = |+\rangle_{A_2} |0\rangle_{\bar{A}_2}, \quad |\chi_0\rangle_{\bar{A}_\alpha \bar{A}_1} = \frac{|00\rangle_{A_2 A_2} + |11\rangle_{A_2 A_2}}{\sqrt{2}}.
\]

(5.28)

As in Example E, we conditionally prepare a Bell state on \( \mathcal{H}_{A_2} \otimes \mathcal{H}_{\bar{A}_2} \), so following the same calculation we see that the area operator is \( L = |1\rangle \langle 1| \). But additionally this example also features the \( \mathcal{H}_{A_1} \) and \( \mathcal{H}_{\bar{A}_1} \) spaces corresponding to \( \mathcal{H}_i \) an \( \mathcal{H}_j \), contributing a quantum term to the RT formula as in Example D.

These circuits seem to be the smallest examples of qubit quantum error-correcting codes to exhibit interesting holographic properties. However, there are some ideas that these circuits still oversimplify.

First, the factorizations \( \mathcal{H}_L = \mathcal{H}_\alpha \otimes \mathcal{H}_i \otimes \mathcal{H}_j \) and \( \mathcal{H}_A = \mathcal{H}_{A_\alpha} \otimes \mathcal{H}_{A_1} \otimes \mathcal{H}_{A_2} \) are a significant simplification of the decompositions \( \mathcal{H}_L = \bigoplus_\alpha (\mathcal{H}_{L_\alpha} \otimes \mathcal{H}_{\bar{L}_\alpha}) \) and \( \mathcal{H}_A = \bigoplus (\mathcal{H}_{A_\alpha} \otimes \mathcal{H}_{A_\bar{\alpha}}) \otimes \mathcal{H}_{A_3} \) respectively. Not only are all the dimensions of \( \mathcal{H}_{L_\alpha}, \mathcal{H}_{\bar{L}_\alpha}, \mathcal{H}_{A_\alpha}, \mathcal{H}_{A_\bar{\alpha}} \) independent of \( \alpha \), but consequently the \( \alpha \) degree of freedom neatly factors out onto a separate qubit. This is a highly non-generic feature for von Neumann algebras: while \( \alpha \) can be measured via a projective measurement, it usually does not factor to its own degree of freedom like this.

Second, none of these examples exhibit the ‘radial commutativity’ discussed in subsection 2.3.4. In holography, operators acting on a single point at the boundary do not have access to any bulk degrees of freedom and must therefore commute with all bulk operators. In a finite-dimensional analogy, [21] constructed a three-qutrit code where operators acting on any single qutrit must commute with the logical operators of the code. However, the codes presented here do not have this property. In example G, access to the physical qubit labeled \( A_1 \) already gives full access to the \( \mathcal{H}_i \) factor of the logical Hilbert space. One method for remedying this could be to encode each of the physical qubits of example G into another quantum error-correcting code that protects against single qubit erasures.

6 Discussion

Toy models for holographic quantum error correction serve as a microcosm for understanding AdS/CFT. In this work we have reformulated and extended the framework of [21] with a uniqueness result and several examples. These together serve to make holographic quantum error correction ‘more concrete’ in the sense that they pave the road to more complex examples. In this discussion we briefly summarize the ways in which our construction differs from previous work, and also list some future directions.
The construction of [21] is, of course, central to our work and discussions of holographic quantum error correction in general. However, we made several changes to the formalism to facilitate our particular viewpoint. Here is a brief summary of these changes:

**Code subspace vs encoding isometry.** In holography, we can think of the bulk Hilbert space as ‘emanating from’ the boundary space and physically place the bulk into the boundary. In this sense, we could consider the space of allowed bulk states a subspace \( H_{\text{code}} \) of the physical space \( H \), which could be defined via some set of constraints on the boundary qubits. This perspective might be effective for stabilizer codes. However, the codes we discuss in section 5 are more naturally described via a quantum circuit, which is an active transformation. For this reason we explicitly think of the bulk space as a separate space \( H_L \), which is not emanating from the boundary in the same way, and is then mapped to the boundary space via an encoding isometry \( V : H_L \to H \). Of course, we could still switch to the old picture by defining \( H_{\text{code}} \) to be the image of \( V \).

**Step by step vs general case.** A key result of [21] is that many seemingly disparate ideas are actually equivalent: subregion duality, the existence of an RT formula, and entropic properties of the holographic states. This is an illuminating observation about the general properties of holographic quantum error correction codes. However, in our work we are interested in the analysis of particular codes: we want to consider a particular encoding isometry \( V \) and obtain its RT formula. To that end, we ‘unroll’ the sequence of equivalences given in Theorem 5.1 of [21] and focus on the direction that yields a method for computing the area operator. Our derivation of this result in Theorem 4.8 goes into significantly more detail, and the resulting recipe from section 4.3 makes the analysis of codes more straightforward.

**Uniqueness of the algebra.** Following [21], we still consider holography to be a property that a code, a bipartition, and a von Neumann algebra can have together. But to some extent this is no longer really necessary: we can say that holography is merely a property of a code and a bipartition, because when these are fixed then the von Neumann algebra is unique if it exists. Ideally, we would like to go even further and say that it is a property of a quantum error correction code alone, asserting that every (reasonable) bipartition obeys an RT formula.

In particular, making ‘holography’ a property of a code alone leaves a couple open questions. Furthermore, there are several directions in which this framework could be expanded.

**A ‘one-sided’ RT formula without complementary recovery?** In our Theorem 4.8, we demonstrate that complementary recovery of \((V, A, M)\) implies a ‘two-sided’ RT formula, an RT formula for both \((V, A, M)\) and \((V, \bar{A}, M')\). Indeed, Theorem 5.1 of [21] shows that the existence of this ‘two-sided’ is actually equivalent to complementary recovery. So why do we not simply remove \( M \) since it is uniquely determined by complementary recovery? We have not closed the possibility of a ‘one-sided’ RT formula exhibited by just \((V, A, M)\) but not by \((V, \bar{A}, M')\). Is this mathematically possible? Does a code with such an RT formula possess a sensible physical interpretation?
**A non-trivial RT formula for all subregions?** The qubits in Example G are arranged such that every contiguous subregion $A$ of three qubits has a non-trivial RT formula. But when we consider three qubits that are non-adjacent, then the RT formula becomes trivial. We would hope that larger holographic error correction codes have sensible and interesting area operators even when $A$ is not contiguous. But is it possible for every subregion to have a non-trivial RT formula? We attempted to construct such a code without success. It is possible that this difficulty is related to the difficulty of obtaining power-law correlations between generic subregions in holographic tensor networks, observed in e.g. [63–65]. Since the number of possible subregions grows very quickly, this requirement places many constraints on the code. Thus, we conjecture that this is not possible. Is it possible if we restrict the pieces of the subregions to be at least a certain size?

**A tensor network with superposition of geometries?** Seminal work by [Happy] showed that holographic tensor networks can be constructed from a tessellation of hyperbolic space with a fundamental tensor, in their case a perfect tensor. There are very many extensions of this construction, for instance [18] consider replacing the fundamental tensor with skewed Bacon-Shor codes, and [66] consider higher-dimensional tessellations. What happens when we replace the fundamental tensor with one of our circuits? What does operator pushing look like in this scenario? Does the network possess a non-trivial area operator?

**A holographic stabilizer code?** All the atomic examples that have a non-trivial area operator possess a Toffoli gate, so they are not stabilizer codes. Furthermore, the skewed codes considered by [18], although they are superpositions of stabilizer codes, are themselves also not stabilizer codes. It appears that the stabilizer formalism places strong limitations on the entanglement properties of the resulting codes, making the design of a stabilizer code with a non-trivial area operator challenging. Is it even possible?

**Consequences of the uniqueness of $\mathcal{M}$ in quantum gravity?** It is often natural to consider only a subalgebra of the operators in the entanglement wedge of a particular boundary $A$. For example, we might only be interested in local operators. But an implication of Theorem 4.4 is that such a von Neumann algebra cannot exhibit complementary recovery. This is clear from the perspective of error correction, but can it be proved from the AdS perspective as well? It is also natural from the AdS perspective to consider sets of operators which are not subalgebras (such as low-point correlators of local bulk operators)—can anything be said about such cases?

**Extensions of holographic quantum error correction?** The toy models considered in this work, just like the constructions of [21] and [18], are restricted to a single time slice. Can they be extended to exhibit dynamics (similarly to what has been proposed for tensor networks [20])? What about dynamics with decoherence and black hole formation/evaporation? Since the purpose of the toy models is to illuminate
and provide more mathematically tractable examples of AdS/CFT, extending them towards the full capabilities of AdS/CFT is a very natural direction. For a fixed geometry, one expects bulk time evolution (for example, on a Rindler wedge) to be implemented approximately as a local operator in the code subspace, the (modular) Hamiltonian — but evolving with the full Hamiltonian of the boundary system should give corrections to this picture. See [19] for a recent review.
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A Complementarity of private and correctable algebras

Here we give a brief overview of the main result of [34] closely following the simpler, finite-dimensional, presentation given in [35].

A quantum channel $\Phi : \mathcal{L}(\mathcal{H}_A) \to \mathcal{L}(\mathcal{H}_A)$ is a completely-positive, trace preserving map between two spaces of linear operators. The dual map $\Phi^\dagger$ of a quantum channel $\Phi$ is defined via the trace inner product

$$\text{Tr}(\Phi(\rho) X) = \text{Tr}(\rho \Phi^\dagger(X)).$$

Using the Stinespring dilation theorem we can express any quantum channel $\Phi$ in terms of its action on an auxiliary Hilbert space $\mathcal{H}_C$ (with $|\mathcal{H}_C| \leq |\mathcal{H}_C|^2$). In particular, given a state $|\psi_C\rangle \in \mathcal{H}_C$ and a unitary $U$ on $\mathcal{H}_A \otimes \mathcal{H}_C$ such that for all $\rho \in \mathcal{L}(\mathcal{H}_A)$ we have that,

$$\Phi(\rho) = \text{Tr}_C \circ U(\rho \otimes |\psi_C\rangle \langle \psi_C|) = \text{Tr}_C \circ V(\rho), \quad (A.1)$$

where $\text{Tr}_C$ denotes the partial trace map from $\mathcal{L}(\mathcal{H}_A \otimes \mathcal{H}_C)$ to $\mathcal{L}(\mathcal{H}_A)$, the map $U(\cdot) = U(\cdot) U^*$, and $V(\cdot) = V(\cdot) V^*$ is the map implemented by the isometry $V : \mathcal{H}_A \to \mathcal{H}_A \otimes \mathcal{H}_C$ defined by $V|\psi\rangle = U(|\psi\rangle \otimes |\psi_C\rangle)$.

The Stinespring dilation theorem allows us to define a notion of complementarity for quantum channels.

**Definition A.1** (complementary map). Given a quantum channel $\Phi$ the complementary map from $\mathcal{L}(\mathcal{H}_A)$ to $\mathcal{L}(\mathcal{H}_C)$ is

$$\Phi^C(\rho) = \text{Tr}_A \circ V(\rho), \quad (A.2)$$

Equipped with these notions we proceed to define correctable and private algebras.

**Definition A.2** (correctable algebra, Definition 2.1 [35]). Let $\mathcal{H}$ be a finite-dimensional Hilbert space (the physical space). A quantum error-correcting code is defined by a projection $P$ on $\mathcal{H}$ such that $\mathcal{H}_L = PH$. Given an error channel $E : \mathcal{L}(\mathcal{H}) \to \mathcal{L}(\mathcal{H})$, we say that a
von Neumann algebra $\mathcal{M} \subseteq \mathcal{L}(\mathcal{H})$ is correctable for $\mathcal{E}$ with respect to $P$ if there exists a channel $\mathcal{R} : \mathcal{L}(\mathcal{H}_C) \to \mathcal{M}$ such that
\[
\Phi_P \circ \mathcal{E}^\dagger \circ \mathcal{R}^\dagger = \text{id}_A,
\]
where $\Phi_P$ is the channel associated with the projection into the code subspace $\Phi_P(\cdot) = P(\cdot)P$.

**Definition A.3** (private algebra, Definition 2.2 [35]). Let $\mathcal{H}$ be a (finite-dimensional) Hilbert space and let $P$ be a projection on $\mathcal{H}$. Given a channel $\mathcal{E} : \mathcal{L}(\mathcal{H}) \to \mathcal{L}(\mathcal{H})$, a von Neumann algebra $\mathcal{M} \subseteq \mathcal{L}(\mathcal{H})$ is private for $\mathcal{E}$ with respect to $P$ if
\[
\Phi_P \circ \mathcal{E}^\dagger(\mathcal{L}(\mathcal{H})) \subseteq \mathcal{M}' = \{ X \in \mathcal{L}(\mathcal{H}) | [X, O] = 0 \forall O \in \mathcal{L}(\mathcal{H}) \}.
\]

**Theorem A.4** (Proposition 2.4 [35]). Let $\mathcal{M}$ be a subalgebra of $\mathcal{L}(\mathcal{H})$ for some Hilbert space $\mathcal{H}$ and projection $P$. Let $\mathcal{E}$ be a channel on $\mathcal{H}$ with complementary channel $\mathcal{E}^C$. Then $\mathcal{M}$ is correctable for $\mathcal{E}$ with respect to $P$ if and only if $\mathcal{M}$ is private for $\mathcal{E}^C$ with respect to $P$.

**B A proof of a special case of the factorization lemma**

We give a proof of Lemma 4.7 for the factor algebra $\mathcal{M} = \mathcal{L}(\mathcal{H}_L)$. Our proof is similar to the ones given in [13, section 3.2] and [21, section 3.1] and, as the proofs given in these works, is based on a technique developed in [61] to prove that the presence of entanglement in a code is a necessary and sufficient condition for perfect quantum error correction. More specifically, [61] considers a setting where the system $A$ is entangled to a reference system $R$ and shows that perfect quantum error correction (i.e. the ability to recover the logical information after the erasure of $A$) is possible if and only if
\[
I_{RA} = S_{R} + S_{\bar{A}} - S_{RA} = 0,
\]
where $I_{RA}$ is the mutual information of the composite system $RA$ and $S$ denotes the von Neumann entropy.

Let $|\phi\rangle$ be a pure state on the $RA\bar{A}$ system. Then (B.1) implies that
\[
\rho_{RA}[\phi] = \rho_{R}[\phi] \otimes \rho_{\bar{A}}[\phi],
\]
where $\rho_{RA}[\phi] = \text{Tr}_{RA}(|\phi\rangle \langle \phi|)$, $\rho_{R}[\phi] = \text{Tr}_{R}(|\phi\rangle \langle \phi|)$, and $\rho_{\bar{A}}[\phi] = \text{Tr}_{\bar{A}}(|\phi\rangle \langle \phi|)$ denote the reduced density matrices for the state $|\phi\rangle$.

For the proof of Lemma 4.7 when $\mathcal{M}$ is a factor algebra $\mathcal{M} = \mathcal{L}(\mathcal{H}_L)$, consider a reference system $R$ maximally entangled with $A$ (this is the Choi state for $V$)
\[
|\phi\rangle = 2^{-k/2} \sum_{i} |i\rangle_R \langle V_i |_{\bar{A}A},
\]
where
where $|R| = |\mathcal{H}_L| = 2^k$. Observe that $|\phi\rangle$ is a purification of $\rho_{RA}[\phi]$ on $A$. Because $|\phi\rangle$ is maximally entangled we have that $\rho_R[\phi] = \frac{I}{2^k}$ is the maximally mixed state. Therefore (B.2) becomes

$$\rho_{RA}[\phi] = \frac{I}{2^k} \otimes \rho_A[\phi]. \tag{B.4}$$

Say $k$ is the largest integer such that $|A| = k|R| + r$. Then there exists a factorization $\mathcal{H}_A = (\mathcal{H}_{A_1} \otimes \mathcal{H}_{A_2}) \oplus \mathcal{H}_{A_3}$ such that $|A_1| = |R|$, $|A_2| = k$ and $|A_3| = r$. Now define the following states:

$$|\Psi\rangle_{RA_1} = \frac{1}{\sqrt{2^k}} \sum_i |i\rangle_R |i\rangle_{A_1}, \quad |\chi\rangle_{A_2\bar{A}} = \sum_j \sqrt{r_j} |j\rangle_{A_2} |j\rangle_{\bar{A}}, \tag{B.5}$$

and observe that the state

$$|\phi'\rangle = |\Psi\rangle_{RA_1} \otimes |\chi\rangle_{A_2\bar{A}}, \tag{B.6}$$

is a purification of $\rho_{RA}[\phi]$

$$\text{Tr}_{A_1A_2} \left(|\Psi\rangle \langle \Psi|_{RA_1} \otimes |\chi\rangle \langle \chi|_{A_2\bar{A}}\right) = \text{Tr}_{A_1} \left(|\Psi\rangle \langle \Psi|_{RA_1}\right) \text{Tr}_{A_2} \left(|\chi\rangle \langle \chi|_{A_2\bar{A}}\right) = \rho_R[\phi] \otimes \rho_A[\phi], \tag{B.7}$$

where $|\Psi\rangle_{RA_1}$ purifies $\rho_R[\phi]$ in $A_1$ and $|\chi\rangle_{A_2\bar{A}}$ purifies $\rho_A[\phi]$ in $A_2$. Note that such a factorisation exists because the $R$ and $\bar{A}$ registers are unentangled in (B.4). In a purification the dimension of the purifying system needs to be at least as big as the rank of the state to be purified and therefore we have that $|A_1| = |R| = 2^k$ (because $\rho_R[\phi]$ is maximally mixed) and rank($\rho_A[\phi]$) $\leq |A_2|$.

Because all purifications are equivalent up to unitaries performed on the purifying system ($A$, in our case) we know that there exists a unitary $U_A$ acting solely on the subsystem $A$ that maps $|\phi'\rangle$ to $|\phi\rangle$. Therefore we have that

$$(U_A \otimes I_{\bar{A}}) V |i\rangle_{AA} = |i\rangle_{A_1} |\chi\rangle_{A_2\bar{A}}. \tag{B.9}$$

C The $2 \times 2$ Bacon-Shor code

[18] presents a construction of holographic tensor networks using the $2 \times 2$ Bacon-Shor code. This four-qubit stabilizer subsystem code can be shown to have simple holographic properties. [18] find that, via a notion of ‘skewing’ which involves taking linear combinations of several encoding isometries, they can construct quantum error-correcting codes with a non-trivial RT formula.

For ease of comparison to their work, we review some of their calculations in our language. We rederive that, while the $2 \times 2$ Bacon-Shor code is holographic, its area operator is proportional to the identity and its RT formula is trivial. This demonstrates that some notion of ‘skewing’ is necessary to obtain non-trivial RT formulas from this code.

Before we talk about the Bacon-Shor code, we derive a result about stabilizer codes in general.
Lemma C.1. Say $G$ is an abelian subgroup of the $n$-qubit Pauli group, defining a stabilizer code. Say $V_G : \mathcal{H}_L \rightarrow \mathcal{H}$ is an encoding isometry of this code. Say $A$ is any subset of the $n$ qubits, decomposing $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_{\overline{A}}$. Then $\mathcal{M} := V_G^\dagger (\mathcal{L}(\mathcal{H}_A) \otimes I_{\overline{A}} ) V_G$ is a von Neumann algebra, and $(V_G, A, \mathcal{M})$ satisfy complementary recovery.

Proof. All we need to show is that $V_G^\dagger (\mathcal{L}(\mathcal{H}_A) \otimes I_{\overline{A}} ) V_G$ is closed under multiplication, since the other properties of von Neumann algebras are always guaranteed. Then Theorem 4.4 implies complementary recovery. To do so, we observe that $\mathcal{L}(C^2) = \langle X, Z \rangle_{vN}$, which lets us write:

$$\mathcal{L}(\mathcal{H}_A) \otimes I_{\overline{A}} = \langle X_i, Z_i \text{ for } i \in A \rangle_{vN}. \quad (C.1)$$

Conjugating by $V_G^\dagger$ projects each Pauli matrix in the above set into the code space, and then decodes it. Note that a Pauli matrix is in the code space if and only if it commutes with the stabilizer $G$. We write:

$$\mathcal{M} = V_G^\dagger (\mathcal{L}(\mathcal{H}_A) \otimes I_{\overline{A}} ) V_G = \left\{ V_G^\dagger P V_G \text{ for } P \in \langle X_i, Z_i \text{ for } i \in A \rangle_{vN} \text{ if } PG = GP \right\}. \quad (C.2)$$

Now all that remains to show is that the above set is closed under multiplication. Write the code space projector as $\Pi_G = V_G^\dagger V_G \in \mathcal{L}(\mathcal{H})$, and consider two elements $V_G^\dagger P V_G$ and $V_G^\dagger Q V_G$ in the above set. Then, since $P$ and $\Pi_G$ commute:

$$V_G^\dagger P V_G V_G^\dagger Q V_G = V_G^\dagger P \Pi_G Q V_G = V_G^\dagger \Pi_G P Q V_G = V_G^\dagger P Q V_G. \quad (C.3)$$

$PQ$ is in $\langle X_i, Z_i \text{ for } i \in A \rangle_{vN}$ since it is a von Neumann algebra by definition, and furthermore since $P$ and $Q$ both commute with $G$, so must $PQ$. So $V_G^\dagger P Q V_G$ is also in $\mathcal{M}$. \hfill \Box

This establishes the fact that situations like Example 4.5 cannot happen with stabilizer codes, but also gives a simple method for computing $\mathcal{M}$.

Now we discuss the $2 \times 2$ Bacon-Shor code. Recall from subsystem quantum error correction that a subsystem code is generated by a non-abelian group of Pauli matrices $\mathcal{G}$. In this case:

$$\mathcal{G} := \langle X_1 X_2, X_3 X_4, Z_1 Z_3, Z_2 Z_4 \rangle. \quad (C.4)$$

Non-abelian Pauli groups do not have a simultaneous $+1$ eigenspace. However, we can construct several abelian Pauli groups from $\mathcal{G}$. One of these is its center:

$$Z_\mathcal{G} = \langle X_1 X_2 X_3 X_4, Z_1 Z_2 Z_3 Z_4 \rangle. \quad (C.5)$$

This is by definition abelian, and has an encoding isometry:

$$V_{Z_\mathcal{G}} := \begin{array}{c}
\begin{array}{c}
H \\
|0\rangle \\
H
\end{array} \\
\begin{array}{c}
\oplus \\
|0\rangle
\end{array}
\end{array} \quad (C.6)$$
Visibly, \( Z_G \) defines a quantum error-correcting code with two logical qubits. This code has a von Neumann algebra \( \mathcal{M}^{Z_G} \) corresponding to the subregion \( A \). We can restrict this code further by selecting a ‘gauge’: an operator \( P \in \mathcal{G} \) that is not in the center \( P \not\in Z_G \). Then, the abelian group \( (P, Z_G) \) defines a stabilizer code with just one logical qubit. We can construct an encoding isometry for \( (P, Z_G) \) by computing the two-qubit Pauli matrix, \( P_L := V_G^† PV_G \) and then constructing a two-qubit isometry \( V_{P_L} \) such that \( V_{P_L}^† P_L V_{P_L} = Z_2 \). Then the map \( V_G V_{P_L} \) is an encoding isometry for \( (P, Z_G) \). This code has a von Neumann algebra \( \mathcal{M}^P \) corresponding the bipartition \( A \).

**Example C.2. 3–1 bipartitions of the \( 2 \times 2 \) Bacon Shor Code.** Here we derive that for any choice of \( P \), if \( A \) contains just one qubit then \( L = I_L \). We begin with analyzing the code defined by \( Z_G \). Since \( Z_G \) is symmetric to permutations of qubits, we assume without loss of generality that \( A = \{1\} \), and use the method in Lemma C.1 to compute \( \mathcal{M}^{Z_G} \):

\[
L(\mathcal{H}_A) \otimes I_A = \langle X_1, Z_1 \rangle_{\text{vN}} = \{ I, X_1, Y_1, Z_1 \}.
\]  
(C.7)

We find that none of these commute with \( Z_G \), so \( \mathcal{M}^{Z_G} = \langle I \rangle_{\text{vN}} \). Therefore \( S(\mathcal{M}^{Z_G}, \rho) = 0 \) for all \( \rho \).

Now all that remains to be done is to compute \( S(\text{Tr}_{\bar{A}}(V_{Z_G}^† \rho V_{Z_G}^\dagger)) \). We define the following states for \( a, b \in \{0, 1\} \):

\[
|X^a Z^b \rangle := \left( Z^b \otimes X^a \right) \frac{|00\rangle + |11\rangle}{\sqrt{2}}.
\]  
(C.8)

Now we can inspect the action of \( V_{Z_G} \) on the computational basis for \( \mathcal{H}_L \):

\[
V_{Z_G} |ab\rangle_L = |X^a Z^b\rangle_{1,2} |X^a Z^b\rangle_{3,4}.
\]  
(C.9)

Tracing out qubits 3, 4 measures \( a, b \) so now qubits 1, 2 are in some probabilistic mixture of the \( |X^a Z^b\rangle \). But these states are all maximally entangled, so the reduced state on qubit 1 is \( I/2 \). So \( S(\text{Tr}_{\bar{A}}(V_{Z_G}^† \rho V_{Z_G}^\dagger)) = 1 \). We find that:

\[
\text{Tr}(\rho L) = S(\text{Tr}_{\bar{A}}(V_{Z_G}^† \rho V_{Z_G}^\dagger)) - S(\mathcal{M}^{Z_G}, \rho) = 1,
\]  
(C.10)

which is achieved by \( L = I_L \).

Now we consider any gauge \( P \), defining an isometry \( V_{P_L} \). Observe that \( \mathcal{M}^P = V_{P_L}^† (I)_{\text{vN}} V_{P_L} = \langle I \rangle_{\text{vN}} \) remains unchanged. Furthermore, we say that the entanglement entropy on qubit 1 is \( I/2 \). So \( S(\text{Tr}_{\bar{A}}(V_{Z_G}^† \rho V_{Z_G}^\dagger)) = 1 \) is independent of \( a, b \) so it also remains unchanged if we select a subspace of the code space. Thus we also have \( L = I_L \) in this situation.

We saw that we could perform an analysis of all gauges \( P \) in a unified manner by instead analyzing the code stabilized by \( Z_G \). While for 3–1 bipartitions the RT formula was independent of \( P \), it is actually dependent on \( P \) for 2–2 bipartitions. Nonetheless it is helpful to consider the code stabilized by \( Z_G \). For the discussion below, we label the von Neumann algebras with their corresponding subregions in the subscript: for example, \( \mathcal{M}^{Z_G}_{1,2} \) is the algebra defined by \( V_{Z_G} \) and \( A = \{1, 2\} \).
Example C.3. 2–2 bipartitions of the 2 × 2 Bacon Shor Code with no gauge. We begin with $A = \{1, 2\}$: write

$$\mathcal{L}(\mathcal{H}_{1,2}) \otimes I_{3,4} = (X_1, Z_1, X_2, Z_2)_{vN}. \quad (C.11)$$

Of these, only the subalgebra $(X_1 X_2, Z_1 Z_2)_{vN}$ commutes with $Z_G$, so:

$$\mathcal{M}_{1,2}^{Z_G} = (V_{Z_G}^1 X_1 X_2 V_{Z_G}, V_{Z_G}^1 Z_1 Z_2 V_{Z_G})_{vN} = (Z_1, Z_2)_{vN}, \quad (C.12)$$

which is just the set of diagonal operators in the computational basis in $\mathcal{H}_L$. Now, while the code $Z_G$ is symmetric with respect to qubit permutations, the encoding isometry $V_{Z_G}$ is not.

Since $\mathcal{M}_{1,2}^{Z_G}$ is just the set of diagonal operators in the computational basis, $S(\mathcal{M}_{1,2}^{Z_G}, \rho)$ is the classical entropy after measuring in the computational basis. Recall the relation $V_{Z_G} |ab\rangle_L = |X^a Z^b\rangle |X^a Z^b\rangle$ from above. We see that discarding qubits 3, 4 essentially measures the first two qubits in the $|X^a Z^b\rangle$ basis, so $S(\text{Tr}_A(V_{Z_G}^1 \rho V_{Z_G}))$ is actually the same as $S(\mathcal{M}_{1,2}^{Z_G}, \rho)$. So their difference vanishes, and $L = 0$.

Now we consider $A = \{1, 3\}$, which we can actually obtain from the above analysis by inserting the gate $S_{2,3}$ that swaps qubits 2 and 3. That is, $V_{Z_G}$ under $A = \{2, 3\}$ should have the von Neumann algebra as $V_{Z_G} S_{2,3}$ under $A = \{1, 2\}$. Observe that $S_{2,3}$ commutes with $Z_G$, so it must implement a logical operator. With some calculation we see that $V_{Z_G}^1 S_{2,3} V_{Z_G} = H \otimes S_L$, where $S_L$ swaps the two logical qubits (this is done most easily by propagating $X_1, Z_1, X_2, Z_2$ through the Clifford circuit $V_{Z_G}^1 S_{2,3} V_{Z_G}$, and observing that it implements the same transformation as $H \otimes S_L$).

As a result, we see that $\mathcal{M}_{1,3}^{Z_G} = H \otimes S_L \mathcal{M}_{1,2}^{Z_G} S_L H \otimes = (X_1, X_2)_{vN}$, which is the set of diagonal operators in the $H \otimes |ab\rangle_L$ basis. We also see that:

$$V_{Z_G} H \otimes |ab\rangle_L = S_{2,3} V_{Z_G} |ba\rangle_L = |X^a Z^b\rangle_{1,3} |X^a Z^b\rangle_{2,4}. \quad (C.13)$$

Tracing out qubits 2 and 4, just like before, measures the qubits in 1 and 3 in the $|X^a Z^b\rangle$ basis, and the resulting entropy is the same as $S(\mathcal{M}_{1,3}^{Z_G}, \rho)$, implying $L = 0$.

The code $Z_G$ is symmetrical under $S_{2,3}$ so we expect the code to have the same entanglement properties for both $A = \{1, 2\}$ and $A = \{2, 3\}$. However, gauges will break this symmetry. To illustrate this, we analyze the gauges considered by [18].

Example C.4. 2–2 bipartitions of the 2 × 2 Bacon Shor Code with fixed gauges. First we consider $P = Z_1 Z_2$ with $A = \{1, 2\}$. We calculate $P_L = V_{Z_G}^1 P V_{Z_G} = Z_2$. This forces the second qubit in $V_{Z_G}$ to be $|0\rangle$: we could write $V_P |\psi\rangle = |\psi\rangle |0\rangle$. The corresponding von Neumann algebra is $\mathcal{M}_{1,2}^{Z_1 Z_2} = V_p^1 \mathcal{M}_{1,2}^{Z_G} V_P = (Z_1)_{vN}$, which is again just the set of diagonal operators in the computational basis on the first qubit.

The corresponding encoded states are $V_{Z_G} |a0\rangle_L = |X^a Z^0\rangle_{1,2} |X^a Z^0\rangle_{3,4}$. We see that discarding qubits 3 and 4 measures qubits 1 and 2, so for the exact same reasoning as above, we have $S(\text{Tr}_A(V_p^1 V_{Z_G}^1 \rho V_{Z_G} V_P)) = S(\mathcal{M}_{1,3}^{Z_1 Z_2}, \rho)$ so $L = 0$.

However, $A = \{1, 3\}$ with $P = Z_1 Z_2$ yields a different result. We find that $\mathcal{M}_{1,3}^{Z_1 Z_2} = V_p^1 \mathcal{M}_{1,3}^{Z_G} V_P = (X_1)_{vN}$, which is diagonal in the $H_1 |a0\rangle_L$ basis. $S(\mathcal{M}_{1,3}^{Z_1 Z_2}, \rho)$ corresponds
to the entropy of the \( a \) degree of freedom as measured in the computational basis. We find that:

\[
V_{Z_0} H_1 |a\rangle_L = S_{2,3} V_{Z_0} S_L H_{\otimes 2} H_1 |a\rangle_L = S_{2,3} V_{Z_0} H_1 S_L |a\rangle_L = S_{2,3} V_{Z_0} \frac{|X^0 Z^0\rangle_{1,3} + |X^1 Z^0\rangle_{2,4}}{\sqrt{2}}.
\] (C.14)

(C.15)

Now we see that tracing out qubits 2 and 4 yields two sources of entropy for the remaining qubits on \( A \): one bit of entropy from the \( X \) degree of freedom, and the other stemming from the measurement of \( a \) in the computational basis. Thus, \( S(\text{Tr}_A(V_{Z_0}^\dagger \rho V_{Z_0}^\dagger)) - S(M_{1,3} Z_2, \rho) = 1 \). So \( L = I_L \).

We saw that for \( P = Z_1 Z_2 \), \( A = \{1,2\} \) featured \( S = 0 \) and \( S = \{1,3\} \) featured \( S = I_L \). Now we consider \( P = X_1 X_3 \): we will find that the opposite is the case by just swapping \( V_{Z_0} \) with \( S_{2,3} V_{Z_0} \). We compute:

\[
V_{Z_0}^\dagger S_{2,3} P S_{2,3} V_{Z_0} = S_L H_{\otimes 2} V_{Z_0}^\dagger P V_{Z_0} H_{\otimes 2} S_L = S_L H_{\otimes 2} X_1 H_{\otimes 2} S_L = Z_2.
\] (C.16)

So we see that \( P = X_1 X_3 \) behaves just like \( Z_1 Z_2 \) when qubits 2 and 3 are swapped. Thus, \( A = \{1,2\} \) features \( S = I_L \) and \( S = \{1,3\} \) featured \( S = 0 \).

**Open Access.** This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.
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