Phosphorylation of an intrinsically disordered region of Ets1 shifts a multi-modal interaction ensemble to an auto-inhibitory state
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ABSTRACT

Multi-modal interactions are frequently observed in intrinsically disordered regions (IDRs) of proteins upon binding to their partners. In many cases, post-translational modifications in IDRs are accompanied by coupled folding and binding. From both molecular simulations and biochemical experiments with mutational studies, we show that the IDR including a Ser rich region (SRR) of the transcription factor Ets1, just before the DNA-binding core domain, undergoes multi-modal interactions when the SRR is not phosphorylated. In the phosphorylated state, the SRR forms a few specific complex structures with the Ets1 core, covering the recognition helix in the core and drastically reducing the DNA binding affinities as the auto-inhibitory state. The binding kinetics of mutated Ets1 indicates that aromatic residues in the SRR can be substituted with other hydrophobic residues for the interactions with the Ets1 core.

INTRODUCTION

Intrinsically disordered proteins (IDPs) and intrinsically disordered regions (IDRs) are abundantly found in cells and nuclei, and play diverse and important roles in biological systems (1–3). A major role of IDPs/IDRs is to mediate signal transduction controlled by several types of input, i.e. interactions with other molecules and post-translational modifications (PTM) (4–6). In particular, previous high-throughput studies demonstrated that the target sites of kinases are enriched within the IDRs (7).

The characteristic feature of IDPs/IDRs is that they are disordered structures when they exist alone, but upon binding to their partner molecules they fold into particular structures in many cases. This phenomenon is called ‘Coupled folding and binding’ (1,2). The folded conformations of IDPs/IDRs are not unique, and different ones are formed depending on the partner molecules, thus providing the promiscuous nature to those IDPs/IDRs as hub proteins (4,8–10). Accordingly, the mechanism of coupled folding and binding is not considered to be simple allostery, and the term ‘multistery’ may be more suitable for this mechanism (4). In addition, PTMs are frequently observed within IDPs/IDRs, and they seem to regulate the multisteric nature to select their partner proteins by changing their affinities (4).

Recent observations of IDP/IDR binding to one particular partner protein revealed that several or many different complex structures were formed instead of a single specific interaction, in a phenomenon referred to as a fuzzy interaction (11). However, the identification of fuzziness is not straightforward by ordinary methods, which observe only the averaged nature of IDPs/IDRs.

The PTMs of IDRs in eukaryotic transcription factors are crucial for transforming signaling information into gene expression (12). Among them, the transcription factor Ets1 is an illustrative example of a protein that regulates pathways depending on the phosphorylation of IDRs. Ets1 is a regulator of many pathways that play key roles in diseases, including cancer and autoimmunity (13,14). There are two IDRs with phosphorylation sites in Ets1. The first is the N-terminal IDR, including the phosphorylation sites Tyr38 and Ser41. The phosphorylation of these sites regulates the binding of the adjacent structured domain, the PNT (pointed) domain, to a co-activator, CBP/p300 (15). The second IDR is located on the C-terminal side of the PNT domain, and its disordered serine-rich region (SRR) has several Ser residues that can be phosphorylated to regulate the DNA binding affinity of the C-terminal ETS core domain. When the Ser residues, in particular Ser282 and
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Ser285, in the SRR are phosphorylated, the SRR binds to the Ets1 core domain, inhibiting double-stranded DNA (dsDNA) binding to the Ets1 core. However, when these phosphorylated Ser residues were replaced with Ala residues, the binding affinity of SRR to the Ets1 core domain decreased significantly, and the dsDNA could bind more tightly to Ets1 (16). In 2014, Desjardins et al. observed that the phosphorylated SRR interacted with the Ets1 core domain in a fuzzy manner, and that the aromatic residues just after the phosphorylated Ser residues are essential to control the DNA binding. However, the authors did not provide any clear argument about how those aromatic residues associate by the fuzzy interaction (17).

In this report, we aimed to clarify the atomistic details of the interactions between the phosphorylated SRR and the core domain, by both theoretical and experimental methods. We sought to answer the following questions: ‘What kind of physicochemical interactions are involved?’, ‘How fuzzy are they?’, ‘What conformations are adopted by the IDR?’, ‘How do the structures differ between the phosphorylated and unmodified IDRs?’, and ‘How do the aromatic residues next to the phosphoserine residues work?’. We first performed molecular simulations to predict the ensembles of highly probable complex structures of Ets1 with phosphorylated and unmodified SRRs, from analyses of the free-energy landscapes. In addition, experimental kinetic measurements of DNA binding by Ets1 were performed for various mutants with phosphorylated and unmodified SRRs. The interaction schemes of the phosphorylated and unmodified SRRs with the Ets1 core domain and the biological role of the phosphorylation of IDRs are discussed.

MATERIALS AND METHODS
System preparation for molecular simulations
The multicanonical molecular dynamics (McMD) simulations were performed with the molecular models composed of the Ets1 core domain and the adjacent IDR including the SRR, Arg279 through Glu441. The structure of the Ets1 core domain, Lys301 through Glu441, was obtained from the NMR solution structure (PDB ID: 1R36, model 1, (18)), and a random coil structure of the IDR from Arg279 to Pro300 with the N-terminal acetyl cap was built with the Modeller software (19), without any template structure. Divalent phosphoric acids were then added on Ser282 and Ser285. This Ets1 model was bathed in a 150 mM NaCl solution (20). We refer to this model as the ‘U-state’ model. On the basis of this model, the unmodified ‘U-state’ was modeled, by replacing the pSer residues with Ser residues and equilibrating the system with a 1.0 ns NPT simulation. These preparations were performed with the GROMACS software (21). For the potential parameters, the AMBER-based hybrid force field (22) was applied to Ets1, using methods that were indicated to be effective for simulations of short peptides and IDRs (23), with the parameters reported by Homeyer et al. (24) for pSer. The TIP3P model (25) with the ion parameters reported by Joung and Cheatham (26) was utilized as the solvent. The electrostatic potentials were calculated by using the particle mesh Ewald method (27) for the system preparations with GROMACS. The simulation models investigated in this report are summarized in Supplementary Table S1.

Enhanced conformational sampling
By using the P-state and U-state models, the conformational space of the IDR was explored. In order to prevent the denaturation of the Ets1 core domain, the interatomic distances between the CA atoms in Thr303–Glu441, except for neighboring pairs (≤4 residues in the sequence order), were weakly restrained within the range between –0.5 and +3.0 Å from the initial structure (the restrained potential was applied only when the distance was beyond this range). The same restrictions were applied to both the P- and U-state models.

With these restrictions, first a wide range of conformations of the IDR were obtained by using the canonical simulation at the high temperature condition, 800 K, and taking snapshots every 10 ps. Fifty snapshots were used for the initial structures of 50 runs of independently performed McMD simulations, and the ensemble was obtained by combining all of the trajectories based on the trivial trajectory parallelization theory (28). For the McMD, the virtual-system coupled McMD (V-McMD) method was applied (29), which simulates the behavior of the real-system by coupling with a virtual-system governing the biasing potentials of the real-system. The energy range to be sampled was divided into seven mutually overlapped regions. See reference (29) for details.

In the McMD simulations, the integration time step was 1.2 fs, and covalent bonds with hydrogen atoms were constrained with the SHAKE algorithm (30). The same force field used in the relaxation process was applied. The electrostatic potential was computed by the zero-dipole summation method (31), which is one of the so-called non-Ewald methods (32). The precision of this method and its generalized form, the zero-multipolesumination method (33), which is one of the so-called non-Ewald methods (32). The precision of this method and its generalized form, the zero-multipolesumination method, have been proven in a variety of systems (33–37). In addition, we recently reported the applicability of this method for the MD studies of the complexes including the Ets1 core domain (38). At the final production run, 9 × 10⁶ steps were computed for each of 50 runs (total 540 ns) in the V-McMD scheme (29). The computation was performed with the myPresto/pygene-G software (39).

Post simulation analysis
In order to visualize the free-energy landscapes (FELs), the conformational spaces were projected onto the two-dimensional (2D) space defined by the principal component analysis (PCA) over the conformational ensembles assembling the P- and U-states. For the PCA analysis, each sampled conformation was expressed as a 119-dimensional real value vector, consisting of the distances between the CA
atoms of the SRR (Pro281–Asp287; 7 × 6/2 = 21 pairs) and the distances of all pairs of Ca atoms between the SRR (Pro281–Asp287) and the H3 helix (Tyr386–Lys399; 7 × 14 = 98 pairs). In order to evaluate the statistics, the bootstrap analysis was performed by dividing the trajectory into 20 bins. A trajectory was reconstructed by random sampling with the replacement of the 20 bins. The statistics was obtained over 1,000 reconstructed trajectories. The analyses were performed with in-house programs.

**Mutagenesis for DNA encoding the Ets1 fragment (residues 276–441)**

DNA mutations were introduced by PCR with the primers listed in Supplementary Table S2, or the entire DNA sequence encoding mutated Ets1 (Ser276–Glu441) was synthesized.

**Expression and purification of Ets1 fragments**

The experimental procedures for the preparation of human Ets1 fragments were described previously (40). Briefly, wild type and mutant Ets1 fragments (amino acids residues 276–441) were bacterially overexpressed and purified using ion-exchange, hydrophobic interaction, and gel-filtration chromatographies. The purified sample was buffer-exchanged into a water solution containing 200 mM NaCl and concentrated by ultrafiltration.

**In vitro phosphorylation of Ets1 fragments**

The purified Ets1 fragments (100 μg) were phosphorylated with 200 nM CaMKII in buffer solution A (50 mM HEPES, pH 8.0, 10 mM magnesium acetate, 0.5 mM dithiothreitol (DTT), 1 mM ATP and 0.01 mM calmodulin) at 25°C for 3 h, except for the F286G mutant. For the unphosphorylated controls, the Ets1 fragments were incubated in the same manner, in buffer solution A without ATP. In the case of the F286G mutant, the phosphorylation step was performed at 25°C overnight with three additions of CaMKII. The phosphorylation state of each Ets1 fragment was monitored by Phos-tag sodium dodecyl sulfate (SDS)-polyacrylamide gel electrophoresis (PAGE) (Supplementary Figure S1) (41), according to the manufacturer’s (Wako) instructions.

**Surface plasmon resonance (SPR)**

The hemi-biotinylated and non-biotinylated single stranded DNA fragments containing the Runx1 binding site from the TCRα enhancer were purchased from FASMAC, and annealed by heat denaturation followed by gradual cooling. The SPR experiment was performed at 25°C, using a BIAcore2000 (GE Healthcare). The CM5 sensorchip (GE Healthcare) was pre-treated with 10 μl of each of the following solutions: 50 mM NaOH, 0.1% HCl, 0.1% SDS and 0.085% H2PO4. The sensorchip was then coated with streptavidin by the amine-coupling procedure, in which the following solutions were sequentially applied to the sensorchip: 700 μl of a mixture of N-hydroxysuccinimide (NHS) and 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide hydrochloride (EDC), 200 μl of 0.2 mg/ml streptavidin solution in 1 mM sodium acetate, pH 4.0, and 500 μl of 1 M ethanolamine hydrochloride–NaOH, pH 8.5. To immobilize the DNA fragment via biotin–streptavidin binding to the sensorchip, the biotinylated DNA was injected onto the sensorchip until the resonance units reached 30–50.

The Ets1 fragment was serially diluted in filtered and degassed SPR running buffer (50 mM HEPES, pH 7.4, 150 mM NaCl, 0.01% Tween20, and 2 mM DTT) from 0 to 32 or 64 nM for unmodified Ets1 (U-state) and from 0 to 800 nM for phosphorylated Ets1 (P-state) and injected onto the sensorchip at the flow rate of 100 μl/min with the ‘kinject’ method. The obtained sensorgrams were double-subtracted with those from a blank cell (without DNA immobilization) and a buffer-only injection, and the subtracted sensorgrams were globally fitted to a 1:1 Langmuir binding model (a single exponential binding model) with the BLAevaluation 4.1 software (Supplementary Figure S2). The measurements were repeated at least three times for individual samples, and the analyzed data are shown as means with standard deviations.

**RESULTS**

**Canonical ensembles provided by all-atom molecular simulations**

We built two molecular models with the Ets1 fragment (residues 279–441), as shown in Figure 1, based on the NMR solution structure (PDB ID: 1R36) with an artificially modeled disordered region (Arg279 through Pro300). The first model, representing the phosphorylated state (P-state model), included the phosphorylated Ser282 and Ser285. In the other model, referred to as the model in the unmodified state (U-state model), both Ser residues were unphosphorylated. After minimization and relaxation processes, the all-atom computations for enhanced conformational sampling of the IDR (from Arg279 to Gly302) were performed with a random walk within the energy space from 300 to 800 K by using the V-McMD method (29), which was developed to create a multicanonical ensemble (42,43) more effectively. These simulations applied weak restraints to the Ets1 core domain (from Thr303 to Asp441), in order to prevent denaturation. The V-McMD simulations generated near-uniform potential energy distributions, and the multi-canonical ensembles (Supplementary Figure S3) yielded the precise canonical ensembles of the P- and U-state models at room temperature (300 K). A promising hypothesis to explain how the phosphorylated SRR inhibits Ets1–DNA binding involves competitive inhibition by direct interactions between the phosphorylated Ser (pSer) residues and the H3 helix. As Ets1 recognizes a regulatory cis element by burying the basic H3 helix into the major groove of DNA, masking the basic residues by negatively charged pSer residues may competitively inhibit the DNA binding. In order to evaluate this hypothesis, we first assessed the probabilities of contacts between the SRR and the H3 helix at 300 K.

Figure 2 shows the probability distributions of the number of contacting residue pairs between the SRR (Ser282 through Asp287) and the H3 helix (Lys388 through Lys399), referred to as Nc. In the U-state, the highest probability was observed at Nc = 0 (the dashed line in Figure
Figure 1. Sequence and structure of Ets1, including the SRR and the core domain. (A) Sequence of Ets1. Several residues are pointed out by arrows, and the two Ser residues that are phosphorylated are underlined. The secondary structure elements are shaded and labeled as H and β for α-helix and β-strand, respectively. ‘ACE’ in front of Arg279 means the acetyl group as the N-terminal cap. The initial structure of the range indicated with the label ‘Modeled’ was built by the Modeller software, and the structure of the remaining region was taken from the experimental structure (PDB ID: 1R36). (B) The initial 3D structure of the simulation model (phosphorylated state). The regions shown in purple and green correspond to the ‘Modeled’ region including the SRR and H3 helix in panel A, respectively. The residues shown in yellow are part of the hydrophobic core described in the main text.

Figure 2. Probability distributions of the number of contacting residue pairs between the SRR and the H3 helix ($N_c$). The solid and dashed lines indicate the probability distributions of the phosphorylated (P-state) and unmodified (U-state) models, respectively, at 300 K. The error bars indicate the standard deviation estimated by the bootstrap analysis.

2), which means that a considerable part of the conformational ensemble lacks interactions between the unmodified SRR and the H3 helix. In fact, the Oy atoms of Ser282 and Ser285 were located at several different positions, not only near the H3 helix but also around other surfaces of the Ets1 core domain, as shown in Figure 3. In Figure 2, the distribution indicated by the dashed line ranges from zero to six, and the summed probability of $N_c \geq 1$ is 0.650 (in the case of the P-state, this probability was 0.965). Thus, the unmodified SRR interacts with the H3 helix with a certain probability.

In contrast, in the P-state, the phosphorylated SRR tended to interact with the H3 helix, and there are two peaks at $N_c = 3$ and $N_c = 6$ (the solid line). This indicates that the phosphorylation of Ser282 and Ser285 facilitates direct contacts with the H3 helix. These interactions are mainly due to salt-bridges between the pSer residues and the positively charged residues in the H3 helix; i.e., Lys388, Arg391, Arg394 and Lys389. The probability distributions of the inter-residue distances show that the salt-bridges, pSer282–Arg394 and pSer285–Arg391, are formed in a stable manner (Supplementary Figure S4). Note that pSer285 interacted more favorably with Arg391 than Arg394, in contrast to the fact that pSer282 interacted with either Arg391 or Arg394 at similar probability levels. As shown in Figure 3, the Oy atoms of the two pSer residues were, on average, located primarily around the H3 helix, but at several different positions. This result supports the hypothesis that the H3 helix electrostatically attracts the phosphorylated SRR, and this interaction competitively inhibits the H3–DNA binding.

Phosphorylation alters the free-energy landscape of the IDR

The canonical ensembles of the P- and U-states at 300 K are summarized as the free-energy landscapes (FEL), where the distributions of the potential of mean forces (PMFs) are shown depending on the structures and the locations of the IDRs (Figure 4). Here, the axes of the landscape are defined by utilizing the principal component analysis (PCA), on the basis of the Ca–Ca distances among the SRR (from
Pro281 to Asp287) residues, and between the SRR and the H3 helix (from Tyr386 to Lys399), using both the P- and U-state models. The contribution ratios of the first, second, and third principal components (PC1, PC2 and PC3) were 0.545, 0.252 and 0.106, respectively. PC1 reflects the distance between the SRR and the H3 helix (the Pearson correlation coefficient between PC1 and pSer282–Arg394 distance was 0.92). PC2 collectively represents some structural features, rather than a single parameter.

In both the P- and U-state models, the IDR conformations were widely spread in the 2D FEL map, and fell into many clusters (Figure 4A, B, Supplementary Figure S5, and Supplementary Data S1). The two FELs were quite different, suggesting that the phosphorylation of the two serine residues drastically changes the conformational ensemble of the IDR. In fact, the most stable cluster of the P-state model, namely the most popular state, was located at the left-most part of this landscape, and that of the U-state model was located at the right-most part (labeled ‘1’ in Figure 4A and B, respectively), which means that their distances between the SRR and the H3 helix were the nearest and the farthest in the ensemble, respectively.

In the P-state, the most stable conformational cluster 1 had two salt-bridges between the SRR and the H3 helix (pSer282–Arg394 and pSer285–Arg391), as shown in Figure 5, which could competitively inhibit the recognition of DNA by the H3 helix. The SRR and the H3 helix were aligned in the anti-parallel direction. The SRR adopts a compact conformation with a short 3_10-helix structure around pSer285. In addition, the aromatic side-chain of Tyr283 stacks with that of Tyr395, and Phe286 forms hydrophobic contacts with Trp375 and Leu337 (Figure 5). These interactions could maintain the SRR at the auto-inhibitory position in a specific manner.

In contrast, in the most probable conformation of the U-state, the SRR is trapped far from the H3 helix and close to the H12 helix and the H12–H1 loop, by hydrophobic contacts with Val280, Tyr283, Phe286, Leu295, Ala327, Pro334 and Ile335 (Supplementary Figure S6A). Although the SRR in this conformation does not contact the H3 helix and seems to lack auto-inhibitory effects, the second, third, and fourth most stable clusters in the unmodified model form contacts between the SRR and the H3 helix (Supplementary Figure S5B). In the fourth cluster, the SRR has an α-helical structure of the SRR with a couple of salt-bridges between the SRR and the H3 helix: Asp284–Lys388 and Glu289–Arg391 (Supplementary Figure S6B). In contrast to the fact that the SRR tends to form a 3_10-helix in the P-state model, it has an α-helical tendency in the U-state model (‘G’ for 3_10-helix and ‘H’ for α-helix, respectively, in Supplementary Figure S7). These conformational ensembles suggest that the unmodified form also has some auto-inhibitory effects on Ets1–DNA binding, exerted by some sub-stable conformers.

In terms of the interactions between the SRR and the H3 helix, the P-state preferred the anti-parallel and parallel alignments of the SRR and the H3 helix as the first and second most stable conformations, respectively (Supplementary Figures S5A and S8A), due to the salt-bridges between the pSer and Arg residues (Supplementary Figure S4). On the contrary, the U-state favored the perpendicular

Figure 4. The free energy landscape (FEL) in the canonical ensemble at 300 K of (A) the P-state model and (B) the U-state model. The horizontal and vertical axes denote the first and second principal component axes, respectively. The definition of the axes is identical for both the P- and U-states. The color graduation from blue to red, and gray, indicates the potential of mean force. The numbers on the map represent the rank of stability of each cluster. The representative structures in each cluster are shown in Supplementary Figure S5.

Figure 5. The representative structure in the most stable cluster of the P-state model at 300 K. The backbone of the SRR is colored purple, and that of the H3 helix, which is the DNA binding interface, is shown in green. The side-chains engaged in the important interactions are represented as stick models in cyan and orange (for the SRR and core domain, respectively).
arrangement between the SRR and the H3 helix (Supplementary Figures S5B and S8B).

Ets1–DNA binding affinities for the wild-type and mutant proteins

In order to examine the interaction schemes of the P- and U-state models suggested by the all-atom molecular simulations, we performed in vitro assays of DNA binding for the Ets1 fragment (residues 276–441) and its various mutants within the SRR (Supplementary Figure S1). From kinetic measurements using the surface plasmon resonance method, the association equilibrium constants of the P- and U-states were observed for the Ets1–DNA (the TCRα enhancer) binding. The details of the experimental conditions are described in the Methods section and in our previous paper (44).

The phosphorylation of the SRR of the wild-type (WT) drastically reduced the equilibrium association constant $K_A (k_{on}/k_{off})$ (Figure 6, Supplementary Figure S9, and Table S3), mainly due to the effect on the on-rate for Ets1–DNA binding (Supplementary Figure S10). When Tyr283 is replaced with Phe, Thr or Gly, the phosphorylation effect was as large as that in the WT, while Ala introduced at position 283 increased the Ets1–DNA binding in both the P- and U-states. In contrast, when Phe286 is replaced with other hydrophobic residues, the phosphorylation distinctively reduced the DNA binding, similar to the WT. While the previous work by Desjardins et al. suggested that the aromatic residues next to the pSer have synergetic effects with phosphorylation (17), our results imply that not only aromatic but also hydrophobic side-chains work to form stable interactions between the phosphorylated SRR and the H3 helix. It is interesting that the phosphorylation of the F286Y mutant did not reduce the $K_A$ value. This can be interpreted as the effects of the polar nature of the Tyr side-chain, which can weaken the hydrophobic packing with the core domain (Figure 5). The effects of the phosphorylation of the other mutant proteins are outlined in the Discussion section.

DISCUSSION

Mechanisms of the phosphorylation-dependent auto-inhibition

Our all-atom molecular simulations with the generalized ensemble method provided the canonical ensembles of the phosphorylated state (P-state) and the unmodified state (U-state). There are several structural clusters appearing in the FEL, which correspond to the different binding modes of the IDR to the Ets1 core domain. Although validating our predicted structural ensemble in a quantitative manner is not straightforward, the ensembles successfully explained the observations in the experimental binding assays from a qualitative viewpoint, as discussed below.

The simulated ensemble in the U-state showed a significantly lower frequency of the SRR–H3 helix contacts than that in the P-state (Figure 2), and this result well explains the experimental fact that the $k_{on}$ was significantly reduced by the phosphorylation (Supplementary Figure S10). In most of the P-state clusters, the formation of two salt-bridges between the pSer residues and the H3 helix was frequently observed, masking the positive charges on the H3 helix to competitively inhibit DNA binding. The characteristic feature of the most stable conformation in the P-state is that the SRR adopts a $\beta_{10}$-helix conformation, where the phosphate groups of pSer282 and pSer285 form salt-bridges with the side-chains of Arg394 and Arg391, respectively. As the pitch of an $\alpha$-helix is 3.6 Å, these two arginine residues on the H3 helix can only form strongly attractive interactions with the two pSer residues when the backbone of residues 282 to 285 forms a $\beta_{10}$-helix structure, as shown in Figure 7. If this SRR adopted an extended structure or an $\alpha$-helix, then these salt-bridge pairs would not be formed. This is consistent with the fact that the insertions of Ala and Pro (Ins 284A, Ins 285AA and Ins 285P) in the SRR increased the DNA binding and reduced the effect of phosphorylation. Whereas there is no known example of this binding mode, i.e. a doubly phosphorylated SXXS motif forms salt-bridges with the RXXR motif in the PDB (45), numerous interacting pairs of $\alpha$- and $\beta_{10}$-helices have been reported. Some examples are shown in Supplementary Figure S11, and the details of the analysis using the HOMCOS database (46) are described in Supplementary Text S1.

In addition, the importance of the two aromatic residues adjacent to the pSer for the effects of the phosphorylation suggested by the experiments (See Y283A and F286G in Figure 6) can be interpreted by the observations of hydrophobic contacts observed in the most stable structure of the P-state simulation, i.e. Tyr283 stacking with Tyr395, and Phe286 contacting the hydrophobic core (Leu337 and Trp335; Figure 5). However, it is interesting that the double mutation in the SRR, Y283D/D284Y, significantly decreased the DNA binding of the P-state. This suggests that the stacking effect between Tyr283 and Tyr395 (Figure 5) is not essential. In contrast, the deletion or mutation of the Asp residues in the SRR (Asp284 and Asp287) significantly increased the DNA binding, probably because of the reduction of the electrostatic masking effect for the basic residues of the H3 helix.

Specific complex structure of the phosphorylated SRR with the Ets1 core domain

Desjardins et al. observed the importance of the two aromatic residues, Tyr283 and Phe286, adjacent to the pSer residues, and concluded that ‘synergetic effects’ occur between the pSer residues and these aromatic residues, although the interactions have a fuzzy feature (17). However, a model to explain the synergetic effects with the fuzzy interactions was not provided.

Here, we propose the existence of a specific complex structure of the phosphorylated SRR with the H3 helix in the Ets1 core domain, as the most stable structure appearing in the FEL in Figure 4A. The specific structure, shown in Figure 5, is composed of (i) the characteristic salt-bridges between the two pSer residues forming a $\beta_{10}$-helix with the two Arg residues, (ii) the van der Waals interactions between the side-chains of Tyr283 and Tyr395, and (iii) the van der Waals interactions of Phe286, Leu337 and Trp375. These three interactions explain the NMR chemical shift titration experiments by Desjardins et al. (17), in which the chemical shifts of Leu337, Trp375, and Tyr395 gradually moved.
Figure 6. (A) $K_A$ values of the wild type and mutants of the Ets1 fragment (residues 276–441) to the TCR$\alpha$ enhancer DNA. (B) The ratio of $K_A$ values (P-state/U-state).

Figure 7. Interaction scheme between the $\alpha$-helix and the $3_{10}$-helix, represented by helical wheel projections. The large circles indicate the helix diameters of the H3 helix and the SRR, viewed from the helical axes. The small circles with the numbers from 0 to 4 represent the positions of residues. The helical pitches of the $\alpha$- and $3_{10}$-helices are 3.6 Å (100°) and 3.0 Å (120°) per residue, respectively. (A) When the SRR forms a $3_{10}$-helix, the two pSers are located at the same position near the two Arg residues of the H3 helix. (B) When the SRR forms an $\alpha$-helix, the positions of the two pSers are not overlapped and they deviate from the ideal positions to interact with the H3 helix (see text in Discussion section.)

by adding a peptide mimicking the SRR to the Ets1 core domain (residues 301–440, ΔN301). This specific interaction should mask the H3 helix and prevent DNA binding. In the FEL, several sub-stable complex structures are also observed, forming similar salt-bridges between the SRR and the H3 helix with large $N_c$ values and masking the DNA binding surface. Namely, even in the P-state, not only the most stable complex structure but also the sub-stable structures should exist to some extent, with both specific and transient properties.

In contrast, when the two Ser residues, Ser282 and 285, are not phosphorylated, the structure of the FEL is completely different from that in the above phosphorylated state, and weak interactions between the SRR and the H3 helix were observed with small $N_c$ values. Namely, the interactions are multi-modal, and their masking effect is weak. Whereas the populations of the most stable clusters were almost the same between the P- and U-states, i.e. 32.84% and 32.21%, respectively (Supplementary Figure S5), the most stable cluster of the U-state includes very diverse structures that are not clearly distinguished in the 2D FEL, but are shown in the distributions of the secondary structure elements in Supplementary Figure S7D. Thus, it is very different from the most stable structure in the P-state, where the majority forms the specific conformation with the $3_{10}$-helical SRR (Supplementary Figure S7B).

Thus, the phosphorylation, as the post-translational modification, switches the biological signal, as suggested by Van Roey et al. (5,6). Without phosphorylation, the recognition helix is weakly masked by the SRR, with interactions in a multi-modal manner. The phosphorylation of the two Ser residues creates more specific and strong interactions between the recognition helix and the SRR, and the backbone of the SRR folds into a $3_{10}$-helix.

Recently, the phosphorylation of Ser282 in the SRR of Ets1 was shown to provide a binding site for COP-1, a ubiquitin ligase component. This report also demonstrated that Tyr283 is a phosphorylation target of Src family tyrosine kinases, which are known to promote tumor growth, invasion, and metastasis. Interestingly, the phosphorylation
of Tyr283 decreased the COP-1 binding and prevented the ubiquitin-mediated degradation of phosphorylated Ets1, leading to the enhancement of Ets1 activity (47). Since Ets1 directly regulates the genes involved in tumor metastasis and invasion, such as integrins and MMP9 (48), the authors suggested that the accumulation of Ets1 contributes to the oncogenic activity of Src family kinases.

Tyr283 is located near the induced 3_{10}-helix involved in the specific interaction between the phosphorylated SRR and the core domain (Figure 5). Phosphorylation of Tyr283 may reduce the interaction and enhance the DNA binding activity of Ets1, even if the SRR is phosphorylated. This may explain, at least partially, the reported enhancement of Ets1 activity even in the P-state, and also may provide a possible reason why Tyr283 is highly conserved even though the other hydrophobic residues can largely assume the role of Tyr283 in the P-state (Figure 6).

We showed that the phosphorylation of the Ser residues in the IDR trigger the shift from multi-modal to more specific interactions with the DNA recognition helix H3. Additional PTMs, such as the phosphorylation of Tyr283 by Src family kinases, may counteract the ‘induced’ specific interaction between the SRR and the Ets1 core domain.
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