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This paper is devoted to presenting an averaging principle for stochastic pantograph equations. Under suitable non-Lipschitz conditions, the solutions to stochastic pantograph equations can be approximated by solutions to averaged stochastic systems in the mean-square sense and probability. At last, an example is given to demonstrate the feasibility of obtained results. Moreover, our results have generalized significantly some previous ones.

1. Introduction

Pantograph equations [1] are a kind of equations with unbounded delay, and they were used in describing the various phenomena like biology, electrodynamics, economy, and some other nonlinear dynamical systems [2–4]. Based on these irreplaceable roles, the existence, uniqueness, and stability for different kinds of pantograph equations were tremendously investigated by many scholars. Of course, some excellent and important articles have also emerged in our vision (see [5–8] and references therein).

On the contrary, the averaging principle as a powerful method has been largely applied in stochastic differential systems, and its main role is to strike a balance between complex models that are more realistic and simpler models that are more amenable to analysis and simulation. Referring to the averaging principle, we are indispensable to recall some excellent articles [9–13], which have discussed the corresponding solutions to stochastic differential equations by the averaging principle.

To the best of authors’ knowledge, there is no paper which has considered the approximation theorem as an averaging principle for stochastic pantograph equations. To fill this gap, in this paper, we are intended to study the stochastic pantograph equations as follows:

\[
\begin{align*}
    dX(t) &= f(t, X(t), X(\theta t))dt + g(t, X(t), X(\theta t))dB(t), \\
    X(0) &= X_0,
\end{align*}
\]

where \( t \in [0, T], \ X_0 \in \mathbb{R}^n \) is the initial value, which is \( \mathcal{F}_0 \)-measurable on \( \mathbb{R}^n \) and satisfying \( \mathbb{E}|X_0|^2 < \infty, \ 0 < \theta < 1, \ f: [0, T] \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n, \ g: [0, T] \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^{m}, \) and \( B(t) \) is a \( m \)-dimensional Brownian motion on the complete probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \).

The highlights and major contributions of this paper are reflected in the subsequent key aspects:

(i) We first attempt to investigate the property of solutions for a class of stochastic pantograph equations by the averaging principle under the non-Lipschitz conditions. Comparing with some previous literatures [5–8], the corresponding conditions are required to satisfy the Lipschitz condition or the local Lipschitz condition. However, in some practical cases, the Lipschitz condition is usually violated. Therefore, the Lipschitz condition will be replaced by the non-Lipschitz conditions which are much weaker than the Lipschitz condition in our paper.

(ii) The previous literatures [9–11] have not considered the effect of delay terms on the averaging principle
for corresponding stochastic system. However, the delay effects do exist in these stochastic differential systems. Therefore, in this paper, we consider a kind of delay stochastic differential equations with a linear delay \( \tau(t) = \theta t \) with \( 0 < \theta < 1 \).

The arrangement of the rest paper is as follows. In Section 2, necessary definition and hypothesis conditions will be presented. Section 3 is devoted to present the averaging principle for stochastic pantograph equation (1). In Section 4, we will give an example to demonstrate the feasibility of theoretical results obtained in Section 3.

\[
X(t) = X_0 + \int_0^t f(s, X(s), X(\theta s))ds + \int_0^t g(s, X(s), X(\theta s))dB(s), \text{ a.s.} \tag{2}
\]

(iv) For any other solution \( X^*(t) \), we have
\[
P[X(t) = X^*(t), \forall t \in [0, T]] = 1.
\]

Next, we list the necessary hypothesis conditions, which will be used to prove the main results in next section.

\[
|f(t, X_1, Y_1) - f(t, X_2, Y_2)|^2 \leq |g(t, X_1, Y_1) - g(t, X_2, Y_2)|^2 \leq \Phi(t, |X_1 - X_2|^2, |Y_1 - Y_2|^2), \tag{3}
\]

2. Preliminaries

In this section, we will give some necessary definition and hypothesis conditions, which will be used in later sections.

**Definition 1.** An \( \mathbb{R}^n \)-value stochastic process \( \{X(t)\}_{t \in [0,T]} \) is called a unique solution of (1) if the following conditions hold:

(i) \( \{X(t)\} \) is continuous with respect to \( t \) and \( \mathcal{F}_t \) adapted.

(ii) \( f(t, X(t), X(\theta t)) \in \mathcal{L}^1([0,T]; \mathbb{R}^n) \) and \( g(t, X(t), X(\theta t)) \in \mathcal{L}^2([0,T]; \mathbb{R}^{m 	imes n}) \).

(iii) For all \( t \in [0, T] \), we have

\[
\Phi(t) \text{ satisfies } \Phi(t, 0, 0) = 0 \text{ and define } \Omega = [0, +\infty) \times [0, +\infty) \text{ and there exist nonnegative functions } \lambda_i(t), i = 1, 2, 3 \text{ such that, for all } u, v \geq 0, \nonumber
\]

\[
\Phi(t, u, v) \leq \lambda_1(t) + \lambda_2(t)u + \lambda_3(t)v
\]

and

\[
\int_0^t \lambda_1(t)dt < \infty, i = 1, 2, 3.
\]

3. Main Results

This section is devoted to present an averaging principle for stochastic pantograph equations. First, we consider the standard form of the system (1):

\[
X_\varepsilon(t) = X_0 + \varepsilon \int_0^t f(s, X_\varepsilon(s), X_\varepsilon(\theta s))ds + \sqrt{\varepsilon} \int_0^t g(s, X_\varepsilon(s), X_\varepsilon(\theta s))dB(s), \tag{4}
\]

where \( \varepsilon \in (0, \varepsilon_0) \) is a positive small parameter and \( \varepsilon_0 \) is a given fixed number.

To obtain the averaging principle for stochastic pantograph equations, we also need following condition: there exist measurable functions \( f^*: \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) and \( g^*: \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^{m \times n} \) such that the following holds.

(H2) for any \( T_1 \in [0, T], X, Y \in \mathbb{R}^n \), there exist two positive bounded functions \( \Psi_i(T_1), i = 1, 2, 3 \), such that

\[
\frac{1}{T_1} \int_0^{T_1} |f(s, X, Y) - f^*(X, Y)|^2 ds \leq \Psi_1(T_1)(|X|^2 + |Y|^2),
\]

\[
\frac{1}{T_1} \int_0^{T_1} |g(s, X, Y) - g^*(X, Y)|^2 ds \leq \Psi_2(T_1)(|X|^2 + |Y|^2),
\]

\[
\lim_{T_1 \to \infty} \Psi_i(T_1) = 0.
\]

By the above preparation, we now consider the original solution \( X_\varepsilon(t) \) converges to the solution \( X^*_\varepsilon(t) \) of the averaged system:

\[
X^*_\varepsilon(t) = X_0 + \varepsilon \int_0^t f^*(X^*_\varepsilon(s), X^*_\varepsilon(\theta s))ds + \sqrt{\varepsilon} \int_0^t g^*(X^*_\varepsilon(s), X^*_\varepsilon(\theta s))dB(s), \tag{6}
\]

as \( \varepsilon \) goes to zero and \( t \in [0, T] \).

**Theorem 1.** Assume that conditions (H1) and (H2) hold. Then, for a given arbitrarily small number \( \delta_1 > 0 \), there exist \( M > 0, \varepsilon_1 \in (0, \varepsilon_0] \) and \( \beta \in (0, 1) \) such that, for all \( \varepsilon \in (0, \varepsilon_1] \), we have

\[
E\left( \sup_{t \in [0, T]} |X_\varepsilon(t) - X^*_\varepsilon(t)|^2 \right) \leq \delta_1.
\]

**Proof.** For any \( t \in [0, u] \subset [0, T] \), by (4) and (6), we have
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\[ X_t(t) - X_t^*(t) = \epsilon \int_0^t (f(s, X_t(s), X_t(\theta s)) - f^*(X_t^*(s), X_t^*(\theta s)))ds \]

(8)

+ \sqrt{\epsilon} \int_0^t (g(s, X_t(s), X_t(\theta s)) - g^*(X_t^*(s), X_t^*(\theta s)))dB(s).

Taking mathematical expectation on above equation and applying the elementary inequality, we have

\[
E\left( \sup_{0 \leq t \leq \epsilon t_u} |X_t(t) - X_t^*(t)|^2 \right) \leq 2\epsilon^2 E \sup_{0 \leq t \leq \epsilon t_u} \left| \int_0^t f(s, X_t(s), X_t(\theta s) - f^*(X_t^*(s), X_t^*(\theta s))ds \right|^2
\]

\[
+ 2\epsilon E \sup_{0 \leq t \leq \epsilon t_u} \left| \int_0^t g(s, X_t(s), X_t(\theta s) - g^*(X_t^*(s), X_t^*(\theta s))dB(s) \right|^2
\]

= I_1 + I_2.

(9)

Using the elementary inequality again, we have

\[
I_1 \leq 4\epsilon^2 u E \sup_{0 \leq t \leq \epsilon t_u} \left| \int_0^t f(s, X_t(s), X_t(\theta s)) - f(s, X^*_t(s), X^*_t(\theta s))ds \right|^2
\]

\[
+ 4\epsilon^2 E \sup_{0 \leq t \leq \epsilon t_u} \left| \int_0^t (f(s, X^*_t(s), X^*_t(\theta s)) - f^*(X^*_t(s), X^*_t(\theta s))ds \right|^2
\]

= I_{11} + I_{12}.

(10)

From (H1) and Cauchy–Schwarz inequality, we have

\[
I_{11} \leq 4\epsilon^2 u E \sup_{0 \leq t \leq \epsilon t_u} \left| \int_0^t f(s, X_t(s), X_t(\theta s)) - f(s, X^*_t(s), X^*_t(\theta s))ds \right|^2
\]

\[
\leq 4\epsilon^2 u E \sup_{0 \leq t \leq \epsilon t_u} \left| \int_0^t \Phi(s, |X_t(s) - X^*_t(s)|^2, |X_t(\theta s) - X^*_t(\theta s)|^2)ds \right|
\]

\[
\leq 4\epsilon^2 u \sup_{0 \leq t \leq \epsilon t_u} \left\{ \left( \lambda_1(t) + \lambda_2(t)|X_t(s) - X^*_t(s)|^2 + \lambda_3(t)|X_t(\theta s) - X^*_t(\theta s)|^2 \right) \right\}
\]

\[
\leq 4\epsilon^2 u \left[ \sup_{0 \leq t \leq \epsilon t_u} \lambda_1(t) + E \sup_{0 \leq t \leq \epsilon t_u} \left( \lambda_2(s)|X_t(s) - X^*_t(s)|^2 + \lambda_3(s)|X_t(\theta s) - X^*_t(\theta s)|^2 \right) ds \right]
\]

\[
\leq 4\epsilon^2 u^2 \sup_{0 \leq t \leq \epsilon t_u} \lambda_1(t) + 4\epsilon^2 u \sum_{i=2}^{3} \sup_{0 \leq t \leq \epsilon t_u} \lambda_i(t) \int_0^u E \sup_{0 \leq t \leq \epsilon t_u} \left| X_t(s) - X^*_t(s) \right|^2 ds.
\]

(11)
Also, from (H2) and Cauchy–Schwarz inequality, we have

\[
I_{12} \leq 4 \varepsilon^2 u E \sup_{0 \leq s \leq u} \int_0^t \left| (f(s, X^*_\varepsilon(s), X^*_\varepsilon(\theta s)) - f^*(X^*_\varepsilon(s), X^*_\varepsilon(\theta s))) \right|^2 ds
\]

\[
\leq 4 \varepsilon^2 u^2 E \sup_{0 \leq s \leq u} \frac{1}{t} \int_0^t \left| (f(s, X^*_\varepsilon(s), X^*_\varepsilon(\theta s)) - f^*(X^*_\varepsilon(s), X^*_\varepsilon(\theta s))) \right|^2 ds
\]

\[
\leq 4 \varepsilon^2 u^2 \left( \sup_{0 \leq s \leq u} \Psi_1(t) \right) E \left[ \left( \sup_{0 \leq s \leq u} |X^*_\varepsilon(t)|^2 \right) + \left( \sup_{0 \leq s \leq u} |X^*_\varepsilon(\theta t)|^2 \right) \right]
\]

\[
\leq 8 \varepsilon^2 u^2 \left( \sup_{0 \leq s \leq u} \Psi_1(t) \right) E \left[ \left( \sup_{0 \leq s \leq u} |X^*_\varepsilon(t)|^2 \right) \right].
\]  

Analogously, by using the elementary inequality, we also have

\[
I_2 \leq 4 \varepsilon E \sup_{0 \leq s \leq u} \left| \int_0^t (g(s, X_s(s), X^*_\varepsilon(\theta s)) - t g^*(s, X^*_\varepsilon(s), X^*_\varepsilon(\theta s))) dB(s) \right|^2
\]

\[
+ 4 \varepsilon E \sup_{0 \leq s \leq u} \left| \int_0^t (g(s, X^*_\varepsilon(s), X^*_\varepsilon(\theta s)) - t g^*(s, X^*_\varepsilon(s), X^*_\varepsilon(\theta s))) dB(s) \right|^2
\]

\[
= I_{21} + I_{22}.
\]  

From (H1) and Burkholder–Davis–Gundy inequality, we have

\[
I_{21} \leq 16 \varepsilon u \sup_{0 \leq s \leq u} \left| \int_0^t (g(s, X_s(s), X^*_\varepsilon(\theta s)) - g(s, X^*_\varepsilon(s), X^*_\varepsilon(\theta s))) ds \right|^2
\]

\[
\leq 16 \varepsilon u \sup_{0 \leq s \leq u} \left| \int_0^t g(s, X_s(s), X^*_\varepsilon(\theta s)) - g(s, X^*_\varepsilon(s), X^*_\varepsilon(\theta s)) \right|^2 ds
\]

\[
\leq 16 \varepsilon u \sup_{0 \leq s \leq u} \left| \int_0^t \Phi(s, X_s(s) - X^*_\varepsilon(s), X^*_\varepsilon(\theta s) - X^*_\varepsilon(\theta s)) \right| ds
\]

\[
\leq 16 \varepsilon u \left[ \sup_{0 \leq s \leq u} \lambda_1(t) + \sup_{0 \leq s \leq u} \left| \int_0^t (\lambda_2(s) |X_s(s) - X^*_\varepsilon(s)|^2 + \lambda_3(s) |X^*_\varepsilon(\theta s) - X^*_\varepsilon(\theta s)|^2) ds \right| \right]
\]

\[
\leq 16 \varepsilon u \left[ \sup_{0 \leq s \leq u} \lambda_1(t) + 16 \varepsilon u \sum_{1 \leq j \leq 3} \sup_{0 \leq s \leq u} \lambda_j(t) \int_0^u E \left| X^*_\varepsilon(\theta_1) - X^*_\varepsilon(\theta_2) \right|^2 ds \right].
\]
Also, from (H2) and Burkholder–Davis–Gundy inequality, we have

\[
I_{22} \leq 16\varepsilon \mathbb{E} \sup_{0 \leq s \leq t} \left| \int_0^t (g(s, X^*_x(s), X^*_y(s)) - g^*(X^*_x(s), X^*_y(s))) ds \right|^2 \\
\leq 16\varepsilon^2 \mathbb{E} \sup_{0 \leq s \leq t} \frac{1}{2} \int_0^t \left| (g(s, X^*_x(s), X^*_y(s)) - g^*(X^*_x(s), X^*_y(s))) \right|^2 ds \\
\leq 16\varepsilon^2 \left( \sup_{0 \leq s \leq t} \Psi_2(t) \right) \mathbb{E} \left[ \left( \sup_{0 \leq s \leq t} \left| X^*_x(t) \right|^2 \right) + \left( \sup_{0 \leq s \leq t} \left| X^*_y(s) \right|^2 \right) \right] \\
\leq 32\varepsilon^2 \left( \sup_{0 \leq s \leq t} \Psi_2(t) \right) \mathbb{E} \left[ \left( \sup_{0 \leq s \leq t} \left| X^*_x(t) \right|^2 \right) \right].
\]

(15)

According to the estimation of \(I_{11}, I_{12}, I_{21}, \) and \(I_{22},\) we have

\[
\mathbb{E} \left( \sup_{0 \leq s \leq u} \left| X^*_x(t) - X^*_x(s) \right|^2 \right) \\
\leq 4\varepsilon^2 u^2 \sup_{0 \leq s \leq u} \lambda_1(t) + 16\varepsilon u^2 \sup_{0 \leq s \leq u} \lambda_1(t) \\
+ 8\varepsilon u^2 \left( \sup_{0 \leq s \leq u} \Psi_1(t) \right) \mathbb{E} \left[ \left( \sup_{0 \leq s \leq u} \left| X^*_x(t) \right|^2 \right) \right] \]
\[
+ 32\varepsilon u^2 \left( \sup_{0 \leq s \leq u} \Psi_2(t) \right) \mathbb{E} \left[ \left( \sup_{0 \leq s \leq u} \left| X^*_y(t) \right|^2 \right) \right] \]
\[
+ 4\varepsilon u \sum_{j=2}^{3} \sup_{0 \leq s \leq u} \lambda_j(t) \int_0^u \mathbb{E} \sup_{0 \leq s \leq u} \left| X^*_x(s) - X^*_x(s) \right|^2 ds \\
+ 16\varepsilon u \sum_{j=2}^{3} \sup_{0 \leq s \leq u} \lambda_j(t) \int_0^u \mathbb{E} \sup_{0 \leq s \leq u} \left| X^*_x(s) - X^*_x(s) \right|^2 ds \\
\leq 4M_1\varepsilon^2 u^2 + 16M_1\varepsilon u^2 + 8M_2\varepsilon^2 u^2 + 32M_2\varepsilon u^2 \\
+ \left( 8\varepsilon^2 u + 32\varepsilon u \right) \int_0^u \mathbb{E} \sup_{0 \leq s \leq u} \left| X^*_x(s) - X^*_x(s) \right|^2 ds.
\]

(16)

\[
\mathbb{E} \left( \sup_{0 \leq s \leq u} \left| X^*_x(t) - X^*_x(s) \right|^2 \right) \leq \left( 4M_1\varepsilon^2 u^2 + 16M_1\varepsilon u^2 + 8M_2\varepsilon^2 u^2 + 32M_2\varepsilon u^2 \right) e^{(8\varepsilon^2 u + 32\varepsilon u)}.
\]

(17)

which implies that there exists a \(M > 0\) and \(\beta \in (0, 1)\) such that for any \(t \in [0, Me^{-\beta}] \subset [0, T]\) having

\[
\mathbb{E} \left( \sup_{t \in [0, Me^{-\beta}]} \left| X^*_x(t) - X^*_x(t) \right|^2 \right) \leq Ke^{1-\beta},
\]

(18)

\[
K = \left( 4M_1\varepsilon^2 e^{1-\beta} + 16M_1\varepsilon e^{1-\beta} + 8M_2\varepsilon^2 e^{1-\beta} + 32M_2\varepsilon e^{1-\beta} \right) e^{(8\varepsilon^2 e^{1-\beta} + 32\varepsilon e^{1-\beta})}.
\]

(19)
is a constant. As a result, for arbitrary given number $\delta_1$, there exists $\varepsilon_1 \in (0, \varepsilon_0]$ such that, for each $\varepsilon \in (0, \varepsilon_1]$ and $t \in [0, Me^{-\rho}]$, one has

$$E\left(\sup_{t \in [0, Me^{-\rho}]} |X_\varepsilon (t) - X_\varepsilon^* (t)|^2\right) \leq \delta_1. \quad (20)$$

The proof is completed.

Next, we will present the properties of the uniform convergence in probability between (4) and (6).

**Theorem 2.** Assume that conditions (H1) and (H2) hold. Then, for a given arbitrarily small number $\delta_2 > 0$, there exist $M > 0, \varepsilon_1 \in (0, \varepsilon_0]$ and $\beta \in (0, 1)$, such that, for all $\varepsilon \in (0, \varepsilon_1]$, we have

$$\lim_{\varepsilon \to 0} P\left(\sup_{t \in [0, Me^{-\rho}]} |X_\varepsilon (t) - X_\varepsilon^* (t)| > \delta_2\right) = 0. \quad (21)$$

**Proof.** Given $\delta_2 > 0$, with the help of Chebyshev’s inequality and Theorem 1, we obtain

$$P\left(\sup_{t \in [0, Me^{-\rho}]} |X_\varepsilon (t) - X_\varepsilon^* (t)| > \delta_2\right) \leq \frac{1}{\delta_2^2} E\left(\sup_{t \in [0, Me^{-\rho}]} |X_\varepsilon (t) - X_\varepsilon^* (t)|^2\right) \quad (22)$$

$$\leq \frac{1}{\delta_2^2} K e^{1-\rho} \to 0, \quad \text{as} \quad \varepsilon \to 0.$$

The proof is completed.

**Remark 1.** If $\Phi(t, u, v) = K(u + v)$, the non-Lipschitz conditions reduce to a local Lipschitz conditions which have been investigated in previous literatures [5–8]. So, some previous results [5–8] will be significantly improved in our paper. Also, the averaging principle is applied to study stochastic pantograph equations for the first time. In view of the previous literatures [14, 15], the authors have studied the stochastic pantograph equations driven by Lévy noise and G-Brownian motion. To the best of our knowledge, the averaging principle can also use to study stochastic pantograph equations driven by Lévy noise and G-Brownian motion with the non-Lipschitz conditions.

**4. Example**

Consider the following stochastic pantograph equation:

$$dX_\varepsilon (t) = \varepsilon \left(2 X_\varepsilon \cos^2 (t) - X_\varepsilon \sin^2 \left(\frac{1}{2} t\right)\right) dt + \sqrt{\varepsilon} dB(t), \quad (23)$$

where

$$X_\varepsilon = X_0, \quad t \in [0, \pi],$$

$$f(t, X_\varepsilon (t), X_\varepsilon (\theta t)) = 2 X_\varepsilon \cos^2 (t) - X_\varepsilon \sin^2 \left(\frac{1}{2} t\right), \quad (24)$$

$$g(t, X_\varepsilon (t), X_\varepsilon (\theta t)) = 1.$$ 

Let $g^*(t, X_\varepsilon (t), X_\varepsilon (\theta t)) = 1$, and

$$f^*(t, X_\varepsilon (t), X_\varepsilon (\theta t)) = \frac{1}{\pi} \int_0^\pi f(t, X_\varepsilon (t), X_\varepsilon (\theta t)) d\theta = \frac{X_\varepsilon}{2}. \quad (25)$$

Therefore, the simplified stochastic pantograph equation (23) can be defined as

$$dX^*_\varepsilon (t) = \frac{X^*_\varepsilon}{2} dt + \sqrt{\varepsilon} dB(t). \quad (26)$$

It is clear to see all conditions (H1) and (H2) hold for the functions defined in systems (23) and (26). By the Theorems 1 and 2, we obtain

$$E\left(\sup_{t \in [0, Me^{-\rho}]} |X_\varepsilon (t) - X^*_\varepsilon (t)|^2\right) \leq \delta_1, \quad (27)$$

$$\lim_{\varepsilon \to 0} P\left(\sup_{t \in [0, Me^{-\rho}]} |X_\varepsilon (t) - X^*_\varepsilon (t)| > \delta_2\right) = 0.$$

**5. Conclusion**

In this paper, we mainly discuss an averaging principle for stochastic pantograph equations at the first time. Under suitable non-Lipschitz conditions, we obtain that the solutions to stochastic pantograph equations can be approximated by solutions to averaged stochastic systems in the mean-square sense and probability. Then, an example is given to demonstrate the feasibility of obtained results.

In future work, the interesting extension of our study would be to discuss the averaging principle for the impulsive stochastic pantograph equations with time delays and the fractional stochastic pantograph equations.
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