The linear response function of an idealized atmosphere. Part 1: Construction using Green’s functions and applications
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ABSTRACT

A linear response function (LRF) determines the mean-response of a nonlinear climate system to weak imposed forcings, and an eddy flux matrix (EFM) determines the eddy momentum and heat flux responses to mean-flow changes. Neither LRF nor EFM can be calculated from first principles due to the lack of a complete theory for turbulent eddies. Here the LRF and EFM for an idealized dry atmosphere are computed by applying numerous localized weak forcings, one at a time, to a GCM with Held-Suarez physics and calculating the mean-responses. The LRF and EFM for zonally-averaged responses are then constructed using these forcings and responses through matrix inversion. Tests demonstrate that LRF and EFM are fairly accurate. Spectral analysis of the LRF shows that the most excitable dynamical mode, the neutral vector, strongly resembles the model’s Annular Mode. The framework described here can be employed to compute the LRF/EFM for zonally-asymmetric responses and more complex GCMs. The potential applications of the LRF/EFM constructed here are i) forcing a specified mean-flow for hypothesis-testing, ii) isolating/quantifying the eddy-feedbacks in complex eddy-mean flow interaction problems, and iii) evaluating/improving more generally-applicable methods currently used to construct LRFs or diagnose eddy-feedbacks in comprehensive GCMs or observations. As an example for iii, in Part 2, the LRF is also computed using the fluctuation-dissipation theorem (FDT), and the previously-calculated LRF is exploited to investigate why FDT performs poorly in some cases. It is shown that dimension-reduction using leading EOFs, which is commonly used to construct LRFs from the FDT, can significantly degrade the accuracy due to the non-normality of the operator.

1. Introduction

How the different components of the climate system respond to imposed forcings is of significant importance for understanding the internal climate variability and anthropogenic climate change. For an external forcing $f$ that is weak enough so that the response of the nonlinear climate system varies linearly with $f$, the problem can be formulated as (Palmer 1999)

$$\dot{x} = Lx + f \quad (1)$$

where $x$ is the state-vector response, i.e., deviation from the time-mean flow (mean-flow hereafter) of the unforced ($f = 0$) system, and $L$ is the linear response function (LRF) of the system (see section 2 for details). If $L$ is known, we can immediately calculate not only the responses to various scenarios of external forcings (which can also be obtained from usually-expensive GCM simulations), but we can also find the forcing needed to achieve a prescribed response (the inverse problem), the most effective forcing (i.e., forcing producing the largest response), and the most excitable dynamical mode, i.e., the so-called neutral vector, which is important for both internal variability and forced response (Marshall and Molteni 1993; Goodman and Marshall 2002).

Another problem of great interest is how eddies respond to changes in the mean-flow (which here refers to the flow averaged over an appropriate timescale much longer than the eddy timescale). Focusing on synoptic eddies in the atmosphere, for instance, the increase of eddy phase-speed in response to strengthening of the lower stratospheric winds (Chen and Held 2007) and the increase of eddy length-scale in response to changes in the atmosphere’s thermal structure (Kidston et al. 2011; Riviere 2011) have been suggested to cause the observed and projected poleward shift of the midlatitude jets. As another example, changes in the eddy momentum and heat fluxes in response to changes in the tropospheric zonal-wind and temperature play a critical role in the dynamics of the leading
pattern of variability in the midlatitudes, i.e., the Northern and Southern Annular Modes (Robinson 2000, Lorenz and Hartmann 2001), while the tropospheric eddy flux response to stratospheric changes are important for the tropospheric-stratospheric coupling (Haynes et al. 1991, Kushner and Polvani 2004, Song and Robinson 2004). The eddies modify the mean-flow through the eddy momentum and heat fluxes, which can be quantified, for example, using the Eliassen-Palm flux (Edmon et al. 1980). The mean-flow also modifies the eddies. What complicates the eddy-mean flow interaction problems, not only in the atmosphere but also in other turbulent geophysical flows (Vallis 2006, chs. 7-10), is that, despite extensive efforts, how eddy fluxes respond to a change in the mean-flow is not fully understood and a complete theory for this response is currently unavailable (Held 2000, Schneidereit 2006). For example, as described in section 2 for the zonal-mean response in an idealized dry atmosphere (which is the focus of this paper), the state-vector consists of $\overline{u}$ and $\overline{T}$, and the problem can be formulated as

$$
\langle \langle u' \rangle v' \rangle = E \langle \langle u \rangle \rangle \langle \langle T \rangle \rangle
$$

where the overbars and $\langle \rangle$ denote, respectively, the zonal-mean and time-means; $\overline{u}$ and $\overline{T}$ are the responses in zonal-mean zonal-wind and temperature; and $\langle u' \rangle$ and $\langle v' T' \rangle$ are the responses of eddy momentum and heat fluxes to $\langle \overline{u} \rangle$ and $\langle \overline{T} \rangle$. In this paper we refer to $E$ as the eddy flux matrix (EFM), which with the current state of understanding cannot be determined from the first principles.

The two issues discussed above are related: a major difficulty in calculating the LRFs is to accurately account for the eddy-feedbacks (because $E$ is unknown), and as a result even in very simple models of the climate system, finding the LRFs remains a challenge. For example, in the Held-Suarez benchmark setup (Held and Suarez 1994), where the focus is on a dry atmosphere with simply zonally-symmetric boundary conditions and parameterization of radiation and planetary boundary-layer with, respectively, Newtonian cooling and Rayleigh drag, the LRF consists of four components: mean-flow advection, surface friction, Newtonian relaxation, and eddy-feedbacks. While in this setup the first three components are known analytically for a given mean-flow, the eddy-feedback is not, which renders the LRF indeterminate analytically.

The three common approaches to finding LRFs involve neglecting the eddy-feedbacks, parameterizing the eddy-feedbacks, or employing the fluctuation-dissipation theorem (FDT). The first approach is similar to the hydrodynamic linear stability analysis where the equations of motion are linearized around a mean-flow and all nonlinear terms (which contain eddy fluxes) are ignored (Vallis 2006, ch. 6). Such an approach has provided valuable insight into some aspects of the atmospheric circulation (Hoskins and Karoly 1981, Marshall and Molteni 1993, Goodman and Marshall 2002), but because of the lack of eddy-feedbacks, can result in inaccurate LRFs (e.g., Branstator and Haurwitz 1998) and LRFs with linearly unstable modes, which suggests, from Eq. (1), unbounded growth of $x$. Accounting for the eddy-feedbacks using diffusive (e.g., Pavan and Held 1996, Lapereyre and Held 2003, Vallis 2006, ch. 10) or stochastic (e.g., Farrell and Ioannou 1996a, b, 2003, Zhang and Held 1999) closures might improve the accuracy of the LRF, but there are challenges associated with using these parameterizations in complex models, see, e.g., the reviews by Franzke et al. (2015) and DelSole (2004).

The FDT, a powerful tool in statistical physics (Nyquist 1928, Kubo 1966), suggest that the LRF can be built for a GCM from lag-covariances of a long unforced simulation and even for the climate system itself from observations (Leith 1975). In principle, the FDT can produce a LRF that accurately takes into account the eddy-feedbacks and any other physical process that is present in the model or nature without the need for a detailed understanding of these processes. However, there are uncertainties in applicability of the FDT to the climate system, and testing FDT in GCMs (e.g., Gritsun and Branstator 2007, Ring and Plumb 2008, Fuchs et al. 2015, and simple models of geophysical turbulence (e.g., Majda et al. 2010, Lutsenko et al. 2015) have produced mixed results. The FDT is further discussed in Part 2 of this study (Hassanzadeh and Kuang 2016).

In this paper (Part 1) we take a different approach to finding the LRF (with accurate eddy-feedbacks) and EFM of a relatively simple GCM. We use Green’s functions following the framework developed in Kuang (2010) to calculate the LRF for a cloud-system-resolving model, which has been used to study convectively-coupled waves (Kuang 2010), Walker cells (Kuang 2012), and convective parameterization schemes (Nie and Kuang 2012, Herman and Kuang 2013). With problems in large-scale atmospheric circulation in mind, here we focus on the zonally-averaged forcings and responses of an idealized dry GCM, where the state-vector consists only of $\overline{u}$ and $\overline{T}$ (see section 2 for details). The procedure to find the LRF and EFM is explained in details in section 3; briefly, weak spatially-confined forcings of zonal-wind and temperature are applied in the dry dynamical core with Held-Suarez physics at 100 latitude-pressure combinations one at a time. For each forcing, the time-mean response $\langle \langle \overline{u} \rangle, \langle \overline{T} \rangle \rangle$ is calculated from a long integration, and the responses and imposed forcings from all runs are then used to find the LRF from the long-time averaged Eq. (1) using matrix inversion. Similarly, $\langle \langle u' \rangle \rangle$ and $\langle \langle v' T' \rangle \rangle$ are calculated for all the runs and along with time-mean responses are used to find the EFM from Eq. (2) using matrix inversion.

The remainder of this paper is structured as follows. In section 2 we discuss Eqs. (1)-(2) and the underlying as-
Assumptions, followed by descriptions of the model setup and the detailed procedure for calculating the LRF and EFM in section 3. Several tests to validate the calculated LRF and EFM are presented in section 4, which show that the LRF is fairly skillful in finding the time-mean response to a given zonally-symmetric external forcings and vice versa, and that the EFM can quantify the time-mean response of eddy fluxes to a change in the mean-flow reasonably well. In section 5, we present some of the properties of the LRF of the idealized dry atmosphere. In particular, we show that the neutral vector (i.e., the most excitable dynamical mode) is fairly similar to the Annular Modes, which offers some insight into the reason behind the ubiquity of Annular Mode-like patterns in the response of the real and modeled atmospheres to forcings. Potential applications of the calculated LRF and EFM are discussed in section 6, which include i) forcing a specified mean-flow for hypothesis-testing in the idealized GCM, e.g., as used in Hassanzadeh and Kuang (2015) to probe causality in the relationship between the negative phase of Arctic Oscillation and increased blocking, ii) isolating and quantifying the eddy-feedbacks in complex eddy-mean flow interaction problems, and iii) examining and evaluating more generally-applicable methods that are currently employed to diagnose eddy-feedbacks or construct LRFs in more complex GCMS, e.g., as used in Part 2 of this study to investigate why the LRF constructed using the FDT performs poorly in some cases. The paper is summarized in section 7.

2. Formulation

We start with the derivation of Eq. (1) for zonally-averaged forcings/responses, which, although straightforward, helps with better understanding the underlying assumptions. The zonally-averaged equations of the climate system can be written as

$$ \dot{\mathbf{X}} = \mathbf{F}(\mathbf{X}) $$

where the state-vector \( \mathbf{X}(t) \) is a set of zonally-averaged variables that we assume can uniquely describe the system and \( \mathbf{F} \) is a nonlinear function that represents the relevant physical processes and describes the evolution of \( \mathbf{X} \). For the purpose of this paper, Eq. (3) is the zonally-averaged primitive equations with Held-Suarez physics (Held and Suarez 1994) with the additional assumption that eddies (defined as deviations from the zonal-mean) are in statistical-equilibrium with the state-vector \( \mathbf{X} \) so that the eddy fluxes can be uniquely determined from \( \mathbf{X} \). This assumption and the other assumptions related to the state-vector are further discussed later in this section.

If the system’s state-vector evolves from \( \mathbf{X}(0) = \langle \mathbf{X} \rangle \) to \( \mathbf{X}(t) = \langle \mathbf{X} \rangle + \mathbf{x}(t) \) in response to an external forcing \( \mathbf{f}(t) \) of zonal torque or buoyancy, where \( \langle \mathbf{X} \rangle \) is the mean-flow of the unforced state-vector, Eq. (3) becomes

$$ \dot{\mathbf{x}} = \mathbf{F}(\langle \mathbf{X} \rangle + \mathbf{x}) + \mathbf{f} $$

(4)

It should be clarified that in this section and the rest of the paper “mean-flow” and \( \langle \cdot \rangle \) denote very long-term averages so that \( \mathbf{F}(\langle \mathbf{X} \rangle) \approx 0 \). A Taylor expansion of \( \mathbf{F} \) around \( \langle \mathbf{X} \rangle \) yields Eq. (1) for the state-vector response \( \mathbf{x} \), which as mentioned earlier is a set of zonal-mean variables:

$$ \dot{\mathbf{x}} = \frac{d\mathbf{F}}{d\mathbf{X}} |_{\langle \mathbf{X} \rangle} \mathbf{x} + \mathbf{f} = \mathbf{Lx} + \mathbf{f} $$

(5)

where we have assumed that the terms of order \( \mathbf{x}^2 \) and higher are negligible compared to the term that is linear in \( \mathbf{x} \) (assumption 1). The LRF \( \mathbf{L} \) is thus the Jacobian of \( \mathbf{F}(\mathbf{X}) \) evaluated at \( \langle \mathbf{X} \rangle \). See Palmer (1999) and Farrell and Ioannou (1996a,b) for further discussions of the above equations from a dynamical-system perspective.

It should be noted that ignoring terms that are nonlinear in \( \mathbf{x} \) does not eliminate the eddy-feedbacks from \( \mathbf{L} \) in Eq. (5), and the difference between this equation and the equation that could be derived following the first approach discussed in section 1 (i.e., linearized of the equations of motion) should be emphasized: the eddy fluxes are absent in the latter while they are linearized as a function of \( \mathbf{x} \) in (5). For such representation to be valid, we have to assume that the eddy statistics are in quasi-equilibrium with \( \mathbf{x} \), or said another way, the synoptic eddies respond to changes in the mean-flow at timescales that are much shorter compared to the timescales of changes in the mean-flow (Lorenz and Hartmann 2001, Ring and Plumb 2008). This is justified if the variability of \( \mathbf{x} \) has timescales of several days or longer (assumption 2). To satisfy this requirement, we assume that \( \mathbf{x} \) is the anomaly averaged over a few days, which is appropriate for zonals-means in many large-scale phenomena of interest.

We also note the difference between our approach to finding the LRF in Eq. (5) and the second approach discussed in section 1 where the eddy fluxes are parametrized (as done here) but the relationship between the eddy fluxes and the mean-flow is assumed to be known from a turbulence closure approximation. Here we calculate the LRF from a fully nonlinear eddy-resolving model instead of making such assumption about this relationship.

It should be further clarified that the external forcing \( \mathbf{f} \) refers to any mechanical or thermal forcing exerted by unresolved or unrepresented processes and phenomena, including climate change-induced forcings such as high-latitude warming (i.e., Arctic Amplification), tropical tropospheric warming (due to latent heating), and stratospheric cooling (due to ozone depletion) (Butler et al. 2010). In light of the above assumption on the timescale of \( \mathbf{x} \), external forcing \( \mathbf{f} \) may also represent the stochastic eddy forcing generated by the atmospheric internal dynamics at (unresolved) short timescales and small spatial-scales.
The next question to answer is what variables constitute the state-vector $\mathbf{X}$ of the primitive equations of the Held-Suarez setup involve four prognostic variables: zonal $U$ and meridional $V$ velocities, temperature $\Theta$, and surface pressure $P$ (diagnostic variables such as vertical velocity $\Omega$ and geopotential height $\Phi$ can be calculated from the continuity equation and hydrostatic balance later). Although the zonal-mean responses of these four variables $(\bar{u}, \bar{v}, \bar{T}, \bar{p})$ can be used for $\mathbf{X}$, it is desirable to reduce the number of variables to lower the computational cost of finding the LRF and EFM.

To reduce $\mathbf{X}$, first we highlight that the zonally-averaged mean-flow of the response consists of $\bar{u}$ and $\bar{T}$, which are closely in gradient-wind balance except near the equator, and $\bar{v}$ and $\bar{\Theta}$, which form the meridional circulation and can be represented by a single streamfunction $\chi$ via the continuity equation. As outlined in Appendix A, we can choose

$$\mathbf{y} \equiv \begin{bmatrix} \bar{\pi} \\ \bar{T} \end{bmatrix}$$

if (a) $\bar{\pi}$ and $\bar{T}$ are in gradient-wind balance (which is very reasonable outside the deep tropics), and/or if (b) the tendencies of $\bar{\pi}$ and $\bar{T}$ in the zonal-momentum and temperature equations are negligible compared to the dominant terms (which is very reasonable given assumption 2). If (b) is satisfied the flow is also likely to be in close gradient-wind balance; however, here we discuss both (a) and (b) to emphasize the only place where the gradient-wind balance may play a role in this formulation (see Appendix A for further discussions). With either (a) or (b), $\mathbf{y}$ is in quasi-equilibrium with $\mathbf{y}$ and can be determined for a given $\langle \bar{\pi}, \bar{T}, \bar{f} \rangle$ from a diagnostic equation, and the system can be completely defined by $\mathbf{y} \equiv \langle \bar{\pi}, \bar{T} \rangle$. As a result, the state-vector reduces to $\mathbf{y}$, and Eq. (5) reduces to

$$\dot{\mathbf{y}} = A \mathbf{y} + \mathbf{f}$$

where the size and elements of $\mathbf{M}$, the RLF of the reduced system (7), are different from $\mathbf{L}$, but they contain the same physics: Rayleigh drag, Newtonian cooling, eddy-feedback, meridional advection of $\langle \bar{u}, \bar{T} \rangle$ by $\langle \bar{V}, \bar{\Theta} \rangle$, and meridional advection of $\langle \bar{U}, \bar{\Theta} \rangle$ by $\chi$. The effective external forcing $\mathbf{f}_{\text{eff}} = \mathbf{B} \mathbf{f}$ has size, elements, and physics that are different from $\mathbf{f}$: the latter is the direct external forcing in $\langle \bar{U}, \bar{\Theta} \rangle$ that is applied to the atmosphere, while the effective forcing includes this direct forcing plus changes in $\chi$ due to the component of $\mathbf{f}$ that is not in gradient-wind balance. This is related to the classic Eliassen balanced flow problem (Eliassen 1951) and is further discussed in Appendix A. We are mainly interested in finding

$$\dot{\mathbf{y}} = \mathbf{B}^{-1} \mathbf{M}$$

which relates time-mean response $\langle \mathbf{y} \rangle$ to the direct external forcing $\langle \mathbf{f} \rangle$ as

$$\dot{\mathbf{M}} \langle \mathbf{y} \rangle = -\langle \mathbf{f} \rangle.$$  \hspace{1cm} (9)

In summary, Eqs. (5)-(9) require the following assumptions:

1. The forcing is weak enough so that the system is in the linear regime (i.e., $\mathbf{y}$ depends linearly on $\mathbf{f}$).
2. The variability of $\mathbf{y}$ has timescales of several days or longer, so that the synoptic eddies and the meridional circulation are in quasi-equilibrium with $\mathbf{y}$.

Finally it is worth mentioning that potential vorticity (along with lower boundary conditions) is another appropriate state-vector (see, e.g., Hoskins et al. 1985); however, here have chosen to use $\langle \bar{\pi}, \bar{T} \rangle$ for practical convenience.

3. Construction of the LRF and EFM

a. Idealized Dry GCM

We use the GFDL dry dynamical core, which is a pseudo-spectral GCM that solves the primitive equations on sigma levels $\sigma$. The model is used with the Held-Suarez setup, which is described in detail in Held and Suarez (1994). Briefly, the model is forced by Newtonian relaxation of temperature to a prescribed equinoc- radiative-equilibrium state with a specified equator-to-pole surface temperature difference of 60 K. The relaxation timescale is 40 days except at the lower-level tropics where it is changed to 4 days to create a more realistic Hadley circulation and to prevent a boundary-layer temperature inversion (Held and Schneider 1999). Rayleigh drag with a prescribed rate, which decreases linearly from 1 day$^{-1}$ at the surface ($\sigma = 1$) to zero at $\sigma = 0.7$ and higher levels, is used to remove momentum from the low levels, and $\nabla^8$ hyper-diffusion is used to remove enstrophy at small scales. The forcings, dissipations, and boundary conditions are all zonally-symmetric and symmetric between the two hemispheres. A T63 spectral resolution ($\sim 1.9^\circ \times 1.9^\circ$) with 40 equally-spaced sigma levels and 15 min time-steps are used to solve the equations. Unless noted otherwise, every run is 45000 days with the last 44500 days used to calculate time-means denoted with $\langle \cdot \rangle$. “Ensemble” refers to three runs with identical setup and slightly different initial conditions.

b. Procedure

Instead of forcing the model at every pressure $p$ (40 levels) and latitude $\mu$ (96 grid points), we use a set of 100 basis functions with coarser resolution to reduce the computational cost. The basis functions are of the Gaussian
where \( \mu_w = 10^6 \), \( \mu_o = 0^6 \), \( 10^6 \), \( 20^6 \), \( \ldots \), \( 90^6 \), \( p_o = 100, 200, 300, \ldots 1000 \) hPa (\( p \) is the full-level pressure in the model). Zonally-symmetric time-invariant forcings of \( U \) or \( \Theta \) are added at each basis function one at a time. To be clear, this forcing is added to the right-hand side of the zonal-momentum or temperature equation in the GCM and is therefore the direct external forcing for each \( \langle U \rangle \) (not the effective forcing). Each of these forced runs are referred to as a “trial” hereafter. Note that the forcings are added to both hemispheres simultaneously. The amplitude of forcing \( \hat{f}_n \) in each trial is chosen to obtain a large signal-to-noise ratio within the linear regime (see Appendix B for details). Each trial is used to calculate \( \langle U \rangle \) and \( \langle \Theta \rangle \) interpolated on 39 pressure levels (25, 50, 57.5, \ldots 975 hPa). For each variable \( U \) or \( \Theta \), two trials with \( \pm \hat{f}_n \) are run for each \( \langle \mu_w, p_o \rangle \) and the results are combined as \( \langle \hat{f}_n \rangle = \langle \hat{f}_n \rangle + \langle \hat{f}_n \rangle \) where the subscript \( + (−) \) denotes the trial with \( + \hat{f}_n (− \hat{f}_n) \). Combining the results cancels the quadratic terms in the Taylor expansion of Eq. (4) and improves the accuracy of Eq. (5). A total of 400 trials are needed to calculate the LRF and EFM. An ensemble of unforced simulations (referred to as the control-run and denoted with subscript \( c \)) is run as well.

Once the 400 acceptable trials are chosen following the quantitative and qualitative criteria described in Appendix B, the hemispherically-averaged results of the trials with positive and negative forcings are combined to obtain 200 sets of \( \langle \langle \hat{u} \rangle, \langle \hat{T} \rangle \rangle \). The \( \langle \langle \hat{u} \rangle, \langle \hat{T} \rangle \rangle \) of each set are then projected onto the 100 basis functions (10) using least-square linear regression. This results in \( \langle \langle \hat{u} \rangle, \langle \hat{T} \rangle \rangle_n \) which are column vectors of length 100 containing the regression coefficients of the response to forcing \( \hat{f}_n \) (\( n = 1, 2, \ldots, 200 \)). \( \hat{f}_n \) is a column vector of length 100 whose elements are zero except for its \( n \)th element if \( n \leq 100 \) or \( (n − 100) \)th element if \( n > 100 \). The non-zero element of \( \hat{f}_n \) is the forcing amplitude of the \( n \)th basis function (forcing for \( n = 1 − 100 \) is imposed torque and for \( n = 101 − 200 \) is thermal forcing). We then assemble the response matrix \( R \) (11) and the forcing matrix \( F \) (12), which are 200 \( \times \) 200 matrices:

\[
R = \begin{bmatrix}
\langle \hat{u} \rangle_1 & \langle \hat{u} \rangle_2 & \cdots & \langle \hat{u} \rangle_{101} & \cdots & \langle \hat{u} \rangle_{200} \\
\langle \hat{T} \rangle_1 & \langle \hat{T} \rangle_2 & \cdots & \langle \hat{T} \rangle_{101} & \cdots & \langle \hat{T} \rangle_{200}
\end{bmatrix}
\]  

(11)

\[
F = \begin{bmatrix}
\hat{f}_1 & \hat{f}_2 & \cdots & 0 & \cdots & 0 \\
0 & 0 & \cdots & \hat{f}_{101} & \cdots & \hat{f}_{200}
\end{bmatrix}
\]

(12)

where \( \theta \) is a 100 \( \times \) 1 zero matrix, and \( F \) is a diagonal matrix. Equation (6) is then used to calculate \( \hat{M} \):

\[
\hat{M} = -FR^{-1}.
\]

As discussed in Kuang (2010), because (13) involves \( R^{-1} \), the eigenvalues of \( M \) (denoted as \( \lambda \)) have uncertainties \( \delta \lambda \) that scale as \( \delta \lambda \propto \lambda^2 \| \delta R \| \), where \( \| \cdot \| \) is a matrix norm and \( \delta R \) is the errors in \( R \) (note that \( F \) is imposed and hence precisely known). As a result, the errors in \( R \) have the least (most) influence on the eigenvalues of \( M \) with the smallest (largest) magnitude, which are calculated with the highest (lowest) accuracy. In fact, recalculating \( M \) using several of the trials replaced with runs with slightly different \( \hat{f}_n \) results in substantial changes in the modes with large \( \lambda \), while the modes with small \( \lambda \) are robust. It is a desired property that the slowest decaying modes (with timescales of a few days and longer) are accurately calculated, because these are the modes relevant to the large-scale circulation (e.g., Annular Modes have timescales on the order of tens of days). Fast modes (timescale of 1 day or shorter), which are inaccurately calculated and also violate assumption 2 (i.e., quasi-equilibrium), have timescales much shorter than that of the large-scale circulation. All but five of the eigenmodes of the computed \( \hat{M} \) are decaying (\( \lambda \) has negative real part) where the slowest decaying mode has \( \lambda \sim −0.017 \) day\(^{-1} \).

The eigenvalues of \( \hat{M} \) with timescales longer than 1 day are shown in Fig. S1 (Supplemental Material) and the eigenvalues/vectors are further discussed in section 5. The five growing eigenmodes have \( \lambda \) with real and imaginary parts on the orders of 10 – 1000 day\(^{-1} \), which is much faster than the shortest timescale resolved in the GCM (i.e., the 15 min timestep).

The five growing modes are evidently erroneous and following Kuang (2010), the sign of eigenvalues for these modes are reversed and the matrix is reconstructed using the eigenvectors/eigenvalues. Hereafter, \( \hat{M} \) refers to this matrix, which only has decaying modes. The rapidly decaying modes with large \( \lambda \) on the order of 10 – 1000 day\(^{-1} \) are also inaccurate. These modes do not affect calculations that involve \( \hat{M}^{-1} \) multiplication (such as calculating the response to a given forcing); however, they degrade the accuracy of calculations that involve \( \hat{M} \) multiplication. For example, these modes can result in unphysically large forcings calculated for a given response. This problem is solved by filtering out the fast-decaying inaccurate modes by calculating matrix \( \hat{M} \) as

\[
\hat{M} = \exp(\hat{Me}) - I \quad \varepsilon
\]

(14)

where \( \varepsilon = 1 \) day and \( I \) is the identity matrix. This procedure filters modes with timescale faster than \( \varepsilon \) while leaving modes with slower timescales almost intact. \( \hat{M} \) can be interpreted as \( \hat{M} \) averaged over time \( \varepsilon \).

To find \( \hat{E} \), we first compute the eddy fluxes for each trial using the anomalous (with respect to the climatology of each trial) daily-averaged zonal and meridional winds
and temperature at a lower resolution (every other grid-point in latitude, longitude, and pressure) for computational tractability. Results from trials with positive and negative forcings are combined to find \( \langle u'v' \rangle \) and \( \langle v'T' \rangle \), which are then projected onto the basis functions. Matrix \( Q \) is calculated following the same procedure used for \( R \):

\[
Q = \begin{bmatrix}
\langle u'v' \rangle_1 & \langle u'v' \rangle_2 & \cdots & \langle u'v' \rangle_{101} & \cdots & \langle u'v' \rangle_{200} \\
\langle v'T' \rangle_1 & \langle v'T' \rangle_2 & \cdots & \langle v'T' \rangle_{101} & \cdots & \langle v'T' \rangle_{200}
\end{bmatrix}
\]

(15)

We do not calculate \( E \) using \( QR^{-1} \), because its large eigenvalues will be inaccurate (as discussed above) and the appropriate threshold \( \epsilon \) for filtering similar to Eq. (14) is unclear. Instead, we use \( \tilde{M} \), which is already filtered, as

\[
\tilde{E} = -Q (F^{-1} \tilde{M})
\]

(16)

which can be interpreted as the EFM averaged over time \( \epsilon \).

We have not systematically attempted to optimize various aspects of the procedure such as the basis functions \( 10 \times 10 \), forcing amplitudes \( f_0 \) (Tables S1-S2), or the filtering step \( \frac{1}{\epsilon} \). Still, as shown using several tests in the next section, the calculated LRF and EFM are fairly accurate and skillful.

4. Validation of the LRF and EFM

In this section we use three tests with varying degrees of complexity to examine the performance of \( \tilde{M} \) in calculating the time-mean response to an external forcing or vice versa and compare the results with those produced using the GCM. We use the same test cases to investigate the accuracy of \( \tilde{E} \) in computing the changes in eddy momentum and heat fluxes in response to a given change in the mean-flow (subsection 4.3).

b. Test 2: Forcing needed for a given mean-flow response

In Tests 2-3, we test whether \( \tilde{M} \) can accurately calculate the time-invariant forcing \( \tilde{f} \) needed to achieve a complex specified time-mean response. In Test 2, the target is the time-mean response to a 10\% increase in the Newtonian relaxation timescale of the Held-Suarez setup. We run an ensemble using the GCM with the relaxation timescale increased to 44 days and compute \( \langle y \rangle = (\langle \pi \rangle, \langle T \rangle) \), which is the target and shown in Figs. [2a] and [2b]. Time-invariant forcing needed to generate \( \langle y \rangle \) in a setup with the original relaxation time of 40 days is then calculated as \( \tilde{f} = -\tilde{M} \langle y \rangle \) and applied in the GCM (with the original setup) to run an ensemble (\( \tilde{f} \) is shown in Fig. S2 and discussed in section S3). The ensemble-mean response is shown in Figs. [2c] and [2d] and agrees well, in amplitude and pattern, with the target.

c. Test 3: Forcing needed to generate the Annular Mode as the mean-flow response

In Test 3, the targeted time-mean response is the positive phase of the Annular Mode of the control-run, which is calculated as the leading Empirical Orthogonal Function (EOF) of daily-averaged zonally-averaged anomalous temperature (stacked together). The first EOF (EOF1) explains 39\% of the variance, and is shown in Figs. [3a] and [3b]. Using EOF1, scaled to have \( \|\langle \pi \rangle_{EOF1}\|_\infty = 3 \text{ m s}^{-1} \), the time-invariant forcing is calculated as \( \tilde{f} = -\tilde{M} \times EOF1 \) and applied in the GCM to run an ensemble (\( \tilde{f} \) is shown in Fig. S3 and discussed in section S3). The ensemble-mean response is shown in Figs. [3c] and [3d] and agrees well with the target.

Tests 1-3 show that the LRF \( \tilde{M} \) is fairly skillful in calculating the pattern and amplitude of time-mean responses to external forcings and vice versa. These skills demonstrate that \( \tilde{M} \) accurately accounts for the processes involved in the full GCM simulations and, in particular, the eddy-feedbacks, without which the pattern and amplitude of the forcing or response cannot be correctly captured; see section 5 and Fig. 15 of [Ring and Plumb 2007] for an example. Also it should be noted that the mean-flow changes in Tests 1-3 are not negligible fractions of the mean-flow; e.g., the amplitude of the zonal-wind change in Tests 1 and 3 is \( \sim 10\% \) of the maximum climatological zonal-wind (\( \sim 30 \text{ m s}^{-1} \)), which shows that the linear approach applies to sizable forcings and responses.

d. Validation of \( \tilde{E} \)

We use Tests 1-3 to examine the accuracy of \( \tilde{E} \). In Fig. 4, we compare eddy fluxes \( \langle u'v' \rangle, \langle v'T' \rangle \) calculated from the forced GCM simulations of Tests 1-3 with those computed using Eq. (2) for \( \langle \pi \rangle, \langle T \rangle \) of these simulations (see the caption for details). These results show that the
FIG. 1. Results from Test 1: time-mean response to an imposed Gaussian thermal forcing $\bar{f}$ (see subsection II for details). The ensemble-mean forced response, with respect to the ensemble-mean control-run, calculated from the GCM forced with $\bar{f}$ is shown in (a) $\langle \mathbf{u} \rangle_{\text{GCM}}$ in m s$^{-1}$ and (b) $\langle T \rangle_{\text{GCM}}$ in K. (c) $\langle \mathbf{u} \rangle_{\text{LRF}}$ in m s$^{-1}$ and (d) $\langle T \rangle_{\text{LRF}}$ in K show the response to $\bar{f}$ calculated using the LRF, $\hat{M}$. Employing the norms defined in Eqs. (B2) and (B3), relative errors are $\|\langle \mathbf{u} \rangle_{\text{LRF}}\|_\infty - \|\langle \mathbf{u} \rangle_{\text{GCM}}\|_\infty \times 100/\|\langle \mathbf{u} \rangle_{\text{GCM}}\|_\infty = 14\%$, $\|\langle T \rangle_{\text{LRF}}\|_\infty - \|\langle T \rangle_{\text{GCM}}\|_\infty \times 100/\|\langle T \rangle_{\text{GCM}}\|_\infty = 8\%$, $\|\langle \mathbf{u} \rangle_{\text{LRF}} - \langle \mathbf{u} \rangle_{\text{GCM}}\|_2 \times 100/\|\langle \mathbf{u} \rangle_{\text{GCM}}\|_2 = 21\%$, and $\|\langle T \rangle_{\text{LRF}} - \langle T \rangle_{\text{GCM}}\|_2 \times 100/\|\langle T \rangle_{\text{GCM}}\|_2 = 15\%$.

FIG. 2. Results from Test 2: Forcing a specified time-mean response (target). (a) $\langle \mathbf{u} \rangle_{\text{GCM}}$ in m s$^{-1}$ and (b) $\langle T \rangle_{\text{GCM}}$ in K are the time-mean response of an ensemble GCM run with Newtonian relaxation timescale that is 10% larger than that of the control-run. (c)-(b) are the target. (c) $\langle \mathbf{u} \rangle_{\text{LRF}}$ in m s$^{-1}$ and (d) $\langle T \rangle_{\text{LRF}}$ in K are the ensemble-mean response calculated from the GCM forced with $\bar{f} = -\hat{M} \times (\langle \mathbf{u} \rangle_{\text{GCM}}, \langle T \rangle_{\text{GCM}})$ to match (a)-(b). Employing the norms defined in Eqs. (B2) and (B3), relative errors are $\|\langle \mathbf{u} \rangle_{\text{LRF}}\|_\infty - \|\langle \mathbf{u} \rangle_{\text{GCM}}\|_\infty \times 100/\|\langle \mathbf{u} \rangle_{\text{GCM}}\|_\infty = 1\%$, $\|\langle T \rangle_{\text{LRF}}\|_\infty - \|\langle T \rangle_{\text{GCM}}\|_\infty \times 100/\|\langle T \rangle_{\text{GCM}}\|_\infty = 3\%$, $\|\langle \mathbf{u} \rangle_{\text{LRF}} - \langle \mathbf{u} \rangle_{\text{GCM}}\|_2 \times 100/\|\langle \mathbf{u} \rangle_{\text{GCM}}\|_2 = 6\%$, and $\|\langle T \rangle_{\text{LRF}} - \langle T \rangle_{\text{GCM}}\|_2 \times 100/\|\langle T \rangle_{\text{GCM}}\|_2 = 8\%$. 
The dynamical significance of the neutral vector is that shall and Molteni 1993; Goodman and Marshall 2002). times referred to as the neutral vector of the system (Mar-

\[ \langle \vec{u} \rangle \] in m s\(^{-1}\) and (b) \( \vec{T} \) in \( \text{K} \) are calculated from the GCM forced with \( \vec{T} = -\vec{M} \times \text{EOF1} \) to match (a)-(b). Employing the norms defined in Eqs. (B2) and (B3), relative errors are \( \|\vec{\tau}\|_{LRF} - \|\vec{\tau}\|_{\text{EOF1}} \times 100 \|\vec{\tau}\|_{\text{EOF1}} = 8\% \), \( \|\vec{T}\|_{LRF} - \|\vec{T}\|_{\text{EOF1}} \times 100 \|\vec{T}\|_{\text{EOF1}} = 21\% \), and \( \|\vec{T}\|_{LRF} - \|\vec{T}\|_{\text{EOF1}} \times 100 \|\vec{T}\|_{\text{EOF1}} = 23\% \).

EFM, \( \hat{\vec{E}} \), is skillful in calculating the amplitude and pattern of the eddy flux time-mean response to a given change in the mean-flow.

5. Singular Value and Eigenvalue Decompositions

Results of section 4 validate \( \hat{\vec{M}} \) as the accurate LRF of the idealized dry atmosphere. An important piece of information that can be obtained from \( \hat{\vec{M}} \) is the dynamical mode with the largest response to imposed forcings. The problem can be formulated as finding the maximum of \( \{\langle \vec{y}_j \rangle, \langle \vec{y}_j \rangle\} \) where \( \{\cdot\} \) is the inner product. It follows from Eq. (17) that

\[
\begin{align*}
\{\langle \vec{y}_j \rangle, \langle \vec{y}_j \rangle\} &= \{\langle \vec{f}, \vec{f} \rangle\} = \{\langle \vec{y}_j, \vec{y}_j \rangle\} \\
\{\langle \vec{f}, \vec{f} \rangle\} &= \{\langle \vec{y}_j, \vec{y}_j \rangle\} = \{\langle \vec{y}_m, \vec{y}_m \rangle\} \\
\{\langle \vec{y}_m, \vec{y}_m \rangle\} &= \{\langle \vec{y}_m, \vec{y}_m \rangle\} = \{\langle \vec{y}_m, \vec{y}_m \rangle\}
\end{align*}
\]

where \( \dagger \) denotes the adjoint, and \( \langle \vec{y}_m \rangle \) is the \( n \)th eigenvector of \( \hat{\vec{M}} \) with eigenvalue \( s_m^2 \). It is evident from Eq. (17) that the maximum response is the eigenvector with the smallest eigenvalue, which is in fact the right singular vector of \( \hat{\vec{M}} \) with smallest singular number \( s_m \), and is sometimes referred to as the neutral vector of the system (Marshall and Molteni 1993; Goodman and Marshall 2002). The dynamical significance of the neutral vector is that it is the largest response to forcings imposed on the atmosphere, and is therefore expected to be a prevailing component of the response to climate change-induced forcings as well as of the pattern of the low-frequency internal variability, because as discussed in section 2, \( \hat{\vec{f}} \) can represent the stochastic eddy forcing due to the internal atmospheric dynamics as well. See Palmer (1999), Palmer and Zanna (2013), Farrell and Ioannou (1995a, b), and Goodman and Marshall (2002) for further discussions on the significance of the singular vectors of the LRF.

The neutral vector of \( \hat{\vec{M}} \) (and of \( \hat{\vec{M}} \)) and the forcing needed to produce this pattern, both calculated using a singular value decomposition, are shown in Fig. 5. The zonal-wind of the neutral vector is dipolar and equivalent-barotropic and strongly resembles the zonal-wind component of EOF1 (Fig. 3(a)). This explains the dominance of Annular Mode-like patterns in the response of zonal-wind in this model to various mechanical and thermal forcings (e.g., Ring and Plumb 2007; Butler et al. 2010, also see Fig. [8]). These results further support the findings of Ring and Plumb (2008) that the Annular Mode is truly a dynamical mode of the system rather than just a variability pattern obtained through statistical analysis. The connection between the neutral vector and EOF1 has been discussed previously in Navarra (1993), Goodman and Marshall (2002), and Kuang (2004). In particular, as shown in Goodman and Marshall (2002) Eqs. 10-12,
the neutral vector and EOF1 are identical if the stochastic eddy forcing is spatially uncorrelated and has uniform variance everywhere, i.e., $\langle FF^\dagger \rangle = I$ if $F$ has unit amplitude. The zonal-wind pattern of the neutral vector (Fig. 5(a)) is certainly very similar to the zonal-wind pattern of EOF1 (Fig. 5(a)), with the exception of small differences in the stratosphere around 40°. The temperature patterns, however, are in general different except in the midlatitude around 30°-50°.

The above calculations of singular vectors are subject to uncertainties in the relative weights used for the different variables (e.g., zonal-wind versus temperature), or in other words, the choice of norm (Kuang 2004). However, below we show that the difference between the neutral vector of $\hat{M}$ and EOF1 in our results is mostly due to fact that the stochastic eddy forcing is not isotropic and uncorrelated and therefore does not satisfy the above condition. This is demonstrated by calculating the EOF1 of $\hat{z}$ obtained from a long integration of the stochastic linear equation

$$\dot{z} = \hat{M}z + \zeta,$$

where $\zeta(t)$ is Gaussian white noise, $\langle \zeta(t) \zeta^\dagger(t') \rangle = \delta(t-t')$ (see section 5 of Part 2 for details). For this case the conditions on the forcing are satisfied and the EOF1 is almost identical to the neutral vector of $\hat{M}$ in both zonal-wind and temperature patterns (see Fig. S4).

The forcing needed to produce the neutral vector (Figs. 5(c)-(5(d))) includes a strong heating in the subtropical upper troposphere and a dipolar torquing pattern that is centered around 40° and is broader (in latitude) compared to the dipolar pattern of the neutral vector’s zonal-wind (Figs. 5(a)).

We further highlight that despite various simplifications in the idealized GCM used here, the pattern of the Annular Mode in this model (i.e., the EOF1 shown in Fig. 5(a)) resembles the observed patterns of the Northern Annular Mode (NAM) (Thompson and Li 2015, Fig. 2) and the Southern Annular Mode (SAM) (Thompson and Woodworth 2014, Fig. 2) particularly for zonal-winds (also note that the details of EOF calculation in the current study are different from those in the two aforementioned papers; here the EOF is calculated from extended EOF analysis of unweighted $(\pi, T)$). These similarities and the above discussion on the connection between neutral vector and EOF1 suggest that it is plausible that the neutral vector of the extratropical atmospheric circulation in more complex GCMs and the real atmosphere resembles the patterns in Fig. 5 particularly for the zonal-wind, which would explain the ubiquity of Annular Mode-like patterns in the midlatitude response to external forcings in full-physics GCM (e.g., Peings and Magnusdottir 2014, Deser et al. 2015).
FIG. 5. The neutral vector of $\mathbf{M}$: (a) zonal-wind in m s$^{-1}$ and (b) temperature in K. The neutral vector is calculated as the right singular vector of $\mathbf{M}$ with the smallest singular number, and is rescaled to have $\|\mathbf{u}\|_\infty = 1$ m s$^{-1}$. The neutral vector of $\mathbf{M}$ is indistinguishable from the pattern shown here. The forcing needed to produce the neutral vector: (c) mechanical component (i.e., forcing of zonal-wind) in m s$^{-1}$ day$^{-1}$ and (d) thermal component (i.e., forcing of temperature) in K day$^{-1}$. The forcing is calculated as the left singular vector of $\hat{\mathbf{M}}$ with the smallest singular number (and multiplied by the singular number and rescaled in accordance with the neutral vector rescaling). This forcing is identical to $\mathbf{f} = -\mathbf{M} \langle \mathbf{y} \rangle$ where $\langle \mathbf{y} \rangle$ is the rescaled neutral vector.

6. Applications of the LRF and EFM

In this section we briefly discuss some of the potential applications of $\hat{\mathbf{M}}$ and $\hat{\mathbf{E}}$ which can be categorized as i) forcing a specified mean-flow for hypothesis-testing, ii) isolating and quantifying eddy-feedbacks, and iii) examining and evaluating more generally-applicable methods.

One difficulty in fully understanding the dynamics of many complex atmospheric phenomena even using extensive GCM experiments is that several changes in the large-scale circulation, such as the speed and latitude of the jet-streams and static stability, might happen simultaneously in response to a forcing or varying a physical parameter, which obscure understanding the direction of causation and the individual contribution of each change. This problem exists even in idealized GCMs such as the one used here, and common but imperfect remedies include nudging and/or tuning the forcing to control the changes in the large-scale circulation (Kidston et al. 2011; Simpson et al. 2013a; Garfinkel et al. 2013). The LRF can be used to accurately calculate time-invariant forcings needed to generate a desired mean-flow (as done in Tests 2-3) and use the well-controlled experiments to disentangle the influences of different changes in the mean-flow on the phenomenon under study.

For example, in Hassanzadeh and Kuang (2015), we used the LRF to examine causality in the relationship between the negative phase of NAM and increased atmospheric blocking, which is seen in observational data and GCM simulations, including the idealized GCM used here. To test whether the mean-state of the negative phase of NAM (i.e., the patterns in Figs. 3(a)-(b) with opposite signs) causes more blocking, $\hat{\mathbf{M}}$ was used to force this
mean-state with various amplitudes (similar to Test 3), and it was found that blocking decreases as the amplitudes increase. Results suggest that the observed blocking-NAM relationship is a correlation which does not imply that the mean-state of the negative phase of NAM causes more blocking. These findings have important implications for the ongoing debate on the linkage between Arctic Amplification and the midlatitude weather extremes (see, e.g., Hassanzadeh et al. 2014; Barnes and Screen 2015).

As discussed in section 1, isolating and quantifying the eddy-feedbacks is another difficulty in developing a full mechanistic understanding of problems in which eddy-mean flow interaction plays an important role; examples of such problems include the dynamics of the Annular Modes and their overestimated persistence in GCMs (Feldstein and Lee 1998; Robinson 2000; Lorenz and Hartmann 2001; Simpson et al. 2013a; Nie et al. 2014), poleward shift of the midlatitude jets under climate change (Chen and Held 2007; Kidston et al. 2011; Lorenz 2014) and troposphere-stratosphere coupling (Kushner and Polvani 2004; Song and Robinson 2004; Domeisen et al. 2013). The EFM $\mathbf{E}$ and similar matrices for eddy-phase speed and eddy length-scale can be used to isolate and quantify the response of eddies to a given change in the mean-flow, which combined with well-controlled GCM experiments made possible using $\hat{\mathbf{M}}$, can help with developing a deeper dynamical understanding of these problems.

A limitation of the approach presented here is that to study various problems involving different physical processes, LRF and EFM should be recalculated for GCMs that represent these processes. However, it should be highlighted that the dry dynamical core with Held-Suarez physics is a widely-used GCM that provides a dynamical framework to study the role of dry processes in various complex problems. Thus the calculated LRF and EFM can be used to study a variety of problems (some mentioned above). Furthermore, the approach presented in this paper can be applied to construct the LRFs and EFMs for more complex GCMs and for zonally-asymmetric forcings/responses. For more complex GCMs, the main difficulty will be likely the computational cost associated with the larger size of the state-vector (i.e., number of variables) and achieving a reasonable signal-to-noise ratio in the linear regime. Note that for zonally-asymmetric forcing/responses, it might be better to use basis functions that are vertically in grid-space (used here in both directions) but horizontally in spectral-space (i.e., use low-wavenumber spherical harmonics).
Additionally, the LRF and EFM constructed here can be used to evaluate, complement, and potentially improve generally-applicable methods that are currently employed to construct LRFs and quantify eddy-feedbacks in the outputs of idealized and comprehensive GCMs. Such methods include FDT, to construct LRFs, and lag-regression (Lorenz and Hartmann [2001] Simpson et al. [2013b]) and finite-amplitude wave-activity (Nakamura and Zhu [2010] Nie et al. [2014]), to diagnose eddy feedbacks. As an example, in Part 2 of this study, we use \( \mathbf{M} \) to investigate why the LRF constructed using the FDT performs poorly in some cases.

7. Summary

In Part 1 of this study, we have calculated the LRF, \( \hat{\mathbf{M}} \), and EFM, \( \hat{\mathbf{E}} \), for an idealized dry GCM using Green’s functions and described the procedure in details (sections 2.3). Several tests in section 3 show that the LRF accurately predicts the mean-response to imposed thermal/mechanical forcings and vice versa and the EFM accurately predicts changes in eddy fluxes in response to a change in the mean-flow. The spectral analysis of the LRF (section 5) reveals that the model’s most excitable mode, i.e., the neutral vector, strongly resembles its Annular Mode, in particular for zonal-wind, which suggests that the Annular Mode is truly a dynamical mode of the system and explains the ubiquity of Annular Mode-like responses to external forcings. In section 6 we discuss the potential applications of \( \hat{\mathbf{M}} \) and \( \hat{\mathbf{E}} \) which include i) forcing a specified mean-flow for hypothesis-testing, ii) isolating and quantifying eddy-feedbacks in eddy-mean flow interaction problems, and iii) examining and evaluating more generally-applicable methods such as the FDT.

In Part 2 of this study (Hassanzadeh and Kuang [2016]), we calculate, for the same idealized GCM, the LRF using the FDT and investigate the source(s) of its poor performance for some tests by employing the LRF calculated using the Green’s functions in Part 1. We show that for non-normal operators, dimension-reduction by projecting the data onto the leading EOFs, which is commonly used to construct LRFs from the FDT, can significantly degrade the accuracy.
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APPENDIX A

We start from the zonally-averaged zonal-momentum and temperature equations, linearized around the mean-flow \( (\langle U \rangle, \langle V \rangle, \langle \Theta \rangle, \langle \Theta \rangle) \) while the eddy fluxes are retained:

\[
\frac{\partial \nabla}{\partial t} = -\frac{\langle V \rangle}{a \cos \mu} \frac{\partial (\pi \cos \mu)}{\partial \mu} - \langle \Omega \rangle \frac{\partial \nabla}{\partial p} + f \nabla - \frac{a \cos \mu}{\partial \mu} \frac{\partial (\langle U \rangle \cos \mu)}{\partial \mu} - \omega \frac{\partial \langle U \rangle}{\partial p} + E_u + k_u \pi + \vec{f}, \tag{A1}
\]

\[
\frac{\partial \Theta}{\partial t} = -\frac{\langle V \rangle}{a \cos \mu} \frac{\partial \Theta}{\partial \mu} - \langle \Omega \rangle \left[ \frac{\partial \Theta}{\partial p} - \frac{\kappa \Theta}{p} \right] - \frac{\tau}{a \cos \mu} \omega \left[ \frac{\partial \Theta}{\partial p} - \frac{\kappa \Theta}{p} \right] + E_T + k_T \Theta + \widetilde{f}, \tag{A2}
\]

where \( f \) is the Coriolis frequency (not to be confused with the external forcing); \( a \) is the radius of Earth, \( \kappa = (c_p - c_v)/c_p = 2/7 \) (\( c_p \) and \( c_v \) are the specific heats); \( E_u \) and \( E_T \) are, respectively, the divergence of eddy momentum and heat fluxes; and \( k_u \) and \( k_T \) are, respectively, the Rayleigh drag and Newtonian cooling damping rates of the Held-Suarez physics.

Using the continuity equation, \( (\nabla, \Theta) \) can be represented using streamfunction \( \chi \) as \( (\partial \chi/\partial p, -\partial (\chi \cos \mu)/\partial \mu)/(a \cos \mu) \), and using assumption 2 (i.e., quasi-equilibrium; see section 2), \( (E_u, E_T) \) can be represented as a linear function of \( (\pi, T) \) (although we emphasize that this linear function is unknown). Then Eqs. (A1) and (A2) can be written as

\[
\tilde{y} = \mathbf{L \tilde{y}} + \mathbf{H \chi} + \tilde{f}, \tag{A3}
\]

where \( \mathbf{L} \tilde{y} \) represents the terms on the first and third lines of the right-hand side of Eqs. (A1) and (A2), except for the external forcing terms which are represented by \( \tilde{f} \). Operator \( \mathbf{H} \) is a function of \( \langle U \rangle \) and \( \langle \Theta \rangle \) and the second term on the right-hand side of (A3) represents meridional advection of these quantities by \( \chi \) (i.e., the second lines on the right-hand side of (A1) and (A2)).

If \( (\pi, T) \) are in gradient-wind balance and/or if the tendencies on the left-hand side of Eqs. (A1) and (A2) are negligible compared to the dominant terms on the right-hand sides (which is reasonable given assumption 2, i.e., quasi-equilibrium), then the right-hand sides of (A1) and (A2) can be combined to find a diagnostic equation for \( \chi \):

\[
\chi = \mathbf{G} \tilde{y} + \mathbf{K} \tilde{f}. \tag{A4}
\]

The first term on the right-hand side represents the component of \( \chi \) due to \( \tilde{y} \), and the second term represents the component of \( \chi \) due to the part of \( \tilde{f} \) that is not in gradient-wind balance (if any). The latter is related to the Eliassen’s
balanced vortex problem \cite{Eliassen1951}. According to Eq. (A4), given the above conditions, the meridional circulation is in quasi-equilibrium with \( \pi, \mathcal{T}, \mathcal{F} \).

Substituting (A4) in (A3) and rearranging the terms yield

\[ \tilde{y} = (\mathcal{L} + \mathcal{H}G)\tilde{y} + (1 + \mathcal{H}K)\tilde{F} \]  

(A5)

Equation (7) follows with defining \( \mathbf{M} \equiv \mathcal{L} + \mathcal{H}G \) and \( \mathbf{B} \equiv I + \mathcal{H}K \). \( \mathbf{B} \) only depends on \( \langle \mathcal{U} \rangle \) and \( \langle \Theta \rangle \) and if needed, can be analytically calculated for the Held-Suarez setup.

It should be mentioned that with additional assumptions the state-vector could be reduced to only one variable. For example, \cite{Ring2008} only used \( \pi \) as the state-vector, which requires:

- Assuming the gradient-wind balance and replacing \( \partial T/\partial \mu \) with \( \partial \sigma/\partial \rho \) (multiplied with the appropriate coefficients) in the formulation of \( \chi \),
- Assuming that the eddy fluxes are insensitive to changes in the static stability,
- Assuming that the second term on the right-hand side of Eq. (A4) can be neglected,

in addition to assumptions 1 and 2 in the current study. As noted by \cite{Ring2008}, the second assumption can be particularly problematic; see their paper for further discussions of these assumptions. With these assumptions, \( \chi \) can be represented only as a function of \( \mathcal{U} \) and the state-vector reduces to one variable.

Also note that although we use \( (\pi, \mathcal{T}) \) and \cite{Ring2008} used \( \pi \), the procedures of the state-vector reduction are very similar and the reader is encouraged to consult the Appendix A in \cite{Ring2008} as they derive/present most of the operators and equations mentioned above in details.

APPENDIX B

Choosing the appropriate forcing amplitude \( \bar{f}_o \) in each trial can be challenging, which is a common issue in problems involving LRFs. As noted by \cite{Leith1975} and \cite{Ring2008}, obtaining statistically robust results (i.e., large signal-to-noise ratios) and maintaining the linear regime (assumption 1) at the same time is difficult because the former requires strong forcings while the latter requires small forcings. What further complicates the problem for the current study (and likely for other studies involving the large-scale circulation) is that the response of the extratropics to external forcings projects strongly onto the leading pattern of internal variability (i.e., the Annular Modes), which makes it difficult to distinguish the signal from the noise. The projection of forced responses onto patterns of internal variability is seen in GCMs with various degree of complexity (e.g., \cite{Ring2007, Butler2010, Deser2004} and in observations \cite{Corti1999, Thompson2002} and has been discussed in the context of FDT (e.g., \cite{Shepherd2014} and neutral vectors \cite{Palmer1999, Goodman2002} (also see section 5).

We choose \( \bar{f}_o \) by trial-and-error, at least for the early trials, where we explore selected \( (\mu_o, p_o) \) for \( \mu_o = 0^\circ, 30^\circ, 60^\circ, 90^\circ \) and \( p_o = 300, 600, 900 \) hPa to find \( \bar{f}_o \) that produces a reasonable signal-to-noise ratio within the linear regime for each \( (\mu_o, p_o) \) and each variable \( (U \) or \( \Theta \). Knowing acceptable \( \bar{f}_o \) of these selected trials, \( \bar{f}_o \) for other trials can be reasonably guessed (in some cases further trial-and-error is needed). To determine whether a forcing amplitude is acceptable, we employ three criteria (one qualitative and two quantitative) to evaluate the signal-to-noise ratio and linearity using the inter-hemispheric asymmetry of each trial and differences between the trials forced with \( \pm \bar{f}_o \):

1. We visually inspect the hemispheric-symmetry in each of the following four patterns \( \langle \mathcal{U} \rangle_\pm \) and \( \langle \Theta \rangle_\pm \). Large asymmetries indicate (qualitatively) small signal-to-noise ratios. We also visually compare the patterns of hemispherically-averaged \( \langle \mathcal{U} \rangle_\pm \) with \( \langle \mathcal{U} \rangle_- \) and \( \langle \Theta \rangle_\pm \) with \( \langle \Theta \rangle_- \). Large differences indicate small signal-to-noise ratios and/or nonlinearity, both of which are undesirable. We require these differences and asymmetries to be reasonably small.

2. Two measures of relative error \( e \) are calculated:

\[ e(a) \equiv \frac{||a_+ - a_-|| - ||a_- - a||||}{(||a_+ - a_-|| + ||a_- - a||)/2} \times 100 \]  

(B1)

where \( a \) is hemispherically-averaged \( \langle \mathcal{U} \rangle \) or \( \langle \Theta \rangle \) and the norms are either

\[ ||a||_\infty \equiv \max ||a|| \]  

(B2)

\[ ||a||_2 \equiv \sqrt{\sum a^2} \]  

(B3)

where \( \max \) and \( \Sigma \) are over the latitude-pressure domain. Large \( e_2 \) or \( e_\infty \) show small signal-to-noise ratios and/or nonlinearity. We require \( e_2 \) and \( e_\infty \) to be \( \leq 20\% \) for both variables.

3. A measure of the signal-to-noise ratio is defined as

\[ \text{SNR}(a_\pm) \equiv \frac{||\left((a_\pm - a_\pm)_{NH} + (a_\pm - a_\pm)_{SH}\right)||}{||\left((a_\pm - a_\pm)_{NH} - (a_\pm - a_\pm)_{SH}\right)||_\infty} \]  

(B4)

where \( NH \) (SH) refer to the Northern (Southern) hemisphere, and \( a \) is either \( \langle \mathcal{U} \rangle \) or \( \langle \Theta \rangle \). We require SNR to be at least 3 for both variables although the number is larger than 5 in most accepted trials.

A forcing amplitude \( \bar{f}_o \) is acceptable for each basis function and used in the calculation of \( \tilde{M} \) if all the three criteria
are satisfied. The accepted values of $\bar{f}_o$ are shown in Tables S1-S2 (Supplemental Material). As a rule of thumb, stronger forcings are needed poleward and toward the surface, and for $U$ compared to $\Theta$. In Fig. [B1] we show an example of the typical results from a pair of trials that are accepted and used in the calculation of the LRF and EFM.

Finally, it should be mentioned that external torque at the highest pressure level (~9 hPa) is found to result in unrealistically large responses in the tropical stratosphere (see Scott and Haynes (1998) for a discussion). To avoid this problem, the basis functions of the zonal-wind for $p_o = 100$ hPa are set to zero at the highest pressure level and small-amplitude forcings are applied.
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