Recursive CSI Quantization of Time-Correlated MIMO Channels by Deep Learning Classification

Stefan Schwarz, Senior Member, IEEE

Abstract—In frequency division duplex (FDD) multiple-input multiple-output (MIMO) wireless communications, limited channel state information (CSI) feedback is a central tool to support advanced single- and multi-user MIMO beamforming/precoding. To achieve a given CSI quality, the CSI quantization codebook size has to grow exponentially with the number of antennas, leading to quantization complexity, as well as, feedback overhead issues for larger MIMO systems. We have recently proposed a multi-stage recursive Grassmannian quantizer that enables a significant complexity reduction of CSI quantization. In this paper, we show that this recursive quantizer can effectively be combined with deep learning classification to further reduce the complexity, and that it can exploit temporal channel correlations to reduce the CSI feedback overhead.
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I. INTRODUCTION

Limited channel state information (CSI) feedback is a well-established technique for supporting efficient multiple-input multiple-output (MIMO) transmissions in frequency division duplex (FDD) systems [11–14]. Often, the framework of Grassmannian CSI quantization is adopted, since subspace information is required for many popular transmit precoding schemes. A large number of different ways for constructing Grassmannian quantization codebooks exists; e.g., [5]–[8] to mention just a few of the more recent constructions.

Generally, in case of memoryless quantization of isotropic channels, such as, independent and identically distributed (i.i.d.) Rayleigh fading channels, it is known that maximally spaced subspace packings achieve optimal quantization performance in terms of subspace chordal distance; however, such packings are difficult to construct for larger MIMO systems and codebook sizes [9]–[11]. When adopting Grassmannian quantization in larger-scale MIMO systems and/or for high resolution quantization, one faces two main challenges: 1) quantization complexity and 2) feedback overhead. The former issue can effectively be tackled, if the channel exhibits structure that can be exploited for quantization; e.g., in the millimeter wave band, the channel is often assumed to be sparse, which allows for efficient parametric CSI quantization by sparse decomposition [12]–[14]. Such techniques, however, are not applicable in i.i.d. Rayleigh fading situations. Also, recently, a number of approaches that utilize deep neural networks (DNNs) have been proposed to enable efficient CSI quantization [15]–[17]; yet, these publications mostly consider relatively low resolution quantization, as neural networks are hard to train for large quantization codebooks. When the channel exhibits temporal correlation, quantizers with memory, such as, differential quantizers or techniques based on recurrent neural networks, can provide significantly better performance than memoryless approaches [18]–[25]. Yet, they mostly require adaptation of the quantization codebook on the fly or online neural network learning, which can be prohibitive in terms of complexity.

Contribution: In [26], we have proposed a recursive multi-stage quantization approach that can reduce the complexity of high resolution Grassmannian quantization in moderate to large-scale MIMO systems by orders of magnitude. In this paper, we show that this approach can effectively be enhanced by DNN classification to further reduce the implementation complexity and, thus, support high resolution Grassmannian quantization with low complexity. Hence, rather than adopting an end-to-end DNN approach, we propose to enhance well-known model-based CSI quantizers by neural network features. We furthermore propose a simple approach to exploit temporal channel correlation in recursive multi-stage quantization, by selectively updating the individual stages of the quantizer.

Notation: The Grassmann manifold of $m$-dimensional subspaces of the $n$-dimensional Euclidean space is $\mathcal{G}(n,m)$. The trace of matrix $A$ is $\text{tr}(A)$, the conjugate-transpose is $A^H$, the Frobenius norm is $\|A\|$ and vectorization is $\text{vec}(A)$. The $m$-dimensional subspace spanned by the columns of $A \in \mathbb{C}^{n \times m}$, $m \leq n$ is $\text{span}(A)$. The expected value of random variable $x$ is $\mathbb{E}(x)$. The operation $a_{\min} = \arg \min_{a \in A} f(a)$ determines the minimizer $a_{\min}$ of the function $f(a)$ over the set $A$. The size of set $A$ is $|A|$. The vector-valued complex Gaussian distribution with mean $\mu$ and covariance $C$ is $\mathcal{CN}(\mu,C)$. The zeroth-order Bessel function of the first kind is $J_0(\cdot)$.

II. CHANNEL MODEL

We consider a MIMO wireless communication system with $n$ transmit- and $m$ receive-antennas, where $n > m$. We denote the frequency-flat baseband MIMO channel matrix at time instant $k$ as $H[k] \in \mathbb{C}^{n \times m}$. We consider a spatially uncorrelated Rayleigh fading channel, i.e., $\text{vec}(H[k]) \sim \mathcal{CN}(0, I_{nm})$, as caused by a strong scattering environment.

We assume that the MIMO channel follows a stationary Gaussian stochastic process with temporal auto-correlation function parametrized by the time-lag $\Delta k$ according to

$$\Gamma[\Delta k] = \mathbb{E}\left(\text{vec}(H[k])\text{vec}(H[k + \Delta k])^H\right).$$

(1)

Considering, for example, Clarke’s Doppler spectrum [27], the auto-correlation function is $\Gamma[\Delta k] = J_0(2\pi\nu_d\Delta k)I_{nm}$, where $\nu_d = f_dT_s$ is the normalized Doppler shift, $f_d$ is the maximal absolute Doppler shift and $T_s$ is the symbol time interval.
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III. Grassmannian Quantization

In this paper, we focus on Grassmannian CSI quantization at the receiver, in order to provide CSI feedback to the transmitter. For this purpose, we apply a compact size singular value decomposition (SVD) to the channel

$$H[k] = U[k] \Sigma[k] V[k]^H,$$

and utilize the orthogonal basis $U[k] \in \mathbb{C}^{n \times m}$, consisting of the left singular vectors corresponding to the non-zero singular values, as relevant CSI to represent the $m$-dimensional subspace spanned by the channel span $(H[k]) = \text{span} (U[k])$.

A. Single-Stage Quantization

In single-stage quantization, matrix $U[k]$ is quantized by applying a quantization codebook $Q[m][k]$ consisting of semi-unitary matrices $Q \in \mathbb{C}^{n \times m}$. For $b$ bits of CSI feedback per time instant, the codebook is of size $|Q[m][k]| = 2^b$.

As quantization metric, we consider the subspace chordal distance, as it is relevant for many subspace-based precoding techniques, such as, block-diagonalization and interference alignment \cite{32}. The CSI quantization problem thus is

$$\hat{U}[k] = \arg\min_{Q \in Q[m][k]} d^2(U[k], Q),$$

where $d^2(U[k], Q) = 1 - \frac{1}{m} \text{tr} (Q^H U[k] U[k]^H Q),$ the chordal distance normalized by the subspace dimension $m$. Solving this non-convex Grassmannian quantization problem usually implies an exhaustive search over all codebook entries, which can easily become intractable in case of large codebooks.

1) Quantization Distortion: In case of memoryless random vector quantization (RVQ), the average normalized single-stage quantization distortion is

$$\bar{d}_c^2 = E \left( d_c^2 \left( U[k], \hat{U}[k] \right) \right) = \frac{1}{m} k_{n,m} 2^{-\frac{b}{m(n-m)}},$$

with dimension-dependent constant $k_{n,m}$ as specified in \cite{32}.

2) Selective CSI Update: In a temporally correlated channel, it may not be necessary to update the quantized CSI every time instant, as the channel may not have changed sufficiently. To exploit this, we consider a simple selective CSI update based on the quantization error w.r.t. the previously quantized CSI

$$\hat{U}[k] = \begin{cases} \hat{U}[k-1], & \text{if } d^2_c \left( U[k], \hat{U}[k-1] \right) \leq c_u \bar{d}_c^2, \\ \arg\min_{Q \in Q[m][k]} d^2(U[k], Q), & \text{else.} \end{cases}$$

Here, the tuning parameter $c_u \geq 1$ determines the trade-off between the frequency of CSI updates and the achieved average quantization distortion.

B. Recursive Multi-Stage Quantization

We have proposed recursive multi-stage quantization in \cite{26} as a means to reduce the quantization complexity in case a large quantization codebook is employed. In this approach, the CSI is recursively quantized in $R$ stages according to

$$\hat{U}[k] = \prod_{i=1}^R W_i[k], \quad W_i[k] = \arg\min_{Q \in Q[d_i-1][k]} d^2(B_{i-1}[k], Q),$$

where $d_0 = n$, $d_R = m$ and $B_0 = U[k]$. Matrix $B_i[k] \in \mathbb{C}^{d_i \times m}$ is known as subspace quantization based combining (SQBC) matrix and has been derived in \cite{33}. This recursive multi-stage quantizer successively reduces the dimensions of the intermediate quantizer input $B_i[k]$ until the intended subspace dimension $d_R = m$ is reached.

In each of the $R$ stages of this approach, a Grassmannian quantization problem is solved. Each stage uses a quantization codebook $Q[d_i-1][k]$ with codebook entries of dimension $d_{i-1} \times d_i$; the difference $\Delta_i = d_{i-1} - d_i$ is known as dimension step-size. Compared to single-stage quantization, however, each stage uses a much smaller codebook, since the total number of $b$ quantization bits is distributed amongst the stages, such that $\sum_{i=1}^R b_i = b$. In this paper, we apply equal bit allocation $b_i = b/R$ amongst stages, even though this is suboptimal in terms of quantization distortion; yet, this choice leads to the smallest total number of codebook entries of the $R$ stages: $\sum_{i=1}^R 2^{b_i} = \sum_{i=1}^R 2^{b/R} = 2^{b/R} R < 2^b$.

Furthermore, we apply a dimension step-size $\Delta_i = 1$, as this achieves the lowest quantization complexity via one-dimensional Grassmannian quantization in the orthogonal complement. Specifically, this means that instead of the minimum chordal distance quantization problem in \cite{7}, we actually employ a quantization codebook for the one-dimensional orthogonal complements of the elements of $Q[d_i-1][k]$, and find the codebook entry that maximizes the chordal distance. The details of this equivalent, yet less complex quantization problem formulation are explained in \cite{26}.

1) Quantization Distortion: The average normalized chordal distance distortion of the recursive multi-stage quantizer utilizing RVQ in each stage, a dimension step-size of $\Delta_i = 1$ and equal bit allocation is

$$\bar{d}_c^2 = \frac{1}{R} \sum_{i=1}^R \left( 1 - \bar{d}_c^2 \right),$$

$$\bar{d}_c^2_i = \frac{1}{m} k_{d_{i-1}, m, d_i} 2^{-\frac{b}{m(d_{i-1} + d_i)}},$$

Here, $\bar{d}_c^2 \left( B_{i-1}[k], W_i[k] \right)$ denotes the average normalized chordal distance of the $i$-th stage, which quantizes the $m$-dimensional subspace span $(B_{i-1}[k])$ by the $d_i$-dimensional subspace span $(W_i[k])$. The dimension-dependent constant $k_{d_{i-1}, m, d_i}$ is provided in \cite{32}.

2) Selective Stage Update: Similarly to single-stage quantization, we can also adopt a selective CSI update in multi-stage quantization. Yet, here we have the additional degree of freedom to only update a subset of the stages of the quantizer, based on the currently achieved CSI quality. Specifically, fixing the first $r$ stages of the quantizer to the previously
quantized matrices $W_i[k-1], i \leq r$, the quantizer input matrix $B_i[k]$ of the $r+1$-th stage can be calculated recursively by replacing $W_i[k]$ with $W_i[k-1]$ in Eq. (9), and then the quantizer proceeds as usual to update the remaining stages.

To decide how many stages the quantizer should update, we propose an approach similar to (6). If $d^2 \left( U[k], U[k-1] \right) \leq c_m \bar{d}^2$, we do not update any stage. Otherwise, we calculate the expected distortion $d^2[r']$ under the assumption that the first $r'$ stages are not updated, and determine the largest $r$ (smallest number of CSI updates) that achieves an acceptable distortion

$$r = \arg \max_{r' \in \{1,...,R\}} r', \text{ subject to: } d^2[r'] \leq c_r \bar{d}^2, \quad (12)$$

$$d^2[r'] = 1 - \ldots \prod_{i=1}^{r'} \left(1 - d^2 \left( B_{i-1}[k], W_i[k-1] \right) \right) \prod_{i=r'+1}^{R} \left(1 - \bar{d}^2 \right). \quad (13)$$

The two tuning parameters $1 \leq c_r \leq c_m$ effectively define a hysteresis for the acceptable CSI quality and thereby determine the frequency of the stage updates.

C. Deep Learning Classification

The chordal distance quantization problem (3) is essentially a classification problem and can as such, in principle, be handled by neural network structures. The problem is that the number of classes is often too large, such that a DNN does not achieve sufficient classification accuracy.

Consider, for example, a system with $n \times m = 8 \times 2$ antennas. If we intend to achieve an average normalized chordal distance distortion of $\bar{d}^2 = 0.1$, we have to employ a single-stage quantization codebook of 34 bits, which gives an intractable number of quantization classes. In contrast, for the multi-stage quantizer, we achieve the same accuracy with 7 bits per stage, i.e., a codebook size of 128 entries per stage, which is a number that a neural network can handle. However, the total feedback overhead is increased to 7 bits per stage times 6 stages equals 42 bits. Hence, for the single-stage approach (3), the quantization problem is essentially intractable, whereas with multi-stage quantization (7) the number of classes per stage is in fact so small that we can even adopt DNN classification.

As we consider Grassmannian quantization, the DNN classification outcome should be unaffected by right-multiplication of $B_i[k]$ by an arbitrary unitary matrix. To exploit this invariance, we apply a phase-rotation to the individual columns of $B_i[k]$, such that the first row contains only real numbers, and vectorize the result before feeding into the neural network.

We summarize the adopted DNN structure in Table 1. We have investigated DNN structures of varying width and depth. As can be seen from Table 1, we employ a relatively shallow neural network with a wider first layer. Going deeper did not achieve more accurate classification. The adopted structure provides a good trade-off between complexity and achieved classification accuracy.

Training of the DNNs is achieved by generating training-sets consisting of random isotropically distributed semi-unitary matrices $U$, resp. $B_i$, and corresponding labels, obtained by solving problems (3), (7) through exhaustive search.

Utilizing these DNNs, the computational complexity of the quantizer is basically off-loaded to the offline training-phase of the DNNs. The online quantization complexity is determined by the calculation of the quantizer input matrices $B_i[k]$ (9).

IV. SIMULATIONS

In our first simulation, we compare recursive multi-stage quantization to differential and predictive Grassmannian quantization, utilizing the same simulation setup and quantizers as in (22). Specifically, the channel matrices $H[k]$ of dimension $n \times m = 6 \times 2$ are from a Rayleigh fading distribution and are temporally correlated according to Clarke’s Doppler spectrum [27] by employing the sum-of-sinusoids approach of [34].

The predictive and differential quantizers, as proposed in [21], provide 6 bits of feedback per time instant. For comparison, we also show the performance of memoryless single-stage quantization (without selective CSI update) for 9, 26, 39 and 53 bits of feedback, respectively. For the recursive multi-stage quantizer, we have selected the number of quantization bits per stage to achieve the same average performance as the differential quantizer. The average feedback overhead of the recursive quantizer with selective stage update is written next to the simulated data points in Fig. 1.

We observe in Fig. 1 that at low Doppler frequencies the differential and predictive quantizers are more effective in exploiting temporal correlation than the recursive quantizer with selective stage update, as they require only 6 bits of feedback. However, they involve on-the-fly adaptation of the entire quantization codebook at each time instant, which is hard to realize in practice. At moderate to higher Doppler frequencies all three approaches achieve very similar performance. In terms of complexity, though, the recursive quantizer is a lot more tractable, as it does not require any codebook adaptations.

In Fig. 2 we show an exemplary trace of the instantaneous chordal distance quantization error of recursive, differential and predictive quantization for a normalized Doppler frequency of $\nu_d = 0.005$. We observe that the recursive quantizer, in contrast to the other two, has no convergence phase and exhibits relatively predictable quantization performance, which is basically dictated by the hysteresis parameters of the selective stage update. In this example, we have selected $c_m = 2$ and
$c_t = 1.5$. The black-dotted line in the figure corresponds to the maximally acceptable distortion $c_u \frac{12}{3}$, which determines when a stage update takes place. For predictive and differential quantization, the performance shows larger variations over time, with increasing distortion whenever the quantizer cannot keep up with the temporal subspace variation of the channel.

In our second simulation, we consider quantization on $G(32, 1)$ and employ a Gauss-Markov channel model to generate the temporally correlated channel vectors according to $h[k] = \alpha h[k-1] + \sqrt{1-\alpha^2} g[k]$, with i.i.d. $g[k] \sim \mathcal{CN}(0, I_4)$ and $\alpha = J_0(2\pi \nu_d)$. We select the codebook sizes to achieve an average chordal distance quantization distortion of $\frac{12}{3} = 0.06$. For single-stage quantization this requires a codebook size of 125 bits. Obviously, we cannot implement a codebook that is this large; the results of single-stage quantization are therefore based on the theoretic performance investigations of RVQ provided in [32]. For recursive quantization, we employ 31 stages and use a codebook size of 6 bits per stage, i.e., a total feedback overhead of 186 bits when all stages are updated. The individual stages of the recursive quantizer are realized by the classification neural network explained in Section [11-12]. We summarize the normalized chordal distance distortion of the network in Table [II]. The classification accuracy of the individual stages of the quantizer lies at approximately 90%; however, the incurred average chordal distance distortion penalty compared to an exhaustive search is negligible.

In Fig. 3 we show the average number of quantization bits of single- and multi-stage quantization with selective CSI/stage update to achieve an average distortion of $\frac{12}{3} = 0.06$ as a function of the normalized Doppler frequency. We observe that at low Doppler frequencies the recursive multi-stage quantizer requires less feedback overhead than the single-stage quantizer, as it can selectively update just a subset of the stages of the quantizer. This behavior is investigated in more detail in Fig. 4 where we plot the relative frequency of the number of updated stages of the quantizer. We can see that for small Doppler frequencies in most cases no or just few of the later stages of the quantizer are updated, whereas for high Doppler frequencies almost all stages have to be updated every time.

### Table I

| Stage | 1 | 3 | 5 | 7 | 9 | 11 | 13 | 15 | 17 | 19 | 21 | 23 | 25 | 27 | 29 | 31 |
|-------|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|
| Dimension | 32 x 1 | 30 x 1 | 28 x 1 | 26 x 1 | 24 x 1 | 22 x 1 | 20 x 1 | 18 x 1 | 16 x 1 | 14 x 1 | 12 x 1 | 10 x 1 | 8 x 1 | 6 x 1 | 4 x 1 | 2 x 1 |
| Distortion | 5.2 e^-4 | 5.6 e^-4 | 5.9 e^-4 | 6.4 e^-4 | 7.0 e^-4 | 7.6 e^-4 | 8.4 e^-4 | 9.4 e^-4 | 1.1 e^-3 | 1.2 e^-3 | 1.4 e^-3 | 1.8 e^-3 | 2.3 e^-3 | 3.2 e^-3 | 5.4 e^-3 | 13.2 e^-3 |
| Exhaustive | 5.0 e^-4 | 5.4 e^-4 | 5.8 e^-4 | 6.2 e^-4 | 6.8 e^-4 | 7.4 e^-4 | 8.2 e^-4 | 9.2 e^-4 | 1.0 e^-3 | 1.1 e^-3 | 1.3 e^-3 | 1.7 e^-3 | 2.2 e^-3 | 3.1 e^-3 | 5.1 e^-3 | 13.1 e^-3 |

### Table II

| Stage | 1 | 3 | 5 | 7 | 9 | 11 | 13 | 15 | 17 | 19 | 21 | 23 | 25 | 27 | 29 | 31 |
|-------|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|
| Input | real (vec ($B_{k+1}[k]$)) | imag (vec ($B_{k+1}[k]$)) | 15 · 2$d_{k-1}$m fully connected | ReLu with dropout | 2$^{31}$ fully connected | soft-max | class output | cross-entropy loss |

*Fig. 2. Trace of the quantization error on $G(6, 2)$ over time for the differential, predictive and recursive quantizers and a normalized Doppler of $\nu_d = 0.005$. Fig. 3. Average number of quantization bits on $G(32, 1)$ versus normalized Doppler frequency for recursive multi-stage and single-stage quantization.*
V. Conclusion

In this paper, we have extended recursive Grassmannian multi-stage quantization to exploit temporal channel correlations by selectively updating the individual stages of the quantizer, depending on the achieved distortion. We have shown that this approach performs similar to differential/predictive Grassmannian quantization at moderate to high Doppler frequencies, yet without requiring complicated quantization codebook adaptations. We have furthermore shown that multi-stage quantization can effectively be combined with neural network structures, as the number of classes per stage is sufficiently small to enable accurate DNN classification.
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