Optimizing thermodynamic trajectories using evolutionary and gradient-based reinforcement learning
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Using a model heat engine, we show that neural network-based reinforcement learning can identify thermodynamic trajectories of maximal efficiency. We consider both gradient and gradient-free reinforcement learning. We use an evolutionary learning algorithm to evolve a population of neural networks, subject to a directive to maximize the efficiency of a trajectory composed of a set of elementary thermodynamic processes; the resulting networks learn to carry out the maximally-efficient Carnot, Stirling, or Otto cycles. When given an additional irreversible process, this evolutionary scheme learns a previously unknown thermodynamic cycle. Gradient-based reinforcement learning is able to learn the Stirling cycle, whereas an evolutionary approach achieves the optimal Carnot cycle. Our results show how the reinforcement learning strategies developed for game playing can be applied to solve physical problems conditioned upon path-extensive order parameters.

I. INTRODUCTION

Games, whether played on a board, such as chess or Go, or played on the computer, are a major component of human culture [1]. In the language of physics, instances of a game are trajectories, time-ordered sequences of elementary steps. The outcome of a game is a path-extensive order parameter determined by the entire history of the trajectory. Playing games was once the preserve of human beings, but machine learning methods, more specifically reinforcement learning, now outperform the most talented humans in all the aforementioned examples [2–19]. While there are more scientific examples of reinforcement learning [20–25], we choose to compare with games as they are the easiest applications to understand. Motivated by the correspondence between games and trajectories, it is natural to ask how the machine-learning and optimal control methods that have mastered game-playing might be applied to understand physical processes whose outcomes are path-extensive quantities.

There are many examples of such processes. For instance, the success or failure of molecular self-assembly is determined by a time history of elementary dynamical processes, including the binding and unbinding of particles [20–23]. Dynamical systems, such as chemical networks and molecular machines [30–33], are characterized by time-extensive observables, such as work or entropy production [34–40]. In none of these cases do we possess a complete theoretical or practical understanding of how to build an arbitrary structure or maximize the efficiency of an arbitrary machine. Traditional methods of inquiry in physics focus on applying physical intuition and the manipulation and simulation of equations; perhaps machine learning can provide us with further insight into physical problems of a path-extensive nature.

Motivated by this speculation, we show here that neural network-based reinforcement learning can maximize the efficiency of the simplest type of physical trajectories, the deterministic, quasi-static ones of classical thermodynamics. We introduce a model heat engine characterized by a set of thermodynamic state variables. A neural network takes as input the current observation of the engine and chooses one of a set of basic thermodynamic processes to produce a new observation; this change comprises one step of a trajectory. We chose this simple and well-known system for pedagogical purposes. Using an easy-to-understand system allows us to focus on how reinforcement learning methods can be applied to physics problems. We generate a set of trajectories of fixed length using a set of networks whose parameters are initially randomly chosen and optimized using two different methods. In the first method (gradient-free), we retain and mutate only those networks whose trajectories show the greatest thermal efficiency. Repeating this evolutionary process many times results in networks whose trajectories reproduce the maximally efficient Carnot, Stirling, or Otto cycles, depending upon which basic thermodynamic processes are allowed. This evolutionary procedure can also learn previously unknown thermodynamic cycles if new processes are allowed. In the second method (gradient-based), we update the network parameters using gradient-based reinforcement learning. In this study,
we explore how a reinforcement learning problem must be framed and the types of solutions acquired by these two methods. We also compare the advantages and disadvantages of each in finding a solution to this problem.

II. MODEL HEAT ENGINE AND THERMODYNAMIC TRAJECTORIES

In Fig. 1(a) we show a model heat engine, a device able to transform thermal energy into work \[\text{[41, 42]}\]. The engine consists of a working substance, which we assume to be a monatomic ideal gas, housed within a frictionless container of variable volume \(V\), whose minimum and maximum values are \(V_{\text{min}}\) and \(V_{\text{max}}\), respectively. The working substance may be connected to a hot or cold reservoir held at temperature, \(T_h = 500\) K and \(T_c = 300\) K, respectively. For the gradient-free method, the instantaneous observation \(s_t\) of the system at time \(t\) is then specified by the volume-temperature vector \(s_t = (V, T)\), with the pressure of the system fixed by the ideal-gas equation \(PV = N k_B T\) \[43\]. Further on, we will discuss the reasons this formulation of the problem cannot be used for gradient-based reinforcement learning methods.

To evolve the heat engine we use the neural network shown in Fig. 1(b). The network is a nonlinear function that takes as input the current observation \(s_t\) of the system, and outputs the probabilities \(\pi_\theta(a_t|s_t)\) of moving to any new observation \(s_{t+1}\) through a thermodynamic process \(a_t \in \{a_1, a_2, \ldots, a_M\}\) (in the language of reinforcement learning this mapping is called a policy \[44\]). The symbol \(\theta\) denotes the internal parameters of the network, discussed shortly. Here we consider deterministic evolution through configuration space, with \(\pi_\theta(a_t^*|s_t)\) equal to 1 for a chosen process \(a_t^*\), and equal to zero otherwise. Enacting the chosen process corresponds to one step of a trajectory. Given an initial observation \(s_0, K\) applications of the network produces a trajectory \(\omega = s_0 \rightarrow s_1 \rightarrow \cdots \rightarrow s_K\) of \(K\) steps through configuration space. We focus on trajectories of fixed length \((K = 200)\).

The elementary actions available to the network correspond to the basic thermodynamic processes shown in Tab. I [41] summarized graphically in Fig. 1(c). These processes include reversible compression and expansion, along isotherms or adiabats, and reversible temperature changes along isochors. Implicitly this means infinitely many heat baths spaced between \(T_h\) and \(T_c\) are available, a condition, which we shall prove in Appendix A. Carnot’s Theorem of maximum efficiency states that the efficiency of the heat engine is bounded by the ratio of the temperature difference between the heat sources. To comply with Carnot’s Theorem, all compression and expansion processes are performed using a fixed change in volume. If an isothermal process at \(T_h\) (or \(T_c\)) is selected when the system is not at the correct temperature, then isochoric heating (or cooling) is performed first to reach the necessary temperature for the isothermal process to occur. Note that the isochoric processes are not used in the Carnot cycle, but are required to make approximations of it when using fixed changes in volume because the system must reach specific volumes in order to be adiabatically heated from \(T_c\) to \(T_h\) and cooled from \(T_h\) to \(T_c\).

Upon undertaking any action \(s_t \rightarrow s_{t+1}\), we record the resulting changes of work, \(\Delta W_{s_t,s_{t+1}}\), and heat input from the hot reservoir, \(\Delta Q_{s_t,s_{t+1}}^{\text{in}} = \Delta Q_{s_t,s_{t+1}} H(\Delta Q_{s_t,s_{t+1}}; T_h, T_c)\); these are listed in Tab. I. Here \(H(\cdot)\) is the Heaviside function, equal to 1 for positive values of \(\Delta Q_{s_t,s_{t+1}}\) and 0 otherwise, and \(T_f\) is the temperature of the system following the move. \(\delta_{\alpha,\beta}\) is the Kronecker delta (1 if \(\alpha = \beta\) and 0 otherwise). We define the thermodynamic efficiency of a \(K\)-step trajectory as...
The thermal efficiency, a path-extensive quantity, is used as a means of ranking trajectories, and the networks that generate them, during our evolutionary learning procedure. The neural network selects processes deterministically based on observations, therefore once a trajectory produces a single cycle, that cycle will repeat until the maximum number of trajectory steps have occurred. For this reason, the maximum value $\eta = \max_K \eta_K$ for all $K$ points along a long trajectory is sufficient to identify efficient thermodynamic cycles. We could terminate a trajectory after it produces a single cycle, however we chose this way for consistency with the gradient-based reinforcement learning method used where we do require multiple cycles.

### III. NEURAL NETWORK-BASED POLICY

The neural network, which contains two layers of tunable weights, performs computations as follows. Two input neurons receive the current observation $s_t$, and the output is comprised of $M \leq 8$ neurons, each corresponding to one of the actions shown in Tab. II (in some simulations we prohibit certain actions). The network possesses one hidden layer of 1024 neurons, each connected to every input and output neuron. This architecture was chosen after several tests as it can produce optimal results while still keeping a low computational cost relative to larger (more parameters) networks that produce similar results. Let the indices $i \in \{1,2\}$, $j \in \{1,\ldots,1024\}$, and $k \in \{1,\ldots,M\}$ label the neurons of the input, hidden, and output layers, respectively. The input $I_i$ of the two nodes $i = 0,1$ of the input layer are, respectively, scaled versions of the current observation $s_t$ of the system. We set the output signal $S_j$ of each input-layer node as $S_j = I_i$.

The input $I_j$ to neuron $j$ in the hidden layer is

$$I_j = \sum_{i=1}^{2} S_i w_{ij},$$

where the sum runs over the two neurons in the input layer, and $w_{ij}$ is the weight of the connection between nodes $i$ and $j$. We set the output signal $S_j$ of neuron $j$ to be

$$S_j = \frac{1}{2} \tanh(I_j + b_j),$$

where $b_j$ is a bias associated with neuron $j$.

The input $I_k$ to neuron $k$ in the output layer is

$$I_k = \sum_{j=1}^{1024} S_j w_{jk},$$

where the sum runs over all 1024 neurons of the hidden layer. Finally, we take the output signal $S_k$ from each output-layer neuron to be equal to $I_k$. To choose an action we pick the output neuron, $k^*$, with the largest value of $S_k$. Given a current observation $s_t$, this action $a_t^*$ defines a new observation $s_{t+1}^*$ via Tab. II. The probability $\pi_t(a_t^*|s_t)$ is then unity, and all other $\pi_t(a_t|s_t)$ are zero. We denote by $\theta = \{\{w\},\{b\}\}$ the set of all weights and biases of the network. Initially each weight and bias is chosen from a Gaussian distribution with zero mean and unit variance.

### IV. EVOLUTIONARY LEARNING DYNAMICS (GRADIENT-FREE)

With the thermodynamic system and means of evolving it defined, we introduce an evolutionary learning dy-
TABLE I. All possible actions that can be taken on our model heat engine and their corresponding $\Delta W$ and $\Delta Q$ equations.

| Action                        | $\Delta W$                                           | $\Delta Q$ |
|-------------------------------|------------------------------------------------------|-------------|
| Adiabatic Compression        | $-\frac{3}{2} Nk_B T_i \left( \frac{v_i}{V} \right)^{\frac{3}{2}} - 1$ | 0           |
| Adiabatic Expansion          | $-\frac{3}{2} Nk_B T_i \left( \frac{v_i}{V} \right)^{\frac{3}{2}} - 1$ | 0           |
| Isothermal Compression at $T_h$ ($T = T_h$) | $Nk_B T_h \log \left( \frac{v_i}{V} \right)$           | $Nk_B T_h \log \left( \frac{v_i}{V} \right)$ |
| Isothermal Expansion at $T_h$ ($T = T_h$)   | $Nk_B T_h \log \left( \frac{v_i}{V} \right)$           | $Nk_B T_h \log \left( \frac{v_i}{V} \right)$ |
| Isothermal Compression at $T_h$ ($T \neq T_h$) | $Nk_B T_h \log \left( \frac{v_i}{V} \right)$           | $Nk_B T_h \log \left( \frac{v_i}{V} \right) + \frac{3}{2} Nk_B (T_h - T_i)$ |
| Isothermal Expansion at $T_h$ ($T \neq T_h$)   | $Nk_B T_h \log \left( \frac{v_i}{V} \right)$           | $Nk_B T_h \log \left( \frac{v_i}{V} \right) + \frac{3}{2} Nk_B (T_h - T_i)$ |
| Isothermal Compression at $T_c$ ($T = T_c$) | $Nk_B T_c \log \left( \frac{v_i}{V} \right)$           | $Nk_B T_c \log \left( \frac{v_i}{V} \right)$ |
| Isothermal Expansion at $T_c$ ($T = T_c$)   | $Nk_B T_c \log \left( \frac{v_i}{V} \right)$           | $Nk_B T_c \log \left( \frac{v_i}{V} \right) + \frac{3}{2} Nk_B (T_c - T_i)$ |
| Isochoric Heating             | 0                                                     | $\frac{3}{2} Nk_B (T_c - T_i)$ |
| Isochoric Cooling            | 0                                                     | $\frac{3}{2} Nk_B (T_c - T_i)$ |

Evolving dynamics designed to produce networks able to propagate efficient thermodynamic trajectories. We start with a population of 100 networks, with the internal parameters $\theta$ each initialized in the random fashion described above. We name this population generation 1. This population produces thermodynamic trajectories $\omega$ of $K$ steps with the distribution $P(\eta)$ of efficiencies $\eta$ shown in Fig. [2]a. Some of the networks in earlier generations do not appear in these distributions due to their undefined or very negative efficiencies. Even the best-performing members of this population produce efficiencies much lower than the Carnot efficiency, which is the most efficient trajectory possible given the set of allowed thermodynamic processes [42]. We have $\eta_{\text{max}} = 0.4$ with our choice of parameters.

We next perform the first step of evolutionary learning dynamics. We keep the 25 generation-1 networks whose trajectories have the largest $\eta$, and we discard the rest. We create 75 new networks by drawing uniformly from the set of 25, each time “mutating” all weights $w$ and biases $b$: for each weight or bias we draw a random number $\delta$ from a Gaussian distribution with zero mean and unit variance, and update the weight or bias as $w \rightarrow w + \epsilon \delta$ or $b \rightarrow b + \epsilon \delta$, where $\epsilon = 0.05$ is an evolutionary learning rate.

The new population of the 25 best generation-1 networks and their 75 mutant offspring constitute generation 2. We simulate those 100 networks for $K$ steps, producing the distribution of efficiencies shown in Fig. [2]a. Continuing this alternation of evolutionary dynamics (retaining and mutating the best networks of the current generation) and physical dynamics (using the new generation of networks to generate a set of trajectories) gives rise to networks able to propagate increasingly efficient trajectories [Fig. [2]a]. After about 100 generations, we obtain networks whose efficiencies are equal to that of the Carnot cycle (to within four decimal places). Inspection of the trajectories corresponding to these values of $\eta$ show that they indeed form Carnot cycles; see Fig. [2]b).

Several features of this learning process are notable. In learning to maximize the efficiency of a thermodynamic trajectory, networks have learned to propagate cycles, as opposed to non-closed trajectories in $P-V$ space, because cycles lead in general to larger efficiencies. As the thermal efficiency of the Carnot cycle, defined as

$$\eta = 1 - \frac{T_c}{T_h},$$

is independent of volume, the Carnot cycle has no absolute scale associated with it, meaning the Carnot cycle on two heat engines with two distinct total volumes are equivalent. However, this is not true for the Stirling, Otto, or the discretized approximations of the Carnot cycles, whose thermal efficiencies can be simply derived using the Eq. [1] with the processes in Tab. [I] and are defined as

$$\eta_S = \frac{T_h - T_c}{T_h + \frac{3(T_h - T_c)}{2\log(V_r)}},$$

for the Stirling cycle, where $V_r = V_{\text{max}}/V_{\text{min}}$,

$$\eta_O = 1 - V_r^{-\frac{\epsilon}{2}},$$
for the Otto cycle, and

\[
\eta'_C = \frac{T_h \left( \log \left( \frac{V_{2}}{V_{\text{min}}} \right) - \frac{3}{2} \left( \left( \frac{V_{2}}{V_{\text{max}}} \right)^{2} - 1 \right) \right) + \left( T_h - T_c \left( \frac{V_1}{V_{\text{min}}} \right)^{2} \right)}{\frac{3}{2} \left( T_h - T_c \left( \frac{V_1}{V_{\text{min}}} \right)^{2} \right) + T_h \log \left( \frac{V_{2}}{V_{\text{min}}} \right)}
\]

(8)

for the discretized Carnot cycle, where \( V_1 \) is the volume when adiabatic compression begins, and \( V_2 \) is the volume when adiabatic expansion begins. If \( V_1 = \left( T_h/T_c \right)^{3/2} V_{\text{min}} \) and \( V_2 = \left( T_c/T_h \right)^{3/2} V_{\text{max}} \) then the volume terms cancel and we get \( \eta'_C = \eta_{\text{max}} \). Otherwise, all of these equations contain volume terms and therefore the Stirling, Otto, and discretized Carnot cycles are volume dependent. Interestingly, \( \eta_O \) is independent of the thermal baths, however it can only be performed if \( T_h > T_c V^{2/3} \). When this is the case we have

\[
\eta_{\text{max}} = 1 - \frac{T_c}{T_h} > 1 - \frac{T_c}{T_c V^{2/3}} = 1 - V_{r}^{-3/2} = \eta_O,
\]

(9)

however the Carnot cycle is not technically possible in this scenario as it is impossible to heat the system the required amount with adiabatic processes, so we only briefly consider it. For fixed \( T_h \) and \( T_c \), \( \eta_S \) and \( \eta_O \) are maximized by maximizing the volume ratio \( V_r \), however \( \eta'_C \) is maximized by minimizing the difference between \( V_1 \) and \( V_2 \) with the volume values used in the true Carnot cycle. Given the fixed step sizes permitted for the processes in Tab. I networks have learned to enact the size of a cycle that allows the best approximation of the Carnot cycle.

Given only a set of processes and a path-extensive measure of efficiency, our neural network-based evolutionary learning framework is able to maximize path efficiency and so deduce a classic result of physics. This learning framework is also successful if it is presented with a different set of processes. When denied the adiabatic processes of Tab. I our gradient-free evolutionary algorithm learns the Stirling cycle [15], which is maximally-efficient in this context (with our systems parameters, \( \eta_S \approx 0.291 \)); when denied the isothermal processes it similarly learns the maximally-efficient Otto cycle [16]. In fact, these are the only types of cycles possible in those scenarios. For the Otto cycle, \( T_h \) must be increased so we set it to 1000 K (\( \eta_O \approx 0.658 \) and \( \eta_{\text{max}} = 0.8 \)).

Extensions to unknown thermodynamic processes are straightforward, and inspection of the resulting solutions provides physical insight in an unfamiliar setting. As an illustration, we replace the standard monatomic ideal gas adiabatic process, for which \( TV^{2/3} \) is constant, with a fictitious irreversible process for which

\[
TV^{2/3} \propto (1 - k)^{\Delta V/(V_0 - V_1)};
\]

(10)

here \( k = 2/5 \) and \( \Delta V \) are the fraction of thermal energy lost to the surrounding environment, and the change in volume upon making the move, respectively. We allow the network access to this process and the others of Tab. II (excluding adiabatic processes), summarized in Fig. 3(a). In this setting, we do not know in advance the most efficient trajectory. In Fig. 3(b) we show that the solution identified by our evolutionary learning scheme is a hybrid of the Stirling and Carnot cycles. Upon investigation of this solution, it is clear that the detriment to the thermal efficiency caused by the increased use of heat from the isochore (labelled process 4) is more beneficial than trying to approximate just the Carnot cycle given these irreversible processes. In this modified heat engine, we define an approximation of the Carnot cycle by replacing the adiabatic processes with the irreversible processes such that they heat and cool the system in a qualitatively similar manner. The irreversible compression process is thermally inefficient compared to adiabatic compression, therefore requiring more work to
heat the system without using the thermal reservoirs. If $k$ is sufficiently low, the approximated Carnot cycle is most efficient and as $k$ approaches 1.0, the hybrid cycle approaches the Stirling cycle. Note that for sufficiently high $k$ the irreversible process becomes physically unreasonable. By fitting equations to each branch of the cycle, we identify the equations of state that result from the irreversible process [10]. These results highlight the general applicability of the learning scheme and indicate the physical insight that can be obtained by interrogating solutions identified by machine learning.

V. GRADIENT-BASED REINFORCEMENT LEARNING

As an alternative to the gradient-free evolutionary learning, we consider a method which includes gradient information. We note however, that while the observation $s_1 = (V, T)$ contains sufficient information to correctly determine the required thermodynamic process at any step $t$, as shown above, it is not sufficient for determining thermal efficiency. For example, suppose the Carnot cycle requires $K$ steps with $s_0 = (V_{max}, T_c)$. $K$ steps later we arrive back at the same observation, $s_K = s_0$, achieving a thermal efficiency of $\eta_{max}$. Now if we perform the reverse Carnot cycle, we would begin and end at the same observations as before, however this time achieving a thermal efficiency of $-\eta_{max}$, meaning that the relation of the current observation representation to thermal efficiency is one-to-many. Unlike gradient-free algorithms, traditional gradient-based reinforcement learning algorithms operate using the rewards associated with specific steps of a trajectory, instead of assigning a score to an entire trajectory. For this reason, these algorithms cannot be used on this specific simulated heat engine because it is not Markovian. A common example of a Markovian problem would be chess, where one needs to only know the current state of the board, not how the individual pieces were moved to their current positions in order to make an optimal move.

A. Markovian model heat engine

We now introduce a Markovian simulated heat engine designed for gradient-based reinforcement learning (we will also consider this Markovian system with our gradient-free approach). In this new problem, which will be referred to as the Markovian heat engine problem, we provide the agent with non-negative work and heat budgets, defined as $W^K = W^*_0 + \sum_{t=0}^{K-1} \Delta W^*_{s^*_t,s^*_{t+1}}$ and $Q^K = Q^*_0 - \sum_{t=0}^{K-1} \Delta Q^*_{s^*_t,s^*_{t+1}}$ respectively, where $W^*_0$ and $Q^*_0$ are the initial budget values. For a thermodynamic process to be performed at time $t$, $W^*_{t-1} \geq -\Delta W^*_{s^*_{t-1},s^*_t}$ and $Q^*_{t-1} \geq Q^*_{s^*_{t-1},s^*_{t}}$ are required to ensure $W^*_t$ and $Q^*_t$ are non-negative. These budgets represent the amount of work the agent can put into the system, where any work produced during a trajectory is added to the budget, and the amount of heat that can be transferred from the hot thermal reservoir to the heat engine. We define the observation for this new heat engine as $s_t = (V, T, W^*_t, Q^*_t)$, however we still consider a cycle as a trajectory that returns the same values of $V$ and $T$. With this new representation, the observations at the beginning and end of a given singular cycle are now unique and Markovian. This means that a given observation contains all the required information about the state of the simulated heat engine and therefore the previous trajectory is not required. Full Markovity is not necessarily required to apply gradient-based reinforcement learning, however it does ensure the mapping from observation–action pairs to rewards can be learned by the agent. As $W^*_0$ and $Q^*_0$ are fixed, the relation of observation to thermal efficiency is now many-to-one, solving the issue of mapping an observation to a single thermal efficiency.

As the observations for the start of each repeated cycle are unique, if a trajectory produces one cycle, it does not guarantee it will produce many cycles. This poses a greater challenge as each subsequent cycle must now be learned individually. This could be solved by re-initializing the system to the initial observation after a cycle is performed, however this would force a solution for single cycles where we would like to find a more general solution for the system. Thermal efficiency could be assigned to the final observation-action pair of a trajectory to update a given policy using gradients in order to produce the most thermally efficient cycle, similar to what was done in the previous case, however this does not encourage trajectories containing more than a single cycle as thermal efficiency does not change when a cycle is repeated exactly.

To avoid explicitly penalizing a trajectory for stopping after a single cycle, we instead use $\Delta W = W^K - W^*_0$ at the end of a trajectory. As $\Delta Q = Q^*_0 - Q^K$ has a fixed finite maximum, using Eq. [1] maximizing $\Delta W$ maximizes thermal efficiency while also encouraging trajectories with many cycles, satisfying our desired requirements. To help clarify this, consider the following example. Suppose some cycle on this heat engine produces 0.2 units of work and consumes 0.5 units of heat. This would give a thermal efficiency of 0.4. Now if we performed this cycle 10 times we would produce 2.0 units of work and consume 5.0 units of heat. However this would still give a thermal efficiency of 0.4. If we use thermal efficiency as the reward, these two cases are equivalent, however if we use $\Delta W$ as the reward, the second case is preferred.

B. Proximal policy optimization

With our newly defined engine and reward scheme, we turn to proximal policy optimization (PPO) [13] as the gradient-based reinforcement learning algorithm to find a policy, $\pi_\theta$, that produces the desired trajectories. PPO is a commonly used gradient-based reinforcement learn-
We apply the PPO reinforcement learning process to our Markovian simulated heat engine; panel (a) shows the most thermally efficient trajectory produced in this process overlaid with the ideal solution, the discretized Carnot cycle. (b) The learning dynamics of thermal efficiency as a function of training steps for both the PPO and evolutionary agents as they learn to maximize $\Delta W$. (c) $\Delta W$ as a function of $\Delta Q$ for the trajectory produced by the best performing PPO and evolutionary agents and (d) the ideal solution (discretized Carnot cycle), where $\Delta Q = 1$ maps to the amount of energy used during a single analytic Carnot cycle.

The policy gradient objective function, 

$$L_t^{PG} (\theta) = \mathbb{E} \left[ \log \pi_\theta (a_t | s_t) \hat{A}_t \right],$$

where the expectation is taken with respect to the actions $a_t$ and $\hat{A}_t = \hat{A}_t (s_t | a_t)$ is the estimate of the advantage function defined as the difference between the $Q$-function $Q_{\pi_\theta} (s_t, a_t)$ and the value function $V_{\pi_\theta} (s_t)$. The $Q$-function is the expected discounted future reward if the process $a_t$ is performed starting at $s_t$ and $\pi_\theta$ is followed for the remainder of the trajectory starting at $s_{t+1}$, defined as

$$Q_{\pi_\theta} (s_t, a_t) = r_t + \gamma \max_a Q_{\pi_\theta} (s_{t+1}, a),$$

where $0 \leq \gamma \leq 1$ is the discount factor. The value function is the expected discounted future reward if $\pi_\theta$ is followed for the remainder of the trajectory starting at $s_t$, defined as

$$V_{\pi_\theta} (s_t) = \max_a Q_{\pi_\theta} (s_t, a).$$

Our estimate of future reward is rarely perfect, therefore it is discounted relative to the time scale of the reward. For example, when deciding on where to eat, we only care about the immediate reward we get, so we heavily discount our estimate of future reward in this case, however when investing in stocks, we care about the long-term reward, so our estimate of future reward should be minimally discounted. $Q_{\pi_\theta}$ and $V_{\pi_\theta}$ are not known analytically but it is assumed they require the same features as $\pi_\theta$ and therefore we have our same neural network approximation of $\pi_\theta$, PPO aims to maximize the policy gradient objective function,

$$L_t^{CPI} (\theta) = \mathbb{E} \left[ \log \pi_\theta (a_t | s_t) \hat{A}_t \right] = \mathbb{E} \left[ r_{\theta, \theta_{old}} (a_t | s_t) \hat{A}_t \right],$$

where $\pi_{\theta_{old}}$ is the set of parameters of the previous policy. The trivial solution to this is to make extreme modifications to $\pi_{\theta}$, therefore PPO clips the probability ratio $r_{\theta, \theta_{old}}$ and takes the minimum,

$$L_t^{CLIP} (\theta) = \mathbb{E} \left[ \min \left( r_{\theta} (a_t | s_t) \hat{A}_t, r_{\theta_{old}} (a_t | s_t) \hat{A}_t \right) \right] = \mathbb{E} \left[ r_{\theta, \theta_{old}} (a_t | s_t) \hat{A}_t \right],$$

where $\epsilon$ is a hyperparameter and the clip function is defined as

$$\text{clip}(x, a, b) = \min(\max(x, a), b) = \max(\min(x, b), a).$$

While this objective function is designed to optimize the policy, it is not designed to optimize the value function, therefore we use a mean squared error cost function,

$$L_t^{VF} (\theta) = \left( V_{\pi_\theta} (s_t) - V_t^{\text{targ}} \right)^2,$$

where $V_t^{\text{targ}}$ is the target value. Combining this cost function with our objective function and adding in a so called
“entropy” term $S$ to encourage exploration, we have

$$L_t^{PPO} (\theta) = \hat{E} \left[ L_t^{CLIP} (\theta) - c_1 L_t^{VF} (\theta) + c_2 S [\pi_\theta] (s_t) \right],$$

for our overall PPO objective function, where $c_1$ and $c_2$ are hyper-parameters and $S [\pi_\theta]$ is defined by

$$S [\pi_\theta] (s_t) = \sum_a \pi_\theta (a_t | s_t) \log (\pi_\theta (a_t | s_t)).$$

Note that we have the negative of our cost term, so maximizing $L_t^{PPO}$ simultaneously maximizes our objective function and minimizes our cost function. To update the parameters of our neural network, the gradient of $L_t^{PPO}$ is estimated with respect to $\theta$ using backpropagation and we make changes to $\theta$ in the ascending direction of this gradient.

### C. Results and Discussion

Using the identical network architecture as with the gradient-free method, we randomly initialize a policy and allow it to produce trajectories in the newly-defined thermodynamic system. As the policy interacts with this system, we collect tuples of the form $(s_t, a_t, r_t, s_{t+1})$ which are the experiences used to update the policy with PPO. We require all four of these because the reward $r_t$ specifically arises from how the action $a_t$ maps the observation $s_t$ to the next observation $s_{t+1}$. $r_t$ and $s_{t+1}$ are also required to update our approximation of the value function and calculate $A_t$. To perform these updates, we used the following hyper-parameters: discount factor of 0.99, $\epsilon = 0.2$, $c_1 = 0.5$, $c_2 = 0.01$, a batch size of 128, a total number of training steps of $2 \times 10^6$, and a learning rate of $2.5 \times 10^{-4}$ which determines the step size when updating the parameters $\theta$.

Unlike the gradient-free approach previously discussed, PPO is unable to achieve an optimal result. However the agent was able to produce a trajectory that not only follows the Stirling cycle as shown in Fig. 4(a), and does so more than once. When looking at the learning dynamics shown in Fig. 4(b), we can see that the policy that produces the most thermally efficient trajectory occurs at $\sim 2.5 \times 10^5$ training steps, and then thermal efficiency steadily decreases in all subsequent policies. This is likely due to the Stirling cycle being a local maximum (in terms of $\Delta W$). When a policy is at a local maximum for long enough, the value function is optimized on the trajectories found at this local maximum to the point that it becomes useless when evaluated on any trajectories found outside of the local maximum. Due to the deterministic nature of these problems, only a single trajectory is seen at this local maximum. Eventually, the entropy term used for stochastic exploration forces the policy to stray from this locally optimal trajectory, causing the policy to produce a trajectory unseen by the agent recently. As the value function is no longer accurate at this observation, the agent is unable to bring the policy back to this local maximum causing performance to diminish. The Stirling cycle is a local maximum because it produces more work than the Carnot cycle, i.e. achieves a higher reward per cycle, however as seen when comparing Figs. 4(c) and (d), the Stirling cycle consumes a greater amount of heat than the Carnot cycle. This makes it more viable in the short term, however, due to the upper bound constraint placed on $\Delta Q$, the Carnot cycle is still the ideal solution when tasked with maximizing $\Delta W$.

With the maximum amount of heat allowed, the only way to increase $\Delta W$ beyond what is produced by two Stirling cycles, a trajectory would need to instead produce either three Carnot cycles and one Stirling cycle or five Carnot cycles. The differences between these trajectories and the one the agent produces are not trivial. Making any slight modifications to the found trajectory decreases $\Delta W$. It is only when an entire Stirling cycle is replaced with multiple Carnot cycles in a trajectory that there would be any improvement. Additionally, the reward signal used to update a policy comes from the end of a trajectory, whereas due to the repetitive nature of the non-Markovian problem, we were able to select the maximal score along the entire trajectory. Now the policy is required to produce trajectories that not only follow optimal paths but also end in optimal positions, increasing the difficulty of the Markovian problem even further.

### VI. EVOLUTIONARY LEARNING ON MARKOVIAN HEAT ENGINE

If $\Delta W$ is used as the scoring metric, the evolutionary learning method from before can also be applied to this variant of the simulated heat engine. Doing so yields trajectories with lower thermal efficiencies and less work produced compared with the gradient-based method as shown in Figs. 4(b) and (c). Similar to the gradient-based method, the gradient-free method starts it’s trajectory by producing a Stirling cycle, however it is unable to complete the second cycle. While the desired trajectory is identical to that of the non-Markovian problem, this task is a more challenging one because the cycle must be learned over and over again as the heat budget is consumed. This shows that the evolutionary learning method is not necessarily superior to the gradient-based method in all ways, but rather each approach is suited for different tasks. The gradient-based method was able to outperform the evolutionary learning method on the Markovian problem, however, it was the evolutionary learning method that was able to find the maximally efficient trajectory when applied to the non-Markovian problem. The evolutionary learning method was able to be applied to both tasks, however, because of the nature of gradient-based reinforcement learning, we could only apply it to the Markovian problem. The fact the gradient-based method finds this local maximum while the gradient-free does not supports the idea that
FIG. 5. T-S diagram for the (a) Carnot, (b) discretized Carnot, and (c) Stirling cycles. The red (dark gray) area (labelled $Q_{\text{out}}$) represents the heat removed from the system, the white area (labelled $\Delta W$) represents the work produced by the system, and the red (dark gray) and white areas together represent the heat added to the system.

Gradient-based reinforcement learning can propagate the reward assigned to specific observation–action pairs in order to produce at least a partially optimal solution. Evolutionary learning methods cannot straightforwardly make use of these specific assignments and this is likely the reason why it is outperformed by the gradient-based learning method on the Markovian problem. Although the evolutionary learning method seems to be the go-to method, being able to define a problem the way we did for the non-Markovian one is not always possible. It would be possible to make the Markovian problem easier for the gradient-based learning method, but not without providing such a high level of feedback that the problem becomes pointless to solve. For example, one could reward the gradient-based learning agent as it performs each of the correct steps in the most thermally efficient trajectory, however, this approach would only work in the case an optimal solution was known beforehand. Novelty search techniques might allow this gradient-based learning method to find the optimal trajectory, however, this would increase the computational cost of this method even further. Given that gradient-based methods are already more computationally expensive than gradient-free methods, and that the gradient-free method has already achieved the optimal result, we have chosen not to explore these options.

VII. CONCLUSIONS

Motivated by the correspondence between games and physical trajectories, we have shown that neural network-based evolutionary learning can optimize the efficiency of trajectories of classical thermodynamics. Given a set of physical processes and a path-extensive measure of efficiency, networks evolve to learn the maximally-efficient Carnot, Stirling, or Otto cycles, reproducing classic results of physics that were originally derived by application of physical insight. Given new processes, the evolutionary framework identifies solutions that when interrogated provide physical insight into the problem at hand. We have also shown that with slight modifications, gradient-based reinforcement learning can optimize the efficiency of trajectories of classical thermodynamics, although not quite as effectively.
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Appendix A: Proof of Carnot’s theorem on infinite heat bathes

Using T-S diagrams, shown in Fig. 5, the thermal efficiency of a cycle is determined by $\eta = \Delta W / (\Delta W + Q_{\text{out}})$ where $\Delta W$ is the work produced by the system and $Q_{\text{out}}$ is the heat removed from the system. Using Fig. 5(a), the thermal efficiency of the Carnot cycle is given by Eq. (5), which is independent of the minimum and maximum entropies reach by the Carnot cycle, denoted by $S_{\text{C, min}}^C$ and $S_{\text{C, max}}^C$ respectively. For cycles that operate between $S_{\text{C, min}}^C$ and $S_{\text{C, max}}^C$, since $T_c$ is the minimum temperature the system can reach, $\eta$ is maximized by maximizing $\Delta W$ and minimizing $Q_{\text{out}}$, which results in the Carnot cycle. Now consider cycles that operate outside of the entropy range $S_{\text{C, min}}^C$ to $S_{\text{C, max}}^C$, such as the ones shown in Figs. 5(b) and (c). It is impossible for the system to simultaneously be
at $T_i$ and an entropy less than $S^C_{\text{min}}$, therefore the ratio of work produced and heat removed by the system between points IV and I will be less than the Carnot cycle. Putting all these together, any cycle operating within $S^C_{\text{min}}$ and $S^C_{\text{max}}$ is at most as efficient as the Carnot cycle, and any cycle operating outside of $S^C_{\text{min}}$ and $S^C_{\text{max}}$ is less efficient, therefore Carnot’s theorem holds for infinitely many heat bathes.
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