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Abstract

Planar $\mathcal{N} = 4$ Super Yang-Mills theory appears to be a quantum integrable four-dimensional conformal theory. This has been used to find equations believed to describe its exact spectrum of anomalous dimensions. Integrability seemingly also extends to the planar space-time scattering amplitudes of the $\mathcal{N} = 4$ model, which show strong signs of Yangian invariance. However, in contradistinction to the spectral problem, this has not yet led to equations determining the exact amplitudes. We propose that the missing element is the spectral parameter, ubiquitous in integrable models. We show that it may indeed be included into recent on-shell approaches to scattering amplitude integrands, providing a natural deformation of the latter. Under some constraints, Yangian symmetry is preserved. Finally we speculate that the spectral parameter might also be the regulator of choice for controlling the infrared divergences appearing when integrating the integrands in exactly four dimensions.
1 Introduction and Overview

Despite its seeming complexity on the Lagrangian level the maximally supersymmetric Yang-Mills theory ($\mathcal{N} = 4$ SYM) [1] might be the simplest interacting four-dimensional quantum field theory known. Its global Poincaré symmetry is maximally enhanced to the $\mathcal{N} = 4$ superconformal symmetry group generated by the super-algebra $\mathfrak{psu}(2,2|4)$. Excitingly, this Yang-Mills model with local gauge symmetry group $SU(N)$ appears to be integrable in 't Hooft’s planar $N \to \infty$ limit. This property has been instrumental for finding closed equations for the exact spectrum of planar anomalous dimensions of local gauge invariant composite operators. These equations then also determine the exact planar two-point correlation functions of the theory. The key to this solution lies in a reformulation as an integrable one-dimensional system exhibiting features of both quantum spin chains as well as two-dimensional sigma models. The refined formalism of the Quantum Inverse Scattering Method centered around the Yang-Baxter equation could then be applied to find the spectrum exactly in the 't Hooft coupling constant $\lambda = g_{YM}^2 \sqrt{N}$. See [2] for a recent, fairly up-to-date review. Indeed integrability here accounts for an extension of the superconformal symmetry to an infinite-dimensional algebra of Yangian type.

Integrability, being a property of the large $N$ planar theory, is not visible at the Lagrangian level, where only the classical superconformal symmetry $\mathfrak{psu}(2,2|4)$ is implemented. Instead it manifests itself at the level of “observables”. By these we mean any gauge invariant expectation value of the quantum field theory such as an $n$-point function of local operators, a vacuum expectation value of a Wilson loop operator or, in further abuse of the word, a scattering amplitude. So far there is no universal integrability theory for all such observables of $\mathcal{N} = 4$ SYM available. In this work we focus on the sector of scattering amplitudes, explaining and extending the results of a recent letter of ours [3].

There have been spectacular advances in the structural understanding and computation of planar scattering amplitudes in $\mathcal{N} = 4$ SYM in recent years. In particular the development of novel techniques in the form of on-shell recursion relations for the determination of tree-level amplitudes [4] and on-shell super-amplitudes [5] along with the method of generalized unitarity applied to one and higher-loop amplitudes [6] have led to the analytic construction of all tree-amplitudes in closed form [7] and to many high-multiplicity and high-loop results (for recent reviews see [8]). Scattering amplitudes in $\mathcal{N} = 4$ SYM enjoy a dual superconformal symmetry [9] reflecting the duality of amplitudes to light-like polygonal Wilson loops [10]. The dual $AdS_5 \times S^5$ string theory explanation at strong coupling of this symmetry was provided in terms of a combination of bosonic and fermionic T-dualities [11]. In fact these developments have led to the, in principle, exact construction of the four and five-gluon scattering amplitudes at all orders in $\lambda$, where the conjectured exact cusp anomalous dimension [12] enters as an input, however. The closure of the ordinary and dual superconformal symmetry algebras leads to the Yangian symmetry algebra $Y[\mathfrak{psu}(2,2|4)]$ under which tree-level super-amplitudes are invariant [13] for non-collinear external momenta [14]. Yangian algebras are infinite-dimensional Hopf algebras with a level structure (algebra filtration) built upon a semi-simple Lie algebra or super-algebra at level zero. They are a manifestation of integrability. At the one-loop level a complicated deformation of the Yangian generators arises [15]. It appears that the Yangian algebraic structure is deeply connected to the Grassmannian formulation of tree-level scattering amplitudes which was pioneered in [16,17]. This formulation solves the super BCFW recursion relation, it is Yangian invariant and even unique under certain assumptions [18,20]. Further developments led to the construction of the all-loop integrand for any super-amplitude upon employing a conjectured generalized all-loop BCFW recursion relation going beyond the tree-level case [21,22]. In the remarkable recent work [23] a novel way of constructing amplitudes in terms of on-shell diagrams was put forward. These on-shell diagrams may be built up
as planar graphs starting from two types of trivalent (=cubic) vertices representing the maximally helicity violating (MHV) and anti-MHV three-particle super-amplitudes. The graph edges correspond to cut propagators, i.e. they involve one-dimensional delta functions putting the carried momenta on-shell. Finally all internal bosonic and fermionic degrees of freedom are integrated over. At first sight this construction leads to an increase in the complexity of calculating amplitudes, for example the four-point MHV tree-level amplitude is given by a one-loop on-shell box diagram, whereas the one off-shell loop correction is represented via a five-loop on-shell diagram. However, if true it yields an interesting constructive way of obtaining the entire $S$-matrix of $\mathcal{N} = 4$ SYM from on-shell data alone. Furthermore the work of \cite{23} yields unexpected connections to mathematical structures such as the positive Grassmannian and cluster algebras, ubiquitous in modern mathematical physics.

In the present paper we aim at unifying these developments with the observation of Zwiebel \cite{24} who connected the tree-level four-point MHV scattering amplitude to the one-loop dilatation operator of $\mathcal{N} = 4$ SYM. The latter being the Hamiltonian of an integrable spin-chain is generated by an $\mathcal{R}$-matrix satisfying the Yang-Baxter equation, the cornerstone of the Quantum Inverse Scattering Method, see e.g. \cite{25}. Indeed from this viewpoint a Yangian symmetry algebra is not the starting point but rather a consequence of the existence of an $\mathcal{R}$-matrix with the monodromy matrix encapsulating the Yangian algebra. Motivated by this we consider the Yang-Baxter equation for the scattering amplitude problem which operates on the triple tensor product of one fundamental and two $\mathcal{N} = 4$ super-oscillator realizations of $\mathfrak{gl}(4\mid 4)$ corresponding to the on-shell degrees of freedom of external legs. In the scattering problem, these oscillators correspond to either the on-shell chiral superspace spinors parametrizing the momentum and helicity degrees of freedom, or alternatively their “quarter” Fourier transforms to super-twistor space variables. The matrix elements of the well-known $\mathcal{R}$-matrix intertwining two oscillator $\mathfrak{gl}(N\mid M)$ representations are found explicitly. They may also be encoded in a kernel, which turns out to take the form of a $2 \rightarrow 2$ scattering amplitude in the Grassmannian formulation deformed by three complex parameters. We call this object the harmonic $\mathcal{R}$-matrix. The parameters in turn are identified with deformed complex helicities of the on-shell legs subject to certain conservation conditions. Even more we show that there is yet a more fundamental level of these findings building upon a deformation of the “atoms” of the on-shell diagram construction of \cite{23}. They correspond to matrix kernels spectrally deforming the $2 \rightarrow 1$ (MHV$_3$) and $1 \rightarrow 2$ (MHV$_3$) three-particle scattering amplitudes. These “three-point harmonic $\mathcal{R}$-matrices” may then be inserted into the suitably generalized on-shell diagram constructions of \cite{23} via a box diagram, and one indeed recovers the $2 \rightarrow 2$ harmonic $\mathcal{R}$-matrix. Finally, unifying the on-shell diagram constructions of \cite{23} with our spectral parameter deformation leads us to the formulation of generalized Yang-Baxter equations for a “generalized” $\mathcal{R}$-matrix with $k$ incoming and $n - k$ outgoing particles.

While the spectral parameter deformation of amplitudes we report on surely represents an interesting mathematical structure in itself, two pressing questions arise. What is the physical interpretation of the deformation, and what is its practical use, if any? Here we can offer an insight already reported on in our letter \cite{3}. As discussed above the methods of \cite{21, 23} allow for the in principle general construction of unregulated off-shell loop integrals using the generalized BCFW recursion and the on-shell diagrammatics. Due to the IR divergencies present in these integrals these, however, are generically ill-defined and from that perspective useless unless a regulating prescription is provided. Traditionally dimensional reduction is used. For $\mathcal{N} = 4$ SYM, a natural alternative is the Higgs regulator of \cite{26}, which has recently been introduced and successfully employed in \cite{27}. See also the further, novel dual-superconformally invariant regulator proposed in \cite{28}. While dimensional regularization breaks all conformal symmetries of the theory, the Higgs regulator of \cite{26} and the recently proposed IR regulator of \cite{28} preserve (ex-
tended) dual conformal symmetry. All three prescriptions, however, obviously break standard conformal symmetry through the introduction of a novel scale. Improving on this, we provide initial evidence that the amplitudes suitably deformed by a spectral parameter regulate the theory while preserving the full superconformal symmetry. In particular, the regulating scale is not externally introduced, but rather automatically tuned by the external kinematical data. We demonstrate this mechanism for the concrete example of the one-loop correction to the MHV$_4$ amplitude. Here the spectral parameter deformation applied to the on-shell diagram formalism leads to an analytic regularization of the one-loop box integral induced by the deformed helicities of external and internal particles. This is exciting and certainly merits further studies.

Somewhat ironically, our specific choice of spectral regulator does break dual conformal invariance. However, this is not necessarily a problem, and there are two potential, distinct ways out. Firstly, dual conformal invariance was an “unexpected” symmetry in the first place, and there is no physical reason for it to hold exactly. In this context one should note that while integrable spin chains are certainly based on an underlying Yangian algebraic structure, the spectrum of spin chains is not Yangian invariant, i.e. the integrable Hamiltonian does not commute with the Yangian generators. Secondly, as we will show, there is a way to choose the spectral parameters to obtain Yangian invariant deformations of on-shell diagrams for integrands. Interestingly, the corresponding choice then renders the integrals infrared divergent. However, it is possible that the divergence is a global one sitting in front of a properly defined deformed all-loop amplitude, which might well render it manageable.

The paper is organized as follows. In section 2 we explain how to solve the Yang-Baxter equation for the cases of present interest. Section 2.1 explains the general method, and introduces suitable Schwinger-type oscillators useful for both the spectral problem as well as for scattering amplitudes. Section 2.2 is somewhat outside the main line of development, and illustrates the method of section 2.1 with a novel derivation of the known R-matrix of the $\mathcal{N}=4$ one-loop spectral problem in the oscillator basis. In section 2.3 we solve the Yang-Baxter equation in the form of a Graßmannian integral, providing, as shown in section 2.4, the sought deformation of the tree-level MHV$_4$ amplitude. In section 3 we find analogous deformations of the Hodges-type on-shell three-point vertices [29], show that they satisfy certain bootstrap equations familiar from the theory of two-dimensional integrable quantum field theories and relate the spectral parameters to representation labels. We also demonstrate in section 3.3 that four suitably deformed three-point vertices may be combined to recover the deformed four-point amplitude of section 2.4 in natural generalization of the undeformed case. In section 4 we study generic on-shell diagrams. After a succinct discussion of the rather involved undeformed formalism in section 4.2, we explain in section 4.3 that the construction of [23] again very naturally lifts to our deformation. We also find in section 4.5 that certain graphic “moves” inherent to the on-shell formalism remain valid under the deformation, after implementing certain restrictions on the allowed set of spectral parameters. In section 5 we study the all-important issue of the symmetries of our deformation. We find that locally, i.e. on the level of the Lie-algebra, superconformal symmetry survives the deformation. Excitingly, the full Yangian symmetry may also be maintained, if the same restrictions on the set of spectral parameters found in 4.5 hold. Finally, in section 6 we explain in some detail our findings on the spectral regularization of the one-loop four-point amplitude already reported in 3. As already mentioned, the regularization is superconformally invariant, but “mildly” breaks dual conformal invariance. Some further technical issues are delegated to three appendices.
2 R-Matrices, Spin Chains, and Amplitudes

2.1 Yang-Baxter Equation, R-Matrices, and Oscillator Realizations

In this section we construct $\mathfrak{gl}(N|M)$ invariant solutions to the Yang-Baxter equation corresponding to so-called oscillator realizations reviewed below. These solutions, called R-matrices, are obtained as intertwiners of two such realizations. Expressions for R-matrices of this type have been known for some time and were derived as part of the Quantum Inverse Scattering Method program, see [30], and are well understood in the framework of quantum groups [31]. They take the form

$$R_{12}(z) = (-1)^J \frac{\Gamma(J+1+z)}{\Gamma(J+1-z)}, \quad C_2 = J(J+1),$$

(1)

where $C_2$ is the quadratic Casimir operator. This expression first appeared in [30] as an interwiner of $\mathfrak{sl}(2)$ highest weight representations and is the relevant R-matrix for the 1-loop integrable spin-chain in planar $\mathcal{N} = 4$ SYM [32]. Here we will write these R-matrices in two alternative forms more suitable for our purposes, namely the so-called “harmonic action” form as well as the Graßmannian integral form. The former is particularly convenient to act on spin-chain states and allows for a first principles derivation of the harmonic action form of the Hamiltonian presented in [33]. The latter can be interpreted as a deformation of the four-point tree-level amplitude in $\mathcal{N} = 4$ SYM.

Let us start by recalling some basic facts about the Yang-Baxter equation

$$R_{23}(z_2)R_{13}(z_2)R_{12}(z_2 - z_1) = R_{12}(z_2 - z_1)R_{13}(z_2)R_{23}(z_1).$$

(2)

In (2) $R_{ij}(z)$ are linear operators acting on the tensor product of three vector spaces $V_i \otimes V_2 \otimes V_3$ and each $R_{ij}(z)$ acts non-trivially only on $V_i \otimes V_j$. The parameter $z$ takes complex values and is called spectral parameter. This equation plays a central role in the theory of quantum integrable models. It can be interpreted as a factorization condition for multiparticle scattering in 1+1 dimensions, where the R-matrix is regarded as a two-particle scattering matrix. In this case the spectral parameter is related to the rapidity of the two dimensional on-shell particle. In an integrable system the order in which particles scatter does not matter, the three-particle scattering can be written in two different orders and the result does not depend on which of the two we choose. The graphical representation of (2) is presented in figure 1.

![Figure 1: Yang-Baxter equation.](image_url)

The Yang-Baxter equation (2) is an over-determined system of equations and there is no known complete classification of its solutions. Luckily, there are recipes to systematically construct solutions of (2). The basic idea is to characterize R-operators as solutions to some linear equation. Let us see how this works in the case of our interest. Let $V_3 = \mathbb{C}^{N|M}$ correspond to the fundamental representation of...
\( \mathfrak{gl}(N|M) \) and take
\[
\mathbb{R}_{i3}(z) \mapsto \mathbf{L}_i(z) := z \mathbf{1} + \sum_{A,B} (-1)^B J_{1B}^A e_A^B, \quad \mathbb{R}_{12}(z) \mapsto \mathbf{R}_{12}(z), \tag{3}
\]
where \( A \) and \( B \) are \( \mathfrak{gl}(N|M) \) indices, \( A, B = 1, \ldots, N|N+1, \ldots, N+M \) and \( (-1)^B \) encodes grading. Here \( J_{1B}^A \) are the generators of the \( \mathfrak{gl}(N|M) \) algebra written in the representation \( i \) and \( e_A^B \) are the generators in the fundamental representation. The choice of \( \mathbb{R}_{i3} \) in (3) corresponds to a specific representation of the Yangian algebra \( Y(\mathfrak{gl}(N|M)) \), see e. g. [33] for more details.

After the substitution (3), the Yang-Baxter equation (2) becomes a linear equation for the \( R \)-matrix \( \mathbf{R}_{12} \). According to standard procedure, after expanding this equation in e. g. \( z_1 \) and asking for its validity for every spectral parameter, we are left with two equations. One of them encodes the \( \mathfrak{gl}(N|M) \) invariance of the \( R \)-matrix
\[
[\mathbf{R}_{12}(z), J_1 + J_2] = 0, \tag{4}
\]
while the other reads
\[
\sum_B \left( (-1)^B \mathbf{R}_{12}(z) J_{1B}^A J_{2C}^B - (-1)^B J_{2B}^A J_{1C}^B \mathbf{R}_{12}(z) \right) = z \left( J_{1C}^A \mathbf{R}_{12}(z) - \mathbf{R}_{12}(z) J_{1C}^A \right). \tag{5}
\]
If \( \mathbf{R}_{12}(z) \) satisfies (4) and (5) also \( \rho(z) \mathbf{R}_{12}(z) \) does, where \( \rho(z) \) is any function of \( z \). In order to further restrict this freedom one can impose the unitarity condition
\[
\mathbf{R}_{12}(z) \mathbf{R}_{21}(-z) = 1. \tag{6}
\]
However, note that this still does not completely fix the normalization \( \rho(z) \).

The remaining part of this section is devoted to finding the solution of equations (4) and (5) in the case when spaces labelled 1 and 2 in (2) correspond to oscillator realizations that we are now going to describe. The idea of oscillator realizations apparently goes back to J. Schwinger. For the \( N = 4 \) SYM case it was first introduced by [35]. The bilinear combinations
\[
J_B^A = \tilde{a}^A a_B, \tag{7}
\]
satisfy the \( \mathfrak{gl}(N|M) \) commutation relations
\[
[J_B^A, J_D^C] = \delta_D^B J_B^A - (-1)^{(A+B)(C+D)} \delta_D^A J_B^C, \tag{8}
\]
provided that \( \tilde{a}^A, a_B \) satisfy the graded Heisenberg algebra
\[
[a_A, \tilde{a}^B] = \delta_A^B, \quad [a_A, a_B] = 0, \quad [\tilde{a}^A, \tilde{a}^B] = 0. \tag{9}
\]
Notice that the element \( C := \frac{1}{2} \sum_C \tilde{a}^C a_C \) is central, i. e. it commutes with all \( \mathfrak{gl}(N|M) \) generators (7). The next step is to choose a representation of the Heisenberg algebra. Upon using Fock space representations, oscillator realizations are particularly convenient to describe unitary highest weight representations of \( u(n, \bar{n}|m + \bar{m}) \). Let us rename the oscillators as
\[
(\tilde{a}^\Lambda, a_\Lambda) := (\tilde{a}^A, a_A), \quad (\tilde{b}^\Lambda, b^\Lambda) := (a_\bar{\Lambda}, (-1)^\bar{\Lambda} \tilde{a}^{\bar{\Lambda}}), \tag{10}
\]
where we split indices into two sets
\[
A, B, \ldots \in \{1, \ldots, n \mid N+1, \ldots, N+m \}, \quad \bar{A}, \bar{B}, \ldots \in \{n+1, \ldots, N \mid N+m+1, \ldots, N+M \}. \tag{11}
\]
The new oscillators satisfy again the Heisenberg algebra. The redefinition (10) is known in the condensed matter literature as a particle-hole transformation. It also plays an important role in the context of scattering amplitudes. After this transformation, the \( \mathfrak{gl}(N|M) \) generators (7) read

\[
\left( \begin{array}{cc}
J^A_B & J^A_B \\
J^A_B & J^A_B
\end{array} \right) = \left( \begin{array}{cc}
a^A a_B & a^A b_B \\
-(1)^B b^A a_B & -(1)^B(1+B) b_B b^A - (1)^B \delta^A_B
\end{array} \right),
\]

and

\[
C = \frac{1}{2} \left( a^A a_A - b_A b^A - \hat{n} + \hat{m} \right).
\]

Next we introduce a Fock vacuum

\[
a_A |0\rangle = 0, \quad b^A |0\rangle = 0.
\]

The Fock space \( \mathcal{F} \) is generated by the repeated action of the creation operators \( \tilde{a}^A, \tilde{b}_A \) on the Fock vacuum. An important feature of such representations is that they are not irreducible. Irreducible representations are labelled by eigenvalues of \( C \) denoted by \( \pm \frac{1}{2} \) in the following. Accordingly, the Fock space decomposes as

\[
\mathcal{F} = \bigoplus_s \mathcal{V}_s, \quad \mathcal{V}_s := \left\{ \prod_{i=1}^{n_a} \prod_{j=1}^{n_b} \tilde{a}^A_i \tilde{b}_j |0\rangle : n_a - n_b = \hat{n} + \hat{m} = s \right\}.
\]

Notice that each \( \mathcal{V}_s \) is infinite dimensional as long as both \( n \) and \( \hat{n} \) are different from zero. In this case \( \mathcal{V}_s \) coincides with the totally symmetric\(^1\) representations of \( u(N|M) \). A second important feature of these representations is that the tensor product \( \mathcal{V}_{s_1} \otimes \mathcal{V}_{s_2} \) is multiplicity free.

We conclude this part with some remarks on the specific case of \( \mathfrak{psu}(2,2|4) \), which is relevant for \( \mathcal{N} = 4 \text{ SYM} \). It is obtained from \( u(2,2|4) \) by removing two generators. The first, called central charge, commutes with all the generators of \( u(2,2|4) \) and appears on the right hand side of the commutation relations. In the case of oscillator realizations this generator coincides with the central element \( C \) defined in (13). The second, referred to as hypercharge, acts as an automorphism of the algebra. It never appears on the right hand side of the commutation relation. For this reason there exist \( \mathfrak{psu}(2,2|4) \) invariants that are not invariant under the action of the hypercharge.

In the context of scattering amplitudes the generators of the Heisenberg algebra can be realized as differential operators as follows

\[ a^A \sim \lambda^a, \quad \tilde{b}_A \sim \left( \tilde{\lambda}^\alpha, \eta^A \right), \quad a_A \sim \frac{\partial}{\partial \lambda^a}, \quad b^A \sim \left( \frac{\partial}{\partial \lambda^a}, \frac{\partial}{\partial \eta^A} \right) \]

acting on the super-helicity spinor space. See section 5 for more details. This superspace is chiral as the fermionic coordinates \( \eta \) pair up with \( \tilde{\lambda} \) rather than \( \lambda \). Functions, or more generally distributions, on \( p \) copies of this space can be characterized by eigenvalues of \( C \), see (13), as

\[
f(\{u_i \lambda_i, u_i^{-1} \tilde{\lambda}_i, u_i^{-1} \eta_i\}) = u_i^{-2h_1} \cdots u_i^{-2h_p} f(\{\lambda_i, \tilde{\lambda}_i, \eta_i\}), \quad u_i \in \mathbb{C}^*.
\]

\(^1\)Here symmetrization of indices is understood as symmetrization over bosonic indices and antisymmetrization over fermionic ones.
One calls the numbers \( h_i \) super-helicities. They are connected to the eigenvalues of \( C_i \) as \( c_i = \frac{h_i}{2} = 1 - h_i \). For scattering amplitudes in \( \mathcal{N} = 4 \) SYM the central charge vanishes for each particle, in other words \( h_i = 1 \). In the present work this condition will be relaxed. The hypercharge \( B := \frac{1}{2} \sum_i h_i \) measures the deviation of the super-amplitudes from being maximally helicity violating (MHV). More precisely \( B = 4 + 2k \) for \( N^k \) MHV super-amplitudes.

### 2.2 Harmonic Action Form of the R-Matrix and the \( \mathcal{N} = 4 \) Spin Chain

To illustrate the use of the Yang-Baxter equation, we present a small intermezzo somewhat outside the main scope of this paper, and directly derive the “harmonic action” form of the \( \mathcal{N} = 4 \) SYM one-loop Hamiltonian introduced in [33]. It shows its great usefulness for finding the spectrum of the spin chain that emerges in the spectral problem of \( \mathcal{N} = 4 \) SYM. Corresponding to an integrable nearest neighbor Hamiltonian density, one should be able to obtain its form by taking a logarithmic derivative of a suitable R-matrix, see [25]. In this section we then rederive this well-known R-matrix by solving the Yang-Baxter equation (2), finding again (1), but expressed directly in the oscillator basis.

In order to solve the Yang-Baxter equation we introduce a family of operators which acts on the tensor product of two Fock spaces \( \mathcal{F} \). Such operators are manifestly invariant under the \( \mathfrak{gl}(n|m) \oplus \mathfrak{gl}(\tilde{n}|\tilde{m}) \) subalgebra of \( \mathfrak{gl}(N|M) \) and are given by\(^2\)

\[
\text{Hop}_{k,l,m,n} = \frac{\binom{2A_1}{k} \binom{2B_1}{l} \binom{A_2}{m} \binom{B_2}{n}}{k! l! m! n!} \exp \left(\sum_{A \in \{a, \bar{a}\}} \frac{1}{2} \sum_{i,j} \frac{\partial^2}{\partial z_i \partial \bar{z}_j} \right)
\]

where \( : (\ldots) : \) denotes normal ordering and the indices 1, 2 refer to the two copies of the Fock space. It is easy to check that the action of these operators boils down to moving \( k + l \) oscillators from the first side to the second, and \( m + n \) oscillators in opposite direction\(^3\). For this reason we refer to such operators as “hopping operators”.

Any \( \mathfrak{gl}(N|M) \) invariant operator on \( \mathcal{F} \otimes \mathcal{F} \) can be expressed as a linear combination of hopping operators. The coefficients of this expansion are functions of \( C_1, C_2, \) see (13), and of \( N \), which is the total number operator. Invariance under \( \mathfrak{gl}(N|M) \), in particular under the off diagonal generators in (12), further restricts these coefficients. In general, we do not have to assume that the representations are identical in both spaces, i.e. that the eigenvalues of \( C_1 \) and \( C_2 \), denoted by \( \frac{2m}{2s} \) and \( \frac{2m'}{2s'} \), are the same. Nevertheless, in this section we focus our attention only on the case \( s_1 = s_2 \). In particular, only in that case the R-matrix we construct possesses the so-called regularity properties, namely \( R_{12}(0) = P_{12} \) with \( P_{12} \) being the graded permutation of two spaces. This allows to extract the Hamiltonian density \( H_{12} \) as \( R_{12}(z) = P_{12}(1 + z H_{12} + O(z^2)) \).

As pointed out in the previous section, the Yang-Baxter equation encodes two equations. The first, expressing \( \mathfrak{gl}(M|N) \) invariance of the R-matrix (4), is solved by expanding the R-matrix in the hopping operators. See [36], where these hopping operators are also employed.

\(^2\)This formalism has been developed in joint discussions with Rouven Frassek. See [36], where these hopping operators are also employed.

\(^3\)To be more precise a chiral half of \( \text{Hop} \) acts as follows:

\[
\text{hop}_{k,m} \quad a_{p_1}^{\alpha_1} \ldots a_{p_n}^{\alpha_n} |0,0\rangle = \sum_{\{p'_1, \ldots, p'_{n'_a}\}} \quad a_{p'_1}^{\alpha'_1} \ldots a_{p'_{n'_a}}^{\alpha'_{n'_a}} |0,0\rangle,
\]

where \( p \in \{1, 2\} \) and the sum runs over all \( \{p'_1, \ldots, p'_{n'_a}\} \) that differ from \( \{p_1, \ldots, p_{n_a}\} \) by changing exactly \( k \) indices from \( p_i = 1 \) to \( p'_i = 2 \) and \( m \) indices from \( p_i = 2 \) to \( p'_i = 1 \).
basis as

$$ R_{12}(z) = \sum_{k,l,m,n} \alpha_{k,l,m,n}^{(N)} \text{Hop}_{k,l,m,n} $$

(20)

and imposing, with $I := \frac{k+l+n+m}{2}$,

$$ \alpha_{k,l,m,n}^{(N)} = \delta_{k+n,l+m} (-1)^{(k+l)(m+n)} \alpha_{k+l+n+m}^{(N)} , \quad \alpha_{I}^{(N+2)} + \alpha_{I+1}^{(N+2)} = \alpha_{I}^{(N)} . $$

(21)

Notice that $N$ is always even in the present situation. The fact that (21) ensures invariance of the R-matrix can be checked by direct calculations similar to the one in the appendix of [33].

The second equation takes the form (5), where the $\text{gl}(N|\bar{M})$ generators are taken as in (12). As (5) is $\text{gl}(N|\bar{M})$ covariant and the R-matrix is $\text{gl}(N|\bar{M})$ invariant, it is sufficient to solve for a single component of (5). Without loss of generality we restrict the open indices in (5) to correspond to the diagonal blocks in (12). After normal ordering the oscillators appearing in the resulting expression one finds that (5) is satisfied if and only if

$$ \alpha_{I}^{(N)} = \rho(z) \left( -\frac{I}{I - \frac{1}{2}N - z} \right) , $$

(22)

where $\rho(z)$ is any function of the spectral parameter. We further require that the R-matrix satisfies the unitarity relation (6). A solution is given by

$$ \rho(z) = \Gamma(1 + z) \Gamma(1 - z) . $$

(24)

The final form of the R-matrix is

$$ R_{12}(z) = \sum_{I=0}^{\infty} \frac{(-1)^{I+\frac{1}{2}N} \Gamma(I+1)}{\Gamma(I+1-z-\frac{1}{2}N) \Gamma(z+\frac{1}{2}N+1)} \text{Hop}_{I} , $$

(25)

where

$$ \text{Hop}_{I} := \sum_{k,l,m,n} (-1)^{(k+l)(m+n)} \delta_{k+n,l+m} \delta_{m+l,I} \text{Hop}_{k,l,m,n} . $$

(26)

One can easily check that the constructed R-matrix possesses the regularity property

$$ R_{12}(0) = \text{Hop}_{a_{1}b_{1},a_{2}b_{2}} = P_{12} , $$

(27)

where $P_{12}$ is the graded permutation acting on the tensor product of the two spaces.

The integrable Hamiltonian density is then obtained as usually by evaluating the logarithmic derivative of the R-matrix at $z = 0$. Applying this recipe to (25) we find

$$ H_{12} = -h(\frac{1}{2}N) + \sum_{I=1}^{\infty} \frac{\Gamma(I) \Gamma(1 + \frac{1}{2}N - I)}{\Gamma(1 + \frac{1}{2}N)} \text{Hop}_{I} , $$

(28)
where \( h(j) \) are harmonic numbers defined as \( h(j) = \sum_{k=1}^{j} \frac{1}{k} \). We may now compare \((29)\) to the result in \([23]\). Let us notice that the action of any \( \text{Hop}_{k,l,m,n} \) changes the oscillator numbers as

\[
(n_{a_1}, n_{b_1}, n_{a_2}, n_{b_2}) \xrightarrow{\text{Hop}_{k,l,m,n}} (n_{a_1} - k + m, n_{b_1} - l + n, n_{a_2} - m + k, n_{b_2} - n + l). \tag{29}
\]

Then the labels of representations are equal to \( s_1 = n_{a_1} - n_{b_1} - \hat{n} + \hat{m} \) and \( s_2 = n_{a_2} - n_{b_2} - \hat{n} + \hat{m} \) before and after the action of \( \text{Hop} \), provided that \( k + n = m + l \). This is analogous to the central charge condition in the harmonic action formula. Thus our result reproduces the harmonic action form of the Hamiltonian, up to an overall minus sign.

### 2.3 Grassmannian Form of the R-Matrix

After this successful warm-up, let us return to the main focus of our paper. As announced at the beginning of this section, the Yang-Baxter equation can also be solved using yet another formalism, namely the Grassmannian approach. It conveniently establishes a direct relation between integrability and the scattering amplitudes of \( \mathcal{N} = 4 \) SYM. Indeed, the kernel of the resulting R-matrix turns out to be a deformation of the tree-level four-point MHV amplitude. A first hint at such a connection was discovered in \([24]\), where the complete one-loop dilatation operator of the \( \mathcal{N} = 4 \) model was related to its tree-level scattering amplitudes. In particular, the one-loop Hamiltonian of the nearest-neighbor spin chain encoding the spectral problem was shown to be technically related to the tree-level four-point amplitude. In order to deepen and precise this relation, we will use a formalism for the tree-level scattering amplitudes first proposed in \([16]\), where the leading singularities of the \( \mathcal{N} = 4 \) SYM \( N^{k-2} \) MHV \( n \)-point amplitudes were described by a Grassmannian integral in twistor space. Since then, the formalism has been considerably refined, resulting in a reformulation of tree- and loop-level amplitudes in terms of Grassmannian integrals and rather powerful on-shell diagrammatic techniques \([23]\). Let us briefly review this approach. The general, formal Grassmannian integral relevant to scattering amplitudes, after fixing a certain \( \text{GL}(k) \) symmetry \([16]\), reads

\[
\mathcal{G}_{n,k} = \int \frac{\prod_{a=1}^{k} \prod_{i=k+1}^{n} dc_{ai}}{(1 \ldots k)(2 \ldots k + 1) \ldots (n \ldots n + k - 1)} \prod_{a=1}^{k} \delta^{4|4} \left( Z^A_a - \sum_{i=k+1}^{n} c_{ai} Z^A_i \right), \tag{30}
\]

where \( Z^A_i \) are the super-twistor variables \( Z^A_i = (\tilde{\mu}^i, \tilde{\lambda}_i^0, \eta_i^A) \), with \( \tilde{\mu}^i \) the Fourier conjugate to \( \lambda_i^0 \). The integration is over an (unspecified) set of contours for the, in general complex, integration variables \( c_{ai} \). The integrals \( \mathcal{G}_{n,k} \) associated to a given amplitude are labeled by the two numbers \( n \) and \( k \). Here \( n \) is the total number of external particles, and \( n - 2k \) the total helicity of the amplitude. The parameters \( c_{ai} \) are the non-trivial entries of a \( k \times n \) matrix

\[
C = \left( \begin{array}{cccc}
- c_{1,k+1} & - c_{1,k+2} & \cdots & - c_{1,n} \\
\vdots & \vdots & & \vdots \\
- c_{k,k+1} & - c_{k,k+2} & \cdots & - c_{k,n}
\end{array} \right), \tag{31}
\]

where the mentioned \( \text{GL}(k) \) symmetry allows to fix \( k^2 \) of the \( kn \) parameters of \( C \), corresponding to the trivial submatrix \( \mathbb{I}_{k \times k} \). The denominator consists of the cyclic product of the minors \( \mathcal{M}_i = (i \ldots i + 1 \ldots i + k - 1) \) (\( = k \times k \) sub determinants) of the rectangular matrix \( C \). The demonstration that this object is Yangian invariant \([18]\) was an important first hint at its connection to integrability, a link to be significantly strengthened in the following.
This requires considering a generalization of the Grassmannian integral \((30)\), as we will again be looking for appropriate solutions to the Yang-Baxter equation. To make contact with the above description, we simply relate the coordinates \(Z^A\), which for the special case of \(N = 4\) SYM are just the super-twistors defined below \((30)\), as well as their derivatives \(\frac{\partial}{\partial Z^A}\) to the Schwinger oscillators via\(^4\)

\[
a^A \leftrightarrow Z^A, \quad a_A \leftrightarrow \frac{\partial}{\partial Z^A}.
\]  

The \(\mathfrak{gl}(N|M)\) generators then become, as e.g. in \([37]\),

\[
J^A_{iB} = Z^A_i \frac{\partial}{\partial Z^B_i}, \quad (33)
\]

For the moment, the approach is purely algebraic and formal, and we avoid the issues of the appropriate reality conditions for \((32)\) and of the inner product of the states built from these variables. We would now like to show that a modified version of the Grassmannian integral \((30)\) is the formal integral kernel of the R-matrix solution to the Yang-Baxter equation \((2)\). This integral kernel \(\mathcal{R}\) of the R-matrix \(R_{12}(z)\) is defined by its action \(\circ\) on an arbitrary function \(g\) depending on two variables

\[
(R_{12}(z) \circ g)(Z_3, Z_4) := \int d^N|M Z_1 d^N|M Z_2 \mathcal{R}(z; Z_3, Z_4|Z_1, Z_2) g(Z_1, Z_2), \quad (34)
\]

where the integration domain, clearly related to the reality conditions and the inner product, is left unspecified for the moment. Note that the kernel \(\mathcal{R}\), in contradistinction to the operator \(R_{12}\), now depends on five variables, namely in addition to the spectral parameter \(z\) also on \(Z_1, Z_2\) and \(Z_3, Z_4\), which we associate, respectively, to the two incoming and two outgoing particles.

As there are many different solutions to the Yang-Baxter equation, depending on which representations of \(\mathfrak{gl}(N|M)\) we study, we need to specify the labels of representations for all four particles in order to get a particular (and ideally unique in its matrix structure) solution. For the oscillator realization discussed earlier this means that we have to specify one number \(s_i\), which is the total number of oscillators corresponding to the \(i\)-th particle. This translates, via \((32)\), to a constant degree of homogeneity \(s_i\) in the variables \(Z_i\). These representation labels \(s_i\) then serve as parameters for the R-matrix kernel. Taking into account the correct degrees of homogeneity, \((33)\) allows to turn the two equations \((4)\) and \((5)\) derived from the expansion of the Yang-Baxter equation into easily solvable differential equations for the kernel of the R-matrix.

Let us start from the \(\mathfrak{gl}(N|M)\) invariance of \(R_{12}(z)\). Translating \((4)\) via \((33)\), \((34)\) to \(\mathcal{R}(z)\), one finds, after abbreviating \(\mathcal{R}(z) := \mathcal{R}(z; Z_3, Z_4|Z_1, Z_2)\),

\[
\int d^N|M Z_1 d^N|M Z_2 \left\{ \mathcal{R}(z) \left( Z^A_1 \frac{\partial}{\partial Z^A_1} + Z^A_2 \frac{\partial}{\partial Z^A_2} \right) - \left( Z^A_3 \frac{\partial}{\partial Z^A_3} + Z^A_4 \frac{\partial}{\partial Z^A_4} \right) \right\} g(Z_1, Z_2) = 0. \quad (35)
\]

In the interest of a more compact notation, we write this in the succinct symbolic form

\[
\mathcal{R}(z) \left( Z^A_1 \frac{\partial}{\partial Z^A_1} + Z^A_2 \frac{\partial}{\partial Z^A_2} \right) - \left( Z^A_3 \frac{\partial}{\partial Z^A_3} + Z^A_4 \frac{\partial}{\partial Z^A_4} \right) \mathcal{R}(z) = 0, \quad (36)
\]

\(^4\)With respect to the convention in \((16)\) there is an additional particle-hole transformation on all 4+4 oscillators, which may be implemented by an 8-fold Fourier transform.
i.e. the integration over the kernel as well as its action on an arbitrary function \( g \) is understood. A similar and hopefully obvious short-hand notation will be used in many of the following equations in this section.

As we will do in all our calculations, we want to rewrite (35) (and thus its short form (36)) as a differential equation for the kernel \( R(z) \). We accomplish it by integrating the first two terms in (35) by parts, and find

\[
\sum_{i=1}^{4} Z_i^A \frac{\partial}{\partial Z_i} R(z) = -2(-1)^A \delta^A \delta R(z),
\]

(37)

where \((-1)^A\) encodes grading as in section 2.1. Any time we perform an integration by parts, we require that the boundary terms vanish. Inspired by the Graßmannian formulation and by the results of [19,20], we find that the most general formal solution to equation (37) can be given as a formal Graßmannian integral on a multi-contour of the form

\[
R(z) = \int \prod_{a=1,2} \prod_{i=3,4} dc_{ai} F(C) \delta^{N|M}(Z_1 - \sum_{j=3}^{4} c_{ij} Z_j) \delta^{N|M}(Z_2 - \sum_{k=3}^{4} c_{2k} Z_k),
\]

(38)

where \( F(C) \equiv F(c_{13}, c_{14}, c_{23}, c_{24}) \) is a generic function depending on the four complex parameters \( c_{13}, c_{14}, c_{23}, c_{24} \). For sake of simplicity we denote

\[
\delta_1 := \delta^{N|M}(Z_1 - c_{13} Z_3 - c_{14} Z_4), \quad \delta_2 := \delta^{N|M}(Z_2 - c_{23} Z_3 - c_{24} Z_4).
\]

(39)

We now show that the function \( F(C) \) is almost uniquely determined by imposing the known homogeneity properties as well as the Yang-Baxter equation. Homogeneity in the \( Z_i \) immediately fixes \( F(C) \) to the form

\[
F(C) = c_{13}^{\alpha - \delta} c_{14}^{\beta + \delta} c_{23}^{\gamma + \delta} c_{24}^{\delta} \tilde{f} \left( \frac{c_{13} c_{24}}{c_{14} c_{23}} \right),
\]

(40)

where now \( \tilde{f} \) is a function of just one cross-ratio instead of four variables. Clearly one of the four exponents, say \( \delta \), is arbitrary, since we can rewrite this as

\[
F(C) = c_{13}^{\alpha - \delta} c_{14}^{\beta + \delta} c_{23}^{\gamma + \delta} \left( \frac{c_{13} c_{24}}{c_{14} c_{23}} \right)^\delta \tilde{f} \left( \frac{c_{13} c_{24}}{c_{14} c_{23}} \right) =: c_{13}^{\alpha - \delta} c_{14}^{\beta + \delta} c_{23}^{\gamma + \delta} \tilde{f} \left( \frac{c_{13} c_{24}}{c_{14} c_{23}} \right),
\]

(41)

where \( f \) is again just a function of the cross-ratio. The exponents \( \alpha, \beta, \gamma \) and \( \delta \) are related to the precise degrees of homogeneity \( s_i \). These can be determined by the following four equations, differing in form for incoming and outgoing legs, respectively:

\[
R(z) Z_i^A \frac{\partial}{\partial Z_i^A} = s_i R(z), \quad i = 1, 2, \quad Z_i^A \frac{\partial}{\partial Z_i^A} R(z) = s_i R(z), \quad i = 3, 4.
\]

(42)

Let us present the explicit calculation for the case \( i = 1 \). Expressing \( R(z) \) in (42) by (38),(39) we have

\[
\int \prod_{a=1,2} \prod_{i=3,4} dc_{ai} F(C) \delta_1 \delta_2 Z_i^A \frac{\partial}{\partial Z_i^A} = s_1 \int \prod_{a=1,2} \prod_{i=3,4} dc_{ai} F(C) \delta_1 \delta_2.
\]

(43)
Interestingly, the four equations in (45), (46) do not have a solution for an action on the complex parameters $c_{ai}$ [18]. After integrating by parts, we obtain from (43)

$$\int \prod_{a=1,2} \prod_{i=3,4} dc_{ai} F(C) \left( c_{13} \frac{\partial}{\partial c_{13}} + c_{14} \frac{\partial}{\partial c_{14}} \right) \delta_1 \delta_2 = s_1 \int \prod_{a=1,2} \prod_{i=3,4} dc_{ai} F(C) \delta_1 \delta_2. \tag{44}$$

After integrating the l.h.s. by parts once more, this time w.r.t. $c_1$, we finally find

$$\alpha + \beta + 2 = -s_1. \tag{45}$$

We can proceed analogously for the other scaling operators, i.e. the cases $i = 2, 3, 4$, which provide us with the three additional equations

$$\gamma + \delta + 2 = -s_2, \quad \alpha + \gamma + 2 = -s_3, \quad \beta + \delta + 2 = -s_4. \tag{46}$$

Interestingly, the four equations in (45), (46) do not have a solution for $\alpha, \beta, \gamma, \delta$ for generic $s_1, s_2, s_3, s_4$. However, in view of (11), the three equations in (16) are easily solved as $\alpha - \delta = s_2 - s_3, \beta + \delta = -s_4 - 2, \gamma + \delta = -s_2 - 2$. This yields

$$F(C) = c_{13}^{s_2 - s_3} c_{14}^{s_4 - s_2} c_{23}^{s_2 - 2} f \left( \frac{c_{13} c_{24}}{c_{14} c_{23}} \right), \tag{47}$$

while substitution of these values into (15) leads to the following constraint on the representation labels

$$s_1 + s_2 = s_3 + s_4. \tag{48}$$

We are left with finding the function $f$ of the cross-ratio in (17). It may be fixed, up to an undetermined multiplicative function of the spectral parameter $z$, by using (15), which, as we may recall, was a direct consequence of the Yang-Baxter equation. Using the same techniques we just employed, we may derive a further equation for the kernel. After repeated integration by parts, and use of the commutation relations to rewrite the second-order operators in such a way that operators with contracted indices act on $\mathcal{R}(z)$ first, one arrives at

$$\left( Z_1^A \frac{\partial}{\partial Z_2} - Z_2^B \frac{\partial}{\partial Z_2} - Z_4^A \frac{\partial}{\partial Z_4} + Z_2^B \frac{\partial}{\partial Z_2} + (-1)^C \delta_1^A \right) \mathcal{R}(z) = 0. \tag{49}$$

Proceeding as before, after inserting the expression (15) for the kernel, the contracted differential operators in the variables $Z^A$ can again be exchanged for differential operators in the variables $c_{ai}$ when acting on the delta functions:

$$Z_2^B \frac{\partial}{\partial Z_2^B} \delta_1 \delta_2 \rightarrow -\sum_{i=3}^4 c_{2i} \frac{\partial}{\partial c_{1i}} \delta_1 \delta_2; \quad Z_3^B \frac{\partial}{\partial Z_3^B} \delta_1 \delta_2 \rightarrow \sum_{a=1}^2 c_{a4} \frac{\partial}{\partial c_{a3}} \delta_1 \delta_2. \tag{50}$$

After integration by parts in the variables $c_{ai}$ one easily arrives at an equation of the type

$$(...)^A (\partial_c \delta_1) \delta_2 + (...)^A \delta_1 (\partial_c \delta_2) = 0, \tag{51}$$
where we should recall the condensed notation (39). Since the two terms in (51) are linearly independent, the two summands have to vanish separately, implying two equations. Let us write out the first one in more detail. It reads

$$
\int \prod_{a=1,2} \prod_{i=3,4} dc_{ai} \left( c_{13} \sum_{b=1}^{2} c_{b4} \frac{\partial}{\partial c_{b3}} F(C) + (1 - z) c_{14} F(C) \right) Z_4^A \left( \frac{\partial}{\partial Z_1^a} \delta_1 \right) \delta_2 = 0, \tag{52}
$$

which can be rewritten using (47) and after defining the cross-ratio $v := \frac{c_{13}s_{14}c_{24}}{c_{14}s_{23}}$ as

$$
\int dc_{14} dc_{23} dc_{24} dv c_{13}^{s_2 - s_3} c_{14}^{-1-s_1-s_2+s_3} c_{23}^{-2-s_2} (Df(v)) Z_4^A (\partial \delta_1) \delta_2 = 0, \tag{53}
$$

where we have defined

$$
Df(v) := v (1 - v) \partial_v f(v) + (s_2 - s_3 + 1 - z - v(2 + s_2)) f(v). \tag{54}
$$

Again recalling the remark made just below (36), this simply implies

$$
Df(v) = 0. \tag{55}
$$

It fixes the function $f(v)$ up to an overall constant

$$
f(v) = C (1 - v)^{-1-s_3-z} v^{-1-s_2+s_3+z}. \tag{56}
$$

Let us now comment on the other term of (51). Repeating the same steps, we finally obtain a further equation for $f(v)$, similar to, but different from (54), (55):

$$
v (1 - v) \partial_v f(v) + (s_2 - s_3 + 1 - z - v(2 + s_2 + s_1 - s_3)) f(v) = 0. \tag{57}
$$

Matching the solution to (56), a further constraint on the representation labels emerges

$$
s_1 = s_3, \tag{58}
$$

supplementing our earlier finding (48). Clearly we then also have

$$
s_2 = s_4. \tag{59}
$$

By inserting back the result in (47) and (38) we can write down the final expression for the formal kernel of the R-matrix in the Grassmannian description

$$
\mathcal{R}(z) = \int \frac{dc_{13} dc_{14} dc_{23} dc_{24}}{c_{13} c_{24} \det C} \left( -\frac{c_{13} c_{24}}{\det C} \right)^z c_{24}^{s_1 - s_2}(\det C)^{-s_1} \delta^{N|M}(Z_1 - \sum_{k=3}^{4} c_{1k} Z_k) \delta^{N|M}(Z_2 - \sum_{k=3}^{4} c_{2k} Z_k), \tag{60}
$$

with $\det C = (c_{13} c_{24} - c_{14} c_{23})$. Let us remark that the form of the solution is unique up to the usual scalar factor, depending on the spectral parameter $z$, undetermined by the Yang-Baxter equation.

So far we did not fix the set of integration contours in our formal expression (60). However, we did make an implicit assumption in our above derivation, which was based on homogeneity assumptions and the imposition of the Yang-Baxter equation. We assumed that all boundary terms vanish when performing partial integrations. There are two cases when this holds. Either all contours are closed...
and there are no boundaries at all, or else, we have some open contours, for which the boundary terms either vanish or cancel out. The correct choice of contours depends on the precise application of the formula \((60)\). In particular, we observed that, in order to compare with the harmonic action result \((20)\), we need to put \(s_1 = s_2\), and then take a combination of these two cases. Namely, for the variables \(c_{13}, c_{23}, c_{24}\) we need to take a closed contour encircling 0, while for \(v = \frac{c_{13}c_{24}}{c_{14}c_{23}}\) we should take an open contour from 0 to 1. If instead we want to make contact with the scattering amplitude problem in \(\mathcal{N} = 4\) SYM, which will be our main application in the rest of this paper, then we have to take a closed set of contours that contains the support of all delta functions. In this case, the kernel of the R-matrix \(\mathcal{R}(z)\) is a spectral-parameter dependent deformation of the four-point tree-level amplitude, as shown in more detail in the next subsection. It would be very interesting to understand the appropriate contours necessary for these distinct applications from first principles.

2.4 Deformations of the Four-Point Amplitude in \(\mathcal{N} = 4\) SYM

In the previous section we found a general solution to the Yang-Baxter equation, which is valid for any compact or non-compact oscillator representation of \(\mathfrak{gl}(\mathcal{N}|M)\). Here we would like to specialize to the case of \(\mathfrak{gl}(4|4)\), which is the one relevant to the analysis of scattering amplitudes in \(\mathcal{N} = 4\) SYM. If we consider particles with physical helicities we should set all representation labels to \(s_i = 0\). In that case the kernel \((60)\) we just derived slightly simplifies to

\[
\mathcal{R}(z) = \int \frac{dc_{13} dc_{14} dc_{23} dc_{24}}{c_{13} c_{24} \det C} \left( - \frac{c_{13} c_{24}}{\det C} \right)^z \delta^{4|4}(Z_1 - \sum_{k=3}^{4} c_{1k} Z_k) \delta^{4|4}(Z_2 - \sum_{k=3}^{4} c_{2k} Z_k). \tag{61}
\]

In order to establish the relation with amplitudes we should return from the twistor-space to the spinor-helicity formulation, and express \((61)\) through the \((\lambda_1^\alpha, \lambda_2^\alpha, \eta^A)\) variables. This involves taking a Fourier transform on the \(\hat{\mu}\) variable\(^5\) (see appendix \(A\)), which leads to

\[
\mathcal{R}(z) = \int \frac{dc_{13} dc_{14} dc_{23} dc_{24}}{c_{13} c_{24} \det C} \left( - \frac{c_{13} c_{24}}{\det C} \right)^z \delta^4 \left( \eta_1 - \sum_{k=3}^{4} c_{1k} \eta_k \right) \delta^4 \left( \eta_2 - \sum_{k=3}^{4} c_{2k} \eta_k \right) \delta^2 \left( \lambda_1 - \sum_{k=3}^{4} c_{1k} \lambda_k \right) \delta^2 \left( \lambda_2 - \sum_{k=3}^{4} c_{2k} \lambda_k \right) \delta^2 \left( \lambda_3 - \sum_{k=1}^{2} c_{k3} \lambda_k \right) \delta^2 \left( \lambda_4 - \sum_{k=1}^{2} c_{k4} \lambda_k \right). \tag{62}
\]

As we mentioned in the previous section the integration contours are to be chosen such that the integration localizes on the support of all delta functions. This means that we can perform the integrations on the \(c_{\alpha\beta}\) variables by algebraically solving the system of constraints resulting from the complete set of delta functions. For example, if we solve the delta functions on the \(\lambda\)-variables we find

\[
\lambda_3^\alpha - c_{13} \lambda_1^\alpha - c_{23} \lambda_2^\alpha = 0 \quad \implies \quad c_{13} = \frac{\langle 32 \rangle}{\langle 12 \rangle}, \quad c_{23} = \frac{\langle 31 \rangle}{\langle 21 \rangle}, \tag{63}
\]

\[
\lambda_2^\alpha - c_{14} \lambda_1^\alpha - c_{24} \lambda_2^\alpha = 0 \quad \implies \quad c_{14} = \frac{\langle 42 \rangle}{\langle 12 \rangle}, \quad c_{24} = \frac{\langle 41 \rangle}{\langle 21 \rangle}. \tag{64}
\]

\(^5\)In our procedure we consider two incoming and two outgoing particles, instead of all incoming as is common in the amplitude literature.
where $\langle ij \rangle = \lambda_i^\alpha \lambda_j^\beta$. By substituting these expressions for the $c_{ai}$ back into (62), we finally arrive at

$$R(z) = \left( -\langle 23 \rangle \langle 41 \rangle \right)^z \frac{\delta^4(p)\delta^8(q)}{\langle 12 \rangle \langle 23 \rangle \langle 34 \rangle \langle 41 \rangle} = \left( -\frac{t}{s} \right)^z \mathcal{A}^\text{MHV}_4, \tag{65}$$

where $s = (p_1 + p_2)^2 = (p_3 + p_4)^2$ and $t = (p_2 - p_3)^2 = (p_1 - p_4)^2$ are the Mandelstam variables and we have used standard notation for momentum conserving delta functions in the spinor-helicity formalism. Specifically, we have

$$p_i^{\alpha \dot{\alpha}} = \lambda_i^\alpha \lambda_i^{\dot{\alpha}}, \quad q_i^{\alpha A} = \lambda_i^\alpha \eta_{i, A}, \quad 2p_i \cdot p_j = \langle ij \rangle \langle ji \rangle, \tag{66}$$

and

$$\delta^4(p) = \delta^4 (p_1 + p_2 - p_3 - p_4), \quad \delta^8(q) = \delta^8 (q_1 + q_2 - q_3 - q_4). \tag{67}$$

$R(z)$ in (65) is the $\mathcal{N} = 4$ SYM four-point tree-level MHV amplitude deformed by a spectral parameter $z$ dependent factor. By construction, it is a solution of the Yang-Baxter equation, and therefore establishes a direct connection between integrability and scattering amplitudes.

### 3 Three-Point Harmonic R-Matrices

#### 3.1 Preliminary Remarks

As was pointed out and stressed in [23], in the on-shell approach to Yang-Mills massless scattering the four-point amplitude is not the most elementary building block. It should be replaced by the MHV and MHV three-point amplitudes, even though these are not compatible with momentum conservation in $\mathbb{R}^{1,3}$. If this is the case, an interesting and conceptually fundamental question arises in light of our above interpretation of the deformed four-point amplitude of $\mathcal{N} = 4$ SYM as the kernel of an R-matrix. Namely, one is led to conjecture that this deformed amplitude should then likewise be composed of deformed three-point MHV and MHV amplitudes. Furthermore, the latter should correspond to the kernels of some linear operators one might want to christen “three-point R-matrices”. In this section we will constructively prove this conjecture, calling the sought deformations $R_*$ and $R_\circ$.

Naively, one might immediately discard the existence of “three-point R-matrices” from the following argument. In integrable models, particle production and annihilation is forbidden, as the momenta of scattering constituents are individually conserved. However, we should not confuse the “world-sheet momenta” of the underlying two-dimensional integrable model with the “target-space momenta” of the four-dimensional gauge theory. The former are associated to the spectral parameter, a quantity which will be related to helicity and central charge, and the latter to the actual on-shell space-time momenta. Furthermore, even in two-dimensional models three-vertices have appeared in the form of bootstrap equations: bound state formation is possible also in two-dimensional integrable models. As the scattering momenta may be complex, an e.g. “outgoing” bound state carrying a single momentum label might form from two complex “incoming” momenta. Pictorially, we just merge two of the four lines of the four-point R-matrix into one, ending up with a three-point R-matrix.

In the following derivations we focus on $R_*$, the deformation of the MHV amplitude, but analogous considerations are valid for $R_\circ$. We will show that the deformations we are looking for can be constructed using two distinct methods. For one, unlike the above four-point case, the requirements of super-Poincaré invariance and homogeneity degree preservation are sufficient to nearly, up to a multiplicative factor, fix the form of three-point amplitudes. For another, we will obtain the same results from suitable bootstrap equations. Finally, the interplay between these two methods allows us to establish a relation between

\[16\]
the spectral parameters appearing in the bootstrap equations and the central charges of the scattering particles.

### 3.2 Bootstrap for Three-Point R-Matrices

There are two $N = 4$ three-point amplitudes. In Grassmannian language, the $n = 3, k = 2$ MHV amplitude reads

$$G_{3,2} = G_0 = \int \frac{dc_{13} dc_{23}}{c_{13} c_{23}} \delta^{4|4} (Z_1 - c_{13} Z_3) \delta^{4|4} (Z_2 - c_{23} Z_3),$$

while the $n = 3, k = 1$ MHV amplitude is

$$G_{3,1} = G_0 = \int \frac{dc_{12} dc_{13}}{c_{12} c_{13}} \delta^{4|4} (Z_1 - c_{12} Z_2 - c_{13} Z_3).$$

We are looking for deformations of these three-point amplitudes by modifying the measure in (68) and (69) in analogy with the four-point MHV case $n = 4, k = 2$, see (38). Starting with $G_{3,2} = G_0$, we thus introduce a general measure factor $F(c_{13}, c_{23})$ and make the ansatz

$$R_0 = \int dc_{13} dc_{23} F(c_{13}, c_{23}) \delta^{N|M} (Z_1 - c_{13} Z_3) \delta^{N|M} (Z_2 - c_{23} Z_3).$$

We have also again temporarily generalized from $gl(4|4)$ to arbitrary $gl(N|M)$, as the calculation is no harder. Similar to the four-point calculation we assume that the particles corresponding to the first two, trivial columns of the rectangular matrix $C$ in (31) are incoming particles, while the third, non-trivial column is related to the outgoing particle. One may show by explicit calculation that (70) is a $gl(N|M)$ invariant quantity. For this one easily checks, in analogy with (36), that

$$R_0 \left( Z_i^A \frac{\partial}{\partial Z_i^A} + Z_j^A \frac{\partial}{\partial Z_j^A} \right) - Z_3^A \frac{\partial}{\partial Z_3^A} R_0 = 0.$$

The homogeneity equations read

$$R_0 Z_i^A \frac{\partial}{\partial Z_i^A} = s_i R_0, \quad i = 1, 2, \quad Z_3^A \frac{\partial}{\partial Z_3^A} R_0 = s_3 R_0. \quad (72)$$

These equations are naturally solved with the technique of separation of variables. We take

$$F(c_{13}, c_{23}) = f_{13}(c_{13}) f_{23}(c_{23}). \quad (73)$$

Proceeding as in the four-point case, we find that the first two equations in (72) fix the functions $f_{13}$ and $f_{23}$, while the third one implies the conservation of representation labels of the three-point vertex

$$f_{13}(c_{13}) = e_{13}^{-s_1}, \quad f_{23}(c_{23}) = e_{23}^{-s_2}, \quad s_3 = s_1 + s_2. \quad (74)$$

This fixes the three-point deformed MHV amplitude up to a multiplicative scalar factor.

There exists an alternative method to derive the same result. It takes its origin from integrable models. We assume that a proper deformation of the three-point amplitude is given as the common solution to the two bootstrap equations given in figure 2. One can think about these bootstrap equations as a degenerate version of the Yang-Baxter equation, where the two particles emerging from the four-vertex
form a bound-state; i.e. the two corresponding lines are merged into a single line. In our calculation, however, we treat all three particles on an equal footing, i.e. we ignore the fact that one of them may be thought of as a bound state. In the kernel form, the bootstrap equations may then be written as

\[
R^A_B = R^A_B \left( (\delta^A_B + (-1)^B J^B_1) \tilde{z}_3 \right) \left( \delta^B_C + (-1)^C J^C_2 \tilde{z}_4 \right),
\]

where we used the explicit, standard form for the R-matrices intertwining the fundamental representation with any representation of \( \mathfrak{gl}(N|M) \), cf (3), and we replaced \( J^A_i \) by \( (J^A_i)_{\tilde{z}_i} \) for clarity. As for the Yang-Baxter equation, by expanding in the difference of spectral parameters, we may derive, a priori, two conditions from each of the two bootstrap equations. The first two actually coincide, and again simply express the \( \mathfrak{gl}(N|M) \) invariance of \( R^A_B \):

\[
(J^A_3)_{\tilde{z}_3} R^A_B = R^A_B \left( (J^A_1)_{\tilde{z}_1} + (J^A_2)_{\tilde{z}_2} \right).
\]

The second two conditions are indeed distinct, and are both quadratic in the generators \( J \). Using (3), we may succinctly write them in the following form

\[
z_1 L_3(0) R^A_B = R^A_B L_1(0) L_2(z_1),
\]

\[
z_2 L_3(0) R^A_B = R^A_B L_2(0) L_1(z_2),
\]

where we have defined \( z_1 \equiv \tilde{z}_2 - \tilde{z}_1 \) and \( z_2 \equiv \tilde{z}_3 - \tilde{z}_4 \). The \( \mathfrak{gl}(N|M) \) invariance (76) suggests the Grassmannian form (70) of \( R^A_B \). When we solve the two further conditions (77) we find, in generalization of (68),

\[
R^A_B = \int dc_{13} dc_{23} \frac{1}{c_{13}^2 c_{23}^2} \delta^{N|M}(Z_1 - c_{13} Z_3) \delta^{N|M}(Z_2 - c_{23} Z_3).
\]

It is exactly the same formula as derived above from the homogeneity properties if we identify

\[
z_1 \equiv s_1 \quad \text{and} \quad z_2 \equiv s_2.
\]

This relates the spectral parameters to the representation labels.

We are left with also finding the deformed MHV amplitudes, i.e. the \( k = 1 \) case above. Solving once more either the appropriate homogeneity equations or, alternatively, the correct bootstrap equations as presented in figure 3, one ends up, in generalization of (69), with

As opposed to the Yang-Baxter equation, where the overall normalizations of the R-matrices do not play a role, for the bootstrap equation the normalizations of the intertwiners (3) modify the equation. Our, admittedly somewhat ad-hoc, choice leads to the proper building blocks for deformed amplitudes.
where the spectral parameters $z_2 = s_2$, $z_3 = s_3$ are related to the representations labels $s_2$, $s_3$. Recall that the solutions to the bootstrap equations (78) and (80) we derived are valid for arbitrary $\mathfrak{gl}(N|M)$. In order to establish a direct link with the scattering amplitudes of $\mathcal{N} = 4$ SYM, we return to the special case $N = M = 4$. We may then once more translate these expressions to super-spinor-helicity space. After integration over the complex parameters on the joint support of all delta functions, the three-point R-matrix kernels take the form\footnote{In order to render (81) more symmetric, we introduced a third spectral parameter $z_3$, dropped an overall scalar function, and considered all particles incoming.}

\begin{align}
\mathcal{R}_o &= \int \frac{d\zeta_1 d\zeta_2}{c_{12} c_{13}} \frac{1}{c_{12} c_{13}} \delta^{N|M}(Z_1 - c_{12} Z_2 - c_{13} Z_3), \\
\mathcal{R}_* &= \frac{\delta^4(q^A \hat{q}^A)}{(12)^{1+z_1} (23)^{1+z_2} (31)^{1+z_3}}, \\
\mathcal{R}_o &= \frac{\delta^4(p^A \hat{p}^A)}{(12)^{1-z_1} (23)^{1-z_2} (31)^{1-z_3}},
\end{align}

where $\hat{q}^A = [23] q_1^A + [31] q_2^A + [12] q_3^A$, and with a constraint $z_1 + z_2 + z_3 = 0$ on the three spectral parameters. Remarkably, the expressions in (81) for the $\mathcal{N} = 4$ deformed three-particle amplitudes turn out to be identical, apart from the delta functions in the numerators, to standard conformal field theory three-point correlators.

### 3.3 Four-Point R-Matrix Kernel from Building Blocks

Having constructed the proper deformations of the three-point amplitudes, we next show that one can reconstruct the R-matrix kernel (60) using the on-shell diagrams prescription given in (23). The relevant diagram for the four-point MHV amplitude is given in figure 4. In order to evaluate this diagram one identifies black and white vertices with, respectively, deformed MHV and $\overline{\text{MHV}}$ three-particle amplitudes and subsequently combines two of each kind in an appropriate fashion. One out of many possible deformation choices for all internal and external particles is depicted in the picture. Each of the vertices comes with two complex parameters, and we have to integrate over all four internal lines. One gets

\begin{align}
\mathcal{R}_{\text{glued}} &= \int \prod_{i=5}^8 d^{N|M} Z_i \int \frac{dc_{16} dc_{18} dc_{26} dc_{56} dc_{67} dc_{74} dc_{84}}{c_{16} c_{18} c_{26} c_{56} c_{67} c_{74} c_{84}} \delta(Z_5 - c_{56} Z_6) \\
&\quad \delta(Z_2 - c_{26} Z_6) \delta(Z_6 - c_{63} Z_3 - c_{67} Z_7) \delta(Z_7 - c_{74} Z_4) \delta(Z_5 - c_{84} Z_4) \delta(Z_1 - c_{15} Z_5 - c_{18} Z_8),
\end{align}

Figure 3: Bootstrap equations for the deformed three-point $\overline{\text{MHV}}$ amplitude $\mathcal{R}_o$. $F$ stands for the fundamental representation of $\mathfrak{gl}(N|M)$. 

\[ \mathcal{R}_o = \int \frac{dc_{12} dc_{13}}{c_{12} c_{13}} \frac{1}{c_{12} c_{13}} \delta^{N|M}(Z_1 - c_{12} Z_2 - c_{13} Z_3), \]
where we used the shorthand notation $\delta = \delta^{|N|M}$. By performing the integration over $(Z_5, Z_6, Z_7, Z_8)$, and after the following change of variables

\[ C = \begin{pmatrix} 1 & 0 & -c_{15}c_{56}c_{63} & -(c_{18}c_{84} + c_{15}c_{56}c_{67}c_{74}) \\ 0 & 1 & -c_{26}c_{63} & -c_{26}c_{67}c_{74} \end{pmatrix} = \begin{pmatrix} 1 & 0 & -c_{13} & -c_{14} \\ 0 & 1 & -c_{23} & -c_{24} \end{pmatrix}, \quad (83) \]

we finally arrive at

\[ R_{\text{glued}} = \left( \int \frac{dc_{56} \; dc_{63} \; dc_{74} \; dc_{84}}{c_{56}c_{63}c_{74}c_{84}} \right) \int \frac{dc_{13} \; dc_{24} \; dc_{14} \; dc_{23}}{c_{13}c_{24} \det C} \left( -c_{13}c_{24} \det C \right)^z (\det C)^{-s_1} c_{24}^{s_1 - s_2} \]

\[ \delta^{|N|M} (Z_1 - \sum_{k=3}^4 c_{1k}Z_k) \delta^{|N|M} (Z_2 - \sum_{k=3}^4 c_{2k}Z_k), \quad (84) \]

where we have dropped an irrelevant constant factor. We notice that four of the original complex variables decouple completely. We may thus integrate these variables over contours encircling 0, leading to a numerical factor, which may again be dropped. Excitingly, (84) then turns exactly into (60).

4 Deformation of Generic On-Shell Diagrams

4.1 Preliminary Remarks

In the preceding sections we derived the deformations of the three- and four-point tree-level amplitudes \( (81) \) and \( (65) \), respectively. We also showed in section 3.3 that a specific combination of deformed MHV and \( \overline{\text{MHV}} \) three-point vertices, through an appropriate procedure of integration, reconstructs the R-matrix kernel. Pictorially the steps are encoded in the on-shell diagram of figure 4. Our next goal is to generalize our procedure to provide the deformations for general on-shell diagrams, which may be related to tree- and loop-level amplitudes. Indeed, any amplitude at any loop order was claimed to arise from the conjectured all-loop BCFW recursion relation \[ (21, 38) \]. For given loop level, number of particles \( n \), and helicity \( n - 2k \), the amplitude is then expressed as a sum of on-shell diagrams as shown in \[ (23) \]. Every on-shell diagram is a planar graph made from two types of cubic (=trivalent) vertices, representing the “black” three-point MHV and the “white” three-point \( \overline{\text{MHV}} \) amplitudes. The amplitude then arises via integration of the on-shell degrees of freedom for all internal particle lines. It
is then natural to ask how to spectrally deform any such on-shell diagram and whether there exists a formula valid for all of them. As we will show, the answer is positive at least for the $n$-point MHV and $\overline{\text{MHV}}$ amplitudes, beautifully generalizing the undeformed versions.

Some remarks are in order to avoid confusion about the relation between our deformed on-shell diagrams and scattering amplitudes. First of all let us recapitulate our deformation procedure for three- and four-points at tree level. First, we multiplicatively deformed the measure in (30) by some function $F$, cf (70), (38), which was then fixed by imposing bootstrap and Yang-Baxter equations, respectively. The results, written as Grassmannian integrals in (78), (80), (61), were then translated to spinor-helicity variables in (81) and (65). This was possible because all integrations localized on the joint support of all delta functions. The same property holds for the general MHV and $\overline{\text{MHV}}$ cases, where $k = 2$ and $k = n - 2$ respectively. For these we will shortly derive an explicit expression for their deformations for general $n$, using the on-shell diagrams built from the three-point deformed vertices. However, moving beyond MHV and $\overline{\text{MHV}}$ amplitudes, the problem of determining the appropriate deformation arises. The reason is that in the formula (30) for $2 < k < n - 2$ not all integrations are saturated by delta functions and we are left with non-trivial integrations in the Grassmannian space. Since the undeformed measure is a meromorphic function in these variables, one can find the final expression for any tree-level amplitude by evaluating a particular sum over residues at multidimensional poles of (30). The “right” sum (or choice of integration contours) appears to be given by the BCFW recursion relation. In [23] the hierarchy of residues was mapped to the cell decomposition of the positive part of the Grassmannian $G(n, k)$. In that formalism, the expression (30) is related to the so-called top cell of the positive Grassmannian, while each of the residues is related to a particular lower cell, which belongs to the boundary of the positive part. Each element of the cell decomposition is in one-to-one correspondence with some Grassmannian integral, which can be graphically described by an on-shell diagram. In the sequel we will present the procedure to find the deformation for any such on-shell diagram. This seemingly enables us to derive an arbitrary deformed non-MHV amplitude, but there is a caveat: Since we are currently lacking a deformed version of the BCFW recursion relation, we are not able to recombine these deformed on-shell diagrams into what should then be called deformed non-MHV scattering amplitudes. At the same time, we are convinced that a proper principle on how to do this should exist. The most elegant way would presumably be a deformed BCFW relation. This is left to future work.

In the following we sketch how to find the deformation for any of such diagram, drawing heavily on the rather elaborate formalism of [23], and mainly pointing out the necessary generalizations when applying our deformation procedure. In other words, in this section our presentation is not fully self-contained, and requires some familiarity with [21–23]. The main message is that the on-shell diagrams may indeed be naturally deformed (section 4.3), and that the graphic rules of (un)merging, flipping and square-moving of [23] are preserved under a subclass of our general multi-parameter deformation (section 4.5).

4.2 Undeformed On-Shell Formalism

In this section we discuss some of the structure presented in [23] in order to set up the background needed for the next section. Let us start by recalling the notion of perfect orientation for on-shell diagrams, which will be helpful in extracting important mathematical structure directly from a given graph. Each diagram is said to admit a perfect orientation if its edges can be decorated with arrows such that for each white vertex there is one incoming arrow, while for each black vertex there are two incoming arrows. It is claimed in [24] that “all on-shell diagrams relevant to physics can be given a
perfect orientation”, and therefore be composed from the two vertices in figure [5]. For the purposes of

![Figure 5: Three-point amplitudes dressed with arrows and weights.](image)

our current study, it suffices to restrict to perfect orientations without cycles. We may relate the ensuing
orientation pattern at each black or white vertex to its respective associated matrix in (31), which read
\[ C_1 = \begin{pmatrix} 1 & 0 & -c_{13} \\ 0 & 1 & -c_{23} \end{pmatrix} \quad \text{and} \quad C_0 = \begin{pmatrix} 1 & -c_{12} & -c_{13} \end{pmatrix}. \]

Recall that the vertices stand for the Grassmannian integrals \( G_1 \) in (68) and \( G_0 \) in (69), and we accordingly attach the integration variables \( c_{13}, c_{23} \) and \( c_{12}, c_{13} \) to the edges as in figure [3].

To retrieve the formula encoded by an on-shell diagram one has to follow a gluing procedure as
follows: First one multiplies all three-point vertices \( G_1 \) and \( G_0 \) in the Grassmannian integral representation
with edge-variables \( c_{ij} \). Then one integrates over the on-shell degrees of freedom on all internal edges,
i.e. the super-twistors associated to these edges. It has been shown in [23] that this gluing procedure
associates each on-shell diagram with a \( k \times n \) matrix \( C \) representing an element in the Grassmannian
variety \( G(n,k) \) as in (31). This matrix is constructed from the edge-variables \( c_{ij} \) of all trivalent vertices
comprising the graph. The gluing also gives rise to an \((n_F - 1)\)-dimensional measure of integration
\( dC \), where \( n_F \) is the number of faces of the given diagram. We already encountered an example in the
previous section, albeit in the deformed case: Four three-point vertices were glued to yield the deformed
four-point amplitude. See in particular the matrix (83). In fact we shall not be more explicit here as
there exists a set of variables known as face variables \( f_i \), where the result simplifies and to which we
now turn.

As the name indicates these variables are associated to the faces of a given on-shell diagram. The
face-variables \( f_i \) are functions of the edge-variables \( c_{ij} \) along the face boundaries. Namely, for a given
face we take the product of all edge-variables on the clockwise-aligned edges and divide by the product
of all edge-variables on the anti-clockwise-aligned edges. Let us demonstrate the gluing construction and
the change to face variables for the MHV four-point example, compare figure [6]. Gluing the undeformed
three-point vertices according to the nomenclature of figure [6] yields

\[
A_{\text{glued}} = \prod_{i=5}^{8} d^{N\,|\,M} Z_i \int \frac{dc_{15} \, dc_{18} \, dc_{26} \, dc_{56} \, dc_{63} \, dc_{74} \, dc_{84}}{c_{15} \, c_{18} \, c_{26} \, c_{56} \, c_{63} \, c_{74} \, c_{84}} \delta(Z_5 - c_{56} Z_6) \delta(Z_2 - c_{26} Z_6) \delta(Z_6 - c_{63} Z_3 - c_{67} Z_7) \delta(Z_7 - c_{74} Z_4) \delta(Z_8 - c_{84} Z_4) \delta(Z_4 - c_{15} Z_5 - c_{18} Z_8),
\]

which is nothing but the undeformed version of (82). We now make the change from edge to face
variables. Following the composition rule introduced above we define the face variables

\[
f_0 = \frac{c_{18} c_{84}}{c_{74} c_{67} c_{15} c_{56}}, \quad f_1 = \frac{c_{15} c_{56}}{c_{26}}, \quad f_2 = c_{26} c_{63}, \quad f_3 = \frac{c_{67} c_{74}}{c_{63}}, \quad f_4 = \frac{1}{c_{18} c_{84}}.
\]

putting the clock-wise (anti-clock wise) oriented edge-variables in the numerator (denominator). Applying
this change of variables to the expression (85) and performing the four super-twistor integrals
Figure 6: Face variables.

via the delta functions yields

$$A_{\text{glued}} = \int \prod_{i=1}^{4} \frac{df_i}{f_i} \delta^{4|4}(Z_1 - f_1 f_2 Z_3 - (1 + f_0 f_1 f_2 f_3 Z_4) \delta^{4|4}(Z_2 - f_2 Z_3 - f_2 f_3 Z_4),$$

(87)

where we have omitted a trivial constant arising from the factorization of four of the edge-variable integrals (cf. the case of $R_{\text{glued}}$ in (84)). In fact not only the measure can be derived directly by looking at the graph, but also the factors inside the delta functions! The matrix determining the arguments of the delta functions, introduced in the most general case in (31), is

$$C(f) = \begin{pmatrix} 1 & 0 & -f_1 f_2 & -(1 + f_0) f_1 f_2 f_3 \\ 0 & 1 & -f_2 & -f_2 f_3 \end{pmatrix} = \begin{pmatrix} 1 & 0 & -c_{13}(f) & -c_{14}(f) \\ 0 & 1 & -c_{23}(f) & -c_{24}(f) \end{pmatrix}.$$ (88)

We note that each $c_{ai}(f)$ is given by the product of the face variables which are on the right of the path $a \rightarrow i$ following the arrows. In case of multiple paths, one has to sum the respective partial results. This is the so-called boundary measurement, see [39].

One can now generalize this result. For a general on-shell diagram with $n_F$ faces, the formula will read

$$\int \prod_{i=1}^{n_F-1} \frac{df_i}{f_i} \prod_{a=1}^{k} \delta^{4|4}(Z_a - \sum_{i=k+1}^{n} c_{ai}(f) Z_i),$$ (89)

where $C(f)$ can again be read off from the boundary measurement.

The careful reader may have noticed that the product in (89) only runs over $n_F - 1$ faces. As was shown in [23], this is indeed the proper dimension of the matrix $C(f)$ related to any on-shell diagram with $n_F$ faces. The remaining face variable can be always related to all the others. This is due to the fact that since we chose the same orientation for all faces in the diagram every edge-variable appears once in a numerator and once in a denominator. Hence it is easily seen that

$$\prod_{i=1}^{n_F} f_i = 1.$$ (90)

One may check this for the face variables of our example presented in (86).
4.3 Deformed On-Shell Formalism

After having sketched the face-variable formalism for the undeformed case, let us investigate how the formulas presented get modified once we replace three-point amplitudes by their deformed counterparts \( R_* \) and \( R_o \) as constructed in section 3.2.

In fact we would like to stress here that the somewhat ad hoc orientation for three-point vertices introduced in figure 5 naturally arises from our spectral parameter deformation point of view: The bootstrap and Yang-Baxter equations discussed in previous sections carry the notion of “incoming” and “outgoing” particles, corresponding to the arrows in figure 5. Indeed this is also true for the Yang-Baxter equation and will reappear in the case of a generalized Yang-Baxter equation to be discussed in a later section.

Let us then start with a given perfectly oriented on-shell diagram. We interpret all three-point vertices of the graph as deformed three-point amplitudes. The deformation introduces non-physical helicities (resulting in non-vanishing central charges) for each particle in the diagram. Remembering that there is a conservation of central charge at each vertex, we can introduce region central charges \( \zeta_i \), one for each face of the on-shell diagram. We call these newly introduced quantities face spectral parameters. Moreover we understand a dressed on-shell diagram as an on-shell diagram with face spectral parameters attached to all faces. There is a way to read off the helicities (or central charges) of particles running along an edge from the two neighboring face spectral parameters. For each oriented edge of the on-shell diagram, one has to take the difference of the right minus left face spectral parameter. Since only differences of face spectral parameters have physical relevance, there is always the possibility of redefining them by adding a common number, this does not change central charges of particles. This allows to always fix one of the face spectral parameters to be zero.

We are now in a position to translate dressed on-shell diagrams into integrals of Grassmannian type. We adapt the gluing procedure we have reviewed in the above subsection to our deformed version. This implies that for a given on-shell diagram we simply multiply all deformed three-point vertices and integrate over the on-shell super-twistors of all internal particles. The \( \zeta \)-independent part recombines again into \( \mathbf{89} \) and we need to only focus on the part depending on the face spectral parameters. For every edge-variable \( c_{ij} \) of the deformed three-point amplitude we have an additional contribution to the integration measure of the form \( c_{ij}^{\zeta_i L - \zeta_i R} \), where \( \zeta_i \) (\( \zeta_i \)) is the face spectral parameter attached to the face on the right (left) of the edge of \( c_{ij} \). Collecting all edge-variables with a common exponent of a face spectral parameter \( \zeta_i \) nicely combines into the face-variable factor \( f_i^{\zeta_i} \). Then the final result simply is

\[
\int \prod_{i=1}^{n_{\text{f}}} \frac{df_i}{f_i^{\zeta_i}} \prod_{a=1}^k \delta^{4|4} \left( Z_a - \sum_{i=k+1}^n c_{ai}(f) Z_i \right). \tag{91}
\]

As we can see the only difference of \( \mathbf{91} \) compared to the undeformed case \( \mathbf{89} \) is in a different measure of integration

\[
\prod_{i=1}^{n_{\text{f}}-1} \frac{df_i}{f_i^{\zeta_i}} \longrightarrow \prod_{i=1}^{n_{\text{f}}-1} \frac{df_i}{f_i^{1+\zeta_i}}. \tag{92}
\]

4.4 MHV \( n \)-Point Example

As an example for the use of \( \mathbf{91} \) let us now give the explicit form of all tree-level MHV deformed amplitudes. For this purpose, we translate \( \mathbf{91} \) into the spinor-helicity language as in appendix A. In
the case of $k = 2$, the integration on the $c_{ai}$ variables in (91) can be performed for any number of particles $n$ by algebraically solving the system of constraints from the complete set of delta functions. These constraints read

$$\lambda_1^\alpha - c_1^1 \lambda_1^\alpha - c_2^i \lambda_2^\alpha, \quad \text{for } \alpha = 1, 2 \text{ and } i = 3, \ldots, n,$$

and the variables $c_{ai}$ take the values

$$c_{1i} = \frac{\langle i 2 \rangle}{\langle 12 \rangle}, \quad c_{2i} = \frac{\langle i 1 \rangle}{\langle 21 \rangle}.$$

We use formula (162), which encodes the integral measure of the deformed Grassmannian integral for $k = 2$, together with the enumeration of faces we introduced in appendix B. Upon performing integrals and using the explicit form of the minor

$$\left(\frac{ij}{12}\right) = c_{1i}c_{2j} - c_2^i c_{1j},$$

we find the general spectral parameter deformation of the $n$-point MHV amplitudes

$$R_{n,2} = A_{n,2} \left(\frac{\langle n - 1 \rangle}{\langle 1n - 1 \rangle}\right)^{\zeta_0} \left(\frac{\langle 13 \rangle}{\langle 23 \rangle}\right)^{\zeta_1,3} \left(\frac{\langle 12 \rangle}{\langle 13 \rangle}\right)^{\zeta_2,3} \prod_{i=4}^{n} \left(\frac{\langle i - 2 i - 1 \rangle}{\langle i - 1 i \rangle\langle 1 i - 2 \rangle}\right)^{\zeta_{i,i}}.$$ 

In the above the face spectral parameters $\zeta_{i,j}$ are associated to the faces of the on-shell diagram given in figure 7. We consider here the case when all external particles have non-physical helicities. A similar calculation can be done also for MHV amplitudes and one obtains analogous formula for a general deformation.

### 4.5 Moves and Reduction

In [39] a relation between on-shell diagrams and elements of the cell decomposition of the positive Grassmannian was presented. These cells are parametrized by the face-variable matrices $C(f)$ associated to a given diagram as discussed in our example in [91]. A natural question is which class of diagrams parametrizes the same cell. The answer is that two diagrams are in the same equivalence class if they are related to each other by a set of basic operations: flip move, square move and reduction. In this section we study how the deformed measure (92) transforms under such operations. We shall be particularly interested in the case when the measure is invariant under such transformations.
Let us start from the description of the flip move, which is a combination of a merge and unmerge transformation, see figure 8. One sees that the flip move, performed locally in an on-shell diagram, does not change the matrix $C(f)$ and leaves the integration measure invariant. This entails the invariance under the flip move of the deformed graph for the face spectral parameter dependence. The same transformation is possible with white vertices instead of black ones. For the square move the prescription is a bit more involved. The first observation is that performing the square move not always leaves the measure invariant. If we require the measure to be invariant we have to impose the following relation on the face spectral parameters

$$\zeta_1 + \zeta_3 = \zeta_2 + \zeta_4. \quad (97)$$

In that case we can encode the transformation rules in the two pictures presented in figure 9. We see that the face variables are altered in the same way as for the square move relevant to the undeformed diagrams, while the spectral parameters get modified only in the face for which the square move was performed. Using the flip and square moves described above, one can give a very nice diagrammatic derivation of the Yang-Baxter equation (see figure 10).

All possible transformations of the on-shell diagrams, which are compositions of the square and flip moves, can be understood as mutations in the language of cluster algebras. Since the definition of these algebras is very involved and not necessary in full generality to the purpose of this work, we will not present it here. We invite the interested reader to consult [40] for an introduction. As every on-shell diagram can be transformed into a bipartite graph using the merge transformations as in figure 8, its dual graph is also oriented and we will refer to it as a quiver. One can indeed assign an orientation to the edges of the dual graph by demanding that e.g. white vertices are always on the right of a given
Figure 10: A diagrammatic derivation of the Yang-Baxter equation. At each step we marked whether the square move (S) or flip move (F) was performed.
edge. To each node $i$ of the quiver diagram, which corresponds to a face of the original on-shell diagram, we associate a face variable $f_i$. Additionally, for dressed diagrams encoding deformed amplitudes, we associate face spectral parameters $\zeta_i$. Given a quiver diagram we can construct a new quiver by mutating it at any vertex $j$. The mutated quiver is obtained by applying the following operations to the original quiver: for each path $i \to j \to k$ we add an arrow $i \to k$, we reverse all arrows incident to $j$ and we remove all two-cycles from the quiver we get. The mutation rules for face variables, which are generalizations of the formulas in figure 9, are

$$f'_i = \begin{cases} f_j^{-1}, & \text{if } i = j, \\ f_i(1 + f_j), & \text{if } i \to j, \\ f_i f_j (1 + f_j)^{-1}, & \text{if } j \to i, \end{cases} \tag{98}$$

where by $i \to j$ we denote that there existed an arrow from the node $i$ to the node $j$ in the original quiver, and analogously for $j \to i$. In the case of dressed quiver diagrams we have to additionally give transformation rules for face spectral parameters. In that case, similar to the square move, the mutation does not always leave the measure invariant. The requirement is that

$$\sum_{i \to j} \zeta_i - \sum_{j \to i} \zeta_i = 0. \tag{99}$$

With this restriction the mutation rules for face spectral parameters are

$$\zeta'_i = \begin{cases} -\zeta_j + \sum_{i \to j} \zeta_i & \text{for } i = j \\ \zeta_i & \text{for } i \neq j \end{cases} \tag{100}$$

in generalization to the formula given in figure 9. We will discuss more on mutations in the following sections, when we will check the Yangian symmetry of the dressed on-shell diagrams. It turns out that the restrictions (99) will play a crucial role there. It will be also important for the one-loop example.

The last transformation we consider is the reduction. As opposed to the square and flip moves this transformation reduces the number of faces of a given diagram by one, see figure 11.

![Figure 11: Transformation rules for on-shell diagrams under the reduction. The left picture carries the face-variables while the right picture carries the face spectral parameters of the deformation. Again we did not assign arrows as the relations hold for all orientations.](image)

The measure associated to the three faces involved in the operation is

$$\frac{df_0}{f_0^{1-\zeta_0}} \frac{df_1}{f_1^{1-\zeta_1}} \frac{df_2}{f_2^{1-\zeta_2}} = \left( \frac{df_0}{f_0^{1-\zeta_0}} \frac{1 + f_0^{-1}}{(1 + f_0)^{\zeta_2}} \right) \left( \frac{df_1}{(f_1)^{1-\zeta_1}} \frac{1}{(f_2)^{1-\zeta_2}} \right) \tag{101}$$

where $f'_0 = f_0$. We will not make use of this transformation in the present work. However, it was claimed in [23] that the reduction is directly relevant to the calculation of loop amplitudes.
5 Symmetries of Deformations

5.1 Preliminary Remarks

Having established a spectral parameter deformation of on-shell diagrams, which was motivated by their relation to scattering amplitudes, we should now clarify their symmetry properties under the action of the superconformal algebra \( \mathfrak{su}(2,2|4) \) and its Yangian extension \( Y[\mathfrak{su}(2,2|4)] \). For the latter, it is sufficient to consider the action of the level-zero and level-one generators \( J^{(0)} \) and \( J^{(1)} \), respectively.

Through the commutation relations the invariance under higher generators is then manifest. Here we assume the super Serre relations to hold, a property which was analyzed in [41] for the on-shell supermultiplet representation we consider. The standard definition of level-zero generators acting on scattering amplitudes is

\[
J^{(0)}_{AB} = \sum_{i=1}^{n} J^{(0)}_{i A} B = \sum_{i=1}^{n} \left( J^{A}_{i B} - \frac{1}{8} (-1)^B \delta^{A}_B \sum_{C} (-1)^C J^{C}_C \right),
\]

where we removed the super trace from the generators (52) and summed over all particles. Indeed the invariance of the four-point amplitude under the action of (102) follows from (37) for \( z = 0 \). In turn, the level-one generators are given by bilocal formula and take a very compact form given in [13]

\[
J^{(1)}_{AB} = \sum_{i=1}^{n} \alpha_i J^{(0)}_{i A} B - \sum_{i>j} (-1)^C \left( J^{(0)}_{i C} J^{(0)}_{j C} B - i \leftrightarrow j \right),
\]

where the \( \alpha_i \) are a priori arbitrary local parameters. Actually, for the undeformed super-amplitudes, the invariance under the level-one generators (103) holds for \( \alpha_i = 0 \). We will see shortly that our deformation “turns on” these parameters \( \alpha_i \).

We will start by establishing the symmetry properties of the spectrally deformed four-point amplitude with external physical helicities (63)

\[
\mathcal{R}_{4,2} = \left( \frac{\langle 23 \rangle \langle 41 \rangle}{\langle 12 \rangle \langle 34 \rangle} \right)^z \frac{\delta^4(p)\delta^4(q)}{(12)(23)(34)(41)} = \left( \frac{\langle 23 \rangle \langle 41 \rangle}{\langle 12 \rangle \langle 34 \rangle} \right)^z \mathcal{A}_{4,2}^{\text{MHV}}.
\]

For this particularly simple case it is straightforward to use the super-spinor-helicity formalism. Moving to higher points and helicities, the analogous calculations become very involved. The Graßmannian representation will then be more suitable in establishing the sought results on the symmetry properties.

5.2 Superconformal Symmetries

Let us begin with the superconformal symmetry of the four-point R-matrix kernel \( \mathcal{R}_{4,2} \). In the super-spinor-helicity space the generators of the \( \mathfrak{su}(2,2|4) \) algebra, \( \text{i.e.} \) the Poincaré, dilatation, special-conformal transformations and their super-partners, have the following single-particle representation as differential operators of degree zero, one and two

\[
\begin{align*}
p_{\alpha \dot{\alpha}} &= \lambda_i \bar{\lambda}_{i \dot{\alpha}}, & q^{A}_{\alpha} &= \lambda_i^{\alpha} \eta^{A}_i, & \bar{q}^{A}_{\dot{\alpha}} &= \bar{\lambda}_{i \dot{\alpha}} \partial_{\dot{\alpha}} A, \\
m_{\alpha \beta} &= \lambda_{i \alpha} \bar{\lambda}_{i \dot{\beta}}, & m_{\dot{\alpha} \dot{\beta}} &= \bar{\lambda}_{i \dot{\alpha}} \partial_{i \dot{\beta}}, & d_i &= \frac{1}{2} \lambda_i^{\alpha} \partial_{\alpha} + \frac{1}{2} \bar{\lambda}_{i \dot{\alpha}} \partial_{\dot{\alpha}} A + 1, \\
k_{\alpha \dot{\alpha}} &= \partial_{\alpha} \partial_{\dot{\alpha}}, & s_{i A \alpha} &= \partial_{i \alpha} \partial_{A}, & \tilde{s}^{A}_{\dot{\alpha}} &= \eta^{A}_i \partial_{\dot{\alpha}}, \\
r^{A}_{i B} &= -\eta^{A}_i \partial_{i B} + \frac{1}{2} \delta^{A}_{B} \eta^{C}_i \partial_{i C}, & c_i &= 1 + \frac{1}{2} \lambda_i^{\alpha} \partial_{\alpha} - \frac{1}{2} \bar{\lambda}_{i \dot{\alpha}} \partial_{\dot{\alpha}} - \frac{1}{2} \eta^{A}_i \partial_{i A}.
\end{align*}
\]
As the amplitude $A_{\text{MHV}}^4$ is superconformally invariant, the following symmetries of the deformed four-point amplitude
\[ \{ p, m, \bar{m}, d, q, \bar{q}, s \} R_{4,2} = 0, \tag{106} \]
are manifest due to the fact that the deformation factor
\[ K := \left( -\frac{\langle 23 \rangle \langle 41 \rangle}{\langle 12 \rangle \langle 34 \rangle} \right)^z \]
(107)
is clearly scale- and Poincaré-invariant, and does not depend on the $\tilde{\lambda}_i$ or $\eta_i$. Therefore the only non-manifest symmetries of $R_{4,2}$ are the special conformal $k_{\alpha\dot{\alpha}}$ and the superconformal $s_{A\alpha}$ transformations. Due to the structure of the superconformal algebra it suffices to consider only one of them, say $k_{\alpha\dot{\alpha}}$:
\[ k_{\alpha\dot{\alpha}} R_{4,2} = 4 \sum_{i=1}^4 \partial_{i\dot{\alpha}} A_{\text{MHV}}^{4} \partial_{i\alpha} K = \left( \frac{\partial}{\partial p^\beta} \delta^4(p) \right) \frac{\delta^8(q)}{\langle 12 \rangle \langle 23 \rangle \langle 34 \rangle \langle 41 \rangle} \sum_{i=1}^4 \lambda_\beta^i \partial_{i\alpha} K. \tag{108} \]
Noting that
\[ \sum_{i=1}^n \lambda_\alpha^i \partial_{i\alpha} = m_{\alpha\beta} - \frac{1}{2} \epsilon_{\alpha\beta} \sum_{i=1}^n \lambda_\gamma^i \partial_{i\gamma}, \tag{109} \]
and using the manifest invariance of $K$ under $m_{\alpha\beta}$ and scale transformations $\sum_{i=1}^n \lambda_\gamma^i \partial_{i\gamma}$ in the $\lambda_i$ spinors, we conclude
\[ k_{\alpha\dot{\alpha}} R_{4,2} = 0. \tag{110} \]

These arguments easily lift to the most general $n$-point MHV amplitudes with continuously deformed helicity assignments on the external legs. From (96), the deformation of $R_{n,2}$ away from the MHV $n$-point super-amplitude $A_{\text{MHV}}^n$ is holomorphic, i.e. comprised purely of helicity spinors $\lambda_i^\alpha$. Superconformal symmetry is hence manifest as soon as we have global scaling symmetry of the correction term in the $\lambda_i$ spinors. One has, cf (96),
\[ F_{n,2} = \left( \frac{\langle n-1,n \rangle}{\langle 1n-1 \rangle} \right)^{\zeta_0} \left( -\frac{\langle 13 \rangle}{\langle 23 \rangle} \right)^{\zeta_{1,3}} \left( -\frac{\langle 12 \rangle}{\langle 13 \rangle} \right) \prod_{i=4}^n \left( \frac{\langle i-2, i-1 \rangle}{\langle i, i-2 \rangle} \right)^{\zeta_{2,i}} \left( \frac{\langle 1i \rangle}{\langle 1i \rangle} \right)^{\zeta_{2,i}}. \tag{111} \]
Invariance under a global scaling in $\lambda_i$ is obvious, and we conclude
\[ \{ m, \bar{m}, p, q, \bar{q}, d, k, s, \bar{s} ; c, r \} R_{n,2} = 0, \tag{112} \]
i.e. the deformed $n$-point MHV amplitudes are superconformally invariant. Note that only the total central charge $c$ is conserved, in contradistinction to undeformed amplitudes, for which the central charge individually vanishes for all particles.

Actually, one can easily infer superconformal invariance of the most general deformed on-shell diagram by considering its Grassmannian formulation in super-twistor space. Indeed, independently of the integration measure, the delta functions appearing in (91) are superconformally invariant. This can be verified straightforwardly by acting with the level-zero generators (102) in the super-twistor representation (33).
5.3 Yangian Symmetries

Let us now turn to the Yangian symmetries of the deformed on-shell diagrams. The level one generators of the Yangian algebra \( Y[\mathfrak{su}(2,2|4)] \) are given by (103). Once again we start with the deformed amplitude \( R_{4,2} \). Focusing on the bi-local term, it is advantageous to consider the action of the level-one supersymmetry generator \( q^{(1)A}_{\alpha} \) in the super-helicity spinor representation [13]

\[
q^{(1)A}_{\alpha} = \sum_{i>j} \left\{ m_{i\alpha} q^A_j - \frac{1}{2} (d_i + c_i) q^A_j + p^{\beta i}_{i\alpha} \delta^{\beta j} q^A_j + q^B_{i\alpha} r^A_{iB} - i \leftrightarrow j \right\}.
\]  

(113)

We see from (103) that \( q^{(1)A}_{\alpha} \) is a first order differential operator. Consider its action on \( R_{4,2} = A^{4\text{MHV}} \mathcal{K} \). From the invariance of the undeformed amplitude \( q^{(1)A}_{\alpha} A^{4\text{MHV}} = 0 \), together with the \( \lambda^\alpha_i \) and \( \eta_i^A \) independence of the deformation term \( \mathcal{K} \) of (111), it follows that

\[
q^{(1)A}_{\alpha} R_{4,2} = A^{4\text{MHV}} \sum_{i>j} \left\{ (-m_{i\gamma\alpha} - \frac{1}{2} \epsilon_{\alpha\gamma} \lambda^\delta_i \partial_i \delta) q^A_j - i \leftrightarrow j \right\} \mathcal{K}
\]

\[
= -A^{4\text{MHV}} \sum_{i>j} \left\{ \lambda^\gamma_i \eta^A_j \lambda_{i\alpha} \partial_i \gamma - i \leftrightarrow j \right\} \mathcal{K}.
\]

(114)

We now add, by virtue of \( q \delta(q) = 0 \), a suitable vanishing contribution, namely the first term in the bracket summed freely over all indices \( i \) and \( j \), and find

\[
q^{(1)A}_{\alpha} R_{4,2} = 2z R_{4,2} \sum_{i>j} \eta^A_j \lambda_{i\alpha} \left[ \delta_{i,2} \left( \frac{(ij)}{(1i)} - (3j) \right) + \delta_{i,3} \left( \frac{(4j)}{(4i)} - (2j) \right) + \delta_{i,4} \left( (3j) \right) \right].
\]

(115)

Further manipulating this expression using total \( q \)-conservation, one may reduce it to the compact form

\[
q^{(1)A}_{\alpha} R_{4,2} = 2z \left(q^{4A} + q^{4A}_{\bar{A}}\right) R_{4,2}.
\]

(116)

We conclude that indeed \( R_{4,2} \) is Yangian invariant with a locally \( z \)-deformed level-one generator in the sense of (103)

\[
J^{(1)} R_{4,2} = 0 \quad \text{with} \quad \alpha_i = 2z \{0,1,0,1\}.
\]

(117)

Of course the \( \alpha_i \) are only determined up to an overall constant shift, in view of the level zero symmetry \( J^{(0)} R_{4,2} = 0 \). Here we used this freedom to put \( \alpha_1 = 0 \).

Let us now consider the general deformed on-shell diagrams describing the top cell, see section 4. To this purpose we move to the Graßmannian formulation. For later convenience we write

\[
\mathcal{R}_{n,k}^{\text{top}} = \int \prod_{a=1}^{k} \prod_{i=k+1}^{n} dc_{ai} F(C, \{\zeta\}) \delta_a, \quad \delta_a = \delta^{(4|4)} \left( z^A_a - \sum_{i=k+1}^{n} c_{ai} z^A_i \right),
\]

(118)

where with \( F(C, \{\zeta\}) \) we indicate the Graßmannian measure, which depends on the variables \( c_{ai} \) of the matrix \( C \) [31] and the face spectral parameters of the dressed on-shell diagram under consideration. The level-one generators (103) acting on \( \mathcal{R}_{n,k}^{\text{top}} \) should yield

\[
J^{(1)A} B \mathcal{R}_{n,k}^{\text{top}} = 0.
\]

(119)
We transform this condition into a differential equation for the function $F(C, \{\zeta\})$, similar to the one obtained in [19]. The actual tricks that have to be performed were already applied in section 2.3. More specifically, one has to use the commutation relations for the oscillators, the generalization of (50) to any $n$ and $k$, and integration by parts. We then arrive at an equation of the type

$$
\sum_{a=1}^{k} \sum_{i=k+1}^{n} \int \prod_{b=1}^{k} \prod_{j=k+1}^{n} dc_{b_j} (D F_{a,i}) c_{ai} Z_{i}^{A} \delta_{1} \ldots (\partial g \delta_{a}) \ldots \delta_{k} = 0, \quad (120)
$$

where we have defined

$$
D F_{a,i} = -(n - 2i + 2a + \alpha_{i} - \alpha_{a}) F(C, \{\zeta\}) + \sum_{b \neq a=1}^{k} \text{sign}(b - a) F_{ab} \frac{c_{bi}}{c_{ai}} + \sum_{j \neq i=k+1}^{n} \text{sign}(i - j) F_{ij} \frac{c_{ai}}{c_{aj}}. \quad (121)
$$

The $F_{ab}$ and $F_{ij}$ are derivatives of the function $F(C, \{\zeta\})$ with respect to the variables $c_{ai}$ and take the form

$$
F_{ab} = \sum_{i=k+1}^{n} c_{ai} \frac{\partial}{\partial c_{bi}} F(C, \{\zeta\}),
$$

$$
F_{ij} = \sum_{a=1}^{k} c_{ai} \frac{\partial}{\partial c_{aj}} F(C, \{\zeta\}). \quad (123)
$$

Similar to (51) we have that all $Z_{i}^{A}(\partial g \delta_{a})$ are linearly independent. Thus, insisting on (120), we have to set for all $a = 1, \ldots, k$ and $i = k+1, \ldots, n$

$$
D F_{a,i} = 0. \quad (124)
$$

This gives a set of differential equations for any $n$ and $k$, which could be solved in principle. Instead, we use the results we already obtained for the deformed diagrams, and check if they satisfy the conditions (124). Let us first focus on the case of $k = 2$ given by (96), which is relevant to the deformations of the MHV amplitudes. We observe that for generic values of the face spectral parameters $\zeta_{i,j}$ the equations (124) do not hold. However, they are satisfied if we additionally impose some constraints on the $\zeta_{i,j}$. Explicitly we have

$$
\zeta_{2,i} + \zeta_{1,i-1} - \zeta_{2,i-1} - \zeta_{1,i+1} = 0, \quad \text{for} \quad i = 4, \ldots, n, \quad (125)
$$

with $\zeta_{1,n+1} = \zeta_{0}$, see again appendix B. Interestingly, we recognize these constraints to be identical to the ones we derived in section 4.5 when insisting on the validity of the square moves! To be more precise, the requirement of Yangian invariance imposes precisely the same conditions on the spectral parameters as the ones necessary to ensure invariance of the measure under all possible cluster mutations! We observed this to hold true for all top cells that we checked. However, we are currently lacking a general proof of this observation. It turns out that the number of independent face spectral parameters, after solving all constraints (125), equals $n - 1$. In appendix C, we collect the values of the parameters $\alpha_{i}$, for which (124) holds, for various MHV deformed amplitudes.
5.4 Generalized Yang-Baxter Equation

There exists a further method for deriving the constraints on the face spectral parameters imposed by Yangian symmetry. Let us return to the graphical form of the Yang-Baxter equation and bootstrap equations investigated in sections 2 and 3, respectively. In both cases we can describe these equations by taking a “fundamental particle” and shifting its corresponding line through the four- or three-point vertices, $R$ and $R_0$, $R_\ast$, respectively. One may generalize these pictures and write down a general equation for an object with $k$ incoming and $n-k$ outgoing particles, see figure 12. We will call the equation associated with this picture the generalized Yang-Baxter equation. In algebraic form we may write it as

$$\mathcal{R}_{n,k} L_k(z_k) L_{k-1}(z_{k-1}) \ldots L_1(z_1) = L_{k+1}(z_{k+1}) \ldots L_{n-1}(z_{n-1}) L_n(z_n) \mathcal{R}_{n,k},$$

(126)

where $L_i(z_i)$ are again the R-matrices given by (3), which intertwine the fundamental representation with a general representation. For any $n$ and $k$, (126) is a linear equation for $\mathcal{R}_{n,k}$. It defines $\mathcal{R}_{n,k}$ as an intertwiner of two representations of the Yangian. For the moment, let us keep the spectral parameters $z_i$ for $i = 1, \ldots, n$ unspecified, i.e. they can be any complex number.

The expressions (91) for the deformed on-shell diagrams are natural candidate solutions to (126). Namely, since they may be encoded by on-shell diagrams, we can use the bootstrap equations to shift the fundamental line step by step through all vertices of the on-shell diagram. However, some care is needed, as these bootstrap equations are not all independent. Note that outgoing particles from one vertex can be incoming particles for another vertex. This means that spectral parameters are “propagating” during the shifting process. Actually, this is precisely what is needed, as it yields once more the constraints on the face spectral parameters we observed earlier. In particular, the spectral parameters $z_i$ in (126) are related to each other, in generalization of the mechanism we noticed in the case of the Yang-Baxter as well as bootstrap equations. In e.g. the former case, we found $z_3 = z_1$ and $z_4 = z_2$. A general prescription on how to fix spectral parameters in (126) can be encoded into the form of Bethe equations, and will be presented in [36] based on considerations from the Algebraic Bethe Ansatz approach.

We studied examples of on-shell diagrams related to top cells of $G(n,k)$ and found that the relations between face spectral parameters stemming from the generalized Yang-Baxter equation are indeed identical to the ones resulting from directly demanding Yangian invariance. This statement is far from trivial, and it would be very instructive to find a general proof of this fact. Interestingly, the generalized

\[ F \]

Figure 12: Generalized Yang-Baxter equation. $F$ stands for the fundamental representation of $\mathfrak{gl}(N|M)$.\[ F \]
Yang-Baxter equation imposes the same kind of relations also for all lower cell examples we studied. However, for the moment we cannot comment on the Yangian invariance for lower cells, as we lack an equivalent of (124).

6 Spectral Regularization of Loop Amplitudes

Clearly there is no compelling reason to deform the tree-level amplitudes by spectral parameters. While mathematically interesting, it even appears to be “physically wrong” to deform the helicities of physical particles. In this section we would like to demonstrate that the situation drastically changes when taking into account radiative corrections.

The undeformed on-shell three-point vertices have been used in [23] to also construct the formal loop integrands of \( \mathcal{N} = 4 \) SYM. We will sketch this rather intricate procedure below. In the approach of [23], the subsequent step integrand \( \rightarrow \) integral is highly non-trivial, and, to our understanding, in some sense even a priori ill-defined at generic loop order. The reason is that on-shell loop amplitudes in massless gauge theories show infrared divergences when loop momenta become soft and/or collinear to some external momentum. An efficient and consistent regularization of loop momentum integration is required. Many different methods have been studied in the past decades, all having certain advantages as well as drawbacks. As for the latter, a common feature is the breaking or modification of some symmetry of the quantum field theory. Dimensional regularization, in its various versions [42] is by now the most frequently used method to render divergent integrals finite. It is often used in conjunction with dimensional reduction, which preserves space-time supersymmetry [43]. Some years ago, an AdS-inspired mass regularization was proposed in [26], which maintains extended dual conformal symmetry. Very recently, a novel regularization that manifestly preserves dual conformal symmetry has been introduced in [28]. Interestingly, however, in all these schemes conventional conformal symmetry is broken.

As a first example, let us consider in this section the simplest infrared-divergent case, namely the one-loop four-point amplitude. In the \( \mathcal{N} = 4 \) theory it factorizes into the tree-level amplitude times the so-called scalar box integral \( I_{1}^{\text{box}} \)

\[
\mathcal{A}_{4,2}^{\text{1-loop}} = \mathcal{A}_{4,2}^{\text{tree}} I_{4}^{\text{box}},
\]

where the latter reads

\[
I_{4}^{\text{box}} = s_{12} s_{23} \int d^{4}q \frac{1}{q^{2}(q+p_{1})^{2}(q+p_{1}+p_{2})^{2}(q-p_{4})^{2}}.
\]

Here \( s_{12} = (p_{1}+p_{2})^{2} \) and \( s_{23} = (p_{2}+p_{3})^{2} \) are Mandelstam variables. This integral shows IR divergences, which require special attention. In the dimensional regularization scheme the number of space-time dimensions is formally modified to \( D = 4 - 2\epsilon_{\text{IR}} \) with \( \epsilon_{\text{IR}} < 0 \). The infrared singularities then show up as poles in the parameter \( \epsilon_{\text{IR}} \) as \( \epsilon_{\text{IR}} \rightarrow 0 \). The result for the box integral is well-known and reads

\[
I_{4}^{\text{box}} = \frac{2}{\epsilon_{\text{IR}}^{2}} \left[ \left( -\frac{s_{12}}{\mu^{2}} \right)^{-\epsilon_{\text{IR}}} + \left( -\frac{s_{23}}{\mu^{2}} \right)^{-\epsilon_{\text{IR}}} \right] - \log^{2} \left( \frac{s_{12}}{s_{23}} \right) - \frac{4}{3} \pi^{2} + O(\epsilon_{\text{IR}}).
\]

It depends on the Mandelstam variables as well as on a regularization scale \( \mu \). Conformal as well as dual-conformal symmetry are manifestly broken due to the explicit appearance of the scale \( \mu \).

Our main objective in this section is to avoid this and similar symmetry-breaking schemes, and to present instead a novel, natural way to regulate loop integral while respecting superconformal symmetry.
We will show in the following that the spectral parameter can be used to this purpose, at least at the one-loop level. We call the new scheme spectral regularization. As we shall demonstrate our spectral regularization scheme introduces a self setting dynamical scale, set by the kinematical data of the amplitude, to regulate the IR-divergent integrals. It is akin to the analytical regularization [44] and respects conventional superconformal symmetry.

Let us start by specifying the setup in which we will be working in the following. For sake of mathematical precision we find it more convenient to abandon the Grassmannian formalism and use instead the generalization of the Parke-Taylor formulas encoding the deformed three-point vertices of on-shell diagrams (81). The gluing procedure becomes quite subtle, since we need to perform on-shell integrations over massless particles. The usual parametrization of massless momenta in terms of spinor helicity variables

\[ p^{\alpha\dot{\alpha}} = \lambda^{\alpha} \bar{\lambda}^{\dot{\alpha}} \]  

is not suitable here because of its $GL(1)$ invariance

\[ \lambda^{\alpha} \rightarrow \beta \lambda^{\alpha}, \text{ and } \bar{\lambda}^{\dot{\alpha}} \rightarrow \beta^{-1} \bar{\lambda}^{\dot{\alpha}}. \]

In order to avoid this redundancy, we express the spinor helicity variables in terms of three independent quantities $t, x, y$ in the following manner

\[ \lambda^{\alpha} = \begin{pmatrix} t \\ t x \end{pmatrix}, \quad \bar{\lambda}^{\dot{\alpha}} = (1, y). \]  

With this parametrization the massless momentum (130) takes the form

\[ p^{\alpha\dot{\alpha}} = \begin{pmatrix} t & t y \\ t x & t x y \end{pmatrix}. \]  

We will not impose any additional constraints on the variables $t, x$ and $y$ and allow them to be any complex numbers, leading to a complexified Minkowski momentum space. The three-dimensional on-shell integration could then formally be written as

\[ \int \frac{d^3 p}{2p_0} = \int \frac{t}{4} dt \, dx \, dy, \]  

where we did not specify the precise domain of integration. Indeed, in the following we will evaluate all integrals formally, assuming that the integrations localize on the support of delta functions. At the very end of the calculation, having saturated all delta functions, we will rewrite the final result as an integral over an off-shell, real 4-momentum with measure $\int d^4 p$.

Let us remark that one could also go to (2,2) signature and parametrize momenta with real $(t, x, y)$. In this case all integrals would be over intervals on the real line. After saturating all delta functions one would end up with an integral over real off-shell momentum in (2,2) signature. A Wick rotation would translate the result to Minkowski space. Both methods should give the same final integral. However, the calculation in (2,2) signature forces us to deal with very many absolute values. E. g. in (134), we should replace $t \rightarrow |t|$. This is technically much more involved. We will therefore formally perform the calculation in complexified Minkowski space, and in particular drop all absolute values for the integration variables. This leads to sensible results in all cases we have investigated to date. However, it would be important to gain a deeper understanding of this rather ad-hoc procedure.
Similarly, there is a simple way to parametrize any off-shell momentum using the \((t,x,y)\) variables. In order to do so we introduce a reference on-shell momentum \((\hat{t},\hat{x},\hat{y})\) and some parameter \(\tau\). At the end of any calculation, the result should not depend on the particular reference momentum we choose. Then the off-shell momentum can be rewritten as

\[
q^{\alpha \dot{\alpha}} = p^{\alpha \dot{\alpha}} + \tau \tilde{p}^{\alpha \dot{\alpha}} = \left(\begin{array}{c}
t + \tau \hat{t} \\
t x + \tau \hat{t} \hat{x} \\
t x y + \tau \hat{t} \hat{x} \hat{y}
\end{array}\right).
\] (135)

Note that

\[
q^2 = \det q^{\alpha \dot{\alpha}} = t \hat{t} \tau (x - \hat{x})(y - \hat{y}).
\] (136)

The off-shell integration that we will encounter in the final result of the loop calculation, dropping constants and absolute values, then becomes

\[
\int \frac{d^4 q}{q^2} = \int t \, dt \, dx \, dy \, d\tau \frac{d\tau}{\tau}.
\] (137)

Before starting any calculation of on-shell diagrams, let us present some more details on the ingredients we will need, expressing them in the new variables. Specifically, using \((t,x,y)\), the momentum-conservation delta functions take a particularly simple form

\[
\delta^4(p^\mu) = \delta^4(p^{\alpha \dot{\alpha}}) = \delta \left(\sum_i t_i\right) \delta \left(\sum_i t_i x_i\right) \delta \left(\sum_i t_i y_i\right) \delta \left(\sum_i t_i x_i y_i\right).
\] (138)

Furthermore, the angle and square brackets turn into

\[
\langle i \, j \rangle = t_i t_j (x_j - x_i)
\]

\[
[i \, j] = (y_j - y_i).
\] (139)

We are now ready to use the variables introduced above to evaluate amplitudes given by on-shell diagrams. As a warm up, consider the deformed tree-level four-point amplitude. The steps of this calculation will not differ too much from the ones of more complicated on-shell diagrams in the following sections.

Let us start with the form of the three-point deformed amplitudes written explicitly in \((t,x,y)\) variables. We will decorate them with arrows indicating now the flow of helicities in the diagram. It is important to note that these orientations are not related to the perfect orientations discussed in previous sections. In the case where all arrows are incoming we have

\[
\mathcal{R}_\ast = \frac{\delta^4(p^{\alpha \dot{\alpha}}) \delta^8(Q^{\alpha A})}{t_1^{2+z_1} t_2^{2+z_2} t_3^{2+z_3} (x_2 - x_1)^{1+z_1} (x_3 - x_2)^{1+z_2} (x_1 - x_3)^{1+z_2}}
\] (140)

\[
\mathcal{R}_o = \frac{\delta^4(p^{\alpha \dot{\alpha}}) \delta^4(\hat{\tilde{Q}}^A)}{(y_2 - y_1)^{1-z_1} (y_3 - y_2)^{1-z_2} (y_1 - y_3)^{1-z_2}}
\] (141)

with the constraint \(z_1 + z_2 + z_3 = 0\). By flipping the direction of an arrow, one changes the sign of the related \(z_i\). In the above formulas the conservation of momentum is given by \([138]\), while the super-momentum conservation delta functions are given by

\[
\delta^8(Q^{\alpha A}) = \delta^4 \left(\sum_i t_i \eta_i\right) \delta^4 \left(\sum_i t_i x_i \eta_i\right),
\] (142)

\[
\delta^4(\hat{\tilde{Q}}^A) = \delta^4 ((y_2 - y_1) \eta_3 + (y_3 - y_2) \eta_1 + (y_1 - y_3) \eta_2).
\] (143)
functions. Since we have 16 fermionic integrations, we are left with 8 unintegrated delta functions which
must be expressed in terms of the internal particles. As there is one three-dimensional on-shell integration for each such particle, the
left-over 12 bosonic delta functions are saturated. In the second step we turn to the 24 fermionic delta functions. Since we have 16 fermionic integrations, we are left with 8 unintegrated delta functions which express the conservation of total super-momentum. Finally, we collect the Jacobians produced by this procedure. A factor \(\prod_{i=5}^{8} t_i\) comes from the integration measure and the denominators stem from the three-point vertices using formulas (139) and (140). Using the solution for the \(t_i, x_i, y_i\) corresponding to the internal particles, we express the final result as a function of the external data, and obtain

\[
\mathcal{R}_4 = \frac{\delta^4(P^{\alpha A})\delta^8(Q^{\alpha A})}{t_1^2 t_2^2 t_3^2 t_4^2 (x_1-x_2)(x_2-x_3)(x_3-x_4)(x_4-x_1)} \mathcal{F}(z_i),
\]

where the multiplicative spectral-parameter deformation reads

\[
\mathcal{F}(z_i) = t_1^{-z_1} t_2^{-z_2} t_3^{-z_3} t_4^{-z_4} (x_1-x_2)^{-z_8-z_2} (x_2-x_3)^{z_8} (x_3-x_4)^{-z_8-z_1} (x_4-x_1)^{z_8-z_1-z_4} (x_1-x_3)^{z_2+z_4}
\]

\[
= \left(\frac{23}{12}\frac{34}{41}\right)^{z_8} \left(\frac{34}{12}\frac{13}{41}\right)^{z_1} \left(\frac{13}{12}\frac{43}{41}\right)^{z_2} \left(\frac{13}{41}\right)^{z_4}.
\]

Using (139) we reproduce the R-matrix (65) after setting \(z_8 = z\) and \(z_1 = z_2 = z_3 = z_4 = 0\), which corresponds to the deformed four-point amplitude in the case where all external particles carry physical helicities\(^8\). Furthermore, identifying the \(z_i\) with the face spectral parameters of the general deformed amplitudes (91) for the case \(n = 2\) as

\[
z_1 = \zeta_0 - \zeta_{1,3}, \quad z_2 = \zeta_{1,3} - \zeta_{2,3}, \quad z_3 = \zeta_{2,3} - \zeta_{2,4}, \quad z_4 = \zeta_{2,4} - \zeta_0, \quad z_8 = \zeta_{1,4} - \zeta_{1,3},
\]

compare to figure 13 we recover the deformed amplitude of (91) where the external particles are deformed as well. Note that the Yangian invariance condition of (125) for the \(n = 2\) case translates into

\[
\zeta_{2,4} + \zeta_{1,3} = \zeta_{2,3} + \zeta_0 \Rightarrow z_2 + z_4 = 0 \quad \text{or} \quad z_1 + z_3 = 0,
\]

\(^8\)There are two distinct solutions to the bosonic delta functions. They are exactly the two different solutions to the quadruple cut of the one-loop box integral.

\(^9\)Note that we have been rather nonchalant about overall signs in this computation.
compare to (58) and (59) with $z_i \to s_i$ and a change of orientations.

Let us proceed to the one-loop correction to the four-point amplitude. The proper on-shell diagram can be constructed from the all-loop BCFW recursion relation of [23]. Starting from the diagram for the tree-level six-point NMHV amplitude, one has to identify two particles and add a BCFW bridge. There is a whole class of equivalent diagrams, which all encode the one-loop result, and are related by moves as was reviewed in section 4.5. For our calculation we chose the specific representative of this class drawn in figure 14. One notices that it can be obtained from the tree-level diagram by attaching four BCFW bridges. This process is depicted in figure 15.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure14}
\caption{The dressed on-shell diagram for the one-loop four-point amplitude.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure15}
\caption{Attaching four bridges.}
\end{figure}

Again, we can partition the calculation into basic steps, each one consisting in consecutively attaching
bridges. At each step, the starting point is an expression depending on four momenta, to which we attach two three-point vertices, as shown in figure [16].

![Figure 16: Attaching a single bridge.](image)

We proceed further along the same lines already described for the tree-level four-point amplitude. The only, and important, difference is that now the number of internal variables is larger than the number of delta functions. Therefore we cannot fix all internal momenta in terms of external ones. By a simple calculation, one can convince oneself that the number of free parameters for every bridge is 1. After a careful analysis one finds that not all parameters can be left unintegrated. There are only three cases allowed: we can keep either

1. After a careful analysis one finds that not all parameters c an be left unintegrated. There are only a simple calculation, one can convince oneself that the numb er of free parameters for every bridge is

2. number of delta functions. Therefore we cannot fix all intern al momenta in terms of external ones. By

3. The only, and important, difference is that now the number of in ternal variables is larger than the number of external ones. By

We can now proceed and bring spectral-parameter dependence into the previous calculation. By solving the BCFW recursion relation. One observes also that every time we attach a bridge we introduce one new spectral parameter which corresponds to the new face we create. At the end we get a diagram with 9 faces and, correspondingly, 9 face spectral parameters $\zeta_i$. They are marked in figure [14].

The final result is obtained as follows. Let us first suppress the spectral parameter dependence. Then after gluing four bridges to the tree-level result (144) one indeed obtains the following correction

$$\int dt\, dx\, dy \frac{d\tau}{\tau} \frac{(p_1 + p_2)^2(p_2 + p_3)^2}{(q + p_1)^2(q + p_1 + p_2)^2(q - p_4)^2} = \int \frac{d^4 q}{q^2(q + p_1)^2(q + p_1 + p_2)^2(q - p_4)^2} \cdot (148),$$

where we have used (137) to go from the parameters $(t, x, y, \tau)$ to the conventional notation for off-shell momenta. The reference momentum is $(\tilde{t}, \tilde{x}, \tilde{y}) = (1, x_1, y_1)$. This expression matches $I_4^{4\text{-loop}}$ of (128).

We can now proceed and bring spectral-parameter dependence into the previous calculation. By using the deformed three-point vertices and following exactly the same steps as before, we finally arrive at

$$A_4^{4\text{-loop}}(\zeta_i) = A_4^{4\text{-loop}} \int d^4 q \, I_4^{4\text{box}}(\zeta_i),$$

where $I_4^{4\text{box}}$ is the integrand of the underformed scalar box integral $I_4^{4\text{box}}$, which is now modified by the following spectral-parameter dependent factor $G(\zeta_i)$

$$G(\zeta_i) = q^{2(\zeta_1 - \zeta_6)}(q + p_1)^2(\zeta_5 - \zeta_6)(q + p_1 + p_2)^2(\zeta_7 - \zeta_8)(q - p_4)^2((34)[12])\zeta_5 + \zeta_7 - \zeta_6 - \zeta_8$$

$$\langle 3| q + p_1 | 2 \rangle \zeta_4 + \zeta_6 - \zeta_7 (p_3)\zeta_6 - \zeta_6 - \zeta_1 + \zeta_8 (p_4)\zeta_6 - \zeta_1 | p_2 \rangle \zeta_6 - \zeta_6 - \zeta_9 \left( \frac{\tau}{\tilde{t}_4} \right) \zeta_5 + \zeta_7 - \zeta_6 - \zeta_8$$

(150)

39
Let us analyze in more detail this important result. In the first line we see that the four propagators of the scalar box integral are modified by some powers. Furthermore, there is a normalization factor depending only on external particles. In the second line new terms that depend on the loop momentum appear. We will demand that all of them vanish. One can establish this by fixing all powers appearing in the second line to 0. This gives some relations between the spectral parameters, reducing the parameter space of our problem. One notices that these relations are exactly the same ones described in section 4. In other words, we demand that the cluster mutations may be performed for some of the faces in the diagram in figure 14. Importantly, we do not demand all mutations to be possible because it would trivialize our result too much. However, this choice also entails the Yangian non-invariance of the construction. A deeper analysis of the relation between cluster mutations, Yangian invariance and the possibility of regularization is desirable. We postpone this problem to future work.

After elimination of the unwanted terms we are left with the following expression

\[ \mathcal{G}(\zeta_i) = q^{2(\zeta_1 - \zeta_5 + \zeta_8 - \zeta_7)}(q + p_1)^{2(\zeta_5 - \zeta_4)}(q + p_1 + p_2)^{2(\zeta_9 - \zeta_4)}(q - p_4)^{2(\zeta_7 - \zeta_8)} \langle 34 \rangle \langle 12 \rangle \zeta_4 - \zeta_3. \]  

(151)

In order to regularize the integral (149) it is sufficient to choose the exponents of the propagators to be all positive. All such choices will give a finite integral. Here we focus on a particular one, where we take all powers on propagators in (151) to be equal to \( \epsilon \). It fixes the face spectral parameters from the figure 14 to be

\[ \zeta_1 = 0, \quad \zeta_2 = 4\epsilon, \quad \zeta_3 = 0, \quad \zeta_4 = -4\epsilon, \quad \zeta_5 = -2\epsilon, \quad \zeta_6 = 3\epsilon, \quad \zeta_7 = -2\epsilon, \quad \zeta_8 = -3\epsilon, \quad \zeta_9 = 0. \]  

(152)

We then arrive at the following modification

\[ \mathcal{G}(\epsilon) = \frac{\langle 34 \rangle \langle 12 \rangle^{-4\epsilon}}{q^{-2\epsilon}(q + p_1)^{-2\epsilon}(q + p_1 + p_2)^{-2\epsilon}(q - p_4)^{-2\epsilon}}. \]  

(153)

This is the key result of this section. By attaching consecutive deformed bridges, we were able to derive a spectral parameter modification of the one-loop amplitude. With our choice of spectral parameters we are left with a result that depends only on one parameter. Significantly, it is reminiscent of analytic regularization [44]. The regulator scale is set dynamically by the kinematics of the process. However, in our approach the regularization of the propagators is not chosen ad-hoc, but is derived in a very natural and meaningful way. After integration we finally obtain

\[ A_{4}^{1}\text{-loop}(\epsilon) = A_{4,2}^{\text{tree}} \left( \frac{[34]}{[12]} \right)^{4\epsilon} \left[ 1 - \frac{1}{2} \log^2 \left( \frac{s_{12}}{s_{23}} \right) - \frac{7}{6} \epsilon^2 + \mathcal{O}(\epsilon) \right], \]  

(154)

which is to be compared with the dimensionally regulated result (91). Hence, the divergences again generate poles in the spectral parameter \( \epsilon \), but there is no scale-breaking parameter \( \mu \). Let us stress that in order to regulate the integral it is crucial to assume non-vanishing central charges also for the external particles, for which we have chosen \((c_1, c_2, c_3, c_4) = (-4\epsilon, -4\epsilon, 4\epsilon, 4\epsilon)\). It should be stressed that the result (154) is invariant under superconformal transformations. The Yangian invariance is necessarily violated in order to have a regulated integral.

7 Conclusions and Outlook

In this paper we investigated the introduction of spectral parameters into the perturbative scattering amplitude problem of \( \mathcal{N} = 4 \) SYM. We managed to consistently deform arbitrary on-shell diagrams. We
find it exciting that this is possible, and actually very natural. We argued that it brings the amplitude problem technically and conceptually closer to the integrable spectral problem. However, we did not yet gain a good understanding on how to recombine the deformed diagrams into deformed generic perturbative amplitudes. Clearly this is the crucial next step for rendering our approach useful, and in particular in order to proceed to higher loop levels.

We anticipate that numerous readers might still not be convinced that it is at all necessary to introduce a spectral parameter into the amplitude problem. However, we can easily dispel such a skepticism. Here is the argument: It is well known that the cusp anomalous dimension appears in both the spectral problem as well as in the (logarithm of) the four-point amplitude. An exact equation for this quantity has been derived using the integrable structure of the spectral problem [12]. Looking at the structure of this cusp equation, we claim that it is impossible to eliminate the spectral parameter (there it is encoded into the letter $t$, after a Fourier-Laplace transform from $u = iz$) from the equation, and to write a simpler equation for the cusp as a function of only the coupling constant $g = \sqrt{\lambda/4\pi}$. q.e.d. It is thus an important open challenge for any all-loop/non-perturbative approach to the $\mathcal{N} = 4$ amplitude problem to derive the exact cusp dimension from first principles, as opposed to merely using it as an input. And we just argued that this will be impossible without employing a spectral parameter. It would be exciting if a properly deformed version of the BCFW recursion relation could somehow be turned into the cusp equation.

In this context it is interesting to investigate whether Bethe ansatz methods can directly be applied to the scattering problem. Recall that the cusp equation was derived from an asymptotic all-loop Bethe ansatz. For a first step, albeit in a simplified situation, towards a Bethe ansatz for Yangian invariants see [36]. It might be easier to first gain an understanding of the spectral deformation at strong coupling, and in particular in the dual string picture. In fact, a spectral parameter for scattering amplitudes was already used in the literature at strong coupling in the dual description of scattering amplitudes via minimal surfaces with light-like polygonal edges, where a certain Y-system was identified [45]. See also the recent works [46], where the spectral parameter has been put to further good use. It would be interesting to explore the relation of the integrable structures used in these papers to the ones studied in our present work.

Finally, the deformed on-shell diagram technique used in this article is interesting for the general theory of quantum integrable models. As we pointed out before, the Quantum Inverse Scattering Method usually centers around four-legged R-matrices, while the said on-shell diagram technique starts from the three-legged Hodges vertices. It would be interesting to further explore this feature for general symmetry algebras, and to investigate the precise relation with the mathematical theory of quantum groups and the Yang-Baxter equation.
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A Fourier Transform of Super-Twistor Variables

In section 2.4 we used the fact that a function of the super-twistor variables $Z^A_i = (\tilde{\mu}_i^\alpha, \tilde{\lambda}_i^\dot{\alpha}, \eta_i^A)$ can be written in spinor-helicity space $(\lambda_i^\alpha, \tilde{\lambda}_i^\dot{\alpha}, \eta_i^A)$ through a Fourier transform on the $\tilde{\mu}_i^\alpha$. In this appendix we want to give some more detail. In particular, the $\tilde{\mu}_i^\alpha$-dependent part of the Grassmannian integral is a product of delta functions, i.e.

$$\prod_{a=1}^k \delta^2 \left( \tilde{\mu}_a^\alpha - \sum_{j=k+1}^n c_{aj} \tilde{\mu}_j^\alpha \right),$$

(155)

which can be written through the integral representation as

$$\prod_{a=1}^k \int d^2 \rho_a e^{i (\rho_a \cdot \tilde{\mu}_a - \sum_{j=k+1}^n c_{aj} \rho_a \cdot \tilde{\mu}_j)},$$

(156)

Since we consider $k$ ingoing and $n-k$ outgoing particles in the text, we need to be careful with momentum conservation when starting from the Grassmannian integral, see (47) for the specific case of four points. Hence we should perform a Fourier transform on the $\tilde{\mu}_a$ and an inverse Fourier transform on the $\tilde{\mu}_i$

$$\prod_{a=1}^k \int d^2 \rho_a d^2 \tilde{\mu}_a e^{i \rho_a \cdot \tilde{\mu}_a} e^{-i \lambda_a \cdot \tilde{\mu}_a} \prod_{j=k+1}^n \int d^2 \tilde{\mu}_j e^{-i \sum_{b=1}^k c_{bj} \rho_b \cdot \tilde{\mu}_j} e^{i \lambda_j \cdot \tilde{\mu}_j},$$

$$= \prod_{a=1}^k \int d^2 \rho_a \delta^2 (\lambda_a - \rho_a) \prod_{j=k+1}^n \delta^2 \left( \lambda_j - \sum_{b=1}^k c_{bj} \lambda_b \right),$$

(157)

where in the last step we have used the delta functions to perform the integration over the variables $\rho_a$. Here we considered $(2,2)$ signature for simplicity, where all bosonic variables are real. In Minkowski space with signature $(1,3)$ one has to choose suitable contours of integration, and the transform gets more involved.

B Grassmannian Formula from Dual Diagrams

In section 4 we described a gluing procedure that allows us to associate a Grassmannian integral to any dressed on-shell diagram. The most compact form of the result is obtained if one writes it in terms of the face variables. For some applications, however, it is better to know its explicit form in the variables $c_{ai}$. As we already pointed out, the variable change from face variables to variables $c_{ai}$ simplifies the form of the matrix appearing in delta functions, but complicates the form of the integration measure in the Grassmannian integral. As it is highly non-trivial to find this measure in the general case, we give here an algorithm allowing to write it down, at least in case of integrals related to the top cells of the positive Grassmannian. Our algorithm is similar to, but different from the one presented in e.g. [47]. The formulas we will derive are particularly useful when checking the Yangian invariance of expressions given by deformed on-shell diagrams. We used them to derive the results of section 5.
Let us focus on the top cell of the positive Grassmannian $G(n,k)$. In order to find a deformed Grassmannian integral that corresponds to the top cell we need to find a proper dressed on-shell diagram, which for top cells can be easily obtained from the so-called $\Gamma$-diagrams as described in [39]. The relevant $\Gamma$-diagrams, together with a dictionary on how to find an on-shell diagram from a $\Gamma$-diagram, were presented already in [3] and we depict them in figure 17. We labeled particles counterclockwise

![Figure 17: (a) $\Gamma$-diagram relevant for the top cell of Grassmannian $G(n,k)$. (b) Dictionary from $\Gamma$-diagrams to on-shell diagrams.](image)

and took particles $i = 1, \ldots, k$ to be incoming, while particles $i = k + 1, \ldots, n$ to be outgoing. With each face of the $\Gamma$-diagram we associate a face variable $f_{ij}$. Later on we also introduce face spectral parameters $\zeta_{i,j}$ corresponding to the face $(i,j)$. In the case of the top cell, the number of independent face variables is equal to $k(n-k)$, which is exactly the dimension of $G(n,k)$. As we already pointed out in the main text, the dual diagram of any on-shell diagram is an oriented graph. For the top cell of the Grassmannian $G(n,k)$ this dual graph takes a particularly simple form as presented in figure 18. We marked nodes corresponding to external faces of the on-shell diagram. In the language of cluster algebras, they correspond to the so-called frozen nodes.

Let us take a $k \times n$ matrix $C$ as in (31). For $1 \leq i \leq k$ and $1 \leq j \leq n$, let $A_{i,j}$ be the largest square submatrix of $C$ whose upper right corner is $(i,j)$. Put

$$a_{i,j} = (-1)^{k-i+1} \det A_{i,j}.$$  \hspace{1cm} (158)

We refer to $a_{i,j}$ as $A$-variables, see [48] for a short review. In order to find face variables for the diagram related to the top cell we define the extended dual graph as shown in figure 19. The extended dual graph consists of all nodes of the original graph and new nodes, which are marked by hexagons. To each node of the extended dual graph we assign one $A$-variable $a_{i,j}$ as shown in the figure. Notice that the labeling of nodes in figures 18 and 19 is different.

The face variables $f_{i,j}$, which in the language of cluster algebra are usually referred to as $X$-variables, are then given by

$$f_{i,j} = \prod_{(m,n) \to (i,j)} a_{m,n} \left( \prod_{(i,j) \to (m,n)} a_{m,n} \right)^{-1},$$ \hspace{1cm} (159)

\[^{10}\text{Note that we took a mirror version of $\Gamma$-diagrams compared to [39] and [3].} \]
where the first product is over all $\mathcal{A}$-variables for faces of extended dual graph connected to the face $(i,j)$ by an incoming arrow, while the second product is over all $\mathcal{A}$-variables for faces connected by outgoing arrows. Additionally, from the fact that the product over all face variables has to be equal to 1, we find

\[ f_0 = \left( \prod_{i,j} f_{i,j} \right)^{-1} = \frac{a_{2,n-1}}{a_{1,n}}. \tag{160} \]

Let us give an explicit example and show how to find face variables for the top cell of the Grassmannian $G(6,3)$. The extended dual graph for the case $n = 6$ and $k = 3$, together with its $\mathcal{A}$-variables are given in figure 18, where by $(i_1 i_2 i_3)$ we denote the determinant of the $3 \times 3$ matrix made out of the columns $i_1, i_2, i_3$ of the matrix $C$. Then, according to (159), we find face variables and using (91) we can write a deformed integral measure associated to the top cell of $G(6,3)$ in the variables $c_{ai}$ as

\[
F_{6,3}(C) = \frac{1}{(123)(234)\ldots(612)} \left( \frac{(145)}{(124)} \right)^{-\zeta_0} \left( \frac{(234)}{(134)} \right)^{-\zeta_{1,4}} \left( \frac{(345)(124)}{(234)(145)} \right)^{-\zeta_{1,5}} \left( \frac{(456)(125)(134)}{(345)(561)(124)} \right)^{-\zeta_{1,6}} \\
\left( \frac{(134)}{(124)} \right)^{-\zeta_{2,4}} \left( \frac{(145)}{(134)(125)} \right)^{-\zeta_{2,5}} \left( \frac{(561)(124)}{(612)(145)} \right)^{-\zeta_{2,6}} \left( \frac{-(124)}{(124)} \right)^{-\zeta_{3,4}} \left( \frac{(125)}{(124)} \right)^{-\zeta_{3,5}} \left( \frac{(612)}{(125)} \right)^{-\zeta_{3,6}}.
\tag{161}
\]

We present here also a general formula for deformations of MHV amplitudes. They are given as a
We used this formula in section 5.

\[
F_{n,2}(C) = \frac{1}{(12)(23)\ldots(n1)} \left( \frac{(1 n - 1)}{(n - 1 n)} \right)^{-\zeta_0} \left( \frac{(23)}{(13)} \right)^{-\zeta_{1,3}} \left( \frac{(13)}{(12)} \right)^{-\zeta_{2,3}} \prod_{i=4}^{n} \left( \frac{(i - 1 i)(1 i - 2)}{(i - 2 i - 1)(1 i)} \right)^{-\zeta_{1,i}} \left( \frac{(1 i)}{(1 i - 1)} \right)^{-\zeta_{2,i}}.
\]

(162)
C Modification of Yangian Generators for Invariance of Top Cells

In this appendix we present some examples of the local deformation values \( \alpha_i \) in the level-one Yangian generators \( \{103\} \) found by demanding the Yangian invariance of expressions for top cells \( \{115\} \), i.e. we present values of \( \alpha_i \) for which \( \{124\} \) holds. For simplicity we restrict the presentation to the MHV cases.

In order to render the results more symmetric we consider all external particles to be incoming. We combine to define \( w \) external central charges. In all cases we fix \( \alpha_i = 0 \), which are differences of external face spectral parameters as in section 4.3, and \( \alpha_i \) present values of \( s \) external charges \( \alpha \) for which \( \{124\} \) holds. For simplicity we restrict the presentation to the MHV cases. We claim that this relation holds true for all MHV amplitudes and generalizations of it can be also found for all \( N^k \)MHV cases.

One can observe that the following relation holds for all cases we presented above

\[
\alpha_{i+2} - \alpha_i = s_i + s_{i+2},
\]

where we identify \( \alpha_{i+n} \) with \( \alpha_i \). We claim that this relation holds true for all MHV amplitudes and generalizations of it can be also found for all \( N^k \)MHV cases.
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