Measure of Noncompactness for Hybrid Langevin Fractional Differential Equations
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Abstract: In this research article, we introduce a new class of hybrid Langevin equation involving two distinct fractional order derivatives in the Caputo sense and Riemann–Liouville fractional integral. Supported by three-point boundary conditions, we discuss the existence of a solution to this boundary value problem. Because of the important role of the measure of noncompactness in fixed point theory, we use the technique of measure of noncompactness as an essential tool in order to get the existence result. The modern analysis technique is used by applying a generalized version of Darbo’s fixed point theorem. A numerical example is presented to clarify our outcomes.

Keywords: hybrid Langevin fractional differential equation; measure of noncompactness; Darbo’s fixed point theorem; boundary value problem

MSC: 26A33; 34A08; 34A12

1. Introduction

A hybrid system is a dynamic system that interacts with discrete and continuous dynamics. The appearance of novel multiplex engineering systems that have several types of process and abstract decision-making units present the image of different systems simultaneously exhibiting continuous and discrete time dynamics, discrete events, logic commands and jumps. In addition, the concept of hybrid systems is of great importance in embedded control systems [1].

Fractional differential equations engender in either systems of mathematical modeling or operations the phenomena in many diverse fields, such as engineering, physics, chemistry, the phenomena of blood flow, image processing, etc. [2–12]. For some recent developments regarding this, and in particular, fractional Langevin equations, see [13–23] and the references therein.

The Langevin equation is an ideal method to depict mathematical physics. This can help the scientists to represent processes like anomalous diffusion effectively in a descent manner. In the field of economy, the operations include price index fluctuations [24]. In critical dynamics theory, the generic formula to the Langevin equation for noise sources with correlations performs an important role [25]. Many generic Langevin equations have been applied to certain types of dynamical operations in media, such as Langevin equation in general [26,27]. The way in which nonlinear fractional Langevin equations were remodeled by Mainardi and Pironi was remarkable [28].

In the field of fractional differential equations, many of the mathematicians who are interested in fractional differential equations have discussed hybrid fractional differential equations (see [29–33]).
Recently, in [34], Seth et al. studied and proved the existence of a solution supported via certain initial value problems for the following equation:

\[
\begin{aligned}
D^\alpha \left[ \frac{D^\beta u(t) + \sum_{i=1}^{m} \int_{0}^{t} g_i(t,u(t)) dt}{g(t,u(t))} \right] &= h(t,u(t),\Gamma^\gamma u(t)), \ t \in [0,1], \\
u(0) &= D^\beta u(0) = 0,
\end{aligned}
\]

where \(D^\alpha\) and \(D^\beta\) represent the Riemann–Liouville fractional derivatives, where \(0 < \alpha, \beta \leq 1\).

In [35], Seth et al. proved the existence of a solution to the following system of hybrid fractional sequential integro-differential equations with two distinct orders of Caputo derivatives as follows:

\[
\begin{aligned}
\varepsilon D^\alpha \left[ \frac{D^\beta u(t) + \sum_{i=1}^{m} \int_{0}^{t} g_i(t,u(t)) dt}{g(t,u(t))} \right] &= h(t,u(t),\Gamma^\gamma u(t)), \ t \in [0,1], \\
\varepsilon D^\alpha u(0) &= \varepsilon D^\beta u(t) = 0, \ u(1) = \delta u(\eta), \ 0 < \delta \leq 1, \ 0 < \eta < 1.
\end{aligned}
\]

According to recent contributions concerning hybrid fractional differential equations, we introduce our research point as the following boundary value problem to the nonlinear fractional hybrid Langevin differential equation:

\[
\begin{aligned}
\varepsilon D^\alpha \left[ \frac{u(t)}{f(t,u(t))} \right] - \lambda u(t) &= g(t,u(t),\Gamma^\gamma u(t)), \ t \in J = [0,1], \\
u(0) &= \varepsilon D^\beta u(t) = 0, \ u(1) = \zeta u(\eta), \ 0 < \eta < 1, \ \zeta \in \mathbb{R},
\end{aligned}
\]

where both \(\varepsilon D^\alpha\) and \(\varepsilon D^\beta\) are Caputo derivatives of orders \(0 < \alpha \leq 1\) and \(1 < \beta \leq 2\), respectively. Here, \(\lambda \in \mathbb{R} \setminus \{0\}\), \(\Gamma^\gamma\) denotes the Riemann–Liouville fractional integral of order \(0 < \gamma < 1\), \(\zeta = \frac{f(1,u(1))}{f(\eta,u(\eta))}\), \(f \in C(J \times \mathbb{R}, \mathbb{R} \setminus \{0\})\), and \(g \in C(J \times \mathbb{R}^2, \mathbb{R})\). Furthermore, \(\mu\) and \(\nu\) are two continuous functions from \(J\) into itself.

This demonstrates that the bridge between the hybrid and Langevin equation is considerable, and is a new form in the study of fractional differential equations, especially considering the use of the measure of noncompactness technique. This encourages us to advance the previous boundary value problem. Therefore, our study relies on what is known as Darbo’s fixed point theorem, in general form, for the product of two operators through implementing the measure of noncompactness technique to a hybrid Langevin equation.

\section{2. Basic Concepts and Relevant Lemmas}

In this part, we provide some important points that we need as a basis for the coming sections.

\textbf{Definition 1 ([12])}. The Caputo fractional derivative for a function \(\Theta\) that has an absolutely continuous derivative up to the order \((k - 1)\) is given as

\[
\varepsilon D^\alpha_0, \Theta(t) = \int_{0}^{t} \frac{(t-s)^{k-\alpha-1}\Theta^{(k)}(s)}{\Gamma(k-\alpha)} \ ds,
\]

where \(k - 1 < \alpha \leq k, k \in \mathbb{N}\).

\textbf{Definition 2 ([12])}. Let \(\Theta\) be a continuous function on the interval \([0, \infty]\). The fractional integral of order \(\delta > 0\) is given by

\[
\int_{0}^{t} \frac{(t-\eta)^{\delta-1}\Theta(\eta)}{\Gamma(\delta)} \ d\eta.
\]
Lemma 1 ([12]). Let $\gamma, \kappa \geq 0$, and $V \in L^1([0, 1])$. Then,

$$I_{\frac{d}{1}}, I_{\frac{d}{0}}, V(t) = I_{\frac{d}{0}+\kappa} V(t) \quad \text{and} \quad \mathcal{C}D_{\frac{d}{0}} I_{\frac{d}{0}}, V(t) = V(t) \forall t \in [0, 1].$$

Lemma 2 ([12]). Let $\lambda > 0$, where $m - 1 < \lambda \leq m$, then

$$I_{\frac{d}{0}}, \mathcal{C}D_{\frac{d}{0}}, \Phi(\eta) = \Phi(\eta) - \sum_{i=0}^{m-1} b_i \eta^i, \ b_i \in \mathbb{R}.$$

Let $B(x, r)$ be a closed ball in Banach space $\mathbb{E}$ centered at $x$ with radius $r$; in the case where $x = 0$, we denote $B$, instead of $B(0, r)$. Let $X$ be a nonempty subset of $\mathbb{E}$, such that $\bar{X}$ and $\text{Conv}X$ are a closure and a convex closure of $X$, respectively. Throughout this work, the symbol $\mathfrak{M}_E$ represents the family of the nonempty and bounded subsets of $\mathbb{E}$, while $\mathfrak{B}_E$ denotes the subfamily of all relatively compact subsets of $\mathfrak{M}_E$.

Definition 3 ([36]). A mapping $\chi : \mathfrak{M}_E \rightarrow [0, \infty)$ is called a noncompactness measure in $\mathbb{E}$ if all the conditions below hold:

1. (\omega_1) ker $\chi = \{X \in \mathfrak{M}_E : \chi(X) = 0\} \neq \emptyset$,
2. (\omega_2) $Y \subset X$, then $\chi(Y) \leq \chi(X)$,
3. (\omega_3) $\chi(Y) = \chi(\text{Conv}Y)$,
4. (\omega_4) $\chi(A_1 Y + A_2 X) \leq \lambda_1 \chi(Y) + \lambda_2 \chi(X)$, $\lambda_1 + \lambda_2 = 1$,
5. (\omega_5) If $(Y_n)$ is a sequence of closed subsets of $\mathfrak{M}_E$ with $Y_{n+1} \subset Y_n \ (n \geq 1)$ and $\lim_{n \to \infty} \chi(Y_n) = 0$, then $\cap_{n=1}^{\infty} Y_n \neq \emptyset$.

Definition 4 ([36]). Let $Y$ be a bounded nonempty subset of Banach space $\mathbb{E}(f)$. The function $f \in Y$ is said to be a modulus of continuous function, denoted by $\omega(f, \epsilon)$; if $\forall f \in Y$ and $\forall \epsilon > 0$, we have

$$\omega(f, \epsilon) = \sup\{|f(t) - f(s)| : t, s \in J, |t - s| \leq \epsilon\}.$$

In addition,

$$\omega(Y, \epsilon) = \sup\{\omega(f, \epsilon) : f \in Y\},$$

and

$$\omega_0(Y) = \lim_{\epsilon \to 0} \omega(Y, \epsilon).$$

Definition 5 ([37]). Let $\mathbb{E}(f)$ be Banach algebra. A noncompactness measure $\chi$ in $\mathbb{E}(f)$ satisfies condition (m) if the condition below holds:

$$\chi(fg) \leq \|f\|\chi(g) + \|g\|\chi(f)$$

for all $f, g \in \mathfrak{M}_C(f)$.

Lemma 3 ([38]). The condition (m) can be held by the noncompactness measure $\omega_0$ on $\mathbb{E}(f)$.

Consider the following class $S$ of all functions $\psi : (0, \infty) \to (b, \infty)$ such that the following condition holds:

$$\forall (x_n) \subset (0, \infty), \ \lim_{n \to \infty} \psi(x_n) = b \iff \lim_{n \to \infty} x_n = 0.$$

Now, we introduce Darbo’s fixed point theorem, which we can rely on to illustrate the existence of at least one fixed point.
Theorem 1 ([39]). Consider Banach space $\mathbb{E}(J)$ containing a bounded, closed, convex, and nonempty subset, for example, $\Omega$. Let $T: \Omega \to \Omega$ be a continuous mapping. Assume that there is $\theta \in (0, 1)$ with $\chi$ as a noncompactness measure in $\mathbb{E}(J)$ satisfying the following:

$$\chi(TY) \leq \theta \chi(Y), \ \phi \neq Y \subseteq \Omega.$$ 

Then, $T$ has a fixed point in $\Omega$.

Theorem 2 ([39]). Let $\mathcal{U}$ be a bounded, closed, convex, and nonempty subset of Banach space $\mathbb{E}(J)$ and let $T: \mathcal{U} \to \mathcal{U}$ be a continuous mapping. Assume there exists $\Phi \in \mathcal{S}$ and $\theta \in (0, 1)$ such that for any nonempty subset $D$ of $\mathcal{U}$ with $\chi(TD) > 0$,

$$\Phi(\chi(TD)) \leq (\Phi(\chi(D)))^{\theta},$$

where $\chi$ is a noncompactness measure in $\mathbb{E}(J)$). Then, $T$ has a in $\mathcal{U}$.

Lemma 4. Assume that $0 < \alpha \leq 1, 1 < \beta \leq 2, 0 < \gamma < 1$, and both functions $f, g$ satisfy Equation (1). The unique solution of Equation (1) is given by the following formula:

$$u(t) = f(t, u(v(t))) \left\{ \int_0^t \frac{(t-s)^{\alpha+\beta-1}}{\Gamma(\alpha+\beta)} g(s, u(s)) ds + \lambda \int_0^t \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} u(s) ds ight. \\
+ \frac{t}{1-\eta} \left. \left[ \int_0^{\eta} \frac{(\eta-s)^{\alpha+\beta-1}}{\Gamma(\alpha+\beta)} g(s, u(s)) ds + \lambda \int_0^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)} u(s) ds \right] \right\}.$$ 

(2)

Proof. By using Lemma 2, we get

$$\frac{C}{D^p} \left[ \frac{u(t)}{f(t, u(v(t)))} \right] = \int_0^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} g(s, u(s)) ds + \lambda \int_0^t \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} u(s) ds + c_2.$$ 

According to the first and second boundary conditions, we obviously see that $c_2 = 0$. Again, we apply Lemma 2 to obtain the following form:

$$\frac{u(t)}{f(t, u(v(t)))} = \int_0^t \frac{(t-s)^{\alpha+\beta-1}}{\Gamma(\alpha+\beta)} g(s, u(s)) ds + \lambda \int_0^t \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} u(s) ds + c_1 t + c_0.$$ 

From the first boundary condition, we have $c_0 = 0$. The unique solution from Equation (2) is provided, as shown above, once we use third condition. Conversely, it is not difficult to see that when inserting Equation (2) into the left side of Equation (1), and employing Lemma 2, we get the right side. Clearly, Equation (2) satisfies the boundary value conditions in Equation (1). □

3. Main Results

Now, to give a clear view, consider $(\mathbb{E}, \| \cdot \|)$ to be the space of all continuous real-valued functions defined on the unit interval $J = [0, 1]$. It is obvious that it is a Banach space equipped with the following norm:

$$\|x\| = \sup_{t \in J} |x(t)|, \quad x \in \mathbb{E}.$$ 

Before introducing the main results, we investigate Equation (2) under the following assumptions:
Consider that all of the assumptions

Axioms 2020

There exist a continuous function

There exists a real number

The function

Both functions

The main result is given via the following theorem.

**Theorem 3.** Consider that all of the assumptions (i)–(v) hold. Then, Equation (1) has a solution in Banach algebra \( E(J) \) if

\[
\mathcal{R} \leq 1
\]

where

\[
\mathcal{R} = \frac{\psi(r_0)}{\Gamma(a + \beta + 1)} \left[ 1 + \frac{\eta^{a+\beta} + 1}{1 - \eta} \right] + \frac{|\lambda| r_0}{\Gamma(\beta + 1)} \left[ 1 + \frac{\eta^\beta + 1}{1 - \eta} \right].
\]

**Proof.** Consider the operator \( T : E(J) \to E(J) \) as

\[
(Tu)(t) = (Fu)(t)(Gu)(t),
\]

where

\[
(Fu)(t) = f(t, u(v(t))),
\]

\[
(Gu)(t) = \int_0^t \frac{(t-s)^{a+\beta-1}}{\Gamma(a + \beta)} g(s, u(\mu(s)), I^\gamma u(\mu(s))) \, ds + \lambda \int_0^t \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} u(s) \, ds
\]

\[
+ \frac{t}{1 - \eta} [G_a(g) + \lambda G_0(u)],
\]

where

\[
G_a(g) = \int_0^\eta \frac{(\eta - s)^{a+\beta-1}}{\Gamma(a + \beta)} g(s, u(\mu(s)), I^\gamma u(\mu(s))) \, ds
\]

\[
- \int_0^1 \frac{(1-s)^{a+\beta-1}}{\Gamma(a + \beta)} g(s, u(\mu(s)), I^\gamma u(\mu(s))) \, ds,
\]

and

\[
G_0(u) = \int_0^\eta \frac{(\eta - s)^{\beta-1}}{\Gamma(\beta)} u(s) \, ds - \int_0^1 \frac{(1-s)^{\beta-1}}{\Gamma(\beta)} u(s) \, ds.
\]
It is easy to see that

\[ \|G_0(u)\| = \frac{1 + \eta^\beta}{\Gamma(\beta + 1)} \|u\| \]  

(4)

and

\[ \|G_a(g)\| = \frac{1 + \eta^a + \beta}{\Gamma(a + \beta + 1)} \|\omega\|_{L^1}(1 + \frac{1}{\Gamma(1 + \gamma)})\|u\|). \]  

(5)

The proof of this theorem depends on different parts.

Firstly, we show that \( \forall u \in E(J) \) implies that \( (Tu) \in E(J) \). In other words, \( (Fu)(Gu) \in E(J) \) for all \( u \in E(J) \). Indeed, from the assumptions (i) and (ii), \( \forall u \in E(J) \), it yields that \( (Fu) \in E(J) \). It remains to prove \( (Gu) \in E(J) \forall u \in E(J) \). Let \( u \in E(J) \) and \( t_2, t_1 \in I \) be taken arbitrarily with \( t_2 > t_1 \). By using assumption (iv), we get

\[ |Gu(t_2) - Gu(t_1)| = \int_0^{t_1} \frac{(t_1 - s)^{\alpha + \beta - 1} - (t_1 - s)^{\alpha + \beta - 1}}{\Gamma(\alpha + \beta)} g(s, u(s))ds + \frac{\lambda}{\Gamma(\alpha + \beta)} |u(s)|ds \]

\[ + \lambda \int_0^{t_2} (t_2 - s)^{\alpha + \beta - 1} - (t_2 - s)^{\alpha + \beta - 1} u(s)ds - \lambda \int_0^{t_1} (t_2 - s)^{\alpha + \beta - 1} u(s)ds + \frac{t_2 - t_1}{1 - \eta} |Ga(g) + \lambda G_0(u)| \]

\[ \leq \|\omega\|_{L^1}(1 + \frac{1}{\Gamma(1 + \gamma)})\|u\| \int_0^{t_1} \frac{(t_1 - s)^{\alpha + \beta - 1} - (t_1 - s)^{\alpha + \beta - 1}}{\Gamma(\alpha + \beta)} ds \]

\[ + \int_0^{t_1} \frac{t_2 - t_1}{\Gamma(\alpha + \beta)} \frac{(t_2 - s)^{\alpha + \beta - 1} - (t_1 - s)^{\alpha + \beta - 1}}{\Gamma(\alpha + \beta)} ds + \lambda \|u\| \int_0^{t_2} (t_2 - s)^{\alpha + \beta - 1} - (t_1 - s)^{\alpha + \beta - 1} \frac{ds}{\Gamma(\alpha + \beta)} \]

\[ = \|\omega\|_{L^1}(1 + \frac{1}{\Gamma(1 + \gamma)})\|u\| [t_2^{\alpha + \beta} - t_1^{\alpha + \beta}] + \lambda \|u\| [t_2^{\beta} - t_1^{\beta}] + \frac{t_2 - t_1}{1 - \eta} |Ga(g) + \lambda G_0(u)| \]

which tends zero uniformly once \( t_2 \rightarrow t_1 \). It is clear that \( Gu \in E(J) \) for all \( u \in E(J) \). Moreover, for all \( u \in E(J) \) and \( t \in J \), we are able to estimate the absolute value of the operator \( Tu \) as
\[ |(Tu)(t)| = |(Fu)(t)(Gu)(t)| \]
\[ \leq \left( |f(t, u(v(t))| - f(t, 0)| + |f(t, 0)| \right) \left\{ \int_0^t \frac{(t-s)^{α+β-1}}{Γ(α + β)} |g(s, u(μ(s)), Γ' u(μ(s)))| \, ds \right\} \]
\[ + |\lambda| \left( \frac{1}{Γ(β)} \left( |u(s)| |ds + \frac{t}{1-η} \right) \right) \]
\[ \leq \left( |(u| + b)^p - b^p + N \right) \left\{ \left| \frac{1}{Γ(α + β)} \left( |u| \right) \right| \left| \left( 1 + \frac{1}{Γ(1 + γ)} \right) |u| \right| \right\} \]
\[ + |\lambda| \left( \frac{1}{Γ(β + 1)} \left[ 1 + \frac{η^β + 1}{1 - η} \right] \right) \]

We conclude that
\[ \|Tu\| \leq \left( |(u| + b)^p - b^p + N \right) \left\{ \left| \frac{1}{Γ(α + β)} \left( |u| \right) \right| \left| \left( 1 + \frac{1}{Γ(1 + γ)} \right) |u| \right| \right\} \]
\[ + |\lambda| \left( \frac{1}{Γ(β + 1)} \left[ 1 + \frac{η^β + 1}{1 - η} \right] \right) \]

Let \( B_{r_0} \) be a subset of \( E(f) \) given as
\[ B_{r_0} = \{ u(t) ∈ E(f) : |u| ≤ r_0 : t ∈ J \} \]
with a fixed radius \( r_0 \), which satisfies the inequality mentioned in assumption v. Furthermore, we see that the operator \( T \) defined in Equation (3) maps \( B_{r_0} \) into itself.

The second step depends on the continuity of the operator \( T \) on \( B_{r_0} \). To briefly demonstrate this, we show the continuity for both \( F \) and \( G \) on \( B_{r_0} \), separately. We claim that \( F \) is continuous on \( B_{r_0} \). Indeed, for all \( ε > 0 \) and \( u, w \in B_{r_0} \), there exists \( 0 < δ < (ε + b^p)^{1/p} - b \) such that \( |u - w| ≤ δ \), which implies that, with fixed \( t ∈ J \), it yields
\[ |Fu(t) - Fw(t)| = |f(t, u(v(t))) - f(t, w(v(t)))| \]
\[ \leq (|u(v(t)) - w(v(t))| + b)^p - b^p \]
\[ ≤ (|u - w| + b)^p - b^p \]
\[ ≤ (δ + b)^p - b^p < ε. \]

Thus, \( F \) satisfies the continuity condition on \( B_{r_0} \). Lebesgue dominant convergence is used in order to have continuity proof for the operator \( G \) on \( B_{r_0} \). Take a convergent sequence \( (u_n) \), and its limit \( u \) is in \( B_{r_0} \) with \( |u_n - u| → 0 \) as \( n → 0 \). Since \( μ : J → J \) is continuous, we can say
\[ |u_n(μ(t))| ≤ r_0 \quad ∀n ∈ N \quad ∀t ∈ J. \]
Since \( g \) is continuous on \( J \times [-r_0, r_0] \), it is uniformly continuous on \( J \times [-r_0, r_0] \). Now, set

\[
G_0 = \max_{(t,u) \in J \times [-r_0, r_0]} |(Gu)(t)|
\]

(8)

\[
\kappa_0 = \frac{G_0}{\Gamma(a+\beta+1)} (1-\eta^{a+\beta}) + \frac{|\lambda|r_0}{\Gamma(\beta+1)} (1-\eta^\beta).
\]

(9)

By applying Lebesgue dominant convergence theorem, we obtain

\[
\lim_{n \to \infty} (Gu_n)(t) = \lim_{n \to \infty} \left\{ \int_0^t \frac{(t-s)^{a+\beta-1}}{\Gamma(a+\beta)} g(s, u_n(\mu(s)), \Gamma(t)u_n(\mu(s)))ds - \lambda \int_0^t \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} u_n(s)ds + \frac{t}{1-\eta} [G_n(u_n) + \lambda G_0(u_n)] \right\}
\]

\[
= \int_0^t \frac{(t-s)^{a+\beta-1}}{\Gamma(a+\beta)} g(s, \mu(s)), \Gamma(t)\mu(s))ds - \lambda \int_0^t \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} u(s)ds + \frac{t}{1-\eta} [G(u) + \lambda G_0(u)]
\]

(\( = (Gu)(t) \)).

Since both \( F \) and \( G \) are continuous operators, it yields that \( T \) is a continuous operator on \( B_{r_0} \).

The final step is based on estimating the limit of the modulus of continuity for the operator \( T \). This helps us to estimate \( \omega(\Omega F) \) and \( \omega(\Omega G) \) for nonempty \( \Omega \) as a subset of \( B_{r_0} \).

Since \( v : J \to J \) is uniformly continuous, we have \( \forall \varepsilon > 0 \exists \delta > 0 \) with \( (\delta < \varepsilon) \ \forall t_1, t_2 \in J \) with \( |t_2 - t_1| < \delta \), which implies \( |v(t_2) - v(t_1)| < \varepsilon \). Choose \( u \in \Omega \) and \( t_1, t_2 \in J \) with \( |t_2 - t_1| < \delta \). By using assumption (V), we obtain

\[
|[(Fu)(t_2) - (Fu)(t_1)]| = |f(t_2, u(v(t_2))) - f(t_1, u(v(t_1)))|
\]

\[
\leq |f(t_2, u(v(t_2))) - f(t_2, u(v(t_1)))| + |f(t_2, u(v(t_1))) - f(t_1, u(v(t_1)))|
\]

\[
\leq |\{u(v(t_2)) - u(v(t_1))| + b|p - b|p + \omega(f, \varepsilon)
\]

\[
\leq ([\omega(\Omega, \varepsilon) + b|p - b|p + \omega(f, \varepsilon)
\]

(10)

Considering

\[
\omega(f, \varepsilon) = \sup \{|f(t_2, u) - f(t_1, u)| : t_1, t_2 \in J, |t_2 - t_1| < \varepsilon, u \in [-r_0, r_0] \},
\]

Equation (10) can be written as

\[
\omega(F, \varepsilon) \leq ([\omega(\Omega, \varepsilon) + b|p - b|p + \omega(f, \varepsilon).
\]

(11)

Clearly, \( f, u \) is uniformly continuous on \( J \times [-r_0, r_0] \), and \( \omega(f, \varepsilon) \to 0 \) once \( \varepsilon \to 0 \). Equation (11) becomes as we want:

\[
\omega(\Omega F) \leq (\omega(\Omega) + b|p - b|p.
\]

(12)

Since \( \mu : J \to J \) is uniformly continuous, we have \( \forall \varepsilon > 0 \exists \delta > 0 \) with \( (\delta = \delta(\varepsilon)) \ \forall t_1, t_2 \in J \) with \( |t_2 - t_1| < \delta \), which implies \( |\mu(t_2) - \mu(t_1)| < \varepsilon \). Taking into account Equations (6), (8) and (9); \( \forall \varepsilon > 0 \), therefore, let

\[
\delta = \min \left\{ \frac{1}{2}, \frac{(1-\eta)\varepsilon}{\kappa_0}, \frac{\Gamma(\beta+1)\varepsilon}{|\lambda|r_0}, \frac{\Gamma(a+\beta+1)\varepsilon}{8G_0} \right\}.
\]
Arbitrarily choose \( u \in \Omega \) and \( t_1, t_2 \in I \) with \( |t_2 - t_1| \leq \delta \), we have

\[
|Gu(t_2) - Gu(t_1)| = \left| \int_0^{t_1} \frac{(t_2 - s)^{\alpha + \beta - 1}}{\Gamma(\alpha + \beta)} g(s, u(\mu(s)), \Gamma^\nu(\mu(s))) \, ds \\
+ \int_{t_1}^{t_2} \frac{(t_2 - s)^{\alpha + \beta - 1}}{\Gamma(\alpha + \beta)} g(s, u(\mu(s)), \Gamma^\nu(\mu(s))) \, ds \\
+ \int_0^{t_1} \frac{(t_1 - s)^{\alpha + \beta - 1}}{\Gamma(\alpha + \beta)} g(s, u(\mu(s)), \Gamma^\nu(\mu(s))) \, ds \\
+ \lambda \int_0^{t_1} \frac{(t_2 - s)^{\beta - 1}}{\Gamma(\beta)} u(s) \, ds + \lambda \int_{t_1}^{t_2} \frac{(t_2 - s)^{\beta - 1}}{\Gamma(\beta)} u(s) \, ds \\
+ \lambda \int_0^{t_1} \frac{(t_1 - s)^{\beta - 1}}{\Gamma(\beta)} u(s) \, ds + \frac{t_2 - t_1}{1 - \eta} [G_0(u) + \lambda G_0(u)] \right|
\]

\[
\leq \frac{G_0}{\Gamma(\alpha + \beta + 1)} |t_2^{\alpha + \beta} - t_1^{\alpha + \beta}| + \frac{|\lambda| r_0}{\Gamma(\beta + 1)} |t_2^\beta - t_1^\beta| \\
+ \frac{\kappa_0}{1 - \eta} |t_2 - t_1|.
\]

(13)

The factors \( t_2^{\alpha + \beta} - t_1^{\alpha + \beta} \) and \( t_2^\beta - t_1^\beta \) can be estimated as follows:

**Case 1:** If \( 0 \leq t_1 < \delta, t_2 \leq 2\delta \). Then,

\[
t_2^\beta - t_1^\beta \leq 2\delta^\beta \leq 2\delta \delta \leq 4\delta
\]

and

\[
t_2^{\alpha + \beta} - t_1^{\alpha + \beta} \leq 2\delta^{\alpha + \beta} \leq 2\delta \delta \leq 8\delta.
\]

**Case 2:** If \( 0 < t_1 < t_2 \leq \delta \). Then,

\[
t_2^\beta - t_1^\beta \leq \delta^\beta \leq \delta \delta \leq 4\delta
\]

and

\[
t_2^{\alpha + \beta} - t_1^{\alpha + \beta} \leq \delta^{\alpha + \beta} \leq (\alpha + \beta) \delta \leq 8\delta.
\]

**Case 3:** If \( \delta \leq t_1 < t_2 \leq 1 \). Then,

\[
t_2^\beta - t_1^\beta \leq \delta \delta \leq 4\delta
\]

and

\[
t_2^{\alpha + \beta} - t_1^{\alpha + \beta} \leq (\alpha + \beta) \delta \leq 8\delta.
\]

Accordingly, we obtain

\[
|Gu(t_2) - Gu(t_1)| \leq \epsilon,
\]

which implies that

\[
\omega(Gu, \epsilon) \leq \epsilon.
\]

Letting \( \epsilon \to 0 \), we have

\[
\omega_0(G\Omega) = 0.
\]

(14)

The estimation of \( \omega_0(T\Omega) \) can be achieved by Lemma 3 and Equations (6), (12) and (14) as

\[
\omega_0(T\Omega) = \omega_0(F\Omega, G\Omega) \\
\|F\Omega\|\omega_0(G\Omega) + \|G\Omega\|\omega_0(F\Omega) \\
\leq \|F(B_0)\|\omega_0(G\Omega) + \|G(B_0)\|\omega_0(F\Omega) \\
\leq [(\omega_0(\Omega) + b)^p - b^p] \left[ \frac{\psi(r_0)}{\Gamma(\alpha + \beta + 1)} \left[ 1 + \frac{\eta^{\alpha + \beta + 1}}{1 - \eta} \right] + \frac{|\lambda| r_0}{\Gamma(\beta + 1)} \left[ 1 + \frac{\eta^\beta + 1}{1 - \eta} \right] \right] \\
= [(\omega_0(\Omega) + b)^p - b^p] R.
\]

By using assumption (v) and since \( R \leq 1 \), we have

\[
\omega_0(T\Omega) + b^p \leq (\omega_0(\Omega) + b)^p.
\]
According to Theorem 1, the contractive condition has been satisfied with \( \psi(x) = x + b \), where \( \psi \in S \). By using Theorem 2, we conclude that \( T \) has at least fixed point in \( B_{r_0} \). Hence, Equation (1) possesses at least one solution in \( B_{r_0} \). \( \square 
\)

4. Example

Consider the following hybrid Langevin fractional differential equation:

\[
\begin{align*}
&\begin{cases}
\frac{c}{a}D^\frac{1}{3} \left[ \frac{u(t)}{\sqrt[3]{u(t)^{\frac{1}{3}}}} + 16 \right] - \frac{1}{10} u(t) = \frac{1}{10} \left[ \sin u(\sqrt{t}) + I^1 u(\sqrt{t}) \right], & t \in J = [0,1], \\
u(0) = 0, \quad cD^\frac{2}{3} \left[ \frac{u(t)}{\sqrt[3]{u(t)^{\frac{1}{3}}}} + 16 \right] & = 0, \quad u(1) = 3u(\frac{1}{10}).
\end{cases}
\end{align*}
\]

According to Equation (15), we see that

\[
\begin{align*}
&\alpha = \frac{1}{2}, \quad \beta = \frac{2}{3}, \quad \lambda = \frac{1}{10}, \quad \zeta = 3, \quad \eta = \frac{1}{10}, \quad \nu(t) = \frac{t}{2}, \quad \mu(t) = \sqrt{t}, \quad \omega(t) = \frac{1}{10}, \\
f(t,u) = \sqrt{|u|} + 16, \quad g(t,u, I^\frac{1}{3} u) = \frac{1}{10} \left[ \sin u + I^\frac{1}{3} u \right], \quad b = 16, \quad \text{and} \\
N = \sup_{t \in [0,1]} |f(t,0,0)| = 4.
\end{align*}
\]

Both assumption (i) and (ii) hold. In assumption (iii), we have \( r = \frac{1}{2} \). Moreover, if we take \( z(u) = \sqrt{|u|} + 16 - 4 \), we see that \( z(0) = 0 \) and it is a concave function. Since \( z(t) \) is concave, we conclude by using the subadditive property of the concave function, such that

\[
|f(t,u_2) - f(t,u_1)| = |z(u_2) - z(u_1)| 
\leq z(u_2 - u_1) = \sqrt{|u_2 - u_1|} + 16 - 4
\]

and

\[
|g(t,u, I^\frac{1}{3} u)| = \frac{t}{10} \left[ \sin u(t) + I^\frac{1}{3} u \right] 
\leq \frac{1}{10} \left[ |u(t)| + \int_0^t \frac{(t-s)^{\frac{1}{3}}}{\Gamma(\frac{1}{3})} |u(s)| ds \right] 
\leq 0.21198465217 |u| \quad \forall t \in J.
\]

This means that \( \|\omega\|_{L^1} = \frac{1}{10} \) and \( \psi(\|u\|) = 0.21198465217 \|u\| \).

The last assumption (v) allows us to determine the range of \( r \) which is obviously

\[
0 < r_0 \leq 2.331413061.
\]

Accordingly, Theorem 3 ensures that the numerical example (Equation (15)) has a solution in \( E(J) \) because of

\[
R = 0.544529299 < 1.
\]

5. Conclusions

We introduce the proof of the existence of a solution to the hybrid Langevin fractional differential equation supported by certain boundary value conditions. The problem is given as a nonlinear equation, in which it implicitly relies on the unknown function, fractional derivative orders of both \( a \in (0,1) \) and \( \beta \in (1,2) \). The generalized Darbo’s fixed point theorem was applied in order to prove the existence of a solution for the given problem. In our paper, we consider the theorem mentioned for the product of the two operators associated with noncompactness measures. The outcomes are not only new in the formation shown, but we also used new assumptions in our results.
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