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Featured Application: The proposed models in this paper can be used to estimate the cutter life index for estimation of cutter wear and life where the actual index is not available.

Abstract: The wear of cutting tools is critical for any engineering applications dealing with mechanical rock excavations, as it directly affects the cost and time of project completion as well as the utilization rate of excavators in various rock masses. The cutting tool wear could be expressed in terms of the life of the tool used to excavate rocks in hours or cutter per unit volume of excavated materials. The aim of this study is to estimate disc cutter wear as a function of common mechanical rock properties including uniaxial compressive strength, Brazilian tensile strength, brittleness, and density. To achieve this goal, a database of cutter life was established by analyzing data from 80 tunneling projects. The data were then utilized for evaluating the relationship between rock properties and cutter consumption by means of cutter life index. The analysis was based on artificial intelligence techniques, namely artificial neural networks (ANN) and fuzzy logic (FL). Furthermore, linear and non-linear regression methods were also used to investigate the relationship between these parameters using a statistical software package. Several alternative models are introduced with different input variables for each model, to identify the best model with the highest accuracy. To develop these models, 70% of the dataset was used for training and the rest, for testing. The estimated cutter life by various models was compared with each other to identify the most reliable model. It appears that the ANN and FL techniques are superior to standard linear and non-linear multiple regression analysis, based on the higher correlation coefficient ($R^2$) and lower Mean square error (MSE).
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1. Introduction

The wear of rock drilling and cutting tools in mining, tunneling, and civil construction has always been a predominant factor for the costs of hard rock excavation. This fact is not only related to material and labor costs arising from cutting tools maintenance and replacement but also because of the direct and negative impact of wear on the drilling/cutting performance of worn cutters and bits [1]. Tool wear in hard rock drilling can be defined as a process of continuous loss of material from the surface of the cutting tool or drill bit due to mechanical contact and relative movement of the bit over the rock surface [2]. The potential of a rock or rock mass to cause wear on a rock-engaging tool can be described by abrasiveness. Disc cutter wear is the result of the rock–machine interaction in tunneling by tunnel boring machine (TBM). Indeed, the replacement of the disc cutter is a time-consuming and costly activity that can significantly reduce the TBM utilization (U) and advance rate (AR) and has a major effect on the total time and cost of TBM tunneling projects. Hence the importance of predicting the cutter life precisely can never be neglected. The abrasivity of rocks and the accompanied wear of cutting and drilling tools are commonly determined by simple and fast laboratory tests such as Cerchar abrasivity index (CAI) test; however, it
has disadvantages in extreme cases such as soft or very hard rocks [3,4]. Over the years, several different indices have been developed to offer reasonable quantitative measures for rock abrasivity. Abrasivity value or “AV” and Abrasivity value of steel “AVS” were introduced by the Norwegian University of Science and Technology (NTNU) as a part of their suite of rock tests for quantifying the boreability of rocks [5]. These indices are used for estimating the life of rock cutting tools as bit wear index (BWI) as well as cutter life index (CLI). Plinninger et al. [2] developed a new composite index as rock abrasivity index (RAI) calculated by multiplying the uniaxial compressive strength with percentage of quartzite content. Schimazek and Knatz [6] introduced an index for rock abrasivity, especially for use in roadheader application. This index uses grain size and percent of quartzite to estimate the index (F) to represent the hardness of rock. The other index introduced in the mid-1980s [7] for abrasivity measurement of rock is CAI. The test is relatively simple and portable and useful to estimate the tool consumption in rock excavation. There are many publications about CAI test procedures and classifying the rock abrasivity. This test has also been standardized by ASTM and ISRM [8,9]. It is known that the cutter wear is not only related to CAI but also other rock properties and mineralogical features of the rocks. Meanwhile, several brittleness indices have been introduced in the past few decades [10–13] and they represent how well the rock will fracture and break. At present, the CAI is often used to estimate cutter consumption in the CSM model for TBM performance and cutter life estimation. Similarly, CLI is one of the main input parameters to estimate cutter wear in the NTNU TBM performance prediction model for hard rock [5,14–20].

Plinninger et al. [1] illustrated that “Abrasive wear” is the predominant wear process in excavation operation in most rock types. They stated that the abrasive wear leads to the removal of material from the tool surfaces while it is moving against the rock. Deketh [21] noted that according to the studies when the ratio of abrasiveness of two interacting materials exceeds 20% of their Vickers hardness, abrasive wear increases dramatically. Atkinson et al. [22] suggested that various factors affect the rock abrasiveness, and those factors can be evaluated and categorized as mineral composition, hardness of mineral constituents, grain shape and size, type of matrix material, and physical properties of rocks including strength, hardness, brittleness, and toughness. However, in the literature, most of the cutter consumption models were developed based on rock abrasivity and testing such as BWI that is part of the NTNU testing system, RAI, and CAI. The complex nature of the tool wear process leads to a vast number of factors that can dramatically influence tool wear. A summary of the field geology tools logistics and some of the main factors influencing the rate of penetration and type of tool wear are provided in Table 1.

Table 1. Summary of the main factors influencing cutting tool life and wear [1].

| Geology | Tools | Logistics |
|---------|-------|-----------|
| Rock properties (mineral composition, rock strength, grain size, grain shape) | Tool characteristics (carbide composition, button shape, button number, steel composition) | Maintenance |
| Joint features (spacing, orientation, aperture, roughness) | Flushing (fluid, number and geometry of flushing holes and flutes, flushing pressure) | Tool handling |
| Weathering/alteration of rock | Feed and rotating velocity temperatures | Supporting methods |
| water situation | composition of rock mass (homogeneous/inhomogeneous) | |
| stress situation | (stress direction, stress level) | |
2. Background

Norwegian University of Science and Technology (NTNU) developed a model to evaluate the drillability of percussion drilling in the 1960s. This model has been used in major international mechanized underground construction projects and is considered as one of the most recognized and widely used methods for estimation of TBM performance and cutter life [5]. The NTNU rock drillability testing suite consists of a set of laboratory tests and different indices which are briefly introduced herein. A classification of the NTNU drillability indices Drilling Rate Index (DRI), CLI, and BWI has been available since 1998 [23]. In this study, CLI is examined in more detail, and some models are introduced to estimate CLI from more common mechanical rock properties.

2.1. Cutter Life Index

The CLI is computed based on the Sievers’ J-value and the abrasion value of steel anvil or in short, AVS. The index can be used to estimate the lifetime of the TBM cutter discs, in the number of hours of cutter running on the face as the machine is excavating in the given rock type [5].

2.1.1. The Sievers’ Miniature Drill Test

In order to evaluate the surface hardness of the rock, the Sj test was developed by H. Sievers in the 1950s. The Sievers’ J-value is the depth of the drilled hole after 200 revolutions of the drill bit which is measured in 1/10 of mm. This test should be repeated 4 to 8 times and the mean value should be used as the final number [24]. The test showing a schematic view of the test is performed on a sawn sample (Figure 1).

![Figure 1. The Sievers’ miniature drill test [24].](image)

2.1.2. The Abrasion Value Steel

In abrasion value steel (AVS), rock powder in the size range of less than 1 mm is used to abrade the worn piece made of steel from a new cutter ring. The wear piece is under 10 kg dead load to increase the friction and contact pressure between rock grains and steel anvil. AVS is the weight loss of the worn piece after 20 rounds (1 min) of turn table rotation, which is measured in milligrams. Figure 2 shows the abrasion test and equipment [23,24].
2.1.3. Calculation of Cutter Life Index

After measurement of the AVS and SJ values, CLI can be calculated using the following formula. This formula is based on the real field data on actual cutter lifetime and related tested rock parameters.

\[
CLI = 13.84 \cdot \left(\frac{SJ}{AVS}\right)^{0.3847}
\]

(1)

From CLI,

\[
CL = CLI \cdot ROP \cdot A
\]

(2)

Cutter life (CL) can be computed as a function of CLI, rate of penetration (ROP), and cross section area of the opening (A) within m³/cutter. The cutter life index intervals are given in Table 2 as suggested in the literature [24].

**Table 2. Category of intervals for cutter life index in NTNU Model [24].**

| Category            | CLI   |
|---------------------|-------|
| Extremely low       | <5    |
| Very low            | 5.0–5.9 |
| Low                 | 6.0–7.9 |
| Medium              | 8.0–14.9 |
| High                | 15.0–34 |
| Very high           | 35–74 |
| Extremely high      | ≥75   |

2.2. Cerchar Abrasivity Index (CAI)

Abrasivity is a good indicator of the wear life of cutting tools in any rock excavation operation. CAI is used for estimating the cutting tool life in the TBM performance prediction model of the Colorado School of Mines (CSM). Various rock abrasivity measurements have been introduced throughout the years to allow engineers to estimate cutting tool life. CAI is commonly utilized to characterize the abrasivity of rocks for estimation of cutting tool life and wear in various mining, civil and tunneling applications. The CAI [7] test has been introduced in the 1970s by the Centre d’Etudes et Recherches des Charbonages (CERCHAR) de France for abrasivity testing in coal-bearing rocks in mining industries while gradually being adopted for application in the tunneling industry [15,25–27]. Different generations of testing devices and the impact of various testing parameters on the test results have been discussed in the literature [15,18,28–33]. A typical CAI device is given in Figures 3 and 4. A typical rock sample and surface used for CAI is given in Figure 5.
Figure 3. Setup of a first-generation Cerchar testing device [7]. (1) Weight, (2) pin chuck, (3) steel pin, (4) specimen, (5) vice, and (6) hand lever [1].

Figure 4. Setup of a second-generation Cerchar testing device [28].

Figure 5. Example of rock surface conditions with rough surface (left over from BTS test) used for CAI test.

The CAI should be calculated as:

\[
\text{CAI} = d \cdot 10
\]

where \( d \) is the wear tip surface measured to an accuracy of 0.01 mm. The dimensionless CAI value is reported as the arithmetic mean of five or more test replications together with standard deviation as suggested by [9]. While the original formal standard of the test was the French standard NF P 940-430-1 [34], recently an ASTM [8] and ISRM [9] standards
for Cerchar testing were published. An effect of some Cerchar test parameters, including Cerchar pin properties, loading condition, and test length on the rock surface, on the values of CAI are given in Table 3.

Table 3. Effect of some Cerchar test parameters on the measured values of CAI [35].

| Testing Factors | Effect on CAI Value |
|-----------------|---------------------|
| Test length     | About 70% of wear occurs in the initial first millimeter of the scratch length, approximately 85% of after 2 mm of test slide, and only 15% of the wear flat is produced by the remaining 8 mm length [1,29,36,37]. In cases of harder and more abrasive rocks the CAI value length [38,39]. |
| Static load     | The CAI value increases linearly by changing static loads on the stylus [40,41]. |
| Testing speed   | The testing speed does not affect the CAI values significantly and commonly higher when conducted with 43 HRC pins at slow testing speeds [2,41]. The standardized testing speed is 10 mm/s for articulated hand lever type machine and 1 mm/s for hand-crank types [7,9]. |
| Stylus hardness | Higher CAI values are obtained with soft CERCHAR test styli and vice versa [36,38,41–45]. |
| Stylus metallurgy| No considerable effect on CAI value is observed by changes in the metallurgy of the stylus keeping regular hardness [43]. |

Rock abrasivity could be also examined based on the weighted average abrasivity of the constituent minerals. In this method, the percentage of each mineral in the rock is calculated and multiplied by its hardness or abrasivity, based on different available scales [21]. Abrasive mineral content (AMC), equivalent quartz content (EQC), and Vickers hardness number for rock (VHN) are the most common methods to compute the abrasivity of rocks. AMC uses Mohs scratch hardness, while EQC uses Rosiwal [46] grinding hardness and VHN benefits from Vickers indentation hardness (an indentation test in which the ratio of the force to the area of the indentation is considered as an index for abrasivity of the material) [21]. In the EQC method, constituent minerals of the rock would be identified either by microscopic or macroscopic mineral examination. Common methods utilized for abrasion measurement of rocks are given in Table 4.

Table 4. Common methods utilized for abrasion measurement and classification [47].

| Method                        | Remarks                                      | Advantage                                                   | Disadvantage                                      | Ref.  |
|-------------------------------|----------------------------------------------|-------------------------------------------------------------|---------------------------------------------------|-------|
| Mohs scale                    | Mineral comparative scratch test             | Simple to use                                               | It is just a qualitative measure                  | [48]  |
| Vickers hardness number rock  | Based on indentation hardness (the ratio of force to the area of indentation) using a diamond tipped micro-indenter (Vickers) | Simple method to rate rock wear capacity based on available charted mineral VHN values | Limited experience for TBM rock cutting          | [40]  |
| Rock abrasive index (RAI)     | RAI = UCS × EQC                             | Simple method Presence of a chart for conical pick life     | No chart for disc cutter life prediction           | [30]  |
| Abrasive mineral content      | Uses Mohs scratch hardness                   | Simple to use                                               | Limited experience for TBM rock cutting           | [21]  |
| Equivalent quartz content     | Uses Rosiwal rating                          | Simple to use                                               | Limited experience for TBM rock cutting           | [21]  |
| Wear index-F                  | $F = Q \times D_{10}$ = equivalent quartz percentage, $D_{10}$—mean quartz grain size in mm, $z$—Brazilian tensile strength in MPa | Is developed for drag tool cutting                         | Specimen mean quartz grain size has high importance in the formula. In coarse grained metamorphic and igneous rocks, this index may lead to highly misleading results | [6]   |
| Rosiwal mineral abrasivity rating | Rosiwal = 1000 × volume loss corundum/volume loss mineral specimen | Simple to use                                               | Limited experience for TBM rock cutting           | [46]  |
| NTNU cutter life index (CLI)  | CLI is obtained from AVS and Siever's J tests | Large database and presence of disc cutter life prediction charts | Correct tests can only be performed in SINTEF and the replicated testing equipment may show results with high discrepancy | [49]  |
| Cerchar abrasivity index (CAI) | Steel pin tip diameter in 1/10th mm after 1 cm scratch test under 70N normal load | Widely used test in tunneling, simple, low cost, low sample requirement | Good only for rough surfaces, variability in the test results due to its sensitivity to method of tip reading, the rock surface condition, the non-constant cross-section of pin tip during the test | [50]  |
2.3. Mechanical Properties of Rocks

Both intact rock and rock mass properties are used as the main parameters for estimating the project time and cost for a tunneling project. Tool consumption and machine advance rate in any rock mass are very closely related to the rock parameters such as strength, brittleness, density, abrasivity, mineral content. In this paper, several common rock properties were examined to estimate cutter consumption based on rock properties.

2.3.1. Rock Strength

The uniaxial compressive strength (UCS) and Brazilian tensile strength (BTS) are two of the most important and commonly measured rock properties for rock excavation projects since those strengths are related to both, porosity, density, and brittleness behavior of rock under the indenter/cutter. Due to the importance of the strengths, both the BTS and UCS values of the rocks are measured according to the standards [8,9] and recorded in the database.

2.3.2. Density and Porosity

Density (D) and porosity of rocks are both crucial parameters and hence are commonly utilized for estimating the cutter consumption and machine performance. The density and porosity of rocks could be measured using standard procedures (either [8] or [9]). In this study, density is used as one of the input parameters to estimate the CLI.

2.3.3. Rock Brittleness

The brittleness (BI) value is another fundamental rock property that should be considered for the assessment of boreability and cutter consumption; however, there are no universally accepted standards to measure brittleness. Yagiz (2009) discussed various approaches to represent rock brittleness directly from the punch penetration test (PPT). However, the PPT test is not a commonly used and available test. Several alternative rock brittleness based on rock strength ratios introduced in the literature [10,11,13] are as follow:

\[ B_1 = \frac{\sigma_c}{\sigma_t} \]  
\[ B_2 = \frac{\sigma_c - \sigma_t}{\sigma_c + \sigma_t} \]  
\[ B_3 = \sqrt{\frac{\sigma_c \cdot \sigma_t}{2}} \]

where \( \sigma_c \) is the compressive strength, \( \sigma_t \) is the Brazilian tensile strength and \( B_1, B_2, B_3 \) are brittleness indexes. As seen from the equations, all of them are different functions of the ratio of UCS to BTS. Although the BI is a function of the different combinations of rock properties rather than only ratios of the strength, there is no agreement on the measurement of the BI at the present time. Yagiz [13] has also introduced the BI value based on PPT and published equations that could be used for computing BI as follow:

\[ BI_o = \frac{F_{max}}{P_{max}} \]  
\[ BI_p = 0.19 \times \sigma_c - 2.174 \times \sigma_t + 0.913 \times \rho - 3.807 \]

He stated that the brittleness of a rock cannot be only identified based on the strengths of a rock, but also related to density or porosity as well. It should be mentioned that the BI used herein is directly measured from the laboratory PPT and computed as suggested by past studies [13].
3. Database Development

In this paper, 80 tunnel cases are used to examine the effect of rock properties including UCS, BTS, density (D), brittleness (BI) that is measured from the punch penetration tests (PPT), Cerchar abrasivity index of rocks on the disc cutter consumption. Unpublished data obtained from various sources [51] were utilized for this purpose. Rock types range from sedimentary, igneous, and metamorphic, to volcanic rocks. Rock strength, (UCS and BTS), density, and CAI was conducted in accordance with ISRM standards; however, punch penetration tests were performed according to the Colorado School of Mines testing procedure [13]. The PPT test is conducted, examined and the brittleness value was calculated directly from the tests based on Yagiz’s Method [13,16]. To examine the effect of rock properties on the CLI, first CLI is computed as a function of CAI as follows [5]:

\[
CLI = 2.87 \cdot CAI^2 - 35.62 \cdot CAI + 112.9
\]  

(9)

In the dataset UCS of rock ranges from 9.5 to 317 MPa with averaged UCS values of rocks are 135 MPa. According to the ISRM classifications [52], the rock ranges from weak to very strong rock types. The BTS ranges from 2.5 to 17 with an average of 8.2 MPa. The density of rock ranges from 18 to 29.5 kN/m\(^3\); however, most of the rock samples had a density of around 25–28. The BI values range from 46 (very high brittle rock) to ductile rock according to the classification recently published [32]. The qualitative statistical evaluation of the data is summarized in Table 5.

Table 5. Summary of rock properties and data ranges used for this paper [32].

| Variables | N  | Minimum | Maximum | Mean  | Std. Dev. | Variance |
|-----------|----|---------|---------|-------|-----------|----------|
| D         | 80 | 17.69   | 29.53   | 25.70 | 2.03      | 4.14     |
| UCS       | 80 | 9.50    | 327.00  | 131.24| 54.91     | 3015.40  |
| BTS       | 80 | 2.30    | 17.80   | 8.17  | 2.85      | 8.14     |
| BI        | 80 | 9.68    | 46.00   | 27.78 | 8.55      | 73.09    |
| CAI       | 80 | 0.66    | 6.40    | 3.52  | 1.27      | 1.62     |
| CLI       | 80 | 2.49    | 90.64   | 27.68 | 22.32     | 498.02   |
| Valid N   | 80 |         |         |       |           |          |

CAI is dependent on rock strength and other properties such as quartz content, and brittleness. The CAI values in the database varied from 6.4 (extremely abrasive) to 0.66 (low abrasivity) according to the ISRM classification [9]. Furthermore, the cutter consumption rate is represented by CLI and estimated by examining different approaches [5,14,15,37]. CLI was computed as suggested by past studies [5,26].

4. Development of CLI Models

The established dataset is used to experiment with a series of models with different input parameters to obtain the best reliable model to estimate the CLI on the basis of the rock properties. The SPSS Statistics [53] program was used as a statistical tool for this research together with other artificial intelligence techniques including artificial neural network (ANN) and fuzzy logic (FL) developed in the Matlab program [54]. A simple regression analysis was first performed between a single variable and CLI in order to evaluate the influence of each individual parameter on that. Multiple linear (MLRM) and non-linear models (NLMRM) were subsequently run in order to obtain the most accurate equations from the datasets. In order to examine empirical correlations between variables, statistical software packages such as Excel or SPSS are commonly utilized.

4.1. Regression Analysis of Data

4.1.1. Simple Regression Analysis (Univariate)

In this study, non-linear (\(y = ax^b\)) simple regression analyses were performed among rock properties to find the best inputs to estimate the CLI. This means that CLI was used as
a dependent, while other rock properties were used as independent variables to develop pertinent models. This resulted in several simple regression relations among the possible input variables and CLI. Plots of CLI as a function of individual parameters are shown in Figures 6–9.

**Figure 6.** Relations between the density and CLI.

**Figure 7.** Relations between the UCS and CLI.
4.1.2. Linear and Non-Linear Multi-Variable Regression Analysis

The prediction of CLI based on other rock properties can be carried out either using a linear or non-linear model. However, it is known that one of the common CLI estimation models from CAI [5] is polynomial a function. In this study, both linear and non-linear multivariable regression analyses were performed. While running the SPPS program, data were divided into two sets including: a training set (70%) and a testing set (30%). Table 6 is the summary of bi-linear multiple regression together with input variables of each model and statistical indices (#).
Table 6. Summary of multi-variable statistical analysis of database using linear functions. Statistical indices (#).

| #  | 1  | 2   | 4   | 4   | 5   | 6   | 7   |
|----|----|-----|-----|-----|-----|-----|-----|
| R  | 0.84 | 0.82 | 0.73 | 0.77 | 0.65 | 0.77 | 0.78 |
| R² | 0.71 | 0.67 | 0.53 | 0.60 | 0.42 | 0.59 | 0.62 |
| MSE | 135.97 | 148.57 | 212.52 | 171.47 | 289.83 | 201.65 | 159.59 |
| RMSE | 11.66 | 12.19 | 14.58 | 13.09 | 17.02 | 14.20 | 12.63 |

Inputs: 1 UCS, BTS, D, BI; 2 UCS, D, BTS; 3 UCS, BTS; 4 UCS, D; 5 UCS, BI; 6 BTS, BI; 7 D, BI.

In this study, 7 different models were developed using both linear and non-linear regression as shown in Table 6. The results are very close to each other which means each rock property has some effect on CLI; hence, the models and related equations are listed in Table 7. The best model obtained via MLRM is given in Figures 10 and 11.

Similarly, multi-variable non-linear regression output equations and related performance indices are given in Tables 8 and 9, respectively, for each alternative model developed using the other rock properties. It could be stated that each rock property has some weight on CLI.

Table 7. Results of multi-variable linear regression of CLI as function of other rock properties.

| #  | Inputs | Equations for CLI |
|----|--------|-------------------|
| 1  | D, UCS, BTS, BI | CLI = -4.425 × D + 0.079 × UCS - 3.408 × BTS - 0.735 × BI + 180.855 |
| 2  | D, UCS, BTS | CLI = -4.928 × D - 0.005 × UCS - 3.24 × BTS + 183.232 |
| 3  | UCS, BTS | CLI = -0.048 × UCS - 4.601 × BTS + 74.176 |
| 4  | D, UCS | CLI = -6.055 × D - 0.108 × UCS + 198.304 |
| 5  | UCS, BI | CLI = -0.106 × UCS - 1.01 × BI + 70.993 |
| 6  | BTS, BI | CLI = -3.991 × BTS - 0.761 × BI + 83.729 |
| 7  | D, BI | CLI = -5.858 × D - 0.824 × BI + 201.505 |

Figure 10. Relations between the measured CLI and predicted CLI for training (model 1-MLRM).
Table 8. Summary of non-linear multi-variable statistical analysis of CLI.

| Non-L. | 1  | 2  | 4  | 4  | 5  | 6  | 7  |
|--------|----|----|----|----|----|----|----|
| R      | 0.85 | 0.83 | 0.79 | 0.76 | 0.69 | 0.81 | 0.79 |
| R²     | 0.72 | 0.69 | 0.62 | 0.58 | 0.47 | 0.66 | 0.62 |
| MSE    | 124.88 | 138.22 | 154.67 | 167.51 | 235.07 | 159.15 | 154.71 |
| RMSE   | 11.18 | 11.76 | 12.44 | 12.94 | 15.33 | 12.62 | 12.44 |
| VAF    | 72.33 | 68.86 | 62.39 | 57.58 | 47.30 | 66.01 | 62.07 |

Table 9. Results of multi-variable non-linear regression of CLI as function of other rock properties.

| Inputs | Equations for CLI |
|--------|-------------------|
| 1 D, UCS, BTS, BI | \(-4.099 \times D + 9.771 \times \ln(UCS) - 30.94 \times \ln(BTS) - 0.006 \times BI^2\) |
| 2 D, UCS, BTS | \(-3.938 \times D + 2.251 \times \ln(UCS) - 32.179 \times \ln(BTS) + 185.433\) |
| 3 UCS, BTS | \(-3.38 \times \ln(UCS) - 40.63 \times \ln(BTS) + 128.817\) |
| 4 D, UCS | \(-5.741 \times D - 10.418 \times \ln(UCS) + 225.352\) |
| 5 UCS, BI | \(-13.933 \times \ln(UCS) + 0.025 \times BI^2 - 2.258 \times BI + 136.543\) |
| 6 BTS, BI | \(-35.366 \times \ln(BTS) + 0.018 \times BI^2 - 1.604 \times BI + 131.049\) |
| 7 D, BI | \(-6.344 \times D - 0.018 \times BI^2 + 0.256 \times BI + 199.683\) |

The results of the analysis for both linear and non-linear multi-variable regression show that models with three inputs can offer a reliable estimate of CLI with a coefficient of correlation of 0.82. This is very close to the correlation coefficient obtained from model 1 for training and testing data, respectively (Figures 12 and 13).
It should be noted that the linear regression analysis approach has clear advantages over the black box models provided by AI systems, simply by offering equations for use by everyone.

5. Soft Computing Techniques

Artificial intelligence (AI) is a common modeling technique for developing models to estimate an unknown parameter from knowing variables in rock engineering and tunneling as well as other engineering practices. In this research, two common artificial intelligence methods including artificial neural network (ANN) and fuzzy logic (FL) were utilized to estimate the CLI as a function of common rock properties including strength, density, and brittleness. Several alternative models with alternative input variables were developed and the best one among those models is highlighted herein.
5.1. Artificial Neural Networks (ANN)

The MATLAB environment [53] has a built-in application, neural net fitting tool, which is a computational tool that was used for developing an ANN model in this study. To set up input data for ANN analysis, it is required to set a portion of data for testing, validation, and training. In our case of 70% of input data was used for training purposes, another 15% was used for validation, and 15% was for testing [55]. ANN uses the Levenberg–Marquardt optimization algorithm due to its advantages, such as high speed of training on feed-forward networks of moderate size [56]. Moreover, the MATLAB environment has an efficient built-in function of the Levenberg–Marquardt algorithm with very efficient performance [57].

In this study, the ANN models were developed by using one hidden layer. Baheer and Hecht-Neilsen [58,59] claimed that neural networks with one hidden layer, in general, are enough for addressing the majority of issues. ANN models developed in the neural net fitting tool use a two-layer-forward network with linear output neurons, where one layer is the hidden layer and one is the output layer. This type of network is capable of solving multi-dimensional mapping issues with sufficient accuracy if ANN has reliable data for training and enough number of neurons for the hidden layer. The next step for the ANN model development is to define the number of neurons, which was considered to be the most crucial question in the process of determining the ANN structure [60]. If the number of hidden neurons is lower than needed, it will undergo the “under-fitting” problem in both generalization and training. Nevertheless, an excess number of hidden neurons can result in the problem of overfitting, which means the neural network overestimates the target problem’s complexity [61]. This can cause a large variance in prediction results, and the generalization capacity drops considerably. Without performing a try-and-test during training and calculating the generalization error, determining the best number of hidden units is difficult. The number of hidden layers and hidden neurons, that is optimal to certain cases, is determined by the following factors: (a) network design complexity; (b) the number of input and output units; (c) the number of training samples; (d) the level of noise in the sample dataset; (e) the training algorithm [62]. In this regard, determining the correct number of hidden neurons to avoid overfitting or underfitting is crucial in the prediction process. The heuristic parameters suggested for this purpose are listed in Table 10.

Table 10. The heuristics proposed for optimal number of neurons.

| Heuristic | References |
|-----------|------------|
| \( \leq 2 \times N_i + 1 \) | [59] |
| \( 3N_i \) | [63] |
| \( (N_i + N_o)/2 \) | [64] |
| \( 2 + N_i \times N_o + 0.5N_i \times (N_i^2 + N_o) - 3 \) | [65] |
| \( \frac{2N_o}{N_i} \) | [66] |
| \( \sqrt{N_i \times N_o} \) | [67] |
| \( 2N_i \) | [68] |

In Table 10, \( N_i \) refers to the number of input neurons and \( N_o \) refers to the number of output neurons, respectively. According to Table 10, the number of hidden neurons must be 1, 2, 5, or 6 for two inputs, while for a set of four input parameters, the number of hidden neurons was suggested to be between 2 and 12. However, the work of Ke and Liu [61] suggested that for 80 input samples and one hidden layer, the optimal number of neurons is 12. The trial-and-error approach is currently used to calculate the number of hidden neurons. This begins with a small number of neurons and progressively increasing the number till optimal performance is achieved. The downside is that it takes time and there is no assurance that the hidden neuron would be fixed [62].

To determine the number of hidden neurons, suggested heuristics in Table 10 were employed. Then, from 1 to 14 hidden neurons were used to establish the models, which were run at least 25 times to obtain the best output. This was followed by evaluating the
performance of developed ANN models on the basis of average performance obtained, in terms of the R-value and MSE. The optimal number of hidden neurons was chosen as indicated in Table 11. An illustration of the ANN structure corresponding to four inputs with one hidden layer and 10 neurons is given in Figure 14.

Table 11. Number of hidden neurons for 80 sample inputs.

| Input Parameters       | # of Hidden Neurons |
|------------------------|----------------------|
| Density, UCS, BTS, BI  | 10                   |
| Density, UCS, BTS      | 8                    |
| UCS, BTS               | 9                    |
| Density, UCS           | 6                    |
| UCS, BI                | 8                    |
| BTS, BI                | 10                   |
| Density, BI            | 7                    |

Figure 14. Generalized structure of ANN used in this study.

Developed ANN structures with a given number of inputs involve another component of the structure that is established and run to obtain average values of the model outputs. The results from each model are examined using several statistical indices such as coefficient of determination (r²), correlation (r), and variance account for (VAF); root means square error (RMSE) and mean square error (MSE). A summary of the results for performance of various models is given in Table 12. It appears that each input rock property has some influence on the CLI and the output of model 7 is better than others. The best ANN model to estimate CLI is a function of the density and brittleness of rocks. The best results from various ANN models are given in Table 12, as a function of density and brittleness (BI) as a combination of rock properties (Figures 15 and 16).

Table 12. Statistical indices of the ANN models for calculation of CLI from other rock properties.

| ANN | 1   | 2   | 3   | 4   | 5   | 6   | 7   |
|-----|-----|-----|-----|-----|-----|-----|-----|
| R   | 0.75| 0.83| 0.76| 0.80| 0.73| 0.73| 0.84|
| R²  | 0.57| 0.68| 0.37| 0.64| 0.54| 0.53| 0.71|
| MSE | 168.89| 137.79| 173.64| 186.01| 193.45| 301.09| 145.67|
| RMSE| 13.00| 11.74| 13.18| 13.64| 13.91| 17.35| 12.07|
| VAF | 56.78| 68.12| 57.31| 64.12| 53.75| 51.36| 69.99|
5.2. Fuzzy Logic (FL)

In this research, another artificial intelligence model that was developed is based on Fuzzy Logic (FL). FL model requires special rules to control data behavior. To obtain these rules and membership functions, the Matlab built-in function “genfis2” was used. This function uses provided input and output data in separate matrices as input arguments. It also requires radii to be selected for input and output arguments, which specifies the center of cluster range of influence for each of the dimensions used in the data set. The data was then used to estimate the amount of membership functions and rules for the antecedents and consequents. The extracted rules were stored in a special FIS format variable, that later could be used to obtain predicted output for certain input variables. Similar to Section 5.1, different input rock characteristics were used as inputs for the fuzzy logic model and 70% of data was used for training, and the remaining 30% was used for testing to estimate the CLI. The FL model was also performed for seven different combinations of rock properties, and the output of the models is discussed in this paper. The generated FIS file contains membership functions that define to what degree a certain
input belongs to a given set. The following figures are a representation of the fuzzy logic model created by the “genfis2” command, where input parameters are density and UCS with the output of CLI. These membership functions are based on gbellmf (generalized bell-shaped membership function), which is a function with a specific shape suitable for this analysis. This function was chosen automatically by the genfis2 command. The “anfis” function in MATLAB software uses the adaptive neuro-fuzzy inference system (ANFIS) to tune the FIS file obtained from “genfis2” and its use was recommended in the literature [69]. This approach is especially useful in engineering fields where traditional methods fail or are too difficult to use [70]. The ANFIS technique is effective for nonlinear system interpretation [71]. The “Anfis” command in the MATLAB environment provided some improvement in the modeling results as shown by higher correlation factors and MSE. The results of the FL analysis of CLI are presented in the next section of this paper. The final visualization of rules for the FIS file after the “anfis” tuning command is used can be seen in Figure 17 with two input cases for the dataset.

![Figure 17. Fuzzy logic rules for 2 inputs and 1 output.](image)

Given that the MATLAB [54] fuzzy logic designer tool is not capable of extracting rules that control the behavior of data, it had to be carried out with the built-in command “genfis2”. To do so, input and output data were defined from the dataset, and then by using “dividerand” that sets what fraction of data can be used in training, testing, and validation; it randomly selects which samples of the dataset go to which part. The “genfis2” function is used on that randomly chosen 70% of data to be trained, then the “evalfis” command is used to check the model by predicting results on training and testing samples. It is performed inside of the loop where the variable “i” defines the radius of the cluster from 0.1 to 1 with 0.05 steps. Cluster radii is a scalar value, which is multiplied by the width of the data space. The “mse” code determines the MSE of models, while “mseALLtraining” collects these MSE measurements for finding optimal. After developing the rules and model structure for 80 tunneling cases to estimate the CLI as a function of rock properties, models are run until they produce reliable and accurate results. To achieve the desired performance, seven different alternative input combinations were used and the results of the models were examined to find the best model among them. The initial steps involve evaluating the influence of each rock variable using the FL surface map as shown in Figures 18–21.
Figure 18. Fuzzy logic surface view for inputs (UCS and BTS) and CLI.

Figure 19. Fuzzy logic surface view for inputs (D, UCS) and CLI.
Figure 20. Fuzzy logic surface view for inputs (BI, UCS) and CLI.

Figure 21. Fuzzy logic surface view for inputs (BTS, BI) and CLI.

As mentioned earlier, the FL models were run for various inputs as given in Table 13 and the best model was Model#1; model 7 was also very promising with two instead of four input parameters. Overall observation indicates that model 7 with input parameters including density and brittleness is also valid and offers acceptable results for practical applications.
Table 13. Statistical indices of the FL models obtained for each model.

| FL  | 1   | 2   | 4   | 4   | 5   | 6   | 7   |
|-----|-----|-----|-----|-----|-----|-----|-----|
| R   | 0.82| 0.79| 0.70| 0.77| 0.68| 0.75| 0.79|
| R²  | 0.68| 0.63| 0.48| 0.60| 0.47| 0.57| 0.63|
| MSE | 170.22| 195.74| 272.03| 212.35| 280.70| 226.94| 197.14|
| RMSE| 13.05| 13.99| 16.49| 14.57| 16.75| 15.06| 14.04|
| VAF | 67.71| 62.87| 48.39| 59.72| 46.75| 56.95| 62.60|

It was also observed that the FL modeling technique is a powerful tool to estimate CLI from other rock parameters. The plots of predicted and measured CLI of model 1 for testing and training are shown in Figures 22 and 23, respectively.

Figure 22. Relations between the actual CLI and estimated CLI by FL model 1 for training.

Figure 23. Relations between the actual CLI and estimated CLI by FL model 1 for testing.

In summary, various combinations of input parameters were used to examine the ability to predict CLI from other rock parameters and those models do not always produce...
reliable results, and the accuracy of the models depends on rock properties and the range of data in the original dataset used for modeling purposes.

6. Discussions

In this paper, four different methods were used to predict CLI from rock mechanical properties including UCS, BTS, density, and brittleness. For this purpose, a database of measured CLI and other rock mechanical properties was established and used in the analysis leading to the development of predictive models. These models were subsequently compared to each other via statistical indices. The analysis showed that the models offered a reasonable estimate of CLI, which can be used for the estimation of disc cutter consumption in the NTNU model. Table 14 presents the comparative statistical indices for the four methods used for developing the models.

Since the output of the models, CLI, is sensitive to each rock property, obtained models give very similar results and it is not easy to choose the best among them. However, some of the models offer superior predictions compared to others depending on the number of input variables. For example, the models having two inputs including D and BI can offer reasonable results with only two parameters, however, BI requires punch penetration testing that is not very common. Yet, most of the models produced acceptable estimates of CLI.

### Table 14. Comparison of accuracy of the models based on obtained statistical performance indices.

| Inputs | BI | UCS | UCS | BTS | BTS | D | UCS | BI | BI | BI |
|--------|----|-----|-----|-----|-----|---|-----|----|----|----|
| Linear |    |     |     |     |     |   |     |    |    |    |
| R      | 0.84 | 0.82 | 0.73 | 0.77 | 0.65 | 0.77 | 0.78 |
| R²     | 0.71 | 0.67 | 0.53 | 0.60 | 0.42 | 0.59 | 0.62 |
| MSE    | 135.97 | 148.57 | 212.52 | 171.47 | 289.83 | 201.65 | 159.59 |
| RMSE   | 11.66 | 12.19 | 14.58 | 13.09 | 17.02 | 14.20 | 12.63 |
| VAF    | 70.53 | 67.48 | 53.26 | 59.74 | 42.03 | 58.56 | 61.62 |
| Non-L  |    |     |     |     |     |   |     |    |    |    |
| R      | 0.85 | 0.83 | 0.79 | 0.76 | 0.69 | 0.81 | 0.79 |
| R²     | 0.72 | 0.69 | 0.62 | 0.58 | 0.47 | 0.66 | 0.62 |
| MSE    | 124.88 | 138.22 | 154.67 | 167.51 | 235.07 | 159.15 | 154.71 |
| RMSE   | 11.18 | 11.76 | 12.44 | 12.94 | 15.33 | 12.62 | 12.44 |
| VAF    | 72.33 | 68.86 | 62.39 | 57.58 | 47.30 | 66.01 | 62.07 |
| ANN    |    |     |     |     |     |   |     |    |    |    |
| R      | 0.75 | 0.83 | 0.76 | 0.80 | 0.73 | 0.73 | 0.84 |
| R²     | 0.57 | 0.68 | 0.57 | 0.64 | 0.54 | 0.53 | 0.71 |
| MSE    | 168.89 | 137.79 | 173.64 | 186.01 | 193.45 | 301.09 | 145.67 |
| RMSE   | 13.00 | 11.74 | 13.18 | 13.64 | 13.91 | 17.35 | 12.07 |
| VAF    | 56.78 | 68.12 | 57.31 | 64.12 | 53.75 | 51.36 | 69.99 |
| FL     |    |     |     |     |     |   |     |    |    |    |
| R      | 0.82 | 0.79 | 0.70 | 0.77 | 0.68 | 0.75 | 0.79 |
| R²     | 0.68 | 0.63 | 0.48 | 0.60 | 0.47 | 0.57 | 0.63 |
| MSE    | 170.22 | 195.74 | 272.03 | 212.35 | 280.70 | 226.94 | 197.14 |
| RMSE   | 13.05 | 13.99 | 16.49 | 14.57 | 16.75 | 15.06 | 14.04 |
| VAF    | 67.71 | 62.87 | 48.39 | 59.72 | 46.75 | 56.95 | 62.60 |
7. Conclusions

In this paper, cutter consumption for TBMs as represented by CLI was examined and estimated as a function of several common rock properties to be used in practice. Datasets from several projects including uniaxial compressive strength, Brazilian tensile strength, density, and rock brittleness indices were compiled in a database and analyzed by various modeling techniques with different sets of input parameters. Statistical analysis (SPSS 26.0) software and MATLAB were used for the development of models based on regression and artificial intelligence models, respectively. The proposed models could estimate CLI, however, some of the models offered superior predictions.

Following are the the summary of findings in this study:

- Rock properties including strength, UCS, BTS, density, and brittleness indices have some influence on the CLI.
- Density and brittleness of rock are very important variables for estimating CLI and offer a better prediction of CLI compared to other variables. Moreover, while these two variables could be used for estimating the CLI when other parameters are not available, it is not recommended since density and BI do not reflect the abrasivity of the rock.
- Brazilian tensile strength of rock is the significant input when it is used with BI (Model 6, non-linear model).
- When comparing the variable for prediction of CLI on an individual basis, BTS shows a better correlation with CLI, perhaps since BTS is directly related to rock breakage and brittleness behavior of rock under the disc or indenter.

The dataset used in this study is based on real-world projects and proposed models could be valuable and applicable to practice; however, the output of the study should be improved by adding more rock data and inputs such as equivalent quartz content to the models.
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