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THE ROLE OF NEW INFORMATION AND COMMUNICATION TECHNOLOGIES IN MODERN EDUCATION

The technological advances of the last 15 years have made a huge contribution to modern society, transforming education and training. Computers and the Internet allow teachers and students to work, learn, and receive information in ways that were once unthinkable. One of the latest and yet most exciting technological developments in education is the use of virtual reality (VR) and augmented reality (AR) to enhance learning opportunities. Virtual reality and augmented reality allow users to interact with computer environments, real or imagined. VR also allows users to receive visual, auditory, tactile, smell, and taste inputs in three-dimensional space.

As a result, the authors implemented a virtual laboratory with the possibility of conducting a virtual experiment, which includes practical and theoretical tasks in high school physics, as well as a set of animations. When developing the virtual electronic laboratory, agile software development methodologies, computer modeling methods, and object-oriented programming were used. As a virtual reality device, the Leap Motion motion controller was chosen, designed to track the movements of hands and fingers in space and used for human-computer interaction. The article provides UML activity diagrams for working and interacting with the application. The cross-platform Unity 3D environment, which implements the WORA (write once, run anywhere) principle, was chosen as the development environment. Thanks to this principle, a once-written application can be built for personal computers, mobile devices, mixed reality helmets, and many other platforms. The application functionality was written in the C# programming language. Graphic models were created using Substance Painter. The developed application can be used by students of senior classes of secondary and specialized schools, students of technical majors of higher educational institutions, as well as any interested users.
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Introduction

In the age of information technology, modern society is faced with their continuous penetration into all spheres of its life. Industry, medicine, entertainment, services, and others are influenced by the rapidly developing modern technologies, which in turn is due to the continuous progress in the field of ICT (information and communication technologies). Development of new means and technologies of communication, robotics, sensor technologies, computer vision, software and hardware for modern computers, artificial intelligence, etc. on the one hand, makes it easier for a person to fulfill his professional tasks, but on the other hand, sets more and more ambitious goals for him.

Modern education is no exception. Information technology also has a huge impact on this area. And
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it includes not only the computerization of all business processes of higher and secondary educational institutions, as well as any organizations, but also the introduction of new methods and teaching aids based on modern technologies. In the latter direction, a prominent place is occupied by computer training systems, for example, such as virtual laboratories.

Computer modeling within the framework of virtual laboratories allows you to thoroughly investigate the studied phenomena, processes, or substances at minimal cost, without exposing the students to any danger. Three-dimensional visualization helps to observe the process or phenomenon in space, it is also possible to look inside the studied phenomenon, which is not always possible in reality. The undoubted advantage of virtual experiments is that they can be repeated many times without additional financial costs, which certainly increases the effectiveness of such training. Physics is one of those courses for which experiments can be simulated on a computer.

In the development of this field in Kazakhstan, the authors have achieved certain success. A virtual physics laboratory (PVL) was developed with a set of three-dimensional physical experiments from a course in general physics for students of technical universities. It has been successfully introduced into the educational process of teaching physics at the International Information Technology University and other universities in Kazakhstan [1, 2].

However, not only higher, but also secondary educational institutions need such educational tools. Moreover, at this level of education, the task is not only to represent visually the process or phenomenon being studied, but also to present the material in an interesting, exciting way in order to captivate schoolchildren, who, unlike students, are not always motivated due to their age and lack of understanding of the importance of learning.

Nowadays, learners’ perception can be improved with new visualization elements and gestures that modern digital technologies offer. Thus, with the technologies of augmented (AR – Augmented Reality) and virtual (VR – Virtual Reality) reality, new ways of learning come to the fore, which make it possible to reveal the student’s interest in the subject being studied, stimulate positive emotions, speed up the learning process and help better assimilation. AR and VR bring a game element to the learning process, which certainly has a positive effect on the results of students.

This article is devoted to the development of a virtual electronic laboratory with a set of practical and theoretical tasks, as well as animations with elements of augmented and virtual reality technologies for the study of physics in secondary educational institutions.

Materials and methods

Fundamentals of augmented and virtual reality technologies

Augmented reality is one of the newest and most promising technologies of the 21st century, which can also be used to develop virtual laboratories. Its applications are very broad: from game development to medicine. Augmented reality allows you to embed virtual objects in the three-dimensional field of human perception in real time, while the added objects are perceived as elements of real life. Thus, reality is supplemented by the introduction of virtual information into it [3]. Interactivity, accessibility, realism and innovativeness are some of the reasons for the increasing popularity and demand for augmented reality technology.

Several methods are used to generate virtual content using augmented reality technology. The first way to display virtual information is through a head mounted display (HMD). In this case, the user sees virtual information on the display screen, and the real environment through it [4]. Another way to work with augmented reality technology involves using a device with a camera (for example, a smartphone, tablet, or smart glasses) and special software. When you point the camera at an object, the program recognizes it using computer vision technology. Next, the device downloads the virtual information associated with this object and overlays it directly on the object in 3D. Thus, it turns out that the user sees both real and virtual information. The recognized objects are usually images with QR (quick response) codes, which are called markers. When the user moves or rotates the marker, the virtual image also moves and rotates. Unnecessary information disappears, and new information appears [5].

The development of augmented reality technology plays an important role in many areas of activity. Examples of the use of this technology in medicine [6, 7], industry [8, 9], tourism [10, 11] can be found.

Virtual reality (VR) is a simulation that creates a virtual yet realistic world using computer graphics. Moreover, the reproduced surrounding world is not static, but reacts to the user’s input stream (gestures, verbal commands, etc.) [12]. Real-time interactivity is one of the essential distinguishing characteristics of virtual reality. This assumes that the computer is
able to detect the incoming stream from the user, interpret it and immediately change the virtual environment.

Virtual reality technology requires 3D head-mounted displays (virtual reality glasses), as well as stereoscopic hand and body tracking technologies and binaural sound. Thus, this technology can be defined as multisensory. Virtual environments, microworlds or virtual worlds are other equivalent names for VR technology.

Virtual reality is also increasingly used in such areas as scientific visualization, architecture, pilot training, medicine, entertainment [13, 14].

**Technological basis**

The virtual lab implementation is based on the Unity Game Engine [15]. Unity Game Engine is a cross-platform computer game development environment from Unity Technologies. It allows you to create virtual reality applications that run on personal computers, mobile devices with iOS and Android operating systems, and Internet applications. The Unity editor has a simple Drag&Drop interface, which is easy to configure, consisting of various windows, so you can debug the game directly in the editor. The engine supports two scripting languages: C# and JavaScript. Physical calculations are performed by the PhysX physics engine from NVIDIA.

The Vuforia library was chosen as a library for the implementation of augmented reality functions due to such qualities as cross-platform compatibility, the ability to work for free, tracking 3D objects, and visual search.

The Vuforia library makes it easy to scan targets with the built-in Vuforia Object Scanner. It is also possible to enable virtual buttons and map additional elements using OpenGL. Cross-platform allows you to work on different platforms, which means a wider audience coverage and ease of use of the program.

As a virtual reality device, the Leap Motion controller was chosen, designed to track the movements of hands and fingers in space and used for human-computer interaction. The device includes three infrared LEDs and two cameras, and its tracking principle is stereoscopy (the reflected light from the LEDs is visible from two different points of view, and the distance from the sensor is calculated accordingly). Thanks to the SDK libraries, you can get information about tracking both hands in the space above the device at a height of 15-60 cm. The library’s routines can recognize both hands and transmit information about the location of each bone segment.

**Results and discussion**

**Development of virtual laboratory work**

When developing the virtual electronic laboratory, agile software development methodologies, computer modeling methods, and object-oriented programming were used.

A virtual electronic laboratory was developed, which includes practical and theoretical tasks from the high school physics curriculum, as well as a set of animations. Practical tasks are implemented in the form of separate applications that provide access to three-dimensional visualization of the studied processes using augmented and virtual reality technologies, as well as solutions to problems. A set of 3D animations is presented in the form of an electronic textbook.

Figure 1 shows a component diagram that describes the internal structure of the application. The start/input point label is highlighted in red, the main program components are highlighted in green, and the auxiliary modules are highlighted in yellow.

The starting point is the launch of the application itself. It consists of four main components: visualized practical tasks, visualized theoretical tasks implemented in the form of laboratory works, animation of physical processes, and test questions. There are also auxiliary modules that ensure the operation of the main ones. These are folders with shared three-dimensional models, program code, and prefabs – special elements that can be reused in different scenes, while allowing you to provide a single interface and logic. In addition, there are separate folders in which there are elements required in a separate task or laboratory work. Another module is a module for the operation of the Leap Motion controller, which allows you to control the virtual laboratory work and its elements with your own hands inside the virtual space.

Figure 2 shows the class diagram of the electronic virtual laboratory. It demonstrates the logic that ensures the operation and interaction during the execution of the application. The diagram presents the classes in the application and their relationships. The main components are the laboratory itself, the user interface, and the control controller inside the laboratory. According to these elements, there are the classes: UIController, ProblemController, LeapHandModelController, Leap HandModel Base, and Leap Hand Model. All of them are derived from MonoBehaviour, the base class in Unity. Three classes belong to Leap Motion and provide its logic and control.
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**Figure 1 – Component Diagram**

**Figure 2 – Class diagram**
Figure 3 shows an action diagram. It reflects a user and the system as actors, with ellipses showing possible actions. So, the diagram shows the user who can launch the application, change settings, send feedback, learn about the development team, and exit the application. After launching the app, the user can choose to run a virtual lab, test, tutorial, animation, or task. Within each of these modules, certain possible actions are available, which can also be seen in the diagram.

Figure 4 shows the activity diagram, which reflects the logical relationship between the actions that the user performs inside the application.

As a result, the application provides the user with all the necessary information within the framework of the presented material, is completely safe, and demonstrates complex physical phenomena and concepts.

**Conclusion**

Thus, the use of new information and communication technologies in modern education opens new opportunities and prospects for creating learning resources and tools at a qualitatively different level, especially in the current circumstances of the forced transition to distance learning.

This article provides an example of developing a software application for a virtual electronic laboratory with elements of augmented and virtual reality technologies, which includes a set of practical and theoretical tasks in physics in the form of laboratory works, as well as animations, and tests. All components of the virtual electronic laboratory are made in the form of separate modules with three-dimensional visualization of the studied processes and phenomena. The user documentation and the description of each laboratory work and the entire system are also provided by the authors. The developed virtual laboratory has been tested in the educational process.

The authors believe that the created virtual laboratory for the physics course meets the requirements of modernity and is effective in the study of this subject. Currently, we are constantly working on the development of new practical tasks and laboratory works for their integration into the laboratory.
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