Time Frequency Analysis of Higher Harmonic Generation in a Three Color Laser Pulse
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Abstract—High harmonic generation is a useful tool for the generation of short, intense attosecond pulses. In order to simulate high harmonic generation, we performed a numerical solution to the time dependent Schrödinger equation. By considering dipole approximation, we predicted generation of a 53 attosecond pulse. In order to see the time and frequency of emission of attosecond pulse, we exploit time frequency analysis. On the other hand, because of uncertainty between time and frequency, it would be of high importance whether which analysis is been applied. Our studies show that Gabor analysis exhibits the least uncertainty between time and frequency components. And at least, we set the balance between time and frequency distribution by altering the window size.
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I. INTRODUCTION

In last 50 years, much effort has been done to reduce laser pulse durations to achieve ultrafast phenomena [2]. From 1960 to 2010, pulse durations shortened about 10^6 orders of magnitude [1]. So, attosecond science inherits the benefits of 50 years of research into concepts and approaches for fast measurement [2]. High harmonic generation (HHG) and related processes are the gateway to the attosecond world. So HHG can be a useful tool to generate short coherent attosecond pulses. When atoms of rare gases are illuminated by intense (10^13 – 10^15 W/cm²) laser pulses the binding electron traps in a barrier which is made by the laser field and atomic potential. When the laser field approaches its maximum, electron tunnels through the barrier and freely starts oscillation in the laser field. By the next peak, laser field changes sign and electron bends its trajectory across the parent ion. As the electron gets closer to the atom, it recombines with the nucleus and emits a photon. This photon can be on the order of attosecond [3]. Attosecond pulses are the shortest bursts of light ever observed [2]. In intensities above 10^19 W/cm² one approaches the relativistic regime. Harmonic spectrum has a special and global shape. It drops for the first few harmonics, making a flat region where all the harmonics have approximately the same intensity, and is labeled plateau region. The harmonic spectrum ends up with a sharp cut off. This is the point where emission of attosecond pulse takes place. As we control the harmonic spectrum well, the attosecond pulse becomes shorter. For higher frequencies, emission becomes more intense. So many tasks have been done to achieve higher cutoff frequencies and smoother and more efficient plateau. In [6]-[11] authors used chirped laser pulses in order to amplify the laser field. In other works researchers synthesized one or two laser pulses to the fundamental laser pulse, creating a multicolor laser pulse [8], [15], [24], [25], not only to amplify the field, but also to make the peaks of the fields further. As a result, the electron which is ionized in the first peak oscillates longer time in the laser field before recombination. So it takes much more energy and emits a more energetic...
photon while recombination. With high harmonic generation the problem is that, intense laser pulses are not available in all laboratories. The necessity of using intense laser pulses is to make the rare gases ionized. So, researchers followed two approaches to ionize rare gases instead. The first approach was to exploit plasmonic properties of metal nanostructure [14]-[22]. Researchers proved that bowtie nanoantennas are able to enhance the laser field up to 20-40 dB. So, instead of using a $10^{13}$ watt/cm$^2$ intensity, in the vicinity of a bowtie nanoantenna, with a $10^{11}$ W/cm$^2$ laser pulse, high harmonic generation is feasible. The other approach is to pre ionize the atoms to prepare them in coherent excited states. In this way, electrons experience lower bounding potential, and as a result, they can be ionized by low intensity laser pulses.

From the perspective where we sit today, we are a long way far from any exact clarification about what attosecond is, and even how it is possible to achieve such a pulse in experiment. Because of this, it is so important to meticulously explore the structure of high order harmonics to know more and make this process more tangible. With having all of these in mind, in this work, we tried to perform the best spatiotemporal structure of high order harmonics.

II. THEORETICAL STUDIES

In normal conditions, atoms are in their initial states. So, for a Helium atom in normal condition, the electron will have a non-chronological wave function. Such a wave function is introduced by Hydrogen like atoms wave functions. But when such an atom is exposed to the illumination of a laser pulse its wave function varies in accordance to time. So, to see how the wave function changes, it is necessary to solve time dependent Schrödinger equation. The so called Schrödinger equation reads:

$$ih\frac{\partial \psi(z,t)}{\partial t} = H\psi(z,t)$$  \hspace{1cm} (1)

where $\psi(z,t)$, $H$, and $h$ are respectively the atom wave function, the Hamiltonian of the target atom in the condition that it is illuminated by an intense laser field, and reduced Planck’s constant. The Hamiltonian is as follows [4]

$$H = \left(-\frac{1}{2m}\frac{d^2}{dz^2} + V_{\text{atom}}(z) + V_{\text{int}}(z,t)\right)$$  \hspace{1cm} (2)

$$U(z,t) = V_{\text{atom}}(z) + V_{\text{int}}(z,t)$$  \hspace{1cm} (3)

where $V_{\text{atom}}$ is the atomic potential with model potential [23] for Helium atom and $V_{\text{int}}$ is the potential that results from interaction of space with the laser field. Since our calculations are based on atomic units, thus, $m$ equals to 1. Also, interaction potential and atomic potential are in atomic units.

$$V_{\text{atom}} = -Z_e + a_1e^{-a_2z} + a_3z + a_4 e^{-a_5z}$$  \hspace{1cm} (4)

Table 1 Values of parameters of atomic potential of Eq. 4 [23].

| Atom | $Z_e$ | $a_1$ | $a_2$ | $a_3$ | $a_4$ | $a_5$ | $a_6$ |
|------|------|------|------|------|------|------|------|
| Values | 1 | 1.23 | 0.66 | -1.32 | 1.23 | -0.23 | 0.48 |

Here, $Z_e$ is the charge seen by the active electron asymptotically. The interaction potential will be:

$$V_{\text{int}}(z,t) = E(\omega_0 t)z$$  \hspace{1cm} (5)

where $E$ is the electric part of the electromagnetic laser field which in this work is chosen as a synthesis of three electric fields with different wavelength and carrier envelope phases. For $i=1$, we’ll have a monochrome laser pulse. In which $E_{01}$ is the amplitude of the laser pulse. The propagation of the laser pulse is prepared as a cosine function. $\omega_0$ and $\varphi_0$ are the frequency and phase of the laser field. The exponential function exhibits the
envelope of the field. Due to the symmetry of the system, a monochromatic laser field will result in creation of odd high harmonics. On the other hand, as [25] clearly describes, a monochromatic laser pulse will result in a low frequency emission. To see higher frequencies, it is better to add second or third fields. In this way, the symmetry assigned to the system will be omitted. Wavelength and phase of these controlling fields can be adjusted in a way to make the amplitude of the laser pulse higher. Because of this, we chose a three color laser pulse.

\[ E(t) = \sum_{i=1}^{3} E_i \cos(\omega_i t + \phi_i) \exp \left[ -2 \ln 2 \left( \frac{t}{\tau_i} \right)^2 \right] \]  

(6)

| Parameters | \( i = 1 \) | \( i = 2 \) | \( i = 3 \) |
|-----------|-------------|-------------|-------------|
| \( E_0 \) (10^4 W/cm²) | 0.75 | 1.5 | 0.75 |
| \( \lambda_i \) (nm) | 1600 | 1168 | 792 |
| \( \varphi_i \) | 0 | 0.27\( \pi \) | 0.64\( \pi \) |
| \( \tau_i \) (fs) | 16 | 16 | 16 |

Laser field forces electron to accelerate. With Newtonian equation, we have \( F = ma \), since all the computations in this work are based on atomic units, \( m = 1 \), so that one can consider \( F = a \), on the other hand \( F = -\nabla U \) with \( a \) being the induced dipole acceleration. According to Ehrenfest theory, the time dependent dipole acceleration is given by:

\[ a(t) = \langle \psi(z,t) | -\frac{dV_{atom}(z)}{dz} + E(t) | \psi(z,t) \rangle \]  

(7)

By computing the Fourier transformation of the dipole acceleration, the power spectrum of high harmonics is generated [23].

\[ p(\omega) = \int a(t) e^{-i\omega t} \, dt \]  

(8)

The attosecond pulse will be calculated by [23]:

\[ I(t) = \left| \sum_q a_q e^{iq\omega t} \right|^2 \]  

(9)

where \( a_q \) is given by \( a_q = \int a(t) e^{-iq\omega t} \, dt \). \( q \) is the harmonic order and is chosen from the harmonics near the cutoff region [4].

The Fourier transform has been the most commonly used tool for analyzing frequency properties of a signal, while after transformation, the information about time is lost and it's hard to tell where a certain frequency occurs. According to Eq. 8, Fourier transformation of time dependent dipole acceleration, gives the power spectrum of an atom. By filtering out some of the harmonics and calculating it's squared case, it gives the spectral intensity of the attosecond pulse which could be generated. Eq. 9 shows the time profile of the intensity of the generated attosecond pulse. It is clear that with the temporal profile of the attosecond pulse, we lose information about frequency and with the spectral profile of high harmonics nothing is understood about the temporal information of the attosecond pulse. But it is of high importance to see where a certain frequency occurs. So it would be beneficial to apply a time frequency analysis in order to observe the spatiotemporal structure of attosecond pulse. To achieve this goal, kinds of time frequency analysis techniques can be used. In the following, we explain more about time frequency analysis.

**III. RESULTS AND DISCUSSION**

After solving Schrödinger equation, it would be interesting to see the behavior of wave of wave function. Since wave function doesn't have physical meaning, we plot wave packet \( \langle \psi^2 \rangle \), that explains the probability of presence of electron in a point. As a result of illumination of the laser field, the wave packet distributes in space and propagates in time. When it reaches the walls of the spatial window, it reflects and propagates toward the middle of the window and interacts with the propagating (not reflected) wave packet. So, these nonphysical and spurious reflections disturb the structure of the wave packet and lead to wrong results. To avoid such spurious
and deleterious reflections from the spatial boundaries one can exploit two approaches: 1) choosing large spatial windows, 2) using absorbent potentials in the boundaries. The problem with the first approach is that, because of the limitation of our personal computer memories, this method takes so much time, albeit, if the computer was able to run the code. So the second approach seems better [31]:

\[ V_{\text{absorb}} = \begin{cases} 
-iV_0 \left( \frac{z - z_1}{z_2 - z_1} \right)^\alpha & z_1 \leq z \leq z_2 \\
0 & \text{otherwise} 
\end{cases} \]  

(10)

where \( z_1 \) and \( z_2 \) define the range in which negative imaginary potential is operative. In our calculation \( V_0 \) and \( \alpha \) are set to be 5 and 4, respectively.

In Fig. 2, one can see the three color laser field, ionization rate which is computed by ADK ionization rate principle [1], and the alteration of population of the ground state [4].

\[ p(t) = 1 - |\langle \psi(t) | \psi_0 \rangle|^2 \]  

(11)

The absorbing potential is added in potential term of the Hamiltonian. In Fig. 1, one can see the spatial distribution of wave packet distributes well in the time and space window. In walls of the space window, wave packet is absorbed by the negative imaginary potential. Thus, no reflection is observed on spatial boundaries. Theoretically, by illuminating an intense laser field to the rare gases, high harmonics can be generated.

The population alteration expresses that, before emission of the laser field, none of the atoms are in their new state \( \psi(t) \) but when time goes on and laser field starts oscillation and population in this time dependent new state becomes greater. When the electric field reaches its maximum, ionization rate strongly takes place. So, in this region, population approximately concentrates on the new state. In other words, it can be deduced that in the point that the amplitude of the laser field is the
greatest the probability of existence of electron in its new time dependent state is a hundred percent.

Now that the modification of wave packet from the first ground state is observed, it would be of interest to see the dipole acceleration behavior in time. Figure 3 shows dipole acceleration.

Figure 4 shows dipole acceleration.

Equation 8 gives the spectral profile of the dipole acceleration. By filtering out some of the harmonics, \( a_{q} \) transforms the time dependent dipole acceleration into spectral range. Again by computing the Fourier transformation of \( a_{q} \) on the same harmonics, and computing its squared form, the temporal profile of dipole acceleration on specific harmonics, is achieved. By equation 8 one can see on which harmonic emission takes place. But in this equation no information is achieved about the time profile of the emission. We only know the emissions frequency. But it is so important to know both the time and frequency of an emission. In order to observe spatiotemporal structure of the dipole acceleration, it would be interesting to apply a time frequency analysis to the dipole acceleration. Generally, to observe the spatiotemporal distribution of a signal, its Fourier transformation must be multiplied by a temporal window function (\( WF \)).

\[
a(\Omega, t) = \int dt' a(t') WF(t' - t) \exp(i\Omega t') \quad (12)
\]

\( WF \) mimics the action of an experimental spectral filter that selects only a range of XUV frequencies [2].

Time frequency analysis computes the integrant of the Fourier transformation of a portion of the signal \( a(t') \) which is limited by the \( WF \). In other words, \( WF \) chooses a part of the signal \( a(t') \) to be transformed.

It is notable that, there is always uncertainty between the time and the frequency according to Heisenberg uncertainty. Meaning that time and frequency cannot contemporarily been measured with high precision. Whatever one gets closer to measure time components of the analysis, it loses information about frequency and vice versa. Thus, it is essential to exploit a method to reduce this uncertainty. It is of high importance to choose the width of this window in a way that it lessens the uncertainty between time and frequency. But before trying to find the best size for the \( WF \), it is necessary to choose the \( WF \)'s shape. Several works have been done to choose the best temporal \( WF \) in order to gain the least uncertainty in both time and frequency components. In this work, we tried the rectangular \( WF \), the Hamming \( WF \), and Gaussian \( WF \).

A rectangular \( WF \), as it is clear from its name, has a table top shape meaning that it possesses only two values, zero or one. In the first step, of our study, we've fixed the \( WF \)'s width equal to \( 2\pi \) which approximately equals 6 atomic units. In our case, as is introduced in table 2, the laser pulse has a 664 atomic units time duration. A 6 atomic units wide \( WF \) seems so narrow in comparison with the 664 atomic units time duration. A 6 atomic units wide \( WF \) seems so narrow in comparison with the 664 atomic units time duration. A 6 atomic units wide \( WF \) seems so narrow in comparison with the 664 atomic units time duration. A 6 atomic units wide \( WF \) seems so narrow in comparison with the 664 atomic units time duration. A 6 atomic units wide \( WF \) seems so narrow in comparison with the 664 atomic units time duration. A 6 atomic units wide \( WF \) seems so narrow in comparison with the 664 atomic units time duration. A 6 atomic units wide \( WF \) seems so narrow in comparison with the 664 atomic units time duration. A 6 atomic units wide \( WF \) seems so narrow in comparison with the 664 atomic units time duration. A 6 atomic units wide \( WF \) seems so narrow in comparison with the 664 atomic units time duration. A 6 atomic units wide \( WF \) seems so narrow in comparison with the 664 atomic units time duration. A 6 atomic units wide \( WF \) seems so narrow in comparison with the 664 atomic units time duration. A 6 atomic units wide \( WF \) seems so narrow in comparison with the 664 atomic units time duration.
time frequency analysis for the dipole acceleration by using a rectangular \(WF\). By focusing on this figure, we can see that apparently, the temporal information of the signal is approximately lost and the function only separated the frequency components.

Fig. 5. Time frequency analysis of dipole acceleration by considering the \(WF\) as a rectangular \(WF\).

Fig. 6. Time frequency analysis of dipole acceleration by considering the \(WF\) as a Hamming \(WF\).

So, we can see that, rectangular \(WF\) shows a high uncertainty between time and frequency. In the next step, we tried Hamming \(WF\). The result is shown in Fig. 5. in this figure, one can clearly see that the uncertainty between time and frequency is less than rectangular one. Since the distribution of the signal in time and frequency is completely discrete. But in this case, a specific result cannot be achieved. So, in the next step, we calculate the time frequency analysis driven by a Gaussian \(WF\). Just like a rectangular \(WF\), the function equals zero in most of the time and in other times it gradually increases. So, since this function's value is not constant in respect to time, its result is different from the rectangular one.

With a Gaussian \(WF\), the time frequency analysis approaches to Gabor time frequency analysis [5] which is in the form:

\[
a_c(\Omega, t) = \int dt' a(t) \frac{\exp \left(-\frac{(t' - t)^2}{2\sigma^2}\right)}{\sigma \sqrt{2\pi}} \exp(i\Omega t')
\]

(13)

The \(WF\) acts like a switch which turns ON and OFF. We call the window function OFF whenever it equals zero, unless it is called ON. Calculations are done for parameters \(\Omega\), \(t\) and \(t'\). \(\Omega\) in Vol.ves the whole harmonics of the related power spectrum (containing the first to the last harmonic orders), \(t\) and \(t'\) are both within laser pulse duration. \(t\) is the time that changes the points where \(WF\) is ON. In order to explain what is the parameter \(t\) responsible for, let us ignore it, and see what happens if this parameter doesn't exist. In this case, calculation is done for only a portion of the signal \(a(t')\) that is limited with the Gaussian \(WF\). In this case, in all of the variations of \(t'\) and \(\Omega\), the integrant in equation 13 is done for a specific portion of the signal \(a(t')\). Since the width of such a \(WF\) is so small in comparison with the whole induced dipole acceleration time, this small element of the signal \(a(t')\) gives no sufficient and verified information about the spatiotemporal profile of induced dipole acceleration. So in order to use a larger element of the signal \(a(t')\), it seems it would be good to make the \(WF\) wider. But, choosing a wider \(WF\) will not solve this problem because of the uncertainty between time and frequency. In order to take the whole signal into calculations, it is necessary to change the
place where $WF$ is ON with the help of changing the values of a parameter like $t$. For each $\Omega^\text{th}$ frequency and $t^\text{th}$ time, the integration is taken over variation of the time $t'$. When time $t$ goes on, $WF$ becomes ON in later time. So, the points of the dipole acceleration which take part in Gabor transformation in previous time differ from the next time. Thus, $a_c(\Omega,t)$ can be computed for every points of signal $a(t')$.

Figure 6-b shows the spatiotemporal profile of signal $a(t')$. See how great the time and frequency components are separated.

![Figure 6-b](image-url)

By agreement with C. Chandre et al. [32], our simulation proves that with a Gaussian $WF$ uncertainty between time and frequency is the least [32]. The Gaussian function has all sorts of nice properties, among which

1) The Fourier transformation of the Gaussian function is again a Gaussian

2) The Gaussian function minimizes the product of time duration and spectral bandwidth.

Figure 6 shows spectral profile and time profile of HHG in zones (a) and (c) respectively. Zone (b) shows time frequency analysis of HHG. The power spectrum of high order harmonics is computed by Eq. 8 and is shown in Fig. 6-a. in this figure, one can clearly see that the power spectrum starts to get smoother from $80^{\text{th}}$ order up to $180^{\text{th}}$ order that is the cutoff of the power spectrum and corresponds to the peak of the time frequency distribution (in part (b)). The Gabor transformation of dipole acceleration that is given by Eq. 13 is depicted in zone b. it asserts that each frequency can occur on two different times. It means that electrons that take part in HHG process may pass two separated energy paths. In this work short path is more dominant. In the region that distribution of HHG is more dominant, emission takes place. By exploring time profile of HHG that is computed by Eq. 9 by filtering harmonics near cutoff region, and isolated 53 as pulse is generated. This pulse measures the width of the emitted photon. It is of principle to point that according to Fig. 2 ionization rate is maximum into time steps. The electrons that are ionized in Fig. 2 recombine in later times in Fig. 6-b. but the only emission that leads to generation of attosecond pulse is the one that emits between times 1.37-1.4. fluctuations of the intensity in Fig. 6-c shows the intensity of their corresponding emission in zone b. before, it was mentioned that $\sigma$ which is the width of $WF$ plays an important role on the resolution of spectral and temporal components.
In previous works, authors choose different $\sigma$ values. In this work, we tried some of them. Like as, $\sigma = 1/3\omega$ [5] with $\omega$ being the central laser frequency of $\sigma = 2\pi$ [27], $\sigma = 15$ [12], and $\sigma = 30$ [19]. By comparing the results of these $\sigma$ values, it is deducted the larger the $\sigma$ parameter is, the worst the resolution will be. By the large $\sigma$'s the WF becomes wider, so, the distribution of signal expands in time and shrinks in the spectral range. Thus, the information about time will be lost. So, $\sigma = 2\pi$ is chosen to be the most optimum window size in this work.

**IV. CONCLUSION**

In this work, we've solved 1D time dependent Schrödinger equation with the purpose of generating isolated attosecond pulses. We numerically simulated high order harmonic generation and then by filtering 60 harmonics near the cutoff region $(120^\circ - 180^\circ)$ we extracted an isolated 53 attosecond pulse. We succeed to separately observe time profile of induced dipole acceleration we could see the frequency of the emitted photon which is the cutoff frequency. But the problem with the spectral profile of the induced dipole acceleration was that it didn't give us any information about the time that such a photon is emitted. Similarly in time profile of the induced dipole acceleration, we might know nothing about frequency. Thus it is important to see when a certain frequency occurs. In order to meticulously explore the structure of HHG, we performed a time frequency analysis by using different temporal window functions. At last, we deducted that a Gaussian window function exhibits the least uncertainty between time and frequency components. To balance the resolution of the spatiotemporal distribution of HHG we tried different $WF$ sizes and at last, we found $\sigma = 2\pi$ as the best size for this parameter.
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