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Abstract

The JET baseline scenario is being developed to achieve high fusion performance and sustained fusion power. However, with higher plasma current and higher input power, an increase in pulse disruptivity is being observed. Although there is a wide range of possible disruption causes, the present disruptions seem to be closely related to radiative phenomena such as impurity accumulation, core radiation, and radiative collapse. In this work, we focus on bolometer tomography to reconstruct the plasma radiation profile and, on top of it, we apply anomaly detection to identify the radiation patterns that precede major disruptions. The approach makes extensive use of machine learning. First, we train a surrogate model for plasma tomography based on matrix multiplication, which provides a fast method to compute the plasma radiation profiles across the full extent of any given pulse. Then, we train a variational autoencoder to reproduce the radiation profiles by encoding them into a latent distribution and subsequently decoding them. As an anomaly detector, the variational autoencoder struggles to reproduce unusual behaviors, which includes not only the actual disruptions but their precursors as well. These precursors are identified based on an analysis of the anomaly score across all baseline pulses in two recent campaigns at JET.
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I. INTRODUCTION

The JET baseline scenario [1] is being developed to establish the best recipe for achieving high fusion performance and sustained fusion power with a view towards Deuterium-Tritium (D-T) operation in the near future. However, as the plasma current and heating power are being increased, a higher rate of pulse disruptivity is also being observed. The need to bring disruptivity under control is currently one of the most pressing issues in scenario development, especially when considering that JET experiments are intended as a testbed for ITER-relevant plasma scenarios [2].

Whether disruptivity can be brought down by avoiding the paths that lead to disruption, or by taking mitigating actions whenever the experiment is found to be in one of such paths, is still an open question, and in fact both options can be pursued independently [3]. In any case, identifying and characterizing disruptive behaviors is of paramount importance not only to understand the underlying physical phenomena, but also to make the best decisions in the context of experiment design and plasma control.

In the past, a landmark paper [4] identified a wide range of disruption causes at JET, including multiple physical phenomena as well as a variety of technical issues; the study was conducted when JET still had a carbon wall. More recently, after the introduction of the ITER-like wall [5], it was found that the present disruptions are closely related to radiative phenomena [6], by a sequence of events that includes impurity transport from the edge to the core, impurity accumulation at the core, development of strong core radiation, and radiative collapse when the radiated power exceeds the input power.

It is therefore important to analyze the plasma radiation profile in search for any symptoms that may represent disruption precursors. One of such symptoms is strong core radiation, but there may be others. The main goal of this work is to find disruption precursors by automated means, namely by using machine learning to identify anomalous plasma profiles that precede disruptions in a time frame that is relevant for disruption avoidance and mitigation, and which may or may not have been considered before.

In principle, this could be framed as a pure anomaly detection problem, if it were not for the fact that reconstructing the plasma radiation profile is a significant computational problem per se. At JET, the plasma radiation profile is reconstructed from the bolometer diagnostic [7] with tomography techniques [8]. For the purpose of anomaly detection, it will be necessary to scan through millions of plasma profiles (to be quantified more precisely later). Although there has been progress in developing faster tomography algorithms [9], deep learning provides a viable alternative through the use of neural networks that can compute thousands of reconstructions per second when running on a Graphics Process Unit (GPU) [10].
Deep learning is also a key element in the anomaly detection task, through the use of a variational autoencoder (VAE) [11] to detect unusual patterns in the plasma radiation profiles. In the literature, VAEs have been used to perform anomaly detection on different kinds of data, including time series [12], medical images [13] and graph data [14]. In this work, a VAE provides an anomaly score on each plasma radiation profile, and by computing that anomaly score across an entire pulse, one can obtain a helpful indication of where the disruption precursors can be found.

The following sections describe the approach in more detail, together with a selection of representative results. In particular, Sec. II introduces the bolometer diagnostic at JET and its associated tomography techniques; Sec. III describes the deep learning models used in this work, for tomographic reconstruction and anomaly detection, respectively; Sec. IV discusses the results obtained with those models on sample pulses that are representative of the baseline scenario; finally, Sec. V concludes the paper.

II. BOLOMETER TOMOGRAPHY AT JET

The bolometer diagnostic at JET [7] comprises two cameras – a horizontal camera and a vertical camera – with 24 bolometers each. In essence, a bolometer consists of a thin metal foil (about 10 m) coupled with a temperature-sensitive resistor. As the metal foil absorbs radiation power, its temperature changes and there is a proportional change in resistance, which can be measured to provide linear response to radiation in the ultraviolet to soft X-ray range [15].

Each bolometer measures the line-integrated radiation along a particular line of sight. For the horizontal camera, the lines of sight are defined by a pinhole structure, whereas for the vertical camera they are defined by a collimator block [16]. The geometrical arrangement of these lines of sight is such that, for each camera, 16 channels cover the whole plasma, and 8 channels provide a more fine-grained resolution over the divertor region. This arrangement is illustrated in Fig. 1.

From the bolometer measurements, there are several different tomography techniques that can be applied to reconstruct the plasma radiation profile [17]. The method that is used at JET uses an iterative constrained optimization algorithm that minimizes the error with respect to the bolometer measurements, while requiring the solution to be non-negative [18]. This iterative procedure takes a significant amount of time, typically on the order of minutes to produce a single reconstruction.

Recently, it was shown that it is possible to produce essentially the same results with a deep neural network, at the cost of a small amount of error, but several orders of magnitude faster [10]. In this case, the
network has a structure that resembles the inverse of a convolutional neural network (CNN), with two dense layers to preprocess the one-dimensional bolometer measurements, followed by a number of transposed convolutions to output a two-dimensional plasma radiation profile.

Fig. 2 shows an example of a plasma radiation profile computed at a particularly interesting point of a disruptive pulse. This is a point in time that is still reasonably far from the disruption and where the bolometer signals display a distinct behavior from the rest of the pulse. At this point, the strongest signals come from the bolometers that are pointing at the plasma core and, as can be observed in the plasma profile, there is a strong focus of radiation at the core that is a sign of impurity accumulation in that region. This is corroborated by other diagnostics, which show density peaking and a hollow temperature profile.

Since the geometry of the lines of sight is fixed, some authors have used a single camera (e.g. the horizontal one) or even a subset of those bolometers to detect core radiation without performing a full reconstruction of the plasma radiation profile [19]. However, this provides only a simplified view, because the horizontal camera measures the spread of radiation along the vertical axis, but the vertical camera is needed in order to resolve the spread of radiation along the horizontal axis.

In this work, rather than analyzing disruption precursors based on the activity of certain bolometers, we would like to characterize those precursors based on the actual shapes or patterns that appear in the plasma radiation profile. This will always require reconstructing the plasma profile from the bolometer signals, so we will need to devise an expeditious method to do that.
In addition, we purposefully intend to make tabula rasa of any preconceptions about how the disruption precursors look like, in order to check whether the precursors that we find agree with our own preconceptions. For example, if it is true that the development of strong core radiation is an important disruption precursor, then this should eventually stand out in the results of our analysis.

III. ANOMALY DETECTION APPROACH

Fig. 2 showed the time evolution of the bolometer signals across a sample pulse. But just as there is a time evolution of the bolometer signals, there is a corresponding time evolution of the plasma radiation profile. The difference is that the bolometer signals are provided directly by the diagnostic, whereas the plasma profile must be reconstructed by a computational process over those signals.

A proper reconstruction of the plasma radiation profile will have to perform the tomographic inversion of the bolometer measurements, and also smooth out fluctuations due to random noise and malfunctioning detectors. This explains why performing anomaly detection on top of the plasma profiles is more promising than performing it directly on the bolometer signals: because a layer of preprocessing has already been applied over the raw signals. Naturally, neural networks excel at such preprocessing, because they assign different weights to each input and also apply convolutions to smooth out the results [10].

Once the radiation profiles have been computed, a different kind of deep learning model can be
employed to detect anomalies. In particular, variational autoencoders (VAEs) [11] have been extensively used for anomaly detection in a number of different applications [12, 13, 14]. When applied to plasma radiation profiles, a VAE tries to reproduce whatever profile is given as input. Because the VAE is inherently stochastic and is exposed to a much larger fraction of typical behaviors than atypical ones, it will learn to reproduce the former much better than the latter.

Hence, when given an anomalous profile as input (which, in our case, may be a disruption precursor or some other odd event during the pulse), the VAE will reproduce it with a larger reconstruction error than it would otherwise do for a regular profile. This reconstruction error becomes an anomaly score for the profile that is provided as input. An analysis of the anomaly score across an entire pulse will point to unusual behaviors of the kind that we are interested in finding.

In summary, to apply anomaly detection on top of the radiation profile, two different components are necessary: (1) a fast tomographic method to generate radiation profiles from bolometer data, e.g. a neural network or even a simpler model; and (2) an anomaly detector to point out unusual profiles, i.e. a variational autoencoder. Fig. 3 illustrates both models and the next subsections delve into the details.

![Deep learning models used in this work: tomographic reconstruction model (left) and variational autoencoder for anomaly detection (right).](image)

**III.A. Tomographic reconstruction model**

A question that arises when looking at the models in Fig. 3 is whether they must remain separate or can be combined into a single model. For training purposes, they should remain separate, because the tomographic reconstruction model is trained on pairs of input-output samples (a sample of bolometer data
together with the corresponding plasma profile that the model should approximate), whereas the anomaly
detection model is trained on input samples only (the plasma profile that the model will try to reproduce at
the output). This is essentially the difference between supervised and unsupervised learning.

However, once the tomographic reconstruction model is trained, a possible approach is to use it as a
building block in the anomaly detection model, an idea that is akin to the use of pre-trained models in deep
learning [20]. In this case, the pre-trained tomographic reconstruction model would be inserted as a first
layer into the anomaly detection model, and the variational autoencoder would be trained from a bolometer
data input (although the reconstruction loss would still be based on plasma profiles).

Such approach is only feasible if the tomographic reconstruction model is relatively lightweight.
Otherwise, the anomaly detection model, with the addition of the tomographic reconstruction model,
becomes too complex and computationally expensive to train. (For the interested reader, the first bottleneck
is that such model would take up a large fraction of GPU memory, and therefore would have to be trained
with a small batch size, leading up to a lengthy and noisy training process.)

On the other hand, the possibility of keeping the models separate is not without its drawbacks as
well. In this case, we can afford to have a more complex tomographic reconstruction model, such as a
deconvolutional neural network with multiple layers. However, once the model is trained, we will need to
pre-compute all the plasma radiation profiles that will be used to train the variational autoencoder. Although
this might not take much time when using a GPU, it will certainly take a lot of space, and when it comes
to training the variational autoencoder, there will be a lot of data shuffling between CPU and GPU, again
leading up to a sub-optimized and under-performing training process.

The solution we adopted to deal with this problem was to use a lightweight model. Instead of using
a deep neural network as in [10], we reduced the tomographic reconstruction model to a single layer that
computes the plasma radiation profile by matrix multiplication over the bolometer data.

More precisely:

- Let $X = \{X_{ij}\}$ be an $N \times 48$ array representing a batch of bolometer data, where $N$ is an arbitrary
  batch size and 48 is the number of lines of sight.

- Let $M = \{M_{jkm}\}$ be a $48 \times 196 \times 115$ array representing the model parameters, where $196 \times 115$
corresponds to the pixel resolution of the plasma radiation profile.

- Then $Y = \{Y_{ikm}\}$ with $Y_{ikm} = \sum_j X_{ij}M_{jkm}$ is an $N \times 196 \times 115$ array representing a batch of
  plasma profiles reconstructed from the bolometer data.
• Given a batch of training data \((\tilde{X}, \tilde{Y}) = (\{\tilde{X}_{ij}\}, \{\tilde{Y}_{ikm}\})\), the model is trained by gradient descent to minimize the mean absolute error:

\[
L(M) = \frac{1}{N \times 196 \times 115} \sum_{i=1}^{N} \sum_{k=1}^{196} \sum_{m=1}^{115} |\tilde{Y}_{ikm} - \sum_{j=1}^{48} \tilde{X}_{ij} M_{jkm}| \tag{1}
\]

In essence, the model is a \(48 \times 196 \times 115\) array, where each of its \(196 \times 115\) outputs is generated by a weighted sum of its 48 inputs, and the weights are learned by minimizing the expression in Eq. (1).

An interesting feature of the model above is that the batch size \(N\) can be made arbitrarily large (within the constraints of available memory). In particular, \(N\) can be made as large as the length of an entire pulse, and in this case the plasma profiles for an entire pulse can be computed with a single matrix multiplication, either on CPU or on GPU. Moreover, if the GPU memory allows it, \(N\) can be made as large as the length of the training dataset, and in this case the full dataset is loaded into GPU memory and the model can be trained very efficiently, with no data transfers between CPU and GPU.

For training the model, we collected a dataset of about 10 000 samples profiles, where we exercised extra care to select high-quality reconstructions while avoiding profiles with noticeable artifacts. Since we are training a linear model on a number of samples that is much larger than the number of inputs, there is no danger of overfitting, so the model was trained on the entire dataset. Fig. 4 shows the evolution of the training loss given by Eq. (1) across 100 000 epochs. With all data loaded into GPU memory (i.e. one single training batch), this took about one hour to run on an Nvidia Tesla P100 GPU.

![Graph showing the evolution of training loss](image)

**Fig. 4.** Loss during training the tomographic reconstruction model.
In terms of accuracy in reconstructing the plasma radiation profile, this lightweight model achieves a mean absolute error close to 0.015 MW/m³, while the deep neural network in [10] has a reported error of 0.010 MW/m³. Although the training dataset is not the same, this provides a sense of how much error we incur by simplifying the model. Naturally, the deep neural network has better accuracy since it comprises a series of non-linear layers, whereas the model that we use here is equivalent to a single linear layer.

Fig. 5 shows an example of the plasma radiation profiles produced by the model. Despite its simplicity, all the usual features, such as the development of radiation blobs at the outer edge and at the plasma core, as well as divertor activity, are clearly recognizable.

Fig. 5. Plasma radiation profiles for pulse 92213 from t=48.0s to t=53.9s with a time step of 0.1s.

III.B. Anomaly detection model

The anomaly detection model works on the basis of the plasma profiles provided by the tomographic reconstruction model. As illustrated earlier in Fig. 3, what it tries to do is to reproduce the plasma radiation profile through the mechanisms of a variational autoencoder.

While any neural network that produces an output of the same type and shape as its input can considered to be an autoencoder, the variational autoencoder has the distinctive feature of encoding the input data as a probability distribution (the so-called latent distribution), and then generating the output by sampling from that distribution. As a result, the output is a stochastic approximation of the input. This approximation will be accurate for the training data that the model has already seen; it is only for data that
the model has not seen before that the reconstruction error will be large.

Rather than allowing the parameters of the latent distribution to be learned freely, which could cause the VAE to overfit the training data and reduce its stochasticity to zero, it is common to impose a prior on the latent distribution. A typical choice is a standard multivariate normal $N(0, I)$ of the same dimension as the latent distribution. This can be seen as a form of regularization over the latent space. With this regularization, the VAE is trained to minimize both the reconstruction error and the Kullback-Leibler (KL) divergence of the latent distribution with respect to the prior distribution [21].

In our case, the plasma profile is a two-dimensional structure which can be processed as an image. Therefore, we use a series of convolutional layers to perform the encoding into the latent space. This latent space is the parameter space of a multivariate normal $N(\mu, \Sigma)$ characterized by its mean vector $\mu$ and covariance matrix $\Sigma$. For a $d$-dimensional distribution, $\mu$ has length $d$ and $\Sigma$ is a $d \times d$ symmetric matrix. Due to this symmetry, we need to specify only $d + d(d+1)/2$ parameters.

To generate an output profile, the VAE draws a sample from the $d$-dimensional latent distribution, and then applies a series of transposed convolutions to bring it up to the desired size and shape.

Fig 6 shows the internal structure of the VAE, where we use a latent space of $d = 32$. The rationale for this choice is that the plasma profile is obtained from a 48-channel diagnostic where there is some redundancy (due to correlation between channels) and also a few malfunctioning detectors, so the amount of information needed to reconstruct the plasma profile can be a bit smaller. With a choice of $d = 32$, the numbers of parameters for the latent distribution is $d + d(d+1)/2 = 560$.

Fig. 6. Architecture of the variational autoencoder for anomaly detection.

To train this VAE, we collected the bolometer data for about 400 baseline pulses from two recent
campaigns at JET (Nov 2015 – Mar 2020). As is common when doing bolometer tomography at JET, we
downsized the bolometer signals with a 5-ms window average for noise reduction, yielding an effective
sampling rate of 200 Hz. Since each pulse typically lasts for around 30 s, the total number of samples is
about $200 \times 30 \times 400 \sim 2.4$ million. In practice, we got a number close to 2 million.

By passing these bolometer data through the tomographic reconstruction model, we obtain the plasma
profiles needed to train the VAE. However, rather than computing them before training, the profiles are
computed on-the-fly, during training, by incorporating the tomographic reconstruction model as a first layer
in the VAE. Naturally, the weights of the tomographic reconstruction model are frozen, so that they do not
change as the VAE is being trained. This way, the VAE is trained directly from bolometer data.

Another important aspect is that the VAE is trained on bolometer data from non-disruptive pulses
only, so as to keep the anomalies of disruptive pulses out of the training data, since these will be reserved for
subsequent analysis. This is an important difference between anomaly detection and disruption prediction
models, as the latter are usually trained and tested on subsets that include both disruptive and non-disruptive
pulses [22]. In our case, we train the VAE on non-disruptive pulses only, and test it on disruptive pulses
only, so the usual metrics used for binary classification do not apply here (for example, there are no false
alarms since we do not test on negative examples). The VAE is fundamentally an analysis support tool to
identify disruption precursors that stand out as unusual profiles in disruptive pulses.

Since the ratio of non-disruptive to disruptive pulses in the baseline scenario is about 60%/40%,
one could think that the VAE would be trained on about 60% of data and tested on the remaining 40%. However, disruptive pulses are usually shorter, so in terms of number of plasma profiles the ratio is more
like 70%/30%. These 70% correspond to about 1.4 million training profiles.

Fig. 7 shows the evolution of the training loss across 2000 epochs with 50 batches (or updates) per
epoch, which ran for 15 hours on 8 GPUs. The actual value of the training loss is somewhat meaningless
as it includes the contribution of two terms – the mean absolute error of the reconstruction, plus the KL
divergence of the latent distribution with respect to the prior – where the weight of the second term can be
adjusted to enforce a stronger or weaker regularization.

In any case, Fig. 7 illustrates the convergence of the training process and also the fact that, since the
KL divergence is always non-negative, by comparing Fig. 7 to Fig. 4 one concludes that the VAE is better at
reproducing the plasma profile than the tomographic reconstruction model is at reconstructing the plasma
profile from the original bolometer data. To some extent this is not surprising, since the VAE has more
learning capacity and has also been given an easier task.

IV. ANALYSIS OF DISRUPTION PRECURSORS

Having trained the anomaly detection model on non-disruptive pulses, we now apply it on disruptive pulses to analyze the anomaly score. For this purpose, the anomaly score is the reconstruction loss of the VAE at each point in time, as given by the mean absolute error between the input and output profiles. The regularization term based on the KL divergence is no longer included, as it applies during training only.

Fig. 8 shows the anomaly score provided by the VAE for the same pulse that was used as an example before. As can be seen in the figure, there is a point at which the anomaly score begins to rise and stays relatively high for an extended period of time before the disruption. This corresponds to the moment when strong core radiation begins to develop and a radiation blob settles into the core.

But the anomaly score highlights something else too. At about $t=53.45$ s there is a sudden drop in core radiation, which does not return to its former levels, and a different kind of instability appears. As illustrated in Fig. 9, the plasma starts displaying a pulsating behavior characterized by periodic bursts of radiation on the high-field side, which grow more intense towards the disruption. This behavior is consistent with the well-known phenomena of MARFE (multifaceted asymmetric radiation from the edge) [23].

Indeed, an analysis of other plasma diagnostics reveals that these appear to be minor disruptions driven by MARFE behavior, with spikes in radiated power being accompanied by several other symptoms, such as spikes in impurity influx, small but noticeable blips in the plasma current, and an increase in the
Fig. 8. Anomaly score for pulse 92213 (left) and tomographic reconstruction at a point when core radiation begins to develop (right).

Fig. 9. Anomaly score for pulse 92213 (left) and tomographic reconstruction at a point when a burst of radiation appears on the high-field side (right).
locked mode amplitude, which is one of the main disruption predictors used at JET and other tokamaks [24, 25, 26]. In contrast, the temperature profile becomes hollow and the density profile becomes peaked much earlier, when core radiation starts to grow at around $t=52.3s$.

These two time frames illustrate the difference between disruption avoidance and mitigation. When core radiation starts developing at $t=52.3s$, we are still far away from the disruption; sufficiently far, in fact, to change the course of the experiment. For example, by applying ICRH (ion cyclotron resonance heating), it is possible to recover from a hollow temperature profile and create the conditions for a safe termination [27]. On the other hand, when the MARFE behavior shows up at $t=53.5s$, it is now too late for avoidance; a locked mode has already settled in, and the only option is to take mitigating actions, namely by triggering the DMV (disruption mitigation valve) [28].

As a second example, we now turn our attention to a pulse that achieved a record neutron yield at the time of the experiment (Dec 2019). Figure 10 shows the main characteristics of this pulse, where it is possible to observe that the pulse goes to the full designed length and starts the planned ramp down of power at $t=54.0s$, but it disrupts at around $t=55.5s$.

![Fig. 10. Main characteristics of pulse 96486, including plasma current, magnetic field, heating power, impurity influx (left), and neutron yield, electron density, electron temperature, and effective charge (right).](image)

Fig. 11 shows the evolution of the anomaly score, where initially it is relatively low, but seems to be
Fig. 11. Anomaly score for pulse 96486 with three points of interest depicted in Fig. 12.

Fig. 12. Tomographic reconstructions for the three points of interest marked in Fig. 11.
on a slightly upward trend through most of the flat-top phase. Then, at about $t=54.2\text{s}$, the anomaly score suddenly jumps with the onset of core radiation (Fig. 12a), and by $t=54.4\text{s}$ a core radiation blob is firmly established (Fig. 12b).

Subsequently, the core radiation splits into two blobs (Fig. 12c), and from $t=54.7\text{s}$ to $t=55.4\text{s}$ there are exchanges between the two blobs on a slow time scale, while the anomaly score stays high. When the two blobs finally reunite into single one at $t=55.4\text{s}$, a series of MARFE-like instabilities follow in quick succession and the plasma disrupts at $t=55.5\text{s}$, even as the core blob was still present.

When cross-checking with other diagnostics, we find that the temperature profile is hollow and the density profile is strongly peaked from $t=54.2\text{s}$, the time at which core radiation develops. Then at $t=55.4\text{s}$ there is an edge cooling consistent with a MARFE, but no locked mode yet. The edge cooling appears to drive MHD activity that eventually results in a locked mode just before the disruption.

Again, different precursors can be used for the purposes of avoidance and mitigation. If the goal is disruption avoidance, then as soon as core radiation develops (as indicated by a rising anomaly score), it should be possible to take preventive action to change the course of events. On the other hand, if disruption mitigation is enough, then an alert on MARFE-like behavior, which leads to edge cooling and the onset of MHD instabilities such as a locked mode, might be useful if there is still time to react.

One criticism that can be made about this work is that the anomaly score brings nothing new besides what was already available in plain sight. While this is perfectly true, it is precisely in the ability to point out what is hiding in plain sight that the advantages of the proposed approach reside. Any tools that we can muster to help us intercept such behavior and bring pulses to safe land will be useful for the operation of JET and future devices, especially ITER.

V. CONCLUSION

In summary, we used deep learning to develop an anomaly detection approach to be applied over the plasma radiation profile, as obtained from bolometer tomography. The approach consists in two different models: one to perform the reconstruction of the radiation profile from bolometer data, and another to detect anomalous profiles by trying to reproduce the behavior of disruptive pulses at each point in time.

For the first model, we could have used a deep neural network as in previous work, but instead we simplified the model by reducing it to a single matrix multiplication layer. This was done in order to be able to incorporate the first model into the second one; at the expense of a slight increase in the reconstruction
error, this provides a huge boost in the training performance of both models, enabling full utilization of the available computational resources (GPUs).

For the second model, we used a deep variational autoencoder comprising a series of convolutional layers for encoding, and transposed convolutional layers for decoding the plasma profile. At the heart of this variational encoder is a multivariate normal distribution, whose parameters constitute the latent space which the plasma profile is encoded into and decoded from. The error between the output and the original profile provided as input becomes a measure for the anomaly score of that profile.

Through the analysis of some representative pulses, we have illustrated how the anomaly score can be used as an indicator to identify disruption precursors that are relevant for avoidance and mitigation. In particular, the analysis pinpoints the buildup of core radiation as the earliest sign that the pulse may be heading towards a disruption. This is a recurring pattern in the baseline scenario, where it accounts for at least 50% of disruptive pulses. There are also edge-related phenomena being highlighted by the anomaly score, but these appear much closer to the disruption, at a time when only mitigation is possible.

The results are consistent with the well-studied phenomena of impurity transport and accumulation, and from this point of view it could be said that this analysis brings nothing new. However, the use of machine learning and anomaly detection on the radiation profile provides a clearer picture of the point in time when problems start to occur, and where in the plasma they occur.

In future work, we plan to extend the approach to other pulses beyond the baseline scenario. However, conducting an analysis across a wider range of pulses will be more computationally expensive, not only in terms of training and test data sizes, but also in terms of the model itself, which should probably become larger in order to accommodate a wider range of physics phenomena.

ACKNOWLEDGMENTS

This work has been carried out within the framework of the EUROfusion Consortium and has received funding from the Euratom research and training programme 2014-2018 and 2019-2020 under grant agreement No 633053. The views and opinions expressed herein do not necessarily reflect those of the European Commission.

Instituto de Plasmas e Fusão Nuclear (IPFN) received financial support from Fundação para a Ciência e Tecnologia (FCT) through projects UIDB/50010/2020 and UIDP/50010/2020.

The authors are thankful for the granted use of computational resources provided by the MARCONI-FUSION HPC facility at CINECA, Italy, and by CCFE / UKAEA at Culham, UK.
REFERENCES

[1] L. Garzotti, C. Challis, R. Dumont, D. Frigione, J. Graves, E. Lerche, J. Mailloux, M. Mantsinen, F. Rimini, F. Casson, A. Czarnecka, J. Eriksson, R. Felton, L. Frassinetti, D. Gallart, J. Garcia, C. Giroud, E. Joffrin, H.-T. Kim, N. Krawczyk, M. Lennholm, P. Lomas, C. Lowry, L. Meneses, I. Nunes, C. M. Roach, M. Romanelli, S. Sharapov, S. Silburn, A. Sips, E. Stefanioková, M. Tsalas, D. Valcarcel, and M. Valović, “Scenario development for D–T operation at JET,” Nuclear Fusion, 59, 7, 076037 (2019).

[2] A. J. H. Donné, S. Cowley, T. Jones, and X. Litaudon, “Risk Mitigation for ITER by a Prolonged and Joint International Operation of JET,” Journal of Fusion Energy, 35, 1, 85 (2016).

[3] C. Sozzi, E. Alessi, A. Pau, A. Fanni, B. Cannas, P. J. Lomas, M. Baruzzo, T. Bolzonella, M. Bernert, T. C. Blanken, S. Carcangi, C. Cianfarani, R. Deolu, F. A. A. Felici, D. R. Ferreira, C. Galperti, M. Gelfusa, S. N. Gerasimov, I. Ivanova-Stanik, E. Joffrin, F. Köchl, O. Kudlacek, E. A. Lerche, M. Lungaroni, M. Maraschek, A. Murari, E. Pawelec, E. Peluso, G. Rattà, F. G. Rimini, O. Sauter, U. Sheik, G. Sias, P. Sparapani, G. Stankunas, J. Vega, I. Voitsekhovitch, and A. A. Tepluhina, “Early Identification of Disruption Paths for Prevention and Avoidance,” 27th IAEA Fusion Energy Conference (2018).

[4] P. C. de Vries, M. F. Johnson, B. Alper, P. Buratti, T. C. Hender, H. R. Koslowski, and V. Riccardo, “Survey of disruption causes at JET,” Nuclear Fusion, 51, 5, 053018 (2011).

[5] G. F. Matthews, “Plasma operation with an all metal first-wall: Comparison of an ITER-like wall with a carbon wall in JET,” Journal of Nuclear Materials, 438, S2 (2013).

[6] E. Joffrin, M. Baruzzo, M. Beurskens, C. Bourdelle, S. Brezinsek, J. Bucalossi, P. Buratti, G. Calabro, C. D. Challis, M. Clever, J. Coenen, E. Delabie, R. Dux, P. Lomas, E. de la Luna, P. C. de Vries, J. Flanagan, L. Frassinetti, D. Frigione, C. Giroud, M. Groth, N. Hawkes, J. Hobirk, M. Lehenh, G. Maddison, J. Mailloux, C. F. Maggi, G. Matthews, M. Mayoral, A. Meigs, R. Neu, I. Nunes, T. Puetterich, F. Rimini, M. Sertoli, B. Siegl, A. C. C. Sips, G. van Rooij, and I. Voitsekhovitch, “First scenario development with the JET new ITER-like wall,” Nuclear Fusion, 54, 1, 013011 (2013).

[7] A. Huber, K. McCormick, P. Andrew, P. Beaumont, S. Dalley, J. Fink, J. C. Fuchs, K. Fullard, W. Fundamenski, L. C. Ingeesson, F. Mast, S. Jachmich, G. F. Matthews, P. Mertens, V. Philipps, R. A. Pitts, S. Sanders, and W. Zeidner, “Upgraded bolometer system on JET for improved radiation measurements,” Fusion Engineering and Design, 82, 5, 1327 (2007).
[8] L. C. INGESSON, B. ALPER, B. J. PETERSON, and J.-C. VALLET, “Chapter 7: Tomography Diagnostics: Bolometry and Soft-X-Ray Detection,” Fusion Science and Technology, 53, 2, 528 (2008).

[9] V. LOFFELMANN, J. MLYNAR, M. IMRISEK, D. MAZON, A. JARDIN, V. WEINZETTL, and M. HRON, “Minimum Fisher Tikhonov Regularization Adapted to Real-Time Tomography,” Fusion Science and Technology, 69, 2, 505 (2016).

[10] D. R. FERREIRA, P. J. CARVALHO, and H. FERNANDES, “Full-Pulse Tomographic Reconstruction with Deep Neural Networks,” Fusion Science and Technology, 74, 1-2, 47 (2018).

[11] D. P. KINGMA and M. WELLING, “Auto-Encoding Variational Bayes,” 2nd International Conference on Learning Representations (2014).

[12] J. PEREIRA and M. SILVEIRA, “Unsupervised Anomaly Detection in Energy Time Series Data Using Variational Recurrent Autoencoders with Attention,” 17th IEEE International Conference on Machine Learning and Applications, 1275–1282 (2018).

[13] X. CHEN and E. KONUKOGLU, “Unsupervised Detection of Lesions in Brain MRI using constrained adversarial auto-encoders,” Medical Imaging with Deep Learning (2018).

[14] T. N. KIPF and M. WELLING, “Variational Graph Auto-Encoders,” Bayesian Deep Learning Workshop (2016).

[15] K. F. MAST, J. C. VALLET, C. ANDELFINGER, P. BETZLER, H. KRAUS, and G. SCHRAMM, “A low noise highly integrated bolometer array for absolute measurement of VUV and soft x radiation,” Review of Scientific Instruments, 62, 3, 744 (1991).

[16] K. MCCORMICK, A. HUBER, C. INGESSON, F. MAST, J. FINK, W. ZEIDNER, A. GUIGON, and S. SANDERS, “New bolometry cameras for the JET Enhanced Performance Phase,” Fusion Engineering and Design, 74, 1, 679 (2005).

[17] J. MLYNAR, T. CRACIUNESCU, D. R. FERREIRA, P. CARVALHO, O. FICKER, O. GROVER, M. IMRISEK, and J. SVOBODA, “Current Research into Applications of Tomography for Fusion Diagnostics,” Journal of Fusion Energy, 38, 3, 458 (2019).

[18] L. C. INGESSON, B. ALPER, H. CHEN, A. W. EDWARDS, G. C. FEHMERS, J. C. FUCHS, R. GIANNELLA, R. D. GILL, L. LAURO-TARONI, and M. ROMANELLI, “Soft X ray tomography during ELMs and impurity injection in JET,” Nuclear Fusion, 38, 11, 1675 (1998).

[19] A. PAU, A. FANNI, B. CANNAS, S. CARCANGIU, G. PISANO, G. SIAS, P. SPARAPANI, M. BARUZZO, A. MURARI, F. RIMINI, M. TSALAS, and P. C. DE VRIES, “A First Analysis of JET Plasma Profile-Based Indicators for Disruption Prediction and Avoidance,” IEEE Transactions on Plasma Science, 46, 7, 2691 (2018).

[20] D. MARMANIS, M. DATCU, T. ESCH, and U. STILLA, “Deep Learning Earth Observation Classification Using ImageNet Pretrained Networks,” IEEE Geoscience and Remote Sensing Letters, 13, 1, 105 (2016).
[21] D. P. Kingma and M. Welling, “An Introduction to Variational Autoencoders,” *Foundations and Trends in Machine Learning, 12*, 4, 307 (2019).

[22] R. Moreno, J. Vega, S. Dormido-Canto, A. Pereira, A. Murari, and C. JET, “Disruption Prediction on JET during the ILW Experimental Campaigns,” *Fusion Science and Technology, 69*, 2, 485 (2016).

[23] B. Lipschultz, B. Labombard, E. S. Marmar, M. M. Pickrell, J. L. Terry, R. Watterson, and S. M. Wolfe, “Marfe: an edge plasma phenomenon,” *Nuclear Fusion, 24*, 8, 977 (1984).

[24] J. Vega, R. Moreno, A. Pereira, S. Dormido-Canto, and A. Murari, “Advanced Disruption Predictor Based on the Locked Mode signal: Application to JET,” *1st EPS Conference on Plasma Diagnostics*, vol. 240 of *PoS Proc. Sci.* (2015).

[25] R. Aledda, B. Cannas, A. Fanni, A. Pau, and G. Sias, “Improvements in disruption prediction at ASDEX Upgrade,” *Fusion Engineering and Design, 96-97*, 698 (2015).

[26] Y. Ding, X. Jin, Z. Chen, and G. Zhuang, “Neural Network Prediction of Disruptions Caused by Locked Modes on J-TEXT Tokamak,” *Plasma Science and Technology, 15*, 11, 1154 (2013).

[27] E. Lerche, M. Goniche, P. Jacquet, D. V. Eester, V. Bobkov, L. Colas, C. Giroud, I. Monakhov, F. J. Casson, F. Rimini, C. Angioni, M. Baruzzo, T. Blackman, S. Brezinsek, M. Brix, A. Czarnecka, K. Crombé, C. Challis, R. Dumont, J. Eriksson, N. Fedorczak, M. Graham, J. P. Graves, G. Gorini, J. Hobirk, E. Joffrin, T. Johnson, Y. Kazakov, V. Kiptily, A. Krivska, M. Lennholm, P. Lomas, C. Maggi, P. Mantica, G. Mathews, M.-L. Mayoral, L. Meneses, J. Mlynar, P. Monier-Garbet, M. F. Nave, C. Noble, M. Nocente, I. Nunes, J. Ongena, G. Petravich, V. Petrzilka, T. Ptterich, M. Reich, M. Santala, E. R. Solano, A. Shaw, G. Sips, M. Stamp, M. Tar Locchi, M. Tsalas, and M. Valisa, “Optimization of ICRH for core impurity control in JET-ILW,” *Nuclear Fusion, 56*, 3, 036022 (2016).

[28] C. Reux, M. Lehnem, U. Kruezi, S. Jachmich, P. Card, K. Heinola, E. Joffrin, P. J. Lomas, S. Marsen, G. Matthews, V. Riccardo, F. Rimini, and P. C. de Vries, “Use of the disruption mitigation valve in closed loop for routine protection at JET,” *Fusion Engineering and Design, 88*, 6, 1101 (2013).