EXISTENCE OF HARMONIC MAPS AND EIGENVALUE OPTIMIZATION IN HIGHER DIMENSIONS

MIKHAIL KARPUKHIN AND DANIEL STERN

Abstract. We prove the existence of nonconstant harmonic maps of optimal regularity from an arbitrary closed manifold $(M^n, g)$ of dimension $n > 2$ to any closed, non-aspherical manifold $N$ containing no stable minimal two-spheres. In particular, this gives the first general existence result for harmonic maps from higher-dimensional manifolds to a large class of positively curved targets. In the special case of the round spheres $N = S^k$, $k \geq 3$, we obtain a distinguished family of non-constant harmonic maps $M \to S^k$ of index at most $k + 1$, with singular set of codimension at least 7 for $k$ sufficiently large. Furthermore, if $3 \leq n \leq 5$, we show that these smooth harmonic maps stabilize as $k$ becomes large, and correspond to the solutions of an eigenvalue optimization problem on $M$, generalizing the conformal maximization of the first Laplace eigenvalue on surfaces.

1. Introduction

1.1. Existence of harmonic maps. A map $u: M \to N$ between Riemannian manifolds $(M, g)$ and $(N, h)$ is said to be harmonic if it is a critical point for the Dirichlet energy

$$E(u) = \frac{1}{2} \int_M |du|^2_{g,h} dv_g$$

on the space of maps from $M$ to $N$. Generalizing classical questions about the existence of closed geodesics in a given Riemannian manifold, existence and regularity problems for harmonic maps between higher-dimensional manifolds have played an important role in the development of geometric analysis over the past sixty years (see, e.g., [Yau06, Section 3]).

One natural strategy for producing harmonic maps is to minimize energy in a homotopy class of maps from $M$ to $N$. For targets $N$ of nonpositive sectional curvature, this was carried out successfully by Eells and Sampson in the landmark paper [EeSa64]. Indeed, combined with subsequent work of Hartman [H67], the results of [EeSa64] give a complete picture of the space of harmonic maps from a general closed manifold $(M^n, g)$ to a closed target $(N^k, h)$ of nonpositive sectional curvature: every homotopy class contains a nonempty, connected set of smooth harmonic representatives, all of which minimize energy in the class. Moreover, if $N$ has strictly negative sectional curvature, then the harmonic representative of each homotopy class is unique.
For general target manifolds $N$, the situation is quite different. For general higher-dimensional domains $M^n$ and targets $N^k$, there often exist nontrivial homotopy classes of maps which admit no energy-minimizing representative even in a weak sense, as distinct path components of $C^1(M,N)$ may merge in the weak or strong topologies on the space $W^{1,2}(M,N)$ of finite-energy maps between the manifolds. On the other hand, as in the study of closed geodesics, in many cases one can produce interesting non-energy-minimizing harmonic maps $M \to N$ via Morse-theoretic or min-max methods. In the influential paper [SU77], Sacks and Uhlenbeck developed a Morse-theoretic approach to the study of harmonic maps from the 2-sphere to general targets, obtaining existence results that later saw elegant applications to other classical problems in differential geometry, notably in the work of Siu–Yau [SY80] and Micallef–Moore [MMSS].

While the work of Sacks-Uhlenbeck led to major improvements in the existence and compactness theory for harmonic maps from surfaces, the space of harmonic maps from manifolds of dimension $n \geq 3$ into general targets remains rather poorly understood, due in part to the presence of singularities in harmonic maps arising from variational methods on higher-dimensional domains (see, e.g., [SU82]), and—perhaps more seriously—the more complicated higher-dimensional counterpart of bubbling for families of harmonic maps and approximations thereof (see [Lin99]). In particular, compactness for harmonic maps and Palais-Smale sequences for the energy functional fails more dramatically in dimension $\geq 3$, making it difficult to implement min-max constructions in general.

The first result of the present paper establishes existence of nontrivial harmonic maps from arbitrary closed manifolds $M^n$ of dimension $n \geq 3$ into a large class of targets $N^k$, via min-max methods. In what follows, recall that a map $u \in W^{1,2}(M,N)$ is said to be a stationary harmonic map if it is a critical point for the energy functional in the following strong sense: in addition to solving the weak Euler-Lagrange equations for $E(u)$, $u$ satisfies

$$\frac{d}{dt} \bigg|_{t=0} E(u_t) = 0$$

for inner variations $u_t = u \circ \Phi_t$, where $t \mapsto \Phi_t$ is a smooth family of diffeomorphisms of the domain $M$, see Section 2 for details.

**Theorem 1.1.** Let $(N^k, h)$ be a closed Riemannian manifold containing no stable minimal two-spheres, and suppose $\pi_\ell(N) \neq 0$ for some $\ell \geq 3$. Then for any closed manifold $(M^n, g)$ of dimension $n \geq 3$, there exists a nonconstant stationary harmonic map

$$u: (M^n, g) \to (N^k, h)$$

of Morse index $\text{ind}_E(u) \leq \ell + 1$ as a critical point of $E$, smooth away from a set $\Sigma \subset M^n$ of dimension $\dim(\Sigma) \leq n - 3$. Moreover, if for some $m > 2$, $N^k$ admits no nonconstant stable $0$-homogeneous harmonic map $v: \mathbb{R}^m \to N^k$, then the singular set $\Sigma = \text{Sing}(u)$ has dimension $\dim(\Sigma) \leq n - m - 1$.

Here, the condition that $N$ admits no stable minimal two-spheres is meant in the sense of branched minimal immersions; equivalently (cf. [EjMi08]),
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there exists no nonconstant stable harmonic map $S^2 \to N$. In \cite{Lin99}, Lin showed that stationary harmonic maps into targets $N$ carrying no minimal two-spheres satisfy strong compactness and partial regularity properties; however, it follows from the results of \cite{SU77, MM88} that such targets must be aspherical, and therefore unlikely to support a wealth of variational constructions beyond minimization with respect to a prescribed action $\pi_1(M) \to \pi_1(N)$ on fundamental groups. By contrast, the only obvious topological constraint following from the assumption that $N$ admits no stable minimal two-spheres is the vanishing of the second homotopy group $\pi_2(N)$.

The significance of the condition that a target $N$ admit no stable harmonic maps from $S^2$ was first noticed by Hsu \cite{Hsu05}, who observed that stable stationary harmonic maps to such targets enjoy strong compactness properties and, as a byproduct, optimal partial regularity results analogous to those obtained by Schoen–Uhlenbeck for energy-minimizing maps \cite{SU82}. In the special case of maps to $S^k$ with $k \geq 3$, similar observations were made by Hong-Wang \cite{HW99} and Lin-Wang \cite{LW06}. Theorem 1.4 rests largely on the observation that, under the same assumptions on the target manifold $N$, the same compactness and partial regularity results hold for the space of stationary harmonic maps $M \to N$ satisfying a uniform Morse index bound, and similarly for maps critical for suitable relaxations of the Dirichlet energy—namely, the Ginzburg–Landau-type energies considered in \cite{CS89} and \cite{LW99}. With these analytic ingredients in place, the harmonic maps of Theorem 1.4 are obtained from a min-max construction generalizing those studied in \cite{St21, St20, Riv19, Riv20, KS20}.

For examples of targets satisfying the hypotheses of Theorem 1.4 note that the results of \cite{MM88} show that there are no stable minimal two-spheres in a manifold $N^k$ of dimension $k \geq 4$ with positive isotropic curvature. The same is true for 3-manifolds $N^3$ of positive Ricci curvature: it is well-known that such manifolds admit no stable immersed minimal surfaces with trivial normal bundle \cite{Sim68}, and consequently no stable minimal immersions $S^2 \to N$, since any such immersion can be lifted to one $S^2 \to \tilde{N}$ with trivial normal bundle on a double cover of $N$ if $N$ is nonorientable. That the same holds for branched minimal immersions can be seen by a straightforward application of the log cutoff trick near branch points, cf. \cite[Section 3]{MS85} for related observations. In particular, while the existence theory for harmonic maps into negatively curved targets has been well understood since the 1960s \cite[EzeSa61], Theorem 1.4 and its proof show that the existence theory for harmonic maps into targets satisfying certain curvature positivity conditions can be fruitfully explored via Morse-theoretic methods.

Remark 1.2. The simplest example of a target failing to satisfy the hypotheses of Theorem 1.4 is the standard 2-sphere $N = S^2$, for which any holomorphic or anti-holomorphic self-map $S^2 \to S^2$ is stable. In particular, we note that the methods of the present paper cannot be used in a direct way to advance the min-max theory for harmonic maps $S^3 \to S^2$ considered
by Riviè re in [Riv19, Riv20]. More generally, the complex projective spaces
$N = \mathbb{C}P^m$ represent an interesting borderline case where the compactness
results on which Theorem 1.1 relies fail, though the space of stable minimal
2-spheres in $N$ is well-understood (see, e.g. [SY80]).

1.2. Harmonic maps to spheres. Of particular interest to us is the case
of maps to the standard spheres $N = S^k$ of dimension $k \geq 3$. In particular,
taking $N = S^k$ and $\ell = k$ in Theorem 1.1 and appealing to the regularity
results of [LW06] for stable stationary harmonic maps to spheres, we obtain
the following result, giving existence of a canonical family of sphere-valued
harmonic maps from every closed Riemannian manifold.

**Corollary 1.3.** For any closed manifold $(M^n, g)$ of dimension $n \geq 3$ and
any $k \geq 3$, there is a nonconstant stationary harmonic map

$$u_k : M^n \to S^k$$

of Morse index $\text{ind}_E(u_k) \leq k + 1$, smooth away from a closed set $\Sigma \subset M$ of
dimension

- $\dim(\Sigma) \leq n - k - 1$ if $3 \leq k \leq 5$,
- $\dim(\Sigma) \leq n - 6$ if $6 \leq k \leq 9$,

or

$$\dim(\Sigma) \leq n - 7 \text{ if } k \geq 10.$$

In particular, if $3 \leq n \leq 5$, then $u_k : M^n \to S^k$ is smooth for all $k \geq n$.

A natural question to ask is how these maps $u_k$ depend on the dimension
$k$ of the target sphere. The following proposition provides a partial answer,
which plays an important role in applications.

**Proposition 1.4.** For any closed manifold $(M^n, g)$ of dimension $3 \leq n \leq 5$,
there exists $k_0(M, g) \in \mathbb{N}$ such that for any $k \geq k_0$ and any harmonic map
$u : M \to S^k$ with

$$\text{ind}_E(u) \leq k + 1,$$

there exists a totally geodesic subsphere $S^{k_0} \subset S^k$ of dimension $k_0$ such that
$u(M) \subset S^{k_0}$.

1.3. Applications to eigenvalue optimization.

1.3.1. Motivation and overview. Let $(\Sigma, g)$ be a closed Riemannian surface
and denote by

$$0 = \lambda_0(\Sigma, g) < \lambda_1(\Sigma, g) < \ldots$$

its (positive) Laplacian eigenvalues. Fixing a conformal class $[g] = \{e^{2\omega}g, \omega \in C^\infty(\Sigma)\}$, consider the normalized eigenvalue functionals

$$\lambda_m(\Sigma, g) := \lambda_m(\Sigma, g) \text{ Area}(\Sigma, g).$$

According to the foundational results of Nadirashvili [Na96] and El Soufi-Ilias [ESI08], metrics critical for $\lambda_m(\Sigma, g)$ within the conformal class $[g]$
correspond to harmonic maps from \((\Sigma, [g])\) to spheres. In recent decades, this observation has proved to be a crucial tool in the study of the suprema
\[
\Lambda_m(\Sigma, [g]) = \sup_{h \in [g]} \bar{\lambda}_m(\Sigma, h),
\]
see e.g. \[KS20\] \[KNPP21\] \[KNPP20\] \[Kar20\] \[Pet14\] \[Pet18\]. In particular, 2-dimensional counterparts of Corollary \[1.3\] and Proposition \[1.4\] were used in \[KS20\] to establish existence and regularity of metrics achieving \(\Lambda_1(\Sigma, [g])\). These results have since found application to the study of the Steklov maximization problem on surfaces with boundary \[KS20\] \[KS21\], and stability phenomena for the \(\bar{\lambda}_1\)-maximization problem \[KNPS21\]. It is then natural to ask whether Corollary \[1.3\] and Proposition \[1.4\] themselves can be used to study some eigenvalue optimization problem on higher-dimensional manifolds. Below we describe such a problem.

A natural way to generalize \(\Lambda_m(\Sigma, [g])\) to higher-dimensional manifolds \((M^n, g)\) is to once again maximize appropriately normalized eigenvalues in a fixed conformal class, studying the suprema
\[
\Lambda_m(M^n, [g]) := \sup_{h \in [g]} \bar{\lambda}_m(M^n, h) := \sup_{h \in [g]} \lambda_m(M^n, g) \text{Vol}(M^n, g)^{\frac{2}{n}}.
\]
However, as is shown in \[KM22\], critical metrics for this problem correspond to \(n\)-harmonic maps, the conformally invariant analog of classical harmonic maps, which suggests that applications of classical harmonic maps lie elsewhere. The key lies in reformulating the conformal maximization problem on surfaces. Given a smooth positive function \(\beta > 0\) consider the eigenvalues \(0 = \lambda_0(\Sigma, g, \beta) < \lambda_1(\Sigma, g, \beta) < \ldots\) associated to the problem
\[
\Delta_g f = \lambda \beta f,
\]
i.e., the eigenvalues of the weighted Laplacian \(\beta^{-1} \Delta_g\). Conformal covariance of the Laplacian on surfaces implies that if \(h = e^{2\omega} g \in [g]\) and \(f\) is a \(\Delta_h\)-eigenfunction, then
\[
\Delta_g f = e^{2\omega} \Delta_h f = \lambda e^{2\omega} f,
\]
so that \(\lambda_m(\Sigma, h) = \lambda_m(\Sigma, g, e^{2\omega})\) for all \(m\). Therefore, one has that for any surface \(\Sigma\),
\[
\Lambda_m(\Sigma, [g]) = \sup_{0 < \beta \in C^\infty(\Sigma)} \left\{ \lambda_m(\Sigma, g, \beta) \int_\Sigma \beta dv_g \right\}.
\]
Moreover, it follows from \[GKL21\] Proposition 5.1] that one can relax the condition in the r.h.s to \(0 \leq \beta, \beta \neq 0\).

On manifolds \(M^n\) of dimension \(n \geq 3\), the Laplacian is no longer conformally covariant and equality \((1.1)\) fails. Thus, we introduce the quantities
\[
\mathcal{V}_m(M^n, g) = \sup_{0 \leq \beta \in C^\infty(M^n)} \left\{ \lambda_m(M^n, g, \beta) \int_{M^n} \beta dv_g \right\}.
\]
which generally differ from \(\Lambda_m(M^n, [g])\).
Our first observation is that the quantities $\mathcal{V}_m(M^n, g)$ in many ways behave similarly to $\Lambda_m(\Sigma, [g])$. For example, by a well-known result of Korevaar [Kor93] one has $\Lambda_m(\Sigma, [g]) \lesssim m$ on a surface $\Sigma$. The same method of proof gives $\mathcal{V}_m(M^n, g) \lesssim m^2$, see [GNY04] Theorem 5.4. Another example is the classical Hersch’s inequality [Her70] stating that the round metric $g_{\mathbb{S}}$ achieves $\Lambda_1(\mathbb{S}^2, [g_{\mathbb{S}}])$. We show below that essentially the same proof can be used to show that $\mathcal{V}_1(\mathbb{S}^n, g_{\mathbb{S}^n})$ is achieved by a constant density function. Furthermore, the Laplacian with density appears naturally as a homogenization limit of the Steklov problem, see [GL21]. This feature is independent of dimension and has been used in [GL21, GKL21, KS21] to relate optimization problems for Steklov and Laplace eigenvalues on surfaces.

Below we outline generalizations of these results to $\mathcal{V}_m(M^n, g)$. Finally, and most importantly to us, we prove in Proposition 4.13 that densities critical if one considers non-negative densities $\beta$ are precisely the energy densities of classical sphere-valued harmonic maps $(M, g) \rightarrow \mathbb{S}^k$. This observation provides the bridge between the results of Section 1.2 and the study of the quantities $\mathcal{V}_m(M^n, g)$.

1.3.2. Existence and regularity of maximizers for $\mathcal{V}_1(M, g)$. On a closed surface $(\Sigma, g)$, it is shown in [KS20] that, for the harmonic maps $u_k : (\Sigma, g) \rightarrow \mathbb{S}^k$ given by the two-dimensional analog of Corollary 1.3 the corresponding conformal metrics $g_k = \frac{1}{2} |du_k|^2 g$ maximize $\lambda_1(\Sigma, g)$ in $[g]$ provided $k$ is sufficiently large, i.e. $\Lambda_1(\Sigma, [g]) = \lambda_1(\Sigma, g_k)$. The following theorem is a direct generalization of these results to higher dimensions $\leq 5$.

**Theorem 1.5.** On any closed Riemannian manifold $(M^n, g)$ of dimension $3 \leq n \leq 5$, for $k \geq k(M, g)$ sufficiently large, the energy densities $e(u_k) = |du_k|^2$ of the smooth harmonic maps $u_k$ constructed in Corollary 1.3 realize $\mathcal{V}_1(M, g)$. Namely, the components of $u_k$ are $\lambda_1(M^n, g, e(u_k))$-eigenfunctions, $\lambda_1(M^n, g, e(u_k)) = 1$ and

$$\mathcal{V}_1(M, g) = 2E(u_k).$$

In addition to establishing the existence of smooth densities realizing $\mathcal{V}_1(M)$, our methods also imply that the maximization problem is unchanged if one considers non-negative densities $\beta \in L^2(M)$, or even certain “admissible” measures $\mu$ for which the map $W^{1,2}(M, g) \rightarrow L^2(M, \mu)$ is compact. Furthermore, we are able to generalize the regularity result of [KS20] by showing that any maximal admissible measure has to be smooth, see Theorem 4.6 for details.

1.3.3. Examples and relation to $\Lambda_1(M^n, [g])$. The following theorem provides a basic tool for computing $\mathcal{V}_1(M^n, g)$ for some special manifolds $(M^n, g)$.

**Theorem 1.6.** Let $(M^n, g)$ be a closed Riemannian manifold, $n \geq 3$. Assume that there exists a minimal immersion $u : M^n \rightarrow \mathbb{S}^k$ such that the induced metric $g_u = u^*g_{\mathbb{S}^k} \in [g]$. Then for any density $0 \leq \beta \in C^\infty(M^n)$
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one has

\[ \lambda_1(M^n, g, \beta) \int_{M^n} \beta \, dv_g \leq n (\text{Vol}(M, g_u))^2 \frac{n}{n-2} \text{Vol}(M, g) \frac{n-2}{n} \].

If \((M^n, [g]) \neq (S^k, [g_{S^k}])\) or if \(u\) is not a conformal automorphism of \(S^k\), then equality occurs if and only if the components of \(u\) are \(\lambda_1(M^n, g_u)\)-eigenfunctions, \(g = ag_u\) for some constant \(a \in (0, \infty)\), and \(\beta \equiv b \in (0, \infty)\) is constant.

If \((M^n, [g]) = (S^k, [g_{S^k}])\) and \(u\) is a conformal automorphism, then equality holds if and only if \(g = ag_u\) for some \(a \in (0, \infty)\) and a (possibly different) conformal automorphism \(u'\) of \(S^k\), and \(\beta \equiv b \in (0, \infty)\).

Since the identity map \(\text{Id}: S^n \to S^n\) is a minimal immersion by first eigenfunctions, Theorem 1.6 implies that

\[ V_1(S^n, g_{S^n}) = n \text{Vol}(S^n, g_{S^n}), \]

and the supremum in the left hand side is achieved only for a constant density function. This is a direct generalization of Hersch’s inequality for the 2-sphere [Her70].

Furthermore, the same assumption that \(g_u \in [g]\) for some minimal immersion \(u: M^n \to S^k\) by the first eigenfunctions was used in [ESI86] to study \(\Lambda_1(M^n, [g])\), where it is shown that

\[ \Lambda_1(M, [g]) = n (\text{Vol}(M, g_u))^2 \frac{n}{n-2}, \]

generalizing results of [LYS2] from the two-dimensional setting. Combining this with Theorem 1.6 we obtain that for each \(g \in [g_u]\)

\[ V_1(M, g) \leq \Lambda_1(M, [g_u]) \text{Vol}(M, g) \frac{n-2}{n}. \]

Finally, we remark that in addition to the identity map on the sphere there are many other examples of minimal immersions by first eigenfunctions, see [CES03]. Inequality (1.3) gives the value \(V_1(M, g_u)\) for the corresponding metrics.

1.3.4. The Steklov problem. One fascinating feature of Laplace eigenvalue optimization on surfaces is its interaction with the optimization of Steklov eigenvalues, see e.g. [GL21, GKL21, KS20, KS21]. Below we present some analogous results on higher-dimensional manifolds.

Let \((\Omega^n, g)\) be a compact Riemannian manifold with boundary and \(0 \leq \rho \in C^\infty(\partial \Omega^n)\). Consider the weighted Steklov eigenvalues

\[ 0 = \sigma_0(\Omega^n, g, \rho) < \sigma_1(\Omega^n, g, \rho) < \ldots \]

corresponding to the weighted Dirichlet-to-Neumann problem

\[
\begin{cases}
\Delta_g u = 0 & \text{in } \Omega; \\
\partial_n u = \sigma \rho u & \text{on } \partial \Omega.
\end{cases}
\]
Similarly to (1.2) we define
\[ V_\partial^m(\Omega^n, g) = \sup_{0 \leq \rho \in C^\infty(\partial\Omega^n)} \left\{ \sigma_m(\Omega^n, g, \rho) \int_{\partial\Omega^n} \rho \, ds_g \right\}. \]

If \( n = 2 \), the problem of finding \( V_\partial^m(\Omega^n, g) \) is equivalent to the classical conformal maximization problem on surfaces, see [KM22]. For \( n \geq 3 \) this is no longer the case, but many well-known properties of the 2-dimensional problem continue to hold for \( V_\partial^m(\Omega^n, g) \). For example, in Proposition 4.19 we show that densities critical for \( \sigma_m(\rho) \| \rho \|_{L^1} \) naturally correspond to free boundary harmonic maps. This is a direct generalization of the 2-dimensional result due to Fraser-Schoen [FS12], see also [KM22]. Furthermore, it follows from [GKL21], Theorem 1.12 and Theorem 5.2 that
\[ V_\partial^m(M^n, g) = \sup_{\Omega^n \subset M^n} V_\partial^m(\Omega^n, g) \]
and it follows from our Theorem 4.6 that if \( \Omega^n \subset M^n \) and \( 3 \leq n \leq 5 \) then
\[ V_\partial^1(\Omega^n, g) < V_\partial^1(M^n, g), \]
which are higher-dimensional counterparts of [GKL21, Corollary 1.5] and [KS20, Theorem 1.5] respectively.

1.3.5. Negative eigenvalues of Schrödinger operators. The quantities \( V_\partial^m(M, g) \) can be equivalently defined using the following family of estimates introduced by Grigor’yan-Netrusov-Yau [GNY04] and refined by Grigor’yan-Nadirashvili-Sire [GNS16]. On a closed Riemannian manifold \((M^n, g)\) of dimension \( n \geq 3 \), consider the class of Schrödinger operators \( L_V \) of the form
\[ L_V = \Delta_g - V = d^\ast d - V, \]
where \( V \in L^\infty(M) \). In [GNY04], it was shown that for nonnegative potentials \( V \geq 0 \), the number of negative eigenvalues \( \mathcal{N}(V) \) is bounded from below by the \( L^1 \)-norm of the potential, raised to a suitable power; in [GNS16], this was extended to arbitrary potentials, showing that
\[ \mathcal{N}(V)^{\frac{2}{n}} \geq C(M, g) \int_M V \, dv_g \]
for any \( V \in L^\infty(M) \).

In particular, it follows that there is a uniform upper bound on the integral \( \int_M V \, dv_g \) of the potential for all Schrödinger operators \( L_V \) on \((M, g)\) with a given upper bound on the index \( \mathcal{N}(V) \). We show in Proposition 4.14 that
\[ V_\partial^m(M, g) := \sup \left\{ \int_M V \, dv_g \left| \mathcal{N}(V) \leq m \right. \right\}. \]
This formulation has some advantages over (1.2), mainly related to the fact that there is no restriction on the sign of the potential \( V \), see Section 4. Thus, all the results described above can be equivalently reformulated on the language of Schrödinger operators, see e.g. Theorem 4.16.
1.4. Ideas of the proofs. The harmonic maps of Theorem 1.1 arise from a min-max construction generalizing those considered in [Riv19, Riv20, KS20], roughly along the lines suggested in the last paragraph of [St20, Section 7.1]. More precisely, fixing an isometric embedding $N \subset \mathbb{R}^L$ of the target manifold into some Euclidean space $\mathbb{R}^L$, we consider a Ginzburg–Landau type perturbation $E_\epsilon : W^{1,2}(M, \mathbb{R}^L) \to \mathbb{R}$ of the harmonic map problem as in [CS89] and [LW99], and show that there exist nonconstant critical maps $u_\epsilon \in C^\infty(M, \mathbb{R}^L)$ of Morse index $\text{ind}_{E_\epsilon}(u_\epsilon) \leq \ell + 1$ for $E_\epsilon$, realizing a min-max energy

$$E_\epsilon(M, g) := \inf \max_{(u_y) \in \Gamma} E_\epsilon(u_y),$$

Here, $\Gamma$ denotes the collection of continuous families of maps $B^{\ell+1} \ni y \mapsto u_y \in W^{1,2}(M, \mathbb{R}^L)$ parametrized by the closed $(\ell + 1)$-ball $B^{\ell+1}$, such that the restriction to the boundary sphere $S^\ell = \partial B^{\ell+1}$ has the form

$$S^\ell \ni y \mapsto u_y \equiv f(y) \in N,$$

for some homotopically nontrivial map $f : S^\ell \to N$. Building on the analysis of [LW99], we establish lower-semicontinuity properties of the Morse index for critical points of $E_\epsilon$ in the limit $\epsilon \to 0$, and argue that if $N$ has no stable minimal two-spheres, then no energy is lost in the limit, and the min-max critical points $u_\epsilon$ of the perturbed functionals converge strongly in $W^{1,2}$ as $\epsilon \to 0$ to stationary harmonic maps $u \in W^{1,2}(M, \mathbb{R}^L)$ of Morse index $\text{ind}_E(u) \leq \ell + 1$. Observing that these harmonic maps $u$ must be locally stable near each point, we then appeal to the results of [Hsu05] to obtain the refined partial regularity statement for these maps.

The proof of Theorem 1.5 shares many features with the proof of the analogous result for surfaces in [KS20]. As in the 2-dimensional setting [KS20], the bound $V_1(M, g) \leq 2E(u_k)$ follows in a fairly straightforward way from the min-max characterization of the maps $u_k$ in Corollary 1.3 so to establish the equality $V_1(M, g) = 2E(u_k)$, the main challenge lies in showing that the Schrödinger operator $\Delta - |du_k|^2_g$ has only one negative eigenvalue for $k$ sufficiently large. And as in [KS20], to prove that $\mathcal{N}(|du_k|^2_g) = 1$, we first argue that the maps stabilize as $k$ becomes large, in the sense of Proposition 1.4.

The key difference in the higher-dimensional setting is in the formulation and proof of Proposition 1.4. While the two-dimensional stabilization result relies only on the uniform energy bound $\sup_k E(u_k) < \infty$ as $k \to \infty$, the stabilization on higher dimensional domains follows from the Morse index bound $\text{ind}_E(u_k) \leq k + 1$. In particular, by combining and refining arguments of [LS93, SUS4], and [LWO06], we show under the assumptions of Proposition 1.4 that the harmonic maps $u_k : M^m \to S^k$ satisfy $L^6$ gradient bounds $\|du_k\|_{L^6} \leq C$ independent of $k$, giving rise to compactness properties on the space of associated Schrödinger operators, from which the desired stabilization follows.
1.5. **Discussion.** In view of the connection to harmonic maps, it would be interesting to understand the existence theory for densities achieving $V_m(M,g)$ with higher index $m \geq 2$. For $m = 2$, one can approach the question by extending the min-max construction of [KS20, Section 4] to higher-dimensional manifolds; indeed, for $n \geq 3$, it is not difficult to show that this construction gives rise to harmonic maps $u_k : M^n \to S^k$ with $2E(u_k) \geq V_2(M,g)$ and index $\text{ind}_E(u_k) \leq 2k + 2$ (in contrast to dimension $n = 2$, where a priori the min-max construction gives rise to a bubble tree for each $k$). However, the stabilization arguments from the proof of Theorem 1.5 rely heavily on the asymptotic behavior $\limsup_{k \to \infty} \text{ind}_E(u_k) < 1$ of the Morse index, and therefore do not carry over in a straightforward way to the case $m = 2$. Indeed, it is quite possible that in general there is no density realizing $V_m(M,g)$ for $m \geq 2$, generalizing non-existence phenomena for conformal maximizers of higher Laplace eigenvalues $\bar{\lambda}_m$ on surfaces.

More generally, with the basic analytic ingredients from the proofs of Theorems 1.1 and 1.3 in place, one can begin to ask more sophisticated questions about the space of harmonic maps from an arbitrary closed manifold into higher-dimensional spheres and other targets containing no stable minimal two-spheres. For instance, how many geometrically distinct harmonic maps can one find between a given closed manifold and the standard sphere $S^k$ of dimension $k \geq 3$? Under what conditions on the domain $M$ and target $N$ can the a priori partial regularity of the maps in Theorem 1.1 be improved? And to what extent can one relate the existence of harmonic maps with low Morse index from higher-dimensional manifolds into certain targets $N$ to other interesting geometric or topological features of $N$, as has been done for harmonic maps from the 2-sphere [SYS0, MM88]?
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2. **Existence and partial regularity of min-max harmonic maps**

Let $(M^n, g)$ be a closed Riemannian manifold of dimension $n \geq 3$ and let $(N^k, h)$ be another closed manifold of dimension $k \geq 3$. Appealing to Nash’s embedding theorem, we fix an isometric embedding $N \subset \mathbb{R}^L$, identifying $N$ henceforth with a submanifold of some high-dimensional Euclidean space $\mathbb{R}^L$. Denote by $\Pi_N$ the (vector-valued) second fundamental form for $N \subset \mathbb{R}^L$, defined by the convention

$$\Pi_N(X,Y) = (D_X Y)^\perp,$$

where $D$ is the usual Levi-Civita connection on $\mathbb{R}^L$ and $X,Y$ are tangent fields $X,Y \in \Gamma(T N)$. 


A smooth map $u : M \to N$ is said to be harmonic if it is a critical point of the energy functional

$$E(u) := \frac{1}{2} \int_M |du|^2_g \, dv_g$$

within the space of maps $C^\infty(M,N)$. Equivalently, $u \in C^\infty(M,N)$ is harmonic if and only if it satisfies the equation

$$\Delta_g u + \langle \Pi(u), du^* du \rangle = 0,$$

where we write $du^* du := \sum_{i=1}^L du_i \otimes du_i$, and denote by $\Delta_g$ the positive Laplacian $\Delta = d^* d$. An important consequence of (2.1) for $u \in C^\infty(M,N)$ is the fact that the stress-energy tensor

$$T_u := \frac{1}{2} |du|^2_g - du^* du$$

is divergence-free, or equivalently

$$\int_M \frac{1}{2} |du|^2_g \text{div}(X) - \langle du^* du, DX \rangle \, dv_g = 0$$

for every tangent vector field $X \in \Gamma(TM)$. Variationally, the condition (2.2) derives from the criticality of $u$ for $E$ with respect to variations of the form $u_t = u \circ \Phi_t$, where $\Phi_t \in \text{Diff}(M)$ is a family of diffeomorphisms with $\Phi_0 = \text{Id}$.

The second variation of energy $E''(u)$ at a harmonic map $u : M \to N$ defines a quadratic form on the space

$$\Gamma(u^* TN) = \{v \in C^\infty(M,\mathbb{R}^L) \mid v(x) \in T_{du(x)} N\}$$

of sections of the pullback bundle of $TN$. There are several ways to write $E''(u)$ in terms of the extrinsic or intrinsic geometry of $N \subset \mathbb{R}^L$; for our analytic purposes in this section, we simply note that

$$E''(u)(v,v) = \int_M \|du\|^2_g - \langle \Pi_N(u), du^* du \rangle, \Pi_N(u)(v,v) \rangle \, dv_g.$$

In general, harmonic maps arising from variational constructions may be non-smooth, so it is necessary to extend these notions to maps which a priori lie only in the Sobolev space

$$W^{1,2}(M,N) := \{u \in W^{1,2}(M,\mathbb{R}^L) \mid u(x) \in N \text{ for a.e. } x \in M\}.$$

A map $u \in W^{1,2}(M,N)$ satisfying (2.1) weakly is said to be weakly harmonic. Importantly, the maps we construct in this section will also satisfy the inner variation equation (2.2); a map $u \in W^{1,2}(M,N)$ satisfying both (2.1) and (2.2) in the weak sense is known as a stationary harmonic map to $N$.

For a weakly harmonic map $u \in W^{1,2}(M,N)$, the second variation (2.3) remains a well-defined quadratic form on the space

$$\mathcal{V}(u) := \{v \in [W^{1,2} \cap L^\infty](M,\mathbb{R}^L) \mid v(x) \in T_{u(x)} N \text{ a.e. } x \in M\}.$$
We define the **Morse index** \( \text{ind}_E(u) \) of a weakly harmonic map \( u: M \to N \) to be the index of \( E''(u) \) as a quadratic form on \( V(u) \); i.e.,

\[
\text{ind}_E(u) := \max \{ \dim V \mid V \subset V(u), \ E''(u) \text{ negative definite on } V \}.
\]

It is sometimes convenient to refer to the index \( \text{ind}_E(u; \Omega) \) of \( u \) on a given domain \( \Omega \subset M \); by this we simply mean the index of \( E''(u) \) restricted to variations supported in \( \Omega \)—i.e.,

\[
\text{ind}_E(u; \Omega) := \{ \dim V \mid V \subset V(u) \cap W^{1,2}_0(\Omega, \mathbb{R}^L), \ E''(u)|_V < 0 \}.
\]

A harmonic map \( u: M \to N \) is said to be **stable** if \( \text{ind}_E(u) = 0 \), and we say that \( u: M \to N \) is **locally stable** if every point \( p \in M \) has a neighborhood \( U \ni p \) on which \( u \) is stable. For smooth harmonic maps, we may of course replace \( V(u) \) with the space of smooth sections \( \Gamma(u^*TN) \) in all these definitions.

### 2.1. The regularized min-max construction

The proof of Theorem 1.1 is based on a min-max construction generalizing those studied in [St20, KS20, Riv19, Riv20]. As in those cases, rather than attempting to apply variational methods directly to the Dirichlet energy on the highly nonlinear space \( W^{1,2}(M, N) \), we consider a regularized construction based on the Ginzburg-Landau type functionals studied in [CS89, LW99], whose definition we recall below.

We continue to view our target \((N^k, h)\) as an isometrically embedded submanifold \( N \subset \mathbb{R}^L \) in some large-dimensional Euclidean space. Fix a positive number \( \delta_0(N) > 0 \) such that the squared distance to \( N \)

\[
d^2_N: B_{\delta_0}(N) \to \mathbb{R}
\]

is smooth on the \( \delta_0 \)-neighborhood \( B_{\delta_0}(N) \subset \mathbb{R}^L \), and the nearest point projection

\[
\Pi: B_{\delta_0}(N) \to N
\]

is smooth and well-defined. Let \( R_0 > \delta_0 \) be a large radius such that \( N \subset B_{R_0}(0) \). Now, fix a smooth potential function \( W: \mathbb{R}^L \to [0, \infty) \) such that

\[
W(a) = d^2_N(a) \quad \text{for } a \in B_{\delta_0/2}(N),
\]

\[
W(a) = |a|^2 \quad \text{for } a \in \mathbb{R}^L \setminus B_{R_0}(0),
\]

and

\[
\frac{\delta_0^2}{4} \leq W(a) \leq R_0^2 \text{ on } B_{R_0}(0) \setminus B_{\delta_0/2}(L).
\]

Note that we then have

\[
(2.4) \quad c_1 \leq \frac{W(a)}{d^2_N(a)} \leq C_1 \text{ for some constants } 0 < c_1 < C_1 < \infty.
\]

Following [CS89], we then define a family of energy functionals

\[
E_\epsilon: W^{1,2}(M, \mathbb{R}^L) \to \mathbb{R}
\]
by
\[(2.5)\quad E_\epsilon(u) := \int_M \frac{1}{2} |du|^2_g + \frac{W(u)}{\epsilon^2} \ dv_g,
\]
whose critical points satisfy the Euler-Lagrange system
\[(2.6)\quad \Delta u + \frac{DW(u)}{\epsilon^2} = 0.
\]
For potentials \(W(u)\) of the form given above, it is easy to check that weak solutions \(u \in W^{1,2}(M,\mathbb{R}^L)\) of (2.6) are always smooth.

Now, given a homotopically nontrivial map \(f: S^\ell \to N\), we define a collection \(\Gamma_f \subset C^0(B^{\ell+1},W^{1,2}(M,\mathbb{R}^L))\) of continuous families of maps in \(W^{1,2}(M,\mathbb{R}^L)\) parametrized by the closed unit \((\ell + 1)\)-ball by
\[
\Gamma_f := \{ \mathbb{B}^{\ell+1} \ni y \mapsto u_y \in W^{1,2}(M,\mathbb{R}^L) \mid u_y \equiv f(y) \text{ for } y \in S^\ell \}.
\]
Then define the associated min-max energy
\[
E_{f,\epsilon} := \inf_{(u_y) \in \Gamma_f} \max_{y \in B^{\ell+1}} E_{\epsilon}(u_y).
\]
It is straightforward to check that \(E_{f,\epsilon} = E_{f',\epsilon}\) if \(f \simeq f'\), so that the construction depends on \(f\) only through its homotopy class—and, it should be noted, maps of distinct homotopy types can also give rise to the same min-max construction.

Observing that \(E_{f,\epsilon}\) is a decreasing function of \(\epsilon\), we define
\[
E_f(M,g) := \lim_{\epsilon \to 0} E_{f,\epsilon}(M,g) = \sup_{\epsilon > 0} E_{f,\epsilon}(M,g).
\]
As a first step to ensure that \(E_f(M,g)\) could be realized as the energy of some nonconstant harmonic map, we need to check that \(0 < E_f(M,g) < \infty\).

**Lemma 2.1.** The limiting energy \(E_f = \lim_{\epsilon \to 0} E_{f,\epsilon}\) satisfies the lower bound
\[
(2.7)\quad E_f(M,g) \geq \frac{1}{2} \delta_0(N)^2 \text{Vol}(M,g)\lambda_1(M,g) > 0.
\]

**Proof.** Given a family \(\mathbb{B}^{\ell+1} \ni y \mapsto u_y \in W^{1,2}(M,\mathbb{R}^L)\) in \(\Gamma_f\), observe that the map
\[
\alpha: \mathbb{B}^{\ell+1} \to \mathbb{R}^L
\]
given by taking averages
\[
\alpha(y) := \frac{1}{\text{Vol}(M,g)} \int_M u_y \ dv_g
\]
cannot have image contained in the tubular neighborhood \(B_{\delta_0}(N)\). Indeed, if we did have \(\alpha(\mathbb{B}^{\ell+1}) \subset B_{\delta_0}(N)\), then by postcomposing with the nearest-point projection \(\Pi_N: B_{\delta_0}(N) \to N\), we would obtain a map
\[
\Pi_N \circ \alpha: \mathbb{B}^{\ell+1} \to N
\]
continuously extending the map \(f = \alpha|_{S^\ell}: S^\ell \to N\) to the ball \(\mathbb{B}^{\ell+1}\), violating the assumption that \(f\) is homotopically nontrivial.
Thus, for any family \((u_y) \in \Gamma_f\), there must be some \(y \in B_{\delta_0}(N)\) for which
\[
\alpha(y) = \frac{1}{\text{Vol}(M)} \int_M u_y \, dv_g \notin B_{\delta_0}(N).
\]
For this \(y\), the triangle inequality gives the pointwise inequality
\[
\delta_0 \leq d_N(\alpha(y)) \leq d_N(u_y) + |u_y - \alpha(y)|,
\]
and integrating over \(M\) gives
\[
\delta_0(\text{Vol}(M)) \leq \int_M d_N(u_y) \, dv_g + \int_M |u_y - \alpha(y)| \, dv_g.
\]
where in the final line we’ve used (2.4) and the Poincaré inequality
\[
\lambda_1(M,g) \|u_y - \alpha(y)\|_{L^2}^2 \leq \|du\|_{L^2}^2.
\]
Recalling the definition of \(E_{\epsilon}\), we then see that
\[
\delta_0(\text{Vol}(M))^{1/2} \leq C_1^{1/2} \epsilon E_{\epsilon}(u_y)^{1/2} + \left(\lambda_1(M,g)^{-1/2} 2E_{\epsilon}(u_y)\right)^{1/2},
\]
and since the family \((u_y) \in \Gamma_f\) was arbitrary, it follows that
\[
\delta_0(\text{Vol}(M))^{1/2} \leq \left(C_1^{1/2} \epsilon + \sqrt{2/\lambda_1(M,g)}\right) E_{\epsilon}^{1/2}.
\]
Squaring both sides and taking the liminf as \(\epsilon \to 0\) then gives
\[
\delta_0(\text{Vol}(M))^{1/2} \leq \frac{2}{\lambda_1(M,g)} E_{f,\epsilon},
\]
as desired.

\[\square\]

**Lemma 2.2.** There exists \(C > 0\) independent of \(\epsilon > 0\) such that
\[
E_{f,\epsilon}(M,g) \leq C
\]
for all \(\epsilon \in (0,1)\). In particular, \(E_f(M,g) < \infty\).

**Proof.** To prove the desired upper bounds, it suffices to produce a single family \((u_y) \in \Gamma_f\) for which the energy \(E_{\epsilon}\) is uniformly bounded independent of \(\epsilon\). There should be many ways to construct such a family; here we follow a construction similar to that of [St21, Section 3].

By classical results on triangulations (see, e.g., [Wh57]), there exists a finite simplicial complex \(K\) in some Euclidean space \(\mathbb{R}^m\) (take \(m \geq \ell + 1\), without loss of generality) and a bi-Lipschitz map
\[
\Phi : M \to |K|
\]
from \(M\) to the underlying space \(|K|\) of \(K\). Note that for a given \(n\)-dimensional subspace \(V \subset \mathbb{R}^m\) and a generic \((\ell + 1)\)-dimensional subspace \(\Pi \subset \mathbb{R}^m\),
the projection \( P: V \to \Pi \) has full rank \( \dim(P(V)) = \min\{n, \ell + 1\} \). In particular, for the finite simplicial complex \( K \), by projecting onto a generic \((\ell + 1)\)-dimensional subspace of \( \mathbb{R}^m \), we can find a linear map

\[
P: \mathbb{R}^m \to \mathbb{R}^{\ell+1}
\]
such that the restriction of \( P \) to each \( n \)-simplex \( \Delta \in K \) has maximal rank \( \min\{n, \ell + 1\} \). Denote by \( \rho: \mathbb{R}^{\ell+1} \to S^\ell \) the radial retraction \( \rho(x) := x/|x| \). Now, with \( f: S^\ell \to N \) as above, we can define a family of maps \( B^{\ell+1} \ni y \mapsto u_y \in W^{1,2}(M,N) \) by

\[
u_y(x) := f(\rho(P(\Phi(x)) + (1 - |y|)^{-1}y)).
\]
Note that the map \( u_y \) is locally Lipschitz away from the preimage \( (P \circ \Phi)^{-1}(\{-(1 - |y|)^{-1}y\}) \) of codimension \( \geq \min\{n, \ell + 1\} \geq 3 \). A priori the family is defined only for \(|y| < 1\), but it is straightforward to check that the assignment extends to a continuous family \( B^{\ell+1} \ni y \mapsto u_y \in L^p(M,N) \) on the closed unit ball \( B^{\ell+1} \) with \( u_y \equiv f(y) \) for \( y \in S^\ell \). We argue next that the Dirichlet energy \( E(u_y) \) is bounded independent of \( y \in B^{\ell+1} \).

Indeed, since the map \( f \in C^1(S^\ell, N) \), the bi-Lipschitz identification \( \Phi \in \text{Lip}(M, |K|) \), and the linear map \( P: \mathbb{R}^m \to \mathbb{R}^{\ell+1} \) are all fixed independent of \( y \), we see that

\[
|du_y|(x) \leq C|d\rho(P(\Phi(x)) + (1 - |y|)^{-1}y)| \leq C' \frac{1}{|P(\Phi(x)) + (1 - |y|)^{-1}y|}
\]
so (writing \( y' = -(1 - |y|)^{-1}y \)), we simply need to check the upper bound

\[
(2.8) \quad \int_M |P(\Phi(x)) - y'|^{-2} dv_y \leq C
\]
independent of \( y' \in \mathbb{R}^{\ell+1} \). Since the map \( \Phi: M \to |K| \) is bi-Lipschitz, we clearly have

\[
\int_M |P(\Phi(x)) - y'|^{-2} \leq C' \int_{|K|} |P(x') - y'|^{-2} d\mathcal{H}^n(x') = C' \sum_{\Delta \in K} \int_\Delta |P(x') - y'|^{-2}.
\]

Since the affine map \( P: \Delta \to \mathbb{R}^{\ell+1} \) has full rank \( s := \min\{n, \ell + 1\} \) on each \( \Delta \in K \), it follows from the area formula when \( n \leq \ell + 1 \) or the coarea formula when \( n > \ell + 1 \) that

\[
\int_\Delta |P(x') - y'|^{-2} d\mathcal{H}^n(x') \leq C(\Delta) \int_{P(\Delta)} |w - y'|^{-2} d\mathcal{H}^{n-s}(P^{-1}\{w\} \cap \Delta) d\mathcal{H}^s(w),
\]
and since \( P \) restricts to an affine linear map of rank \( s \) on the bounded \( n \)-simplex \( \Delta \), there is clearly a uniform bound \( \mathcal{H}^{n-s}(P^{-1}\{w\} \cap \Delta) \leq C'(\Delta) \), so that

\[
\int_\Delta |P(x') - y'|^{-2} d\mathcal{H}^n(x') \leq C''(\Delta) \int_{P(\Delta)} |w - y'|^{-2} d\mathcal{H}^s(w).
\]
Choosing $R > 0$ such that $P(|\mathcal{K}|) \subset B^1_R(0)$, we see that $P(\Delta)$ is contained in the intersection of $B^2_R(0)$ with a subspace of dimension $s = \min\{n, \ell + 1\} \geq 3$, and consequently
\[
\int_{P(\Delta)} |w - y'|^{-2} dH^s(w) \leq \int_{B^2_R(0)} |w|^{-2} dw \leq CR^{s-2}.
\]
Finally, summing over the finite collection of $n$-simplices $\Delta \in \mathcal{K}$, we see that
\[
\int_M |P(\Phi(x)) - y'|^{-2} dv_g \leq \sum_{\Delta \in \mathcal{K}} CR^{s-2} = C_0,
\]
as desired.

We’ve now seen that the family $\mathbb{B}^{\ell+1} \ni y \mapsto u_y \in W^{1,2}(M, N)$ is at least weakly continuous, with energy bounded above independent of $y \in \mathbb{B}^{\ell+1}$. Arguing as in [KS20], we now consider the convolution
\[
u^t_y(x) := \int_M K_t(x, x') u_y(x') \, dv_g(x')
\]
of $u_y$ with the heat kernel $K_t$ of $(M, g)$, so that, for each $t > 0$, the assignment $\mathbb{B}^{\ell+1} \ni u^t_y \in W^{1,2}(M, \mathbb{R}^L)$ is continuous in $W^{1,2}$, and defines in particular a test family $(u^t_y) \in \Gamma_f$ for the min-max construction. Moreover, as in [KS20], it is not difficult to see that
\[
\limsup_{t \to 0} \max_{y \in \mathbb{B}^{\ell+1}} E_\epsilon(u^t_y) \leq \sup_{y \in \mathbb{B}^{\ell+1}} \int_M \frac{1}{2} |du_y|^2 dv_g \leq C(M) < \infty.
\]
Hence, for each $\epsilon > 0$, there exists $t_\epsilon > 0$ such that the family $(u^t_y) \in \Gamma_f$ satisfies
\[
\mathcal{E}_{f, \epsilon} \leq \max_{y \in \mathbb{B}^{\ell+1}} E_\epsilon(u^t_y) \leq C(M),
\]
giving the desired energy bound. \hfill $\Box$

Next, to ensure that the energies $\mathcal{E}_{f, \epsilon}(M, g)$ are actually achieved by critical points of $E_\epsilon$, we observe that the energies $E_\epsilon$ are sufficiently regular functionals satisfying a Palais-Smale condition.

**Proposition 2.3.** The functionals $E_\epsilon : W^{1,2}(M, \mathbb{R}^L) \to \mathbb{R}$ are $C^2$, with first and second derivatives
\[
\langle E'_\epsilon(u), v \rangle = \int_M \langle du, dv \rangle + \epsilon^{-2} \langle DW(u), v \rangle \, dv_g
\]
and
\[
E''_\epsilon(u)(v, w) = \int_M |dv|^2 + \epsilon^{-2} \langle D^2 W(u), v \otimes w \rangle \, dv_g,
\]
where $D^2 W$ denotes the Hessian of $W$. The operator associated to $E''_\epsilon(u)$ is Fredholm at any solution $u$ of (2.6). Moreover, $E_\epsilon$ satisfies the Palais-Smale compactness condition: for any sequence $u_j \in W^{1,2}(M, \mathbb{R}^L)$ such that
\[
\sup_{j} E_\epsilon(u_j) < \infty \quad \text{and} \quad \lim_{j \to \infty} ||E'_\epsilon(u_j)||_{(W^{1,2})^*} = 0,
\]
there exists a subsequence converging strongly in $W^{1,2}(M, \mathbb{R}^L)$.

Proof. Most of the statements can be checked by direct computation; the proof of the Palais–Smale condition, though standard, is less trivial, so we include it for the convenience of the reader. To verify the Palais–Smale condition, let $u_j \in W^{1,2}(M, \mathbb{R}^L)$ be a sequence satisfying $E_\epsilon(u_j) \leq C$ and

\[
\left| \int_M \langle du_j, dv \rangle + \epsilon^{-2} \langle DW(u_j), v \rangle \, dv \right| \leq \delta_j \|v\|_{W^{1,2}}
\]

for some sequence $\delta_j \to 0$. Since the potential function $W(a)$ agrees with $|a|^2$ outside of a compact subset of $\mathbb{R}^L$, it is easy to see that boundedness of $E_\epsilon(u_j)$ implies boundedness of $\|u_j\|_{W^{1,2}}$, and therefore we can find a subsequence (unlabelled) and a map $u \in W^{1,2}(M, \mathbb{R}^L)$ for which $u_j \to u$ weakly in $W^{1,2}(M, \mathbb{R}^L)$ and strongly in $L^2(M, \mathbb{R}^L)$.

Since energy is lower semi-continuous under weak convergence, we have

\[
\lim_{j \to \infty} \int_M |du - u_j|^2 = \lim_{j \to \infty} \int_M |du|^2 + |du_j|^2 - 2\langle du, du_j \rangle 
\]

\[
\leq \lim_{j \to \infty} 2 \int_M (|du_j|^2 - \langle du, du_j \rangle),
\]

so to show that $u_j \to u$ strongly in $W^{1,2}(M, \mathbb{R}^L)$, it suffices to show that

\[
\lim_{j \to \infty} \int_M |du_j|^2 - \langle du_j, du \rangle \, dv = 0.
\]

To this end, note that $u_j - u$ is bounded in $W^{1,2}$, so taking $v = u_j - u$ in (2.9) gives

\[
\lim_{j \to \infty} \int_M |du_j|^2 - \langle du_j, du \rangle + \epsilon^{-2} \langle DW(u_j), u_j - u \rangle \, dv = 0.
\]

Moreover, we know that $DW(u_j)$ is bounded in $L^2$ and $u_j - u \to 0$ in $L^2$, so

\[
\lim_{j \to \infty} \int_M \epsilon^{-2} \langle DW(u_j), u_j - u \rangle \, dv = 0
\]

as well, and (2.10) follows.

With the preceding ingredients in place, standard results in critical point theory (see, e.g., [Gh93, Chapter 10]) imply that the min-max energies $\mathcal{E}_{f, \epsilon}$ are indeed achieved by critical points with Morse index bounded above by the number of parameters in the construction.

**Proposition 2.4.** For each $\epsilon > 0$, there exists a critical point $u_\epsilon : M \to \mathbb{R}^L$ for $E_\epsilon$ of Morse index $\text{ind}_{E_\epsilon}(u_\epsilon) \leq \ell + 1$ and $E_\epsilon(u_\epsilon) = \mathcal{E}_{f, \epsilon}(M, g)$. 

Note that nowhere in the preceding subsection have we invoked any assumptions on the geometry of the target $N$, beyond the topological condition that $\pi_\ell(N) \neq 0$. The assumption that $N$ admits no stable minimal two-spheres enters in the next section, where it plays a crucial role in ensuring strong compactness as $\epsilon \to 0$ for families of critical points $u_\epsilon$ of $E_\epsilon$ like those given by Proposition 2.4.

2.2. Convergence to stationary harmonic maps. The goal of this subsection is to prove the following compactness result, showing that families of critical points $u_\epsilon$ of $E_\epsilon$ like those given by Proposition 2.4 converge strongly to stationary harmonic maps as $\epsilon \to 0$, provided $N$ satisfies the crucial hypothesis that every stable harmonic map $\phi: S^2 \to N$ is constant.

Theorem 2.5. Let $(M^n, g)$ be a closed Riemannian manifold of dimension $n \geq 3$ and $N^k \subset \mathbb{R}^L$ a closed manifold of dimension $k$ as above, such that every stable harmonic map $\phi: S^2 \to N$ is constant. Let $u_\epsilon: M \to \mathbb{R}^L$ be a family of critical points for $E_\epsilon$ with $E_\epsilon(u_\epsilon) \leq C < \infty$ and $\text{ind}_{E_\epsilon}(u_\epsilon) \leq I_0 < \infty$ as $\epsilon \to 0$. Then $u_\epsilon$ converges strongly in $W^{1,2}$ to a stationary harmonic map $u: M \to N$ of Morse index $\text{ind}_E(u) \leq I_0$.

Under the stronger condition that $N$ admits no nonconstant harmonic maps $S^2 \to N$, we could appeal directly to [LW99, Theorem A, Corollary B] to deduce the strong convergence of the critical points $u_\epsilon$ to a stationary harmonic map. In this case, however, $\pi_\ell(N) = 0$ for every $\ell \geq 3$, so one cannot produce nontrivial families of critical points via the methods of the previous section. To prove Theorem 2.5, we revisit the analysis of [LW99] of possible energy concentration for the maps $u_\epsilon$, observing that the added assumption of bounded Morse index allows us to rule out energy concentration more generally in the absence of stable harmonic maps $S^2 \to N$.

As in [LW99], the first ingredients needed to begin the blow-up analysis are the monotonicity formula and a small-energy regularity theorem for solutions of (2.6), which we recall below.

Lemma 2.6. Let $u: M \to \mathbb{R}^L$ be a critical point for $E_\epsilon$. Then on geodesic balls $B_r(p)$ of radius $r < \text{inj}(M)$, we have

$$\frac{d}{dr} \left( e^{Cr^2} r^{2-n} \int_{B_r(p)} e_\epsilon(u) \right) \geq e^{Cr^2} r^{2-n} \left( \int_{\partial B_r(p)} \left| \frac{\partial u_\epsilon}{\partial v_p} \right|^2 + \frac{2}{r} \int_{B_r(p)} \frac{W(u_\epsilon)}{e^2} \right),$$

where $\nu_p$ denotes the gradient of the distance function $d_p$ to $p$, and $C = C(n, k)$ is a constant depending on the geometry of $(M, g)$ only through the dimension $n = \dim M$ and a sectional curvature bound $k \geq |\text{sec}(M, g)|$.

Lemma 2.7. There exist constants $C(N, n, k) < \infty$, $\eta_0(N, n, k) > 0$ depending only on the target manifold $N \subset \mathbb{R}^L$, the dimension $n = \dim M$, and a sectional curvature bound $|\text{sec}(M, g)| \leq k$, such that if $u: B_r(p) \to N$ solves (2.6) on a ball $B_{2r}(p) \subset M$ with $2r < \min\{\text{inj}(M, g), 1\}$, and $r^{2-n} E_\epsilon(u; B_{2r}(p)) < \eta_0$, then...
then \( r^2e_\epsilon(u) \leq 1 \) on \( B_{r/2}(p) \).

Though both the monotonicity and small-energy regularity results are well-known to experts—perhaps in a slightly different form—we include proofs in the appendix for the convenience of the reader.

Next, we recall the main result of [LW99], which shows that families of critical points \( u_\epsilon \) of \( E_\epsilon \) with bounded energy exhibit limiting behavior as \( \epsilon \to 0 \) similar to that of stationary harmonic maps, as described in [Lin99]. Technically speaking, their results don’t apply directly to the functionals \( E_\epsilon \) as defined in the previous subsection, since in [LW99] the potential \( W(a) \) is taken to be constant outside a tubular neighborhood of \( N \), while we choose to set \( W(a) = |a|^2 \) outside of a compact set (simply for convenience in formulating the Palais-Smale property); however, it is easy to check that this has no effect on the analysis, since the potentials \( W(a) \) agree on a tubular neighborhood of \( N \).

**Theorem 2.8** (Lin, Wang [LW99]). If \( u_\epsilon : M \to \mathbb{R}^L \) is a family of critical points for \( E_\epsilon \) with \( E_\epsilon(u_\epsilon) \leq C \), then there exists a weakly harmonic map \( u \in W^{1,2}(M,N) \) and a closed, \((n-2)\)-rectifiable set \( \Sigma \subset M \) such that, after passing to a subsequence, \( u_\epsilon \to u \) in \( C^\infty(M \setminus \Sigma) \) and \( u_\epsilon \to u \) weakly in \( W^{1,2}(M,\mathbb{R}^L) \), and the discrepancy measure

\[
\nu := \lim_{\epsilon \to 0} e_\epsilon(u_\epsilon)dv_g - \frac{1}{2}|du|^2dv_g
\]

has the form

\[
\nu = \theta(x)\mathcal{H}^{n-2}|\Sigma|
\]

**Remark 2.9.** Moreover, it follows from the analysis of [LW99] that for \( \nu \)-a.e. \( x \in M \), there exists a sequence of points \( x_\epsilon \to x \) and of scales \( r_\epsilon \to 0 \) with \( \lim_{\epsilon \to 0} \frac{r_\epsilon}{x_\epsilon} \to 0 \) such that the rescaled maps

\[
\tilde{u}_\epsilon : \mathbb{R}^n \to \mathbb{R}^L
\]

given by

\[
\tilde{u}_\epsilon(y) = u_\epsilon(\exp_{x_\epsilon}(y/r_\epsilon))
\]

converge in \( C^\infty_{\text{loc}}(\mathbb{R}^n) \) to a harmonic map \( \tilde{u} : \mathbb{R}^n \to N \) of the form (up to rotations)

\[
u(x_1,\ldots,x_n) = \phi(x_1,x_2),
\]

where \( \phi : \mathbb{R}^2 \to N \) is a smooth, nonconstant, finite-energy harmonic map. In particular, \( \phi \) may be identified with a smooth harmonic map \( \phi : S^2 \to N \).

In addition to the analysis of [LW99], another key ingredient required to prove Theorem 2.5 is the following lemma, establishing lower semi-continuity of Morse index for a family of critical points \( u_\epsilon \) of \( E_\epsilon \) satisfying the hypotheses of Theorem 2.5.

**Lemma 2.10.** Let \( u_\epsilon \in C^\infty(M,\mathbb{R}^L) \) be a family of critical points for \( E_\epsilon \) with \( E_\epsilon(u_\epsilon) \leq C \) and \( \text{ind}_{E_\epsilon}(u_\epsilon) \leq I_0 \). Then the weakly harmonic map \( u \in \)
$W^{1,2}(M, N)$ in the conclusion of Theorem 2.8 has Morse index $\text{ind}_E(u) \leq I_0$, in the sense that any vector subspace

$$V \subset \{ v \in [W^{1,2} \cap L^\infty](M, \mathbb{R}^L) \mid v(x) \in T_{u(x)}N \text{ for a.e. } x \in M \}$$
onumber

on which

$$E''(u)(v, v) = \int_M |dv|^2 - \langle \Pi_N(u)(du(e_i), du(e_i)), \Pi_N(u)(v, v) \rangle \ dv_g$$
onumber

is negative definite must have dimension $\dim(V) \leq I_0$.

**Proof.** Let $u \in W^{1,2}(M, N)$ be the weakly harmonic map arising as the weak limit of the critical points $u_\epsilon \in C^\infty(M, \mathbb{R}^L)$, and let

$$V \subset \{ v \in [W^{1,2} \cap L^\infty](M, \mathbb{R}^L) \mid v(x) \in T_{u(x)}N \text{ for a.e. } x \in M \}$$

be a finite-dimensional subspace on which $E''(u)$ is negative definite. Since $V$ is finite-dimensional, we can then find $\beta > 0$ such that

$$E''(u)(v, v) \leq -\beta (\|v\|_{L^\infty}^2 + \|dv\|^2_{L^2}) \text{ for all } v \in V. \tag{2.11}$$

By Theorem 2.8, there exists a closed, $(n - 2)$-rectifiable set $\Sigma \subset M$ such that the convergence $u_\epsilon \to u$ is $C^\infty$ on any compact subset of $M \setminus \Sigma$. We argue next that without loss of generality the space $V$ of energy-decreasing deformations can be taken to have support in $M \setminus \Sigma$. Indeed, since $\Sigma$ is $(n - 2)$-rectifiable, the $r$-neighborhoods $B_r(\Sigma)$ satisfy

$$\text{Vol}(B_r(\Sigma)) \leq Cr^2 \tag{2.12}$$

for a constant $C(\Sigma)$ independent of $r$, and for any $\delta \in (0, 1)$, standard computations show that the logarithmic cutoff function $\phi_\delta$ supported in $B_\delta(\Sigma)$ given by

$$\phi_\delta \equiv 1 \text{ on } B_{\delta^2}(\Sigma)$$

and

$$\phi_\delta(x) = \frac{\log(\text{dist}_\Sigma(x)/\delta)}{\log(\delta)} \text{ on } B_\delta(\Sigma) \setminus B_{\delta^2}(\Sigma)$$

satisfies an estimate of the form

$$\|d\phi_\delta\|_{L^2}^2 \leq \frac{C(\Sigma)}{\|\log \delta\|}. \tag{2.13}$$

Writing $\psi_\delta = 1 - \phi_\delta$, define

$$V_\delta := \{ \psi_\delta v \mid v \in V \},$$

so that $\text{supp}(v) \subset M \setminus B_{\delta^2}(\Sigma)$ for every $v \in V_\delta$. Since $V$ is finite-dimensional and $\psi_\delta \to 1$ as $\delta \to 0$, it is easy to see that $\dim(V_\delta) = \dim(V)$ for $\delta$ sufficiently small. Moreover, for every $v \in V$, we have

$$E''(u)(\psi_\delta v, \psi_\delta v) - E''(u)(v, v) \leq \int_M |v|^2 |d\phi_\delta|^2 + 2|dv||d\phi_\delta| \ dv_g + \|\Pi_N\|^2_{L^\infty(N)} \int_{B_\delta(\Sigma)} |du|^2 |v|^2 \ dv_g$$

$$\leq \frac{C}{\|\log \delta\|} \|v\|_{L^\infty}^2 + \frac{C}{\sqrt{\|\log \delta\|}} \|v\|_{L^\infty} \|dv\|_{L^2} + C\|v\|_{L^\infty}^2 \int_{B_\delta(\Sigma)} |du|^2 \ dv_g.$$
Now, since \( u \in W^{1,2} \), certainly \( \lim_{\delta \to 0} \int_{B_\delta(\Sigma)} |du|^2 = 0 \), and it follows from the preceding computation that
\[
E''(u)(\psi_\delta v, \psi_\delta v) \leq E''(u)(v, v) + \frac{\beta}{2}(\|v\|^2_{L^\infty} + \|dv\|^2_{L^2})
\]
for all \( v \in V \) for \( \delta > 0 \) sufficiently small. Together with (2.13), this gives
\[
E''(u)(v, v) \leq -\frac{\beta}{2}(\|v\|^2_{L^\infty} + \|dv\|^2_{L^2}) \quad \text{for all } v \in V_\delta
\]
for \( \delta > 0 \) sufficiently small. For the remainder of the proof, let us fix some \( \delta > 0 \) for which (2.14) holds.

On the domain \( \Omega = M \setminus B_{\delta^2}(\Sigma) \), we have smooth convergence of the maps \( u_\epsilon \in C^\infty(\Omega, \mathbb{R}^L) \) to the strongly harmonic map \( u \in C^\infty(\Omega, N) \). For \( \epsilon > 0 \) small enough, it follows that, on \( \Omega \), \( u_\epsilon \) takes values in a tubular neighborhood of \( N \) where the potential \( W \) is given by \( d_N(\cdot)^2 \), so that
\[
(2.15) \quad DW(u_\epsilon) = 2d_N(u_\epsilon)(Dd_N)(u_\epsilon)
\]
and, by Lemma 5.1 in the appendix,
\[
(2.16) \quad |D^2W(u_\epsilon) - 2P^\perp(u_\epsilon) + 2d_N(u_\epsilon)(Dd_N)(u_\epsilon), B(u_\epsilon))| \leq CW(u).
\]
Here we use the notation of Section 5.1, where \( P(u_\epsilon) \in \text{End}(\mathbb{R}^L) \) denotes the projection onto the tangent space \( T_{\Pi_N(u_\epsilon)}N \subset \mathbb{R}^L \) of the nearest point \( \Pi_N(u_\epsilon) \) to \( u_\epsilon \) in \( N \), \( P^\perp(u_\epsilon) = I - P(u_\epsilon) \) denotes the projection onto the complement, and \( B(u_\epsilon) \) is the \( \mathbb{R}^L \)-valued two-tensor given by
\[
B(u_\epsilon)(v, w) := \Pi_N(\Pi(u_\epsilon))(P(u_\epsilon)v, P(u_\epsilon)w).
\]

Define now a linear map \( T_\epsilon : V_\delta \to [W^{1,2} \cap L^\infty](M, \mathbb{R}^L) \) by setting
\[
(T_\epsilon v)(x) = v_\epsilon(x) := P(u_\epsilon(x))v(x)
\]
(and \( v_\epsilon \equiv 0 \) on \( B_{\delta^2}(\Sigma) \)). Since \( v(x) \in T_{u(x)}N \) for a.e. \( x \in M \), it’s easy to see that
\[
v_\epsilon \to v \quad \text{in } [W^{1,2} \cap L^\infty](M, \mathbb{R}^L)
\]
as \( \epsilon \to 0 \), and the space
\[
V_{\delta, \epsilon} = T_\epsilon(V_\delta)
\]
has dimension
\[
\dim(V_{\delta, \epsilon}) = \dim(V_\delta) = \dim(V)
\]
for \( \epsilon \) sufficiently small.

For every \( v_\epsilon = T_\epsilon v \) in \( V_{\delta, \epsilon} \), we clearly have \( P^\perp(u_\epsilon)v_\epsilon = 0 \), so by (2.13) and (2.16),
\[
|D^2W(u_\epsilon)(v_\epsilon, v_\epsilon) + \langle DW(u_\epsilon), B(u_\epsilon)(v_\epsilon, v_\epsilon) \rangle| \leq Cd_N(u)^2|v_\epsilon|^2.
\]
In particular, it follows that
\[ E''(u_{\epsilon})(v_{\epsilon}, v_{\epsilon}) = \int_{\Omega} |dv_{\epsilon}|^2 + \epsilon^{-2} D^2W(u)(v_{\epsilon}, v_{\epsilon}) \, dv_g \]
\[ \leq \int_{\Omega} (|dv_{\epsilon}|^2 - \langle \epsilon^{-2} DW(u_{\epsilon}), B(u_{\epsilon})(v_{\epsilon}, v_{\epsilon}) \rangle) \, dv_g + \int_{\Omega} C \frac{dN(u_{\epsilon})^2}{\epsilon^2} |v_{\epsilon}|^2 \, dv_g \]
\[ \leq \int_{\Omega} (|dv_{\epsilon}|^2 + \langle \Delta u_{\epsilon}, B(u_{\epsilon})(v_{\epsilon}, v_{\epsilon}) \rangle) \, dv_g + C \|v_{\epsilon}\|_{L^\infty}^2 \int_{\Omega} \frac{dN(u_{\epsilon})^2}{\epsilon^2} \, dv_g, \]
where in the last inequality we have used the fact that \( u_{\epsilon} \) solves
\[ \Delta u_{\epsilon} + \epsilon^{-2} DW(u_{\epsilon}) = 0. \]
By the smooth convergence \( u_{\epsilon} \to u \) on \( \Omega \), the \( W^{1,2} \cap L^\infty \) convergence \( v_{\epsilon} \to v \) and harmonicity of \( u \), it follows that
\[ \lim_{\epsilon \to 0} E''(u_{\epsilon})(v_{\epsilon}, v_{\epsilon}) \leq \]
\[ \leq \int_{\Omega} (|dv|^2 + \langle \Delta u, II_N(v, v) \rangle) \, dv_g + C \|v\|_{L^\infty}^2 \lim_{\epsilon \to 0} \int_{\Omega} \frac{dN(u_{\epsilon})^2}{\epsilon^2} \, dv_g \]
\[ = \int_{\Omega} (|dv|^2 - \langle II_N(u)(du(\epsilon_i), du(\epsilon_i)), II_N(u)(v, v) \rangle) \, dv_g \]
\[ + C \|v\|_{L^\infty}^2 \lim_{\epsilon \to 0} \int_{\Omega} \frac{dN(u_{\epsilon})^2}{\epsilon^2} \, dv_g \]
\[ = E''(u)(v, v) + C \|v\|_{L^\infty}^2 \lim_{\epsilon \to 0} \int_{\Omega} \frac{dN(u_{\epsilon})^2}{\epsilon^2} \, dv_g \]
\[ \leq -\frac{\beta}{2} (\|v\|_{L^\infty}^2 + \|v\|_{W^{1,2}}^2) + C \|v\|_{L^\infty}^2 \lim_{\epsilon \to 0} \int_{\Omega} \frac{dN(u_{\epsilon})^2}{\epsilon^2} \, dv_g \]
Finally, observe that
\[ 2\epsilon^{-2}dN(u_{\epsilon}) = |\epsilon^{-2} DW(u_{\epsilon})| = |\Delta u_{\epsilon}| \]
on \( \Omega \), and since \( u_{\epsilon} \to u \) in \( C^\infty(\Omega) \), it follows that
\[ \lim_{\epsilon \to 0} \int_{\Omega} \frac{dN(u_{\epsilon})^2}{\epsilon^2} = \lim_{\epsilon \to 0} \int_{\Omega} \frac{1}{2} dN(u_{\epsilon})|\Delta u_{\epsilon}| = 0. \]
Thus, for \( \epsilon > 0 \) sufficiently small, we must have
\[ E''(u_{\epsilon})(v_{\epsilon}, v_{\epsilon}) \leq -\frac{\beta}{4} (\|v\|_{L^\infty}^2 + \|v\|_{W^{1,2}}^2) \]
for all \( v \in V_{\delta} \).
In other words, for \( \epsilon \) sufficiently small, \( E''(u_{\epsilon}) \) is negative definite on the space \( V_{\delta,\epsilon} \), and therefore
\[ \dim V = \dim V_{\delta} = \dim V_{\delta,\epsilon} \leq \text{ind}_{E_{\epsilon}}(u_{\epsilon}), \]
from which the desired index bound
\[ \text{ind}_{E}(u) \leq \liminf_{\epsilon \to 0} \text{ind}_{E_{\epsilon}}(u_{\epsilon}) \]
follows. \qed
Remark 2.11. Like the analysis of [LW99], Lemma 2.10 can easily be localized. In particular, let $\Omega^n$ be a compact manifold with boundary, with a smoothly converging family of metrics $g_\epsilon \to g$, and consider a family of critical points $u_\epsilon : (\Omega, g_\epsilon) \to \mathbb{R}^L$ for $E_{\epsilon, g_\epsilon}$ with $E_{\epsilon, g_\epsilon}(u_\epsilon) \leq C$ and $\text{ind}_{E_{\epsilon, g_\epsilon}}(u_\epsilon) \leq I_0$ (where the index is defined with respect to compactly supported variations in $\Omega$). Then the maps $u_\epsilon$ converge weakly in $W^{1,2}$ to a weakly harmonic map $u \in W^{1,2}(\Omega, N)$ of Morse index $\text{ind}_E(u) \leq I_0$ with respect to compactly supported variations in $\Omega$.

The final ingredient needed to prove Theorem 2.5 is the following observation, showing that the harmonic maps $S^2 \to N$ arising along the energy concentration set as in Remark 2.9 must be stable if the maps $u_\epsilon$ have (locally) bounded index as critical points of $E_\epsilon$. This should be compared with the main observation of [Hsu05], where a similar conclusion is reached in the setting of stable stationary harmonic maps.

Lemma 2.12. Let $\phi : \mathbb{R}^2 \to N$ be a finite-energy harmonic map such that, for some $n \geq 3$, the harmonic map $u : \mathbb{R}^n \to N$ given by $u(x_1, \ldots, x_n) = \phi(x_1, x_2)$ has finite Morse index. Then $\phi : \mathbb{R}^2 \to N$ is stable, and in particular can be identified with a stable harmonic map $\phi : S^2 \to N$.

Proof. Identifying $\mathbb{R}^2$ with $S^2 \setminus \{p\}$ via stereographic projection, suppose, to the contrary, that the harmonic map $\phi : S^2 \to N$ is unstable. Then there exists a smooth, nonzero vector field $v \in C^\infty(S^2, \mathbb{R}^L)$ with $v(x) \in T_{\phi(x)}N$ for which $E''(\phi)(v, v) < 0$. As in the proof of Lemma 2.10, we can use a logarithmic cutoff function (with $p$ playing the role of $\Sigma$) to perturb $v$ to a new field $\tilde{v} \in C^\infty_c(S^2 \setminus \{p\}, \mathbb{R}^L)$ for which the second variation $E''(\phi)(\tilde{v}, \tilde{v})$ remains negative.

In particular, it follows that $\phi : \mathbb{R}^2 \to N$ is unstable with respect to compactly supported perturbations, so in what follows we may select some $v \in C^\infty_c(\mathbb{R}^2, \mathbb{R}^L)$ with $v(x) \in T_{\phi(x)}N$ such that

$$E''(\phi)(v, v) < -\beta \int_{\mathbb{R}^2} |v|^2 \, dx$$

for some $\beta > 0$.

Now, for $n \geq 3$, let $u : \mathbb{R}^n \to N$ be the harmonic map given by

$$u(x_1, \ldots, x_n) = \phi(x_1, x_2).$$

For any $\psi \in C^\infty_c(\mathbb{R}^{n-2})$, we obtain a field $v_\psi \in C^\infty_c(\mathbb{R}^n, \mathbb{R}^L)$ with $v_\psi(x) \in T_{u(x)}N$ by setting

$$v_\psi(x) = \psi(x_3, \ldots, x_n)v(x_1, x_2).$$
Direct computation then gives

\[ E''(u)(v_\psi, v_\psi) = \int_{\mathbb{R}^n} |d(\psi v)|^2 - 2 \sum_{i=1}^2 \psi^2 (\Pi_N(\phi)(d\phi(e_i), d\phi(e_i)), \Pi_N(\phi)(v, v)) dx \]

\[ = \left( \int_{\mathbb{R}^{n-2}} \psi^2 \right) E''(\phi)(v, v) + \left( \int_{\mathbb{R}^2} |v|^2 \right) \int_{\mathbb{R}^{n-2}} |d\psi|^2 dx \]

\[ < - \beta \|v\|^2_{L^2(\mathbb{R}^2)} \|\psi\|^2_{L^2(\mathbb{R}^{n-2})} + \|v\|^2_{L^2(\mathbb{R}^2)} \|d\psi\|^2_{L^2(\mathbb{R}^{n-2})}. \]

Now, on \( \mathbb{R}^{n-2} \), one can easily find a nonzero compactly supported function \( \psi \in C_c^\infty(\mathbb{R}^{n-2}) \) with \( \|d\psi\|^2_{L^2(\mathbb{R}^2)}/\|\psi\|^2_{L^2(\mathbb{R}^{n-2})} \) arbitrarily small, for instance by precomposing any given function in \( C_c^\infty(\mathbb{R}^{n-2}) \) with a suitable dilation of \( \mathbb{R}^{n-2} \). In particular, we can find a function \( \psi_0 \in C_c^\infty(\mathbb{R}^{n-2}) \) with

\[ \|d\psi_0\|^2_{L^2} < \frac{\beta}{2} \|\psi_0\|^2_{L^2}, \]

so that the computation above gives

\[ E''(u)(v_{\psi_0}, v_{\psi_0}) < -\frac{\beta}{2} \|\psi_0\|^2_{L^2} < 0. \]

Choosing \( R > 0 \) such that \( \psi_0 \in C_c^\infty(B_R(0)) \), and setting

\[ C := \text{Span}(\{\psi_0(x + 2Ra) \mid a \in \mathbb{Z}^{n-2}\}) \subset C_c^\infty(\mathbb{R}^{n-2}), \]

we see that \( C \) gives an infinite dimensional space of test functions satisfying (2.17), and consequently

\[ \{v_\psi \mid \psi \in C\} \]

gives an infinite dimensional space of variation vector fields on which \( E''(u) \) is negative definite. In particular, \( \text{ind}_E(u) = \infty. \]

We now have all the ingredients we need to complete the proof of Theorem 2.5.

**Proof of Theorem 2.5.** Let \( u_\epsilon : M \to \mathbb{R}^L \) be a family of critical points for \( E_\epsilon \) with

\[ E_\epsilon(u_\epsilon) \leq C \quad \text{and} \quad \text{ind}_{E_\epsilon}(u_\epsilon) \leq I_0. \]

By Theorem 2.8, we can pass to a subsequence to obtain a weakly harmonic map \( u \in W^{1,2}(M, N) \) such that

\[ u_\epsilon \to u \quad \text{weakly in} \quad W^{1,2}, \]

and the failure of strong convergence is captured by the discrepancy measure

\[ \nu = \lim_{\epsilon \to 0} \epsilon_\epsilon(u_\epsilon) dv_g - \frac{1}{2} |du_g|^2 dv_g. \]
Once we’ve shown that $\nu = 0$, strong convergence will follow, as will the stationarity of the limit map $u: M \to N$, since in that case it follows that

$$\int \frac{1}{2} |du|^2 \text{div}(X) - \langle du^*du, DX \rangle = \lim_{\epsilon \to 0} \int e_\epsilon(u_\epsilon) \text{div}(X) - \langle du_\epsilon^*du_\epsilon, DX \rangle = 0$$

for any smooth vector field $X \in \Gamma(TM)$—using the fact that every critical point $u_\epsilon$ of $E_\epsilon$ is smooth and, thus, automatically satisfies

$$\text{div}(e_\epsilon(u_\epsilon)g - du_\epsilon^*du_\epsilon) = 0.$$

The index bound $\text{ind}_{E}(u) \leq I_0$ follows immediately from Lemma 2.10. Thus, to complete the proof, all that remains is to show that $\nu \equiv 0$.

Suppose, to obtain a contradiction, that $\nu \neq 0$. By Remark 2.9, it follows that there exists a sequence of points $x_\epsilon \to x$ and a sequence of scales $r_\epsilon > 0$ with $r_\epsilon \to 0$ such that the rescaled maps

$$\tilde{u}_\epsilon(y) = u_\epsilon(\exp_{x_\epsilon}(y/r_\epsilon))$$

converge in $C^\infty_{\text{loc}}(\mathbb{R}^n)$ to a harmonic map $u: \mathbb{R}^n \to N$ of the form (up to rotations)

$$\tilde{u}(x_1, \ldots, x_n) = \phi(x_1, x_2),$$

where $\phi: \mathbb{R}^2 \to N$ is a smooth, nonconstant, finite-energy harmonic map.

For any compact subset $\Omega \subset \mathbb{R}^n$ and $\epsilon > 0$ sufficiently small, we see that $\tilde{u}_\epsilon$ defines a critical point for $E_{r_\epsilon^{-1}, \epsilon, \tilde{g}_\epsilon}$ with respect to the metric $\tilde{g}_\epsilon := \Phi_\epsilon^*g$ obtained by pulling back $g$ via $\Phi_\epsilon(y) = \exp_{x_\epsilon}(y/r_\epsilon)$. Moreover, it is easy to check that for $\epsilon > 0$ sufficiently small,

$$\text{ind}_{E_{r_\epsilon^{-1}, \epsilon, \tilde{g}_\epsilon}}(\tilde{u}_\epsilon; \Omega) \leq \text{ind}_{E_\epsilon}(u_\epsilon) \leq I_0,$$

so by Lemma 2.10 (and Remark 2.11), it follows that the harmonic map $\tilde{u}$ has

$$\text{ind}_E(\tilde{u}; \Omega) \leq I_0.$$

In particular, since this holds for any compact subset $\Omega \subset \mathbb{R}^n$, we have

$$\text{ind}_E(\tilde{u}) \leq I_0$$

with respect to all compactly supported variations on $\mathbb{R}^n$. But then Lemma 2.12 implies that the harmonic map $\phi: \mathbb{R}^2 \to N$ can be identified with a nonconstant stable harmonic map $\tilde{\phi}: \mathbb{S}^2 \to N$, which cannot exist by the key hypothesis for $N$. Thus, we arrive at a contradiction, and deduce that $\nu \equiv 0$, as desired.

$\square$
2.3. Partial regularity for the min-max harmonic maps. For locally energy-minimizing harmonic maps \( u: M \to N \), the foundational results of Schoen and Uhlenbeck [SU82] show that the singular set has dimension \( \dim(\text{Sing}(u)) \leq n - 3 \), and this can be improved to \( \dim(\text{Sing}(u)) \leq n - m \) in cases where \( N \) admits no 0-homogeneous energy-minimizing maps \( \mathbb{R}^{m-1} \to N \) for some \( m \geq 4 \).

Without an energy-minimizing assumption, the results of [Bet93] imply that a stationary harmonic map \( u: M^n \to N \) is in general smooth away from a singular set \( \text{Sing}(u) \) with vanishing \((n-2)\)-dimensional Hausdorff measure \( \mathcal{H}^{n-2}(\text{Sing}(u)) = 0 \), but it remains a challenging open problem to improve on this estimate (most optimistically, showing that \( \dim(\text{Sing}(u)) \leq n - 3 \) in general). The key difficulty in extending Schoen and Uhlenbeck’s regularity theory to general stationary harmonic maps is the noncompactness of stationary harmonic maps in \( W^{1,2} \); in particular, the sequence of harmonic maps obtained by rescaling a given harmonic map at a singular point may not converge strongly to a homogeneous “tangent map”, making it impossible a priori to carry out Schoen and Uhlenbeck’s dimension reduction argument.

Fortunately, the harmonic maps constructed in Theorem 2.5 have more structure than general stationary harmonic maps. Namely, they are harmonic maps of finite Morse index taking values in a target \( N \) admitting no stable harmonic 2-spheres. Indeed, since \( N \) admits no stable harmonic 2-sphere, we can use ideas of Hsu [Hsu05], showing that locally stable harmonic maps to \( N \) satisfy a partial regularity theory comparable to that of energy-minimizers.

**Theorem 2.13** ([Hsu Hsu05]). *Let \( u: M \to N \) be a locally stable stationary harmonic map to a compact Riemannian manifold \( N \) for which every stable harmonic map \( S^2 \to N \) is constant. Then \( u \) is smooth away from a singular set \( \text{Sing}(u) \) of dimension \( \dim(\text{Sing}(u)) \leq n - 3 \). Moreover, \( \dim(\text{Sing}(u)) \leq n - m \) if \( N \) admits no stable 0-homogeneous harmonic map \( v: \mathbb{R}^{m-1} \to N \) for some \( m \geq 4 \).*

The proof of Theorem 2.13 rests primarily on the observation that the nonexistence of stable harmonic maps \( S^2 \to N \) rules out energy concentration for sequences of stable harmonic maps to \( N \) [Hsu05 Lemma 2.2], by the same mechanism exploited in the proof of Theorem 2.5 above. In particular, the sequences of harmonic maps obtained by rescaling around a singular point converge strongly in \( W^{1,2}_{\text{loc}} \) to a homogeneous tangent map, allowing one to apply the same dimension reduction techniques used by Schoen–Uhlenbeck in the energy-minimizing case.

We observe next that stationary harmonic maps of finite Morse index are locally stable near every point, allowing us to apply Theorem 2.13 to deduce the regularity of these maps.
Lemma 2.14. Let \( u: M \to N \) be a stationary harmonic map of finite Morse index. Then for every \( p \in M \), there exists some \( r_p > 0 \) such that \( u \) is stable in the ball \( B_{r_p}(p) \).

Proof. We begin with a standard trick (cf. e.g. [Giu8], Lemma 3.9)], showing that for every point \( x \in M \) there exists a radius \( r(x) > 0 \) such that \( u \) is stable on any annulus \( A_{s,t}(p) := B_t(p) \setminus B_s(p) \) with \( 0 < s < t \leq r(x) \). Indeed, if this were not the case, then we could find an infinite sequence of radii \( t_1 > s_1 > t_2 > s_2 > \cdots \) such that \( u \) is unstable on the annuli \( A_{s_i,t_i}(p) \); but since the annuli \( A_{s_i,t_i}(p) \) are pairwise disjoint, this would violate the assumption that \( \text{ind}_E(u) < \infty \).

Now, with \( r = r(x) > 0 \) as above, we wish to show that \( u \) is stable on \( B_r(x) \)-i.e., the second variation \( E''(u) \) is nonnegative definite on the space

\[ \mathcal{V}(u; B_r(x)) := \{ v \in [W^{1,2}_0 \cap L^\infty](B_r(x)) \mid v(x) \in T_{du(x)}N \text{ a.e. } x \in M \}. \]

To this end, let \( v \in \mathcal{V}(u; B_r(x)) \), and for \( \delta \in (0, r(x)) \), let \( \varphi_\delta \in C^\infty(M) \) be a cutoff function satisfying

\[ \varphi_\delta \equiv 1 \text{ on } M \setminus B_{2\delta}(x), \varphi \equiv 0 \text{ on } B_{\delta}(x), \text{ and } |d\varphi_\delta| \leq C/\delta, \]

so that

\[ \|d\varphi_\delta\|_{L^2}^2 \leq C\delta^{n-2}. \]

Since \( \varphi_\delta v \) is supported on the annulus \( A_{\delta,r(x)}(p) \), on which \( u \) is stable by our choice of \( r(x) \), it follows that

\[ E''(u)(\varphi_\delta v, \varphi_\delta v) \geq 0. \]

On the other hand, note that

\begin{align*}
E''(u)(v) - E''(u)(\varphi_\delta v) &= \int_{B_r(x)} (|dv|^2 - |d(\varphi_\delta v)|^2) dv_g \\
&- \int_{B_r(x)} (1 - \varphi_\delta^2) \langle II_N(u)(du(e_i), du(e_i)), II_N(u)(v, v) \rangle dv_g \\
&= \int_{B_r(x)} (1 - \varphi_\delta^2)|dv|^2 - 2\langle v \otimes d\varphi_\delta, \varphi_\delta dv \rangle - |v|^2|d\varphi_\delta|^2 dv_g \\
&- \int_{B_r(x)} (1 - \varphi_\delta^2) \langle II_N(u)(du(e_i), du(e_i)), II_N(u)(v, v) \rangle dv_g \\
&\geq -2\|v\|_{L^\infty} \|dv\|_{L^2} \|d\varphi_\delta\|_{L^2} - \|v\|^2_{L^\infty} \|d\varphi_\delta\|^2_{L^2} \\
&- \|II_N\|^2_{L^\infty(N)} \|v\|^2_{L^\infty} \|du\|^2_{L^2(B_{2\delta}(p))}.
\end{align*}

Since \( v \in W^{1,2} \cap L^\infty \) and \( \|d\varphi_\delta\|^2_{L^2} \leq C\delta^{n-2} \), it is easy see that the final lower bound in the preceding string of inequalities vanishes as \( \delta \to 0 \), and since \( E''(u)(\varphi_\delta) \geq 0 \), it follows that

\[ E''(u)(v) \geq 0 \text{ for all } v \in \mathcal{V}(u; B_r(x)), \]

as desired. \( \square \)
Combining Lemma 2.14 with Theorem 2.13, we arrive immediately at the following sharp partial regularity result for stationary harmonic maps to $N$ of finite Morse index.

**Theorem 2.15.** Let $u: M \to N$ be a stationary harmonic map of finite Morse index to a compact Riemannian manifold $N$ for which every stable harmonic map $S^2 \to N$ is constant. Then $u$ is smooth away from a singular set $\text{Sing}(u)$ of dimension $\dim(\text{Sing}(u)) \leq n - 3$. Moreover, $\dim(\text{Sing}(u)) \leq n - k$ if $N$ admits no stable $0$-homogeneous harmonic map $v: \mathbb{R}^{k-1} \to N$ for some $k \geq 4$.

**Remark 2.16.** In [HsuLi08], compactness and regularity results are given for harmonic maps $u: M \to N$ with bounded Morse index $\text{ind}_E(u) \leq I_0$ when the target $N$ is assumed to admit no nonconstant harmonic map $\phi: S^2 \to N$ with matching index bound $\text{ind}_E(\phi) \leq I_0$. The simple observation that—by virtue of Lemma 2.12—the hypothesis on $N$ can be weakened to the absence of stable harmonic 2-spheres is critical for applications to variational constructions like the one considered here, allowing us to obtain compactness and regularity results for harmonic maps obtained from multi-parameter min-max constructions.

Finally, by combining Proposition 2.4, Theorem 2.5, and Theorem 2.15, we arrive at the following existence result, from which Theorem 1.1 clearly follows.

**Theorem 2.17.** In the setting of Section 2.7, if there exist no nonconstant stable harmonic maps $S^2 \to N$, then there exists a stationary harmonic map $u: M^n \to N$ of Morse index $\text{ind}_E(u) \leq \ell + 1$, with

$$E(u) = \mathcal{E}_f(M, g) > 0.$$  

Moreover, $u$ is smooth away from a (possibly empty) singular set $\text{Sing}(u)$ of dimension $\dim(\text{Sing}(u)) \leq n - m \leq n - 3$, where $m$ is the smallest dimension for which there exists a nonconstant stable stationary $0$-homogeneous map $\phi: \mathbb{R}^m \to N$.

3. **Improved regularity and stabilization in the sphere-valued case**

For any $k \geq 3$, we can take $N = S^k$, $\ell = k$ and $f = \text{Id}: S^k \to S^k$ in Theorem 2.17 to deduce the existence of a nonconstant stationary sphere-valued harmonic map $u_k: M^n \to S^k$ of Morse index $\text{ind}_E(u_k) \leq k + 1$, from any compact manifold $(M^n, g)$ of dimension $n \geq 3$. For energy-minimizing maps to spheres $S^k$ of dimension $k \geq 3$, Schoen and Uhlenbeck obtained a refined partial regularity theory [SU84], showing in particular that such maps have singular set $\text{Sing}(u)$ of Hausdorff dimension $\dim(\text{Sing}(u)) \leq n - 7$ for $k$ sufficiently large. Their
results were later extended to the case of stable harmonic maps by Hong-Wang [HW99] and further refined by Lin and Wang [LW06], yielding the following partial regularity result.

**Theorem 3.1.** (Lin, Wang [LW06]) Let \( u: M^n \to S^k \) be a locally stable stationary harmonic map. Then \( u \) is smooth away from a singular set \( \text{Sing}(u) \) of Hausdorff dimension

\[
\dim(\text{Sing}(u)) \leq n - k - 1 \quad \text{for} \quad 3 \leq k \leq 5,
\]

\[
\dim(\text{Sing}(u)) \leq n - 6 \quad \text{for} \quad 6 \leq k \leq 9,
\]

and

\[
\dim(\text{Sing}(u)) \leq n - 7 \quad \text{for} \quad k \geq 10.
\]

Since Lemma 2.14 shows that stationary harmonic maps of finite Morse index are locally stable near each point, it follows that the same regularity result holds in the finite Morse index case. In particular, combining this with the existence result obtained by applying Theorem 2.17 with \( \ell = k \) and \( N = S^k \), we obtain the following.

**Theorem 3.2.** On any compact Riemannian manifold \((M^n, g)\) of dimension \( n \geq 3 \), and for any \( k \geq 3 \), there exists a nonconstant stationary harmonic map \( u_k: M \to S^k \) of Morse index \( \text{ind}_E(u_k) \leq k + 1 \), smooth away from a singular set \( \text{Sing}(u) \) of dimension

\[
\dim(\text{Sing}(u_k)) \leq n - k - 1 \quad \text{for} \quad 3 \leq k \leq 5,
\]

\[
\dim(\text{Sing}(u_k)) \leq n - 6 \quad \text{for} \quad 6 \leq k \leq 9,
\]

and

\[
\dim(\text{Sing}(u_k)) \leq n - 7 \quad \text{for} \quad k \geq 10.
\]

Note that in the low-dimensional cases \( n = \dim(M) = 3, 4, 5 \), it follows in particular that these min-max harmonic maps

\[
u_k: M^n \to S^k
\]

are smooth as soon as \( k \geq n \). In the remainder of this section, we upgrade this qualitative regularity statement to a priori gradient estimates independent of \( k \), which allow us to show that the maps \( u_k \) stabilize as \( k \) becomes large—in the sense that the image \( u_k(M) \) lies inside some equatorial sub-sphere \( S_{k_0} \subset S^k \) of dimension \( k_0(M, g) \) fixed independent of \( k \). As in [KS20], this stabilization result is the key analytic ingredient that allows us to relate these min-max harmonic maps to eigenvalue optimization problems, as described in the next section.
3.1. A priori gradient estimates for low-index harmonic maps to spheres. Let $u: M^n \to S^k$ be a smooth harmonic map, and let $\Omega \subset M$ be a domain. As in [SU84, HW99, LW06], our estimates begin with the observation that, when the index $\ind_E(u; \Omega)$ is small, testing the second variation of energy $E''(u)$ against variations of the form

$$v_a := \psi \cdot (a - \langle u, a \rangle u) \in \Gamma(u^*(TS^k))$$

for $a \in S^k$ gives rise to useful estimates in terms of scalar test functions $\psi \in C^\infty_c(\Omega)$. In particular, recalling that $E''(u)(v, v) = \int_M |dv|^2 - |du|^2 |v|^2 dv_g$, and computing

$$|dv_a|^2 = \psi^2(u_a^2|du|^2 + |du_a|^2) + (1 - u_a^2)|d\psi|^2 - 2\psi\langle d\psi, u_a du_a \rangle$$

and

$$|v_a|^2 = \psi^2(1 - u_a^2),$$

where we’ve set $u_a := \langle u, a \rangle$, it follows that

$$E''(u)(v_a, v_a) = \int_M \psi^2(2u_a^2 - 1)|du|^2 + |du_a|^2 + (1 - u_a^2)|d\psi|^2 - 2\psi\langle d\psi, u_a du_a \rangle dv_g$$

$$= \int_M \psi^2(3u_a^2 - 1)|du|^2 + (1 - u_a^2)|d\psi|^2 - 4\psi\langle d\psi, u_a du_a \rangle dv_g.$$

Now, fixing an arbitrary $\psi \in C^\infty_c(\Omega)$, let $a_1, \ldots, a_{k+1} \in S^k$ be an orthonormal basis for $\mathbb{R}^{k+1}$ diagonalizing the quadratic form

$$a \mapsto E''(u)(v_a, v_a),$$

and write $v_j = v_{a_j}$. Summing the preceding identity for $E''(u)(v_j, v_j)$ over $j = 1, \ldots, k + 1$, we see that

$$(3.1) \quad \sum_{j=1}^{k+1} E''(u)(v_j, v_j) = \int_M \psi^2(2 - k)|du|^2 + k|d\psi|^2 dv_g.$$
On the other hand, if \( \text{ind}_E(u; \Omega) \leq m < k-2 \), then we must have \( E''(u)(v_i, v_i) \geq 0 \) for \( i > m \), and so—writing \( u_j = u_a \)—we see that

\[
\sum_{j=1}^{k+1} E''(u)(v_j, v_j) \geq \sum_{j=1}^m E''(u)(v_j, v_j)
\]

\[
= \sum_{j=1}^m \int_M \psi^2 (3u_j^2 - 1)|du|^2 + (1 - u_j^2)|d\psi|^2 - 4\psi \langle d\psi, u_j du_j \rangle \, dv_g
\]

\[
= \sum_{j=1}^m \int_M \psi^2 (3u_j^2 - 1)|du|^2 + (1 - u_j^2)|d\psi|^2 - \langle d(\psi^2), d(u_j^2) \rangle \, dv_g
\]

\[
\geq -m \int_M |du|^2 \psi^2 \, dv_g + (m - 1) \int_M |d\psi|^2 \, dv_g.
\]

Combining this with (3.1), it then follows that

\[
(k - 2 - m) \int_M |du|^2 \psi^2 \, dv_g \leq (k - m + 1) \int_M |d\psi|^2 \, dv_g.
\]

In other words, we’ve established the following.

**Lemma 3.3.** Let \( u: M^n \to S^k \) be a smooth harmonic map, and let \( \Omega \subset M \) be a domain in \( M \). If

\[
\text{ind}_E(u; \Omega) = k - 2 - p < k - 2,
\]

then

\[
\frac{p}{p + 3} \int_M |du|^2 \psi^2 \, dv_g \leq \int_M |d\psi|^2 \, dv_g
\]

for every \( \psi \in W^{1,2}_0(\Omega) \).

Next, we argue along the lines of [SU84] and [LW06], combining Lemma 3.3 with the Bochner identity for \( S^k \)-valued harmonic maps, testing (3.2) against certain powers \( \psi = |du|^\alpha \) of the energy density. For a harmonic map \( u: M \to S^k \), recall that the Bochner identity gives

\[
-\frac{1}{2} \Delta |du|^2 = |\text{Hess}(u)|^2 + \langle \text{Ric}, du^* du \rangle - |du|^4
\]

\[
= |\text{Hess}(u)^T|^2 + \sum_{i,j=1}^n \langle du(e_i), du(e_j) \rangle^2 + \langle \text{Ric}_M, du^* du \rangle - |du|^4,
\]

where in the second inequality we decomposed the \( \mathbb{R}^{k+1} \)-valued Hessian

\[
\text{Hess}(u) = \text{Hess}(u)^T - u \otimes du^* du
\]
into components tangential and normal to \( T S^k \). It is easy to check that
\[
\sum_{i,j=1}^{n} \langle du(e_i), du(e_j) \rangle^2 \geq \frac{1}{n} |du|^4,
\]
and [LW06, Proposition 2.3] (originally stated for \( M = S^n \), but the domain geometry plays no role in the proof) gives us the refined Kato inequality
\[
|\text{Hess}(u)^T|^2 \geq \frac{n}{n-1} |du|^2.
\]
Similar to [LW06], we then combine these estimates with the Bochner identity to deduce that
\[
-\frac{1}{2} \Delta |du|^2 \geq \frac{n}{n-1} |du|^2 - \|\text{Ric}_M\|_{L^\infty} |du|^2 - \frac{n-1}{n} |du|^4,
\]
for any smooth harmonic map \( u: M^n \to S^k \). And as a consequence, for any \( \alpha \geq 2 \), we have
\[
-\frac{1}{\alpha} \Delta |du|^\alpha \geq \left( \frac{n}{n-1} + \alpha - 2 \right) |du|^\alpha |du|^2 - \|\text{Ric}_M\|_{L^\infty} |du|^\alpha - \frac{n-1}{n} |du|^{2+\alpha}
\]
\[
= \frac{4}{\alpha^2} \left( \frac{n}{n-1} + \alpha - 2 \right) |du|^\alpha |du|^2 - \|\text{Ric}_M\|_{L^\infty} |du|^\alpha - \frac{n-1}{n} |du|^{2+\alpha}.
\]
Setting
\[
Q(n, \alpha)^{-1} := \frac{4}{\alpha^2} \left( \frac{n}{n-1} + \alpha - 2 \right),
\]
for any test function \( \varphi \in C_\infty^c(\Omega) \), it then follows that
\[
\int_M |d(\varphi |du|^{\alpha/2})|^2 dv_g = \int_M |du|^\alpha |d\varphi|^2 + \frac{1}{2} \langle d(\varphi^2), d|du|^\alpha \rangle + \varphi^2 |d|du|^{\alpha/2}|^2 dv_g
\]
\[
\leq \int_M |du|^\alpha |d\varphi|^2 + \frac{1}{2} \langle d(\varphi^2), d|du|^\alpha \rangle dv_g +
\]
\[
+ Q(n, \alpha) \int_M \varphi^2 \left( \frac{n-1}{n} |du|^{2+\alpha} + \|\text{Ric}_M\|_{L^\infty} |du|^\alpha - \frac{1}{\alpha} \Delta |du|^\alpha \right) dv_g
\]
\[
= \int_M |du|^\alpha (|d\varphi|^2 + C(M, n, \alpha) \varphi^2 + C(n, \alpha) \Delta(\varphi^2)) dv_g +
\]
\[
+ Q(n, \alpha) \frac{n-1}{n} \int_M \varphi^2 |du|^{2+\alpha} dv_g.
\]
Combining these computations with Lemma 3.3, taking \( \psi = \varphi |du|^{\alpha/2} \) as the test function, we arrive at the following key lemma.

**Lemma 3.4.** Let \( u: M^n \to S^k \) be a smooth harmonic map, such that \( u \) has Morse index
\[
\text{ind}_E(u; \Omega) \leq k - 2 - p < k - 2
\]
on some domain $\Omega \subset M$. Then for $\alpha \in [2, \infty)$ and any $\varphi \in C_c^\infty(\Omega)$, we have
\[
\left(\frac{p}{p+3} - P(n, \alpha)\right) \int_\Omega \varphi^2 |du|^{2+\alpha} \, dv_g \leq C_\alpha \|d\varphi\|^2 + |\varphi|\|\Delta \varphi\|_{L^\infty} \int_\Omega |du|^\alpha \, dv_g,
\]
where $C_\alpha$ is a constant depending on $\alpha$ and the geometry of $M$, and
\[
P(n, \alpha) := Q(n, \alpha) \frac{n-1}{n} = \frac{(n-1)^2 \alpha^2}{4n[(n-1)\alpha + 2 - n]}.
\]

Of particular importance are the cases $\alpha = 2$ and $\alpha = 4$. It is straightforward to check that
\[
P(n, 2) = \frac{(n-1)^2}{n^2} \leq \frac{16}{25} \text{ for } n \leq 5
\]
while
\[
P(n, 4) = \frac{4(n-1)^2}{n(3n-2)} \leq \frac{64}{65} \text{ for } n \leq 5.
\]

With Lemma 3.4 in hand, we can now prove the following a priori $L^6$ gradient estimate for low-index harmonic maps $u : M^n \to S^k$ with $n \leq 5$ and $k$ large.

**Proposition 3.5.** Let $u : M^n \to S^k$ be a smooth harmonic map where $n \leq 5$, and let $B_{2r}(p) \subset M$ be a geodesic ball of radius $2r$. If $k > \frac{202}{203}$ and
\[
\text{ind}_E(u; B_{2r}(p)) \leq k - 2 - 200,
\]
then
\[
\|du\|^6_{L^6(B_{2r}(p))} \leq C(M)r^{-4}\|du\|^2_{L^2(B_{2r}(p))}.
\]

**Proof.** By assumption, the hypotheses of Lemma 3.4 hold with $\Omega = B_{2r}(p)$ and $p = 200$, so that $\frac{p}{p+3} = \frac{200}{203}$, and the lemma gives
\[
\left(\frac{200}{203} - P(n, \alpha)\right) \int_{B_{2r}(p)} \varphi^2 |du|^{2+\alpha} \leq C_\alpha \|d\varphi\|^2 + |\varphi|\|\Delta \varphi\|_{L^\infty} \int_{B_{2r}(p)} |du|^\alpha
\]
for any $\varphi \in C_c^\infty(B_{2r}(p))$. Taking $\alpha = 2$ and noting that
\[
\frac{200}{203} - P(n, 2) \geq \frac{200}{203} - \frac{16}{25} > 0,
\]
it follows that
\[
\int_{B_{2r}(p)} \varphi^2 |du|^4 \, dv_g \leq C\|d\varphi\|^2 + |\varphi|\|\Delta \varphi\|_{L^\infty} \int_{B_{2r}(p)} |du|^2 \, dv_g.
\]
Choosing $\varphi \in C_c^\infty(B_{2r}(p))$ such that $\varphi \equiv 1$ on $B_r(p)$, $|d\varphi| \leq \frac{C}{r}$, and $|\Delta \varphi| \leq \frac{C}{r^2}$, we deduce in particular that
\[
\int_{B_r(p)} |du|^4 \, dv_g \leq C(M)r^{-2}\int_{B_{2r}(p)} |du|^2 \, dv_g.
\]
Next, we apply Lemma 3.4 again, this time with \( \Omega = B_r(p) \), \( p = 200 \), and \( \alpha = 4 \), and since (for \( n \leq 5 \))
\[
\frac{p}{p+3} - P(n,4) = \frac{200}{203} - P(n,4) \geq \frac{200}{203} - \frac{64}{65} = \frac{8}{(203) \cdot 65} > 0,
\]
the lemma yields an estimate of the form
\[
\int_{B_r(p)} \varphi^2 |du|^6 \, dv_g \leq C \|\varphi\|^2 + \|\varphi\| \|\Delta \varphi\|_{L^\infty} \int_{B_r(p)} |du|^4 \, dv_g
\]
for any \( \varphi \in C^\infty_c(B_r(p)) \). As before, we choose \( \varphi \) such that
\[
\varphi \equiv 1 \text{ on } B_{r/2}(p), \quad |d\varphi| \leq \frac{C}{r}, \quad \text{and } |\Delta \varphi| \leq \frac{C}{r^2},
\]
obtaining the estimate
\[
\int_{B_{r/2}(p)} |du|^6 \, dv_g \leq \frac{C}{r^2} \int_{B_r(p)} |du|^4 \, dv_g.
\]
Combining this with (3.4) then gives the desired estimate.

3.2. Stabilization for \( S^k \)-valued harmonic maps of index \( \ll 2k \). Armed with the local estimates of Proposition 3.5, we next establish global \( L^6 \) estimates for the min-max harmonic maps \( u_k: M^n \to S^k \) given by Theorem 3.2, when \( n = 3, 4, 5 \). More generally, the following arguments can be applied to any family of harmonic maps \( u_k: M^n \to S^k \) with \( \lim_{k \to \infty} \text{ind}_E(u_k) < 2 \).

First, we observe that a nonconstant harmonic map \( u: M^n \to S^k \), where \( n \geq 3 \), must have index \( \geq k - 2 \) on the complement of any small ball.

**Lemma 3.6.** Let \( n \geq 3 \). There exists \( \delta(M) > 0 \) such that for any nonconstant harmonic map \( u: M^n \to S^k \) and any geodesic ball \( B_\delta(p) \subset M \) of radius \( \delta \),
\[
\text{ind}_E(u; M \setminus B_\delta(p)) \geq k - 2.
\]

**Proof.** Suppose, to the contrary, that \( \text{ind}_E(u; M \setminus B_\delta(p)) \leq k - 3 \). Then by Lemma 3.3, it follows that
\[
\frac{1}{4} \int_M |du|^2 |\psi|^2 \, dv_g \leq \int_M |d\psi|^2 \, dv_g
\]
for any \( \psi \in W^{1,2}_0(M \setminus B_\delta(p)) \). Choosing \( \psi \in W^{1,2}_0(M \setminus B_\delta(p)) \) such that \( \psi \equiv 1 \) on \( M \setminus B_{2\delta}(p) \) and \( |d\psi| \leq \frac{C}{\delta} \) on \( B_{2\delta}(p) \setminus B_\delta(p) \), we see that
\[
\int_M |d\psi|^2 \, dv_g \leq C\delta^{n-2},
\]
which together with (3.5) gives
\[
\int_{M \setminus B_{2\delta}(p)} |du|^2 \, dv_g \leq C\delta^{n-2}.
\]
On the other hand, by the well-known energy-monotonicity properties of harmonic maps, we have an estimate of the form
\[
\int_{B_{2\delta}(p)} |\mathbf{u}|^2 \, dv_g \leq C(M)\delta^{n-2} \int_M |\mathbf{u}|^2 \, dv_g.
\]
Provided \( \delta > 0 \) is small enough that \( \delta^{n-2}C(M) < \frac{1}{2} \), this estimate can be combined with (3.6) to give
\[
\text{(3.7)} \quad \int_M |\mathbf{u}|^2 \, dv_g \leq C'(M)\delta^{n-2}.
\]
However, by Proposition 5.5 in the appendix, there is a universal lower bound \( \beta(M) > 0 \) independent of \( k \) such that
\[\E(u) = \frac{1}{2} \int_M |\mathbf{u}|^2 \geq \beta\]
for any nonconstant harmonic map \( u: M \to S^k \). Thus, taking
\[
\delta(M) := \left(\beta/C'(M)\right)^{\frac{1}{n-2}},
\]
we get a contradiction with (3.7), completing the proof. \( \square \)

We can now combine Lemma 3.6 with Proposition 3.5 to arrive at global \( L^6 \) gradient estimates when \( \text{ind}_E(u_k) \leq k + 1 \) and \( k \) is sufficiently large.

**Lemma 3.7.** Let \( 3 \leq n \leq 5 \) and \( k \geq 205 \), and let \( u: M \to S^k \) be a harmonic map of index \( \text{ind}_E(u) \leq k + 1 \). Then there exists a constant \( C(M) < \infty \) independent of \( u \) and \( k \) such that
\[
\text{(3.8)} \quad \|\mathbf{u}\|_{L^6(M)} \leq C(M)
\]
and
\[
\text{(3.9)} \quad \|\mathbf{u}^2\|_{W^{1,2}(M)} \leq C(M).
\]

**Proof.** By Lemma 3.6, there exists \( \delta(M) > 0 \) such that for every ball \( B_\delta(p) \subset M \) of radius \( \delta \), we have
\[
\text{ind}_E(u; M \setminus B_\delta(p)) \geq k - 2.
\]
Since \( M \setminus B_\delta(p) \) and \( B_\delta(p) \) are disjoint, it follows in particular that
\[
\text{ind}_E(u; B_\delta(p)) + k - 2 \leq \text{ind}_E(u; B_\delta(p)) + \text{ind}_E(u; M \setminus B_\delta(p)) \leq \text{ind}_E(u; M) \leq k + 1,
\]
so that
\[
\text{ind}_E(u; B_\delta(p)) \leq 3.
\]
Now, since \( k \geq 205 \), it follows that on every ball \( B_\delta(p) \subset M \) of radius \( \delta \), we have
\[
\text{ind}_E(u; B_\delta(p)) \leq 3 \leq k - 2 - 200,
\]
so the hypotheses of Proposition 3.5 hold with \( r = \delta/2 \), and we can apply the proposition to deduce that
\[
\|\mathbf{u}\|_{L^6(B_\delta(p))}^6 \leq C'(M)\delta^{-4}\|\mathbf{u}\|_{L^2(B_\delta(p))}^2.
\]
By a simple covering argument and Hölder’s inequality, it follows that
\[ \|du\|_{L^6(M)}^6 \leq C(M)\|du\|_{L^2(M)}^2 \leq C'(M)\|du\|_{L^6(M)}^2, \]
and dividing through by \(\|du\|_{L^6}^2\) gives the desired uniform \(L^6\) bound for \(|du|\).

With the \(L^6\) bound in place, we can simply integrate (3.3) against \(|du|^2\) to see that
\[ \int_M |du|^2 \, dv_g \leq C_n \int (|du|^4 + |du|^6) \, dv_g, \]
so the \(W^{1,2}\) norm of \(|du|^2\) is controlled by the \(L^6\) norm, completing the proof. \(\square\)

With the estimates of Lemma 3.7 in place, we can now argue by a contradiction argument (similar in spirit to, but somewhat simpler than, that used in the two-dimensional setting [KS20]) to arrive at the following stabilization result.

**Proposition 3.8.** For any Riemannian manifold \((M^n, g)\) of dimension \(n \in \{3, 4, 5\}\), there exists \(k_0(M, g) \in \mathbb{N}\) such that for every harmonic map \(u: M \to S^k\) with
\[ \text{ind}_E(u) \leq k + 1, \]
there exists a totally geodesic subsphere \(S^{k_0} \subset S^k\) of dimension \(k_0\) such that \(u(M) \subset S^{k_0}\).

**Proof.** To obtain a contradiction, suppose that the conclusion does not hold: then we can find a sequence of harmonic maps
\[ u_k: M \to S^k \]
with \(\text{ind}_E(u_k) \leq k + 1\) such that the space spanned by coordinate functions
\[ \mathcal{C}_k := \{\langle e, u_k \rangle \mid e \in \mathbb{R}^{k+1}\} \]
has dimension
\[ m_k := \dim \mathcal{C}_k \to \infty \]
as \(k \to \infty\).

Denote \(V_k := |du_k|^2\). Lemma [3.7] gives us–for \(k\) sufficiently large–an estimate of the form \(\|V_k\|_{W^{1,2}} \leq C\) independent of \(k\). In particular, it follows from the Rellich-Kondrachov theorem that \(V_k\) is precompact in \(L^p\) for any \(p < \frac{10}{7} \leq \frac{2n}{n-2}\). Crucially, we observe that since \(n \leq 5\), we have \(\frac{n}{2} < \frac{2n}{n-2}\), and as a result, up to a choice of a subsequence, we can assume that for some non-negative function \(0 \leq V \in L^\frac{10}{7}(M)\) one has
\[ V_k \to V \text{ in } L^\frac{10}{7}(M). \]

Note, moreover, that
\[ \int_M V \, dv_g = \lim_{k \to \infty} \int_M V_k \, dv_g = \lim_{k \to \infty} 2E(u_k) \geq 2\beta > 0, \]
by virtue of the energy bound \(E(u_k) \geq \beta\) from Proposition 5.5 in the appendix. Thus, \(V \not\equiv 0\).
It follows from the defining equation
\[ \Delta u_k = |du_k|^2 u_k \]
for sphere-valued harmonic maps that the coordinate functions of \( u_k \) are eigenfunctions of the problem
\[ \Delta f = \lambda(V_k) V_k f. \]
with eigenvalue \( \lambda(V_k) = 1 \). In particular, the multiplicity of that eigenvalue is at most \( m_k \). It is shown in [GKL21, Example 3.19] (see also Section 4.2 below) that for any \( 0 \leq W \in L^2(M) \), \( W \not\equiv 0 \) the eigenvalues of the problem
\[ \Delta f = \lambda(W) W f \]
form a discrete sequence \( \{\lambda_m(W)\}_{m=1}^{\infty} \) with a unique accumulation point at \( +\infty \). Furthermore, by [GKL21, Proposition 5.1] one has that if \( W_k \to W \) in \( L^2(M) \) for \( n \geq 3 \), then \( \lambda_m(W_k) \to \lambda_m(W) \). In particular, \( \lambda_m(V_k) \to \lambda_m(V) \).

At the same time, by (3.10) one has
\[ N_1(V) := \# \{i, \lambda_i(V_k) \leq 1\} \geq m_k \to \infty \]
Convergence of eigenvalues implies that
\[ N_1(V) \geq \lim_{k \to \infty} N_1(V_k) = +\infty. \]
Therefore, \( V \) has infinitely many eigenvalues not exceeding 1, which contradicts the fact that the only accumulation point of eigenvalues is \( +\infty \).

\[ \square \]

4. Connections to spectral shape optimization

4.1. Descriptions of the optimization problem. Below, unless otherwise specified, \((M, g)\) is a closed Riemannian manifold of dimension \( n \geq 3 \), and all function spaces on \( M \) are defined with respect to the metric \( g \).

Given a function \( V \in L^\infty(M) \), eigenfunctions of the Schrödinger operator \( \Delta - V \) satisfy
\[ \Delta_g u - Vu = \nu u. \]
for some \( \nu \in \mathbb{R} \). The corresponding eigenvalues form a sequence
\[ \nu_1(V) < \nu_2(V) \leq \nu_3(V) \leq \ldots \nearrow \infty, \]
where each number is repeated according to its multiplicity. The eigenvalues \( \nu_m(V) \) can be equivalently defined variationally via
\[ \nu_m(V) = \inf_{F_m} \sup_{u \in F_m \setminus \{0\}} \frac{\int_M |du|^2_g - Vu^2 dv_g}{\int_M u^2 dv_g}, \]
where \( F_m \subset W^{1,2}(M) \) is a \( m \)-dimensional subspace.

In the present section we introduce the quantity
\[ \mathcal{V}_m(M, g) := \sup_{V, \nu_m+1(V) \geq 0} \int V dv_g, \]
and consider the associated maximization problem for potentials $V$ with $\nu_{m+1}(V) \geq 0$. To simplify notation, we let $\mathcal{P}_m \subset L^\infty(M, g)$ be the set of all $V$ such that $\nu_{m+1}(V) \geq 0$. This way

$$\mathcal{V}_m(M, g) := \sup_{V \in \mathcal{P}_m} \int_M V \, dv_g.$$  

A version of this problem was studied in [GNS16] in relation to the lower bound on the number of negative eigenvalues of the operator $\Delta_g - V$. Let $\mathcal{N}(V) = \#\{i, \nu_i(V) < 0\}$. Then for any $V$ with $\mathcal{N}(V) = m$ one has $V \in \mathcal{P}_m$, so that

$$\frac{\mathcal{V}_m}{m^{2/n}} \geq \frac{1}{\mathcal{N}(V)^{2/n}} \int_M V \, dv_g.$$  

Thus, $C_{\text{opt}} = \inf_m \frac{m^{2/n}}{\mathcal{V}_m}$ is the optimal constant in the following inequality

$$\mathcal{N}(V)^{2/n} \geq C_{\text{opt}} \int_M V \, dv_g.$$  

An inequality of the form (4.4) for non-negative potentials $V \geq 0$ was proved in [GNY04], and was later shown to hold with the same constant for all $L^\infty$ potentials in [GNS16]. In particular, it follows from [GNS16] GNY04 that $C_{\text{opt}} > 0$. In fact, we will see below that potentials realizing $\mathcal{V}_m$ (when they exist) arise as energy densities of harmonic maps to spheres and are therefore non-negative.

There is an equivalent definition of $\mathcal{V}_m$ in terms of Laplacian eigenvalues with densities. Let $0 \leq \beta \in L^\infty(M)$ be a non-negative density $\beta \not\equiv 0$.

Consider the weighted problem

$$\Delta_g f = \lambda \beta f.$$  

The eigenvalues form a sequence

$$0 = \lambda_0(\beta) < \lambda_1(\beta) \leq \lambda_2(\beta) \leq \ldots \to \infty,$$  

where eigenvalues are written with multiplicity.

The eigenvalues $\lambda_k(\beta)$ admit the variational characterization

$$\lambda_{m-1}(\beta) = \inf_{F_m} \sup_{u \in F_m \setminus \{0\}} \frac{\int_M |du_g|^2 \, dv_g}{\int_M u^2 \beta \, dv_g},$$  

where $F_m \subset W^{1,2}(M)$ is a $m$-dimensional subspace. Comparing variational characterizations (4.2) and (4.6), it is easy to see that $V_{m, \beta} = \lambda_k(\beta) \beta \in \mathcal{P}_m$.

Furthermore,

$$\int V_{m, \beta} \, dv_g = \lambda_m(\beta) \int_M \beta \, dv_g,$$  

which suggests the relation between $\mathcal{V}_m$ and maximizing the r.h.s over $\beta \in L^\infty$. The main difference between the two problems is the fact $V_{m, \beta}$ is always non-negative, so $\{V_{m, \beta}, \beta \in L^\infty\}$ is a proper subset of $\mathcal{P}_m$. Despite this, the following holds.
Proposition 4.1. One has
\[ V_m = \sup_{0 \leq \beta \in L^\infty(M)} \lambda_m(\beta) \int_M \beta \, dv_g \]

Proof. In [GNS16] it is shown that the maximizers of the auxiliary optimization problem
\[ V_N^m = \sup_{V \in \mathcal{P}_m, \|V\|_\infty \leq N} \int_M V \, dv_g \]
exist and are non-negative for \( N \) sufficiently large. Since \( V_m = \sup_N V_N^m \), this is enough to finish the proof. A detailed argument is carried out in [KNPP20, Section 2]. Note that that the paper [KNPP20] is concerned with eigenvalues of surfaces, but the arguments in Section 2 do not rely on the dimension of the manifold and thus can be repeated verbatim in our case. \( \square \)

4.2. Admissible measures. In many situations it is convenient to relax the regularity conditions on the potential \( V \) or density \( \beta \). In dimension two, for example, this is an important ingredient in establishing the explicit link between optimization of Steklov and Laplace eigenvalues on surfaces, see [GL21, GKL21, KS20, KS21].

Definition 4.2 (See [GKL21]). A (positive) Radon measure is called admissible if the identity map on \( C^\infty(M) \) can be extended to a compact operator \( W^{1,2}(M,g) \rightarrow L^2(\mu) \).

One can then define variational eigenvalues \( \lambda_k(\mu) \) by a formula similar to (4.6)
\[ \lambda_m(\mu) = \inf_{F_m} \sup_{u \in F_m \setminus \{0\}} \frac{\int_M |du|^2 \, dv_g}{\int_M u^2 \, d\mu}, \]
where \( F_m \subset W^{1,2}(M) \) is a \( m \)-dimensional subspace. Eigenvalues form a discrete sequence accumulating to infinity and there exist corresponding eigenfunctions satisfying \( \Delta_g f \, dv_g = \lambda f \, d\mu \) in the weak sense, see [GKL21].

Example 4.3. It is shown in [GKL21, Example 3.19] that \( \mu = \beta \, dv_g \) is admissible provided \( 0 \leq \beta \in L^2(M) \). The eigenvalues \( \lambda_m(\mu) \) can be equivalently defined via equation (4.5). In particular, the eigenvalues \( \lambda_m(\beta) \) make sense for \( \beta \in L^2(M) \).

Example 4.4. Assume that \( \partial M \neq \emptyset \). It is shown in [KL22, Lemma 3.3] that \( \mu = \rho \, ds_g \) is admissible, where \( 0 \leq \rho \in L^{n-1}(\partial M) \) and \( ds_g \) is the volume measure of \( \partial M \). The quantities \( \lambda_m(\mu) \) are the eigenvalues of the Steklov problem with density
\[
\begin{cases}
\Delta_g u = 0 & \text{in } M; \\
\partial_n u = \lambda \rho u & \text{on } \partial M.
\end{cases}
\]
Following the standard convention used for Steklov eigenvalues, we write \( \sigma_m(\rho) := \lambda_m(\rho \, ds_g) \).
One can also define the appropriate relaxation of the eigenvalue equation \( (4.1) \). Namely, a signed Radon measure \( \xi \) is called admissible if its total variation \( |\xi| \) is admissible. One can then define eigenvalues of the Schrödinger operator \( \Delta_g - \xi \) variationally as

\[
\nu_m(\xi) = \inf_{F_m \in F_m \setminus \{0\}} \sup_{u \in F_m} \frac{\int_M |du|^2 dv_g - \int_M u^2 d\xi}{\int_M u^2 dv_g},
\]

where \( F_m \subset W^{1,2}(M) \) is a \( m \)-dimensional subspace.

**Example 4.5.** According to Example 4.4 the measure \( \xi = vds_g \) is admissible as soon as \( v \in L^{n-1}(\partial M) \). Quantities \( \nu_m(\xi) \) are eigenvalues of the Robin problem

\[
\begin{align*}
\Delta_g u &= \nu u \quad \text{in } M; \\
\partial_n u &= vu \quad \text{on } \partial M.
\end{align*}
\]

We say \( v \in V_m^\partial \) if \( \nu_{m+1}(\xi) \geq 0 \).

In what follows, we denote by \( \mathcal{E}_k(M,g) \) the energies \( E(u_k) \) of the harmonic maps \( u_k : M \to S^k \) in Theorem 3.2. By construction, these energies have the min-max characterization

\[
\mathcal{E}_k := \lim_{\epsilon \to 0} \epsilon \mathcal{E}_{k,\epsilon},
\]

where

\[
\mathcal{E}_{k,\epsilon} := \inf_{(u_y) \in \Gamma_k(M)} \max_{y \in \mathbb{R}^{k+1}} E_{\epsilon}(u_y),
\]

\[
\Gamma_k(M) := \{ \mathbb{R}^{k+1} \ni y \mapsto u_y \in W^{1,2}(M,\mathbb{R}^{k+1}) \mid u_y \equiv y \text{ for } y \in S^k \},
\]

and \( E_{\epsilon} : W^{1,2}(M,\mathbb{R}^{k+1}) \to \mathbb{R} \) is a Ginzburg-Landau-type functional as described in Section 2. With this notation in place, we can now state the main theorem of this section.

**Theorem 4.6.** Let \( (M,g) \) be a closed Riemannian manifold of dimension \( 3 \leq n \leq 5 \). Then

(i) There exists \( k_0 = k_0(M,g) \) such that \( \mathcal{E}_k = \mathcal{E} \) for all \( k \geq k_0 \). Furthermore, \( V_1(M,g) = 2\mathcal{E}(M,g) \).

(ii) There exists a smooth potential \( V \) with \( \nu_2(V) = 0 \) such that \( V_1 = \int_M V dv_g \). In particular, there exists a smooth density \( \beta \geq 0 \) such that \( V_1 = \lambda_1(\beta) \int_M \beta dv_g \).

(iii) For any admissible signed measure \( \xi \) with \( \nu_2(\xi) \geq 0 \) one has \( \nu(\xi) \leq V_1 \) with equality iff \( \nu_2(\xi) = 0 \) and \( \xi = |du|^2 dv_g \), where \( u : (M,g) \to S^k \) is a smooth harmonic map. In particular, for any admissible non-negative measure \( \mu \) one has \( \lambda_1(\mu) \mu(M) \leq V_1 \) with equality iff \( \lambda_1(\mu) \mu = |du|^2 dv_g \), where \( u : (M,g) \to S^k \) is a smooth harmonic map.

We conclude this section with the following proposition, which is one of the main ingredients in proving Theorem 4.6 (iii).
Proposition 4.7. Let \( u : (M, g) \rightarrow S^k \) be a weakly harmonic map such that \( \mu = |du|^2_g dv_g \) is an admissible measure. Then \( u \) is smooth.

**Proof.** The admissibility of the energy density measure \( \mu = |du|^2_g dv_g \) is evidently equivalent to the statement that, for any bounded sequence \( \varphi_j \in W^{1, 2}(M, g) \) satisfying \( \varphi_j \rightharpoonup 0 \) as \( j \to \infty \), we have

\[
\lim_{j \to \infty} \int_M \varphi_j^2 |du|^2_g dv_g = 0.
\]

Now, for an arbitrary sequence of points \( p_j \in M \) and a vanishing sequence of radii \( r_j \to 0 \), consider a sequence \( \varphi_j \in C^\infty_c \left( B_{2r_j}(p_j) \right) \) such that \( \varphi_j \equiv 1 \) on \( B_{r_j}(p_j) \) and \( |d\varphi_j| \leq \frac{C}{r_j} \); then it is easy to see that

\[
\int_M \varphi_j^2 dv_g \leq C(M) r_j^n \quad \text{and} \quad \int_M |d\varphi_j|^2_g dv_g \leq C(M) r_j^{n-2}.
\]

In particular, setting \( \psi_j = \frac{r_j^{-n}}{2} \varphi_j \), we obtain a sequence \( \psi_j \in W^{1, 2}(M) \) with

\[
\|\psi_j\|_{L^2}^2 \leq C(M) r_j^2 \quad \text{and} \quad \|d\psi_j\|_{L^2}^2 \leq C(M),
\]

so that \( \psi_j \) is bounded in \( W^{1, 2}(M) \) and \( \psi_j \rightharpoonup 0 \) as \( j \to \infty \). Hence, by the admissibility of \( |du|^2_g dv_g \), we have

\[
\lim_{j \to \infty} \int_M \psi_j^2 |du|^2_g dv_g = 0.
\]

In particular, since \( \psi_j^2 = \frac{r_j^{-n}}{2} \varphi_j^2 \equiv \frac{r_j^{-n}}{2} \) on \( B_{r_j}(p_j) \), it follows that

\[
\lim_{j \to \infty} r_j^{2-n} \int_{B_{r_j}(p_j)} |du|^2_g dv_g = 0
\]

for every sequence \( p_j \in M \) and \( r_j \to 0 \). In other words, we have

\[
(4.7) \quad \lim_{r \to 0} \sup_{p \in M} r^{2-n} \int_{B_r(p)} |du|^2_g dv_g = 0.
\]

Finally, it follows from work of Riviè re-Struwe [RS08, Theorem 1.1] that any weakly harmonic map \( u : M \to N \) satisfying (4.7) must indeed be smooth, giving the desired result.

\[\square\]

4.3. **Spectral index.** Let \( u : (M, g) \rightarrow S^k \) be a harmonic map. Consider the associated Schrödinger operator \( L_u = \Delta_g - |du|^2_g \).

**Definition 4.8.** The **spectral index** \( \text{ind}_S(u) \) of \( u \) is the number of negative eigenvalues of \( L_u \). Similarly, the **spectral nullity** \( \text{nul}_S(u) \) of \( u \) is the dimension of the kernel of \( L_u \).

The proof of the following proposition is analogous to the case \( \dim M = 2 \) covered in [Kar20, Propositions 1.7 and 3.11].
Proposition 4.9. For any smooth harmonic map \( u: (M, g) \to S^k \) one has
\[
\text{ind}_S(u) \geq \frac{\text{ind}_E(u)}{k + 1}.
\]
Furthermore, let \( i_{k,k'}: S^k \hookrightarrow S^{k'} \) be a totally geodesic embedding. Then \( i_{k,k'} \circ u \) is harmonic, \( \text{ind}_S(i_{k,k'} \circ u) = \text{ind}_S(u) \) and
\[
\text{ind}_E(i_{k,k'} \circ u) = \text{ind}_E(u) + (k' - k) \text{ind}_S(u).
\]

4.4. Proof of Theorem 4.6. The general strategy is the same as the one employed in the proofs of [KS20, Theorems 1.3 and 1.4].

Proposition 4.10. For any \( k \geq 3 \) and any signed admissible measure \( \xi \) satisfying \( \nu_2(\xi) \geq 0 \) there exists a map \( u \in W^{1,2}(M, S^k) \) such that \( E_g(u) \leq \mathcal{E}_k \) and
\[
\int_M u \varphi_0 \, dv_g = 0,
\]
where \( \varphi_0 \) is a \( \nu_1(\xi) \)-eigenfunction.

In particular,
\[
\xi(M) \leq 2E_g(u)
\]
with equality if \( \nu_2(\xi) = 0 \), \( u \) is a smooth harmonic map of spectral index 1 and \( \xi = |du|^2_g \, dv_g \).

Proof. If \( \int_M \varphi_0 \, dv_g = 0 \), then one can take \( u \) to be a constant map. Otherwise we can choose \( \varphi_0 \) so that \( \int_M \varphi_0 \, dv_g = 1 \). For each \( \varepsilon > 0 \) let \( (B^{k+1} \ni y \mapsto u^\varepsilon_y) \in \Gamma_k \) be a family such that \( \sup_y E(\varepsilon u^\varepsilon_y) \leq \mathcal{E}_{k,\varepsilon} + \varepsilon \). Define the map
\[
I(y) := \int_M u^\varepsilon_y \varphi_0 \, dv_g.
\]

Since \( u^\varepsilon_y \equiv y \) for \( y \in \partial B^{k+1} = S^k \), the restriction of \( I \) to \( \partial B^{k+1} \) is the identity map. A standard application of Brouwer fixed point theorem yields the existence of \( y_\varepsilon \in B^{k+1} \) such that \( I(y_\varepsilon) = 0 \). Setting \( u_\varepsilon := u^\varepsilon_{y_\varepsilon} \in W^{1,2}(M, \mathbb{R}^{k+1}) \), we then have
\[
\int_M u_\varepsilon \varphi_0 \, dv_g = 0, \quad E(u_\varepsilon) \leq E_\varepsilon(u_\varepsilon) \leq \mathcal{E}_{k,\varepsilon} + \varepsilon \rightarrow \mathcal{E}_k,
\]
\[
\int_M d_{S^k}(u_\varepsilon)^2 \, dv_g \leq \varepsilon^2 c_1^{-1} E_\varepsilon(u_\varepsilon) \rightarrow 0,
\]
where \( c_1 \) is the constant in (2.3). Furthermore,
\[
\int_M |u_\varepsilon|^2 \, dv_g \leq \int_M \max(W(u_\varepsilon), R_0^2) \, dv_g \leq \varepsilon^2 E_\varepsilon(u_\varepsilon) + R_0^2 \text{Vol}(M, g),
\]
which implies that \( \|u_\varepsilon\|_{L^2(M, g)} \) is bounded. Thus, there exists a subsequence \( u_{\varepsilon_i} \) which converges weakly in \( W^{1,2}(M, \mathbb{R}^{k+1}) \) and strongly in \( L^2(M, \mathbb{R}^{k+1}) \).
to \( u \in W^{1,2}(M, \mathbb{R}^{k+1}) \). Since \( \varphi_0 \in W^{1,2}(M) \) one has

\[
(4.10) \quad \int_M u \varphi_0 \, dv_g = 0.
\]

Since \( d_{S_k}(u)^2 = |1 - |u||^2 \leq 2(|1 - |u_\varepsilon||^2 + |u_\varepsilon - u||^2) \), one also has

\[
\int_M d_{S_k}(u)^2 \, dv_g = 0,
\]

and, therefore, \( u \in W^{1,2}(M, S^k) \). Since the energy is lower-semicontinuous with respect to weak convergence in \( W^{1,2} \) one has

\[
E(u) \leq \lim_{\varepsilon \to 0} E(u_\varepsilon) \leq \mathcal{E}_k.
\]

In particular, by (4.10) the components \( u^i \) of \( u \) can be used as test-functions for \( \nu_2(\xi) \),

\[
\int_M |du|^2 \, dv_g - \int_M |u|^2 \, d\xi \geq \nu_2(\xi) \geq 0.
\]

Summing over \( i = 1, \ldots, k + 1 \) yields

\[
(4.11) \quad \xi(M) \leq \int |du|^2 \, dv_g = 2E(u).
\]

The equality occurs iff \( \nu_2(\xi) = 0 \) and \( u^i \) are \( \nu_2(\xi) \)-eigenfunctions. It then follows that for any \( v \in C^\infty(M) \) one has

\[
\int_M v \, d\xi = \int_M v|u|^2 \, dx = \sum_{i=1}^{k+1} \int_M \langle du^i, d(u^i v) \rangle \, dv_g = \int_M |du|^2 v + \langle dv, \frac{1}{2}|du|^2 \rangle \, dv_g = \int_M v|du|^2 \, dv_g,
\]

i.e. \( \xi = |du|^2 \, dv_g \), which implies that \( \Delta_g u = |du|^2 u \) in the weak sense, i.e. \( u \) is a weak harmonic map. Since \( \xi \) is admissible by assumption, Proposition 4.7 implies that \( u \) is smooth. \( \square \)

Note that Proposition 4.10 implies the bound \( \mathcal{V}_1 \leq 2\mathcal{E}_k \) for all \( k \geq 3 \) and any \( n \geq 3 \). To prove the opposite inequality, assume \( 3 \leq n \leq 5 \) and let \( u_k: (M, g) \to S^k \) be a smooth harmonic map given by Theorem 3.2 so that

\[
E(u_k) = \mathcal{E}_k; \quad \text{ind}_S(u_k) \leq k + 1.
\]

Then by Proposition 4.10 (or by (2.7)), the maps \( u_k \) satisfy the conditions of Proposition 3.8. Let \( k_0 \) be as in Proposition 3.8 and let \( k > 2k_0 + 1 \), then \( u_k = i_{k_0,k} \circ v \) for some harmonic \( v \). By (4.8) one has

\[
k + 1 \geq \text{ind}_E(u_k) \geq (k - k_0) \text{ind}_S(u_k) > \frac{1}{2}(k + 1) \text{ind}_S(u_k).
\]

Since \( \text{ind}_S \) is integer, this implies \( \text{ind}_S(u_k) = 1 \). Thus, \( \lambda_2(|du_k|^2) = 0 \) and one has

\[
2\mathcal{E}_k = 2E_g(u_k) = \int |du_k|^2 \, dv_g \leq \mathcal{V}_1 \leq 2\mathcal{E}_k,
\]
which implies that all inequalities are equalities. In particular, \( \mathcal{V}_1 = 2\mathcal{E}_k \) for 
\( k > 2k_0 + 1 \) and \( |du_k|_g^2 \in \mathcal{P}_1 \) is a smooth potential on which \( \mathcal{V}_1 \) is attained. This completes the proofs of Theorem 4.6(i) and (ii).

Let \( \xi \) be any admissible measure with \( \nu_2(\xi) \geq 0 \) and such that \( \xi(M) = \mathcal{V}_1 \).

Let \( k \) be large enough so that \( \mathcal{E}_k = \mathcal{V}_1 \) and let \( u \) be the map given by Proposition 4.10. By inequality (4.9) one has
\[
\mathcal{V}_1 = \xi(M) \leq 2E_0(u) \leq \mathcal{E}_k = \mathcal{V}_1.
\]
Thus, all inequalities are equalities and Proposition 4.10 implies that \( \nu_2(\xi) = 0 \), \( u \) is a smooth harmonic map with \( \text{ind}_S(u) = 1 \) and \( \xi = |du|^2_g \). This completes the proof of Theorem 4.6(iii).

4.5. Relation with conformal volume. Particular examples of families \( \mathbb{R}^{k+1} \ni y \mapsto u_y \) such that \( u_y \equiv y \) for \( y \in \mathbb{S}^k \) can be obtained by postcomposition of a given map with conformal automorphisms of \( \mathbb{S}^k \). Namely, for any \( y \in \text{int}(\mathbb{R}^{k+1}) \) the map \( G_y(x) = \frac{1-y^2}{|x+y|^2} + a \) is a conformal diffeomorphism \( \mathbb{S}^k \to \mathbb{S}^k \). If \( u = u_0 : (M, g) \to \mathbb{S}^k \) is a conformal map, then it is easy to check that \( u_y := G_y \circ u_0 \) extends to a weakly continuous family satisfying \( u_y \equiv y \) for \( y \in \mathbb{S}^k \). This family is often referred to as the canonical family of \( u_0 \). It was used by Li and Yau [LY82] (see also [ESI86]) to define the notion of conformal volume as follows. One first defines conformal volume of the map \( u \) to be
\[
V_c(k, u) = \sup_y \text{Vol}(M, (u_y)^*g_{\mathbb{S}^k}).
\]
Taking the infimum over all conformal maps \( u \) gives the \( (k-) \)conformal volume of \((M, [g])\)
\[
V_c(k, M, [g]) = \inf_u V_c(k, u).
\]
The connection between conformal volume and minimal submanifolds is formulated in the following theorem. It was proved by Li and Yau [LY82] for surfaces, by El Soufi and Ilias [ESI86] for higher dimensional manifolds.

**Theorem 4.11** (Li, Yau [LY82]; El Soufi-Ilias [ESI86]). Let \( u : M \to \mathbb{S}^k \) be a minimal immersion. Assume WLOG that \( u \) is linearly full, i.e. the image \( u(M) \) spans \( \mathbb{R}^{k+1} \).

Then for any \( y \neq 0 \) one has
\[
\text{Vol}(M, (u_y)^*g_{\mathbb{S}^k}) < \text{Vol}(M, (u)^*g_{\mathbb{S}^k})
\]
unless \( M = \mathbb{S}^k \) and \( u = G_y' \) up to a rotation of \( \mathbb{R}^{k+1} \). In particular,
\[
V_c(k, M, [u^*g_{\mathbb{S}^k}]) \leq \text{Vol}(M, (u)^*g_{\mathbb{S}^k}).
\]
Observe that for any canonical family \( \{u_y\} \) one has
\[
2E(u_y) = \int_M |du_y|_g^2 dv_g \leq n \frac{2}{\pi} \int_M |du_y|_g^n dv_g \frac{2}{\pi} \text{Vol}(M, g)^{\frac{n-2}{n}} = \]
\[
= n \left( \text{Vol}(M, (u_y)^*g_{\mathbb{S}^k}) \right)^{\frac{2}{n}} \text{Vol}(M, g)^{\frac{n-2}{n}},
\]
where we first used Hölder inequality and then conformality of $u_y$. Taking the supremum over $y$ and then the infimum over all canonical families suggests the following inequality

$$2\mathcal{E}_k(M, g) \leq n \left( V_c(k, M, [g]) \right)^{\frac{2}{n}} \text{Vol}(M, g)^{\frac{n-2}{n}}. \tag{4.13}$$

However, note that the canonical family is only weakly continuous, so one can not use it directly in the definition of $\mathcal{E}_k(M, g)$. Nevertheless, a mollification procedure similar to that employed in the proof of Lemma 2.2 (see also [KS20, Proposition 3.3]) yields inequality (4.13). Combining Proposition 4.10 with (4.13) we obtain

$$V_1(M, g) \leq 2\mathcal{E}_k(M, g) \leq n \left( V_c(k, M, [g]) \right)^{\frac{2}{n}} \text{Vol}(M, g)^{\frac{n-2}{n}}. \tag{4.14}$$

which together with Theorem 4.11 gives the inequality in Theorem 1.6.

To study the equality case, assume that there is a minimal immersion $u: M \to \mathbb{S}^k$ such that $u^*g_{\mathbb{S}^k} \in [g]$, in particular,

$$V_c(k, M, [g]) \leq \text{Vol}(M, u^*g_{\mathbb{S}^k}).$$

Assume that there exists an admissible signed measure $\xi$ with $\nu_2(M, g, \xi) \geq 0$ such that there is an equality

$$\xi(M) = n \left( \text{Vol}(M, u^*g) \right)^{\frac{2}{n}} \text{Vol}(M, g)^{\frac{n-2}{n}} = 2\mathcal{E}_k(M, g).$$

Hersch’s trick implies that there exists $u_y$ in the canonical family of $u$ such that components of $u$ are orthogonal to a $\nu_1(M, g, \xi)$-eigenfunction. Similarly to (4.11) one obtains

$$\xi(M) \leq 2E_g(u_y)$$

with equality only if $\nu_2(\xi) = 0$. Combining with (4.12) one obtains

$$2\mathcal{E}_k(M, g) = \xi(M) \overset{\text{\(1\)}}{\leq} 2E_g(u_y) \overset{\text{\(2\)}}{\leq} n \left( \text{Vol}(M, (u_y)^*g_{\mathbb{S}^k}) \right)^{\frac{2}{n}} \text{Vol}(M, g)^{\frac{n-2}{n}} \overset{\text{\(3\)}}{\leq} n \left( \text{Vol}(M, u^*g_{\mathbb{S}^k}) \right)^{\frac{2}{n}} \text{Vol}(M, g)^{\frac{n-2}{n}} = 2\mathcal{E}_k(M, g).$$

In particular, all inequalities are equalities. Equality in (1) implies that $u_y$ is a harmonic map of spectral index 1 and $\xi = |du_y|^2_g dv_g$. Equality in (2) (or, equivalently, (4.12)) implies that $|du_y|^2_g$ is constant and, in particular, $\xi = b dv_g$ for some $b \in \mathbb{R}$. Thus, $u_y$ is a conformal harmonic map with constant energy density, therefore, a minimal immersion such that $g = a(u_y)^*g_{\mathbb{S}^k}$. Since $\text{ind}_{\mathbb{S}^k}(u_y) = 1$, components of $u_y$ are the first eigenfunctions. If $(M, [g]) \neq (\mathbb{S}^k, [g_{\mathbb{S}^k}])$ and $u \neq G_y'$ for some conformal automorphism $G_y'$, then equality in (3) implies $y = 0$. Otherwise, $u_y = G_y''$ for some $y''$ and the equality statement in Theorem 1.6 follows.
4.6. Critical potentials. In this section we collect results on critical points of functionals associated with the optimization problems studied above. The techniques of the proofs are standard and go back to the papers [Na96, ESI08, FS12]. We also make use of computations in [KM22] which allow for a concise proof.

Definition 4.12. Let \( 0 < \beta \in C^\infty(M) \). We say that \( \beta \) is a critical density for the functional

\[
F_m(\beta) = \lambda_m(\beta) \int_M \beta \, dv_g
\]

if for any smooth deformation \( \beta(t) > 0, \beta(0) = \beta, \ t \in (-\varepsilon, \varepsilon) \) one has

\[
F_m(\beta(t)) \leq F_m(\beta) + o(t) \quad \text{or} \quad F_m(\beta(t)) \geq F_m(\beta) + o(t)
\]

as \( t \to 0 \).

Proposition 4.13. Let \( 0 < \beta \in C^\infty(M) \) be a critical density for the functional (4.15). Then there exists a smooth harmonic map \( u : (M, g) \to S^k \) such that \( \lambda_m(\beta) \beta = |du|_g^2 \) and the components of \( u \) are \( \lambda_m(\beta) \)-eigenfunctions. In particular, \( \text{ind}_{S^k}(u) \leq m \).

Conversely, let \( u : (M, g) \to S^k \) be a smooth harmonic map. Then \( |du|_g^2 \) is a critical density for the functional (4.15) with \( m = \text{ind}_{S^k}(u) \).

Proof. The general strategy of the proof for such results is the same. For a smooth deformation \( \beta(t) \) one first computes the derivative of (4.15) at a generic point \( t \). For critical \( \beta \) the derivative at \( t = 0 \) usually does not exist, but one can use criticality to show that a certain quadratic form \( A(\beta'(0)) \) on \( \lambda_m(\beta) \)-eigenspace is sign indefinite for all \( \beta'(0) \). After that, an application of Hahn-Banach separation theorem yields a quadratic relation between elements of the eigenspace.

For the functional (4.15), this was essentially carried out in [KM22], where the same functional is considered on a larger space: namely, the metric \( g \) is also allowed to vary in the conformal class. In particular, the computation in the proof of [KM22, Theorem 8] gives that if \( \int_M \beta'(0) \, dv_g = 0 \), then the quadratic form

\[
A(\beta'(0))[\phi, \psi] = -\lambda_m(\beta) \int_M \beta'(0) \phi \psi \, dv_g
\]

is sign indefinite. Combining with [KM22, Lemma 1], we deduce existence of \( \lambda_m(\beta) \)-eigenfunctions \( u_1, \ldots, u_{k+1} \) such that \( \sum_{i=1}^{k+1} (u_i)^2 = 1 \). Setting \( u = (u_1, \ldots, u_{k+1}) \) one has

\[
0 = \frac{1}{2} \Delta_g |u|^2 = \lambda_m(\beta) |u|^2 - |du|_g^2,
\]

which shows that \( \lambda_m(\beta) \beta = |du|_g^2 \). Since \( \beta \) is smooth, \( u \) is smooth and, furthermore,

\[
\Delta_g u = \lambda_m(\beta) \beta u = |du|_g^2 u,
\]

i.e. \( u \) is a smooth harmonic map.
The proof of the converse is by now standard, we refer to [KM22] for details.

We state the analogous theorem for potentials. This formulation has an advantage that there is no restriction on the sign of potential and, for example, can be used to study the functional \((4.15)\) for \(\beta \geq 0\). Note that the definition of a critical potential has to be modified due to the fact that the space \(P_m\) is much more complicated than \(C^\infty(M)\), so one has to allow one-sided deformations.

**Definition 4.14.** Let \(V \in C^\infty(M) \cap P_m\). We say that \(V\) is a critical potential for the functional

\[(4.17)\]

\[V \mapsto \int_M V \, dv_g\]

in \(P_m \cap C^\infty(M)\) if for any smooth deformation \([0, \epsilon) \ni t \mapsto V(t) \in P_m \cap C^\infty(M)\) with \(V(0) = V\), one has

\[(4.18)\]

\[\int V(t) \, dv_g \leq \int V \, dv_g + o(t)\]

as \(t \to 0^+\).

**Remark 4.15.** By considering the deformation \(V(t) = V - t\), it is easy to see that the opposite of the inequality in \((4.18)\) can never be enforced for arbitrary deformations in \(P_m\).

**Proposition 4.16.** Let \(V \in P_m \cap C^\infty(M)\) be a smooth potential critical for the functional \((4.17)\) in \(P_m \cap C^\infty(M)\). Then there exists a smooth harmonic map \(u: (M, g) \to S^k\) such that \(|du|^2_g = V\) and \(\nu_m(V) = 0\). In particular, \(\text{ind}_S(u) \leq m\).

Conversely, let \(u: (M, g) \to S^k\) be a smooth harmonic map. Then \(|du|^2_g \in P_{\text{ind}_S(u)} \cap C^\infty(M)\) is a critical potential for the functional \((4.17)\) in \(P_{\text{ind}_S(u)} \cap C^\infty(M)\).

**Proof.** Let \(V \in P_m \cap C^\infty(M)\) be critical. If \(\nu_m(V) > 0\), then the deformation \(V(t) = V + t \in P_m \cap C^\infty(M)\) for small \(t > 0\). For this deformation, condition \((4.18)\) is not satisfied and, thus, \(\nu_m(V) = 0\).

Let \(W \in C^\infty(M)\) be such that \(\int W \, dv_g = 0\). Consider the deformation \(V(t) = V + tW\) for \(0 \leq t < 0\). Let

\[\nu_{i-1}(V) < 0 = \nu_i(V) = \ldots = \nu_m(V) = \ldots = \nu_{i+p}(V) < \nu_{i+p+1}(V),\]

so that \(\nu_m(V)\) has multiplicity \(p + 1\). An application of Rellich-Kato perturbation theory [Kat13] (or [GNS16, Lemma 3.2]) yields the following expressions for \(j = 0, \ldots, p\)

\[\nu_{i+j}(V(t)) = \gamma_j t + o(t),\]

where \(\gamma_j\) are eigenvalues of the quadratic form \(A(W)\) on \(\nu_m(V)\)-eigenspace

\[(4.19)\]

\[A(W)[\phi, \psi] = -\int_M W \phi \psi \, dv_g\]
arranged in the increasing order. If \( A(W) > 0 \), then for some small \( \delta > 0 \) one has \( A(W + \delta) > 0 \) and, as a result, \( V + t(W + \delta) \in \mathcal{P}_m \) for small \( t > 0 \). But

\[
\int_M V + t(W + \delta) \, dv_g = \int_M V \, dv_g + t \, \text{Vol}(M, g) > \int_M V + o(t),
\]

which contradicts \([4.18]\). If \( A(W) < 0 \), then \( A(-W) > 0 \) and the same argument yields a contradiction. Thus, \( A(W) \) is sign indefinite and the same application of Hahn-Banach separation theorem as in the proof of Proposition \([4.13]\) yields the existence of \( \nu_m(V) \)-eigenfunctions \( u_1, \ldots, u_{k+1} \) such that \( \sum_{i=1}^{k+1} (u_i)^2 = 1 \). Setting \( u = (u_1, \ldots, u_{k+1}) \) one has

\[
0 = \frac{1}{2} \Delta_g(|u|^2) = V|u|^2 - |du|^2_g,
\]

which shows that \( V = |du|^2_g \). Since \( V \) is smooth, \( u \) is smooth and, furthermore,

\[
\Delta_g u = Vu = |du|^2_g u,
\]

i.e. \( u \) is a smooth harmonic map.

For the converse, let \( u \) be a harmonic map and let \( V = |du|^2_g \). This implies that the form \( A(W) \) is sign indefinite for all \( W \) such that \( \int_M W \, dv_g = 0 \). Assume \( V \) is not critical in \( \mathcal{P}_{\text{ind}} S(u) \). Then there exists a deformation \( V(t) \) such that

\[
a = \frac{1}{\text{Vol}(M, g)} \int_M V'(0) \, dv_g > 0
\]

and \( V(t) \in \mathcal{P}_{\text{ind}} S(u) \). The latter implies that \( A(V'(0)) \geq 0 \), therefore, \( A(V'(0) - a) = A(V'(0)) + aI > 0 \). At the same time, \( \int V'(0) - a \, dv_g = 0 \) and, thus, \( A(V'(0) - a) \) has to be sign indefinite, a contradiction.

For the remainder of this section \( M \) has non-empty boundary and we study critical points of optimization problems associated with Examples \([4.4]\) and \([4.5]\). It turns out that they correspond to free boundary harmonic maps to the unit ball \( \mathbb{B}^{k+1} \), similarly to the situation for Steklov eigenvalues on surfaces, see \([FS12, KM22]\).

**Definition 4.17.** A smooth map \( u: (M, g) \to \mathbb{B}^{k+1} \) is called **free boundary harmonic** if \( u^{-1}(\mathbb{S}^k) = \partial M \), \( \Delta_g u = 0 \) in the interior of \( M \) and \( \partial_n u \perp \mathbb{S}^k \).

Equivalently, \( u \) is a free boundary harmonic map if components of \( u \) are eigenfunctions of the problem

\[
\begin{cases}
\Delta_g f = \nu f & \text{in } M; \\
\partial_n f = |\partial_n u| f & \text{on } \partial M
\end{cases}
\]

with eigenvalue \( \nu = 0 \). Note that this is exactly the problem from Example \([4.3]\) with \( v = |\partial_n u| \). We say that \( \text{ind}_S(u) = m \) if \( |\partial_n u| \in \mathcal{P}_{m+1}^\partial \setminus \mathcal{P}_m^\partial \), i.e.
\[ \nu_m(\partial_n u) < \nu_{m+1}(\partial_n u) = 0. \]

Similarly, \( u \) is a free boundary harmonic map if components of \( u \) are eigenfunctions of the problem

\[
\begin{cases}
\Delta_g f = 0 & \text{in } M; \\
\partial_n f = \sigma |\partial_n u| f & \text{on } \partial M
\end{cases}
\]

with eigenvalue \( \sigma = 1 \). This is exactly the problem from Example 4.4 with \( \rho = |\partial_n u| \). Then \( \text{ind}_S(u) = m \) iff \( \sigma_m^{-1}(|\partial_n u|) < \sigma_m(|\partial_n u|) = 1 \).

The following definition is analogous to Definition 4.12.

**Definition 4.18.** Let \( 0 < \rho \in C^\infty(\partial M) \). We say that \( \rho \) is a critical density if for any smooth deformation \( \rho(t) > 0, \rho(0) = \rho, t \in (-\varepsilon, \varepsilon) \) one has

\[
G_m(\rho(t)) \leq G_m(\rho) + o(t) \quad \text{or} \quad G_m(\rho(t)) \geq G_m(\rho) + o(t)
\]

as \( t \to 0 \).

**Proposition 4.19.** Let \( 0 < \rho \in C^\infty(\partial M) \) be a critical point of the functional (4.20). Then there exists a smooth free boundary harmonic map \( u : (M, g) \to \mathbb{R}^{k+1} \) and a positive constant such that

\[
\sigma_m(\rho) \rho = |\partial_n u| \quad \text{and} \quad \text{the components of } u \text{ are } \sigma_m(\rho)-\text{eigenfunctions. In particular, } \text{ind}_S(u) \leq m.
\]

Conversely, let \( u : (M, g) \to \mathbb{R}^{k+1} \) be a smooth free boundary harmonic map. Then \( |\partial_n u| \) is a critical point of the functional (4.20) with \( m = \text{ind}_S(u) \).

**Proof.** The proof is similar to that of Proposition 4.13. The computation in the proof of [KM22, Theorem 9] gives that the quadratic form

\[
B(\rho'(0))[\phi, \psi] = -\sigma_m(\rho) \int_{\partial M} \rho'(0) \phi \psi \, ds_g
\]

on \( \sigma_m(\rho) \)-eigenspace is sign indefinite as long as \( \int_{\partial M} \rho'(0) \, ds_g = 0 \). Combining with [KM22, Lemma 1] we deduce the existence of \( \sigma_m(\rho) \)-eigenfunctions \( u_1, \ldots, u_{k+1} \) such that \( \sum_{i=1}^{k+1} (u_i)^2 = 1 \) on \( \partial M \). Setting \( u = (u_1, \ldots, u_{k+1}) \) one has \( \Delta_g(|u|^2) = -2|\partial u|^2 \leq 0 \), therefore, by the maximum principle \( |u| \leq 1 \) with equality only on \( \partial M \). Furthermore, \( \partial_n u = \sigma_m(\rho) \rho u = |\partial_n u| u \), so \( u \) is a free boundary harmonic map and \( \sigma_m(\rho) \rho = |\partial_n u| \).

Finally, we state the corresponding result for potentials.

**Definition 4.20.** Let \( v \in C^\infty(\partial M) \). We say that \( v \) is a critical potential for the functional

\[
v \mapsto \int_M v \, ds_g
\]
in \( \mathcal{P}_m^\partial \cap C^\infty(\partial M) \) if for any smooth deformation \( v(t) \in \mathcal{P}_m^\partial \cap C^\infty(\partial M) \), \( v(0) = v \), \( 0 \leq t < \varepsilon \) one has
\[
\int v(t) \, ds_g \leq \int v \, dv_g + o(t)
\]
as \( t \to 0^+ \).

**Proposition 4.21.** Let \( v \in \mathcal{P}_m^\partial \) be a smooth potential critical for the functional (4.21) in \( \mathcal{P}_m^\partial \). Then there exists a smooth free boundary harmonic map \( u: (M, g) \to B_{k+1}^\partial \) such that
\[
|\partial_n u| = v \quad \text{and} \quad \nu_m(v) ds_g = 0.
\]
In particular, \( \text{ind}_{S(u)} \leq m \).

Conversely, let \( u: (M, g) \to B_{k+1} \) be a smooth free boundary harmonic map. Then \( |\partial_n| \in \mathcal{P}_{\text{ind}_S(u)}^\partial \) is a critical potential for the functional (4.21) in \( \mathcal{P}_{\text{ind}_S(u)}^\partial \).

**Proof.** The proof is completely analogous to the proof of Proposition 4.16. The only difference is in the expression for the quadratic form (4.19). For deformations \( v(t) \) the eigenvalues \( \nu_m(v) ds_g \) change according to the eigenvalues of
\[
B(v'(0))[\phi, \psi] = -\int_{\partial M} v'(0) \phi \psi \, ds_g.
\]
The same argument yields the fact that \( B \) is sign indefinite as long as \( \int_{\partial M} v'(0) \, ds_g = 0 \). One then concludes the existence of eigenfunctions \( u_1, \ldots, u_{k+1} \) such that \( \sum_{i=1}^{k+1} (u_i)^2 = 1 \) on \( \partial M \). The end of the proof is the same as in Proposition 4.19. \( \square \)

**Remark 4.22.** The last two results suggest that it should be possible to develop existence theory for free boundary harmonic maps along the lines of what is done in Sections 2 and 3.

5. Appendix

5.1. **Properties of the distance function to a submanifold** \( N \subset \mathbb{R}^L \).
As in Section 2 let \( N^k \) be a closed manifold of dimension \( k \) embedded isometrically \( N \subset \mathbb{R}^L \) in the Euclidean space \( \mathbb{R}^L \). Let \( U = B_{B_0}(N) \subset \mathbb{R}^L \) be a tubular neighborhood on which the nearest-point projection
\[
\Pi_N: U \to N
\]
is smooth, and for every \( x \in U \), denote by \( P(x), P^\perp(x) \in \text{End}(\mathbb{R}^L) \) the projections
\[
P(x) := P_{\Pi(x)}N \quad \text{onto} \quad T_{\Pi(x)}N
\]
(viewing \( T_{\Pi(x)}N \) as a subspace of \( \mathbb{R}^L \)) and
\[
P^\perp(x) = I - P(x).
\]
For \( x \in N \), denote by \( \Pi_N(x) \in \text{Sym}^2(TN) \otimes T^\perp N \) the second fundamental form
\[
\Pi_N(x)(X, Y) := (D_X Y)^\perp \quad \text{for} \quad X, Y \in \Gamma(TN),
\]
and for general $x \in U$, denote by $B(x) \in \text{Sym}^2(\mathbb{R}^L) \otimes \mathbb{R}^L$ the tensor
\[ B(x)(X,Y) := \Pi_N(\Pi_N(x))(P(x)X, P(x)Y). \]

Since the nonlinear potential term in the energies $E_\epsilon$ defined in Section 2 coincides with the smooth function $\frac{1}{2}d_N^2$ in a neighborhood of $N$, it will be useful for us to record the following estimate for $\text{Hess}(d_N^2)$. The following proposition is proved in [Man13, Propositions 3.3, 3.5].

**Lemma 5.1** (Mantegazza [Man13]). There is a constant $C(N)$ such that on the tubular neighborhood $U = B_{b_0}(N)$,
\[
\left| \text{Hess} \left( \frac{1}{2}d_N^2 \right) (x)(X,Y) - \langle X, P^1(x)Y \rangle + d_N(x)(B(x)(X,Y), \nabla d_N(x)) \right| \\
\leq C d_N^2(x)|X||Y|
\]
for any $x \in U$ and $X, Y \in \mathbb{R}^L$.

### 5.2. Proofs of monotonicity and small energy regularity for the Ginzburg-Landau approximation.

The energy monotonicity and small energy regularity results for functionals like those defined in Section 2.1 above are well known to experts (see in particular [CSS9]), but since it is somewhat difficult to find a complete, correct proof for the small energy regularity statement in the literature, we include the arguments below for the reader’s convenience.

**Lemma 5.2.** Let $u: M \to \mathbb{R}^L$ be a critical point for $E_\epsilon$. Then on geodesic balls $B_r(p)$ of radius $r < \text{inj}(M)$, we have
\[
\frac{d}{dr} \left( e^{Cr^2} r^{2-n} \int_{B_r(p)} e_\epsilon(u) \right) \geq e^{Cr^2} r^{2-n} \left( \int_{\partial B_r(p)} \left| \frac{\partial u_\epsilon}{\partial \nu_p} \right|^2 + \frac{2}{r} \int_{B_r(p)} \frac{W(u_\epsilon)}{\epsilon^2} \right),
\]
where $\nu_p$ denotes the gradient of the distance function $d_p$ to $p$, and $C = C(n,k)$ is a constant depending on the geometry of $(M,g)$ only through the dimension $n = \dim M$ and a sectional curvature bound $k \geq |\text{Sec}_M|$.  

**Proof.** The map $u: M \to \mathbb{R}^L$ is a critical point for $E_\epsilon$ if and only if it satisfies (2.6), and it is straightforward to check that the two-tensor
\[ T_\epsilon(u) := e_\epsilon(u_\epsilon)g - du_\epsilon^*du_\epsilon \]
must be divergence-free for any map $u$ solving (2.6), where we’ve set
\[ e_\epsilon(u) := \frac{1}{2}|du|^2 + \frac{W(u)}{\epsilon^2}. \]

Pairing the condition $\text{div}(T_\epsilon(u)) = 0$ against the vector field $X(p) = \frac{1}{2}\nabla d_p^2$ on a small geodesic ball $B_r(p)$, one finds
\[ \int_{B_r(p)} \langle T_\epsilon(u), DX \rangle = \int_{\partial B_r(p)} T_\epsilon(u)(X, \nu_p) = r \int_{\partial B_r(p)} T_\epsilon(u)(\nu_p, \nu_p). \]

It follows from the Hessian comparison theorem for the distance function $d_p$ that $|DX - g| \leq Cd_p^2$ for some constant $C(n,k)$ depending only on $n =
Lemma 5.3. There exists a constant \( \eta_0(N, n, k) > 0 \) depending only on the target manifold \( N \subset \mathbb{R}^L \), the dimension \( n = \text{dim} \, M \), and a sectional curvature bound \( |\text{Sec}_M| \leq k \), such that if \( u : B_r(p) \to N \) solves (2.6) on a ball \( B_{2r}(p) \subset M \) with \( 2r < \min\{\text{inj}(M, g), 1\} \), and
\[
 r^2 E_\epsilon(u; B_{2r}(p)) < \eta_0,
\]
then \( r^2 e_\epsilon(u) \leq 1 \) on \( B_{r/2}(p) \).

Proof. Here we follow essentially the same argument as in [CS89], taking care in our computations to avoid some minor errors introduced in that paper. Note first that for solutions of (2.6), the Bochner formula gives
\[
-d^* d e_\epsilon(u) = \langle \text{Hess}(u)^2 + \langle \text{Ric}(g), du^* du \rangle - \langle du, d\Delta u \rangle + \text{div} \left( \frac{D_j W(u)}{\epsilon^2} du^j \right) \rangle - \langle \text{Ric}(g), du^* du \rangle + 2 \epsilon^{-2} D^2_{ij} W(u) \langle du^i, du^j \rangle + \frac{|\text{D} W(u)|^2}{\epsilon^4}.
\]
By Lemma 5.1, we know that
\[
\text{Hess}(d_N^2) \geq -C(N) d_N g_{\mathbb{R}^L}
\]
as quadratic forms on a tubular neighborhood of \( N \subset \mathbb{R}^L \), so since \( W(u) = \frac{1}{2} d_N(u)^2 \) where \( d_N(u) \leq \delta_0/2 \), it follows that
\[
D^2 W(u) \geq -C(N) |\text{D} W(u)| g_{\mathbb{R}^L} \text{ where } d_N(u) \leq \delta_0/2,
\]
and it is straightforward to check that
\[
|D^2 W(u)| \leq C(N) W(u) \text{ where } d_N(u) \geq \delta_0/2,
\]
so that
\[
D^2 W(u) \geq -C(N) (|\text{D} W(u)| + W(u)) g_{\mathbb{R}^L}
\]
holds for any value of \( u \).
Using (5.1) and a simple application of Young’s inequality, we see that
\[ 2\epsilon^{-2} D_{ij}^2 W(u) + \frac{|DW(u)|^2}{\epsilon^4} \geq \]
\[ \geq -C(N)\epsilon^{-2} |W(u)|^2 + \frac{|DW(u)|^2}{\epsilon^4} \]
\[ \geq -C(N)^2 |W(u)|^2 - \frac{|W(u)|^2}{\epsilon^4} \]
\[ \geq -C(N)^2 |W(u)|^2 - \frac{|W(u)|^2}{\epsilon^4} \geq -C'(N)e_\epsilon(u)^2. \]

Returning to the Bochner identity computation, we arrive at the following estimate.
(5.2) \[ -d^* de_\epsilon(u) \geq -C(n,k)e_\epsilon(u) - C(N)e_\epsilon(u)^2. \]

Now, define \( \psi \in C_0^1(B_r(p)) \) by
\[ \psi(x) := \text{dist}(x, \partial B_r(p))^2 e_\epsilon(u)(x), \]
and suppose \( \psi \) achieves its max at \( x_0 \in B_r(p) \). Setting \( \sigma_0 := \text{dist}(x_0, \partial B_r(p))/2 < 1 \), observe that
\[ \text{dist}(x, \partial B_r(p)) \geq \text{dist}(x_0, \partial B_r(p)) - \sigma_0 \geq \frac{1}{2} \text{dist}(x_0, \partial B_r(p)) \]
for all \( x \in B_{\sigma_0}(x_0) \), and consequently
\[ e_\epsilon(u)(x) = \frac{\psi(x)}{\text{dist}(x, \partial B_r(p))^2} \leq \frac{4\psi(x)}{\text{dist}(x_0, \partial B_r(p))^2} \leq \frac{4\psi(x_0)}{\text{dist}(x_0, \partial B_r(p))^2} \leq 4e_\epsilon(u)(x_0) \]
for all \( x \in B_{\sigma_0}(x_0) \). In particular, on the ball \( B_{\sigma_0}(x_0) \), it follows from (5.2) that
(5.3) \[ \Delta e_\epsilon(u) \leq C(n,k)e_\epsilon(u) + C(N)e_\epsilon(u)(x_0)e_\epsilon(u). \]

Next, for any smooth function \( f \in C^\infty(M) \), standard computations give
\[ \frac{d}{ds} \left( s^{1-n} \int_{\partial B_s(x_0)} f \right) = \]
\[ = s^{1-n} \int_{\partial B_s(x_0)} f(-\Delta x_0) + (1-n)s^{-n} \int_{\partial B_s(x_0)} f - s^{1-n} \int_{B_s(x_0)} \Delta f \]
\[ = -s^{1-n} \int_{B_s(x_0)} \Delta f + s^{1-n} \int_{\partial B_s(x_0)} \left( \frac{1-n}{d_{x_0}} \Delta d_{x_0} \right), \]
while the Hessian comparison theorem gives
\[ \frac{1-n}{d_{x_0}} - \Delta d_{x_0} \geq -C(n,k), \]
so that we arrive at the mean value inequality
(5.4) \[ \frac{d}{ds} \left( s^{1-n} \int_{\partial B_s(x_0)} f \right) \geq -s^{1-n} \int_{B_s(x_0)} \Delta f - C(n,k)s^{1-n} \int_{\partial B_s(x_0)} f. \]
In particular, taking \( f = e_\epsilon(u) \) and applying \( (5.3) \) gives
\[
\frac{d}{ds} \left( s^{1-n} \int_{\partial B_s(x_0)} e_\epsilon(u) \right) \geq -C(N, n, k)(1 + e_\epsilon(u)(x_0))s^{1-n} \int_{\partial B_s(x_0)} e_\epsilon(u) - C(n, k)s^{1-n} \int_{\partial B_s(x_0)} e_\epsilon(u)
\]
for all \( s \in [0, \sigma_0] \).

For a suitable constant \( C = C(N, n, k) \), it follows that
\[
\frac{d}{ds} \left( s^{1-n} e^{Cs \int_{\partial B_s(x_0)} e_\epsilon(u)} \right) \geq -C[1 + e_\epsilon(u)(x_0)]s^{1-n} \int_{\partial B_s(x_0)} e_\epsilon(u)
\]
for all \( s \in [0, \sigma_0] \). Note, moreover, that for \( s \in [0, \sigma_0] \) we have
\[
s^{1-n} \int_{B_s(x_0)} e_\epsilon(u) \leq \left( s^{-n} \int_{B_s(x_0)} e_\epsilon(u) \right)^{1/2} \left( s^{2-n} \int_{B_s(x_0)} e_\epsilon(u) \right)^{1/2} \\
\quad \leq 4e_\epsilon(u)(x_0) \leq 2(e_\epsilon(u)(x_0))^{1/2} \left( s^{2-n} \int_{B_s(x_0)} e_\epsilon(u) \right)^{1/2}
\]
(since \( e_\epsilon(u) \leq 4e_\epsilon(u)(x_0) \)).

At the same time, by Lemma \( 5.2 \) we have
\[
s^{2-n} \int_{B_s(x_0)} e_\epsilon(u) \leq C'(n, k)r^{2-n} \int_{B_r(x_0)} e_\epsilon(u) \leq C'(n, k)r^{2-n} E_\epsilon(u; B_{2r}(p)).
\]
Thus, assuming that
\[
(5.5) \quad r^{2-n} E_\epsilon(u; B_{2r}(p)) < \eta,
\]
we can combine the estimates above to arrive at an inequality of the form
\[
\frac{d}{ds} \left( s^{1-n} e^{Cs \int_{\partial B_s(x_0)} e_\epsilon(u)} \right) \geq -C(N, n, k)[1 + e_\epsilon(u)(x_0)]e_\epsilon(u)(x_0)^{1/2} \eta^{1/2}
\]
for all \( s \in [0, \sigma_0] \).

In particular, for any \( \sigma \in [0, \sigma_0] \), upon integrating the preceding inequality over \( s \in [0, \sigma] \), we see that
\[
e_\epsilon(u)(x_0) \leq C\sigma^{-n}E_\epsilon(u; B_\sigma(x_0)) + C\sigma\eta^{1/2}[1 + e_\epsilon(u)(x_0)]/\sqrt{e_\epsilon(u)(x_0)} \\
\quad \leq C_0(N, n, k) \cdot \left( \sigma^{-2}\eta + \sigma\eta^{1/2}[1 + e_\epsilon(u)(x_0)]/\sqrt{e_\epsilon(u)(x_0)} \right).
\]

Multiplying through by \( \sigma^2 \) and setting \( \beta(\sigma) := \sigma^2 e_\epsilon(u)(x_0) \), we can rewrite this estimate as
\[
(5.6) \quad \beta(\sigma) \leq C_0 \cdot \left( \eta + \eta^{1/2}[\sigma^2 + \beta(\sigma)]/\sqrt{\beta(\sigma)} \right)
\]
Recall that
\[
\beta(\sigma_0) = \sigma_0^2 e_\epsilon(u)(x_0) = \frac{1}{4} \max_{x \in B_r(p)} \text{dist}(x, \partial B_r(p))^2 e_\epsilon(u)(x),
\]
so to complete the proof of the theorem, it suffices to show that

$$\beta(\sigma_0) = \sigma_0^2 e_\epsilon(u)(x_0) \leq 1/16$$

provided $\eta$ is sufficiently small. Indeed, if we assume that $\beta(\sigma_0) > 1/16$, then there must be some $\sigma \in (0, \sigma_0)$ for which

$$\beta(\sigma) = \sigma^2 e_\epsilon(u)(x_0) = 1/16.$$ At this $\sigma \in (0, \sigma_0) \subset (0, 1)$, the inequality (5.6) gives

$$\frac{1}{16} \leq C_0 \left( \eta + \eta^{1/2} \left( 1 + \frac{1}{16} \right) \right),$$

but clearly this cannot hold for $\eta < \eta_0(N, n, k)$ given by $C_0 \left( \eta_0 + \eta_0^{1/2} \right) = 1/100$. This completes the proof.

Remark 5.4. Examining the proof of Lemma 5.3, one sees that just two properties of $e_\epsilon(u)$ play an essential role: the elliptic inequality (5.2) and the energy monotonicity stated in Lemma 5.2. Using the same proof, one can likewise argue that for any nonnegative function $0 \leq f \in C^\infty(M)$ satisfying

$$\frac{d}{dr} \left( e^{A_1 r^2} r^{2-n} \int_{B_r(p)} f \right) \geq 0$$

and

$$d^* df \leq A_2(f + f^2)$$
on $M$ for some constants $A_1, A_2$, there exists $\eta_0(M, A_1, A_2) > 0$ such that if

$$r^{2-n} \int_{B_{2r}(p)} f < \eta_0$$

for some $2r < \min\{\text{inj}(M, g), 1\}$, then

$$\|f\|_{L^\infty(B_{r/2}(p))} \leq 1/r^2.$$ 5.3. Universal lower bound on the energy of sphere-valued harmonic maps. In this subsection we prove the following proposition, which is needed for the proof of Lemma 3.6.

Proposition 5.5. For any closed Riemannian manifold $(M^n, g)$, there exists a positive constant $\beta(M) > 0$ such that

$$E(u) \geq \beta$$

for any nonconstant harmonic map $u : M \to \mathbb{S}^k$ to the unit sphere of any dimension $k \in \mathbb{N}$.

The main ingredient needed to prove the proposition is the following simple lemma, observing that the constants in a simplified version of the small energy regularity theorem for sphere-valued harmonic maps—originally proved in [Ev91]—do not depend on the dimension $k$ of the target sphere $\mathbb{S}^k$. 
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Lemma 5.6. On a closed Riemannian manifold \((M^n, g)\), there exist constants \(\beta_0(M) > 0\) and \(C(M) < \infty\) such that if \(u: M \to \mathbb{S}^k\) is a harmonic map to the unit sphere of any dimension \(k \in \mathbb{N}\) of energy

\[ E(u) < \beta_0, \]

then

\[ \|du\|_{L^\infty(M)}^2 < CE(u). \]

Proof. Recall that for sphere-valued harmonic maps \(u: M \to \mathbb{S}^k\), the Bochner identity gives

\[ -\frac{1}{2} d^* d|du|^2 = |\text{Hess}(u)|^2 + \langle \text{Ric}_M, du^* du \rangle - |du|^4, \]

so in particular we have the inequality

\[ d^* d|du|^2 \leq C_M (|du|^2 + |du|^4), \]

where the dimension \(k\) of the target sphere \(\mathbb{S}^k\) plays no role. Likewise, the standard monotonicity identity for harmonic maps gives

\[ \frac{d}{dr} \left( e^{C_M r^{2-n} \int_{B_r(p)} |du|^2} \right) \geq 0, \]

where, as in Lemma 5.2, the constant \(C = C_M\) depends only on the dimension \(n\) and curvature bounds of the domain manifold \((M^n, g)\).

In particular, per Remark 5.4 setting \(\delta_M = \text{inj}(M)/2\), it follows that there exists some \(\eta_0(M) < 0\) independent of \(k\) such that if

\[ \delta^{2-n} \int_{B_{2\delta}(p)} |du|^2 < \eta_0, \]

then

\[ \|du\|_{L^\infty(B_{\delta/2}(p))} \leq 1/\delta. \]

Thus, if

\[ E(u) < \beta_0, \]

where \(\beta_0 := \frac{1}{2} \delta_M^{-2} \eta_0\), then we can apply the preceding estimate on the ball \(B_{2\delta}(p)\) of radius \(2\delta_M = \text{inj}(M)\) at every point \(p \in M\), obtaining

\[ \|du\|_{L^\infty(M)} \leq C(M) = 1/\delta_M. \]

Returning to the Bochner formula for \(|du|\) and estimating \(|du|^4 \leq C_M |du|^2\), we deduce that if \(E(u) < \beta_0\), then

\[ dd^* |du|^2 \leq C'_M |du|^2. \]

From here, we may apply the mean value inequality (5.4) with \(f = |du|^2\) to see that for any \(x_0 \in M\) and \(s \in (0, \text{inj}(M))\),

\[ \frac{d}{ds} \left( s^{1-n} \int_{\partial B_s(x_0)} |du|^2 \right) \geq -C'_M s^{1-n} \int_{B_s(x_0)} |du|^2 - C_M s^{1-n} \int_{\partial B_s(x_0)} |du|^2, \]
whence
\[ \frac{d}{ds} \left( s^{1-n} e^{Cs} \int_{\partial B_s(x_0)} |du|^2 \right) \geq -Cs^{1-n} \int_{B_s(x_0)} |du|^2 \]
for a suitable constant \( C = C(M) \) still independent of \( k \). In particular, taking \( x_0 \) such that \( |du|^2(x_0) = \max_{p \in M} |du|^2(p) \), a simple application of Hölder’s inequality to the preceding estimate gives
\[ \frac{d}{ds} \left( s^{1-n} e^{Cs} \int_{\partial B_s(x_0)} |du|^2 \right) \geq -C' \left( s^{2-n} \int_{B_s(x_0)} |du|^2 \right)^{1/2} |du|(x_0), \]
while (5.9) gives
\[ s^{2-n} \int_{B_s(x_0)} |du|^2 \leq CE(u), \]
so that
\[ \frac{d}{ds} \left( s^{1-n} e^{Cs} \int_{\partial B_s(x_0)} |du|^2 \right) \geq -C' \sqrt{E(u)} |du|(x_0). \]
Choosing \( t \in [\delta_M/2, \delta_M] \) such that
\[ \int_{\partial B_t(x_0)} |du|^2 \leq \frac{2}{\delta_M} \int_{B_{\delta_M}(x_0)} |du|^2 < C'(M)E(u) \]
and integrating the preceding inequality over \( s \in [0, t] \), we find that
\[ t^{1-n} e^{Ct} \int_{\partial B_t(x_0)} |du|^2 - \text{Vol}(S^{n-1}) |du|(x_0)^2 \geq -Ct \sqrt{E(u)} |du|(x_0). \]
Rearranging and recalling that \( t \in [\delta_M/2, \delta_M] \), we obtain an estimate of the form
\[ |du|(x_0)^2 \leq C M \left( \sqrt{E(u)} |du|(x_0) + E(u) \right), \]
and by a simple application of Cauchy-Schwarz to the term \( \sqrt{E(u)} |du|(x_0) \), we arrive at an inequality of the desired form
\[ |du|^2(x_0) \leq CE(u), \]
completing the proof. \( \square \)

We can now complete the proof of Proposition 5.5.

Proof of Proposition 5.5. Let \( u : M^n \to S^k \) be a harmonic map of small energy
\[ E(u) < \beta_0, \]
where \( \beta_0 \) is the constant from Lemma 5.6 so that
\[ \|du\|_{L^\infty(M)} < CE(u). \]
Fixing any \( x_0 \in M \), it then follows that
\[ |u(x) - u(x_0)| \leq C \sqrt{E(u)} \text{dist}(x, x_0) \]
for any $x \in M$. In particular if
\[ E(u) < \beta(M) := \min\{\beta_0, (C\text{diam}(M))^{-2}\}, \]
writing $e_0 := u(x_0)$, it follows that
\[ \langle u(x), e_0 \rangle > \frac{1}{2} \]
for all $x \in M$. But it is easy to see that this forces $u$ to be constant: if $\langle u(x), e_0 \rangle > \frac{1}{2}$, integrating the harmonic map equation
\[ \Delta u = |du|^2 u \]
against the constant vector $e_0$ gives
\[ 0 = \int |du|^2 \langle u, e_0 \rangle \geq \frac{1}{2} \int_M |du|^2. \]
This completes the proof. 

\[ \square \]
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