On Plancherel’s identity for a two-dimensional scattering transform
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Abstract
We consider the $\partial$-Dirac system that Ablowitz and Fokas used to transform the defocussing Davey–Stewartson system to a linear evolution equation. The nonlinear Plancherel identity for the associated scattering transform was established by Beals and Coifman for Schwartz functions. Sung extended the validity of the identity to functions belonging to $L^1 \cap L^\infty(\mathbb{R}^2)$ and Brown to $L^2$-functions with sufficiently small norm. More recently, Perry extended to the weighted Sobolev space $H^{1,1}(\mathbb{R}^2)$ and here we extend to $H^{s,s}(\mathbb{R}^2)$ with $0 < s < 1$.
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1. Introduction
Plancherel’s identity for the Fourier transform $\hat{}$ defined initially on Schwartz functions by

$$\hat{F}(\xi) = \frac{1}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} F(x) e^{-ix \cdot \xi} \, dx,$$

states that

$$\|\hat{F}\|_2 = \|F\|_2.$$

Using the linearity of the transform, this also yields the Lipschitz continuity

$$\|\hat{F} - \hat{G}\|_2 \leq \|F - G\|_2,$$

(1)
and so the Fourier transform of Cauchy sequences are Cauchy sequences, which have limits in $L^2$. This allows us to define the transform for all $L^2$ functions and extend the identity to this larger class.

In this note we consider the two-dimensional nonlinear Fourier transform $F$ associated with the $\partial$-Dirac system, first considered by Ablowitz and Fokas [1, 12] (see the following section for the precise definition). Beals and Coifman [3–5] established Plancherel’s identity $\|F_F\|_2 = \|F\|_2$ for Schwarz functions $F$. Unlike in the linear case, the Lipschitz continuity is not an immediate consequence of the identity and so this is not enough to extend to $L^2$. Sung treated $F \in L^1 \cap L^\infty(\mathbb{R}^2)$ in [18], then Brown [9] proved the Lipschitz continuity for $L^2$-functions with a sufficiently small norm, allowing him to extend the definition of $F$ and the validity of the Plancherel identity to these functions. In [17], Perry proved a local version of the Lipschitz continuity for functions in the class $H^{s,s}$, where

$$\|F\|_{H^{s,s}} = \max\{\|F\|_{L^2(\mathbb{R}^2)}, \|D^{\frac{1}{2}} F\|_{L^2(\mathbb{R}^2)}, \|\cdot |\cdot|^s F\|_{L^2(\mathbb{R}^2)}\},$$

and $D^{\frac{1}{2}} F = \cdot |\cdot$; in Perry’s case $D^1$ can of course be replaced by the gradient. He then applied his result to the Davey–Stewartson system, as did the previously mentioned authors, proving global well-posedness in $H^{1,1}$ for the defocussing system. Indeed, the main motivation for studying this scattering problem (there are many other scattering models of course, see for example [11, 16]) is that it solves the defocussing Davey–Stewartson system in the same way as the linear nonelliptic Schrödinger equation can be solved using the Fourier transform. This was first observed by Ablowitz and Fokas [1, 12]. That there can be blow–up in the focussing Davey–Stewartson system is due to Ozawa [15].

Here we refine part of Perry’s argument, proving a substitute for the Lipschitz continuity for the functions in $H^{s,s}$ with $s \in (0, 1)$, allowing us to extend the validity of the Plancherel identity to this space.

In the following section we will recall the definition of the scattering transform and give a self-contained proof of the Plancherel identity for Schwartz functions. As in the case of the linear Fourier transform, there are slightly different conventions regarding the definition which consists of little more than changes in parameters—we use the same normalisation as Sung [18]. In the third section, we will prove the key technical lemma and recall how the arguments of Brown and Perry achieve the local Lipschitz continuity.

2. The Plancherel identity for Schwartz functions

In this section we take $q$ in the Schwartz class and start by defining the scattering solutions $u$. We then define the scattering transform $F[q]$, and prove the Plancherel identity for Schwartz functions.

As $e^{i\overline{z}/2}$ is a holomorphic function of $z \in \mathbb{C}$, the Cauchy–Riemann equations tell us that $\partial_z e^{i\overline{z}/2} = 0$, where $\partial_z = \frac{1}{2}(\frac{\partial}{\partial z_1} + i \frac{\partial}{\partial z_2})$. In order to find similar vector-valued solutions to the system

$$\partial_z \psi = Q \overline{\psi}, \quad Q = \begin{pmatrix} 0 & q \\ q & 0 \end{pmatrix},$$

we require that $\lim_{|z| \to \infty} \psi(z, k) e^{-i\overline{z}/2} \to (1, 0)$. Writing $\psi = e^{i\overline{z}/2} U$ and $e_k(z) = e^{i(kz + \overline{z_1}/2)} = e^{ikz}$, this is equivalent to solving the system

$$\begin{align*}
\partial_u u_1 &= e_{-q} q \overline{u_2} \\
\partial_u u_2 &= e_{-q} q \overline{u_1},
\end{align*}$$

where $\lim_{|z| \to \infty} u_1(z, k) \to 1$ and $\lim_{|z| \to \infty} u_2(z, k) \to 0$. 
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We first recall why the solutions to this system are unique. By writing \( v_1 = u_1 + u_2 \) and \( v_2 = u_1 - u_2 \), we can add and subtract to obtain the equivalent pair of equations
\[
\begin{align*}
\partial_z v_1 &= e^{-kq}v_1, \\
\partial_z v_2 &= -e^{-kq}v_2.
\end{align*}
\] (4) (5)

By a Liouville-type theorem (see for example [2, Theorem 8.5.1]), bounded solutions to (4) or (5) have the form
\[
v(z) = Ce^{\phi(z)}, \quad \phi \in C_0(\mathbb{C}).
\] (6)

In particular, by the linearity of the equations, bounded solutions \( v_1, v_2 \) with the same given limit at infinity are unique. By adding and subtracting we see that \( u_1, u_2 \) are also unique.

For existence we appeal to Fredholm theory. By defining the operator
\[
S_k^j[F] = \partial_z^{-1} [e^{-kq} \partial_z^{-1} [e_k q F]],
\]
we see from (3) that \( (I - S_k^j)u_1 = 1 \) and \( (I - S_k^j)u_2 = \partial_z^{-1} [e^{-kq}] \) and so it will suffice to invert \( (I - S_k^j) \) to obtain solutions. To see this, we require a number of well-known properties of the Cauchy transform. For example, by [2, Theorems 4.3.11], we have the uniform bound
\[
\|S_k^j[F]\|_{\infty} \leq C_p \|q\|_{p} \|F\|_{\infty} \leq C_s \|q\|_{H^s} \|F\|_{\infty}, \quad s > 1 - \frac{2}{p} > 0.
\]

Equicontinuity can be deduced from [2, Theorem 4.3.13], so by the Arzelà–Ascoli theorem \( S_k^j \) is a compact operator on \( L^\infty(\mathbb{R}^2) \). In order to prove that \( (I - S_k^j) \) is injective we suppose
\[
(I - S_k^j)F = 0
\]
which is equivalent to
\[
F = \partial_z^{-1} [e^{-kq} G] \quad \text{where} \quad G = \partial_z^{-1} [e^{-kq} F].
\]

By adding and subtracting to obtain an equivalent system, we can argue as in (4)–(6) to see that \( F \) is zero and so \( (I - S_k^j) \) is injective. Thus, by the Fredholm alternative, \( I - S_k^j \) can be inverted so that
\[
u_1(z, k) = (I - S_k^j)^{-1}[1](z), \quad u_2 = (I - S_k^j)^{-1} \left[ \partial_z^{-1} [e^{-kq}] \right](z),
\]
and we have obtained our scattering solutions.

We now make the simplifying assumption that \( q \) has compact support, although we will soon see that this is unnecessary using arguments due to Sung [18]. From (3) we see that \( u_1 \) and \( u_2 \) are holomorphic near infinity and so they have asymptotics given by their Laurent series;
\[
u_1(z, k) = 1 + a(k)z^{-1} + \sum_{j \geq 2} a_j(k)z^{-j},
\]
\[
u_2(z, k) = b(k)z^{-1} + \sum_{j \geq 2} b_j(k)z^{-j},
\]
for \( z \) outside a disk containing \( \text{supp}(q) \). The development combined with (3) and the Cauchy formula allows us to define the scattering transform by
\[
\mathcal{F}[q](k) := \int_{\mathbb{R}^2} e^{-kq(z)} q(z) u_1(z, k) \, dz. \tag{7}
\]

With this quantity we will be able to invert the process.

To see this, we consider \( (\partial_k \psi_1, \partial_k \psi_2) \), as functions of \( z \), which also solve (2). Note that the pair can be written as
\[
e^{i \frac{z}{2}} (\partial_k u_1, \frac{i}{2} u_2 + \partial_k u_2),
\]
and by differentiating the asymptotic series above, we see that

$$\lim_{|z| \to \infty} \left( \partial_k u_1, \frac{i}{2} u_2 + \partial_k u_2 \right) = (0, \mathcal{F}[q]).$$

(8)

Therefore, by uniqueness of solutions to (2), we have that

$$\partial_k \psi_1 = \mathcal{F}[q] \psi_2 \quad (9)$$
$$\partial_k \psi_2 = \mathcal{F}[q] \psi_1.$$  

This system takes a form similar to (2) in terms of the $\partial_k$-derivative. Indeed, writing $\phi_1 = \psi_1, \phi_2 = \psi_2$ and taking the complex conjugate of the second equation, it is equivalent to

$$\partial_k \phi = \mathcal{F} \mathcal{F}[q] \phi, \quad \mathcal{F}(\mathcal{F}[q]) = \left( \begin{array}{c} 0 \\ \mathcal{F}[q] \end{array} \right).$$

(10)

Note that the first coordinate $\phi_1 = \psi_1$ is the same for both equations (2) and (10).

By formally repeating the argument we return to the original form;

$$\partial_k \psi = \mathcal{F} \mathcal{F}[q] \psi, \quad \mathcal{F}(\mathcal{F}[q]) = \left( \begin{array}{c} 0 \\ \mathcal{F}[q] \end{array} \right).$$

(11)

This yields the inversion formula since, arguing as in (4)–(6) the function $\psi_1 + \psi_2$ is nonvanishing, and

$$q = \frac{\partial_k (\psi_1 + \psi_2)}{\psi_1 + \psi_2} = \mathcal{F} \mathcal{F}[q].$$

We remark that this formal repetition of the argument is not yet rigorous as we have not analysed the $k$-asymptotics—we cannot use Laurent series as $\mathcal{F}[q]$ does not have compact support as a function of $k$. However we now avoid the use of Laurent series, by differentiating

$$u_1 = 1 + \partial_k^{-1} [e^{-kq} \overline{u_2}],$$
$$u_2 = \partial_k^{-1} [e^{-kq} \overline{u_1}],$$
equivalent to (3), and using their first order asymptotics and uniqueness properties to prove (9) as in [18]. Indeed, by writing

$$e_k(z) u_2(z) = \partial_k^{-1} [e^{-k(\cdot - z)q} \overline{u_1}]$$
and differentiating, we obtain

$$\partial_k u_1 = \partial_k^{-1} [e^{-kq} e^{-k \partial_k} \overline{e_1 u_2}]$$
$$e^{-k} \partial_2 [e_1 u_2] = \mathcal{F}[q] + \partial_k^{-1} [e^{-kq} \overline{e_1 u_2}],$$

(12)

(13)

where, in the noncompactly supported case, $\mathcal{F}[q]$ is defined directly via the integral in (7). Differentiating under the integral can be justified using [18, Lemma A.5]. By differentiating more directly, we also have that $e^{-k} \partial_2 [e_1 u_2] = \frac{1}{2} u_2 + \partial_k u_2$ which yields (8). Then by uniqueness of solutions to (2) as before, we obtain (9) and (10).

In order to repeat the argument in (10) in the $k$ variable, with $q$ replaced by $\mathcal{F}[q]$, we need to show that $\lim_{|k| \to \infty} \phi(z, k) e^{-k z/2} \to (1, 0)$. This will follow from estimates in the next section (see the forthcoming remark 3.3). That $\mathcal{F}[q] \in L^1 \cap L^\infty$ (needed to use [2, Theorem 8.5.1] and to be sure that the integral in the definition of $\mathcal{F} \mathcal{F}[q]$ is well-defined), follows by repeated integration by parts in (7), where we write $e^{-k} = 2i \partial_k (e^{-k}) \overline{k}$ and use (3) and (6) at each iteration, generating as much decay in $|k|$ as is needed.
Plancherel’s identity then follows as usual using Fubini’s theorem and the inversion formula;
\[
\|\mathcal{F}[q]\|_2^2 = \int_{\mathbb{R}^2} \mathcal{F}[q](k) \overline{\mathcal{F}[q](k)} \, dk = \int_{\mathbb{R}^2} \frac{i}{2\pi} \int_{\mathbb{R}^2} e^{-ik(z)} q(z) \overline{u_1(z, k)} \, dz \overline{\mathcal{F}[q](k)} \, dk
\]
\[
= \int_{\mathbb{R}^2} q(z) \mathcal{F} \circ \mathcal{F}[q](z) \, dz
\]
\[
= \int_{\mathbb{R}^2} q(z) \overline{q(z)} \, dz = \|q\|_2^2.
\]
Here we use that the factor \(u_1(z, k)\) is the same when defined with respect to \(q\) or \(\mathcal{F}[q]\).

In order to extend the identity to potentials that are not in the Schwartz class, it remains to prove a substitute for the Lipschitz continuity (1).

3. Local Lipschitz continuity

From the previous section we know that the scattering transform of Schwartz potentials could be ‘measured’ in order to recover the potential, via the inversion formula. Then a substitute for the inequality
\[
\|F - G\|_2 = \|\hat{F} - \hat{G}\|_2 \leq \|\hat{F} - \hat{G}\|_2
\]
would also tell us that this recovery process is in some sense stable; two similar scattering transforms must have been produced by two similar potentials.

We will require the following lemma.

**Lemma 3.1.** Let \(s \in [0, 1]\) and \(p \in (2, \infty)\). Then
\[
\|S^k_q[F]\|_{L^p} \leq C(1 + |k|)^{-s} \|q\|_{H^{1,0}}^2 \|F\|_{L^p}
\]
and
\[
\|S^k_q[F]\|_{L^p} \leq C(1 + |k|)^{-s} \|q\|_{H^{1,0}}^2 \|F\|_{L^{p*}}.
\]
Moreover, if \(p \in (2/s, \infty)\), then
\[
\|S^k_q[F]\|_{L^p} \leq C(1 + |k|)^{-s} \|q\|_{H^{1,0}}^2 \|F\|_{L^\infty}.
\]

**Proof.** It will suffice to prove that if \(s > 2(\frac{1}{p} - \frac{1}{2})\), then
\[
\|S^k_q[F]\|_{L^p} \leq C(1 + |k|)^{-s} \|q\|_{H^{1,0}}^2 \|F\|_{L^p}.
\]
To deal with the first part of the operator, we will require the estimate
\[
\|\partial_\tau^{-1} e^{-kG}\|_p \leq C(1 + |k|)^{-s} \left(\|G\|_{H^s} + \|D^s G\|_{H^s}\right),
\]
which follows easily by complex interpolation between
\[
\|\partial_\tau^{-1} e^{-kG}\|_p \leq C\|G\|_{H^s}^{2/s},
\]
which is a consequence of the Hardy–Littlewood–Sobolev inequality (see for example [13, Theorem 1.2.16 or Theorem 6.1.3]) as the kernel of \(\partial_\tau^{-1}\) is \(\frac{1}{\tau^2}\), and
\[
\|\partial_\tau^{-1} e^{-kG}\|_p \leq C\|k\|^{-s} \|DG\|_{H^s}^{2/s}.
\]
For this second inequality, we note that the Fourier multiplier associated to $G \mapsto e_k \partial_x^{-1} [e_{-k} G]$ 

\[
\frac{2}{i(\xi_1 - k_1) - (\xi_2 - k_2)} = \frac{2}{i(\xi_1 - k_1) - (\xi_2 - k_2) - 1},
\]

so that

\[
|\partial_x^{-1} [e_{-k} G]| \leq \frac{2}{|k|} \left( |\partial_x^{-1} [e_{-k} \partial_x G]| + |G| \right),
\]

and then we apply the Hardy–Littlewood–Sobolev inequality again. Note that

\[
\|\partial_x G\|_\frac{2}{2+s} \leq C \|DG\|_\frac{2}{2+s}.
\]

See formula (2.8) of [17] for a proof of (15) by integration by parts.

Now after applying (14), we are required to prove

\[
\|D^t [q \partial_x^{-1} [e_k \partial_x F]]\|_\frac{2}{2+p} \leq C \|q\|_{H^{s,s}} \|F\|_{L^r}.
\]

By the fractional Leibnitz rule (see for example [8] or the appendix of [14]) for the first, and Hölder’s inequality for the second, these estimates would follow from

\[
\|\partial_x^{-1} [e_k \partial_x F]\|_p \leq C \|q\|_{H^{s,s}} \|F\|_{L^r}.
\]

These inequalities would in turn follow from

\[
\|q F\|_r \leq C \|q\|_{H^{s,s}} \|F\|_{L^r},
\]

(16) with $\frac{1}{r} = \frac{1}{s} - \frac{1}{p}$ and with \(\frac{1}{t}+\frac{1}{r'} = 1 - \frac{1}{p}\). To see that the second inequality follows from (16), we note that the Fourier multiplier associated to $D^t \partial_x^{-1}$ can be written as

\[
\frac{|\xi|^t}{i\xi_1 + \xi_2} = \frac{|\xi|^t (\xi_2 - i\xi_1)}{|\xi|^2} = \frac{\xi_2 - i\xi_1}{|\xi|} \frac{1}{|\xi|^{1-s}}
\]

so that the expected bounds for $D^t \partial_x^{-1}$ hold by the $L^p$-boundedness of the Riesz transforms followed by the Hardy–Littlewood–Sobolev inequality.

Now, by Hölder’s inequality, (16) would be a consequence of

\[
\|q\|_{t(r/t)'} \leq C \|q\|_{H^{s,s}}.
\]

(17)

Note that

\[
t(r/t)' = \frac{1}{r} - \frac{1}{t} \leq \frac{2}{1 - s}
\]

so that if $t(r/t)' \geq 2$ we can employ the Hardy–Littlewood–Sobolev inequality again to get the result. On the other hand, if $t(r/t)' < 2$ we will use Hölder’s inequality to prove the estimate and the worst case is when $\frac{1}{r} = \frac{1}{t} - \frac{1}{p}$. Indeed, by writing

\[
\|q\|_{t(r/t)'} = \int |q(z)|^{t(r/t)'} \frac{(1 + |z|^2)^{\alpha}}{(1 + |z|^2)^{\beta}} \, dz
\]

and applying Hölder’s inequality we obtain (17) whenever

\[
\left( \frac{2}{t(r/t)'} \right)' \alpha > 1.
\]
where $\alpha = s \frac{\theta(\beta)}{\beta}$. This is equivalent to the condition $s + 1 > 2(\frac{1}{p} - \frac{1}{r})$, which is true as long as $s > 2(\frac{1}{p} - \frac{1}{r})$. \hfill \Box

One can also obtain $L^\infty$-estimates that take the following form.

**Lemma 3.2.** Let $p > 2$. Then
\[
\|S_q^k[F]\|_{L^\infty} \leq C|k|^{-1} \left( \|q\|_{W^{1,p}} + \|q\|_{W^{1,r}} \right)^2 \|F\|_{L^\infty}.
\]

**Proof.** In the previous proof, we saw that
\[
\left| \partial_z^{-1} \left[ e^{-z} G \right] \right| \leq \frac{2}{|k|} \left( \|\partial_z^{-1} \left[ e^{-z} \partial_z G \right] \| + |G| \right),
\]
so by [2, Theorems 4.3.11],
\[
\left\| \partial_z^{-1} \left[ e^{-z} G \right] \right\|_{L^\infty} \leq \frac{2}{|k|} \left( \|\partial_z G\|_{p} + \|\partial_z G\|_{r} + \|G\|_{\infty} \right).
\]
(18)

Taking $G = q \partial_z^{-1} [e_k q F]$, we see that
\[
\|\partial_z G\|_{p} \leq \|\partial_q q\|_{p} \left\| \partial_z^{-1} [e_k q F] \right\|_{L^\infty} + |q|_{\infty} \|\partial_z^{-1} [e_k q F]\|_{p},
\]
so by a further application of [2, Theorems 4.3.11], the Hardy–Littlewood–Sobolev inequality, and the boundedness of the Beurling transform, we can deal with the first term on the right hand side of (18). The second and third terms are dealt with in a similar fashion. \hfill \Box

**Remark 3.3.** The previous lemma yields the asymptotics in the $k$ variable of $(u_1, u_2)$ for Schwartz $q$. Namely, recalling that $u_1 = (I - S_q^k)^{-1}[1] \in L^\infty$, by Neumann series and the previous lemma, we obtain $u_1(z, k) \to 1$ as $|k| \to \infty$. Together with an application of the Riemann–Lebesgue lemma to $(z - \cdot)^{-1} q \in L^1$, this also yields that $u_2 = \partial_z^{-1} [e^{-z} q \overline{f}] \to 0$ as $|k| \to \infty$.

Armed with the lemma 3.1, we can now follow the proof of lemma 4.1 in [17] to prove that $\mathcal{F}: H^{s,t} \to L^2$ is continuous.

**Theorem 3.4.** Let $s \in (0, 1)$ and $q_1, q_2 \in H^{s,t}$. Then there is a function $C: \mathbb{R}_+^2 \to \mathbb{R}_+$, bounded on compact subsets of its domain, such that
\[
\|\mathcal{F}[q_2] - \mathcal{F}[q_1]\|_2 \leq C(s, \|q_1\|_{U^{s,t}})C(s, \|q_2\|_{U^{s,t}}) \|q_2 - q_1\|_{H^{s,t}}.
\]

**Proof.** As we have Lipschitz regularity for the linear Fourier transform, by the triangle inequality we can replace $u_1$ with $u_1 - 1$ in (7). Using the expansion
\[
(I - S_q^k)^{-1} = \sum_{n=0}^{N-1} (S_q^n)^N (I - S_q^n)^{-1},
\]
(19)
we write $u_1 - 1 = \sum_{n=1}^{N} u_n^q$, where $u_n^q (z, k) = (S_q^k)^n [1]$ for $1 \leq n \leq N - 1$, and the remainder term $u_N^q$ is defined by
\[
u_N^q (z, k) = (S_q^k)^N (I - S_q^k)^{-1} [1].
\]
By the triangle inequality, it will suffice to prove the lemma with $\mathcal{F}[q_2] - \mathcal{F}[q_1]$ replaced by $\mathcal{F}_n[q_2] - \mathcal{F}_n[q_1]$ defined by
\[
\mathcal{F}_n[q](k) = \int_{\mathbb{R}^2} e^{-z} q(z) u_n^q(z, k) \, dz.
\]
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For $n = 1, \ldots, N - 1$, this was proven by Perry \cite[Lemma 4.6]{Perry}, by explicitly writing out the iterated operators, and applying the multilinear estimate of Brown \cite{Brown} (see also the deep $L^p$-versions in \cite{Oseen, Sogge}). These terms can be bounded with $q \in L^2$. Thus, we are left to deal with the remainder term.

As long as $N > 2/s^2$, we can use an application of the third inequality in Lemma 3.1 followed by $N - 1$ applications of the second inequality to prove
\begin{equation}
\| ( S^k_{q_i})^N [F]\|_{L^p} \leq C(1 + |k|)^{-N} \| q \|_{H^{s_i}}^N \| F \|_{\infty}.
\end{equation}

Now, for local Lipschitz continuity, we write $\mathcal{F}_N[q_2] - \mathcal{F}_N[q_1]$ as
\[
\int_{\mathbb{R}^2} e^{-k(z)} q_2(z) \left( \tilde{u}^N_{q_i}(z, k) - \tilde{u}^N_{q_i}(z, k) \right) \, dz + \int_{\mathbb{R}^2} e^{-k(z)} (q_2(z) - q_1(z)) \tilde{u}^N_{q_i}(z, k).
\]

By Hölder’s inequality, the second integral is bounded by
\[
\| q_2 - q_1\|_{\rho'} \| ( S^k_{q_i})^N (I - S^k_{q_i})^{-1}[1]\|_p.
\]

Letting $2 < p < \frac{2}{1-\varepsilon}$, one can use Hölder’s inequality again, first multiplying and dividing by a weight as in the proof of the previous lemma, in order to show that $\| q_2 - q_1\|_{\rho'} \leq C\| q_2 - q_1\|_{H^{s_i}}$.

Combining this with (20) we can bound the second integral by a constant multiple of
\[
(1 + |k|)^{-N} \| q_1\|_{H^{s_i}}^N \| q_2 - q_1\|_{H^{s_i}},
\]

which can be squared and integrated with respect to the $k$-variable to achieve the desired bound.

Similarly, to deal with the first integral, it will suffice to bound
\[
\| q_2 - q_1\|_{\rho'} \| ( S^k_{q_i})^N [I - (I - S^k_{q_i})^{-1}[1]\|_p.
\]

However, by the triangle inequality, this is bounded by the sum of
\begin{equation}
\| (S^k_{q_i})^N [I - (I - S^k_{q_i})^{-1}[1]\|_p,
\end{equation}

and
\begin{equation}
\| ( S^k_{q_i})^N [(I - S^k_{q_i})^{-1} - (I - S^k_{q_i})^{-1}[1]\|_p.
\end{equation}

where in the final equality we have used the second resolvent identity. Now, for a fixed $F$ the terms $( S^k_{q_i})^N [F]$ and $S^k_{q_i}[F]$ can be written as multilinear operators in $q$. Then, writing $B_1[q, q, F] = S^k_{q_i}[F]$, from the proof of the first estimate in Lemma 3.1 we also have that
\[
\| B_1[q_1, q_2, F]\|_{L^p} \leq C(1 + |k|)^{-N} \| q_1\|_{H^{s_i}} \| q_2\|_{H^{s_i}} \| F\|_{L^p}
\]

and similarly, by writing $B_N[q, \ldots, q, F] = ( S^k_{q_i})^N [F]$ and adapting the proof of (20) we obtain
\begin{equation}
\| B_N[q_1, \ldots, q_2N, F]\|_{L^p} \leq C(1 + |k|)^{-N} \| q_1\|_{H^{s_i}} \ldots \| q_2N\|_{H^{s_i}} \| F\|_{\infty}.
\end{equation}

Writing the difference terms in the form
\[
B_2[q_2, q_2, q_2, q_2, F] - B_2[q_1, q_1, q_1, q_1, F] \quad = \quad B_2[q_2 - q_1, q_2, q_2, q_2, F] + B_2[q_1, q_2 - q_1, q_2, q_2, F] + B_2[q_1, q_1, q_1, q_2, q_2, F] + B_2[q_1, q_1, q_1, q_2, q_1, F],
\]

the estimate for $\| \mathcal{F}_N[q_2] - \mathcal{F}_N[q_1]\|_p$ then follows by bounding (21) and (22) by combining (20), (23), (24) and the fact that $(I - S^k_{q_i})$ is bounded in $L^\infty$.

\begin{flushright}
\textit{Added in Proof.} This final result was recently improved in \cite{Perry}, where they show that $\mathcal{F}$ is in fact locally Lipschitz continuous from $H^{s_1, s_2}$ to $H^{s_3, s_4}$ with $0 < s_1, s_2 < 1$.
\end{flushright}
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