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Abstract—Full-duplex multi-way relaying is a potential solution for supporting high data rates in future Internet-of-Things (IoT) and 5G networks. Thus, in this paper the full-duplex MIMO multi-way channel consisting of 3 users (Y-channel) with \( M \) antennas each and a common relay node with \( N \) antennas is studied. Each user wants to exchange messages with all the other users via the relay. A transmission strategy is proposed based on channel diagonalization that decomposes the channel into parallel sub-channels, and physical-layer network coding over these sub-channels. It is shown that the proposed strategy achieves the optimal DoF region of the channel if \( N \leq M \). Furthermore, the proposed strategy that requires joint encoding over multiple sub-channels is compared to another strategy that encodes over the proposed strategy that requires joint encoding over multiple antennas each and a common relay node with \( N \) antennas.

I. INTRODUCTION

It is predicted that the number of devices with communication capability will rise to 50 billions in the upcoming years [1]. The resulting web of devices connected by the Internet-of-Things (IoT) and Machine-to-Machine (M2M) communications will lead to more sophisticated network topologies, where relaying will play a key role in enabling reliable communications. One integral relaying capability which will be of great use in the future is multi-way relaying.

Multi-way relaying refers to situations where multiple users want to exchange information via a common relay node. The multi-way relay channel (MWRC) with 2-users is known as the two-way relay channel TWRC. The TWRC has been studied thoroughly recently [2]–[4]. Although the TWRC has become well-understood recently (capacity characterization within a constant gap), the multi-user case is still not completely understood. Partial characterizations for the multiple-user MWRC are obtained in [5]–[9]. In this paper, we are interested in the multi-way relay channel with 3-users known as the Y-channel. The users of the Y-channel exchange information in all directions via the relay. The extension of the TWRC to the Y-channel is not straightforward, and many challenges have to be tackled when making this step. One of the challenges is in deriving capacity upper bounds. While the capacity of the TWRC can be approximated with high-precision using the cut-set bounds [11], the capacity of the Y-channel requires new bounds. Such bounds have been derived in [5]. Another challenge is in the communication strategy.

The communication strategies of the TWRC do not suffice for approaching the capacity of the Y-channel and new strategies have to be developed [12], [13].

In this paper, we address the degrees-of-freedom (DoF) region of the MIMO Y-channel [14]. While the sum-DoF is known [14], [15], a complete DoF region characterization is not available to-date, except for some classes of MIMO Y-channels [13]. The importance of the DoF region is that it reflects the trade-off between the achievable DoF of different users, contrary to the sum-DoF which does not.

We develop a communication strategy for the MIMO Y-channel with \( M \) antennas at the users, and \( N \leq M \) antennas at the relay. Our proposed strategy revolves around two ideas: channel diagonalization, and physical-layer network-coding. Channel diagonalization is performed by zero-forcing beam-forming. After channel diagonalization, the MIMO Y-channel is decomposed into a set of parallel SISO Y-channels (sub-channels). Then, bi-directional, cyclic, and uni-directional communication is performed over these sub-channels. Bi-directional communication ensures the exchange of information between two users as in the TWRC. Cyclic communication ensures information exchange over users in a cyclic manner, such as exchanging a signal from user \( i \) to \( j \), \( j \) to \( k \), \( k \) to \( i \). Both bi-directional and cyclic communication are based on compute-forward [16], while uni-directional communication is based on decode-forward. We also provide a resource allocation strategy for distributing the sub-channels among the users. Finally, we show that the optimized strategy achieves the DoF region of the channel with \( N \leq M \). The converse is provided by a DoF region outer bound based on an upper bound that was derived in [15] for characterizing the sum-DoF of the Y-channel.

As a by-product of this work, it is concluded that the MIMO Y-channel is inseparable [18]. That is, the parallel sub-channels of the MIMO Y-channel have to treated jointly, since separate encoding over each sub-channel is not optimal.

Throughout the paper, we use bold-face lower-case and uppercase letters to denote vectors and matrices, respectively, and normal-face letters to denote scalars. The notation \( X^H \) and \( X^{-1} \) denotes the Hermitian transpose and the inverse of \( X \), respectively. We say that \( x \sim CN(m, Q) \) if \( x \) is a complex Gaussian random vector with mean \( m \) and covariance matrix

\[ V \begin{pmatrix} V \end{pmatrix} \]
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1The main difference between this work and [17] is the incorporation of cyclic communication. Cyclic communication combined with the transmission scheme in [17] completes the achievability of the DoF region.
Q. We use \( I_N \) to denote the \( N \times N \) identity matrix and \( 0_q \) to denote the \( q \times 1 \) zero vector.

II. SYSTEM MODEL

The MIMO Y-channel consists of 3 users which want to establish full message-exchange via a relay as shown in Figures 1(a) and 1(b). All nodes are assumed to be full-duplex antennas. User \( i \) to denote the messages \( m_{ij} \) and \( m_{ik} \) to be sent to users \( j \in K \setminus \{i\} \) and \( k \in K \setminus \{i, j\} \), respectively. The rate of message \( m_{ij} \) is \( R_{ij}(\rho) \).

At time instant \( t \), user \( i \) sends a signal \( x_i(t) \in \mathbb{C}^M \) which is a function of the messages \( m_{ij} \) and \( m_{ik} \), and the received signal up to that time instant \( y_i(t) \). The received signal at the relay is given by (cf. Figure 1(a))

\[
y_i(t) = \sum_{i=1}^{3} H_i x_i(t) + z_i(t),
\]

which is an \( N \times 1 \) vector, where \( z_i(t) \sim \mathcal{CN}(0, I_N) \). Here \( H_i \) is the \( N \times M \) complex channel matrix from user \( i \) to the relay, which is assumed to be constant during the duration of the transmission. The relay transmit signal at time \( t \) is denoted \( x_r(t) \in \mathbb{C}^N \) and is a function of the received signal at the relay up to that time instant \( y_i^{-1} \). The received signal at user \( i \) is given by (cf. Fig. 1(b))

\[
y_i(t) = D_i x_r(t) + z_i(t),
\]

which is an \( M \times 1 \) vector, where \( z_i(t) \sim \mathcal{CN}(0_M, I_M) \), and \( D_i \) is the \( M \times N \) downlink complex (static) channel matrix from the relay to user \( i \). The transmit signals of the users and the relay must satisfy the power constraint \( \rho \), i.e.,

\[
\text{trace}(E[x_ix_i^H]) \leq \rho \text{ and } \text{trace}(E[x_r x_r^H]) \leq \rho.
\]

The achievable rates and the capacity region of the MIMO Y-channel are defined in the standard information-theoretic sense [1]. Since we are interested in the DoF region of the channel, we define the the DoF of message \( m_{ij} \) as

\[
d_{ij} = \lim_{\rho \to \infty} \frac{R_{ij}(\rho)}{\log(\rho)}.
\]

A DoF \( d_{ij} \) is said to be achievable if there exists an achievable rate \( R_{ij}(\rho) \) satisfying (3). A DoF tuple \( d \in \mathbb{R}^6 \) defined as \( d = (d_{12}, d_{13}, d_{21}, d_{23}, d_{31}, d_{32}) \) is said to be achievable if all its components are simultaneously achievable. We define the DoF region \( \mathcal{D} \) as the set of all achievable DoF tuples \( d \). We also define the sum-DoF as \( d_S = \max_{d \in \mathcal{D}} (d_{12} + d_{13} + d_{21} + d_{23} + d_{31} + d_{32}) \). Now, we are ready to present the main result of the paper given in the next section.

III. MAIN RESULT

The main result of the paper is a characterization of the DoF region of the MIMO Y-channel with \( N \leq M \), as given in the following theorem.

**Theorem 1.** The DoF region \( \mathcal{D} \) of the MIMO Y-channel with \( N \leq M \) is given by the set of tuples \( d \in \mathbb{R}^6 \) satisfying

\[
\sum_{i=1}^{2} \sum_{j=i+1}^{3} d_{p_i p_j} \leq N, \quad \forall p
\]

where \( p \) is a permutation of \( K \) and \( p_i \) is its \( i \)-th component.

The converse of Theorem 1 is based on an upper bound derived in [15]. The achievability of this theorem is the main focus of the rest of the paper. The achievability is proved by using three steps: (i) channel diagonalization, (ii) physical-layer network coding, and (iii) resource allocation. Channel diagonalization is performed by zero-forcing pre- and post-coding, which transforms the channel into a set of parallel SISO Y-channels. Next, compute-forward [16] and decode-forward [20] strategies are applied over these sub-channels. Finally, a resource (sub-channel) allocation is performed that achieves the outer bound in Theorem 1.

Before we proceed with the proof of achievability, we would like to highlight some properties of the upper bound in (4).

Let us represent this upper bound by a message-flow graph as shown in Fig. 2. In this graph, each user is represented by a node, and each DoF component is represented by a directed edge from the source node to the destination node. Notice the following interesting properties of this graph:

(a) It has only 3 edges.

(b) It has no cycles.

These properties are true for any permutation \( p \) of the users. This is a key observation for the design of the communication strategy that achieves this upper bound. We need to design strategies which do not lead to bounds which violate these
Fig. 3. Message-flow graph corresponding to (5). Note the 2-cycle and the 3-cycle.

A uni-directional strategy

A uni-directional strategy is a simple communication strategy that ensures a uni-directional information flow over a relay channel, such as a decode-forward (DF) strategy [20], [21]. In DF, the uplink and downlink can be modelled as MIMO multiple-access and broadcast channels, respectively. From signal-space dimensions point of view, each symbol communicated using uni-directional strategy consumes one dimension at the relay. Thus, the achievability of \( \hat{d} \) would require that the sum-DoF satisfies

\[
d_{S} = d_{12} + d_{13} + d_{21} + d_{23} + d_{31} + d_{42} \leq N,
\]

which is not true for \( \hat{d} \) since it sums up to \( d_{S} = 5 > N \). Thus, such a uni-directional strategy is not able to achieve \( \hat{d} \).

Let us study the properties of the bound (5) using the message-flow graph in Fig. 3. One can easily see that (5) violates both properties (a) and (b) of the upper bound (4) since it has 4 edges and it also has the 2-cycle (1,2), and the 3-cycle (1,2,3). To achieve \( \hat{d} \), we need to resolve these violations. Let us first deal with 2-cycles.

B. A bi-directional strategy

The bi-directional strategy is commonly used in the TWRC [3, 22] resolves 2-cycles. In our particular example, let user 1 and 2 send symbols \( u_{12} \) and \( u_{21} \), respectively, along one dimension at the relay. In this case, the relay can compute a linear combination \( L(u_{12}, u_{21}) \) of these symbols, and forward this to users 1 and 2 in the downlink over one dimension. Then, each user can decode the desired signal after subtracting his own self-interference. This operation requires 1 dimension to send 2 symbols leading to an efficiency of 2 DoF/dimension, which is better than the uni-directional strategy with 1 DoF/dimension. After this operation, it remains to achieve \( \hat{d} = (1, 0, 0, 1, 1, 0) \). If we were to achieve \( \hat{d} \) using the uni-directional strategy, we would need 3 more dimensions. In total, the combination of bi-directional and uni-directional strategies would require \( d_{12} + d_{23} + d_{31} \) to satisfy

\[
d_{12} + d_{23} + d_{31} \leq N.
\]

But \( d_{12} + d_{23} + d_{31} = 4 > N \) and thus \( \hat{d} \) is still not achievable by combining the bi-directional and uni-directional strategies (although this reduced the required dimensions from 5 to 4). Note that the message-flow graph corresponding to (6) fulfils property (a), but not property (b) since it contains a 3-cycle. This problem is resolved next.

C. A cyclic strategy

After assigning 1 dimension to the bi-directional strategy, 2 dimensions remain available at the relay for achieving \( \hat{d} \). Let users 1 and 2 align symbols \( v_{12} \) and \( v_{23} \) along one dimension at the relay, and let users 2 and 3 align symbols \( v_{23} \) and \( v_{31} \) along another dimension at the relay, respectively. Here, \( v_{23} \) is sent twice by user 2, each time along a different dimension. Since the relay has 2 dimensions remaining at its disposal, the relay can compute linear combinations \( L_{1}(v_{12}, v_{23}) \) and \( L_{2}(v_{23}, v_{31}) \), and forward these combinations in the downlink over 2 dimensions. After reception, user 1 subtracts the self-interference \( v_{12} \) from \( L_{1} \) and decodes \( v_{23} \), and then subtracts \( v_{23} \) from \( L_{2} \) and decodes \( v_{31} \). Similarly users 2 and 3 can obtain the unknown symbols.

This strategy requires only two dimensions at the relay, contrary to the uni-directional strategy which requires 3 dimensions to deliver the same symbols. After this step, the DoF tuple \( \hat{d} \) is achieved. The resulting user and relay signal-space is as shown in Figure 2. Note that the uni-directional strategy was not required in the final scheme in this particular toy-example. This is not true in general as shown next.

V. Achievability of Theorem 1

Now we are ready to prove the achievability of Theorem 1. In this section, we will describe a transmission scheme based on channel diagonalization and a combination of bi-directional, cyclic, and uni-directional transmission strategies, and we will propose an optimal resource allocation strategy for this network. We start with channel diagonalization.

A. Channel diagonalization

Channel diagonalization is performed by using zero-forcing beam-forming with the aid of the Moore-Penrose pseudo inverse (MPPI) to diagonalize the uplink and the downlink channels simultaneously. To this end, the transmit signal of user \( i \) is constructed as \( x_{i} = V_{i}a_{i} \) where \( a_{i} \in \mathbb{C}^{N \times 1} \).
is a vector which contains the codeword symbols satisfying 
\[ \text{trace}(\mathbf{E}[\mathbf{a}_i, \mathbf{a}_i^H]) = \rho. \] 
\[ \mathbf{V}_i = \alpha_i \mathbf{H}_i^H \left[ \frac{\mathbf{H}_i \mathbf{H}_i^H}{M} \right]^{-1}, \]
and \( \alpha_i \) is a normalization coefficient that guarantees 
\[ \text{trace}(\mathbf{E}[\mathbf{x}_i, \mathbf{x}_i^H]) = \rho. \] 
\[ \mathbf{V}_i \] exists if \( N \leq M. \) Using this construction, the relay received signal is given by 
\[ y_r = \alpha_1 \mathbf{a}_1 + \alpha_2 \mathbf{a}_2 + \alpha_3 \mathbf{a}_3 + z_r. \]  
(7)

This achieves channel diagonalization in the uplink. For sub-channel \( s = 1, \ldots, N, \) we get 
\[ y_{r,s} = \alpha_1 a_{1,s} + \alpha_2 a_{2,s} + \alpha_3 a_{3,s} + z_{r,s}, \]  
(8)
where \( y_{r,s}, a_{1,s}, \) and \( z_{r,s} \) are the \( s \)-th components of \( y_r, \mathbf{a}_i, \) and \( z_r, \) respectively. In the downlink, user \( i \) post-codes the received signal using the post-coding matrix 
\[ \mathbf{U}_i = [\mathbf{D}_i^H \mathbf{D}_i]^{-1} \mathbf{D}_i^H, \]
which exists if \( N \leq M. \) The post-coded signal is given by 
\[ \tilde{y}_i = \mathbf{U}_i y_i = \mathbf{x}_r + \tilde{z}_i, \]  
(9)
where \( \tilde{z}_i \) is the processed noise at user \( i. \) This achieves channel diagonalization in the downlink, and user \( i \) gets 
\[ \tilde{y}_{i,s} = x_{r,s} + \tilde{z}_{i,s}, \]  
(10)
over the \( s \)-th sub-channel, where \( \tilde{y}_{i,s}, x_{r,s}, \) and \( \tilde{z}_{i,s} \) are the \( s \)-th components of \( \tilde{y}_i, \mathbf{x}_r, \) and \( \tilde{z}_i. \) The result of this diagonalization is a decomposition of the MIMO Y-channel into \( N \) parallel SISO Y-channels. Now let us describe the transmission strategies to be used over these sub-channels.

1) Bi-directional strategy: Consider the 2-cycle \((i, j).\) For this cycle, users \( i \) and \( j \) set \( \alpha_{i,s} = \alpha_{i,j} \) and \( \alpha_{j,s} = \alpha_{j,i}, \) where \( u_{ij}, u_{ji} \in \mathbb{C} \) are codeword symbols. The remaining user \( k \) sets \( \alpha_{k,s} = 0. \) The relay receives 
\[ y_{r,s} = \alpha_i u_{ij} + \alpha_j u_{ji} + z_{r,s}, \]
from which it computes \( L_{ij}(u_{ij}, u_{ji}) = \alpha_i u_{ij} + \alpha_j u_{ji}, \) and sets \( \mathbf{x}_{r,s} = \gamma_s L_{ij}(u_{ij}, u_{ji}) \) where \( \gamma_s \) is a power allocation parameter. User \( i \) receives 
\[ \tilde{y}_{i,s} = \gamma_s L_{ij}(u_{ij}, u_{ji}) + \tilde{z}_{i,s}, \]
from which \( u_{ji} \) is decoded after self-interference cancellation. User \( j \) obtains his desired signals similarly. If each user wants to achieve \( d \) DoF in this transmission, then a bundle of \( d \) sub-channels is used in both the uplink and downlink.

2) Cyclic strategy: Consider the 3-cycle \((i, j, k).\) In this case, users \( i, j, \) and \( k \) use 2 sub-channels \( s_1 \) and \( s_2, \) and set \( \{\alpha_{i,s_1}, \alpha_{i,s_2}\} = \{(v_{ij}, 0), (v_{jk}, v_{jk}), \} \) and \( \{\alpha_{k,s_1}, \alpha_{k,s_2}\} = (0, v_{ki}), \) respectively. The relay receives the following signals 
\[ y_{r,s_1} = \alpha_i v_{ij} + \alpha_j v_{jk} + z_{r,s_1}, \]
\[ y_{r,s_2} = \alpha_j v_{jk} + \alpha_k v_{ki} + z_{r,s_2}. \]
It computes the sums \( L_{ij}(v_{ij}, v_{jk}) = \alpha_i v_{ij} + \alpha_j v_{jk} \) and \( L_{jk}(v_{jk}, v_{ki}) = \alpha_j v_{jk} + \alpha_k v_{ki}, \) and sends \( \mathbf{x}_{r,s_1} = \gamma_s L_{ij}(v_{ij}, v_{jk}) \) and \( \mathbf{x}_{r,s_2} = \gamma_s L_{jk}(v_{jk}, v_{ki}). \) User \( i \) receives 
\[ \tilde{y}_{i,s_1} = \gamma_s L_{ij}(v_{ij}, v_{jk}) + \tilde{z}_{i,s_1}, \]
\[ \tilde{y}_{i,s_2} = \gamma_s L_{jk}(v_{jk}, v_{ki}) + \tilde{z}_{i,s_2}. \]
Then, users \( i \) can extract both unknown signals. Namely, user \( i \) decodes \( v_{jk} \) from \( \tilde{y}_{i,s_1} \) after subtracting self-interference, and then decodes \( v_{ki} \) after subtracting \( v_{jk} \) which has already been decoded. If each user wants to send \( d \) streams to the next users in the cycle, then a bundle of \( 2d \) sub-channels is used for each signal-pair in the uplink and in the downlink.

B. Transmission strategies

In this subsection, we describe the construction of \( \mathbf{a}_i \) and \( \mathbf{x}_r, \) and the decoding strategies used by the users and the relay.
3) Uni-directional strategy: The uni-directional strategy is a simple decode-forward strategy (or amplify-forward strategy \( \text{[23]} \)). In this strategy, each user sends \( d \) symbols to the desired destination over \( d \) sub-channels in the uplink and \( d \) sub-channels in the downlink.

These strategies along with their corresponding efficiencies are collected in Table I. The next goal is to distribute the \( N \) sub-channels optimally between the users. This problem can be interpreted as a resource allocation problem where the available resources are the \( N \) sub-channels. An optimal resource allocation strategy is provided in the next subsection.

C. Resource allocation and transmission

We need to develop a resource allocation strategy which guarantees the achievability of any DoF tuple \( d \in D \). Recall that the outer bound \( D \) is described by DoF constraints that do not constitute any cycles. On the other hand, a DoF tuple \( d \in D \) might constitute cycles. Thus, the optimal resource allocation strategy should resolve such cycles.

Let us consider any DoF tuple \( d \in D \), which we need to achieve using the strategies listed in Table I. When distributing the sub-channels between the transmission strategies, we take into account their efficiency. Therefore, we start with the bi-directional strategy, followed by the cyclic strategy, and finally we finish with the uni-directional strategy.

1) Resource allocation for the bi-directional strategy: For each 2-cycle \( (i, j) \), \( i < j \), we allocate the DoF to the bi-directional strategy according to

\[
\begin{align*}
  d_{i,j} & = d_{i,j} = \min \{d_{ij}, d_{ji}\}. 
\end{align*}
\]

(11)

Using this allocation, bi-directional communication over cycle \((i, j)\) requires \( d_{i,j} \) sub-channels. The involved users in this cycle (\( i \) and \( j \)) perform bi-directional communication via the relay over \( d_{i,j} \) sub-channels as described in Section V-B1.

2) Resource allocation for the cyclic strategy: After allocating resources to 2-cycles, 3 components of \( d \) are achieved. The residual DoF tuple \( d' \) with components \( d'_{ij} = d_{ij} - d_{i,j} \) might constitute a 3-cycle. Consider a 3-cycle \((i, j, k)\). We allocate the DoF to the cyclic strategy corresponding to this 3-cycle as follows

\[
\begin{align*}
  d_{i,j,k} & = d_{i,j,k} = \min \{d'_{ij}, d'_{jk}, d'_{ki}\}. 
\end{align*}
\]

(12)

Using this allocation, communication over the 3-cycle \((i, j, k)\) requires \( 2d_{i,j,k} \) sub-channels, and the transmission of the corresponding signals is done as described in Section V-B2.

3) Resource allocation for the uni-directional strategy: After considering all cycles of length 2 and 3, there might still remain some residual DoF tuple that need to be achieved. This is achieved using the uni-directional strategy. The remaining DoF to be achieved by the uni-directional strategy from user \( i \) to user \( j \) can be expressed as

\[
\begin{align*}
  d_{ij}' & = d_{ij} - d_{i,j} - d_{(i,j,k)}, 
\end{align*}
\]

(13)

At this point, the description of the resource allocation strategy is complete. Next, we show that this strategy achieves any DoF tuple \( d \) in the DoF region \( D \) defined in Theorem I.

D. Optimality

Let us start by writing the required number of sub-channels by this resource allocation strategy. Let \( S_2 \) and \( S_3 \) denote the set of 2-cycles and 3-cycles given by \{(1,2), (1,3), (2,3)\} and \{(1,2,3), (1,3,2)\}, respectively. Since bi-directional communication over a cycle \((i, j)\) requires \( d_{i,j} \) sub-channels (cf. Section V-C2), then the number of sub-channels required for all 2-cycles is \( \sum_{c \in S_2} d_c \). Similarly, the cyclic strategy corresponding to the 3-cycle \((i, j, k)\) requires \( 2d_{i,j,k} \) sub-channels (cf. Section V-C2), and hence the number of sub-channels required for all 3-cycles is \( 2 \sum_{c \in S_3} d_c \). The number of sub-channels required by the uni-directional strategy is the sum over all \( i \neq j \) of \( d_{ij}' \), which can be written as

\[
\begin{align*}
  N_s & = \sum_{i \in K} \sum_{j \in K \setminus \{i\}} \sum_{c \in S_2} d_{ij} - 2 \sum_{c \in S_2} d_c - 3 \sum_{c \in S_3} d_c. 
\end{align*}
\]

(14)

This is the required number of sub-channels for our strategy. To be able to implement this scheme in a MIMO Y-channel with \( N \) sub-channels, we need the condition \( N_s \leq N \) to hold for any \( d \in D \). To show that \( N_s \leq N \) for any \( d \in D \), we need to show that (14) satisfies properties (a) and (b). Note that the DoF of all cycles appear in (14) with a negative sign. This is sufficient to resolve all cycles. First, all 2-cycles \((i, j)\) are resolved by \( -d_{ij} \), and the result after subtracting the DoF of these 2-cycles is (cf. (11))

\[
\begin{align*}
  N_s & = 2 \sum_{i=1}^{N} \sum_{j=i+1}^{N} \max\{d_{ij}, d_{ji}\} - \sum_{c \in S_3} d_c. 
\end{align*}
\]

(15)

Clearly, (15) does not have 2-cycles. However, it might have 3-cycles. Suppose that it has the 3-cycle \((1,2,3)\), i.e., the first sum leads to \( d_{12} + d_{23} + d_{13} \). This 3-cycle is resolved by the term \(-d_{(1,2,3)}\). Assuming \( d_{(1,2,3)} = d_{12} - d_{(1,2)} \) (cf. (12), other two cases follow similarly) and substituting in \( N_s \) yields

\[
\begin{align*}
  N_s & = d_{12} + d_{23} + d_{31} - d_{(1,2,3)} - d_{(1,3,2)} 
  & = d_{12} + d_{23} + d_{31} - d_{12} + d_{13} + d_{(1,2)}, 
  & = d_{12} + d_{23} + d_{31} - d_{12} + d_{13} + d_{(1,2)}, 
\end{align*}
\]

(16)

(17)

Since we have the 3-cycle \((1,2,3)\), this implies that \( d_{12} \geq d_{21} \) and hence \( d_{12} = d_{21} \). Substituting in (17), we get

\[
\begin{align*}
  N_s & = d_{23} + d_{31} + d_{21} - d_{(1,3,2)} . 
\end{align*}
\]

(18)

As a result, the term \(-d_{(1,2,3)}\) resolves the 3-cycle \((1,2,3)\) by replacing \((d_{12} + d_{23} + d_{31})\) by \((d_{23} + d_{21} + d_{31})\) which does not constitute a 3-cycle. Similarly, the term \(-d_{(1,3,2)}\) resolves
the cycle \((1, 3, 2)\). If one of these 3-cycles do not exist for the given \(d \in D\), the corresponding DoF is zero by \((12)\). After taking into account both 3-cycles, \(N_s\) becomes of the form

\[
N_s = d_{ij} + d_{ik} + d_{jk},
\]

(19)

for distinct \(i, j, k \in K\). This \(N_s\) is the sum of 3 components of \(d \in D\) that constitute no cycles. Thus, \(N_s\) satisfies properties (a) and (b). By \((4)\), this \(N_s\) has to be less than \(N\) for any \(d \in D\). Thus, any \(d \in D\) is achievable. This concludes the proof of achievability of Theorem 1.

VI. SUB-OPTIMALITY OF CHANNEL SEPARATION

The optimal scheme for the Y-channel requires the use of the cyclic strategy (communication over 3-cycles), which in turn requires coding jointly over 2 sub-channels. Thus, the sub-channels have to be considered jointly. If we use a channel separation approach instead, where the signals transmitted over a sub-channel can be decoded by only observing this particular sub-channel, then the cyclic strategy has to be avoided. This separation approach turns out to be sub-optimal.

We have seen in Section IV-B that using the bi-directional and uni-directional strategies (which do not require joint encoding over multiple sub-channels) is not sufficient to achieve the DoF region.

However, a channel separation approach is optimal in terms of sum-DoF. If we are not interested in the DoF trade-off between different DoF component, but we are rather interested in the sum-DoF, then the bi-directional strategy suffices. To show this, note that the DoF region \(D\) in \((4)\) implies that the sum-DoF is given by \(d_{ij} = 2N\). This can be shown by summing up the bounds corresponding to \(p = (1, 2, 3)\) and \(p = (3, 2, 1)\) in Theorem 1. To achieve \(2N\) DoF in total, the resources (\(N\) sub-channels) can be distributed among the 2-cycles of the Y-channel in any desired manner. Then, each pair of users in a 2-cycle use the bi-directional strategy to exchange two signals (one signal in each direction) over each sub-channel assigned to this 2-cycle. We have \(N\) sub-channels in total, and thus, this strategy achieves \(2N\) DoF.

VII. CONCLUSION

We have characterized the DoF region of the MIMO Y-channel with \(N\) antennas at the relay and \(M \geq N\) antennas at the users. The DoF region is proved to be achievable by using channel diagonalization in addition to a combination of bi-directional, cyclic, and uni-directional communication strategies. The bi-directional and cyclic strategies use compute-forward at the relay (physical-layer network-coding), while the uni-directional strategy is based on decode-forward. This combination of strategies is optimized by using a simple resource allocation approach. The resulting optimized scheme achieves the DoF region of the channel. As a by-product, we conclude that the MIMO Y-channel is inseparable. Thus, in general, one has to code over multiple sub-channels to achieve the optimal performance. The results of this work apply for the \(K\)-user case, and will be presented in a longer journal version of this paper due to lack of space. Note that the DoF region of the case \(M < N\) has not been characterized to-date, and is an interesting problem for future work.
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