Thermodynamics and energy loss in D dimensions from holographic QCD model
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Abstract We consider the holographic QCD model with a planar horizon in the D dimensions with different consistent metric solutions. We investigate the black hole thermodynamics, phase diagram and equations of state (EoS) in different dimensions. The temperature and chemical potential dependence of the drag force and diffusion coefficient also have been studied. From the results, the energy loss of heavy quark shows an enhancement near the phase transition temperature in D dimensions. This finding illustrates that the energy loss of heavy quark has a nontrivial and non-monotonic dependence on temperature. Furthermore, we find the heavy quark may lose less energy in higher dimension. The diffusion coefficient is larger in higher dimension.

1 Introduction

The extreme environment of high temperature and energy density created by heavy ion collision experiments at RHIC and LHC [1–5] may provide the best chance to characterize the strongly coupled plasma. The investigation of the phase structure of quantum chromodynamics (QCD) is significant and challenging. As known to all, QCD is in the confinement regime at low temperature/density, while in the deconfinement regime at high temperature/density. A phase transition may exist between confinement phase and deconfinement phase. The phase diagram of QCD displays a rich information [6,7] which involves the phase transition, the location of the critical point, etc. Although lattice QCD is a powerful tool to understand the strongly interacting properties and provides reliable results at zero chemical potential, it does not work in finite chemical potential case. Furthermore, the perturbative QCD techniques become unreliable around the phase transition since coupling constant becomes very strong. It is generally believed that a strongly coupled quark-gluon plasma (QGP) produced in the experiments behaves as a nearly perfect liquid [8]. The QGP liquid with a small $\eta/s$ (the shear viscosity to entropy density ratio) is close to the ideal relativistic hydrodynamic limit. The estimated values of $\eta/s$ based on the hydrodynamic model and the experimental data are between 0.095 and 0.2 [9–11]. This indicates that we need a powerful tool to study QCD. AdS/CFT correspondence may be an interesting tool. In holography, the value of $\eta/s$ is $1/4\pi$ [12–14] which is consistent with experimental data.

In the limit of large 't Hooft coupling $\lambda \equiv g^2 N_c$, AdS/CFT correspondence [15–18] can be described by the duality between gravity theory in the AdS spacetime and $\mathcal{N}=4$ SYM theory with a gauge group on the AdS boundary. In holography, an external quark is dual to a string dangling from the boundary towards the horizon [19–24]. The quark which carries a fundamental charge under the gauge group is infinitely massive and attaches on the boundary. AdS/CFT correspondence offers a different perspective on studying the strongly coupled QGP. One can investigate the various aspects with respect to QGP in the gravity spacetime. The unique advantage of holography is in dealing with real time non-equilibrium dynamics and many important insights in studying the different nature of strongly coupled plasma have been given from holography.

Unlike QCD, the $\mathcal{N}=4$ SYM is a conformal, scale-invariant and supersymmetric theory. It is a significant challenge to apply the AdS/CFT in QCD. The approach of bottom-up (namely holographic QCD) can realize this aim, including hard wall [25] and soft wall models [26–28]. The scalar field or dilaton field coupling to gravitational action breaks the conformal symmetry. In the context of holographic QCD, some properties of QCD can be simulated in the gravitational backgrounds, such as the equation of state (EoS)
and the thermodynamical properties of strongly coupled plasma [31–35]. In holographic dictionary, the time component of U(1) gauge field in the gravitational action is dual to the chemical potential in the boundary theory. The thermodynamical properties and phase structure have been studied widely in the holographic QCD model with finite temperature and chemical potential [36–46]. Other interesting and important work in the holographic QCD can be seen in [47–61]. The effect of momentum anisotropy on QCD thermodynamics can be seen in [62].

The hard partons [63] which produced in a hard scattering of the collision are expected to provide some crucial inspiration about the entire evolution of the QGP. Studying the energy loss in the Heavy Ion Collisions at RHIC and LHC has been significant [64]. When the energetic parton with a large transverse momentum passing through the QGP, it can radiate gluons thereby loses energy as it interacts with the hot dense matter. One mechanism of energy loss is drag force [19,20]. When the external heavy quark passing through the hot dense matter with a fixed velocity \( \nu \), it feels a drag force. The energy loss can be determined by the loss of averaged momentum per unit time. Much work so far have focused on drag force. [65–71] has studied the drag force with an electromagnetic field/chemical potential. Drag force in non-relativistic theories and asymptotically Lifshitz spacetime has been studied in [72–74]. The effect of hyperscaling violation on drag force have been reported in [75–78]. The energy loss of rotating string has been discussed in [79–82]. In [83,84], the energy loss of rotating quarks with angular velocity has been discussed. Drag force in Kerr black hole can be seen in [85,86]. Other important work can be seen in [87–95].

In the present work, we study the thermodynamics of QCD in the D dimensions background. It is found that the scalar field \( \phi(z) \) satisfies the boundary conditions and scalar field is real in the bulk. From the potential reconstruction method, the black hole solutions satisfy the Breitenlohner-Freedman (BF) bound which implies the gravitational background is stable. Also, the scalar potential is bounded from above by its UV boundary value.

The black hole thermodynamics and equations of state (EoS) have been discussed in D dimensions background. We study the Hawking temperature and free energy in the small and large black holes. From the results, a phase transition from small black hole to large black hole may exist when increasing the temperature \( T \) at \( 0 < \mu < \mu_c \) region. When \( \mu \geq \mu_c \), the unstable black hole disappears. From the phase diagram, we find the phase transition temperature decreases with chemical potential which is consistent with the finding from the lattice [96]. It indicates that this holographic construction in the D dimensions provides a self-consistent framework to study the strong coupled plasma at finite temperature and chemical potential. One can observe that baryon density \( \rho \) and entropy increase with the temperature in stable black hole while decreases with \( T \) in unstable branch. Moreover, we also study the squared speed of sound in the holographic QCD model. The positive/negative regions of \( C_s^2 \) correspond to the dynamical stability/instability when \( 0 < \mu < \mu_c \). From the results of trace anomaly, it is found that the peak of trace anomaly increases with the chemical potential which is consistent with the lattice results [97]. One can find the equations of state are multi-valued near the phase transition temperature when \( 0 < \mu < \mu_c \) while is single-valued when \( \mu \geq \mu_c \). In different dimensions.

Furthermore, we study the temperature and chemical potential dependence of the drag force and diffusion coefficient in this holographic QCD model. The energy loss of heavy quark shows an enhancement near the phase transition temperature. This finding illustrates that the heavy quark energy loss has a nontrivial and non-monotonic dependence on temperature in D dimensions. Similar phenomenon also has been found from the results of diffusion coefficient. Furthermore, we find the heavy quark may lose less energy in higher dimension. The diffusion coefficient is larger in higher dimension.

This paper is organized as follows. In Sect. 2, we introduce the background geometry of the Einstein–Maxwell-scalar gravity system in D spacetime dimensions. In Sect. 3, we investigate the black hole thermodynamics and equations of state (EoS) in D dimensions. In Sect. 4, we study the enhancement of energy loss around phase transition in the holographic QCD model. In Sect. 5, we give some conclusion and discussion.

## 2 Background geometry

The Einstein–Maxwell-scalar (EmS) gravity system has been extensively studied in the construction of bottom-up holographic QCD models. In this section, we review the main points of the derivation presented in [47] at finite temperature and chemical potential in D dimensions. In order to study the Einstein–Maxwell-scalar background in D spacetime dimensions, one can consider the following Einstein–Maxwell-scalar action

\[
S = -\frac{1}{16\pi G_D} \int d^Dx \sqrt{-g} \left[ R - \frac{f(\phi)}{4} F_{MN} F^{MN} \right. \\
- \left. \frac{1}{2} \partial_M \phi \partial^M \phi - V(\phi) \right],
\]

where \( \phi \) is the scalar field and \( V(\phi) \) denotes the potential of the scalar field. \( f(\phi) \) is the gauge kinetic function which represents the coupling between \( U(1) \) gauge field \( A_M \) and scalar field. \( F_{MN} \) represents the field strength tensor of the
gauge field. \( G_D \) is the corresponding D-dimensional Newton constant. We set \( G_D \) to one in numerical calculations.

In order to investigate thermodynamical properties of QCD plasma and energy loss of quarks in the gravity background, one can take the following Ansätze of the background metric with a planar horizon in the Einstein frame of [47]

\[
ds^2 = \frac{L^2 e^{2P(z)}}{z^2} \left[ -g(z)dt^2 + \sum_{i=1}^{D-2} dx_i^2 + \frac{dz^2}{g(z)} \right],
\]

\( \phi = \phi(z), \ A_M = A_t(z) \delta_M^t, \)

where \( z \) is the holographic radial coordinate and it runs from \( z = 0 \) (corresponds to the asymptotic boundary where the strongly coupled gauge theories are located) to \( z = z_h \) (corresponds to the radial location of the black hole horizon). Here, \( g(z) \) denotes the blackening function and \( L \) represents the AdS length scale. We set \( L \) to one in numerical calculations. \( P(z) \) represents the scale factor and the explicit form of \( \phi \) depends on \( P(z) \).

With the Ansätze of Eq. (2) one can get there Einstein equations of motion

\[
g''(z) + (D - 2) g'(z) \left( \frac{P'(z)}{z} - \frac{1}{z} \right) \]

\[-e^{-2P(z)} \frac{z^2 f(z) A_t^2(z)}{L^2} \phi''(z) + \frac{\phi'(z)^2}{2(D-2)} = 0,
\]

\( P''(z) = P'(z) \left( \frac{P'(z)}{z} - \frac{2}{z} \right) + \frac{\phi'(z)^2}{2(D-2)} = 0, \)

\( \frac{g''(z)}{4g(z)} + \frac{D - 2}{2} P''(z) + (D - 2)^2 P'(z) \)

\[\times \left( \frac{1}{z} + \frac{P'(z)}{z} \right) + \frac{3}{4} \frac{g'(z)}{g(z)} \]

\[-\frac{3(D-2)}{4} \frac{g'(z)}{g(z)} \]

\[+\frac{e^{2P(z)} L^4 V(z)}{2z^2 g(z)} + \frac{(D - 1)(D - 2)}{2z^2} = 0. \]

Similarly, one can obtain the equation of motion for the gauge field

\[
A_t^n(z) - A_t(z) \left( \frac{f'(z)}{f(z)} + (D-4) P'(z) - \frac{D-4}{z} \right) = 0,
\]

and the equation of motion for the scalar field

\[
\phi''(z) + \phi'(z) \left( \frac{g'(z)}{g(z)} + (D - 2) P'(z) - \frac{D - 2}{z} \right) \]

\[+e^{-2P(z)} \frac{z^2 A_t^2(z)}{2L^2 g(z)} \frac{\partial f(\phi)}{\partial \phi} - \frac{L^2 e^{2P(z)}}{z^2 g(z)} \frac{\partial V(\phi)}{\partial \phi} = 0. \]

One can treat Eq. (7) as a constrained equation and consider Eqs. (3)–(6) as independent. One can impose the following boundary conditions to solve the independent equations

\( g(0) = 1, \ g(z_h) = 0, \)

\( A_t(0) = \mu, \ A_t(z_h) = 0, \)

\( P(0) = 0, \ \phi(0) = 0, \)

where \( \mu \) is the chemical potential which is related to the near boundary expansion of the zeroth component of the gauge field from the holography. Moreover, the scalar field \( \phi \) is demanded to be real in the bulk.

By solving Eq. (6) and using the boundary conditions above, one can obtain the solution for the gauge field \( A_t(z) \)

\[
A_t(z) = \tilde{\mu} \int_{z_h}^{z} d\xi \frac{e^{-(D-4)P(\xi)} \xi^{D-4}}{f(\xi)}. \]

Using the holographic dictionary one can obtain the vacuum expectation value of the baryon density \( \rho \) from the gauge field when close to the boundary, \( A_t = \mu - \rho z^{D-3} \).

Then plugging Eq. (9) into Eq. (3), one can get the solution of \( g(z) \)

\[
g(z) = 1 + \int_{z_h}^{z} d\xi e^{-(D-2)P(\xi)} \xi^{D-2} [C_1 + K(\xi)],
\]

\( C_1 = \frac{1}{f(0)} \int_{0}^z d\xi e^{-(D-2)P(\xi)} \xi^{D-2} K(\xi) \)

\[
K(\xi) = \int d\xi \left[ \frac{\tilde{\mu}^2 \xi^{D-4} e^{-(D-4)P(\xi)}}{L^2 f(\xi)} \right].
\]

The expression of scalar field can be obtained in terms of \( P(z) \) from Eq. (4)

\[
\phi(z) = \int dz \sqrt{2(D-2) \left( -P''(z) + P'(z)(P'(z) - \frac{2}{z}) \right)} + C_2,
\]

where the constant \( C_2 \) is used to ensure \( \phi \) vanishes near the asymptotic boundary.

The potential of scalar field \( V(\phi) \) can be solved from Eq. (5)

\[
V(z) = -\frac{2z^2 g(z) e^{-2P(z)}}{L^2} \left[ \frac{(D-1)(D-2)}{2z^2} \right]
\]

\[\frac{3(D-2)}{4} \frac{g'(z)}{g(z)} + \frac{g''(z)}{4g(z)} \]

\[+\frac{(D-2)}{2} P''(z) + (D-2)^2 \]

\[\left( -\frac{1}{z} + \frac{P'(z)}{2} + \frac{3}{4} \frac{g'(z)}{g(z)} \right) P'(z). \]
From Eqs. (9)–(12), it is obvious that the nontrivial inputs which need to be fixed are scale factor $P(z)$ and gauge kinetic function $f(z)$. Indeed, Eqs. (9)–(12) are a gravity solution for EMs system in terms of arbitrary $P(z)$ and $f(z)$. Nonetheless, one can constrain $P(z)$ and $f(z)$ to match the properties of the boundary strongly coupled gauge theory with real QCD such as linear Regge trajectory, confinement/deconfinement of the boundary strongly coupled gauge theory with real QCD, etc.

In this paper, we want to study the thermodynamics and energy loss around phase transition without worrying too much about the dual boundary theory. We consider a simpler form of $P(z)$ and $f(z)$ to match the properties of the boundary strongly coupled gauge theory with real QCD such as linear Regge trajectory, confinement/deconfinement phase transition, etc.

In this work, we fix the phase transition temperature to study the thermodynamics and energy loss around phase transition in $D$ dimensions. Demanding the phase transition temperature $T_{\text{HP}} = 270 \text{MeV}$ when $\mu = 0$, we fix the parameters $a = 9.889$, $b = 0.0358$ when $D = 4$ and $a = 8.675$, $b = 0.019$ when $D = 5$. It should be mentioned that the results of $D = 4$ and 5 cases are just for examples. One also can study the thermodynamics and energy loss in higher dimension. In fact, the black hole solutions always satisfy the Einstein equations of motion when $D = 6$ or $D = 7$ in this $D$-dimensional model. Note that, the temperature of phase transition is not fixed in [47].

In this work, we fix the phase transition temperature to study the equations of state and energy loss around phase transition temperature in $D$ dimensions.

We plot $g(z)$ versus $z$ for different values of the chemical potential $\mu$ and $\phi(z)$ versus $z$ when $D = 4$ and 5 in Figs. 1 and 2, respectively. It is found that the blackening function $g(z)$ and scalar field $\phi(z)$ satisfy the boundary conditions of Eq. (8). Moreover, the scalar field is real in the bulk.

We expand the scalar field $\phi$ and scalar potential $V(\phi)$ near the asymptotic boundary $z = 0$ and rewrite the scalar potential in terms of scalar field

$$D = 4: \quad V = -6 + \frac{m^2}{2} \phi^2 + \cdots,$$

$$D = 5: \quad V = -12 + \frac{m^2}{2} \phi^2 + \cdots. \quad (14)$$

where $m^2$ denotes the mass of the scalar field. Form Eq. (14), one can get the $m^2 = -2$ when $D = 4$ and $m^2 = -3$ when $D = 5$. The results satisfy the Breitenlohner-Freedman (BF) bound [98], $m^2 \geq -(D - 1)^2/4$, implying that the

![Fig. 1 $g(z)$ versus $z$ for different values of the chemical potential $\mu$ when $z_0 = 1$ in $D = 4$ and 5 cases](image1)

![Fig. 2 $\phi(z)$ versus $z$ when $D = 4$ and 5](image2)
gravitational background is stable in AdS space when $D = 4$ and 5.

We plot $V(z)$ versus $z$ for different values of the chemical potential $\mu$ when $z_h = 1.5$ in $D = 4$ and 5 cases when $D = 4$ and 5 in Fig. 3. We can find $V(0) \geq V(z)$ in the bulk which indicates the Gubser criterion is satisfied in this gravity system [99]. It means the scalar potential is bounded from above by its UV boundary value. In Fig. 4, we plot $V(z)$ versus $\phi(z)$ when $D = 4$ and 5. It is found that $V(z)$ depends slightly on horizon $z_h$ and chemical potential $\mu$. Indeed, the scalar potential are almost indistinguishable in the region away from the horizon while cognizable slightly near the horizon.

### 3 Thermodynamics in the dynamical AdS/QCD model

The expressions of black hole entropy and Hawking temperature in $D$ dimensions are

$$s = \frac{L^{D-2} e^{-(D-2)P(z_h)}}{4G_D z_h^{D-2}}.$$  

$$T = \frac{z_h^{D-2} e^{-(D-2)P(z_h)}}{4\pi} \times \left[ -K(z_h) + \frac{\int_{z_h}^{\infty} d\xi e^{-(D-2)P(\xi)} \xi^{D-2} K(\xi)}{\int_{z_h}^{\infty} d\xi e^{-(D-2)P(\xi)} \xi^{D-2}} \right].$$  

(15)

From the first law of thermodynamics, one can obtain the free energy at fixed chemical potential and volume

$$F = \int_{z_h}^{\infty} s T \, dz_h,$$  

(16)

where we have fixed $F(z_h \rightarrow \infty) = 0$ to ensure the free energy of the thermal gas background background to be zero.

### 3.1 Black hole thermodynamics

We plot temperature $T$ as a function of horizon $z_h$ for different values of the chemical potential $\mu$ when $D = 4$ and 5 in Fig. 5. It is found that there are two branches (a, b).
in \((T, z_h)\) plane when \(\mu = 0\). There is a minimum temperature below which the black hole solution does not exist. Indeed, three branches \((1, 2, 3)\) exist simultaneously when \(0 < \mu < \mu_c\). The small black hole \((1)\) (large \(z_h\) region) and large black hole \((3)\) (small \(z_h\) region) where \(T\) decreases with \(z_h\) are thermodynamically stable. The branch \((2)\) (slope is positive) for which \(T\) increases with \(z_h\) is unstable from the thermodynamic point of view. A phase transition from small black hole to large black hole may exist when increases the temperature \(T\). When \(\mu \geq \mu_c\), the unstable branch disappears and the temperature \(T\) monotonously decreases with \(z_h\). We also can observe this stable–unstable nature of these branches from the free energy behaviors in Fig. 6.

In Fig. 6, we plot free energy \(F\) as a function of horizon \(z_h\) and temperature \(T\) when \(D = 4\) and \(5\). We first study free energy as a function of horizon in Fig. 6a, c. In \(\mu = 0\) case, one can observe that the free energy \(F\) starts with a larger negative value to a positive maximum value and finally decreases to zero. There may exist a phase transition between the large black hole and thermal gas background when free energy intersects the x-axis. Indeed, the free energy has a maximum value and a minimum value simultaneously when \(0 < \mu < \mu_c\). This phenomenon implies a phase transition may exist between the large black hole and small black hole. When \(\mu \geq \mu_c\), the free energy becomes monotonous and no large black hole to small black hole phase transition happens when increasing \(z_h\). Indeed, the small–large black hole phase transition in the gravitational background is dual to the confinement-deconfinement phase transition in the boundary theory [45,46].

Then we study free energy as a function of temperature in Fig. 6b, d. When \(\mu = 0\), a phase transition between the large black hole phase and thermal-AdS phase happens at \(T_{HP} = 270 MeV\). When \(0 < \mu < \mu_c\), a characteristic swallow-tailed structure \((2)\) appears which implies a first order phase transition happens. The phase transition occurs at the kink which represents a transition between the large black hole and small black hole. We can find that the free energy of the second branch \((2)\) is always larger than other phases which indicates the thermodynamically unstable nature of this phase. The swallow-tailed structure gradually decreases with \(\mu\) and it completely disappears at \(\mu = \mu_c\). When \(\mu \geq \mu_c\), the free energy monotonously decreases with the temperature.

In Fig. 7, we plot the phase diagram in \(T - \mu\) plane when \(D = 4\) and \(5\). It is found that the phase transition temperature decreases with \(\mu\). The first order phase transition happens between large black hole and thermal gas background when \(\mu = 0\). When \(0 < \mu < \mu_c\), the first order phase transition exists between the large black hole and the small black hole. The first order phase transition terminates at \(\mu = \mu_c\). When \(\mu \geq \mu_c\), the system is crossover. The behavior of
the phase diagram resembles the Van der Waal-like liquid-gas phase transition from the results. The phase diagram for heavy quarks and even pure gauge limit is first order, then crossover [38,45,46,48].

In this subsection, we study the black hole thermodynamics and phase diagram in different dimensions. In [48], the authors use a different form of gauge kinetic function to match the meson mass spectrum. A different form of scale factor also has been used to fix the phase transition temperature of pure gluon system. In this work, we also fix the temperature of phase transition at zero chemical potential to be \( T_{\text{THP}} = 270 \text{ MeV} \) for pure gluon system. From the results, the behaviors of black hole thermodynamics and phase diagram are similar with [48]. In [51], the authors used same form of Eq. (13) but different gauge kinetic function to study the phase structure of light quarks. The behavior of phase diagram in [51] is different. In [51], the behavior of phase diagram is crossover at low density while first order phase transition occurs at high density.

In this work, the gauge kinetic function does not modify the asymptotic structure of the spacetime to match the meson mass spectrum but has a better control over the integrals in Eqs. (9)–(12). We focus the behaviors of equations of state and energy loss around phase transition temperature in different dimensions. One can find that the equations of state are multi-valued near the phase transition temperature when \( 0 < \mu < \mu_c \) while is single-valued when \( \mu \geq \mu_c \) in D dimensions. In the studying of drag force, we find the heavy quark may lose less energy in higher dimension. The diffusion coefficient is larger in higher dimension. More details are in the following sections.

### 3.2 Equations of state

The baryon density \( \rho \) can be obtained from the gauge field when close to the boundary, \( A_t = \mu - \rho z^2_{zh} \). In D = 5 case, the expression of gauge field (Eq. (9)) can be obtained as \( A_t = \mu - \frac{\mu}{\rho z_{zh}} \) and \( \rho = \mu z_{zh}^2 \). In D = 4 case, the expression of gauge field can be obtained as \( A_t = \mu - \frac{\mu}{\rho z_{zh}} \) and \( \rho = \mu z_{zh}^2 \). In Fig. 8, we plot the baryon density \( \rho \) as a function of temperature \( T \) for different values of the chemical potential \( \mu \) when D = 4 and 5. When \( 0 < \mu < \mu_c \), \( \rho \) is multi-valued and increases with the temperature in stable branches (1, 3) while decreases with \( T \) in unstable branch (2). This behavior indicates a phase transition exists. When \( \mu \geq \mu_c \), the baryon density becomes single-valued and invariably increases with the temperature. This implies there is no phase transition. The chemical potential increases the values of baryon density when D = 4 and 5.

Then we study the dependence of specific heat \( C_V \) on the temperature. The specific heat is defined by

\[
C_V = T \left( \frac{\partial s}{\partial T} \right).
\]  

In Fig. 9, we plot the specific heat \( C_V/T^3 \) versus temperature \( T \) for different values of the chemical potential \( \mu \) when D = 4 and 5. When \( 0 < \mu < \mu_c \), the specific heat has negative values which corresponds to thermodynamical instability. When \( \mu \geq \mu_c \), the specific heat is always positive which means the black hole is thermodynamically stable.

We plot the entropy density \( s/T^3 \) versus temperature \( T \) for different values of the chemical potential \( \mu \) when D = 4 and 5 in Fig. 10. When \( 0 < \mu < \mu_c \) the entropy is multi-valued and entropy increases with the temperature in stable branches (1, 3) while decreases with \( T \) in unstable branch (2). This phenomenon indicates a phase transition happens. When \( \mu \geq \mu_c \), the entropy is single-valued and always increases with the temperature. No phase transition exists in this process. The chemical potential enhances the values of entropy density when D = 4 and 5.

The pressure is related to the free energy as \( p = -F \). In Fig. 11, we plot the pressure \( p/T^4 \) versus temperature \( T \) for different values of the chemical potential \( \mu \) when D = 4 and 5. One can find the pressure increases with the chemical potential which indicates the phase transition temperature is pushed to be smaller for larger chemical potential in some
sense. This phenomenon is consistent to the lattice results [97]. The pressure is multi-valued when $0 < \mu < \mu_c$ while is not when $\mu \geq \mu_c$. Moreover, the behavior of pressure for different values of the chemical potential is consistent with the results of free energy in Fig. 6. Indeed, the chemical potential increases the pressure when $D = 4$ and $5$.

The squared speed of sound can be defined as

$$C_s^2 = \frac{\partial \ln T}{\partial \ln s}. \quad (18)$$

We plot the squared of speed of sound $C_s^2$ versus temperature $T$ for different values of the chemical potential $\mu$ when $D = 4$ and $5$ in Fig. 12. It is obvious that $C_s^2$ approaches to the conformal limit $1/3$ (the dotted black line) at high $T$ form Fig. 12a, c. From Fig. 12b, d, the positive/negative regions of $C_s^2$ correspond to the thermodynamical stability/instability when $0 < \mu < \mu_c$. This result is consistent with the results of the specific heat since the negative value of specific heat implies thermodynamically unstable.
In fact, the squared of speed of sound $C_s^2$ is related to the specific heat as $C_s^2 = s/C_V$. When $\mu = \mu_c$, $C_s^2 = 0$ at the phase transition temperature. When $\mu > \mu_c$, $C_s^2$ is always positive and sharply decreases near the phase transition temperature. When the temperature reaches to phase transition temperature, $C_s^2$ has a minimum value. Moreover, the chemical potential reduces the values of $C_s^2$ near phase transition temperature. The influence of chemical potential on the $C_s^2$ is negligible at high temperature.

In this subsection, we study the equations of state around phase transition temperature in different dimensions. One can find that the equations of state are multi-valued near the phase transition temperature when $0 < \mu < \mu_c$ while is single-valued when $\mu \geq \mu_c$ in D dimensions.

4 Nontrivial energy loss in the holographic QCD model

In this section, we will calculate the drag force and diffusion coefficient around phase transition temperature in D space-time dimensions. When the external heavy quark passing through the hot dense matter with a fixed velocity $\nu$, it feels a drag force. The energy loss can be determined by the loss of averaged momentum per unit time. It is worthy to study the energy loss of heavy quark around the phase transition.
temperature when heavy quark moving through the strongly coupled plasma.

4.1 Drag force

In trailing string model [19,20], the heavy quark passing through the hot dense medium with an invariable velocity is dual to an open string with an endpoint moving with a same speed on the boundary, while the rest of the string trailing down into the bulk of the AdS spacetime. The energy loss of the heavy quark can be seen as the energy flow (or momentum flux) from the string along the horizon (or momentum flux) from the endpoint along the string towards the horizon. The dynamics of the heavy quarks can be described by the Brownian motion, and the equation of the motion is

\[
\frac{dp}{dt} = -\eta_D p + f_1, \tag{19}
\]

where the drag force \( f \) is equal to \(-\eta_D p \). The \( \eta_D \) is the drag coefficient which suppressed by the mass and the \( p \) is momentum of the quark. In the condition of \( \frac{dp}{dt} = 0 \), the driving force \( f_1 \) is equal to the drag force \( f \).

The metric of the background (2) in the string frame is

\[
ds^2 = \frac{L^2 e^{2P(z)}}{z^2} \left[ -g(z)dt^2 + \sum_{i=1}^{D-2} dx_i^2 + \frac{dz^2}{g(z)} \right], \tag{20}
\]

where \( P_A(z) = P(z) + \sqrt{\frac{1}{2\pi}} \phi(z) \).

The coordinates in Eq. (20) can be parameterized by

\[
t = \tau, \quad x_1 = v t + \xi(z), \quad z = \sigma, \tag{21}
\]

where \( v \) is the quark velocity.

The Lagrangian density can be obtained from the Nambu-Goto action as

\[
\mathcal{L} = \sqrt{-g_{tt}g_{zz} - g_{zz}g_{xx}v^2 - g_{tt}g_{xx}\xi'^2}, \tag{22}
\]

where \( g_{tt} = -\frac{L^2 e^{2P(z)}}{z^2} \), \( g_{xx} = \frac{L^2 e^{2P(z)}}{z^2} \), and \( g_{zz} = \frac{1}{g_{xx}} \).

The Lagrangian density does not depend on \( \xi \) from Eq. (22), which means the canonical momentum is conserved

\[
\Pi_\xi = \frac{\partial \mathcal{L}}{\partial \xi'} = \frac{-g_{tt}g_{xx}\xi'}{\sqrt{-g_{tt}g_{zz} - g_{zz}g_{xx}v^2 - g_{tt}g_{xx}\xi'^2}}. \tag{23}
\]

Then one can get

\[
\xi'^2 = \frac{-g_{zz}(g_{tt} + g_{xx}v^2)\Pi_\xi^2}{g_{tt}g_{xx}(g_{tt}g_{xx} + \Pi_\xi^2)}. \tag{24}
\]

Both the numerator and the denominator must change sign at a same location \( z \) from Eq. (24). The critical point \( z_c \) can be written as

\[
g_{tt}(z_c) = -g_{xx}(z_c)v^2, \tag{25}
\]

and

\[
\Pi_\xi^2 = -g_{tt}(z_c)g_{xx}(z_c). \tag{26}
\]

Then the drag force can be obtained from Eq. (25) and Eq. (26)

\[
f = -\frac{1}{2\pi a} \Pi_\xi = -\frac{1}{2\pi a} g_{xx}(z_c) v, \tag{27}
\]

where the minus sign means the direction of motion is against the drag force from the medium.

In [19], the drag force of the \( \mathcal{N} = 4 \) SYM theory with zero chemical potential is

\[
f_{SYM} = -\frac{\pi T^2 \sqrt{\lambda}}{2} \frac{v}{\sqrt{1 - v^2}}, \tag{28}
\]

where \( \sqrt{\lambda} = \frac{L^2}{a^2} = \frac{2}{g_{YM}^2} N_c \).

In Fig. 14, we plot drag force normalized by its conformal limit \( f/f_{SYM} \) versus temperature \( T/T_H \) for different velocity and chemical potential \( \mu \) in large black hole (high temperature and thermodynamically stable region) when \( D = 4, 5 \). It is obvious that the drag force is sensitive to the quark velocity and the temperature. The energy loss of heavy quark shows an enhancement near the change transition temperature. In \( D = 4 \) case, the peak is around \( T = 1.09 T_H \) when \( v = 0.6 \) and the peak is around \( T = 1.2 T_H \) when \( v = 0.9 \). This finding illustrates that the heavy quark energy loss has a nontrivial and non-monotonic dependence on temperature. It should be mentioned that the energy loss also has an enhancement even at low velocity when \( D = 4 \) which is different from [67]. In \( D = 5 \) case, a peak only appears at high velocity \( (v = 0.95) \) near \( T = 1.037 T_H \). Furthermore, the peak value increases with the chemical potential which implies \( \mu \) enhances the energy loss. The peak value of energy loss is moving towards lower temperature slightly when increasing chemical potential from the numerical results.

In Fig. 15, we plot drag force normalized by its conformal limit \( f/f_{SYM} \) versus temperature \( T/T_H \) for different dimensions in large black hole. One can find the heavy quark may lose less energy in higher dimension.

4.2 Diffusion coefficient

The diffusion coefficient can be used to describe how strongly the heavy quark couples to the hot dense medium. The dif-
Fig. 14 Drag force normalized by its conformal limit $f/f_{SYM}$ versus temperature $T/T_{HP}$ for different velocity and chemical potential $\mu$ in large black hole when $D = 4, 5$. We take $T_{HP} = 0.27$ GeV when $\mu = 0$ in this figure.

Fig. 15 Drag force normalized by its conformal limit $f/f_{SYM}$ versus temperature $T/T_{HP}$ for different dimensions in large black hole. We take $T_{HP} = 0.27$ GeV when $\mu = 0$ in this figure. The red line for $D = 4$ case and blue line for $D = 5$ case.

The fusion coefficient in the $\mathcal{N} = 4$ SYM situation (with zero chemical potential) can be given by

$$D_{SYM} = \frac{T}{m} t_{SYM} = \frac{2}{\pi T \sqrt{\lambda}}.$$  \hspace{1cm} (29)

where $t_{SYM} = \frac{1}{\eta D_{SYM}}$ is the diffusion time.

The Eq. (27) can be rewritten as

$$f = -\eta_D p,$$ \hspace{1cm} (30)

where $\eta_D$ and $p$ is the drag coefficient and the momentum, respectively.

From Eqs. (27), (29) and (30), diffusion coefficient normalized by the $\mathcal{N} = 4$ SYM result is

$$\frac{D}{D_{SYM}} = \frac{\pi^2 T^2}{g_{xx}(\zeta_c)\sqrt{1 - \nu^2}}.$$ \hspace{1cm} (31)

In Fig. 16, we plot diffusion coefficient normalized by its conformal limit $D/D_{SYM}$ versus temperature $T/T_{HP}$ for different velocity and chemical potential $\mu$ in large black.
hole when $D = 4, 5$. Similarly to the results of drag force, the diffusion coefficient also has a nontrivial and non-monotonic temperature dependence on temperature in $D$ dimensions. A suppression appears around the phase transition. Indeed, the diffusion coefficient decreases with the chemical potential.

In Fig. 17, we plot diffusion coefficient normalized by its conformal limit $D/D_{SYM}$ versus temperature $T/T_{HP}$ for different dimensions in large black hole. We find that the diffusion coefficient is larger in higher dimension.

5 Conclusion and discussion

In this paper, we consider the holographic QCD model with a planar horizon in the $D$ dimensions with different consistent metric solutions. Furthermore, we study the black hole thermodynamics, phase diagram and equations of state (EoS) and the energy loss around the phase transition temperature.

We study the Hawking temperature and free energy in the small and large black hole. One can observe the stable–unstable nature of black hole branches from the Hawking temperature and free energy behaviors. From the results, a
phase transition from small black hole to large black hole may exist as one increases the temperature $T$ when $0 < \mu < \mu_c$. When $\mu \geq \mu_c$, the unstable black hole disappears. From the results of phase diagram, we find the phase transition temperature decreases with chemical potential which consistent with the finding from the lattice results [97]. It is found that baryon density $\rho$ and entropy increase with the temperature in stable black hole while decreases with $T$ in unstable branch. From the studying of the speed of sound, one can observe that the positive/negative regions of $C_\omega^2$ correspond to the dynamical stability/instability when $0 < \mu < \mu_c$. One also can find that the peak of trace anomaly increases with the chemical potential which is consistent with the lattice results in [97].

Furthermore, we study the temperature and chemical potential dependence of the drag force and diffusion coefficient in this holographic QCD model. It is obvious that the drag force is sensitive to the quark velocity and the temperature. The energy loss of heavy quark shows an enhancement near the phase transition temperature. This finding illustrates that the heavy quark energy loss has a nontrivial and non-monotonic dependence on temperature in $D$ dimensions. The peak of energy loss is moving towards lower temperature slightly when increasing chemical potential. The diffusion coefficient also has a nontrivial and non-monotonic temperature dependence on temperature in $D$ dimensions. Moreover, we find the heavy quark may lose less energy in higher dimension. The diffusion coefficient is larger in higher dimension.

We expect that the results of energy loss around phase transition temperature in this paper could provide some theoretical reference on the study of heavy quark energy loss from heavy ion collision experiments. Since a strong magnetic field has been produced in the heavy ion collisions, it is also significant to study the jet quenching parameter around phase transition temperature with nonzero chemical potential and magnetic field in the holographic QCD model. We hope report this research in the future.
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