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We study the nature of the electronic states in the intermediate band formed by interstitial
titanium in silicon. Our single-site description combines effects of electronic correlations, captured
by dynamical mean-field theory, and disorder, modeled using the coherent potential approximation
and the typical medium mean-field theory. For all studied concentrations an extended metallic
state with a strongly depleted density of states at the Fermi level is obtained. The self-energy is
characteristic to Fermi-liquids and for certain temperatures reveals the existence of coherent quasi-
particles.

The metal-to-insulator transition (MIT) is a rich field
of research within condensed-matter physics, where many
different underlying mechanisms (disorder and/or interaction) has been proposed [1,2]. Anderson [3]
introduced a mechanism which now bears his name, while studying doping of phosphor in silicon, where the transition
is due to the randomness of the impurities. At about the same time, Mott [4] proposed that screening effects
would become more important as the number of impurities increases, leading to a MIT. A third possibility is the Mott-Hubbard transition [1], in which an on-site intraatomic electron-electron Coulomb interaction competes
with inter-atomic hopping, leading potentially to an insulating state. In principle, all three of these mechanisms
are present in doped semiconductors, and to disentangle one from the other is a non-trivial task.

From the family of doped semiconductors, one promising candidate for the next generation of solar cells are
the intermediate-band (IB) photovoltaics [5–7]. In this class of materials, deep-level impurities are used to create
a narrow band situated inside the gap of a semiconductor host. The IB allows two-photon absorption
processes, which are beneficial for the conversion efficiency of solar-cell devices. However, the deep-level impurity
may also give rise to a localized charge around itself, which in turn distorts the lattice. This can lead to non-radiative recombinations processes, as discussed by Shockley, Reed [8], and Hall [9], where the efficiency is reduced due to phonons. It has been argued that the non-radiative recombination can be countered by increasing the doping of impurities to the point where the states in the IB becomes delocalized, making the charge spread out [10, 11]. Therefore, it is an important question to answer if the IB states are localized or delocalized, or in other words, if the system is insulating or metallic.

An often studied IB photovoltaic is silicon doped with titanium [12–14]. During the last two decades, there has been a substantial research interest in this system, with conflicting results and interpretations. It seems that both the crystal growth techniques used to grow the silicon host, and the implantation method for the Ti, play important roles. Both experiment and theory indicates that Ti impurities predominantly occupy interstitial positions in the diamond structure of Si [11, 15–17]. Since the solubility limit of Ti in Si is relatively low [18, 19], out-of-equilibrium implantation techniques have to be used to achieve so-called hyperdoping. The Mott limit, where the states in the IB would turn from localized to delocalized, is estimated to be $N_c = 6 \times 10^{19}$ cm$^{-3}$ [11], therefore hyperdoping is necessary to reach the MIT. High Ti concentrations have been reported, some showing as high as $10^{19}$ and $10^{21}$ cm$^{-3}$ [12, 20]. However, even though good conductivity and sub-bandgap photoresponse has been demonstrated, the specific detectivity was found to be rather low [14]. Liu et al. [16] used two different Ti-implantation techniques, where one sample was completely insulating for all concentrations, while the other had a decreasing sheet resistance with increasing Ti concentration. In the latter case, the decrease in conductivity was attributed to percolation in Ti-rich cellular walls, and not to the MIT. This brings into question the degree of spatial homogeneity of Ti one can expect after hyperdoping. Recent studies, using ion implantation and pulsed-laser melting, came to the conclusion that the possible concentrations are well below the Mott limit [17, 21].

On the theoretical side, in an attempt to formulate a mean-field theory of Anderson localization involving one-particle quantities, it was realized that the typical density of states (TDOS) vanishes as the disorder strength increases, and therefore can serve as a possible order parameter for localization [22, 24]. Such an effect can not be captured by using the arithmetic average of the self-consistent coherent potential approximation (CPA) [25, 26]. Within the proposed typical medium theory (TMT) [23], geometric averaging over disorder was used, instead of the arithmetic average. A combined density functional theory (DFT) [27] calculation followed by the cluster extension of the TMT, the so-called typical medium dynamical cluster approximation TM-DCA [28, 29] recently reported that in the concen-
tration range of $1.0 \times 10^{20}$ to $5.0 \times 10^{19} \text{cm}^{-3}$ Ti impurities in Si [30] the IB electronic states within the gap undergo a localized to extended transition.

As the incomplete 3$d$ shell of Ti is subject to important electronic correlation effects, we investigate here the competition of electron-electron interaction and localization of IB electronic states in Ti-doped Si. On the methodological side we report the combined implementation of TMT and dynamical mean-field theory (DMFT) [31, 32], to describe electronic correlation, into the DFT framework. This is a natural extension of a previous single-site TMT formulation using the exact muffin-tin orbitals (EMTO) basis set [33], which however departs from the original single-site TMT formulation as will be explained below. We compare spectral functions of DFT(CPA/TMT) [33], with and without electronic correlation [34], with our present TMT+DMFT implementation. According to the present results the system remains metallic for the experimentally relevant Hubbard $U$ and $J$ parameters with a significantly reduced density of states at the Fermi level and a non-zero but reduced TMT order parameter.

In order to clarify the implementation let us state the key idea of the TMT namely that the typical values of the random quantities should be associated with physical observables [3]. The typical value of a variable $X$ is represented by its geometric mean $\langle X \rangle_g \equiv \exp \left[ \langle \ln X(\varepsilon) \rangle_a \right]$, where $X(\varepsilon)$ is a function of the random on-site energy $\varepsilon$ and by $\langle \ldots \rangle_a$ we denote the arithmetic average. The typical density of states reads: $\rho_g(E) = \exp \left[ \langle \ln \rho(E, \varepsilon) \rangle_a \right]$. The typical value of the local Green’s function is obtained as a Hilbert transform: $G_g(z) = \int_{-\infty}^{\infty} \rho_g(E) / (z - E) \, dE$, which in many situations lead to numerical difficulties. In our TMT formulation we geometrically average the full scattering path operator $\langle \hat{g} \rangle$, see Fig. 1, in such a way we avoid the numerical instabilities associated with the Hilbert transform. We follow the implementation of Ref. [34], which parametrize the Green’s function (in terms of potential parameters $P$ and structure constants $S$) and thus does not require any analytical continuation within the DFT+DMFT self-consistency loops [35]. The schematic flow diagram is shown in Fig. 1 and follows that presented in Ref. [34].

In order to solve the DMFT impurity problem, the perturbative spin-polarized $T$-matrix fluctuation-exchange (SPTFLEX) solver [36, 40] is used. In this solver, the electron-electron interaction term can be considered in a full spin and orbital rotationally invariant form, viz. $\frac{1}{2} \sum_{\{m,\sigma\}} U_{mm'm''m''\sigma'} c_{im\sigma}^\dagger c_{im'm''\sigma} c_{im''m''\sigma'} c_{im'm''\sigma'}$. Here, $c_{im\sigma}/c_{im\sigma}^\dagger$ annihilates/creates an electron with spin $\sigma$ on the orbital $m$ at the lattice site $i$. The Coulomb matrix elements $U_{mm'm''m''\sigma}$ are expressed in the usual way in terms of Slater integrals [1]. The simplifications of the computational procedure in reformulating the FLEX [36] as a DMFT impurity solver [37–39, 41] consists in neglecting dynamical interactions in the particle-particle channel, considering only static (of $T$-matrix type) renormalization of the effective interactions. As some interaction effects are already included in the DFT exchange-correlation functional, the so-called “double-counted” terms must be subtracted. To achieve this, we employ the fully-localized limit double-counting scheme [12]. The Matsubara frequencies $\omega_n = (2n + 1)i\pi T$, with $n = 0, 1, 2, \ldots$, were truncated after 1024 frequencies, and different values for the temperature $T$ were considered. The densities of state were computed along a horizontal contour shifted away from the real-energy axis by about 10 meV. At the end of the self-consistent DFT calculations, the self-energy $\Sigma(\omega_n)$ was analytically continued by a Padé approximant [43, 44] to the horizontal contour.

Silicon crystallizes in the diamond structure (space group 227, Fd$ar{3}$m), with a lattice constant $a = 5.4309$ Å. The Si atoms occupy the $(0,0,0)$ and $(\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$ positions, while the $(\frac{1}{2}, 0, 0)$ and $(0, \frac{1}{2}, 0)$ are unoccupied. We denote the unoccupied positions as Em for (“empty”) and consider the Ti-interstitial impurities as randomly placed at the $(\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$ lattice-sites. We view the Ti and the Em as forming a “binary alloy”, occupying the $(\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$-site with the formula Ti$_m$Em$_{1-c}$, where $0 \leq c \leq 1$ denotes the concentration of Ti. Throughout the paper, unless stated otherwise, we use $c = 0.001$, since this is a representative concentration close to the predicted Mott limit [11]. We use the experimental lattice constant throughout all calculations, since for the investigated concentrations of Ti impurities the change in unit cell volume upon doping is negligible [12, 45]. The single-site method that we use here can not, in general, capture the effect of local lattice relaxations. However, in previous studies the position of the IB was found to be fairly unaffected by the

![FIG. 1. CPA/TMT+DMFT flow diagram. The path operator $\hat{g}$ for the effective medium is arithmetically averaged in single-site CPA, while it is geometrically averaged in single-site TMT. The potential parameters $P$ and structure constants $S$ parametrize the Green’s function [34]. The full charge self-consistency is achieved in the DFT external loop: the charge density $n(r)$ is passed into the combined disorder and many-body solver, while the self-energy $\Sigma$ is stored for the next many-body iteration, and the correction $\Delta n(r)$ to the real space charge density is returned into the outside DFT loop.](image-url)
local lattice relaxation due to the Ti-impurities. The Green’s function is computed for 16 energy points along a semicircular contour with a diameter of 1 Ry, with the basis consisting of s-, p-, and d-orbitals. The DFT convergence is achieved already at about $5 \cdot 10^3$ k-points however DOS plots were produced using an integration over the irreducible Brillouin zone a mesh consisting of more than $10^4$ k-points. The generalized gradient approximation (GGA) with the Perdew-Burke-Ernzerhof (PBE) parametrization of the exchange-correlation functional, which leads to an underestimated gap. In general the arithmetic average of the Ti-LDOS and the LDOS produced by all other atoms (mainly Si) at the position of the empty-site. Its magnitude remains essentially unmodified $\rho_p(E_F) \approx 0.008 \text{ (eV)}^{-1}$ in the entire range of studied concentrations, and thus its non-zero value signals the lack of a disorder-driven MIT.

The effects of the mean-field decoupling of the Hubbard interaction has been addressed using the DFT+$U$ method. A Hubbard correction to the 3d orbitals in the range of $U \approx 3.0 - 5.0$ eV give a good agreement for the magnitude of the migration barriers and the position of donor levels for certain transition metal impurities including Ti. Given the spread in the magnitude of the $U$ parameter we have performed (CPA/TMT)+DMFT computations for several $U$ and $J$.

![Graph](attachment:figure.png)

**FIG. 2.** Concentration weighted Si partial DOS using CPA (black line) and TMT (orange line). Inset: Concentration-weighted partial DOS for interstitial Ti, at a concentration of 0.1%. The partial density of states of pure Si is shown as a shaded area.

In Fig. 2 we show the partial LDOS for Si and Ti (inset) in the non-interacting case using the CPA and TMT configurational averages. The IB states are formed by the hybridization of Ti-3$d$ states and the Si-3$p$ states. By orbital decomposition we confirm that at the Fermi level $E_F$, Ti-$t_{2g}$ orbitals are predominant. The impurity band in the CPA overlaps with the bottom conduction band, which is a consequence of the poor performance of the traditional exchange correlation functional, which leads to an underestimated gap. In general the arithmetic average is larger than the geometric one, however for such a small concentration the average LDOS for the CPA and TMT are quite similar. This might be attributed to the fact that Ti impurities are subject to similar hybridization with the tails of the Si-atoms on the vacated interstitial site. We investigate further the behaviour of the TDOS, the so-called order parameter which monitors the presence of precursors for Anderson localization. In the absence of electronic correlations this quantity is computed according to: $\rho_g(E) = \rho_{T\text{Ti}}(E)\rho_{\text{Em}}^{-1}(E)$, and represents the geometrical average of the Ti-LDOS and the LDOS produced by all other atoms (mainly Si) at the position of the empty-site. Its magnitude remains essentially unmodified $\rho_p(E_F) \approx 0.008 \text{ (eV)}^{-1}$ in the entire range of studied concentrations, and thus its non-zero value signals the lack of a disorder-driven MIT.

In Fig. 3 we show the Ti partial LDOS for different averaging schemes, and for different $U$ and $J$ parameters, at $T = 400$ K. Electronic correlation effects on the Ti-3$d$ states lead to a spectral weight transfer towards the bottom of the conduction band (towards higher energies). Most significantly, depending on the strength of Hubbard parameters a major reduction of about two orders of magnitude of the Ti-LDOS at the Fermi level is obtained in the range of $\rho_{T\text{Ti}}(E_F) \approx 10^{-3}$ to $10^{-5}$ states/eV.
Nevertheless the total DOS, $\rho(E_F)$, is not zero but with an absolute magnitude of about $10^{-2}$ states/eV. The CPA+DMFT methodology allows also to study the temperature dependence of the partial DOS at the impurity site. For $U = 5.0$ eV, $J = 1.0$ eV we found that in the vicinity of the Fermi level Ti-LDOS decreases with temperature, however its magnitude is significantly smaller than the corresponding Em-LDOS (not shown). Overall no significant temperature dependence of the total DOS at $E_F$ is obtained.

![Diagram](image)

**FIG. 4.** Temperature dependence of the orbital resolved Im $\Sigma_{eg/t_{2g}}(\omega_n)$ within the CPA+DMFT and at $U = 5.0$ eV, $J=1.0$ eV. Squares/circles denote the $eg/t_{2g}$-orbitals character. Lines are guides to the eye. Inset: Im $\Sigma_{eg/t_{2g}}(\omega_n)$ plotted versus temperature. The dashed line is a linear fit to the data.

In metallic alloys the self-energy carries information about the relaxation processes. In particular the imaginary part of the DMFT self-energy encodes the Coulomb scattering effects. In disordered systems in the absence of interactions the self-energy takes into account the fluctuations in the on-site energies beyond the effective medium fields of CPA and TMT, and carries the information about the scattering on impurities. In the case of local Fermi liquids it was recently shown that even in the presence of a constant scattering rate (which may mimic impurity scattering) into the DMFT self-energy the system still displays a Fermi-liquid behavior [50].

In Fig. 4 we show the Ti 3d-orbital-resolved self-energies as functions of the Matsubara frequencies from the CPA+DMFT computation. Similar results were obtained from TMT+DMFT. The Fermi liquid state is characterized by a linear dependence of the imaginary part of the self-energy on imaginary frequencies $i\omega_n$: Im$\Sigma(\omega_n) = -\Gamma - (Z^{-1} - 1)\omega_n$, where $Z$ is the quasiparticle spectral weight and $\Gamma$ the quasiparticle damping (inverse quasiparticle life time). The Im$\Sigma_{eg}(\omega_n)$ approaches zero linearly for all temperatures in the region of low Matsubara frequencies, thus the $eg$-electrons are long-lived quasiparticles, i.e. their scattering rate vanishes as the Fermi surface is approached. A downturn in the Im$\Sigma_{t_{2g}}(\omega_n)$ is seen in the temperature range from 1000 K down to 300 K. However, for temperatures between 200 K $\leq T \leq$ 300 K, the Im$\Sigma_{t_{2g}}(\omega_n)$ is changing its curvature, so one expects that in this temperature range a cross over to the Fermi liquid regime occurs. The inset of Fig. 4 shows that Im $\Sigma_{eg/t_{2g}}(\omega_0)$ versus temperature can be fitted to a line. In view of the “first Matsubara frequency” rule [51] such a linear dependence provides an estimate for the crossover temperature below which quasiparticles are coherent. While $eg$-electrons are coherent quasiparticles in the entire temperature range the $t_{2g}$-electrons behave as coherent quasiparticles only below $\approx 200$ K. These results provide a clear indication of the Fermi-liquid character of the electronic system. The quasiparticle mass enhancement $m^*/m$, with respect to the band mass $m$, can be approximately computed from the Matsubara frequencies in the zero-temperature limit as $m^*/m = 1 - \frac{\text{Im}\Sigma(\omega_0)}{|\omega_n| \rightarrow 0}$. For the Hubbard parameter $U = 5$ eV, we estimate a mass enhancement of $m^*/m \approx 8$ for the $t_{2g}$ orbitals at 150 K, which confirms the presence of important correlation effects.

In summary, we modeled randomness and local Coulomb interaction effects in titanium-doped silicon. We compare results of CPA+DMFT [34] with the present TMT+DMFT implementation and address the controversy whether the induced IB states, formed as consequence of Ti-d($t_{2g}$) and Si-p orbital hybridization, are localized or extended. We demonstrate that within the single-site version of TMT-EMTO, in the absence of electronic correlations, the order parameter that describes the precursors of Anderson localization is non-zero, so that no transition can be captured. In the presence of interactions we report a significant reduction of the one-particle spectra at $E_F$, however the electronic states remain coherent quasiparticles at least up to 200 K, despite a significantly large Hubbard $U$ parameter. The drastic reduction of $\rho(E_F)$ is a predominant correlation effect being qualitatively and even quantitatively similar between CPA+DMFT and TMT+DMFT. Thus, if a metal to insulator transition exists this should be triggered by effects which are beyond the combined single-site disorder and correlation considered here. Note that recent experimental findings, points towards granular and percolation physics being of importance in this system, which requires modeling beyond local theories.
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