An adaptive multi-scale iterative scheme for a phase-field model for precipitation and dissolution in porous media
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Abstract

Mineral precipitation and dissolution processes in a porous medium can alter the structure of the medium at the scale of pores. Such changes make numerical simulations a challenging task as the geometry of the pores changes in time in an apriori unknown manner. To deal with such aspects, we here adopt a two-scale phase-field model, and propose a robust scheme for the numerical approximation of the solution. The scheme takes into account both the scale separation in the model, as well as the non-linear character of the model. After proving the convergence of the scheme, an adaptive two-scale strategy is incorporated, which improves the efficiency of the simulations. Numerical tests are presented, showing the efficiency and accuracy of the scheme in the presence of anisotropies and heterogeneities.

Keywords: Phase-field model, homogenization, multi-scale methods, iterative schemes, adaptive strategy

2020 MSC: 65M12, 65M50, 65M55, 65M60

1. Introduction

Processes involving precipitation and dissolution in porous media are encountered in many real-life applications. Notable examples in this sense appear in environmental engineering (the management of freshwater in the subsurface), geothermal energy, and agriculture (soil salinization). Particularly challenging for the mathematical modeling and numerical simulations are the situations when the chemistry is affecting the micro structure of the medium, in the sense that the pore geometry and even morphology is altered by dissolution or precipitation. In other words, at the scale of pores (from now on the micro scale), the geometry changes due to chemistry and this also impacts the averaged model behavior at the Darcy-scale (from now on the macro scale).

Mathematical models for dissolution and precipitation in porous media have been extensively discussed in the past decades. In this sense, we mention the model proposed in \cite{1}, in which the possibility of having an under- or oversaturated regime is
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expressed in rigorous mathematical terms. Various mathematical aspects for such models, like the existence and uniqueness of a (weak) solution, the rigorous derivation of the macro-scale model from a micro-scale one, the numerical approximation, or qualitative properties like traveling waves are studied in [1, 2, 3, 5, 6, 7]. The models discussed there do not take explicitly into account any evolution of the micro-scale geometry. In those cases one can work with the mineral as a surface concentration and the micro-scale volumetric changes in the mineral phase are neglected (see [8, 9]). At the macro scale, this implies that the porosity does not depend on the solute concentration. An exception is the macro-scale model proposed in [5], including an equation relating the changes in the porosity to the (macro-scale) concentration of the mineral.

Whenever the changes in the mineral layer thickness are large compared to the typical micro-scale length (the size of pores), the micro-scale changes in porosity and morphology cannot be neglected. This impacts the flow at the micro scale, and implicitly the averaged macro-scale quantities which are of primary interest for real-life applications. In this context, ups scal ing is a natural way to derive macro-scale models incorporating the micro-scale processes accurately. We recall that, due to the chemical processes mentioned above, the structure of the pores (the micro structure) is changing in time, depending on the concentration of the dissolved components, which is a model unknown. In other words, one deals with free boundaries appearing at the micro scale. The challenges related to such models are two-fold; on the one hand, related to the free boundaries, and on the other hand, to the fact that these appear at the micro scale.

Several approaches are available to account for the evolution of the pore-scale geometry. In one spatial dimension, a free boundary model for dissolution and precipitation in porous media is proposed in [10]. There, the existence and uniqueness of a solution are proved. For closely related results, we mention [11, 12], where the existence of solutions for similar, one-dimensional free-boundary problems is proved. For the multi-dimensional case, we mention [13, 14, 15] where mathematical models for reactive transport models in moving domains are proposed. Similarly, in [16] the existence of a solution for a model describing reactive solute transport in deformable two-dimensional channels with adsorption-desorption at the walls is proved, relying on the techniques in [17].

Whereas the one-dimensional case is quite direct; there are various ways to deal with the (freely) moving boundaries in multiple spatial dimensions. When dealing with simple geometries, like a radially symmetric channel, a layer thickness function can be defined to locate the free boundary. This approach is adopted in [8, 9, 13]. For more complex situations, a level set approach can be considered, as done in [19, 20, 21, 22]. Upscaled models can be derived in both cases. For simple geometries, transversal averaging is sufficient, leading to an upscaled model in which the layer thickness is related to the changes in porosity and permeability. For more complex situations, one can apply homogenization techniques. In this case, the upscaled model components and parameters are determined by solving micro-scale (cell) problems involving moving interfaces.

A third option, which inspired the present work, is the phase-field approach. In this case, a thin, diffuse interface layer approximates the freely moving interfaces separating the fluid from the mineral (the precipitate). Building on the idea of minimizing the free energy (see e.g. [23]) the phase-field indicator $\phi$ is an approximation of the
characteristic function that approaches 1 in the fluid phase and 0 in the mineral phase. In between, a smooth transition zone of width $\lambda > 0$ is encountered (see e.g. [24]). This approach was considered in [25] for describing the dissolution and precipitation processes as encountered at the micro scale. There, two phases are encountered (the mineral and the solvent), both being immobile; the solute concentration changes due to chemistry (precipitation and dissolution) and diffusion. An extension to two fluid phases and the mineral is proposed in [26]. There, the Darcy-scale counterpart is derived by homogenization techniques but still for the case without fluid motion. The model in [25] is further extended in [27] to incorporate fluid flow at the micro scale, and where a Darcy-scale counterpart is derived. In this context, we also mention [28] where model order reduction techniques are employed to build an efficient multi-scale algorithm applicable to the phase-field model proposed in [26].

Here we focus on the two-scale model in [27], in which the so-called cell problems defined at the micro scale are solved for determining the effective parameters appearing in the macro-scale equations modeling the flow and the chemical processes. In other words, we compute effective parameters such as the effective diffusion and the effective permeability tensors to resolve the homogenized problem. These macro-scale quantities are found through local micro-scale problems that depend on the evolution of the phase field at the micro scale. The main goal of this paper is to develop a robust multi-scale iterative scheme accounting for both the scale separation and the non-linearities in the model. Although motivated by [27], this approach can be applied to other two-scale models resulting from homogenization. Unlike classical multi-scale schemes, e.g., [29], where one has the same type of equations at both the macro and micro scales, the scheme proposed here allows for different equations at the micro and macro scale. This approach is hence in line with the heterogeneous multi-scale methods in [30]. In the present context, we mention the similarities with [31, 32], where a multi-scale scheme is developed for reactive flow and transport in porous media where a level-set is employed to track the evolution of the solid-fluid interface at the micro scale.

The scheme proposed here is a multi-scale iterative one and relies on the backward Euler (BE) method for the time discretization. The general ideas are presented in [33]. Inspired by [34], an artificial term is included in the (micro-scale) phase-field equation. This parameter has a stabilizing effect in the coupling with the (macro-scale) flow and reactive transport equations. We mention that, compared to [34], this coupling is bridging here two different scales. In a simplified setting, we give the rigorous convergence proof of the scheme. This result is obtained without specifying any particular spatial discretization.

To guarantee mass conservation, the mixed finite element method (MFEM) is employed for the spatial discretization at both scales. Since effective quantities are needed for each macro-scale element, the finer the macro-scale mesh is, the more micro-scale problems have to be solved numerically. This increases the computational effort significantly. To deal with this aspect, a macro-scale adaptive strategy is included, inspired by [35]. The main idea is to select at each time step a representative fraction of the macro-scale points (so-called active nodes), for which the micro-scale cell problems are solved and the effective quantities updated. The results are then transferred to the remaining (inactive) nodes, which are assigned to an active node based on a similarity
criterion. A similar approach was also applied in \cite{26,31}.

Adaptivity is further applied at the micro scale, where it is crucial to have an accurate description of the diffuse transition zone. In such regions, a fine mesh is necessary to capture the phase-field changes at every time. On the other hand, away from such transition zones, in both the mineral and the fluid phases, the phase field is barely varying. There a coarser mesh is sufficient to obtain an accurate numerical solution. Therefore we use an adaptive mesh that follows the movement of the phase-field transition zone. We start with a coarse micro-scale mesh and apply a prediction-correction strategy as described in \cite{36} for a phase-field model for fracture propagation. Finally, since the micro-scale cell problems for the phase field are non-linear, we use a fixed-point iterative scheme called L-scheme, as described in \cite{37,38}. Incorporating this linearization scheme in the multi-scale iterative one mentioned above can be made with no effort, as they both involve similar stabilization terms. Moreover, this scheme has the advantage of being convergent regardless of the starting point and the spatial discretization (the method itself, and the mesh size). Finally, as much the spatial discretization allows it, the iterative scheme guarantees the lower and upper bounds for the phase field.

This paper is organized as follows. In Section 2, the two-scale geometry and the two-scale model are presented briefly. In Section 3, we present the iterative scheme and in Section 4, we introduce the non-linear solver used on the micro-scale problems. In Section 5, we prove the convergence of the multi-scale iterative scheme. The micro- and macro-scale adaptive strategies are described in Section 6. Finally, in Section 7, two numerical test cases are applied in which we study in detail the effect of different choices of parameters.

1.1. Notations

In this paper we use common notations from the functional analysis. For a general domain $\mathcal{D} \subset \mathbb{R}^d$ with $d = 2, 3$, we denote by $L^p(\mathcal{D})$ the space of the $p$-integrable real-valued functions equipped with the usual norm and by $H^1(\mathcal{D})$ the Sobolev space of $L^2(\mathcal{D})$ functions having weak derivatives in the same space.

We let $\langle \cdot, \cdot \rangle_\mathcal{D}$ represent the inner product on $L^2(\mathcal{D})$ and norm $\|v\|_{L^2(\mathcal{D})}^2 := \langle v, v \rangle_\mathcal{D}$. For defining a solution in a weak sense we use the spaces $H^1_0(\mathcal{D}) = \{ p \in H^1(\mathcal{D}) \mid p \text{ is } \mathcal{D} \text{-periodic} \}$ and $H^1_0(\mathcal{D}) = \{ p \in H^1(\mathcal{D}) \mid p = 0 \text{ on } \partial \mathcal{D} \}$, with $H^{-1}_0(\mathcal{D})$ and $H^{-1}_0(\mathcal{D})$ being the corresponding dual spaces. When the functions are defined over two domains $\mathcal{D}_1 \subset \mathbb{R}^d$ and $\mathcal{D}_2 \subset \mathbb{R}^d$ we use the Bochner spaces $L^p(\mathcal{D}_1; L^q(\mathcal{D}_2))$ for $p, q \in [1, \infty)$, with the usual norm. In the case $p = q = 2$ we denote the corresponding norm $\|v\|_{\mathcal{D}_1 \times \mathcal{D}_2} := \|v\|^2_{L^2(\mathcal{D}_1; L^2(\mathcal{D}_2))}$.

We use the positive and negative cut of a real number $v$, defined as $\lceil v \rceil := \max(v, 0)$ and $\lfloor v \rfloor := \min(v, 0)$.

2. The two-scale model

As mentioned before, we consider the upscaled phase-field model in \cite{27}. This model describes single-phase flow and reactive transport through a porous medium where the fluid-solid interface evolves due to mineral precipitation and dissolution.
macro-scale domain is $\Omega$. It should be interpreted as a homogenized porous medium in which the micro-scale complexities (e.g., the alternating solid and void parts) are averaged out. Following the homogenization procedure, to each macro-scale point $x \in \Omega$, a micro-scale domain $Y$ is assigned, representing an idealization of the complex structure at the micro scale. These micro-scale domains are used to define the cell problems, yielding the effective parameters and functions required at the macro scale.

Following [27], the model considered here has been derived by homogenization techniques. At the micro scale the geometry consists of solid grains surrounded by void space (pores). The precipitation and dissolution processes are encountered on the boundary of already existing mineral (grains) and not in the interior of the void space. We assume that the mineral never dissolves entirely and that the void space is always connected; thus the porosity is never vanishing. We refer to [39, 40] for the analysis of models, including vanishing porosity and to [41] for a comparison of different approaches used in the context near clogging.

We write the model in non-dimensional form by following the non-dimensionalization in [27]. In doing so, we use a local unit cell $Y = [-0.5, 0.5]^d$ and to identify the variations at the micro scale we define a fast variable $y$. We associate one micro-scale cell $Y$ to every macro-scale location $x \in \Omega$ (see Figure 1).

![Figure 1: The two-scale domain: the macro scale, homogenized porous medium $\Omega$ (left) and the micro-scale domain $Y$ (right) corresponding to a point $x \in \Omega$.](image)

Following from the upscaling, the unknowns $q(x,t)$, $p(x,t)$ denote the (macro-scale) velocity and pressure in the fluid and $u(x,t)$ is the upscaled solute concentration. At the macro scale the flow is described by

$$
\begin{align*}
(P^M_p) \quad \nabla \cdot q &= 0, & \text{in } \Omega_T := \Omega \times (0, T], \\
q &= -K \nabla p, & \text{in } \Omega_T, \\
p &= p_D, & \text{on } \partial \Omega_T := \partial \Omega \times (0, T], \\
p &= p_I, & \text{in } \Omega \text{ and } t = 0.
\end{align*}
$$

For the solute transport one has

$$
\begin{align*}
(P^M_u) \quad \partial_t (\Phi (u - u^*)) + \nabla \cdot (q u) &= D \nabla \cdot (A \nabla u), & \text{in } \Omega_T, \\
u &= u_D, & \text{on } \partial \Omega_T, \\
u &= u_I, & \text{in } \Omega \text{ and } t = 0,
\end{align*}
$$
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where all the spatial derivatives are taken with respect to the macro-scale variable \( x \). Here \( D \) denotes the pore-scale diffusivity of the solute. In the mineral domain, the mineral is immobile and has a constant concentration \( u^* \). Here, \( \mathbf{q} \) comes from averaging the product of the pore-scale velocity and the phase field \( \phi \) over the micro domain \( Y \). The variable \( \bar{\phi}(x, t) \) defines the porosity and the matrices \( \mathbf{A}(x, t) \) and \( \mathbf{K}(x, t) \) are the effective diffusion and permeability, respectively and are determined through local cell problems on \( Y \). In other words, the porosity \( \bar{\phi} \) and the effective parameters \( \mathbf{A} \) and \( \mathbf{K} \) depend on the micro scale in a way that will be explained below.

To derive the macro-scale parameters \( \bar{\phi}(x, t) \), \( \mathbf{A}(x, t) \) and \( \mathbf{K}(x, t) \), the phase field \( \phi(x, y, t) \) is determined for all \( x \in \Omega \) by solving the following micro-scale problem

\[
(P_\phi) \quad \begin{cases}
\lambda^2 \partial_t \phi + \gamma P'(\phi) = \gamma \lambda^2 \Delta \phi - 4 \lambda \phi(1 - \phi) \frac{1}{u^*} f(u), & \text{in } Y, \\
\phi \text{ is } Y\text{-periodic}, \\
\phi = \phi_i, & \text{in } Y \text{ and } t = 0,
\end{cases}
\]

where all the spatial derivatives are taken with respect to the micro-scale variable \( y \). The function \( f(u) \) is the reaction rate and \( \gamma \) denotes the diffusivity of the interface that separates the fluid and the mineral. Further, \( P(\phi) \) denotes the double-well potential, which ensures that the phase field \( \phi \) mainly attains values (close to) 0 and 1 for small values of the width of the transition zone \( \lambda \). For improving the local conservation of the phase field \( \phi \), one may follow [42, 43] and add an additional, \( Y \)-averaged term in the phase-field equation.

While \( \phi \) enters in the micro-scale problems through the effective parameters defined below, the reverse coupling with the micro scale is given through the reaction rate \( f(u) \), with \( u \) being constant w.r.t the variable \( y \in Y \). The macro-scale porosity in \( (P_\phi^M) \) is defined by averaging the phase field \( \phi \)

\[
\bar{\phi}(x, t) = \int_Y \phi(x, y, t) dy.
\]

In the cell problems, we use a regularized phase field \( \phi_\delta := \phi + \delta \) with \( \delta > 0 \) being a small regularization parameter. With this we avoid degeneracies and ensure that the cell problems are well defined. Notice that this regularization parameter only plays a role in the calculation of the effective parameters and does not appear explicitly in \( (P_\phi^M) \) and \( (P^K_M) \).

The elements of the effective matrices \( \mathbf{A}(x, t) \) and \( \mathbf{K}(x, t) \) are given by

\[
\mathbf{A}_{rs}(\cdot, t) = \int_Y \phi_\delta \left( \delta_{rs} + \partial_x \omega^s \right) dy \quad \text{and} \quad \mathbf{K}_{rs}(\cdot, t) = \int_Y \phi_\delta w^s dy,
\]

for \( r, s \in \{1, \ldots, d\} \). The functions \( \omega^s \) and \( w^s = [w^s_1, \ldots, w^s_d]' \) solve the following cell problems, defined for each \( x \in \Omega \)

\[
(P_A^\mu) \quad \begin{cases}
\nabla \cdot (\phi_\delta (\nabla \omega^s + \mathbf{e}_s)) = 0, & \text{in } Y, \\
\omega^s \text{ is } Y\text{-periodic} \quad \text{and} \quad \int_Y \omega^s dy = 0,
\end{cases}
\]
\[ \nabla \Pi^s + e_s + \mu \Delta (\phi \delta w^s) = \frac{g(\phi, \lambda)}{\phi \delta} w^s, \quad \text{in } Y, \]
\[ \nabla \cdot (\phi \delta w^s) = 0, \quad \text{in } Y, \]
\[ \Pi^s \text{ is } Y\text{-periodic and } \int_Y \Pi^s \, dy = 0. \]

Here \( e_s \) is the \( s \)-th canonical vector and the function \( g(\phi, \lambda) \) ensures that there is zero flow in the mineral phase. This function is such that \( g(1, \lambda) = 0 \) and \( g(0, \lambda) > 0 \). Here we take \( g(\phi, \lambda) := \frac{10K(1-\phi)}{\lambda(\phi+10)} \) with \( K = 25 \) as motivated in [44].

Finally, the boundary and initial conditions in (PM), (PM), and (PM) satisfy the following assumptions

(A1) The functions \( p_D \) and \( u_D \) are traces of functions in \( H^1(\Omega) \) and \( u_D \) is essentially bounded.

(A2) The function \( u_I \in L^\infty(\Omega) \) is such that \( 0 \leq u_I(x) \leq u^* \) a.e. and the function \( \phi_I \in L^\infty(\Omega \times Y) \) is such that \( 0 \leq \phi_I(x,y) \leq 1 \) a.e.

For simplicity, in the following sections we consider homogeneous Dirichlet boundary conditions but the extension to other cases can be done straightforwardly.

3. The iterative scheme

We propose an iterative scheme to simulate the multi-scale behavior of the phase-field model presented in Section 2. Here we use an artificial coupling parameter between the two scales. In [34, 45] similar approaches about handling the coupling between scales and non-linear systems of equations can be found.

3.1. Preliminaries

For a fixed micro-scale domain \( Y \) corresponding to one macro-scale point \( x \in \Omega \) the non-linear part of (PM), namely \( F : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \), is defined by

\[ F(\phi, u) := -\gamma P'(\phi) - 4\lambda \phi(1-\phi) \frac{1}{u^*} f(u). \]  

Further, we choose the reaction rate \( f(u) \) and the double-well potential \( P(\phi) \) to be

\[ f(u) := k \left( \frac{|u|^2}{u_{eq}^2} - 1 \right) \quad \text{and} \quad P(\phi) := 8\phi^2(1-\phi)^2, \]

where \( u_{eq} \) is the equilibrium concentration and \( k \) is a reaction constant chosen to be 1. Under this choice and denoting by \( \partial_k F \) the partial derivative of \( F \) respect to the \( k \)-th argument, the non-linear term (2) satisfies the following properties

(F1) For each \( u \in \mathbb{R} \), the function \( F(\cdot, u) \) is locally Lipschitz continuous with respect to the first argument. There exists a constant \( \| F \|_1 \geq 0 \) such that \( |\partial_k F(s, u)| \leq \| F \|_1 \) for a.e. \( s \in [\alpha, \beta] \subset \mathbb{R} \).
(F2) For each \( \phi \in \mathbb{R} \), the function \( F(\phi, \cdot) \) is locally Lipschitz continuous with respect to the second argument. There exists a constant \( M_{F2} > 0 \) such that \( |\partial_2 F(\phi, s)| \leq M_{F2} \) for a.e. \( s \in [\alpha, \beta] \subset \mathbb{R} \). Moreover, the function \( F(\phi, \cdot) \) is such that \( F(0, \cdot) = F(1, \cdot) = 0 \).

**Proposition 1.** For each \( u \in \mathbb{R} \), the function \( F(\cdot, u) \) is continuous and can be decomposed as \( F(\cdot, u) := F_+ (\cdot, u) + F_- (\cdot, u) \) with \( F_+ (\cdot, u) \) denoting the increasing part of \( F(\cdot, u) \) and \( F_- (\cdot, u) \) the decreasing part of \( F(\cdot, u) \)

\[
F_+ (\alpha, u) = \int_0^{\alpha} |\partial_1 F(z, u)| \, dz, \quad \text{and} \quad F_- (\alpha, u) = \int_0^{\alpha} |\partial_1 F(z, u)| \, dz.
\]

In Section 4 we propose a micro-scale non-linear solver and there, the splitting of the non-linear term in Proposition 1 guarantees the convergence. In the following sections we treat \( F_+ \) implicitly and \( F_- \) explicitly. A similar strategy splitting the non-linearities into their convex and concave components can be found in [46].

### 3.2. The multi-scale iterative scheme

The multi-scale iterative scheme is inspired by [34], where a stabilizing term involving the parameter \( \mathcal{L}_{\text{coup}} > 0 \) is added to the micro-scale phase-field equation. In Section 5 we show that choosing \( \mathcal{L}_{\text{coup}} > 0 \) guarantees the convergence of the scheme.

We let \( N \in \mathbb{N} \) be the number of time steps and \( \Delta t = T/N \) be the time step size. For \( n \in \{1, \ldots, N\} \), we define \( t^n = n \Delta t \) and denote the time-discrete solutions by \( \phi^n := \phi(\cdot, t^n) \) and \( v^n := v(\cdot, t^n) \) for \( v \in \{A, K, p, q, u\} \).

Applying the Euler implicit discretization, at each time a fully coupled non-linear system of equations has to be solved. For each \( n > 0 \), the iterative algorithm defines a multi-scale sequence \( \{\phi^n, A^n, K^n, p^n, q^n, u^n\} \) where \( i > 0 \) is the iteration index. Naturally, the initial guesses for \( \phi^n_i \) and \( u^n_0 \) are \( \phi^{n-1} \) and \( u^{n-1} \). We call \( \phi^0 \) and \( u^0 \) the initial conditions of \( \phi \) and \( u \).

The iterative scheme is defined as follows. First, for a given \( u^{n-1}, u^{n-1}_t, \phi^{n-1} \) and \( \phi^{n-1}_t \), one solves the micro-scale phase-field problem

\[
(\mathbf{P}_{\phi}^{i,i}) \quad \left\{ \begin{array}{l}
\phi^n - \Delta t \gamma \Delta \phi^n - \frac{\Delta t}{\lambda^2} F_- (\phi^n, u^{n-1}_t) + \mathcal{L}_{\text{coup}} (\phi^n - \phi^{n-1}_t) \\
\phantom{=} = \phi^{n-1} + \frac{\Delta t}{\lambda^2} F_+ (\phi^{n-1}, u^{n-1}_t), \quad \text{in} \ Y, \\
\phi^n \quad \text{is} \ Y\text{-periodic},
\end{array} \right.
\]

By using the solution \( \phi^n \) in (1), (P) and (P) we calculate the iterative effective parameters \( A^n_i \) and \( K^n_i \). Then, one continues with the macro-scale problems

\[
(\mathbf{P}_p^{i,i}) \quad \left\{ \begin{array}{l}
\nabla \cdot q_i = 0, \quad \text{in} \ \Omega, \\
q_i = -K^n_i \nabla p_i, \quad \text{in} \ \Omega, \\
p_i = 0, \quad \text{on} \ \partial \Omega,
\end{array} \right.
\]

\[
(\mathbf{P}_u^{i,i}) \quad \left\{ \begin{array}{l}
\overline{\dot{\phi}} (u_i - u^*) + \Delta t \nabla \cdot (q_i u_i) \\
\phantom{=} = \Delta t D \nabla \cdot (A^n_i \nabla u_i) + \overline{\dot{\phi}}^{n-1} (u^{n-1} - u^*), \quad \text{in} \ \Omega, \\
u_i = 0, \quad \text{on} \ \partial \Omega.
\end{array} \right.
\]
The iterative scheme. For \( n > 0 \) and \( i > 0 \) with given \( u^{n-1} \), \( u^{n-1} \), \( \phi^{n-1} \) and \( \phi^{n-1} \), one performs the following steps

(S1) For each \( x \in \Omega \), find \( \phi^n \) by solving the phase-field problem \( P_{\mu \phi} \).

(S2) Given \( \phi^n \), find the effective matrices \( A^n \) and \( K^n \) in (1) by solving the cell problems \( P_{\mu \phi}^A \) and \( P_{\mu \phi}^K \).

(S3) Given \( K^n \) and \( A^n \), find \( p^n \), \( q^n \), and \( u^n \) by solving the macro-scale problems \( P_{\mu p}^M \) and \( P_{\mu u}^M \).

The multi-scale iterations in steps (S1)-(S3) take place until one reaches a prescribed threshold \( tol_M > 0 \) for the following \( L^2 \)-norm

\[
\varepsilon_M^{n,i} := \| \phi^n - \phi^{n-1} \|_{\Omega} \leq tol_M.
\]

We highlight that this stopping criterion is chosen according to the results in Theorem 2 in Section 6. Observe that the convergence of the porosity \( \phi \) guarantees the convergence of the macro-scale concentration \( u^n \), so the stopping criterion above is sufficient. However, different stopping criteria can also be used, including e.g., the residuals of the macro-scale concentration and velocity.

Proving the existence and uniqueness of a solution to the coupled system \( P_{\mu p}^M \), \( P_{\mu u}^M \), \( P_{\mu p}^A \) and \( P_{\mu u}^K \) is beyond the scope of this paper. Such results are known if each model component is considered apart. For example, when taken individually the problems \( P_{\mu p}^M \), \( P_{\mu u}^M \), \( P_{\mu p}^A \) and \( P_{\mu u}^K \) are linear and elliptic, while the non-linearity in \( P_{\mu \phi} \) is monotone and Lipschitz continuous. For such problems the existence and uniqueness of a weak solution is guaranteed by standard arguments. The same holds for \( P_{\mu p}^M \) and \( P_{\mu u}^M \). For the parabolic counterparts, before applying the time discretization, we refer to [47, 48, 49, 26]. There the existence and uniqueness of solutions to similar problems related to phase field modeling or the interaction between scales are addressed.

4. The micro-scale non-linear solver

The multi-scale iterative scheme in steps (S1)-(S3) includes a non-linear problem at the micro scale. At each time and for each \( x \in \Omega \), the iterations of the multi-scale scheme require solving the micro-scale non-linear problem \( P_{\mu \phi}^M \) in the micro-scale domain \( Y \). For this we construct an iterative non-linear solver based on the L-scheme [37, 38], which is a contraction-based approach. The main advantages of the L-scheme are that, unlike the Newton method, this method does not involve the calculation of derivatives and its convergence is guaranteed regardless of the initial approximation, the spatial discretization, or the mesh size.

To be specific, for a fixed \( x \in \Omega \) and \( n > 0 \), let \( \phi^{n-1} \in L^2(Y) \) and the concentration \( u^n(x) \) be given. The weak solution of the problem \( P_{\mu \phi}^M \) is defined as follows
Definition 1. A weak solution to the problem \( P_\phi \) is a function \( \phi^n \in H^1_\#(Y) \) satisfying

\[
\langle \phi^n, \psi \rangle_Y + \Delta \gamma(\nabla \phi^n, \nabla \psi)_Y - \frac{\Delta t}{\lambda^2} (F_t(\phi^n, u^n), \psi)_Y = 0
\]

for all \( \psi \in H^1_\#(Y) \).

Further, let \( i > 0 \) be a multi-scale iteration index and assume \( \phi^n_{i-1} \in L^2(Y) \) and \( u^n_{i-1}(x) \in \mathbb{R} \) known. The weak solution of the problem \( P^{\mu,i}_\phi \) is defined in

Definition 2. A weak solution to the problem \( P^{\mu,i}_\phi \) is a function \( \phi^n_i \in H^1_\#(Y) \) satisfying

\[
\langle \phi^n_i, \psi \rangle_Y + \Delta \gamma(\nabla \phi^n_i, \nabla \psi)_Y - \frac{\Delta t}{\lambda^2} (F_t(\phi^n_i, u^n_{i-1}), \psi)_Y = \langle \mathcal{L}_{coup}(\phi^n_i - \phi^n_{i-1}), \psi \rangle_Y
\]

for all \( \psi \in H^1_\#(Y) \).

Observe that \( P^{\mu,i}_\phi \) is a non-linear problem, which is solved numerically by employing a linear iterative scheme. To this aim we take \( \mathcal{L}_{lin} \in \mathbb{R}^+ \) such that \( \mathcal{L}_{lin} \geq \mathfrak{M}_{F_t} \) and let \( j \in \mathbb{N}, j \geq 1 \) be a micro-scale iteration index. The weak solution of the linear problem associated to \( P^{\mu,i}_\phi \) is defined as

Definition 3. A weak solution to the linearized version of problem \( P^{\mu,i}_\phi \) is a function \( \phi^{n,j}_{i,j} \in H^1_\#(Y) \) satisfying

\[
\langle (1 + \mathcal{L}_{coup})\phi^{n,j}_{i,j}, \psi \rangle_Y + \Delta \gamma(\nabla \phi^{n,j}_{i,j}, \nabla \psi)_Y - \frac{\Delta t}{\lambda^2} (F_t(\phi^{n,j}_{i,j}, u^n_{i-1}), \psi)_Y + \mathcal{L}_{lin}(\phi^{n,j}_{i,j} - \phi^{n,j}_{i-1}) = (\phi^{n-1} + \Delta t \mathcal{L}_{lin} \phi^{n,j}_{i,j-1}, \psi)_Y + \mathcal{L}_{coup}\phi^{n,j}_{i-1}, \psi)_Y
\]

for all \( \psi \in H^1_\#(Y) \).

The natural choice for the initial micro-scale iteration \( \phi^n_{i,0} \) is \( \phi^n_{i-1} \). Nevertheless, this choice is not compulsory for the convergence of the micro-scale linear solver as the convergence is independent of the initial guess. The iterations (5) are performed until one reaches a prescribed threshold \( tol_{\mu} \leq tol_{M} \) for the following \( L^2 \)-norm

\[
\varepsilon^{n,i,j}_\mu := \| \phi^{n,j}_{i,j}(x, \cdot) - \phi^{n,j}_{i,j-1}(x, \cdot) \|_Y \leq tol_{\mu}
\]

where \( i > 0 \) is the iteration index of the multi-scale scheme and \( j > 0 \) indicates the micro-scale iterations of the non-linear solver.

We highlight that in this specific case and due to the strong coupling between the flow, chemistry and the phase field over two scales, an accurate solution of the micro-scale problems is crucial to achieve convergence of the multi-scale iterations. For this
We obtain $\phi$ with this we obtain the lower bound of $m$ bounds. For a fixed $x$ on $\Delta$ sures the convergence of the micro-scale non-linear iterations under mild restrictions.

First, we test in (5) with $t_0$ and $\xi$, where $u_0$ is given. Further, let $i > 0$ be a multi-scale iteration index and $\phi^n_{i-1}$ be given. The upper bound follows by testing (5) with $\phi^n_{i-1}$, $\partial F_1$, and $\partial F_2$ are two functions such that $\partial F_1 = L_{\Omega}$ and $\partial F_2$ are essentially bounded by $0$ and $1$. Then $\phi^n_{i-1} \in H^1_0(Y)$ solving (5) satisfies the same essential bounds.

Proof. First, we test in (5) with $\phi^n_{i-1}$, then

\[
1 + \mathcal{L}_{\text{coup}} + \frac{\Delta t}{\lambda^2} \mathcal{L}_{\text{lin}} \| [\phi^n_{i,j}]_1 \|_Y^2 + \Delta t \gamma \| \nabla [\phi^n_{i,j}]_1 \|_Y^2 \\
= (\phi^n_{i-1} + \frac{\Delta t}{\lambda^2} F_i (\phi^n_{i-1}, u^n_{i-1}) + \mathcal{L}_{\text{coup}} \phi^n_{i-1}, [\phi^n_{i,j}]_1)_Y \\
+ \frac{\Delta t}{\lambda^2} (F_i (\phi^n_{i,j-1}, u^n_{i-1}) + \mathcal{L}_{\text{lin}} \phi^n_{i,j-1}, [\phi^n_{i,j}]_1)_Y.
\]

Using $[F2]$ and the mean value theorem on the right hand side of (7) one obtains

\[
(\phi^n_{i-1} + \frac{\Delta t}{\lambda^2} F_i (\phi^n_{i-1}, u^n_{i-1}) + \mathcal{L}_{\text{coup}} \phi^n_{i-1}, [\phi^n_{i,j}]_1)_Y \\
= ((1 + \frac{\Delta t}{\lambda^2} \partial F_1 (\xi, u^n_{i-1}))(\phi^n_{i-1} + \mathcal{L}_{\text{coup}} \phi^n_{i-1}, [\phi^n_{i,j}]_1)_Y,
\]

and

\[
\frac{\Delta t}{\lambda^2} (F_i (\phi^n_{i,j-1}, u^n_{i-1}) + \mathcal{L}_{\text{lin}} \phi^n_{i,j-1}, [\phi^n_{i,j}]_1)_Y \\
= \frac{\Delta t}{\lambda^2} ((\partial F_1 (\eta, u^n_{i-1}) + \mathcal{L}_{\text{lin}}) \phi^n_{i,j-1}, [\phi^n_{i,j}]_1)_Y,
\]

where $\xi : Y \to \mathbb{R}$ and $\eta : Y \to \mathbb{R}$ are two functions such that $\xi (y) \in (0, \phi^n_{i-1} (y))$ and $\eta (y) \in (0, \phi^n_{i,j-1} (y))$ for all $y \in Y$. Knowing that $\mathcal{L}_{\text{coup}}$, $\partial F_1 \geq 0$ and $\mathcal{L}_{\text{lin}} \geq \gamma \mu t_1$, we get that the right-hand sides of (8) and (9) are negative. Consequently,

\[
(1 + \mathcal{L}_{\text{coup}} + \frac{\Delta t}{\lambda^2} \mathcal{L}_{\text{lin}}) \| [\phi^n_{i,j}]_1 \|_Y^2 + \Delta t \gamma \| \nabla [\phi^n_{i,j}]_1 \|_Y^2 \leq 0,
\]

which implies $(1 + \mathcal{L}_{\text{coup}} + \frac{\Delta t}{\lambda^2} \mathcal{L}_{\text{lin}}) \| [\phi^n_{i,j}]_1 \|_Y^2 = 0$. In conclusion $[\phi^n_{i,j}]_1 = 0$ a.e., and with this we obtain the lower bound of $\phi^n_{i,j}$.

The upper bound follows by testing (5) with $[\phi^n_{i,j}]_1$ and following the same steps. We obtain $\phi^n_{i,j} (y) \leq 1$ a.e.

As mentioned before, solving the non-linear problem accurately is crucial to guarantee the convergence of the multi-scale iterative scheme. The following theorem ensures the convergence of the micro-scale non-linear iterations under mild restrictions on $\Delta t$, $\mathcal{L}_{\text{lin}}$ and $\mathcal{L}_{\text{coup}}$. 

\[\text{Lemma 1} \ (\text{Maximum principle for the phase-field}) \]. Assume $\phi^n_{i-1}$, $\phi^n_{i,j-1}$ and $\phi^n_{i,j} \in L^\infty (Y)$ are all essentially bounded by $0$ and $1$. Then $\phi^n_{i,j} \in H^1_0 (Y)$ solving (5) satisfies the same essential bounds.

Proof. First, we test in (5) with $\psi := [\phi^n_{i,j}]_1$, then

\[
(\phi^n_{i-1} + \frac{\Delta t}{\lambda^2} F_i (\phi^n_{i-1}, u^n_{i-1}) + \mathcal{L}_{\text{coup}} \phi^n_{i-1}, [\phi^n_{i,j}]_1)_Y \\
= (\phi^n_{i,j} + \frac{\Delta t}{\lambda^2} F_i (\phi^n_{i,j}, u^n_{i-1}) + \mathcal{L}_{\text{lin}} \phi^n_{i,j}, [\phi^n_{i,j}]_1)_Y.
\]
Theorem 1 (Convergence of the non-linear solver). Let \( \mathcal{M}_F \) be as above, with \( \mathcal{L}_{\text{coup}} \geq 0 \) and \( \mathcal{L}_{\text{lin}} \geq \mathcal{M}_F \). If \( \Delta t \leq \frac{\lambda_2(1+\mathcal{L}_{\text{coup}})}{\mathcal{M}_F} \) then the L-scheme (5) is convergent.

The proof of Theorem 1 follows the same steps as the proof in [4, Lemma 4.1]. We omit the details here.

5. Analysis of the multi-scale iterative scheme

In this section we show the convergence of the multi-scale iterative scheme in steps (S1) - (S3). We verify a relation between the effective diffusivity and the porosity and prove the convergence of the multi-scale iterative scheme in steps (S1) - (S3). The main difficulty in the convergence proof is due to the multi-scale characteristics of the scheme and the presence of the non-linear terms. We consider a simplified setting in which the flow component is disregarded.

Proposition 2. For \( n > 0 \) and the multi-scale iteration index \( i > 0 \), the effective diffusion tensors \( \mathcal{A}^n \) and \( \mathcal{A}^n_i \) are symmetric, continuous and positive definite. In other words, the constants \( a_m, a_M > 0 \) exist such that for all \( \psi \in \mathbb{R}^d \) and \( x \in \Omega \)

\[
\begin{align*}
    a_m \| \psi \|^2 &\leq \psi^T \mathcal{A}^n(x) \psi \leq a_M \| \psi \|^2, \\
    a_m \| \psi \|^2 &\leq \psi^T \mathcal{A}^n_i(x) \psi \leq a_M \| \psi \|^2.
\end{align*}
\]

We refer to [50, Proposition 6.12] for the proof of the symmetry and positive definiteness of the effective diffusion tensor.

For \( n > 0 \), let \( u^{n-1} \in L^2(\Omega) \) and \( \phi^n, \phi^{n-1} \in L^\infty(\Omega) \) be given. In the absence of flow, the weak solution of the problem (P\( \mathcal{M}^n, i \)) is defined as follows

Definition 4. A weak solution to the problem (P\( \mathcal{M}^n, i \)) is a function \( u^n_i \in H^1_0(\Omega) \) satisfying

\[
\begin{align*}
    \left( \phi^n(u^n_i - u^*), v \right)_{\Omega} + \Delta t D \left( \mathcal{A}^n \nabla u^n_i, \nabla v \right)_{\Omega} &= \left( \phi^{n-1}(u^{n-1} - u^*), v \right)_{\Omega},
\end{align*}
\]

for all \( v \in H^1_0(\Omega) \).

We let \( i \in \mathbb{N} \) denote the multi-scale iteration index. The iterated porosity \( \phi^n_i(x) := \int_{\Omega} \phi^n(y) \, dy \) is given for all \( x \in \Omega \) and the diffusivity tensor \( \mathcal{A}^n_i \) depends on \( \phi^n_i \) as explained in (1). In the absence of flow, the weak solution of the problem (P\( \mathcal{M}^n_i \)) is defined as follows

Definition 5. A weak solution to the problem (P\( \mathcal{M}^n_i \)) is a function \( u^n_i \in H^1_0(\Omega) \) satisfying

\[
\begin{align*}
    \left( \phi^n_i(u^n_i - u^*), v \right)_{\Omega} + \Delta t D \left( \mathcal{A}^n_i \nabla u^n_i, \nabla v \right)_{\Omega} &= \left( \phi^{n-1}(u^{n-1} - u^*), v \right)_{\Omega},
\end{align*}
\]

for all \( v \in H^1_0(\Omega) \).

For a fixed time \( n > 0 \) and in order to prove the convergence of the multi-scale iterative scheme, we make three extra assumptions and show an important property of the effective diffusion tensor.
Assumption 1. The porosity $\delta$ is bounded away from 0 and 1. That is, there exists two constants $\delta_m$ and $\delta_M$ such that $0 < \delta_m \leq \delta(x) \leq \delta_M < 1$ a.e.

Assumption 2. The concentration is such that $\|\nabla u^s\|_{L^\infty(\Omega)} \leq C_u$ for some constant $C_u > 0$.

Assumption 3. For every time step, multi-scale iteration and macro-scale location, the solution of the micro-scale cell problems (P_s) is such that

$$\|\nabla \omega^s\|_{L^\infty(\Omega)} \leq C_w$$

for some constant $C_w > 0$ and for all $s \in \{1, \ldots, d\}$.

Assuming the essential boundedness of the gradients of $u^n$, respectively $\omega^s$ is justified under certain conditions. For example, since $u^n_{i-1}$ is constant in $Y$, the solutions to the micro-scale elliptic problems are bounded uniformly w.r.t. $i$ in $H^1(Y)$, and have a better regularity than $H^1$. Assuming that $\nabla \phi^{n-1}$ is essentially bounded, one obtains bounds for $\nabla \phi^n$ by using \( P_s^{m,f} \). Furthermore, with a fixed $\delta > 0$ and recalling the essential bounds proved in Lemma 1, the problem $P_s^{m,f}$ solved by $\omega^s$ is linear, elliptic, and the coercivity constant is uniformly bounded. In view of the regularity and boundedness of $\phi^n_i$, one obtains that $\nabla \omega^s$ is essentially bounded as well. Finally, for the macro-scale problem $P_\omega^{m,f}$, assuming the the domain $\Omega$ and the initial data are sufficiently smooth, the essential boundedness of the gradient of $u^n$ can be obtained e.g. as in [51] Chapter 3.15.

For proving the convergence of the iterative scheme we start by showing that the changes in the phase field are bounding the variations in the diffusion tensor. We refer to [21] [41] [52] for numerical studies revealing the relation between diffusivity (and permeability) and porosity.

Lemma 2. Let $n > 0$ and $i > 0$ be fixed. There exists a constant $C_A > 0$ such that

$$\|A^n_i - A^n\|_\Omega \leq C_A \|\phi^n_i - \phi^n\|_{\Omega \times Y}.$$  (12)

Proof. For each $x \in \Omega$ we denote $\omega^n_{x,i}$ and $\omega^n_s$ the s-component of the solution of the micro-scale cell problems (P_s) that corresponds to $\phi^n_i$ and $\phi^n$. By subtracting those two cell problems we get formally that

$$\nabla \cdot ((\phi^n_i + \delta)(\nabla(\omega^n_{x,i} - \omega^n_s))) = -\nabla \cdot ((\phi^n_i - \phi^n)(e_s + \nabla \omega^n_s)).$$

From this one immediately obtains that

$$|\langle (\phi^n_i + \delta)\nabla(\omega^n_{x,i} - \omega^n_s), \nabla \psi \rangle | = |\langle (\phi^n_i - \phi^n)(e_s + \nabla \omega^n_s), \nabla \psi \rangle |$$  (13)

for all $\psi \in H^1_0(Y)$. Since $|Y| = 1$ and $0 \leq \phi^n_i$, by taking $\psi = \omega^n_{x,i} - \omega^n_s$ in (13), applying Cauchy-Schwartz and due to Assumption 3 we obtain

$$\|\nabla(\omega^n_{x,i} - \omega^n_s)\|_{L^1(Y)} \leq \|\nabla(\omega^n_{x,i} - \omega^n_s)\|_{L^2(Y)} \leq \frac{1}{\delta} \frac{C_w}{\delta} \|\phi^n_i - \phi^n\|_{Y}.$$  (14)
On the other hand, for each component \( rs \) of \( A^*_n(x) - A^n(x) \) it is easy to show that

\[
| [A^*_n(x)]_{rs} - [A^n(x)]_{rs} | \leq \int_Y | \phi^n - \phi^n | dy + \int_Y | (\phi^n + \delta) \partial_x \omega^0_{rs} - (\phi^n + \delta) \partial_x \omega^0_{rs} | dy
\]

\[
\leq \int_Y | \phi^n - \phi^n | dy + \int_Y | (\phi^n + \delta) (\partial_x \omega^0_{rs} - \partial_x \omega^0_{rs}) | + | (\phi^n - \phi^n) \partial_x \omega^0_{rs} | dy
\]

\[
\leq (1 + C_u) | \phi^n - \phi^n | y + \int_Y | (\phi^n + \delta) (\partial_x \omega^0_{rs} - \partial_x \omega^0_{rs}) | dy.
\]

By using (14) and the equivalence of norms in \( \mathbb{R}^{d \times d} \) one gets

\[
C_f \| [A^*_n(x)] - [A^n(x)] \|_{2, \mathbb{R}^{d \times d}} \leq \| [A^*_n(x)] - [A^n(x)] \|_{1, \mathbb{R}^{d \times d}} \leq \frac{d(1 + C_u)(1 + \delta)}{\delta} \| \phi^n - \phi^n \| y,
\]

where \( \| \cdot \|_{p, \mathbb{R}^{d \times d}} \) denotes the \( L^p \) matrix norm induced by the \( L^p \) vector norm for \( p = 1, 2 \).

The constant \( C_f > 0 \) is coming from the equivalence between the induced \( L^1 \) and \( L^2 \) matrix norms. By integrating over \( \Omega \), we conclude that

\[
\| A^*_n - A^n \| \leq \frac{d(1 + C_u)(1 + \delta)}{C_f \delta} \| \phi^n - \phi^n \| \Omega \times Y.
\]

The multi-scale error equations. For a fixed \( n > 0 \) and the iteration index \( i > 0 \), we define \( e^\phi_i := \phi^n - \phi^n \), \( e^u_i := u^r_i - u^r \) and \( \bar{e}^\phi_i := \bar{\phi}^n - \bar{\phi}^n \). Subtracting (4) from (3) and (11) from (10) shows that

\[
\langle e^\phi_i, \psi \rangle_Y + \Delta t \gamma (\nabla e^\phi_i, \nabla \psi)_Y + \frac{\Delta t}{\lambda^2} \mathcal{L}_{\text{coup}} (\langle e^\phi_i - e^\phi_{i-1} \rangle, \psi)_Y
\]

\[
= \frac{\Delta t}{\lambda^2} (F_i(\phi^n, u^n) - F_i(\phi^n, u^n), \psi)_Y
\]

\[
+ \frac{\Delta t}{\lambda^2} (F_i(\phi^{n-1}, u^{n-1}) - F_i(\phi^{n-1}, u^n), \psi)_Y,
\]

\[
\langle \bar{e}^\phi_i, v \rangle + \Delta t D (\langle A^*_n \nabla u^r_i, \nabla v \rangle_\Omega - \langle A^n \nabla u^n, \nabla v \rangle_\Omega) = \langle (u^n - u^r) e^\phi_i, v \rangle_\Omega, \tag{16}
\]

for all \( \psi \in H^1_0(Y) \) and \( v \in H^1_0(\Omega) \). We use this to prove the convergence of the multi-scale scheme.

**Theorem 2** (Convergence of the multi-scale scheme). Let \( n > 0 \) be fixed and \( \bar{\phi}^{n-1} \) be given. Under the Assumptions 2, 3 and (F1) - (F2) with \( M := \max(\Re F_i, \Re F_{i-1}) \) and \( \mathcal{L}_{\text{coup}} > 6 \Re M \), if the time step is small enough (i.e. satisfying (20) below), the multi-scale iterative scheme in steps (S1) - (S3) is convergent.

**Proof.** For a fixed macro-scale point \( x \in \Omega \) and the iteration index \( i > 0 \), we consider the error equation (15) and take the test function \( \psi = e^\phi_i \). By the mean value theorem
and [F1]-[F2] one gets

\[ \| e^\phi_i \|^2 + \Delta t \| \nabla e^\phi_i \|^2 + \mathcal{L}_{\text{coup}} \frac{\Delta t}{\lambda^2} \langle e^\phi_i, e^\phi_i \rangle \leq \mathcal{L}_{\text{coup}} \frac{\Delta t}{\lambda^2} \langle e^\phi_i, e^\phi_i \rangle + \Delta t \left( 2\| e^\phi_{i-1} \|^2 + \frac{\Delta t}{\lambda^2} \langle e^\phi_i, e^\phi_i \rangle \right). \]

Using Young’s inequality on the first two terms on the right hand side, with \( \delta_1, \delta_2 > 0 \) one obtains

\[ \left( 1 + \frac{\Delta t}{\lambda^2} \left( \mathcal{L}_{\text{coup}} - 3R \right) \right) \| e^\phi_i \|^2 + \Delta t \| \nabla e^\phi_i \|^2 \leq \mathcal{L}_{\text{coup}} \frac{\Delta t}{\lambda^2} \| e^\phi_{i-1} \|^2 + \Delta t \| e^\phi_{i-1} \|^2 + 3R \frac{\Delta t}{\lambda^2} \| e^\phi_i \|^2. \]

By taking \( \delta_1 = 1 \) and \( \delta_2 = \frac{1}{2} \), we get

\[ \left( 1 + \frac{\Delta t}{\lambda^2} \left( \mathcal{L}_{\text{coup}} - 3R \right) \right) \| e^\phi_i \|^2 \leq \mathcal{L}_{\text{coup}} \frac{\Delta t}{\lambda^2} \| e^\phi_{i-1} \|^2 + 3R \frac{\Delta t}{\lambda^2} \| e^\phi_{i-1} \|^2. \]  

Integrating over the macro-scale domain \( \Omega \), we conclude that

\[ \left( 1 + \frac{\Delta t}{\lambda^2} \left( \mathcal{L}_{\text{coup}} - 3R \right) \right) \| e^\phi_i \|^2 \leq \mathcal{L}_{\text{coup}} \frac{\Delta t}{\lambda^2} \| e^\phi_{i-1} \|^2 + 3R \frac{\Delta t}{\lambda^2} \| e^\phi_{i-1} \|^2. \]  

On the other hand, taking the test function \( v = e^\phi_i \) on the macro-scale error equation \([16]\) and using the Assumption \([1]\) and the Proposition \([2]\) we have

\[ \bar{\phi}_m \| e^\phi_i \|_\Omega^2 + \Delta t D a_m \| \nabla e^\phi_i \|_\Omega^2 \leq \Delta t D \langle (A''_i - A'') \nabla u^n, \nabla e^\phi_i \rangle_\Omega + \langle (u^n - u^n) e^\phi_i, e^\phi_i \rangle_\Omega. \]

When using Young’s inequality twice with \( \delta_3, \delta_4 > 0 \), we obtain

\[ \bar{\phi}_m \| e^\phi_i \|_\Omega^2 + \Delta t D a_m \| \nabla e^\phi_i \|_\Omega^2 \leq \Delta t D \left( \frac{\delta_3}{2} \| (A''_i - A'') \nabla u^n \|^2 \right) + \frac{1}{2\delta_4} \| e^\phi_i \|^2_\Omega. \]

We take \( \delta_3 = \frac{1}{a_m} \) and \( \delta_4 = \frac{1}{\bar{\phi}_m} \) and due to the Assumption \([2]\) and Lemma \([2]\) we obtain

\[ \bar{\phi}_m \| e^\phi_i \|_\Omega^2 + \Delta t D a_m \| \nabla e^\phi_i \|_\Omega^2 \leq \Delta t D \frac{C_u C_A^2}{2 a_m} \| e^\phi_i \|^2_\Omega + \frac{1}{2\bar{\phi}_m} \| (u^n - u^n) e^\phi_i \|^2_\Omega, \]

where \( \bar{u} := u^n + C_p C_u \) with \( C_p \) being a constant coming from the Poincaré inequality. Since \( |Y| = 1 \), one has \( \| e^\phi_i \|_\Omega \leq \| e^\phi_i \|_\Omega^2 \), implying

\[ \| e^\phi_i \|^2_\Omega \leq \left( \frac{\Delta t D}{a_m \bar{\phi}_m} C_u C_A^2 + \frac{\bar{u}^2}{ \bar{\phi}_m^2} \right) \| e^\phi_i \|^2_\Omega^2. \]  

(18)
Observe that the constants in (18) do not depend on the iteration index, i.e. (18) can be written for the index $i - 1$ as well. Using this in (17) we obtain

$$
\left(1 + \frac{\Delta t}{\lambda^2} \left( \frac{L_{coup}}{2} - 3gR \right) \right) \| e^\phi_i \|_{\Omega \times Y}^2 \\
\leq \left( L_{coup} \frac{\Delta t}{2\lambda^2} + 9M \frac{\Delta t}{2\lambda^2} \left( \frac{\Delta t D}{a_m \phi_m} C^2 \bar{u}^2 \lambda^2 + \frac{\Delta t}{\phi_m} \right) \right) \| e^\phi_{i-1} \|_{\Omega \times Y}^2.
$$

(19)

Clearly, (19) can be rewritten as $\| e^\phi_i \|^2 \leq C \| e^\phi_{i-1} \|^2$. By taking the time step $\Delta t$ sufficiently small, one obtains $C < 1$, so the error is contractive. Specifically, if $\Delta t > 0$ satisfies the inequality

$$
\left( \frac{9MDC^2 \bar{u}^2}{2\lambda^2 a_m \phi_m^2} \right) \Delta t^2 + \left( \frac{9M}{\lambda^2} \frac{\Delta t D}{a_m \phi_m} C^2 \bar{u}^2 \lambda^2 + \frac{3}{\phi_m} \right) \Delta t < 1,
$$

(20)

then (19) is a contraction. By the Banach theorem we conclude that $\| e^\phi_i \|_{\Omega \times Y} \to 0$ as $i \to \infty$. This, together with (18) implies that $\| e^\phi_i \|_{\Omega} \to 0$ as $i \to \infty$, which proves the convergence of the multi-scale iterative scheme.

\[ \square \]

Remark. The inequality (20) imposes a restriction in the time step $\Delta t$, and can clearly be fulfilled for some real $\Delta t > 0$. This restriction guarantees the convergence of the iterative scheme and does not depend on the spatial discretization. Also note that the convergence is achieved for any starting point. Nevertheless, finding specific bounds for $\Delta t$ from (20) is not obvious because it depends on unknown constants. In Section 7 we choose $\Delta t$ based on numerical experiments inspired by [53], where a coarse spatial discretization is used to estimate a suitable time step size.

6. The adaptive strategy

We design a multi-scale adaptive strategy to localize and reduce the error and to optimize the computational cost of the multi-scale simulations.

Let $\Xi_T$ be a triangular partition of the macro-scale domain $\Omega$ with elements $T$ of diameter $H_T$ and $H := \max_{T \in \Xi_T} H_T$. We assign one micro-scale domain $Y$ to the barycentre (or integration point) of each macro-scale element $T$. At each micro-scale domain $Y$ we define another triangular partition $\Xi_h$ with elements $T_{h\mu}$ of diameter $h_{T_{h\mu}}$ and $h := \max_{T_{h\mu} \in \Xi_h} h_{T_{h\mu}}$. In Figure 2, the structure and the notation of the meshes are shown. We first present the mesh refinement strategy used in the micro scale and thereafter we turn to the macro-scale adaptive strategy used to optimize the computations.

6.1. The micro-scale mesh adaptivity

The accuracy in the solution of the phase field is influenced by the mesh size of the micro-scale discretization. It is necessary to create a fine mesh such that $h \ll \lambda$ to capture the diffuse transition zone. Nevertheless, such a fine uniform mesh would
make the computation of the phase field and the effective parameters very expensive. Here we propose an adaptive micro-scale mesh with fine elements only in the diffuse transition zone of the phase field.

The mesh refinement strategy relies on an estimation of the evolution of the phase field. Here we use the fact that $\phi$ is essentially bounded by 0 and 1 a.e. and that the large changes in the gradient of $\phi$ are encountered in the transition zone. Nevertheless, other methods or refinement criteria can be used without modifying the whole strategy.

Here the local mesh adaptivity is divided into three main steps: prediction - projection - correction. This strategy is an extension of the predictor-corrector algorithm proposed in [36] and by construction, our strategy avoids nonconforming meshes.

For a fixed time $n > 0$, consider a micro-scale domain $Y$ and let $\phi^{n-1}$ be given over a mesh $\mathcal{T}_h^{n-1}$. The mesh $\mathcal{T}_h^{n-1}$ is "optimal" in the sense that it is fine only in the diffuse transition zone of $\phi^{n-1}$. Take also an auxiliary coarse mesh $\mathcal{T}_c$, which is uniform with mesh size $h_{\max} \gg \lambda$.

**Prediction.** Given the mesh $\mathcal{T}_h^{n-1}$ compute a first approximation to the solution of problem $(P_{\phi,1}^{\mu})$. We call this approximation the auxiliary solution $\phi_1^{n^*}$. Project the solution $\phi_1^{n^*}$ on the coarse mesh $\mathcal{T}_c$. The elements marked to be refined are $T_{\mu} \in \mathcal{T}_c$ such that

$$0 < \theta_r \leq \frac{\phi_1^{n^*}|T_{\mu}}{\lambda} \leq 1 - \theta_r \lambda$$

for some constant $0 < \theta_r < \frac{1}{2\lambda}$. After marking the triangles, we refine the mesh in the selected zone. The refinement process is repeated until the smallest element is such that $h_{T_{\mu}} \leq h_{\min} \ll \lambda$. The result is a refined mesh $\mathcal{T}_h^n$ that is fine enough at the predicted transition zone of the phase field $\phi_1^n$.

**Projection** Create a projection mesh $\mathcal{T}_r$ that is the union of the previous mesh and the predicted mesh. The mesh $\mathcal{T}_r = \mathcal{T}_h^{n-1} \cup \mathcal{T}_h^n$ is fine enough at the transition zone of $\phi^{n-1}$ and $\phi_1^n$. To properly describe the interface of both $\phi^{n-1}$ and $\phi_1^n$ we project the previous solution $\phi^{n-1}$ over $\mathcal{T}_r$.

**Correction** Given the mesh $\mathcal{T}_r$ and the projection of $\phi^{n-1}$ compute once more the
solution of problem \((P_{\mu,1}^n)\). The projection of this result over the mesh \(\mathcal{T}_n^h\) corresponds to the solution \(\phi^n_1\).

This process is necessary at every time step and every micro-scale domain but we perform the mesh refinement only in the first iteration of the coupled scheme. However, this procedure could be extended for further iterations. Notice that higher values of the parameter \(\theta_r\) lead to coarser meshes and less error control. We will illustrate the role of \(\theta_r\) in Section 7.

In Figure 3 we sketch the prediction-projection-correction strategy by zooming in on the transition zone of a phase field. There the mineral is shrinking from the time \(n-1\) to \(n\). In Figure 3(a) and (d) we mark the center of the transition zone of the auxiliary solution \(\phi^{n*}_1\) and the corrected solution \(\phi^n_1\), and we see how the mesh follows the transition zone of the phase field.

![Figure 3: Prediction-projection-correction strategy.](image)

(a) The auxiliary solution \(\phi^{n*}_1\) over the mesh \(\mathcal{T}_{n-1}^h\) and the (green) line marks where \(\phi^{n*}_1 = 0.5\) indicating the center location of the predicted transition zone. (b) The auxiliary mesh \(\mathcal{T}_r\) and the triangles that belong to the transition zone of \(\phi^{n-1} (\times)\) and \(\phi^{n*} (\circ)\). (c) The solution of problem \((P_{\mu,1}^n)\) over \(\mathcal{T}_r\) and the elements outside of the transition zone (×). (d) The solution \(\phi^n_1\) over the optimal mesh \(\mathcal{T}_n^h\) and the (green) line marks where \(\phi^n_1 = 0.5\) indicating the center location of the transition zone.

6.2. The macro-scale adaptivity

The computations on the micro scale can be optimized by the mesh adaptivity discussed before and the micro-scale cell problems can be computed in parallel. Nevertheless, it is demanding to compute the micro-scale quantities at every element (or integration point) of the macro-scale mesh. Here, the scale separation allows us to solve the model adaptively in the sense of the strategy introduced in [35] and further studied in [26]. There the macro-scale adaptivity uses only the solute concentration to locate where the micro-scale features need to be recalculated. Here we implement a modified adaptive strategy on the micro scale that depends on the solute concentration and the phase-field evolution. With this, we extend the method in [35] to more general settings, including heterogeneous macro-scale domains.

To be more precise, we define the metric \(d_E\) such that it measures the distance of two macro-scale points \(x_1, x_2 \in \Omega\) in terms of the solute concentration and the phase-field evolution, i.e.

\[
\begin{align*}
    d_E(x_1, x_2; \Lambda) := & \int_0^t e^{-\Lambda(t-s)} \left( d_u(x_1, x_2; s) + \int_Y d_\phi(x_1, x_2, y; s) dy \right) ds.
\end{align*}
\]
Here $d_u$ and $d_\phi$ are defined as follows
\[
d_u(x_1, x_2; s) := |u(x_1, s) - u(x_2, s)| \quad \text{and} \quad d_\phi(x_1, x_2, y; s) := |\phi(x_1, y, s) - \phi(x_2, y, s)|,
\]
and $\Lambda \geq 0$ is a history parameter. In the discrete setting we calculate the distance $d_E$ recursively, i.e.
\[
d_E(x_1, x_2; n\Delta t; \Lambda) = e^{-\Lambda\Delta t}d_E(x_1, x_2; (n-1)\Delta t; \Lambda) + \Delta t \left( d_u(x_1, x_2; n\Delta t) + \int_y d_\phi(x_1, x_2, y; n\Delta t)dy \right).
\]
The spatial integrals are also calculated numerically depending on the spatial discretization.

At each time $n \geq 0$ we divide the set of macro-scale points (elements) into a set of active points ($N_A(n)$) and a set of inactive points ($N_I(n)$). Specifically, $N_{\text{Total}} = N_A(n) \cup N_I(n)$ and $N_A(n) \cap N_I(n) = \emptyset$ for all $n \geq 0$.

The micro-scale cell problems will only be solved for points that are active. In this way, the effective parameters and the porosity are updated only in such points. For the inactive points, the effective parameters and the porosity are updated by using the Copy method described in [26] and explained below.

Let $0 \leq C_r, C_c < 1$ be given and define the refinement and coarsening tolerances as follows
\[
tol_r(i) := C_r \cdot \max_{x_1, x_2 \in \Omega} \{d_E(x_1, x_2; t; \Lambda)\} \quad \text{and} \quad tol_c(i) := C_c \cdot tol_r(i).
\]

For $n > 0$ and on the first multi-scale iteration, i.e. before the iterative process, the solutions $u^{n-1}(x)$ and $\phi^{n-1}(x, y)$ for all $x \in \Omega$ and $y \in Y$ are given. The adaptive process consists of the following steps

- Initially, for $n = 0$ all the points are inactive, i.e. $N_A(0) = \emptyset$ and $N_I(0) = N_{\text{Total}}$.

- Update the set of active points $N_A(n)$ and $N_I(n)$.
  - Set $N_A(n) = N_A(n-1)$ and $N_I(n) = N_I(n-1)$. For each active point $x_A \in N_A(n)$ repeat the following: if there exists another active node $x_B \in N_A(n)$ such that $d_E(x_A, x_B; (n-1)\Delta t; \Lambda) < tol_r$, then $x_A$ is deactivated, i.e. $x_A \in N_I(n)$. Otherwise, $x_A \in N_A(n)$.
  - For each inactive point $x_I \in N_I(n)$ repeat the following: if $N_A(n) = \emptyset$ the point $x_I$ is activated. Otherwise, calculate the distance to all the active nodes. If $\min_{x_A \in N_A(n)} \{d_E(x_I, x_A; (n-1)\Delta t; \Lambda)\} > tol_r$ then the point $x_I$ is activated, i.e., $x_I \in N_A(n)$.

- Associate all the inactive points to the most similar active point. In other words, an inactive point $x_I \in N_I(n)$ is associated with $x_A \in N_A(n)$ if $x_A = \arg\min_{x \in N_A(n)} \{d_E(x_I, x; (n-1)\Delta t; \Lambda)\}$. 
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After updating the sets of active and inactive points we use the multi-scale iterations to solve the micro- and macro-scale problems. At each multi-scale iteration \( i > 0 \) we solve \((P_{\mu}^i, A_i^\phi)\) \((P_{\mu}^\phi)\) \((P_{\mu}^K)\) and transfer the solutions \( \phi_i^0, A_i^\phi \) \((P_{\mu}^\phi)\) \((P_{\mu}^K)\) to the active points to their associated inactive ones. We then solve the macro-scale problem \((P_{M}^u)\) \((P_{M}^p)\) and continue the multi-scale iterations until convergence.

The two tolerances \( tol_{\mu} \) and \( tol_{\phi} \) are controlled through the values of \( C_{\mu} \) and \( C_{\phi} \). For a fixed value of \( C_{\mu} \) the role of \( C_{\phi} \) is to control the upper bound for the distance between active points. In other words, higher values of \( C_{\phi} \) imply that more active points in \( N_A(n-1) \) remain active in \( N_A(n) \). On the other hand, for a fixed value of \( C_{\phi} \) the role of \( C_{\mu} \) is to control the upper bound for the distance between active and inactive points. Namely, higher values of \( C_{\mu} \) imply that less inactive points in \( N_I(n) \) become active. In accordance with [35] and to avoid a complete update of the set of active nodes, it is wise to use smaller values for \( tol_{\phi} \) than for \( tol_{\mu} \). Therefore, in Section 7.1 we analyse the role of \( C_{\mu} \) in the macro-scale error control when \( C_{\phi} \) is fixed and is chosen to be small.

6.3. The multi-scale adaptive algorithm

We combine the multi-scale iterative scheme and the adaptive strategies in a simple algorithm, see Algorithm 1. Even though we showed the convergence of the multi-scale iterative scheme in a simplified setting disregarding the flow, we mention the solution of the effective permeability \( K_i^n \) and the flow problem \((P_{M}^p)\) in Algorithm 1. The reason for this is that in the numerical tests, specifically in Section 7.2 we evidence that the iterative scheme also converges in the complete scenario.

Algorithm 1 The multi-scale iterative scheme using adaptive strategies on both scales

Result: Concentration \( u \), porosity \( \phi \) (and pressure \( p \)).

Given the initial conditions \( u_I \) and \( \phi_I \).

for time \( t^n \) do

\[ \text{Adjust the set } N_A(n) \text{ of the active macro-scale points} \]

\[ \text{Take } i = 1 \text{ and } u_0^i = u^{n-1} \]

while \( \varepsilon_M^{n,i} \geq tol_M \) do

\[ \text{for } x \in N_A(n) \text{ do} \]

\[ \text{if } i = 1 \text{ then} \]

\[ \text{Adaptivity on the micro-scale meshes} \]

\[ \text{end} \]

\[ \text{Solve } (P_{\phi}^\mu) \text{ using the L-scheme until } \varepsilon_{\mu,j}^{n,i} \leq tol_{\mu} \]

\[ \text{Compute the effective matrix } A_i^\phi \text{ (and } K_i^n) \]

\[ \text{end} \]

\[ \text{For } x \in N_I(n) \text{ copy the solution from the nearest } x \in N_A(n) \]

\[ \text{Solve the problem } (P_{M}^u) \text{ (and } (P_{M}^p) \]

\[ \text{Next iteration } i = i + 1 \]

\[ \text{end} \]

\[ \text{Next time } n = n + 1 \]

end
7. The numerical results

In this section, we present two numerical tests for the multi-scale iterative scheme. We restrict our implementations to the 2D case and all parameters specified in the following examples are non-dimensional according to the non-dimensionalization in [27].

For the first test, in Section 7.1 we use a simple setting where the performance of the multi-scale adaptive techniques are investigated. In Section 7.2 we analyse an anisotropic and heterogeneous case where different shapes of the initial phase field are used. The numerical solutions of macro- and micro-scale problems \((\mathbf{P}_m^M), (\mathbf{P}_u^M), (\mathbf{P}_\phi^M)\) and \((\mathbf{P}_\phi^n)\) are computed using the lowest order Raviart-Thomas elements (see [54]). For the micro-scale problems \((\mathbf{P}_\phi^n)\) we use the Crouzeix–Raviart elements (see [55, Section 8.6.2]). The following (non-dimensional) constants have been used in all the simulations

\[
D = 1; \quad u^* = 1; \quad u_{eq} = 0.5; \quad \gamma = 0.01; \quad \lambda = 0.08; \quad \delta = 1E-4. \quad (21)
\]

7.1. Test case 1. Circular shaped phase field

Consider the macro-scale domain \(\Omega = (0,1) \times (0,\frac{1}{2})\) and take \(T = 0.25\). The system is initially in equilibrium, i.e. the initial concentration is \(u(x,0) = u_{eq}\) and \(p(x,0) = 0\) for all \(x \in \Omega\). A dissolution process is triggered by having a fixed concentration \(u = 0\) in the lower-left corner of the domain \(\Omega\). We take homogeneous Neumann boundary conditions everywhere else for both the solute concentration and pressure problems. At every micro-scale domain \(Y\) the initial phase field \(\phi_I\) has a circular shape with initial porosity \(\phi_0 = 0.5\). This configuration is displayed in Figure 4. We allow the mineral to dissolve until a maximum porosity \(\phi_M = 0.9686\) is reached.

For the time discretization, even though Theorem 2 gives a theoretical restriction on \(\Delta t\), the estimation of an accurate bound is not evident. Here we choose \(\Delta t\) experimentally by choosing an initial value of \(\Delta t\) which is sufficiently small to ensure convergence of the micro-scale non-linear solver (see Theorem 1). If the multi-scale iterations converge in the first time step, this value of \(\Delta t\) is used in the whole simulation. Otherwise, smaller values of \(\Delta t\) are tested. Here the time step is chosen to be \(\Delta t = 0.01\), which was found to always ensure convergence in these tests.

![Figure 4: The configuration of the macro scale (left) and phase-field initial condition (right) - Test case 1.](image)
7.1.1. The micro-scale non-linear solver and adaptivity

To study the features of the micro-scale non-linear solver and the micro-scale refinement strategy, we look closer on the micro-scale domain $Y$ corresponding to the macro-scale location $x = (0,0)$ with an initial phase field as shown in Figure 4 and a constant concentration $u = 0$.

Concerning the behavior of the micro-scale non-linear solver, we take dynamically the value of the linearization parameter $\mathcal{L}_{\text{lin}} = \max(\left| 2\lambda f(u) + 8\gamma \right|, \left| 2\lambda f(u) - 8\gamma \right|)$, which changes at every multi-scale iteration if the solute concentration $u$ changes. This choice of $\mathcal{L}_{\text{lin}}$ gives convergence of the micro-scale iterations, as shown in [37]. We use this choice of $\mathcal{L}_{\text{lin}}$ in all the simulations below as well as the micro-scale stopping criterion $\text{tol}_{\mu} = 1E-8$. We choose $\text{tol}_{\mu}$ so small to ensure sufficient accuracy of the micro-scale problems and to not influence the multi-scale convergence. For all the micro-scale meshes used in Table 1, the average number of micro-scale iterations is 13. Here we do not iterate between scales and we choose $\mathcal{L}_{\text{coup}} = 0$ having no effect on the convergence of the non-linear solver.

In Figure 5, we show the phase field at time $t^n = 0.10$. On each micro-scale domain $Y$ we use an initial uniform mesh with 200 elements and apply three different values for the mesh refinement parameter, namely $\theta_r = 1, 2, 5$.

![Figure 5: The phase field $\phi^n(x)$ corresponding to the macro-scale location $x = (0,0)$ at the time $t^n = 0.10$. Refinement parameters $\theta_r = 1, 2, 5$ (left to right).](image)

It is clear that the micro-scale refinement parameter slightly changes the representation of the phase-field transition zone. This result is also evident in Table 1. There we show a comparison between the micro-scale solutions when using different values of $\theta_r$ and the reference solution $\phi_{\text{ref}}$. We use a fixed uniform mesh with $7.20E+3$ elements and mesh size $h = 2.36E-2 \ll \lambda$ to compute the reference solution $\phi_{\text{ref}}$. In Table 1, we report the average number of elements for each micro-scale mesh (#Elements) and there the accuracy of the numerical solution is provided through the $L^2$-error, namely $E_\phi := \| \phi_{\text{ref}} - P_h(\phi) \|_{L^2([0,T];L^2(Y))}$ with $P_h(\phi)$ being the projection of the solution $\phi$ over the reference mesh.

All the meshes in Figure 5 and Table 1 are constructed such that the minimum diameter in the mesh is $h_{\text{min}} \leq \frac{\lambda}{4}$. In Figure 5, the length of the smallest edge in the meshes is $\min_{L_e \in T_h} h_{r_e} = 2.50E-2$ and the length of the largest edge (located far from the transition zone) is $h_{\text{max}} = 1.41E-1$.

Smaller values of $\theta_r$ lead to better error control, but those values also imply more
Table 1: The micro-scale adaptive results for a varying refining parameter $\theta_r$. The column %#Elements corresponds to the percentage of the original number of elements used in each mesh and $%E_\phi$ is the relative error compared to the reference solution.

| $\theta_r$ | #Elements | %#Elements | $E_\phi$       | $%E_\phi$ |
|------------|-----------|------------|----------------|-----------|
| 0.5        | 1.20E+3   | 16.72%     | 9.69E-3        | 2.27%     |
| 1          | 1.04E+3   | 14.51%     | 1.01E-2        | 2.37%     |
| 2          | 8.64E+2   | 12.00%     | 1.19E-2        | 2.79%     |
| 5          | 5.60E+2   | 7.77%      | 1.99E-2        | 4.68%     |

Degrees of freedom and therefore increase the computational effort. In the following numerical experiments, we choose $\theta_r = 2$ to control the error on the micro scale and, at the same time, limit the number of elements at each micro-scale domain.

7.1.2. The multi-scale coupling and the macro-scale adaptivity

We study the convergence of the multi-scale iterative scheme for different values of the parameter $L_{coup}$. In Theorem 2, the value of $L_{coup}$ is restricted to be $L_{coup} > 6\mathbb{N}$. Using the parameters in (21) we obtain that $\mathbb{N} \geq 1.12$. In Figure 6, we compare the convergence of the multi-scale iterative scheme when using different values of $L_{coup}$. Specifically, in Figure 6, we show the number of iterations used at the first time step for eleven different values of $L_{coup}$. It is evident that the conditions in Theorem 2 are rather restrictive and in practice, one can achieve convergence using smaller values of $L_{coup} \geq 0$. For very small values of $L_{coup}$, the iterations needed in the multi-scale iterative scheme remain constant, which we highlight in Figure 6. Here we choose $tol_M = 1E-6$ for the multi-scale stopping criterion and we do not use the macro-scale adaptive strategy, i.e., we solve all the micro-scale problems. After this study, we choose $L_{coup} = 1E-4$ in all the simulations below.

In Figure 7 and Table 2, the results of the macro-scale adaptivity are shown. We choose the history parameter $\Lambda = 0.1$ and the coarsening parameter $C_c = 0.2$ based on the sensitivity analysis presented in [35] and used in [26]. Figure 7 illustrates the effect of the refinement parameter $C_r$ on the proportion of active nodes. There, the different intensities and sizes represent the percentage of the total number of times that each
element was active during the whole simulation.

![Figure 7](image)

Figure 7: The results of the macro-scale adaptive strategy for different values of the refinement parameter $C_r = 0.5, 0.2, 0.05,$ and 0.01. Different intensities and sizes indicate the percentage of times that each macro-scale element was active.

| $C_r$ | #Active | %Active | $E_u$   | %$E_u$ | $E_\phi$ | %$E_\phi$ |
|-------|---------|---------|---------|--------|----------|-----------|
| 0.50  | 82      | 5.13%   | 8.26E-3 | 5.23%  | 2.00E-2  | 10.16%    |
| 0.20  | 134     | 8.38%   | 7.11E-3 | 4.50%  | 1.26E-2  | 6.41%     |
| 0.05  | 257     | 16.06%  | 2.05E-3 | 1.30%  | 4.92E-3  | 2.51%     |
| 0.01  | 512     | 32.00%  | 7.14E-4 | 0.45%  | 1.81E-3  | 0.92%     |

Table 2: The adaptive results for $\Lambda = 0.1$, $C_c = 0.2$ and a varying refining parameter $C_r$. The columns %#Active, %$E_u$ and %$E_\phi$ correspond to the average percentage of the original number of active elements used in each case and the relative errors with respect to the reference solution.

In Table 2 we analyse the effect of the macro-scale adaptive strategy on the $L^2$-error of the concentration and porosity. We call $u_{ref}$ and $\phi_{ref}$ the solutions that corresponds to $C_r = 0$, i.e., the solutions of the test case without using the macro-scale adaptive strategy. The number of active nodes in the reference case is 1600. Table 2 compares the following $L^2$-errors with the number of macro-scale active elements during the whole simulation

$$E_u := ||u_{ref} - u||_{L^2([0,T];L^2(\Omega))} \quad \text{and} \quad E_\phi := ||\phi_{ref} - \phi||_{L^2([0,T];L^2(\Omega))}.$$ 

As expected and coinciding with [35], larger values of $C_r$ imply less error control. Nevertheless, when $C_r$ increases the computational cost of the simulations decreases and the convergence of the multi-scale iterative scheme is not affected.

Finally, we show the multi-scale results of the complete algorithm when using $\mathcal{L}_{coup} = 1E-4$ and $C_r = 0.05$. Figure 8 shows the evolution of the phase field corresponding to three different macro-scale locations. There we also show the corresponding micro-scale mesh that captures the movement of the phase-field transition zone.
The macro-scale solute concentration and porosity are displayed in Figure 9. The effective parameters are shown in Figure 10. We highlight that even if we are not computing the flow in this case, the effective permeability can still be calculated. Where the concentration decreases, it induces the dissolution of the mineral, which then increases the porosity, diffusivity and permeability until the micro-scale cells reach the maximum porosity $\bar{\phi}_M$.

The macro-scale solute concentration and porosity are displayed in Figure 9. The effective parameters are shown in Figure 10. We highlight that even if we are not computing the flow in this case, the effective permeability can still be calculated. Where the concentration decreases, it induces the dissolution of the mineral, which then increases the porosity, diffusivity and permeability until the micro-scale cells reach the maximum porosity $\bar{\phi}_M$.
Figure 10: The first components of the effective diffusivity tensor (left) and the effective permeability tensor ($\log_{10}$) (right) at two times $t^n = 0.05$ (top) and 0.25 (bottom).

isotropic effective tensors. The non-diagonal components of $A$ and $K$ are close to zero and can be neglected. Moreover, due to the similarity between $K_{1,1}$ and $K_{2,2}$ and between $A_{1,1}$ and $A_{2,2}$ we only show one of the components of the effective parameters in Figure 10.

In this test case the average number of degrees of freedom in both scales is $2.2E+5$ per time step. At the micro scale we have 64 elements and for each active element we solve the phase-field problem and update the porosity and the effective parameters at each iteration. All the micro-scale problems have been solved in parallel.

Finally, in Figure 11 we show the convergence of $\varepsilon^n_M$ at different times. The linear convergence of the multi-scale iterative scheme is evident in Figure 11. We highlight that the total number of iterations in the multi-scale iterative scheme does not increase in time. By comparing Figure 11 and Figure 6 we evidence that the convergence of the multi-scale iterative scheme is not being affected by the macro-scale adaptivity.

Figure 11: The convergence of the multi-scale iterative scheme for five different times.
7.2. Test case 2. Anisotropic case

Consider the macro-scale domain \( \Omega = (0, 1) \times (0, \frac{1}{2}) \) where the system is initially in equilibrium, i.e. the initial concentration is \( u(x, 0) = u_{eq} \) and \( p(x, 0) = 0 \) for all \( x \in \Omega \). A dissolution process is triggered by imposing a Dirichlet condition for the concentration on the right boundary of \( \Omega \), i.e., \( u = 0 \). The Dirichlet condition for the pressure on the left boundary of \( \Omega \) is \( p = 0 \) and \( \bar{p} = 0 \) on the right boundary. On the micro scale, we consider an initially inhomogeneous distribution of the mineral. We define two sub-domains of \( \Omega \); the left half is \( \Omega_l := (0, 0.5) \times (0, 0.5) \) and the right half \( \Omega_r := (0.5, 1) \times (0, 0.5) \). The initial phase field is chosen to be

\[
\phi_I(x, y) = \begin{cases} 
\phi_0^l(y), & \text{if } x \in \Omega_l, \\
\phi_0^r(y), & \text{otherwise},
\end{cases}
\]

where the micro-scale functions \( \phi_0^l \) and \( \phi_0^r \) are taken as follows

\[
\phi_0^l(y) = \begin{cases} 
0, & \text{if } y \in [-0.4, 0.4] \times [-0.3, 0.3], \\
1, & \text{otherwise},
\end{cases}
\]

\[
\phi_0^r(y) = \begin{cases} 
0, & \text{if } y \in [-0.3, 0.3] \times [-0.4, 0.4], \\
1, & \text{otherwise}.
\end{cases}
\]

The configuration of the test case 2 is displayed in Figure 12. With this example we show the potential of the model and the numerical strategy in a heterogeneous scenario. Here we add the flow that was dismissed during the proofs in Section 5. The following parameters have been used in the simulation

\[
\mathcal{L}_{coup} = 1E-4; \quad \theta_r = 2; \quad C_r = 0; \quad \bar{\phi}_M = 0.9686.
\]

For the simulation time we take \( T = 0.25 \) and the time step is chosen to be \( \Delta t = 0.01 \) as explained before.

Due to the structure of this example and the chosen boundary and initial conditions, the macro-scale solution does not depend on the vertical component. Therefore the 1D projection of the macro-scale solutions in the horizontal direction is sufficient to understand the behavior of the whole system. The macro-scale adaptive strategy is unnecessary as the natural choice is to fix the nodes located at the lowest part of the macro-scale domain to be active.

In Figures 13 and 14 we show the evolution of the phase field corresponding to different macro-scale locations. On each micro-scale domain \( Y \) we use an initial uniform mesh with 800 elements and the minimum diameter \( h_{T\mu} \) in the refined mesh is \( h_{T\mu} = 0.025 \). Moreover, for the micro-scale non-linear solver we choose \( \mathcal{L}_{\text{lin}} = \max (|2\lambda f(u) + 8\gamma|, |2\lambda f(u) - 8\gamma|) \) and \( \text{tol}_\mu = 1E-8 \).

The 1D projection of the macro-scale solute concentration, pressure and porosity is displayed in Figure 15. As expected, where the concentration decreases, the dissolution of the mineral is induced, which then increases the porosity. This effect is also evident in Figure 16 where the 1D projection of the effective parameters is displayed.

In this test case, the phase fields \( \phi_0^l \) and \( \phi_0^r \) are both asymmetric and for this reason, the expected results are anisotropic effective tensors. The non-diagonal components of
Figure 12: The configuration of the macro scale (top) and the phase-field initial conditions (bottom) - Test case 2.

Figure 13: The evolution of the phase fields $\phi$ corresponding to the macro-scale locations $\mathbf{x} = (0.1, 0.1)$ (top) and $\mathbf{x} = (0.4, 0.25)$ (bottom) at three times $t^n = 0.05, 0.10$ and 0.25 (left to right).
Figure 14: The evolution of the phase fields $\phi$ corresponding to the macro-scale locations $x = (0.6, 0.25)$ (top) and $x = (0.9, 0.4)$ (bottom) at three times $t^n = 0.05, 0.10$ and $0.25$ (left to right).

Figure 15: The 1D projection of the concentration $u^n(x)$, pressure $p(x)$ and porosity $\phi(x)$ for five different times.
A and K are however close to zero and can be neglected. In Figure 16 we display the diagonal components of both effective tensors. Notice the discontinuous behavior of the effective parameters as a result of the macro-scale heterogeneous distribution.

In the 2D macro-scale domain we have 256 elements. The porosity and the effective parameters must be updated only on the 32 elements located at the lowest part of the domain (1D projection) and copied (transferred in a sense explained in Section 6) over the whole 2D macro-scale domain. Following this, we obtain that the average number of degrees of freedom in both scales is 2.2E+5 per time step.

Finally, in Figure 17 we show the convergence of $\epsilon_{M}^{n,i}$ at different times when the stopping criterion is $tol_{M} = 1E-6$. Notice that in this test case the total number of iterations remains constant in time and the convergence is shown to be linear.
8. Conclusions

We have presented a multi-scale iterative strategy that can be applied to models involving coupling of scales. In particular, we used this multi-scale iterative scheme to solve the two-scale phase-field model proposed in [27]. The resulting simulations show the influence of the micro-scale structural changes on the macro-scale parameters.

We calculate macro-scale quantities that are valid at the Darcy scale. Besides the macro-scale concentration and pressure, we calculate effective permeability, diffusivity, and porosity, which depend on the evolution of the phase field at the micro scale. We have proven the convergence of the multi-scale non-linear iterative scheme and combined it with a robust micro-scale linearization strategy and adaptive strategies on both scales. We use mesh refinement to reduce the numerical error in the solution of the phase-field evolution on the micro scale. For the macro scale, our adaptive strategy aims to localize where the effective parameters need to be recalculated. The multi-scale iterative scheme is shown to be convergent under some assumptions on the coupling parameter $L_{\text{coup}}$ and for sufficiently small time steps. However, the numerical examples show that the scheme converges under even milder restrictions on the coupling parameter $L_{\text{coup}}$ and the linearization parameter $L_{\text{lin}}$.

Moreover, our numerical scheme can be parallelized. The local cell problems related to the micro scale are decoupled and can straightforwardly be solved in parallel.

It is relevant to mention that besides the theory considered in this paper, the applicability of this strategy is vast. Extensions of our adaptive algorithm, including more complex micro-scale models, are possible. The next research steps aim to prove the convergence of the full numerical scheme, including the error analysis of the micro-scale cell problems.
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