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Abstract
Robustness of huge Transformer-based models for natural language processing is an important issue due to their capabilities and wide adoption. One way to understand and improve robustness of these models is an exploration of an adversarial attack scenario: check if a small perturbation of an input can fool a model.

Due to the discrete nature of textual data, gradient-based adversarial methods, widely used in computer vision, are not applicable per se. The standard strategy to overcome this issue is to develop token-level transformations, which do not take the whole sentence into account.

In this paper, we propose a new black-box sentence-level attack. Our method fine-tunes a pre-trained language model to generate adversarial examples. A proposed differentiable loss function depends on a substitute classifier score and an approximate edit distance computed via a deep learning model.

We show that the proposed attack outperforms competitors on a diverse set of NLP problems for both computed metrics and human evaluation. Moreover, due to the usage of the fine-tuned language model, the generated adversarial examples are hard to detect, thus current models are not robust. Hence, it is difficult to defend from the proposed attack, which is not the case for other attacks.

1 Introduction

Adversarial attacks (Yuan et al., 2019) in all application areas including computer vision (Akhtar and Mian, 2018; Khrulkov and Oseledets, 2018), natural language processing (Zhang et al., 2019b; Wang et al., 2019; Morris et al., 2020), and graphs (Sun et al., 2018) seek to reveal non-robustness of deep learning models. An adversarial attack on a text classification model perturbs the input sentence in such a way that the deep learning model is fooled, while the perturbations adhere to certain constraints, utilising morphology or grammar patterns or semantic similarity. The deep learning model then misclassifies the generated sentence, whilst for a human it is evident that the sentence’s class remains the same (Kurakin et al., 2017). Unlike for images and pixels, for textual data it is not possible to estimate the derivatives of class probabilities with respect to input tokens due to the discrete nature of the language and its vocabulary. Although a sentence or a word representation can lie in a continuous space, the token itself cannot be altered slightly to get to the neighbouring point. This turns partial derivatives useless. Many approaches that accept the initial space of tokens as input attempt to modify these sequences using operations like addition, replacement, or switching of tokens (Samanta and Mehta, 2017; Liang et al., 2017; Ebrahimi et al., 2018). Searching for the best modification can be stated as a discrete optimisation problem, which often appears to be computationally hard and is solved by random or greedy search heuristics in practice. (Ebrahimi et al., 2018). Otherwise gradient optimisation techniques can be leveraged in the embedding space (Sato et al., 2018; Ren et al., 2020). This approach has a bottleneck: all information contained in a sentence has to be squeezed into a single sentence embedding.

To alleviate these problems we propose a new differentiable adversarial attack model, which benefits from leveraging pre-trained language models, DILMA (Differentiable Language Model Attack). The proposed model for an adversarial attack has two regimes. The first regime is a random sampling that produces adversarial examples by chance. The second regime is a targeted attack that modifies the language model by optimizing the loss with two terms related to misclassification by the target model and a discrepancy between an initial sequence and its adversarial counterpart. Thus, we expect that the generated adversarial examples will fool a deep learning model, but will...
remain semantically close to the initial sequence. We use a trained differentiable version of the Levenshtein distance (Moon et al., 2018) and the Gumbel-Softmax heuristic to pass the derivatives through our sequence generation layers. As our loss is differentiable, we can adopt any gradient-based adversarial attack. The number of hyperparameters in our method is small, as we want our attack to be easily adopted to new datasets and problems. The training and inference procedure is summarised in Fig. 1. Examples of sentences generated via our attack DILMA are presented in Table 1.

To summarise, the main contributions of this work are the following.

• We propose a new black-box adversarial attack based on a masked language model (MLM) and a differentiable loss function to optimise during an attack. Our DILMA attack relies on fine-tuning parameters of an MLM by optimising the weighted sum of two differentiable terms: one is based on a surrogate distance between the source text and its adversarial version, and another is a substitute classifier model score (Sec. 3). Hence, we adopt a generative model framework for the task of the generation of adversarial examples.

• We apply DILMA to various NLP sentence classification tasks and receive superior results in comparison to other methods (Sec. 4).

• We show that a particular advantage of DILMA, when compared to other approaches, lies in the resistance to common defense strategies. The vast majority of existing approaches fail to fool models after they defend themselves (Sec. 5.2).

• We provide a framework to extensively evaluate adversarial attacks for sentence classification and conduct a thorough evaluation of DILMA and related attacks. Adversarial training and adversarial detection must be an essential part of the adversarial attack evaluation on textual data in support to human evaluation (Sec. 5.4).

2 Related work

There exist adversarial attacks for different types of data: the most mainstream being image data (Szegedy et al., 2014; Goodfellow et al., 2014), graph data (Zügner et al., 2018), and sequences (Papernot et al., 2016). The latter work is one of the first publications on generation of adversarial attacks for discrete sequences, such as texts. It identifies two main challenges for the task: a discrete space of possible objects and a complex definition of a semantically coherent sequence.

There is a well-established categorisation of textual attacks according to the perturbation level. Character-level attacks include replacing some of the characters with visually similar ones (Eger et al., 2019). HotFlip uses gradient-based decisions to swap, remove, or insert characters (Ebrahimi et al., 2018). (Tan et al., 2020) creates sub-word perturbations to craft non-standard English adversaries and mitigates the cultural biases of machine translation models. Token-level attacks replace a token (mostly word) in a given sentence, based on a salience score and following a specific synonym replacement strategy. Meng and Wattenhofer (2020) choose the best synonym replacement from WordNet to generate a sentence, close to the classifier’s decision boundary. Li et al. (2020) and Garg and Ramakrishnan (2020) utilise BERT’s masked model to generate the substitution to the target
| Dataset | Original                                | PWWS                                      | DILMA (ours)                            |
|---------|-----------------------------------------|-------------------------------------------|-----------------------------------------|
| rotten tomatoes | flat, misguided comedy                 | unconditional, misadvise comedy         | witty and misguide good comedy           |
|         | more likely to have you sc | more potential to have you sc | more likely to have you sc          |
|         | ratching your head than hidd | ing under your seat               | ing under your seat                |
|         | more a rehash of every gangster | movie from the past decade      | more a rehash of every good film of the past decade |
|         | rotten tomatoes                      | more likely to have you sc | more likely to have you sc          |
|         | more potential to have you sc | scraping your forefront than hiding under your seat | scraping your forefront than hiding under your seat |
|         | a rehash of every gangster movie from the past decade | more potential to have you sc | more likely to have you sc          |
|         | this is a story of two misfits who do not stand a chance alone but together they are magnificent | this is a | floor of two misfits who do not stand a chance alone but unitedly they are magnificent |
|         | this is a story of two misfits who do not stand a chance alone but together they are magnificent | this is a floor of two misfits who do not stand a chance alone but unitedly they are magnificent | this is a story of two misfits who do not stand a chance alone but together they are united |
|         | this is a story of two misfits who do not stand a chance alone but together they are magnificent | this is a | floor of two misfits who do not stand a chance alone but unitedly they are magnificent |
|         | a grippi | a genre | a genre |
|         | ng movie played with performances that are all understated and touching | a gripping movie played with performances that are all understated and touching | a horror movie with lyrics that are all understated and demanding |
|         | i wan | i wanna play the movie | i wanna play the movie |
|         | na play the movie | i wanna | i wanna play the movie |
|         | could you help me call a cab to the airport? | could you help me visit a cab | could you help me find a taxi to the airport? |
|         | i would like to book a room at a nearby hotel. | i would like to book | i would like to book a room at a nearby hotel. |

Table 1: Attack samples for the PWWS attack (top performing according to our evaluation) and our attack DILMA. DILMA can provide more diverse adversarial sequences with meanings similar to that of the initial sentence.

A word in multiple ways. The Metropolis-Hastings algorithm improves sampling from a constrained distribution, allowing to substitute a word in a sentence which belongs to a desired class (Zhang et al., 2019a). **Sentence-level** attacks aim to generate a new adversarial instance from scratch with the help of paraphrasing models (Gan and Ng, 2019), back translation (Zhang et al., 2019c) or competitive dialogue agents (Cheng et al., 2019a).

Another way to categorize textual adversarial attacks accounts for the amount of information received from the victim target model. **White box** attacks have full access to the victim model and its gradients. Generating adversarial examples guided by the training loss is intractable due to the discrete nature of textual data. Instead greedy methods (Cheng et al., 2019b) or the Gumbel trick (Yang et al., 2020) are used to make computations tractable. **Black box** attacks have access only to the model outputs. Victim’s scores may help to estimate word saliency (Jin et al., 2020). Black box attacks can emulate white box attacks. For example, DistFlip (Gil et al., 2019) is a faster version of HotFlip with a similar accuracy.

**Blind** attacks do not have access to the target model at all and can be seen as a form of text augmentation. Such attacks include stop word removal, dictionary-based word replacement, and rule-based insertion of negation (Niu and Bansal, 2018).

Methods to defend against attacks exploit adversarial stability training (Liu et al., 2020) and robust word and character representations (Jones et al., 2020). Back-off strategies to recognize intentionally replaced and corrupted words can detect perturbed inputs before actually passing them through a classifier (Pruthi et al., 2019).

Common tasks requiring defense from adversarial attacks by adversarial training, include classification, sentence pair problems, such as natural language inference (NLI) (Jin et al., 2020), and machine translation (Cheng et al., 2020; Huang et al., 2020).

From a technical point of view, two open source frameworks for textual adversarial attacks, adversarial training, and text augmentation, namely, OpenAttack (Zeng et al., 2020) and
TextAttack (Morris et al., 2020), facilitate the research in the area and help to conduct fast and correct comparison.

From the current state of the art, we see a lack of effective ways to generate adversarial categorical sequences and defend from such attacks. Existing approaches use previous generations of LMs based on recurrent architectures, stay at a token level, or use VAEs, despite known limitations of these models for modelling NLP data (Yang et al., 2017; Vaswani et al., 2017).

3 Methods

3.1 General description of the approach

We generate adversarial examples using two consecutive components: a masked language model (MLM) with parameters \( \theta \) that provides for an input sequence \( x \), conditional distribution \( p_\theta(x'|x) \), and a sampler from this distribution such that \( x' \sim p_\theta(x'|x) \). Thus, we can generate sequences \( x' \) by a consecutive application of the MLM and the sampler.

For this sequence to be adversarial, we optimise a proposed differentiable loss function that forces the MLM to generate semantically similar but adversarial examples by modifying the MLM parameters \( \theta \). The loss function consists of two terms: the first term corresponds to a substitute classifier \( C(x') \) that outputs a probability of belonging to a target class, and the second term corresponds to a Deep Levenshtein distance \( DL(x, x') \) that approximates the edit distance between sequences.

The general scheme of our approach is given in Fig. 1. We start with the description of the LM and the sampler in Subsection 3.2. We continue with the description of the loss function in Subsection 3.3. The formal description of our algorithm is given in Subsection 3.4. In later subsections 3.5 and 3.6, we provide more details on the use of the target and substitute classifiers and the Deep Levenshtein model correspondingly.

3.2 Masked Language model

The MLM is a model that takes a sequence of tokens (e.g. words) as input \( x = \{x_1, \ldots, x_t\} \) and outputs logits for tokens \( \mathbf{P} = \{p_1, \ldots, p_t\} \in \mathbb{R}^{d \times t} \) for each index \( 1, \ldots, t \), where \( d \) is a size of the dictionary of tokens. In this work we use a transformer architecture as the LM (Vaswani et al., 2017). We pre-train a transformer encoder (Vaswani et al., 2017) in a BERT (Devlin et al., 2018) manner from scratch using the available data.

The sampler is defined as follows: the MLM learns a probability distribution over sequences, so we can sample a new sequence \( x' = \{x'_1, \ldots, x'_t\} \) based on the vectors of token logits \( \mathbf{P} \). In this work we use Straight-Through Gumbel Estimator \( ST(P) : \mathbf{P} \rightarrow x' \) for sampling (Jang et al., 2017). To get the actual probabilities \( q_{ij} \) from logits \( p_{ij} \), we use a softmax with temperature \( \tau \) (Hinton et al., 2015), where \( \tau > 1 \) produces a softer probability distribution over classes. As \( \tau \rightarrow \infty \), the original distribution approaches a uniform distribution. If \( \tau \rightarrow 0 \), then sampling from it reduces to arg max sampling.

Our first method SamplingFool samples sequences from the categorical distribution with \( q_{ij} \) probabilities. The method is similar to the random search algorithm and serves as a baseline.

3.3 Loss function

The Straight-Through Gumbel sampling allows a propagation of the derivatives through the softmax layer. Hence, we optimise parameters \( \theta \) of our MLM to improve the quality of generated adversarial examples.

Let \( C_y(x) \) be the probability of the target classifier to predict the considered class \( y \). A loss function takes two terms into account: the first term estimates the probability score drop \( (1 - C_y(x')) \) of the target classifier, the second term represents the edit distance \( DL(x, x') \) between the initial sequence \( x \) and the generated sequence \( x' \). We should maximise the probability drop and minimise the edit distance, so it is as close to 1 as possible.

In the black-box scenario we do not have access to the true classifier score, so we use a substitute classifier score \( C_y(x') \approx C_y'(x') \). As a differentiable alternative to edit distance, we use the Deep Levenshtein model proposed in (Moon et al., 2018) — a deep learning model that approximates the edit distance: \( DL(x, x') \approx D(x, x') \).

This way, the loss function becomes:

\[
L(x', x, y) = \beta(1 - DL(x', x))^2 - \log(1 - C_y(x')) \tag{1}
\]

where \( C_y(x') \) is the probability of the true class \( y \) for sequence \( x' \) and \( \beta \) is a weighting coefficient. Thus, we penalise cases when a modification in more than one token is needed in order to get \( x' \) from \( x \). Since we focus on non-target attacks, the \( C_y(x') \) component is included in the loss. The
smaller the probability of an attacked class, the smaller the loss.

We estimate derivatives of $L(x', x, y)$ in a way similar to (Jang et al., 2016). Using these derivatives, a backward pass updates the weights $\theta$ of the MLM. We find that updating the whole set of parameters $\theta$ is not the best strategy, and a better alternative is to update only the last linear layer and the last layer of the generator.

We consider two DILMA options: initial DILMA that minimises only the classifier score (the second term) during the attack and DILMA with DL that takes into account the approximate Deep Levenshtein edit distance.

### 3.4 DILMA algorithm

Now we are ready to group the introduced components into a formal algorithm with the architecture depicted in Fig. 1.

Given a sequence $x$, the DILMA attack performs the following steps at iterations $i = 1, 2, \ldots, k$ starting from the parameters of a pre-trained MLM $\theta_0 = \theta$ and running for $k$ iterations.

**Step 1.** Pass the sequence $x$ through the pre-trained MLM. Obtain logits $P = LM_{\theta_{i-1}}(x)$.

**Step 2.** Sample an adversarial sequence $x'$ from the logits using the Gumbel-Softmax Estimator.

**Step 3.** Calculate the probability $C_y(x')$ and the Deep Levenshtein distance $DL(x', x)$. Calculate the loss value $L(x', x, y)$ (1).

**Step 4.** Do a backward pass to update the LM’s weights $\theta_{i-1}$ using gradient descent and get the new weights $\theta_i$.

**Step 5.** Obtain an adversarial sequence $x_i'$ by sampling based on the softmax with a selected temperature.

The algorithm chooses which tokens should be replaced. The classification component changes the sequence in a direction where the probability score $C_y(x')$ is low, and the Deep Levenshtein distance keeps the generated sequence close to the original one.

We obtain a set of $m$ sampled adversarial sequences on each iteration of the algorithm. The last sequence in this set is not always the best one. Therefore among generated sequences that are adversarial w.r.t. the substitute classifier $C_y(x')$ we choose $x_{\text{opt}}'$ with the lowest Word Error Rate (WER), estimated with respect to the initial sequence $x$. If all examples don’t change the model prediction w.r.t. $C_y(x')$, then we select $x_{\text{opt}}'$ with the smallest target class score, estimated by the substitute classifier.

We choose the hyperparameter set achieving the best NAD score with the Optuna framework (Akiba et al., 2019).

### 3.5 Classification model

In all experiments we use two classifiers: a target classifier $C^t(x)$ that we attack and a substitute classifier $C(x)$ that provides differentiable substitute classifier scores.

The target classifier is RoBerta (Liu et al., 2019). The substitute classifier is the LSTM model. The hidden size is 150, the dropout rate is 0.3.

The substitute classifier has access only to 50% of the data, whilst the target classifier uses the entire dataset. We split the dataset into two parts keeping the class balance similar for each part.

### 3.6 The Deep Levenshtein Model

The differentiable version of the edit distance allows gradient-based updates of parameters. Following the Deep Levenshtein approach (Moon et al., 2018), we train a deep learning model $DL(x, x')$ to estimate the Word Error Rate (WER) between two sequences $x$ and $x'$. We treat WER as the word-level Levenshtein distance.

Following (Dai et al., 2020), the Deep Levenshtein model receives two sequences $(x, y)$. It encodes them into dense representations $z_x = E(x)$ and $z_y = E(y)$ of fixed length $l$ using the shared encoder. Then it concatenates the representations and the absolute difference between them in a vector $(z_y, z_y - z_x, z_y - z_x)$ of length $4l$. At the end the model uses a fully-connected layer to predict WER. To estimate the parameters of the encoder and the fully connected layer we use the $L_2$ loss between the true and the predicted WER values. We form a training sample of size of about two million data points by sampling pairs of sequences and their modifications from the training data.

### 4 Experiments

The datasets and the source code are published online.\(^1\)

---

\(^1\)The code is available at [https://anonymous.4open.science/r/4cf31d59-9fe9-4854-ba53-7be1f9f6be7d/](https://anonymous.4open.science/r/4cf31d59-9fe9-4854-ba53-7be1f9f6be7d/)
| Classes | Avg. length | Max length | Train size | Test size | Targeted RoBERTa accuracy | Substitute LSTM accuracy |
|---------|-------------|------------|------------|-----------|---------------------------|-------------------------|
| AG      | 4           | 6.61       | 19         | 115000    | 5000                      | 0.87                    | 0.86                   |
| DSTC    | 6           | 8.82       | 33         | 5452      | 500                       | 0.85                    | 0.85                   |
| SST-2   | 2           | 8.62       | 48         | 62349     | 5000                      | 0.82                    | 0.80                   |
| RT      | 2           | 18.44      | 51         | 8530      | 1066                      | 0.76                    | 0.70                   |

Table 2: Description of the datasets

|                | AG       | DSTC     | SST-2    | RT       |
|----------------|----------|----------|----------|----------|
| DeepWordBug    | 0.017 / 0.012 | 0.156 / 0.034 | 0.12 / 0.077 | 0.071 / 0.054 |
| HotFlip        | 0.015 / 0.009 | 0.09 / 0.084 | 0.023 / 0.001 | 0.034 / 0.011 |
| PWWS           | 0.018 / 0.011 | 0.142 / 0.025 | 0.156 / 0.068 | **0.102 / 0.072** |
| TextBugger     | 0.015 / 0.009 | 0.098 / 0.023 | 0.066 / 0.041 | 0.066 / 0.059 |
| **SamplingFool (ours)** | 0.015 / 0.004 | 0.218 / 0.113 | 0.137 / 0.126 | 0.04 / 0.022 |
| **DILMA (ours)** | **0.023 / 0.003** | **0.237 / 0.111** | **0.19 / 0.154** | 0.045 / 0.016 |
| **DILMA with DL (ours)** | **0.022 / 0.004** | **0.241 / 0.131** | **0.208 / 0.172** | **0.052 / 0.02** |

Table 3: NAD metric (↑) before/after adversarial training on 5,000 examples. The best values are in bold, the second best values are underscored. DILMA is resistant to adversarial training as well as Sampling Fool.

4.1 Competing approaches

We compared our approach to other popular approaches described below.

**HotFlip** (Ebrahimi et al., 2018) selects the best token to change, given an approximation of partial derivatives for all tokens and all elements of the dictionary. To change multiple tokens HotFlip selects the sequence of changes via a beam search.

**Textbugger** (Li et al., 2019) works at a symbol level and tries to replace symbols in words to generate new adversarial sequences using derivative values for possible replacements.

**DeepWordBug** (Gao et al., 2018) is a greedy replace-one-word heuristic scoring based on an estimate of importance of a word to a RNN model with each replacement being a character-swap attack. DeepWordBug is a black box attack.

**PWWS** (Ren et al., 2019) is a greedy synonym-swap method, which takes into account the saliences of the words and the effectiveness of their replacement. Replacements of the words are made with the help of the WordNet dictionary.

4.2 Datasets

We have conducted experiments on four open NLP datasets for different tasks such as text classification, intent prediction, and sentiment analysis. The characteristics of these datasets are presented in Table 2.

The AG News corpus (AG) (Zhang et al., 2015) consists of news articles on the web from the AG corpus. There are four classes: World, Sports, Business, and Sci/Tech. Both training and test sets are perfectly balanced. The Dialogue State Tracking Challenge dataset (DSTC) is a special processed dataset related to dialogue system tasks. The standard DSTC8 dataset (Abhinav et al., 2020) was adopted to the intent prediction task by extracting most intent-interpreted sentences from dialogues. The Stanford Sentiment Treebank (SST-2) (Socher et al., 2013) contains phrases with fine-grained sentiment labels in the parse trees of 11,855 sentences from movie reviews. The Rotten Tomatoes dataset (RT) (Pang and Lee, 2005) is a film-review dataset of sentences with positive or negative sentiment labels.

4.3 NAD metric

To create an adversarial attack, changes must be applied to the initial sequence. A change can be done either by inserting, deleting, or replacing a token in some position in the original sequence. In the WER calculation, any change to the sequence made by insertion, deletion, or replacement costs 1. Therefore, we consider the adversarial sequence to be perfect if $WER = 1$, and the target classifier output has changed. For the classification task, Normalised Accuracy Drop (NAD) is calculated in
We provide two additional metrics to judge the quality of our attacks. These metrics are indicative to estimate the diversity. A table for infrequent k-grams divided can be found in the Appendix. As we can see, presented methods preserve the lexical diversity.

5.4 Human evaluation
We conducted a human evaluation to understand how comprehensive DILMA adversarial perturbations are and to compare DILMA to other approaches. We used a sample from the SST-2 dataset of size 200, perturbed with five different attacks.

We recruited crowd workers from a crowdsourcing platform to estimate the accuracies of the methods we compare. Given a sentence and the list of classes, the workers were asked to define a class label. We used original sentences to control workers’ bias. We used the Stanza toolkit (Qi et al., 2020) for POS-tagging and dependency parsing. The detailed report about morphological and syntactic similarities can be found in the Appendix.

Diversity across the generated sentences was evaluated by two measures. The first measure, Dist-\(k\), is the total number of distinct \(k\)-grams divided by the total number of produced tokens in all the generated sentences (Li et al., 2016). The second measure, Ent-\(k\) (Zhang et al., 2018) considers that infrequent \(k\)-grams contribute more to diversity than frequent ones. Table 5 presents the results for \(k = 2\). We choose this value as being more indicative to estimate the diversity. A table for other values of \(k\) can be found in the Appendix.

### 5.3 Linguistic evaluation
To measure the linguistic features of the generated adversarial examples, we compared the quality metrics in supplementary materials. For most of the datasets, we provide reasonable results, whilst our methods perform significantly better before and after retraining the initial target classifier, but also after its re-training with additional adversarial samples added to the training set. After re-training the initial target classifier, competitor attacks cannot provide reasonable results, whilst our methods perform significantly better before and after retraining for most of the datasets. We provide additional attack quality metrics in supplementary materials.

5.2 Additional metrics for evaluation
We provide two additional metrics to evaluate the quality of our and competitors’ attacks: accuracy of target models changing after attacks; probability difference is a difference between true model scores before and after an attack. Higher values for probability differences mean that an attack is more successful in affecting the target model decision.

Discriminator training (Xu et al., 2019) is another defence strategy we followed. We trained an additional discriminator on 10,000 samples of the original sequences and adversarial examples. The discriminator detects whether an example is normal or adversarial. The discriminator has an LSTM architecture with fine-tuning of GloVe embeddings and was trained for 50 epochs using the negative log-likelihood loss with early stopping based on validation scores.

We provide all these scores in Table 4. As we can see our methods are top performer with respect to the obtained accuracy scores and probability differences. Due to smaller and more careful changes, HotFlip is harder to detect by a discriminator. However, ROC AUC scores are close to a ROC AUC score of a random classifier for two of four datasets for our attacks.

\[ NAD(A) = \frac{1}{N} \sum_{i=1}^{N} \frac{1\{C'(x_i) \neq C'(x'_i)\}}{WER(x_i, x'_i)} \]

where \(x'_i = A(x)\) is the output of an adversarial generation algorithm for the input sequence \(x\), \(C'(x)\) is the label assigned by the target classification model, and \(WER(x', x)\) is the Word Error Rate. The highest value of NAD is achieved when \(WER(x'_i, x_i) = 1\) and \(C(x_i) \neq C(x'_i)\) for all \(i\). Here we assume that adversaries produce distinct sequences and \(WER(x_i, x'_i) \geq 1\).

5 Evaluation and comparison
5.1 Adversarial attack evaluation
Results for the considered methods are presented in Table 3. We demonstrate not only the quality of attacks on the initial target classifier, but also after re-training with additional adversarial samples added to the training set. After re-training the initial target classifier, competitor attacks cannot provide reasonable results, whilst our methods perform significantly better before and after retraining for most of the datasets. We provide additional attack quality metrics in supplementary materials.
### 6 Conclusion

Constructing adversarial attacks for natural language processing is a challenging problem due to the discrete nature of input data and non-differentiability of the loss function. Our idea is to combine sampling from a masked language model (MLM) with tuning of its parameters to produce truly adversarial examples. To tune parameters of the MLM we use a loss function based on two differentiable surrogates – for a distance between sequences and for an attacked classifier. This results in the proposed DILMA approach. If we only sample from the MLM, we obtain a simple baseline SamplingFool.

In order to estimate the efficiency of adversarial attacks on categorical sequences we have proposed a metric combining WER and the accuracy of the target classifier. For considered diverse NLP datasets, our approaches demonstrate a good performance. Moreover, in contrast to competing methods, our approaches win over common strategies used to defend from adversarial attacks. Human and linguistic evaluation also show the adequacy of the proposed attacks.
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