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Bounding the cost of classically simulating the outcomes of universal quantum circuits to additive error $\delta$ is often called weak simulation and is a direct way to determine when they confer a quantum advantage. Weak simulation of the $T$+Clifford gateset is $BQP$-complete and is expected to scale exponentially with the number $t$ of $T$ gates. We constructively tighten the upper bound on the worst-case $L_1$ norm sampling cost to next order in $t$ from $O(\xi^2 \delta^{-2})$ if $\delta^2 \gg \xi^{-2}$ to $O((\xi^t - t) \delta^{-2})$ if $\delta^2 \gg (\xi^t - t)^{-1}$, where $\xi^t = 2^{-0.228t}$ is the stabilizer extent of the $t$-tensored $T$ gate magic state. We accomplish this by replacing independent $L_1$ sampling in the popular SP ARSIFY algorithm used in many weak simulators with correlated $L_1$ sampling. As an aside, this result demonstrates that the $T$ gate magic state’s approximate stabilizer state decomposition is not multiplicative with respect to $t$, for finite values, despite the multiplicativity of its stabilizer extent. This is the first weak simulation algorithm that has lowered this bound’s dependence on finite $t$ in the worst-case to our knowledge and establishes how to obtain further such reductions in $t$.

Weak simulation is defined as the task of sampling the probabilities of universal quantum circuits to additive error. It is expected to require exponential resources on a classical computer since it is $BQP$-complete. Reducing the cost of classically simulating quantum computers is necessary to characterize near-term noisy intermediate-scale quantum (NISQ) computers that are rapidly growing in size and performance.

Universal quantum computation can be achieved using stabilizer states, the Clifford+$T$ gateset, and Pauli measurement. An equivalent measurement-based formalism can be written in terms of stabilizer states, $T$ gate magic states and Pauli measurements. Approximating outcomes samples to additive error $\delta$ is equivalent to replacing the underlying probability distribution with one that is $\delta$-close to it and then sampling from this approximate distribution. This naturally splits up many weak simulation implementations into a “sparsification” step and a measurement step. The measurement step consists of taking idempotent projections, $\langle \psi|\Pi|\psi\rangle = |\Pi|\psi|^2 \equiv |\psi|^2$, and so is frequently called a “normalization” step instead.

The SP ARSIFY algorithm introduced a method of generating an $L_1$ sparsification of a given state $\psi$ to $\delta$ additive error with $\mathcal{O}(2^{-0.228t}\delta^{-2})$ stabilizer states, which is asymptotically optimal as $t \to \infty$ and $\delta \to 0$ (see Lemma 2 in [4]). As a result, the authors conjectured the following lower bound:

**Conjecture 1** Any approximate stabilizer decomposition of $T^\otimes t$ that achieves a constant approximation error must use at least $\Omega(2^{-0.228t})$ stabilizer states.

This approximated state’s inner product must then be sampled under random Pauli measurements to complete a weak simulation algorithm. The full weak simulation cost is the number of stabilizer states produced by SP ARSIFY multiplied by $\mathcal{O}(t^3 \delta^{-2})$.

Subsequent works almost all use the SP ARSIFY algorithm or a similar sparsification method. Improvements have included an extension of the method to diagonal states (other than the $T$ magic state) and mixed states [3], constant factor improvements [2], a decrease in the power of $\delta$ cost for magic states [4], better performance when the values of the sampled probabilities are in certain regimes [2], and an extension to Born probabilities [7].

Nevertheless, these methods have all saturated the asymptotic conjectured lower bound w.r.t. $t$ even when they are not in the asymptotic limit of $t \to \infty$ and $\delta \to 0$; they all require $\mathcal{O}(2^{-0.228t})$ stabilizer states in the worst case.

Since the lower bound given by Conjecture 1 is an asymptotic bound, there is no reason to consider it limiting for finite $t$ and $\delta$. Indeed, the finite regime is the most useful for practical simulations and validations of near-term devices. Non-asymptotic reductions in $t$ can greatly increase the size of universal quantum circuits that are simulatable by today’s classical computers and thereby change when they confer quantum advantage.

Here we introduce the first such reduction in $t$ and demonstrate its practical usefulness for finite-sized circuits. Since the reduction occurs in the SP ARSIFY algorithm used by many contemporary weak simulators, it can be implemented in current applications with minimal change and improve their performance. The key idea is replacing independent $L_1$ sampling with correlated $L_1$ sampling.

To begin, we define the general family of diagonal states that we want to approximate. Following [3, 4], we define the $t$-tensored state:

$$|D^\otimes t_\phi\rangle \equiv (2\nu)^{-t}\sum_{x \in \mathbb{F}_2^t} |\tilde{x}_1 \otimes \cdots \otimes \tilde{x}_t\rangle,$$  \hspace{1cm} (1)

where

$$|\tilde{0}\rangle \equiv \frac{i}{\sqrt{2}}(-i + e^{-\pi i/4})(-i + e^{i\phi})|0\rangle,$$  \hspace{1cm} (2)

$$|\tilde{1}\rangle \equiv \frac{i}{\sqrt{2}}(1 + e^{-\pi i/4})(1 - e^{i\phi})\frac{1}{\sqrt{2}}(|0\rangle + |1\rangle),$$  \hspace{1cm} (3)

and $\nu \equiv \cos \pi/8$. $|D^\otimes t_\phi\rangle$ has $L_1$ norm squared, when considered over the set of stabilizer states, that is minimized...
by this stabilizer decomposition into $|\tilde{0}\rangle$ and $|\tilde{1}\rangle$:

$$\left(\sum_{x \in \mathbb{F}_2^n} |c_x\rangle\right)^2 = \left(\sqrt{1 - \sin \phi} + \sqrt{1 - \cos \phi}\right)^{2t} \equiv \xi^t_\phi.$$  

(4)

Calling $\xi^t_\phi$ an $L_1$ norm is an abuse of the term, since stabilizer states are overcomplete. As a result $\xi^t_\phi$ is often called the stabilizer extent, and is more accurately defined as the minimum value of $\|\cdot\|_1$ over all stabilizer decompositions.

$$|D_{\pi/4}^t\rangle = |H^\otimes t\rangle$$ for $|H\rangle \equiv e^{-i\pi/8}SH(T)$ and

$$|T\rangle = \frac{1}{\sqrt{2}}(|0\rangle + \sqrt{i}|1\rangle),$$

(5)

where $S$ and $H$ are the Clifford gates phase shift and Hadamard, respectively. $\xi^t_\pi/4 = \nu^{-2t} = 2^{-0.228t}$ which sets the exponential scaling for sampling this magic state. Since the $H$ magic state is related to the $T$ magic state by a Clifford unitary under which stabilizer states are closed, its stabilizer state approximation cost is the same.

Before we get into generating an approximation to these states, we first need to establish a useful result:

**Lemma 1 (t Stabilizer States with $t/2$ Bit Flips)**

Given a $t$-bitstring, there exist $t$ additional different $t$-bitstrings such that every pair of bitstrings differs by at least $t/2$ bits.

**Proof** We examine powers of 2. WLOG we can always assume that the given bitstring consists of all 1s since any additional bitstrings to this can be generalized to any other bitstring by XORing it.

Let $t = 2^k$. Consider iterative splitting of the $2^k$ bitstring by binary tree with layers $0 \leq i \leq k-1$ (see Table 1 for examples). We define the base layer $k = 0$ to consist of two bitstrings, $\alpha \cdots \alpha$ and $\beta \cdots \beta$, where $\alpha \equiv 01$ and $\beta \equiv 10$. Given a $t$-bitstring of all 1s, it is clear that these two bitstrings differ from it by $t/2$ bitflips and from each other by at least $t$ bitflips.

In every subsequent layer we consider $t$-bitstrings that are evenly split into $2 \leq 2^i \leq 2^{k-1}$ contiguous blocks of bits that we treat all together when assigning values. We assign values $\alpha$ and $\beta$ to the blocks such that the number of $\alpha$s and $\beta$s are even in every pair of blocks corresponding to a larger block a layer above and at least half the assignments differ from every other bitstring in the same layer.

This means that every layer $1 \leq i \leq k-1$ will have $t/2$ $\alpha$s and $t/2$ $\beta$s. Hence, they will differ from the given bitstring of all 1s by $t/2$ bit flips. This also means that they will differ from bitstrings in the zeroth layer consisting of only $\alpha$s or $\beta$s by $t/2$ bit flips.

Moreover, since the nature of this binary tree splitting converts blocks from higher levels into evenly split subblocks with the same number of $\alpha$s and $\beta$s where before there were only $\alpha$s or $\beta$s, every bitstring differs from those of other layers by $t/2$ bitflips.

| $t$ | given bitstring | depth $i$ | $t$ additional bitstrings |
|-----|-----------------|----------|--------------------------|
| 2   | 11              | 0        | $\alpha, \beta$          |
| 4   | 1111            | 0        | $\alpha\beta, \beta\alpha$ |
|     |                 | 1        | $\alpha\beta, \beta\alpha$ |
| 8   | 11111111         | 0        | $\alpha\alpha\alpha, \beta\beta\beta\beta$ |
|     |                 | 1        | $\alpha\alpha\alpha\alpha, \beta\beta\beta\beta$ |
|     |                 | 2        | $\alpha\alpha\alpha\alpha\alpha, \beta\beta\beta\beta\beta\beta$ |

**TABLE I.** $\alpha \equiv 01$ and $\beta \equiv 10$. The additional bitstrings can be used as XOR masks to generate the appropriate additional bitstrings for given bitstrings other than all 1s.

Within a layer, by construction, the bitstrings differ from each other by at least $t/2$ bitflips. Trivially, the first layer ($i = 1$) consists of two bitstrings. Subsequent layers consist of twice as many bitstrings as their preceding layers since they can be considered as the result of the same bitflips performed on the given bitstring as the layer above, but over twice as many bits. It follows that the $i$th level consists of $2^i$ bitstrings. This means that there is a total of $2 + \sum_{i=1}^{k-1} 2^i = 2^k + t$ bitstrings.

We have therefore $t$ additional total of bitstrings that differ from the given bitstrings of all 1s and each other by at least $t/2$ bitflips.

An algorithm that generates $t$ additional bitstrings that differ by at least $t/2$ bitflips, such as those given in Table 1, is given in Algorithm 4. We introduce a constructive upper bound that is lower than Conjecture 1's in the finite $t$ case:

**Theorem 1 (Lower Bound in $t$ for SPARSIFY)**

The SPARSIFY procedure introduced by Bravyi et al. creates a $\delta$-approximate stabilizer decomposition of $H^\otimes t$ with $\mathcal{O}\left((2^{-0.228t} - t)^{-2}\right)$ stabilizer states for $t$ sufficiently large such that $\delta^2 \gg (\xi^t_\pi/4 - t)^{-1}$.

**Proof** Following 3, we define additive error

$$||D^\otimes t_\phi - \psi|| \leq \delta,$$

(6)

where $||\psi|| = \sqrt{\langle \psi | \psi \rangle}$. $|\psi\rangle$ is the sparsified $k$-term approximation to $|D_\phi(t)\rangle$ given by

$$|\psi\rangle = \frac{||c_i||}{k} \sum_{i=1}^k |\omega_i\rangle,$$

(7)

where each $|\omega_i\rangle$ is independently chosen randomly so that it is a normalized stabilizer state $|\omega_i\rangle = c_i/||c_i|| |\phi_i\rangle$ with
Algorithm 1: Generate additional bitstrings that differ from the $t$-bitstring of all 1s by at least $t/2$ bitflips.

Data: $k$ such that $t = 2^k$.
Result: bitstring array.

begin
  bitstrings ← \{\alpha \cdots \alpha, \beta \cdots \beta\};
  masks ← \{2^k\};
  for $t\text{treedepth} ← 1$ to $k - 1$ do
    levelmask ← $2^k - t\text{treedepth} - 1$;
    for $t\text{levelmask}\text{depth} ← 2$ to $2^{t\text{treedepth} - 1}$ do
      levelmask ← levelmask + $2^k - t\text{levelmask}\text{depth} + 1$;
    end
    bitstring ← $(\alpha \cdots \alpha)$ XOR levelmask;
    for $t\text{mask} ←$ Cartesian products of elements in $t\text{masks}$ do
      add (bitstring XOR mask) to bitstrings;
    end
    add levelmask to masks;
  end
end

probability $p_i = |c_i|/\|c\|_1$. We define a random variable $\omega$ that is equal to $|\omega_i|$ with probability $p_i$. Then

$$\mathbb{E}(\omega) = |\psi|/\|c\|_1.$$  

By construction,

$$\mathbb{E}(\langle \psi | D^{(t)}_\phi \rangle) = \mathbb{E}(\langle D^{(t)}_\phi | \psi \rangle) = 1.$$  

The number of stabilizer states in the approximation is $k$ and

$$\mathbb{E}||D^{(t)}_\phi - |\psi\rangle\rangle^2 = \mathbb{E}((D^{(t)}_\phi | D^{(t)}_\phi)) - \mathbb{E}((D^{(t)}_\phi | \psi\rangle\rangle) + \mathbb{E}(\langle \psi | \psi\rangle)\rangle) \leq \frac{\xi^t}{k} - \frac{\gamma}{k},$$

where we simplified

$$\mathbb{E}(\langle \psi | \psi\rangle) = \sum_{i} \frac{|c_i|^2}{k^2} \mathbb{E}(\langle \omega_i | \omega_i\rangle) + \sum_{i \neq j} \frac{|c_i|^2}{k^2} \mathbb{E}(\langle \omega_i | \omega_j\rangle)$$

$$\leq \frac{|c|^2}{k} \mathbb{E}(\langle \omega | \omega\rangle) + \sum_{i \neq j} \frac{|c|^2}{k^2} \mathbb{E}(\langle \omega_i | \omega_j\rangle)$$

$$\leq \frac{|c|^2}{k} + 1 - \frac{\gamma}{k}.$$  

Eq. 10 is less than or equal to $\delta^2$ when $k = (\xi^t - \gamma)^2$. If $|\omega_i|$ are independent and identically distributed (i.i.d.) stabilizer states then $\sum_{i \neq j} |c|^2 \mathbb{E}(\langle \omega_i | \omega_j\rangle) = \sum_{i \neq j} \mathbb{E}(\langle \psi |\psi\rangle) = k(k - 1)$ and so $\gamma = 1$. As a result, since $1 \ll \xi^t$ as $t$ increases, it was neglected in previous characterizations [4].

However, $\gamma$ can become significant if $|\omega_i|$ are not i.i.d. and $\sum_{i \neq j} |c|^2 \mathbb{E}(\langle \omega_i | \omega_j\rangle) \neq \sum_{i \neq j} \mathbb{E}(\langle \psi |\psi\rangle)$. In particular, let us consider sampling the $H$ magic state $|D^{(t)}_\pi \phi\rangle = |H^{(t)}\rangle$. In this case, its minimal $L_1$ stabilizer state decomposition consists of a uniform superposition over $|0\rangle$ and $|1\rangle$, where $|0\rangle$ and $|1\rangle$ are $2^{-\frac{t}{2}}$. In the SPARSIFY algorithm, $t$-bit strings consisting of these stabilizer states are uniformly sampled to approximate $|H^{(t)}\rangle$.

By Lemma [11] let us supplement this set of $t$-bit strings with the $t$-bit strings that differ from every uniformly sampled state and each other by at least $t/2$ bit flips (referring to the tilde basis). It follows that these $(t+1)$ stabilizer states have inner products of $\leq 2^{-\frac{t}{2}}$.

![Sketch of the different ensembles produced by (a) independent and (b) correlated $L_1$ sampling. In this example, (a) there are nine independently sampled states, \{$|\omega_i\rangle\}_{i=1}^9$, from the uniform distribution on the unit circle (the "stabilizer state space"), which when considered as real vectors on $\mathbb{R}^2$ have an expectation value close to $|H^{(t)}\rangle$ at the origin. This ensemble can be transformed to a (b) correlated one, by supplementing the first three states with two $\frac{t}{2}$-bitflipped versions, $|\omega'_i\rangle$ and $|\omega''_i\rangle$ (blue and red), which are therefore far away and equidistant to each other on the unit circle, and discarding the rest. The expectation value of this ensemble is closer to $|H^{(t)}\rangle$ but converges more slowly.

Since the ensemble consisting of uniformly sampled $t$-bit strings $|\omega_i\rangle$ satisfies

$$\mathbb{E}(\langle \psi | H^{(t)}\rangle) = \mathbb{E}(\langle H^{(t)} | \psi \rangle) = 1,$$

it follows that the $t$ other ensembles consisting of the $i$th state with at least $t/2$ bits flipped ($i \in \{1, \ldots, t\}$) compared to the uniformly sampled states, also satisfy this property. Therefore, the full ensemble produced by adding together these $(t+1)$ ensembles satisfies this property too.

However, taken together, these are no longer i.i.d. stabilizer states. In particular, for a given $|\omega_i\rangle$, there exist...
at least $t \mid \omega_{f,(j)}\rangle$ such that $\mid \langle \omega_i \mid \omega_{f,(j)}\rangle\mid \leq 2^{-\frac{t^2}{2}}$. Hence,

$$\sum_{i \neq j}^k \|c_i\|^2 \mathbb{E}(\langle \omega_i \mid \omega_j\rangle) = \sum_{i \neq j}^k \|c_i\|^2 \mathbb{E}(\langle \omega_i\rangle \mathbb{E}(\langle \omega_j\rangle))$$

$$+ \sum_i^k \|c_i\|^2 \mathbb{E}(\langle \omega_i\rangle \mathbb{E}(\langle \omega_{f,(j)}\rangle))$$

$$\leq k(k - 1) - t \|c_i\|^2 \approx \frac{t^2}{2}$$

Therefore, given that at least $k = (\xi_{\phi}^t - \gamma)^{-1}$, if post-selection is performed to discard samples that produce $(\psi|\psi) - 1 \approx \delta^2$ (a rare event if this first condition is met) or $\langle \psi|\psi\rangle$ is approximated to relative error using the FASTNORM algorithm [3] (which scales linearly with $k$), then the states $\psi$ are generated with $\mathbb{E}(\|H^\otimes t - |\psi\rangle\|)^2 < \delta^2$ and consist of $\mathcal{O}(2^{-0.228\delta^2} - t)\delta^{-2}$ stabilizer states.

A sketch of the key idea used in the proof of Theorem 1 is shown in Figure 1. Independently sampled states with expectation value $|H^\otimes t\rangle$ are replaced with a smaller subset that are supplemented with bit-flipped states. The resultant correlated distribution has an expectation value closer to $|H^\otimes t\rangle$, but it converges to it more slowly.

Some polynomial factors in $t$ are not included in the scaling cost, $\mathcal{O}(2^{-0.228\delta^2} - t)\delta^{-2}$, of SPARSIFY. Moreover, there is a possible additional polynomial cost in correlated sampling from generating the bit-flipped supplemental states (such as using Algorithm 1) compared to independent sampling. We claim that these changes in polynomial factors are negligible. This claim is supported by the scaling observed in the practical runtime of SPARSIFY plotted in Figure 2. A decrease in runtime is observed for correlated sampling that is lower bounded by proportionality to the fewer number of stabilizer states $k = (\xi_{\phi}^t - \gamma)^{-1}$ it generates.

![Figure 2](image-url)
proof of Theorem 1, the source of the linear power in $\gamma$ is due to correlated $t$-wise $L_1$ sampling; every i.i.d. sampled state is supplemented with $t$ samples with a known relative absolute inner product given by Lemma 1. However, it is easy to show that the number of mutually $\geq t/2$-bitflipped states is larger than $t$ and the number of states given by Lemma 1 is a loose lower bound. The number of supplemented states can be increased to $t^m$, for $m > 1$, limited by the minimal number $k = (\xi_{\phi} - \gamma)\delta^{-2}$ of stabilizer states needed and the existence of states with the minimum number of mutual bitflips desired. This will add a corresponding power of $t^m$ instead of $t$ in $\gamma$. It is also possible to extend $\gamma$ to higher powers $t^m$ for fixed $k$ by supplementing every i.i.d. sampled state with $t$ samples that have different relative absolute inner products. In both of these cases, doing so would increase the sparsification tail bound of $\Pr[\|H^\otimes t - \psi\|^2 \leq (\Omega(\Omega) - 1 + \delta^2)$ further. This would decrease the rate of convergence, and so would require $\delta^2 \gg (\xi_{\phi}/4 - t^m)^{-1}$ for the improvement in scaling to outperform independent sampling to the same convergence probability. However, it is not clear how many such appropriately bit-flipped supplemental states exist given a bitstring and, therefore, it is not clear how large $m$ of a reduction $t^m$ in $\gamma$ it is possible to accomplish. We leave this unresolved for future study.

A similar approach will also extend this method of correlated $L_1$ norm sampling to any of the other diagonal states expressed by Eq. 1. Such a treatment would differ only in that the distribution of $t$ bit-flipped bit strings would be sampled from the non-uniform distribution given by Eq. 1 for $\phi \neq \frac{\pi}{4}$.

Though the stabilizer extent $\xi_{\phi}$ of one-, two-, and three-qubit states is multiplicative, general states do not have multiplicative stabilizer extent $\xi$. This introduces the peculiar notion that $L_1$ sampling, which is upper bounded by the stabilizer extent (see Lemma 2 in [2]), cannot do better than $O(2^{-0.228t})$ for the $T$ gate magic state, but that you can always find a more optimal stabilizer decomposition for higher values of $t$ for other states such that their worst-case scaling improves.

The results shown here may resolve this peculiarity. Namely, they show that $L_1$ sampling is only asymptotically bounded by the stabilizer extent and that, for finite $t$ values, an improvement can be found. This means that the scaling of the $L_1$ sampling cost of one-, two-, and three-qubit magic states may behave similarly to the scaling of general states.

In conclusion, we show how to lower the finite $t$ scaling cost of the popular SPARSIFY algorithm used in weak simulation of the $T$ + Clifford gateset from $O(2^{-0.228t}t^{-2})$ to $O(2^{-0.228t}t^{-\delta^{-2}})$. We accomplish this by replacing its i.i.d. $L_1$ sampling with correlated $L_1$ sampling and we numerically demonstrate that this scaling reduction holds after including hidden prefactors polynomial in $t$. We explain how further reductions in powers of $t$ can be obtained with this method. To our knowledge, this is the first weak simulation algorithm that has lowered this bound’s dependence on finite $t$ in the worst-case.
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