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ABSTRACT
For a positive trace-class operator $C$ and a bounded operator $A$, we provide an explicit description of the closure of the orbit-closed $C$-numerical range of $A$ in terms of those operators submajorized by $C$ and the essential numerical range of $A$.

This generalizes and subsumes recent work of Chan, Li and Poon for the $k$-numerical range, as well as some of our own previous work on the orbit-closed $C$-numerical range.

KEYWORDS
numerical range, $C$-numerical range, convex, trace-class, essential numerical range, majorization, submajorization, weak$^*$ convergence

AMS CLASSIFICATION
Primary 47A12, 47B15; Secondary 52A10, 52A40, 26D15.

1. Introduction

Herein we let $\mathcal{H}$ denote a separable complex Hilbert space and $B(\mathcal{H})$ the collection of all bounded linear operators on $\mathcal{H}$. For $A \in B(\mathcal{H})$, the numerical range $W(A)$ is the image of the unit sphere of $\mathcal{H}$ under the continuous quadratic form $x \mapsto \langle Ax, x \rangle$, where $\langle \cdot, \cdot \rangle$ denotes the inner product on $\mathcal{H}$. The essential numerical range $W_{\text{ess}}(A)$ has many equivalent definitions, including the set of limits of convergent sequences $\langle Ax_n, x_n \rangle$ where $(x_n)_{n=1}^{\infty}$ is an orthonormal sequence [1]. It is well-known that

$$\overline{W(A)} = \text{conv}(W(A) \cup W_{\text{ess}}(A)), \quad (1.1)$$

which is due to Lancaster [2].

There have been a number of generalizations of this result, including by Chan [3] and Chan, Li and Poon [4]. Chan [3] generalized this to the joint numerical range of an $n$-tuple of operators, whereas Chan, Li and Poon [4] generalized it to the $k$-numerical range. The $k$-numerical range is the collection

$$W_k(A) := \{\text{Tr}(PA) \mid P \text{ rank-}k \text{ projection}\}. \quad (1.2)$$
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The reader should note that this is a natural generalization of the standard numerical range since $W_1(A) = W(A)$. In [4], Chan, Li and Poon showed

$$
\overline{W_k(A)} = \text{conv} \bigcup_{j=0}^{k} (W_j(A) + (k - j)W_{\text{ess}}(A)),
$$

(1.3)

which generalizes (1.1). They also proved if $W_{k+1}(A)$ is closed, then $W_k(A)$ is closed. Consequently, $W_k(A)$ is closed if and only if

$$
kW_{\text{ess}}(A) \subseteq W_1(A) + (k - 1)W_{\text{ess}}(A) \subseteq \cdots \subseteq W_{k-1}(A) + W_{\text{ess}}(A) \subseteq W_k(A).
$$

(1.4)

Chan, Li and Poon very recently ([5]) extended some of their results to the joint $k$-numerical range of a tuple of operators.

In our recent paper [7], we introduced the orbit-closed $C$-numerical range for $C \in \mathcal{L}_1$, the trace class, which is defined as follows. Let $U(C)$ denote the unitary orbit of $C$ under the natural conjugation action of the unitary group. Then the trace-norm closure $\mathcal{O}(C) := \overline{U(C)}$, we call the orbit of $C$. The orbit-closed $C$-numerical range is

$$
W_{\mathcal{O}(C)}(A) := \{ \text{Tr}(XA) \mid X \in \mathcal{O}(C) \}.
$$

(1.5)

For finite rank $C$, $\mathcal{O}(C) = U(C)$ and hence, in this case, $W_{\mathcal{O}(C)}(A)$ coincides with the usual $C$-numerical range $W_C(A)$ initially studied by Westwick [8], Goldberg and Straus [9], and by many others since then. Consequently, $W_{\mathcal{O}(C)}(A)$ constitutes a natural extension of this object to the setting when $C$ has infinite rank.

This paper generalizes the aforementioned results ((1.3) and (1.4)) of Chan, Li and Poon [4] to the context of the orbit-closed $C$-numerical range. Our main theorems (Theorem 3.4) generalizes (1.3) and provides an independent proof of this fact. Moreover, as we showed in [7] that $W_{\mathcal{O}(C)}(A)$ is intimately connected with majorization\(^2\) (denoted $\prec$, see Definition 2.1) when $C$ is selfadjoint, so also we connect the closure $\overline{W_{\mathcal{O}(C)}(A)}$ to submajorization (denoted $\preceq$, see Definition 2.1). In particular, we prove in Theorem 3.4, for $C \in \mathcal{L}_1^+$ and $A \in B(\mathcal{H})$,

$$
\overline{W_{\mathcal{O}(C)}(A)} = \{ \text{Tr}(XA) + \text{Tr}(C - X)W_{\text{ess}}(A) \mid X \in \mathcal{L}_1^+, \lambda(X) \prec \lambda(C) \}
= \text{conv} \bigcup_{0 \leq m \leq \text{rank}(C)} (W_{\mathcal{O}(C_m)}(A) + \text{Tr}(C - C_m)W_{\text{ess}}(A)),
$$

where $C_m := \text{diag}(\lambda_1(C), \ldots, \lambda_m(C), 0, 0, \ldots)$. Example 3.5 shows that Theorem 3.4 doesn’t generalize to $C$ selfadjoint in the way one might expect.

We later establish in Theorem 4.5 that, when $C$ is positive, if $W_{\mathcal{O}(C)}(A)$ is closed, then $W_{\mathcal{O}(C_m)}(A)$ is closed for every $0 \leq m < \text{rank}(C)$. Combining Theorems 3.4 and 4.5

---

1This definition of the $k$-numerical range is the one given by Chan, Li and Poon. However, the reader should be aware that there is another definition, differing only by a scaling factor:

$$
\left\{ \frac{1}{k} \text{Tr}(PA) \mid P \text{ rank}-k \text{ projection} \right\}.
$$

The definition given in this footnote is the one originally described by Halmos in [6]. Both definitions appear throughout the literature, so one always has to be careful to see which definition the authors use.

2Poon also made this connection in the case when $C$ is finite rank [10].
yields Corollary 4.6: $W_{O(C)}(A)$ is closed if and only if
\[
\text{Tr}(C)W_{\text{ess}}(A) \subseteq W_{O(C_1)}(A) + \text{Tr}(C - C_1)W_{\text{ess}}(A) \\
\subseteq W_{O(C_2)}(A) + \text{Tr}(C - C_2)W_{\text{ess}}(A) \\
\vdots \\
\subseteq W_{O(C)}(A),
\]
which generalizes (1.4). Note: if rank$(C)$ is infinite, this chain of inclusions has order type $\omega + 1$.

2. Notation and Background

We first introduce relevant notation. We let $K$ denote the norm-closed ideal of $B(H)$ consisting of compact operators, and we let $L_1$ denote the ideal of trace-class operators, which is a Banach space when equipped with the trace norm $\|C\|_1 := \text{Tr}(|C|)$. The collection of selfadjoint elements in these classes are denoted $K^{sa}, B(H)^{sa}, L_1^{sa}$, respectively. The positive elements are likewise denoted $K^+, B(H)^+, L_1^+$.

Throughout this paper, whenever we refer to the weak topology, we will always mean the topology on $L_1 \cong K^*$ induced by the isometric isomorphism $C \mapsto \text{Tr}(C^*)$.

2.1. Definition 2.1. Suppose that $a := (a_k)_{k=1}^\infty, b := (b_k)_{k=1}^\infty$ are real-valued sequences converging to zero. If for all $n \in \mathbb{N}$,
\[
\sum_{k=1}^n a_k^{+} \leq \sum_{k=1}^n b_k^{+},
\]
\footnote{Note that $\lambda(C)$ is not generally uniquely determined since there may be unequal eigenvalues with the same modulus. However, if $C$ is positive, then $\lambda(C)$ is uniquely determined.}
then $a$ is submajorized by $b$, denoted $a \precsim b$.

If $a, b \in \ell_1$, and $a \ll b$ and also

$$\sum_{k=1}^{\infty} a_k = \sum_{k=1}^{\infty} b_k,$$

then $a$ is majorized by $b$, denoted $a \prec b$.

This concludes the necessary notation. We now review some background material which will be necessary, most of which comes from [7]. Our main result from [7] is:

**Theorem 2.2 ([7, Theorem 4.1, Corollaries 4.1, 4.2]).** For a selfadjoint trace-class operator $C \in \mathcal{L}_1^{sa}$ and any $A \in B(\mathcal{H})$,

$$W_{O(C)}(A) = \{\text{Tr}(XA) \mid X \in \mathcal{L}_1^{sa}, \lambda(X) \prec \lambda(C)\}.$$

Consequently,

(i) $W_{O(C)}(A)$ is convex.

(ii) If $C' \in \mathcal{L}_1^{sa}$ and $\lambda(C) \prec \lambda(C')$, then $W_{O(C)}(A) \subseteq W_{O(C')} (A)$.

We will need a simple lemma which in some sense allows us to stay inside a given subspace in Theorem 2.2(ii).

**Lemma 2.3.** Let $C, C' \in \mathcal{L}_1^{sa}$ be selfadjoint trace-class operators with $\lambda(C) \prec \lambda(C')$, and let $A \in B(\mathcal{H})$, $X \in O(C')$.

If $\text{rank}(C) \geq \text{rank}(C')$, then there is some $X' \in O(C')$ for which $RX' \leq RX$ and $\text{Tr}(XA) = \text{Tr}(X'A)$. Moreover, if $C' \geq 0$, the hypothesis $\text{rank}(C) \geq \text{rank}(C')$ may be omitted.

**Proof.** We first note that, in the context $C' \geq 0$, the hypothesis $\lambda(C) \prec \lambda(C')$ implies $C \geq 0$ and $\text{rank}(C) \geq \text{rank}(C')$, which is just a simple fact about majorization of nonnegative sequences. Indeed, if $\text{rank}(C) = \infty$, there is nothing to prove, so we may assume $\text{rank}(C) < \infty$. Then since $\lambda(C) \prec \lambda(C')$ (and so $\lambda(C) \ll \lambda(C')$),

$$\text{Tr}(C) = \sum_{n=1}^{\text{rank}(C)} \lambda_n(C) \leq \sum_{n=1}^{\text{rank}(C') \leq \infty} \lambda_n(C') \leq \text{Tr}(C').$$

Because $\lambda(C) \ll \lambda(C')$, then $\text{Tr}(C) = \text{Tr}(C')$ and so we must have equality throughout this chain. Therefore $\sum_{n=\text{rank}(C)+1}^{\infty} \lambda_n(C) = 0$, and thus $\text{rank}(C') \leq \text{rank}(C)$.

Now suppose $C, C'$ are selfadjoint and $\text{rank}(C) \geq \text{rank}(C')$. Since $X$ is selfadjoint, $RXX = XRX = X$. Therefore

$$\text{Tr}(XA) = \text{Tr}(RXXRA) = \text{Tr}(RXXARA) = \text{Tr}_{RXH}(YA'),$$

where $Y = RXX|_{RXH} \in B(RXH)$ and $A' = RXA|_{RXH} \in B(RXH)$. Since $RXXRX = X$, then $\lambda(Y) = \lambda(X) = \lambda(C)$. Because $\text{rank}(C') \leq \text{rank}(C) = \text{dim}RXH$, there is some selfadjoint $C''$ acting on $RXH$ with $\lambda(C'') = \lambda(C')$. Therefore, $\lambda(Y) \ll \lambda(C'')$ and so by Theorem 2.2(ii), $W_{O_{RXH}(Y)}(A') \subseteq W_{O_{RXH}(C'')}(A')$. Consequently, there is some $Y' \in O_{RXH}(C'')$ for which $\text{Tr}_{RXH}(YA') = \text{Tr}_{RXH}(Y'A')$. Finally, set $X' := Y' \oplus 0_{RXH}$,
so that \( R_{X'} \leq R_X \), and \( \lambda(X') = \lambda(Y') = \lambda(C'') = \lambda(C') \), and hence \( X' \in \mathcal{O}(C') \), and also

\[
\text{Tr}(X'A) = \text{Tr}_{R_X \mathcal{H}}(Y' A') = \text{Tr}_{R_X \mathcal{H}}(YA') = \text{Tr}(XA). \quad \blacksquare
\]

**Remark 2.4.** In case \( C' \) is selfadjoint, the hypothesis \( \text{rank}(C) \geq \text{rank}(C') \) may not be omitted in general. Indeed, there are examples of selfadjoint \( C, C' \) such that \( \lambda(C) \prec \lambda(C') \), but for which \( \text{rank}(C) < \text{rank}(C') \), thereby ensuring the conclusion of Lemma 2.3 is unattainable. For example, if \( C' \) is selfadjoint and trace zero, then it majorizes the zero operator.

Lemma 2.3 has the following corollary in the extremal case when \( C' \) is rank-2, or, in case \( C \) is positive or negative, even rank-1.

**Corollary 2.5.** Suppose that \( C \in L_1^{sa} \) is a selfadjoint trace-class operator and \( X \in \mathcal{O}(C) \). Then if \( C' := \text{diag}(\text{Tr}(C_+), -\text{Tr}(C_-), 0, \ldots) \), there is some \( X' \in \mathcal{O}(C') \) with \( R_{X'} \leq R_X \) and \( \text{Tr}(X'A) = \text{Tr}(XA) \).

**Proof.** Notice \( \lambda(C) \prec \lambda(C') \) trivially. If either \( C \geq 0 \) or \( C \leq 0 \), then the result follows immediately from Lemma 2.3. Also, if \( C \) is selfadjoint and is neither positive or negative, then \( \text{rank}(C) \geq 2 = \text{rank}(C') \), so the result again follows from Lemma 2.3. \( \blacksquare \)

Two more results which will be vital for us in this paper concern the supremum of the orbit-closed \( C \)-numerical range of selfadjoint operators.

**Proposition 2.6 ([7, Proposition 5.1]).** Let \( C \in L_1^{sa} \) be a positive trace-class operator and let \( A \in K^+ \) be a positive compact operator. Then

\[
\sup W_{\mathcal{O}(C)}(A) = \sum_{n=1}^{\infty} \lambda_n(C) \lambda_n(A),
\]

and moreover the supremum is attained.

We note that in the theorem below, \((A - mI)_+\) is a positive compact operator, so it is subject to Proposition 2.6.

**Theorem 2.7 ([7, Theorem 5.2]).** Let \( C \in L_1^{sa} \) be a positive trace-class operator and suppose \( A \in B(\mathcal{H}) \) is selfadjoint. Let \( m := \max \sigma_{\text{ess}}(A) \). Then

\[
\sup W_{\mathcal{O}(C)}(A) = m \text{Tr } C + \sup W_{\mathcal{O}(C)}(A - mI)_+,
\]

Moreover, letting \( P := \chi_{[m, \infty)}(A) \), then \( \sup W_{\mathcal{O}(C)}(A) \) is attained if and only if \( \text{rank}(C) \leq \text{Tr}(P) \). In fact, when \( X \in \mathcal{O}(C) \) attains the supremum, \( XP = PX = X \).

Hiai and Nakamura established in [11] the following connection between submajorization of eigenvalue sequences of selfadjoint operators and closed convex hulls of unitary orbits.

**Proposition 2.8 ([11, Theorem 3.3]).** For a selfadjoint compact operator \( C \in K^{sa} \),

\[
\{ X \in K^{sa} \mid \lambda(X) \prec \lambda(C) \} = \overline{\text{conv} U(C)}^\text{wot} = \overline{\text{conv} U(C)}_\text{||}. \]
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Note that for $C$ trace-class, since the trace-norm topology on $\text{conv} U(C)$ is stronger than the norm topology (or the weak operator topology), we may replace $U(C)$ in Proposition 2.8 with $O(C)$. Proposition 2.8 also has consequences for the weak* closure of the convex hull of the unitary orbit of a selfadjoint operator.

**Corollary 2.9.** For a selfadjoint trace-class operator $C \in L_1^{sa}$,

$$\{X \in L_1^{sa} \mid \lambda(X) \ll \lambda(C)\} = \overline{\text{conv} U(C)^{w*}},$$

and moreover this set is compact and metrizable in the weak* topology on $L_1$, hence also weak* sequentially compact.

**Proof.** We first remark that if $C \in L_1^{sa}$ and $X \in K^{sa}$ with $\lambda(X) \ll \lambda(C)$, then $X \in L_1$. Therefore, by Proposition 2.8

$$\{X \in L_1^{sa} \mid \lambda(X) \ll \lambda(C)\} = \{X \in K^{sa} \mid \lambda(X) \ll \lambda(C)\} = \overline{\text{conv} U(C)^{wot}} = \overline{\text{conv} U(C)^{\|\cdot\|}}.$$

Since the weak* topology on $L_1$ is weaker, on trace-norm bounded sets, than the (operator) norm topology and stronger than the weak operator topology, we conclude that trace-norm bounded subsets of $L_1$ which are both weak operator closed and (operator) norm closed are also weak* closed.

Finally, we note that $\{X \in L_1^{sa} \mid \lambda(X) \ll \lambda(C)\}$ is trace-norm bounded by $\|C\|_1$, and so the previous paragraph guarantees

$$\{X \in L_1^{sa} \mid \lambda(X) \ll \lambda(C)\} = \overline{\text{conv} U(C)^{w*}}.$$

Finally, the Banach–Alaoglu theorem implies that this set, being trace-norm bounded and weak* closed, is weak* compact and the weak* topology is metrizable (on this trace-norm bounded set), the latter because $L_1 \cong K^*$ and $K$ is separable. Because compactness and sequential compactness are equivalent in metric spaces, this set is weak* sequentially compact as well. ■

A cursory examination of the proof of [7, Lemma 5.1] affords us the following result relating to extreme points (see Corollary 2.11 for the connection) of the collection of operators whose eigenvalue sequences are submajorized by that of a fixed trace-class operator.

**Lemma 2.10** ([7, Proof of Lemma 5.1]). For selfadjoint trace-class operators $X, C \in L_1^{sa}$ with $\lambda(X) \ll \lambda(C)$, there is some $Y \in L_1^{sa}$ for which

(i) $\lambda(X) \prec \lambda(Y) \ll \lambda(C)$;
(ii) $O(Y) \subseteq \text{conv} \bigcup \{O(C_{m_-,m_+}) \mid 0 \leq m_+ \leq \text{rank}(C_+)\},$

where $C_{m_-,m_+}$ is the operator $C(P_{m_+}^- + P_{m_+}^+)$ where $\text{Tr}(P_{m_+}^\pm) = m_\pm$, and for some $\lambda_- \leq 0 \leq \lambda_+$, $\chi_{(-\infty,\lambda_-)}(C) \leq P_{m_-}^- \leq \chi_{(-\infty,\lambda_-)}(C)$ and $\chi_{(\lambda_+,\infty)}(C) \leq P_{m_+}^+ \leq \chi_{(\lambda_+,\infty)}(C)$.

In other words, $C_{m_-,m_+}$ is the selfadjoint operator whose eigenvalues are the smallest $m_-$ negative eigenvalues $C$ along with the largest $m_+$ positive eigenvalues of $C$, namely $-\lambda_1^-(C), \ldots, -\lambda_{m_-}^-(C)$ and $\lambda_1^+(C), \ldots, \lambda_{m_+}^+(C)$, along with the eigenvalue 0 repeated
with multiplicity $\text{Tr}(I - P_m^- - P_m^+)$.

Actually, it is possible to prove the following fact as well, but we will not use it; it’s slightly too weak for the purposes of this paper. For this reason, we omit the proof but note that it can be obtained from Lemma 2.10 and [7, Lemma 4.1].

**Corollary 2.11.** If $C \in \mathcal{L}_1^{sa}$, then

$$\text{ext}\{X \in \mathcal{L}_1^{sa} \mid \lambda(X) \ll \lambda(C)\} \subseteq \bigcup \{O(C_{m_- m_+}) \mid 0 \leq m_\pm \leq \text{rank}(C_\pm)\}.$$  

Moreover, if $C \geq 0$, then the above inclusion is an equality.

### 3. Submajorization and the closure

In this section we prove our main theorem which characterizes $\overline{W_{O(C)}(A)}$ in terms of submajorization and the essential numerical range (see Theorem 3.4). We begin with a basic result concerning trace-class operators which converge weak$^*$ to zero.

**Lemma 3.1.** Suppose that $(Y_k)_{k=1}^\infty$ is a sequence in $\mathcal{L}_1$ with $Y_k \overset{w^*}{\rightharpoonup} 0$. For any finite projection $P$ and $A \in \mathcal{B}(\mathcal{H})$,

$$\text{Tr}(Y_k A) - \text{Tr}(P^\perp Y_k P^\perp A) \to 0.$$  

**Proof.** Notice that $Y_k A - P^\perp Y_k P^\perp A = PY_k A + P^\perp Y_k PA$. Then

$$\text{Tr}(Y_k A) - \text{Tr}(P^\perp Y_k P^\perp A) = \text{Tr}(PY_k A) + \text{Tr}(P^\perp Y_k PA) = \text{Tr}(Y_k(AP)) + \text{Tr}(Y_k(PAP^\perp))$$

converges to zero since $AP, PAP^\perp \in \mathcal{K}$ and $Y_k \overset{w^*}{\rightharpoonup} 0$.  

We now prove the key technical lemma.

**Lemma 3.2.** Let $(Y_k)_{k=1}^\infty \subseteq \mathcal{L}_1^{sa}$ be a sequence of selfadjoint trace-class operators such that $\text{Tr}(Y_k) = c$ is a positive constant and $Y_k \overset{w^*}{\rightharpoonup} 0$. Moreover, suppose that there is some $X \in \mathcal{L}_1^{sa}$ for which $Y_k \geq -X$ for all $k \in \mathbb{N}$. If $A \in \mathcal{B}(\mathcal{H})$ and $\text{Tr}(Y_k A) \to \mu$, then for any finite projection $P$ and any $\varepsilon > 0$ there is some $y \in P^\perp \mathcal{H}$ such that $|c(Ay, y) - \mu| < \varepsilon$.

**Proof.** Suppose that $(Y_k)_{k=1}^\infty$, $A$, $\mu$ are given with the properties and relationships specified in the statement. Let $\varepsilon > 0$ and suppose that $P$ is any finite projection.

Since $\text{Tr}(Y_k A) \to \mu$, there is some $N_1$ such that for all $k \geq N_1$

$$|\text{Tr}(Y_k A) - \mu| < \gamma := \frac{\varepsilon}{3}. \quad (3.1)$$

Let $Q$ be a finite spectral projection of $X$ so that $\text{Tr}(Q Y_k Q^\perp) < \delta := \frac{\varepsilon}{3||A||+1}$. Let $R = P \lor Q$ be the projection onto $PH + Q\mathcal{H}$, which is a finite projection since both $P, Q$ are finite. Note that for all $k$, since $Y_k \geq -X$, then $R^\perp Y_k R^\perp \geq -R^\perp X R^\perp$, and...
hence
\[ \text{Tr}(R^\top Y_k R^\top) - \text{Tr}(R^\top X R^\top) \leq \text{Tr}(Q^\top X Q^\top) < \delta = \frac{\varepsilon}{3\|A\| + 1}. \tag{3.2} \]

Since \( Y_k \xrightarrow{w} 0 \) and \( R \in \mathcal{K} \), there is some \( N_2 \) such that for all \( k \geq N_2 \),
\[ |\text{Tr}(RY_k)| = |\text{Tr}(RY_k R)| < \eta := \min\left\{ \frac{\varepsilon}{3\|A\| + 1}, \frac{\varepsilon}{2} \right\}. \tag{3.3} \]

By Lemma 3.1 there is some \( N_3 \) such that for all \( k \geq N_3 \),
\[ |\text{Tr}(R^\top Y_k R^\top A) - \text{Tr}(Y_k A)| < \zeta := \frac{\varepsilon}{3}. \tag{3.4} \]

Now, any selfadjoint trace-class operator \( X \) is majorized by the rank-2 selfadjoint operator \( X' \) whose nonzero eigenvalues\(^5\) are \( \text{Tr}(X_+) = \text{Tr}(X) + \text{Tr}(X_-) \) and \( -\text{Tr}(X_-) \).

Consequently, applying this fact to \( R^\top Y N R^\top \), by Corollary 2.5 there is some \( Y \in \mathcal{O}(R^\top Y N R^\top) \) with \( R Y \leq R Y N R^\top \), where \( N := \max_{1 \leq i \leq 3} N_i \), for which \( \text{Tr}(YA) = \text{Tr}(R^\top Y N R^\top A) \). Thus, \( R Y = Y R = 0 \). Let \( y, y' \in \mathcal{R} \) be the unit eigenvectors of \( Y \) corresponding to the positive and negative eigenvalues. In our case, since \( Y \in \mathcal{O}(R^\top Y N R^\top) \), and \( \lambda(R^\top Y N R^\top) < \lambda((R^\top Y N R^\top)') \), and using (3.3),
\[ \text{Tr}(Y) = \text{Tr}((R^\top Y N R^\top)'), \text{Tr}(R^\top Y N R^\top) = \text{Tr}(Y) - \text{Tr}(RY_N) \geq c - \eta > 0, \]
so at least \( y \) exists. If \( Y \) has no negative eigenvalue, simply set \( y' = 0 \). Then
\[ \text{Tr}(R^\top Y N R^\top A) = \text{Tr}(YA) = \text{Tr}(R^\top Y N R^\top)(Ay, y') + \text{Tr}(R^\top Y N R^\top)(Ay', y'). \tag{3.5} \]

Note that
\[ \text{Tr}(R^\top Y N R^\top) = \text{Tr}(R^\top Y N R^\top) + \text{Tr}(R^\top Y N R^\top) - \text{Tr}(RY_N) + \text{Tr}(R^\top Y N R^\top) - \text{Tr}(RY_N) = c - \text{Tr}(RY_N) + \text{Tr}(R^\top Y N R^\top) - \text{Tr}(RY_N). \]

Therefore, by the previous display and rearranging (3.5),
\[ c(Ay, y) = (\text{Tr}(RY_N) - \text{Tr}(R^\top Y N R^\top) + \text{Tr}(R^\top Y N R^\top))(Ay, y) \]
\[ = (\text{Tr}(RY_N) - \text{Tr}(R^\top Y N R^\top))(Ay, y) - \text{Tr}(R^\top Y N R^\top)(Ay', y') + \text{Tr}(R^\top Y N R^\top A). \tag{3.6} \]

Finally, we obtain by applying (3.6), the triangle inequality and the inequalities,

\(^4\)This is a general fact: if \( X \) is positive and \( Y \) is selfadjoint with \( Y \geq -X \), then \( \text{Tr}(Y X) \leq \text{Tr}(X) \). Indeed, if \( P \) is the range projection of \( Y_- \), then we have \( Y_- = P(Y)P \leq PX P \), hence \( \text{Tr}(Y_-) \leq \text{Tr}(PX P) \leq \text{Tr}(X) \).

\(^5\)if either or both of these eigenvalues are zero, then \( X' \) has rank 1 or 0.
(3.1) to (3.4)

\[
|c(Ay, y) - \mu| \leq \left| (\text{Tr}(R Y N) - \text{Tr}(R^\perp Y N R^\perp)) (Ay, y) - \text{Tr}(R^\perp Y N R^\perp) (Ay, y') \right| \\
+ |\text{Tr}(R^\perp Y N R^\perp A) - \mu| \\
\leq (\eta + \delta) \|A\| + \delta \|A\| + |\text{Tr}(R^\perp Y N R^\perp A) - \text{Tr}(Y N A)| + |\text{Tr}(Y N A) - \mu| \\
\leq (\eta + 2\delta) \|A\| + \zeta + \gamma < \varepsilon.
\]

Since \( y \in R^\perp \mathcal{H} \subseteq P^\perp \mathcal{H} \), this completes the proof. \( \blacksquare \)

Lemma 3.2 leads to a dichotomy for weak* convergent sequences \((X_k)\) in \(\mathcal{O}(C)\) for which \(\text{Tr}(X_k A)\) converges in \(W_{\mathcal{O}(C)}(A)\).

**Proposition 3.3.** Let \(C \in \mathcal{L}^+_1\) be a positive trace-class operator and consider a sequence \((X_k)\) in \(\mathcal{O}(C)\) converging to \(X\) in the weak* topology on \(\mathcal{L}^*_1\). If \(A \in B(\mathcal{H})\) and \(\text{Tr}(X_k A) \to x\), then either

(i) \(\text{Tr}(X) = \text{Tr}(C)\), in which case \(X_k \to X\) in trace norm; or

(ii) \(\text{Tr}(X) < \text{Tr}(C)\), in which case \(x - \text{Tr}(X A) \in \text{Tr}(C - X) W_{\text{ess}}(A)\).

**Proof.** Since the set \(\{Z \in \mathcal{L}^+_1 \mid \lambda(Z) \ll \lambda(C)\}\), is weak* closed by Corollary 2.9 and it contains \(\mathcal{O}(C)\), we see that \(\lambda(X) \ll \lambda(C)\), and hence \(\text{Tr}(X) \leq \text{Tr}(C)\).

If \(\text{Tr}(X) = \text{Tr}(C)\), then since \(X, X_k, C\) are all positive trace-class operators,

\[
\|X_k\|_1 = \text{Tr}(X_k) = \text{Tr}(C) = \text{Tr}(X) = \|X\|_1.
\]

Therefore \(X_k \xrightarrow{w^*} X\) and \(\|X_k\|_1 \to \|X\|_1\), and consequently \(X_k \xrightarrow{\|\|_1} X\), which is due to Arazy and Simon [12,13].

If \(\text{Tr}(X) < \text{Tr}(C)\), then set \(Y_k := X_k - X\) and notice

(i) \(\text{Tr}(Y_k) = \text{Tr}(X_k) - \text{Tr}(X) = \text{Tr}(C - X)\) is a positive constant;

(ii) \(Y_k \xrightarrow{w^*} 0\);

(iii) \(Y_k = X_k - X \geq -X\).

Moreover, \(\text{Tr}(Y_k A) = \text{Tr}(X_k A) - \text{Tr}(X A) \to x - \text{Tr}(X A)\). Thus \((Y_k)_{k=1}^\infty\) satisfies the hypotheses of Lemma 3.2 with \(\mu = x - \text{Tr}(X A)\).

Then we inductively construct an orthonormal sequence \((y_n)_{n=1}^\infty\) for which

\[
|\text{Tr}(C - X) (A y_n, y_n) - (x - \text{Tr}(X A))| < \frac{1}{n+1}.
\]

We do this as follows: apply Lemma 3.2 to obtain \(y_1 \in \mathcal{H}\) for which \(|\text{Tr}(C - X) (A y_1, y_1) - (x - \text{Tr}(X A))| < 1\). Then suppose for \(m \in \mathbb{N}\) we have constructed \(y_1, \ldots, y_m\). Then again apply Lemma 3.2 with the projection onto \(\text{span}\{y_1, \ldots, y_m\}^\perp\) for which

\[
|\text{Tr}(C - X) (A y_{m+1}, y_{m+1}) - (x - \text{Tr}(X A))| < \frac{1}{m+2}.
\]

Having constructed the desired orthonormal sequence \((y_n)_{n=1}^\infty\), we note that since \(\text{Tr}(C - X) > 0\), \(A y_n, y_n \to \frac{x - \text{Tr}(X A)}{\text{Tr}(C - X)^\perp}\), and therefore the limit lies in \(W_{\text{ess}}(A)\). Hence \(x - \text{Tr}(X A) \in \text{Tr}(C - X) W_{\text{ess}}(A)\). \( \blacksquare \)

We are now in position to establish our main theorem.
**Theorem 3.4.** Let $C \in \mathcal{L}_1^+$ be a positive trace-class operator and let $A \in B(H)$. Then
\[
\overline{W_{O(C)}(A)} = \{ \text{Tr}(X A) + \text{Tr}(C - X) W_{\text{ess}}(A) \mid X \in \mathcal{L}_1^+, \lambda(X) \ll \lambda(C) \}
\]
\[
= \text{conv} \bigcup_{0 \leq m \leq \text{rank}(C)} \left( W_{O(C_m)}(A) + \text{Tr}(C - C_m) W_{\text{ess}}(A) \right),
\]
where $C_m = \text{diag}(\lambda_1(C), \ldots, \lambda_m(C), 0, 0, \ldots)$.  

**Proof.** We will prove the set equalities by establishing three subset inclusions.  

We begin by proving
\[
\overline{W_{O(C)}(A)} \subseteq \left\{ \text{Tr}(X A) + \text{Tr}(C - X) W_{\text{ess}}(A) \mid X \in \mathcal{L}_1^+, \lambda(X) \ll \lambda(C) \right\}. \quad (3.7)
\]

Take any $x \in \overline{W_{O(C)}(A)}$. Then there is a sequence $X_k \in O(C)$ for which $\text{Tr}(X_k A) \to x$.  

Since the set $\{ Z \in \mathcal{L}_1^+ \mid \lambda(Z) \ll \lambda(C) \}$ contains $O(C)$ and is weak* compact and metrizable by Corollary 2.9, it is weak* sequentially compact. Therefore, by passing to a subsequence we may assume $X_k \overset{w^*}{\to} X \in \mathcal{L}_1^+$ with $\lambda(X) \ll \lambda(C)$. By Proposition 3.3, either $X_k \to X$ in trace norm or $x - \text{Tr}(X A) \in \text{Tr}(C - X) W_{\text{ess}}(A)$. In case of the latter, there is nothing more to prove, since $x \in \text{Tr}(X A) + \text{Tr}(C - X) W_{\text{ess}}(A)$. In case $X_k \to X$ in trace norm, then
\[
|\text{Tr}((X_k - X) A)| \leq \|X_k - X\|_1 \|A\| \to 0,
\]
hence $\text{Tr}(X_k A) \to \text{Tr}(X A)$, and therefore as $\text{Tr}(X) = \text{Tr}(C)$,
\[
x = \text{Tr}(X A) = \text{Tr}(X A) + 0 \cdot W_{\text{ess}}(A) = \text{Tr}(X A) + \text{Tr}(C - X) W_{\text{ess}}(A).
\]

Next we prove
\[
\left\{ \text{Tr}(X A) + \text{Tr}(C - X) W_{\text{ess}}(A) \mid X \in \mathcal{L}_1^+, \lambda(X) \ll \lambda(C) \right\} \subseteq \text{conv} \bigcup_{0 \leq m \leq \text{rank}(C)} \left( W_{O(C_m)}(A) + \text{Tr}(C - C_m) W_{\text{ess}}(A) \right). \quad (3.8)
\]

This follows easily from Lemma 2.10. In particular, consider $X \in \mathcal{L}_1^+, \lambda(X) \ll \lambda(C)$. Then by Lemma 2.10 there is some $Y \in \mathcal{L}_1^+$ for which $\lambda(X) \prec \lambda(Y) \ll \lambda(C)$, and $O(Y) \subseteq \text{conv} \{ O(C_m) \mid 0 \leq m \leq \text{rank}(C) \}$. By Theorem 2.2(ii), there is some $Z \in O(Y)$ for which $\text{Tr}(Z A) = \text{Tr}(X A)$, and moreover, $\text{Tr}(Z) = \text{Tr}(Y) = \text{Tr}(X)$. Thus
\[
\text{Tr}(X A) + \text{Tr}(C - X) W_{\text{ess}}(A) = \text{Tr}(Z A) + \text{Tr}(C - Z) W_{\text{ess}}(A)
\]
\[
\subseteq \text{conv} \bigcup_{0 \leq m \leq \text{rank}(C)} \left( W_{O(C_m)}(A) + \text{Tr}(C - C_m) W_{\text{ess}}(A) \right),
\]

establishing (3.8).  

Next we will show
\[
\text{conv} \bigcup_{0 \leq m \leq \text{rank}(C)} \left( W_{O(C_m)}(A) + \text{Tr}(C - C_m) W_{\text{ess}}(A) \right) \subseteq \overline{W_{O(C)}(A)}. \quad (3.9)
\]
Since \( W_{\mathcal{O}(C)}(A) \) is convex by Theorem 2.2(i), and because the closure of a convex set is convex, it suffices to prove for all \( 0 \leq m \leq \text{rank}(C) \),

\[
W_{\mathcal{O}(C_m)}(A) + \text{Tr}(C - C_m)W_{\text{ess}}(A) \subseteq \overline{W_{\mathcal{O}(C)}(A)}.
\]

Now, if \( m = \text{rank}(C) \), then \( \mathcal{O}(C_m) = \mathcal{O}(C) \), so \( W_{\mathcal{O}(C_m)}(A) = W_{\mathcal{O}(C)}(A) \) and \( \text{Tr}(C - C_m) = 0 \), so there is nothing to prove.

So suppose \( m < \text{rank}(C) \), which implies that \( C_m \) is finite rank. Then take any \( X \in \mathcal{O}(C_m) \) and \( \mu \in W_{\text{ess}}(A) \), and let \( \varepsilon > 0 \). Letting \( R_X \) denote the range projection of \( X \), which is finite, we see that the compression \( R_X^\dagger A|_{R_X^\dagger \mathcal{H}} \) of \( A \) to \( R_X^\dagger \mathcal{H} \) satisfies \( \mu \in W_{\text{ess}}(A) = W_{\text{ess}}(R_X^\dagger A|_{R_X^\dagger \mathcal{H}}) \). Therefore, there exists an orthonormal sequence of vectors \( (y_n)_{n=1}^{\infty} \) in \( R_X^\dagger \mathcal{H} \) for which \( \langle Ay_n, y_n \rangle - \mu < \frac{\varepsilon}{2 \text{Tr}(C - C_m)} \). Let \( X' \) be the diagonal operator (relative to an orthonormal basis containing \( (y_n)_{n=1}^{\infty} \)) defined by \( X'y_n = \lambda_{m+n}(C)y_n \), and which is zero on the orthogonal complement of \( \text{span}\{y_n \mid n \in \mathbb{N}\} \). Since \( X \in \mathcal{O}(C_m) \), \( X' \in \mathcal{O}(\text{diag}(\lambda_{m+1}(C), \lambda_{m+2}(C), \ldots)) \), and \( XX' = X'X = 0 \), then \( X + X' \in \mathcal{O}(C) \), \( \text{Tr}(X') = \text{Tr}(C - X) = \text{Tr}(C - C_m) \) and

\[
|\text{Tr}((X + X')A) - (\text{Tr}(XA) + \text{Tr}(C - C_m)\mu)| = |\text{Tr}(X'A) - \text{Tr}(C - C_m)\mu| \leq \text{Tr}(C - C_m) \frac{\varepsilon}{\text{Tr}(C - C_m)} = \varepsilon.
\]

Because \( \varepsilon \) was arbitrary and \( \text{Tr}((X + X')A) \in W_{\mathcal{O}(C)}(A) \), this proves \( \text{Tr}(XA) + \text{Tr}(C - C_m)\mu \in W_{\mathcal{O}(C)}(\overline{A}) \). Since \( X \in \mathcal{O}(C_m) \) and \( \mu \in W_{\text{ess}}(A) \) were arbitrary, we have verified (3.8).

Finally, combining the subset relations (3.7), (3.8) and (3.9) proves the theorem. \( \blacksquare \)

**Example 3.5.** We note that the most naïve extension of Theorem 3.4 to selfadjoint \( C \) is false. That is, one might wonder if:

\[
\overline{W_{\mathcal{O}(C)}(A)} \supseteq \text{conv} \bigcup_{0 \leq m \leq \text{rank}(C)} (W_{\mathcal{O}(C_{m,m})}(A) + \text{Tr}(C - C_{m,m})W_{\text{ess}}(A)),
\]

where \( C_{m,m} \) are defined as in Lemma 2.10.

However, consider \( C = \text{diag}(1,1,-1,-1,0,\ldots) \) and \( B = \text{diag}(1,1 - \frac{1}{2},1 - \frac{1}{3},\ldots) \) and \( A = B \oplus -B \). Then

\[
W_{\mathcal{O}(C)}(A) + \text{Tr}(C - C_{2,2})W_{\text{ess}}(A) = (-4,4) + 0 \cdot [-1,1],
\]

\[
W_{\mathcal{O}(C_{2,1})}(A) + \text{Tr}(C - C_{2,1})W_{\text{ess}}(A) = (-3,3) + 1 \cdot [-1,1],
\]

\[
W_{\mathcal{O}(C_{1,1})}(A) + \text{Tr}(C - C_{1,1})W_{\text{ess}}(A) = [-2,2] + 0 \cdot [-1,1],
\]

\[
W_{\mathcal{O}(C_{1,0})}(A) + \text{Tr}(C - C_{1,0})W_{\text{ess}}(A) = [-1,1] + 1 \cdot [-1,1],
\]

\[
W_{\mathcal{O}(C_{0,0})}(A) + \text{Tr}(C - C_{0,0})W_{\text{ess}}(A) = \{0\} + 0 \cdot [-1,1],
\]

and by symmetry considerations we can ignore the others. Consequently, the right-hand side of the previous display is the union of these sets, which is \((-4,4)\) and hence not closed.

We conclude this section with a note concerning the \( C \)-numerical range introduced by Dirr and vom Ende in [14] (distinct from, but related to, the orbit-closed \( C \)-
numerical range). The $C$-numerical range, for $C \in \mathcal{L}_1$, is defined as

$$W_C(A) := \{\text{Tr}(XA) \mid X \in \mathcal{U}(C)\},$$

and so the difference between $W_C(A)$ and $W_{\mathcal{O}(C)}(A)$ is that the latter allows $X \in \mathcal{O}(C) := \overline{U(C)}$. We have neglected mentioning this $C$-numerical range of Dirr and von Ende primarily because, for reasons discussed in [7], we feel that $W_{\mathcal{O}(C)}(A)$ is actually the more natural extension to $C$ infinite rank of the (previously existing, even as early as 1975 in [8]) definition for $C$ finite rank. The next example reinforces this sentiment by establishing that the second equality in Theorem 3.4 does not hold if one replaces $W_{\mathcal{O}(C)}(A)$ with $W_C(A)$ everywhere, despite the fact that (by [7, Theorem 3.1]) $W_C(A) = W_{\mathcal{O}(C)}(A)$.

**Example 3.6.** Let $C \in \mathcal{L}_1^+$ be a strictly positive (i.e., $\ker(C) = \{0\}$) trace-class operator, and let $A \in \mathcal{K}^{sa}$ be a compact selfadjoint operator such that $\text{rank}(A \pm) = \infty$. Then the second equality of Theorem 3.4 fails for $W_C(A)$; that is,

$$\overline{W_C(A)} \supset W_C(A) = \text{conv} \bigcup_{0 \leq m \leq \text{rank}(C)} (W_{C_m}(A) + \text{Tr}(C - C_m)W_{\text{ess}}(A)).$$

(3.10)

To understand why, notice that since $A \in \mathcal{K}$, $W_{\text{ess}}(A) = \{0\}$, and so the right-hand side reduces to the convex hull of the union of $W_{C_m}(A)$ for $0 \leq m \leq \text{rank}(C) = \infty$. We will prove that $W_{C_m}(A) \subseteq W_C(A)$ for all $m$, and that $W_C(A)$ is an open line segment.

For $m < \infty$, Proposition 2.6 and Theorem 2.7 guarantee (using the fact that $\mathcal{U}(C_m) = \mathcal{O}(C_m)$ since $\text{rank}(C_m) < \infty$; see [7, Proposition 3.1]) that

$$W_{C_m}(A) = W_{\mathcal{O}(C_m)}(A) = \left[-\sum_{n=1}^{m} \lambda_n(C)\lambda_n^-(A), \sum_{n=1}^{m} \lambda_n(C)\lambda_n^+(A)\right].$$

(3.11)

Since $\mathcal{U}(C_\infty) = \mathcal{U}(C)$, $W_{C_\infty}(A) = W_C(A)$ is convex by [7, Corollary 7.1]. Moreover, $W_C(A) \subseteq \mathbb{R}$ by [7, Proposition 3.2], hence it is an interval by convexity. Then Proposition 2.6 and Theorem 2.7 show

$$W_{C_\infty}(A) = W_C(A) = \left[-\sum_{n=1}^{\infty} \lambda_n(C)\lambda_n^-(A), \sum_{n=1}^{\infty} \lambda_n(C)\lambda_n^+(A)\right].$$

(3.12)

In the above, that this interval is open arises from the fact that (due to Theorem 2.7), if $\sup W_{\mathcal{O}(C)}(A) (= \sup W_C(A))$ is attained by some $X \in \mathcal{O}(C)$, then $PX = XP = X$ where $P = \chi_{[0,\infty)}(A)$. Consequently, since $P \neq I$, $X \notin \mathcal{U}(C)$ and therefore $\sup W_C(A)$ is not attained. A symmetric argument holds for $\inf W_C(A) (= -\sup W_C(-A))$.

Since $\text{rank}(A \pm) = \infty$ and $\text{rank}(C) = \infty$, (3.11) and (3.12) show that $W_{C_m}(A) \subseteq W_C(A)$ for every $m$, and that $W_C(A) \subseteq \mathbb{R}$ is an open interval, thereby proving (3.10).

4. Inherited closedness

Our main result in this section is Theorem 4.5, which guarantees that if $C \in \mathcal{L}_1^+$ and $W_{\mathcal{O}(C)}(A)$ is closed, then so is $W_{\mathcal{O}(C_m)}(A)$ for every $0 \leq m < \text{rank}(C)$, where
Proposition 4.1. Even of entire line segments on the boundary reduces to the selfadjoint case.

The analysis in this section is markedly different from that in the previous section. Whereas in Section 3 we made extensive use of the weak* topology, in this section such arguments are mostly confined to Proposition 4.1. Instead, we will make frequent use of a standard technique in the theory of numerical ranges, which essentially allows us to reduce to the case when $A$ is selfadjoint (at least when $C$ is also selfadjoint).

This reduction is due to the following two facts, for $C \in \mathcal{L}_1^+$ and $a, b \in \mathbb{C}$, proofs of which are simple, but can be found in [7, Proposition 3.2):

$$W_{\mathcal{O}(C)}(aI + bA) = a \text{Tr}(C) + bW_{\mathcal{O}(C)}(A) \quad \text{and} \quad \Re(W_{\mathcal{O}(C)}(A)) = W_{\mathcal{O}(C)}(\Re(A)).$$

Using the first fact, one can reduce the study of points on the boundary of $W_{\mathcal{O}(C)}(A)$ to those having maximal real part, because one can simply multiply $A$ by a modulus 1 constant to rotate the orbit-closed $C$-numerical range. The second fact allows for the study of points with maximal real part by studying those points which maximize $W_{\mathcal{O}(C)}(\Re(A))$. For points on the boundary of $W_{\mathcal{O}(C)}(A)$ which do not lie on a line segment, this reduction often tells the whole story. But line segments on the boundary are only partially described by this reduction to the selfadjoint case, and often this results in significantly more technical approaches devoted to their study.

We begin this section with a result which, roughly approximated, says: when a significant enough portion of $A$ lies outside the essential spectrum, then the analysis of points with maximal real part by studying those points which maximize $\Re(W_{\mathcal{O}(C)}(A))$.

Proposition 4.1. Let $C \in \mathcal{L}_1^+$ be a positive trace-class operator and $A \in B(\mathcal{H})$, and let $m := \max \sigma_{\text{ess}}(\Re(A))$ and let $M := \sup \Re(W_{\mathcal{O}(C)}(A))$. If $\text{rank}(\Re(A) - mI)_+ \geq \text{rank}(C)$ (i.e., $\text{Tr}(X_{(m,\infty)}(\Re(A))) \geq \text{rank}(C)$), then

$$W_{\mathcal{O}(C)}(A) \cap (M + i\mathbb{R}) = W_{\mathcal{O}(C)}(A) \cap (M + i\mathbb{R}).$$

Proof. Clearly, it suffices to assume $m = 0$ by translating the operator $A \mapsto (A - mI)$.

Take $X_n \in \mathcal{O}(C)$ with $\text{Tr}(X_n A) \to x \in W_{\mathcal{O}(C)}(A)$ and $\Re(x) = \sup \Re(W_{\mathcal{O}(C)}(A)) = \sup W_{\mathcal{O}(C)}(\Re(A))$. By Proposition 2.6 and Theorem 2.7, we conclude

$$\Re(x) = \sum_{n=1}^{\infty} \lambda_n(C) \lambda_n(\Re(A)_+). \quad (4.1)$$

We claim that $\text{Tr}(X_n(\Re(A)_+)) \to \Re(x)$. For this, simply notice that $\text{Tr}(X_n(\Re(A)_+)) = \Re(\text{Tr}(X_n A)) \to \Re(x)$, and also

$$\text{Tr}(X_n(\Re(A))) = \text{Tr}(X_n(\Re(A)_+)) - \text{Tr}(X_n(\Re(A)_-)) \leq \text{Tr}(X_n(\Re(A)_+)) \leq \sum_{n=1}^{\infty} \lambda_n(C) \lambda_n(\Re(A)_+) = \Re(x),$$

where the last inequality is due to Proposition 2.6. Then apply the squeeze theorem.

By the weak* sequential compactness of $\{Z \in \mathcal{L}_1^+ \mid \lambda(Z) \ll \lambda(C)\}$ from Corollary 2.9, there is some $X \in \mathcal{L}_1^+$ with $\lambda(X) \ll \lambda(C)$ for which $X_n \to X$ in the weak* topology. Since $\Re(A)_+$ is a compact operator, we see that $\text{Tr}(X_n(\Re(A)_+) \to$}
\[ \sum_{n=1}^{\infty} \lambda_n(C) \lambda_n(\Re(A)_+) = \Re(x) = \Tr(X(\Re(A)_+)) \leq \sum_{n=1}^{\infty} \lambda_n(X) \lambda_n(\Re(A)_+). \] (4.2)

Invoking [7, Lemma 5.2(i)] with \( \delta_n := \lambda_n(C) - \lambda_n(X) \), which has nonnegative partial sums since \( \lambda(X) \leq \lambda(C) \), we obtain \( \sum_{n=1}^{N} \delta_n \lambda_n(\Re(A)_+ \geq 0 \) for all \( N \), and taking the limit as \( N \to \infty \) we find \( \sum_{n=1}^{\infty} \delta_n \lambda_n(\Re(A)_+) \geq 0 \). Rearranging (4.2), and noting that the individual sums are in \( \ell_1 \) since \( X, C \in L_1^+ \), we find \( \sum_{n=1}^{\infty} \delta_n \lambda_n(\Re(A)_+) \geq 0 \) and hence \( \sum_{n=1}^{\infty} \delta_n \lambda_n(\Re(A)_+) = 0 \). Applying [7, Lemma 5.2(iii)], we obtain

\[ \sum_{n=1}^{N} \delta_n = 0, \text{ whenever } \lambda_N(\Re(A)_+) > \lambda_{N+1}(\Re(A)_+). \] (4.3)

If \( \operatorname{rank}(\Re(A)_+) = \infty \), then (4.2) holds for infinitely many \( N \) and hence \( \sum_{n=1}^{\infty} \delta_n = 0 \), in which case \( \Tr(X) = \Tr(C) \). Otherwise, by hypothesis, \( M := \operatorname{rank}(\Re(A)_+) \geq \operatorname{rank}(C) \) with \( M < \infty \). Then, \( \lambda_M(\Re(A)_+) > 0 = \lambda_{M+1}(\Re(A)_+) \), and hence

\[ \Tr(C) - \Tr(X) \leq \Tr(C) - \sum_{n=1}^{M} \lambda_n(X) = \sum_{n=1}^{M} \delta_n = 0, \]

Since we already have the inequality \( \Tr(C) \geq \Tr(X) \), we conclude \( \Tr(X) = \Tr(C) \).

Finally,

\[ \|X_n\|_1 = \Tr(X_n) = \Tr(C) = \Tr(X) = \|X\|_1, \]

and hence \( X_n \to X \) in trace norm (by the aforementioned result of Arazy and Simon [12,13]). This guarantees \( \Tr(X_nA) \to \Tr(XA) \), and hence \( \Tr(XA) = x \). Moreover, \( \lambda(X) < \lambda(C) \), which guarantees that \( \Tr(XA) \in W_{O(C)}(A) \) by Theorem 2.2. \( \blacksquare \)

**Remark 4.2.** We note that Proposition 4.1 is a significant improvement over [7, Proposition 5.2] for multitudinous reasons. The hypotheses of Proposition 4.1 are much weaker, the conclusion is stronger (in the notation of [7], \( W_{O(C)}(A) \) contains the entire line segment \([x_-, x_+] \) instead of simply points arbitrarily close to \( x_- \)), and the proof is simpler and more elegant.

In addition, Proposition 4.1 has, as a direct corollary, the statement that if for every \( 0 \leq \theta < 2\pi \), \( \operatorname{rank}(\Re(e^{i\theta}A) - m_{\theta}I)_+ \geq \operatorname{rank}(C) \), then \( W_{O(C)}(A) \) is closed, where \( m_{\theta} := \max \sigma_{\text{ess}}(e^{i\theta}A) \), which is exactly the content of [7, Theorem 5.3]. However, the proof of [7, Theorem 5.3] given in that paper was incredibly technical, and so the proof of Proposition 4.1 above represents a quite substantial simplification. Moreover, Proposition 4.1 is a stronger statement than [7, Theorem 5.3] because it even applies to specific portions of the boundary of \( W_{O(C)}(A) \).

The following result is the main technical lemma needed on the way to proving Theorem 4.5. Note that statements (ii) and (iii) are, in essence, logical inverses.

**Lemma 4.3.** Let \( C \in L_1^+ \) be a positive trace-class operator and let \( A \in B(\mathcal{H}) \) with \( \max \sigma_{\text{ess}}(\Re(A)) = 0 \), and set \( P := \chi_{(0,\infty)}(\Re(A)), P_0 := \chi_{\{0\}}(\Re(A)) \) and \( M := \sup \Re(W_{O(C)}(A)) \) and \( r := \Tr(P) = \operatorname{rank}(\Re(A)_+) \).
(i) If $X \in \mathcal{O}(C)$ with $\Re(\text{Tr}(XA)) = M$, then $X = X_r + X'_r := PXP + P_0XP_0$ with $PXP \in \mathcal{O}(C_r)$. Moreover, for any $Y \in \mathcal{L}^+_1$ for which $Y = P_0YP_0$,

$$-i\text{Tr}(YA) = \text{Tr}(YP_0 \Im(A)P_0) \in W_{\mathcal{O}(C)}(A_0)$$

where is the compression of $\Im(A)$ to $P_0$.

In particular, $-i\text{Tr}(X'_rA) = \text{Tr}(X'_rP_0 \Im(A)P_0) \in W_{\mathcal{O}(C')}(A_0)$, where $C' := \text{diag}(\lambda_{r+1}(C), \lambda_{r+2}(C), \ldots)$.

(ii) Let $\text{ess}$ denote this element with maximal imaginary part exceeding that of $X$. Then there is some $PXP \in \mathcal{O}$ with imaginary part exceeding that of $x$.

(iii) Inversely, if for every $iv \in W_{\text{ess}}(A)$, $\text{Tr}(\chi_{[\nu, \infty)}(A_0)) \geq \text{rank}(C')$, then if $x \in (M + i\mathbb{R}) \cap W_{\mathcal{O}(C)}(A)$ has maximal imaginary part among $(M + i\mathbb{R}) \cap W_{\mathcal{O}(C)}(A)$, then $x \in W_{\mathcal{O}(C)}(A)$.

Proof.

(i) This follows immediately from [7, Proposition 5.3] and one small computation. Note that in the case when $\text{rank}(\mathbb{R}(A)_+ = \infty$, then $P_0XP = 0$. By the definition of $P_0$, we find $P_0AP_0 = P_0\Re(A)P_0 + iP_0\Im(A)P_0 = iP_0\Im(A)P_0$.

$$-i\text{Tr}(YA) = -i\text{Tr}(P_0YP_0A) = -i\text{Tr}(YP_0AP_0) = \text{Tr}(YP_0\Im(A)P_0) = \text{Tr}(Y_0A)_0,$$

where $Y_0$ is the compression of $Y$ to $P_0$. Finally, we apply this $X'_r = P_0XP_0$, and note that $\mathcal{O}(X'_r) = \mathcal{O}(C)$ since $\lambda(X'_r) = \lambda(C)$.

(ii) Let $M := \sup \Re(W_{\mathcal{O}(C)}(A))$ and consider $W_{\mathcal{O}(C)}(A) \cap (M + i\mathbb{R})$. By the convexity of $W_{\mathcal{O}(C)}(A)$, this set is either empty, in which case there is nothing to prove (since $W_{\mathcal{O}(C)}(A) \cap (M + i\mathbb{R})$ is nonempty), or else a (not necessarily closed, but possibly degenerate) line segment. If this line segment does not contain its upper endpoint, then we are done because this upper endpoint necessarily lies in $W_{\mathcal{O}(C)}(A) \cap (M + i\mathbb{R})$.

So suppose $W_{\mathcal{O}(C)}(A) \cap (M + i\mathbb{R})$ is a line segment which contains its upper endpoint, and let $x \in W_{\mathcal{O}(C)}(A) \cap (M + i\mathbb{R})$ denote this element with maximal imaginary part. Then there is some $X \in \mathcal{O}(C)$ with $\text{Tr}(XA) = x$. By (i) we can decompose $X = X_r + X'_r := PXP + P_0XP_0$ with $X_r \in \mathcal{O}(C_r)$.

Now, we claim that $-i\text{Tr}(X'_rA) = \sup W_{\mathcal{O}(C)}(A_0)$. If not, there would be some $Z' \in \mathcal{O}(C')$ acting on $P_0\mathcal{H}$ for which $\text{Tr}(Z'A_0) > -i\text{Tr}(X'_rA)$. Then setting $Z := PXP + (Z' + 0P_0\mathcal{H}) \in \mathcal{O}(C)$, would yield $\text{Tr}(ZA) \in W_{\mathcal{O}(C)}(A) \cap (M + i\mathbb{R})$ with imaginary part exceeding that of $x$, which is a contradiction.

Let $m = \max \sigma_{\text{ess}}(A_0)$. Then by Proposition 2.6 and Theorem 2.7,

$$-i\text{Tr}(X'_rA) = m\text{Tr}(C') + \sum_{n=1}^{\text{rank}(C')} \lambda_n(A_0 - mI) + \lambda_n(C').$$

Suppose there is some $iv \in W_{\text{ess}}(A)$ for which $k := \text{Tr}(\chi_{[\nu, \infty)}(A_0)) < \text{rank}(C')$. Since $\sup W_{\mathcal{O}(C')}(A_0)$ is attained (by the compression of $X'_r$ to $P_0\mathcal{H}$), Theorem 2.7 guarantees that $\text{rank}(C') \leq \text{Tr}(\chi_{[m, \infty)}(A_0))$ and therefore $m < \nu$. 
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Then let \( \{e_n\}_{n=1}^k \) be the eigenvectors corresponding to the \( k \) largest eigenvalues of \( A_0 \) (i.e., \( \{m + \lambda_n(A_0 - mI)_{+}\}_{n=1}^k \)). The definition of \( k \) guarantees that \( m + \lambda_n(A_0 - mI)_+ < \nu \) for all \( n > k \). Consequently,

\[
\sum_{n=k+1}^{\text{rank}(C')} (m + \lambda_n(A_0 - mI)_+)\lambda_n(C') < \sum_{n=k+1}^{\text{rank}(C')} \nu\lambda_n(C') = \nu \text{Tr}(C - C_{r+k}).
\]

Let \( C'' := \text{diag}(\lambda_{r+1}(C), \ldots, \lambda_{r+k}(C), 0, \ldots) \), and select \( X'' \in \mathcal{O}(C'') \) such that \( e_n \) is the eigenvector of \( \lambda_{r+n}(C) \) for each \( 1 \leq n \leq k \). Then

\[
-i \text{Tr}(X'A) = m \text{Tr}(C') + \sum_{n=1}^{\text{rank}(C')} \lambda_n(A_0 - mI)_+\lambda_n(C')
\]

\[
= \sum_{n=1}^{\text{rank}(C')} (m + \lambda_n(A_0 - mI)_+)\lambda_n(C')
\]

\[
< \sum_{n=1}^{\text{rank}(C')} (m + \lambda_n(A_0 - mI)_+)\lambda_n(C') + \nu \text{Tr}(C - C_{r+k})
\]

\[
= -i \text{Tr}(X''A) + \nu \text{Tr}(C - C_{r+k}).
\]

Now \( X_k := X_r + X'' \in \mathcal{O}(C_{r+k}) \), and \( \Re(\text{Tr}(X_kA) + \text{Tr}(C - C_{r+k})i\nu) = \Re(\text{Tr}(X_rA)) = M \) and \( y := \text{Tr}(X_kA) + \text{Tr}(C - C_{r+k})i\nu \in \overline{W_{\mathcal{O}(C)}(A)} \) by Theorem 3.4, so \( y \in (M + i\Re) \cap \overline{W_{\mathcal{O}(C)}(A)} \). Moreover,

\[
\Im(\text{Tr}(X_kA) + \text{Tr}(C - C_{r+k})i\nu) = \Im(\text{Tr}(X_rA)) - i \text{Tr}(X''A) + \text{Tr}(C - C_{r+k})\nu
\]

\[
> \Im(\text{Tr}(X_rA)) - i \text{Tr}(X'A) = \Im(\text{Tr}(XA)),
\]

so \( \Im(y) > \Im(x) \).

(iii) Since \( \max_{\text{ess}}(\Re(A)) = 0 \), notice that \( \max \Re(W_{\text{ess}}(A)) = \max W_{\text{ess}}(\Re(A)) = 0 \) also. Since \( x \in \overline{W_{\mathcal{O}(C)}(A)} \) is an extreme point, Theorem 3.4 guarantees that there is some \( k \leq \text{rank}(C), X_k \in \mathcal{O}(C_k) \) and \( \mu + i\nu \in W_{\text{ess}}(A) \) such that

\[
x = \text{Tr}(X_kA) + \text{Tr}(C - C_k)(\mu + i\nu).
\]

Obviously, if \( k = \text{rank}(C) \), then \( C_k = C \) and hence \( x = \text{Tr}(X_kA) \in W_{\mathcal{O}(C)}(A) \). So suppose that \( k < \text{rank}(C) \), and hence also \( \text{Tr}(C - C_k) > 0 \). Note that since \( \max \Re(W_{\text{ess}}(A)) = 0, \mu \leq 0 \) and applying Proposition 2.6 and Theorem 2.7,

\[
\Re(x) = \Re(\text{Tr}(X_kA)) + \text{Tr}(C - C_k)\mu \leq \Re(\text{Tr}(X_kA))
\]

\[
\leq \sup_{\text{rank}(C)} \Re(W_{\mathcal{O}(C_k)}(A)) = \sum_{n=1}^{k} \lambda_n(C)\lambda_n^+(\Re(A))
\]

\[
\leq \sum_{n=1}^{\text{rank}(C)} \lambda_n(C)\lambda_n^+(\Re(A)) = \sup \Re(W_{\mathcal{O}(C)}(A)),
\]

but the first and last expressions are equal, so we must have equality throughout.
Thus $\mu = 0$ and $\Re(\text{Tr}(X_kA)) = \sup \Re(W_{O(C)}(A)) = M$. By (i) we can decompose $X_k = X_r + X'_r := PX_kP + P_0X_kP_0$ with $X_r \in O(C_r)$ and $X'_r \in O(C'')$, where $C'' := \text{diag}(\lambda_{r+1}(C), \ldots, \lambda_k(C), 0, \ldots)$. Now, setting $m := \max \sigma_{\text{ess}}(A_0)$ (or in case $P_0$ is finite so that $A_0$ acts on a finite dimensional space, select $m := \min \sigma(A_0)$, which guarantees $m + \lambda_n(A_0 - mI)_+ = \lambda_n(A_0)$ for all $n$), then by (i),

$$-i\text{Tr}(X'_rA) \leq \sup W_{O(C'')}\text{(A_0)} = \sum_{n=1}^{k-r} \lambda_{r+n}(C)(m + \lambda_n(A_0 - mI)_+)$$

By hypothesis, we know that $\nu \leq m + \lambda_n(A_0 - mI)_+$ for all $1 \leq n \leq \text{rank}(C')$. Therefore,

$$\text{Tr}(C - C_k)\nu = \sum_{n=k-r+1}^{\text{rank}(C')} \lambda_{r+n}(C)\nu \leq \sum_{n=k-r+1}^{\text{rank}(C')} \lambda_{r+n}(C)(m + \lambda_n(A_0 - mI)_+).$$

Either $P_0$ is finite, so that $A_0$ acts on a finite dimensional space, in which case $\sup W_{O(C')}\text{(A_0)}$ is attained by compactness of the unitary group in finite dimensions, or else $P_0$ is infinite. In the latter case, since $m \in \sigma_{\text{ess}}(A_0) \subseteq W_{\text{ess}}(A_0)$, there is some orthonormal sequence of vectors $x_n \in P_0\mathcal{H}$ for which $\langle A_0x_n, x_n \rangle \to m$, in which case $(Ax_n, x_n) \to im$, and hence $im \in W_{\text{ess}}(A)$. So by hypothesis, $\text{Tr}(\chi_{[m, \infty)}(A_0)) \geq \text{rank}(C')$. Therefore, by Theorem 2.7, $\sup W_{O(C')}\text{(A_0)}$ is attained.

Thus, regardless of whether $P_0$ is finite or infinite $\sup W_{O(C')}\text{(A_0)}$ is attained by some $\text{Tr}(YA_0)$, with $Y \in O(C')$ acting on $P_0\mathcal{H}$. Then set $X' := Y \oplus 0_{P_0^\perp\mathcal{H}} \in O(C')$ and notice $X := X_r + X'_r \in O(C)$. Now, by the choice of $Y$ and the previous two displays,

$$-i\text{Tr}(X'A) = \text{Tr}(YA_0) = \sup W_{O(C')}\text{(A_0)} = \sum_{n=1}^{\text{rank}(C')} \lambda_{r+n}(C)(m + \lambda_n(A_0 - mI)_+) \geq -i\text{Tr}(X'_rA) + \text{Tr}(C - C_k)\nu.$$

Consequently, if we let $y = \text{Tr}(XA) \in W_{O(C)}\text{(A)}$, then $\Re(y) = M = \Re(x)$. Moreover,

$$\Im(y) = \Im(\text{Tr}(X_rA)) + \text{Tr}(YA_0) \geq \Im(\text{Tr}(X_rA)) + \text{Tr}(C - C_k)\nu - i\text{Tr}(X'_rA) \geq \Im(\text{Tr}(X_rA)) + \text{Tr}(C - C_k)\nu + \text{Tr}(X'_r\Im(A)) = \Im(x).$$

and by the hypothesis on $x$, we also have $\Im(x) \geq \Im(y)$. Therefore, $x = y \in W_{O(C)}\text{(A)}$.

Using Lemma 4.3, we can bootstrap it into Proposition 4.4 by making use of Theorem 3.4 to conclude that if a portion of the boundary is closed (i.e., if the intersection
of a supporting line with $\overline{W_{O(C)}(A)}$ is contained within $W_{O(C)}(A)$, then this property is inherited by all $W_{O(C_m)}(A)$ with $0 \leq m < \text{rank}(C)$ (i.e., the intersection of $\overline{W_{O(C_m)}(A)}$ with a supporting line parallel to the one for $\overline{W_{O(C)}(A)}$ is contained within $W_{O(C_m)}(A)$).

**Proposition 4.4.** Let $C \in L^+_1$ be a positive trace-class operator and let $A \in B(H)$, and set $M := \sup \Re(W_{O(C)}(A))$. If

$$\overline{W_{O(C)}(A)} \cap (M + i\mathbb{R}) = W_{O(C)}(A) \cap (M + i\mathbb{R}),$$

then for all $0 \leq m < \text{rank}(C),

$$\overline{W_{O(C_m)}(A)} \cap (M + i\mathbb{R}) = W_{O(C_m)}(A) \cap (M + i\mathbb{R}).$$

**Proof.** By translating, we may assume without loss of generality that $\max \sigma_{\text{ess}}(\Re(A)) = 0$. Note that if $\text{rank}(C_m) = m \leq \text{rank}(\Re(A)_+) = \text{Tr}(\chi_{[0,\infty)}(\Re(A)))$, then the claim follows from Proposition 4.1. So we may suppose $\text{Tr}(\chi_{[0,\infty)}(\Re(A))) < \text{rank}(C_m)$. Additionally, by the hypothesis on $W_{O(C)}(A)$, Theorem 2.7 guarantees that $\text{rank}(C) \leq \text{Tr}(\chi_{[0,\infty)}(\Re(A)))$.

Set $P := \chi_{[0,\infty)}(\Re(A))$ and $r := \text{Tr}(P) = \text{rank}(\Re(A)_+)$, and set $P_0 := \chi_{\{0\}}(\Re(A))$ and $M := \sup \Re(W_{O(C)}(A))$. Note that $r = \text{Tr}(P) < \text{rank}(C_m) = m$. Take $x \in \overline{W_{O(C)}(A)}$ such that $\Re(x) = M$ and for $x$ has maximal imaginary part among $\overline{W_{O(C)}(A)} \cap (M + i\mathbb{R})$. The hypothesis implies $x \in W_{O(C)}(A)$, and therefore by the contrapositive of Lemma 4.3(ii), for every $iv \in W_{\text{ess}}(A)$, $\text{Tr}(\chi_{[v,\infty)}(A_0)) \geq \text{rank}(C''') \geq \text{rank}(C''w)$, where $C'' := \text{diag}(\lambda_{r+1}(C), \ldots, \lambda_m(C), 0, \ldots)$. Then by Lemma 4.3(iii), for $y \in \overline{W_{O(C_m)}(A)}$ with $\Re(y) = \sup \Re(W_{O(C_m)}(A)) = M$, and since $\text{Tr}(\chi_{[v,\infty)}(A_0)) \geq \text{rank}(C''w)$ and $y$ having maximal imaginary part among $\overline{W_{O(C_m)}(A)} \cap (M + i\mathbb{R})$, we have $y \in W_{O(C_m)}(A)$.

Applying the above argument to $A^*$ proves that for $z \in \overline{W_{O(C_m)}(A)}$ with $\Re(z) = \sup \Re(W_{O(C_m)}(A)) = M$ and $z$ having minimal imaginary part among $\overline{W_{O(C_m)}(A)} \cap (M + i\mathbb{R})$, we have $z \in W_{O(C_m)}(A)$. Since every element of $\overline{W_{O(C_m)}(A)} \cap (M + i\mathbb{R})$ is a convex combination of $y, z$, and since $W_{O(C)}(A)$ is convex, we conclude $\overline{W_{O(C_m)}(A)} \cap (M + i\mathbb{R}) = W_{O(C_m)}(A) \cap (M + i\mathbb{R})$.

**Theorem 4.5.** Let $C \in L^+_1$ be a positive trace-class operator and let $A \in B(H)$. If $W_{O(C)}(A)$ is closed, then for all $0 \leq m < \text{rank}(C), W_{O(C_m)}(A)$ is closed.

**Proof.** Apply Proposition 4.4 to $e^{i\theta}A$ for each $0 \leq \theta < 2\pi$ and note that $W_{O(C)}(e^{i\theta}(A)) = e^{i\theta}W_{O(C)}(A)$.}

**Corollary 4.6.** Let $C \in L^+_1$ be a positive trace-class operator and let $A \in B(H)$. Then $W_{O(C)}(A)$ is closed if and only if

$$\text{Tr}(C)W_{\text{ess}}(A) \subseteq W_{O(C_1)}(A) + \text{Tr}(C - C_1)W_{\text{ess}}(A) \subseteq W_{O(C_2)}(A) + \text{Tr}(C - C_2)W_{\text{ess}}(A)$$

\[ : \]

$$\subseteq W_{O(C)}(A),$$

\[ (4.4) \]
\textbf{Proof.} (⇐) This follows immediately from the chain of inclusions (4.4), and Theorems 2.2 and 3.4.

(⇒) Suppose that $W_{\mathcal{O}(C)}(A)$ is closed. Then by Theorem 4.5, $W_{\mathcal{O}(C_m)}(A)$ is closed for every $0 \leq m < \text{rank}(C)$. Fix an arbitrary $0 \leq m < m + 1 < \text{rank}(C)$. Since $W_{\mathcal{O}(C_{m+1})}(A)$ is closed, Theorem 3.4 applied to $W_{\mathcal{O}(C_{m+1})}(A)$ guarantees

$$W_{\mathcal{O}(C_m)}(A) + \text{Tr}(C_{m+1} - C_m) W_{\text{ess}}(A) \subseteq W_{\mathcal{O}(C_{m+1})}(A).$$

Therefore, adding $\text{Tr}(C - C_{m+1}) W_{\text{ess}}(A)$ to both sides,

$$W_{\mathcal{O}(C_m)}(A) + \text{Tr}(C - C_m) W_{\text{ess}}(A) \subseteq W_{\mathcal{O}(C_{m+1})}(A) + \text{Tr}(C - C_{m+1}) W_{\text{ess}}(A).$$

Moreover, Theorem 3.4 also guarantees that $W_{\mathcal{O}(C)}(A)$ contains the entire chain. ■
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