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Abstract. In this article we study a theory of support varieties over a skew complete intersection $R$, i.e. a skew polynomial ring modulo an ideal generated by a sequence of regular normal elements. We compute the derived braided Hochschild cohomology of $R$ relative to the skew polynomial ring and show its action on $\text{Ext}_R(M, N)$ is noetherian for finitely generated $R$-modules $M$ and $N$ respecting the braiding of $R$. When the parameters defining the skew polynomial ring are roots of unity we use this action to define a support theory. In this setting applications include a proof of the Generalized Auslander-Reiten Conjecture and that $R$ possesses symmetric complexity.

Introduction

The use of the cohomological spectrum has had a tremendous impact on modular representation theory; two notable works are those of Carlson [17] and Quillen [32]. Inspired by these successes, similar theories of support have been developed and successfully applied for different kinds of algebras. For example, for restricted Lie algebras [23], finite-dimensional graded connected cocommutative Hopf algebras [28], commutative complete intersections [4], and quantum complete intersections [12].

In this paper we define and study a support variety theory for skew complete intersections, a class of rings first studied in [22] by the first and second author; skew complete intersections contain the class of commutative graded complete intersections and the class of quantum complete intersections. Let $k$ be a field and let $Q = k_q[x_1, \ldots, x_n]$ be a skew polynomial ring, i.e., a polynomial ring such that the variables skew commute $x_ix_j = q_{i,j}x_jx_i$, with $q_{i,i} = 1$ and $q_{i,j} = q_{j,i}^{-1}$ for all $i, j$. A skew complete intersection $R$ is quotient of $Q$ by an ideal generated by a regular sequence of normal elements. To define these support varieties we use color DG homological algebra, a theory that was developed in [22]. The support theory itself is inspired by ideas present in [3] and further developed in [30], to transfer the well behaved homological properties over $Q$ to homological properties over $R$. In particular, we prescribe the graded Ext modules over $R$ with a ring of cohomology operators for which the action is noetherian.

We arrive at this ring of cohomology operators in two ways. First, we realize these operators as the derived braided Hochschild cohomology of $R$ over $Q$. It is worth contrasting this with the approach of Bergh and Erdmann in [12] who use
classical Hochschild cohomology to define support varieties over quantum complete intersections; classical Hochschild cohomology can be difficult to calculate and typically possesses a complicated structure. This is even the case for quantum complete intersections (cf. [11, 14, 19, 29]). The calculation of derived braided Hochschild cohomology of $R$ over $Q$, found in Section 3, leads to an easier calculation of a ring of cohomology operators that has a particularly simple structure, see Section 3.

Second, these operators are realized at the chain level by following the strategies in [3, 30]. This is the perspective that allows us to define a support theory when each $q_{i,j}$ is a root of unity. Moreover, this approach is in line with the support theory for commutative complete intersections (cf. [1, 4, 5, 16, 25, 30]), and generalizes the support variety theory for graded complete intersections.

Our main applications are in Section 8 and Section 9. First, as the Ext modules over $R$ are noetherian over this ring of cohomology operators we generalize results from [22] which pertain to the Poincaré series of color $R$-modules. Further assuming each of the $q_{i,j}$ defining $R$ is a root of unity, we can apply our theory of supports and obtain other interesting results. For example, in Section 8, we prove that color modules over such skew complete intersections satisfy the Generalized Auslander-Reiten Conjecture. Also, in Section 9, we prove complexity for pairs of finitely generated color $R$-modules is symmetric in the module arguments for such skew complete intersections; therefore we deduce that if $M$ and $N$ are finitely generated color modules over a skew complete intersection $R$, then $\text{Ext}^r_R (M, N) = 0$ if and only if $\text{Ext}^r_R (N, M) = 0$. The latter result should be compared with the analogous result from [10] for modules over quantum complete intersections, with the same assumption on the $q_{i,j}$’s.

The paper is organized as follows. In Section 1 we recall background information on color commutative rings and DG algebras that can be found in [22], and we provide the definition of the derived braided Hochschild cohomology of a ring. In Section 2 we recall the definition of skew complete intersection and make the necessary constructions needed to compute the derived braided Hochschild cohomology of a skew complete intersection in Section 3. In Section 4 we show that two natural products on the derived braided Hochschild cohomology coincide. Section 5 and Section 6 are dedicated to defining our ring of cohomological operators at the chain level and showing that Ext modules are finitely generated modules over this ring. In Section 7 we assume that the parameters $q_{i,j}$ are roots of unity, this allows us to work with a subring of cohomological operators that is a commutative polynomial ring. We use this smaller ring to define support varieties. The rest of Section 7 is dedicated to the study of the properties of these support varieties and to several consequences. As discussed above, the main applications are in Section 8 and Section 9.

1. Background and conventions

Color commutative rings. Let $G$ be an abelian group and $k$ a field. An alternating bicharacter on $G$ is a function $\kappa : G \times G \to k^*$ such that for all $\alpha, \beta, \sigma \in G$

$$\kappa(\sigma, \alpha \beta) = \kappa(\sigma, \alpha) \kappa(\sigma, \beta),$$
$$\kappa(\sigma, \sigma) = 1.$$ 

Let $A$ be a $G$-graded $k$-algebra with decomposition $A = \bigoplus_{\sigma \in G} A_\sigma$, and let $\kappa$ be an alternating bicharacter defined on $G$. We say that $A$ is $\kappa$-color commutative (or
simply \textit{color commutative} if \( \kappa \) is understood) if for every \( x \in A_\sigma \) and \( y \in A_\tau \), one has \( xy = \kappa(\sigma, \tau)yx \). An element \( x \in A_\sigma \) is said to be \( G \)-homogeneous. We call the \( G \)-degree of a \( G \)-homogeneous element \( x \) the \textit{color} of \( x \), and we denote this by \( \mathcal{G}(x) \). We also refer to \( G \) as the \textit{group of colors} of \( A \). If \( x \) and \( y \) are \( G \)-homogeneous we abuse notation and use \( \kappa(x, y) \) to denote \( \kappa(\mathcal{G}(x), \mathcal{G}(y)) \).

\textbf{Color DG algebras.} Let \( Q \) be a color commutative connected graded \( k \)-algebra and denote by \( G \) its group of colors. Let \( A \) be a DG \( Q \)-algebra. We say that \( A \) is a \( \kappa \)-color \( DG \) \( Q \)-\( algebra \) provided \( A \) is \( G \)-graded with a grading compatible with the homological and internal grading of \( A \), and the differential on \( A \) is \( G \)-homogeneous of color \( e_G \).

We also assume that a color DG \( Q \)-algebra \( A \) is \textit{graded color commutative}. That is, for all \( x, y \in A \), homogeneous with respect to all gradings, we assume that \( xy = (-1)^{|x||y|}\kappa(x, y)yx \), and that \( x^2 = 0 \) when \( x \) is of odd homological degree.

1.1. The color opposite of \( A \) is the DG algebra \( A^{op} \) with the same underlying complex as \( A \) and product given by

\[
a \cdot^{op} b = (-1)^{|a||b|}\kappa(a, b)ba,
\]

where \( a, b \) are elements of \( A \) homogeneous with respect to all the gradings of \( A \). By the color commutativity of \( A \) it follows that \( a \cdot^{op} b = ab \), therefore \( A^{op} \) is just \( A \). The \textit{enveloping algebra} of \( A \), denoted by \( A^e \), is the color DG \( Q \)-algebra with underlying complex \( A \otimes_Q A \) and product given by

\[
(a \otimes b)(c \otimes d) = (-1)^{|b||c|}\kappa(b, c)ac \otimes bd.
\]

where \( a, b, c, d \) are elements of \( A \) homogeneous with respect to all the gradings of \( A \).

\textbf{Color DG modules.} Let \( A \) be a graded color commutative DG \( Q \)-algebra, where \( Q \) is a color commutative connected graded \( k \)-algebra. In this section we review conventions and terminology regarding color DG \( A \)-(bi)modules; see [22, Section 4] for details. Throughout this article, a left (right) color DG \( A \)-module is a left (right) DG \( A \)-module equipped with a \( G \)-grading, where \( G \) is the group of colors of \( A \), compatible with respect to the homological and internal gradings.

1.2. As usual a color DG \( A \)-bimodule is a left and right color DG \( A \)-module where the two actions are compatible; equivalently, it is a left color DG \( A^e \)-module. We say that a DG \( A \)-bimodule \( M \) is \textit{symmetric} provided \( am = (-1)^{|a||m|}\kappa(a, m)ma \) for all \( m \in M, a \in A \) homogeneous with respect to all gradings. Each right color DG \( A \)-module \( M \) can be canonically made into a symmetric color bimodule by prescribing a left DG \( A \)-module with the following action:

\[
a \cdot m := (-1)^{|a||m|}\kappa(a, m)ma
\]

for each \( a \in A \) and \( m \in M \). Similarly, we can switch from left color DG \( A \)-modules to right color DG \( A \)-modules according to the following rule:

\[
m \cdot a := (-1)^{|a||m|}\kappa(m, a)am
\]

for each \( a \in A \) and \( m \in M \). Hence, each left color (or right) DG \( A \)-module can naturally be viewed as a symmetric color DG \( A \)-bimodule according to this convention; therefore, we will not specify a side for color DG modules over color commutative algebras.
1.3. Let $M, N$ be color DG $A$-modules. The color DG $A$-modules $M \otimes_A N$ and $\text{Hom}_A(M, N)$ are defined in the standard way, see [22, Definition 4.6 and Definition 4.8]. The suspension of $M$, denoted by $\Sigma M$, is the color DG $A$-module with

$$(\Sigma M)_i := M_{i-1}, \quad \partial^{\Sigma M} := -\partial^M, \quad \text{and} \quad a \cdot m := (-1)^{|a|}am.$$ 

The homology of $M$, denoted by $H(M)$, is a color $H(A)$-module over the color commutative $H_0(A)$-algebra $H(A)$. We say $M$ is finite provided that the color module $M^\natural$ is finitely generated over $A^\natural$ where $(\cdot)^\natural$ is the forgetful functor to the category of color $A$-modules. In particular, any bounded complex of finitely generated color $H_0(A)$-modules is a finite color DG $A$-module via restricting scalars along the augmentation $A \to H_0(A)$.

1.4. The diagonal is the multiplication map $A^e \to A$, which is a morphism of color DG $Q$-algebras. In the sequel, it is through the diagonal that $A$ will always be regarded as a color DG $A^e$-module.

Color DG homological algebra. Let $A$ be a graded color commutative DG algebra.

1.5. Let $F$ be a color DG $A$-module. We say that $F$ is semifree if there exists a chain of color DG $A$-modules

$$0 = F(-1) \subseteq F(0) \subseteq F(1) \subseteq F(2) \subseteq \ldots$$

satisfying $\bigcup F(n) = F$ and for each $n \geq 0$ there is an isomorphism of color DG $A$-modules

$$F(n)/F(n-1) \cong \bigoplus_{i \in \mathbb{Z}} \Sigma^i A^{(X_i,n)}$$

for some (possibly infinite) sets $X_{i,n}$.

1.6. A color DG $A$-module $P$ is said to be semiprojective provided $\text{Hom}_A(P, -)$ preserves surjections and quasi-isomorphisms. Below are standard properties when $A$ has trivial color, so we leave the proofs to the reader (cf. [20, Chapter 6] or [2, Chapter 1]).

From the definition it follows easily that a quasi-isomorphism between semiprojectives is in fact a homotopy equivalence. Also, any semifree DG $A$ module is semiprojective. Finally, if $P$ is semiprojective $P \otimes_A -$ preserves injections and quasi-isomorphisms.

1.7. Let $P$ be a color DG $A$-module. We say that $P$ is perfect over $Q$ provided that $P$ is quasi-isomorphic to a bounded complex of finitely generated projective $Q$-modules; here we are regarding $P$ as a color DG $Q$-module via restriction of scalars along the structure map $Q \to A$. We say $P$ is strongly perfect over $Q$ if it is itself a bounded complex of finitely generated projective $Q$-modules.

1.8. For each DG $A$-module $M$ there exists a surjective quasi-isomorphism of DG $A$-modules $F \xrightarrow{\cong} M$ where $F$ is semifree. We call $F \xrightarrow{\cong} M$ a semifree resolution of $M$ over $A$, and any two semifree resolutions of $M$ are homotopy equivalent. Furthermore, when $A$ is a nonnegatively graded DG algebra with $H(A)$ noetherian and $H(M)$ a noetherian graded $H(A)$-module, there exists a semifree resolution $F \xrightarrow{\cong} M$ such that

$$F^2 \cong \bigoplus_{j=1}^{\infty} \Sigma^j (A^{\beta_j})^2$$
for a some fixed integer \( i \) and nonnegative integers \( \beta_j \) (see [7, Proposition B.2]).

Mimicking the proofs in [20, Proposition 6.6] one can show the existence and uniqueness, up to homotopy, of semifree resolvents; one only need to mind the colors while adapting the arguments there.

Let \( M, N \) be color DG \( A \)-modules, and let \( F \) be a semifree resolution of \( M \). It follows from the previous properties that the homology of \( \text{Hom}_A(F, N) \) and \( F \otimes_A N \) does not depend on the choice of the resolution \( F \). We define

\[
\text{Ext}_A(M, N) := \text{H}(\text{Hom}_A(F, N)) \quad \text{and} \quad \text{Tor}^A(M, N) = \text{H}(F \otimes_A N)
\]

for each color DG \( A \)-module \( N \). These are naturally graded color modules over \( \text{H}(A) \) (see 1.3 for the \( \text{H}(A) \)-structures).

1.9. Let \( A \) be a color DG algebra over a color commutative ring. Let \( z \) be a cycle of \( A \) homogeneous with respect to all gradings. There is a semifree extension of \( A \), denoted by \( A(y \mid \partial y = z) \), where \( z \) becomes a boundary. This extension is constructed by adjoining the variable \( y \) which is a skew exterior variable when \( z \) has even homological degree or a skew divided power variable when \( z \) has odd homological degree; in either case, the variable \( y \) color commutes with \( A \). It is straightforward to see that \( A \) is a DG subalgebra of \( A(y) \). Hence, we can inductively adjoin variables to kill cycles:

\[
A\langle y_1, \ldots, y_m \mid \partial y_i = z_i \rangle := A\langle y_1, \ldots, y_{m-1} \mid \partial y_i = z_i \rangle \langle y_m \mid \partial y_m = z_m \rangle.
\]

See [22, Proposition 2.5 and Proposition 2.7] for further details.

The final two subsections provide context for the the calculations in Section 3, and explain the choice of terminology regarding the operators discussed in Section 4.

**Braided tensor categories, general case.** In this subsection we recall some constructions from [8]. A monoidal category \((\mathcal{C}, \otimes)\) is said to be braided if for all objects \( U \) and \( V \) of \( \mathcal{C} \) there exist functorial isomorphisms

\[
R_{U,V} : U \otimes V \to V \otimes U,
\]

satisfying the *hexagon axioms*, see [8, Section 2]. If, furthermore, \( R_{U,V}R_{V,U} = id_{V \otimes U} \) for all objects in \( \mathcal{C} \), then \( \mathcal{C} \) is called a symmetric monoidal category.

In [8], Baez defines braided tensor categories using commutative rings, we work with the more general notion of color commutative rings; the proofs of the statements below remain unchanged under this more general hypothesis. Given a color commutative ring \( \mathbb{F} \), we define a braided (symmetric) tensor category of \( \mathbb{F} \)-modules to be a braided (symmetric) monoidal category \( \mathcal{C} \) equipped with a faithful functor \( F \) to the category of color \( \mathbb{F} \)-modules, satisfying a list of axioms that the interested reader can find in *loc. cit.* Therefore for the remainder of this subsection, we will work in a fixed braided tensor category \( \mathcal{V} \) of \( \mathbb{F} \)-modules, where \( \mathbb{F} \) is some color commutative ring. As in [8], we will identify objects and morphisms in \( \mathcal{V} \) with their images under \( F \).

Let \( A \) be an algebra object in \( \mathcal{V} \), with an associative multiplication given by \( m_A \). Let \( A^{op} \) denote \( A \) with the multiplication map \( m_A R_{A,A} \). It is proved in [8, Lemma 1], that \( A^{op} \) is an algebra in \( \mathcal{V} \). Let \( B \) be another algebra in \( \mathcal{V} \) with product \( m_B \), then \( A \otimes B \) is an algebra in \( \mathcal{V} \) with multiplication given by \( (m_A \otimes m_B)(id_A \otimes R_{B,A} \otimes id_B) \) (cf. [8, Lemma 2]). The enveloping algebra of \( A \), denoted by \( A^e \), is \( A \otimes A^{op} \).

Assume that \( \mathcal{V} \) is a symmetric tensor category.
(1) [8, Lemma 4] If $A$ is an algebra object in $\mathcal{V}$, then $A$ is a left $A^e$-module in $\mathcal{V}$ with action given by $m_A(id_A \otimes m_AR_{A,A})$.

(2) [8, Lemma 5] If $A$ is an algebra object in $\mathcal{V}$, then $A$ is a right $A^e$-module in $\mathcal{V}$ with action given by $m_AR_{A,A}(m_A \otimes id_A)$.

These facts are applied in [8, Section 3] to define the braided Hochschild homology of an algebra object $A$ in $\mathcal{V}$, whenever $A$ is flat over $F$. We define a dual notion below.

**Definition 1.10.** Let $F$ be a color commutative ring, and let $\mathcal{V}$ be a symmetric tensor category of $F$-modules. Let $A$ be an algebra object in $\mathcal{V}$ which is projective over $F$. The braided Hochschild cohomology of $A$ with respect to $F$ is

$$\text{HH}(A|F) = \text{Ext}_{A^e}(A, A),$$

where the right-hand side is the homology of the Hom complex of right linear maps $\text{Hom}_{A^e}(B, B)$; here $B$ is the bar resolution constructed in [8, Theorem 1] and $\text{Ext}_{A^e}(A, A)$ has the composition product.

**Symmetric tensor categories, color commutative case.** Let $Q$ be a color commutative DG ring, and let $\mathcal{C}$ be the category of color DG $Q$-modules. The tensor product $\otimes_Q$, defined in [22, Definition 4.6], gives $\mathcal{C}$ the structure of a monoidal category. Let $\kappa$ be the bicharacter associated to $Q$. For every pair of objects $U, V \in \mathcal{C}$, we define maps $R_{U,V} : U \otimes_Q V \to V \otimes_Q U$ by

$$u \otimes v \mapsto (-1)^{|u||v|}\kappa(u, v)v \otimes u,$$

for all $u \in U$ and $v \in V$ homogeneous elements with respect to all gradings. These maps give $\mathcal{C}$ the structure of a symmetric monoidal category. The natural embedding of $\mathcal{C}$ into the category of color $Q$-modules gives $\mathcal{C}$ the structure of a symmetric tensor category, we denote it by $\mathcal{V}'$.

Let $A$ be a color commutative DG $Q$-algebra in $\mathcal{V}$. The product on $A^{\text{op}}$, defined by $m_AR_{A,A}$, simplifies to

$$a \cdot^{\text{op}} b = (-1)^{|a||b|}\kappa(a, b)ba = ab,$$

where $a, b$ are homogeneous elements with respect to all the gradings. This shows that $A^{\text{op}}$ is isomorphic to $A$ as a color DG $Q$-algebra.

Let $A$ and $B$ be color commutative algebras in $\mathcal{V}$. The multiplication on the tensor product $A \otimes B$ simplifies to

$$(a \otimes b)(a' \otimes b') = (-1)^{|b'||a|}\kappa(b, a')(aa') \otimes (bb'),$$

where $a, b, a', b'$ are homogeneous elements with respect to all the gradings.

The enveloping algebra $A^e$ is the tensor product $A \otimes_Q A^{\text{op}} = A \otimes_Q A$. It follows from [8, Lemma 3], or from a straightforward check, that $A^e$ is a color commutative DG $Q$-algebra.

The left and right $A^e$ action on $A$, given by [8, Lemma 4 & Lemma 5], simplify to

$$(a \otimes b) \cdot c = (-1)^{|b||c|}\kappa(b, c)acb, \quad c \cdot (a \otimes b) = (-1)^{|a||c|}\kappa(c, a)acb,$$

for $a, b, c \in A$, homogeneous elements with respect to all gradings.

Therefore, the braided Hochschild cohomology of $A$ relative to $Q$ is

$$\text{HH}(A|Q) = \text{Ext}_{A^e}(A, A),$$

provided that $A$ is semiprojective over $Q$. 
If $Q$ is a skew polynomial ring and $R$ a quotient of $Q$ by an ideal generated by normal elements, then there exists a color DG $Q$-algebra resolution of $R$, obtained via the process of killing cycles illustrated in 1.9, see also [22, Section 2]. We denote this DG algebra resolution by $E$. As in [6, Remark 3.3] we make the following

**Definition 1.11.** Let $Q$ be a skew polynomial ring and $R$ a quotient of $Q$ by an ideal generated by normal elements. Let $E$ be a color DG $Q$-algebra resolution of $R$. The derived braided Hochschild cohomology of $R$ relative to $Q$ is

$$HH(R|Q) = HH(E|Q).$$

Observe that

$$HH(R|Q) = \text{Ext}^*_{R \otimes^L_R(R, R)},$$

which justifies the use of the adjective *derived* in the definition of $HH(R|Q)$.

**Remark 1.12.** Braided Hochschild homology was first introduced in [8] by Baez. Derived Hochschild cohomology was defined by MacLane in [26] for $\mathbb{Z}$-algebras and later generalized by Shukla in [34] for algebras over general commutative noetherian rings. Quillen, in [31], recognized it as a derived version of Hochschild cohomology; [6] notes that derived Hochschild cohomology is also known as *Shukla cohomology*. For a comparison of Hochschild cohomology and derived Hochschild cohomology see [9].

## 2. Semifree resolution of the diagonal

Throughout this paper we fix the following notation. Let $Q = k_q[x_1, \ldots, x_n]$ be a skew polynomial ring, where $k$ is a field and $q = (q_{i,j})$ is a matrix with invertible entries such that $q_{i,j} = q_{j,i}^{-1}$ for all $i, j$ and $q_{i,i} = 1$ for all $i$. The ring $Q$ can be regarded as a color commutative ring in the standard way, see [22, Example 3.2], denote by $G$ its group of colors. We fix a sequence of normal elements $f = f_1, \ldots, f_c$ in $(x_1, \ldots, x_n)^2$ and set $R$ to be the quotient $R = Q/(f)$ where we regard $R$ as a color commutative ring with the same group of colors as $Q$. Finally, let

$$E = Q\langle e_1, \ldots, e_c \mid \partial(e_i) = f_i \rangle$$

be the (skew) Koszul complex on $f$ over $Q$ (cf. 1.9).

### 2.1. Recall from 1.4, $E$ is regarded as a color DG $E^e$-algebra via the diagonal $E^e \to E$ given by

$$a \otimes b \mapsto ab.$$  

There is an isomorphism of color DG $Q$-algebras

$$E^e \cong Q\langle e_1, \ldots, e_c, e'_1, \ldots, e'_c \mid \partial(e_i) = \partial(e'_i) = f_i \rangle,$$

that identifies $1 \otimes e_i$ and $e_i \otimes 1$ with $e_i$ and $e'_i$, respectively. Hence, we will freely identify these models without further mention in the rest of the article.

### Construction 2.2. Notice that the elements $e'_i - e_i$ are $G$-homogeneous cycles in the color DG $Q$-algebra $E^e$. Moreover, they pairwise skew commute and square to zero and so by [22, Proposition 2.9], they are killable. Therefore, we introduce a set of (skew) divided power variables $Y = \{y_1, \ldots, y_c\}$ of homological degree 2 and define

$$E^e(Y) := E^e \langle Y \mid \partial y_i = e'_i - e_i \rangle.$$
Note that $E^e\langle Y \rangle$ is a color DG $E^e$-algebra and is equipped with a morphism of color DG $Q$-algebras $\epsilon : E^e\langle Y \rangle \to E$ given by

$$(a \otimes b) y_1^{(h_1)} y_2^{(h_2)} \ldots y_c^{(h_c)} \mapsto \begin{cases} 0 & \text{if any } h_i > 0 \\ ab & \text{otherwise} \end{cases}.$$ 

Moreover, the morphism is compatible with the $E^e$-actions meaning that we have the following commutative diagram of color DG $E^e$-algebras where the unlabeled maps are the canonical ones.

\[
\begin{array}{ccc}
E^e\langle Y \rangle & \xrightarrow{\epsilon} & E \\
\downarrow & & \downarrow \\
E^e & \xrightarrow{\pi} & E
\end{array}
\]

**Theorem 2.3.** The morphism of DG $E^e$-algebras $\epsilon : E^e\langle Y \rangle \to E$ defined in Construction 2.2 is a semifree resolution of $E^e$ over $E^e$.

**Proof.** Clearly $E^e\langle Y \rangle$ is a semifree DG $E^e$-algebra. So it suffices to check that $\epsilon$ is a quasi-isomorphism.

First, let $x = x_1, \ldots, x_c$ be (skew) exterior variables of homological degree 1 and such that $G(x_i) = G(e_i)$. Set $Q\langle x \rangle = Q\langle x \rangle \otimes Q E$; that is, the (skew) exterior algebra on $\bigoplus_{i=1}^c Qx_i$ and let $\pi : Q\langle x \rangle \to Q$ be the canonical augmentation map. There is an evident isomorphism of color DG $Q$-algebras $\varphi : E^e \to Q\langle x \rangle \otimes Q E$ determined by

$$e_i \otimes 1 \mapsto 1 \otimes e_i \quad \text{and} \quad 1 \otimes e_i \mapsto 1 \otimes e_i - x_i \otimes 1.$$ 

Furthermore $\varphi$ is compatible with the augmentation maps to $E$, meaning the following diagram of color DG $Q$-algebras commutes

\[
\begin{array}{ccc}
E^e & \xrightarrow{\varphi} & Q\langle x \rangle \otimes Q E \\
\downarrow & & \downarrow \pi \otimes 1 \\
E & \xrightarrow{=} & E.
\end{array}
\]

By [22, Lemma 6.4], $\varphi$ extends to an morphism of color DG $Q$-algebras

$$\tilde{\varphi} : E^e\langle Y \rangle \to (Q\langle x \rangle \otimes Q E)(E \mid \partial y_i = \varphi(e_i \otimes 1 - 1 \otimes e_i));$$

as $\tilde{\varphi}$ maps a graded $Q$-basis of $E^e$ to a graded $Q$-basis of $Q\langle x \rangle \otimes Q E$, we conclude that $\tilde{\varphi}$ is an isomorphism of color DG $Q$-algebras. Now note $\varphi(e_i \otimes 1 - 1 \otimes e_i) = x_i \otimes 1$ and hence, there is an isomorphism $\psi$

$$(Q\langle x \rangle \otimes Q E)(E \mid \partial y_i = \varphi(e_i \otimes 1 - 1 \otimes e_i)) \cong E \otimes Q \langle x, Y \mid \partial x_i = 0, \partial y_i = x_i \rangle$$

as augmented, to $E$, DG $Q$-algebras. Finally, it follows from [22, Theorem 2.15] that

$$Q\langle x, Y \mid \partial x_i = 0, \partial y_i = x_i \rangle \xrightarrow{\sim} Q$$

and so the commutative diagram...
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\[
\begin{array}{ccc}
E^e(Y) & \xrightarrow{\psi \tilde{\phi}} & E \otimes_Q Q\langle x, Y \rangle \\
\downarrow & & \downarrow \cong \\
E & \xrightarrow{\psi} & E
\end{array}
\]

completes the proof. \(\square\)

**Notation 2.4.** For the rest of the paper \(E^e(Y)\) will denote the resolution of \(E\) from Construction 2.2.

3. Derived braided Hochschild cohomology

Directly from Theorem 2.3,

\[\text{Tor}^{E^e}(E, E) \cong \text{H}(E^e \langle Y \rangle \otimes_{E^e} E).\]

It is clear that there is an isomorphism of color DG \(Q\)-algebras

\[E^e(Y) \otimes_{E^e} E \cong E(Y \mid \partial y_i = 0).\]

Therefore, the braided Hochschild homology of \(E\) over \(Q\) is the graded color \(Q\)-algebra

\[\text{H}(E) \otimes_Q Q\langle Y \rangle.\]

This section is devoted to the calculation of Hochschild cohomology, \(\text{HH}(E|Q) = \text{Ext}_{E^e}(E, E)\), as a graded color \(Q\)-algebra.

3.1. Let \(A\) be a DG \(R\)-algebra and let \(A(Y)\) be a semifree extension of \(A\). We let \(D := \text{Der}_A(A(Y), A(Y))\) denote the subset of \(\text{Hom}_A(A(Y), A(Y))\) consisting of \(A\)-linear color derivations, see [22, Definition 5.1]. It is straightforward to check that \(D\) is a subcomplex of \(\text{Hom}_A(A(Y), A(Y))\). Equipping it with the following bracket and squaring operations

\[
[\theta, \xi] = \theta \xi - (-1)^{|\theta||\xi|} \kappa(\theta, \xi) \xi \theta,
\]

\[
\zeta^{[2]} = \zeta^2,
\]

where \(\theta, \xi, \zeta \in \text{Der}_A(A(Y), A(Y))\) are homogeneous with respect to all the gradings and \(\zeta\) has odd homological degree, makes \(D\) a color DG Lie \(A^\bullet\)-algebra, see [22, Definition 7.1 and 7.9] for the definition of color DG Lie algebra. The proof is essentially contained in [22, Lemma 7.10], where it is proved when \(A = R\). The same proof works in this more general case; we show that the bracket is \(A^\bullet\)-bilinear. Let \(a \in A, \theta, \xi \in \text{Der}_A(A(Y), A(Y))\) be homogeneous with respect to all the gradings, then

\[
[a\theta, \xi] = a\theta \xi - (-1)^{|a||\xi|}\kappa(a\theta, \xi) \xi a \theta,
\]

\[
= a\theta \xi - (-1)^{|\theta|+|\xi|} \kappa(a, \xi) \kappa(\theta, \xi) (-1)^{|\xi|} \kappa(\xi, a) a \xi \theta
\]

\[
= a[a\theta, \xi].
\]

The remaining checks are similar.

3.2. Let \(A\) be a color DG algebra. Let \(g_1, \ldots, g_c\) be elements of the group of colors of \(A\), let \(n_1, \ldots, n_c\) be integers, and let \(z_1, \ldots, z_c\) be indeterminates, we denote by

\[A[z_1, \ldots, z_c \mid \mathcal{G}(z_i) = g_i, |z_i| = n_i, i = 1, \ldots, c] \]
the Ore extension obtained by adding the indeterminates \( z_1, \ldots, z_c \) to \( A \), satisfying the following commuting relations:

\[
\begin{align*}
  z_is &= (-1)^{n_is} \kappa(g_i, s)sz_i, \quad \text{for all } s \in A, \\
  z_iz_j &= (-1)^{n_in_j} \kappa(g_i, g_j)z_jz_i, \quad \text{for all } i, j = 1, \ldots, c,
\end{align*}
\]

where \( s \) is homogeneous with respect to all the gradings of \( A \).

We use \( E^c(Y) \) to compute the derived braided Hochschild cohomology of \( E \) relative to \( Q \) (cf. Definition 1.11).

**Theorem 3.3.** There is an isomorphism of graded color \( \mathbb{H}(E^c) \)-algebras

\[
\mathbb{H}(E|Q) \cong \mathbb{H}(E)[\chi_1, \ldots, \chi_c \mid \mathcal{G}(\chi_i) = \mathcal{G}(f_i)^{-1}, |\chi_i| = 2, i = 1, \ldots, c].
\]

Moreover the variables \( \chi_1, \ldots, \chi_c \) correspond to the homology classes of derivations \( \theta_1, \ldots, \theta_c \in \text{Der}_{E^c}(E^c(Y), E^c(Y)) \), satisfying \( \theta_i(y_j) = \delta_{i,j} \).

**Proof.** We consider the following diagram

\[
\begin{array}{cccc}
\text{Der}_{E^c}(E^c(Y), E^c(Y)) & \longrightarrow & \text{Hom}_{E^c}(E^c(Y), E^c(Y)) \\
\downarrow \text{[22, Corollary 5.3]} & & \downarrow \text{[22, Proposition 4.12]} \\
\text{Der}_{E^c}(E^c(Y), E) & \longrightarrow & \text{Hom}_{E^c}(E^c(Y), E) \\
\downarrow \text{[22, Proposition 5.2]} & & \downarrow \text{[22, Proposition 4.9]} \\
\text{Hom}_{E^c(Y)}(\text{Diff}_{E^c} E^c(Y), E) & \longrightarrow & \text{Hom}_{E}(E^c(Y) \otimes_{E^c} E, E) \\
\downarrow \text{[22, Proposition 4.9]} & & \downarrow \\
\text{Hom}_{E}((\text{Diff}_{E^c} E^c(Y)) \otimes_{E^c(Y)} E, E) & \longrightarrow & \text{Hom}_{E}(E(Y | \partial y_i = 0 \forall i), E) \\
\downarrow & & \downarrow \\
E_{\chi_1} \oplus \cdots \oplus E_{\chi_c} & \longrightarrow & E[\chi_1, \ldots, \chi_c | \mathcal{G}(\chi_i) = \mathcal{G}(f_i)^{-1}, |\chi_i| = 2]
\end{array}
\]

where the horizontal maps are inclusions, the vertical maps are quasi-isomorphisms, \( E_{\chi_1} \oplus \cdots \oplus E_{\chi_c} \) is the free DG \( E \)-module with basis \( \chi_1, \ldots, \chi_c \) and such that the differential of the elements \( \chi_1, \ldots, \chi_c \) is zero and the differential on the indeterminates of \( E[\chi_1, \ldots, \chi_c | \mathcal{G}(\chi_i) = \mathcal{G}(f_i)^{-1}, |\chi_i| = 2] \) is trivial. The isomorphism \( (\text{Diff}_{E^c} E^c(Y)) \otimes_{E^c(Y)} E \cong E(Y) \), where \( E(Y) \) is the free \( E \)-module with basis \( Y \) and trivial differential on the elements of \( Y \), follows directly from the construction of the module of differentials. The isomorphism \( E^c(Y) \otimes_{E^c} E \cong E(Y | \partial y_i = 0 \forall i) \) follows from the construction of the resolution \( E^c(Y) \). The bottom left vertical map is the map \( \theta \mapsto \sum_{i=1}^c \theta(y_i)\chi_i \) and similarly for the bottom right vertical map. It is straightforward to check that this is a commutative diagram and that
χ_1 \in E\chi_1 \oplus \cdots \oplus E\chi_c$ corresponds to the derivation \(\theta \in \text{Der}_{E^c}(E^c(Y), E^c(Y))\) such that \(\theta(y_1) = \delta_{i,j}\).

For the remainder of the proof \(L\) will denote the homology of the complex \(\text{Der}_{E^c}(E^c(Y), E^c(Y))\); from 3.1 it follows that \(L\) is a graded color Lie \(H(E^c)\)-algebra. The map induced in homology by the bottom map is the inclusion of \(H(E^c)\)-modules \(H(E)\chi_1 \oplus \cdots \oplus H(E)\chi_c \to H(E)[\chi_1, \ldots, \chi_c | G(\chi_i) = \mathcal{G}(f_i)^{-1}, |\chi_i| = 2]\). Therefore the top map induces, in homology, an injection of graded color Lie \(H(E^c)\)-algebras \(\iota: L \to \text{Lie}(HH(E^c(Q)))\). Let \(\iota': UL \to HH(E^c(Q))\) be the universal extension of \(\iota\), where \(UL\) is the universal enveloping algebra of \(L\) (see [22, Definition 7.6 and Remark 7.7]), we claim that \(\iota'\) is an isomorphism of associative \(H(E^c)\)-algebras. Indeed, since \(L = H(E)|\chi_1 \oplus \cdots \oplus H(E)|\chi_c\) and \(G(\chi_i) = \mathcal{G}(f_i)^{-1}\) for all \(i\), it follows that \(UL \cong H(E)[\chi_1, \ldots, \chi_c | G(\chi_i) = \mathcal{G}(f_i)^{-1}, |\chi_i| = 2]\). The computations performed at the beginning of this proof show that \(HH(E^c(Q))\) is isomorphic to \(H(E)[\chi_1, \ldots, \chi_c | G(\chi_i) = \mathcal{G}(f_i)^{-1}, |\chi_i| = 2]\) as a \(H(E)\)-module, and they also show that the map \(\iota'\) is surjective. In each homological degree \(\iota'\) is a surjective map of free \(H(E)\)-modules of the same rank, and since \(H(E)\) is noetherian it follows that \(\iota'\) must be injective in each homological degree, and therefore it is itself injective.

**Corollary 3.4.** When \(f\) is a regular sequence, there is an isomorphism of graded color \(R\)-algebras

\[
HH(R|Q) \cong R[\chi_1, \ldots, \chi_c | G(\chi_i) = \mathcal{G}(f_i)^{-1}, |\chi_i| = 2, i = 1, \ldots, c].
\]

**Proof.** This follows from the previous theorem since

\[
HH(E^c(Q)) = HH(R|Q) \quad \text{and} \quad H(E) = R;
\]

therefore the isomorphism claimed in the Corollary is one of \(H(E^c) = \text{Tor}^Q(R, R)\)-algebras, and therefore one of \(R\)-algebras.

**Remark 3.5.** As a consequence of Theorem 3.3,

\[
\kappa(\chi_i, -) = \kappa(y_i, -)^{-1} = \kappa(f_i, -)^{-1}.
\]

In the sequel we will make use of this fact in Section 5 to define a color DG \(S\)-module whose homology computes \(\text{Ext}\) over a skew complete intersection where

\[
S = Q[\chi_1, \ldots, \chi_c | G(\chi_i) = \mathcal{G}(f_i)^{-1}, |\chi_i| = 2, i = 1, \ldots, c].
\]

4. Products on the derived braided Hochschild cohomology

In this section we clarify that for a skew complete intersection \(R = Q/(f)\) the composition action of \(HH(R|Q)\) on \(\text{Ext}_R(M, N)\) can be computed at the chain level with the so-called “cup product,” see Definition 4.2. The first action establishes properties expected from a well-posed support theory; see Proposition 7.8; the latter allows us to prove the intersection formula in Theorem 7.12.

We fix the following notation. Let \(A\) be a color DG \(Q\)-algebra. Let \(\varepsilon: P \rightarrow A\) be a semiprojective resolution of \(A\) over \(A^e\).

Recall that for any color DG \(A^e\)-module \(X\), \(\text{Hom}_{A^e}(P, X)\) is naturally a right DG \(\text{Hom}_{A^e}(P, P)\)-module via right composition of maps. This action induces a graded right \(\text{HH}(A|Q)\)-module structure on \(\text{Ext}_{A^e}(A, X)\). First, we define a different right DG \(\text{Hom}_{A^e}(P, P)\)-module structure on \(\text{Hom}_{A^e}(P, X)\), provided that \(P\) admits a
diagonal approximation; furthermore, we show that these two structures are the
same in homology. This will be a slight generalization of [15, Proposition 4.5].
Namely, we adapt [15, Proposition 4.5] to the color setting, while also discussing
actions on certain Ext-modules.

**Definition 4.1.** A co-unital diagonal approximation for \( \varepsilon: P \xrightarrow{\sim} A \) is a morphism \( \Phi: P \to P \otimes_A P \) of left color DG \( A^e \)-modules so that

\[
\varepsilon \Phi \otimes 1 = 1 \otimes \varepsilon
\]

commutes, where we have identified \( P \otimes_A P \) with the appropriate
multiplication maps.

**Definition 4.2.** Given a co-unital diagonal approximation \( \Phi: P \to P \otimes_A P \) for \( \varepsilon \) we define a right cup action \( \cup \Phi \) (or simply \( \cup \)) of \( \text{Hom}_{A^e}(P,P) \) on \( \text{Hom}_{A^e}(P,X) \) as

\[
\sigma \cup \tau = \mu(\sigma \otimes (\varepsilon \tau)) \Phi: P \xrightarrow{\Phi} P \otimes_A P \xrightarrow{\sigma \otimes (\varepsilon \tau)} X \otimes_A A \xrightarrow{\varepsilon} X,
\]

where \( \sigma \in \text{Hom}_{A^e}(P,X) \), \( \tau \in \text{Hom}_{A^e}(P,P) \), and \( \mu \) is the right multiplication induced from the \( A^e \)-module structure of \( X \).

**4.3.** Since \( P \) is semiprojective, the surjective quasi-isomorphism \( \varepsilon: P \xrightarrow{\sim} A \) induces a surjective quasi-isomorphism

\[
\varepsilon_*: \text{Hom}_{A^e}(P,P) \xrightarrow{\sim} \text{Hom}_{A}(P,A),
\]

and so \( \varepsilon_* \) prescribes a right action of \( \text{Hom}_{A^e}(P,A) \) on \( \text{Hom}_{A^e}(P,X) \). Indeed, for \( \sigma \in \text{Hom}_{A^e}(P,X) \) and \( \tau \in \text{Hom}_{A^e}(P,P) \) we first lift \( \tau \) to \( \tilde{\tau} \) in \( \text{Hom}_{A^e}(P,P) \) satisfying \( \varepsilon \tilde{\tau} = \tau \). Now we define

\[
\sigma \cdot \tau := \sigma \cup \tilde{\tau}.
\]

From the definition of \( \cup \), it follows immediately that this action is independent of
the choice of lifting \( \tilde{\tau} \).

**Proposition 4.4.** Let \( A \) be a color DG \( Q \)-algebra, let \( \varepsilon: P \to A \) be a semiprojective
resolution of \( A \) over \( A^e \), let \( X \) be a color DG \( A^e \)-module. If \( P \) admits a co-unital
diagonal approximation then, the cup and composition actions of \( \text{Ext}_{A^e}(A,A) \) on
\( \text{Ext}_{A^e}(A,X) \) coincide.

**Proof.** First, we claim that \( 1 \otimes \varepsilon \) and \( \varepsilon \otimes 1 \) are homotopic in \( \text{Hom}_{A^e}(P \otimes_A P, P) \). Indeed, as \( P \otimes_A P \) is semiprojective over \( A^e \), \( \varepsilon \) induces a quasi-isomorphism

\[
\text{Hom}_{A^e}(P \otimes_A P, P) \xrightarrow{\varepsilon} \text{Hom}_{A^e}(P \otimes_A P, A)
\]

given by \( \psi \mapsto \varepsilon \psi \). Note that \( \varepsilon \circ (1 \otimes \varepsilon) = \varepsilon \circ (\varepsilon \otimes 1) \) and so the quasi-isomorphism above implies that \( 1 \otimes \varepsilon - \varepsilon \otimes 1 \) is a boundary in \( \text{Hom}_{A^e}(P \otimes_A P, P) \), as needed.

Now by the claim above, the square below commutes up to homotopy and hence,
we have the following homotopy commutative diagram of DG \( A^e \)-modules:
where $\sigma \in \text{Hom}_{\mathcal{A}^e}(P, X)$ and $\tau \in \text{Hom}_{\mathcal{A}^e}(P, P)$. Hence $\sigma \cup \tau$, which is given by the composition of the four horizontal maps at the top, is homotopic to $\sigma \tau$. \hfill $\square$

Now we specialize and return to the setting of Section 2. In the proof of the following proposition we will make use of the divided powers DG $E^e$-structure on $E^e\langle Y \rangle$; see [22, Section 6] or [24, Chapter 1] for more details regarding DG algebras with divided powers.

**Proposition 4.5.** The resolution $E^e\langle Y \rangle \xrightarrow{\sim} E$ admits a co-unital diagonal approximation $\Phi: E^e\langle Y \rangle \to E^e\langle Y \rangle \otimes_E E^e\langle Y \rangle$, determined by $y \mapsto y \otimes 1 + 1 \otimes y$ for all $y \in Y$.

**Proof.** Let $\varphi: E^e \to E^e \otimes_E E^e$ be the color DG $Q$-algebra map given by

$$a \otimes b \mapsto (a \otimes 1) \otimes (1 \otimes b).$$

Notice that $\varphi$ is compatible with the system of divided powers on $E^e$ and $E^e \otimes_E E^e$. Let $y \in Y$ and let $e \in E$ be such that $\partial(y) = e \otimes 1 - 1 \otimes e$ in $E^e\langle Y \rangle$. Observe that in $E^e\langle Y \rangle \otimes_E E^e\langle Y \rangle$ the following holds:

$$\varphi(\partial(y)) = \varphi(e \otimes 1 - 1 \otimes e)$$

$$= (e \otimes 1) \otimes (1 \otimes 1) - (1 \otimes 1) \otimes (1 \otimes e)$$

$$= (e \otimes 1) \otimes (1 \otimes 1) - (1 \otimes e) \otimes (1 \otimes 1)$$

$$+ (1 \otimes 1) \otimes (e \otimes 1) - (1 \otimes 1) \otimes (1 \otimes e)$$

$$= (e \otimes 1 - 1 \otimes e) \otimes (1 \otimes 1) + (1 \otimes 1) \otimes (e \otimes 1 - 1 \otimes e)$$

$$= \partial(y) \otimes (1 \otimes 1) + (1 \otimes 1) \otimes \partial(y).$$

By [22, Lemma 6.4], $\varphi$ uniquely extends to a morphism of color DG $E^e$-algebras with divided powers

$$\Phi: E^e\langle Y \rangle \to E^e\langle Y \rangle \otimes_E E^e\langle Y \rangle$$

given by $y \mapsto y \otimes 1 + 1 \otimes y$. Finally, the co-unital approximation condition is immediate. \hfill $\square$

4.6. It follows from Proposition 4.4 and Proposition 4.5 that the composition action of $\mathsf{HH}(R|Q)$ on $\text{Ext}_{E^e}(E, X)$ is the same as the cup action for any color DG $E^e$-module $X$.

4.7. Since $\Phi$ is a map of divided powers algebras, for any $y \in Y$ we have that

$$\Phi(y^{(H)}) = \Phi(y_1)^{(h_1)} \cdots \Phi(y_c)^{(h_c)}$$

where $H = (h_1, \ldots, h_c) \in \mathbb{N}^c$. Now a computation shows that

$$\Phi(y^{(H)}) = \sum_{H' + H'' = H} \prod_{i<j} \kappa(y_i, y_j)^{h_i^* k_j^*} y^{(H')} \otimes y^{(H'')},$$

where $H' = (h'_1, \ldots, h'_c)$, $H'' = (h''_1, \ldots, h''_c)$ and $H' + H'' = (h'_1 + h''_1, \ldots, h'_c + h''_c)$. 

5. Chain level cohomology operators

Adopting the usual notation we also fix

\[ S = Q[\chi_1, \ldots, \chi_c | \mathcal{G}(\chi_i) = \mathcal{G}(f_i)^{-1}, |\chi_i| = 2, i = 1, \ldots, c] \]

for the remainder of the article. We will regard \( S \) as a color DG \( Q \)-algebra with trivial differential.

5.1. We notice that \( S \) can be realized as \( \text{Hom}_Q(Q \langle Y \rangle, Q) \) by Proposition A.3 where \( \chi_i \) is the \( Q \)-linear dual of \( y_i \). We recall that the algebra structure on \( S \) is induced by the coalgebra structure on \( Q \langle Y \rangle \). That is, the product \( \chi_i \chi_j \) is identified with the composition

\[ Q \langle Y \rangle \xrightarrow{\Delta} Q \langle Y \rangle \otimes Q \langle Y \rangle \xrightarrow{\chi_i \otimes \chi_j} Q \otimes_Q Q \xrightarrow{\mu} Q \]

where the isomorphism is the multiplication map and \( \Delta \) is defined as \( \Phi \) in (1), namely

\[ \Delta(y^{(H)}) = \sum_{H' + H'' = H} \left( \prod_{i<j} \kappa(y_i, y_j)^{h'_i h''_j} \right) y^{(H')} \otimes y^{(H'')}, \]

where \( H' = (h'_1, \ldots, h'_c) \) and \( H'' = (h''_1, \ldots, h''_c) \).

**Construction 5.2.** Let \( X \) be a color DG \( E^e \)-module. Define \( E^X \) to be the DG \( S \)-module with underlying graded \( Q \)-module \( S \otimes_Q X \) and differential

\[ \partial E^X = 1 \otimes \partial^X + \sum_{i=1}^c \chi_i \otimes (\lambda_i - \lambda'_i) \]

where \( \lambda_i \) and \( \lambda'_i \) are left multiplication by \( 1 \otimes e_i \) and \( e_i \otimes 1 \), respectively. Explicitly, as a graded \( S \)-module \( E^X \) is

\[ E^X_0 \cong \bigoplus_{j \in \mathbb{Z}} \Sigma^{2j}(S \otimes_Q X_j) \]

and on elements its differential is prescribed by

\[ \partial E^X(s \otimes x) = s \otimes \partial^X(x) + \sum_{i=1}^c \kappa(1 \otimes e_i - e_i \otimes 1, s) \chi_i s \otimes (1 \otimes e_i - e_i \otimes 1)x \]

\[ = s \otimes \partial^X(x) + \sum_{i=1}^c \kappa(f_i, s) \chi_i s \otimes (1 \otimes e_i - e_i \otimes 1)x. \]

**Proposition 5.3.** \( E^X \) is a color DG \( S \)-module.
Proof. Note that $\partial := \partial^{E^*}$ is (color) $S$-linear. Indeed, continuing from the computation in Construction 5.2

$$\partial(s \otimes x) = s \otimes \partial^X(x) + \sum_{i=1}^c \kappa(f_i, s) \chi_i s \otimes (1 \otimes e_i - e_i \otimes 1)x$$

$$= s \otimes \partial^X(x) + \sum_{i=1}^c \kappa(f_i, s) \kappa(\chi_i, s) s \chi_i \otimes (1 \otimes e_i - e_i \otimes 1)x$$

$$= s \otimes \partial^X(x) + \sum_{i=1}^c s \chi_i \otimes (1 \otimes e_i - e_i \otimes 1)x$$

$$= s \partial(1 \otimes x)$$

where the third equality holds because $\kappa(\chi_i, -) := \kappa(f_i, -)^{-1}$.

It remains to show $\partial^2 = 0$, but since $\partial$ is (color) $S$-linear it suffices to check $\partial^2(1 \otimes x) = 0$ for each $x$ in $X$. Consider

$$\partial^2(1 \otimes x) = \partial \left( 1 \otimes \partial^X(x) + \sum_{i=1}^c \chi_i \otimes (1 \otimes e_i - e_i \otimes 1) \cdot x \right)$$

$$= 1 \otimes \partial^X \partial^X(x) + \sum_{i=1}^c \chi_i \otimes (1 \otimes e_i - e_i \otimes 1) \cdot \partial^X(x)$$

$$+ \sum_{i=1}^c \chi_i \otimes \partial^X((1 \otimes e_i - e_i \otimes 1) \cdot x)$$

$$+ \sum_{i=1}^c \sum_{j=1}^c \kappa(f_i, \chi_j) \chi_i \chi_j \otimes (1 \otimes e_i - e_i \otimes 1)(1 \otimes e_j - e_j \otimes 1)x.$$ 

The first summand in the last expression above is evidently zero. Also, as $X$ is a DG $E^*$-module

$$\partial^X((1 \otimes e_i - e_i \otimes 1)x) = \partial^{E^*}(1 \otimes e_i - e_i \otimes 1)x - (1 \otimes e_i - e_i \otimes 1)\partial^X(x)$$

$$= -(1 \otimes e_i - e_i \otimes 1)\partial^X(x),$$

and so

$$\partial^2(1 \otimes x) = \sum_{i=1}^c \sum_{j=1}^c \kappa(f_i, \chi_j) \chi_i \chi_j \otimes (1 \otimes e_i - e_i \otimes 1)(1 \otimes e_j - e_j \otimes 1)x.$$

For $i = j$,

$$\kappa(f_i, \chi_j) \chi_i \chi_j \otimes (1 \otimes e_i - e_i \otimes 1)(1 \otimes e_j - e_j \otimes 1)x = 0.$$

For $i \neq j$, we show that the two terms on the right-hand side of (2) involving $i$ and $j$ cancel. Indeed, set $f := f_i$, $f' := f_j$, $e := 1 \otimes e_i - e_i \otimes 1$, $e' := 1 \otimes e_j - e_j \otimes 1$, $\chi := \chi_i$ and $\chi' := \chi_j$ for ease of notation. Since

$$\kappa(f, \chi') \chi' = \kappa(f, f')^{-1} \chi' = \kappa(f, f')^{-1} \kappa(f, f') \chi = \chi \chi$$
the first equality below follows
\[ \kappa(f, \chi')\chi' \otimes e e' + \kappa(f', \chi)\chi' \otimes e e' = \chi' \otimes (ee' + \kappa(f', f)^{-1}e' e) \\
= \chi' \otimes (ee' - \kappa(f', f)^{-1}\kappa(f', f)e') \\
= 0. \]

Combining these calculations with (2) it follows that \( \partial^2 = 0 \), finishing the proof that \( E_X \) is a color DG \( S \)-module. \( \square \)

**Theorem 5.4.** For any bounded above DG \( E^\bullet \)-module \( X \), the map

\[
\eta_X : E_X \xrightarrow{\chi, \otimes} \text{Hom}_{E^\bullet}(E^\bullet(Y), X)
\]

\[
\chi_i \otimes x \mapsto (y(H) \mapsto \kappa(x, y(H))\chi_i(y(H))x)
\]

is an isomorphism color DG \( Q \)-modules. Moreover, \( \eta_X \) satisfies (3)

\[
\eta_X(\chi_i \otimes x \cdot \chi_j) = \eta_X(\chi_i \otimes x) \cdot \eta_E(\chi_j \otimes 1),
\]

where \( x \in X \) (cf. 4.3). That is, the isomorphism \( \eta_X \) is equivariant with respect to the DG algebra map

\[
S \to S \otimes_Q E \xrightarrow{\eta_E} \text{Hom}_{E^\bullet}(E^\bullet(Y), E).
\]

**Proof.** Consider the following isomorphisms of graded \( S \)-modules

\[
(4) \quad \text{Hom}_{E^\bullet}(E^\bullet(Y), X)^2 \cong \text{Hom}_Q(Q(Y), X)^2
\]

\[
(5) \quad \cong \text{Hom}_Q(Q(Y), Q) \otimes_Q X^2
\]

\[
(6) \quad \cong S \otimes_Q X^2
\]

where (4) is adjunction, (5) follows as \( Q(Y) \) consists of degreewise finite rank free \( Q \)-modules and \( X \) is bounded above, and (6) is discussed in the appendix (cf. Proposition A.3).

Now we check that the isomorphisms above send \( \partial_{\text{Hom}_{E^\bullet}(E^\bullet(Y), X)} \) to \( \partial E_X \). Indeed,

\[
\partial_{\text{Hom}_{E^\bullet}(E^\bullet(Y), X)} = \text{Hom}(E^\bullet(Y), \partial X) - \text{Hom}(\partial E^\bullet \otimes 1 + \sum_{i=1}^c (\lambda_i' - \lambda_i) \otimes \chi_i, X)
\]

and so (4) maps this differential to

\[
\text{Hom}(Q(Y), \partial X) - \sum_{i=1}^c \kappa(f_i, \lambda_i' - \lambda_i)^{-1} \text{Hom}(\chi_i, \lambda_i' - \lambda_i)
\]

which, using that \( \kappa(-, \lambda_i' - \lambda_i) = \kappa(-, f_i) \), is simply

\[
\text{Hom}(Q(Y), \partial X) - \sum_{i=1}^c \text{Hom}(\chi_i, \lambda_i' - \lambda_i) = \text{Hom}(Q(Y), \partial X) + \sum_{i=1}^c \text{Hom}(\chi_i, \lambda_i - \lambda_i').
\]

Next, (5) maps the differential to

\[
\text{Hom}_Q(Q(Y), Q) \otimes \partial X + \sum_{i=1}^c \text{Hom}(\chi_i, Q) \otimes (\lambda_i - \lambda_i')
\]

and so (6) gives us exactly \( \partial E_X \), as claimed. Finally, the composition of the isomorphisms (4), (5), and (6) is exactly \( \eta_X \).
Now we prove (3) holds by showing both sides agree after evaluating at \( y^{(H)} \) and using the \( E^c \)-linearity. Let \( x \in X \) and \( H \in \mathbb{N}^c \). First, observe that

\[
\eta_X (\chi_i \otimes x \cdot \chi_j)(y^{(H)}) = \kappa(x, \chi_j y^{(H)} \chi_i x_j)(y^{(H)}) x
\]

where the product \( \chi_i \chi_j \) is interpreted as in 5.1.

Assuming that \( i < j \) (the other cases are similar), by the definition of \( \chi_i \chi_j \) it follows that the previous display is zero unless \( H \) has a 1 in position \( i \) and \( j \), and zero everywhere else. Hence, the display above is equal to

\[
\kappa(x, y_i) x.
\]

Similarly, using (1), we see that if \( H \) has 1 in position \( i \) and \( j \) and zero everywhere else, then

\[
(\eta_X (\chi_i \otimes x) \cup \eta_E (\chi_j \otimes 1))(y^{(H)}) = \kappa(x, y_i) x,
\]

otherwise \( (\eta_X (\chi_i \otimes x) \cup \eta_E (\chi_j \otimes 1))(y^{(H)}) = 0. \)

\( \square \)

Remark 5.5. Let \( X \) be a bounded above color DG \( E^c \)-module. Combining 4.6 and Theorem 5.4, in homology \( \eta_X \) induces an equivariant isomorphism

\[
H(\mathcal{E}_X) \xrightarrow{\text{H}(\eta_X)} \text{Ext}_{E^c}(E, X)
\]

that respects the canonical projection \( \pi : S \to S \otimes Q R \cong \text{HH}(R \mid Q) \); the left-hand side is regarded with the obvious \( S \)-action from Construction 5.2 while the right-hand side has the composition action; see the beginning of Section 4.

Viewing \( \text{Ext}_{E^c}(E, X) \) as an \( S \)-module via restriction of scalars along \( \pi \), the previous observation states that \( H(\eta_X) \) is an isomorphism of graded \( S \)-modules. Because of this we identify these \( S \)-actions on \( \text{Ext}_{E^c}(E, X) \).

5.6. Let \( F \) and \( G \) be color DG \( E \)-modules. Then \( \text{Hom}_Q(F, G) \) naturally inherits the structure of a DG \( E^c \)-module. Namely, given \( \alpha \in \text{Hom}_Q(F, G) \) (homogeneous with respect to all gradings) define

\[
1 \otimes e_i \cdot \alpha := (-1)^{|\alpha|} \kappa(e_i, \alpha) \alpha(e_i \cdot -) \quad \text{and} \quad e_i \otimes 1 \cdot \alpha := e_i \cdot \alpha(-).
\]

Hence, \( \mathcal{E}_{\text{Hom}_Q(F, G)} \) can be regarded as a DG \( S \)-module via Construction 5.2. We will write \( \mathcal{E}_{F, G} \) in lieu of \( \mathcal{E}_{\text{Hom}_Q(F, G)} \). Moreover, when \( F^\natural \) and \( G^\natural \) are free as graded \( Q \)-modules, it follows that \( \mathcal{E}_{F, G}^\natural \) is a free graded \( S \)-module.

6. COHOMOLOGY OPERATORS ON EXT MODULES

**Definition 6.1.** Let \( M \) be a color DG \( E \)-module. A surjective quasi-isomorphism of color DG \( E \)-modules \( F \xrightarrow{\sim} M \) is called a Koszul resolution of \( M \) provided that \( F \) is semifree over \( Q \) via restriction of scalars along the structure map \( Q \to E \). When \( F \) is a finite DG \( E \)-module we say the Koszul resolution is finite. In this case, \( F \) is strongly perfect over \( Q \).

**Proposition 6.2.** For each finite color DG \( E \)-module \( M \), there exists a finite Koszul resolution \( P \xrightarrow{\sim} M \).

**Proof.** By 1.8, there exists a semifree resolution \( \epsilon : F \xrightarrow{\sim} M \) of \( M \) over \( E \) where

\[
F^\natural \cong \bigoplus_{j=i}^\infty \Sigma^j (E^j)^\natural
\]
for some fixed \( i \in \mathbb{Z} \) and nonnegative integers \( \beta_j \). In particular, when \( F \) is regarded as a complex of \( Q \)-modules via the structure map \( Q \to E \), \( F \) is a bounded below complex of finite rank free \( Q \)-modules. As \( Q \) has finite global dimension and \( M \) is finite, \( \text{coker} \, \partial^F_{n+1} \) is free over \( Q \) for each \( n \gg 0 \).

Now consider \( F' \) defined as
\[
\cdots \to F_{n+2} \to F_{n+1} \to \text{im} \, \partial^F_{n+1} \to 0;
\]
it is straightforward to see, simply by degree considerations, \( F' \) is a DG \( E \)-submodule of \( F \). Furthermore, by possibly increasing \( n \) one can assume that \( F' \) is acyclic and concentrated in degrees strictly larger than \( \max \{ i : M_i \neq 0 \} \).

Next, we take \( P \) to be the quotient DG \( E \)-module \( F/F' \)
\[
0 \to \text{coker} \, \partial^F_{n+1} \to F_{n-1} \xrightarrow{\partial^F_{n-1}} \cdots \xrightarrow{\partial^F_1} F_0 \to 0.
\]
As \( P \) is the quotient of \( F \) by an acyclic DG \( E \)-submodule \( F' \) such that \( \epsilon|_{F'} = 0 \), there is a canonically induced quasi-isomorphism \( P \xrightarrow{\sim} M \) of DG \( E \)-modules. Finally, we remark that by construction \( P \) is strongly perfect over \( Q \).

6.3. Let \( M \) and \( N \) be finite color DG \( R \)-modules and fix \( F \) a Koszul resolution of \( M \). The quasi-isomorphism \( E \xrightarrow{\sim} R \) induces the first isomorphism of graded color \( R \)-modules below (see [20, Proposition 6.7] for a proof in the case that \( E \) has trivial color), while the second isomorphism follows from Proposition B.3.

\[
\text{Ext}_R(M, N) \xrightarrow{\sim} \text{Ext}_E(M, N) \xrightarrow{\sim} \text{Ext}_E(E, \text{Hom}_Q(F, N)).
\]
The isomorphism in (7) provides \( \text{Ext}_R(M, N) \) the structure of a \( \text{HH}(R|Q) \)-module (and hence, via restriction of scalars, an \( S \)-module structure).

**Theorem 6.4.** Let \( M \) and \( N \) be finite color DG \( R \)-modules. There exist the following isomorphisms of graded \( S \)-modules
\[
\text{Ext}_R(M, N) \cong H(\mathcal{E}_{F,N}) \cong H(\mathcal{E}_{F,G})
\]
where \( F \xrightarrow{\sim} M \) and \( G \xrightarrow{\sim} N \) are any bounded below Koszul resolutions. Moreover, \( \text{Ext}_R(M, N) \) is a finitely generated graded \( S \)-module.

**Proof.** The isomorphisms follow from Theorem 5.4 and the discussion in 6.3.

For the moreover statement, let \( F \) be a finite Koszul resolution of \( M \), which exists by Proposition 6.2. Since \( F \) is strongly perfect over \( Q \),
\[
\mathcal{E}_{F,N}^i = S \otimes_Q \text{Hom}_Q(F, N)^i
\]
is a noetherian graded \( S \)-module. Any subquotient of a noetherian module is again noetherian and so the already established isomorphism of graded \( S \)-modules, above, implies that \( \text{Ext}_R(M, N) \) is a noetherian over \( S \). \( \square \)

**Proposition 6.5.** The following hold for color DG \( R \)-modules \( L, M, N \):

1. The natural isomorphisms of graded color \( Q \)-modules
\[
\text{Ext}_R(L, M \oplus N) \cong \text{Ext}_R(L, M) \oplus \text{Ext}_R(L, N)
\]
\[
\text{Ext}_R(L \oplus M, N) \cong \text{Ext}_R(L, N) \oplus \text{Ext}_R(M, N)
\]
\[
\text{Ext}_R(M, \Sigma^n N) \cong \Sigma^n \text{Ext}_R(M, N) \cong \text{Ext}_R(\Sigma^{-n} M, N)
\]
are isomorphisms of graded \( S \)-modules;
For any exact sequence of color DG $R$-modules $0 \to M^1 \to M^2 \to M^3 \to 0$, the exact sequences of graded $Q$-modules
\[
\begin{align*}
\Ext_R(M^3, N) & \to \Ext_R(M^2, N) \to \Ext_R(M^1, N) \to \Sigma \Ext_R(M^3, N) \\
\Ext_R(L, M^1) & \to \Ext_R(L, M^2) \to \Ext_R(L, M^3) \to \Sigma \Ext_R(L, M^1)
\end{align*}
\]
are exact sequences of graded $S$-modules.

**Proof.** All of these follow directly from Remark 5.5; we will prove the first isomorphism in (1) while the rest are left to the reader. Fix a Koszul resolution $F \iso L$, the claim follows from the commutativity of the following diagram where all arrows are isomorphisms of graded color $Q$-modules
\[
\begin{array}{ccc}
\Ext_R(L, M \oplus N) & \to & \Ext_R(L, M) \oplus \Ext_R(L, N) \\
\downarrow & & \downarrow \\
\Ext_E(L, M \oplus N) & \to & \Ext_E(L, M) \oplus \Ext_E(L, N) \\
\downarrow & & \downarrow \\
\Ext_E(E, \Hom_Q(F, M \oplus N)) & \to & \Ext_E(E, \Hom_Q(F, M)) \oplus \Ext_E(E, \Hom_Q(F, N)).
\end{array}
\]
Both vertical maps at the top of the diagram are induced by the quasi-isomorphism $E \to R$, see 6.3. The second set of vertical maps are those from Proposition B.3(1). The bottom horizontal map is clearly $\HH(R \mid Q)$-linear, and so the desired result follows from Remark 5.5. \hfill \Box

### 7. Support varieties

Let $A$ be a commutative noetherian graded $k$-algebra that is concentrated in even nonnegative cohomological degrees. We let $\mathcal{D}(A)$ denote the bounded derived category of finite DG $A$-modules which is obtained in the standard way of formally inverting quasi-isomorphisms between DG $A$-modules. Explicitly, the objects of $\mathcal{D}(A)$ are DG $A$-modules whose homology is a finitely generated graded $A$-module.

#### 7.1. Let $\text{Proj} A$ denote the topological space consisting of homogeneous prime ideals not containing $A^{>0}$ equipped with the Zariski topology. The closed subsets of $\text{Proj} A$ are of the form
\[
V(g_1, \ldots, g_t) = \{ p \in \text{Proj} A : g_i \in p \text{ for all } i \}
\]
for some homogeneous elements $g_1, \ldots, g_t \in A$. For a graded $A$-module $Y$ and $p \in \text{Proj} A$, we let $Y_p$ denote the homogeneous localization of $Y$ at $p$. Also, for $p \in \text{Proj} A$ define $k(p)$ to be $A_p/pA_p$.

#### 7.2. For a DG $A$-module $X$, its (small) support is
\[
\text{supp}_A X = \{ p \in \text{Proj} A : X \otimes_A^L k(p) \neq 0 \}.
\]
By [18, Theorem 2.4], if $X \in \mathcal{D}(A)$ then
\[
\text{supp}_A X = \{ p \in \text{Proj} A : \text{H}(X)_p \neq 0 \}.
\]
Furthermore, as $H(X)$ is a finitely generated graded $A$-module, the support of $X$ over $A$ is exactly $\mathcal{V}(g_1, \ldots, g_t)$ where $g_1, \ldots, g_t$ is some list of homogeneous generators for $\text{ann}_A H(X)$. Thus, $\text{supp}_A X$ is a closed subset of $\text{Proj} A$ whenever $X \in D^f(A)$.

7.3. We recall the following well known property of cohomological support (see, for example, [30, 2.1.5]). For DG $A$-modules $X$ and $X'$,

$$\text{supp}_A (X \otimes_A X') = \text{supp}_A X \cap \text{supp}_A X'.$$

In particular, when $X$ is semiprojective over $A$, $X \otimes_A X' \simeq X \otimes_A^L X'$ and so

$$\text{supp}_A X \cap \text{supp}_A X' = \text{supp}_A (X \otimes_A X').$$

7.4. For the rest of the section we add to our fixed notation from Section 2 the assumption that the group of colors of $Q$ is finite. We point out that this hypothesis is equivalent to saying that the skew commuting parameters of $Q$ are roots of unity. In particular, there exists $t > 0$ such that the graded subalgebra

$$A := Q'[\chi_1^t, \ldots, \chi_r^t]$$

of $S$ is commutative where $Q'$ is the subalgebra on the generators for $Q$ raised to the $t$th power. Moreover, it is clear that $A \subseteq S$ is a module finite extension and $A$ has finite global dimension.

With 7.4 in place, we have a way to study graded Ext-modules over $R$ as modules over a commutative polynomial ring in variables of cohomological degree $2t$ with coefficients in $Q'$. This allows us to introduce a theory of support varieties analogous to the ones over commutative complete intersections as well as more general (commutative) settings (cf. [1, 4, 5, 16, 25, 30]).

**Definition 7.5.** If $M$ and $N$ are color DG $R$-modules, we define the support variety of $(M, N)$ to be

$$V_R(M, N) = \text{supp}_A (\text{Ext}_R(M, N)).$$

7.6. Assume that $M$ and $N$ are finite color DG $R$-modules. In this case, $\text{Ext}_R(M, N)$ is a finitely generated graded $A$-module. Indeed, by Theorem 6.4, $\text{Ext}_R(M, N)$ is a finitely generated graded color $S$-module. Since $A \to S$ is module finite, the claim holds. That is, $\mathcal{E}_{F,N}$ is an object of $D^f(A)$ where $F \xrightarrow{\sim} M$ is a finite Koszul resolution of $M$. Hence,

$$V_R(M, N) = \{ p \in \text{Proj} A : \text{Ext}_R(M, N)_p \neq 0 \} = \{ p \in \text{Proj} A : \mathcal{E}_{F,N} \otimes_A^L k(p) \neq 0 \} = \{ p \in \text{Proj} A : \mathcal{E}_{F,G} \otimes_A^L k(p) \neq 0 \}$$

where $G \xrightarrow{\sim} N$ is a finite Koszul resolution of $N$; the first and second equalities hold by 7.2, and the third equality is justified by Theorem 6.4.

From 7.2 and 7.6, the support variety of a pair of finite color DG $R$-modules is in fact a closed subset of $\text{Proj} A$. This is recorded in the first proposition below.

**Proposition 7.7.** If $M$ and $N$ are finite color DG $R$-modules, then $V_R(M, N)$ is a closed subset of $\text{Proj} A$.

**Proposition 7.8.** The following hold for DG $R$-modules $L, M, N$:

1. $V_R(L \oplus M, N) = V_R(L, N) \cup V_R(M, N)$. 


(2) $V_R(L, M \oplus N) = V_R(L, M) \cup V_R(L, N)$.
(3) For any $n \in \mathbb{Z}$, $V_R(M, \Sigma^n N) = V_R(M, N) = V_R(\Sigma^n M, N)$.
(4) For $0 \to M^1 \to M^2 \to M^3 \to 0$ an exact sequence of color DG $R$-modules

$$V_R(M^h, N) \subseteq V_R(M^i, N) \cup V_R(M^j, N)$$

$$V_R(N, M^h) \subseteq V_R(N, M^i) \cup V_R(N, M^j)$$

whenever $\{h, i, j\} = \{1, 2, 3\}$.
(5) If $\text{Ext}_R^n(M, N) = 0$ for all $n \gg 0$, then $V_R(M, N) = \emptyset$; the converse holds when both $M$ and $N$ are finite DG $R$-modules.

**Proof.** The first four statements are clear from 6.5 and standard facts for homogeneous supports of graded modules over commutative noetherian graded rings (as $A$ is); for these facts see, for example, [5, 2.2]. For (5), the forward implication is elementary. For the converse, the assumption on $M$ and $N$ imply that $\text{Ext}_R(M, N)$ is a finitely generated graded $A$-module, see 7.6, and so we can apply [5, 2.2(5)] directly. □

**Example 7.9.** We show that $V_R(k, k) = \text{Proj}(A \otimes_{Q^\ast} k)$. We first notice that by [22, Theorem 10.7] it follows that $\text{Ext}_R(k, k)$ is isomorphic as a $S$-module, and hence as a $A$-module, to $S \otimes_Q \Lambda^q(ke_1 \oplus \cdots \oplus ke_n)$, see [22, Definition 10.3] for the definition of skew exterior algebra. This tensor product is isomorphic to a direct sum of copies of $A \otimes_{Q^\ast} k$, therefore $V_R(k, k) = \text{Proj}(A \otimes_{Q^\ast} k)$.

**Example 7.10.** Let $Q = \mathbb{C}_2[x, y], R = \frac{Q}{(x^2, y^2)}$ and let $M = \frac{R}{(x)}$, in this example we are going to calculate $V_R(M, \mathbb{C})$. A $Q$-resolution of $M$ is given by the skew Koszul complex of the sequence $x, y^2$

$$F : 0 \to Q \xrightarrow{(y^2 \ x)} Q^2 \xrightarrow{\begin{pmatrix} x \\ y^2 \end{pmatrix}} Q \to 0.$$ 

Let $E$ be the skew Koszul complex over the ring $Q$ of the sequence $x^2, y^2$, and let $e_1, e_2$ be the basis elements that differentiate to $x^2, y^2$ respectively. The complex $F$ admits a structure of color DG $E$-module by defining the action in the following way:

$$e_1 : F_0 \xrightarrow{(x \ 0)} F_1, \quad e_1 : F_1 \xrightarrow{(0 \ x)} F_2, \quad e_2 : F_0 \xrightarrow{(0 \ 1)} F_1, \quad e_2 : F_1 \xrightarrow{(1 \ 0)} F_2.$$ 

We calculate $\text{Ext}_R(M, \mathbb{C})$ by calculating the homology of the complex $E_{F, \mathbb{C}}$. As $F$ is minimal, the differential given in 5.2 reduces to left multiplication by $\chi_2 \otimes \lambda_2$, using the actions given in 5.6.

For the rest of the computation let $(-)^* := \text{Hom}_Q(-, \mathbb{C})$. It is directly observed the DG $S$-module $E_{F, \mathbb{C}}$ can be regarded as the skew Koszul complex over $S \otimes_Q \mathbb{C}$ of the sequence $(\chi_2, 0)$:

$$0 \to \Sigma^{-4} S \otimes_Q F_2 \xrightarrow{\begin{pmatrix} \chi_2 \\ 0 \end{pmatrix}} \Sigma^{-3} S \otimes_Q F_1 \xrightarrow{(0 \ \chi_2)} \Sigma^{-2} S \otimes_Q F_0 \to 0.$$
Therefore, $\text{Ext}_R(M, \mathbb{C})$ is free over $\frac{C[\chi_1, \chi_2]}{(\chi_2^2)}$. Furthermore, $A = \mathbb{C}[\chi_1^2, \chi_2]$ and hence,

$$V_R(M, \mathbb{C}) = \text{supp}_A \left( \frac{C[\chi_1, \chi_2]}{(\chi_2^2)} \right) = V_R(\chi_2^2).$$

**Example 7.11.** A finite color DG $R$-module $M$ is perfect over $R$ if and only if $V(M, k) = \emptyset$ (cf. Proposition 7.8(5)). In fact, for a perfect color DG $R$-module $M$, $V_R(M, N) = \emptyset$ for all finite color DG $R$-modules $N$. In particular, it follows from this remark and Proposition 7.8(4) that if $M$ is a finitely generated color $R$-module then

$$V_R(M, N) = V_R(\Omega^i_R(M), N)$$

for any finite color DG $R$-module $N$ and any $i \geq 0$ where $\Omega^i_R(M)$ denotes the $i$th syzygy module of $M$ over $R$.

The following proof is adapted from [30, Theorem 4.3.1] by working over the smaller *commutative* ring $A$, rather than $S$. We sketch the argument for the convenience of the reader.

**Theorem 7.12.** For finite color DG $R$-modules $M, M', N, N'$,

$$V_R(M, N) \cap V_R(M', N') = V_R(M, N') \cap V_R(M', N).$$

**Proof.** By 7.6, we can replace $M, M', N, N'$ with their finite Koszul resolutions and so in the sequel we assume these are all strongly perfect over $Q$. In particular, $E_{X,Y}$ is a finite rank free graded $S$-module for $X = M, M'$ and $Y = N, N'$. As $A \to S$ is a finite free extension of graded $A$-modules, $E_{X,Y}^A$ is a finite rank free graded $A$-module for $X = M, M'$ and $Y = N, N'$. By applying [30, Proposition 1.2.8], $E_{X,Y}$ is a semiprojective DG $A$-module; here the fact that $A$ has finite global dimension is essential (cf. 7.4). Thus,

$$(8) \quad E_{X,Y} \otimes_A E_{X',Y'} = E_{X,Y} \otimes_A E_{X',Y'}$$

whenever $\{X, X'\} = \{M, M'\}$ and $\{Y, Y'\} = \{N, N'\}$. Also, we have the following isomorphisms of graded $A$-modules

$$E_{X,Y} \otimes_A E_{X',Y'} = (S \otimes_Q \text{Hom}_Q(X, Y)) \otimes_A (S \otimes_Q \text{Hom}_Q(X', Y'))$$

$$\cong (S \otimes_A S) \otimes_Q \text{Hom}_Q(X, Y) \otimes_Q \text{Hom}_Q(X', Y')$$

$$\cong (S \otimes_A S) \otimes_Q \text{Hom}_Q(X, Y') \otimes_Q \text{Hom}_Q(X', Y)$$

$$\cong (S \otimes_Q \text{Hom}_Q(X, Y')) \otimes_A (S \otimes_Q \text{Hom}_Q(X', Y))$$

$$\cong E_{X,Y'} \otimes_A E_{X',Y}$$

where the third isomorphism is induced from the natural evaluation map

$$\text{Hom}_Q(P, Q) \otimes_Q V \xrightarrow{\sim} \text{Hom}_Q(P, V)$$

being an isomorphism for a strongly perfect $Q$-complex $P$ and for any complex $V$. Tracing the differentials through the isomorphisms above verifies that this in fact establishes an isomorphism of DG $A$-modules

$$E_{X,Y} \otimes_A E_{X',Y'} \cong E_{X,Y'} \otimes_A E_{X',Y}.$$
Thus, by 7.3
\[ \text{supp}_A \mathcal{E}_{M,N} \cap \text{supp}_A \mathcal{E}_{M',N'} = \text{supp}_A \mathcal{E}_{M,N'} \cap \text{supp}_A \mathcal{E}_{M',N} \]
and so 7.6 yields the desired result. \( \square \)

We obtain the following corollary from the symmetry of supports satisfied in Theorem 7.12. Namely, Corollary 7.13 is a consequence of Theorem 7.12; since the argument is the same as in [30, 4.3.1] we omit its proof here.

**Corollary 7.13.** For any pair of finite color DG \( R \)-modules \( M, N \), \( V_R(M, N) = V_R(N, M) \). Moreover, the following closed subsets of \( \text{Proj} A \) coincide:

1. \( \text{supp}_{A \otimes Q^k} (\text{Ext}_R(M, N) \otimes Q^k k) \);
2. \( \text{supp}_{A \otimes Q^k} (\text{Ext}_R(N, M) \otimes Q^k k) \);
3. \( V_R(M, N) \cap V_R(k, k) \);
4. \( V_R(M, k) \cap V_R(k, N) \);
5. \( V_R(M, k) \cap V_R(N, k) \);
6. \( V_R(k, M) \cap V_R(k, N) \).

In particular, \( V_R(M, M) \cap V_R(k, k) = V_R(M, k) = V_R(k, M) \).

8. Vanishing of \( \text{Ext} \) modules

We continue with the usual hypothesis that \( R \) is a skew complete intersection as in Section 2 and the hypothesis used in the last section that the group of colors of \( Q \) is finite. We apply the facts from the previous section to obtain the following results over such skew complete intersections.

**Proposition 8.1.** Let \( R \) be a skew complete intersection with a finite group of colors. For a finite color DG \( R \)-module \( M \), the following are equivalent:

1. \( M \) is perfect over \( R \);
2. \( \text{Ext}_R^{\geq 0}(M, M) = 0 \).

In particular, if \( M \) is a finitely generated color \( R \)-module, then \( M \) has finite projective dimension over \( R \) if and only if \( \text{Ext}_R^{\geq 0}(M, M) = 0 \).

**Proof.** The implication “(1) implies (2)” is trivial, so we assume \( \text{Ext}_R^{\geq 0}(M, M) = 0 \). By Proposition 7.8(5), it follows that \( V_R(M, M) = \emptyset \). It follows from Corollary 7.13 that
\[ \emptyset = V_R(M, M) = V_R(M, M) \cap V_R(k, k) = V_R(M, k). \]
Now the desired result is obtained from Example 7.11. \( \square \)

**Proposition 8.2.** Let \( R \) be a skew hypersurface with finite group of colors. If \( M \) and \( N \) are finite color DG \( R \)-modules such that \( \text{Ext}_R^{\geq 0}(M, N) = 0 \), then \( M \) or \( N \) is a perfect DG \( R \)-module. In particular, if \( M \) and \( N \) are finitely generated color \( R \)-modules such that \( \text{Ext}_R^{\geq 0}(M, N) = 0 \), then \( \text{pd}_R M < \infty \) or \( \text{pd}_R N < \infty \).

**Proof.** By Corollary 7.13 it follows that
\[ \emptyset = V_R(M, N) = V_R(M, N) \cap V_R(k, k) = V_R(M, k) \cap V_R(N, k). \]
The assumption that \( R \) is a hypersurface implies \( \text{Proj} k[\chi] = \{0\} \) and so \( V_R(M, k) \) and \( V_R(N, k) \) are naturally identified with subsets of \( \{0\} \). Therefore, from (9) it follows that one of \( V_R(M, k) \) or \( V_R(N, k) \) must be empty. Hence, \( M \) or \( N \) is perfect over \( R \) (cf. Example 7.11). \( \square \)
Theorem 8.3 (Generalized Auslander-Reiten Conjecture). Let $R$ be a skew complete intersection with finite group of colors and let $M$ be a finitely generated color $R$-module. If $\text{Ext}_R^i(M, M \oplus R) = 0$ for all $i > r$, then $\text{pd}_R M \leq r$.

Proof. It follows from Proposition 8.1 that $M$ has finite projective dimension. The theorem now follows from the following

$\text{(10)} \quad \text{pd}_R M = \sup \{ i \mid \text{Ext}_R^i(M, R) \neq 0 \},$

as the right hand side is clearly at most $r$ by assumption. Hence, we prove that (10) holds.

First, by the graded version of Nakayama’s Lemma

$\text{pd}_R M = \sup \{ i \mid \text{Ext}_R^i(M, k) \neq 0 \}.$

Since $M$ has finite projective dimension (10) holds by the fact above and by using the exact sequence $0 \to R_+ \to R \to k \to 0$, where $R_+$ is the ideal generated by the elements of $R$ of positive internal degree. \hfill \Box

Remark 8.4. It is proved in [33] that the ring $k[q [x_1, x_2]/(x_1^2, x_2^2)$ does not satisfy the Generalized Auslander-Reiten Conjecture whenever $q_{1,2}$ is not a root of unity. We point out that the module considered in [33] is $(x_1 + x_2)$, which is not a color module. It is unknown whether a skew complete intersection with infinite group of colors satisfies the Generalized Auslander-Reiten Conjecture on color modules.

9. Symmetry in complexity

We continue with the usual assumption that $R = Q/(f_1, \ldots, f_c)$ is a skew complete intersection.

9.1. Let $\{b_i\}$ be a sequence of nonnegative integers. Recall that the complexity of $\{b_i\}$, denoted by $\text{cx}\{b_i\}$, is the least integer $d$ such that there exists $a > 0$ satisfying $b_i \leq ai^{d-1}$ for all $i \gg 0$.

Let $M$ and $N$ be finite color DG $R$-modules. The complexity of the pair $(M, N)$ is defined as

$\text{cx}_R(M, N) = \text{cx}\{\dim_k(\text{Ext}_R^i(M, N) \otimes_R k)\}.$

In [22, Corollary 10.10] the first two authors show $\text{cx}_R(k, k) = c$. In fact, a stronger statement about the Poincaré series of $k$ is determined. To elaborate on this we introduce the following notation.

9.2. Let $M$ and $N$ be finite color $R$-modules. The Poincaré series of $(M, N)$ is

$P_{M,N}^R(t) := \sum_{i \geq 0} \dim_k(\text{Ext}_R^i(M, N) \otimes_R k)t^i.$

Also, we define the Poincaré series of $M$ to be $P_{M}^R(t) := P_{M,k}^R(t)$. Finally, for a (cohomologically) graded $k$-module $M$ we let its Hilbert series be

$H_M(t) = \sum_{i \in \mathbb{Z}} \dim_k M^i t^i.$

The stronger statement from [22, Corollary 10.8], mentioned above, says

$P_{k}^R(t) = \frac{(1 + t)^n}{(1 - t^2)^c}$
and so there exists a polynomial $p$ of degree $c - 1$ such that
\[ p(i) = \dim_k \text{Ext}^i_R(k, k) \]
for all $i \gg 0$. The following theorem generalizes the facts above to arbitrary pairs of modules over a skew complete intersection. We emphasize that Theorem 9.3, and its corollaries, do not require the assumption from the previous section that the parameters $q_{i,j}$ should be roots of unity.

**Theorem 9.3.** Let $R$ be a skew complete intersection of codimension $c$ and $M$ and $N$ be finite color $R$-modules. If $\text{Ext}^*_R(M, N) \otimes_R k \neq 0$, then the formal power series
\[(1 - t^2)^{\text{cx}_R(M, N)} \text{P}^{R}_{M,N}(t)\]
is a polynomial with integer coefficients that has no root at $t = 1$. In particular, $\text{cx}_R(M, N) \leq c$.

**Proof.** By Theorem 6.4, $\text{Ext}^*_R(M, N)$ is a finitely generated color module over $S = Q[\chi_1, \ldots, \chi_c | \mathcal{G}(\chi_i) = \mathcal{G}(f_i)^{-1}, |\chi_i| = 2]$, a color commutative polynomial ring. Hence, $M := \text{Ext}^*_R(M, N) \otimes_Q k$ is a finitely generated color module over $\mathcal{S} := \mathcal{S} \otimes_Q k$. As each $\chi_i$ has cohomological degree 2, $M$ decomposes as a direct sum of finitely generated color $\mathcal{S}$-modules
\[ M = M^{\text{even}} \oplus M^{\text{odd}}. \]
Also, we have the equalities
\[ \text{P}^{R}_{M,N}(t) = \text{H}_M(t) = \text{H}_{M^{\text{even}}}(t) + \text{H}_{M^{\text{odd}}}(t), \]
and
\[ \text{cx}_R(M, N) = \max \left( \text{cx}\{\dim_k M^{2i}\}, \text{cx}\{\dim_k M^{2i+1}\} \right). \]
By the previous two displays, it suffices to prove the desired result when $M$ is concentrated solely even degrees or solely in odd degrees; so we assume, without loss of generality, $M$ is concentrated in even degrees. Therefore, for the rest of the proof we can regrade $\mathcal{S}$ by assigning each $\chi_i$ cohomological degree 1, and $M$ will be a finitely generated $\mathcal{S}$-module.

Next, as $\mathcal{S}$ has finite global dimension it follows that $M$ admits a bounded resolution by finite rank free color $\mathcal{S}$-modules. Now using that the Hilbert series is additive along exact sequences and $\text{H}_\mathcal{S}(t) = (1 - t)^{-c}$ it follows that
\[ \text{H}_M(t) = \frac{q(t)}{(1 - t)^c} \]
for some polynomial $q(t)$ with integer coefficients. By canceling the common factors of $(1 - t)$ we can write
\[ \text{H}_M(t) = \frac{p(t)}{(1 - t)^{c'}} \]
for some polynomial with integer coefficients $p(t)$, where $p(1) \neq 0$ and $c' \leq c$. Now a direct calculation shows that $c'$ is exactly $\text{cx}\{\dim_k M^2\}$, as needed. \qed

**Corollary 9.4.** Every finitely generated color $R$-module over a skew complete intersection has rational Poincaré series.

**Corollary 9.5.** Let $M$ be a finite color $R$-module with a minimal free resolution $F \cong M$ over $R$. Then $\text{cx}\{\text{rank}_R F_i\} \leq c$.

**Proof.** This follows immediately from Theorem 9.3 with $N = k$. \qed
Remark 9.6. More can be said about specific resolutions over \( R \). Namely, let \( M \) be a finite color DG \( R \)-module and fix a Koszul resolution \( F \xrightarrow{\sim} M \). The same argument as in [3, Theorem 2.4] shows that the resolution of the diagonal in Theorem 2.3 determines an \( R \)-semifree resolution of \( M \), depending on the choice of \( F \). In particular, \( M \) will admit a semifree \( R \)-resolution whose underlying graded \( R \)-module is

\[
R \otimes_{Q} \text{Hom}_{Q}(S, Q) \otimes_{Q} F.
\]

From this one obtains a second proof of Corollary 9.5 since \( F \) can be taken to be a strongly perfect \( Q \)-complex (cf. 6.3).

For the remainder of the section we assume \( Q \) is a skew polynomial ring with each \( q_{i,j} \) a root of unity.

Theorem 9.7. Let \( R \) be a skew complete intersection with finite group of colors. If \( M \) and \( N \) are finite color DG \( R \)-modules, then \( \text{cx}_{R}(M, N) = \text{cx}_{R}(N, M) \).

Proof. Adopting the notation set from 7.4, \( \text{Ext}^{*}_{R}(M, N) \) is a finitely generated module over the \( S \)-subalgebra \( A \). The upshot is that we may instead compute complexity using \( A \) rather than \( S \). Also, since \( Q' \to Q \) is a module finite extension we have

\[
\text{cx}_{R}(M, N) = \text{cx}\{\dim_{k}(\text{Ext}^{i}_{R}(M, N) \otimes_{Q'} k)\}.
\]

Therefore,

\[
\text{cx}_{R}(M, N) = \text{cx}\{\dim_{k}(\text{Ext}^{i}_{R}(M, N) \otimes_{Q'} k)\}
= \dim_{A} \text{Ext}^{i}_{R}(M, N) \otimes_{Q'} k
= \dim \text{supp}_{A} \text{Ext}^{i}_{R}(M, N) \otimes_{Q'} k
= \dim \text{supp}_{A} \text{Ext}^{i}_{R}(N, M) \otimes_{Q'} k
= \dim_{A} \text{Ext}^{i}_{R}(N, M) \otimes_{Q'} k
= \text{cx}\{\dim_{k}(\text{Ext}^{i}_{R}(N, M) \otimes_{Q'} k)\}
= \text{cx}_{R}(N, M);
\]

where the first and last equalities are justified by (11), the fourth equality is from Corollary 7.13, and the rest are standard since we are working over the graded commutative ring \( A \) (see, for example, [13, Section 4.1]). \( \square \)

Corollary 9.8. Let \( R \) be a skew complete intersection with finite group of colors. Let \( M \) and \( N \) be finite color DG \( R \)-modules, then

\[
\text{Ext}^{\geq 0}_{R}(M, N) = 0 \iff \text{Ext}^{\geq 0}_{R}(N, M) = 0.
\]
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Appendix A. Skew divided powers algebra

In this appendix, we show that the dual of a color polynomial ring under the convolution product is isomorphic (as an algebra) to a color divided powers algebra and vice versa. For background regarding skew divided powers algebras, see [22, Section 6].
Let $Q$ be a color commutative $k$-algebra. That is, we assume that $Q$ admits a $G$-grading where $G$ is an abelian group, and that $ab = \kappa(\sigma, \tau) ba$ for all $G$-homogeneous elements $a \in Q_{\sigma}$ and $b \in Q_{\tau}$, where $\kappa : G \times G \rightarrow k^*$ is an alternating bicharacter of $G$. This bicharacter $\kappa$ is fixed throughout. When necessary, we denote the $G$-degree of a homogeneous element by $\mathcal{G}(x)$, and we will abuse notation and write $\kappa(a, b)$ for $\kappa(\mathcal{G}(a), \mathcal{G}(b))$.

Next, we let $A = Q[x_1, \ldots, x_n] \mid \mathcal{G}(x_i) = \sigma_i, |x_i| = d_i, i = 1, \ldots, n]$, with $\sigma_i \in G$ and $d_i$ positive integers. We denote a monomial in $A$ by $x^\alpha$ where $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n$ is an exponent vector.

Let $\Delta : A \rightarrow A \otimes_Q A$ be the coproduct defined by setting $\Delta(x_i) = x_i \otimes 1 + 1 \otimes x_i$ and extending by products and linearity. For a general element of $A$, we use Sweedler’s notation and let $\Delta(a) = \sum a_{(1)} \otimes a_{(2)}$. Note that this coproduct is bihomogeneous for the canonical bigrading on $A \otimes_Q A$. Using the definition of $\Delta$, a straightforward calculation shows that

$$(12) \quad \Delta(x^\alpha) = \sum_{\beta + \gamma = \alpha} C(x^\beta, x^\gamma)^{-1} \binom{\alpha}{\beta} x^\beta \otimes x^\gamma,$$

where $\binom{\alpha}{\beta} = \binom{\alpha_1}{\beta_1} \cdots \binom{\alpha_n}{\beta_n}$, and $C(x^\beta, x^\gamma)$ is the element of $k^*$ that satisfies $x^\beta x^\gamma = C(x^\beta, x^\gamma) x^{\beta + \gamma}$. Note that $C(\sigma, -\tau)$ is a bicharacter defined on the monoid of monomials (but is not alternating), and satisfies

$$(13) \quad \kappa(x^\beta, x^\gamma) = C(x^\beta, x^\gamma) C(x^\gamma, x^\beta)^{-1}.$$

See [21] for more details regarding the $C(\sigma, -\tau)$ pairing.

Let $A^* = \text{Hom}_Q(A, Q)$, note that $A^*$ is a free left and right $Q$-module, and is spanned by the dual basis of monomials $(x^\alpha)^*$; we denote the element $(x^\alpha)^*$ by $\xi^\alpha$. Further, if the bidegree of $x^\alpha$ is $(\sigma, d)$, then the bidegree of $(x^\alpha)^*$ is $(\sigma^{-1}, -d)$.

We may now define a product on $A^*$ using the coproduct on $A$. Indeed, for any $\varphi, \psi \in A^*$ and $a \in A$ bihomogeneous:

$$(14) \quad (\varphi \psi)(a) = \sum_\alpha \kappa(\psi, a_{(1)}) \varphi(a_{(1)}) \psi(a_{(2)}).$$

The reason for the appearance of the $\kappa$ factor is due to its presence in the canonical isomorphism $V^* \otimes_Q W^* \cong (V \otimes_Q W)^*$ in the category of color $Q$-modules.

Before continuing, we prove a lemma regarding this product, as it demonstrates some of the ideas needed to justify claims which follow.

**Lemma A.1.** Let $\beta$ and $\gamma$ be exponent vectors, and let $\xi^\beta, \xi^\gamma$ be the duals of $x^\beta$ and $x^\gamma$, respectively. Then one has

$$\xi^\beta \xi^\gamma = C(x^\gamma, x^\beta)^{-1} \binom{\beta + \gamma}{\beta} \xi^{\beta + \gamma}.$$ 

**Proof.** The binomial coefficient present on the right hand side comes from the binomial coefficient present in the coproduct formula (12) above. By the coproduct formula and the definition of the convolution product (14), the additional unit factor is equal to $\kappa(\xi^\gamma, x^\beta) C(x^\beta, x^\gamma)^{-1}$. Since

$$\kappa(\xi^\gamma, x^\beta) C(x^\beta, x^\gamma)^{-1} = \kappa(x^\beta, x^\gamma) C(x^\beta, x^\gamma)^{-1} = C(x^\gamma, x^\beta)^{-1},$$

the result follows. \qed
The algebra $A^*$ also carries a system of skew divided powers. These are defined by using divided power binomial expansion and the following definition of divided power of a monomial:

$$(\xi^\alpha)^{(k)} = C(x^\alpha, x^\alpha)^{-(\frac{1}{2})} \left[ \begin{array}{c} \alpha \\ k \end{array} \right] \xi^{k\alpha}$$

where for $h$ and $k$ integers, one has $[\alpha]_k = \left[ \begin{array}{c} \alpha_1 \\ k \\ \vdots \\ \alpha_n \\ k \end{array} \right]$. For an exponent vector, one has $[\alpha]_k = [\alpha_1]_k \cdots [\alpha_n]_k$.

The proof that $A^*$ satisfies the axioms of a skew divided powers algebra follows from careful use of the fact that $C(-, -)$ and $\kappa(-, -)$ are bicharacters, together with identities involving binomial coefficients and the bracket notation introduced above. We provide here a proof of the following equality as an example.

**Proposition A.2.** Let $x$ and $y$ be elements of $A^*$ that are homogeneous with respect to all gradings. Then one has

$$(xy)^{(k)} = \kappa(y, x)^{(\frac{1}{2})} x^k y^{(k)}.$$ 

**Proof.** Using divided powers binomial expansion, it is enough to prove this for $x = \xi^\beta$ and $y = \xi^\gamma$. In this case, it is clear that both sides of the claimed equality evaluate to a scalar multiple of $\xi^{k(\beta+\gamma)}$. The scalar on the left hand side is made up of a constant involving $C(-, -)$, and combinatorial constants:

$C(x^\gamma, x^\beta)^{-k} C(x^\beta+\gamma, x^\beta+\gamma)^{-(\frac{1}{2})} \left( \begin{array}{c} \beta + \gamma \\ k \end{array} \right)^k \left[ \begin{array}{c} \beta + \gamma \\ k \end{array} \right].$

By induction, it follows that

$$(\xi^\beta)^k = C(x^\beta, x^\beta)^{-(\frac{1}{2})} \left( \begin{array}{c} 2\beta \\ \beta \end{array} \right) \cdots \left( \begin{array}{c} k\beta \\ \beta \end{array} \right) \xi^{\beta}.$$ 

Therefore, the scalar on the right hand side is therefore the product of

$$\kappa(x^\gamma, x^\beta)^{(\frac{1}{2})} C(x^\beta, x^\beta)^{-(\frac{1}{2})} C(x^\gamma, x^\beta)^{-(\frac{1}{2})} C(x^k\gamma, x^k\beta)^{-1}$$

and the combinatorial constant

$$\left( \begin{array}{c} 2\beta \\ \beta \end{array} \right) \cdots \left( \begin{array}{c} k\beta \\ \beta \end{array} \right) \left[ \begin{array}{c} \gamma \\ k \end{array} \right] \left( k(\beta + \gamma) \right).$$

It is a straightforward matter to check that the combinatorial constants on either side of the equality agree. To check that that the constants involving $\kappa(-, -)$ and $C(-, -)$ agree, one uses that $C(-, -)$ is a bicharacter (13). 

We may use the product on $A$ to define a coproduct on $A^*$ as well, by declaring $\Delta(\xi_i) = \xi_i \otimes 1 + 1 \otimes \xi_i$ and extending $\Delta$ to all of $A^*$ as in (12). Using this coproduct, we may in turn consider the algebra $A^{**}$ as before. However, one has the following result, whose proof follows along the same lines as in the case of a commutative ring $Q$:

**Proposition A.3.** The algebras $A$ and $A^{**}$ are isomorphic as color commutative graded $Q$-algebras. In particular, the graded $Q$-dual of a skew divided powers algebra over $Q$ is isomorphic to a color polynomial extension of $Q$.
Appendix B. An adjunction isomorphism

The goal of this appendix is to prove Proposition B.3. In the commutative case, this follows immediately from [27, (8.7)].

Let $A$ be a graded color commutative DG $Q$-algebra where $Q$ is a color commutative connected graded algebra over a fixed base field $k$; set $A^e := A \otimes_Q A^{op}$ to be the enveloping DG algebra of $A$ over $Q$ and, as usual, $A$ is regarded as a color DG $A^e$-algebra via the multiplication map $\mu : A^e \to A$ given by

$$a \otimes b \mapsto ab.$$ 

Fix a color DG $A$-module $M$, then we define a pair of functors (depending on $M$)

$$h : \text{Mod}(A) \to \text{Mod}(A^e)$$

and

$$t : \text{Mod}(A^e) \to \text{Mod}(A)$$

given by $h := \text{Hom}_Q(M, -)$ and $t := - \otimes_A M$, respectively. The $A^e$-module structure on $h(N) = \text{Hom}_Q(M, N)$ is given by

$$a \otimes b \cdot f := (-1)^{|f|^{|b|}[x]} \kappa(b, f) a f(b-).$$

while the $A$-action on $t(N)$ is obvious one on the left of $N$ in $N \otimes_A M$.

B.1. Let $N$ be a color DG $A$-module. We let $\text{ev}_N : \text{Hom}_Q(M, N) \otimes_A M \to N$ be the evaluation map. Namely,

$$\text{ev}_N(g \otimes m) := g(m).$$

It is straightforward to check that $\text{ev}_N$ is a morphism of color DG $A$-modules.

B.2. Fix a color DG $A^e$-module $X$ and a color DG $A$-module $N$. Let $f : X \otimes_A M \to N$ be a morphism of color DG $A$-modules and consider $\tilde{f} : X \to \text{Hom}_Q(M, N)$ given by

$$x \mapsto f(x \otimes -).$$

Observe that

$$\tilde{f}(a \otimes b \cdot x) = f((-1)^{|b||x|} \kappa(b, x) axb \otimes -)$$

$$= (-1)^{|b||x|} \kappa(b, x) f(axb \otimes -)$$

$$= (-1)^{|a|f + |b||x|} \kappa(b, x) \kappa(f, a) a f(xb \otimes -)$$

$$= (-1)^{|a|f + |b||x|} \kappa(b, x) \kappa(f, a) a f(x \otimes b -)$$

$$= (-1)^{|a|f + |b||x| + |b||f| + |b||x|} \kappa(b, x) \kappa(f, a) \kappa(\tilde{f}(x), b) a \otimes b \cdot \tilde{f}(x)$$

$$= (-1)^{|a||b| + |b||f|} \kappa(\tilde{f}, a \otimes b) a \otimes b \cdot \tilde{f}(x),$$

that is, $\tilde{f}$ is left color $A^e$-linear.

**Proposition B.3.** With the notation above, $h$ is a right adjoint to $t$. In particular, for each DG $A^e$-module $X$ and DG $A$-module $N$ the following maps are inverse isomorphisms that are natural in $X$, $M$ and $N$:

1. $\Phi : \text{Hom}_A(t(X), N) \to \text{Hom}_{A^e}(X, h(N))$ given by

$$f \mapsto \tilde{f}$$

2. $\Psi : \text{Hom}_{A^e}(X, h(N)) \to \text{Hom}_A(t(X), N)$ given by

$$g \mapsto \text{ev}_N \circ (g \otimes \text{id}^M).$$
Proof. We directly check the maps defined in (1) and (2) are mutually inverse to one another. To see this consider

\[
\Psi \Phi(f)(x \otimes m) = \text{ev}_N \circ (\tilde{f} \otimes \text{id}_M)(x \otimes m) = \text{ev}_N(f(x \otimes -) \otimes m) = f(x \otimes m),
\]

and

\[
\Phi \Psi(g)(x) = \Phi(\text{ev}_N \circ (g \otimes \text{id}_M))(x) = \text{ev}_N(g(x) \otimes -) = g(x).
\]

Therefore \(\Phi \Psi = \text{id}\) and \(\Psi \Phi = \text{id}\), justifying the proposition. \(\square\)
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