Abstract

We hypothesize that monitoring the accuracy of the “feeling of another’s knowing” (FOAK) is a useful predictor of tutorial dialogue system performance. We test this hypothesis in the context of a wizarded spoken dialogue tutoring system, where student learning is the primary performance metric. We first present our corpus, which has been annotated with respect to student correctness and uncertainty. We then discuss the derivation of FOAK measures from these annotations, for use in building predictive performance models. Our results show that monitoring the accuracy of FOAK is indeed predictive of student learning, both in isolation and in conjunction with other predictors.

1 Introduction

Detecting and exploiting knowledge of a speaker’s uncertainty has been studied in several research communities. Spoken language researchers have identified statistically significant relationships between speaker uncertainty and linguistic properties of utterances such as prosody and lexical content (Liscombe et al., 2005; Dijkstra et al., 2006; Pon-Barry, 2008). Spoken dialogue researchers in turn are studying whether responding to user states such as uncertainty can improve system performance as measured by usability and efficiency (Tsukahara and Ward, 2001; Pon-Barry et al., 2006; Forbes-Riley and Litman, 2009a). In the psycholinguistics community, uncertainty has been studied in the context of metacognitive abilities, e.g. the ability to monitor the accuracy of one’s own knowledge (“Feeling of Knowing” (FOK)), and the ability to monitor the FOK of someone else (“Feeling of Another’s Knowing” (FOAK)) (Smith and Clark, 1993; Brennan and Williams, 1995).

Here we take a spoken dialogue systems perspective on FOAK, and investigate whether monitoring the accuracy of FOAK is a useful construct for predictive performance modeling. Our study uses data previously collected with a wizarded spoken dialogue tutoring system, where student learning is the primary performance metric. Section 2 reviews several relevant constructs and measures from the area of metacognition. Section 3 introduces our dialogue corpus and its user correctness and uncertainty annotations. Section 4 presents our method for measuring monitoring accuracy of FOAK from these annotations, while Section 5 shows how we use these measures to build predictive performance models. Our results show that monitoring the accuracy of FOAK is indeed a significant positive predictor of learning, both in isolation and over and above other predictors. As discussed in Section 6, increasing monitoring accuracy of FOAK is thus one avenue for also potentially increasing performance, which we plan to explore in future versions of our system.

2 Feeling of Another’s Knowing

“Feeling of knowing” (FOK) refers to peoples’ ability to accurately monitor their own knowledge, e.g. to know whether they have answered a question correctly. Psycholinguistics research has shown that speakers display FOK in conversation using linguistic cues such as filled pauses and prosody (Smith and Clark, 1993). Of perhaps more relevance to dialogue systems, research has also shown that listeners can use the same cues to monitor the FOK of someone else, i.e. “feel-
ing of another’s knowing” (FOAK) (Brennan and Williams, 1995).

To quantify knowledge monitoring, measures of monitoring accuracy have been proposed. For example, consider an FOK experimental paradigm, where subjects 1) respond to a set of general knowledge questions, 2) take a FOK survey, judging whether or not they think they would recognize the answer to each question in a multiple choice test, and 3) take such a recognition test. As shown in Figure 1, such data can be summarized in an array where each cell represents a mutually exclusive option: the row labels represent the possible FOK judgments (Y/N), while the columns represent the possible results of the multiple choice test (Y/N).

\[
\begin{array}{ccc}
\text{Judgment=\text{Y}} & \text{Recognition=\text{Y}} & \text{Recognition=\text{N}} \\
\text{Judgment=\text{N}} & a & b \\
& c & d \\
\end{array}
\]

\[
\Gamma = \frac{(a)(d)-(b)(c)}{(a)(d)+(b)(c)} \quad \text{HC} = \frac{(a+d)-(b+c)}{(a+d)+(b+c)}
\]

Figure 1: Measuring Monitoring Accuracy.

Given such an array, the relationship between the correctness and the judgment of FOK for answers can be measured using the standard formulas in Figure 1: Gamma and the Harman coefficient (HC) measure relative and absolute knowledge monitoring accuracy, respectively. We use both metrics in the performance modeling experiments described in Section 5, as both measures have been well studied and there is a lack of consensus regarding their relative benefits (e.g. (Nietfeld et al., 2006)). Note that both range in value from -1 (no monitoring accuracy) to 1 (perfect monitoring accuracy).

3 Data

This research uses a corpus of 405 dialogues between 81 students and ITSPOKE-WOZ. The corpus was collected in an experiment showing that performance improved when ITSPOKE-WOZ responded to the uncertainty in student answers, over and above correctness (Forbes-Riley and Litman, 2009a).

ITSPOKE-WOZ is a semi-automatic version of ITSPOKE (Intelligent Tutoring SPOKEn dialogue system), which is a speech-enhanced version of the Why2-Atlas qualitative physics tutor (VanLehn et al., 2002). Recent versions of ITSPOKE have also been enhanced to detect and respond to student uncertainty, by parameterizing the dialogue manager so that it can adapt contingently based on student correctness and/or uncertainty (to test various ways of responding to uncertainty). In ITSPOKE-WOZ, a few components (speech recognition, language understanding, and uncertainty detection) have been replaced by a human “wizard”, to test the upper-bound performance of adapting to uncertainty in a spoken dialogue system (i.e. without the noise introduced by speech and language processing).

The experimental procedure was as follows: Students (1) read background material, (2) took a multiple-choice pretest, (3) worked through five problems with ITSPOKE-WOZ (1 per dialogue), (4) took a survey, and (5) took a posttest similar to the pretest. Each student turn in the corpus was annotated in real-time by the wizard during the experiment, using binary tags representing student Uncertainty (uncertain (U), nonuncertain (nonU)) and student Correctness (correct (C), incorrect (I)). Figure 2 shows an annotated dialogue excerpt.

**Figure 2: Annotated Corpus Excerpt.**

4 Predictors

To derive our performance models, we use posttest score as the dependent measure, and include pretest score among the independent measures. This allows us to measure learning gain, not just final test score. We also include additional independent measures computed from the wizard’s uncertainty and correctness annotations.

---

1Likert scale rating schemes are also possible.
as detailed below. Note that all measures are computed on a per student basis (over all 5 dialogues). Table 1 shows means and standard deviations of all measures across all 81 students.

| Measure | Mean | Std. Dev. |
|---------|------|-----------|
| pretest | .51  | .15       |
| postest | .75  | .14       |
| %C      | .79  | .09       |
| %U      | .23  | .11       |
| Gamma   | .71  | .17       |
| HC      | .59  | .16       |

Table 1: Descriptive Corpus Statistics.

The percentage of student turns annotated as correct (%C) and as uncertain (%U) normalize the raw counts of the wizard’s C and U annotations. Similar measures predict learning in prior experiments by ourselves and others (e.g. Litman et al., 2009)) and thus serve as useful baselines. In our corpus, 79% of a student’s turns are answered correctly on average, while 77% are answered without uncertainty.

The monitoring accuracy measures Gamma and HC were introduced in Section 2. To construct an array like that shown in Figure 1, we map the first and second rows to our uncertainty annotations NonU and U, and map the columns to our correctness annotations C and I. In (Dijkstra et al., 2006), high and low FOK/FOAK judgments are similarly associated with speaker certainty and uncertainty, respectively. Note that in our annotation scheme, NonU answers are either certain or neutral.

5 Results: Predicting Student Learning

Given the above measures, our first prediction experiment measures the partial Pearson’s correlation between each of the independent measures and postest, after first controlling for pretest to account for learning gain. Our goal here is examine the predictive utility of the correctness, uncertainty, and monitoring dimensions in isolation.

Table 2 shows the statistically significant results of the partial correlations. The table shows the independent measure, the corresponding Pearson’s Correlation Coefficient (R), and the significance of the correlation (p). As can be seen, both monitoring measures are positively correlated with learning, with HC providing better predictive utility than Gamma. However, %C is even more predictive of learning than either monitoring measure. Interestingly, the uncertainty measure %U in and of itself does not show predictive utility in this data.

| Measure | R    | p    |
|---------|------|------|
| %C      | .52  | .00  |
| Gamma   | .36  | .00  |
| HC      | .42  | .00  |

Table 2: Partial Correlations with Posttest (p < .05).

Our second prediction experiment uses PARADISE to build a learning model that can potentially include multiple independent measures. As in prior PARADISE applications (e.g. Möller, 2005)), we train the models using stepwise multiple linear regression, which automatically determines the measures to include in the model. Our goal here is to explore whether monitoring accuracy provides any added value to our correctness and uncertainty measures.

When all measures are made available for predicting learning, we see that monitoring accuracy as measured by HC does add value over and above correctness: the stepwise procedure includes HC in the model, as it significantly accounts for more variance than just including %C and pretest. In particular, the application of PARADISE shows that the following performance function provides the best significant training fit to our data (R² = .71, p < .01):

\[
\text{postest} = .44 \times \%C + .21 \times \text{pretest} + .20 \times \text{HC}
\]

The equation shows each selected measure and its (standardized) weight; larger weights indicate parameters with greater relative predictive power in accounting for postest variance. %C is significant at p < .01, while pretest and HC are each significant at p < .05, with the coefficients all positive. Like the correlations, our regression demonstrates the predictive utility of the accuracy and monitoring measures, but not the uncertainty measure. The model further shows that while correctly answering the system’s questions (%C) is predictive of learning, also including FOAK monitoring accuracy (HC) significantly increases the model’s predictive power.

6 Conclusion and Future Directions

This paper explores whether knowledge monitoring accuracy is a useful construct for understanding dialogue system performance. In particular,
we demonstrate the utility of combining previously studied correctness and uncertainty annotations, using a measure of FOAK monitoring accuracy. Our results show that while the correctness of a user’s response predicts learning, the uncertainty with which a user conveys a response does not. In contrast, the ability to monitor FOAK accuracy predicts learning, in isolation and over and above correctness. We believe that monitoring accuracy will be a relevant construct for other dialogue applications involving knowledge asymmetry, such as problem solving, instruction giving, and troubleshooting (e.g. (Janarthanam and Lemon, 2008)).

In future work we plan to use our results to inform a modification of our system aimed at improving inferred user knowledge monitoring abilities; we will better measure such improvements by incorporating FOK ratings into our testing. In addition, we recently found interactions between learning and both user domain expertise and gender (Forbes-Riley and Litman, 2009b); we will investigate whether similar interactions extend to knowledge monitoring metrics. Since our corpus contains dialogues with both uncertainty-adaptive and non-adaptive versions of ITSPOKE-WOZ, we also plan to examine whether differing dialogue strategies influence the learned predictive models. Finally, we plan to replicate our analyses in a dialogue corpus we recently collected using a fully automated version of our system.
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