Current-dependent exchange-correlation potential for non-local absorption in quantum hydrodynamic theory
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The quantum hydrodynamic theory is a promising method for describing microscopic details of macroscopic systems. The hydrodynamic equation can be directly obtained from a single particle Kohn-Sham equation that includes the contribution of an external vector potential. This derivation allows to straightforwardly incorporate in the hydrodynamic equation an exchange-correlation viscoelastic term, so that broadening of collective excitation can be taken into account, as well as a correction to the plasmon dispersion. The result is an accurate self-consistent and computationally efficient hydrodynamic description of the free electron gas. A very accurate agreement with full quantum calculations is shown.

Plasmonic nano-systems have enabled the possibility to macroscopically probe effects that are generally confined to the microscopic realm. Non-local electron response and tunneling effects have been experimentally observed in plasmonic systems characterized by sub-nanometer gaps. The advances of fabrication techniques is allowing to control features of such systems at the angstrom scale. In this context, it becomes very important to develop simulation techniques that are able to take into account quantum microscopic features at the scale of billions of atoms. Density functional theory (DFT) methods are generally unsuitable because their computational cost grows as fast as $O(N^3)$, although a slight improvement can be obtained by using orbital-free techniques. An alternative but drastic approach is to use a simple linearized Thomas-Fermi (TF) hydrodynamic theory, in which the microscopic problem is only solved for the macroscopic observable quantities, such as, the electron density $n$ and the density of currents $J$. This simple approach however completely neglects essential effects such as electron spill-out and quantum tunneling. A much better description of microscopic details of large systems is given by the quantum hydrodynamic theory (QHT), in which the simple TF kinetic energy of the free-electron gas is modified by including non-local contributions. A self-consistent approach based on the QHT was proposed by Toscano et al., who applied it to show size-dependent blue shift in small noble metal nanowires. However, a more detailed comparison with DFT results brought out some of the limitations of Toscano’s approach and pointed out that in order to describe well both near- and far-field features, one has to sacrifice the self-consistency of the method. Another unsolved limitation in the QHT is that the size-dependent broadening is completely neglected, although a recent effort in this direction proposed the use of a density-dependent damping rate. Moreover, from a fundamental point of view, a formal derivation of the QHT from first-principles is still missing.

In this letter, I show that the QHT equation can be directly obtained from the single particle Kohn-Sham equation. Moreover, because the QHT intrinsically describes both longitudinal and transverse fields, it is possible to consider a Hamiltonian that includes external vector potentials. This allows to straightforwardly include in the QHT description the current-dependent exchange-correlation (XC) potential developed by Vignale-Kohn in the context of time-domain current density functional theory (TD-CDFT). The results is a self-consistent theory derived from first-principles that can be applied to macroscopic systems. This theory correctly predicts size-dependent plasmon energies as well as size-dependent broadening. Moreover, my implementation can be applied to nanoparticle dimers for which results show good agreement in comparison with DFT calculations previously published.

As a first step I will show that the QHT equation can be derived directly from the single particle Kohn-Sham (KS). This derivation is useful to understand the degree of approximations that are made when using the QHT. Let us consider a system of non-interacting particles in the presence of an electromagnetic field generated by the scalar and vector potentials $v_{\text{e}}(r,t)$ and $A_{\text{m}}(r,t)$, and in the presence of the XC potential energy $v_{\text{xc}}(r,t)$ and vector potential $A_{\text{xc}}(r,t)$. The system is described by a set of time-dependent KS equations for the single orbitals $\varphi_j(r,t)$, $j=1...N_c$:

$$i\hbar \frac{\partial \varphi_j}{\partial t} = \left[ \frac{(i\hbar \nabla - eA)^2}{2m} - ev_e + v_{\text{xc}} \right] \varphi_j,$$ (1)
current \( J(r, t) \), which are defined as:
\[
  n = \sum_{j \in \text{occ}} \phi_{j}^{2},
\]
\[
  J = -e \sum_{j \in \text{occ}} \phi_{j}^{2} v_{j} - \frac{ne^{2}}{m} A_{r},
\]  
(2)

where the sum is performed over all occupied states and the particle velocities have been defined as \( v_{j} = \frac{\hbar}{m} \nabla \chi_{j} \).

Substituting Eq. (2) into Eq. (1), after some tedious but simple algebraic manipulation, we obtain:
\[
\begin{align*}
  \frac{\partial n}{\partial t} &= \frac{n^{2}}{m} \mathbf{E} - \frac{e}{m} J \times (\mathbf{B} + \nabla \times \mathbf{A}_{xc}) + \frac{ne^{2}}{m} \left( \nabla v_{xc} - e \frac{\partial \mathbf{A}_{xc}}{\partial r} \right) + \frac{e}{m} \nabla \cdot \Pi,
\end{align*}
\]
where the momentum flux tensor \( \Pi \) is given by:
\[
  \Pi_{\mu\nu} = \frac{\hbar^{2}}{2m} \left( -\frac{\delta_{\mu\nu}}{2} \nabla^{2} n + 2 \sum_{j \in \text{occ}} \frac{\partial \phi_{j}^{2}}{\partial r_{\nu}} \frac{\partial \phi_{j}}{\partial r_{\nu}} \right) + \frac{m}{\hbar^{2}} \sum_{j \in \text{occ}} \phi_{j}^{2} (v_{\mu,j} + \frac{\hbar}{m} \chi_{j}) (v_{\nu,j} + \frac{\hbar}{m} \chi_{j}),
\]  
(3)

where the subscript \( \mu \) and \( \nu \) span the cartesian directions \( x, y, \) and \( z, \) and \( \delta_{\mu\nu} \) is the Kronecker delta.

It is useful to extract from the sums in Eq. (4) the known kinetic potential, and the remaining part of the momentum flux tensor is:
\[
  \Pi'_{\mu\nu} = \frac{\hbar^{2}}{2m} \sum_{j \in \text{occ}} \frac{\partial \phi_{j}^{2}}{\partial r_{\nu}} \frac{\partial \phi_{j}}{\partial r_{\nu}} + \frac{m}{\hbar^{2}} \sum_{j \in \text{occ}} \phi_{j}^{2} \tilde{v}_{j,\mu,j} \tilde{v}_{j,\nu,j},
\]  
(4)

It takes the form:
\[
\begin{align*}
  \frac{\partial J}{\partial t} &= \frac{n^{2}}{m} \mathbf{E} - \frac{e}{m} J \times (\mathbf{B} + \nabla \times \mathbf{A}_{xc}) + \frac{ne^{2}}{m} \left( \nabla v_{xc} - e \frac{\partial \mathbf{A}_{xc}}{\partial r} \right) + \frac{e}{m} \nabla \cdot \Pi',
\end{align*}
\]
where \( \delta_{\mu\nu} = \frac{\hbar^{2}}{2m} \left( \nabla n \cdot \nabla n - 2 \nabla^{2} n \right) \) is the von Weizsäcker kinetic potential, and the remaining part of the momentum flux tensor is:
\[
  \Pi'_{\mu\nu} = \frac{\hbar^{2}}{m} \sum_{j \in \text{occ}} \frac{\partial \phi_{j}^{2}}{\partial r_{\nu}} \frac{\partial \phi_{j}}{\partial r_{\nu}} + \frac{m}{\hbar^{2}} \sum_{j \in \text{occ}} \phi_{j}^{2} \tilde{v}_{j,\mu,j} \tilde{v}_{j,\nu,j}.
\]  
(5)

It is worth noting that no approximations have been made up to this point. In particular, for the simple case of \( N_{e} = 2 \) (single orbital) it easy to show that \( \Pi'_{\mu\nu} = 0 \). In fact because there is one occupied orbital \( \phi_{1} = \sqrt{n/2} \), the electrons move in phase, hence \( v_{1} = 0 \).

Solving this equation would give the exact same result as Eq. (1). In general, however, in its present form (for \( \Pi'_{\mu\nu} = 0 \)), Eq. (5) cannot be solved without having information on the single orbitals \( \phi_{j} \).

Our next step is then finding an approximation for \( \Pi'_{\mu\nu} \) that will allow its evaluation without having to solve for the single orbitals. We anticipate that such approximation is in fact the TF contribution to the kinetic energy. In particular, we will show that
\[
  \nabla \cdot \Pi' \approx n \nabla \frac{\delta T_{\text{TF}}}{\delta \phi},
\]
where \( T_{\text{TF}} = c_{\text{TF}} n^{5/3} \) with \( c_{\text{TF}} = \frac{\hbar^{2}}{m} \frac{3}{10} (3\pi)^{2/3} \).

Since we are interested in describing structures that are constituted by a large number of electrons, in first approximation we can consider the electronic system as a homogeneous electron gas whose orbitals are \( \varphi_{k} = \frac{1}{\sqrt{V_{\text{cell}}}} \), with \( V \) the occupied volume in real space. It is easy to identify \( \hbar k = m \tilde{v}_{j} \) (the velocities must be considered without their net contribution induced by the external fields), so that the sum over \( j \) becomes a sum of \( \mathbf{k} \):
\[
  \frac{\partial \Pi'_{\mu\nu}}{\partial r_{\nu}} \approx m \frac{\partial}{\partial r_{\nu}} \sum_{\mathbf{k} \in \text{occ}} k_{\mu} k_{\nu},
\]
(7)
where the first sum in Eq. (9) is zero. Note that even if every term seems to be constant taking the divergence of the second sum will not give equally zero, because, as it will be clear later, the number of occupied states will depend on the local density \( n(r) \). Since there are many occupied states, we can replace as usual the sum by an integral:
\[
\begin{align*}
  &\frac{2\hbar^{2} \sqrt{\pi}}{m^{3/2}} \sum_{\mathbf{k} \in \text{occ}} k_{\mu} k_{\nu},
  \approx \frac{\hbar^{2}}{m^{4} \pi^{2}} \frac{\partial}{\partial r_{\nu}} \int_{0}^{k_{F}} \frac{1}{2} k^{2} dk \int_{0}^{\pi} \frac{2}{\pi} \frac{1}{2} k \sin \theta d\theta d\phi
\end{align*}
\]
(8)

where we used \( dn = \frac{V}{8\pi^{3}} dk \) and the Fermi wavenumber is \( k_{F}(r) = (3\pi^{2} n)^{1/3} \). Evaluating the integrals gives:
\[
  \nabla \cdot \Pi' \approx \frac{\hbar^{2}}{m^{3} \pi^{2}} \frac{1}{15} \frac{\partial}{\partial r_{\nu}} (\delta_{\mu\nu} k_{F}^{2}) = \frac{10}{9} c_{\text{TF}} n^{2/3} \nabla n
\]
(9)

It is easy now to show that the last term in the previous equation is exactly equal to \( n \nabla \frac{\delta T_{\text{TF}}}{\delta \phi} \), as it was anticipated. The previous derivation demonstrates that the error committed when using the QHT is solely given by the approximation in Eq. (9).
where $\sigma$ is the classical viscoelastic stress tensor:
\begin{equation}
\sigma_{\mu\nu} = \tilde{\eta} \left( \frac{\partial \rho_{\mu}}{\partial r_{\nu}} + \frac{\partial \rho_{\nu}}{\partial r_{\mu}} - \frac{2}{3} \delta_{\mu\nu} \nabla \cdot \mathbf{v} \right) + \tilde{\zeta} \delta_{\mu\nu} \nabla \cdot \mathbf{v},
\end{equation}
with $\tilde{\eta}$ and $\tilde{\zeta}$ generalized complex viscosities that depend on the density $n$ and the frequency $\omega$, and can related to the $k \to 0$ limit of the XC longitudinal and transverse kernel functions $f_{xc,LT}(\omega, k)$ [28]. The caveat is that the kernel functions are not known exactly, although several interpolation formulae have been developed [29,32]. In this work the interpolation proposed by Conti and Vignale (CV) is used [33], although a modification is introduced in order to take into account the effective broadening of the plasmonic resonance. Let us write the complex viscosities as:
\begin{equation}
\tilde{\eta}(\omega, r) = \eta(r) - \frac{\mu(r)}{\omega^2},
\end{equation}
\begin{equation}
\tilde{\zeta}(\omega, r) = \zeta(r) - \frac{K(r)}{\omega^2},
\end{equation}
where the coefficients $\eta$, $\zeta$, $\mu$, and $K$ are the shear and the bulk viscosity, and the shear and the bulk modulus respectively. In the CV approximation all these coefficients are real quantities independent of the frequency, whose interpolation formulas are reported in [34]. While $\mu$ and $K$ are retrieved so that the limit for low densities is respected (this is important for the study of surface effects in finite structures because the electron density drops to zero in the region of interest), this is not true for $\eta$ for which the low-density limit is unknown ($\zeta$ is identically zero). We found that best results are obtained if $\eta = 1.5 \eta_{CV}$.

The nonlinear hydrodynamic Eq. (5) with the approximation in Eq. (9) and the expression in Eq. (10) constitutes the main result of this letter. This equation can be coupled to Maxwell’s equations to describe self-consistently the linear and nonlinear electromagnetic response of a free-electron gas. Having derived our equation from first principles clarifies the level of approximations that are made when employing the QHT in describing the electronic dynamic. Although, the equation obtained is very similar to the QHT equation used in previous works [22,25] (except for the introduction of the XC vector potential $A_{xc}$), the present derivation allows to better define some critical terms. The von Weizsäcker term for example is usually preceded by a fraction that might vary from 1/9 to 1. It is clear from Eq. (5) that the right choice should be 1 as already suggested in Refs. [23,24] by direct comparisons with DFT results.

Moreover, the fact that the viscoelastic coefficients in Eq. (11) are complex quantities adds to the theory two important improvements: i) the XC viscosity provide a $k$-dependent damping mechanism for collective excitations; and ii) it introduces a correction to the plasmon dispersion, which takes into account the fact that the local Fermi surface deviates from its quasi-equilibrium shape [35].

As a first application of Eq. (5), let us consider the linear optical response of single jellium nanospheres. By linearizing Eq. (5), coupling it to Maxwell’s equations, and remembering that $\partial P/\partial t = J$, we obtain in the frequency domain the following system of equations:
\begin{equation}
\nabla \times \nabla \times \mathbf{E} - \frac{\varepsilon_0}{\varepsilon n} \mathbf{E} = \omega^2 \mu_0 \mathbf{P},
\end{equation}
\begin{equation}
-\frac{\varepsilon_0 m}{\varepsilon n} \nabla \left( \frac{\delta G}{\delta n} \right) + \frac{\omega}{m} \nabla \cdot \sigma \left[ \frac{P}{n} \right] - (\omega^2 + i \omega \gamma) \mathbf{P} = \frac{e^2 n_0}{m} \mathbf{E},
\end{equation}
where $n_0$ is the equilibrium density, $\mu_0$ and $\varepsilon$ are the magnetic permeability and the speed of light in vacuum, respectively; $\frac{\delta G}{\delta n} = \frac{\delta G}{\delta n} + \frac{\delta G}{\delta m} + \frac{\delta G}{\delta \varepsilon} + \frac{\delta G}{\delta \mu} + \frac{\delta G}{\delta \varepsilon} + \frac{\delta G}{\delta \gamma}$ (explicit expressions for $(\frac{\delta G}{\delta n})$ can be found in Ref. [24]). In writing the second Eq. (13) the phenomenological damping rate $\gamma$ has been introduced in order to take into account losses occurring in the bulk region. The ground state $n_0$ can be calculated self-consistently [34] by solving the following differential equation [22]:
\begin{equation}
\nabla^2 \left( \frac{\delta G[n]}{\delta n} \right)_{n=n_0} + \frac{e^2}{\varepsilon_0} \left( n_0 - n^+ \right) = 0,
\end{equation}
where $\varepsilon_0$ is the electric permittivity and $n^+$ is the homogeneous ion density. Note that since $A_{xc}$ affects only the dynamical response, Eq. (14) and the properties of its solution $n_0$ remain unchanged with respect to Ref. [24].

The system of Eqs. (13) and (14) is numerically solved with a commercially available software based on the finite-element method, COMSOL Multiphysics [36]. In particular, the 2.5D technique [37] has been used, which allows to efficiently compute absorption spectra for axis symmetric structures (see [34]). Absorption spectra for different jellium Na ($r_s = 4$ a.u.) nanospheres are shown in Fig. 1. The first thing to notice is that as the particle size shrinks the broader their spectra. One important difference with previous QHT results [24] is the absence of higher energy resonances. These resonances are the analogue of Rydberg states for atoms. They are associated with very delocalized states and are numerically affected by the finiteness of the simulation domain size [24].
the XC viscosity, these states are no longer supported as it would be expected for jellium spheres.

In Fig. 1 the QHT induced charge densities (imaginary part) corresponding to plasmonic peak resonances is compared to the TD-DFT results. Although oscillations appearing in the TD-DFT case in the bulk region are not reproduced, the main induced peak is very well described by the QHT. Remark that this is not necessarily the case for the approach used in Ref. [25] where a damping factor $\gamma \propto n_0^{-5/6}$ is assumed. Because $\gamma$ diverges when $n_0$ goes to zero, i.e. near the particle surface, the induced density is prematurely damped at the surface.

In Fig. 1 the plasmon resonances obtained with the present QHT model is compared against TD-DFT results[24], for nanoparticle diameters $D$ ranging from $\sim 0.85$ to $\sim 7.25$ nm ($N_c = 8$ to $N_c = 5032$). For $D > 3$ nm ($N_c > 398$) QHT reproduces DFT plasmon energies with great accuracy, with QHT resonances marking almost exactly the mean trajectory of DFT data. Also striking is the comparison of the broadening of the resonance shown in the inset. The reference curve in this case is given by the known formula $[38] \gamma = \gamma_0 + \gamma_F/R$ where $\gamma_F$ is the Fermi velocity for the homogeneous electron gas and $R = D/2$.

Another important system that is worth benchmarking the present QHT model on is the nanoparticle dimer. As the distance between two closely spaced nanoparticles reduces, four different effects come simultaneously into play: i) the resonance shift due to the hybridization of the plasmonic modes; ii) effects due to the nonlocal optical response of the electron gas; iii) the broadening of the resonance, which is intrinsically due to the nonlocal absorption (since the size of the spheres remains unchanged); iv) tunneling effects due to the overlap of the electron densities of each particle. Let us consider a dimer of Na spheres of diameter $D \simeq 3$ nm ($N_c = 398$) and separated by a distance $g$ that goes from 2 to 0 nm. The dimer is excited by a plane wave propagating orthogonally to the dimer axis whose electric field is polarized along $z$, as depicted in Fig. 2a. Note that we compute the ground state charge density self-consistently using Eq. (14) for each value of the distance $g$. The map of Fig. 2b shows the absorption spectrum of the dimer as a function of the gap size. As the gap shrinks the plasmon resonance undergoes a redshift up to the point ($g \simeq 0.4$ nm) where tunneling effects kick in and the resonance broadens and the shift pushes back to higher energies. Note that the QHT without the XC viscosity would have predicted an unnoticeable broadening.

In Fig. 2 are reported the equilibrium charge density $n_0$, the induced electron density $n_1$ and the electric field norm distribution, respectively, for three critical situations labeled in the spectrum map. These results can be directly compared to results of Ref. [39] in which time-domain DFT calculations for the same jellium Na dimer are reported. It can be seen that all quantities are accurately reproduced. It is worth noting that in DFT there is no intrinsic broadening mechanism for each spectral line and a phenomenological value of $\gamma$ (usually much larger than the bulk value) has to be taken into account in order to produce a continuous spectrum.

I have presented a QHT model obtained from first principles, which is able to accurately and self-consistently describe far-field and near-field properties of plasmonic systems in most extreme conditions (i.e., tunneling regime). This model is computationally efficient and can be applied to mesoscopic structures in which quantum effects might be important. Moreover, it represents a general theory that is also valid in the nonlinear regime[28] and can be used for the investigation of optical nonlinear surface effects.

Finally, in the limit of a uniform electron density, the polarization equation in [13] reduces to the generalized nonlocal optical response model presented in Ref. [40], with
the only difference that the divergence of the viscoelastic stress tensor gives an extra contributions proportional to \( \nabla^2 \mathbf{J} \), other than the one of the form \( \nabla \nabla \cdot \mathbf{J} \). Although the theory showed in Ref. [40] seems to work fairly well, its derivation is somewhat questionable and unsatisfactory. The present QHT gives a proper basis on the model and generalizes it by adding an extra term.

I believe that this model offers a valid and computationally efficient solution for studying the electron dynamic of large plasmonic systems. It gives access to an unparalleled regime of light-matter interactions, which in turn might lead to novel and unexploited effects.

The author thanks Dr. Fabio Della Sala for fruitful discussions.
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