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Abstract

Exposure to crime and violence can harm individuals’ quality of life and the economic growth of communities. In light of the rapid development in machine learning, there is a rise in the need to explore automated solutions to crime prevention. The increasing availability of both fine-grained urban and public service data has driven a recent surge in fusing such cross-domain information to facilitate crime prediction. By capturing the information about social structure, environment, and crime trends, existing machine learning predictive models have explored the dynamic crime patterns from different views. However, these approaches mostly convert such multi-source knowledge into implicit and latent representations (e.g., learned embeddings of districts), making it still a challenge to investigate the impacts of explicit factors for the occurrences of crimes behind the scenes. In this paper, we present a Spatial-Temporal Meta-path guided Explainable Crime prediction (STMEC) framework to capture dynamic patterns of crime behaviours and explicitly characterize how the environmental and social factors mutually interact to produce the forecasts. Extensive experiments show the superiority of STMEC compared with other advanced spatial-temporal models, especially in predicting felonies (e.g., robberies and assaults with dangerous weapons).
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1 Introduction

Crime is an inevitable and persistent problem that brings negative outcomes to society. It is reported that worldwide homicide has caused more than 400,000 deaths each year. Given 80% of the victims are younger than 50 years old, homicide become one of the
leading causes of death among young adults [1]. Apart from the long-lasting physical and psychological injuries the victims may suffer from, crime can also increase government expenditures on police protection and justice services. According to the report from the Australian Institute of Criminology, serious and organised crime has cost the Australian government up to 47.4 billion dollars in 2017 [2]. To minimize the effect on public safety and urban sustainability, rapid response policing is always required when government agencies are alerted on any criminal activities. In this case, crime prediction plays a key role in changing the situation from being blindsided to being better prepared, and is formulated as the task of predicting region-wise crime rates using historical records.

As crime data is a type of spatial-temporal event data, some effective data mining techniques have been proposed to explore the spatial and temporal features of crimes. Temporal information in historical crime records concerning periodicity is emphasized by the routine activity theory [3]. Traditional time series models, such as Autoregression Integrated Moving Average (ARIMA) [4], Linear Regression and Support Vector Regression (SVR) [5] are widely used to make short-term crime forecasting. However, these models emphasize more on recent data and assume a fixed pattern of seasonality limited by linear models. Unlike typical time series such as traffic and weather, crime events have more irregularity in its temporal patterns, restricting the effectiveness of these conventional methods. Additionally, such methods fall short when capturing the spatial connections among regions, which are crucial as a region’s crime patterns can also be inferred via geographically adjacent [6] and structurally similar [7] regions. Though methods based on recurrent neural networks (RNNs) [8, 9] are proposed for crime prediction, they overlook the correlations between regions with either geographical [8] or semantic [9] (e.g., demographic structure) affinity. Thus, a model specifying the spatial-temporal dynamics of criminal behaviors is highly desired.

Based on the nature of crimes [10], both social characteristics and geographical locations of the residential places exhibit strong correlations with crimes. With the increasing availability of data collected from different channels, it has recently become possible to fuse multi-source information to facilitate crime prediction [11]. For example, [12] aggregates various resources by formulating them as graph-structured data and merging the learned graph representations. However, by merely treating the auxiliary information as the input feature for each region, it fails to fully account for the impact of each factor within the fine-grained urban data (e.g., income level and demographic distribution), leading to a substantial loss of context information. Meanwhile, it is non-trivial to fuse and represent the multi-faceted information in a more expressive way to quantify their varying contributions to different crime events.

The advances in latent factor models, especially neural networks, have witnessed dominating performance in predictive tasks where crime prediction is no exception. Those methods normally represent regions as implicit embedding through aggregating the information in both spatial and temporal domains [7–9, 13]. Despite the capability of forecasting the occurrence of crime events by capturing temporal patterns and neighborhood characteristics, the rationale behind the resulted predictions largely remain unexplainable within most methods [8, 9]. Understanding these factors that limit the communities from preventing crimes is of great importance to government agencies, as more effective measures can be taken to reduce crimes. While criminologists put a lot of effort into exploring reasons that cause crimes, the factors leading to criminal behaviors are still nowhere near well-understood [14]. Some methods with attention mechanisms [8] may distinguish the spatial and temporal effect on crime prediction, but the analysis on more specific factors (e.g., income level and population distribution) is left untouched, hindering both model
performance and explanation quality. Apart from this, the importance of assumed factors may vary concerning different regions at different times. For example, even though economic and social disadvantages are believed to render areas crime-prone [14], rural areas with a lower level of urbanization are less likely to attract offenders [15]. However, most existing crime prediction methods do not differentiate such multifaceted information or further discuss the impact of features from multiple views [9, 12, 16, 17], while statistical learning methods (e.g., linear regression and decision trees) reap direct interpretability but sacrifice the prediction accuracy [18, 19].

To this end, we aim to predict the occurrence of crimes in each region by addressing the challenges in: (1) modeling the spatial-temporal effect; (2) expressively fusing multi-view information; and (3) providing interpretability on the causes of different crime types across regions. To address these challenges, we propose a novel framework - Spatial-Temporal Meta-path guided Explainable Crime prediction (STMEC). Different from existing graph based and grid based crime prediction models [7–9, 12, 13] that capture the relationships between regions through either geographical distance or venue based similarity, STMEC can: (1) encode temporal dynamics and semantic similarity among regions into their representations to improve performance; (2) project multifaceted dimensions of auxiliary data into a heterogeneous graph to capture rich context information; and (3) explicitly model the interactions between regions and features into a distribution-aware path to enhance explainability.

It is worth noting that STMEC novelly depicts the relations between regions by different social and environmental factors, and its expected performance and explainability are strengthened via the path-enriched features in the graph-structured data. The idea is inspired by the findings from prior works mentioned above, which suggest that similar urban features or adjacent locations of regions will lead to similar crime patterns [6, 7]. To complement the problem of fusing multifaceted information in our model, we characterize the interactions between regions and features by leveraging the concept of the meta-path [20]. Compared with existing crime prediction methods [8, 9, 12] that merely treat multi-view information as regions’ features, we explicitly model such information into a heterogeneous graph, enabling us to mine different semantics and preserve the heterogeneity of information. This meta-path based graph structure can benefit the crime prediction tasks by improving both model interpretability and predictive performance. On the one hand, as meta-path can explicitly capture semantic relations between regions and complex context features, it can help us make informed decisions and improve the interpretability of the model. On the other hand, compared with random walk based approaches [21, 22], symmetric meta-paths can better capture region-wise similarity conditioned on each specific socioeconomic factor. Besides, compared with approaches that build relation-specific homogeneous graphs [23], the meta-path based framework is more scalable, and is less likely to suffer from the sparsity of observed links between regions. Also, to better capture spatial-temporal dynamics, we cast the meta-path based graph into multiple snapshots, where each snapshot contains learned temporal features from the historical criminal activities indicating the temporal dynamics. By distilling information from the region-to-region paths in each snapshot, we can further combine features from diverse paths.

Furthermore, with the help of the path based attention mechanism, the proposed STMEC framework can obtain weights that suggest the contribution of various paths and further enhance the interpretability of the model. The rationale of designing such meta-path schemas is that the criminal activities of a certain region can be inferred from the region with similar environmental and social structures or from its neighborhoods. For example, when predicting crimes in a downtown area with a higher income level and more diverse
populations, apart from the local crime trends, we also believe that another region with similar income level and demographic distribution may share its crime patterns to some extent. In addition, a region is more likely to be crime-prone if its nearby regions are at a higher risk of attracting offenders. Hence, by fusing rich information from the knowledge based graph across the time slots, the framework is able to capture temporal dynamics and retrieve semantics from diverse paths in comparison with existing works.

In summary, we highlight the main contributions of our work as follows:

- We design a new multi-view crime prediction framework STMEC that can expressively capture complex spatial-temporal dependencies, as well as correlations with external factors.
- We explicitly model the interactions between regions and features over time to benefit both the performance and explainability. Furthermore, this new perspective enriches the semantic context within the representations from the graph-structured crime data.
- Extensive evaluations on two real-world datasets collected from New York City (NYC) have been performed, and the results show that STMEC surpasses state-of-the-art baselines in terms of both effectiveness and explainability.

2 Preliminaries

In this section, we begin with some essential definitions and present the problem formulation of crime prediction.

Definition 1 Heterogeneous Information Network. A heterogeneous information network (HIN) is defined as a graph $G = (V, E)$ with multiple entity types and relation types. Each entity $v \in V$ belongs to an entity type $A$ given by the entity type mapping function $\phi : V \rightarrow A$, and each edge $e \in E$ belongs to a relation type $R$ given by the relation type mapping function $\psi : E \rightarrow R$. By definition we have $|A| + |R| > 2$.

In this work, there are 7 entity types representing regions, demographic, income level, job type, commuting ways, urban facility distribution, and geographic information. Given the sandwich structure of meta-path, which is denoted as $(\text{region, factor, region})$ in Figure 1, the relation between region and factor is defined as ‘region contains information about factor’. In this work, the HIN is different from the pure region-only graphs, as the entity set contains both regions and attributes (e.g., income level and urban facilities).

Definition 2 Meta-path. A meta-path $P$ in a network is denoted in the form of $A_1 \xrightarrow{R_1} A_2 \xrightarrow{R_2} \ldots \xrightarrow{R_l} A_{l+1}$. The composite relation from entity types $A_1$ to $A_{l+1}$ is described as $R = R_1 \circ R_2 \cdots \circ R_l$, where $A_i \in A, R_j \in R$.

Definition 3 Meta-path instances. Given a meta-path $P$ of a heterogeneous graph $G$, a meta-path instance $p \in P$ describes a node sequence from entity $v_0$ to $v_k$ as $p = \langle v_0, v_1, \ldots v_k \rangle$, where $\forall i, \phi (v_i) = A_i \in A$, and for each relation $e_i = \langle v_i, v_{i+1} \rangle$, $\psi (e_i) = R_i \in R$.

Crime prediction For each geographic region in a city, we use $\mathcal{Y}_i = \{y^1_i, y^2_i, \ldots, y_C^i \} \in \mathbb{R}^{T \times C}$ to denote the occurrences of all $C$ crime types (1 for observed and 0 for unobserved) at region $r_i$ during $T$ time slots. Given the region set $R$, the previous crime records, and the region associated information network $G$, the objective of this work is to
Figure 1  An illustration of meta-path based crime network. (a) An example of heterogeneous graph consisting of four types of nodes: region, income, urbanization, distance. (b) Three meta-path types in the heterogeneous graph denoted as \langle \text{region, factor, region} \rangle \ (RIR), \langle \text{region, income, region} \rangle \ (RUR), \langle \text{region, distance, region} \rangle \ (RDR). (c) Based on the three meta-path types, all 8 meta-path instances were found from the heterogeneous graph respectively.

learn a predictive framework which infers whether a certain type of criminal activity will happen in the next time step \( T + 1 \) at each region \( r_i \in I \).

The key notations used in this paper are introduced in Table 1. In this paper, we only consider symmetric meta-paths with the length of 2, denoted as \( \langle \text{region, factor, region} \rangle \). As shown in Figure 1, the interactions between regions will be modeled by the shared features. For example, region 1 and region 2 are connected as they both belong to high-income area, while region 1 and region 3 will share the information of urbanization as both of them have a large number of urban facilities. Also, region 1, region 4, and region 5 are neighbors to each other, which share the attribute of short distances on the geographic level. The choice of various meta-paths will be further discussed in Section 4.2.

Table 1  Description of notations used in this paper

| Notations | Definitions                      |
|-----------|---------------------------------|
| \( G \)   | Heterogeneous information network (HIN) |
| \( V \)   | The set of nodes in a graph       |
| \( E \)   | The set of edges in a graph       |
| \( v \)   | A node or entity \( v \in V \)    |
| \( e \)   | An edge or relation \( e \in E \) |
| \( A \)   | Type of nodes (entities)         |
| \( R \)   | Type of edges (relations)        |
| \( P \)   | A meta-path                      |
| \( p \)   | A meta-path instance \( p \in P \) |
| \( I \)   | A set of regions                 |
| \( r \)   | A region \( r \in I \)           |
| \( W \)   | Weight matrix                    |
| \( b \)   | Bias vector                      |
| \( h \)   | Embedding or hidden state        |
3 Model

In this section, we introduce the proposed model **Spatial-Temporal Meta-path guided Explainable Crime prediction (STMEC)**. STMEC is constructed by four major components: temporal information embedding, meta-path instance encoder, similarity based intra-path aggregation and attention based inter-path aggregation. We first provide an overview of STMEC, and the details of each module are elaborated in the following subsections.

3.1 Overview of STMEC architecture

The overall architecture of the proposed STMEC model is shown in Figure 2. Different from existing graph based crime prediction models which represent the links between regions by either geographical distance or similarity of points of interest (POI), we model the interaction between regions via an intermediate node of a certain attribute type (e.g., demographic distribution). These interactions are characterized as symmetric meta-paths such as \(\langle \text{region}, \text{factor}, \text{region} \rangle\) on a meta-path based graph. Given the temporal properties of this meta-path based graph, the embedding of each region is learned and updated along the time steps. To achieve better representation learning for regions, the procedure is decomposed into four steps. Firstly, the initial embedding of each region is obtained by learning the latent representations of local crime trends with a recurrent neural network (i.e., Long Short-Term Memory networks (LSTM)). Secondly, for each meta-path instance, we integrate the embeddings of attributes and regions along the path. Thirdly, similarity based weights are computed and assigned to meta-path instances to improve the interpretability and accuracy of the model. In this step, the weights are conditioned on the attribute distributions between the pair of regions, and we obtain the representation via weighted aggregation of all meta-path instances of the same type. Finally, the final representation of aggregated meta-paths is generated via an attention mechanism to facilitate predictions. The attention weights help reason out the contributions of different attribute types, providing insights into crime prevention.

![Figure 2](image-url)  
**Figure 2** The architecture of Spatial-Temporal Meta-path Guided Explainable Crime Prediction framework. Here is an example based on three types of meta-paths as denoted in Figure 1. In this example, the red nodes represent regions, while the nodes with other colors are different attributes.
3.2 Temporal information embedding

We firstly learn the latent representation of each region at every time step from the criminal records. For sequential data modeling, LSTM is known for its ability to capture both short-term and long-term dependencies when compared with other RNN based models [24]. Thus, in this task, we deploy a time-series oriented LSTM to learn latent representations from the given sequence of crime records.

For each region $r_i$, given a list of crime records containing $T$ daily data points $\mathcal{Y}_i = \{y^1_i, y^2_i, \ldots, y^T_i\} \in \mathbb{R}^{T \times C}$, where $y^t_i \in \mathbb{R}^C$ is the number of crime records for all crime types $C$ at time step $t$. We aim to initialize the representation of region $r_i$ at time step $t$ based on the crime records from previous $M$ time steps, which is denoted as $\mathcal{Y}^M_i = \{y^{t-M+1}_i, \ldots, y^T_i\} \in \mathbb{R}^{M \times C}$. By taking a region’s features $y$ at different time steps as the input, the hidden states $h_{t, r_i}$ derived from the LSTM will be utilized as the initial representation of region $r_i$ at time step $t$. An LSTM unit is composed of a forget gate, an input gate, and an output gate, which regulate the flow of information. Formally, the LSTM layer performs the following functions to update the hidden states $h_{t, r_i}$:

$$
\begin{align*}
\mathbf{f}_{t, r_i} &= \sigma \left( \mathbf{W}_{xf} \mathbf{y}_t^i + \mathbf{W}_{hf} h_{t-1, r_i}^i + \mathbf{b}_f \right) \\
\mathbf{i}_{t, r_i} &= \sigma \left( \mathbf{W}_{xi} \mathbf{y}_t^i + \mathbf{W}_{hi} h_{t-1, r_i}^i + \mathbf{b}_i \right) \\
\mathbf{c}_{t, r_i} &= \tanh \left( \mathbf{W}_{xc} \mathbf{y}_t^i + \mathbf{W}_{hc} h_{t-1, r_i}^i + \mathbf{b}_c \right) \\
\mathbf{o}_{t, r_i} &= \sigma \left( \mathbf{W}_{xo} \mathbf{y}_t^i + \mathbf{W}_{ho} h_{t-1, r_i}^i + \mathbf{b}_o \right) \\
\mathbf{c}_{t, r_i} &= \mathbf{f}_{t, r_i} \odot \mathbf{c}_{t-1, r_i} + \mathbf{i}_{t, r_i} \odot \mathbf{c}_{t, r_i} \\
\mathbf{h}_{t, r_i} &= \mathbf{o}_{t, r_i} \odot \tanh \left( \mathbf{c}_{t, r_i} \right)
\end{align*}
$$

where $\mathbf{y}_t^i$ is the input at time $t$ with dimension $d_y$, and $\mathbf{h}_{t, r_i}^i$ is the hidden state at time $t$ with dimension $d_s$. Furthermore, the input gate, forget gate, output gate and cell state are denoted as $\mathbf{i}_{t, r_i}$, $\mathbf{f}_{t, r_i}$, $\mathbf{o}_{t, r_i}$, and $\mathbf{c}_{t, r_i}$, respectively. Each of the $\mathbf{W}_{x*} \in \mathbb{R}^{d_y \times d_s}$ is the weight matrix to control information flow from input to LSTM cell, while each of the $\mathbf{W}_{h*} \in \mathbb{R}^{d_s \times d_s}$ is the weight matrix to transform the previous states $h_{t-1, r_i}^i$ to LSTM cell. Also, $\mathbf{b}_* \in \mathbb{R}^{d_s}$ represents the bias term. The sigmoid function denoted as $\sigma$ helps the LSTM cell to update or forget the data. For notation simplicity, we denote (1) as $\mathbf{h}_{t, r_i}^i = \text{LSTM}(\mathbf{h}_{t-1, r_i}^i)$ in the following subsections.

3.3 Meta-path embedding

In crime prediction tasks, external features depicting the community profiles are normally considered as auxiliary knowledge to complement the machine learning methods. For instance, demographics, income level, and human behavioral factors indicating the socioeconomic characteristics [16, 25] are commonly used to improve the crime incident prediction. However, how to leverage heterogeneous and ubiquitous information effectively is always a challenge. In this case, the meta-path based graph is considered to represent heterogeneous information as it can model various relationships between different types of objects intuitively and precisely. Different meta-path based embedding techniques, such as the random-walk based methods [26, 27] (i.e., Metapath2vec and HERec), are proposed to
aggregate information from neighbors along the paths but are generally more focused on the structural information of each meta-path type and simply treat the inherent node attributes as features. However, in the crime prediction context, how the regions correlate and interact with those features are crucial to accurate predictions. In general, criminal activities always interact with different socioeconomic factors, and the relations can be modeled in a symmetric structure denoted as \(\langle \text{region}, \text{factor}, \text{region} \rangle\). This structure protects the diversity of auxiliary information and maps the correlation between regions in terms of different views. Thus, inspired by [28], we distill comprehensive semantics by differentiating meta-path instances into different categories and integrating information by meta-path aggregation methods. In this work, we consider six factors as potential causes of crime-prone communities, including demographics, income level, job type, journey to work, urban facilities, and geographical distance. Each factor is represented by a vector that describes the distribution of its attributes. For example, a feature vector for urban facilities carries the proportion of recreation, residential, and public safety facilities.

It is also worth mentioning that, we consider only symmetric meta-paths for capturing region-wise similarity. For example, if two regions have similar income statistics, they will be connected by a virtual meta-path link as \(\langle \text{region}, \text{income}, \text{region} \rangle\) (RIR), and it can be extended to RIRIR which has a length of more than 2, but it will reduce the training efficiency as more steps of aggregation are involved. Also, as we focus on learning the importance of different factors to the prediction results, asymmetric meta-path like \(\langle \text{region}, \text{income}, \text{region}, \text{job}, \text{region} \rangle\) (RIRJR) is likely to introduce more noise in the meta-path instance, and will bring difficulties in quantifying the contributions of different socioeconomic factors like income and job in this case. Furthermore, asymmetric meta-paths come with a higher demand on the feature engineering process that heavily depends on domain expertise.

3.4 Meta-path instance aggregation

Given target region \(r_i\) for which we want to predict the crime incidents in the next time step \(t + 1\), we first take the snapshot of the entire meta-path based graph at time \(t\). In the snapshot, we can find a candidate region \(r_j\) connects to \(r_i\) via an intermediate node indicating a certain factor. As a meta-path is defined by \(\langle \text{region}, \text{factor}, \text{region} \rangle\), we denote the meta-path instance as \(p(r_i, r_j)\) and the intermediate node as \(m_{p(r_i, r_j)}\), where the type of meta-path instance \(P_A\) is determined by the type of intermediate node \(A \in \mathcal{A}\). For each type of meta-path, the basic idea is to find all meta-path instances containing target node \(r_i\) and measure the priority of each instance. This is achieved by quantifying the similarity between the target region and another region w.r.t. their relationships towards the intermediate node. For instance, if region \(r_i\) and region \(r_j\) both belong to low-income areas, they will be connected by the intermediate node \text{income}. If \(r_j\) has similar measurements regarding the income-related features (i.e., mean, median, and variance in our case), we would consider \(r_j\) as an important candidate for predicting events that happen in \(r_i\) when modeling the \(\langle \text{region}, \text{income}, \text{region} \rangle\) meta-path. Section 3.4 further introduces the computation of pairwise similarities between two regions in a meta-path instance.

We denote region \(r_i\)’s feature vector of a certain factor as \(m_{r_i}\). For example, the feature vector that describes the region’s income level comprises of the median, mean, variance, and stand deviation of the local income. To embed the information along a particular path instance into a low-dimensional vector, we concatenate the node features to preserve the heterogeneity [29, 30]. Following the concatenation, we apply a linear transformation to
map the sequence of features into the same latent space. For a meta-path instance \( p(ri, rj) \), we denote its embedding at time \( t \) as follows:

\[
h_{p(ri,rj)} = W_p \cdot \text{CONCAT} (h_{ri}^t, m_{ri}^t, m_{rj}^t, h_{rj}^t)
\]  

(2)

where \( h_{p(ri,rj)} \in \mathbb{R}^{de} \) is the meta-path instance embedding, and \( W_p \in \mathbb{R}^{de \times d'} \) is the learnable parameter. Here, \( d' \) is the dimension of the concatenated feature vector and \( de \) is the embedding size of the concatenated features. In addition, \( h_{ri}^t \) is the temporal embedding of region \( ri \) learnt from the previous \( M \) time steps.

To aggregate information from meta-path instances for target node \( ri \), we can perform a weighted sum of the instances for each type of meta-path \( PA \):

\[
h_{PA}^{ri} = \sum_{p(ri,r^*) \in PA} s(ri, r^*) \cdot h_{p(ri,*)}
\]  

(3)

where \( r^* \) denotes the candidate region connected by a meta-path instance belonging to type \( PA \) and ends at region \( ri \). The similarity score \( s(ri, r^*) \) is computed by our proposed distribution-aware PathSim. In what follows, we present the innovative design of this path based similarity metric.

### 3.5 Distribution-aware PathSim

PathSim [20] is a well-established method that outstands for its ability to capture the subtle semantic similarities between objects in symmetric meta-paths. The original PathSim is presented below:

\[
s'(ri, rj) = \frac{2 \times | p_{ri \rightarrow rj} : p_{ri \rightarrow rj} \in \mathcal{P} |}{| p_{ri \rightarrow ri} : p_{ri \rightarrow ri} \in \mathcal{P} | + | p_{rj \rightarrow rj} : p_{rj \rightarrow rj} \in \mathcal{P} |}
\]  

(4)

However, the original PathSim relies only on occurrences of categorical node features and lacks an effective approach to take into account the fine-grained, sub-divided categorical features when computing two regions’ similarity in the crime prediction context. For example, in the meta-path with \textit{urban facilities} as the intermediate node, a vector containing proportions of different building facilities has been used to indicate the urbanization level of a region. A building facility is described as a commonplace that accommodates diverse activities, such as residential, civic, educational, or commercial facilities. These types of facilities are further subdivided into more specific facility types like high school and primary school in the category of educational facilities. Such sub-divided categorical features are commonly observed within the ubiquitous data, making the traditional PathSim incompatible. This is because the similarity between regions w.r.t. different fine-grained categorical features are treated evenly in PathSim, which leads to significant information loss. Hence, we propose a distribution-aware PathSim to complement the similarity metrics. The distribution-aware PathSim \( s(ri, rj) \) for two regions is given by:

\[
s(ri, rj) = \sum_{z \in Z} |z| \cdot s(ri, z, rj)
\]

\[
s(ri, z, rj) = \frac{2 \times | p_{ri \rightarrow rj} : p_{ri \rightarrow rj} \in \mathcal{P}_z |}{| p_{ri \rightarrow ri} : p_{ri \rightarrow ri} \in \mathcal{P}_z | + | p_{rj \rightarrow rj} : p_{rj \rightarrow rj} \in \mathcal{P}_z |}
\]  

(5)

where \( z \) represents the facility category (e.g., \textit{Educational}), \( Z \) indicates all types of urban facilities, and \( \mathcal{P}_z \) denotes the meta-path connected by the category \( z \). Here, \( |z| \) and \( |Z| \) are the numbers of fine-grained, sub-divided categorical features appearing in the meta-path embedding.
denote the number of facility types in category \( z \) and the number of facility types across all categories. For example, region \( r_1 \) in Table 2 has two categories of urban facilities as Educational and Recreational, where Elementary School and High School are the 2 facility types of Educational, and there are in total 4 facility types: Elementary School, High School, Zoo, and Pool across all categories. Thus, \( \frac{|z|}{|\mathcal{Z}|} \) can represent the proportion of Educational in all facility types as \( \frac{2}{4} \). Also, \( s(r_i, z, r_j) \) represents the similarity score between region \( r_i \) and \( r_j \) in terms of the category \( z \), while \( s(r_i, r_j) \) is the similarity between two regions concerning all categories \( \mathcal{Z} \). The measurement is mainly based on the number of path instances between two regions, which is denoted as \( |p_{r_i \rightarrow r_j}| \).

To demonstrate how our proposed method works, we use a toy example as shown in Table 2 to illustrate the reliability of the method compared with the original PathSim. The example shows the number of urban facilities in region \( r_1, r_2, \) and \( r_3 \). The urban facilities can be divided into two categories as Educational and Recreational, and each has two facility types as Elementary School and High School, Zoo and Pool respectively. We aim to find the region with the most similar structure as \( r_1 \). As \( r_2 \) has both educational and recreational facilities of the same amount, it is more close to the urban structure as \( r_1 \). PathSim measures the similarity scores as: \( s'(r_1, r_2) = \frac{2 \times (2 \times 2 + 2 \times 2 + 5 \times 10)}{(2 \times 2 + 2 \times 2 + 5 \times 5 + 5 \times 5 + 5 \times 10 + 5 \times 10 + 10 \times 10)} = 0.699 \), while \( s'(r_1, r_3) = 0.926 \). The distribution-aware PathSim complements the problem by taking the weighted sum of PathSim in terms of categories. Thus, we compute the similarity score as \( s(r_1, r_2) = \frac{2}{4} \cdot 1 + \frac{2}{4} \cdot \frac{2 \times (5 \times 10)}{(5 \times 5 + 5 \times 5 + 10 \times 10)} = 0.833 \), while \( s(r_1, r_3) = 0.5 \). Apparently, our distribution-aware PathSim has stronger consistency with human intuition owing to the consideration of different categories.

### 3.6 Attention for meta-path based context

Intuitively, different meta-paths carry different semantics in a region-region interaction. In the task of crime prediction, it is hard to identify the leading factor that contributes more to criminal behaviors. Also, for different regions, a meta-path may have varying semantics as it collects information from different instances via the interaction. Hence, we apply a graph attention layer to rank the importance of meta-paths and then summarize the flow of information by weighted sum.

For region \( r_i \in I \), we have the summarization of the meta-path \( P_A \) denoted as \( h_{r_i}^{P_A} \), where \( P_A \in \mathcal{P} \) and \( \mathcal{P} \) is a set of meta-paths containing node \( r_i \). First, we transform the meta-path based representations for all nodes \( r_i \in I \), and obtain the average value with respect to each meta-path type \( P_A \):

\[
\mathbf{u}^{P_A} = \frac{\sum_{r_i \in I} \tanh \left( \mathbf{M}_u \cdot h_{r_i}^{P_A} + \mathbf{b}_u \right)}{|I|}
\]
where \( M_u \in \mathbb{R}^{d_a \times d_c} \) and \( b_u \in \mathbb{R}^{d_a} \) are learnable parameters. The number of nodes is denoted by \( I \).

Then the attention mechanism is utilized to fuse the meta-path based context, the weights are learnt over different types of meta-path as follows:

\[
\begin{align*}
e^{P_A} &= q^T \cdot u^{P_A} \\
\beta^{P_A} &= \frac{\exp (e^{P_A})}{\sum_{P_A \in \mathcal{P}} \exp (e^{P_A})} \\
h^{P_A}_{r_i} &= \sum_{P_A \in \mathcal{P}} \beta^{P_A} \cdot h^{P_A}_{r_i}
\end{align*}
\]

where \( q \in \mathbb{R}^{d_a} \) is the attention vector to be learned in the training process, and \( \beta^{P_A} \) is the learnt importance score of meta-path \( P_A \). The summarized context information based on each type of meta-path is embedded as \( h^{P_A}_{r_i} \), which will be projected to a \( C \)-dimensional output via a dense layer with sigmoid activation. The final output is the estimated probability of crime \( c \) that will happen in region \( r_i \), which is denoted as \( \hat{y}^{t,c}_{r_i} \).

### 3.7 Training

Our objective is to obtain the value of \( \hat{y}^{t}_{r_i} \) at each time step \( t \), where the \( c \)-th element \( \hat{y}^{t,c}_{r_i} \) denotes the probability that crime event of category \( c \) will happen in the next time step \( t + 1 \). As this can be viewed as \( C \) binary classification tasks, we employ cross entropy as the loss function:

\[
L = -\sum_{(r_i, c, t) \in S} y^{t+1,c}_{r_i} \log \hat{y}^{t,c}_{r_i} + (1 - y^{t+1,c}_{r_i}) \log (1 - \hat{y}^{t,c}_{r_i})
\]

where \( \hat{y}^{t,c}_{r_i} \) is the estimated probability of crime \( c \) that will happen in region \( r_i \) in the next time slot \( t + 1 \) and \( y^{t+1,c}_{r_i} \) is the corresponding ground-truth record at time slot \( t + 1 \). Also, \( S \) is the crime event set in the training process. In this work, the model parameters are learnt by minimizing the loss function with Adaptive Moment Estimation (Adam) [31].

### 4 Experiment

#### 4.1 Experiment settings

#### 4.1.1 Datasets

We integrate multiple public datasets from various resources in New York City (NYC). The performance of our framework is evaluated via the datasets collected from both 2014 and 2015.

1. **Census Data** [32]: There are 2161 records of census tracts in the 2015 American Community Survey containing information about population, commuting ways, job type, and income level.

2. **Points of Interest (POI)** [33]: We collect more than 15,000 records of commonplaces, which includes 13 facility domains like Residential Places, Education Facility, Cultural Facility, Recreational Facility, Social Services Facilities. After allocating the number of data points to the corresponding region by each type, the distribution of points in each region can reflect the level of urbanization.
Crime Data [34]: We evaluate the STMEC model on the crime data collected from Jan 1, 2014, to Dec 31, 2015 (2*365 days) in NYC. For the prediction tasks, we select the top 10 most common crimes. Apart from this, we also investigate the dangerous weapon related crimes, as more than 200 people in the United States are wounded or killed by gun violence every day [35]. As shown in Figure 3, gun violence in NYC usually happens in Brooklyn and the borders of Manhattan and Bronx, which indicates that gun violence is highly related to geographical locations.

There are in total 71 districts in NYC based on the partition rule that is valid from 2013 to 2020, and our experiments are conducted on the district level. Hence, the ubiquitous data has been integrated into each district to represent a higher level of various characteristics. The statistics of crime data and POI are shown in Tables 3 and 4.

4.1.2 Analysis on crime trends

To better understand the crime trends, we explore the correlation between the crime events and their own lags by using the Autocorrelation Function (ACF). Figure 4 shows the non-stationary characteristics of both crime trends, given the slowly decreasing autocorrelation values along the lags. Additionally, the plot also indicates different temporal dependencies on historical crimes across two datasets, as the autocorrelations of different datasets show different levels of sensitivity to their lags. Specifically, compared with crime trends in 2014, crime trends in 2015 show a stronger correlation (i.e., a larger autocorrelation value of recent lags) between the current and recent records.

Furthermore, the difference of temporal dependencies among two datasets is also observed from fine-grained crime types. For example, in Figure 5, robbery trends of NYC 2014 spikes at lag 21, indicating a strong correlation between the current crime events and the one happened 21 days before, while a weak correlation is observed between the current crime events and recent lags (lag 2 and lag 3). However, robbery trends of 2015 show a stronger temporal dependency across 4 weeks’ lags. As we will further discuss in

Figure 3  Gun Violence Distribution in NYC
Table 3  Data statistics of crime records: average days with and without crimes across all regions

| Data Source | Category                | Avg. Days with Crimes 2014 | Avg. Days with Crimes 2015 | Avg. Days without Crimes 2014 | Avg. Days without Crimes 2015 |
|-------------|-------------------------|----------------------------|----------------------------|-------------------------------|-------------------------------|
| NYC         | Petite Larceny          | 296                        | 294                        | 69                            | 71                            |
| Crime       | Harassment              | 281                        | 281                        | 84                            | 84                            |
| Reports     | Assault                 | 258                        | 258                        | 107                           | 107                           |
| 2014        | Criminal Mischief       | 254                        | 256                        | 111                           | 109                           |
| and 2015    | Grand Larceny           | 250                        | 249                        | 115                           | 116                           |
|             | Dangerous Drugs         | 167                        | 154                        | 198                           | 211                           |
|             | Against Public Order    | 173                        | 182                        | 192                           | 183                           |
|             | Felony Assault          | 165                        | 165                        | 200                           | 200                           |
|             | Robbery                 | 152                        | 155                        | 213                           | 210                           |
|             | Burglary                | 155                        | 146                        | 210                           | 219                           |
|             | Dangerous Weapons       | 106                        | 105                        | 259                           | 260                           |

Table 4  Data statistics of POI: number of POI of different categories in NYC 2014 and 2015

| Data Source | Category       | #(2014) | #(2015) | Category       | #(2014) | #(2015) |
|-------------|----------------|---------|---------|----------------|---------|---------|
| NYC POI     | Commercial     | 711     | 724     | Cultural       | 520     | 522     |
| 2014 and    | Education      | 3037    | 3472    | Government     | 662     | 723     |
| 2015        | Health Services| 215     | 220     | Miscellaneous  | 648     | 651     |
|             | Public Safety  | 592     | 596     | Recreational   | 2458    | 2481    |
|             | Religious      | 1164    | 1201    | Residential    | 2930    | 2967    |
|             | Social Services| 1395    | 1409    | Transportation| 455     | 542     |
|             | Water          | 281     | 281     |                |         |         |

Figure 4  ACF plot of crime trends in 2014 and 2015
Section 4.5.1, these findings suggest different model sensitivity to varying time window sizes in different datasets.

### 4.1.3 Evaluations

As an evaluation of the stability and reliability of model performance for different datasets, the experiments are done for crime events in 2014 and 2015 respectively. To ensure the consistency of training and test for STMEC and all baseline models, all prediction tasks start from 29th Jan of each year, and the data is split into 75% (255 days) for training, 5% (18 days) for validation, and 20% (64 days) for test. The choice of the commencement date is based on the optional time window used for crime prediction tasks. To compare STMEC with state-of-the-art baselines, we use four types of evaluation metrics to fully investigate the performance of each model on the test set:

- **(1) Macro-F1 and Micro-F1 score**: To measure the performance of the model across different categories (i.e., Robbery and Grand Larceny) of crime events, we utilize Macro-F1 and Micro-F1 [36]. Models with better overall performance usually have higher Micro-F1 and Macro-F1 scores.
- **(2) Macro-Recall and Micro-Recall score**: Considering that criminal activities can lead to an immeasurable loss to the society, the ideal predictor is supposed to minimize the number of false negatives, that is, we want to correctly identify as many risky activities as possible. Thus, the score of recall is a crucial metric in crime prediction. Similar to Macro and Micro F1 score, the Macro and Micro Recall [37] is computed by averaging the performance across different categories.
- **(3) F1 score**: F1 score is used to measure the prediction accuracy of the model for an individual category of crime, which computes the harmonic mean of precision and recall.
- **(4) Recall**: Recall is used to evaluate the performance of the model for a single category of crime events, which suggests the ability to correctly identify the crime events that truly happened.

### 4.1.4 Baselines

The performance of the proposed model will be compared with the state-of-the-art baseline models. Most of the Graph Convolutional Networks (GCN) based models are inherited from the task of traffic prediction, which is also used for predicting crime events in some
Thus, we will compare the performance of our model with these outstanding models, given the purpose of crime prediction is also to capture the spatial and temporal dependence. Please note that we use the same input data including geographic, demographic, and urban-related information for all baseline models but with different data representations concerning different architectures of baseline models.

We briefly introduce the baseline methods for comparison below:

- **Multilayer Perceptron (MLP)**: This is the conventional neural network with 3 dense layers to learn the representations from given features.

- **GCN [41]**: This neural network learns the features by aggregating information from neighboring nodes. To test the performance of this model, the input data has been organized into a graph structure where the nodes represent each region, while the edges are given by the distance between the adjacent regions.

- **TGCN [42]**: This model is normally employed to capture the spatial and temporal dependence simultaneously. It is a joint framework with the GCN and gated recurrent unit (GRU).

- **LSTM-GCN [43]**: This model is quite similar to TGCN. Instead of using GRU to capture the temporal pattern, this model replaces the component with LSTM unit.

- **STGCN [44]**: This model is a typical spatial-temporal model but with complete convolutional structures. It can also capture comprehensive spatial-temporal dependence.

- **MiST [9]**: MiST is an attention-based recurrent framework for crime prediction. It surpasses traditional regression-based models (i.e., SVR and ARIMA) as well as several state-of-the-art deep learning models. Thus, MiST is a strong baseline to evaluate and performance of our proposed model.

- **HAGEN [45]**: HAGEN is the most recent graph neural network specifically designed for crime forecasts. This framework captures the crime correlation between regions via distance-based and context-based (e.g., POI) similarities.

- **GSNet [23]**: GSNet is a homogeneous graph-based framework which models different kinds of spatial correlations by different types of context features (e.g., POI similarity, geographical similarity). Based on our problem setting, we have deployed this framework by constructing six homogeneous graphs which correspond to the six factors explored in this paper.

### 4.2 Parameter settings

In our work, the hyperparameters of each baseline model are carefully tuned to ensure optimal results. We implement STMEC with Pytorch architecture. We set the dimension of temporal embedding $d_t$ as 128 and the number of LSTM layers as 2. The optimal time window $M$, from which the temporal dynamics are learned, is set as 28 days for 2015 dataset and 21 days for 2014 dataset. Also, The embedding size of meta-path instances $d_e$ is set as 64 and the attention vector size $d_a$ is set as 128. Additionally, the learning process is optimized by Adam, with the learning rate 0.0001. The effect of different hyperparameter setting has been discussed in Section 4.5.

We investigate 6 different types of factors that may affect the criminal activities which are represented as meta-paths: $\langle \text{region}, \text{demographic}, \text{region} \rangle$ (RDR), $\langle \text{region}, \text{income}, \text{region} \rangle$ (RIR), $\langle \text{region}, \text{job type}, \text{region} \rangle$ (RJR), $\langle \text{region}, \text{commuting ways}, \text{region} \rangle$ (RCR), $\langle \text{region}, \text{urbanization}, \text{region} \rangle$ (RUR), and $\langle \text{region}, \text{geographic}, \text{region} \rangle$ (RGR). The importance of the factors is discussed in the following subsections.
4.3 Model performance comparison

4.3.1 Overall performance across all crime types

As shown in Table 5, the proposed model STMEC outperforms all existing state-of-the-art deep learning models by achieving the best scores across all evaluation metrics. In the dataset from NYC 2015, we improve 2%, 6%, 8.2%, 5.7% of the crime prediction framework MiST with respect to Macro-F1, Micro-F1, Macro-Recall, and Micro-Recall scores. Also, our model shows competitive performance even compared to the most recent spatial-temporal frameworks HAGEN and GSNet. The advantages of our proposed model persist on the other dataset from 2014 as well. The results prove that our model benefits with better performance by explicitly modeling the interactions between crime events and the possible causes. By comparing the performance of MLP and GCN which ignore the long-term temporal dynamics, no obvious loss of the performance is observed. This result suggests that the crime events in general are largely affected by the most recent trends. Also, the slight improvement of GCN as compared to MLP indicates the importance of geographical factors, as the GCN based model constructs the data as geographic based graphs, which are shown in Figure 6. Consistent with the findings of temporal impacts on crime events, the rest of GRU or LSTM based models which focus more on sequential information cannot significantly improve the performance with comparison to conventional neural networks.

4.3.2 Performance on individual crime type

Additionally, we explore the effectiveness of STMEC in forecasting each category of crime events. From Figure 7, we observe that for frequent crime events (from (a) Petit Larceny to (e) Grand Larceny), most of the deep learning baselines can persist remarkable performances while STMEC stays competitive for predicting those kinds of crimes. However, for crime events that rarely happen (from (f) Dangerous Drugs to (k) Dangerous Weapons),

| Datasets | Metrics | MLP | GCN | TGCN | LSTM-GCN | STGCN | MiST | HAGEN | GSNet | STMEC |
|----------|---------|-----|-----|------|----------|-------|------|-------|-------|-------|
| NYC 2014 | Macro-F1| 0.794 | 0.802 | 0.803 | 0.792 | 0.803 | 0.797 | 0.816 | 0.813 | 0.816 |
|          | Micro-F1| 0.707 | 0.724 | 0.732 | 0.721 | 0.733 | 0.719 | 0.761 | 0.759 | 0.764 |
|          | Macro-Recall | 0.688 | 0.713 | 0.738 | 0.715 | 0.733 | 0.724 | 0.786 | 0.786 | 0.791 |
|          | Micro-Recall | 0.768 | 0.792 | 0.807 | 0.785 | 0.803 | 0.797 | 0.846 | 0.844 | 0.849 |
| NYC 2015 | Macro-F1 | 0.793 | 0.798 | 0.784 | 0.793 | 0.795 | 0.796 | 0.813 | 0.810 | 0.816 |
|          | Micro-F1 | 0.715 | 0.716 | 0.690 | 0.722 | 0.710 | 0.703 | 0.756 | 0.748 | 0.763 |
|          | Macro-Recall | 0.688 | 0.699 | 0.667 | 0.714 | 0.699 | 0.707 | 0.778 | 0.768 | 0.789 |
|          | Micro-Recall | 0.763 | 0.777 | 0.752 | 0.786 | 0.780 | 0.789 | 0.839 | 0.834 | 0.846 |
most of the baselines fail to capture the dynamic patterns and undermine the ability to identify the occurrence of criminal activities. Although STMEC falls slightly behind HAGEN and GSNet in predicting crimes related to against public order and felony assault, it alleviates the scarcity of other rarer crime types by achieving 5%-20% higher recall and 3%-10% higher F1 score. For instance, when predicting dangerous drugs related crimes in 2015, STMEC achieves recall of 0.744 and F1 score of 0.72. It outperforms the second-best baseline model GSNet which achieves recall of 0.644 and F1 score of 0.685. Furthermore, STMEC achieves the highest recall and F1 score of predicting burglary in 2014, which are 0.627 and 0.615 respectively. This result reveals 6.7% and 4.3% improvement in terms of recall and F1 score compared to the best baseline HAGEN. Given the significant improvement in predicting uncommon crimes, we can conclude that the performance of STMEC is stable and robust across different crime types.

4.4 Analysis of explainability

Apart from the superior performance given by STMEC, another contribution of the framework is to give explanations on forecasts. This work involves 6 different types of meta-paths which represent the features from different categories of potential factors. As we generate pre-defined region-to-region instances and sum up the impacts from each path by a given similarity score, the effect of the black box is relieved by explicitly modeling the interactions and ranking priorities of the path instances. Furthermore, the attention mechanism that obtains the weight of each meta-path type also helps to rank the importance of factors in the crime prediction tasks. Table 6 demonstrates the summary of importance scores with respect to different factors. As the scores are obtained from each test instance given by day, the result indicates that the importance of each factor varies a lot along the timeline. Specifically, we can observe the variation of importance for each factor from Figure 8. It shows that urbanization level is the leading factor for most of our predictions, while the type of job in the population is the least important factor in the task. Additionally, we can also observe that the impact of geographical information is relatively stable, while the others dramatically change up and down. It is worth noticing that the causes of criminal activities are not constant along the time. This observation supports our idea of constructing the model by considering the variations and interactions between features.
Figure 7  Performance comparison by each type of crime events
Table 6 Summary table of importance score obtained from attention

| Factors      | Mean  | Min.  | Median | Max.    |
|--------------|-------|-------|--------|---------|
| Demographics | 0.167 | 0.049 | 0.157  | 0.359   |
| Income       | 0.177 | 0.104 | 0.164  | 0.375   |
| Job          | 0.00019 | 0.00012 | 0.00018 | 0.00027 |
| Commuting    | 0.112 | 0.004 | 0.085  | 0.459   |
| Urbanization | 0.502 | 0.167 | 0.513  | 0.744   |
| Geographic   | 0.040 | 0.012 | 0.037  | 0.078   |

4.5 Hyperparameter study

4.5.1 Effect of the temporal scale

Since the crime prediction is conducted by utilizing the last $M$ days of Observations, the length of the encoded time-series sequence is one of the most essential parameters to assist in capturing the temporal dynamics. However, as we observed in Section 4.3.1, the experimental results reveal that the difference between encoding short-term time dependency (one day) and long-term time dependency (up to 4 weeks) is not significant. To further justify this observation and choose the optimal size of the time window for our proposed model, we investigate the change of performance across different length of input sequence $M$. Figure 9 depicts the performance of STMEC changes across different choice of time window $M$. As we can observe from the figure, for dataset NYC 2014, the performance of STMEC becomes better as the size of the time window $M$ increases, but saturates when $M$ reaches 21. Also, as we further analyze the impact of time window for NYC 2015 in Figure 9b, the experimental results suggest that the optimal window size that achieves the highest F1 score

![Variations of attention scores in testset (NYC 2014)](image)
is still 21, but the model obtains better recall when we set the window size to 14. Thus, based on different patterns shown in different datasets, we can infer that the change of performance under different time window settings is mainly due to the specific periodicity of crime trends in the datasets. The result is consistent with the observation in Section 4.3.1. As the experimental results in Section 4.3.1 suggest, the crime trends of NYC 2015 tend to have more temporal patterns in the short term, which benefits MLP and GCN that only use features from one step earlier and weakens TGCN that will possibly capture the noise from long-term data. The ACF plots in Figure 4 support our observation, as the recent lags of crime trends in 2015 have larger correlation values compared with crime trends in 2014. By choosing the optimal size of the time window, the performance of the model is slightly improved even compared to the worst option that set the size of the time window to 1. Hence, the crime events are not as temporal-correlated as we thought, and we can barely improve the crime prediction tasks more by solely investigating the temporal features.

4.5.2 Effect of the embedding size

To understand the effect of different embedding size, we further examine the size of temporal embedding in LSTM component, and the size of meta-path embedding during node
aggregation. As shown in Figures 10a and b, when the size of temporal embedding is set to 128 and the size of meta-path embedding is set to 64, the model can achieve slightly better F1 scores as compared to the others. However, as the difference between F1 scores is only around 1%, we can conclude that our model is insensitive to the size of latent representations.

4.6 Ablation study

To understand the significance of different components in our proposed framework, we further examine the efficacy of the attention module and the distribution-aware PathSim by replacing them with a mean aggregator in the degraded variants of STMEC. In general, the experimental results in Figure 11 have shown that both key components are beneficial to the performance of our model. Besides, attention module reflects more significance on predicting crimes of NYC 2014, while PathSim shows more potential in predicting crimes of NYC 2015.

(a) Impact of temporal embedding.

(b) Impact of meta-path embedding.

Figure 10  Impact of embedding size
5 Related work

**Urban mobility dynamics** Apart from investigating ubiquitous data and historical crime records over time, some studies also analyze the influence of urban mobility dynamics on crime events [12, 46–50]. Rumi et al. [47] proposed the User Associated Dynamic Crime Risk (UADCR) features to associate human movement and the risk of a region that may involve in crime events. Based on this work, [48] built a directed weighted graph to analyze the relationship between crime rate and human movements in different periods of the day. Apart from this, [49] also crafts the spatial-temporal features of human activities from social networks and transportation data, and compared the performance between conventional methods and the tree based machine learning techniques.

**Semantic representation learning** As spatial and temporal patterns from human mobility reveal the underlying causes of criminal behaviors, the semantics behind the activity patterns are also discussed in some work [51, 52]. Semantic representation learning can strengthen the understanding of the urban dynamics and issues in various tasks, such as crime, traffic, and user demographics in urban regions. SUME [53] learns a semantic-enhanced embedding of the heterogeneous network which has various types of nodes and edges to infer user demographics. Although this framework is set to optimize user profiles, the implicit representation of urban regions is also learned throughout the task, which sheds light on the possibilities that such similarity based measurements can also help deal with region-level crime prediction tasks. Regarding the semantic learning in crime predictions, one most recent work [51] handles dynamic chain effect and multidimensional features for performing multi-incident co-prediction. This work explicitly exploits the behind-the-scenes chain-like triggering mechanism and tackles the challenging problem caused by incident
sparsity. Further more, to learn embeddings from social networks, LBSN2Vec++ [54] is proposed to preserve the information of social relationships and user mobility by encoding friendship edges between users and category hyperedges across different node domains.

**Spatial-temporal modelling** There are also plenty of recent studies that mine the spatial-temporal dependencies for other stochastic systems, such as human trajectory [55, 56], e-commerce [57, 58], social network [59, 60] and water quality [61]. Most of the recent methods are deep learning based models and well capture spatial-temporal dependencies with respect to the particularity of certain tasks. For example, [55] proposes a graph attention based sequence-to-sequence model to predict crowd trajectories. Considering that human motion is continuous and forward-looking, the framework explicitly models the continuity of interactions among pedestrians. Additionally, [61] utilizes transfer learning to aggregate information from multiple cities and captures long-term periodicity by a pattern based spatial-temporal memory. Further more, the traffic accident prediction framework GSNet [23] models different kinds of spatial correlations by different types of context features. However, using separate homogeneous graphs inevitably incurs sparse connections between region nodes as there is only one relation type considered. Different to existing spatial-temporal models, our proposed method can learn high-quality region embeddings by utilizing meta-paths in a unified HIN, which allows for simultaneously learning the importance of different factors towards the prediction results.

**Crime prediction** Although most of the existing work aims to predict the occurrence of criminal activities, the analysis of more specific factors (e.g., income level) is left untouched in deep learning based models. Unlike traditional regression models where the coefficients directly indicate the importance of features [62], it is still a challenge to explain the feature importance in state-of-the-art deep methods for crime prediction. Also, while some work [62–64] has widely explored the demographics, POIs, and geographical features in crime prediction tasks, our model novelly depicts the relations between regions by different socioeconomic factors, and its performance and explainability are strengthened via the path-enriched features in the graph-structured data. In addition to exploring spatial-temporal impacts on criminal events, some studies [9, 45, 65] also include the cross-type correlations of urban crimes to enhance the accuracy of crime prediction. CCC [65] jointly captures the intrinsic correlations between crime types and the spatial-temporal correlations of criminal activities by mathematical modeling. As our proposed model focus more on the impact of different socioeconomic factors on the occurrence of different crimes, there is potential to further capture correlations between different crime types in our future work.

6 Conclusion

In this paper, we propose a novel framework STMEC which explicitly models the dynamic interactions between regions over time with knowledge-aware paths from multiple views. We also explore the contribution of different factors that potentially result in criminal activities with attention mechanism. The experiments from two real-world crime events datasets show that the proposed framework outperforms state-of-the-art baselines on key metrics of performance and explainability. Future work may include the following directions: 1) Integrate the impact of urban mobility/human activities, and 2) Explore the importance score of different factors of each specific region.
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