OPTIMAL STOPPING IN MEAN FIELD GAMES, AN OBSTACLE PROBLEM APPROACH
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ABSTRACT. This paper is interested in the problem of optimal stopping in a mean field game context. The notion of mixed solution is introduced to solve the system of partial differential equations which models this kind of problem. This notion emphasizes the fact that Nash equilibria of the game are in mixed strategies. Existence and uniqueness of such solutions are proved under general assumptions for both stationary and evolutive problems.
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1. INTRODUCTION

1.1. General introduction. This paper is the first of a series devoted to the systematic study of mean field games (MFG) of optimal stopping or impulse controls. We solve here a system of forward-backward obstacle problems which models MFG of optimal stopping without common noise. The case of the ”Master equation” will be considered in a subsequent work.

In the past decade, MFG have been broadly studied since their introduction by Lasry and Lions in their series of paper [17,18,19] and it has been shown they have lots of applications [14,15]. From the well posedness of the problem [5,22] to the difficult question of the master equation [7,22] through numerical questions [1,3] and developments like long time average [10] or learning in MFG [9], the original model has been the source of a huge number of mathematical questions. A very powerful probabilistic point of vue has also been developed [11,16]. We refer to [22] for a large study of the problem. We briefly recall the model proposed by Lasry and Lions when there is no common noise. A continuum of indiscernable players, which is characterized by a measure $m$, faces an optimal control problem (which is stochastic here but can also be deterministic) whose value function is denoted by $u$. The players are initially described by the measure $m_0$ and are only interested in the repartition of the other players. Under general assumptions on the regularity and geometry of the cost functions (involved in both the running and terminal costs, respectively $f$ and $g$), the value function $u$ satisfies a Hamilton-Jacobi-Bellman equation given the evolution of the measure of the player. On the other hand, given the value function and then the behavior of the players, the measure $m$ satisfies a transport equation. Nash equilibria of the game are then given by solutions of the MFG system:

$$
\begin{align*}
-\partial_t u - \Delta u + H(x, \nabla u) &= f(x, m) \quad \text{in } \mathbb{R}^d \times (0, T) \\
\partial_t m - \Delta m - \text{div}(D_p(H(x, \nabla u))m) &= 0 \quad \text{in } \mathbb{R}^d \times (0, T) \\
u(T) &= g(T, m(T)), m(0) = m_0
\end{align*}
$$

(1)
Our purpose is to study the analogue of (1) for an optimal stopping problem. In this setting, players do not affect their velocity anymore but choose a time after which they definitively leave the game. We present our results in three different situations: a stationary case, a time dependent case with a general exit cost and a last case in which players can both leave the game and affect their velocity like in the case we just described. We are going to introduce the notion of mixed solutions for MFG, which describes Nash equilibria for MFG in mixed strategies. As we shall see, this notion is both analytically natural and the good notion of solution for MFG with optimal stopping. Recently some results have been obtained concerning this problem. In [23], the author solves a game of optimal stopping in a MFG and in [12], the authors prove an interesting and general result of existence in a probabilistic approach of the problem. We may also mention [13], in which the authors studied a MFG type system for an obstacle problem, which is the natural Hamilton-Jacobi-Bellman equation for an optimal stopping problem. Note that MFG with optimal stopping are very natural, from at least two perspectives. First, optimal stopping problems are interesting in themselves like for example resistance games or the modeling of american options. Then, it appears natural to allow the players to leave the MFG, because it is very restrictive to impose that all the players have to stay until the end like it is done in the classical MFG model. Indeed, it is more realistic to allow the players to leave the game by paying an exit cost.

1.2. The model. We present here the typical framework which is beneath the idea of optimal stopping in MFG. We refer to the next parts for more precise statements as we only want to give an intuition on why the model we are going to study is general and natural. We assume that there is an infinite number of players and we associate to each player $i$ a diffusion which satisfies:

\[
\begin{cases}
  dX^i_t = \sqrt{2}dW^i_t \\
  X^i_0 = x_i \text{ in } \Omega
\end{cases}
\]

here $\Omega$ is a bounded, smooth open set of $\mathbb{R}^d$ with $d \geq 1$. The player $i$ has to make the choice of a stopping time $\tau$ which has to be measurable for the $\sigma$-algebra generated by the $d$-dimensional brownian motion $(W^i_t)_{t \geq 0}$. We assume that all the brownian motions $((W^i_t)_{t \geq 0})_i$ are independent. The cost is then defined by

\[
\int_0^\tau f(X^i_s, m(s))ds + \psi(X^i_\tau, m(\tau))
\]

where $m(t)$ is the measure which characterizes the repartition of the player in $\Omega$ at time $t$. The players minimize the expectation of this cost. We work with a finite horizon $T$ and assume that if the diffusion $(X^i_t)$ reaches the boundary $\partial \Omega$ of $\Omega$ at time $t^*$, then the player $i$ exits the game paying the cost $\int_0^{t^*} f(X^i_s, m(s))ds$. 

Given the evolution of the measure \( m(t) \), the value function of the problem is a solution of the obstacle problem:

\[
\begin{aligned}
\max (-\partial_t u(t, x) - \Delta u(t, x) - f(x, m(t)), u(t, x) - \psi(x, m(t))) &= 0 \\
u(T, x) &= \psi(x, m(T)) \\
\forall t \leq T, u(t, x) &= 0 \text{ on } \partial \Omega
\end{aligned}
\]

(2)

See for example [2] for more details on Hamilton-Jacobi-Bellman equations. On the other hand, given the value function \( u \) and the fact that it is optimal to leave the game at \((t, x)\) if \( u(t, x) = \psi(t, x) \), \( m \) satisfies

\[
\begin{aligned}
\partial_t m - \Delta m &= 0 \text{ on } \{(t, x) \in ]0, T[ \times \Omega/u(t, x) < \psi(x, m(t))\} \\
m(0) &= m_0 \\
m &= 0 \text{ elsewhere}
\end{aligned}
\]

(3)

because the players move freely in the set \( \{u < \psi(m)\} \) since it is optimal to stay in the game. In this set, the players evolve only through the diffusion to which they are associated (they use no control). On the other hand, because it is optimal to leave the game in the set \( \{u = \psi\} \), we want \( m \) to be 0 in this set, as all the players are leaving. We do not make precise here the sense in which systems (2) and (3) have to be taken as it will be the subject of later discussions. In the same way Nash equilibria in the classical MFG are given by solutions of the system (MFG), we expect Nash equilibria of our problem to be the solutions of

\[
\begin{aligned}
\max (-\partial_t u(t, x) - \Delta u(t, x) - f(x, m(t)), u(t, x) - \psi(x, m(t))) &= 0 \\
\forall (t, x) \in (0, T) \times \Omega \\
\partial_t m - \Delta m &= 0 \text{ on } \{(t, x) \in ]0, T[ \times \Omega/u(t, x) < \psi(x, m(t))\} \\
m &= 0 \text{ elsewhere} \\
u(T, x) &= \psi(x, m(T)) \text{ on } \Omega \\
\forall t \leq T, u(t, x) &= 0 \text{ on } \partial \Omega
\end{aligned}
\]

\((OSMFG)\)

For pedagogical reasons, we first solve a stationary setting in which the time variable has disappeared and the leaving cost is 0. In this setting, we are forced to introduce a source of players. This term can be interpreted as some players (who are still identical to all the others) entering the game uniformly in time. If we do not add this term, then the only equilibrium is \( m = 0 \) because, almost surely, the trajectories of the players touch the boundary of \( \Omega \) and thus the associated players leave the game. We denote it by \( \rho \). This term is completely arbitrary and do not play a strong role in the qualitative approach we present. We also add a first order term in the equations in "\( u \)" and "\( m \)". The first one stands for a preference for
the present over the future while the second one stands for a "natural" death rate of players. The "simpler" version of (OSMFG) is then
\[
\begin{cases}
\max(-\Delta u + u - f(x, m), u) = 0 \text{ in } \Omega \\
-\Delta m + m = \rho \text{ on } \{u < 0\} \\
m = 0 \text{ on } \{u = 0\} \\
u = m = 0 \text{ on } \partial\Omega
\end{cases}
\]

This system is the subject of the first part of this article and we extend our results to the case of (OSMFG) in the second part. In the last part we present the case where both optimal stopping and continuous control are possible. This last setting leads to the following system:
\[
\begin{cases}
\max(-\partial_t u - \Delta u + H(x, \nabla u) - f(m), u) = 0 \text{ in } (0, T) \times \Omega \\
\partial_t m - \Delta m - \text{div}(mD_pH(x, \nabla u)) = 0 \text{ in } \{u < 0\} \\
m = 0 \text{ in } \{u = 0\} \\
u = m = 0 \text{ on } \partial\Omega \\
m(0) = m_0 \text{ and } u(T) = 0 \text{ in } \Omega
\end{cases}
\]

where $H$ is the Fenchel conjugate of the part of the running cost which depends on the control. More details on this problem are given in the last part.

Please note that every time we consider the case $\psi(m) = 0$, we are in fact considering the case where $\psi$ does not depend on $m$ (it could depend on $x$), as we can change the cost $f$ with the addition of $\partial_t\psi + \Delta\psi$ to pass from a problem in which there is an exit cost to the case in which this cost is 0.

1.3. **Assumptions.** We present here the regularity assumptions which hold for the rest of this discussion as well as some notations
- $\Omega$ is an open bounded subset of $\mathbb{R}^d$ with a smooth (say $C^2$) boundary
- $m_0 \in L^2(\Omega)$
- $f$ is a continuous application from $L^2(\Omega)$ to $L^2(\Omega)$
- $\psi$ is a continuous application from $L^2((0, T), L^2(\Omega))$ to $L^2((0, T), H^1_0(\Omega) \cap H^2(\Omega)) \cap H^1((0, T), L^2(\Omega))$
- $\rho \in C^\infty(\Omega)$ with compact support in $\Omega$ and $\rho \geq 0$.

**Part 1. The stationary problem**

2. **Preliminary results**

In this section, we present useful results regarding the (stationary) problems (2) and (3). We address here the question of regularity of those problems in order to present the results of regularity for the MFG problem later on.
2.1. The obstacle problem. This problem is classical (see for instance [4]). For any $f$ of $L^2(\Omega)$, a solution $u$ of the obstacle problem is such that

$$\max(-\Delta u + u - f, u) = 0 \text{ in } \Omega, \ u \in H^2(\Omega) \cap H^1_0(\Omega)$$

Existence and uniqueness of solutions of this problem can be found in [19]. Also, the mapping from $L^2(\Omega)$ to $H^2(\Omega) \cap H^1_0(\Omega)$ which associates to each $f$ the solution of the previous problem is continuous with respect to the canonical norms of those sets. Moreover, the sequence $(u_\epsilon)_{\epsilon>0}$ of $H^2(\Omega) \cap H^1_0(\Omega)$ converges to $u$, solution of the obstacle problem with source $f$, for the $H^1(\Omega)$ norm, if $u_\epsilon$ is defined for all $\epsilon$ as the unique solution of

$$\begin{cases}
-\Delta u_\epsilon + u_\epsilon + \frac{1}{\epsilon}u_\epsilon^+ = f \text{ in } \Omega \\
u_\epsilon = 0 \text{ on } \partial \Omega
\end{cases}$$

2.2. The equation in $m$. We are here interested in the regularity of the solution $m$ of

$$\begin{cases}
-\Delta m + m = \rho \text{ in } \omega \\
m = 0 \text{ on } \partial \omega
\end{cases}$$

where $\omega$ is any open subset included in $\Omega$. We extend $m$ by 0 on $\Omega \setminus \omega$. Obviously, there exists a unique solution of this problem in $H^1_0(\omega)$ and we cannot expect further regularity without any assumptions on the regularity of $\omega$. ($H^1_0(\omega)$ is here defined as the closure of the $C^\infty$ functions with compact support in $\omega$ for the $H^1(\Omega)$ norm.) Then, if $(\omega_n)_{n\geq0}$ is a sequence of open subsets of $\Omega$ which converges towards $\omega$, open set of $\Omega$, with respect to the Hausdorff distance then the sequence of associated solutions $(m_n)_{n\geq0}$ converges towards $m$ for the norm of $H^1(\Omega)$. Finally, if we define $m_\epsilon$ as the unique solution of

$$\begin{cases}
-\Delta m_\epsilon + m_\epsilon + \frac{1}{\epsilon}1_{\omega\epsilon}m_\epsilon = \rho \text{ in } \Omega \\
m_\epsilon = 0 \text{ on } \partial \Omega
\end{cases}$$

then $(m_\epsilon)_{\epsilon>0}$ converges to $m$ for the norm of $L^2(\Omega)$. We also recall the following result, which is very simple and that we shall need later.

**Lemma 1.1.** Let $m \in H^1_0(\Omega)$ be such that
- there exists $\omega$ such that $-\Delta m + m = \rho$ on $\omega$
- $-\Delta m + m \leq \rho$ in the sense of distributions on $\Omega$

and denote by $u \in H^2(\Omega) \cap H^1_0(\Omega)$ a negative function, then

$$\int_\Omega (-\Delta u + u)m \geq \int_\Omega u\rho$$

and we have an equality if the support of $u$ is included in $\omega$
Proof. This result is simply the translation in a variational form of the assumption \(-\Delta m + m \leq \rho\).

\[ \square \]

3. First properties of the system

We now turn to the presentation of some results which give a better idea of the situation we are trying to model. Mainly we prove uniqueness and non existence of solutions for (SOSMFG). Those results highlight that we have to adopt a new definition of solutions in order to find Nash equilibria of the MFG. We recall the notion of monotone applications on functions’ spaces which is, as usual, crucial in the study of MFG. An application \( T \) from \( L^2(\Omega) \) into itself is said to be monotone if

\[ \forall m_1, m_2 \in L^2(\Omega), \int_{\Omega} (T(m_1) - T(m_2))(m_1 - m_2) \geq 0 \]

It is strictly monotone if the inequality is strict as soon as \( m_1 \neq m_2 \). \( T \) is said to be anti-monotone if \(-T\) is monotone.

We first prove a uniqueness result which depends on the monotonicity of the cost \( f \).

**Theorem 1.1.** If \( f \) is strictly monotone, then there exists at most one solution of (SOSMFG).

**Proof.** We shall present here an analogue of the proof of uniqueness of Lasry and Lions in [19]. We denote by \((u_1, m_1)\) and \((u_2, m_2)\) two solutions of (SOSMFG) and note \( u = u_1 - u_2 \), \( m = m_1 - m_2 \) and the continuation sets \( \Omega_1 = \{u_1 < 0\} \) and \( \Omega_2 = \{u_2 < 0\} \). We then compute:

\[ \int_{\Omega_1 \cup \Omega_2} (-\Delta u + u)m = \int_{\Omega_1 \cap \Omega_2} (f(m_1) - f(m_2))m + \int_{\Omega_1 \setminus \Omega_2} f(m_1)m_1 + \int_{\Omega_2 \setminus \Omega_1} f(m_2)m_2 \]

We here use the fact that on \( \Omega_i \), \(-\Delta u_i = 0\) which holds because the obstacle problem

\[ \max(-\Delta u_i + u_i - f(m_i), u_i) = 0 \text{ in } \Omega \]

holds true in \( L^2(\Omega) \).

Let us remark that on \( \Omega_2 \), \( m_2 = 0 \) and \( f(m_2) \geq 0 \) because \((u_2, m_2)\) is a solution of (SOSMFG). Thus, it is in particular true on \( \Omega_1 \setminus \Omega_2 \). Hence the following inequality is true.
\[
\int_{\Omega_1 \setminus \Omega_2} f(m_1)m_1 \geq \int_{\Omega_1 \setminus \Omega_2} (f(m_1) - f(m_2))(m_1 - m_2)
\]

With the same argument on the third term of the right hand side of (4), we obtain
\[
\int_{\Omega_1 \cup \Omega_2} (-\Delta u + u)m \geq \int_{\Omega_1 \cup \Omega_2} (f(m_1) - f(m_2))m \geq 0
\]

We now evaluate the sign of this term in a different way. First, let us remark that because of the fact that \((u_1, m_1)\) and \((u_2, m_2)\) are solutions of \((SOSMFG)\), we know using lemma 1.1 that
\[
\int_{\Omega} (-\Delta u_1 + u_1)m_1 + \int_{\Omega} (-\Delta u_2 + u_2)m_2 = \int_{\Omega} (u_1 + u_2)\rho
\]

This equality gives
\[
\int_{\Omega} (-\Delta u + u)m = -\int_{\Omega} (-\Delta u_1 + u_1)m_2 + \int_{\Omega} u_1\rho
\]
\[-\int_{\Omega} (-\Delta u_2 + u_2)m_1 + \int_{\Omega} u_2\rho
\]

Using once again lemma 1.1 we deduce
\[
\int_{\Omega} (-\Delta u + u)m \leq 0
\]

And finally we obtain
\[
\int_{\Omega} (-\Delta u + u)m = \int_{\Omega_1 \cup \Omega_2} (f(m_1) - f(m_2))m = 0
\]

So by strict monotonicity, \(m_1 = m_2\) and the result is proved. \qed

We observe that the monotonicity of \(f\) is important for the question of uniqueness. We now show it is in general necessary.

**Proposition 1.1.** Uniqueness does not hold in general for \((SOSMFG)\).

**Proof.** Once again we denote by \(m^* \in H^1_0(\Omega)\) the unique solution of
\[
-\Delta m^* + m^* = \rho \text{ in } \Omega
\]

We note \(E(m) = \int_{\Omega} |x|m(x)dx\). We define \(f(m)\) by the following equation for \(m \in L^2(\Omega)\):
\[
\forall x \in \Omega, f(x, m) = -2 \frac{E(m)}{E(m^*)} + 1
\]
We observe that \( f(m^*) = -1 \) and \( f(0) = 1 \). It is clear that \((0,0)\) is a solution of \((\text{SOSMFG})\). Now if we denote by \( u^* \) the solution of \((1)\) with \( m = m^* \), it is clear by the maximum principle that the contact zone with the obstacle \( \{ u = 0 \} \) is empty and thus that \((u^*, m^*)\) is also a solution of \((\text{SOSMFG})\). \(\square\)

We take advantage of this collection of remarks around this new system to present the fact that uniqueness of solutions does not hold in general, even if \( f \) is strictly monotone. However, we are not interested in giving too much detail about the case in which the obstacle \( \psi \) depends on \( m \), as it is the subject of the next part.

**Proposition 1.2.** For all strictly monotone \( f \), there exists an obstacle \( \psi \) such that there is no uniqueness of solutions.

**Proof.** Once again we denote by \( m^* \in H_0^1(\Omega) \) the unique solution of

\[
-\Delta m^* + m^* = \rho \quad \text{in } \Omega
\]

which is strictly positive by the strong maximum principle. We define \( u^* \in H_0^1(\Omega) \cap H^2(\Omega) \) by the unique solution of

\[
-\Delta u^* + u^* = f(m^*) \quad \text{in } \Omega
\]

and \( u_* \in H_0^1(\Omega) \cap H^2(\Omega) \) by the unique solution of

\[
-\Delta u_* + u_* = f(0)
\]

Now define \( \psi \) by the following :

\[
\psi(m) = (u^*) \frac{m}{m^*} + \frac{m^* - m}{m^*} (u_*)
\]

It is then easy to verify that both \((u^*, m^*)\) and \((u_*, 0)\) are solutions of \((\text{SOSMFG})\). \(\square\)

**Remark 1.** We can notice that here \( \psi \) is monotone. We shall see later that in order to have uniqueness of solutions, we have to make an assumption which is somehow related to the anti-monotonicity of \( \psi \).

We now present an example of non existence of solutions for \((\text{SOSMFG})\). It is very general in its construction and the reader could easily understand how it could be adapted for different models.

**Proposition 1.3.** There exists \( f \) such that there is no solution for the system \((\text{SOSMFG})\).

**Proof.** We define by \( m^* \) the unique solution of the equation :

\[
\begin{cases}
-\Delta m + m = \rho & \text{in } \Omega \\
m = 0 & \text{on } \partial \Omega
\end{cases}
\]
We then choose a negative smooth function \( C^2 \) denoted by \( u^* \) which vanishes only on \( \{x_0\} \) and on the boundary of the domain, where \( x_0 \in \Omega \). We then define \( f \) on \( L^2(\Omega) \) by

\[
f(x, m) = -\Delta u(x) + u(x) + m(x) - m^*(x), \forall x \in \Omega
\]

By construction

\[
\begin{cases}
-\Delta u^* + u^* = f(m^*), \forall x \in \Omega \\
u \leq 0
\end{cases}
\]

Hence, \( u^* \) satisfies the obstacle problem with source \( f(m^*) \). But since \( m^* \) is strictly positive on \( \Omega \) by the strong maximum principle, \( m^* \) does not satisfy \( m^* = 0 \) on \( \{u^* = 0\} \). Thus the couple \( (u^*, m^*) \) is not a solution of \((SOSMFG)\). Suppose that there exists a solution \( (u, m) \) of \((OSMFG)\), then necessarily \( m < m^* \) (i.e. \( m \leq m^* \) and \( m \neq m^* \)). Then recalling the strict monotonicity of \( f \) and the strong maximum principle we obtain that \( u < u^* \) everywhere on the domain. So the contact zone \( \{u = 0\} \) is empty. This contradicts the fact that \( m < m^* \), thus we have proven that there is no solution to \((SOSMFG)\) in this case.

\[\square\]

**Remark 2.** One can object to this conclusion that imposing that \( m \) vanishes (in some sense) on \( \{u^* = 0\} \) is very restrictive, regarding the problem we are trying to model, because this set has a 0 Lebesgue measure. One can think that we should not have any constraint in this case. The interested reader could easily note that if \( u^* \) is such that it vanishes only on a small ball around \( x_0 \), then we could also have proven non existence in this case.

We have now proven that a solution of the system may not exist if \( f \) is not anti-monotone and that it may not be unique if \( f \) is not monotone. This observation leads us to consider a relaxed notion of solutions of \((SOSMFG)\).

### 4. Towards the good notion of solutions

We now present the notion of mixed solutions of \((SOSMFG)\) for which we can establish better results of existence than for the notion of solution we used in the previous section. We give two different approaches for \((SOSMFG)\), each of them leads to this notion of mixed solution. The first one is an optimal control interpretation of \((SOSMFG)\). The second one is a penalized version of the problem.

#### 4.1. The optimal control interpretation.

We here assume that the dependence of \( f \) in \( m \) is local, meaning that

\[
\forall m \in L^2(\Omega), x \in \Omega, f(x, m) = f(x, m(x))
\]

We then suppose that there exists \( \mathcal{F} \) such that :

\[\text{□}\]
∀(x, p) ∈ Ω × ℝ, \( \frac{∂F}{∂p}(x, p) = f(x, p) \)

We assume that \( F(x, ·) \in C^1(ℝ) \) and that \( F \) is continuous as seen as a functional from \( H^1_0(Ω) \) into \( L^1(Ω) \) (which is of course compatible with the fact that \( f \in C^0(L^2(Ω)) \)).

We now introduce an optimal control problem using \( F \) which leads to \( (SOSMFG) \). We start by recalling the optimal control interpretation for the classical MFG system (1). This approach was presented in [19] and has been well studied since (see [3,6,8] for example). Each time the authors of those articles link the system (1) with both an optimal control of a Fokker-Planck equation and an optimal control of a Hamilton-Jacobi-Bellman equation. Here we only present (formally) the link with the Fokker-Planck equation. For each control \( α \), we define \( m \) as the solution of the Fokker-Planck equation:

\[
\begin{cases}
\partial_t m - \Delta m - \text{div}(αm) = 0 \text{ in } ]0, T[×Ω \\
m(0) = m_0 \text{ in } Ω
\end{cases}
\]

and we introduce the following problem

\[
\inf_α \left\{ \int_0^T \int_Ω F(m) + L(x, α)m \right\}
\]

Where \( L \) is the Fenchel conjugate of the Hamiltonian \( H \) with respect to the \( p \) variable. Then it has been proved ([6] for example) that the infimum is reached when \( α(t, x) = -D_pH(x, ∇u(t, x)) \), where \( (u, m) \) is the solution of (1). Our aim is now to prove a similar result for \( (SOSMFG) \). We start by a remark : in the optimal control problem for the players, the term \( -D_pH(x, ∇u(t, x)) \) is an optimal choice to minimize their cost (it is their best answer), if \( (u, m) \) is a solution of (1). Thus, the problem of controlling the Fokker-Planck equation is interpreted as prescribing a behavior for the players (it is the \( α \), the control) and then minimizing a quantity depending on the repartition of the players \( (m) \) induced by the prescribed behavior \( (α) \). For the optimal stopping case, we can describe a behavior as an exit set in \( Ω \), on which the players leave the game. Thus, we can search for an optimal control problem where the control \( α \) is now a set and \( m \) (the associated repartition of players) satisfies the equation associated with this behavior :

\[
\begin{cases}
-\Delta m + m = ρ \text{ in } α \\
m = 0 \text{ on } ∂α
\end{cases}
\]

We then minimize the following

\[
\inf_α \left\{ \int_Ω F(m) \right\}
\]
where the infimum is taken over the open sets of $\Omega$. As it is well known minimization problems over a collection of open sets are difficult in general. This is why, we shall work on a relaxed version of the problem. We make two remarks: for all $\alpha$, $m$ is positive by the maximum principle and the following inequality is satisfied in the sense of distributions

$$-\Delta m + m \leq \rho$$

So a possible relaxation for the previous problem is

$$(5) \quad \inf_{m \in \mathcal{H}} \left\{ \int_{\Omega} F(m) \right\}$$

where $\mathcal{H} = \{ m \in H^1_0(\Omega), m \geq 0, -\Delta m + m \leq \rho \}$ in which the second inequality holds in the sense of distributions.

**Theorem 1.2.** Assume $F$ is strictly convex, then the previous relaxed problem admits a unique solution. Moreover, any minimizer $m$ of the problem satisfies the Euler-Lagrange optimal conditions :

$$\forall m' \in \mathcal{H}, \int_{\Omega} f(m)(m'-m) \geq 0$$

**Proof.** The functional $F$ is weakly sequentially lower semi continuous (ws lsc) for the topology of $H^1_0(\Omega)$ as it is both continuous and convex. Take a minimizing sequence $(m_n)_{n \in \mathbb{N}}$, by definition,

$$-\Delta m_n + m_n \leq \rho$$

hence testing this relation against $m_n$ itself,

$$\int_{\Omega} |\nabla m_n|^2 + \int_{\Omega} m_n^2 \leq \int_{\Omega} \rho m_n \leq ||\rho||_{L^2(\Omega)} ||m_n||_{L^2(\Omega)}$$

which implies a bound in $H^1_0(\Omega)$. So there is a subsequence of $(m_n)_{n \in \mathbb{N}}$ which converges toward a limit $m$ in $H^1_0(\Omega)$ for the weak topology. It is easy to check that the limit still belongs to $\mathcal{H}$. Then because $F$ is ws lsc, we get that $m$ is a minimizer of the problem. And it is obviously unique if $F$ is strictly convex. Because of the regularity of $F$, the verification of the Euler-Lagrange inequality is trivial. \qed

From now on we will denote by $m$ the unique minimizer of this problem and $u$ the solution of

$$\begin{cases}
\max(-\Delta u + u - f(m), u) = 0 \text{ in } \Omega \\
u = 0 \text{ on } \partial\Omega
\end{cases}$$

Our goal is to show that the couple $(u, m)$ is a solution of $(SOSMFG)$ in a certain sense. More precisely we obtain the following:
Theorem 1.3. \((u, m)\) satisfies:
\[
\begin{aligned}
& \max(-\Delta u + u - f(m), u) = 0 \text{ in } \Omega \\
& -\Delta m + m = \rho \text{ on } \{u < 0\} \\
& m = 0 \text{ on } \partial \Omega \\
& \int_{\Omega} f(m)m = \int_{\Omega} u\rho
\end{aligned}
\]

Proof. For all \(m'\) in \(\mathcal{H}\), we compute
\[
\int_{\Omega} f(m)(m' - m) = \int_{\{u < 0\}} f(m)(m' - m) + \int_{\{u = 0\}} f(m)(m' - m)
\]
\[
= \int_{\{u < 0\}} (-\Delta u + u)(m' - m) + \int_{\{u = 0\}} f(m)(m' - m)
\]
\[
= \int_{\Omega} (-\Delta u + u)(m' - m) + \int_{\{u = 0\}} f(m)(m' - m)
\]

Where the last equality holds true because \(u \in H^2(\Omega)\). Take the sequence \((m_\epsilon)_{\epsilon > 0}\) defined as solutions of
\[
\begin{aligned}
& -\Delta m_\epsilon + m_\epsilon + \frac{1}{\epsilon} \mathbb{1}_{\{u = 0\}}(m_\epsilon - m) = \rho \text{ in } \Omega \\
& m_\epsilon = 0 \text{ on } \partial \Omega
\end{aligned}
\]

For all \(\epsilon > 0\), \(m_\epsilon \in H^2(\Omega) \cap H_0^1(\Omega)\). Next, observe that in the sense of distributions
\[
-\Delta m_\epsilon + m_\epsilon \leq \rho
\]
\[
m_\epsilon \geq 0 \text{ in } \Omega
\]

Hence, extracting a subsequence if necessary, \((m_\epsilon)\) converges weakly to a limit \(m_1\) in \(\mathcal{H}\) such that \(m_1 \leq m\) on \(\{u = 0\}\) and
\[
\int_{\Omega} (-\Delta u + u)m_1 = \int_{\Omega} u\rho
\]

Thus we can write
\[
\int_{\Omega} f(m)(m_1 - m) = \int_{\Omega} u\rho + \int_{\Omega} (-\Delta u + u)(-m) + \int_{\{u = 0\}} f(m)(m_1 - m)
\]

Now, note that because \(u\) satisfies an obstacle problem
\[
f(m) \geq 0 = -\Delta u + u \text{ on } \{u = 0\}
\]

Using this remark and lemma 1.1 we deduce
\[ \int_{\Omega} f(m)(m_1 - m) \leq 0 \]

And the inequality is strict if
\[ -\Delta m + m \neq \rho \text{ on } \{u < 0\} \]

Thus, because of the Euler-Lagrange conditions of optimality it follows that
\[ -\Delta m + m = \rho \text{ on } \{u < 0\} \]

Now we define a sequence \((m_2^\epsilon)_{\epsilon > 0}\) as the solutions of
\[
\begin{cases}
-\Delta m_2^\epsilon + m_2^\epsilon + \frac{1}{\epsilon} \mathbf{1}_{\{u=0\}} m_2 = \rho \text{ in } \Omega \\
m_2^\epsilon = 0 \text{ on } \partial \Omega
\end{cases}
\]

Once again, extracting a subsequence if necessary, \((m_2^\epsilon)_{\epsilon}\) converges weakly to a limit \(m_2 \in H\) and we deduce
\[
\int_{\Omega} f(m)(m_2 - m) = \int_{\{u=0\}} f(m)(m_2 - m) = -\int_{\Omega} f(m) m
\]
because both \(m\) and \(m_2\) satisfy
\[ -\Delta m' + m' = \rho \text{ in } \{u < 0\} \]

Remark that because of the Euler-Lagrange conditions, we obtain that
\[
\int_{\{u=0\}} f(m) m \leq 0
\]

But because of the obstacle problem satisfied by \(u\), this quantity is also positive. Hence
\[ (6) \quad \int_{\{u=0\}} f(m) m = 0 \]

Now we only have to remark that because \((6)\) holds true,
\[
\int_{\Omega} f(m) m = \int_{\{u < 0\}} f(m) m \\
= \int_{\{u < 0\}} (-\Delta u + u) m \\
= \int_{\Omega} u \rho
\]

We now introduce the following definition:
Definition 1. A pair \((u, m) \in (H^1_0(\Omega) \cap H^2(\Omega)) \times H^1_0(\Omega)\) is a mixed solution of \((SOSMFG)\) if :

- \(\max(-\Delta u + u - f(m), u) = 0\) in \(\Omega\)
- \(-\Delta m + m = \rho\) on \(\{u < 0\}\) in \(D'(\Omega)\)
- \(-\Delta m + m \leq \rho\) in \(D'(\Omega)\)
- \(\int_{\{u=0\}} f(m)m = 0\)

Obviously if \(m\) is a minimizer of (5) and \(u\) is the solution of the obstacle problem with source \(f(m)\), then \((u, m)\) is a mixed solution of \((SOSMFG)\). We present here in which extend it is natural to adopt this definition. This discussion is quite formal and we begin by taking a mixed solution \((u, m)\) of \((SOSMFG)\). Let us remark that formally there exits a potential \(V\) such that

\[-\Delta m + m + Vm = \rho\] in \(\Omega\)

with the convention that \(V\) equals \(\infty\) when \(m\) equals 0. Because \(-\Delta m + m \leq \rho\), \(V \geq 0\). The classical interpretation for such a term in mathematical modeling is usually a death rate. It is more appropriate to talk about a leaving rate here as we are interested in an optimal stopping game. We can now describe a Nash equilibrium of the MFG using this potential \(V\) : in the zone \(\{V = 0\}\) it is optimal for the players to stay in the game ; in the zone \(\{V = \infty\}\) it is optimal for the players to leave the game ; the zone \(\{0 < V < \infty\}\) describes an indifference region where it is both optimal to leave and to stay and where players do leave with a non constant leaving rate given by \(V\). We can remark we can still have a Nash equilibrium even if the players behave differently in the same situation, as soon as the way with which they choose between the options is random and that the law of this choice is the same for all the players. A Nash equilibrium of the MFG is then obtained when the leaving rate \(V\) of the players in this region is such that 

\[0 = -\Delta u + u = f(m)\]. Because the first equality comes from the fact that it is optimal to leave, and the second one from the fact that it is optimal to stay. It justifies our choice of the terminology mixed solution, as it corresponds to the players playing in mixed strategies. Remark that here a strategy for the players is not just an exit set \(\{u = 0\}\) but also a leaving rate \(V\) on this set which characterizes the probability they are playing as a strategy.

From a game theory point of vue it is very common to have existence of equilibria in mixed strategies but not in pure strategies. But from a MFG point of vue, it is quite a surprise that Nash equilibria for the game cannot be found in pure strategies for the optimal stopping problem. We recall that in the classical MFG setting, under the monotonicity assumptions on the costs \(f\) and \(g\), there exists a unique solution for the system (1), which is interpreted as a Nash equilibrium in pure strategies.
The notion of mixed solutions of MFG we just presented is highly related to
the notion of weak solutions which is introduced in [12]. In [12], the measure
of stopping time is a weak solution, when it satisfies a fixed point property in a
weak sense. It can be seen as letting the players play in mixed strategies. The authors
of this article oppose their notion of weak solution to a notion of strong
solution, which is more or less a classical notion of solution for \((SOSMFG)\). They prove
their existence under a monotonicity assumption on the cost. We present the same
result with a partial differential equations point of vue. We begin with a lemma.

**Lemma 1.2.** Suppose that \(f\) is anti-monotone and define \(T : H^1_0(\Omega) \to H^1_0(\Omega)\) by
the fact that \(T(m)\) is the only solution of

\[-\Delta T(m) + T(m) = \rho \text{ in } \{u < 0\}\]

where \(u\) is the only solution of

\[
\max(-\Delta u + u - f(m), u) = 0 \text{ in } \Omega
\]

Then \(T(m_1) \leq T(m_2)\) if \(m_1 \leq m_2\).

**Proof.** Take \(m_1 \leq m_2\) and define \(u_1\) and \(u_2\) by

\[
\max(-\Delta u_i + u_i - f(m_i), u_i) = 0 \text{ in } \Omega
\]

for \(i = 1, 2\). Since \(u_1 \geq u_2\) \((f\) is anti-monotone) we deduce that \(\{u_1 < 0\} \subset \{u_2 < 0\}\). Thus \(m\) defined by \(m = T(m_2) - T(m_1)\) satisfies

\[-\Delta m + m = 0 \text{ on } \{u_1 < 0\}\]

\(T(m_2)\) is positive on \(\{u_1 < 0\} \subset \{u_2 < 0\}\) by the maximum principle. Since
\(T(m_1)\) vanishes everywhere on \(\partial\{u_1 < 0\}\) we conclude by the maximum principle
that \(T(m_1) \leq T(m_2)\).

We can now prove the following :

**Theorem 1.4.** Suppose that \(f\) is anti-monotone, then there exists a smallest "classical" solution \((u^*, m^*)\) of \((SOSMFG)\) such that all equations are satisfied in
\(L^2(\Omega)\). It is the smallest solution in the following sense : if \((u, m)\) is a solution of
\((SOSMFG)\), then \(m^* \leq m\).

**Proof.** We set \(m_0 = 0\). For all \(n \in \mathbb{N}\), we define :

- \(m_{n+1} = T(m_n)\)
- \(u_n\) the solution of the obstacle problem with source \(f(m_n)\)

By the maximum principle, \(m_1 \geq 0 = m_0\). Using the previous lemma we get
by induction that \((m_n)_{n \in \mathbb{N}}\) is an increasing sequence, while \((u_n)_{n \in \mathbb{N}}\) is a decreasing
one. Recalling the estimates on the obstacle problem ([4]) , the sequence \((u_n)_{n \in \mathbb{N}}\)
converges pointwise to a limit we call \(u^* \in H^2(\Omega) \cap H^1_0(\Omega)\). Since \((u_n)_{n \in \mathbb{N}}\) is
decreasing, the sequence of open sets \(\{u_n < 0\}\) converges to \(\{u^* < 0\}\) for the
Hausdorff distance. Then recalling the result we gave in the previous section, we deduce that \((m_n)_{n \in \mathbb{N}}\) converges to \(m^*\) which satisfies

\[-\Delta m^* + m^* = \rho \text{ in } \{u^* < 0\}\]

and is equal to 0 elsewhere. Thus, the couple \((u^*, m^*)\) is a solution of the system \((\text{SOSMFG})\). It is then easy to prove that it is the smallest solution of the system. Indeed, if we take another solution \((u, m)\) of the system then obviously \(m \geq m_0 = 0\). Since \(m\) is a fixed point for the application \(T\), using the previous lemma, for all \(n \in \mathbb{N}, m \geq m_n\), which proves the last point of the theorem by passing to the limit. \(\square\)

4.2. The penalized system. We now present a penalized version of \((\text{SOSMFG})\) which leads to the existence of mixed solutions. A natural penalization for \((\text{SOSMFG})\) is the coupling of the penalized version of both the obstacle problem and the Laplace’s equation on the domain \(\{u < 0\}\). This leads to the following penalized system of partial differential equations:

\[
\begin{align*}
-\Delta u + u + \frac{1}{\varepsilon}(u)^+ &= f(m) \text{ in } \Omega \\
-\Delta m - m + \frac{1}{\varepsilon}1_{\{u \geq 0\}}m &= \rho \text{ in } \Omega \\
u = m &= 0 \text{ on } \partial \Omega
\end{align*}
\]

The lack of continuity of this system prevents us from proving existence of solutions. Indeed the equation in \(m\) has no continuity with respect to \(u\) and this problem cannot be overcome. The reason why is basically the same as the reason why there is no existence of classical solutions for \((\text{SOSMFG})\). The proof of non-existence of solutions for \((\text{SOSMFG})\) can be easily adapted to prove its counterpart for this penalized system so we shall not present it here once again. We add a new unknown \(\alpha\) to introduce the leaving rate \(V\) in the penalized system. This approach makes the problem more convex and allows us to prove existence of solutions. We say that \((u, m, \alpha)\) is a solution of the penalized system if

\[
\begin{align*}
-\Delta u + u + \frac{1}{\varepsilon}(u)^+ &= f(m) \text{ in } \Omega \\
-\Delta m - m + \frac{1}{\varepsilon}1_{\{u \geq 0\}}m &= \rho \text{ in } \Omega \\
u = m &= 0 \text{ on } \partial \Omega \\
0 \leq \alpha \leq 1; u \neq 0 \Rightarrow \alpha = 1
\end{align*}
\]

We are now able to prove the following:

**Theorem 1.5.** For all \(\varepsilon > 0\) there exists a solution \((u_\varepsilon, m_\varepsilon, \alpha_\varepsilon)\) of (7).

**Proof.** We define first the application \(F_1\) from \(L^2(\Omega)\) into \(H^1_0(\Omega) \cap H^2(\Omega)\) by : \(F_1(m)\) is the only solution of the obstacle problem with source \(f(m)\). We also define the correspondance \(F_2\) from \(H^1_0(\Omega) \cap H^2(\Omega)\) into \(L^2(\Omega)\) by :
\[ \mathcal{F}_2(u) = \{ m \in H^1_0(\Omega) \cap H^2(\Omega) : \exists \alpha \in \mathcal{D}(u), (u, m, \alpha) \text{ solve (3\text{*})} \} \]

where \( \mathcal{D}(u) = \{ \alpha \in L^\infty(\Omega), 0 \leq \alpha \leq 1, u \neq 0 \Rightarrow \alpha = 1 \} \) and (3\text{*}) is the following

\[
(3\text{*}) \begin{cases} 
-\Delta m + m + \frac{1}{\epsilon} \alpha \mathbb{1}_{\{u \geq 0\}} m = \rho \\
 m = 0 \text{ in } \partial \Omega 
\end{cases}
\]

Thus finding a solution \((u, m, \alpha)\) of the penalized system is equivalent to finding \(m \in \mathcal{F}_2(\mathcal{F}_1(m))\). Recalling the results of section 3 the application \(\mathcal{F}_1\) is well defined and continuous. As we are going to apply Kakutani’s fixed point theorem, we just have to verify that the correspondance \(\mathcal{F}_2\) is upper semicontinuous (i.e. that for all open set \(O \subset H^1_0(\Omega)\), \(\{ u \in H^1_0(\Omega) \cap H^2(\Omega), \mathcal{F}_2(u) \subset O \}\) is open) and takes values in the set of convex closed subsets of \(H^1_0(\Omega)\). As the last point is trivial we focus on the upper semicontinuity. We take an open set \(O \subset H^1_0(\Omega)\) and \(u \in H^1_0(\Omega) \cap H^2(\Omega)\) such that \(\mathcal{F}_2(u) \subset O\).

We are now going to find a small enough \(\delta > 0\) such that for any \(v \in H^1_0(\Omega) \cap H^2(\Omega)\) such that \(||u - v||_{H^2(\Omega)} \leq \delta, \mathcal{F}_2(v) \subset O\). First we remark that \(\text{dist}(\mathcal{F}_2(u), O^c) > 0\).

Indeed, \(\mathcal{F}_2(u)\) is a compact subset of \(O\) because it is a bounded subset of \(H^1_0(\Omega) \cap H^2(\Omega)\). We call \(\alpha = \text{dist}(\mathcal{F}_2(u), O^c) > 0\). We now prove that for every \(m' \in \mathcal{F}_2(v)\), there exists \(m \in \mathcal{F}_2(u)\) such that \(||m - m'||_{L^2} \leq \frac{\alpha}{2}\), given that \(\delta\) is small enough. Hence, \(\mathcal{F}_2(v) \subset O\) shall hold.

Take \(m' \in \mathcal{F}_2(v)\), there exists \(\alpha'\), taking values between 0 and 1, such that

\[
\begin{cases} 
-\Delta m' + m' + \frac{1}{\epsilon} \alpha' \mathbb{1}_{\{v \geq 0\}} m' = \rho \text{ in } \Omega \\
m' = 0 \text{ on } \partial \Omega
\end{cases}
\]

We divide \(\Omega\) into three zones and define \(\alpha\) by:

- on \(\{v \geq 0\} \cap \{u = 0\}\), \(\alpha = \alpha'\)
- on \(\{v < 0\} \cap \{u = 0\}\), \(\alpha = 0\)
- on the rest of \(\Omega\), \(\alpha = 1\)

Then we define \(m\) as the solution of

\[
\begin{cases} 
-\Delta m + m + \frac{1}{\epsilon} \alpha \mathbb{1}_{\{v \geq 0\}} m = \rho \\
m = 0 \text{ on } \partial \Omega
\end{cases}
\]

and we set \(\mu = m' - m\). \(\mu\) solves
\[
\begin{align*}
-\Delta \mu + \mu + \frac{1}{\epsilon} \alpha' \mathbb{1}_{\{v \geq 0 \cap (u \geq 0)\}} \mu &= -\frac{1}{\epsilon} (\mathbb{1}_{\{v > 0 \cap (u < 0)\}} m' - \mathbb{1}_{\{v > 0 \cap (u < 0)\}} m \\
&+ \mathbb{1}_{\{v = 0 \cap (u < 0)\}} m' + \mathbb{1}_{\{v = 0 \cap (u > 0)\}} (\alpha' m' - m))
\end{align*}
\]
\[
\mu = 0 \text{ on } \partial \Omega
\]

All the terms of the right hand side involve characteristic functions of subsets where \(u\) and \(v\) do not have strictly the same sign. We claim that we can always choose \(\delta\) sufficiently small to make the second term has small as we want for the norm of \(L^2(\Omega)\), independently of \(m\) and \(m'\). Hence taking \(\delta\) small enough, we obtain that \(\|m' - m\|_{L^2} \leq \frac{\alpha}{2}\). Thus we can apply Kakutani’s fixed point theorem and find a solution of the penalized system.

We could have used a smoother version of the penalized system to prove existence of solutions at a penalized level, but it would have been less clear to show how this sequence of penalized solutions converges to a mixed solution of the problem, which is the result we now present.

**Theorem 1.6.** There exists at least one mixed solution of \((SOSMFG)\).

**Proof.** We begin by introducing the penalized system, using the previous result, we obtain that for all \(\epsilon > 0\), there exists a solution \((u_\epsilon, m_\epsilon, \alpha_\epsilon)\) of the system (8). We now prove uniform estimates and show that the limit is indeed a mixed solution of \((SOSMFG)\). First using \(m_\epsilon\) as a test function in the equation satisfied by \(m_\epsilon\) itself we get the bound

\[
\|m_\epsilon\|_{H^1_0(\Omega)} \leq C
\]

where \(C\) only depends on \(\Omega\) and \(\rho\). Hence \((f(m_\epsilon))_{\epsilon > 0}\) is uniformly bounded in \(L^2(\Omega)\). So we get a uniform bound in \(H^2(\Omega)\) for \((u_\epsilon)_{\epsilon > 0}\). Thus we can find a limit \((u, m)\) in \((H^2_0(\Omega) \cap H^2(\Omega)) \times H^1_0(\Omega)\) for a subsequence of \((u_\epsilon, m_\epsilon)_{\epsilon > 0}\), for the weak topology of \(H^2(\Omega) \times H^1_0(\Omega)\). Because of the regularity of \(f\) it is clear that \(u\) solves the obstacle problem with cost \(f(m)\).

Since \(-\Delta m_\epsilon + m_\epsilon \leq \rho\) for all \(\epsilon > 0\), we deduce that \(-\Delta m + m \leq \rho\).

Taking a smooth function \(\phi\) with support in \(\{u < 0\}\), we have for all \(\epsilon\):

\[
\int_\Omega (-\Delta \phi + \phi) m_\epsilon = -\int_\Omega \mathbb{1}_{\{u_\epsilon \geq 0 \cap (u < 0)\}} \frac{\alpha_\epsilon}{\epsilon} m_\epsilon \phi + \rho \phi
\]

Recalling the uniform bound on \((m_\epsilon)_{\epsilon > 0}\), and the fact that the term under the sum sign in the right hand side converges almost everywhere towards 0, we apply
Fatou’s lemma to prove that the right hand side converges toward 0. Thus passing to the limit in a subsequence which converges to \((u, m)\), we deduce

\[
\int_{\Omega} (-\Delta \phi + \phi) m = \int_{\Omega} \rho \phi
\]

Thus,

\[-\Delta m + m = \rho \text{ in } \{u < 0\}\]

Now we are going to test the variational formulation of the penalized equation in \(u_\epsilon\) on \(m_\epsilon\) and vice versa. Substracting the two equalities yields

\[
\int_{\Omega} (-\Delta u_\epsilon + u_\epsilon + \frac{1}{\epsilon} (u_\epsilon)^+ - f(m_\epsilon)) m_\epsilon - \int_{\Omega} (-\Delta m_\epsilon + m_\epsilon + \frac{\alpha_\epsilon}{\epsilon} \mathbb{1}_{\{u_\epsilon \geq 0\}}) m_\epsilon - \rho u_\epsilon = 0
\]

Hence,

\[
\int_{\Omega} \left( \frac{1}{\epsilon} (u_\epsilon)^+ - f(m_\epsilon) \right) m_\epsilon - \frac{\alpha_\epsilon}{\epsilon} \mathbb{1}_{\{u_\epsilon \geq 0\}} m_\epsilon u_\epsilon = - \int_{\Omega} \rho u_\epsilon
\]

From which we deduce

\[
\int_{\Omega} f(m_\epsilon) m_\epsilon = \int_{\Omega} u_\epsilon \rho
\]

Thanks to the regularity of \(f\) we can pass to the limit in the previous equation and we get

\[
\int_{\Omega} f(m) m = \int_{\Omega} u \rho
\]

Let us remark that we can write

\[
\int_{\{u < 0\}} f(m) m = \int_{\{u < 0\}} (-\Delta u + u) m
\]

\[
= \int_{\{u < 0\}} (-\Delta m + m) u
\]

\[
= \int_{\{u < 0\}} \rho u
\]

\[
= \int_{\Omega} \rho u
\]

which completes the proof of the fact that \((u, m)\) is a mixed solution of \((SOSMFG)\). \(\square\)

The following result also holds:
Theorem 1.7. If \( f \) is strictly monotone, then there exists at most one solution of (SOSMFG).

The proof of this result is essentially the same as the one we present for the uniqueness of classical solutions in the section 4 so we do not re-write it here.

Part 2. The time dependent problem

We present in this part the solution of the obstacle problem linked with the time dependent optimal stopping problem in MFG: (OSMFG). We here define the notion of mixed solutions and present results of existence, and uniqueness under a monotonicity assumption on the costs.

Definition 2. A pair \((u, m) \in L^2((0, T), H^1_0(\Omega) \cap H^2(\Omega)) \times L^2((0, T), H^1_0(\Omega))\) is a mixed solution of (OSMFG) if

- \(\max(-\partial_t u - \Delta u - f(m), u - \psi(m)) = 0\) in \(D'((0, T) \times \Omega)\)
- \(\partial_t m - \Delta m \leq 0\) in \(D'((0, T) \times \Omega)\)
- \(u = m = 0\) on \(\partial \Omega \times (0, T)\) and \(u = \psi(m(T))\) at \(t = T\)
- \(m(0) = m_0\)
- \(\partial_t m - \Delta m = 0\) in \(D'\{u < \psi(m)\}\)
- \(\int_{\{u = \psi(m)\}} (f(m) + (\partial_t + \Delta)\psi(m))m = 0\)

This definition is the adaptation of the definition 1 for the case of time dependent problems with an obstacle which depends on \(m\). Note that the condition

\[\int_{\{u = \psi(m)\}} (f(m) + (\partial_t + \Delta)\psi(m))m = 0\]

is the analogue of

\[\int_{\{u = 0\}} f(m)m = 0\]

in the stationary case. Indeed this condition is interpreted as letting possible the fact for \(m\) to be strictly positive in the contact region \(\{u = \psi(m)\}\), when \(u\) satisfies the Hamilton-Jacobi-Bellman equation. Note that we apply the derivatives on \(\psi(m)\) which we see as an element of \(L^2((0, T), H^2(\Omega)) \cap H^1((0, T), L^2(\Omega))\) and not derivatives that we apply on \(\psi\) and then evaluate on \(m\).

5. Preliminary results

We recall in this section some useful results regarding the time dependent obstacle problem, and functions which satisfy what we require the density of players to satisfy.
5.1. The time dependent obstacle problem. For any \( f_1 \in L^2((0,T),L^2(\Omega)) \) and an obstacle \( \psi_1 \in L^2((0,T),H^2(\Omega) \cap H^1_0(\Omega)) \cap H^1((0,T),L^2(\Omega)) \) there exists a unique \( u \in L^2((0,T),H^1_0(\Omega) \cap H^2(\Omega)) \) which solves

\[
\max(-\partial_t u - \Delta u - f_1, u - \psi_1) = 0
\]

in the sense of distributions in \((0,T) \times \Omega\) with the terminal condition \( u(T) = \psi_1(T) \). This result is the exact analogue of the one we gave in the stationary case. Details about this problem can be found in [24]. Such a \( u \) is called the solution of the time dependent obstacle problem with source \( f_1 \), cost \( \psi_1 \) and terminal condition \( \psi_1(T) \). We recall that the mapping which associates to each pair \((f_1, \psi_1)\) a solution \( u \) of the time dependent obstacle problem is continuous from \( L^2((0,T),L^2(\Omega)) \times (H^1((0,T),L^2(\Omega)) \cap L^2((0,T),H^2(\Omega) \cap H^1_0(\Omega))) \) to \( L^2((0,T),H^2(\Omega) \cap H^1_0(\Omega)) \). More importantly the sequence of solutions of the penalized system

\[
\begin{cases}
-\partial_t u_\epsilon - \Delta u_\epsilon + \frac{1}{\epsilon}(u_\epsilon - \psi_1)^+ = f_1 \text{ in } (0,T) \times \Omega \\
u_\epsilon(T) = \psi_1(T) \\
\forall 0 \leq t \leq T u_\epsilon(t) = 0 \text{ on } \partial \Omega
\end{cases}
\]

converges towards the solution of the obstacle problem in \( L^2((0,T),H^1_0(\Omega)) \).

5.2. Another useful lemma. We here introduce a result of comparison for admissible densities of players.

**Lemma 2.1.** Let \( m \in L^2((0,T),H^1_0(\Omega)) \) be such that \( m(0) = m_0 \) and

\[
\partial_t m - \Delta m \leq 0 \text{ in } \mathcal{D}'((0,T) \times \Omega)
\]

Then for any \( v \in L^2((0,T),H^2(\Omega) \cap H^1_0(\Omega)) \cap H^1((0,T),L^2(\Omega)) \) such that \( v(T) = 0 \) and \( v \leq 0 \),

\[
\int_0^T \int_\Omega (-\partial_t v - \Delta v)m - \int_\Omega m_0 v(0) \geq 0
\]

with an equality if \( \partial_t m - \Delta m = 0 \) in the interior of the support of \( v \).

**Proof.** This lemma follows from the definition of the fact that \( \partial_t m - \Delta m \leq 0 \) in \( \Omega \), tested against the function \( v \) (which is regular enough). \( \square \)

6. Existence of mixed solutions

We now turn to the proof of existence of mixed solutions for \((OSMFG)\). As in the stationary case, this result follows from the use of a penalized version of the problem. This is why we introduce the following system for all \( \epsilon > 0 \) :
\begin{equation}
\begin{aligned}
-\partial_t u - \Delta u + \frac{1}{\epsilon}(u - \psi(m))^+ &= f(m) \text{ in } (0, T) \times \Omega \\
\partial_t m - \Delta m + \frac{1}{\epsilon \alpha} \mathbb{1}_{\{u \geq \psi(m)\}} m &= 0 \text{ in } (0, T) \times \Omega \\
u &= m = 0 \text{ on } \partial \Omega \\
u(T) &= \psi(m(T)) \text{ in } \Omega \\
m(0) &= m_0 \text{ in } \Omega \\
0 \leq \alpha \leq 1; u \neq \psi(m) \Rightarrow \alpha = 1
\end{aligned}
\end{equation}

There exist solutions for this system and the proof of this statement is step by step the same as the one we did in the stationary case, so we do not present it here. The interested reader shall easily be able to adapt all the elliptic arguments into parabolic ones. We prove the following:

**Theorem 2.1.** There exists a mixed solution of (OSMFG).

**Proof.** We take \((u_\epsilon, m_\epsilon, \alpha_\epsilon)_{\epsilon > 0}\) a sequence of solutions of the penalized system. Using the same arguments as in the proof of this statement for the stationary case, we obtain uniform bounds on \((u_\epsilon, m_\epsilon)_{\epsilon > 0}\) and we find a limit \((u, m)\) such that

- \((u, m) \in L^2((0, T), H^1_0(\Omega) \cap H^2(\Omega)) \times L^2((0, T), H^1_0(\Omega))\)
- \(u\) solves the obstacle problem with terminal condition \(\psi(m(T))\), source \(f(m)\) and obstacle \(\psi(m(T))\)
- \(\partial_t m - \Delta m = 0\) in \(\{u < \psi(m)\}\) in \(D'(\Omega)\)

We will here show why \(\int_{\{u = \psi(m)\}} (f(m) + (\partial_t + \Delta)\psi(m))m = 0\). Using the equations satisfied by \(u_\epsilon\) and \(m_\epsilon\), and multiplying the equation in \(u_\epsilon\) by \(m_\epsilon\) and the one in \(m_\epsilon\) by \(u_\epsilon\) we can write:

\[
0 = \int_0^T \int_\Omega (-\partial_t u_\epsilon - \Delta u_\epsilon + \frac{1}{\epsilon}(u_\epsilon - \psi(m_\epsilon))^+ - f(m_\epsilon))m_\epsilon \\
- \int_0^T \int_\Omega (\partial_t m_\epsilon - \Delta m_\epsilon + \frac{\alpha_\epsilon}{\epsilon} \mathbb{1}_{\{u_\epsilon \geq \psi(m_\epsilon)\}}) m_\epsilon u_\epsilon
\]

Hence,

\[
\int_\Omega \psi(m_\epsilon(T)) m_\epsilon(T) - u_\epsilon(0)m_0 = \int_0^T \int_\Omega (\frac{1}{\epsilon}(u_\epsilon - \psi(m_\epsilon))^+ - f(m_\epsilon))m_\epsilon \\
- \int_0^T \int_\Omega \frac{\alpha_\epsilon}{\epsilon} \mathbb{1}_{\{u_\epsilon \geq \psi(m_\epsilon)\}} m_\epsilon u_\epsilon
\]

We now use the equation verified by \(m_\epsilon\) to interpret the term \(\int_\Omega \psi(m_\epsilon(T)) m_\epsilon(T)\)
\[
\int_0^T \int_\Omega \left( \frac{1}{\epsilon} (u_\epsilon - \psi(m_\epsilon))^+ - f(m_\epsilon) \right) m_\epsilon - \frac{\alpha_\epsilon}{\epsilon} \mathbb{1}_{\{u_\epsilon \geq \psi(m_\epsilon)\}} m_\epsilon u_\epsilon = \int_\Omega -u_\epsilon(0)m_0 \\
+ \int_\Omega \psi(m_0)m_0 + \int_0^T \int_\Omega (\partial_t \psi(m_\epsilon) + \Delta \psi(m_\epsilon)) m_\epsilon \\
- \int_0^T \int_\Omega \frac{\alpha_\epsilon}{\epsilon} \mathbb{1}_{\{u_\epsilon \geq \psi(m_\epsilon)\}} \psi(m_\epsilon)m_\epsilon
\]

Using the fact that \( (u_\epsilon - \psi(m_\epsilon))^+ = \alpha_\epsilon \mathbb{1}_{\{u_\epsilon \geq \psi(m_\epsilon)\}} (u_\epsilon - \psi(m_\epsilon)) \), we deduce

\[
\int_0^T \int_\Omega (f(m_\epsilon) + \partial_t \psi(m_\epsilon) + \Delta \psi(m_\epsilon)) m_\epsilon = \int_\Omega (u_\epsilon(0) - \psi(m_0))m_0
\]

Passing to the limit we obtain

\[
\int_0^T \int_\Omega (f(m) + \partial_t \psi(m) + \Delta \psi(m)) m = \int_\Omega (u(0) - \psi(m_0))m_0
\]

Now, because \( \partial_t m - \Delta m = 0 \) on \( \{u < \psi(m)\} \), we derive finally

\[
\int_{\{u = \psi(m)\}} (f(m) + \partial_t \psi(m) + \Delta \psi(m)) m
\]

which completes the proof of the fact that \((u, m)\) is a mixed solution of \((OSMFG)\).

\[\square\]

**7. Uniqueness of mixed solutions**

We now turn to the question of uniqueness of such mixed solutions. We recall that regarding the counter example presented in the first part, we cannot expect uniqueness to hold in general and some assumptions must be made on the two costs \( f \) and \( \psi \). The previous section strongly suggests to make an assumption on the term \( f(m) + (\partial_t + \Delta)\psi(m) \), as it is involved in most of the calculations. One can look as this term using the following remark. The formal obstacle problem

\[
\max( -\partial_t u - \Delta u - f, u - \psi ) = 0
\]

can be equivalently reformulated as

\[
\max( -\partial_t v - \Delta v - \hat{f}, v ) = 0
\]

where \( \hat{f} = f + \partial_t \psi + \Delta \psi \) and \( v = u - \psi \), given that \( \psi \) is smooth enough. Hence it is natural to adapt the result of uniqueness in the stationary case by making an assumption on the "new cost" \( \hat{f} \).
Theorem 2.2. Assume that \( f + (\partial_t + \Delta)\psi \) is strictly monotone in \( L^2((0,T), H^1_0(\Omega)) \), then there is a unique solution of the penalized system and a unique mixed solution for (OSMFG).

Proof. This proof relies on the same arguments as the one we gave for classical solutions of (SOSMFG). We only present here the proof of uniqueness for mixed solutions, since the proof of uniqueness for the penalized system is the same as this one except for the fact that \( (u - \psi)^+ = 1\{u \geq \psi\}(u - \psi) \) plays the role of the integral relation satisfied by the mixed solutions.

We denote by \((u_1, m_1)\) and \((u_2, m_2)\) two mixed solutions, \( v_i = u_i - \psi(m_i) \), \( \Omega_i = \{v_i < 0\} \) for \( i = 1, 2 \) and \( v = v_1 - v_2 \) and \( m = m_1 - m_2 \) and by \( \tilde{f} = f + \partial_t \psi + \Delta \psi \).

We can compute

\[
\int_{\Omega_1 \cup \Omega_2} (-\partial_t v - \Delta v)m = \int_{\Omega_1 \cap \Omega_2} (\tilde{f}(m_1) - \tilde{f}(m_2))m \\
- \int_{\Omega_1 \cap \Omega_2} \tilde{f}(m_2)m + \int_{\Omega_1 \cap \Omega_1} \tilde{f}(m_1)m
\]

From which we deduce

\[
\int_{\Omega_1 \cup \Omega_2} (-\partial_t v - \Delta v)m = \int_{\Omega_1 \cap \Omega_2} (\tilde{f}(m_1) - \tilde{f}(m_2))m \\
- \int_{\Omega_1 \cap \Omega_2} \tilde{f}(m_2)m + \int_{\Omega_1 \cap \Omega_1} \tilde{f}(m_1)m
\]

But we know that \((u_1, m_1)\) and \((u_2, m_2)\) are mixed solutions so

\[
\int_{\Omega_1} \tilde{f}(m_1)m_1 = \int_{\Omega_2} \tilde{f}(m_2)m_2 = 0
\]

Hence using this relation in the previous equality, we get

\[
\int_{\Omega_1 \cup \Omega_2} (-\partial_t v - \Delta v)m = \int_{\Omega_1 \cup \Omega_2} (\tilde{f}(m_1) - \tilde{f}(m_2))m \\
+ \int_{\Omega_1 \cap \Omega_2} \tilde{f}(m_1)m_2 + \int_{\Omega_1 \cap \Omega_1} \tilde{f}(m_2)m_1
\]

Now recalling the argument that because of the obstacles problem \( \tilde{f}(m_i) \geq 0 \) on \( \Omega_i^c \) and the monotony of \( \tilde{f} \) we obtain, as in the stationary case,

\[
\int_{\Omega_1 \cup \Omega_2} (-\partial_t v - \Delta v)m \geq 0
\]

Next, let us remark that
\[
\int_0^T \int_\Omega (-\partial_t v - \Delta v) m = \int_0^T \int_\Omega (-\partial_t v - \Delta v) m_1 - \int_\Omega v(0)m_0 \\
- (\int_0^T \int_\Omega (-\partial_t v - \Delta v) m_2 - \int_\Omega v(0)m_0)
\]

Using lemma 2.1 we obtain for \(i = 1, 2\) and \(j \neq i\)
\[
\int_0^T \int_\Omega (-\partial_t v_i - \Delta v_i) m_i - \int_\Omega v_i(0)m_0 = 0
\]
\[
\int_0^T \int_\Omega (-\partial_t v_i - \Delta v_i) m_j - \int_\Omega v_i(0)m_0 \geq 0
\]

Then, we deduce successively
\[
\int_{\Omega_1 \cup \Omega_2} (-\partial_t v - \Delta v) m \leq 0
\]
\[
\int_{\Omega_1 \cup \Omega_2} (-\partial_t v - \Delta v) m = 0
\]

We can now state as in the stationary case that
\[
\int_{\Omega_1 \cup \Omega_2} (\tilde{f}(m_1) - \tilde{f}(m_2)) m = 0
\]

So by strict monotonicity of \(\tilde{f}\), \(m_1 = m_2\) and there exists a unique solution of the system.

\[\square\]

8. The optimal control interpretation

We present here the analogue of the optimal control approach for this more difficult problem. Even if this approach is more restrictive than the approach we just presented, we believe it is useful.

Let \(\mathcal{H} := \{m \in L^2((0,T), H^1_0(\Omega)), s.t., m \geq 0, m(0) = m_0, \partial_t m - \Delta m \leq 0\}\) where the last inequality is taken in the sense of distributions. Suppose there exist \(C^1\) potentials \(\mathcal{F}\) and \(\Psi\) such that
\[
\frac{\partial \mathcal{F}}{\partial p}(x, m(t, x)) = f(x, m(t, x))
\]
and
\[
\frac{\partial \Psi}{\partial p}(x, m(t, x)) = (\partial_t + \Delta)\psi(t, m)
\]

Where \(p\) stands for the second variable. Then we can prove:
Theorem 2.3. If $F + \Psi$ is strictly convex and a continuous functional from $L^2((0, T), H^1_0(\Omega))$ into $L^1((0, T) \times \Omega)$, then there exists a unique minimizer $m$ of

$$\inf_{m' \in \mathcal{M}} \int_0^T \int_{\Omega} F(m') + \Psi(m')$$

and $(u, m)$ is the only mixed solutions of (OSMFG) if $u$ is set to be the only solution of the time dependent obstacle problem with source $f(m)$, obstacle $\psi(m)$ and terminal cost $\psi(m(T))$.

This theorem relies on the same arguments than the ones we used in the first part. It is natural having in mind the definition of mixed solutions. Indeed in the stationary case the relation satisfied by $m$ in the mixed zone was that $f(m) = 0$, meaning that the derivative of the function we want to minimize is 0 when evaluated in $m$ in this zone. Here the relation which is satisfied in the mixed zone is $f(m) + \partial_t \psi(m) + \Delta \psi(m) = 0$, so it is natural to choose a functional such that its derivative with respect to $m$ gives the relation we are looking for. This explanation is of course a heuristic one, but the proof is step by step the same as the one in the stationary case, so we do not present it here.

9. Remarks on the assumptions on $\psi$

9.1. Assumption on the monotonicity. We made some strong assumptions on $\psi$ in the previous section in order to find uniqueness of solutions. Indeed we assumed that $(\partial_t + \Delta) \psi$ seen as a functional from $L^2((0, T), H^1_0(\Omega))$ to $L^2((0, T), H^2(\Omega) \cap H^1_0(\Omega)) \cap H^1((0, T), L^2(\Omega))$ is strictly monotone. It is not obvious that non-trivial obstacles satisfy such a condition. This is the question we want to address here.

We begin with a statement about the model this problem is concerned with. We recall that uniqueness in [19,5] is obtained under the assumption that $f$ is strictly monotone, meaning that for $m'$ bigger than $m$, $f(m')$ is bigger than $f(m)$ and the players pay a higher cost. This assumption tends to force the players to spread. It is then natural to think that under such kind of assumptions, uniqueness may hold. We proved that if $f$ is strictly monotone, then if $\partial_t \psi + \Delta \psi$ is monotone, then uniqueness holds. Remark that the operator $\partial_t + \Delta$ (which is defined only when boundary conditions are imposed, but this is not the purpose of this formal discussion) is decreasing in the following sense if $\partial_t f_1 + \Delta f_1$ is bigger that $\partial_t f_2 + \Delta f_2$ then $f_2$ is bigger than $f_1$. This means that making the assumption that $\partial_t \psi + \Delta \psi$ is monotone implies that if $m_1$ is bigger than $m_2$, then $\psi(m_2)$ is bigger than $\psi(m_1)$. Note this can be thought as an incitation to leave the game when the players are more. This can be interpreted as in [19,5] as a tendency for the players not to accumulate. From this point of view the assumption we make in order to have uniqueness is natural. Moreover, it is easy to show that under the
assumption that $\partial_t \psi + \Delta \psi$ is monotone, $\psi$ is anti-monotone.

We are going to show here that there are non-trivial $\psi$ such that for all $m_1$ and $m_2$ in $L^2((0, T), H^1_0(\Omega))$ the following inequality holds true

$$\int_0^T \int_{\Omega} (\partial_t (\psi(m_1) - \psi(m_2)) + \Delta (\psi(m_1) - \psi(m_2))(m_1 - m_2) \geq 0$$

Now let us remark that any $\psi$ which does not depend on $m$ satisfies such an inequality. This makes this assumption coherent with the results of the first part. We here denote by $g$ a monotone operator and define $\psi$ by: given $m$ in $L^2((0, T), H^1_0(\Omega))$, $\psi(m)$ is the only solution of

$$\begin{cases}
\partial_t \psi(m) + \Delta \psi(m) = g(m) \text{ in } (0, T) \times \Omega \\
\psi(m)(T) = 0 \text{ in } \Omega \\
\forall 0 \leq t \leq T, \psi(m)(t) = 0 \text{ on } \partial \Omega
\end{cases}$$

Clearly the application $\psi$ defined with this equation is regular enough to be taken as an obstacle in $(OSMFG)$ and satisfied (9).

9.2. Assumption on the existence of a primitive. We make here precise the sense in which we can understand the assumption we made in the optimal control approach. We assume there exists a $\Psi$ such that the derivative of $\Psi$ with respect to $m$ is $\partial_t \psi + \Delta \psi$. Of course derivatives in the space of measure are now well understood, see for example the section 2 in [7], however we are not interested in presenting this formalism here and we want to introduce a primitive in $m$ in a local sense, just like we did for the cost $f$. That is why we want $\partial_t \psi + \Delta \psi$ to have a local dependence in $m$, meaning that

$$(\partial_t \psi(m) + \Delta \psi(m))(t, x) = g(t, x, m(t, x))$$

In which $g$ is a smooth function in the second variable. $\Psi$ is then simply the primitive of $g$ with respect to its second argument. Note that there are $\psi$ such that such a $g$ exists, just define for example $\psi(m)$ implicitly as the only solution of

$$\begin{cases}
\partial_t \psi(m) + \Delta \psi(m) = g(m) \text{ in } (0, T) \times \Omega \\
\psi(m) = 0 \text{ on } \{T\} \times \Omega \cup ((0, T) \times \partial \Omega)
\end{cases}$$

Hence there exist non trivial $\psi$ such that we can find a potential $\Psi$ for which

$$\frac{\partial \Psi}{\partial p}(t, x, m(t, x)) = (\partial_t + \Delta)(\psi(m))(t, x)$$
Part 3. The case of optimal stopping with continuous control

In this last part, we extend the case of optimal stopping to a case in which both the classical optimal control and optimal stopping can occur, in a MFG setting. We work in the case in which $\psi$ is equal to 0 because some technical difficulties arise for general obstacles and we do not want to enter in those details. Mainly we are interested with existence and uniqueness of mixed solutions of the following forward-backward system:

\[
(COSMFG) \begin{cases}
\max(-\partial_t u - \Delta u + H(x, \nabla u) - f(m), u) = 0 \text{ in } (0, T) \times \Omega \\
\partial_t m - \Delta m - \text{div}(mD_pH(x, \nabla u)) = 0 \text{ in } \{u < 0\} \\
m = 0 \text{ in } \{u = 0\} \\
m(0) = m_0 \text{ and } u(T) = 0 \text{ in } \Omega
\end{cases}
\]

We call mixed solution of this problem a couple $(u, m) \in L^2((0, T), H^2(\Omega) \cap H^1_0(\Omega)) \times L^2((0, T), H^1_0(\Omega))$ such that

- $\max(-\partial_t u - \Delta u + H(x, \nabla u) - f(m), u) = 0$ in $\mathcal{D}'((0, T) \times \Omega)$
- $\partial_t m - \Delta m - \text{div}(mD_pH(x, \nabla u)) = 0$ in $\mathcal{D}'(\{u < 0\})$
- $\partial_t m - \Delta m - \text{div}(mD_pH(x, \nabla u)) \leq 0$ in $\mathcal{D}'((0, T) \times \Omega)$
- $\int_{\{u=0\}} (f(m) - H(x, 0)) m = 0$
- $m(0) = m_0$ and $u(T) = 0$ in $\Omega$

We keep on with the assumptions we made on the regularity of $f$ and we precise here assumptions on the hamiltonian $H$:

- $H$ is lipschitz in both variables and convex in the second variable
- $\exists C > 0, \forall x, p \in \Omega \times \mathbb{R}^d, |H(x, p)| \leq C|p|^{2^*}$

where $2^* = \frac{2d}{d-2}$ when $d \geq 3$ and any number greater than one when $d \leq 2$.

As in the previous part, we state an analogue of lemma 1.1 before presenting the results on existence and uniqueness of solutions of this problem. We also present the optimal control interpretation of this problem. We can establish the following result:

**Lemma 3.1.** Let $m \in L^2((0, T), H^1_0(\Omega))$, $g \in L^2_\infty((0, T) \times \Omega)$ be such that $m(0) = m_0$ and

$$
\partial_t m - \Delta m - \text{div} (mg) \leq 0 \text{ in } \mathcal{D}'(\Omega)
$$

Then for any $\phi \in L^2((0, T), H^2(\Omega) \cap H^1_0(\Omega)) \cap H^1((0, T), L^2(\Omega))$ such that $\phi \leq 0$ and $\phi(T) = 0$,

$$
\int_0^T \int_\Omega (-\partial_t \phi - \Delta \phi + g \cdot \nabla \phi) m \geq \int_\Omega \phi(0) m_0
$$

with an equality if $\partial_t m - \Delta m - \text{div} (mg) = 0$ on the support of $\phi$. 
Proof. This statement is only the variational interpretation of the inequality
\[ \partial_t m - \Delta m - \text{div}(mg) \leq 0 \]
Taking into account the boundary conditions. \qed

10. Existence of mixed solutions

Once again we prove that there exist mixed solutions for \((COSMFG)\) using a penalized version of it. Since the proof is again a very easy adaptation of the proof of existence for \((SOSMFG)\), we do not detail some arguments. We prove the following result

**Theorem 3.1.** There exists at least one mixed solution of \((COSMFG)\).

**Proof.** As we did in the previous two parts we are going to introduce the following penalized version of \((COSMFG)\)

\[
\begin{cases}
-\partial_t u - \Delta u + H(x, \nabla u) + \frac{1}{\varepsilon}(u)_+ = f(m) \text{ in } (0,T) \times \Omega \\
\partial_t m - \Delta m - \text{div}(mD_pH(x, \nabla u)) + \frac{\alpha}{\varepsilon}1_{\{u \geq 0\}} m = 0 \text{ in } (0,T) \times \Omega \\
m(0) = m_0 \text{ and } u(T) = 0 \text{ in } \Omega \\
m = u = 0 \text{ on } \partial \Omega \\
u \neq 0 \Rightarrow \alpha = 1
\end{cases}
\]

The proof of existence of solutions for such a system is the same as the one we gave in the case of \((SOSMFG)\), so we do not present it here. We have a sequence \(((u_\varepsilon, m_\varepsilon))_{\varepsilon>0}\) of elements of \(L^2((0,T), H^2(\Omega) \cap H^1_0(\Omega))^2\) of solutions of the penalized system. Using a priori estimates on the equations ([21]) we deduce that, up to a subsequence, \(((u_\varepsilon, m_\varepsilon))_{\varepsilon>0}\) converges to \((u, m)\) for the topology of \(L^2((0,T), H^1(\Omega)) \times L^2((0,T), L^2(\Omega))\) with \((u, m) \in L^2((0,T), H^2(\Omega) \cap H^1_0(\Omega)) \times L^2((0,T), H^1_0(\Omega))\). Because of the regularity of \(f\) and \(H\), \(u\) solves
\[
\max(-\partial_t u - \Delta u + H(x, \nabla u) - f(m), u) = 0 \text{ in } (0,T) \times \Omega
\]
and we obtain for \(m\) that

\[
\begin{cases}
\partial_t m - \Delta m - \text{div}(mD_pH(x, \nabla u)) \leq 0 \text{ in } (0,T) \times \Omega \\
\partial_t m - \Delta m - \text{div}(mD_pH(x, \nabla u)) = 0 \text{ in } \{u < 0\}
\end{cases}
\]

We now check that \(\int_{\{u=0\}}(f(m) - H(x,0))m = 0\) to prove that \((u, m)\) is indeed a mixed solution of \((COSMFG)\). As in the previous parts we multiply the equation in \(u\) by \(m\) and we integrate, and vice-versa for the equation in \(m\) (at the penalized level). This leads to
\begin{align*}
0 &= \int_0^T \int_\Omega (-\partial_t u_\epsilon - \Delta u_\epsilon + H(x, \nabla u_\epsilon) + \frac{1}{\epsilon} (u_\epsilon)^+ - f(m_\epsilon))m_\epsilon \\
&\quad - \int_0^T \int_\Omega (\partial_t m_\epsilon - \Delta m_\epsilon - \text{div}(m_\epsilon \text{D}_p H(x, \nabla u_\epsilon)) + \frac{\alpha}{\epsilon} \mathbb{1}_{\{u_\epsilon \geq 0\}} m_\epsilon)(u_\epsilon)
\end{align*}

By integration by parts in time, we obtain, using the fact that \((u)^+ = \mathbb{1}_{\{u \geq 0\}} u\)

\begin{align*}
0 &= \int_\Omega (u_\epsilon(0))m_0 + \int_0^T \int_\Omega (H(x, \nabla u_\epsilon) - f(m_\epsilon))m_\epsilon \\
&\quad + \int_0^T \int_\Omega \text{div}(m_\epsilon \text{D}_p H(x, \nabla u_\epsilon))(u_\epsilon)
\end{align*}

because of the convergence (up to a subsequence) of \(((u_\epsilon, m_\epsilon))\) we can pass to the limit in this equality and we get

\begin{align*}
0 &= \int_\Omega (u(0))m_0 + \int_0^T \int_\Omega (H(x, \nabla u) - f(m))m \\
&\quad + \int_0^T \int_\Omega \text{div}(m \text{D}_p H(x, \nabla u))(u)
\end{align*}

Then using lemma 3.1 we deduce that

\begin{align*}
0 &= \int_0^T \int_\Omega (-\partial_t u - \Delta u + H(x, \nabla u) - f(m))m
\end{align*}

Which leads to

\begin{align*}
\int_{\{u = 0\}} (f(m) - H(x, 0))m = 0
\end{align*}

\section{11. Uniqueness of mixed solutions}

We here show that adding a convex hamiltonian do not alter the property of uniqueness of the problem.

\textbf{Theorem 3.2.} If \(f\) is strictly monotone, then there exists a unique mixed solution of \((COSMFG)\).

\textbf{Proof.} The proof here is once again the adaptation of the one we gave in the first part. We take \((u_1, m_1)\) and \((u_2, m_2)\) two mixed solutions of \((COSMFG)\) and we are going to show that

\begin{align*}
\int_0^T \int_\Omega ((-\partial_t - \Delta)(u_1 - u_2) + H(x, \nabla u_1) - H(x, \nabla u_2))(m_1 - m_2) = 0
\end{align*}
First we note the sets $\Omega_i = \{ u_i < 0 \}$ for $i = 1, 2$ and we compute

$$
\int_0^T \int_\Omega ((-\partial_t - \Delta)(u_1 - u_2) + H(x, \nabla u_1) - H(x, \nabla u_2))(m_1 - m_2) = \\
\int_{\Omega_1 \cap \Omega_2} (f(m_1) - f(m_2))(m_1 - m_2) + \int_{\Omega_1 \cap \Omega_2^c} (f(m_1) - H(x, 0))(m_1 - m_2) \\
+ \int_{\Omega_2 \cap \Omega_1^c} (f(m_2) - H(x, 0))(m_2 - m_1)
$$

Once again, using the same arguments we used in the previous part we deduce

$$
\int_0^T \int_\Omega ((-\partial_t - \Delta)(u_1 - u_2) + H(x, \nabla u_1) - H(x, \nabla u_2))(m_1 - m_2) \geq \\
\int_0^T \int_\Omega (f(m_1) - f(m_2))(m_1 - m_2)
$$

Now we obtain using lemma 3.1 that

$$
\int_0^T \int_\Omega ((-\partial_t - \Delta)(u_1 - u_2))(m_1 - m_2) \leq \int_0^T \int_\Omega (D_pH(x, \nabla u_1) \cdot \nabla (u_2 - u_1))m_1 \\
+ \int_0^T \int_\Omega (D_pH(x, \nabla u_2) \cdot \nabla (u_1 - u_2))m_2
$$

Hence, using the convexity of $H$ we get that

$$
\int_0^T \int_\Omega ((-\partial_t - \Delta)(u_1 - u_2))(m_1 - m_2) \leq \int_0^T \int_\Omega (H(x, \nabla u_2) - H(x, \nabla u_1))(m_1 - m_2)
$$

So we have proven

$$
\int_0^T \int_\Omega ((-\partial_t - \Delta)(u_1 - u_2) + H(x, \nabla u_1) - H(x, \nabla u_2))(m_1 - m_2) = 0
$$

and we conclude as we did before. □

12. The optimal control interpretation

We end this part with the presentation of the optimal control interpretation of $(COSMFG)$. We are not interested in giving results or proofs in this part as it is only the mix of what we can found in [6,8] and what we did in the optimal control interpretation of $(SOSMFG)$. We just want to show to the reader to which optimization problem $(COSMFG)$ is related. Moreover we do not want to add some technical difficulties here. We suppose that there exists $F \in C^1(\Omega \times \mathbb{R})$ such that
∀(x, p) ∈ Ω × ℝ, \( \frac{\partial F}{\partial p}(x, p) = f(x, p) \)

The following optimization problem is then naturally linked to \((COSMFG)\)

\[
\inf_{(\alpha, m) \in \mathcal{H}} \left\{ \int_0^T \int_\Omega F(m) - H(x, 0)m + L(x, \alpha)m \right\}
\]

where \(\mathcal{H}\) is the set of \((\alpha, m)\) in \(L^2((0, T), H^1(\Omega)) \times L^2((0, T), H^2(\Omega) \cap H^1_0(\Omega))\), such that

\[
\partial_t m - \Delta m - \text{div}(\alpha m) \leq 0
\]

in the sense of distributions. \(L\) is here the Fenchel conjugate of \(H\) with respect to the second variable. Such a problem is convex and under strict convexity of \(F\), we have existence of a unique minimizer.
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