Linear response of doped graphene sheets to vector potentials
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A two-dimensional gas of massless Dirac fermions (MDFs) is a very useful model to describe low-energy electrons in monolayer graphene. Because the MDF current operator is directly proportional to the (sublattice) pseudospin operator, the MDF current-current response function, which describes the response to a vector potential, happens to coincide with the pseudospin-pseudospin response function. In this work we present analytical results for the wavevector- and frequency-dependent longitudinal and transverse pseudospin-pseudospin response functions of noninteracting MDFs. The transverse response in the static limit is then used to calculate the noninteracting orbital magnetic susceptibility. These results are a starting point for the construction of approximate pseudospin-pseudospin response functions that would take into account electron-electron interactions (for example at the random-phase-approximation level). They also constitute a very useful input for future applications of current-density-functional theory to graphene sheets subjected to time- and spatially-varying vector potentials.
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I. INTRODUCTION

Graphene, a monolayer of Carbon atoms packed in a 2D honeycomb lattice, is a recently realized ambipolar gapless semiconductor that has attracted enormous interest4. Electrons in graphene are described at low energies by a spin-independent massless Dirac Hamiltonian, which ultimately originates from the non-Bravais nature of the 2D honeycomb lattice. The two inequivalent sites in the unit cell of this lattice are analogous to the two spin orientations of a spin-1/2 particle along the +z and −z directions (the z axis being perpendicular to the graphene plane). This observation opens the way to an elegant description of electrons in graphene as particles endowed with a pseudospin degree-of-freedom1,2,3,4 (in addition to the regular spin and valley degrees of freedom which play a passive role here). This quantum degree-of-freedom has a number of very intriguing implications on the electronic properties of this material, most of which have been reviewed in Refs. 1,2,3,4.

Graphene offers a unique example of a new paradigm in condensed matter physics: a truly 2D non-Galileian invariant electron liquid (see for example Refs. 5,6,7,8,9). This non-Galilean invariant nature of graphene is linked to non-trivial many-body renormalizations of various properties of doped graphene sheets, such as the plasmon dispersion relation and the optical conductivity10,11, even at very long-wavelengths. Both these properties are controlled by the linear response function of 2D MDFs to a vector potential, i.e. by the current-current response function. Because in the case of MDFs a vector potential couples to the pseudospin-density-fluctuation operator, this response function happens to coincide, apart from a trivial proportionality factor, with the pseudospin-pseudospin linear-response function.

In this work we present analytical results for the wavevector- and frequency-dependent longitudinal and transverse pseudospin-pseudospin response functions of noninteracting 2D MDFs.

Our paper is organized as follows. In Section II we present the model and some basic definitions. In Section III we present analytical results for the wavevector- and frequency-dependent longitudinal and transverse pseudospin-pseudospin response functions of a noninteracting undoped 2D MDF system. In Section IV we report corresponding results for the doped system. In Section V we use the analytical results on the transverse response to calculate the orbital magnetic susceptibility of non-interacting MDFs. Finally, in Section VI we present a brief summary of our main results and mention their usefulness for the construction of (i) response functions that would take into account electron-electron interactions, and (ii) exchange-correlation functionals needed in applications of current-density-functional theory12,13 to graphene sheets in the presence of inhomogeneous vector potentials. Finally, two appendices report cumbersome technical details and calculations.

II. THE MODEL AND BASIC DEFINITIONS

Graphene’s honeycomb lattice has two-atoms per unit cell and its σ-valence band and π+-conduction band touch at two inequivalent points, K and K′, in the honeycomb lattice Brillouin-zone. The energy bands near e.g. the K point are described at low energies by a spin-independent massless Dirac Hamiltonian (\( \hbar = 1 \))

\[
\hat{H}_D = v \sum_{\mathbf{k},\alpha,\beta} \hat{\psi}_{k,\alpha}^\dagger (\sigma_{\alpha\beta} \cdot \mathbf{k}) \hat{\psi}_{k,\beta},
\]

where \( \hat{\psi}_{k,\alpha}^\dagger \) (\( \hat{\psi}_{k,\alpha} \)) creates (destroys) an electron with momentum \( \mathbf{k} \) and sublattice pseudospin \( \alpha \) and \( \sigma = (\sigma^x, \sigma^y) \) is a vector constructed with two Pauli matrices \( \{\sigma^i, i = \}


x, y}, which act on the sublattice pseudospin degree-offreedom. Because we are interested in the linear-response functions to smoothly-varying vector potentials, to which different spins and valleys contribute independently, in Eq. (1) we have retained only sublattice degrees of freedom. As emphasized repeatedly in the literature (see e.g. Refs. [3,4,12]), because of the presence of an infinite sea of negative-energy states, the MDF model [1] must be accompanied by an ultraviolet cut-off for the wavevector integrals, $k_{\text{max}}$.

The response to a vector potential $A(q, \omega)$ is controlled by the current-current linear-response function $\chi_{jj}(q, \omega)$, which is defined by the usual Kubo product

$$\chi_{AB}(\omega) = \frac{1}{S} \langle [\hat{A}(t), \hat{B}] \rangle_{\omega} = \frac{i}{S} \lim_{\epsilon \to 0^+} \int_0^\infty dt \langle [\hat{A}(t), \hat{B}(0)] \rangle e^{i\omega t} e^{-\epsilon t}. \tag{2}$$

The current-density operator for MDFs is proportional to the pseudospin-density operator. Due to Eq. (5) thus, the current-current response function, $\chi_{jj}(q, \omega)$, is proportional to the pseudospin-pseudospin response function, $\chi_{\sigma\sigma}(q, \omega)$.

In what follows we will calculate the noninteracting longitudinal pseudospin-pseudospin response function, i.e. $\chi^{(0)}_{\sigma\sigma}(q, \omega)$, with $q$ oriented along the $x$ direction, $q = q\hat{x}$, and the transverse response function, i.e. $\chi^{(0)}_{\sigma\sigma}(q, \omega)$, with $q$ oriented along the $y$ direction, $q = q\hat{y}$. These are given by

$$\chi^{(0)}_{\sigma\sigma}(q, \omega) = \frac{1}{S} \lim_{\epsilon \to 0^+} \int_{k, \sigma} \sum_{\lambda, \lambda'} \omega + \epsilon_{k, \lambda} - \epsilon_{k, \lambda'} + i\epsilon \frac{n^{(0)}_{k, \lambda} - n^{(0)}_{k, \lambda'}}{2} \langle [\hat{\rho}_{\sigma_x}^{(0)}(k), \hat{\sigma}_{\sigma_x}(k+q)] \rangle^2, \tag{6}$$

where $S$ is the area of the system, $\epsilon_{k, \lambda} = \lambda v k$ are single-particle Dirac energies, $n^{(0)}_{k, \lambda}$ are noninteracting band-occupation factors and

$$\chi^{(0)}_{\sigma_x}(k) = \frac{1}{\sqrt{2}} \left( 1 \right) e^{i\varphi_k} \tag{7}$$

are two-component pseudospinors. Here $\lambda = \pm 1$ labels the conduction band and $\lambda = -1$ the valence band and $\varphi_k$ is the angle between $k$ and the $\hat{x}$ axis, which physically denotes the momentum-dependent phase difference between wavefunction amplitudes on the A and B sublattices of graphene’s honeycomb lattice. The matrix-element factor on the second line of Eq. (6) is given by

$$\langle [\chi^{(0)}_{\sigma_x}(k), \chi^{(0)}_{\sigma_x}(k+q)] \rangle^2 = \frac{1 + \lambda \lambda' \cos(\varphi_k + \varphi_{k+q})}{2}. \tag{8}$$

Note that, because of the continuity equation (1), the longitudinal pseudospin-pseudospin response function is related to the density-density response function $\chi_{\rho\rho}$. In our case this relations reads

$$\chi^{(0)}_{\rho\rho}(q, \omega) = \frac{v q}{\omega^2} \langle [\hat{\sigma}_x^{(0)}(q), \hat{\sigma}_x^{(0)}(q)] \rangle + \frac{v^2 q^2}{\omega^2} \chi^{(0)}_{\sigma\sigma}(q, \omega). \tag{9}$$

This formula holds only at finite $\omega$. The first term on the r.h.s. of Eq. (9), which is an anomalous commutator because of the presence of the infinite sea of negative-energy states, is purely real and must be handled with great care. As discussed in Ref. [3] it is easy to show that in the noninteracting limit

$$\frac{1}{v q} \langle [\hat{\sigma}_x^{(0)}, \hat{\sigma}_x^{(0)}] \rangle \to -\frac{\varepsilon_{\text{max}}}{4\pi v^2}, \tag{10}$$

where $\varepsilon_{\text{max}}/v = k_{\text{max}}$ is an ultraviolet wavevector cut-off. Eq. (10) is valid to leading order in the limit $k_{\text{max}} \to \infty$.

### III. UNDOPED CASE

We first calculate the response functions $\chi^{(0)}_{\sigma\sigma}(q, \omega)$ of the undoped system, i.e. the system in which the Fermi energy lies at the Dirac point. In this case only the band $\varepsilon_{k, -}$ is full with an occupation factor $n^{(0)}_{k, -} = 1$, while the upper band $\varepsilon_{k, +}$ is empty (all necessary technical details are summarized in Appendix A).

In the longitudinal channel, for what stated at the end of Sect. II we find the following relation:

$$\Im m\chi^{(0)}_{\sigma\sigma}(q, \omega) = \frac{\omega^2}{v^2 q^2} \Im m\chi^{(0)}_{\rho\rho}(q, \omega) \tag{11}$$

where

$$\Im m\chi^{(0)}_{\rho\rho}(q, \omega) = -\frac{\varepsilon_{\text{max}}}{4\pi v^2} \frac{\Theta(\omega^2 - v^2 q^2)}{16 \sqrt{\omega^2 - v^2 q^2}} \tag{12}$$

is the imaginary part of the well-known density-density response function of noninteracting MDFs at half-filling. Using the Kramers-Krönig dispersion relations one immediately finds the result for the real part

$$\Re e\chi^{(0)}_{\sigma\sigma}(q, \omega) = -\frac{\varepsilon_{\text{max}}}{4\pi v^2} + \frac{\omega^2}{v^2 q^2} \Re e\chi^{(0)}_{\rho\rho}(q, \omega) \tag{13}$$

and
where

\[ \Re \chi^{(0u)}_{\rho\rho}(q, \omega) = -\frac{q^2}{16} \frac{\Theta(v^2 q^2 - \omega^2)}{\sqrt{\omega^2 - v^2 q^2}}. \tag{14} \]

In the transverse channel, starting again from Eq. (9) but with \( q = q\hat{y} \), we find

\[ \Im \chi^{(0u)}_{\sigma_x\sigma_x}(q\hat{y}, \omega) = -\text{sgn}(\omega) \frac{\Theta(\omega^2 - v^2 q^2)}{16v^2} \sqrt{\omega^2 - v^2 q^2}. \tag{15} \]

Note that the previous equation can also be written as

\[ \Im \chi^{(0u)}_{\sigma_x\sigma_y}(q\hat{y}, \omega) = \frac{\omega^2 - v^2 q^2}{v^2 q^2} \Im \chi^{(0u)}_{\rho\rho}(q, \omega). \tag{16} \]

This relation reminds us of Eq. (11), the only difference being that in the transverse case we have the factor \((\omega^2 - v^2 q^2)/(v^2 q^2)\) rather than the "gauge-invariance factor" \(\omega^2/(v^2 q^2)\). This simple relation between the transverse pseudospin-pseudospin response function and the density-density response function, however, holds only in the undoped case.

Finally, for the real part of the transverse response function, again using the Kramers-Kröning relations, we find

\[ \Re \chi^{(0u)}_{\sigma_x\sigma_x}(q\hat{y}, \omega) = \frac{\varepsilon_{\text{max}}}{4\pi v^2} + \frac{\omega^2 - v^2 q^2}{v^2 q^2} \Re \chi^{(0u)}_{\rho\rho}(q, \omega). \tag{17} \]

In summary, we find that the longitudinal undoped pseudospin responses of the model described by (11) with the ultraviolet cut-off \(k_{\text{max}}\) are given by

\[
\begin{align*}
\Re \chi^{(0u)}_{\sigma_x\sigma_x}(q\hat{x}, \omega) &= -\frac{\varepsilon_{\text{max}}}{4\pi v^2} \frac{\omega^2}{16v^2} \frac{\Theta(v^2 q^2 - \omega^2)}{\sqrt{\omega^2 - v^2 q^2}}, \\
\Im \chi^{(0u)}_{\sigma_x\sigma_x}(q\hat{x}, \omega) &= -\text{sgn}(\omega) \frac{\omega^2}{16v^2} \frac{\Theta(\omega^2 - v^2 q^2)}{\sqrt{\omega^2 - v^2 q^2}},
\end{align*}
\]

while the transverse undoped responses are given by

\[
\begin{align*}
\Re \chi^{(0u)}_{\sigma_x\sigma_y}(q\hat{y}, \omega) &= -\frac{\varepsilon_{\text{max}}}{4\pi v^2} \frac{\sqrt{v^2 q^2 - \omega^2}}{16v^2} \Theta(v^2 q^2 - \omega^2), \\
\Im \chi^{(0u)}_{\sigma_x\sigma_y}(q\hat{y}, \omega) &= -\text{sgn}(\omega) \frac{\sqrt{\omega^2 - v^2 q^2}}{16v^2} \Theta(\omega^2 - v^2 q^2).
\end{align*}
\]

Eqs. (15) and (19) constitute the first novel results of this work. Note that longitudinal and transverse responses coincide at \( q = 0 \) and that the anomalous terms in the first lines of Eqs. (15) and (19) [first terms on the r.h.s. of both equations] are identical.

Two crucial remarks are in order at this point. Because of gauge invariance, the real physical system cannot respond to a static longitudinal vector potential. More precisely, the longitudinal current-current response function of the physical system should vanish for \( \omega = 0 \) and every \( q \), while the transverse one should vanish for \( \omega = 0 \) and \( q \to 0 \). After a quick look at Eqs. (15) and (19) one can easily see that this is not what happens to the response functions of the model system (11), simply because of the presence of the cut-off dependent constant term \(-\varepsilon_{\text{max}}/(4\pi v^2)\). As discussed in Ref. (3) (see footnote 33), this unphysical finite response is due to the fact that the formal gauge-invariance of the model described by \( \hat{H}_0 \) is broken by the ultraviolet cut-off \( k_{\text{max}} \). Thus, the static response functions of the model system have to be corrected ad hoc in order to restore gauge invariance: the quantity \(-\varepsilon_{\text{max}}/(4\pi v^2)\) has to be subtracted away from the first lines in Eqs. (15) and (19). On the other hand, we would like to remark that in the limit \( q = 0 \) and for finite \( \omega \) the constant term \(-\varepsilon_{\text{max}}/(4\pi v^2)\) is not only physical (i.e. it describes the response of the \( \lambda = -1 \) valence band to a uniform vector potential in the regime in which repopulation of states is not allowed) but also necessary: when Eq. (18) is substituted inside Eq. (9), this term indeed cancels exactly the anomalous commutator [by virtue of Eq. (11)], giving a density-density response function which is independent of \( k_{\text{max}} \), as it should.

The pseudospin response functions can be written in a more compact form using the following complex functions

\[ F_L(q, \omega) = -\frac{\omega^2}{16\pi v^2} \frac{1}{\sqrt{\omega^2 - v^2 q^2}} \tag{20} \]

and

\[ F_T(q, \omega) = -\frac{\omega^2 - v^2 q^2}{\omega^2} F_L(q, \omega). \tag{21} \]

We find

\[ \chi^{(0u)}_{\sigma_x\sigma_x}(q\hat{y}, \omega) = -\frac{\varepsilon_{\text{max}}}{4\pi v^2} - i\pi F_L(q, \omega). \tag{22} \]
The response function is determined by the density-density re-
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IV. DOPED CASE
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A. Longitudinal channel

Even though, as discussed before, the longitudinal response function is determined by the density-density response function via the continuity equation, in this Section we report, for the sake of completeness, expressions for \( \chi^{(0)}_{\sigma_\sigma}(q \hat{x}, \omega) \).

The contribution to \( \chi^{(0)}_{\sigma_\sigma}(q \hat{x}, \omega) \) due to doping, \( \delta \chi^{(0)}_{\sigma_\sigma}(q \hat{x}, \omega) \), is introduced according to

\[
\chi^{(0)}_{\sigma_\sigma}(q \hat{x}, \omega) = \chi^{(0a)}_{\sigma_\sigma}(q \hat{x}, \omega) + \delta \chi^{(0)}_{\sigma_\sigma}(q \hat{x}, \omega) .
\]

Explicit expressions for the real and imaginary parts of \( \chi^{(0a)}_{\sigma_\sigma}(q \hat{x}, \omega) \) have been given before in Sect. III. Below we thus report only expressions for the doping-dependent quantity \( \delta \chi^{(0)}_{\sigma_\sigma}(q \hat{x}, \omega) \).

Following Wunsch et al. we introduce the complex function

\[
G_L(z) = z \sqrt{z^2 - 1} - \ln(z + \sqrt{z^2 - 1})
\]

and

\[
\omega_\pm = \frac{2\varepsilon_F \pm \omega}{\nu q} .
\]

Using \( G_L(z) \) and the function \( F_L(q, \omega) \) introduced above in Eq. 21 we find

\[
\delta \chi^{(0)}_{\sigma_\sigma}(q \hat{x}, \omega) = -\frac{\omega^2}{v^2 q^2} \frac{\varepsilon_F}{2 \pi v^2} + F_L(q, \omega) \{ G_L(\omega+) - \Theta(\omega_- - 1) [G_L(\omega_-) - i\pi] - \Theta(1 - \omega-) G_L(-\omega-) \} .
\]

We now provide more explicit expressions for \( \delta \chi^{(0)}_{\sigma_\sigma}(q \hat{x}, \omega) \) in terms of real functions. With reference to Fig. II we find the following analytical results.

1. Region A.1

For \( \omega < \nu q - 2\varepsilon_F \):

\[
\Re \delta \chi^{(0)}_{\sigma_\sigma}(q \hat{x}, \omega) = -\frac{\omega^2}{v^2 q^2} \frac{\varepsilon_F}{2 \pi v^2} + \frac{\omega^2}{16 \pi v^2 \sqrt{v^2 q^2 - \omega^2}} a_L(q, \omega)
\]

and \( 3m \delta \chi^{(0)}_{\sigma_\sigma}(q \hat{x}, \omega) = 0 \). Here

\[
a_L(q, \omega) = \arcsin(\omega_+) + \omega_+ \sqrt{1 - \omega_+^2} + \arcsin(\omega_-) + \omega_- \sqrt{1 - \omega_-^2} .
\]

2. Region A.2

For \( \omega < \nu q \) and \( \omega > |2\varepsilon_F - \nu q| \):

\[
\Re \delta \chi^{(0)}_{\sigma_\sigma}(q \hat{x}, \omega) = \frac{\omega^2}{16 \pi v^2 \sqrt{v^2 q^2 - \omega^2}} - \frac{\omega^2}{16 \pi v^2 \sqrt{v^2 q^2 - \omega^2}} b_L(q, \omega)
\]

\[
\frac{\sqrt{v^2 q^2 - \omega^2}}{v^2 q^2 - \omega^2} b_L(q, \omega)
\]
and
\[ \Im \delta_{\sigma_i\sigma_j}(q\hat{x},\omega) = \frac{\omega^2}{16\pi v^2 \sqrt{v^2 q^2 - \omega^2}} c_L(q,\omega) . \] (30)

Here
\[ b_L(q,\omega) = \arccos(\omega_-) - \omega_- \sqrt{1 - \omega_-^2} . \] (31)

and
\[ c_L(q,\omega) = \ln \left( \omega_+ + \sqrt{\omega_+^2 - 1} \right) - \omega_+ \sqrt{\omega_+^2 - 1} - \omega_+ \sqrt{\omega_+^2 - 1} . \] (32)

\[ \Im m \delta_{\sigma_i\sigma_j}(q\hat{x},\omega) = \frac{\omega^2}{16\pi v^2 \sqrt{v^2 q^2 - \omega^2}} d_L(q,\omega) . \] (34)

Here
\[ d_L(q,\omega) = \ln \left( \frac{\omega_+ + \sqrt{\omega_+^2 - 1}}{\omega_- + \sqrt{\omega_-^2 - 1}} \right) - \omega_+ \sqrt{\omega_+^2 - 1} + \omega_- \sqrt{\omega_-^2 - 1} . \] (35)

\[ \Re \delta_{\sigma_i\sigma_j}(q\hat{x},\omega) = \frac{\omega^2}{16\pi v^2 \sqrt{v^2 q^2 - \omega^2}} - \frac{\omega^2}{v^2 q^2} \frac{\varepsilon_F}{2\pi v^2} \] (33)

and
\[ \Re m \delta_{\sigma_i\sigma_j}(q\hat{x},\omega) = \frac{\omega^2}{16\pi v^2 \sqrt{v^2 q^2 - \omega^2}} - \frac{\omega^2}{v^2 q^2} \frac{\varepsilon_F}{2\pi v^2} c_L(q,\omega) . \] (36)

5. Region B.2

For \( \omega > vq, \omega > 2\varepsilon_F - vq, \) and \( \omega < 2\varepsilon_F + vq: \)
\[ \Re \delta_{\sigma_i\sigma_j}(q\hat{x},\omega) = -\frac{\omega^2}{v^2 q^2} \frac{\varepsilon_F}{2\pi v^2} - \frac{\omega^2}{16\pi v^2 \sqrt{\omega^2 - v^2 q^2}} f_L(q,\omega) \] (38)

6. Region B.3

For \( \omega > vq, \omega < 2\varepsilon_F - vq: \)
\[ \Re \delta_{\sigma_i\sigma_j}(q\hat{x},\omega) = -\frac{\omega^2}{v^2 q^2} \frac{\varepsilon_F}{2\pi v^2} - \frac{\omega^2}{16\pi v^2 \sqrt{\omega^2 - v^2 q^2}} h_L(q,\omega) \] (42)

\[ \Im \delta_{\sigma_i\sigma_j}(q\hat{x},\omega) = \frac{\omega^2}{16\pi v^2 \sqrt{\omega^2 - v^2 q^2}} . \] (43)

Here
\[ f_L(q,\omega) = \ln \left( \frac{\omega_+ + \sqrt{\omega_+^2 - 1}}{\omega_- + \sqrt{\omega_-^2 - 1}} \right) - \omega_+ \sqrt{\omega_+^2 - 1} - \omega_- \sqrt{\omega_-^2 - 1} . \] (40)

\[ g_L(q,\omega) = \arccos(\omega_-) - \omega_- \sqrt{1 - \omega_-^2} . \] (41)

\[ h_L(q,\omega) = \ln \left( \frac{\omega_+ + \sqrt{\omega_+^2 - 1}}{\omega_- + \sqrt{\omega_-^2 - 1}} \right) - \omega_+ \sqrt{\omega_+^2 - 1} + \omega_- \sqrt{\omega_-^2 - 1} . \] (44)

We would now like to remind the reader that in the region B.3 of the \((q,\omega)\) plane the interacting system possesses a collective plasmon mode \( \omega_{pl} = \omega_{pl}(q), \) which, within the simple random phase approximation (RPA), can be found by solving the equation
\[ 1 - v_q \Re \delta_{\sigma_i\sigma_j}(q,\omega) = 0 , \] (45)
where \( v_q = 2e v_F / (\hbar q) \) is the 2D Fourier transform of the Coulomb potential (\( e \) being an average dielectric constant that depends on the environment surrounding the graphene flake). Using Eq. (44) we can write Eq. (45) in the more appealing form

\[
1 - v_q \frac{v^2 q^2}{\omega^2} \left[ \frac{\varepsilon_{\text{max}}}{4\pi\varepsilon_0^2} + \text{Re} \chi_{\sigma\sigma_z}^{(0)}(q\hat{x},\omega) \right] = 0 . \tag{46}
\]

Using the microscopic expression for \( \text{Re} \chi_{\sigma\sigma_z}^{(0)}(q\hat{x},\omega) \) in Eq. (15) and Eq. (12), expanding the expression in square brackets in Eq. (15) in powers of \( q/k_F \) up to fourth order, introducing the \( g_s g_v = 4 \) spin-valley degeneracy factor, and restoring for a moment \( \hbar \), we find that the plasmon dispersion is given by

\[
\omega_{\text{pl}}(q \rightarrow 0) = \sqrt{\frac{2\pi e^2 q}{m_{\text{pl}} c}} \left( 1 + \frac{12 - g_s^2 g_v^2 \alpha_{\text{ee}}^2}{4 \kappa_T^2} q^2 + \ldots \right) \tag{47}
\]

where we have introduced the density-dependent “plasmon mass”

\[
m_{\text{pl}} = \frac{4\pi n}{g_s g_v} \frac{\hbar^2}{\varepsilon_F} , \tag{48}
\]

the fine structure constant \( \alpha_{\text{ee}} = e^2 / (\hbar c) \), and the Thomas-Fermi screening vector \( \kappa_T \) is \( g_s g_v \alpha_{\text{ee}} k_F \).

Note that \( m_{\text{pl}} \) tends to the bare electron mass in vacuum if we use the parabolic energy-momentum dispersion \( \varepsilon_p = \hbar^2 k_F^2 / (2m) \) (while still using \( g_s g_v = 4 \)). In graphene, however, \( m_{\text{pl}} = \hbar v_F / \sqrt{3} \) and (ii) trivially depends on Planck’s constant \( \hbar \) because the Fermi energy in this material depends linearly on \( \hbar \) (rather than quadratically). As explained in Ref. 22 because the MDF model Hamiltonian is not invariant under an ordinary Galilean boost, RPA is not exact for interacting systems of MDFs even in the limit \( q \rightarrow 0 \) (contrary to what happens in the conventional 2D parabolic-band electron gas34), where for \( q \rightarrow 0 \) the plasmon is protected from many-body renormalizations by Galilean invariance. When interactions between MDFs are treated beyond RPA the plasmon mass acquires a non-trivial density and coupling-constant dependence.

Last but not least, note that, at odds with what stated in Ref. 17, the first subleading correction to the RPA plasmon dispersion [second term in round brackets in Eq. (47)] can change sign: it is positive (like in the conventional 2D parabolic-band electron gas34) at weak coupling, but becomes negative for \( \alpha_{\text{ee}} > \sqrt{3}/2 \).

### B. Transverse channel

In this Section we report explicit expressions for the transverse response \( \chi_{\sigma\sigma_z}^{(0)}(q\hat{y},\omega) \). As done in Sect. 17 we introduce the contribution due to doping, \( \delta \chi_{\sigma\sigma_z}^{(0)}(q\hat{y},\omega) \), according to

\[
\chi_{\sigma\sigma_z}^{(0)}(q\hat{y},\omega) = \chi_{\sigma\sigma_z}^{(0)}(q\hat{y},\omega) + \delta \chi_{\sigma\sigma_z}^{(0)}(q\hat{y},\omega) . \tag{49}
\]

In what follows, we report only expressions for \( \delta \chi_{\sigma\sigma_z}^{(0)}(q\hat{y},\omega) \).

Similarly to what done in Sect. 17 we introduce the complex function

\[
G_T(z) = z \sqrt{z^2 - 1} + \ln(z + \sqrt{z^2 - 1}) . \tag{50}
\]

Using \( G_T(z) \) and the function \( F_T(q,\omega) \) introduced above in Eq. (21) we find

\[
\delta \chi_{\sigma\sigma_z}^{(0)}(q\hat{y},\omega) = \frac{\omega^2}{v_F^2 q^2} \frac{\varepsilon_F}{2\pi v^2} - \frac{v_F^2 q^2 - \omega^2}{16\pi v^2} a_T(q,\omega) \tag{51}
\]

and \( \Im \delta \chi_{\sigma\sigma_z}^{(0)}(q\hat{y},\omega) = 0 \). Here

\[
a_T(q,\omega) = \arcsin(\omega_+) - \omega_+ \sqrt{1 - \omega_+^2} + \arcsin(\omega_-) - \omega_- \sqrt{1 - \omega_-^2} . \tag{52}
\]

#### 1. Region A.1

For \( \omega < v_q - 2\varepsilon_F \):

\[
\Re \delta \chi_{\sigma\sigma_z}^{(0)}(q\hat{y},\omega) = -\frac{\sqrt{v_F^2 q^2 - \omega^2}}{16\pi v^2} + \frac{\omega^2}{2\pi v^2} \frac{\varepsilon_F}{16\pi v^2} b_T(q,\omega) \tag{53}
\]

and

\[
\Im \delta \chi_{\sigma\sigma_z}^{(0)}(q\hat{y},\omega) = -\frac{\sqrt{v_F^2 q^2 - \omega^2}}{16\pi v^2} c_T(q,\omega) . \tag{54}
\]

Here

\[
b_T(q,\omega) = \arccos(\omega_-) - \omega_- \sqrt{1 - \omega_-^2} \tag{55}
\]

and

\[
c_T(q,\omega) = \ln\left( \omega_+ + \sqrt{\omega_+^2 - 1} \right) + \omega_+ \sqrt{\omega_+^2 - 1} . \tag{56}
\]
Here

\[ \text{Re} \delta \chi^{(0)}_{\sigma_\sigma}(q\hat{y},\omega) = \frac{\omega^2}{v^2 q^2} + \frac{\epsilon_F}{2\pi v^2} \] (57)

and

\[ \Im \delta \chi^{(0)}_{\sigma_\sigma}(q\hat{y},\omega) = \frac{\sqrt{\omega^2 - v^2 q^2}}{16\pi v^2} \delta_T(q,\omega) \] (58)

Here

\[ d_T(q,\omega) = \ln \left( \frac{\omega_+ + \sqrt{\omega_+^2 - 1}}{\omega_- + \sqrt{\omega_-^2 - 1}} \right) + \omega_+ \sqrt{\omega_+^2 - 1} \]
\[ - \omega_- \sqrt{\omega_-^2 - 1} . \] (59)

4. Region B.1

For \( \omega > 2\epsilon_F + vq \):

\[ \text{Re} \delta \chi^{(0)}_{\sigma_\sigma}(q\hat{y},\omega) = \frac{\omega^2}{v^2 q^2} + \frac{\epsilon_F}{2\pi v^2} \]
\[ \text{Im} \delta \chi^{(0)}_{\sigma_\sigma}(q\hat{y},\omega) = 0. \] (60)

Here

\[ e_T(q,\omega) = \ln \left( \frac{\omega_+ + \sqrt{\omega_+^2 - 1}}{\sqrt{\omega_-^2 - 1}} \right) + \omega_+ \sqrt{\omega_+^2 - 1} \]
\[ + \omega_- \sqrt{\omega_-^2 - 1} . \] (61)

5. Region B.2

For \( \omega > vq, \omega > 2\epsilon_F - vq, \) and \( \omega < 2\epsilon_F + vq \):

\[ \text{Re} \delta \chi^{(0)}_{\sigma_\sigma}(q\hat{y},\omega) = \frac{\omega^2}{v^2 q^2} + \frac{\epsilon_F}{2\pi v^2} \]
\[ \text{Im} \delta \chi^{(0)}_{\sigma_\sigma}(q\hat{y},\omega) = 0. \] (62)

Here

\[ f_T(q,\omega) = \ln \left( \frac{\omega_+ + \sqrt{\omega_+^2 - 1}}{\omega_- + \sqrt{\omega_-^2 - 1}} \right) + \omega_+ \sqrt{\omega_+^2 - 1} \] (64)

and

\[ g_T(q,\omega) = \arccos (\omega_-) + \omega_- \sqrt{1 - \omega_-^2} . \] (65)

6. Region B.3

For \( \omega > vq \) and \( \omega < 2\epsilon_F - vq \):

\[ \text{Re} \delta \chi^{(0)}_{\sigma_\sigma}(q\hat{y},\omega) = \frac{\omega^2}{v^2 q^2} + \frac{\epsilon_F}{2\pi v^2} \]
\[ \text{Im} \delta \chi^{(0)}_{\sigma_\sigma}(q\hat{y},\omega) = \frac{\sqrt{\omega^2 - v^2 q^2}}{16\pi v^2} . \] (66)

Here

\[ h_T(q,\omega) = \ln \left( \frac{\omega_+ + \sqrt{\omega_+^2 - 1}}{\omega_- + \sqrt{\omega_-^2 - 1}} \right) + \omega_+ \sqrt{\omega_+^2 - 1} \] (68)

In Figs. 2 we have reported plots of the longitudinal and transverse response functions. Note that the transverse response function goes always to zero at \( \omega = vq \); in this case, indeed, the angle between \( \hat{x} \) and \( q \) is either zero (inband term) or \( \pi \) (interband term). Recalling that in the transverse case \( q \) is directed along \( \hat{y} \), we thus find that either \( \varphi_{k+q} = \varphi_k = \pi/2 \) (inband term) or \( \varphi_{k+q} = -\varphi_k = \pi/2 \) (interband term); in both cases the matrix element in Eq. [5] vanishes. Finally, note that both \( \Im \chi^{(0)}_{\sigma_\sigma}(q\hat{x},\omega) \) and \( \Im \chi^{(0)}_{\sigma_\sigma}(q\hat{y},\omega) \) diverge linearly for \( \omega \gg vq \).
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The transverse pseudospin response function allows us FIG. 4: The real part of the longitudinal pseudospin response function, \(-\Re \chi_{\sigma \sigma}^{(0)}(q = q\hat{x}, \omega)\) [in units of \(\nu(0)\)], as a function of \(\omega/\epsilon_F\). a) \(q = 0.5 k_F\), b) \(q = 1.0 k_F\), c) \(q = 2.0 k_F\), and d) \(q = 3.0 k_F\).

calculated from

\[ \chi_{\text{orb}}^{(0)} = \frac{v^2 e^2}{\epsilon^2} \lim_{q \to 0} \frac{\chi_{\sigma \sigma}^{(0)}(q\hat{y}, 0)}{q^2}. \] (69)

As stressed earlier in Sect. [III] before taking the limit in Eq. (69) the undoped contribution to the static response \(\chi_{\sigma \sigma}^{(0)}(q\hat{y}, 0)\) has to be regularized to restore gauge invariance by subtracting the cut-off dependent constant term \(-\varepsilon_{\text{max}}/(4\pi v^2)\). A simple inspection of the equations reported in the previous section allows us to write a compact expression for the static transverse response (as usual, per spin and valley):

\[ \chi_{\sigma \sigma}^{(0)}(q\hat{y}, 0) = \frac{q}{16\pi} \left\{ 1 - \frac{2}{\pi} \arcsin [\ell(q)] \right\} \]

\[ + \frac{\varepsilon_F}{4\pi v^2} \sqrt{1 - \left(\frac{2k_F}{q}\right)^2} \Theta \left(1 - \frac{2k_F}{q}\right) \] (70)

where

\[ \ell(q) = \frac{1}{2} \left( 1 + \frac{2k_F}{q} \right) - \frac{1}{2} \left| 1 - \frac{2k_F}{q} \right| \]. (71)

We thus immediately see that for \(\varepsilon_F > 0\) and for all wavevectors \(q < 2k_F\), \(\ell(q) = 1\) and \(\chi_{\sigma \sigma}^{(0)}(q\hat{y}, 0) \equiv 0\). This implies that the orbital magnetic susceptibility of noninteracting MDFs is zero. However, if \(\varepsilon_F = 0\) \(\chi_{\sigma \sigma}^{(0u)}(q\hat{y}, 0) \propto q\) and thus the orbital magnetic susceptibility diverges in the undoped limit. More precisely, it is possible to show that in the limit \(q \to 0\) the function \(\chi_{\sigma \sigma}^{(0)}(q\hat{y}, 0)/q^2\) is proportional to \(\delta(\varepsilon_F)\). Indeed, if \(\varphi(\varepsilon)\) FIG. 5: The real part of the transverse pseudospin response function, \(-\Re \chi_{\sigma \sigma}^{(0)}(q = q\hat{y}, \omega)\) [in units of \(\nu(0)\)], as a function of \(\omega/\epsilon_F\). a) \(q = 0.5 k_F\), b) \(q = 1.0 k_F\), c) \(q = 2.0 k_F\), and d) \(q = 3.0 k_F\).

V. DIAMAGNETIC SUSCEPTIBILITY

The transverse pseudospin response function allows us to calculate the orbital magnetization induced in doped graphene sheets by a static magnetic field. As discussed in detail in Sects. 3.4.3. and 4.5 of Ref. 13, the noninteracting orbital magnetic susceptibility \(\chi_{\text{orb}}^{(0)}\) can be

\[ \chi_{\text{orb}}^{(0)} = \frac{v^2 e^2}{\epsilon^2} \lim_{q \to 0} \frac{\chi_{\sigma \sigma}^{(0)}(q\hat{y}, 0)}{q^2}. \] (69)

As stressed earlier in Sect. [III] before taking the limit in Eq. (69) the undoped contribution to the static response \(\chi_{\sigma \sigma}^{(0)}(q\hat{y}, 0)\) has to be regularized to restore gauge invariance by subtracting the cut-off dependent constant term \(-\varepsilon_{\text{max}}/(4\pi v^2)\). A simple inspection of the equations reported in the previous section allows us to write a compact expression for the static transverse response (as usual, per spin and valley):

\[ \chi_{\sigma \sigma}^{(0)}(q\hat{y}, 0) = \frac{q}{16\pi} \left\{ 1 - \frac{2}{\pi} \arcsin [\ell(q)] \right\} \]

\[ + \frac{\varepsilon_F}{4\pi v^2} \sqrt{1 - \left(\frac{2k_F}{q}\right)^2} \Theta \left(1 - \frac{2k_F}{q}\right) \] (70)

where

\[ \ell(q) = \frac{1}{2} \left( 1 + \frac{2k_F}{q} \right) - \frac{1}{2} \left| 1 - \frac{2k_F}{q} \right| \]. (71)

We thus immediately see that for \(\varepsilon_F > 0\) and for all wavevectors \(q < 2k_F\), \(\ell(q) = 1\) and \(\chi_{\sigma \sigma}^{(0)}(q\hat{y}, 0) \equiv 0\). This implies that the orbital magnetic susceptibility of noninteracting MDFs is zero. However, if \(\varepsilon_F = 0\) \(\chi_{\sigma \sigma}^{(0u)}(q\hat{y}, 0) \propto q\) and thus the orbital magnetic susceptibility diverges in the undoped limit. More precisely, it is possible to show that in the limit \(q \to 0\) the function \(\chi_{\sigma \sigma}^{(0)}(q\hat{y}, 0)/q^2\) is proportional to \(\delta(\varepsilon_F)\). Indeed, if \(\varphi(\varepsilon)\)
is a test function (here $\varepsilon$ is a shorthand notation for $\varepsilon_F$),

$$I \equiv \lim_{q \to 0} \int_{-\infty}^{+\infty} \frac{d\chi^{(0)}_{\sigma \sigma^*}(q \mathbf{g}, \mathbf{0})}{q^2} \varphi(\varepsilon)$$

$$= 2 \lim_{q \to 0} \int_{\varepsilon q / 2}^{+\infty} \frac{d\varepsilon}{16 v q} \left[ 1 - \frac{2}{\pi} \arcsin \left( \frac{2\varepsilon}{v q} \right) \right]$$

$$= \int_{\varepsilon q / 2}^{+\infty} \frac{d\varepsilon}{\pi v q} \sqrt{1 - \left( \frac{2\varepsilon}{v q} \right)^2} \varphi(\varepsilon) .$$  \hspace{1cm} (72)

Introducing the dimensionless variable $x = 2\varepsilon / (v q)$ we find

$$I = \lim_{q \to 0} \left\{ \left[ \frac{1}{16} - \frac{1}{8\pi} \right] \int_0^1 dx \arcsin(x) - \int_0^1 dx x \sqrt{1 - x^2} \right\} \varphi(\varepsilon) = \frac{1}{6\pi} \varphi(0) ,$$  \hspace{1cm} (73)

where $\varepsilon \in [0, v q / 2]$. In summary, introducing the $g_s g_v = 4$ degeneracy factor, we find

$$\chi_{\text{orb}}^{(0)} = -\frac{g_s g_v e^2 v^2}{6\pi c^2} \delta(\varepsilon_F) ,$$  \hspace{1cm} (74)

in perfect agreement with Ref. [24]. As explained by McCreanor [24], the origin of the large (infinite at $T = 0$) diamagnetism in undoped graphene can be understood qualitatively. When the magnetic field $B$ is turned on, group of states, which were originally distributed in energy, coalesce into Landau levels. In undoped graphene, states which had negative energy coalesce into the $n = 0$ Landau level, thus increasing the energy of the system, which will respond to the field with a negative orbital susceptibility. The total energy (per unit area) in the absence of the field of the group of electrons which condense into the $n = 0$ Landau level is

$$E_0 = \int_{-\omega_c / \sqrt{2}}^{+\omega_c / \sqrt{2}} d\varepsilon \varepsilon \nu(\varepsilon) f(\varepsilon)$$

$$= \int_{0}^{+\lambda / \sqrt{2}} d\varepsilon \varepsilon \nu(\varepsilon) \left\{ f(\varepsilon) - f(-\varepsilon) \right\} ,$$  \hspace{1cm} (75)

where $\omega_c = \sqrt{2} v / \ell_B \propto \sqrt{B}$ is the MDF cyclotron frequency [$\ell_B = \sqrt{c / (\varepsilon F B)}$ being the magnetic length], $\nu(\varepsilon) = |\varepsilon| / (2\pi v^2)$ is the density-of-states at $B = 0$, and $f(\varepsilon)$ is the Fermi-Dirac distribution function. The extreme of integrations in the first line of Eq. (75) ensure that the number of states

$$N_0 = \int_{-\lambda}^{+\lambda} d\varepsilon \nu(\varepsilon) = \frac{\lambda^2}{2\pi v^2}$$  \hspace{1cm} (76)

can be accommodated into the $n = 0$ Landau level, which has degeneracy $e B / (2\pi c)$ per unit area, i.e. $\lambda = \omega_c / \sqrt{2}$.

In the zero-temperature limit

$$E_0 = -\frac{1}{2\pi e^2} \int_{0}^{+\omega_c / \sqrt{2}} d\varepsilon \varepsilon^2 = -\frac{1}{12\sqrt{2}\pi v^2} \omega_c^3 \propto -B^{3/2} .$$  \hspace{1cm} (77)

The total energy in the presence of the field is zero (because turning on the $B$ field all the electrons condense into the $n = 0$ Landau level, which is at zero energy). Thus the change in energy with the field is $\Delta E = -E_0 \propto B^{3/2}$. The susceptibility is thus

$$\chi_{\text{orb}}^{(0)} = -\lim_{B \to 0} \frac{1}{B} \frac{\partial \Delta E}{\partial B} \propto -\frac{1}{\sqrt{B}} ,$$  \hspace{1cm} (78)

which diverges for $B \to 0$.

Introducing the usual Bohr magneton, $\mu_B = e h / (2mc)$, and restoring $h$, the orbital magnetic susceptibility (74) can be written as

$$\chi_{\text{orb}}^{(0)} = -\left( \frac{g \mu_B}{2} \right)^2 \frac{2g_s g_v m^2 v^2}{3\pi h^2} \delta(\varepsilon_F) ,$$  \hspace{1cm} (79)

$g = 2$ being the bare electron $g$-factor in vacuum. We recall that the Pauli spin susceptibility of 2D MDFs is

$$\chi_{\text{P}}^{(0)} = \left( \frac{g \mu_B}{2} \right)^2 \frac{2g_s g_v e^2 v^2}{2\pi h^2} .$$  \hspace{1cm} (80)

In the conventional 2D parabolic-band electron gas $\chi_{\text{orb}}^{(0)} = -\chi_{\text{P}}^{(0)} / 3$. For 2D MDFs we see that the density dependence of $\chi_{\text{orb}}^{(0)}$ is completely different from that of $\chi_{\text{P}}^{(0)}$.

VI. SUMMARY AND CONCLUSIONS

In summary, we have calculated analytically the longitudinal and transverse pseudospin-pseudospin linear-response functions of noninteracting massless Dirac fermions. As expected, because of the continuity equation that relates the density operator with the longitudinal current operator, the longitudinal response function is determined by the density-density response function (apart from an anomalous commutator term, which has to be handled carefully). We have used the transverse pseudospin response function to calculate the orbital magnetization induced in doped graphene sheets by a static magnetic field, finding perfect agreement with earlier calculations based on the explicit use of the Landau level structure of two-dimensional massless Dirac fermions.

The results presented in this work constitute a very useful starting point for the construction of approximate response functions that would take into account electron-electron interactions. For example, within the random phase approximation, the pseudospin-pseudospin response functions of the interacting system can be written as

$$\chi_{\sigma^+ \sigma^*}(q, \omega) = \frac{\chi_{\sigma^+ \sigma^*}^{(0)}(q, \omega)}{1 - q^2 \chi_{\sigma^+ \sigma^*}^{(0)}(q, \omega)} .$$  \hspace{1cm} (81)

Our results are also very useful in view of future applications of current-density-functional theory to doped graphene sheets in the presence of time- and spatially-varying vector potentials (see also comments in Sect. II of Ref. [21]).
APPENDIX A: DETAILS ON THE ANALYTICAL CALCULATION OF THE TRANSVERSE UNDOPED RESPONSE FUNCTION

1. Imaginary part

In the undoped limit and for \( \omega > 0 \), the imaginary part of the transverse response function is given by

\[
\Im m \chi_{\sigma_+\sigma_+}^{(0n)}(q\hat{y},\omega) = -\pi \int \frac{d^2 k}{(2\pi)^2} \delta(\omega-vk-v|k+q|) \times \frac{1-\cos(\varphi_{k+q}+\varphi_k)}{2}.
\]  

This expression can be easily obtained from Eq. (A1) by retaining only the interband term corresponding to \( \lambda = + \) and \( X = - \) (because \( \omega > 0 \)). The cosine term in the second line of Eq. (A1) can be easily manipulated to give

\[
\cos(\varphi_{k+q}+\varphi_k) = \frac{k(1-2\sin^2\varphi_k) - q\sin\varphi_k}{|k+q|}.
\]

For a given value of \( \omega \) the delta function in Eq. (A1) gives a non-zero contribution to the \( k \)-integration if and only if

\[
\omega - vk = v|k+q|,
\]

which can be solved for \( k \) yielding

\[
k = \frac{\omega^2 - v^2q^2}{2v(\omega + vq\sin\varphi_k)}.
\]

Performing the integration over \( k \) we are left with

\[
\Im m \chi_{\sigma_+\sigma_+}^{(0n)}(q\hat{y},\omega) = -\frac{\omega^2 - v^2q^2}{16\pi v^2} \Theta(\omega-vq) \times \int_0^{2\pi} d\varphi_k \left( \frac{\omega\sin\varphi_k + vq}{\omega + vq\sin\varphi_k} \right)^2.
\]

The angular integration can be easily performed in the complex plane \( z = \exp(i\varphi_k) \). We thus find

\[
\int_0^{2\pi} d\varphi_k \left( \frac{\sin\varphi_k + vq/\omega}{\omega/vq + \sin\varphi_k} \right)^2 = \int_C dz \left[ (z-z_+)(z-z_-) \right]^2,
\]

where \( C \) is the unit-radius circle in the complex plane and

\[
z_{1,2} = \frac{-ivq \pm \sqrt{\omega^2 - v^2q^2}}{\omega},
\]

\[
z_{\pm} = \frac{-i\omega \pm \sqrt{\omega^2 - v^2q^2}}{vq}.
\]

It is easy to see that \( z_+z_- = 1 \) and that \( |z_+| < 1 \), which implies \( |z_-| > 1 \). Calculating the residue in \( z_+ \) (which is a third-order pole) we finally find Eq. (A5).

2. Real part

We now pass to calculate \( \Re \chi_{\sigma_+\sigma_+}^{(0n)}(q\hat{y},\omega) \) by using the Kramers-Krönig dispersion relation, i.e.

\[
\Re \chi_{\sigma_+\sigma_+}^{(0n)}(q\hat{y},\omega) = \frac{2}{\pi} \int_0^\infty \omega' d\omega' \Im m \chi_{\sigma_+\sigma_+}^{(0n)}(q\hat{x},\omega')
\]

\[
= -\frac{1}{8\pi v^2} \lim_{\omega_{\max} \to \infty} \mathcal{P} \int_{vq}^{\omega_{\max}} \omega' d\omega' \sqrt{\omega'^2 - v^2q^2}/\omega'^2 - \omega^2.
\]

Performing the change of variable \( t^2 = \omega'^2 - v^2q^2 \) and defining \( t_{\max} = \sqrt{\omega_{\max}^2 - v^2q^2} \) we find

\[
\Re \chi_{\sigma_+\sigma_+}^{(0n)}(q\hat{y},\omega) = -\frac{t_{\max}}{8\pi v^2} - \frac{\omega^2 - v^2q^2}{8\pi v^2} \times \mathcal{P} \int_0^{t_{\max}} dt t^2/(\omega^2 - v^2q^2)
\]

where the first term on the r.h.s. diverges in the limit \( \omega_{\max} \to \infty \). Considering that \( \omega_{\max} \) is a maximum excitation energy [and thus it is twice the cut-off \( \varepsilon_{\max} \) introduced after Eq. (B3)], this term can be re-written as

\[
-\frac{t_{\max}}{8\pi v^2} = \frac{-\varepsilon_{\max}}{4\pi v^2} \sqrt{1 - \left( \frac{vq}{2\varepsilon_{\max}} \right)^2}.
\]

In the limit \( \varepsilon_{\max} \to \infty \) this terms thus tends to \( -\varepsilon_{\max}/(4\pi v^2) \). The second integral gives

\[
\mathcal{P} \int_0^{t_{\max}} dt t^2/(\omega^2 - v^2q^2) = \frac{\pi}{2} \frac{\Theta(vq - \omega)}{\sqrt{v^2q^2 - \omega^2}}.
\]

Summing together these two contributions we find immediately the final result (19).

APPENDIX B: DETAILS ON THE ANALYTICAL CALCULATION OF THE TRANSVERSE DOPED RESPONSE FUNCTION

In this Appendix we report some details on the analytical calculation of the transverse doped response function. In the doped case it turns out more convenient to perform the calculation on the imaginary frequency axis, i.e. \( \omega \to i\omega \) in Eq. (6):

\[
\chi_{\sigma_+\sigma_+}^{(0)}(q\hat{y},\omega) = \frac{1}{S} \sum_{k,\lambda_1,\lambda_2} \frac{n_{k+q,\lambda}^{(0)} - n_{k,\lambda}^{(0)}}{\omega + \lambda_1 vq - i\omega|k+q|} \times \frac{1 + \lambda_2 \cos(\varphi_{k+q} + \varphi_k)}{2}.
\]
Subtracting the undoped contribution and doing simple algebraic manipulations we find

$$\delta \chi_{\sigma \sigma'}^{(0)}(q, \mathbf{k}, \omega) = J(q, \omega) + J^*(q, \omega),$$  \hspace{1cm} (B2)

where

$$J(q, \omega) = \frac{1}{4\pi^2} \int_0^{k_F} d\mathbf{k} |F_{\mathbf{k}}|^2,$$  \hspace{1cm} (B3)

with

$$f(\mathbf{k}, q, \omega) = \frac{2v_k \sin^2 \varphi_k + v_q \sin \varphi_q - (i\omega + 2v_k)}{2v_k^2 \sin \varphi_k + \omega^2 + v_k^2 q^2 - 2i\omega v_k}.$$  \hspace{1cm} (B4)

Once again the angular integration can be easily performed in the complex plane $z = \exp(i\varphi_k)$:

$$I(q, \omega) = \frac{1}{4\pi^2} \int_0^{2\pi} d\varphi_k f(\mathbf{k}, q, \omega)$$

$$= -\frac{1}{8\pi^2 v_k^2 k_F} \int dz z^2 \frac{P(z)}{z^2 - z_+(z - z_+)(z - z_-)},$$  \hspace{1cm} (B5)

with $P(z) = v_k(\sqrt{2} - 1)^2 + ivq(z^2 - 1) + 2(i\omega + 2v_k)z^2$,

$$z_{\pm} = \pm \frac{\sqrt{v_k^2(\sqrt{2} - 1)^2 + ivq(z^2 - 1) + 2(i\omega + 2v_k)z^2}}{2v_k^2 k_F}.$$  \hspace{1cm} (B6)

It is possible to show that $z_+z_- = -1$ and $|z_+| < 1$. Calculating the residues in Eq. (B3) we finally find

$$J(q, \omega) = -\frac{\sqrt{v_k^2(\sqrt{2} - 1)^2 + ivq(z^2 - 1) + 2(i\omega + 2v_k)z^2}}{16\pi^2 v_k^2} \left[ \arcsin(\Omega) + i\Omega \sqrt{\Omega^2 - 1} \right]$$

$$+ \frac{\varepsilon_F (\Omega)}{4\pi v_k^2}.$$  \hspace{1cm} (B7)

where $\Omega = (2v_F + i\omega)/(vq)$. Using this result in Eq. (B2) and performing a standard procedure of analytical continuation one finds the results in Sect. [V].