Ship classification based on random forest using static information from AIS data
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Abstract. With the wide use of automatic identification system (AIS), a large amount of ship-related data has been provided for marine transportation analysis. Generally, AIS reports the type information of ships, but there are still many ships with type unknown in AIS data. It is necessary to develop algorithms which can identify ship type from AIS data. In this paper, we employ random forest to classify ships according to the static information from AIS messages. Moreover, the importance of static features is discussed, which explains the reason why some classes of ships are misclassified. The method of this paper is proved to be effective in ship classification using static information.

1. Introduction

Automatic identification system (AIS) is a navigation aid system which broadcasts the static, dynamic, voyage and safety information of ships [1]. In order to strengthen maritime safety, the International Maritime Organization (IMO) requires ships to install AIS equipment since 2004 [2]. The wide application of AIS promotes the development of intelligent shipping, and also plays an important role in route extraction [3], pollution prevention [4], maritime traffic feature discovery [5] and ship abnormal behavior detection [6-7].

AIS has 27 kinds of messages, in which message 5 contains the static and type information of ships. The ships type may be missing or mislabelled for various reasons [8], which probably implies the occurrence of illegal activities such as smuggling and illegal fishing [9]. It is necessary to develop the ship classification methods based on AIS data. Some researches have been done to solve this problem. Random forest [10] and KNN [11] is used to recognize ships type from static characteristics (such as ship size and draft). However, the static features considered in these methods are inadequate [10-11] and the AIS data are collected from a small region [11]. Kraus [12] combines static, geographical and dynamic features from AIS data in German Bight to identify six types of ships, while this method has the problem of data leakage.

In this paper, random forest is applied to classify ships by learning the potential pattern of static features from AIS data (message 5) received by the ocean satellite HY-1C/D [13] and HY-2B/C. The rest of this paper is organized as follows. In section 2, we firstly preprocess the static information and extract the static features, then the principle of random forest algorithm is briefly introduced. In section 3, the performance of random forest is evaluated by experiments on five types of ships. In section 4, conclusions and future works are presented.
2. Methodology

2.1. Data preprocessing and feature extraction

Figure 1 shows the quantities of the top 20 kinds of ships in message 1 received by HY-2C. The abscissa in figure 1 is the codes of ship type, and the codes of passenger ships, cargo ships, tankers, fishing boats and tugs are 60–69, 70–79, 80–89, 30 and 52 respectively. The red curve is the accumulated proportion of ship quantity. According to the statistical results in figure 1, the five categories of ships mentioned above account for 93.44% of the total number of ships, and we select them to train a random forest.

![Figure 1. Quantities of different types of ships.](image)

The original AIS static messages contain five fields named A, B, C, D and draught which can reflect the size information of ships. A, B, C and D are the distances from the reference point O used for reporting position to bow, stern, port and starboard respectively. The length and width of a ship can be calculated by equation (1).

\[
\begin{align*}
\text{length} & = A + B \\
\text{width} & = C + D
\end{align*}
\] (1)

Except for the above 7 ship size features, other geometric features are extracted and they are defined as equation (2):

\[
\begin{align*}
\text{ldivw} & = \text{length} / \text{width} \\
\text{area} & = \text{length} \times \text{width} \\
\text{grith} & = \text{length} + \text{width}
\end{align*}
\] (2)

Considering that ships static information can be incorrect, the obviously abnormal data should be removed in pretreatment process. Since the distributions of static data are various in different types of ships, the data of each type of ships need to be processed separately. Taking tankers as an example, its standardized features distribution is shown in figure 2(a). We use box plot to identify and remove outliers, and this method has no requirement on data distribution and is more conservative when filtering outliers. The specific methods are as follows. Firstly, calculate the upper quartile \( Q_u \), lower quartile \( Q_l \) and the interquartile range \( IQR \) of each feature for one type of ships. Secondly, delete the data whose features are outside \([Q_l - 3IQR, Q_u + 3IQR]\). Figure 2(b) shows the data distribution of tankers after removing outliers. Figure 2(c) shows the distribution of original data of five types of ships, and figure 2(d) shows the data distribution of all ships after removing outliers. Table 1 shows the number of static data used in this paper.
2.2. Random Forest
Random forest is an integrated learning algorithm based on decision tree, which has the advantages of low deviation, low variance and strong generalization ability. The method for creating random forest is as follows:

- Randomly select n samples from the training samples, and use these samples to create a decision tree. The decision tree is trained by CART algorithm: m features are randomly selected at each node to be split, and then the feature k and threshold $t_k$ that can minimize the cost function (equation (3)) are selected from the features, using which the sample set at the node is divided. $G_{\text{left/right}}$ is the impure of the left and right subsets (equation (3)), $m_{\text{left/right}}$ is the number of samples divided into left and right subsets, and $P_{i,n}$ is the proportion of class n samples in the i-th node;
- When the decision tree reaches the maximum depth or the cost function cannot be reduced, stop node splitting and terminate the creation of the decision tree;
- Repeat the first step to create a large number of decision trees to form a random forest. The prediction category of the sample is determined by the voting of the decision tree in random forest.

Table 1. Quantities of static messages.

| Type          | Passenger ships | Cargo ships | Tankers | Fishing boats | Tugs |
|---------------|-----------------|-------------|---------|---------------|------|
| Number        | 1,285           | 61,477      | 21,094  | 5,968         | 2,046|

Figure 2. Distribution of original static data and static data after removing outliers.
\[
J(k, t_k) = \left( \frac{m_{\text{left}}}{m} \right) G_{\text{left}} + \left( \frac{m_{\text{right}}}{m} \right) G_{\text{right}} \\
G_j = 1 - \sum_{n=1}^{q} \rho_{i,n}^2
\]

3. Results and discussion

In order to optimize the parameters of random forest and objectively evaluate the performance of 1D-CNN, we use stratified sampling to divide the data set into training set, validation set and testing set according to the ratio of 6:2:2.

The best parameters of the classifier are obtained by grid search. Considering the imbalance of the number of samples, the sample loss is weighted in training process. The weight of class I samples is the ratio of the total number of samples to the number of class I samples. Table 2 shows the best parameters for random forest. The total accuracy and F1 score of the classifier on testing set 0.8614 and 0.8693. Figure 3 shows the confusion matrixes of random forest on the validation set and testing set, where class 0 to class 5 represent passenger ships, tugs, tankers, fishing ships and cargo ships respectively. The model tends to confuse tankers with cargo ships, as well as misclassify passenger ships, tugs and fishing boats.

![Figure 3. (a). confusion matrix on validation set, (b). confusion matrix on testing set.](image)

To explain the confusion matrixes, we use t-SNE [14] to visualize the static features. t-SNE is a method of data visualization, it can map data from high-dimensional space to low-dimensional space. If two samples are similar in high-dimensional space, the distance between their maps in low-
dimensional space will be close. Figure 4 shows the visual results of static features. The data distributions of passenger ships, tugs and fishing boats after dimensionality reduction overlaps partially, which also occurs on cargo ships and oil tankers. This shows that the static information of the misclassified ships is similar. Figure 5 shows the importance of static features. It can be seen that the ship's dimensional characteristics such as A, length and length-width ratio can better describe the ships features than draught. In addition, although the features C and D contribute little to the classifier, these two parameters have been reflected in the length-width ratio, girth, area and width, which proved the static features constructed in this paper are effective in the ship classification task.

4. Conclusion
In this paper, we use random forest to classify ships according to the static information in AIS data. Firstly, the static features are defined and extracted from AIS data, then experiments are conducted to get the best parameters of random forest, finally we attempt to explain the confusion matrix by data visualization. Moreover, the importance of features is analysed, which proved the static features proposed in this paper are effective in ship type identification.

Experiments show that the static features may be similar between some kinds of ships. Using only static characteristics is not enough to distinguish five types of ships. In future work, we plan to combine static and dynamic information from AIS data to improve the performance of ship type classification.
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