PRIMALITY OF CLOSED PATH POLYOMINOES
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ABSTRACT. In this paper we introduce a new class of polyominoes, called closed paths, and we study the primality of their associated ideal. Inspired by an existing conjecture that characterizes the primality of a polyomino ideal by nonexistence of zig-zag walks, we classify all closed paths which do not contain zig-zag walks, and we give opportune toric representations of the associated ideals. To support the conjecture we prove that having no zig-zag walks is a necessary and sufficient condition for the primality of the associated ideal of a closed path. Finally, we present some classes of prime polyominoes viewed as generalizations of closed paths.

1. Introduction. Polyominoes are plane figures, made up of squares of the same size joined edge by edge. They appeared for the first time in recreational mathematics and combinatorics about sixty years ago and they are studied especially in tiling problems of the plane. In 2012 Ayesha A. Qureshi connected polyominoes to Commutative Algebra, assigning to every polyomino \( P \) the ideal of inner 2-minors, called a polyomino ideal, denoted by \( I_P \). In literature there are many studies about the ideals of t-minors of an \( m \times n \) matrix of indeterminates, for any integer \( 1 \leq t \leq \min\{m, n\} \), and the ideals generated by all t-minors of a one or two sided ladder \( (1, 2, 3) \). The ideals of adjacent 2-minors are discussed in several papers \((5, 13, 10)\) as well as the ideals generated by an arbitrary set of 2-minors in a \( 2 \times n \) matrix \((6)\). The class of polyomino ideals generalizes the class of the ideals generated by 2-minors of \( m \times n \) matrices.

Our goal is to investigate the main algebraic properties of \( I_P \), depending on the shape of \( P \); in particular it is interesting to study its primality. We know that polyomino ideals attached to simple polyominoes are prime ideals. Roughly speaking, a simple polyomino is a polyomino without holes. The primality of simple polyominoes has been proved in \((7)\), showing that simple and balanced polyominoes are equivalent and using the fact that a polyomino ideal associated to a balanced one is prime \((8)\). Independently of this, in \((15)\) it has been shown that polyomino ideals associated to simple polyominoes are prime, by identifying their quotient ring with the toric ring of a weakly chordal graph. The study is applied to multiply connected polyominoes, that are polyominoes with one or more holes. In \((9)\) and \((16)\), the authors discuss a family of prime polyominoes, obtained by removing a convex polyomino from a rectangle in \( \mathbb{N}^2 \). It is not an easy task to give a complete classification of all polyominoes whose ideal is prime. In \((11)\) the authors give an interesting tool, which seems to be very useful to characterize the primality of multiply connected polyominoes. They define a particular sequence of inner intervals of \( P \), called a zig-zag walk, and they prove that its nonexistence in \( P \) is a necessary condition to the primality of \( I_P \). Moreover they show that it is a sufficient condition for polyominoes made up of at most fourteen cells, by a computational method. It seems that nonexistence of zig-zag walks in a polyomino should characterize its primality.

In this paper we study the primality of other classes of polyomino ideals; in particular we introduce a class of polyominoes, namely closed paths, in which having no zig-zag walks is a sufficient condition for the associated ideal to be prime. We mention that such polyominoes were introduced independently also in \((13)\), where the authors call them thin cycles. In particular in \((13, \text{Corollary 3.6})\) the authors give another interesting sufficient condition for the primality of such polyominoes, using Gröbner basis theory. In Section \(2\) we introduce the preliminary notions and some useful tools. In Section \(3\) we define the particular class of multiply connected polyominoes which we call closed paths, and we give two sufficient geometric conditions in order that they do not contain zig-zag walks. In fact we introduce the L-configuration, that consists of a path of five cells \( A_1, \ldots, A_5 \) such that the two blocks \( A_1, A_2, A_3 \) and \( A_4, A_5 \) go in orthogonal directions, and we prove that if a closed path has an L-configuration, then it does not contain zig-zag walks. Moreover we define a ladder with at least three steps in a closed path and we show that having this structure is a sufficient condition to have no zig-zag walks. In Sections \(4\) and \(5\) we give a toric representation of a closed path with an L-configuration or a ladder respectively, using a method similar to Shikama’s one in \((16)\) and attaching the hole variable only to a particular set of vertices of the L-configuration or ladder. In Section \(6\) we present
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the main result of the paper. At first we show that having an L-configuration or a ladder with at least three steps is a necessary and sufficient condition in order to have no zig-zag walks for a closed path. This result characterizes the structure of closed paths which contain no zig-zag walks, and makes possible to prove that the conjecture in \[11\] is true for such a class. At the end of this work we study some particular classes of prime polyominoes, that we can build using paths and simple polyominoes. They are a weak generalization of closed paths. We give some sufficient conditions for the primality of the related ideals. Necessary conditions for primality, and so proving the conjecture of \[11\] for such classes, are difficult to find out and are left here as open questions.

2. Basics on polyominoes and polyomino ideals. We consider the natural partial order on \(\mathbb{R}^2\): given \((i, j), (k, l) \in \mathbb{R}^2\), we say \((i, j) \leq (k, l)\) if \(i \leq k\) and \(j \leq l\). Let \(a = (i, j), b = (k, l) \in \mathbb{Z}^2\). The set \([a, b] = \{(r, s) \in \mathbb{Z}^2 : i \leq r \leq k, j \leq s \leq l\}\) is called an interval of \(\mathbb{Z}^2\). We define the closure of \([a, b]\) the set \([a, b] = \{x \in \mathbb{R}^2 : a \leq x \leq b\}\). If \(i < k\) and \(j < l\), we say that \([a, b]\) is a proper interval. The elements \(a, b\) are called the diagonal corners and \(c = (i, l), d = (k, j)\) the anti-diagonal corners of \([a, b]\). If \(j = l\) (or \(i = k\)) we say that \(a\) and \(b\) are in horizontal (or vertical) position. An elementary interval of the form \(C = [a, a + (1, 1)]\) is a cell with lower left corner \(a\). The elements \(a, a + (0, 1), a + (1, 0)\) and \(a + (1, 1)\) are called the vertices or corners of \(C\) and the sets \([a, a + (1, 0)], [a + (1, 0), a + (1, 1)], [a + (0, 1), a + (1, 1)]\) and \([a, a + (1, 1)]\) are called the edges of \(C\). We denote the set of the vertices and the edges of \(C\) respectively by \(V(C)\) and \(E(C)\).

Let \(C\) and \(D\) be two distinct cells of \(\mathbb{Z}^2\). A walk from \(C\) to \(D\) is a sequence \(C : C = C_1, \ldots , C_m = D\) of cells of \(\mathbb{Z}^2\) such that \(C_i \cap C_{i+1}\) is an edge of \(C_i\) and \(C_{i+1}\) for \(i = 1, \ldots , m - 1\). If in addition \(C_i \neq C_j\) for all \(i \neq j\), then \(C\) is a path from \(C\) to \(D\). If \(C_1 : A_1, \ldots , A_m\) and \(C_2 : B_1, \ldots , B_n\) are two walks such that \(A_m = B_1\), then the union of \(C_1\) and \(C_2\) is defined by the walk \(A_1, \ldots , A_{m-1}, A_m, B_2, \ldots , B_n\) and it is denoted by \(C_1 \cup C_2\).

Remark 2.1. In general, a walk \(C : C = C_1, \ldots , C_m = D\) from \(C\) to \(D\) contains a path between \(C\) and \(D\), that is there exists a path \(\mathcal{F}\) from \(C\) to \(D\) such that every cell of \(\mathcal{F}\) is a cell of \(C\). It can be proved by induction on the number \(m\) of cells of \(C\). If \(m = 2\), then \(C : C = C_1, C_2 = D\) is obviously a path. Let \(m > 2\) and suppose that any walk from \(C\) to \(D\) consisting of \(k\) cells, with \(k < m\), contains a path between these cells. Suppose that not all the cells of \(C\) are distinct, so there exist \(i, j \in \{1, \ldots , m\}\) such that \(C_i = C_j\), with \(j > i\). Consider the sequence \(C' : C = C_1, \ldots , C_{i-1}, C_j, \ldots , C_m = D\), consisting of all the cells in \(C\) except \(C_i, C_{i+1}, \ldots , C_{j-1}\). \(C'\) is a walk from \(C\) to \(D\) having less than \(m\) cells, so applying the inductive hypothesis on \(C'\) we have a path from \(C\) to \(D\) contained in \(C'\), that is contained also in \(C\).

Let \(\mathcal{P}\) be a non-empty collection of cells in \(\mathbb{Z}^2\). We denote the set of the vertices of \(\mathcal{P}\) by \(V(\mathcal{P}) = \bigcup_{C \in \mathcal{P}} V(C)\) and the set of the edges of \(\mathcal{P}\) by \(E(\mathcal{P}) = \bigcup_{C \in \mathcal{P}} E(C)\). Let \(C\) and \(D\) be two cells of \(\mathcal{P}\). We say that \(C\) and \(D\) are connected if there exists a walk \(C : C = C_1, \ldots , C_m = D\) such that \(C_i \in \mathcal{P}\) for all \(i = 1, \ldots , m\). We denote by \((a_i, b_i)\) the lower left corner of \(C_i\) for all \(i = 1, \ldots , m\) and we observe that a walk can change direction in one of the following ways:

1. North, if \((a_{i+1} - a_i, b_{i+1} - b_i) = (0, 1)\) for some \(i = 1, \ldots , m - 1\);
2. South, if \((a_{i+1} - a_i, b_{i+1} - b_i) = (0, -1)\) for some \(i = 1, \ldots , m - 1\);
3. East, if \((a_{i+1} - a_i, b_{i+1} - b_i) = (1, 0)\) for some \(i = 1, \ldots , m - 1\);
4. West, if \((a_{i+1} - a_i, b_{i+1} - b_i) = (-1, 0)\) for some \(i = 1, \ldots , m - 1\).

A non-empty, finite collection \(\mathcal{P}\) of cells in \(\mathbb{Z}^2\) is called polyomino if any two cells of \(\mathcal{P}\) are connected.
Let \( \mathcal{P} \) be a polyomino. We say that \( \mathcal{P} \) is simple if for any two cells \( C \) and \( D \) of \( \mathbb{Z}^2 \), not in \( \mathcal{P} \), there exists a path \( \mathcal{C} : C = C_1, \ldots, C_m = D \) such that \( C_i \notin \mathcal{P} \) for all \( i = 1, \ldots, m \). For example, the polyomino in Figure 1 is not simple. A finite collection of cells \( \mathcal{H} \) not in \( \mathcal{P} \) is a hole of \( \mathcal{P} \) if any two cells \( F \) and \( G \) of \( \mathcal{H} \) are connected by a path \( \mathcal{F} : F = F_1, \ldots, F_t = G \) such that \( F_j \in \mathcal{H} \) for all \( j = 1, \ldots, t \) and \( \mathcal{H} \) is maximal with respect to set inclusion. We observe that each hole of a polyomino \( \mathcal{P} \) is a simple polyomino and \( \mathcal{P} \) is simple if and only if it does not have any hole. Moreover, it is easy to see that a non-simple polyomino has a finite number of holes. We say that a cell \( E \) of \( \mathbb{Z}^2 \) is external to \( \mathcal{P} \) if it satisfies one of the two following conditions: \( E \notin \mathcal{P} \cup \mathcal{H}_1 \cup \cdots \cup \mathcal{H}_n \) if \( \mathcal{P} \) is a non-simple polyomino and \( \mathcal{H}_1, \ldots, \mathcal{H}_n \) are the holes of \( \mathcal{P} \), or \( E \notin \mathcal{P} \) if \( \mathcal{P} \) is a simple polyomino. The set of the cells of \( \mathbb{Z}^2 \) external to \( \mathcal{P} \) is called the exterior of \( \mathcal{P} \). If \( \mathcal{U} \) is the exterior of \( \mathcal{P} \), then we observe that any two cells of \( \mathcal{U} \) are connected in \( \mathcal{U} \). A proper interval \([a, b]\) is called an inner interval of \( \mathcal{P} \) if all cells of \([a, b]\) belong to \( \mathcal{P} \). An interval \([a, b]\) with \( a = (i, j) \), \( b = (k, j) \) and \( i < k \) is called a horizontal edge interval of \( \mathcal{P} \) if the sets \( \{(i, j), (\ell + 1, j)\} \) are edges of cells of \( \mathcal{P} \) for all \( \ell = i, \ldots, k - 1 \). In addition, if \( \{(i - 1, j), (i, j)\} \) and \( \{(k, j), (k + 1, j)\} \) do not belong to \( \mathcal{E}(\mathcal{P}) \), then \([a, b]\) is called a maximal horizontal edge interval of \( \mathcal{P} \). Similarly, we define vertical edge intervals and maximal vertical edge intervals.

We say that an edge of a cell of \( \mathcal{P} \) is a border edge if it is not an edge of any other cell of \( \mathcal{P} \). A horizontal border edge of \( \mathcal{P} \) is defined to be an horizontal edge interval of \( \mathcal{P} \) consisting of border edges of cells of \( \mathcal{P} \). Similarly we define the vertical border edge of \( \mathcal{P} \). The union of the closures of the border edges of \( \mathcal{P} \) is called perimeter of \( \mathcal{P} \).

Let \( A \) and \( B \) be two cells of \( \mathbb{Z}^2 \) with lower left corners \((i, j)\) and \((k, l)\), respectively. The cell interval, denoted by \([A, B]\), is the set of the cells of \( \mathbb{Z}^2 \) with lower left corner \((r, s)\) for \( i \leq r \leq k \) and \( j \leq s \leq l \). If \((i, j)\) and \((k, l)\) are in horizontal position, we say that the cells \( A \) and \( B \) are in horizontal position. Similarly, we define two cells in vertical position. Let \( A \) and \( B \) be two cells of \( \mathcal{P} \) in vertical or horizontal position. The cell interval \([A, B]\) is called a block of \( \mathcal{P} \) if any cell \( C \) of \([A, B]\) belongs to \( \mathcal{P} \) and \( n \) is the number of cells in \([A, B]\). The cells \( A, B \) are called the extremal cells of the block \([A, B]\). The block \([A, B]\) is defined to be maximal if there does not exist any block \([A', B']\) of \( \mathcal{P} \) such that \([A, B] \subset [A', B']\). Moreover if \( A \) and \( B \) are in vertical (resp. horizontal) position, then \([A, B]\) is also called a maximal vertical (resp. horizontal) block of \( \mathcal{P} \). Observe that to each interval \( I \) of \( \mathbb{Z}^2 \) we can attach obviously a cell interval of \( \mathbb{Z}^2 \), which we indicate by \( \mathcal{P}(I) \).

We follow [11] and we call a zig-zag walk of \( \mathcal{P} \) a sequence \( W : I_1, \ldots, I_\ell \) of distinct inner intervals of \( \mathcal{P} \) where, for all \( i = 1, \ldots, \ell \), the interval \( I_i \) has either diagonal corners \( v_i, z_i \) and anti-diagonal corners \( u_i, v_{i+1} \) or anti-diagonal corners \( v_i, z_i \) and diagonal corners \( u_i, v_{i+1} \), such that:

1. \( I_1 \cap I_\ell = \{v_1 = v_{\ell+1}\} \) and \( I_i \cap I_{i+1} = \{v_{i+1}\} \), for all \( i = 1, \ldots, \ell - 1 \);
2. \( v_i \) and \( v_{i+1} \) are on the same edge interval of \( \mathcal{P} \), for all \( i = 1, \ldots, \ell \);
3. for all \( i, j \in \{1, \ldots, \ell\} \) with \( i \neq j \), there exists no inner interval \( J \) of \( \mathcal{P} \) such that \( z_i, z_j \) belong to \( J \).

![Figure 2. An example of a zig-zag walk of \( \mathcal{P} \).](image-url)
lower degree. A binomial is called irredundant if it is not redundant. Moreover, we denote by \( V_f^+ \) the set of the vertices \( v \), such that \( x_v \) appears in \( f^+ \), and by \( V_f^- \) the set of the vertices \( v \), such that \( x_v \) appears in \( f^- \).

**Lemma 2.2.** Let \( P \) be a polyomino and \( \phi : S \to T \) a ring homomorphism with \( T \) an integral domain. Let \( J = \ker \phi \) and \( f = f^+ - f^- \) be a binomial in \( J \) with \( \deg f \geq 3 \). Suppose that:

- \( I_P \subseteq J \);
- \( \phi(x_r) \neq 0 \) for all \( r \in V(P) \).

If there exist three vertices \( p, q \in V_f^+ \) and \( r \in V_f^- \) such that \( p, q \) are diagonal (respectively anti-diagonal) corners of an inner interval and \( r \) is one of the anti-diagonal (respectively diagonal) corners of the inner interval, then \( f \) is redundant in \( J \).

**Proof.** Let \( I \) be the inner interval of \( P \), such that \( p, q \) are the diagonal vertices and \( r \) is an anti-diagonal one. We denote by \( s \) the other corner of \( I \). We set \( f_I = x_px_q - x_rx_s \) and \( f_J = x_s f^+ - f^- x_r \). We have:

\[
f = f^+ - f^- = (x_px_q - x_rx_s) f^+ + x_r \left( x_s f^+ - f^- \right) = f_I f^+ + x_rf_J.
\]

Since \( I_P \subseteq J \), it follows that \( f_I \in J \). Since \( f, f_I \in J \), we have \( x_rf_J \in J \). Moreover \( \phi(x_r) \neq 0 \) and \( T \) is a domain, so \( f_J \in J \). We observe that \( \deg f_I \) and \( \deg f_J \) are strictly less than \( \deg f \), so we have the desired conclusion. \( \square \)

Observe that the same claim of the previous result holds also if \( p, q \in V_f^- \) and \( r \in V_f^+ \), by the same argument.

3. Closed paths.

**Definition 3.1.** A polyomino \( P \) is called a closed path if it is a sequence of cells \( A_1, \ldots, A_n, A_{n+1}, n > 5 \), such that:

1. \( A_1 = A_{n+1} \);
2. \( A_i \cap A_{i+1} \) is a common edge, for all \( i = 1, \ldots, n \);
3. \( A_i \neq A_j \), for all \( i \neq j \) and \( i, j \in \{1, \ldots, n\} \);
4. For all \( i \in \{1, \ldots, n\} \) and for all \( j \notin \{i-2, i-1, i, i+1, i+2\} \) then \( A_i \cap A_j = \emptyset \), where \( A_{-1} = A_{n-1} \), \( A_0 = A_n \), \( A_{n+1} = A_1 \) and \( A_{n+2} = A_2 \).

![Figure 3. A closed path.](image)

Intuitively, a closed path is a path in which the two ends meet and the cells have a common edge only with the previous and next ones. Roughly speaking, it is similar to a pearl necklace on a table. The assumption \( n > 5 \) is not restrictive, in fact it is known that all polyominoes with less than 6 cells are simple polyominoes (see for instance [4]), so they are well known for what concerns the primality of \( I_P \) and other properties of such an ideal.
Remark 3.2. Let \( \mathcal{P} \) be a closed path and \( A_1, A_2, \ldots, A_n, A_{n+1} = A_1 \) the sequence of cells of \( \mathcal{P} \) having the properties in Definition 3.1. Let \( i \in \{1, \ldots, n\} \) and consider the cells \( A_{i-1}, A_i, A_{i+1} \). Up to reflections or rotations we have only one of the two arrangements described in Figure 4 (A) and (B).

\[
\begin{array}{c|c|c}
A_{i+1} & D & \\ \\
E & A_i & A_{i-1} \\
C & F \\
\end{array}
\quad
\begin{array}{c|c|c}
A_{i+1} & \ \ \\
C & A_i & D \\
A_{i-1} & \ \\
\end{array}
\]

\( \text{Figure 4} \)

(1) Referring to Figure 4 (A), without loss of generality, we can suppose that \( i = 1 \), so \( i + 1 = 2 \) and \( i - 1 = n \), otherwise it suffices to rename the indices. We prove that \( C, D, E, F \) do not belong to \( \mathcal{P} \). Suppose that \( E \) belongs to \( \mathcal{P} \). Since \( E \cap A_1 \neq \emptyset \), from condition (4) of Definition 3.1 we have that \( E = A_3 \) or \( E = A_{n-1} \), which contradicts (2) of Definition 3.1 because \( E \cap A_2 \) and \( E \cap A_n \) are not edges. So \( E \) does not belong to \( \mathcal{P} \). The same holds for the cells \( C \) and \( F \) by similar arguments. Moreover, from condition (4) of Definition 3.1 it follows that \( D \) is not in \( \mathcal{P} \). By similar arguments it is possible to show that the cells \( C \) and \( D \) as in Figure 4 (B) do not belong to \( \mathcal{P} \).

(2) Observe that for every cell \( H \) not belonging to \( \mathcal{P} \) and for every cell \( A \) belonging to \( \mathcal{P} \) and not placed as the cell \( A_i \) in Figure 4 (A) there exists a path of cells \( H = H_1, \ldots, H_m \) not belonging to \( \mathcal{P} \) such that \( H_m \cap A \) is an edge of \( H_m \) and \( A \). In fact it is possible to consider a walk \( \mathcal{C}_1 : H = F_1, \ldots, F_t = G \) of cells not in \( \mathcal{P} \) linking \( H \) to a cell \( G \) not in \( \mathcal{P} \) and having an edge in common with a cell \( A_k \) of \( \mathcal{P} \). We may assume that \( k = 1 \), otherwise it suffices to rename the indices. If \( A = A_1 \), then \( \mathcal{C}_1 \) is a walk of cells not in \( \mathcal{P} \) such that \( F_r \cap A \) is an edge of \( F_r \) and \( A \), and by Remark 2.1 we obtain a desired path. If \( A \neq A_1 \), then we can consider another walk \( \mathcal{C}_2 : G = G_1, \ldots, G_t \) such that \( G_j \notin \mathcal{P} \) for all \( j = 1, \ldots, t \) and \( G_t \cap A \) is an edge of \( G_t \) and \( A \), obtained travelling along the perimeter of \( \mathcal{P} \) with the condition (2) of the Definition 3.1 and using the point (1) of this Remark. Considering the walk \( \mathcal{C}_1 \cup \mathcal{C}_2 \), we have a desired path by Remark 2.1.

Lemma 3.3. Let \( \mathcal{P} \) be a closed path. Then \( \mathcal{P} \) contains a block of length at least 3.

Proof. We suppose that \( \mathcal{P} \) does not contain any block of length \( n \geq 3 \). We fix a cell \( A \) of \( \mathcal{P} \) with lower left corner \( a \). After a shift of coordinates, we may assume that \( a = (1, 1) \). Since \( \mathcal{P} \) is a closed path, there exists a cell \( A_2 \), which has an edge in common with \( A \). We may assume that the lower left corner of \( A_2 \) is \( a_2 = (2, 1) \). \( \mathcal{P} \) is a closed path, then there exists a cell \( B_2 \), different from \( A \), such that \( A_2 \cap B_2 \) is an edge of \( A_2 \) and \( B_2 \). If the lower left corner of \( B_2 \) is \( (3, 1) \), then \( \{A, A_2, B_2\} \) is a block of length three, a contradiction. We may assume that the lower left corner of \( B_2 \) is \( B_2 = (2, 2) \). Continuing these arguments, we find a sequence of cells of \( \mathcal{P} \), namely \( A, A_2, B_2, \ldots, A_m, B_m, \ldots \), where the lower left corners of \( A_m \) and \( B_m \) are respectively \( a_m = (m, m - 1) \) and \( b_m = (m, m) \), for all \( m \geq 2 \). Since \( \mathcal{P} \) is a closed path, there exists \( \overline{m} \in \mathbb{N} \setminus \{0, 1\} \) such that \( A_{\overline{m}} = A \) or \( B_{\overline{m}} = A \), that is \( a_{\overline{m}} = (1, 1) \) or \( b_{\overline{m}} = (1, 1) \). It is a contradiction because \( a_m > (1, 1) \) and \( b_m > (1, 1) \), for all \( m \geq 2 \).

According to [2], we recall that a rectilinear polygon is a polygon whose edges meet orthogonally and it is called simple if there does not exist any self-intersection. In particular if \( \mathcal{E} \) is a rectilinear polygon, then the area bounded by \( \mathcal{E} \) is called the interior of \( \mathcal{E} \).

Proposition 3.4. Let \( \mathcal{P} : A_1, \ldots, A_n, A_{n+1} \) be a closed path. Then the following hold:

(1) \( \mathcal{P} \) is a non-simple polyomino.
(2) \( \mathcal{P} \) has a unique hole.

(3) Let \( \mathcal{P}' \) be the polyomino consisting of all the cells of \( \mathcal{P} \) except \( A, A_{i+1}, \ldots, A_{i+r} \) for some \( i \in \{1, \ldots, n\} \) and \( 1 \leq r < n-1 \), where all indices are reduced modulo \( n \). Then \( \mathcal{P}' \) is a simple polyomino.

**Proof.** 1) Firstly we show that there exist two cells not belonging to \( \mathcal{P} \) and a simple rectilinear polygon \( \mathcal{C} \), consisting of the union of the closures of certain border edges of \( \mathcal{P} \), such that the two cells are both neither in the interior of \( \mathcal{C} \) nor in the exterior of \( \mathcal{C} \). Consider a change of direction of \( \mathcal{P} \) consisting of the cells \( R, S, T \) and we do opportune rotations of \( \mathcal{P} \) in order to have \( \{R, S, T\} \) as in Figure 5 (A). We set \( S = A_1 \) and, walking clockwise along the path, we label the cells of \( \mathcal{P} \) increasingly from \( A_1 \) to \( A_n \). It is not restrictive to assume \( R = A_n \) and \( T = A_2 \). Observe that a such labelling induces a natural orientation along the perimeter of \( \mathcal{P} \). Let \( \mathcal{C} \) be the union of the closures of the border edges of \( \mathcal{P} \) having the following property: if \( r \) is a border edge of a cell \( A_i \) then \( r \in \mathcal{C} \) if it has the cell \( A_i \) on its right with respect to the fixed orientation on the perimeter of \( \mathcal{P} \). We prove that \( \mathcal{C} \) is a simple rectilinear polygon. Observe that \( \mathcal{C} \) is the union of orthogonal line segments by construction, so if \( \mathcal{C} \) is a polygon then it is also rectilinear. We show firstly that \( \mathcal{C} \) is a polygon. We denote by \( r_1 \) the border edge of \( A_1 \) having a vertex in common with \( A_2 \). Let \( r_1, r_2, \ldots \) be the sequence of the closures of the border edges belonging to \( \mathcal{C} \), obtained following the clockwise orientation of the perimeter of \( \mathcal{P} \) starting from \( r_1 \). For all \( i \in \{2, \ldots, n-1\} \) considering three consecutive cells \( A_{i-1}, A_i \) and \( A_{i+1} \) of \( \mathcal{P} \), the possible arrangements of \( r_j \) and \( r_{j+1} \) are displayed in Figure 6, up to just rotations. Then it is easy to see that \( r_j \cap r_{j+1} \) is exactly a common endpoint of the two segments \( r_j \) and \( r_{j+1} \) for all \( j \). Moreover, since \( A_n \) and \( A_1 \) have an edge in common, there exists \( m \in \mathbb{N} \) such that \( r_m \) is the border edge of \( A_1 \) where \( r_m \cap r_1 \) is the upper left corner of \( A_1 \), so \( r_m \cap r_1 \) is a common endpoint of \( r_m \) and \( r_1 \). Therefore,

\[ \mathcal{C} \text{ is a rectilinear polygon.} \]

We prove that \( \mathcal{C} \) is simple. First of all, we recall that the clockwise orientation along \( \mathcal{P} \) induces an analogous orientation along the polygon \( \mathcal{C} \). By contradiction we suppose that \( \mathcal{C} \) is not simple, so there exists a self-intersection. Considering the orientation of \( \mathcal{C} \), we can distinguish exactly three cases up to just rotations, described in Figure 7 where the lines \( a, b \) and \( c \) belong to \( \mathcal{C} \). In the first case in Figure 7 (A) we obtain that the common edge of \( A_1 \) and \( A_{i+1} \) belongs to \( \mathcal{C} \), but this is a contradiction since \( \mathcal{C} \) contains only border edges. The same contradiction rises in the second and third case, considering respectively the common edge of \( A_{i+1} \) and \( A_j \) as in Figure 7 (B), and the common edge of \( A_i \) and \( A_j \) as in

\[ \mathcal{C} \text{ is a simple rectilinear polygon.} \]
Figure 7

Figure 7 (C). Therefore c is a simple rectilinear polygon; for instance, see Figure 5 (B). In general it is easy to see geometrically that, walking clockwise along the perimeter of a rectilinear simple polygon, the interior of the polygon is on the right of the perimeter. Hence the cells of $\mathcal{P}$ are all situated in the interior of $\mathcal{C}$. By Lemma 3.3 we can consider a part of $\mathcal{P}$ arranged as in Figure 5 (A), up to just rotations. By Remark 3.2 (1) we have that $C$ and $D$ do not belong to $\mathcal{P}$. We prove that $C$ and $D$ are neither both internal or both external to the polygon bounded by $\mathcal{C}$. We denote by $r_C$ and $r_D$ the edges respectively of $C$ and $D$ that are border edges of $A_i$. We observe that either $\tau_C \in \mathcal{C}$ or $\tau_D \in \mathcal{C}$. We may assume that $\tau_C \in \mathcal{C}$, so $\tau_C$ belongs to an edge of $\mathcal{C}$, whose orientation goes from South to North, with reference to Figure 5 (B). In such a case $C$ is external to the polygon bounded by $\mathcal{C}$. We prove that $D$ is in the interior of $\mathcal{C}$. Suppose by contradiction that $D$ is external to the polygon bounded by $\mathcal{C}$, so $D$ is on the left of $\mathcal{C}$ with respect to its orientation. In such a case, the only possibility is that $A_i$ is on the right of $\mathcal{C}$ with respect the orientation of $\mathcal{C}$ and $\tau_D \in \mathcal{C}$. Therefore $\tau_D$ belongs to another edge of $\mathcal{C}$, whose orientation goes from North to South. Let $A$ be the cell at North of $A_i$. The situation described above is summarized in Figure 8 (B). Walking along the edge of $\mathcal{C}$ containing $\tau_C$ we have that $A = A_{i+1}$. Walking along the edge of $\mathcal{C}$ containing $\tau_D$ we have that $A = A_{i-1}$. Then we have $A_{i+1} = A_{i-1}$, that is a contradiction with (3) of Definition 3.1. By similar arguments, if we assume that $\tau_D \in \mathcal{C}$ then $C$ and $D$ are respectively internal and external to $\mathcal{C}$. We assume without loss of generality that $C$ is internal to $\mathcal{C}$ and $D$ is external to $\mathcal{C}$.

Suppose that $\mathcal{P}$ is a simple polyomino. Then there exists a path $\mathcal{F} : F_1, F_2, \ldots, F_t$, which connects $C$ and $D$, and $F_k$ does not belong to $\mathcal{P}$ for all $k \in \{1, \ldots, t\}$. Since $C$ is internal to $\mathcal{C}$ and $D$ is external to $\mathcal{C}$, there exist $k \in \{1, \ldots, t-1\}$ and a border edge $r$ of a cell $F$ of $\mathcal{P}$ such that $E(F_k) \cap E(F_{k+1}) = \{r\}$. We observe that $F$, $F_k$ and $F_{k+1}$ are three cells of $\mathbb{Z}^2$ such that they have the edge $r$ in common and $F_k \neq F_{k+1}$ because $F_k, F_{k+1}$ belong to $\mathcal{F}$. Then either $F = F_k$ or $F = F_{k+1}$. But it is a contradiction because $F \in \mathcal{P}$ and $F \notin \mathcal{P}$ at the same time. Therefore $\mathcal{P}$ is a non-simple polyomino.

2) Suppose that $\mathcal{P}$ has more than one hole. In particular we can assume that $\mathcal{P}$ has two holes $\mathcal{H}_1$ and $\mathcal{H}_2$. Then there exist three cells $B_1, C_1, D_1$ of $\mathbb{Z}^2$ such that $B_1 \in \mathcal{H}_1$, $C_1 \in \mathcal{H}_2$ and $D_1$ is in the exterior of $\mathcal{P}$. In particular there does not exist any path of cells not belonging to $\mathcal{P}$ and linking $B_1$ to $C_1$, $B_1$ to $D_1$ and $C_1$ to $D_1$. By Lemma 3.3 we can consider a part of $\mathcal{P}$ arranged as in Figure 4 (B). Considering the cells $B_1$ and $A_i$, we have by Remark 3.2 (2) that there exists a path $C_1 : B_1, \ldots, B_m$ of cells not in $\mathcal{P}$ such that $B_m \in A_i$ is an edge of $B_m$ and $A_i$. The same holds for $C_1, A_1$ and $D_1, A_i$, hence there exist two paths $C_2 : C_1, \ldots, C_n$ and $C_3 : D_1, \ldots, D_r$ of cells not in $\mathcal{P}$ such that $C_n \cap A_i$ is an edge of $C_n$ and $A_i$ and $D_r \cap A_i$ is an edge of $D_r$ and $A_i$. For the shape of this configuration then, among those paths, there are two, for instance $C_1$ and $C_2$, having $C$ or $D$ as the last cells. Let $C_2^{rev}$ be the path obtained by $C_2$ inverting the order of the cells, that is $C_2^{rev} : C_1, \ldots, C_n$ where $C_i = C_n-i+1$ for all $i = 1, \ldots, n$. So, by Remark 2.1 we have that $C_1 \cup C_2^{rev}$ contains
a path of cells not belonging to \( P \) linking \( B_1 \) to \( C_1 \), that is a contradiction.

3) Assume that \( r = 1 \) and suppose that \( A_i, A_{i+1} \) are arranged as in Figure 4(A). We can suppose that \( E \) belongs to the hole of \( P \) and \( D \) is in the exterior of \( P \). Let \( H_1, H_2 \) be two cells not belonging to \( P' \). Suppose that \( H_1 \) belongs to the hole of \( P \) and \( H_2 \) is exterior to \( P \), then there exist two paths \( C_1, C_2 \) of cells not belonging to \( P \) (so, not belonging to \( P' \)) linking \( H_1 \) to \( E \) and \( D \) to \( H_2 \) respectively. We set \( C' : E, A_i, A_{i+1}, D \). Therefore, by Remark 2.1 we have that \( C_1 \cup C' \cup C_2 \) contains a path of cells not belonging to \( P' \) linking \( H_1 \) to \( H_2 \). We obtain easily the same conclusion if both \( H_1, H_2 \) belong to the hole, or both \( H_1, H_2 \) are in the exterior of \( P \) and if one between \( H_1 \) or \( H_2 \) is the cell \( A_i \) or \( A_{i+1} \). By similar arguments we obtain the same conclusion in case \( A_i, A_{i+1} \) are arranged as in Figure 4(B). So if \( r = 1 \) then \( P' \) is a simple polyomino. The case \( r > 1 \) can be proved by similar arguments.

**Definition 3.5.** Let \( P \) be a polyomino. A path of five cells \( A_1, A_2, A_3, A_4, A_5 \) of \( P \) is called an \( L \)-configuration if the two sequences \( A_1, A_2, A_3 \) and \( A_3, A_4, A_5 \) go in two orthogonal directions.

**Figure 9.** A closed path with an \( L \)-configuration.

**Proposition 3.6.** Let \( P \) be a closed path. If \( P \) has at least an \( L \)-configuration, then \( P \) contains no zig-zag walks.

**Proof.** We suppose that \( P \) contains a zig-zag walk \( W : I_1, \ldots, I_\ell \). Let \( A_1, A_2, A_3, A_4, A_5 \) be an \( L \)-configuration. We denote by \( a, b \) the diagonal corners of \( A_3 \) and by \( c, d \) the anti-diagonal ones. We may suppose that \( A_2 \cap A_3 = \{a, d\} \) and \( A_3 \cap A_4 = \{d, b\} \), since similar arguments can be used in the other cases. Since \( I_i \cap I_{i+1} \neq \emptyset \) for all \( i \in \{1, \ldots, \ell - 1\} \), there exists \( r \in \{1, \ldots, \ell\} \) such that \( A_1, A_2 \in P(I_r) \) and \( A_4, A_5 \in P(I_s) \), where \( s = r + 1 \) or \( s = r - 1 \), with \( I_0 = I_\ell \) and \( I_{\ell+1} = I_1 \). We may suppose that \( s = r + 1 \) (see Figure 10). We prove that \( v_{r+1} = d \). If \( v_{r+1} \neq d \), then \( \{v_{r+1}, d\} \subseteq I_r \cap I_{r+1} \), that is a contradiction.

**Figure 10**

Since \( v_{r+1} = d \) and \( P(I_s) \supseteq \{A_2\} \), the anti-diagonal corner \( z_r \) of \( I_r \) is equal to the vertex \( a \) of \( A_3 \). Let \( F \) be the cell of \( P \) such that \( P(I_{r+1}) = [A_4, F] \). Then \( [z_r, z_{r+1}] = V([A_3, F]), V([A_3, F]) \) is an inner interval of \( P \) such that \( z_r, z_{r+1} \) belong to it. This is a contradiction.
Remark 3.7. Notice that it is possible to build closed paths, which contain no L-configurations and no zig-zag walks; see Figure 11.

Remark 3.8. If $\mathcal{P}$ is a closed path and $B_1, B_2$ are two maximal horizontal (or vertical) blocks of $\mathcal{P}$, then $|V(B_1) \cap V(B_2)| = 2$ or $V(B_1) \cap V(B_2) = \emptyset$. If $V(B_1) \cap V(B_2) = \{a, b\}$ then it is an edge belonging to $E(B_1) \cap E(B_2)$. Observe also that $\mathcal{P}$ is a union of blocks, not necessarily maximal, with the properties described above.

Definition 3.9. Let $\mathcal{P}$ be a polyomino. Let $\mathcal{B} = \{B_i\}_{i=1}^n$ be a set of maximal horizontal (or vertical) blocks with length at least two, with $V(B_i) \cap V(B_{i+1}) = \{a_i, b_i\}, a_i \neq b_i$ for all $i = 1, \ldots, n-1$. We say that $\mathcal{B}$ is a ladder of $n$ steps if $[a_i, b_i]$ is not on the same edge interval of $[a_{i+1}, b_{i+1}]$ for all $i = 1, \ldots, n-2$.

Proposition 3.10. Let $\mathcal{P}$ be a closed path. If $\mathcal{P}$ has a ladder of at least three steps, then $\mathcal{P}$ contains no zig-zag walks.

Proof. Let $\mathcal{B} = \{B_i\}_{i=1}^n$ be a ladder of $n$ steps. We may assume that $n = 3$; for $n > 3$ the arguments are similar. We can suppose $B_1, B_2, B_3$ are in horizontal position and the ladder is going up, otherwise we can reduce to this case by reflections or rotations (see Figure 13). Let $a, b, c, d$ be the vertices of $\mathcal{P}$ such that $V(B_1) \cap V(B_2) = \{a, b\}$ and $V(B_2) \cap V(B_3) = \{c, d\}$. We assume that $\mathcal{P}$ contains a zig-zag walk $\mathcal{W} : I_1, \ldots, I_\ell$. We suppose that there exists $i \in \{1, \ldots, \ell\}$ such that $\mathcal{P}(I_i) \subseteq B_1, \mathcal{P}(I_{i+1}) \subseteq B_2$ and $\mathcal{P}(I_{i+2}) \subseteq B_3$. One of the following cases can occur:

1. $I_i \cap I_{i+1} = \{a\}$ and $I_{i+1} \cap I_{i+2} = \{c\}$;
2. $I_i \cap I_{i+1} = \{a\}$ and $I_{i+1} \cap I_{i+2} = \{d\}$;
3. $I_i \cap I_{i+1} = \{b\}$ and $I_{i+1} \cap I_{i+2} = \{c\}$;
4. $I_i \cap I_{i+1} = \{b\}$ and $I_{i+1} \cap I_{i+2} = \{d\}$.
If the first one occurs, then \( a, c \) should be on the same edge interval, a contradiction. The arguments are similar in the other cases.

Let \( A_1 \) and \( A_2 \) be the cells, belonging respectively to \( B_1 \) and \( B_2 \), which have the edge \( \{a, b\} \) in common. Now we suppose that there exists \( j \in \{1, \ldots, \ell\} \) such that \( \mathcal{P}(I_j) \) contains \( A_1 \) and \( A_2 \), that is \( I_j = V([A_1, A_2]) \).

Then there exists \( r \in \{1, \ldots, \ell\} \) such that \( \mathcal{P}(I_r) \) contains at least a cell in \( B_2 \cup B_3 \), where \( r = j - 1 \) or \( r = j + 1 \), with \( I_0 = I_\ell \) and \( I_{\ell + 1} = I_1 \). We may suppose that \( r = j + 1 \). If \( B_2 \) contains at least three cells then there does not exist any interval \( I \subseteq V(B_2) \cup V(B_3) \) such that \( I \cap I_j \) is a vertex. In particular \( |I_j \cap I_{j+1}| \neq 1 \), that is a contradiction. If \( B_2 \) contains at least two cells then the only possibility to have \( |I_j \cap I_{j+1}| = 1 \) is \( v_{j+1} = c \).

Moreover, in such a case, \( v_j \) is the lower left corner of \( A_1 \); so \( v_j \) and \( v_{j+1} \) do not belong to the same edge interval, that is a contradiction to the definition of a zig-zag walk. If there exists \( j \in \{1, \ldots, \ell\} \) such that \( \mathcal{P}(I_j) \) contains the cells \( B_2 \) of \( B_2 \) and \( B_3 \) of \( B_3 \), that have in common the edge \( \{c, d\} \), similar arguments lead to a contradiction. \( \square \)

**Remark 3.11.** We note it is possible to build closed paths, which contain no ladders of \( n \geq 2 \) steps and no zig-zag walks; see Figure 14.

---

**4. Toric representation of closed paths with L-configurations.** Let \( \mathcal{P} \) be a closed path with an L-configuration, consisting of the sequence of cells \( A_1, A_2, A_3, A_4, A_5 \). We denote by \( a, b \) the diagonal corners of \( A_3 \) and by \( c, d \) the anti-diagonal ones. We may suppose that \( A_2 \cap A_3 = \{b, d\} \) and \( A_3 \cap A_4 = \{c, b\} \), otherwise we can consider opportune reflections or rotations in order to have such an L-configuration. We also set \( A_3 = A \) (see Figure 15).
Let \( \{V_i\}_{i \in I} \) be the sets of the maximal vertical edge intervals of \( \mathcal{P} \) and \( \{H_j\}_{j \in J} \) be the set of the maximal horizontal edge intervals of \( \mathcal{P} \). Let \( \{v_i\}_{i \in I} \) and \( \{h_j\}_{j \in J} \) be the set of the variables associated respectively to \( \{V_i\}_{i \in I} \) and \( \{H_j\}_{j \in J} \). Let \( w \) be another variable different from \( v_i \) and \( h_j \), \( i \in I \) and \( j \in J \). We define the following map:

\[
\alpha : V(\mathcal{P}) \rightarrow K[\{v_i, h_j, w\} : i \in I, j \in J]
\]

\[
r \mapsto v_i h_j w^k
\]

with \( r \in V_i \cap H_j \), \( k = 0 \) if \( r \notin V(A) \), and \( k = 1 \), if \( r \in V(A) \).

The toric ring, denoted by \( T_{\mathcal{P}} \), is \( K[\alpha(v) : v \in V(\mathcal{P})] \). We denote by \( S \) the polynomial ring \( K[x_r : r \in V(\mathcal{P})] \) and we consider the following surjective ring homomorphism

\[
\phi : S \rightarrow T_{\mathcal{P}}
\]

\[
\phi(x_r) = \alpha(r)
\]

The toric ideal \( J_{\mathcal{P}} \) is the kernel of \( \phi \).

**Proposition 4.1.** Let \( \mathcal{P} \) be a closed path with an L-configuration. Then \( I_{\mathcal{P}} \subseteq J_{\mathcal{P}} \).

**Proof.** Let \( f \) be a binomial that is a generator of \( I_{\mathcal{P}} \). Then there exists an inner interval \([p, q]\) of \( \mathcal{P} \), such that \( f = x_p x_q - x_r x_s \), where \( r, s \) are the anti-diagonal corners of \([p, q]\). We prove that \( f \in J_{\mathcal{P}} \). Since \([p, q]\) is an inner interval, the vertices \( p, r \) and \( q, s \) are respectively on the same maximal vertical edge intervals and, similarly, the vertices \( p, s \) and \( q, r \) are respectively on the same maximal horizontal edge intervals. If \([p, q] \cap A = \emptyset\), then it is clear that \( f \in J_{\mathcal{P}} \). If \([p, q] = A \), then \( p, q \) are the diagonal corners of \( A \) and \( r, s \) are the anti-diagonal ones, so \( f \in J_{\mathcal{P}} \). If \([p, q] \cap A \neq \emptyset\) and \([p, q] \neq A \), then a corner of \([p, q]\) belongs to \( A \) and another one is not in \( A \). We may assume that \( p \in A \), in particular that \( p = a \). Then \( q \notin V(A) \), otherwise \([p, q] = A \). Since \( r \) and \( s \) are the anti-diagonal corners of \([p, q]\), then \( r = c \) and \( s \notin A \). It follows that \( f \in J_{\mathcal{P}} \).

Similar arguments hold in the other cases. \( \square \)

By Proposition 4.1 and the definition of \( \phi : S \rightarrow T_{\mathcal{P}} \), we can use Lemma 2.2 in the next Theorem, considering \( J = J_{\mathcal{P}} \).

**Theorem 4.2.** Let \( \mathcal{P} \) be a closed path with an L-configuration. Then \( I_{\mathcal{P}} = J_{\mathcal{P}} \).

**Proof.** By Proposition 4.1 we have \( I_{\mathcal{P}} \subseteq J_{\mathcal{P}} \). We prove that \( J_{\mathcal{P}} \subseteq I_{\mathcal{P}} \), showing the following two facts:

1. every binomial of degree two in \( J_{\mathcal{P}} \) belongs to \( I_{\mathcal{P}} \);
2. every irredundant binomial in \( J_{\mathcal{P}} \) is of degree two.

We prove (1). Let \( f = x_p x_q - x_r x_s \) be a binomial in \( J_{\mathcal{P}} \). Without loss of generality we can assume that \( p, q \) are the diagonal corners of the interval \([p, q]\). We denote by \( v_p, h_p \) and \( v_q, h_q \) the variables associated to the maximal horizontal and vertical edge intervals, which contain respectively \( p \) and \( q \). Consider that \( \phi(x_p x_q) = w^k v_p h_p v_q h_q = \phi(x_r x_s) \) with \( k \in \{0, 1, 2\} \). The only possibility is that \( r, s \) are the anti-diagonal corners of \([p, q]\) and that \([p, r]\), \([p, s]\), \([s, q]\) and \([r, q]\) are edge intervals of \( \mathcal{P} \). By contradiction, we assume that \([p, q]\) is not an inner interval of \( \mathcal{P} \), in particular there exists a set of cells of \([p, q]\) that do not belong to \( \mathcal{P} \). Since \([p, r]\), \([p, s]\), \([s, q]\) and \([r, q]\) are edge intervals in \( \mathcal{P} \), then \([p, q]\) contains the hole \( H \) of \( \mathcal{P} \). In this case, the only possible arrangement of the cells of \( \mathcal{P} \) consists in having at least one of the corners \( p, q, r \) and \( s \) in \( A \). We may assume that \( p \in A \). Then \( w \) divides \( \phi(x_p) \phi(x_q) \) and so \( w \) divides \( \phi(x_r) \) or \( \phi(x_s) \). From \( w | \phi(x_r) \) (resp. \( w | \phi(x_s) \)) it follows that \( r \in A \) (resp. \( s \in A \)). Since \( H \subseteq [p, q] \), we have either \( r \) or \( s \) does not belong to \( A \), so it is a contradiction. Hence \([p, q]\) is an inner interval of \( \mathcal{P} \).

We prove (2). We suppose that there exists a binomial \( f \) in \( J_{\mathcal{P}} \) with \( \deg f \geq 3 \), such that \( f \) is irredundant. We suppose that every variable of \( f \) is in \( \{x_a : a \in V(\mathcal{P}) \setminus V(A)\} \). We denote by \( \mathcal{P}' \) the simple polyomino obtained by removing the cells having vertices in common with \( A \). We define the map \( \phi' \) as the restriction of \( \phi \) on \( K[x_a : a \in V(\mathcal{P}) \setminus V(A)] \) and we denote by \( J_{\mathcal{P}'} \) the kernel of \( \phi' \). By Theorem 2.2 in [145], we have that \( J_{\mathcal{P}} = I_{\mathcal{P}'} \), where \( I_{\mathcal{P}'} \) is the polyomino ideal associated to \( \mathcal{P}' \). We observe that \( f \) is a binomial in \( J_{\mathcal{P}'} \). Since \( J_{\mathcal{P}'} \subseteq J_{\mathcal{P}} \) and \( f \) is irredundant in \( J_{\mathcal{P}} \), then \( f \) is irredundant in \( J_{\mathcal{P}'} \). Then \( f \) is irredundant in \( I_{\mathcal{P}'} \), that is a
contradiction. It follows that there exists at least one variable in $f$, that corresponds to a vertex of $A$. We recall that $f = f^+ - f^- \in J_P$, so $\phi(f^+) = \phi(f^-)$. We may suppose that there exists $v_1 \in A$, such that $x_{v_1}$ divides $f^+$, that is $v_1 \in V_f^+$. Then $w$ divides $\phi(f^+) = \phi(f^-)$, so there exists $v_1' \in A$, such that $x_{v_1'}$ divides $f^-$, that is $v_1' \in V_f^-$. If $v_1 = v_1'$, then $f = x_{v_1}(\tilde{f}^+ - \tilde{f}^-)$, where $\tilde{f}^+ - \tilde{f}^- \in J_P$ and $\deg(\tilde{f}^+ - \tilde{f}^-) < \deg f$, a contradiction. Then $v_1 \neq v_1'$. Let $V_{v_1}$ and $H_{v_1}$ be the maximal vertical and horizontal edge intervals of $P$, which contain $v_1$. Then $v_{v_1}$ divides $\phi(f^+) = \phi(f^-)$, so there exists $v_1'' \in V_{v_1}$ such that $x_{v_1''}$ divides $f^-$. Moreover $h_{v_1}$ divides $\phi(f^+) = \phi(f^-)$, so there exists $v_1'' \in H_{v_1}$ such that $x_{v_1''}$ divides $f^-$. Let $V_{v_1'}$ and $H_{v_1'}$ be the maximal vertical and horizontal edge intervals of $P$, which contain $v_1'$. Then $v_{v_1'}$ divides $\phi(f^-) = \phi(f^+)$, so there exists $v_1'' \in H_{v_1'}$ such that $x_{v_1''}$ divides $f^+$. The following cases could occur:

(I) $v_1$ and $v_1'$ are on the same vertical edge interval of $P$. For the structure of $P$, either $v_3$ or $v_3'$ is a vertex which identifies an inner interval of $P$ along with $v_1$ and $v_1'$ (see Figure 16). From Lemma 2.2 a contradiction follows.

(II) $v_1$ and $v_1'$ are on the same horizontal interval of $P$. For the structure of $P$, either $v_2$ or $v_2'$ is a vertex which identifies an inner interval of $P$ along with $v_1$ and $v_1'$ (see Figure 17). As before, by Lemma 2.2, we have a contradiction.

(III) $v_1$ and $v_1'$ are the diagonal corners of $A$. We may suppose that $v_1 = a$ and $v_1' = b$. We prove that $v_3'$ cannot be an anti-diagonal corner of $A$. If $v_3'$ is an anti-diagonal corner of $A$, then $v_3' = d$. For the structure of $P$, either $v_3$ or $v_3'$ is a vertex which identifies an inner interval of $P$ respectively with $v_1$ or $v_1'$. If $[v_1, v_2]$ is an inner interval, then we have a contradiction, applying Lemma 2.2 to $v_1, v_3, v_2$. If the interval with anti-diagonal corners $v_2', v_1'$ is an inner interval, then we have a contradiction, by Lemma 2.2 applied to $v_2', v_3', v_1$. By similar arguments, $v_3, v_2$ and $v_2'$ cannot be anti-diagonal vertices of $A$.

For the structure of $P$, either $v_3$ or $v_3'$ is a vertex which identifies an inner interval of $P$ respectively with $v_1$ or $v_1'$. We assume that $[v_1, v_3]$ is an inner interval of $P$. We denote by $g, h$ the anti-diagonal corners of $[v_1, v_3]$. For the structure of $P$, either $v_2$ or $v_2'$ is such that the interval identified by $g, v_2$ or $v_2', v_1'$ is inner to $P$. We assume that $[g, v_2]$ is an inner interval of $P$ (see Figure 18).

Then:

$$f = f^+ - f^- = \frac{f^+}{x_{v_1} x_{v_3}} (x_{v_1} x_{v_3} - x_g x_h) + \frac{f^+}{x_{v_1} x_{v_3}} x_g x_h - f^-. $$
Since \([v_1, v_3]\) is an inner interval of \(P\), then \(x_{v_1}x_{v_3} - x_gx_h \in I_P \subseteq J_P\). We set \(\tilde{f} = \frac{f^+}{x_{v_1}x_{v_3}}x_gx_h - f^-\), \(f_1 = \frac{f^+}{x_{v_1}x_{v_3}}x_gx_h\) and \(f_2 = f^-\). We observe that \(\tilde{f} \in J_P\), \(x_{v_2}x_g\) divides \(f_1\) and \(x_{v'_1}\) divides \(f_2\). Since \(v_2, g \in V^+\) and \(v'_1 \in V^-\), from Lemma 2.2 it follows that \(\tilde{f}\) is redundant in \(J_P\). Then \(f\) is redundant in \(J_P\), that is a contradiction. By similar arguments we can have the same conclusion in the other cases.

(IV) \(v_1\) and \(v'_1\) are anti-diagonal corners of \(A\). By arguments as in the previous case, we deduce that this one is not possible.

Then \(f\) is a redundant binomial in \(J_P\). In conclusion we have \(J_P \subseteq I_P\), hence \(J_P = I_P\).

**Corollary 4.3.** Let \(P\) be a closed path with an L-configuration. Then \(I_P\) is prime.

5. Toric representation of closed paths with ladders of at least three steps. Let \(B = \{B_i\}_{i=1,...,m}\) be a maximal ladder of \(m\) steps, \(m > 2\). After some convenient reflections or rotations of \(P\), we can suppose that \(B_1, \ldots, B_m\) are in horizontal position and the ladder is going down. We suppose that the block \(B_{m-1}\) is made up of \(n\) cells, which we denote \(A_1, \ldots, A_n\) from left to right. We also denote by \(a_i\) the lower left corner of \(A_i\), for all \(i = 1, \ldots, n\). Let \(A\) be the cell of \(B_m\), having an edge in common with \(A_n\). We denote by \(a, b\) the diagonal corners of \(A\) and by \(d\) the other anti-diagonal corner (see Figure 19).

We also set \(L_B = \{a_1, \ldots, a_n, d, a, b\}\). As in the previous section, we denote by \(\{V_i\}_{i \in I}\) the set of the maximal edge intervals of \(P\) and by \(\{H_j\}_{j \in J}\) the set of the maximal horizontal edge intervals of \(P\). Let \(\{v_i\}_{i \in I}\) and \(\{h_j\}_{j \in J}\) be the sets of the variables associated respectively to \(\{V_i\}_{i \in I}\) and \(\{H_j\}_{j \in J}\). Let \(H\) be the hole of \(P\) and \(w\) be another variable. We define the following map:
We denote by $T_V$ the toric ring $K[\alpha(v) : v \in V(P)]$ and by $J_P$ the kernel of the following surjective ring homomorphism:

$$\phi : S \longrightarrow T_P$$

$$\phi(x_r) = \alpha(r)$$

### Proposition 5.1.
Let $P$ be a closed path with a ladder of $m$ steps ($m > 2$). Then $I_P \subseteq J_P$.

**Proof.** Let $f$ be a binomial that is a generator of $I_P$. Then there exists an inner interval $[p, q]$ of $P$, such that $f = x_p x_q - x_r x_s$, where $r, s$ are the anti-diagonal corners of $[p, q]$. If $[p, q] \cap L_B = \emptyset$, then $f \in J_P$. We suppose that $[p, q] \cap L_B \neq \emptyset$. If $p, q \in L_B$, then $[p, q] = A$, so $f \in J_P$. If $p \in L_B$ and $q \notin L_B$, we have that either $r$ or $s$ belongs to $L_B$ for the structure of $P$, so $f \in J_P$. The case $p \notin L_B$ and $q \in L_B$ is not possible by construction. Then the desired conclusion follows. \[\square\]

By Proposition 5.1 and the definition of $\phi : S \rightarrow T_P$, we can use Lemma 2.2 in the next theorem, considering $J = J_P$.

### Theorem 5.2.
Let $P$ be a closed path with a ladder of $m$ steps ($m > 2$). Then $I_P \subseteq J_P$.

**Proof.** Let $B = \{B_i\}_{i=1, \ldots, m}$ be a maximal ladder of $m$ steps, $m > 2$, where $B_1, \ldots, B_m$ are in horizontal position and the ladder is going down. By Proposition 5.1, we have $I_P \subseteq J_P$. Similar arguments as in (1) of Theorem 4.2 allow us to prove that every binomial of degree two in $J_P$ belongs to $I_P$. We prove that every irredundant binomial in $J_P$ is of degree two. We suppose that there exists a binomial $f$ in $J_P$ with $\deg f \geq 3$, such that $f$ is irredundant. We prove that in $f$ there are not any variables associated to the vertices of $L_B$. We suppose that there exists $v_1 \in L_B$, such that $x_{v_1}$ divides $f^+$, that is $v_1 \in V_f^+$. As in the proof of Theorem 4.2 we can find a vertex $v_1' \in L_B \cap V_f^-$, two vertices $v_2', v_3' \in V_f^-$ which are respectively on the same maximal vertical and horizontal edge intervals of $P$ containing $v_1$, and two vertices $v_2, v_3 \in V_f^+$ which are respectively on the same vertical and horizontal edge intervals of $P$ containing $v_1'$. The following cases could occur:

(I) $v_1$ and $v_1'$ are on the same vertical edge interval of $P$. For the structure of $P$ either $v_3$ or $v_3'$ is a vertex which identifies an inner interval of $P$ along with $v_1$ and $v_1'$ (see Figure 20). Lemma 2.2 leads to a contradiction.

(II) $v_1$ and $v_1'$ are on the same horizontal edge interval of $P$. If $\{v_1, v_1'\} = \{a, d\}$ or $\{v_1, v_1'\} = \{a_n, b\}$ or $\{v_1, v_1'\} \subseteq \{a_1, \ldots, a_{n-1}\}$ with $n > 2$, then either $v_2$ or $v_2'$ is a vertex which identifies an inner interval along with $v_1$ and $v_1'$. By using Lemma 2.2 we have a contradiction. We suppose that $v_1 \in \{a_1, \ldots, a_{n-1}\}$ and $v_1' \in \{a_n, b\}$ or vice versa. We may assume that $v_1' = b$, because similar

\[\text{Figure 20}\]
arguments hold when \( v_1' = a_n \). If \( v_2 \notin L_B \), then we have a contradiction, using Lemma 2.2 to the vertices \( v_1, v_1' \) and \( v_2 \). Let \( v_2 \) be in \( L_B \); in particular the only possibility is \( v_2 = d \). Let \( h_{v_2} \) be the variable associated with the horizontal interval of \( v_2 \). Then \( h_{v_2} \) divides \( \phi(f^+) = \phi(f^-) \), so we have two possibilities. The first one is \( v_2 \in V_f^- \), so \( f = x_{v_1}(f^+ - f^-) \), that is \( f \) is not irredundant. Alternatively, there exists \( \tilde{v} \in V_f^- \) such that \( \tilde{v} \) is in the same horizontal edge interval of \( v_2 \); in particular \( f \) is not irredundant by Lemma 2.2 applied to the vertices \( v_1', v_2, \tilde{v} \). In both cases we have a contradiction.

(III) \( v_1 \) and \( v_1' \) are not on the same horizontal or vertical edge intervals of \( P \). If they are diagonal or anti-diagonal vertices of \( A \), then we have a contradiction, by similar arguments as in the last case (III) of Theorem 1.2. We suppose that \( v_1 \in \{ a_1, \ldots, a_{n-1} \} \) and \( v_1' \in \{ a, d \} \) (or vice versa). We may assume that \( v_1' = d \), because similar arguments holds when \( v_1' = a \). The vertex \( v_2 \) does not belong to \( L_B \), otherwise we have a contradiction as in the previous case, so \( [v_1, v_2] \) is an inner interval of \( P \). We denote by \( g, h \) the anti-diagonal vertices of \( [v_1, v_2] \). We observe that \( v_3 \notin L_B \), otherwise we have a contradiction using the usual considerations to vertices \( v_2, v_3, v_1' \). Then \( h, v_3 \) identify an inner interval of \( P \), with \( v_1' \) as diagonal corner (see Figure 21).

![Diagram with cells and vertices labeled](image)

**Figure 21**

Then:

\[
 f = f^+ - f^- = \frac{f^+}{x_{v_1}x_{v_2}}(x_{v_1}x_{v_2} - x_gx_h) + \frac{f^+}{x_{v_1}x_{v_2}}x_gx_h - f^-. 
\]

Since \([v_1, v_2]\) is an inner interval of \( \mathcal{P} \), then \( x_{v_1}x_{v_2} - x_gx_h \in I_P \subseteq J_P \). We set \( \tilde{f} = \frac{f^+}{x_{v_1}x_{v_2}}x_gx_h - f^- \), \( f_1 = \frac{f^+}{x_{v_1}x_{v_2}}x_gx_h \) and \( f_2 = f^- \), so \( \tilde{f} = f_1 - f_2 \). We observe that \( \tilde{f} \in J_P \), \( x_{v_1}x_{v_2} \) divides \( f_1 \) and \( x_{v_1}' \) divides \( f_2 \). Since \( v_3, h \in V_f^+ \) and \( v_1' \in V_f^- \), by Lemma 2.2 we have that \( \tilde{f} \) is irredundant in \( J_P \). Then \( f \) is irredundant in \( J_P \), that is a contradiction.

Summarizing, in \( f \) there are not any variables associated to any vertices of \( L_B \). We denote by \( b_i \) the upper right corner of the cell \( A_i \), for all \( i = 1, \ldots, n \). We prove that in \( f \) there is no variable associated to a vertex in \( \{ b_2, \ldots, b_n \} \). We suppose that there exists \( i \in \{ 2, \ldots, n \} \) such that \( x_{b_i} \) divides \( f^+ \). Let \( V_{b_i} \) be the maximal vertical edge interval of \( \mathcal{P} \) such that \( b_i \in V_{b_i} \). Since \( b_i \in V_f^+ \), there exists a vertex \( v \in V_{b_i} \setminus \{ b_i \} \), such that \( x_v \) divides \( f^- \). For the structure of \( \mathcal{P} \), the vertex \( v \) belongs to \( L_B \) and \( v \in V_f^- \), that is a contradiction. Now we set \( F = L_B \cup \{ b_2, \ldots, b_n \} \). In conclusion, in \( f \) there are only variables \( x_v \), such that \( v \in V(\mathcal{P}) \setminus F \). We denote by \( \mathcal{P}' \) the simple polyomino consisting of the cells of \( \mathcal{P} \) that do not have a vertex in \( L_B \), and by \( I_{\mathcal{P}'} \) the polyomino ideal associated to \( \mathcal{P}' \). By Theorem 2.2 in [15], we have that \( J_{\mathcal{P}'} = I_{\mathcal{P}'} \). Moreover \( f \) is a binomial in \( J_{\mathcal{P}'} \). Since \( J_{\mathcal{P}'} \subseteq J_P \) and \( f \) is irredundant in \( J_P \), then \( f \) is irredundant in \( J_{\mathcal{P}'} \). It follows that \( f \) is irredundant in \( I_{\mathcal{P}'} \), that is a contradiction. In conclusion we have \( J_P \subseteq I_P \).

**Corollary 5.3.** Let \( \mathcal{P} \) be a closed path with a ladder of \( m \) steps \((m > 2)\). Then \( I_{\mathcal{P}} \) is prime.

### 6. Primality of closed paths and zig-zag walks

Let \( \mathcal{P} \) be a polyomino. In [11] the authors have shown that if \( I_{\mathcal{P}} \) is prime then \( \mathcal{P} \) contains no zig-zag walks and they have conjectured that it is a sufficient condition for the primality of \( I_{\mathcal{P}} \). We recall that the rank of \( \mathcal{P} \), denoted by \( \text{rank}(\mathcal{P}) \), is the number of the
cells of \( \mathcal{P} \). Using a computational method, they have shown that the conjecture is verified for rank(\( \mathcal{P} \)) \( \leq 14 \). Here we prove that the conjecture is true for the class of closed paths.

**Proposition 6.1.** Let \( \mathcal{P} \) be a closed path and suppose that \( \mathcal{P} \) has no zig-zag walks. Then \( \mathcal{P} \) has an L-configuration or a ladder with at least three steps.

Proof. The structure of \( \mathcal{P} \) assures that there exists at least a sequence of distinct inner intervals \( I_1, \ldots, I_\ell \) such that \( |I_i \cap I_{i+1}| = 1 \) for all \( i = 1, \ldots, \ell - 1 \) and \( |I_i \cap I_1| = 1 \). Let \( I_i \cap I_1 = \{v_i = v_{i+1}\} \) and \( I_i \cap I_{i+1} = \{v_{i+1}\} \) with \( i \in \{1, \ldots, \ell - 1\} \). Suppose that \( v_\ell \) and \( v_1 \) are not in the same edge interval. After appropriate reflections or rotations, we can assert that \( I_\ell \) is a horizontal interval having \( v_\ell \) and \( v_1 \) as diagonal corners. Let \( B \) be the maximal horizontal block of \( \mathcal{P} \) containing \( I_\ell \). We examine all possible different cases.

- \( B \) contains at least three cells. We can suppose that \( \mathcal{P} \) has no L-configurations, otherwise we have finished. Then a part of the polyomino has the shape of Figure 22(A), where \( v_\ell \in \{a, b\} \) and \( v_1 \in \{c, d\} \). So we have a ladder with at least three steps.
- \( B = \mathcal{P}(I_{\ell}) \) and it contains exactly two cells. Then we are in the case of Figure 22(B), where \( v_\ell = a \) and \( v_1 = b \). We have again a ladder with at least three steps.
- \( B = \mathcal{P}(I_{\ell}) \) is a cell. Under the assumption that \( \mathcal{P} \) has no L-configurations, we are in the case of Figure 22(C). In particular \( \mathcal{P} \) has a ladder with at least three steps.

![Figure 22](image)

It remains to consider the case in which \( I_\ell \) is a cell and \( B \) contains two cells. We prove that also in this case we obtain that \( \mathcal{P} \) contains an L-configuration or a ladder with at least three steps. After an appropriate reflection, we can reduce to the case in Figure 23(A). Observe that if there is a cell in the direction West with respect to the cell \( A \) (that is the first cell of \( I_{\ell-1} \)), or in the direction North with respect to the cell \( D \) (that is the first cell of \( I_1 \)), then \( \mathcal{P} \) has a ladder with at least three steps. So we can suppose that \( \mathcal{P} \) has an adjacent cell to \( A \) in direction South and an adjacent cell to \( D \) in direction East. In such a case we can define another sequence of intervals \( I'_1, \ldots, I'_{\ell-1} \), with \( I'_{\ell-1} = I_{\ell-1} \cup B \), \( I'_1 = I_1 \cup C \) and \( I'_i = I_i \) for \( i \in \{2, \ldots, \ell - 2\} \). In particular we denote \( I'_1 \cap I'_{\ell-1} = \{v'_i = v'_\ell\} \) and \( I'_i \cap I'_i = \{v'_{i+1}\} \) for \( i \in \{1, \ldots, \ell - 2\} \). So, we are in the situation of Figure 24(B). Now suppose that \( v'_1 \) and \( v'_2 \) are not in the same edge interval. It is not difficult to see that in this case we are again in the situation of Figure 24(A). So we can assume that \( v'_1 \) and \( v'_2 \) are in the same edge interval. The same conclusion can be obtained for the vertices \( v'_2 \) and \( v'_3 \) and so on. Therefore we can reduce the proof to the case that in the initial sequence of intervals \( I_1, \ldots, I_\ell \) the vertices \( v_i \) and \( v_{i+1} \) belong to the same edge interval for every \( i \in \{1, \ldots, \ell\} \). Since \( \mathcal{P} \) has no zig-zag walks, there exist \( z_i \) and \( z_j \) vertices of an inner interval \( J \) of \( \mathcal{P} \), such that \( v_i \) and \( z_i \) are the diagonal or anti-diagonal corners of \( I_i \), and \( v_j \) and \( z_j \) are the diagonal or anti-diagonal corners of \( I_j \). Because of the structure of \( \mathcal{P} \) the only possibilities are \( j = i + 1 \) or \( j = i - 1 \). We can assume that \( j = i + 1 \) and \( v_{i+1} \) is a diagonal corner of \( I_{i+1} \), so \( v_i \) is an anti-diagonal corner of \( I_i \). Let \( B_i, B_{i+1} \) be the maximal blocks of \( \mathcal{P} \) containing \( \mathcal{P}(I_i) \) and \( \mathcal{P}(I_{i+1}) \) respectively. Observe that \( B_i \) and \( B_{i+1} \) are not both in horizontal or vertical position, since \( J \) is an interval of \( \mathcal{P} \), that is a closed path. So we can assume that \( B_i \) is in vertical position and \( B_{i+1} \) is in horizontal position. Observe that each block has at least three cells; in particular we refer to Figure 24 for the arrangement of this situation, observing that some appropriate cells with dashed lines must belong to the polyomino. In particular \( B_i \cup B_{i+1} \) contains an L-configuration.
By Proposition 3.6, Proposition 3.10 and Proposition 6.1 we deduce that having an L-configuration or a ladder with at least three steps is a necessary and sufficient condition in order to have no zig-zag walks for a closed path. Now we are ready to state and to prove the main result of this work.

**Theorem 6.2.** Let $P$ be a closed path. $P$ is prime if and only if $P$ contains no zig-zag walks.

**Proof.** The necessary condition is shown in [11, Corollary 3.6]. The sufficient one follows from the Proposition 6.1, Corollary 4.3 and Corollary 5.3. □

7. Primality of other classes of polyominoes with paths. Actually the arguments in the proofs of the results contained in this work can provide also the primality for a larger class of polyominoes. First of all, we introduce some useful definitions and notions.

We call a *L-triomino* any polyomino consisting of three cells not aligned; for instance see Figure 25 (A). Referring to the figure, we call *hooking vertices* the vertices $a$ and $b$. Moreover we call *hooking edges* with respect to $a$ (resp. $b$) the couple of edges of $A$ (resp. $B$) that intersect at $a$ (resp. at $b$).

A polyomino $C$ is called an *open path* if it is a sequence of two or more cells $A_1, \ldots, A_n$ such that:

1. $A_i \cap A_{i+1}$ is a common edge, for all $i = 1, \ldots, n - 1$;
2. $A_i \neq A_j$, for all $i \neq j$ and $i, j \in \{1, \ldots, n\}$;
3. If $n > 2$, then $V(A_i) \cap V(A_j) = \emptyset$ for all $i \in \{1, \ldots, n - 2\}$ and for all $j \notin \{i, i + 1, i + 2\}$.

The edges of $A_1$ (resp. $A_n$), which do not belong to $E(A_2)$ (resp. $E(A_{n-1})$), are called *free edges.*
Definition 7.1. Let $S$ be a simple polyomino, $C : A_1, \ldots, A_n$ be an open path and $T_1$ and $T_2$ be two L-triominoes. Moreover we denote by $a_1, b_1$ the hooking vertices of $T_1$ and by $a_2, b_2$ the hooking vertices of $T_2$. We denote by $P(S, C)$ a polyomino satisfying the following conditions:

1. $P(S, C) = S \cup C \cup T_1 \cup T_2$.
2. $V(S) \cap V(C) = \emptyset$ and $V(T_1) \cap V(T_2) = \emptyset$.
3. $E(S) \cap E(T_1) = \{V_1\}$ where $V_1$ is a hooking edge with respect to $a_1$ and $E(S) \cap E(T_2) = \{V_2\}$ where $V_2$ is a hooking edge with respect to $a_2$.
4. $E(C) \cap E(T_1) = \{W_1\}$ where $W_1 \in E(A_1)$ and it is is a hooking edge with respect to $b_1$, and $E(C) \cap E(T_2) = \{W_2\}$ where $W_2 \in E(A_n)$ and it is a hooking edge with respect to $b_2$.
5. $|V(C) \cap V(T_1)| = |V(S) \cap V(T_1)| = |V(S) \cap V(T_2)| = |V(C) \cap V(T_2)| = 2$.

Remark 7.2. According to Proposition 3.4 it is easy to prove that a polyomino $P(S, C)$, where $S$ is a simple polyomino and $C$ is an open path, is a non-simple polyomino and has only one hole. Moreover the polyomino consisting of all the cells of $P(S, C)$, except two or more adjacent cells of $C$, is a simple polyomino.

Theorem 7.3. Let $P = P(S, C)$ be a polyomino with $S$ a simple polyomino and $C$ an open path. Suppose that $C$ contains an L-configuration or a ladder with at least three steps. Then $I_P$ is a prime ideal.

Proof. If $C$ contains an L-configuration then by defining the toric ideal as in Section 4 we obtain the claim following the same steps as in Proposition 4.1 and Theorem 4.2, since the structure of $P$ allows it. If $C$ contains a ladder with at least three steps the proof is similar, considering the toric ideal in Section 5, Proposition 5.1 and Theorem 5.2.

Remark 7.4. Observe that if $C$ contains an L-configuration or a ladder with at least three steps then $P(S, C)$ has no zig-zag walks. The converse is not true (see Figure 27), so it is an open question to ask what are the conditions allowing $P(S, C)$ to have no zig-zag walks. In particular, we ask if the conjecture in [11] is true also for polyominoes like $P(S, C)$. 

Figure 25

(a) An L-triomino.
(b) An open path.

Figure 26. An example of $P(S, C)$. 

- **Remark 7.2.** According to Proposition 3.4 it is easy to prove that a polyomino $P(S, C)$, where $S$ is a simple polyomino and $C$ is an open path, is a non-simple polyomino and has only one hole. Moreover the polyomino consisting of all the cells of $P(S, C)$, except two or more adjacent cells of $C$, is a simple polyomino.

- **Theorem 7.3.** Let $P = P(S, C)$ be a polyomino with $S$ a simple polyomino and $C$ an open path. Suppose that $C$ contains an L-configuration or a ladder with at least three steps. Then $I_P$ is a prime ideal.

  **Proof.** If $C$ contains an L-configuration then by defining the toric ideal as in Section 4 we obtain the claim following the same steps as in Proposition 4.1 and Theorem 4.2, since the structure of $P$ allows it. If $C$ contains a ladder with at least three steps the proof is similar, considering the toric ideal in Section 5, Proposition 5.1 and Theorem 5.2.

  **Remark 7.4.** Observe that if $C$ contains an L-configuration or a ladder with at least three steps then $P(S, C)$ has no zig-zag walks. The converse is not true (see Figure 27), so it is an open question to ask what are the conditions allowing $P(S, C)$ to have no zig-zag walks. In particular, we ask if the conjecture in [11] is true also for polyominoes like $P(S, C)$. 
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In [16] the author studied the polyomino ideal attached to a polyomino obtained by removing a convex polyomino from its ambient rectangle $R$. Our idea is to build a non-simple polyomino adding two open paths and a simple polyomino to a rectangle $R$.

**Definition 7.5.** Let $R$ be a rectangle polyomino, associated to the interval $[(1, 1), (m, n)]$, where $m \geq 4$ and $n \geq 2$. Let $S$ be a simple polyomino, $P_1 : C_1, \ldots, C_t$ and $P_2 : F_1, \ldots, F_p$ be two open paths. A **rectangle linked to a simple polyomino by two paths**, denoted by $P(R, P_1, S, P_2)$, is a polyomino satisfying the following conditions, after opportune reflections or rotations:

1. $P(R, P_1, S, P_2) = R \cup P_1 \cup S \cup P_2$.
2. $V(S) \cap V(R) = \emptyset$ and $V(P_1) \cap V(P_2) = \emptyset$.
3. The lower left corner of $C_1$ is $(1, n)$ and $V(P_1) \cap V(R) = \{(1, n), (2, n)\}$.
4. $E(C_k) \cap E(S) = \{W\}$, where $W$ is a free edge of $C_1$, and $|V(P_1) \cap V(S)| = 2$.
5. $E(F_1) \cap E(S) = \{Z\}$, where $Z$ is a free edge of $F_1$, and $|V(P_2) \cap V(S)| = 2$.
6. $E(F_p) \cap E(R) = \{V\}$, where $V$ is a free edge of $F_p$, and $|V(P_2) \cap V(R)| = 2$.

**Remark 7.6.** On account of Proposition [3, 4] a rectangle linked to a simple polyomino by two paths is not a simple polyomino and it has a unique hole. Let us denote by $P_R$ the collection of cells of $R$, whose lower left corners are $(1, k)$ or $(2, k)$ for all $k = 1, \ldots, n - 1$, and by $P_1^w$ the sequence of the first $w$ cells of $P_1$ for some $w \in \{1, \ldots, t\}$. Then the polyomino consisting of all the cells of $P$ except the cells of $P_R \cup P_1^w$ is a simple polyomino.

**Definition 7.7.** Let $R$, $S$, $P_1$ and $P_2$ be as in the previous definition. A polyomino $P = P(R, P_1, S, P_2)$ is called an **L-rectangle linked to a simple polyomino by two paths**, if

1. it satisfies all conditions in Definition 7.5;
2. the lower left corner of $C_2$ is $(1, n + 1)$;
3. let $V$ be the free edge of $F_p$ such that $E(R) \cap E(P_2) = \{V\}$. Then $V \in \{(k, n), (k + 1, n)\} : k = 3, \ldots, m - 1 \cup \{(m, l), (m, l + 1) : l = 1, \ldots, n - 1 \cup \{(h, 1), (h + 1, 1) : h = 3, \ldots, m - 1 \}$.

Let $V_1$ and $V_2$ be the maximal vertical edge intervals of $P$, which contain respectively the vertices $(1, n)$ and $(2, n)$. Denote by $E_{V_1, V_2}$ the shortest maximal vertical edge interval between $V_1$ and $V_2$. Moreover, for all $k \in \{1, \ldots, n\}$ let $H_k$ be the maximal horizontal edge interval containing $(1, k)$, $F_k$ the shortest one between $H_k$ and $H_{k+1}$ for each $k \in \{1, \ldots, n - 1\}$. We call $P$ **good** if the following cells belong to $P$:

- all cells having an edge in $E_{V_1, V_2}^*$ and lying between $V_1$ and $V_2$;
- all cells having an edge in $F_k$ and lying between $H_k$ and $H_{k+1}$, for all $k \in \{1, \ldots, n - 1\}$.

Referring to Figure 28 (A) and (B) are L-rectangles linked to a simple polyomino by two paths but not good, (C) is a good one, just as polyominoes in Figure 28 are.

**Proposition 7.8.** Let $P = P(R, P_1, S, P_2)$ be a good L-rectangle linked to a simple polyomino by two paths. Then $I_P$ is prime.
**Figure 28.** L-rectangles linked to a simple polyomino by two paths.

**Proof.** We denote by $e$ the vertex $(2, n)$. We define the toric ideal $J_P$ as in Section 4, where $V(A)$ is replaced by $A_e = \{v \in V(R) : v \leq e\}$. By similar arguments as in Proposition 4.1 and Theorem 4.2, we have $I_P = J_P$, because of the good structure of $P$. □

**Definition 7.9.** A polyomino $P(R, P_1, S, P_2)$ is called a ladder-rectangle linked to a simple polyomino by two paths, if

1. it satisfies all conditions in Definition 7.5;
2. $P_1$ contains two maximal horizontal blocks $[C_1, C_s]$ and $[C_{s+1}, C_q]$, where $2 \leq s < s + 1 < q \leq t$, and the lower left corner of $C_{s+1}$ is the upper left one of $C_s$;
3. the free edge $V$ of $F_p$ such that $E(R) \cap E(P_2) = \{V\}$ satisfies $V \in \{(k, n), (k + 1, n) : k = 3, \ldots, m - 1\}$.

**Proposition 7.10.** Let $P = P(R, P_1, S, P_2)$ be a ladder-rectangle linked to a simple polyomino by two paths. Then $I_P$ is prime.

**Proof.** We denote by $e$ the vertex $(2, n)$ and by $a_i$ the lower left corner of the cell $C_i$ of $P_1$, for all $i \in \{1, \ldots, s\}$. We define the toric ideal $J_P$ as in Section 5, where $L_e = \{v \in V(R) : v \leq e\} \cup \{a_2, \ldots, a_s\}$. By similar arguments as in Proposition 5.1 and Theorem 5.2, we deduce that $I_P = J_P$. □

**Remark 7.11.** We observe that for the class of polyominoes $P(R, P_1, S, P_2)$ the following:
Figure 30. A ladder-rectangle linked to a simple polyomino by two paths.

(1) $\mathcal{P}(\mathcal{R}, \mathcal{P}_1, S, \mathcal{P}_2)$ is a good L-rectangle linked to a simple polyomino by two paths,
(2) $\mathcal{P}(\mathcal{R}, \mathcal{P}_1, S, \mathcal{P}_2)$ is a ladder-rectangle linked to a simple polyomino by two paths,

are sufficient conditions in order that it does not contain zig-zag walks. Necessary conditions to have no zig-zag walks and a positive answer to the conjecture in [11] for polyominoes like $\mathcal{P}(\mathcal{R}, \mathcal{P}_1, S, \mathcal{P}_2)$ are open questions.
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