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Abstract
Motivated by the application of viral marketing, the topic-aware influence maximization (TIM) problem has been proposed to identify the most influential users under given topics. In particular, it aims to find \( k \) seeds (users) in social network \( G \), such that the seeds can maximize the influence on users under the specific query topics and diffusion model such as independent cascade (IC) or linear threshold (LT). This problem has been proved to be NP-hard, and most of the proposed techniques suffer from the efficiency issue due to the lack of generalization. Even worse, the design of these algorithms requires significant specialized knowledge which is hard to be understood and implemented. To overcome these issues, this paper aims to learn a generalized heuristic framework to solve TIM problems by meta-learning. To this end, we first propose two topic-aware social influence propagation models based on IC and LT model, respectively, which is conducive to better advertising injections. We then encode the feature of each node by a vector and introduce a model, called deep influence evaluation model, to evaluate the user influence under different circumstances. Based on this model, we can construct the solution according to the influence evaluations efficiently, rather than spending a high cost to compute the exact influence by considering the complex graph structure. We conducted experiments on generated graph instances and real-world social networks. The results show the superiority in performance and comparable quality of our framework.
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1 Introduction

With the popularity of social networks [26, 33], more and more people tend to share information by the word of mouth in their daily life. As a result, social network has become a new platform for viral marketing, which is used to promote products, innovations and opinions. Motivated by these applications, Kempe et al. [15] first formalize the seeds selection in viral marketing as a discrete optimization problem, which is known as influence maximization (IM). However, recent studies [9, 14, 20] have argued that the generic IM is not topic-aware and cannot be directly applied to online advertising. For example, imagine that we are looking for spokesmen for new sneakers, we will pay more attention to sports star than singing star. Thus, there have been many efforts [2, 9, 14, 22, 23] extending generic IM to topic-aware IM (TIM) to support more personalized and accurate advertising.

In general, there are two ways to solve TIM [21]. The first way is IM for topic-relevant targets, which considers that the user is topic-aware, and wants to maximize the influence on topic-relevant users. These studies mainly focus on differentiating users and compute the influence on activated users by their benefits under specific query topics. The second way is IM for topic-dependent diffusion, which formalizes that the edges are topic-aware, and wants to maximize the influence under a new diffusion model. These studies [9, 11] focus on proposing new diffusion models which can capture the dynamic probabilities under different query topics. The most commonly used model associates each edge with a probability under each topic and calculates the propagation...
probability under each query as the expected summation of related probabilities.

However, the real scenario is that people have different probabilities to be activated in different topics, while the probability of people influencing each other changes with topics, so neither of these two ways can solve TIM problems solely, not to mention that they are more or less inadequate. For example, the design of all these algorithms requires specialized human knowledge, i.e., the dynamic programming method, and trial-and-error, which can be very hard to be understood. Moreover, they suffer from the efficiency issues. On the one hand, most current state-of-the-art solutions \cite{23, 27} to solve the first branch problems need to generate hundreds of thousands sample sets randomly to select the most influential user online or offline, time-consuming or space-consuming. On the other hand, methods for the second branch \cite{8, 11} struggle with the enormous computation about the potential diffusion probabilities. What’s more, regardless of the high cost, problems with same structure but varied only in data require new sample processes performed again and again.

In this paper, we establish a greedy heuristic framework to learn the algorithm instead. This data-driven method avoids the traditional complex algorithm designing processes by adopting a combination of graph embedding and reinforcement learning. On the one hand, the embedding method considers both users’ preferences and dynamic influence probabilities, which can cover both two branches of TIM and then encode the graph to a vector space. On the other hand, the framework builds a neural network called deep influence evaluation model to estimate the influence of each candidate under different circumstances and adopts reinforcement learning method to train it. Contrary to the traditional methods, the main advantage of our deep influence evaluation model is that it can be trained offline while stored with very little disk space. Based on the model output, the framework uses a greedy policy to construct a feasible solution quickly which avoids the heavy online influence computation. This mechanism assures our framework can be generalized to different problem instances without new training processes.

More specifically, our contributions can be summarized as follows:

- To solve the TIM comprehensively, we propose a data-driven approach to assign the probabilities based on both IC and LT models. By considering both users’ interests and relationships, we define three metrics of user similarity, user benefit and inherent contact frequency which can solve the two branches of TIM simultaneously.

- We propose a new graph embedding network, called Diffusion2Vec which can extract features for each user in social network automatically, capturing the properties of each user according to graph structure and user’s own attributes.

- Based on the embedding network, we define an estimation model called deep influence evaluation model (DIEM) which is used to calculate the influence of candidate users according to their embeddings, the current partial solution and the query topics. Based on the influence, a feasible solution can be constructed by greedy node selection and addition.

- We adopt an algorithm of reinforcement learning, called double DQN with prioritized experience replay to train models. The main advantage of this algorithm is that it can deal with overestimating and delayed reward in a data-efficient way. The training process is set up in such a way that the policy will aim to maximize the targeted influence under each query directly.

- We conduct experiments on generated graph instance and real-world social network from Twitter. The results show the superiority in performance and comparable solution quality of our framework.

\section{Problem Definition}

In this section, we will define the topic-aware influence maximization (TIM) problem and give a rough sketch of our greedy framework.

\subsection{TIM problem}

To facilitate our presentation, all frequently used notations are listed in Table 1. TIM introduces topics to describe both information characteristics and users’ interests and calculated the influence based on not only the seed set $S$ but also the query topics $\tau$. It focuses on maximizing the targeted influence over users who are relevant to the query topics under specific diffusion models.

Let $\tau$ denote the query topics and $\sigma_G(S|\tau)$ denote the targeted influence spread by the seeds $S$ in an instance of the influence propagation process on graph $G$. Intuitively, the TIM problem finds a seed set $S^*$ with $k$ users to maximize the targeted influence spread by a seed set $S$ over social network $G$ and can be formally defined as follows:

\begin{definition} \textbf{(TIM)} Given a graph $G(V,E)$, a positive integer $k$ and a series of targeted topics $\tau$, TIM selects a set $S^*$ of $k$ nodes from $V$ as seed set to maximize the targeted influence $\sigma_G(S^*|\tau)$, i.e., $\sigma_G(S^*|\tau) = \arg \max_{S \subseteq V, |S| = k} \sigma_G(S|\tau)$.
\end{definition}

\subsection{Greedy Framework}

We will focus on the popular pattern for designing approximation and heuristic algorithms, namely greedy algorithm.
The greedy framework will construct a solution by sequentially adding one node to the partial solution $S$, based on some evaluation function $Q$ which measures the influence of each candidate in the context of the current partial solution and the query topics. Specifically:

1. A partial solution is represented as an ordered list $S = (v_1, v_2, \ldots, v_k)$, $v_i \in V$, and $S = \emptyset$ at the start. $\tilde{S} = V \setminus S$ denotes the set of candidate nodes for addition, conditional on $S$. Furthermore, we use the first element of a vector to represent whether the node is selected into $S$, i.e., $X_s[i] = 1$ if $v \in S$ and $0$ otherwise.

2. The quality of a partial solution $S$ can be calculated as the targeted influence $\sigma(S|\tau)$ of $S$.

3. The generic greedy framework selects a node $v$ to be added according to which $v$ maximized the evaluation function, $Q((v, S)|\tau) \in R$. Then, the partial solution $S$ will be extended as $S := (S, v^*)$, where $v^* := \arg\max_{v \in \tilde{S}} Q((v, S)|\tau)$. This step is repeated until the size of solution set achieved $k$.

Recently, deep learning has promoted the development of computer vision and speech recognition. Based on feeding sufficient data into the deep neural networks, it’s possible to learn better representations than hand-crafted features [17]. Thus, we want to design a powerful deep function $Q$ to estimate the influence of each candidate under certain circumstances.

### 3 Graph Representation

As mentioned above, the deep influence evaluation model ($\hat{Q}$) must evaluate the influence for each candidate under different circumstances. Intuitively, $\hat{Q}$ should summarize the state of the partial solution and figure out the influence of each candidate in the context of such a solution and query topics. Here, both the state of the solution and the context of a node $v$ can be very complex, hard to be described in closed form. In order to represent such complex context over social networks, we will leverage a deep learning architecture called Diffusion2Vec to parameter model $\hat{Q}$.

In this section, we first introduce our two topic-aware models based on IC and LT, respectively, and then give a thorough explanation about our embedding model: Diffusion2Vec and estimation model: $\hat{Q}$.

#### 3.1 Social Network Mining

As we have discussed in the Introduction, the first branch of TIM ignores the dynamic diffusion probabilities dependent on query topics while the second does not consider associating the probability with regard to users' interests, similarities and contact frequencies at the same time. So neither of these two branches can solve TIM problems completely.

Thus, here we propose three metrics motivated by user-based collaborative filtering algorithms to merge the two branches together. First, to model a social network as an online advertising platform, we extend each node in $G$ to be associated with a user profile represented by a weighted vector. For example, for a user $v$ who is very interested in sports, music but not in politics, his profile may be described as $\{<\text{music},0.7>,<\text{sport},0.3>,<\text{politics},0.0>\}$, where 0.7 called his benefit under the music topic ($B^u_v$). Then, we calculate the sum of benefits related to the query topics to distinguish the targeted users. Next, we define the similarity (sim) between two users by the cosine similarity between their profile vectors. In addition to the user similarity and user benefit, we believe that the initial weight in the network can symbolize the frequency of contact between users. We combine these three metrics with the IC and LT model to obtain topic-aware IC model and topic-aware LT model, respectively. It is worth noting that both our models adopt a data-driven method to calculate the important parameters like $p_{uv}$ and $\theta_v$ rather than assigning random values from $[0, 1]$, which makes more sense to be close to real life.
3.2 Topic-Aware IC Model

Independent cascade (IC) is a classic and well-studied propagation model. It considers a user \( v \) is activated by each of its incoming neighbors independently by introducing an influence probability \( p_{uv} \) to each edge \( e = (u, v) \). Based on the influence probabilities and given a seed set \( S \) at time step 0, a diffusion instance of the IC model unfolds in discrete steps. Each active user \( u \) in step \( t \) will activate each of its outgoing neighbor \( v \) that is inactive in step \( t - 1 \) with probability \( p_{uv} \). This diffusion instance terminates when no more nodes can be activated.

Next, we calculate the propagation probability that a user \( u \) successfully activate user \( v \) with the three metrics: the initial edge weight \( w_{uv} \) which is initialized in \((0, 1]\) which stands for the contact frequency; the similarity between two users; the sum benefits of user \( v \) toward the query topics \( \tau \). Formally, the propagation probability between user \( u \) and user \( v \) under topics \( \tau \) can be defined as:

\[
p^*_{uv} = (\gamma_1 w_{uv} + \gamma_2 \text{sim}(u, v) + \gamma_3 B^*_{uv}) / 3,
\]

where \( \gamma_1, \gamma_2, \gamma_3 \in (0, 1) \) and they are used to balance the weights of contact frequency, user similarities and targeted benefits. Since all the value of three factors is in range \((0, 1]\), the propagation probability \( p^*_{uv} \) is restricted to range \((0, 1]\) and can then be used in the standard IC model for computing the influence spread. The targeted influence is finally computed as the summation of benefits of the related users who are activated according to the new diffusion probabilities.

3.3 Topic-Aware LT Model

Linear threshold (LT) is also a seminal diffusion model, which is introduced by Granovetter and Schelling in 1978. The basic idea of LT is that a user can switch its status from inactive to active if a “sufficient” number of its incoming neighbors are active. Formally, in the LT model, each edge \( e = (u, v) \) is associated with a weight \( b_{uv} \). Let \( N_I(v) \) be the set of incoming neighbors of user \( v \), and it satisfies that \( \sum_{u \in N_I(v)} b_{uv} \leq 1 \). Moreover, each user \( v \) is also associated with a threshold \( \theta_v \). Considering an instance of the diffusion process, the LT model first samples the value of \( \theta_v \) of each user \( v \) uniformly at random from \([0, 1]\). Then, it proceeds in discrete steps. In step 0, it sets the status of users in \( S \) as active and others as inactive. Then, it updates the status of each user iteratively: In step \( t \), all users that were active in step \( t - 1 \) remain active, and any user \( v \) that was inactive in step \( t - 1 \) switches to active if the total weight of its active neighbors in \( N_I(v) \) is at least \( \theta_v \). The diffusion instance terminates when no more user is to be activated.

Based on the traditional LT model, we assign the \( \theta_v = 1 - \gamma_3 B^*_{uv} \) which considers that users are easier to be activated when they are more interested in the products. Then, we calculate the \( b_{uv} \) as \( b_{uv} = (\gamma_1 w_{uv} + \gamma_2 \text{sim}(u, v)) \) considering the more similar and closely related two people, one of them has a greater impact on the other. Like in the topic-aware IC model, \( \gamma_1, \gamma_2 \in (0, 1) \) and they are also used to balance the weights between the three metrics. Since all the value of three factors are in range \((0, 1]\), the propagation probability \( p_{uv} \) is restricted to range \((0, 1]\), and can then be used in the standard LT model for computing the influence spread. In this case, the targeted influence is finally computed as the summation of benefits of the related users who are activated according to the new diffusion model.

3.4 Embedding: Diffusion2Vec

Since graph is an important data representation and traditional graph analysis methods suffer from high computation and space overhead, the graph embedding technique has been put forward to solve the graph analysis problem effectively and efficiently. It related to two aspects of researches, i.e., graph analytics [13] and representation learning [4, 5, 7]. It converts graph data into low dimensional vectors while the graph structure and other useful information are preserved.

For example, Structure2Vec [16] embeds each node \( v \in V \) into a \( p \)-dimensional feature space such each node \( v \) can be easily described as a \( p \)-dimensional vector \( u_v \) and the graph can be represented by the set of these vectors.

However, due to the lack of consideration about node property and information diffusion characteristics, it can not be directly used in our problem settings. So we proposed a new method named Diffusion2Vec which considers both the users’ attributes and the dynamic propagation probabilities.

Specifically, the Diffusion2Vec will initialize the embedding of each node \( u_v^{(0)} = 0 \) and for all \( v \in V \) update the embeddings synchronously at each iteration as

\[
u_v^{(t+1)} \leftarrow F(X_v, \{u^{(t)}_{u}\}_{u \in N(v)}, \{p(u, v)\}_{u \in N(v)}; \Theta).
\]

\( X_v \) denotes a vector which contains useful user information. More specifically, the first element of \( X_v \) corresponds to a node-specific tag which means whether the node is selected so far, i.e., \( X_v^{[0]} = 1 \) if \( v \in S \) and \( = 0 \) otherwise. The rest part of \( X_v \), named benefit vector, correspond to the profile we mentioned in Sect. 3.1. For example, for a user \( v \) with profile \{<music,0.7>,<sport,0.3>,<politics,0.0>\} and hasn’t been selected into \( S \), the \( X_v \) will be \( \{0.0, 0.7, 0.3, 0.0\} \). \( N(v) \) denotes the neighbors of node \( v \) in the graph \( G \), \( p(u, v) \) corresponds to probability in the topic-aware model.
denotes a nonlinear mapping such as neural network or kernel function.

Based on the update formula, one can see that the embedding of node $v$ can be seen as a combination of its own features and the aggregated impact of other nodes. In other words, the node features can be propagated to other nodes via the nonlinear propagation function $F$ and the more update iterations were carried on, the farther away the features will be propagated and get aggregated at distant nodes. Finally, the update process will terminate until the number of iterations reaches a predefined parameter: $T$. At that time, each node embedding $u^{(T)}_v$ will contain information about its $T$-hop neighborhoods as determined by graph topology, the involved node features. It is worth noting that when the $X_v$ degenerates to a binary scalar, this form of node embedding can be used to solve the generic IM problems.

Next, we will design the powerful deep influence evaluation model to evaluate the influence of node with these vector representations.

### 3.5 Deep Influence Evaluation Model $\hat{Q}$

Specifically, we adopted the neural network as the mapping function in Diffusion2Vec; then the embedding can be defined as:

$$
\begin{align*}
    u^{(t+1)}_v &\leftarrow \text{relu}(\theta_1 X_v + \theta_2 \sum_{u \in N(v)} u^{(t)}_u + \theta_3 \sum_{u \in N(v)} \text{relu}(\theta_d p(u, v))),
\end{align*}
$$

where $\theta_1 \in \mathbb{R}^{p \times (1 + 1)}$, $\theta_2, \theta_3 \in \mathbb{R}^{p \times p}$ and $\theta_d \in \mathbb{R}^p$ are the embedding parameters and relu is the rectified linear unit which is widely used as an activation function in artificial neural networks.

More specifically, we use the embedding $u^{(T)}_v$ for node $v$ and the pooled embedding over the partial solution $S$, $\sum_{u \in S} u^{(T)}_u$ as the substitution for $v$ and $S$, respectively. Finally, the estimation model $\hat{Q}$ can be defined as:

$$
\hat{Q}(S, v; \Theta, r) = \theta_5 \text{relu}(\theta_6 \sum_{u \in S} u^{(T)}_u + \theta_7 u^{(T)}_v),
$$

where $\theta_4 \in \mathbb{R}^{2p}$, $\theta_5, \theta_7 \in \mathbb{R}^{p \times p}$ and $[...]$ is the concatenation operator. The number of iterations $T$ for the graph embedding computation is usually small, such as $T = 4$.

What deserves our attention is the parameter set $\Theta$. Since the model $\hat{Q}$ is based on the embedding $u^{(T)}_v$, the parameter set $\Theta$ is then a collection of 7 parameters actually. That is $\Theta = \{\theta_1\}^7_{i=1}$ and all these parameters must be learned.

However, due to the lack of training labels, we will learn these parameters end-to-end with reinforcement learning, which will be explained thoroughly in the following section.

### 4 Parameters Learning

This section shows how to learn the parameters $\Theta$ in $\hat{Q}$. Note that the definition of $\hat{Q}$ lends itself to an RL formulation and thus can be used as the state-action value in RL directly. Moreover, the state-of-the-art RL algorithms [24, 25] will provide strong supports for learning the parameters.

#### 4.1 RL Formulation

Based on the introduction to RL in [29], we show the instantiations of RL components for TIM in Table 2 and define the states, actions, rewards, policy in the RL framework for TIM as follows:

1. **States**: a state is a sequence of actions (nodes) added into the solution set. In other words, the current state equals to the current solution set $S$. It is easy to see that the terminal state comes when the size of $S$ reaches $k$.
2. **Actions**: an action corresponds to a node in $G$ which have not been added into the solution set $S$ (the tag of $X_{v_{[0]} = 0}$). Since we have represented each node $v$ as a $p$-dimensional vector, here the action is a $p$-dimensional vector too.
3. **Rewards**: the reward (after taking action $v$) is defined as the marginal targetted influence spread by the user $v$ under the query topics. That is, $r(S, v) = \sigma((S \cup \{v\})|\tau) - \sigma(S|\tau)$. As such, the cumulative rewards of a terminal state can be described by the seed set $\hat{S}$, as $R(\hat{S}) = \sum_{i=1}^{k} r(S_i, v_i)$ which equals to $\sigma(\hat{S}|\tau)$.
4. **Policy**: based on the deep influence evaluation model $\hat{Q}$, we will adopt a deterministic greedy policy $\pi(v|S, \tau) := \arg\max_{v \in S} \hat{Q}(v', S|\tau)$. Selecting action $v$ corresponds to add node $v$ of $\hat{S}$ to the partial solution $S$, which results in a new state $S'$ and a reward $r(S, v)$.

#### 4.2 Learning Algorithm

We use double deep $Q$-networks (DDQN) [31] with prioritized experience replay [28], which can be generalized to
work with large-scale function approximation to perform end-to-end learning of the parameters \( \theta \) in \( \hat{Q}(S, v; \theta, \tau) \). We use the term 'episode' to represent series operations of node addition starting from an empty set \( \emptyset \), and until termination; a step within an episode is a single action (node addition). This approach will update the parameters with a batch of weighted samples from a dataset \( E \), rather than the single sample being currently experienced. The dataset \( E \) is populated during previous episodes with an interval, called \( n \)-step.

The advantage of prioritized experience replay is that the model can be learned more effectively. An experience with high expected learning progress measured by the magnitude of its temporal-difference (TD) error will be replayed more frequently to learn more efficiently. And the DDQN has been shown to reduce the overestimations effectively. Both the two methods lead to much better performance when using a neural network as a function approximation [31], a property that also applies for our model \( \hat{Q} \). The prioritized experience replay replaces the sampling methods used by DDQN with stochastic prioritization and importance sampling as illustrated in Algorithm 1.

**Algorithm 1** Double DQN with prioritized experience replay

**Input:**
- minibatch \( b \), step-size \( \eta \), replay period \( B \) and capacity \( N \), exponents \( \alpha \) and \( \beta \), budget \( L \).

1. Initialize replay memory \( H=\emptyset, \Delta=0, p_t=1 \)
2. Observe \( S_0 \) and choose \( A_0 \sim \hat{Q}(S, v; \theta, \tau) \)
3. for \( t = 1 \) to \( L \) do
4. Observe \( S_t, R_t, \gamma_t \)
5. Store transition \((S_{t-1}, A_{t-1}, R_t, \gamma_t, S_t)\) in \( H \) with maximal priority \( p_t = \max_i <_\prec p_i \)
6. if \( t \equiv 0 \mod B \) then
7. for \( j = 1 \) to \( b \) do
8. Sample transition \( j \sim P(j) = p_j^\alpha / \sum_i p_i^\alpha \)
9. Compute importance-sampling weight \( w_j = (N \cdot P(j))^{-\beta} / \max_i w_i \)
10. Compute TD-error \( \delta_j = R_j + \gamma_j \hat{Q}_{\arg \max_a \hat{Q}(S_j, a)} - \hat{Q}(S_{j-1}, A_{j-1}) \)
11. Update transition priority \( p_j \leftarrow |\delta_j| \)
12. Accumulate weight-change \( \Delta \leftarrow \Delta + w_j \cdot \delta_j \cdot \nabla \hat{Q}(S_{j-1}, A_{j-1}) \)
13. end for
14. Update weights \( \theta \leftarrow \theta + \eta \cdot \Delta \), reset \( \Delta=0 \)
15. From time to time copy weights into target network \( \theta_{\text{arg \ max} \cdot \leftarrow \theta \)
16. end if
17. Choose action \( A_t \sim \pi_{\theta}(S_t) \)
18. end for

### 5 Experiment

In this section, we study the performance of DIEM on generated instances and real-world dataset with different diffusion models. First, we reveal the details of experimental settings. Then, we give an introduction to the baseline solutions [23]. Finally, we report the experimental results and give an explanation. The methods are implemented with C++ and Python and run on a CentOS server (Intel i7-7700 3.60 GHz CPU with 8 cores GPU with GeForce GTX 1080Ti and 64 GB RAM). It cost 3 and 72 h to train the models for one topic and five topics, respectively.

#### 5.1 Experimental Setup

**Instance Generation** We generate graph instances to evaluate the proposed method against existing state-of-the-art solution WRIS [23]. We first generate graphs according to Barabasi-Albert (BA) rule [1] which have been used to model many real-world networks. Specifically, for a given range on the number of nodes, e.g., 1M-10M, we sampled the number of nodes uniformly at random in that range and then generate a graph according to BA. Finally, we associate each node with a regularized vector generated randomly (the length of which equals the total number of query topics) to simulate users’ profiles.

**Real-World Dataset** To test the performance on real scenario, we use a dataset collected from Twitter for performance evaluation. This dataset contains 41.6 million users with 476 millions tweets [18]. We extract 50 topics from it and user profile is represented by a weighted term vector in the topic space. The vector is generated by aggregating all the tweets related with the same user into a giant document and using the LDA model1 to mine users’ preferences in the topic space. To test the scalability with increasing number of users, we sampled 10M, 20M, 30M, 40M users from the dataset.

**Queries** The two factors that make up a query are topics and seed set size. For the topics, we use queries from AOL search engine.2 Given 200 topics defined in advance, we first filter the topic queries and retain those only containing our topics manually. For the seed set size, we adopt \( k = 30 \) for initial estimates on generated instances and vary the number of \( k \) from 10 to 50 on twitter for further evaluation. It is worth noting that the framework does not need to be retrained until the whole topic space is changed.

**Parameter Settings** The hyperparameters and parameter settings used in our experiments are shown in Table 3. For our method, we simply tune the hyperparameters on small

---

1 [https://github.com/kenneth-orton/TwitterLDA](https://github.com/kenneth-orton/TwitterLDA)

2 [https://www.aolsearch.com/](https://www.aolsearch.com/)
graphs (i.e., the graphs with less than 50 nodes), and fix them for large graphs.

5.2 Baseline Solutions

To solve the TIM problems, [23] has proposed a weighted sampling technique (WRIS) based on RIS and achieved an approximation ratio of \((1 - \frac{1}{e} - \epsilon)\). However, because the method needs to generate hundreds of thousands of random sample sets and requires intensive computation overhead, they further proposed two disk-based solutions, RR and IRR, to support the online query process. The idea is to put the sampling procedure from online to offline and build index on the random sample sets for each topic. During query processing, RR directly loads all the related random sample sets into memory and uses the greedy algorithm to find the top-k seed users. IRR further improves over RR by incrementally loading the most promising RR sets into memory and adopts the top-k aggregation strategy to save computation costs.

Since the baseline methods adopt IC model to simulate the information diffusion process. As for our new topic-aware IC model, we recalculate the activation probabilities and feed these values together with users’ properties into the original frameworks. As for the topic-aware LT model, we extend the framework with a mapping table to record the \(\theta_v\) of each user and modify the code of propagation according to the rules of LT as we mentioned in Sect. 3.1. As for the parameters, we set \(\epsilon\) to 0.1, \(K\) to 100 and the partition size \(\delta\) for IRR to 100 as they are the most accurate settings adopted in [23] for all experiments.

Generally, we use WRIS as a baseline solution because it uses an online sampling and thus has an effective assurance. Since IRR outperforms RR in the Twitter dataset as they reported, we adopt IRR as a baseline to compare the efficiency. That is, we compare the method based on deep learning (DIEM) with WRIS and IRR to evaluate the quality by expected targeted influence and efficiency by average running time and disk space, respectively.

In the following experiments, we evaluate the performance on generated graph instances and Twitter, respectively.

5.3 Experiments on Generated Instance

Comparison of Effectiveness

The graph embedding framework enables us to train and test on graphs of different sizes, since the same set of model parameters are used. How does the performance of the learned algorithm using small graphs generalize to test graphs of larger sizes? To investigate this, we train DIEM on graphs with 0.5M-1M nodes and test its generalization ability on graphs with up to 10M nodes regarding one topic and 30 seeds. The results are shown in Table 4.

We can see that DIEM achieves a very good performance compared with WRIS under either topic-aware IC model or topic-aware LT model. As the graph size increases to 10M, there are still only subtle differences between the targeted influences they produced, which mainly come from the exploration and utilization in RL. That is to say, our framework can be generalized to larger graph instances without new training processes.

Discussion of Different Diffusion Models As we can see from Table 4, the total influence spread under the topic-aware IC model is a little higher than the topic-aware LT model. This is probably because each node has more chances of random activation in the topic-aware IC model, while each node has only one calculation chance in the topic-aware LT model.

5.4 Experiments on Real-World Dataset

In the following experiments, we evaluate the efficiency and effectiveness of our proposed framework on real-world datasets.

| Test size | 1M–2M | 3M–4M | 5M–6M | 7M–8M | 9M–10M |
|-----------|-------|-------|-------|-------|--------|
| WRIS (IC) | 372.1 | 472.7 | 548.2 | 668.4 | 792.3 |
| DIEM (IC) | 375.6 | 478.3 | 556.3 | 673.9 | 798.6 |
| WRIS (LT) | 330.5 | 422.5 | 488.7 | 609.8 | 692.4 |
| DIEM (LT) | 335.0 | 433.8 | 496.0 | 613.4 | 699.6 |

Values are average targeted influence over 10 test instances.
5.4.1 Vary the Seed Set Size

Comparison of Efficiency We first examine the performance with increasing seed set size $k$. The running time and disk cost are shown in Fig. 1. It is obvious that the methods based on deep learning architecture (DIEM) and disk index (IRR) are significantly faster than the online sampling method (WRIS) under either IC or LT model. The average response time to a query using DIEM and IRR are 160x and 120x times faster than WRIS under IC model. However, DIEM takes 100x times less disk space than IRR. This is because IRR needs to store abundant precomputed sampling sets under each topic while DIEM only needs to maintain the model parameters.

As $k$ increases, it takes a slightly longer time for both DIEM and IRR methods to answer a query under the two models. However, IRR still spends a little more time than DIEM under both models. This is because both methods need more iterations to find the seed users, causing more computations but IRR costs more disk I/O than DIEM. To our surprise, the performance of WRIS is slightly faster as $k$ increases. The reason is that the performance of WRIS is mainly dependent on the number of RR sets generated, which is inversely proportional to the optimal targeted influence. However, the optimal targeted influence is directly proportional to $k$.

Comparison of Effectiveness In addition to the result that DIEM and IRR are much faster than WRIS, the solutions they generated are also not worse than WRIS. We report the targeted influence of seed sets returned by all the methods and models in Table 5. There is almost no difference between all the methods. Thus, the targeted influence spread for all methods will not be presented in the rest of the experiment section, as the results show similar patterns.

5.4.2 Vary the Graph Size

Comparison of Efficiency We increase the graph size, i.e., $|V|$, to test the scalability of our proposed architecture. The results are shown in Fig. 2. The methods under both IC and LT models need more time to generate a solution when the graph becomes larger because more sampling or computation need to be processed. Nevertheless, DIEM and IRR clearly outperform WRIS by great margins in all scenarios. However, DIEM still takes much less disk space than IRR. This is because, as the graph size grows, there are more RR sets needed to be built for the IRR index while DIEM only needs to maintain more parameters in neural networks.
shows that DIEM is more effective for larger graphs without compromising its performance superiority.

5.4.3 Vary the Number of Query Topics

Comparison of Efficiency When we vary the number of query topics \(|r|\) from 1 to 5, as shown in Fig. 3, the results demonstrate similar pattern: DIEM and IRR are at least two orders of magnitude better than WRIS in a social network with millions of users under both models. However, the solution found by IRR takes similar or longer time than our DIEM, but is still of worse disk cost.

6 Related Work

IM problem is an NP-hard problem and has been extensively studied. Approaches to tackling the generic IM problem have mainly two flavors: approximation algorithm and heuristics. Kempe et al. [15] proposed the first simple greedy algorithm with an approximation ratio of \((1 - 1/e - \epsilon)\). Since then, there has been a lot of research devoted to improving the efficiency while keeping the theoretical bound [6, 12, 19]. Although CELF [19] and CELF++ [12] have significantly improved the running time, the methods were only examined in small graphs with thousands of vertexes. RIS [6] uses random sampling technique and is the first method scalable enough to handle graphs with millions of vertexes. The heuristics on IM improved the efficiency by discarding the theoretical bound. For example, Chen et al. [10] used vertex degree as a selection criterion. They propose that fine-tuned heuristics may provide truly scalable solutions to IM with satisfying influence spread and blazingly fast running time.

The above methods cannot be directly applied in online advertising because the same seeds are returned for different advertisements. To solve this problem, the topic-aware IM (TIM) was proposed in [2, 23]. Inflex [2] first precomputes a number of top-k seed sets offline and process the online query by finding nearest neighbors among the neighbor approximation. Li et al. [23] adopted a weighted sampling technique based on RIS to make sure the targeted users relevant to the advertisement have a higher probability to be sampled. To meet the real-time processing requirement, they further devise two disk-based index structures to push the sampling procedure from online to offline. However, the solution requires nearly 100 GB disk size to store the sampling sets on handling 5 topics and a graph with 40 million users. Moreover, new sampling RR sets need to be generated when the method runs on a new graph. Tian et al. [30] proposed a learning approach
to tackle the topic-aware influence maximization, but they only consider the probabilities under IC models.

Besides, there has been some seminal work on using deep architectures to learn heuristics for combinatorial problems on graphs recently [3, 32]. However, the architectures used in these works are generic, not yet effectively reflecting the combinatorial structure of graph problems. In [16], the authors proposed a unique combination of reinforcement learning and graph embedding to incrementally learn heuristic algorithms for traditional problems over graphs like the minimum vertex cover, maximum cut and traveling salesman problems. Since there are more complex structures in the topic-aware influence maximization problem settings, such as user profiles and dynamic diffusion probabilities, we extend the vector representation by incorporating useful information and adopt a more advanced algorithm, namely double DQN with prioritized experience replay to train the larger models.

Compared with existing topic-aware IM solutions, our greedy heuristic framework behaves like a meta-algorithm which is driven by data instead of designing the complex algorithm. Our solution not only retrieves seed users in a few seconds with graph with millions of nodes while costs very little disk size, but also can be generalized to solve different graph instances under the same problem structure.

7 Conclusion

We established a machine learning framework for automatically designing greedy heuristics for topic-aware influence maximization (TIM) problems. The point of our approach is the combination of deep graph embedding with reinforcement learning. Besides, we proposed two diffusion models to capture the characteristics in advertisements spread. Through extensive experiments on generated graph instances and real-world social network, we demonstrate the effectiveness of the proposed framework as compared to manually-designed TIM algorithms. Moreover, the learned heuristics can be generalized to solve different TIM problems, i.e., TIM of larger graph size, TIM on different graph instances under the same topics with all excellent performance.
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