Uniqueness of solutions for a mathematical model for magneto-viscoelastic flows
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Abstract

We investigate uniqueness of weak solutions for a system of partial differential equations capturing behavior of magnetoelastic materials. This system couples the Navier-Stokes equations with evolutionary equations for the deformation gradient and for the magnetization obtained from a special case of the micromagnetic energy. It turns out that the conditions on uniqueness coincide with those for the well-known Navier-Stokes equations in bounded domains: weak solutions are unique in two spatial dimensions, and weak solutions satisfying the Prodi-Serrin conditions are unique among all weak solutions in three dimensions. That is, we obtain the so-called weak-strong uniqueness result in three spatial dimensions.
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1 Introduction

Magnetoelastic materials have various applications as fluids and solids in sensors and actuators due to the coupling of magnetic and elastic effects. In particular, such materials respond mechanically to applied magnetic fields and they change their magnetic properties in response to mechanical stresses. The aim of this work is to study uniqueness of weak solutions of a corresponding evolutionary system of partial differential equations in the incompressible case.

Let $\Omega \subset \mathbb{R}^d$ be a bounded regular domain for $d = 2$ or $3$, let $T > 0$ be a given time and denote $Q_T := (0, T) \times \Omega$ for brevity. Let $v : Q_T \to \mathbb{R}^d$ be the velocity field, $F : Q_T \to \mathbb{R}^{d \times d}$ the deformation gradient, and $M : Q_T \to \mathbb{R}^3$ the magnetization vector, all described in Eulerian coordinates. The magnetoelastic material is exposed to an external magnetic field $H_{\text{ext}} : Q_T \to \mathbb{R}^3$. We consider a system in which the behavior of the material is governed by the following set of balance equations

\begin{align}
    v_t + (v \cdot \nabla)v + \nabla p + \text{div}(\nabla^T M \nabla M) - \text{div}(FF^T) &= \nu \Delta v + \nabla^T H_{\text{ext}}M, \\
    \text{div} v &= 0,
\end{align}

where $\nu$ is the kinematic viscosity. For simplicity, we will assume that $\Omega$ is a smooth domain. The terms involving $M$ represent the coupling of magnetization to the deformation gradient, which is driven by the external magnetic field.
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\[ F_t + (v \cdot \nabla) F - \nabla v F = \kappa \Delta F, \quad (3) \]
\[ M_t + (v \cdot \nabla) M = \Delta M + H_{\text{ext}} - \frac{1}{\mu^2} (|M|^2 - 1) M, \quad (4) \]

holding in \( Q_T \), with the boundary conditions \( v = 0, F = 0 \) and \( \frac{\partial M}{\partial n} = 0 \) on \((0, T) \times \partial \Omega \), where \( n \) stands for the unit outer normal to \( \Omega \). We complete the system with appropriate initial data specified below.

Existence of weak solutions to the above system was derived in [12] for slightly different boundary conditions and \( H_{\text{ext}} = 0 \), cf. also [2]. For the convenience of the reader we will present the main steps of the existence proof for system (1)–(4) in Appendix B. The main focus of this article is on uniqueness of weak solutions: In the two-dimensional case \((d = 2)\), weak solutions turn out to be unique; see Theorem 3. The proof relies on the fact that the weak solutions may be used as test functions in the weak formulation of (1)–(4) in two spatial dimensions (see discussion under (6) for a precise explanation). In three dimensions \((d = 3)\), this is no longer the case, which is why the proof cannot be transferred. Instead we prove a kind of weak-strong uniqueness, see Theorem 4. A strong solution of the system is a weak solution that satisfies certain additional regularity conditions. Any such strong solution turns out to be unique among all weak solutions, the property being referred to as weak-strong uniqueness.

A distinguishing feature of the system under consideration is interconnection of viscoelasticity with magnetism, which results in the incompressible Navier-Stokes equations coupled with balance equations for the deformation gradient \( F \) and the magnetization \( M \). The resulting nonlinear terms present challenges in pursuit of existence and uniqueness of weak solutions to the system. Nevertheless, it turns out that uniqueness for the coupled system can still be shown by means of the energy method, see Sections 3 and 4.

From the modeling point of view, a difficulty related to the coupled magnetic and elastic systems is that magnetism is phrased in Eulerian coordinates (current configuration) and elasticity in Lagrangian ones (reference configuration, also referred to as initial or undeformed configuration). There are various approaches in the literature (see e.g. [3, 8, 17]) for variational approaches in the static case. Rate-independent evolution models are studied in [18]. There are also results available for models which couple the Landau-Lifshitz-Gilbert equation with elasticity in the small strain setting; see [3, 5]. Most closely related to our system (1)–(4) is the system studied in [1], cf. also [12]. In their model, (4) is replaced by the Landau-Lifshitz-Gilbert equation, which is more involved than the gradient flow (4) due to further nonlinearities. Although the existence of weak solutions has been proved, the question of their uniqueness will be investigated in our future work.

Following [22], we transform all physical quantities to the Eulerian system, which has the advantage that we do not have to deal with invertibility issues of the corresponding deformation mapping later and that it will be easier to extend our model to composite materials. The derivation of (1)–(4) is obtained from a variational approach outlined in Appendix A. The system includes micromagnetism, which is a variational theory that allows the magnetization to form microstructures; see the reviews [3, 13, 19].

Note that if \( M \equiv 0 \), the system (1)–(4) reduces to a model for incompressible viscoelastic flows, cf. [16, 21, 22]. The idea of regularizing the evolution equation for the deformation gradient (3) goes back to [20]. For an overview of analytical results for viscoelastic flows we refer to the introduction of [16], where the system is studied without the regularization, yet under the assumption that the initial data are close to equilibrium.

The situation is similar in spirit to that for the Navier-Stokes equations, where one has uniqueness of weak solutions in two dimensions and weak-strong uniqueness in three spatial dimensions. The regularity of the strong solution is prescribed by the Prodi-Serrin conditions, cf., e.g., [11, 24] or [29].
p. 298]. That is, to show that a given weak solution is unique, it suffices to show e.g. that it satisfies the Prodi-Serrin conditions. As is well-known, uniqueness depends on the geometry of the spatial domain; there are examples of non-uniqueness in certain domains; see [15].

Similar problems have been discussed in related but different systems of partial differential equations in recent years. For instance, weak-strong uniqueness is shown for incompressible viscoelastic flows [16], for the flow of nematic liquid crystals [23], in 3D incompressible Navier-Stokes equations with damping [30], and compressible, viscous, and heat conducting fluids [11]. In the context of measure-valued solutions, weak-strong uniqueness is studied for instance for polyconvex elastodynamics [6], and for compressible fluid models in [14]. Moreover, uniqueness results are also known for the magneto-hydrodynamic equations, cf. [27].

To avoid unnecessarily cluttered presentation, in the entire paper we will assume that the external forces are zero, i.e. $H_{\text{ext}} = 0$. Had this quantity been present, we would only need to change inequality (5) below in the corresponding manner and then, in the proof itself, we would treat a few more integral terms in the very same way as we do already. The proof would have been slightly longer, but it would offer no new ideas.

The outline of the remaining part of the paper is as follows: In the next, second section, we state the main results on existence and uniqueness of weak solutions. In the third section we prove uniqueness in two dimensions and in the fourth one we show weak-strong uniqueness in three dimensions. In Appendix A we comment on the derivation of the model (1)–(4). In Appendix B we then provide a skeleton proof of the existence of weak solutions.

2 The result

Before we formulate the announced theorem on uniqueness, let us first acquaint the reader with our notation. It is mostly standard or self-explanatory; we only recall

$$ W^{1,2}_{0,\text{div}}(\Omega) := \{ \varphi \in W^{1,2}(\Omega; \mathbb{R}^d) \mid \text{div} \varphi = 0 \text{ in } \Omega, \varphi = 0 \text{ on } \partial\Omega \text{ in the sense of traces} \}, $$

$$ W^{2,2}_n(\Omega) := \{ \varphi \in W^{2,2}(\Omega; \mathbb{R}^3) \mid \frac{\partial \varphi}{\partial n} = 0 \text{ on } \partial\Omega \text{ in the sense of traces} \}. $$

No explicit distinction between spaces of scalar-, vector-, or tensor-valued functions will be made, for confusion should never occur. Generic constants used in estimates are denoted by $C$ and their value can vary between the lines.

Next we define the notion of a weak solution to the investigated system:

**Definition 1** Let $T > 0$, $v_0 \in L^2_{\text{div}}(\Omega; \mathbb{R}^d)$, $F_0 \in L^2(\Omega; \mathbb{R}^{d \times d})$ and $M_0 \in W^{1,2}(\Omega; \mathbb{R}^3)$. Denote $r := 2$ if $d = 2$ and $r := 4/3$ if $d = 3$. We call $(v, F, M) : Q_T \to \mathbb{R}^d \times \mathbb{R}^{d \times d} \times \mathbb{R}^3$ a weak solution to (1)–(4), if

$$ v \in L^\infty(0, T; L^2(\Omega)) \cap L^2(0, T; W^{1,2}_{0,\text{div}}(\Omega)), \quad v_t \in L^r(0, T; (W^{1,2}_{0,\text{div}}(\Omega))^*), $$

$$ F \in L^\infty(0, T; L^2(\Omega)) \cap L^2(0, T; W^{1,2}_n(\Omega)), \quad F_t \in L^r(0, T; (W^{1,2}_n(\Omega))^*), $$

$$ M \in L^\infty(0, T; W^{1,2}(\Omega)) \cap L^2(0, T; W^{2,2}_n(\Omega)), \quad M_t \in L^r(0, T; L^2(\Omega)), $$

equations (1), (2) and (4) are satisfied in the sense of distributions on $Q_T$ (1) only for solenoidal test functions, so that we need not have to bother with the pressure $p$, whose treatment we neglect completely) and the inequality

$$ \|v(t)\|_{L^2(\Omega)}^2 + \|F(t)\|_{L^2(\Omega)}^2 + \|M(t)\|_{L^2(\Omega)}^2 + \|\nabla M(t)\|_{L^2(\Omega)}^2 $$
\[ +2 \int_{Q_T} \left( \nu |\nabla v|^2 + \kappa |\nabla F|^2 + |\nabla M|^2 + |\Delta M|^2 + \frac{1}{\mu^2} (|M|^2 - 1) M \cdot (M - \Delta M) \right) dx \, ds \quad (6) \]

holds for a.e. \( t \in (0, T) \).

The boundary conditions are assumed to be attained in the form

\[ \lim_{t \to 0^+} \left( \|v(t) - v_0\|_{L^2(\Omega)} + \|F(t) - F_0\|_{L^2(\Omega)} + \|M(t) - M_0\|_{W^{1,2}(\Omega)} \right) = 0. \quad (7) \]

Instead of (6), we could alternatively require an inequality in the vein of [12, (3.111)]. The latter version, although a true energy inequality (unlike our case), would on the one hand make the definition of weak solutions much closer to the well-known Leray-Hopf solutions to the Navier-Stokes equations, yet on the other hand, it would be much less practical in our proof. For this reason we chose the not-quite-energy inequality (6) in our definition. By the way, this inequality is unnecessary to impose explicitly when \( d = 2 \), since then regularity (5) implies that we may test the equation for linear momentum (1) by \( v \), equation (3) by \( F \) and equation (4) by \( M - \Delta M \), yielding in the end even equality in (6).

Validity of (6) is no longer obvious in three dimensions: (11)–(14) and (5) then dictate that we would need also \( v \in L^4(0, T; L^4(\Omega; \mathbb{R}^d)) \), \( F \in L^4(0, T; L^4(\Omega; \mathbb{R}^{d \times d})) \) and \( \nabla M \in L^4(0, T; L^4(\Omega; \mathbb{R}^{3 \times d})) \) to use \( v, F \) and \( \Delta M \) as the respective test functions, which is more than the definition assures (see Lemma [9]). Actually, inequality (6) in three dimensions is a consequence of its being satisfied as equality by approximate regular solutions and weak/weak* lower semicontinuity of the norm. As a sidenote, the only difference between (6) and the said true energy inequality, lies in testing equation (1) by its entire right-hand side in lieu of simply \( M - \Delta M \).

Having got acquainted with the concept of weak solutions, we present the theorem on existence of weak solutions, whose proof is sketched in Appendix [B].

**Theorem 2** Let \( d = 2, 3 \) and \( \Omega \subset \mathbb{R}^d \) be a \( C^\infty \) domain. Then the system (11)–(14) possesses a weak solution \((v, F, M)\) in the sense of Definition [7].

The main purpose of this paper is to prove the following two statements on uniqueness of the weak solutions found above, which will be proved in the subsequent sections.

**Theorem 3** When \( d = 2 \), weak solutions are unique.

In three dimensions, we have a weak-strong type of uniqueness in the vein of Navier-Stokes’ equations, dictated by the Prodi-Serrin conditions:

**Theorem 4** Let \( d = 3 \), \((v^1, F^1, M^1)\) be a weak solution and \((v^2, F^2, M^2)\) a weak solution with the same initial data, additionally satisfying Prodi-Serrin conditions \(|v^2|, |F^2|, |\nabla M^2| \in L^s(0, T; L^s(\Omega))\), where \( \frac{2}{s} + \frac{3}{s} = 1 \) for some \( s \in (3, \infty) \). Then \((v^1, F^1, M^1) = (v^2, F^2, M^2)\) a.e. in \( QT \).

**Remark 5** Like in the classical Navier-Stokes equations, the borderline case \((r, s) = (2, \infty)\) is admissible as well and it can be proved by means of our proof to Theorem [4] mutatis mutandis. We avoid inclusion of this case to the proof just for aesthetic reasons; one would have to constantly distinguish between the cases \( s < \infty \) and \( s = \infty \), when considering fractions involving \( s \).
We conjecture that Theorem 4 holds as well for \((r, s) = (\infty, 3)\) but considering a comparatively more involved proof of this situation in Navier-Stokes equations, we do not aspire to prove it here. See [25] for a further extension of the Prodi-Serrin conditions.

3 Uniqueness in 2D

Proof of Theorem 3. Let us have weak solution \((v^1, F^1, M^1), (v^2, F^2, M^2)\) equipped with the same initial conditions. Denoting the corresponding systems with corresponding superscripts, we test equation (1)\(^1 - (1)\)\(^2\) with \(v := v_1 - v_2\) over \(Q_t := (0, t) \times \Omega, \ t \in (0, T)\). The pressure term disappears due to the divergence-free condition on \(v\) and we obtain

\[
\frac{1}{2} \|v(t)\|^2 + \nu \int_{Q_t} |\nabla v|^2 + I_0 + I_1 + I_2 = 0, \tag{8}
\]

where

\[
I_0 := \int_{Q_t} ( (v^1 \cdot \nabla)v^1 - (v^2 \cdot \nabla)v^2 ) \cdot v = \int_{Q_t} ( (v \cdot \nabla)v^1 ) \cdot v,
I_1 := \int_{Q_t} \text{div}(\nabla T M^1 \nabla M^1 - \nabla T M^2 \nabla M^2 ) \cdot v,
I_2 := - \int_{Q_t} \text{div}(F^1(F^1)^T - F^2(F^2)^T) \cdot v.
\]

The terms \(I_1, I_2\) pollute (8) and we get rid of them using equations (3)\(^i\) and (4)\(^i\). Let us test equation (3)\(^1 - (3)\)\(^2\) with \(F := F^1 - F^2\) over \(Q_t:\)

\[
\frac{1}{2} \|F(t)\|^2 + \kappa \int_{Q_t} |\nabla F|^2 + I_3 + I_4 = 0, \tag{9}
\]

where

\[
I_3 := \int_{Q_t} ( (v^1 \cdot \nabla)F^1 - (v^2 \cdot \nabla)F^2 ) : F = \int_{Q_t} ( (v \cdot \nabla)F^1 ) : F^1 = \int_{Q_t} ( (v \cdot \nabla)F^1 ) : F,
I_4 := - \int_{Q_t} ( \nabla v^1 F^1 - \nabla v^2 F^2 ) : F.
\]

Similarly (4)\(^1 - (4)\)\(^2\) with \(M := (M^1 - M^2)\):

\[
\frac{1}{2} \|M(t)\|^2 + \int_{Q_t} |\nabla M|^2 + I_5 + I_6 = 0, \tag{10}
\]

where

\[
I_5 := \int_{Q_t} ( (v^1 \cdot \nabla)M^1 - (v^2 \cdot \nabla)M^2 ) \cdot M = \int_{Q_t} ( (v \cdot \nabla)M^1 ) \cdot M^1 = \int_{Q_t} ( (v \cdot \nabla)M^1 ) \cdot M,
I_6 := \frac{1}{\mu^2} \int_{Q_t} ( (|M^1|^2 - 1)M^1 - (|M^2|^2 - 1)M^2 ) \cdot M.
\]

Lastly, test again (4)\(^1 - (4)\)\(^2\) with \(-\Delta M := -\Delta (M^1 - M^2)\):

\[
\frac{1}{2} \|\nabla M(t)\|^2 + \int_{Q_t} |\Delta M|^2 + I_7 + I_8 = 0, \tag{11}
\]
where

\[ I_7 := - \int_{Q_t} (v^1 \cdot \nabla) M^1 - (v^2 \cdot \nabla) M^2 \cdot \Delta M, \]

\[ I_8 := - \frac{1}{\mu^2} \int_{Q_t} (|M^1|^2 - 1)M^1 - (|M^2|^2 - 1)M^2 \cdot \Delta M. \]

Now we sum up (8)–(11):

\[
\frac{1}{2} (\|v(t)\|_2^2 + \|F(t)\|_2^2 + \|M(t)\|_2^2 + \|\nabla M(t)\|_2^2)
\]

\[ =: f(t) \]

\[ + \int_{Q_t} (\nu \|
abla v\|^2 + \kappa |\nabla F|^2 + |\nabla M|^2 + |\Delta M|^2) + \sum_{i=0}^{8} I_i = 0, \quad (12) \]

where the sum \( \sum_{i=0}^{8} I_i \) has to be taken care of. There is no problem with \( I_0, I_3 \text{ and } I_5 \) as these terms are each quadratic in the solution difference and we can obtain \( |I_{0,3,5}| \leq \int_0^t h(s) f(s) \, ds + \varepsilon g(t) \) for some non-negative \( h \in L^1(0, T) \) and \( 0 < \varepsilon \ll 1 \): Since \( d = 2 \), we may avail ourselves of the interpolation

\[ \|u\|_4^2 \leq C \|u\|_2 \|\nabla u\|_2 \quad \text{for any } u \in W^{1,2}_0(\Omega) \text{ with } C = C(\Omega), \]

and when combined with Young’s inequality, we get

\[ |I_0| \leq \int_{Q_t} |v|^2 \|
abla v\|^1 \leq \int_0^t \|v(s)\|^2_4 \|
abla v\|^1(s)\|_2 \leq C \int_0^t \|v(s)\|_4 \|
abla v\|^1(s)\|_2 \|
abla v\|^1(s)\|_2 \]

\[ \leq C \int_0^t \|v(s)\|_4^2 \|
abla v\|^1(s)\|_2^2 + \int_{Q_t} \frac{\nu}{8} \|
abla v\|^2, \quad (13) \]

\[ |I_3| \leq \int_{Q_t} v\|
abla F\| \|
abla F\|^1 \leq \int_0^t v\|F(s)\|_4 \|
abla F\|^1(s)\|_2 \]

\[ \leq C \int_0^t \|v(s)\|_{1/2}^2 \|
abla v\|_{1/2}^2 \|F(s)\|_{1/2}^2 \|
abla F\|_{1/2}^2 \|
abla F\|^1(s)\|_2 \]

\[ \leq C \int_0^t (\|v(s)\|^2 + \|F(s)\|^2) \|
abla F\|^1(s)\|_2^2 + \int_{Q_t} \frac{1}{8} (\nu \|
abla v\|^2 + \kappa |\nabla F|^2), \quad (14) \]

\[ |I_5| \leq \int_{Q_t} \|v\| M \|
abla M\|^1 \leq \int_0^t \|v(s)\|_4 \|M(s)\|_4 \|
abla M\|^1(s)\|_2 \]

\[ \leq C \int_0^t \|v(s)\|_{1/2}^2 \|
abla v\|_{1/2}^2 \|M(s)\|_{1/2}^2 \|
abla M\|_{1/2}^2 \|
abla M\|^1(s)\|_2 \]

\[ \leq C \int_0^t (\|v(s)\|^2 + \|M(s)\|^2) \|
abla M\|^1(s)\|_2^2 + \int_{Q_t} \frac{1}{8} (\nu \|
abla v\|^2 + \|
abla M\|^2). \quad (15) \]

If we are able to achieve the same also with other \( I_i \)'s, we may in the end invoke Gronwall’s lemma and hence procure the result.

Let us now take \( I_2 + I_4 \), i.e. the so-far uncontrolled terms related to the deformation gradients. Given that

\[ (F^i(F^i)^T) : \nabla v^j = (\nabla v^j F^i) : F^i, \quad i, j \in \{1, 2\}, \]
we have
\[
I_2 + I_4 = -\int_{Q_t} ((F^1(F^1)^T) : \nabla v^2 + (F^2(F^2)^T) : \nabla v^1 - (\nabla v^1 F^1) : F^2 - (\nabla v^2 F^2) : F^1)
\]
\[
= -\int_{Q_t} ((\nabla v^2 F^1) : F^1 + (\nabla v^1 F^2) : F^2 - (\nabla v^2 F^2) : F^1)
\]
\[
= \int_{Q_t} ((\nabla v^1 F) : F^2 - (\nabla v^2 F) : F^1) = \int_{Q_t} ((\nabla v F) : F^1 - (\nabla v^1 F) : F) ,
\]
each of which is again quadratic in the solution difference and therefore manageable completely analogously as before, i.e.
\[
|I_2 + I_4| \leq \int_{Q_t} |\nabla v||F||F^1| + \int_{Q_t} |F|^2|\nabla v^1| \tag{16}
\]
and
\[
\int_{Q_t} |\nabla v||F||F^1| \leq C \int_0^t \|\nabla v(s)||_2\|F(s)||_2^{1/2}\|\nabla F(s)||_2^{1/2}\|F^1(s)||_2^{1/2}\|\nabla F^1(s)||_2^{1/2}
\]
\[
\leq C \int_0^t \|F(s)||_2^2\|\nabla F^1(s)||_2^2 + \int_{Q_t} \frac{1}{8}(\nu|\nabla v|^2 + \kappa|\nabla F|^2) , \tag{17}
\]
\[
\int_{Q_t} |F|^2|\nabla v^1| \leq C \int_0^t \|F(s)||_2^2\|\nabla v^1(s)||_2^2 + \int_{Q_t} \frac{\kappa}{8}|\nabla F|^2 . \tag{18}
\]
Next we handle \(I_1 + I_7\). First
\[
\text{div}(\nabla^TM^i \nabla M^i) = \frac{1}{2}\nabla |\nabla M^i|^2 + \nabla^TM^i \Delta M^i , \quad i = 1, 2,
\]
so that
\[
I_1 = \int_{Q_t} ((\nabla^TM^1 \Delta M^1 - \nabla^TM^2 \Delta M^2) \cdot v
\]
\[
= \int_{Q_t} ((v^1 \cdot \nabla)M^1) \cdot \Delta M^1 + ((v^2 \cdot \nabla)M^2) \cdot \Delta M^2 - (\nabla^TM^1 \Delta M^1) \cdot v^2 - (\nabla^TM^2 \Delta M^2) \cdot v^1,
\]
hence
\[
I_1 + I_7 = \int_{Q_t} ((\nabla^TM^1 \Delta M^1 - \nabla^TM^2 \Delta M^2) \cdot v - ((v^1 \cdot \nabla)M^1 - (v^2 \cdot \nabla)M^2) \cdot \Delta M
\]
\[
= \int_{Q_t} (((v^1 \cdot \nabla)M^1) \cdot \Delta M^2 + ((v^2 \cdot \nabla)M^2) \cdot \Delta M^1 - (\nabla^TM^1 \Delta M^1) \cdot v^2 - (\nabla^TM^2 \Delta M^2) \cdot v^1)
\]
\[
= \int_{Q_t} ((\nabla^TM^1 \Delta M^2) \cdot v^1 + (\nabla^TM^2 \Delta M^1) \cdot v^2 - (\nabla^TM^1 \Delta M^1) \cdot v^2 - (\nabla^TM^2 \Delta M^2) \cdot v^1)
\]
\[
= \int_{Q_t} ((\nabla^TM \Delta M^2) \cdot v^1 - (\nabla^TM \Delta M^1) \cdot v^2) = \int_{Q_t} ((\nabla^TM \Delta M^2) \cdot v - (\nabla^TM \Delta M) \cdot v^2).
\]
Both terms at the end are again quadratic in the solution difference and we may apply the same estimates as before:
\[
|I_1 + I_7| \leq \int_{Q_t} |\nabla M||v||\Delta M^2| + \int_{Q_t} |\nabla M||\Delta M||v^2| . \tag{19}
\]
Recalling the standard regularity result for the Laplace equation
\[\|\nabla^2 u\|_2 \leq C(\|u\|_2 + \|\Delta u\|_2)\] for any \(u \in W^{2,2}(\Omega)\) with \(C = C(\Omega)\),
the two terms in \((19)\) can be handled as follows:
\[
\int_{Q_t} |\nabla M||v||\Delta M|^2 \leq C \int_0^t \|\nabla M(s)\|^{1/2} \|\nabla^2 M(s)\|^{1/2} \|v(s)\|^{1/2} \|\nabla v(s)\|^{1/2} \|\Delta M^2(s)\|_2
\]
\[
\leq C \int_0^t \|\nabla M(s)\|^{1/2} (\|M(s)\|^{1/2} + \|\Delta M(s)\|^{1/2}) \|v(s)\|^{1/2} \|\nabla v(s)\|^{1/2} \|\Delta M^2(s)\|_2
\]
\[
\leq C \int_0^t \|v(s)\|^2_2 + \|M(s)\|^{2} + \|\nabla M(s)\|^2 \|\Delta M^2(s)\|^2_2
\]
\[
+ \int_{Q_t} \frac{1}{8} (|\nabla M|^2 + |\Delta M|^2 + v|\nabla v|^2), \tag{20}
\]
\[
\int_{Q_t} |\nabla M||\Delta M||v|^2 \leq C \int_0^t \|\nabla M(s)\|^{1/2} \|\nabla^2 M(s)\|^{1/2} \|v^2(s)\|^{1/2} \|\nabla v^2(s)\|^{1/2} \|\Delta M(s)\|_2
\]
\[
\leq C \int_0^t \|\nabla M(s)\|_2 (\|M(s)\|_2 + \|\Delta M(s)\|_2) \|v^2(s)\|_2 \|\nabla v^2(s)\|_2 + \int_{Q_t} \frac{1}{16} |\Delta M|^2
\]
\[
\leq C \int_0^t \|M(s)\|^2_2 + \|\nabla M(s)\|^2_2 \|v^2(s)\|^2_2 \|\nabla v^2(s)\|^2_2 + \int_{Q_t} \frac{1}{8} |\Delta M|^2. \tag{21}
\]
Thus what remains is to deal with \(I_6\) and \(I_8\), for which we first take into account
\[
(|M^1|^2 |M^1 - |M^2|^2 M^2|) \cdot (M^1 - M^2) \geq 0,
\]
\[
|\nabla M|^2 M^1 - |M^2|^2 M^2| \leq \frac{3}{2} |M|(|M^1|^2 + |M^2|^2),
\]
so that
\[
I_6 = -\frac{1}{\mu^2} \int_{Q_t} |M|^2 + \frac{1}{\mu^2} \int_{Q_t} (|M^1|^2 M^1 - |M^2|^2 M^2) \cdot M \geq -\frac{1}{\mu^2} \int_{Q_t} |M|^2, \tag{22}
\]
\[
I_8 = -\frac{1}{\mu^2} \int_{Q_t} |\nabla M|^2 - \frac{1}{\mu^2} \int_{Q_t} (|M^1|^2 M^1 - |M^2|^2 M^2) \cdot \Delta M
\]
\[
\geq -\frac{1}{\mu^2} \int_{Q_t} |\nabla M|^2 - \frac{3}{2\mu^2} \int_{Q_t} (|M^1|^2 + |M^2|^2)|M|\|\Delta M\|
\]
\[
\geq -C \int_0^T (\|M(s)\|^2_2 + \|\nabla M(s)\|^2_2) (1 + \|M^1(s)\|_8^8 + \|M^2(s)\|_8^8) - \int_{Q_t} \frac{1}{8} |\Delta M|^2. \tag{23}
\]
Because \(M^{1,2} \in L^4(0, T; L^8(\Omega))\), we can apply estimates \((13)-(23)\) to equation \((12)\), to finally obtain
\[
f(t) \leq \int_0^t h(s)f(s) \, ds
\]
for some non-negative, integrable function \(h\). Gronwall’s inequality now yields the claim. \(\square\)

4 Uniqueness in 3D

In this section we prove Theorem 4. We begin with two auxiliary lemmas.
Lemma 6  Let \((v, F, M)\) be a weak solution in the sense of Definition\(^1\) enjoying additionally\(^\boxed{\mathfrak{I}}\) 

\[v \in L^4(0, T; L^4(\Omega; \mathbb{R}^d)), \quad F \in L^4(0, T; L^4(\Omega; \mathbb{R}^{d \times d})), \quad \nabla M \in L^4(0, T; L^4(\Omega; \mathbb{R}^{3 \times d})).\]

Then

\[v_t \in L^2(0, T; (W^{1,2}_{0, \text{div}}(\Omega))^*), \quad F_t \in (L^2(0, T; (W^{1,2}_{0, \text{div}}(\Omega))^*) \cap L^4(Q_T))^*, \quad M_t \in L^2(0, T; L^2(\Omega)).\]

In particular, \((v, F, M)\) satisfies \(\boxed{\mathfrak{I}}\) even as equality.

\[\textbf{Proof.}\] The energy equality results from the fact that we are allowed to test \(\boxed{1}\) by \(v\), \(\boxed{2}\) by \(F\) and \(\boxed{3}\) by \(M - \Delta M\). The sum of the three integral identities then yields the equality.

Now for the time derivatives. For \(\varphi \in L^2(0, T; W^{1,2}_{0, \text{div}}(\Omega))\) we estimate the time derivative \(v_t\) by means of \(\boxed{1}\) as follows:

\[
\left| \int_0^T (v_t, \varphi) \right| = \left| \int_0^T \nu \int_\Omega \nabla v : \nabla \varphi \, dx - \int_\Omega (v \otimes v) : \nabla \varphi \, dx - \int_\Omega (\nabla^T M \nabla M) : \nabla \varphi \, dx + \int_\Omega (FF^T) : \nabla \varphi \, dx dt \right|
\leq \int_0^T \left( \nu \|\nabla v\|_{L^2(\Omega)} + \|v\|_{L^4(\Omega)}^2 + \|\nabla M\|_{L^4(\Omega)}^2 + \|F\|_{L^4(\Omega)}^2 \right) \|\nabla \varphi\|_{L^2(\Omega)} dt
\leq C\|\varphi\|_{L^2(0, T; W^{1,2}_{0, \text{div}}(\Omega))}.
\]

Similarly for \(F_t\): Let \(\varphi \in L^2(0, T; W^{1,2}_{0, \text{div}}(\Omega)) \cap L^4(Q_T)\). Then

\[
\left| \int_0^T (F_t, \varphi) \right| = \left| \int_0^T \kappa \int_\Omega \nabla F : \nabla \varphi \, dx + \int_\Omega (v \cdot \nabla) F : \varphi \, dx - \int_\Omega \nabla v F : \varphi \, dx dt \right|
\leq \int_0^T \kappa \|\nabla F\|_{L^2(\Omega)} \|\nabla \varphi\|_{L^2(\Omega)} + \left( \|v\|_{L^4(\Omega)} \|\nabla F\|_{L^2(\Omega)} + \|\nabla v\|_{L^2(\Omega)} \|F\|_{L^4(\Omega)} \right) \|\varphi\|_{L^4(\Omega)} dt
\leq C \left( \|\varphi\|_{L^2(0, T; W^{1,2}_{0, \text{div}}(\Omega))} + \|\varphi\|_{L^4(Q_T)} \right).
\]

Finally, since \(M \in L^8(Q_T)\), the time derivative \(M_t\) is estimated from \(\boxed{4}\) simply as

\[
\|M_t\|_{L^2(Q_T)} \leq \|(\nabla \cdot v) M\|_{L^2(Q_T)} + \|\Delta M\|_{L^2(Q_T)} + \frac{1}{\mu^2} \|(|M|^2 - 1)M\|_{L^2(Q_T)}
\leq \|v\|_{L^4(Q_T)} \|\nabla M\|_{L^4(Q_T)} + \|\Delta M\|_{L^2(Q_T)} + \frac{1}{\mu^2} \|M\|_{L^4(Q_T)}^3 + \frac{1}{\mu^2} \|M\|_{L^2(Q_T)} \leq C. \quad \Box
\]

Denoting the corresponding systems \(\boxed{1} - \boxed{4}\) for \((v^i, F^i, M^i)\) as \(\boxed{i^1} - \boxed{i^4}\), \(i = 1, 2\), another auxiliary lemma for the proof of Theorem\(^4\) is the following:

**Lemma 7** Under assumptions of Theorem\(^4\) we are allowed to test \(\boxed{1}\) with \(v^2\), \(\boxed{3}\) with \(F^2\) and \(\boxed{4}\) with \(M^2 - \Delta M^2\).

\(^1\)For a possible way how to weaken these assumptions, see \(\boxed{4}\).
Proof. We proceed like in Lemma 6. Let us show that \( v_1^1 \in (L^2(0, T; W^{1,2}_{0,\text{div}}(\Omega)) \cap L^r(0, T; L^s(\Omega)))^* \) first:

\[
\left| \int_0^T \left( \phi \right) \right| \leq \left| \int_0^T \nu \int_\Omega \nabla v^1 : \nabla \phi dx \right.
\]

\[
- \int_\Omega (v^1 \cdot \nabla \phi) dx + \int_\Omega \text{div}(\nabla T M^1 \nabla M^1) \cdot \phi dx - \int_\Omega \text{div}(F^1(T^1) \cdot \phi) dt \left| \right.
\]

It evidently suffices to estimate the terms on the second line.

\[
\left| \int_0^T \left( \phi \right) \right| \leq \int_0^T \left| \int_\Omega \nabla v^1 : \nabla \phi dx \right|
\]

\[
\leq C \int_0^T \left| \int_\Omega \nabla v^1 : \nabla \phi dx \right|
\]

\[
\leq C \parallel v^1 \parallel_{L^2(\Omega)} \parallel \nabla v^1 \parallel_{L^2(\Omega)} \parallel \varphi \parallel_{L^r(\Omega)} dx dt
\]

\[
\leq C \parallel v^1 \parallel_{L^2(\Omega)} \parallel \nabla v^1 \parallel_{L^2(\Omega)} \parallel \varphi \parallel_{L^r(\Omega)} dx dt
\]

\[
\leq C \parallel v^1 \parallel_{L^2(\Omega)} \parallel \nabla v^1 \parallel_{L^2(\Omega)} \parallel \varphi \parallel_{L^r(\Omega)} dx dt
\]

Similarly \( F_1^1 \in (L^2(0, T; W^{1,2}_{0,\text{div}}(\Omega)) \cap L^r(0, T; L^s(\Omega)))^* \):

\[
\left| \int_0^T \left( \phi \right) \right| \leq \left| \int_0^T \phi \int_\Omega \nabla v^1 : \nabla \phi dx + \int_\Omega (v^1 \cdot \nabla \phi) dx \right.
\]

\[
- \int_\Omega \text{div}(\nabla T M^1 \nabla M^1) \cdot \phi dx - \int_\Omega \text{div}(F^1(F^1) \cdot \phi) dt \left| \right.
\]

It is again sufficient to estimate the second term only (the third one follows analogously given that \( v^1 \) and \( F^1 \) have the same regularity):

\[
\left| \int_0^T \left( \phi \right) \right| \leq \int_0^T \left| \int_\Omega \nabla v^1 : \nabla \phi dx \right|
\]

\[
\leq C \int_0^T \left| \int_\Omega \nabla v^1 : \nabla \phi dx \right|
\]

\[
\leq C \parallel v^1 \parallel_{L^2(\Omega)} \parallel \nabla v^1 \parallel_{L^2(\Omega)} \parallel \varphi \parallel_{L^r(\Omega)} dx dt
\]

\[
\leq C \parallel v^1 \parallel_{L^2(\Omega)} \parallel \nabla v^1 \parallel_{L^2(\Omega)} \parallel \varphi \parallel_{L^r(\Omega)} dx dt
\]

\[
\leq C \parallel v^1 \parallel_{L^2(\Omega)} \parallel \nabla v^1 \parallel_{L^2(\Omega)} \parallel \varphi \parallel_{L^r(\Omega)} dx dt
\]
And to conclude, \( \nabla M^1 \in \{ \varphi \in L^2(0,T; W^{1,2}(\Omega)) \mid \varphi \cdot \mathbf{n} = 0 \text{ on } (0,T) \times \partial \Omega \} \cap L^r(0,T; L^s(\Omega))^* \):

\[
\left| \int_0^T (\nabla M^1, \varphi) \right| = \left| \int_0^T (M^1, \text{div} \, \varphi) \right| = \left| \int_0^T \int_\Omega \Delta M^1 \cdot \text{div} \, \varphi \, dx + \int_\Omega (v^1 \cdot \nabla) M^1 \cdot \text{div} \, \varphi \, dx + \frac{1}{\mu^2} \int_\Omega (|M|^2 - 1) M^1 \cdot \text{div} \, \varphi \, dx \, dt \right|.
\]

The first and the last summand on the left are estimated trivially (recall \( M^1 \in L^8(Q_T) \)). As for the convective term, we estimate

\[
\left| \int_0^T \int_\Omega (v^1 \cdot \nabla) M^1 \cdot \text{div} \, \varphi \, dx \, dt \right| \leq \int_0^T \int_\Omega |\nabla v^1| |\nabla M^1| |\varphi| + |v^1| |\nabla^2 M^1| |\varphi| \, dx \, dt
\]

Both terms can be handled exactly like (24) and it follows that (4) can be tested with \( \Delta M^2 \) and hence also with \( M^2 - \Delta M^2 \).

Now we can prove the result on uniqueness in 3D:

Proof of Theorem 4. Let us call the shared initial data \((v_0, F_0, M_0)\) and denote \( v := v_1 - v_2, F := F_1 - F_2 \) and \( M := M_1 - M_2 \). Since, by simple interpolation, \((v^2, F^2, M^2)\) satisfy the assumptions of Lemma 6 in conjunction with Lemma 7, we have the following tools in our disposal:

1. the energy inequality (4) for \((v^1, F^1, M^1)\),
2. the energy equality (i.e. (4) turned an equality) for \((v^2, F^2, M^2)\),
3. testability of (1) \(^1\), (3) \(^1\) and (4) \(^1\) by \( v^2 \), \( F^2 \) and \((M^2 - \Delta M^2)\), respectively,
4. testability of (1) \(^2\), (3) \(^2\) and (4) \(^2\) by \( v^1 \), \( F^1 \) and \((M^1 - \Delta M^1)\), respectively.

Schematically, let us perform \(1 + 2 \cdot (2 \cdot 3 + 2 \cdot 4)\). Since

\[
\|v(t)\|_{L^2(\Omega)}^2 = \|v^1(t)\|_{L^2(\Omega)}^2 + \|v^2(t)\|_{L^2(\Omega)}^2 - 2\|v_0\|_{L^2(\Omega)}^2 - 2 \int_0^t \left( \langle v_1^1, v_2^1 \rangle + \langle v_1^2, v_1^1 \rangle \right),
\]

\[
\|F(t)\|_{L^2(\Omega)}^2 = \|F^1(t)\|_{L^2(\Omega)}^2 + \|F^2(t)\|_{L^2(\Omega)}^2 - 2\|F_0\|_{L^2(\Omega)}^2 - 2 \int_0^t \left( \langle F^1, F^2 \rangle + \langle F^1_t, v_1^1 \rangle \right),
\]

\[
\|M(t)\|_{L^2(\Omega)}^2 = \|M^1(t)\|_{L^2(\Omega)}^2 + \|M^2(t)\|_{L^2(\Omega)}^2 - 2\|M_0\|_{L^2(\Omega)}^2 - 2 \int_{Q_t} \left( M^1 \cdot M^2 + M_t^2 \cdot M^1 \right),
\]

\[
\|\nabla M(t)\|_{L^2(\Omega)}^2 = \|\nabla M^1(t)\|_{L^2(\Omega)}^2 + \|\nabla M^2(t)\|_{L^2(\Omega)}^2 - 2\|\nabla M_0\|_{L^2(\Omega)}^2 - 2 \int_0^t \left( \langle M_1^1, -\Delta M^2 \rangle + \langle M_t^2, -\Delta M^1 \rangle \right),
\]

we obtain a relation of the form

\[
\frac{1}{2} \left( \|v(t)\|_{L^2(\Omega)}^2 + \|F(t)\|_{L^2(\Omega)}^2 + \|M(t)\|_{L^2(\Omega)}^2 + \|\nabla M(t)\|_{L^2(\Omega)}^2 \right) = f(t) + \int_{Q_t} (\nu|\nabla v|^2 + \kappa|\nabla F|^2 + |\nabla M|^2 + |\Delta M|^2) \leq \sum_{i=1}^9 I_i, \quad (25)
\]
where

\[
I_1 := \int_{Q_t} (v^1 \cdot \nabla)v^1 \cdot v^2 + \int_{Q_t} (v^2 \cdot \nabla)v^2 \cdot v^1, \\
I_2 := \int_{Q_t} \text{div}(\nabla^TM^1 \nabla M^1) \cdot v^2 + \int_{Q_t} \text{div}(\nabla^TM^2 \nabla M^2) \cdot v^1, \\
I_3 := -\int_{Q_t} \text{div}(F^1(F^1)^T) \cdot v^2 - \int_{Q_t} \text{div}(F^2(F^2)^T) \cdot v^1, \\
I_4 := \int_{Q_t} (v^1 \cdot \nabla)F^1 : F^2 + \int_{Q_t} (v^2 \cdot \nabla)F^2 : F^1, \\
I_5 := -\int_{Q_t} (\nabla v^1 F^1) : F^2 - \int_{Q_t} (\nabla v^2 F^2) : F^1, \\
I_6 := \int_{Q_t} (v^1 \cdot \nabla)M^1 \cdot M^2 + \int_{Q_t} (v^2 \cdot \nabla)M^2 \cdot M^1, \\
I_7 := -\frac{1}{\mu^2} \int_{Q_t} (||M^1||^2 - 1)M^1 \cdot M^2 \cdot M, \\
I_8 := -\int_{Q_t} (v^1 \cdot \nabla)M^1 \cdot \Delta M^2 - \int_{Q_t} (v^2 \cdot \nabla)M^2 \cdot \Delta M^1, \\
I_9 := \frac{1}{\mu^2} \int_{Q_t} (||M^1||^2 - 1)M^1 \cdot (||M^2||^2 - 1)M^2) \cdot \Delta M.
\]

Like in \(d = 2\), we want to estimate the sum \(\sum_{i=1}^{9} I_i\) so that we end up with \(f(t) \leq \int_0^t h(s)f(s) \, ds\) for some non-negative \(h \in L^1(0,T)\), whence Gronwall’s lemma yields the result. Let us start with \(I_1\), which can be rewritten, due to orthogonality of the convective term, as

\[
I_1 = \int_{Q_t} ((v^2 \cdot \nabla)v^2 - (v^1 \cdot \nabla)v^1) \cdot v = -\int_{Q_t} (v \cdot \nabla)v^2 \cdot v = \int_{Q_t} (v \cdot \nabla)v \cdot v^2.
\]

Prodi-Serrin conditions on \(v^2\) now allow us to estimate\(^2\)

\[
|I_1| \leq \int_{Q_t} |v||\nabla v||v^2| \leq \int_0^t ||v||_{L^{2\gamma}(\Omega)} ||\nabla v||_{L^2(\Omega)} ||v^2||_{L^s(\Omega)} \leq C \int_0^t ||v||_{L^{2\gamma}(\Omega)} ||\nabla v||_{L^2(\Omega)} ||v^2||_{L^s(\Omega)}^2 \leq C \int_0^t ||v||_{L^2(\Omega)} ||v^2||_{L^s(\Omega)}^2 + \int_{Q_t} \frac{v^3}{8} ||\nabla v||^2. \tag{26}
\]

Terms \(I_4\) and \(I_6\), that can be rewritten as

\[
I_4 = \int_{Q_t} ((v^2 \cdot \nabla)F^2 - (v^1 \cdot \nabla)F^1) : F = -\int_{Q_t} (v \cdot \nabla)F^2 : F = \int_{Q_t} (v \cdot \nabla)F : F^2, \\
I_6 = \int_{Q_t} (v \cdot \nabla)M \cdot M^2.
\]

are treated analogously to \(I_1\) (though not optimal, \(I_6\) can be estimated by the same means as \(I_4\)):

\[
|I_4| \leq \int_{Q_t} |v||\nabla F||F^2| \leq \int_0^t ||v||_{L^{2\gamma}(\Omega)} ||\nabla F||_{L^2(\Omega)} ||F^2||_{L^s(\Omega)}^2.
\]

\(^2\)Note that \(r = 2s/(s-3)\).
Therefore so that hence, much like in (26) and (27), we estimate and finally

\[ \int_0^t \|v\|_{L^2(\Omega)}^{\frac{1}{2}} \|\nabla v\|_{L^2(\Omega)}^{\frac{3}{2}} \|\nabla F\|_{L^2(\Omega)} \|F^2\|_{L^2(\Omega)} \leq C \int_0^t \|v\|_{L^2(\Omega)}^2 \|F^2\|_{L^2(\Omega)} + \int_{Q_t} \frac{1}{8} (\nu \|\nabla v\|^2 + \kappa \|\nabla F\|^2), \quad (27) \]

\[ |I_6| \leq C \int_0^t \|v\|_{L^2(\Omega)}^2 \|M^2\|_{L^2(\Omega)} + \int_{Q_t} \frac{1}{8} (\nu \|\nabla v\|^2 + \|\nabla M\|^2). \quad (28) \]

Next we investigate the remaining terms related to the deformation gradients, i.e. \( I_3 + I_5 \). Since \((F^i(F^j)^T) : \nabla v^k = (\nabla v^k F^j) : F^i\), for \( i, j, k = 1, 2 \), we rewrite the sum as

\[ I_3 + I_5 = \int_{Q_t} ( (F^1(F^1)^T) : \nabla v^2 + (F^2(F^2)^T) : \nabla v^1 - (\nabla v^1 F^1) : F^2 - (\nabla v^2 F^2) : F^1 ) \]
\[ = \int_{Q_t} ( (\nabla v^2 F^1) : F^1 + (\nabla v^1 F^2) : F^2 - (\nabla v^1 F^1) : F^2 - (\nabla v^2 F^2) : F^1 ) \]
\[ = \int_{Q_t} ( (\nabla v^2 F) : F^1 - (\nabla v^1 F) : F^2 ) = \int_{Q_t} ((\nabla v^2 F) : F - (\nabla v^1 F) : F^2 ) \]
\[ = -\int_{Q_t} ( \text{div}(FF^T) \cdot v^2 + (\nabla v F) : F^2 ), \]

so that

\[ |I_3 + I_5| \leq 2 \int_{Q_t} |\nabla F| \|F\| \|v^2\| + \int_{Q_t} |\nabla v| \|F\| \|F^2\|. \]

Hence, much like in (26) and (27), we estimate

\[ \int_{Q_t} |\nabla F| \|F\| \|v^2\| \leq C \int_0^t \|F\|_{L^2(\Omega)} \|v^2\|_{L^2(\Omega)} + \int_{Q_t} \frac{1}{8} \|\nabla F\|^2. \]
\[ \int_{Q_t} |\nabla v| \|F\| \|F^2\| \leq C \int_0^t \|F\|_{L^2(\Omega)} \|F^2\|_{L^2(\Omega)} + \int_{Q_t} \frac{1}{8} (\nu \|\nabla v\|^2 + \kappa \|\nabla F\|^2) \]

and finally

\[ |I_3 + I_5| \leq C \int_0^t \|F\|_{L^2(\Omega)}^2 \left( \|v^2\|_{L^2(\Omega)} + \|F^2\|_{L^2(\Omega)} \right) + \int_{Q_t} \frac{3}{8} (\nu \|\nabla v\|^2 + \kappa \|\nabla F\|^2). \quad (29) \]

Let us continue with \( I_2 + I_8 \). Since

\[ \text{div}(\nabla^T M^i \nabla M^i) = \frac{1}{2} \|\nabla M^i\|^2 + \nabla^T M^i \Delta M^i, \]

\( I_2 \) can be expressed as

\[ I_2 = \int_{Q_t} (\nabla^T M^1 \Delta M^1) \cdot v^2 + \int_{Q_t} (\nabla^T M^2 \Delta M^2) \cdot v^1 = \int_{Q_t} (v^2 \cdot \nabla) M^1 \cdot \Delta M^1 + \int_{Q_t} (v^1 \cdot \nabla) M^2 \cdot \Delta M^2. \]

Therefore

\[ I_2 + I_8 = \int_{Q_t} ((v^2 \cdot \nabla) M^1 \cdot \Delta M^1 + (v^1 \cdot \nabla) M^2 \cdot \Delta M^2 - (\nu^2 \cdot \nabla) M^2 \cdot \Delta M^1 - (\nu^1 \cdot \nabla) M^1 \cdot \Delta M^2) \]
Thus we can estimate

\[ |I_2 + I_8| \leq \int_{Q_t} |v^2||\nabla M||\Delta M| + \int_{Q_t} |v||\nabla^2 M||\nabla M^2| + \int_{Q_t} |\nabla v||\nabla M||\nabla M^2|. \]

Recalling \( \|\nabla^2 u\|_2 \leq C(\|u\|_2 + \|\Delta u\|_2) \) for any \( u \in W^{2,2}(\Omega) \) with \( C = C(\Omega) \), we may again use the same technique as in (26) and (27). Note that \( r > 2 \) and for any \( x, y \geq 0 \) we have \((x + y)^{3/s} \leq x^{3/s} + y^{3/s} \):

\[ \int_{Q_t} |v^2||\nabla M||\Delta M| \leq C \int_0^t \|v^2||\nabla M||\Delta M\|_2^{1-\frac{3}{s}} \|\nabla M\|_2 \left( \|\nabla M\|_2^\frac{s}{2} + \|\Delta M\|_2^\frac{3}{2} \right) \]

\[ \leq C \int_0^t \left( \|v^2\|_s^\frac{3}{s} \|\nabla M\|_2^\frac{s}{2} + \|v^2\|_s^\frac{3}{s} \|\nabla M\|_2^{\frac{3}{2}} \right) + \int_{Q_t} \frac{1}{8}\|\Delta M\|^2 \]

\[ \leq C \int_0^t \left( 1 + \|v^2\|_s^\frac{3}{s} \right) \left( \|\nabla M\|_2^\frac{s}{2} + \|\nabla M\|_2^\frac{3}{2} \right) + \int_{Q_t} \frac{1}{8}\|\Delta M\|^2, \]

\[ \int_{Q_t} |v||\nabla^2 M||\nabla M^2| \leq C \int_0^t \|\nabla^2 M||\nabla M^2||\nabla M\|_2 \left( \|\nabla M\|_2^\frac{s}{2} + \|\Delta M\|_2^\frac{3}{2} \right) \]

\[ \leq C \int_0^t \left( \|\nabla^2 M||^\frac{3}{s} \|\nabla M\|_2^\frac{s}{2} + \|\nabla^2 M||^\frac{3}{s} \|\nabla M\|_2^{\frac{3}{2}} \right) + \int_{Q_t} \frac{1}{8}\|\nabla^2 M\|^2 \]

\[ \leq C \int_0^t \left( 1 + \|\nabla^2 M||^\frac{3}{s} \right) \left( \|\nabla M\|_2^\frac{s}{2} + \|\nabla M\|_2^\frac{3}{2} \right) + \int_{Q_t} \frac{1}{8}\|\nabla^2 M\|^2 \]

All in all,

\[ |I_2 + I_8| \leq C \int_0^t \left( 1 + \|v^2\|_s^\frac{3}{s} + \|\nabla^2 M||^\frac{3}{s} \right) \left( \|\nabla M\|_2^\frac{s}{2} + \|\nabla M\|_2^\frac{3}{2} \right) + \int_{Q_t} \frac{1}{4}(\|\nabla v\|^2 + \|\Delta M\|^2). \quad (30) \]

The last two terms \( I_7 \) and \( I_9 \), are easily dealt with exactly like in the case \( d = 2 \): First,

\[ (|M^1|^2 M^1 - |M^2|^2 M^2) \cdot (M^1 - M^2) \geq 0, \]

\[ |M^1|^2 M^1 - |M^2|^2 M^2 \leq \frac{3}{2}|M||M^1|^2 + |M^2|^2, \]

which implies

\[ I_7 = \frac{1}{\mu^2} \int_{Q_t} |M|^2 + \frac{1}{\mu^2} \int_{Q_t} (|M^1|^2 M^1 - |M^2|^2 M^2) \cdot M \leq \frac{1}{\mu^2} \int_{Q_t} |M|^2, \]

\[ I_9 = \frac{1}{\mu^2} \int_{Q_t} |\nabla M|^2 + \frac{1}{\mu^2} \int_{Q_t} (|M^1|^2 M^1 - |M^2|^2 M^2) \cdot \Delta M \]

\[ \leq \frac{1}{\mu^2} \int_{Q_t} |\nabla M|^2 + \frac{3}{2\mu^2} \int_{Q_t} (|M^1|^2 + |M^2|^2)|M||\Delta M|. \]
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\[ \begin{aligned}
\leq & \frac{1}{\mu^2} \int_{Q_t} |\nabla M|^2 + C \int_0^t \left( \|M^1\|_{L^4}^4 + \|M^2\|_{L^4}^4 \right) \|M\|_{L^2}^2 + \int_{Q_t} \frac{1}{8} |\Delta M|^2 \\
\leq & C \int_0^T (1 + \|M^1\|_{L^4}^4 + \|M^2\|_{L^4}^4) \left( \|M\|_{L^2}^2 + \|\nabla M\|_{L^2}^2 \right) + \int_{Q_t} \frac{1}{8} |\Delta M|^2.
\end{aligned} \]  

Because \( M^{1,2} \in L^4(0, T; L^8(\Omega)) \), we can apply estimates (26)–(32) to relation (25), to finally obtain

\[ f(t) \leq \int_0^t h(s) f(s) \, ds \]

for some non-negative, integrable function \( h \). Gronwall’s inequality now yields the claim.

\[ \square \]

**A Derivation of the model**

This part follows [1, 12], which in turn were inspired by energetic variational approaches in modeling complex fluids, as for instance viscoelastic flows [22] or nematic liquid crystal flows [28].

System (1)–(4) is completely phrased in the current configuration using Eulerian coordinates. In the derivation, however, the reference configuration of the magnetoelastic material is required. We briefly review the basic concepts: Let \( \Omega \subset \mathbb{R}^d \), \( d = 2, 3 \) denote the reference configuration. The reference and the current configurations are identified at \( t = 0 \). The elements of \( \Omega \) are denoted by capital letters \( X \) and are referred to as Lagrangian coordinates. The reference configuration is mapped to the current configuration at time \( t \) by the deformation (or flow) map

\[ x : [0, T] \times \Omega \to \Omega, \ (t, X) \mapsto x(t, X), \ \text{where} \ x(0, X) = X. \]

The velocity \( v : [0, T] \times \Omega \to \mathbb{R}^d \) satisfies

\[ v(t, x(t, X)) = \frac{\partial}{\partial t} x(t, X) \ \text{for all} \ t > 0. \]

The deformation gradient in Lagrangian coordinates is defined as

\[ \tilde{F} : [0, T] \times \tilde{\Omega} \to \mathbb{R}^{d \times d} \ \text{with} \ \tilde{F}(t, X) := \frac{\partial X}{\partial \tilde{X}}(t, X) \]

and it is related to the deformation gradient \( F \) in Eulerian coordinates introduced earlier through \( F(t, x(t, X)) = \tilde{F}(t, X) \). By an application of the chain rule, we obtain

\[ F_t + (v \cdot \nabla) F - \nabla v F = 0 \ \text{in} \ [0, T] \times \Omega. \]

Following [22], this equation allows to determine the deformation gradient in Eulerian coordinates from the velocity. Note that our equation (3) enjoys an additional term on the right-hand side, namely \( \kappa \Delta F \) for some \( \kappa > 0 \). This is a regularization of the equation that is essential in the existence proof; see [21] and [1, Remark 5] for a corresponding discussion.

From now on, let us assume the mass density \( \rho \) to be constantly one. Furthermore, we work in the framework of incompressible materials, hence \( \det F = \det \tilde{F} = 1 \) and

\[ \text{div} \ v = 0 \ \text{in} \ [0, T] \times \Omega, \quad (33) \]

which is (2). To derive the momentum equation (1) and the evolution equation for the magnetization (4), we follow the energetic variational approach and start from an action functional \( \mathcal{A}(x) \),
which is an integral of the difference of the kinetic energy and the Helmholtz free energy $\psi$ of the magnetoelastic material. We work with the Helmholtz free energy

$$\psi(F, M) = \frac{1}{2} \int_{\Omega} |\nabla M|^2 \, dx - \int_{\Omega} M \cdot H_{\text{ext}} \, dx + \frac{1}{4\mu^2} \int_{\Omega} (|M|^2 - 1)^2 \, dx + \int_{\Omega} W(F) \, dx,$$

which is a special version of the micromagnetic energy neglecting the anisotropy energy and the stray field contribution; see again [1, 12] for a discussion. Besides, the Helmholtz free energy contains a length penalization for the magnetization and the elastic energy of the system. Note that we set various physical constants to one and that the elastic energy density $W$ multipliers $p$ and the pressure $p$  are phrased in Eulerian coordinates. Here we choose $W(F) = \frac{1}{2} |F|^2$ for simplicity. While the existence proof holds for more general convex $W$, the uniqueness proofs of this article are restricted to this special choice of the elastic energy density; see e.g. derivation of (16).

The transport of the magnetization is based on the assumption that the magnetization $\tilde{M} : [0, T] \times \tilde{\Omega} \to \mathbb{R}^3$ in the reference configuration and $M$ in the current configuration are related through $M(t, X) = M(t, x(t, X))$. Hence $\frac{d}{dt} M(t, X) = M_t + (v \cdot \nabla) M$ and the gradient flow equation for $M$ reads

$$M_t + (v \cdot \nabla) M = -\frac{\delta \psi}{\delta M}(F, M) = \Delta M + H_{\text{ext}} - \frac{1}{\mu^2} (|M|^2 - 1) M,$$

where $\frac{\delta \psi}{\delta M}$ stands for the variational derivative of $\psi$ with respect to $M$. Note that the above equation is actually our equation (1).

In order to derive equation (1), we transform the action functional to Lagrangian coordinates:

$$\mathcal{A}(x) = \int_{0}^{T} \int_{\tilde{\Omega}} \frac{1}{2} |x_t(t, X)|^2 - \frac{1}{2} |\nabla X \tilde{M}(t, X) \tilde{F}^{-1}|^2 + \tilde{M}(t, X) \cdot H_{\text{ext}}(t, x(t, X))$$

$$- \frac{1}{4\mu^2} (|\tilde{M}(t, X)|^2 - 1)^2 - |\tilde{F}|^2 \, dX \, dt.$$

By Hamilton’s principle, the first variation of $\mathcal{A}$ with respect to the flow map $x$ equals zero. Therefore we consider a one-parameter volume-preserving diffeomorphism $x^\varepsilon$ with $x^0 = x$ and $\frac{dx^\varepsilon}{dx} |_{\varepsilon = 0} = y$ and

$$\det \tilde{F}^\varepsilon = \det \frac{\partial x^\varepsilon}{\partial X} = 1 \text{ for all } \varepsilon > 0.$$  

The latter condition implies $\text{div } y = 0$ since

$$0 = \frac{d}{d\varepsilon} \det \tilde{F}^\varepsilon \bigg|_{\varepsilon = 0} = \det \tilde{F} \text{ tr} \left( \frac{d}{d\varepsilon} \frac{\partial x^\varepsilon}{\partial X} \bigg|_{\varepsilon = 0} \tilde{F}^{-1} \right) = \det \tilde{F} \text{ div } y = \text{div } y.$$

After some calculations including repeated integration by parts and a transformation to Eulerian coordinates, we obtain

$$0 \frac{d}{d\varepsilon} \mathcal{A}(x^\varepsilon) \bigg|_{\varepsilon = 0} = \int_{0}^{T} \int_{\Omega} \left( - (v_t + (v \cdot \nabla) v) - \text{div}(\nabla^T M \nabla M) + \nabla^T H_{\text{ext}} M + \text{div}(FF^T) \right) \cdot y \, dx \, dt$$

for an arbitrary solenoidal function $y$. The incompressibility condition can be dealt with as a Lagrange multiplier $p_1$, which yields

$$v_t + (v \cdot \nabla) v + \nabla p_1 + \text{div}(\nabla^T M \nabla M) - \text{div}(FF^T) = +\nabla^T H_{\text{ext}} M.$$

Finally, adding dissipation $\int_{\Omega} \nu |\nabla v|^2 \, dx$ to the above model and considering the first variation with respect to the divergence-free velocity vector yields $-\nu \Delta v = \nabla p_2$ for some $p_2$. Defining the total pressure $p := p_1 - p_2$, we obtain (1).
B Skeleton proof of the existence theorem

The idea of Theorem 2, which is based on [12] and [20], uses the Galerkin approach and a fixed-point argument. A similar proof is presented in [1], yet in a more involved version that is attributable to an increased complexity of the equation for the magnetization. This is why we only sketch the proof here.

Step 1 (Existence of approximate solution): Velocity field $v$ in the balance of linear momentum (1) is spatially discretized by means of the eigenfunctions of the Stokes operator on $\Omega$ that form a sequence $(\xi_m)_{m \in \mathbb{N}} \subset W^{2,\infty}(\Omega)$ due to the assumed regularity of $\partial \Omega$. As such, with $m \in \mathbb{N}$ fixed we look for approximate solutions $v_m$ of the form

$$v_m(t, x) = \sum_{i=1}^{m} g^i_m(t) \xi_i(x) \text{ in } [0, T] \times \Omega,$$

where the unknown coefficients $g^i_m$ are absolutely continuous solutions of the ordinary differential equation obtained from (1), i.e. $g^i_m$ solves

$$\frac{d}{dt} g^i_m(t) = -\nu \lambda_i g^i_m(t) + \sum_{j,k=1}^{m} g^j_m(t) g^k_m(t) A_{jk}^i + D^i_m(t), \quad i = 1, \ldots, m,$$

(34)

where

$$A_{jk}^i = -\int_{\Omega} (\xi_j(x) \cdot \nabla) \xi_k(x) \cdot \xi_i(x) \, dx,$$

$$D^i_m(t) = \int_{\Omega} (\nabla^T M_m \nabla M_m - F_m F_m^T) : \nabla \xi_i \, dx.$$

The approximate solutions $F_m$ and $M_m$ are at this point considered to be known: For $t_0 \in (0, T]$ and a suitably large $L$, we define

$$V_m(t_0) := \left\{ \sum_{i=1}^{m} g^i(t) \xi_i(x) : g^i \in C([0, T]), \max_{t \in [0, t_0]} |g^i(t)| \leq L, \ g^i(0) = \int_{\Omega} v_0(x) \cdot \xi_i(x) \, dx, \ 1 \leq i \leq m \right\},$$

a closed and convex subset of $C([0, T]; H_m)$, where $H_m := \text{span}\{\xi_1, \ldots, \xi_m\}$. While the momentum equation (1) is discretized, the equations for the deformation gradient (3) and for the magnetization (4) are left unchanged. By using another Galerkin scheme we can show that (3) and (4) have unique weak solutions $(F_m, M_m)$ for any given $v_m \in V_m(t_0)$ on a time interval $(0, t_1)$ for some $t_1 \leq t_0$. In addition, these solutions are sufficiently regular that we may, in turn, solve equation (34), on a possibly yet smaller time interval $(0, t^*)$. This yields a solution $\tilde{v}$ which belongs to $V_m(t^*)$. We then show that the range of

$$\mathcal{L} : V_m(t^*) \to V_m(t^*), \quad v \mapsto \tilde{v}$$

is precompact in $C([0, t^*]; H_m)$ and that $\mathcal{L}$ is continuous on $V(t^*)$ in the topology of $C([0, t^*]; H_m)$. Hence Schauder’s fixed point theorem yields existence of $v_m \in V_m(t^*)$ such that $\mathcal{L}(v_m) = v_m$. This $v_m$ together with the corresponding $F_m$ and $M_m$ then form the approximate weak solution to the system (1)–(4) on the time interval $[0, t^*]$ for a fixed $m \in \mathbb{N}$.  
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Step 2 (Uniform estimates): We test the discrete weak formulation of (1) by $v_m$, the discrete weak formulation of (3) by $F_m$, and the discrete weak formulation of (4) by $-\Delta M_m + \frac{1}{\mu^2}(|M_m|^2 - 1)M_m$. This yields the energy inequality
\[
\sup_{t \in (0,t^*)} \left( \int_\Omega |v_m(t)|^2 + |F_m(t)|^2 + |\nabla M_m(t)|^2 + \frac{1}{2\mu^2}(|M_m(t)|^2 - 1)^2 \, dx \right)
+ 2 \int_0^{t^*} \int_\Omega \nu |\nabla v_m|^2 + \kappa |\nabla F_m|^2 + |\Delta M_m - \frac{1}{\mu^2}(|M_m|^2 - 1)M_m|^2 \, dx \, ds
\leq \int_\Omega |v_0|^2 + |F_0|^2 + |\nabla M_0|^2 + \frac{1}{2\mu^2}(|M_0|^2 - 1)^2 \, dx.
\]
We may use this inequality as a stepping stone to justify extendibility of the approximate solutions onto the entire time interval $(0,T)$ without having to change the above energy inequality. By this means we obtain a bound on the solutions in reflexive spaces independently of $m \in \mathbb{N}$.

Step 3 (Uniform estimates of the time derivatives): In order to achieve strong convergence of $(v_m, F_m, M_m)$ in the corresponding Bochner spaces needed in order to pass to the limit in the nonlinearities of the system, we have yet to prove uniform bounds on time derivatives. These bounds are obtained directly from the approximated system in the standard way as for the Navier-Stokes equations, cf., e.g., [26, 29].

Step 4 (Convergence of the discrete system): By the Aubin-Lions lemma and the estimates we have derived up to this point, we may take a subsequence of approximate solutions such that
\[
\begin{align*}
    v_m &\to v \quad \text{in } L^2(0,T; L^2(\Omega; \mathbb{R}^d)), \\
    \nabla v_m &\to \nabla v \quad \text{in } L^2(0,T; L^2(\Omega; \mathbb{R}^{d \times d})), \\
    F_m &\to F \quad \text{in } L^2(0,T; L^2(\Omega; \mathbb{R}^{d \times d})), \\
    \nabla F_m &\to \nabla F \quad \text{in } L^2(0,T; L^2(\Omega; \mathbb{R}^{d \times d})), \\
    \nabla M_m &\to \nabla M \quad \text{in } L^2(0,T; L^2(\Omega; \mathbb{R}^{3 \times d})), \\
    \Delta M_m &\to \Delta M \quad \text{in } L^2(0,T; L^2(\Omega; \mathbb{R}^3)).
\end{align*}
\]
A passage to the limit in $m$ is now possible. We find a weak solution to system (1)–(4) in the sense of Definition 1, which also can be shown to attain the initial data as required by (7) and inequality (6). This then finishes the proof of Theorem 2.
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