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Abstract

In any type II superstring background, the supergravity vertex operators in the pure spinor formalism are described by a gauge superfield. In this paper, we obtain for the first time an explicit expression for this superfield in an AdS$_5 \times S^5$ background. Previously, the vertex operators were only known close to the boundary of AdS$_5$ or in the minus eight picture. Our strategy for the computation was to apply eight picture raising operators in the minus eight picture vertices. In the process, a huge number of terms are generated and we have developed numerical techniques to perform intermediary simplifications. Alternatively, the same numerical techniques can be used to compute the vertices directly in the zero picture by constructing a basis of invariants and fitting for the coefficients. One motivation for constructing the vertex operators is the computation of AdS$_5 \times S^5$ string amplitudes.
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1 Introduction

Superstring theory in an $AdS_5 \times S^5$ background can be studied with both the pure spinor [1] and the Green-Scharwz formalisms [2], see [3,4] for reviews. In particular, the worldsheet action is known. Note that both the action and the vertex operators are BRST invariant in the pure spinor formalism and kappa symmetric in the Green-Scharwz formalism. Despite the many progresses in the study of superstrings in this background, explicit superfield expressions for the vertex operators are unknown. In this work, we made progress in this direction by finding expressions for all the half-BPS vertex operators in the pure spinor formalism. These vertex operators were known before only close to the boundary of $AdS_5$ [8] and they were used to compute open-closed string amplitudes in [9,10] reproducing the expected holographic results. Note that the vertices were also known in a different picture [11] and in the plane wave limit [12]. In [8], it was used that the half-BPS operators in $\mathcal{N} = 4$ super-Yang-Mills (SYM) can be written in terms of traces of the Sohnius superfield [14] and

---

1 For recent developments using the Neveu-Scharwz-Ramond formalism and ambitwistor strings in AdS, see [5] and [6,7] respectively.

2 The $\beta$ deformed vertex is discussed in [13].
harmonic variables [15–17]. The duals to these operators were constructed using the same variables in [18, 19]. In this paper, we are going to focus on the bottom components of the half-BPS supermultiplets. However, acting with supersymmetry generators, it is possible to generate all the states and we expect that the result can be written in terms of the superfields just mentioned. In this work, we use the pure spinor formalism but it should be possible to extend our results to the Green-Scharwz formalism and it will also be very interesting to make connection with the recent understanding of both formalisms as Chern-Simons theories [20, 21].

As already mentioned, the main results of this paper is explicit expressions for the supergravity vertex operators in $AdS_5 \times S^5$. The vertices are states in the cohomology of the BRST operator with ghost number two. They are annihilated by twenty four supersymmetries and this implies that they depend only on eight worldsheet fermionic variables $\theta^a_+$, with $a = 1, \ldots, 8$. The vertices are schematically of the form (bottom state of the supermultiplet)

$$V_0(n) = e^{n(z+w)} \left[ (\bar{\lambda}^2) + (\bar{\lambda}^2 \theta^2_+ P_1(n) + (\bar{\lambda}^2 \theta^4_+ P_2(n) + (\bar{\lambda}^2 \theta^6_+) P_3(n) + (\bar{\lambda}^2 \theta^8_+) P_4(n) \right],$$

where both $z$ and $w$ are worldsheet variables and $\bar{\lambda}$ are pure spinors. The subscript zero means zero picture and its meaning will be explained in the next section. The variable $z$ is related to the distance to the $AdS_5$ boundary and $w$ parametrizes an equator of $S^5$. The integer $n$ measures the dimension and $R$-charge of the state. For example, the case $n = 0$ corresponds to the dilaton vertex operator of [22]. The $P_i(n)$ are complicated polynomials but with maximum degree four in $n$ and this truncation to a very low order might seem surprising. The vertices are expected to have a nonsingular flat space limit and in fact this implies the observed truncation of the polynomials. The flat space limit consists in rescaling the generators of $\mathfrak{psu}(2,2|4)$ and deforming this algebra continuously to the ten dimensional super-Poincaré algebra. The parameter $n$ and the coordinates $\theta^a_+$ are also rescaled in the process. The only terms that survive this limit are the ones of the form $n^k \theta^{2k}_+$ and any term of the form $n^{k'} \theta^{2k}_+$ with $k' > 2k$ has a singular limit. Notice that the vertices do not depend on the other bosonic worldsheet variables. This follows because we are considering a particular polarization and a specific spacetime position. It is possible to perform $PSU(2,2|4)$ transformations and get more general expressions.

The vertices in (1) are in a very particular gauge and they do not depend on all the pure spinor variables. In order to understand this better recall that in any type II superstring background the supergravity multiplet is described in the pure spinor formalism by the unintegrated vertex operator [23]

$$V = \lambda^a_L \lambda^\beta_R A_{\alpha \beta}(x^M, \theta^a_L, \theta^a_R),$$

where $A_{\alpha \beta}$ is a bispinor superfield depending on the appropriate type II superspace variables $(x^M, \theta^a_L, \theta^a_R)$, with $M = 1, \ldots, 10$ being space-time indices and $\alpha, \hat{\alpha} = 1, \ldots, 16$ Weyl spinor indices. The $(\lambda^a_L, \lambda^\alpha_R)$ are the bosonic pure spinor variables satisfying $\lambda^a_L \gamma^M_{\alpha \beta} \lambda^\beta_R = \lambda^\alpha_L \gamma_M^{\alpha \beta} \lambda^\beta_R = 0$ with $\gamma^M_{\alpha \beta}$ the $SO(10)$ Pauli matrices. Note that the superfield $A_{\alpha \beta}$ appearing in (2) is a supergravity gauge field. The BRST operator $Q$ has a complicated action on general states
but it simplifies a lot when acting on the supergravity vertices. In this case, the operator is given by

$$Q = \lambda_L^\alpha \nabla_L \lambda_L^\alpha + \lambda_R^{\hat\alpha} \nabla_R \lambda_R^{\hat\alpha},$$

where $\nabla_L$ and $\nabla_R$ are the super-covariant derivatives. A necessary condition for the vertex operator (2) to be a physical state is $Q \cdot V = 0$ and this implies

$$\gamma_{MNPQR}^{\alpha\beta} \nabla_L A_{\beta\gamma} = \gamma_{MNPQR}^{\hat\alpha\hat\beta} \nabla_R A_{\hat\beta\hat\gamma} = 0. \quad (4)$$

In addition, if $V$ of (2) describes a physical state then it cannot be written as $V = Q \cdot \Omega$ for any $\Omega$. Note that the superfield $A_{\alpha\hat\beta}$ is defined up to the gauge transformations ($V \sim V + Q \cdot \Omega$)

$$\delta A_{\alpha\hat\beta} = \nabla_L \Omega_R^{\hat\beta} + \nabla_R \Omega_L^\alpha,$$

with

$$\gamma_{MNPQR}^{\alpha\beta} \nabla_L \Omega_R^{\hat\beta} = \gamma_{MNPQR}^{\hat\alpha\hat\beta} \nabla_R \Omega_L^\alpha = 0. \quad (6)$$

In some backgrounds such as flat and $AdS_5 \times S^5$, it is possible to choose a very convenient gauge for the vertex operators. We will demonstrate this for a flat background below. The $AdS_5 \times S^5$ case will be explained in section 4. Note that the existence of this gauge is important for defining the vertex operators in different pictures. In a general type II background the covariant derivatives satisfy the following algebra

$$[\nabla_L^a, \nabla_L^b] = 2 \gamma_{a\hat\beta}^M \nabla_M, \quad [\nabla_R^{\hat\alpha}, \nabla_R^{\hat\beta}] = 2 \gamma_{\hat\alpha\hat\beta}^M \nabla_M, \quad [\nabla_L^a, \nabla_R^{\hat\alpha}] = F^{a\hat\alpha}, \quad (7)$$

where $F^{a\hat\alpha}$ is a bi-spinor that describes the superspace curvature [24]. In what follows, we will organize the covariant derivatives with $SO(1,9)$ spinorial indices into chiral and anti-chiral $SO(8)$ spinors ($\nabla_a, \nabla_{\hat a}$) with $a, \hat a = 1, \ldots, 8$. In a flat background, we can go to a frame where the only non-vanishing component of the momentum is $k_+ = k_0 + k_9$. It is possible to show that in this frame the covariant derivatives when acting on a massless state obey the following algebra [11]

$$[\nabla_L^a, \nabla_L^b] = 2k_+ \delta_{ab}, \quad [\nabla_R^{\hat a}, \nabla_R^{\hat b}] = 2k_+ \delta_{\hat a\hat b}, \quad [\nabla_L^a, \nabla_R^{\hat b}] = 0, \quad (8)$$

and the other commutators are not going to be used. The commutators above imply that we can invert both $\nabla_L$ and $\nabla_R$ and using this property we can go to a gauge where the supergravity gauge fields have the components

$$A_{ab} = A_{\hat a\hat b} = A_{\hat a\hat b}^c = 0. \quad (9)$$

The proof is as follows. Let’s do a gauge transformation with parameters $\Omega_R^{\hat\beta}$. The equation (5) implies

$$\delta A_{a\hat a} = \nabla_L \Omega_R^{\hat\beta}, \quad \delta A_{ab} = \nabla_L \Omega_R^{\hat b}. \quad (10)$$

We want $\delta A_{a\hat a} = -A_{a\hat a}$ and $\delta A_{ab} = -A_{ab}$. By replacing these variations above, we can solve the equations and get $\Omega_R^{\hat\beta} \propto \nabla_L A_{a\hat a}$. Moreover, it is easy to see that this $\Omega_R^{\hat\beta}$ solves the necessary conditions (6). This follows from equation (4) and the last commutators of (8). After this gauge transformation, we have $A_{a\hat a} = A_{ab} = 0$. Now we can perform a new
gauge transformation with parameter $\Omega_{L\alpha}$ and using the same reasoning we arrive at $(9)$. We believe that it is possible to adapt the argument just given to $AdS_5 \times S^5$. However, one needs to carefully deal with the transformations of the pure spinors variables (they are not BRST invariant any more). In addition the commutation relations of the covariant derivatives are more complicated and it is necessary to fix the $USp(2,2) \times USp(4)$ gauge transformations of the pure spinors variables. We will argue that the gauge $(9)$ is reachable for this background in section 4\textsuperscript{3}.

The strategy used in this paper for obtaining the vertex operators was to start with their expressions in the minus eight picture proposed in [11] and higher their picture up to zero. This strategy was proposed recently. Previously, in a flat background, the closed superstring vertex operators were constructed by taking the left-right product of the open superstring vertex operators, see [25] for a review. Note that any method based on holomorphicity cannot work in $AdS_5$ as the current algebra computed in [26–28] is not holomorphic already at leading order in $\alpha'$. The picture raising procedure is best understood by bosonizing some of the variables and this will be reviewed in the next section. In a flat background, it is possible to change the picture of a vertex operator analytically and write a close expression for the vertex in any picture, see [29, 30]. In $AdS_5 \times S^5$, the BRST transformations of the worldsheet variables are very complicated, in particular, the pure spinor variables transform. It is more complicated to do any analytic calculation in $AdS_5$ as a huge number of terms are generated every time we act with a new picture raising operator. Many simplifications are possible but they are hard to implement as the pure spinor constraints are quadratic. In this work, the majority of the simplifications were done numerically. Notice that the same numerical techniques can be used to compute the cohomology of the BRST operator directly at picture zero. This is an alternative way of obtaining the vertex operators. The procedure consists in writing the vertices using a complete basis of invariants respecting all the symmetries and depending on two pure spinors and fitting for the coefficients by imposing that the vertex is BRST closed and not BRST exact. In this paper, we chose a particular parametrization of the $AdS_5 \times S^5$ superspace. If one wants to compute the vertices using a different parametrization, we noted that the fitting procedure just described is much faster in terms of computer time.

One very strong motivation for computing the vertex operators is the calculation of string amplitudes [31]. Apart from the open-closed amplitude mentioned before, no other amplitude has been computed using the pure spinor formalism in $AdS_5 \times S^5$ and one of the reasons was the lack of explicit expressions for the vertices. The other ingredient needed for amplitude computations is a prescription for dealing with the zero modes of the worldsheet variables including the pure spinor ghosts. For example, in a flat background to obtain the tree-level three open strings amplitude, the prescription consist in multiplying the three vertices and reading the term proportional to a combination of three pure spinors and five thetas, see [32] for more details. In [22], a $PSU(2, 2|4)$ invariant prescription for the $AdS_5 \times S^5$ amplitude was proposed and it involves an integration over all the thirty two $\theta$’s. However, this prescription gives a vanishing result for any three point amplitude involving massless

\textsuperscript{3}The arguments are only valid for the bottom state of the multiplet. It is possible that there are subtleties for the other states and it deserves further investigation. We thank Nathan Berkovits for pointing this out to us.
states since, in the light cone gauge, each massless state can contribute with at maximum of eight \( \theta \)'s. Having the explicit expressions for the vertex operators, it is possible to test any proposal by comparing with existing results in the literature. For example, it is known that the three point amplitude of half-BPS operators is completely fixed by supersymmetry and the result is just a normalization constant times kinematical factors \([33–35]\). In order to compute higher than three point amplitudes, it will be necessary to compute the integrated vertex operators as well. In this work, we only consider the unintegrated one. However, it is possible to adapt several existing results in the literature \([36, 37]\). Another important element for multiloop calculations is the \( b \) ghost which is a composite operator in the pure spinor formalism. The \( b \) ghost is known in this background and it was computed in \([38]\).

This paper is organized as follows. In section 2, we review the flat space vertex operators and their recent minus eight picture realizations. The section 3 contains our conventions for the \( AdS_5 \times S^5 \) pure spinor superstring. In particular, we define our worldsheet variables and the BRST operator. Our main results, the expressions for the vertex operators, is presented in section 4. In the same section, we argue that the picture raising procedure is well defined in \( AdS_5 \times S^5 \), that our results reduce correctly to the well known dilaton vertex operator in an appropriate limit and that the vertices have the correct flat space limit. In section 5, we find how the boundary of \( AdS_5 \) is described in our coordinates and explain how to obtain a vertex operator with a general polarization and for an arbitrary spacetime position. Finally, section 6 has our conclusions. The Appendices have our conventions for the \( \text{psu}(2,2|4) \) algebra, explicit expressions for the BRST transformations and the vertex operators written in a compact \( SO(8) \) notation.

## 2 The Flat Space Vertex Operators

In this section, we review the known massless vertex operators in a flat background. In particular, we explain their recent minus eight picture realizations. Recall that in \([18]\), the ten dimensional type IIB superspace was parametrized in terms of holomorphic \( \theta^L_\alpha \) and anti-holomorphic \( \theta^R_\alpha \) combinations of fermionic coordinates. These variables are given by

\[
\theta^L_\alpha = \theta^L_\alpha + i \theta^R_{\dot{\alpha}}, \quad \theta^L_\pm = \theta^L_\alpha - i \theta^R_{\pm},
\]

where \( \theta^L_\alpha \) and \( \theta^R_{\pm} \) were defined below \((2)\). The complex conjugate of these variables can be deduced from \((\theta^L_\alpha)^* = \theta^R_{\alpha} \) and \((\theta^R_{\pm})^* = \theta^L_\pm\), which implies that \((\theta^L_\pm)^* = \theta^R_\pm\). Note that the signs \( \pm \) denotes the \( R \)-charge. In addition, it was shown that the type IIB onshell supergravity multiplet can be described in terms of an analytic superfield \( \Phi \) obeying a certain reality condition, which is

\[
(\nabla_-)_\alpha \Phi = 0, \quad (\nabla_+)_{\dot{\alpha}}^{\dot{\alpha}} \Phi = (\nabla_-)_{\dot{\alpha}}^{\dot{\alpha}} \Phi^*.
\]

It is possible to work in coordinates where

\[
(\nabla_-)_\alpha = \frac{\partial}{\partial \theta^L_\alpha},
\]

\( 4 \)This fact was explained to us by Nathan Berkovits (private communication).
and the constraint of analyticity is easily solved in these coordinates by requiring that the fermionic variables that enters in $\Phi$ is only $\theta^a_\pm$. Expanding in components the superfield $\Phi$, we have

$$\Phi(y, \theta) = \phi(y) + \psi_{\alpha}(y)\theta^\alpha + F_{\alpha\beta}(y)\theta^\alpha\theta^\beta + \psi_{\alpha\beta\gamma}(y)\theta^\alpha\theta^\beta\theta^\gamma + F_{\alpha\beta\gamma\delta}(y)\theta^\alpha\theta^\beta\theta^\gamma\theta^\delta + \ldots, \quad (14)$$

where $y$ are the bosonic coordinates and the terms with higher orders in $\theta^a_\pm$ are not independent but are derivatives of the fields showed above.

In the expansion (14), the $\phi(y)$ is a combination of the dilaton and the axion. The $\psi_{\alpha}$ contains the two dilatinos. The $F_{\alpha\beta}$ contains the NSNS and the RR 3-form field strengths. The $\psi_{\alpha\beta\gamma}$ contains the two gravitinos. Finally, the $F_{\alpha\beta\gamma\delta}$ combines the Weyl tensor and the self-dual RR 5-form field strength.

In what follows, we are going to work in the light-cone frame where the only non-zero component of the momentum is $k_+ = k_0 + k_9$. Going to that frame breaks Lorentz symmetry $SO(1,9)$ down to $SO(1,1) \times SO(8)$. Thus the ten dimensional Weyl spinors will split into a pair of Weyl and anti-Weyl $SO(8)$ spinors

$$\theta^a_\pm = (\theta^a_+, \theta^a_-), \quad (15)$$

with $a, \tilde{a} = 1, \ldots, 8$ being the Weyl and anti-Weyl indices respectively.

The superfield $\Phi$ in light-cone frame becomes the superfield of [39] where the ten dimensional reality condition and analyticity becomes

$$\nabla^a_- \Phi = 0, \quad \nabla^\tilde{a}_- \Phi = 0, \quad (\nabla_+)^4_{abcd} \Phi = \frac{1}{4!} \varepsilon_{abcd} \varepsilon_{efgh} (\nabla_-)^4_{efgh} \Phi. \quad (16)$$

Note that generically it is possible to choose coordinates such that the superfield $\Phi$ depends only on sixteen thetas instead of thirty two as in (14). However, in light-cone frame, it is possible to reduce the number of fermionic coordinates even further down to eight.

Recently in [11, 29, 30], a closed string vertex operator was constructed in terms of the above light-cone superfield. It was also shown that the vertex have a very compact expression (just one term) when written in the minus eight picture. In this picture the vertex becomes

$$V^\text{flat}_{-8} = (\tilde{\lambda}_L \tilde{\lambda}_R) \left( \prod_{a=1}^{8} \delta(\lambda^a_+) \right) \Phi^* = (\tilde{\lambda}_L \tilde{\lambda}_R) \left( \prod_{a=1}^{8} \delta(\lambda^a_+) \nabla^a_+ \right) \Phi. \quad (17)$$

Several comments are in order. First, the variables $\lambda^a_\pm$ appearing above and their cousin variables $\lambda^a_\pm$ are defined similarly to the $\theta^a_\pm$ in (11) as

$$\lambda^a_+ = \lambda^a_L + i\lambda^a_R, \quad \lambda^a_- = \lambda^a_L - i\lambda^a_R. \quad (18)$$

Notice that it is possible to take $\lambda^a_\pm$ as an unconstrained variable and the product of eight delta functions is well defined. The proof was given in [29] and it consists in showing that $\lambda^a_\pm$ can be expressed as a function of the other $\lambda$'s. We are going to repeat the proof here for the readers convenience. The pure spinor constraints $(\lambda_L \gamma^M \lambda_L) = (\lambda_R \gamma^M \lambda_R) = 0$ become in $SO(8)$ notation

$$\lambda^a_L \lambda^a_L = \lambda^a_R \lambda^a_R = \lambda^a_L \lambda^a_R = \lambda^a_R \lambda^a_L = 0, \quad \lambda^a_L \sigma^m_{\alpha\tilde{a}} \lambda^a_R = \lambda^a_R \sigma^m_{\alpha\tilde{a}} \lambda^a_L = 0, \quad (19)$$
or, equivalently, using (18) the constraints are
\[
\lambda_+^a \lambda_+^a + \lambda_-^a \lambda_-^a = 0, \quad \bar{\lambda}_+^a \bar{\lambda}_+^a + \bar{\lambda}_-^a \bar{\lambda}_-^a = 0, \quad \lambda_+^a \lambda_-^a = 0, \quad \bar{\lambda}_+^a \bar{\lambda}_-^a = 0, \tag{20}
\]
and we have used the \(SO(8)\) Pauli Matrices
\[
\sigma_{\bar{a}a}^m, \quad \text{and} \quad \sigma_{aa}^m, \tag{21}
\]
with \(m = 1, \ldots, 8\). Using the Fierz identity
\[
\delta_{ab}\delta_{\bar{a}\bar{b}} = \sigma_{ab}^m\sigma_{\bar{a}\bar{b}}^m - \frac{1}{4}\sigma_{ab}^m\sigma_{\bar{a}\bar{b}}^m, \tag{22}
\]
one has as desired,
\[
\lambda_-^a = \frac{\bar{\lambda}_+^a \lambda_-^a}{(\lambda_+^a \lambda_-^a)} = \frac{\bar{\lambda}_+^a}{(\lambda_+^a \lambda_-^a)} \left( (\sigma_{\bar{a}a}^m \lambda_+^a)(\sigma_{\bar{a}a}^m \lambda_-^a) - \frac{1}{4}(\sigma_{\bar{a}a}^m \lambda_+^a)(\sigma_{\bar{a}a}^m \lambda_-^a) \right) \tag{23}
\]
Note that the expression above is only defined for \((\bar{\lambda}_+^a \lambda_-^a) \neq 0\). This means that we solve partially the constraint such that \(\lambda_-^a\) is completely fixed by the other components while \(\lambda_+^a\) is completely unconstrained.

Then by taking \(\lambda_+^a\) as independent variables, one can formally bosonizes them together with their conjugate momenta \(w_+^a\) as [40]
\[
\lambda_+^a \simeq \eta^{(a)} e^{\phi^{(a)}}, \quad w_+^a \simeq -e^{-\phi^{(a)}} \partial \xi^{(a)}, \quad \delta \left( \lambda_+^a \right) \simeq -e^{-\phi^{(a)}}. \tag{24}
\]
The number of delta functions determines the picture of the vertex operators. Notice that the delta functions are fermionic objects. In [11, 41], it was postulate how to change the picture of a given vertex operator. For example, the picture minus seven vertex operator is obtained as follows
\[
V_{-7}^{(b)} = Q \cdot \xi_{(b)} \cdot V_{-8}, \tag{25}
\]
and
\[
\xi_{(a)} \cdot \delta(\lambda_+^a) = \frac{1}{\lambda_+^a}. \tag{26}
\]
Apparently, due to the rule above the \(V_{-7}^{(b)}\) vertex would have \(\lambda^s\) in the denominator and thus a problematic pole. However, it was argued in [11, 41] that the denominators always disappear in a flat background. The same is true in \(AdS\) and this will be proven in section 4. The flat space argument is as follows, if \(V_\delta(\lambda)\) is a BRST invariant operator then necessarily \(QV = \lambda(\ldots)\) with the same \(\lambda\) appearing in the argument of the delta function, thus \(Q(\xi_\delta(\lambda)) = \frac{\lambda}{\lambda}(\ldots)\), i.e. the denominator always cancel. The absence of denominators is used as a consistency check in the calculations.

It is not hard to see that \(V_{-8}^{\text{flat}}\) of (17) is BRST invariant as required, see [11, 29, 30] for more details. In a flat background the pure spinors are BRST invariant and both the
prefactor in (17) and the delta functions are invariant. Moreover, expressing the BRST operator of (3) in terms of the covariant derivatives $\nabla_\pm$ and the pure spinors $\lambda_\pm$ and using the commutation relations
\[
[\nabla_+, \nabla_-] \propto k_+ ,
\]
and the properties of the superfield $\Phi$ given in (16), one can show that only terms proportional to $\lambda^a_-$ are left when acting with the BRST operator on the vertex. However, we have
\[
\lambda^a_+ \left( \prod_{a=1}^{8} \delta(\lambda^a_+) \right) = 0 .
\]
This follows because of (23), i.e. $\lambda^a_-$ can be expressed as a sum of terms and each term is proportional to $\lambda^a_+$. So, the vertex is BRST invariant.

To go from the minus eight picture to the usual zero picture, we act with eight picture raising operators $Q \cdot \xi^{(a)}$. In this way, the zero picture vertex operator $V_0$ is written in terms of the minus eight picture vertex $V_{-8}$ as
\[
V_0 = Q \left( \xi^{(8)} \cdots Q \left( \xi^{(1)} \cdot V_{-8} \right) \cdots \right) .
\]
In [29, 30], it was shown that $V_0^{\text{flat}}$ obtained from the procedure above takes the form
\[
V_0^{\text{flat}} = V_{0,0}^{\text{flat}} + V_{0,2}^{\text{flat}} + V_{0,4}^{\text{flat}} + V_{0,6}^{\text{flat}} + V_{0,8}^{\text{flat}} .
\]
where $V_{0,n}$ preserves $SO(8)$ invariance and contains $n$ derivatives $\nabla_+$ acting on the superfield $\Phi$. In the section 4, we are going to take the flat space limit of our $AdS$ vertex operators and compare the results with the flat space ones. In $AdS$ we have only computed the bottom state of the supermultiplet so we are going to show explicit expressions for $V_0^{\text{flat}}$ only for $\Phi \sim e^{(ik_+ y)}$. Notice that the conventions in this paper differ from the ones in [11, 29] by some numerical factors. The relevant flat space BRST transformations in this paper are
\[
Q \cdot \theta^a_+ = \lambda^a_+ , \quad Q \cdot e^{(ik_+ y)} = ik_+ \lambda_-^a \theta^a_+ e^{(ik_+ y)} .
\]
The term $V_{0,0}^{\text{flat}}$ in the vertex is given by
\[
V_{0,0}^{\text{flat}} = 2i(\tilde{\lambda}_L \tilde{\lambda}_R)e^{(ik_+ y)} = (\tilde{\lambda}_L \tilde{\lambda}_R)e^{(ik_+ y)} ,
\]
where we have used the constraints (20). In addition,
\[
V_{0,2}^{\text{flat}} = -\frac{k_+}{4}(\tilde{\lambda}_L \sigma^{ij} \tilde{\lambda}_R)(\theta_+ \sigma_{ij} \theta_+ )e^{(ik_+ y)} ,
\]
and
\[
V_{0,4}^{\text{flat}} = (ik_+)^2 \frac{i}{192}(\tilde{\lambda}_L \sigma^{ijkl} \tilde{\lambda}_R)(\theta_+ \sigma_{ij} \theta_+ ) (\theta_+ \sigma_{kl} \theta_+ ) e^{(ik_+ y)} .
\]
The remaining terms are
\[
V_{0,6}^{\text{flat}} = (ik_+)^3 \frac{i}{11520}(\tilde{\lambda}_L \sigma^{ijklmn} \tilde{\lambda}_R)(\theta_+ \sigma_{ij} \theta_+ ) (\theta_+ \sigma_{kl} \theta_+ ) (\theta_+ \sigma_{mn} \theta_+ ) e^{(ik_+ y)} .
\]
and
\[ V_{0,8}^\text{flat} = 2i(k_+)^4(\tilde{\lambda}_L^\alpha \tilde{\lambda}_R^\beta) \theta^1_+ \theta_+^2 \theta_+^3 \theta_+^4 \theta_+^5 \theta_+^6 \theta_+^7 \theta_+^8. \] (36)

In order to derive the expressions for \( V_{0,n}^\text{flat} \) given above, in addition to (23) the following relations are useful (see [11, 29, 30] for more details)
\[
4!(\tilde{\lambda}_+^\alpha \sigma^{ijkl} \tilde{\lambda}_-)(\tilde{\lambda}_+^\alpha \sigma^{ijkl} \tilde{\lambda}_-) = 4(\tilde{\lambda}_+^\alpha \tilde{\lambda}_+^\alpha)(\tilde{\lambda}_+^\alpha \sigma^{ijkl} \tilde{\lambda}_-) = 288(\tilde{\lambda}_+^\alpha \tilde{\lambda}_+^\alpha)(\tilde{\lambda}_+^\alpha \sigma^{ijkl} \tilde{\lambda}_-),
\] (37)
and
\[
6!(\tilde{\lambda}_+^\alpha \sigma^{[ij} \tilde{\lambda}_-)\sigma^{klmn] \tilde{\lambda}_+^\alpha \sigma^{klmn] \tilde{\lambda}_-^\alpha} \sigma^{klmn] \tilde{\lambda}_-) = 288(\tilde{\lambda}_+^\alpha \tilde{\lambda}_+^\alpha)(\tilde{\lambda}_+^\alpha \sigma^{ijkl} \tilde{\lambda}_-),
\] (38)

Note that the vertex operator (30) is in the gauge
\[ V_0^\text{flat} = \tilde{\lambda}_L^\alpha \tilde{\lambda}_R^\beta A_{\tilde{a}\tilde{b}}. \] (39)

Naively, it seems that all the vertex operators obtained by acting with picture raising operators in lower picture vertices are BRST exact. In fact, for example, we have by construction that
\[ V_0 = Q(\xi_{(8)} \cdot V_{-1}) = Q\left(\frac{\bar{V}_{-1}}{\lambda_+^8}\right), \quad \text{with} \quad V_{-1} = \bar{V}_{-1} \delta(\lambda_+^8). \] (40)

It turns out that we must be careful with the inverse powers of \( \lambda_+^a \). Operators that involve inverse powers of \( \lambda_+^a \) are not globally defined in the pure spinor space, but only in a patch where \( \lambda_+^a \neq 0 \). If we include states that are not globally defined in the pure spinor space the BRST cohomology trivializes since \( Q(\theta^1/\lambda^1) = 1 \), so any BRST closed state would also be exact. This force us to consider only states that are globally defined in the pure spinor space and this implies that the vertices in this construction are not necessarily BRST trivial.

In the construction of the flat space vertex operators revised above, we see that both the vertex in the minus eight picture (17) and the vertex in the zero picture (30) are in the gauge where only the component \( A_{\tilde{a}\tilde{b}} \) of the gauge superfield is non-zero. This is not a coincidence and in fact the vertex in all the intermediate pictures between minus eight and zero are also in this gauge in flat space, see below. Before ending this section, we are going to describe the possibility of redefining \( \xi_{(a)} \) and changing the argument of the delta functions to \( Q(\theta_+^a) \) instead of \( \lambda_+^a \). This redefinition will not be used in the next sections, but it may be useful for some readers. In a flat background, these two quantities are equal but this is not true in general. The delta functions \( \delta(Q(\theta_+^a)) \) are well defined if the \( Q(\theta_+^a) \)'s are independent of each other and one way of verifying this is by computing the Jacobian to change the delta functions to \( \delta(\lambda_+^a) \) and verifying that it is non-singular. Suppose we are considering a supergravity background where some of its vertex operators have a minus eight picture description. These vertices will have the following general form
\[
V_{-8} = \frac{1}{8!} \varepsilon_{a_1...a_8}(\bar{V}_{-8})^{a_1...a_8} \prod_{a=1}^{8} \delta(Q(\theta_+^a)). \] (41)
In the formula above, \((\tilde{V}_8)^{a_1\ldots a_8}\) is anti-symmetric on the indices \(a_i = 1, \ldots, 8\). The BRST invariance of \(V_{-8}\) implies that
\[
Q(\tilde{V}_8)^{a_1\ldots a_8} = Q(\theta_+^{[a_1})(\tilde{V}_{-7})^{a_2\ldots a_8]},
\]
with \((\tilde{V}_{-7})^{a_1\ldots a_7}\) also anti-symmetric in all its indices. This follows because the BRST operator is nilpotent and it trivially annihilates the delta functions. We can use the \((\tilde{V}_{-7})'s\) to construct a vertex operator in the minus seven picture as
\[
V_{-7}^{(a)} = \frac{1}{7!} \varepsilon_{a_1\ldots a_7} (\tilde{V}_{-7})^{a_1\ldots a_7} \delta(Q(\theta_+^b)) .
\]
Note that the minus eight picture vertex operator and the minus seven picture vertex operator constructed above are related by the generalized picture raising procedure given by
\[
Q(\xi(a) \cdot \tilde{V}_{-8}) = V_{-7}^{(a)}, \quad \text{with} \quad \xi(a) \delta(Q(\theta_+^a)) = \frac{1}{Q(\theta_+^a)} .
\]
Similar relations are obtained for all pictures. BRST invariance implies
\[
Q(\tilde{V}_{-n})^{a_1\ldots a_n} = Q(\theta_+^{[a_1})(\tilde{V}_{-n+1})^{a_2\ldots a_n]},
\]
and the \(-n\) picture vertex operator is given by
\[
V_{-n}^{(a_1\ldots a_{8-n})} = \varepsilon_{a_1\ldots a_{8-n}b_1\ldots b_n} (\tilde{V}_{-n})^{b_1\ldots b_n} \prod_{c \neq (a_1\ldots a_{8-n})} \delta(Q(\theta_+^c)).
\]
Notice that following the manipulations above, one can see that in a flat background if \(\tilde{V}_{-8}\) only contains \(\bar{\lambda}\) this will also be true for all the \(\tilde{V}_{-n}\) until we reach \(V_0\). So the gauge condition is maintained by the picture raising procedure in the flat case.

In the section 4, we are going to present the supergravity vertex operators in an \(AdS_5 \times S^5\) background. In that section, we are going to focus on a particular state instead of the full supermultiplet. However, it was argued in [19] that first order on-shell fluctuations about \(AdS_5 \times S^5\) can also be described by a chiral superfield \(\Phi\) obeying similar constraints as the ones in (12). Thus we expect that our vertex operators can be covariantized similarly to what was done in flat space but this time using the \(AdS_5 \times S^5\) algebra of covariant derivatives.

### 3 The \(AdS_5 \times S^5\) Pure Spinor Formalism

The \(AdS_5 \times S^5\) pure spinor formalism is based in the superspace given by the following supercoset
\[
\frac{PSU(2,2|4)}{USp(2,2) \times USp(4)} .
\]
The bosonic subgroups \(USp(2,2)\) and \(USp(4)\) appearing in the denominator are the spin groups associated to the \(SO(4,1) \subset SO(4,2)\) and \(SO(5) \subset SO(6)\) isometries of \(AdS_5 \times S^5\). These subgroups are usually called the isotropy groups. Note that the bosonic part of the
The numerator is given by $SU(2,2) \times SU(4)$ which are the spin groups respective to $SO(4,2)$ and $SO(6)$. This coset can be parametrized by ten bosonic coordinates $x_\alpha^i, z, y_i^j, w$ with $\alpha, \dot{\alpha}, i, \bar{i} = 1, 2$ and thirty two fermionic coordinates $\theta_i$, and the indices decompose as $I = \{i, \bar{i}\}$ and $\bar{I} = \{\alpha, \dot{\alpha}\}$. Notice that the fermionic variables are distinguished by the positions of their indices so we must be careful if we want to lower and raise them using the $\epsilon$ symbols. Our coset parametrization will be given by

$$g = g_+ g_+ g_- g_0 = e^{(\theta_i^a q_i^a + \theta_\dot{i}^\dot{a} q_\dot{i}^\dot{a} + x_\alpha^i K_\alpha^i + \bar{x}_{\dot{\alpha}}^\dot{i} K_{\dot{\alpha}}^{\dot{i}})} e^{(\theta_i^a q_i^a + \theta_\dot{i}^\dot{a} q_\dot{i}^\dot{a} + \theta_\beta^b q_\beta^b)} e^{(\theta_i^a q_i^a + \theta_\dot{i}^\dot{a} q_\dot{i}^\dot{a})} e^{x \Delta + w J}, \quad (48)$$

where the $q$'s are the supersymmetry generators\(^5\), the $K$'s are the conformal boosts, the $\Delta$ is the dilatation generator and $J$ is its $R$-charge analogous. The additional generators of the $\text{psu}(2,2|4)$ algebra are the translations $P$'s and the rotations $M$. Our conventions for the algebra are given in the Appendix A. Choosing a coset parametrization as the one given in (48) is equivalent to fix the $USp(2,2) \times USp(4)$ gauge symmetries and the coordinates appearing in the coset are all gauge invariant by construction. Recall that the coset transforms under an infinitesimal $USp(2,2) \times USp(4)$ gauge transformation with parameters $\Sigma$'s as

$$\delta g = g \left( \hat{M}_\alpha^\beta \Sigma_\alpha^\beta + \hat{M}_\beta^\alpha \Sigma_\alpha^\beta + \hat{M}^i_\alpha \Sigma_i^\alpha + \hat{M}^\alpha_i \Sigma_i^\alpha + (P^\alpha_\beta + \epsilon_{\dot{\alpha} \dot{\beta}} \epsilon^{\alpha \beta} K_\beta^i) \Sigma_i^\alpha + (P_i^\alpha + \epsilon_{\dot{\alpha} \dot{\beta}} \epsilon^{\alpha \beta} \bar{K}_\beta^i) \Sigma_i^\alpha \right). \quad (49)$$

The coset choice (48) was not arbitrary. We have chosen a parametrization where all the generators that annihilate our vertex operators (see the next section) are located at the left. This choice greatly simplifies the calculations. In particular, the vertex operators will not depend on $\theta_i^a, \theta_\dot{i}^\dot{a}, \theta_\beta^b, \theta_\dot{\beta}^\dot{a}, \theta_\gamma^c, \theta_\dot{\gamma}^\dot{c}$, and $x_\alpha^i$ and $y_i^j$.

Under a BRST transformation generated by $Q$ the coset transforms as

$$Q \cdot g = g (\lambda_+ q_- + \lambda_- q_+ + \bar{\lambda}_+ \bar{q}_- + \bar{\lambda}_- \bar{q}_+)$$

$$+ g \left( \hat{M}_\alpha^\beta \Sigma_\alpha^\beta + \hat{M}_\beta^\alpha \Sigma_\alpha^\beta + \hat{M}^i_\alpha \Sigma_i^\alpha + \hat{M}^\alpha_i \Sigma_i^\alpha + (P^\alpha_\beta + \epsilon_{\dot{\alpha} \dot{\beta}} \epsilon^{\alpha \beta} K_\beta^i) \Sigma_i^\alpha + (P_i^\alpha + \epsilon_{\dot{\alpha} \dot{\beta}} \epsilon^{\alpha \beta} \bar{K}_\beta^i) \Sigma_i^\alpha \right),$$

where the $\lambda$'s are the bosonic pure spinor variables and we have used the definitions

$$\lambda_+^\alpha = (\lambda_\alpha^i, \lambda_\dot{i}^\dot{a}), \quad \lambda_-^\alpha = (\lambda_\dot{i}^i, \lambda_\bar{i}^\bar{a}), \quad \bar{\lambda}_+^\dot{\alpha} = (\bar{\lambda}_\alpha^i, \bar{\lambda}_\dot{i}^\dot{a}), \quad \bar{\lambda}_-^\dot{\alpha} = (\bar{\lambda}_\dot{i}^i, \bar{\lambda}_\bar{i}^\bar{a}),$$

and

$$q_+^a = (q_\alpha^i, \bar{q}_\dot{a}), \quad q_-^a = (\bar{q}_\dot{a}, q_\alpha^i), \quad \bar{q}_+^\dot{a} = (\bar{q}_\alpha^i, \tilde{q}_\dot{a}), \quad \bar{q}_-^\dot{a} = (\tilde{q}_\alpha^i, \bar{q}_\dot{a}),$$

where $a$ and $\dot{a}$ are $SO(8)$ spinor indices. The subscripts in the definitions above indicate the charge under the generator $J$. The contraction of the indices in (50) is the obvious one, for example,

$$\lambda_+ q_- = \lambda_\alpha^i q_\alpha^i + \lambda_\dot{i}^\dot{a} \bar{q}_\dot{a}. \quad (53)$$

In (50), the second line contains a restoring gauge transformation parametrized by the $\Sigma$'s. This is always the case when we want to preserve a coset parametrization. In AdS, the $\lambda$'s are not BRST invariant anymore and they transform as

$$Q \cdot \lambda_+^I = \Sigma_+^I \lambda_+^I - \Sigma_-^I \lambda_-^I,$$  \quad (54)
and similarly for $\hat{I} \leftrightarrow I$. Notice that a different approach is possible, one example being [23], where the $USp(2,2) \times USp(4)$ gauge transformations are not fixed. In this case, the BRST transformations are defined up to a gauge transformation. Here we are fixing the gauge and fixing a particular BRST transformation that preserves our coset parametrization.

In order for the BRST operator to be nilpotent\(^6\), and the theory well defined, the variables $\lambda$’s have to satisfy several quadratic constraints, the so called pure spinor constraints. One way to derive these constraints is by noticing that (with a compact notation)

$$Q^2 \cdot g = g(\lambda q + \Sigma)(\lambda q + \Sigma) + g((Q \cdot \lambda)q + (Q \cdot \Sigma)),$$

and using the BRST transformation of $\lambda$ given in (54), one concludes that the necessary condition for $Q$ to be nilpotent is

$$\{\lambda q, \lambda q\} \in usp(2,2) \times usp(4).$$

To see the implications of the above constraints, we need the following definitions

$$\tilde{\lambda} \equiv \{\lambda^a_i, \lambda^\dot{a}_i, \lambda^a_i, \lambda^\dot{a}_i\}, \quad \tilde{q} \equiv \{q^i_a, q^{\dot{a}}_a, q^i_a, q^{\dot{a}}_a\},$$

$$\bar{\tilde{\lambda}} \equiv \{-\epsilon_{ij}\epsilon^{\alpha\beta}\lambda^j_\beta, -\epsilon_{ij}\epsilon^{\dot{a}\dot{b}}\lambda^j_\beta, \epsilon_{ij}\epsilon^{\alpha\beta}\lambda^i_\beta, \epsilon_{ij}\epsilon^{\dot{a}\dot{b}}\lambda^i_\beta\},$$

$$\bar{\tilde{q}} \equiv \{-\epsilon^{ij}\epsilon_{\alpha\beta}q^j_\beta, -\epsilon^{\dot{a}j}\epsilon_{\dot{a}\dot{b}}q^\dot{a}j_\beta, \epsilon^{\dot{a}j}\epsilon_{\dot{a}\dot{b}}q^\dot{a}j_\beta, \epsilon^{ij}\epsilon_{\alpha\beta}q^i_\beta\}.$$  

The last two definitions can be written compactly as

$$\tilde{\lambda}^i_\hat{I} = \sigma^i_6(\sigma^i_6)_{IJ}\lambda^j_\hat{J}, \quad \tilde{q}^i_\hat{I} = \sigma^i_6(\sigma^i_6)_{IJ}q^j_\hat{J},$$

where $\sigma^i_n$ are $SO(6)$ Pauli matrices, with $n = 1, \ldots, 6$. They obey

$$\sigma^i_n = \frac{1}{2}\epsilon^{iJKL}(\sigma^i_n)_{KL},$$

and in our conventions

$$\sigma^i_6 = \begin{pmatrix} \epsilon^{ij} & 0 \\ 0 & -\epsilon^{ij} \end{pmatrix}.$$  

This motivates the definitions

$$\epsilon^i_\hat{I} = \sigma^i_6, \quad \epsilon^{\dot{a}}_J = \sigma^{\dot{a}}_6, \quad \epsilon_{IJ} = \sigma_{IJ}^6, \quad \epsilon_{i\dot{a}} = \sigma_{i\dot{a}}^6,$$

which enables us to raise and lower indices that transform under $USp(2,2)$ and $USp(4)$. Taking the following linear combination of the generators

$$i_{q_R} \equiv \tilde{q} + \bar{\tilde{q}}, \quad q_L \equiv \tilde{q} - \bar{\tilde{q}},$$

it is possible to show using the commutation relations of the Appendix A that

$$\{q_R, q_L\} \in usp(2,2) \times usp(4), \quad \text{and} \quad \{q_R, q_R\}, \{q_L, q_L\} \not\in usp(2,2) \times usp(4).$$

\(^6\)If the gauge symmetry is not fixed the BRST operator can be nilpotent up to gauge transformations, but in this work, since we gauge fix, the BRST operator must be nilpotent.
The next step is to write the combination of $\lambda$'s and $q$'s appearing in the BRST transformation (50) in the new notation

$$(\lambda^+_q + \lambda^-_q + \bar{\lambda}^+_\bar{q} + \bar{\lambda}^-_{\bar{q}}) = \bar{\lambda}\bar{q} + \bar{\lambda}\bar{q} = \frac{1}{2i}(\bar{\lambda} + \bar{\lambda})q_R + \frac{1}{2}(\bar{\lambda} - \bar{\lambda})q_L \equiv \frac{1}{2}\lambda_R q_R + \frac{1}{2}\lambda_L q_L. \quad (64)$$

Thus the pure spinor constraints become

$$\{\lambda_R q_R, \lambda_R q_R\} = 0, \quad \{\lambda_L q_L, \lambda_L q_L\} = 0, \quad (65)$$

or equivalently

$$[(\bar{\lambda}\bar{q}), (\bar{\lambda}\bar{q})] + [(\bar{\lambda}\bar{q}), (\bar{\lambda}\bar{q})] = 0, \quad [(\bar{\lambda}\bar{q}), (\bar{\lambda}\bar{q})] + [(\bar{\lambda}\bar{q}), (\bar{\lambda}\bar{q})] = 0. \quad (66)$$

Evaluating the commutators, the constraints become in components

$$\hat{\lambda}^I_j \hat{\lambda}^j_I + \epsilon^{IK} \epsilon_{JL} \hat{\lambda}^J_L \hat{\lambda}^L_K = \frac{1}{2} \delta^I_j (\hat{\lambda}^I_K \hat{\lambda}^J_k),$$

$$\epsilon^{IJ} \hat{\lambda}^I_j \hat{\lambda}^j_I + \epsilon^{IK} \epsilon^{JL} \epsilon_{IJ} \hat{\lambda}^I_K \hat{\lambda}^L_j = \frac{1}{4} \epsilon^{IJ} \epsilon^{KL} \hat{\lambda}^I_K \hat{\lambda}^J_L + \epsilon^{KL} \epsilon^{IK} \hat{\lambda}^I_K \hat{\lambda}^J_L, \quad (67)$$

and similarly for $I \leftrightarrow \hat{I}$. In the expression above, we have used the definitions

$$\hat{\lambda}^I_a = -\lambda^I_a, \quad \hat{\lambda}^a_I = -\lambda^a_I, \quad \text{and} \quad \hat{\lambda}^I_j = \lambda^I_j, \quad \hat{\lambda}^j_I = \lambda^j_I, \quad \text{otherwise.} \quad (68)$$

Note that the pure spinor constraints above are given in $SO(8)$ notation in (20).

In the next section, we will define and compute the half-BPS vertex operators in two different pictures. The procedure for moving between pictures was defined in [11, 41] and involves BRST transformations. In flat space, the BRST transformation of the variables is simpler and one can change the picture analytically [29, 30]. In $AdS$, the calculation is complicated by the fact that the $\lambda$'s are not BRST invariant, see (54), and the transformations of the remaining worldsheet variables have many terms. The full set of BRST transformations solving (50) are given in the Appendix B. Thus in this work, all the $AdS$ calculations were performed using a computer. Our strategy was to replace every $\lambda^a$ by the other $\lambda$'s by using (23) and then using the additional constraints

$$\bar{\lambda}^+_\bar{\lambda}^+ + \bar{\lambda}^-_{\bar{\lambda}^-} = 0, \quad \bar{\lambda}^+_\bar{\lambda}^- = 0. \quad (69)$$

The remaining simplifications using the pure spinor constraints where done numerically. The solution of the pure spinor constraints using an $U(5)$ notation is well known and it can be found in many places in the literature, see [32] for example. In particular, the solution is parametrized by eleven numbers which is the number of independent components of a pure spinor in ten dimensions. It is not difficult to map numerical solutions in $U(5)$ notation to solutions of the constraints in $SO(8)$ or $SO(6)$ notation given in (20) and (67) respectively.

The pure spinor action in $AdS_5 \times S^5$ is known and it is written in terms of currents constructed from the coset $g$. The action will not be needed in this work and we refer the reader to the literature for its expression. However, the action will be important for the
computation of amplitudes because we will need to know the OPE’s of various worldsheet fields. In this work, only the BRST transformations are needed and the knowledge that physical states are states in the cohomology of the BRST operator with ghost number two.

We have chosen to work with the coset parametrization (48) where the worldsheet coordinates are gauge invariant. As mentioned before, in this case the $\lambda$’s are not BRST invariant and transform under restoring gauge transformations. Alternatively, it is possible to use different cosets and define gauge invariant $\lambda$’s. In the Appendix B, we give an example of such a coset. The main disadvantage of such cosets is that the pure spinor constraints are more involved and working with them even numerically is quite complicated. Nevertheless, we believe that the easiest way of obtaining the vertex operators for any alternative cosets is to generate a basis of invariants and solving the condition of BRST closeness by numerically fitting for the coefficients of the basis. It is also possible to write a second basis and verify that the obtained vertex is not BRST exact.

4 The Half-BPS Vertex operators

In this section, we are going to compute the vertex operator for any half-BPS state in the zero picture. This is the main result of the paper. As mentioned in the Introduction, it is known that these vertex operators can be described by just one superfield [23]. However, the explicit expression for this superfield was not known. Our strategy for the calculation was to start with the vertices in the minus eight picture derived in [11, 41] and change the picture step by step until we reach the zero picture vertices. In this section, we are going to redefine the $\theta$’s in order to absorb some of the exponential factors and have more compact expressions, we will use

$$\tilde{\theta}_\pm \equiv e^{\pm w z} \theta_\pm, \quad \tilde{\bar{\theta}}_\pm \equiv e^{\pm w z} \bar{\theta}_\pm,$$

where

$$\theta_+ = (\theta^a_+, \theta^\alpha_+), \quad \theta_- = (\theta^a_-, \theta^\alpha_-), \quad \bar{\theta}_+ = (\bar{\theta}_+^a, \bar{\theta}_+^\alpha), \quad \bar{\theta}_- = (\bar{\theta}_-^a, \bar{\theta}_-^\alpha).$$

The BRST transformations of the $\tilde{\theta}$’s are easily deduced

$$Q(\tilde{\theta}_\pm) = e^{\pm w z} Q(\theta_\pm) \pm \frac{1}{2} Q(w - z) \tilde{\theta}_\pm, \quad Q(\tilde{\bar{\theta}}_\pm) = e^{\pm w z} Q(\bar{\theta}_\pm) \pm \frac{1}{2} Q(w + z) \tilde{\bar{\theta}}_\pm.$$  

Notice that the $\tilde{\theta}$ are chargeless under $\Delta$ and $J$, see the Appendix A for our conventions. In what follows, we are going to suppress the tilde from the $\theta$’s to avoid cluttering and we hope that this does not cause any confusion.

Let’s start by reviewing the properties of half-BPS operators. It is well known that the $AdS_5 \times S^5$ superstring theory is dual to $\mathcal{N} = 4$ Super-Yang-Mills (SYM). All the single trace gauge invariant half-BPS operators in SYM have been classified and they take the following form

$$O_L(x, y) = \text{Tr} \left( (\bar{y} \cdot \dot{\Phi})^L \right)(\tilde{x}),$$

where the trace is over the gauge group indices, $\bar{y}$ is a null six dimensional vector $\bar{y} \cdot \bar{y} = 0$ called the polarization vector, $L$ is the length of the operator, $\tilde{x}$ is its spacetime position (the relation between the variables $\tilde{x}^\mu$ and the variables $x_\alpha^\mu$ appearing in the coset parametrization...
(48) will be discussed in the next section) and finally \( \Phi \)'s are the six real scalars of the theory. We are going to consider these operators at the spacetime position \( \tilde{x}^\mu = 0 \) and select a specific polarization vector such as the operator has charge \( L \) under the \( U(1) \) generator \( J \). One possible choice of polarization is

\[
\tilde{y} = \{ 1, i, 0, 0, 0, 0\}.
\]

Starting with an operator with this properties, it is possible to get more general ones by applying spacetime translations and \( SO(6) \) rotations. This specific set of operators have \( \Delta = J = L \). Being a half-BPS operator, it is annihilated by twenty four supercharges. The operators are superconformal primaries and thus any susy generator that lower its dimension has to annihilated it. The operators are also \( SO(6) \) highest weight operators so any susy generator that raises its \( J \) charge must annihilate it. The conclusion is that all the susy’s generators with \( J - \Delta \geq 0 \) annihilate it. The charge of all the generators can be found in the Appendix A. The conclusion is that the supermultiplet that our half-BPS operators belong to.

In what follows, we will look for vertex operators with the same properties. In the minus eight picture they are given by

\[
V_{-8}(n) = (\lambda_+ \lambda_+) e^{n(z+w)} \prod_{\alpha,i=1,2} \lambda_{\alpha,i}^3 \prod_{\alpha,i'=1,2} \lambda_{\alpha,i'}^i \prod_{\alpha,i=1,2} \delta(\lambda_{\alpha,i}^3) \prod_{\alpha,i=1,2} \delta(\lambda_{\alpha,i}^i) ,
\]

where \( n \) is equal to \(-L\) and that comes from how the vertex operators transform under \( PSU(2,2|4) \). The prefactor is

\[
(\lambda_+ \lambda_+) = \lambda_+^\alpha \lambda_-^\beta \epsilon_{\alpha \beta} \epsilon^{ij} - \lambda^\alpha_+ \lambda^i_- \epsilon_{ij} \epsilon^{\alpha \beta} .
\]

Notice that using the more usual scalar prefactor \( (\lambda_L \lambda_R) \) where both \( \lambda_L \) and \( \lambda_R \) were defined in (64) is equivalent. The term \( (\lambda_L \lambda_R) \) depends on all the \( \lambda \)'s but the dependency in \( \lambda_+ \) and \( \lambda_- \) are killed by the delta functions in \( V_{-8} \) and the dependency in \( \lambda_- \) can be eliminated due to the first pure spinor constraint given in (69). It is possible to show that all \( V_{-8}(n) \) are annihilated by the same set of generators that annihilate the dual operators. This follows because of their \( SO(4) \times SO(4) \) invariance, i.e. it is possible to write \( V_{-8}(n) \) with all the indices \( \alpha, \alpha', i, i' \) contracted with \( \epsilon \)'s tensors. Alternatively, one can show this explicitly by computing the global \( PSU(2,2|4) \) transformations of the wordsheet variables. Recall that under a global \( PSU(2,2|4) \) transformation with an element \( g_p \) the coset representative \( g \) of (48) transforms as

\[
g_p g(z, w, \theta, x, y) = g(z', w', \theta', x', y') h ,
\]

where the variables with primes are transformed variables and \( h \) is a gauge transformation. For the case of an infinitesimal transformation with parameter \( \epsilon^A \) the formula above takes the form \( (T_A \) are generators of the supergroup and \( X^M \) are the collection of all wordsheet variables with \( X'^M = X^M + \delta X^M) \)

\[
(1 + \epsilon^A T_A) g(X) = (g(X) + \delta X^M \frac{\partial g(X)}{\partial X^M} ) (1 + \delta h) ,
\]

equivalently

\[
g(X)^{-1} (\epsilon^A T_A) g(X) = \delta X^M \epsilon^A_M T_A + \delta h \quad \text{with} \quad \epsilon^A_M T_A = g(X)^{-1} \frac{\partial g(X)}{\partial X^M} .
\]
Notice that for a general $PSU(2,2|4)$ transformation there is a compensating gauge transformation (the factor $\delta h$ above) and the pure spinor variables rotate accordingly. This is similar to the BRST transformations of the pure spinors given in (54). By computing the transformations of the worldsheet variables using (79) for different generators, it is possible to show that our vertex operators $V_{-8}(n)$ given in (75) are annihilated by all susy generators with $J - \Delta \geq 0$ and by both $K^\alpha_0$ and $K^1_1$. In fact, the combination $z + w$ appearing in the exponential has the only nontrivial transformations

$$\delta z + \delta w = -\epsilon^i_\alpha \theta^\alpha_i + \epsilon^i_\dot{\alpha} \theta^\dot{\alpha}_i - y^i_\alpha \epsilon^i_\alpha + x^\alpha_\alpha \epsilon^\dot{\alpha}_\dot{\alpha}.$$  

(80)

Note that the parameters $\epsilon^i_\alpha$ and $\epsilon^i_\dot{\alpha}$ are associated with the supersymmetry generators $q^\alpha$ which all have $J - \Delta = -1$ and both $\epsilon^i_\alpha$ and $\epsilon^i_\dot{\alpha}$ are associated with the translation generators $P^i_\alpha$ and $P^i_\dot{\alpha}$. Moreover, not considering transformations generated by the $P$’s and $q^\alpha$, we have

$$\delta \theta^i_\alpha = -\frac{1}{2} \theta^i_\alpha (\epsilon^i_\alpha \theta^\alpha_j - \epsilon^i_\dot{\alpha} \theta^\dot{\alpha}_j) - \epsilon^i_\alpha \theta^\alpha_j \theta^\alpha_i + \epsilon^i_\dot{\alpha} \theta^\dot{\alpha}_j \theta^\dot{\alpha}_i,$$

$$\delta \theta^i_\dot{\alpha} = \frac{1}{2} \theta^i_\dot{\alpha} (\epsilon^i_\alpha \theta^\alpha_j - \epsilon^i_\dot{\alpha} \theta^\dot{\alpha}_j) - \epsilon^i_\dot{\alpha} \theta^\dot{\alpha}_j \theta^\dot{\alpha}_i - \epsilon^i_\alpha \theta^\alpha_j \theta^\alpha_i.$$  

(81)

Despite the fact that $\theta^\alpha_\alpha$ and $\theta^\dot{\alpha}_\dot{\alpha}$ have nontrivial transformations, the combination of eight thetas appearing in the vertex $V_{-8}(n)$ is invariant due to cancellations. Finally, again setting $\epsilon^i_\alpha, \epsilon^i_\dot{\alpha}, \epsilon^i_\dot{\alpha}, \epsilon^i_\alpha \rightarrow 0$, the compensating gauge transformation $\delta h$ is given in terms of the following rotation parameters (up to factors involving traces), see (49),

$$\Sigma^\alpha_\alpha = -\epsilon^i_\alpha \theta^\alpha_i, \quad \Sigma^\dot{\alpha}_\dot{\alpha} = -\epsilon^i_\dot{\alpha} \theta^\dot{\alpha}_i, \quad \Sigma^j_\alpha = -\epsilon^i_\alpha \theta^\alpha_i, \quad \Sigma^j_\dot{\alpha} = -\epsilon^i_\dot{\alpha} \theta^\dot{\alpha}_i, \quad \Sigma^\beta_\alpha = 0, \quad \Sigma^\beta_\dot{\alpha} = 0.$$  

(82)

It is easy to show that the prefactor $(\tilde{\lambda}_+ \tilde{\lambda}_+)$ and the product of eight deltas are invariant under the above gauge transformations. These arguments prove that $V_{-8}(n)$ are annihilated by both twenty four supersymmetries and the $K$’s as required.

To show that the vertices $V_{-8}(n)$ are BRST invariant one uses the explicit transformations given in the Appendix B. First, all the terms in $\delta z + \delta w$ contains a $\theta^a_+$. Second, all the terms in the sigmas $\Sigma^\alpha_\alpha$ and $\Sigma^j_\alpha$ of (50) contain also at least one $\theta^a_+$. The remaining $\Sigma$’s are related with transformations generated by the $\tilde{M}$’s and these transformations annihilated the vertex because both the prefactor $(\tilde{\lambda}_+ \tilde{\lambda}_+)$ and the product of eight delta functions are $SO(4) \times SO(4)$ invariant. Finally, $\delta \theta^a_+$ has the term $\lambda^a_+$ which is killed by the delta functions and the remaining terms cancel between the transformations of the eight thetas. Alternatively, one can think that the arguments of the delta functions are $Q \cdot \lambda^a_+$ as was done in (41), so the invariance of the vertex operators under the BRST transformations of the $\theta^a_+$ is manifest. Then expanding the delta functions, all terms proportional to derivatives contain at least one $\theta^a_+$ and are killed, thus we return to the expression for $V_{-8}(n)$ in (75). During our computation we have checked that all the $V_{-n'}(n)$ are BRST invariant for any $n'$ between zero and eight. This is expected since the BRST operator is nilpotent. In the subsection below, we also argue that the picture raising procedure is well defined in $AdS_5 \times S^5$.

The picture zero vertex operators $V_0(n)$ that are obtained by the picture raising procedure starting with the picture minus eight vertices $V_{-8}(n)$ are

$$e^{-n(z+w)}V_0(n) = V_0^0 + V_0^2 + V_0^4 + V_0^6 + V_0^8,$$  

(83)
and in the notation above the superscript indicates the number of thetas. We have
\[ V_0^0 = (\bar{\lambda}_+ \bar{\lambda}_+), \] (84)
where \((\bar{\lambda}_+ \bar{\lambda}_+)\) was defined in (76). We will also need the definitions
\[ \bar{\lambda}_{+1}^2 \equiv \lambda^i_0 \lambda^\beta_\gamma \epsilon_{i\beta}, \quad \bar{\lambda}_{+2}^2 \equiv \lambda^i_0 \lambda^j_0 e^\alpha_\beta \epsilon_{ij}, \]
\[ \bar{\lambda}_{-1}^2 \equiv \lambda^i_0 \lambda^j_0 e^\alpha_\beta \epsilon_{ij}, \quad \bar{\lambda}_{-2}^2 \equiv \lambda^i_0 \lambda^j_0 e^\alpha_\beta \epsilon_{ij}. \] (85)
Note that the terms above are not all independent due to the pure spinor costraints
\[ \bar{\lambda}_{+1}^2 - \bar{\lambda}_{+2}^2 + \bar{\lambda}_{-1}^2 - \bar{\lambda}_{-2}^2 = 0. \] (86)
The term \(V_0^2\) is given by
\[ V_0^2 = -(1 + n)\left( \lambda^{ij}_0 \lambda^\beta_\gamma \epsilon_{i\beta} e^\gamma_{ij} + \lambda^{ij}_0 \lambda^\alpha_\beta e^\alpha_{ij} - \lambda^i_0 \lambda^j_0 e^\alpha_\beta \epsilon_{ij} \right) \]
\[ - (1 - n)\left( \lambda^{ij}_0 \lambda^\beta_\gamma \epsilon_{i\beta} e^\gamma_{ij} + \lambda^{ij}_0 \lambda^\alpha_\beta e^\alpha_{ij} - \lambda^i_0 \lambda^j_0 e^\alpha_\beta \epsilon_{ij} \right) + 2n\left( \lambda^{ij}_0 \lambda^\beta_\gamma \epsilon_{i\beta} e^\gamma_{ij} + \lambda^{ij}_0 \lambda^\alpha_\beta e^\alpha_{ij} - \lambda^i_0 \lambda^j_0 e^\alpha_\beta \epsilon_{ij} \right). \] (87)
Moreover,
\[ V_0^4 = V_{0,1}^4 + V_{0,2}^4, \]
with
\[ V_{0,1}^4 = (2 + n^2)\left( \bar{\lambda}_{+1}^2 - \bar{\lambda}_{-2}^2 \right)\left( \theta^1_0 \theta^2_0 \theta^2_2 + \theta^1_0 \theta^2_0 \theta^2_2 \right) \]
\[ + 3n\left( \bar{\lambda}_{+1}^2 + \bar{\lambda}_{-2}^2 \right)\theta^1_0 \theta^2_0 \theta^2_2 + 3n\left( \bar{\lambda}_{+2}^2 + \bar{\lambda}_{-1}^2 \right)\theta^1_0 \theta^2_0 \theta^2_2, \] (88)
and
\[ V_{0,2}^4 = \left( 1 - \frac{3}{2}n - \frac{1}{2n} \right)\left( \lambda^{ij}_0 \lambda^\beta_\gamma \epsilon_{i\beta} e^\gamma_{ij} - \lambda^i_0 \lambda^j_0 e^\alpha_\beta \epsilon_{ij} \right) \]
\[ + \left( \frac{2}{3}n + \frac{2}{3}n^2 \right)\left( \lambda^i_0 \lambda^j_0 \lambda^\beta_\gamma \epsilon_{i\beta} e^\gamma_{ij} \right) \]
\[ + \left( 1 + \frac{3}{2}n - \frac{3}{2n} \right)\left( \lambda^{ij}_0 \lambda^\beta_\gamma \epsilon_{i\beta} e^\gamma_{ij} \right) \]
\[ + \left( \frac{2}{3}n - \frac{2}{3n} \right)\left( \lambda^i_0 \lambda^j_0 \lambda^\beta_\gamma \epsilon_{i\beta} e^\gamma_{ij} \right). \] (89)
In addition, the term with six \(\theta_+\)’s is
\[ V_0^6 = (-8 + 19n + 2n^2 - n^3)\left( \lambda^{ij}_0 \lambda^\beta_\gamma \epsilon_{i\beta} e^\gamma_{ij} \right) \]
\[ + (8 + 19n - 2n^2 - n^3)\left( \lambda^i_0 \lambda^j_0 \lambda^\beta_\gamma \epsilon_{i\beta} e^\gamma_{ij} \right) \]
\[ + \left( \frac{38}{9}n - \frac{2}{9n} \right)\left( \lambda^i_0 \lambda^j_0 \lambda^k_0 \lambda^l_0 \lambda^\gamma_\delta \epsilon_{ik\gamma} e^{\delta_{ij}} \epsilon^j_{kl} e^{\gamma_{ik}} \right). \] (90)
Finally,
\[ V_0^8 = (\bar{\lambda}_+ \lambda_+) \theta_+^8 (72 - 37n^2 + n^4), \] (92)
where we have used the definition
\[ \theta_+^8 = \theta_1^1 \theta_2^2 \theta_1^1 \theta_2^2 \theta_1^2 \theta_2^2. \] (93)

The vertex operators (83) are the main results of this paper. Notice that they are in the gauge where only the component \( A_{\dot{a}b} \) of the gauge superfield (2) is nonzero. However, it is possible to write the vertices in the more usual form (2) by adding to it BRST trivial term and making appropriated \( USp(2, 2) \times USp(4) \) gauge transformations. This will be explained below. These vertices correspond to a particular dual operator as explained in the beginning of the section. However, it is possible to translate the vertices to different spacetime positions and arbitrary \( R \)-charge orientations. This can be done by computing the finite \( PSU(2, 2|4) \) transformations of the worldsheet variables by solving (77). Notice that for computing amplitudes and getting non-trivial results, it will be important to have vertices with different \( R \)-charge orientations. It is also possible to get the other states of the supermultiplet by applying supersymmetry transformations. The result of this procedure is equivalent to write the vertex in terms of the chiral superfield \( \Phi \) described in the section 2.

4.1 Arguing that the \( AdS \) picture raising procedure is well defined

In this subsection, we are going to argue that the procedure of changing pictures used above is justified in \( AdS_5 \times S^5 \). In other words that all the denominators are canceled at every step and globally defined states are mapped into globally defined states. In \( AdS \), the pure spinors are not BRST invariant and the same is true for the delta functions. In our conventions
\[ Q \cdot \delta^{(n)}(\lambda) = (Q \cdot \lambda) \delta^{(n+1)}(\lambda), \] (94)
where the superscripts denote the number of derivatives. Thus a vertex operator \( \tilde{V}_{-n} \) in a picture \(-n\) has the following expansion
\[ \tilde{V}_{-n} = A_0 \delta(\lambda^i) + A_1 \delta^{(1)}(\lambda^i) + A_2 \delta^{(2)}(\lambda^i) + \ldots, \] (95)
where we have selected a particular pure spinor component \( \lambda^i \). Note that if \( n \neq 1 \), the other delta functions are inside the \( A_i \)'s. Since the vertex operator \( \tilde{V}_{-n} \) for a particular state has a definite grading all the \( A_i \)'s have necessarily the same grading \( a \) (the delta functions and their derivatives are fermionic). By construction the vertex is BRST closed. Using the notation (one can check that terms with \((\lambda_+^a)^2\) are only generated by the BRST transformations \( Q \cdot \lambda \) for \( \lambda_+^a \) and if one replaces \( \lambda_+^a \) by (23), see the explicit formulas in the Appendix B)
\[ Q \cdot A_j = X_j^0 + \lambda^i X_j^1 + (\lambda^i)^2 X_j^2; \quad Q \cdot \lambda^i = Z_0 + \lambda^i Z_1 + (\lambda^i)^2 Z_2. \] (96)
The condition $Q \cdot \tilde{V}_{-n} = 0$ implies by reading the coefficients of both the delta function and its derivatives that

\begin{align*}
0 &= X_0^0 - X_1^1 + 2X_2^2 - (-1)^a(A_0 Z_1 - 2A_1 Z_2), \\
0 &= X_1^0 - 2X_1^1 + 6X_3^2 + (-1)^a(A_0 Z_0 - 2A_1 Z_1 + 6A_2 Z_2), \\
&\quad \cdots \\
0 &= X_{i-1}^0 - iX_i^1 + i(i+1)X_{i+1}^2 + (-1)^a(A_{i-2} Z_0 - iA_{i-1} Z_i + i(i+1)A_i Z_2).
\end{align*}

(97)

To derive the formulas above, we have used that

$$
\lambda^i \delta^{(n)}(\lambda^i) = -n \delta^{(n-1)}(\lambda^i), \quad \text{and} \quad (\lambda^i)^2 \delta^{(n)}(\lambda^i) = n(n+1) \delta^{(n-2)}(\lambda^i).
$$

(98)

and these formulas will be justified below. Now using

$$
\xi_{(i)} \cdot \delta^{(n)}(\lambda^i) = \left(\frac{d}{d\lambda^i}\right)^n \frac{1}{\lambda^i},
$$

(99)

we have

$$
\xi_{(i)} \cdot \tilde{V}_{-n} = (-1)^a A_0 \frac{1}{\lambda^i} + (-1)^a A_1 \frac{-1}{(\lambda^i)^2} + (-1)^a A_2 \frac{2}{(\lambda^i)^3} + \ldots \ldots.
$$

(100)

It is not difficult to see that the conditions (97) imply

$$
\tilde{V}_{-(n-1)} = Q \cdot \xi_{(i)} \cdot \tilde{V}_{-n} = (-1)^a X_0^1 - (-1)^a X_1^2 - A_0 Z_2 + (-1)^a \lambda^i X_0^2.
$$

(101)

The conclusion is that all terms with the pure spinor $\lambda^i$ in the denominator have cancelled. This is necessary for the picture raising procedure to be well defined in $AdS$. In addition the term $\lambda^i X_0^2$ necessarily have a derivative of delta inside it.

Let us work out an example to see this cancellation in practice. Suppose we have the following minus two picture vertex operator ($\hat{A}$ can in principle depends on all the worldsheet variables)

$$
\tilde{V}_{-2} = \tilde{A}_0 \delta(\lambda^2) \delta(\lambda^1) + \tilde{A}_1 \delta^{(3)}(\lambda^2) \delta^{(1)}(\lambda^1) + \tilde{A}_2 \delta^{(1)}(\lambda^2) \delta^{(2)}(\lambda^1)
$$

(102)

By construction the vertex is BRST invariant and this implies (We are going to suppose that $\tilde{V}_{-2}$ is bosonic and accordingly all the $A_i$’s are fermionic)

\begin{align*}
Q \cdot \tilde{V}_{-2} = 0 &= (Q \cdot A_0) \delta(\lambda^1) - A_0 (Q \cdot \delta(\lambda^1)) \\
&\quad + (Q \cdot A_1) \delta^{(1)}(\lambda^1) - A_1 (Q \cdot \delta^{(1)}(\lambda^1)) + (Q \cdot A_2) \delta^{(2)}(\lambda^1) - A_2 (Q \cdot \delta^{(2)}(\lambda^1)).
\end{align*}

(103)

Now using both (96) with $i = 1$ and (94), we have that the formula above is equal to

\begin{align*}
0 &= (\lambda^1 X_0^1 + X_0^0 + (\lambda^1)^2 X_0^2) \delta(\lambda^1) - A_0 (Z_0 + \lambda^1 Z_1 + (\lambda^1)^2 Z_2) \delta^{(1)}(\lambda^1) \\
&\quad + (X_1^0 + \lambda^1 X_1^1 + (\lambda^1)^2 X_1^2) \delta^{(1)}(\lambda^1) - A_1 (Z_0 + \lambda^1 Z_1 + (\lambda^1)^2 Z_2) \delta^{(2)}(\lambda^1) \\
&\quad + (X_2^0 + \lambda^1 X_2^1 + (\lambda^1)^2 X_2^2) \delta^{(2)}(\lambda^1) - A_2 (Z_0 + \lambda^1 Z_1 + (\lambda^1)^2 Z_2) \delta^{(3)}(\lambda^1).
\end{align*}

(104)
Finally, by using (98) and collecting the terms proportional to each $\delta^{(i)}(\lambda^1)$, we arrive at the following conditions (to be compared with (97))

$$\begin{align*}
0 &= X_0^0 - X_1^1 + 2X_2^2 + A_0Z_1 - 2A_1Z_2, \\
0 &= X_1^0 - 2X_2^1 - A_0Z_0 + 2A_1Z_1 - 6A_2Z_2, \\
0 &= X_2^0 - A_1Z_0 + 3A_2Z_1, \\
0 &= A_2Z_0.
\end{align*}$$

(105)

The next step is to apply a picture raising operator in the vertex $V_{-2}$ of (102). We have

$$
V_{-1} = Q \cdot \xi_1 \cdot V_{-2} = -Q \cdot \left( A_0 \frac{1}{\lambda^1} + A_1 \frac{-1}{(\lambda^1)^2} + A_2 \frac{2}{(\lambda^1)^3} \right)
$$

$$
= -(Q \cdot A_0) \frac{1}{\lambda^1} + A_0 \left( Q \cdot \frac{1}{\lambda^1} \right) + (Q \cdot A_1) \frac{1}{(\lambda^1)^2} - A_1 \left( Q \cdot \frac{1}{(\lambda^1)^2} \right)
$$

$$
- 2(Q \cdot A_2) \frac{1}{(\lambda^1)^3} + 2A_2 \left( Q \cdot \frac{1}{(\lambda^1)^3} \right)
$$

$$
= -X_1^1 + X_2^2 - A_0Z_2 - \lambda^1X_0^0.
$$

(106)

where we have used (96), (105) and

$$
\left( Q \cdot \frac{1}{(\lambda^1)^i} \right) = -i \frac{1}{(\lambda^1)^{i+1}} (Q \cdot \lambda^1).
$$

(107)

We see from (106) that only (101) survives as claimed. Since we have replaced all $\lambda_-$ by (23) (we are working with delta functions), one question is if all the $1/(\bar{\lambda}_+ \bar{\lambda}_+)$ disappears. For our coset, we have checked in a massive number of cases that this denominator either cancels or it recombined back when derivatives of deltas are presented. So the vertex in any picture does not have any pure spinor in the denominator. For our case, we believe that this can be proved because the $\lambda_-$ only appears in the rotation of the pure spinors and in a particular combination in $Q \cdot \theta_+$. However, the proof of this cancellation in general deserves further investigation.

We will now explain the formulas (98) and (99). There are three ways of deducing them. The first way uses the theory of distribution where we view $\delta(\lambda^a_\pm)$ and $\xi(a) = \Theta(w^a_\pm)$ (Heaviside step function) as being integrated against test functions $f(\lambda^a_\pm)$ and $f(w^a_\pm)$, which are related by Fourier transform

$$
f(\lambda^a_\pm) = \int dw^a_\pm e^{iw^a_\pm \lambda^a_\pm} \cdot \tilde{f}(w^a_\pm), \quad \delta(\lambda^a_\pm) = \int \frac{dw^a_\pm}{2\pi} e^{iw^a_\pm \lambda^a_\pm} \cdot 1.
$$

(108)

Thus

$$
\xi(a) \cdot \delta^{(n)}(\lambda^a_+) = \left( \frac{d}{d\lambda^a_+} \right)^n \int \frac{dw^a_+}{2\pi} \Theta(w^a_+) e^{iw^a_+ \lambda^a_+} = \left( \frac{d}{d\lambda^a_+} \right)^n \frac{1}{\lambda^a_+},
$$

(109)
where we have performed the contour integral on $w_+^+$ from 0 to $i\infty$ along the imaginary line. Now, to obtain rules for the multiplication between $\delta^{(n)}(\lambda_+^a)$ and $\lambda_+^a$ we view this product as a new distribution being integrated against a test function $f(\lambda_+^a)$:

$$\int d\lambda_+^a (\lambda_+^a \cdot \delta^{(n)}(\lambda_+^a)) f(\lambda_+^a) = \int d\lambda_+^a \delta^{(n-1)}(\lambda_+^a) \left( \frac{d}{d\lambda_+^a} \right) (-\lambda_+^af(\lambda_+^a)) =$$

(110)

$$= \int d\lambda_+^a \delta(\lambda_+^a) \left( \frac{d}{d\lambda_+^a} \right)^n \((-1)^n\lambda_+^af(\lambda_+^a)) = \int d\lambda_+^a \delta(\lambda_+^a) \left( \frac{d}{d\lambda_+^a} \right)^{n-1}((-1)^n f(\lambda_+^a))$$

$$= \int d\lambda_+^a (-n\delta^{(n-1)}(\lambda_+^a)) f(\lambda_+^a),$$

where we have used integration by parts, the commutator $[\frac{d}{d\lambda_+^a}, \lambda_+^a] = 1$ and $\delta(\lambda_+^a)\lambda_+^a = 0$.

The second way uses the formal expressions for $\xi(a)$ appearing in [29]

$$\xi(a) = \int \frac{1}{\tau} e^{-\frac{\partial}{\partial\tau}} d\tau$$

(111)

and the Fourier transform of $\delta(\lambda_+^a)$ such that

$$\xi(a) \cdot \delta^{(n)}(\lambda_+^a) = \left( \frac{d}{d\lambda_+^a} \right)^n \int d\tau \int \frac{dw}{2\pi} e^{iw(\lambda_+^a - \tau)} \left( \frac{d}{d\lambda_+^a} \right)^n \frac{1}{\lambda_+^a},$$

(112)

and

$$\lambda_+^a \cdot \delta^{(n)}(\lambda_+^a) = \int \frac{dw}{2\pi} (iw)^n \lambda_+^a e^{iw\lambda_+^a} = \int \frac{dw}{2\pi} (iw)^n \left( \frac{d}{idw} \right) (-n \delta^{(n-1)}(\lambda_+^a)).$$

(113)

The third way makes use of the bosonized formulas given in (24) and written again below for the readers convenience

$$\lambda_+^a \approx \eta^{(a)} e^{\phi^{(a)}}, \quad w_+^+ \approx -e^{-\phi^{(a)}} \partial\xi(a), \quad \delta(\lambda_+^a) \approx -e^{-\phi^{(a)}}.$$ (114)

The nontrivial OPE’s of the fields are

$$\phi^{(a)}(z)\phi^{(a)}(0) \sim -\log(z), \quad \eta^{(a)}(z)\xi^{(a)}(0) \sim \frac{1}{z}, \quad \xi^{(a)}(z)\eta^{(a)}(0) \sim \frac{1}{z}.$$ (115)

and using the above expressions, we have for example (omitting the indices $(a)$ and the $+$)

$$\oint w(z)\lambda(0) = 1,$$ (116)

or more generally

$$\oint w(z)f(\lambda(0)) = f'(\lambda(0)).$$ (117)

Using the rule above it is not difficult to see that

$$\delta^{(1)}(\lambda) \approx \oint :\partial\xi e^{-\phi}(z) :: -e^{-\phi}(0) := -\partial\xi e^{-2\phi}(0),$$ (118)
and the $n$-th derivative case is
\begin{equation}
\delta^{(n)}(\lambda) \equiv f(n) \prod_{i=1}^{n} \frac{\partial^i \xi}{(i-1)!} e^{-(n+1)\phi(0)},
\end{equation}
where $f(n)$ is a sign alternating function $\pm 1$ for every two terms\footnote{One example being $f(n) = -\sqrt{2} \sin\left(\frac{(2n+1)\pi}{4}\right)$.}. From the expression above, one can easily derive (98):
\begin{equation}
\lambda \cdot \delta^{(n)}(\lambda) = \lim_{z \to 0} \eta e^{\phi}(z) \colon f(n) \prod_{i=1}^{n} \frac{\partial^i \xi}{(i-1)!} e^{-(n+1)\phi(0)} := -n \delta^{(n-1)}(\lambda).
\end{equation}
Moreover, we have
\begin{equation}
\xi \cdot \delta^{(n)}(\lambda) = f(n) \xi \prod_{i=1}^{n} \frac{\partial^i \xi}{(i-1)!} e^{-(n+1)\phi(0)}.
\end{equation}
The final step consists in rewriting the expression above in terms of the $\lambda$’s. The easiest way of doing this is by acting on (121) with $n+1$ $\lambda$’s successively. For just one $\lambda$, we have, for example
\begin{equation}
\lambda \cdot \xi \cdot \delta^{(n)}(\lambda) \Big|_{n \neq 0} = \lim_{z \to 0} \eta e^{\phi}(z) \colon f(n) \xi \prod_{i=1}^{n} \frac{\partial^i \xi}{(i-1)!} e^{-(n+1)\phi(0)} :
\end{equation}
\begin{equation}
= -n f(n)(-1)^{(n+1)} \xi \prod_{i=1}^{n-1} \frac{\partial^i \xi}{(i-1)!} e^{-n\phi(0)}.
\end{equation}
Proceeding in this way, one eventually concludes that
\begin{equation}
\xi \cdot \delta^{(n)}(\lambda) = \left(\frac{d}{d\lambda^a_+}\right)^n \frac{1}{\lambda^a_+}.
\end{equation}
Note that there are various deltas involved in our computation and we always have considered them as fermions. In the bosonized language we need to work with cocycles to ensure that the deltas are fermions, see [42] for example.

We end this section by commenting on the fact that our vertices (83) are in the gauge where only the component $A_{ab}$ of the superfield appearing in (2) is nonzero. We proved in the Introduction that this gauge can be reached in a flat background by starting with (2) and by adding BRST trivial quantities. Certainly, a similar proof can be given in AdS but there are many new details due to the BRST transformations of the $\lambda$’s and complicated covariant derivatives. We are not going to try to write this proof here but only argue why the existence of this gauge is justified. Yet a second argument will be given in the last subsection of this section. Notice that only a few terms survive in (101), in particular, this implies that if the vertex operator $V_{-8}$ is in this gauge then the term with no derivatives of the delta functions in all the vertices $V_{-n}$ are going to have only $\bar{\lambda}$’s. This follows because for our variables the covariant derivatives, see Appendix B, which contains $USp(2, 2) \times USp(4)$ gauge transformations that mix $\bar{\lambda}^a$ with $\lambda^a$ are the ones in (187). These covariant derivatives appear in the BRST operator always multiplied by a $\bar{\lambda}^a$ and this implies that the number of $\bar{\lambda}$ is conserved after canceling a possible $\lambda_+$ in the denominator.
4.2 The Dilaton Vertex Operator

One important test of our vertex operators (83) is that for \( n = 0 \) it reduces to the known dilaton vertex operator of [22]. The dilaton vertex operator is manifestly \( PSU(2,2|4) \) invariant and it is given by

\[
V_{\text{dilaton}} = \eta_{\hat{a}\hat{a}} \lambda^{\hat{a}}_L \lambda^{\hat{a}}_R ,
\]

(124)

where \( \eta_{\hat{a}\hat{a}} \) is the background value of the component \( B_{\hat{a}\hat{a}} \) of the \( B \) field. Its value is numerically given by \( \eta_{\hat{a}\hat{a}} = (\gamma^{01234})_{\hat{a}\hat{a}} \). In [22], it was argued that this state is physical in \( AdS \) despite the fact of being trivial in a flat background \( (\eta_{\hat{a}\hat{a}} \lambda^{\hat{a}}_L \lambda^{\hat{a}}_R = Q_{\text{flat}}, \eta_{\hat{a}\hat{a}} \theta^{\hat{a}}_L \theta^{\hat{a}}_R) \). A direct proof that (124) is not BRST exact is complicated. The easiest way to argue this is by verifying that the integrated form of this vertex operator is the Lagrangian so it must be in the cohomology.

For \( n = 0 \), our vertex operators (83) still have a very nontrivial dependency on the \( \theta \)'s. However, we can add to it the following BRST exact quantity

\[
V'_{n=0} = V_{n=0} + Q \cdot (\lambda_+^a \theta_+^a) + \frac{1}{12} Q \cdot (\lambda_i^a \theta_i^a \theta_j^b \theta_k^c \epsilon^\beta \epsilon_{jk} - \lambda_i^\hat{a} \theta_i^\hat{a} \theta_i^\hat{a} \theta_i^\hat{a} \epsilon^\beta \epsilon_{ij}) ,
\]

(125)

and we have

\[
V'_{n=0} = (\bar{\lambda}_+ \bar{\lambda}_+) + (\lambda_+ \lambda_+) ,
\]

(126)

with

\[
(\lambda_+ \lambda_+) = \lambda_i^a \lambda_j^\hat{a} \epsilon^{\alpha} \epsilon_{ij} - \lambda_i^{\hat{a}} \lambda_j^{\hat{a}} \epsilon^{\alpha} \epsilon_{ij} ,
\]

(127)

and \((\bar{\lambda}_+ \bar{\lambda}_+)\) was defined in (76). Note that all the dependency on the \( \theta \)'s have disappeared and we have recovered the dilaton vertex operator of (124) in our notation. It is possible to write (126) more symmetrically including the dependency on the \( \lambda^a \) and \( \bar{\lambda}^{\hat{a}} \) by using the pure spinor constraints (20).

Using the same reasoning, it is possible to remove all the \( \theta \)'s dependency of the term with \( n^0 \) of our vertices by adding the exponential factors to (125) and we are left with

\[
V'_2(n) = V'_{n=0} e^{n(z+w)} + \text{terms with } n^i \text{ and } i > 0 .
\]

(128)

Since \( V'_{n=0} \) is a state in the cohomology, it is possible to argue that \( V'_2(n) \) is also in the cohomology. This is one way of seeing that our vertex operators are not BRST exact. First, let us focus in the term of order \( n^0 \) and consider \( n \) generic. The only possibility for removing this term is by adding to the vertices the following schematically trivial quantity \( Q \cdot (\lambda \theta e^{n(z+w)} + \ldots) \). We known that for \( n = 0 \) the vertex is not exact, but when the \( Q \) acts on the exponential it drops a factor of \( n \) and it does not help with possible cancellations. In addition, adding terms with factors of \( n \) in the denominator does not help as well (the possible remaining terms with \( n \) in the denominator have to be also exact by themselves) because such terms could also be constructed in the case \( n = 0 \) by multiplying any such term by \( z + w \) (any remaining terms with \( z + w \) have to be exact by themselves as well, because no BRST transformation produce a \( z + w \), see Appendix B). It is also possible to see that the vertices are not trivial by starting with their original expressions (83). The only way to cancel \( V'^0_0 = (\bar{\lambda}_+ \bar{\lambda}_+) e^{n(z+w)} \) is by adding minus the term \( Q \cdot ((\bar{\lambda}_+ \bar{\theta}_+) e^{n(z+w)}) \) to the vertices. Many terms will survive after this cancellation, in particular, a term \( B \propto (\bar{\lambda}_+ \bar{\theta}_+)(\lambda_- \theta_+) \).
This term has multiple origins, one is when $Q$ acts on $e^{n(z+w)}$ and as a consequence its numerical prefactor is linear in $n$. There are other independent terms with a $\bar{\theta}_+ \theta_+$ as well. It is not difficult to see that there no $C$ with three $\theta$'s such that $Q \cdot C$ will remove it. Yet another way to see that the vertices are not BRST exact is by analysing the flat space limit and verifying that the vertices reduce correctly to the flat space ones which we know are not BRST trivial. This limit, interesting by its own, is considered below.

### 4.3 The Flat Space Limit

Another important test of our vertex operators (83) is that they reduce correctly in the flat space limit. This limit corresponds to take the radius of $AdS_5 \times S^5$ very large such that the superspace approach to the type IIB flat superspace [43]. Here we perform this limit by splitting the $PSU(2,2|4)$ generators into three groups that we will call rotations $(M)$, translations $(P)$ and supercharges $(q)$:

$$
M = \{ \hat{M}_\alpha^\beta, \hat{M}_\bar{\alpha}^\bar{\beta}, (P_\alpha^i + \epsilon_\alpha^\beta \epsilon^{\alpha\beta} K_\beta^i), \hat{M}_j^i, \hat{M}_{\bar{j}}^{\bar{i}}, (P_{\bar{i}}^\bar{j} + \epsilon_{\bar{i}j} \epsilon^{\bar{i}j} K_{\bar{j}}^{\bar{i}}) \},
$$

$$
P = \{ K_\beta^i, K_{\bar{j}}^{\bar{i}}, \Delta, J \}, \quad q = \{ q_i^\alpha, q_\alpha^i, q_{\bar{i}}^\bar{\alpha}, q_{\bar{\alpha}}^{\bar{i}}, q_i^\bar{\alpha}, q_{\bar{\alpha}}^i \}.
$$

Note that this procedure gauge fix the $USp(2,2) \times USp(4)$ gauge symmetry by picking what are the generators of $SU(2,2) \times SU(4)$ that will be interpreted as generators of translations. It could have been any linear combination of the bosonic generators that is linearly independent from the generators in $M$. The commutation relations are schematically of the form

$$
[M, M] \sim M, \quad [P, P] \sim M + P, \quad [M, P] \sim P + M,
$$

$$
[M, q] \sim q, \quad [M, q] \sim q, \quad [q, q] \sim P + M.
$$

In terms of these generators, the flat space limit is defined by the re-scaling

$$
M \rightarrow M, \quad P \rightarrow \Lambda^{-1} P, \quad q \rightarrow \Lambda^{-\frac{1}{2}} q.
$$

with $\Lambda \rightarrow 0$. Note that for $\Lambda \neq 1$ we lose $PSU(2,2|4)$ if we do not re-scale some of the structure constants as well. This will give us a continuously deformation from the $PSU(2,2|4)$ algebra to the super-Poincaré algebra. Actually after taking this limit we obtain just a subalgebra of super-Poincaré, where the missing generators are actually outer automorphisms of this subalgebra. Once we promote this outer automorphisms to generators, we get the full Poincaré algebra. Notice that this limit is singular since we have inverse powers of $\Lambda$. Physically this limit is given by looking at small distances in $AdS_5 \times S^5$. It describes a small neighborhood around the origin where the coset acts. Since we are rescaling all the momenta, in order to get well defined expressions we rescale the worldsheet coordinates as well

$$
z \rightarrow \Lambda z, \quad w \rightarrow \Lambda w, \quad x \rightarrow \Lambda x, \quad y \rightarrow \Lambda y, \quad \theta \rightarrow \Lambda^{\frac{1}{2}} \theta.
$$

The relevant $AdS_5 \times S^5$ BRST transformations, see the Appendix B, have the following form in the $\Lambda \rightarrow 0$ limit

$$
Q(z + w) = \lambda_i^\alpha \theta_i^\alpha - \lambda_\alpha^\beta \theta_\alpha^\beta, \quad Q(\theta_\alpha^i) = \lambda_\alpha^i,
$$

$$
Q(\theta_\alpha^i) = \lambda_\alpha^i,
$$

$(133)$
and the transformations above are the usual flat space ones of (31). To do the flat space limit of our half-BPS vertex operators with charge \( n \) we also need to maintain the combination \( n(z + w) \) appearing in the exponentials fixed, so \( n \to \Lambda^{-1}n \). In addition, to compare the flat space limit of our vertices with the vertex operators obtained in [29] and revised in the section 2, it is also necessary to make the replacements \( n \leftrightarrow ik_+ \) and \((z + w) \leftrightarrow y\).

Due to (132), the terms surviving the flat space limit will be the ones of the form \( n^k \theta^{2k} \). Looking at the Appendix C, we see that the terms with this structure preserve \( SO(8) \) and there is just one term for every \( n^k \). This means that our \( AdS \) vertices have the correct flat space limit. A further verification of this fact is that the vertex operators after the limit are BRST closed considering the flat BRST transformations of (133). Note that the \( n = 0 \) vertex operator becomes BRST exact in the flat space limit, see the discussion in previous subsection. This is expected since the \( n = 0 \) vertex operator correspond to the moduli of type IIB \( AdS_5 \times S^5 \) background which is absent in the flat background.

Using the fact that the vertex operators must have the correct flat space limit, it is possible to give an alternative argument for the existence of the gauge where only the component \( A_{\dot{a} b} \) is nonzero for the picture zero vertex. Notice that all the terms of the form \( n^k \theta^{2k} \) can be put in this gauge because the \( \lambda \)'s do not scale with \( \Lambda \) only the coordinates, see (132). In addition, again due to the flat space limit, it is not possible to have terms of the type \( n^k \theta^{k'} \) with \( k' < 2k \). However, it is possible to have terms with \( k' > 2k \). As mentioned before, the covariant derivatives that mix \( \lambda^a \) with \( \lambda^a \) appear in the BRST operator always multiplied by a \( \lambda^a \). The conclusion, due to the fact that the vertices are BRST closed and only depends on \( \theta^a_+ \) by supersymmetry, is that this show recursively that it is possible to put the full vertex in the gauge where only \( A_{\dot{a} b} \) is nonzero.

5 \quad The \( AdS_5 \times S^5 \) boundary

In this section, we are going to locate the \( AdS_5 \) boundary in our coordinates appearing in the supercoset (48). This is important because we would like to apply translations to our vertex operators and find their expressions at different points. In order to do this we start by setting all the fermionic coordinates to zero. The supercoset (48) reduces to

\[
g' = uv, \quad \text{with} \quad u \in \frac{SU(2,2)}{USp(2,2)}, \quad v \in \frac{SU(4)}{USp(4)}. \tag{134}
\]

Note that \( u \) parametrizes the \( AdS_5 \) space and \( v \) parametrizes the \( S^5 \) space. Explicitly

\[
u = (e^{x^\alpha K_\alpha} e^z \Delta), \quad v = (e^{y^i K_i} e^w J), \tag{135}
\]

and we have used that the \( SU(2,2) \) generators commute with the \( SU(4) \) generators. The generators that appear in the exponent are given in terms of matrices by (see (164))

\[
[x^\alpha_\beta K_\alpha] = \begin{pmatrix} 0 & 0 \\ x^\alpha_\beta & 0 \end{pmatrix}, \quad [y^i_\beta K_i] = \begin{pmatrix} 0 & y^i_\beta \\ 0 & 0 \end{pmatrix}, \tag{136}
\]
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which means that the exponentiation stops at first order in \((xK)\) and \((yK)\). The coset elements (135) are given by

\[
[u^R_I] = \begin{pmatrix}
e^x \delta^i_\alpha & 0 \\
e^y x^\alpha_{\beta} & e^{-\frac{y}{2}} \delta^i_\beta
\end{pmatrix}, \quad [v^j_I] = \begin{pmatrix}
e^{\frac{y}{2}} \delta^j_i & e^{-\frac{y}{2}} y^j_i \\
0 & e^{-\frac{y}{2}} \delta^j_\beta
\end{pmatrix}.
\] (137)

It is possible to construct an embedding of both \(AdS_5\) and \(S^5\) into \(\mathbb{R}^{4,2}\) and \(\mathbb{R}^6\) respectively by using the coset elements above. We define

\[
X_{RS} = u^R_I u^S_I (\sigma_{-1})_{RS}, \quad Y_{IJ} = v^I_I v^J_J (\sigma_6)_{IJ},
\] (138)

where the sigma matrix \((\sigma_6)_{IJ}\) can be obtained from the one in (61) by using (59) and the sigma matrix \((\sigma_{-1})_{IJ}\) is similar. The variables defined above satisfy

\[
\frac{1}{8} \epsilon^{RSTU} X_{RS} X_{TU} = \frac{1}{8} \epsilon^{IJKL} Y_{IJ} Y_{KL} = -1.
\] (139)

which are the \(SU(2,2)\) and \(SU(4)\) notation for the usual \(AdS_5\) and \(S^5\) equations with embedding coordinates

\[
-(X_{-1})^2 - (X_0)^2 + (X_1)^2 + (X_2)^2 + (X_3)^2 + (X_4)^2 = -1, \\
(Y_1)^2 + (Y_2)^2 + (Y_3)^2 + (Y_4)^2 + (Y_5)^2 + (Y_6)^2 = 1,
\] (140)

where \(X_{RS} = X^m (\sigma_m)_{RS}\) and \(Y_{IJ} = Y^{m'} (\sigma_{m'})_{IJ}\). The \(X_{RS}\) and \(Y_{IJ}\) of (138) have the following representation in our conventions

\[
[X_{RS}] = \begin{pmatrix}
e^x \epsilon_{\alpha \beta} & e^y \epsilon_{\alpha \beta} x^\beta_i \\
e^x x^\alpha_i \epsilon_{\alpha \beta} & -(e^x x^2 + e^{-z}) \epsilon_{\alpha \beta}
\end{pmatrix}, \quad [Y_{IJ}] = \begin{pmatrix}
e^{w+w} x^i_j \epsilon_{ij} & -e^{-w} y^i_j \epsilon_{ij} & -e^{-w} y^i_j \epsilon_{ij}
\end{pmatrix},
\] (141)

where \(x^2 = -(1/2) \epsilon_{\alpha \beta} e^{\tilde{\alpha} \tilde{\beta}} x^\alpha_i x^\beta_i\) and \(y^2 = -(1/2) \epsilon^{ij} \epsilon_{ij} y^i_j y^j_i\).

Let’s focus in the \(AdS_5\) part, we will make further comments about the variables \(Y_{IJ}\) and \(S^5\) in the next subsection. From the expression above, we can see that \(X_{12} > 0\), which means that our coordinate system covers only a patch of \(AdS_5\). Recall that the boundary of \(AdS_5\) in global coordinates is the intersection of the embedding with the \(\mathbb{R}^{4,2}\) infinity. If we scale \(X_{RS} \rightarrow \tilde{X}_{RS} = \Lambda X_{RS}\) in order to keep the embedding coordinates finite as we move towards the \(\mathbb{R}^{4,2}\) infinity, the embedding equation becomes

\[
\epsilon^{RSTU} \tilde{X}_{RS} \tilde{X}_{TU} = 0,
\] (142)

since \(1/\Lambda^2 \rightarrow 0\). This means that the boundary can be defined by the equation above under the scaling equivalence \(\tilde{X}_{RS} \cong \Lambda X_{RS}\). The result is the well known conformal compactification of Minkowski space [44].

Since in our coordinates we have \(\tilde{X}_{12} \neq 0\) we can parametrize the boundary of our patch by \(x_{\alpha \beta} = \tilde{X}_{\alpha \beta}/\tilde{X}_{12}\). This means that in our coordinates the boundary lies at \(z = \infty\) where \(X_{12} \rightarrow \infty\). Recall that the points \(X_{12} = 0\) are not covered and these points are the
horizon of our coordinate system. Notice that these points belong to the bulk of $AdS_5$ in global coordinates. Another standard way of computing the $AdS_5$ metric and locating the boundary is by using the vielbeins $\hat{e}_A^M$ defined in (79). Setting all the fermionic coordinates to zero, we have ($\eta_{AB}$ is the flat metric)

$$
\text{ds}^2_{AdS} = \eta_{AB} \hat{e}_A^M \hat{e}_B^N dx^M dx^N = dz^2 + e^{2z} \epsilon_{\alpha\beta} \epsilon^{\dot{\alpha} \dot{\beta}} dx_\alpha^{\dot{\alpha}} dx_\beta^{\dot{\beta}},
$$

and once again we see that the boundary is at $z \to \infty$.

It is instructive to compare our coordinates with the usual Poincaré coordinates $(\tilde{z}, \tilde{x})$ where (these coordinates are defined by using the coset $\tilde{u} = (e^{\tilde{z} \tilde{\alpha}} P_{\alpha} e^{\tilde{z} \Delta})$ instead of the coset $u$ given in (135)).

$$
[\tilde{X}_{RS}] = \begin{pmatrix}
(e^\tilde{z} - e^{-\tilde{z}} \tilde{x}^2) \epsilon_{\alpha\beta} & -e^{-\tilde{z}} \tilde{x}_\gamma^\beta \epsilon_{\dot{\alpha} \dot{\gamma}} \\
-e^{-\tilde{z}} \tilde{x}_\beta^{\dot{\alpha}} \epsilon_{\dot{\alpha} \dot{\gamma}} & -e^{-\tilde{z}} \epsilon_{\dot{\alpha} \dot{\beta}}
\end{pmatrix},
$$

Note that these coordinates cover the region where $\tilde{X}_{43} > 0$ and the intersection of this coordinates with the boundary can be parametrized by $\tilde{x}_{\alpha\beta} = (\tilde{X}_{\alpha \beta}/\tilde{X}_{34})$.

We can relate our coordinates $(z, x)$ with the Poincaré coordinates $(\tilde{z}, \tilde{x})$, when both $X_{12}$ and $\tilde{X}_{43}$ are non-zero. The relation is given by

$$
\tilde{x}_{\alpha\dot{\beta}} = \frac{x_{\alpha \dot{\beta}}}{(e^{-2z} + x^2)}, \quad e^{-\tilde{z}} = (e^{-z} + e^z x^2).
$$

and at the boundary $z \to \infty$ ($\tilde{z} \to -\infty$) it becomes

$$
\tilde{x}_{\alpha\dot{\beta}} = \frac{x_{\alpha \dot{\beta}}}{x^2}.
$$

This means that at the boundary the origin of the Poincaré patch is a point at infinity of our coordinates and vice-versa. This is indeed expected since the action of conformal boost in $x_{\alpha \dot{\beta}}$ is simply a translation while in $\tilde{x}_{\alpha \dot{\beta}}$ is the sequence of an inversion, a translation and an inversion again.

One last comment is that it is also possible to choose the coset $\tilde{u} = (e^{\tilde{z} \tilde{\alpha}} (P_{\alpha} - \epsilon_{\alpha\beta} e^{\dot{\alpha} \dot{\beta}} K_{\beta}^{\dot{\gamma}}) e^{\tilde{z} \Delta})$. In fact, this would be the most natural choice, since this combination of generators with a relative plus sign is the one appearing in the isotropy group, see (129). The coordinates $\hat{x}$ are interesting as they cover $AdS_5$ completely. Our choice to work with the coset $u$ of (135) instead of $\tilde{u}$ is only technical. The calculations greatly simplify if the generators appearing in the coset are the ones that annihilate the vertex operators.

We have considered up to now the case of an $AdS_5$ space with Lorentz signature. If we perform a Wick rotation of the time coordinate $X_0$ we obtain the Euclidean $AdS_5$. The points $X_{12}^E = 0$ does not belong to the Euclidean $AdS_5$ anymore since $(x_E^2) \geq 0$ and

$$
X_{12}^E X_{34}^E + (x_E^2) = -1.
$$

This happens because the Wick rotation maps the horizon of our coordinates to a single point at the boundary, so our coordinates cover all the bulk of Euclidean $AdS_5$ [45]. The same is true for the Poincaré coordinates.
The boundary of Euclidean $AdS_5$ have the topology of $S^4$ where the Poincaré coordinates and ours are complementary, as indicated in equation (146) and Figure 1. Our half-BPS vertex operators describe the state in which the string is coming from the point $x = \infty$ ($\tilde{x} = 0$) at the boundary. This string state have $n$ units of angular momenta along the sixth direction of $S^5$ and also $n$ units of $z$ momenta in $AdS_5$.

![Figure 1: Euclidean $AdS_5$ as a unit ball: the boundary is $S^4$ and our half-BPS state is coming from the north pole $x = \infty$ ($\tilde{x} = 0$).](image)

5.1 The $S^5$ parametrization and harmonic variables

In this subsection, we define the so called harmonic variables and we related them to our variables. As mentioned in the Introduction, previously the supergravity vertex operators were only known close to the boundary and the harmonic superspace techniques were used in that construction. It will be nice two compare the two results in the region of common validity and for this we will need to understand better the harmonic variables. The $S^5$ in this paper is viewed as the following coset

$$S^5 = \left( \frac{SO(6)}{SO(5)} \right).$$

The interpretation of this expression is that we can generate the whole $S^5$ by acting with $SO(6)$ on a point called the origin. The points are vectors in a six dimensional Euclidean space. The $SO(5)$ is the subgroup that preserves the origin. We can take, for example, the origin to be an unit vector in the sixth direction. In this case, the $SO(5)$ subgroup that preserve this unit vector are rotations generated by the ten generators $(M_{12}, \ldots, M_{45})$ of $SO(6)$. Thus, an arbitrary point of $S^5$ can be obtained by acting on the origin with the five remaining generators $(M_{16}, \ldots, M_{56})$, or any combinations of them that are linearly independent from the chosen $so(5)$ generators. In terms of spin groups, we have

$$\left( \frac{SO(6)}{SO(5)} \right) \cong \left( \frac{SU(4)}{USp(4)} \right).$$

where $SO(6)$ unit vectors are described now by the variables $Y_{IJ} = -Y_{JI}$ introduced previously. In our conventions, the unit vector in the sixth direction corresponds to $Y^0_{12} = Y^0_{34} = 1$. 
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and $Y^0_{13} = Y^0_{14} = Y^0_{23} = Y^0_{24} = 0$, see (61). By breaking the $SU(4)$ indices $I, J$ into $I = (i, \bar{i})$ and $J = (j, \bar{j})$, we have compactly $Y^0_{ij} = \epsilon_{ij}$, $Y^0_{\bar{i}j} = \epsilon_{\bar{i}j}$ and $Y^0_{ij} = 0$. We can now act with $SU(4)$ elements $u^I_I$ in $Y^0_{IJ}$ and obtain the other points, we have

$$Y_{IJ} = u^I_I u^J_J \epsilon_{ij} + u^I_I u^J_J \epsilon_{\bar{i}\bar{j}}.$$

(150)

The $USp(4)$ subgroup, i.e. the isotropy group in (149), constitute of the $(\tilde{u}^I_I, \tilde{u}^J_J)$ variables that satisfy

$$\tilde{u}^k_i \tilde{u}^l_j \epsilon_{kl} + \tilde{u}^k_i \tilde{u}^l_j \epsilon_{\bar{k}\bar{l}} = \epsilon_{ij}, \quad \tilde{u}^k_i \tilde{u}^l_j \epsilon_{kl} + \tilde{u}^k_i \tilde{u}^l_j \epsilon_{\bar{k}\bar{l}} = \epsilon_{\bar{i}\bar{j}}, \quad \tilde{u}^k_i \tilde{u}^l_j \epsilon_{kl} + \tilde{u}^k_i \tilde{u}^l_j \epsilon_{\bar{k}\bar{l}} = 0.$$

(151)

The $S^5$ can then be parametrized by the $SU(4)$ elements $u^I_I$ with the identification

$$u^I_I \cong u^I_I \tilde{u}^I_I.$$

(152)

This provides a global parametrization of $S^5$ which maintain the compactness of the space manifest. However, the parametrization we used in the paper, see (135), is a different one. We have complexified the $S^5$ and gauge fixed the $USp(4)_C$ subgroup such that we end up with $u^I_I$ given in (137) where both $w$ and $y^I_I$ are now complex variables. In order to obtain the real $S^5$ we need to impose a reality condition on the variables which guarantee that

$$(Y_{IJ})^* = \frac{1}{2} \epsilon^{IJKL} Y_{KL},$$

(153)

with $Y_{KL}$ given in (141). These parametrization does not make the compactness of $S^5$ manifest since it covers just a patch defined by $Y_{43} \neq 0$.

Now we are going to relate our $S^5$ variables with the harmonic variables, which parametrize projective six-dimensional complex null vectors

$$\hat{Y}_{IJ} \cong \Lambda \hat{Y}_{IJ}, \quad \epsilon^{IJKL} \hat{Y}_{IJ} \hat{Y}_{KL} = 0,$$

(154)

with $\Lambda$ a constant. Picking the null vector $\hat{Y}^0_{ij} \cong \epsilon_{ij}$ and $\hat{Y}^0_{ij} = \hat{Y}^0_{\bar{i}\bar{j}} = 0$ to be the origin in this case, we can obtain all the other projective null vectors by acting on $\hat{Y}^0_{ij}$ with $SO(6)$ rotations. The subgroup that preserves the origin is given by $SO(2) \times SO(4)$ so we have a coset

$$\hat{Y} = \left( \frac{SO(6)}{SO(2) \times SO(4)} \right).$$

(155)

In terms of spin groups we have

$$\left( \frac{SO(6)}{SO(2) \times SO(4)} \right) \cong \left( \frac{SU(4)}{SU(2) \times SU(2)} \right),$$

(156)

and this is the usual way in which harmonic variables are usually presented. Acting with $SU(4)$ elements $u^I_I$ in $\hat{Y}^0_{IJ}$ will give

$$\hat{Y}_{IJ} \cong u^I_I u^J_J \epsilon_{ij}.$$

(157)
and the subgroup $S(U(2) \times U(2))$ will constitute the $\hat{u}_J^I$ variables that satisfy
\[
\hat{u}_i^k \hat{u}_j^l \epsilon_{kl} = \epsilon_{ij}, \quad \hat{u}_i^k \hat{u}_j^l \epsilon_{kl} = 0, \quad \hat{u}_i^k \hat{u}_j^l \epsilon_{kl} = 0.
\] (158)

Note that the $\hat{u}_J^I$ are also $SU(4)$ variables so they satisfy additional constraints. The harmonic variables will be given by the identification
\[
u_I^J \cong u_I^J \tilde{u}_J^I.
\] (159)

Another parametrization of the projective six-dimensional null vectors is given by complexifying $SU(4)$ such that we can gauge fix [46,47]
\[
[u_I^J] = \left( \begin{array}{cc} \delta_j^i & (y')_j^i \\ 0 & \delta_j^i \end{array} \right).
\] (160)

which is similar to our $S^5$ variables but here $(y')_j^i$ does not satisfy any reality condition. It is interesting to recover the radius dependence $R$ for both the $AdS_5$ and the $S^5$ space which gives
\[
\varepsilon_{RSTU} X_{RS} X_{TU} = \varepsilon^{IJKL} Y_{IJ} Y_{KL} = -8R^2.
\] (161)

Now, both the boundary and the harmonic variables can be obtained by simply taking the limit $R \to 0$ together with the appropriate identifications $X^{RS} \cong \Lambda X^{RS}$ and $Y^{IJ} \cong \Lambda Y^{IJ}$.

### 5.2 Boundary superspace

As showed above the boundary is located at $z \to \infty$. At the boundary we expect to recover a superspace resembling the $d = 4$ $\mathcal{N} = 4$ Minkowski superspace with sixteen odd dimensions. We will define the boundary superspace to be the superspace that represents the scaling preserving transformations of the boundary in a given patch. Recall that the boundary can constitute in many patches. This happens for example in our coordinates $x$ and the Poincaré coordinates $\tilde{x}$ introduced previously. They together cover the boundary and are glued by an inversion transformation. Notice that scale preserving transformation of one patch is not in general a scale preserving transformation of another patch. In the patch covered by $x$ the scaling preserving transformations are the ones in which the generators have negative charge under $\Delta$. The generators satisfying this property are $\{K, q_+^a, \bar{q}^\dot{a}\}$ which implies that the superspace is parametrized by $\{x, \theta^\alpha, \bar{\theta}^{\dot{\alpha}}\}$. In the Poincaré patch the scaling preserving transformations are the ones respective to generators with positive charge under $\Delta$. It is also possible to glue these two superspaces by a super-diffeomorphism and obtain a global superspace for the boundary. This super-diffeomorphism is nothing more than the inversion acted on both the bosonic and fermionic coordinates. Here the inversion of fermionic coordinates is defined by
\[
\theta^I_\alpha \leftrightarrow \theta^I_{\bar{\alpha}}, \quad \theta^\alpha \leftrightarrow \theta^{\dot{\alpha}}.
\] (162)

It is interesting to study the $PSU(2,2|4)$ transformations of the worldsheet variables when they approach the boundary. We compute them in infinitesimal form by using the formula (79) and taking the limit $z \to \infty$. For some cosets it is possible to consistently set
sixteen of the thirty two \( \theta \)'s at the boundary to zero because the transformations of these variables under \( PSU(2, 2|4) \) tend to zero as \( z \to \infty \). For other cosets all the transformations are nonvanishing at the boundary and one has instead to verify that the dependence of the bulk fields tends to only sixteen \( \theta \)'s at the boundary, see [19]. Our coset belongs to the second class because it is inconsistent to set \( \theta^a_+ = \bar{\theta}^\dot{a}_- = 0 \) at the boundary and indeed our vertex operators only depend on eight \( \theta \)'s instead of all the thirty two. For example, we have under the infinitesimal transformation parametrized by \( \epsilon \dot{\alpha} \dot{\alpha} \) that

\[
\delta \theta^i_\dot{\alpha} \bigg|_{\text{boundary}} = \epsilon \dot{\alpha} \theta^i_\dot{\alpha}, \quad \delta \theta^\dot{a}_i \bigg|_{\text{boundary}} = -\epsilon \dot{\alpha} \theta^\dot{a}_i.
\]

(163)

Apparently, it seems inconsistent that our vertex operators depend on \( \theta^a_+ \) which are not the \( \theta \)'s in the superspace covered by our variables \( x \) at the boundary. However, recall that our vertex operators are at the point \( x = \infty \) which is only covered by the Poincaré path whose superspace contains \( \theta^a_+ \).

6 Conclusions

In this paper, we have found for the first time explicit expressions for the gauge superfields appearing in the superstring vertex operators [23] in the pure spinor formalism in an \( AdS_5 \times S^5 \) background. This generalizes the results of [8], where the vertices were computed only close to the boundary. The vertex operators are labelled by an integer \( n \) which corresponds to the dimension and \( R \)-charge of the states. For \( n = 0 \), it reduces correctly to the well known dilaton vertex operator which in integrated form corresponds to the Lagrangian. We have also taken the flat space limit of our results. This amounts to deform the \( \mathfrak{psu}(2, 2|4) \) algebra continuously to the ten dimensional super-Poincaré algebra. In the limit, our vertices coincide with the flat space ones as expected. Moreover, we have both located the boundary of \( AdS_5 \) in our coordinates and described a way of finding the vertex operators at different positions.

One immediate application of our results would be the calculation of string amplitudes [31]. Many amplitudes have been computed using the pure spinor formalism in a flat space background. It is likely that we can use in \( AdS_5 \) some of the techniques and the computer packages used in those calculations such as [48]. Technically, the main difference between the calculations is that the OPE’s of the worldsheet variables receive \( \alpha' \) corrections in \( AdS \) and they have to be computed order by order, or eventually bootstrapped. There were many progresses and new ideas for computing these amplitudes using bootstrap, localization and integrability techniques and several amplitude results already exist in the literature for four-point and five-point functions [49–84]. It will be great if we could rederive any of these results using the pure spinor language.

Another research direction is the construction of the massive vertex operators. They are known in a flat background [85–88], but these techniques have not been used in \( AdS \) yet. One difficult is that the masses of the states are very complicated functions of \( \alpha' \) as the worldsheet theory is interacting. The spectrum can be obtained by using string and integrability techniques [89–92]. In this direction, it will be very interesting to take the OPE’s
of our vertices after translations. The brute force calculation can be done by reading the
interaction terms from the Lagragian and using standard methods for computing OPE’s in
interacting quantum field theories, see [93] for example. Another way of trying to construct
the massive vertex operators is by generalizing the techniques developed in [94]. It will be
also very interesting to better understand the current algebra of the model at the quantum
level, see [28, 95] for progresses. Notice that the BRST operator is a pure spinor times a
fermionic current. In addition, the current algebra was already used to compute part of the
spectrum in [96] by deriving the so called Y-system. The current algebra is very constrained
and maybe one can try to set a bootstrap program for it.
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A The $\mathfrak{psu}(2, 2|4)$ algebra

We start by describing the superalgebra $\mathfrak{psu}(2, 2|4)$. The $p$ is due to the fact that we
always work with representations with vanishing central charge. The generators of this
superalgebra can be organized as follows

$$M^A_B = \begin{bmatrix}
M^\alpha_{\dot{\beta}} & P^\alpha_{\dot{\beta}} & q^\alpha_j & q^\alpha_{\dot{j}} \\
K^\alpha_{\dot{\beta}} & M^\alpha_{\dot{\beta}} & q^\alpha_{\dot{j}} & q^\alpha_j \\
q^i_{\dot{\beta}} & q^i_{\dot{\beta}} & M^i_j & K^i_{\dot{j}} \\
q^i_{\beta} & q^i_{\beta} & P^i_j & M^i_{\dot{j}}
\end{bmatrix},$$

(164)

where $\alpha, \dot{\alpha}, i, \bar{i} = 1, 2$ and the $q$’s are the thirty two fermionic generators. Note that the
position of the indices in the $q$’s are used to distinguish the different generators so we cannot
raise and lower the indices with the $\epsilon$ tensors while preserving the symbol $q$. The $P$’s are
the translation generators and the $K$’s are the special translation generators of the bosonic
subgroups. The diagonal generators are further decomposed into

$$M^\alpha_{\beta} = \hat{M}^\alpha_{\beta} + \frac{1}{2} \delta^\alpha_{\beta} \Delta + \frac{1}{2} \delta^\alpha_{\beta} \mathcal{B}, \quad M^\alpha_{\dot{\beta}} = \hat{M}^\alpha_{\dot{\beta}} - \frac{1}{2} \delta^\alpha_{\dot{\beta}} \Delta + \frac{1}{2} \delta^\alpha_{\dot{\beta}} \mathcal{B},$$

$$M^i_j = \hat{M}^i_j + \frac{1}{2} \delta^i_j J - \frac{1}{2} \delta^i_j \mathcal{B}, \quad M^i_{\dot{j}} = \hat{M}^i_{\dot{j}} - \frac{1}{2} \delta^i_{\dot{j}} J - \frac{1}{2} \delta^i_{\dot{j}} \mathcal{B},$$

(165)

where the $\hat{M}$’s are the rotation generators, $\Delta$ is the dilatation, $J$ is the diagonal $R$-charge
generator and $\mathcal{B}$ is the so called hypercharge generator. The commutation relations with the
last three generators are diagonal and takes the form

$$[\Delta, M^A_B] = C_\Delta (M^A_B) M^A_B, \quad [J, M^A_B] = C_J (M^A_B) M^A_B, \quad [\mathcal{B}, M^A_B] = C_\mathcal{B} (M^A_B) M^A_B,$$

(166)
and the nonzero numerical values of the $C$’s can be read from the tables 1 and 2 below. It will be convenient to group the fermionic generators in groups with definite $\Delta - J$ charge using $SO(8)$ notation as follows.

$$
\begin{array}{cccccc}
K^\alpha_\beta & P^\alpha_\beta & K^i_j & P^\tilde{i}_{\tilde{\alpha}} & q^a_\beta & \tilde{q}^\tilde{a}_\alpha \\
C_J : & 0 & 0 & 1 & -1 & \pm 1/2 & \pm 1/2 \\
C_\Delta : & -1 & 1 & 0 & 0 & \mp 1/2 & \mp 1/2
\end{array}
$$

Table 1: The charge of the generators under $\Delta$ and $J$. The values of $C_J$ and $C_\Delta$ of the generators not appearing in the table are zero. Both the $q$’s and the $\tilde{q}$’s are defined in (167).

$$
\begin{array}{cccccc}
(q^\alpha_\beta, q^\alpha_\tilde{\alpha}) & (q^i_j, q^\tilde{i}_{\tilde{\alpha}}) & (q^\tilde{a}_\alpha, q^\tilde{a}_\tilde{\alpha}) & (q^i_j, q^\tilde{i}_{\tilde{\alpha}}) & (q^\alpha_\beta, q^\alpha_\tilde{\alpha}) \\
C_B : & 1/2 & -1/2 & 1/2 & -1/2 & 1/2 & -1/2
\end{array}
$$

Table 2: The hypercharge of the generators. The values of $C_B$ for the generators not appearing in the table are zero.

$$q^\tilde{a}_+ = (q^\alpha_\beta, q^\alpha_{\tilde{\alpha}}), \quad q^\tilde{a}_- = (q^\tilde{\alpha}_\tilde{\alpha}, q^\tilde{\alpha}_\beta), \quad q^a_+ = (q^\alpha_\beta, q^\beta_\alpha), \quad q^a_- = (q^\beta_\alpha, q^\alpha_\beta).$$

(167)

In the definition above, the subscript indicates the charge under $J$ and $a, \tilde{a}$ are chiral and antichiral $SO(8)$ spinor indices.

The remaining commutators of the algebra are of the form

$$[M^B_A, M^D_C] = \delta^D_CM^B_C - (-1)^{(|A|+|B|)(|C|+|D|)}\delta^B_CM^A_D.$$  

(168)

where $[A] = 1$ if $A = i$ or $A = \bar{i}$ and zero otherwise. Notice that it is possible to deduce the commutations involving the $\hat{M}$ generators from the expression above and the definitions in (165). One has,

$$[\hat{M}^\alpha_\beta, \hat{M}^\gamma_\delta] = [M^\delta_\beta, M^\gamma_\delta],$$

(169)

and

$$[\hat{M}^\alpha_\beta, M^A_B] = [M^\alpha_\beta, M^A_B] - \frac{1}{2}\delta^\beta_\delta[M_\Delta, M^A_B] - \frac{1}{2}\delta^\alpha_\delta[B, M^A_B].$$

(170)

which gives, for example,

$$[\hat{M}^\alpha_\beta, q^\gamma_j] = \delta^\gamma_\delta q^\alpha_j - \frac{1}{2}\delta^\alpha_\delta q^{\gamma}_{\tilde{j}}.$$  

(171)

One important property of the commutation relations is that the hypercharge generator $\mathcal{B}$ never appears on the right hand side of (168). Keeping the commutations relations and dropping $\mathcal{B}$ one arrives at the $\text{psu}(2, 2|4)$ algebra. An important subalgebra (isotropy group) is $\text{usp}(2, 2) \times \text{usp}(4)$ which are generated by the following generators

$$\{\hat{M}^\alpha_{\bar{\beta}}, \hat{M}^\alpha_{\beta}, (P^\alpha_\beta + \epsilon_{\alpha\beta\tilde{\gamma}}K^\tilde{\beta}_{\tilde{\gamma}})\} \times \{\hat{M}^i_j, \hat{M}^{\tilde{i}}_{\tilde{j}}, (P^{ij} + \epsilon_{ij\tilde{kl}}K^{\tilde{k}\tilde{l}})\},$$

(172)

and in our conventions $\epsilon_{12} = \epsilon^{12} = 1$. 

34
B BRST transformations

In this Appendix, we provide all the BRST transformations of the worldsheet variables for the coset given in (48). In addition, we also consider a second coset ($SU(2, 2) \times SU(4)$) covariant parametrization where it is easier to define gauge invariant pure spinors.

B.1 BRST transformations for the coset (48)

In order to find the BRST transformations for the worldsheet variables parametrizing the coset (48), one has to solve the equation (50). In the process, one also gets the compensating BRST transformations for the coset given in (48). In addition, we also consider a second coset ($SU(2, 2) \times SU(4)$) covariant parametrization where the contractions of the indices are the obvious ones.

\[
(Qz)\Delta + (Qw)J - \Sigma \hat{M} = \left[\theta_+ q_-, e^{\frac{w+\bar{w}}{2}} \lambda_- q_+\right] + \left[\bar{\theta}_+ \bar{q}_-, e^{\frac{w+\bar{w}}{2}} \bar{\lambda}_- q_+\right] + \left[\bar{\theta}_+ \bar{q}_-, \left[\theta_+ q_-, \Sigma \hat{K}\right]\right],
\]

(174)

and

\[
(Q\theta_+ q_-) = e^{\frac{w+\bar{w}}{2}} \lambda_+ q_- - \frac{1}{2} \left[\theta_+ q_-, \left[\theta_+ q_-, e^{\frac{w+\bar{w}}{2}} \lambda_- q_+\right]\right] - \left[\theta_+ q_-, \left[\bar{\theta}_+ \bar{q}_-, \Sigma \hat{K}\right]\right],
\]

\[
(Q\theta_+ \bar{q}_-) = e^{-\frac{w+\bar{w}}{2}} \bar{\lambda}_+ \bar{q}_- - \frac{1}{2} \left[\bar{\theta}_+ \bar{q}_-, \left[\theta_+ q_-, \Sigma \hat{K}\right]\right] - \frac{1}{2} \left[\theta_+ q_-, \left[\bar{\theta}_+ \bar{q}_-, e^{\frac{w+\bar{w}}{2}} \bar{\lambda}_- \bar{q}_+\right]\right] + \left[\theta_+ q_-, \Sigma \hat{K}\right]_{\bar{q}_-},
\]

(175)

\[
(Q\bar{\theta}_- q_+) = e^{\frac{w+\bar{w}}{2}} \bar{\lambda}_- q_+ + \left[\theta_+ q_-, \Sigma \hat{K}\right]_{q_+},
\]

finally,

\[
(Q\theta_-) q_+ = e^{\frac{w+\bar{w}}{2}} \lambda_- q_+ + \left[\bar{\theta}_- \bar{q}_+, \left[\bar{\theta}_- \bar{q}_+, e^{\frac{w+\bar{w}}{2}} \lambda_- q_+\right]\right] + \left[\bar{\theta}_- \bar{q}_+, \Sigma \hat{K}\right] + \frac{1}{2} \left[\bar{\theta}_- \bar{q}_+, \left[\bar{\theta}_- \bar{q}_+, \Sigma \hat{K}\right]\right],
\]

(176)

and

\[
(Qx)K + (Qy)K = \Sigma \hat{K} + \left[\bar{\theta}_- \bar{q}_+, e^{\frac{w+\bar{w}}{2}} \lambda_- q_+\right] + \left[\bar{\theta}_- \bar{q}_+, e^{\frac{w+\bar{w}}{2}} \lambda_- q_+\right] + \\
+ \frac{1}{2} \left[\bar{\theta}_- \bar{q}_+, \left[\bar{\theta}_- \bar{q}_+, e^{\frac{w+\bar{w}}{2}} \lambda_- q_+\right]\right] + \left[\bar{\theta}_- \bar{q}_+, \Sigma \hat{K}\right] + \frac{1}{2} \left[\bar{\theta}_- \bar{q}_+, \Sigma \hat{K}\right] + \\
+ \frac{1}{2} \left[\bar{\theta}_- \bar{q}_+, \Sigma \hat{K}\right] + \left[\theta_+ q_-, \left[\bar{\theta}_- \bar{q}_+, \Sigma \hat{K}\right]\right],
\]

(177)
The remaining $\Sigma$’s can be obtained by solving the following equations
\[
\Theta^\alpha + \Sigma^\alpha + \Sigma^i_i (\theta^i \tilde{\theta}^i) = 0, \quad \Theta^i + \Sigma^i_i + \Sigma^\alpha_i (\tilde{\theta}^i \tilde{\theta}^i) = 0, \tag{178}
\]
\[
\Sigma^\alpha_i = \epsilon^\alpha_\beta \epsilon^\beta_{\alpha} \Sigma^\beta_i, \quad \Sigma^i_i = \epsilon^i_j \epsilon^j_i \Sigma^i_i,
\]
where
\[
\Theta^\alpha_i \equiv \theta^i \lambda^\alpha + \tilde{\theta}^i \lambda^\alpha, \quad \Theta^i_i \equiv \theta^i \lambda^\alpha + \tilde{\theta}^i \lambda^\alpha, \tag{179}
\]
and the $\tilde{\theta}$’s were defined in (70). The solution to these equations is ($\Theta^\alpha_i = \epsilon^\alpha_\beta \epsilon^\beta_{\alpha} \Theta^\beta_i$ and $\Theta^i_i = \epsilon^i_j \epsilon^j_i \Theta^j_i$)
\[
\Sigma^\alpha_i = -\Theta^\alpha_i + (\tilde{\theta}^i \Theta^\alpha_i \tilde{\theta}^i) - (\epsilon^i_j \tilde{\theta}^i \tilde{\theta}^j)(e_{ij} \theta^i \tilde{\theta}^j \theta^i) + (\epsilon^i_j \tilde{\theta}^i \tilde{\theta}^j)(e_{ij} \theta^i \tilde{\theta}^j \theta^i) + \epsilon^i_j \epsilon^j_i \Theta^j_i,
\]
\[
\Sigma^i_i = -\Theta^i_i + (\tilde{\theta}^i \Theta^i_i \tilde{\theta}^i) - (\epsilon^i_j \tilde{\theta}^i \tilde{\theta}^j)(e_{ij} \theta^i \tilde{\theta}^j \theta^i) + (\epsilon^i_j \tilde{\theta}^i \tilde{\theta}^j)(e_{ij} \theta^i \tilde{\theta}^j \theta^i) + \epsilon^i_j \epsilon^j_i \Theta^j_i. \tag{180}
\]

### B.2 Covariant Derivatives for the coset (48)

In this subsection, we will write down the covariant derivatives $\nabla$’s relatively to the coset (48). It is possible to read the fermionic derivatives from the BRST transformations given previously, since the BRST charge takes the following form in our conventions
\[
Q = \lambda_i \nabla^i_i + \bar{\lambda}_i \nabla^\alpha_i + \lambda^i \nabla^\alpha_i + \bar{\lambda}^i \nabla^\alpha_i + \lambda_i \nabla^\alpha_i + \bar{\lambda}_i \nabla^\alpha_i + \lambda_i \nabla^\alpha_i + \bar{\lambda}_i \nabla^\alpha_i. \tag{181}
\]

An alternative procedure [97] that does not involve the knowledge of the BRST transformations and enables the computation of all covariant derivatives including the bosonic ones uses the Cartan form ($Y_a$ are the generators appearing in the coset and $X_b$ are the generators of the isotropy group)
\[
g^{-1}dg = \omega^a_a Y_a + \omega^b_b X_b, \tag{182}
\]
and consists in solving the system of equations below
\[
(d + \omega^b_b X_b)\psi_k = \omega^a_a \nabla_a \psi_k, \tag{183}
\]
where $\psi_k$ is any field in the $k$ representation of the isotropy group. The covariant derivatives are complicated objects and some of them have a very high order expansion in the $\theta$’s. We have
\[
\nabla^\alpha_i = e^{i(z-w)} \frac{\partial}{\partial \theta^\alpha_i}, \quad \nabla^i_i = e^{i(z-w)} \frac{\partial}{\partial \tilde{\theta}^i_i},
\]
\[
\nabla^\alpha_i = e^{i(z-w)} \frac{\partial}{\partial \theta^\alpha_i} + e^{i(z-w)} \tilde{\theta}^i_i \frac{\partial}{\partial \tilde{\theta}^i_i} + e^{i(z-w)} \tilde{\theta}^i_i \tilde{\theta}^i_i \frac{\partial}{\partial \theta^\alpha_i} - e^{i(z-w)} \tilde{\theta}^i_i \tilde{\theta}^i_i \frac{\partial}{\partial \tilde{\theta}^i_i} - \tilde{\theta}^i_i \tilde{\theta}^i_i M^\beta - \tilde{\theta}^i_i \tilde{\theta}^i_i M^\beta
\]
\[
+ \frac{1}{2} \tilde{\theta}^i_i \left( \frac{\partial}{\partial z} + \frac{\partial}{\partial w} \right) + e^{i(z-w)} \theta^\alpha_i \frac{\partial}{\partial x^\alpha_i} + e^{i(z-w)} \theta^\alpha_i \frac{\partial}{\partial y^i_i} - e^{i(z-w)} \tilde{\theta}^i_i \tilde{\theta}^i_i \tilde{\theta}^i_i \tilde{\theta}^i_i \frac{\partial}{\partial y^i_i}, \tag{184}
\]
and
\[
\nabla_i^a = e^{\frac{1}{2}(w-z)} \frac{\partial}{\partial \theta_i^\alpha} + e^{\frac{1}{2}(w-z)} \bar{\theta}_i^\dot{\alpha} \frac{\partial}{\partial \bar{\theta}_i^\dot{\alpha}} + e^{\frac{1}{2}(z-w)} \bar{\theta}_i^\dot{\beta} \frac{\partial}{\partial \theta_i^\dot{\beta}} + e^{\frac{1}{2}(w-z)} \bar{\theta}_i^\dot{\alpha} \frac{\partial}{\partial \theta_i^\dot{\beta}} - \bar{\theta}_i^\dot{\alpha} \bar{M}^\dot{\beta}_i^\dot{\beta} - \bar{\theta}_i^\dot{\beta} \bar{M}^\dot{\alpha}_i^\dot{\alpha}.
\]
(185)

In the expressions above the \(\bar{\theta}'s\) were defined in (70) and the \(\bar{M}'s\) only act on the \(\lambda's\). The action is canonical and given by
\[
\bar{M}^A_B \cdot \lambda^C = \delta^C_B \lambda^A - \frac{1}{2} \delta^A_B \lambda^C, \quad \bar{M}^A_B \cdot \lambda_C = -\delta^A_C \lambda_B + \frac{1}{2} \delta^A_B \lambda_C.
\]
(186)
The remaining covariant derivatives are the most complicated ones. Due to the fact that our vertex operators only depend on \(z+w\), \(\lambda's\) and \(\bar{\theta}_i^\dot{\alpha}\), we are going to write down only the terms that act non-trivially on the vertices. We have, schematically,
\[
\nabla_{i,a}^{\hat{a},\hat{\alpha}}_{\mathrm{no \ gauge \ \ vertex}} = e^{\frac{1}{2}(z-w)} \left[ \partial_{\hat{a}}^{\hat{\alpha}} \bar{\theta} + \frac{\partial}{\partial \theta} + \bar{\theta} \frac{\partial}{\partial \theta} + \frac{\partial}{\partial \theta} \right]_{\hat{a},\hat{\alpha}} + \frac{1}{2} \left[ \partial_{\hat{a}}^{\hat{\alpha}} \bar{\theta} + \frac{\partial}{\partial \theta} \right]_{\hat{a},\hat{\alpha}} \left( \frac{\partial}{\partial z} - \frac{\partial}{\partial w} \right),
\]
(187)
where no gauge means that we have omitted terms acting on the \(\lambda's\) which are quite complicated. In any case, these terms can be deduced from the BRST transformations.

The BRST operator given in (3) and written in terms of \(\lambda^a_B\) and \(\bar{\lambda}^\dot{a}_R\) can be obtained from (181) by reorganising the terms and by using the definitions of both the left and right pure spinors of (64) and (57). We have
\[
Q = \frac{1}{2} \left( (\lambda_L)^{\hat{a}}_i (\nabla_L)^{\hat{\alpha}}_i + (\lambda_L)^{\hat{a}}_i (\nabla_L)^{\hat{\alpha}}_i + (\lambda_L)^{\hat{a}}_i (\nabla_L)^{\hat{\alpha}}_i + (\lambda_L)^{\hat{a}}_i (\nabla_L)^{\hat{\alpha}}_i + L \rightarrow R \right),
\]
(188)
where
\[
(\nabla_L)^{\hat{a}}_i = \nabla^{\hat{a}}_i + e^{ij} \epsilon_{\hat{a} \hat{\beta}} \nabla^{\hat{\beta}}_j, \quad (\nabla_L)^{\hat{\alpha}}_i = \nabla^{\hat{\alpha}}_i + e^{ij} \epsilon_{\hat{\alpha} \hat{\beta}} \nabla^{\hat{\beta}}_j,
\]
(189)
and the covariant derivatives with \(R\) are similar and they are obtained by flipping the sign before the second \(\nabla\) on the right hand side of the expressions above. In the Introduction, we proved that the supergravity vertex operators in a flat background can be put in the gauge \(\lambda^a_L, \lambda^\dot{b}_R A_{\dot{a}\dot{b}}\). The proof was based on the commutation algebra of the flat space covariant derivatives. We believe that a similar proof is possible for \(AdS_5\) and we compute some of the commutation relations of the covariant derivatives below. In the expressions, we only
they correspond to $SO$ only depends on $\bar{\lambda}$.

In fact, due to the fact that our vertex operators preserve a $G$ to denote the elements of the coset by both $G$ and $B$. We are going to denote the elements of the coset by both $SO(4)$ and $SO(4)$ rotations. So, in fact, the expressions simplify to

$$\langle \nabla L \rangle_{\alpha}^{i} \langle \nabla L \rangle_{\alpha'}^{i'} = e^{i} \epsilon_{\alpha' \alpha} \left( \frac{\partial}{\partial z} + \frac{\partial}{\partial w} \right), \quad \langle \nabla R \rangle_{\alpha}^{i} \langle \nabla R \rangle_{\alpha'}^{i'} = - e^{i} \epsilon_{\alpha' \alpha} \left( \frac{\partial}{\partial z} + \frac{\partial}{\partial w} \right),$$

and the commutators involving $\langle \nabla L \rangle_{\alpha}^{i}$ and $\langle \nabla R \rangle_{\alpha}^{i}$ are similar to the ones above.

### B.3 The $SU(2,2) \times SU(4)$ covariant parametrization

In [41], gauge invariant pure spinors were defined and used. We give here the explicit BRST transformations for a coset similar to the one used in [41]. One of the difficulties in working with gauge invariant pure spinors is that the pure spinor constraints become more complicated. In the main text, we decide to work with the coset (48) and pure spinors that transform under gauge transformations because it was easier to work out the simplifications for moving from the picture minus eight to the picture zero. In any case, we hope that the explicit BRST transformations of this alternative coset might be useful for some readers and future applications.

The alternative coset is

$$g = e^{\tilde{q}_{-}} e^{\tilde{\tilde{q}}_{+}} e^{p_{-}} e^{p_{+}} G(X) H(Y),$$

where now $G(X)$ parametrizes the coset $SO(2,4)/SO(1,4)$ and $H(Y)$ parametrizes $SO(6)/SO(5)$. We are going to denote the elements of the coset by both $G(X)_{R}^{\bar{\lambda}}$ and $H(Y)_{I}^{\bar{\lambda}}$ where the indices with a tilde are spinor indices of the isotropy group. The BRST transformations of the variables can be computed as usual from the coset transformation

$$Q \cdot g = g(\lambda q + \Sigma)$$

$$= e^{\tilde{q}_{-}} e^{\tilde{\tilde{q}}_{+}} e^{p_{-}} e^{p_{+}} (\lambda q) G(X) H(Y)$$

$$+ e^{\tilde{q}_{-}} e^{\tilde{\tilde{q}}_{+}} e^{p_{-}} e^{p_{+}} (G(X)\Sigma_{1}) H(Y) + e^{\tilde{q}_{-}} e^{\tilde{\tilde{q}}_{+}} e^{p_{-}} e^{p_{+}} G(X)(H(Y)\Sigma_{2}),$$

(193)
where $\tilde{\lambda}$ are gauge invariant pure spinors given by
\[
\tilde{\lambda}^R_I = G^{-1}(X)^R_R H(Y) I^I \hat{\lambda}^R_I, \quad \tilde{\lambda}^I_R = G(X)^R_R H^{-1}(Y) J^J \hat{\lambda}^I_R. \tag{194}
\]
The $AdS_5$ and $S^5$ coordinates are given as
\[
X_{RS} \equiv G(X)^R_R \sigma^{-1}_{RS} G(X)^S_S, \quad Y_{IJ} \equiv H(Y) I^I \sigma^{-1}_{IJ} H(Y) J^J, \tag{195}
\]
where the direction, i.e. indices -1 and 6 in the sigma matrices $\sigma^{ij}_{RS}$ is the one invariant under the isotropy groups. The variables above are constrained as follows
\[
\frac{1}{8} \epsilon^{RSTU} X_{RS} X_{TU} = \frac{1}{8} \epsilon^{IJKL} Y_{IJ} Y_{KL} = -1. \tag{196}
\]

In the formulas below, the pure spinor variables are always the gauge invariant ones and we are going to suppress the tildes to avoid cluttering. To write down the formulas, we will use the following definitions
\[
\Sigma^{(0,-)} = -a_0 + a_1 - a_2 + a_3 - a_4 + a_5, \tag{197}
\]
where $a_0 = [\theta_- q_+, \bar{\lambda}_- \bar{q}_+]$ and $a_n = [\theta_- q_+, \theta_+ q_-, a_{n-1}]$ and
\[
\Sigma^{(+,-)} = b_0 + b_1 - b_2 + b_3 - b_4 + b_5, \tag{198}
\]
where $b_0 = [\theta_- q_+, \bar{\lambda}_- \bar{q}_+]$ and $b_n = [\theta_- q_+, \theta_+ q_-, b_{n-1}]$. Moreover
\[
\Sigma^{(0,++)} = -\frac{1}{2} [\theta_- q_-, [\theta_+ q_-, \Sigma^{(++,0)}]], \quad \Sigma^{(--)} = -\frac{1}{2} [\theta_- q_-, [\theta_+ q_-, \Sigma^{(0,--)}]]. \tag{199}
\]
In terms of the $\Sigma$'s above, the BRST transformations of the fermionic variables are
\[
(Q \theta^+_+) q_- = \lambda_+ q_- + \frac{1}{2} [[(\theta_+ q_-, (\lambda_- q_+)), (\theta_+ q_-)] + [[(\theta_+ \bar{q}_-, (\lambda_- \bar{q}_+) - [\theta_+ q_-, \Sigma^{(++,0)}]), \theta_+ q_-]], (Q \theta^-)_+ q_+ = \lambda_- q_+ + [\theta_+ q_-, (\lambda_- q_+ + [\theta_+ q_-, \Sigma^{(++,0)}])], \theta_+ q_-],
\]
\[
(Q \bar{\theta}^+_+) \bar{q}_- = \bar{\lambda}_+ \bar{q}_- + [\theta_+ q_-, \Sigma^{(0,--)}] + \frac{1}{2} [[(\theta_+ \bar{q}_-, (\lambda_- \bar{q}_+) + [\theta_+ q_-, \Sigma^{(++,0)}])], \theta_+ \bar{q}_-],
\]
\[
(Q \bar{\theta}^-)_+ \bar{q}_+ = \bar{\lambda}_- \bar{q}_+ + [\theta_+ q_-, \Sigma^{(++,0)}]. \tag{200}
\]
Note that the indices $R$ and $I$ appearing in $G$ and $H$ are not BRST invariant and they rotate. The rotation parameters
\[
\Sigma M = \Sigma^I_I M^I_J + \Sigma^R_R M^I_R, \tag{201}
\]
are given by
\[
\Sigma M = [(\theta_+ q_-), (\lambda_- q_+)] + [(\theta_+ q_-), (\bar{\lambda}_- \bar{q}_+)] + [\theta_+ q_-, \bar{\lambda}_- \bar{q}_+] +
\quad [\theta_+ \bar{q}_-, (\lambda_- q_+ + [\theta_+ q_-, \Sigma^{(++,0)}])] - (\Sigma^{(--)} + \Sigma^{(0,--)} + \Sigma^{(++,0)} + \Sigma^{(0,++)})]. \tag{202}
\]
So, for example,
\[
Q \cdot X_{RS} = \Sigma^T_R X_{TS} + \Sigma^T_S X_{RT}. \tag{203}
\]
The explicit form of $\Sigma_1$ and $\Sigma_2$ appearing in (193) is not necessary in general because one only works with gauge invariant quantities and these matrices rotates the indices belonging to the isotropy groups.
B.4 The gauge invariant pure spinor constraints

In order to perform computations using the $SU(2,2) \times SU(4)$ covariant parametrization just described, we have to write the pure spinor constraints in terms of the gauge invariant pure spinors $\tilde{\lambda}$ defined in (194) and solve them. One way of doing it is to relate the $\tilde{\lambda}$ with the $\lambda$’s used in the main text, see (50) and (51), and we already know the solution of the constraints in terms of the $\lambda$’s. The relation is as follows ($u$ and $v$ were defined in (135))

$$\tilde{\lambda} q = (uv)\lambda q (uv)^{-1} = e^{yK} e^{(z\Delta + wJ)} (\lambda q) e^{-(z\Delta + wJ)} e^{-yK} = e^{yK} (\lambda' q) e^{-yK},$$

(204)

and we have used the shorthand notation $yK = x_2^2 K^\alpha \bar{K}_\alpha + y_i^j K_i^j$. Since $K$ have charge +1 under $J - \Delta$ the series truncate

$$\tilde{\lambda} q = \lambda' q + [yK, \lambda' q] + \frac{1}{2} [yK, [yK, \lambda' q]].$$

(205)

In components, we have

$$\tilde{\lambda}_+ q_- = \lambda_+ q_- , \quad \tilde{\lambda}_- q_+ = \lambda_- q_+ , \quad \tilde{\lambda}_q = \lambda_q + \frac{1}{2} [yK, \lambda_q].$$

(206)

Moreover, we can easily invert the expressions above and get

$$\tilde{\lambda}_+ q_- = \lambda_+ q_- , \quad \tilde{\lambda}_- q_+ = \lambda_- q_+ , \quad \tilde{\lambda}_q = \lambda_q + \frac{1}{2} [yK, \lambda_q].$$

(207)

It is easy to evaluate both (206) and (207) given above. The result can be written in terms of the gauge invariant variables $X_{RS}$ and $Y_{i, j}$ defined in (141) as follows

$$\lambda^i_\alpha = \left( \frac{Y_{12}}{X_{34}} \right)^{-\frac{1}{2}} \left( \tilde{\lambda}^i_{\alpha} + X^\alpha_{\dot{\alpha}} \tilde{\lambda}^i_{\dot{\alpha}} \right), \quad \lambda^\alpha_i = \left( \frac{Y_{12}}{X_{34}} \right)^{-\frac{1}{2}} \left( \tilde{\lambda}^\alpha_i - X^\alpha_{\dot{\alpha}} \tilde{\lambda}^i_{\dot{\alpha}} \right),$$

(208)

$$\tilde{\lambda}^i_{\alpha} = Y_{12} X_{34}^{\frac{1}{2}} \left( \tilde{\lambda}^i_{\alpha} + X^\alpha_{\dot{\alpha}} \tilde{\lambda}^i_{\dot{\alpha}} - Y^i_{\dot{\alpha}} \tilde{\lambda}^i_{\dot{\alpha}} - \frac{1}{2} X^\alpha_{\dot{\alpha}} Y^i_{\dot{\alpha}} \tilde{\lambda}^i_{\dot{\alpha}} \right),$$

$$\tilde{\lambda}^\alpha_i = Y_{12} X_{34}^{\frac{1}{2}} \left( \tilde{\lambda}^\alpha_i - X^\alpha_{\dot{\alpha}} \tilde{\lambda}^i_{\dot{\alpha}} + Y^i_{\dot{\alpha}} \tilde{\lambda}^\alpha_i - \frac{1}{2} X^\alpha_{\dot{\alpha}} Y^i_{\dot{\alpha}} \tilde{\lambda}^i_{\dot{\alpha}} \right),$$

$$\lambda^i_\alpha = Y_{12} X_{34}^{-\frac{1}{2}} \tilde{\lambda}^i_{\alpha}, \quad \lambda^\alpha_i = Y_{12} X_{34}^{-\frac{1}{2}} \tilde{\lambda}^\alpha_i,$$
equivalently,
\[
\tilde{\lambda}_a^i = e^{\left(\frac{w_{+a}}{2}\right)} (\lambda_a^i - X_a^\alpha \lambda_a^\alpha) , \quad \tilde{\lambda}_a^\alpha = e^{\left(\frac{w_{+a}}{2}\right)} (\lambda_a^\alpha + X_a^\alpha \lambda_a^i) , \\
\tilde{\lambda}_i^\alpha = e^{-\left(\frac{w_{+a}}{2}\right)} (\lambda_i^\alpha - Y_i^\gamma \lambda_i^\gamma) , \quad \tilde{\lambda}_i^\gamma = e^{-\left(\frac{w_{+a}}{2}\right)} (\lambda_i^\gamma + Y_i^\gamma \lambda_i^\alpha) , \\
\tilde{\lambda}_a^i = e^{-\left(\frac{w_{+a}}{2}\right)} \left(\lambda_a^i - X_a^\alpha \lambda_a^\alpha + Y_a^\gamma \lambda_a^\gamma - \frac{1}{2} X_a^\alpha Y_a^\gamma \lambda_a^\gamma\right) , \quad (209) \\
\tilde{\lambda}_i^\alpha = e^{-\left(\frac{w_{+a}}{2}\right)} \left(\lambda_i^\alpha + X_i^\alpha \lambda_i^\alpha - Y_i^\gamma \lambda_i^\gamma + \frac{1}{2} X_i^\alpha Y_i^\gamma \lambda_i^\gamma\right) , \\
\tilde{\lambda}_i^\gamma = e^{\left(\frac{w_{+a}}{2}\right)} \lambda_i^\gamma .
\]

In the main text, we demonstrated that it is possible to express \(\lambda_a^i\) as function of the other \(\lambda^i\)'s and this implies that \(\lambda_a^i\) and \(\lambda_i^\alpha\) can be taken as unconstrained variables. The same is true for \(\tilde{\lambda}_a^i\) and \(\tilde{\lambda}_i^\alpha\) and this follows from the equations above. In fact, using

\[
\lambda_a^i = \frac{\left(\lambda_+^\sigma \sigma^{mn} \lambda_+^m\right)}{4(\lambda_+^\lambda_+)} (\sigma^{mn} \lambda_+^a), \quad (210)
\]

it is not difficult to see that \(\tilde{\lambda}_a^i\) can be written in terms of the others \(\tilde{\lambda}\)'s. The conclusion is that \(\delta(\tilde{\lambda}_a^i)\) makes sense and it is possible to define minus eight picture vertex operators for the \(SU(2,2) \times SU(4)\) covariant parametrization.

C Half-BPS vertex operators in \(SO(8)\) notation

In this Appendix, we rewrite the vertex operators given in (83) in a more compact \(SO(8)\) notation, see (51) and (71). We will use the \(SO(8)\) Pauli Matrices

\[
\sigma_{\underline{a}}^m , \quad \text{and} \quad \sigma_{\underline{a}}^m , \quad (211)
\]

with \(m, a, \dot{a} = 1, \ldots, 8\). In what follows we will use the notation

\[
\hat{\sigma}_{ab} = \left(\sigma_{1234}\right)_{ab}, \quad (212)
\]

where \(\sigma_{1234}\) is totally anti-symmetric in the indices \(\{1, 2, 3, 4\}\). The vertices take the form

\[
e^{-n(z+w)} V_{so(8)}(n) = V_{so(8)}^0 + V_{so(8)}^2 + V_{so(8)}^4 + V_{so(8)}^6 + V_{so(8)}^8 , \quad (213)
\]

and as usual the superscripts indicate the number of \(\theta_+\)'s. We have

\[
V_{so(8)}^0 = (\tilde{\lambda}_+ + \bar{\lambda}_+), \quad V_{so(8)}^8 = (\tilde{\lambda}_+ + \bar{\lambda}_+)^8 (72 - 37n^2 + n^4) , \quad (214)
\]

where \((\tilde{\lambda}_+ + \bar{\lambda}_+)\) and \(\theta_+^8\) were defined in (76) and (93) respectively. For the remaining terms, we are going to use the notation

\[
(\theta_+^2)_{ij} = \theta_+^2 (\sigma_{ij})_{ab} \theta_+^b , \quad (\hat{\theta}_+^2)_{ij} = \theta_+^2 (\hat{\sigma}_{ij})_{ab} \theta_+^b , \\
(\tilde{\lambda}_x \tilde{\lambda}_y)^{i_1j_1 \ldots i_mj_m} = \tilde{\lambda}_x^i (\sigma^{i_1j_1} \ldots \sigma^{i_mj_m})_{ab} \tilde{\lambda}_y^b , \quad (215) \\
(\tilde{\lambda}_x \tilde{\lambda}_y)^{i_1j_1 \ldots i_mj_m} \hat{\lambda}_N = \tilde{\lambda}_x^{[b} (\hat{\sigma} \sigma^{i_1j_1} \ldots \sigma^{i_mj_m})_{ab} \hat{\lambda}_y^{]} ,
\]
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where $[\dot{a}\dot{b}] = \dot{a}\dot{b} - \dot{b}\dot{a}$ without a factor of two and

$$\sigma_{ab}^{ij} = \frac{1}{2} (\sigma^i\sigma^j - \sigma^j\sigma^i)_{ab}. \quad (216)$$

The remaining terms in (213) are given by

$$V_{s(8)}^2 = -\frac{1}{16} (\hat{\Lambda} + \bar{\Lambda})_{ij}^{\hat{\theta}^2} - \frac{n}{8} (\hat{\Lambda} + \bar{\Lambda})_{ij}^{\theta^2} , \quad (217)$$

and

$$V_{s(8)}^6 = -\left(\frac{1}{2304} - \frac{n^2}{9216}\right) (\hat{\Lambda} + \bar{\Lambda})_{ijkl}^{\hat{\theta}^2 \theta^2} - \frac{3n}{1728} (\hat{\Lambda} + \bar{\Lambda})_{ijkl}^{\theta^2} \quad (218)$$

Finally,

$$V_{s(8)}^4 = \frac{1}{768} (1 - n^2) (\hat{\Lambda}^2 + \bar{\Lambda}^2)_{ijkl}^{\theta^2} - \frac{3n}{768} (\hat{\Lambda}^2 + \bar{\Lambda}^2)_{ijkl}^{\hat{\theta}^2} - \frac{n}{128} (\hat{\Lambda}^2 + \bar{\Lambda}^2)_{ijkl}^{\hat{\theta}^2 \hat{\theta}^2} . \quad (219)$$
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