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ABSTRACT

Direct automatic segmentation of objects from 3D medical imaging, such as magnetic resonance (MR) imaging, is challenging as it often involves accurately identifying a number of individual objects with complex geometries within a large volume under investigation. To address these challenges, most deep learning approaches typically enhance their learning capability by substantially increasing the complexity or the number of trainable parameters within their models. Consequently, these models generally require long inference time on standard workstations operating clinical MR systems and are restricted to high-performance computing hardware due to their large memory requirement. Further, to fit 3D dataset through these large models using limited computer memory, trade-off techniques such as patch-wise training are often used which sacrifice the fine-scale geometric information from input images which could be clinically significant for diagnostic purposes. To address these challenges, we present a compact convolutional neural network with a shallow memory footprint to efficiently reduce the number of model parameters required for state-of-art performance. This is critical for practical employment as most clinical environments only have low-end hardware with limited computing power and memory. The proposed network can maintain data integrity by directly processing large full-size 3D input volumes with no patches required and significantly reduces the computational time required for both training and inference. We also propose a novel loss function with extra shape constraint to improve the accuracy for imbalanced classes in 3D MR images. Compared to other state-of-art approaches (U-Net3D, improved U-Net3D and V-Net), the proposed network reduced the number of parameters up to two orders of magnitude and achieve much faster inference, up to 5 times when predicting with a CPU (instead of GPU). For the open accessed OAI-ZIB knee dataset, the proposed approach achieved dice coefficient accuracy of 0.98 ± 0.00 and 0.88 ± 0.04 for femoral bone and tibial cartilage segmentation, respectively, while reducing the mean surface distance error to 0.36 ± 0.20 mm and 0.29 ± 0.10 mm when training volume-wise under only 12G VRAM. Our proposed CAN3D demonstrated high accuracy and efficiency on a pelvis 3D MR imaging dataset for prostate cancer consisting of 211 images with expert manual semantic labels (bladder, body, bone, rectum, prostate) that we have also released publicly for scientific use as part of this work.\footnote{1}
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1 Introduction

The segmentation of individual objects and tissues in medical images has become an important process in procedures such as radiation therapy [Nyholm and Jonsson, 2014] and clinical assessment [Pollard et al., 2008]. Accurate segmentation of objects from three dimensional (3D) medical images is challenging due to factors such as the complex geometry and relations of various anatomical structures under investigation, variations in tissue signals (contrasts) within and across healthy and disease-effected tissues and highly patient-specific image datasets.

Deep learning methods, especially the Convolutional Neural Network (CNN), have recently emerged as a popular solution for many Magnetic Resonance (MR) image segmentation problems. Compared to conventional automatic methods, the deep learning-based methods do not require any hand-crafted features and will automatically learn a hierarchy of increasingly sophisticated features directly from data [Pereira et al., 2016]. Inspired by the work of Yu and Koltun [2015], we present a fully CNN based deep learning approach, CAN3D, that utilizes a proposed 3D Context Aggregation Module (CAM) to dramatically reduce memory consumption for sizeable MR volumes segmentation. It has a highly compact structure that could perform end-to-end semantic segmentation for full-size 3D MR data with large shape (no patches or slices). By minimizing a model’s complexity, the number of parameters required is several orders of magnitude less compared to other networks. Thus, it could achieve state-of-the-art performance using relatively low-end computing hardware and accelerate inference for large 3D input on Central Processing Units (CPUs) within just seconds. The main contributions of this work can be summarised as:

1. We extended the Context Aggregation Network (CAN) of [Yu and Koltun, 2015], previously limited to two dimensional (2D) images, into a CAM for 3D volumes. The architecture has a highly compact structure with minimal down-sampling operations so that it is designed specifically for semantic segmentation of 3D MR images. It allows for full-size images with large shape to be fed directly into the model during both training and inference. Thus, by preserving fine details from the input, the model can accurately segment both prominent and imbalanced classes simultaneously in seconds using CPUs. This is a critical need for certain clinical applications.

2. We proposed a novel hybrid loss termed Dice Squared Focal Loss (DSF), a combination of Focal Loss (FL) [Lin et al., 2017] and Dice Squared Loss (DSL). DSL is a computationally efficient form of the original Dice Similarity Coefficient (DSC) loss [Shi et al., 2018] combined with least squares in a single step. This loss has the additional capability to restrain the absolute values of a target during the training without inducing extra computation and could provide high volumetric accuracy while preserving precise surface information globally throughout the contour of the target. It can also accelerate the training process, thus achieving better accuracy than other widely used losses (DSC, Mean Square Error (MSE)) under the same amount of training time. This proposed loss is proved to be highly efficient, especially for a compact network structure.

3. We have released our 3D image dataset for the pelvis organs and prostate [Dowling and Greer, 2021], which has expert manual semantic labels (bladder, body, bone, rectum, prostate) of 2TI 3D MR images, for the performance evaluation of our model. The proposed method achieves state-of-the-art performance with roughly half of the computation time and much fewer parameters (4 to 400 orders of magnitude) than other chosen CNN models. It also performs favourably compared to Ambellan et al. [2019] on the OAI-ZIB knee dataset presented, with a much simpler pipeline and faster inference. It also dominates both segmentation accuracy and computational time throughout all chosen architectures for the same knee dataset. As a result, our model could be trained for full-size 3D MR images directly using GPU with limited video RAM and achieve fast segmentation at full capacity only using the CPUs.

2 Background

2.1 Conventional Automatic Method

In the past decades, the automated segmentation of medical images based on gray level feature [Sharma and Ray, 2006; Ramesh et al., 1995] and texture features [Wang et al., 1996; Sharma and Ray, 2006] has been expanded rapidly in efforts to supersede, with comparable accuracy but significantly increased speed, manual approaches which are time and expertise-intensive and prone to variable (human) intra- and inter-rater reliability. Other automatic segmentation approaches such as model-based and atlas-based approaches have demonstrated significantly faster processing times compared with manual analyses whilst achieving similar measurement accuracy in relation to inter-rater performance and variability as expert observers [Ghose et al., 2012; Ebrahimkhani et al., 2020].

The use of atlas techniques [Withey and Koles, 2007] has been used successfully for automated segmentation of anatomical structures such as the prostate [Klein et al., 2008], brain [Shiee et al., 2010] and knee [Tamez-Peña et al., 2017].
Whilst networks such as U-Net and V-Net typically outperform other traditional methods, their complex structures tend to increase computational cost. Another limitation for encoder-decoder architectures are that the multiple down-sampling layers used to increase receptive field without suffering information loss or increasing computational cost, dilated convolution has been widely used in parallel dilated convolution branches named Atrous Spatial Pyramid Pooling (ASPP). DeepLab family are among some of the most popular image segmentation methods using dilated convolution. DeepLabv1 [Chen et al., 2014] and DeepLabv2 [Chen et al., 2017a] have been explicitly developed for medical image segmentation. The U-Net has been widely implemented to segment 2D medical images with losses such as DSC for brain tumour [Dong et al., 2017] and Weighted Cross-Entropy (WCE) for cartilage [Norman et al., 2018]. It has also been extended into 3D volume segmentation for the kidney [Cicak et al., 2016] and hand [Kayalibay et al., 2017] to utilise the multi-dimensional contextual information fully. Isensee et al. [2017] further enhanced the U-net3D’s performance (Improved U-Net3D) by connecting high-to-low resolution convolution streams in parallel and repeatedly exchanging the information across resolutions [Minaee et al., 2020]. However, deformable models are generally susceptible to initialisation error with long computation time, and shape surfaces for model training can be challenging to determine due to anatomical shapes’ complex nature. Their performance can also be limited by a lack of imaging information, such as incomplete or partial fields of view. Solutions to these problems have only recently been proposed [Schmid et al., 2011 Chandra et al., 2014].

2.2 Deep Learning Based Automatic Methods

Inspired by the Fully Convolutional Network (FCN) [Long et al., 2015], encoder-decoder architectures [Noh et al., 2015, Badrinarayanan et al., 2017, Kendall et al., 2015] such as the 2D U-Net [Ronneberger et al., 2015] and V-Net [Milletari et al., 2016] have been explicitly developed for medical image segmentation. The U-Net has been widely implemented to segment 2D medical images with losses such as DSC for brain tumour [Dong et al., 2017] and Weighted Cross-Entropy (WCE) for cartilage [Norman et al., 2018]. It has also been extended into 3D volume segmentation for the kidney [Cicak et al., 2016] and hand [Kayalibay et al., 2017] to utilise the multi-dimensional contextual information fully. Isensee et al. [2017] further enhanced the U-net3D’s performance (Improved U-Net3D) using residual connections [He et al., 2016] and deep supervision technique [Kayalibay et al., 2017] for 3D brain images. Ambellan et al. [2019] even incorporate Statistical Shape Models (SSM) with both 2D and 3D U-Nets to pass statistical anatomical knowledge during highly pathological knee segmentation. The V-Net [Milletari et al., 2016] is another popular encoder-decoder architecture similar to U-Net. It replaces max-pooling operation with strided convolution for more efficient back-propagation and adds residual blocks for better convergence. The network is trained end-to-end on MRI volumes and can predict segmentation for the whole volume at once.

Whilst networks such as U-Net and V-Net typically outperform other traditional methods, their complex structures tend to generate numerous parameters which occupy a large portion of Video Memory (VRAM), thus, limiting the resources available for input during training and slowing down the computation as more weights need to be updated. Workarounds such as slice-wise [Xue et al., 2020] Wang et al., 2019, Roth et al., 2015] or patch-wise [Dolz et al., 2018, Dong et al., 2020] techniques are often applied to save more VRAM for the large model by constraining the input data size. However, this could lead to weak feature representation during training because only partial input is utilised through feature extraction. It could also be problematic for fine-scale structures, which may be necessary for justifying these steps during an approval process for clinical adoption and deployment. Furthermore, while these techniques could improve memory efficiency, longer inference time is often required to process all sub-slices or sub-patches sequentially derived from the original input.

Another limitation for encoder-decoder architectures are that the multiple down-sampling layers used to increase the receptive field (RF) could also induce losses to the input image’s fine-grained information, which are critical for diagnosis. Although the down-sampling operations are well suited for classification tasks, the considerable loss of fine-grained resolution could undermine the final performance for dense prediction tasks such as semantic segmentation [Yu and Koltun, 2015]. Some recent architectures such as HRNet [Wang et al., 2020] has been proposed to address this issue by connecting high-to-low resolution convolution streams in parallel and repeatedly exchanging the information across resolutions [Minna et al., 2020]. However, they still require a considerable number of convolution layers with several image branches, leading to more complex models than baseline encoder-decoder structure. To enlarge the receptive field without suffering information loss or increasing computational cost, dilated convolution has been widely used in real-time segmentation [Yu and Koltun, 2015] Wang et al., 2018a, Yang et al., 2018, Paszke et al., 2016].

The DeepLab family are among some of the most popular image segmentation methods using dilated convolution. DeepLabv1 [Chen et al., 2014] and DeepLabv2 [Chen et al., 2017a] extract features at multiple sampling rates with parallel dilated convolution branches named Atrous Spatial Pyramid Pooling (ASPP), thus capturing image features at different scales.
multiple scales for robust segmentation. Subsequently, DeepLabv3 \cite{Chen2017DeepLabv3+} combines cascaded and parallel dilated convolution branches together with an improved ASPP. The proposed DeepLabv3 framework is then used as an encoder for DeepLabv3+ \cite{Chen2018DeepLabv3+}, which has an encoder-decoder architecture with atrous separable convolution. Dilated convolution has also been utilized for medical images segmentation. \cite{Dolz2018Anatomy} proposed a U-Net based network with dilated convolution blocks for multi-region segmentation of bladder cancer in MR images, and further implemented it with residual block \cite{He2016Deep} for 3D heart segmentation. However, none of them focused on the models’ efficiency, thus, having their models more complex than the original U-Net. \cite{Li2017Dilated} is the only work we know so far that trying to reduce the model’s complexity for medical image segmentation. However, their work only focused on increasing the residual blocks’ efficiency using dilated convolution, and their model is still relatively complex with multiple sets of convolution layers and residual connections, thus limiting their input to small patches even training with a 24G VRAM video card.

3 Methods

Data integrity and avoidance of information loss are paramount for medical imaging, as missing critical features could result in poor patient outcomes. Methods that preserve resolution and imaging information would be preferred wherever possible. Thus, the compactness of a neural network, particularly in terms of minimising the number of parameters and down-sampling operations, is crucial in a medical imaging context. Clinical environments seldom have research grade Graphics Processing Units (GPUs) available as vendors typically ship mid-range desktop computers as workstations for instruments such as an MR scanner. High-end GPUs with large amounts of memory are expensive and require high-performance computing (HPC) environments. Drastically reducing the number of parameters will allow low-end GPUs’ and even CPUs’ inference of imaging data to be computed in a few seconds, while the training can still be done on readily available GPUs and required only a couple of hours to complete. The reduced capacity of the model could also reduce the likelihood of over-fitting, especially when the training dataset such as MR images are commonly limited. \cite{Yu2005Fully}

3.1 Network Architecture

3.1.1 Progressive Dilated Convolution

In medical images, global context indicates how organs and tissues are arranged with respect to its neighbours and is required to obtain precise segmentation of anatomical structures under clinical examination. This global information is typically obtained by increasing the size of receptive fields through the forward pass of a CNN, to extract the large-scale features present. The standard approach has been to add down-sampling operations, such as max-pooling, sequentially into the network to project the input onto a low-resolution latent space. However, this method increases the number of parameters within the network substantially as more layers are needed to regain the spatial information discarded during down-sampling and recover the original image resolution. Nonetheless, the final performance will decline because the discarded information can never be “fully” restored. Solution such as skip connections \cite{Ronneberger2015U-Net} in U-Net have been proposed to address this problem by propagating gradient information back and forth between the encoder and decoder during training. However, the proposed skip connections still have problems such as forcing aggregation only at the same-scale feature maps which was addressed in \cite{Zhou2019Nested}

To cope with the large receptive field required for global context information, the dilated convolution operator, initially developed for wavelet decomposition \cite{Holschneider1990Wavelets}, was adopted for natural image semantic segmentation by \cite{Yu2015Multi-scale}, as an alternative to the down-sampling operation in the deep neural network. The key idea is to enlarge the RF logically by expanding the kernel with ‘holes’ (hence also referred to as atrous convolution) instead of physically by decreasing the resolution of the target image. The 3D atrous convolution operation \( I \ast_d k \) can be seen as a generalisation of a standard 3D convolution between 3D volume \( I \) and 3D filter kernel \( k \), with dilation rate specified by a positive integer \( d \):

\[
(I \ast_d k)(p) = \sum_{s + dt = p} I(s)k(t)
\]

By setting \( d = 1 \), we obtain the standard 3D convolution operation. As shown in Figure 2(b), increasing \( d \) primarily results in the separation of pixels within a filter by our dilation rate, hence, increasing the receptive field of the filter without an increase in the required number of parameters. The new kernel size after dilation will be:

\[
\hat{u} = u + (u - 1)(d - 1)
\]

Where \( u \) and \( \hat{u} \) are the original and dilated kernel size, \( d \) is the dilation rate. However, an inherent problem when implementing dilated convolutions is that the aggressively increasing in dilation factors may cause failure to capture
local information [Wang et al., 2018a]. The reason is mainly due to the sparsity of the convolutional kernel after dilation. To address this problem, we followed the strategy proposed in both Yu and Koltun [2015] and Romera et al. [2017], where the dilation rate is slowly and progressively increased along the convolutions within a network, thereby decreasing sparsity in the dilated kernel and allowing more global context to be captured while preserving the resolution of the local region.

3.1.2 Context Aggregation Network (CAN)

To leverage volumetric medical data with a low number of parameters and allow multi-scale information to be effectively captured for better segmentation, we designed our network based on the 2D CAN proposed in Yu and Koltun [2015]. It utilises a progressively dilated convolution operator to aggregate multi-scale contextual information with no subsampling operations. Thus, the network is a context module explicitly design for dense prediction such as semantic segmentation, as it can extract dense feature and perform pixel-wise prediction without degrading the resolution of intermediate representations (no down-sampling required). By systematically connecting multiple convolutional layers with progressively larger dilation rates, the accumulation of variable kernel sizes could expand the overall receptive field exponentially regarding the network depth and allow multi-scale aggregation of contextual information for better localisation. Hence, the full resolution will be considered when predicting each voxel in the final segmentation, regardless of the large image size.

3.1.3 CAN3D

To process volumetric data and exploit high dimensional spatial information, we extend CAN into 3D CAM (Figure 1) to achieve efficient volume-to-volume semantic segmentation. To minimize the memory demanded by the model while preserving maximal resolution in the intermediate layers within CAM, minimal down-sampling operations with short-cuts (one or two depends on input size) are applied before feeding data into the CAM, so that the layer channels within the CAM can be maximized for better feature extraction. The reduction of down-sampling operations can avoid remedial procedures such as up-sampling for reconstruction, so a compact model with a smaller memory footprint could be practically implemented in a clinical situation. Figure 1 shows the architecture of the proposed CAN3D for volumetric image segmentation.

The CAM which consists of several convolution blocks forms the backbone of our network. As shown in Figure 2(a), each block is composed of an atrous convolution layer with a Leaky ReLU (LReLU) activation function [Liew et al., 2019].
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under dilation factor of 1, 2 and 4. (c) The proposed compact CAN3D network architecture for volumetric image segmentation. The network mainly utilizes 3D context aggregation module (purple blocks) to incorporate features at multiple scales and perform an end-to-end mapping from the image volume to a multi-channel voxel-level dense segmentation.

Blue blocks are standard convolution units.

2016], which is a standard activation function

\[ \Phi(x) = \max(ax, x) \]

with \( \alpha = 0.1 \). It avoids the zero-gradient flow problem from standard ReLU and demonstrates improvements in Wang et al. [2018b]. We then employ an adaptive instance normalization (AdaIN) layer between convolution and activation layer, where the AdaIN is a linear combination of the identity branch and instance normalization branch:

\[ \Psi(x) = ax + b \cdot \text{IN}(x) \]

with weights a and b learned alongside other network parameters. It is similar to Adaptive Batch Normalization (ABN) proposed in Chen et al. [2017] to reduce internal covariance shift and accelerate the convergence. Compared to the standard instance normalization (IN) layer [Ulyanov et al. 2016], two learnable scalar weights are used to balance the strengths of the normalization branch and identity mapping branch, which allows the model to achieve self-adjustment based on operation characteristics. Combing these components, we have:

\[ L_i^S = \Phi \left( \Psi^S \left( b_i^S + \sum_j L_{i,j}^{S-1} * r_{s} K_{i,j}^S \right) \right) \] (3)

Where \( L_i^S \) is the \( i^{th} \) feature map of \( s^{th} \) block \( L \), \( b_i^S \) is a scalar bias, and \( K_{i,j}^S \) is \( j^{th} \) channel of convolution kernel, K, for \( i^{th} \) feature map.

There are two types of convolutional blocks. The first type is the standard convolutional unit used outside CAM. Its dilation rate is set to 1, and Glorot uniform initializer is used to initialize kernel weights from random distributions. However, this initialization scheme was found ineffective for the second block type, which is a CAM unit with the dilation rate set to \( r_s = 2^{s-1} \). Instead, the identity initializer designed for the recurrent network in [Le et al. 2015] is chosen as an alternative approach to pass the input directly to the output:

\[ k^b(t, a) = I_{t=0} I_{a=b} \]

where \( a \) is the index of input feature map and \( b \) is the index of the output map. Yu and Koltun [2015] show that contextual information propagated within the network could be reliably captured by back-propagation during training with the help of an identity initializer, thus, increasing the final segmentation accuracy.

Technical details of the proposed network are shown in the Figure 2(c). Smaller kernels that have been demonstrated to be more efficient for a convolutional network in [Tran et al. 2015] are implemented to capture the minimum low-level features such as edges from a 3D dataset. All convolution blocks used in the network have a filter size of 3, except
the short-cut layer with 1. The first convolution block uses a stride of 1 to increase the channel number of feature maps from 1 to 8. For down-sampling, a convolutional block with stride 2 is applied to halve the feature maps size and increase the channel number to 36. The sub-sampled feature maps are then fed into the CAM, consisting of four convolutional blocks with dilation factors of 2, 4, 8 and 1, respectively. The last convolution block within CAM works as a latent context space to increase the channel number by 48 for better feature extraction before up-scaling. A 2-strided deconvolutional block with AdaIN and LReLU is employed during up-sampling to restore the original resolution. Finally, a segmentation layer with a $1 \times 1 \times 1$ convolution and Softmax activation is further applied to generate a multi-channel probability map for final segmentation.

Overall, our network can accomplish aggregation of global contextual information for high-resolution images with an extremely compact parameterisation. It will minimise the loss of information during training and leads to a smaller memory footprint for volume-to-volume segmentation which could be practically implemented in a clinical situation. Its minimal sub-sampling operation also prevents the possibility of over down-sampling; thus, make it possible to handle various input shapes with no customization required.

### 3.2 Loss Metric

High class imbalance is another common challenge for medical image segmentation. Using the pelvis dataset in this experiment as an example, the number of voxels in the background are approximately 270 times greater than the prostate. Thus, we propose a novel hybrid loss named Dice Squared Focal loss (DSF), a combination of our proposed Dice Square Loss (DSL) and an Focal Loss (FL) [Lin et al., 2017] proposed for dense object detection.

$$L_{DSF} = L_{DSL} + L_{FL}$$

#### 3.2.1 Dice Similarity Coefficient Loss

The DSC [Çiçek et al., 2016] gauges the similarity of segmented images and manual delineated images based on their overlap measurement. Its loss is usually defined as:

$$L_{DSC} = 1 - S_{DSC} = 1 - \frac{\sum_{i \in I} P_i Q_i}{\sum_{i \in I} P_i^2 + \sum_{i \in I} Q_i^2}$$

Where $P$ is the ground truth set and $Q$ is the estimated segmentation set. $P$ and $Q$ have the same shape with a total number of voxels, $I$. Even though DSC loss is an excellent regional loss to increase the overlap between the target and the result, it is not specific to the absolute values of the sets. The MSE, on the other hand, is specific to the absolute values of the target without taking the regional errors into account explicitly. Therefore, a better version of DSC loss is needed to keep both regional and absolute values errors from diverging during the optimization, thus, stabilizing the training.

#### 3.2.2 Dice Squared Focal Loss

Inspired by the loss form of DSC, we introduce DSL, which is an efficient form of DSC loss with MSE built inside. It inherits DSC’s superiority by increasing the overlap between two segmented volumes while restraining the absolute values’ difference by calculating an additional MSE term for free. Inspired by the similarity definitions of Cha [2007], an alternative expression for DSC loss can be defined as:

$$L_{DSC} = 1 - S_{DSC} = \frac{\sum_{i \in I} (P_i - Q_i)^2}{\sum_{i \in I} P_i^2 + \sum_{i \in I} Q_i^2}$$

From the equation, we can find the $L_{DSC}$ already includes the square difference error during its calculation, which means an extra MSE term can be calculated with only one additional floating-point operation (a division by overall voxel number). A weighted multi-channel DSL can be calculated as:

$$L_{DSL} = \frac{\sum_{k \in K} \left( w_k \ast \left( \frac{\Psi}{\sum_{i \in I} P_{i,k} \sum_{i \in I} Q_{i,k}^2} + \frac{\Psi}{\sum_{k \in K} w_k} \right) \right)}{\sum_{k \in K} w_k}$$

where $\Psi = \sum_{i \in I} (P_{i,k} - Q_{i,k})^2$ is the square difference sum between multi-channel output ($P$), and one-hot-encoded ground truth ($Q$). $K$ equals to the number of classes, $w$ is weighting factor for each class and $I$ is the total number of voxels. Even though DSL can smooth segmentation results globally, it is insensitive to local uncertainties of the surface.
of segmented volume. Therefore, we further introduce DSF by summing our DSL with a weighted FL [Lin et al., 2017] (factor of 10). The FL is shown as:

$$L_{FL} = \sum_{k \in K} -\alpha_k (1 - p_k)^\gamma \log (p_k)$$

(8)

where $\alpha$ is a weighting factor to adaptively balance the variant of this loss and $p$ is the estimated probability for each class $k$. In general, $(1 - p_k)^\gamma$ is a scaling factor to down-weight the relative loss for well-classified examples and make the model focus more on the misclassified voxels. Focal loss tends to preserve intricate boundary details and is mainly used to complement with DSL for better accuracy on the contour of segmentation.

4 Experiments

4.1 Data

Our proposed model was evaluated on two MRI datasets with large image shapes, a public knee dataset from Osteoarthritis Initiative (OAI)-Zuse Institute Berlin (ZIB) [Seim et al., 2010] and a private pelvis dataset [Dowling et al., 2015b] obtained from 38 prostate cancer patients to demonstrate its capability to segment large-scale multi-dimensional images. Both datasets’ manual segmentation are used as ground truth label for both model training and performance evaluation.

The OAI-ZIB knee dataset with exceptionally large image shape were used to push the proposed model’s performance up to an extreme situation under restricted VRAM. It consists of MR images from the public OAI database, whose manual segmentation for 507 baseline images were carried out by experienced examiners at ZIB [Ambellan et al., 2019]. All images were acquired using a Siemens 3T Trio with an image resolution of $0.36 \times 0.36 \times 0.7$ mm and a shape of $160 \times 384 \times 394$. The manual segmentation consists of 5 difference classes: background (1), Femoral Bone (FB) (2), Tibial Bone (TB) (3), Femoral Cartilage (FC) (4) and Tibial Cartilage (TC) (5).

The proposed model was also evaluated with a private pelvis dataset which has been released by us for this paper [Dowling and Greer, 2021]. The dataset consists of 211 3D MR images of thirty-eight patients aged between 58-78 years, who had been diagnosed with tumours. MR image sequences for each patient were acquired with a Siemens Skyra 3T scanner, and all patients were positioned by two radiation therapists. The planning MR was a 3D, T2 weighted 1.6 mm isotropic Sampling Perfection with Application optimized Contrasts using different flip angle Evolution (SPACE) sequence with large field-of-view to cover the entire pelvis with bladder, and the prostate delineation sequence was a 2D axial T2 weighted sequence with small field-of-view approximately $200 \times 200$ mm$^2$. All classes except prostate were manually segmented for all patients independently from the large FOV T2 scan. The prostate was manually segmented from the small FOV T2 scan and then propagated to the large FOV T2 MR image. All manual segmentation was conducted by two experienced radiation oncologists and an experienced research radiation therapist. The final segmentation used for training and validation were obtained by combining the segmentation from different observers using majority voting. The image size of the input is $256 \times 256 \times 128$, and the average voxel size is approximately $1.68 \times 1.68 \times 1.56$ mm. Overall, manual segmentation consist of six different classes which are available for each patient: background (1), bladder (2), body (3), bone (4), rectum (5) and prostate (6).

With MR image intensity values being non-standardized, the data acquired needs to be normalized to match the range of values and avoid the network’s initial biases. Thus, both datasets were normalized to have a zero mean and unit variance. Moreover, N4 bias field correction [Tustison et al., 2010] was also implemented to correct low-frequency intensity non-uniformity.

4.2 Evaluation

The similarity between predicted segmentation and ground truth is assessed by employing DSC (Eq[6]) to compare both volumes based on their overlap. However, volume-based metrics generally lack sensitivity to errors on the segmentation’s contour if the segmented volume is relatively large, which is particularly crucial to clinical applications such as radiation treatment planning. Hence, both Mean Surface Distance (MSD) and Hausdorff Distance (HD) [Schmid et al., 2011], which are sensitive to variance on the anatomical boundaries, are also utilized to quantify the performance of segmentation. Both metrics are designed based on the surface distance shown as:

$$d(p, Q) = \min_{q \in Q} \|p - q\|_2$$

(9)

Where $p$ and $q$ are points on surfaces of predicted volume, $P$, and ground truth volume, $Q$, respectively. $\|\cdot\|_2$ calculates the Euclidian distance between two points. Surface distance calculates the minimum distance between each point from
one surface to another. By averaging surface distance for all points between two surfaces, mean surface distance is obtained as:

\[
MSD(P, Q) = \frac{1}{n_p + n_q} \left( \sum_{p \in Q} d(p, Q) + \sum_{q \in Q} d(q, P) \right)
\]

(10)

Where \(n_p\) and \(n_q\) are the total number of points on surface \(P\) and \(Q\). The Hausdorff distance, on the other hand, finds the longest surface distance between two surfaces. The symmetric Hausdorff distance is defined as:

\[
HD(P, Q) = \max \left( \max_{p \in P} d(p, Q), \max_{q \in Q} d(q, P) \right)
\]

(11)

4.3 Implementation

Three-fold cross-validation studies were conducted for both datasets. For the OAI-ZIB knee dataset, the overall 1012 images were sorted numerically and split into three sets with a portion of \((338/338/336)\). All results recorded in this paper are averaged three-fold results. For the pelvis dataset, the overall 211 MR images from 38 cases were decomposed into three subsets by random choice \((76/81/54)\). Offline augmentation strategies such as elastic deformation, affine wrapping, uniaxial rotation and shifting were applied to enlarge the training set and avoid the potential of over-fitting.

For network training, the proposed DSF was used as the loss function for our model, while Adam optimization algorithm with standard beta values of 0.9 and 0.999 was applied in TensorFlow 2.1.0 version, and the training of all models were conducted on an NVIDIA Volta V100 GPU with 32GBs of memory. To test segmentation performance of models under limited resources, the overall GPU VRAM was further capped to 12GBs to simulate low-end computing equipment. This approach has been tested to provide similar results with faster training time compared to Nvidia Titan V, which has 12GBs RAM natively. Once the models were trained, they were tested using both mentioned GPU and a separate CPU (Intel Xeon Gold 613) for performance evaluation under different hardware conditions.

Multiple deep learning architectures such as the U-Net3D [Çiçek et al., 2016], improved U-Net3D [Isensee et al., 2017] and V-Net [Milletari et al., 2016] were chosen as the state-of-art 3D models for comparison. Since none of these networks’ original structure could fit the chosen datasets with full resolution under 12G VRAM, all networks had their filter numbers adjusted within each convolution layer to provide the best performance possible under the specified VRAM limitation. All models were also trained from scratch under the same epoch numbers with their original hyper-parameters untouched, except that the same optimizer and learning rate scheduler were used as training control.

Three experiments were conducted to evaluate the proposed loss function and model with two different dataset under different hardware scenarios:

- **Loss Function**: To evaluate the proposed loss function’s performance, the two most popular losses for image segmentation, weighted Cross-entropy (CE) and weighted DSC, were evaluated along with the proposed DSL and DSF using the CAN3D. All losses were trained until converging when the improvement of accuracy is less than 0.005 within 5 epochs. To demonstrate the performance of DSF on different network structures, DSF was also tested using other chosen models, and the results are evaluated with the original losses of these models.

- **OAI-ZIB Knee Dataset**: All models were tested with their proposed losses using the OAI-ZIB knee dataset under 12G VRAM, to demonstrate the efficiency of CAN3D for large input under the low-end computing environment. Moreover, to demonstrate the full potential of CAN3D, the proposed model was also trained under full hardware capacity (32 VRAM) with the stride of CAM’s ConvB4 block (shown in figure 2c) reduced to one so the layer shape could be increased throughout the CAM. The results generated from this full capacity test were then evaluated with the results of Ambellan et al. [2019]. Since Ambellan et al. [2019] used shape model for post-processing, more straightforward techniques involving the largest connected component extraction and holes filling were applied to post-process CAN3D’s output for a fair comparison.

- **Pelvis Dataset**: When fitting the knee dataset during the second experiment, all models’ parameters except CAN3D were truncated dramatically due to the large shape of input, and some models failed to work entirely.
Table 1: Performance of different loss functions trained using the proposed model. All losses are trained until converging with a delta of 0.005. Time represents the training time and all losses are weighted with same class weights. * represent metrics with p-value < 0.01 (two-sided paired Wilcoxon signed-rank test) comparing to the DSF, Bold represent best score within each metric.

| Metric | DSC | HD (mm) | MSD (mm) | Time (s/image) |
|--------|-----|---------|----------|----------------|
| CE     | 0.81±0.06* | 9.80±4.31* | 2.46±0.97* | 0.835 |
| DSC    | 0.83±0.06* | 16.9±24.4* | 1.99±0.78* | 0.834 |
| DSL    | 0.85±0.04* | 13.2±18.4* | 1.91±0.72* | 0.789 |
| DSF    | 0.86±0.05 | 8.87±7.51 | 1.76±0.73 | 0.817 |

Table 2: Evaluation of the proposed loss function, DSF, under U-Net3D [Çiçek et al., 2016] and improved U-Net3D [Isensee et al., 2017]. The performance of DSF is compared with the original losses of those model for all classes using three-fold cross-validation under the same training time. * represent metrics with p-value < 0.05 (two-sided paired Wilcoxon signed-rank test) comparing to the DSF, Bold represent best score within each model.

Therefore, a pelvis dataset with a much smaller image shape was also tested to compare the efficiency of CAN3D with other models when all models could generate some primary results. A similar CAN3D structure as the full capacity test in the knee dataset experiment was used with its ConvB1 (shown in figure 2c) block’s filter number increased to eight. For other models, the filter number of convolutional layers were increased accordingly to adapt to the smaller dataset. Moreover, pelvis dataset results from two traditional automatic methods, a multi-atlas approach reported by Dowling et al. [2015a] and a multi-object weighted deformable model proposed by Chandra et al. [2016], and were also provided for further evaluation.

5 Results

5.1 Experiment I: Loss function

To illustrate the performance of the different loss functions, particularly for imbalanced classes, results on the various accuracy measurements for the CAN3D segmented prostate are presented in Table 1. In general, both of our DSL related losses outperform other losses, especially for DSC and MSD. When comparing to DSC specifically, the DSL improves the final segmentation accuracy with even faster training time for each image. While DSL and DSF achieve close results on DSC, the DSF, which has an extra FL component, can achieve superior HD. Although the extra FL component introduces some burden to computation speed, the per-image training speed for DSF is still faster than CE and DSC. Moreover, DSL’s results are also found to be significantly different from DSF with p-values (Wilcoxon rank test) for all metrics below 0.01.

The proposed DSF was also tested with the U-Net3D [Çiçek et al., 2016] and the improved U-Net3D [Isensee et al., 2017], and Table 2 compares the performance of DSF with the original losses of those models. For simpler networks such as the original U-Net3D, dominant performance is observed for the DSF compared to the network’s original loss, weighted CE. For the improved U-Net3D whose original loss is weighted DSC, the DSF also improves the accuracy of larger components such as body, bladder and bone with a significant difference, especially HD. While the DSF’s performance on imbalanced classes such as prostate and rectum is slightly worse than the original weighted DSC, the difference in term of rectum’s results are not significant with all p-values above 0.05.
5.2 Experiment II: OAI-ZIB dataset

Figure 3 outlines the models performance under various training epochs for the OAI-ZIB knee dataset using 12G VRAM. It can be noted that half of the chosen models barely worked for this dataset as their performances were effected by the truncation of parameters within their model. For instance, the V-Net produces no results for prominent classes such as FB and TB until reaching 50 epochs and fails completely for the imbalanced classes such as FC and TC. The U-Net3D is not functional for most classes until trained for 100 iterations. On the other hand, both the improved U-Net3D and CAN3D accomplish great results throughout all epochs, and a zoomed-in plot for the outlined region is shown at the top and bottom section of figure 3 for a better comparison. From the zoomed-in plot, CAN3D can be found surpassing improved U-Net3D in every category throughout all epochs, and its peak performance exceeds the rest of the models by a huge step for all metrics.

Due to the various training speeds listed in Table 5 even under the same training epochs, the discrepancy among the overall training times spent by different models would cause an unfair comparison when evaluating the models’ efficiency. Thus, a further experiment was conducted to run all models under identical training time, and Table 5 presents the quantitative results when all models are trained for eight hours. It demonstrates that the proposed method obtains superior results for every measurement with a significant difference, especially for the imbalanced classes such as FC and TC. Since both the U-Net3D and V-Net almost fail to work with this dataset, the performance of CAN3D will only be compared with improved U-Net3D here. Our model achieves a DSC of (0.981, 0.847) for both tibial components, which are only slightly better than the improved U-Net3D (0.978, 0.834). However, it also reaches a DSC of (0.982, 0.871) for both femoral components which are (0.023, 0.027) higher than the improved U-Net3D. The CAN3D’s edge in large volume segmentation is amplified even more when considering the metrics related to the surface distance, as it achieves much better HD and MSD than improved U-Net3D for all classes, especially for imbalanced classes such as TC and FC. Moreover, the CAN3D also shows its efficiency by dominating the CPU inference time (1.5 to 2 times faster) despite having more parameters than other models.

The results of CAN3D without memory limitation are summarized and compared with Ambellan et al. [2019] in Table 3. A large improvement for HD is found for CAN3D after some simple post-processing techniques, and the post-processed results achieve similar DSC as Ambellan at al. Although CAN3D’s surface distances are slightly worse than Ambellan at al., it has much simpler pipeline with 200 times faster inference using CPU. Besides, CAN3D performs exceptionally well for the highly imbalanced class such as TC.

5.3 Experiment III: Pelvis Dataset

Figure 4 compares the performance of all models by depicting different class accuracy under various epochs. For peak performance, both CAN3D and improved U-Net3D attain comparable DSC scores for all classes (except prostate), which are much higher than V-Net and U-Net3D’s. As for HD, the CAN3D only provides similar performance to improved U-Net3D for body and prostate, and worse results for the rest of the classes than other models. Despite having undesirable performance in terms of HD, CAN3D again achieves indistinguishable MSD performance to the improved U-Net3D for all classes, which are much better than other models.

The quantitative comparison of models trained under the same three hours session is recorded in Table 5. The table indicates that CAN3D and improved U-Net3D achieve similar results with a small disparity in DSC, surpassing U-Net3D and V-Net by a considerable margin. While achieving better surface distance than improved U-Net3D for rigid components such as body and bone, the CAN3D fails to compete with improved U-Net3D on non-rigid components such as bladder, rectum and prostate. Hence, CAN3D generally performs better than the U-Net3D and V-Net, however, its performance does not match the improved U-Net3D in terms of segmentation accuracy. Table 5 also tabulates the
Figure 3: OAI-ZIB Knee dataset performance of VNET [Milletari et al., 2016], UNET3D [Çiçek et al., 2016], improved UNET3D [Isensee et al., 2017] and CAN3D trained under 15, 25, 50, 75 and 100 epochs. Metrics such as Dice similarity coefficient (DSC), Hausdorff Distance (HD) and mean surface distance (MSD) for each class are plotted separately with single data point representing the averaged three-fold cross-validation results.

Table 4: OAI-ZIB knee dataset performance of models with their original losses under same training time and 12G VRAM graphic card. Eight hours of training is chosen as it is the time when CAN3D reaches peak performance. Parameter numbers and averaged computation speed of different network architectures are also listed. * represent metrics with p-value < 0.05 (two-sided paired wilcoxon signed-rank test) comparing to the CAN3D, Bold represent best score within each metric.
Figure 4: Pelvis dataset performance of VNET [Milletari et al., 2016], UNET3D [Çiçek et al., 2016], improved UNET3D [Isensee et al., 2017] and CAN3D trained under 15, 25, 50, 75 and 100 epochs. Metrics such as Dice similarity coefficient (DSC), Hausdorff Distance (HD) and mean surface distance (MSD) for each class are plotted separately with single data point representing the averaged three-fold cross-validation results.

Table 5: Pelvis dataset performance of models with their original losses under same training time and 12G VRAM graphic card. Three hours of training is chosen as it is the time when CAN3D reaches peak performance. Parameter numbers and averaged computation speed of different network architectures are also listed. * represent metrics with p-value <0.05 (two-sided paired Wilcoxon signed-rank test) comparing to the CAN3D, Bold represent best score within each metric.

Table 6: Performance of the proposed CAN3D, a multi-object weighted deformable model proposed by Chandra et al. [2016], and a Multi-atlas approach proposed by Dowling et al. [2015a].
Figure 5: Extracted slices of segmented results for OAI-ZIB dataset. Each row shows a patient's data from three different views (coronal, sagittal and axial). All classes (Femoral Bone (FB), Tibial Bone (TB), Femoral Cartilage (FC) and Tibial Cartilage (TC)) and all models except V-net is shown as V-Net completely failed for this experiment.

and 0.07% used by V-Net [Milletari et al., 2016]. Moreover, CAN3D’s training time is about 1.5 to 2 times faster for each step than other models. While the advantage of the proposed model in terms of inference time is not significant when testing using GPU, the superiority of CAN3D’s compact structure becomes prominent when swapping to CPU as it only uses 3.2 s/step during inference which is about 40% to 50% less than other models.

The supplementary results for traditional automatic methods are also presented in Table 6. Our proposed method reaches score of (0.96, 0.86, 0.84) and (0.81) in terms of median DSC for (bladder, rectum, prostate) and mean DSC for (prostate). This is a notable improvement compared with previous work, especially for the bladder, whose accuracy increased by around 10%. However, no distinct advantages are found for the proposed method in terms of the rigid structures (body and bone) comparing to the multi-atlas approach [Dowling et al., 2015a]. As for surface accuracy, a tie is observed between our model and the multi-object deformable model [Chandra et al., 2016], where the proposed model has a clear advantage for MSD while the deformable model has a better score for HD. A breakthrough is also observed in computation times for our proposed model where its inference time on CPU is several orders of magnitude faster than other automatic methods.
Figure 6: Extracted slices of segmented results for pelvis dataset. Each row shows the image data of a patient from three different views (coronal, sagittal and axial). Bladder and rectum classes are chosen for display as they have the worst surface distance for CAN3D. (first, third) and (second, fourth) rows show the patient with the full and empty bladder and rectum respectively. All models except V-net is shown as V-Net failed for this experiment.

6 Discussion

In this study, we proposed a CNN model with an extremely compact structure to semantically segment large 3D MRI volumes efficiently under limited resources. The network is built based on a compact context aggregation module (CAM) to minimize the number of parameters and down-sampling operations required while sustaining the same receptive field size. A novel DSF loss function was also presented to optimize the proposed model by restraining both volumetric and surface accuracy during the training. We evaluated our proposed model and loss function using 3-fold cross-validation on both private pelvis dataset and open OAI-ZIB knee dataset.

6.1 Dice Squared Focal Loss

Table 1 highlights our proposed DSL’s superiority using a compact network structure under a fast training process. It achieves superior results for both volume-based and surface-based metrics than traditional losses such as WCE and DSC. Compared to the original DSC loss, the DSL, which is extended from it, successfully improves the final segmentation accuracy with even faster computation speed. When we compare DSF to DSL, although no significant improvement is found for metrics such as DSC and MSD, the extra focal loss component within the DSF significantly improves the HD with minimal burden to computation speed. This shows that the extra Focal Loss component successfully preserves more boundary details, thus improving the surface precision of final segmentation. Overall, the proposed DSF improves the volume-based accuracy compared to DSC, and generates better surface-based results than the CE.

Table 2 further demonstrates the advantage of DSF as it out performs weighted CE in almost all measurements under U-Net3D. However, the change brought by DSF to Improved U-Net3D is not as significant that its performance is even worse than the weighted DSC for extremely imbalanced classes such as rectum and prostate. Since the Improved
U-Net3D’s structure is more complicated than the original U-Net3D, this result suggests the proposed DSF performs the best for compact model with fewer parameters. This assumption is also supported by the results from Table 1 as DSF achieves much better performance than weighted DSC for our compact CAN3D.

6.2 CAN3D

Based on the results shown for both knee and pelvis experiments, traditional networks such as U-Net3D and V-Net do not compare favourably with newer architectures such as Improved U-Net3D and CAN3D. Both of them fail completely for the knee dataset as their model parameters need to be truncated dramatically from their original design, so the larger input such as knee image (1.5 times larger than pelvis in terms of resolution) can be propagated through the model during training. If we compare the parameter number of each model between pelvis and knee experiments respectively (shown in Table[5] and Table[4]), it is shown that the number of parameters plunges dramatically for all models except our CAN3D. While CAN3D holds approximately the same amount of parameters (98%), this number is declined by 93% for U-Net3D, 98% for improved U-Net3D and 55% for V-Net. As for Improved U-Net3D, even after losing a large portion of parameters, it could still provide accurate results with decent converging speed. However, instead of a close match with CAN3D during pelvis experiment, it is outperformed by CAN3D in every measurements during knee experiment, especially for HD. Thus, it can be concluded that the performance of Improved U-Net3D is also capped severely after pruning its network structure for large input. On the other hand, the CAN3D could still preserve most of the parameters and run at full capacity regardless the increasing size of the input, which shows the advantage of CAN3D’s compact structure that it only consumes a small portion of resources during computation and could efficiently utilise a limited amount of parameters for the state-of-art performance.

The CAN3D also shows its efficiency in promising computation speeds for both experiments. For the pelvis experiment, CAN3D’s GPU training and CPU inference speed are about (30% to 50%) and (40% to 50%) faster than other models respectively, thanks to its extreme compact structure with only (0.07% to 14%) parameters used by others. For the knee experiment, because of the trade-off between models’ complexity and their performance, CAN3D ends up having relatively more parameters than other U-Nets. However, it still out performs the CPU inference speed which is about (35% to 55%) faster despite having more parameters. This is because of the fewer convolution and sub-sampling operations involved through model for CAN3D, thus, faster inference could be achieved with fewer computations. Since GPU has ability to run multiple computations in parallel, the inference speed advantage is emphasised more when running using CPU. Moreover, the reason for V-Net having faster GPU computation speed with more parameters is because most of the parameters exist at the deep sub-sampled layers, thus, each computation can be computed quickly but has less effect to the final accuracy. This is further supported by its much longer inference speed under CPU when all computations are done sequentially.

Figure 5 visualises the typical extracted slices of segmented results for the OAI-ZIB knee dataset. The V-Net’s results are excluded from the figure as it could not produce acceptable segmentations because it had to be truncated to fit into memory. As shown in the figure, U-Net3D (Yellow) fails to generate accurate segmentation for both cartilages and a large portion of FB, which explains its poor performance when convergence is insufficient. The improved U-Net3D, while producing some reasonable segmentations, is also shown to generate false-positive prediction for pixels that are
distant from the target, which explains its close DSC to CAN3D, but worse results for HD. Surprisingly, CAN3D is also shown to detect bone marrow lesions within FB in Figure 7, which is not outlined in the ground truth. This suggests that CAN3D has promise of detecting abnormalities within the healthy tissues thanks to its large receptive fields and minimal resolution losses during the training. A potential future work could be to generate a pipeline that can detect abnormalities and produce more robust segmentation to handle pathologies.

Figure 6 shows the visualization of pelvic results of all models under different scenarios. For bladders, all models achieve good performance when the bladders are full with large shape. However, the models’ accuracy decreases dramatically as bladders become empty with more irregular shapes. For instance, the U-Net3D fails to segment partial bladder from all viewpoints, and both improved U-Net3D and CAN3D generate false-positive errors around the target.

Compared to the improved U-Net3D, CAN3D is more likely to generate outliers far away from the ground truth. As for the empty rectums, all models again generate similar results with high accuracy. However, when rectums are full with their features such as contrast or density closely resemble the surrounding tissues, the CAN3D begins to incorrectly segment the targets’ surrounding tissues that are not part of the ground truth label. Both scenarios for either bladder or rectum explain the poor HD but much better MSD results for CAN3D in the pelvis experiment and reveal the possible limitation of CAN3D’s compact structure when segmenting imbalanced objects under a more complex environment. Simple solutions such as the post-processing techniques mentioned regarding the knee experiment could be easily implemented to overcome the distant outlier problem, and the outcomes have been proven very positive in Table 3.

Overall, CAN3D's efficiency is much higher than other models as it accomplishes the state-of-art performance with much fewer parameters and faster computational time. The small memory footprint of its model ensure that its performance is barely affected by the size of the input under limited resources. Even though CAN3D lacks performance in constraining the maximum surface error on the contour of imbalanced classes, it can still produce the best overall surface distance in an averaging term. It can also predict a single image with half of the CPU time used by other CNN models and couple orders of magnitude faster than complex pipeline such as [Ambellan et al. (2019)]. A clear advantage can also be observed for CAN3D in Figure 6 when compared to other traditional automatic methods, which emphasize the advantage of the compact structure of our proposed model for clinical deployment where performance is critical.

6.3 Future work

Although experiment results have demonstrated that the proposed model could achieve accurate and fast semantic segmentation for large input images under restricted resources, there are still some limitations where segmented results might not be satisfactory in a clinical situation. While our model could provide high volumetric accuracy with precise surface distance in general, its constraints for extreme errors deviated from target surface still need to be improved. Fortunately, since the generated outliers are relatively small and disconnected from ground truth segmentation, post-processing techniques can easily be implemented to remove them and improve HD performance. The model also needs to improve its ability to distinguish the target from its surrounding tissues with similar features. Moreover, thanks to its compact structure, various possible solutions can be easily implemented as there will be no concerns of hardware limitation. In future work, we aim to take the advantage of this compact structure and implement it with more advanced deep learning approach such as generative adversarial network, to further enhance the surface accuracy and make it possible to accelerate high-quality segmentation for the clinical setting.

7 Conclusion

We proposed a compact deep neural network, called CAN3D, for efficient semantic segmentation in 3D MRI. The designed model utilized context aggregation to preserve sizeable receptive fields while minimizing the required number of down-sampling operations. It was shown to effectively improve final segmentation accuracy by reducing the loss of resolution and fully exploiting the 3D spatial information during training. It achieved state-of-art performance with orders of magnitude fewer parameters and multiple times faster computation time than other 3D networks, particularly when segmenting data with extremely large shapes under limited hardware constraints. The proposed network also outperformed other traditional automatic methods and more complex CNN-based pipelines with a dramatic advance in inference time. Moreover, a loss function called DSF was also designed to optimize the training process by restraining both volumetric and surface difference with no extra cost. Our experiments demonstrated the promise of this novel loss in improving the segmentation performance and accelerating the convergence during training.
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