Development of Attached Cavitation at Very Low Reynolds Numbers from Partial to Super-Cavitation
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Abstract: The present study focuses on the inception, the growth, and the potential unsteady dynamics of attached vapor cavities into laminar separation bubbles. A viscous silicon oil has been used in a Venturi geometry to explore the flow for Reynolds numbers ranging from \( Re = 800 \) to \( Re = 2000 \). Special care has been taken to extract the maximum amount of dissolved air. At the lowest Reynolds numbers the cavities are steady and grow regularly with decreasing ambient pressure. A transition takes place between \( Re = 1200 \) and \( Re = 1400 \) for which different dynamical regimes are identified: a steady regime for tiny cavities, a periodical regime of attached cavity shrinking characterized by a very small Strouhal number for cavities of intermediate sizes, the bursting of aperiodical cavitational vortices which further lower the pressure, and finally steady super-cavitating sheets observed at the lowest of pressures. The growth of the cavity with the decrease of the cavitation number also becomes steeper. This scenario is then well established and similar for Reynolds numbers between \( Re = 1400 \) and \( Re = 2000 \).
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1. Introduction

The presence of small separation bubbles close to the leading edge of a profile or to the summit of a wedge provides favorable conditions for the attachment of vaporous cavities when lowering the absolute pressure. The fundamentals of sheet cavitation inception can be found for instance in the classical books of C. E. Brennen [1] or J.-P. Franc [2]. The inception of such “sheet” cavitation has been for instance studied in Refs. [3–7] on smooth axi-symmetric bodies, on propellers blades or on foils. Moreover, a recent review of the different sheet cavitation inception mechanisms can be found in Ref. [8].

Once the inception of cavitation has occurred, for lower pressures the attached sheet cavities usually grow and become unstable, leading to periodical cloud shedding [9–11]. Partial and cloud cavitations are associated with a vapor region that extends over a part of the cavitating body [2]. At very low pressures, one can observe super-cavitation, consisting of a large and stable vapor cavity that extends beyond the body and closes in the liquid. In that case the pressure fluctuations are usually small [12,13]. For turbomachinery applications, the unsteady dynamics of attached sheets may be responsible for an increase of noise and vibrations and is of crucial importance for system instabilities [14,15]. The instabilities of attached sheet cavitation are attributed to two main phenomena: the formation of a re-entrant jet which is governed by inertia [16], and a bubbly shock propagation mechanism [17]. These two mechanisms have been recently subject to extensive studies, at least
for very large Reynolds numbers, in water [18–22]. The cavitation in that case arises on a turbulent flow background.

The current studies that are conducted in the LIFSE (Laboratory of Fluid Engineering and Energetic Systems) deal with cavitating flows at very low Reynolds numbers, i.e., in laminar or transitional regimes. To the best of our knowledge, only very few studies have been carried out on hydrodynamic cavitation [23,24] or flow-induced degassing [25,26] in laminar flows. The main goal of the present study is to identify and compare potential unsteady regimes in viscosity-dominated cavitating flows to the aforementioned regimes observed in turbulent flows. In the present study, viscous silicone oil is used in a well-documented Venturi-type geometry [10]. In a first study conducted in our laboratory (Croci et al. (2018, 2019) [27,28]), the main features of the multiphase structures that arise have been observed from a qualitative point of view, using silicone oil. Silicone oil can dissolve much more air than water under the same thermodynamical conditions [29,30]. In the work of Croci et al. (2018, 2019) [27,28] the oil was saturated with air at atmospheric pressure. Single-phase numerical simulations have been performed additionally to illustrate the flow topology and to estimate the threshold for cavitation inception. As a result, different types of cavities are observed: tadpoles that attach on the lateral wall [27], sheets that attach on the Venturi slope and top-tadpoles that attach on the opposite side of the vein. The numerical simulations, pressure measurements and high-speed visualizations suggest to attribute the tadpoles to degassing, the main cavity sheet to cavitation, and the top-tadpoles to a secondary flow separation that captures air [28].

In the present article, experiments were performed with degassed silicone oil, to remove air bubbles and to get rid of degassing phenomena [25,26,31]. As a result, only central attached sheet cavities are present in the flow. Quantitative measurements based on high-speed visualizations are performed in order to characterize the evolution of the shapes, lengths and temporal features of the attached sheets with a decrease of the ambient pressure at constant Reynolds numbers Re, both in steady laminar flow (at $Re \leq 1200$) and in transitional flows (up to $Re \approx 2000$).

Section 2 is dedicated to the presentation of the experimental setup. The test-bench and the protocol are described in Section 2.1; the main parameters and the post-processing of the high-speed movies are discussed in Section 2.2; and a few numerical results giving insight into the single-phase flow topology and about its transition are recalled in Section 2.3.

The main results are presented in Section 3. The differences between experiments with air-saturated and degassed oil are illustrated in Section 3.1. The different regimes are presented in Section 3.2 and are quantitatively characterized in Section 3.3. Concluding remarks are then given in Section 4.

2. Experimental Study Overview

2.1. Experimental Test-Bench and Protocol

The experiments are conducted in a test-bench of the LIFSE facilities especially designed to study cavitation in silicone oils (see Figure 1). A Pollard MPLN 142 volumetric pump (1) impels the silicone oil in the loop. A tank of 100 liters (2) is equipped with a temperature sensor ThermoEst PT100 (3). The tank is connected to compressed air supply or to a vacuum pump (4). The oil then flows in a 40 mm inner diameter pipe and through an ultrasonic flowmeter KHRONE Optisonic 3400 (5) placed 1.5 m upstream of the test section (7). The inlet and outlet pressures are monitored with two JUMO dTrans p30 pressure sensors (6).

The test section consists of a Venturi geometry with convergent/divergent angles of respectively $18^\circ$ and $8^\circ$ [10]. It presents an inlet section $S_{in} = 20 \times 10 \text{ mm}^2$ and a square section at the throat $S_{throat} = 10 \times 10 \text{ mm}^2$. Both side and top visualizations are possible. Two round-to-rectangle contraction nozzles with an area ratio of 6.3 are placed on each sides of the test section to connect it to the pipe system.

All experiments are realized following a protocol to eliminate a maximum of dissolved air. The pressure in the setup is first decreased to an absolute pressure of $\approx 70 \text{ mbar}$, then the oil is kept
circulating for this pressure at slow velocity during two hours, while removing periodically the air that accumulates in the vertical tube situated above the outlet of the test section and visible on the top part of the sketch on the left in Figure 1. The measurements are then operated at roughly constant Reynolds number, increasing progressively the pressure in the test-bench.

**Figure 1.** Sketch of the Venturi geometry. The width of the test section is \( w = 10 \) mm and its height at the inlet section is \( h_{in} = 20 \) mm. In the following of the article the axes origin is positioned at the Venturi throat edge in the middle of test section along the width. Reprinted with permission from K. Croci, Ph.D. dissertation [32].

### 2.2. Control Parameters, Flow Visualization and Measured Quantities

The inlet and outlet test section absolute pressure, named \( P_1 \) and \( P_2 \), are measured with two pressure transducers located respectively at 103 mm upstream and 201 mm downstream of the Venturi throat. The discharge throat velocity \( V_{in} \) at \( S_{in} \) is computed from flow rate measurements. The viscosity and density have been measured as a function of the temperature [32].

The following dimensionless numbers are defined based on these values: a Reynolds number \( Re \), an inlet and an outlet cavitation numbers \( \sigma_1 \) and \( \sigma_2 \) and a capillary number \( Ca \). The definition of these parameters, together with the ranges that have been explored in the present article and the associated uncertainties, can be found in Table 1. Please note that the outlet cavitation number \( \sigma_2 \) has not been considered in the previous study [28]. It is used in the present article as it seems to be more significant for analyzing the results. We also introduce a dimensionless pressure coefficient \( K_p \). Please note that \( K_p \) is simply \( K_p = \sigma_1 - \sigma_2 \).

Two Optronis CR1000x3 high-speed cameras are used to visualize the cavities. The two cameras allow synchronized pictures from the top and from the side of the test section, with a field of view of 1280 × 512 pixels. Image sequences of 2 to 3 seconds are recorded at 1500 Hz or 1000 Hz. The flow is illuminated from the bottom and the backside with two continuous white LED plate from Phlox and consequently, the gaseous cavities appear as black features in the images. A typical result obtained at \( Re \approx 1300 \) is displayed in Figure 2.
Table 1. Flow parameters, ranges and estimated uncertainties for silicone oil 47V50. The surface tension is $S \simeq 20 \text{mN}\cdot\text{m}^{-1}$ and the vapor pressure is $P_v \simeq 1.3 \text{Pa}$ according to the oil data file.

| Symbol | Parameters | Definition | Range      | Unit       | Uncertainty |
|--------|------------|------------|------------|------------|-------------|
| $P_1$  | Inlet pressure | $\rho V_{in}$ | [146;708] | mbar       | $\pm 1$     |
| $P_2$  | Outlet pressure | $\rho V_{in}$ | [2; 294] | mbar       | $\pm 1$     |
| $T$    | Operating temperature | $\rho V_{in}$ | [18.0;22.0] | $^\circ\text{C}$ | $\pm 0.1$ |
| $V_{in}$ | Inlet velocity | $\rho V_{in}$ | [2.12;5.68] | m\cdot s$^{-1}$ | $\pm 0.02$ |
| $\rho$ | Oil density | $\rho V_{in}$ | [960.6;962.9] | kg\cdot m$^{-3}$ | $\pm 0.2$ |
| $\nu$  | Oil kinematic viscosity | $\rho V_{in}$ | [52.5;56.9] | mm$^2\cdot$ s$^{-1}$ | $\pm 2\%$ |
| $Ca$   | Capillary number | $\rho V_{in}$ | [5.4;15.1] | mbar       | $\leq 3\%$ |
| $K_p$  | Pressure loss coefficient | $\rho V_{in}$ | [3.11;6.50] | mbar       | $\leq 4\%$ |
| $Re$   | Inlet Reynolds number | $\rho V_{in}$ | [797;2056] | $\leq 3\%$ |
| $\sigma_1$ | Inlet cavitation number | $\rho V_{in}$ | [4.42;7.61] | mbar       | $\leq 2\%$ |
| $\sigma_2$ | Outlet cavitation number | $\rho V_{in}$ | [0.02;3.50] | mbar       | $\leq 2\%$ |

Figure 2. (a) Typical side (left column) and top (right column) instantaneous views. The flow is from left to right. $Re \simeq 1300, \sigma_1 = 5.10 \pm 0.04$ and $\sigma_2 = 0.70 \pm 0.03$. (b) Illustration of the image processing. The treatment is based on binarization, morphological closing and regions labeling (see text for details). The large region close to the throat is displayed in black in the figure, whereas the other small gaseous cavities are in white and the background in pale gray. A binary image (not shown) is generated that only contain the large region close to the throat. (c) Time average of 3000 binary images showing the average attached cavity on the side and top views. The colorbar corresponds to the proportion of time when the cavity is present.

The height of the Venturi throat $h_{throat} = 10$ mm is chosen as the reference length scale for the dimensionless coordinates $X^*, Y^*$ and $Z^*$ (see also the bottom right part in Figure 1 for the definition of the coordinate system). The origin of the positions is on top of the wedge, in the symmetry plane of the flow vein. The diverging part of the Venturi section thus extends from $X^* = 0$ ; $Z^* = 0$ to
The features are then labeled, and their properties are measured with the measure of $L^*$ threshold between 0.5 and 0.7—see the colorbar in Figure 2c—leads to a variation of $±0.2$ on the measure of $L^*$ which is a relative variation of $±5%$.

The holes that could remain inside the cavities are then filled with an algorithm based on invading the complementary of $I^b_i$ from the outer boundary of the image with binary dilations. Holes are not connected to the boundary and are therefore not invaded. The result is the complementary subset of the invaded region. A filled binary image $I^f_i$ is obtained.

The features are then labeled, and their properties are measured with the scikit-image libraries [33] in the following way, based on Morphological Image Processing [34]:

- The images are converted to matrices of floats, the background is subtracted and the result is normalized by the background reference image $I_{ref}$, giving the $i$th normalized image of the time series $I_i = \frac{I_i - I_{ref}}{I_{ref}}$ (see Figure 2a). The gaseous features that are darker than the background have then gray-level values in the range $−1; 0$.
- Image $I_i$ is then binarized with a threshold of $−0.4$: $I_i^b = \left( I_i < −0.4 \right)$ which gives the position of the interfaces between liquid and cavities with a dimensionless accuracy of $±0.02$ (see Figure 3b for a gray-level profile on a normalized image).
- The features are then labeled, and their properties are measured with the scikit-image functions measure.label() and measure.regionprops(). A filter on the bounding box of the labeled regions is then used to keep the region that is the closest to the Venturi throat, resulting in a binary image containing a closed and filled representation of the cavity that is attached to the throat $I^f_i$.
- The holes that could remain inside the cavities are then filled with an algorithm based on invading the complementary of $I^b_i$ from the outer boundary of the image with binary dilations. Holes are not connected to the boundary and are therefore not invaded. The result is the complementary subset of the invaded region. A filled binary image $I^f_i$ is obtained.
- The features are then labeled, and their properties are measured with the scikit-image libraries [33] in the following way, based on Morphological Image Processing [34]:

The mean $I^m$ and standard deviation $I^{rms}$ of the time series of the filtered images $I^f_i$ are then computed. The mean image for the series at $Re ≃ 1300$, $\sigma_1 = 5.10 ± 0.04$ and $\sigma_2 = 0.70 ± 0.03$ is displayed in Figure 2c.

**Figure 3.** Illustration of image processing for the characterization of the temporal features of the attached cavities. (a): Instantaneous normalized side view $I^*_i$ at $Re = 1600$, $\sigma_1 = 4.97 ± 0.04$ and $\sigma_2 = 1.17 ± 0.03$. (b): Gray level along the dashed blue line displayed in (a); $s^*$ is the dimensionless curvilinear abscissa along the line. (c): Spatio-temporal diagram along the line; space is from top to bottom and time is from left to right. (d): Corresponding temporal magnitude spectrum.

The length of the attached cavities is then measured on the mean images of the side view, using a threshold $I^m > 0.6$. This value corresponds to the region of space where the attached sheet is present on 60% of the time series. For the case illustrated in Figure 2, it gives a length $L^* ≃ 3.5$. Varying the threshold between 0.5 and 0.7—see the colorbar in Figure 2c—leads to a variation of $±0.2$ on the measure of $L^*$ which is a relative variation of $±5%$.

$x^* = 1/\tan(8°) ≃ 7.1$; $Z^* = −1$; the two side walls are at $Y^* = ±0.5$ and the upper flat wall is at $Z^* = 1$.
Spatio-temporal diagrams are also extracted along various lines in the normalized images $I'_i$ in order to characterize the dynamics of the cavities and to measure the frequencies of periodical shrinking or shedding of the cavities. The post-processing is illustrated in Figure 3, where the spatio-temporal diagram is extracted along a line parallel to the Venturi diverging wall, about 1 mm above. The spatio-temporal matrix of gray levels is averaged along the spatial coordinate to give a time signal, from which the magnitude spectrum is computed. The main result which is the frequency of the main peak in the spectrum—if existing—is insensitive to the precise choice of the line: similar diagrams and the same frequency are obtained for horizontal or inclined lines at various heights, providing these lines cross the attached sheet. The best signal-to-noise ratio is obtained for the line displayed in Figure 3.

2.3. Numerical Highlights and Comparison with Experimental Data

The topology of the single-phase flow and its nature as a function of the Reynolds number have been studied numerically [28]. The computation was performed with the Computational Fluid Dynamics code StarCCM+ (version 13.02). It uses a finite volume approach. The computation is three-dimensional; the numerical domain is similar to the experiment with an extrusion of $10h_{throat}$ upstream of the inlet of the test section and an extrusion of $20h_{throat}$ downstream of the outlet of the test section. The boundary conditions are a uniform inlet velocity and a uniform static pressure outlet. The domain is meshed with a structured grid. A grid convergence test was made at $Re = 1500$ with up to $7.2 \times 10^6$ cells. The final mesh contains $1.1 \times 10^6$ cells, with 51 points in the cross-stream direction and a near-wall cell size of $5 \times 10^{-3}h_{throat}$. The equations that are solved are the incompressible Navier–Stokes equations for a Newtonian fluid with constant properties. The spatial discretization for the convective flux is the second-order upwind scheme. Unsteady simulations with the Euler first-order implicit scheme have been performed. The main results are plotted in Figure 4. The experimental (obtained in single-phase flows) and numerical pressure loss coefficients fairly collapse, which is a clue in favor of the quality of the simulations (Figure 4a).

![Figure 4](image.png)

**Figure 4.** Main results of the single-phase numerical simulations. (a) Pressure loss coefficient $K_p$ as a function of the Reynolds number $Re$. Blue squares represent experimental values while black squares represent numerical simulations. The dashed line is a line of equation $K_p \propto Re^{-1}$. (b) Dimensionless pressure profile $P^* = P/\frac{1}{2}pV_{in}^2$ with respect to axial coordinate $X^* = X/h_{throat}$. (c) Dimensionless velocity profile $V^* = V/V_{in}$ with respect to $X^*$. For both images (b,c): $Re = 1200$, $\sigma_1 = 6.57$ and $\sigma_2 = 2.58$; Blue line is along the horizontal line $Z^* = 0.5$ and $Y^* = 0$; Red line is a broken line following the bottom of the vein, 0.5 mm above it at $Y^* = 0$. 
The main results of this numerical study are the following:

- The flow remains laminar for \( Re \lesssim 2000 \). A primary flow separation is present in the wake of the throat, on the divergent wall \((X^* > 0 \text{ and } Z^* < 0)\), first along each lateral wall \((Y^* \simeq \pm 0.5)\) for \( Re \gtrsim 350 \), and on all along the width for \( Re \gtrsim 650 \). This corresponds to the negative values of the velocity profile in Figure 4c.
- A secondary laminar boundary layer separation emerges at a Reynolds number \( Re \gtrsim 1100 \) at the top wall of the test section \((X^* > 0 \text{ and } Z^* \simeq 1)\).
- Finally, the critical cavitation numbers that lead to a minimal absolute pressure equal to the vapor pressure can be estimated numerically with the simulations. For instance, here, for \( Re = 1200 \), \( \sigma_1 = 6.57 \) and \( \sigma_2 = 2.58 \), one can notice that the minimal pressure is close to zero and that this occurs at the throat, on the bottom wall (see Figure 4b). According to the simulation, cavitation of the oil is thus possible.

3. Results

3.1. Comparison between Degassed and Air-Saturated Oil

In the previous study using silicone oil saturated with air at 1 bar (Croci et al. (2019) [28]), three types of gaseous/vaporous structures have been observed. A typical example obtained at \( Re = 1810 \), \( \sigma_1 = 4.81 \) and \( \sigma_2 = 1.52 \) is shown in Figure 5a. The first one is called “bottom tadpoles” (see label (I) in Figure 5a). They attach to the side walls close to the throat, in the region of the primary flow separation that has been numerically demonstrated, and can be distinguished only in the top view. These structures appear for \( Re \lesssim 650 \) and at inlet pressures well above the estimated critical value for cavitation. They thus might be composed of degassed air. The second type of structure consists of an attached cavity in the middle of the vein, just downstream of the throat (see label (II) in Figure 5a). It has been observed for \( Re \lesssim 800 \) and their inception fairly corresponds to the critical value of the cavitation number estimated with numerical simulations. This attached cavity thus probably contains vapor. The third type of structures is reminiscent of the tadpoles and has been called “top tadpoles” (see label (III) in Figure 5a): they appear for \( Re \gtrsim 1000 \) and attach to the upper wall in the secondary boundary layer separation. The pressure in these regions is above the vapor pressure and they might also be composed of degassed air.

![Figure 5](image-url)

**Figure 5.** Comparison between two experiments performed at similar Reynolds numbers \((Re \simeq 1800)\) and cavitation numbers \((\sigma_2 \simeq 1.5)\) with a different degassing protocol. (a): Silicone oil is saturated with air at 1 bar before running the experiment. The three types of gaseous structures are spotted with (I) for bottom tadpoles, (II) for attached sheet cavity and (III) for top tadpoles. (b): Silicone oil is first degassed at 70 mbars; an attached sheet cavity is only present.
In the present article, with a different protocol of intense degassing at 70 mbars before running the experiments, the bottom and top tadpoles are not observed (see Figure 5b, obtained at \( Re = 1810, \sigma_1 = 4.91 \) and \( \sigma_2 = 1.57 \)). This confirms that the top and bottom tadpoles are linked to degassing phenomena. Only the central attached cavity remains, and these cavities are moreover observed for cavitation numbers lower than the numerical critical value.

The following paragraphs are devoted to the study of the development of these cavities when varying the absolute pressure at constant Reynolds number.

3.2. Developed Cavitation Regimes Identification in Degassed Oil

Approximately one hundred of movies have been recorded at various Reynolds numbers and cavitation numbers. Only the cases with no spurious air bubbles coming from upstream and with cavities larger than 1 mm have been reported in Figure 6.

![Figure 6](image_url)

**Figure 6.** Explored map in the Reynolds—cavitation number \((Re - \sigma_2)\) space. Black circles (•) correspond to type-1 steady small cavities, red squares (■) to type-2 cavities with periodic shrinking, crosses (×) to type-3 unsteady cavities with no clear periodic behavior and blue diamonds (♦) to type-4 supercavities with \( L^* \geq 7.1 \). The solid pale blue line corresponds to the critical cavitation numbers obtained with the single-phase numerical simulations. Images of the cases (a) to (d) are displayed in Figure 7.

The data all fall below the numerical inception curves. Four different regimes have been identified. Typical instantaneous side and top views illustrating these four regimes are displayed in Figure 7. The first regime identified with a full circle (•) corresponds to steady cavities. For \( Re \leq 1000 \), even at very small cavitation numbers, only steady cavities of this type are observed. The cavity viewed from side is quite flat and its bottom part is detached from the divergent bottom wall.

For larger Reynolds numbers \((Re \geq 1200)\), the type-1 steady attached cavities are only observed at high cavitation numbers, corresponding to small cavities. When lowering the cavitation number, a second regime arises: the cavity periodically grows and shrinks, which corresponds to spatio-temporal diagrams looking like the one displayed in Figure 3c. A typical cycle of shrinking and growing is illustrated in Figure 8. This second regime, characterized by a “sawteeth” spatio-temporal diagram is called “type-2 cavities with periodic shrinking” and is displayed with red squares (■).
In this regime, the shape of the cavity is different and varies during the cycle. It consists of an elongated bubble with a narrow tail at maximum length and during the shrinking, one can observe that the tail of the cavity turns into a vertical front that collapses towards the throat. For the case illustrated in Figure 8, the length of the cavity varies between \( L_{\text{max}}^* \simeq 4 \) and \( L_{\text{min}}^* \simeq 0.2 \).

Lowering further the cavitation number, the attached cavity loses this periodic behavior: the spatio-temporal diagrams still show unsteadiness in the flow but with no clear periodic cycle. This third regime is displayed with crosses (\( \times \)) in Figure 6. The variation of its length corresponds this time to the detachment of delta and hairpin vortices as can be seen in Figure 7c. The cavity in this case keeps a length greater than \( L_{\text{min}}^* \simeq 1 \) and has a maximum length of the order of \( L_{\text{max}}^* \simeq 6 \). The characteristic vertical front at the rear part of the cavity that has been noticed in the previous regime is no longer observed.

Finally, at the lowest cavitation numbers, one can obtain an almost steady cavity that appears to be completely transparent from both top and side view, and whose length is longer than the end of the divergent part of the Venturi profile (i.e., \( L^* \geq 7.1 \)). (see Figure 7d). This fourth type is called “supercavities” and is displayed with blue diamonds (\( \blackdiamond \)) in Figure 6.

**Figure 7.** Side and top views in different regimes. (a): type-1 steady cavity (\( \bullet \)) at \( Re = 992, \sigma_1 = 5.96 \) and \( \sigma_2 = 0.51 \). (b): type-2 cavity with periodic shrinking (\( \blacksquare \)) at \( Re = 1614, \sigma_1 = 4.87 \) and \( \sigma_2 = 0.92 \). (c): type-3 unsteady cavity with no clear periodic behavior (\( \times \)) at \( Re = 1600, \sigma_1 = 4.89 \) and \( \sigma_2 = 0.73 \). (d): type-4 supercavity (\( \blackdiamond \)) at \( Re = 1810, \sigma_1 = 4.66 \) and \( \sigma_2 = 0.09 \).
3.3. Quantitative Characterization of the Different Regimes and Effects of the Reynolds Number

The type-2 cavities with periodic shrinking are first observed in a very narrow region of the parameter space for $1200 \leq Re \leq 1350$ and are then present in a wider range of cavitation numbers for $Re \in [1400; 2100]$: they are found to lie in $\sigma_2 \in [0.9; 1.7]$.

The type-4 supercavities have been observed only for one point at very low pressure at $Re \simeq 1300$ ($\sigma_2 \simeq 0.27$). If supercavities exist for $Re = 1200$ it would be at $\sigma_2 \leq 0.3$. However, for higher Reynolds numbers, i.e., for $Re \geq 1400$ the zone where supercavities are observed progressively extends up to a constant value of the cavitation number $\sigma_2 \leq 0.57$.

There thus seems to be a progressive transition in the dynamics of attached sheet cavitation at very low Reynolds number between $Re \simeq 1200$ and $Re \simeq 1400$. Quantitative measurements of the temporal and spatial features of the attached cavities are analyzed and discussed in the next paragraph.

First, the frequency of the periodic shrinking for all the type-2 cavities that have been identified (■ in Figure 6) are plotted as a function of the throat velocity in Figure 9. The two quantities are highly correlated: the frequency seems to be proportional to the throat velocity, following a law $f = 3.83 V_{\text{throat}}$. A Strouhal number based on the throat velocity and on the throat height as a length scale is $S_t = f h_{\text{throat}}$. The type-2 regime is thus characterized by a constant Strouhal number of the order of $S_t \simeq 0.0026$.

Such a low value is reminiscent of the “sheet cavity oscillation” regime described for a turbulent flow in a similar water experiment by Danlos et al. (2014) [10] as opposed to the “cloud cavitation” regime that is characterized by a Strouhal number greater by almost one order of magnitude. Moreover, in that study [10] the sheet cavity oscillation was observed to dominate the dynamics for short cavities and to disappear as the cavity length increases.

The evolution of the average length of the cavities as a function of the outlet cavitation number is plotted in Figure 10. For all Reynolds numbers, the overall trend is an increase of the length with a decrease of the cavitation number, which is not surprising. However, the shape of the curve exhibits a dependence on the Reynolds number. One can indeed notice that the curve becomes steeper as the Reynolds number increases, from $Re \simeq 800$ to $Re \simeq 1300$. At very low Reynolds number the cavity grows relatively slowly with a decrease of the cavitation number and the transition to super-cavitation is progressive at $Re \simeq 1300$. The data obtained for $Re \geq 1400$ then follow a different trend, with first a slow growing until $L^* \simeq 1$ and then a faster growing of the cavity. Moreover, one can notice that for $Re \geq 1300$, the transition between the type-2 regime (■) and the type-3 regime (×) corresponds to an average length $L^* \simeq 2$, around $\sigma_2 \simeq 1$. 

Figure 8. One cycle viewed from side in the type-2 periodic shrinking regime (■) at $Re = 1614$, $\sigma_1 = 4.87$ and $\sigma_2 = 0.92$. The measured frequency of the cycle is 34.6 Hz.
Figure 9. Measured frequency as a function of the throat velocity for type-2 regime. The dashed line is a linear fit of equation $f = 3.83V_{\text{throat}}$.

Figure 10. Dimensionless average length of the attached cavity $L^*$ as a function of the outlet cavitation number $\sigma_2$. For $Re \geq 1300$, the symbols refer to the regimes identified in Figure 6: type-1 steady cavity (●), type-2 cavity with periodic shrinking (■), type-3 unsteady cavity with no clear periodic behavior (×) and type-4 supercavity (♦). The lines are a guide to the eye based on spline interpolation of the points at $Re = 800$, $Re = 1000$, $Re = 1200$ and of all the points for $Re \geq 1400$.

The dimensionless pressure drop $K_p$ in the experiment without cavitation, i.e., at $\sigma_{1,2} >> 1$, is plotted in Figure 4a as a function of the Reynolds number. Let us recall that $K_p = \sigma_1 - \sigma_2$. As the cavitation develops while decreasing the ambient pressure at constant discharge velocity, the presence of gaseous structures of increasing volume may change the pressure drop. It might thus be interesting to explore the variation of both the inlet and outlet pressure, i.e., in a dimensionless form of both $\sigma_1$ and $\sigma_2$. The experiments are plotted in this parameter space in Figure 11. The points at constant Reynolds number are plotted with the same symbol.

The development of cavitation associated with a decrease of the ambient pressure corresponds to a path from top right to bottom left in this parameter space. For the seven Reynolds numbers that are displayed in the Figure 11, one can first notice that the points follow a similar trend: the two pressures are decreasing together. Moreover, one can distinguish two main different shapes in the curves. On the one hand, for $Re \approx 1000$ and $Re \approx 1200$, the points align quite on a straight path. On the other hand, for $Re \geq 1300$, one can notice some kind of break in the slope of the curve around $\sigma_2 \approx 1$. For $\sigma_2 \geq 1$, the slope is of the order of magnitude of the former (roughly $-2$), whereas for $\sigma_2 \leq 1$, the slope is steeper, of the order of $-10$: a very small decrease in the inlet pressure causes a
dramatic decrease of the outlet pressure corresponding to the fast increase of the cavity length observed in Figure 10.

These observations support the idea of a transition in the cavitating flow that takes place around $Re \simeq 1300$.

Looking at the attached cavities from top (see the right column in Figures 2, 5 and 7), one can notice that the morphology of the cavity also exhibits a dependence in the transverse direction $Y^*$. At very low Reynolds number (see Figure 7a) the interface at the leading edge presents a single smooth and convex cap. At larger Reynolds numbers (see Figure 7d) this interface presents several indentations. These structures resemble the “divots” that have been discussed for instance in Ref. [35] and that are attributed to a local breakdown of the two-dimensionality of the laminar boundary layer. We report in Figure 12 the number of indentations that are observed on the cavities of an average length of $L^* \geq 4$. The first indentation is observed at $Re \simeq 1200$ and then their number increases almost linearly with the Reynolds number.

![Figure 11. Explored map in the inlet cavitation number—outlet cavitation number ($\sigma_1 - \sigma_2$). The different symbols stand for different Reynolds numbers. The arrows are guides to the eye.](image)

![Figure 12. Number of transverse indentations at the leading edge of the developed attached cavities as a function of the Reynolds number.](image)
4. Conclusions

In the present article, the development of attached cavities under cavitating conditions in a highly degassed silicone oil has been explored, at Reynolds numbers in the range $Re \in [800; 2000]$. The regime map in terms of Reynolds and cavitation numbers have been established. Four different regimes have been observed: type-1 small cavities that are almost steady, type-2 periodically shrinking cavities of intermediate sizes, type-3 vortex bursting with no clear period and type-4 supercavities. For $Re \leq 1000$, the background flow is steady and laminar and the cavitating flow gives rise to steady attached cavities whose length slowly increases with a decrease of the cavitation number. The first footprint of unsteadiness in the cavitating flow consists of the type-2 periodic regime. It appears for a sufficiently great Reynolds number ($Re \geq 1200$), first in a very narrow range of cavitation numbers and then in a wider range as $Re \geq 1400$. The frequency is almost proportional to the velocity of the upstream flow and gives a constant Strouhal number of very small value. More modal analysis with POD (Proper Orthogonal Decomposition) or DMD (Dynamic Mode Decomposition) is in progress to characterize better this regime. These experiments will require higher temporal resolution. The analysis of the length of the cavity, of the transition to super-cavitation and of the evolution of the pressure drop are consistent with a smooth transition in the cavitating flow for $1200 \geq Re \geq 1400$, which corresponds to the range where the single-phase (non-cavitating) flow is transitional. It would be interesting to extend further the range of Reynolds numbers, using an oil of lower viscosity, in order to give a lower bound in Reynolds number for the periodical cloud shedding regime that is known to take place in this geometry in fully developed turbulent flows.
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