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Abstract
The aim of this paper is to present a unified framework in the setting of Hilbert $C^*$-modules for the scalar- and vector-valued reproducing kernel Hilbert spaces and $C^*$-valued reproducing kernel spaces. We investigate conditionally negative definite kernels with values in the $C^*$-algebra of adjointable operators acting on a Hilbert $C^*$-module. In addition, we show that there exists a two-sided connection between positive definite kernels and reproducing kernel Hilbert $C^*$-modules. Furthermore, we explore some conditions under which a function is in the reproducing kernel module and present an interpolation theorem. Moreover, we study some basic properties of the so-called relative reproducing kernel Hilbert $C^*$-modules and give a characterization of dual modules. Among other things, we prove that every conditionally negative definite kernel gives us a reproducing kernel Hilbert $C^*$-module and a certain map. Several examples illustrate our investigation.
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1 Introduction
The notion of Hilbert $C^*$-module is an extension of both those of Hilbert space and $C^*$-algebra. A Hilbert $C^*$-module over a $C^*$-algebra $\mathcal{A}$ is a right $\mathcal{A}$-module $E$ equipped
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with an \( \mathcal{A} \)-valued inner product \( \langle \cdot , \cdot \rangle : \mathcal{H} \times \mathcal{H} \rightarrow \mathcal{A} \) satisfying (i) \( \langle x , x \rangle \geq 0 \) with equality if and only if \( x = 0 \), where \( \geq \) denotes the usual partial order on the real space of all self-adjoint elements of \( \mathcal{A} \); (ii) it is linear at the second variable; (iii) \( \langle x , ya \rangle = \langle x , y \rangle a \); (iv) \( \langle y , x \rangle = \langle x , y \rangle ^* \) for all \( x , y \in \mathcal{E} \), \( a \in \mathcal{A} \), and \( \lambda \in \mathbb{C} \), as well as, \( \mathcal{E} \) endowed with the induced norm \( \|x\| = \|\langle x , x \rangle \|^{1/2} \) (\( x \in \mathcal{H} \)) is a complete space. When all conditions above except \( \langle x , x \rangle = 0 \implies x = 0 \) and the completeness hold, we call \( \mathcal{E} \) a semi-inner product \( \mathcal{C}^* \)-module, which enjoys the Cauchy–Schwarz inequality

\[
\langle x , y \rangle \langle y , x \rangle \leq \|y\|^2 \langle x , x \rangle \quad (x , y \in \mathcal{E}).
\] (1.1)

In addition, \( |x| = \langle x , x \rangle ^{1/2} \) gives an \( \mathcal{A} \)-valued norm. For example, every \( \mathcal{C}^* \)-algebra \( \mathcal{A} \) is a Hilbert \( \mathcal{C}^* \)-module over itself via \( \langle a , b \rangle = a^* b \), \( a , b \in \mathcal{A} \). By an \( \mathcal{A} \)-linear map between two Hilbert \( \mathcal{C}^* \)-modules \( \mathcal{E} \) and \( \mathcal{F} \), we mean a linear map \( f : \mathcal{E} \rightarrow \mathcal{F} \) satisfying the module property \( f(xa) = f(x)a \), \( a \in \mathcal{A} \), \( x \in \mathcal{E} \). A Hilbert \( \mathcal{C}^* \)-module \( \mathcal{E} \) is said to be self-dual whenever for each bounded \( \mathcal{A} \)-linear map \( f : \mathcal{E} \rightarrow \mathcal{A} \), there exists some \( x_0 \in \mathcal{E} \) such that \( f(x) = \hat{x}_0(x) := \langle x , x_0 \rangle \) for all \( x \in \mathcal{E} \); in other words, the isometric \( \mathcal{A} \)-linear map \( x \mapsto \hat{x} \) from \( \mathcal{E} \) into the space \( \mathcal{E}' \) consisting of all bounded \( \mathcal{A} \)-module maps is surjective; see [18, §2.5]. Note that \( \mathcal{E}' \) is a right \( \mathcal{A} \)-module under \( (\lambda f + g)(x) = \bar{\lambda} f(x) + g(x) \) and \( (f \cdot a)(x) = a^* f(x) \). Both finitely generated Hilbert \( \mathcal{C}^* \)-modules and Hilbert \( \mathcal{C}^* \)-modules over finite-dimensional \( \mathcal{C}^* \)-algebras are self-dual; see [11].

Hilbert \( \mathcal{C}^* \)-modules behave in a similar manner as Hilbert spaces, nevertheless some basic Hilbert space properties such as the Riesz representation theorem, the adjointability of operators between Hilbert \( \mathcal{C}^* \)-modules, and decomposition of the module into an orthogonal sum do not hold, in general. Recall that a closed submodule \( \mathcal{F} \) of a Hilbert \( \mathcal{C}^* \)-module is called orthogonally complemented when \( \mathcal{E} = \mathcal{F} \oplus \mathcal{F}^\perp \) in which \( \mathcal{F}^\perp = \{ x \in \mathcal{E} : \langle x , y \rangle = 0 \text{ for all } y \in \mathcal{F} \} \).

Throughout the paper, all linear spaces are considered over the complex field \( \mathbb{C} \), \( \mathcal{A} \) denotes a \( \mathcal{C}^* \)-algebra, and capital letters in Euler fonts such as \( \mathcal{E} \) stand for Hilbert \( \mathcal{C}^* \)-modules over \( \mathcal{A} \) or, shortly, Hilbert \( \mathcal{A} \)-modules. Let \( \mathcal{L}(\mathcal{E} , \mathcal{F}) \) denote the space of all operators \( A : \mathcal{E} \rightarrow \mathcal{F} \) for which there exists an operator \( A^* : \mathcal{F} \rightarrow \mathcal{E} \) satisfying \( \langle Ax , y \rangle = \langle x , A^* y \rangle \) for any \( x \in \mathcal{E} \) and \( y \in \mathcal{F} \); such operators are called adjointable. We write \( \mathcal{L}(\mathcal{E}) := \mathcal{L}(\mathcal{E} , \mathcal{E}) \) that is a \( \mathcal{C}^* \)-algebra endowed with the operator norm. An operator \( A \) in the \( \mathcal{C}^* \)-algebra \( \mathcal{L}(\mathcal{E}) \) is positive (see [15, Lemma 4.1]) if and only if

\[
\langle Ax , x \rangle \geq 0 \quad \text{for all } x \in \mathcal{E}.
\] (1.2)

The reader is referred to [15,18] for detailed information about Hilbert \( \mathcal{C}^* \)-modules.

The study of positive definite kernels goes back to the works of Hilbert around 1904, and conditionally positive definite kernels were first given by Schoenberg in 1940s. Aronszajn [4] systematically developed the concept of reproducing kernel Hilbert space, which was introduced by Stanisław Zaremba in 1907. Roughly speaking, these are spaces of functions in which when two functions are close in the norm, then they are pointwise close. There exists a one-to-one correspondence between positive definite
kernels and reproducing kernel Hilbert spaces. The (Kolmogorov) decomposition of positive definite kernels was explored by Kolmogorov in the framework of Hilbert spaces. Murphy [22] introduced the Kolmogorov decomposition of positive definite kernels in the framework of Hilbert \( C^* \)-modules. This decomposition was explored by the author [19] for conditionally positive definite kernels. Reproducing kernel Hilbert spaces, positive definite kernels, and their Kolmogorov decompositions, especially in the context of holomorphic functions (see [9,14]), have been extended to other settings [6,22,26] and have appeared in many applications in several disciplines such as machine learning, integral equations, complex analysis, and probability; see [7,8,24] and references therein. Another related concept is that of relative reproducing kernel Hilbert space. In [1], the authors investigated such spaces and associate with any map satisfying some conditions, a reproducing kernel Hilbert space over the field of real numbers whose reproducing kernel is the given map.

This paper is organized as follows. In Sect. 2, we investigate conditionally negative definite kernels with values in the \( C^* \)-algebra \( \mathcal{L}(\mathcal{E}) \), provided some examples, and state their one-to-one correspondence with positive definite kernels. In Sect. 3, we first show that there is a two-sided connection between positive definite kernels and reproducing kernel Hilbert \( C^* \)-modules. Furthermore, we explore some conditions under which a function is in the reproducing kernel module and present an interpolation theorem. Section 4 starts with a review of some basic properties of the so-called relative reproducing kernel Hilbert \( C^* \)-modules. We then provide a characterization of such modules. Every reproducing kernel Hilbert \( C^* \)-module is evidently a relative reproducing kernel Hilbert \( C^* \)-module while the reverse is not true, in general. Nevertheless, we prove that the reverse statement holds under some mild conditions. Finally, we show that every conditionally negative definite kernel gives us a reproducing kernel Hilbert \( C^* \)-module and a certain map.

The paper enriches the theory of conditionally negative definite kernels and relative reproducing kernel Hilbert spaces in two directions while we model some ideas from [1,19] to our setting: One direction is toward a general framework including all other known settings such as scalar-, vector-, and \( C^* \)-valued kernels. The other one shows that conditionally negative definite kernels give reproducing kernel Hilbert spaces, in general, and only in some special cases, they give relative reproducing kernel Hilbert spaces.

2 Positive Definite and Conditionally Negative Definite Kernels

We mimic some techniques of the scalar theory of conditionally negative definite kernels. This extension covers all scalar, operator, and \( C^* \)-valued versions of conditionally negative definite kernels. Let us begin our investigation with the following definition.

**Definition 2.1** A matrix \( A = [a_{ij}] \) in the set \( \mathbb{M}_n(\mathfrak{A}) \) of \( n \times n \) matrices with entries in \( \mathfrak{A} \) is called **positive definite** if it is positive in the \( C^* \)-algebra \( \mathbb{M}_n(\mathfrak{A}) \) or, equivalently, if and only if \( \sum_{i,j=1}^n a_i^* a_{ij} a_j \geq 0 \) for all \( a_1, \ldots, a_n \in \mathfrak{A} \).
A hermitian matrix \( A = [a_{ij}] \in M_n(\mathbb{A}) \) \((n \geq 2)\) is called conditionally negative definite if \( \sum_{i,j=1}^{n} a_{ij}^* a_{ij} a_j \leq 0 \) for all \( a_1, \ldots, a_n \in \mathbb{A} \) with \( \sum_{i=1}^{n} a_i = 0 \).

**Example 2.2**

(i) Any sum of matrices of the form \([c_i^* c_j]\) for \(c_1, \ldots, c_n \in \mathbb{A}\) is positive definite and vice versa; see [28, Lemma IV.3.2].

(ii) If \(x_1, \ldots, x_n\) are in a semi-inner product \(C^*\)-module, then \([\langle x_i, x_j \rangle]\) is positive definite since,

\[
\sum_{i,j=1}^{n} a_{ij}^* \langle x_i, x_j \rangle a_j = \left( \sum_{i=1}^{n} x_i a_i, \sum_{i=1}^{n} x_i a_i \right) \geq 0, \quad (a_1, \ldots, a_n \in \mathbb{A}).
\]

(iii) A matrix of the form \([c_i + c_j^*]\) for all \(c_1, \ldots, c_n \in \mathbb{A}\) is clearly conditionally negative definite.

(iv) Any matrix of the form \([|x_i - x_j|^2]\) is conditionally negative definite for all \(x_1, \ldots, x_n\) in a Hilbert \(C^*\)-module \(\mathcal{E}\) subject to the condition that all \(\langle x_i, x_j \rangle\), \(1 \leq i, j \leq n\) are self-adjoint in \(\mathbb{A}\). Note that

\[
|x_i - x_j|^2 = \langle x_i - x_j, x_i - x_j \rangle = |x_i|^2 + |x_j|^2 - 2 \langle x_i, x_j \rangle.
\]

Therefore,

\[
\sum_{1 \leq i,j \leq n} a_{ij}^* |x_i - x_j|^2 a_j = \sum_{i=1}^{n} a_{i}^* |x_i|^2 \sum_{j=1}^{n} a_{j} + \sum_{i=1}^{n} a_{i}^* \sum_{j=1}^{n} |x_j|^2 a_{j} - 2 \left( \sum_{i=1}^{n} x_i a_i, \sum_{j=1}^{n} x_j a_j \right) = -2 \left( \sum_{i=1}^{n} x_i a_i, \sum_{j=1}^{n} x_j a_j \right) \leq 0, \quad (a_1, a_2, \ldots, a_n \in \mathbb{A}).
\]

The concept of conditionally negative definite kernel has been used in significant fields including harmonic analysis and probability theory; see [8].

A kernel is a map \(K : S \times S \to L(\mathcal{E})\) in which \(S\) is a nonempty set. A kernel \(K\) is called hermitian if \(K(t, s) = K(s, t)^*\) for all \(s, t \in S\), and it said to be symmetric if \(K(t, s) = K(s, t)\) for all \(s, t \in S\).

**Definition 2.3**

If a (hermitian) map \(L : S \times S \to L(\mathcal{E})\) satisfies

\[
\sum_{i,j=1}^{n} \langle L(s_i, s_j) x_i, x_j \rangle \geq 0, \quad (2.1)
\]

for all \(n \geq 2\), all \(s_1, \ldots, s_n \in S\), and all \(x_1, \ldots, x_n \in \mathcal{E}\), then it said to be positive definite.
Example 2.4  (i) Given a function $f : S \to \mathcal{E}$, the kernel $K : S \times S \to \mathcal{L}(\mathcal{E})$ defined by $K(s, t) = f(t) \otimes f(s)$, $s, t \in S$, where $(x \otimes y)(z) := x\langle y, z \rangle$, $x, y, z \in \mathcal{E}$, is positive definite, since

$$
\sum_{i,j=1}^{n} \langle K(s_i, s_j)x_i, x_j \rangle = \sum_{i,j=1}^{n} \langle f(s_j)(f(s_i), x_i), x_j \rangle
= \sum_{i,j=1}^{n} \langle f(s_j), x_i \rangle^*\langle f(s_j), x_j \rangle
= \left( \sum_{i=1}^{n} \langle f(s_i), x_i \rangle \right)^* \left( \sum_{j=1}^{n} \langle f(s_j), x_j \rangle \right) \geq 0.
$$

(ii) Suppose that $\Delta$ is a compact Hausdorff space equipped with a Radon measure $\mu$ and $\mathfrak{A}$ is a $C^*$-algebra of operators that act on a Hilbert space. By continuous field of operators we mean a family $(a_t)_{t \in \Delta}$ of operators in $\mathfrak{A}$ such that the function $t \mapsto a_t$ is continuous on $\Delta$ in the norm topology and $t \mapsto \|a_t\|$ is integrable. Then the Bochner integral $\int_{\Delta} a_t \, d\mu(t)$ is the unique element in $\mathfrak{A}$ satisfying $\varphi \left( \int_{\Delta} a_t \, d\mu(t) \right) = \int_{\Delta} \varphi(a_t) \, d\mu(t)$ for all linear functionals $\varphi$ in the norm dual of $\mathfrak{A}$; see [20] for the detailed construction of the Bochner integral. Let $\kappa$ be a scalar-valued positive definite kernel on $\Omega$. Then

$$
K(s, t) = \int_{\Delta} \int_{\Delta} \kappa(s, t)a_s^*a_t \, d\mu(s) \, d\mu(t)
$$

is a positive definite kernel due to the fact that the product of two positive definite kernels $\kappa(s, t)$ and $[a_s^*a_t]$ is positive definite.

A related concept reads as follows.

Definition 2.5  A hermitian kernel $K : S \times S \to \mathcal{L}(\mathcal{E})$ is called conditionally negative definite whenever

$$
\sum_{i,j=1}^{n} \langle K(s_i, s_j)x_i, x_j \rangle \leq 0,
$$

for all $n \geq 2$, all $s_1, \ldots, s_n \in S$, and all $x_1, \ldots, x_n \in \mathcal{E}$ with $\sum_{i=1}^{n} x_i = 0$. It said to be normalized if $K(s, s) = 0$ for all $x \in S$.

Passing to the unitization of $\mathfrak{A}$ if necessary, assume that $\mathfrak{A}$ is unital. Therefore, when $\mathcal{E} = \mathfrak{A}$, we get $\mathcal{L}(\mathcal{E}) = \mathfrak{A}$ since we can identify $t \in \mathcal{L}(\mathfrak{A})$ with the left multiplication by $t(1)$ due to $l_{t(1)}(a) = t(1)a = t(a)$, $a \in \mathfrak{A}$. Therefore, inequalities (2.1) and (2.2) entail that a kernel $K$ is positive definite (conditionally negative definite, respectively) if and only if so is the matrix $[K(s_i, s_j)]$ in $M_n(\mathfrak{A})$ for all $s_1, \ldots, s_n \in S$. If $\mathcal{E}$ is a Hilbert space and $\mathfrak{A}$ is the field $\mathbb{C}$ of scalars ($\mathcal{E} = \mathfrak{A} = \mathbb{C}$, respectively), then we arrive at the so-called vector-valued kernels (scalar-valued kernels, respectively).
The following result is known for scalar kernels (see [8]) and Hilbert C*-modules (see [19, Theorem 2.4]). Its proof is straightforward, and we omit it.

**Theorem 2.6** Let $L : S \times S \rightarrow \mathcal{L}(E)$ be a hermitian kernel and let $s_0 \in S$ be arbitrary. Then $L$ is conditionally negative definite if and only if the kernel $K : S \times S \rightarrow \mathcal{L}(E)$ defined by

$$K(s, t) := \frac{1}{2} [L(s, s_0) + L(s_0, t) - L(s, t) - L(s_0, s_0)]$$

is positive definite.

### 3 Structure of Reproducing Kernel Hilbert C*-Modules

In this section, the first assertion provides a key theorem in a general form. Note that the set $\mathcal{S}(S, E)$ of all maps from $S$ into $E$ can be endowed with a right $\mathfrak{A}$-module structure via the usual addition and scalar multiplication on functions and the module action $(f \cdot a)(s) = f(s)a$, $a \in \mathfrak{A}$, $s \in S$, $f \in \mathcal{S}(S, E)$.

**Theorem 3.1** Let $S$ be a nonempty set, let $E$ be a Hilbert C*-module over a C*-algebra $\mathfrak{A}$, and let $K : S \times S \rightarrow \mathcal{L}(E)$ be a kernel. Then the following assertions are equivalent:

(i) The kernel $K$ is positive definite.

(ii) There is a Hilbert $\mathfrak{A}$-module $\mathcal{H}$ consisting of $E$-valued functions on $S$ having the following properties:

1. For every $x \in E$ and every $s \in S$, the function $K_{x, s} : S \rightarrow E$ defined by

$$K_{x, s}(t) := K(s, t)(x), \quad t \in S,$$

is in $\mathcal{H}$, and the $\mathfrak{A}$-linear span of $\{K_{x, s} : x \in E, s \in S\}$ is dense in $\mathcal{H}$.

2. The $\mathfrak{A}$-valued inner product on $\mathcal{H}$ is defined via

$$\langle K_{x, s}, K_{y, t} \rangle := \langle K_{x, s}(t), y \rangle = \langle K(s, t)(x), y \rangle, \quad x, y \in E, s, t \in S$$

and extended to whole $\mathcal{H}$ by linearity. Indeed, for all $f \in \mathcal{H}$, $x \in E$, and $s \in S$, it holds that

$$\langle f(s), x \rangle = \langle f, K_{x, s} \rangle.$$  

(iii) There are a Hilbert $\mathfrak{A}$-module $\mathcal{H}$ and a feature map $\delta : S \rightarrow \mathcal{L}(\mathcal{H}, E)$, $s \mapsto \delta_s$, where $\delta_s(f) := f(s)$, $f \in \mathcal{H}$ is the evaluation map at $s$, such that

$$K(s, t) = \delta_t \delta_s^*, \quad (s, t \in S).$$
Proof We prove only (3.3) and (3.4). The rest can be verified by the same method as employed in the construction of reproducing kernel Hilbert spaces (see [19, 22, 27]).

To see (3.3), assume \( f = K_{y,t} \). Then
\[
\langle f, K_{x,s} \rangle = \langle K(t, s)(y), x \rangle = \langle f(s), x \rangle.
\]

The required equality can be deduced by passing to the \( \mathfrak{A} \)-linear span of \( K_{y,t} \)'s.

To establish (3.4), we note that the adjoint operator of \( \delta_x \) is \( \delta_x^*(x) = K_{x,s} \) for all \( s \in S \) and \( x \in \mathcal{E} \). It follows from (3.1) that
\[
(\delta_t \delta_x^*)(x) = \delta_t(K_{x,s}) = K_{x,s}(t) = K(s, t)(x).
\]

\( \square \)

The Hilbert \( \mathbb{C}^* \)-module \( \mathcal{H} \) in Theorem 3.1 is called the **reproducing kernel Hilbert \( \mathbb{C}^* \)-module** associated with \( K \). Such structures are studied in some kinds of Stinespring theorems in other settings [2, 7]. The decomposition \( K(s, t) = \delta_x^* \delta_t \) is called the **Kolmogorov decomposition** of \( K \).

**Remark 3.2** (i) Because of
\[
(K_{x,s} \cdot a)(t) = K(s, t)(x) \cdot a = K(s, t)(x \cdot a) = K_{x,a,s}(t), \quad a \in \mathfrak{A},
\]
the \( \mathfrak{A} \)-linear span of \( \{K_{x,s} : x \in \mathcal{E}, s \in S\} \) is nothing more than its linear spanned subspace.

(ii) If a sequence \( (f_n) \) is convergent to \( f \) in \( \mathcal{H} \), then it follows from (3.3) that \( \langle f_n(s), x \rangle \to \langle f(s), x \rangle \) for all \( s \in S \) and \( x \in \mathcal{E} \); in particular, in the case of classical Hilbert spaces, \( (f_n(s)) \) is a convergent sequence in \( \mathbb{C} \) and the convergence is uniform on any set \( \{s \in S : K(s, s) \leq M\} \), where \( M > 0 \).

(iii) Motivated by (3.2) and identifying \( \mathcal{L}(\mathfrak{A}) \) with \( \mathfrak{A} \), one can define a positive definite kernel \( \tilde{K} \) on the set \( \mathcal{E} \times S \) into \( \mathfrak{A} \) by \( \tilde{K}((x, s), (y, t)) = \langle K(s, t)x, y \rangle, \quad x, y \in \mathcal{E}, s, t \in S \). If \( \mathcal{H} \) is the corresponding positive definite kernel, then for every \( f \in \mathcal{H} \), there is a function \( f \in \mathcal{H} \) such that \( \tilde{K}(x, s) = \langle f(s), x \rangle \). To show this, it is enough to consider \( \tilde{f} \) to be the basic function \( \tilde{K}_{y,t} \) and observe that \( K_{y,t} \) is the required function in \( \mathcal{H} \), since
\[
\tilde{K}_{y,t}(x, s) = \tilde{K}((x, s), (y, t)) = \langle K(s, t)x, y \rangle = \langle K_{y,t}(s), x \rangle.
\]

**Example 3.3** Let \( f : S \to \mathcal{E} \) be a nonzero function and let \( K(s, t) = f(t) \otimes f(s) \), \( s, t \in S \). Example 2.4(i) shows that \( K \) is a positive definite kernel. Its corresponding reproducing kernel Hilbert \( \mathbb{C}^* \)-module is the closure of the \( \mathfrak{A} \)-module generated by \( f \). To show this, note that
\[
K_{x,s}(t) = K(s, t)(x) = (f(t) \otimes f(s))(x) = f(t)\langle f(s), x \rangle = (f \cdot (f(s), x))(t), \quad t \in S
\]
whence
\[
K_{x,s} = f \cdot \langle f(s), x \rangle = f \cdot \langle f, K_{x,s} \rangle = (f \otimes f)(K_{x,s}), \quad x \in \mathcal{E}, s \in S.
\]
Due to the fact that $\mathcal{A}$-linear span of $K_{x,s}$’s is dense in $\mathcal{H}$, we arrive at $f \otimes f = I_{\mathcal{E}}$, where $I_{\mathcal{E}}$ denotes the identity operator on $\mathcal{E}$. Hence the norm of $f$ in $\mathcal{H}$ is one since $\|f \otimes f\| = \|f\| \|f\|$. 

In the scalar case where $\mathcal{A} = \mathbb{C}$ and $\mathcal{E}$ is a Hilbert space, the kernel, by taking the left module structure into account, turns into $K(s,t) = f(s)f(t)$ and the reproducing kernel Hilbert space $\mathcal{H}$ is the subspace spanned by $f$.

**Example 3.4** Let $\mathcal{F}$ be a Hilbert $C^*$-module over a unital $C^*$-algebra $\mathcal{A}$ with unit 1. Let $S = \mathcal{F}$ as a set and let $K(s,t) = l_{(t,s)}$ as a kernel on $S$ into $\mathcal{L}(\mathcal{A})$, where for $a \in \mathcal{A}$, the operator $l_a \in \mathcal{L}(\mathcal{A})$ denotes the left multiplication $l_a(b) = ab, \ b \in \mathcal{A}$. The Gram matrix $[(s_i, s_j)]_{1 \leq i, j \leq n}$ is positive definite for all $s_1, \ldots, s_n \in S$ and so is its transpose. Hence, the kernel $K$ is positive definite. From the construction stated at Theorem 3.1, we have

$$K_{a,s}(t) = K(s,t)(a) = l_{(t,s)}(a) = \langle t, s \rangle a = \langle t, as \rangle.$$ 

Hence, $K_{a,s} = \langle \cdot, as \rangle$. Since $A$ is unital, the reproducing kernel Hilbert $C^*$-module associated with $K$ is the closed $\mathcal{A}$-linear span of $\{f_s := K_{1,s} = \langle \cdot, s \rangle : s \in S\}$ endowed with the inner product

$$\langle f_s, f_t \rangle = \langle K_{1,s}, K_{1,t} \rangle = \langle K(s,t)(1), 1 \rangle = (K(s,t)(1))^*1 = (l_{(t,s)}(1))^* = \langle s, t \rangle.$$ 

Moreover,

$$\langle f_t(s), a \rangle = K_{1,t}(s)^*a = (K(t,s)(1))^*a = \langle K_{1,t}, K_{a,s} \rangle = \langle f_t, K_{a,s} \rangle,$$

from which we get $\langle f(s), a \rangle = \langle f, K_{a,s} \rangle$. It is remarkable that the Riesz representation theorem is valid for $\mathcal{L}(\mathcal{F}, \mathcal{A})$ since $\mathcal{A}$ is unital; see [15, p. 13]. In the case when $\mathcal{A} = \mathbb{C}$ and $\mathcal{F}$ is a Hilbert space, the above reproducing kernel Hilbert space is the space of all bounded linear functionals on $\mathcal{F}$.

**Example 3.5** Suppose that $K_0 : S \times S \to \mathbb{C}$ is a positive definite kernel with the associated reproducing kernel Hilbert space $\mathcal{H}$ and that $\mathcal{E}$ is an arbitrary Hilbert $C^*$-module. Then $K : S \times S \to \mathcal{L}(\mathcal{E})$ defined by $K(s,t) = K_0(s,t)I_{\mathcal{E}}$ is trivially a positive definite kernel. In virtue of (3.2), we have

$$\langle K_{x,s}, K_{y,t} \rangle = \langle K(s,t)(x), y \rangle = K_0(s,t)\langle x, y \rangle = \langle K_0, K_0 \rangle \langle x, y \rangle, \ x \in \mathcal{E}, s \in S,$$

from which we conclude that the reproducing kernel Hilbert $C^*$-module associated with $K$ is $\mathcal{H} = \mathcal{H} \otimes \mathcal{E}$ (see [15, p. 6]) equipped with the $\mathcal{A}$-valued inner product defined by

$$\langle \xi \otimes x, \eta \otimes y \rangle := \langle \xi, \eta \rangle \langle x, y \rangle \quad (\xi, \eta \in \mathcal{H}, x, y \in \mathcal{E}).$$

**Proposition 3.6** Let $\mathcal{H}$ be a reproducing kernel Hilbert $C^*$-module with kernel $K : S \times S \to \mathcal{L}(\mathcal{E})$ and let $f \in \mathcal{H}$. Then the kernel $\|f\| K(s,t) - f(t) \otimes f(s)$ is positive definite.
Proof Applying the Cauchy–Schwarz inequality (1.1), one can define a semi-inner product on \( \mathcal{H} \) by
\[
\langle \cdot, \cdot \rangle_f : \mathcal{H} \times \mathcal{H} \to \mathbb{A}, \quad \langle g, h \rangle_f := \|f\|^2 \langle g, f \rangle_h - \langle g, f \rangle \langle f, h \rangle \quad (g, h \in \mathcal{H}).
\]
Evidently, \( \langle \cdot, \cdot \rangle_f \) is a semi-inner product on \( \mathcal{H} \); see [3]. Applying Example 2.2(ii) to \( \langle \cdot, \cdot \rangle_f \) yields that \( \|g_i, g_j\| \geq 0 \) in \( \mathbb{M}_n(\mathbb{A}) \), which entails that
\[
\|f\|^2[\langle g_i, g_j \rangle \geq \langle g_i, f \rangle \langle f, g_j \rangle] \quad (3.6)
\]
for all \( g_1, \ldots, g_n \in \mathcal{H} \).

Next, let \( s_1, \ldots, s_n \in S \) and let \( x_1, \ldots, x_n \in \mathcal{E} \). We have
\[
\left[\left(\langle f(s_j) \otimes f(s_i)\rangle_{x_i, x_j}\right)\right] = \left[\langle f(s_j) \langle f(s_i), x_i \rangle, x_j \rangle\right] = \left[\langle f, K_{s_i, s_j}\rangle_{x_i, x_j}\right] \leq \|f\| \|K_{s_i, s_j}\|_{x_i, x_j}\right].
\]

Thus the kernel \( \|f\| \|K(s, t) - f(t) \otimes f(s) \) corresponded to the positive definite matrix \( \left[\|f\| \|K(s_i, s_j) - f(s_j) \otimes f(s_i)\rangle_{x_i, x_j}\right] \) is positive definite. \( \square \)

Remark 3.7 The converse of Proposition 3.6 is true in the set-up of Hilbert spaces, in this form that if \( f : S \to \mathbb{C} \) is a function such that, for some \( m > 0 \) depending on \( f \), we have
\[
\left| \sum_{i=1}^{n} f(s_i) \lambda_i \right|^2 \leq m^2 \sum_{i,j=1}^{n} K(s_i, s_j) \lambda_i \lambda_j, \quad s_1, \ldots, s_n \in S, \lambda_1, \ldots, \lambda_n \in \mathbb{C},
\]
then \( f \in \mathcal{H} \) and \( \|f\| \) is equal to the smallest \( m \) satisfying the above inequality. This property is called the \textit{RKHS test}. It is not known to the author whether the converse of Proposition 3.6 is true without any self-duality assumption; see [27, Proposition 4].

To achieve the next result, we need a version of the Douglas lemma in the setup of Hilbert \( C^* \)-modules; see also [17].

Lemma 3.8 [10, Theorem 3.2] Let \( \mathcal{E} \) and \( \mathcal{H} \) be Hilbert \( \mathbb{A}\)-modules and let \( B \) be in \( \mathcal{L}(\mathcal{E}, \mathcal{H}) \). Then the following statements are equivalent:
(i) \( \text{Ran}(B^*) \) is orthogonally complemented;
(ii) For any Hilbert \( \mathbb{A}\)-module \( \mathcal{F} \) and any \( A \in \mathcal{L}(\mathcal{F}, \mathcal{H}) \), the equation \( A = BX \) for \( X \in \mathcal{L}(\mathcal{F}, \mathcal{E}) \) is solvable whenever \( \text{ran}(A) \subseteq \text{ran}(B) \);

If condition (i) is fulfilled and \( A \in \mathcal{L}(\mathcal{F}, \mathcal{H}) \) is such that \( \text{ran}(A) \subseteq \text{ran}(B) \), then there exists a unique \( C \in \mathcal{L}(\mathcal{F}, \mathcal{E}) \) satisfying
\[
A = BC \quad \text{and} \quad \text{ran}(C) \subseteq \text{ker}(B)^\perp.
\]
In this case, \( \|C\|^2 = \inf \{ \lambda : AA^* \leq \lambda BB^* \} \).
It is easy to verify that the right $\mathfrak{A}$-module $\mathcal{E}^n$ can be equipped with a $C^*$-inner product via
\[
\langle (x_1, \ldots, x_n), (y_1, \ldots, y_n) \rangle = \sum_{i=1}^{n} \langle x_i, y_i \rangle.
\]
In addition, the $C^*$-algebra $\mathcal{L}(\mathcal{E}^n)$ can be naturally identified with the $C^*$-algebra $\mathcal{M}_n(\mathcal{L}(\mathcal{E}))$. Hence, when we are dealing with the action of a matrix of operators in $\mathcal{M}_n(\mathcal{L}(\mathcal{E}))$ on $\mathcal{E}^n$, we represent the elements of $\mathcal{E}^n$ in the form of a column vector $(x_1, \ldots, x_n)^t$.

**Theorem 3.9** Let $\mathcal{H}$ be a reproducing kernel Hilbert $C^*$-module over a unital $C^*$-algebra $\mathfrak{A}$ with kernel $K : S \times S \to \mathcal{L}(\mathcal{E})$ and let $f : S \to \mathcal{E}$ be a function. If the kernel $mK(s, t) - f(t) \otimes f(s)$ is positive definite for some $m > 0$, then for every $s_1, \ldots, s_n \in S$, there is a function $h \in \mathcal{H}$ such that $\|h\| \leq m$ and $f(s_i) = h(s_i)$ for $i = 1, \ldots, n$.

**Proof** Suppose that $s_1, \ldots, s_n \in S$. Let $A : \mathfrak{A} \to \mathcal{E}^n$ be defined by
\[
A(a) = (f(s_1)a, \ldots, f(s_n)a).
\]
Then $A^* : \mathcal{E}^n \to \mathfrak{A}$ takes $(x_1, \ldots, x_n) \in \mathcal{E}^n$ to $\sum_{i=1}^{n} \langle f(s_i), x_i \rangle$ since $\langle Aa, x \rangle = \sum_{i=1}^{n} \langle f(s_i)a, x_i \rangle = \langle a, A^*x \rangle$. In addition,
\[
\langle AA^*(x_1, \ldots, x_n)^t, (x_1, \ldots, x_n)^t \rangle = \left( \sum_{j=1}^{n} \langle f(s_j), x_j \rangle \right)^* \left( \sum_{i=1}^{n} \langle f(s_i), x_i \rangle \right) = \sum_{i,j=1}^{n} \langle x_j, f(s_j) \rangle \langle f(s_i), x_i \rangle = \sum_{i,j=1}^{n} \langle (f(s_i) \otimes f(s_j)) x_j, x_i \rangle = \left( f(s_i) \otimes f(s_j) \right)(x_1, \ldots, x_n)^t, (x_1, \ldots, x_n)^t \right).
\]
Passing to the equivalent definition of positive definiteness of kernels in terms of matrices and using Theorem 3.1(iii), we get
\[
AA^* \leq \left( f(s_i) \otimes f(s_j) \right) \leq m \left( K(s_j, s_i) \right) \leq m \left( \delta_{s_i} \delta_{s_j}^* \right) = mBB^*
\]
in $\mathcal{M}_n(\mathcal{L}(\mathcal{E}))$, where $B = (\delta_{s_1}, \ldots, \delta_{s_n}) \in \mathcal{L}(\mathcal{H}, \mathcal{E}^n)$. Furthermore, $\text{ran}(A) \subseteq \text{ran}(B)$ since
\[
A(a) = (f(s_1)a, \ldots, f(s_n)a) = ((f \cdot a)(s_1), \ldots, (f \cdot a)(s_n)) \in \text{ran}(B).
\]
Moreover, in virtue of Theorem 3.1,\[ (\lambda K_{x,s})(t) = \lambda K(s,t)(x) = K(s,t)(\lambda x) = K_{\lambda x,s}(t), \quad \lambda \in \mathbb{C}. \] (3.7)

Hence the linear span of \( \{ K_{x,s} : x \in \mathcal{E}, s \in S \} \) is nothing more than the set of all finite sums of elements of this set. Thus \( \text{ran}(B^*) \) is the closure of \( \{ \sum_{i=1}^{n} K_{x_i,s_i} : x_i \in \mathcal{E}, s_i \in S, 1 \leq i \leq n, n \in \mathbb{N} \} \) that is \( \mathcal{H} \). Applying Lemma 3.8, we infer that there is a unique operator \( C \in L(\mathfrak{A}, \mathcal{H}) \) such that \( \text{ran}(C) \subseteq \ker(B)^\perp = \{ g \in \mathcal{H} : g(s_1) = \cdots = g(s_n) = 0 \} \), \( \|C\| \leq m \), and \( A = BC \). Therefore, if \( h = C(1) \), then
\[ (f(s_1), \ldots, f(s_n)) = A(1) = BC(1) = (\delta_1(h), \ldots, \delta_n(h)) = (h(s_1), \ldots, h(s_n)), \]
whence \( f(s_i) = h(s_i) \) for all \( i \in \{1, \ldots, n\} \). \( \square \)

We denote by \( \mathbb{K}(\mathcal{H}) \) the \( C^* \)-algebra of all compact operators acting on a Hilbert space \( \mathcal{H} \). It is known from [5, Theorem 1.4.5] that a \( C^* \)-algebra \( \mathfrak{A} \) of (not necessarily all) compact operators is a \( C_0 \)-direct sum of \( C^* \)-algebras of the form \( \mathbb{K}(\mathcal{H}_i) \), in other words, \( \mathfrak{A} = c_0(\oplus_i \mathbb{K}(\mathcal{H}_i)) \). Such \( C^* \)-algebras enjoy many significant properties. One of them is stated below.

**Lemma 3.10** [16] Let \( \mathfrak{A} \) be a \( C^* \)-algebra. The following conditions are equivalent:

(i) \( \mathfrak{A} = c_0(\oplus_i \mathbb{K}(\mathcal{H}_i)) \), that is, it has a faithful \( \ast \)-representation as a \( C^* \)-algebra of compact operators on some Hilbert space.

(ii) For every Hilbert \( \mathfrak{A} \)-module \( \mathcal{E} \), every Hilbert \( \mathfrak{A} \)-submodule is automatically orthogonally complemented in \( \mathcal{E} \).

To establish the next result, we need the following lemma.

**Lemma 3.11** [21, Theorem 2.4] Let \( A, C \in L(\mathcal{E}) \). Suppose that \( \text{ran}(A^*) \) and \( \text{ran}(B^*) \) are orthogonally complemented in \( \mathcal{E} \). If \( AA^* = \lambda BB^* \) for some \( \lambda > 0 \), then \( \text{ran}(A) = \text{ran}(B) \).

We are ready to prove an interpolation theorem. It is completely differs from another one for usual reproducing kernel Hilbert \( C^* \)-modules; see [12, Theorem 2.7]

**Theorem 3.12** Let \( \mathcal{H} \) be a reproducing kernel Hilbert \( C^* \)-module over a \( C^* \)-algebra \( \mathfrak{A} \) of compact operators with kernel \( K : S \times S \to L(\mathcal{E}) \), let \( s_1, \ldots, s_n \in S \) be distinct, and let \( y_1, \ldots, y_n \in \mathcal{E} \). There exists a function \( f \in \mathcal{H} \) with \( f(s_i) = y_i, \ 1 \leq i \leq n \) if and only if \( (y_1, \ldots, y_n)^t \) belongs to the range of operator matrix \( (K(s_j, s_i)) \).

**Proof** Let \( F = \{s_1, \ldots, s_n\} \). Consider the multi-evaluation map \( \delta_F : \mathcal{H} \to \mathcal{E}^n \) defined by
\[ \delta_F(f) = (f(s_1), \ldots, f(s_n)), \quad f \in \mathcal{H}. \]

It is easy to see that \( \delta_F^*(x_1, \ldots, x_n) = \sum_{i=1}^{n} K_{x_i,s_i} \). Then
\[ (\delta_F^*\delta_F)(x_1, \ldots, x_n)^t = \delta_F \left( \sum_{i=1}^{n} K_{x_i,s_i} \right) = \left( \sum_{i=1}^{n} K_{x_i,s_i}(s_1), \ldots, \sum_{i=1}^{n} K_{x_i,s_i}(s_n) \right) \]
Thus \((K(s_j, s_i))^{1/2}(K(s_j, s_i))^{1/2} = \delta_F \delta_F^\ast\). It follows from Lemma 3.10 that the closures of the submodules \(\text{ran}(\delta_F)\) and \(\text{ran}(K(s_j, s_i))^{1/2}\) are orthogonally complemented, and so by Lemma 3.11, \(\text{ran}(\delta_F) = \text{ran}(K(s_j, s_i))^{1/2}\) as required. \(\square\)

### 4 Relative Reproducing Kernel Hilbert C*-Modules

We aim to show that conditionally negative definite kernels give reproducing kernel Hilbert spaces, in general, and only in some special cases they give relative reproducing kernel Hilbert spaces. We begin this section with following definition inspired by [13].

**Definition 4.1** A Hilbert C*-module \(\mathcal{H}\) of \(\mathcal{E}\)-valued functions on a set \(S\) is said to be a relative reproducing kernel Hilbert C*-module if there is a map \(D : \mathcal{E} \times S \times S \rightarrow \mathcal{H}, (x, s, t) \mapsto D_{x,s,t}\) such that

\[
\langle f(s) - f(t), x \rangle = \langle f, D_{x,s,t} \rangle, \quad f \in \mathcal{H}, x \in \mathcal{E}, s, t \in S. \quad (4.1)
\]

We call \(D\) the relative reproducing kernel.

**Remark 4.2** We would like to give some straightforward comments.

(i) It follows from (4.1) that \(f\) is in the orthogonal complement of the set \(\{D_{x,s,t} : x \in \mathcal{E}, s, t \in S\}\) if and only if \(f\) is a constant function.

(ii) Let \(h_{x,s} := D_{x,s,s_0}\) for some fixed element \(s_0 \in S\). For all \(f \in \mathcal{H}\), we have

\[
\langle f, D_{x,s,t} \rangle = \langle f(s) - f(t), x \rangle = \langle f(s) - f(s_0), x \rangle - \langle f(t) - f(s_0), x \rangle = \langle f, D_{x,s,s_0} \rangle - \langle f, D_{x,t,s_0} \rangle = \langle f, h_{x,s} - h_{x,t} \rangle,
\]

whence

\[
D_{x,s,t} = h_{x,s} - h_{x,t}. \quad (4.2)
\]

A reproducing kernel Hilbert C*-module \(\mathcal{H}\) is relative reproducing kernel since it is enough to set \(D_{x,s,t} := K_{x,s} - K_{x,t}\); compare it with (4.2). The converse is not true. For a counterexample in the context of scalar-valued relative reproducing kernel Hilbert spaces, see [1, §4]. However, as the following proposition shows, the difference is due to existence of a possibly unbounded linear map. To see this, compare (4.1) with (3.3).

The next immediate result is an analogous version of [1, Theorem 2.5] from the framework of Hilbert spaces to a more general setting.

**Proposition 4.3** A Hilbert C*-module \(\mathcal{H}\) of \(\mathcal{E}\)-valued functions on a set \(S\) is a relative reproducing kernel Hilbert C*-module if and only if there are a map \(h : \mathcal{E} \times S \rightarrow\)
\( \mathcal{H} \), \((x, s) \mapsto h_{x,s} \) and a possibly unbounded \( \mathfrak{A} \)-linear map \( \varphi : \mathcal{E} \times \mathcal{H} \rightarrow \mathfrak{A} \) such that
\[
\langle f(s), x \rangle = \langle f, h_{x,s} \rangle + \varphi(x, f), \quad f \in \mathcal{H}, x \in \mathcal{E}, s \in S.
\]

**Proof** (\( \iff \)) It is enough to put \( D_{x,s,t} := h_{x,s} - h_{x,t} \) to reach (4.1).

(\( \Rightarrow \)) Fix \( s_0 \in S \), and set \( h_{x,s} := D_{x,s,s_0} \). Then for all \( f \in \mathcal{H}, x \in \mathcal{E}, s \in S \), we have \( \langle f(s), x \rangle = \langle f, h_{x,s} \rangle + \varphi(x, f) \), where \( \varphi : \mathcal{E} \times \mathcal{H} \rightarrow \mathfrak{A} \) is defined by \( \varphi(x, f) = \langle f(s_0), x \rangle \).

**Corollary 4.4** Let \( \mathcal{H} \) be a relative reproducing kernel Hilbert C*-module of functions \( f : S \rightarrow \mathcal{E} \). If there is some \( s_0 \in S \) such that \( f(s_0) = 0 \) for all \( f \in \mathcal{H} \), then \( \mathcal{H} \) includes a reproducing kernel Hilbert C*-submodule.

**Proof** With the notation of Proposition 4.3, we have
\[
\langle f(s), x \rangle = \langle f, h_{x,s} \rangle, \quad f \in \mathcal{H}, s \in S, x \in \mathcal{E}.
\]

Let \( \mathcal{H}_0 \) be the closed \( \mathfrak{A} \)-linear span of \( \{ h_{x,s} : s \in S, x \in \mathcal{E} \} \) (see Remark 3.2(i)). Employing Theorem 3.1, we derive that \( \mathcal{H}_0 \) is a reproducing kernel Hilbert C*-module with the positive definite kernel \( K(s, t)(x) = h_{x,s}(t) \). Note that
\[
\sum_{i,j=1}^{n} \langle K(s_i, s_j)(x_i), x_j \rangle = \sum_{i,j=1}^{n} \langle h_{x_i, s_i}(s_j), x_j \rangle = \sum_{i,j=1}^{n} \langle h_{x_i, s_i}, h_{x_j, s_j} \rangle \geq 0.
\]

The next theorem provides some mild conditions under which a relative reproducing kernel Hilbert C*-module is reproducing kernel; cf. [1, Corollary 2.5].

If \( \mathfrak{A} \) is a \( W^* \)-algebra, then the \( \mathfrak{A} \)-valued inner product \( \langle \cdot, \cdot \rangle \) on a Hilbert \( \mathfrak{A} \)-module \( \mathcal{H} \) can be extended to an \( \mathfrak{A} \)-valued inner product on \( \mathcal{H}' \) in such a way as to make \( \mathcal{H}' \) into a self-dual Hilbert \( \mathfrak{A} \)-module. In particular, the extended inner product satisfies \( \langle \tau, \widehat{x} \rangle = \tau(x) \) for all \( x \in \mathcal{H} \) and \( \tau \in \mathcal{H}' \); see [23, Theorem 3.2]. The next result reads as follows. Evidently, the proof works if we consider an arbitrary C*-algebra \( \mathfrak{A} \) and a self-dual Hilbert \( \mathfrak{A} \)-module \( \mathcal{H} = \mathcal{H}' \).

**Theorem 4.5** Let \( \mathcal{H} \) be a Hilbert \( W^* \)-module over a \( W^* \)-algebra \( \mathfrak{A} \) and let \( \mathcal{H}' \) be a relative reproducing kernel Hilbert C*-module on a set \( S \) with a relative reproducing kernel \( D \). If there is \( s_0 \in S \) such that for each \( x \in \mathcal{E} \), the \( \mathfrak{A} \)-linear map \( f \mapsto \langle x, f(s_0) \rangle \) on \( \mathcal{H}' \) is continuous, then \( \mathcal{H}' \) is a reproducing kernel Hilbert C*-module with a kernel \( K \). Moreover, \( D_{x,s,t} = K_{x,s} - K_{x,t} \), where \( K_{x,t} \) is given as in Theorem 3.1.

**Proof** It follows from the self-duality of \( \mathcal{H}' \) that for each \( x \in X \) there exists a unique element \( \psi_x \in \mathcal{H}' \) such that \( \langle \psi_x, f \rangle = \langle x, f(s_0) \rangle \). Consider the kernel \( K : S \times S \rightarrow \mathcal{L}(\mathcal{E}) \) defined by
\[
K(s, t)(x) = h_{x,s}(t) + \psi_x(t) \quad (s, t \in S, x \in \mathcal{E}),
\]
where \( h_{x,s} := D_{x,s,s_0} \). Then \( K_{x,s}(t) := K(s,t)(x) = h_{x,s}(t) + \psi_x(t) \). Hence, \( K_{x,s} = h_{x,s} + \psi_x \in \mathcal{H}^\ast \). Furthermore,

\[
\langle f, K_{x,s} \rangle = \langle f, h_{x,s} + \psi_x \rangle \\
= \langle f(s) - f(s_0), x \rangle + \langle f, \psi_x \rangle \\
= \langle f(s), x \rangle - \langle f(s_0), x \rangle + \langle f(s_0), x \rangle \\
= \langle f(s), x \rangle
\]

for all \( f \in \mathcal{H}', x \in \mathcal{E} \), and \( s \in S \). Now, the part (ii) of Theorem 3.1 entails that \( \mathcal{H}' \) is a reproducing kernel Hilbert \( C^\ast \)-module. Furthermore, it follows from (4.2) that

\[
D_{x,s,t} = h_{x,s} - h_{x,t} = (h_{x,s} + \psi_x) - (h_{x,t} - \psi_x) = K_{x,s} - K_{x,t}.
\]

The following theorem gives us a relation between conditionally negative definite kernels and reproducing kernel Hilbert \( C^\ast \)-modules. We follow an approach, more suitable for our investigation.

**Theorem 4.6** Let \( L \) be a conditionally negative definite kernel on a set \( S \) into \( \mathcal{L}(\mathcal{E}) \), let \( s_0 \in S \), and let \( K(s,t) \) be defined as in (2.3). Then \( K \) is a positive definite kernel and there are a reproducing kernel Hilbert \( C^\ast \)-module \( \mathcal{H} \) consisting of functions from \( S \) into \( \mathcal{E} \) and a map \( \psi : S \to \mathcal{L}(\mathcal{E}) \) such that

\[
L(s,t) = K(s,s) + K(t,t) - 2K(s,t) + \psi(s) + \psi(t)\ast.
\]

(4.3)

In particular, \( \psi \) is identically zero if and only if \( L \) is normalized and \( L(s,s_0) \) is self-adjoint.

**Proof** Theorem 2.6 ensures that

\[
K(s,t) := \frac{1}{2} [L(s,s_0) + L(s_0,t) - L(s,t) - L(s_0,s_0)]
\]

is a positive definite kernel. Let \( \mathcal{H} \) be the reproducing kernel Hilbert \( C^\ast \)-module constructed in Theorem 3.1(ii). Using the notation of Theorem 3.1 and the fact that \( L(s_0,s_0) \) is self-adjoint, we have

\[
\langle K(s,s)x, x \rangle + \langle K(t,t)x, x \rangle - 2\langle K(s,t)x, x \rangle \\
= \langle K(s,s)x, x \rangle + \langle K(t,t)x, x \rangle - 2\text{Re}\langle K(s,t)x, x \rangle - 2i\text{Im}\langle K(s,t)x, x \rangle \\
= \frac{1}{2} [L(s,s_0) + L(s_0,s) - L(s,s) - L(s_0,s_0)]x, x \rangle \\
+ \frac{1}{2} [L(t,s_0) + L(s_0,t) - L(t,t) - L(s_0,s_0)]x, x \rangle \\
+ \frac{1}{2} [-L(s,s_0) - L(s_0,t) + L(s,t) + L(s_0,s_0)]
\]
Thus we get (4.3) by utilizing (1.2). The last assertion is concluded from (4.5) and the fact that $L$ is hermitian.

**Corollary 4.7** Let $L$ be a conditionally negative definite kernel on a set $S$ into the self-adjoint part of $\mathcal{L}(\mathcal{E})$. Then the kernel $\langle L(s, t)x, x \rangle$ is conditionally negative definite with values in $\mathbb{A}$ for each $x \in \mathcal{E}$.

**Proof** The operator $K(s, t) := \frac{1}{2} [L(s, s_0) + L(s_0, t) - L(s, t) - L(s_0, s_0)]$ is self-adjoint for each $s, t \in S$. It follows from (4.3) that

$$\langle L(s, t)x, x \rangle = \langle K(s, s)x, x \rangle + \langle K(t, t)x, x \rangle - \langle K(s, t)x, x \rangle - \langle K(t, s)x, x \rangle + \langle \psi(s)x, x \rangle + \langle \psi(t)^*x, x \rangle$$

$$= |K_{x,s} - K_{x,t}|^2 + \langle \psi(s)x, x \rangle + \langle \psi(t)^*x, x \rangle.$$

From Examples 2.2(iii & iv), we get the assertion since clearly the sum of two conditionally negative definite kernels is a conditionally negative definite one.

The next result presents Schoenberg’s lemma [25] in our setting.

**Corollary 4.8** Let $L$ be a normalized symmetric conditionally negative definite kernel on a set $S$ into $\mathcal{L}(\mathcal{E})$. Then there exist a reproducing kernel Hilbert $C^*$-module $\mathcal{H}$ consisting of functions from $S$ into $\mathcal{E}$ and a map $\theta: \mathcal{E} \times S \rightarrow \mathcal{H}$ such that

$$\langle L(s, t)x, x \rangle = |\theta(x, s) - \theta(x, t)|^2, \quad x \in \mathcal{E}, s \in S.$$

**Proof** We use the notation of Theorems 3.1 and 4.3. First note that $K$ is symmetric since so is $L$. Set $\theta(x, s) := K_{x,s}$ for $x \in \mathcal{E}$ and $s \in S$. Then, equality (4.4) together with $\psi = 0$ yield that
\[ |\vartheta(x, s) - \vartheta(x, t)|^2 = \langle K_{x,s} - K_{x,t}, K_{x,s} - K_{x,t} \rangle \\
= \langle K(s, s)x, x \rangle + \langle K(t, t)x, x \rangle - 2\langle K(s, t)x, x \rangle \\
= \langle L(s, t)x, x \rangle. \]

\[ \square \]
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