Neural Additive Models for Nowcasting
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Abstract

Deep neural networks (DNNs) are one of the most highlighted methods in machine learning. However, as DNNs are black-box models, they lack explanatory power for their predictions. Recently, neural additive models (NAMs) have been proposed to provide this power while maintaining high prediction performance. In this paper, we propose a novel NAM approach for multivariate nowcasting (NC) problems, which comprise an important focus area of machine learning. For the multivariate time-series data used in NC problems, explanations should be considered for every input value to the variables at distinguishable time steps. By employing generalized additive models, the proposed NAM-NC successfully explains each input value’s importance for multiple variables and time steps. Experimental results involving a toy example and two real-world datasets show that the NAM-NC predicts multivariate time-series data as accurately as state-of-the-art neural networks, while also providing the explanatory importance of each input value. We also examine parameter-sharing networks using NAM-NC to decrease their complexity, and NAM-MC’s hard-tied feature net extracted explanations with good performance.

1 Introduction

Deep neural networks (DNNs) are among the most powerful machine learning tools used for natural language processing [1], image classification [2], sound recognition [3], and more. DNNs are powerful because of their free input and output forms, which other methods lack [4]. This advantage can be applied to real-world time-series data problems, such as nowcasting (NC), which uses a DNN to predict the next time step for power system monitoring [5], rainfall prediction [6], cutting-force prediction, and other problems.

Because DNNs are black-box models, they lack explanatory power behind their predictions. This is a critical issue, as the scientific method requires a good understanding of the system and the causes of the results. Neural additive models (NAMs) have recently been proposed to help explain how DNNs reach their prediction values [7]. NAMs assign targets to feature-net base modules that represent each variable. Then, based on their changes, the reasons for the DNN output are better understood.

In this paper, we propose a novel NAM for multivariate NC problems (NAM-NC) by extending them to explain the predictions of multivariate time-series data. An explanation must be considered for each input value of the variables at all time steps. By employing a generalized additive model (GAM), the proposed NAM-NC successfully explains each input value’s importance. Furthermore, it supports multi-task learning and is suitable for multivariate NC tasks. According to our results,
the feature-nets maintain prediction performance, even when the NAMs are configured with fewer than optimal parameters.

This work makes the following contributions:

- GAMs enable NAM-NC to explain NC results after training without additional model-agnostic methods [8].
- Multivariate NC is supported, and each NC is influenced by cross-correlating other time series, including auto-correlations.
- Two-parameter sharing structures reduce NAM-NC's complexity, and with reduced parameters, its performance is maintained.
- State-of-the-art performance is maintained for time-series NC tasks using real datasets.

We review past works in Section 2. Section 3 introduces NAM-NC and illustrates how it explains the prediction mechanisms of DNNs using synthetic sinusoidal signals. Section 4 explains how to share parameters in NAM-NC. Section 5 uses experimentation to demonstrate the competitiveness of NAM-NC with other time-series DNN methods on a benchmark dataset. This section also visualizes NAM-NC's calculation methods. Finally, Section 6 concludes this work.

2 Related work

The use of auto-regressive (AR) models to tackle time-series NC problems has long been a key focus of machine learning. The AR model predicts the value of the next time step by calculating the weights that best explain the data in the previous step [9]. The vector AR method was designed for multivariate NC by extending the univariate NC method [10]. Owing to their simplicity, basic AR models can provide predictive interpretations of derivative models that are still in use today [11]. A recent AR project, Prophet, performed univariate NC tasks [12]. There have also been attempts to estimate AR parameters using NN structures [13, 14]. Prophet was later improved to learn traditional statistical solutions this way [15]. Also, time-series NC data are often processed from datasets using non-recursive tabular formats [16].

New NN methods have been introduced to extract the most meaningful vectors from time series. Long short-term memory (LSTM) improves recurrent NNs (RNNs), enabling them to retain meanings extracted from more distant time points [17]. Other studies have attempted to compensate for the shortcomings of LSTM [18–20]. Meanwhile, attention-based and convolutional NNs (CNNs) have been applied to time-series predictions, showing good performance [21, 22]. The bidirectional-encoder-representations-from-transformers (BERT) model with an attention layer is among the most powerful natural language processing (NLP) tools used today [23]. Notably, the positional encoding used by BERT to convey location information in the attention layer is effective for time-series learning [24]. The Informer application achieved state-of-the-art (SOTA) performance with time-series forecasting by reducing the computational costs of the attention layer and improving positional encoding [5]. A temporal CNN using dilated convolution is a representative model that processes time-series based on a CNN [25, 3]. Recently, SCINet achieved SOTA on benchmark datasets by convolving a binary tree-like hierarchical structure [26].

However, the explainability power of DNN prediction mechanisms has been elusive [27]. Thus, researchers have shown interest in correlating DNN predictions to the variability of machine learning input [28]. Class activation mapping estimates the contributions of input data by relying on the CNN's receptive field [29]. The temporal LSTM with attention also interprets the time series by employing an attention layer to an RNN structure [30]. Layer-wise relevance propagation suggests the possibility of interpreting DNN results by backtracking the values contributing to the prediction results in the NN graph [31]. The local-interpretable-model-agnostic-explanations model interprets a prediction using hypothetical data close to the predicted data [32]. Meanwhile, GAMs make predictions using contributions extracted by a simple function for each variable in the data [8]. The GAM function is presented in Eq. [1]. The GAM uses the base module $f$ that only focuses on one of the $K$ variables for explainable predicting. Because the GAM employs an isolated module $f$ for each variable, the GAM provides the influence of each variable for predicting the target $y$. 
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The Shapley additive explanations (SHAP) model describes popular NN methods based on GAM and Shapley theory [33]. In particular, SHAP shows that DNNs can be described as model-agnostic using DeepLift, which compares the activation of each neuron to its reference activation and assigns contribution scores according to the difference [34]. The time-SHAP model further explains LSTMs and reduces the computational cost of kernel-SHAP during explanatory training [35].

3 NAM-NC

NAM extracts features from each variable using a simple feature net. Contrary to recent trends, NAM has produced good results with tabular data, despite being a lightweight network [7, 36]. Thus, we employed the basic premise of NAM and expanded it to handle NC tasks by employing multi-task learning to support predictions based on multivariate time-series data.

Figure 1 illustrates the structure of NAM-NC for multivariate time-series NC. As shown, the time series, $X_{T+1:T+1}^{3}$, can be expressed in the form of $K$ variables and with $\tau$ length. Each value, $x_{t,k}$, of the time series, $X^{K}$, is input to the feature-net, $f_{t,k}$. Each feature net receives one variable, $x_{k} \in \mathbb{R}^{1}$, and computes one feature scalar, $f_{k}(x_{k}) \in \mathbb{R}^{1}$, with the same dimension. The goal of NC is to predict $X_{T+1:T+1}^{K} = Y$ at time $T+1$ based on $X_{T+1:T+1}^{K}$. We can predict the $T+1$th time step of the $k$th series by again calculating a linear combination of the extracted feature values and adding them. Thus, Eq. 2 expresses the NC result of Eq. 1:

$$\hat{y}^{K} = \beta^{K} + w_{1,1}^{K} f_{1,1}(x_{1,1}) + \cdots + w_{\tau,K}^{K} f_{\tau,K}(x_{\tau,K}) = \beta^{K} + \sum_{t=1}^{\tau} \sum_{k=1}^{K} w_{t,k}^{K} f_{t,k}(x_{t,k}).$$

The superscripts of all items in the Eq. 2 specify time-series $K$ among those located at time $T+1$. Eq. 2 provides the process of summing the feature values extracted by the feature net and weighting them according to their location information. The scalar extracted by the feature-net, $f_{t,k}(\cdot)$, is influenced only by the input value, $x_{t,k}$. As the extracted scalar does not combine with other time-series points during training, $f(x)$ is used as the specific input value. Especially, the NAM utilizes the Exp-centered Unit (ExU) as its feature net $f$, which is designed to be sensitive to the contribution of the input [7]. Therefore, NAM-NC can ignore unrelated time-series points. However, these important points can greatly affect prediction outcomes.

Next, we provide an analysis of NAM-NC results using simple synthetic time-series toy data consisting of five relevant features and three irrelevant random noise items. The relevant features are
generative and combine the sine and cosine functions of different periods and amplitudes. Figure 2 shows the generated time-series data. One of the base time series, TS1, is used as the original, from which we produce two variations. The other time series, TS2 and TS3, are not related. One variation, “.5 x TS 1,” only halves the amplitude while retaining the TS1’s period. The other, “Shifted TS 1,” employs a periodic shift with the same amplitude as the original. For the experiments, we set \( \tau \) to eight for all time series. We applied NAM-NC to the multivariate time-series data, expecting that the relevant features would provide high feature-net outputs and that the irrelevant ones would provide low outputs.

Figure 3 illustrates the NC results of the synthesized time-series data. The sub-figures in the first column indicate each true point in the time series (blue line) and the predicted points of NAM-NC (orange line) in the time step domain. The sub-figures in the second column express the same information as an x- vs. y-axis slope. Thus, it is apparent that NAM-NC can accurately predict multivariate time-series data. Figure 4 illustrates the importance of each time-series point to prediction.
NAM-NC employs $\tau \times K$ feature nets to extract the importance from scalar data points for each. Figure 4 illustrates the contributions of $\tau \times K$ input points to TS1 (left) and TS2 (right). Rows and columns indicate each $k$ time series and $t$ step, respectively. The x-axis of the subplots located in each matrix represents the unique values of the input time series, and the y-axis is the value extracted by $f$ dedicated to each point from the unique values of the input. We repeated training 1,000 times using the same structure to check the consistency of NAM-NC. Figure 4 presents all contributions made by passing the unique $k^{th}$ time series through 1,000 times repeat. The red line is translucent to make it easier to see that training was repeated. According to the results, we figured out that the feature net $f_{t,k}$ of NAM-NC nowcasting the time series $k$ produces a smaller contribution as it looks at the distant past time. In TS1’s NC, only the feature scalars extracted from the two time series related to TS1 made significant contributions. Moreover, TS2’s NC only obtained its contributions from the time series to which it belonged. We also found that no NC targets received contributions from noises.

4 NAM-NC parameter sharing

One advantage of NAM is that it is possible to find the sufficient context vector needed for inference from table data, even when using a simple unit network [7]. NAM-NC repeats the number of variables as many times as the value of time-step $\tau$, resulting in a higher computational cost than regular NAM. Therefore, we sought a way to reduce the computational cost of NAM-NC. A simple potential solution is parameter sharing, which in multi-task learning is often used to reduce the weight of NNs [37]. Hard-sharing, which involves sharing most parameters while independently utilizing only the output layer for multi-task learning, can also significantly reduce weight [38]. Thus, we applied hard-sharing in terms of time or features between feature-nets to tie the parameters of NAM-NC. Its formula, as applied to hard-sharing, is shown in the two-part Eq. 3

$$y_{\text{time}}^K = \beta^K + w_{1,1}^K f_{1,1}(x_{1,1}) + \cdots + w_{\tau,K}^K f_{\tau,K}(x_{\tau,K}) = \beta^K + \sum_{t=1}^{\tau} \sum_{k=1}^{K} w_{t,k}^K f_{t,k}(x_{t,k})$$

$$y_{\text{feature}}^K = \beta^K + w_{1,1}^K f_{1,1}(x_{1,1}) + \cdots + w_{\tau,K}^K f_{\tau,K}(x_{\tau,K}) = \beta^K + \sum_{t=1}^{\tau} \sum_{k=1}^{K} w_{t,k}^K f_{t,k}(x_{t,k})$$

(3)

Where ":" refers to the dimension with which the parameter is shared. Accordingly, we can reduce the computational cost by sharing feature-net $f$ at each time step or series to increase the computational cost of NAM-NC. Therefore, the space complexity of NAM-NC’s parameters is reduced from $O(\tau \times K)$ to $O(\tau)$, or $O(K)$.

5 Evaluating the performance of the NAM-NC

Here, we compare the NC performance of NAM-NCs to that of other SOTA models using real data. All our experiments are available on the NAM-NC GitHub site. For model comparison, we prepared Informer [4] for which temporal encoding is applied with positional encoding, and SCINet [3] and LSTM, for which both had the input format required. Temporal encoding was used with Informer to capture the real-time influence of variables. However, as we did not use real-time information for NC, we removed its temporal encoding and kept the positional encoding. SCINet performs convolution by splitting the time series into a binary tree structure. Thus, the length of its input time series must take the format of $2^n$. Therefore, we used a time-series input length of eight for all models.

Table 1 summarizes the hyperparameters used for the experiment. The top row identifies the categories of the other rows. Specific parameters are shown for each model. Unimportant parameters were set to their default values according to their respective research articles. We employed the Adam optimizer with no weight decay. The feature net of NAM-NC first passes through ExU and then through its linear combination layer [7]. According to NAM, 1,000 nodes of ExU are sufficient to extract the feature scalars from all inputs. However, in our experiment, only 100 nodes of ExU

\footnote{https://github.com/zhouhaoyi/Informer2020}
\footnote{https://github.com/cure-lab/SCINet}
Table 1: Configuration of the experiment.

| Model name   | Param. name | Set       | Param. name | Set       |
|--------------|-------------|-----------|-------------|-----------|
| Shared params | Batch-size  | 128       | Early stop round | 10        |
|              | lr          | 0.001     | Dropout     | 0.1       |
| NAM-NC       | Exu — lines | [100,32]  | hidden      | 100       |
|              | Activation  | leaky–ReLU| LSTM        | n–layer | 2 |
|              | Init distribution | $\mathcal{N}(0,1)$ | bidirectional | True   |
| Informer     | $d_{model}$ | 64        | Num levels  | 3         |
|              | n–heads     | 4         | SCINet      | Kernel size | 5 |
|              | $d_{ff}$    | 64        | Conv hidden | 1         |

were used. Thus, we extracted the feature scalar from the TS points without using a linear combination multilayer structure. Additionally, a rectified linear unit (ReLU) with a limited maximum value for NAM was used to lower the dependence of specific feature-nets while hindering training the time-series data. Thus, we used a leaky ReLU for NAM-NC’s feature-net activation.

During the time-series cross-validation process, after dividing the time series into $K$ equal parts, the training time series was accumulated from the front, followed by $K$ instances. The subsequent time series for validation was cropped by 10% of its length and used for learning. Figure 5 illustrates the cross-validation process. Next, we set $K$ to 10 for NC validation. We then used the root mean-squared error (RMSE), the mean absolute error (MAE), and $R^2$ as criteria for validation. RMSE and MAE reflect the absolute deviation of the error as 2- and 1-norms. We also employed $R^2$ as RMSE and MAE do not account for the trend between real and predicted values.

We used the Electricity Transformer Temperature (ETT) dataset collected from two transformers in two Chinese provinces, one each. Indicators $m$ or $h$ represent intervals of data collected as 15 min or 1 h, respectively. For example, the 15-min interval dataset collected from the first transformer is ETTm1, and each from ETT contains seven time series. The seven time series contain the “UseFul” and “UseLess” Load with three types of power loads (i.e. high, middle and low), and oil temperature. For convenience, we will use abbreviations: high useful loads, high useless loads, middle useful loads, middle useless loads, low useful loads, and low useless loads are HUFL, HULL, MUFL, MULL, LUFL, and LULL, respectively. The ETTh1 and ETTh2 has 17,421 time lengths while ETTm1 and ETTm2 has 69,681 time lengths.

We compared NAM-NCs’ performance to three comparative models. Table 2 shows the experimental NC results for the ETT dataset. The first row indicates the dataset and metric types. The rows below show the metrics of the method used by the province transformer per time interval. In the metric tables, the **bold** and *underline* indicates the best scores of all NN methods and NAM-NCs’ variations, respectively. NAM-NCs showed the best performance from the second transformer. NAM-NCs with shared parameters resulted in lower scores in terms of $R^2$ compared to the original NAM-NC. However, NAM-NC_{feature} showed the best performance in ETTh2 and ETTm2 in terms of RMSE and MAE. Also, NAM-NC_{time} showed the best $R^2$ in ETTm2. In particular, all NAM-NCs often outperformed other comparison methods. SCINet maintained the performance consistency. SCINet achieved the best performance for all metrics from the first transformer. Meanwhile, LSTM showed the worst performance.

![Figure 5: Process of the time series K-fold cross-validation.](image-url)
Table 2: Summary of the experiment for ETT dataset

| Category | Dataset | Method | # Params | $R^2$ | RMSE | MAE |
|----------|---------|--------|----------|------|------|-----|
| ETT      | ETTh1   | NAM-NC | 193k     | 0.7474 | 1.4004 | 0.7954 |
|          |         | NAM-NC<tt>time</tt> | 24k     | 0.7434 | 1.4172 | 0.8065 |
|          |         | NAM-NC<tt>feature</tt> | 28k     | 0.7432 | 1.4054 | 0.7973 |
|          |         | Informer | 330k   | 0.7407 | 1.3598 | 0.7660 |
|          |         | LSTM    | 188k   | 0.7006 | 1.4385 | 0.8387 |
|          |         | SCNNet  | 11k    | 0.7685 | 1.3093 | 0.7338 |
|          | ETTh2   | NAM-NC | 193k     | 0.6289 | 2.0359 | 1.2897 |
|          |         | NAM-NC<tt>time</tt> | 24k     | 0.6162 | 2.0188 | 1.3013 |
|          |         | NAM-NC<tt>feature</tt> | 28k     | 0.6134 | 1.9767 | 1.2847 |
|          |         | Informer | 330k   | 0.5856 | 2.3137 | 1.4013 |
|          |         | LSTM    | 188k   | 0.5041 | 2.7676 | 1.7218 |
|          |         | SCNNet  | 11k    | 0.6123 | 2.1666 | 1.3356 |

Unlike other methods, our model can explain how an NN makes its predictions. Figure 6 visualizes the scalar extracted by NAM-NC’s feature net from the ETTh1 dataset. The feature scalars of the unique values of each time series in ETTh1 extracted by the feature net revealed large deviations.
from the input time series immediately prior to NC. We also found a strong correlation between HUFL and MUFL and between HULL and MULL, according to the unique inputs. We further confirmed a similar pattern in the time-series samples of ETTh1. Figure 7 shows the contributions generated by the feature net of NAM-NC trained four times to repeat each NC target. According to the figure, each trained model extracted contributions by ignoring unimportant time-series points
10 time series contain air quality, \( SO_2 \) reduce the number of parameters, and NAM-NC performed just as well as before parameter grouping. Therefore, it is necessary to verify NAM-NC. NAM-NC still faces several obstacles. In this study, hyperparameters were not specifically explored, the unique time-series inputs. Even with repeated learning, we confirmed the model’s consistency, although the number of parameters was considerably reduced. To show the explainability of synthetic and real time-series data were used, and NAM-NC extracted the tendency contributions of information from the immediately preceding item; it also extracted contributions from the distant past.

We employed another dataset: Beijing Air Quality (BAQ). All BAQ time-series data consist of 10 time series contain air quality, \( SO_2 \), and more. Objects with time lengths of 35,065, the size of fine dust, are contained in the set, including temperature, humidity, etc., taken from monitoring sites near Beijing. According to Table, NAM-NC feature performed the best in most metrics among NAM-NCs. It is seems that NAM-NCs with shared parameters provide computational efficiency, but do not degraded the prediction performance. SCINet showed the best prediction performance for most datasets; however the NAM-NCs showed comparable results while providing the explanation power. Figure 8 shows the contributions generated by the feature net of NAM-NC trained four times to repeat each NC target of BAQ. According to the figure, NAM-NC captured the time series which is correlated, as temperature, pressure, and dew point. Also, we explained the NAM-NC’s prediction for the \( NO_2 \) and \( O_3 \) that received the contribution from the distant past, such as pressure at \( t = -8 \).

6 Conclusion

Despite its nonrecursive structure, NAM-NC supports NC tasks well. Owing to its GAM basis, NAM-NC can explain prediction results on both synthetic and real datasets. We used hard sharing to reduce the number of parameters, and NAM-NC performed just as well as before parameter grouping, although the number of parameters was considerably reduced. To show the explainability of NAM-NC, we visualized its predictions using feature nets for unique values in synthetic data. Both synthetic and real time-series data were used, and NAM-NC extracted the tendency contributions of the unique time-series inputs. Even with repeated learning, we confirmed the model’s consistency in extracting most of the large contributions from the important points identified in the time series data. Therefore, NAM-NC has a competitive edge over other NN models due to its explainability under the assumption that it learns and predicts fields that support NC tasks.

NAM-NC still faces several obstacles. In this study, hyperparameters were not specifically explored, and we did not utilize the various time-series lengths. Therefore, it is necessary to verify NAM-NC.
with other types of datasets. The model showed good performance in the ETT and BAQ problems, which have strong periodicity. Thus, the recursion of NNs based on scalars extracted by feature nets requires more attention. Additionally, researchers should expand the scope of NAM-NC beyond recursion into forecasting.
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