ABSTRACT

We assume a database containing a large set of program source codes and consider the problem of contextualized code search over that database. A programmer has written some part of a program, but has left part of the program (such as a method or a function body) incomplete. The goal is to use the context surrounding the missing code to automatically “figure out” which of the codes in the database would be useful to the programmer in order to help complete the missing code, in the sense that the programmer could either re-purpose the retrieved code and use the re-purposed code to fill the missing spot in the program. Or, the user could use the retrieved code as a model for implementing the missing code. The search is “contextualized” in the sense that the search engine should use clues in the partially-completed code to figure out which database code is most useful. The user should not be required to formulate an explicit query.

We cast contextualized code search as a learning problem, where the goal is to learn a distribution function computing the likelihood that each database code completes the program, and propose a neural model for predicting which database code is likely to be most useful. Because it will be prohibitively expensive to apply a neural model to each code in a database of millions or billions of codes at search time, one of our key technical concerns is ensuring a speedy search. We address this by learning a “reverse encoder” that can be used to reduce the problem of evaluating each database code to computing a convolution of two normal distributions, making it possible to search a large database of codes in a reasonable time.

1 Introduction

We consider the problem of contextualized code search. An end-user has produced a partially completed computer program, where a piece of code (typically a body of a method or function) is wholly or partially missing. The goal is to search a large corpus of program fragments \( D = \{ \text{Prog}_1, \text{Prog}_2, \ldots \} \), and automatically choose the fragment from the database that is most likely to complete the program, without requiring an end-user to explicitly formulate a query. For example, consider the following code:

```java
class IO {
    public void readFully(InputStream fd, byte[] dst, int off, int len)
        throws IOException {
        while (len > 0) {
            int r = fd.read(dst, off, len);
            off += r;
            len -= r;
        }
    }
    public void findMe (OutputStream out){
        __CODE_SEARCH__ }
}
```

The goal is to find a code in a large database of codes that could replace the missing code indicator. The search is contextualized because the user need not describe the search using an explicit query; the context around the missing code—class member variables, comments, surrounding method signatures, and so on—is used to power the search. The goal is to provide search functionality “for free”; the user of an integrated development environment (IDE) need only click on a particular line where the missing code is to be inserted, and the system looks at the partially-completed code and figures out from the context what the answer should be. The user need not take the time to posit a query, composing keywords or writing an English description of the code that s/he wants. In this case, one of the top codes returned is:

```java
/** Writes the contents of this byte array output
    stream to the specified output stream argument. */
public void writeTo(OutputStream out)
    throws IOException {
    ByteString[] cachedFlushBuffers;
    byte[] cachedBuffer;
    int cachedBufferPos;
    synchronized (this) {
        cachedFlushBuffers=flushedBuffers.toArray(
            new ByteString[flushedBuffers.size()]);
        cachedBuffer=buffer;
        cachedBufferPos=bufferPos;
    }
    for(ByteString byteString:cachedFlushBuffers){
        byteString.writeTo(out);
    }
    out.write(copyArray(cachedBuffer,cachedBufferPos));
}
```
The system was able to infer from the surrounding class—which included a method that reads from an input stream—that the user was looking for a write method.

**Code search via neural embedding.** Over the last few years, methods for learning neural embeddings have become widespread. The idea is to learn a neural function that is able to map objects to a position in a high-dimensional space, such that objects that are similar or related are positioned closely to one another in the high-dimensional space. Methods for computing word embeddings such as Word2Vec [36] and BERT [17] are the best examples of this. Not surprisingly, such methods have been applied to code search, especially for powering natural language-based search [31][22][51]. The idea is to learn one neural function that embeds a query in a high-dimensional space, and another that embeds a code in the same space, such that the embeddings of query-answer pairs in the training set have high similarity. Then search is simply a matter of computing the embedding of a query, then searching a database of pre-computed code-fragment embeddings to find the closest few.

Unfortunately, there may be little reason to believe that such methods will work for contextualized code search (CCS). In CCS, both queries and codes are exceedingly complex objects, so that learning a generalizable embedding from millions of query-code co-occurrences in a training set seems hard. Queries in contextualized code search are inherently multi-modal, with a large number of disparate evidences as to what the query result should be: sets of types, method calls and keywords surrounding the missing code, natural language comments, sequences of formal parameters, and so on. Because of this, each query in a training corpus is likely unique, and will only be seen once in the training data. Compare this to the problem of learning a word embedding, where each word is seen many times in many different contexts. As a result, over-fitting may be a significant problem. If over-fitting happens, similar embedded queries and programs would tend to cluster poorly in the embedding space, and search performance is poor.

**Code search as program synthesis.** In response to this, we propose a unique approach to CCS, where we view CCS as a special case of statistical program synthesis. Statistical program synthesis [35][12][38] is the problem of learning how to automatically write programs. In particular, we view CCS as a variety of conditional program generation [23][7], where a learner learns to use the context X collected from the surrounding code to realize a posterior distribution function $P(\text{Prog} | X) = \int P(\text{Prog} | Z) P(Z | X) dZ$, for a latent variable $Z$. $Z$ can be viewed as an unknown specification for the code to be generated. When treating CCS as an instance of conditional program generation, search is the task of finding the database program $\text{Prog} = \text{argmax}_{\text{Prog} \in D} P(\text{Prog} | X)$.

In contrast to more traditional, embedding-based approaches that attempt to map both context and program to similar representations in a high-dimensional latent space, conditional program generation attempts to learn to generate the program from the context. This may be more resistant to over-fitting because the statistical program synthesizer must learn to accurately generate $\text{Prog}$, despite of the uncertainty in $Z$ embodied by the distribution $P(Z | X)$.

The key difficulty with re-casting contextualized code search as synthesis is computational. When the goal is to synthesize a program by generating $\text{Prog}$ so as to maximize $P(\text{Prog} | X)$, seconds or even minutes of compute time can be devoted to solving the resulting optimization problem. During search, however, for a given query evidence $X$, $P(\text{Prog} | X)$ must be evaluated for millions or billions of values of $i$ very quickly, while the user waits. In a typical implementation, $\text{Prog}$ will take the form of a parse tree, and evaluating $P(\text{Prog} | X)$ requires repeatedly pushing productions in that parse tree through a neural network. Doing this quickly for millions of different programs will not be feasible. To address this, we force the posterior $P(Z | X)$ distribution over the unknown specification $Z$ to be multivariate Gaussian. When learning $P(\text{Prog} | X)$, we concurrently learn an approximation $Q(Z | \text{Prog}) \approx P(Z | \text{Prog})$ (a so-called “reverse encoder”) where $Q(Z | \text{Prog})$ is also constrained to be normal. Computing $P(\text{Prog} | X)$ then reduces to computing a convolution of $P(Z | X)$ and $Q(Z | \text{Prog})$, which is computationally trivial when both distributions are multivariate Gaussian, leading to very fast search.

**Our contributions.** To summarize, there are a few key contributions of our work.

- We introduce the problem of contextualized code search.
- We present a unified probabilistic framework in which a disparate, multi-modal set of contextual evidences $X$ can be synthesized into a posterior distribution $P(Z | X)$ over the unknown specification for the code being searched for. This distribution encodes the uncertainty inherent in the search problem.
- We consider how to design the learning problem to ensure that search can happen quickly.
- Finally, we experimentally evaluate our tool for CCS (called CODEC) over a corpus consisting of nearly one billion lines of code.

### 2 Example Application

In this section, we give a more detailed example of CCS, via a short case study that demonstrates our tool, called CODEC (Contextualized oDe sEarCh). We call our system CODEC to emphasize the synthesis-based approach to code search: the system learns to encode the context and decode that encoding into a program, rather than simply learning to encode contexts and programs into a latent space.

Consider the following unfinished graphical user interface code:

```
In the paper, we will use the convention that a mathematical object written in a sans-serif font such as X represents an observed value, while an italicized object such as X represents a random variable. Hence, $P(X)$ refers to the distribution of random variable $X$, while $P[X]$ refers to the likelihood of observing value $X$ for random variable $X$.
```
import javax.swing.*;
class MyGuiAppl{
    /**
     * create a new frame
     */
    public JFrame ?(? a){
        __CODE_SEARCH__; }
}

CODEC extracts the class name MyGuiAppl, the Javadoc text for the method with the missing body ("create a new frame"), as well as the desired return type (JFrame) and the name of the formal parameter (a). Since no method name and no formal parameter type are given, these are ignored. CODEC searches a database of code fragments and returns the following code in its top few results:

/**
 * Creates a new UserInterface object.
 * @param title the title
 * @return the JFrame
 */
public JFrame createFrame(final String title){
    JFrame frame = new JFrame(title);
    return frame; }

At this point, the programmer accepts this suggestion, and uses the search result to replace the incomplete code fragment. Next, the programmer adds the following to the method:

/**
 * create button
 */
public ? (? (a){
    __CODE_SEARCH__; }
}

CODEC now analyzes the entire class (including the new method just added), as well as the evidence present in the incomplete method (in this case, only the parameter name a is present) and returns the code among the top few results:

private JButton makeButton(String arg){
    JButton button = new JButton(arg);
    return button; }

Again, the programmer accepts this result and uses it to replace the fragment. Now, the programmer adds the following method:

public void actionClose(JButton a, JFrame f){
    __CODE_SEARCH__; }

CODEC uses all of the code so far to power the search, including the header for the incomplete method. The top result is the following:

private void setCloseSurrogateButtonTextAction
    (JButton closeSurrogateButton, JFrame guiFrame){
    closeSurrogateButton.addActionListener
        (new ActionListener() {
            public void actionPerformed(ActionEvent event){
                closeString = CLOSE_UI_EXIT_SURROGATE;
                guiFrame.dispatchEvent(new WindowEvent
                    (guiFrame,WindowEvent.WINDOW_CLOSING));
                if (closingWindow) {surrogate.userExit=true;}
                else {closeString = CLOSE_UI_SURROGATE_KEEPS_RUNNING;}
            }));
}  

Throughout the process, the programmer expended little effort to use the tool. No explicit queries were formulated beyond the development of the skeleton of the class that was being developed already. CODEC exclusively uses the context to anticipate what sort of example codes might be useful for the developer to consider.

3 Related Work

Code search has been long-studied. Early works were information retrieval (IR) based. Classic methods include CodeBroker [54], which assessed similarity using comments. Stratacona [24] used inheritance, method calls and data types to compute similarity. XSnippet [32] used parent classes and type information, and Bajracharya et al. [11] implement keyword-based API pattern search. More modern IR-based code search engines such as Koders [4], Krugle [5], Codase [1], and Sourcerer [10] use text and graph-based search ranking.

Another line of work powers code search using semantic or syntactic constraints. Prospector [34] searches based on return types and types used in the code. JSearch [45], Little et al. [32], and PARSEWeb [49] search using ASTs and API call sequences. Reiss et al. [40] and CodeGenie [30] use test cases, contract specifications, and keywords from unfinished code to facilitate search. CodeHow [33] uses keywords from natural language description and reinforces the search with an additional API understanding phase by mapping the keywords with the descriptions available in online API library. Facoy [27] proposes a code-to-code search methodology for detecting semantically similar code fragments by code alteration.

Modern code search tools make use of learned embeddings. The idea of embeddings to facilitate search was first introduced in [43] and has been widely used in multiple areas of information retrieval [29, 25, 31, 14]. In the context of code search, Sachdev [41] suggests natural language based search using code embeddings and term frequency-inverse document frequency. Bajracharya [11] learns custom program and query embeddings mined from open source data. Works in [33] and [22] map natural language code descriptions and programs to a shared latent space. Lili [37] propose a tree-based convolutional neural network to embed codes. Chen [16] propose a variational-autoencoder-based architecture for code retrieval and summarization. Cambronero [13] does a comparison between the different neural code engines that use natural language for program search. A recent work by Wan [32] proposes using abstract syntax trees for more accurate representation of programs, to facilitate search from natural language.

Recently there has also been interest in using deep learning based techniques in other applications of software engineering. Neural-machine translation [9] based approaches have found application in works like [15, 50, 55] which focus on detecting code clones in software repositories. Our work has connections with recent attempts at using learning-based methods for program synthesis [23]. Other works in this area [12, 39, 18] use ML to guide program synthesis. BAYOU [38] synthesizes programs into a high-level representation; the SKETCH language (see Figure 2) was proposed in that paper and much of our statistical model was borrowed from Bayou. Program context has also been used to guide synthesis [26]. However, compared to embedding-based methods, synthesizers are generally not useful for fast search, as they learn a decoder for programs.
One of our contributions is bridging the gap between synthesis and search.

The idea of using different program components (return types, API call sequences, parent class information, and so on) as context for judging programmer intent have been widespread [42, 34, 49, 50, 24]. Much recent work has applied deep learning for code search [22, 41]. However, this latter category of methods has generally been restricted to search based upon natural language specifications (for example, using the information contained in a JavaDoc to learn how to relate text to code). To the best of our knowledge, our efforts are the first to use modern, neural methods to power search using context from different parts of the surrounding code.

4 The Codec System

In this section, we describe the design and implementation of Codec at a high level. A pictorial representation of the Codec system is shown in Figure 1. The system has five components. Note that while the current implementation of Codec is specific to Java, extension to other programming languages is straightforward.

(1) Context extractor. This component accepts a Java program, and uses the Eclipse compiler [2] to parse it into an AST. From the program AST, each program fragment and surrounding context is extracted. Processing a Java program with the context extractor results in a set of \( (X, \text{Prog}) \) pairs—that is, a set of (context, code fragment) pairs.

(2) Decompiler. Modern Java is an exceedingly complex language, and many of the lower-level details associated with a Java code fragment are likely unimportant for deciding whether the code fragment answers a particular query. Thus, Codec decompiles each code fragment \( \text{Prog} \) into a simpler programming language called Sketch that captures the essence of the Java fragment: API calls, types, general code “shape” (that is control flow and nesting) but ignores lower-level details such as variables and computation of expressions. The decompiler is realized by a function \( \alpha \), such that the Sketch program \( Y = \alpha(\text{Prog}) \).

(3) Learner. Given a code corpus to be indexed for search, all of the programs are fed into the context extractor, and the resulting code fragments are decompiled into Sketch codes. A subset of the decompiled codes are used to create the training set \( D_{\text{trn}} = \{X_i, Y_i\}_{i=1...n} \). These pairs are then used to power a maximum likelihood estimation, where the goal is to choose the parameter set \( \theta^* \) as

\[
\theta^* = \arg \max_{\theta} \sum_i \log P(Y_i | X_i, \theta)
\]

(4) Indexer. Once the parameter set \( \theta \) has been learned, each Sketch code \( Y \) to be indexed is then transformed into an intermediate representation \( Y' = h(Y, \theta) \) that makes it very fast to compute \( P(Y | X, \theta) \) for a context query \( X \). The set \( D_{\text{srch}} = \{Y'_i, \text{Prog}_i\}_{i=1...n} \) where \( Y'_i = h(\alpha(\text{Prog}_i)) \) is then distributed across the set of servers used to power the search.

(5) Distributed search engine. Finally, at query time, query context \( X_q \) is automatically extracted from a partially-completed program, and \( D_{\text{srch}} \) is processed to compute the \( k \) \((Y'_i, \text{Prog}_i)\) pairs from \( D_{\text{srch}} \) that maximize \( P(\text{Prog}_i | X_q, \theta) \), which are presented to the user.

In the next few sections of the paper, we describe a few of these components in more detail, followed by an in-depth description of the statistical model \( P(\text{Prog} | X, \theta) \) used to power the search, as well as how this model is learned from \( D_{\text{trn}} \).

5 Context Extraction and Decompilation

In this section, we describe program context extraction and decompilation in a bit more detail.

5.1 Context Extraction

Given a Java program, the first step is to parse the program, and extract the various evidences that serve as the context for all of the code fragments that will be extracted from the code. In Codec, evidences are extracted on a per-class basis, so that all of the fragments from the same class will share the same evidence. The types of evidence extracted are:

(1) Class name for the class with the missing code, split using camel-case.

(2) Class types of the instance variables in the same class as the missing code.

(3) Surrounding methods within the same class as the missing code. When extracting methods as evidence, Codec considers the method’s return type, its sequence of formal parameters (formal parameter type and name, split using camel-case), sequences of API calls made within the method (all possible sequences of up to a limit of 100) are extracted using symbolic execution [2], and the method name (split using camel-case).

(4) Method name for method containing the missing code; split using camel-case.

(5) JavaDoc comments on the method containing the missing code.

(6) Set of API calls in the method with missing code.

(7) API call sequences in the method with missing code; extracted via symbolic execution, as above.

(8) Return type of method with the missing code.

(9) Formal parameter list of method with missing code; including formal parameter type and name, split using camel-case.

(10) Set of types within method with missing code;

(11) Keywords within method with missing code; split using camel-case.

As we will describe subsequently, each of the evidence types that make up the context must be encoded for learning. This will be covered in Section 6 of the paper.

5.2 Decompilation

As described previously, we believe that it is problematic to search for a code fragment in a complicated language such as Java directly. Every high-level language likely contains details (such as arithmetic operations) that are of little use during search, and likely make it difficult to learn how to relate queries with search results, obscuring the important facets of the code.
A complicated and mature language such as Java is especially problematic.

Hence, give a class, once we extract a code fragment Prog from the class, we decompile Prog into a simplified representation $Y = \alpha(Prog)$. This representation is designed to retain the faces of the code that are likely to be important to a user during search: API calls made and basic control flow, but extracts away the rest. The grammar for the abstraction language SKETCH is given above in Figure 2. Translating from a parsed Java abstract syntax tree to a SKETCH abstract syntax tree is straightforward.

For an example of this, consider the following method:

```java
void read(File file) {
    FileReader fr1;
    BufferedReader br1;
    fr1 = new FileReader(file);
    br1 = new BufferedReader(fr1);
    while ((br1.readLine()) = null) {
        return;
    }
}
```

This is decompiled into the following:

```java
FileReader.FileReader (File) 
BufferedReader.ButtonedReader (FileReader) 
while 
    BufferedReader.readLine ()
    do 
        skip
```

Note the `skip`, which reflects the fact that the `while` loop has no body.

## 6 Statistical Model

At the heart of the CODEC system is the statistical model powering the search, embodied by the distribution function $P(Prog|X, \theta)$. During search, a set of evidences is extracted to represent the program context $X$, and then the few database fragments that maximize the value of this function are selected.

There are many possible choices for the model $P(Prog|X, \theta)$. We begin with the simple statistical model pictured in Figure 3 borrowed from conditional program generation [38]. Crucially, we assume a latent specification $Z$ for the missing code fragment as well as the surrounding context. This specification captures the programmer intent, and conditioned upon $Z$, both the program context $X$ as well as the sketch $Y$ and the program fragment itself is generated.

As intimated in the introduction, there is a key benefit to using such a model to power code search. During search, the latent variable $Z$ provides similar functionality to the latentspace embedding used in traditional, embedding-based methods [43]. However, there is a key difference. As $Z$ is a true random variable, it has no single value. A learner, given a large number of $(X, Prog)$ pairs from which to learn $P(Prog|X, \theta)$, must learn to accurately generate Prog, despite of the uncertainty in $Z$ embodied by the distribution $P(Z)$. As discussed in this introduction, this may alleviate some of the problems one might except when using a more traditional neural encoding.

As depicted in Figure 3 $Z$ is generated first, and based upon the programmer intent captured by $Z$, the evidences $X$ in the surrounding context are generated, as well as the
sketch \( Y \). Once the sketch is generated, the program \( \text{Prog} \) is generated based on the sketch. Thus, the joint distribution \( P(X, Y, Z, \text{Prog}|\theta) \) factorizes as:

\[
P(X, Y, Z, \text{Prog}|\theta) = P(Z)P(X|Z)P(Y|Z)P(\text{Prog}|Y).
\]

(To note that we drop the parameter \( \theta \) from each distribution function for clarity).

7 Search Under the Model

7.1 Applying the Model for Search

During search, we are given a context \( X \), and we wish to choose a database code fragment \( \text{Prog} \), to maximize \( P(\text{Prog}, X, \theta) = \int_{Y} P(\text{Prog}, Y, \theta) \int_{Z} P(Y|Z, \theta)P(Z|X, \theta)dZdY \).

This looks difficult. However, we can simplify this expression by assuming that no code \( \text{Prog} \) is associated with more than one sketch; this is a fairly weak assumption, and is implied by the fact that we can decompose each code into its unique sketch using the decomposition function \( \alpha \). Given this assumption, the distribution function \( P(\text{Prog}, Y, \theta) \) gives non-zero likelihood for only one \( Y \) value for a given program \( \text{Prog} \). Hence, if we let \( Y_i = \alpha(\text{Prog}) \), we have:

\[
P(\text{Prog}, X, \theta) = P(\text{Prog}, Y_i, \theta) \int_{Z} P(Y_i|Z, \theta)P(Z|X, \theta)dZ
\]

In our implementation of CODEC we simplify this further by assuming that the process of creating a code from a sketch is deterministic, and that \( P(\text{Prog}, Y_i, \theta) \neq 0 \) if and only if \( Y = \alpha(\text{Prog}) \), so that:

\[
P(\text{Prog}, X, \theta) = P(\text{Prog}, Y_i, \theta) \int_{Z} P(Y_i|Z, \theta)P(Z|X, \theta)dZ
\]

Though this assumption is not necessary, it seems to give good results, and it means there is no need to define a distribution \( P(\text{Prog}|Y, \theta) \).

7.2 Making Search Fast

\( P(Y_i|X, \theta) \) will need to be evaluated for millions or billions of \( Y_i \) values stored in a database, in response to a query \( X \). For this reason, evaluating \( P(Y_i|X, \theta) \) needs to be very, very fast. Without a careful choice of the various distribution functions to allow for a fast, closed-form evaluation of \( P(Y_i|X, \theta) \), search will not be practical.

To ensure that we are able to have a closed-form evaluation of this function, we begin by expanding the function using Bayes’ rule:

\[
\int_{Z} P(Y|Z, \theta)P(Z|X, \theta)dZ \approx P(Y|\theta) \int_{Z} \frac{P(Z|X, \theta)P(Y|\theta)}{P(Z|\theta)}dZ
\]

It can be shown that as long as all of the distribution functions within the integral \( \{P(Z|X, \theta), P(Z|Y, \theta), \text{ and } P(Z|\theta)\} \) are multivariate Gaussian, this can be integrated analytically, with very little computational cost\(^2\). For example, assume \( Z \) is scalar-valued\(^3\) and assume the mean and variance of \( P(Z|X, \theta) \) evaluate to \( \mu_X \) and \( \sigma_X^2 \), respectively. These can be computed one time before search begins, once the query is issued. Also assume that the mean and variance of \( P(Z|Y, \theta) \) evaluate to \( \mu_Y \) and \( \sigma_Y^2 \), respectively. These can be computed off-line, during database preparation, and stored in the database along with the programs to be searched.

Let \( a_X = -(2\sigma_X^2)^{-1} \) and define \( a_Y \) similarly. Likewise, let \( b_X = \mu_X\sigma_X^{-2} \) and define \( b_Y \) similarly. Finally we let \( P(Z|\theta) \) be unit multivariate Normal. Then we have:

\[
\log P(Y_i|X, \theta) = \log P(Y_i|\theta) + \frac{1}{2} \log \left( \frac{-2a_Xa_Y}{a_X + a_Y + 1/2} \right) + \frac{b_X^2}{4a_X} + \frac{b_Y^2}{4a_Y} - \frac{(b_X + b_Y)^2}{4(a_X + a_Y + 1/2)}
\]

Except for the quantity \( \log P(Y_i|\theta) \), this is all trivial to evaluate quickly, at search time, and so it is computationally efficient to check \( \log P(Y_i|X, \theta) \) for each \( Y_i \) in the database as long as we have pre-computed and stored three values:

1. The term \( \log P(Y_i|\theta) \), which measures the bias towards returning a particular program, can be computed offline via Monte Carlo integration over the latent variable \( Z \), using \( P(Z|Y_i, \theta) \) as a proposal distribution for importance sampling\(^4\).
2. The mean and variance of \( P(Z|Y_i, \theta) \). In the univariate case, these will be scalar values, and in the multivariate case these will be vector-valued (assuming a diagonal covariance matrix for \( P(Z|Y_i, \theta) \), as we will assume subsequently).

Together, these values constitute \( Y_i \). In parallel across multiple compute nodes, CODEC stores the set of programs \( D_{\text{search}} = \{Y_i, \text{Prog}_i\}_{i=1,...,n} \). In response to a query context \( X \), the few \( \text{Prog} \) values for which \( Y_i = \alpha(\text{Prog}_i) \) maximizes \( \log P(Y_i|X, \theta) \) are returned to the user.

8 Distribution Families Used

So far, we have not committed to any particular distribution functions, other than stating that our basic statistical model, as shown in Figure 3 and stating that for practical reasons—we want the per-program computation time to be tiny during search—we will desire each of \( P(Z|\theta), P(Z|X, \theta) \) and

\(^2\)Intuitively, this is not surprising, as the Gaussian distribution is simply an exponentiated quadratic function, and every exponentiated quadratic function is a Gaussian distribution, up to a constant factor. Hence, multiplying and dividing Gaussian distribution functions results in an exponentiated quadratic function, which is then also a Gaussian distribution function, up to a constant factor. Integrating over any distribution function results in a value of one, leaving only the constant factor. If we can compute that constant analytically, there is no need to integrate.

\(^3\)An extension to multiple dimensions is straightforward, and a full derivation as well as the multivariate extension is skipped here due to space constraints, but will be given in the full version of the paper.
$P(Z|Y, \theta)$ to be multivariate Gaussian. In this section, we discuss each of these distributions in more detail.

**The prior on $Z$:** $P(Z|\theta)$. Ensuring that $P(Z|\theta)$ is multivariate Gaussian is easy; since $Z$ is a latent variable, we simply define $Z \sim \text{Normal}(0, 1)$.

$Z$ conditioned on the sketch: $P(Z|Y, \theta)$. Unfortunately, marrying the natural set of conditional dependencies depicted in Figure 3 with the desire for computational efficiency is not easy for the other distribution functions. In particular, ensuring Normality for $P(Z|Y, \theta)$ is, practically speaking, not possible. Since a given $Y$ is a complex, tree-valued object (a set of recursive rule firings in a grammar) we wish to use a state-of-the-art neural tree decoder to realize $P(Y|Z, \theta)$. Several are available \cite{48, 46, 21}: we use a top-down tree LSTM \cite{56} to realize $P(Y|Z, \theta)$. However, using such a decoder almost assuredly means that $P(Z|Y, \theta)$ is not Gaussian. As we describe in the next section of the paper, we address this by using variational methods \cite{19} to simultaneously learn a Gaussian approximation $Q(Z|Y, \theta)$ for $P(Z|Y, \theta)$, and to force $P(Z|Y, \theta)$ to be approximately Gaussian. $Q(Z|Y, \theta)$ can then be used in place of $P(Z|Y, \theta)$ to ensure fast search. We call $Q(Z|Y, \theta)$ a “reverse encoder” for a compiled program $Y$, as it reverses the generative process to encode the program. In our implementation, $Q(Z|Y, \theta)$ is realized as a neural tree encoder \cite{56}, that is used to encode $Y$ into a mean vector and covariance matrix of a Gaussian distribution.

$Z$ conditioned on the context: $P(Z|X, \theta)$. This situation is a bit different. We could also use variational methods to allow for a Gaussian approximation to $P(Z|X, \theta)$, but instead we borrow the formulation from \cite{38} to ensure that $P(Z|X, \theta)$ is Gaussian, at least under certain restricted circumstances.

Specifically, we assume that the context $X$ is partitioned into a set of different sets of evidences, according to the type of evidence. Let $X_{j,k}$ refer to the $k$th instance of the $j$th type of evidence in $X$. Various possible types of evidence are discussed in Section 5.1 and include: class variable types, other method signatures, documentation, etc. Assume a neural function $f_{j,\theta}$ for the $j$th evidence type that maps some representation of the evidence to some location in $\mathbb{R}^m$. Then let:

$$P(X|Z, \theta) = \prod_{j,k} \text{Normal}(f_{j,\theta}(X_{j,k})|Z, \mathbf{0}_j^2)$$

Effectively, we assume that the encoded location of each piece of evidence has been sampled from a normal distribution with mean $Z$. Each evidence is sampled using a different variance. Higher variance corresponds to an evidence that is less closely related with the functionality of the code fragment being searched for.

If each mapping function is one-to-one and onto, then from Normal-Normal conjugacy, it follows that $\cite{38}:

$$P(Z|X, \theta) = \mathcal{N}(Z|\frac{\sum_{j,k} \sigma_j^{-2} f_{j,\theta}(X_{j,k})}{1 + \sum_j |X_j| \sigma_j^{-2}}, \frac{1}{1 + \sum_j |X_j| \sigma_j^{-2}})$$

Here, $|X_j|$ refers to the size of the $j$th subset of evidence.

Note that Normal-Normal conjugacy will not hold if some mapping function is not one-to-one and onto. In practice, this will not hold. As an example, we may employ a bidirectional RNN \cite{44} to encode English text in a JavaDoc comment into $\mathbb{R}^m$; such a function will not be one-to-one and onto. Still, in practice things seem to work well, and intuitively the fact that the function is not one-to-one and onto may only be a problem if different evidences tend to be mapped to the same point in $\mathbb{R}^m$, which seems not to happen in practice. As intimated above, an alternative is to instead resort to a variational approximation for $P(Z|X, \theta)$ as well as $P(Z|Y, \theta)$, at the cost of making the learning problem somewhat more complex.

9 Training the Model

We now wish to derive a tractable learning problem that will allow us to learn the model from data, and simultaneously realize two goals. First, we wish to make sure that the reverse encoder $Q(Z|Y)$ is a reasonable proxy for $P(Z|Y)$, and to force $P(Z|Y, \theta)$ to be approximately Gaussian. $Q(Z|Y, \theta)$ can then be used in place of $P(Z|Y, \theta)$ to ensure fast search. We call $Q(Z|Y, \theta)$ a “reverse encoder” for a compiled program $Y$, as it reverses the generative process to encode the program. In our implementation, $Q(Z|Y, \theta)$ is realized as a neural tree encoder \cite{56}, that is used to encode $Y$ into a mean vector and covariance matrix of a Gaussian distribution.

For each evidence $Z$, we wish to ensure that the log-likelihood of our data set is maximized. That is, that $\sum_{j} \log P(Y_j|X_j, \theta)$ has a large value. The methods we use to do this are related to those employed by variational autoencoders \cite{19} or conditional variational autoencoders \cite{47}. In the remainder of this section, we again drop the set of model parameters $\theta$ when convenient to simplify the presentation.

To begin our derivation, we note that we want the so-called “reverse encoder” $Q(Z|Y)$ to closely match the true posterior $P(Z|Y)$ for $Y \sim P(Y)$. We can ensure this by minimizing the KL divergence between them. We begin our derivation of the learning problem by expanding this KL divergence. For a given $Y$:

$$D_{KL}(Q(Z|Y)||P(Z|Y)) = \int_{Z} Q(Z|Y) \left[ \log Q(Z|Y) - \log P(Z|Y) \right] dZ$$

Note that $P(Z|Y)$ cannot be evaluated directly, as it is not one of the three distributions defined in the previous section. Hence, we expand it using Bayes’ Rule:

$$D_{KL}(Q(Z|Y)||P(Z|Y)) = \int_{Z} Q(Z|Y) \times \left[ \log Q(Z|Y) - \log P(Y|Z) \right]
\times \log P(Y) + \int_{Z} Q(Z|Y) \times \left[ \log Q(Z|Y) - \log P(Y|Z) \right] dZ$$

Expanding this further we have:

$$D_{KL}(Q(Z|Y)||P(Z|Y)) = \log P(Y) + \int_{Z} Q(Z|Y) \times \left[ \log Q(Z|Y) - \log P(Z|X) \right]
\times \log P(Y) + \int_{Z} Q(Z|Y) \times \left[ \log Q(Z|Y) - \log P(Z|X) \right] dZ$$
This implies that if we maximize the expected value of the RHS of the above approximation with respect to $(X,Y) \sim D_{trn}$ we will simultaneously perform a maximum likelihood estimation (maximizing the data log-likelihood $\log P(Y)$) and maximize the quality of the reverse encoder $Q(Z|Y)$ by making it a good approximation for $P(Z|Y)$. Then, in the end, to learn the model, we choose $\theta$ so as to maximize the following:

$$E_{(X,Y) \sim D_{trn}} \left[ - D_{KL}(Q(Z|Y)||P(Z|X)) - D_{KL}(P(Z|X)||P(Z)) + \int_Z P(Z|X) \log P(Y|Z)dZ \right]$$

This is easily possible via gradient descent. We sample $(X,Y)$ pairs from $D_{trn}$, and for each pair, take a gradient step to minimize the value of the expression. Fortunately, since each $Q(Z|Y)$, $P(Z|X)$, and $P(Z)$ are all multivariate Gaussian, there is a closed form for the pairwise KL divergence between them for which the gradient is easily computed using a platform such as TensorFlow.

One more complicated issue is computing the gradient of $\int_Z P(Z|X) \log P(Y|Z)dZ$. Note that this can be re-written as $E_{(Z \sim P(Z|X))} \log P(Y|Z)$. Maximization of this quantity is amenable to the standard “reparameterization trick” [19] used when training variational autoencoders. That is, we may sample $Z$ from a standard Normal distribution, and then push the transformations represented by $P(Z|X, \theta)$ and $Q(Z|Y, \theta)$ into the quantity we are taking the expectation of, in order to back-propagate through the transformations.

Finally, we re-visit our assumption that $\frac{Q(Z|Y)}{P(Z|X)} \approx 1$. While not guaranteed, the argument for the validity of this simplifying assumption rests on the fact that the resulting maximization problem explicitly attempts to minimize the KL divergence term $D_{KL}(Q(Z|Y)||P(Z|X))$ for $(X,Y) \sim D_{trn}$. As this divergence is minimized during learning, the approximation will become increasingly valid.

10 Evaluation

In this section, we describe an empirical study designed to evaluate the quality of the CODEC system. There are three parts to our experimental study.

In the first, we perform a quantitative study where “holes” are created in a large number of real-life programs, downloaded from GitHub, by removing a method body from each program. The method bodies are then mixed into a large database of method bodies, and we measure CODEC’s ability to retrieve the correct method body from the database.

In the second, we perform a qualitative user study where we ask 13 programmers to rate the quality of the results returned by CODEC and a number of competitive methods.

In the third, we examine the speedup realized by our so-called “reverse encoder,” that enables a fast, analytic approximation to the likelihood that each program was generated by the search context.

10.1 Quantitative Study

10.1.1 Experimental Setup

Data used. We collect all of the public, licensed projects available in Github [3]. This is a total of 8.71M java files. We use the Eclipse Java DOM Driver [2] to extract abstract syntax trees for a total of 27.9M methods with at-least one API call to the Java JDK. Out of these, we trained our statistical model (as well as the competitive models described below) on 2.32M randomly-sampled Java files, amounting to 6.7M methods. 21M Java methods were extracted from the remaining 6.39M files, and the methods extracted were indexed using the learned model.

Model training details. The latent space occupied by $(Z)$ in our implementation is 256 dimensions. We used a batch-size of 512 data points (methods) during training and a learning rate 0.0001 for the Adam gradient descent algorithm [28]. Our deep model was trained on top of Tensorflow [6] using an Amazon EC2 p2.xlarge machine powered with an NVIDIA K80 GPU. Training required 200 hours. The entire set of 27.9M
Java methods were indexed and put into a database system [57] supporting fast, parallel retrieval.

**Competitive methods.** We compare CODEC with three baseline methods. The first two are CodeHow [33] and Deep Code Search [22]. Both of these methods were developed to support code search using natural language. CodeHow finds programs based on keyword matching, using API understanding to reformulate the query for higher accuracy. We modify CodeHow to use keywords from method headers (types, formal parameter names, method names) along with JavaDoc comments. Deep Code Search encodes the JavaDoc and the program (represented as a triplet of method name, sequence of API calls and keywords) into a shared latent space and attempts to minimize the cosine distance between them. We also implement a non-probabilistic version of CODEC that uses the same encoders for various evidences as CODEC, encoding the entire context as a weighted average of the various evidences. This non-probabilistic version uses the same neural architecture as CODEC’s reverse encoder to encode the sketch into the latent space, and attempts to maximize the cosine similarity between the encoded context and the encoded sketch.

**Retrieval task.** We test each method using a set of 100 retrieval tasks. To construct a task, we randomly select a Java file having at least two method bodies from among the 6.4M Java files not used for training. The files selected represent a wide variety of Java applications, from computer networking to simple file I/O. We remove a random method body containing JavaDoc documentation from the file, and use the context in the remainder of the file to power search using the four different search techniques. The search is considered to be accurate if one or more method bodies that is “equivalent” to the removed-and-searched-for method body are among the top search results returned.

**Measuring “equivalence.”** Defining the notion of two codes being equivalent to one another is not straightforward. Determining if two codes produce the same output on all inputs is, in general, undecidable, and a real-life, GitHub-derived Java corpus presents many challenges. For example, a popular code may be replicated any times during its lifetime on GitHub, and those copies may all be present in our corpus, tracking the development of the code. If the retrieval task returns an older version of the correct method, it is unclear whether this is “equivalent.”

In the end, we came up with four different definitions of method equivalence, each of which we examine experimentally: (1) *API match*; two codes are equivalent if two use the same set of JDK API calls. (2) *Sequence match*; two codes are equivalent if the sets of all possible sequences of API calls, extracted using symbolic execution, are the same. (3) *Sketch match*; two codes are equivalent if decompilation into a Sketch program (see Section 5.2), results in the same code. (4) *Exact match*; two programs are considered to be equivalent if the Java parse tree for the entire method body, including the method header, matches exactly.

**Measuring search accuracy.** We also consider multiple ways in which these various definitions of equivalence can be used to measure search accuracy; some of our ideas follow related work [22]. We consider three metrics. For each metric, a larger value means higher accuracy. Two metrics are based off of the notion of FRank; for a particular search query $q$, FRank$_q$ is the smallest rank at which the user finds a code equivalent to the desired result. Given this, our metrics are (1) $\text{SuccessRate@}K$, and (2) $\text{Precision@}K$.
which estimates the probability of finding the intended result within a pre-defined rank $K$:

$$\text{SuccessRate}_K = \frac{1}{Q} \sum_{q} [ I( \text{FRank}_q \leq K)] .$$

Here, $I$ accepts a boolean value and returns one if it is true, zero if false. (2) $\text{Precision}_K$, which estimates the fraction of the top $K$ results that are correct. Let $\text{Prog}_q$ be the method body that we are searching for in query $q$, and let $\text{Prog}_{q,k}$ denote the $k$th method body returned for query $q$. Then:

$$\text{Precision}_K = \frac{1}{KQ} \sum_{q} \sum_{k} [ I( \text{Prog}_{q} \equiv \text{Prog}_{q,k})]$$

(3) MRR or Mean Reciprocal Ratio, which is simply the average inverse FRank:

$$\text{MRR} = \frac{1}{Q} \sum_{q} \frac{1}{\text{FRank}_q}.$$ 

### 10.1.2 Results and Discussion

Results for each of the four equivalence metrics - SuccessRate@1, SuccessRate@10, Precision@10, and MRR, for each of the four search methods tested, are shown in Table 3. The results suggest that, if the correct method body is available, using CODEC we can expect to obtain an exact match 11% of the time. We feel that this is a quite impressive result, given that CODEC is able to select the correct method body from among 27.9M candidate methods, using only contextual information as well as the JavaDoc comment. The chance of obtaining a “correct” program increases to 23% if success is measured in terms of returning a code that can produce the same set of API call sequences, and to 27% if success is measured in terms of obtaining a program with the same set of API calls.

It is interesting that the competitive methods fared so poorly compared to CODEC. No other search methodology had a non-zero exact-match success rate for the top result returned. But even beyond exact-match, CODEC dominates all other methods, over all of the various metrics.

### How useful is external context?

In a sense, it may not be surprising that CODEC outperforms both CodeHow and Deep Code Search, as both of these are natural-language based, and hence they focus mostly on the JavaDoc comments (though as described, we did try to augment these methods to take into account contextual information as well, at least in a cursory manner). However, it turns out that the explanation for why CODEC has much higher accuracy is not as simple as “it uses more information to power search.” To examine this, we repeated the experiment using only contextual information external to the method we are searching for (that is, no JavaDoc, and no header for the method being searched for). We then added in JavaDoc comments, the method header, and continued to add information about the internals of the method, such as the API calls present (those internals are not used in the results of Table 3). Results are shown in Figure 7. What we find is that although context and the method header do seem to add significantly to the search quality, unless one uses method internals, JavaDoc comments provide for the bulk of the accuracy. Note that JavaDoc comments are available to all competitive methods.

### Comparison with non-probabilistic CODEC.

The results so far suggest that the presence of more data is not the only reason for CODEC’s success. To dive deeper into this, we consider in detail how CODEC compares with its non-probabilistic version. It may be quite surprising how useless the non-probabilistic version of CODEC was, given that both methods used the same neural encoders for program context as well as for the program sketch. Going into our experiments, we suspected that the regularization provided by the prior on $Z$ would be useful; because $Z$ is not known during training, any $Z$ value in a neighborhood must have a reasonable likelihood of decoding into the correct sketch $Y$. Intuitively, this will force programs that are embedded close to one another to have a reasonable similarity in terms of sketch syntax, as they must share likely $Z$ values. This should help boost generalization ability, and hence accuracy. In comparison, the non-probabilistic version of CODEC simply attempts to co-locate embedded sketches and context, which may result in very weak generalization ability. However, we did not anticipate the extent to which this distinction was crucial.

To examine this in a bit more detail, we randomly selected 10,000 methods and encoded the sketch for each of the methods into the latent space using the learned reverse encoder for CODEC, as well as the equivalent encoder for the non-probabilistic version of CODEC. We then clustered those 10,000 embeddings for both CODEC and its non-probabilistic equivalent using $k$-means, with $k = 10$. For each cluster, we measured the average Jaccard similarity of the API calls made by the methods within the cluster to the calls made by the methods within the other clusters.

As shown in Figure 8, what we find is that the methods within the clusters formed by CODEC show much greater similarity compared to the clusters formed by its non-probabilistic version. The self-similarity within each cluster tops out at around 16% for the non-probabilistic version, whereas it tops out at around 24% for CODEC. This provides strong evidence that the embeddings learned by CODEC are high-quality precisely because of CODEC’s probabilistic, synthesis-based interpretation of code search.

### 10.2 Qualitative User Study

Clearly, CODEC demonstrates utility when a method body is removed, and a search methodology is able to find the method body (or an equivalent method body) in a database of millions of alternatives. However, in reality a correct method body is not typically available in a database, and questions of how useful
a returned code is, is likely best answered by human programmers. Thus, we conducted a user study where programmers were asked to grade the utility of the programs returned by the various methods.

10.2.1 Experimental Setup

Search problems tested. We constructed a set of 15, carefully created search problems, as shown in Table 2. Each search problem consists of a well-documented, hand-written class with two or more methods; where one of the method bodies is missing.

Volunteers and rating instructions. We recruited 13 volunteers to rate search results. Each volunteer was a Rice Computer Science graduate student, and could be described as an expert programmer.

For each search task, and for each of the four competitive methods tested, each volunteer was shown the top three search results. Each volunteer was asked to develop his/her own interpretation of search result quality by examining the incomplete Java class. This amounted to 60 search result rating tasks in all, per volunteer. The complete set of rating tasks was designed to be completed in one hour, but volunteers were not given a time limit.

With the relevance score gathered from the volunteers, we designed a bootstrap based pairwise hypothesis testing [20] with a test statistic comparing the ratings given by a user for predictions on the same problem from different algorithms.

Statistical analysis. An average search result rating was computed for each of the four methods, across each of the 15 search problems $\times$ 13 volunteer $= 195$ search results.

We were also interested in the statistical significance of comparisons of the average ratings across search methodologies: If one method has a higher rating on average, is the difference statistically significant? To answer this question, we consider a null hypothesis of the following form. For two search methods $A$ and $B$, define:

$$H_{A,B}^0 = \text{"The average score for search strategy } A \text{ is worse than the score for search strategy } B."$$

Our goal is to see if we can reject this null hypothesis for various combinations of $A$ and $B$. Unfortunately, our experimental setup is rather complex, as there are two sources of variability in our experimental setup: (1) the set of participants chosen, as well as (2) the set of search tasks selected. With a different set of participants and a different set of search tasks, we may have
obtained different results. Hence, a classical statistical test such as a t-test is not directly applicable, as it assumes the ratings are sampled (identically and independently distributed) from a single population. In our case, this assumption does not hold as the scores obtained by a single volunteer are conditioned upon the volunteer selected.

Hence, we use a bootstrap-based method \cite{20} to attempt to reject the null hypothesis. For a particular pair of search methods, we re-sample with replacement from among the volunteers, and we re-sample with replacement from among the rating tasks, and compute the mean score. If $A$ has a better average than $B$, then for that re-sampled data set instance, the null hypothesis has been rejected. This process is repeated many times, and the fraction of the time that the null hypothesis is not rejected is the $p$-value of the test.

10.2.2 Results and Discussion

Across all rating tasks and volunteers, we see that CODEC receives an average rating of 3.89, Deep-Code search and CodeHow receive an average rating of 2.81 and 2.53 respectively, while the non-probabilistic version of CODEC receives a 1.71.

Qualitatively, it seems that these results show a very large spread, with CODEC more than a full rating point higher than Deep-Code search and CodeHow, and the non-probabilistic version of CODEC a full rating point behind Deep-Code search.

We would venture to say that for a real code-search application, we ran the latter using the NVIDIA V100 Tensor Core GPU which expectedly will be quite expensive as this probability calculation makes use of a tree-based, recurrent neural network.

Each sample requires a probability calculation, \( P(Y_i|X_i, \theta) \) for a particular sketch \( Y_i \), analytically, using a closed-form formula. This is crucial as it allows a large database to be searched quickly.

To perform the evaluation, we first consider a reasonable baseline: Monte-Carlo (MC) simulation. The obvious, MC method for evaluating \( P(Y_i|X_i, \theta) \) and estimating this value, is to draw \( N \) samples from \( P(Z|X, \theta) \), and then use the estimator \( \hat{P}(Y_i|X_i, \theta) \approx \frac{1}{N} \sum_{j=1}^{N} P(Y_i|Z_j, \theta) \). Note that each sample requires a probability calculation, \( P(Y_i|Z_j, \theta) \), which expectedly will be quite expensive as this probability calculation makes use of a tree-based, recurrent neural network.

To compare the analytic calculation with the MC simulation, we ran the latter using the NVIDIA V100 Tensor Core GPU on an Amazon AWS p3.xlarge instance. The former was implemented on a single virtual CPU on the same type of machine; this implementation was able to compute \( P(Y_i|X_i, \theta) \) for approximately \( 2.2 \times 10^5 \) Java methods per second. Over a number of \( P(Y_i|X_i, \theta) \) calculations, we computed the ratio of the time taken to perform this computation using MC with the time taken to compute it analytically.

Results are plotted in Figure 6, where ratio of the MC time to the analytic time is shown as a function of the number of MC iterations computed. We find that after around 30 MC iterations, the Jaccard similarity between the top 100 sketches returned by both computations for an arbitrary query converges to a value of 0.91, and that further MC iterations do not increase this similarity (at this point, the mean co-efficient of variation for the MC estimate is around 1\%). This indicates that running 30 MC iterations is a good rule-of-thumb for the MC approach, at least for our database. At this point the MC method is around \( \sim 2000 \) times slower than the analytic computation.

11 Conclusions

We have proposed the problem of contextualized code search, where a database of code fragments is searched for a match to a query composed of various evidences extracted from the surrounding program. The benefit of contextualized code search compared to other code search methods is that search happens “for free” using the surrounding context; the user need not specify the parameters for search. We have proposed a general, probabilistic framework that allows the inclusion of various types and modes of evidences (sets of types that appear in the surrounding code, lists of formal parameters, English comments, etc.). Virtually any evidence can be used, as long as a suitable encoder for the evidence can be developed. A key technical innovation is the learning of a “reverse encoder” that allows for fast search, by allowing the framework to pre-compute a simple, closed-form version of the posterior on the latent location of a code; this posterior allows for very fast search at query time. We have shown that the resulting search engine gives high-quality results.
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