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Abstract. We consider the nonlinear Schrödinger equation in three space dimensions with a focusing cubic nonlinearity and defocusing quintic nonlinearity and in the presence of an external inverse-square potential. We establish scattering in the region of the mass-energy plane where the virial functional is guaranteed to be positive. Our result parallels the scattering result of [10] in the setting of the standard cubic-quintic NLS.

1. Introduction

We consider the long-time behavior of solutions to the cubic-quintic nonlinear Schrödinger equation with an inverse-square potential:

\[ \begin{cases} (i\partial_t - L_a)u = -|u|^2u + |u|^4u, \\ u|_{t=0} = u_0 \in H^1(\mathbb{R}^3). \end{cases} \] (NLS\(_a\))

Here \( u : \mathbb{R} \times \mathbb{R}^3 \to \mathbb{C} \), and the operator \( L_a = -\Delta + a|x|^{-2} \) is defined via the Friedrichs extension with domain \( C_0^\infty(\mathbb{R}^3 \setminus \{0\}) \). We restrict to \( a > -\frac{1}{4} \), which (by the sharp Hardy inequality) guarantees positivity of \( L_a \) and the equivalence

\[ \|u\|_{H^1} \sim \|u\|_{H^1_a} := \|\sqrt{L_a} u\|_{L^2}. \] (1.1)

The equation (NLS\(_a\)) has two conserved quantities, namely, the mass and energy:

\[ M(u) = \int_{\mathbb{R}^3} |u|^2 \, dx \quad \text{and} \quad E_a(u) = \int_{\mathbb{R}^3} \frac{1}{2} |\nabla u|^2 + \frac{a}{2|x|^2} |u|^2 - \frac{1}{4} |u|^4 + \frac{1}{6} |u|^6 \, dx. \]

By (1.1) and Sobolev embedding, we see that \( M(u_0), |E_a(u_0)| < \infty \) if \( u_0 \in H^1 \).

Our interest in this work is in scattering for solutions \( u \) to (NLS\(_a\)), which means that

\[ \lim_{t \to \pm \infty} \|u(t) - e^{-itL_a} u_{\pm}\|_{H^1} = 0 \quad \text{for some} \quad u_{\pm} \in H^1. \] (1.2)

A thorough investigation of the scattering problem for the 3d cubic-quintic NLS without external potential, i.e.

\[ (i\partial_t + \Delta)u = -|u|^2u + |u|^4u, \] (1.3)

was previously carried out in [10]. In particular, scattering was established in the region of the mass-energy plane in which the virial functional (cf. (1.4) below) is guaranteed to be positive. This region was further extended in [8], still relying on the virial identity in a fundamental way. Our goal in this work is to initiate the study of the effect of an external potential on the dynamics of solutions for the cubic-quintic model. Our main result is analogous to that of [10], establishing scattering in the region in the mass-energy plane where the virial functional is positive.
While \((\text{NLS}_a)\) is globally well-posed in \(H^1\) (see Theorem 2.6), we do not expect scattering to hold for arbitrary \(H^1\) data. Indeed, in the case of an attractive potential \(\{a < 0\}\), we can construct a family of solitary wave solutions as optimizers for certain Gagliardo–Nirenberg–Hölder inequalities (see (1.6) below). Our main result instead proves scattering in the region of the mass–energy plane in which the \textit{virial functional}

\[
V_a(f) := \|f\|_{L_x^2}^2 + \|f\|_{L_x^{10}}^6 - \frac{3}{4}\|f\|_{L_x^4}^4
\]

is guaranteed to be positive. To make this precise, we first introduce the quantity

\[
E_a(m) := \inf\{E_{a\wedge 0}(f) : f \in H^1(\mathbb{R}^3), M(f) = m \text{ and } V_{a\wedge 0}(f) = 0\},
\]

where \(a \wedge b := \min\{a, b\}\). We then define the region \(K_a \subset \mathbb{R}^2\)

\[
K_a := \{(m, e) : 0 < m < M(Q_{1,a\wedge 0}) \text{ and } 0 < e < E_a(m)\},
\]

where \(Q_{1,a\wedge 0}\) is an optimizer of (1.6) with \(\alpha = 1\) (see Section 3.1). By Corollary 3.3 below, we may also write \(M(Q_{1,a\wedge 0}) = \left(\frac{\alpha}{3}\right)^2 C_{1,a\wedge 0},\) where \(C_{\alpha,a}\) denotes the sharp constant in (1.6).

Our main result is the following theorem. We note that the lower bound on \(a\) arises in the local theory for the equation (see e.g. [6]).

\textbf{Theorem 1.1.} Assume \(a > -\frac{1}{4} + \frac{\sqrt{5}}{4}\). Let \(u_0 \in H^1(\mathbb{R}^3)\) satisfy \((M(u_0), E_a(u_0)) \in K_a\). Then the corresponding solution \(u\) of \((\text{NLS}_a)\) with initial data \(u_0\) is global and satisfies

\[
\|u\|_{L_t^6(L_x^6(\mathbb{R}^3))} \leq C(M(u_0), E_a(u_0)).
\]

In particular, the solution scatters in \(H^1(\mathbb{R}^3)\) in the sense of (1.2).

Theorem 1.1 parallels the scattering result obtained in [10] for the standard cubic-quintic equation. As in [10], we can give a more precise description of the scattering region. To do so, we first introduce the following sharp \(\alpha\)-Gagliardo–Nirenberg–Hölder inequality:

\[
\|f\|_{L_x^4}^4 \leq C_{\alpha,a}\|f\|_{L_x^2}\|f\|_{H_x^{\frac{1}{2}}}^\alpha\|f\|_{L_x^6}^{\frac{6-\alpha}{2}}, \quad \alpha \in (0, \infty).
\]  

The optimization problem for (1.6) leads to the stationary problem

\[
\mathcal{L}_a Q_{\alpha,a} + Q_{\alpha,a}^5 - Q_{\alpha,a}^3 + \omega Q_{\alpha,a} = 0.
\]

If this problem admits a solution \(Q_{\alpha,a}\), then we obtain a (nonscattering) solution to \((\text{NLS}_a)\) given by \(u(t) = e^{i\omega t}Q_{\alpha,a}\). We will prove that optimizers for (1.6) exist when \(a \leq 0\), while for \(a > 0\) we obtain \(C_{\alpha,a} = C_{0,0}\) but equality is never attained. Denoting by \(Q_{1,a\wedge 0}\) any optimizer of (1.6) with \(\alpha = 1\), we then have the following:

(i) For \(a > -\frac{1}{4}\) we have the inclusion \(K_a \subseteq K_0\) (see Corollary 3.8). Moreover, by definition, \(K_a = K_0\) for \(a \geq 0\).

(ii) We set

\[
S_a(x) := \frac{1}{\sqrt{2}} Q_{1,a\wedge 0}(\frac{\sqrt{a}}{2} x).
\]

Direct calculation shows that

\[
M(S_a) < M(Q_{1,a\wedge 0}), \quad V_{a\wedge 0}(S_a) = 0, \text{ and } E_{a\wedge 0}(S_a) > 0.
\]

Then \(E_a(\cdot)\) satisfies:

\[
E_a(m) \begin{cases}
= \infty & m \in (0, M(S_a)), \\
\in [0, E_{a\wedge 0}(S_a)] & m \in [M(S_a), M(Q_{1,a\wedge 0})], \\
= 0 & m = M(Q_{1,a\wedge 0})
\end{cases}
\]

and \(E_a\) is strictly decreasing and lower semicontinuous on the interval \([M(S_a), M(Q_{1,a\wedge 0})]\) (see Theorem 3.6).
We may depict the region $\mathcal{K}_a$ in the following figure:

![Figure 1. Mass/Energy Plane](image)

As mentioned above, Theorem 1.1 is an analogue of the main scattering result in [10]. Accordingly, much of what we do parallels the overall argument in [10], utilizing various results from [6, 7, 9] as well. In order to minimize replication of existing results, we have opted to omit certain proofs throughout the paper, directing the reader instead to the appropriate results in the works just cited. In particular, this allows us to focus attention on the parts of the argument where new ideas are needed.

Our choice of the inverse-square potential was motivated by several factors. First, the tools needed for the analysis (e.g. Strichartz estimates, well-posedness and stability theory, Littlewood–Paley theory adapted to $L^a$, concentration-compactness tools, and more) have already been established for this model (see e.g. [3, 6, 7]). Indeed, these tools have been applied in several instances in the case of a single power nonlinearity (see e.g. [6, 9, 12–14, 16]). In fact, a large-data scattering theory for the underlying quintic equation (obtained in [6]) is a necessary ingredient for the present work, as we explain below. Much of the success in treating large-data problems for the NLS with an inverse-square potential is due to the fact that in this case, the potential shares the same scaling as the Laplacian. This ultimately manifests in the ability to derive virial identities and estimates that parallel the case of NLS without potential. A final appealing feature of working with an inverse-square potential is that we may consider the effect of both attractive and repulsive potentials simply by varying the sign of the coupling constant.

The proof of Theorem 1.1 follows the concentration-compactness approach, based on an induction scheme in the mass-energy plane analogous to that in [10]. The key components of the proof are therefore (i) the variational analysis needed to define and describe the region in the mass-energy plane corresponding to positive virial and (ii) the construction of a minimal blowup solution (under the assumption that Theorem 1.1 fails). With such a solution in hand, we reach a contradiction by an application of the localized virial argument.

An interesting aspect of the analysis arises in step (ii) above. In this step, one is interested in obtaining compactness for a sequence of initial data corresponding to solutions with diverging space-time norms. The key to precluding dichotomy is to argue by contradiction and then develop a ‘nonlinear profile decomposition’ for the sequence of solutions. This, in turn, requires the construction of scattering solutions to $\text{(NLS}_a\text{)}$ corresponding to each profile appearing in the linear profile decomposition for the data. However, these profiles may be parametrized by non-trivial scaling and translation parameters, while both the scaling and translation symmetries are broken in the model (NLS$_a$). Thus, as has already been observed in works such as [6, 10], the key to constructing the nonlinear profiles is to appeal
to the stability theory, using solutions to suitable ‘limiting’ model equations as approximate solutions to the full equation. In the setting of \((\text{NLS}_a)\), we found that we must contend with three distinct scenarios:

- For unit-scale profiles centered far from the origin, we approximate with solutions to the standard cubic-quintic NLS without potential \((1.3)\), relying on the scattering result of \([10]\) and the fact that \(K_a \subset K_0\).
- For small-scale profiles centered near the origin, we approximate with solutions to the quintic NLS with inverse-square potential \((2.2)\), relying on the scattering result of \([6]\).
- For small-scale profiles centered far from the origin (relative to their length scale), we approximate with solutions to the standard quintic NLS without potential \((2.1)\), relying on the scattering result of \([5]\).

Roughly speaking, we see that at small scales the cubic nonlinearity may be neglected, while far from the origin the potential may be neglected. For more details, see Proposition 4.6.

In \([8]\), the authors additionally succeeded in proving scattering for the model \((1.3)\) in an open neighborhood of \(K_0\). In particular, this neighborhood contains any part of the boundary that is not represented by a solitary wave; it also yields a strictly larger mass threshold for scattering (without any constraint on the energy). It is natural to consider the analogous problem in the present setting, at least in the case \(a < 0\) (when solitary waves are present). Presently, however, certain ingredients are missing (e.g. uniqueness of ground states for the underlying stationary problem) that ultimately leave an analogous result mostly out of reach. Thus, we have opted to leave the investigation of scattering beyond the region \(K_a\) for a future work. Similarly, the behavior near the boundary of \(K_a\) in the regime \(a > 0\) is an interesting direction for future investigation.

The rest of this paper is organized as follows:

- In Section 2, we set up some notation and collect some preliminary lemmas. This includes some well-posedness and stability results for \((\text{NLS}_a)\).
- In Section 3, we study the problem of the existence of optimizers for the \(\alpha\)-Gagliardo–Nirenberg–Hölder inequality. In particular, we study the variational problem for \(\mathcal{E}_a(m)\) introduced above and prove the properties of \(K_a\) described above.
- In Section 4, we carry out the construction of minimal blowup solutions under the assumption that Theorem 1.1 fails.
- In Section 5 we use the localized virial argument to preclude the possibility of minimal blowup solutions, thus completing the proof of Theorem 1.1.
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2. Preliminaries

We write \(A \lesssim B\) or \(A = O(B)\) when \(A \leq CB\) for some \(C > 0\). If \(A \lesssim B \lesssim A\) we write \(A \sim B\). We write \(a \wedge b = \min\{a, b\}\). For a function \(u : I \times \mathbb{R}^3 \to \mathbb{C}\) we use the notation

\[
\|u\|_{L^q_t L^r_x(I \times \mathbb{R}^3)} = \|\|u(t)\|_{L^r_x(\mathbb{R}^3)}\|_{L^q_t(I)}
\]

with \(1 \leq q \leq r \leq \infty\). When \(q = r\) we abbreviate \(L^q_t L^r_x\) by \(L^q_x\).

We define the Sobolev spaces associated with \(\mathcal{L}_a\) via

\[
\|f\|_{\dot{H}^{s,a}_p(\mathbb{R}^3)} = \|(\mathcal{L}_a)\hat{f}\|_{L^p_x(\mathbb{R}^3)} \quad \text{and} \quad \|f\|_{\dot{H}^{s,a}_{p'}(\mathbb{R}^3)} = \|(1 + \mathcal{L}_a)\hat{f}\|_{L^{p'}_x(\mathbb{R}^3)}.
\]

We abbreviate \(\dot{H}^s(\mathbb{R}^3) = \dot{H}^{0,s}_2(\mathbb{R}^3)\) and \(H^s(\mathbb{R}^3) = H^{s,2}_a(\mathbb{R}^3)\). Given \(p \in [1, \infty]\), we let \(p' \in [1, \infty]\) denote the Hölder dual of \(p\).
To state the results that follow, it is also convenient to define
\[ \rho := \frac{d-2}{2} \left( \frac{d-2}{2} + a \right)^{\frac{1}{2}} \quad \text{and} \quad q_0 := \begin{cases} \infty & \text{if } a \geq 0, \\ \frac{d}{p} & \text{if } \left( \frac{d-2}{2} \right)^2 \leq a < 0. \end{cases} \]

The following lemma from [7] summarizes the situation regarding equivalence of Sobolev spaces:

**Lemma 2.1.** Fix \( d \geq 3, \ a \geq \left( \frac{d-2}{2} \right)^2 \) and \( 0 < s < 2 \). If \( 1 < p < \infty \) satisfies \( \frac{d+1}{p} < \frac{1}{p} < \min \{ 1, \frac{d-2}{2} \} \), then

\[ \| (-\Delta)^{\frac{s}{2}} f \|_{L^p_{\sigma}} \lesssim \| \mathcal{L}_{\alpha}^s f \|_{L^p_{\sigma}} \quad \text{for } f \in C_c^\infty(\mathbb{R}^d \setminus \{0\}). \]

If \( \max \{ \frac{d}{p}, \frac{\sigma}{d} \} < \frac{1}{p} < \min \{ 1, \frac{d-2}{2} \} \), then

\[ \| \mathcal{L}_{\alpha}^s f \|_{L^p_{\sigma}} \lesssim \| (-\Delta)^{\frac{s}{2}} f \|_{L^p_{\sigma}} \quad \text{for } f \in C_c^\infty(\mathbb{R}^d \setminus \{0\}). \]

In particular, if \( a > -\frac{1}{4} + \frac{1}{2s} \), then

\[ \| \mathcal{L}_{\alpha}^s f \|_{L^p_{\sigma}} \sim \| (-\Delta)^{\frac{s}{2}} f \|_{L^p_{\sigma}} \quad \text{for all } \frac{d}{p} \leq p \leq \frac{2d}{d-2}. \]

We will need some Littlewood–Paley theory adapted to \( \mathcal{L}_{\alpha} \) (as developed in [7]). Let \( \phi \in C_c^\infty(\mathbb{R}^3) \) be a smooth positive radial function obeying \( \phi(x) = 1 \) if \( |x| \leq 1 \) and \( \phi(x) = 0 \) if \( |x| \geq \frac{1}{10} \). For \( N \in 2^\mathbb{Z} \), we define

\[ \phi_N(x) := \phi(x/N) \quad \text{and} \quad \psi_N(x) = \phi_N(x) - \phi_{N/2}(x). \]

We define the Littlewood-Paley projections

\[ f_{\leq N} := P_{\leq N}^\alpha f := \phi_N(\sqrt{\mathcal{L}_{\alpha}}), \quad f_N := P_N^\alpha f := \psi_N(\sqrt{\mathcal{L}_{\alpha}}), \quad \text{and} \quad f_{> N} := P_{> N}^\alpha f := (I - P_N^\alpha) f. \]

The Littlewood-Paley projections obey the following estimates.

**Lemma 2.2** ([Bernstein inequalities, [7]].) Let \( s \in \mathbb{R} \). For \( q'_0 < q \leq r < q \) and \( f : \mathbb{R}^d \to \mathbb{C} \) we have

\[ \| P_N^\alpha f \|_{L^r_\sigma} \lesssim N^{\frac{d}{r} - \frac{s}{2}} \| P_N^\alpha f \|_{L^q_\sigma}, \]

\[ \| P_{\geq N}^\alpha f \|_{L^r_\sigma} \lesssim N^{-s} \| P_N^\alpha f \|_{L^q_\sigma}, \]

\[ N^\| \| P_N^\alpha f \|_{L^r_\sigma} \sim \| \mathcal{L}_{\alpha}^s f \|_{L^q_\sigma}. \]

**Lemma 2.3** ([Square function estimate, [7]].) Let \( 0 \leq s < 2 \) and \( q'_0 < r < q_0 \). Then we have

\[ \left\| \left( \sum_{N \in 2^\mathbb{Z}} |N^{2s} |P_N^\alpha f|^2 \right)^{\frac{1}{2}} \right\|_{L^r_\sigma} \sim \| \mathcal{L}_{\alpha}^s f \|_{L^q_\sigma}. \]

We also import the following local smoothing result for the propagator \( e^{-it\mathcal{L}_{\alpha}} \); see [6, Corollary 2.9]. This result is used precisely once in the paper, namely, to control an error term in an approximate solution in the construction of minimal blowup solutions (see (4.70)).

**Lemma 2.4.** Let \( a > -\frac{1}{4} + \frac{1}{2s} \). Given \( \phi \in \dot{H}_x^1(\mathbb{R}^3), \)

\[ \| \nabla e^{-it\mathcal{L}_{\alpha}} \phi \|_{L^1_t L^\infty_x \langle (\tau - T, \tau + T) \times \{ |x - z| \leq R \} \rangle} \lesssim \begin{aligned} & \frac{T^{\frac{1}{4}} R^{\frac{1}{4}}}{|z|^2} \| e^{-it\mathcal{L}_{\alpha}} \phi \|_{L^1_{t,x}(\mathbb{R} \times \mathbb{R}^3)} \| \phi \|_{\dot{H}_x^1} \quad \\ & + \frac{T^{\frac{1}{4}} R^{\frac{1}{4}}}{|z|^2} \| e^{-it\mathcal{L}_{\alpha}} \phi \|_{L^1_{t,x}(\mathbb{R} \times \mathbb{R}^3)} \| \phi \|_{\dot{H}_x^1} \end{aligned} \]

uniformly in \( \phi \) and the parameters \( R, T > 0, \ z \in \mathbb{R}^3 \) and \( \tau \in \mathbb{R} \).

Finally, we have the following global-in-time Strichartz estimates.
Lemma 2.5 (Strichartz estimates, [3]). Fix $a > -\frac{1}{2}$. Then the solution $u$ of $(i\partial_t - L_a)u = F$ on an interval $I \ni t_0$ obeys
$$\|u\|_{L_t^q L_x^r(I \times \mathbb{R}^3)} \lesssim \|u(t_0)\|_{L_x^2} + \|F\|_{L_t^{\tilde{q}'} L_x^{\tilde{r}'}(I \times \mathbb{R}^3)},$$
where $2 \leq \tilde{q}, \tilde{r} \leq \infty$ with $\frac{2}{\tilde{q}} + \frac{3}{\tilde{r}} = \frac{2}{q} + \frac{3}{r} = \frac{3}{2}$ and $(q, \tilde{q}) \neq (2, 2)$.

Throughout the paper we use the notation:
$$S_a^a(I) = L_t^2 H_a^6 \cap L_t^6 H_a^4(I \times \mathbb{R}^3) \quad \text{and} \quad \dot{S}_a^a(I) = L_t^2 \dot{H}_a^6 \cap L_t^6 \dot{H}_a^4(I \times \mathbb{R}^3).$$

2.1. Global well-posedness and stability. In this section we present the well-posedness theory for $(\text{NLS}_a)$ in the space $H^1_a$. First, we have the following global well-posedness result:

Theorem 2.6 (Global well-posedness). Given $a > -\frac{1}{4} + \frac{1}{25}$ and $u_0 \in H^1_a(\mathbb{R}^3)$, the corresponding solution $u \in C(I; H^1_a) \cap C(I; \dot{H}^1_a)$ of $(\text{NLS}_a)$ exists globally in time. Moreover, we have the conservation of energy and mass, i.e.
$$E_a(u(t)) \equiv E_a(u_0) \quad \text{and} \quad M(u(t)) \equiv M(u_0) \quad \text{for all} \ t \in \mathbb{R}.$$

The corresponding result for the standard cubic-quintic NLS may be found in [17]. The ingredients needed there are:

(i) global well-posedness for the defocusing $3d$ quintic NLS
$$(i\partial_t + \Delta)u = |u|^4u \quad (\text{2.1})$$
(cf. [2, 5, 11]),

(ii) a stability-type result (referred to as ‘good local well-posedness’ in [17]), and

(iii) a priori $\dot{H}^1$ bounds.

Theorem 2.6 follows from the fact that we have all of these ingredients in the present setting as well. In particular, the analogue of (i) was established in [6]. We state the result as follows:

Theorem 2.7 (Scattering for the quintic NLS with inverse-square potential). Given $a > -\frac{1}{4} + \frac{1}{25}$ and $u_0 \in \dot{H}^1_a(\mathbb{R}^3)$ there exists a unique global solution $u \in C(\mathbb{R}; \dot{H}^1_a(\mathbb{R}^3))$ to
$$\begin{cases}
(i\partial_t - L_a)u = |u|^4u, & (t,x) \in \mathbb{R} \times \mathbb{R}^3, \\
u(0) = u_0 \in \dot{H}^1_a(\mathbb{R}^3).
\end{cases} \quad (\text{2.2})$$

Furthermore, we have the following space-time bound
$$\int_\mathbb{R} \int_{\mathbb{R}^3} |u(t,x)|^{10} \, dx \, dt \leq C(\|u_0\|_{\dot{H}^1}).$$

Remark 2.8. By Theorem 2.7 and persistence of regularity, one can show that the global solution $u$ in Theorem 2.7 satisfies
$$\|\mathcal{L}_a^4 u\|_{L_t^2 L_x^6(\mathbb{R} \times \mathbb{R}^3)} \leq C(\|L_a^2 u_0\|_{L_x^2}).$$

For all admissible pairs $\frac{2}{q} + \frac{3}{r} = \frac{3}{2}$ with $2 < q \leq \infty$. Moreover, if $u(0) = u_0 \in H^1_a(\mathbb{R}^3)$, the we also have
$$\|u\|_{L_t^6 L_x^q(\mathbb{R} \times \mathbb{R}^3)} \leq C(\|u_0\|_{L_x^q}).$$

Given Theorem 2.7 and the Strichartz estimates adapted to the inverse-square potential (cf. Lemma 2.5), the arguments of [17] apply equally well to establish the analogue of (ii) in the setting of $(\text{NLS}_a)$. Finally, the kinetic energy control follows as in [17] as well. In particular, one observes that by Young’s inequality,
$$\frac{1}{2}|u|^4 \leq \frac{1}{2}|u|^2 + \frac{1}{5}|u|^5, \quad \text{so that} \quad \frac{1}{2}\|u(t)\|_{\dot{H}^1}^2 \leq E_a(u) + \frac{1}{5}M(u).$$
uniformly over the lifespan of \( u \), yielding (iii).

In addition to global well-posedness in \( H^1 \), we will need a following results establishing scattering in \( H^1 \) for sufficiently small initial data, along with a persistence of regularity result and a stability result. All of these are analogues of results in [10, Section 6]. As the proofs rely primarily on Strichartz estimates, which are readily available in the setting of the inverse-square potential, we omit them here.

**Proposition 2.9** (Small data scattering). Let \( a > -\frac{1}{4} + \frac{1}{25} \) and \( u_0 \in H^1_a(\mathbb{R}^3) \). There exists \( \delta > 0 \) such that if \( \|u_0\|_{H^1} < \delta \), then the corresponding solution \( u \) of (NLS\(_a\)) is global and scatters, with

\[
\|u\|_{L^1_{t0}(\mathbb{R} \times \mathbb{R}^3)} \lesssim \|\sqrt{L_a}u_0\|_{L^2(\mathbb{R}^3)}.
\]

**Remark 2.10** (Persistence of regularity). Suppose that \( u : \mathbb{R} \times \mathbb{R}^3 \to \mathbb{C} \) is a solution to (NLS\(_a\)) such that \( S := \|u\|_{L^1_{t0}(\mathbb{R} \times \mathbb{R}^3)} < \infty \). Then for \( t_0 \in \mathbb{R} \) we have

\[
\|u\|_{S^0(\mathbb{R})} \leq C(S, M(u_0))\|u(t_0)\|_{L^2(\mathbb{R}^3)},
\]

\[
\|u\|_{L^1_{t0}(\mathbb{R} \times \mathbb{R}^3)} \leq C(S, M(u_0))\|u(t_0)\|_{H^1(\mathbb{R}^3)}.
\]

**Lemma 2.11** (Stability). Fix \( a > -\frac{1}{4} + \frac{1}{25} \). Let \( I \subset \mathbb{R} \) be a time interval containing \( t_0 \) and let \( \tilde{u} \) satisfy

\[
(i\partial_t - L_a)\tilde{u} = -|\tilde{u}|^2\tilde{u} + |\tilde{u}|^4\tilde{u} + \varepsilon, \quad \tilde{u}(0) = \tilde{u}_0
\]
on \( I \times \mathbb{R}^3 \) for some \( \varepsilon : I \times \mathbb{R}^3 \to \mathbb{C} \). Assume the conditions

\[
\|\tilde{u}\|_{L^\infty_{t0}H^1(I \times \mathbb{R}^3)} \leq E \quad \text{and} \quad \|\tilde{u}\|_{L^1_{t0}(I \times \mathbb{R}^3)} \leq L
\]
for some \( E, L > 0 \). Let \( t_0 \in I \) and \( u_0 \in H^1_a(\mathbb{R}^3) \) such that \( \|u_0\|_{L^2} \leq M \) for some positive constant \( M \). Assume also the smallness conditions

\[
\|u_0 - \tilde{u}_0\|_{H^1_a} \leq \varepsilon \quad \text{and} \quad \|\sqrt{L_a}\varepsilon\|_{\dot{S}^{\frac{1}{2}}(I)} \leq \varepsilon,
\]
for some \( 0 < \varepsilon < \varepsilon_0 = \varepsilon_0(A, L, M) > 0 \), where

\[
N(I) = L^1_tL^2_t(I \times \mathbb{R}^3) + L^2_tL^\frac{2}{3}_t(I \times \mathbb{R}^3) + L^\frac{4}{3}_tL^\frac{10}{3}_t(I \times \mathbb{R}^3).
\]
Then there exists a unique global solution \( u \) to Cauchy problem (NLS\(_a\)) with initial data \( u_0 \) at the time \( t = t_0 \) satisfying

\[
\|u - \tilde{u}\|_{S^1(I)} \leq (C(E, L, M)\varepsilon \quad \text{and} \quad \|u\|_{\dot{S}^{\frac{1}{2}}(I)} \leq C(E, L, M)\varepsilon.
\]

Moreover,

if \( \|u_0 - \tilde{u}_0\|_{H^1_a} + \|\nabla\varepsilon\|_{\dot{S}^{\frac{1}{2}}(I)} < \varepsilon \), then \( \|u - \tilde{u}\|_{\dot{S}^{\frac{1}{2}}(I)} \leq C(E, L, M)\varepsilon \).

3. Variational analysis

3.1. **Sharp Gagliardo–Nirenberg–Hölder inequality.** In this section, we consider the following \( \alpha \)-Gagliardo-Nirenberg-Hölder inequality:

\[
\|f\|_{L^d} \leq C_{\alpha,a}\|f\|_{L^2}\|f\|_{\dot{H}^1_a}^{\frac{2\alpha}{d}}\|f\|_{L^\infty}^{\frac{2(2\alpha - d)}{d}}.
\]

We prove the following:

**Theorem 3.1.** Let \( \alpha \in (0, \infty) \) and \( a > -\frac{1}{4} \). Define

\[
C_{\alpha,a}^{-1} := \inf_{f \in H^1_a \backslash \{0\}} \frac{\|f\|_{L^d}\|f\|_{\dot{H}^1_a}^{\frac{2\alpha}{d}}\|f\|_{L^\infty}^{\frac{2(2\alpha - d)}{d}}}{\|f\|_{L^2}^{\alpha}}.
\]

Then \( C_{\alpha,a} \in (0, \infty) \) and the following statements hold.
(i) Assume \( a \leq 0 \). Then the infimum \((3.2)\) is attained by a function \( Q_{a,a} \in H^1_a \setminus \{0\} \), which is a non-negative, radial solution of the stationary problem

\[
L_a Q_{a,a} + \Delta Q_{a,a} - Q_{a,a}^3 + \omega Q_{a,a} = 0
\]

for some \( \omega \in (0, \frac{3\alpha}{16(1 + \alpha)}) \). Furthermore, \( Q_{a,a} \) satisfies the identity

\[
\|Q_{a,a}\|^4_{L^6} = \alpha \|Q_{a,a}\|^2_{H^1_a}.
\]

(ii) Assume \( a > 0 \). Then \( C_{a,a} = C_{0,a} \) but the infimum \((3.2)\) is never attained.

Proof. Sobolev embedding and Lemma 2.1 immediately yield \( C_{a,a} \leq 0 \).

First take \( a \leq 0 \). Following [10], we introduce the functional

\[
J_a(f) = \frac{\|f\|_{L^2}^{1 \alpha} \|f\|_{L^6}^{2 \alpha}}{\|f\|_{L^4}^{2 \alpha}}
\]

and take a minimizing sequence \( \{f_n\}_n \in H^1_a \) with

\[
\lim_{n \to \infty} J_a(f_n) = C_{a,a}^{-1}.
\]

By Schwartz symmetrization (and the condition \( a \leq 0 \)), we can assume that each \( f_n \) is nonnegative and radially decreasing. By scaling, we may assume \( \|f_n\|_{L^2} = 1 \) and \( \|f_n\|_{H^1_a} = 1 \) for all \( n \in \mathbb{N} \), so that \( \{f_n\} \) is bounded in \( H^1_{\text{rad}} \). Thus, there exists \( f_* \in H^1_a \) such that (up to a subsequence) \( f_n \rightharpoonup f_* \) strongly in \( L^6 \) and \( f_n \to f_* \) weakly in \( H^1_a \) and \( L^6 \) as \( n \to \infty \).

We next observe that

\[
C_{a,a}^{-1} = \lim_{n \to \infty} J_a(f_n) = \lim_{n \to \infty} \frac{\|f_n\|_{L^2}^{1 \alpha} \|f_n\|_{L^6}^{2 \alpha}}{\|f_n\|_{L^4}^{2 \alpha}} \geq \lim_{n \to \infty} \frac{\|f_n\|_{L^2}^{1 \alpha} \|f_n\|_{L^6}^{2 \alpha}}{\|f_n\|_{L^4}^{2 \alpha}} = \lim_{n \to \infty} \|f_n\|_{L^4}^{2 \alpha} = \|f_*\|_{L^4}^{2 \alpha},
\]

yielding \( f_* \neq 0 \). Moreover, as \( f_n \rightharpoonup f_* \) weakly in \( L^6 \) and \( f_n \to f_* \) strongly in \( L^4 \),

\[
C_{a,a}^{-1} \leq J_a(f_*) \leq \frac{\|f_*\|_{L^2}^{1 \alpha}}{\|f_*\|_{L^4}^{2 \alpha}} \leq \lim_{n \to \infty} J_a(f_n) = C_{a,a}^{-1}.
\]

Thus \( f_* \) is a minimizer, with \( \|f_*\|_{L^2} = \|f_*\|_{H^1_a} = 1 \) and \( f_n \to f_* \) strongly in \( H^1_a \).

In particular, \( f_* \) is a solution to the Euler–Lagrange equation

\[
\frac{d}{d\varepsilon} J_a(f_* + \varepsilon \varphi) \bigg|_{\varepsilon = 0} = 0, \quad \text{for all } \varphi \in C^\infty_0 (\mathbb{R}^3),
\]

which implies that \( f_* \) satisfies the elliptic equation

\[
L_a f_* + \frac{\alpha}{\|f_*\|_4^4} f_*^5 - \frac{4(1 + \alpha)}{3 \|f_*\|_4^4} f_*^3 + \frac{1 + \alpha}{3} f_* = 0.
\]

We now set \( Q_{a,a}(x) = \lambda^{-1} f_*(\mu^{-1} x) \), where

\[
\lambda^2 = \frac{4(1 + \alpha)}{3 \|f_*\|_4^4} \|f_*\|_6^6 \quad \text{and} \quad \mu^2 = \frac{16(1 + \alpha)^2}{9 \|f_*\|_4^4} \|f_*\|_6^6,
\]

so that \( Q_{a,a} \) solves \((3.3)\) with

\[
\omega = \frac{3 \alpha}{16(1 + \alpha)} \|f_*\|_4^4 > 0.
\]

Using the Hölder inequality \( \|f_*\|_4^4 \leq \|f_*\|_{L^6} \|f_*\|_6^6 = \|f_*\|_{L^6}^2 \) we deduce that \( \omega \in (0, 3\alpha/16(1 + \alpha)) \). Finally, it follows from straightforward calculations that

\[
\frac{\|Q_{a,a}\|^2_{H^1_a}}{\|Q_{a,a}\|^2_{H^1_a}} = \frac{\mu^2 \|f_*\|_6^6}{\lambda^2 \|f_*\|_6^6} = \alpha,
\]
which completes the proof of part (i) of theorem.

We turn now to part (ii) and so assume \( a > 0 \). Let us show that \( J_a \) has no minimizer when \( a > 0 \). Since \( a > 0 \), it is clear that

\[
\|f\|_{L^4}^4 \leq C_{\alpha,0}\|f\|_{L^2}\|f\|_{\dot{H}^1_0}^{\frac{2}{3}}\|f\|_{L^6}^{\frac{4}{3}},
\]

(3.4)

for all \( f \in H^1 \setminus \{0\} \). This implies that \( C_{\alpha,a} \leq C_{\alpha,0} \). On the other hand, consider a sequence \( \{x_n\}_{n \in \mathbb{N}} \) such that \( |x_n| \to \infty \). As

\[
\lim_{n \to \infty} \|Q_{\alpha,0}(\cdot - x_n)\|_{H^1_a} = \|Q_{\alpha,0}\|_{H^1},
\]

(cf. (4.4) below), it follows that

\[
\lim_{n \to \infty} J_a(Q_{\alpha,0}(\cdot - x_n)) = J_0(Q_{\alpha,0}) = C_{\alpha,0}^{-1},
\]

(3.5)

that is, \( C_{\alpha,0} \leq C_{\alpha,a} \). Therefore \( C_{\alpha,0} = C_{\alpha,a} \). Finally, (3.4) and (3.5) implies that the infimum \( C_{\alpha,a} \) is never attained. This completes the proof of theorem. \( \square \)

**Remark 3.2.** If \( \varphi \in H^1_a \setminus \{0\} \) satisfies the elliptic equation (3.3) for some \( \omega \in \mathbb{C} \), then the following Pohozaev identities hold:

\[
\|\varphi\|_{H^1_a}^2 + \|\varphi\|_{L^6}^6 - \|\varphi\|_{L^4}^4 + \omega\|\varphi\|_{L^2}^2 = 0,
\]

(3.6)

\[
\frac{1}{\beta}\|\varphi\|_{H^1_a}^2 + \frac{8}{15}\|\varphi\|_{L^6}^6 - \frac{1}{4}\|\varphi\|_{L^4}^4 + \frac{2}{3}\|\varphi\|_{L^2}^2 = 0.
\]

(3.7)

Indeed, to obtain (3.6), we multiply (3.3) by \( \bar{\varphi} \) and integrate over \( \mathbb{R}^3 \). Similarly, multiplying (3.3) by \( x \cdot \nabla \varphi \) and integrating leads to (3.7).

Using these identities, we can deduce that

\[
\omega \in (0, \frac{1}{16}).
\]

Indeed, combining (3.6) and (3.7) we obtain \( \|\varphi\|_{L^4}^4 = 4\omega\|\varphi\|_{L^2}^2 \). This implies that \( \omega > 0 \). On the other hand, if \( \omega \geq \frac{1}{16} \), then \( \frac{8}{15}x^6 - \frac{1}{4}x^4 + \frac{2}{3}x^2 \geq 0 \) for all \( x \). In this case (3.7) yields the contradiction \( \varphi \equiv 0 \).

**Corollary 3.3** (The sharp constant \( C_{\alpha,a} \)). For \( a \leq 0 \), the sharp constant \( C_{\alpha,a} \) in the \( \alpha \)-Gagliardo-Nirenberg-Hölder inequality (1.6) is given by

\[
C_{\alpha,a} = \frac{4(1 + \alpha)}{3\alpha^{\frac{1}{1+\alpha}}} \|Q_{\alpha,a}\|_{H^1_a}^{\frac{2}{3}} \|Q_{\alpha,a}\|_{L^2},
\]

(3.8)

where \( Q_{\alpha,a} \) is the optimizer given in Theorem 3.1(i).

**Proof.** Combining the Pohozaev identities (3.6) and (3.7) we obtain

\[
\|Q_{\alpha,a}\|_{L^4}^4 = \frac{8}{7}(1 + \alpha)\|Q_{\alpha,a}\|_{H^1_a}^2.
\]

(3.9)

As \( \|Q_{\alpha,a}\|_{L^6}^6 = \alpha\|Q_{\alpha,a}\|_{H^1_a}^2 \), it follows that

\[
C_{\alpha,a} = \frac{1}{J_a(Q_{\alpha,a})} = \frac{\|Q_{\alpha,a}\|_{L^2}^2}{\|Q_{\alpha,a}\|_{L^2}^2} = \frac{\|Q_{\alpha,a}\|_{L^4}^4}{\|Q_{\alpha,a}\|_{L^2}^2} = \frac{4(1 + \alpha)}{3\alpha^{\frac{1}{1+\alpha}}} \|Q_{\alpha,a}\|_{H^1_a}^{\frac{2}{3}} \|Q_{\alpha,a}\|_{L^2}.
\]

\( \square \)

**Remark 3.4.** We have \( C_{1, a}^{-1} \leq C_{1, 0}^{-1} \) for any \( a \in (-\frac{1}{4}, 0] \). In particular, from (3.8) we see that

\[
\|Q_{1,a}\|_{L^2} = \frac{8}{7}C_{1,a}^{-1} \leq \frac{8}{7}C_{1,0}^{-1} = \|Q_{1,0}\|_{L^2}.
\]
3.2. Variational analysis. Throughout the rest of the paper, we let \(Q_{1,a,\lambda_0}\) denote an optimizer of (3.2) given in Theorem 3.1(i) with \(\alpha = 1\). Noting that (3.9) implies 
\[
\|Q_{1,a,\lambda_0}\|_{L^4}^6 = \frac{3}{2}\|Q_{1,a,\lambda_0}\|_{L^6}^6
\]
and recalling 
\[
\|Q_{1,a,\lambda_0}\|_{L^6}^6 = \|Q_{1,a,\lambda_0}\|_{H^s}^6,
\]
we observe that 
\[
E_{a,\lambda_0}(Q_{1,a,\lambda_0}) = \frac{1}{2}\|Q_{1,a,\lambda_0}\|_{H^s}^2 - \frac{1}{2}\|Q_{1,a,\lambda_0}\|_{L^4}^4 + \frac{1}{6}\|Q_{1,a,\lambda_0}\|_{L^6}^6 = 0.
\]
To begin the analysis, we define 
\[
d_a(m) := \inf \left\{ E_{a,\lambda_0}(f) : f \in H^1(\mathbb{R}^3), M(f) = m \right\},
\]
\[
m_* := \sup \left\{ m > 0 : d_a(m) = 0 \right\}.
\]
We then have the following:

**Proposition 3.5.** Let \(a > -\frac{1}{2}\) and \(\alpha \in (0, \infty)\).

(i) Assume \(0 \leq m \leq M(Q_{1,a,\lambda_0})\). Then \(d_a(m) = 0\).

(ii) Assume \(m > M(Q_{1,a,\lambda_0})\). Then \(d_a(m) < 0\). In particular, \(m_* = M(Q_{1,a,\lambda_0})\).

(iii) The infimum function \(d_a : [0, \infty) \to \mathbb{R}\) is continuous, non-increasing and non-positive on \([0, \infty)\). Moreover, if \(m \geq M(Q_{1,a,\lambda_0})\), then the variational problem (3.10) is well-defined and 
\[
d_a(m) = E_{a,\lambda_0}(f_*)\quad \text{for some } f_* \in H^1(\mathbb{R}^3).
\]

**Proof.** For (i), we note that \(d_a(m) \leq 0\) for \(m \geq 0\). Indeed, the functions 
\[
g_a(x) := s^2 g(sx) \quad \text{obey } M(g_a) = 2\|g\|_{H^s}^2
\]
\[
E_{a,\lambda_0}(g_a) = \frac{s^2}{2}\|g\|_{H^s}^2 - \frac{s^4}{4}\|g\|_{L^4}^4 + \frac{s^6}{6}\|g\|_{L^6}^6 \to 0 \quad \text{as } s \to 0,
\]
yielding \(d_a(m) \leq 0\). Moreover, by the \((\alpha = 1)\)-Gagliardo-Nirenberg inequality (3.1) and (3.8) we have 
\[
\|f\|_{L^4}^4 \leq \left( \frac{2}{M(F)} \right)^{\frac{1}{2}} \|f\|_{H^s}^2 \|f\|_{L^6}^6.
\]
Thus, by Young’s inequality, we obtain 
\[
E_{a,\lambda_0}(f) \geq \frac{1}{2}\|f\|_{H^s}^2 + \frac{1}{4}\|f\|_{L^6}^6 - \frac{1}{4} \left( \frac{M(a)}{M(Q_{1,a,\lambda_0})} \right)^\frac{1}{2} \|f\|_{H^s}^2 \|f\|_{L^6}^6
\]
\[
\geq \left[ 1 - \left( \frac{M(a)}{M(Q_{1,a,\lambda_0})} \right)^\frac{1}{2} \right] \left( \frac{1}{2}\|f\|_{H^s}^2 + \frac{1}{6}\|f\|_{L^6}^6 \right).
\]
This yields \(E_{a,\lambda_0}(f) \geq 0\) when \(0 \leq M(f) \leq M(Q_{1,a,\lambda_0})\), which implies (i).

We turn to (ii). First note that \(E_{a,\lambda_0}(Q_{1,a,\lambda_0}) = 0\) and (3.11) yield \(d(M(Q_{1,a,\lambda_0})) = 0\).

Next, suppose \(m > M(Q_{1,a,\lambda_0})\) and set 
\[
Q_{1,a,\lambda_0}^*(x) = s^{-\alpha} Q_{1,a,\lambda_0}(s^{-1} x), \quad \text{where } s^2 = m/M(Q_{1,a,\lambda_0}).
\]
Then \(s > 1\), \(M(Q_{1,a,\lambda_0}^*) = m\) and 
\[
E_{a,\lambda_0}(Q_{1,a,\lambda_0}^*) = E_{a,\lambda_0}(Q_{1,a,\lambda_0}) - \frac{(s-1)}{4}\|Q_{1,a,\lambda_0}\|_{L^4}^4 = -\frac{(s-1)}{4}\|Q_{1,a,\lambda_0}\|_{L^4}^4 < 0.
\]
Consequently, \(d_a(m) < 0\) when \(m > M(Q_{1,a,\lambda_0})\), which yields (ii).

Finally, we prove (iii). We first show that \(d_a(m)\) is non-increasing for \(m \geq 0\).

Given \(0 < m_1 < m_2\), we choose \(f \in H^1(\mathbb{R}^3)\) such that \(M(f) = m_1\). We define \(f^*(x) := s^{-\alpha} f(s^{-1} x)\) with \(s^2 = m_2/m_1\). By definition, \(s^2 > 1\), \(M(f^*) = m_2\), and 
\[
E_{a,\lambda_0}(f^*) = E_{a,\lambda_0}(f) - \frac{(s-1)}{4}\|f\|_{L^4}^4 < E_{a,\lambda_0}(f),
\]
yielding \(d_a(m_2) \leq d_a(m_1)\). We now show that the minimizer of \(d_a(m)\) is achieved for all \(m > M(Q_{1,a,\lambda_0})\). Let \(\{f_n\}_{n \in \mathbb{N}}\) be a minimizing sequence for \(d_a(m)\). Since 
\[
E_{a,\lambda_0}(f_n) + \frac{1}{2\alpha^2} M(f_n) = \frac{1}{2}\|f_n\|_{H^s}^2 + \frac{1}{6} \int_{\mathbb{R}^3} |f_n|^2 \left( |f_n|^2 - \frac{3}{4} \right)^2 \, dx,
\]
it follows that the sequence \( \{f_n\}_{n \in \mathbb{N}} \) is bounded in \( H^1 \). By Schwartz symmetrization, we can assume that \( \{f_n\}_{n \in \mathbb{N}} \) is radial for all \( n \). Thus there exists \( f_* \) such that (passing to a subsequence), we have \( f_n \) converges weakly to \( f_* \) in \( H^1 \) and \( L^6 \) and strongly in \( L^4 \). By weak lower-semicontinuity we see that

\[
E_{a \land 0}(f_*) \leq d_a(m) < 0 \quad \text{and} \quad M(f_*) \leq m.
\]

In particular \( f_* \neq 0 \). Moreover, if \( M(f_*) < m \), then the same argument given above shows that there exists \( g \in H^1 \) such that \( M(g) = m \) and

\[
d_a(m) \leq E_{a \land 0}(g) < E_{a \land 0}(f_*) \leq d_a(m)
\]

(cf. (3.12)), which is a contradiction. Thus we must have \( M(f_*) = m \) and

\[
E_{a \land 0}(f_*) = d_a(m).
\]

On the other hand, as mentioned above, \( d_a(m) \) is non-positive and non-increasing for \( m \geq 0 \). Finally, the continuity of \( d_a(m) \) follows as in the proof of [10, Theorem 4.1].

We now return to the variational problem defined in the introduction, namely,

\[
\mathcal{E}_a(m) := \inf \left\{ E_{a \land 0}(f) : f \in H^1(\mathbb{R}^3), \ M(f) = m \text{ and } V_{a \land 0}(f) = 0 \right\}, \tag{3.14}
\]

where \( V_a \) is the virial functional

\[
V_a(f) = \|f\|_{H^1}^2 + \|f\|_{L^6}^6 - \frac{1}{4}\|f\|_{L^4}^4.
\]

By definition, \( \mathcal{E}_a(m) = \infty \) when the set \( \{M(u) = m \text{ and } V_{a \land 0}(f) = 0\} \) is empty. We also recall the region \( \mathcal{K}_a \subset \mathbb{R}^2 \) given by

\[
\mathcal{K}_a := \{(m,e) : 0 < m < M(Q_{1,a \land 0}) \text{ and } 0 < e < \mathcal{E}_a(m)\}.
\]

Finally, we set \( S_a(x) := \frac{1}{\sqrt{2}}Q_{1,a \land 0}(\frac{x}{\sqrt{2}}) \).

**Theorem 3.6.** Let \( a > -\frac{1}{4} \) and \( f \in H^1 \). The following statements hold.

(i) If \( (M(f), E_a(f)) \in \mathcal{K}_a \), then \( V_{a \land 0}(f) > 0 \).

(ii) If \( 0 < m < M(S_a) \), then \( \mathcal{E}_a(m) = \infty \).

(iii) If \( M(S_a) \leq m < M(Q_{1,a \land 0}) \), then \( 0 < \mathcal{E}_a(m) < \infty \).

(iv) If \( m \geq M(Q_{1,a \land 0}) \), then \( \mathcal{E}_a(m) = d_a(m) \). In particular, \( \mathcal{E}_a(M(Q_{1,a \land 0})) = 0 \). Furthermore, the infimum \( \mathcal{E}_a(m) \) is achieved and the infimum function \( \mathcal{E}_a(m) \) is strictly decreasing and lower semicontinuous.

The proof relies on the following lemma, whose proof we omit, as it is essentially the same as that of [10, Lemmas 5.3 and 5.4].

**Lemma 3.7.** Let \( m > 0 \) and \( f \in H^1(\mathbb{R}^3) \setminus \{0\} \). Then:

a. Assume that \( V_{a \land 0}(f) < 0 \). Writing \( f^*(x) := s^2f(sx) \), there exists \( s > 1 \) such that \( V_{a \land 0}(f^*) = 0 \) and \( E_{a \land 0}(f^*) < E_{a \land 0}(f) \).

b. If \( f \) satisfies \( 0 < M(f) < m \) and \( V_{a \land 0}(f) = 0 \), then there exists \( f_* \in H^1(\mathbb{R}^3) \) such that

\[
M(f_*) = m, \quad E_{a \land 0}(f_*) \leq E_{a \land 0}(f) - \left( \frac{m-M(f)}{6m}\right) \|f\|_{H^1}^2, \quad \text{and} \quad V_{a \land 0}(f_*) = 0.
\]

**Proof of Theorem 3.6.**

(i) Consider \( f \in H^1(\mathbb{R}^3) \) such that \( (M(f), E_a(f)) \in \mathcal{K}_a \). By definition of the set \( \mathcal{K}_a \), it is clear that \( V_{a \land 0}(f) \neq 0 \). Suppose that \( V_{a \land 0}(f) < 0 \). From Lemma 3.7(a), we infer that there exists \( s > 1 \) such that

\[
M(f^*) = M(f), \quad V_{a \land 0}(f^*) = 0, \quad \text{and} \quad E_{a \land 0}(f^*) < E_{a \land 0}(f).
\]

In this case, by the definition of \( \mathcal{E}_a(m) \), we see that \( \mathcal{E}_a(m) < E_{a \land 0}(f) \leq E_a(f) \), which is impossible since \( (M(f), E_a(f)) \in \mathcal{K}_a \).
(ii) It suffices to show that no function obeys the constraints
\[ f \in H^1(\mathbb{R}^2), \quad M(f) = m, \quad \text{and} \quad V_{a\wedge 0}(f) = 0 \]
if \( 0 < m < M(S_a) \). To do this, we will express the sharp constant \( C_{1,a\wedge 0} \) in terms of the function \( S_a \). To this end, we first define

\[ \varphi^{r,b}(x) := rQ_{1,a\wedge 0}(bx), \quad r > 0, \quad b > 0. \quad (3.17) \]

Direct calculations show that
\[
\begin{align*}
\|\varphi^{r,b}\|^2_{H^1_a} &= r^2b^{-1}\|Q_{1,a\wedge 0}\|^2_{H^1_a}, \\
\|\varphi^{r,b}\|^2_{L^2} &= r^2b^{-3}\|Q_{1,a\wedge 0}\|^2_{L^2}, \\
\|\varphi^{r,b}\|^2_{L^6} &= r^6b^{-3}\|Q_{1,a\wedge 0}\|^6_{L^6}.
\end{align*}
\]  

(3.18)

In particular, from (3.9), we obtain

\[ V_{a\wedge 0}(\varphi^{r,b}) = \left( \frac{1}{r^2} + \frac{\alpha}{b^2} - 2\frac{\alpha^3}{b^6} \right) \|Q_{1,a\wedge 0}\|^2_{H^1_a}. \]

Now with \( r = \frac{1}{\sqrt{2}} \) and \( b = \frac{3}{2} \), we obtain
\[ M(S_a) = \frac{3}{4\sqrt{3}}M(Q_{1,a\wedge 0}) \quad \text{and} \quad V_{a\wedge 0}(S_a) = 0. \quad (3.19) \]

We also note that

\[ \|S_a\|^6_{L^6} = \frac{1}{2}\|S_a\|^2_{H^1_{a\wedge 0}} \quad \text{and} \quad \|S_a\|^4_{L^4} = \frac{3}{2}\|S_a\|^2_{H^1_{a\wedge 0}}. \quad (3.20) \]

Now, since the functional \( J_a \) (from proof of Theorem 3.1) is invariant under the scaling (3.17), it follows that \( S_a \) is a minimizer for the variational problem (3.2). Thus, by (3.20) we obtain

\[
C_{1,a\wedge 0} = \frac{\|S_a\|^4_{L^4}}{\|S_a\|_{L^2}\|S_a\|_{H^1_{a\wedge 0}}\|S_a\|^2_{L^6}} = \frac{4^2}{3^2}\frac{\|S_a\|^2_{H^1_{a\wedge 0}}}{\|S_a\|_{L^2}\|S_a\|_{H^1_{a\wedge 0}}\|S_a\|^2_{H^1_{a\wedge 0}}} = \frac{4^2}{3^2}\left( \frac{3^2}{\|S_a\|_{L^2}} \right) .
\]

By using Young’s inequality, we have

\[
\|f\|_{L^2} \leq C_{1,a\wedge 0}\|f\|_{L^2}\|f\|^\frac{3}{2}_{H^1_{a\wedge 0}}\|f\|^\frac{3}{2}_{L^6} \leq \frac{4^2}{3^2}\left( \frac{3^2}{\|S_a\|_{L^2}} \right) \|f\|_{L^2}\|f\|^\frac{3}{2}_{H^1_{a\wedge 0}}\|f\|^\frac{3}{2}_{L^6} \leq \frac{4}{3}\|f\|_{L^2}\|f\|^\frac{3}{2}_{H^1_{a\wedge 0}} + \|f\|^6_{L^6}. 
\]

(3.22)

From this we infer that

\[ V_{a\wedge 0}(f) > 0 \quad \text{whenever} \quad 0 < M(f) < M(S_a) \]

as claimed.

(iii) Assume \( M(S_a) \leq m < M(Q_{1,a\wedge 0}) \). Let \( f \in \{ M(u) = m \text{ and } V_{a\wedge 0}(u) = 0 \} \). Since \( V_{a\wedge 0}(f) = 0 \), by the \((\alpha = 1)\)-Gagliardo-Nirenberg-Hölder inequality (3.1), it follows that

\[ \|f\|^2_{H^1_{a\wedge 0}} \leq \frac{3}{4}\|f\|^4_{L^4} - \|f\|^6_{L^6} \leq \|f\|^3_{H^1_{a\wedge 0}}\|f\|_{L^2}, \]

and hence

\[ \|f\|_{H^1_{a\wedge 0}}\|f\|_{L^2} \gtrsim 1. \quad (3.23) \]
Next, estimating as we did for (3.11), we obtain
\[ E_{a \neq 0}(f) \geq \frac{3}{6} \| f \|_{H^2_{a,0}}^2 + \frac{1}{6} \| f \|_{L^6}^6 - \frac{3}{4} \left( \frac{m(0)}{M(Q_{1,a,0})} \right)^{\frac{2}{3}} \| f \|_{H^2_{a,0}}^2 \| f \|_{L^6}^6 \]
\[ \geq \left[ 1 - \left( \frac{m(0)}{M(Q_{1,a,0})} \right)^{\frac{2}{3}} \right] \left\{ \frac{1}{6} \| f \|_{H^2_{a,0}}^2 + \frac{1}{6} \| f \|_{L^6}^6 \right\} \]
\[ \geq \left[ 1 - \left( \frac{m(0)}{M(Q_{1,a,0})} \right)^{\frac{2}{3}} \right] [M(f)]^{-1}. \] (3.24)

Taking the infimum on the set \{M(u) = m and V_{a \neq 0}(u) = 0\} we infer that \(E_a(m) > 0\). Finally, Lemma 3.7(b) (with \(f = S_a\)) implies that \(E_a(m) \leq E_{a \neq 0}(S_a)\) if \(M(S_a) \leq M(f)\). This completes the proof of (iii).

(iv) We first show that \(E_a(m) = d_a(m)\) for \(m \geq M(Q_{1,a \neq 0})\). On one hand, it is clear that \(d_a(m) \leq E_a(m)\). On the other hand, by Proposition 3.5 we know that there exists \(f_n \in H^1\) with \(E_{a \neq 0}(f_n) = d_a(m)\) and \(M(f_n) = m\). We first observe that \(V_{a \neq 0}(f_n) = 0\). Indeed, \(f_n\) satisfies the elliptic equation (3.3) for some \(\omega > 0\), which implies by (3.6) and (3.7) that \(V_{a \neq 0}(f_n) = 0\) holds. Therefore, by definition, \(E_a(m) \leq E_{a \neq 0}(f_n) = d_a(m)\).

Next we will show that \(E_a(m)\) is strictly decreasing on \([M(S_a), M(Q_{1,a \neq 0})]\). Indeed, consider \(m_2 < m_1\) such that \(m_2, m_1 \in [M(S_a), M(Q_{1,a \neq 0})]\). Moreover, let \(\{f_n\}_{n \in \mathbb{N}}\) be a minimizing sequence for \(E_a(m_2)\). Then we have \(M(f_n) = m_2\), \(V_{a \neq 0}(f_n) = 0\) and \(E_{a \neq 0}(f_n) \rightarrow E_a(m_2)\). Since \(V_{a \neq 0}(f_n) = 0\), applying the same argument as above (see (3.23)) we see that there exists a constant \(C > 0\) (independent of \(n\)) such that \(\| f_n \|_{H^1}^2 \geq C/m_2\). Using Lemma 3.7(b) we obtain a sequence \(\{g_n\}_{n \in \mathbb{N}}\) such that \(V_{a \neq 0}(g_n) = 0\), \(M(g_n) = m_1\) and
\[ E_{a \neq 0}(g_n) \leq E_{a \neq 0}(f_n) - C\frac{m_1 - m_2}{6m_2^2}. \]

Since \(m_1 > m_2\), by the definition of \(E_a(m)\) we get \(E(m_1) < E(m_2)\).

On the other hand, by using the fact that \(E_a(m)\) is strictly decreasing on \([M(S_a), M(Q_{1,a \neq 0})]\), Lemma 3.7(b) and applying the argument in [10, Theorem 5.2], we can show that that the minimization problem \(E_a(m)\) is achieved for \(m \in [M(S_a), M(Q_{1,a \neq 0})]\). Finally, the proof of the lower semicontinuity of \(E_a(m)\) is also similar to that of [10, Theorem 5.2], and so we omit the details. This completes the proof of theorem.

Corollary 3.8 (Comparison of thresholds). Let \(a > -\frac{1}{4}\). Then we have the inclusion \(\mathcal{K}_a \subseteq \mathcal{K}_0\).

Proof. If \(a \geq 0\), then \(\mathcal{K}_a = \mathcal{K}_0\) by definition. If \(a < 0\), then by Remark 3.4 and (3.21) we have
\[ M(Q_{1,a}) \leq M(Q_{1,0}) \quad \text{and} \quad M(S_a) \leq M(S_0). \] (3.25)
Moreover, it is clear that \(E_a(m) \leq E_0(m)\) when \(m \in (0, M(S_0))\). Indeed, by Theorem 3.6(ii), we have \(E_0(m) = \infty\).

Next, assume \(m \in [M(S_0), M(Q_{1,a})]\). Using (3.25) we infer that \(E_0(m) < \infty\). Then there exists \(f \in H^1(\mathbb{R}^3)\) such that \(E_0(f) = E_0(m)\), \(M(f) = m\) and \(V_0(f) = 0\). Since \(a < 0\), it follows that
\[ E_a(f) < E_0(f) \quad \text{and} \quad V_a(f) < V_0(f) = 0. \] (3.26)
Thus, by Lemma 3.7 we see that there exists \(f^*\) such that
\[ E_a(f^*) \leq E_a(f) \quad \text{and} \quad V_a(f^*) = m \quad \text{and} \quad V_0(f^*) = 0. \] (3.27)
Combining (3.26) and (3.27) we get
\[ E_a(m) \leq E_a(f^*) \leq E_0(f) = E_0(m). \]
for all \( m \in [M(S_0), M(Q_{1,a})] \). This proves the result. \( \square \)

**Remark 3.9.** Let \( a \in (-\frac{1}{2}, 0) \). By (3.27), we can show that \( \mathcal{E}_a(m) < \mathcal{E}_0(m) \) if \( m \in [M(S_0), M(Q_{1,a})] \).

We next introduce the functional that will be used to set up the induction scheme for Theorem 1.1. For \( a > -\frac{1}{2} + \frac{1}{2e} \), we define

\[
\Omega_a := \{(m,e) \in \mathbb{R}^2 : m \geq M(S_a) \quad \text{and} \quad e \geq \mathcal{E}_a(m)\}
\]

and let \( \mathcal{F} : H^1(\mathbb{R}^3) \to [0, \infty) \) be the continuous function

\[
\mathcal{F}(f) := \begin{cases} 
E_a(f) + \frac{M(f) + E_a(f)}{\text{dist}((M(f), E_a(f)), \Omega_a)} & (M(f), E_a(f)) \notin \Omega_a \\
& \text{otherwise.} 
\end{cases}
\]  

(3.28)

Note that if \( u \) solves \( \text{(NLS}_a \), then \( \mathcal{F}(u) = \mathcal{F}(u|_{t=0}) \) for all \( t \in \mathbb{R} \). Moreover, \( \Omega_a = \Omega_0 \) for \( a \geq 0 \).

**Lemma 3.10.** Let \( f \in H^1(\mathbb{R}^3) \). The function \( \mathcal{F} \) satisfies the following properties:

(i) \( 0 < \mathcal{F}(f) < \infty \) if and only if \( (M(f), E_a(f)) \in \mathcal{K}_a \). Moreover, \( \mathcal{F}(f) = 0 \) if and only if \( f \equiv 0 \).

(ii) If \( 0 < \mathcal{F}(f) < \infty \), then \( V_a(f) > 0 \), where \( V_a \) is as in (3.15).

(iii) Assume \( M(f_1) < M(f_2) \) and \( E_a(f_1) < E_a(f_2) \), then \( \mathcal{F}(f_1) \leq \mathcal{F}(f_2) \).

(iv) Let \( \mathcal{F}_0 \in (0, \infty) \). Assume that \( \mathcal{F}(f) \leq \mathcal{F}_0 \), then we have

\[
\|f\|_{H^1_{a}}^2 \sim_{\mathcal{F}_0} E_a(f) + M(f) \sim_{\mathcal{F}_0} \mathcal{F}(f). 
\]  

(3.29)

(v) Consider \( \{f_n \}_{n \in \mathbb{N}} \subset H^1(\mathbb{R}^3) \). If \( M(f_n) \leq M_* \), \( E_a(f_n) \leq E_* \), and \( \mathcal{F}(f_n) \to \mathcal{F}(M_*, E_*) \), then \( (M(f_n), E_a(f_n)) \to (M_*, E_*) \).

**Proof.** (i) Suppose that \( \mathcal{F}(f) < \infty \). Then by definition \( (M(f), E_a(f)) \notin \Omega_a \). But then \( M(f) < M(Q_{1,a,0}) \) and \( E_a(f) < \mathcal{E}_a(m) \). We will show that \( E_a(f) \geq 0 \). Indeed, from inequality (3.24) we get

\[
E_a(f) \geq E_{a,0}(f) \geq \left[1 - \left(\frac{M(f)}{M(Q_{1,a,0})}\right)^2\right] \left\{\frac{1}{2}\|f\|_{H_{a,0}^2}^2 + \frac{1}{4}\|f\|_{L^6}^6\right\} \geq 0.
\]

(3.30)

Therefore, \( e = E_{a,0}(f) \geq 0 \), and \( \mathcal{F}(f) = 0 \) if and only if \( f \equiv 0 \).

(ii) Since \( 0 < \mathcal{F}(f) < \infty \), it follows from (i) that \( (M(f), E_a(f)) \in \mathcal{K}_a \). Thus from Theorem 3.6 we obtain that

\[
V_a(f) \geq V_{a,0}(f) > 0.
\]

(iii) Assume \( M(f_1) \leq M(f_2) \) and \( E_a(f_1) \leq E_a(f_2) \). From Theorem 3.6 (monotonicity of \( \mathcal{E}_a(m) \)) we deduce

\[
\text{dist}((M(f_1), E_a(f_1)), \Omega_a) \geq \text{dist}((M(f_2), E_a(f_2)), \Omega_a).
\]

(3.30)

Then, by definition of \( \mathcal{F} \), we obtain \( \mathcal{F}(f_1) \leq \mathcal{F}(f_2) \).

(iv) Suppose that \( \mathcal{F}(f) \leq \mathcal{F}_0 \) with \( 0 < \mathcal{F}_0 < \infty \). Item (i) implies that

\[
M(f) < M(Q_{1,a,0}) \quad \text{and} \quad 0 < E_a(f) < E_a(M(f)).
\]

Now we observe that \( (M(Q_{1,a,0}), E_a(f)) \in \Omega_a \). Indeed, \( E_a(m) \) is monotone decreasing with \( E_a(M(Q_{1,a,0})) = 0 \). Therefore,

\[
\text{dist}((M(f), E_a(f)), \Omega_a) \leq \text{dist}((M(f), E_a(f)), (M(Q_{1,a,0}), E_a(f))) = M(Q_{1,a,0}) - M(f).
\]

In particular,

\[
\mathcal{F}(f) \geq \frac{M(f)}{M(Q_{1,a,0}) - M(f)}.
\]

(3.31)
As $1 - \sqrt{x} \geq \frac{1-x}{2}$ for $x \in [0, 1]$, we deduce from (3.31) that

$$1 - \sqrt{\frac{M(f)}{M(Q_{1,a,0})}} \geq \frac{1}{2F(u)^{1/2}},$$

where we have used that $M(f) < M(Q_{1,a,0})$. Then by (3.24) we see that

$$F(f) \geq E_u(f) \geq E_{a\wedge 0}(f) \geq \frac{1}{2F(f)^{1/2}} \left[ \frac{1}{2} \|f\|_{H^{1,a,0}}^2 + \frac{1}{2} \|f\|_{L^6}^6 \right] \geq \frac{1}{2F(f)^{1/2}} \|f\|_{H^{1,a,0}}^2. \quad (3.32)$$

Moreover, by Sobolev embedding and the equivalence of Sobolev norms we have

$$E_u(f) = \frac{1}{2} \|f\|_{H^1}^2 + \frac{1}{2} \|f\|_{L^6}^6 - \frac{1}{4} \|f\|_{L^4}^4 \lesssim \|f\|_{H^1}^2 (1 + F(f)^2).$$

Combining this inequality with (3.32) we obtain

$$E_u(f) \sim \|f\|_{H^1}^2$$

for every $f$ such that $F(f) \leq F_0$. In particular, we deduce that $E_u(f) + M(f) \sim \|f\|_{H^1}^2$.

To complete the proof of (iv), we need to show that $E_u(f) + M(f) \sim F(f)$. To this end, note that if $\frac{4M(f)}{M(Q_{1,a,0})} \geq 1$, then, recalling $F(f) \leq F_0$ and $E_u(f) \geq 0$, it follows that

$$F(f) \leq \left( \frac{4F_0}{M(Q_{1,a,0})} \right) M(f) + E_u(f).$$

On the other hand, if $\frac{4M(f)}{M(Q_{1,a,0})} < 1$, we have that $M(f) < M(S_a)$ and therefore

$$\text{dist}((M(f), E_u(f)), \Omega_a) \geq M(S_a) - M(f) = \left( \frac{4}{\sqrt{6}} - \frac{1}{2} \right) M(Q_{1,a,0}) \geq \frac{1}{2} M(Q_{1,a,0}).$$

By definition of $F$, we obtain

$$F(f) \leq (1 + 2[M(Q_{1,a,0})]^{-1}) E_u(f) + (2[M(Q_{1,a,0})]^{-1}) M(f).$$

Finally, combining (3.31) and (3.32) we obtain

$$E_u(f) + M(f) \lesssim F_0 [1 + M(Q_{1,a,0})] F(f).$$

Item (v) is now an immediate consequence of the inequality (3.30) and the definition of $F$. This completes the proof of lemma. \qed

4. Construction of minimal blowup solutions

The goal of this section is to prove that if Theorem 1.1 fails, then we may construct a blowup solution with mass-energy in the region $\mathcal{K}_a$ that is ‘minimal’ in a suitable sense and obeys certain compactness properties. In the next section, we will utilize a localized virial argument to preclude the possibility of such a solution, thus establishing Theorem 1.1.

4.1. Linear profile decomposition. We first need a linear profile decomposition associated to the propagator $e^{-itL_a}$ and adapted to the cubic-quintic problem. In fact, the result follows by combining the techniques of [6, 9], which developed concentration-compactness tools to address the NLS with inverse-square potential with either pure cubic or pure quintic nonlinearity, with those of [10], which developed concentration-compactness tools adapted to the cubic-quintic problem without potential. Thus, we will focus on stating the main results and providing suitable references to the analogous results in the references just mentioned.

First, given a sequence $\{x_n\} \subset \mathbb{R}^3$, we define

$$L_0^n := -\Delta + \frac{a}{|x + x_n|^2} \quad \text{and} \quad L_\infty^n := \begin{cases} -\Delta + \frac{a}{|x + x_n|^2} & \text{if } x_n \to x_\infty \in \mathbb{R}^3, \\ -\Delta & \text{if } |x_n| \to \infty. \end{cases} \quad (4.1)$$
In particular, \( L_α[φ(x - x_n)] = [L_α^n φ](x - x_n) \), and for any \( x_n \in \mathbb{R}^3 \) and \( N_n > 0 \),
\[ N_n^2 e^{-itL_α^n} [φ(N_n x - x_n)] = N_n^2 \[ e^{-in^2 tL_α^n} φ(N_n x - y_n) \].

The proof requires several results related to the convergence of the operator \( L_α^n \) to \( L_α^∞ \), all of which we import from [6, 9]:

**Lemma 4.1.** Fix \( a > -\frac{1}{4} \).

- If \( t_n \to t_∞ \in \mathbb{R} \) and \( \{x_n\} ⊂ \mathbb{R}^3 \) satisfies \( x_n \to x_∞ \) or \( |x_n| \to ∞ \), then
  \[
  \lim_{n \to ∞} \|L_α^n φ − L_α^∞ φ\|_{H^{-1}} = 0 \quad \text{for all } φ \in H^1_x, \quad (4.2)
  \]
  \[
  \lim_{n \to ∞} \|(e^{-it_α L_α^n} φ) − e^{-it_∞ L_α^∞} φ\|_{H^{-1}} = 0 \quad \text{for all } φ \in H^1_x, \quad (4.3)
  \]
  \[
  \lim_{n \to ∞} \|\sqrt{L_α^n} − \sqrt{L_α^∞}\|_{L^2} = 0 \quad \text{for all } φ \in H^1_x. \quad (4.4)
  \]

If \( \frac{2}{q} + \frac{4}{q} = \frac{3}{2} \) with \( 2 < q \leq ∞ \), then we have
\[
\lim_{n \to ∞} \|(e^{-it_α L_α^n} φ) − e^{-it_∞ L_α^∞} φ\|_{L^q(\mathbb{R}^3)} = 0 \quad \text{for all } φ \in L^2_x. \quad (4.5)
\]
Finally, if \( x_∞ ≠ 0 \), then for any \( t > 0 \),
\[
\lim_{n \to ∞} \|(e^{-it_α L_α^n} φ) − e^{-it_∞ L_α^∞} φ\|_{H^{-1}} = 0. \quad (4.6)
\]

- Given \( φ \in H^1_x \), \( t_n \to ±∞ \) and any sequence \( \{x_n\} ⊂ \mathbb{R}^3 \), we have
  \[
  \lim_{n \to ∞} \|e^{-it_α L_α^n} φ\|_{L^q} = 0. \quad (4.7)
  \]
  Moreover, if \( φ \in H^1_x \), then
  \[
  \lim_{n \to ∞} \|e^{-it_α L_α^n} φ\|_{L^q} = 0. \quad (4.8)
  \]
- Finally, fix \( a > -\frac{1}{4} + \frac{1}{2q}. \) Then for any sequence \( \{x_n\} \),
  \[
  \lim_{n \to ∞} \|(e^{-it_α L_α^n} φ) − e^{-it_∞ L_α^∞} φ\|_{L^q(\mathbb{R}^3)} = 0 \quad \text{for all } φ \in H^1_x. \quad (4.9)
  \]

The linear profile decomposition is stated as follows:

**Theorem 4.2** (Linear profile decomposition). Let \( \{f_n\} \) be a bounded sequence in \( H^1(\mathbb{R}^3) \). Then, up to subsequence, there exist \( J^* \in \{0, 1, 2, \ldots \} \cup \{∞\} \), non-zero profiles \( \{φ_j\}_{j=1}^{J^*} \subset H^1(\mathbb{R}^3) \) and parameters
  \[
  \{J_n^j\}_{n \in \mathbb{N}} ⊂ (0, 1], \quad \{t_n^j\}_{n \in \mathbb{N}} ⊂ \mathbb{R} \quad \text{and} \quad \{x_n^j\}_{n \in \mathbb{N}} ⊂ \mathbb{R}^3
  \]
  so that for each finite \( 1 ≤ J ≤ J^* \), we have the decomposition
\[
f_n = \sum_{j=1}^{J} φ_n^j + W_n^j, \quad (4.10)
\]
where
\[
φ_n^j(x) := \begin{cases} [e^{-it_n^j L_α^n} φ](x - x_n^j), & \text{if } λ_n^j \equiv 1, \\ (λ_n^j)^{−\frac{1}{2}}[e^{-it_n^j L_α^n} P_{≥(λ_n^j)ε} φ](\frac{x - x_n^j}{λ_n^j}), & \text{if } λ_n^j \to 0, \end{cases}
\]
for some \( 0 < ε < 1 \) (with \( L_α^n \) as in (4.1) corresponding to sequence \( \{x_n^j\}_{n \in \mathbb{N}} \)), satisfying
  - \( λ_n^j \equiv 1 \) or \( λ_n^j \to 0 \) and \( t_n^j \equiv 0 \) or \( t_n^j \to ±∞ \),
  - if \( λ_n^j \equiv 1 \) then \( \{φ_j\}_{j=1}^{J^*} \subset L^2(\mathbb{R}^3) \)
  for each \( j \). Furthermore, we have:
    - Smallness of the reminder:
      \[
      \lim_{J \to J^*} \limsup_{n \to ∞} \|e^{-itL_α^n} W_n^j\|_{L^q(\mathbb{R}^3)} = 0. \quad (4.12)
      \]
\begin{itemize}
  \item Weak convergence property:
\[ e^{it\mathcal{L}_n}\lambda_n^{\frac{4}{3}}W_n^{(j)}(\lambda_n^a x + x_n^j) \to 0 \quad \text{in } \dot{H}_x^{1/3}, \quad \text{for all } 1 \leq j \leq J. \quad (4.13) \]

  \item Asymptotic orthogonality: for all \( 1 \leq j \neq k \leq J^* \)
\[ \lim_{n \to \infty} \frac{\lambda_n^{\frac{4}{3}}}{\lambda_n^a} + \frac{|x_n^j - x_n^k|^2}{\lambda_n^a \lambda_n^k} + \frac{|t_n^j(\lambda_n^a)^2 - t_n^k(\lambda_n^k)^2|}{\lambda_n^a \lambda_n^k} = \infty. \quad (4.14) \]

  \item Asymptotic Pythagorean expansions:
\[ \sup_{J} \lim_{n \to \infty} \left[ M(f_n) - \sum_{j=1}^{J} M(\phi_n^j) - M(W_n^J) \right] = 0, \quad (4.15) \]
\[ \sup_{J} \lim_{n \to \infty} \left[ E_n(f_n) - \sum_{j=1}^{J} E_n(\phi_n^j) - E_n(W_n^J) \right] = 0. \quad (4.16) \]
\end{itemize}

The first step is the following refined Strichartz estimate (see [6, Lemma 3.6]).

\textbf{Lemma 4.3 (Refined Strichartz).} Let \( a > -\frac{1}{2} + \frac{1}{25} \). For \( f \in \dot{H}_x^1(\mathbb{R}^3) \) we have
\[ \|e^{-i t \mathcal{L}_n} f\|_{L_{t,x}^{10}(\mathbb{R}^3)} \lesssim \|f\|_{\dot{H}_x^1(\mathbb{R}^3)} \sup_{N \in 2^2} \|e^{-i t \mathcal{L}_n} f_N\|_{L_{t,x}^{10}(\mathbb{R}^3)}. \]

Using this estimate and combining the arguments of [6, Proposition 3.7] and [10, Proposition 7.2], we can extract single bubbles of concentration as follows:

\textbf{Proposition 4.4 (Inverse Strichartz inequality).} Let \( a > -\frac{1}{4} + \frac{1}{25} \). Let \( \{f_n\}_{n \in \mathbb{N}} \) be a sequence such that
\[ \lim_{n \to \infty} \|f_n\|_{\dot{H}_x^1} = A < \infty \quad \text{and} \quad \lim_{n \to \infty} \inf \|e^{-i t \mathcal{L}_n} f\|_{L_{t,x}^{10}(\mathbb{R}^3)} = \varepsilon > 0. \]

Then, after passing to a subsequence in \( n \), there exist \( \phi \in \dot{H}_x^1 \),
\[ \{\lambda_n\}_{n \in \mathbb{N}} \subset (0, \infty), \quad \{t_n\}_{n \in \mathbb{N}} \subset \mathbb{R}, \quad \{x_n\}_{n \in \mathbb{N}} \subset \mathbb{R}^3 \]
such that the following statements hold:

(i) \( \lambda_n \to \lambda_{\infty} \in [0, \infty) \), and if \( \lambda_{\infty} > 0 \) then \( \phi \in \dot{H}_x^1 \).

(ii) Weak convergence property:
\[ \lambda_n^{\frac{4}{3}}(e^{-i t \mathcal{L}_n} f_n)(\lambda_n x + x_n) \to \phi(x) \quad \text{weakly in } \begin{cases} \dot{H}_x^1(\mathbb{R}^3), & \text{if } \lambda_{\infty} > 0 \\ H_x^1(\mathbb{R}^3), & \text{if } \lambda_{\infty} = 0. \end{cases} \quad (4.17) \]

(iii) Decoupling of norms:
\[ \lim_{n \to \infty} \left\{ \|f_n\|^2_{\dot{H}_x^1} - \|f_n - \phi_n\|^2_{\dot{H}_x^1} \right\} \geq \varepsilon A 1 \quad (4.18) \]
\[ \lim_{n \to \infty} \left\{ \|f_n\|^2_{L_x^2} - \|f_n - \phi_n\|^2_{L_x^2} - \|\phi_n\|^2_{L_x^2} \right\} = 0, \quad (4.19) \]

where
\[ \phi_n(x) := \begin{cases} \lambda_n^{-\frac{4}{3}} e^{-i t \mathcal{L}_n} \phi \left( \frac{t_n^j - x_n^j}{\lambda_n} \right) & \text{if } \lambda_{\infty} > 0, \\ \lambda_n^{-\frac{4}{3}} e^{-i t \mathcal{L}_n} \left[ (P_{\lambda_n} \phi) \left( \frac{t_n^j - x_n^j}{\lambda_n} \right) \right] & \text{if } \lambda_{\infty} = 0, \end{cases} \]
with \( 0 < \theta < 1 \).

(iv) We may choose the parameters \( \{\lambda_n\}_{n \in \mathbb{N}}, \{t_n\}_{n \in \mathbb{N}} \) and \( \{x_n\}_{n \in \mathbb{N}} \) such that either \( \frac{t_n^j}{\lambda_n^a} \to \pm \infty \) or \( t_n^j \equiv 0 \) and either \( \frac{t_n^j}{\lambda_n^b} \to \infty \) or \( x_n^j \equiv 0 \).

Arguing as in [10, Corollary 7.3 (i)], [6, Proposition 3.7], and [10, Lemma 7.4], we also have the following:

\textbf{Lemma 4.5.} Under the hypotheses of Proposition 4.4, we have:
(i) Passing to subsequence, we may assume that either \( \lambda_n \equiv 1 \) or \( \lambda_n \to 0 \).

(ii) 
\[
\lim_{n \to \infty} \left\{ \left\| f_n \right\|_{L^6_x}^2 - \left\| f_n - \phi_n \right\|_{L^6_x}^2 - \left\| \phi_n \right\|_{L^6_x}^2 \right\} = 0, \tag{4.20}
\]

\[
\lim_{n \to \infty} \left\{ \left\| f_n \right\|_{L^6_x}^2 - \left\| f_n - \phi_n \right\|_{L^6_x}^2 - \left\| \phi_n \right\|_{L^6_x}^2 \right\} = 0. \tag{4.21}
\]

With Proposition 4.4 and Lemma 4.5 in place, the proof of Theorem 4.2 then follows as in [10, Theorem 7.5] (see also [6, Theorem 3.1] for a similar result in the energy-critical case).

4.2. Embedding nonlinear profiles. In this section we construct scattering solutions to \((\text{NLS}_a)\) associated to profiles \( \phi_n \) living either at small length scales (i.e. in the regime \( \lambda_n \to 0 \)) or far from the origin relative to their length scale (i.e. in the regime \( \left| \frac{x_n}{\lambda_n} \right| \to \infty \)), or both. The challenge lies in the fact that the translation and scaling symmetries in \((\text{NLS}_a)\) are broken by the potential and the double-power nonlinearity, respectively. In particular, we must consider several limiting regimes and use approximation by a suitable underlying model in each case. The basic idea is that if \( \lambda_n \to 0 \), the cubic term becomes negligible, while if \( \left| \frac{x_n}{\lambda_n} \right| \to \infty \), the potential term becomes negligible. In particular:

- If \( \lambda_n \to 0 \) and \( x_n \equiv 0 \), we approximate using solutions to the quintic NLS with inverse-square potential, that is, (2.2). For this model, scattering holds for arbitrary \( H^1 \) data (cf. Theorem 2.7).
- If \( \lambda_n \equiv 1 \) and \( |x_n| \to \infty \), we approximate using solutions to the cubic-quintic NLS without potential, that is, (1.3). For this model, scattering holds for data with mass-energy in the region \( \mathcal{K}_0 \) (see [10]), which contains our desired scattering region \( \mathcal{K}_a \) for all \( a \) (cf. Corollary 3.8).
- If \( \lambda_n \to 0 \) and \( \left| \frac{x_n}{\lambda_n} \right| \to 0 \), we approximate using solutions to the quintic NLS without potential, that is, (2.1). For this model, scattering holds for arbitrary \( H^1 \) data [2, 5, 11].

The technique of proof blends ideas from the works [6, 9, 10].

Proposition 4.6 (Embedding nonlinear profiles). Fix \( a > -\frac{1}{4} + \frac{1}{2s} \).

Suppose \( \lambda_n \equiv 1 \) or \( \lambda_n \to 0 \), and that \( \{x_n\} \) is such that either

\[
\lambda_n \to 0 \quad \text{or} \quad |x_n| \to \infty.
\]

Let \( L_n^a \) be as in (4.1) corresponding to sequence \( \{x_n\} \), and let \( \{t_n\} \) satisfy \( t_n \equiv 0 \) or \( t_n \to \pm \infty \).

- If \( \lambda_n \equiv 1 \), then let \( \phi \in H^1 \) satisfy \((M(\phi), E_0(\phi)) \in \mathcal{K}_0 \) and define

\[
\phi_n(x) := [e^{-it_n L_n^a} \phi](x - x_n).
\]

- If \( \lambda_n \to 0 \), then let \( \phi \in \hat{H}^1 \), \( \theta \in (0, 1) \), and

\[
\phi_n(x) := \lambda_n^{-\frac{2}{a}} [e^{-it_n L_n^a} P_{\leq \lambda_n^a} \phi[(\frac{x-x_n}{\lambda_n})].
\]

Then for \( n \) sufficiently large, there exists a global solution \( v_n \) to \((\text{NLS}_a)\) with

\[
v_n(0) = \phi_n \quad \text{and} \quad \|v_n\|_{L_{t,x}^{10} L_{t}^{10} H_{x}^{10}} \lesssim 1,
\]

with the implicit constant depending on \( \|\phi\|_{H^1} \) if \( \lambda_n \equiv 1 \) or \( \|\phi\|_{H^1} \) if \( \lambda_n \to 0 \).

Moreover, for any \( \varepsilon > 0 \) there exist \( N = N(\varepsilon) \in \mathbb{N} \) and a smooth compactly supported function \( \chi_\varepsilon \in C_c^\infty (\mathbb{R} \times \mathbb{R}^3) \) such that for \( n \geq N \),

\[
\left\| v_n(t,x) - \lambda_n^{-1/2} \chi_\varepsilon \left( \frac{x}{\lambda_n} + t_n, \frac{x-x_n}{\lambda_n} \right) \right\|_{X(\mathbb{R} \times \mathbb{R}^3)} < \varepsilon, \tag{4.22}
\]

where

\[
X \in \{L_{t,x}^{10}, L_{t}^{10} \hat{H}_{x}^{10}, L_{t}^{2} \hat{H}_{x}^{10} \}.
\]
Remark 4.7. In the scenario in which \( \lambda_n \equiv 1 \), the approximation in (4.22) may also be taken to hold in Strichartz spaces of \( L^2 \) regularity.

Proof. We distinguish three scenarios throughout the proof:

- Scenario \( \text{Q}_a \): \( \lambda_n \to 0 \) and \( x_n \equiv 0 \). (Here \( \phi \in \dot{H}^1 \).
- Scenario \( \text{CQ}_0 \): \( \lambda \equiv 1 \) and \( |x_n| \to \infty \). (Here \( \phi \in L^2 \).
- Scenario \( \text{Q}_0 \): \( \lambda_n \to 0 \) and \( |x_n| \to \infty \). (Here \( \phi \in \dot{H}^1 \).

Fixing \( \mu, \theta \in (0, 1) \), we firstly define

\[
\psi_n = \begin{cases} 
P_{\lambda_n}^{\phi} \in \text{Scenario } \text{Q}_a, \\
P_{\lambda_n}^{[x_n, \mu]} \phi \in \text{Scenario } \text{CQ}_0, \\
P_{\lambda_n}^{\nu} \leq \langle |x_n| \rangle^\nu \phi \in \text{Scenario } \text{Q}_0. 
\end{cases}
\]

We also set

\[
H = \begin{cases} 
-\Delta & \text{in Scenarios } \text{CQ}_0 \text{ and } \text{Q}_0, \\
\mathcal{L}_a & \text{in Scenario } \text{Q}_a. 
\end{cases}
\]

Construction of approximate solutions, part 1. We first construct functions \( w_n \) and \( w \) as follows:

If \( t_n \equiv 0 \), then we define \( w_n \) and \( w \) as the global solutions to an appropriate NLS model with initial data \( \psi_n \) and \( \phi \), respectively. In particular, in Scenario \( \text{Q}_a \), we use the model (2.2) (quintic NLS with inverse-square potential), appealing to Theorem 2.7. In Scenario \( \text{CQ}_0 \), we use the model (1.3) (cubic-quintic NLS without potential), appealing to the main result in [10]. Notice that \( (\phi(\psi_n), E_0(\psi_n)) \in \mathcal{K}_0 \) for \( n \) sufficiently large (recall that \( |x_n| \to \infty \). Finally, in Scenario \( \text{Q}_0 \), we use the model (2.1) (quintic NLS without potential), appealing to the main result in [5].

If instead \( t_n \to \pm \infty \), then we define \( w_n \) and \( w \) to be the solutions to the appropriate model (determined according to the three scenarios as above) satisfying

\[
\|w_n - e^{-itH} \psi_n\|_{\dot{H}^1} \to 0 \quad \text{and} \quad \|w - e^{-itH} \phi\|_{\dot{H}^1} \to 0
\]

as \( t \to \pm \infty \). Note that in either case (i.e. \( t_n \equiv 0 \) or \( t_n \to \pm \infty \)), \( w \) has scattering states \( w_\pm \) as \( t \to \pm \infty \) in \( \dot{H}^1 \).

The solutions just constructed obey

\[
\|\sqrt{H} w_n\|_{S^0(\mathbb{R})} + \|\sqrt{H} w\|_{S^0(\mathbb{R})} \leq C(\|\phi\|_{\dot{H}^1})
\]

uniformly in \( n \). At the level of \( L^2 \) regularity, by the Bernstein inequality and equivalence of Sobolev spaces (in Scenario \( \text{Q}_a \)), we may derive the following bounds:

\[
\begin{cases} 
\|w_n\|_{S^0(\mathbb{R})} \leq C(\|\phi\|_{\dot{H}^1}) \lambda_n^{-\mu} \in \text{Scenario } \text{Q}_a, \\
\|w_n\|_{S^0(\mathbb{R})} \leq C(\|\phi\|_{\dot{H}^1}) \lambda_n^{-\mu} \in \text{Scenario } \text{CQ}_0, \\
\|w_n\|_{S^0(\mathbb{R})} \leq C(\|\phi\|_{\dot{H}^1}) \lambda_n^{-\mu} \in \text{Scenario } \text{Q}_0,
\end{cases}
\]

uniformly in \( n \). In Scenarios \( \text{CQ}_0 \) and \( \text{Q}_0 \), we may also use persistence of regularity to obtain the bounds

\[
\|\nabla| w_n\|_{S^1(\mathbb{R})} \lesssim \frac{\|x_n\|^k}{\lambda_n^k}
\]

for higher \( s \).

By stability theory, we may also derive that in each case

\[
\lim_{n \to \infty} \|\sqrt{H} |w_n - w|\|_{L^2(\mathbb{R}^1)} = 0 \quad \text{for all admissible } (q, r).
\]

Construction of approximate solutions, part 2. We now define approximate solutions to (NLS) on \( \mathbb{R} \times \mathbb{R}^3 \):

For each \( n \), let \( \chi_n \) be a smooth function obeying

\[
\chi_n(x) = \begin{cases} 
0 & |x_n + \lambda_n x| < \frac{1}{4} |x_n|, \\
1 & |x_n + \lambda_n x| \geq \frac{1}{2} |x_n|,
\end{cases}
\]

with \( |\partial^k \chi_n(x)| \lesssim \left( \frac{\lambda_n}{|x_n|} \right)^{|k|} \).
uniformly in $x$. In particular, $\chi_n(x) \to 1$ as $n \to \infty$ for each $x \in \mathbb{R}^3$. In fact, in Scenario Q0, we have $x_n \equiv 0$, so that $\chi_n(x) \equiv 1$ and the derivatives of $\chi_n$ vanish identically.

Now, for $T \geq 1$, we define

$$\tilde{v}_{n,T}(t, x) = \begin{cases} \lambda_n^2 [\chi_n w_n](\lambda_n^{-2} t, \lambda_n^{-1}(x - x_n)), & |t| \leq \lambda_n^2 T, \\ e^{-i(t - \lambda_n^2 T)} \tilde{v}_{n,T}(\lambda_n^2 T, x), & t > \lambda_n^2 T, \\ e^{-i(t + \lambda_n^2 T)} \tilde{v}_{n,T}(-\lambda_n^2 T, x), & t < -\lambda_n^2 T. \end{cases}$$

In Scenario Q0, we alter the definition by using the first approximation for all $t \in \mathbb{R}$; in particular, the additional parameter $T$ plays no role in this scenario.

Keeping in mind that $\tilde{v}_{n,T}$ are meant to be approximate solutions to (NLS$_n$), we define the ‘errors’

$$e_{n,T} := (i\partial_t - \mathcal{L}_n)\tilde{v}_{n,T} - |\tilde{v}_{n,T}|^4 \tilde{v}_{n,T} + |\tilde{v}_{n,T}|^2 \tilde{v}_{n,T}.$$  

**Conditions for stability.** Our goal is to establish the following: for $s \in \{1, \frac{3}{2}\}$,

\begin{align*}
\limsup_{T \to \infty} \limsup_{n \to \infty} \|\tilde{v}_{n,T}\|_{L^\infty_t L^s_x(\mathbb{R} \times \mathbb{R}^3)} + \|w_n\|_{L^\infty_t L^s_x(\mathbb{R} \times \mathbb{R}^3)} &\lesssim 1, \\
\limsup_{T \to \infty} \limsup_{n \to \infty} \|\tilde{v}_{n,T}(\lambda_n^2 t_n) - \phi_n\|_{H^s} &\to 0, \\
\limsup_{T \to \infty} \limsup_{n \to \infty} \|\nabla |e_{n,T}|_{N(\mathbb{R})} &\to 0,
\end{align*}

where space-time norms are over $\mathbb{R} \times \mathbb{R}^3$.

**Proof of (4.28) (space-time bounds).** First, by definition of $\tilde{v}_{n,T}$, Strichartz, (4.25)

$$\|\tilde{v}_{n,T}\|_{L^\infty_t L^s_x(\mathbb{R} \times \mathbb{R}^3)} \lesssim \lambda_n \|\chi_n w_n\|_{L^\infty_t L^s_x(\mathbb{R} \times \mathbb{R}^3)} \lesssim \lambda_n^{1-\theta}.$$  

Similarly, noting that $\chi_n \equiv 1$ in Scenario Q0 and

$$\|\nabla \chi_n\|_{L^\infty_x} \lesssim \frac{1}{|\lambda_n|} \to 0 \quad \text{as} \quad n \to \infty$$

in the remaining scenarios and using equivalence of Sobolev spaces, we may estimate

\begin{align*}
\|\nabla \tilde{v}_{n,T}\|_{L^1_t L^\infty_x(\mathbb{R} \times \mathbb{R}^3)} &\lesssim \|\nabla [\chi_n w_n]\|_{L^1_t L^\infty_x(\mathbb{R} \times \mathbb{R}^3)} + \|[\chi_n w_n](\pm \lambda_n^2 t)|\|_{H^1} \\
&\lesssim \|w_n\|_{L^1_t H^1(\mathbb{R} \times \mathbb{R}^3)} + \|\nabla \chi_n\|_{L^\infty_x} \|\nabla w_n\|_{L^\infty_t L^2_x} \lesssim 1.
\end{align*}

Thus, using Sobolev embedding as well, we derive (4.28).

**Proof of (4.29) (agreement of data).** We first observe that in all scenarios, we have the estimates

$$\|\phi_n\|_{L^2} \lesssim 1 \quad \text{and} \quad \|\tilde{v}_{n,T}\|_{L^\infty_t L^2_x} \lesssim 1,$$

so that it suffices to prove the $s = 1$ case of (4.29).

First, if $t_n \equiv 0$, then we first change variables to obtain

$$\|\nabla [\tilde{v}_{n,T}(0) - \phi_n]\|_{L^2} = \begin{cases} 0 & \text{in Scenario Q0} \\
\|\nabla [\chi_n \mathcal{P}_{\lambda_n} \phi - \mathcal{P}_{\lambda_n} \phi]\|_{L^2} & \text{in Scenario CQ0} \\
\|\nabla [\chi_n \mathcal{P}_{\lambda_n} \phi - \mathcal{P}_{\lambda_n} \phi]\|_{L^2} & \text{in Scenario Q0}. \end{cases}$$

We treat Scenario Q0 in detail and omit details for the simpler Scenario CQ0. In particular, in Scenario Q0 we rewrite

$$\chi_n \mathcal{P}_{\lambda_n} \phi - \mathcal{P}_{\lambda_n} \phi = (\chi_n - 1) \mathcal{P}_{\lambda_n} \phi \quad \text{and} \quad \chi_n \mathcal{P}_{\lambda_n} \phi$$

(4.31) 

(4.32)
For (4.31), we apply the product rule and write
\[
\nabla(4.31) = \nabla \chi_n \cdot \phi + (1 - \chi_n) \nabla \phi - \nabla \chi_n \cdot P_{\leq \lambda_n^a}^n \phi - (1 - \chi_n) \nabla P_{\leq \lambda_n^a}^n \phi.
\]
For the first two terms, we have
\[
\| \nabla \chi_n \phi + (1 - \chi_n) \nabla \phi \|_{L^2} \lesssim \| \nabla \chi_n \|_{L^2} \| \phi \|_{L^6(supp(\nabla \chi_n))} + \| \nabla \phi \|_{L^2(supp(\nabla \chi_n))} \\
\lesssim \| \phi \|_{L^6(supp(\nabla \chi_n))} + \| \nabla \phi \|_{L^2(supp(\nabla \chi_n))} = o(1)
\]
as \( n \to \infty \) by the dominated convergence theorem. For the last two terms, we instead have
\[
\| \nabla \chi_n \cdot P_{\leq \lambda_n^a}^n \phi + (1 - \chi_n) \nabla P_{\leq \lambda_n^a}^n \phi \|_{L^2} \\
\lesssim \| \nabla \chi_n \|_{L^2} \| P_{\leq \lambda_n^a}^n \phi \|_{L^6} + \| \nabla P_{\leq \lambda_n^a}^n \phi \|_{L^2} \\
\lesssim \| P_{\leq \lambda_n^a}^n \phi \|_{L^n} + \| \sqrt{L_n} P_{\leq \lambda_n^a}^n \phi \|_{L^2} = o(1)
\]
as \( n \to \infty \) by a density argument, using the fact that \( \lambda_n \to 0 \). Applying the product rule to (4.32) and then estimating as we just did for the last two terms shows that
\[
\| \nabla [\chi_n P_{\leq \lambda_n^a}^n \phi] \|_{L^2} \to 0 \quad \text{as} \quad n \to \infty,
\]
as well. Thus, in the case \( t_n \equiv 0 \), we have
\[
\lim_{n \to \infty} \| \nabla [\tilde{v}_{n,T}(0) - \phi_n] \|_{L^2} = 0.
\]
We next establish 1\( \tilde{H}^1 \) convergence in the case \( t_n \to +\infty \) (the case \( t_n \to -\infty \) is handled similarly). As before, we change variables to obtain
\[
\| \tilde{v}_{n,T}(2 \lambda_n^a t_n) - \phi_n \|_{H^1} = \begin{cases} \\
\| \sqrt{L_n} [w_n(t_n) - e^{-it_n L_n^a} P_{> \lambda_n^a}^n \phi] \|_{L^2} & \text{in Scenario Qe}, \\
\| \sqrt{L_n^a} [(\chi_n w_n)(T) - e^{-iT L_n^a} P_{> \lambda_n^a}^n \phi] \|_{L^2} & \text{in Scenario Q0}, \\
\| \sqrt{L_n^a} [(\chi_n w_n)(T) - e^{-iT L_n^a} \phi] \|_{L^2} & \text{in Scenario CQ0}.
\end{cases}
\]
In Scenario Qe, we have \( P_{> \lambda_n^a}^n \phi = \psi_n \), and hence we obtain
\[
\lim_{n \to \infty} \| \tilde{v}_{n,T}(2 \lambda_n^a t_n) - \phi_n \|_{H^1} = 0
\]
directly from (4.23).
Again, let us treat Scenario Q0 in detail and omit details for the simpler Scenario CQ0. We begin by using the equivalence of Sobolev spaces to obtain
\[
\| \tilde{v}_{n,T}(2 \lambda_n^a t_n) - \phi_n \|_{H^1} \lesssim \| \nabla (\chi_n (w_n(T) - w(T)) \|_{L^2} \\
+ \| \nabla [w(T)(\chi_n - 1)] \|_{L^2} \\
+ \| \sqrt{L_n^a} [w(T) - e^{-iT L_n^a} \phi] \|_{L^2} \\
+ \| P_{\leq \lambda_n^a}^n \phi \|_{H^1}.
\]
For (4.33), we use Hölder’s inequality and (4.27) to obtain
\[
(4.33) \lesssim \| \nabla \chi_n \|_{L^2} \| w_n(T) - w(T) \|_{L^6} + \| \nabla (\chi_n - 1) \|_{L^2} \| \nabla w_n(T) - w(T) \|_{L^2} \\
\to 0 \quad \text{as} \quad n \to \infty.
\]
For (4.34), we argue as above to obtain
\[
\| \nabla [w(T)(\chi_n - 1)] \|_{L^2} \lesssim \| \nabla w(T) \|_{L^2(supp(\chi_n - 1))} + \| w(T) \|_{L^6(supp(\nabla \chi_n))} \\
\to 0 \quad \text{as} \quad n \to \infty.
\]
To estimate (4.35), we decompose further and first write
\[
(4.35) \lesssim \left\| (\sqrt{E_a^n} - \sqrt{H})w(T) \right\|_{L^2} + \left\| (\sqrt{E_a^n} - \sqrt{H})\phi \right\|_{L^2} \\
+ \left\| (e^{-iT\mathcal{L}_a^n} - e^{-iT\mathcal{H}})\sqrt{H}\phi \right\|_{L^2} \\
+ \left\| \sqrt{H}(w(T) - e^{-iT\mathcal{H}}\phi) \right\|_{L^2},
\]
(4.37)
(4.38)
(4.39)

We now observe that the terms in (4.37) tend to zero as \( n \to \infty \) as a consequence of (4.4). The term in (4.38) tends to zero as \( n \to \infty \) due to (4.5), while the term in (4.39) tends to zero as \( T \to \infty \) due to (4.23). Finally, a density argument and the fact that \( \lambda_n \to 0 \) imply that the term in (4.36) tends to zero as \( T \to \infty \).

This completes the proof of (4.29).

**Proof of (4.30) (control of errors).** We consider each scenario separately.

**Proof of (4.30) in Scenario Qa.** In Scenario Qa, we have
\[
e_n = \lambda_n^{-\frac{5}{2}} (|w_n|^2 w_n)(\lambda_n^{-2} t, \lambda_n^{-1} x),
\]
where we have dropped the subscript \( T \), as it is irrelevant in this scenario. By a change of variables, (4.25), and (4.24), we may now estimate
\[
\| \nabla e_n \|_{L^2_T L^{\infty}_x} \lesssim \lambda_n \| w_n \|_{L^{10}_t L^{\infty}_x} \| w_n \|_{L^{2}_T L^{\infty}_x} \| \nabla w_n \|_{L^{10}_t L^{\infty}_x} \lesssim \lambda_n^{1-\theta} \to 0 \quad \text{as} \quad n \to \infty.
\]

Similarly, we derive
\[
\| e_n \|_{L^2_T L^{\infty}_x} \lesssim \lambda_n^{2-2\theta} \to 0 \quad \text{as} \quad n \to \infty.
\]

Thus we obtain (4.30) in Scenario Qa.

**Proof of (4.30) in Scenario CQ0.** As \( \tilde{v}_{n,T} \) is defined piecewise in time, we will treat the regions \( |t| \leq T \) and \( |t| > T \) separately (recall that in Scenario CQ0, we have \( \lambda_n \equiv 1 \)).

Recalling that \( w_n \) is a solution to (1.3), we find that on the region \( |t| \leq T \), we have
\[
e_{n,T}(t, x) = -[(\chi_n - \chi_n^3)|w_n|^2 w_n](t, x - x_n) \\
+ [(\chi_n - \chi_n^5)|w_n|^4 w_n](t, x - x_n) \\
+ 2|\nabla \chi_n, \nabla w_n|(t, x - x_n) + |\Delta \chi_n w_n|(t, x - x_n) \\
- \frac{a}{|x|}[\chi_n w_n](t, x - x_n).
\]
(4.40)
(4.41)
(4.42)
(4.43)

In the region \( t > T \), say, we instead have
\[
e_{n,T} = -[\tilde{v}_{n,T}|^4 \tilde{v}_{n,T} + |\tilde{v}_{n,T}|^2 \tilde{v}_{n,T}.
\]
(4.44)

We begin by estimating (4.40)-(4.43) on \([-T, T] \times \mathbb{R}^3\).

For (4.40), we apply a change of variables and Hölder’s inequality to estimate
\[
\| \nabla (4.40) \|_{L^2_T L^{\infty}_x} \lesssim \left\| (\chi_n - \chi_n^3)|w_n|^2 \nabla w_n \right\|_{L^2_T L^{\infty}_x} + \left\| \nabla \chi_n (1 - 3\chi_n^2)w_n^3 \right\|_{L^2_T L^{\infty}_x} \\
\lesssim \left\| \nabla w_n \right\|_{L^{10}_t L^{\infty}_x} \| w_n \|_{L^2_T L^{\infty}_x} + \left\| \nabla \chi_n \right\|_{L^6} \| w_n \|_{L^{10}_t L^{\infty}_x} \\
x \left\| |w_n - w| \right\|_{L^{10}_t L^{\infty}_x} + \| w \|_{L^{10}_t L^{\infty}_x} |(1 \leq \mathcal{X}^{1/2} - 4x_n|) | \to 0 \quad \text{as} \quad n \to \infty,
\]

where we have applied the dominated convergence theorem and (4.27). On the other hand,
\[
\| (4.40) \|_{L^2_T L^{\infty}_x} \lesssim \| w_n \|_{L^{10}_t L^{\infty}_x} \| w_n \|_{L^2_T L^{\infty}_x} \| w_n \|_{L^{10}_t L^{\infty}_x} \lesssim 1,
\]
and thus we obtain the desired estimates on (4.40) by interpolation.

The remaining terms, namely (4.41), (4.42), and (4.43) may be handled exactly as in Step 4 in [6, Theorem 4.1] (setting $\lambda_n \equiv 1$; cf. the estimates of (4.9)–(4.12) therein). Thus, we will only mention the main ideas here. For (4.41), the argument is similar to the one used to estimate (4.40). For (4.42)–(4.43), we estimate in $L^4_T L^2_x$, obtaining the crude bound $T$ from the integral in time. One relies on the decay of derivatives of $\chi_n$ and of the potential on the support of $\chi_n(\cdot - x_n)$ as $n \to \infty$; in particular, these terms are ultimately negligible due to the fact that $|x_n| \to \infty$.

The first term in (4.42) also explains the need for the high-frequency cutoff in the definition of $w_n$, as additional derivatives may land on the term $\nabla w_n$. Thus, for example, using (4.26), we end up with the term

$$T \| \nabla \chi_n \|_{L^\infty} \| \Delta w_n \|_{L^\infty_T L^2_x} \lesssim T |x_n|^{\nu - 1} \to 0 \quad \text{as} \quad n \to \infty.$$  

For the term (4.44), the essential fact that we need is

$$\lim_{T \to \infty} \limsup_{n \to \infty} \| e^{-it\mathcal{L}^a_n} [\chi_n w_n(T)] \|_{L^3_T((0,\infty) \times \mathbb{R}^3)} \to 0. \quad (4.45)$$

To see this, we may again argue as in [6, Theorem 4.1, Step 4]. The idea is that (by estimating much as we did for (4.33)–(4.34) above), we may obtain

$$\| e^{-it\mathcal{L}^a_n} [\chi_n w_n(T)] \|_{L^3_T((0,\infty) \times \mathbb{R}^3)} = \| e^{-it\mathcal{L}^a_n} w(T) \|_{L^3_T((0,\infty) \times \mathbb{R}^3)} + o(1)$$

as $n \to \infty$. But now, using the facts that $w(T)$ has a scattering state $\tilde{w}_n$ and $\mathcal{L}^a_n$ converges to $-\Delta$ (in the sense made precise below), the desired convergence can be derived from Strichartz estimates (for $e^{it\mathcal{L}^a_n} (T, \infty)$) and the monotone convergence theorem.

With (4.45) in place, we can then estimate the terms in (4.44) as follows.

First (choosing $s \in \{1, \frac{3}{2}, \frac{5}{2} \}$),

$$\| \nabla |^{s} \tilde{v}_n, T \|_{L^4_T L^2} \lesssim \| \nabla |^{s} \tilde{v}_n, T \|_{L^4_T L^2} \times \| \tilde{v}_n, T \|_{L^4_T L^2} \to 0 \quad \text{as} \quad n \to \infty \quad \text{and} \quad T \to \infty.$$  

Similarly,

$$\| \nabla |^{s} \tilde{v}_n, T \|_{L^4_T L^2} \lesssim \| \tilde{v}_n, T \|_{L^4_T L^2} \to 0 \quad \text{as} \quad n \to \infty \quad \text{and} \quad T \to \infty.$$  

This completes the proof of (4.30) in Scenario CQ0.

Proof of (4.30) in Scenario Q0. Again, we treat the regions $|t| \leq \lambda_n^2$ and $|t| > \lambda_n^2 T$ separately.

Recalling that $w_n$ is a solution to (2.1), we find that on the region $|t| \leq \lambda_n^2 T$, we have

$$e_{n,T}(t, x) = \lambda_n^{-\frac{3}{2}} [\chi_n |w_n|^2 w_n](\lambda_n^{-2} t, \lambda_n^{-1} (x-x_n)) + \lambda_n^{-\frac{3}{2}} |\chi_n - \lambda_n^5| w_n |w_n|^{4} w_n(\lambda_n^{-2} t, \lambda_n^{-1} (x-x_n)) + 2\lambda_n^{-\frac{3}{2}} |\nabla \chi_n \cdot \nabla w_n| |w_n|^{2} w_n(\lambda_n^{-2} t, \lambda_n^{-1} (x-x_n)) + \lambda_n^{-\frac{3}{2}} |\Delta \chi_n w_n| |w_n|^{2} w_n(\lambda_n^{-2} t, \lambda_n^{-1} (x-x_n)) - \lambda_n^{-\frac{3}{2}} \frac{a}{|x|^{2}} |\chi_n w_n| |w_n|^{2} w_n(\lambda_n^{-2} t, \lambda_n^{-1} (x-x_n)). \quad (4.46)$$
In the region $t > \lambda_n^2 T$, we again have
\[ e_{n,T} = -|\tilde{v}_{n,T}|^4 \tilde{v}_{n,T} + |\tilde{v}_{n,T}|^2 \tilde{v}_{n,T}. \tag{4.51} \]

The estimates for (4.47)–(4.50) once again follow as in Step 4 in [6, Theorem 4.1]; in particular, they exploit essentially the fact that $|\tilde{v}_{n,T}| \to \infty$ (and the fact that we work on a finite time interval for terms (4.48)–(4.50)). Once again, the high-frequency cutoff in $w_n$ is used to handle the situation when additional derivatives land on $\nabla w_n$ in (4.48). On the other hand, the low frequency cutoff in $w_n$ is needed to handle the remaining term (4.46), which we turn to now.

Changing variables and applying Hölder’s inequality, (4.26), and (4.25), we obtain
\[
\|\nabla (4.46)\|_{L_t^2 L_x^{\frac{10}{7}}(t>\lambda_n^2 T) \times \mathbb{R}^3} \lesssim \lambda_n \|\chi_n\|_{L_x^\infty} \|\nabla w_n\|_{L_t^3 L_x^{\frac{10}{5}}(t>\lambda_n^2 T) \times \mathbb{R}^3} \|w_n\|_{L_t^\infty L_x^{\frac{10}{7}}(t>\lambda_n^2 T) \times \mathbb{R}^3} \quad \text{as } n \to \infty.
\]

Similarly,
\[
\|\tilde{v}_{n,T}\|_{L_t^\infty L_x^{\frac{10}{7}}(t>\lambda_n^2 T) \times \mathbb{R}^3} \lesssim \lambda_n \|w_n\|_{L_t^\infty L_x^{\frac{10}{7}}(t>\lambda_n^2 T) \times \mathbb{R}^3} \quad \text{as } n \to \infty.
\]

This completes the proof of (4.30) in Scenario Q0.

**Construction of true solutions.** With (4.28)–(4.30) in place, we may apply the stability result (Lemma 2.11) to deduce the existence of a global solution $v_n$ to (NLS$_n$) with $v_n(0) = \phi_n$,
\[
\|v_n\|_{L_{t,x}^{10}(\mathbb{R} \times \mathbb{R}^3)} \lesssim 1 \quad \text{uniformly in } n,
\]
and
\[
\limsup_{T \to \infty} \sup_{n \to \infty} \|v_n(t - \lambda_n^2 t_n) - \tilde{v}_{n,T}(t)\|_{S_k(\mathbb{R})} = 0 \quad \text{for } s \in \{1, \frac{3}{5}\}.
\]

**Approximation by compactly supported functions.** The final statement of the proposition, namely, the approximation in various energy-critical spaces by compactly supported functions of space-time, follows from a density argument as in [10, Proposition 8.3] and [6, Theorem 4.1], and relies primarily on the fact that we have obtained uniform space-time bounds in such spaces. Thus, we omit the details and conclude the proof here. \[\square\]
4.3. Existence of minimal blow-up solutions. For each $\tau > 0$, we define
\[
B(\tau) := \sup \left\{ \|u\|_{L^1_t L^{\infty}_x(\mathbb{R} \times \mathbb{R}^3)} : u \text{ solves (NLS)} \text{ and } \mathcal{F}(u) \leq \tau \right\},
\]
where $\mathcal{F}$ is as in (3.28). By Lemma 3.10(i), Theorem 1.1 is equivalent to $B(\tau) < \infty$ for all $0 < \tau < \infty$.

By Proposition 2.9 and (3.29), we have $B(\tau) < \infty$ for $\tau$ sufficiently small. Thus, by monotonicity of $B$, there exists $0 < \tau_c \leq \infty$ so that
\[
\tau_c = \sup \{ \tau : B(\tau) < \infty \} = \inf \{ \tau : B(\tau) = \infty \}.
\]
We assume towards a contradiction that $\tau_c < \infty$. Using Lemma 2.11, this implies that $B(\tau_c) = \infty$. Thus there exists a sequence of solutions $u_n$ such that $\mathcal{F}(u_n) \to \tau_c$ and $\|u_n\|_{L^1_t L^{\infty}_x(\mathbb{R} \times \mathbb{R}^3)} \to \infty$ as $n \to \infty$. We will prove the existence of a solution $u_c \in H^1(\mathbb{R}^3)$ such that $\mathcal{F}(u_c) = \tau_c$,
\[
\|u_c\|_{L^1_t L^{\infty}_x((0,\infty) \times \mathbb{R}^3)} = \|u_c\|_{L^1_t L^{\infty}_x((\infty,0] \times \mathbb{R}^3)} = \infty,
\]
and such that
\[
\{u_c(t) : t \in \mathbb{R}\} \text{ is precompact in } H^1(\mathbb{R}^3).
\]

**Theorem 4.8** (Existence of minimal blow-up solutions). Suppose Theorem 1.1 fails. Then there exists a $u_{c,0} \in H^1(\mathbb{R}^3)$ with $\mathcal{F}(u_{c,0}) = \tau_c$ such that if $u_c$ is the corresponding solution to (NLS) with data $u_c(0) = u_{c,0}$, then (4.53) and (4.54) hold.

Arguing as in [10, Theorem 9.6], to establish Theorem 4.8, it will suffice to establish the following Palais–Smale condition.

**Proposition 4.9.** Let $\{u_n\}_{n \in \mathbb{N}} \subset H^1(\mathbb{R}^3)$ be a sequence of solutions to (NLS) such that $\lim_{n \to \infty} \mathcal{F}(u_n) = \tau_c$, and suppose $t_n \in \mathbb{R}$ satisfy
\[
\lim_{n \to \infty} \|u_n\|_{L^1_t L^{\infty}_x(t_n,\infty) \times \mathbb{R}^3} = \|u_n\|_{L^1_t L^{\infty}_x((\infty,t_n] \times \mathbb{R}^3)} = \infty.
\]
Then we have that $\{u_n\}_{n \in \mathbb{N}}$ converges along a subsequence in $H^1_x(\mathbb{R}^3)$.

**Proof.** By time-translation invariance, we may assume that $t_n \equiv 0$. Using (3.29) and writing $u_n(0) = u_n(0)$, we have
\[
\|u_n,0\|_{H^1}^2 \lesssim \mathcal{F}(u_n) \lesssim \tau_c.
\]
Applying Theorem 4.2, we may write
\[
u_n(0) = \sum_{j=1}^{J} \phi_n^j + W_n^J
\]
for each $J \leq J^*$, with the various sequences satisfying (4.12)–(4.16). We may further assume that $M(u_n) \to M_0$, $E(a(u_n)) \to E_{0,a}$ and therefore $\tau_c = \mathcal{F}(M_0, E_{0,a})$ (cf. Lemma 3.10). By (4.15) and (4.16), we also have
\[
\limsup_{n \to \infty} \sum_{j=1}^{J} M(\phi_n^j) + M(W_n^J) \leq M_0,
\]
\[
\limsup_{n \to \infty} \sum_{j=1}^{J} E_{a}(\phi_n^j) + E_{a}(W_n^J) \leq E_{0,a},
\]
for each finite $J \leq J^*$, with all energies in (4.58) nonnegative. Moreover, by (3.29) and the nontriviality of $\phi_n^j$ we have that $\liminf_{n \to \infty} E_{a}(\phi_n^j) > 0$.

Our goal is to show that there can be at most nonzero $\phi_n^j$. .
Scenario 1.

\[ \sup_j \limsup_{n \to \infty} M(\phi_n^j) = M_0 \quad \text{and} \quad \sup_j \limsup_{n \to \infty} E_a(\phi_n^j) = E_{0,a}. \tag{4.59} \]

By (4.58), positivity of energy yields \( J^* = 1 \). In this case, we have that \( W_n^1 \to 0 \) in \( H_x^1 \) as \( n \to \infty \). Indeed, since \( M(W_n^1) \geq 0 \) and \( E_a(W_n^1) \geq 0 \), we get \( \lim sup_{n \to \infty} E_a(W_n^1) = 0 \) and \( \lim sup_{n \to \infty} M(W_n^1) = 0 \). Thus, (3.29) implies that \( \lim sup_{n \to \infty} \| W_n^1 \|_{H_x^1}^2 = 0 \).

In particular, we obtain

\[ u_n(0) = \phi_n^1 + W_n^1, \quad \text{with} \quad \lim_{n \to \infty} \| W_n^1 \|_{H_x^1}^2 = 0. \tag{4.60} \]

Now suppose that \( \| x_n^1 \| \to \infty \). Then Proposition 4.6 yields a global solution \( v_n \) with \( v_n(0) = \phi_n^1 \) such that

\[ \| v_n \|_{L_{t,x}^{10}(\mathbb{R} \times \mathbb{R}^3)} \lesssim 1. \]

As \( W_n^1 = u_n(0) - v_n(0) \), it follows that \( \lim_{n \to \infty} \| u_n(0) - v_n(0) \|_{H_x^1} = 0 \). Thus, Lemma 2.11 implies that for \( n \) large \( u_n \) is a global solution with finite scattering norm, contradicting (4.55). It follows that \( x_n^1 \equiv 0 \).

Next, suppose that \( \lambda_n^1 \to 0 \) as \( n \to \infty \). In this case, Proposition 4.6 yields a global solution \( v_n \) with \( v_n(0) = \phi_n^1 \) and \( \| v_n \|_{L_{t,x}^{10}(\mathbb{R} \times \mathbb{R}^3)} \lesssim 1 \). Then Lemma 2.11 implies that \( \| u_n \|_{L_{t,x}^{10}(\mathbb{R} \times \mathbb{R}^3)} \lesssim 1 \) for \( n \) large enough, again contradicting (4.55). It follows that \( \lambda_n^1 \equiv 1 \).

Finally, suppose that \( t_n^1 \to \infty \) as \( n \to \infty \). By Sobolev embedding, Strichartz estimates, monotone convergence, and (4.60), we deduce that

\[ \| e^{-it\mathcal{L}_a} u_n(0) \|_{L_{t,x}^{10}([0,\infty) \times \mathbb{R}^3)} \leq \| e^{-it\mathcal{L}_a} \phi_n^1 \|_{L_{t,x}^{10}([0,\infty) \times \mathbb{R}^3)} + \| e^{-it\mathcal{L}_a} W_n^1 \|_{L_{t,x}^{10}([0,\infty) \times \mathbb{R}^3)}, \tag{4.61} \]

as \( n \to \infty \). Writing \( \tilde{u}_n = e^{-it\mathcal{L}_a} u_n(0) \) and \( e_n = |\tilde{u}_n|^4 \tilde{u}_n - |\tilde{u}_n|^2 \tilde{u}_n \), we use (4.61), Hölder, and Strichartz to obtain

\[ \| \nabla e_n \|_{N(R)} \to 0 \quad \text{as} \quad n \to \infty. \]

Thus Lemma 2.11 again leads to a contradiction with (4.55). An analogous argument handles the case \( t_n^1 \to -\infty \) as \( n \to \infty \).

Thus, in Scenario 1, we obtain that \( x_n^0 \equiv 0, t_n^0 \equiv 0 \) and \( \lambda_n^1 \equiv 1 \). This yields the desired conclusion of Proposition 4.9, and hence it remains to show that the only remaining scenario results in a contradiction.

Scenario 2. If (4.59) fails for all \( j \), then there exists \( \delta > 0 \) such that

\[ \sup_j \limsup_{n \to \infty} M(\phi_n^j) \leq M_0 - \delta \quad \text{or} \quad \sup_j \limsup_{n \to \infty} E_a(\phi_n^j) \leq E_{0,a} - \delta. \tag{4.62} \]

We then define nonlinear profiles \( \psi_n^j \) associated to each \( \phi_n^j \) as follows:

- If \( \| x_j^1 \| \to \infty \) for some \( j \), then we are in position to apply Proposition 4.6, and hence we have a global solution \( \psi_n^j \) of (NLSa) with data \( \psi_n^j(0) = \phi_n^j \).

Indeed, it is enough to show that \( (M(\phi^j), E_a(\phi^j)) \in K_0 \) when \( \lambda_n^j \equiv 1, |x_n^j| \to \infty \) and \( t_n^j \equiv 0 \). To see this, first note that by (4.15), (4.16) and Lemma 3.10(iii) we have \( F(\phi_n^j) \leq F(M_0, E_{0,a}) = \tau_c \) for \( n \) large. Thus, as \( E_a(\phi_n^j) \geq 0 \) and \( M(\phi_n^j) = M(\psi^j) \) we deduce that there exists \( \varepsilon = \varepsilon(j) > 0 \) such that

\[ \text{dist}((M(\phi_n^j), E_a(\phi_n^j)), \Omega_a) \geq \varepsilon. \]
implies that \( |x'_n| \to \infty \) and \( t'_n \equiv 0 \). Thus, the inequality above yields
\[
\text{dist} \left( (M(\phi^j), E_0(\phi^j)), \Omega_0 \right) \geq \varepsilon.
\]
In particular, as \( K_\alpha \subseteq K_0 \), we deduce that \( \text{dist} \left( (M(\phi^j), E_0(\phi^j)), \Omega_0 \right) \geq \varepsilon \), and hence
\[
E_0(\phi^j) + \frac{M(\phi^j) + E_0(\phi^j)}{\text{dist} \left( (M(\phi^j), E_0(\phi^j)), \Omega_0 \right)} < \infty.
\]
In view of Lemma 3.10(i), this implies \( (M(\phi^j), E_0(\phi^j)) \in K_0 \).

- If \( x'_j \equiv 0 \) and \( \lambda'_j \to 0 \), we define \( \psi^j_n \) to be the global solution of \((\text{NLS}_a)\) with the initial data \( \psi^j_n(0) = \phi^j_n \) guaranteed by Proposition 4.6.
- If \( x'_j \equiv 0 \), \( \lambda'_j \equiv 1 \) and \( t''_j \equiv 0 \), we take \( \psi^j \) to be the global solution of \((\text{NLS}_a)\) with the initial data \( \psi(t) = \phi^j \).
- If \( x'_j \equiv 0 \), \( \lambda'_j \equiv 1 \) and \( t''_j \to \pm \infty \), we take \( \psi^j \) to be the global solution of \((\text{NLS}_a)\) that scatters to \( e^{-it\mathcal{L}_a} \phi^j \) in \( H^1_\tau(\mathbb{R}^3) \) as \( t \to \pm \infty \). In either case, we define the global solution to \((\text{NLS}_a)\),
\[
\psi^j_n(t, x) := \psi^j(t + t'_n, x).
\]
By construction, we have that for each \( j \),
\[
\|\psi^j_n(0) - \phi^j_n\|_{H^1_\tau} \to 0, \quad \text{as } n \to \infty. \tag{4.63}
\]
Moreover, notice that by (4.62) and Lemma 3.10(v), we may obtain
\[
\|\psi^j_n\|_{L^1_{t,x}} \lesssim \delta, \tau, 1, \quad \text{for } n \text{ large and } 1 \leq j \leq J. \tag{4.64}
\]
In particular, by (4.64), (3.29) and Remark 2.10, we have the following:
\[
\|\psi^j_n\|_{L^1_{t,x}(\mathbb{R} \times \mathbb{R}^3)} \lesssim \delta, \tau, [E_0(\psi^j_n)]^\frac{1}{2}, \quad \|\psi^j_n\|_{L^1_{r|0} H^1_{\tau}|_x(\mathbb{R} \times \mathbb{R}^3)} \lesssim \delta, \tau, [E_0(\psi^j_n)]^\frac{1}{2}, \tag{4.65}
\]
\[
\|\psi^j_n\|_{L^3_{t,L^\infty_x}(\mathbb{R} \times \mathbb{R}^3)} \lesssim \delta, \tau, [M(\psi^j_n)]^\frac{1}{2}. \tag{4.66}
\]
We define the approximate solutions
\[
u^j_n(t) := \sum_{j=1}^J \psi^j_n(t) + e^{-it\mathcal{L}_a} W^J_n,
\]
with the goal of applying Lemma 2.11 to contradict (4.55). In particular, we define the errors \( e^j_n \) via
\[
(i\partial_t - \mathcal{L}_a) u^j_n = -|u^j_n|^2 u^j_n + |u^j_n|^4 u^j_n + e^j_n.
\]
From (4.63) we see that
\[
\lim_{n \to \infty} \|u^j_n(0) - u_n(0)\|_{H^1_\tau} = 0, \quad \text{for any } J. \tag{4.67}
\]
It will suffice to establish the following estimates:
\[
\sup_{J} \limsup_{n \to \infty} \|u^j_n\|_{L^\infty_{t,x} H^1_\tau(\mathbb{R} \times \mathbb{R}^3)} \lesssim \tau, \delta, 1, \tag{4.68}
\]
\[
\sup_{J} \limsup_{n \to \infty} \left( \|u^j_n\|_{L^1_{t,x} H^1_{\tau}} + \|u^j_n\|_{L^1_{r|0} H^1_{\tau}|_x} + \|u^j_n\|_{L^3_{t,L^\infty_x}} \right) \lesssim \tau, \delta, 1, \tag{4.69}
\]
\[
\lim_{J \to \infty} \limsup_{n \to \infty} \|\nabla e^j_n\|_{N(\mathbb{R})} = 0, \tag{4.70}
\]
where here and below all space-time norms are taken over \( \mathbb{R} \times \mathbb{R}^3 \). Indeed, using (4.67), (4.68), (4.69), and (4.70), Lemma 2.11 implies that \( \|u^j_n\|_{L^1_{r|0} H^1_{\tau}} \lesssim \tau, \varepsilon, \delta, 1 \) for \( n \) large, contradicting (4.55).

We therefore turn to establishing the estimates (4.68)-(4.70). We will use the following lemma.
Lemma 4.10 (Asymptotic decoupling). If \( j \neq k \) we have
\[
\lim_{n \to \infty} \left[ \| \psi_n^j \psi_n^k \|_{L^2} + \| \psi_n^j \nabla \psi_n^k \|_{L^2 L^\infty} \right] = 0.
\]

Proof. As the proof follows essentially as in [16, Lemma 4.1] or [10, Lemma 9.2], we will provide only a brief sketch here. For first three terms, which involve energy-critical type spaces, the basic idea is to approximate the solutions by compactly supported functions of space-time (this requires uniform space-time bounds and relies on Proposition 4.6 when necessary), and then to exploit the orthogonality of parameters. For the fourth term, if \( \lambda_n^j \equiv 1 \) and \( \lambda_n^k \equiv 1 \), then the solutions arise from \( H^1 \) profiles and we obtain space-time bounds (and hence the approximation result) in Strichartz spaces at \( L^2 \)-regularity. If \( \lambda_n^j \to 0 \), then the solution arises from a frequency-truncated \( \dot{H}^1 \) profile and (again by persistence of regularity) has asymptotically vanishing space-time norms at \( L^2 \)-regularity. In particular, if one or both of the scales tends to zero, we obtain asymptotic vanishing by Hölder’s inequality. □

As (4.68) readily follows from Strichartz (4.67), (4.69), and (4.70), it will suffice to establish (4.69) and (4.70).

Proof of (4.69). Let us show the estimate of the \( L_{10}^{10} \) norm only, as the remaining terms may be handled in a similar fashion. By (4.65), equivalence of Sobolev spaces and Strichartz, we have get
\[
\left\| u_n^J \right\|_{L_{10}^{10}}^2 \lesssim \sum_{j=1}^{J} \| \psi_n^j \|_{L_{10}^{10}}^2 + \sum_{j \neq k} \| \psi_n^j \psi_n^k \|_{L_{10}^{10}} + \| e^{-itL_x} W_n^J \|_{L_{10}^{10}}^2 \lesssim \tau_c \sum_{j=1}^{J} E_n(\psi_n^j) + \sum_{j \neq k} o(1) + E_n(W_n^J) \lesssim \tau_c 1 + o(1) \cdot J^2
\]
as \( n \to \infty \). □

Proof of (4.70). Since \( \psi_n^j \) is solution of (NLSn) we can write
\[
e_n^j = \sum_{j=1}^{J} F(\psi_n^j) - F\left( \sum_{j=1}^{J} \psi_n^j \right) + F\left( u_n^J - e^{-itL_x} W_n^J \right) - F(\psi_n^j),
\]
where \( F(z) = F_1(z) - F_2(z) \) with \( F_1(z) := |z|^4 z \) and \( F_2(z) := |z|^2 z \). Now, by Hölder’s inequality we have
\[
\| \nabla \left[ \sum_{j=1}^{J} F_1(\psi_n^j) - F_1\left( \sum_{j=1}^{J} \psi_n^j \right) \right] \|_{L^2 L^\infty} \lesssim \sum_{j \neq k} \| \psi_n^j \|_{L_{10}^{10}}^2 \| \psi_n^k \nabla \psi_n^k \|_{L^2 L^\infty},
\]
\[
\| \nabla \left[ \sum_{j=1}^{J} F_2(\psi_n^j) - F_2\left( \sum_{j=1}^{J} \psi_n^j \right) \right] \|_{L^2 L^\infty} \lesssim \sum_{j \neq k} \| \psi_n^j \|_{L_{10}^{10}} \| \nabla \psi_n^k \|_{L^2 L^\infty} \| \nabla \psi_n^k \|_{L^2 L^\infty}.
\]
Thus, by orthogonality, (4.65), (4.66), (4.73) and (4.74) we get
\[
\lim_{J \to J^*} \limsup_{n \to \infty} \| \nabla (4.71) \|_{L^\infty} = 0.
\]
We next estimate (4.72). First, by interpolation we get
\[
\| \nabla \left[ F_1(u_n^J - e^{-itL_n^J}W_n^J) - F_1(u_n^J) \right] \|_{L^2_t L^2_x} \\
\lesssim \| e^{-itL_n^J}W_n^J \|_{L_t^{10} L^2_x} \| \nabla e^{-itL_n^J}W_n^J \|_{L_t^{10} L^2_x} + \| e^{-itL_n^J}W_n^J \|_{L_t^{10} L^2_x} \| \nabla u_n^J \|_{L_t^{10} L^2_x} \\
+ \| e^{-itL_n^J}W_n^J \|_{L_t^{10} L^2_x} \| u_n^J \|_{L_t^{10} L^2_x} \| \nabla u_n^J \|_{L_t^{10} L^2_x} + \| u_n^J \|_{L_t^{10} L^2_x} \| \nabla e^{-itL_n^J}W_n^J \|_{L_t^{10} L^2_x}
\]

Combining (4.12), (4.58) and (4.65) we see that
\[
\lim_{J \to J^*} \limsup_{n \to \infty} \| \nabla [F_1(u_n^J - e^{-itL_n^J}W_n^J) - F_1(u_n^J)] \|_{N^1(\mathbb{R})} \lesssim \lim_{J \to J^*} \limsup_{n \to \infty} \| u_n^J \nabla e^{-itL_n^J}W_n^J \|_{L_t^2 L^2_x}.
\]

Similarly,
\[
\| \nabla [F_2(u_n^J - e^{-itL_n^J}W_n^J) - F_2(u_n^J)] \|_{L^2_t L^2_x} \\
\lesssim \| e^{-itL_n^J}W_n^J \|_{L_t^{10} L^2_x} \| \nabla e^{-itL_n^J}W_n^J \|_{L_t^{10} L^2_x} + \| e^{-itL_n^J}W_n^J \|_{L_t^{10} L^2_x} \| \nabla u_n^J \|_{L_t^{10} L^2_x} \\
+ \| e^{-itL_n^J}W_n^J \|_{L_t^{10} L^2_x} \| u_n^J \|_{L_t^{10} L^2_x} \| \nabla u_n^J \|_{L_t^{10} L^2_x} + \| u_n^J \|_{L_t^{10} L^2_x} \| \nabla e^{-itL_n^J}W_n^J \|_{L_t^{10} L^2_x}.
\]

As Strichartz together with (4.12), (4.58) and (4.65) implies
\[
\lim_{J \to J^*} \limsup_{n \to \infty} \| \nabla [F_2(u_n^J - e^{-itL_n^J}W_n^J) - F_2(u_n^J)] \|_{N^1(\mathbb{R})} \lesssim \lim_{J \to J^*} \limsup_{n \to \infty} \| u_n^J \nabla e^{-itL_n^J}W_n^J \|_{L_t^2 L^2_x},
\]

it remains to show
\[
\lim_{J \to J^*} \limsup_{n \to \infty} \| u_n^J \nabla e^{-itL_n^J}W_n^J \|_{L_t^2 L^2_x} = 0. \tag{4.76}
\]

Applying Hölder we deduce
\[
\| u_n^J \nabla e^{-itL_n^J}W_n^J \|_{L_t^2 L^2_x} \leq \| \left( \sum_{j=1}^J \psi_j^J \right) \nabla e^{-itL_n^J}W_n^J \|_{L_t^2 L^2_x} \\
+ \| e^{-itL_n^J}W_n^J \|_{L_t^{10} L^2_x} \| \nabla e^{-itL_n^J}W_n^J \|_{L_t^{10} L^2_x}.
\]

Thus, using Strichartz inequality, (4.12) and (4.58) we see that
\[
\lim_{J \to J^*} \limsup_{n \to \infty} \| u_n^J \nabla e^{-itL_n^J}W_n^J \|_{L_t^2 L^2_x} \leq \lim_{J \to J^*} \limsup_{n \to \infty} \left( \sum_{j=1}^J \psi_j^J \right) \nabla e^{-itL_n^J}W_n^J \|_{L_t^2 L^2_x}.
\]

On the other hand, it follows from (4.65) that
\[
\| \sum_{j=J^*}^J \psi_j^J \|_{L_t^{10} L^2_x} \lesssim \sum_{j=J^*}^J \| \psi_j^J \|_{L_t^{10} L^2_x} + \sum_{j \neq k} \| \psi_j^J \psi_k^J \|_{L_t^{10} L^2_x} \lesssim \tau \sum_{j=J^*}^J E_0(\psi_j^J) + \sum_{j \neq k} o(1)
\]
as \( n \to \infty \). Thus, applying (4.58), Hölder and Strichartz we infer that there exists \( J' = J(\eta) \) such that
\[
\limsup_{n \to \infty} \| \left( \sum_{j=J^*}^J \psi_j^J \right) \nabla e^{-itL_n^J}W_n^J \|_{L_t^2 L^2_x} \lesssim \limsup_{n \to \infty} \| \sum_{j=J^*}^J \| \psi_j^J \|_{L_t^{10} L^2_x} \| \nabla e^{-itL_n^J}W_n^J \|_{L_t^{10} L^2_x} \]
\[
\lesssim \eta \quad \text{uniformly in } J \geq J'.
\]
for any $\eta > 0$. In particular, to establish (4.76) it suffices to show
\[
\limsup_{n \to \infty} \|\psi_n^j \nabla e^{-it\mathcal{L}_a} W_n^{j}\|_{L_T^1 L_x^\infty} = 0 \quad \text{for all } 1 \leq j \leq J'.
\] (4.77)
To this end, we observe that for any $\delta > 0$ there exists $\varphi_\delta \in C_c^\infty$ with support in $[-T, T] \times \{|x| \leq R\}$ such that (see (4.22))
\[
\|\psi_n^j - (\lambda_n^j)^{-\frac{1}{2}} \varphi_\delta \left(\frac{t}{(\lambda_n^j)^2} + t_n^j + \frac{x - x_n^j}{\lambda_n^j}\right)\|_{L_T^1 L_x^\infty} \leq \delta.
\]
Writing
\[
W_n^{j} (t, x) := (\lambda_n^j)^{\frac{1}{2}} [e^{-it\mathcal{L}_a} W_n^{j}](\lambda_n^j)^2 (t - t_n^j), \lambda_n^j x + x_n^j)
\]
and applying Lemma 2.4 (local smoothing), equivalence of Sobolev norms, and Hölder’s inequality, we finally obtain
\[
\|\psi_n^j \nabla e^{-it\mathcal{L}_a} W_n^{j}\|_{L_T^1 L_x^\infty} \lesssim \delta \|\nabla e^{-it\mathcal{L}_a} W_n^{j}\|_{L_T^1 L_x^\infty} + \|\varphi_\delta\|_{L_x^\infty} \|\nabla W_n^{j}\|_{L_T^1 L_x^\infty} \lesssim \delta + C(\delta, T, R) \|e^{-it\mathcal{L}_a} W_n^{j}\|_{L_T^1 L_x^\infty} \|W_n^{j}\|_{H_x^2} + \|e^{-it\mathcal{L}_a} W_n^{j}\|_{L_T^1 L_x^\infty} \|W_n^{j}\|_{H_x^2}.
\]
Thus (4.77) finally follows from (4.12), which completes the proof of (4.70). \hfill \Box

As described above, with (4.69) and (4.70), we complete the preclusion of Scenario 2 and hence the proof of Proposition 4.9. \hfill \Box

5. Preclusion of compact solutions

In this section, we use the localized virial argument to preclude the possibility of a solution $u_c$ as in Theorem 4.8, thus completing the proof of Theorem 1.1.

We begin with the following result.

Proposition 5.1. Suppose $u_c$ is a solution as in Theorem 4.8. Then for every $\varepsilon > 0$ there exists $R = R(\varepsilon) > 1$ such that
\[
\sup_{t \in \mathbb{R}} \int_{|x| > R} |\nabla u_c(t, x)|^2 + |u_c(t, x)|^2 + |u_c(t, x)|^4 + |u_c(t, x)|^6 \, dx \leq \varepsilon.
\] (5.1)
Moreover, there exists $\eta > 0$ such that
\[
V_a(u_c(t)) \geq \eta \quad \text{for all } t \in \mathbb{R},
\] (5.2)
where $V_a$ is the virial functional defined in (1.4).

Proof. The bound (5.1) follows immediately from compactness, Gagliardo–Nirenberg, and Sobolev embedding. Next, suppose (5.2) fails. Then there exist $t_n \in \mathbb{R}$ such that $\lim_{n \to \infty} V_a(u_c(t_n)) = 0$. By compactness, there then exists $u^* \in H^1$ so that $u(t_n) \to u^*$ strongly in $H^1_x (\mathbb{R}^3)$ along some subsequence. By continuity of $\mathcal{F}$ and $V_a$, we deduce that
\[
V_a(u^*) = 0 \quad \text{and} \quad \mathcal{F}(u^*) = \mathcal{F}(u_c(t_n)) = \tau_c \leq \infty,
\]
contradicting Lemma 3.10(ii). \hfill \Box

Proof of Theorem 1.1. We suppose Theorem 1.1 fails and take a solution $u_c$ as in Theorem 4.8. We now use the virial identity: writing
\[
I(t) = \int_{\mathbb{R}^3} \phi(x)|u_c(t, x)|^2 \, dx
\]
for a radial function $\phi$ to be specified below, we use (NLS$_a$) to compute
\[
\partial_t I(t) = 2 \text{Im} \int_{\mathbb{R}^3} \nabla \phi \cdot \nabla u_c \bar{u}_c \, dx,
\]
\[
\partial_{tt} I(t) = \int_{\mathbb{R}^3} \left[ 4 \text{Re} \nabla \bar{u}_c \cdot \nabla^2 \phi \nabla u_c 
+ 4 |u_c|^2 \frac{\phi''}{|r|^2} \cdot \nabla \phi - \Delta \phi |u_c|^4 + 4 \Delta \phi |u_c|^6 - \Delta^2 \phi |u_c|^2 \right] \, dx.
\]
As $\phi$ is radial, we may rewrite this as
\[
\partial_{tt} I(t) = 4 \int_{\mathbb{R}^3} \frac{\phi''(r)}{r} |\nabla u_c|^2 \, dx + 4 \int_{\mathbb{R}^3} \left( \frac{\phi''}{r} - \frac{\phi'}{r} \right) |x \cdot \nabla u_c|^2 \, dx
+ \int_{\mathbb{R}^3} \phi''(r) \left( \frac{\phi'}{r} |u_c|^6 - |u_c|^4 \right) \, dx
- \int_{\mathbb{R}^3} \Delta^2 \phi |u_c|^2 \, dx + 4a \int_{\mathbb{R}^3} \frac{\phi' |u_c|^4}{|r|^2} \, dx.
\]
We now specialize to the choice $\phi(x) = R^2 \psi(\frac{|x|}{R})$, where $\psi$ satisfies
\[
\psi(r) = \begin{cases} r^2, & 0 \leq r \leq R; \\
0, & r \geq 2R, \end{cases} \quad 0 \leq \psi \leq 2, \quad \psi'' \leq 2, \quad \psi^{(4)} \leq \frac{4}{R^2}.
\]
For this choice of $\phi$, the identity above yields
\[
\partial_{tt} I(t) \geq 8V_a(u_c(t)) - O \left( \int_{|x| \geq R} \left[ |\nabla u_c|^2 + |u_c|^2 + |u_c|^4 + |u_c|^6 \right] (t, x) \, dx \right). \tag{5.3}
\]
Now, applying (5.1) with $R$ sufficiently large and using (5.2), we deduce
\[
\partial_{tt} I(t) \geq \eta > 0 \quad \text{uniformly for } t \in [0, \infty). \tag{5.4}
\]
On the other hand,
\[
|\partial_t I(t)| \lesssim R \|u_c\|^2_{L^\infty_t H^1_x} \lesssim \tau_c \, R.
\]
Thus, the Fundamental Theorem of Calculus implies
\[
\eta T \lesssim \left| \int_0^T \partial_t I(t) \, dt \right| \lesssim \tau_c \, R \quad \text{for any } \, T > 0,
\]
which yields a contradiction for $T$ sufficiently large. \hfill \square
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