Flux-balance equations for linear momentum and center-of-mass position of self-gravitating post-Newtonian systems
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Abstract
We revisit the problem of flux-balance equations for isolated post-Newtonian matter systems due to the emission of gravitational waves. In particular we show by a local derivation confined to the system, using the expression of radiation-reaction forces up to the 3.5 PN order, that not only the energy, angular momentum and linear momentum of the system, but also the position of its center of mass, obey some (non-trivial) flux-balance equations. The balance equation for the center-of-mass position completes the description of the secular evolution by gravitational waves of relativistic post-Newtonian isolated matter systems. We then confirm this result by a direct computation of the gravitational-wave fluxes at future null infinity, obtaining the full multipole-moment expansion of the flux associated with the center-of-mass position (probably new with this paper), and rederiving as well the known multipole-moment expansions of the fluxes of energy, angular momentum and linear momentum. We also check our analysis by a direct calculation of radiation-reaction effects in the case of compact binary systems.
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1. Introduction and motivation

Flux-balance equations and gravitational radiation reaction play a major role in gravitational physics since the discovery of the binary pulsar in 1974 [1]. At that time, the ‘radiation-reaction controversy’ [2, 3] aimed at reconciling the effect of radiation-reaction forces [4–9] on the orbit of the binary pulsar with the expected gravitational-wave fluxes for energy and angular momentum [10–15]. Since then the controversy was resolved [16, 17] and we know now that
the flux-balance equations are correct, at least for extended fluid systems in an approximate ‘post-Newtonian’ sense \cite{18–22}. Nowadays, the balance equations are used for building accurate gravitational-wave templates for the data analysis of inspiralling compact binaries, since they permit to compute the evolution of the orbital phase and frequency of inspiralling compact binaries prior their final merger, i.e. the famous ‘chirp’ of gravitational waves \cite{23, 24}.

At leading order, corresponding either to 2.5 PN order in the equations of motion or Newtonian order in the radiation field, the energy balance is given by the Einstein quadrupole formula \cite{10, 11}

\[
\frac{dE}{dt} = -\frac{G}{5c^5} I^{(3)}_{ij} I^{(3)}_{ij} + O\left(\frac{1}{c^7}\right),
\]

(1.1)

where \(I_{ij}\) is the mass-type quadrupole moment of the source, the superscript \((n)\) denotes time derivatives, and \(E\) in the left-hand side (LHS) is the total mechanical energy of the system. At this order \(E\) is just the constant rest-mass energy plus the Newtonian mechanical energy. However, there is also a contribution to \(E\) at the 2.5 PN order, which comes from the right-hand side (RHS) of the balance equation, when one decides to write the energy flux into ‘canonical’ form, i.e. the form of the familiar Einstein quadrupole formula. Indeed, a total time derivative appears, in the process of transforming the RHS, and is transferred to the LHS of the balance equation. This derivative represents the analogue of the Schott term in electromagnetism \cite{25}. Note that while the flux in the RHS of (1.1) is gauge invariant, the Schott term depends on the assumed gauge used to express the radiation-reaction force \cite{26, 27}. As is well known, such 2.5 PN term being in the form of a total time derivative, is negligible with respect to the flux entering the RHS in the adiabatic approximation, i.e. when averaged over an orbital scale much smaller than the radiation-reaction time scale. The balance equation for angular momentum reads similarly at the leading order \cite{28, 29}

\[
\frac{dJ_i}{dt} = -\frac{2G}{5c^5} \varepsilon_{ijk} I^{(3)}_{jk} I_{k\ell} + O\left(\frac{1}{c^7}\right).
\]

(1.2)

Again there is in the LHS a total time derivative (Schott like term) at 2.5 PN order which is taken into account by a redefinition of the angular momentum \(J_i\). The flux-balance equations for energy and angular momentum (1.1)–(1.2) can be combined to compute the secular evolution (on a radiation-reaction time scale) of eccentric compact binaries \cite{12, 13}.

Concerning the linear momentum, the effect is subdominant as it appears at order 3.5 PN rather than 2.5 PN. Indeed, the leading radiation-reaction force at 2.5 PN order integrates to zero over the system and there is no net force at that order. Including the radiation reaction at the next 3.5 PN order, one obtains the balance equation for linear momentum as \cite{28–32}

\[
\frac{dP_i}{dt} = -\frac{G}{c^7} \left[ \frac{2}{63} I^{(4)}_{i\ell jk} I_{k\ell} + \frac{16}{45} \varepsilon_{ijk} I^{(3)}_{k\ell} J_{\ell\ell} \right] + O\left(\frac{1}{c^9}\right),
\]

(1.3)

where the RHS results from a coupling between the mass octupole moment \(I_{ijk}\) and the mass quadrupole, as well as a coupling between the mass quadrupole and the current-type quadrupole moment \(J_{i\ell}\). The main application of the flux-balance equation for linear momentum is the estimation of the total recoil of the system by gravitational waves. The recoil velocity (or kick) of the black hole formed by the merger of two black holes has been computed by

\footnote{Following the usual post-Newtonian terminology, a term \(\sim (v/c)^n\) is said to be of order \(n\)PN. Keep in mind that there is always a difference of 2.5 PN order between the equations of motion and the gravitational radiation field, which corresponds to the order \((v/c)^3\) of radiation-reaction forces.}
post-Newtonian methods [33–38], perturbation methods [39–42], as well as using numerical relativity [43–46].

The quantities $E$, $J_i$ and $P_i$ in equations (1.1)–(1.3) can be referred to as the ‘Bondi like’ quantities [47, 48], that secularly evolve by gravitational-radiation emission. By integrating the fluxes in the RHS and transferring these to the LHS, one can obtain the conserved invariants for the total matter system + gravitational waves, which can be referred to as ‘ADM like’ quantities [49]. For a conservative system (for instance, stationary), there are ten Noetherian conserved invariants associated with the ten symmetries of the Poincaré group. In addition to $E$, $J_i$ and $P_i$, there is also the initial ‘position’ of the center of mass, say $Z_i = G_i - P_i t$, where $G_i$ denotes the position of the center of mass multiplied by the total (constant) mass. The conservation of $Z_i$ is due to the invariance of the dynamics under Lorentz boosts. For self-gravitating systems, $G_i$ coincides with the mass-type dipole moment $I_i$. When gravitational-wave emission is turned on, the energy, angular momentum and linear momentum obey the balance or evolution equations (1.1)–(1.3), and we expect that the center-of-mass position should also obey a similar evolution equation.

In the present paper we prove that the flux-balance equation for the center-of-mass position is, as for (1.3), a subdominant 3.5 PN effect, and involves in the flux just a coupling between the mass octupole moment and the mass quadrupole, without contribution from the current moment at the lowest order. We find

$$\frac{dG_i}{dt} = P_i - \frac{2G}{21c^7} I_{ijk} I^{(3)}_{jk} + O\left(\frac{1}{c^9}\right).$$  \hspace{1cm} (1.4)

Together with (1.1)–(1.3), the law (1.4) completes the description of the secular evolution by gravitational waves of relativistic isolated systems. It can be rephrased in an equivalent way by saying that the initial position $Z_i$ of the center of mass obeys

$$\frac{dZ_i}{dt} + t \frac{dP_i}{dt} = -\frac{2G}{21c^7} I_{ijk} I^{(3)}_{jk} + O\left(\frac{1}{c^9}\right).$$  \hspace{1cm} (1.5)

The formulas (1.4) or (1.5) do not appear in standard text-books on general relativity and gravitational waves such as [11, 50–54], nor in review articles like [23, 24, 55–57]. An integral expression of the relevant flux was, however, already mentioned as a particular term in the mass dipole moment obtained by matching between the near zone and the far zone (see equations (3.46) in [21] and (2.15) in [22]). Moreover, a flux-balance equation for the center of mass is given in general form by equation (6.35) of [54], and the flux of center-of-mass position has been computed numerically in [58].

In a recent paper, Kozameh et al [59] (see also [60]) investigated the flux-balance equations for general isolated sources based on the asymptotic properties of the radiation field and Weyl scalars. They obtained notably the flux of mass-type dipole moment, equivalent to our center-of-mass position. From equations (31) and (41)–(44) in [59], we see that the leading-order contribution to the flux as found there is in complete agreement with our result (1.4), modulo a total time derivative. Furthermore, [59] gives the next-to-leading-order contribution, involving the current type quadrupole and octupole moments, which is also in agreement with the corresponding term in the general multipole expansion obtained in section 4.

In another interesting recent work, Nichols [61] derived related expressions for the flux of center-of-mass position, which he refers to as the CM angular momentum but is really, like for us, the Noetherian invariant associated with the boost symmetry of the system. The calculations in [61] are performed at future null infinity using the Bondi–Sachs formalism in the general case, as well as in the leading PN approximation, and are motivated by the study
of the memory effect induced by changes in the multipole moments parametrizing the CM angular momentum. More work should be done in order to compare the results of the present paper to those of [61].

The fluxes of energy, angular momentum and linear momentum are known as full multipole-moment series expansions, formally extending equations (1.1)–(1.3) up to any multipolar order [29]. The multipole expansions are given in terms of the so-called ‘radiative’ multipole moments, which parametrize the waveform at infinity. These multipole expansions are thus exact by definition, although the radiative moments are not directly connected to the source. In the present paper, we also perform the flux computations and rederive the known multipole expansions for energy, angular momentum and linear momentum up to any multipolar order, but we adopt a different strategy and express the fluxes in terms of appropriate ‘source’ multipole moments that are known as explicit integrals over the matter source. The prize we have to pay is that our calculation is valid only at the leading post-Minkowskian order, i.e. the dominant order in \( G \). By the same method, we then obtain the complete multipole expansion of the flux associated with the position of the center of mass, thus generalizing equation (1.4) to all multipolar contributions in terms of the source multipole moments.

The plan of this paper is as follows. In section 2, we recall from previous works the expression in a specific gauge of the radiation-reaction force for extended isolated systems to 3.5 PN order. In section 3 we use that expression to derive the flux-balance equations for all invariant quantities and, in particular, that for the center-of-mass position to the lowest order, proving equation (1.4). In section 4, we perform a direct flux calculation at future null infinity for all the invariants, yielding the multipole expansions generalizing the lowest order results (1.1)–(1.4) to any multipolar order (at dominant order in \( G \)). Finally in section 5, we confirm the results for the linear momentum and center-of-mass position by working out the 3.5 PN harmonic-coordinate radiation-reaction force in the case of compact binary systems. The paper ends in section 6 with a discussion on the meaning of the results and a short conclusion.

2. Gravitational radiation reaction to 3.5 PN order

The first derivation we propose is valid for a general isolated (compact-support) post-Newtonian matter system. It is based on a specific expression of the radiation-reaction force at the 3.5 PN order, defined in a particular gauge which is an appropriate extension of the Burke–Thorne gauge [5, 6] for the lowest-order radiation reaction. The 1 PN radiation reaction in this gauge has been obtained in [21, 22]. In fact, the present calculation will be the continuation of the paper [22]. The radiation-reaction effects are entirely specified once we give the metric, which admits the following components, accurate to order 3.5 PN concerning radiation-reaction (dissipative) effects:

\[
g_{00} = -1 + \frac{2\gamma}{c^2} - \frac{2\gamma^2}{c^4} + \frac{1}{c^6} g_{00} + \frac{1}{c^8} g_{00} + \mathcal{O}\left(\frac{1}{c^{10}}\right), \tag{2.1a}
\]

\[
g_{0i} = -\frac{4\gamma_i}{c^3} + \frac{1}{c^5} g_{0i} + \frac{1}{c^7} g_{0i} + \mathcal{O}\left(\frac{1}{c^9}\right), \tag{2.1b}
\]

\[
g_{ij} = \delta_{ij} \left(1 + \frac{2\gamma}{c^2} + \frac{4}{c^4} \left(W_{ij} - \delta_{ij} W_{kk}\right) + \frac{1}{c^6} g_{ij} + \mathcal{O}\left(\frac{1}{c^8}\right)\right). \tag{2.1c}
\]
Concerning conservative effects, this metric is only accurate to 1 PN order, but notice the term of order $1/c^4$ in the spatial metric $g_{ij}$, which is included for completeness and is really of order 2 PN for the motion of massive particles and 1 PN for the motion of photons. This term is important to control the energy of the system at 1 PN order or, equivalently, the total mass up to 2 PN order, see [22]. The coefficients $n g_{\mu\nu}$ in (2.1) represent some 2 PN and 3 PN conservative effects, uncontrolled at this stage, but which will not contribute to the present calculation. The metric is characterized by a scalar potential $V$, a vector potential $V_i$, and a tensorial one $W_{ij}$. These potentials are generated by the matter stress–energy tensor $T_{\mu\nu}$ of the compact-support source through the effective mass, current and stress densities:

$$\sigma = \frac{T^{00} + T^{i}{}_{i}}{c^2}, \quad \sigma_i = \frac{T^{0i}}{c}, \quad \sigma_{ij} = T^{ij},$$

(2.2)

with $T^{i} = \delta_i{}^{0} T^0$. The potentials $V_{\mu} = (V, V_i)$ contain a conservative part and a radiation-reaction part, hence we pose

$$V_{\mu} = V_{\mu}^{\text{sym}} + V_{\mu}^{\text{reac}}.$$  

(2.3)

For the present purpose, the conservative part is defined by the ‘symmetric’ propagator acting on the matter source proportional to $\sigma_{\mu} = (\sigma, \sigma_i)$, i.e.

$$V_{\mu}^{\text{sym}} = \Box^{-1} \left( -4\pi G \sigma_{\mu} \right) = \sum_{k=0}^{+\infty} \left( \frac{\partial}{\partial t} \right)^{2k} \Delta^{-k-1} \left( -4\pi G \sigma_{\mu} \right).$$

(2.4)

Strictly speaking, such definition does not yield a purely conservative quantity since the matter stress–energy tensor (2.2) depends on the metric (2.1) and, thus, does contain some radiation-reaction contributions. With this caveat in mind, we still keep this definition since it is very convenient, as we shall see. To an order consistent with (2.1), we can express the previous ‘symmetric’ potentials as

$$V_{\mu}^{\text{sym}} = U_{\mu} + \frac{1}{2c^2} \partial^2 X + \frac{1}{c^4} V_{\mu}^{\text{sym}} + \frac{1}{c^6} V_{\mu}^{\text{sym}} + O \left( \frac{1}{c^8} \right),$$

(2.5a)

$$V_{\mu i}^{\text{sym}} = U_{i} + \frac{1}{c^2} V_{i}^{\text{sym}} + \frac{1}{c^4} V_{i}^{\text{sym}} + O \left( \frac{1}{c^6} \right),$$

(2.5b)

where we do not need to control the 2 PN and 3 PN terms while we have introduced the usual Poisson integrals $U_{\mu}$ and the ‘super-potential’ $X$ (only for the scalar potential) defined by:

$$U_{\mu} = G \int \frac{d^3x'}{|x - x'|} \sigma_{\mu}(x', t), \quad X = G \int d^3x' |x - x'| \sigma(x', t).$$

(2.6)

As for the tensorial part $W_{ij}$ in the metric (2.1), it is given (modulo some constant factor) by the Poisson integral of the matter stresses $\sigma_{ij}$ plus the usual Newtonian gravitational stresses:

$$W_{ij} = G \int \frac{d^3x'}{|x - x'|} \left[ \sigma_{ij} + \frac{1}{4\pi G} \left( \partial_i U \partial_j U - \frac{1}{2} \delta_{ij} \partial_k U \partial_k U \right) \right].$$

(2.7)

The radiation-reaction effects in $W_{ij}$ are negligible within the present approximation.

All the information regarding radiation reaction is ‘implicitly’ contained in the matter currents $\sigma_{\mu}$ (as we have seen), and ‘explicitly’ into the scalar and vector radiation-reaction
potentials $V_{\mu}^{\text{reac}} = (V_{\mu}^{\text{mac}}, V_{\mu}^{\text{inac}})$. Those are defined in terms of the multipole moments $I_j(t)$ and $J_k(t)$ of the post-Newtonian source as [21, 22]²

$$V_{\mu}^{\text{reac}} = -\frac{G}{c^2} x_{ij}^{(5)} I_{ij} + \frac{G}{c^4} \left[ \frac{1}{189} x_{ijk}^{(7)} I_{ijk} - \frac{1}{70} r^2 x_{ij}^{(7)} I_{ij} \right] + O \left( \frac{1}{c^8} \right).$$  \hspace{1cm} (2.8a)

$$V_{\mu}^{\text{reac}} = \frac{G}{c^2} \left[ \frac{1}{21} \delta_{ijk} J_{ijk} - \frac{4}{45} \varepsilon_{ijk} x_{ij}^{(5)} J_{ij} \right] + O \left( \frac{1}{c^4} \right).$$  \hspace{1cm} (2.8b)

At the 4 PN order the scalar potential $V_{\mu}^{\text{reac}}$ contains the contribution of tails [22], which is not needed here (but see equation (3.22) below). Moreover, at the 4.5 PN order, there should also be a genuine tensorial contribution to the radiation-reaction force. When restricted, by contrast, to the leading 2.5 PN order, the potential $V_{\mu}^{\text{mac}}$ reduces to the Burke–Thorne radiation-reaction scalar potential [5, 6]. The multipole moments are the mass quadrupole moment $I_{ij}$, consistently given here with 1 PN accuracy [19],

$$I_{ij} = \int d^3x \left[ \hat{x}_i \sigma + \frac{1}{14c^2} r^2 \hat{x}_i \partial_i^{\sigma_2} - \frac{20}{21c^2} \hat{x}_i \partial_i^{\sigma_2} \right] + O \left( \frac{1}{c^4} \right).$$  \hspace{1cm} (2.9)

the mass octupole moment $I_{ijk}$, the multipole moments are symmetric and trace-free (STF) with respect to their

$$I_{ijk} = \int d^3x \hat{x}_{ijk} + O \left( \frac{1}{c^4} \right).$$  \hspace{1cm} (2.10)

3. Flux-balance equations to 3.5 PN order

The metric (2.1) is used in the derivation of the flux–balance equations for linear momentum and (in an extension of [22]) for the position of the center of mass; concerning the energy and angular momentum, we shall simply restate the results of [22]. The method consists of integrating the equations of motion over a volume enclosing the compact-support matter distribution of the source, the equations of motion being here the covariant conservation of the matter stress–energy tensor, $\nabla_{\nu} T_{\mu}^{\nu} = 0$, rewritten in the more convenient way as

$$\partial_{\nu} \Pi_{\mu}^{\nu} = F_{\mu},$$  \hspace{1cm} (3.1)

where we pose $\Pi_{\mu}^{\nu} = \sqrt{-g} T_{\mu}^{\nu}$ and $F_{\mu} = \frac{1}{2} \sqrt{-g} \partial_{\mu} g_{\rho\sigma} T^{\rho\sigma}$, with $T_{\mu}^{\nu} = g_{\mu\nu} T^{\rho\sigma}$ and $g = \det(g_{\rho\sigma})$. By substituting (2.1) and using the definitions of the mass, current and stress densities (2.2), we obtain explicit expressions containing all radiation effects up to 3.5 PN order but in which the conservative effects at 2 PN and 3 PN orders are neglected. The components of the effective force in the RHS read

$$F_{0} = \frac{1}{c} \sigma \partial_{t} \mathcal{V} - \frac{4}{c^2} \sigma_{j} \partial_{i} \mathcal{V}_{j} + \frac{1}{c^3} F_{0} + \frac{1}{c^4} F_{0} + O \left( \frac{1}{c^8} \right),$$  \hspace{1cm} (3.2a)

$$F_{i} = \sigma \partial_{t} \mathcal{V} - \frac{4}{c} \sigma_{j} \partial_{i} \mathcal{V}_{j} + \frac{1}{c^2} F_{4} + \frac{1}{c^3} F_{6} + O \left( \frac{1}{c^8} \right),$$  \hspace{1cm} (3.2b)

²The multipole moments are symmetric and trace-free (STF) with respect to their $\ell$ indices

$L = \ell_1 \ell_2 \cdots \ell_{\ell}$; we denote the STF product of spatial vectors $x_i$ as $\hat{x}_i = \text{STF}(x_i)$, so that $\hat{x}_i = x_0 - \frac{1}{2} \delta_{0i} r^2$,

$\hat{x}_{ij} = x_{ij} - \frac{1}{2} (\delta_{ij} x_0 + \delta_{0j} x_i + \delta_{0i} x_j) r^2$ and so on (with $r = |x|$, $x_0 = x_3$ and $x_{ij} = x_i x_j$); similarly, we denote $\partial_0 = \partial_0 \partial_1 \cdots \partial_\ell$, $\partial_\ell = \text{STF}(\partial_\ell)$; $\varepsilon_{ijk}$ is the fully antisymmetric Levi-Civita symbol. Notice that all products of spatial vectors in equations (2.8) are actually STF. On the other hand, parenthesis surrounding indices mean their symmetrization: $t_{(ij)} = \frac{1}{2} (t_{ij} + t_{ji})$ whereas superscripts $(n)$ stand for $n$ time derivatives.
while those of the effective momentum in the LHS are

$$\Pi^0_0 = -c^2 \sigma + \sigma_{ii} + \frac{4}{c^2} (\sigma V_{ii} - \sigma_i V_i) + \frac{1}{c^2} \Pi_{0a}^0 + \frac{1}{c^2} \Pi_{b0}^0 + \mathcal{O} \left( \frac{1}{c^8} \right), \quad (3.3a)$$

$$\Pi^0_i = c \sigma_i + \frac{4}{c^3} (\sigma_i V - \sigma V_i) + \frac{1}{c^3} \Pi_{ia}^0 + \frac{1}{c^3} \Pi_{b0}^0 + \mathcal{O} \left( \frac{1}{c^7} \right), \quad (3.3b)$$

$$\Pi^0_0 = -c \sigma_{ij} + \frac{4}{c^3} (\sigma_{ij} W_{ij} - \sigma_j V_j) + \frac{1}{c^3} \Pi_{ia}^0 + \mathcal{O} \left( \frac{1}{c^7} \right), \quad (3.3c)$$

$$\Pi^j_j = \sigma_{ij} + \frac{4}{c^3} (\sigma_{ij} V_i - \sigma_i V_j) + \frac{1}{c^3} \Pi_{ia}^j + \mathcal{O} \left( \frac{1}{c^7} \right). \quad (3.3d)$$

The 1 PN equation of continuity and the 1 PN equation of motion (or relativistic Euler equation) are explicitly given in the present formalism by

$$\partial_t \sigma + \partial_i \sigma_i = \frac{1}{c^2} \left( \partial_t \sigma_{ij} - \sigma_i \partial_V \right) + \mathcal{O} \left( \frac{1}{c^8} \right), \quad (3.4a)$$

$$\partial_t \left[ \sigma_i \left( 1 + \frac{4V}{c^2} \right) \right] + \partial_j \left[ \sigma_{ij} \left( 1 + \frac{4V}{c^2} \right) \right] = \sigma \partial_V + \frac{4}{c^2} \left[ \sigma \partial_V \sigma_i + \sigma_j \left( \partial_i V_j - \partial_j V_i \right) \right] + \mathcal{O} \left( \frac{1}{c^8} \right). \quad (3.4b)$$

The special notation for the remainder term means that it is correct regarding radiation-reaction effects up to 3.5 PN order included, but contains some uncontrolled 2 PN and 3 PN conservative contributions. Namely, the remainders in (3.4) are of the type

$$\mathcal{O} \left( \frac{1}{c^8} \right) = \frac{1}{c^2} X + \frac{1}{c^6} X + \mathcal{O} \left( \frac{1}{c^8} \right). \quad (3.5)$$

The radiation-reaction parts (2.8) of the potentials $\mathcal{V}_\mu$ appear explicitly through the dependence of the laws (3.4) upon $\mathcal{V}_\mu$, but also implicitly through the matter currents and stresses, $\sigma_{ij}$ and $\sigma_{ij}$, respectively. We find that only the former will contribute to the fluxes in the RHS of the balance equations, while the latter implicit radiation-reaction terms appear only as total time derivatives in the LHS. In order to obtain the radiation-reaction contributions in the stress–energy tensor $T^{\mu\nu}$, one must identify the matter degrees of freedom, independently from the gravitational field (i.e. the metric). For a perfect fluid system, the matter degrees of freedom can be chosen to be the coordinate-velocity field $v^\mu = \rho u^{\mu}/\rho$, the specific entropy $s_\ast$, and the coordinate density $\rho_\ast = \sqrt{-g} \rho u^0$, where $\rho$ is the conserved scalar density satisfying $\nabla_\mu (\rho U^\mu) = 0$, and $U^\mu = (-g_{\mu\nu} v^\nu/c^2)^{-1/2}$. In this way, we find for instance $\sigma^{\text{reac}} = \rho_\ast v^{\text{reac}}/c^2 + \mathcal{O}(1/c^8)$, which is a 3.5 PN effect.

### 3.1. Linear momentum

The balance equation for linear momentum has already been derived in [22], but we repeat here the main steps for completeness. We first integrate equation (3.1) with $\mu = i$ over the compact-support matter distribution. Using the Gauss law to discard a total divergence, as well as the expressions (3.2b) and (3.3b), we thus obtain

$$\frac{d}{dt} \left( \int d^4x \left[ \sigma_i + \frac{4}{c^2} (\sigma_i V - \sigma V_i) \right] \right) = \int d^4x \left( \sigma \partial_V - \frac{4}{c^2} \sigma_i \partial_i V \right) + \mathcal{O} \left( \frac{1}{c^8} \right). \quad (3.6)$$
We then split the potentials $V_\mu$ into symmetric and reaction parts (see equation (2.3)) and perform simple manipulations. In particular, we use a generalization of the ‘action-reaction’ theorem valid at the 1 PN order, namely

$$
\int d^3 x \sigma \partial_t V^{\text{sym}} = \frac{d}{dt} \left[ \frac{1}{2c^2} \int d^3 x \sigma \partial_t X \right] + O \left( \frac{1}{c^3} \right),
$$

(3.7)

where $X$ is the super-potential defined in (2.6). This permits transferring a term in the form of a total time derivative to the LHS of the equation, yielding

$$
\frac{d}{dt} \left( \int d^3 x \left[ \sigma_i - \frac{1}{2c^2} \sigma \partial_t X + \frac{4}{c^2} \left( \sigma_i V^{\text{reac}} - \sigma V_i^{\text{reac}} \right) \right] \right) = \int d^3 x \left( \sigma \partial_t V^{\text{reac}} - \frac{4}{c^2} \sigma_j \partial_j V^{\text{reac}} \right) + O \left( \frac{1}{c^3} \right).
$$

(3.8)

In this equation, we have also transferred the uncontrolled 2 PN and 3 PN approximations from the RHS to the LHS, where they now lie inside the remainder (see our special notation (3.5)). Indeed, these approximations are conservative so that they must appear in the form of total time derivatives in our flux-balance equations. This has been proven long ago for general fluids at the 2 PN approximation [7, 8], but we assume here that the same is true for the 3 PN terms, for the conservative terms at the 4 PN approximation (i.e. apart from the tail term), and so on. This assumption has been fully confirmed by recent works on the equations of motion of compact binary systems at the 4 PN order, which showed the existence at that order of all the Poincaré invariants (see notably [62], and section 5 below).

At this stage, the radiation-reaction potentials appear on both sides of equation (3.8). In the next step, we replace the reaction potentials in the RHS by their explicit expressions provided by equations (2.8). A straightforward computation leads then to the usual flux-balance equation for linear momentum at the leading 3.5 PN order:

$$
\frac{d P_i}{dt} = -G \frac{c^3}{c^7} \left\{ \frac{2}{63} I^i j k l + \frac{16}{45} I^i j k ^l \right\} + O \left( \frac{1}{c^3} \right),
$$

(3.9)

where, importantly for the precise meaning of the equation, the linear momentum $P_i$ in the LHS is explicitly given by

$$
P_i = \int d^3 x \left[ \sigma_i - \frac{1}{2c^2} \sigma \partial_t X + \frac{4}{c^2} \left( \sigma_i V^{\text{reac}} - \sigma V_i^{\text{reac}} \right) \right] + \delta P_i^{\text{reac}} + \overline{O} \left( \frac{1}{c^3} \right).
$$

(3.10)

Besides the neglected conservative 2 PN and 3 PN terms included in the remainder, there appears a term $\delta P_i^{\text{reac}}$, composed of 2.5 PN and 3.5 PN approximations, which comes from the total time derivatives originally present in the RHS. As it will play a major role in what follows, we display it explicitly:

$$
\delta P_i^{\text{reac}} = \frac{2G}{5c^3} \left( \begin{array}{c}
8 \left( \begin{array}{c}
(4) (1) (3) \end{array} \right) \\
5 \left( \begin{array}{c}
(2) (4) (6) \end{array} \right) \\
20 \left( \begin{array}{c}
(6) (5) (1) \end{array} \right) \\
12 \left( \begin{array}{c}
(5) (1) (2) \end{array} \right) \\
20 \left( \begin{array}{c}
(3) (3) \end{array} \right)
\end{array} \right) \\
\end{array} \\
\right)
+ \frac{G}{c^7} \left( \begin{array}{c}
8 \left( \begin{array}{c}
(4) (1) \end{array} \right) \\
10 \left( \begin{array}{c}
(2) (4) \end{array} \right) \\
1 \left( \begin{array}{c}
(1) (1) \end{array} \right) \\
1 \left( \begin{array}{c}
(1) (5) \end{array} \right) \\
8 \left( \begin{array}{c}
(1) (6) \end{array} \right)
\end{array} \right) \\
\end{array} \right)
+ \frac{1}{63} \left( \begin{array}{c}
8 \left( \begin{array}{c}
(4) (1) \end{array} \right) \\
10 \left( \begin{array}{c}
(2) (4) \end{array} \right) \\
1 \left( \begin{array}{c}
(1) (1) \end{array} \right) \\
1 \left( \begin{array}{c}
(1) (5) \end{array} \right) \\
8 \left( \begin{array}{c}
(1) (6) \end{array} \right)
\end{array} \right) \\
\end{array} \right)
+ \frac{1}{35} \left( \begin{array}{c}
8 \left( \begin{array}{c}
(4) (1) \end{array} \right) \\
10 \left( \begin{array}{c}
(2) (4) \end{array} \right) \\
1 \left( \begin{array}{c}
(1) (1) \end{array} \right) \\
1 \left( \begin{array}{c}
(1) (5) \end{array} \right) \\
8 \left( \begin{array}{c}
(1) (6) \end{array} \right)
\end{array} \right) \\
\end{array} \right)
+ \frac{8}{45} \left( \begin{array}{c}
8 \left( \begin{array}{c}
(4) (1) \end{array} \right) \\
10 \left( \begin{array}{c}
(2) (4) \end{array} \right) \\
1 \left( \begin{array}{c}
(1) (1) \end{array} \right) \\
1 \left( \begin{array}{c}
(1) (5) \end{array} \right) \\
8 \left( \begin{array}{c}
(1) (6) \end{array} \right)
\end{array} \right) \\
\end{array} \right)
+ \frac{8}{45} \left( \begin{array}{c}
8 \left( \begin{array}{c}
(4) (1) \end{array} \right) \\
10 \left( \begin{array}{c}
(2) (4) \end{array} \right) \\
1 \left( \begin{array}{c}
(1) (1) \end{array} \right) \\
1 \left( \begin{array}{c}
(1) (5) \end{array} \right) \\
8 \left( \begin{array}{c}
(1) (6) \end{array} \right)
\end{array} \right) \\
\end{array} \right).
$$

(3.11)
The mass quadrupole moment \( I_{ij} \) already enters this expression at the 2.5 PN order and is thus consistently given with 1 PN accuracy by equation (2.9). In addition, the leading terms depend on the mass dipole moment, which is required with the same 1 PN accuracy and reads
\[
I_i = \int d^3x x_i \left( \sigma + \frac{1}{c^2} \left[ \frac{\sigma U}{2} - \sigma_{ij} \right] \right) + O \left( \frac{1}{c^4} \right),
\] (3.12)
For the expressions of the other moments in (3.11), which are simply Newtonian, one should refer to (2.10). Furthermore, \( \delta P_i^{\text{reac}} \) contains the conserved Newtonian angular momentum of the system identified with the current-type dipole moment,
\[
J_i = \int d^3x \varepsilon_{ijk} x_j \sigma_k + O \left( \frac{1}{c^2} \right),
\] (3.13)
such that \( \frac{dJ_i}{dt} = O \left( \frac{1}{c^2} \right) \), as well as three supplementary integrals defined at Newtonian order only,
\[
K_i = \int d^3x \sigma_j x_{ij}, \quad L_i = \int d^3x \sigma_i r^2, \quad N_i = \int d^3x \sigma x_i r^2.
\] (3.14)
These integrals are not independent but are linked together, as a consequence of the continuity equation (3.4a), by \( N_i^{(1)} = 2K_i + L_i + O(1/c^2) \).

### 3.2. Center-of-mass position

We now want to rewrite the linear momentum \( P_i \) defined by equations (3.10)–(3.11) as a total time derivative plus radiation-reaction terms. The time derivative will be naturally interpreted as that of the position of the center of mass (multiplied by its mass) \( G_i \) of the matter system which, for gravitating systems, is nothing but the mass dipole moment \( I_i \), so that we shall recover equation (3.12) in the 1 PN approximation. Multiplying the continuity equation (3.4a) by \( x_i \) and integrating we get
\[
\frac{d}{dt} \left[ \int d^3x x_i \left( \sigma - \frac{1}{c^2} \sigma_{ij} \right) \right] = \int d^3x \left[ \sigma_i - \frac{1}{c^2} x_i \sigma \partial_t V \right] + O \left( \frac{1}{c^4} \right).\] (3.15)
Thanks to that relation, we can transform the expression (3.10) as
\[
P_i = \frac{d}{dt} \left[ \int d^3x x_i \left( \sigma + \frac{1}{c^2} \left[ \frac{\sigma U}{2} - \sigma_{ij} \right] \right) \right] + \frac{1}{c^2} \int d^3x \left[ x_i \sigma \partial_t V^{\text{reac}} + 4 \left( \sigma_i V^{\text{reac}} - \sigma V^{\text{reac}} \right) \right] + \delta P_i^{\text{reac}} + O \left( \frac{1}{c^4} \right),\] (3.16)
Next, inserting the values (2.8) of the radiation-reaction potentials \( V^{\text{reac}} \) and combining the result with the expression (3.11), we observe important simplifications, modulo total time derivatives. Notably, the contributions from the current quadrupole moment, as well as those from the extra integrals (3.14), can all be absorbed into a total time derivative which will constitute an analogue of the Schott terms in the flux-balance equation for the center-of-mass position. Finally, we find that equations (3.10)–(3.11) can equivalently be rewritten as
\[
\frac{dG_i}{dt} = P_i - \frac{2G}{21c^3} I_{ijk} I_{jk} + O \left( \frac{1}{c^6} \right),
\] (3.17)
where $G_i$ is given by

$$G_i = \int d^3x \left[ \sigma c^2 \left( \frac{\sigma U}{2} - \sigma_i \right) \right] + \delta G_i^\text{reac} + \mathcal{O} \left( \frac{1}{c^6} \right). \quad (3.18)$$

We recover, as expected, the expression of the mass-type dipole moment (3.12). The radiation-reaction terms $\delta G_i^\text{reac}$ are given by

$$\delta G_i^\text{reac} = \frac{2G}{5c^3} \left( I_{ij}^{(1)} - 2 I_{ij}^{(2)} \right)$$

$$+ \frac{G}{c^2} \left[ -\frac{1}{63} I_{ijk} I_{jk} + \frac{2}{63} I_{ikj} I_{jk} - \frac{1}{21} I_{ijk} I_{jk} + \frac{19}{315} I_{ijk} I_{jk} - \frac{2}{45} I_{ijk} I_{jk} + \frac{1}{35} I_{ijk} I_{jk} \right.$$

$$- \frac{8}{45} \varepsilon_{ijk} J_{ji} I_{kl} + \frac{8}{15} \varepsilon_{ijk} J_{ji} I_{kl} - \frac{16}{45} \varepsilon_{ijk} J_{ji} I_{kl} + \frac{8}{45} \varepsilon_{ijk} J_{ji} I_{kl}$$

$$+ \frac{1}{28} N^I_{ij} I_{jk}^{(5)} + \frac{8}{15} J_{ji}^{(3)} \right]. \quad (3.19)$$

As usual, the latter terms (3.19), although of the same PN order as the flux terms in the RHS of (3.17), will in fact be very small in the adiabatic approximation, i.e. when considered in average over a typical oscillation period of the system. Finally, as we discussed in the introduction, the result (3.17) forms an integral part of the description of the secular evolution of an isolated system due to gravitational radiation.

### 3.3. Energy and angular momentum

For completeness, we also present the balance equations obeyed by the energy and angular momentum, following [22]. With the precision of the metric (2.1), we are able to write the balance equations at the subleading 1 PN order for conservative effects and subleading 3.5 PN order for radiation-reaction effects. These 1 PN relative equations involve the well known 1 PN fluxes in the RHS,

$$\frac{dE}{dt} = -\frac{G}{c^2} \left( \frac{1}{5} I_{ij}^{(3)} I_{ij}^{(3)} + \frac{1}{63} I_{ijk}^{(3)} J_{ji}^{(3)} + \frac{16}{45} J_{ji}^{(3)} J_{ji}^{(3)} \right) + \mathcal{O} \left( \frac{1}{c^8} \right), \quad (3.20a)$$

$$\frac{dJ_i}{dt} = -\frac{G}{c^2} \varepsilon_{ijk} \left( \frac{2}{5} I_{ij}^{(3)} I_{kl}^{(3)} + \frac{1}{63} I_{ijm}^{(3)} I_{klm}^{(3)} + \frac{32}{45} J_{ij}^{(3)} J_{kl}^{(3)} \right) + \mathcal{O} \left( \frac{1}{c^8} \right), \quad (3.20b)$$

where the 1 PN mass quadrupole moment $I_{ij}$ is given by (2.9). The quantities in the LHS, with consistent accuracy, read

$$E = \int d^3x \left( \sigma c^2 + \frac{1}{2} \sigma U - \sigma_i \right) + \frac{1}{c^2} \left[ -4 \sigma W_i + 2 \sigma_i U_i + \frac{1}{2} \sigma_i \partial^2 x - \frac{1}{4} \partial_i \sigma \partial_i X \right]$$

$$+ \delta E^\text{reac} + \mathcal{O} \left( \frac{1}{c^8} \right), \quad (3.21a)$$

$$J_i = \varepsilon_{ijk} \int d^3x x_k \left( \sigma_k + \frac{1}{c^2} \left[ 4 \sigma_k U - 4 \sigma U_k - \frac{1}{2} \sigma \partial_k \partial_i X \right] \right) + \delta J_i^\text{reac} + \mathcal{O} \left( \frac{1}{c^8} \right), \quad (3.21b)$$

where $\delta E^\text{reac}$ and $\delta J_i^\text{reac}$ represent some 2.5 PN and 3.5 PN contributions coming from total time derivatives appearing in the RHS, and which will not be needed here. Notice that, because of the scaling of the rest mass contribution $\sigma c^2$ in the energy, the relative precision of the expression (3.21a) is actually 2 PN, i.e. the total mass $M = E/c^2$ is given at the 2 PN order. This is
why we had to push the accuracy of the spatial part $g_{ij}$ of the metric (2.1) up to 2 PN order and include the terms involving the potential $W_{ij}$ defined by equation (2.7).

Finally, we recall from [22] that we can even include the tail effect at the 4 PN order, since the radiation-reaction potential $V_{\text{reac}}$ contains a tail contribution at that order. The 4 PN energy balance equation, for instance, becomes

$$
\frac{dE}{dt} = -\frac{G}{5c^5} \left( \mathcal{I}_{ij}(t) \right) + \frac{GM}{c^7} \int_0^{+\infty} d\tau \ln \tau \left[ \mathcal{I}^{(5)}_{ij}(t-\tau) + \mathcal{I}^{(5)}_{ij}(t+\tau) \right]^2 + \mathcal{O}\left( \frac{1}{c^9} \right).
$$

(3.22)

Note that the tail term in the RHS is given here as an ‘antisymmetric’ integral, which corresponds in fact to the dissipative part of the full tail effect. The energy in the LHS of equation (3.22) also acquires some 4 PN tail induced contributions but in the form of some ‘symmetric’ integrals, which have been investigated, e.g. in section IV of [62].

4. Direct computations of the gravitational-wave fluxes

In this section, we perform a completely different type of calculation. Namely, we compute directly the fluxes appearing in the RHS of the balance equations from the matter source at future null infinity $\mathcal{I}_+$. This will permit to check our new balance equation (3.17) for the position of the center of mass. In fact, we shall obtain the full multipole moment expansion for the flux, going beyond the leading order. We shall also recover the known multipolar expansions for the fluxes associated with the other invariants. Our calculation, however, will be restricted to quadratic order in a post-Minkowskian expansion $(G^2)$.

4.1. Integral conservation identities

We start with the gauge-fixed Einstein field equations in harmonic coordinates,

$$
\Box h^{\mu\nu} = \frac{16\pi G}{c^4} \tau^{\mu\nu},
$$

(4.1)

where $\Box$ is the flat $d'$Alembertian operator. In addition, the field variable $h^{\mu\nu} = \sqrt{-g}g^{\mu\nu} - \eta^{\mu\nu}$ (i.e. the ‘gothic’ metric deviation from Minkowski’s metric) must satisfy the harmonic gauge condition $\partial_{\mu}h^{\mu\nu} = 0$. The stress–energy pseudo tensor in the RHS,

$$
\tau^{\mu\nu} = |g|T^{\mu\nu} + \frac{c^4}{16\pi G} \Lambda^{\mu\nu},
$$

(4.2)

is the sum of the matter contribution with compact support and the non-linear gravitational source term $\Lambda^{\mu\nu}$, which is at least quadratic in $h^{\mu\nu}$ and its space-time derivatives.

To derive the flux-balance equations, we integrate the conservation law $\partial_{\mu}\tau^{\mu\nu} = 0$ (or similar relations following from it) over a three-dimensional volume $\mathcal{V}$ enclosing the compact-support source and bounded by some two-dimensional surface $\mathcal{S}$. Since we look for the balance equations describing the evolution, due to gravitational-wave emission, of otherwise constant quantities, the volume $\mathcal{V}$ is chosen to tend asymptotically toward $\mathcal{I}_+$. It is thus natural to perform a change of coordinates $(t, \mathbf{x}) \to (u, \mathbf{x})$ where $u$ denotes an outgoing null coordinate, satisfying $g^{\alpha\beta}\partial_\alpha u \partial_\beta u = 0$. For simplicity, we take it to be of the form

---

3 Any constant inserted into the logarithmic kernel of that antisymmetric integral cancels out.
\[ u = t - r_* (x)/c, \] where the ‘tortoise’ coordinate \( r_* \) depends on position \( x \) but not on time \( t \). At leading order, the tortoise coordinate contains the well known logarithmic deviation of light cones in harmonic coordinates, \( r_* = r + \frac{2GM}{r^2} \ln r + O(p^3) \). Posing \( n_*^i = \partial_i r_* \), we can rewrite the conservation law of the pseudo tensor \( \tau^{\mu\nu} \) in the coordinate system \((u, x)\) as

\[
\frac{\partial}{\partial u} \left[ \tau^{\mu 0}(x, u + r_*/c) - n_*^i \tau^{i\mu}(x, u + r_*/c) \right] + \partial_i \left[ \tau^{0\mu}(x, u + r_*/c) \right] = 0. \quad (4.3)
\]

In this approach, all volume integrals are defined over the finite volume \( \mathcal{V} \), while the surface integrals produced when applying Gauss’s law and used to construct the fluxes are computed over the two-dimensional boundary \( \mathcal{S} = \partial \mathcal{V} \) of that volume. In the end, we shall formally let the volume grow to infinity and the surface \( \mathcal{S} \) tend toward \( \mathcal{S}^+ \), in the limit \( r \to +\infty \) at \( u=\text{const} \). It turns out that all the fluxes are convergent in this limit modulo total time derivatives. Following this procedure, it is straightforward to obtain the following flux-balance equations

\[
\frac{dE}{du} = -c \oint_{\mathcal{S}} dS_i \tau^{0i}_{GW}(x, u + r_*/c), \quad (4.4a)
\]

\[
\frac{dP^i}{du} = -\oint_{\mathcal{S}} dS_j \tau^{ij}_{GW}(x, u + r_*/c), \quad (4.4b)
\]

\[
\frac{dJ_i}{du} = -\varepsilon_{ijk} \oint_{\mathcal{S}} dS_j \tau^{0k}_{GW}(x, u + r_*/c), \quad (4.4c)
\]

\[
\frac{dG_i}{du} = P_i - \frac{1}{c} \oint_{\mathcal{S}} dS_j \left( x^i \tau^{0j}_{GW} - r_* \tau^{0j}_{GW} \right) (x, u + r_*/c), \quad (4.4d)
\]

where we have denoted quite naturally \( \tau^{\mu\nu}_{GW} = \frac{c^4}{16\pi G} \Lambda^{\mu\nu} \). The quantities on the LHS are the Bondi-like energy, linear momentum, angular momentum (or current-type dipole moment) and center-of-mass position (or mass-type dipole moment):

\[
E = \int_{\mathcal{V}} d^3 x \left[ \tau^{00} - n_*^i \tau^{0i} \right] (x, u + r_*/c), \quad (4.5a)
\]

\[
P^i = \frac{1}{c} \int_{\mathcal{V}} d^3 x \left[ \tau^{0i} - n_*^k \tau^{ki} \right] (x, u + r_*/c), \quad (4.5b)
\]

\[
J_i = \frac{1}{c} \varepsilon_{ijk} \int_{\mathcal{V}} d^3 x x^j \left[ \tau^{0k} - n_*^i \tau^{ki} \right] (x, u + r_*/c), \quad (4.5c)
\]

\[
G_i = \frac{1}{c^2} \int_{\mathcal{V}} d^3 x \left[ x^i \left( \tau^{00} - n_*^k \tau^{0k} \right) - r_* \left( \tau^{0i} - n_*^j \tau^{0j} \right) \right] (x, u + r_*/c). \quad (4.5d)
\]

\footnote{The nullity condition of the \( u\)-coordinate, \( g^{\mu\nu} \partial_\mu u \partial_\nu u = 0 \), translates into a condition on the Euclidean norm of the vector \( n_*^i \), namely \( n_*^2 = 1 - h^{00} + 2h^{0i} n_*^i - h^{ij} n_*^i n_*^j \).}

\footnote{See standard textbooks such as [11] and [54] for the derivation of the flux-balance equations. Note however that in the book [54] the integration is performed over a volume at constant time \( t \) instead of constant outgoing null coordinate \( u \), so that the computed quantities tend towards the ADM rather than Bondi values when the surface \( \mathcal{S} \) goes to infinity. Note also that the flux integral for the center of mass we find in equation \((4.4d)\) differs from equation (6.35) in [54].}
4.2. Multipolar expansion of the fluxes

Next, we compute the fluxes in the RHS of equation (4.4). The usual way to proceed consists of expanding the Einstein field equations when \( r \to +\infty \) near \( \mathcal{I}^+ \). This calculation is then ‘exact’, as it requires only the leading and subleading expansion coefficients \( 1/r^2 \) and \( 1/r^3 \) of the GW stress–energy pseudo tensor in an appropriate radiative-type coordinate system. However, the fluxes are then given in terms of the radiative multipole moments (say \( U_L \) and \( V_L \)), which represent a mere parametrization of the asymptotic waveform, disconnected from the matter source at this stage.

Here we adopt a different approach. Namely, we restrict the computation of the fluxes to dominant order in a post-Minkowskian expansion \( (G \to 0) \), which amounts to considering only the quadratic non-linearities into the GW stress–energy pseudo tensor. The advantage is that the fluxes are now given in terms of some source-rooted multipole moments, say \( M_L \) and \( S_L \), which are well controlled since they admit closed form expressions as integrals over the source, i.e., over the components of the pseudo tensor [23]. In the end, the multipole moment expansions we get should have the same structure as the ‘exact’ fluxes written in terms of the radiative moments \( U_L \) and \( V_L \). Higher order effects such as tails can also be incorporated, with some more work, going to next order in \( G \).

Let us notice that, to dominant order in \( G \), we do not need to consider the logarithmic deviation of retarded null cones in harmonic coordinates, so that we can approximate \( r \), by \( r \) and \( n_r \) by \( n' \). The GW pseudo tensor then reads at quadratic order

\[
\tau^{\mu\nu}_{\text{GW}} = \frac{Gc^4}{16\pi} \Lambda^{\mu\nu}_{L} [h, h] + \mathcal{O} (G^2) ,
\]

where \( \Lambda^{\mu\nu}_{L} \) is the quadratic piece of the non-linear source term in equation (4.2), with schematic form \( \Lambda^{h} [h, h] \sim \hat{h} \partial^2 \hat{h} + \partial \hat{h} \partial \hat{h} \). It is obtained by inserting the expression of the linearized metric in harmonic coordinates, \( G h^{\mu\nu} \), given outside the matter source in the form of a full multipole moment expansion, through which the multipole moments of the source are precisely defined. This linearized multipolar solution of the vacuum field equations reads [29]

\[
h_{00}^{(2)} = -\frac{4}{c^3} \sum_{\ell=0}^{+\infty} \frac{(-)^\ell}{\ell!} \partial_{\ell} \left( \frac{1}{r} M_L(u) \right) ,
\]

\[
h_{0}^{(2)} = \frac{4}{c^3} \sum_{\ell=1}^{\infty} \frac{(-)^\ell}{\ell!} \left\{ \partial_{\ell-1} \left( \frac{1}{r} M_{L-1}(u) \right) + \frac{\ell}{\ell+1} \partial_{\ell} \partial_{\ell-1} \left( \frac{1}{r} S_{L-1}(u) \right) \right\} ,
\]

\[
h_{\nu}^{(2)} = -\frac{4}{c^3} \sum_{\ell=2}^{\infty} \frac{(-)^\ell}{\ell!} \left\{ \partial_{\ell-2} \left( \frac{1}{r} M_{L-2}(u) \right) + \frac{2\ell}{\ell+1} \partial_{\ell-2} \left( \frac{1}{r} S_{L-2}(u) \right) \right\} .
\]

Here, \( M_L \) and \( S_L \) denote the so-called ‘canonical’ mass-type and current-type multipole moments of the source\(^7\), taken at retarded time \( u = t - r/c \), which agrees in the present approximation with a true null coordinate. Among those moments, the mass monopole \( M \) and current

---

\(^6\)See most references in the field, from historical works, e.g. [47] [48] [29], till recent contributions, e.g. [63].

\(^7\)The canonical multipole moments \( M_L \) and \( S_L \) differ from the source moments \( L_L \) and \( J_L \) by small 2.5 PN corrections (see [23] for details): \( M_L = I_L + \mathcal{O} \left( \frac{1}{c^2} \right) \), \( S_L = J_L + \mathcal{O} \left( \frac{1}{c^2} \right) \).
dipole $S_i$ are constant, while the mass dipole $M_i$ varies linearly with time, which means that $\Pi_i \equiv M_i^{(1)}$ is actually constant. The latter monopole and dipoles thus represent ADM quantities. Now, we need the leading and subleading order terms, proportional to $1/r$ and $1/r^2$ respectively, in the expansion of $h_1^{\mu\nu}$ when $r \to +\infty$ (with $u = \text{const}$),

$$h_1^{\mu\nu} = \frac{1}{r} z_1^{\mu\nu}(\mathbf{n}, u) + \frac{1}{r^2} y_1^{\mu\nu}(\mathbf{n}, u) + \mathcal{O}\left(\frac{1}{r^3}\right). \quad (4.8)$$

The coefficients $z_1^{\mu\nu}$ and $y_1^{\mu\nu}$, which depend only on the unit direction $\mathbf{n}$ and the retarded time $u$, are explicitly given by

$$z_1^{\mu\nu} = -4 \sum_{\ell=0}^{+\infty} \frac{n_L}{\ell!} \frac{(\ell)}{\ell!} M_L, \quad (4.9a)$$

$$z_1^{\mu\nu} = -4 \sum_{\ell=1}^{+\infty} \frac{n_{L-1}}{\ell!} \frac{(\ell)}{\ell!} M_{L-1} + 4 \sum_{\ell=1}^{+\infty} \frac{\ell}{(\ell+1)!} \frac{(\ell)}{\ell!} n_{L-1} S_{\ell L-1}, \quad (4.9b)$$

$$z_1^{\mu\nu} = -4 \sum_{\ell=2}^{+\infty} \frac{n_{L-2}}{\ell!} \frac{(\ell)}{\ell!} M_{L-2} + 8 \sum_{\ell=2}^{+\infty} \frac{\ell}{(\ell+1)!} \frac{(\ell)}{\ell!} n_{L-2} S_{\ell L-2}, \quad (4.9c)$$

and

$$y_1^{\mu\nu} = -2 \sum_{\ell=1}^{+\infty} \frac{\ell(\ell+1)}{\ell!} \frac{(\ell-1)}{\ell!} n_{L} M_{L}, \quad (4.10a)$$

$$y_1^{\mu\nu} = -2 \sum_{\ell=2}^{+\infty} \frac{\ell(\ell-1)}{\ell!} \frac{(\ell-1)}{\ell!} n_{L-1} M_{L-1} + 2 \sum_{\ell=1}^{+\infty} \frac{\ell^2(\ell+1)}{(\ell+1)!} \frac{(\ell-1)}{\ell!} n_{L-1} S_{\ell L-1}, \quad (4.10b)$$

$$y_1^{\mu\nu} = -2 \sum_{\ell=3}^{+\infty} \frac{\ell(\ell-1)}{\ell!} \frac{(\ell-1)}{\ell!} n_{L-2} M_{L-2} + 4 \sum_{\ell=2}^{+\infty} \frac{\ell^2(\ell+1)}{(\ell+1)!} \frac{(\ell-1)}{\ell!} n_{L-2} S_{\ell L-2}. \quad (4.10c)$$

We plug these expressions into the quadratic source $\Lambda_2^{\mu\nu}$ to control the leading and subleading terms, behaving as $1/r^2$ and $1/r^3$ respectively, of its asymptotic expansion in powers of $1/r$ at null infinity

$$\Lambda_2^{\mu\nu} = \frac{1}{r^2} Q_2^{\mu\nu}(\mathbf{n}, u) + \frac{1}{r^3} R_2^{\mu\nu}(\mathbf{n}, u) + \mathcal{O}\left(\frac{1}{r^4}\right). \quad (4.11)$$

Inserting then these expansions into the fluxes (4.4) and integrating over a sphere at infinity (hence $dS_i = d\Omega n_i r^2$ with $d\Omega$ representing the element of solid angle) yields

$$\frac{dE}{du} = -\frac{G c^5}{16\pi} \int_{\mathcal{S}} d\Omega n_i Q_2^{\mu\nu} + \mathcal{O}\left(\frac{1}{r}\right) + \mathcal{O}\left(G^2\right), \quad (4.12a)$$

$$\frac{dP}{du} = -\frac{G c^4}{16\pi} \int_{\mathcal{S}} d\Omega n_j Q_2^{\mu\nu} + \mathcal{O}\left(\frac{1}{r}\right) + \mathcal{O}\left(G^2\right), \quad (4.12b)$$

$$\frac{dJ_i}{du} = -\frac{G c^4}{16\pi} e_{ijk} \int_{\mathcal{S}} d\Omega n_k Q_2^{\mu\nu} + \mathcal{O}\left(\frac{1}{r}\right) + \mathcal{O}\left(G^2\right), \quad (4.12c)$$
\[ \frac{\text{d}G_i}{\text{d}t} = P_i - \frac{G_i}{16\pi} \int_{\mathbb{R}} \text{d}n_j \left[ r \left( n_i Q_j^0 - Q_j^0 \right) + \left( n_i R_{j}^k - R_j^k \right) \right] + \mathcal{O} \left( \frac{1}{r} \right) + \mathcal{O} \left( G^2 \right). \] (4.12d)

Importantly, for the fluxes of angular momentum \( J_i \) and center-of-mass position \( G_i \), the leading term formally behaves like \( r \), implying that the fluxes \( a \ priori \) diverge at infinity. However, we shall find that those divergent contributions vanish after angular integration, modulo total time derivatives which reduce to zero in the center-of-mass frame and can be removed by means of an appropriate redefinition of \( J_i \) and \( G_i \) (see the footnote 9). This fact is well known in the case of the angular momentum and we will verify it explicitly in the case of the center-of-mass position.

To proceed further, we denote by \( k^\mu = (1, \mathbf{n}) \) a Minkowskian null vector (with thus \( k_\nu = (-1, \mathbf{n}) \)), by \( n^\mu = (0, \mathbf{n}) \) the corresponding purely spatial vector, and by \( \delta_\nu = (0, \delta_i) \) an operator purely acting on angles and whose space part is defined as \( \delta_i = r \partial_i n_j \frac{\partial}{\partial n_j} = \perp_j \frac{\partial}{\partial n_j} \), where \( \perp_j = \delta_j - n_i n_j \) is the orthogonal projector onto the plane perpendicular to \( n_i \). The following results then hold: \( k^\mu k_\mu = 0 \), \( n^\mu k_\mu = 1 \) and \( k^\mu \delta_\mu = n^\mu \delta_\mu = 0 \). Moreover, the tensor \( \delta_\mu k_\nu \) is actually symmetric, i.e. \( \delta_\mu k_\nu = \delta_\nu k_\mu \), since its \( ij \) components are given by \( \perp \) whereas its other components are zero. With these notations, the harmonic-gauge condition at the linearized order, \( \partial_\nu k^{\mu \nu}_1 = 0 \), implies the constraints

\[ k_\nu \xi^{(1)}_{\mu \nu} = 0, \] (4.13a)

\[ k_\nu \gamma^{(1)}_{\mu \nu} = \left( \delta_\nu - n_\nu \right) \xi^{(1)}_{\mu \nu}. \] (4.13b)

After inserting the expressions (4.9) and (4.10) into the quadratic source \( \Lambda_2 \) of the Einstein field equations, we readily obtain the leading order coefficient of \( 1/r^2 \) when \( r \to +\infty \) (see equation (4.11)) as

\[ Q^{\mu \nu}_2 = - \frac{k^\rho \Pi_{\mu} \left( \frac{2}{c^2} \right) \xi_{\nu}}{c^2} + \frac{k^\mu k^\nu}{c^4} \left( \frac{1}{2} \zeta_{1, \rho} \xi_{1, \sigma} - \frac{1}{4} \rho \sigma \right) \xi_{1, \rho} - \xi_{1, \nu}, \] (4.14)

where \( \Pi_{\mu} = (\Pi_{\mu}^\alpha, \Pi_{\mu}^r) \) with \( \Pi_{\mu}^\alpha = \mathcal{M}^{(1)} \) denotes the constant (ADM) linear four-momentum. The quantity in parenthesis in the second term is proportional to the gravitational-wave energy flux (at quadratic order). The next order piece, \( \propto 1/r^3 \), in the quadratic source \( \Lambda_2 \) is more involved:

\[
R^{\mu \nu}_2 = - \frac{4 k^\rho \Pi_{\mu} \left( \frac{2}{c^2} \right) \xi_{\nu}}{c^2} + 8 n^\rho \Pi_{\mu} \left( \frac{1}{c^2} \right) \xi_{\nu} + 8 \Pi^\rho \left( \frac{1}{c^2} \right) \xi_{\nu} + 4 \eta^\rho n_{\mu} \Pi_{\nu} \left( \frac{1}{c^2} \right) \xi_{\nu} + 4 k^\nu \eta \eta \left( \frac{1}{c^2} \right) \xi_{\nu} + 4 \eta^\mu \left( \frac{1}{c^2} \right) \xi_{\nu} \quad \text{(4.15)}
\]

As a check of those expressions, due to the fact that \( \partial_\mu \Lambda^{\mu \nu}_2 = 0 \), we must have

\[ k_\nu \xi^{(1)}_{\mu \nu} = 0, \] (4.16a)

\[ k_\nu R^{(1)}_{\mu \nu} = \left( \delta_\nu - 2 n_\nu \right) Q^{(1)}_{\mu \nu}. \] (4.16b)
The final steps consist of replacing \( Q_{\mu\nu}^{1} \) and \( R_{\mu\nu}^{1} \) by their expressions (4.14)–(4.15) in equation (4.12), to perform the angular integration and let the surface \( \mathcal{S} \) tend towards \( \mathcal{S}^+ \). For the fluxes of \( E \) and \( P_{\mu} \), the computation is straightforward and not too long, leading to the well-known multipolar series parametrized by the (canonical) mass and current multipole moments \( M_{\ell} \) and \( S_{\ell} \):

\[
\frac{dE}{du} = -\sum_{\ell=2}^{+\infty} \frac{G}{c^2(\ell+1)} \left\{ \frac{1}{(\ell-1)\ell!(2\ell+1)!} M_{\ell} M_{\ell} \right\} + O\left(G^2\right),
\]

\[
\frac{dP_{\mu}}{du} = -\sum_{\ell=2}^{+\infty} \frac{G}{c^2(\ell+1)} \left\{ \frac{1}{(\ell+1)!2\ell+3)!} S_{\ell} S_{\ell} \right\} + O\left(G^2\right).
\]

Here the moments are evaluated at the retarded time \( u \), which becomes a retarded null coordinate with the present approximation, where contributions to \( \tau_{G\text{W}}^{\mu\nu} \) beyond quadratic order in \( G \) are ignored. In the case of the linear momentum we discard total time derivatives since they can be transferred to the LHS of the balance equations.

Concerning the fluxes of \( J_{\mu} \) and \( G_{\mu\nu} \), the calculations are more involved because of the more complicated structure of the term \( R_{\mu\nu} \) given by (4.15). Furthermore, we have to check that the formally divergent parts of the fluxes when \( r \to +\infty \) (terms involving an explicit factor \( r \) in (4.12c) and (4.12d)) actually reduce to total time derivatives after angular averaging. In fact, we find the very satisfying result that all the divergent terms cancel out after the angular integration when the source is at rest, \( \Pi_{s} = 0 \). Once this verification has been done, complemented with an appropriate redefinition of \( J_{\mu} \) and \( G_{\mu\nu} \) in the LHS, we can take the limit \( r \to +\infty \). We find

\[
\frac{dJ_{\mu}}{du} = -\varepsilon_{\mu\ell} \sum_{\ell=2}^{+\infty} \frac{G}{c^2(\ell+1)} \left\{ \frac{1}{(\ell-1)\ell!(2\ell+1)!} M_{\ell} M_{\ell} \right\} + O\left(G^2\right),
\]

\[
\frac{dG_{\mu\nu}}{du} = P_{\mu} \sum_{\ell=2}^{+\infty} \frac{G}{c^2(\ell+1)} \left\{ \frac{1}{(\ell+1)!2\ell+3)!} S_{\ell} S_{\ell} \right\} + O\left(G^2\right).
\]

The explicit computations of the fluxes entering the RHS of (4.12) leading to equations (4.17) and (4.18) have been performed with the software Mathematica\(^7\).

8When the source is moving with respect to the asymptotic rest frame (i.e. \( \Pi_{s} \neq 0 \)), we find some remaining divergent terms, but only in the form of a total time derivative. These terms correct the angular momentum \( J_{\mu} \) and center of mass \( G_{\mu\nu} \) in the LHS by the quantities:

\[
\delta J_{\mu}^{\text{dyn}} = \frac{4G}{15c^3} r S_{\mu} \Pi_{s},
\]

\[
\delta G_{\mu\nu}^{\text{dyn}} = -\frac{2G}{5c^3} r M_{\mu} \Pi_{s},
\]

We leave to future work the task of investigating how these divergent terms should combine with other divergences in the definitions of \( J_{\mu} \) and \( G_{\mu\nu} \) (equations (4.5c) and (4.5d)) to yield a finite result.
As we stressed several times, the formulas (4.17) and (4.18) are approximate, but the multipole moments $M_{\ell}$ and $S_{\ell}$ therein can be related to the matter source in a precise way; in particular they differ from the source moments $I_{\ell}$ and $J_{\ell}$ by small 2.5 PN corrections. The next-order level $\mathcal{O}(G^2)$ contains the tail effect, which can be included if necessary into the definition of the radiative multipole moments $U_{L}$ and $V_{L}$ measured at $\mathcal{J}^+$. An alternative derivation of the fluxes, directly in terms of the radiative moments $U_{L}$ and $V_{L}$, should yield the same structure as in (4.17) and (4.18), but with the replacements $M_{\ell}^{(f)} \rightarrow U_{\ell}$ and $S_{\ell}^{(f)} \rightarrow V_{\ell}$. The formula (4.18a) for the angular momentum (or, rather, its equivalent in terms of radiative moments) is already known (see notably [29])

As for the formula (4.18b) regarding the center of mass position, it does not seem to have appeared previously in the literature. For $(\ell=2)$, we recover the dominant mass-type contribution (1.4), with the correct coefficient $2/21$ derived by means of a radiation-reaction calculation in section 3. This coefficient has also been found in [59], as well as the dominant current-type contribution in the case $\ell=2$, in agreement with our formula (4.18b) (modulo a time derivative). We shall now present still another confirmation of the leading effect (1.4) by a radiation-reaction calculation but, this time, restricted to the case of compact binary systems.

### 5. Radiation-reaction force for compact binary systems

The radiation-reaction force on compact binary systems at the 3.5 PN order has been investigated in many works. It was computed in a large class of coordinate systems, though limiting oneself to the frame of the center of mass, as a consequence of the energy and angular momentum balance equations [26, 27]. On the other hand, using various approaches and specific coordinate systems, it was established in a general frame from first principles, i.e. not relying on any balance equation [64–68]. All these works consistently agree, as they do with the general fluid formalism described in section 2.

The two mass components are referred to as $m_1$ and $m_2$ henceforth. We denote by $r_{12} = |y_1 - y_2|$ the harmonic-coordinate distance between the two particles $\{y_1, y_2\}$, by $n_{12}=(y_1 - y_2)/r_{12}$ the corresponding unit direction, by $v_{12}=dy_1/\mathrm{d}t$ and $a_{12}=dv_1/\mathrm{d}t$ the coordinate velocity and acceleration of the particle 1, respectively (idem for particle 2). We shall also occasionally use the notation $v_{12} = v_1 - v_2$ for the relative velocity. The Euclidean scalar product of vectors is denoted with parentheses, e.g. $(n_{12}v_1) = n_{12} \cdot v_1$. The 3.5 PN acceleration of the particle 1 can then be written, for general orbits in a general harmonic-coordinate system, as

$$a_1 = a_1^N + \frac{1}{c^2} a_1^{2.5\,\text{PN}} + \frac{1}{c^2} a_1^{3\,\text{PN}} + \frac{1}{c^2} a_1^{3.5\,\text{PN}} + \mathcal{O}\left(\frac{1}{c^8}\right).$$

(5.1)

The conservative part of the acceleration is actually known up to the 4 PN order [62]. The dissipative radiation-reaction part of interest here reads, at 2.5 PN and 3.5 PN orders,

$$a_{12}^{2.5\,\text{PN}} = \frac{4 G^2 m_1 m_2}{5 r_{12}^3} \left(n_{12} v_{12}\right) \left[ -6 \frac{G m_1}{r_{12}} + \frac{52}{3} \frac{G m_2}{r_{12}} + 3 v_{12}^2 \right] n_{12}$$

$$+ \left[ \frac{2 G m_1}{r_{12}} - 8 \frac{G m_2}{r_{12}} - v_{12}^2 \right] v_{12};$$

(5.2a)

This formula has been provided by Thorne [29] (who refers also to an unpublished calculation by DeWitt) without details. Here, we have tried to be more comprehensive by providing in equation (4.15) the explicit expression of the crucial $1/r^3$ piece of the GW pseudo tensor. See [63] for a recent investigation of the angular momentum flux.
With this acceleration in hand, it is straightforward to derive the balance equations. Consistently with the accuracy of (5.2), we can work out the 1 PN relative equations for energy and angular
momentum (see (3.20)) as well as the Newtonian relative ones for linear momentum and center-of-mass position (see (3.9) and (3.17)). The test we have made consists in verifying that, for each of these quantities, there exist some radiation-reaction terms in the form of total time derivatives that will contribute to the LHS of the balance equations, with the expected fluxes in the RHS. In fact, the unique existence of these terms (in the particular coordinate system we are working with) is necessary and sufficient to prove the correctness of the balance equations for the binary systems.

Let us apply the method to the linear momentum $P$, and center of mass position $G$, in order to check the coefficient $2/1$ in front of the new flux term in equation (3.17). We want thus to construct some total time derivatives so that, as a consequence of the radiation-reaction force (5.2), the balance equations (3.9) and (3.17) are satisfied. We indeed find well defined expressions for the linear momentum and center-of-mass position,

$$\begin{align*}
P &= P^N + \frac{1}{c^2} P^1_{PN} + \frac{1}{c^4} P^2_{PN} + \frac{1}{c^6} P^3_{2.5{\text{PN}}} + \frac{1}{c^8} P^4_{PN} + \frac{1}{c^7} P^5_{3.5{\text{PN}}} + \mathcal{O}\left(\frac{1}{c^8}\right),
\end{align*}$$

$$\begin{align*}
G &= G^N + \frac{1}{c^2} G^1_{PN} + \frac{1}{c^4} G^2_{PN} + \frac{1}{c^6} G^3_{2.5{\text{PN}}} + \frac{1}{c^8} G^4_{3{\text{PN}}} + \frac{1}{c^7} G^5_{3.5{\text{PN}}} + \mathcal{O}\left(\frac{1}{c^8}\right),
\end{align*}$$

in which the 2.5 PN and 3.5 PN radiation-reaction terms are uniquely determined as

$$\begin{align*}
P^2.5_{\text{PN}} &= \frac{AG^m_m m_2}{5 r_{12}^3}\left(\frac{v_{12}^2}{r_{12}^2} - \frac{2GM_1}{r_{12}}\right)n_{12} + 1 \leftrightarrow 2,
\end{align*}$$

$$\begin{align*}
P^3.5_{\text{PN}} &= \left\{\frac{288}{35} G^m_m m_2}{r_{12}^3} + \frac{332}{35} G^m_m m_2}{r_{12}} + \frac{92}{15} G^m_m m_2}{r_{12}} (n_{12}v_{1}^2)^2 \\
&+ G^m_m m_2}{r_{12}} \left(\frac{152}{15} (n_{12}v_{1})^2 - \frac{56}{3} (n_{12}v_{1})(n_{12}v_{2}) + \frac{576}{35} (v_{1}v_{2}) - \frac{288}{35} v_{1}^2\right) \\
&+ G^m_m m_2}{r_{12}} \left(- \frac{176}{15} (n_{12}v_{1})^2 + \frac{288}{35} v_{1}^2\right) \\
&+ G^m_m m_2}{r_{12}} \left(- \frac{8}{35} (n_{12}v_{1})^3 (n_{12}v_{1}) + \frac{16}{35} (n_{12}v_{1})(n_{12}v_{2})(n_{12}v_{1}) - \frac{8}{35} (n_{12}v_{2})^2 (n_{12}v_{1}) \\
&- \frac{64}{35} (v_{1}v_{2})(n_{12}v_{1}) - \frac{16}{21} (n_{12}v_{1})(v_{1}v_{1}) + \frac{16}{21} (n_{12}v_{2})(v_{1}v_{1}) + \frac{16}{21} (n_{12}v_{1})(v_{2}v_{1}) \\
&- \frac{16}{21} (n_{12}v_{2})(v_{2}v_{1}) + \frac{32}{35} (n_{12}v_{1})v_{1}^2 + \frac{32}{35} (n_{12}v_{2})v_{1}^2\right) \\
&+ G^m_m m_2}{r_{12}} \left(8(n_{12}v_{1})^4 - 32(n_{12}v_{1})^3(n_{12}v_{2}) + \frac{44}{5} (n_{12}v_{1})^2(v_{1}v_{2}) - \frac{22}{5} (n_{12}v_{1})^2v_{1}^2 \\
&+ \frac{56}{5} (n_{12}v_{1})(n_{12}v_{2})v_{1}^1 - \frac{28}{5} (n_{12}v_{2})^2v_{1}^2 + \frac{584}{105} (v_{1}v_{2})v_{1}^2 - \frac{188}{105} v_{1}^4\right) \\
&+ G^m_m m_2}{r_{12}} \left(-8(n_{12}v_{1})^3 + 32(n_{12}v_{1})^2(n_{12}v_{2}) - 48(n_{12}v_{1})^2(n_{12}v_{2})^2 - \frac{56}{5} (n_{12}v_{1})^2(v_{1}v_{2}) \\
&+ \frac{112}{5} (n_{12}v_{1})(n_{12}v_{2})(v_{1}v_{2}) + \frac{100}{21} (v_{1}v_{2})^2 + \frac{28}{5} (n_{12}v_{2})^2v_{1}^2 - \frac{56}{5} (n_{12}v_{1})(n_{12}v_{2})v_{1}^2 \\
&+ \frac{22}{5} (n_{12}v_{2})v_{1}^2 - \frac{584}{105} (v_{1}v_{2})v_{1}^2 + \frac{188}{105} v_{1}^4 + \frac{292}{105} v_{1}^2 v_{1}^2\right)\right\} n_{12} \\
&+ \left\{G^m_m m_2}{r_{12}} \left(- \frac{12}{5} (n_{12}v_{1}) - 4(n_{12}v_{2})\right) + G^m_m m_2}{r_{12}} \left(- \frac{8}{15} (n_{12}v_{1}) + \frac{8}{15} (n_{12}v_{2})\right) \\
&+ G^m_m m_2}{r_{12}} \left(\frac{8}{15} (n_{12}v_{1}) + \frac{16}{15} (n_{12}v_{2})\right)\right\}}\]
\begin{align*}
&+ \frac{G^2 m_1^2}{r_{12}^2} \left( -\frac{16}{21} (n_{12}v_1)(n_{12}y_1) + \frac{16}{21} (n_{12}v_2)(n_{12}y_2) + \frac{32}{35} (v_1y_1) - \frac{32}{35} (v_2y_2) \right) \\
&+ \frac{G^3 m_1 m_2}{r_{12}^3} \left( -\frac{52}{5} (n_{12}v_1)^3 + \frac{156}{5} (n_{12}v_1)^2(n_{12}v_2) - \frac{156}{5} (n_{12}v_1)(n_{12}v_2)^2 + \frac{52}{5} (n_{12}v_2)^3 \\
&- \frac{304}{15} (n_{12}v_1)(v_1v_2) + \frac{328}{15} (n_{12}v_2)(v_1v_2) + \frac{152}{15} (n_{12}v_1)v_1^2 - \frac{164}{15} (n_{12}v_2)v_1^2 \\
&+ \frac{152}{15} (n_{12}v_1)v_2^2 - \frac{164}{15} (n_{12}v_2)v_2^2 \right) v_1 \\
&+ \frac{G^3 m_1 m_2}{r_{12}^3} \left( -\frac{164}{105} (n_{12}v_1)^3 - \frac{328}{105} (n_{12}v_1)^2(n_{12}v_2) + \frac{164}{105} (n_{12}v_1)(n_{12}v_2)^2 + \frac{352}{105} (n_{12}v_2)^3 \\
&- \frac{176}{105} v_1^2 - \frac{176}{105} v_2^2 \right) y_1 + 1 \leftrightarrow 2 \quad (5.4b)
\end{align*}
and
\begin{align*}
\mathbf{G}^{2.5 \text{ PN}} &= \frac{4Gm_1 m_2}{5c^5} \left( \frac{v_1^2}{r_{12}} - \frac{2G(m_1 + m_2)}{r_{12}} \right) v_1 + 1 \leftrightarrow 2, \quad (5.5a)
\end{align*}
\begin{align*}
\mathbf{G}^{3.5 \text{ PN}} &= \left\{ -\frac{8}{3} \frac{G^3 m_1 m_2}{r_{12}^3} (n_{12}v_1) + \frac{24}{35} \frac{G^3 m_1 m_2}{r_{12}^3} (n_{12}v_2) + \frac{52}{15} \frac{G^3 m_1 m_2}{r_{12}^3} (n_{12}v_1) \right. \\
&+ \frac{G^3 m_1 m_2}{r_{12}^3} \left( -\frac{8}{5} (n_{12}v_1)^3 + \frac{24}{5} (n_{12}v_1)^2(n_{12}v_2) + \frac{4}{15} (n_{12}v_1)(v_1v_2) \\
&- \frac{2}{15} (n_{12}v_1)v_1^2 - \frac{4}{15} (n_{12}v_2)v_1^2 \right) \\
&+ \frac{G^3 m_1 m_2}{r_{12}^3} \frac{8}{5} (n_{12}v_1)^3 - \frac{24}{5} (n_{12}v_1)^2(n_{12}v_2) + \frac{8}{15} (n_{12}v_1)(v_1v_2) \\
&- \frac{76}{105} (n_{12}v_1)v_1^2 - \frac{2}{15} (n_{12}v_2)v_1^2 \right) n_{12} \\
&+ \left\{ -\frac{8}{15} \frac{G^3 m_1 m_2}{r_{12}^3} (n_{12}v_1) - \frac{172}{105} \frac{G^3 m_1 m_2}{r_{12}^3} (n_{12}v_2) + \frac{34}{21} \frac{G^3 m_1 m_2}{r_{12}^3} v_1^2 \\
&+ \frac{G^3 m_1 m_2}{r_{12}^3} \frac{44}{15} (n_{12}v_1)^2 - \frac{88}{15} (n_{12}v_1)(n_{12}v_2) + \frac{56}{15} (n_{12}v_2)^2 \\
&- \frac{68}{35} (v_1v_2) + \frac{6}{35} v_1^2 + \frac{188}{105} v_2^2 \right) \\
&+ \frac{G^3 m_1 m_2}{r_{12}^3} \left( -\frac{104}{105} (n_{12}v_1)^2 + \frac{88}{15} (n_{12}v_1)(n_{12}v_2) - \frac{44}{15} (n_{12}v_2)^2 \\
&- \frac{1144}{105} (v_1v_2) + \frac{634}{105} v_1^2 + \frac{118}{15} v_2^2 \right) \}
\end{align*}
As we said, showing the existence of these 2.5 PN and 3.5 PN contributions to the linear momentum and center of mass constitutes a full proof of the balance equations (3.9) and (3.17). Note that there is no point about trying to relate these terms to those, given by equations (3.11) and (3.19), obtained in the more general investigation of section 3. Indeed, the calculation done in section 3 used the extended Burke–Thorne coordinate system [22] while the present calculation employs harmonic coordinates.

We postpone to further work the discussion of the radiation-reaction terms in the energy $E$ and angular momentum $J_i$ in a general frame. Note that these have already been given in the frame of the center of mass by Iyer & Will [26, 27] and, in the harmonic gauge, by [62]; see equations (6.7) and (6.9) there.

6. Discussion and conclusion

We have obtained the equations for the secular evolution by GW emission of the linear momentum $P$ and center-of-mass position $G$ of an isolated post-Newtonian source,

$$ \frac{dP}{dt} = -F_P, \quad \frac{dG}{dt} = P - F_G. $$

(6.1a) (6.1b)

where $F_P$ and $F_G$ represent the fluxes given by (1.3) and (1.4), or more generally by (4.17b) and (4.18b). Let us now consider the case, to start with, where the source is stationary before some instant $t_0$, then emits a pulse of gravitational waves with finite duration between times $t_0$ and $t_1$, and finally comes back to a stationary state at later times $t > t_1$. This means that the fluxes $F_P$ and $F_G$ are zero outside the time of emission, when $t < t_0$ and $t > t_1$.

In this situation, it is straightforward to find the form of the solution to equation (6.1). Initially, the linear momentum is constant, so that, by applying a Lorentz boost, we can put ourselves in the rest frame of the source, thus achieving $P_0 = 0$ (for $t < t_0$). Furthermore, we can translate the origin of our coordinate system in such a way that it coincides with the center of mass of the source, hence $G_0 = 0$ initially. Then, by integrating (6.1), we get (for $t_0 < t < t_1$)

$$ P(t) = - \int_{t_0}^{t} dt' \ F_P(t'), $$

(6.2a)
\[
G(t) = - \int_{t_0}^{t} dt' (t - t') F_P(t') - \int_{t_0}^{t} dt' F_G(t').
\] (6.2b)

After the period of emission (for \( t > t_1 \)), the source is again stationary but has acquired a net constant linear momentum \( P_1 \) with respect to its initial value \( P_0 = 0 \) and the motion of its center of mass has become uniform, i.e. \( G_1 = P_1 t + Z_1 \). We find

\[
P_1 = - \int_{t_0}^{t_1} dt' F_P(t'),
\] (6.3a)

\[
Z_1 = \int_{t_0}^{t_1} dt' \left[ t' F_P(t') - F_G(t') \right].
\] (6.3b)

As we see, the cumulative effect of the flux \( F_G \) results in adding an extra contribution to the position of the center of mass after the GW emission. On the other hand, the final value of the linear momentum \( P_1 \) provides the total gravitational recoil velocity of the source (or kick), as measured in the asymptotic Minkowskian frame:

\[
V_1 = \frac{P_1}{\sqrt{M_1^2 + P_1^2/c^2}}
\] (6.4)

where \( M_1 \) is the final mass of the system, after the GW emission has stopped. The variation of the mass is obtained by integrating the energy balance equation,

\[
M_1 = M_0 - \frac{1}{c^2} \int_{t_0}^{t_1} dt' F_E(t'),
\] (6.5)

where \( F_E \) is the energy flux, for instance given by (1.1). However, since the fluxes represent small quantities in the adiabatic approximation, the mass \( M_1 \) under the square root of equation (6.4) might be approximated by the initial value \( M_0 \)\(^{11}\), whereas the relativistic correction \( P_1/c^2 \) can be neglected. The gravitational recoil (6.4) has been investigated for general systems in [28–32] and some estimations have been proposed for binary systems in [33–38].

We consider next the ‘instantaneous’ motion of the center of mass during the GW emission, as given by equation (6.2). To be specific, we focus on the case of a Newtonian binary system with no spin and moving on an exactly circular orbit (we neglect the radiation reaction on the orbit). We introduce the symmetric mass ratio \( \nu = m_1 m_2 / m^2 \) with \( m = m_1 + m_2 \), assuming \( m_1 \geq m_2 \) so that \( m_1 - m_2 = m\sqrt{1 - 4\nu} \). The orbital separation is denoted by \( r \) and the unit vector along the binary’s separation (pointing towards the larger mass \( m_1 \)) by \( n \). We also define the unit vector \( \lambda \) orthogonal to \( n \) in the orbital plane and oriented in the sense of the relative motion. For circular orbits, the relative velocity of the particles reduces to \( v = r \omega \lambda \), where \( \omega = \sqrt{GM/r^3} \) is the (Newtonian) orbital frequency.

The RHS of the linear momentum flux equation (3.9) is straightforward to evaluate for the Newtonian circular binary system with result [33]

\[
\frac{dP}{dt} = \frac{464}{105} \frac{G^4 m^5 \omega}{c^3 r^4} \sqrt{1 - 4\nu} \nu^2 \lambda.
\] (6.6)

\(^{11}\) Numerical relativity (NR) calculations show that the energy radiated away by black-hole binary systems represents a few percents of their total mass energy; see, e.g. figure 9 of [46] (top right panel).
This relation holds at any time along the orbit and can be integrated, yielding

\[ P = \frac{464}{105} \frac{G^4 m^5}{c^7 r^4} \sqrt{1 - 4\nu \nu^2} n, \quad (6.7) \]

where we assume from now on that a Lorentz boost and a shift of the origin of the coordinate system have been applied to set \( P \) and \( G \) to zero when averaged over an orbit (neglecting the radiation-reaction decay). Then, we use the center-of-mass balance equation (3.17), which leads to

\[ \frac{dG}{dt} = P + \frac{544}{105} \frac{G^4 m^5}{c^7 r^4} \sqrt{1 - 4\nu \nu^2} n, \quad (6.8) \]

so that, combining the two previous results and integrating,

\[ G = \frac{-48}{5} \frac{G^4 m^5}{c^7 r^4 \omega} \sqrt{1 - 4\nu \nu^2} \lambda. \quad (6.9) \]

The equations (6.7) and (6.9) give the instantaneous values of the momentum and center-of-mass position of a circular binary system (neglecting the orbital decay). Their RHS are equal to minus the values that can be attributed to the gravitational radiation field. It would be interesting to compare the prediction (6.9) for the oscillations of the center of mass with very accurate numerical computations of the recoil and center-of-mass position, such as those of [46]. Perhaps the problem, in performing such comparison, would be the control of the different gauges used by PN and NR calculations.

To conclude, we have argued that the usual ‘quadrupole-type’ formulas for the energy, angular momentum and linear momentum, are missing an analogous formula for the position of the center of mass. Indeed, the complete set of invariants of a relativistic system does include the (initial position of the) center of mass, which is the Noetherian quantity associated with the invariance of the dynamics under Lorentz boosts. We have found three derivations of the balance equation describing the effect of GW emission on the position of the center of mass. The first one is based on the local equations of motion of a general isolated post-Newtonian source, including the gravitational radiation-reaction force at the 3.5 PN order in a specific gauge, which have been integrated over the volume of the source, leading to the requested flux equation (see sections 2 and 3). The second derivation, also valid for a general isolated source, is a direct flux calculation performed at future null infinity, yielding the full multipole moment expansion for the flux, though restricted to the dominant post-Minkowskian order (see section 4). Finally, we have verified that, for the known radiation-reaction force at the 3.5 PN order in the particular case of compact binary systems, the balance equation is indeed satisfied (see section 5). Independent and complementary derivations of the balance equation for the center-of-mass position have been achieved recently [59, 61]. Further work is needed to know whether there could be any possible interest and/or application for this effect in Astrophysics.
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