LEFT DEMAZURE-LUSZTIG OPERATORS ON EQUIVARIANT (QUANTUM) COHOMOLOGY AND K THEORY
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ABSTRACT. We study the Demazure-Lusztig operators induced by the left multiplication on partial flag manifolds $G/P$. We prove that they generate the Chern-Schwartz-MacPherson classes of Schubert cells (in equivariant cohomology), respectively their motivic Chern classes (in equivariant K theory), in any partial flag manifold. Along the way we advertise many properties of the left and right divided difference operators in cohomology and K theory, and their actions on Schubert classes. We apply this to construct left divided difference operators in equivariant quantum cohomology, and equivariant quantum K theory, generating Schubert classes, and satisfying a Leibniz rule compatible with the quantum product.
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1. Introduction

Let $G$ be a complex, simple, Lie group, and fix a Borel subgroup $B$, and a maximal torus $T := B \cap B^-$, where $B^-$ is the opposite Borel subgroup. Fix also $P \supset B$ a standard parabolic subgroup.

It has been known for some time that the Hecke algebra of the Weyl group $W := N_G(T)/T$, and its degenerations (such as the nil-Hecke algebra), act on the cohomology and K theory of flag manifolds $G/B$. What is perhaps less advertised is that each such Hecke action is given by operators which come in a left, and a right flavor, with the two flavors playing a complementary role. For the equivariant cohomology ring $H^*_T(G/B)$, Knutson [Knu03] observed that the source of left/right flavors lies in two different automorphisms of $G/B$, given by the left and the right multiplication by elements of the Weyl group $W$.

The left $W$-action on a cohomology theory of $G/P$ is induced by the left multiplication by (representatives of) elements in $W$. This action is trivial in a non-equivariant cohomology theory. The right $W$ action is only defined for cohomology theories of the full flag variety $G/B$, and it involves a non-algebraic map. First, one identifies $G/B = K/T_R$, where $K \leq G$ is a maximal compact subgroup with a (real) maximal torus $T_R$. Then the right multiplication by elements of $W$ gives a well defined automorphism; see [Knu03] or §3 below.

The left and right $W$ actions determine ‘left’ and ‘right’ divided difference operators, acting on (equivariant) cohomology/K-theory rings $H^*_T(G/B)$ and $K_T(G/B)$. The right operators are the classical BGG operators [BGG73] in cohomology, and Demazure operators [Dem74] in K theory. Algebraic versions of these operators were long used to define and study Schubert and Grothendieck polynomials, see e.g. [LS82, Las90]. They were utilized in the model for the equivariant cohomology and equivariant K theory of $G/B$ by Kostant and Kumar [KK86, KK90]; in their work, the left action is also present, via equivariant localization. The right operators may also be defined as push-pull operators $\pi^*_i(\pi_i)^*$, where $P_i$ is a minimal parabolic subgroup and $\pi_i : G/B \to G/P_i$ is the natural projection. Same definition extends equivariantly, and for more general flag manifolds [KS 09]. A different generalization, involving Demazure-Lusztig operators, is discussed below.

The left divided difference operators appeared in Brion’s paper [Bri97], for the equivariant cohomology $H^*_T(G/B)$, and about the same time in Peterson’s notes [Pet97], where they play a key role in the proof of the ‘quantum=affine’ statement; see also [LS10, Kat18]. They were utilized to study the equivariant cohomology...
The left operators have two significant advantages: (1) they may be defined for an equivariant cohomology/K-theory ring for any 'partial flag manifold' \(G/P\); (2) they lift naturally to the quantum versions of these rings. The two properties may be traced to the fact that the left multiplication on \(G/P\) by elements of \(W\) is compatible with the GKM relations, and it induces a ring automorphism of the appropriate equivariant quantum cohomology/K-theory of \(G/P\).

In this paper we study the left versions of the BGG, Demazure, and the Demazure-Lusztig (DL) operators acting on \(H^*(G/P)\) and \(K_T(G/P)\) and their quantum versions. They generate various degenerations of the Hecke algebra: the nil-Hecke algebra (for BGG operators), the 0-Hecke algebra (for Demazure operators), and the degenerate, respectively the full Hecke algebra, for the DL operators.

We show that via their geometric action, the left operators generate recursively the (appropriately deformed) Schubert classes for \(G/P\), starting from the class of the point 1. Equivalently, each of the equivariant rings \(H^*(G/P), K_T(G/P)\), \(QH^*(G/P), QK_T(G/P)\) is a cyclic module under the action of the appropriate Hecke algebra, compatible with a particular deformation of the Schubert basis.

For (non-quantum) equivariant cohomology, and left BGG operators, this was proved in [Bri97, Knu03]; see also [Pet97]. This is also known more generally for an algebraic model of any (non-quantum) equivariant oriented cohomology theory of \(G/P\), and for Schubert classes defined in that model, considered by Lenart, Zainoulline and Zhong in [LZZ16]. In this note we utilize a different approach, geometric, and deformations of Schubert classes such as the Chern-Schwartz-MacPherson classes, or motivic Chern classes of Schubert cells, which do not appear in loc. cit. We expect that eventually there will be a 'dictionary' from this note to [LZZ16], but this will be considered elsewhere. Still, we added an Appendix where we showed, for an arbitrary \(G\)-variety \(X\), that the left Demazure operators from this paper coincide with operators defined by Harada, Landweber and Sjamaar [HLS10], and also equal to certain convolution operators. If \(X = G/B\), the same holds for the right Demazure operators. The convolution approach is closely related to the setup from [LZZ16].

Next we illustrate our results for the left DL operators. The cohomological left DL operators, acting on \(H^*(G/P)\), are products of operators \(T_L^i\), indexed by simple reflections \(s_i \in W\), and defined by:

\[
T_L^i := -\delta_i + s_i;
\]

see [LZZ16]. This definition closely matches the one for the right operators, but utilizes the left Weyl group action \(s_i\) by a simple reflection, and the left divided difference/BGG operator \(\delta_i\). These operators satisfy the quadratic relations \((T_L^i)^2 = \text{id}\), and the braid relations, thus giving a twisted representation of \(W\) on \(H^*_T(G/P)\) (sometimes referred as the action of the degenerate Hecke algebra). In particular, there are well defined operators \(T_L^w := T_L^{i_1} \cdots T_L^{i_k}\) obtained from any reduced expression \(w = s_{i_1} \cdots s_{i_k}\).

The right version of these operators, denoted by \(T_R^w\), was studied by Ginzburg [Gin98] and algebraically, for \(G = \text{SL}_n\), by Lascoux, Leclerc and Thibon [LLT96]. More recently, it was shown in [AM16] that the right operators can be used to generate recursively the equivariant Chern-Schwartz-MacPherson (CSM) classes
$c_{SM}(X^o_w) \in H_T^*(G/B)$ (see [Mac74, Ohm06]) of Schubert cells $X^o_w \subset G/B$. For any simple reflection $s_i \in W$ and any $w \in W$,

\begin{equation}
T_i^L(c_{SM}(X^o_w)) = c_{SM}(X^o_{w s_i}) \in H_T^*(G/B).
\end{equation}

This formula holds for the complete flag variety $G/B$, since the right operators are only defined in this case. Our first main result is the analogue of (1) using the left operators $T_i^L$, and which holds for any partial flag manifold $G/P$. Let $W_P$ is the subgroup of $W$ generated by reflections in $P$, and let $X^o_w := BwP/P \subset G/P$ be the Schubert cell in $G/P$.

**Theorem 1.1** (Theorem 4.3). For any simple reflection $s_i \in W$ and any $w \in W$, the following holds:

$$T_i^L c_{SM}(X^o_{w W_P}) = c_{SM}(X^o_{s_i w W_P}) \in H_T^*(G/P).$$

There are similar identities for the opposite Schubert cells, and for the Poincaré duals of CSM classes of Schubert cells - the Segre-MacPherson classes; cf. Theorem 4.3. Outside type A, the definition of left operators seems to be new.

All this may be upgraded from the degenerate to the full Hecke algebra, and from cohomology to the equivariant K-theory. The left K-theoretic Demazure-Lusztig operator for a simple reflection $s_i \in W$ is defined by:

$$T_i^L := \frac{1 + ye^{-\alpha_i}}{1 - e^{-\alpha_i}} s_i^L - \frac{1 + y}{1 - e^{-\alpha_i}}.$$

These act on $K_T(G/P)[y]$, with $y$ a formal variable; see [4.3]. Here $\alpha_i$ is a simple root, $e^{-\alpha_i}$ is a character in $K_T(pt)$, and $s_i^L$ is the (K-theoretic) left $W$ action induced by left multiplication by $s_i$. The left operators satisfy the quadratic relations $(T_i^L + id)(T_i^L + y) = 0$, and the braid relations for $W$, yielding well defined operators $T_i^w$ for any $w \in W$. In type A, these operators are implicit in constructions from [RTV15], where the authors study the K-theoretic generalization of stable envelopes. In general, this definition seems to be new, although it closely resembles the one of the right DL operators $T_i^R$ defined in [Lus85], see also [BBL16, LLL17].

For flag manifolds, the K-theoretic stable envelopes are equivalent to (equivariant) motivic Chern classes of Schubert cells $MC_y(X^o_w) \in K_T(G/P)[y]$ defined in [BSY10; see [FRW18, AMSS19a] and details below. It was proved in [AMSS19a] that for $w \in W$ and $s_i$ a simple reflection, the following holds in $K_T(G/B)[y]$:

$$T_i^R MC_y(X^o_w) = \begin{cases} MC_y(X^o_{w s_i}) & \text{if } w s_i > w; \\ -(1 + y)MC_y(X^o_w) - yMC_y(X^o_{w s_i}) & \text{otherwise.} \end{cases}$$

Again, this identity only holds for the complete flag variety $G/B$. Our second main result is parabolic analogue of this, using the K-theoretic left operators $T_i^L$. Let $W^P$ be the set of minimal length representatives for the cosets in $W/W_P$. 


Theorem 1.2. For any \( w \in W_P \) and any simple reflection \( s_i \), the following holds in \( K_T(G/P)[y] \):

\[
T^L_i (MC_y(X^o_{wW_P})) = \begin{cases} 
(y^\ell(s_iw) - y^\ell(s_iwW_P))MC_y(X^o_{s_iwW_P}) & \text{if } s_iw > w; \\
-(1+y)MC_y(X^o_{s_iwW_P}) & \text{otherwise}.
\end{cases}
\]

In addition, we prove similar results where motivic classes are replaced by their Poincaré duals (these are the Segre motivic classes), or where we replaced \( T^L_i \) by certain ‘dual’ DL operators; see Theorem 7.4 and Theorem 7.8.

Although we focus on the left operators, the right operators play a central role in our proofs. We illustrate this by giving the basic idea of proving Theorem 1.1 above. Let \( \pi : G/B \to G/P \) be the projection, and \( \pi_* : H^n_T(G/B) \to H^n_T(G/P) \) the induced map. By functoriality of CSM classes, and because \( \pi \) is \( G \)-equivariant (thus \( \pi_* \) commutes to \( T^L_i \)),

\[
T^L_i c_{SM}(X^o_{wW_P}) = T^L_i \pi_* c_{SM}(X^o_w) = \pi_* (T^L_i c_{SM}(X^o_w)).
\]

It remains to prove the \( G/B \) case. In that case, by identity (1) for the right operators, \( c_{SM}(X^o_w) = T^{R_i^w} [1.B] \), therefore,

\[
T^L_i c_{SM}(X^o_w) = T^L_i T^{R_i^w} [1.B] = T^{R_i^w} T^L_i [1.B],
\]

utilizing that left and right operators commute. The quantity \( T^L_i [1.B] \) may be easily calculated directly in terms of CSM classes, and then one applies again (1) to obtain the desired identity.

Throughout the paper we tried to be as self contained as possible, and recall the basic facts needed about both left and right divided difference, Demazure, and Demazure-Lusztig operators. The survey of these formulae and properties of both the left and right operators may be of independent interest.

We took the opportunity to show that the ‘classical’ constructions of left divided difference and Demazure operators extend to the equivariant quantum cohomology ring \( \text{QH}_T(G/P) \) and the equivariant quantum K ring \( \text{QK}_T(G/P) \); see Propositions 8.1 and 8.3 below. This is clear if one regards both these rings as modules over the appropriate rings of (equivariant, quantum) parameters. The essential feature is that the left Weyl group multiplication induces automorphisms of the quantum rings, implying that the quantum extension satisfies a Leibniz rule involving the quantum product. We expect that this will be useful in finding ‘quantum’ Schur and Schubert polynomials, representing Schubert classes in each ring. See examples 8.2 and 8.4 below. Similar constructions, but from an algebraic point of view, were given by Kirillov and Maeno [KM00] and Lenart and Maeno [LM06].

We mention that although we focus on the partial flag varieties \( G/P \) in this note, the left Demazure operators \( \delta_i \) and the left Demazure-Lusztig operators \( T^L_i \) are well defined for the \( T \)-equivariant cohomology/K-theory of any complex variety with a \( G \)-action; see Appendix 9 and also [HLS10].

Acknowledgements. LM would like to thank A. Knutson for a conversation which sparked the definition of the quantum operators, and to T. Ikeda for useful comments and related collaborations. LM and CS would like to thank P. Aluffi, and J. Schürmann for related collaborations, and C. Zhong for useful comments.
2. Preliminaries

2.1. Equivariant cohomology. We recall some basic facts about the equivariant cohomology ring; see [Bri98] for more details.

Fix a smooth projective complex algebraic variety $X$ with a left action of a torus $T \simeq (\mathbb{C}^*)^r$. (Later $X = G/P$.) Throughout the paper we will use the equivariant Chow (co)homology theory developed in [EG98]. There is an equivariant cycle map from the Chow to the ordinary (co)homology [EG98 §2.8], and in the cases we will be interested in, this map is an isomorphism. Therefore we follow the topological notation, although all our constructions are algebraic.

We briefly recall the relevant definitions. Let $ET = (\mathbb{C}^\infty \setminus 0)^r$ be the universal $T$-bundle; it has a right $T$-action given by multiplication. Then the product $ET \times X$ has a right $T$-action given by $(e, y) . t := (et, t^{-1} y)$. The action is free, and the orbit space $X_T := (ET \times X)/T$ is called the Borel mixing space of $X$. By definition, the equivariant cohomology ring $H_T^*(X) := H^*(X_T)$. If $X = pt$, then $H_T^*(pt) = H^*((\mathbb{C}^\infty)^r) = \mathbb{C}[t_1, \ldots, t_r]$, where $t_i = c_1(O_{\mathbb{P}^\infty}(-1))$, the Chern class of the tautological line bundle pulled back from the $i$th component of $(\mathbb{P}^\infty)^r$. The morphism $X_T \to BT := ET/T$ gives $H_T^*(X)$ a structure of an algebra over $H_T^*(pt)$.

Any $T$-stable subvariety $\Omega \subset X$ of complex codimension $k$ determines a class $[\Omega]_T \in H_T^{2k}(X)$. If $Z$ is another smooth, projective variety and $f : X \to Z$ is a morphism, the push forward in homology and Poincaré duality determines a Gysin push-forward $f_* : H_T^*(X) \to H_T^{*+2(\dim Z-\dim X)}(Z)$, which is a $H_T^*(pt)$-module homomorphism. If $Z = pt$, we denote $f_*(a)$ by $\int_X a$. This gives the non-degenerate (intersection) pairing on $H_T^*(X)$ defined by

$$ (a, b) = \int_X a \cdot b \in H_T^*(pt), $$

for $a, b \in H_T^*(X)$. Here $\cdot$ denotes the intersection product in the equivariant Chow ring; under the cycle map, this corresponds to the cup product in the equivariant cohomology.

Let $\mathfrak{m}$ be the maximal ideal of $H_T^*(pt)$ generated by the equivariant parameters $t_i$. Since $H_T^*(pt)$ is a domain, $\mathfrak{m}\setminus 0$ is a multiplicative set, and we define the localized equivariant cohomology ring $H_T^*(X)_{\text{loc}}$ to be the localization $(H_T^*(X))_{\mathfrak{m}\setminus 0}$. We will identify $H_T^*(X)$ with a subring inside its localization.

Let $X^T = \{ x \in X : t . x = x \forall t \in T \}$ and assume that $X^T$ is finite. By the localization theorem, see e.g. [Bri98], $H_T^*(X)_{\text{loc}}$ is a free $H_T^*(pt)_{\text{loc}}$ module of rank equal to the number of fixed points in $X^T$. Further, a basis for $H_T^*(X)_{\text{loc}}$ is given by the fundamental classes $[x]_T$ of the fixed points $x \in X^T$. We call this the fixed point basis. For each $x \in X^T$, let $i_x : \{ x \} \to X$ denote the inclusion. This is a $T$-equivariant proper morphism, and it induces the localization map $i_x^* : H_T^*(X) \to H_T^*(\{ x \}) = H_T^*(pt)$. Then for any $\kappa \in H_T^*(X)$ we denote $\kappa|_x := i_x^*(\kappa)$. The restriction $i_x^*(\{ x \})$ is the equivariant Euler class $e^T(T_x X)$, and it is an invertible element in $H_T^*(pt)_{\text{loc}}$. In fact, if the $T$-module $T_x X$ is decomposed into weight spaces $T_x X = \oplus_i \mathbb{C} \lambda_i$, then each weight $\lambda_i$ is a linear form in the equivariant parameters $t_i$ and $e^T(T_x X) = \prod_i \lambda_i$. With this notation, any equivariant class $\kappa \in H_T^*(X)$ can be written uniquely as

$$ \kappa = \sum_{x \in X^T} \kappa|_x e^T(T_x X)[x]_T \in H_T^*(X)_{\text{loc}}. $$
2.2. Preliminaries on flag manifolds. Let $G$ be a complex, semisimple, Lie group, and fix $B, B^-$ a pair of opposite Borel subgroups. A maximal torus in $G$ is $T := B \cap B^-$. Denote by $W := N_G(T)/T$ the Weyl group, and by $\ell : W \to \mathbb{N}$ the associated length function. Denote also by $w_0$ the longest element in $W$; then $B^- = w_0Bw_0$.

The datum $(G, B, T)$ determines a root system $R$ with positive roots $R^+$ and simple roots $\Delta := \{\alpha_1, \ldots, \alpha_r\} \subset R^+$, such that the positive roots are in $B$. The simple reflection for the root $\alpha_i \in \Delta$ is denoted by $s_i$. Any subset $S$ of $\Delta$ determines a parabolic subgroup $P := P_S$ such that $B \subset P \subset G$ and $P/B$ corresponds to the simple roots in $S$. If $S = \{\alpha_1\}$ then consists of a single element then $P_S$ is a minimal parabolic subgroup denoted by $P_t$. If one fixes a parabolic group $P := P_S$, then $W_P$ denotes the subgroup of $W$ generated by the simple reflections $s_i$ with $\alpha_i \in S$. Each element $w \in W$ has a unique decomposition $w = w_1w_2$ where $w_2 \in W_P$ and $\ell(w) = \ell(w_1) + \ell(w_2)$. Then $w_1$ is the unique representative of minimal length for the coset $wW_P$ and one may define $\ell(wW_P) := \ell(w_1)$. We denote by $W^P$ the subset of $W$ containing all these minimal length representatives, and by $R^+_P$, the positive roots generated by the simple roots in $S$.

Let $X := G/B$ be the flag variety. This is a homogeneous space under the $G$ action. The $B$-orbits are the Schubert cells $X^w := BwB/B \simeq \mathbb{C}^{\ell(w)}$, and the $B^-$-orbits are the opposite Schubert cells $X^{w, o} := B^-wB/B$. The closures $\overline{X^w}$ and $\overline{X^w} := \overline{X^{w, o}}$ are the Schubert varieties. With these definitions, $\dim_{\mathbb{C}} X^w = \text{codim}_{\mathbb{C}} X^w = \ell(w)$. The Weyl group $W$ admits a partial ordering, called the Bruhat ordering, defined by $u \leq v$ if and only if $X_u \subseteq X_v$. More generally, for any parabolic group $P$ one may consider the ‘partial flag manifold’ $X^P := G/P$. One defines in an analogous way the Schubert cells and the Schubert varieties: for $w \in W^P$, $X^w_{wW_P} := BwP/P$ and $X_{wW_P} = BwP/P$. Similarly $X^{w, o}_{wW_P} := B^-wP/P$, $X^{w, o}_{wW_P} := B^-wP/P$ and then $\dim X_{wW_P} = \text{codim} X^{w, o}_{wW_P} = \ell(w)$. The Bruhat order from $W$ descends to one on its subset $W^P$. We often remove the $W_P$ from the notation if $w \in W^P$ and $P$ is understood from the context.

The $T$-fixed points of $X^P$ are in bijection with the elements of $W^P$; if $w \in W^P$ then we denote by $e_w$ the corresponding fixed point.

2.2.1. The Schubert basis and the fixed point basis. The equivariant cohomology ring $H^*_T(X^P)$ is a graded $H^*_T(pt)$-algebra with a $H^*_T(pt)$-basis given by the fundamental classes of the Schubert varieties:

$$H^*_T(X^P) = \oplus_{w \in W^P} H^*_T(pt)[X^w] = \oplus_{w \in W^P} H^*_T(pt)[X^w];$$

(from here we remove $T$ from the notation $[\Omega]_T$, as all classes will be equivariant in this note). By the localization formula (2),

$$[X^w] = \sum_u \frac{[X^w]|_{e_u}}{e(T_u(X^P))} [e_u] \in H^*_T(X^P)_{loc},$$

where the sum is over $v \in W^P$ such that $v \geq w$. As a $T$-module, the tangent space $T_v(X^P)$ has a weight decomposition,

$$T_v(X^P) = \bigoplus_{\alpha \in R^+ \setminus R^+_P} \mathbb{C}^{\langle v(-\alpha) \rangle},$$

therefore the Euler class $e(T_v(X^P)) = \prod_{\alpha \in R^+ \setminus R^+_P} v(-\alpha)$. 

Finally, let \( \pi : G/B \to G/P \) be the natural projection. Then for any \( w \in W \),
\[
\pi_*[X_w] = \begin{cases} 
[X_w w_p] & \text{if } w \in W^P; \\
0 & \text{otherwise.}
\end{cases}
\]

3. Left and right Weyl group actions and operators

3.1. Left and right Weyl group actions. In this section we follow mainly [Knu03]. The equivariant cohomology of the flag manifold \( G/B \) admits a left and a right Weyl group action. The left action is given by the left multiplication on \( G/B \): if \( w \in W \), choose a representative \( n_w \in N_G(T) \), and define the automorphism
\[
\Phi_w : G/B \to G/B; \quad xB \mapsto n_wxB.
\]
This is not an equivariant map, but it is equivariant with respect to the map
\( \varphi_w : T \to T \) sending \( t \mapsto n_t t_n_t^{-1} \). Therefore \( \Phi_w \) induces a ring automorphism \( w^L : H^*_T(G/B) \to H^*_T(G/B) \) defined by \( w^L(a) = \Phi^*_w(a) \) \( (\text{It is easy to see that } w^L \text{ does not depend on the choice of the representative } n_w.) \)
If \( \kappa \in H^*_T(pt) \) then
\[
w^L(\kappa \cdot a) = w(\kappa) \cdot w^L(a),
\]
where \( w(\kappa) \) is calculated from the natural action of \( \kappa \) on \( H^*_T(pt) = \mathbb{C}[\text{Lie}(T)] \).
Since the push-forward to a point is an equivariant morphism, it follows that for any \( w \in W \) and \( \eta_1, \eta_2 \in H^*_T(X) \), we have
\[
\langle w^L(\eta_1), w^L(\eta_2) \rangle = w.\langle \eta_1, \eta_2 \rangle.
\]
Observe also that the left Weyl group action may be used to relate the \( B \) and \( B^- \)
Schubert classes: if \( w_0 \) is the longest element in \( W \), then from \( \Phi_{w_0}^{-1}(X_w) = X_w w_0 w \)
we deduce that
\[
w^L_0[X_w] = [X_w w_0 w].
\]
The right \( W \)-action is induced by the right multiplication on \( G/B \simeq K/T \),
where \( K \) is the maximal compact subgroup of \( G \), and \( T = K \cap B \).
For any \( w \in W \), let \( w^R \) denote the automorphism of \( H^*_T(G/B) \) induced by the right multiplication by \( (\text{a representative of }) \) \( w^{-1} \) on \( K/T \).
Since the right multiplication commutes with the (left) torus action, \( w^R \) is a \( H^*_T(pt) \)-algebra automorphism.

In terms of localizations, the automorphisms \( w^R \) and \( w^L \) are defined in the following way, cf. [Knu03]: for any \( \eta \in H^*_T(G/B) \) and \( u, w \in W \),
\[
w^L(\eta)|_u = \eta|_{w^{-1} u} \quad \text{and} \quad w^R(\eta)|_u = \eta|_{uw}.
\]
Notice that we have \( w^L u^L = (wu)^L \) and \( w^R u^R = (wu)^R \). We also record the following easy lemma.

**Lemma 3.1.** (a) Let \( w \in W \) and a simple reflection \( s_i \in W \). Then
\[
s^L_i[e_w] = [e_{s_i w}]; \quad s^R_i[e_w] = -[e_{w s_i}],
\]
as classes in \( H^*_T(X) \).

(b) For any \( u, v \in W \) we have \( u^L v^R = v^R u^L \) as automorphisms of \( H_T(X) \).

**Proof.** Let \( X := G/B \). We prove the claim by localization. For any \( u \in W \),
\[
s^L_i[e_w]|_u = s_i([e_w]|_{s_i u}) = \delta_{w, s_i u} s_i(e(T_w X)) = \delta_{w, s_i u} e(T_{s_i w} X) = [e_{s_i w}]|_u,
\]
\[\text{1}^*\text{Note that non-equivariantly, this action is simply the identity.}
where \( e(T_wX) = \prod_{\alpha > 0} (-\omega \alpha) \) is the equivariant Euler class of the tangent fiber \( T_wX \) at the fixed point \( e_w \). This implies the first equality. Similarly,

\[
s_i^R [e_w]|_u = [e_w]|_{us_i} = \delta_{w,us_i} e(T_wX) = -\delta_{w,us_i} e(T_{ws_i}X) = -[e_{ws_i}]|_u,
\]

where we utilized that \( e(T_wX) = -e(T_{ws_i}X) \). This finishes the proof of (a). Part (b) follows because the left and right multiplications on \( G/B \) commute. \( \square \)

3.2. Divided difference operators. One may utilize the left and right actions to define divided difference operators on \( H_*(G/B) \).

We start with the right divided difference operators, defined in [BGG73], and utilized for a long time to study Schubert classes. Let \( \alpha_i \) be any simple root, and let \( \pi : G/B \to G/P_i \) be the projection. Then the right BGG operator is \( \partial_i := \pi_i^* \pi_i * \). In terms of localizations, it is given by

\[
(\partial_i \eta)|_v = \frac{\eta|_v - (s_i^R \eta)|_v}{-v \alpha_i},
\]

where \( v \in W \) and \( \eta \in H_*(G/B) \). The operator \( \partial_i \) is \( H_*(G/B) \)-linear, and it satisfies \( \partial_i^2 = 0 \) and the usual braid relations. In particular, for any \( w \in W \), there is a well defined operator \( \partial_w \) acting on \( H_*(G/B) \). It follows from the definition that the operator \( \partial_i \) acts on Schubert classes by:

\[
\partial_i[X_w] = \begin{cases} [X_{ws_i}] & \text{if } ws_i > w; \\
0 & \text{otherwise;}
\end{cases} \quad \partial_i[X_w] = \begin{cases} [X_{ws_i}] & \text{if } ws_i < w; \\
0 & \text{otherwise.}
\end{cases}
\]

The left divided difference operator, acting on \( H_*(G/B) \), is defined by

\[
\delta_i = \frac{1}{\alpha_i} (id - s_i^L),
\]

and it played a key role in the study of equivariant Schubert classes. These operators satisfy \( \delta_i^2 = 0 \) and the braid relations. In terms of Schubert classes

\[
\delta_i[X_w] = \begin{cases} [X_{s_iw}] & \text{if } s_iw < w; \\
0 & \text{otherwise;}
\end{cases} \quad \delta_i[X_w] = \begin{cases} [X_{s_iw}] & \text{if } s_iw > w; \\
0 & \text{otherwise.}
\end{cases}
\]

The first equality is proved in [Br97, §6.4] and in [Knu03, Prop. 2], and the second equality follows from the first by utilizing equation (3) and the fact that \( w_0^L \delta_{\alpha_i} w_0^L = -\delta_{-w_0(\alpha_i)} \); observe that \( w_0(\alpha_i) \) is a negative simple root. (To emphasize the dependence on simple root \( \alpha_i \), we temporarily used the notation \( \delta_{\alpha_i} \) instead of \( \delta_i \)). As we shall see below, one advantage of utilizing \( \delta_i \) is that it descends to an operator on the equivariant cohomology of the partial flag manifold \( G/P \); this is not true for \( \partial_i \).

We record some properties of the two operators; see [Knu03]

**Lemma 3.2.** (a) The left and right operators satisfy the following commutation relations, for any \( i, j \):

\[
\delta_i s_j^R = s_j^R \delta_i; \quad \partial_i s_j^L = s_j^L \partial_i; \quad \delta_i \partial_j = \partial_j \delta_i.
\]

(b) (Leibniz rule) For any \( a, b \in H_*(G/B) \),

\[
\delta_i(a \cdot b) = \delta_i(a) \cdot b + s_i^L(a)\delta_i(b).
\]

In particular, for any \( \lambda \in H_2^*(pt) \), \( \delta_i(\lambda \cdot b) = \langle \lambda, \alpha_i^\vee \rangle b + s_i(\lambda)\delta_i(b) \).

(c) For any \( \kappa \in H_*(G/B) \), \( \delta_i(\kappa \cdot a) = \kappa \delta_i(a) \).
Proof. Part (a) follows from the fact that the left and right Weyl group actions commute. Parts (b) and (c) follow from immediate calculations. □

For later use, we record the following corollary of the above Lemma.

Corollary 3.3. For any simple root $\alpha_i$ and $w \in W$, the following holds in $H^*_T(G/B)$:

$$s^R_i([X_w]) = \begin{cases} [X_w] + \alpha_i[X_{s_iw}] & \text{if } s_iw > w; \\ [X_w] & \text{otherwise.} \end{cases}$$

Proof. By Lemma 3.2 we have

$$s^R_i([X_w]) = s^R_i\partial_{w^{-1}}([X_{id}]) = \partial_{w^{-1}}s^L_i([X_{id}]) = \partial_{w^{-1}}([X_{id}] + \alpha_i[X_{s_i}]).$$

The last expression equals the right hand side of the claim. □

3.3. Cohomological Demazure-Lusztig operators. In this section we recall the definition of the right cohomological Demazure-Lusztig (DL), and we define a left version of these operators. The right DL operators appeared in [Gin98] in relation to degenerate Hecke algebras and in [AM16, AMSS17] in the study of Chern-Schwartz-MacPherson classes.

Fix $\alpha_i$ a simple root. The right DL operator, and the dual right DL operator are defined by

$$T^R_i := \partial_i - s^R_i; \quad T^{R,\vee}_i := \partial_i + s^R_i.$$

Both operators are $H^*_T(pt)$-linear, satisfy the braid relations and the quadratic relation $(T^R_i)^2 = (T^{R,\vee}_i)^2 = \text{id}$. Thus they provide a twisted $W$-action on $H^*_T(G/B)$; see also [LLT96]. The braid relations imply that there well defined operators $T^R_w, T^{R,\vee}_w$ defined as usual using reduced word decompositions. The duality refers to the fact that they are adjoint under the Poincaré pairing (see [AMSS17]): for any $a, b \in H^*_T(G/B)$,

$$\langle T^R_i a, b \rangle = \langle a, T^{R,\vee}_i b \rangle. \tag{7}$$

The left DL operators, and the dual left operators are defined by

$$T^L_i := -\delta_i + s^L_i; \quad T^{L,\vee}_i := \delta_i + s^L_i.$$

It is easy to check that they satisfy the same braid and quadratic relations as the right DL operators. However, the left operators are not $H^*_T(pt)$-linear. We record next few properties of these operators, which follow easily from the properties of the left and right divided difference operators; we leave the details of the proofs to the reader.

Lemma 3.4. The following hold:

(a) The left and right operators commute, i.e.

$$T^L_i T^R_j = T^R_j T^L_i; \quad T^{L,\vee}_i T^{R,\vee}_j = T^{R,\vee}_j T^{L,\vee}_i.$$

(b) For any $a, b \in H^*_T(G/B)$, $\langle T^L_i(a), b \rangle = s_i \langle a, T^{L,\vee}_i(b) \rangle$.

(c) The left operator and its dual are related by $w_0^L T^L_{\alpha} w_0^L = T^{L,\vee}_{-w_0 \alpha}$. 


3.4. Parabolic case. Unlike the right versions of the BGG and DL operators, the left versions are well defined in the equivariant cohomology of any $G/P$, with the same definitions as for $G/B$. Consider the projection $\pi : G/B \to G/P$. The morphism $\pi$ is $G$-equivariant, and both the (Gysin) push-forward $\pi_* : H^*_T(G/B) \to H^*_T(G/P)$ and the pull back $\pi^* : H^*_T(G/P) \to H^*_T(G/B)$ are $H^*_T(pt)$-linear and commute with the left action $w_L$: for any $a \in H^*_T(G/B)$ and $b \in H^*_T(G/P)$,$$
abla \pi(w_L.a) = w_L.\nabla \pi(a); \quad \pi^*(w_L.b) = w_L.\pi^*(b).$$Further, $\pi^* : H^*_T(G/P) \to H^*_T(G/B)$ is an injective ring homomorphism, so the second equation may also be taken as the definition of $w_L$. All the left operators $\delta_i$, $T_i^L$ and $T_i^{L,\vee}$ commute with $\pi_*$ and $\pi^*$, and that the properties of the left BGG operators, and left DL operators and their duals, as stated in Lemmas 3.1, 3.2 and 3.3 hold in $H^*_T(G/P)$, with the same proofs.

The action on Schubert classes is similar: if $w \in W^P$, and $s_i$ any simple reflection, then$$\delta_i[X_{wW^P}] = \delta_i\pi_*[X_w] = \pi_*\delta_i[X_w].$$By equations 3.8 and 3.9,$$(8) \quad \delta_i[X_{wW^P}] = \begin{cases} -[X_{s_i wW^P}] & \text{if } s_i w > w \text{ and } s_i w \in W^P; \\ 0 & \text{otherwise}. \end{cases}$$The same idea, but using $\pi^*$, may be utilized to calculate the action of $\delta_i$ on opposite Schubert classes $[X_{wW^P}]$:

$$\delta_i[X_{wW^P}] = \begin{cases} [X^w_{s_i wW^P}] & \text{if } s_i w < w; \\ 0 & \text{otherwise}. \end{cases}$$
Note that if $s_i w < w$ and $w \in W^P$, then automatically $s_i w \in W^P$.

4. Demazure-Lusztig operators and Chern-Schwartz-MacPherson classes

In this section we prove that the Chern-Schwartz-MacPherson (CSM) and the Segre-MacPherson (SM) classes of Schubert cells can be obtained recursively using the left DL operators. This explains the “R-matrix recursion” from [RV93]. The version of this statement using the right operators was proved in [AM16] and [AMSS17]. In particular, this clarifies the fact that in fact there are two recursions for the CSM classes in $G/B$ (for the left and for the right DL operators).

4.1. Chern-Schwartz-MacPherson classes. We start by recalling the definition of the CSM and SM classes. For now let $X$ be any complex algebraic variety. The (additive) group $\mathcal{F}(X)$ of constructible functions consists of finite combinations $\sum c_W \mathbb{1}_W$ where the coefficients $c_W \in \mathbb{Z}$, the (finite) sum is over constructible subsets $W \subset X$, and $\mathbb{1}_W$ is the indicator function. If $f : X \to Y$ is a proper morphism, then there exists a push forward $\pi_* : \mathcal{F}(X) \to \mathcal{F}(Y)$ defined by $f_*(\mathbb{1}_W)(y) := \chi(f^{-1}(y) \cap W)$, where $\chi$ denotes the topological Euler characteristic with compact support.

According to a conjecture attributed to Deligne and Grothendieck, there is a unique transformation $c_* : \mathcal{F}(X) \to H_*(X)$ from the functor $\mathcal{F}$ of constructible functions on a complex algebraic variety $X$ to homology of $X$, which commutes with proper morphisms $f : X \to Y$, and satisfying the normalization property
that if $X$ is smooth then $c_\ast(X) = c(TX) \cap [X]$. This conjecture was proved by MacPherson [Mac74]. The class $c_\ast(\mathbb{I}_X)$ for possibly singular $X$ was shown to coincide with a class defined earlier by M.-H. Schwartz [Sch65a, Sch65b]. For any constructible subset $W \subset X$, the class $c_{\text{SM}}(W) := c_\ast(\mathbb{I}_W) \in H_\ast(X)$ is the Chern-Schwartz-MacPherson (CSM) class of $W$ in $X$. If $X$ is smooth, we let

$$s_{\text{SM}}(W) := \frac{c_\ast(\mathbb{I}_W)}{c(TX)}$$

denote the Segre-MacPherson (SM) class of $W$, see [AMS91]. Observe that $c(TX) = 1 + \kappa$ where $\kappa \in H^\ast(X)$ is nilpotent, thus it makes sense to divide by $c(TX)$. The theory of CSM classes was extended to the equivariant setting by Okamoto [Ohm06]. In the equivariant case, the SM class needs to be considered in a suitable completion of the equivariant ring $H^\ast_T(X)$.

4.2. CSM and SM classes of Schubert cells. We now take $X = G/P$ and consider the equivariant CSM and SM classes of Schubert cells. Part (a) of the following theorem was proved in [AM16], and part (b) in [AMSS17].

**Theorem 4.1.** (a) Assume that $X = G/B$, and let $s_i \in W$ be a simple reflection, and $w \in W$. Then

$$T_i^R c_{\text{SM}}(X^o_w) = c_{\text{SM}}(X^o_{w s_i}).$$

In particular, $c_{\text{SM}}(X^o_w) = T_{w^{-1}}^R[X_{id}]$.

(b) For arbitrary $X = G/P$, the SM classes are Poincaré dual to CSM classes, i.e. for any $u, w \in W^\circ$,

$$\langle c_{\text{SM}}(X^o_w), s_{\text{SM}}(X^o_w v^P) \rangle = \delta_{w,u}.$$  

One may consider the Schubert expansion of the CSM and SM classes:

$$c_{\text{SM}}(X^o_w) = \sum a_{w,v} |X_v|; \quad s_{\text{SM}}(X^o_w) = \sum b_{w,v} \delta_{w,v}.$$  

The transition matrices $(a_{w,v})$ and $(b_{w,v})$ have been studied in [AM16, AMSS17, AMSS91]. In the non-equivariant case, it was proved in [AMSS17] that $a_{w,v} \geq 0$ and in [AMSS91] that $(-1)^{l(w)-l(v)} b_{w,v} \geq 0$. In both situations, and for the equivariant classes, the transition matrices are triangular with respect to the partial Bruhat order, and the coefficients on the diagonal are all non-zero. The latter statement follows from the localization formulae of the classes $c_{\text{SM}}(X^o_w)$ and $s_{\text{SM}}(X^o_w)$ at the fixed point $w$, proved in [AM16, Prop. 6.5]. It follows that both $\{c_{\text{SM}}(X^o_w)\}$ and $\{s_{\text{SM}}(X^o_w)\}$ are $H^\ast_T(pt)_{loc}$-bases over the localized equivariant cohomology ring $H^\ast_T(G/P)_{loc}$. Formulas for the structure constants of the multiplication in the CSM or SM basis of Schubert cells can be found in [Su20], generalizing the results from [GK19]. From this we obtain the following result, implicit in [AMSS17].

**Corollary 4.2.** Assume that $X = G/B$, let $s_i \in W$ be a simple reflection, and let $w \in W$. Then

$$T_i^{R,\vee} s_{\text{SM}}(X^o_w) = s_{\text{SM}}(X^o_{w s_i}) \quad \text{and} \quad T_i^{R,\vee} s_{\text{SM}}(X^o_w) = s_{\text{SM}}(X^o_{w s_i}).$$

*Proof.* Using Theorem 4.1 and equation (7) we obtain that for any $u \in W$,

$$\langle c_{\text{SM}}(X^o_u), T_i^{R,\vee} s_{\text{SM}}(X^o_w) \rangle = \langle T_i^{R} c_{\text{SM}}(X^o_u), s_{\text{SM}}(X^o_w) \rangle = \langle c_{\text{SM}}(X^o_u), s_{\text{SM}}(X^o_{w s_i}) \rangle = \langle c_{\text{SM}}(X^o_u), s_{\text{SM}}(X^o_{w s_i}) \rangle.$$  

Then the first identity follows from the fact that the Poincaré pairing is non-degenerate. The second is proved in a similar way.  

□
The main result of this section is the following theorem.

**Theorem 4.3.** Let $X = G/P$, let $s_i \in W$ be a simple reflection, and let $w \in W$. Then the following hold:

$$T_i^L \mathsf{csm}(X_w^o) = \mathsf{csm}(X_{s_{i}w}^o); \quad T_i^L \mathsf{sM}(X_w^o) = \mathsf{sM}(X_{s_{i}w}^o),$$

and

$$T_i^L \mathsf{csm}(X_w^o) = \mathsf{csm}(X_{s_{i}w}^o); \quad T_i^L \mathsf{sM}(X_w^o) = \mathsf{sM}(X_{s_{i}w}^o).$$

**Proof.** Since $X_w^o = w_0X_w^o$, and by functoriality of CSM classes, it follows that $w_0^0 \mathsf{csm}(X_w^o) = \mathsf{csm}(X_w^o)$. Further, $w_0^0 \mathsf{sM}(X_w^o) = \mathsf{sM}(X_w^o)$, because $w_0^0 c(T_{G/P}) = c(T_{G/P})$. This and the fact that $T_{s_{ii}w} = w_0^{-1} T_{s_{ii}w} w_0^0$ (by Lemma 3.4(c)), we deduce that the second row of equalities follows from those in the first row.

We now prove the first identity in the first row. First consider the situation when $P = B$. If $w = id$, then

$$T_i^L [X_{id}] = (-\delta_i + s_i^0)^[X_{id}] = (1 + \alpha_i)^[X_{id}] = \mathsf{csm}(X_w^o),$$

where the second equality follows from the equation \[1\] and Corollary \[3\]. For the general case, we apply Lemma 3.3 to obtain

$$T_i^L \mathsf{csm}(X_w^o) = T_i^L T_{w^{-1}}[X_{id}] = T_{w^{-1}} T_i^L [X_{id}] = T_{w^{-1}} \mathsf{csm}(X_w^o).$$

We now allow $P$ to be arbitrary, and recall that $\pi : G/B \rightarrow G/P$ is the projection. By functoriality of CSM classes $\pi_* \mathsf{csm}(X_w^o) = \mathsf{csm}(X_w^o)$ (see e.g. [AM16, Prop. 3.5]). Since $\pi_*$ and $T_i^L$ commute,

$$T_i^L (\mathsf{csm}(X_w^o)) = T_i^L (\pi_* \mathsf{csm}(X_w^o)) = \pi_* T_i^L \mathsf{csm}(X_w^o) = \pi_* \mathsf{csm}(X_{s_{i}w}) = \mathsf{csm}(X_{s_{i}w}).$$

This finishes the proof of the first identity. The second identity follows by Poincaré duality, as in the proof of the Corollary \[12\] utilizing Lemma 3.4(b) and that

$$\langle \mathsf{csm}(X_{w}^o), T_i^L \mathsf{sM}(X_w^o) \rangle = s_i \langle \mathsf{csm}(X_{w}^o), \mathsf{sM}(X_w^o) \rangle = s_i \langle \mathsf{csm}(X_{s_{i}w}^o), \mathsf{sM}(X_{s_{i}w}^o) \rangle = \delta_{s_{i}w}. $$

\[\square\]

4.3. **R-matrix recursions.** We show next that the left $W$-action on CSM classes recovers the R-matrix recursions for the stable envelopes from [MO19, RTV15a].

Let $X := G/P$ and denote by $\iota : X \rightarrow T_X^*$ the zero section. The action of $T$ on $X$ induces an action $T_X^*$, and in addition there is an action of $\mathbb{C}^*$ acting on $T_X^*$ by dilatation with character $h^{-1}$. The pull-back $\iota^* : H^T_{2 \dim X}(T_X^*) \rightarrow H^T_{2 \dim X}(X)$ is a $H^T_{2 \dim X}(pt)$-linear isomorphism. (Here we pass from cohomology to homology by Poincaré duality.) Observe that since $\mathbb{C}^*$ acts trivially on $X$, every class $\kappa \in H^T_{2 \dim X}(X)$ can be written uniquely as $\kappa = \sum a_i h^i$ where $a_i \in H^T_{2 \dim X}(X)$. It follows that we may identify $H^T_{2 \dim X}(X) \cong H^T_{2 \dim X}(X)$ with the correspondence given by homogenization by $h$. See [AMSS17] for more details on this homogenization.

Maulik and Okounkov defined in [MO19] the stable envelopes; see also [Su17]. A stable envelope $\mathsf{stab}(w)$ is an element in $H^T_{2 \dim X}(T_X^*)$ defined by certain
interpolation conditions. It depends on a chamber $C_{\sigma} \subset \text{Lie}(T)$ for $\sigma \in W$, and on fixed point $e_{wW_P}$. By convention $C_{id}$ is the dominant chamber, and $C_{\sigma} = \sigma C_{id}$. Since $i^*$ is an isomorphism such that $w^Li^* = i^*w^L$ ($w \in W$), the following result shows that the stable envelopes are determined by the CSM classes.

**Theorem 4.4.** [RV18, AMSS17, AMSS19a] Let $\sigma, w \in W$, and $s_i$ a simple reflection.

(a) The left action of $W$ on $\text{stab}_{C_{\sigma}}(wW_P)$ is given by

$$s_i^L \text{stab}_{C_{\sigma}}(wW_P) = \text{stab}_{C_{s_i\sigma}}(s_i w W_P).$$

(b) The CSM classes are equivalent to the stable envelopes for the identity chamber:

$$i^*\text{stab}_{C_{id}}(wW_P) = (-1)^{\dim X_{SM}} X_{wW_P}^h(c_{SM}(X_{wW_P}^o)),$$

where $c_{SM}(X_{wW_P}^o)$ denotes the homogenization of the ordinary CSM class.

**Proof.** Part (a) is proved (more generally for the K-theoretic stable envelopes) in [AMSS19a, Lemma 8.2]. Part (b) is [AMSS17, Cor. 6.6]; see also [RV18]. □

By Theorem 4.3 the homogenized CSM classes may be calculated recursively from the homogenized left DL operator:

$$T_i^{L,h} := s_i^L - h \delta_i = (1 + \frac{h}{\alpha_i}) s_i^L - \frac{h}{\alpha_i} \text{id}.$$ 

Solving for $s_i^L$ we obtain

$$s_i^L = \frac{\alpha_i}{\alpha_i + h} T_i^{L,h} + \frac{h}{\alpha_i + h} \text{id}.$$ 

(This may also be obtained from the R-matrix with spectral parameter $R(u)$ [MO19, eq. (4.1) and p. 136], after making the substitutions $s \mapsto T_i^{L,h}$, $u \mapsto \alpha_i$ and then homogenizing with the character $-h$.) The left $W$ action on homogenized CSM classes follows immediately from the previous expression and Theorem 4.3.

**Proposition 4.5.** Let $s_i$ be a simple reflection, and $w \in W_P$. Then

$$s_i^L c_{SM}(X_{wW_P}^o) = \frac{h}{h + \alpha_i} c_{SM}(X_{wW_P}^o) + \frac{\alpha_i}{h + \alpha_i} c_{SM}(X_{s_i w W_P}^o).$$

Combined with Theorem 4.4 this Proposition recovers the recursion for the weight functions from [RTV15a, Lemma 3.6]; by [RTV15a, Thm. 4.1] (the main theorem in loc. cit.) that recursion is the same as the recursion for the stable envelopes.

5. **Left divided difference operators in equivariant K-theory**

Our next goal is to prove a K-theoretic analogue of Theorem 4.3. We start by recalling some basics on equivariant K-theory, and then we will define the K-theoretic versions of BGG and DL operators.
5.1. Preliminaries. Let $X$ be a smooth projective variety with an action of a linear algebraic group $G$. For an introduction to equivariant K theory, and more details, see [CG09]. The equivariant K theory ring $K_G(X)$ is the Grothendieck ring generated by symbols $[E]$, where $E \to X$ is an $G$-equivariant vector bundle, modulo the relations $[E] = [E_1] + [E_2]$ for any short exact sequence $0 \to E_1 \to E \to E_2 \to 0$ of equivariant vector bundles. The additive ring structure is given by direct sum, and the multiplication is given by tensor products of vector bundles. Since $X$ is smooth, any coherent sheaf has a finite resolution by vector bundles, and the ring $K_G(X)$ coincides with the Grothendieck group of $G$-linearized coherent sheaves on $X$.

The ring $K_G(X)$ is an algebra over $K_G(pt) = R(G)$, the representation ring of $G$. If $G = T$ is a torus, then this is the Laurent polynomial ring $K_T(pt) = \mathbb{Z}[e^{\pm t_1}, \ldots, e^{\pm t_r}]$ where $e^{\pm t_i}$ are characters corresponding to a basis of the Lie algebra of $T$ (and $t_i$ correspond to the generators for $H^*_T(pt)$ from above). Since $X$ is proper, the push-forward to a point equals the Euler characteristic, or, equivalently, the virtual representation,

$$\chi(X, \mathcal{F}) = \int_X [\mathcal{F}] := \sum_i (-1)^i H^i(X, \mathcal{F}).$$

In particular, for $E, F$ equivariant vector bundles, this gives a pairing

$$\langle -, - \rangle : K_G(X) \otimes K_G(X) \to K_G(pt); \quad \langle [E], [F] \rangle := \int_X E \otimes F = \chi(X, E \otimes F).$$

To simplify notation, we will denote by the same symbol a vector bundle $E$ and its K-theory class.

Any $G$-linearized coherent sheaf $\mathcal{F}$ on $X$ determines a class $[\mathcal{F}] \in K_G(X)$. In particular, if $\Omega \subset X$ is a $G$-stable subscheme, then its structure sheaf determines a class $[\mathcal{O}_\Omega] \in K_G(X)$. If $\Omega = \{x\}$ is a point, we will denote its (equivariant) K-theory class by $\iota_x$.

Assume now that $G = T$ is a complex torus, and let $V$ be a (complex) vector space with a $T$-action, with weight decomposition $V = \oplus \nu_i V_\nu$, where $\nu_i$ is a certain set of weights in the dual of the Lie algebra of $T$. The character of $V$ is the element $\chi(V) := \sum_i \dim V_\nu_i e^{\nu_i}$, regarded in $K_T(pt)$. If $y$ is an indeterminate, the $\lambda_y$ class of $V$, denoted $\lambda_y(V)$, is the element

$$\lambda_y(V) = \sum_{i \geq 0} y^i \chi(V^i) \in K_T(pt)[y].$$

The $\lambda_y$ class is multiplicative for short exact sequences, i.e. if $0 \to V_1 \to V_2 \to V_3 \to 0$ is a short exact sequence then $\lambda_y(V_2) = \lambda_y(V_1) \lambda_y(V_3)$. In particular, $\lambda_y(V) = \prod (1 + ye^{\nu_i})^{\dim V_\nu_i}$; see [Hir95].

We recall next a version of the localization theorem in the case when $G = T$ is a complex torus, which will be used throughout this note. Our main reference is Nielsen’s paper [Nie74]; see also [CG09].

Let $S$ be the subset of $K_T(pt)$ generated by elements of the form $1 - e^\mu$ for nontrivial torus weights $\mu$. Then $S \subset R(T)$ is a multiplicative subset and $0 \notin S$. If $V$ is a $T$-module such that the fixed locus $V^T = \{0\}$, then $S$ contains the element $\lambda_{-1}(V) = \prod (1 - e^{\nu_1})^{\dim V_\nu_1}$. Denote by $K_T(X)_{loc}$ respectively $K_T(pt)_{loc}$ the localization of $K_T(X)$ and of $K_T(pt)$ at $S$. Since $R(T)$ is a domain, we may identify $K_T(X)$ with a subring inside its localization. For each $x \in X^T$, let $i_x :
$\{x\} \to X$ denote the inclusion. This is a $T$-equivariant proper morphism, and it induces a map $i^*_x : K_T(X) \to K_T(\{x\}) = K_T(pt)$. We need the following simplified version of the localization theorem; cf. [Nie74].

**Theorem 5.1.** Assume that the fixed point set $X^T$ is finite, and let $N$ be the normal bundle of $X^T$ in $X$. Then the following hold:

(a) The class $\lambda_{-1}(N^\vee)$ is a unit in $K_T(X)_{\text{loc}}$.

(b) When $x$ varies in $X^T$, the structure sheaves $i_x: [O_x]$ of the fixed points form a $K_T(pt)_{\text{loc}}$-basis of $K_T(X)_{\text{loc}}$.

(c) For any $T$-linearized coherent sheaf $\mathcal{F}$ on $X$, the following formula holds:

$$[\mathcal{F}] = \sum_{x \in X^T} \frac{i^*_x[\mathcal{F}]}{\lambda_{-1}(T^*_x X)} i_x \in K_T(pt)_{\text{loc}}.$$ 

We now specialize to the case when $X := G/P$, with the $G$-action given by left multiplication, and the torus $T$ acting by restriction. The Schubert varieties $X_w$ and $X^w$ determine classes $O_w := [O_{X_w}]$ and $O^w := [O_{X^w}]$ in $K_T(X)$. Similarly, the $T$-fixed points give classes denoted by $i_w := [O_{e_w}]$. The equivariant K-theory $K_T(G/P)$ is a free module over $K_T(pt)$ with a basis given by Schubert classes $\{O_w\}_{w \in W^P}$ respectively $\{O^w\}_{w \in W^P}$. By the localization theorem, $\{i_w|w \in W\}$ is a basis for the localized ring $K_T(X)_{\text{loc}}$. For any $\gamma \in K_T(G/P)$, let $\gamma|_w \in K_T(pt)$ denote the pullback of $\gamma$ to the fixed point $e_w$. If $P = B$, and $\lambda$ is any torus weight, let $L_\lambda := G \times B \subset G/P$ denote the corresponding line bundle. We also record the following well-known lemma.

**Lemma 5.2.** Let $\pi : G/B \to G/P$ the projection and let $\Omega \subset G/B$ and $\Omega' \subset G/P$ be any ($B$ or $B'$-stable) Schubert varieties. Then

$$\pi_*[O_{\Omega}] = [O_{\pi(\Omega)}] \in K_T(G/P); \quad \pi^*[O_{\Omega'}] = [O_{\pi^{-1}(\Omega')}], \in K_T(G/B).$$

**Proof.** The first equality follows from [BK05] Thm. 3.3.4(a)] and the second because $\pi$ is a flat morphism. \qed

### 5.2. Left and right Demazure operators.

Let $X = G/B$. The left and right multiplications by Weyl group elements defined in §3.1 induce left and right $W$-actions on $K_T(X)$. We use the same notation of $w^L$ and $w^R$ respectively as in cohomology. In terms of localization, we have

$$w^L(\gamma)|_u = w(\gamma|_{w^{-1}u}), \quad \text{and} \quad w^R(\gamma)|_u = \gamma|_{uw},$$

where $\gamma \in K_T(X)$ and $u, w \in W$. As in cohomology, the left action is well defined for $K_T(G/P)$, where $P$ is an arbitrary parabolic.

**Proposition 5.3.** Let $w \in W$ and $P$ be an arbitrary parabolic subgroup. The left and right $W$-actions $w^L$ and $w^R$ have the following properties:

(a) $w^R$ is a $K_T(pt)$-linear algebra automorphisms of $K_T(G/B)$;

(b) $w^L$ is a ring automorphism of $K_T(G/P)$. In particular, for any $\lambda \in \text{Lie}(T)^*$ and $a \in K_T(G/P)$,

$$w^L(e^\lambda \cdot a) = e^{w(\lambda)} \cdot w^L(a).$$

(c) For any $u, v \in W$, $u^L v^R = v^R u^L$ as automorphisms of $K_T(G/B)$.

(d) Let $Q \subset P$ be any parabolic subgroups and $\pi : G/Q \to G/P$ the projection. Then the left action $w^L$ commutes with $\pi_* : K_T(G/Q) \to K_T(G/P)$ and with $\pi^* : K_T(G/P) \to K_T(G/Q)$.
(f) For any simple reflection \( s_i \in W \),
\[ s_i^L \cdot t w = t s_i w P \]
as classes in \( K^*_T(G/P)_{\text{loc}} \).

(g) For any simple reflection \( s_i \in W \),
\[ s_i^R \cdot t w = -e^{w(\alpha_i)} t w s_i \]
as classes in \( K^*_T(G/B)_{\text{loc}} \).

Proof. Parts (a)-(e) have the same proofs as for equivariant cohomology, based on analyzing the left and right multiplication morphisms. Part (f) follows because \( s_i^L \) is induced from the left multiplication by \( s_i \). Part (g) follows from a localization argument, as follows. Recall that the fixed point classes are determined by the localization formulae \( (t_w)|_U = \delta_{w,u} \prod_{\alpha > 0} (1 - e^{w(\alpha)}) \). Then
\[ \frac{(s_i^R \cdot t w)|_{w s_i}}{t w s_i|_{w s_i}} = \frac{t w|_{w s_i}}{t w s_i|_{w s_i}} = \prod_{\alpha > 0} (1 - e^{w(\alpha)}) = w \cdot \frac{1 - e^{\alpha_i}}{1 - e^{-\alpha_i}} = -e^{w(\alpha_i)} \]This finishes the proof of part (e). \( \square \)

We move on to the definition of the left Demazure operators \( \delta_i := \delta_{\alpha_i} \) and the right Demazure operators \( \partial_i := \partial_{\alpha_i} \), where \( \alpha_i \) is a simple root.

The right operator has the same definition as in cohomology: \( \partial_i = \pi_i^*(\pi_i)_* \), where \( \pi_i : G/B \to G/P_i \) is the projection, and \( P_i \) is the minimal parabolic subgroup. This operator appeared in [Dem74] in relation to the study of K-theory of flag manifolds. In terms of localization, we have
\[ \partial_i(\gamma)|_v = \gamma|_v - e^{\alpha_i} s_i^R(\gamma)|_v \]
where \( \gamma \in K_T(G/B) \) and \( v \in W \). The Demazure operators satisfy \( \partial_i^2 = \partial_i \) and the braid relations. The definition of \( \partial_i \) and the Lemma \[ \square \] imply that
\[ \partial_i(\mathcal{O}_w) = \begin{cases} \mathcal{O}_{w s_i} & \text{if } w s_i > w; \\ \mathcal{O}_w & \text{otherwise;} \end{cases} \quad \partial_i(\mathcal{O}_w) = \begin{cases} \mathcal{O}_{w s_i} & \text{if } w s_i < w; \\ \mathcal{O}_w & \text{otherwise.} \end{cases} \]
The braid relations imply that \( \partial_w \) is well defined and by equation \[ \square \], \( \mathcal{O}_w = \partial_{w^{-1}}(\mathcal{O}_{w d}) \).

Define two variants of left Demazure operators:
\[ \delta_i := \frac{1}{1 - e^{\alpha_i}}(1 - e^{\alpha_i} s_i^L), \quad \delta_i^\vee := \frac{1}{1 - e^{-\alpha_i}}(1 - e^{-\alpha_i} s_i^L) \]
Using the left \( W \)-action, this definition gives (module) endomorphisms of \( K_T(G/P) \). The two variants are related by:
\[ w_i^L \delta_i w_i^L = \delta_{w_i(\alpha_i)}^\vee \]
The operators \( \delta_i \) and \( \delta_i^\vee \) are \textit{a priori} defined only in \( K_T(G/P)_{\text{loc}} \), but in fact they preserve the non-localized ring. To see this, observe that the Schubert classes \( \mathcal{O}_w \) form a \( K_T(pt) \)-basis of \( K_T(G/P) \), then utilize this together with the Leibniz rule and Proposition [\[ \square \] (b)]. An algebraic version of the operator \( \delta_i^\vee \) appeared in [KK90 Eq. (I_4)], and it is proved in \textit{loc. cit.} that they satisfy \( (\delta_i^\vee)^2 = \delta_i^\vee \) and...
the braid relations. From that it follows that the geometric operators satisfy the same relations, and the same is true for \( \delta_i \). The operators \( \delta_i \) have been defined for any variety \( X \) with a \( G \) action in [HLSI] and may also be defined using certain convolutions; see the Appendix below. In fact, Proposition 9.3 provides another proof that \( \delta_i \) preserves \( K_T(G/P) \).

Next we record some basic properties of these operators.

**Lemma 5.4.** (a) The operator \( \partial_i \) is a \( K_T(pt) \)-module homomorphism, i.e. for any \( e^\lambda \in K_T(pt) \) and \( \eta \in K_T(G/B) \), \( \partial_i(e^\lambda \eta) = e^\lambda \partial_i(\eta) \).

(b) The operator \( \delta_i \) is a \( K_G(G/P) \)-module homomorphism, i.e. for any \( \kappa \in K_G(G/P) \) and \( \eta \in K_T(G/P) \), \( \delta_i(\kappa \eta) = \kappa \delta_i(\eta) \).

(c) For any \( i,j \):

\[
\delta_i s_j^R = s_j^R \delta_i; \quad \partial_i s_j^L = s_j^L \partial_i; \quad \delta_i \partial_j = \partial_j \delta_i.
\]

(d) (Leibniz rule) For any \( a,b \in K_T(X) \),

\[
\delta_i(a \cdot b) = \delta_i(a) \cdot b + e^{s_i} s_j^L(a) \cdot \delta_i(b) - e^{s_i} s_j^L(a) \cdot s_j^L(b).
\]

**Proof.** The proofs for (a),(b), (c) are the same as the ones from cohomology, using now Proposition 5.8. Part (d) is an easy calculation. \( \square \)

We now turn to the action of the left operators on Schubert classes.

**Proposition 5.5.** (a) For any simple root \( \alpha_i \) and \( w \in W \), the following holds in \( K_T(G/B) \):

\[
s_i^L(\mathcal{O}_w) = \begin{cases} 
   e^{-\alpha_i} \mathcal{O}_w + (1 - e^{-\alpha_i}) \mathcal{O}_{s_iw} & \text{if } s_iw > w; \\
   \mathcal{O}_w & \text{otherwise}.
\end{cases}
\]

(b) Let \( P \) any parabolic subgroup. Then in \( K_T(G/P) \),

\[
\delta_i(\mathcal{O}_{wW_P}) = \begin{cases} 
   \mathcal{O}_{s_iwW_P} & \text{if } s_iw > w; \\
   \mathcal{O}_{wW_P} & \text{otherwise}.
\end{cases}
\]

**Remark 5.6.** Conjugating by \( w_i^\vee \), we obtain similar result for the opposite Schubert classes:

\[
\delta_i^\vee(\mathcal{O}^{wW_P}) = \begin{cases} 
   \mathcal{O}^{s_iwW_P} & \text{if } s_iw < w; \\
   \mathcal{O}^{wW_P} & \text{otherwise}.
\end{cases}
\]

**Proof of Proposition 5.5.** We utilize that \( s_i^L \partial_w = \partial_w s_i^L \) and \( \mathcal{O}_w = \partial_{w^{-1}}(\mathcal{O}_{id}) \) to obtain that

\[
s_i^L(\mathcal{O}_w) = s_i^L \partial_{w^{-1}}(\mathcal{O}_{id}) = \partial_{w^{-1}}(s_i^L(\mathcal{O}_{id})) = \partial_{w^{-1}}(t_{s_i}).
\]

One may use localization to prove that \( t_{s_i} = (1 - e^{-\alpha_i}) \mathcal{O}_{s_i} + e^{-\alpha_i} \mathcal{O}_{id} \), and from this we deduce

\[
\partial_{w^{-1}}(t_{s_i}) = \begin{cases} 
   e^{-\alpha_i} \mathcal{O}_w + (1 - e^{-\alpha_i}) \mathcal{O}_{s_iw} & \text{if } s_iw > w; \\
   \mathcal{O}_w & \text{otherwise}.
\end{cases}
\]

This proves (a). If \( P = B \), part (b) follows from part (a) and the definition of \( \delta_i \). For arbitrary parabolic \( P \), by Lemma 5.2 \( \pi_*(\mathcal{O}_w) = \mathcal{O}_{wW_P} \), thus

\[
\delta_i(\mathcal{O}_{wW_P}) = \delta_i(\pi_*(\mathcal{O}_w)) = \pi_*(\delta_i(\mathcal{O}_w)).
\]

The result follows from the case when \( P = B \). \( \square \)
Remark 5.7. For another definition of the left and right Demazure operators on $G/B$ using convolutions, see Proposition 9.3 below.

5.3. Left and right Demazure-Lusztig operators. Recall the definition of the right Demazure-Lusztig (DL) operators [AMSS19a]
\[ T_i^R = (1 + yL_{\alpha_i})\partial_i - id; \quad T_i^{R,\vee} = \partial_i(1 + yL_{\alpha_i}) - id. \]
They satisfy the braid relation and the quadratic relation
\[ (T_i^R + 1)(T_i^R + y) = (T_i^{R,\vee} + 1)(T_i^{R,\vee} + y) = 0. \]
The operator $T_i^{R,\vee}$ appeared in [Lus85 Eq. (4.2)], and $T_i^R$ in [LLL17, BBL15].

The left DL operators are defined in the following way
\[ T_i^L := \delta_i(1 + ye^{\alpha_i}) - id = \frac{1 + ye^{-\alpha_i}}{1 - e^{-\alpha_i}} s_i^L - \frac{1 + y}{1 - e^{-\alpha_i}}, \]
\[ T_i^{L,\vee} := \delta_i(1 + ye^{-\alpha_i}) - id = \frac{1 + ye^{\alpha_i}}{1 - e^{\alpha_i}} s_i^L - \frac{1 + y}{1 - e^{\alpha_i}}. \]
Observe that $w_0^L T_i^L w_0^L = T_i^{L,\vee}$. Both the operators $T_i^L$ and $T_i^{L,\vee}$ satisfy the quadratic relation $(T_i^L + 1)(T_i^L + y) = 0$ (and same for $T_i^{L,\vee}$) and the braid relations.

Remark 5.8. Under the identification by the Atiyah-Borel isomorphism $K_T(pt) \simeq K_G(G/B)$ given by $e^\lambda \mapsto \mathcal{L}_{-\lambda} = G \times_B \mathbb{C}_{-\lambda}$, the operator $T_i^{L,\vee}$ appeared in [Lus85 Equation (8.1)], where the quadratic and braid relations are proved. For partial flag manifolds in Lie type $A$, the operator $T_i^L$ also appeared in [RTV15b eq. (9.1)].

As usual, the left operators are well defined as endomorphisms of $K_T(G/P)$, where $P$ is an arbitrary parabolic group.

Lemma 5.9. The following properties hold.
(a) For any $i, j$, and as operators in $K_T(G/B)$:
\[ s_j^L T_i^R = T_i^R s_j^L; \quad s_j^{L,\vee} T_i^{R,\vee} = T_i^{R,\vee} s_j^L; \quad T_i^R T_j^L = T_j^L T_i^R; \quad T_i^{R,\vee} T_j^{L,\vee} = T_j^{L,\vee} T_i^{R,\vee}; \]
(b) If $\kappa \in K_G(G/P)$ and $\gamma \in K_T(G/P)$, then
\[ T_i^{L}(\kappa \cdot \gamma) = \kappa \cdot T_i^L(\gamma); \quad T_i^{L,\vee}(\kappa \cdot \gamma) = \kappa \cdot T_i^{L,\vee}(\gamma) \]
(c) For any $\gamma_1, \gamma_2 \in K_T(G/B)$, and any $\gamma_3, \gamma_4 \in K_T(G/P)$,
\[ \langle T_i^R(\gamma_1), \gamma_2 \rangle = \langle \gamma_1, T_i^{R,\vee}(\gamma_2) \rangle; \quad \langle T_i^L(\gamma_3), \gamma_4 \rangle = \langle \gamma_3, T_i^{L,\vee}(\gamma_4) \rangle. \]
(d) (Leibniz formula) For any $a, b \in K_T(G/P)$,
\[ T_i^L(a \cdot b) = T_i^L(a) \cdot b + s_i^L(a) \cdot T_i^L(b) + y s_i^L(a) \cdot b. \]

Proof. Parts (a) and (b) follow from the previous commutativity properties, using that the line bundle class $L_{\alpha_i}$ is $G$-equivariant, thus its class is fixed under the left $W$-action. The first equality in (c) was proved in [AMSS19a Lemma 3.3], and the second equality and part (d) are straightforward calculations. \qed

6. Motivic Chern classes

The $K$-theoretical generalization of the CSM classes are the motivic Chern classes defined by Brasselet, Schürmann and Yokura [BSY10]. In this section we recall their definition and prove some basic properties on pull backs and push forwards.
6.1. Definition. Let $X$ be a quasi-projective complex $T$-variety. The (equivariant) Grothendieck motivic group $G_0^T(var/X)$ is the free abelian group generated by classes $[f : Z \to X]$ where $Z$ is a quasi-projective $T$-variety and $f : Z \to X$ is a $T$-equivariant morphism, modulo the usual additivity relations

$$[f : Z \to X] = [f : U \to X] + [f : Z \setminus U \to X]$$

for $U \subset Z$ an open $T$-invariant subvariety. If $X = pt$ then $G_0^T(var/pt)$ is a ring with the product given by the external product of morphisms, and the groups $G_0^T(var/X)$ also acquire by the external product a module structure over $G_0^T(var/pt)$.

For any equivariant morphism $f : X \to Y$ of quasi-projective $T$-varieties there are well defined push-forwards $f_! : G_0^T(var/X) \to G_0^T(var/Y)$ (given by composition) and pull-backs $f^* : G_0^T(var/Y) \to G_0^T(var/X)$ (given by fiber product); see [Bit04] [6]. The following theorem was proved by Brasselet, Schürmann and Yokura [BSY10, Thm. 2.1] in the non-equivariant case. The changes required to prove the equivariant case were addressed in [FRW15] and [AMSS19a].

Theorem 6.1. [AMSS19a, Theorem 4.2] Let $X$ be a quasi-projective, non-singular, complex algebraic variety with an action of the torus $T$. There exists a unique natural transformation $MC_y : G_0^T(var/X) \to K_T(X)[y]$ satisfying the following properties:

1. It is functorial with respect to $T$-equivariant proper morphisms of non-singular, quasi-projective varieties.
2. It satisfies the normalization condition

$$MC_y[id_X : X \to X] = \lambda_y(T_X^\chi) = \sum y^i [\wedge^iT_X^\chi]_T \in K_T(X)[y].$$

Further, the transformation $MC_y$ satisfies the following Verdier-Riemann-Roch (VRR) formula. For any smooth, $T$-equivariant morphism $\pi : X \to Y$ of quasi-projective and non-singular algebraic varieties, and any $[f : Z \to Y] \in G_0^T(var/Y)$,

$$\lambda_y(T_X^\pi) \cdot \pi^* MC_y[f : Z \to Y] = MC_y[\pi^* f : Z \times_Y X \to X].$$

If one forgets the $T$-action, then the equivariant motivic Chern class above recovers the non-equivariant motivic Chern class from [BSY10] (either by its construction, or by the properties (1)-(2) from Theorem 6.1 and the corresponding results from [BSY10]). Most of the time the variety $X$ will be understood from the context. If $Y \subset X$ is a subvariety, not necessarily closed, denote by

$$MC_y(Y) := MC_y[Y \hookrightarrow X].$$

If $i : Y \subset X$ is closed submanifold and $Y' \subset Y$ then by functoriality $MC_y[Y' \hookrightarrow X] = i_* MC_y[Y' \hookrightarrow Y]$ (K-theoretic push-forward).

6.2. Pull backs and motivic Segre classes. Let $X$ be a quasiprojective complex manifold. Recall the Serre duality functor $D(-) := RHom(-, \omega_X^\bullet)$ on $K_T(X)$, where $\omega_X^\bullet = [\wedge^\bullet X T_X^\bullet][\dim X]$ is the canonical complex; we extend $D$ to $K_T(X)[y^{\pm 1}]$ by $D(y^i) = y^{-i}$.

Definition 6.2. Let $\Omega \subset X$ be a pure dimensional $T$-stable subvariety of $X$. The Segre motivic class $SMC_\Omega(y) \in K_T(X)$ is the class

$$SMC_\Omega(y) := (-y)^{\dim \Omega} \frac{D(MC_\Omega(y))}{\lambda_y(T_X^\chi)} \in K_T(X)[y^{\pm 1}].$$
(The normalization factor \((-y)^{\dim \Omega}\) will simplify the formulae below for pull-back and Poincaré duality.)

We prove next a result about pull-backs of motivic Segre classes, to be used later.

**Proposition 6.3.** Let \(\pi : X \to Y\) be a smooth equivariant morphism of pure-dimensional quasi-projective manifolds, and let \(\Omega \subset Y\) be a \(T\)-stable pure-dimensional subvariety. Then

\[
\pi^* SMC_y(\Omega) = SMC_y(\pi^{-1}\Omega) \in K_T(X)[[y^{\pm 1}]].
\]

**Proof.** By definition,

\[
\pi^* SMC_y(\Omega) = (-y)^{\dim \Omega} \pi^* \frac{D(MC_y(\Omega))}{\lambda_y(T_Y^\vee)} = (-y)^{\dim \Omega} \pi^* \frac{(MC_y(\Omega)^\vee \otimes \omega_Y^*)}{\pi^*(\lambda_y(T_Y^\vee))}.
\]

Now apply Verdier-Riemann-Roch from Thm. 6.1 to the denominator to obtain

\[
\pi^* (MC_y(\Omega)^\vee \otimes \omega_Y^*) = \frac{(MC_y(\pi^{-1}\Omega)^\vee \otimes \pi^*(\wedge top T_Y^\vee))}{\lambda_y^{-1}(T_y^\vee)}.
\]

We need to analyze the class

\[
\frac{\pi^* (\wedge top T_Y^\vee)}{\pi^* (\lambda_y(T_Y^\vee))} = \frac{\lambda_y^* (T_Y^\vee)}{\lambda_y^* (T_X^\vee)} = \frac{\omega_X}{\lambda_y^* (T_X^\vee)} \times \frac{\lambda_y^* (T_Y^\vee)}{\wedge top (T_Y^\vee) \lambda_y^{-1}(T_Y^\vee)}.
\]

We have the following general situation. For any vector space \(V\) of dimension \(d\) we have a pairing

\[
\wedge^i V \otimes \wedge^{d-i} V \simeq \wedge^d V \iff \wedge^i V \otimes \wedge^d V^* \simeq \wedge^{d-i} V^*.
\]

This implies that

\[
[\wedge^d V^* \lambda_y^{-1}(V) = [\wedge^d V^*](1 + y^{-1}[V] + \ldots + y^{-d}[\wedge^d V])
\]

\[
= [\wedge^d V^* + y^{-1}[\wedge^{d-1} V^*] + \ldots + y^{-d}
\]

\[= y^{-d} \lambda_y(V^*).
\]

Therefore

\[
\frac{\lambda_y^* (T_Y^\vee)}{\wedge top (T_Y^\vee) \lambda_y^{-1}(T_Y^\vee)} = y^{\dim X - \dim Y}.
\]

But \(\omega_Y^* = (-1)^{\dim X} \omega_X\), and \(\dim \pi^{-1}(\Omega) = \dim \Omega + \dim X - \dim Y\) (because \(\pi\) is smooth and we combine all of the above to obtain

\[
(-y)^{\dim \Omega} \frac{(MC_y(\Omega)^\vee \otimes \omega_Y^*)}{\pi^*(\lambda_y(T_Y^\vee))} = (-y)^{\dim \Omega + \dim X - \dim Y} \frac{MC_y(\pi^{-1}(\Omega))^\vee \otimes \omega_X^*}{\lambda_y(T_X^\vee)},
\]

which is the definition of the Segre class \(SMC_y(\pi^{-1}\Omega)\). \(\square\)

7. **Motivic Chern classes of Schubert cells and left DL operators**

In this section we prove that the left Demazure-Lusztig operators generate recursively the motivic Chern classes for Schubert cells. For the right operators, this was proved in [AMSS19a].

The equivariant motivic Chern classes of the Schubert cells \(\{MC_y(X_w^\vee) \mid w \in W\}\) form a basis for the localized K-group \(K_T(G/B)^{\text{loc}}\). These classes are equivalent (in a certain sense) to the K-theoretic version of the stable envelopes [Oko17 SZZ17], and may be used to determine certain Whittaker vectors, and the ‘standard basis’ in the unramified principal series representation of \(p\)-adic groups [MSA19 AMSS19a].
7.1. Poincaré duality. In this section we investigate the Poincaré duals of the motivic Chern classes in $G/P$ with respect to the K-theoretic pairing. The starting point is the following result for $G/B$, proved in [AMSS19a, Theorem 8.11]. The proof is based on the relation between the motivic Chern classes and stable envelopes [FRW18, AMSS19a].

**Theorem 7.1.** The following holds in $K_T(G/B)[y, y^{-1}]$:

$$
\langle MC_y(X^\circ_{uW}), SMC_y(X^{uW\circ, \circ}) \rangle = \delta_{u,w}.
$$

It turns out that this result extends without change to $G/P$.

**Theorem 7.2.** Let $u, w \in W_P$. Then the motivic Chern classes are dual to the Segre motivic Chern, i.e.

$$
\langle MC_y(X^\circ_{uW_P}), SMC_y(X^{uW_P\circ, \circ}) \rangle_{G/P} = \delta_{u,w}.
$$

**Proof.** Let $\pi : G/B \to G/P$ be the natural projection. This is a smooth morphism, to which we apply the Proposition 6.3. Observe that since $w \in W_P$, the restriction $\pi : X_w \to X_{uW_P}$ is birational over the Schubert cell $X^\circ_{wW_P}$. Thus by functoriality $\pi_*(MC_y(X^\circ_w)) = MC_y(X^\circ_{uW_P})$. By projection formula we have

$$
\langle MC_y(X^\circ_{uW_P}), SMC_y(X^{uW_P\circ, \circ}) \rangle_{G/P} = \int_{G/P} \pi_*(MC_y(X^\circ_w)) \cdot SMC_y(X^{uW_P\circ, \circ})
$$

$$
= \int_{G/B} MC_y(X^\circ_w) \cdot \pi^*(SMC_y(X^{uW_P\circ, \circ}))
$$

$$
= \sum_{v \in uW_P} \int_{G/B} MC_y(X^\circ_v) \cdot SMC_y(X^{v, \circ})
$$

$$
= \delta_{w,u}.
$$

Here the third equality follows from Proposition 6.3 using that $\pi^{-1}(X^{uW_P}) = \bigsqcup_{v \geq u} X^{v, \circ}$, and the fourth is a consequence of Poincaré duality for $G/B$, from Theorem 7.1. □

7.2. Motivic Chern classes of Schubert cells via left DL operators. In this section we prove formulae for the action of the DL operators on motivic Chern (MC) classes and Segre motivic classes (SMC). We will start by recalling the action of the right DL operators.

**Theorem 7.3.** [AMSS19a] For $w \in W$ and simple root $\alpha_i$, we have

$$
T_i^R MC_y(X^\circ_w) = \begin{cases} MC_y(X^\circ_{ws_i}) & \text{if } ws_i > w, \\ -(1 + y)MC_y(X^\circ_w) - yMC_y(X^\circ_{ws_i}) & \text{if } ws_i < w, \end{cases}
$$

and

$$
T_i^R MC_y(X^{w, \circ}) = \begin{cases} MC_y(X^{w, \circ}) & \text{if } ws_i < w, \\ -(1 + y)MC_y(X^{w, \circ}) - yMC_y(X^{w, \circ}) & \text{if } ws_i > w. \end{cases}
$$

In particular, $MC_y(X^\circ_w) = T_{w^{-1}}^R(O_{1d})$, and $MC_y(X^{w, \circ}) = T_{w^{-1}w_0}^R(O^\circ_{w_0})$.

**Proof.** The first equality follows from [AMSS19a], while the second one follows from Lemma 6.9(a) and $w_0^T MC_y(X^\circ_w) = MC_y(X^{w_0, \circ})$. □
Finally, the last two identities follow from cohomology, but the formulae get more involved. We need the following lemma.

**Lemma 7.5.** [Deo87, Lemma 2.1] one of the following occurs:

1. if \( ws_i < w \),
2. if \( ws_i > w \);

In particular,

\[
\text{SMC}_y(X_u^o) = \frac{(-y)^{\ell(w)}}{\prod_{\alpha > 0}(1 + ye^{-\alpha})} (\mathcal{O}_{id})^{-1};
\]

\[
\text{SMC}_y(X_w^w, \text{SMC}_y(X_w^o) + \text{SMC}_y(X_{w, i}^o)) chance \text{SMC}_y(X_u^o).
\]

**Proof.** It suffices to prove the second equality, as the first one can be deduced by applying \( w_i^L \). To prove the second equality, we utilize Theorem 7.1 and Lemma 7.3(c) to obtain:

\[
\frac{\sum_{u \in W} \langle T_{i_R}^{R, \nu} \text{SMC}_y(X_w^o), M_y(X_u^o) \rangle \text{SMC}_y(X_u^o)}{\sum_{u \in W} \langle \text{SMC}_y(X_w^o), T_{i_R}^{R, \nu} M_y(X_u^o) \rangle \text{SMC}_y(X_u^o)}.
\]

Then from Theorem 7.3, the last expression equals

\[
\sum_{u \in W, i, u > u} \langle \text{SMC}_y(X_w^o), M_y(X_u^o) \rangle \text{SMC}_y(X_u^o)
\]

\[
+ \sum_{u \in W, i, u < u} \langle \text{SMC}_y(X_w^o), -(1 + y)M_y(X_u^o) - yM_y(X_{w, i}^o) \rangle \text{SMC}_y(X_u^o)
\]

\[
= \begin{cases} 
- y \text{SMC}_y(X_{w, i}^o) & \text{if } ws_i > w, \\
- (1 + y) \text{SMC}_y(X_w^o) + \text{SMC}_y(X_{w, i}^o) & \text{if } ws_i < w.
\end{cases}
\]

Finally, the last two identities follow from

\[
\text{SMC}(X_i^o) = \frac{\mathcal{O}_{id}}{\prod_{\alpha > 0}(1 + ye^{-\alpha})} \text{ and } \text{SMC}(X_w^o) = \frac{\mathcal{O}_{w_o}}{\prod_{\alpha > 0}(1 + ye^{-\alpha})}.
\]

We continue towards investigating the actions of the left DL operators on K-theoretic Schubert classes for any \( G/P \). The ideas of proofs are the same as in cohomology, but the formulae get more involved. We need the following lemma.

**Lemma 7.5.** [Deo87, Lemma 2.1] For any simple root \( \alpha_i \) and \( w \in W_P \), exactly one of the following occurs:

1. \( s_i w < w \), in which case, \( s_i w \in W_P \) as well;
2. \( s_i w > w \) and \( s_i w \in W_P \);
3. \( s_i w > w \) and \( s_i w \notin W_P \). In this case, \( s_i w = ws_j \) for some simple reflection \( s_j \) in \( W_P \).
First of all, for the motivic Chern classes of the Schubert cells, we have the following theorem.

**Theorem 7.6.** For any \( w \in W^P \) and any simple reflection \( s_i \), we have

\[
\mathcal{T}_i^L(MC_y(X^o_{wW_P})) = \begin{cases} 
(y)^{\ell(s_i,w)} MC_y(X^o_{s_i,wW_P}) & \text{if } s_iw > w; \\
-(1+y)MC_y(X^o_{wW_P}) - yMC_y(X^o_{s_i,wW_P}) & \text{if } s_iw < w.
\end{cases}
\]

**Remark 7.7.** Using \( w_0^L \mathcal{T}_{\alpha_i}^L w_0^L = \mathcal{T}_{\alpha_i}^{L^\vee}w_0^L \), and \( w_0^L MC_y(X^o_{wW_P}) = MC_y(X^o_{w_0wW_P,c}) \), we can get a similar formula for the action of \( \mathcal{T}_{\alpha_i}^{L^\vee} \) on \( MC_y(X^o_{wW_P,c}) \). Same comment applies to the action of \( \mathcal{T}_i^L \) on \( SMC_y(X^o_{wW_P}) \) in Theorem 7.8 below.

**Proof.** We first consider the case when \( P = B \). In this case, due to the quadratic relation \((\mathcal{T}_i^L + 1)(\mathcal{T}_i^L + y) = 0\), the statement for the case \( s_iw < w \) can be deduced from the case \( s_iw > w \). In the latter case, by Theorem 7.8

\[
MC_y(X^o_s) = \mathcal{T}_i^R(O_{id}) = (1+y\mathcal{L}_{\alpha_i})O_{s_i} - O_{id} = (1+y\mathcal{L}_{\alpha_i})O_{s_i} - (1+y)O_{id},
\]

where the last equality can be easily checked by restricting to the fixed points \( e_{id} \) and \( e_{s_i} \). On the other hand, by definition of \( \mathcal{T}_i^L \) and Proposition 5.3

\[
\mathcal{T}_i^L(O_{id}) = (1+y\mathcal{L}_{\alpha_i})O_{s_i} - (1+y)O_{id} = MC_y(X^o_{s_i}).
\]

Therefore,

\[
\mathcal{T}_i^L MC_y(X^o_w) = \mathcal{T}_i^L \mathcal{T}_i^R(O_{id}) = \mathcal{T}_i^L \mathcal{T}_i^R(O_{id}) = MC_y(X^o_{s_i}),
\]

where the second equality follows from Lemma 5.9(a). This finishes the case \( P = B \).

Finally, we turn to the parabolic case. Recall that \( \pi : G/B \to G/P \) is the natural projection, and that for any \( w \in W \), we have (see [AMSS19a, Remark 5.5])

\[
\pi_* MC_y(X^o_w) = (1+y\mathcal{L}_{\alpha_i})O_{s_i} - (1+y\mathcal{L}_{\alpha_i})O_{id} = MC_y(X^o_{s_i}).
\]

Thus, for \( w \in W^P \), and by Proposition 5.3(d) and Lemma 7.8

\[
\mathcal{T}_i^L(MC_y(X^o_{wW_P})) = \mathcal{T}_i^L \pi_* MC_y(X^o_{wW_P}) = \pi_* \mathcal{T}_i^L MC_y(X^o_{wW_P}) \]

\[
= \begin{cases} 
(y)^{\ell(s_i,w)} MC_y(X^o_{s_i,wW_P}) & \text{if } s_iw > w; \\
-(1+y)MC_y(X^o_{wW_P}) - yMC_y(X^o_{s_i,wW_P}) & \text{if } s_iw < w.
\end{cases}
\]

This finishes the proof. \( \Box \)

For the Segre motivic Chern classes, we have the following theorem.

**Theorem 7.8.** For any \( w \in W^P \) and a simple reflection \( s_i \), the following holds

\[
\mathcal{T}_i^{L^\vee}(SMC_y(X^o_{wW_P,c})) = \begin{cases} 
-ySMC_y(X^o_{s_i,wW_P,c}) & \text{if } s_iw > w; \\
-(1+y)SMC_y(X^o_{wW_P,c}) + SMC_y(X^o_{s_i,wW_P,c}) & \text{if } s_iw < w.
\end{cases}
\]

**Proof.** Due to the quadratic relation \((\mathcal{T}_i^{L^\vee} + 1)(\mathcal{T}_i^{L^\vee} + y) = 0\) and since \( s_iw < w \) implies that \( s_iw \in W^P \) by Lemma 7.3 the statement for \( s_iw < w \) can be deduced
from the case $s_i w > w$. We assume $s_i w > w$. For any $u \in W_P$, we have

$$\langle T_i^L \cdot (SMC_y(X^{w_{W_P}})), MC_y(X^o_{u_{W_P}}) \rangle = s_i \langle SMC_y(X^{w_{W_P}}), T_i M \cdot C_y(X^o_{u_{W_P}}) \rangle$$

$$= s_i \langle SMC_y(X^{w_{W_P}}), (-y)^{f(s_i u) - f(s_i w_{W_P})} M \cdot C_y(X^o_{s_i w_{W_P}}) \rangle \quad \text{if } s_i u > u;$$

$$= s_i \langle SMC_y(X^{w_{W_P}}), (1 + y) M \cdot C_y(X^o_{s_i w_{W_P}}) - y M \cdot C_y(X^o_{s_i w_{W_P}}) \rangle \quad \text{if } s_i u < u,$$

$$= \begin{cases} 0 & \text{if } s_i u > u \text{ and } s_i u \in W_P; \\ -y \delta_{w,u} & \text{if } s_i u > u \text{ and } s_i u \notin W_P; \\ -y \delta_{w,s_i u} & \text{if } s_i u < u, \end{cases}$$

where the first equality follows from Lemma 5.3), the second one follows from Theorem 7.6 and the third and the last one follow from Theorem 7.2 and Lemma 7.5. The theorem follows from this and Theorem 7.2.

8. LEFT OPERATORS IN QUANTUM COHOMOLOGY AND QUANTUM K THEORY

In this section we extend the definition of left divided difference operators to equivariant quantum cohomology and equivariant quantum K theory.

8.1. Equivariant quantum cohomology. Our main reference for quantum cohomology is [FP97]. As above $X$ is a smooth, complex, projective variety with an action of a torus $T$. Assume also that $X$ is Fano and that there is a finite basis $\gamma_1, \ldots, \gamma_N \in H_2(X)$ for the effective cone of curves in $X$. A degree $d = (d_1, \ldots, d_N)$ is an element $d = d_1 \gamma_1 + \ldots + d_N \gamma_N \in H_2(X)$. The $T$-equivariant quantum cohomology ring $\text{QH}_T^*(X)$ is a graded algebra over $H^*_T(X)$. Additively, $\text{QH}_T^*(X) = H^*_T(X) \otimes_{H^*_T(pt)} H^*_T(pt)[q_1, \ldots, q_N]$ where $q := (q_1, \ldots, q_N)$ is the sequence of (quantum) parameters indexed by the basis of the effective cone of curves in $X$. The degree of $q_i$ is

$$\deg(q_i) := \int_X c_1(T_X) \cap \gamma_i.$$

The quantum multiplication, denoted by $\star$, determined by the equivariant Gromov-Witten (GW) invariants defined by Givental [Giv96]. More precisely, recall that $\langle \cdot, \cdot \rangle$ is the intersection pairing, which we now extend by $\mathbb{Q}[q]$-linearity. Then for any $a, b \in H^*_T(X)$, the quantum multiplication is determined by the condition that for all $c \in H^*_T(X)$,

$$\langle a \star b, c \rangle = \sum_{d \geq 0} \langle a, b, c \rangle_d q^d.$$

The equivariant GW invariants $\langle a, b, c \rangle_d$ are defined by

$$\langle a, b, c \rangle_d = \int_{[\overline{M}_{0,3}(X,d)]^{vir}} ev_1^*(a) \cdot ev_2^*(b) \cdot ev_3^*(c),$$

where $[\overline{M}_{0,3}(X,d)]^{vir}$ is the virtual fundamental class associated to Kontsevich moduli space of stable maps $\overline{M}_{0,3}(X,d)$, and $ev_i : \overline{M}_{0,3}(X,d) \to X$ are the corresponding evaluation maps. If $X = G/P$ is a flag manifold, then the moduli space is irreducible with quotient singularities [Tho98], and the virtual class $[\overline{M}_{0,3}(X,d)]^{vir}$ is the usual fundamental class.
The (equivariant) quantum cohomology ring is not functorial with respect to morphisms \( f : X \to Y \), however, it is functorial if \( f \) is an isomorphism. More precisely, an isomorphism \( f : X \to Y \) induces an isomorphism of the moduli spaces \( \overline{\mathcal{M}}_{0,3}(X,d) \to \overline{\mathcal{M}}_{0,3}(Y,f_*(d)) \). If \( X, Y \) are \( T \)-varieties then \( f^* \) also induces isomorphisms of the equivariant cohomology rings of \( X, Y \), and of the moduli spaces. From this we deduce that there is a \( \mathbb{Q}[q] \)-linear isomorphism \( f^* : \text{QH}^*_T(Y) \to \text{QH}^*_T(X) \) between the (equivariant) quantum cohomology rings. Note that we do not require \( f \) to be equivariant, therefore \( f^* \) may not be an isomorphism of \( H^*_T(pt) \)-algebras.

8.2. Quantum left divided difference operators. From now on we specialize to the situation \( X^P = G/P \) is a flag manifold. A basis for the effective cone of curves is given by the Schubert classes \( [X_{s_1 W P}] \), where \( s_i \in W_P \). The ring \( \text{QH}^*_T(X^P) \) is a free \( H^*_T(pt)[q] \)-algebra with a basis given by Schubert classes \( [X^{w W P}] \otimes 1 \); for simplicity we still denote these classes by \( [X^{w W P}] \).

Fix a Weyl group element \( w \in W \). The left Weyl group multiplication \( w^L \) is an automorphism of \( X^P \); and, as explained above, it induces an automorphism of the moduli space \( \overline{\mathcal{M}}_{0,3}(X,d) \) by acting on the target of a stable map. More precisely, for \( w \in W \) and \([C, p_1, p_2, p_3; \varphi] \in \overline{\mathcal{M}}_{0,3}(X,d) \) the class of a stable map \( \varphi : (C, p_1, p_2, p_3) \to X^P \),

\[
w^L.[C, p_1, p_2, p_3; \varphi] := [C, p_1, p_2, p_3; w^L \cdot \varphi],
\]

where \((w^L \cdot \varphi)(x) = w^L \cdot (\varphi(x))\). Since the evaluation maps are \( G \)-equivariant, it follows that the corresponding automorphism of the equivariant cohomology ring \( H^*_T(\overline{\mathcal{M}}_{0,3}(X,d)) \) satisfies

\[
w^L \cdot \text{ev}^*_s(a) = \text{ev}^*_s(w^L \cdot a), \quad \forall a \in H^*_T(\overline{\mathcal{M}}_{0,3}(X,d)).
\]

From this we deduce that \( w^L \) acts on equivariant GW invariants by

\[
w^L.(a_1, a_2, a_3)_d = (w^L(a_1), w^L(a_2), w^L(a_3))_d, \quad \forall a_1, a_2, a_3 \in H^*_T(X^P).
\]

Then the left action of \( W \) on \( H^*_T(X^P) \) extends by \( \mathbb{Q}[q] \)-linearity to \( \text{QH}^*_T(X^P) \), and each \( w \in W \) induces a \( \mathbb{Q}[q] \)-linear ring automorphism of the quantum cohomology \( \text{QH}^*_T(X^P) \):

\[
(12) \quad w^L.(a_1 \star a_2) = (w^L \cdot a_1) \star (w^L \cdot a_2).
\]

It makes sense to define the (quantum) left divided difference operator as in equation (3) above:

\[
\delta_i := \frac{1}{\alpha_i}(id - s_i^L).
\]

We summarize below its properties.

**Proposition 8.1.** The operators \( \delta_i : \text{QH}^*_T(X^P) \to \text{QH}^*_T(X^P) \) satisfy the following properties:

(a) \( \delta_i \) is linear over \( \mathbb{Q}[q] \) and the quantum operators \( \delta_i \) satisfy the same quadratic and braid relations as the ordinary operators; see §3.3

(b) For each \( w \in W_P \),

\[
\delta_i[X^{w W P}] = \begin{cases} X^{s_i w W P} & \text{if } s_i w < w; \\ 0 & \text{otherwise} \end{cases}
\]


Interestingly, the class is independent of the quantum parameter point (in fact, for any Schubert class) in any Grassmannian is calculated in [Mih08].

More generally, a determinantal formula for the equivariant quantum class of the quantum Schubert classes which are independent of $q$ was obtained in Proposition 8.3, this implies that one may find polynomials representing equivariant quantum orthogonal Grassmannians; see [IMN16].

From this and the Leibniz formula one obtains that

$$[X^{s_1s_2}W_P] = \delta_2(\sigma_1 \ast \sigma_1) = \delta_2(\sigma_1) = \delta_3(\sigma_1) = \delta_3(\sigma_1) = 0.$$ 

One obtains that

$$\delta_2(\sigma_1) = id; \quad \delta_1(\sigma_1, 1) = \sigma_1; \quad \delta_1(\sigma_1) = \delta_3(\sigma_1) = \delta_2(\sigma_1, 1) = \delta_3(\sigma_1, 1) = 0.$$ 

From this and the Leibniz formula one obtains that

$$[X^{s_1s_2}W_P] = \delta_2(\sigma_1 \ast \sigma_1, 1 - \alpha_1 \sigma_1 \ast \sigma_1, 1)$$

$$= -\langle \alpha_1, \alpha_2 \rangle \sigma_1 * \sigma_1, 1 - \sigma_2(\alpha_1) \delta_2(\sigma_1 \ast \sigma_1, 1)$$

$$= \sigma_1 * \sigma_1, 1 - (\alpha_1 + \alpha_2) \sigma_1, 1.$$ 

More generally, a determinantal formula for the equivariant quantum class of the point (in fact, for any Schubert class) in any Grassmannian is calculated in [Min08]. Interestingly, the class is independent of the quantum parameter $q$, and by Proposition 8.3, this implies that one may find polynomials representing equivariant quantum Schubert classes which are independent of $q$. Similar results hold for the maximal orthogonal Grassmannians; see [IMN10].

\[\text{Equivariant Schubert Calculator}\]

Example 8.2. Let $X^P := SL_4(\mathbb{C})/P = G(2, 4)$, the Grassmann manifold parametrizing linear subspaces of dimension 2 in $\mathbb{C}^4$. In this case $P$ is the maximal parabolic group so that $W_P = \langle s_1, s_3 \rangle$. Let $\Delta = \{\alpha_1, \alpha_2, \alpha_3\}$ be the positive simple roots. The ring $QH^*_G(Gr(2, 4))$ is generated as a $H^*_T(pt)[q]$-algebra by $\sigma_1 := [X^{s_2}W_P]$ and $\sigma_{1, 1} := [X^{s_1s_2}W_P]$. (These correspond to the $B^-$-Schubert classes indexed by partitions (1), respectively (1, 1).) By direct calculation using software such as the Equivariant Schubert Calculator\footnote{The program is available at http://sites.math.rutgers.edu/~asbuch/equivcalc/} the class of the point is

$$[X^{s_2s_1s_3s_2}W_P] = \sigma_{1, 1} * \sigma_{1, 1} - \alpha_1 \sigma_1 * \sigma_{1, 1}.$$ 

Proof. By definition, the quantum operator $\delta_i$ is just the $\mathbb{Q}[q]$-linear extension of the ordinary operator on $H^*_T(X^P)$. Then (a) and (b) follow from the corresponding statements in the non-quantum case. Part (c) follows because $s^L_i$ is a ring automorphism of $QH^*_T(X^P)$ and part (d) because $s^L_i$ is $QH^*_G(X^P)$-linear. \[\square\]
8.3. **Quantum K theory.** Same ideas extend to the equivariant quantum K theory ring. We sketch the construction below, in the case of the flag manifolds $X^P = G/P$. Our main references for (equivariant) quantum K theory ring are [Lee04, BMT1] and [Lee04]. We continue the notation from the previous section.

Additively, the quantum K theory ring is

$$QK_T(X^P) = K_T(X^P) \otimes_{K_T(pt)} K_T(pt)[[q]].$$

In particular, it is a free $K_T(pt)[[q]]$-module with basis $\{O^w \otimes 1\}_{w \in W^P}$; for simplicity we keep the ‘classical’ notation $O^w$ for the basis elements. There is a ring structure defined by Givental and Lee [Giv00, Lee04]; we denote by ‘$\circ$’ the (equivariant) quantum K multiplication. The structure constants are determined by the K-theoretic Gromov-Witten invariants, defined by taking sheaf Euler characteristics on the moduli space of stable maps $\mathcal{M}_{0,3}(X^P, d)$. A single such structure constant is of the form

$$\chi(\mathcal{M}_{0,3}(X^P, d); ev^*_1(a) \cdot ev^*_2(b) \cdot ev^*_3(c) \cdot O_{\mathcal{M}_{0,3}(X^P, d)}(-\partial_\mathcal{M})), $$

where $\partial_\mathcal{M}$ is a certain divisor included in the boundary of the moduli space, independent of the classes $a, b, c$; see [BMT1] and [Lee04]. It was proved in [BMT1, BCP13] that quantum K multiplication is finite if $X^P$ is a cominuscule Grassmannian; recently this was generalized to any flag manifold by [ACTI18, Kat18]. Therefore for flag manifolds $X^P$ we may replace the power series ring $K_T(pt)[[q]]$ by the polynomial ring $K_T(pt)[q]$.

As in the quantum cohomology case, the equivariant quantum K theory is functorial for isomorphisms. In fact, the same argument as in cohomology shows that the left action of $W$ on $K_T^*(X^P)$ extends by $\mathbb{Q}[q]$-linearity to $QK_T(X^P)$, and that each $w \in W$ induces a $\mathbb{Q}[q]$-linear ring automorphism of $QK_T(X^P)$. Then one defines the (quantum) left divided difference operators on $QK_T(X^P)$ as in equation (10) above:

$$\delta_i := \frac{1}{1 - e^{\alpha_i} (id - e^{\alpha_i}s_i^L)}; \quad \delta_i^\vee := \frac{1}{1 - e^{-\alpha_i} (id - e^{-\alpha_i}s_i^L)}.$$

These operators have the same properties as the ordinary ones, except that the ordinary K-product is now replaced by the quantum K product. For reader’s convenience, we state these properties; the proofs are the same as for the classical operators, using that $s_i^L$ is a $\mathbb{Q}[q]$-linear ring automorphism of $QK_T(X^P)$. We use the dual operators, as they behave well with respect to opposite Schubert classes (cf. Remark 5.6).

**Proposition 8.3.** (a) The quantum operators $\delta_i^\vee$ are $\mathbb{Q}[q]$-linear, and satisfy the braid relations, and $(\delta_i^\vee)^2 = \delta_i^\vee$.

(b) For each $w \in W^P$,  

$$\delta_i^\vee (O^w_{\wedge W^P}) = \begin{cases} O^w_{\wedge W^P} & \text{if } s_iw < w; \\ O^w_{\wedge W^P} & \text{otherwise}. \end{cases}$$

(c) (Leibniz rule) For any $a, b \in QK_T(X)$,

$$\delta_i^\vee (a \circ b) = \delta_i^\vee (a) \circ b + e^{-\alpha_i}s_i^L(a) \circ \delta_i^\vee (b) - e^{-\alpha_i}s_i^L(a) \circ s_i^L(b).$$

(d) The operator $\delta_i^\vee$ is a $QK_G(G/P)$-module homomorphism, i.e. for any $\kappa \in QK_G(G/P)$ and $\eta \in QK_T(G/P)$,

$$\delta_i^\vee (\kappa \circ \eta) = \kappa \circ \delta_i(\eta).$$
Example 8.4. We upgrade Example 8.2 to the ring $\mathbb{Q}_K(\text{Gr}(2,4))$. Let $\mathcal{O}_1 := \mathcal{O}^{s_2W_F}$ and $\mathcal{O}_{1,1} := \mathcal{O}^{s_1s_2W_F}$. These classes generate the ring over $K_T(pt)[q]$. For a positive simple root $\alpha_i$, denote by $T_i := e^{\alpha_i}$. Using again the Equivariant Schubert Calculator (this time based on results from [BMT]), one calculates that the class of the point in $\mathbb{Q}_K(\text{Gr}(2,4))$ is:

$$\mathcal{O}^{s_2s_1s_2W_F} = T_1^{-1}\mathcal{O}_{1,1} \circ \mathcal{O}_{1,1} + (1 - T_1^{-1})\mathcal{O}_1 \circ \mathcal{O}_{1,1}.$$

One calculates that

$$\delta^2_1(\mathcal{O}_{1,1}) = s^L_2(\mathcal{O}_{1,1}) = \mathcal{O}_{1,1}; \quad \delta^2_1(\mathcal{O}_1) = 1; \quad s^L_2(\mathcal{O}_1) = T_2^{-1}\mathcal{O}_1 + 1 - T_2^{-1}.$$ 

Using the Leibniz rule one calculates that

$$\delta^2_1((1 - T_1^{-1})\mathcal{O}_1 \circ \mathcal{O}_{1,1}) = (T_1T_2)^{-1}\mathcal{O}_1 \circ \mathcal{O}_{1,1} + (1 - (T_1T_2)^{-1})\mathcal{O}_{1,1}.$$ 

One may check directly that the latter class equals to $\mathcal{O}^{s_1s_2W_F}$, as claimed in Proposition 8.3.

Remark 8.5. The definition of the quantum Demazure operators from [Bri] makes sense for the equivariant K theory $\mathbb{Q}_K(X)$ of any complex, projective variety $X$ with a $G$-action. In the non-quantum case, left Demazure operators on $K_T(X)$ are constructed in the Appendix below, and coincide with those from [HLS10]. The quantum generalization follows the same arguments utilized in the $G/P$ case.

Further, using the definitions from §5.3, one may also define a quantum version of the DL operators on $\mathbb{Q}_K(X)[g]$. If $X = G/P$, this will satisfy an analogue of Theorems 5.6 and 5.8. At this time we do not know a good geometric interpretation for the structure constants in the quantum multiplication of motivic Chern classes, or Segre motivic classes, of Schubert cells.

9. Appendix: Demazure operators via convolution

In this appendix we generalize the construction of the left Demazure operators to the $T$-equivariant K-theory of any quasi projective variety $X$ which admits a $G$-action, then we show that these operators are equal to certain convolution operators. If $X = G/B$, we also construct the right Demazure operators via a convolution. This will be useful in relating the operators defined in this paper (via left/right $W$-action) to the convolution operators such as those in [LZZ10, Remark 3.3]. As shown in Proposition 9.3, our construction gives the same operators as the ones defined in [HLS10].

In this Appendix, a variety is a complex quasi-projective integral scheme; all algebraic groups are defined over $\mathbb{C}$. We recall few facts about the ‘induction’ and ‘restriction’ functors; we refer to [Bri] §2 for details; see also [CG09, §5.2.16]. For a variety $X$ with an action of an algebraic group $H$, we denote by $\text{Sh}_H(X)$ the abelian category of $H$-linearized sheaves on $X$.

Consider the algebraic equivariant $K$-theory group $K_H(X)$ consisting of the Grothendieck group of $H$-linearized coherent sheaves on $X$. The tensor product gives $K_H(X)$ a module structure over $K^H(X)$, the Grothendieck ring of $H$-equivariant vector bundles on $X$. We refer to [CG09, HLS10] for details.

Fix $T \subset B \subset G$ as in section 2.2 where we assume in addition that $G$ is simply connected. Consider a variety $X$ with a $B$-action. The restriction map induces an isomorphism $K_B(X) = K_T(X)$; see [CG09, §5.2.18]. Define $G \times^B X = (G \times X)/B$ where $B$ acts on $G \times X$ by $b(g,x) = (gb^{-1}, bx)$. We denote by $[g,x]$ the equivalence
class of \((g, x)\). The variety \(G \times^B X\) has a \(G\) action given by left multiplication and it comes equipped with a projection morphism \(pr : G \times^B X \to G/B\) sending \([g, x] \mapsto gB\). The fibre \(pr^{-1}(1.B) \simeq X\) and we denote by \(\iota : X \hookrightarrow G \times^B X\) the inclusion. We need the following fact - cf. [Bri03, Lemma 2].

**Lemma 9.1.** Let \(\mathcal{F}\) be a \(B\)-linearized sheaf on \(X\) and let \(\mathcal{G}\) be a \(G\)-linearized sheaf of \(G \times^B X\). Then there are isomorphisms

\[
\mathcal{F} \simeq \iota^*(G \times^B \mathcal{F}); \quad \mathcal{G} \simeq G \times^B \iota^* \mathcal{G},
\]

where the first isomorphism is as \(B\)-linearized sheaves on \(X\) and the second as \(G\)-linearized sheaves on \(G \times^B X\). In particular, this induces an equivalence of categories \(\Phi : Sh_B(X) \simeq Sh_G(G \times^B X)\) given by ‘induction’ functor \(\Phi(\mathcal{F}) = G \times^B \mathcal{F}\) and with inverse sending \(\mathcal{G} \mapsto \iota^* \mathcal{G}\).

Assume now in addition that \(X\) is a \(G\)-variety. Then we have in addition a multiplication morphism \(m : G \times^B X \to X\) given by \([g, x] \mapsto g.x\).

\[
\begin{array}{ccc}
X & \xrightarrow{\iota} & G \times^B X & \xrightarrow{m} & X \\
\downarrow & & \downarrow pr & & \\
1.B & \xrightarrow{id} & G/B
\end{array}
\]

In this case \((pr, m) : G \times^B X \to G/B \times X\) is an isomorphism of varieties and \(m \circ \iota = id_X\). Using these facts and Lemma 9.1 one may prove the following Lemma. We leave the proof details to the reader.

**Lemma 9.2.** (a) Let \((\mathcal{C}_\lambda)_X\) be the trivial \(B\)-module on \(X\) with weight \(\lambda\) and \(\mathcal{L}_\lambda = G \times^B \mathcal{C}_\lambda\) (a line bundle on \(G/B\)). Then

\[
G \times^B (\mathcal{C}_\lambda)_X = pr^* \mathcal{L}_\lambda.
\]

(b) For any \(G\)-linearized sheaf \(\mathcal{F}\) on \(X\), we have

\[
m^* \mathcal{F} \simeq G \times^B \mathcal{F}.
\]

(c) Let \(\mathcal{F}\) be a \(G\)-linearized sheaf on \(X\). Then the isomorphism \(\Psi : K_B(X) \to K_G(G/B \times X)\) induced by \((pr \times m) \circ \Phi\) sends

\[
\Psi[(\mathcal{C}_\lambda)_X \otimes \mathcal{F}] = [\mathcal{L}_\lambda \otimes \mathcal{F}].
\]

Furthermore, this isomorphism is linear with respect to \(K_G(pt) \subset K_B(pt)\). (Recall that \(K_G(pt) = K_B(pt)^W\).)

If one applies this Lemma for \(X = pt\), then one obtains the isomorphism of \(K_G(pt)\)-algebras \(R(T) \simeq K_B(pt) \simeq K_G(G/B)\), sending \(e^\lambda \mapsto [\mathcal{L}_\lambda]\). By a theorem of Pittie, since \(G\) is simply connected, \(K_G(G/B)\) is a free \(R(G)\)-module; see e.g. [CG09, Cor. 6.1.8].

In general, by the Kunneth formula [CG09, Thm. 5.6.1], we have \(K_G(pt) = R(G)\)-module isomorphisms \(K_B(X) \simeq K_G(G/B \times X) \simeq K_G(G/B) \otimes_{R(G)} K_G(X) \simeq R(T) \otimes_{R(G)} K_G(X)\). As explained in Thm. 6.1.22 of loc. cit. the isomorphism of the end terms is given by

\[
R(T) \otimes_{R(G)} K_G(X) \to K_B(X); \quad e^\lambda \otimes [\mathcal{F}] \mapsto [\mathcal{C}_\lambda] \otimes [\mathcal{F}],
\]

obtained by regarding a \(G\)-linearized sheaf \(\mathcal{F}\) as \(B\)-linearized.

Next we apply these facts to define a convolution operator as in [CG09 §5.2.20]. Let \(\pi_{i,j}\) be the projection from \(G/B \times G/B \times X\) to the \(i\) and \(j\) factors, where
i \neq j \in \{1, 2, 3\}. For any \(a \in K_G(G/B \times G/B)\) and \(b \in K_G(G/B \times X)\) define their convolution product to be
\[
a \ast b := (\pi_{1,3})_\ast (\pi_{1,2}^\ast(a) \boxtimes \pi_{2,3}^\ast(b)).
\]
For any simple root \(\alpha_i\), consider the closure of the \(G\)-orbit: \(Y_i := G.e_{s_i} \subset G/B \times G/B\). For any \(B\)-linearized sheaf \(\mathcal{F}\) on \(X\), the left convolution by the class \([\mathcal{O}_{Y_i}] \in K_G(G/B \times G/B)\) gives an operator \(\tilde{\delta}_i \in \text{End}_{K_G(pt)}(K_B(X))\) defined by:
\[
\tilde{\delta}_i[\mathcal{F}] = \Psi^{-1}([\mathcal{O}_{Y_i}] \ast [G \times B \mathcal{F}]).
\]
Since \(X\) is a \(G\)-variety, the automorphism \(\Phi_w\) from \([3,1]\) induces an action of the Weyl group \(W\) on both \(K_B(X)\) and \(K_B(X)\), denoted by \(w^L\) (for \(w \in W\)). This action satisfies \(w^L[E \otimes \mathcal{F}] = w^L[E] \otimes w^L[\mathcal{F}]\) for \([E] \in K_B(X)\) and \([\mathcal{F}] \in K_B(X)\). By \([CG09\ Thm. 6.1.22]\), there the natural inclusion gives an isomorphism \(K_B(X)^W \simeq K_G(X)\).

Then we may also define a generalization of the operator \(\delta_i\) from \([5,2]\):
\[
\delta_i = \frac{id - e^{\alpha_i}s_i^L}{1 - e^{\alpha_i}} \in \text{End}_{R(G)}(K_B(X)).
\]
Denote by \(\delta_i^\prime\) the Demazure operator \(\delta_i\) in the case \(X = pt\); thus \(\delta_i^\prime\) acts on \(R(T) = K_B(pt)\). Our main result is the following:

**Proposition 9.3.** (a) There is an equality of \(K^G(X)\)-linear endomorphisms \(\delta_i = \tilde{\delta}_i^\prime\) in \(\text{End}_{R(G)}(K_B(X))\).

(b) Under the Künneth isomorphism \(K_B(X) \simeq R(T) \otimes R(G) K_G(X)\) from \([14]\), \(\delta_i = \delta_i^\prime \otimes 1\), where 1 denotes the identity.

**Proof.** By the Künneth formula from \([14]\), it suffices to check the claim on elements of the form \([\mathcal{C}_{\lambda} \otimes \mathcal{F}] \in K_B(X)\), where \(\mathcal{F}\) is \(G\)-linearized. By Lemma \([9,2]\) under the sequence of isomorphisms \(K_B(X) \simeq K_G(G \times X) \simeq K_G(G/B \times X)\), the class \([\mathcal{C}_{\lambda} \otimes \mathcal{F}]\) is sent to \([\lambda \otimes \mathcal{F}] \in K_G(G/B \times X)\). Recall the fibre diagram
\[
\begin{array}{ccc}
Y_1 \simeq G/B \times G/P_1 & \xrightarrow{pr_2} & G/B \\
\downarrow{pr_1} & & \downarrow{\pi_1} \\
G/B & \xrightarrow{\pi_i} & G/P_i
\end{array}
\]
where \(P_i\) is the minimal parabolic. It follows from the definition \(\partial_i = \pi_i^\ast(\pi_i)_\ast\) that for any \(a \in K_B(G/P_i)\), \(\partial_i(a) = (pr_2)_\ast([\mathcal{O}_{Y_1}] \cdot pr_1^\ast(a))\). From this and the definition of the convolution (and the judicious use of the projection formula) we deduce that
\[
[\mathcal{O}_{Y_i}] \ast [\mathcal{C}_{\lambda} \otimes \mathcal{F}] = \partial_i[\mathcal{C}_{\lambda}] \otimes [\mathcal{F}].
\]
Since the inverse \(\Psi^{-1}\) is given by its restriction to the fibre \(pr_1^{-1}(1.B)\),
\[
\tilde{\delta}_i[\mathcal{C}_{\lambda} \otimes \mathcal{F}] = \nu^\ast(\partial_i[\mathcal{C}_{\lambda}]) \otimes \nu^\ast m^\ast[\mathcal{F}] = (\partial_i[\mathcal{L}_{\lambda}])|_{1.B} \otimes [\mathcal{F}],
\]
because \(m \circ \nu = id_X\). Here \(\partial_i[\mathcal{L}_{\lambda}]|_{1.B} \in K_B(pt)\) denotes the localization of \(\partial_i[\mathcal{L}_{\lambda}]\) at the fixed point \(1.B\). By definition,
\[
\partial_i[\mathcal{L}_{\lambda}]|_{1.B} = \hat{\lambda} - e^{\alpha_i}[\mathcal{L}_{\lambda}]|_{s_i} = \frac{\lambda - e^{\alpha_i}e^{\alpha_i}}{1 - e^{\alpha_i}} = \partial_i^\prime(e^\lambda),
\]
where the last equality is by definition of \(\delta_i^\prime\). It follows that
\[
\partial_i[\mathcal{L}_{\lambda}]|_{1.B} \otimes \mathcal{O}_X = \delta_i[\mathcal{C}_{\lambda} \otimes \mathcal{O}_X].
\]
Since $\delta_i[C_\lambda \otimes \mathcal{F}] = \delta_i[C_\lambda \otimes O_X] \otimes [\mathcal{F}]$ (from definition, since $[\mathcal{F}] \in K_G(X)$), this proves the claim. \hfill \square

Proposition 9.3(b) implies that $\delta_i$ is also equal to the operator denoted by $\delta_{\alpha_i,X}$ in [HLST] §6.

We now take $X = G/B$ and construct both the left and the right Demazure operator as convolution operators. As in the proof of the Proposition 9.3, observe that for any $G$-linearized sheaf $\mathcal{F}$ on $G/B$, and for any torus weight $\lambda$,

$$[O_Y] \ast [L_\lambda \boxtimes \mathcal{F}] = \partial_\lambda [L_\lambda] \boxtimes [\mathcal{F}]; \quad [L_\lambda \boxtimes \mathcal{F}] \ast [O_Y] = [L_\lambda] \boxtimes \partial_\lambda [\mathcal{F}].$$

By Lemma 9.2, these convolutions products give the $K_G(pt)$-linear endomorphisms of $K_B(G/B)$ defined by:

$$\delta_i [C_\lambda \otimes \mathcal{F}] := \Psi^{-1}(\partial_\lambda[L_\lambda] \boxtimes [\mathcal{F}]); \quad \bar{\delta}_i [C_\lambda \otimes \mathcal{F}] := \Psi^{-1}([L_\lambda] \boxtimes \partial_\lambda[\mathcal{F}]).$$

Proposition 9.4. With notation as in 9.3 By Künneth formula, it suffices to check the second equality on elements $[C_\lambda \otimes \mathcal{F}] \in K_B(G/B)$, where $\mathcal{F}$ is $G$-linearized. Then from Lemma 9.2

$$\bar{\delta}_i [C_\lambda \otimes \mathcal{F}] = \iota^*([L_\lambda] \otimes \partial_\lambda[\mathcal{F}]) = \iota^*[L_\lambda] \otimes \iota^* m^* \partial_\lambda[\mathcal{F}] = [C_\lambda] \otimes \partial_\lambda[\mathcal{F}] = \partial_i [C_\lambda \otimes \mathcal{F}],$$

using that $\bar{\delta}_i$ is $K_B(pt)$-linear, and that $m \circ \iota = id_{G/B}$. \hfill \square
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