Reducing Noise in Cosmological N-body Simulations with Neutrinos
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Abstract. We present a new method for generating initial conditions for numerical cosmological simulations in which massive neutrinos are treated as an extra set of N-body (collisionless) particles. It allows us to accurately follow the density field for both Cold Dark Matter (CDM) and neutrinos at both high and low redshifts. At high redshifts, the new method is able to reduce the shot noise in the neutrino power spectrum by a factor of more than 10^7 compared to previous methods, where the power spectrum was dominated by shot noise at all scales. We find that our new approach also helps to reduce the noise on the total matter power spectrum on large scales, whereas on small scales the results agree with previous simulations. Our new method also allows for a systematic study of clustering of the low velocity tail of the distribution function of neutrinos. This method also allows for the study of the evolution of the overall velocity distribution as a function of the environment determined by the CDM field.
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1 Introduction

The determination of the exact mass scale of the Standard Model neutrinos is one of the most exciting questions for current research in both particle physics and cosmology. Neutrino oscillation experiments have established the mass square differences between the mass eigenstates [1–4], but are not suited for determining either the absolute mass scale of each eigenstate, or the total mass of the three mass eigenstates combined. The high number density of relic thermal neutrinos from the early Universe (e.g. [5]), and consequently the non-negligible energy fraction in the neutrinos means that various cosmological observables can be used to constrain the masses of neutrinos.

The most immediate effect of the presence of massive neutrinos is to damp the power spectrum on scales below their free streaming scale, relative to the massless case [6, 7]. The amount of damping of the power spectrum is proportional to the total energy density in neutrinos, and therefore the total mass of all the neutrino species. However, the exact shape and the scale at which the damping sets in, are, in principle, sensitive to the individual mass of each eigenstate. Various authors have set bounds on the sum of neutrino masses by looking at, for example, the lensing of the CMB [8–11], the Lyman alpha forest power spectrum [12, 13], combining the autocorrelation of galaxies with galaxy lensing and cosmic shear [14, 15], and measurements of Baryon Acoustic Oscillations [16–18]. Almost all of these results are based on measuring the small scale damping of the power spectrum. While the effect of neutrinos on the power spectrum is well-understood on scales which are linear, i.e. large scales at low redshifts and progressively smaller scales at higher redshifts, fully describing the effects on small scales requires running cosmological simulations which correctly include the effect of massive neutrinos. Since the useful information in various cosmological surveys is proportional to the number of independent modes, and pushing to smaller scales dramatically increases the number of independent modes in the survey, such studies are extremely useful in tightening the bounds on various cosmological parameters, including the neutrino mass. However, these attempts are complicated by the fact that neutrinos, especially at early times, have very high thermal velocities (see e.g., [7]), unlike Cold Dark Matter (CDM).
Various attempts have been made to incorporate the effect of massive neutrinos into the standard N-body simulations used to study structure formation in the $\Lambda$-CDM cosmologies. These can be broadly classified into two approaches. The first approach is to use a linear, or perturbative approach for the neutrinos, but coupling to the non-linear gravitational potential sourced by the Cold Dark Matter component. These approaches are useful at intermediate scales and relatively high redshifts, but break down at late times and small scales, depending on the mass of the individual neutrino species being simulated.

The second approach has been to include neutrinos as an extra set of N-body particles in cosmological simulations. In addition to a bulk velocity determined by the power spectrum, each neutrino particle is also given a random thermal velocity by sampling the Fermi-Dirac distribution. This method is fully non-linear, but suffers from Poissonian shot-noise. The reason is that neutrinos have very large thermal velocities at high-redshifts, which allows them to cross the simulation box multiple times. Because of this, neutrino particles quickly lose memory about their initial conditions and distribute themselves randomly in the box, giving rise to shot-noise in their power spectrum. N-body methods rely on the assumption that the number of particles in a given volume is a faithful representation of the actual physical density in that volume. However, for neutrinos free-streaming with large thermal velocities, this assumption is no longer valid, and the number of neutrino particles in a given volume is a just described by Poissonian statistics. This also means that error on the neutrino power spectrum only improves as $1/N$ with the number of particles used in these simulations. To completely remove shot noise from typical simulations with massive neutrinos, just by increasing the number of particles, one would need roughly need a factor of $10^7$ more particles than used in the largest simulations today! While some methods have been suggested to get rid of the noise in the neutrino power spectrum by sub-sampling the particles to get two independent realizations of the density field (see e.g. [40, 41]), it does not actually get rid of the inherent noise in field that is used to source the Poisson equation. Therefore new methods are required to test the accuracy of various quantities measured from simulations run using this technique. This is especially true in the context of upcoming cosmological surveys which can potentially pin down the matter power spectrum to the accuracy of 1% at a range of scales.

While [46] has proposed a method to remove the shot noise issue while fully capturing the non-linearities, using a combination of N-body and hydrodynamic techniques, in this paper we describe a completely new approach to remove shot noise from simulations of massive neutrinos, run using the standard N-body technique, by just changing the initial conditions used to initialize these simulations.

The plan of the paper is as follows: we describe our new method for generating initial conditions in §2. In §3, we describe the details of the cosmological simulations that are used in the paper. In §4, we present results at high redshifts and at $z = 0$ to explore the convergence properties and accuracy of our new scheme. We also compare our results to those obtained from simulations with shot noise, as well as various fitting functions which try to capture the effect of massive neutrinos on the matter power spectrum. In §5, we explore how this method also allows us to trace shells of different velocities in the neutrino phase space, and allow for a better understanding of the structure of the distribution function of neutrinos in different environments, such as halos and voids. Finally in §6, we summarize our results, and discuss various future directions of work.
2 Method

Before decoupling, neutrinos follow a thermal Fermi-Dirac distribution. Once the neutrinos decouple from the rest of the universe, the distribution gets frozen in, but the momenta of the neutrinos redshift as $1/a$, where $a$ is the cosmological scale factor. As long as the neutrinos were relativistic at the time of decoupling, this is equivalent to having a Fermi-Dirac distribution with the temperature falling as $T \propto 1/a$. Therefore the neutrino distribution at a redshift $z$ is given by

$$f(p) = \frac{4\pi g_\nu}{(2\pi \hbar)^3} \frac{1}{e^{\frac{p}{k_B T\nu(1+z)}} + 1},$$  \hspace{1cm} (2.1)

where $p = \sqrt{p \cdot p}$, and $g_\nu$ is the degeneracy (three neutrino species and three anti-neutrino species). $T\nu(z) \approx 1.95$ K is the neutrino temperature today. Our aim is to sample the velocity or momentum space in a regular manner, which is replicated at every point in configuration space - i.e. at every point on the grid used to generate the initial conditions. This sort of approach has been adopted previously in a different context in [47]. An inspection of Eq. 2.1 shows that choosing to tile the velocity space using a Cartesian grid structure is difficult as the Fermi-Dirac distribution does not factorize along the three directions. On the other hand, the distribution looks much simpler if one considers the magnitude of the momentum, the distribution for which is given simply by $p^2 f(p)$. Therefore, we choose to first decompose the distribution into intervals of the magnitude of velocity, and then choose angular directions for each velocity magnitude. We discuss the method for each step in detail below.

The reason this method is effective at removing shot noise is that it fixes the magnitudes and directions of the thermal velocities of the neutrino particles. This means that the number of neutrino particles moving into and out of some given volume of the simulation box is not a random number, as is the case when the distribution is sampled randomly. Instead, it is completely determined by the physical power spectrum of the neutrinos, which sets the initial displacements off grid points, and the gravitational evolution of the trajectories. For example, if we decided to initialize the neutrino particles exactly off grid points, i.e. without a physical power spectrum or a completely uniform initial density field, the regular sampling of magnitudes and directions would mean that, in the absence of gravity, at any later time, the density field would still be exactly uniform. Obviously, were we to choose velocity magnitudes and directions randomly, this would not be true, even if we initialized the neutrino particles exactly off the grid points, and gravity is turned off. Note that the “pairing” scheme (see for e.g. [48]), where after the velocity magnitude and direction are chosen at random, two neutrino particles are generated in opposite directions to conserve momentum, would also suffer from the same problem. This is because the neutrino particles generated at adjacent grid points would still have different magnitudes and directions for the velocity.

We now discuss the recipe for dividing the Fermi-Dirac distribution into shells of equal “mass” or phase space volume. In order to divide the distribution into $N_{\text{shell}}$ shells, we construct each shell $i$ such that

$$\frac{\int_{p_{\text{min}}^i}^{p_{\text{max}}^i} p^2 f(p) \, dp}{\int_0^{p_{\text{max}}} p^2 f(p) \, dp} = \frac{1}{N_{\text{shell}}},$$  \hspace{1cm} (2.2)

where $p_{\text{min}}^i = 0$, $p_{\text{min}}^i$ and $p_{\text{max}}^i$ are the minimum and maximum value of momentum for each bin, and $p_{\text{max}}$ is some reasonable value where we can truncate the distribution. In practice, we work in the dimensionless units of $p/T$, which has the additional advantage of making $p_{\text{max}}$
independent of the neutrino temperature. We set the magnitude of the velocity associated with each shell in the following manner:

\[
\langle p_i \rangle = \frac{\int_{p_{\text{min}}}^{p_{\text{max}}} p^4 f(p) \, dp}{\int_{p_{\text{min}}}^{p_{\text{max}}} p^2 f(p) \, dp}.
\]  

(2.3)

Eq. 2.3 ensures that the velocity dispersion of the neutrinos is set to the correct analytic value.

As we will discuss in detail in §3, we also need a recipe for dividing up the Fermi-Dirac distribution in a way that allows us to better resolve the slower moving neutrino shells. We do this in the following manner. We choose a weighting function \( g(p) \) such that \( g(p) \) has higher weight at low \( p \), and lower weight at high \( p \), compared to \( p^2 f(p) \). For example, in our calculations, we have used \( g(p) = p f(p) \), and \( g(p) = \ln(1 + p) f(p) \). Once the function \( g(p) \) has been chosen, the different shells are defined in terms of their \( p_{\text{min}}^i \) and \( p_{\text{max}}^i \) similar to Eq.2.2,

\[
\frac{\int_{p_{\text{min}}}^{p_{\text{max}}} g(p) \, dp}{\int_0^{p_{\text{max}}} g(p) \, dp} = \frac{1}{N_{\text{shell}}}.
\]  

(2.4)

The fractional mass in each shell is calculated in the following manner:

\[
m_{\text{shell}}^i = \frac{\int_{p_{\text{min}}}^{p_{\text{max}}} p^2 f(p) \, dp}{\int_0^{p_{\text{max}}} p^2 f(p) \, dp}.
\]  

(2.5)

So, for this method neutrino particles from different shells have different masses. We can still use Eq. 2.3 to determine the magnitude of the velocity corresponding to each shell.

Once we have divided up the distribution function into shells in velocity space, we subdivide each of these spherical shells into equal area elements using the HEALPIX algorithm [49]. At the lowest refinement level, HEALPIX tiles the surface of the sphere with 12 elements. Higher refinement levels are labeled by the variable \( N_{\text{side}} \), where for a given value of \( N_{\text{side}} \), the sphere is divided into \( 12N_{\text{side}}^2 \) elements. HEALPIX elements are always symmetric, irrespective of the value of \( N_{\text{side}} \). However, for low \( N_{\text{side}} \), especially \( N_{\text{side}} = 1 \) and \( N_{\text{side}} = 2 \), there are some residual anisotropies. This comes from the fact that the equatorial tiling and polar tilings are very different, causing the \( \hat{z} \) direction to be different from the \( \hat{x} \) and \( \hat{y} \) directions. For low \( N_{\text{side}} \), we try to minimize the effects of this anisotropy by rescaling the velocities to ensure that the dispersion along each of the three directions is the same. In summary, therefore, the magnitude of the velocity is chosen by dividing up the Fermi-Dirac distribution; the direction of the velocity is given by the HEALPIX algorithm, and this procedure is repeated for every point on the grid on which the initial conditions are generated. While we have used HEALPIX to generate the velocity directions, other schemes of uniformly dividing the unit sphere [50] would also produce similar effects as those discussed in this work.

3 Simulations

To generate cosmological initial conditions with this method, we modify a version of N-GenIC, that computes displacements and peculiar velocities accounting for the fact that in cosmologies with massive neutrinos the growth factor and the growth rate are scale-dependent.
Figure 1. Illustration of our method for dividing up the initial Fermi-Dirac distribution for neutrinos. The solid lines represent the boundaries of different momentum bins, while the dashed lines represent the velocity associated with each shell \((⟨p_i⟩)\). On the top, we show the case when all the subdivisions have the same mass or phase-space volume. This has more resolution near the peak of the distribution. At the bottom, we show the subdivisions for the case where \(g(p)\) as defined in the text is taken to be \(g(p) = p f(p)\). This puts more resolution on the slower end of the distribution function. Each sub-division of the distribution corresponds to a “shell” in our terminology.

The simulations are then run with the Gadget-3 cosmological N-body code, which is a modified version of the publicly available Gadget-2 code [55]. We note that we turn off the short-range force for neutrinos at early times - turning it on only at redshift \(z = 9\). The reason we do this at early times is that our method for generating initial conditions produces multiple neutrino particles at the same position. While constructing the tree in Gadget, particles at very close positions are randomized in order to complete the tree construction, leading to artifacts in the simulation. We check that our results are not sensitive to the exact redshift at which we turn on the tree construction for the neutrinos.

We run all our simulations for a comoving box size of 1 Gpc/h. The cosmological parameters we use are the following: \(Ω_m = 0.3175\), \(Ω_b = 0.049\), \(Ω_Λ = 0.6825\), \(n_s = 0.9624\), and \(h = 0.6711\). Note that in our parameterization \(Ω_ν\) is always included in \(Ω_m\), i.e. \(Ω_m = Ω_{cdm} + Ω_b + Ω_ν\).

In order to generate the initial conditions for high redshift studies in §4.1, each point on the initial grid starts \(12 \times N_{side}^2 \times N_{shell}^\nu\) neutrino particles, along with one CDM particle. For these studies, all initial conditions were generated with equal mass neutrinos. The particles are displaced off the grids using first order Lagrangian perturbation theory (Zeldovich ap-
| Name                  | $\sum m_\nu$ | $N_{1/3}^{CDM}$ | RV | $N_{coarse}$ | $N_{shell}$ | $N_{side}$ | EM          |
|-----------------------|-------------|-----------------|----|-------------|------------|-----------|-------------|
| E_Rand_15             | 0.15eV      | 128             | Y  | -           | -          | -         | Y           |
| E_Rand2_15            | 0.15eV      | 128             | Y  | -           | -          | -         | Y           |
| E_Rand3_15            | 0.15eV      | 128             | Y  | -           | -          | -         | Y           |
| E_SH10_NS1            | 0.15eV      | 128             | N  | 128         | 10         | 1         | Y           |
| E_SH40_NS1            | 0.15eV      | 128             | N  | 128         | 40         | 1         | Y           |
| E_SH10_NS2            | 0.15eV      | 128             | N  | 128         | 10         | 2         | Y           |
| E_SH10_NS4            | 0.15eV      | 128             | N  | 128         | 10         | 4         | Y           |
| E_SH5_NS4             | 0.15eV      | 128             | N  | 128         | 5          | 4         | Y           |
| L_CDM                 | 0 eV        | 512             | -  | -           | -          | -         | Y           |
| L_Rand_15             | 0.15eV      | 512             | Y  | -           | -          | -         | Y           |
| L_Rand_30             | 0.30eV      | 512             | Y  | -           | -          | -         | Y           |
| L_SH5_NS1             | 0.15eV      | 512             | N  | 256         | 5          | 1         | Y           |
| L_SH5_NS2             | 0.15eV      | 512             | N  | 128         | 5          | 2         | Y           |
| L_SH5_NS4             | 0.15eV      | 512             | N  | 128         | 5          | 4         | Y           |
| L_SH10_NS2            | 0.15eV      | 512             | N  | 128         | 10         | 2         | Y           |
| LU_SH10_NS2           | 0.15eV      | 512             | N  | 128         | 10         | 2         | N (scheme 1) |
| LU2_SH10_NS2          | 0.15eV      | 512             | N  | 128         | 10         | 2         | N (scheme 2) |
| LU_SH20_NS2           | 0.15eV      | 512             | N  | 128         | 20         | 2         | N (scheme 1) |
| LU3_SH10_NS2          | 0.30eV      | 512             | N  | 128         | 10         | 2         | N (scheme 1) |

**Table 1.** A summary of the parameters of various runs. The column labeled “RV” corresponds to whether the neutrino particles were given random thermal velocities. The column labeled “EM” indicates if all the neutrino particles in the simulation had the same masses (Y) or not (N). Scheme 1 corresponds to setting the function $g(p) = p f(p)$, while scheme 2 corresponds to setting $g(p) = \ln(1+p) f(p)$. Note that the run E_Rand_15 used the same number of neutrino particles as E_SH10_NS1, while E_Rand2_15 had the same number of neutrino particles as E_SH10_NS2, and E_Rand2_15 used the same of neutrino particles as E_SH10_NS4.

approximation). The masses of the neutrino particles are adjusted so that they add up to give the correct $\Omega_\nu$ for the simulation box. Of course, this implementation is very expensive in terms of particle numbers, and can only be used to run convergence tests with small numbers of CDM particles. These runs correspond to the first five simulations shown in Table 1.

For simulations which run to $z = 0$, in §4.2, we follow a different strategy. We generate the initial conditions for the CDM particles from a fine grid, and for the neutrinos from a coarser grid. Therefore, we will have $N_{1/3}^{fine}$ CDM particles, and $12 \times N_{side}^2 \times N_{shell} \times N_{1/3}^{coarse}$ neutrino particles. By playing around with the sizes of the two grids, we can ensure that the total number of CDM particles and neutrino particles are of the same magnitude, as is the case in most simulations run with CDM and neutrino particles. We list the choices of parameters for various runs in Table 1. For the simulations with massive neutrinos represented in Table 1, we consider the degenerate neutrino mass scenario, where all the individual mass eigenstates are equal in mass. We do consider one specific case where there is only one massive neutrino species - this case is discussed in §4.
Figure 2. Comparison of the neutrino power spectrum at $z = 49$ for various choices of $N_{\text{shell}}$ and $N_{\text{side}}$. We compare the results from our simulations (solid curves) to linear theory (black), as well as a simulations where the Fermi Dirac distribution was sampled randomly for the thermal velocities (dashed curves). For each color, the solid curve and dashed curve used the same number of neutrino particles in the simulations. The curves for $E_{\text{SH10_NS1}}$ and $E_{\text{SH40_NS1}}$ have been displaced slightly from each other to make them visible on the plot. We find that at early times, the isotropy of the neutrino distribution (higher $N_{\text{side}}$) is more important for matching the linear theory prediction for the neutrino power spectrum compared to the number of radial shells ($N_{\text{shell}}$).

4 Results

4.1 High redshift

The shot noise arising from the thermal motion of neutrino particles in simulations is more dominant at early redshifts. This is because at early redshifts, the amplitude of the neutrino power spectrum is small compared to the $1/N$ shot noise power spectrum on almost all scales in the simulation volume. As the thermal velocities of the neutrinos goes down, due to the Universe’s expansion, and the physical perturbations grow, the scale at which the noise power spectrum dominates over the physical power spectrum moves to smaller values. Therefore, to display the effectiveness of our initial conditions to get rid of the shot noise in the neutrino power spectrum is best demonstrated by comparing the results of simulations initialized by our method to those from simulations initialized using earlier methods of sampling the thermal velocities of neutrinos. Also, at high redshifts, linear perturbation theory holds at all scales of interest, and therefore we can safely compare the results of our simulations to linear theory predictions from Boltzmann codes like CAMB [56] and CLASS [57] without worrying about non-linear effects.

To perform the comparisons, we initialize our simulations at $z = 99$, and run up to $z = 49$. We explore the case where the sum of the neutrino masses $\sum m_\nu = 0.15\text{eV}$, and
each individual mass eigenstate has mass $m_i = 0.05$eV. For these light neutrinos, the free streaming scale is larger than the simulation box size of 1 Gpc/h, implying that the neutrino transfer function is damped compared to the CDM transfer function at all scales.

All of the runs considered in this section were performed with $128^3$ CDM particles, and the same grid size was used to generate the neutrino initial conditions. For a fixed size of the initial conditions grid, there are two parameters which can be changed in our method - the number of radial velocity shells, $N_{\text{shell}}$, and the number of HEALPIX pixels, controlled by $N_{\text{side}}$. As we increase $N_{\text{shell}}$, we sample the radial velocity distribution more finely. Increasing $N_{\text{side}}$ results in more more directions in which the neutrinos can move, and results in increasing the isotropy of the distribution.

As pointed out previously, the method in this paper generates multiple neutrino particles per point of the initial conditions grid. To make a fair comparison to the results of simulations initialized using the recipes followed in previous studies, we modify the procedure so that we use the same number of neutrino particles to randomly sample the Fermi-Dirac distribution as are used in runs with initial conditions generated using the new method.

We plot the results of our study in Fig. 2, where the solid curves are from the “noiseless” simulations and the dashed curves are from simulations with shot noise. Curves of the same color used the same numbers of neutrino particles. We find that even with increased number of particles, the neutrino power spectrum from the randomly sampled runs (dashed curves) is shot-noise dominated at all scales in the simulation box. This is because the physical power spectrum of the neutrinos at this redshift is smaller than the shot noise floor determined by particle number. We also find that for a fixed $N_{\text{side}}$, changing $N_{\text{shell}}$ does not have a very big effect, as can be seen by comparing the results from runs E$_{\text{SH10_NS1}}$ and E$_{\text{SH40_NS1}}$. The first run uses 10 radial shells, while the second uses 40 radial shells, with $N_{\text{side}} = 1$ for both. On the other hand, if we fix $N_{\text{shell}}$ and increase $N_{\text{side}}$, we move closer to the linear theory prediction for the neutrino power spectrum, and for $N_{\text{side}} = 4$, we obtain a pretty good match with theory. While there is still some noise in the neutrino power spectrum, we are able to beat down shot noise in the power spectrum by a factor of nearly $10^8$.

These results imply that at early redshifts, ensuring the isotropy of the neutrino distribution (higher $N_{\text{side}}$) is more important than sampling the Fermi-Dirac distribution finely (higher $N_{\text{shell}}$). This is not very surprising, because at early times, all the radial velocity shells redshift in the same way. It is therefore possible to accurately reconstruct the Fermi-Dirac distribution with a small number of points. This would no longer be true if each velocity shell behaved differently, as will happen at low redshifts, and we explore this behavior in detail in the next section.

### 4.2 Low redshift

We looked at the neutrino power spectrum at high redshifts to demonstrate the ability of our method to eliminate Poisson noise from the simulations. However, this is currently not directly observable, so at low redshifts, we shift our attention to the total matter auto power spectrum, and the neutrino-CDM cross power spectrum. In this section, we perform a study of the two spectra at $z = 0$ for various parameter choices. We compare the results from these simulations to simulations which have shot noise in them, as well as to various fitting functions from literature.

To compute the matter power spectrum, we can first define the matter overdensity field in terms of the overdensity fields of the CDM component ($\delta_c$) and the neutrinos ($\delta_\nu$) as

$$\delta_m = f_c \delta_c + f_\nu \delta_\nu$$  \hspace{1cm} (4.1)
where $f_c$ and $f_\nu$ are the fractions of the total matter density that is in each component. That is,

$$f_c = \frac{\Omega_c}{\Omega_c + \Omega_\nu}; \quad f_\nu = \frac{\Omega_\nu}{\Omega_c + \Omega_\nu}.$$  

(4.2)

The matter power spectrum is then given by

$$P_{mm} = f_c^2 P_{cc} + 2f_c f_\nu P_{c\nu} + f_\nu^2 P_{\nu\nu},$$  

(4.3)

where $P_{cc}$ and $P_{\nu\nu}$ are the auto-spectra of the CDM and neutrino fields, and $P_{c\nu}$ is the cross-spectrum.

For the simulations considered here, we generate the initial conditions for the CDM particles from a $512^3$ grid. As in the previous section, all simulations were initialized at $z = 99$. For the neutrinos, we explore a range of parameters allowed by computational resources. We vary both $N_{\text{shell}}$ and $N_{\text{side}}$, as well as the size of the grid on which the initial conditions for the neutrinos are generated. The last is to study the effects of the Nyquist frequency of the neutrino particles on the different observables. We concentrate on $\sum m_\nu = 0.15\text{eV}$, with individual masses $m_i = 0.05\text{eV}$. We also present some results for the case $\sum m_\nu = 0.3\text{eV}$, with $m_i = 0.1\text{eV}$.

The results of the various runs are summarized in Fig. 3. We choose the run $\text{LU\_SH10\_NS2}$ as our fiducial run. This run has $N_{\text{shell}} = 10$, $N_{\text{side}} = 2$, and a $128^3$ grid was used to generate the neutrino initial conditions. This run also uses unequal neutrino particle masses to allow better resolution of the slow-moving shells from the Fermi-Dirac distribution. If we look at the ratio of the matter power spectrum for various runs compared to the fiducial case (the left panel of Fig. 3), we find that it is remarkably well converged. The run with $N_{\text{side}} = 1$, $\text{L\_SH5\_NS1}$ is somewhat noisy on large and intermediate scales, but agrees well with the fiducial run on small scales. Since this run ($\text{L\_SH5\_NS1}$) used a $256^3$ grid to generate the neutrino initial conditions, the agreement at larger values of $k$ implies that, at least on the scales we are interested in, increasing the neutrino grid size beyond the fiducial value, does not affect the computation of the matter power spectrum. Increasing $N_{\text{side}}$ from 2 to 4 produces very little change, with the noise level at about 0.2%.

Similarly, we find that as we increase $N_{\text{shell}}$ while keeping fixed the other parameters, the ratio of the matter power spectrum barely changes. In terms of the matter power spectrum alone, therefore, as long as $N_{\text{side}}$ is larger than 1, the result is well-converged on all scales. This suggests that, just like at high redshifts, it is important that the neutrino distribution is isotropic to a certain degree. We also point out that for all the runs, the mean of the ratio is very close to 1, implying that the matter power spectrum is insensitive to whether we use equal mass neutrino or neutrino particles with unequal masses, as is the case with the fiducial run $\text{LU\_SH10\_NS2}$. While the matter power spectrum is, of course, the most important observable that is affected by the presence of massive neutrinos, and that can be calculated from these simulations, we also look at the cross-power spectrum between the CDM and the neutrino fields. While this quantity may not be directly observable, it is an important piece to model the total matter distribution and the non-linear coupling between CDM and neutrinos. The results of this investigation is presented in the right panel of Fig. 3. As with the matter power spectrum, we present the ratio of the cross spectrum normalized by the cross spectrum from the fiducial run $\text{LU\_SH10\_NS2}$. We find that as $N_{\text{side}}$ is increased from 1 to 2 to 4, while keeping $N_{\text{shell}}$ fixed at 5, the mean behavior does not change. There is some amount of noise about the mean as we change $N_{\text{side}}$. 
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Figure 3. We look at the convergence of the low redshift results with different number of radial shells into which the Fermi Dirac distribution is divided, and different number of angular directions in which the neutrinos can move initially. The matter power spectrum (left panel) is well converged for most choices of parameters. For the CDM-ν cross-power spectrum, we find that $N_{\text{shell}}$ is important to resolve the full clustering of neutrinos. Having higher resolution on the lower velocity shells helps with the convergence tests. The fiducial simulation used here is LU_SH10_NS2.

There is, however, a trend in the mean behavior as we increase $N_{\text{shell}}$ for a fixed $N_{\text{side}}$. We find that for $k \geq 2 \times 10^{-2} \ h/\text{Mpc}$, the magnitude of the cross spectrum increases as we increase the number of radial shells that are used to split up the Fermi-Dirac distribution from 5 to 10 - going from L_SH5_NS2 to L_SH10_NS2. While we have not plotted it in the figure to reduce the number of curves, this trend continues as we further increase $N_{\text{shell}}$ from 10 to 20. This indicates that at late times, the clustering of the neutrinos about the CDM field, as measured by the cross spectrum, is dominated by the slowest moving neutrinos, as expected from theoretical calculations [58], and disproportionate to the phase space “mass” in these particles. To clarify, we find this trend in the simulations run with equal neutrino particle masses. For these runs, we divided up the initial Fermi-Dirac distribution such that the different shells covered equal volumes in phase space - i.e. there is more resolution in near the peak of the initial Fermi-Dirac distribution than either at the high-velocity tail or the low-velocity end of the distribution. However, at low redshifts, the slowest moving neutrinos will be the ones whose motion is most affected by the gravitational potential sourced by the CDM field, and they contribute the most to the cross correlation power spectrum that we measure from the simulations.

This motivates us to consider situations where there is more resolution on the low velocity end of the Fermi-Dirac distribution, while also indicating that we do not require much resolution for the higher velocity parts of the distribution. This is exactly what we do for the runs with unequal neutrino particles mass - we use the function $g(p)$ as outlined in §2 to ensure that the lower velocity parts of the distribution are populated by larger numbers of particles in the simulations. When we do this, we find that we get convergence in the cross correlation spectrum by using $N_{\text{shell}} = 10$ (fiducial run), as the result does not change much when we increase $N_{\text{shell}}$ to 20 (LU_SH20_NS2). We also find that the result is not very sensitive
Figure 4. The left panel shows the ratio of the matter power spectrum from simulations with shot noise to the same quantity from simulations without shot noise. The right hand panel shows the same for the cross-spectrum between CDM and neutrinos. The two cases considered are $\sum m_\nu = 0.15$ eV and $\sum m_\nu = 0.3$ eV. We find that simulations with shot noise introduce extra noise in the matter power spectrum on large scales, while the small scales are not very affected. The mean behavior of the cross correlation spectrum is also consistent between the simulations with shot noise and those without.

We have thus demonstrated the convergence of the results of our simulations, in terms of the matter power spectrum and the CDM-neutrino cross-power spectrum, as a function of the free parameters of our method for generating initial conditions. As the next step, we compare the results from these simulations to those produced by the same N-body method, but with previous methods of generating initial conditions. As discussed previously, the older method samples the thermal velocity distribution randomly, which leads directly to the shot noise in the neutrino density field. Comparing the results from the two methods, is therefore a direct way of testing the effects of the shot noise on different observables. To clarify, we will compare the results of the fiducial simulations LU2_SH10_NS2, and LU3_SH10_NS2, to the runs with random velocities. We also point out that the simulations with random velocities will, in general, have lower numbers of neutrino particles compared to the runs mentioned above, since these runs are usually initialized with 1 neutrino particle per grid point on the initial conditions grid. We also compare two different scenarios - one where $\sum m_\nu = 0.15$ eV, and the other where $\sum m_\nu = 0.3$ eV. This helps us understand how the simulations compare as $f_\nu$ is varied. In both cases, we focus on the degenerate scenario, where each mass eigenstate has the same mass.

We first compare the ratio of the total matter power spectrum at $z = 0$ from the two simulations. We find that the largest differences on the matter power spectrum from the two sets of simulations is on the larger scales, or small wavenumber. The power spectrum...
of the simulations with shot noise is noisy on large scales, and its magnitude is larger than that expected from cosmic variance. This is because at high redshifts the neutrino density is completely shot-noise dominated, on all scales in the box. On the other hand, in our method, the large scales do not suffer from any discreteness effects. The magnitude of the noise in the ratio of the matter power spectrum is relatively small, of the order of 1%, and increases with $f_\nu$, as illustrated in Fig 4. We note that achieving sub-percent precision in simulations is mandatory in order to pin point percent-level effects like the ones in [32, 34, 59]. Interestingly, on small scales, the matter power spectrum from the two sets of simulations agree extremely well, even though these are exactly the scales on which shot noise has the most effect on the neutrino density field. This can be understood from Eq. 4.3. On small scales, neutrinos barely cluster so the dominant term is the CDM auto-power spectrum. The standard method induces a shot-noise term only in the neutrino-power spectrum, as the cross-power spectrum does not suffer from this. The contribution of the neutrino shot-noise to the matter power spectrum is however weighted by $f_\nu^2$, so for realistic neutrino masses this contribution to the matter power spectrum on small scales should be sub-dominant. It is however reassuring that simulations with two different setups, and very different discreteness effects in terms of sampling the neutrino distribution function agree so well for this important quantity.

Next we compare the cross-power spectrum between CDM and neutrinos. We find that for both mass scenarios considered, the fiducial run using the new initial conditions agree well with the cross-spectra from runs with shot noise on all scales of cosmological interest. As can be seen in the right panel of Fig. 4, the mean behavior matches well, but there is some scatter between the two. Since our fiducial run was chosen such that the cross-correlation spectrum was converged with respect to various parameters of our initial conditions scheme, this implies that the random sampling of the initial distribution is able to capture the correct cross-correlation, which is dominated by the lower velocity end of the initial distribution function. It should also be pointed out that the random sampling also requires fewer particles to capture the correct cross-correlation.

Overall, we conclude that the main effect of shot noise in the neutrino density field is that the matter power spectrum becomes somewhat noisy on large scales. Using the initial condition generation scheme outlined in this paper, therefore, can help reduce the sample variance of simulations with massive neutrinos. On small scales, the effects of shot noise is hardly measurable. As long as the contribution of the neutrinos to the gravitational potential is sub-dominant to CDM, shot noise in the neutrino density field should not be correlated with fluctuations in the CDM field. This is exactly what we find - the cross-power spectrum of the CDM and neutrinos do not show the effects of shot noise that is clearly seen in the neutrino auto power spectrum.

We now explore how the results from our simulations compare to various fitting functions and related approaches which seek to capture the effect of massive neutrinos on cosmological observables like the nonlinear matter power spectrum. The effects of massive neutrinos on the matter power spectrum was incorporated into the HALOFIT framework ([60, 61]) in [30]. This method modifies the HALOFIT prescription for $\Lambda$CDM cosmologies by including terms proportional to $f_\nu$. It also takes the total matter power spectrum from linear theory as the input, rather than the cold dark matter part only. [35] suggested an alternative way to describe the effects of massive neutrinos on the total matter power spectrum. Instead of providing the linear matter power spectrum as an input to HALOFIT, the authors suggested that only the linear CDM power spectrum be used as the input to the original HALOFIT (i.e. the one without a correction for $f_\nu$). The resultant non-linear CDM power spectrum would
Figure 5. Ratio of the fully nonlinear power spectrum at $z = 0$, for cosmologies with massive neutrinos to the cosmology with no massive neutrinos. The simulation results are compared to the prediction from HALOFIT modified for massive neutrinos [30], and the recipe in [35]. In the $\sum m_\nu = 0.15\,\text{eV}$ case, we find very good agreement on large scales with both fitting formulas, with the latter doing somewhat better down to smaller scales. For $\sum m_\nu = 0.3\,\text{eV}$, there are slightly larger differences between the results from the simulations and the two fitting formulas on smaller scales.

Comparing the matter power spectrum at $z = 0$ from our simulations to the fitting functions above, we find excellent agreement on large scales, seen in Fig. 5 for both $\sum m_\nu = 0.15\,\text{eV}$ and $\sum m_\nu = 0.3\,\text{eV}$. We note that there is very little scatter on large scales, in contrast to simulations with shot noise. There are differences of a few percent on smaller scales, and we find that the prescription in [35] provides a slightly better fit out to higher values of $k$.

We also compare the results of our simulations to the predictions from the Cosmic Emulator from [62]. For $\sum m_\nu = 0.15\,\text{eV}$ and for degenerate neutrino masses, we find that there is a significant difference between the two even on large scales, as shown in Fig. 6. We find this difference arises from the fact that the emulator only takes $\omega_\nu$ as the input to parameterize neutrinos. $\omega_\nu$, of course, depends on the sum of the neutrino masses, $M_\nu = \sum_i m_{\nu_i}$, but is insensitive to the individual masses $m_{\nu_i}$. Our first set of simulations were run with three degenerate neutrinos, each with mass $0.05\,\text{eV}$. However, when we change the parameters of our simulations to run for a single massive neutrino species of mass $0.15\,\text{eV}$, we find good agreement between the predictions of the emulator and our simulations, as illustrated in Fig. 6.

This result is interesting, since it tells us that, in principle, we could be sensitive to the individual masses of the neutrino species, along with the total mass. This idea has been explored in literature in the context of determining the neutrino mass hierarchy [63, 64]. By comparing the different scenarios in Fig. 6, we can see that the total amount of damping does depend on the sum of the masses of the neutrinos, though there are small differences in the

\[ P_{mm}^{HF} = f_c^2 P_{cc}^{HF} + 2 f_c f_\nu P_{cc}^L + f_\nu^2 P_{\nu\nu}^L, \]
Figure 6. Comparison of simulation results to the predictions of the Cosmic Emulator in [62]. The emulator takes in only $\omega_{\nu}$ as an input, and assumes that this is due a single massive species, and is able to match simulations (green) with the same assumptions. However, for the same total mass, the Emulator cannot match the degenerate neutrinos scenario from the simulations (red) even on large scales.

exact amplitude. However, the scale at which the damping begins, as well as the shape of the damping on intermediate scale depends on the individual masses. This is because the mass of an individual species determines properties like the free streaming scale and transfer functions. For future surveys, where the matter power spectrum will be measured at the percent level, it will be important to explore this systematic carefully both in forecasts, as well as in the analysis. To get to the accuracy levels required for these surveys, the effect of neutrinos cannot then be captured effectively by the variation of one single parameter which only depends on the total mass of the three neutrino species, across the whole range of allowed masses and splittings. For example, if the sum of neutrino masses is close to the minimum value allowed by oscillation experiments ($\sim 0.06\text{ eV}$), the single species is a better approximation than the degenerate mass approximation. On the other hand, if the sum of masses is much higher than the individual mass splittings, then the degenerate mass approximation is accurate, and the single species approximation will be incorrect. Since we do not want to assume, a priori, which regime we are in, the analysis needs to take into account the effects of different mass schemes for the same total mass of neutrinos.

5 Evolution of velocity shells

We now discuss the evolution of individual neutrino shells in velocity space. A “shell” consists of all neutrino particles from a given radial bin in velocity-space, or all particles with the same velocity magnitude in the initial conditions, as described in §2. As long as the initial particle IDs for the neutrino particles are assigned carefully, it is simple to reconstruct individual shells at any later time. By studying individual neutrino shells, we can separate out how different
Figure 7. A visual comparison of the total neutrino density at $z = 0$, simulated using traditional noisy initial conditions and cloud-in-cell mass deposit (CIC, run L_rand_15, left) versus the initial conditions and simplex-in-cell (SIC, run LU_SH10_NS2) techniques presented here (§5, §3). The color bar applies only to the SIC panel; we had to arbitrarily adjust the density range in the CIC panel in order to make the overall density field visible over the noise. The maps are projections through a $1000 \times 1000 \times 8$ Mpc/h slab, normalized to the mean density. We immediately see two major features: First is the much lower noise present in the SIC map, with physical features easily visible. Second is the pattern of “streaks” visible at discrete angles in the SIC map. This is a result of the finite number of bulk velocity directions available in this method for IC generation (see §2). Neutrino streams tend to fall into massive structures preferentially along these directions. See Figure 8 for a map of a single one of these directional bins. We reiterate that the orderly nature of the IC generation described here allows us to uniformly discretize Lagrangian space and apply the SIC technique for interpolating mass between tracer particles.

parts of the initial Fermi-Dirac distribution are distorted by the gravitational potential chiefly determined by the Cold Dark Matter part of the matter distribution.

We generate density maps for each neutrino sheet (each velocity direction within a shell, of which there are $12 \times N_{\text{side}}^3 \times N_{\text{shell}}$ total) using the simplex-in-cell technique (SIC). By analogy with cloud-in-cell (CIC), this is a method of mapping mass from N-body particles to a Cartesian grid. It has been shown in [65] that new physical insights can be gained by treating Cold Dark Matter as a 3-dimensional manifold in a 6-dimensional phase space, the “phase-space sheet” (PSS) approach. Practically speaking, this scheme demotes N-body particles to Lagrangian flow tracers and interpolates mass between the tracer particles, rather than concentrating mass at particle locations. This gives a smooth density field that is a more realistic representation of the true underlying phase-space structure.

In this application, we connect cubes of 8 N-body particles (in the initial conditions and Lagrangian space) as the mass elements in our post-processing discretization. Each neutrino sheet in the velocity discretization (as discussed in §2) thus consists of a periodic Lagrangian grid of mass-carrying cubes. As described above, the same 8 particle IDs remain associated with the same cube for all time, so that the interpolated mass follows the bulk flow for its neutrino sheet. During the mass remapping step, each cube is refined recursively into
tetrahedra using standard trilinear interpolation until each is smaller than $0.1 \times \Delta x$, where $\Delta x$ is the grid resolution. Each tetrahedron is then passed to the remapping kernel, which uses the geometric intersection between a homogeneous tetrahedron and the cubical cells of a Cartesian grid to apportion mass into the final density map. This gives a smooth density field which is continuous everywhere and conserves total mass. This allows us to recover continuous density maps on a $1024^3$ grid, even after simulating only $128^3$ particles per neutrino sheet.

The kernel to this algorithm is the geometric remapping technique of [66]. The remapping algorithm is designed to map mass from a tetrahedral mass element, in this case with constant mass and density inversely proportional to the volume, to a grid of cubical cells. This is done using the exactly reconstructed polyhedral intersections between each tetrahedral mass element and each cell of the grid. The resulting density field is geometrically precise, mass-conserving, and naturally anti-aliased. The algorithmic details are complex for a robust floating-point implementation; the most recent description is [67]. Prior to this work our software package, the Phase Sheet Intersector (PSI), has been applied successfully in several contexts, including analysis of N-body simulations [66, 68], evolution of the Vlasov-Poisson system [69, 70], and the study of cold plasmas [71].

The PSS approach as previously applied takes advantage of the coldness of the fluid in question, which can be modeled as a 3-manifold embedded in the 6D phase space. For neutrinos, there is the additional complication that the initial phase space does not form a single 3-dimensional manifold in 6-dimensional phase space. This arises straightforwardly from the fact that the temperatures of the neutrinos is high compared to the bulk motion. However, since neutrinos are essentially collisionless in the context of cosmology, we could decompose the initial 6-dimensional phase space into a set of 3-dimensional manifolds (the “sheets”), which then interact with each other and to Cold Dark Matter only through gravity. As a final step, the density maps for the individual neutrino sheets are stacked into shells, with each shell containing all sheets of the same initial velocity magnitude.

We plot the density map of neutrinos from a slice through the simulation volume on the right panel in Fig. 7. On the left panel, we plot the density field from the same volume, but from a simulation in which the neutrinos were initialized with random thermal velocities (L Rand 15). Since the SIC method is not applicable to this sort of initialization, we use the traditional CIC deposition scheme to generate the density maps. The right hand panel exhibits much lower noise compared to the left, and the physical structures are clearly visible. However, since we have used a finite number of velocity directions while initializing the neutrinos, these directions remain visible in the final density map. We note that this is because we have implemented the analog of the “horizontal streams” discussed in [71], where each velocity shell produces its own density field, and the total density field is just a sum over the density fields of all shells. Instead of using horizontal streams, one could use “vertical streams”, also defined in [71]. In this case, the phase space sheets are connected along the velocity direction - i.e. all particles that started off at the same position but with different velocities now form a connected sheet. To produce the density maps of each sheet, one has to therefore interpolate in velocity space. This should lead to a smoother stacked density map despite having finite number of velocity magnitudes and directions. We plan to investigate this in detail in future work.

In Fig. 8, we present the time evolution of density field, but this time using only one of the velocity directions chosen using HEALPIX. To generate this density field, we have summed over the different velocity magnitudes. The velocity direction is shown with the black arrow in the upper left frame. As expected, the clustering in the neutrinos increases with time, as is
Figure 8. Time-evolution of the neutrino density for a single initial velocity direction; this is the sum of all neutrino shells (velocity magnitude bins) for HEALPIX pixel 9 from run LU_SH10_NS2 (see §2, §3). The bulk velocity is shown by the arrow in the upper-left frame. The CDM density is given by the black contours. Thin, thick contours correspond to \( \log_{10}(1 + \delta_{\text{CDM}}) = 0,1 \) respectively. All maps are projections through a \( 250 \times 250 \times 8 \) Mpc/h slab, normalized to the mean density. We use the simplex-in-cell (SIC) method (§5) to generate smooth and accurate density maps from Gadget particle data.

correlated with the clustering of the CDM component shown in black. Since the neutrinos fall in along one direction, the visible structures at \( z = 0 \) are all elongated along this direction.

Using the density maps, we study the evolution of the dimensionless power \( (k^3 P(k)/(2\pi^3)) \) for each shell at different redshifts - we concentrate on \( z = 49 \) and \( z = 0 \) as being representative of high redshift and low redshift behavior, respectively. Even though all the sheets started off with the same initial conditions at \( z = 99 \), the left panel of Fig. 9 shows that, even at high redshifts, the power in each shell is different. As expected, the power in the slower
Figure 9. Dimensionless power of different shells of neutrinos at $z = 49$ (left panel) and at $z = 0$ (right panel) from the simulation LU_SH10_NS2. The slower neutrino shells always have higher power, and their power at small scales (large $k$) is enhanced at late times. The feature in the faster shells on the right panel near $k = 0.8 h/\text{Mpc}$ is an artifact of the original grid size. For the slower shells, the physical power is larger than the grid artifact, and hence does not appear for them. Blue corresponds to neutrino shells with slow bulk velocity, and red corresponds to fast-moving shells.

Shells is higher at a given redshift when compared to the power in faster shells. This is a direct consequence of the fact that the shells have different thermal velocities, and therefore, a different effective “sound speed”. However, at such high redshifts, the sound speed of each shell is given roughly by the unperturbed Fermi-Dirac distribution. The sound speed of the shells therefore redshift in the same manner, and the offsets between the different sheets seen in Fig. 9 (left panel) do not grow significantly at high redshifts. This fits well with our finding in §4.1 that we do not need many neutrino shells at early times to follow the evolution correctly.

At low redshifts, however, we expect more complicated behavior in terms of the evolution of the neutrino shells. The largest scales still evolve in the same way for the different shells. But on small scales, the slower shells are expected to respond more strongly to the gravitational potential which is mainly sourced by CDM, whereas the faster shells are still relatively unaffected. We see this in the right panel of Fig. 9, where the shape of the power spectrum of the slowest shell is quite different on scales of $k \sim 0.1 h/\text{Mpc}$ to $k \sim 1 h/\text{Mpc}$ compared to the faster shells.

The effect of the gravitational potential on different shells at low redshift becomes clear when we examine the velocity distribution function (VDF) of the shells from the simulation LU_SH10_NS2. When the initial conditions are generated, the distribution function of each shell is a Dirac delta function at the velocities given by Eq. 2.3, as can be seen by the dashed curves in Fig. 10. At $z = 0$, the distribution functions are modified, as illustrated by the solid curves. In particular, the distribution functions of all the shells broaden, with the slower shells broadening much more than the faster ones, in agreement with previous works [72]. It is interesting to note that for the fastest shell, the total amount of broadening about the initial velocity is roughly $10^5 \text{km/s}$, roughly the velocity dispersion of the largest galaxy clusters. The slow shells have a significant fraction of particles which get sped up by many multiples
To understand these high velocity tails, we compute the quantity \((v - v_0) \cdot v_0 / |v_0|^2\) for particles in every shell, and plot the mass-weighted distribution of this quantity in Fig. 11. Here, \(v_0\) represents the original velocity of the neutrino particle, but whose magnitude has been scaled to account for the decay of peculiar velocities with redshift. For neutrino particles which are not captured by the captured by gravitational potentials, but are instead just sped up or slowed down by a small amount along the original direction of motion of the neutrino particles, we expect \((v - v_0) \cdot v_0 / |v_0|^2\) to be relatively small. This is clearly illustrated by the fastest neutrino shell, which shows the smallest deviation from 0 in Fig. 11. For particles which are actually captured by the gravitational potentials, there are two effects. The first is that the magnitude of the total velocity of the particles can change by an amount much larger than the magnitude of the original velocity of the particle. The second effect is that the direction of the velocity of the particle at \(z = 0\) is not correlated with the original velocity direction of the particle when the initial conditions were generated. The first effect is illustrated by the large broadening of the distribution for the slower neutrino shells. The second effect shows up as the asymmetry of the distribution function about 0 - i.e. particles which have been captured have, at some point in their trajectory, changed their direction of motion with respect to the original velocity.

To check that the large change in the velocities of neutrino particles occurs in regions where the CDM density, and therefore the potential, is much larger than the background value, we plot the local CDM density of each neutrino particle vs. its own velocity in Fig. 12. Once again, for the high velocity shells, the local CDM density does not produce a significant change in the equal mass contours plotted in Fig. 12. For the slower shells on the other hand, we find that the shapes of the equal mass contours are very different in underdense vs. overdense regions of CDM. For a given shell, many more of its fastest particles can be found
Figure 11. The distribution of changes in velocity for each neutrino shell. Note that the low-velocity shells are much more susceptible to broadening of the VDF due to interactions with massive galaxy clusters.

Figure 12. The mass-weighted distribution of neutrinos in the space of neutrino velocities and CDM density at $z = 0$. Contours are drawn for the total mass fraction in each sheet outside of each contour. The grayscale image is logarithmic in the PDF, and is meant to guide the eye through the tails of the total distribution. Note that the low-velocity shells tend to spread towards regions with higher CDM density.

in regions of the simulation volume where the CDM density is high compared to those regions
of low density.

This technique therefore enables us to follow the evolution of the distribution function of the neutrinos in different environments in a systematic manner. Since the original thermal velocities for all neutrino particles in the simulation come from a finite number of pre-determined values, it is easy to follow how different parts of the original Fermi-Dirac distribution are modified as result of gravitational interactions with CDM. It is interesting to note that even for neutrino masses as low as \(0.05\) eV for individual species, there is significant clustering of the slower shells in our simulations. We found this in the cross-correlation power spectrum discussed in §4, as well as in the broadening of the distribution function shown in Figs. 10, 11, and 12. Studying this clustering of neutrinos can be useful in the context of experiments like PTOLEMY \cite{73}, which attempt to make direct detections of the cosmic neutrino background.

6 Summary and Discussion

We have presented a new method for generating initial conditions for cosmological simulations with massive neutrinos as an extra set of N-body particles. Previous methods for generating such initial conditions were plagued by Poissonian shot noise arising from the streaming of neutrino particles. The method presented in this paper is able to eliminate this shot noise by choosing appropriate initial conditions. We achieve this by sampling the Fermi-Dirac distribution, from which the thermal velocities of the neutrinos are drawn, in a regular manner, as opposed to randomly sampling it, as was done previously. We divide the Fermi-Dirac into intervals to choose the magnitude of the velocity of neutrinos, and the directions of the neutrino particles are chosen following the HEALPIX algorithm. The crucial point here is that the same values are repeated over all points on the grid on which the initial conditions are generated. This ensures that the number of neutrino particles moving in and out of various regions of the simulation volume is no longer random - this being the source of the Poisson noise seen in previous simulations.

Of course, this method has its own discreteness effects - namely the fact that we choose finite number of points to sample the initial distribution function and a finite number of directions in which we add the thermal velocities to the neutrino particles. We have investigated how the different choices of parameters in our current method affect the high-redshift neutrino power spectrum, and the matter power spectrum and CDM-neutrino cross correlation spectrum at \(z = 0\). At high redshifts, as long as the initial distribution is roughly isotropic, the simulations can match linear theory predictions for the neutrino power spectrum. The number of shells into which we divide the Fermi-Dirac distribution is not very important in this regime. At low redshifts, while considering the matter power spectrum, the results from the simulations are well-converged with respect to various parameters of our method. However, when we consider the cross spectrum, which measures how correlated the clustering of the neutrinos is with respect to CDM, we find that we need to sample the lower end of the initial Fermi-Dirac distribution well in order to achieve convergence. We find that the slow-moving neutrinos contribute most to the cross correlation, disproportionate to the initial phase space volume that they occupy.

When we compare the results of the simulations run with these initial conditions to simulations with shot noise in the neutrinos, we can essentially isolate the effects of shot noise on various observables. As mentioned earlier, this provides an extremely valuable check on the results of various neutrino simulations run using the N-body method. We note that while
the new method does use more neutrino particles than is used currently, the new method
is far more effective at removing shot noise than by just increasing the number of particles
while using existing methods to assign thermal velocities to neutrino particles. For example,
using $\sim 1000^3$ neutrino particles, this method is able to better the shot noise levels of the
largest current neutrino simulations [37] ($\sim 13000^3$ neutrino particles) by at least three orders
of magnitude. For the matter power spectrum, we find that there is virtually no difference
between the two sets of simulations on small scales, even though this is exactly where the shot
noise issue is most dominant for neutrinos. This confirms that the neutrino power spectrum
is so damped on these scales that even large amounts of noise in it will be sub-dominant, and
not show up in observables like the matter power spectrum. However, we find that using the
“noiseless” initial conditions reduces the noise on large scales. This is because in the “noisy”
simulations, even the largest scales in the simulation box are affected by shot noise at early
times, and the effect of this is imprinted onto the late time matter power spectrum. Looking
ahead, this reduction in the noise will be useful in beating down the sample variance of massive
neutrino simulations. In terms of the cross-correlation, we find that the random sampling of
the initial Fermi-Dirac distribution is quite effective in being able to follow the clustering of
the low end of the velocity distribution.

Given that our results mostly match those from previous simulations, it is not surprising
that we also find a close match between our results and various fitting formulas and emulators
in literature trying to capture the effects of massive neutrinos on the nonlinear matter power
spectrum [30, 35, 62]. This is especially true at large scales. We also point out that the
damping of the power spectrum can be sensitive to what the individual masses of the neutrino
mass eigenstates are, in addition to the total mass. Individual neutrino masses set the free
streaming mass, which determines the scale at which the damping due to neutrinos starts
becoming effective. While this has been known, we point out that in certain situations, the
difference between a single massive neutrino species, and the degenerate scenario, for the same
total mass, can produce differences which could be measurable in future surveys [42–45]. This
means that using a single parameter, such as the total mass, to capture the effects of neutrino
mass in the forecasts and analysis for these surveys may no longer be sufficient.

By suitably ordering the particle IDs in the initial conditions, we can also follow the
evolution of the individual “shells” into which we divide the Fermi-Dirac distribution. This
is done by modifying the “phase-space sheet” outlined in [65] to account for the initial ve-
clocity distribution function of neutrinos. We find that even for light neutrino species, there
are can be significant clustering for the slow shells. This is especially true in regions where the
density of CDM itself is large - i.e. inside dark matter halos. This method, therefore, can be
extremely useful in understanding the modification of the distribution function of neutrinos
as a function of the local environment. It is also useful to study the enhancement of the local
neutrino density in dense environments, in the context of experiments which seek to detect
the cosmic neutrino background [73]. In this context, we point out that in this paper, we
have used a scheme analogous to the “horizontal streams” outlined in [71]. While this scheme
already outperforms the existing methods for the generation of initial conditions for neutrino
particles, some of the discreteness effects associated with it (such as the discrete initial veloc-
ity magnitudes and directions) can be alleviated by implementing “vertical streams” scheme
outlined in [71]. In that scheme, density reconstructions involve interpolations in velocity
space, smoothing out the effects of having a finite number of sample points. We plan to
explore these directions in more detail in future studies.
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