Construction of Student model based on BP neural network

Yunxiang Liu
School of Computer Science and Information Engineering
Shanghai Institute of Technology
Shanghai, China
yxliu@sit.edu.cn

Yuanyuan Zhang
School of Computer Science and Information Engineering
Shanghai Institute of Technology
Shanghai, China
Zhyuyu0424@163.com

Guoqing Zhang
School of Computer Science and Information Engineering
Shanghai Institute of Technology
Shanghai, China
749229869@qq.com

Abstract: With the development of personalized learning, the construction of student models is becoming more and more important. At present, there are still problems in the student model that the characteristics are single and the indicators of each dimension are not clear. In this paper, learners will be analyzed from the perspective of student characteristics. And BP (Back Propagation) neural network algorithm will be used to establish a personalized student model. This paper first constructs the feature system of the student model from six dimensions. Secondly, the initial data is obtained through questionnaire survey, and the data is initialized to obtain 30 feature vectors as input to BP neural network. The output of the network is a learner type, which is divided into 36 categories. The construction of the student model will have certain practical significance for realizing the effectiveness of personalized education in distance education.

Keywords: Student Model, Personalized Learning, BP Neural Network, Student Characteristics

A. INTRODUCTION

With the rise of educational big data and the development of online courses, personalized learning has become a research hotspot in the field of education. The student model is the basis for the realization of personalized learning in online courses and the core component of the intelligent education system. Student characteristics are key factors in the student model. The integrity and accuracy of features are directly related to the generation of effective individualized learning programs, which affects the learning efficiency and enthusiasm of learners. Therefore, research on student characteristics, modeling techniques, etc. in the student model is crucial.

The earliest foreign student model was proposed by Carbonell in 1970, which uses semantic networks to represent domain knowledge. At present, the common foreign student model have Overlay model, Differential model, Perturbation model, Stereotype model, Constraint-based model, Bayesian model, Fuzzy Student model, Machine Learning model, etc. These models are mostly in a state of knowledge of learners, learning styles or meta-cognitive characteristics as a reference, using different modeling methods to build models, so as to realize individualized teaching. For example: Dynamic Bayesian networks are used to construct student models to represent multiple skills in one model [1]. Ciolacu et al. (2018) used an early recognition system based on machine learning algorithms to predict the final grades of students before the final exam compared with foreign countries, the research on the construction of personalized student model in China is based on the reference of foreign literature, mainly for three aspects.

The first is to theoretically describe the student model or empirically study one or several features. For example: Sun & Zhang (2017) describe learners from four dimensions: individual attribute, cognitive ability, learning style and learning attitude [3]. Mou & Wu (2019) designed a six-dimensional feature analysis model, combined with scene-aware modeling method and frequent sequence mining algorithm to construct a personalized student model with scene characteristics [4]. The second is the construction of a student model based on modeling techniques. Wang (2017) uses coverage modeling technology and data-driven technology to construct a student model for learners’ knowledge state, knowledge level, learning behavior and other personality characteristics, and update it in real time [5]. The third is the static and dynamic student model. For example, Li (2017) constructed a dynamic student model by using data mining technology to personalize the learning materials to learners [6].

This paper proposes a student classification model based on BP neural network by studying the related literature and examples of student models. The article will introduce the BP neural network student model from the three aspects of student feature index system construction, model construction and model validation.

II. STUDIES ON CHARACTERISTIC INDEX SYSTEM

At present, there is no uniform definition of student models, and researchers have different understandings of the construction of student models from different perspectives. In response to this problem, domestic and foreign authorities have issued relevant student model specifications: IMS LIP (Global Learning Consortium Learner Information Package)
specification\textsuperscript{[7]}, IEEE PAPI (Public and Private Information) specification\textsuperscript{[8]}, CELTS -11 specification\textsuperscript{[9]}.

In order to accurately describe the true state of learners in online courses, this paper builds a learner’s characteristic index system based on the CELTS-11 student model specification. This learner information structure is divided into six dimensions, including the dominant and recessive features of the learner, which can fully represent the learner’s true learning state.

A. Demographic characteristics

In the study of demographic characteristics, Wang (2006) et al. attributed the experience to demographics\textsuperscript{[10]}. However, experience often has an important influence on learners' cognitive ability and learning style. Therefore, this article does not study empirical features separately. At the same time, age and gender are included in cognitive ability and academic qualifications, and no separate study is needed. Demographic characteristics of this paper are shown in the figure below.

![Fig.1 Demographic characteristics](image)

B. Learning motivation

Learning motivation is a motivational tendency to initiate and maintain students' learning behaviors and to point them to certain learning goals. Learning motivation plays an important role in the formulation and implementation of learners' learning strategies. In order to be close to the real motivation of learners, this paper uses a research result of Tsinghua University Education Research Institute. The study of learner motivation is based on the “XuetangX” learners, and through the machine learning method, the motivation texts of MOOC (massive open online courses) learners are self-filled\textsuperscript{[11]}. Learning motivation feature information is shown in Fig.2.

C. Learning style

Learning style is a way for learners to express their personal characteristics when studying and solving learning tasks. In the process of online learning, providing learning strategies or learning materials that are appropriate to the learner's learning style will enhance the learner's interest in learning. At the same time, it is beneficial to improve the learning efficiency of learners. This paper uses the classic learning style measurement method - Solomon Learning Style Scale\textsuperscript{[12]} to investigate the learner's learning style. The learning style feature map is shown in Fig.3.

![Fig.2. Learning motivation characteristics information](image)

![Fig.3. Learning style feature map](image)

D. Cognitive ability

Cognitive ability is the ability of the human brain to process, store and extract information. And it is the most important psychological condition for people to complete activities. The strength of cognitive ability determines the difficulty level of the course suitable for the learner. It is also a prediction of the learner's ability to learn. The cognitive abilities related to work and learning are language ability, calculation ability, perception ability, space ability, and reasoning ability. For example, a set of cognitive tests at the Princeton Educational Testing Service
Center in New Jersey. It involves test projects such as graphic matching, vocabulary comprehension, graphic categorization, and mathematical calculations, and examines cognitive abilities related to work-learning \[13\]. The cognitive ability characteristics information is shown in the figure below.

![Fig. 4. starting point capability characteristics information](image)

E. Online behavior

The online learning behavior data hides the innumerable hidden features of the learner. Mining online data can continuously improve the student's model in the system, so that it is infinitely close to the learner's real learning situation. A complete and accurate student model helps to personalize the curriculum design while helping to improve learner learning efficiency. This paper analyzes online behavior from the perspective of login, information interaction, and homework \[14\]. The online behavior information is shown in Fig.5.

![Fig. 5. online behavior characteristics information](image)

F. Information literacy

Information literacy is a kind of ability that people need in the information age. This ability can determine when information is needed and how to get information, how to evaluate and effectively use the information you need. In the online course study, the learner's information literacy will continue to affect the learner's learning mood and learning effect. Considering the reliability of the research, the information literacy of this paper refers to the information quality standards of universities in Beijing \[15\]. The information literacy standards are shown in Fig.6.

![Fig. 6. information literacy standard](image)

III. STUDENT MODEL CONSTRUCTION

In the process of learning, learners' cognitive abilities and knowledge will constantly change. However, the changes of learner are uncertain and ambiguous, and learners cannot clearly perceive the degree of change. This paper chooses BP neural network algorithm to model students, considering the following two points.

(1) The BP neural network does not need to determine the mathematical equation of the mapping relationship between input and output in advance, and only learns certain rules through its own training, and obtains the result closest to the expected output value when given the input value.

(2) The neural network is particularly suitable for processing related data when it is necessary to bring in certain conditions and the information itself is uncertain and ambiguous.

A. BP neural network working principle

BP neural network is a multilayer feed forward neural network trained according to the error back propagation algorithm. The BP neural network generally includes a three-layer network of an input layer, an implicit layer, and an output layer. In the BP algorithm, the learning process consists of two processes: forward propagation of the signal and back propagation of the error. The calculation error is output positively, while the adjustment weight and threshold are
reversed. In the case of forward propagation, the sample is passed in by the input layer, processed by the hidden layer, and passed to the output layer. If the actual output does not match the expected output, the network will automatically "learn" and turn into the error back phase. Error back propagation is to propagate the output error back to the input layer through the hidden layer, and distribute the error to all the units of each layer, so as to obtain the error signal of each layer unit. Take the method of reducing the weight of the connection for the node that caused the error. At the same time, increase the connection weight of the node making the correct recommendations. This error signal serves as the basis for correcting each unit. The algorithm iterates over and updates the weights and errors until the error in the network output is reduced to an acceptable level or to a predetermined number of learnings. The working principle diagram of BP neural network is shown below.

![BP neural network working principle diagram](image)

**B. BP neural network algorithm derivation process**

Suppose there are n training samples \( \{(x_1, y_1), (x_2, y_2), (x_3, y_3), \ldots, (x_n, y_n)\} \), and the batch update method is used to define the error function for the n samples.

\[
E = \frac{1}{n} \sum_{i=1}^{n} E_i
\]  

(1)

\( E_i \) is the training error of a single sample:

\[
E_i = \frac{1}{2} \sum_{k=1}^{m} (d_{ki} - y_{ki})^2
\]  

(2)

Wherein, \( d_{ij} \) is the desired output corresponding to the input sample \( x_i \). Available from (1) and (2):

\[
E = \frac{1}{2n} \sum_{i=1}^{n} \sum_{k=1}^{m} (d_{ki} - y_{ki})^2
\]  

(3)

Each time the BP neural network algorithm updates the weights and offsets based on the error between the output value and the expected value:

\[
b_i^{(l)} = b_i^{(0)} - \alpha \frac{\partial E}{\partial b_i^{(l)}}
\]

(5)

In the formula, \( \alpha \) is the learning rate. And it is in the range of \( (0, 1) \). The algorithm updates the weights and offsets after each iteration until the desired output is obtained.

**C. Model Construction**

1) **Parameter settings**

The training data in this paper was collected by online questionnaire survey. The 1000 data collected are divided according to the ratio of 7:3, 70% of the data is used for sample training, and 30% of the data is used for data verification. The network topology uses the classic three-layer design of BP neural network: input layer, hidden layer and output layer. The neurons in the input layer are the corresponding 30 feature vectors, and the output layer is 36 feature vectors. The 30 feature vectors corresponding to the input layer include education, learning place, cognitive ability, information literacy, 9 kinds of learning motivation, 8 types of learning styles, and 9 types of online behavior. The 36 feature vectors of the output layer are 36 learner types, such as: Master's degree in Area A, academic type, and strong ability type. The selection of the number of hidden layer nodes is very important. If the number of nodes is too small, the training effect will be poor. If there are too many nodes, the training time will be long and it will easily fall into the local minimum. Based on many experiments, the relationship between the number of nodes in different hidden layers and the model loss is obtained, as shown in the figure.

![Relationship between model loss and number of hidden layer nodes K](image)
two classifications. However, when it is back propagating, it is prone to the problem of gradient disappearance and it is impossible to complete the training of the deep network. The Tanh function works well when the features are significantly different, but it does not solve the gradient dispersion problem. The Relu function solves the partial gradient dispersion problem and converges faster than Tanh. The Softmax function is suitable for the output of a multi-class neural network. Since the cross-entropy function derivation result is relatively simple and easy to calculate, it can solve the problem that some loss function learning is slow. Therefore, the Relu function is used as the activation function of the hidden layer, and the output layer uses the Softmax activation function. Relevant important parameters are shown in Table I.

### Table I. Relevant important parameters

| Input layer node number | Number of hidden layer nodes in the first layer | Number of hidden layer nodes in the second layer | Number of output layer nodes | Activation function | Learning rate | Number of iterations |
|-------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------|--------------------|---------------|---------------------|
| 30                      | 40                                            | 40                                            | 36                          | Relu, Softmax      | 0.01          | 2000                |

Fig. 10 is a block diagram of the model training detection. The specific training and detection process is:

1. Initialize
2. Input learning model
3. Calculate the output of the hidden layer unit
4. Calculate the output of the output layer unit
5. Calculate the error of the output layer unit
6. Adjust the connection weight of the hidden layer to the output layer
7. Adjust the connection weight of the input layer to the hidden layer
8. Update the learning model
9. Whether to reach the number of training?
10. Learner weight model
11. Learner model prediction

2) Softmax cross entropy loss function

In a neural network, Softmax generally as classification task of the output layer, a plurality of neural networks obtained were normalized, so that the value obtained in (0, 1) between. Let the output of the neuron be:

\[ z_i = \sum_j w_{ij} x_{ij} + b \]  

(6)

Where \( w_{ij} \) is the jth weight of the ith neuron, \( b \) is the offset, and \( z_i \) represents the ith output of the network. The ith output value of Softmax is as follows:

\[ S_i = \frac{e^{z_i}}{\sum_k e^{z_k}} \]  

(7)

Let \( p \) and \( q \) be two distributions about the sample set, where \( p \) is the true distribution of the sample set, \( q \) is the estimated distribution of the sample set, and the estimated distribution \( q \) is used to represent the average code length of the true distribution \( p \). Definition of cross entropy:

\[ H(p, q) = \sum_i p_i \log \frac{1}{q_i} = \sum_i -p_i \log q_i \]  

(8)

Combine the concept of cross entropy function and Softmax to get the loss function of Softmax:

\[ L = \sum_i -y_i \log S_i \]  

(9)

Wherein \( y_i \) is ith category true value, only the value 0 or 1.

### IV. Model validation

A. Experimental environment configuration

The experimental environment configuration is shown in Table II.

### Table II. Experimental environment configuration

| Name                      | Related configuration |
|---------------------------|-----------------------|
| Central processor memory  | Intel(R)-CPU-E5-2620-V4, 64G |
| GPU                       | 2xNvidia TitanX       |
| GPU acceleration library  | CUDA9.0, CUDNN7.0.3    |
| Data processing           | Python                |
B. Model training and evaluation results

Pre-processing the initial data to obtain input samples of the BP neural network. The learner's degree, undergraduate, master's and doctor's degrees are respectively recorded as 0, 1, and 2; the A and B areas are recorded as 1, 0, respectively. Learning motivation and learning style data are in the same way, labeled 0 or 1. For example, if a learner participates in an online course study due to cognitive interest (learning interests and hobbies), the item is recorded as 1, otherwise it is 0. The normal distribution method is used to compare and classify learners' cognitive ability, and finally they are divided into five criteria, labeled as 4, 3, 2, 1, and 0, respectively. For the processing of online behavior data, it is divided into three criteria: positive, general and passive, which are marked as 2, 1, and 0 respectively. The data collected by information literacy is also divided into three categories: strong, general, and weak by normal distribution methods, which are labeled as 2, 1, and 0, respectively. The data are divided into six categories: strong academic ability, general academic ability, weak academic ability, strong application ability, general application ability, and weak application ability. Join the learner's academic qualifications and learning factors, and finally divide it into 36 learner types, corresponding to 0, 1, 2...35. Such as: A area, undergraduate, strong ability type corresponding output 0, B area doctor, application type, weak ability corresponding output is 35.

The collected neural network model was used to classify and predict the 300 pieces of verification data, and compared with the test results. See Table III for some comparisons. The predictive output of the student model is the learner's assessment of the type of his or her own. The actual output is the learner type that inputs the eigenvalues into the BP neural network and is output by the network. $X_1$-$X_{30}$ in the table is the 30 eigenvalues after processing, which we can see in Table 3. Of the 10 verification data randomly selected, 8 data classification predictions are correct, and only 2 data classification prediction errors. It can be seen that the learner model based on BP neural network achieves a good prediction effect, with a correct rate of 80%, with high prediction accuracy, which can better classify learners and contribute to future applications and research.

| Serial number | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|---------------|---|---|---|---|---|---|---|---|---|----|
| $X_1$         | 1 | 0 | 0 | 1 | 1 | 2 | 1 | 0 | 1 | 2  |
| $X_2$         | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1  |
| $X_3$         | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 1  |
| $X_4$         | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1  |
| $X_5$         | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1  |
| $X_6$         | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1  |
| $X_7$         | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0  |
| $X_8$         | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1  |
| $X_9$         | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1  |
| $X_{10}$      | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0  |
| $X_{11}$      | 1 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0  |
| $X_{12}$      | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 1  |
| $X_{13}$      | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 1  |
| $X_{14}$      | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1  |
| $X_{15}$      | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1  |
| $X_{16}$      | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0  |
| $X_{17}$      | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0  |
| $X_{18}$      | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0  |
| $X_{19}$      | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0  |
| $X_{20}$      | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0  |
| $X_{21}$      | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0  |
| $X_{22}$      | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0  |
| $X_{23}$      | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0  |
| $X_{24}$      | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0  |
| $X_{25}$      | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0  |
| $X_{26}$      | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0  |
| $X_{27}$      | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0  |
| $X_{28}$      | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0  |
| $X_{29}$      | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0  |
| $X_{30}$      | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0  |

| Forecast classification | 6 | 4 | 19 | 7 | 9 | 31 | 21 | 22 | 28 | 12 |
|--------------------------|---|---|----|---|---|----|----|----|----|----|
| Actual classification    | 6 | 4 | 19 | 7 | 10 | 31 | 21 | 23 | 28 | 12 |
V. CONCLUSION

Based on the experiment result, this paper establishes a BP neural network student model by constructing the learner’s feature system. The model predicts the learners and provides a basis for the learner’s personalized learning program. The characteristic system of the student model covers the implicit and dominant features of the learner and can better represent the true state of the learner. The introduction of BP neural network can predict the learning type of the learner and provide a reliable basis for adjusting the learning state. The final result shows that the model has good training effect and good classification and recognition function, and the recognition rate reaches 80%. At the same time, the model still has errors, and the number of the type of learners is small, which leads to some inaccuracies in the description of learners. In the next step, the accuracy of the model will be further improved.
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