Opportunities for Machine Learning to Accelerate Halide Perovskite Commercialization and Scale-Up
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Abstract

While halide perovskites attract significant academic attention, examples of at-scale industrial production are still sparse. In this perspective, we review practical challenges hindering the commercialization of halide perovskites, and discuss how machine-learning (ML) tools could help: (1) active-learning algorithms that blend institutional knowledge and human expertise could help stabilize and rapidly update baseline manufacturing processes; (2) ML-powered metrology, including computer imaging, could help narrow the performance gap between large- and small-area devices; and (3) inference methods could help accelerate root-cause analysis by reconciling multiple data streams and simulations, focusing research effort on areas with highest probability for improvement. We conclude that to satisfy many of these challenges, incremental — not radical — adaptations of existing ML and statistical methods are needed. We identify resources to help develop in-house data-science talent, and propose how industry-academic partnerships could help adapt “ready-now” ML tools to specific industry needs, further improve process control by revealing underlying mechanisms, and develop “gamechanger” discovery-oriented algorithms to better navigate vast materials combination spaces and the literature.

Introduction

In under two decades, researchers propelled the AM1.5 efficiency of single-junction halide perovskite photovoltaic (PV) devices beyond 25% [1-4], in addition to demonstrating competitive performance in other optoelectronic applications including light-emitting diodes and
photodetectors [5, 6]. However, few successful examples exist of commercial production at scale [7, 8]. Part of this is due to well-documented concerns surrounding perovskite instability [9, 10]. But conversations with industrial partners suggest that lesser-discussed and perhaps more mundane concerns exist, including but not limited to establishing a stable baseline process. This motivated the authors to engage in a broader and open-ended conversation with industry worldwide about the outstanding challenges they face.

Meanwhile, over the past decade, applied machine-learning (ML) methods have started to gain increased industrial acceptance, aiding complex process optimization and diagnosis [11-15]. During informal discussions with PV industry it became apparent that ML methods are slow to gain acceptance, in part because of concerns surrounding interpretability, talent accessibility, and uncertain advantages over traditional design of experiments.

These observations motivate the central questions of this Perspective: (1) What are the key barriers that industry faces to commercialize halide-perovskite optoelectronics, and (2) Can ML methods assist industry to overcome these challenges? We hope this Perspective motivates future work, especially in the field of applied ML, aiding perovskites to “see the light of day.”

**Figure 1.** Schematic of how “ready-now” machine learning tools can assist perovskite device commercialization. Techniques are labeled by the sections in which they are discussed within the text.

**What Challenges does Industry Face to Manufacture Perovskites at Scale?**

Through discussions with industry worldwide, we observe a continuum of concerns spanning efforts across the Technology Readiness Levels (TRLs) [16]. These concerns reach from the “process-development phase” (developing a new process in R&D and translating it to small lots in production, roughly TRLs 5–7) to the later “manufacturing scale-up phase” (achieving high performance in qualification runs, roughly TRLs 7–9). We distill and articulate industry needs in the following challenges:
C1. Maintaining a stable baseline process (as measured by efficiency and environmental stability), and frequently updating the process to incorporate the latest advances in the public domain
C2. Achieving large-area devices and/or large-scale manufacturing that perform close to small area devices
C3. Troubleshooting root causes of under-performance (ideally in-line and early in the manufacturing process), and estimating performance improvements arising from process or device-architecture modifications
C4. Developing in-house data-science talent

While most academic research to date on halide perovskites has focused on earlier TRLs, the translational activities that are required for perovskites to reach commercial readiness include substantial scientific unknowns regarding perovskite processing, where academic-industrial collaborations in new directions to directly address remaining challenges may prove fruitful. Furthermore, the academic research community has applied ML to other manufacturing systems [17-20] that directly address some of the needs above; successful examples of industrial ML scale-up include battery lifetime prediction for electric vehicles [21, 22], medicinal diagnostics [23], and high-strength structural materials [24, 25]. The next section explores opportunities to apply these learnings to perovskite commercialization.

**How Can ML Methods Accelerate Perovskite Industrialization?**

Here we describe ML tools that may aid perovskite manufacturing and commercialization, using the aforementioned challenges as section headers. As industry places a premium in risk reduction, we emphasize existing ML-based approaches, with “existence proofs” in either perovskites or manufacturing in general. In the last section on “gamechangers,” we describe how ongoing academic work applying ML to perovskites connects to industry needs. For an introduction to ML methods applied to materials research, the reader is referred to recent reviews [3, 26-31].

1. **Identifying & maintaining stable baselines that can be rapidly upgraded**

   It can be challenging to identify and maintain a stable perovskite baseline. Perovskites are sensitive to multiple spatially and temporally varying process parameters, including environmental conditions. The multinary nature of the bulk composition, as well as sensitivity to commonly uncontrolled variables (e.g., residual atmospheric solvent vapor pressure and relative humidity [32], among others), can affect product quality. We consider how established ML methods may be able to assist in identifying and maintaining more stable baselines, especially when combined with stringent process control to minimize variance. Open-source development is becoming common practice in the field, where code is often made available with licenses that offer users the right to build foreground IP.

   i. **Find the baseline.** Active learning approaches, including Bayesian optimization (BO, [33-
recently gained popularity to identify optimal perovskite processing conditions with small experimental budgets. A recent pre-print by Liu et al. applied BO to optimize perovskite solar cell devices synthesized at Stanford by rapid spray-plasma processing (RSPP) [37]. They demonstrate advantages over traditional design of experiments (DOE) approaches (including factorial sampling with partial grid search and one-variable-at-a-time search), identifying multiple process conditions with higher performance after five batches of optimization. Sun et al. [38] used a related BO-based approach to identify a range of spin-coated perovskite absorber compositions with optimum environmental stability, using only 1.8% of available compositions. Active learning has also been demonstrated to be effective in guiding high-throughput computational screening of candidate perovskite materials [39, 40].

Active-learning methods have been applied to other device elements and related absorbers to identify baseline processing conditions that maximize conversion efficiency and reaction yields. BO has been used to guide experimental search for fabrication conditions to maximize the conductivity of hole-transport materials [41]. Langner et al. [42] showed that BO of an organic photovoltaic (OPV) absorber layer defined in a quaternary compositional space takes 30x fewer samples than brute-force combinatorics. As a point of comparison, a similar reduction in the number of runs can be difficult to achieve in a high-resolution fractional factorial design (e.g. 1/32 fractionation) without significant a priori knowledge and confidence about which factors are suitable to confound. Several studies combined ML and robotics to autonomously fabricate and optimize perovskite single crystals, thin film photoabsorbers, quantum dots, and the charge transport materials for perovskite solar devices [41, 43-46]. BO has also been shown to be an effective search algorithm for optimization of chemical reaction yields, where the state-of-the-art yields for reactions defined in search spaces of $10^5$ points were surpassed with experimental budgets of $10^1–10^2$ points [47]. The power of active learning methods to reduce the number of experiments required to advance a figure of merit is increasingly well demonstrated and quite general.

Recent extensions to BO include multi-objective optimization to map Pareto fronts [48-50], benchmarking work to optimize the degree of exploration and exploitation of the BO algorithm for experimental materials science applications [51-54], dimensionality-reduction approaches to address design spaces $>20$ input variables [42, 47, 55-58], and uncertainty quantification [59-61]. In summary, the literature has consistently shown that active learning-driven optimization typically requires a total experimental budget of 10 to 100 unique sampling conditions – well within the usual throughput of an average team, and often superior to human-driven experimental design [41, 42, 47, 62-64].

**ii. Maintain the baseline.** Recent BO studies applied to manufacturing focus on identifying not only the highest performing, but the most robust process. This can be achieved by identifying relatively flat plateaux in the performance parameter of merit, e.g., using the open-source Golem algorithm [65]. To identify process drifts on the fly and predict ultimate performance, ML applied to luminescence imaging on semi-fabricates was used for silicon solar cells [66, 67]. Periodic ML-driven sampling may nevertheless be needed to adjust baselines to slowly fluctuating uncontrolled variables, such as seasonal variations in ambient humidity that was demonstrated to affect perovskite crystal growth [32].
iii. Upgrade the baseline. The target compositions and manufacturing processes of various device layers evolve rapidly, thanks to both internal and external R&D, but are typically challenging to incorporate into a baseline process. The ability to upgrade a baseline process is therefore of interest. Liu et al. report using prior machine settings as a “soft constraint” within a Bayesian optimization framework, allowing the search for the new optimum to leverage old information as a “warm start” [37]. Sun et al. [38] and Gongora et al. [68] use first-principles simulations in a similar way.

2. Scale-up: Achieving large-area devices and/or large-scale manufacturing that perform close to small area

In the early days of perovskite development, increasing device area resulted in efficiency declines over twice as large as those in commercial inorganic PV materials [7, 69]. Recent lab-scale demonstrations have reduced these losses [70], although achieving high efficiencies with large active areas using manufacturing-friendly processes [71] remains a challenge.

Computer vision offers rapid identification of spatial and temporal inhomogeneities. When computer vision is combined with ML, the performance impacts of the aforementioned inhomogeneities can be predicted, and process control corrections can be suggested [72]. Such metrology can be applied across TRLs, accumulating training data and building efficacy as they are moved from benchtop investigation to in-line process monitoring. Well-established imaging-processing tools leverage the benefits of ML in handling large datasets of pixels and therefore provide an effective avenue in monitoring, quantifying, and controlling spatially varying parameters in large-area devices. Photoluminescence and electroluminescence images, coupled to device simulations and machine learning, enable in-line performance prediction for inorganic PV [73-76] and have recently been extended to perovskites [61, 77]. ML algorithms developed by Tian et al. [78] and Taherimakhsousi et al. [79] estimate film thickness and defect density non-destructively by processing optical information. These ML-enabled methods augment (rather than substitute) existing efforts to tighten process controls, identify anomalies, identify uncontrolled variables, and reduce spatial and temporal non-uniformities, potentially enabling improved performance prediction earlier in the manufacturing line, early detection of process excursions and quality incidents, and more effective preventative maintenance.

3. Troubleshooting root causes of under-performance (ideally in-line and early in the manufacturing process), and estimating performance improvements arising from process or device-architecture modifications

i. Extract physical parameters of solar cells. Root-cause(s) of underperformance of solar cells can be extracted by pairing physics-based simulations with current-voltage curve measurements. However, this method of troubleshooting can be time-consuming and inconclusive, as the number of simulation fitting variables can be vast, and two or more limiting factors often combine to limit performance.

Bayesian inference is a probabilistic method to combine models and measurements in a statistically rigorous way, representing as probability distributions the underlying variables and their correlations. Brandt et al.[80] and Kurchin et al. [81] demonstrated the application of
Bayesian inference to underlying parameter extraction (e.g., minority-carrier lifetime, surface recombination velocity, interfacial energy barriers, bulk-defect properties…) for thin film and silicon solar cells. Ren, Oviedo et al. [82] coupled Bayesian inference to a heuristic process model to design a time-temperature profile for a gallium arsenide (GaAs) solar cell device stack, improving device efficiency by 6.5% relative to a DOE best; essentially, the ML algorithm both optimized and identified root cause(s) of underperformance, informing the user how to improve the process. Oviedo applied Bayesian inference to extract the root-cause(s) of degradation during environmental testing of organic PV devices [83]. One of the advantages of this method is to decouple efficiency contributors in a finished device stack, where all device layers and interfaces are in their final state. A key enabler of these inference methods, is that a neural network “surrogate” model can be trained to mimic a numerical device simulator over a range of input values, running 100–1000x faster than the original simulator (see supporting information Fig. S1 in [82]). This approach enables even complex device simulators to be incorporated into Bayesian inference algorithms, inasmuch as the surrogate model’s training data spans the entire range of each inferred output with sufficient resolution.

The challenges for wider adoption of Bayesian inference to emerging materials like perovskites are: (i) To produce perovskite device-physics models that capture all of the performance-relevant underlying physics, including polarization, ion migration, and second-phase formation [84-87]. (ii) To adapt Bayesian inference models to high-efficiency devices with incremental improvements. To date, device efficiencies <20% have been studied, with large efficiency spreads between samples. In manufacturing, higher efficiencies and smaller spreads are more typical; the smaller signal-to-noise means both more accurate model and higher-quality data are required, e.g., combining J-V measurements with other device measurements inside a Bayesian inference framework.

**ii. Find early predictors for ultimate performance.** ML models can help engineers establish correlations between characterization results within the fabrication or stability testing process as well as ultimate performance parameters of merit, saving time and resources. As an R&D example, optical images on bare perovskite films (which turn yellow during degradation) can give an indication of the environmental stability of finished perovskite devices [88, 89]; this information can be combined with an active learning algorithm to guide compositional tuning in perovskites, increasing device stability by ~2x within the ternary [Cs-MA-FA]-Pb-I compositional space with only a small fraction of this space fabricated into full devices [38]. For organic solar cells, Oviedo [83] developed a time-series forecast model that estimates device efficiency using only the first few hours (e.g., the initial 5–10% of total testing time), significantly shortening the time required for degradation testing. For silicon solar cells, Kunze et al. [67] established an ML model to predict the final I-V metrics (i.e., J_sc, V_oc, FF, efficiency) based on luminescence images collected on the production line. Stoddard et al. [90] and Howard et al. [91] applied recurrent neural networks to predict the photoluminescence dynamics of lead-halide perovskite thin films under humidity cycling, demonstrating the value of ML in performing effective time series forecasting for perovskite optoelectronic behaviors. Despite these encouraging examples, we are currently at an early stage in predicting the operational reliability of perovskite solar cells, demanding close collaborations between device fabrication and long-term performance testing, and seamless
integration between physical and data-driven models.

4. Developing in-house data-science talent

In the late 1990’s, when website design required coding, a high premium was paid to hire rare HTML talent. As graphical user interfaces (GUIs) evolved throughout the 2000’s, basic website-making became accessible to anyone with a computer, while professionals specialized in higher-end services. ML is currently at a similar early stage in its technology adoption cycle, with many companies and open-source communities launching software-as-a-service products. As ML code libraries, and GUI wrappers around ML libraries, become more commonplace, and a dominant design emerges, it is foreseeable that basic ML capabilities will become as accessible as word processors are today.

Navigating this early phase of ML adoption can be challenging for perovskite manufacturers, and it can be tempting just to “wait it out” [92]. But not upskilling existing staff in ML methods carries not only opportunity cost, but also timeline risk, because unfamiliarity breeds mistrust that delays ML adoption. Here are some resources for the busy employee and manager to upskill in applied ML:

- Applied ML tutorials and repositories of practical examples are increasingly available. Examples include MLOps [93] and Accelerated Materials Development for Manufacturing [94].
- The above examples often include open-source code on repositories like GitHub or Papers with Code. These codes and libraries can often be adapted to your problem. Stack Overflow is a most useful community for troubleshooting.
- To keep abreast of literature, the authors prefer digests that access arXiv pre-prints (which are becoming common practice in applied ML), such as Google Scholar. Social media is also a surprisingly effective distribution channel for pre-prints; Twitter has an active computational chemistry (#compchem) community, and a LinkedIn group by Benji Maruyama on Autonomous Research Systems [95] filters many relevant papers. Peer review has new embodiments when code and datasets can be locally tested within minutes.

The tools described here represent the authors’ perspective as of 2021-Q4. This is a fast-evolving field. We are likely in the “fluid” phase described by Utterback [96], where a variety of ML technology options exist prior to convergence on a dominant design. In this phase, adaptiveness is essential. For example, one of the authors recently upgraded their group’s BO capabilities from GPyOpt (development and maintenance ended in 2020 [97]) to BoTorch [98], which required a quarter-long full-time employee investment.

5. Gamechangers

Ongoing academic research into applied ML, if successful, could meaningfully aid perovskite commercialization, providing new and potentially transformative tools.
Figure 2: “Game changing” ML techniques for photovoltaic research, development, and deployment. The sections in which these methods are described are labeled in each bubble.

i. **Inverse design tools capable of solving real-world problems.** Successful inverse design capabilities could enable the discovery of new perovskite composition spaces that achieve improved environmental stability, sustained high performance over a wider range of illumination conditions (e.g., for tandems or non-AM1.5 operating conditions), removal of lead, improved resilience to temporal and spatial variance in manufacturing, or some combination thereof. Most experiments and simulation tools use materials and process variables as inputs and calculate “properties” as outputs. Solving the “inverse problem” involves designing an algorithm that instead uses desired properties as inputs to generate a prospective material and process — even suggesting materials not included in existing perovskite databases [99, 100] or DFT calculations [101]. While this vision was formulated for some time [102, 103] the rise of variational autoencoders (VAE) enabled researchers to encode property-process-structure relationships within a generative model [104-107]. Related approaches include using generative adversarial networks (GAN) or genetic algorithms (GA) to generate candidate compounds through directed evolution. Outstanding challenges include filtering out candidate materials that cannot be synthesized [108-112], recommending synthesis pathways for those that can [106, 113], and coupling inverse design algorithms to materials-optimization platforms to experimentally test new candidates.

ii. **Extracting physical insights from ML models.** Successful “knowledge extraction” – derivation of greater physical insights from ML models could enable both greater acceptance of ML methods by human researchers and greater generalization of results. This topic constitutes the ML subfields of Explainable Artificial Intelligence and Scientific ML [114-116]. A straightforward method uses ML to “fit” unknown input parameters of simulations [117-119], with
similar advantages and disadvantages as Bayesian inference. Knowledge can also be extracted from trained ML algorithms in the form of feature importance ranking, e.g., Shapley Additive Explanations (SHAP, [120, 121]) and Local Interpretable Model-agnostic Explanations (LIME, [122]), which have been used to illuminate how input materials and process parameters affect perovskite environmental stability [45, 88]; however, they must be applied with caution to avoid user bias [123, 124]. ML methods that construct decision trees [125] are inherently interpretable, exemplified by Kong et al.’s [126] reduction of materials databases into design rules to determine inorganic crystal structures. Scientific ML is an emergent class of models with the objective of finding an equation (often from a library of plausible functional forms) that best describes the relationship between data inputs and outputs. Naik et al. [127] used scientific ML to determine a rate equation for degradation of MAPbI₃ films, the form of which suggested that the film degradation proceeds by an autocatalytic reaction.

*** Facilitating process transfer between sites, equipment, and operators. The replication of perovskite syntheses across even operators within the same laboratory has proven notoriously difficult. If a synthesis or manufacturing process can be captured via an ML model, transfer learning may provide a means to rapidly tune the process to a new setting. If successful, transfer learning could accelerate recipe adaptation between manufacturing lines or within the same manufacturing line over time (longitudinally), transfer of new processes from R&D into manufacturing, and possibly between manufacturing methods (e.g., spin coating to chemical vapour deposition).

iv. Automatically digesting the literature into the research and development pipeline. New materials and processes are constantly being described in the perovskite literature. Advances in natural language processing (NLP) could facilitate programmatic extraction and deployment of freshly published processes into the R&D pipeline, augmenting all previously-mentioned tools presented in this article. While such a platform remains hypothetical for perovskite research, Mehr et al. [128] have demonstrated a nearly autonomous workflow for robotic execution of chemical syntheses mined from the literature. The NLP toolset required to distill the literature is ever-growing, with text-mining tools like ChemDataExtractor [129] and ChemicalTagger [130] and image-mining tools like EXSCLAIM! [131] (EXtraction, Separation, and Caption-based natural Language Annotation oF IMages) currently available for download. New candidate materials or recipes could be explored using a combination of voting rules, transfer learning, and active learning to rapidly test high-probability candidates and automatically incorporate innovations into manufacturing lines.

Conclusions

The exquisite sensitivity of perovskites to local composition and process variables, the vastness of possibilities for single layers and layer combinations, the rapid expansion of the academic literature, and the pressing need to deliver technologies for sustainability encourage the adoption of an R&D framework that arbitrages the significant advances made in ML. ML algorithms hold promise to rapidly and adaptively downselect and optimize complex design spaces for technoeconomically relevant outputs. We present a summary of “ready-now” ML algorithms that
may aid industrial perovskite device development. We posit that in many cases, ML adoption is now an incremental advancement, within reach of many industry teams, with code and datasets freely available online. To help “bridge the gap,” we advocate for greater interaction between academic and industry teams concerning the topic of Applied ML.
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