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Abstract

A singularly perturbed convection-diffusion problem posed on the unit square in \( \mathbb{R}^2 \), whose solution has exponential boundary layers, is solved numerically using the local discontinuous Galerkin (LDG) method with piecewise polynomials of degree at most \( k > 0 \) on three families of layer-adapted meshes: Shishkin-type, Bakhvalov-Shishkin-type and Bakhvalov-type. On Shishkin-type meshes this method is known to be no greater than \( O(N^{-(k+1)/2}) \) accurate in the energy norm induced by the bilinear form of the weak formulation, where \( N \) mesh intervals are used in each coordinate direction. (Note: all bounds in this abstract are uniform in the singular perturbation parameter and neglect logarithmic factors that will appear in our detailed analysis.) A delicate argument is used in this paper to establish \( O(N^{-(k+1)}) \) energy-norm superconvergence on all three types of mesh for the difference between the LDG solution and a local Gauss-Radau projection of the exact solution into the finite element space. This supercloseness property implies a new \( N^{-(k+1)} \) bound for the \( L^2 \) error between the LDG solution on each type of mesh and the exact solution of the problem; this bound is optimal (up to logarithmic factors). Numerical experiments confirm our theoretical results.
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1 Introduction

Consider the singularly perturbed convection-diffusion problem

\[-\varepsilon \Delta u + \mathbf{a} \cdot \nabla u + bu = f \quad \text{in } \Omega = (0, 1) \times (0, 1),\]

\[u = 0 \quad \text{on } \partial \Omega,\]

where \(\varepsilon > 0\) is a small parameter, \(\mathbf{a}(x, y) = (a_1(x, y), a_2(x, y)) \geq (\alpha_1, \alpha_2) > (0, 0),\) and

\[b(x, y) - \frac{1}{2} \nabla \cdot \mathbf{a}(x, y) \geq \beta > 0,\]

for any \((x, y) \in \Omega\). Here \(\alpha_1, \alpha_2, \beta\) are some positive constants. We assume that \(\mathbf{a}, b\) and \(f\) are sufficiently smooth. With these assumptions, it is straightforward to use the Lax-Milgram lemma to show that (1.1) has a unique weak solution in \(H^1_0(\Omega) \cap H^2(\Omega)\). Note that when \(\varepsilon > 0\) is sufficiently small, condition (1.2) can always be ensured by a simple transformation \(u(x, y) = e^{t(x+y)} v\) with a suitably chosen positive constant \(t\) such that

\[-2\varepsilon t^2 + (a_1 + a_2)t + b - \frac{1}{2} \nabla \cdot \mathbf{a} \geq \beta.\]

The problem (1.1) has been widely studied since it is a basic model for several applications such as the linearised Navier-Stokes equations at high Reynolds number [13]. Its solution \(u\) usually exhibits a boundary layer, i.e., although \(u\) is bounded, it can have large derivatives in thin layer regions near certain parts of the boundary \(\partial \Omega\); see Proposition 2.1 below.

When solving (1.1) numerically, the smallness of the coefficient \(\varepsilon\) of the diffusion term in (1.1a) reduces the stability of standard methods, so computed solutions may exhibit severe numerical oscillations unless one modifies the method and/or the mesh to exclude such behaviour. Consequently many special numerical methods have been developed to compute accurate solutions of (1.1); see [9, 10, 11, 13, 15] and their references.

One such method is the local discontinuous Galerkin (LDG) finite element method, which is stabilised across the element interfaces [7]. The LDG method has several desirable properties such as strong stability, high order accuracy, flexibility of \(h-p\) adaptivity and local solvability. Thus it is suited to problems whose solutions have layers or large gradients.

In recent years, the LDG method has been used to solve singularly perturbed problems such as (1.1) whose solutions exhibit boundary layers; see [4] and its references. For this type of problem, numerical results show that the LDG solution computed on a uniform mesh does not oscillate [4, 18]. When the LDG method is used to solve (1.1) on a Shishkin mesh (S-mesh), then [22] the error of the computed solution, measured in the energy norm induced by the bilinear form of the weak formulation, converges with rate \((N^{-1} \ln N)^{k+1/2}\), uniformly in the singular perturbation parameter \(\varepsilon\), when tensor-product piecewise polynomials of degree at most \(k\) are used; here \(N\) is the number of elements in each coordinate direction. This result is generalised in [2, 3] to other layer-adapted meshes including the Bakhvalov-Shishkin mesh (BS-mesh) and Bakhvalov-type mesh (B-mesh), using the detailed mesh structure and properties of the local or generalized Gauss-Radau projection to prove convergence of order \((N^{-1} \max |\psi'|)^{k+1/2}\) in the energy norm, where \(\psi\) is the mesh-characterizing function which will be defined in Section 2.1.
Superconvergence of the LDG solution is considered in [17, 18, 20], where it is shown that for the one-dimensional analogue of (1.1), the computed solution attains nodal superconvergence of order \((N^{-1} \ln N)^{2k+1}\) on the S-mesh. In addition, a convergence rate of order \((N^{-1} \max |\psi'|)^{k+1}\) in the \(L^2\) error was observed numerically in [2] for the S-type, BS-type and B-type layer-adapted meshes, but for (1.1) the only theoretical result for the \(L^2\) error is a suboptimal convergence rate of order \((N^{-1} \max |\psi'|)^{k+1/2}\), which follows trivially from the energy-norm convergence results of [2, 3, 22].

No energy-norm superconvergence result has been proved for the LDG method applied to (1.1) on any layer-adapted mesh. Our paper will fill this gap in the LDG theory by considering the difference between the numerical solution and the local Gauss-Radau projection of the exact solution and proving energy-norm superconvergence of order \((N^{-1} \max |\psi'|)^{k+1}\) for the three layer-adapted meshes of [3], uniformly in \(\varepsilon\) for the S-mesh and BS-mesh and almost uniform in \(\varepsilon\) for the B-mesh; see Theorem 4.1. This type of superconvergence is often described as supercloseness; see [13, p.395]. The convergence rate is one half-order higher than the energy norm error between the computed and true solutions. It implies the new result that the \(L^2\) error between the numerical and true solutions on these three meshes has the rate \((N^{-1} \max |\psi'|)^{k+1}\), which we will show to be sharp in numerical experiments.

Our approach is different from [22], where a streamline-diffusion-type norm was used in the analysis of the convective error to absorb the derivative and the jump of the error in the finite element space. It does not seem possible to prove superconvergence using this stronger norm because the underlying inverse estimate leads to a suboptimal bound in the analysis, so we turn to a different strategy: control of the derivative and the jump of the error in the finite element space by the energy-norm itself plus a term with optimal convergence rate (see Lemma 3.3). Although there is still a negative power of the small parameter in this upper bound, we are nevertheless able to improve the error estimate for the convection term by using the small measure of the layer region; see (4.28) below. We also have to handle the error jump across the finite element interfaces in a sharp way. These innovations, combined with some slightly improved approximation properties, deliver the desired supercloseness result.

The paper is organised as follows. In Section 2, we define the layer-adapted meshes and present the LDG method. Section 3 is devoted to the proofs of several delicate technical results that will be needed later. Our main supercloseness result is derived in Section 4. In Section 5, we present some numerical experiments to confirm our theoretical results. Finally, Section 6 gives some concluding remarks.

Notation. We use \(C\) to denote a generic positive constant that may depend on the data \(a, b, f\) of (1.1), the parameter \(\sigma\) of (2.4), and the degree \(k\) of the polynomials in our finite element space, but is independent of \(\varepsilon\) and of \(N\) (the number of mesh intervals in each coordinate direction); \(C\) can take different values in different places.

The usual Sobolev spaces \(W^{m,\ell}(D)\) and \(L^{\ell}(D)\) will be used, where \(D\) is any measurable two-dimensional subset of \(\Omega\). The \(L^2(D)\) norm is denoted by \(\|\cdot\|_D\), the \(L^\infty(D)\) norm by \(\|\cdot\|_{L^\infty(D)}\), and \(\langle \cdot, \cdot \rangle_D\) denotes the \(L^2(D)\) inner product. The subscript \(D\) will always be dropped when \(D = \Omega\).
2 Layer-adapted meshes and the LDG method

Typical solutions $u$ of (1.1) have exponential layers along the sides $x = 1$ and $y = 1$ of $\Omega$, and a corner layer at $(x, y) = (1, 1)$. Many authors assume that the solution $u$ can be decomposed as follows into a smooth component $S$ and layer components $E_{21}, E_{12}$ and $E_{22}$; see, e.g., [22, Section 2.2].

Proposition 2.1. Let $m$ be a non-negative integer. Let $\kappa$ satisfy $0 < \kappa < 1$. Under certain smoothness and compatibility conditions on the data, the problem (1.1) has a solution $u$ in the Hölder space $C^{m+2,\kappa}(\Omega)$, and this solution can be decomposed as $u = S + E_{21} + E_{12} + E_{22}$, where

$$\left| \partial_x^i \partial_y^j S(x, y) \right| \leq C,$$

$$\left| \partial_x^i \partial_y^j E_{21}(x, y) \right| \leq C \varepsilon^{-i} e^{-\alpha_1(1-x)/\varepsilon},$$

$$\left| \partial_x^i \partial_y^j E_{12}(x, y) \right| \leq C \varepsilon^{-j} e^{-\alpha_2(1-y)/\varepsilon},$$

$$\left| \partial_x^i \partial_y^j E_{22}(x, y) \right| \leq C \varepsilon^{-(i+j)} e^{-[\alpha_1(1-x)+\alpha_2(1-y)]/\varepsilon},$$

for all $(x, y) \in \bar{\Omega}$ and all nonnegative integers $i, j$ with $i + j \leq m + 2$.

This proposition is proved in [10, p.244, Theorem 7.17] and [13, p.253, Theorem 1.25] for the case $m = 1$. Similar arguments will work for larger values of $m$ provided the data in (1.1) has sufficient regularity and satisfies suitable compatibility conditions at the corners of $\Omega$. Like [22, Section 2.2] we shall need $m = k$ in Proposition 2.1, where $k$ is the degree of the piecewise polynomials in our finite element space.

2.1 Layer-adapted meshes

We shall use layer-adapted meshes [3, 10, 13] that are refined near the sides $x = 1$ and $y = 1$ of $\Omega$ but are uniform otherwise. These meshes are tensor products of one-dimensional meshes.

Let $\varphi : [0, 1/2] \to [0, \infty)$ be a mesh-generating function satisfying $\varphi(0) = 0, \varphi' > 0$ and $\varphi'' \geq 0$. The point at which each mesh switches from uniform to nonuniform will be defined in (2.5) via the mesh transition parameter

$$\tau := \min \left\{ \frac{1}{2}, \frac{\sigma \varepsilon}{\alpha} \varphi \left( \frac{1}{2} \right) \right\},$$

where $\sigma > 0$ is a user-chosen parameter whose value affects our error estimates; in the supercloseness analysis below it can be seen that $\sigma$ needs to be sufficiently large. In (2.4) we have assumed that $\alpha_1 = \alpha_2 =: \alpha$ for notational simplicity; the case $\alpha_1 \neq \alpha_2$ does not introduce any additional analytical difficulties but would complicate our notation.

Let $N \geq 4$ be an even positive integer. Each of our meshes will use $N + 1$ points in each coordinate direction.

During the rest of the paper, we make the following two assumptions to simplify some details of the analysis.

Assumption 2.1.
(i) Assume in (2.4) that $\tau = (\sigma \varepsilon / \alpha) \varphi(1/2)$.

(ii) Assume that $\varepsilon \leq N^{-1}$.

If Assumption 2.1(i) is not satisfied, then the problem (1.1) is not singularly perturbed and can be analysed in a classical diffusion-dominated framework.

Assumption 2.1(ii) is assumed by most authors who study numerical methods for solving (1.1) — e.g., in [14, 19, 20] it is used in the analyses of DG methods. In Remark 4.3 we discuss the effect on our analysis of removing Assumption 2.1(ii).

Define the mesh points $(x_i, y_j)$ for $i, j = 0, 1, \ldots, N$ by

$$x_i = y_i = \begin{cases} 2(1 - \tau)i/N & \text{for } i = 0, 1, \ldots, N/2, \\ 1 - \frac{\sigma \varepsilon}{\alpha} \varphi \left( \frac{N - i}{N} \right) & \text{for } i = N/2 + 1, N/2 + 2, \ldots, N. \end{cases}$$

(2.5)

Associated with each $\varphi$ is the mesh-characterizing function $\psi := e^{-\varphi}$, which will play an important role in our convergence analysis.

As in [3, 10, 13] we consider three types of layer-adapted mesh: the Shishkin mesh (S-mesh), the Bakhvalov-Shishkin mesh (BS-mesh) and the Bakhvalov-type mesh (B-mesh). Table 1 lists the main properties of $\varphi$ and $\psi$ for these meshes.

|                | S-mesh          | BS-mesh          | B-mesh          |
|----------------|-----------------|-----------------|----------------|
| $\varphi(t)$   | $2t \ln N$      | $- \ln \left[ 1 - 2(1 - N^{-1})t \right]$ | $- \ln \left[ 1 - 2(1 - \varepsilon)t \right]$ |
| $\varphi(1/2)$ | $\ln N$         | $\ln N$         | $\ln (1/\varepsilon)$ |
| $\min \varphi'$| $2 \ln N$       | $2$             | $2$             |
| $\max \varphi'$| $2 \ln N$       | $2N$            | $2\varepsilon^{-1}$ |
| $\psi(t)$      | $N^{-2t}$       | $1 - 2(1 - N^{-1})t$ | $1 - 2(1 - \varepsilon)t$ |
| $\psi(1/2)$    | $N^{-1}$        | $N^{-1}$        | $\varepsilon$   |
| $\max |\psi'|$    | $2 \ln N$       | $2$             | $2$             |

Finally, by drawing axiparallel lines through the mesh points $(x_i, y_j)$, we construct the layer-adapted mesh: set $\Omega_N := \{ K_{ij} \}_{i,j=1,\ldots,N}$, where each rectangular mesh element $K_{ij} := I_i \times J_j := [(x_{i-1}, x_i) \times (y_{j-1}, y_j)]$. Figure 1 displays these meshes for $\sigma = 4, \varepsilon = 10^{-2}, \alpha = 1$ and $N = 8$ in (2.4) and (2.5); they are uniform and coarse on $\Omega_{11} := (0, 1 - \tau) \times (0, 1 - \tau)$, but are refined perpendicularly to the sides $x = 1$ and $y = 1$ in the regions $\Omega_x := \Omega_{21} \cup \Omega_{22}$ and $\Omega_y := \Omega_{12} \cup \Omega_{22}$ respectively.

We set $h_i = x_i - x_{i-1} = y_j - y_{j-1}$ for $i = 1, 2, \ldots, N$. For all three types of mesh one has $N^{-1} h_i \leq 2N^{-1}$ for $0 < i \leq N/2$, and when $N/2 < i \leq N$, for some constant $C$ one has

$$C \varepsilon N^{-1} \min \varphi' \leq h_i \leq C \varepsilon N^{-1} \max \varphi'.$$

(2.6)

When $N/2 < i \leq N$, the bound (2.6) yields $h_i \leq C \varepsilon N^{-1} \ln N$ for the S-mesh, $h_i \leq C \varepsilon$ for the BS-mesh and $h_i \leq CN^{-1}$ for the B-mesh.

For all three of our meshes, Assumption 2.1(ii) implies that $\psi(1/2) \leq N^{-1}$ and $h_i \leq CN^{-1}$ for $i = 1, 2, \ldots, N$; these properties are used in our analysis.
2.2 The local discontinuous Galerkin (LDG) method

Let $k$ be a fixed positive integer. On any 1-dimensional interval $I$, let $\mathcal{P}^k(I)$ denote the space of polynomials of degree at most $k$ defined on $I$. For each mesh element $K = I_i \times J_j$, set $\mathcal{Q}^k(K) := \mathcal{P}^k(I_i) \otimes \mathcal{P}^k(J_j)$. Then define the discontinuous finite element space

$$V_N = \left\{ v \in L^2(\Omega) : v|_K \in \mathcal{Q}^k(K), K \in \Omega_N \right\}.$$  

Note that functions in $V_N$ are allowed to be discontinuous across element interfaces. For any $v \in V_N$ and $y \in J_j, j = 1, 2, \ldots, N$, we use $v_{i,y}^\pm = \lim_{x \to x^\pm} v(x,y)$ to express the traces on element edges. The jumps on the vertical edges are denoted by $[v]_{i,y} := v_{i,y}^+ - v_{i,y}^-$ for $i = 1, 2, \ldots, N-1$, $[v]_{0,y} := v_{0,y}^-$ and $[v]_{N,y} := -v_{N,y}^-$. In a similar fashion, we can define the jumps $[v]_{x,j}$, $j = 0, 1, \ldots, N$.

To define the LDG method, rewrite (1.1) as an equivalent first-order system:

$$-p_x - q_y + a_1 u_x + a_2 u_y + bu = f, \quad p = \varepsilon u_x, \quad q = \varepsilon u_y$$

with the homogeneous boundary condition of (1.1b). Then apply the original DG discretization [12] to this system. In the definition of the numerical flux, we employ a purely upwind flux [8] for the convection term and a purely alternating numerical flux [6] for the diffusion term. The final compact form of the LDG method reads as follows [3]:

Figure 1: Domain division and three layer-adapted meshes with $N = 8$. 
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Find $W = (U, P, Q) \in \mathcal{V}_N^3 := \mathcal{V}_N \times \mathcal{V}_N \times \mathcal{V}_N$ ($U$ approximates $u$, while $P$ and $Q$ approximate $p$ and $q$ respectively) such that

$$B(W; \mathbf{z}) = \langle f, \nu \rangle \quad \forall \mathbf{z} = (\nu, s, r) \in \mathcal{V}_N^3,$$  \tag{2.7}$$

where

$$B(W; \mathbf{z}) := T_1(W; \mathbf{z}) + T_2(W; \mathbf{z}) + T_3(W; \mathbf{z}) + T_4(U; \nu),$$  \tag{2.8}$$

with

$$\begin{align*}
T_1(W; \mathbf{z}) &= \varepsilon^{-1} [\langle P, s \rangle + \langle Q, r \rangle] + \langle (b - \nabla \cdot a) U, \nu \rangle, \\
T_2(W; \mathbf{z}) &= \langle U, s_x \rangle + \sum_{j=1}^N \sum_{i=1}^{N-1} \left[ \langle U_{i,y}^{-}, [s]_{i,y} \rangle \right]_{j_{i}} + \langle U, r_y \rangle + \sum_{i=1}^N \sum_{j=1}^{N-1} \left[ \langle U_{x,j}^{-}, [\varepsilon]_{x,j} \rangle \right]_{I_{i}}, \\
T_3(W; \mathbf{z}) &= \langle P, \nu_x \rangle + \sum_{j=1}^N \left[ \sum_{i=1}^{N-1} \left[ \left( P_{i,y}^{-}, [\nu]_{i,y} \right) \right]_{j_{i}} - \left( P_{N,y}^{-}, \nu_{N,y}^{-} \right) \right]_{I_{j}} \\
&\quad + \langle Q, \nu_y \rangle + \sum_{i=1}^N \sum_{j=0}^{N-1} \left[ \left( Q_{x,j}^{-}, [\nu]_{x,j} \right) \right]_{I_{i}} - \left( Q_{x,N}, \nu_{x,N}^{-} \right)_{I_{j}}, \\
T_4(U; \nu) &= - \langle a_1 U, \nu_x \rangle - \sum_{j=1}^N \left[ \sum_{i=1}^N \left( (a_1)_{i,y} U_{i,y}^{-}, [\nu]_{i,y} \right) \right]_{j_{i}} - \left( \lambda_1 U_{N,y}^{-}, \nu_{N,y}^{-} \right)_{I_{j}} \\
&\quad - \langle a_2 U, \nu_y \rangle - \sum_{i=1}^N \sum_{j=1}^N \left[ \left( (a_2)_{x,j} U_{x,j}^{-}, [\nu]_{x,j} \right) \right]_{I_{i}} - \left( \lambda_2 U_{x,N}^{-}, \nu_{x,N}^{-} \right)_{I_{i}}.
\end{align*}$$

The penalty parameters $\lambda_i$ in the LDG method are sometimes chosen so as to improve the stability and accuracy of the numerical scheme [1, 5], but in our paper we only require $0 \leq \lambda_i \leq C$ as in [22]. We shall take $\lambda_1 = \lambda_2 = 0$ in the numerical experiments of Section 5.

Define an energy norm $\| \cdot \|_E$ on $\mathcal{V}_N^3$ by $\| V \|_E^2 = B(V; V)$ for each $V = (V_u, V_p, V_q) \in \mathcal{V}_N^3$; that is,

$$\| V \|_E^2 = \| V \|_2^2 + \sum_{j=1}^N \left[ \sum_{i=0}^{N-1} \frac{1}{2} \left( (a_1)_{i,y} \| V_u \|_{I_{i,y}}^2 \right)_{j_{i}} + \left( \frac{1}{2} (a_1)_{N,y} + \lambda_1, \| V_u \|_{N,y} \right)_{I_{j}} \right]$$

$$+ \sum_{i=1}^N \left[ \sum_{j=0}^{N-1} \frac{1}{2} \left( (a_2)_{x,j} \| V_u \|_{x,j}^2 \right)_{I_{i}} + \left( \frac{1}{2} (a_2)_{x,N} + \lambda_2, \| V_u \|_{x,N} \right)_{I_{i}} \right],$$

where $\| V \|_2^2 := \varepsilon^{-1} \| V_p \|_2^2 + \varepsilon^{-1} \| V_q \|_2^2 + \left\| \left( b - \frac{1}{2} \nabla \cdot a \right) \right\|_{V_u}^{1/2} \| V_u \|_2^2$.

The linear system of equations (2.7) has a unique solution $W$ because the associated homogeneous problem (i.e., with $f = 0$) has $\| W \|_E = 0$ and hence $W = (0, 0, 0)$. 
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3 Preliminary results

This section contains several technical results that will be used in the proof of Theorem 4.1, our supercloseness result.

In Section 3.1 we will define a local Gauss-Radau projector $\Pi : (C(\overline{\Omega}))^3 \to V_N^3$. Set $w = (u, p, q)$ and $\Pi w = (\Pi^- u, \Pi^+_x p, \Pi^+_y q)$. Then the error in the LDG solution is $e := (e_u, e_p, e_q) := (u - U, p - P, q - Q)$, which one can also write as

$$e = w - W = (w - \Pi w) - (W - \Pi w) = \eta - \xi,$$

where we define

$$\eta = (\eta_u, \eta_p, \eta_q) = (u - \Pi^- u, p - \Pi^+_x p, q - \Pi^+_y q),$$

$$\xi = (\xi_u, \xi_p, \xi_q) = (U - \Pi^- u, P - \Pi^+_x p, Q - \Pi^+_y q) \in V_N^3.$$

(3.9)

Section 3.1 is devoted to an estimate of the error $\eta$ in the projection of the exact solution, while in Section 3.2 we shall bound $\xi$.

For the rest of our paper we make the following assumptions.

**Assumption 3.1.**

(i) Assume that Proposition 2.1 is valid for $m = k$.

(ii) Assume that $\sigma \geq k + 2$ in (2.4).

3.1 The projection error $\eta$

Let $K_{ij} = I_i \times J_j = (x_{i-1}, x_i) \times (y_{j-1}, y_j)$ be any element of our mesh. For any $z \in C(\overline{\Omega})$, the local Gauss-Radau projection $\Pi^- z \in V_N$ is defined by the following conditions:

$$\int_{K_{ij}} (\Pi^- z) \nu \, dx \, dy = \int_{K_{ij}} z \nu \, dx \, dy \quad \forall \nu \in Q^{k-1}(K_{ij}),$$

$$\int_{J_j} (\Pi^- z)_{i,y} \nu \, dy = \int_{J_j} z_{i,y} \nu \, dy \quad \forall \nu \in P^{k-1}(J_j),$$

$$\int_{I_i} (\Pi^- z)_{x,j} \nu \, dx = \int_{I_i} z_{x,j} \nu \, dx \quad \forall \nu \in P^{k-1}(I_i),$$

$$(\Pi^- z)(x_i^-, y_j^-) = z(x_i^-, y_j^-);$$

where we used the edge traces $z_{i,y}$ and $z_{x,j}$ from Section 2.2. To deal with the auxiliary variables $p$ and $q$, we define two another projections. For any $z \in C(\overline{\Omega})$, $\Pi^+_x z \in V_N$ satisfies

$$\int_{K_{ij}} (\Pi^+_x z) \nu \, dx \, dy = \int_{K_{ij}} z \nu \, dx \, dy \quad \forall \nu \in P^{k-1}(I_i) \otimes P^k(J_j),$$

$$\int_{J_j} (\Pi^+_x z)_{i,y} \nu \, dy = \int_{J_j} z_{i,y}^+ \nu \, dy \quad \forall \nu \in P^k(J_j).$$
Analogously, the projection $\Pi^+_y z \in V_N$ satisfies

$$\int_{K_{ij}} (\Pi^+_y z) v \, dx \, dy = \int_{K_{ij}} z v \, dx \, dy \quad \forall v \in \mathcal{P}^k(I_i) \otimes \mathcal{P}^{k-1}(J_j),$$

$$\int_{I_i} (\Pi^+_y z)^+_x v \, dx = \int_{I_i} z^+_x v \, dx \quad \forall v \in \mathcal{P}^k(I_i).$$

These conditions define $\Pi^- z, \Pi^+_x z, \Pi^+_y z \in V_N$ uniquely [1, 6]. Let $\Pi \in \{\Pi^-, \Pi^+_x, \Pi^+_y\}$. Similarly to [2, Lemma 5], one obtains the following stability properties:

$$\|\Pi z\|_{L^\infty(K_{ij})} \leq C \|z\|_{L^\infty(K_{ij})}, \quad (3.10a)$$

$$\|\Pi^+_x z\|_{K_{ij}} \leq C \left[ \|z\|_{K_{ij}} + h^{1/2}_i \left\| z^+_x \right\|_{K_{ij}} \right], \quad (3.10b)$$

$$\|\Pi^+_y z\|_{K_{ij}} \leq C \left[ \|z\|_{K_{ij}} + h^{1/2}_j \left\| z^+_y \right\|_{K_{ij}} \right], \quad (3.10c)$$

and the approximation properties (see, e.g., [2, Lemma 3] and [22, Lemma 4.3])

$$\|z - \Pi z\|_{L^\infty(K_{ij})} \leq C \left[ h^{k+1}_i \left\| \partial^k z \right\|_{L^\infty(K_{ij})} + h^{k+1}_j \left\| \partial^k_y z \right\|_{L^\infty(K_{ij})} \right], \quad (3.11a)$$

$$\|z - \Pi z\|_{K_{ij}} \leq C \left[ h^{k+1}_i \left\| \partial^k z \right\|_{K_{ij}} + h^{k+1}_j \left\| \partial^k_y z \right\|_{K_{ij}} \right]. \quad (3.11b)$$

Define

$$\mu = \begin{cases} \varepsilon & \text{for the S-mesh}, \\ \varepsilon \ln N & \text{for the BS-mesh}, \\ \varepsilon \ln(1/\varepsilon) & \text{for the B-mesh}. \end{cases}$$

Recall the decomposition of $u$ in Proposition 2.1. Analogously decompose $\eta_u = \eta_S + \eta_{E_{21}} + \eta_{E_{12}} + \eta_{E_{22}}$, where for each component $z$ of $u$ one sets $\eta_z := z - \Pi^- z$. Then one has the following bounds on the projection error $\eta$. 

9
Lemma 3.1. There exists a constant $C$ such that
\begin{equation}
\|\eta_u\|_{L^\infty(\Omega)} \leq C(N^{-1} \max |\psi'|)^{k+1}, \tag{3.12a}
\end{equation}
\begin{equation}
\|\eta_u\|_{\Omega_x \cup \Omega_y} \leq C \mu^{1/2}(N^{-1} \max |\psi'|)^{k+1}, \tag{3.12b}
\end{equation}
\begin{equation}
\sum_{j=1}^{N} \left\| (\eta_u)_{i,y} \right\|^2_{I_j} + \sum_{i=1}^{N} \left\| (\eta_u)_{x,j} \right\|^2_{I_i} \leq CN^{-2(k+1)}(\max |\psi'|)^{2k+1}, \quad \text{for } i, j = 1, \ldots, N, \tag{3.12c}
\end{equation}
\begin{equation}
\sum_{i=1}^{N} \sum_{j=1}^{N} \left( \left\| (\eta_u)_{i,y} \right\|^2_{J_j} + \left\| (\eta_u)_{x,j} \right\|^2_{I_i} \right) \leq C(N^{-1} \max |\psi'|)^{2k+1}, \tag{3.12d}
\end{equation}
\begin{equation}
\sum_{j=1}^{N} \sum_{i=0}^{N} \langle 1, [\eta_u]_{i,y} \rangle_{J_j} + \sum_{i=1}^{N} \sum_{j=0}^{N} \langle 1, [\eta_u]_{x,j} \rangle_{I_i} \leq C(N^{-1} \max |\psi'|)^{2k+1}, \tag{3.12e}
\end{equation}
\begin{equation}
\varepsilon^{-1/2} \left\| \eta_u \right\| + \varepsilon^{-1/2} \left\| \eta_{\tilde{u}} \right\| \leq C(N^{-1} \max |\psi'|)^{k+1}, \tag{3.12f}
\end{equation}
\begin{equation}
\sum_{i=1}^{N} \left\| (\eta_{\tilde{u}})_{x,N} \right\|^2_{I_i} + \sum_{j=1}^{N} \left\| (\eta_{\tilde{u}})_{y,N} \right\|^2_{J_j} \leq C(N^{-1} \max |\psi'|)^{2(k+1)}. \tag{3.12g}
\end{equation}

Proof. The inequalities (3.12a) and (3.12d)–(3.12g) are derived in [3, Lemma 4.1]. We shall now prove (3.12b) and (3.12c).

We have $\|\eta_u\|_{\Omega_x \cup \Omega_y} \leq \sqrt{2\tau} \|\eta_u\|_{L^\infty(\Omega_x \cup \Omega_y)}$ because the area of $\Omega_x \cup \Omega_y$ is bounded by $2\tau$; thus (3.12b) follows immediately from (3.12a) for the BS-mesh and B-mesh. We now prove (3.12b) for the S-mesh. Use (2.3a) and (3.11a) to get $\|\eta_S\|_{L^\infty(\Omega_x)} \leq CN^{-(k+1)}$; then $\|\eta_S\|_{\Omega_x} \leq C\sqrt{\varepsilon}N^{-(k+1)} \ln^{1/2} N$ follows. Next, the $L^2$-approximation property (3.11b) and the derivative bound (2.3a) yield
\begin{align*}
\|\eta_{E_{21}}\|^2_{\Omega_x} &\leq C \sum_{j=1}^{N} \sum_{i=N/2+1}^{N} \left[ h_i^{2(k+1)} \left\| \partial_x^{k+1} E_{21} \right\|^2_{K_{ij}} + h_j^{2(k+1)} \left\| \partial_y^{k+1} E_{21} \right\|^2_{K_{ij}} \right] \\
&\leq C \sum_{j=1}^{N} \sum_{i=N/2+1}^{N} (N^{-1} \ln N)^{2(k+1)} \left\| e^{-\alpha_1(1-x)/\varepsilon} \right\|^2_{K_{ij}} \leq C\varepsilon(N^{-1} \ln N)^{2(k+1)}.
\end{align*}

Analogously, one has $\|\eta_{E_{12}}\|^2_{\Omega_y} \leq C\varepsilon(N^{-1} \ln N)^{2(k+1)}$. Now (3.10a) and $\sigma \geq k + 1$ give
\begin{align*}
\|\eta_{E_{12}}\|^2_{\Omega_z} &= \|\eta_{E_{12}}\|^2_{\Omega_{z1}} + \|\eta_{E_{12}}\|^2_{\Omega_{z2}} \\
&\leq \|\eta_{E_{12}}\|^2_{\Omega_y} + C \sum_{j=1}^{N/2} \sum_{i=N/2+1}^{N} h_i h_j \left\| e^{-\alpha_2(1-y)/\varepsilon} \right\|^2_{L^\infty(K_{ij})} \\
&\leq C\varepsilon(N^{-1} \ln N)^{2(k+1)} + C(\varepsilon \ln N) e^{-\alpha_2 \tau/\varepsilon} \\
&\leq C\varepsilon(N^{-1} \ln N)^{2(k+1)} + C\varepsilon N^{-(k+1)} \ln N \\
&\leq C\varepsilon(N^{-1} \ln N)^{2(k+1)}.
\end{align*}
By similar calculations one obtains
\[ \| \eta_{E22} \|_{\Omega_{22}} \leq C \varepsilon (N^{-1} \ln N)^{k+1} \quad \text{and} \quad \| \eta_{E22} \|_{\Omega_{21}} \leq C \sqrt{\varepsilon N^{-(k+1)}} \ln^{1/2} N. \]

These inequalities together yield \( \| \eta_u \|_{\Omega_v} \leq C \sqrt{\varepsilon (N^{-1} \ln N)^{k+1}} \) for the S-mesh. The bound on \( \| \eta_u \|_{\Omega_v} \) is similar so (3.12b) is proved.

One obtains (3.12c) from the estimates
\[
\sum_{j=1}^{N} \left\| (\eta_u)_{i,j} \right\|^2_{J_j} \leq C \left[ N^{-2(k+1)} + N^{-1} (N^{-1} \max |\psi'|)^{2k+1} \right] \quad \text{for } i = 1, \ldots, N
\]
and
\[
\sum_{j=1}^{N} \left\| (\eta_u)_{x,j} \right\|^2_{J_j} \leq C \left[ N^{-2(k+1)} + N^{-1} (N^{-1} \max |\psi'|)^{2k+1} \right] \quad \text{for } j = 1, \ldots, N,
\]
which appear in the proof of [3, Lemma 4.1].

For each element \( K_{ij} \in \Omega_N \) and each \( v \in V_N \), define the bilinear forms
\[
D_{ij}^{1}(\eta_u, v) := \left( \eta_u, v_i \right)_{K_{ij}} - \left( \eta_u, v_{i,j}^{-} \right)_{J_j} + \left( \eta_u, v_{i,j}^{+} \right)_{J_j};
\]
\[
D_{ij}^{2}(\eta_u, v) := \left( \eta_u, v_i \right)_{K_{ij}} - \left( \eta_u, v_{x,j}^{-} \right)_{I_i} + \left( \eta_u, v_{x,j}^{+} \right)_{I_i},
\]
with \( (\eta_u)_{0,y} = (\eta_u)_{x,0} = 0 \). The next lemma presents a superapproximation result for these bilinear operators.

**Lemma 3.2.** There exists a constant \( C \) such that for any function \( z \in W^{k+2,\infty}(\Omega) \), all \( v \in V_N \) and \( 1 \leq i, j \leq N \), one has

\[
|D_{ij}^{1}(\eta_z, v)| \leq Ch_i^{-1} \left[ h_i^{k+2} \left\| \partial_x^{k+2} z \right\|_{K_{ij}} + h_j^{k+2} \left\| \partial_y^{k+2} z \right\|_{K_{ij}} \right] \|v\|_{K_{ij}} \quad (3.13a)
\]
\[
\leq C \sqrt{\frac{h_i}{h_j}} \left[ h_i^{k+2} \left\| \partial_x^{k+2} z \right\|_{L^{\infty}(K_{ij})} + h_j^{k+2} \left\| \partial_y^{k+2} z \right\|_{L^{\infty}(K_{ij})} \right] \|v\|_{K_{ij}}, \quad (3.13b)
\]
\[
|D_{ij}^{1}(\eta_z, v)| \leq C \left[ h_i \left\| z \right\|_{L^{\infty}(K_{ij})} \right] \|v\|_{K_{ij}}; \quad (3.13c)
\]

Furthermore, for the solution \( u \) satisfying the bounds of Proposition 2.1 with \( m = k \),
\[
\sum_{K_{ij} \in \Omega_N} \left( \frac{|D_{ij}^{1}(\eta_z, v)|^2}{\|v\|_{K_{ij}}} \right) \leq C \varepsilon^{-1} (N^{-1} \max |\psi'|)^{2(k+1)}. \quad (3.13d)
\]

Analogous bounds hold true for \( D_{ij}^{2}(\eta_u, v) \).

**Proof.** The estimate (3.13a) is proved in [22, Lemma 4.8] for the S-mesh, but the argument remains valid for the BS- and B-meshes. See the proof of [3, Theorem 4.1] for (3.13b)–(3.13d). \( \square \)
3.2 The approximation error $\xi$

In this subsection we shall prove two lemmas bounding $\xi \in V^3_N$, which is the difference between the computed solution and the local Gauss-Radau projection of the exact solution.

The first result is motivated by [16, Lemma 3.1] in which a relationship between the gradient and the element interface jump of the numerical solution with the numerical solution of the gradient was derived from the element variational equations. Using this idea, we obtain a new bound for the derivative and jump of $\xi_u$ from the error equation on the local element and the bounds of the projection error $\eta$ that were established in Section 3.1.

**Lemma 3.3.** There exists a constant $C$ such that

$$
\left\| (\xi_u)_x \right\|_{\Omega_x} + \left( \sum_{j=1}^{N} \sum_{i=N/2+1}^{N} h_i^{-1} \left\| (\xi_u)_{i-1,y} \right\|_{I_j}^2 \right)^{\frac{1}{2}} \leq C\varepsilon^{-\frac{2}{3}} \left[ \left\| \xi \right\|_E + (N^{-1} \max |\psi'|)^{k+1} \right],
$$

$$
\left\| (\xi_u)_y \right\|_{\Omega_y} + \left( \sum_{i=1}^{N} \sum_{j=N/2+1}^{N} h_j^{-1} \left\| (\xi_u)_{x,j-1} \right\|_{I_i}^2 \right)^{\frac{1}{2}} \leq C\varepsilon^{-\frac{2}{3}} \left[ \left\| \xi \right\|_E + (N^{-1} \max |\psi'|)^{k+1} \right].
$$

**Proof.** Since these two inequalities are derived in a similar way, we shall prove only the first one. Taking $v = r = 0$ in (2.7), one gets the element variational equation (see [3, (2.4b)])

$$
\varepsilon^{-1} \langle P, s \rangle_{K_{ij}} + \langle U, s_x \rangle_{K_{ij}} - \left\langle \tilde{U}_{i,y}, s_{i,y} \right\rangle_{K_{ij}} + \left\langle \tilde{U}_{i-1,y}, s_{i-1,y}^+ \right\rangle_{K_{ij}} = 0,
$$

(3.14)

for any $s \in Q^k(K_{ij})$ and $i, j = 1, 2, \ldots, N$, where $K_{ij} = I_i \times J_j = (x_{i-1}, x_i) \times (y_{j-1}, y_j)$ and the numerical flux $\tilde{U}$ is given by

$$
\tilde{U}_{i,y} = \begin{cases} 
U_{i,y}^- & \text{for } i = 1, 2, \ldots, N-1, \\
0 & \text{for } i = 0, N.
\end{cases}
$$

Since the exact solutions $u$ and $p = \varepsilon u_x$ also satisfy the weak formulation (3.14), we get the Galerkin orthogonality property

$$
\varepsilon^{-1} \langle e_p, s \rangle_{K_{ij}} + \langle e_u, s_x \rangle_{K_{ij}} - \left\langle u - \tilde{U}_{i,y}, s_{i,y}^- \right\rangle_{K_{ij}} + \left\langle u - \tilde{U}_{i-1,y}, s_{i-1,y}^+ \right\rangle_{K_{ij}} = 0,
$$

for any $s \in Q^k(K_{ij})$ and $i, j = 1, 2, \ldots, N$. Using the error decomposition (3.9) and an integration by parts, for any $s \in Q^k(K_{ij})$ and $i, j = 1, 2, \ldots, N$ we have

$$
\varepsilon^{-1} \langle \xi_p, s \rangle_{K_{ij}} - \left\langle (\xi_u)_x, s \right\rangle_{K_{ij}} - \left\langle (\xi_u)_{i-1,y}, s^+_{i-1,y} \right\rangle_{K_{ij}} = \varepsilon^{-1} \langle \eta_p, s \rangle_{K_{ij}} + D_{ij}^1(\eta_u, s),
$$

(3.15)

where $(\eta_0)_{0,y} = 0$ and $[\xi_u]_{0,y} = (\xi_u)_{0,y}$.

Take $s_{K_{ij}} = \frac{x-x_{i-1}}{h_i}(\xi_u)_x \in Q^k(K_{ij})$ in (3.15). Then $s^+_{i-1,y} = 0$ and

$$
\left\| \left( \frac{x-x_{i-1}}{h_i} \right)^{1/2} (\xi_u)_x \right\|_{K_{ij}}^2 = \langle \varepsilon^{-1} \xi_p - \varepsilon^{-1} \eta_p, s \rangle_{K_{ij}} - D_{ij}^1(\eta_u, s),
$$
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which implies
\[
\left\| \left( \frac{x - x_{i-1}}{h_i} \right)^{1/2} (\xi_u)x \right\|_{K_{ij}} \leq \varepsilon^{-1} (\|\eta_p\|_{K_{ij}} + \|\xi_p\|_{K_{ij}}) + \frac{|D_{ij}^1(\eta_u, s)|}{\|s\|_{K_{ij}}}
\]
via a Cauchy-Schwarz inequality. A scaling argument using norm equivalence on a reference element then gives
\[
\|\xi_x\|_{K_{ij}} \leq C \left\| \left( \frac{x - x_{i-1}}{h_i} \right)^{1/2} (\xi_u)x \right\|_{K_{ij}} \leq C \varepsilon^{-1} (\|\eta_p\|_{K_{ij}} + \|\xi_p\|_{K_{ij}}) + C \frac{|D_{ij}^1(\eta_u, s)|}{\|s\|_{K_{ij}}}
\]
for some constant \(C\). Using the definition of \(\|\xi\|_E\), inequality (3.12f) of Lemma 3.1, and (3.13d) of Lemma 3.2, one obtains
\[
\sum_{j=1}^{N} \sum_{i=N/2+1}^{N} \|\xi_x\|_{K_{ij}}^2 = C \varepsilon^{-1} \left[ \|\xi\|_E^2 + (N^{-1} \max |\psi'|)^{2(k+1)} \right]. \tag{3.16}
\]
We shall now make a different choice of \(s|_{K_{ij}}\) in (3.15). Take \(s|_{K_{ij}} = \xi_u(x, y) - \xi_u(x_{i-1}, y)\). Then \(s_{i-1,y} = [\xi_u]_{i-1,y}\). By a Cauchy-Schwarz inequality we have
\[
\left( \int_{x_{i-1}}^{x} (\xi_u)_{x}(s, y) \, ds + [\xi_u]_{i-1,y} \right)^2 \leq 2h_i \int_{x_{i-1}}^{x} (\xi_u)_{x}^2(s, y) \, ds + 2[\xi_u]_{i-1,y}^2,
\]
for any \(x \in I_i\), which leads to
\[
\|s\|_{K_{ij}}^2 \leq Ch_i^2 \|\xi_x\|_{K_{ij}}^2 + 2h_i \|\xi_u|_{i-1,y}\|_{J_j}^2. \tag{3.17}
\]
Using (3.15) and Young’s inequality, one has
\[
\|\xi_u|_{i-1,y}\|_{J_j}^2 = \langle \varepsilon^{-1} \xi_p - \varepsilon^{-1} \eta_p - (\xi_u)x, s \rangle_{K_{ij}} - D_{ij}^1(\eta_u, s)
\]
\[
\leq \frac{1}{4} h_i^{-1} \|s\|_{K_{ij}}^2 + C h_i \left[ \varepsilon^{-2} (\|\eta_p\|_{K_{ij}}^2 + \|\xi_p\|_{K_{ij}}^2) + \|\xi_x\|_{K_{ij}}^2 + \left( \frac{|D_{ij}^1(\eta_u, s)|}{\|s\|_{K_{ij}}} \right)^2 \right].
\]
Combining this inequality with (3.17) gives
\[
h_i^{-1} \|\xi_u|_{i-1,y}\|_{J_j}^2 \leq C \left[ \varepsilon^{-2} (\|\eta_p\|_{K_{ij}}^2 + \|\xi_p\|_{K_{ij}}^2) + \|\xi_x\|_{K_{ij}}^2 + \left( \frac{|D_{ij}^1(\eta_u, s)|}{\|s\|_{K_{ij}}} \right)^2 \right].
\]
Using the definition of \(\|\xi\|_E\), inequality (3.12f) of Lemma 3.1, (3.13d) of Lemma 3.2 and (3.16), we get
\[
\sum_{j=1}^{N} \sum_{i=N/2+1}^{N} h_i^{-1} \|\xi_u|_{i-1,y}\|_{J_j}^2 \leq C \varepsilon^{-1} \left[ \|\xi\|_E^2 + (N^{-1} \max |\psi'|)^{2(k+1)} \right]. \tag{3.18}
\]
The desired inequality now follows from (3.16) and (3.18).
Our second bound on $\xi$ deals with the element boundary error.

**Lemma 3.4.** There exists a constant $C$ such that

$$
\sum_{j=1}^{N} \left\| (\xi_{u})_{i,y}^{+} \right\|_{J_{j}}^{2} \leq C\varepsilon^{-1} \left[ \left\| \xi \right\|_{E}^{2} + (N^{-1} \max |\psi'|)^{2(k+1)} \right] \quad \text{for } i = N/2, \ldots, N - 1,
$$

$$
\sum_{i=1}^{N} \left\| (\xi_{u})_{x,j}^{+} \right\|_{I_{i}}^{2} \leq C\varepsilon^{-1} \left[ \left\| \xi \right\|_{E}^{2} + (N^{-1} \max |\psi'|)^{2(k+1)} \right] \quad \text{for } j = N/2, \ldots, N - 1.
$$

**Proof.** We prove the first inequality; the second is similar. For $i = N/2, \ldots, N - 1$ and $y \in J_{j} (j = 1, 2, \ldots, N)$, one can write

$$(\xi_{u})_{i,y}^{+} = -\sum_{\ell=i+1}^{N} \int_{x_{\ell-1}}^{x_{\ell}} (\xi_{u})_{x}(s,y)\, ds - \sum_{\ell=i+1}^{N-1} \|\xi_{u}\|_{\ell,y} + (\xi_{u})_{N,y}^{-}.$$  

Then Cauchy-Schwarz inequalities give

$$
|\xi_{i,y}^{+}|^{2} \leq 3 \left[ \sum_{\ell=i+1}^{N} h_{\ell}^{+} \cdot \left( \int_{I_{\ell}} |(\xi_{u})_{x}|^{2}\, dx \right)^{\frac{1}{2}} \right] + 3 \left[ \sum_{\ell=i+1}^{N-1} \|\xi_{u}\|_{\ell,y} \right] + 3\|\xi_{u}\|_{N,y}^{2},
$$

for $i = N/2, \ldots, N - 1$. Using Lemma 3.3, one gets

$$
\sum_{j=1}^{N} \left\| (\xi_{u})_{i,y}^{+} \right\|_{J_{j}}^{2} \leq C\tau \left[ \sum_{j=1}^{N} \sum_{\ell=i+1}^{N} \|\xi_{u}\|_{x}^{2} K_{\ell,j} + \sum_{j=1}^{N} \sum_{\ell=i+1}^{N-1} h_{\ell+1}^{-1} \|\xi_{u}\|_{\ell,y}^{2} j_{j} \right] + 3 \sum_{j=1}^{N} \|\xi_{u}\|_{N,y}^{2} j_{j} \leq C\varepsilon^{-1} \left( \left\| \xi \right\|_{E}^{2} + (N^{-1} \max |\psi'|)^{2(k+1)} \right) + \frac{3}{\min_{y \in [0,1]} \left[ \frac{1}{2}(a_{1})_{N,y} + \lambda_{1} \right]} \left\| \xi \right\|_{E}^{2},
$$

for $i = N/2, \ldots, N - 1$. The desired result now follows since $\lambda_{1} \geq 0$, $a_{1}(x,y) \geq \alpha_{1} > 0$ in $\Omega$, and $\tau \geq C\varepsilon$. \hfill \Box

### 4 The supercloseness result

We now state and prove the main result of the paper.
Theorem 4.1. Recall Assumptions 2.1 and 3.1. Let $w = (u, p, q) = (u, \varepsilon u_x, \varepsilon u_y)$ be the solution of problem (1.1). Let $W = (U, P, Q) \in V_N^3$ be the numerical solution of the LDG method (2.7). Then for some constant $C > 0$ one has the superclose property
\[
\|\Pi w - W\|_E \leq CM^*N^{-(k+1)},
\]
where $\Pi w \in V_N^3$ is the local Gauss-Radau projection of $w$ and
\[
M^* := \sqrt{\frac{\mu}{\epsilon}} (\max |\psi'|)^{k+1} = \begin{cases} 
(\ln N)^{k+1} & \text{for the S-mesh,} \\
(\ln N)^{1/2} & \text{for the BS-mesh,} \\
(\ln(1/\epsilon))^{1/2} & \text{for the B-mesh.}
\end{cases}
\]
Furthermore, one has the $L^2$ error estimate
\[
\|w - W\|_2 \leq CM^*N^{-(k+1)}.
\]

Proof. Recall that $\xi = W - \Pi w$ and $\eta = w - \Pi w$. Using the definition of $\| \cdot \|_E$ and Galerkin orthogonality, one obtains
\[
\|\xi\|^2_E = B(\xi; \xi) = B(\eta; \xi) = \sum_{i=1}^3 T_i(\eta; \xi) + T_4(\eta; \xi_u),
\]
where the $T_i (i = 1, 2, 3, 4)$ are defined in (2.8). From [3, Theorem 4.1], we have
\[
|T_i(\eta; \xi)| \leq C(N^{-1} \max |\psi'|)^{k+1} \|\xi\|_E \quad \text{for } i = 1, 2, 3,
\]
\[
|T_4(\eta_u; \xi_u)| \leq CQ^*N^{-(k+1)/2} \|\xi\|_2,
\]
where $\| \cdot \|_E$ (see [3, eq. (4.13)]) is a stronger norm than the energy norm $\| \cdot \|_E$ and $Q^*$ may depend weakly on $N$ and $\varepsilon$ (see [3, eq. (4.9)]). Clearly the estimate (4.24) of the convection term $T_4(\eta_u; \xi_u)$ needs to be improved to yield our supercloseness result, and we do this now. The crux of the argument is to derive improved estimates of the derivative and the jump of $\xi_u$; here Lemma 3.3 plays an important role, as we shall see when proving (4.28) below.

Consider the $x$-direction component of $T_4(\eta_u; \xi_u)$, which is defined by
\[
T_4^x(\eta_u; \xi_u) := - \langle a_1 \eta_u, (\xi_u)_x \rangle - \sum_{j=1}^N \left( \sum_{i=1}^N \left[ \langle (a_1)_{i,y} \eta_u, (\xi_u)_{i,y} \rangle + \langle \lambda_1(\eta_u)_{N,y}, (\xi_u)_{N,y} \rangle \right] J_j \right.
\]
\[
:= \sum_{i=1}^5 T_i(\eta_u; \xi_u),
\]
where we set \((a_1)_{ij} := a_1(x_i, y_j)\) and define

\[
\mathcal{T}_{41}(\eta_u; \xi_u) := - \sum_{j=1}^{N} \sum_{i=1}^{N/2} (a_1)_{ij} D_{ij}^1(\eta_u; \xi_u),
\]

\[
\mathcal{T}_{42}(\eta_u; \xi_u) := - \sum_{j=1}^{N} \sum_{i=1}^{N/2} \left[ \langle (a_1 - (a_1)_{ij}) \eta_u, (\xi_u)_{x} \rangle_{K_{ij}} - \langle ((a_1)_{i,y} - (a_1)_{ij}) (\eta_u)_{i,y}, (\xi_u)_{i,y} \rangle_{J_j} \right. \\
+ \left. \langle ((a_1)_{i-1,y} - (a_1)_{ij}) (\eta_u)_{i-1,y}, (\xi_u)_{i-1,y} \rangle_{J_j} \right],
\]

\[
\mathcal{T}_{43}(\eta_u; \xi_u) := - \sum_{j=1}^{N} \sum_{i=N/2+1}^{N} \langle (a_1)_{i,y} (\xi_u)_{x} \rangle_{K_{ij}} - \sum_{j=1}^{N} \sum_{i=N/2+1}^{N} \langle (a_1)_{i,y} (\eta_u)_{i,y}, [\xi_u]_{i,y} \rangle_{J_j},
\]

\[
\mathcal{T}_{44}(\eta_u; \xi_u) := - \sum_{j=1}^{N} (a_1)_{N/2,j} \langle (\eta_u)_{N/2,y}, (\xi_u)_{N/2,y} \rangle_{J_j},
\]

\[
\mathcal{T}_{45}(\eta_u; \xi_u) := \sum_{j=1}^{N} \lambda_1 \langle (\eta_u)_{N,y}, (\xi_u)_{N,y} \rangle_{J_j}.
\]

Each of these terms will be estimated separately. For \(\mathcal{T}_{41}(\eta_u; \xi_u)\) we use the technique that bounded the term \(\mathcal{T}_2(\cdot; \cdot)\) in [3, Theorem 4.1], but keeping in mind that the mesh size in the \(x\) direction is now \(O(N^{-1})\). For example, since \(\sigma \geq k + 2\), from (3.13b) and (3.13c) of Lemma 3.2 and Cauchy-Schwarz inequalities we get

\[
|\mathcal{T}_{41}(\eta; \xi_u)| \leq C \sum_{j=1}^{N} \sum_{i=1}^{N/2} \left[ \frac{h_j}{h_i} \left\| \frac{\partial^{k+2} S}{\partial x} \right\|_{L^\infty(K_{ij})} + \frac{h_j^{k+2}}{h_i} \left\| \frac{\partial^{k+2} S}{\partial y} \right\|_{L^\infty(K_{ij})} \right] \left\| \xi_u \right\|_{K_{ij}}
\]

\[
\leq C \sum_{j=1}^{N} \sum_{i=1}^{N/2} N^{-(k+2)} \left\| \xi_u \right\|_{K_{ij}} \leq CN^{-(k+1)} \left\| \xi \right\|_E,
\]

\[
|\mathcal{T}_{41}(\eta_{E21}; \xi_u)| \leq C \sum_{j=1}^{N} \sum_{i=1}^{N/2} \left[ \frac{h_j}{h_i} \left\| E_{21} \right\|_{L^\infty(K_{ij})} \right] \left\| \xi_u \right\|_{K_{ij}} \leq C \left[ \psi \left( \frac{1}{2} \right) \right]^\sigma N \sum_{j=1}^{N} \sum_{i=1}^{N/2} \left\| \xi_u \right\|_{K_{ij}}
\]

\[
\leq CN \left[ \psi \left( \frac{1}{2} \right) \right]^\sigma \left\| \xi_u \right\| \leq CN^{-(k+1)} \left\| \xi \right\|_E. \quad (4.25)
\]

To bound \(\mathcal{T}_{41}(\eta_{E12}; \xi_u)\), we split it into two sums and estimate each separately. Similarly to above,

\[
\left| \sum_{j=1}^{N/2} \sum_{i=1}^{N/2} (a_1)_{ij} D_{ij}^1(\eta_{E12}; \xi_u) \right| \leq C \left[ \psi \left( \frac{1}{2} \right) \right]^\sigma \sum_{j=1}^{N} \sum_{i=1}^{N/2} \left\| \xi_u \right\|_{K_{ij}} \leq CN^{-(k+1)} \left\| \xi \right\|_E.
\]

Using \(\sigma \geq k + 2\), (3.13b)–(3.13c), and \(h_j/\varepsilon \geq CN^{-1} \min \varphi' \geq CN^{-1} \geq h_i\) for \(1 \leq i \leq N\).
For the S-mesh, this inequality follows from Assumption 2.1 (ii) and we get
\[ \frac{N}{2}, \frac{N}{2} + 1 \leq j \leq N \] from (2.6), we get
\[
\left| \sum_{j=N/2+1}^{N} \sum_{i=1}^{N/2} (a_1)_{ij} D_{ij}^1 (\eta_{E_{12}}, \xi_u) \right|
\leq C \sum_{K_{ij} \in \Omega_{12}} \sqrt{\frac{h_j}{h_i}} \min \left\{ h_i^{k+2} \left\| \partial_x \left( E_{12} \right) \right\|_{L^\infty(K_{ij})} + h_j^{k+2} \left\| \partial_y \left( E_{12} \right) \right\|_{L^\infty(K_{ij})}, \left\| E_{12} \right\|_{L^\infty(K_{ij})} \right\} \left\| \xi_u \right\|_{K_{ij}}
\leq C \sum_{K_{ij} \in \Omega_{12}} \sqrt{\frac{h_j}{h_i}} \min \left\{ 1, \left( \frac{h_j}{\varepsilon} \right)^{k+2} \right\} e^{-\alpha_2 (1-y_i)/\varepsilon} \left\| \xi_u \right\|_{K_{ij}}
\leq C N^{1/2} \left( \sum_{i=1}^{N/2} \sum_{j=N/2+1}^{N} h_j \right)^{1/2} \left( \max_{N/2+1 \leq j \leq N} \Theta_j \right)^{k+2} \left\| \xi_u \right\|
\leq C N \tau^{1/2} (N^{-1} \max |\psi'|)^{k+2} \left\| \xi_u \right\| \leq C (N^{-1} \max |\psi'|)^{k+1} ||\xi||_E,
\]
where \( \Theta_j := e^{-\alpha_2 (1-y_i)/[(k+2)\varepsilon]} \min \{ 1, h_j/\varepsilon \} \leq C N^{-1} \max |\psi'| \) by [3, (3.6a)]. In the last inequality, we used \( \tau^{1/2} \max |\psi'| \leq C \). This is trivial for the BS-mesh and B-mesh (see Table 1). For the S-mesh, this inequality follows from Assumption 2.1 (ii) and \( \tau^{1/2} \max |\psi'| = C \sqrt{\varepsilon} \ln^{3/2} N \leq C N^{-1/2} \ln^{3/2} N \leq C \) for \( N \geq 4 \).

Similarly to (4.25), one has \( |T_{41} (\eta_{E_{22}}; \xi_u)| \leq C N^{-1} \left| 1 \right| \left| \psi \right|^{k+1} \left| \xi \right|_E \). Combining these bounds, we get
\[
|T_{41} (\eta_u; \xi_u)| \leq C (N^{-1} \max |\psi'|)^{k+1} \left| \xi \right|_E. \quad (4.26)
\]

Next, a Cauchy-Schwarz inequality, \( a_1 - (a_1)_{ij} = O(N^{-1}) \) for \((x, y) \in K_{ij}\), an inverse inequality and Lemma 3.1 yield
\[
|T_{42} (\eta_u; \xi_u)| \leq C \sum_{j=1}^{N} \sum_{i=1}^{N/2} N^{-1} \left( \left\| \eta_u \right\|_{K_{ij}} \left\| \xi_u \right\|_{K_{ij}} \right.
+ \left. \left| \left( \eta_u \right)_{i,y}^1 \right|_{J_y} \left\| \left( \xi_u \right)_{i,y}^1 \right|_{J_y} + \left| \left( \eta_u \right)_{i-1,y}^1 \right|_{J_y} \left\| \left( \xi_u \right)_{i-1,y}^1 \right|_{J_y} \right) \left( \left\| \eta_u \right\|_{K_{ij}} + N^{-1} \left\| \left( \eta_u \right)_{i,y}^1 \right|^2 \right)^{1/2} \left\| \xi_u \right\|
\leq C \left( \sum_{j=1}^{N} \sum_{i=1}^{N/2} \left( \left\| \eta_u \right\|_{K_{ij}}^2 + N^{-1} \left\| \left( \eta_u \right)_{i,y}^1 \right|^2 \right) \right)^{1/2} \left\| \xi_u \right\|
\leq C (N^{-1} \max |\psi'|)^{k+1} \left| \xi \right|_E. \quad (4.27)
\]

The term \( T_{43} (\eta_u; \xi_u) \) handles the convective error in the layer region which is our main concern. We shall use Lemma 3.3 to absorb the derivative and jump of the projection error into the energy norm and improve the final convergence rate. Invoking Lemma 3.3 and
Lemma 3.1, we get

\[ |T_{43}(\eta_u; \xi_u)| \leq C \|\eta_u\|_{\Omega_y} \|\xi_u\|_{\Omega_x} \]

\[ + C \left( \sum_{j=1}^{N} \sum_{i=N/2+1}^{N-1} h_{i+1} \left\| (\eta_u)_{i,y} \right\|_{J_j}^2 \right)^{1/2} \left( \sum_{j=1}^{N} \sum_{i=N/2+1}^{N-1} h_{i+1} \left\| (\xi_u)_{i,y} \right\|_{J_j}^2 \right)^{1/2} \]

\[ + C \sqrt{\frac{\mu}{\epsilon}} (N^{-1} \text{max } |\psi'|)^{k+1} \left( \|\xi\|_E + (N^{-1} \text{max } |\psi'|)^{k+1} \right), \quad (4.28) \]

where in the last inequality we used (3.12b), and also (3.12c) to bound

\[ \epsilon^{-1/2} \left( \sum_{j=1}^{N} \sum_{i=N/2+1}^{N-1} h_{i+1} \left\| (\eta_u)_{i,y} \right\|_{J_j}^2 \right)^{1/2} \]

\[ \leq \epsilon^{-1/2} \left( \max_{N/2+1 \leq i \leq N-1} \sum_{j=1}^{N} \left\| (\eta_u)_{i,y} \right\|_{J_j}^2 \right)^{1/2} \left( \sum_{i=N/2+1}^{N-1} h_{i+1} \right)^{1/2} \]

\[ \leq C \sqrt{\frac{\epsilon}{\mu}} N^{-(k+1)} (\text{max } |\psi'|)^{k+1/2} = C \sqrt{\frac{\mu}{\epsilon}} (N^{-1} \text{max } |\psi'|)^{k+1} \]

for our three layer-adapted meshes.

Lemma 3.4 and (3.12c) of Lemma 3.1 give

\[ |T_{44}(\eta_u; \xi_u)| \leq C \left( \sum_{j=1}^{N} \left\| (\eta_u)_{N/2,y} \right\|_{J_j}^2 \right)^{1/2} \left( \sum_{j=1}^{N} \left\| (\xi_u)_{N/2,y} \right\|_{J_j}^2 \right)^{1/2} \]

\[ \leq CN^{-(k+1)} (\text{max } |\psi'|)^{k+1/2} \left( \epsilon^{-1} \left( \|\xi\|_E^2 + (N^{-1} \text{max } |\psi'|)^2(k+1) \right) \right)^{1/2} \]

\[ = C \sqrt{\frac{\mu}{\epsilon}} (N^{-1} \text{max } |\psi'|)^{k+1} \left[ \|\xi\|_E + (N^{-1} \text{max } |\psi'|)^{k+1} \right]. \quad (4.29) \]
Since $0 \leq \lambda_1 \leq C$, a Cauchy-Schwarz inequality and Lemma 3.1 yield
\[
|T_{\text{d}}(\eta_u; \xi_u)| \leq C\left(\sum_{j=1}^{N} \|\eta_u\|_{N,y,j}^2\right)^{1/2}\left(\sum_{j=1}^{N} \|\xi_u\|_{N,y,j}^2\right)^{1/2} \leq C(N^{-1} \max |\psi'|)^{k+1} \|\xi\|_E. \tag{4.30}
\]

Putting together (4.26)–(4.30), we have shown that
\[
|T_{\text{d}}^s(\eta_u; \xi_u)| \leq C\sqrt{\frac{\mu}{\varepsilon}}(N^{-1} \max |\psi'|)^{k+1} \left[\|\xi\|_E + (N^{-1} \max |\psi'|)^{k+1}\right].
\]

We can bound $T_{\text{d}}^s(\eta_u; \xi_u)$ analogously and thus we obtain
\[
|T_{\text{d}}(\eta_u; \xi_u)| \leq C\sqrt{\frac{\mu}{\varepsilon}}(N^{-1} \max |\psi'|)^{k+1} \left[\|\xi\|_E + (N^{-1} \max |\psi'|)^{k+1}\right]. \tag{4.31}
\]

From (4.22), (4.23) and (4.31) it follows that
\[
\|\xi\|_E \leq C\sqrt{\frac{\mu}{\varepsilon}}(N^{-1} \max |\psi'|)^{k+1}. \tag{4.32}
\]

and we have proved the superclose estimate (4.19).

The $L^2$-error estimate (4.21) is now immediate from (4.32) and Lemma 3.1 since $w - W = \eta - \xi$. \hfill \Box

**Remark 4.1.** Several energy-norm error estimates are known for DG methods on the S-mesh. For piecewise polynomials of degree $k = 1$, the energy-norm error $\|u^l - U\|_E$ of the NIPG method, where $u^l$ is the piecewise bilinear interpolant of $u$, is $O(N^{-1} \ln^3 N)$ — see [14, Theorem 2]. This convergence rate is slightly improved to $O(N^{-1} \ln N)$ for the LDG method with penalty flux in [21, Lemma 4.2]. For piecewise polynomials of degree $k > 1$ in the LDG method (2.7), the energy-norm error $\|\Pi u - W\|_E$ is shown to be $O((N^{-1} \ln N)^{k+1/2})$ in [22, Theorem 3.1]. Recently, in [3, (4.22)] a generalised convergence rate estimate $Q^* N^{-(k+1/2)}$ for $\|\Pi u - W\|_E$ was established on the three layer-adapted meshes considered in this paper. Consequently, the energy-norm error $\|\Pi u - W\|_E$ is $O(Q^* N^{-(k+1/2)})$, which is shown to be sharp (up to a logarithmic factor) in numerical experiments. This shows that the convergence rate $M^* N^{-(k+1)}$ of (4.19) is a superclose-type superconvergence result.

**Remark 4.2.** The $L^2$ error bound of (4.21) is optimal for the S-mesh, and it is optimal up to logarithmic factors for the BS-mesh and B-mesh.

**Remark 4.3.** If we discard the assumption $\varepsilon \leq N^{-1}$ of Assumption 2.1(ii), how does this affect our analysis? Instead of Theorem 4.1, we obtain for all three layer-adapted meshes the general estimate (provided we make the mild assumption $\varepsilon \ln^3 N \leq C$ for the S-mesh)
\[
\|\xi\|_E \leq C\sqrt{\frac{\mu}{\varepsilon}}\left\{\left(1 + (Nh)^{3/2}\right)h^{k+1} + \left(1 + N(Nh)^{1/2}\right)\left[\psi\left(\frac{1}{2}\right)\right]^\sigma\right. \\
+ \left.\left(1 + (Nh)^{1/2}\right)(N^{-1} \max |\psi'|)^{k+1}\right\}, \tag{4.33}
\]
where the first term comes mainly from the global approximation of the smooth component of the solution using the maximum mesh size \( h := \max_i h_i \), while the other two terms come from the smallness of the layer component in the coarse domain and the approximation of the layer component in the refined region. The factor \( Nh \) arises from the maximum ratio \( \max_{i,j} h_j / h_i \) that appears in (3.13b)–(3.13c).

Let us discuss this estimate (4.33) for the three layer-adapted meshes. For the S-mesh one has \( h \leq 2N^{-1} \), \( \psi(1/2) = N^{-1} \), and (4.33) yields Theorem 4.1 provided \( \sigma \geq k + 2 \). For the B-mesh one has \( h \leq CN^{-1} \), and if \( \psi(1/2) = \varepsilon \leq N^{-\theta} \) for some constant \( 0 < \theta \leq 1 \), so Theorem 4.1 holds true provided \( \sigma \geq (k + 2)/\theta \). Finally, for the BS-mesh, one has \( \psi(1/2) = N^{-1} \) and \( h = \max\{\varepsilon, N^{-1}\} \), which yields the bound

\[
\|\xi\|_E \leq C(\ln N)^{1/2}(1 + \varepsilon N)^{3/2}(\varepsilon + N^{-1})^{k+1},
\]

whose convergence behavior is unclear when \( \varepsilon \geq CN^{-1} \).

**Remark 4.4.** One can combine Lemma 3.4, (3.12c) and (4.32) to derive another superconvergence property:

\[
\left( \sum_{j=1}^{N} \| (e_\nu)_{i,y} \|^2_{L_j} \right)^{1/2} + \left( \sum_{i=1}^{N} \| (e_\nu)_{x,j} \|^2_{L_i} \right)^{1/2} \leq C\mu \varepsilon^{-1} N^{-(k+1)}(\max |\psi'|)^{k+3/2}
\]

for any \( i, j \in \{N/2, \ldots, N-1\} \).

## 5 Numerical experiments

In this section, we illustrate the numerical performance of the LDG method on the layer-adapted meshes of Section 2.1 for a two-dimensional singularly perturbed convection-diffusion test problem. In our experiments we take \( \alpha_1 = 1, \alpha_2 = 2 \) and \( \sigma = k + 2 \) with the penalty parameters \( \lambda_1 = \lambda_2 = 0 \). The discrete linear systems are solved using LU decomposition, i.e., a direct linear solver. All integrals are evaluated using the 5-point Gauss-Legendre quadrature rule.

We will present results for the three errors

\[
\|w - W\|_2, \quad \|\Pi w - W\|_E, \quad \|w - W\|_E,
\]

together with their respective convergence rates, which are calculated from

\[
r_2 := \frac{\log(E_N/E_{2N})}{\log 2} \quad \text{or} \quad r_S := \frac{\log(E_N/E_{2N})}{\log (2 \ln N/\ln(2N))},
\]

where \( E_N \) is the observed error when \( N \) elements are used in each coordinate direction. The quantities \( r_2 \) and \( r_S \) measure the convergence rates from error bounds of the form \( CN^{-r_2} \) and \( C(N^{-1}\ln N)^{r_S} \) respectively.

**Example 5.1.** Consider the convection-diffusion problem

\[
-\varepsilon \Delta u + (2 - x)u_x + (3 - y^3)u_y + u = f \quad \text{in} \ \Omega = (0,1)^2,
\]

\[
u = 0 \quad \text{on} \ \partial\Omega,
\]
with \( f \) chosen such that
\[
u(x, y) = \left( 1 - e^{-(1-x)/\varepsilon} \right) y^3 \left( 1 - e^{-2(1-y)/\varepsilon} \right) \sin x
\]
is the exact solution. This exact solution has precisely the layer behaviour that one expects in typical solutions of (1.1).

Fix \( k = 2, N = 32 \) and \( \varepsilon = 10^{-2} \). Figure 2 displays plots of the numerical solution \( U \) and the error \( u - U \) on the three types of layer-adapted meshes computed by the LDG method. We see that the LDG method yields good numerical approximations. Furthermore, no oscillations are visible in the solution. The largest errors appearing on the outflow boundary decrease quickly in one element. This demonstrates the ability of the LDG method to capture the boundary layers.

In Tables 2-4 we take \( \varepsilon = 10^{-8} \) and present the values of \( \| w - W \|_2, \| \Pi w - W \|_E \) and \( \| w - W \|_E \) and their convergence rates on the S-mesh, BS-mesh and B-mesh. These numerical results confirm the supercloseness of the projection \( \Pi w \) and the optimal \( L^2 \) error estimate of Theorem 4.1. Comparing these errors, one finds that the S-mesh produces the largest error while the BS-mesh and B-mesh have comparable errors. A careful inspection reveals subtle differences between the last two meshes: for the values of \( N \) that we used, the BS-mesh errors are slightly smaller than the B-mesh errors, but the convergence rate on the B-mesh is better than the BS-mesh.

In Tables 5-7 we take \( k = 2 \) and \( N = 128 \), and test the robustness of the errors with respect to the singular perturbation parameter \( \varepsilon \). On the S-mesh and BS-mesh the errors vary only slightly with \( \varepsilon \). On the B-mesh, the definition of \( M^* \) in (4.19) indicates a theoretical dependence on \( \varepsilon \), but we see in Table 7 that this dependence is insignificant.

| Table 2: S-mesh. |
|-------------------|
| \( N \) | \( \| w - W \|_2 \) | \( r_S \)-rate | \( \| \Pi w - W \|_E \) | \( r_S \)-rate | \( \| w - W \|_E \) | \( r_S \)-rate |
| \( P^1 \) |
| 16 | 3.0199E-02 | - | 8.3413E-02 | - | 6.7252E-02 | - |
| 32 | 1.2885E-02 | 1.8122 | 3.9597E-02 | 1.5852 | 3.4133E-02 | 1.4429 |
| 64 | 4.8976E-03 | 1.8936 | 1.6346E-03 | 1.7299 | 1.6102E-03 | 1.4708 |
| 128 | 1.7197E-03 | 1.9418 | 6.0899E-03 | 1.8339 | 7.2263E-03 | 1.4865 |
| 256 | 5.7159E-04 | 1.9683 | 2.1008E-03 | 1.9018 | 3.1321E-03 | 1.4939 |
| 512 | 1.8723E-04 | 1.9700 | 6.3447E-04 | 1.9453 | 8.3405E-04 | 1.4899 |
| \( P^2 \) |
| 16 | 5.7757E-03 | - | 1.7540E-02 | - | 1.3364E-02 | - |
| 32 | 1.5824E-03 | 2.7546 | 5.5245E-03 | 2.4581 | 4.4268E-03 | 2.3508 |
| 64 | 3.6396E-04 | 2.8771 | 1.4253E-03 | 2.6522 | 1.2753E-03 | 2.4363 |
| 128 | 7.4631E-05 | 2.9397 | 3.1717E-04 | 2.7880 | 3.3600E-04 | 2.4746 |
| 256 | 1.4161E-05 | 2.9700 | 6.3447E-05 | 2.8756 | 8.3405E-05 | 2.4899 |

6 Concluding remarks

In this paper we considered a singularly perturbed convection-diffusion problem posed on the unit square and derived a supercloseness result for the energy-norm error between the numerical solution computed by the LDG method on three typical layer-adapted meshes and the local Gauss-Radau projection of the exact solution into the finite element space.
Table 3: BS-mesh.

| N   | $\|w - W\|_2$ | $r_2$-rate | $\|\Pi w - W\|_E$ | $r_2$-rate | $\|w - W\|_E$ | $r_2$-rate |
|-----|--------------|-------------|-------------------|-------------|----------------|-------------|
| $P^1$ | 16   | 7.4770e-03 | -                 | 1.5422e-02  | -              | 2.4479e-02  |
| 32   | 2.0492e-03 | 1.8674      | 4.2764e-03       | 1.8506      | 8.9815e-03    | 1.4465      |
| 64   | 5.3808e-04 | 1.9292      | 1.1260e-03       | 1.9251      | 3.2362e-03    | 1.4727      |
| 128  | 1.3802e-04 | 1.9630      | 2.8893e-04       | 1.9625      | 1.1552e-03    | 1.4861      |
| 256  | 3.963e-05  | 1.9809      | 7.3172e-05       | 1.9814      | 4.1043e-04    | 1.4930      |
| $P^2$ | 16   | 5.3110e-04 | -                 | 1.2764e-03  | -              | 1.6682e-03  |
| 32   | 7.5788e-05 | 2.8089      | 1.8291e-04       | 2.8029      | 3.2007e-04    | 2.3818      |
| 64   | 1.0138e-05 | 2.9022      | 2.4466e-05       | 2.9023      | 5.8928e-05    | 2.4414      |
| 128  | 1.3120e-06 | 2.9499      | 3.1666e-06       | 2.9498      | 1.0630e-05    | 2.4708      |
| 256  | 1.6699e-07 | 2.9739      | 4.0197e-07       | 2.9778      | 1.9006e-06    | 2.4836      |

Table 4: B-mesh.

| N   | $\|w - W\|_2$ | $r_2$-rate | $\|\Pi w - W\|_E$ | $r_2$-rate | $\|w - W\|_E$ | $r_2$-rate |
|-----|--------------|-------------|-------------------|-------------|----------------|-------------|
| $P^1$ | 16   | 8.2628e-03 | -                 | 1.7412e-02  | -              | 2.6065e-02  |
| 32   | 2.1582e-03 | 1.9368      | 4.5461e-03       | 1.9374      | 9.2693e-03    | 1.4916      |
| 64   | 5.5248e-04 | 1.9658      | 1.1612e-03       | 1.9690      | 3.2879e-03    | 1.4953      |
| 128  | 1.3987e-04 | 1.9818      | 2.9339e-04       | 1.9847      | 1.1645e-03    | 1.4975      |
| 256  | 3.5198e-05 | 1.9905      | 7.3738e-05       | 1.9923      | 4.1206e-04    | 1.4987      |
| $P^2$ | 16   | 6.4042e-04 | -                 | 1.5414e-03  | -              | 1.9524e-03  |
| 32   | 8.3189e-05 | 2.9446      | 2.0092e-04       | 2.9396      | 3.4568e-04    | 2.4977      |
| 64   | 1.0622e-05 | 2.9694      | 2.5647e-05       | 2.9698      | 6.1218e-05    | 2.4974      |
| 128  | 1.3427e-06 | 2.9838      | 3.2452e-06       | 2.9824      | 1.0834e-05    | 2.4984      |
| 256  | 1.6887e-07 | 2.9912      | 4.0274e-07       | 3.0104      | 1.9221e-06    | 2.4948      |

As a byproduct, we got an (almost) optimal-order $L^2$-error estimate for the LDG solution. These results rely on some new sharp estimates for the error of the Gauss-Radau projection that may be of independent interest. Numerical experiments show that our theoretical bounds are sharp (sometimes up to a logarithmic factor). In future work we aim to extend these results to singularly perturbed problems whose solutions have characteristic boundary layers, where superconvergence in the energy and balanced norms will be investigated.
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Figure 2: Numerical solution $U$ (left) and error $u - U$ (right) on three $32 \times 32$ layer-adapted meshes. Top: S-mesh; Middle: BS-mesh; Bottom: B-mesh. Here $\varepsilon = 10^{-2}$ and $k = 2$. 