We introduce a set of identities in the cohomology ring of elliptic fibrations which are equivalent to the cancellation of gauge and mixed gauge-gravitational anomalies in F-theory compactifications to four and six dimensions. The identities consist in (co)homological relations between complex codimension-two cycles. The same set of relations, once evaluated on elliptic Calabi-Yau three-folds and four-folds, is shown to universally govern the structure of anomalies and their Green-Schwarz cancellation in six- and four-dimensional F-theory vacua, respectively. We furthermore conjecture that these relations hold not only within the cohomology ring, but even at the level of the Chow ring, i.e. as relations among codimension-two cycles modulo rational equivalence. We verify this conjecture in non-trivial examples with Abelian and non-Abelian gauge groups factors. Apart from governing the structure of local anomalies, the identities in the Chow ring relate different types of gauge backgrounds on elliptically fibred Calabi-Yau four-folds.
1. Introduction

Anomalies provide a beautiful window of opportunity to study the consistency of quantum field theories and their coupling to gravity in various dimensions. As a celebrated example, the absence of gauge and gravitational anomalies in perturbative string theory [1] implies the cancellation of one-loop anomalies in the effective 10-dimensional supergravity by the classical Green-Schwarz counterterms. Given the absence of anomalies in ten dimensions, compactific-
ations of string theory to lower dimensions are automatically free of gauge and gravitational anomalies provided all string consistency conditions are correctly obeyed. For instance, in perturbative orientifold compactifications, the cancellation of gauge or gravitational anomalies in the low-energy effective action is ensured by the tadpole conditions [2–5], as reviewed e.g. in [6,7] and references therein.

In F-theory, tadpole cancellation is automatically built into the topological and geometric properties of the torus-fibration underlying the definition of the F-theory vacuum. Hence the absence of anomalies in the F-theory effective action can serve as a unique tool to gain valuable insights into the mathematical structure of such fibrations. In this work we find a number of non-trivial relations in the cohomology ring of elliptic fibrations which are equivalent to the cancellation of all gauge and gauge-gravitational anomalies in F-theory compactified to four and six dimensions.

Assuming the absence of anomalies in the effective theory, as suggested by the above reasoning, therefore provides a physics proof for these novel and non-trivial mathematical relations among codimension-2 cycles; these identities must then be valid on every flat, smooth, elliptically fibred Calabi-Yau 3- and 4-fold irrespective of its interpretation as the compactification space of an F-theory.

The constraints imposed by absence of anomalies in an effective supergravity are particularly strong in 6-dimensional $N = (1, 0)$ supersymmetric vacua. These chiral theories are obtained, in the context of F-theory, via compactifications on elliptic Calabi-Yau 3-folds. The 6-dimensional generalisation of the Green-Schwarz mechanism [14, 15] acts on the self-dual tensor fields in the effective action such as to cancel all factorisable gauge and gravitational anomalies. Its realisation in F-theory was first described for ADE type gauge algebras in [16] and extended further to all simple non-Abelian gauge algebras in [17,18]. In particular, [18] has identified a set of relations in the Chow group $\text{CH}_0(B_2)$ of points on the base $B_2$ of an elliptically fibred 3-fold which are sufficient to guarantee the cancellation of all gauge-gravitational one-loop anomalies by the Green-Schwarz terms. The cancellation of 6-dimensional anomalies in F-theory has been extended in [19] to include also Abelian gauge group factors. The same reference furthermore shows that a certain set of intersection theoretic identities ensures cancellation of all gauge and gravitational anomalies. These identities relate the intersection numbers between divisors and curves on the fibration which, respectively, represent the coroot/coweight and the root/weight lattice of the effective gauge theory. Similarly to the set of relations investigated in [18] they hold for any elliptically fibred Calabi-Yau 3-fold even though the proofs presented in [18,19] proceed in purely physics terms via the connection to gauge anomalies.

By comparing the 6-dimensional F-theory effective action to its dual M-theory in five dimensions, the cancellation of anomalies in F-theory is deeply related to the structure of Chern-Simons terms in M-theory, as studied in detail in [20–24]. According to [23], such reasoning implies that the cancellation for instance of all Abelian gauge anomalies in the F-theory effective action is equivalent to a symmetry among all sections as to which serves as the zero-section of the F-theory fibration defining the Kaluza-Klein $U(1)$ in the dual M-theory.

Our analysis of anomalies begins in the 4-dimensional context. Local anomalies in 4-dimen-
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1The constraints imposed by anomalies on globally consistent 6-dimensional F-theory vacua have been studied in detail in the literature, including [8,12] and references therein. Some extensions of this reasoning to 4-dimensional compactifications have appeared in [13].

2Similar relations hold for dual F/M-theory pairs in lower dimensions.
sional $\mathcal{N} = 1$ supergravity theories occur only if the massless spectrum is chiral. In F-theory compactifications on elliptically fibred 4-folds $\hat{Y}_4$ this requires the presence of gauge flux. Duality with M-theory translates the latter into a flux for the field strength $G_4$ of the M-theory 3-form potential $C_3$, as will be briefly reviewed in Section 2.1. As in six dimensions the anomalies comprise two parts, the 1-loop and the Green-Schwarz terms: The one-loop induced gauge-gravitational anomalies involve chiral fermions running in triangle diagrams. The chiral index of the relevant fermions is determined by the intersection theoretic pairing of the flux $G_4$ with certain matter surfaces inside $\hat{Y}_4$. In any consistent vacuum, these 1-loop anomalies are cancelled by the 4-dimensional Green-Schwarz terms. For F-theory compactification on $\hat{Y}_4$ the latter have been derived in [22]. As will be reviewed in Section 2.2 the Green-Schwarz terms can likewise be formulated as the intersection theoretic paring between $G_4$ and a set of 4-cycle classes on $\hat{Y}_4$. Cancellation of all anomalies implies a relation between these intersection numbers which must be valid for all types of consistent gauge fluxes $G_4$ [22].

Starting from this formulation we will derive, in Section 3.2, a set of relations between the cohomology classes of the matter surfaces and the divisors spanning the coroot/coweight lattice of an elliptically fibred Calabi-Yau 4-fold. These relations go beyond the intersection theoretic identities of [22] in that they hold independently of any projection onto a gauge flux $G_4$. To arrive at such relations it is important to note that the structure of the matter surfaces must not only reflect consistency of the anomalies of all geometrically realised gauge symmetries, but also include consistency of anomalies if the gauge algebra on a 7-brane is broken by a gauge background to some subalgebra. This point will be discussed in Section 3.1. Taking into account the contribution of charged matter states in the bulk of the 7-branes allows us to isolate a set of identities which is summarized, for a general fibration, in equation (3.18) and (3.21). These identities extend and generalize previous observations in [25], which attributed the vanishing of anomalies in a class of fibrations with the MSSM gauge group to homological relations among 4-cycles.

In fact, in Section 5 we will verify, for prototypical example fibrations containing Abelian and non-Abelian gauge algebras, that these relations hold not only as relations within the cohomology ring, but as relations among algebraic complex 2-cycles with rational coefficients modulo rational equivalence. We conjecture this to be the case more generally as made precise in equation (3.23) and (3.24). The Chow ring of algebraic cycles modulo rational equivalence is a refinement of the cohomology ring and general properties of this ring in complicated geometries are hard to come by. The specific set of relations in the Chow ring described in this article implies useful relations between the possible gauge backgrounds on an elliptic fibration $\hat{Y}_4$. Indeed, the gauge backgrounds can be represented by complex 2-cycles modulo rational equivalence [26]. Relation (3.24) already entered the computation of the exact massless charged matter spectrum on the background analyzed in Section 5.1 in [27]. In Section 5.4 we present another verification and application of (3.24). It has been known that in sufficiently simple fibrations no vertical gauge fluxes can exist, an example being the family of generic Tate models with gauge group $SU(n)$ for $n < 5$ [28]. As we will exemplify, this is a direct consequence of the general constraint (3.24) which consistent flux backgrounds have to obey.

The proof of the cohomological relations in the examples of Section 5 makes use of the structure of the 4-fold fibration, but not of the base. This raises the question of their validity also for elliptic fibrations of different complex dimension. Somewhat surprisingly, in Section 4 we will see that the same relations (3.18) and (3.21), applied now to elliptically fibred Calabi-Yau 3-folds,
imply the cancellation of all gauge and mixed gauge-gravitational anomalies in 6-dimensional F-theory vacua, and in turn follows from these. More precisely, intersecting the cohomological identities (3.18) with generators of the coroot/coweight lattice reproduces the intersection theoretic relations of [19] governing the structure of 6-dimensional anomaly cancellation. Intuitively, this connection may be understood as follows: (3.18) directly incorporates the cubic nature of the gauge-gravitational anomalies in four dimensions. Intersection with another divisor adds an external leg to the anomaly it represents as required to make the connection to the quartic anomalies in six dimensions. Nonetheless, given the rather different structure of Green-Schwarz counterterms in dimensions four and six, we find it intriguing that the same set of cohomological identities governs the cancellation of the 1-loop induced anomalies. Again we conjecture that these relations hold more generally within the Chow ring, as suggested by the analysis in Section 5. In this sense, (3.18) can be viewed as a fundamental set of identities which universally governs the structure of gauge and gauge-gravitational anomalies in 4 and 6-dimensional F-theory compactifications. In Section 6 we conclude and list some open questions.

2. Anomalies in 4-Dimensional F-Theory Vacua

This preparatory section reviews the intersection theoretic identities implied by anomaly cancellation in 4-dimensional F-theory vacua. We define our notation and conventions in Section 2.1, which collects the most relevant properties of F-theory compactifications on elliptic 4-folds used in the sequel. In Section 2.2 we review the geometric formulation of the Green-Schwarz mechanism in four-dimensional F-theory provided in [22].

2.1. F-Theory on Calabi-Yau 4-Folds

Our primary interest in this paper is in F-theory compactifications to four dimensions with gauge group

$$G_{\text{tot}} = \prod_{I=1}^{n_G} G_I \times \prod_{A=1}^{n_{U(1)}} U(1)_A.$$  \hspace{1cm} (2.1)

Here $G_I$ denotes a non-Abelian Lie group and $U(1)_A$ an extra Abelian gauge group factor. Such a vacuum is described in terms of an elliptically fibred Calabi-Yau 4-fold $Y_4$ with projection

$$\pi: Y_4 \rightarrow B_3.$$  \hspace{1cm} (2.2)

The codimension-1 singularities of the fibration lie over divisors $W_I$ in the base $B_3$. They are associated with 7-branes carrying gauge group $G_I$. Resolving the singularities of $Y_4$ leads to a smooth fibration $\hat{Y}_4$, which we assume to be Calabi-Yau.

Each of the non-abelian gauge group factors $G_I$ is related to the resolution of the codimension-1 singularities over the respective divisor $W_I$. This process introduces the resolution divisors $E_{i_I}, i = 1, \ldots, \text{rk}(G_I)$, which take the role of the generators of the Cartan subgroup of $G_I$. In short, the gauge potential $A_{i_I}$ associated with $E_{i_I}$ arises by expanding the M-theory 3-form as

$$C_3 = A_{i_I} \wedge E_{i_I} + \ldots.$$  \hspace{1cm} (2.3)
More precisely, each resolution divisor $E_{i\ell}$ is rationally fibred over $W_{\ell}$. Its fibre is given by one of the rational curves $\mathbb{P}^{1}_{i\ell}$ inserted at the singular point in the fibre of $Y_{4}$ in the process of the resolution. The group theoretic interpretation of the $E_{\ell}$ and the resolution curves $\mathbb{P}^{1}_{j\ell}$ follows from their intersection numbers

$$[E_{i\ell}] \cdot [\mathbb{P}^{1}_{j\ell}] = -\delta_{i\ell j} C_{i\ell j},$$

where $C_{i\ell j}$ denotes the Cartan matrix of $G_{\ell}$. Here $[E_{i\ell}]$ denotes the (dual) cohomology class associated with the divisor $E_{i\ell} \in \text{Cl}(\hat{Y}_{4})$. Up to a minus sign, this matches the action

$$\mathcal{T}_{i\ell} |_{\alpha_{j\ell}} = C_{i\ell j} |_{\alpha_{j\ell}}$$

of a $U(1)_{i\ell}$ generator $\mathcal{T}_{i\ell}$ in the coroot basis on a simple root $\alpha_{j\ell}$. We therefore identify $A_{i\ell}$ with the $U(1)_{i\ell}$ Cartan in this coroot basis, and an M2-brane wrapping one of the linearly independent fibral curves $\mathbb{P}^{1}_{j\ell}$ with a state of weight vector $-\alpha_{j\ell}$.

Of some relevance for us will be the fact that the projection $\hat{\pi}$ of the fibration $\hat{Y}_{4}$ induces the pushforward $\hat{\pi}_{*}: H_{k}(\hat{Y}_{4}) \to H_{k}(B_{3})$. It is defined such that for instance

$$[E_{i\ell}] \cdot [\mathbb{V}_{\ell j}] \cdot [D_{a}] \cdot [D_{b}] = \hat{\pi}_{*} \left( [E_{i\ell}] \cdot [\mathbb{V}_{\ell j}] \cdot [D_{a}] \cdot [D_{b}] \right) = \hat{\pi}_{*} \left( [E_{i\ell}] \cdot [\mathbb{V}_{\ell j}] \cdot [D_{a}] \cdot [D_{b}] \right)$$

for all $[D_{a}]$ representing basis elements of $H^{1,1}(B_{3})$. Here $\mathbb{V}_{\ell j}$ denotes the intersection product on $\hat{Y}_{4}$ and $\cdot B_{3}$ the intersection product on $B_{3}$, but we will mostly drop the subscripts when the context allows it. With this notation, we have the important relation

$$\hat{\pi}_{*} \left( [E_{i\ell}] \cdot [E_{j\ell}] \right) = -\delta_{i\ell j} \mathcal{E}_{i\ell j} \cdot [W_{\ell}],$$

where

$$\mathcal{E}_{ij} = \frac{\langle \alpha, \alpha \rangle_{\text{max}}}{\langle \alpha_{j}, \alpha_{j} \rangle} \cdot \frac{2 \langle \alpha_{i}, \alpha_{j} \rangle}{\langle \alpha_{j}, \alpha_{j} \rangle} = \frac{2}{\lambda} \frac{1}{\langle \alpha_{j}, \alpha_{j} \rangle} C_{ij}.$$  

(2.8)

The object $\langle \alpha, \alpha \rangle_{\text{max}}$ denotes the length of the longest root and is related to the so-called Dynkin index of the fundamental representation, $\lambda$, via

$$\lambda = \frac{2}{\langle \alpha, \alpha \rangle_{\text{max}}}. \quad (2.9)$$

For the simply laced Lie algebras, i.e. the Lie algebras of ADE type,

$$\mathcal{E}_{ij} \, (\text{ADE}) = C_{ij} \, (\text{ADE})$$

(2.10)

but both quantities differ for the non-simply laced Lie algebras. As a last technicality that will appear again later we note that the same object $\mathcal{E}_{ij}$ governs the normalization of the coroot basis via

$$\text{tr}_{R} \mathcal{T}_{i} \mathcal{T}_{j} = \lambda \, \mathcal{E}_{ij} \, C_{ij}^{(2)} \, . \quad (2.11)$$

4This simple picture is true for the simply-laced, i.e. ADE, gauge groups. For non-simply laced gauge groups there exist exceptional divisors $E_{i}$, such that the fibre of the $E_{i}$'s split into several $\mathbb{P}^{1}$'s, which are exchanged by monodromies along $W_{\ell}$ [29]. This is nicely explained in [19] and references therein. In this case we denote by $\mathbb{P}^{1}_{i\ell}$ the basis of linearly independent rational curves in the fibre associated with the negative of the simple roots.

4For future reference, we use the same symbol $\cdot$ to denote the intersection product within the cohomology and in the Chow ring. The context will make clear which is being used.
In (2.11) we introduced the group theoretic constants $c^{(n)}_R$ which interpolate between the trace in representation $R$ and the trace in the fundamental representation via

$$\text{tr}_R F^n = c^{(n)}_R \text{tr}_{\text{fund}} F^n, \quad n = 2, 3.$$  \hspace{1cm} (2.12)

For more details we refer to the group theoretic discussion in [19].

Let us now turn to the Abelian gauge group factors $U(1)_A$, which are related to the existence of extra rational sections $S_A$ in addition to the zero-section $S_0$ of the fibration. To each rational section $S_A$ we assign an element $U_A \in \text{CH}^1(\hat{Y}_4)$ via the Shioda map,

$$U_A = S_A - S_0 - D^b + \sum_{i_j} k_{i_j} E_{i_j} \in \text{CH}^1(\hat{Y}_4).$$  \hspace{1cm} (2.13)

Here the divisor class $D^b$ on $B_3$ and the coefficients $k_{i_j}$ are to be chosen such that $U_A$ satisfies the following transversality conditions for all $\alpha, \beta, \gamma$,

$$[U_A] \cdot [D^b_\alpha] \cdot [D^b_\beta] \cdot [D^b_\gamma] = 0, \quad [U_A] \cdot [D^b_\alpha] \cdot [S_0] = 0,$$

$$[U_A] \cdot [D^b_\alpha] \cdot [E_{i_j}] = 0.$$  \hspace{1cm} (2.14)

In these equations $[D^b_\alpha]$ represents basis elements of $H^{1,1}(B_3)$. Such $U_A$ serves as the generator of the Abelian gauge group $U(1)_A$. The $U(1)_A$ gauge potential $A_A$ arises by replacing $E_{i_j}$ in the expansion (2.3) with $U_A$.

For future purposes it is useful to introduce the combined notation

$$F_\Sigma \in \{E_{i_j}, U_A\}$$  \hspace{1cm} (2.15)

for these two types of divisors. By the Shioda-Tate-Wazir theorem [30–33], $H^{1,1}(\hat{Y}_4)$ is given by

$$H^{1,1}(\hat{Y}_4) = \text{span}_C \left\{[S_0], [F_\Sigma], [D^b_\alpha] \right\}.$$  \hspace{1cm} (2.16)

There are two types of massless matter in such F-theory compactifications: The so-called bulk matter arises from states which are free to propagate over the divisors $W_I$ and which transform, in absence of gauge flux, in the adjoint representation of $G_I$. We will come back to this type of matter in section 3.1. For now our prime interest is in the matter localised in codimension two in the base and which transforms in some representation $R$ of the full gauge group $G$. We will denote the matter curve on $B_3$ on which these massless states localise by $C[R]$. The origin of such matter states are M2-branes wrapping a suitable combination of rational curves in the fibre of $\hat{Y}_4$ over $C[R]$. Let us denote by $\beta_{i_j}^a (R)$, $a = 1, \ldots, \text{dim}(R)$, the weight vector associated with representation $R$. Its entries are the charges of the $a$-th state in the representation under the Cartan $U(1)$ with generator $E_{i_j}$. To each state in representation $R$ we have an associated matter surface $S^a_{R}$, given by a linear combination of fibral curves over $C[R]$. M2-branes wrapping this linear combination of fibral curves $S^a_{R}$ give rise to the $a$-th state. The weight vector is identified with the intersection number

$$\beta_{i_j}^a (R) [C[R]] = \hat{\pi}_* ([E_{i_j}] \cdot [S^a_{R}]).$$  \hspace{1cm} (2.17)

In order to ensure for (2.17) we allow $S^a_{R}$ to be either a linear combinations of holomorphic fibral curves with non-negative coefficients or a linear combination of anti-holomorphic fibral curves with non-negative coefficients. Alternatively, we could stick to linear combinations of holomorphic fibral curves with non-negative coefficients only, but then we would have to include suitable minus signs in (2.17), depending on the phase of the resolution [20–34–36].
Note that in some cases it may be necessary to allow for fractional coefficients in the definition of $S^a(R)$ in order to achieve (2.17), i.e. in general a matter surface defines an element in $\text{CH}^2(\hat{Y}_4) \otimes \mathbb{Q}$. An example of this phenomenon is presented in Appendix E.1. Each of these states carries furthermore charge

$$q_A(R) [C_R] = \tilde{\pi}_* ([U_A] \cdot [S^a_R])$$

(2.18)

under the non-Cartan $U(1)_A$. In the spirit of (2.15), we will sometimes find it useful to collectively denote the Cartan and non-Cartan charges by $\beta^a_{\Sigma}(R)$.

A gauge flux $G_4$ is described, at the level of cohomology, by an element of $\text{H}^{2,2}(\hat{Y}_4)$ which satisfies the so-called transversality conditions

$$G_4 \cdot [S_0] \cdot [D^b_\alpha] = 0,$$  

$$G_4 \cdot [D^b_\alpha] \cdot [D^b_\beta] = 0,$$

(2.19)

for any two $D^b_\alpha, D^b_\beta \in \text{Div}(B_3)$. In order for $G_4$ not to break the non-Abelian gauge group factors $G_I$, we require in addition

$$G_4 \cdot [E_{i_I}] \cdot [D^b_\alpha] = 0$$

(2.20)

for all exceptional divisors $E_{i_I}$ and all base divisors $D^b_\alpha \in \text{Div}(B_3)$. For later purposes we note that the full cohomology group $H^{2,2}(\hat{Y}_4)$ in which the fluxes are valued enjoys a decomposition (over $\mathbb{Q}$ or $\mathbb{R}$ or $\mathbb{C}$)

$$H^{2,2}(\hat{Y}_4) = H^{2,2}_{\text{vert}}(\hat{Y}_4) \oplus H^{2,2}_{\text{hor}}(\hat{Y}_4) \oplus H^{2,2}_{\text{rem}}(\hat{Y}_4),$$

(2.21)

where elements of the three subspaces are mutually orthogonal with respect to the homological intersection pairing on $\hat{Y}_4$.

An important property of gauge flux is that it induces a chiral index of the form

$$\chi(R) = G_4 \cdot [S^a_R].$$

(2.22)

For gauge invariant flux, this result is independent of the choice of $a$ as a consequence of (2.20), and with this understanding we have suppressed this index in writing $\chi(R)$.

A more refined characterization of the gauge background is possible by specifying an equivalence class of complex 2-cycles modulo rational equivalence, i.e. an element of the Chow group $A \in \text{CH}^2(\hat{Y}_4)$. Its associated cohomology class describes the gauge flux $[A] = G_4$, but the Chow class $A$ contains much more information about the gauge background including the information about the $C_3$ Wilson line degrees of freedom not encapsulated in the field strength $G_4$. More details can be found in [26, 27]. Note furthermore that the Chow group $\text{CH}^1(\hat{Y}_4)$, i.e. codimension-1 cycles modulo rational equivalence, coincides with the divisor class group $\text{Cl}(\hat{Y}_4)$.

### 2.2. The Green-Schwarz Mechanism with Gauge Invariant Fluxes

Anomaly cancellation implies a number of relations among the chiral indices of the matter states in the presence of a gauge flux which satisfies both (2.19) and (2.20). To gain some intuition
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Note that the superindex ‘b’ will be used throughout this article to indicate divisors in the base space $B_3$ or more generally $B_n$. 
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let us assume for a moment that the gauge group is of the form $G \times U(1)_A$, before treating the case (2.1) in full generality.

First, the absence of cubic non-Abelian anomalies requires that

$$
\sum_R c_{R}^{(3)} \chi(R) = 0.
$$

(2.23)

Here we are using the group theoretic constants defined in (2.12). Consider now a matter surface $S_a^R$, $a = 1, \ldots, \text{dim}(R)$, associated to one of the weights $\beta^a(R)$ of representation $R$. In view of (2.22), relation (2.23) is equivalent to the statement that

$$
\sum_R c_{R}^{(3)} [S_R^a] \cdot G_4 = 0
$$

(2.24)

for all vertical fluxes $G_4$ which leave the non-Abelian gauge group factor $G$ unbroken, i.e. for all $G_4 \in H^{2,2}(\hat{Y}_4)$ satisfying both (2.19) and (2.20).

Extra relations of similar type ensure the consistent cancellation of the mixed Abelian-non-Abelian, the pure Abelian, and the mixed Abelian-gravitational anomalies. The one-loop generated anomalies induced by the localised matter representations $R$ of $U(1)_A$ need not vanish by themselves, but must be cancelled by the classical generalised Green-Schwarz counterterms [15] (see Figure 1). First, the mixed $U(1)_A - G^2$ anomalies cancel if

$$
\sum_R q_A(R) c_{R}^{(2)} \chi(R) \equiv \sum_R q_A(R) c_{R}^{(2)} G_4 \cdot [S_R^a] = G_4 \cdot [U_A] \cdot [D_{AGG}^b].
$$

(2.25)

The Green-Schwarz counterterm on the RHS is expressed in terms of a certain base divisor class $D_{AGG}^b \in H^{1,1}(B_3)$ [22] and the generator $U_A \in H^{1,1}(\hat{Y}_4)$ associated with gauge group $U(1)_A$ as defined in (2.13). We will discuss $D_{AGG}^b$ momentarily. In particular, for fluxes orthogonal to the subspace spanned by $\text{span}_C\{U_A \wedge D_a^b \mid D_a^b \in H^{1,1}(B_3)\}$ these Green-Schwarz counterterms vanish. This is in agreement with the fact that such fluxes do not render $U(1)_A$ St"uckelberg massive and hence the field theoretic anomalies in (2.25) vanish identically.

Similarly, cancellation of the $U(1)^3_A$ anomalies and the mixed gravitational $U(1)_A - R^2$ anomalies imply relations of the form

$$
\sum_R q_A^2(R) \text{dim}(R) \chi(R) \equiv \sum_R q_A^2(R) \text{dim}(R) G_4 \cdot [S_R^a] = G_4 \cdot [U_A] \cdot [D_{AAA}^b].
$$

(2.26)

$$
\sum_R q_A(R) \text{dim}(R) \chi(R) \equiv \sum_R q_A(R) \text{dim}(R) G_4 \cdot [S_R^a] = G_4 \cdot [U_A] \cdot [D_{ARR}^b].
$$

(2.27)

for suitable divisor classes $D_{AAA}^b, D_{ARR}^b \in \text{CH}^1(B_3)$.
The form of the Green-Schwarz counterterms in F/M-theory appearing on the RHS has been derived in [22], for a very general F-theory vacuum with a gauge group of the form (2.1). As shown in [22] the relations (2.23), (2.25), (2.26), generalized to multiple gauge group factors, can be elegantly summarized in the single compact expression:

\[
\frac{1}{3} \sum_{R} \sum_{a} n_{a}^{\Lambda \Sigma \Gamma} (R) \left( G_{4} \cdot [S_{R}^{a}] \right) = G_{4} \cdot \left[ F_{(\Gamma)} \cdot \left[ \hat{\pi}_{*} \left( F_{\Lambda} \cdot F_{\Sigma} \right) \right] \right]. \tag{2.28}
\]

The numerical coefficients

\[
n_{a}^{\Lambda \Sigma \Gamma} (R) = \beta_{a}^{\Lambda} (R) \beta_{b}^{\Sigma} (R) \beta_{c}^{\Gamma} (R) \tag{2.29}
\]

are computed geometrically via (2.17) or (2.18).

Expression (2.28) is valid for all fluxes $G_{4}$ which leave the non-Abelian gauge group unbroken. The RHS of (2.28) represents the Green-Schwarz counterterms derived in [22], with the indices $\Gamma$, $\Lambda$, and $\Sigma$ totally symmetrised. Recall that the operation $\hat{\pi}_{*}$ denotes projection of a complex 2-cycle class in $\hat{Y}_{4}$ onto the base $B_{3}$, where it yields a divisor class. For instance if all $F_{\Lambda}$ are chosen to represent some of the non-Abelian resolution divisors, then the RHS of (2.28) vanishes identically since, by assumption, $G_{4}$ does not break the non-Abelian gauge group. Thereby we recover (2.23).

Similarly, the mixed Abelian-gravitational anomaly cancellation condition takes the form [22]

\[
\frac{1}{3} \sum_{R} \sum_{a} \beta_{a}^{\Lambda} (R) \left( G_{4} \cdot [S_{R}^{a}] \right) = -2 G_{4} \cdot \left[ K_{B_{3}} \right] \cdot \left[ F_{\Lambda} \right], \tag{2.30}
\]

with $K_{B_{3}} = c_{1}(B_{3})$ the anti-canonical class of the base $B_{3}$.

It was stressed already in [22] that (2.28) and (2.30) can be viewed as a set of relations satisfied by the matter surface classes $[S_{R}^{a}]$ on any smooth elliptically fibred Calabi-Yau 4-fold $\hat{Y}_{4}$. More precisely it is a relation satisfied by the intersection products of matter surfaces with any element $G_{4} \in H^{2,2}(\hat{Y}_{4})$ subject to the conditions (2.19) and (2.20).

3. General Relations in the Chow Ring and Anomalies

In this section we promote the identities (2.28) and (2.30) to a considerably stronger set of relations between the involved matter surfaces $S_{R}^{a}$. To this end we first extend, in Section 3.1 the Green-Schwarz terms in such a way as to allow also for fluxes breaking the geometrically realized gauge group. This will then lead, in Section 3.2 to a set of identities within $H^{2,2}(\hat{Y}_{4})$ and even $\text{CH}^{2}(\hat{Y}_{4})$.

3.1. Non-Gauge Invariant Fluxes and Their Anomaly Relations

It would be tempting to declare (2.28) and (2.30) to be valid as a relation among complex 2-cycles even without the need to project onto the flux $G_{4}$. This, however, cannot be correct because (2.28) and (2.30) do not hold if $G_{4}$ breaks the non-Abelian gauge group factors $G_{I}$ by

\[\text{Note that in our normalisation the symmetrisation of } \Gamma, \Lambda, \Sigma \text{ on the RHS comes with a factor of } 1/3!.\]
violating (2.20). The physical reason is that in such a situation it is not the anomalies of the original non-Abelian gauge group $G_I$ which need to be considered, but rather the anomalies of its subgroups to which it gets broken by the flux. Decomposing the massless spectrum into irreducible representations of these subgroups we find extra contributions to the anomalies which must be taken into account. These extra contributions are due to matter states localised in the bulk of the 7-brane divisors $W_I$ associated with the non-Abelian gauge group $G_I$. While for gauge invariant flux, the bulk matter transforms in the adjoint representation of $G$ and hence does not contribute to the anomalies, more generally one finds extra chiral massless states which must not be neglected.

To determine these extra contributions suppose that the flux $G_4$ breaks $G_I$ as

$$G_I \to H_I \times U(1)_{H_I} \quad (3.1)$$

$$\text{adj}(G_I) \to \bigoplus_{m_I} r_{m_I} \quad (3.2)$$

where the irreducible representations $r_{m_I}$ of the non-Abelian subgroup $H_I$ carry $U(1)_{H_I}$ charges $q_I(r_{m_I})$. To each such $r_{m_I}$ we associate the weight vector $\beta^a(r_{m_I})$. The state with weight $\beta^a(r_{m_I})$ arises from an M2-brane wrapping a linear combination of rational curves in the fibre over the 7-brane divisor $W_I$. Since the representation $r_{m_I}$ descends from the adjoint representation of $G_I$, the rational curves in question are just suitable combinations of rational curves $P^1_{i_I}$ associated with minus one times the simple roots $\alpha_{i_I}$. Let us denote the linear combination of $P^1_{i_I}$ with charge $\beta^a(r_{m_I})$ as

$$C(\beta^a(r_{m_I})) = \sum_{i_I} a_{i_I} (r_{m_I}, a) P^1_{i_I} \quad (3.3)$$

An important result for our analysis is that the chiral index of these states induced by the flux $G_4$ is

$$\chi(r_{m_I}) = G_4 \cdot (-c_1(W_I)) \cdot \sum_{i_I} \hat{a}_{i_I}(r_{m_I}, a) [E_{i_I}] \quad (3.4)$$

for any choice of weight $a$ associated with representation $r_{m_I}$. Here $c_1(W_I)$ denotes the first Chern class of the divisor $W_I$. For simply laced Lie algebras, $\hat{a}_{i_I}(r_{m_I}, a) = a_{i_I} (r_{m_I}, a)$ because each $P^1_{i_I}$ is the fibre of the resolution divisor $E_{i_I}$, but for non-simply laced Lie algebras, the fibre of $E_{i_I}$ splits locally into various rational curves, all homologous to $P^1_{i_I}$, which are exchanged by a monodromy along $W_I$. In this case $\hat{a}_{i_I}(r_{m_I}, a)$ includes a fractional correction factor to account for this monodromy.

To see this one first identifies the cohomology groups on $W_I$ counting massless bulk matter in representation $r_{m_I}$. If we denote by $L_{m_I}$ the line bundle induced by the flux background to which the bulk states in representation $r_{m_I}$ couple, the results of [39] imply for the associated chiral index

$$\chi(r_{m_I}) = - \int_{W_I} c_1(W_I) \cdot c_1(L_{m_I}) \quad (3.5)$$

For notational simplicity we do not introduce a new parameter to label the different weights of each subgroup $H_I$. It should always be clear from the context which values the index $a$ takes.
In order to connect this to the formula (3.4) we need to extract the line bundle $L_{m_I}$ on $W_I$ from the flux data incorporated in the $G_4$ flux on $\hat{Y}_4$. This step has been spelled out in [27], to which we refer for more details. The prescription is to intersect the algebraic complex 2-cycle class, i.e. the element in $\text{CH}^2(\hat{Y}_4)$, underlying the definition of $G_4$ with the linear combination $\sum_{i} \hat{a}_{ij}(r_{m_I}, a) E_{ij}$ of resolution divisors. Projecting this onto $W_I$ defines an element in $\text{CH}_1(W_I)$, i.e. a line bundle on $W_I$, which we identify with $L_{m_I}$. Due to the projection onto $W_I$, the result is the same for each choice of weight vector $\beta(r_{m_I})$ in (3.3). The chiral index (3.5) can then be rewritten as in (3.4).

For compactness of notation we define a complex 2-cycle associated with each representation $r_{m_I}$ of the form

$$S^a_{r_{m_I}} = \sum_{i} \hat{a}_{ij}(r_{m_I}, a) E_{ij} |_{K_{W_I}}.$$  

(3.6)

Here $E_{ij} |_{K_{W_I}}$ denotes the restriction of the resolution divisor $E_{ij}$, which is a fibration over $W_I$, to the canonical divisor $K_{W_I}$ on $W_I$. Let us point out that in general $S^a_{r_{m_I}}$ defines a class in $\text{CH}^2(\hat{Y}_4) \otimes \mathbb{Q}$, as do the matter surfaces $S^a(R)$ of the localised matter states. Note furthermore that $[K_{W_I}] = -c_1(W_I)$. Then the expression (3.4) for the chiral index of the massless bulk matter can be rewritten as

$$\chi(r_m, \alpha_m) = G_4 \cdot [S^a_{r_{m_I}}].$$  

(3.7)

We are now in a position to generalise (2.28) such as to be valid also for fluxes $G_4$ not respecting the non-Abelian gauge algebra. If $G_4$ is responsible for a breaking of the form (3.1), the correct modification of (2.28) is to add on the LHS the contribution to the anomalies from the chiral bulk matter states in representation $r_{m_I}$. Group theoretically, the set of all weights $\beta(r_{m_I})$ equals the set of all weights of the adjoint representation of $G_I$, i.e. the complete set of roots of $G_I$. Labelling the roots of $G_I$ by $\rho_I = 1, \ldots, \text{dim}(G_I)$, we define the complex 2-cycle

$$S^{\rho_I} = \sum_{i} \hat{a}_{ij}(\rho_I) E_{ij} |_{K_{W_I}},$$  

(3.8)

which is to be viewed as the analogue of (3.6), but directly for the adjoint representation of $G_I$. With this notation in place the generalisation of (2.28) is

$$G_4 \cdot \left( \sum_{R \neq \text{adj}} \sum_a n^a_{A \Sigma \Gamma}(R) \left[ S^a_R \right] + \frac{1}{2} \sum_{\rho_I} n^{\rho_I}_{A \Sigma \Gamma} [S^{\rho_I}] - 3 \cdot [F_{\Sigma}] \cdot [\hat{\pi}_* (F_{\Lambda} \cdot F_{\Sigma})] \right) = 0. $$

(3.9)

Here we are introducing, in analogy to (2.29), the abbreviation

$$n^{\rho_I}_{A \Sigma \Gamma} = \beta^\rho_{\Lambda} \beta^\rho_{\Sigma} \beta^\rho_{\Gamma}. $$

(3.10)

The extra factor of $1/2$ in the second line appears because the adjoint is a real representation and we are summing over all roots, positive and negative. Similarly, relation (2.30) generalises to

$$G_4 \cdot \left( \sum_{R \neq \text{adj}} \sum_a \beta^a_A(R) \left[ S^a_R \right] + \frac{1}{2} \sum_{\rho_I} \beta^{\rho_I}_A [S^{\rho_I}] + 6 [K_{B_3}] \cdot [F_{\Lambda}] \right) = 0. $$

(3.11)
3.2. Anomaly Relations in the Chow Ring

According to (3.9) and (3.11), the sum of the expressions in the brackets is orthogonal to each element of $H^{2,2}(\hat{Y}_4, \mathbb{Q})$ which satisfies the transversality condition (2.19).\footnote{We are writing here $H^{2,2}(\hat{Y}_4, \mathbb{Q})$ because in general $G_4$ is only half-integer quantised upon demanding that $G_4 + \frac{1}{2}c_2(\hat{Y}_4) \in H^{2,2}(\hat{Y}_4) \cap H^2(\hat{Y}_4, \mathbb{Q})$. Unless stated otherwise, in the sequel we will always mean $H^{2,2}(\hat{Y}_4, \mathbb{Q})$ when writing $H^{2,2}(\hat{Y}_4)$.} This is equivalent to a consistent cancellation of all anomalies in F-theory including those of the $G_I$ subgroups in the presence of non-gauge-invariant flux. We will now promote (3.9) and (3.11) to relations among cohomology classes within the cohomology ring $H^{2,2}(\hat{Y}_4)$, and even to relations between equivalence classes of complex 2-cycles within $CH^2(\hat{Y}_4)$. It had already been observed in [25] that the cancellation of gauge anomalies can be interpreted as a consequence of suitable homological relations between the matter surfaces up to terms orthogonal to all gauge invariant fluxes. The results of this section are a systematic generalisation of these observations to a considerably stronger set of relations which hold even up to rational equivalence.

To make the argument it suffices to focus on (3.9). As recalled above, the expression in brackets is orthogonal to all gauge fluxes $G$. Combined with the manifest orthogonality properties of the various classes appearing in brackets, this implies orthogonality to the space

$$V_1 = \text{span}_\mathbb{C} \left\{ [E_{i_j} \cdot D^b_a], [U_A \cdot D^b_a], [S_0 \cdot D^b_a], [D^b_a \cdot D^b_b] \right\} \subset H^{2,2}(\hat{Y}_4). \quad (3.12)$$

$V_1$ is a subspace of the vertical cohomology group $H^{2,2}_{\text{vert}}(\hat{Y}_4) = H^{1,1}(\hat{Y}_4) \cap H^{1,1}(\hat{Y}_4)$ appearing in (2.21). By the Shioda-Tate-Wazir theorem (2.16) we can express this space as\footnote{Note that $S_0 \wedge E_{i_j}$ vanishes on $\hat{Y}_4$ since the zero-section does not intersect the resolution divisors.}

$$H^{2,2}_{\text{vert}}(\hat{Y}_4) = V_1 \cup V_2, \quad V_2 = \text{span}_\mathbb{C} \left\{ [E_{i_j} \cdot E_{i_j}], [S_A \cdot E_{i_j}], [S_A \cdot S_B], [S_0 \cdot S_A] \right\}. \quad (3.13)$$

The important point to notice is now that to each element in $V_2$ we can associate a gauge invariant 4-form flux element $G_4 \in H^{2,2}_{\text{vert}}(\hat{Y}_4)$ by adding suitable correction terms such that the flux satisfies (2.19) as well as (2.20). As we prove generally in appendix A the necessary correction terms lie in $V_1$. Together with the fact that the terms in brackets in (3.9) are orthogonal to the set of all $G_4$, this implies that they are orthogonal to all elements in $H^{2,2}_{\text{vert}}(\hat{Y}_4)$.

To proceed recall the orthogonal decomposition (2.21) of $H^{2,2}(\hat{Y}_4)$. We need to distinguish two qualitatively distinct situations. First, suppose that the cohomology groups associated with all matter surfaces lie in the primary vertical subspace, i.e. suppose that

$$[S^0] \in H^{2,2}_{\text{vert}}(\hat{Y}_4) \quad \forall [S^0] \in H^2_{\text{hor}}(\hat{Y}_4) \quad \text{and} \quad H^2_{\text{rem}}(\hat{Y}_4). \quad (3.14)$$

This is in fact the situation in most explicit examples of elliptically fibred Calabi-Yau 4-folds studied in the literature as of this writing, with the exception of the construction in [40]. Since the three subspaces in the decomposition (2.21) are mutually orthogonal, the expression in brackets in (3.9) is orthogonal to $H^{2,2}_{\text{hor}}(\hat{Y}_4)$ and $H^{2,2}_{\text{rem}}(\hat{Y}_4)$. Furthermore, as just shown, it is
orthogonal on $H_{\text{vert}}^{2,2}(\hat{Y}_4)$. All of this together implies the following relations in cohomology

$$ \sum_{\mathbf{R}_{\text{adj}}} \sum_{a} n_{a} (\mathbf{R}, \mathbf{R}_{\text{adj}}) \left[ S_{\mathbf{R}}^a \right] + \frac{1}{2} \sum_{\mathbf{R}_{\text{adj}}} \sum_{a} \sum_{\mathbf{R}_{\text{adj}}} \frac{n^a_{\mathbf{R}_{\text{adj}}} \beta_{a}^\mathbf{R}_{\text{adj}}}{3} = 0 \quad (3.15) $$

where $(3.16)$ follows by applying similar reasoning to $(3.11)$.

The second situation corresponds to configurations where some of the matter surface classes have a part in the remainder $H_{\text{rem}}^{2,2}(\hat{Y}_4)$. In this case, we can split the classes of the matter surfaces into orthogonal components

$$ [S^a(\mathbf{R})] = [S^a(\mathbf{R})]_{\text{vert}} + [S^a(\mathbf{R})]_{\text{rem}}. \quad (3.17) $$

We will convince ourselves in Appendix B.1 that in this case

$$ \sum_{\mathbf{R}_{\text{adj}}} \sum_{a} n_{a} (\mathbf{R}, \mathbf{R}_{\text{adj}}) \left[ S_{\mathbf{R}}^a \right]_{\text{vert}} + \frac{1}{2} \sum_{\mathbf{R}_{\text{adj}}} \sum_{a} \sum_{\mathbf{R}_{\text{adj}}} \frac{n^a_{\mathbf{R}_{\text{adj}}} \beta_{a}^\mathbf{R}_{\text{adj}}}{3} = 3 \left[ F_4 \cdot \left( \dot{\mathbf{F}}_4 \cdot \mathbf{F}_4 \right) \right] \quad (3.18a) $$

and

$$ \sum_{\mathbf{R}_{\text{adj}}} \sum_{a} n_{a} (\mathbf{R}, \mathbf{R}_{\text{adj}}) \left[ S_{\mathbf{R}}^a \right]_{\text{vert}} + \frac{1}{2} \sum_{\mathbf{R}_{\text{adj}}} \sum_{a} \sum_{\mathbf{R}_{\text{adj}}} \frac{n^a_{\mathbf{R}_{\text{adj}}} \beta_{a}^\mathbf{R}_{\text{adj}}}{3} = -6 \left[ \mathbf{K}_{\mathbf{B}_3} \cdot [F_A] \right]. \quad (3.18b) $$

The cohomological relations $(3.18)$ fully incorporate the cancellation of gauge and mixed gravitational anomalies in 4-dimensional F-theory compactifications. Interestingly, we can derive, in addition to $(3.18)$, another type of cohomological relations from $(3.19)$ and $(3.11)$ which are of some relevance by themselves. To arrive at these, note first that to each matter surface 2-cycle $S_{\mathbf{R}}^a$, one can associate a flux 2-cycle class

$$ A^a(\mathbf{R}) = S_{\mathbf{R}}^a + \Delta^a(\mathbf{R}) \in \text{CH}^2(\hat{Y}_4). \quad (3.19) $$

The correction factor $\Delta^a(\mathbf{R})$ is chosen such that the cohomology class $[A^a(\mathbf{R})] \in H^{2,2}(\hat{Y}_4)$ defines a bona fide 4-form flux $G_4$ satisfying the two constraints $(2.19)$ and $(2.20)$. The transversality condition $(2.19)$ holds automatically by construction of the $S_{\mathbf{R}}^a(\mathbf{R})$. To implement $(2.20)$, it suffices to add the correction term

$$ \Delta^a(\mathbf{R}) = + \left( \beta^a(\mathbf{R}) \cdot \Xi^{-1}_{i_{ij}} \right) E_{i_{ij}} \cdot \mathbf{c}_{\mathbf{R}} \in \text{CH}^2(\hat{Y}_4). \quad (3.20) $$

Here we recall that $\Xi^{-1}_{i_{ij}}$ governs the intersection numbers of the resolution divisors as in $(2.7)$, with summation over repeated indices understood. Slightly modifying our arguments that lead to $(3.18)$ we show in Appendix B.2 that the following relations hold in cohomology on $\hat{Y}_4$

$$ \sum_{\mathbf{R}_{\text{adj}}} \sum_{a} n_{a} (\mathbf{R}, \mathbf{R}_{\text{adj}}) \left[ A^a(\mathbf{R}) \right]_{\text{vert}} = 0 \in H^{2,2}(\hat{Y}_4) \quad (3.21a) $$

and

$$ \sum_{\mathbf{R}_{\text{adj}}} \sum_{a} n_{a} (\mathbf{R}, \mathbf{R}_{\text{adj}}) \left[ A^a(\mathbf{R}) \right]_{\text{vert}} - 3 \left[ U_{(A)} \cdot \left( \dot{\mathbf{F}}_4 \cdot \mathbf{F}_4 \right) \right] = 0 \in H^{2,2}(\hat{Y}_4) \quad (3.21b) $$

and

$$ \sum_{\mathbf{R}_{\text{adj}}} \sum_{a} q_{A} \left[ A^a(\mathbf{R}) \right]_{\text{vert}} + 6 \left[ U_{A} \cdot \mathbf{K}_{\mathbf{B}_3} \right] = 0 \in H^{2,2}(\hat{Y}_4) \quad (3.21c) $$

11 In particular, $S_{\mathbf{R}}^a$ does not contain the components of the fibre intersected by the zero-section as the associated wrapped M2-brane states correspond to KK non-zero modes in the dual M-theory vacuum.

12 Since $A^a(\mathbf{adj}) = 0$ by construction we can sum over all representations.
Note that the cohomological relations (3.21) are in general independent of (3.18). For instance pick $\Lambda, \Sigma, \Gamma = i_I, j_J, k_K$ and consider the difference of (3.18a) and (3.21a). This gives
\[
\sum_{R \neq \text{adj}} \sum_a -n_{a i_I j_J k_K}^a (R) \ [\Delta^a (R)] + \frac{1}{2} \sum_{\rho, \tau} n_{i_I j_J k_K}^{\rho \tau} [S^{\rho \tau}] - 3 \ [F_{(i_I j_J k_K)} \cdot \hat{\pi}_* (F_{j_J} \cdot F_{k_K})] = 0. \quad (3.22)
\]
This relation is trivial when intersected with $[U_A] \wedge [D^b]$, but its intersection with $[E_{i_I}] \wedge [D^b]$ is equivalent to the intersection of $[E_{i_I}] \wedge [D^b]$ with (3.18a). In particular it is (3.18a) which encodes anomaly cancellation for the remnant gauge group after breaking $G_I \to H_I \times U(1)_{i_I}$ via $G_4 = [E_{i_I}] \wedge [D^b]$.

To summarise anomaly cancellation in F-theory compactified on a smooth, flat elliptically fibred Calabi-Yau 4-fold $\tilde{Y}_4$ implies the relations (3.18) and (3.21) within the cohomology ring (over the rationals) of $\tilde{Y}_4$. In fact, we conjecture that under suitable conditions these relations are valid not only in cohomology, but at the level of the Chow group, at least with rational coefficients. This means they hold as relations among rational equivalence classes of algebraic cycles of complex codimension two, which form the elements of $\text{CH}^2(\tilde{Y}_4) \otimes \mathbb{Q}$. More precisely, our claim is that the relations
\[
\sum_{R \neq \text{adj}} \sum_a n_{a \Lambda \Sigma \Gamma}^a (R) \ S_R^a |_{\text{vert}} + \frac{1}{2} \sum_{\rho, \tau} n_{\Lambda \Sigma \Gamma}^{\rho \tau} S^{\rho \tau} = 3 F_{(\Sigma)} \cdot \hat{\pi}_* (F_{\Lambda} \cdot F_{\Sigma}) \quad (3.23a)
\]
\[
\sum_{R \neq \text{adj}} \sum_a \beta_{\Lambda}^a (R) \ S_R^a |_{\text{vert}} + \frac{1}{2} \sum_{\rho, \tau} \beta_{\Lambda}^{\rho \tau} S^{\rho \tau} = -6 K_{B_3} \cdot F_{\Lambda} \quad (3.23b)
\]
and
\[
\sum_{R} \sum_a n_{a i_I j_J k_K}^a (R) \ A^a (R) |_{\text{vert}} = 0 \quad (3.24a)
\]
\[
\sum_{R} \sum_a n_{a \Sigma \Gamma}^a (R) \ A^a (R) |_{\text{vert}} - 3 U_A \cdot \hat{\pi}_* (F_{\Sigma} \cdot F_{\Gamma}) = 0 \quad (3.24b)
\]
\[
\sum_{R} \sum_a q_A (R) \ A^a (R) |_{\text{vert}} + 6 U_A \cdot K_{B_3} = 0 \quad (3.24c)
\]
hold as relations in $\text{CH}^2(\tilde{Y}_4) \otimes \mathbb{Q}$, at least in the following situation: The fibre of the smooth resolution $\tilde{Y}_4$ of the elliptic fibration possesses a locally closed embedding into a toric fibre ambient space, possibly with orbifold singularities. This embedding must be such that the fibral component of every matter surface cohomology class $[S^a (R) |_{\text{vert}}]$ can be expressed as the pullback of a sum of cohomology classes on the fibre ambient space given by the product of ambient space divisor classes, and for these classes rational equivalence and cohomological equivalence on the fibre ambient space agree. These conditions are satisfied for instance when the underlying singular model $Y_4$ is given as a crepant resolvable Tate model, or generalisations, over an arbitrary base $B_3$ with non-Abelian divisors $W_I$ represented as arbitrary hypersurfaces on $B_3$. We stress that a priori we only conjecture the above relations to be valid in the Chow group over the rationals, i.e. ignoring potential torsional effects, but they may well be true more generally. From now on, whenever we write $\text{CH}^* (\tilde{Y}_4)$ we understand that this space is taken over the rationals.

The importance of (3.24) lies in the fact that it provides us with relations between different gauge backgrounds represented by the cycle classes $A^a (R)$. For instance, in [27] these relations
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have been used in order to facilitate the computation of massless matter states in the presence of such gauge backgrounds. While we do not have a general proof that (3.23) and (3.24) hold at the level of the Chow ring, and not merely in cohomology, we will exemplify the validity of our conjecture in Section 5 in concrete setups (including those cases used in [27]). What simplifies this analysis is that all $A^a(R)$ give rise to the same 2-cycle class, i.e. $A^a(R) \equiv A(R)$ for all $a$. This allows us to simplify the expressions further.

To avoid too heavy notation, let us spell this out for a gauge group of the form $G \times U(1)_A$. Consider for instance (3.24b): Let us take $\Sigma, \Gamma$ to be non-Abelian indices, i.e. $\Sigma = i$ and $\Gamma = j$. Then (3.24b) takes the form

$$\sum R \sum a n^a_{Aij}(R) A(R)_{\text{vert}} - U_A \cdot \widehat{\pi}_* (E_i \cdot E_j) = 0 \in \text{CH}^2(\hat{Y}_4).$$ (3.25)

From the definition (2.29), the trace relation (2.11) and the intersection numbers (2.7) it follows that

$$\sum a n^a_{Aij}(R) = q_R \operatorname{tr}_R T_i T_j = q_R c_R^{(2)} \lambda \mathcal{C}_{ij}, \quad \widehat{\pi}_* (E_i \cdot E_j) = - \mathcal{C}_{ij} \cdot W.$$ (3.26)

Therefore (3.25) is equivalent to

$$\sum R q_R c_R^{(2)} A(R)_{\text{vert}} - \frac{U_A}{\lambda} \cdot (-W) = 0 \in \text{CH}^2(\hat{Y}_4).$$ (3.27)

By evaluating (3.24b) for $\Sigma = A, \Gamma = A$ and for $\Sigma = i, \Gamma = A$ and applying similar reasoning to the other two equations in (3.24), it is found that these three equations give rise to the following four anomaly conditions for gauge group $G \times U(1)_A$:

$$\sum R c^{(3)}_R A(R)_{\text{vert}} = 0 \in \text{CH}^2(\hat{Y}_4),$$ (3.28a)

$$\sum R q_R c^{(2)}_R A(R)_{\text{vert}} + \frac{1}{\lambda} U_A \cdot W = 0 \in \text{CH}^2(\hat{Y}_4),$$ (3.28b)

$$\sum R q^3_R \dim(R) A(R)_{\text{vert}} - U_A \cdot 3\widehat{\pi}_* (U_A \cdot U_A) = 0 \in \text{CH}^2(\hat{Y}_4),$$ (3.28c)

$$\sum R q_R \dim(R) A(R)_{\text{vert}} + U_A \cdot (6 \mathcal{K} B_3) = 0 \in \text{CH}^2(\hat{Y}_4).$$ (3.28d)

In Section 5 we will prove these relations in non-trivial examples.

Finally, let us point out that the relation (3.28a) derived from cancellation of the cubic non-Abelian anomalies can be only as powerful as the underlying constraints from absence of anomalies themselves. A representation $R$ can only contribute to the cubic non-Abelian gauge anomalies if it is complex and if the anomaly coefficient $c^{(3)}_R$ is non-vanishing. As is well-known, the only non-Abelian gauge groups with representations satisfying both of these conditions are $SU(N)$ with $N \geq 3$ and $SO(6)$. This does not mean that there may not exist similar interesting relations between complex 2-cycles in fibrations featuring different gauge groups, but their relation to constraints in the 4-dimensional effective field theory would necessarily have to be a different one.
4. Implications for Calabi-Yau 3-Folds and 6-Dimensional Anomaly Cancellation

The derivation of (3.18) and (3.21) for elliptically fibred Calabi-Yau 4-folds \( \hat{Y}_4 \) as presented here rests on the absence of anomalies in the 4-dimensional low-energy effective action obtained by compactifying F-theory on \( \hat{Y}_4 \). While we do not have a purely mathematical proof of these relations in general, we will verify the stronger set of relations (3.23) and (3.24) for explicit non-trivial examples in Section 5. This analysis does not rely on specific properties of the base \( B_3 \), but only on the structure of the fibration over it. In particular the complex dimension of the base of the fibration does not enter explicitly. Therefore, (3.23) and (3.24) continue to hold as geometric relations in \( CH^2(\hat{Y}_{n+1}) \) over a base \( B_n \). We conjecture that this is the case not only for the explicit examples of Section 5, but more generally as long as the fibration satisfies the conditions stated after (3.24).

This raises the interesting question how to interpret these relations for general complex dimension \( n \) of the base \( B_n \). As we will now show, for \( n = 2 \) the weaker version (3.18) is equivalent to the consistent cancellation of all gauge and mixed gauge-gravitational anomalies in the 6-dimensional \( N = (1, 0) \) theory obtained by compactification of F-theory on \( \hat{Y}_3 \). This is an intriguing result because a priori the structure of loop-induced anomalies and their Green-Schwarz counterterms in six and four dimensions is very different (compare Figure 1 and Figure 2). The geometric manifestation of anomaly cancellation in 6-dimensional F-theory models has been studied in great detail in the literature, most notably in \([17,18]\) and \([19]\), as reviewed already in the Introduction. The fact that the anomaly equations in four and six dimensions are governed by a universal set of cohomological relations among algebraic codimension-2 cycles, however, is a new and stronger result.

For simplicity, assume a gauge group of the special form \( G \times U(1)_A \). Generalisations to several gauge group factors will be immediate. The second Chow class \( CH^2(\hat{Y}_3) \) in which (3.23) is valued now describes the rational equivalence class of curves on \( \hat{Y}_3 \). Specifically, the curve classes appearing (3.23) are located in the fibre over isolated points on \( B_2 \). For \( R \neq \text{adj}(G) \), \( S_R \) describes such fibral curves over isolated points, whose Chow class we collectively denote by \( p_R \in CH_0(B_2) \). M2-branes wrapping the fibre of \( S_R \) (in both orientations) give rise to one hypermultiplet over each of these points with weight vector \( \beta^a(R) \) and \( U(1)_A \) charge \( q_A \). It will turn out useful to take the intersection product of (3.23) with the divisors of \( \hat{Y}_3 \), beginning with the resolution divisors \( E_i \) associated with the Cartan generators of \( G \). The intersection product of \( S_R \) with \( E_i \) within the Chow ring on \( \hat{Y}_3 \) gives an element in \( CH_0(\hat{Y}_3) \), the Chow
group of points on $\hat{Y}_3$. Its projection to the base describes the point class $p_R \in CH_0(B_2)$ with a multiplicity given by the intersection in the fibre. Since this fibral intersection reproduces the weight vector, we find

$$\hat{\pi}_* (E_i \cdot S_R^a) = \beta^a_i (R) \ p_R.$$  (4.1)

Similarly, the intersection with the $U(1)_A$ divisor $U_A$ gives

$$\hat{\pi}_* (U_A \cdot S_R^a) = q_R \ p_R.$$  (4.2)

The cohomology class $x_R = [p_R] \in H_0(B_2, \mathbb{Z})$ equals the number of points in Chow class $p_R$. This coincides with the number of hypermultiplets in representation $R$. Hence, at the level of cohomology,

$$[E_i] \cdot [S_R^a] = \beta^a_i (R) \ x_R, \quad [U_A] \cdot [S_R^a] = q_R \ x_R.$$  (4.3)

By construction, all remaining divisor classes have trivial intersection with $S_R^a$:

$$S_0 \cdot S_R^a = 0, \quad D^b_\alpha \cdot S_R^a = 0 \ \forall \ D^b_\alpha \in CH^1(B_2).$$  (4.4)

The cycle classes $S^\rho$ associated with the adjoint representation are defined as in (3.8), with $W$ now representing a curve on the base $B_2$. Hence $S^\rho$ defines a class of fibral curves located over the canonical divisor $K_W$ of $W$. For a genus $g$ curve $W$, $K_W$ is the divisor class of degree

$$\deg (K_W) = - \int_W c_1 (W) = 2g - 2.$$  (4.5)

The intersections within the Chow ring are

$$\hat{\pi}_* (E_i \cdot S^\rho) = \rho_i \ (K_W), \quad \hat{\pi}_* (U_A \cdot S^\rho) = 0$$  (4.6)

and at the level of cohomology

$$[E_i] \cdot [S^\rho] = \rho_i (2g - 2), \quad [U_A] \cdot [S^\rho] = 0.$$  (4.7)

Here $\rho_i$ is the component of the root $\rho$ with respect to the coroot $T_i$ defined in Section 2.1.

After this preparation, consider the intersection product of $E_l$ with (3.23a), for indices $\Lambda, \Sigma, \Gamma = i, j, k$. At the level of cohomology, this yields

$$\sum_{R \neq \text{adj}} \sum_a n_{lijk}^a (R) \ x_R + (g - 1) \sum_\rho n_{ij}^\rho - 3 \ [\hat{\pi}_* (E_l \cdot E_i)] \cdot B_2 \ [\hat{\pi}_* (E_j \cdot E_k)] = 0,$$  (4.8)

where we have defined

$$n_{lijk}^a (R) = \beta^a_i (R) \beta^a_j (R) \beta^a_k (R), \quad n_{ij}^\rho = \rho_i \rho_j \rho_k.$$  (4.9)

$\text{13:} \ W \hookrightarrow B_2$ is the embedding of $W$ into the base $B_2$ of the elliptic fibration $\hat{Y}_3$. 
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Summation over all weights and roots gives\(^\text{14}\):

\[
\sum_{a=1}^{\text{dim}(R)} n_{ij}^{a} \left( R \right) = \text{tr}_R T_i T_j T_k + c_{R}^{(4)} \text{tr}_{\text{fund}} T_i T_j T_k + d_{R}^{(2)} \text{tr}_{\text{fund}} T_i T_j T_k,
\]

\[
\sum_{\rho} n_{ij}^{\rho} = \text{tr}_{\text{adj}} T_i T_j T_k = c_{\text{adj}}^{(4)} \text{tr}_{\text{fund}} T_i T_j T_k + d_{\text{adj}}^{(2)} \text{tr}_{\text{fund}} T_i T_j T_k.
\]

The quartic and the quadratic traces are, for general indices \(l, i, j, k\), independent. Separating them results in the two equations

\[
\sum_{R \neq \text{adj}} x_R c_{R}^{(4)} + (g - 1) c_{\text{adj}}^{(4)} = 0,
\]

\[
\sum_{R \neq \text{adj}} x_R d_{R}^{(2)} + (g - 1) d_{\text{adj}}^{(2)} = 3 \frac{[W]}{\lambda} \cdot B_2 \frac{[W]}{\lambda},
\]

where we used \((2.7)\) and \((2.11)\) to bring the second equation into this form. \((4.11)\) coincides with the conditions for cancellation of the non-factorisable and, respectively, factorisable quartic non-Abelian anomalies, as listed e.g. in section 2 of \([19]\). The RHS of the last equation is the Green-Schwarz counterterm for the factorisable part.

The last identity is often written rather as \(\text{tr}_R F^4 = c_{R}^{(4)} \text{tr}_{\text{fund}} F^4 + d_{R}^{(2)} (\text{tr}_{\text{fund}} F^2)^2\).

This logic can be repeated for all conditions \((3.23)\) with the final result

\[
\sum_{R \neq \text{adj}} x_R c_{R}^{(3)} x_R = 0.
\]

This is nothing but the condition for cancellation of the mixed \(U(1)_A - G^3\) gauge anomaly in the 6-dimensional effective action.

This logic can be repeated for all conditions \((3.23)\) with the final result

\[
\sum_{R \neq \text{adj}} x_R c_{R}^{(4)} + (g - 1) c_{\text{adj}}^{(4)} = 0,
\]

\[
\sum_{R \neq \text{adj}} x_R d_{R}^{(2)} + (g - 1) d_{\text{adj}}^{(2)} = 3 \frac{[W]}{\lambda} \cdot B_2 \frac{[W]}{\lambda} = 0,
\]

\[
\sum_{R} q_R c_{R}^{(3)} x_R = 0,
\]

\[
\sum_{R} q_R^2 c_{R}^{(2)} x_R + \frac{1}{\lambda} \hat{\pi}^\ast ([U_A] \cdot [U_A]) \cdot B_2 \hat{\pi}^\ast ([U_A] \cdot [U_A]) = 0,
\]

\[
\sum_{R} q_R \text{dim}(R) x_R + 3 \hat{\pi}^\ast ([U_A] \cdot [U_A]) \cdot B_2 \hat{\pi}^\ast ([U_A] \cdot [U_A]) = 0,
\]

\[
\sum_{R \neq \text{adj}} c_{R}^{(2)} x_R + (g - 1) c_{\text{adj}}^{(2)} + 6 \frac{[W]}{\lambda} \cdot B_2 \frac{[W]}{\lambda} \cdot B_3 = \sum_{R \neq \text{adj}} \text{dim}(R) x_R + 6 \hat{\pi}^\ast ([U_A] \cdot [U_A]) \cdot B_2 \hat{\pi}^\ast ([U_A] \cdot [U_A]) = 0.
\]
Figure 3: The transition from the 4d to the 6d anomaly: Intersecting Chow classes encoding the structure of 4d cubic anomalies with the $U(1)_\Lambda$ divisor $F_\Lambda$ corresponds to adding an external leg to the loop diagram. A similar relation exists for the Green-Schwarz counterterms.

These are precisely the conditions for cancellation of the gauge and the mixed gauge-gravitational anomalies including the correct Green-Schwarz counterterms [19]. Generalisations to several Abelian and non-Abelian gauge group factors are straightforward.

Let us summarize the logic so far: 4-dimensional anomaly cancellation implies (3.18) on any smooth elliptically fibred Calabi-Yau 4-fold $\hat{Y}_4$. Assuming that (3.18) holds more generally on any smooth elliptically fibred Calabi-Yau 4-fold $\hat{Y}_{n+1}$, as suggested by the considerations of Section 5, we have derived the 6-dimensional anomaly cancellation conditions from (3.18) interpreted as relations in $H^{2,2}(\hat{Y}_3)$. We can now turn tables round and take anomaly cancellation in six dimensions as the starting point to derive (3.18) on $\hat{Y}_3$: Namely, the cohomology class of a curve in $H^{2,2}(\hat{Y}_3)$ is trivial if and only if its cohomological intersection with every element in $H^{1,1}(\hat{Y}_3)$ vanishes. By construction, (3.18) on $\hat{Y}_3$ is orthogonal to any base divisor class $[D^b_\alpha]$ as well as to the zero-section $S_0$. Intersection with $[U_A]$ and $[E_i]$ gives rise to a set of equations which, as just shown, are nothing but the 6-dimensional anomaly equations. Hence anomaly cancellation implies (3.18) at the level of $H^{2,2}(\hat{Y}_3)$. This statement is of course in the spirit of the intersection theoretic identities derived from 6-dimensional anomaly cancellation in [19].

The fact that the same cohomological relations govern anomaly cancellation in four and six dimensions is intriguing, but in retrospect maybe not completely surprising: The gauge and mixed gauge gravitational anomalies in four dimensions are generated by cubic Feynman diagrams. Intuitively speaking, intersecting the cohomological relations on $\hat{Y}_3$ (which incorporate these diagrams geometrically) with the divisors $E_i$ and $U_A$ adds an extra external leg for the associated gauge field (see Figure 3). The resulting relation hence encodes the information of the quartic box diagrams underlying the structure of anomalies in six dimensions.

Particularly interesting is furthermore the role of the cycles $S^\rho$ appearing in the relations (3.18): In four dimensions these terms are required for cancellation of all anomalies associated with the possible subgroups of a geometrically realized gauge group $G_I$ once it is broken by gauge flux. In six dimensions, no such breaking of the gauge group by fluxes can occur, but at the same the states in the adjoint representation, which are accounted for by $S^\rho$, contribute to the $G_I$ anomalies due to their quartic nature. In this sense the more complicated structure of the anomalies in six dimensions is shadowed by the possibility of gauge group breaking flux in four dimensions.
We can, however, go even further: According to our conjecture, on any $\hat{Y}_3$ (3.23) holds at the level of Chow classes (at least with rational coefficients and subject to the conditions stated after (3.24)). We can now consider the intersection of (3.23) with $E_i$ and $U_A$ within the Chow ring and project the result to the base $B_2$, using (1.11), (4.2) and (4.6). This gives rise to a set of relations analogous to (4.13) and (4.14) (and their obvious generalisations) valued in $\text{CH}_0(B_2)$, the Chow group of points on the base. These are obtained from (4.13) and (4.14) by replacing $x_R$ by the point class $p_R$ and $g^{-1}$ by $\frac{1}{2}K_W$, interpreted via pushforward as a Chow class on $B_2$. Finally, the cohomological intersection product $\cdot$ in the Green-Schwarz terms is to be replaced by the intersection in the Chow ring of $B_2$. Though formulated slightly differently, a set of relations among Chow classes of points on $B_2$ has been discussed in [18] and shown to imply (non-Abelian) anomaly cancellation.

5. Chow Relations Exemplified

In this section we prove the Chow relations (3.23) and (3.24) for a prototypical class of elliptically fibred Calabi-Yau 4-folds $\hat{Y}_3$ over a generic base $B_3$. Apart from supporting our conjecture concerning the general validity of these equations within the Chow ring, the following analysis will illustrate the usefulness of (3.23) and (3.24) for studying gauge backgrounds in F-theory. In order to exemplify the structure of all non-Abelian and mixed Abelian anomaly relations, the minimal requirement for $\hat{Y}_3$ is to contain a non-Abelian enhancement locus and at least one extra rational section linearly independent of the zero-section, giving rise to an extra Abelian gauge group factor. The simplest geometry with this property is the $U(1)$ restricted Tate model [42], in which we furthermore engineer an additional non-Abelian gauge group factor. If we consider for instance Tate models with $I_n$ singularities, the existence of vertical gauge fluxes in addition to the flux canonically associated with the extra rational section linearly independent of the zero-section, giving rise to an extra Abelian gauge group factor. The simplest geometry with this property is the $U(1)$ restricted Tate model in which we furthermore engineer an additional non-Abelian gauge group factor. If we consider for instance Tate models with $I_n$ singularities, the existence of vertical gauge fluxes in addition to the flux canonically associated with the extra rational section linearly independent of the zero-section, giving rise to an extra Abelian gauge group factor. The simplest geometry with this property is the $U(1)$ restricted Tate model [42], in which we furthermore engineer an additional non-Abelian gauge group factor. If we consider for instance Tate models with $I_n$ singularities, the existence of vertical gauge fluxes in addition to the flux canonically associated with the extra rational section linearly independent of the zero-section, giving rise to an extra Abelian gauge group factor.

5.1. $SU(5) \times U(1)_X$ Fibration

To fix notation, we very briefly recall the relevant properties of the $G = SU(5) \times U(1)_X$ elliptic fibration. More details can be found in [43] and in the recent [27], whose conventions we will be using throughout. For convenience of the reader the most crucial properties of this fibration are listed in Appendix C.

After resolving the singularities, the elliptic fibration is given by a smooth 4-fold $\hat{\pi}: \hat{Y}_4 \rightarrow B_3$ described as the vanishing locus of the polynomial

\[
P'_\pi = y^2 s e_3 e_4 + a_1 x y z s + a_3 x y z^3 e_0 e_1 e_4 - x^3 s^2 e_1 e_2 e_3 - a_2 x^2 z^2 s e_0 e_1 e_2 - a_4 x z^4 e_0^2 e_1^2 e_2 e_4
\] (5.1)
inside an ambient space \( \mathcal{X}_3 \). Here \( a_{i,j} \) is a section of \( K_{B_3} \otimes W^{-j} \) with \( W \) the divisor class associated with the brane stack with gauge group \( SU(5) \) and \( K_{B_3} \) the anti-canonical bundle of \( B_3 \). From the toric ambient space of the fibre we inherit the linear relations as encoded in the following table of toric weights:

| \( K_{B_3} \) | \( e_0 \) | \( e_1 \) | \( e_2 \) | \( e_3 \) | \( e_4 \) | \( x \) | \( y \) | \( z \) | \( s \) |
|--------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| \( W \)     | 1      | -1     | -1     | -1     | -1     | 1      | 1      | 1      | -1     |
| \( E_1 \)   | -1     | 1      | -1     | -2     | -2     | -1     | -1     | -1     | 1      |
| \( Z \)     | -1     | -1     | 1      | -2     | -3     | -2     | -2     | -2     | 1      |
| \( S \)     | -1     | -1     | -1     | -1     | -1     | 1      | 1      | 1      | 1      |

Furthermore, the Stanley-Reisner ideal includes

\[
I_{SR} (\text{top}) = \{ xy, xe_0e_3, xe_1e_3, xe_4, ye_0e_3, ye_1, ye_2, ze_3, ze_1e_4, ze_2e_4, \}
\]

\[
\{ xe_3, se_0, se_1, se_4, e_0e_2, ze_4, ze_1, ze_2, se_2, e_0e_3, e_1e_3 \} .
\] (5.2)

The Cartan generators of \( SU(5) \) are denoted by \( E_i \in CH^1(\mathcal{Y}_4) \), which at the level of analytic cycles corresponds to the vanishing locus \( V(e_i) \). Similarly, \( Z \in CH^1(\mathcal{Y}_4) \) and \( S \in CH^1(\mathcal{Y}_4) \) denote the zero-section and the extra independent rational section associated with \( V(z) \) and \( V(s) \), respectively. The Shioda map furthermore identifies the \( U(1)_X \) generator as

\[
U_X := - \left( 5 \left( S - Z - K_{B_3} \right) + 2E_1 + 4E_2 + 6E_3 + 3E_4 \right) \in CH^1(\mathcal{Y}_4) .
\] (5.3)

The charged massless matter fields localise on the matter curves

\[
C_{10_1} = V (e_0, a_{1,0}) , \quad C_{5_3} = V (e_0, a_{3,2}) , \quad C_{5_{-2}} = V (e_0, a_{1a_{4,3}} - a_{2,1a_{3,2}}) , \quad C_{1_5} = V (a_{4,3}, a_{3,2}) .
\] (5.4)

The explicit form of the matter surfaces \( S_R^\mathcal{X} \) associated with the various weights can be found in appendix B of [27]. Since for the applications of this paper we need the explicit form of the fibre of \( \mathcal{Y}_4 \) over the matter surfaces, we list the fibre components in [Appendix C] for completeness. In terms of these, the matter surface fluxes, whose general construction is given in (5.19), take the form

\[
A (10_1) = A (10_1) \left( 0, - \frac{2 \lambda}{5}, - \frac{\lambda}{5}, - \frac{2 \lambda}{5} \right) \in CH^2(\mathcal{Y}_4) ,
\]

\[
A (5_3) = A (5_3) \left( 0, - \frac{\lambda}{5}, - \frac{2 \lambda}{5}, \frac{3 \lambda}{5}, \frac{2 \lambda}{5} \right) \in CH^2(\mathcal{Y}_4) ,
\]

\[
A (5_{-2}) = A (5_{-2}) \left( 0, - \frac{\lambda}{5}, - \frac{2 \lambda}{5}, \frac{3 \lambda}{5}, \frac{2 \lambda}{5} \right) \in CH^2(\mathcal{Y}_4) ,
\]

\[
A (1_5) = \mathbb{P}^1_A (1_5) = \lambda V (P_T, s, a_{3,2}, a_{4,3}) \in CH^2(\mathcal{Y}_4) .
\] (5.5)
in terms of the rational curves over the respective matter curves, in the order as appearing in the list in Appendix C. The overall coefficients $\lambda$ in terms of the rational curves over the respective matter curves, in the order as appearing in the list in Appendix C. The overall coefficients $\lambda \in \mathbb{Q}$ have to be chosen subject to the usual flux quantisation condition of [14]. For sake of simplicity, the following analysis makes the choice $\lambda = 1$.

As the final piece of information which we quote from [27] we note that these cycles can be expressed as elements $A \in \text{CH}^2(\mathcal{X})$ such that $A|_{\mathcal{Y}} = A$. The explicit form of $A$ for $\lambda = 1$ is

\begin{align*}
A(10_1) &= -\frac{1}{5} (2\mathcal{E}_1 - \mathcal{E}_2 + \mathcal{E}_3 - 2\mathcal{E}_4) \cdot \mathcal{K}_{B_3} - \mathcal{E}_2 \cdot \mathcal{E}_4, \\
A(5_3) &= -\frac{1}{5} (\mathcal{E}_1 + 2\mathcal{E}_2 - 2\mathcal{E}_3 - \mathcal{E}_4) \cdot (3\mathcal{K}_{B_3} - 2\mathcal{W}) - \mathcal{E}_3 \cdot \mathcal{X}, \\
A(5_{-2}) &= -\frac{1}{5} (\mathcal{E}_1 + 2\mathcal{E}_2 + 3\mathcal{E}_3 - \mathcal{E}_4) \cdot (5\mathcal{K}_{B_3} - 3\mathcal{W}) \\
&\quad + (\mathcal{E}_3 \mathcal{K}_{B_3} + \mathcal{E}_3 \cdot \mathcal{Y} - \mathcal{E}_3 \cdot \mathcal{E}_4), \\
A(1_5) &= 5 (3\mathcal{K}_{B_3} - 2\mathcal{W}) - \mathcal{S} \cdot \mathcal{X}.
\end{align*}

The $U(1)_X$ gauge background is described by

\begin{align*}
A_X(\mathcal{F}) &= -\frac{1}{5} \mathcal{F} \cdot (5\mathcal{S} - 5\mathcal{Z} - 5\mathcal{K}_{B_3} + 2\mathcal{E}_1 + 4\mathcal{E}_2 + 6\mathcal{E}_3 + 3\mathcal{E}_4). 
\end{align*}

5.2. Relation (3.24) for $\text{SU}(5) \times U(1)_X$

Let us now evaluate the relations (3.24) for the $\text{SU}(5) \times U(1)_X$ model introduced in the previous section. These equations have been specified to a gauge group of the form $G \times U(1)_A$ in (3.28), and it remains to evaluate these expressions in the case at hand. For $G = \text{SU}(N)$, the relevant values for group theoretic constants $c^{(n)}_R$ and $\lambda$, defined in (2.12) and (2.9), are (see e.g. [14])

\begin{equation}
\begin{array}{ll}
c^{(3)}_{A^{2N}} = N - 4, & c^{(2)}_{A^{2N}} = N - 2, \\
& \lambda = 1.
\end{array}
\end{equation}

For the $U(1)_X$ generator in the model under consideration $\hat{\pi}_* (U_X \cdot U_X) = 30 W - 50 \mathcal{K}_{B_3}$ \footnote{In particular, for every base divisor $D^a_{b_1}, D^b_{b_2}, [U_X] \cdot \hat{\pi}_1 [U_X] \cdot \hat{\pi}_1 [D^a_{b_1}] \cdot \hat{\pi}_1 [D^b_{b_2}] = [\hat{\pi}_* (U_X \cdot U_X)] \cdot b_3 [D^a_{b_1}] \cdot b_3 [D^b_{b_2}].}

With this information (3.28) becomes

\begin{align*}
A(10_1) + A(5_3) + A(5_{-2}) &= 0, \\
3A(10_1) + 3A(5_3) - 2A(5_{-2}) + U_A \cdot W &= 0, \\
2A(10_1) + 27A(5_3) - 8A(5_{-2}) + 25A(1_5) + U_A \cdot (30\mathcal{K}_{B_3} - 18W) &= 0, \\
10A(10_1) + 15A(5_3) - 10A(5_{-2}) + 5A(1_5) + 6 \cdot U_A \cdot \mathcal{K}_{B_3} &= 0.
\end{align*}
It is readily seen that (5.10) – (5.13) are not independent. Rather they are equivalent to the following three linearly independent relations within \( \text{CH}^2(\hat{Y}_4) \):

\[
A(5_3) = -A(5_{-2}) - A(10_1), \quad (5.14)
\]

\[
A(5_{-2}) = A_X(W), \quad (5.15)
\]

\[
A(1_5) = -A_X(6\mathcal{K}_{B_1} - 5W) + A(10_1). \quad (5.16)
\]

In Appendix D we prove that these relations indeed hold true as relations between equivalence classes of algebraic 2-cycles modulo rational equivalence, i.e. between elements of \( \text{CH}^2(\hat{Y}_4) \). The proof rests on two important properties of the Chow groups.

First, on any algebraic variety \( X \), two cycles \( C_1, C_2 \) are rationally equivalent if and only if one can find a rationally parametrized family of cycles which interpolates between \( C_1 \) and \( C_2 \). This means that we can find a cycle \( \Gamma(t) \) on \( \mathbb{P}^1 \times X \) such that

\[
\Gamma(t = t_1) = C_1, \quad \Gamma(t = t_2) = C_2 \quad (5.17)
\]

with \( t \in \mathbb{P}^1 \) parametrising the interpolation between \( C_1 \) and \( C_2 \). In other words, \( C_1 \) and \( C_2 \) are related by a ‘rational homotopy’.

The second property we are using is specific to the fact that the elliptic fibre of \( \hat{Y}_4 \) is embedded into a toric fibre ambient space. Given a regular embedding \( \iota : X \to Y \) between two algebraic varieties, the pullback map is a well-defined linear map \( \iota^* : \text{CH}^p(Y) \to \text{CH}^p(X) \).

This means that if two algebraic cycles \( C_1, C_2 \subseteq Y \) are rationally equivalent on \( Y \), then their pullbacks to \( X \) are rationally equivalent on \( X \). The importance of this property of Chow groups is that for cycles arising as pullbacks from the ambient space we can use rational equivalence in the ambient space \( Y \) to check for rational equivalence on \( X \). This leads to drastic simplifications if the space \( Y \) is a complete toric variety which in addition is simplicial or even smooth \([17]\). For a smooth and complete toric variety \( Y \), rational equivalence coincides with homological equivalence, i.e. \( \text{CH}^*(Y)_{\mathbb{Z}} \cong H^*(Y, \mathbb{Z}) \), and to check rational equivalence for pullback cycles on \( X \) we are hence allowed to perform operations on the pre-image of the cycle on \( Y \) as long as these preserve its homology class on \( Y \). Even if \( Y \) is merely a complete and simplicial toric variety, we still have \( \text{CH}^*(Y)_{\mathbb{Q}} \cong H^*(Y, \mathbb{Q}) \). These properties, which indeed hold in the example studied in this section, motivate the conditions stated after (3.24) for our more general conjecture.

Note that even though anomaly cancellation alone suffices to show that the relations (3.24) and hence (3.28) hold true as relations in \( H^*(\hat{Y}_4) \), it is in general not the case that they hold already for the homology classes of the cycles \( \mathcal{A} \) on the ambient space \( \hat{X}_5 \) from which the cycles on \( \hat{Y}_4 \) descend via pullback. If this were the case, then by the above reasoning it would be immediate that the relations hold in \( \text{CH}^*(\hat{Y}_4) \). Instead, we have to have work harder to show this latter, stronger statement.

5.3. Relation (3.23) for \( \text{SU}(5) \times \text{U}(1)_X \)

We now turn to the proof of (3.23). Since (3.24) has already been established (assuming the reader has dragged themselves through Appendix D), it suffices to analyse the difference of both
types of equations with compatible index structures. If all gauge indices are purely non-Abelian, the relevant expression is \((3.22)\). In the present example, the LHS of \((3.22)\) simplifies to

\[
\Xi_{ijk} = \sum_{R \neq \text{adj}} \sum_a -n_{ijk}^a (R) \Delta^a (R) + \frac{1}{2} \sum_{\rho} \beta^\rho_i \beta^\rho_j \beta^\rho_k S^\rho - 3 E_{(i} \cdot \hat{\pi}_* (E_j \cdot E_k)) .
\]  

(5.19)

We will exemplify this computation for \(i = j = k = 1\) and start by evaluating the first sum. With the help of the explicit form of the matter surfaces \(S_R^a\) and their associated weight vectors tabulated in Appendix C, we arrive at

\[
\sum_{R \neq \text{adj}} \sum_a -\beta^\rho_i (R) \beta^\rho_j (R) \beta^\rho_k (R) \Delta^a (R) = -3 \mathbb{P}_{14}^1 (10_1) - \mathbb{P}_1^1 (5_3) - \mathbb{P}_1^1 (5_{-2}) .
\]  

(5.20)

The second sum in \((3.22)\) refers to the adjoint representation of \(SU(5) \times U(1)_X\). The matter surfaces associated with the negative roots of \(SU(5)\) are given by

\[
S^p (SU(5) \times U(1)_X) = \{ E_1, E_2, E_3, E_4, E_1 + E_2 + E_3 + E_4, \\
E_1 + E_2 + E_3, E_2 + E_3 + E_4, \\
E_1 + E_2 + E_3 + E_4 \} \bigr|_{K_W} ,
\]  

(5.21)

and for the remaining 10 positive roots by \(S^p_+ = -S^p\). This leads to

\[
\frac{1}{2} \sum_{\rho} \beta^\rho_i \beta^\rho_j \beta^\rho_k S^\rho = -11 E_1 \cdot (W - \bar{K}_{B_3}) .
\]  

(5.22)

As for the third term in \((3.22)\), the analogue of \((2.7)\) in the Chow ring implies

\[
-3 E_{(1} \cdot \hat{\pi}_* (E_1 \cdot E_{11})) = -3 E_1 \cdot \hat{\pi}_* (E_1 \cdot E_1) = -3 E_1 \cdot (-2) W = 6 E_1 \cdot W
\]  

(5.23)

and altogether we find

\[
\Xi_{111} = 11 E_1 \cdot \bar{K}_{B_3} - 5 E_1 \cdot W - 3 \mathbb{P}_{14}^1 (10_1) - \mathbb{P}_1^1 (5_3) - \mathbb{P}_1^1 (5_{-2}) .
\]  

(5.24)

Finally recall

\[
\mathbb{P}_{14}^1 (10_1) = E_1 \cdot \bar{K}_{B_3}, \quad \mathbb{P}_1^1 (5_3) = E_1 \cdot (3 \bar{K}_{B_3} - 2W), \quad \mathbb{P}_1^1 (5_{-2}) = E_1 \cdot (5 \bar{K}_{B_3} - 3W) .
\]  

(5.25)

This leads to \(\Xi_{111} = 0 \in \text{CH}^\bullet (\hat{Y}_4)\). It is simple to repeat this analysis for all \((i, j, k) \in \{1, 2, 3, 4\}^3\) and to convince oneself that \(\Xi_{ijk}\) is the trivial cycle in \(\text{CH}^\bullet (\hat{Y}_4)\) for any such indices \(i, j, k\).

The analogue of \((3.22)\) for the mixed Abelian-non-Abelian, cubic Abelian and mixed gravitational anomalies are the relations

\[
\sum_{R \neq \text{adj}} \sum_a n_{ijX}^a (R) \Delta^a (R) = 0, \quad \sum_{R \neq \text{adj}} \sum_a n_{XX}^a (R) \Delta^a (R) = 0, \quad \sum_{R \neq \text{adj}} \sum_a q_R \Delta^a (R) = 0 .
\]  

(5.26)

In these equations the label ‘X’ refers to the Abelian \(U(1)_X\)-group. Along the same strategy these sums can be shown to vanish identically in \(\text{CH}^\bullet (\hat{Y}_4)\). This completes the proof of \((3.23)\) in the model under consideration, for any base \(B_3\).
5.4. Fluxless SU(4)

As a further amusing application we now exemplify that the absence of certain matter surface fluxes for F-theory models in Tate models with \( n < 5 \), observed already in [28], can be traced back to the relation (3.28a).

For brevity we only consider the model with \( n = 4 \) in detail. A brief summary of the geometry of the SU(4) Tate model is provided in Appendix E.1. The SU(4) divisor \( W \) contains two matter curves associated with massless matter in representations 4 and 6 of SU(4). From the form of the SU(\( N \)) index in the anti-symmetric representation, \( c^{(3)}_{A^{2N}} = N - 4 \), with \( N = 4 \) it is clear that the matter surface flux \( A(6) \) constructed from the matter surface \( S_{a}^{6} \) does not appear in (3.28a). Hence the relation in homology derived from absence of cubic anomalies is simply

\[
[A(4)] = 0 \in H^{2,2}(\hat{Y}_{4}).
\]

In fact, we show in Appendix E.2 that this relation does hold also at the level of Chow groups, as stated by our more general conjecture.

The result fits with the aforementioned observation of [28] that this model does not allow for any matter surface fluxes. Indeed we will show in Appendix E.2 that, in addition to (5.27) the only other candidate for a matter surface flux \( A(6) = 0 \in \text{CH}^{2}(\hat{Y}_{4}) \). This result, or rather its a priori weaker version in cohomology, is also related to absence of cubic anomalies, but not quite in the way written in our relation (3.28a). Namely, since \( 6 = \mathbf{6} \) the chiral index

\[
\chi(6) = [A(6)] \cdot [S(6)] = 0.
\]

Then by anomaly cancellation clearly also

\[
\chi(4) = [A(6)] \cdot [S(4)] = 0.
\]

We can now show that this implies

\[
[A(6)] = 0 \in H^{2,2}(\hat{Y}_{4})
\]

using similar reasoning as in Section 3.2. By construction [A(6)] is orthogonal on the subspace \( V_{1} \) defined in (3.12) (recall that there are no extra sections). Furthermore, each of the generators of \( V_{2} \) appearing in (3.13) can be interpreted as the class of a matter surface plus a sum of terms in \( V_{1} \). This is because each such element can be written as a vertical flux plus terms in \( V_{1} \). In absence of a U(1) the only vertical fluxes are the matter surface fluxes, and their explicit form \( A(R) = S^{a}(R) + \Delta^{a}(R) \) with \( \Delta^{a}(R) \in V_{1} \) then implies the statement. Hence (5.30) even follows without explicit computation.

6. Conclusions and Outlook

In this note we have presented a system of cohomological relations on elliptic fibrations which are equivalent to the cancellation of all gauge and mixed gauge-gravitational anomalies in F-theory compactifications to four and six dimensions. These relations, given by (3.18), hold in \( H^{2,2}(\hat{Y}_{n+1}, \mathbb{Q}) \) with \( n = 2 \) and \( n = 3 \) referring to compactifications to six and four dimensions, respectively. To relate them to the structure of anomaly cancellation one must intersect (3.18)
either with the set of possible gauge fluxes $G_4 \in H^{2,2}(\hat{Y}_4, \mathbb{Q})$ for $n = 3$ or with the divisors spanning the coroot/coweight lattice in compactifications to six dimensions ($n = 2$). Interestingly, the consistent cancellation of local anomalies both in four and six dimensions is therefore governed by the same type of cohomological relations in F-theory. This illustrates the remarkably unifying amount of physics information encoded in the structure of the F-theory fibration as such, irrespective of details of the base.

Our derivation of (3.18) relies on arguments from string theory, building on and extending the earlier work [22] and reproducing the identities of [19] as a corollary. The result generalises observations made in [25] in concrete example fibrations. Despite the string theoretic nature of their derivation, the relations (3.18) must hold as general mathematical identities valid on any elliptically fibered Calabi-Yau 3-fold and 4-fold which admits a smooth, flat, crepant resolution. This begs the question for a direct proof within ‘formal mathematics’ which would complement the string theoretic arguments given within the realm of ‘physical mathematics’ in this work.

Another immediate question for future research concerns the relation between the cohomological identities described in this work and the structure of anomalies in 2-dimensional $N = (0, 2)$ supersymmetric F-theory compactifications on Calabi-Yau 5-folds [48–51]. A notable difference from compactifications to four and six dimensions is the appearance of chiral charged zero modes at the intersection of 7-branes and D3-branes wrapping curves on the base of the fibration. These provide a crucial contribution to the gauge and gravitational anomalies [48, 49, 51] which remains somewhat mysterious to date (cf. [52] and references therein).

Based on circumstantial evidence in concrete examples we have conjectured in this article that the cohomological relations (3.18) and (3.21) hold not only in $H^{2,2}(\hat{Y}_{n+1}, \mathbb{Q})$, but more generally as relations in the Chow ring of algebraic cycles modulo rational equivalence, at least with rational coefficients. We have described the specific assumptions underlying this conjecture after (3.24). It would be very instructive to understand the difference between the relations in cohomology versus rational equivalence from a mathematical point of view: A priori the Chow ring contains considerably more information than cohomology. However, we cannot completely exclude that under the assumptions stated after (3.24) the two coincide, at least as far as the subspace of cycles is concerned for which our conjecture holds. If this is not the case, we face the question of the physical meaning of the extra amount of information encoded at the level of the Chow ring. For anomaly cancellation as such the relations (3.18) within $H^{2,2}(\hat{Y}_{n+1}, \mathbb{Q})$ are both necessary and sufficient. On the other hand, the identities (3.24) within the Chow ring have important consequences also in the context of F-theory, to the extent that they relate the possible gauge backgrounds on elliptic Calabi-Yau 4-folds. This has already been used in [27] and furthermore explains the absence of vertical gauge backgrounds in certain classes of elliptic fibrations [28].

In this work we have focused on the interplay between the geometry of elliptic fibrations and the structure of local gauge and mixed gauge-gravitational anomalies. It would be equally rewarding to investigate the structure of global anomalies from a similar perspective. For example, in perturbative D-brane models cancellation of global $SU(2)$ Witten anomalies is equivalent to cancellation of all K-theory charges carried by the D-branes [33]. In [54] the absence of Witten anomalies in F-theory has been attributed to suitable quantization of the dual M-theory flux $G_4$. The latter in turn is determined geometrically by the divisibility properties of the second Chern class $c_2(\hat{Y}_4)$, which enters the Freed-Witten quantisation condition $G_4 + \frac{1}{2} c_2(\hat{Y}_4) \in H^4(\hat{Y}_4, \mathbb{Z})$. Indeed, the absence of a Witten anomaly in F-theory models with gauge group $SU(2)$ (and fur-
ther Abelian gauge group factors) has been explicitly traced back to such divisibility properties in [25]. It would be interesting to pursue a more general formulation of the connection between global anomalies and arithmetic properties of the cohomology ring of Calabi-Yau n-folds.
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A. Construction of Vertical Gauge Fluxes

In this appendix we prove the following assertion for a smooth elliptically fibred Calabi-Yau 4-fold \( \hat{Y}_4 \) arising as the resolution of a singular Weierstrass model: Given the decomposition of the primary vertical subspace

\[
H^{2,2}_{\text{vert}}(\hat{Y}_4) = V_1 \cup V_2
\]

with

\[
V_1 = \text{span} \left\{ [E_{ij} \cdot D^b_{\alpha}], [D^b_{\alpha} \cdot D^b_{\beta}], [S_0 \cdot D^b_{\alpha}], [S_A \cdot D^b_{\alpha}] \right\},
\]

\[
V_2 = \text{span} \left\{ [E_{ij} \cdot E_{kk}], [S_A \cdot E_{ij}], [S_A \cdot S_B], [S_0 \cdot S_A] \right\},
\]

one can associate to each single generator of \( V_2 \) as listed in (A.3) a 4-form flux \( G_4 \in H^{2,2}_{\text{vert}}(\hat{Y}_4) \) satisfying the conditions (2.19) and (2.20) by adding elements of \( V_1 \).

The proof relies on general properties of the intersection numbers of elements in \( H^{2,2}_{\text{vert}}(\hat{Y}_4) \). Namely, for each element \( [X \cdot Y] \in V_2 \), the following intersection numbers hold:

\[
[X] \cdot [Y] \cdot [S_0] \cdot [D^b_{\alpha}] = [S_0] \cdot [C_{XY}] \cdot [D^b_{\alpha}],
\]

(A.4)

\[
[X] \cdot [Y] \cdot [D^b_{\alpha}] \cdot [D^b_{\beta}] = [S_0] \cdot [D_{XY}] \cdot [D^b_{\alpha}] \cdot [D^b_{\beta}],
\]

(A.5)

\[
[X] \cdot [Y] \cdot [E_{ij}] \cdot [D^b_{\alpha}] = [S_0] \cdot [F_{XY,ij}] \cdot [W_I] \cdot [D^b_{\alpha}],
\]

(A.6)

where \( C_{XY} \) describes a curve class on the base \( B_3 \) (which may well be zero as e.g. for \( X = E_{ij}, Y = E_{kk} \)) and \( D_{XY} \) and \( F_{XY,ij} \) are divisor classes on \( B_3 \). The rationale behind (A.4) is simply that the LHS can be expressed as an intersection product entirely on the base \( B_3 \), which is the hypersurface in \( \hat{Y}_4 \) defined by the zero-section \( S_0 \). For every given fibration over a general base \( B_3 \) the curve and divisor classes on the base appearing on the RHS can be explicitly computed, but their concrete form will not be needed for our argument.

In terms of the classes \( C_{XY}, D_{XY} \) and \( F_{XY,ij} \), we can define the algebraic 4-cycle class

\[
A(X \cdot Y) = X \cdot Y - C_{XY} - (S_0 + D^b_0) \cdot D_{XY} + \xi^{-1}_{LM} E_{LM} \cdot F_{XY,LM} \in CH^2(\hat{Y}_4),
\]

(A.7)
where the matrix $\mathcal{C}_{l_{l^m_{m}}} \text{ governs the intersections of the resolution divisors as in } (2.7) \text{ and furthermore the divisor class } D_0^h \text{ on } B_3 \text{ is defined by the property that }$

$$[S_0] \cdot [S_0 + D_0^h] \cdot [D_0^h] = 0 . \quad (A.8)$$

The homology class associated with 4-cycle class $A(X \cdot Y)$ then gives rise to a transversal and gauge invariant flux

$$G_4 (X \cdot Y) = [A (X \cdot Y)] \in H^{2,2}_{\text{vert}} . \quad (A.9)$$

To show this we need to verify the transversality conditions (2.19) and gauge invariance (2.20). To this end, observe first that

$$G_4 (X \cdot Y) \cdot [S_0] \cdot [D_0^h] = [S_0] \cdot [C_{XY}] \cdot [D_0^h] - [S_0] \cdot [C_{XY}] \cdot [D_0^h] = 0 , \quad (A.10)$$

where we used (A.8) and $[S_0] \cdot [E_{l_{l^m_{m}}} = 0$. Similarly

$$G_4 (X \cdot Y) \cdot [D_0^h] \cdot [D_0^h] = [D_0^h] \cdot [D_0^h] \cdot [D_0^h] \cdot [S_0] - [D_0^h] \cdot [D_0^h] \cdot [D_0^h] \cdot [D_0^h] = 0 \quad (A.11)$$

with the help of

$$[D_0^h] \cdot [D_0^h] \cdot [D_0^h] \cdot [D_0^h] = 0 , \quad [E_{l_{l^m_{m}}} \cdot [D_0^h] \cdot [D_0^h] \cdot [D_0^h] = 0 . \quad (A.12)$$

(A.10) and (A.11) establish transversality of the flux.

Finally, gauge invariance of the flux, (2.20), follows from (2.7), which can also be written as

$$[E_{l_{l^m_{m}}}] \cdot [E_{l_{l^m_{m}}} \cdot [D_0^h] \cdot [D_0^h] = -\delta_{l_{l^m_{m}}} \cdot \mathcal{C}_{l_{l^m_{m}}} \cdot [S_0] \cdot [W_I] \cdot [D_0^h] \cdot [D_0^h] , \quad (A.13)$$

because

$$G_4 (X \cdot Y) \cdot [E_{l_{l^m_{m}}} \cdot [D_0^h]$$

$$= [S_0] \cdot [W_I] \cdot [F_{XY, l_{l^m_{m}}} \cdot [D_0^h] - \mathcal{C}_{l_{l^m_{m}}}^{-1} \cdot \mathcal{C}_{l_{l^m_{m}}} \cdot [W_I] \cdot [F_{XY, m_{m}}] \cdot [D_0^h] \cdot [S_0] = 0 . \quad (A.14)$$

Note that the fluxes constructed in this way from elements of $V_2$ are in general not linearly independent as elements of $H^{2,2}_{\text{vert}}(\hat{Y}_4)$. In particular, it is a priori not guaranteed that the class $[A(X \cdot Y)]$ is non-trivial in $H^{2,2}_{\text{vert}}(\hat{Y}_4)$. What is important for us, however, is that the homology classes associated with the correction terms in (A.7) needed to render $[A(X \cdot Y)]$ transversal and gauge invariant indeed lie in the subspace $V_1$.

**B. Details of the Proofs of Section 3.2**

In this appendix we provide the missing proofs for some of the statements in Section 3.2.

**B.1. Cohomological Relations in Presence of Non-Vertical Matter Surfaces**

We begin by considering a situation in which some of the matter surface classes have a part in the remainder $H^{2,2}_{\text{rem}}(\hat{Y}_4)$. An example would be a situation in which the matter curve $C_R$ on $W_I$ splits into several components which are individually not complete intersections of $W_I$ with
a divisor from the base $B_3$ \cite{10}. In this case, we can split the classes of the matter surfaces into orthogonal components

$$[S^a(R)] = [S^a(R)]_{\text{vert}} + [S^a(R)]_{\text{rem}}. \tag{B.1}$$

and hence start from

$$0 = G_4 \cdot \left( \sum_{R \neq \text{adj}} \sum_a n_{a \Delta \Sigma}^a (R) [S^a_{R}]_{\text{vert}} + \frac{1}{2} \sum_{\rho_1} n_{\rho_1 \Delta \Sigma}^{\rho_1} [S^{\rho_1}] - 3 \cdot [F_{(I)}] \cdot [\tilde{\pi}_* (F_\Lambda \cdot F_{\Sigma})] \right)$$

$$+ G_4 \cdot \left( \sum_{R \neq \text{adj}} \sum_a n_{a \Delta \Sigma}^a (R) [S^a_{R}]_{\text{rem}} \right). \tag{B.2}$$

The terms in brackets of the first line all lie in $H^{2,2}_{\text{vert}}(\hat{Y}_4)$ and are thus orthogonal to $H^{2,2}_{\text{rem}}(\hat{Y}_4)$ and $H^{2,2}_{\text{hor}}(\hat{Y}_4)$, while the terms next to $G_4$ in the second line are orthogonal to $H^{2,2}_{\text{vert}}(\hat{Y}_4)$ and $H^{2,2}_{\text{hor}}(\hat{Y}_4)$. Repeating the arguments leading to \cite{19} in Section 3.2, the expression in the first line is found to be orthogonal to the space $V_1$ and to all fluxes in $H^{2,2}_{\text{vert}}(\hat{Y}_4)$, which is sufficient to conclude that the relations (3.18) hold in cohomology on $\hat{Y}_4$. The second identity follows again from (3.11). In addition, anomaly cancellation implies

$$G_4 \cdot \sum_{R \neq \text{adj}} \sum_a n_{a \Delta \Sigma}^a (R) [S^a_{R}]_{\text{rem}} = 0, \quad G_4 \cdot \sum_{R \neq \text{adj}} \sum_a \beta^{a}_{\Delta} (R) [S^a_{R}]_{\text{rem}} = 0 \tag{B.3}$$

for every choice of transversal flux $G_4$. In order to determine if a stronger set of relations can be deduced directly at the level of cohomology, more information is needed about the nature of $[S^a(R)]_{\text{rem}}$ in non-trivial situations. As noted already, there do currently not exist any examples of fibrations with non-trivial $[S^a_R]_{\text{rem}}$ except those where a single $[S^a_R]$ splits into various components, each with some contribution from $H^{2,2}_{\text{rem}}(\hat{Y}_4)$, but such that the net $[S^a_R]$ remains purely vertical. In particular, if the only contribution to $[S^a_{R}]_{\text{rem}}$ comes from a splitting of $C_R$ into several curves which are not all obtained by intersection with a divisor, then for fixed $R$ the sum over all distinct components of $[S^a_R]$ is again purely vertical because the different components belonging to the same representation $R$ come with the same prefactor. Hence in such examples the components along $H^{2,2}_{\text{rem}}(\hat{Y}_4)$ trivially sum up to zero and there are no non-trivial relations among $[S^a(R)]_{\text{rem}}$ for different $R$.

### B.2. Proof of Homological Relations for Flux Cycles

In this appendix we prove that the cohomological relations (3.21) are implied by anomaly cancellation in the 4-dimensional effective action obtained by F-theory compactified on a smooth elliptic fibration $\hat{Y}_4$. Our starting point is the gauge anomaly relation (3.9), rewritten in terms of (3.19) as \cite{10}

$$0 = G_4 \cdot \left( \sum_R \sum_a n_{a \Delta \Sigma}^a (R) [A^a (R)] \right)$$

$$+ G_4 \cdot \left( \sum_{R \neq \text{adj}} \sum_a -n_{a \Delta \Sigma}^a (R) [\Delta^a (R)] + \frac{1}{2} \sum_{\rho_1} n_{\rho_1 \Delta \Sigma}^{\rho_1} [S^{\rho_1}] \right)$$

$$+ G_4 \cdot \left( -3 [F_{(I)}] \cdot [\tilde{\pi}_* (F_\Lambda \cdot F_{\Sigma})] \right). \tag{B.4}$$

\footnote{Note that for $R = \text{adj}$, $A^a(R) = 0$ and therefore we can sum over all representations in the first line.}
Similarly the gravitational anomaly relation can be formulated as

\[
0 = G_4 \cdot \left( \sum_R \sum_a \beta^a_A (R) \left[ A^a (R) \right] \right) \\
+ G_4 \cdot \left( \sum_{R \neq \text{adj}} \sum_a -\beta^a_A (R) \left[ \Delta^a (R) \right] + \frac{1}{2} \sum_{\rho i} \beta^a_{\rho i} \left[ S^{\rho i} \right] \right) \\
+ G_4 \cdot (6 \left[ F_\Gamma \right] \cdot [K_{B_3}) .
\]

(B.5)

The expression in the first line of (B.4) is by construction orthogonal to the subspace \( V_3 \) of \( H^{2,2}(\hat{Y}_4) \) given by the span

\[
V_3 = \text{span} \left\{ [E_{i j} \cdot D^i_a], [S_0 \cdot D^i_b], [D^b_a \cdot D^i_b] \right\} \subset H^{2,2}(\hat{Y}_4)
\]

(B.6)

because the classes \([A^a (R)]\) represent gauge invariant fluxes which satisfy \((2.19)\) as well as \((2.20)\). The expression in brackets in the second line is manifestly orthogonal to

\[
V_4 = \text{span} \left\{ [U_A \cdot D^i_a], [S_0 \cdot D^i_b], [D^b_a \cdot D^i_b] \right\} \subset H^{2,2}(\hat{Y}_4),
\]

(B.7)

and it is also manifestly orthogonal to the set of all gauge invariant fluxes \( G_4 \) satisfying \((2.19)\) as well as \((2.20)\).

The nature of the Green-Schwarz counterterms in the third line depends on the choice of indices \( \Lambda, \Sigma, \Gamma \). Consider first the case where \( \Lambda, \Sigma, \Gamma = i_1, j_2, k_3 \) exclusively refer to the Cartan generators of the non-Abelian gauge group factors. In (3.12) we had defined the subspace \( V_1 \), which in fact is related to \( V_3 \) and \( V_4 \) via \( V_1 = V_3 \cup V_4 \). As a result of (2.8) also the expression in brackets in the third line is orthogonal to \( V_1 \) and to the set of gauge invariant \( G_4 \). Since the sum of all three terms in brackets is orthogonal to the set of all gauge fluxes, which includes \( \text{span}_C \{ [U_A \cdot D^i_b] \} \) and \( \text{span}_C \{ [E_{i j} \cdot D^i_a] \} \), this implies that in this case the expression in brackets in the first line is by itself orthogonal to \( V_1 \). By the same arguments as those given after (3.12), this implies orthogonality to \( H^{2,2}_{\text{ver}}(\hat{Y}_4) \). With the same caveat as in the main text regarding the possibility that some of the matter surfaces might have a contribution in \( H^{2,2}_{\text{rem}}(\hat{Y}_4) \) we conclude

\[
\sum_R \sum_a n^a_{ij,kk} (R) \left[ A^a (R) \right]_{\text{vert}} = 0 \in H^{2,2}(\hat{Y}_4).
\]

(B.8)

If one or several of the generators \( F_\Sigma \) are associated with a non-Cartan \( U(1)_A \), the expression in brackets in the third line has the same orthogonality properties of as those in the first line. The same arguments as before now imply that

\[
\sum_R \sum_a n^a_{\Lambda \Sigma \Gamma} (R) \left[ A^a (R) \right]_{\text{vert}} - 3 \left[ U_A \cdot \left[ \hat{\pi} (F_\Sigma \cdot F_\Gamma) \right] \right] = 0 \in H^{2,2}(\hat{Y}_4)
\]

(B.9)

and similarly

\[
\sum_R \sum_a q_A \left[ A^a (R) \right]_{\text{vert}} + 6 \left[ U_A \cdot [K_{B_3}] \right] = 0 \in H^{2,2}(\hat{Y}_4).
\]

(B.10)

Note that the analogue of (B.10) with the index \( A \) replaced by a Cartan index would be \( \sum_R \sum_a \beta^a (R) \left[ A^a (R) \right]_{\text{vert}} = 0 \) (without a Green-Schwarz term). This is a trivial relation since \( A^a (R) \) is independent of \( a \) and \( \sum_a \beta^a_{ij} (R) = 0 \) for a semi-simple Lie algebra.
C. Fibre Structure of the $\text{SU}(5) \times \text{U}(1)_X$ Model

In this section we present a brief summary of the $\mathbb{P}^1$-fibrations realised over the matter curves in the model discussed in Section 5.1. For further information we refer the interested reader to Appendix B of [27] or the original literature [43].

$\mathbb{P}^1$-Fibrations over $C_{101}$

Over $C_{101}$, the resolution divisors $E_i$ split according to the pattern

$$E_0|_{C_{101}} = \mathbb{P}^1_{04}(10_1), \quad E_1|_{C_{101}} = \mathbb{P}^1_{14}(10_1),$$

$$E_2|_{C_{101}} = \mathbb{P}^1_{24}(10_1) + \mathbb{P}^1_{2B}(10_1), \quad E_3|_{C_{101}} = \mathbb{P}^1_{3C}(10_1),$$

$$E_4|_{C_{101}} = \mathbb{P}^1_{4D}(10_1) + \mathbb{P}^1_{14}(10_1).$$

The so-defined surfaces are explicitly given by

- $\mathbb{P}^1_{04}(10_1) = V(a_{1,0}(z_i), e_0, y^2 e_4 - x^3 e_1 e_2^2),$
- $\mathbb{P}^1_{14}(10_1) = V(a_{1,0}(z_i), e_1, e_4),$
- $\mathbb{P}^1_{24}(10_1) = V(a_{1,0}(z_i), e_2, e_4),$
- $\mathbb{P}^1_{2B}(10_1) = V(a_{1,0}(z_i), e_2, yse_3 + a_{3,2}(z_i) z^3 e_1^2 e_2),$
- $\mathbb{P}^1_{3C}(10_1) = V(a_{1,0}(z_i), e_3, a_{3,2}(z_i) y e_0 e_4 - a_{2,1}(z_i) x^2 se_2 - a_{4,3}(z_i) x z^2 e_0^2 e_1 e_2 e_4),$
- $\mathbb{P}^1_{4D}(10_1) = V(a_{1,0}(z_i), e_4, x e_2 e_3 + a_{2,1}(z_i) z^2 e_0).$

The matter surfaces $S^{(a)}_{101}$ over $C_{101}$ are linear combinations of these fibrations. Our notation is that $\vec{P}$ is a list of the multiplicities with which these $\mathbb{P}^1$-fibrations appear in the above order. Hence

$$\vec{P} = (0, 1, 0, 4, 0, 0) \leftrightarrow 1 \cdot \mathbb{P}^1_{14}(10_1) + 4 \cdot \mathbb{P}^1_{2B}(10_1).$$

$\vec{P}$ indicates the Cartan charges of such a linear combination, i.e. lists the intersection numbers with the resolution divisors $E_i$, $1 \leq i \leq 4$. The matter surfaces over $C_{101}$ are as follows:

| Label $S^{(a)}_{101}$ | $\vec{P}$ | $\vec{\beta}$ | Label $S^{(a)}_{101}$ | $\vec{P}$ | $\vec{\beta}$ |
|------------------------|---------|-------------|------------------------|---------|-------------|
| $S^{(1)}_{101}$ | $(0, -1, -2, -1, 0, 0)$ | $(0, 1, 0, 0)$ | $S^{(6)}_{101}$ | $(0, 0, 0, 0, 0, 1)$ | $(1, 0, 0, 1)$ |
| $S^{(2)}_{101}$ | $(0, -1, -1, 0, 0, 0)$ | $(1, 1, 0, 1)$ | $S^{(7)}_{101}$ | $(0, 0, 0, 1, 0, 0)$ | $(0, -1, 0, 1)$ |
| $S^{(3)}_{101}$ | $(0, 0, 0, 0, 0, 1)$ | $(-1, 0, 1, 0)$ | $S^{(8)}_{101}$ | $(0, 1, 0, 0, 1, 0)$ | $(-1, 1, 0, 1)$ |
| $S^{(4)}_{101}$ | $(0, -1, -1, 0, 0, 0)$ | $(1, 0, -1, 1)$ | $S^{(9)}_{101}$ | $(0, 1, 1, 1, 0, 1)$ | $(0, -1, 1, 1)$ |
| $S^{(5)}_{101}$ | $(0, -1, 0, 0, 0, 0)$ | $(-1, 1, -1, 1)$ | $S^{(10)}_{101}$ | $(0, 1, 1, 1, 1, 1)$ | $(0, 0, -1, 0)$ |

$\mathbb{P}^1$-Fibrations over $C_{53}$

Over $C_{53}$, the splitting of the resolution divisors takes the form

$$E_0|_{C_{53}} = \mathbb{P}^1_{0}(5_3), \quad E_1|_{C_{53}} = \mathbb{P}^1_{1}(5_3), \quad E_2|_{C_{53}} = \mathbb{P}^1_{2E}(5_3),$$

$$E_3|_{C_{53}} = \mathbb{P}^1_{3E}(5_3) + \mathbb{P}^1_{3F}(5_3), \quad E_4|_{C_{53}} = \mathbb{P}^1_{4}(5_3).$$

(C.4)
with

- \( P_0^1 (5_3) = V (a_{3,2}, e_0, a_{1,0} x y z - e_1 e_2^2 e_3 s x^3 + e_3 e_4 y^2) \),
- \( P_1^1 (5_3) = V (a_{3,2}, e_1, e_3 e_4 y + a_{1,0} x z) \),
- \( P_{2G}^1 (5_3) = V (a_{3,2}, e_2, e_3 e_4 y + a_{1,0} x z) \),
- \( P_{3x}^1 (5_3) = V (a_{3,2}, e_3, x) \),
- \( P_{3P}^1 (5_3) = V (a_{3,2}, e_3, a_{1,0} s y - a_{2,1} e_0 e_1 e_2 s x z - a_{4,3} e_0^3 e_1 e_2 e_4 z^3) \),
- \( P_4^1 (5_4) = V (a_{3,2}, e_4, a_{1,0} y z - e_1 e_2^2 e_3 s x^2 - a_{2,1} e_0 e_1 e_2 x z^2) \).

The matter surfaces over \( C_{5_3} \) are as follows:

| Label  | \( \bar{P}^1 \)                   | \( \beta \)         | Label  | \( \bar{P}^1 \)                   | \( \beta \) |
|--------|-----------------------------------|---------------------|--------|-----------------------------------|---------------------|
| \( s_5^{(1)} \) | \( (0, -1, -1, 0, 0) \)             | \( (1, 0, 0, 0) \) | \( s_5^{(1)} \) | \( (0, 0, 0, 1, 0) \)             | \( (0, 0, -1, 1) \) |
| \( s_5^{(2)} \) | \( (0, 0, -1, 0, 0) \)             | \( (0, -1, 0, 0) \) | \( s_5^{(2)} \) | \( (0, 0, 0, 1, 1) \)             | \( (0, 0, 0, -1) \) |
| \( s_5^{(3)} \) | \( (0, 0, 0, 0, 0) \)             | \( (0, -1, 1, 1) \) | \( s_5^{(3)} \) | \( (0, 0, 0, 1, 1) \)             | \( (0, 0, 0, -1) \) |

\( \bar{P}^1 \)-Fibrations over \( C_{5_2} \)

Over \( C_{5_2} \) the splitting follows the pattern

\[
E_0 | C_{5_2} = P_0^1 (5_2), \quad E_1 | C_{5_2} = P_1^1 (5_2), \quad E_2 | C_{5_2} = P_2^1 (5_2), \quad E_3 | C_{5_2} = P_3^1 (5_2) + P_4^1 (5_2), \quad E_4 | C_{5_2} = P_4^1 (5_2)
\]

with \[\text{17}\]

\[
P_0^1 (5_2) = V (a_{3,2} a_{2,1} - a_{4,3} a_{1,0} e_0, e_3 e_4 y^2 + a_{1,0} x y z - e_1 e_2^2 e_3 s x^3), \]
\[
P_1^1 (5_2) = V (a_{3,2} a_{2,1} - a_{4,3} a_{1,0} e_1, e_3 e_4 y + a_{1,0} x z), \]
\[
P_2^1 (5_2) = V (a_{3,2} a_{2,1} - a_{4,3} a_{1,0} e_2, e_3^2 e_1 e_4 a_{3,2} + y s e_3 e_4 + a_{1,0} x s z s), \]
\[
\text{with } a_{1,0} a_{4,3} e_0^2 e_1 e_4 + a_{2,1} y s e_3 e_4 + a_{1,0} a_{2,1} x s z s), \]
\[
P_3^1 (5_2) = V (a_{3,2} a_{2,1} - a_{4,3} a_{1,0} e_3, a_{4,3} e_0^2 e_1 e_4 + a_{2,1} x s, a_{3,2} e_0^2 e_1 e_4 a_{1,0} x z), \]
\[
P_4^1 (5_2) = V (a_{3,2} a_{2,1} - a_{4,3} a_{1,0} e_4, a_{1,0} y z - a_{2,1} e_0 e_1 e_2 x z^2 - e_1 e_2^2 e_3 s x^2), \]

The matter surfaces over \( C_{5_2} \) are as follows:

| Label  | \( \bar{P}^1 \)                   | \( \beta \) | Label  | \( \bar{P}^1 \)                   | \( \beta \) |
|--------|-----------------------------------|---------------------|--------|-----------------------------------|---------------------|
| \( s_5^{(1)} \) | \( (0, -1, -1, 0, 0) \)             | \( (1, 0, 0, 0) \) | \( s_5^{(1)} \) | \( (0, 0, 0, 1, 0) \)             | \( (0, 0, -1, 1) \) |
| \( s_5^{(2)} \) | \( (0, 0, -1, 0, 0) \)             | \( (0, 0, 0, 0) \) | \( s_5^{(2)} \) | \( (0, 0, 0, 1, 1) \)             | \( (0, 0, 0, -1) \) |
| \( s_5^{(3)} \) | \( (0, 0, 0, 0, 0) \)             | \( (0, 0, 0, 0) \) | \( s_5^{(3)} \) | \( (0, 0, 0, 1, 1) \)             | \( (0, 0, 0, -1) \) |

\[\text{17}\] These results differ slightly from \[\text{13}\], which did not make use of primary decompositions.
\(\mathbb{P}^1\)-Fibrations over \(C_{15}\)

| Label          | Vanishing Locus | \(q\) | \(\beta\) |
|----------------|----------------|------|--------|
| \(P^1_A(1_5)\) | \(V(a_{3,2}, a_{4,3}, z)\) | 5    | (0, 0, 0, 0) |
| \(P^1_B(1_5)\) | \(V(a_{3,2}, a_{4,3}, y^2 e_4 + a_{1,0} x y z - x^3 s e_1 e_3 - a_{2,1} x^2 y e_0 e_2)\) | -5   | (0, 0, 0, 0) |

Since \(P^1_B(1_5)\) intersects with \(z = 0\), it is discarded as matter surface.

**D. Proving the Chow Relations for \(SU(5) \times U(1)_X\)**

In this appendix we prove the relations (3.24) for the \(SU(5) \times U(1)_X\) model considered in the main text. In the concrete geometry at hand, (3.24) reduces to the system of equations (5.14), (5.15), (5.16).

**D.1. Proof of Relation (5.14)**

In order to prove the first relation (5.14) we make use of the explicit representation of the involved fluxes as given in (5.5) and recall that the \(\mathbb{P}^1\)-fibred surfaces appearing in these expressions are the (split components of the) restriction of the resolution divisors as listed in (C.1), (C.4) and (C.6). The resolution divisors which do not split can be ‘summed up’ and expressed as a pullback from the ambient space \(\hat{X}_5\). We then see that (5.14) is equivalent to

\[
P^1_{3G}(5_{-2}) - P^1_{3F}(5_{3}) - P^1_{2B}(10_{1}) = (\mathcal{W} - 2K_{B_5}) \cdot (\mathcal{E}_1 + 2\mathcal{E}_2 - \mathcal{E}_4)|_{\hat{Y}_4} .
\]  

(D.1)

The explicit form of the surfaces \(P^1_{3G}(5_{-2}), P^1_{3F}(5_{3})\) and \(P^1_{2B}(10_{1})\) as vanishing loci of certain ideals is given in Appendix C. To prove that (D.1) holds true in \(CH^*(\hat{Y}_4)\) we proceed in various steps.

1. We first observe that up to rational equivalence in \(\hat{Y}_4\), the involved surfaces satisfy

\[
P^1_{3G}(5_{-2}) - P^1_{3F}(5_{3}) + P^1_{2B}(10_{1}) = V(P'_T, e_3, e_4) - V(P'_T, e_2, x) .
\]  

(D.2)

We will justify this statement below.

2. Let us now subtract \(2P^1_{2B}(10_{1})\) from both sides. By use of the explicit representation of \(P^1_{2B}(10_{1})\) given in Appendix C we arrive at

\[
P^1_{3G}(5_{-2}) - P^1_{3F}(5_{3}) - P^1_{2B}(10_{1}) = V(P'_T, e_3, e_4) - V(P'_T, e_2, x) - 2V(P'_T, K_{B_5}, e_2) + 2V(P'_T, e_2, e_4) .
\]  

(D.3)

3. The final step consists in showing that the RHS can be simplified further. As detailed in Appendix D.4.2 we have the following identity in \(CH^2(\hat{X}_5)\)

\[
(W - 2K_{B_5}) \cdot (\mathcal{E}_1 + 2\mathcal{E}_2 - \mathcal{E}_4) = \mathcal{E}_3 \cdot \mathcal{E}_4 - \mathcal{E}_2 \cdot \mathcal{X} - 2K_{B_5} \cdot \mathcal{E}_2 + 2\mathcal{E}_2 \cdot \mathcal{E}_4 .
\]  

(D.4)

According to the discussion around (5.18), pulling back all terms to \(\hat{Y}_4\) gives a corresponding relation in \(CH^2(\hat{Y}_4)\). In particular we show in Appendix D.4.2 that after pullback to \(\hat{Y}_4\) the RHS of (D.4) and of (D.3) coincide. Thereby we arrive at (D.1), as desired.
To complete the proof, it remains to justify (D.2). By performing a primary ideal decomposition we obtain the following two identities in rational equivalence of $\hat{Y}_4$,

$$V(P'_T, e_3, a_3, e_0^2 z^2 e_1 e_4 + a_{1,0} x s) = \mathbb{P}^1_{3x} (5_3) + \mathbb{P}^1_{3G} (5_{-2})$$

$$+ V (e_3, e_2, e_0^2 z^2 e_1 e_4 a_{3,2} + x s a_{1,0}) \text{ ,} \quad \text{(D.5)}$$

$$V(P'_T, e_2, a_3, e_0^2 z^2 e_1 e_4 + x s a_{1,0}) = \mathbb{P}^1_{24} (10_{1}) + V (e_3, e_2, e_0^2 z^2 e_1 e_4 a_{3,2} + x s a_{1,0}) \text{ .}$$

As a consequence, we learn

$$\mathbb{P}^1_{3G} (5_{-2}) + \mathbb{P}^1_{3x} (5_3) - \mathbb{P}^1_{24} (10_{1}) = V (P'_T, e_3, a_3, e_0^2 z^2 e_1 e_4 + a_{1,0} x s)$$

$$- V (P'_T, e_2, a_3, e_0^2 z^2 e_1 e_4 + a_{1,0} x s) \text{ .} \quad \text{(D.6)}$$

At this stage we make use of the very definition of rational equivalence as recalled around equation (5.17). To this end we define a cycle $\Gamma_1 (t)$ on $\mathbb{P}^1 \times \hat{Y}_4$ parametrized by $t \in \mathbb{P}^1$ such that $\Gamma_1 (t) = V(P'_T, e_3, a_3, e_0^2 z^2 e_1 e_4 + t a_{1,0} x s)$. By definition, $\Gamma_1 (t = 0) = V(P'_T, e_3, a_3, e_0^2 z^2 e_1 e_4)$ and $\Gamma_1 (t = 1)$ are rationally equivalent cycles. Note also that

$$V (P'_T, e_3, a_3, e_0^2 z^2 e_1 e_4) = V (e_3, a_3, e_0^2 z^2 e_1 e_4) \big| \hat{Y}_4 = V (e_3, a_3) \big| \hat{Y}_4 \text{ .} \quad \text{(D.7)}$$

where the second equality makes use of the Stanley-Reisner ideal (5.2) of the top. Consequently we learn that in rational equivalence of $\hat{Y}_4$

$$V (P'_T, e_3, a_3, e_0^2 z^2 e_1 e_4 + a_{1,0} x s) = V (P'_T, e_3, a_3, e_1)$$

$$+ V (P'_T, e_3, e_4) . \quad \text{(D.8)}$$

Similarly we can consider the cycle $\Gamma_2 (t) = V(P'_T, e_2, a_3, e_0^2 z^2 e_1 e_4 + a_{1,0} x s)$ and exploit the rational equivalence of $\Gamma_2 (t = 1)$ and $\Gamma_2 (t = 0)$ to conclude

$$V (P'_T, e_2, a_3, e_0^2 z^2 e_1 e_4 + a_{1,0} x s) = V (P'_T, e_2, a_{1,0})$$

$$+ V (P'_T, e_2, e_4) . \quad \text{(D.9)}$$

The first terms on the RHS of (D.8) and (D.9) represent two roots restricted to the matter curves $C_6_3$ and $C_1_{0,1}$, respectively. As detailed in Appendix C these are related to the relevant surfaces in (D.2) as follows

$$-\mathbb{P}^1_{24} (10_{1}) = \mathbb{P}^1_{3x} (5_{3}) - V (P'_T, e_2, a_{1,0}) , \quad \mathbb{P}^1_{3x} (5_{3}) = -\mathbb{P}^1_{3G} (5_{3}) + V (P'_T, e_3, a_{3,2}) . \quad \text{(D.10)}$$

Plugging everything into (D.6), we recover (D.2) as claimed.

**D.2. Proof of Relation (5.15)**

The second relation, (5.15), is equivalent to the following statement in CH$^2(\hat{Y}_4)$:

$$\mathbb{P}^1_{3H} (5_{-2}) = \mathbb{K}_{B_4} \cdot (\mathcal{E}_1 + 2 \mathcal{E}_2 + 3 \mathcal{E}_3 - \mathcal{E}_4) \big| \hat{Y}_4 - \mathcal{W} \cdot (\mathcal{E}_1 + 2 \mathcal{E}_2 + 3 \mathcal{E}_3) \big| \hat{Y}_4$$

$$+ \mathbb{K}_{B_4} \mathcal{W} \big| \hat{Y}_4 - \mathcal{SW} \big| \hat{Y}_4 + \mathcal{Z} \mathcal{W} \big| \hat{Y}_4 \text{ .} \quad \text{(D.11)}$$

We proceed in several steps for the proof.
1. First, a primary decomposition of \( V (P'_T, e_3, a_{2,1}e_0xze_1e_2 - a_{1,0}y) \) yields

\[
P^1_{3H} (5_{-2}) = V (P'_T, e_3, a_{2,1}e_0xze_1e_2 - a_{1,0}y) - V (P'_T, e_3, e_4) . \tag{D.12}
\]

By the method of rational homotopy on \( \mathbb{P}^1 \times \widehat{Y}_4 \) we find the relation

\[
V (P'_T, e_3, a_{2,1}e_0xze_1e_2 - a_{1,0}y) = V (P'_T, e_3, a_{1,0}) + V (P'_T, e_3, y) \in \text{CH}^2 (\widehat{Y}_4) . \tag{D.13}
\]

We combine these finding to conclude that in rational equivalence on \( \widehat{Y}_4 \)

\[
P^1_{3H} (5_{-2}) = \mathcal{E}_3 \cdot \mathcal{K}_{B_3} | \widehat{Y}_4 + \mathcal{E}_3 \cdot \mathcal{Y} | \widehat{Y}_4 - \mathcal{E}_3 \cdot \mathcal{E}_4 | \widehat{Y}_4 . \tag{D.14}
\]

2. To compare this with \( \text{(D.11)} \), first note that

\[
\mathcal{E}_3 \cdot (\mathcal{Y} - \mathcal{E}_4) | \widehat{Y}_4 = \mathcal{K}_{B_3} \cdot (\mathcal{E}_1 + 2\mathcal{E}_2 + 3\mathcal{E}_3 - \mathcal{E}_4) | \widehat{Y}_4 - \mathcal{W} \cdot (\mathcal{E}_1 + 2\mathcal{E}_2 + 3\mathcal{E}_3) | \widehat{Y}_4
\]

\[
+ \mathcal{K}_{B_3} \cdot \mathcal{W} | \widehat{Y}_4 - \mathcal{S} \cdot \mathcal{W} | \widehat{Y}_4 + \mathcal{Z} \cdot \mathcal{W} | \widehat{Y}_4
\]

holds in rational equivalence on \( \widehat{Y}_4 \) if and only if

\[
0 = - \mathcal{E}_0 \mathcal{E}_4 | \widehat{Y}_4 + \mathcal{E}_0 \mathcal{K}_{B_3} | \widehat{Y}_4 + \mathcal{E}_0 \mathcal{Z} | \widehat{Y}_4 . \tag{D.16}
\]

The equivalence of \( \text{(D.15)} \) and \( \text{(D.16)} \) follows readily from the linear relations induced by the \( SU(5) \times U(1) \) _X_ -top and the trivial restrictions introduced in Appendix \( \text{D.4.1} \). Since \( \text{(D.15)} \) and \( \text{(D.14)} \) imply \( \text{(D.11)} \), it remains to prove \( \text{(D.16)} \).

3. Indeed, a primary decomposition shows

\[
V (P'_T, e_0, x^3se_1e_2^2 - y^2e_4) = V (e_0, a_{1,0}, x^3se_1e_2^2 - y^2e_4)
\]

\[
+ V (e_0, z, x^3se_1e_2^2 - y^2e_4) \tag{D.17}
\]

\[
= V (P'_T, e_0, a_{1,0}) + V (P'_T, e_0, z) .
\]

Using a suitable rational homotopy, we furthermore have the following identities in rational equivalence of \( \widehat{Y}_4 \)

\[
V (P'_T, e_0, x^3se_1e_2^2 - y^2e_4) = V (P'_T, e_0, x^3se_1e_2^2) = V (P'_T, e_0, e_1) , \tag{D.18}
\]

where the last step uses the Stanley-Reisner ideal on \( \widehat{Y}_4 \). Combining \( \text{(D.17)} \) and \( \text{(D.18)} \) implies \( \text{(D.16)} \), as desired.

**D.3. Proof of Relation (5.16)**

1. First we make use of \( \text{(5.8)} \) and \( \text{(5.7)} \) to write the final relation \( \text{(5.16)} \) as

\[
\mathcal{S} \cdot (3\mathcal{K}_{B_3} - 2\mathcal{W} - \mathcal{X}) | \widehat{Y}_4 = \frac{1}{5} (6\mathcal{K}_{B_3} - 5\mathcal{W})
\]

\[
\cdot (2\mathcal{E}_1 + 4\mathcal{E}_2 + 6\mathcal{E}_3 + 3\mathcal{E}_4 + 5\mathcal{S} - 5\mathcal{Z} - 5\mathcal{K}_{B_3}) | \widehat{Y}_4 \tag{D.19}
\]

\[
- \frac{1}{5} (2\mathcal{E}_1 - \mathcal{E}_2 + \mathcal{E}_3 - 2\mathcal{E}_4) \mathcal{K}_{B_3} | \widehat{Y}_4 - \mathcal{E}_2 \mathcal{E}_4 | \widehat{Y}_4 ,
\]
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which in turn is equivalent to

\[
0 = -\mathcal{E}_2\mathcal{E}_4|_{\tilde{Y}_4} + 2\mathcal{E}_1\mathcal{K}_{B_3}|_{\tilde{Y}_4} + 5\mathcal{E}_2\mathcal{K}_{B_3}|_{\tilde{Y}_4} + 7\mathcal{E}_3\mathcal{K}_{B_3}|_{\tilde{Y}_4} + 4\mathcal{E}_4\mathcal{K}_{B_3}|_{\tilde{Y}_4} \\
- 6\mathcal{K}_{B_3}|_{\tilde{Y}_4} + 3\mathcal{K}_{B_3}\mathcal{S}|_{\tilde{Y}_4} - 2\mathcal{E}_1\mathcal{W}|_{\tilde{Y}_4} - 4\mathcal{E}_2\mathcal{W}|_{\tilde{Y}_4} - 6\mathcal{E}_3\mathcal{W}|_{\tilde{Y}_4} \\
- 3\mathcal{E}_4\mathcal{W}|_{\tilde{Y}_4} + 5\mathcal{K}_{B_3}\mathcal{W}|_{\tilde{Y}_4} - 3\mathcal{S}\mathcal{W}|_{\tilde{Y}_4} + 3\mathcal{X}\mathcal{W}|_{\tilde{Y}_4} - 6\mathcal{K}_{B_3}\mathcal{Z}|_{\tilde{Y}_4} + 5\mathcal{W}\mathcal{Z}|_{\tilde{Y}_4}.
\]

(D.20)

2. By use of the linear relations induced from the SU(5) × U(1)\(X\)-top and the trivial restrictions introduced in Appendix D.4.1, it can be seen that (D.20) is equivalent to

\[
0 = 3V(P_T, e_0, e_1) - 2V(P_T, e_2, e_3) - 3V(P_T, e_0, e_4) + V(P_T, e_3, e_4) \\
- V(P_T, e_3, s) - 3V(P_T, e_3, x) + 2V(P_T, e_3, y).
\]

(D.21)

As argued in Appendix D.4.2, \(V(P_T, e_0, e_1) = V(P_T, e_0, e_4)\) in rational equivalence of \(\tilde{Y}_4\). Therefore (D.21) is equivalent to

\[
0 = -2V(P_T, e_2, e_3) + V(P_T, e_3, e_4) \\
- V(P_T, e_3, s) - 3V(P_T, e_3, x) + 2V(P_T, e_3, y).
\]

(D.22)

3. We can rewrite (D.22) as

\[
0 = -\mathcal{E}_3(2\mathcal{E}_2 - \mathcal{E}_4 + \mathcal{S} + 3\mathcal{X} - 2\mathcal{Y})|_{\tilde{Y}_4}.
\]

(D.23)

Upon use of the linear relations on \(\tilde{X}_5\) induced from the SU(5) × U(1)\(X\)-top we see that this in turn is equivalent to \(0 = \mathcal{E}_1\mathcal{E}_3|_{\tilde{Y}_4}\). And indeed this is true. Namely \(V(P_T, e_1, e_3) = \emptyset\) because \(e_1e_3 \in I_{SR}(\text{top})\). This completes the proof.

### D.4. Auxiliary Identities

#### D.4.1. Trivial Restrictions

Consider the cycle \(V(e_1, x) \in Z^2(\tilde{X}_5)\). This cycle is non-trivial in \(\tilde{X}_5\). Nonetheless we have \(V(P_T, e_1, x) = V(e_1, x, e_3e_4y^2) = \emptyset\), so this cycle pulls back to give the trivial cycle in \(\tilde{Y}_4\).

Similarly we have

\[
V(P_T, x, z) = V(P_T, y, z) = V(P_T, e_0, x) = V(P_T, e_0, y) = \emptyset.
\]

(D.24)

Hence the restriction of all these non-trivial cycles in \(\tilde{X}_5\) gives trivial cycles on \(\tilde{Y}_4\).

#### D.4.2. A Useful Identity

In this subsection we justify the following identity, which we made use of in (D.3).

\[
(W - 2\mathcal{K}_{B_3}) (\mathcal{E}_1 + 2\mathcal{E}_2 - \mathcal{E}_4)|_{\tilde{Y}_4} = \mathcal{E}_3\mathcal{E}_4|_{\tilde{Y}_4} - \mathcal{E}_2\mathcal{X}|_{\tilde{Y}_4} - 2\mathcal{K}_{B_3}\mathcal{E}_2|_{\tilde{Y}_4} + 2\mathcal{E}_4|_{\tilde{Y}_4}.
\]

(D.25)

We proceed in a number of steps to justify this result.
1. First of all we exploit the linear relations induced from the SU(5) × U(1)_X-top and its Stanley-Reisner ideal. Thereby one can show that (D.25) is equivalent to
\[ \mathcal{E}_1 \mathcal{W}|_{\hat{Y}_4} + 4 \mathcal{E}_2 \mathcal{W}|_{\hat{Y}_4} - 2 \mathcal{E}_1 \mathcal{K}_2 \mathcal{B}_3|_{\hat{Y}_4} - 6 \mathcal{E}_2 \mathcal{K}_2 \mathcal{B}_3|_{\hat{Y}_4} = \mathcal{E}_1 \mathcal{E}_2|_{\hat{Y}_4} - 2 \mathcal{E}_2 \mathcal{E}_3|_{\hat{Y}_4} + \mathcal{E}_0 \mathcal{E}_4|_{\hat{Y}_4}. \] (D.26)

2. By use of \( \mathcal{W} = 2 \mathcal{K}_2 \mathcal{B}_3 + (\mathcal{W} - 2 \mathcal{K}_2 \mathcal{B}_3) \) and \( \mathcal{W} = \frac{1}{2} \mathcal{K}_2 \mathcal{B}_3 + \frac{1}{2} (2 \mathcal{W} - 3 \mathcal{K}_2 \mathcal{B}_3) \) we find that (D.26) is equivalent to
\[ -V \left( P'_T, e_1, a_{2,1} \right) - 2V \left( P'_T, e_2, a_{3,2} \right) = V \left( P'_T, e_1, e_2 \right) - 2V \left( P'_T, e_2, e_3 \right) + V \left( P'_T, e_0, e_4 \right). \] (D.27)

3. The SU(5) × U(1)_X-top is a complete and simplicial toric variety. Hence \( \text{CH}^\bullet(\text{top}, \mathbb{Q}) \cong H^\bullet(\text{top}, \mathbb{Q}) \) [17]. By exploiting this we find the following identities in \( \text{CH}^\bullet(\hat{X}_5); \)
\[ V \left( e_1, e_2 e_3 x \right) = V \left( e_1, e_0 a_2, 2z^2 \right) \]
\[ \Leftrightarrow V \left( e_1, e_2 \right) + V \left( e_1, x \right) = V \left( e_1, e_0 \right) + V \left( e_1, a_{2,1} \right) \] (D.28)
\[ \Leftrightarrow V \left( e_1, e_2 \right) = V \left( e_1, e_0 \right) + V \left( e_1, a_{2,1} \right) - V \left( e_1, x \right). \]

Similarly \( V \left( e_2, e_3 e_4 z^3 \right) = V \left( e_2, e_3 s y \right) \) is equivalent to \( V \left( e_2, e_3 \right) = V \left( e_2, e_1 \right) + V \left( e_2, a_{3,2} \right). \) By use of these two identities it can be shown that (D.27) is equivalent to
\[ 0 = V \left( P'_T, e_0, e_4 \right) + V \left( P'_T, e_1, x \right) - V \left( P'_T, e_1, e_0 \right). \] (D.29)

4. Next recall from Appendix D.4.1 that \( V \left( P'_T, e_1, x \right) = \emptyset. \) Hence all we are left to show is that \( V \left( P'_T, e_0, e_1 \right) = V \left( P'_T, e_0, e_4 \right) \) holds true in \( \text{CH}^2(\hat{Y}_4). \) To see this we start with a primary decomposition, which shows
\[ V \left( P'_T, e_0, e_1 \right) = V \left( e_0, e_1, e_3 e_4 + x z a_{1,0} \right) = V \left( P'_T, e_0, y s e_3 e_4 + x z a_{1,0} \right). \] (D.30)

By use of a suitable interpolating cycle in \( \mathbb{P}^1 \times \hat{Y}_4 \) we thus arrive at \( V \left( P'_T, e_0, e_1 \right) = V \left( P'_T, e_0, x z a_{1,0} \right). \) A primary decomposition of \( V \left( P'_T, e_0, x z a_{1,0} \right) \) now shows
\[ V \left( P'_T, e_0, e_1 \right) = V \left( a_{1,0}, e_0, x^3 s e_1 e_2^2 - y^2 e_4 \right) + V \left( z, e_0, x^3 s e_1 e_2^2 - y^2 e_4 \right). \] (D.31)

For \( V \left( P'_T, e_0, e_4 \right) \) we proceed along the very same lines. Namely first we obtain from primary decomposition
\[ V \left( P'_T, e_0, e_4 \right) = V \left( P'_T, e_0, e_4, x^2 s e_1 e_2^2 e_3 - y z a_{1,0} \right) \]
\[ = V \left( P'_T, e_0, x^2 s e_1 e_2^2 e_3 - y z a_{1,0} \right). \] (D.32)

By use of an interpolating cycle in \( \mathbb{P}^1 \times \hat{Y}_4 \) we see \( V \left( P'_T, e_0, e_4 \right) = V \left( P'_T, e_0, y z a_{1,0} \right). \) Finally a primary decomposition of \( V \left( P'_T, e_0, y z a_{1,0} \right) \) yields
\[ V \left( P'_T, e_0, e_4 \right) = V \left( a_{1,0}, e_0, x^3 s e_1 e_2^2 - y^2 e_4 \right) + V \left( z, e_0, x^3 s e_1 e_2^2 - y^2 e_4 \right). \] (D.33)

Indeed, these results imply that \( V \left( P'_T, e_0, e_1 \right) = V \left( P'_T, e_0, e_4 \right) \) holds true in \( \text{CH}^2(\hat{Y}_4), \) which completes our proof.
Table E.1: Toric fibre ambient space for SU(4) Tate model.

### E. Details of the SU(4) Model

#### E.1. Fibre Structure

We consider the resolved SU(4) Tate model defined by \( \hat{Y}_4 = V(P_T) \subset \mathbb{P}_5 \) with

\[
P_T = y^2 e_3 + a_{1,0} x y z + a_{3,2} y^3 e_0^2 e_3 - x^3 e_1 e_2^2 - a_{2,1} x^2 z^2 e_0 e_1 e_2 - a_{4,2} x z^4 e_0^4 e_1 - a_{6,4} z^6 e_1^2 e_3^3 .
\]

(E.1)

The divisors \( E_i = V(e_i), i = 1, 2, 3 \), denote the SU(4) Cartan divisors, and \( E_0 \) represents the fibration of the affine node over the SU(4) divisor \( W = V(w) \subset B_3 \). The Stanley-Reisner ideal

\[
I_{SR} (\text{top}) = \langle xyz, xye_0, z_1 e_2, z_2 e_3, y_1 e_1, x_3 e_0 e_2 \rangle
\]

(E.2)

and the linear relations

\[
X - 2Z - E_0 + E_2 - 2K_{B_3} + W = 0,
\]

\[
-Y + 3Z + 2E_0 + E_1 + 3K_{B_3} - 2W = 0
\]

(E.3)

both follow from the toric data of the fibre ambient space collected in Table E.1. From the discriminant of \( P_T \) one can read off that the enhancement loci are given by the curves

\[
C_6 = V(w, a_{1,0}), \quad C_4 = V(w, a_{4,2} (a_{4,2} + a_{1,0} a_{3,2}) - a_{1,0}^2 a_{6,4}).
\]

(E.4)

Over generic points of the matter curve \( C_6 = V(w, a_{1,0}) \) the resolution divisors behave as

\[
E_0|_{C_6} = \mathbb{P}^1_{0} (6), \quad E_1|_{C_6} = \mathbb{P}^1_{13} (6),
\]

\[
E_2|_{C_6} = \mathbb{P}^1_{2} (6), \quad E_3|_{C_6} = \mathbb{P}^1_{13} (6) + \mathbb{P}^1_{3A} (6),
\]

(E.5)

with

\[
\mathbb{P}^1_{0} (6) = V(a_{1,0}, e_0, x^3 e_1 e_2^2 - y^2 e_3),
\]

\[
\mathbb{P}^1_{13} (6) = V(a_{1,0}, e_1, e_3),
\]

\[
\mathbb{P}^1_{2} (6) = V(a_{1,0}, e_2, e_0^4 z^6 e_1^2 e_3 a_6, 4 - e_0^2 y z^3 e_1 e_3 a_3 + e_0^2 x z^4 e_1 a_4 - y^2 e_3),
\]

\[
\mathbb{P}^1_{3A} (6) = V(a_{1,0}, e_3, e_0^2 x z^4 a_4 + e_0 x z^2 e_2 a_2, 1 + x^2 e_2^2).
\]

(E.6)
The resulting intersection numbers in the fibre with the Cartan divisors are as follows:

|       | $P^1_0(6)$ | $P^1_{13}(6)$ | $P^1_2(6)$ | $P^1_{3A}(6)$ |
|-------|-----------|---------------|-----------|---------------|
| $E_0$ | -2        | 1             | 0         | 0             |
| $E_1$ | 1         | -2            | 1         | 2             |
| $E_2$ | 0         | 1             | -2        | 0             |
| $E_3$ | 1         | 0             | 1         | -2            |

(E.7)

Consequently the weight vector $\beta$ associated with $P^1_{3A}(6)$ satisfies $\beta(P^1_{3A}(6)) = (2, 0, -2)$.

The matter surface associated with the 6 weight $(1, 0, -1)$ is therefore $\frac{1}{2}P^1_{3A}(6)$, defined as an element in $\text{CH}^2(\hat{Y}_4) \otimes \mathbb{Q}$.

Over $C_4 = V(Q, w)$ with $Q = a_{4,2}[a_{4,2} + a_{1,0}a_{3,2}] - a_{1,0}^2a_{6,4}$, the fibral structure is

$$E_0|c_4 = P^1_0(4), \quad E_1|c_4 = P^1_1(4), \quad E_2|c_4 = P^1_{1B}(4) + P^1_{2C}(4), \quad E_3|c_4 = P^1_3(4),$$

with

$$P^1_0(4) = V(e_0, Q, x^3e_1e_2 - xyza_{1,0} - y^2e_3),$$

$$P^1_1(4) = V(e_1, Q, xza_{1,0} + ye_3, ye_3a_{3,2}a_{4,2} - xza_{4,2} - ye_3a_{1,0}a_{6,4}),$$

$$P^1_{1B}(4) = V(e_2, Q, e_0^2z^3e_1a_{4,2} - ya_{1,0}, e_0^2z^3e_1a_{1,0}a_{6,4} - ya_{1,0}a_{3,2} - ya_{4,2},$$

$$e_0^4z^6e_1^2a_{6,4} - e_0^2yz^3e_1a_{3,2} - y^2),$$

$$P^1_{2C}(4) = V(e_2, Q, e_0^2z^3e_1a_{4,2} - ye_3a_{3,2}a_{4,2} + xza_{4,2} + ye_3a_{1,0}a_{6,4},$$

$$e_0^2z^3e_1a_{3,2}a_{4,2} + e_0^2z^3e_1a_{4,2} + xza_{1,0} + ye_3a_{1,0},$$

$$e_0^4z^6e_1^2a_{6,4} - e_0^2yz^3e_1a_{3,2} + e_0^2z^4e_1a_{4,2} - xyza{1,0} - y^2e_3),$$

$$P^1_3(4) = V(e_3, Q, e_0^2z^4e_1a_{4,2} + e_0x^2e_1e_2a_{2,1} + x^2e_1e_2 - yza_{1,0},$$

$$e_0^2z^4e_1a_{1,0}a_{6,4} + e_0x^2e_1e_2a_{1,0}a_{2,1}a_{3,2} + e_0x^2e_1e_2a_{2,1}a_{4,2} + x^2e_1e_2a_{1,0}a_{3,2} + x^2e_1e_2a_{4,2} - yza_{1,0}a_{4,2}).$$

The fibral intersection numbers with the divisors $E_i$ are

|       | $P^1_0(4)$ | $P^1_1(4)$ | $P^1_{1B}(4)$ | $P^1_{2C}(4)$ | $P^1_3(4)$ |
|-------|-----------|-----------|---------------|---------------|-----------|
| $E_0$ | -2        | 1         | 0             | 0             | 1         |
| $E_1$ | 1         | -2        | 0             | 1             | 0         |
| $E_2$ | 0         | 1         | -1            | -1            | 1         |
| $E_3$ | 1         | 0         | 1             | 0             | -2        |

(E.9)

\[\text{Note that for this matter surface there are actually two } P^1\text{s over every point of the } 6\text{-curve of the base. Since these } P^1\text{s are exchanged around the points } w = a_{1,0} = a_{3,2}^2 - 4a_{4,2} = 0 \text{ they are indistinguishable and become identified. This is also the reason why we put a one-half in front of } P^1_{3A}(6) \text{ to define the ‘right’ matter surface.}\]
The resulting weight vectors associated with the split surfaces,

$$\beta \left( \mathcal{P}^1_{2B} (4) \right) = (0, -1, 1), \quad \beta \left( \mathcal{P}^1_{2C} (4) \right) = (1, -1, 0),$$

identify the latter as matter surfaces for the 4 and 3 representations, respectively.

### E.2. Proof of Fluxlessness

To verify explicitly that the matter surface fluxes $A(4)$ and $A(6)$ are trivial in the Chow ring, we use the fibral structure discussed in Appendix E.1. Over $C_6$, the fibre of $E_3$ splits into $\mathcal{P}^1_{13} (6) + \mathcal{P}^1_{3A} (6)$, and the weight vector associated with $S^1_4 (6) = \frac{1}{2} \mathcal{P}^1_{3A} (6)$ is $\beta \left( S^1_6 \right) = (1, 0, -1)$. The associated matter surface flux is therefore indeed trivial in $\mathbb{Q} \otimes \text{CH}^2 (\hat{Y}_4)$ because

$$A(6) = \frac{1}{2} \mathcal{P}^1_{3A} (6) + \beta^T (6) C^{-1} \cdot \left( \begin{array}{c}
\mathcal{P}^1_{13} (6) \\
\mathcal{P}^1_2 (6) \\
\mathcal{P}^1_{13} (6) + \mathcal{P}^1_{3A} (6)
\end{array} \right)$$

$$= \frac{1}{2} \left( \mathcal{P}^1_{3A} (6) - (\mathcal{P}^1_{13} (6) + \mathcal{P}^1_{13} (6) + \mathcal{P}^1_{3A} (6)) \right) = 0.$$

(E.11) (E.12)

Here $\beta^T$ denotes the weights of the 6 representation.

Over $C_4$ it is $E_2$ which splits into two surfaces with weight-vectors

$$\beta \left( \mathcal{P}^1_{2B} (4) \right) = (0, -1, 1), \quad \beta \left( \mathcal{P}^1_{2C} (4) \right) = (1, -1, 0).$$

(E.13)

We can for instance start with $S^1_4 = \mathcal{P}^1_{2B} (4)$ and deduced the gauge invariant flux

$$A(4) = \frac{1}{4} (\mathcal{P}^1_3 (4) - \mathcal{P}^1_4 (4)) + \frac{1}{2} (\mathcal{P}^1_{2B} (4) - \mathcal{P}^1_{2C} (4)).$$

(E.14)

With the help of

$$\mathcal{P}^1_3 (4) = V (P_T, Q, e_1),$$

$$\mathcal{P}^1_4 (4) = V (P_T, Q, e_3),$$

$$\mathcal{P}^1_{2B} (4) = V (P_T, e_2, e_0^2 e_3 e_1 a_{42} - y a_{1,0}) - V (P', P_T, e_2, e_3),$$

$$\mathcal{P}^1_{2C} (4) = V (P_T, Q, e_2) - \mathcal{P}^1_{2B} (4),$$

with $Q = a_{4,2} [a_{4,2} + a_{1,0}] - a_{1,0}^2 a_{6,4}$ the polynomial cutting out $C_4$ in $\hat{Y}_4$ we realise that this surface can be written as a restriction from $\hat{X}_5$ to $\hat{Y}_4$,

$$A(4) = (-\mathcal{E}_2 \cdot \mathcal{E}_3 - 2 \mathcal{E}_1 \cdot \mathcal{K}_{B_3} - 3 \mathcal{E}_2 \cdot \mathcal{K}_{B_3} + 2 \mathcal{E}_3 \cdot \mathcal{K}_{B_3}$$

$$+ \mathcal{E}_1 \cdot \mathcal{W} + 2 \mathcal{E}_2 \cdot \mathcal{W} - \mathcal{E}_3 \cdot \mathcal{W} + \mathcal{E}_2 \cdot \mathcal{Y}) \big|_{\hat{Y}_4}.$$

(E.15) (E.16)

We are now free to use the Chow relations on $\hat{X}_5$ to manipulate this expression without changing the Chow class of $A(4)$ on $\hat{Y}_4$. Let us therefore employ the linear relations (E.3) and rewrite $A(4)$ as

$$A(4) = (\mathcal{E}_0 \cdot (\mathcal{E}_1 - \mathcal{E}_3) - \mathcal{X} \cdot \mathcal{E}_1) \big|_{\hat{Y}_4}.$$

(E.17)
Applying the linear relations (E.3) of the ambient space once more to rewrite \( \mathcal{E}_1 - \mathcal{E}_3 = 2 \mathcal{X} - 3 \mathcal{Y} - 2 \mathcal{X}_2 \), we find that \( A(4) = 0 \in \text{CH}^2(\hat{Y}_4) \). This is a consequence of the Stanley-Reisner ideal together with the fact that the vanishing sets

\[
V(e_0, x), V(e_0, y), V(x, z), V(e_1, x), V(y, z)
\]

are empty once restricted to the hypersurface \( \hat{Y}_4 \).
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