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Abstract—This paper proposes a new reactive temporal logic planning algorithm for multiple robots that operate in environments with unknown geometry modeled using occupancy grid maps. The robots are equipped with individual sensors that allow them to continuously learn a grid map of the unknown environment using existing Simultaneous Localization and Mapping (SLAM) methods. The goal of the robots is to accomplish complex collaborative tasks, captured by global Linear Temporal Logic (LTL) formulas. The majority of existing LTL planning approaches rely on discrete abstractions of the robot dynamics operating in known environments and, as a result, they cannot be applied to the more realistic scenarios where the environment is initially unknown. In this paper, we address this novel challenge by proposing the first reactive, abstraction-free, and distributed LTL planning algorithm that can be applied for complex mission planning of multiple robots operating in unknown environments. The proposed algorithm is reactive in the sense that the global LTL task is decomposed into single-agent reachability problems constructed online based on the continuously learned map. The proposed algorithm is complete under mild assumptions on the structure of the environment and the sensor models. We provide extensive numerical simulations and hardware experiments that illustrate the theoretical analysis and show that the proposed algorithm can address complex planning tasks for large-scale multi-robot systems in unknown environments.

I. INTRODUCTION

Temporal logic motion planning has emerged as one of the main approaches for specifying a richer class of robot tasks than the classical point-to-point navigation and can capture temporal and Boolean requirements, such as sequencing, surveillance or coverage [1]–[12]. Common in these works is that they typically assume robots with known dynamics operating in known environments that are modeled using discrete abstractions, e.g., transition systems [13]. As a result, these methods cannot be applied to scenarios where the environment is initially unknown and, therefore, online re-planning may be required as environmental maps are constructed; resulting in limited applicability. To mitigate this issue, learning-based approaches have also been proposed that consider robots with unknown dynamics operating in unknown environments [14]–[18]. These approaches learn policies that directly map onboard sensor readings to control commands in a trial-and-error fashion. However, learning-based approaches, in addition to being data inefficient, are specialized to the environment they were trained on and do not generalize well to previously unseen environments.

This paper addresses a motion planning problem for multiple robots with known dynamics that need to accomplish collaborative complex tasks in unknown environments. We consider robots that are tasked with accomplishing collaborative tasks captured by global Linear Temporal Logic (LTL) formulas in complex environments with unknown geometric structure. To address this problem, we propose the first reactive, abstraction-free, and distributed temporal logic planning algorithm for complex mission planning in unknown environments. The robots are equipped with sensors that allow them to continuously learn an individual or shared occupancy grid map of the environment, using existing Simultaneous Localization and Mapping (SLAM) methods [19]–[22], while reacting and adapting mission planning to the updated map. Furthermore, the proposed algorithm is abstraction-free i.e., it does not rely on any discrete abstraction of the robot dynamics (e.g., transition systems) and distributed in the sense that the temporal logic task is decomposed into single-agent point-to-point navigation tasks in the presence of unknown obstacles. These local tasks are formulated collaboratively and online based on the continuously learned map while they can be solved using existing approaches [23]–[30]. The decomposition of the global LTL task into local reachability tasks allows for efficient re-planning, as the robots can make decisions locally to accomplish the assigned LTL task while communicating intermittently with each other when new reachability tasks need to be designed. Theoretically, we show there exists a fragment of LTL formulas for which decomposition into local reachability tasks is always possible. Furthermore, we show that the paths designed to address these reachability sub-tasks can be executed asynchronously across the robots by introducing waiting actions. We also prove that under mild assumptions on the coarse structure of the environment and the sensor model, the proposed planning algorithm is complete. Finally, we validate the proposed safe planning algorithm in both simulations to demonstrate its scalability and in hardware experiments to test its performance when assumptions on sensor models do not hold.

A. Related Research

Reactive temporal logic planning algorithms that can account for map uncertainty in terms of incomplete environment models have been developed in [31]–[38]. Particularly, [31], [32] model the environment as transition systems which are partially known. Then discrete controllers are designed by applying graph search methods on a product automaton. As the
environment, i.e., the transition system, is updated, the product automaton is locally updated as well, and new paths are redesigned by applying graph search approaches on the revised automaton. A conceptually similar approach is proposed in [33], [34] as well. The works in [35], [36] propose methods to locally patch paths as transition systems, modeling the environment, change so that GR(1) (General Reactivity of Rank 1) specifications are satisfied. Reactive to LTL specifications planning algorithms are proposed in [37], [38], as well. Specifically, in [37], [38] the robot reacts to the environment while the task specification captures this reactivity. Correctness of these algorithms is guaranteed if the robot operates in an environment that satisfies the assumptions that were explicitly modeled in the task specification. Common in all these works is that, unlike our approach, they rely on discrete abstractions of the robot dynamics [39], [40]. Thus, correctness of the generated motion plans is guaranteed with respect to the discrete abstractions resulting in a gap between the generated discrete motion plans and their physical low-level implementation. Moreover, the reactive algorithms proposed in [31]–[38] are centralized as they rely on constructing a product automaton among all robots to synthesize motion plans. As a result, their computational cost for online re-planning increases as the number of robots, the complexity of the task, or the size of the environment increase. To the contrary, our algorithm is highly scalable due to its distributed nature and the fact that it avoids altogether the construction of a product automaton. Finally, note that decomposition of fragments of LTL formulas into reachability tasks has been investigated in [41]–[43], as well, assuming robots that operate in known environments. Common in these works is that temporal logic tasks are decomposed into global/multi-agent reachability tasks. As a result, these methods face scaling challenges as the number of robots increases, as well, while they require synchronous motion among all agents for all time. Our proposed method mitigates these issues by decomposing global temporal logic tasks into local single-agent reachability tasks.

B. Contribution

The contribution of this paper can be summarized as follows. First, we propose the first formal bridge between temporal logic planning and SLAM methods. In fact, we propose the first algorithm for temporal logic planning in continuously learned occupancy grid maps which is also reactive, distributed, and abstraction-free in terms of the robot dynamics. Second, we present a new approach to decompose global LTL tasks into single-agent reachability tasks which significantly decreases the computational cost of re-planning due to the unknown environmental structure. Third, we show that the proposed algorithm is complete under certain assumptions on the coarse structure of the environment and the sensor model. Fourth, we provide extensive comparative simulation studies and hardware experiments that corroborate the efficacy and scalability of the proposed algorithm.

Fig. 1. Illustration of the problem formulation. A team of robots with known dynamics, equipped with range-limited sensors, are responsible for accomplishing a collaborative mission, captured by a Linear Temporal Logic formula $\phi$, in an unknown environment. Specifically, the environment consists of known regions of interest $\ell_i$ and fully unknown obstacles/walls illustrated by gray polygons.

II. PROBLEM FORMULATION

A. Multi-Robot Systems in Unknown Environments

Consider $N$ mobile robots that reside in an environment $\Omega \subset \mathbb{R}^d$ with non-overlapping and known regions of interest, denoted by $\ell_i \subset \Omega$, and static but unknown obstacles $O \subset \Omega$, where $d$ is the dimension of the workspace; see also Figure 1. The robots are governed by the following dynamics: $p_j(t + 1) = f_j(p_j(t), u_j(t))$, for all $j \in \mathcal{N} := \{1, \ldots, N\}$, where $p_j(t) \in \mathbb{R}^n$ and $u_j(t)$ stand for the state (e.g., position and orientation) and the control input of robot $j$ at time $t \geq 0$, respectively. Hereafter, we compactly denote the dynamics of all robots as $p(t + 1) = f(p(t), u(t))$, \hspace{1cm} (1)

where $p(t) \in \mathbb{R}^n \times N$ and $u(t) \in \mathcal{U} := \mathcal{U}_1 \times \cdots \times \mathcal{U}_N$, for all $t \geq 0$.

B. Sensors & Occupancy Grid Maps

Moreover, we assume that the robots are equipped with sensors (e.g., LiDAR or camera) to collect noisy range measurements $r$ that are used to detect obstacles. Typically, such sensors are modeled by a probability density function $p(r|z)$, where $z$ is the actual distance to the object being detected [19]. Using noisy range sensor measurements, the robots collectively build a shared (binary) occupancy grid map using existing SLAM algorithms [19]–[22]. Specifically, the occupancy grid map is composed of $K$ grid cells denoted by $c_i \subset \Omega$. Hereafter, we define the occupancy grid map as $M(t) = \{m_1(t), m_2(t), \ldots, m_K(t)\}$, where (i) $m_i(t) = 1$ if the cell $c_i$ is believed to be occupied by an obstacle based on the collected measurements, and (ii) $m_i(t) = 0$ if the cell $i$
is believed to be obstacle-free or unexplored.\textsuperscript{1} Hereafter, for simplicity of notation, we assume that all robots build a shared map $M(t)$. This can be relaxed by allowing each robot to build its own local map $M_j(t)$, based on its individual sensor measurements.

C. Mission & Safety Specification

The goal of the robots is to accomplish a complex collaborative task captured by a global Linear Temporal Logic (LTL) specification $\phi$. The assigned task $\phi$ is defined over a set of atomic propositions $AP = \bigcup_j AP_j$, where $AP_j = \bigcup_i \{\pi^1_i, \pi^0_i\}$, and $\pi^1_i$ and $\pi^0_i$ are atomic predicates that are true when robot $j$ is within region $\ell_i$ and hits an obstacle, respectively. In what follows, we briefly present the syntax and semantics of LTL. A detailed overview of this theory can be found in [13]. The basic ingredients of LTL are a set of atomic propositions $AP$, the boolean operators, i.e., conjunction $\land$, and negation $\neg$, and two temporal operators, next $\diamond$ and until $\mathbf{U}$, respectively. In what follows, we briefly present the syntax and semantics of LTL. The proposed method processes an automaton that corresponds to the assigned task. This algorithm is executed off-line to a B"{u}chi automaton (Section III-A). This automaton is used to construct a metric measuring how far the robots are from accomplishing the assigned task. This metric is used during execution time to decompose the global LTL task into local single-agent reachability problems in a previously unexplored environment (Section IV-A). Construction of the local reachability tasks requires communication among robots; however, each robot $j$ locally designs paths $\pi_{j,t,T}$ to accomplish their assigned subtasks (Section IV-A). The robots follow the designed paths while collecting sensor measurements that are used to learn online the map of the environment via a SLAM method (Section IV-B). As the environmental map is continuously learned, the robots may need to revise their paths or design new reachability tasks depending on the feasibility of the already assigned sub-tasks (Section IV-C).
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\caption{Illustration of the proposed distributed SLAM-based control architecture to solve Problem 1. The task is encoded in an LTL formula, translated offline to a B"{u}chi automaton (Section III-A). This automaton is used to construct a metric measuring how far the robots are from accomplishing the assigned task. This metric is used during execution time to decompose the global LTL task into local single-agent reachability problems in a previously unexplored environment (Section IV-A). Construction of the local reachability tasks requires communication among robots; however, each robot $j$ locally designs paths $\pi_{j,t,T}$ to accomplish their assigned subtasks (Section IV-A). The robots follow the designed paths while collecting sensor measurements that are used to learn online the map of the environment via a SLAM method (Section IV-B). As the environmental map is continuously learned, the robots may need to revise their paths or design new reachability tasks depending on the feasibility of the already assigned sub-tasks (Section IV-C).}
\end{figure}

III. DECOMPOSING GLOBAL TEMPORAL LOGIC TASKS TO LOCAL REACHABILITY TASKS

In this section, we provide an algorithm to decompose global LTL tasks into local single-agent reachability tasks. The proposed method processes an automaton that corresponds to the assigned LTL formula and constructs a metric that measures how far the robots are from accomplishing the assigned task. This algorithm is executed offline i.e., before deploying the robots in the unknown environment. Specifically, in Section III-A we translate the LTL formula into a Non-deterministic B"{u}chi Automaton (NBA). In Section III-B, we define a distance metric over this automaton that measures how far the robots are from fulfilling the assigned mission. This metric will be used online to design single-agent reachability tasks and to guide and adapt planning to the continuously learned environmental map; see Section IV. The detailed construction of this metric is presented in Appendix A.

A. From LTL formulas to Automata

First, we translate the specification $\phi$, constructed using a set of atomic predicates $AP$, into a Non-deterministic B"{u}chi Automaton (NBA), defined as follows [13].

\textbf{Definition 3.1 (NBA):} A Non-deterministic B"{u}chi Automaton (NBA) $B$ over $\Sigma = 2^{AP}$ is defined as a tuple $B = (Q_B, Q^0_B, \delta_B, Q_F)$, where (i) $Q_B$ is the set of states; (ii)
\(Q_B^0 \subseteq Q_B\) is a set of initial states; (iii) \(\delta_B : Q_B \times \Sigma \to 2^{Q_B}\) is a non-deterministic transition relation, and \(Q_F \subseteq Q_B\) is a set of accepting/final states.

To interpret a temporal logic formula over the trajectories of the robot system, we use a labeling function \(L : \mathbb{R}^{m \times N} \times M(t) \to 2^{\Sigma}\) that determines which atomic propositions are true given the current multi-robot state \(p(t) \in \mathbb{R}^{m \times N}\) and the current map \(M(t)\) of the environment. An infinite-length discrete plan \(\tau = p(0)p(1)\ldots\) satisfies \(\phi\), denoted by \(\tau \models \phi\), if it satisfies the accepting condition of the NBA [13]. Particularly, if the sequence of observations/symbols in \(\sigma = L(p(0), M(0))L(p(1), M(1))\ldots\) can generate at least one infinite sequence of NBA states, starting from the initial NBA state, that includes at least one of the final states infinitely often, then we say that \(\tau \models \phi\). Hereafter, for simplicity we replace \(L(p(t), M(t))\) with \(L(p(t))\). More details about the NBA accepting condition are provided in Appendix A.

**B. Distance Metric Over the NBA**

Following the steps discussed in Appendix A, (i) we prune the NBA by removing infeasible transitions that can never be enabled as they require robots to be in more than one region simultaneously, and (ii) among all feasible transitions we identify which transitions are decomposable, i.e., they can be enabled if the robots solve local/industrial reachability-avoidance planning problems. In this section, given such decomposable and feasible NBA transitions we define a function to compute how far an NBA state is from the set of final states. This metric will be used in Section IV to guide planning for avoidance planning problems. In this section, given such a plan \(\tau\) that robot 1 reaches \(q_B\) often, then we say that \(\tau \models \phi\). If it satisfies the accepting condition of the NBA [13]. Particularly, if the sequence of observations/symbols in \(\sigma = L(p(0), M(0))L(p(1), M(1))\ldots\) can generate at least one infinite sequence of NBA states, starting from the initial NBA state, that includes at least one of the final states infinitely often, then we say that \(\tau \models \phi\). Hereafter, for simplicity we replace \(L(p(t), M(t))\) with \(L(p(t))\). More details about the NBA accepting condition are provided in Appendix A.

Given the graph \(G = \{V, E\}\), where \(V \subseteq Q_B\) is the set of nodes and \(E \subseteq V \times V\) is the set of edges. As it will be discussed in Appendix A, \(V\) collects all NBA states that can be reached from the initial states by following a sequence of feasible and decomposable transitions. Also, an edge from \(q_B \in V\) to \(q_B' \in V\) exists if the corresponding NBA transition is decomposable and feasible. As it will be discussed in the Appendix A, the transition from \(q_B\) to \(q_B'\) may correspond to a multi-hop NBA transition, i.e., there may exist intermediate NBA states that need to be visited to reach \(q_B'\) from \(q_B\). Hereafter, with slight abuse of notation, we denote any multi-hop NBA transition from \(q_B\) to \(q_B'\) (not necessarily decomposable) by \(\delta_B(m q_B, q_B')\).

Given the graph \(G\), we define the following distance metric.

**Definition 3.2 (Distance Metric):** Let \(G = \{V, E\}\) be the directed graph that corresponds to the NBA \(B\) constructed as discussed in Appendix A. Then, we define the distance function \(d : V \times V \to \mathbb{N}\) as follows

\[
d(q_B, q_B') = \begin{cases} |SP_{q_B, q_B'}|, & \text{if } SP_{q_B, q_B'} \text{ exists,} \\ \infty, & \text{otherwise.} \end{cases}
\]

(2)

where \(SP_{q_B, q_B'}\) denotes the shortest path (in terms of hops) in \(G\) from \(q_B\) to \(q_B'\) and \(|SP_{q_B, q_B'}|\) stands for its cost (number of hops).

In words, \(d : V \times V \to \mathbb{N}\) returns the minimum number of edges in the graph \(G\) that are required to reach a state \(q_B' \in V\) starting from a state \(q_B \in V\). This metric can be computed using available shortest path algorithms, such as the Dijkstra method with worst-case complexity \(O(|E| + |V| \log |V|)\).

Next, we define the final/accepting edges in \(G\) as follows.

**Definition 3.3 (Final/Accepting Edges):** An edge \((q_B, q_B') \in E\) is called final or accepting if the corresponding multi-hop NBA transition \(\delta_B(m q_B, q_B')\) includes at least one final state \(q_F \in Q_F\).

Based on the definition of accepting edges, we define the set \(V_F \subseteq V\) that collects all states \(q_B \in V\) from which an accepting edge originates, i.e.,

\[
V_F = \{q_B \in V \mid \exists \text{ accepting edge } (q_B, q_B') \in E\}. \tag{3}
\]

By definition of the accepting condition of the NBA, we have that if at least one of the accepting edges is traversed infinitely often, then the corresponding LTL formula is satisfied.

Similar to [42], we define the distance of any state \(q_B \in V\) to the set \(V_F \subseteq V\) as

\[
d_F(q_B, V_F) = \min_{q_B' \in V_F} d(q_B, q_B'). \tag{4}
\]

where \(d(q_B, q_B')\) is defined in (2) and \(V_F\) is defined in (3).

**Definitions:** In what follows we introduce definitions associated with multi-hop NBA transitions \(\delta_B(m q_B, q_B')\); see also Example 3.4. These definitions will be used in Section IV. As it will be discussed in Appendix A, the transition from \(q_B\) to \(q_B'\) is enabled if a Boolean formula denoted by \(b^{q_B\rightarrow q_B'}\) (see (15)) is satisfied. Given \(b^{q_B\rightarrow q_B'}\) we define the set \(\Sigma^{q_B\rightarrow q_B'}\) that collects all feasible symbols \(\sigma^{q_B\rightarrow q_B'}\) that satisfy \(b^{q_B\rightarrow q_B'}\), i.e., \(\sigma^{q_B\rightarrow q_B'} = b^{q_B\rightarrow q_B'}\). As it will be formally defined in Appendix A, a symbol \(\sigma^{q_B\rightarrow q_B'}\) is feasible if it can be generated without requiring any robot to be present in more than one disjoint region simultaneously. Moreover, given \(b^{q_B\rightarrow q_B'}\) we define the set \(N^{q_B\rightarrow q_B'} \subseteq N\) that collects the indices of all robots that appear in \(b^{q_B\rightarrow q_B'}\). Also, given any symbol \(\sigma^{q_B\rightarrow q_B'} \in \Sigma^{q_B\rightarrow q_B'}\) that satisfies \(b^{q_B\rightarrow q_B'}\), we define the set \(R^{q_B\rightarrow q_B'} \subseteq R^{q_B\rightarrow q_B'}\) that collects the indices \(j\) of the robots that are involved in generating \(\sigma^{q_B\rightarrow q_B'}\). Also, we denote by \(L_{\delta_B}^{q_B\rightarrow q_B'}\) the location that robot \(j \in N^{q_B\rightarrow q_B'}\) should be located to generate \(\sigma^{q_B\rightarrow q_B'}\). Note that for robots \(j \in N^{q_B\rightarrow q_B'}\) \(L_{\delta_B}^{q_B\rightarrow q_B'}\) corresponds to any location \(q \in \Omega\) where no atomic predicates are satisfied. If \(\delta_B(m q_B, q_B')\) is a decomposable transition, then we collect in the set \(\Sigma_{\delta_B}^{q_B\rightarrow q_B'} \subseteq \Sigma^{q_B\rightarrow q_B'}\) all symbols \(\sigma^{q_B\rightarrow q_B'}\) that can enable this transition in a local reachability fashion.

**Example 3.4:** (a) Consider the Boolean formula \(b^{q_B\rightarrow q_B'} = (\pi^{\ell_1}_j \lor \pi^{\ell_m}_j) \land (\neg \pi^{\ell_1}_{j'})\), then \(\Sigma^{q_B\rightarrow q_B'}\) is defined as \(\Sigma^{q_B\rightarrow q_B'} = \{\pi^{\ell_1}_j, \pi^{\ell_m}_j\}\). Note that the symbol \(\pi^{\ell_1}_j, \pi^{\ell_m}_j\) satisfies \(b^{q_B\rightarrow q_B'}\) but it is not included in \(\Sigma^{q_B\rightarrow q_B'}\), since it is not feasible as it requires robot \(j\) to be present simultaneously in regions \(\ell_{\ell}^j\) and \(\ell_{m}\). Given the Boolean formula \(b^{q_B\rightarrow q_B'}\), we have that \(N^{q_B\rightarrow q_B'} = \{j\}\). Also, for \(\sigma^{q_B\rightarrow q_B'} = \pi^{\ell_1}_j\), we have that \(R^{q_B\rightarrow q_B'} = \{j\}\). \(L_{\delta_B}^{q_B\rightarrow q_B'} = \ell_{\ell}'\). (b) Consider the Boolean formula \(b^{q_B\rightarrow q_B'} = \neg \pi^{\ell_1}_j\). In this case \(\Sigma^{q_B\rightarrow q_B'}\) is defined as \(\Sigma^{q_B\rightarrow q_B'} = \{\emptyset\}\), where
Algorithm 1: Distributed LTL Control in Unknown Occupancy Grid Maps

Input: (i) Initial robot configuration \(p(0)\), (ii) Graph \(G\) and sets \(\Sigma_{\text{dec}}q_B^B, q_B^B, q_B^F \in \mathcal{V}\)

1. Initialize \(t = 0\), \(q_B(0) = q_B^\text{aux}\).
2. Select the next NBA state \(q_B^{n}\).
3. Select \(\sigma^{n} \in \Sigma_{\text{dec}} q_B^{n}\).
4. Using \(\sigma^{n}\), compute \(\mathcal{N}^{n}\).

while accepting condition of NBA is not satisfied do

for \(j \in \mathcal{N}^{n}\) do

| Compute paths \(p_j \colon t \rightarrow L_j^{n}\) towards \(L_j^{n}\), see (6); |
| Follow paths, re-plan if needed, and update map; |
| if \(p_j(t) \in L_j^{n}\) then |
| Wait until all other robots \(j \in \mathcal{N}^{n}\) reach their goal regions; |
| if \(p_j(t) \in L_j^{n}, \forall i \in \mathcal{N}^{n}\) then |
| Update \(q_B(t) = q_B^{n}\).
| Select a new NBA state \(q_B^{n}\) and \(\sigma^{n}\).
| Using \(\sigma^{n}\), update \(\mathcal{N}^{n}\).

end for

end while

\[d_F(q_B^{n}, \mathcal{V}_F) = d_F(q_B(t), \mathcal{V}_F) - 1,\]

i.e., a state that is one hop closer to the set \(\mathcal{V}_F\) than \(q_B(t)\) is where \(d_F\) is defined in (4). Under this policy of selecting \(q_B^{n}\), we have that eventually \(q_B(t) \in \mathcal{V}_F\); design of robot paths to ensure this property will be discussed next. If \(q_B(t) \in \mathcal{V}_F\), then the state \(q_B^{n}\) is selected so that \((q_B(t), q_B^{n})\) is an accepting edge as per Definition 3.3. This way we ensure that accepting edges are traversed infinitely often and, therefore, the assigned LTL task is satisfied.

Recall that the transition from \(q_B(t)\) to \(q_B^{n}\) is decomposable by construction of \(G\). As a result, there exists a symbol that the robots can generate in a local reachability fashion to reach \(q_B^{n}\) from \(q_B(t)\). The symbols that can enable this transition are collected in a set \(\Sigma_{\text{dec}} q_B^{n}\) constructed in Appendix A. Among all available symbols in \(\Sigma_{\text{dec}} q_B^{n}\), the robots select one either randomly or based on any user-specified criterion such as distance required to travel to generate it as long as the locations that the robots should visit to generate this symbol are reachable, i.e., not surrounded by obstacles that have already been discovered. By construction of the set \(\Sigma_{\text{dec}} q_B^{n}\), we have that once the robots reach \(q_B^{n}\) they will be able to stay in this state as long as they keep generating this symbol; see (15) in Appendix A. With slight abuse of notation, we denote the selected symbol by \(\sigma^{n}\) [line 3, Alg. 1]. Also, for simplicity of notation we replace \(\Sigma_{\text{dec}} q_B^{n}\) with \(\mathcal{B}^{n}\). The same simplification extends to all notation with the same superscripts.

In what follows, we discuss how to design individual robot paths \(p_j, t \rightarrow T_j\), for all robots \(j\), that should be followed within a time interval \([t, T_j]\) to ensure that eventually \(\mathcal{V}_F\) is generated. Specifically, given \(\mathcal{V}_F\), every robot \(j \in \mathcal{N}^{n}\) computes the corresponding location \(L_j^{n}\). Given \(L_j^{n}\), every robot \(j \in \mathcal{N}^{n}\) locally solves the feasibility problem (6) to design its respective path \(p_j, t \rightarrow T_j\) towards \(L_j^{n}\) while all other robots stay put at their current locations [lines 6-7, Alg. 1].

Compute: \(T_j, u_j, t \rightarrow T_j\) such that

\[p_j(t') \notin \bigcup_i (r_i) \setminus (R_j^t \cup L_j^{n}), \forall t' \in [t, T_j]\] (6a)

\[p_j(t') \notin \hat{O}(t), \forall t' \in [t, T_j]\] (6b)

\[p_j(T_j) \in L_j^{n}\] (6d)

\[p_j(t' + 1) = f_j(p_j(t'), u_j(t'))\] (6c)

In (6b), \(R_j^t\) denotes the region that robot \(j\) lies in at time \(t\). The first constraint (6b) requires that robot \(j\) should not visit any region \(r_i\) excluding \(R_j^t\) and the target region \(L_j^{n}\), for all \(t' \in [t, T_j]\). If at time \(t\) robot \(j\) does not lie in any of the regions \(r_i\), then \(R_j^t = \emptyset\). This ensures that the multi-robot system can always remain in \(q_B(t)\) as the robots \(j \in \mathcal{N}^{n}\) navigate the

\(\emptyset\) denotes an empty symbol and is generated when a robot is outside all regions of interest and does not hit any obstacles. Also, we have that \(\mathcal{N}^{q_B^B,q_B^B,q_B^F} = \{i\}, \sigma^{q_B^B,q_B^B,q_B^F} = \emptyset\), while \(L_j^{q_B^B,q_B^F}\) corresponds to any obstacle-free location \(q\) in the environment, outside the regions of interest, so that no no atomic predicates are satisfied at \(q\).

IV. REACTIVE PLANNING IN UNKNOWN OCCUPANCY GRID MAPS

In this section, we present a distributed reactive temporal logic algorithm for robots that operate in unknown environments modeled using occupancy grid maps. The proposed algorithm is summarized in Algorithm 1 and requires as inputs (i) the graph \(G\), defined in Section III-B, and (ii) sets \(\Sigma_{\text{dec}} q_B^B\), constructed in Appendix A, that collect all symbols that can enable the transition from \(q_B \in \mathcal{V}\) to \(q_B^F \in \mathcal{V}\) in local reachability fashion; see also Fig. 2. The main idea of Algorithm 1 is that as the robots navigate the unknown environment, they select NBA states that they should visit next so that the distance to the final states, as per (4), decreases over time. Transitions towards the selected NBA states is accomplished by solving local reachability-avoidance planning problems that are adapted to the continuously learned map.

A. Distributed Construction of Robot Paths

Let \(q_B(t) \in \mathcal{V}\) be the NBA state that the robots have reached after navigating the unknown environment for \(t\) time units. At time \(t = 0\), \(q_B(t)\) is selected to be the initial NBA state. Given the current NBA state \(q_B(t)\), the robots coordinate to select a new NBA state, denoted by \(q_B^{n}\) \(\in \mathcal{V}\) that they should reach next to make progress towards accomplishing their task [line 3, Alg. 1]. This state is selected among the neighbors of \(q_B(t)\) in the graph \(G\) based on the following two cases. If \(q_B(t) \in \mathcal{V}_F\),

\[d_F(q_B(t), \mathcal{V}_F) = d_F(q_B(t), \mathcal{V}_F) - 1,\]

where \(\mathcal{V}_F\) is defined in (3), then among all neighboring nodes, we select one that satisfies

\[d_F(q_B^{n}, \mathcal{V}_F) = d_F(q_B(t), \mathcal{V}_F) - 1,\]

Recall that for robots \(j \in \mathcal{N}^{n}\), \(L_j^{n}\) corresponds to a certain region of interest while for robots \(j \in \mathcal{N}^{n}\) \(\!=\! \mathcal{N}^{n}\), \(L_j^{n}\) corresponds to any location in the workspace where no atomic predicates are satisfied.
workspace; see Lemma 5.3. Similarly, the second constraint in (6c) requires robot $j$ to avoid all obstacles, collected in $O(t)$, that are known up to the time instant $t$. The third constraint in (6d) requires robot $j$ to be in region $L_j^{next}$ at a time instant $T_j \geq t$. This is required to eventually generate the symbol $\sigma_{next}^{j}$. The last constraint in (6e) captures the robot dynamics. Note that among all paths that satisfy these constraints, the optimal one, as per a user-specified motion cost function, can be selected. Observe that (6) is a local reachability problem, and, therefore, existing point-to-point navigation algorithms can be used to solve it, e.g., [23]. Finally observe that given $L_j^{next}$, robot $j$ locally solves (6) without communicating with any other robot.

### B. Asynchronous Execution of Paths

The robots $j \in N^{next}$ follow their paths $p_{j,t:T_j}$, to eventually reach their goal regions $L_j^{next}$. By construction of these paths, the robots may not arrive at the same discrete time instant at their goal regions. To account for this, when a robot $j$ has traversed its path and has reached its goal region, it waits until all other robots $e \in N^{next}$ reach their respective goal regions $L_e^{next}$ as well [line 10, Alg. 1]. When this happens, the symbol $\sigma_{next}^{j}$ is generated and the NBA state $q_B^{next}$ is reached as it will be shown in Section V. Then a new NBA state is selected [lines 11-14, Alg. 1]. This process is repeated indefinitely so that a final state is reached infinitely often [line 5, Alg. 1]. Note also that the robots can execute their paths asynchronously in the sense that the (continuous) time required to move from $p_j(t)$ to $p_j(t+1)$ may differ across the robots without affecting correctness of the proposed algorithm; see Sec. V.

### C. Reacting to Map Uncertainty

As the robots follow their paths $p_{j,t:T_j}$, the map $M(t)$ is continuously updated using existing SLAM methods and, therefore, the robot paths need to be accordingly revised [line 8, Alg. 1]; see also Fig. 2. In fact, reactivity to the environment is required in two cases. First, as the robots follow their paths $p_{j,t:T_j}$, they may discover new obstacles. If the discovered obstacles intersect with their paths $p_{j,t:T_j}$, for some $j \in R^{next}$, then these robots $j$ locally re-solve (6) using the updated map to design new paths. Note that existing reactive planning algorithms that can address reachability navigation problems in the presence of unknown obstacles can also be used to solve (6); see e.g., [23], [24], [26], [27], [29], [30], [46], [47].

Second, as the the map $M(t)$ is constructed, goal regions $L_j^{next}$ may turn out to be unreachable because of the structure of the environment (e.g., regions of interest may be surrounded by obstacles). In this case, robots $j$ that cannot reach their corresponding target regions communicate with all other robots so that a new symbol $\sigma_{next}$ is selected. This process is repeated until a symbol $\sigma_{next}^{j}$ is reached that corresponds to reachable regions $L_j^{next}$. If such a symbol $\sigma_{next}^{j}$ does not exist, then this means that the transition from $q_B(t)$ to $q_B^{next}$ is infeasible, given the current multi-robot state $p(t)$, due to the a-priori unknown structure of the environment. Then, the graph $G$ is updated by removing this transition and a new NBA state $q_B^{next}$ is selected. If there do not exist any candidate NBA states to be selected as $q_B^{next}$ (see Section IV-A), then the assigned task cannot be accomplished given the current multi-robot and NBA state. Note that this does not necessarily mean that Problem 1 is infeasible. In fact, there may exist another sequence of NBA states for which Problem 1 is always feasible. Conditions under which (6) (and, consequently, Problem 1) is always feasible (i.e., paths towards selected goal regions always exist) and, therefore, Algorithm 1 is complete, are provided in Section V.

**Remark 4.1 (Communication):** Execution of the paths $p_{j,t:T_j}$ does not require all-time communication among robots, which is typically the case in relevant temporal logic algorithms. Instead, communication is intermittent and is required only in the following two cases: (i) all robots need to communicate with each other to select and update the symbol $\sigma_{next}$ (ii) every robot $j \in N^{next}$ needs to send a message to all other robots in $N^{next}$ once it has reached region $L_j^{next}$.

**Remark 4.2 (Conservativeness):** Recall that once the robots reach a state $q_B(t)$, a new state $q_B^{next}$ is selected to be reached next. This state is selected so that the transition from $q_B(t)$ to $q_B^{next}$ is decomposable and, therefore, it can be enabled by solving local reachability tasks as per (6). Note that there may be states that can be reached from $q_B(t)$ but not in a local-reachability fashion (see e.g., Figure 10 in the Appendix). As a result, such states may not be selected and, therefore, a solution to Problem 1 may not be found even if it exists. Conditions under which Algorithm 1 is complete are discussed in Section V.

### V. Algorithm Analysis

In this section, we examine correctness of the proposed reactive algorithm; all proofs can be found in Appendix B. First, recall from Algorithm 1 that once the robots reach a state $q_B(t) \in V$ a new state $q_B^{next} \in V$ is selected that should be reached next. By construction of the graph $G$, the transition from $q_B(t)$ to $q_B^{next}$ is decomposable i.e., it can be enabled by solving local reachability tasks. As discussed in Remark 4.2, focusing only on decomposable transitions is conservative, in the sense that there may be NBA states that can be reached from $q_B(t)$ but not in a local-reachability nature; see the example in Figure 10 in Appendix A. As a result, such states will never be selected to be $q_B^{next}$ and, therefore, a solution to Problem 1 may not be found even if it exists. First, we show that there exists a fragment of LTL formulas for which all transitions $\delta_B^{V}(q_B, q_B^{next})$ introduced in Section III-B are decomposable and can be enabled by solving local reachability problems (6). To show this we need to make the following assumption.

**Assumption 5.1:** Let $h_B^{\neg a_B}$ be a Boolean formula that needs to be satisfied to enable the NBA transition $q_B^{next} \in \delta_B(q_B, \cdot)$. Assume that $h_B^{\neg a_B}$ is written in conjunctive normal form (CNF). Also, assume that all literals in any given clause of $h_B^{\neg a_B}$ are associated with only one robot, which is not necessarily the same across all clauses in $h_B^{\neg a_B}$.
Lemma 5.2 (From Global LTL to Local Tasks): Assume that there exists a symbol $q_{aux}^{\mathcal{B}}$ that satisfies the corresponding Boolean formula $b_{\mathcal{B}}^{q_{aux}^{\mathcal{B}}}$ defined in (15) associated with a multi-hop transition $q_{\mathcal{B}}^{t_{j}}(q_{B}, q'_{B})$. Under Assumption 5.1, the transition $\delta_{\mathcal{B}}^{t_{j}}(q_{B}, q'_{B})$ is always decomposable, as per Definition A.6, unless this transition requires robots to instantaneously jump from one region of interest to another one which is impossible to achieve given that the regions of interest are disjoint.

In other words, according to Lemma 5.2, if there are two NBA states $q_{B}, q'_{B}$, where $q'_{B}$ can be reached from $q_{B}$ using a feasible word and without requiring robots to instantaneously move from one region of interest to another one and Assumption 5.1 holds for this NBA transition, then this transition can be enabled by solving local reachability tasks; see Example 5.7.

Next, we show that if the robots navigate the workspace as per Section IV-B, then the goal NBA state $q_{B}^{next}$ will be reached. This result will be used to show that Algorithm 1 is complete.

Lemma 5.3 (Execution of paths): Assume that at time $t$ the robots reach a state $q_{B}(t) \in \mathcal{V}$ and design paths $P_{j:T_{j}}$ to reach $q_{B}^{next} \in \mathcal{V}$. If the robots execute and update the paths $P_{j:T_{j}}$, as per Section IV-B, and eventually they reach their goal regions $L_{j}^{next}$ then the transition from $q_{B}$ to $q_{B}^{next}$ will be activated.

In what follows, we provide conditions that ensure that Algorithm 1 is complete, i.e., if there exists a solution to Problem 1, then a solution will be found.

Proposition 5.4 ((Completeness)): Assume that (a) the environmental structure and the robot dynamics (1) ensure that given any $q_{B} \in \mathcal{V}$ there exists at least one state $q_{B}^{next} \in \mathcal{V}$ satisfying the conditions described in Section IV-A that can be reached, and (b) all robots are equipped with omnidirectional and perfect/deterministic range-limited sensors. Under assumption (a)-(b), Algorithm 1 is complete, i.e., if there exists a solution to Problem 1, then Alg. 1 will find it.

Finally, in the next proposition we show that under assumption (a) of Proposition 5.4, a solution to Problem 1 always exists.

Proposition 5.5 (Existence of Solution): If Assumption (a) of Proposition 5.4 holds, then there exists a solution to Problem 1.

Remark 5.6 (From Global LTL Tasks to Local Tasks): To check if an LTL formula $\phi$ can be decomposed into local tasks it suffices to convert $\phi$ into a NBA and then manually check if each Boolean formula $b_{\mathcal{B}}^{q_{aux}^{\mathcal{B}}}$ satisfies Assumption 5.1. Alternatively, it suffices to convert $\phi$ into the graph $\mathcal{G}$ and then check if there is a sequence of edges, starting from the initial state of this graph, denoted by $q_{aux}^{\mathcal{G}}$ in Appendix A, so that at least one accepting edge is traversed infinitely often. The latter holds since, by construction of the graph $\mathcal{G}$, an edge in $\mathcal{G}$ between two NBA states exists if the corresponding NBA transition is decomposable; see Appendix A.

Example 5.7 (From Global LTL to Local Tasks): For instance, consider the Boolean formula $b_{\mathcal{B}}^{q_{aux}^{\mathcal{B}}} = (\pi_{1}^{1} \lor \pi_{2}^{1}) \land (\pi_{1}^{2} \lor \pi_{2}^{2})$ that is expressed in CNF form. This formula has two clauses: (i) $(\pi_{1}^{1} \lor \pi_{2}^{1})$ and (ii) $(\pi_{1}^{2} \lor \pi_{2}^{2})$. The first clause has two literals $\pi_{1}^{1}$ and $\pi_{2}^{1}$ that are not associated with the same robot. The same also holds for the second clause. As a result, this Boolean formula violates Assumption 5.1 and, therefore, it cannot be decomposed into local tasks. In fact, $b_{\mathcal{B}}^{q_{aux}^{\mathcal{B}}}$ could be decomposed into local tasks where e.g., robot 1 should go to $\ell_{1}$ and robot 2 should go to $\ell_{2}$. However, this decomposition is formula-specific and requires additional coordination among the robots, i.e., the individual robot tasks cannot be constructed locally/independently. In contrast, the Boolean formula $b_{\mathcal{B}}^{q_{aux}^{\mathcal{B}}} = (\pi_{1}^{1} \lor \pi_{2}^{1}) \land (\pi_{1}^{2} \lor \pi_{2}^{2})$. This formula satisfies Assumption 5.1 and, therefore, it can be satisfied by accomplishing subtasks that are locally/independently constructed where e.g., robot 1 should go to $\ell_{1}$ and robot 2 should go to $\ell_{2}$.

VI. NUMERICAL SIMULATIONS & EXPERIMENTS

In this section, we present simulations that illustrate the efficiency and scalability of the proposed algorithm and hardware experiments that demonstrate the robustness of the proposed method under imperfect sensing. Simulations have been implemented using MATLAB R2016b on a computer with Intel Core i7 3.1GHz and 16Gb RAM.\textsuperscript{3}

A. Numerical Experiments

Map-based Planning in Unknown Environments with Unreachable Regions: In what follows, we consider a single robot with differential drive dynamics equipped with a perfect/deterministic range-limited sensor defined as follows

$$s(p_{j}(t), q) = \begin{cases} 1 & \text{if } (q \in O) \land \|p_{j}(t) - q\| \leq R, \\ 0 & \text{otherwise.} \end{cases}$$

with sensing range $R = 1.2$. The robot resides in a $10 \times 10$ environment shown in Figure 3 and is tasked with a surveillance mission that requires to visit regions of interest eventually or infinitely often while always avoiding obstacles. This task is captured by the following LTL formula

$$\phi = (\bigwedge_{e=1}^{2} (\Box \xi_{e}) \land (\bigwedge_{e=3}^{6} (\Diamond \xi_{e}) \land (\neg \xi_{3} U \xi_{4}) \land (\Box \neg \xi_{obs}))$$

where $\xi_{e}$ is a Boolean formula that requires the robot to visit a specific regions of interest, for all $e \in \{1, \ldots, 6\}$, and $\xi_{obs}$ is true if the robot hits any obstacle. In particular, the Boolean formulas $\xi_{e}$ are defined as: (i) $\xi_{1} = (\pi_{1}^{1} \lor \pi_{1}^{2})$; (ii) $\xi_{2} = \pi_{1}^{1}$; (iii) $\xi_{3} = \pi_{1}^{2}$; (iv) $\xi_{4} = (\pi_{1}^{1} \lor \pi_{1}^{2})$; (v) $\xi_{5} = \pi_{1}^{4}$; and (vi) $\xi_{6} = \pi_{1}^{6}$. In words, (8) requires (a) the Boolean formulas $\xi_{1}$ and $\xi_{2}$ to be satisfied infinitely often, (b) the Boolean formulas $\xi_{3}, \xi_{4}, \xi_{5}$, and $\xi_{6}$ to be satisfied eventually, (c) never satisfy $\xi_{3}$ until $\xi_{4}$ is satisfied, and (d) always avoid obstacles. This formula corresponds to a NBA with 14 states and 61 transitions. The corresponding pruned automaton

\textsuperscript{3} Videos with simulations and hardware experiments can be found on https://vimeo.com/489973649.

Algorithm 1 is complete, i.e., if there exists a solution to Problem 1, then a solution will be found.
Particularly, Figure 3 shows the trajectory that the robot builds the map of the environment it realizes that $\ell_5$ is surrounded by obstacles and, therefore, not reachable. As a result, it moves towards $\ell_4$ (Fig. 3(c))) and arrives there at $t = 411$. The blue circle denotes the sensing range and the red squares stands for the grid cells of the map $M(t)$ that are occupied by obstacles. The gray region corresponds to unknown obstacles.

We consider a team of $N \in \{1, 20, 100, 200, 500\}$ robots with differential drive dynamics that reside in the environment shown in Figure 3 while all robots are equipped with omnidirectional sensors of limited range $R = 1.2$ as in (7). The robots are tasked with accomplishing the task captured in (8). The difference is that the Boolean formulas $\xi_j$ require collaboration between multiple-robots. For instance, when $N = 20$, we have that $\xi_1 = \wedge_{j=1}^{20} (\pi_j^{e_6} \lor \pi_j^{e_5})$ which requires all robots with index $j \in \{1, \ldots, 15\}$ to visit either region $\ell_3$ or $\ell_6$ and $\xi_2 = \wedge_{j=8}^{20} (\pi_j^{e_2} \lor \pi_j^{e_3})$ which requires all robots with index $j \in \{8, \ldots, 20\}$ to visit either region $\ell_2$ or $\ell_3$.

Table 1 summarizes the scalability analysis of the proposed algorithm. Specifically, the first column shows the number of robots, the second column shows the average time required for a robot to design a new path as the map is updated. To design paths we solve (6) using the A* algorithm [48]. Specifically, we represent the learned occupancy grid map, which consists of 10,000 cells, as a graph and we apply A* on it to design paths towards the goal regions. Then, we synthesize controllers to follow the designed path. Note that the runtime to design new paths ranges between 0.03 and 0.06 seconds showing that Algorithm 1 can design new paths very fast for large-scale multi-robot systems with hundred of robots due to its decentralized nature. The third column shows the average runtime required if existing centralized methods are used for re-planning [12], [31]. Specifically, [31] employs partially known transition systems to model the

| $N$ | Algorithm 1 | STyLuS | Local Map Update (secs) | $t_P^1$ (iteration/time (hrs)) | $t_P^2$ (iteration/time (hrs)) |
|-----|-------------|--------|-------------------------|-------------------------------|-------------------------------|
| N=1 | 0.05        | 4.12   | 0.007                   | 883 / 0.012                   | 1065 / 0.0315                 |
| N=20 | 0.03        | 313.69 | 0.007                   | 952 / 0.17                   | 1032 / 0.18                   |
| N=100 | 0.03     | 1349.54 | 0.009                   | 1088 / 0.39                  | 1124 / 0.57                   |
| N=200 | 0.04    | 2883.52  | 0.01                    | 1028 / 1.13                  | 1067 / 1.23                   |
| N=500 | 0.05    | 9271.57  | 0.008                   | 1032 / 2.7                   | 1070 / 2.9                    |
interaction of the robot and environment which are updated as the environment is discovered. Motion plans are synthesized by composing the transition systems with the NBA giving rise to a product automaton. When the transition system is updated, the product automaton is locally updated and new paths are designed by computing new paths in the product automaton from the current product state to a final product state. To compare Algorithm 1 against this approach, we use a graph-based representation of the occupancy grid map as the transition system. Our implementation of [31] required more than 1 hour to design a path over the product automaton for a single-robot system and ran out of memory for case studies with more than one robot. To enhance [31], we integrate it with STyLuS* [12], a recently proposed temporal logic planning method that scales well with the number of robots. Specifically, we use [12] to design paths, instead of building a product automaton and computing paths over it. The third column in Table I shows the average runtime required for STyLuS* to design new paths. To compute this runtime, we consider cases where \( q_1 = q_2 \), i.e., the robots are still in the initial NBA state, and new paths towards a final NBA state need to be computed as in [31]. Observe in the third column of Table I that STyLuS* can also handle large-scale multi-robot systems but the runtime required for replanning using Algorithm 1 is significantly smaller due to its decentralized nature and the decomposition of the LTL task into ‘smaller’ single-agent tasks.

The fourth column shows the average time required per robot to update the map. Note that the map is trivially updated without the need of sophisticated SLAM methods since deterministic/perfect sensors are considered in (7). The fifth and sixth column present the number of discrete time instants required to visit a final NBA state for the first and the second time respectively. These columns also include the corresponding total runtime required by Alg. 1. Note that Alg. 1 has been implemented on a single computer and, therefore, control decisions are made sequentially, instead of in parallel, across the robots which explains why the runtime increases significantly as the number of robots increases.

Effect of Sensing Range: In this set of simulations, we consider a team of \( N \in \{1, 5, 10, 25, 50\} \) robots with differential drive dynamics that reside in an unknown \( 10 \times 10 \) environment; see Fig. 4. The robots are equipped with omnidirectional sensors of limited range \( R \in \{0.3, 0.75, 1.1, 2\} \). The robots are tasked with providing delivery services to known locations, in a user-specified order, while always avoiding obstacles and dangerous regions. Once and only when services are provided, the robots should exit the building. This task is captured by the following LTL formula

\[
\phi = \Box(\xi_1 \land \Box(\xi_2 \land \Box(\xi_3 \land (\Box(\xi_4 \land (\Box(\xi_5)))))) \land
\land (\Box \neg \xi_6) \land (\Box \neg \xi_{\text{obs}}) \land (\Box \neg \xi_{\text{exit}})
\]

where \( \xi_e \) is a Boolean formula that requires a sub-team of robots to visit a specific region to provide e.g., supplies, for all \( e \in \{1, \ldots, 6\} \), while \( \xi_{\text{exit}} \) is true if all robots visit the exit of the building. For instance, when \( N = 1 \), the Boolean formulas \( \xi_e \) are defined as: (i) \( \xi_1 = (\pi^8_1 \lor \pi^5_1) \); (ii) \( \xi_2 = \pi^7_1 \); (iii) \( \xi_3 = \pi^4_1 \); (iv) \( \xi_4 = (\pi^1_1 \lor \pi^3_1) \); (v) \( \xi_5 = \pi^4_1 \); and (vi) \( \Box \neg \xi_6 \) requires the robot to always keep a distance of at least 0.3 from region 3. This LTL formula corresponds to a NBA with 17 states and 103 transitions while the pruned automaton has 43 transitions.

Figure 4 depicts the trajectory that a robot follows to reach \( \ell_7 \) as it learns the occupancy grid map through a sensor with a range \( R = 0.3 \). Figure 5 shows that as the sensing range \( R \) increases, the total number of discrete time instants required to visit a final state for the first time decreases, since the larger the sensing range, the faster the robots can learn the map of the environment.
B. Hardware Experiments

The proposed reactive algorithm was also evaluated experimentally to test its efficiency in real-time re-planning and reactivity. Specifically, Alg. 1 was implemented in MatLab with ROS and run on the Scarab platform developed at the University of Pennsylvania [49]. The Scarab is a differential drive robot equipped with a Hokuyo UTM-30LX scanning laser that can obtain range measurements in a 270° field-of-view up to a distance of 30m and an Intel RealSense camera with a 180° field-of-view. Laser-based sensing is used for robot localization and for building an occupancy grid map using the gmapping ROS package implementing the SLAM approach presented in [22]. Note this sensor violates the assumptions made in Proposition 5.4 as it is neither perfect nor omnidirectional.

LiDAR-based & Map-based Planning: First, we validated Alg. 1 in two complex indoor environments with unknown and static obstacles shown in Figure 6. The robot is responsible for accomplishing a surveillance task captured by the following LTL formula:

\[
\phi = \Diamond (\pi_1^{e_1} \land \Diamond (\pi_1^{e_1} \land \Diamond (\pi_1^{e_2} \lor \pi_1^{e_5}) \land \Diamond (\pi_1^{e_8} \lor \pi_1^{e_4}) \\
\land \Diamond (\pi_2^{e_7} \lor \pi_2^{e_8}) \land \neg \pi_2^{e_7} (U \pi_2^{e_8}) \land (\Box \neg \xi_{\text{obs}})),
\]

(10)

The task in (10) requires the robot to eventually visit the locations \(\ell_1, \ell_2\), either \(\ell_3\) or \(\ell_4\), either \(\ell_7\) or \(\ell_5\), and never visit \(\ell_1\) until \(\ell_3\) is visited while always avoiding the a priori unknown obstacles. Observe in Figure 6 that obstacles can be both convex and non-convex. To ensure that the robot paths never go too close to the obstacles, paths are designed as per (6) after inflating the obstacles. As anticipated, the few failures we recorded were associated with the inability of the SLAM approach to accurately localize the robot in long missions.

LiDAR-based & Map-Free Planning: In the second set of experiments we consider a team of two robots that have to accomplish the following task

\[
\phi = \Diamond (\pi_2^{e_1} \land \Diamond (\pi_1^{e_1} \land \Diamond (\pi_1^{e_2} \land \pi_2^{e_1})) \\
\land \Box (\pi_1^{e_4} \land \Box (\pi_2^{e_8}) \land (\Box \neg \xi_{\text{obs}})).
\]

(11)

The LTL task in (11) requires robot 1 and robot 2 to eventually visit locations \(\ell_1\) and \(\ell_2\), respectively, e.g., to collect data. Then the robots should meet in \(\ell_3\) e.g., to exchange their collected data or upload it to a data center, and then go to the exit \(\ell_4\) of the room and stay there forever.

In this set of experiments, to solve (6), i.e., to design reactive robot paths towards regions of interest, we rely on a map-free approach proposed in [24]. Specifically, [24] proposes a heuristic approach to avoid dynamic obstacles such as other mobile robots or humans. Using sensor information the heading of dynamic obstacles is estimated which is then used to compute the robot velocity so that all visible obstacles and robots are avoided within a time horizon. Figure 7 shows a case where the robots react to unexpected obstacles that are placed in front of them at runtime. We would like to emphasize again that Algorithm 1 allows the robots to react to unknown structure of the environment quickly which would be computationally challenging using available centralized temporal logic planning methods.

Note that [24] is map-free, i.e., it does not rely on building maps; instead navigation is accomplished using sensor feedback. This allows to navigate dynamic environments as opposed to the purely map-based approach considered in the previous set of experiments. Nevertheless, map-based approaches allows the robots to reason about the structure of the environment and make appropriate control decisions to accomplish their tasks as discussed in VI-A.

VII. Conclusion

In this paper, we proposed a new reactive, distributed, and abstraction-free temporal logic planning approach for multi-robot systems that reside in unknown environments modeled as occupancy grid maps. The robots are tasked with accomplishing complex tasks, captured by temporal logic formulas. The robots are equipped with sensors that allow them to continuously learn and update a map of the unknown environment while adapting mission planning to it. Theoretical guarantees along with numerical simulations and hardware experiments support the proposed framework.

APPENDIX A

DECOMPOSITION OF GLOBAL LTL TASKS INTO LOCAL REACHABILITY TASKS

In this section, we provide an algorithm to decompose global LTL tasks into local reachability tasks. The proposed method processes an automaton that corresponds to the assigned LTL formula and constructs a metric that measures how far the robots are from accomplishing the assigned task. This algorithm is executed offline i.e., before deploying the robots in the unknown environment. Specifically, first we translate the LTL formula into a Non-deterministic Büchi Automaton (NBA), as discussed in Section III-A. For convenience, we provide the definition of the NBA again and we provide a formal definition of the accepting condition of the NBA. In Section A-B we prune this automaton by removing infeasible transitions i.e., transitions that can be activated only if a robot
is present in more than one location simultaneously. Then, in Section A-C we provide conditions under which feasible NBA transitions can be enabled by solving local reachability tasks. Such transitions are called decomposable and are used to define the graph $G$ and the distance metric over it in Section III-B.

A. From LTL formulas to Automata

First, we translate the specification $\phi$, constructed using a set of atomic predicates $\mathcal{AP}$, into a Non-deterministic Büchi Automaton (NBA), defined as follows [13].

Definition A.1 (NBA): A Non-deterministic Büchi Automaton (NBA) $B$ over $\Sigma = 2^{\mathcal{AP}}$ is defined as a tuple $B = (Q_B, Q_0^B, \delta_B, Q_F)$, where (i) $Q_B$ is the set of states; (ii) $Q_0^B \subseteq Q_B$ is the set of initial states; (iii) $\delta_B : Q_B \times \Sigma \rightarrow 2^{Q_B}$ is a non-deterministic transition relation, and $Q_F \subseteq Q_B$ is a set of accepting/final states.

To interpret a temporal logic formula over the trajectories of the robot system, we use a labelling function $L : \mathbb{R}^{n \times N} \times M(t) \rightarrow 2^{\mathcal{AP}}$ that determines which atomic propositions are true given the current multi-robot state $p(t) \in \mathbb{R}^{n \times N}$ and the current map $M(t)$ of the environment. An infinite-length discrete plan $\tau = p(0)\pi(1)\ldots$ satisfies $\phi$, denoted by $\tau \models \phi$, if the word $\sigma = L(p(0), M(0))\pi(1)M(1)\ldots \leq \sigma$ is an accepting NBA run defined as follows. First, a run of $\rho_B$ of $B$ over an infinite word $\sigma = \sigma(1)\sigma(2)\ldots \sigma(t)\ldots \in (2^{\mathcal{AP}})^\omega$, is a sequence $\rho_B = q_B(0)q_B(1)q_B(2)\ldots q_B(t)\ldots$, where $q_B(0) \in Q_0^B$ and $q_B(t+1) \in \delta_B(q_B(t), \sigma(t)), \forall t \in \mathbb{N}$. A run $\rho_B$ is called accepting if at least one final state appears infinitely often in it. In words, an infinite-length discrete plan $\tau$ satisfies an LTL formula $\phi$ if it can generate at least one accepting NBA run. Hereafter, for simplicity we replace $L(p(t), M(t))$ with $L(p(t))$.

B. Pruning Infeasible NBA Transitions

In what follows, we define the feasible/infeasible NBA transitions $q_B' \in \delta_B(q_B, \cdot)$. Transitions that are infeasible are removed giving rise to a pruned automaton. To formally define the feasible NBA transitions we first need to introduce the following definitions.

Definition A.2 (Feasible symbols $\sigma_j \in \Sigma_j$): A symbol $\sigma_j \in \Sigma_j := 2^{\mathcal{AP}}$, is feasible if and only if $\sigma_j \not\equiv b_{\inf}^j$, where $b_{\inf}^j$ is a Boolean formula defined as

$$b_{\inf}^j = \forall r_r (\forall r_e (\pi_j^{r_r} \land \pi_j^{r_e})).$$

where $b_{\inf}^j$ requires robot $j$ to be present simultaneously in more than one disjoint region.

Note that the Boolean formula $b_{\inf}^j$ is satisfied by any finite symbol $\sigma_j \in \Sigma_j$ that requires robot $j$ to be present in two or more disjoint regions, simultaneously. For instance, the symbol $\sigma_j = \pi_j^{r_r} \land \pi_j^{r_e}$ satisfies $b_{\inf}^j$ if $r_r$ and $r_e$ are disjoint regions. Next, we define the feasible symbols $\sigma \in \Sigma$.

Definition A.3 (Feasible symbols $\sigma \in \Sigma$): A symbol $\sigma \in \Sigma$ is feasible if and only if $\sigma_j \not\equiv b_{\inf}^j$, for all robots $j$, where $\sigma_j = \Pi_{|\Sigma_j} \sigma$, $b_{\inf}^j$ is defined in (12), and $\Pi_{|\Sigma_j}$ stands for the projection of the symbol $\sigma$ onto $\Sigma_j$.

We denote by $\Sigma_{\text{feas}} \subseteq \Sigma$ the set of all feasible symbols $\sigma \in \Sigma$.

Next, we define the sets that collect all feasible symbols that enable a transition from an NBA state $q_B$ to another, not necessarily different, NBA state $q_B'$. This definition relies on the fact that transition from a state $q_B$ to a state $q_B'$ is enabled if a Boolean formula, denoted by $b_{\inf}^{q_B\rightarrow q_B'}$ and defined over the set of atomic predicates $\mathcal{AP}$, is satisfied.

Definition A.4 (Sets of Feasible Symbols): Let $\mathcal{AP}_{q_B,q_B'}$ be a set that collects all atomic predicates that appear in more than one location simultaneously.
in the Boolean formula $b^{\text{aux}} q^{\text{aux}} \subseteq 2^{\mathcal{P}(\mathcal{P} \cdot \mathcal{P}^{\text{aux}})}$ that collects all symbols $\sigma$ that (i) satisfy the corresponding Boolean formula $b^{\text{aux}} q^{\text{aux}}$, i.e., $\sigma \models b^{\text{aux}} q^{\text{aux}}$; and (ii) $\sigma \models \Sigma_{\text{feas}}$.

Given the sets $\Sigma_{\text{num}, q^{\text{aux}}}$, we define the infeasible NBA transitions defined as follows:

**Definition A.5 (Infeasible NBA Transitions):** A transition $q_B^{\text{aux}}(q_B, \cdot)$ is infeasible if $\Sigma_{\text{num}, q^{\text{aux}}} = \emptyset$.

In words, an NBA transition is infeasible if it is enabled only when at least one robot is present in more than one location in the environment simultaneously. All infeasible NBA transitions are pruned; see e.g., Figure 8.

**C. Computing Decomposable NBA Transitions**

In this section, we discuss when the accepting condition of the (pruned) NBA can be satisfied by requiring each robot to solve a sequence of local reachability problems; see Algorithm 2 and Figures 8-9. In what follows, we assume that the NBA has been pruned by removing infeasible transitions.

First, to take into account the initial multi-robot state in this process, we introduce an auxiliary state $q_B^{\text{aux}}$ and transitions from $q_B^{\text{aux}}$ to all initial states $q_B^0 \in Q_B^0$ so that $b^{\text{aux}} q^{\text{aux}} q_B^0 = 1$ and $b^{\text{aux}} q^{\text{aux}} q_B = L(p(0))$, i.e., transition from $q_B^{\text{aux}}$ to $q_B^0$ can always be enabled based on the initial robot configuration; see also Figure 9 [line 1, Alg. 2]. Hereafter, the auxiliary state $q_B^{\text{aux}}$ is considered to be the initial state of the resulting NBA.

Second, we collect all NBA states that can be reached from $q_B^{\text{aux}}$ in a possibly multi-hop fashion, using a finite and feasible word (i.e., a finite sequence of feasible symbols), so that once these states are reached the robots can always remain in them as long as needed using the same symbol that allowed them to reach this state. Formally, let $D_{q_B^{\text{aux}}}$ be a reachable set that collects all NBA states $q_B$ (i) that have a feasible self-loop, as per Definition A.5, i.e., $\Sigma_{q_B q^{\text{aux}}} \neq \emptyset$ and (ii) for which there exists a finite and feasible word $w$, i.e., a finite sequence of feasible symbols, so that starting from $q_B^{\text{aux}}$, a finite NBA run $\rho_w$ is incurred that ends in $q_B$ and activates the self-loop of $q_B$ [line 2, Alg. 2]. In math, $D_{q_B^{\text{aux}}}$ is defined as:

$$D_{q_B^{\text{aux}}} = \{q_B \in Q_B \mid (\Sigma_{q_B q^{\text{aux}}} \neq \emptyset) \land \left(\exists w \text{ s.t. } \rho_w = q_B^{\text{aux}} \ldots q_B q_B q_B q_B\right)\}.$$  \hspace{1cm} (13)

By definition of $q_B^{\text{aux}}$, we have that $q_B^{\text{aux}} \in D_{q_B^{\text{aux}}}$. Note that the reachable set $D_{q_B^{\text{aux}}}$ can be computed by viewing the pruned NBA a graph and applying graph search-based methods.

Third, among all possible pairs of states in $D_{q_B^{\text{aux}}}$, we examine which transitions, possibly multi-hop, can be enabled using feasible symbols so that once these states are reached the robots can always remain in them forever using the same symbol that allowed them to reach this state. Formally, consider any two states $q_B, q_B' \in D_{q_B^{\text{aux}}}$ (i) that are connected through a - possibly multi-hop - path in the NBA, and (ii) for which there exists a symbol, denoted by $q_B q_B q_B$ so that if it is repeated a finite number of times starting from $q_B$, the following finite run can be generated:

$$\rho = q_B q_B^{\cdot K} \ldots q_B^{\cdot K} q_B^{\cdot K} q_B^{\cdot K} q_B^{\cdot K}.$$

where $q_B^{\cdot K} = q_B^{\cdot K}$, for some finite $K > 0$. In (14), the run is defined so that (i) $q_B^{\cdot K} \neq q_B^{\cdot (K-1)}$, for all $k \in \{1, K-1\}$; (ii) $q_B^{\cdot K} \neq q_B^{\cdot K}$ for all $k \in \{1, \ldots, K-1\}$, i.e., the robots cannot remain in any of the intermediate states (if any) that connect $q_B$ to $q_B^{k+}$ either because a self-loop does not exist or because $\Sigma_{q_B q_B q_B}$ cannot activate this self-loop; and (iii) $q_B^{\cdot K} \in \delta_B(q_B, q_B q_B q_B)$ i.e., there exists a feasible loop associated with $q_B$ that is activated by $q_B q_B q_B$. Due to (iii), the robots can remain in $q_B$ as long as $q_B q_B q_B$ is generated. The fact that the finite repetition of a single symbol needs to generate the run (14) precludes multi-hop transitions from $q_B$ to $q_B^{k}$ that require a robot to jump from one region of interest to another one instantaneously as such transitions are not meaningful as discussed in Section II; see e.g., Fig. 8(b).
Hereafter, with slight abuse of notation we denote the multi-hop transition incurred due to the run (14) by $\delta_B^m(q_B, q'_B)$.

The symbol $\sigma^{gb\cdot d_{qB}}$ is selected from $\Sigma^{gb\cdot d_{qB}}$ (see Definition A.4) that collects all feasible symbols that satisfy the following Boolean formula (15):

$$b^{gb\cdot d_{qB}} = b^{gb\cdot d_0} \land b^{gb\cdot d_1} \land \ldots b^{gb\cdot d_{K-1}} \land b^{gb\cdot d_{K}}.$$  \hspace{1cm} (15)

In words, the Boolean formula in (15) is the conjunction of all Boolean formulas $b^{gb\cdot d_{qB}}$ that need to be satisfied simultaneously to reach $q'_B = q^a_{B}$ through a given multi-hop path associated with the run (14). By definition of (15), if there exists a symbol $\sigma^{gb\cdot d_{qB}}$ that satisfies $b^{gb\cdot d_{qB}}$ then the finite word generated by repeating $K + 1$ times the symbol $\sigma^{gb\cdot d_{qB}}$ can yield the run in (14). Note that given a state $q_B$, finding a symbol $\sigma^{gb\cdot d_{qB}}$ and a state $q'_B$ can be accomplished by viewing the NBA as a directed graph and applying graph-search methods on it.

Next, we define when the multi-hop transition $\delta_B^m(q_B, q'_B)$ is decomposable, i.e., when the word $\sigma^{gb\cdot d_{qB}}$ can be generated if the robots accomplish local reachability-avoidance tasks. To define this we introduce the following definitions; they were also introduced in Section III. First, given the Boolean formula $b^{gb\cdot d_{qB}}$ in (15), we define the set $N^{gb\cdot d_{qB}} \subseteq N$ that collects the indices of all robots that appear in $b^{gb\cdot d_{qB}}$. Also, given a symbol $\sigma^{gb\cdot d_{qB}} \in \Sigma^{gb\cdot d_{qB}}$, we define the set $R^{gb\cdot d_{qB}} \subseteq N^{gb\cdot d_{qB}}$ that collects the indices of the robots that are involved in generating $\sigma^{gb\cdot d_{qB}}$. Also, we denote by $L_j^{gb\cdot d_{qB}}$ the location that robot $j \in N^{gb\cdot d_{qB}}$ should be located to generate $\sigma^{gb\cdot d_{qB}}$. Note that for for robots $j \in N^{gb\cdot d_{qB}} \setminus R^{gb\cdot d_{qB}}$, $L_j^{gb\cdot d_{qB}}$ corresponds to any location $q \in Q$ where no atomic predicates are satisfied.

**Definition A.6 (Decomposable NBA transitions):** A transition $\delta_B^m(q_B, q'_B)$ corresponding to a run as in (14) is decomposable if for all symbols $\sigma^{gb\cdot d_{qB}} \in \Sigma^{gb\cdot d_{qB}}$, there exists at least one symbol $\sigma^{gb\cdot d_{qB}} \in \Sigma^{gb\cdot d_{qB}}$ that satisfies (15) such that either (A) $R^{gb\cdot d_{qB}} \cap R^{gb\cdot d_{qB}} = \emptyset$ or (B) $L_j^{gb\cdot d_{qB}} = L_j^{gb\cdot d_{qB}}$ for all $j \in R^{gb\cdot d_{qB}} \cap R^{gb\cdot d_{qB}} \neq \emptyset$.

Observe that if a multi-hop transition $\delta_B^m(q_B, q'_B)$ is decomposable, then it can be enabled by solving local/independent reachability-avoidance problems due to conditions (A)-(B). Specifically, as discussed in Section IV, as soon as the state $q_B$ is reached, then to reach $q'_B$, the robots in $R^{gb\cdot d_{qB}}$ suffice to remain idle in their current positions while robots in $R^{gb\cdot d_{qB}}$ should move to a region of interest $L_j^{gb\cdot d_{qB}}$ while avoiding obstacles and/or other regions of interest. The latter also holds for the robots in $N^{gb\cdot d_{qB}} \setminus R^{gb\cdot d_{qB}}$. As shown in Section V this ensures that eventually the symbol $\sigma^{gb\cdot d_{qB}}$ will be generated and the transition $\delta_B^m(q_B, q'_B)$ will be enabled. Note that there may be more than one symbol $\sigma^{gb\cdot d_{qB}}$ that satisfies Definition A.6 and can enable the decomposable transition from $q_B$ to $q'_B$. Hereafter, we collect all these symbols in the set $\Sigma^{gb\cdot d}_{dec} \subseteq \Sigma^{gb\cdot d_{qB}}$ [line 8, Alg. 2].

Using the pruned NBA and the decomposable NBA transitions, we define the directed graph $\mathcal{G} = (V, E)$ where $V \subseteq Q_B$ is the set of nodes and $E \subseteq V \times V$ is the set of edges. The set of nodes is defined so that $V = D^{gb}_{qB}$ and the set of edges is defined so that $(q_B, q'_B) \in E$ if there exists a feasible symbol that incurs the run $\rho_w$ defined in (14); see also Fig. 11.

**Remark A.7:** (Definition A.6) Consider any transition $\delta_B^m(q_B, q'_B)$ associated with the finite run (14). If $\delta_B^m(q_B, q'_B)$ does not satisfy Definition A.6 then this means that the transition from $q_B$ to $q'_B$ may be either feasible to enable but not in a local-reachability fashion (see Figure 10) or impossible to activate as it may require robots to jump from one region of interest to another one (see Figure 9).

**APPENDIX B**

**PROOFS OF LEMMAS**

**A. Proof of Lemma 5.2**

To show this result, first we express the Boolean formulas $b^{gb\cdot d_{qB}}$ in (15) in CNF, i.e., as a conjunction of $F$ Boolean formulas $b_f$, for some $F > 0$, where $b_f$ is a disjunction of
literals, i.e.,

\[ b^{B, \cdot q_B} = \bigwedge_{f=1}^{F} b_f. \]  

By Assumption 5.1 we have that every clause \( b_f \) is associated with only one robot, for all \( f \in \{1, \ldots, F\} \), i.e., \( b_f \) can be written as a disjunction of atomic predicates \( \pi_{j,e}^{B} \) that refer to the same robot \( j \). Let \( F_j \) be a set that collects all indices \( f \in \{1, \ldots, F\} \) to formulas \( b_f \) that are associated with robot \( j \), where \( F_j \cap F_i = \emptyset \), for all \( i, j \in N \), by definition of \( b_f \).

Next we define the Boolean formula

\[ d_j^{B, \cdot q_B} = \bigwedge_{j \in F_j} b_f, \]

which is a conjunction of all Boolean formulas \( b_f \) associated with robot \( j \) that appear in (16). Using (17) and the fact that \( F_j \cap F_i = \emptyset \), for all \( i, j \in N \), we can re-write (16) as

\[ b^{B, \cdot q_B} = \bigwedge_{j=1}^{N} d_j^{B, \cdot q_B}. \]

Thus, if Assumption 5.1 holds, then the Boolean formula \( b^{B, \cdot q_B} \) defined in (15) can be decomposed into local/decoupled sub-formulas \( d_j^{B, \cdot q_B} \) as in (18). In other words, robot \( j \) can make decisions to contribute to satisfaction of \( b^{B, \cdot q_B} \) independently from other robots by considering only satisfaction of the sub-formula \( d_j^{B, \cdot q_B} \).

Due to the decomposition of (15) as per (18), checking if Definition A.6 holds for a transition \( q_B \rightarrow q_B' \) is equivalent to checking if a ‘local’ version of Definition A.6 holds for all robots \( j \in N_{q_B \rightarrow q_B'} \) defined as follows. Specifically, a transition \( \delta_B^{\text{inv}}(q_B, q_B') \) is decomposable if the following condition holds for all robots \( j \in N_{q_B \rightarrow q_B'} \). For all symbols \( \sigma_{q_B \rightarrow q_B'} \in \Sigma_{q_B \rightarrow q_B'} \), there should exist at least one symbol \( \sigma_{q_B \rightarrow q_B'} \) that satisfies \( d_j^{B, \cdot q_B} \) (i) and either (A) \( j \notin R_{q_B \rightarrow q_B'} \) or (B) \( j \in R_{q_B \rightarrow q_B'} \cap \overline{R_{q_B' \rightarrow q_B}} \) and \( L_{q_B \rightarrow q_B'}^{B} = L_{q_B' \rightarrow q_B}^{B} \). Assume that there exists at least one robot \( j \) for which this condition is not satisfied i.e., there exists at least one symbol \( \sigma_{q_B \rightarrow q_B'} \in \Sigma_{q_B \rightarrow q_B'} \) for which there are no such \( \sigma_{q_B \rightarrow q_B'} \). This means that there exists \( j \in R_{q_B \rightarrow q_B'} \cap \overline{R_{q_B' \rightarrow q_B}} \) and \( L_{q_B \rightarrow q_B'}^{B} \neq L_{q_B' \rightarrow q_B}^{B} \). Since \( j \in R_{q_B \rightarrow q_B'} \), we have that transition towards the state \( q_B \) was enabled because robot \( j \) reached a region of interest \( L_{q_B \rightarrow q_B'}^{B} \). Also, since \( j \in R_{q_B \rightarrow q_B'} \), we get that transition from \( q_B \) to \( q_B' \) will be enabled if only robot \( j \) visits a region of interest denoted by \( L_{q_B \rightarrow q_B'}^{B} \). By assumption we have that \( L_{q_B \rightarrow q_B'}^{B} \neq L_{q_B' \rightarrow q_B}^{B} \). Therefore, we conclude that if Definition A.6 is not satisfied then transition from \( q_B \) to \( q_B' \) can be enabled only if robot \( j \) keeps being in a region of interest \( L_{q_B \rightarrow q_B'}^{B} \) until it reaches another region \( L_{q_B \rightarrow q_B'}^{B} \neq L_{q_B' \rightarrow q_B}^{B} \) which is impossible given that all regions of interest are disjoint. In other words, under Assumption 5.1, if a multi-hop transition \( \delta_B^{\text{inv}}(q_B, q_B') \) does not satisfy Definition A.6, then this transition requires robots to jump from one region of interest to another which is impossible to achieve in practice completing the proof.

B. Proof of Lemma 5.3

For simplicity of notation, let \( b^{\text{inv}} \) and \( b^{\text{next}} \) denote the Boolean formulas \( b^{B, \cdot q_B} \) and \( b^{B, \cdot q_B} \), respectively, i.e., the formulas that should be true to enable a transition from \( q_B \) to \( q_B \) and from \( q_B \) to \( q_B^{\text{next}} \), respectively. Once the robots reach \( q_B(t) \), they coordinate to select a symbol \( \sigma_{\text{next}} \) that satisfies \( b^{\text{next}} \). By assumption, all robots will eventually reach their assigned locations \( L_j^{\text{next}} \) but not necessarily at the same time instant. Once all robots reach their corresponding goal regions, at a time instant \( T \), the symbol \( \sigma_{\text{next}} \) that satisfies \( b^{\text{next}} \) is generated. Thus, to show that at time \( T \) the transition from \( q_B \) to \( q_B^{\text{next}} \) will be enabled, it suffices to show that \( b^{\text{inv}} \) is satisfied for all \( t' \in [t, T) \) by construction of the NBA (or equivalently the graph \( G \)).

By construction of Algorithm 1, we have that once the robots reach any state in \( q_B \in V \), the corresponding Boolean formula \( b^{\text{inv}} \) is satisfied by definition of (15). Thus, at time \( t \) the multi-robot state \( p(t) \) (along with the map \( M(t) \)) satisfies the Boolean formula \( b^{\text{inv}} \). As a result, if all robots in the set \( N^{\text{inv}} \) (i.e., the robots that appear in \( b^{\text{inv}} \)) remain idle, the Boolean formula \( b^{\text{inv}} \) will remain satisfied. Recall that robots \( j \in N^{\text{next}} \) navigate the environment by following paths design as per (6) while it may hold that \( N^{\text{next}} \cap N^{\text{inv}} \neq \emptyset \). In what follows, we show that \( q_B(t) = q_B(t') \) for all \( t' \in [t, T) \). To show this, first recall that the robots \( j \in R_t^{\text{inv}} \subseteq N^{\text{inv}} \) stay idle by construction of Alg. 1 and, therefore, they cannot violate \( b^{\text{inv}} \). Thus, it suffices to show that the robots \( j \in R_t^{\text{inv}} \cap N^{\text{next}} \), where \( R_t^{\text{inv}} = N^{\text{inv}} \setminus R_t^{\text{inv}} \) will not violate \( b^{\text{inv}} \). To show the latter we consider the following two cases. First, assume that \( R_t^{\text{inv}} \cap N^{\text{next}} = \emptyset \). Then this means that all robots in \( N^{\text{inv}} \) will stay idle and, therefore, \( b^{\text{inv}} \) will not be violated. Second, assume that there exist robots \( j \in R_t^{\text{inv}} \cap N^{\text{next}} \). By construction of the set \( R_t^{\text{inv}} \) we have that atomic predicates \( \pi_{j,e}^{B} \) associated with robots \( j \in R_t^{\text{inv}} \) and for some regions \( \ell_e \) appear in \( b^{\text{inv}} \) only with a negation operator in front of them (i.e., in the form \( \neg \pi_{j,e}^{B} \)). In other words, robots \( j \in R_t^{\text{inv}} \cap N^{\text{next}} \) will violate \( b^{\text{inv}} \) only if they visit certain regions of interest as they navigate the environment. Nevertheless, this is precluded by the first constraint in (6) meaning that \( q_B(t) = q_B(t') \) for all \( t' \in [t, T) \). Finally, note that this result holds even if the robots execute their paths asynchronously, i.e., if the (continuous) time required to move from \( p_j(t) \) to \( p_j(t+1) \) is different across the robots. The reason is that (i) \( \sigma_{\text{next}} \) will be generated eventually independent from the order where the robots arrive at their goal locations \( L_j^{\text{next}} \) as long as all robots wait for each other once they arrive at \( L_j^{\text{next}} \), (ii) satisfaction of \( b^{\text{inv}} \) cannot be affected by the asynchronous execution of paths \( p_j \), \( j \in N^{\text{next}} \). The latter is true because, as discussed before, the

\footnote{Note that the transition from \( q_B \) to \( q_B^{\text{next}} \) is, in general, a multi-hop NBA transition; see (14). Thus, formally, if the length of the this transition is \( K \) hops, then once the robots generate \( \sigma_{\text{next}} \) they should stay idle at their current locations \( K - 1 \) time steps before reaching \( q_B^{\text{next}} \). Therefore, formally, transition to \( q_B^{\text{next}} \) will occur at the time instant \( T + K - 1 \).}
(synchronous or asynchronous) actions of the robots $j \in \mathcal{R}^{inv}$ cannot violate $b^{inv}$ as long as they avoid certain regions, which is guaranteed by construction of the paths (see the first constraint in (6)) completing the proof.

C. Proof Of Proposition 5.4

To show this result it suffices to show that eventually the accepting condition of the NBA is satisfied, i.e., the robots will visit at least one of the final NBA states $q^F$ infinitely often. Equivalently, as discussed on Section III-B, it suffices to show that accepting edges $(q^B, q^B) \in \mathcal{E}$, where $q^B, q^B' \in \mathcal{V}$ are traversed infinitely often.

First, consider an infinite sequence of time instants $t = t_0, t_1, \ldots, t_k, \ldots$ where $t_{k+1} \geq t_k$, so that an edge in $\mathcal{G}$, defined in Section III-B, is traversed at every instant time $t_k$. Let $e(t_k) \in \mathcal{E}$ denote the edge that is traversed at time $t_k$. Thus, $t$ yields the following sequence of edges $e = e(t_0), e(t_1), \ldots, e(t_k), \ldots$ where $e(t_k) = (q^B(t_k), q^B(t_{k+1}))$, $q^B(t_0) = q^{aux}_B$, $q^B(t_1) \in \mathcal{V}$, and the state $q^B_{t+1}$ is defined based on the following two cases. If $q^B(t_k) \not\in \mathcal{V}_F$, then the state $q^B(t_{k+1})$ is closer to $\mathcal{V}_F$ than $q^B(t_k)$, i.e., $d_F(q^B(t_{k+1}), \mathcal{V}_F) = d_F(q^B(t_k), \mathcal{V}_F) - 1$, where $d_F$ is defined in (4). If $q^B(t_k) \in \mathcal{V}_F$, then $q^B(t_{k+1})$ is selected so that an accepting edge originating from $q^B(t_k)$ is traversed. By definition of $q^B(t_k)$, the ‘distance’ to $\mathcal{V}_F$ decreases as $t_k$ increases, i.e., given any time instant $t_k$, there exists a time instant $t_k' \geq t_k$ so that $q^B(t_k') \in \mathcal{V}_F$ and then at the next time instant an accepting edge is traversed. This means that $e$ includes an infinite number of accepting edges.

In what follows, we show that that such a sequence exists in $\mathcal{G}$ and Algorithm 1 will find it. Assume that there exists a solution to Problem 1 and that the robots navigate the environment as per Algorithm 1 and update the graph $\mathcal{G}$ by removing edges as described in Section IV-C. To show that Algorithm 1 is complete, it suffices to show that it can generate a infinite sequence of edges $e$ as defined before. We show the existence of such a sequence by induction. Specifically, we show that if there exists a time instant $t_k$ when the robots reach an NBA state denoted by $q^B(t_k) \in \mathcal{V}$ there exists a time instant $t_{k+1} \geq t_k$ when the robots will reach a new state $q^B(t_{k+1}) = q^B_{next} \in \mathcal{V}$ where $q^B(t_{k+1})$ satisfies the conditions discussed before. At time $t = 0$, we have that $q^B(0) = q^{aux}_B \in \mathcal{V}$. By construction of Algorithm 1 the robots select a new state $q^B_{next} \in \mathcal{V}$ that they should reach next in the same way as discussed before. By assumption (a), we have that there exists at least one NBA state $q^B_{next}$ that is reachable by $q^B(0)$. In other words, that there exists at least one symbol $\sigma^B_{next}$ associated with at least one decomposable transition $\delta^B_{aux}(q^B_{0}, q^B_{next})$ so that the corresponding local planning problem (6) is feasible for all robots $j$. Then due to Lemma 5.3, we have that if the robots follow paths $p_{j, t_{k+1}}$ that solve (6), as discussed in Section IV-B, the robots will eventually reach their respective regions $L^B_{next}$, i.e., the symbol $\sigma^B_{next}$ will be generated, and the transition from $q^B(0)$ to $q^B_{next}$ will be enabled. Also, as the robots follow the paths as per Algorithm 1, they will never hit an obstacle due to assumption (c). Particularly, by assumption (b) the robot is equipped with an omnidirectional and perfect sensor. Thus, if the path $p_{j, t_{k+1}}$ passes through an obstacle, robot $j$ will always detect it and will re-solve (6) to update its path. As a result, we get that there exists a time instant $t_0 \geq 0$ when the robots will reach a new state $q^B_{next} \in \mathcal{V}$. The induction step follows. Assume that at a time instant $t_k$ the robots reach a state $q^B(t_k) \in \mathcal{V}$ from a state $q^B(t_{k-1}) \in \mathcal{V}$. Following the same logic, we can show that there exists a time instant $t_{k+1} \geq t_k$ when the robots reach $q^B(t_{k+1}) \in \mathcal{V}$ that is closer to the final states than $q^B(t_k)$ is, completing the proof.

D. Proof of Proposition 5.5

This result can be shown by following the same logic as in the proof of Proposition 5.4. Specifically, by assumption (a) we have that there exist obstacle-free paths that respect the robot dynamics connecting reachable regions in the environment that can generate an infinite sequence of edges, defined as $e = e_0, e_1, \ldots, e_k, \ldots$ in $\mathcal{G}$ that includes an infinite number of accepting edges meaning that a solution a solution to Problem 1 exists.
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