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ABSTRACT

Many vision-language tasks can be reduced to the problem of sequence prediction for natural language output. In particular, recent advances in image captioning use deep reinforcement learning (RL) to alleviate the “exposure bias” during training: ground-truth subsequence is exposed in every step prediction, which introduces bias in test when only predicted subsequence is seen. However, existing RL-based image captioning methods only focus on the language policy while not the visual policy (e.g., visual attention), and thus fail to capture the visual context that are crucial for compositional reasoning such as visual relationships (e.g., “man riding horse”) and comparisons (e.g., “smaller cat”). To fill the gap, we propose a Context-Aware Visual Policy network (CAVP) for sequence-level image captioning. At every time step, CAVP explicitly accounts for the previous visual attentions as the context, and then decides whether the context is helpful for the current word generation given the current visual attention. Compared against traditional visual attention that only fixes a single image region at every step, CAVP can attend to complex visual compositions over time. The whole image captioning model — CAVP and its subsequent language policy network — can be efficiently optimized end-to-end by using an actor-critic policy gradient method with respect to any caption evaluation metric. We demonstrate the effectiveness of CAVP by state-of-the-art performances on MS-COCO offline split and online server, using various metrics and sensible visualizations of qualitative visual context. The code is available at https://github.com/daqingliu/CAVP
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1 INTRODUCTION

Visual and natural language comprehension — the ever-lasting goal in the multimedia community — are rapidly evolving with the help of deep learning based AI technologies [3, 8, 18]. A prime example is image captioning — the task of generating natural language descriptions for an image, relying solely on the visual input — which demonstrates a machine’s visual comprehension in terms of its ability of natural language modeling [36, 39]. As an AI-complete task [20], researchers attempts to combine the most advanced computer vision (CV) techniques like object recognition [28], relationship detection [42], and scene parsing [38], as well as the modern
natural language processing (NLP) techniques such as language generative models [4, 41]. In a nutshell, the CV-end acts as an encoder and the NLP-end plays as a decoder, translating from “source” image to “target” sentences. This encoder-decoder architecture is trained using human-annotated image and sentence pairs in a fully-supervised way, that is, the decoder is supervised to maximize the posterior probability of each ground-truth word given the previous ground-truth subsequence and “source” image. Unfortunately, due to the exponentially large search space of language compositions, recent studies demonstrate that this conventional supervised training tends to learn dataset bias but not machine reasoning [13–15].

An emerging line of training strategy is the sequence-level training using deep reinforcement learning (RL) [23, 29, 30, 44]. To see this, as illustrated in Figure 2a, we first frame the traditional encoder-decoder image captioning into the decision-making process, where the visual encoder can be viewed as Visual Policy (VP): deciding where to fix a gaze in the image, and the language decoder can be viewed as Language Policy (LP): deciding what the next word is. As highlighted in Figure 2b, the sequence-level RL-based framework directly injects the previously sampled word (sampling but not greedy argmax) to influence the next prediction. This brings two benefits: 1) training supervision is delayed to the whole sequence generated, thus we can use non-differentiable sequence-level metric such as CIDEr [35] and SPICE [1], which are more suitable than word-level cross entropy loss for language quality evaluation; 2) it avoids the exposure bias [27], i.e., the LP has never been exposed to the ground-truth at training, allowing exploration over the large sequence compositions under current policy, and thus generating more fruitful sentences without severe overfitting.

However, existing RL-based framework neglects to turn VP into decision-making, e.g., the input of VP is identical in every step as shown in Figure 2b. This disrespects the nature of sequence prediction, where the history visual actions (e.g., previously attended regions) should explicitly influence the current visual policy. To this end, we develop a Context-Aware Visual Policy (CAVP) network for sequence-level image captioning. As shown in Figure 2c, CAVP allows the previous visual features, i.e., the previous output of CAVP, to serve as the visual context for the current action. Different from the conventional visual attention [39], where the visual context is implicitly encoded in a hidden RNN state vector from LP, our visual context is explicitly considered in a sequence prediction process. Our motivation is in line with the cognitive evidences that the visual memory recall plays a crucial role in compositional reasoning [32]. For example, as illustrated in Figure 1, it is necessary to consider the contextual regions, e.g., the previously selected “man” object, when generating the composition “man riding a horse”.

We decompose CAVP into 4 sub-policy networks, which together accomplish the visual decision-making task (cf. Figure 3), each of which is an Recurrent Neural Network (RNN) control with shared Long Short-Term Memory (LSTM) parameters and outputs a soft visual attention map. As we will show in Section 3.2, this CAVP design stabilizes the conventional Monte Carlo policy rollout and reduces the exponentially large search complexity to linear time. It is worth noting that CAVP and its subsequent language policy network can efficiently model higher-order compositions over time, e.g., relationships among multiple objects mentioned in the generated sub-sequence. The whole framework is trained end-to-end using an actor-critic policy gradient with a self-critic baseline [30]. In fact, our CAVP can be seamlessly integrated into any policy-based RL models [33]. We show the effectiveness of the proposed CAVP through extensive experiments on the MS-COCO image captioning benchmark [22]. By using only a single model, we can beat all the published RL-based methods on MS-COCO server. In particular, we significantly improve every SPICE [1] compositional scores such as object, relation, and attribute without optimizing on it. We also show promising qualitative results of visual policy reasoning over the time of generation.

2 RELATED WORK

2.1 Image Captioning

Inspired by the recent advances in machine translation [4], current image captioning approaches [2, 6, 7, 24, 36, 39] typically follow an encoder-decoder framework, which can be considered as a neural translation task from image to text. It uses CNN-RNN architectures that encodes an image as feature vectors by CNN [11, 19] and decodes such vectors to a sentence by RNN [12].

More recently, attention mechanisms which allows dynamic feature vectors have been introduced to the encoder-decoder framework. Xu et al. [39] incorporated soft and hard attention mechanism to automatically focus on salient objects when generating corresponding words. Chen et al. [7] introduced channel-wise attention besides spatial attention mechanism and Lu et al. [24] proposed a visual sentinel to deal with the non-visual words when generating captions. Besides the spatial information comes from CNN feature maps, Anderson et al. [2] used an object detection network to propose salient image regions with an associated feature vector as bottom-up attention mechanism. However, all those captioning approaches only focus on the current time step’s visual attention and neglect to consider the visual context over time, which is the key for language compositions. To this end, we introduce the context-aware visual policy network which incorporates history visual attentions to current time step and generate more effective feature vectors fed into word policy network.

2.2 Sequential Decision-Making

Most recent captioning approaches are typically trained by maximizing the likelihood of the ground-truth word at each time steps. This causes the exposure bias [27] between the training and the testing phases. To mitigate it, reinforcement learning have been applied to image captioning which introduces the notion of sequential decision-making. The idea of making a series of decisions forces the agent to take into account future sequences of actions, states, and rewards. In the case of image captioning, the state is the image, previously generated words and visual context, the action is choosing next word and visual representation, and the reward can be any metric of interest.

Several attempts have been made to apply sequential decision-making framework to image captioning. The first work [27] proposed by Ranzato et al. trained RNN-based sequence model by policy gradient method based on a Monte Carlo search technique,
3 APPROACH

In this section, we explain our approach in more detail. The overview of the proposed RL-based image captioning framework is illustrated in Figure 3. We first define our problem formulation, then we detail the Context-Aware Visual Policy network (CAVP) and the language policy network. Finally we discuss the sequence-level training strategy for the entire framework.

3.1 Problem Formulation

We formulate the task of image captioning into a sequential decision-making process. In decision-making, there is an agent interacts with the environment, and then executes a series of actions, after each action, a state is observed, so as to optimize the reward when accomplishing a goal.

In image captioning, given an image, the goal is to generate a sequential visual representations \( \{v_1, v_2, \cdots, v_T\} \), where \( v_t \) is the \( t \)-th action of visual policy network, and a corresponding sentence \( Y = \{y_1, y_2, \cdots, y_T\} \), \( y_t \in \Sigma \), where \( \Sigma \) is the vocabulary, \( y_t \) is the \( t \)-th action of language policy network, i.e., generated word.

Our model, including the visual policy network and the language policy network, can be viewed as the agent. At time step \( t \), the state includes the given image \( I \), visual context \( \{v_{i<t}\} \) and the generated sequence so far \( \{y_{i<t}\} \). An action is to predict the next visual representation \( v_t \) and word \( y_t \). The reward is any sequence evaluation between the ground-truth \( y^g_t \) and the generated \( Y^t \).

For image representation, we use Faster R-CNN [28] to extract image region features \( \{r_1, \cdots, r_k\} \) from image \( I \). We select top \( k \) ROIs ranked according to their ROI scores in each image. For every selected region \( i \), \( r_i \) is the mean-pooling convolutional feature from this region.

3.2 Context-Aware Visual Policy Network

The proposed CAVP is designed to select the most informative image features for the subsequent language policy network (LP). A brute force search of all possible contextual regions requires \( O(2^N) \) complexity for multinomial combinations of \( N \) image regions. For linear efficiency, we approximate the overall visual policy network into 4 sub-policy networks: 1) single sub-policy network \( \pi^f \), 2) composition sub-policy network \( \pi^f \), 3) context sub-policy network \( \pi^c \), and 4) output sub-policy network \( \pi^o \).

Each sub-policy network uses a RNN with the LSTM cell [12] to encode the environment state. Moreover, we use soft-attention features as the real-valued action performed by the sub-policy networks, which can be considered as the deterministic approximation for the Monte Carlo policy search [43], to reduce the sample variance caused by the diverse image regions. Here, without loss of generality, we first introduce the general structure of the sub-policy networks denoted as \( \pi \) without any superscripts.

At time \( t \), a sub-policy network as an agent receives environment state \( s_t \), then take an action \( a_t \sim \pi(s_t; \theta) \), where \( h_t \) is its LSTM hidden state. Then the sub-policy network according to this action sampling a representation \( f \) from query inputs. Query inputs \( Q_t = \{q_{t,1}, q_{t,2}, \cdots, q_{t,q_t}\} \) are a set of features which are difference depending on specific sub-policy network and we will determine it in the next section. The general formulation is given by:

\[
\pi = \sum_{i=1}^{d} \pi(a_t = i|q_{t,i}),
\]
with the LSTM hidden state transition function:

\[ h_{t+1} = \text{LSTM}(s_t, h_t). \] (2)

To compute the probability of taking action \( a_t \), we follow the additive attention mechanism [39] as:

\[ \pi(a_t = i) = \text{softmax}(w_a^T \tan(W_h h_t + W_q q_{t,i})), \] (3)

where \( \pi(a_t = i) \in [0, 1] \), and \( w_a, W_h \) and \( W_q \) are trainable parameters.

In this way, if we determine the environment state \( s_t \) and query inputs \( Q_t \) at each time steps of a sub-policy network, the sequence decision-making is known. Next, we will implement each sub-policy networks by introducing the corresponding state and query inputs.

### 3.2.1 Single Sub-policy Network

For single sub-policy network, the environment state at each time steps consist of the previous LSTM hidden state \( h_{t-1}^l \) of the language policy network, concatenated with the mean-pooled region features \( \bar{r} = \frac{1}{K} \sum_{i=1}^{K} r_i \), and word embedding of the previously generated word:

\[ s_t^l = [h_{t-1}^l, \bar{r}, W_c \Pi_{t-1}], \] (4)

where \( W_c \in \mathbb{R}^{F \times \Sigma} \) is a word embedding matrix of a vocabulary size \( \Sigma \), which is learned from random initialization, and \( \Pi_{t-1} \) is one-hot encoding of the output action (i.e. generated word) of the language policy network at time step \( t-1 \). The query inputs at each time steps are the detected region features, i.e. \( Q_t = \{r_1, r_2, \ldots, r_K\} \). We take the output of single sub-policy network as single feature at time \( t \): \( v_t^l \leftarrow f_t^l \). Single feature will be used in output sub-policy network (Section 3.2.4).

### 3.2.2 Context Sub-policy Network

At time step \( t \), we have the visual contexts \( \{v_{i<} \} \); however, not all contexts are helpful to generate the current time step’s word. Therefore, we introduce the context sub-policy network to choose the most informative context and combine it with the detected region features. In detail, we define the environment state as:

\[ s_t^c = [h_{t-1}^l, \bar{r}, W_c \Pi_{t-1}], \] (5)

and the query inputs as \( Q_t^c = \{v_{i<} \} \).

Then we fuse visual context representation \( f_t^c \) at step \( t \), i.e. the output from context sub-policy network, with every region features to concatenate features \( c_{t,i} \) as:

\[ c_{t,i} = W_c^T [f_t^c : r_i], \quad i = 1, 2, \ldots, K, \] (6)

where \([\cdot: \cdot]\) indicates concatenating two vectors and \( W_c^T \) projecting the concatenated features to the original dimension as region features. Concatenate features will be used in composition sub-policy network (Section 3.2.3). Besides, we can also use a simple but effective way that only considering the visual context from the last time step \( t-1 \), i.e.:

\[ c_{t,i} = W_c^T [v_{t-1} : r_i], \quad i = 1, 2, \ldots, K, \] (7)

which will reduce the computation without sacrificing performance. We will discuss this approximation in Section 4.4.3.

### 3.2.3 Composition Sub-policy Network

The composition sub-policy network is similar to the single sub-policy network which takes the previous hidden state of the language policy network, the mean-pooled region features, and an encoding of the previously generated word as environment state:

\[ s_t^p = [h_{t-1}^l, \bar{r}, W_c \Pi_{t-1}], \] (8)

The query inputs of the composition sub-policy network takes concatenate features from the context sub-policy network:

\[ Q_t^p = \{c_{t,1}, c_{t,2}, \ldots, c_{t,K}\}. \] (9)

Then we take the output of composition sub-policy network as composition features at time \( t \): \( v_t^p \leftarrow f_t^p \).
3.2.4 Output Sub-Policy Network. After obtaining the single and compositional visual features from Single SP and Comp. SP, we given the environment state of output sub-policy network by:

\[
s^o_t = [h^s_t, \tilde{r}, W_s \Pi_{t-1}]. \tag{10}
\]

And determined query inputs as \(Q^o_t = \{v^o_t, c^o_t\}\).

The output of this sub-policy is thus the overall CAVP’s output visual representation, i.e. \(v_t = f^o_t\), which will be used in language policy network at each time steps and also will be seen as a part of visual context in subsequent time steps.

3.2.5 Weights Sharing. We noticed that although the above sub-policy network are difference in query inputs, but some of them have the same environment state like:

\[
s^f_t = s^e_t = s^p_t = s^o_t = [h^f_t, \tilde{r}, W_e \Pi_{t-1}]. \tag{11}
\]

To reduce the complexity of our model and alleviate over-fittings, we shared the LSTM parameters among those sub-policy networks in experiments. More ablative studies of the weight sharing is detailed in Section 4.4.3.

3.3 Language Policy Network

At each time step, CAVP generates a context-aware visual representation most fitting to current words. Language policy network take the visual representation and the hidden state \(h^s_t\) of Single SP as input, then use them to update LSTM hidden state:

\[
h^l_{t+1} = \text{LSTM}(h^s_t, v_t, h^l_t). \tag{12}
\]

To compute the distribution over all words in vocabulary, we apply a FC layer to hidden state, and after softmax layer it outputs the probability distribution of each words, given by:

\[
\pi^l(y_t|y_{1:t-1}) = \text{softmax}(W_y h^l_t + b_y), \tag{13}
\]

where \(W_y\) and \(b_y\) are learnable weights and biases. For complete output sentences, the distribution is calculated as the product of all time step’s conditional distributions:

\[
\pi^l(y_{1:T}) = \prod_{t=1}^{T} \pi^l(y_t|y_{1:t-1}). \tag{14}
\]

3.4 Sequence-Level Training

For sequence-level training, we use two learning stages: 1) standard supervised learning with cross entropy loss and 2) reinforcement learning by policy gradient method using a self-critical relative base reward [30]. As described in the previous section, traditional captioning models are trained using the cross entropy loss. Given a target ground-truth sequence \(y^g_{1:T}\) and a captioning model with parameters \(\theta\), the traditional supervised learning approach is used to train this network by minimizing the cross entropy loss (XE):

\[
L_{XE}(\theta) = -\sum_{t=1}^{T} \log(\pi_\theta(y^g_t|y^g_{1:t-1})). \tag{15}
\]

This corresponds to the imitation learning of a perfect teacher in RL context, and we use the pre-trained model as the initial policy network.

To directly optimize the NLP metrics and address the exposure bias issue, we use the policy gradient method to maximize the expected reward, for instance, the CIDEr score of the generated sequences. Initializing from the cross-entropy trained model, we minimize the negative expected score:

\[
L_R(\theta) = -E_{y\sim \pi_\theta}r(y;T), \tag{16}
\]

where \(r\) is the metric evaluation (e.g. BCMB). Following the [30] approach, the gradient of this loss can be approximated to:

\[
\nabla_\theta L_R(\theta) \approx -(r(y^e_{1:T}) - r(y^g_{1:T})) \nabla_\theta \log \pi_\theta(y^e_{1:T}), \tag{17}
\]

where \(y^e_{1:T}\) is a caption sampled according to the word distribution (i.e. Monte-Carlo sampling) and \(y^g_{1:T}\) is a greedy searched caption. The REINFORCE [37] algorithms explores the space of captions by sampling captions from the policy network. While training, this gradient tends to increase the probability of each words in the sampled captions if \(r(y^e_{1:T})\) higher than \(r(y^g_{1:T})\), which can been seen as the relative baseline score, and vice versa.

3.4.1 Behavior Cloning. The learning would be easier if we have some additional knowledge of the output policy. While there no any additional knowledge in the caption datasets e.g. MS-COCO, we can use a language parser [34] as an existing expert output policy that can be used to provide additional supervision. More generally, if there is an expert output policy \(\pi^e\) that predicts a reasonable output policy \(\pi^o\), we can first pre-train our model by behavioral cloning from \(\pi^e\). This can be done by minimizing the KL-divergence \(D_{KL}(\pi^o||\pi^e)\) between the expert output policy \(\pi^e\) and our output policy \(\pi^o\), and simultaneously minimizing the captioning loss \(L_{XE}\) with expert output policy \(\pi^e\). This supervised behavioral cloning from the expert output policy can provide a good set of initial parameters in our output sub-policy network. Note that the above behavioral cloning procedure is only done at cross-entropy training time to obtain a supervised initialization for our model, and the expert output policy is not used at test time.

The expert output policy is not necessarily optimal, for behavioral cloning itself is not sufficient for learning the most suitable output policy for each image. After learning a good initialization by cloning the expert output policy, our model is further trained end-to-end with gradient \(\nabla_\theta L_R(\theta)\) computed using Eqn. (17), where the output policy \(\pi^o\) is sampled from the output policy network in our model, and the expert output policy \(\pi^e\) can be discarded.

4 EXPERIMENTS

In this section, we first describe the datasets used in our experiments and the widely used evaluation metrics. Then, we go through the implementation details and the comparing methods. Finally, we analyze both of the quantitative and qualitative results.

4.1 Dataset

We used the most popular benchmark MS-COCO [22] for image captioning, which contains 82,783 images for training and 40,504 for validation. Each image is human-annotated with 5 captions. As the annotations of the official test set are not publicly available, for validation of model hyperparameters and offline testing, we follow the widely used “Karpathy” splits [16] in most prior works, containing 113,287 images for training, 5,000 for validation, and 5,000 for testing. We reported the results both on “Karpathy” offline split and MS-COCO online test server.
4.2 Metrics

The most common metrics for caption evaluation are based on n-gram similarity of reference and candidate descriptions. BLEU [26] is defined as the geometric mean of n-gram precision scores, with a sentence-brevity penalty. In CIDEr [35], n-grams in the candidate and reference sentences are weighted by term frequency-inverse document frequency weights (i.e., tf-idf). Then, the cosine similarity between them are computed. METEOR [5] is defined as the harmonic mean of precision and recall of exact, stem, synonym, and paraphrase matches between sentences. ROUGE [21] is a measure for automatic evaluation for summarization systems via F-measures. We followed [29] to call them them Google NIC and used all of them as metrics.

All the above metrics are originally developed for the evaluation of text summaries or machine translations. It has been shown that there are obvious bias between those metrics and human judgment [1]. Therefore, we further evaluated our model using SPICE [1] metric, which is defined over tuples that are divided into semantically meaningful categories such as objects, relations and attributes.

4.3 Implementation Details

4.3.1 Data Pre-processing. We performed standard minimal text pre-processing: first tokenizing on white space, second converting all words into lower case, then filtering out words that occur less than 5 times, finally resulting in a vocabulary of 10,369 words. Captions are trimmed to a maximum of 16 words for computational efficiency. To generate a set of image region features $r_i$ in image captioning, we take the final output of the region proposed network [28] and perform non-maximum suppression. In our implementation we used an IoU threshold of 0.7 for region proposal non-maximum suppression, and 0.3 for object class non-maximum suppression. To select salient image regions, we simply selected the top $k = 36$ features in each image for computation consider.

4.3.2 Parameter Settings. We set the number of hidden units of each LSTM to 1,300, the number of LSTM layers to 1, the number of hidden units in the attention-like mechanism we described in Eqn. (3) to 1,024, and the size of word embedding to 1,000. During the supervised learning for the cross-entropy process, we used Adam optimizer [17] with base learning rate of 5e-4 and shrink it by 0.8 every 55 epochs. We start reinforcement learning after 37 epochs, we used Adam optimizer with base learning rate of 5e-5 and shrink it by 0.1 every 55 epochs. We set the batch size to 100 images and trained for up to 100 epochs. During inferencing stage, we use a beam search size of 5. While training Faster R-CNN, we follow [2] and first initialize it with ResNet-101 [11] pretrained with classification on ImageNet [31], then fine-tune it on Visual Genome [18] with attribute labels.

4.4 Comparing Methods

4.4.1 Traditional Framework. We first compared our models with classic methods including Google NIC [36]. Hard Attention [39], Adaptive Attention [24] and LSTM-A [40]. These methods follow the popular encoder-decoder architecture, trained with cross-entropy loss between the predicted and ground-truth words, that is, no sequence-level training is applied.

4.4.2 RL-based Framework. We also compared our models with the RL-based methods including PG-SPIDEr-TAG [23], SCST [30], Embedding-Reward [29], and Actor-Critic [44]. These methods use sequence-level training with various reward returns such as the metrics mentioned above.

4.4.3 Ablative Models. We extensively investigated ablative structures and settings of our model to gain insights about how and why it works: 1) Single: we only used the single sub-policy network as the visual policy network without context. 2) CAVP: we shared the LSTM weights among all 4 sub-policy networks (i.e., context, single, compositional and output sub-policy networks) with fully context-aware. Attention that we only shared LSTM parameters and not all parameters in a sub-policy network: 3) CAVP: we shared LSTM weights among all 4 sub-policy networks (i.e., context, single, compositional and output sub-policy networks) and simply used the previous visual feature as visual context. 4) CAVP: we shared LSTM weights among 3 sub-policy networks (i.e., context, single, and composition sub-policy networks) and simply used the previous visual feature as visual context. And while training output sub-policy network, we did not use expert policy and trained from scratch. 5) CAVP: we shared the weights among 3 sub-policy networks (i.e., context, single and composition sub-policy networks) and simply used the previous visual feature as visual context. And the output sub-policy network is cloning from expert policy.

4.5 Comparisons with State-of-The-Art

4.5.1 Quantitative Analysis. As shown in Table 2, we evaluated our model compared with the state-of-the-art methods. We found that almost all RL-based methods outperform traditional methods. The reason is that RL addresses the loss-evaluation mismatch problem and included the inference process in training to address the exposure bias problem. We can also find that our CAVP outperforms other non-context methods. This is because the visual context information is useful for current word generation and the policy makes better decisions. In particular, we achieved state-of-the-art performance under all metrics on “Karpathy” test split. Besides the BCMR metrics, our SPICE scores also outperform all the other methods. SPICE correlates with human judgment better and can be detailed into semantic categories. Our CAVP model improves all category scores compared with the Up-down[2] model shown in Figure 4.

4.5.2 Qualitative Analysis. To better understand our CAVP, we show some qualitative visualizations as well as the output sub-policy network’s predictions in Figure 5. Take Figure 5a as an example, after we generated “a young boy”, we first focus on the visual context, the boy’s hand which is holding something, and then we want to find visual regions that the boy is holding, so we focus on the toothbrush in the boy’s mouth. Note that both hand and toothbrush we generated is exactly the word “brushing”. In Figure 5c and 5d, although they generate the same words, the context of these two words are different from Figure 5e where the context is “kite”;

4.6 Ablative Models. We extensively investigated ablative structures and settings of our model to gain insights about how and why it works: 1) Single: we only used the single sub-policy network as the visual policy network without context. 2) CAVP: we shared the LSTM weights among all 4 sub-policy networks (i.e., context, single, compositional and output sub-policy networks) with fully context-aware. Attention that we only shared LSTM parameters and not all parameters in a sub-policy network: 3) CAVP: we shared LSTM weights among all 4 sub-policy networks (i.e., context, single, compositional and output sub-policy networks) and simply used the previous visual feature as visual context. 4) CAVP: we shared LSTM weights among 3 sub-policy networks (i.e., context, single, and composition sub-policy networks) and simply used the previous visual feature as visual context. And while training output sub-policy network, we did not use expert policy and trained from scratch. 5) CAVP: we shared the weights among 3 sub-policy networks (i.e., context, single and composition sub-policy networks) and simply used the previous visual feature as visual context. And the output sub-policy network is cloning from expert policy.

4.7 Comparisons with State-of-The-Art

4.7.1 Quantitative Analysis. As shown in Table 2, we evaluated our model compared with the state-of-the-art methods. We found that almost all RL-based methods outperform traditional methods. The reason is that RL addresses the loss-evaluation mismatch problem and included the inference process in training to address the exposure bias problem. We can also find that our CAVP outperforms other non-context methods. This is because the visual context information is useful for current word generation and the policy makes better decisions. In particular, we achieved state-of-the-art performance under all metrics on “Karpathy” test split. Besides the BCMR metrics, our SPICE scores also outperform all the other methods. SPICE correlates with human judgment better and can be detailed into semantic categories. Our CAVP model improves all category scores compared with the Up-down[2] model shown in Figure 4.

4.7.2 Qualitative Analysis. To better understand our CAVP, we show some qualitative visualizations as well as the output sub-policy network’s predictions in Figure 5. Take Figure 5a as an example, after we generated “a young boy”, we first focus on the visual context, the boy’s hand which is holding something, and then we want to find visual regions that the boy is holding, so we focus on the toothbrush in the boy’s mouth. Note that both hand and toothbrush we generated is exactly the word “brushing”. In Figure 5c and 5d, although they generate the same words, the context of these two words are different from Figure 5e where the context is “kite”;

4.8 Ablative Models. We extensively investigated ablative structures and settings of our model to gain insights about how and why it works: 1) Single: we only used the single sub-policy network as the visual policy network without context. 2) CAVP: we shared the LSTM weights among all 4 sub-policy networks (i.e., context, single, compositional and output sub-policy networks) with fully context-aware. Attention that we only shared LSTM parameters and not all parameters in a sub-policy network: 3) CAVP: we shared LSTM weights among all 4 sub-policy networks (i.e., context, single, compositional and output sub-policy networks) and simply used the previous visual feature as visual context. 4) CAVP: we shared LSTM weights among 3 sub-policy networks (i.e., context, single, and composition sub-policy networks) and simply used the previous visual feature as visual context. And while training output sub-policy network, we did not use expert policy and trained from scratch. 5) CAVP: we shared the weights among 3 sub-policy networks (i.e., context, single and composition sub-policy networks) and simply used the previous visual feature as visual context. And the output sub-policy network is cloning from expert policy.

4.9 Comparisons with State-of-The-Art

4.9.1 Quantitative Analysis. As shown in Table 2, we evaluated our model compared with the state-of-the-art methods. We found that almost all RL-based methods outperform traditional methods. The reason is that RL addresses the loss-evaluation mismatch problem and included the inference process in training to address the exposure bias problem. We can also find that our CAVP outperforms other non-context methods. This is because the visual context information is useful for current word generation and the policy makes better decisions. In particular, we achieved state-of-the-art performance under all metrics on “Karpathy” test split. Besides the BCMR metrics, our SPICE scores also outperform all the other methods. SPICE correlates with human judgment better and can be detailed into semantic categories. Our CAVP model improves all category scores compared with the Up-down[2] model shown in Figure 4.

4.9.2 Qualitative Analysis. To better understand our CAVP, we show some qualitative visualizations as well as the output sub-policy network’s predictions in Figure 5. Take Figure 5a as an example, after we generated “a young boy”, we first focus on the visual context, the boy’s hand which is holding something, and then we want to find visual regions that the boy is holding, so we focus on the toothbrush in the boy’s mouth. Note that both hand and toothbrush we generated is exactly the word “brushing”. In Figure 5c and 5d, although they generate the same words, the context of these two words are different from Figure 5e where the context is “kite”;
Table 1: Highest ranking published image captioning results on the online MSCOCO test server. Except for BLEU-1 which is of little interest, our single model optimized with CIDEr, outperforms previously published works using all the other metrics.

| Model                      | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | METEOR | ROUGE-L | CIDEr |
|----------------------------|--------|--------|--------|--------|--------|---------|-------|
|                            | c5     | c40    | c5     | c40    | c5     | c40     | c5    | c40    | c5     | c40    |
| Google NIC[36]             | 71.3   | 89.5   | 54.2   | 80.2   | 40.7   | 69.4    | 30.9  | 58.7   | 25.4   | 34.6   |
| MSR Captivator[9]          | 71.5   | 90.7   | 54.3   | 81.9   | 40.7   | 71.0    | 30.8  | 60.1   | 24.8   | 33.9   |
| M-RNN[25]                  | 71.6   | 89.0   | 54.5   | 79.8   | 40.4   | 68.7    | 29.9  | 57.5   | 24.2   | 32.5   |
| Hard-Attention[39]         | 70.5   | 88.1   | 52.8   | 77.9   | 38.3   | 65.8    | 27.7  | 53.7   | 24.1   | 32.2   |
| Adaptive[24]               | 74.8   | 92.0   | 58.4   | 84.5   | 44.4   | 74.4    | 33.6  | 63.7   | 26.4   | 35.9   |
| PG-SPIDEr-TAG[23]          | 75.1   | 91.6   | 59.1   | 84.2   | 44.5   | 73.8    | 33.6  | 63.7   | 25.3   | 33.9   |
| SCST:Att2all[30]           | 78.1   | 93.7   | 61.9   | 86.0   | 47.0   | 75.9    | 35.2  | 64.5   | 27.0   | 35.5   |
| LSTM-A[40]                 | 78.1   | 93.7   | 61.9   | 86.0   | 47.0   | 75.9    | 35.2  | 64.5   | 27.0   | 35.5   |
| Stack-Cap[10]              | 77.8   | 93.2   | 61.6   | 86.1   | 46.8   | 76.0    | 34.9  | 64.6   | 27.0   | 35.6   |
| Up-Down[2]                 | 80.2   | 95.2   | 64.1   | 88.8   | 49.1   | 79.4    | 36.9  | 68.5   | 27.6   | 36.7   |
| Ours                       | 80.1   | 94.9   | 64.7   | 88.8   | 50.0   | 79.7    | 37.9  | 69.0   | 28.1   | 37.0   |
|                           |        |        |        |        |        |         |       |        |        |        |

Table 2: Performance comparisons on MS-COCO "Karpathy" offline split. B@n is short for BLEU-n, M is short for METEOR, R is short for ROUGE, C is short for CIDEr, and S is short for SPICE.

| Model                  | B@4 M | R   | C   | S   |
|------------------------|-------|-----|-----|-----|
| Google NIC[36]         | 32.1  | 25.7| -   | 99.8|
| Hard-Attention[39]     | 24.3  | 23.9| -   | -   |
| Adaptive[24]           | 33.2  | 26.6| 54.9| 108.5|
| LSTM-A[40]             | 32.5  | 25.1| 53.8| 98.6|
| PG-SPIDEr[23]          | 32.2  | 25.1| 54.4| 100.0|
| Actor-Critic[44]       | 34.4  | 26.7| 55.8| 116.2|
| EmbeddingReward[29]    | 30.4  | 25.1| 52.5| 93.7|
| SCST[30]               | 35.4  | 27.1| 56.6| 117.5|
| Stack-Cap[10]          | 36.1  | 27.4| 56.9| 120.4|
| Up-Down[2]             | 36.3  | 27.7| 56.9| 120.1|
| Ours                   | 38.6  | 28.3| 58.3| 126.3|

4.5.3 Online Results. Table 1 reports the performances of our single model without any ensemble on the official MS-COCO evaluation server\(^1\). Note that the highest results are from industrial companies while we are academic groups who lack of abundant computing sources. Moreover, we only used a single model while

\(^1\)https://competitions.codalab.org/competitions/3221#results

Figure 4: The performance of our CAVP\(_{4p}\) model and Up-Down model which is very similar to our Single policy model. All SPICE category scores are improved by CAVP.

while in Figure 5d, the context is “people” when we want to caption what the people are doing. By applying our CAVP, we can generate those captions both successfully with deep understanding of image scenes. Besides showing a single important word of the generated sequence, we also visualize the whole policy decision across the whole sentence generation in Figure 6. Take the first sentence as an example, we notice that our context-aware model can not only focus on some single objects such as “man”, “skis”, and “snow”, but also the compositional word “standing”, connecting “man standing in snow”.

Figure 5: Qualitative examples where top matrix shows the output policy network action probabilities and the bottom image shows the decision with maximum probability for composition features. The blue bounding boxes are the context regions and the red bounding boxes are the current regions which concatenated with context regions.

4.5.3 Online Results. Table 1 reports the performances of our single model without any ensemble on the official MS-COCO evaluation server\(^1\). Note that the highest results are from industrial companies while we are academic groups who lack of abundant computing sources. Moreover, we only used a single model while
Figure 6: For each generated word, we visualized the attended image regions, outlining the region with the maximum policy probability in bounding box. The blue bounding boxes are the visual context representation regions and the red bounding boxes are the regions decided by single policy network.

(a) a man standing on skis in the snow  
(b) a man sitting in the grass flying a kite

4.6 Ablative Studies

4.6.1 Architecture. Under the framework there are a lot of variants, we do some ablative studies for insights into our framework. As shown in Table 3, we found that sharing the weights between all the 4 sub-policy networks gains the best result. It is because without weight sharing, the model is easily overfitted. We also found that CAVP3p+scrach is similar to the CAVP4c which indicates that the most informative visual context is from the last time step and little comes from older ones. Comparing the CAVP3p+cloning model and CAVP3p+cloning model, with the expert policy guiding, there is little improvement. This indicates that the off-the-shelf language parser is not very suitable to the visual-language task and the output sub-policy network can learned from scratch without any initialization.

4.6.2 Reward. For sequence-level training by policy gradient, the reward function \( r \) can be any metrics, e.g. BLEU, ROUGE, METEOR, CIDEr and SPIDEr [23] (which combining the CIDEr and SPICE scores equally as the reward). Optimizing for different metrics leads to different performance. In general, as shown in Table 4, we found that optimizing for a specific metric results in the best performance on the same metric. And optimizing for CIDEr and SPIDEr gives the best overall performance, but the SPIDEr is more time consuming as the SPICE metric evaluation is very slow. Thus, we chose the CIDEr as the optimizing objective in most our experiments.

5 CONCLUSION

In this paper, we presented a sequence-level image captioning framework using a novel Context-Aware Visual Policy network (CAVP). Unlike existing RL-based methods, our framework takes the advantage of visual context in compositional visual reasoning, which is beneficial for image captioning. Compared against traditional visual attention which only fixes a single image region at every step, CAVP can attend to complex visual compositions over time. To the best of our knowledge, we are the first RL-based image captioning model which incorporates visual context into sequential visual reasoning. We conducted extensive experiments as well as ablative studies to show the effectiveness of CAVP. Our framework can significantly boost the performances of the RL-based image captioning methods and achieves top ranking performances on MS-COCO server. Moving forward, we are going to 1) integrate the visual policy and language policy into a Monte Carlo tree search strategy for sentence generation, and 2) apply CAVP in other sequential decision-making tasks such as visual Q&A and visual dialog.
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