Reducing the effect of Metropolization on mixing times in molecular dynamics simulations
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1 Introduction

Molecular dynamics algorithms are subject to some amount of error dependent on the size of the time step that is used. This error can be corrected by periodically updating the system with a Metropolis criteria, where the integration step is treated as a selection probability for candidate state generation. Such a method, closely related to generalized hybrid Monte Carlo (GHMC), satisfies the balance condition by imposing a reversal of momenta upon candidate rejection. In the present study, we demonstrate that such momentum reversals can have a significant impact on molecular kinetics and extend the time required for system decorrelation, resulting in an order of magnitude increase in the integrated autocorrelation times of molecular variables for the worst cases. We present a simple method, referred to as reduced-flipping GHMC, that uses the information of the previous, current, and candidate states to reduce the probability of momentum flipping following candidate rejection while rigorously satisfying the balance condition. This method is a simple modification to traditional, automatic-flipping, GHMC methods and significantly mitigates the impact of such algorithms on molecular kinetics and simulation mixing times.

2 Theory

2.1 Traditional GHMC

Let \( x \in \Omega \) denote some state of our system observed with probability

\[
P(\mathbf{x}) = \frac{1}{Z} \exp \left[ -\beta H(\mathbf{x}) \right]
\]

where \( \beta = \frac{1}{kT} \) is the inverse thermal energy. Also note that \( P(\mathbf{x}) = P(\tilde{x}) \), the tilde denotes momenta-reversal, and the Hamiltonian \( H \) is invariant under such a transformation. We will assume a general simulation framework, where a candidate state \( y \) is generated from current state \( x \) with an associated selection probability \( S(x, y) \). It is assumed that \( y \) is generated using an integration method that is irreducible (signifying that it can reach any state of the system from any other state), necessary to ensure ergodicity once Metropolization is included. For the overall transition probability \( T(x, y) \), the detailed balance condition imposes that

\[
P(x)T(x, y) = P(y)T(y, x)
\]

The Metropolis criterion satisfies this condition:

\[
P_A(x, y) = \min \left( 1, \frac{S(y, x)P(y)}{S(x, y)P(x)} \right)
\]

There are a number of methods appropriate for generating candidate state \( y \) in this framework, including Langevin integrators \( [6, 10] \), integration using the Andersen [11] or
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The balance condition is also satisfied if the algorithm implements momentum flipping upon move acceptance rather than rejection \[13\].

Recent results have demonstrated that an implementation of GHMC with no such momentum flipping is capable of accurately reproducing certain statistical properties of molecular simulations \[3\]. This is a curious result, given that this algorithm cannot be shown to satisfy the balance condition. We note, however, that if some configuration \(x\) and the associated \(\tilde{x}\) have identical acceptance rates, \(r(x) = r(\tilde{x})\), then the balance condition is indeed satisfied without the need for momentum flipping: Following the proof given in equation \[6\] this can be shown assuming that \(r(x) = r(\tilde{x})\) and summing the appropriate contributions:

\[
P^*(x) = \int dy P(y)S(y,x)P_\Lambda(y,x) + P(x)[1 - r(x)]
= P(\tilde{x}) (r(\tilde{x}) + [1 - r(\tilde{x})]) = P(x)
\]

Though we generally expect that \(r(x) \neq r(\tilde{x})\), the aforementioned results \[3\] suggest that \(r(x)\) and \(r(\tilde{x})\) may have a level of quantitative similarity for some (perhaps easily met) set of conditions. Here, we develop a move set that expands on this concept to use information from both the candidate configuration and the most recent configuration to reduce the probability of flipping momenta upon rejection while rigorously satisfying balance.

### 2.2 Reduced-flipping GHMC

For the traditional GHMC framework, Sohl-Dickstein \[5\] has shown that, with proper accounting of the rates of inflow and outflow from \(x\), the number of momentum flips upon candidate rejection can be reduced while still ensuring satisfaction of the balance condition. This concept can be extended to algorithms that propagate coordinates and momenta in any fashion as long as the selection probability \(S\) is well defined.

Our method, referred to as reduced-flipping GHMC, will select some candidate state \((z)\) from the current state \((y)\) according to the probability \(S(y,z)\). The acceptance probability for this move, \(P_\Lambda(y,z)\), obeys the standard Metropolis criterion given in equation \[4\]. Upon rejection, we will define probabilities for flipping \((y \rightarrow \tilde{y})\) and self \((y \rightarrow y)\) transitions that depend on both the candidate \(z\) and the previous state \(x\). These transitions are associated with probabilities \(P_S(y|x,z)\) for self-transitions and \(P_F(y,\tilde{y}|x,z)\) for momentum flipping transitions. Thus, this algorithm proceeds as follows

1. Select a candidate state \(z\) from current state \(y\) according to the probability \(S(y,z)\).

2. Generate a uniform random number, \(\xi \in [0,1)\) and perform the transition \((y \rightarrow y_2)\), where

\[
y_2 = \begin{cases} 
  z & \text{if } \xi < P_\Lambda(y,z) \\
  y & \text{if } P_\Lambda(y,z) \leq \xi < (P_\Lambda(y,z) + P_S(y|x,z)) \\
  \tilde{y} & \text{else}
\end{cases}
\]

where \(P_\Lambda(y,z) + P_S(y|x,z) + P_F(y,\tilde{y}|x,z) = 1\).

The traditional GHMC method described in section \[2.1\] henceforth referred to as the automatic-flipping algorithm,
always flips momenta upon candidate rejection and responds to enforcing the constraints $P_S(y|x, z) = 0$ and $P_F(y, \tilde{y}|x, z) = 1 - P_A(y, z)$. For the reduced-flipping method, we wish to remove these constraints and minimize $P_F$ while imposing:

$$
P(x)S(x, y)P_A(x, y)S(y, z)P_F(y, \tilde{y}|x, z) + P(\tilde{z})S(\tilde{z}, \tilde{y})P_A(\tilde{z}, \tilde{y})S(y, x)P_F(\tilde{y}|\tilde{z}, \tilde{x}) = P(x)S(x, y)P_A(x, y)S(y, z) (1 - P_A(y, z)) \tag{8}
$$

noting that

$$
P_F(y, \tilde{y}|x, z) \in [0, 1 - P_A(y, z)] \tag{9}
$$

$$
P_S(\tilde{y}|x, z) \in [0, 1 - P_A(\tilde{y}, \tilde{x})] \tag{10}
$$

Thus, equation 5 considers the proposed forward transition $y \to z$ given $x$ and the proposed reverse transition $\tilde{y} \to \tilde{x}$ given $\tilde{z}$. By considering the overall rejection rates, we can ensure that the number of transitions to state $\tilde{y}$ by the reduced-flipping algorithm (given by the left hand side of equation 3) remains equivalent to the overall rejection rate of the proposed forward move (the right hand side of equation 3) while minimizing the number of momentum flips resulting from each proposed transition. This method breaks the detailed balance condition for self-transitions, corresponding to the modified condition:

$$
P(x)T(x, y) = P(\tilde{y})T(\tilde{y}, \tilde{x}), x \neq y \tag{11}
$$

This reduced-flipping method applies only to the case in which the previous transition resulted from an accepted move. If the previous transition resulted from a rejected move, we will use the standard GHMC criteria (automatic momentum flipping). This limitation is discussed in more detail below.

The probabilities given the above constraints are easily defined:

$$
P_S(y|x, z) = \begin{cases} 
\min \left(1 - P_A(y, z), \frac{P(\tilde{z})S(\tilde{z}, \tilde{y})P_A(\tilde{z}, \tilde{y})S(y, z)}{P(x)S(x, y)P_A(x, y)S(y, z)} (1 - P_A(\tilde{y}, \tilde{x})) \right) & \text{if } x \to y \text{ was an accepted transition} \\
0 & \text{else}
\end{cases} \tag{12}
$$

$$
P_F(y, \tilde{y}|x, z) = 1 - P_A(y, z) - P_S(y|x, z) \tag{13}
$$

Equations 12 and 13, which define the probabilities of self- and flipping-transitions for the reduced-flipping GHMC method, are the central result of this manuscript.

Once again, we wish to prove satisfaction of the balance condition by equating $P^*(y)$, the probability of observing $y$

$$
P^*(y) = \int_{\Omega} dx P(x)S(x, y)P_A(x, y) + \int_{\Omega} dx \int_{\Omega} dz \left[ P(x)S(x, y)P_A(x, y)S(y, z)P_S(y|x, z) + P(x)S(x, \tilde{y})P_A(x, \tilde{y})S(y, z)P_F(\tilde{y}|x, z) \right] 
$$

$$
= \int_{\Omega} dx P(\tilde{y})S(\tilde{y}, \tilde{x})P_A(\tilde{y}, \tilde{x}) + \int_{\Omega} dx \int_{\Omega} dz \left[ P(x)S(x, y)P_A(x, y)S(y, z)P_S(y|x, z) + P(\tilde{z})S(\tilde{z}, \tilde{y})P_A(\tilde{z}, \tilde{y})S(y, z)P_F(\tilde{y}|x, z) \right] 
$$

$$
= P(\tilde{y})r(\tilde{y}) + \int_{\Omega} dx \int_{\Omega} dz P(x)S(x, y)P_A(x, y)S(y, z)(1 - P_A(y, z)) 
$$

$$
= P(\tilde{y})r(\tilde{y}) + \int_{\Omega} dx \int_{\Omega} dz P(\tilde{y})S(\tilde{y}, \tilde{x})P_A(\tilde{y}, \tilde{x})S(y, z)(1 - P_A(y, z)) 
$$

$$
= P(\tilde{y})r(\tilde{y}) + P(\tilde{y}) \int_{\Omega} dz S(y, z)(1 - P_A(y, z)) 
$$

$$
= P(\tilde{y})r(\tilde{y}) + P(\tilde{y}) (1 - r(\tilde{y})) = P(y) \tag{14}
$$

As is demonstrated by equation 14, the reduced-flipping method reverts to the automatic-flipping algorithm if the previous transition was a rejected move. This is because the decrease in momentum-flipping transitions relies on the detailed balance condition given in equation 11 which cannot be applied to transitions resulting from rejected moves. It is possible to remove this limitation by establishing self- and flipping-transition probabilities that depend on the path of rejections.
(and, thus, every rejected candidate state) taken following the last accepted transition. This modification adds significant complexity to the algorithm (the calculation of such probabilities scale as $O(N!)$ for $N$ serial rejections) and is unlikely to add significant benefit to simulation mixing times.

3 Methods

All simulations were performed using a modified version of GROMACS-3.3.1 and the MARTINI 2.1 forcefield. Results were collected on an eight-residue repeat of polyglutamine immersed in water at 400K using either the VVVR integrator or verlet integration with stochastic velocity rescaling. Simulations using VVVR integration were performed over a range of values for the friction coefficient, $\gamma \in \{0.01, 1.0, 91\}$ ps$^{-1}$. Simulations were performed using nonbonded interactions that are switched at 0.9 nm and cut off at 1.2 nm in conjunction with a dispersive tail correction.

As an indication of mixing times for the algorithms presented in this work, we study the autocorrelation function for the radius of gyration, $R_g$, for the polyglutamine octamer:

$$C(\delta t) = \frac{\langle R_g(t)R_g(t+\delta t) \rangle}{\langle R_g^2 \rangle}$$

We also analyze the integrated autocorrelation function, $A_{R_g} = \int_0^\infty C(\delta t)\,d\delta t$. Samples were collected every 10 ps and statistical uncertainties for integrated autocorrelation functions were estimated using bootstrapping analysis.

Figure 2: $C(t)$, the radius of gyration autocorrelation function, calculated using the VVVR integrator at both high ($\gamma = 91$ ps$^{-1}$) and low ($\gamma = 0.01$ ps$^{-1}$) viscosity. All simulations were performed using a 10 fs time step and resulted in at least a 97% acceptance rate. Solid curves were obtained with no Metropolis test while dashed curves were obtained using the traditional GHMC automatic-flipping algorithm. As can be seen, use of this automatic-flipping algorithm significantly extends the time required for system decorrelation for simulations performed with a small friction coefficient, while this effect is very small for simulations performed with a high friction constant.

Figure 3: $C(t)$, the radius of gyration autocorrelation function, using a simulation performed with no Metropolis test as a standard comparison. Simulations were performed using the VVVR integrator with $\gamma = 0.01$ ps$^{-1}$. Dashed lines correspond to results obtained using the traditional, automatic-flipping algorithm while solid lines correspond to those obtained with the reduced-flipping algorithm.

4 Results

Figure 2 compares the autocorrelation functions for a polymer radius of gyration calculated from simulations using the traditional GHMC (automatic-flipping) algorithm and from those with no Metropolis test. These simulations were performed with a 10 fs time step, resulting in an acceptance rate of at least 97% for all GHMC simulations. As can be seen, the effect of the automatic-flipping algorithm is insignificant for simulations performed with the VVVR integrator and a friction constant of $\gamma = 91$ ps$^{-1}$. The algorithm is shown to significantly extend the time required for system decorrelation, however, as the friction constant is decreased. This effect is most pronounced for results obtained using the stochastic velocity rescaling thermostat. This is not surprising, given that this integration scheme can be derived starting with Langevin integration and minimizing the thermostat's disturbance on the Hamiltonian trajectory. Table I gives the integrated autocorrelation function for these results. Again, for the most pronounced case using the stochastic velocity rescaling thermostat, the $A_{R_g}$ value increases over an order of magnitude, from 0.07 ± 0.01 ns for a simulation containing no Metropolis test to 1.62 ± 0.02 ns for traditional GHMC.

For simulations performed using the VVVR integrator with low viscosity ($\gamma = 0.01$ ps$^{-1}$), Figure 3 displays autocorrelation functions for a polymer radius of gyration calculated using the automatic-flipping and reduced-flipping algorithms. The effect of the GHMC method on system dynamics is substantially mitigated by use of the reduced-flipping algorithm. For simulations performed with the stochastic velocity rescaling thermostat, $A_{R_g} = 0.22 ± 0.02$ ns for the reduced-flipping algorithm. This is very close to the value obtained with no Metropolis test ($A_{R_g} = 0.07 ± 0.01$ ns), in contrast to the in-
these GHMC simulations resulted in acceptance rates at large time steps and small acceptance rates (for $dt = 30$ fs, flipping algorithm ($\approx 40\%$). Unsurprisingly, the reduced-flipping algorithm also demonstrates no major benefit for simulations performed at high viscosity (see table I for a comparison of automatic-flipping and reduced-flipping algorithms over all integration parameters).

5 Conclusions
The introduction of a Metropolis criterion into a molecular dynamics simulation traditionally requires an undesirable transformation of the system momenta, either via complete randomization (HMC) or momentum flipping upon move rejection (GHMC). This manuscript presents results obtained using a coarse-grained forcefield simulation of a polyglutamine octamer and demonstrates that concerns over the effect of these algorithms on simulation mixing times may be well justified, depending on the particular method of integration. The two main conclusions of this paper are that (1) for certain sets of conditions, transformations of system momenta associated with HMC/GHMC algorithms significantly affect simulation mixing times, and (2) our reduced-flipping algorithm presents a simple alternative to the traditional GHMC algorithm that rigorously satisfies the balance condition, is capable of significantly reducing the effect that these automatic-flipping algorithms have on molecular kinetics and simulation mixing times.

6 Acknowledgements
We are very grateful to John Chodera for thoughtful discussion of this manuscript. Computer resources were provided by the National Science Foundation award 0960306.

7 Appendix
A The selection probability for integration steps using a stochastic velocity rescaling thermostat
Thermostatting via stochastic velocity rescaling \cite{12} is similar to the Berendsen thermostat \cite{21} with an additional stochastic term that ensures proper canonical sampling. The positions and velocities are propagated using standard integration methods. At iteration $i$, the kinetic energy ($E_i^k$) is updated:

$$E_i^{k*} = E_i^k + \left( E_i^{ref} - E_i^k \right) \frac{\Delta t}{\tau} + 2 \sqrt{\frac{E_i^k E_i^{ref}}{N_f \tau}} \xi$$  \hspace{1cm} (16)$$

where $E_i^{ref} = \frac{N_f}{2\beta}$ is the average kinetic energy given the number of degrees of freedom ($N_f$) and the inverse thermal energy ($\beta$), the parameter $\tau$ defines the relaxation timescale, and $\xi$
is a Gaussian random variable of mean 0 and standard deviation 1. To achieve this change in kinetic energy, all velocities are scaled by the factor $\sqrt{E^i/E^i_k}$. We can calculate the Gaussian random variable $\tilde{\xi}$ necessary for the reverse transition:

$$\tilde{\xi} = E^i_k - E^i_k^* - \frac{(E^i_k - E^i_k^*) \sqrt{N_f}}{2 \sqrt{E^i_k E^i_k^* \Delta t \tau}}$$

(17)

Note that we must include the Jacobian factor accounting for the coordinate transformation from $\xi$ (a single random variable applied to the total kinetic energy) to the Cartesian space of the $N_f$ momentum degrees of freedom. The ratio of selection probabilities for a transition $(x \rightarrow y)$ is:

$$\frac{S(\tilde{y} \rightarrow \tilde{x})}{S(x \rightarrow y)} = \left(\frac{E^i_k}{E^i_k^*}\right)^{(N_f - 3)/2} \exp\left[0.5 \left(\xi^2 - \tilde{\xi}^2\right)\right]$$

(18)
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