Utilizing Gaussian mixture models in all-sky searches for short-duration gravitational wave bursts
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Coherent WaveBurst is a generic, multidetector gravitational wave burst search based on the excess power approach. The coherent WaveBurst algorithm currently employed in the all-sky short-duration gravitational wave burst search uses a conditional approach on selected attributes in the multidimensional event attribute space to distinguish between noisy events from that of astrophysical origin. We have been developing a supervised machine learning approach based on the Gaussian mixture modeling to model the attribute space for signals as well as for noise events to enhance the probability of burst detection [1]. We further extend the GMM approach to the all-sky short-duration coherent WaveBurst search as a postprocessing step on events from the first half of the third observing run (O3a). We show an improvement in sensitivity to generic gravitational wave burst signal morphologies as well as the astrophysical source such as core-collapse supernova models due to the application of our Gaussian mixture model approach to coherent WaveBurst triggers. The Gaussian mixture model method recovers the gravitational wave signals from massive compact binary coalescences identified by coherent WaveBurst targeted for binary black holes in GWTC-2, with better significance than the all-sky coherent WaveBurst search. No additional significant gravitational wave bursts are observed.

I. INTRODUCTION

The Gravitational wave (GW) catalogs of signals from the compact binary coalescence (CBC), present in the first half of the third observing run (O3a), had been recently released [2, 3]1. This includes intermediate black hole (IMBH) system GW190521 [6], the merger of two compact objects with the unequal mass ratio GW190814 [7], the inspiral of a binary neutron star (BNS) system, GW190425 [8]. Further, the first confident observation of GW signal from a neutron star-black hole (NSBH) binary coalescence was made during O3a run [9, 10].

Besides CBC signals, the current ground-based detectors are also sensitive to detecting GW short-duration bursts, such as signals from the core-collapse supernova (CCSN), cosmic strings, non-linear memory effects and isolated Neutron stars [11–15]. The LIGO-Virgo-Kagra collaboration has been actively searching for GW bursts signals since the fifth science run. The all-sky burst search for short-duration transient includes the burst signal duration of up to a few seconds [16–20]. This search is identified as the unmodeled search, sensitive to detect GW signals of different morphologies, including GW signals from the CBC system.

The morphology independent coherent WaveBurst (cWB) short-duration algorithm identifies triggers with short-duration excess power in the time-frequency domain [21]. The cWB made a significant contribution in the detection of the first GW signal from the binary black hole (BBH) merger GW150914 [22] and the intermediate-mass black hole (IMBH) merger event [23]. In cWB, each trigger is associated with multiple attributes. The cWB adopts an empirical classification of noise-based glitches based on various threshold values applied to different attributes. The threshold values, though ad-hoc, are chosen based on the simulation exercise. These threshold choices vary based on the detector sensitivity during each run, the network combination, and the type of the transient signal.

Machine learning (ML) techniques are the possible option to address such problems as they offer powerful tools for classification between signal and noisy transients [24–33]. More generically, ML ideas have the notable potential to improve the detection sensitivity of unmodeled GW signals [1, 34–37]. ML techniques have also been used to enhance searches and classification of GW signals from CCSN [38].

In an earlier work [1], the authors had proposed an alternative ML based approach to address the ad-hoc thresholding on the attribute set. In this Gaussian mixture model (GMM)-based supervised machine learning approach, we modeled the cWB trigger attributes in the multidimensional attribute space. Thus, it provides an alternative approach to thresholds applied on multidimensional space to the detection problem under the scalar log-likelihood ratio. In this work, we continue to use the Gaussian mixture models in obtaining the model for the attributes in the multidimensional parameter set. Here, we explore this approach by carefully choosing the attribute set and investigating the dependence on the search sensitivity with the appropriate usage of the re-parametrization approach. We present the search sen-

1 The third observing run (O3) of the Advanced LIGO [4] and Advanced Virgo [5] (April 1, 2019, to March 27, 2020) detectors was divided into two segments as O3a run (April 1, 2019 - October 1, 2019,) and O3b (November 1, 2019 - March 27, 2020).
sitivity for the generic short-duration gravitational-wave transients using the data from the O3a run with the low-frequency (16–1024 Hz) analysis.

The paper is organized as follows. Section II describes the unmodeled search algorithm cWB and Gaussian mixture modeling for cWB triggers. Section III discusses the dataset used to study the GMM approach to all-sky search, Gaussian mixture model generation, and sensitivity improvement to generic signal morphologies and core-collapse supernova waveforms. Section IV discusses the GMM method results on cWB triggers of coincident events from the O3a run of Advanced LIGO detectors. Finally, in Section V, we summarize the significance of the GMM method on an all-sky search for short-duration transient signals using a minimal model approach.

II. METHODOLOGY

A. Coherent WaveBurst algorithm

The cWB algorithm is a morphology-independent, multidetector GW signal detection algorithm that coherently maps the multidetector’s data into the multiresolution time-frequency scale domain using the Wilson-Daubechiers-Meyer wavelet transformation [39]. It is based on the constraint maximum-likelihood ratio approach applied to the strain data in the time-frequency domain. The clusters of excess energy pixels are selected above the noise level of the detector and labeled as triggers if they exceed the thresholds on coherent energy (above the noise level and labeled as trig-

domain. The clusters of excess energy pixels are selected

This shows a direct implication on the number of Gaussians in the GMM model. For example, for the data set considered here, the number of optimum Gaussians in the original attribute set for the signal and noise model is 113 and 115, whereas the optimum number of Gaussians is reduced to 90 and 82 for the reparameterized attribute set. More details about the dataset is in Sec. III. More details on reparameterization can be found in Appendix.

III. O3a ANALYSIS WITH GMM

This study uses publicly available O3a data [46, 47] from the LIGO Hanford and LIGO Livingston (HL) network in the low-frequency range (16-1024 Hz)

2 As we focus on maximization of the detection efficiency, we consider the HL network for this study rather than HLV because of the similar reasoning mentioned in [20].
does not require the creation of multiple analysis bins. By contrast, GMM based postprocessing threshold of 100 years on iFAR is used for the significant corresponding to three different background bins, and a trials factor of three is applied to iFAR values the events are ranked based on inverse false alarm rate. After applying thresholds on the cWB attributes, for classification into different bins used in O3a analysis. Table II lists the thresholds applied to cWB attributes (see below).

| Attribute | Definition |
|-----------|------------|
| $E_c$ | Cross correlation of reconstructed waveforms between the detector pairs. |
| $\eta_c$ | $\eta_c = \sqrt{\frac{E}{N}}$, where $K$ is the number of detector. |
| $c_{c0}$ | $c_{c0} = \frac{E}{(E_c + E_n)}$, where $E_n$ is the energy of the residual noise. |
| $c_{c2}$ | $c_{c2} = \frac{E_{c,\text{res}}}{|E_{c,\text{res}}| + E_n}$ |
| $N_{\text{norm}}$ | Energy disbalance of the trigger between the detectors. |
| $\chi^2$ | $\chi^2 = \frac{E_{\text{tot}}}{N}$, where $N$ is the number of independent wavelet amplitude of the event. |
| $Q_{\text{veto0}}$ | Energy distribution of an event over different time segments. |
| $Q_{\text{veto1}}$ | An estimate of quality factor assuming the signal to be a CosGaussian (Q factor). |
| $L_{\text{veto0}}$ | Central frequency of the reconstructed signal, to identify narrow band glitches. |
| $L_{\text{veto1}}$ | Root mean square frequency of the reconstructed signal. |
| $L_{\text{veto2}}$ | Energy ratio between pixel energy and total energy of the event. |

**TABLE I: Summary of the selected attributes associated with the short-duration burst transients in cWB and used for the GMM-based analysis.**

| Attribute | LF1 | LF2 | LF3 |
|-----------|-----|-----|-----|
| $c_{c0}$ | $> 0.8$ | $> 0.8$ | $> 0.8$ |
| $c_{c2}$ | $> 0.8$ | $> 0.8$ | $> 0.8$ |
| $N_{\text{norm}}$ | $> 2.5$ | $> 2.5$ | $> 2.5$ |
| $Q_{\text{veto0}}$ | $= 0$ | $\neq 0$ |
| $Q_{\text{veto1}}$ | $\leq 3$ | $\leq 3$ | $> 3$ |

**TABLE II: Definitions of the search bins used for the O3a low-frequency short-duration burst analysis. The different thresholds are applied to attributes $c_{c0}$, $c_{c2}$, $N_{\text{norm}}$, $Q_{\text{veto0}}$, and $Q_{\text{veto1}}$ to classify the triggers into different bins based on background trigger distribution.**

A. The standard O3a cWB all-sky analysis

In standard cWB O3a analysis, triggers are required to pass frequencies above 24 Hz and high network correlation with $c_c$ above 0.8 for the HL detectors. These triggers are classified into three different bins as LF1, LF2, and LF3 based on background trigger morphologies to isolate the triggers to a small part of the parameter space [20]. LF1 contains a population of glitches dominated by very short and loud blip-type glitches, with negligible energy outside the single oscillation [48]. LF2 contains triggers resembling blip glitches with Q factor $< 3$, and LF3 contains remaining high Q factor triggers. Table II lists the thresholds applied to cWB attributes for classification into different bins used in O3a analysis. After applying thresholds on the cWB attributes, the events are ranked based on inverse false alarm rate (iFAR). A trials factor of three is applied to iFAR values corresponding to three different background bins, and a threshold of 100 years on iFAR is used for the significant detection [20]. By contrast, GMM based postprocessing does not require the creation of multiple analysis bins

B. GMM model generation

For O3a GMM analysis, we choose most of the attributes required to characterize the generic short-duration transient signal from standard cWB (Table I) to generate the GMM model. We exclude the attributes reconstructed signal’s central frequency, duration, and strain from this analysis, as these attributes are strongly affected by the priors on the injection parameters for the foreground model [1, 42]. Since we do not want the GMM to develop a bias towards the choice of the signal population used in the simulation. For GMM analysis, we consider those triggers with $\eta_c > 5.5$ and $c_c > 0.5$ for the HL network. The cWB uses different thresholds on attributes to generate gravitational wave candidates and veto out the noise triggers in its standard configuration.

We consider 70% of noise background as well as simulated burst signals for training and the rest for testing the GMM method. We use the equal percentage of generic waveforms (Gaussian Pulse, sine-Gaussian wavelets, and white noise burst) as the training set aimed to improve the detection efficiency of all injected waveforms. We construct the GMM for the noise and signal triggers using this simulation [1]. More specifics of the models can be found in Appendix.

C. Data simulation

A set of generic short-duration burst waveforms (typically used in the all-sky short-duration bursts search [20]) are injected in the HL O3a noise to estimate the search sensitivity using the cWB plus GMM method. They are sine-Gaussian wavelets (SG), Gaussian pulses (GA),
and band-limited white-noise bursts (WNB) signals injected over a range of amplitude expressed in terms of the root-sum-squared strain amplitude \( h_{\text{rss}} \). The SG waveforms are characterized by mean frequency \( f_0 \) and quality factor \( Q \), the GA waveforms are described by the duration \( \tau \), and the WNB signals are characterized by lower frequency bound \( f_{\text{low}} \), frequency bandwidth \( \Delta f \), and duration \( \tau \). The SG and GA signals are injected as \( h_{\text{rss}} = (\sqrt{3})^{1/2} \times 10^{-23} Hz^{-1/2} \) over a grid of maximum strain values with \( N \) ranges from 0 to 8, and WNB waveforms are injected uniformly as the square of the signal’s distance. Linearly polarized signals are used for GA, and sine-Gaussian wavelets use both elliptical (SGE) and linearly (SG) polarized waveforms [17, 20]. Elliptical waveforms are uniform in the cosine of the source inclination angle, which is defined as the angle between total angular momentum and the line of sight. The WNB represents isotropic emission at the source and carries an equal amplitude from both polarization of GW strain at the detector [49]. Table III lists the simulated signals and their characteristic parameters used in this analysis.

| No. | \( f_0 \) (Hz) | \( Q \) |
|-----|----------------|-------|
| 1   | 70             | 3     |
| 2   | 70             | 9     |
| 3   | 70             | 100   |
| 4   | 100            | 9     |
| 5   | 153            | 9     |
| 6   | 235            | 3     |
| 7   | 235            | 9     |
| 8   | 235            | 100   |
| 9   | 361            | 9     |
| 10  | 554            | 9     |
| 11  | 849            | 3     |
| 12  | 849            | 9     |
| 13  | 849            | 100   |

| \( f_{\text{low}} \) (Hz) | \( \Delta f \) (Hz) | \( \tau \) (s) |
|---------------------------|-------------------|-------------|
| 14                         | 150               | 100         |
| 15                         | 300               | 100         |
| 16                         | 750               | 100         |

| \( \tau \) (s) |
|----------------|
| 0.1 |
| 1 |
| 2.5 |
| 4 |

TABLE III: List of generic burst waveforms and their characteristic parameters.

The low-frequency, generic all-sky short-duration burst search targets the frequency range of GW burst from most of the core-collapse supernovae (CCSN). To demonstrate the robustness of the cWB plus GMM approach against different signal morphologies, here, we analyze the search sensitivity to CCSN waveforms used in all-sky short-duration transient analyses during O3a [20]. The waveforms are generated from five different 3D CCSN simulations models like s18 [50], m20 [51], s9 [52], m39 [53], and 35OC [54]. The waveforms are distributed uniformly in distance with maximum distance for s18, m20, s9, m39, and 35OC CCSN models set to 25 kpc, 5 kpc, 5 kpc, 70 kpc, and 70 kpc, respectively [20].

D. Sensitivity improvement for generic signal morphologies

We use the receiver-operating-characteristic (ROC) curve to characterize the sensitivity improvement. The ROC curve of the standard cWB and the cWB plus GMM relates the detection efficiency against the false alarm rate (FAR) is shown in Fig. 1. The detection efficiency is the fraction of the recovered injections by a given algorithm. The standard cWB uses \( \eta_c \), and cWB plus GMM uses \( T \) as a detection statistic. We show that the cWB plus GMM algorithm significantly enhances the detection efficiency for all the 20 waveforms compared to the standard cWB.

In order to understand this improvement, we show the two-dimensional distribution of attributes \( c_0 \), \( N_{\text{norm}} \), \( Q_{\text{veto0}} \), and \( Q_{\text{veto1}} \) of the signal triggers with iFAR \( \geq 100 \) years in cWB plus GMM (by purple color) and standard cWB (by gray color) analysis in Fig. 2. From panels (a) and (c), it is evident that with GMM, we have improved the signal/noise classification ability that we can now recover events below \( c_0 \) of 0.8.

The most significant improvement after using cWB plus GMM is shown in the recovery of GA morphology (see Fig. 1(a)). The GA signal mostly resembles blip glitches and lies mainly in bin LF1. During the O3 run, the search sensitivity of standard cWB to the GA waveforms has worsened compared to its sensitivity O2. This is primarily due to an abundance of blip glitches that resemble GA signals. However, with GMM based postproduction approach appears to have modeled them well, which is also evident in the recovery of GA with \( Q_{\text{veto1}} < 3 \) (in Fig 2 panels (b) and (d)) those otherwise would get classified as bin LF1 events in the standard cWB. In standard cWB analysis, detection efficiency for triggers falls in each bin estimates separately. However, the signal waveforms in bin LF1 are mostly buried in background glitches. As a result, cWB plus GMM has shown an enhanced sensitivity for Gaussian pulses with an improvement of greater than 20% at an iFAR of 100 years. The signal waveforms lying in bin LF1 show comparatively lower significance to other morphologies in both cWB plus GMM and standard cWB method at the given signal strength because of excess glitches.

The cWB plus GMM approach marginally improves the SG class of injections (Fig. 1(b)-(e)). This indicates that our approach can recover other burst mor-
It should also be noted that categorizing the events into various bins in standard cWB analysis iFAR is penalized by a trials factor of three. Whereas in cWB plus GMM based analysis, there is no such bin classification. This can also be attributed to some improvement in detection efficiency.

E. Robustness test to CCSN

To test the robustness against the different morphologies of waveforms and distribution, we applied the GMM model on the core-collapse supernovae (CCSN) injections used in [20] that are not included in the training data set. Fig. 3 shows the ROC curves for injections with different CCSN waveforms. The models 35OC and m39 describe the explosion driven by rapid rotation of massive progenitor star with zero age main sequence (ZAMS) mass of $35M_\odot$ and $39M_\odot$, which creates strong GW emission [20]. Both standard cWB and cWB plus GMM show comparable high efficiency to CCSN model 35OC at low FAR because GW signal occurs frequency above 100 Hz, which is optimally sensitive to the cWB low-frequency search method. However, the CCSN model m39, cWB plus GMM enhances the detection efficiency compared...
FIG. 2: The two-dimensional distribution of signal trigger attributes $c_{c0}$ vs $N_{norm}$ ((a) and (c)) and $Q_{veto1}$ vs $Q_{veto0}$ ((b) and (d)) for triggers recovered by cWB plus GMM (purple) and standard cWB (gray) at iFAR $\geq 100$ years. The inset shows a zoom-in of the 2D distribution of $Q_{veto1}$ vs $Q_{veto0}$. The black dashed lines show the postproduction threshold applied to these attributes for the standard cWB all-sky search, which classify the events into various bins as shown in Table II.

to the standard cWB. Since GW amplitude peaks at a frequency $\sim 750$ Hz, at the edge of the postproduction threshold applied for standard cWB. The standard cWB and cWB plus GMM give comparatively low efficiency for all the other models such as m20, s18 and s9, which describes GW emission from nonrotating progenitors with ZAMS mass ranges from $9M_\odot$ to $20M_\odot$. Among them, cWB plus GMM performs better than standard cWB at all FAR threshold values. The ML based cWM plus GMM method does not focus on one class but shows good improvement for a broad class of waveforms at detectable iFAR levels.

IV. SEARCH RESULTS

Following the sensitivity study, we applied the cWB plus GMM on the O3a data from LIGO Hanford and LIGO Livingston. The maximum background for cWB plus GMM analyses is 200 years since we used 20% of the total O3a background as test data. The results of this search from the O3a low-frequency region are shown in Fig. 4. We plot the cumulative number of recovered events by standard cWB (by green color) and cWB plus GMM (by purple color) in terms of their iFAR values. The cWB plus GMM method recovers all CBC events identified by the targeted cWB search for CBC in GWTC-2 and GWTC-2.1 [2, 3, 55]. No new candidates were found with high statistical significance in this search. The most significant non-CBC event observed at UTC 2019-09-30 23:46:52 with an iFAR of 0.3 years in the cWB plus GMM method shows 0.01 years of iFAR in the standard cWB search. The second most significant event at UTC 2019-05-11 04:12:15 was with an iFAR of 0.15 years in cWB plus GMM, which had shown iFAR of 0.002 years in standard cWB. We note that the two loudest non-CBC events in standard cWB all-sky search are at UTC 2019-09-28 02:11:45 and UTC 2019-08-04 08:35:43, with an iFAR of 0.53 years, and 0.19 years [20], showed less significance in the cWB plus GMM search with an iFAR of 0.006 and 0.05, respectively. After excluding the CBC signals, the distribution of coincident events is close to the predicted background for the analyzed time.

FIG. 3: ROC curves for CCSN waveforms. As before, the cWB plus GMM search ROC curves are represented by solid lines, while the standard cWB search ROC curves are plotted as dotted lines.
Table IV lists the CBC events from GWTC-2 and GWTC-2.1 that are also observed by standard cWB all-sky burst search [20]. We list their attribute values, $T$ statistic value, total source mass, and the corresponding iFAR values for both standard all-sky burst cWB search [20] and cWB plus GMM search.\footnote{The significance values for standard cWB shown in this table are different from those listed in GWTC-2 and GWTC-2.1 because the significance estimates in these publications are based on a version of cWB optimized for CBC events. Since the cWB plus GMM approach is applied in the all-sky search context, we find it fairer to compare the event significance obtained for all-sky searches.} We observe that the cWB plus GMM method is less sensitive to low mass BBH systems (with total source mass $< 60 M_\odot$) since these events are more significant in the standard cWB all-sky search. The exception is GW190412, which has significantly asymmetric component masses and shows the contribution from higher modes\footnote{The component masses for GW190412 system are $m_1 = 30.1_{-6.6}^{+4.9} M_\odot$ and $m_2 = 8.3_{-1.6}^{+0.9} M_\odot$.} [56]. The IMBH system GW190521 \footnote{GW190521 reported with an iFAR greater than 4900 years using targeted CBC searches [6].} of total mass $163 M_\odot$ was observed with high significance in cWB plus GMM with an iFAR of greater than 200 years, which shows an iFAR for 65 years in all-sky burst cWB search [20]. A similar trend is observed for other events in Table IV, with total source mass $M > 100 M_\odot$. The CBC event count acts as a verification step just to review the sensitivity of cWB plus GMM search against standard cWB all-sky search.

![Cumulative number of events vs iFAR](image)

**FIG. 4:** The cWB plus GMM (purple) and standard cWB (green) observed the cumulative number of events versus iFAR in the low-frequency range. The iFAR distribution for all coincident data is plotted using triangular markers, while the line with circular markers shows the distribution after the removal of known CBC events. The expected mean value of background shows as a solid gray line with 1, 2 and 3$\sigma$ Poisson uncertainty (shaded regions).

V. DISCUSSIONS

This paper provides a robust method of direct usage of a supervised machine learning approach at the postproduction stage of a well-established model-independent cWB detection algorithm. The work employs a Gaussian mixture modeling approach to model cWB triggers (signal as well as noise) in a multidimensional attribute set. The GMM modeling helps to classify background glitches from the transient GW signals in a log likelihood-based test statistic. While this approach was initially conceptualized in [1] here, we extend it further in conditioning the attribute set by first taking an appropriate subset targeted for a given signal class. Then introduce appropriate reparametrization of the attributes ensuring the well-behaved distributions for the construction of GMM.

We use the cWB triggers set from the all-sky short-duration burst search during O3a coincident data from the two Advanced LIGO detectors. We consider the signals from generic morphology and specific CCSN models used in [20] for sensitivity study. For generic morphology, there is a definite improvement in sensitivity for a fixed value of false alarm rate for all waveforms using the cWB plus GMM method over the standard cWB. We observed notable improvement for the Gaussian pulse, which falls in the bin LF1 containing a very short and loud (blip-like) population of glitches. Sensitivity improvement to CCSN models clearly demonstrates the robustness of the cWB plus GMM method against the variation in morphology as well as distribution of waveforms as CCSN waveforms were not part of the training set.

The application of cWB plus GMM on the coincident data search is consistent with the all-sky short-duration burst results using the standard cWB search as published in [20]. No additional, significant events are observed. The search recovered the GWs signals from the BBH merger as found by the targeted search for CBC signals. We observed higher significance for massive CBC events compared to that reported in the all-sky burst [20]. This clearly shows the promise of the cWB plus GMM approach at the postproduction stage of the burst algorithm as it gives a better handle in distinguishing the short-duration bursts from that of the short-duration noisy glitches. We plan to further extend this work to Generalized mixture modeling [57], which allows us to model more complex distributions for the fourth and fifth observing runs of ground-based GW detectors [58].
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### APPENDIX: REPARAMETERIZATION OF ATTRIBUTES

Given the cWB trigger attributes $E_c$, $\eta_c$, $c_{02}$, $c_{22}$, $N_{ED}$, $N_{norm}$, $\chi^2$, $Q_{veto0}$, $Q_{veto1}$, $L_{veto0}$, $L_{veto1}$, and $L_{veto2}$. We reparameterize some of the attributes which do not follow a well behaved Gaussian distribution. In Table V, we show the reparameterized attributes along with their original form. We further show the reduction in the number of Gaussians after the reparameterization of the attributes. The distribution of reparameterized cWB trigger attributes for the signal initially chosen for GMM analysis and after the reparameterization is shown in Fig. 5.

| Event            | $\eta_c$ | $Q_{veto}$ | $c_{02}$ | $\chi^2$ | $N_{norm}$ | $M(M_{\odot})$ | $c_{WB}+GMM$ | $c_{WB}$ | iFAR in years |
|------------------|----------|------------|----------|----------|------------|----------------|-------------|----------|----------------|
| GW190408-181802  | 8.59     | 0.92       | 0.96     | 0.13     | 5.09       | -0.41          | 43.0$^{+12}_{-3.0}$ | 0.30      | 25.14          |
| GW190412         | 11.69    | 4.16       | 0.95     | 0.06     | 5.4        | 28.5           | 36.4$^{+3.8}_{-3.7}$ | 0.30      | 19.82          |
| GW190421-213856  | 6.46     | 0.31       | 0.97     | 0.07     | 4.41       | -0.38          | 72.9$^{+13.4}_{-14.7}$ | 0.30      | 0.04           |
| GW190426_190642  | 5.52     | 0.45       | 0.88     | 0.08     | 4.07       | -0.65          | 184.4$^{+6.6}_{-3.5}$ | 0.02      | 0.01           |
| GW190503_185404  | 7.34     | 0.34       | 0.93     | 0.02     | 4.76       | 1.65           | 71.7$^{+9.4}_{-8.3}$  | 0.84      | 0.70           |
| GW190513_205428  | 7.05     | 1.67       | 0.86     | 0.15     | 3.77       | -2.99          | 53.9$^{+5.9}_{-5.9}$  | 0.07      | 0.28           |
| GW190517_055101  | 6.08     | 0.19       | 0.88     | -0.15    | 3.05       | -2.79          | 63.5$^{+9.6}_{-9.6}$  | 0.08      | 0.01           |
| GW190519_153544  | 10.13    | 0.53       | 0.89     | 0.01     | 7.63       | 18.04          | 106.6$^{+13.5}_{-14.8}$ | 33.83     | 7.78           |
| GW190521         | 9.24     | 0.60       | 0.92     | -0.16    | 10.53      | 32.45          | 163.9$^{+39.2}_{-23.5}$ | > 200     | 65.38          |
| GW190521_074359  | 14.19    | 0.56       | 0.96     | -0.08    | 8.44       | 72.77          | 74.7$^{+7.0}_{-4.8}$  | > 200     | 326.88         |
| GW190602_175927  | 7.25     | 0.43       | 0.95     | -0.13    | 6.5        | 116.3$^{+19.0}_{-15.6}$ | 0.54      | 0.51           |
| GW190706_222641  | 9.29     | 0.79       | 0.83     | -0.10    | 7.36       | 24.93          | 104.1$^{+20.2}_{-13.9}$ | > 200     | 65.38          |
| GW190727_060333  | 5.86     | 0.35       | 0.96     | 0.17     | 4.96       | -2.94          | 67.1$^{+11.7}_{-8.0}$  | 0.07      | 0.006          |
| GW190728_064510  | 6.50     | 3.94       | 0.87     | -0.13    | 2.55       | -4.93          | 20.6$^{+2.8}_{0.0}$   | 0.02      | 0.051          |
| GW190828_063405  | 10.27    | 0.84       | 0.82     | 0.10     | 5.01       | 8.78           | 58.0$^{+7.7}_{-4.8}$  | 7.52      | 163.44         |
| GW190915_235702  | 8.07     | 0.42       | 0.95     | 0.06     | 4.29       | 5.29           | 59.9$^{+7.5}_{-6.4}$  | 3.07      | 5.36           |
| GW190929_012149  | 5.97     | 0.22       | 0.85     | 0.103    | 3.44       | -6.20          | 104.3$^{+34.9}_{-25.2}$ | 0.01      | 0.009          |

### TABLE IV: Table of CBC candidate events identified by cWB in GWTC-2 and GWTC-2.1. The columns show the effective correlated signal-to-noise $\eta_c$, energy distribution of the event over different time segments $Q_{veto0}$, network correlation coefficients $c_{02}$, residual noise energy measure $\chi^2$, the ratio between the reconstructed energy and the total energy $N_{norm}$ and source total mass $M$ reported in GWTC-2 [2] and GWTC-2.1 [3]. The two rightmost columns report event significances for the cWB plus GMM search and the standard cWB all-sky search.

### TABLE V: Details of reparameterization.

| Original attribute set | Reparametrized attribute set |
|------------------------|-----------------------------|
| $\eta_c$               | $\log_{10}(\eta_c)$         |
| $c_{02}$               | $\logit(c_{02})$            |
| $c_{22}$               | $\logit(c_{22})$            |
| $N_{ED}$               | $\log_{10}(N_{ED} + 10^3)$  |
| $E_c$                  | $\log_{10}(E_c)$            |
| $N_{norm}$             | $N_{norm}$                  |
| $\chi^2$              | $\chi^2$                    |
| $Q_{veto0}$            | $\log_{10}(Q_{veto0} + 1)$  |
| $Q_{veto1}$            | $\log_{10}(Q_{veto1})$      |
| $L_{ratio}$            | $\logit(L_{ratio})$         |
| $L_{veto2}$            | $\logit(L_{veto2} \times 0.99)$ |

| Model Original attribute set | Reparametrized attribute set |
|-----------------------------|-----------------------------|
| Number of optimum Gaussians in GMM |
| Signal                      | 113                         |
| Noise                       | 115                         |
FIG. 5: The corner plot showing the one and two dimensional distribution of the reparametrized cWB trigger attribute for the signals before (top) and after (bottom) the reparameterization.
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