Distinct roles of the anterior cingulate and prefrontal cortex in the acquisition and performance of a cognitive skill
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The purpose of the present work is to study the functional roles of two predefined regions of interest: one in the left anterior cingulate cortex (ACC) that seems to reflect goal-relevant control demand, and one in the left prefrontal cortex (PFC) that reflects memory retrieval demand. Two slow event-related brain imaging experiments were conducted, adapting a cognitive skill acquisition paradigm. Experiment 1 found that both left ACC and left PFC activity increased parametrically with task difficulty. Using a slight modification of the same basic paradigm, Experiment 2 attempted to decouple retrieval and control demands over the course of learning. Participants were imaged early in training and again several days later, after substantial additional training in the task. There was a clear dissociation between activity in the left PFC and the left ACC. Although the PFC region showed a substantial decrease in activity over the course of learning, reflecting greater ease of retrieval, the ACC showed the opposite pattern of results with significantly greater activity after training, reflecting increased control demand. Moreover, the increased response in the ACC occurred when errors and latencies were smallest.

S

Studies of cognitive neuroimaging have consistently shown that the anterior cingulate cortex (ACC) and lateral areas within the prefrontal cortex (PFC) are critically active when participants are engaged in cognitively demanding tasks (1, 2). However, researchers in the field are still trying to articulate the constituent cognitive processes. The second experiment tries to separate the function of these regions by using a learning paradigm. The predominant result in cognitive neuroimaging work in the context of its role in cognitive control and its relationship to other frontal brain areas in the service of control (2, 5–7). A variety of theories have been proposed for the role of ACC in cognition. Some theories (8–10) have postulated that it is involved in top-down control of cognition, whereas other theories have related ACC activity to very specific functions such as error detection. Its role in error detection is supported by error-related negativity in event-related potentials observed when errors are made in speeded response tasks (11, 12). However, ACC activity occurs in many more situations than when there are errors, and another interpretation of its activity is that it is a reflection of task difficulty as indexed by errors or reaction time (13). Another view has been proposed (14, 15) that the true function of ACC is monitoring for conflict among potential responses, as occurs in the Stroop task (16–18), and that other regions of the cortex actually respond to the detected conflict. However, we have recently shown that ACC activity can reflect some sort of cognitive demands that do not involve any overt responses or competition among responses (19). Along this line, a more general view has begun to emerge suggesting ACC is responsive not simply to response conflict but also to more general types of conflict, such as semantic (20) or retrieval conflict (21).

Based on this research, we have proposed that ACC serves a related but more general role than conflict detection in cognition (22): it implements the goal module in the ACT-R cognitive modeling architecture (23), the responsibility of which is to update abstract control states in tasks that require following a course of mental activity independent of the external situation. For example, while mentally solving an algebra problem (22), it is necessary to keep track of where one is in the solution of the problem. More generally, whenever a branch point in a mental sequencing of operations needs to be marked, an additional control state is required. Such conditions arise, for example, when one must wait for a retrieval operation to complete before continuing with a mental computation, or when one needs to evaluate which of a number of alternative solution paths to follow. The ROI in the current work is a predefined ACC region shown by previous studies in our laboratory to reflect this module [Brodmann’s area (BA) 24/32, a 9 × 16 × 13-mm3 region centered at −6, 10, 39 in Talairach coordinates; Fig. 1a].

The PFC is a large region of the cortex, and areas within the PFC have been shown to be differentially active across a wide range of cognitive tasks (24, 25). The subregion of PFC of interest in this paper has been shown to reflect both control processes (16, 26–28) as well as memory retrieval and encoding processes (24, 25, 29–35). Consistent with these studies, we have defined a PFC ROI (a box 16 × 16 × 13 mm3 centered at −42, 23, 24 in Talairach coordinates corresponding to Brodmann’s area 9/46; Fig. 1b). We have demonstrated across a variety of studies that this region increases in activity as retrieval demands increase (36–40).
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12942

1, 2) with an

The first experiment followed a 2-day protocol where partici-

pants were trained on the first day and returned the next day for

training and applying rules uniquely associated with eight

sports, participants later were told to extract from those facts

rules about the timing of the two events. For instance, in this

case, the second hockey game was 2 days later (Monday + 2 =

Wednesday) and 1 hr earlier (3:00 p.m. − 1 = 2:00 p.m.), so

hockey was a “+2, −1” rule. Each sport was uniquely associated

with a single rule. Participants had to extract this type of rule for

each sport and apply the rules to new cases. So, they might be

asked when the second hockey game was if the first game had

been played on Tuesday at 3:00 p.m. (answer: Thursday at 2:00

p.m.). For the purposes of the present research, there are two

important features. The first is that there is dramatic speedup

over the course of days of practice on a set of rules like this, and

response latencies often improve by a factor of two or more.

Second, an asymmetry in rule application appears. Initially,

there is little difference whether participants are asked to apply

the rule in one direction or the other (computing the second time

given the first or vice versa). However, if the participants practice

rules in only one direction, they become faster in the direction in

which they have practiced.

Experimental Overview
The current experiments have their origins in work studying the

behavioral changes that take place when one acquires a new skill,

transitioning from the state of novice to expert in a complex task

(41, 42). The task involved initially learning facts about pairs of

times for sports events. For instance, a participant might be told

that the first hockey game played was on Monday at 3:00 p.m.,

and the second game was played on Wednesday at 2:00 p.m.

After memorizing a small set of facts like this one for different

sports, participants later were told to extract from those facts

rules about the timing of the two events. For instance, in this

case, the second hockey game was 2 days later (Monday + 2 =

Wednesday) and 1 hr earlier (3:00 p.m. − 1 = 2:00 p.m.), so

hockey was a “+2, −1” rule. Each sport was uniquely associated

with a single rule. Participants had to extract this type of rule for

each sport and apply the rules to new cases. So, they might be

asked when the second hockey game was if the first game had

been played on Tuesday at 3:00 p.m. (answer: Thursday at 2:00

p.m.). For the purposes of the present research, there are two

important features. The first is that there is dramatic speedup

over the course of days of practice on a set of rules like this, and

response latencies often improve by a factor of two or more.

Second, an asymmetry in rule application appears. Initially,

there is little difference whether participants are asked to apply

the rule in one direction or the other (computing the second time

given the first or vice versa). However, if the participants practice

rules in only one direction, they become faster in the direction in

which they have practiced.

Experiment 1
The first experiment followed a 2-day protocol where partici-

pants were trained on the first day and returned the next day for

the imaging session. Training involved extensive practice in

learning and applying rules uniquely associated with eight

different sports. Each rule was created by pairing a day operator

(either incrementing or decrementing the day by 1 or 2) with an

hour operator (either incrementing or decrementing the hour by

1 or 2) and assigning a unique sport label (e.g., hockey was +2, −1;

baseball was −1, −2; and so on). Participants initially

learned these associations explicitly and so did not need to infer

them, differing from the original behavioral work. Table 1

illustrates the full range of stimulus types presented during the

imaging session. The table shows a 2 × 2 within-subject design,

where two factors were manipulated: recall demand and rule

direction. Recall demand was manipulated by giving participants

two types of stimuli: recall and explicit. A recall trial was one

where a sport label was presented with a random given day and

hour. Using the sport cue, participants had to recall the associ-

ated rule and apply the recalled rule to the given day and hour
to compute the target response. Explicit trials differed from

recall trials, in that they required no recall of a rule. Rather than

presenting a sport label to cue the rule in these stimuli, an explicit

label like “+2, −1” was used instead, so the requisite rule was

explicitly provided.

The direction manipulation relates to the direction in which a

computation was performed, which in turn depended on the

direction in which a participant practiced during training. Some

participants practiced going from the top to the bottom of the

screen (that is, day and hour were displayed across the top of the

screen, empty target slots at the bottom), whereas others prac-

ticed solving from the bottom to the top of the screen. A reverse

trial for someone practiced in the top-to-bottom direction was a

stimulus where the bottom, or result, was given, and the partic-

ipant had to “work backward” to fill in the empty slots given at

the top of the screen. Thus, simply noting a presented stimulus

was consistent with the direction of the training, indicating the

computation should be performed in the usual way (the forward

direction). Noting that a stimulus was inconsistent with the

training direction indicated the computation should be per-

formed in the reverse direction, where the signs of the rule

needed to be inverted before being applied to the presented day

and hour.

Results. Table 2 presents the error and accuracy data for the

experiment. Repeated-measures ANOVAs were computed for

both error and latency data. There was a main effect of recall on

accuracy [F (1,6) = 9.658, P = 0.021, mean squared error

(MSE) = 0.015], a marginal effect of direction [F (1,6) = 3.761,

P = 0.10, MSE = 0.011], and no recall by direction interaction

[F (1,6) = 0.073, MSE = 0.014]. The latency data generally

mirrored the error data. There were main effects of recall [F

(1,6) = 31.168, P = 0.001, MSE = 225,585] and direction [F


Table 1. Typical stimuli presented to participants in Experiments

1 and 2

Forward Reverse

Explicit
Tuesday 3
+2 −1
+2 −1

Recall
Wednesday 5
Hockey
Hockey

----- -

----- -

----- -

----- -

----- -

----- -

Thursday 2

Friday 4

Table 2. Experiment 1: Latency in milliseconds (standard error)
and proportion error (standard error) by condition

| Rule type | Forward | Reverse |
|-----------|---------|---------|
| Explicit  | 3,837 (351) | 4,617 (339) |
| Recall    | 4,760 (291) | 5,698 (322) |

Shown are forward and reverse explicit stimuli (top, Experiment 1) and
forward and reverse recall stimuli (bottom, both experiments).
The blood-oxygenation level-dependent (BOLD) response for each trial was computed by using the mean of the first two data scans of the trial as the baseline from which percent change was calculated over the full time course of the trial. The data used in the following analyses were the areas under the BOLD response curves over the first 12 scans for each trial. The assumption in using this measure is that the area under the curve in a particular condition serves as a proxy for the amount of work done by that area during that condition (36). Figs. 2 and 3 show the BOLD data for the PFC and ACC regions, respectively. In the PFC, there was a main effect of recall [explicit rule vs. recall rule; $F(1, 6) = 9.778$, $P < 0.02$, MSE = 0.1284] and a main effect of direction [forward vs. reverse; $F(1, 6) = 17.155$, $P < 0.006$, MSE = 0.763]. The recall by direction interaction was not significant. Similarly, in the ACC, there was a main effect of recall [explicit rule vs. recall rule, $F(1, 6) = 11.324$, $P < 0.02$, MSE = 0.467] and a main effect of direction [$F(1, 6) = 10.026$, $P < 0.02$, MSE = 0.472]. The recall by direction interaction was not significant.

This experiment confirmed that both the ACC and PFC responded to the manipulation of retrieval (recall vs. explicit) in the same way that they responded to the manipulation of rule direction (forward vs. reverse). The more difficult conditions under both manipulations required participants to engage in extra steps of recall, increasing retrieval demands that impacted the PFC and increasing control demands that impacted the ACC.

**Experiment 2**

The previous experiment illustrated a situation where the PFC and ACC responded similarly. However, the response of these two regions was attributed to different factors. In the case of the PFC, it was the requirement for an extra retrieval, and in the case of the ACC, it was the requirement of extra control for that retrieval. According to this analysis, the expectation is that any complexity manipulation requiring an extra step of retrieval will produce increased responses in both regions. However, if this analysis is correct, it should be possible to dissociate the two areas. One should be able to get a differential response in the PFC but not the ACC by manipulating the difficulty of a retrieval step (through practice) rather than the number of retrieval steps. Conversely, one should be able to get a differential response in the ACC but not the PFC by introducing a control step that does not require extra retrieval.

The second experiment used a multiday protocol where two event-related imaging sessions were conducted, so that activity at the beginning and end of practice with the task could be compared. Two manipulations were used to produce different directions of effects in the ACC and the PFC. First, the experiment attempted to reduce the PFC response by giving 2 days of extensive practice between imaging sessions. The practice should speed up retrieval of the relevant information but not change the number of steps of processing required. Second, the experiment attempted to increase the number of steps of processing on the last day without increasing the number of steps of retrieval. This was achieved by introducing a forward/reverse direction manipulation on the last day. This would require an extra decision step to decide in which direction to apply the rule, but we attempted to design the materials so an extra retrieval step would not be required.

In the previous experiment, participants were initially given the rule for each sport in explicit form, like “+2, –1.” This representation constrained the rules to be inherently directional and so resulted in an extra step of inversion when working in the reverse direction. The current experiment modified that procedure somewhat to make the material initially neutral to direction. Participants were taught the material in a manner closer to the original behavioral experiments, where on the first day, they memorized six different sports facts of the form “Hockey is played on Tuesday at 3:00 p.m. and Thursday at 2:00 p.m.” In this form, knowledge is not given an explicit direction, like “+2, –1,” as it was given in the first experiment. Therefore, it is equally appropriate for application in either direction, and participants were free to extract a representation of their choosing in relating the timing of events for each sport. Of course, as participants practiced the material, they probably extracted some form of directional rule (42); however, the hope was that their representation would not require the inversion of an explicit rule.

To summarize the expectations of the two manipulations, extensive practice should reduce retrieval time. Introducing the directionality manipulation on the last day should yield an extra step of decision making in which participants had to note in which direction a rule should be applied. Thus, the strong predictions were that the PFC should show a reduced response from the beginning to the end of practice, reflecting faster retrieval, whereas the ACC should show an increased response on the final day, reflecting increased demand from extra decision making.

**Results.** The accuracy and latency effects are shown in Table 3. Repeated-measures ANOVAs were computed for both error data and latency data by using trial type as a factor [imaging session 1 (S1), imaging session 2 forward (S2F), imaging session 2 reverse (S2R)]. Only correct trials were included in the analysis of the latency data. There were main effects of trial type for both proportion error [$F(2, 22) = 11.61, P < 0.001$, MSE = 0.003] and latency [$F(2, 22) = 14.54, P < 0.001$, MSE = 2,834,573]. In terms of these behavioral measures, S1 forward rules were the most difficult, followed by S2R and finally S2F.

Fig. 4 shows the BOLD data for the PFC region. The main expectation of a reduction in PFC activity due to increased
retrieval speed with practice was confirmed; the magnitude of BOLD response for forward rules was smaller during session 2 than session 1 \(F(1,11) = 8.674, P < 0.013, \text{MSE} = 0.662\). Reverse rules elicited a stronger response than forward rules on session 2, but this was only marginally significant \(F(1,11) = 4.303, P < 0.062, \text{MSE} = 0.922\). This directional effect replicates the first experiment.  

Fig. 5 shows the BOLD data for the ACC region. The main expectation of a greater ACC response in the final session because of increased control demands was also confirmed; ACC activity for session 2 forward rules was significantly greater than for session 1 forward rules \(F(1,11) = 10.027, P < 0.009, \text{MSE} = 0.082\). This result establishes a clear dissociation between the PFC and the ACC. There was not a significant difference between forward and reverse rules during session 2 \(F(1,11) = 0.077, P = 0.788\). The lack of an effect of direction contrasts with the effect of direction on the ACC in the first experiment, consistent with the experimental goal of eliminating an extra step of explicit rule inversion for reverse rules.  

To further corroborate the notion that the extra decision-making step during the final imaging session in fact had an impact cognitively, the behavioral data from session 2 forward rules were compared to the practice data in the laboratory on the previous day. Indeed, the error rate during the last imaging session was significantly greater than the immediately previous nonimaging practice session \(0.089 \text{ vs. } 0.048, F(1,11) = 19.269, P < 0.001, \text{MSE} = 0.001\), and response latencies were significantly longer \(5.377 \text{ vs. } 4.591 \text{ msec}, F(1,11) = 5.278, P < 0.05, \text{MSE} = 701.961\). These differences reflect the cost of making the extra decision step during the final imaging session.  

Conclusions

The two experiments have used the same basic paradigm to produce strikingly different patterns of results in the PFC and the ACC. In Experiment 1, where the manipulations introduced extra steps of retrieval, there were parallel effects in the two regions. This is predicted by a model in which additional retrievals require additional control states. In contrast, Experiment 2 showed the PFC and the ACC responded in almost opposite manners, as revealed by the contrast across sessions for forward rules. The PFC reduced its response in session 2, reflecting the faster retrieval, and the ACC increased its response, reflecting the increased task-related decision-making demand.  

Although we have never before produced a demonstration of opposite response in the PFC and the ACC, these results are consistent with the general effects in our laboratory. In two tasks [one algebra (22) and one an algebra isomorph (19)], the number of steps of algebraic transformation increased the response in both the PFC and the ACC, whereas practice produced a reduction in PFC activity but had no effect on ACC activity. Each step of algebraic transformation required both extra control steps and retrieval of extra knowledge to perform the transformation. However, practice only sped up the retrieval process and had no effect on the number of control steps, because the participant still had to go through the same mental transformations.  

At a general level, the current work has demonstrated several important points. The decrease in PFC activity over the course of learning is a typical result found in the literature, and this effect is attributed to the increased efficiency of the retrieval process (3). On the other hand, the results for the ACC could be viewed as a relatively uncommon result, because its activity increased after extensive practice. However, the proposed model of the role of ACC in control explains this result, because an extra control step was required during the final session. Finally, it is notable that the pattern of activity shown by the ACC in the second experiment is not consistent with a general view where increased activity reflects increases in difficulty, error rates, or latency measures. Indeed, ACC activity was greatest when error rates and latencies were smallest.  

Methods

Participants. Seven (two male) right-handed native English-speaking Carnegie Mellon University (CMU) graduate and undergraduate students enrolled in Experiment 1. Participant ages ranged from 22 to 34 years of age. Twelve (three male) right-handed native English-speaking CMU graduate and undergraduate students enrolled in Experiment 2. Participant ages ranged from 18 to 24 years of age. Institutional Review Board approval was obtained from both CMU and the University of Pittsburgh. All participants gave informed consent in accordance with CMU and University of Pittsburgh guidelines.  

Experiment 1. Two-day protocol. The stimulus structure in this experiment was derived from the stimuli reported in ref. 41. There were underlying arithmetic relationships for eight sports...
between the first and second event times, as described earlier for Experiment 1.

**Day 1.** Participants memorized and practiced associations of sport label to arithmetic operators for each of eight unique sports. There were eight blocks of training. Within each block, each of the eight sports was practiced six times for a total of 48 trials per block yielding a total of 384 practice trials. The given day and time presented with a sport during a particular trial were selected randomly. Trials during the first two blocks presented the underlying rule with the sport label. Participants were told they needed to memorize the associations, which were not presented in subsequent blocks. Four of the participants practiced in a top-to-bottom screen presentation, the rest in bottom-to-top screen presentation.

**Day 2: Imaging session.** Before imaging, participants were instructed that they would be presented with a mixture of trials, including those like they had been practicing, explicit trials, and reverse trials (see Experiment 1). Before imaging, they performed two practice blocks identical in structure to the training blocks on day 1. Within a block, each of the eight sports was practiced six times for a total of 48 trials per block. Next, participants practiced two blocks of explicit rules identical in structure to the blocks presented on day 1, with the difference that the sport label was replaced by the explicit rule. Each of the eight rules was practiced six times in a block for a total of 48 trials per block. After this practice, participants took part in the imaging phase of the experiment.

Imaging was event-related. Each trial lasted for 18 sec and was synchronized with scan onset. When a response was given, the display transitioned into a fixation stimulus that remained on for the remainder of the 18 sec. Participants responded with a right-handed five-button response glove. When the target response was a day of the week, the mapping from thumb through pinky finger was Monday through Friday. Similarly, when the response target was a digit, the mapping from thumb through pinky finger was digits one through five. Each response consisted of two key presses; by convention, the first indicated the target day and the second indicated the target hour.

Functional images were acquired with a conventional 3.0-T GE (General Electric) Signa whole-body scanner using a standard RF head coil. Twenty-seven oblique axial slices (3.20-mm thickness, 3.125-mm2 in-plane resolution) were acquired parallel to the anterior commissure–posterior commissure (AC-PC) line, with the middle of the fifth slice from the bottom through the AC-PC line (a total of 86.4 mm of brain coverage). Functional images were acquired by using a two-shot T2*-weighted reverse spiral scan pulse sequence [repetition time (TR) = 1,200 msec, echo time (TE) = 34 msec, field of view = 20 cm, flip angle = 70°; ref. 43]. Scanning was event-related, with image acquisition synchronized to stimulus onset, such that 15 volumes, each containing 27 slices, were acquired during each 18-sec trial. Anatomical scans (36 slices) were acquired by using a standard T1-weighted pulse sequence, with the middle of the 15th slice from the bottom through the AC-PC line. Images were then coregistered to a common reference structural MRI scan by means of a 12-parameter algorithm (44) automatic image registration (AIR) and smoothed with an 8-mm full-width-half-maximum 3D Gaussian filter to accommodate individual differences in anatomy.

Participants performed 8–10 blocks of 20 trials each during the imaging session. In eight trials within a block, the participant simply copied the given as a response and served to establish baseline measures. Four trials were fixation trials, in which the participant could simply rest. There were eight critical trials in each block consisting of two observations of each of the four conditions in Table 1. Each imaging trial lasted for 18 sec and was synchronized with scan onset. Participants were given 8.4 sec to completely respond. If participants responded correctly, the display remained in place with target items filled in for 1.2 sec and then transitioned into a fixation stimulus that remained on for the remainder of the 18 sec. If they did not respond in the allotted time, the display flashed red for 1.2 sec and then was updated to show the fixation stimulus for the remainder of the 18 sec. Similarly, any time the participant responded incorrectly, the display flashed red for 1.2 sec and then transitioned into the fixation display for the remainder of the trial. Both of these error trial types were ignored in subsequent analyses.

**Experiment 2. Five-day protocol.** The stimulus structure in this experiment was similar to that presented in the first experiment. For six sports, there were underlying arithmetic relationships between two event times.

**Day 1.** Participants memorized six different sport-scheduling facts of the form “Hockey is done on Tuesday at 3:00 p.m. and Thursday at 2:00 p.m.” There were 16 memorization blocks where only the sport label was given, and participants had to reproduce the 2 days and 2 hours from the original fact. Each of the six sports was presented three times per block for a total of 18 trials per block, yielding 3 × 16 = 48 practice trials for each fact at the end of the memorization.

**Day 2: Imaging session 1.** Before imaging, participants were told there was an underlying relationship unique to each sport relating the days and hours for that sport. Participants were instructed that they would be given partially complete stimuli containing a random day and a random hour. To solve each problem, they would have to remember the memorized example for the presented sport, infer the underlying rule that related the timings of the events, and use that inferred relationship to compute the target response. There were eight 9-min scanning blocks (detailed scanning procedure provided after the day 5 protocol below). Each stimulus was randomly constructed by using one of the six available sports, the days Monday through Friday, and the digits one through five. The presentation rate was self-paced, and the number of trials per block depended on how quickly participants solved problems.

**Days 3 and 4.** There were 12 blocks of training on each day using randomly constructed stimuli, as on day 2. Within a block, three of the sports were practiced 10 times each, and the remaining three sports were practiced two times each. At the end of the two training sessions, half of the sports received 240 trials of practice, whereas the other half received 48 trials of practice (the frequency manipulation was collapsed over in subsequent analyses because its effects were weak).

**Day 5: Imaging session 2.** Before imaging, participants were instructed that half of the trials would be presented in the same manner as they had been practicing in the previous training sessions, whereas the other half would be presented in the opposite direction (as described earlier in Experiment 2), where one needed to work backward to compute the target response. There were eight 9-min blocks. Stimuli were generated randomly as on day 2, and forward and reverse trials were randomly mixed over the course of each block, each occurring half the time. As in the first imaging phase, presentations were self-paced.

The scanning procedure on days 2 and 5 was identical. Event-related functional images were acquired by using gradient echo-planar image acquisition on a Siemens (Iselin, NJ) 3-T Allegra Scanner with a standard RF head coil. Imaging parameters were repetition time = 1,500 msec, echo time = 25 msec, flip angle = 55°, field of view = 200 mm, matrix size = 64 × 64 (3.125 × 3.125-mm2 in-plane resolution per voxel), slice thickness = 3.2 mm, slice gap = 0 mm, and 29 oblique axial slices (parallel to the AC-PC line) per volume scan with the AC-PC at slice 22 from the superior. Anatomical scans (37 slices) were acquired by using a standard T2-weighted spin-echo pulse sequence, with the middle of the 26th slice from the superior through the AC-PC line. All images were coregistered to a...
common reference structural MRI scan by means of a 12-parameter automatic image registration algorithm (44) automatic image registration (AIR) and smoothed with an 6-mm full-width-half-maximum 3D Gaussian filter to accommodate individual differences in anatomy.

Scanning blocks were 9 min in length. The task was self-paced, so the number of trials per block was variable. After a response was indicated, a fixation was displayed for eight scans (12 sec) plus an additional amount of time (less than repetition time so the number of trials per block was variable). After a response, individual differences in anatomy.

Participants were given 30 sec to completely respond. If participants responded correctly, the display remained in place with target items filled in for 1.5 sec and then transitioned into a fixation stimulus that remained on for the remainder of the trial (~12 sec, as described above). If they did not respond in the allotted time, the display flashed red for 1.5 sec and then updated to show the fixation stimulus for the remainder of the trial. Similarly, any time the participant responded incorrectly, the display flashed red for 1.5 sec and then transitioned into the fixation display for the remainder of the trial. Both of these error trial types were ignored in subsequent analyses.
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