LEVEL OF DISTRIBUTION OF UNBALANCED CONVOLUTIONS

ÉTIENNE FOUVRY AND MAKSYM RADZIWIŁŁ

Abstract. We show that if an essentially arbitrary sequence supported on an interval containing \( x \) integers, is convolved with a tiny Siegel-Walfisz-type sequence supported on an interval containing \( \exp((\log x)^\varepsilon) \) integers then the resulting multiplicative convolution has (in a weak sense) level of distribution \( x^{1/2+1/66-\varepsilon} \) as \( x \) goes to infinity. This dispersion estimate has a number of consequences for: the distribution of the \( k \)th divisor function to moduli \( x^{1/2+1/66-\varepsilon} \) for any integer \( k \geq 1 \), the distribution of products of exactly two primes in arithmetic progressions to large moduli, the distribution of sieve weights of level \( x^{1/2+1/66-\varepsilon} \) to moduli as large as \( x^{1-\varepsilon} \) and for the Brun-Titchmarsh theorem for almost all moduli \( q \) of size \( x^{1-\varepsilon} \), lowering the long-standing constant 4 in that range. Our result improves and is inspired by earlier work of Green (and subsequent work of Granville-Shao) which is concerned with the distribution of 1-bounded multiplicative functions in arithmetic progressions to large moduli. As in these previous works the main technical ingredient are the recent estimates of Bettin-Chandee for trilinear forms in Kloosterman fractions and the estimates of Duke-Friedlander-Iwaniec for bilinear forms in Kloosterman fractions.

1. Introduction

A major open problem in prime number theory is to show the existence of some \( \delta > 0 \) such that for any integer \( a \neq 0 \) and for any \( A > 0 \) we have

\[
\sum_{\substack{q \leq x^{1/2+\delta} \\ (q,a)=1}} \left| \sum_{\substack{p \leq x \\ p \equiv a \, (mod \, q) \}} 1 - \frac{1}{\varphi(q)} \sum_{\substack{p \leq x \\ (p,q)=1}} 1 \right| \ll_{a,A} x (\log x)^{-A}
\]

uniformly for \( x \geq 2 \). We would then say that primes have a level of distribution \( x^{1/2+\delta} \) in a weak sense, and call \( \frac{1}{2} + \delta \) an exponent of distribution of the primes in a weak sense. If we could establish a similar statement but with the maximum over \( (a,q) = 1 \) inside the sum over \( q \) we would then drop the weak adjective (see [14] for a precise definition). For brevity we will not further distinguish between the two terms since we will be only concerned with the former “weak sense”.
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By Chebyshev’s inequality \((1)\) implies that for “almost all” (i.e., all with the exception of a density zero subset) moduli \(q \leq x^{1/2+\delta}\) the primes are well-distributed in arithmetic progressions \(n \equiv a \pmod{q}\).

The inequality \((1)\) follows for \(\delta < 0\) from the Bombieri-Vinogradov theorem, and for \(\delta = 0\) and \(A < 2\) from work of Bombieri-Friedlander-Iwaniec \([5]\). Zhang \([20]\) established \((1)\) for some \(\delta > 0\) with \(q\) restricted to \(x^\epsilon\) smooth moduli (see also \([6]\)).

The problem of establishing \((1)\) for some \(\delta > 0\) is challenging since it lies beyond the capability of the Generalized Riemann Hypothesis.

Underpinning any current approach to \((1)\) are dispersion estimates originally invented by Linnik. Roughly a dispersion estimate asserts that for \(M, N \geq 1\) and two arbitrary sequences \(\alpha = (\alpha_m)_{M < m \leq 2M}\) and \(\beta = (\beta_n)_{N < n \leq 2N}\) of complex numbers satisfying some minor technical conditions, we have for any \(a \neq 0\) fixed,

\[
\left| \sum_{\substack{Q \leq q \leq 2Q \atop (q,a) = 1}} \sum_{x < m \leq 2x \atop mn \equiv a \pmod{q}} \beta_m \gamma_n - \frac{1}{\varphi(q)} \sum_{x < n \leq 2x \atop (n,qr) = 1} \beta_n \gamma_n \right| \ll a, A x (\log x)^{-A}
\]

for \(x \approx MN\), uniformly in \(Q \leq x^{1/2+\delta}\) for some \(\delta > 0\). As usual the case of \(\delta < 0\) falls within the scope of techniques related to the Bombieri-Vinogradov theorem, and is well-understood (see \([4, \text{Theorem 0}]\) or \([16, \text{Theorem 9.16}]\)).

A necessary assumption in a dispersion estimate is that at least one of the sequences is well-distributed in arithmetic progressions having small moduli. This is referred to as a Siegel-Walfisz condition.

**Definition 1.** We say that a sequence \(\beta = (\beta_n)\) of complex numbers satisfies a Siegel-Walfisz condition (alternatively we also say that \(\beta\) is Siegel-Walfisz), if there exists an integer \(k > 0\) such that for any fixed \(A > 0\), uniformly in \(x \geq 2, q > |a| \geq 1, r \geq 1\) and \((a,q) = 1\), we have,

\[
\sum_{x < n \leq 2x \atop n \equiv a \pmod{q}} \beta_n = \frac{1}{\varphi(q)} \sum_{x < n \leq 2x \atop (n,qr) = 1} \beta_n + O_A(\tau_k(r) \cdot x(\log x)^{-A}).
\]

where \(\tau_k(n)\) is the \(k\)-th divisor function \(\tau_k(n) := \sum_{n_1 \ldots n_k = n} 1\).

For \(\delta > 0\) there are few results that address \((1)\) in wide generality. As we already mentioned at least one of the sequence \(\alpha, \beta\) needs to be Siegel-Walfisz. In all the cases that are known (i.e \([4, \text{Theorem 3}]\), \([9, \text{Théorème 1}]\) and \([11, \text{Corollaire 1}]\)) the Siegel-Walfisz sequence needs to be supported on an interval of length at least \(x^\epsilon \cdot (Q/\sqrt{x} + 1)^2\) (and no longer than say \(x^{1/6-\epsilon}\) or \(x^{1/12-\epsilon}\)). In particular the length of this interval is at least a power of \(x\) as soon as \(Q\) increases beyond \(\sqrt{x}\) by a small power of \(x\).
Our first result is a new dispersion estimate that roughly shows that \( Q = x^{1/2+1/66-\varepsilon} \) even if the Siegel-Walfisz sequence \( \beta \) is supported on a tiny interval of length \( \exp((\log x)^{\varepsilon}) \) for any sufficiently small \( \varepsilon > 0 \). We find this rather striking, since this means that a tiny smoothing of an otherwise arbitrary sequence supported on \( x \) integers allows one to suddenly reach a level of distribution \( x^{1/2+1/66-\varepsilon} \). We call such a convolution of two sequences of drastically different sizes an unbalanced convolution.

**Corollary 1.1.** Let \( k > 0 \) and \( \varepsilon > 0 \) be given. Let \( \alpha = (\alpha_m)_{M \leq m \leq 2M} \) and \( \beta = (\beta_n)_{N \leq n \leq 2N} \) be two sequences of complex numbers such that \( |\alpha_m| \leq \tau_k(m) \) and \( |\beta_n| \leq \tau_k(n) \) for all \( m, n \geq 1 \). Suppose that \( \beta \) is Siegel-Walfisz. Then for every \( A > 0 \), uniformly in \( M, N \geq 2 \) with \( MN/2 \leq x \leq 4MN \) we have,

\[
\sum_{Q \leq q \leq 2Q} \sum_{\substack{x < mn \leq 2x, \\ mn \equiv a \pmod{q}}}^{(q,a)=1} \alpha_m \beta_n - \frac{1}{\varphi(q)} \sum_{\substack{x < mn \leq 2x, \\ (mn,q)=1}} \alpha_m \beta_n \ll_A x(\log x)^{-A} \tag{4}
\]

provided that either of the following three conditions holds

(i) \( \exp((\log x)^{\varepsilon}) \leq N \leq Q^{-11/12} \cdot x^{17/36-\varepsilon} \) and \( 1 \leq |a| \leq x/12 \).
(ii) \( \exp((\log x)^{\varepsilon}) \leq N \leq x^{7/90-\varepsilon} \cdot Q \leq x^{53/105-\varepsilon} \) and \( 1 \leq |a| \leq x/12 \).
(iii) \( \exp((\log x)^{\varepsilon}) \leq N \leq x^{101/630-\varepsilon} \cdot Q \leq x^{53/105-\varepsilon} \) and \( 1 \leq |a| \leq (x/4)^{\varepsilon/1000} \).

Note that the left-hand side of (4) is identically zero if \( x \) falls outside of the interval \([MN/2, 4MN]\). Here i) gives the strongest estimate in the \( Q \)-aspect for very small \( N \), allowing for \( Q \) to go up to \( x^{1/2+1/66-3\varepsilon} \) provided that \( N \leq x^{\varepsilon} \), where-as ii) and iii) give stronger uniformity in the \( N \)-aspect at the price of a slightly weaker level of distribution.

A numerically stronger, but conditional, version of Corollary 1.1 appears in Fouvry’s thesis [8]. Fouvry’s result depends on the assumption of the still unproven Hooley’s \( R^* \)-conjecture on cancellations in short incomplete Kloosterman sums. To obtain the unconditional Corollary 1.1 we appeal instead to results of Duke-Friedlander-Iwaniec [7] and Bettin-Chandee [2]. These results can be used as unconditional substitutes for Hooley’s \( R^* \)-conjecture “on average”. A similar observation is implicit in the recent work of Green [18] which is the second starting point for our work.

Our dispersion estimate has a number of interesting corollaries, many of them relying on the observation that most integers \( n \) can be factored as \( n = pm \) with \( p \) a small prime in the range \( \exp((\log x)^{\varepsilon}) \), \( x^{\varepsilon} \). The first corollary concerns the distribution of the \( k \)th divisor function in arithmetic progressions to large moduli.
Corollary 1.2. Fix an integer $k \geq 1$ and $\varepsilon > 0$. Then uniformly for $x \geq 2$, $Q \leq x^{\frac{12}{33} - \varepsilon}$ and $1 \leq |a| \leq x/12$, one has the inequality

$$\sum_{Q \leq q \leq 2Q} \left| \sum_{x < n \leq 2x} \frac{1}{\varphi(q)} \sum_{x < n \leq 2x} \tau_k(n) - \frac{1}{\varphi(q)} \sum_{x < n \leq 2x} \tau_k(n) \right| \ll \varepsilon \frac{x}{(\log x)^{1-\varepsilon}}.$$  \hfill (5)

An interesting aspect of Corollary 1.2 is that it becomes stronger as $k$ increases. The trivial bound for the left-hand side of (5) is $\ll x(\log x)^{k-1}$. Therefore when $k$ is large we are saving $k$ powers of the logarithm over the trivial bound. We note that stronger results are known in the cases $k = 1, 2, 3$ (see [13]). However Corollary 1.2 is the first non-trivial result for $k > 3$ in the range $Q > x^{1/2 + \delta}$ with $\delta > 0$. It is likely that if we could replace $(\log x)^{1-\varepsilon}$ with $(\log x)^{1+\varepsilon}$ in (5) then interesting consequences for prime numbers would ensue.

Corollary 1.2 follows from a result that applies to general multiplicative functions.

Corollary 1.3. Fix an integer $k \geq 1$ and $\varepsilon > 0$. Let $g : \mathbb{N} \to \mathbb{C}$ be a multiplicative function such that $|g(n)| \leq \tau_k(n)$ for all integer $n \geq 1$. Suppose that the sequence $n \mapsto 1_n \cdot g(n)$ is Siegel-Walfisz. Then, uniformly for $x \geq 2$, $Q \leq x^{\frac{12}{33} - \varepsilon}$, and $1 \leq |a| \leq x/12$, we have

$$\sum_{Q < q \leq 2Q} \left| \sum_{x < n \leq 2x} g(n) - \frac{1}{\varphi(q)} \sum_{x < n \leq 2x} g(n) \right| \ll \varepsilon \frac{x}{(\log x)^{1-\varepsilon}}.$$  \hfill (6)

Corollary 1.3 improves on work of Green [18], and subsequent work of Granville-Shao [17] that extended Green’s work to all moduli. We notice that if one is only interested in prime moduli then the assumption that $g(p)$ is Siegel-Walfisz can be omitted (see Theorem 1.2). Both Green and Granville-Shao restrict their attention to multiplicative functions $g$ such that $|g(n)| \leq 1$ and obtain in these cases a weaker exponent of distribution $\frac{20}{39} < \frac{17}{33}$. Roughly speaking Corollary 1.3 is non-trivial for multiplicative functions for which there exists an $\varepsilon > 0$ such that $|g(p)| > \varepsilon$ for a positive proportion of primes. We are not aware of any naturally occurring multiplicative function that does not fulfill this condition.

Since most integers with exactly $k$ prime factors have a small prime factor in the range $[\exp((\log x)^{\varepsilon}), x^\varepsilon]$ we can apply our dispersion estimate in this case as-well.

Corollary 1.4. Fix $k \geq 2$ integer and $\varepsilon > 0$. Let $\Omega(n)$ denote the number of prime factors of $n$ counted with multiplicity. Then, uniformly for $x \geq 12$, $Q \leq x^{17/33 - \varepsilon}$ and
1 ≤ |a| ≤ x/12, we have
\[ \sum_{Q \leq q \leq 2Q} \sum_{\substack{x < n < 2x \\ n \equiv a \pmod{q} \\ \Omega(n) = k}} \left| 1 - \frac{1}{\varphi(q)} \sum_{\substack{x < n \leq 2x \\ (n, q) = 1 \\ \Omega(n) = k}} 1 \right| = o\left( x \cdot \left( \frac{\log \log x}{\log x} \right)^{k-1} \right) \tag{7} \]

as \( x \) tends to infinity.

A sieve bound shows that the number of integers with exactly \( k \) prime factors congruent to \( a \pmod{q} \) with \((a, q) = 1\) is
\[ \ll_k \frac{x}{\varphi(q)} \cdot \left( \frac{\log \log x}{\log x} \right)^{k-1}. \]

Thus Corollary 1.4 implies that as \( x \to \infty \), for almost all \( q \leq x^{17/33 - \varepsilon} \) with \((q, a) = 1\), we have
\[ \sum_{\substack{x < n \leq 2x \\ n \equiv a \pmod{q} \\ \Omega(n) = k}} 1 = (1 + o(1)) \cdot \frac{1}{\varphi(q)} \sum_{\substack{x < n \leq 2x \\ (n, q) = 1 \\ \Omega(n) = k}} 1. \]

We are unable at the moment to address the case of \( k = 1 \) which remains a challenging open problem. Previous results, such as the results of Fouvry-Iwaniec [12] required \( n = p_1 p_2 \ldots p_k \) to factor in a specific way where each \( p_i \) is localized in certain special intervals. Thus this did not allow one to obtain a result like Corollary 1.4. We notice, by the way, that a result saying that \( n = p_1 p_2 \) with \( p_1 \ll \exp((\log x)^{\varepsilon}) \) has an exponent of distribution of at least \( 17/33 - \varepsilon \) follows immediately from Corollary 1.1. Although we already said it before, we do find it striking that such a small perturbation of the sequence of primes leads to such a high level of distribution.

Combining Corollary 1.4 and Dirichlet’s divisor switching technique allows us to achieve a very high level of distribution for sieve weights of level up to \( x^{17/33 - \varepsilon} \).

**Corollary 1.5.** Let \( \varepsilon > 0 \) and \( k > 0 \) be given. Let \( \lambda = (\lambda_d)_{1 \leq d \leq z} \) be a sequence of complex numbers with \(|\lambda_d| \leq \tau_k(d)\). Then, we have
\[ \sum_{q \sim Q} \sum_{\substack{x < n \leq 2x \\ n \equiv a \pmod{q} \\ \Omega(n) = k}} \left( \sum_{d | n} \lambda_d \right) - \frac{1}{\varphi(q)} \sum_{\substack{x < n \leq 2x \\ (n, q) = 1 \\ \Omega(n) = k}} \left( \sum_{d | n} \lambda_d \right) \ll A \frac{x}{(\log x)^A}, \]

provided that either of the following three conditions holds:

(i) \( x \geq 12, \ z \leq x^{53/105 - \varepsilon}, \ x^{1-\varepsilon} > Q > x^{529/630 + \varepsilon} \) and \( 1 \leq |a| \leq x^{\varepsilon/10000} \)

(ii) \( x \geq 12, \ z \leq x^{53/105 - \varepsilon}, \ x^{1-\varepsilon} > Q > x^{83/90 + \varepsilon} \) and \( 1 \leq |a| \leq x^{1-3\varepsilon} \)

(iii) \( x \geq 12, \ z \leq x^{1/2 + \delta - \varepsilon}, \ x^{1-\varepsilon} > Q > x^{(71+66\delta)/72 + \varepsilon} \), and \( 1 \leq |a| \leq x^{1-3\varepsilon} \) for any fixed \( 0 < \delta < \frac{1}{66} \). In this case the implicit constant in \( \ll_A \) depends additionally on \( \delta \).
To make comparison between the $Q$-ranges in Corollary 1.5 easier we record the numerical values

$$\frac{529}{630} = 0.83962\ldots, \frac{83}{90} = 0.92222\ldots, \frac{71}{72} = 0.98611\ldots$$

Corollary 1.5 implies an improvement in the Brun-Titchmarsh theorem for almost all moduli $q \in [x^{1-\varepsilon}, 2x^{1-\varepsilon}]$ which is new for all sufficiently small $\varepsilon > 0$.

**Corollary 1.6.** Let $\frac{1}{2} < \theta < 1$, $\varepsilon > 0$ and $C > 0$ be given. Then, for every $A > 0$ we have,

$$\#\{q \in [x^{\theta}, 2x^{\theta}] \text{ and } (q,a) = 1 : \pi(x; q, a) > \frac{(4 - \frac{2}{53} + \varepsilon)x}{\varphi(q) \log x}\} \ll_A \frac{x^{\theta}}{(\log x)^A} (8)$$

uniformly in $x \geq 2$ and $1 \leq |a| \leq (\log x)^C$. Moreover,

(i) If $\theta > \frac{83}{90}$ then (8) holds uniformly in $x \geq 2$ and $1 \leq |a| \leq x^{1-3\varepsilon}$

(ii) If $\theta = 1 - \eta$ with $0 < \eta < \frac{1}{20}$ then (8) holds with $4 - \frac{2}{53}$ replaced by $\frac{66}{17-36\eta}$,

uniformly in $x \geq 2$ and $1 \leq |a| \leq x^{1-3\varepsilon}$.

Thus as $\theta$ approaches 1 the constant in the Brun-Titchmarsh inequality approaches $\frac{66}{17} = 3.88\ldots$ for almost all moduli $q \in [x^{\theta}, 2x^{\theta}]$. The important point in Corollary 1.6 is that it breaches in all ranges the value 4 which is a consequence of techniques related to the Bombieri-Vinogradov theorem. Conjecturally we expect that the optimal constant is equal to 1.

For comparison we note that for $\frac{9}{10} < \theta < 1$ Fouvry showed in [10] that

$$\pi(x; q, a) \leq \left(\frac{4}{2 - \theta} + o(1)\right) \cdot \frac{x}{\varphi(q) \log x} (9)$$

for almost all $q \in [x^{\theta}, 2x^{\theta}]$ with $(q, a) = 1$, with at most $\ll_A x^{\theta} (\log x)^{-A}$ exceptions. In the range $\frac{1}{2} < \theta < \frac{9}{10}$ Fouvry obtains numerically stronger results than [9]. In the range $\frac{1}{2} < \theta < 0.56$ the strongest currently known results are due to Baker-Harman [1]. Their work is motivated by applications to the size of the greatest prime factor of $p - 1$ with $p$ prime.

1.1. **Precise statement of the main theorem.** We now discuss the precise estimates that we obtain and from which Corollary 1.1 follows. We also set-up here the notations that will be used throughout the remainder of the paper, and discuss the main ingredients in the proof of Corollary 1.1.

Let $\beta = (\beta_n)$ be a sequence of real numbers supported on $N < n \leq 2N$. The $\ell_2$ norm is defined by

$$\|\beta\|_{2,N} = \left(\sum_{N < n \leq 2N} |\beta_n|^2\right)^{1/2}.$$
To avoid constantly writing $N < n \leq 2N$ in subscripts, we will abbreviate this in subscripts as $n \sim N$, however outside of subscripts the notation $\sim$ corresponds to the usual asymptotic notation.

Given a sequence $\beta = (\beta_n)$ and integers $a, q$ with $q \geq 1$ and $(a, q) = 1$ we measure the distribution of $\beta$ in arithmetic progressions $a \pmod q$ by considering the discrepancy,

$$E(\beta, N, q, a) := \sum_{n \sim N, n \equiv a \pmod q} \beta_n - \frac{1}{\varphi(q)} \sum_{n \sim N} \beta_n,$$

and the slight variant,

$$E^*(\beta, N, q, a; r) := \sum_{n \sim N, n \equiv a \pmod q} \beta_n - \frac{1}{\varphi(q)} \sum_{n \sim N} \beta_n,$$

defined for all $r \geq 1$.

When dealing with two sequences $\alpha = (\alpha_m)$ and $\beta = (\beta_n)$ supported respectively on integers $M < m \leq 2M$ and $N < n \leq 2N$, we define

$$E(\alpha, \beta, M, N, q, a) := \sum_{m \sim M, n \sim N, \delta \equiv 0 \pmod q} \alpha_m \beta_n - \frac{1}{\varphi(q)} \sum_{m \sim M} \alpha_m \sum_{n \sim N} \beta_n.$$ 

We are interested in understanding

$$\Delta(\alpha, \beta, M, N, Q, a) := \sum_{q \sim Q} \left| E(\alpha, \beta, M, N, q, a) \right|. \quad (12)$$

The contribution of the small moduli to $\Delta(\alpha, \beta, M, N, q, a)$ is captured by

$$E^*(\beta, N, Q) := \sum_{\delta} \sum_{v \sim Q/\delta} \sum_{(\delta', \delta) = 1} \left| E^*(\beta, N, \delta, \delta'; v) \right|^2.$$ 

Notice that if the sequence $\beta$ is Siegel-Walfisz, satisfies the bound $|\beta_n| \leq \tau_k(n)$ for some $k > 0$, and if $N > Q^\varepsilon$, then (according to Lemma 8.1) we have

$$E^*(\beta, N, Q) \ll A N^2 Q (\log N)^{-A}.$$ 

**Theorem 1.1.** Let $k \geq 1$ be an integer and let $\varepsilon > 0$ be given. Suppose that $M, N, Q$ and $D$ are such that

$$M > Q(MN)^\varepsilon, \quad M > N > D^{10}.$$ 

Let $X = MN$. Let $\alpha = (\alpha_m)_{m \sim M}$ and $\beta = (\beta_n)_{n \sim N}$ be two sequences of complex numbers such that $|\alpha_m| \leq \tau_k(m)$ and $|\beta_n| \leq \tau_k(n)$ for all $m, n \geq 1$. Then, for all
integers $1 \leq |a| \leq X/3$ we have,

\[
\Delta(\alpha, \beta, M, N, Q, a) \ll k, \varepsilon \|\alpha\|_{2, M} \cdot \left(MQ^{-1}E^*(\beta, N, Q) + (\log X)^\kappa \frac{1}{2} MN^2 + D^C X^\varepsilon \left(M^\frac{3}{2} N^{\frac{33}{20}} Q^{\frac{33}{20}} + N^2 Q^\frac{15}{8} \right)\right)^{\frac{1}{2}}
\]

for some constants $\kappa = \kappa(k)$ and $C = C(k, \varepsilon)$, depending only on $k$ and $k, \varepsilon$ respectively.

Theorem 1.1 is particularly useful when $Q$ is significantly larger than $\sqrt{MN}$ but $N$ is small compared to $M$ (for instance $M^\varepsilon < N < M^{1/10}$) when $N$ is not small compared to $M$ (say $N > M^{1/20}$ or $N > M^{1/10}$). We can appeal to previous results of Fouvry [9, Théorème 1], [11, Corollaire 1] and Bombieri-Friedlander-Iwaniec [4, Theorem 3]. This leads to the stronger exponents appearing in (ii) and (iii) of Corollary 1.1. Finally Corollary 1.1 also differs from Theorem 1.1 by the addition of the multiplicative constraint $x < mn \leq 2X$. This is essentially a technicality.

In §7 we will prove a variant of Theorem 1.1, where we make no Siegel–Walfisz type assumption for the sequence $\beta$, but where the summation over $q$ is restricted to prime moduli.

**Theorem 1.2.** Let $k \geq 1$ be an integer and let $\varepsilon > 0$ be given. Let $\alpha = (\alpha_m)_{m \sim M}$ and $\beta = (\beta_n)_{n \sim N}$ be two sequences of complex numbers such that $|\alpha_m| \leq \tau_k(m)$ and $|\beta_n| \leq \tau_k(n)$ for all $m, n \geq 1$. Let $X = MN$. Then, uniformly in $M, N \geq 1$, and $1 \leq |a| \leq X/3$,

\[
\sum_{\substack{q \sim Q \text{ prime} \atop (q,a) = 1}} \left| E(\alpha, \beta, M, N, q, a) \right| = O_{\varepsilon, k}(MN \exp \left( -\left( \sqrt{\log N} \right)/2 \right)), \quad (14)
\]

provided that \( \exp((\log X)^\varepsilon) \leq N \leq Q^{-11/12} X^{17/36-\varepsilon} \) and $Q \geq \exp(\sqrt{\log N})$.

In particular (14) is true for $Q = X^{1/2}$ and $\exp((\log X)^\varepsilon) \leq N \leq X^{1/72-\varepsilon}$. One can formulate the analogue of Corollary 1.1 for Theorem 1.2 but since the details are very similar we forego this.

Before we embark on the proof of Theorem 1.1 and 1.2 let us quickly explain where lies, on the technical level, the main difference compared to earlier dispersion estimates. As we already remarked several times in the introduction previous dispersion estimates required one to take $N > X^{20}$ if one was aiming to achieve a level of distribution $Q = X^{1/2 + \delta - \varepsilon}$ with $\delta > 0$ small.

Our proof starts in the usual way, by applying the dispersion method of Linnik, and after several transformations, the main problem boils down to giving a non-trivial
bound for the following trilinear sum

$$\Sigma(U, V, W) := \frac{1}{U} \sum_{u \sim U} \sum_{v \sim V} \sum_{w \sim W} x_u y_v z_w e\left(\frac{uv}{w}\right),$$

where \(x_u, y_v, z_w\) are unspecified coefficients, with modulus less than 1.

Let us explain in more detail: In the situation in which \(N = M^{o(1)}\) we roughly find that \(Q^{1-o(1)} \leq V, W \leq Q^{1+o(1)}\) and \(1 \leq U \leq Q^{2+o(1)}/M\), while the bound that we are looking for is \(MN^2X^{-\epsilon}\). Thus we notice that the trivial bound is \(Q^{2+o(1)}\) while any non-trivial bound of the form \(Q^{2-\delta}\) for some fixed \(\delta > 0\) would be sufficient to establish an exponent of distribution \(1/2 - \delta > 1/2\).

If one were to follow through the proof of previous dispersion estimates we would apply here Cauchy-Schwarz on the \(v\) variable in order to smoothen it. This then leads after Poisson summation to the problem of bounding \(Q^{o(1)}\) Kloosterman sums of modulus \(Q^{2+o(1)}\). Subsequently applying the Weil bound fails to recover the trivial bound! Another option would be to apply spectral theory and this remains an interesting possibility that deserves to be explored further. However one can circumvent these difficulties by using the results of Bettin-Chandee [2] and Duke-Friedlander-Iwanie[7]. Those rely on a variant of the amplification method which is particularly efficient in the (most difficult) regime in which \(V\) and \(W\) are nearby.

However when \(N\) is not tiny it is a useful idea to apply Cauchy-Schwarz followed by spectral theory. This is the approach taken in earlier dispersion estimates. In this case the application of Cauchy-Schwarz leads to a diagonal term that creates the condition \(Q \leq N^{1/2}X^{1/2}\). However since \(N\) is no longer tiny this diagonal term is not troublesome.

We make two closing remarks. First of all, in [3, Conjecture 1] is stated an optimal conjectural refinement of the bounds of Bettin-Chandee. Using this conjectural bound in Section 6.5 instead of the bounds of Bettin-Chandee leads to an optimal form of Corollary [1,1] valid for all \(Q \leq X^{1-\delta}\) and \(N < X^{1/2-\delta}\), for any fixed \(\delta > 0\). The conjecture [3, Conjecture 1] is however very deep; one of its consequences is the Lindelöf hypothesis. Secondly, in the companion paper [15] we investigate another way of applying the Linnik dispersion method. By using the Cauchy-Schwarz inequality in a different way to bound \(|\Delta|\) (see [17] below) we prove that we can also pass through the barrier \(Q = X^{1/2}\) as soon as \(N\) is slightly larger than \(X^{1/2}\).
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2. Conventions and lemmas

2.1. Conventions. Throughout $X$ will stand for $MN$ and $L$ for $\log(2MN)$.

The letters $\kappa_1, \kappa_2, \kappa_3, \ldots$ will denote functions only depending on the parameter $k$ appearing in the size condition $|\alpha_m| \leq \tau_k(m)$ and $|\beta_n| \leq \tau_k(n)$. Although possible, there is no advantage in explicitly writing the values of $\kappa_1, \kappa_2, \kappa_3, \ldots$. Similarly $C_1, C_2, C_3, \ldots$ will denote absolute positive constants whose value could be specified explicitly but there is (at the moment) no good reason to do so.

If $f$ is a smooth real function, its Fourier transform is defined by

$$\hat{f}(\xi) = \int_{-\infty}^{\infty} f(t) e(-\xi t) \, dt,$$

where $e(\cdot) = \exp(2\pi i \cdot)$.

2.2. Lemmas. Our first lemma is a classical finite version of the Poisson summation formula in arithmetic progressions, with a good error term.

Lemma 2.1. There exists a smooth function $\psi : \mathbb{R} \rightarrow \mathbb{R}^+$, compactly supported in $[1/2, 5/2]$ such that $\psi(t) = 1$ for $1 \leq t \leq 2$, and whose derivatives satisfy the inequality

$$|\psi^{(j+1)}(t)| \leq 8(4^j j!)^2,$$

for every integer $j$ and every real $t$. Furthermore, uniformly for integers $a$ and $q \geq 1$, for $M \geq 1$ and $H \geq (q/M) \log^4 2M$ one has the equality

$$\sum_{m \equiv a \mod q} \psi\left(\frac{m}{M}\right) = \hat{\psi}(0) \frac{M}{q} + M \sum_{0 < |h| \leq H} e\left(\frac{ah}{q}\right) \hat{\psi}\left(\frac{h}{q/M}\right) + O(M^{-1}). \quad (15)$$

Finally, uniformly for $q \geq 1$ and $M \geq 1$ one has the equality

$$\sum_{(m,q)=1} \psi\left(\frac{m}{M}\right) = \frac{\varphi(q)}{q} \hat{\psi}(0) M + O(\tau_2(q) \log^4 2M). \quad (16)$$

Proof. In [5, Corollary, p. 368] such a function $\psi$ (named $\sigma$ there) is built with $A = 1$ and $B = 2$ but with the interval $[1/2, 5/2]$ replaced by $[-1, 4]$. By a re-scaling, we obtain the inequality concerning the derivative $\psi^{(j+1)}$. The equality (15) is [5 Lemma 7] with a different normalization.

Finally (16) is a consequence of (15) combined with

$$1_{(m,q)=1} = \sum_{d|m \atop d|q} \mu(d)$$

and the trivial inequality $|\hat{\psi}| = O(1).$
We cite below a classical upper bound of Shiu’s [19, Theorem 2] for multiplicative functions in arithmetic progressions.

**Lemma 2.2.** Let $\varepsilon, k > 0$ be given. Let $g : \mathbb{N} \to \mathbb{C}$ be a multiplicative function such that $|g(n)| \leq \tau_k(n)$. Then, uniformly in $2 \leq x^\varepsilon \leq y \leq x$, $q \leq yx^{-\varepsilon}$, $(a, q) = 1$,

$$
\sum_{x-y \leq n \leq x \atop n \equiv a \pmod{q}} |g(n)| \ll_{k, \varepsilon} \frac{y}{\varphi(q)} \prod_{p \leq x} \left(1 + \frac{|g(p)| - 1}{p}\right).
$$

An immediate consequence of Shiu’s theorem is the following Lemma for the divisor function. We cite this special case since it will be frequently used. For a more precise statement see [19, Theorem 2].

**Lemma 2.3.** For every $k \geq 1$, $\ell \geq 1$, and $\varepsilon > 0$, there exists a constant $C(k, \ell, \varepsilon) > 0$ such that for all $x > y > x^{\varepsilon}$, $1 \leq q \leq yx^{-\varepsilon}$, and every integer $a$ co-prime to $q$ we have,

$$
\sum_{x-y \leq n \leq x \atop n \equiv a \pmod{q}} \tau_k^{\ell}(n) \leq C(k, \ell, \varepsilon) \frac{y}{\varphi(q)} (\log x)^{k\ell-1}.
$$

Our main tool is a bound for trilinear forms in Kloosterman fractions. It is due to Bettin and Chandee [2, Theorem 1]. Their result has at its origin the paper of Duke, Friedlander and Iwaniec ([7, Theorem 2]) which deals with bilinear forms. These two papers show cancellations in exponential sums involving Kloosterman fractions $a \overline{m}/n$ with $m \sim n$. The result of Bettin-Chandee produces extra cancellations when summing over $a$, a feature that is used in the proof of Theorem 1.1.

**Lemma 2.4.** Let $\varepsilon > 0$ be given. There exists a constant $C = C(\varepsilon) > 0$ such that for every non-zero integer $\vartheta$, and for every sequence of complex numbers $\alpha = (\alpha_m)$, $\beta = (\beta_n)$, and $\nu = (\nu_a)$, and for every $A, M, N \geq 1$, we have,

$$
\left| \sum_{a \sim A} \sum_{m \sim M} \sum_{n \sim N} \alpha(m) \beta(n) \nu(a) e\left(\vartheta \frac{am}{n}\right) \right| \leq C(\varepsilon) \|\alpha\|_{2,M} \|\beta\|_{2,N} \|\nu\|_{2,A} \times \left(1 + \frac{|A|}{MN}\right)^{\frac{1}{2}} \left((AMN)^{\frac{2}{75} + \varepsilon} (M + N)^{\frac{1}{2}} + (AMN)^{\frac{3}{8} + \varepsilon} (AN + AM)^{\frac{1}{8}}\right)
$$

3. Preparation of the dispersion

We now follow the computation of a dispersion as it appears in [9], [4] and [11] for instance. If $(q, a) = 1$ define $c_q$ to be a complex number of modulus 1 such that $c_q E(\alpha, \beta, M, N, q, a) = |E(\alpha, \beta, M, N, q, a)|$. If $(q, a) > 1$ then set $c_q = 0$. Inverting
summations in the definition (12), applying the Cauchy–Schwarz inequality, inserting
the $\psi$–function of Lemma 2.1 and finally expanding the square we see that

$$|\Delta(\alpha, \beta, M, N, Q, a)| = \left| \sum_{m \sim M} \alpha_m \left( \sum_{q \sim Q} \sum_{n \sim N} c_q \beta_n - \sum_{q \sim Q} \sum_{n \sim N} \frac{c_q}{\varphi(q)} \beta_n \right) \right|$$

$$\leq \|\alpha\|_{2, M} \left\{ \sum_{m} \psi\left(\frac{m}{M}\right) \left| \sum_{q \sim Q} \sum_{n \sim N} \frac{c_q}{\varphi(q)} \beta_n \right|^2 \right\}^{\frac{1}{2}}$$

$$\leq \|\alpha\|_{2, M} \left\{ \sum_{q \sim Q} \sum_{n \sim N} \frac{c_q}{\varphi(q)} \beta_n \right\}^{\frac{1}{2}} \quad \text{(17)}$$

where

(i) the sum $U(Q)$ is defined by

$$U(Q) = \sum_{m} \psi\left(\frac{m}{M}\right) \left| \sum_{q \sim Q} \sum_{n \sim N} \frac{c_q}{\varphi(q)} \beta_n \right|^2,$$

(ii) the sum $V(Q)$ is defined by

$$V(Q) = \sum_{m} \psi\left(\frac{m}{M}\right) \left( \sum_{q \sim Q} \sum_{n \sim N} \frac{c_q}{\varphi(q)} \beta_n \right),$$

(iii) and the most important sum $W(Q)$ is defined by

$$W(Q) = \sum_{m} \psi\left(\frac{m}{M}\right) \left| \sum_{q \sim Q} \sum_{n \sim N} \frac{c_q}{\varphi(q)} \beta_n \right|^2.$$  

4. Study of $U(Q)$

Expanding the square in (18) we have the equality

$$U(Q) = \sum_{q_1 \sim Q} \sum_{q_2 \sim Q} \frac{c_{q_1}}{\varphi(q_1)} \cdot \overline{\frac{c_{q_2}}{\varphi(q_2)}} \sum_{n_1 \sim N} \sum_{n_2 \sim N} \frac{\beta_{n_1} \overline{\beta_{n_2}}}{\varphi(q_1 q_2)} \sum_{(m q_1 q_2) = 1} \psi\left(\frac{m}{M}\right),$$

which combined with (16) of Lemma 2.1 gives the equality

$$U(Q) = \hat{\psi}(0) M \sum_{q_1 \sim Q} \sum_{q_2 \sim Q} \frac{c_{q_1}}{\varphi(q_1)} \cdot \overline{\frac{c_{q_2}}{\varphi(q_2)}} \varphi(q_1 q_2) \sum_{n_1 \sim N} \sum_{n_2 \sim N} \frac{\beta_{n_1} \overline{\beta_{n_2}}}{q_1 q_2}$$

$$+ O(L^{\kappa_1} N^2).$$
It remains to sum over \( \delta = (q_1, q_2) \) to get the final equality
\[
U(Q) = \hat{\psi}(0) M \sum_{\delta} \frac{1}{\delta \varphi(\delta)} \sum_{k_1, k_2 \sim Q/\delta}^{k_1 \neq k_2} \frac{c_{\delta k_1} c_{\delta k_2}}{k_1 k_2} \left( \sum_{n_1 \sim N}^{n_1 \neq N} \beta_{n_1} \right) \left( \sum_{n_2 \sim N}^{n_2 \neq N} \beta_{n_2} \right) + O(L^{\kappa_1} N^2). \tag{21}
\]

5. Study of \( V(Q) \)

Expanding the products in (19) and inverting summations we obtain the equality
\[
V(Q) = \sum_{q_1 \sim Q} \sum_{q_2 \sim Q} c_{q_1} c_{q_2} \frac{\varphi(q_2)}{\varphi(q_1)} \sum_{n_1 \sim N}^{n_1 \neq N} \beta_{n_1} \sum_{n_2 \sim N}^{n_2 \neq N} \beta_{n_2} \sum_{m \equiv a \mod q_1 \mod q_2} \psi \left( \frac{m}{M} \right). \tag{22}
\]

Let \( d \) be an integer such that \( d \mid q_2 \) and \( (d, q_1) = 1 \). Let \( \lambda_0 \mod dq_1 \) be the unique solution of the congruences \( \lambda_0 \equiv a \mod q_1 \) and \( \lambda_0 \equiv 0 \mod d \). By (15) of Lemma 2.1 we have, for \( H = (dq_1 L^4)/M \) the equality
\[
\sum_{m \equiv a \mod q_1 \mod q_2} \psi \left( \frac{m}{M} \right) = \hat{\psi}(0) \frac{M}{dq_1} + \sum_{1 \leq |h| \leq H} e \left( \frac{\lambda_0 h}{dq_1} \right) \hat{\psi} \left( \frac{h}{(dq_1)/M} \right) + O(M^{-1})
\]
\[
= \hat{\psi}(0) \frac{M}{dq_1} + O(L^4).
\]

as a consequence of \( |\hat{\psi}| = O(1) \). By the Möbius inversion formula, we deduce the equality
\[
\sum_{m \equiv a \mod q_1 \mod q_2} \psi \left( \frac{m}{M} \right) = \hat{\psi}(0) \frac{M}{q_1} \sum_{d \mid q_2} \frac{\mu(d)}{d} + O(\tau_2(q_2)L^4).
\]

Inserting this equality into (22) and introducing \( \delta = (q_1, q_2) \), we obtain the equality
\[
V(Q) = \hat{\psi}(0) M \sum_{\delta} \frac{1}{\delta \varphi(\delta)} \sum_{k_1, k_2 \sim Q/\delta}^{k_1 \neq k_2} \frac{c_{\delta k_1} c_{\delta k_2}}{k_1 k_2} \left( \sum_{n_1 \sim N}^{n_1 \neq N} \beta_{n_1} \right) \left( \sum_{n_2 \sim N}^{n_2 \neq N} \beta_{n_2} \right) + O(L^{\kappa_2} N^2 Q).
\]

Comparing with (21) we obtain the equality
\[
V(Q) = U(Q) + O(L^{\kappa_3} N^2 Q). \tag{23}
\]
6. Study of $W(Q)$

We now turn our attention to the most delicate sum, for which we will appeal to bounds for exponential sums. Expanding the square in (20) we have

$$W(Q) = \sum_{q_1 \sim Q} \sum_{q_2 \sim Q} \sum_{n_1 \sim N} \sum_{n_2 \sim N} c_{q_1} c_{q_2} \beta_{n_1} \beta_{n_2} \sum_{\substack{m, mn_1 \equiv a \mod q_1 \\ mn_2 \equiv a \mod q_2}} \psi\left(\frac{m}{M}\right).$$

(24)

It is worth noticing that since $\psi(t) = 0$ out of the interval $[1/2, 5/2]$, since $n \sim N$ and since $|a| \leq X/3$ we always have

$$mn - a \neq 0.$$  

(25)

This remark will simplify the proof of Lemma 6.1.

6.1. Controlling the multiplicative decomposition of the variables. In this subsection we want to arithmetically prepare the variables $q_1, q_2, n_1$ and $n_2$ appearing in (24), so as to facilitate the application of Lemma 2.4. This preparation is now classical (see for instance [9, p.235–237]). We adopt the following notational conventions to decompose the variables $q_1, q_2, n_1, n_2$ in a unique way:

$$\begin{align*}
    d &= (n_1, n_2) \\
    n_1 &= d\nu_1, \ n_2 = d\nu_2, \\
    \nu_1 &= d_1\nu_1' \text{ with } d_1|d^\infty \text{ and } (\nu_1', d) = 1, \\
    \delta &= (q_1, q_2), \\
    q_1 &= \delta k_1, \ q_2 = \delta k_2, \\
    k_1 &= \delta_1 k_1' \text{ with } \delta_1|\delta^\infty \text{ and } (k_1', \delta) = 1, \\
    k_2 &= \delta_2 k_2' \text{ with } \delta_2|\delta^\infty \text{ and } (k_2', \delta) = 1.
\end{align*}$$

(26)

Since $(a, q_1 q_2) = 1$ and we are summing over integers $m$ such that $mn_1 \equiv a \mod q_1$ and $mn_2 \equiv a \mod q_2$ we also have

$$(dd_1\nu_1', \delta_1 k_1') = (d\nu_2, \delta_2 k_2') = 1.$$  

(27)

This will be used several times below without further notice.

Given $D, D_1, \Delta, \Delta_1, \Delta_2 \geq 1$ let $W(Q, D, D_1, \Delta, \Delta_1, \Delta_2)$ be the contribution to the right–hand side of (24) of the integers $q_1, q_2, n_1, n_2, m$ satisfying

$$d \leq D, d_1 \leq D_1, \delta \leq \Delta, \delta_1 \leq \Delta_1, \delta_2 \leq \Delta_2.$$  

(28)

The parameters $D, D_1, \Delta, \Delta_1, \Delta_2$ will be chosen small. In fact to make things simple we will choose them to be equal, and thus set

$$W(Q, D) = W(Q, D, D, D, D).$$

(29)
The purpose of the following lemma is to prove that we can approximate \( W(Q) \) by \( W(Q, D, D_1, \Delta, \Delta_1, \Delta_2) \).

**Lemma 6.1.** Let \( k > 0 \). Let \( \beta = (\beta_n) \) be a sequence such that \( |\beta_n| \leq \tau_k(n) \) for all \( n \geq 1 \). Then there exists \( \kappa = \kappa(k) \) such that, for every \( \varepsilon > 0 \), for every \( D, D_1, \Delta, \Delta_1, \Delta_2 \geq 1 \), one has

\[
W(Q) - W(Q, D, D_1, \Delta, \Delta_1, \Delta_2) = O_{\varepsilon}(L^\kappa M N^2(D^{-1} + D_1^{-\frac{1}{2}} + \Delta^{-1} + \Delta_1^{-\frac{1}{2}} + \Delta_2^{-\frac{1}{2}})),
\]

uniformly for \( M, N \) and \( Q \geq 2 \) satisfying

\[
M \geq QX^\varepsilon, \ M > N > \Delta^{10} \text{ and } 1 \leq |a| \leq X/3.
\]

In particular we have

\[
W(Q) - W(Q, D) = O_{\varepsilon}(L^\kappa D^{-\frac{1}{2}} M N^2) \tag{30}
\]

uniformly for \( D, M, N \) and \( Q \geq 2 \) satisfying

\[
M \geq QX^\varepsilon, \ M > N > D^{10} \text{ and } 1 \leq |a| \leq X/3.
\]

**Proof.** The proof is a consequence of bounds for the divisor function \( \tau_k \) in arithmetic progressions (see Lemma 2.3). We bound \( |W(Q) - W(Q, D, D_1, \Delta, \Delta_1, \Delta_2)| \) by noticing that each of the \( q_1, q_2, n_1, n_2, m \) that contributes to \( |W(Q) - W(Q, D, D_1, \Delta, \Delta_1, \Delta_2)| \) falls into one of the five cases below. We then estimate the contribution of each case.

(i) the contribution of \( q_1, q_2, n_1, n_2, m \) with \( d > D \). The contribution of such \( q_1, q_2, n_1, n_2, m \) is less than (recall (25))

\[
\sum_{d > D} \sum_{d_1 > D_1} \sum_{n_1 \sim N/d} \sum_{n_2 \sim N/d} \tau_k(d \nu_1) \tau_k(d \nu_2) \sum_{M/2 < m < 5M/2} \tau_2(|dm \nu_1 - a|) \tau_2(|dm \nu_2 - a|) \\
\ll L^\kappa_1 M N^2 \sum_{d > D} \tau_k(d)^2 d^{-\frac{1}{2}} \ll L^\kappa_5 D^{-\frac{1}{2}} M N^2,
\]

(ii) the contribution of \( q_1, q_2, n_1, n_2, m \) with \( d \leq D \) and \( d_1 > D_1 \). The contribution of such \( q_1, q_2, n_1, n_2, m \) is bounded by

\[
\sum_{d \leq D} \sum_{d_1 > D_1} \sum_{n_1 \sim N/(d d_1)} \sum_{n_2 \sim N/d} \tau_k(dd_1 \nu_1') \tau_k(d \nu_2) \\
\times \sum_{M/2 < m < 5M/2} \tau_2(|md \nu_1' - a|) \tau_2(|md \nu_2 - a|) \\
\ll L^\kappa_6 M N^2 \sum_{d \leq D} \tau_k(d)^2 d^{-\frac{1}{2}} \sum_{d_1 | d^\infty} \left( \frac{d_1}{D_1} \right)^{\frac{1}{2}} \tau_k(d_1) \ll L^\kappa_7 D^{-\frac{1}{2}} M N^2,
\]
(iii) the contribution of \( q_1, q_2, n_1, n_2, m \) with \( \delta > \Delta \). The conditions of summation over \( m \) in (24) imply that we necessarily have

\[ n_1 \equiv n_2 \mod \delta, \]  

(31)

hence, thanks to the assumption \( M > QX^\varepsilon \), and using the trivial bound \( \tau_k(n_2) \ll N^{1/10} \), the contribution of integers \( q_1, q_2, n_1, n_2, m \) with \( \delta > \Delta \) is in absolute value less than

\[
\sum_{\delta > \Delta} \sum_{k_2 \sim \frac{Q}{\delta}} \sum_{n_1 \sim N} \sum_{n_2 \sim N} \sum_{n_1 \equiv n_2 \mod \delta} \sum_{\frac{M}{2} \leq m \leq \frac{5M}{2}} \sum_{m \equiv a m_1 \mod \delta k_2} \tau_k(n_1) \tau_k(n_2) \tau_2(|mn_1 - a|)
\]

\[ \ll L^{\kappa_8} \left( \sum_{\Delta < \delta \ll N^{1/2}} \sum_{k_2 \sim \frac{Q}{\delta}} \sum_{n_1 \sim N} \frac{N}{\delta} \cdot \frac{M}{\delta k_2} \right)
\]

\[ + N^{1/10} \sum_{\frac{N}{M} \geq \delta > \Delta} \sum_{k_2 \sim \frac{Q}{\delta}} \sum_{n_1 \sim N} \sum_{n_2 \sim N} \sum_{n_1 \equiv n_2 \mod \delta} \tau_k(n_1) \left( \frac{N}{\delta} + 1 \right) \frac{M}{\delta k_2} \]

\[ \ll L^{\kappa_9} \left( MN^2 \Delta^{-1} + MN^{3/10} \right) \ll L^{\kappa_9} MN^2 \Delta^{-1}, \]

(iv) the contribution of \( q_1, q_2, n_1, n_2, m \) with \( \delta \leq \Delta \) and \( \delta_1 > \Delta_1 \). Thanks to the assumptions \( M > QX^\varepsilon \) and \( N > \Delta_{10} \), the contribution of these integers is less than

\[
\sum_{\delta \leq \Delta} \sum_{\delta_1 \leq \delta} \sum_{\frac{k_1}{\sim Q/\delta \delta_1}} \sum_{n_1 \sim N} \sum_{n_2 \sim N} \sum_{n_1 \equiv n_2 \mod \delta} \sum_{m \sim M} \sum_{m \equiv \frac{a m_1}{\delta_1 k_1}} \tau_k(n_1) \tau_k(n_2) \tau_2(|mn_1 - a|)
\]

\[ \ll L^{\kappa_{10}} \sum_{\delta \leq \Delta} \sum_{\delta_1 \leq \delta} \sum_{\frac{k_1}{\sim Q/\delta \delta_1}} N \cdot \frac{N}{\delta} \cdot \frac{M}{\delta \delta_1 k_1} \ll L^{\kappa_{11}} MN^2 \sum_{\delta \leq \Delta} \sum_{\delta_1 \geq \delta} \frac{1}{\delta_1^2 \delta_1} \]

\[ \ll L^{\kappa_{12}} MN^2 \sum_{\delta \leq \Delta} \frac{1}{\delta_1^2} \sum_{\delta_1 \geq \delta} \frac{1}{\delta_1} \left( \frac{\delta_1}{\Delta_1} \right)^{1/2} \ll L^{\kappa_{13}} MN^2 \Delta_{1}^{-2}. \]

(v) the contribution of \( q_1, q_2, n_1, n_2, m \) with \( \delta \leq \Delta \) and \( \delta_2 > \Delta_2 \). Proceeding in the same way as above we find that the contribution of such integers is

\[ \ll L^{\kappa_{14}} MN^2 \Delta_{2}^{-3/2}. \]

Gathering the five upper bounds proved above, we complete the proof of Lemma 6.1. □

6.2. Preparing the congruences. We keep the notations introduced in (26) and the co-primality conditions from (27). Our immediate goal is to transform the system
of congruences appearing in (24), namely,
\[
\begin{align*}
    m &\equiv a_{n_1} \mod q_1 \\
    m &\equiv a_{n_2} \mod q_2
\end{align*}
\]  
(32)

into a single congruence. We assume that (31) is satisfied hence the system (32) is solvable. By (27) we deduce that (32) is equivalent to the system of four congruences
\[
\begin{align*}
    m &\equiv a_{n_1} \mod \delta \delta_1, \\
    m &\equiv a_{n_2} \mod \delta \delta_2, \\
    m &\equiv a_{n_1} \mod k'_1, \\
    m &\equiv a_{n_2} \mod k'_2.
\end{align*}
\]  
(33)

The first two equations are equivalent to
\[
m \equiv a \lambda \mod \delta \delta_1 \delta_2,
\]  
where \(\lambda(n_1, n_2)\) is some congruence class modulo \(\delta \delta_1 \delta_2\), only depending on the congruence classes of \(n_1 \mod \delta \delta_1\) and \(n_2 \mod \delta \delta_2\). Finally, we see that (33) is equivalent to the unique equation
\[
m \equiv m_0 \mod \ell,
\]  
(34)

with
\[
\begin{align*}
    \ell &= \gamma k'_1 k'_2, \\
    \gamma &= \delta \delta_1 \delta_2,
\end{align*}
\]  
(35, 36)

and
\[
m_0 = a \lambda k'_1 k'_2 \bar{k}'_1 \bar{k}'_2 + a \gamma \bar{\eta} \bar{n}_1 k'_2 \bar{k}'_2 + a \gamma \bar{\eta} \bar{n}_2 k'_1 \bar{k}'_1 \mod \ell,
\]

where the \(\bar{x}\)-symbol respectively means the inverse of \(x\) modulo \(\gamma, k'_1\) and \(k'_2\). In the sequel of the proof, we will have in mind that \(\delta, \delta_1, \delta_2, \gamma, d, d_1\) are tiny variables, \(\nu'_1, \nu_2\) are small variables and, finally, \(k'_1\) and \(k'_2\) are large variables which will produce cancellations when summing over them.

6.3. Expanding in Fourier series. The last sum over \(m\) in (24) is precisely
\[
\sum_{m \equiv m_0 \mod \ell} \psi\left(\frac{m}{M}\right).
\]

Fix
\[
H = 4L^4 Q^2 M^{-1} \ (> L^4 M^{-1}).
\]  
(37)

By (15) of Lemma 2.1 the above sum over \(m\) is equal to
\[
\hat{\psi}(0) \frac{M}{\ell} + \frac{M}{\ell} \sum_{1 \leq |h| \leq H} e\left(\frac{hm_0}{\ell}\right) \hat{\psi}\left(\frac{hM}{\ell}\right) + O(M^{-1}).
\]  
(38)

Inserting this equality in the definition of \(W(Q, D)\) (see (24), (28) and (29)) we split \(W(Q, D)\) into three parts corresponding to each of the components of the sum (38)
\[
W(Q, D) = W^{MT} + W^{Err_1} + W^{Err_2},
\]  
(39)
where $W^{\text{MT}}$ is the main term, $W^{\text{Err1}}$ is the delicate error term corresponding to the sum over $1 \leq |h| \leq H$ and $W^{\text{Err2}}$ is the trivial error term corresponding to the total contribution of the error term $O(M^{-1})$ appearing in (33). In particular, we have

$$W^{\text{Err2}} \ll \mathcal{L}^{16}M^{-1}N^2Q^2.$$  \hspace{1cm} (40)

### 6.4. **Dealing with the main term** $W^{\text{MT}}$.

By definition we have the equality

$$W^{\text{MT}} = \hat{\psi}(0)M \sum_{d,d_1,\delta,\delta_1,\delta_2 \leq D} \sum_{k_1' \sim Q/(\delta_1)} \sum_{k_2' \sim Q/(\delta_2)} \frac{c_{\delta_1}k_1'c_{\delta_2}k_2'}{\delta_1\delta_2k_1'k_2'} \sum_{\nu_1' \sim Q/(\delta_1)} \sum_{\nu_2 \sim Q/d} \beta_{dd_1,\nu_1'} \beta_{d_2},$$

where the variables of summation satisfy the divisibility and co-primality conditions appearing in (26) and (27) and the congruence condition (see (31))

$$dd_1\nu_1' \equiv dv_2 \mod \delta. \hspace{1cm} (41)$$

We now drop the conditions $d, d_1, \delta, \delta_1, \delta_2 \leq D$, this generates an error of the shape $O(\mathcal{L}^{16}D^{-\frac{1}{2}}MN^2)$ (the computations are similar to those made in the proof of Lemma 6.1). We now sum over all the reduced congruences $\alpha \mod \delta$. This gives the equality

$$W^{\text{MT}} = \hat{\psi}(0)M \sum_{d,d_1,\delta,\delta_1,\delta_2} \sum_{k_1' \sim Q/(\delta_1)} \sum_{k_2' \sim Q/(\delta_2)} \frac{c_{\delta_1}k_1'c_{\delta_2}k_2'}{\delta_1\delta_2k_1'k_2'} \sum_{\nu_1' \sim N/(\delta_1)} \sum_{\nu_2 \sim N/d} \beta_{dd_1,\nu_1'} \beta_{d_2} + O(\mathcal{L}^{16}D^{-\frac{1}{2}}MN^2).$$

Returning to the original variables $k_1, k_2, n_1$ and $n_2$ we obtain the equality

$$W^{\text{MT}} = \hat{\psi}(0)M \sum_{\delta} \sum_{k_1 \sim Q/\delta, k_2 \sim Q/\delta} \frac{c_{\delta k_1'\delta k_2}}{\delta k_1 k_2} \sum_{\beta_{n_1}} \sum_{n_2 \sim N/(n_1, k_2)} \frac{\beta_{n_2}}{n_2} + O(\mathcal{L}^{16}D^{-\frac{1}{2}}MN^2). \hspace{1cm} (42)$$

### 6.5. **Transformation of the exponential sum.**

We now turn our attention to the error term $W^{\text{Err1}}$. By (24), (38) and (39), the error term $W^{\text{Err1}}$ is defined by

$$W^{\text{Err1}} = M \sum_{q_1 \sim Q} \sum_{q_2 \sim Q} \frac{c_{q_1}c_{q_2}}{\ell} \sum_{n_1 \sim N} \sum_{n_2 \sim N} \beta_{n_1} \beta_{n_2} \sum_{1 \leq |h| \leq H} e\left(h\frac{m_0}{\ell}\right) \hat{\psi}\left(h\frac{M}{\ell}\right),$$

\hspace{1cm} (43)
where the variables above are still subject to the conventions set out in (26), (27), (35), (36), (37), and the inequalities

\[ d, d_1, \delta, \delta_1, \delta_2 \leq D. \tag{44} \]

and the congruence condition (41). We now exploit that, since \( h \) is small, the Fourier transform \( \hat{\psi}(hM/\ell) \) fluctuates slowly in the following sense: There exists an absolute \( C_1 > 0 \) such that

\[
\frac{\partial^{a_1+a_2+a_3}}{\partial h^{a_1} \partial k_1^{a_2} \partial k_2^{a_3}} \left\{ \frac{Q}{k_1} \frac{Q}{k_2} \hat{\psi} \left( \frac{hM}{\gamma k_1 k_2} \right) \right\} \ll (1 + |h|)^{-a_1} k_1^{-a_2} k_2^{-a_3} \cdot D^{C_1}
\]

for integers \( 0 \leq a_1, a_2, a_3 \leq 1 \) and real numbers \( k_1', k_2' \in [Q/D^{100}, 2Q] \) and real numbers \( h \in [-H, H] \). This bound allows to integrate by parts to suppress the coefficient \( \hat{\psi}(hM/\ell) \) in (43). This shows that,

\[
W_{\text{Err}} \ll D^{C_2} \mathcal{L}^{100} MQ^{-2} 
\times \sup_{(d,d_1,\delta,\delta_1,\delta_2)} \left| \sum_{1 \leq |h| \leq H} \sum_{\nu_1' \leq 2N} \sum_{\nu_2 \leq 2N} \sum_{k_1' \leq 2Q} \sum_{k_2' \leq 2Q} \xi_1(h) \xi_2(\nu_1') \xi_3(\nu_2) \xi_4(k_1') \xi_5(k_2') e(\cdots) \right|,
\]

for some \( C_2 > 0 \), and where the supremum is taken over all \((d,d_1,\delta,\delta_1,\delta_2)\) obeying the co-primality conditions implied by (26), (27) and the size conditions (44). Moreover \( \xi_1, \xi_2, \xi_3, \xi_4, \xi_5 \) are sequences of complex numbers of modulus one. Finally,

\[
e(\cdots) = e\left( a\lambda h \frac{k_1' k_2'}{\gamma} + ah \frac{\gamma d\nu_1' k_1'}{k_1'} + ah \frac{\gamma d\nu_2 k_2'}{k_2'} \right).
\]

We note that fixing the congruence class of \( \nu_1', \nu_2, k_1', k_2' \) modulo \( \gamma dd_1 \) obviously also fixes it modulo \( \gamma \), and as a result the value of the fraction

\[
a\lambda h \frac{k_1' k_2'}{\gamma}
\]

is constant modulo 1.

It follows that we can further bound \( W_{\text{Err}} \) by

\[
W_{\text{Err}} \ll D^{C_3} \mathcal{L}^{100} MQ^{-2} 
\times \sup_{(\alpha_1,\alpha_2,\alpha_3,\alpha_4)} \sup_{(d,d_1,\delta,\delta_1,\delta_2)} \left| \sum_{1 \leq |h| \leq H} \sum_{\nu_1' \leq 2N} \sum_{\nu_2 \leq 2N} \sum_{k_1' \leq 2Q} \sum_{k_2' \leq 2Q} \xi_1(h) \xi_2(\nu_1') \xi_3(\nu_2) \xi_4(k_1') \xi_5(k_2') e(\cdots) \right| \tag{45}
\]

for some \( C_3 > 0 \) and where the supremum is now taken over all \((\alpha_1,\alpha_2,\alpha_3,\alpha_4)\) belonging to the interval \([0, \gamma dd_1]\) and all \((d,d_1,\delta,\delta_1,\delta_2)\) satisfying the congruence conditions implied by (26), (27) and the size conditions (44). In the summation we impose the additional condition that each \( \nu_1', \nu_2, k_1', k_2' \) is in a congruence class \( \alpha_1 \)
the inequality
\( \eta \in \text{the congruence classes of} \ \eta \), where
\( \nu_1, \nu_2, k_1', k_2' \) obey the co-primality conditions (26) and (27). Finally, \( e_1(\cdots) \) is defined by
\[
e_1(\cdots) = e\left(ah\frac{\gcd d_1 \nu_1' k_2'}{k_1'} + ah\frac{\nu_2' k_1'}{k_2'}\right).
\] (46)

In order to transform \( e_1(\cdots) \) we apply Bezout’s relation twice to write
\[
\frac{\gcd d_1 \nu_1' k_2'}{k_1'} = \frac{1}{\gamma d d_1 \nu_1' k_2' - \nu_1' k_1' k_2'} \mod 1
\]
\[
= \frac{1}{\gamma d d_1 \nu_1' k_2'} - \frac{\nu_1' k_1' k_2'}{\gamma d d_1} \mod 1.
\]

Inserting this expression into (46) then in (45) we see that
\[
W^{\text{Err1}} \ll D^4 C L^{100} MQ^{-2} \sup_{(\alpha_1, \ldots, \alpha_4)} \left| \sum \cdots \sum_{1 \leq |h| \leq H} \sum_{1 \leq k_1', k_2' \leq 2Q} \xi_1(h) \xi_2(\nu_1') \xi_3(\nu_2) \xi_4(k_1') \xi_5(k_2') \right|
\times e\left(ah\frac{1}{\gamma d d_1 \nu_1' k_2'} - \frac{\nu_1' k_1' k_2'}{\gamma d d_1} + \frac{\nu_1' k_1' k_2'}{\gamma d d_1}\right).
\] (47)

The first term inside \( e(\cdots) \) is controlled by summation by parts over the five variables \( h, \nu_1', \nu_2, k_1', k_2' \) since \( 1 \leq |a| \leq X/3 \). The second term in \( e(\cdots) \) is fixed mod 1 since the congruence classes of \( h, \nu_1', k_1' \) and \( k_2' \) are fixed modulo \( \gamma dd_1 \). From (47) we get the inequality
\[
W^{\text{Err1}} \ll D^4 C L^{100} MQ^{-2} \sup_{(\alpha_1, \ldots, \alpha_5)} \sum_{\nu_1' \leq 2N} \sum_{\nu_2 \leq 2N} \left| \sum_{1 \leq k_1' \leq 2Q} \sum_{k_2' \leq 2Q} \eta_0(h) \eta_1(k_1') \eta_2(k_2') \right|
\times e\left(ah\frac{\nu_1' k_1' k_2'}{\nu_1' k_2'}\right).
\] (48)

where \( \eta_0(h), \eta_1(k_1') \) and \( \eta_2(k_2') \) are some unspecified coefficients less than or equal to 1 in modulus. Notice that this allows us to without loss of generality replace the condition \( 1 \leq |h| \leq H \) by \( 1 \leq h \leq H \). To bound (48), we will sum trivially over \( \nu_1' \) and \( \nu_2 \) and use Lemma 2.4 on the remaining variables.

We localize each of the variables \( \nu_1', \nu_2, h, k_1', k_2' \) dyadically around powers of two that we denote respectively by \( N_1, N_2, H_d, K_1, K_2 \). On each such dyadic partition we apply Lemma 2.4 with the following choice of variables,
\[
\vartheta \rightarrow a(d_1 \nu_1' - \nu_2), \ a \rightarrow \frac{h}{a}, \ m \rightarrow \gamma dd_1 \nu_2 k_1', \ n \rightarrow \nu_1' k_2',
\]
(where we underlined the non-fixed variables and where the left-side of → corresponds to notations of Lemma 2.4 while the right-side of → corresponds to our current notation) and parameters

\[ |\vartheta| \ll |a|DN_1 + |a|N_2, \ A \rightarrow H, \ M \rightarrow \gamma dd_1 \nu_2 K_1, \ N \rightarrow \nu'_1 K_2. \]

Note that \( \gamma dd_1 \nu_2 K_1 \leq D^5 N_2 K_1 \) and that \( \nu'_1 K_2 \leq N_1 K_2 \). The values of the corresponding \( \ell_2 \)-norms are respectively

\[ \|\alpha\|_{2,M} \ll K_2^{1/2}, \|\beta\|_{2,N} \ll K_2^{1/2} \] and \( \|\nu\|_{2,A} \ll H_{d}^{1/2}. \)

Returning to (48) we deduce that

\[ W^{Err1} \ll L^{200} \sup_{(N_1, N_2, K_1, K_2, H_d)} D^{C_5} M Q^{-2} N_1 N_2 (K_1 K_2 H_d)^{1/2} \left( 1 + \frac{|a| N_1 \cdot H_d + |a| N_2}{N_1 N_2 K_1 K_2} \right)^{1/2}. \]

\[ \left( (H_d N_1 N_2 K_1 K_2)^{2} \times (N_2 K_1 + N_1 K_2)^{1/2} + (H_d N_1 N_2 K_1 K_2)^{1/2} (H_d (N_2 K_1 + N_1 K_2)^{1/2}) \right) \]

for some constant \( C_5 > 0 \) and where the supremum runs over all powers of two \( N_1, N_2, K_1, K_2, H_d \) obeying the conditions \( 1 \leq N_1, N_2 \leq 2N, 1 \leq K_1, K_2 \leq 2Q \) and \( 1 \leq H_d \leq H \). Summing over all the dyadic partitions that were available to us we get,

\[ W^{Err1} \ll L^{200} D^{C_5} M Q^{-2} N_1 \cdot Q H^{1/2} \cdot \left( 1 + \frac{|a|}{MN} \right)^{1/2} \times \left( (HN^2 Q^2)^{2/3} \cdot (N Q)^{1/2} + (HN^2 Q^2)^{2/3} \cdot (H N Q)^{1/2} \right). \]

Recalling (37), and the inequality \( 1 \leq |a| \leq X/3 \) this bound simplifies into

\[ W^{Err1} \ll D^{C_5} X^{\varepsilon} \cdot M \cdot N^2 \cdot \left( M^{-\frac{2}{3}} N^\frac{3}{2} Q^\frac{5}{2} + M^{-\frac{1}{3}} N^{\frac{1}{2}} Q^\frac{5}{2} \right) \]

\[ \ll D^{C_5} X^{\varepsilon} \cdot \left( \frac{3}{2} N^\frac{3}{2} Q^\frac{5}{2} + N^{\frac{23}{22}} Q^\frac{15}{22} \right). \] (49)

6.6. The main term. Gathering (21), (23) and (42) we see that the main term of \( W(Q) - 2RV(Q) + U(Q) \) is equal to

\[ T(Q) := M \hat{\psi}(0) \sum_{\delta} \frac{1}{\delta} \sum_{(k_1,k_2)=1} \frac{C_{q,k_1} C_{q,k_2}}{k_1 k_2} \sum_{\delta' \mod \delta \atop (\delta',\delta)=1} E^*(\beta, N, \delta, \delta'; k_1) \overline{E^*(\beta, N, \delta, \delta'; k_2)} \]

where the function \( E^* \) is defined in (11). Since \( |c_q| \leq 1 \), we deduce that

\[ |T(Q)| \ll M \sum_{\delta} \frac{1}{\delta} \sum_{k_1, k_2 \sim Q/\delta} \frac{1}{k_1 k_2} \sum_{\delta' \mod \delta \atop (\delta',\delta)=1} |E^*(\beta, N, \delta, \delta'; k_1)|^2, \]
which finally gives
\[
|T(Q)| \ll M \sum_{\delta} \frac{1}{\delta} \sum_{k \sim Q/\delta} \frac{1}{k} \sum_{\delta' \text{mod} \, \delta} |E^{*}(\beta, N, \delta, \delta'; k)|^2,
\]
which gives
\[
|T(Q)| \ll MQ^{-1} \sum_{\delta} \sum_{k \sim Q/\delta} \sum_{(\delta', \delta) = 1} |E^{*}(\beta, N, \delta, \delta'; k)|^2
\]
\[
\ll MQ^{-1} E^{*}(\beta, N, Q), \tag{51}
\]
by the definition \([13]\).

Gathering (17), (23), (30), (39), (40), (42), (49) and (51) completes the proof of Theorem 1.1.

7. Proof of Theorem 1.2

In the statement of Theorem 1.2 we only sum over primes \(q \sim Q\). We follow through the proof of Theorem 1.1 with a different definition of \(c_q\): If \(q\) is prime and belongs to \([Q, 2Q]\), then set \(c_q\) to be a complex number of modulus one such that \(c_q E(\alpha, \beta, M, N, q, a) = |E(\alpha, \beta, M, N, q, a)|\) and if \(q\) falls outside of the range \([Q, 2Q]\) or if \(q\) is not prime then set \(c_q = 0\). The same proof goes through up until the point where we reach the expression \(T(Q)\) defined in (50). The analysis of \(T(Q)\) proceeds now as follows.

We notice that the presence of \(c_{\delta k_1} c_{\delta k_2}\) means that either \(\delta = 1\) and \(k_1 \neq k_2\) are prime, or \(\delta\) is prime and \(k_1 = k_2 = 1\). In the first case we get,
\[
M \hat{\psi}(0) \sum_{k_1, k_2 \sim Q \atop k_1 \neq k_2 \text{prime}} \frac{c_{\delta k_1} c_{\delta k_2}}{k_1 k_2} E^{*}(\beta, N, 1, 1; k_1) \overline{E^{*}(\beta, N, 1, 1; k_2)} = 0
\]
since we trivially have \(E^{*}(\beta, N, 1, 1; k) = 0\) for any \(k \geq 1\). In the second case we get
\[
M \hat{\psi}(0) \sum_{\delta \sim Q \text{ prime}} \frac{1}{\delta} \sum_{(\delta', \delta) = 1} |E^{*}(\beta, N, \delta', \delta; 1)|^2. \tag{52}
\]
By the orthogonality of characters
\[
\sum_{(\delta', \delta) = 1} |E^{*}(\beta, N, \delta', \delta; 1)|^2 = \frac{1}{\varphi(\delta)} \sum_{\chi \neq \chi_0 \text{ (mod} \, \delta)} \left| \sum_{n \sim N} \beta_n \chi(n) \right|^2.
\]
Thus we find that (52) equals
\[
M \hat{\psi}(0) \sum_{\delta \sim Q} \frac{1}{\delta(\delta - 1)} \sum_{\chi \not\equiv \chi_0 (\text{mod } \delta)} \left| \sum_{n \sim N} \beta_n \chi(n) \right|^2 \ll \frac{M}{Q^2} \cdot (N + Q^2) \|\beta\|_{2,N}^2
\]
\[
\ll MN \log N)^{k^2-1} + MN^2 Q^{-2} (\log N)^{k^2-1}.
\]
as a consequence of the large sieve inequality, of the inequality \(|\beta_n| \leq \tau_k(n)\) and of Lemma 2.3. Since \(Q \geq \exp(\sqrt{\log N})\) we conclude that,
\[
T(Q) \ll MN^2 \exp(-\sqrt{\log N}) (\log N)^{k^2-1}
\]
Moreover since \(Q \leq N^{-\frac{12}{11}X^{\frac{17}{33}} - \varepsilon}\), we have
\[
M^{\frac{3}{20}} N^{\frac{59}{20}} Q^{\frac{33}{20}} \leq MN^2 X^{-\varepsilon} \quad \text{and} \quad N^{\frac{24}{8}} Q^{\frac{15}{8}} \leq N^{\frac{72}{88}} X^{\frac{85}{88}} - \varepsilon < MN^2 X^{-\varepsilon}
\]
Therefore Theorem 1.2 follows.

8. PROOF OF COROLLARY 1.1

We will prove Corollary 1.1 by breaking down the proof into two stages.

We first require the following Lemma, showing that if \(\beta\) is Siegel-Walfisz then \(E^*(\beta, N, Q)\) is small.

**Lemma 8.1.** Let \(k \geq 1\) be an integer. Let \(\beta = (\beta_n)_{n \sim N}\) be a sequence of complex numbers such that \(|\beta_n| \leq \tau_k(n)\) for all \(n \geq 1\). Suppose that \(\beta\) is Siegel-Walfisz. Then for every \(N \geq 1\), for every \(Q \geq 1\) and for every \(B\), we have
\[
E^*(\beta, N, Q) \ll_B N^2 Q \log 2N - B (\log 2N)^{k^2-1} + N^2 Q.
\]

**Proof.** This proof already appears in [9, p. 242–243]. Recall that (see (13))
\[
E^*(\beta, N, Q) := \sum_{\delta} \sum_{v \sim Q/\delta} \sum_{(\delta', \delta) \equiv 1} |E^*(\beta, N, \delta, \delta'; v)|^2.
\]
We use different types of bounds for the term \(E^*(\beta, N, \delta, \delta'; v)\) defined in (11) according to the size of \(\delta\). Let \(A_1\) be a parameter whose value we will fix later. Let \(0 < \varepsilon < \frac{1}{1000}\) be given.

(i) If \(1 \leq \delta \leq (\log N)^{A_1}\), then since \(\beta\) is Siegel-Walfisz,
\[
E^*(\beta, N, \delta, \delta'; v) \ll N \log 2N)^{-A} \tau_k(v),
\]
with \(A\) arbitrary but fixed.

(ii) If \((\log N)^{A_1} < \delta \leq N^{\frac{1}{2}}\), then by the bound \(|\beta_n| \leq \tau_k(n)\) and Lemma 2.3 we have
\[
E^*(\beta, N, \delta, \delta'; v) \ll \delta^{-1} N \log 2N)^{k^2-1}.
\]
(iii) If $N^{1/2} < \delta \leq 2N$, then since $|\beta_n| \leq \tau_k(n) \ll n^\varepsilon$, we trivially have
\[ E^*(\beta, N, \delta, \delta'; v) \ll \delta^{-1}N^{1+\varepsilon}. \] (55)
(iv) If $2N < \delta \leq 2Q$, we use the trivial bound
\[ E^*(\beta, N, \delta, \delta'; v) \ll N^\varepsilon, \] (56)
and conclude that, in this range the subsum $E^*$ with $2N \leq \delta \leq 2Q$ is bounded by
\[ \ll N^\varepsilon \sum_\delta \sum_{v \sim Q/\delta} \sum_{n \sim N} \tau_k(n) \ll N^{1+2\varepsilon}Q. \]
Combining the above bounds we obtain
\[ E^*(\beta, N, Q) \ll N^2Q(\log 2N)^{A_1-2A} (\log 2Q)^{k-1} + N^2Q (\log N)^{2k-2-A_1} + N^{1+2\varepsilon}Q. \]
which gives the result with the choice $A = \frac{A_1+B}{2}$ and $A_1 = B + 2k - 2$. \( \square \)

Before proving Corollary 1.1 let us establish the following slightly weaker statement.

**Proposition 8.1.** Let $k > 0$ be an integer and let $\varepsilon > 0$ be given. Let $\alpha = (\alpha_n)_{n \sim M}$ and $\beta = (\beta_n)_{n \sim N}$ be two sequences of complex numbers such that $|\alpha_n| \leq \tau_k(m)$ and $|\beta_n| \leq \tau_k(n)$ for all $m, n \geq 1$. Let $X = MN$. Suppose that $\beta$ is Siegel-Walfisz. Then for every $A > 0$ we have,
\[ \sum_{Q \leq q \leq 2Q} \left| \sum_{\substack{mn \equiv a \pmod{q} \atop (m,n) = 1}} \frac{1}{\varphi(q)} \sum_{\substack{mn \equiv q \pmod{M} \atop (m,n) = 1}} \alpha_m \beta_n \right| \ll_A X(\log X)^{-A} \] (57)
provided that any of the following three conditions holds
(i) $\exp((\log X)^\varepsilon) \leq N \leq Q^{11/12} \cdot X^{17/36-\varepsilon}$ and $1 \leq |a| \leq X/3$
(ii) $\exp((\log X)^\varepsilon) \leq N \leq X^{7/90-\varepsilon}$, $Q \leq X^{53/105-\varepsilon}$ and $1 \leq |a| \leq X/3$
(iii) $\exp((\log X)^\varepsilon) \leq N \leq X^{101/630-\varepsilon}$, and $Q \leq X^{53/105-\varepsilon}$ and $1 \leq |a| \leq X^{\varepsilon/1000}$.

**Proof.** We start by establishing part i). We fix
\[ D = \exp(L^{3/10}) \text{ with } L = \log 2X, \]
and we apply Lemma 2.3 to obtain the bound $\|\alpha\|_{2, M} \ll M^{1/2}L^{(k^2-1)/2}$. Furthermore when $Q \leq N^{-1+\varepsilon}X^{17/36-\varepsilon}$, we have
\[ M^{1/2}N^{1/2}Q^{1/2} \leq MN^2X^{-\varepsilon} \text{ and } N^{1/2}Q^{1/2} \leq N^{1/2}X^{1/2-\varepsilon} < MN^2X^{-\varepsilon}. \]
Moreover since $\beta$ is Siegel-Walfisz by Lemma 8.1 we find that
\[ E^*(\beta, N, Q) \ll N^2Q(\log N)^{-A}. \]
Combining these bounds and Theorem 1.1 gives i).
In order to show \( ii \) we appeal to a result of Fouvry [11, Corollaire 1], according to which we have (57) for \( 1 \leq |a| \leq X/3 \) provided that,

\[
Q \leq \min(\sqrt{N} \sqrt{X}, N^{-6/7} X^{4/7}) X^{-\varepsilon} \text{ and } N > X^\varepsilon.
\]

Suppose thus that \( Q \leq X^{53/105-\varepsilon} \). If \( N \leq X^{1/105-\varepsilon} \) then (57) follows from \( i \). For the remaining values \( X^{1/105-\varepsilon} < N < X^{7/90-\varepsilon} \) we appeal to Fouvry’s result [11, Corollaire 1].

In order to show \( iii \) we appeal to another result of Fouvry [9, Théorème 1], according to which we have (57) for \( 1 \leq |a| \leq X^{\varepsilon/1000} \) provided that,

\[
Q \leq \min(\sqrt{N} \sqrt{X}, N^{-3/4} X^{5/8}) X^{-\varepsilon} \text{ and } N > X^\varepsilon.
\]

Then, once again for \( N < X^{1/105-\varepsilon} \) we use \( i \). If \( X^{1/105-\varepsilon} < N < X^{101/630} \) then the result follows from Fouvry’s result [9, Théorème 1].

We are now finally ready to prove Corollary 1.1. This amounts to adding the condition \( x < mn \leq 2x \) to Proposition 8.1.

**Proof of Corollary 1.1.** Let \( X = MN \). Without loss of generality we can assume,

\[ X/2 \leq x \leq 4X, \]

otherwise our sum is zero and the bound trivial. Let \( \Delta = L^{-B} \) for some \( B > 0 \) that will be fixed later. Let \( f \) a fixed smooth function with support equal to \([1 - \Delta, 2 + \Delta]\) with value equal to 1 on \([1, 2]\) and with the derivatives satisfying \( \sup_{x \in \mathbb{R}} |f^{(k)}(x)| \ll_k \Delta^{-k} \) for all integer \( k \). Let

\[
E_f(\alpha, \beta, M, N, x, q, a) := \sum_{m \sim M, \ n \sim N} \alpha_m \beta_n f\left(\frac{mn}{x}\right) - \frac{1}{\varphi(q)} \sum_{m \sim M, \ n \sim N} \sum_{(mn, q) = 1} \alpha_m \beta_n f\left(\frac{mn}{x}\right).
\]

(58)

Since \( |\alpha_m| \leq \tau_k(m) \) and \( |\beta_n| \leq \tau_k(n) \) for all \( m, n \geq 1 \), we have the inequality

\[
\sum_{q \sim Q} \left| E(\alpha, \beta, M, N, x, q, a) - E_f(\alpha, \beta, M, N, x, q, a) \right|
\]

\[
\leq \sum_{q \sim Q} \left( \sum_{(1-\Delta)x \leq \ell < x} + \sum_{2x \leq \ell < (2+\Delta)x} \right) \tau_{2k}(\ell)
\]

\[
+ \sum_{q \sim Q} \frac{1}{\varphi(q)} \left( \sum_{(1-\Delta)x \leq \ell < x} + \sum_{2x \leq \ell < (2+\Delta)x} \right) \tau_{2k}(\ell),
\]

□
and by Lemma 1.2 we finally deduce
\[
\ll X \sum_{q \leq Q} \frac{1}{\varphi(q)} L^{-B} L^{2k-1} \ll X L^{-A},
\]
with the choice \( B = 2k + A - 1 \). The Mellin transform \( \tilde{f}(s) \) of \( f(u) \), defined by
\[
\tilde{f}(s) := \int_0^\infty f(u) u^{s-1} \, du,
\]
is defined for \( s \in \mathbb{C} \), and it satisfies the decay property
\[
\tilde{f}(it) \ll \min\left( 1, (\Delta(1 + |t|))^{-2} \right).
\]
Inserting the inversion formula
\[
f\left(\frac{mn}{x}\right) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{f}(it) \left(\frac{mn}{x}\right)^{-it} \, dt,
\]
in the definition (58), we have the equality
\[
E_f(\alpha, \beta, M, N, x, q, a) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{f}(it) E(\alpha_t, \beta_t, M, N, q, a) \, dt,
\]
where \( E(\alpha_t, \beta_t, M, N, x, q, a) \) is defined as \( E(\alpha, \beta, M, N, x, q, a) \) but with \( \alpha_m \) replaced by \( \alpha_m m^{-it} \) and \( \beta_n \) by \( \beta_n n^{-it} \). Hence by (59), the proof is reduced to establishing the bound
\[
\int_{-\infty}^{\infty} |\tilde{f}(it)| \sum_{q \sim Q} |E(\alpha_t, \beta_t, M, N, q, a)| \, dt \ll MN L^{-A}.
\]
The trivial bound
\[
\sum_{q \sim Q} |E(\alpha_t, \beta_t, M, N, q, a)| \ll MN L^{2k}
\]
and the bound (60) allows to reduce the integration in (61) to the segment
\[
|t| \leq L^{A+2B+2k} = L^{3A+6k-2}.
\]
Secondly, integrating by parts we see that uniformly for \( t \) as above, the sequence \( \beta_t \) is Siegel-Walfisz. Then by Proposition 8.1
\[
|E(\alpha_t, \beta_t, M, N, q, a)| \ll A' MN L^{-A'},
\]
for all \( A' \), uniformly for \( t \) satisfying (62). Integrating over \( t \) on this interval, we complete the proof of (61). \( \square \)
9. Proof Corollary 9.3

Let \( \varepsilon > 0 \) and \( A > 2 \) be given. For every \( x > 2 \) there exists a real number \( \Delta \) satisfying the inequalities \( (\log x)^{-A} \leq \Delta \leq 2(\log x)^{-A} \), such that the number

\[
L_0 := \frac{\varepsilon \log x - (\log x)^{\varepsilon}}{\log(1 + \Delta)}
\]

is an integer. Notice that \( L_0 \ll (\log x)^{A+1} \).

Let \( S := S_{\varepsilon,A,x} \subset [x, 2x] \) be a subset of the integers such that

(i) Each \( n \in S \) has a prime factor \( p \) with \( p \in J := [\exp((\log x)^{\varepsilon}), x] \)

(ii) Each \( n \in S \) has at most one prime factor in each of the intervals

\[
I_\ell := [\exp((\log x)^{\varepsilon})(1 + \Delta)^\ell, \exp((\log x)^{\varepsilon})(1 + \Delta)^{\ell+1}) := [M_\ell, M_{\ell+1})
\]

with \( 0 \leq \ell < L_0 \).

Notice that for each \( n \in S_{\varepsilon,A,x} \) there exists a unique \( 0 \leq \ell < L_0 \) such that we can write \( n = bpc \) such that all of the prime factors of \( b \) are strictly less than \( \exp((\log x)^{\varepsilon}) \), \( p \) belongs to \( I_\ell \) and all of the prime factors of \( c \) are greater than \( M_{\ell+1} \).

The contribution to the left-hand side of (6) of the integers that do not belong to \( S \) is negligible as shown in the lemma below.

**Lemma 9.1.** Let \( \varepsilon, k > 0 \) and \( A > 2 \) be given. Let \( g : \mathbb{N} \to \mathbb{C} \) be a multiplicative function such that \( |g(n)| \leq \tau_k(n) \). Then, uniformly in \( x \geq 2 \), \( q \leq x^{3/4} \), \((a, q) = 1 \),

\[
\left| \sum_{\substack{n \sim x \atop n \equiv a (\mod q) \atop n \not\in S_{\varepsilon,A,x}}} g(n) \right| \ll \varepsilon, k \frac{x}{\varphi(q)} \cdot \left( (\log x)^{-1+\varepsilon k} + (\log x)^{k-A} \right).
\]

**Proof.** By the union bound,

\[
\left| \sum_{\substack{n \sim x \atop n \equiv a (\mod q) \atop n \not\in S_{\varepsilon,A,x}}} g(n) \right| \leq \sum_{\substack{n \sim x \atop n \equiv a (\mod q) \atop n \not\in S_{\varepsilon,A,x}}} |g(n)| + \sum_{0 \leq \ell \leq L_0} \sum_{\substack{n \sim x \atop n \equiv a (\mod q) \atop p | n \Rightarrow p \not\in J \atop r,s \in I_\ell \atop rs | n \Rightarrow r,s \text{ prime}}} |g(n)| \quad (63)
\]

By Shiu’s bound (Lemma 2.2) the first sum is

\[
\ll \frac{x}{\varphi(q)} \cdot \frac{1}{\log x} \cdot \prod_{p \leq \exp((\log x)^{\varepsilon})} \left( 1 + \frac{|g(p)|}{p} \right) \prod_{x^{\ell} \leq p \leq x} \left( 1 + \frac{|g(p)|}{p} \right) \ll \frac{x}{\varphi(q)} \cdot (\log x)^{\varepsilon k-1}
\]

To bound the second sum on the right-hand side of (63) we notice that for \( n = rsm \) we have \( |g(n)| \leq \tau_k(n) \leq \tau_k(r) \tau_k(s) \tau_k(m) \ll_k \tau_k(m) \). Notice also that \((n, q) = 1\) since
\[ n \equiv a \pmod{q} \text{ and } (a, q) = 1. \] Therefore we also have \((rs, q) = 1\). Consequently,

\[
\sum_{0 \leq \ell \leq L_0} \sum_{n \sim x} \frac{|g(n)|}{\varphi(q)} \ll_k \sum_{0 \leq \ell \leq L_0} \sum_{m \leq \ell / (rs)} \sum_{r, s \in \mathcal{I}_\ell, \text{prime}} \frac{1}{rs} \cdot \frac{x}{\varphi(q)} \cdot (\log x)^{k-1}
\]

\[
\ll_k L_0 \frac{x}{\varphi(q)} \cdot (\log x)^{k-2A-1} \ll \frac{x}{\varphi(q)} \cdot (\log x)^{k-A}
\]

Combining the above two bounds the claim follows. \(\square\)

As a consequence of Lemma 9.1, the proof of the Corollary will be finished once we show that for every \(D > 0\),

\[
\sum_{q \sim Q} \left| \sum_{n \equiv a (\mod q)}_{n \in S_{\varepsilon, A, x}} g(n) - \frac{1}{\varphi(q)} \sum_{n \sim x} g(n) \right| \ll_D x(\log x)^{-D}
\]

Using the definition of the set \(S_{\varepsilon, A, x}\) and the triangle inequality, we bound this as,

\[
\sum_{0 \leq \ell \leq L_0} \sum_{q \sim Q} \left| \sum_{pm \sim x} \alpha_{p, \ell, x} \beta_{m, \ell, x} - \frac{1}{\varphi(q)} \sum_{pm \sim x} \alpha_{p, \ell, x} \beta_{m, \ell, x} \right| \quad (64)
\]

where

\[
\alpha_{p, \ell, x} := g(p) \cdot 1_{p \in \mathcal{I}_\ell}
\]

and

\[
\beta_{m, \ell, x} := \sum_{\substack{m = bc \\mid p \mid b \Rightarrow p < M_0 \\mid p \mid c \Rightarrow p > M_{l+1}}} g(b)g(c).
\]

Notice that \(\alpha_{p, \ell, x}\) is Siegel-Walfisz, since \(g(p)\) is Siegel-Walfisz and since \(M_\ell \geq \exp((\log x)^{\varepsilon})\) and \(\Delta \geq (\log x)^{-A}\). By Corollary 1.1, the expression (64) is \(\ll_C x(\log x)^{-C}\) for any fixed \(C > 0\), as needed.

10. Proof of Corollary 1.2

Corollary 1.2 follows immediately from Corollary 1.3 upon specializing to \(g(n) = \tau_k(n)\).
11. Proof of Corollary 1.4

The proof of Corollary 1.4 is similar to the proof of Corollary 1.3 but requires slightly more precise estimates. Consequently we provide the proof in full.

Let \( \varepsilon > 0 \) and \( k \in [2, \infty) \cap \mathbb{N} \) be given. As usual denote by \( \Omega(n) \) the number of prime factors of \( n \) counted with multiplicity. Let \( x \geq 2 \) be a large number. Let \( 1 \leq c_0 = c_0(x) \leq 2 \) be a real number such that \( c_0 x^\varepsilon \exp(-(\log x)^\varepsilon) = 2^{J_0} \) where \( J_0 \) is a positive integer. To shorten notations we write,

\[
y := \exp((\log x)^\varepsilon).
\]

Let \( S := S_{\varepsilon, k, x} \subset [x, 2x] \) be the set of those \( n = p_1 \ldots p_k \) with \( p_1 \leq p_2 \leq \ldots \leq p_k \) for which

(i) \( p_1 \in [y, c_0 x^\varepsilon] \).

(ii) there is at most one \( p_i \) in each interval \([y^{2j}, y^{2j+1})\) with \( 0 \leq j < J_0 \).

We first claim that the integers \( x < n \leq 2x \) with \( \Omega(n) = k \) that are not in \( S \) give a negligible contribution to the left-hand side of (7).

**Lemma 11.1.** Let \( k \geq 2 \) be an integer and let \( 0 < \varepsilon < \frac{1}{100k} \) be given. Then, uniformly in \( x \geq x_0(\varepsilon, k) \), \( q \leq x^{3/4} \) and \( (a, q) = 1 \), we have

\[
\sum_{n \sim x} 1 \ll_k \varepsilon \cdot \frac{x}{\varphi(q)} \cdot \frac{\log \log x}{\log x}.
\]

**Proof.** If \( x < n \leq 2x \) satisfies \( \Omega(n) = k \) and \( n \notin S_{\varepsilon, k, x} \) then either all of the prime factors of \( n \) are larger than \( c_0 x^\varepsilon \) or \( n \) has a prime factor smaller than \( y \) in which case it can be written as \( n = pbc \) with \( p < y \), \( \Omega(b) \leq k - 1 \) with \( p|b \implies p \leq c_0 x^\varepsilon \) and \( p|c \implies p > c_0 x^\varepsilon \) or there exists an \( 0 \leq \ell < J_0 \) for which there exists two \( i < j \) with \( p_i, p_j \in [y^{2\ell}, y^{2\ell+1}) \).

Therefore by the triangle inequality,

\[
\sum_{n \sim x} 1 \ll \sum_{n \sim x} 1 + \sum_{p \mid n, p \leq c_0 x^\varepsilon} 1 + \sum_{\Omega(b) \leq k - 1} 1 + \sum_{p \mid c, p > c_0 x^\varepsilon} 1 + \sum_{p_i, p_j \in [y^{2\ell}, y^{2\ell+1})} 1.
\]

By the upper bound sieve the contribution of the first sum is

\[
\ll \frac{x}{\varphi(q)\varepsilon} \cdot \frac{1}{\log x}
\]

and therefore acceptable. To deal with the second sum we first remark that we necessarily have \( c > 1 \) (as a consequence of the sizes of the variables \( p \) and \( b \)). This
implies the inequality $\Omega(b) \leq k - 2$. Applying the upper bound sieve again we conclude that the contribution of the second sum is

$$\ll \sum_{p \leq y, b \leq (c_0 x^e)^k - 2} \frac{1}{\phi(p)} \cdot \frac{1}{\log x} \sum_{c \leq \frac{x}{(bp)}} 1 \ll \frac{x}{\phi(q)} \cdot \frac{1}{\log x} \sum_{c \equiv a bp \pmod{q}} 1 \ll \frac{x}{\phi(q)} \cdot \frac{(\log \log x)^{k-1}}{k-2},$$

and this in turn is

$$\ll \varepsilon \cdot \frac{x}{\phi(q)} \cdot \frac{(\log \log x)^{k-1}}{\log x}.$$

Finally the contribution of the third sum is bounded by

$$\ll \varepsilon \cdot \frac{x}{\phi(q)} \cdot \frac{(\log \log x)^{k-1}}{\log x} \cdot \frac{1}{y^{2\ell}} \cdot \frac{1}{(\log y^{2\ell})^2},$$

which finally gives the bound,

$$\ll \frac{x}{\phi(q)} \cdot \frac{(\log \log x)^{k-1}}{(\log x)^{1+\varepsilon}}$$

for any fixed $k \geq 2$. Combining the bounds for the above three sums completes the proof of the Lemma.

Thus to conclude the proof of the corollary it remains to show that, for any $A > 0$,

$$\sum_{q \leq Q} \left| \sum_{n \geq x} 1 - \frac{1}{\phi(q)} \sum_{n \equiv a \pmod{q}} 1 \right| \ll_A x (\log x)^{-A}. \quad (65)$$

By definition of the set $S_{c,k,x}$ there exists a unique $0 \leq \ell < J_0$ such that we can write $n = pm$ with $p \in [y^{2\ell}, y^{2\ell+1})$ and $p' / m \Rightarrow p' \geq y^{2\ell+1}$. Therefore we bound the
left-hand side of (65) by
\[
\sum_{0 \leq \ell < J_0} \sum_{0 \leq i \leq 1} \sum_{q \sim Q} \frac{1}{\varphi(q)} \sum_{p \sim y^{2^j} \frac{m \equiv x}{y^{2^{j+1}}}} 1 - \frac{1}{\varphi(q)} \sum_{p \sim y^{2^j} \frac{m \equiv x}{y^{2^{j+1}}}} 1
\]

Since the sequence of primes satisfies the Siegel-Walfisz condition (by the Siegel-Walfisz theorem!) it follows from Corollary 1.1 that the above expression is \(\ll_A x (\log x)^{k-1} \) for any fixed \(A > 0\).

Combining both estimates we conclude that for each \(0 < \varepsilon < \frac{1}{100k}\), there exists an \(x_0(\varepsilon, k)\) such that for all \(x > x_0(\varepsilon, k)\) we have,
\[
\sum_{q \sim Q} \left| \sum_{n \equiv a \pmod{q}} 1 - \frac{1}{\varphi(q)} \sum_{n \equiv a \pmod{q}} 1 \right| \leq C \varepsilon \cdot x \cdot \frac{(\log \log x)^{k-1}}{(k-1)! \log x}
\]
with \(C > 0\) an absolute constant. This is exactly the definition of being
\[
o \left( \frac{x (\log \log x)^{k-1}}{\log x} \right)
\]
and so the corollary follows.

12. Proof of Corollary 1.5

The proof of Corollary 1.5 relies on divisor switching and the use of our main Corollary 1.1 after the divisor switching is accomplished.

We are interested in bounding,
\[
\sum_{q \sim Q} \left| \sum_{d \leq z \atop d \equiv a \pmod{q}} \lambda_d - \frac{1}{\varphi(q)} \sum_{d \leq z \atop (d, q) = 1} \lambda_d \right|
\]
To proceed further we would like to be able to assume, without loss of generality, that \((d, a) = 1\). This will be useful once we arrive to divisor switching. Notice that we can split the sum according to \(\Delta|a\) such that \((a, d) = \Delta\). Notice also that since \((a, q) = 1\) we have \((\Delta, q) = 1\). Consequently we can re-write the above sum as,
\[
\sum_{\Delta | a} \sum_{q \sim Q} \left| \sum_{d \leq z \atop d \equiv a \pmod{q}} \lambda_d \Delta - \frac{1}{\varphi(q)} \sum_{d \leq z \atop (d, q) = 1} \lambda_d \Delta \right|
\]
We split the sum over $\Delta$ into two sub-sums, those corresponding to $\Delta \leq x^{\varepsilon}$ and those corresponding to $\Delta > x^{\varepsilon}$.

We first focus on the part of the sum with $\Delta > x^{\varepsilon}$. We use Lemma 2.3 to bound the contribution of terms with $x^{\varepsilon} \leq \Delta < xQ^{-1-\varepsilon}$, and the trivial bound $\lambda_d \ll d^{\varepsilon}$ to bound the contribution of terms with $\Delta > xQ^{-1-\varepsilon}$. This shows that the subsum over $\Delta > x^{\varepsilon}$ contributes at most

$$\ll \sum_{\Delta| a, q \sim Q \atop x^{\varepsilon} \leq \Delta \leq xQ^{-1-\varepsilon}} \frac{x^{7k}(\Delta)}{\Delta \varphi(q)} \cdot (\log x)^k + \sum_{\Delta| a} Q^{1+\varepsilon}x^{\varepsilon} \ll x^{1-\varepsilon^2/2} + Q^{1+\varepsilon}x^{2\varepsilon}$$

and therefore is acceptable.

On the other hand since for all $1 \leq |a| \leq x$ we have $\sum_{\Delta| a} 1/\Delta \ll \log x$ to deal with the contribution of terms with $\Delta \leq x^{\varepsilon}$ it’s enough to show that,

$$\sum_{q \sim Q \atop (q,a)=1} \xi_q \left( \sum_{d| a \atop d \leq x} \lambda_d - \frac{1}{\varphi(q)} \sum_{d| b \atop d \leq x} \lambda_d \right) \ll x(\log x)^{-A} \quad (66)$$

for arbitrary coefficients $\lambda_d$ with $|\lambda_d| \leq \tau_k(d)$ and uniformly in either

(i) $z \leq x^{53/105-\varepsilon/2}, x^{1-\varepsilon/2} > Q > x^{529/630+\varepsilon/2}$ and $1 \leq |a| \leq x^{\varepsilon/1000}$

(ii) or $z \leq x^{53/105-\varepsilon/2}, x^{1-\varepsilon/2} > Q > x^{83/90+\varepsilon/2}$ and $1 \leq |a| \leq x^{1-3\varepsilon}$

(iii) or $z \leq x^{1/2+\delta-\varepsilon/2}, x^{1-\varepsilon/2} > Q > x^{(71+66\delta)/72+\varepsilon/2}$ and $1 \leq |a| \leq x^{1-2\varepsilon}$ for any fixed $0 < \delta < \frac{1}{66}$.

We re-write (66) as,

$$\sum_{q \sim Q \atop (q,a)=1} \xi_q \left( \sum_{d| a \atop d \leq x} \lambda_d - \frac{1}{\varphi(q)} \sum_{d| b \atop d \leq x} \lambda_d \right) \quad (67)$$

with $\xi_q$ a sequence of complex number with $|\xi_q| = 1$.

We now evaluate the first term, and express the congruence condition $dB \equiv a \pmod{q}$ as $dB = a + qr$ for some $r \in \mathbb{Z}$. This shows that the first term in (67) is

$$\sum_{q \sim Q \atop (q,a)=1} \xi_q \sum_{d| a \atop d \leq x} \lambda_d = \sum_{i=1}^{2} \sum_{d| a \atop d \leq x} \lambda_d \sum_{q \sim Q \atop q^r \equiv -a \pmod{d}} \xi_q + O(|a|x^{\varepsilon}). \quad (68)$$
Given \( C > 0 \) notice that the contribution of \( d \) for which \( |\lambda_d| > (\log x)^C \) is

\[
\ll x(\log x)^{-C} \sum_{d \leq z} \frac{\tau_k(d)^2}{d} \ll x(\log x)^{-C+k^2}
\]

This sum over the remaining \( d \)'s with \( |\lambda_d| \leq (\log x)^C \) is in a form that is amenable to our main theorem and indeed applying Corollary 1.1 ii) (when \( z \leq x^{53/105-\varepsilon/2} \) and \( Q > x^{83/90+\varepsilon/2} \)), Corollary 1.1 i) (when \( z \leq x^{1/2+\delta-\varepsilon/2} \) and \( Q > x^{(71+66\delta)/72+\varepsilon/2} \)) or Corollary 1.1 iii) (when \( z \leq x^{53/105-\varepsilon/2} \) and \( Q > x^{1/2+\delta-\varepsilon/2} \) and \( 1 \leq |a| \leq x^{\varepsilon/1000} \)), we see that the sum on the right-hand side of (68) restricted to \( d \) with \( |\lambda_d| < (\log x)^C \) is equal to

\[
\sum_{d \leq z} \lambda_d \cdot \frac{1}{\varphi(d)} \sum_{q \sim x} \xi_q + O_A(x(\log x)^{C-A} + |a|x^\varepsilon)
\]

As before the contribution of the \( d \) with \( |\lambda_d| > (\log x)^C \) is \( \ll x(\log x)^{-C+k^2} \) and so we conclude that the right-hand side of (69) is equal to

\[
\sum_{d \leq z} \lambda_d \cdot \frac{1}{\varphi(d)} \sum_{q \sim x} \xi_q + O_A(x(\log x)^{C-A} + x(\log x)^{-C+k^2} + |a|x^\varepsilon)
\]  \hspace{1cm} (69)

Choosing \( C \) sufficiently large with respect to \( k \) and \( A \) sufficiently large with respect to \( C \) we see that the error term is \( \ll_K x(\log x)^{-K} + |a|x^\varepsilon \) for any \( K > 0 \). We finally notice that the main term of (69) is equal to

\[
\sum_{d \leq z} \lambda_d \cdot \frac{1}{\varphi(d)} \sum_{q \sim x} \xi_q \cdot \left( \frac{x}{q} \cdot \frac{\varphi(d)}{d} + O(d^\varepsilon) \right) = x \sum_{q \sim Q} \lambda_d \xi_q + O(Qx^\varepsilon).
\]  \hspace{1cm} (70)
We now evaluate the second term in (67). Similarly to the previous calculation, this is
\[
\sum_{q \sim Q} \xi_q \cdot \frac{1}{\varphi(q)} \sum_{d \mid n \atop d \leq z} \lambda_d = \sum_{q \sim Q} \xi_q \cdot \frac{1}{\varphi(q)} \sum_{d \leq z \atop (d, a) = 1} \lambda_d \cdot \left( \frac{x}{d} \cdot \frac{\varphi(q)}{q} + O(x^\varepsilon) \right)
\]
\[
= x \sum_{q \sim Q} \xi_q \frac{\lambda_d}{qd} + O(x^\varepsilon).
\]

Combining the above calculation of the first and second term appearing in (67) we conclude that (67) is
\[
\ll A x (\log x)^{-A} + |a|x^\varepsilon + zx^\varepsilon + Qx^\varepsilon
\]
for any \( A > 0 \). Since \( 1 \leq |a|, z, Q \leq x^{1-2\varepsilon} \) by assumption we conclude that the above is \( \ll A x (\log x)^{-A} \) for any \( A > 0 \) as claimed.

13. Proof of Corollary 1.6

We pick sieve weights \( \lambda_{d,z} \) such that,
\[
\sum_{d \mid n \atop d \leq z} \lambda_{d,z} = \left( \sum_{d \mid n \atop d \leq \sqrt{z}} \mu(d) \cdot \left( 1 - \frac{\log d}{\log \sqrt{z}} \right) \right)^2
\]
and we set \( \lambda_{d,z} = 0 \) for \( d > z \). Observe that \( |\lambda_{d,z}| \leq 3^{\omega(d)} \) where \( \omega(n) \) is the number of prime factors of \( n \) counted without multiplicity. Throughout \( z \leq x^{1-2\varepsilon} \). It is clear from the definition of \( \lambda_{d,z} \) that for \( n > \sqrt{z} \),
\[
1_{n \text{ is prime}} \leq \sum_{d \mid n} \lambda_{d,z}.
\]

Moreover by a classical computation,
\[
\frac{1}{\varphi(q)} \sum_{n \sim x \atop (n, q) = 1} \sum_{d \mid n} \lambda_{d,z} = \frac{(2 + o(1))x}{\varphi(q) \log z}
\]
uniformly in \( q \leq z^{1-\varepsilon} \) as \( x \to \infty \).
We choose $z = x^{\frac{83}{90} - \varepsilon}$. It then follows from Corollary 1.5 that for any $x^{\frac{83}{90} + \varepsilon} \leq Q \leq x^{1-3\varepsilon}$, for almost all $q \sim Q$ with at most $\ll A Q (\log x)^{-A}$ exceptions we have,

$$\sum_{p \equiv \alpha (\mod q)} 1 \leq \sum_{n \equiv \alpha (\mod q)} \left( \sum_{d|n} \lambda_{d,z} \right) = \frac{1}{\varphi(q)} \sum_{n \sim z} \left( \sum_{d|n} \lambda_{d,z} \right) = \frac{(2 + o(1))x}{\varphi(q) \log z}$$

and this yields the claim for any $\theta > \frac{83}{90}$. In the regime $\theta \leq \frac{83}{90}$ we obtain a superior result by appealing to the result of Fouvry [10], which however reduces the uniformity in $a$ to $1 \leq |a| \leq (\log x)^C$. Finally for the proof of the Remark, that is for $\theta = 1 - \eta$ with $0 < \eta < \frac{1}{66}$ it suffices to choose $z = x^{\frac{16}{15} - \frac{11}{14} \eta - \varepsilon}$ and appeal to Corollary 1.5(ii).
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