A fixed-point implementation of tone mapping operation for HDR images expressed in floating-point format
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A tone mapping operation (TMO) for HDR images with fixed-point arithmetic is proposed. A TMO generates a low dynamic range (LDR) image from a high dynamic range (HDR) image by compressing its dynamic range. Since HDR images are generally expressed in a floating-point data format, a TMO also deals with floating-point data even though resulting LDR images have integer data. As a result, conventional TMOs require many resources such as computational and memory cost. To reduce the resources, an integer TMO which treats a floating-point number as two 8-bit integer numbers was proposed. However, this method has the limitation of available input HDR image formats. The proposed method introduces an intermediate format to relieve the limitation of input formats, and expands the integer TMO for the intermediate format. The proposed integer TMO can be applied for multiple formats such as the RGBE and the OpenEXR. Moreover, the method can conduct all calculations in the TMO with fixed-point arithmetic. Using both integer data and fixed-point arithmetic, the method reduces not only the memory cost, but also the computational cost. The experimental and evaluation results show that the proposed method reduces the computational and memory cost, and gives almost same quality of LDR images, compared with the conventional method with floating-point arithmetic.
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I. INTRODUCTION

High dynamic range (HDR) images are diffusing in many fields: photography, computer graphics, on-vehicle cameras, medical imaging, and more. They have wider dynamic range of pixel values than standard low dynamic range (LDR) images. In contrast, display devices which can express the pixel values of HDR images are not popular yet. Therefore, the importance of a tone mapping operation (TMO) which generates an LDR image from an HDR image by compressing its dynamic range is growing.

Various research works on tone mapping have so far been done [1–9]. Many of these are focused on compression techniques or quality of tone mapped images. Unlike these research works, our method proposes to reduce resources such as computational and memory cost during a TMO.

In general, reducing computational and memory cost is an important issue in image processing. HDR images are generally expressed in floating-point data formats such as the OpenEXR [10] and the RGBE [11]. Because of this, a TMO is executed with floating-point arithmetic, and it requires large computational and memory cost. Specifically, embedded systems often have only limited resources: low-memory or low-performance processor without a floating-point unit (FPU). Furthermore, real-time processing, such as an HDR video, requires speeding-up or parallelization of computing. For these reasons, reducing computational and memory cost regarding a TMO is an important issue.

To reduce the computational cost, fixed-point arithmetic is effective. Fixed-point arithmetic is often utilized in image processing and embedded systems because of the advantages such as low-power consumption, the small circuit size and high-speed computing [12–16]. However, executing a TMO with fixed-point arithmetic is difficult due to the wide range value of HDR images. On the other hand, fast tone mapping functions were proposed in [17–20]. The authors in [17, 18] focus on speeding up of the trilateral filter-based HDR tone mapping technique. However, it still takes a long time for processing because the trilateral filter-based technique itself is heavy. In [19, 20], visibility and contrast are...
simply controlled with a single parameter. Nevertheless, it does not directly contribute to reducing resources, and tone mapping functions for this approach is limited to a specific one. Moreover, the tone mapping function is only one process out of many processes in a TMO. The proposed method considers the whole process of a TMO, and focuses on global tone mapping [1, 2].

Unlike the lightweight tone mapping approach, an integer TMO, which deals with resource reduction was proposed in [21, 22]. Considering not only a function itself, but also the whole process of a TMO, this method tries to resolve the essential problem on high demand of resources. In these methods, any kind of global tone mapping functions can be used. The method in [21] treats a floating-point number as two 8-bit integer numbers, which correspond to an exponent part and a mantissa part, and applies tone mapping to these integer numbers separately. The method reduces the memory cost using 8-bit integer data instead of 64-bit floating-point data. Moreover, using 8-bit integer data facilitates executing calculations with fixed-point arithmetic because it eases the limitation of the bit length. The method in [22] executes the integer TMO with fixed-point arithmetic, and therefore it reduces the computational cost as well.

The proposed method is based on [21, 22]. The integer TMO [21, 22] is designed for the RGBE format; if using for other formats, it is necessary to design a new algorithm dedicated to each format. The method introduces an intermediate format to relieve the limitation of the input HDR image format, and expands the integer TMO for the intermediate format. The proposed integer TMO can be applied for multiple HDR image formats by converting the input image to the intermediate format. The method can conduct all the calculations of the TMO with only fixed-point arithmetic. By these features, the method can be executed under limited resources, such as processors without a FPU or low-memory. The experiments and evaluation confirmed that the proposed method reduces the computational cost and the memory cost, and keeps the quality of tone mapped images, compared to the conventional method with floating-point arithmetic [1].

II. PRELIMINARIES

This section describes widely used HDR image formats and the conventional TMO.

A) HDR image formats

1) THE RGBE FORMAT

Figure 1 shows the bit allocation of the RGBE format [11]. Each pixel is 32 bits long in this format. It consists of 8-bit common exponent and 8-bit mantissa for each RGB channel. The relation among a real number \( F_1 \), the exponent part \( F_{1E} \) and the mantissa part \( F_{1M} \) is given as

\[
F_1 = (F_{1M} + 0.5) \cdot 2^{F_{1E}-136}. \tag{1}
\]

![Fig. 1. Bit allocation of the RGBE format.](image)

2) THE OPENEXR FORMAT

Figure 2 shows the bit allocation of the OpenEXR format [10]. Each pixel is 48 bits long in this format. This format has two expressions: the normalized numbers and the denormalized numbers. The range of the normalized numbers is restricted as shown in Table 1. The denormalized numbers are used to express the small absolute values which cannot be expressed in the normalized numbers. Therefore, the OpenEXR format has two different encoding processes and decoding processes, respectively. The relation among a real number \( F_2 \), the sign \( s_2 \in \{0, 1\} \), the exponent part \( F_{2E} \) and the mantissa part \( F_{2M} \) in the decoding process for a normalized number is given as

\[
F_2 = (-1)^{s_2} \cdot (1 + F_{2M} \cdot 2^{-10}) \cdot 2^{F_{2E}-15}. \tag{2}
\]

On the other hand, the relation for a denormalized number is described as

\[
F_2 = (-1)^{s_2} \cdot (F_{2M} \cdot 2^{-10}) \cdot 2^{-14}. \tag{3}
\]

![Fig. 2. Bit allocation of the OpenEXR format.](image)

3) THE IEEE754 FORMAT

The IEEE754 format is a standard specification which is used for calculation of floating-point number [23]. The processor with a FPU can perform high-speed processing for this format. Figure 3 shows the bit allocation of the IEEE754 single precision format. The relation among a real number \( F_3 \), the sign \( s_3 \in \{0, 1\} \), the exponent part \( F_{3E} \) and the mantissa part \( F_{3M} \) is given as

\[
F_3 = (-1)^{s_3} \cdot (1 + F_{3M} \cdot 2^{-23}) \cdot 2^{F_{3E}-127}. \tag{4}
\]

![Table 1. The range of the normalized number and the denormalized number in the OpenEXR format.](image)
B) Global TMO

A procedure of the conventional TMO [1] is described in this section. A TMO generates an LDR image expressed in integer from an HDR image expressed in floating-point. There are two types of a TMO: global tone mapping and local tone mapping; this paper deals with global tone mapping. Figure 4 shows “Photographic Tone Reproduction” which is one of the well-known global TMOs [1]. Each step in this figure is described as follows.

First, the world luminance \( L_w(p) \) of the HDR image is calculated from RGB pixel values of the HDR image,

\[
L_w(p) = 0.27R(p) + 0.67G(p) + 0.06B(p), 
\]

where \( R(p), G(p), \) and \( B(p) \) are floating-point RGB pixel values of the HDR image, respectively.

Next, the geometric mean \( \bar{L}_w \) of the world luminance \( L_w(p) \) is calculated as follows:

\[
\bar{L}_w = \exp \left( \frac{1}{N} \sum_p \log_e(L_w(p)) \right), 
\]

where \( N \) is the total number of pixels in the input HDR image. Note that equation (6) has the singularity due to zero value of \( L_w(p) \). It is avoided by introducing a small value as shown in [1]. However, its affection is not negligible for pixel values in a resulting LDR image because a typical HDR image format such as the RGBE can express a small pixel value. Therefore, only non-zero values are used in this calculation.

Then, the scaled luminance \( L(p) \) is calculated as

\[
L(p) = k \cdot \frac{L_w(p)}{\bar{L}_w}, 
\]

where \( k \in [0, 1] \) is the parameter called “key value”.

Next, the display luminance \( L_d(p) \) is calculated using a tone mapping function \( y() \) as follows:

\[
L_d(p) = y(L(p)). 
\]

The Reinhard’s global operator [1] which is one of the well-known tone mapping functions is defined as

\[
y_{\text{Reinhard}}(L(p)) = \frac{L(p)}{1 + L(p)}. 
\]

Finally, the floating-point pixel values \( C_F(p) \) of the LDR image is calculated as follows:

\[
C_F(p) = L_d(p) \cdot \frac{C(p)}{L_w(p)}, 
\]

where \( C(p) \in \{R(p), G(p), B(p)\} \) is the floating-point RGB value of the input HDR image, and \( C_F(p) \in \{R_F(p), G_F(p), B_F(p)\} \).

The 24-bit color RGB values \( C_I(p) \) of the LDR image is derived from

\[
C_I(p) = \text{round}(C_F(p) \cdot 255), 
\]

where round \( (x) \) rounds \( x \) to its nearest integer value, and \( C_I(p) \in \{R_I(p), G_I(p), B_I(p)\} \).

Despite the resulting LDR image is integer data, the data and arithmetic in the above procedure are both floating-point. Large computational and memory cost is required from this.

The integer TMO [21, 22] implements a global TMO with integer data and fixed-point arithmetic. Using integer data and fixed-point arithmetic reduces the memory cost and the computational cost. However, this method works on only the RGBE format; its performance is not guaranteed for other formats such as the OpenEXR.

The proposed method is an extended version of [21, 22]. The method introduces the intermediate format to relieve the limitation of the input HDR image format, and expands the integer TMO for the intermediate format.

III. PROPOSED METHOD

This section describes an intermediate format, an integer TMO for the intermediate format, and the way to execute the integer TMO with fixed-point arithmetic. Sections IIIA and IIIB contain extensions of [21, 22], and Section IIIC belongs to [22].

A) Intermediate format

An input HDR image is converted to the intermediate format (Fig. 5) at the first step of the proposed method. The proposed integer TMO can be applied for multiple HDR image formats by converting the input image to the intermediate format. This format can be applied for the RGBE, the OpenEXR, and the IEEE754. Figure 5 shows the bit allocation of the intermediate format. Unlike the RGBE format,
\[ C_E(p) = \left\lfloor \log_2 C(p) + 128 \right\rfloor, \]
\[ C_M(p) = \left\lceil C(p) \cdot 2^{136-G_E(p)} \right\rceil. \]

Then, the exponent part \( L_{w_E}(p) \) and the mantissa part \( L_{w_M}(p) \) of the world luminance \( L_w(p) \) of the HDR image are calculated as

\[ L_{w_E}(p) = \left\lfloor \log_2 ML(p) - 8 \right\rfloor, \]
\[ L_{w_M}(p) = \left\lfloor ML(p) \cdot 2^{-E_{w_E}(p)} \right\rfloor, \]
\[ ML(p) = 0.27(R_M(p) + 0.5) \cdot 2^{E_{w_E}(p)} + 0.67(G_M(p) + 0.5) \cdot 2^{G_{w_E}(p)} + 0.06(B_M(p) + 0.5) \cdot 2^{B_{w_E}(p)}, \]

where \( 0 \leq L_{w_E}(p) \leq 255 \) and \( 0 \leq L_{w_M}(p) \leq 255 \). The method sets \( L_{w_E}(p) = L_{w_M}(p) = 0 \) if \( C_E(p) = 0 \), and the method sets \( L_{w_M}(p) = 255 \) if \( L_{w_E}(p) = 256 \).

Next, the exponent part \( \bar{L}_{w_E} \) and the mantissa part \( \bar{L}_{w_M} \) of the geometric mean \( \bar{L}_w \) of the HDR image are calculated as

\[ \bar{L}_{w_E} = \left\lfloor SL_{w_E} + SL_{w_M} + 128 \right\rfloor, \]
\[ \bar{L}_{w_M} = \left\lfloor 2^{SL_{w_M} + SL_{w_E} - \bar{L}_{w_E} + 136} \right\rfloor, \]
\[ SL_{w_E} = \frac{1}{N} \sum_p \left( L_{w_E}(p) - 136 \right), \]
\[ SL_{w_M} = \frac{1}{N} \sum_p \log_2 \left( L_{w_M}(p) + 0.5 \right), \]

where \( 0 \leq \bar{L}_{w_E} \leq 255 \) and \( 0 \leq \bar{L}_{w_M} \leq 255 \). Here, \( \bar{L}_{w_E} \) and \( \bar{L}_{w_M} \) are computed using only non-zero \( L_w(p) \)'s.

Then, the exponent part \( L_E(p) \) and the mantissa part \( L_M(p) \) of the scaled luminance \( L(p) \) of the HDR image are
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Fig. 8. The outline of the proposed method.

Fig. 9. The block diagram of the experiments.

The exponent part $L_{dE}(p)$ and the mantissa part $L_{dM}(p)$ of the display luminance $L_d(p)$. This calculation depends on tone mapping functions. Here, the tone mapping function of equation (9) is used as an example,

$$L_{dE}(p) = \left\lceil \log_2(F_L(p) + 128) \right\rceil,$$  
(27)

$$L_{dM}(p) = \left\lfloor F_L(p) \cdot 2^{136-L_{dE}(p)} \right\rfloor,$$  
(28)

$$F_L(p) = \frac{L_M(p) + 0.5}{L_M(p) + 0.5 + 2^{136-L_{dE}(p)}},$$  
(29)

The method sets $L_{dE}(p) = L_{dM}(p) = 0$ if $L_{dE}(p) < 0$, and $L_{dE}(p) = L_{dM}(p) = 255$ if $L_{dE}(p) > 255$. That is, $0 \leq L_{dE}(p) \leq 255, 0 \leq L_{dM}(p) \leq 255$.

Finally, the 24-bit RGB pixel values $C_I(p)$ of the LDR image is obtained as

$$C_I(p) = \text{round} \left( RL(p) \cdot 2^{L_{dE}(p)} - L_{dM}(p) - 136 \cdot 255 \right),$$  
(30)

$$RL(p) = \frac{(L_{dM}(p) + 0.5)(C_M(p) + 0.5)}{L_{wM}(p) + 0.5}.$$  
(31)

In the above processes, the input and output data of each calculation are all 8-bit integer data. The next section describes fixed-point arithmetic in the proposed method.

C) Fixed-point arithmetic

In the integer TMO, only the data are converted to integer, and the memory cost is reduced. However, the internal arithmetic of the integer TMO is still with floating-point. The proposed method introduces fixed-point arithmetic to reduce the computational cost as well. This section describes the way to execute the internal arithmetic with fixed-point arithmetic. Most of equations can be calculated with fixed-point arithmetic because each variable is expressed in 8-bit integer [22]. Nevertheless, equation (29) is difficult to be calculated without floating-point arithmetic because the range of value of the denominator is very...
wide. Because of this, the method deforms equation (29) as follows:

$$FL(p) = \frac{1}{1 + 2^{136-L_E(p)}}. \quad (32)$$

Furthermore, the method branches equation (32) into three cases and approximates it based on the power of two in the denominator as follows.

Table 2. The conditions in the experiments and the evaluation.

| Arithmetic          | Data                |
|---------------------|---------------------|
| Proposed 32-bit Fixed-point | 8-bit Integer      |
| Conventional 64-bit Floating-point | 64-bit Floating-point |

Case 1: If $136 - L_E(p) > 15$ in equation (32), "1" in the denominator can be ignored because the right part of the denominator is very large, and so it is approximated as

$$FL(p) = \frac{L_M(p) + 0.5}{2^{136-L_E(p)}}, \quad (33)$$

$$L_{d1}(p) = \left\lfloor \log_2(L_M(p) + 0.5) - (136 - L_E(p)) + 128 \right\rfloor, \quad (34)$$

$$L_{d2}(p) = \left\lfloor (L_M(p) + 0.5) \cdot 2^{L_E(p) - L_{d1}(p)} \right\rfloor. \quad (35)$$

Case 2: If $136 - L_E(p) < -8$ in equation (32), the right part of the denominator can be ignored because it is very small, and so it is approximated as

$$FL(p) = 1, \quad (36)$$
Table 3. The PSNR between the proposed and the conventional methods [1] (RGBE).

| Image no. | PSNR (dB) | Image no. | PSNR (dB) |
|-----------|-----------|-----------|-----------|
| 1         | 56.74     | 17        | 56.05     |
| 2         | 56.49     | 18        | 58.06     |
| 3         | 56.31     | 19        | 56.69     |
| 4         | 55.92     | 20        | 54.99     |
| 5         | 57.48     | 21        | 55.02     |
| 6         | 55.23     | 22        | 54.16     |
| 7         | 58.23     | 23        | 55.38     |
| 8         | 54.94     | 24        | 55.54     |
| 9         | 55.92     | 25        | 56.16     |
| 10        | 56.34     | 26        | 54.71     |
| 11        | 57.26     | 27        | 54.66     |
| 12        | 55.52     | 28        | 55.74     |
| 13        | 56.72     | 29        | 56.07     |
| 14        | 55.92     | 30        | 55.16     |
| 15        | 56.32     | 31        | 57.61     |
| 16        | 54.52     | 32        | 57.32     |

Table 4. The PSNR between the proposed and the conventional methods [1] (OpenEXR).

| Image no. | PSNR (dB) | Image no. | PSNR (dB) |
|-----------|-----------|-----------|-----------|
| 1         | 57.13     | 22        | 56.62     |
| 2         | 55.15     | 23        | 48.89     |
| 3         | 60.05     | 24        | 62.27     |
| 4         | 53.23     | 25        | 59.35     |
| 5         | 69.26     | 26        | 59.78     |
| 6         | 56.72     | 27        | 56.87     |
| 7         | 55.52     | 28        | 56.71     |
| 8         | 68.23     | 29        | 60.52     |
| 9         | 55.04     | 30        | 56.41     |
| 10        | 57.14     | 31        | 60.52     |
| 11        | 54.49     | 32        | 55.31     |
| 12        | 61.43     | 33        | 54.29     |
| 13        | 56.34     | 34        | 55.68     |
| 14        | 57.48     | 35        | 59.26     |
| 15        | 55.03     | 36        | 57.94     |
| 16        | 55.53     | 37        | 60.83     |
| 17        | 53.86     | 38        | 49.01     |
| 18        | 54.68     | 39        | 50.66     |
| 19        | 61.70     | 40        | 61.73     |
| 20        | 57.64     | 41        | 55.05     |
| 21        | 56.62     | 42        | 55.88     |

Table 5. The maximum, minimum, and average PSNR between the proposed and the conventional methods [1].

| Input formats | PSNR (dB) | Maximum | Minimum | Average |
|---------------|-----------|---------|---------|---------|
| RGBE          | 57.43     | 52.28   | 55.67   |
| OpenEXR       | 69.26     | 48.89   | 57.27   |

\[
L_{d_x}(p) = 128, \quad (37) \\
L_{d_y}(p) = 255. \quad (38)
\]

Case 3: Otherwise, it can be calculated with fixed-point arithmetic.

In addition, the method uses pre-calculated tables for calculations of \(2^x\) (in equation (21)) and \(\log_2\) (in equation (23)). Each table consists of \(16 \times 256\) bits. In equation (15)–(38), division operations are simply done by division, not right shift. Moreover, \(2^x\) and \(\log_2\) are conducted using simple bit shift operation except equations (21) and (23). The method can calculate all equations of the TMO with only fixed-point arithmetic by these branching, approximation, and tables. Note that the conventional method [1] consists of floating-point data and floating-point arithmetic. In contrast, the proposed method consists of integer data and fixed-point arithmetic.

IV. EXPERIMENTAL AND EVALUATION RESULTS

The proposed method introduces the intermediate format to relieve the limitation of formats. Moreover, the computational cost of the TMO is reduced using fixed-point arithmetic instead of floating-point arithmetic in the proposed method. However, errors can occur by these format conversion and fixed-point arithmetic. To confirm the efficacy of the proposed method and the errors involved with it, the experiments and evaluation were carried out. These experiments and evaluation consist of measurements of peak signal-to-noise ratio (PSNR) of the resulting LDR images and processing time of the TMO, and evaluation of memory usage. Figure 9 shows the block diagram of these experiments. The HDR images in the RGBE format and the OpenEXR format were used as input images. Figure 10 shows examples of these images. The input HDR image is converted to IEEE754 floating-point format in the conventional method [1] at the first step. On the other hand, it is converted to the proposed intermediate format in the proposed method. Negative values in the OpenEXR format were set to zero. Both the proposed method and the conventional method [1] were implemented in C-language. The proposed method was compared with [1] in Sections IVB–IVD, and with the other conventional methods [20–22] in Section IVE.

A) The relation between the bit length and the tone mapped LDR image quality

This experiment was carried out to examine the relation between the bit length of the intermediate format and the tone mapped LDR image quality. In this experiment, 32 images in the RGBE format and 42 images in the OpenEXR format were used. Figure 11 shows the relation between the bit length of the intermediate format and the average PSNR, where the exponent part and the mantissa part have same bit length. It indicates that the PSNR values get better with increase in the bit length, and they can be a little <60 dB at 8-bit. Therefore, the other experiments and evaluation used the intermediate format with 8-bit exponent part and 8-bit mantissa part.
B) Comparison of tone mapped LDR images

This experiment applied tone mapping for 32 HDR images in the RGBE format and 42 images in the OpenEXR format using the proposed method and the conventional method [1], and measured the PSNR of the tone mapped LDR images. Table 2 shows that condition of this experiment. The parameter $k$ was set to 0.5.

Tables 3 and 4 show the PSNR of each LDR image. Table 5 shows the maximum, minimum, and average PSNR. In all cases, high PSNR values were obtained in the proposed method. The proposed method involves many rounding operations; however, the PSNR results still indicated high values. Therefore, the errors with accumulative rounding do not significantly affect the resulting LDR images. Figures 12 and 13 show LDR images obtained by the proposed method.
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![Fig. 14. The processing time of the proposed method and the conventional method [1].](image)

**Table 6.** The memory usage of the conventional method [1] and the proposed method.

| The data used in the methods | Memory usage (bits) | Conventional [1] | Proposed |
|------------------------------|---------------------|------------------|----------|
| An HDR image                 | $A \times B \times 192$ | $A \times B \times 48$ |          |
| World luminance              | $A \times B \times 64$ | $A \times B \times 16$ |          |
| Geometric mean               | 64                  | 16               |          |
| Table (for $\log_2$ and $2^x$) | –                   | 8192             |          |

and the conventional method [1]. It indicates that it is impossible for human eyes to distinguish these two images. From the above results, it was confirmed that the proposed method can execute the TMO with high accuracy, even though it involves the format conversion and the fixed-point arithmetic.

**C) Comparison of the processing time**

This experiment applied tone mapping for HDR images with 393216 pixels in the IEEE754, the OpenEXR, and the RGBE format using the proposed method and the conventional method [1], and measured the processing time of the methods. The experimental environment was with Marvell PXA270 ARM Processor 624 MHz and 128MB RAM. Note that this processor does not have a FPU. The proposed method used 32-bit fixed-point arithmetic, and the conventional method [1] used 64-bit floating-point arithmetic in this experiment. Table 2 shows that condition of this experiment.

Figure 14 compares the processing time of the proposed method and the conventional method [1]. The proposed method was 7.26, 10.44, and 17.13 times faster than the conventional method when the input HDR image formats were the IEEE754, the OpenEXR, and the RGBE, respectively. Therefore, this experiment confirmed that the proposed method reduced the computational cost using fixed-point arithmetic.

**D) Comparison of the memory usage**

Table 6 shows the memory usage of each calculation when the size of the input HDR image is $A \times B$ pixels. The rest of calculations which is not included this table can be conducted per pixel, and it is indicated in Fig. 8. The memory usage which depends on the image size is reduced by 75.0% in the proposed method. The method uses two pre-calculated tables, and each table consists of $16 \times 256$ bits. Therefore, the total memory usage of the proposed method which includes the tables is $A \times B \times 64 + 8208$ bits. The 8208 bits are canceled out if the size of the input HDR image is larger than 42 pixels.

**E) Comparison with the other conventional methods**

The proposed method was compared with the other conventional methods [20–22].

1) **COMPARISON OF THE PROCESSING TIME**

The processing times of the proposed method and [20–22] during tone mapping for HDR image (393216 pixels) were 0.77, 0.47, 78.42, and 0.55 s, respectively. Note that the CPUs used for the proposed method and [21, 22] were PXA270 ARM processor 624 MHz, and that of [20] was Pentium4 1800 MHz. The processing speed of [21] was very slow without FPU because it used floating-point for its internal arithmetic. The same in [22] gave high-speed processing because it is designed for the RGBE format exclusive use. The proposed method was a little slower than [22]; however, it can be applied for various formats. Moreover, considering the performance of CPUs, it is expected that the proposed method can be processed faster than [20].

2) **COMPARISON OF THE PSNR VALUES**

The [21, 22] are basis methods of the proposed method, and these methods are designed for the RGBE format. The experiment in this section applied tone mapping for 32 HDR images in the RGBE format, and compared the average PSNRs between these methods and the conventional method [1]. The PSNR values of the proposed method, [21, 22] were 55.67 dB, 58.78, and 56.18 dB, respectively. The proposed method and [22] used fixed-point arithmetic. On the other hand, [21] used floating-point arithmetic. Errors occurred using fixed-point arithmetic instead of floating-point arithmetic, and it was cause of PSNR drop. Comparing with [22], the PSNR dropped a little because a part of internal process of the proposed method was changed in order to adapt to the intermediate format. However, the average PSNR still maintained over 55 dB, and it is sufficiently high value.

**V. CONCLUSION**

This paper proposed a TMO with fixed-point arithmetic and low-memory. The proposed method can apply the TMO for multiple HDR image formats using an intermediate format. Using the intermediate format, the method can apply the tone mapping to two 8-bit integer numbers, which correspond to the exponent part and the mantissa part, separately. The method reduces the memory cost using
8-bit integer numbers instead of a 64-bit floating-point number. Furthermore, the method performs the TMO with only fixed-point arithmetic to reduce the computational cost. As a result, the method is effective on a computer with low-memory and a low-performance processor. The experimental results confirmed that the proposed method can execute the TMO with high accuracy, even though it is with fixed-point arithmetic and integer data. The future work is applying the method to local TMOs.
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