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Abstract. The muon content of extensive air showers is an observable sensitive to the primary composition and to the hadronic interaction properties. The Pierre Auger Observatory uses water-Cherenkov detectors to measure particle densities at the ground and therefore is sensitive to the muon content of air showers. We present here a method which allows us to estimate the muon production depths by exploiting the measurement of the muon arrival times at the ground recorded with the Surface Detector of the Pierre Auger Observatory. The analysis is performed in a large range of zenith angles, thanks to the capability of estimating and subtracting the electromagnetic component, and for energies between \(10^{19.2}\) and \(10^{20}\) eV.
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1 Introduction

The spectrum and arrival directions of Ultra High Energy Cosmic Rays (UHECRs) above \(10^{18}\) eV have been recently measured with unprecedented precision \([1,2]\). The flux of cosmic rays at these energies is very low (less than 100 particles km\(^{-2}\) yr\(^{-1}\)) and their origin is still not well understood. Establishing the cosmic-ray composition at the highest energies is of fundamental importance from the astrophysical point of view, since it could discriminate between different scenarios of origin and propagation of cosmic rays. Moreover, mass composition studies are of utmost importance for particle physics. As a matter of fact, knowing the composition helps in exploring the hadronic interactions at ultra-high energies, inaccessible to present accelerator experiments.

UHECRs properties cannot be determined from direct detection, due to their low flux, but must be inferred from the measurements of the secondary particles that the cosmic-ray primary produces in the atmosphere. These particles cascades are called Extensive Air Showers (EAS) and can be studied at the ground by deploying detectors covering large areas.

Composition studies on a shower to shower basis are challenging because of the intrinsic shower-to-shower fluctuations which characterise shower properties. These fluctuations come from the random nature of the interaction processes, in particular the height of the first interaction. However, showers originating from different primaries can be distinguished, at least statistically, given their different cross sections with air nuclei and distinct hadronic multiparticle production properties. Masses may be inferred from comparisons of the measured observables with predictions for these same observables from Monte Carlo simulations. These simulations rely on hadronic interaction models, which extrapolate interaction details from measurements in the accelerators domain to much higher energies and to different kinematic regions. Therefore, comparisons with simulations constitute the most prominent source of systematic uncertainties.

Information about the composition of the primary cosmic rays has been obtained using the Fluorescence Detector (FD) of the Pierre Auger Observatory \([3]\). The FD allows the measurement of the depth at which the electromagnetic component of the air shower reaches its maximum number of particles, \(X_{\text{max}}\) \([4]\). This observable is sensitive to the nature of the primary particles, as well as the standard deviation of its distribution, \(\sigma(X_{\text{max}})\). The interpretation of these measurements is hampered by uncertainties in hadronic interaction models. Besides, the number of events detected with the FD at high energy is low, due to the small FD duty cycle (about 15%); the stringent cuts imposed to avoid a biased data sample in the analysis, such a field of view cut, further reduce the available statistics.
To gain additional information about mass composition and investigate the validity of the current hadronic interaction models, independent measurements with larger statistics are needed, together with a different set of systematic uncertainties and the possibility of reaching higher energies.

The Pierre Auger Collaboration has developed different methods to infer the composition of UHECRs through the measurements performed with the Surface Detector (SD), which has 100% duty cycle. Among them, the study of the atmospheric depth at which the muon production rate reaches a maximum in air showers exploits the fact that the muon production depth is one of the most sensitive observables to the primary mass [5]. In addition, muons are sensitive to hadronic interactions since they come from the decay of pions and kaons, which form the hadronic core, and suffer small energy losses and angular deflections on their way to the ground.

In this paper a method for the reconstruction of the muon production depth for zenith angles between 45° and 65° and energies greater than 10^{19.2} eV is presented. The method is based on the model of muon time distributions discussed in [5] but it exploits a new kinematic delay parametrisation, tuned on post-LHC models, and a different technique to estimate the electromagnetic component. The latter allows one to reconstruct the muon arrival times at the ground closer to the shower core and for lower zenith angles, thus improving the muon sampling and the range of applicability of the analysis.

The paper is organised as follows. Sect. 2 briefly describes the Pierre Auger Observatory. In Sect. 3 the muon time distributions model is described in details. Sect. 4 gives an overview of the properties of the muon production depth distribution while Sect. 5 discusses all the steps through which the muon production depth is reconstructed. Finally, in Sect. 6 a brief summary is given together with some comments on the possible application of the method.

2 The Pierre Auger Observatory

The Pierre Auger Observatory [3] is the largest operating cosmic-ray observatory ever built. The main goal of the observatory is to address the unsolved questions about UHECR physics. It provides a sample of more than ten years of data, continuously recorded since January 2004. The Observatory is located in Argentina near the town of Malargüe (1420 m a.s.l., 870 g/cm²), in the Pampa Amarilla region, and is composed by two types of detectors, making it an hybrid experiment.

The Surface Detector (SD) [6] consists of 1660 cylindrical water-Cherenkov detectors arranged on a triangular grid, with 1500 m spacing, that covers an area of about 3000 km². Each station is filled with 12 tonnes of purified water; three 9-inch photomultipliers (PMTs) detect the Cherenkov light produced in water by the secondary particles of the air showers. The signals from the three PMTs are obtained using Flash Analog to Digital Converters (FADC) that process them at 40 MHz sampling rate.

The detector is sensitive to muons and electromagnetic particles and is calibrated in units of the signal produced by a muon traversing the water vertically, known as a Vertical Equivalent Muon (VEM). An SD event is formed when at least three non-aligned stations selected by the local station trigger are in spatial and temporal coincidence.

The Fluorescence Detector (FD) [7,8] is composed of 27 optical telescopes placed at four different locations. On clear moonless nights the FD observes the atmosphere above the SD, allowing for an hybrid detection of Extensive Air Showers (EAS). In particular the FD measures the longitudinal development of showers by detecting the fluorescence and Cherenkov light produced in the atmosphere by charged particles along the shower trajectory. It thus provides a calorimetric measurement of the primary particle energy. An event detected by at least one FD telescope and one SD station is called hybrid. The combination of the timing information from the FD and the SD provides an accurate determination of the geometry of the air showers. A detailed description of detectors and of reconstruction procedures can be found in [3].

For energies greater than 3 EeV, the SD detection efficiency is 100%. The arrival directions are obtained from the times at which the shower front passes through the triggered detectors, this time being measured using GPS information with an accuracy of 10 ns. The angular resolution, defined as the angular radius around the true cosmic-ray direction that would contain 68% of the reconstructed shower directions, is 0.8° for energies above 3 EeV [9].

A direct energy calibration is provided by hybrid events and the energy resolution above 10 EeV is about 12%. The absolute energy scale, determined by the FD, has a systematic uncertainty of about 14%.

In the context of primary mass studies, hybrid events have been used to provide a direct measurement of $X_{\text{max}}$. However, the bulk of events recorded by the observatory has information only from the surface array, making SD observables crucial for composition analyses at the highest energies.

3 The model of the muon time distributions

Muons mainly come from the decay of pions and kaons which are produced with a characteristic transverse momentum distribution inside a narrow cylinder around the shower axis (for a 50 GeV pion, the muon production angle is $\sim 2^\circ$).
Fig. 1: Left) The geometry used to obtain the muon traveled distance and the time delay. Right) Average delays as a function of distance from the core for $10^{19}$ eV proton showers at $60^\circ$. The total delay and its contributions are shown [11].

Since the muon radiation length is much larger than the whole atmospheric depth, even in the case of inclined events, bremsstrahlung and pair production are improbable, and multiple scattering effects are negligible. It could thus be assumed that muons travel following straight lines, from the point where they are produced.

The time structure of the muon component reaching the ground can be exploited to obtain the distribution of muon production distances along the shower axis, which provides information about the longitudinal development of the hadronic component of the EAS. This information is complementary to that obtained from the electromagnetic component through the detection of the atmospheric fluorescence light.

At the ground, the time structure of muons is the convolution of the production spectra, the energy loss, and the decay probability during propagation. A phenomenological model for muon time distributions in EAS was developed in [10,11] and its main characteristics are summarised below.

The geometry used to obtained the muon production point is outlined in Fig. 1 (left). Muons are produced at the position $z$ along the shower axis and, after traveling a distance $l$, they reach the ground at the point defined by $(r, \zeta)$. The variables $r$ and $\zeta$ are measured in the shower reference frame and represent the distance and the azimuthal position of the point at the ground, respectively. The muon production point along the shower axis $z$ can be written as

$$z \simeq \frac{1}{2} \left( \frac{r^2}{c t_g} - c t_g \right) + \Delta - \langle z_\pi \rangle$$

where $t_g \simeq t - \langle t_e \rangle$ is the geometric delay, due to the deviation of muon trajectories with respect to the shower axis, $t$ is the measured muon delay with respect to the shower front, $t_e$ is the kinematic delay due to the sub-luminal muon velocities, $\Delta = r \tan \theta \cos \zeta$ is the distance from the impact point at the ground to the shower plane, and $\langle z_\pi \rangle$ takes into account the decay length of the parent pion. Indeed, muons are not produced on the shower axis, but collinear with the trajectory followed by the parent pions. The muon path starts deeper in the atmosphere by an amount which is simply the decay length of the pion: $z_\pi = c r_\pi E_\pi / (m_\pi c^2) \cos \alpha$. The pion energy dependence of this correction has been taken from [12]. The angle $\alpha$ is estimated for each muon by exploiting the geometry shown in Fig. 1 (left). The distance $\langle z_\pi \rangle$ introduces an average time delay of $\sim 3$ ns (this correction amounts to $\sim 1\%$ of the total delay).

The measured muon delay is not only due to the geometric delay. Indeed, muons do not travel at the speed of light and they lose energy on their way to the ground, mainly because of inelastic collisions with atomic electrons in the air. This contribution to the total delay, called kinematic delay, can be estimated from the muon energy [12]. Since this is not a measurable observable in SD stations, a parametrisation of the kinematic delay must be studied (see Sect. 5.1). Two additional sources of delay are given by the deflection of muons due to their elastic scattering off nuclei and by the delaying of muons due to the geomagnetic field, which affects their trajectory.

The evolution of the total delay and its sources as a function of distance from the core is shown in Fig. 1 (right): the geometric delay dominates far from the shower core, while the kinematic one is larger near the core. Indeed, in this region the spread in muon energy is larger and the mean time delay is dominated by low-energy muons. At distances greater than about 1200 m the kinematic delay is less than 20% of the geometric delay, while the other contributions are of the order of a few percent. This is valid for events with different zenith angles.

Eq. 1 provides the muon production point $z$ for each muon delay $t$ measured at the ground. The production depth
The average MPD distribution without the distance cut (broken line) and with the distance cut \( r_{\text{cut}} > 1200 \text{ m} \) (dotted line) are shown. Two zenith-angle bins are considered here: \( \theta = 45^\circ - 50^\circ \) (left) and \( \theta = 55^\circ - 60^\circ \) (right). The distributions were obtained simulating iron-induced showers at \( E = 10^{19.5} \text{ eV} \) and adopting the model QGSJetII-04 for the hadronic interactions.

\[ X^\mu(z) = \int_z^{\infty} \rho(z') \, dz' \]  

where \( \rho \) is the atmosphere density.

The set of production depths forms the Muon Production Depth (MPD) distribution, which contains information about the longitudinal development of the hadronic cascade. In particular the MPD maximum, \( X^\mu_{\text{max}} \), is sensitive to the primary mass, as the maximum of the electromagnetic longitudinal distribution measured with FD detectors.

### 4 Features of the MPD distribution

The true MPD distribution, i.e. the one relative to all muons produced in air showers, cannot be reconstructed at ground level since a fraction of muons will decay before reaching the ground. From now on, we will always refer to the apparent distribution, which is the one formed by all muons surviving at the atmospheric depth of the experiment.

To define the explorable ranges in energy, zenith angle, and distances from the core for the MPD reconstruction, the MPD properties have been investigated exhaustively, using simulations for proton and iron showers done with the code CORSIKA \[13\] and based on the most recent post-LHC hadronic interaction models, EPOS-LHC \[14\] and QGSJetII-04 \[15\]. These models do not assume new physical effects in hadronic interactions and are based on cross-sections extrapolated from LHC data.

As already discussed, the muon production in EAS is mostly due to charged-pion decay. The critical energy of \( \pi^\pm \) depends on the atmospheric density: the decay probability of \( \pi^\pm \) is greater than the interaction one when air density is low. The MPD distribution thus depends on the zenith angle of the shower: inclined events develop at higher depths than vertical ones since the average density seen by the former is smaller. At high zenith angles the MPD distribution is well defined while at low angles it undergoes an abrupt truncation since the shower arrives at the ground before reaching the muon maximum. This is especially true for protons, since their showers develop deeper in the atmosphere with respect to iron ones. As a consequence, the analysis is focused on events with zenith angle greater than 45°, for which the distribution maximum is well defined on an event-by-event basis and for both primaries.

A limited range in core distance must be considered to keep the contribution of the kinematic delay low, being the latter parametrised. A cut at \( r = 1200 \text{ m} \) ensures \( t_r < 0.2 \, t_g \). In addition, the trigger request of a minimum of 3 VEM per station sets an upper limit on the considered core distances at \( r = 4000 \text{ m} \). The cut in distance affects the MPD distribution since all muons that arrive close to the core are cut off. The effect of the cut on the MPD distribution is greater for lower zenith angles as shown in Fig. 2. In particular the distance cut suppresses the tail of the distribution, since the latter is mostly populated by low energy muons produced close to the ground which arrive near the core.

With the aim of obtaining useful physical information from the MPD distribution, for each shower we perform a fit of the muon longitudinal development profile with the Universal Shower Profile (USP) function, which describes well its non-symmetric shape \[16\]. This function has three parameters, all related to the physics of the shower: the maximum of the profile \( X^\mu_{\text{max}} \), the profile width \( L \), and a parameter related to the distribution asymmetry \( R \), which quantifies the deformation of the profile with respect to a Gaussian distribution.
Results are shown for proton (red) and iron (blue) showers simulated with the two post-LHC models. The preferred value also depends on the nature of the primary particle. As a consequence, we studied the range of possible values of $X_{\text{max}}^\mu$ for proton-induced and iron-induced showers, which is about 70 g/cm$^2$. Indeed this difference is almost comparable to the difference in the absolute value of $\langle X_{\text{max}}^\mu \rangle$.

The best fit is thus obtained by setting the starting value of the parameter $L$ and by fixing the asymmetry parameter $R$, as $L$, depends significantly on the zenith angle and it is not possible to fix it to a single value in the whole zenith angle range. The preferred $R$ value also depends on the nature of the primary particle. As a consequence, we studied the dependence of both $L$ and $R$ on a mixed sample of proton/iron-induced showers simulated with both QGSJetII-04 and EPOS-LHC. In the fitting procedure, the initial value for $L$ is assigned while $R$ is fixed event-to-event, on the basis of their angular dependence.

The MPD distribution fit is performed in an interval of atmospheric depths ranging from 0 to 1200 g/cm$^2$, which contains the entire range of possible values of $X_{\text{max}}^\mu$ (the largest event has an energy of 96 EeV and $X_{\text{max}}^\mu \simeq 1000$ g/cm$^2$). In Fig. 3 (left) the $\langle X_{\text{max}}^\mu \rangle$ is shown as a function of the zenith angle, for both masses and hadronic interaction models. It is smaller for an iron than for a proton shower and it slightly decreases with the zenith angle, especially in the case of iron showers.

Taking into account this angular dependence, each $X_{\text{max}}^\mu$ can be referred to $\langle \theta \rangle = 55^\circ$ and its dependence on the primary energy is shown in Fig. 3 (right). The muon maximum increases with the logarithm of the energy, as its electromagnetic counterpart [17][18]. The evolution of $\langle X_{\text{max}}^\mu \rangle$ with the energy is called the muonic elongation rate. It is important to note that the two hadronic interaction models predict a similar elongation rate but they show a considerable difference in the absolute value of $\langle X_{\text{max}}^\mu \rangle$. Indeed this difference is almost comparable to the difference in $\langle X_{\text{max}}^\mu \rangle$ for proton-induced and iron-induced showers, which is about 70 g/cm$^2$. The MPD analysis is thus an optimal tool to put constraints on hadronic interaction models.

Another important observable sensitive to primary mass is $\sigma(X_{\text{max}}^\mu)$. The standard deviation of $X_{\text{max}}^\mu$ is smaller for
heavy primaries and this property can be exploited to infer additional information about the composition of UHECRs. The evolution of $\sigma(X_{\mu}^{\text{max}})$ with the zenith angle and the energy is shown in Fig. 4. Contrarily to $X_{\mu}^{\text{max}}$, $\sigma(X_{\mu}^{\text{max}})$ increases with the zenith angle and does not depend on the energy. More importantly, model predictions in the case of $\sigma(X_{\mu}^{\text{max}})$ are almost in agreement between each other, which makes this observable more suitable than $X_{\mu}^{\text{max}}$ for composition studies.

5 The muon production depth reconstruction in a wide energy and angular range

The signals recorded by SD stations are given by both muons and electromagnetic particles. To reconstruct the muon production depths for a given event, the selection of the signal solely due to muons must be performed. In this context, the electromagnetic signal is treated as a background that must be eliminated.

The Pierre Auger Collaboration already published a study of the muon production depths for inclined events ($\theta = 55^\circ - 65^\circ$) by using stations far from the core ($r > 1700$ m), exploiting the fact that within these cuts the electromagnetic component is very small and can be removed with a simple threshold cut [5].

To extend the range of applicability of the MPD analysis to lower zenith angles, it is necessary to perform the analysis closer to the shower core such that enough muons are sampled. A more refined technique to properly take into account the electromagnetic component must be used, since the electromagnetic contribution is more and more important as the zenith angle decreases, especially close to the shower core.

As will be described in Sect. 5.2, the estimation of the electromagnetic component from the total signal is achieved by means of an algorithm which exploits the different temporal structures of the electromagnetic signal and the muonic one. The method allows one to extract the time distribution of the muon signal by station in the whole range of distances considered, i.e. $1200 - 4000$ m, and zenith angles, i.e. $45^\circ - 65^\circ$.

As discussed in Sect. 4 a cut at $r = 1200$ m ensures a reasonably small contribution of the kinematic delay to the total one, while the angular range is chosen to have the muon maximum defined on an event-by-event basis for both proton and iron showers.

An energy threshold must also be set to guarantee a good determination of the $X_{\mu}^{\text{max}}$ observable. In particular, we select events with $E > 10^{19.2}$ eV in order to have enough muons, i.e. $N_{\mu} > 15$, to build the longitudinal profile.

5.1 The kinematic delay parametrisation

To reconstruct the muon production height by means of the time model discussed in Sect. 3, the kinematic delay contribution must be evaluated muon-by-muon. The energy carried by each single muon in the SD stations cannot be measured, and therefore the kinematic delay can be estimated only by parametrising it relying on simulations. A modelling of the muon kinematic delay was studied to this aim in [10]. A new parametrisation is now derived considering the new post-LHC hadronic models and the extended ranges in zenith angle and distances from the core. To take into account the different dependences of the kinematic delay for the different masses and models, we have considered a mixed sample of primaries (50% proton and 50% iron) and hadronic interaction models (50% EPOS-LHC and 50% QGSJetII-04 for each primary mass). The parametrisation has been tuned for zenith angles between $45^\circ$
Fig. 5: The true and the parametrised kinematic delay as a function of the zenith angle (left), distance from the core (center) and production distance $z_m - \Delta$, in the case of proton showers simulated with EPOS-LHC model (red) and iron showers simulated with QGSJetII-04 model (blue).

and $65^\circ$ and at a given energy, $\log_{10}(E/eV) = 19.55$, since the kinematic delay does not depend significantly on the primary energy.

A multiparametric fit is used to derive the dependence of the kinematic delay on the distance $r$ from the core, the muon production height $z_m$ measured by means of the time model (see Sect. 3), and the zenith angle $\theta$. This approach allows to correctly include all the correlations among the observables.

Expressing the production distance as $z_m - \Delta$, where $\Delta$ is the distance of the muon impact point at the ground to the shower plane (see Fig. 1(left)), the relation between the kinematic delay $t_\epsilon$ and the three observables is given by

$$t_\epsilon = 53.2 - 75.7 (z_m - \Delta)_n + 77.4 z_m^2 + 49.7 r_n - 73.9 (z_m - \Delta)_n^3 - 46.5 r_n (z_m - \Delta)_n + 5.2 \theta_n - 7.2 (z_m - \Delta)_n \theta_n + 30.8 (z_m - \Delta)_n^2 - 1.1 (z_m - \Delta)_n^2 \theta_n - 1.4 r_n (z_m - \Delta)_n^2,$$

where

$$r_n = 1 + 2 (r - 4000)/(4000 - 1000);$$

$$(z_m - \Delta)_n = 1 + 2 ((z_m - \Delta) - 40000)/(40000 - 6.6);$$

$$\theta_n = 1 + 2 (\theta - 64.8)/(64.8 - 55.);$$

are the normalised variables.

In Fig. 5(left) the evolution of the true and the parametrised kinematic delay is shown as a function of the zenith angle $\theta$. The kinematic delay strongly depends on $\theta$ since the energy spectrum of muons which arrive at ground level depends on the zenith angle. The parametrisation described above correctly reproduces the true kinematic delay for the two extreme cases: the model and primary giving the lowest (proton, EPOS-LHC) and the highest (iron, QGSJetII-04) shower maximum. Both the dependences on the distance from the core $r$ and on the production height $z_m - \Delta$ with respect to the shower plane are reasonably well reproduced by the parametrisation, as shown in Fig. 5(center-right). For distances greater than 3000 m the parametrisation performance is not optimal for proton showers. However, the kinematic delay contribution to the total one is very small at these distances, as well as the number of muons involved (less than 1% of the total number).

As an example, the expected and reconstructed average MPD distributions for proton showers simulated with QGSJetII-04 model at energy $10^{19.5} eV$ are shown in Fig. 6. To point out the angular dependences of the MPD distributions we choose to show the average profiles by dividing the angular range in two bins: $\theta = 45^\circ - 55^\circ$ and $\theta = 55^\circ - 65^\circ$. The reconstructed MPD distribution is obtained by applying the time model and the kinematic delay
Fig. 6: The average reconstructed MPD distribution at generation level is compared to the expected one. The results are shown for proton showers with $E = 10^{19.5}$ eV in the angular $\theta = 45^\circ - 55^\circ$ (left) and $\theta = 55^\circ - 65^\circ$ (right), simulated using QGSJetII-04 model.

parametrisation at generation level, i.e. without detector effects. The expected and reconstructed distributions are compatible for all muon depths, in both angular ranges.

5.2 The estimation of the electromagnetic component

The electromagnetic and the muonic components produce signals in the SD stations with different time distribution and this feature can be exploited to disentangle them. In particular the electromagnetic signal smoothly changes as a function of time, while the muon one is characterised by high narrow peaks.

The time distribution of the trace is related to the height of the shower development above the detecting surface, while the signal structure depends on the energy with which particles hit the water-Cherenkov station, on their number density, and on the light diffusion.

In the case of muons, the spread of arrival times at the ground is narrow since, once produced, muons no longer interact and follow more or less a straight trajectory. In addition, because of their low number density and the high energy (about 1 GeV/muon at the ground for UHECRs), muons produce peaked signals. On the contrary, electromagnetic particles are part of a cascade and the time spread at the ground is large. The high number density together with a mean energy of some 20 MeV/particle give rise to smooth signals.

These two kinds of signal can be separated by using a moving average algorithm, which exploits the smoothed nature of the electromagnetic trace to extract it from the total trace of each station [20]. The procedure to derive the electromagnetic and the muonic component in a time interval $T$ divided into $N_{\text{bin}}$ equidistant bins is thus the following:

- the total signal $S_{\text{tot}}(i)$ in the $i$th is averaged over 3 well behaving PMTs;
- the smoothed trace $S_{\text{EM}}^{\text{Smoo}}(t_i)$ is derived by substituting each bin content with the average value estimated in the range $[i-N_{\text{bin}}, i+N_{\text{bin}}]$ and assigned to the electromagnetic component;
- the muon trace of the considered bin is given by the positive difference $S_{\mu}^{\text{Smoo}}(t_i) = S_{\text{tot}}(t_i) - S_{\text{EM}}^{\text{Smoo}}(t_i)$, if any.

$N_{\text{bin}}$ is the convolute range, which depends on zenith angle and its value must be carefully tuned. If one considers the smoothing average in the frequency domain as a low-pass filter, a large convolute range will be enough to follow the small electromagnetic signal in inclined showers. On the contrary, in vertical showers a narrow window is needed. The size of convolute range has been obtained by minimising the relative difference between the original electromagnetic signal from the simulation and the one obtained from the smoothing method.

The procedure is repeated $N_{\text{iter}}$ times: each time, the starting signal is the original one after subtraction of the non-electromagnetic contribution obtained in the previous iteration. Few iterations are enough to reach convergence.

All methods which identify the muon component from the peaks they produce in the time trace have to deal with the physical background due to high-energy electromagnetic particles ($E > 300$ MeV), which can produce spikes indistinguishable from those of muons. This background is unavoidable and its impact on the muon signal reconstruction has
been evaluated. In particular, the density of these particles with respect to muons \( (E_{\mu} > 400 \text{ MeV}) \) decreases with the zenith angle and the distance from the core since the electromagnetic component is more and more absorbed in the atmosphere. On the other hand, this background is more important as the energy increases.

In the range of applicability of the MPD reconstruction, the density of the high-energy electromagnetic particles with respect to muons is smaller than 10%. This background affects only the tail of the signal time distribution in the SD stations, where muons are few with respect to the high-energy electromagnetic particles. To reduce this background, a time cut is performed at the 300th bin of the FADC trace, which is approximately 1500 ns after the start time of the trace. This cut has been tuned such that more than 85% of the muon signal is kept and thus providing enough muons to correctly reconstruct the MPD distribution.

The smoothing algorithm, combined with the time cut, allows to derive the muon time distribution with an accuracy of about 1% at the beginning of the trace and of about 6% in the last part. This is valid in the whole energy and angular range of interest, and for both masses and hadronic interaction models considered. Regarding the extraction of the muon signal, the accuracy of the method is about 10% for zenith angles smaller than 55° while for showers with zenith angles greater than 55° the method has an accuracy within 5%. As the muon signal enters in the MPD distribution as a weight only, an accuracy within 10% is considered satisfactory.

5.3 The detector effects removal

At generation level, all muons arriving at the ground between 1200 m and 4000 m from the shower core participate to the reconstruction of the MPD distribution. At reconstruction level the detector effects come into play, namely the discrete sampling at the ground, the time uncertainty of the SD station and its response to muons.

The discrete sampling affects the MPD reconstruction since it induces fluctuations due to the different muon samples. Indeed, the finite area of the detectors (10 m² cross section for vertical incidence) together with their discrete grid at the ground strongly limits the number of muons being collected. In addition, the shape of the MPD distribution observed from different positions at ground level varies because of differences in the probability of in-flight decay and because muons are not produced isotropically from the shower axis. This effect has also an impact on the reconstruction, since the estimation of the MPD distribution is obtained by integrating all muons over the distance from the core \( r \).

The time resolution of the detector \( \delta t \) gives rise to an uncertainty in the reconstruction of \( X^\mu \) since every time bin of the temporal trace is converted into a MPD entry by means of Eqs. 1 and 2. By assuming an exponential atmospheric density, \( \rho (z) = \rho_0 \exp ( - z \cos \theta / h_0 ) \), the uncertainty in \( X^\mu \) is given by

\[
\delta X^\mu = \frac{2 X^\mu h_0}{r^2 \cos \theta} \ln \left( \frac{X^\mu \cos \theta}{h_0 \rho_0} \right) \delta t.
\]

The impact of the time resolution on the estimation of the muon production depth is greater close to the core and for high zenith angles.

Lastly, the light propagation inside the detector and the electronics response smear the muon arrival times. In particular, the typical width of a muon signal is larger than a single time bin since the photoelectrons produced by muons arrive at the photomultiplier tube according to an exponential law in time, which reflects the attenuation in water and the multiple reflections off the Tyvek. This effect causes an uncertainty in the arrival time of muons which results in an uncertainty in \( X^\mu \).

The distortion in the reconstructed MPD distribution produced by these effects can be compensated by introducing a global time offset, \( T_{\text{shift}} = 60 \text{ ns} \), to be subtracted to each time bin. Its value is constant in the whole energy and angular range and it is related to the decay time of the muon signal in the SD station.

In Fig. 6 the average MPD distribution after the whole reconstruction chain is compared to the expected one for the angular ranges \( \theta = 45^\circ - 55^\circ \) and \( \theta = 55^\circ - 65^\circ \). The reconstructed and expected distributions are compatible, demonstrating that the time offset removes on average the detector effects.

5.4 The resampling procedure

To cope with the huge amount of particles in EAS, Monte Carlo codes exploit the thinning algorithm [21], tracing to the ground only a small fraction of statistically weighted particles with the obvious benefits of a reasonable CPU time and a limited storage for the simulations. A resampling (or unthinning) algorithm is then implemented to recover the actual flux of particles [22]. The choice of the thinning level does not affect the MPD distribution, while the effect of the resampling turns out to be important, as reported in [23]. In particular, a non-optimal value of the resampling area in the simulations causes an underestimation of the muon delay with respect to the arrival time of the shower front. This underestimation increases with the distance from the core and does not depend on the nature of the primary, its energy and hadronic interaction model. A time correction has thus been tuned by studying the underestimation
of the muon delays in our range of distances from the core and zenith angles, with proton showers simulated with QGSJetII-04 model. Having derived the muon delay underestimation at generation level, the measured delays are corrected muon by muon at reconstruction level, where this problem appears.

5.5 Selection criteria and performance of the method

From the set of events with a reconstructed MPD distribution, we select those with a reliable measurement of longitudinal profile.

At event level, we require that the detector with the highest signal has all six closest neighbours operating. This is a quite stringent cut to guarantee a good reconstruction of the shower parameters at the ground. Besides, we require that at least five stations with a signal greater than 3 VEM contribute to the reconstruction. This is justified to avoid trigger fluctuations and minimise the impact of accidental signals.

Once the fit of the MPD distribution is performed, the fit convergence is required and events with relative uncertainty \( \delta X_{\mu}^{\max} / X_{\mu}^{\max} \) greater than a certain value \( \epsilon_{\max} \) are rejected. This upper limit, quantitatively reported in table 1, is an energy-dependent quantity since the accuracy in the estimation of \( X_{\mu}^{\max} \) improves with energy. This is a natural consequence of the increase in the number of muons that enter the MPD distribution as the energy grows. The value chosen for \( \epsilon_{\max} \) is a three-sigma limit on the \( \delta X_{\mu}^{\max} / X_{\mu}^{\max} \) distribution and ensures no selection bias between the different primary species.

Finally, we accept events with the following condition for the parameter \( L \): \( 130 < L < 415 \, \text{g/cm}^2 \). This selection cut allows to discard events for which the MPD distribution is not reconstructed well in the first part or in the tail, leading to unphysical values for the parameter \( L \).

Two examples of a reconstructed MPD distribution are shown in Fig. 8.

The overall selection efficiency, i.e. the number of events which pass the selection cuts, is 94% at low zenith angles and 96% at high zenith angles. The difference in the selection efficiency for the two primaries is smaller than 5% at all energies, zenith angles, and for both hadronic interaction models.

To evaluate the method performance, the reconstruction bias \( (X_{\mu}^{\max}(\text{reconstructed}) - X_{\mu}^{\max}(\text{MC})) \) has been studied and its dependence on the energy and the zenith angle has been evaluated.

![Fig. 7: The average reconstructed MPD distribution at detector level compared to the expected one. Proton showers simulated with QGSJetII-04 model at \( E = 10^{19.5} \, \text{eV} \) and for the angular range \( \theta = 45^\circ - 55^\circ \) (left) and \( \theta = 55^\circ - 65^\circ \) (right).](image)

| \( \log_{10}(E/\text{eV}) \) | \( \epsilon_{\max} \) |
|---------------------------|-----------------|
| 19.2 – 19.5               | 9%              |
| 19.5 – 20.                 | 6%              |

Table 1: The maximum relative uncertainties allowed in the estimation of \( X_{\mu}^{\max} \).
Fig. 8: Left) The reconstructed MPD distribution for a proton shower with $\theta = 48^\circ$ and $E = 10^{19.8}$ eV simulated using QGSJetII-04 model. Right) The reconstructed MPD distribution for a proton shower with $\theta = 58^\circ$ and $E = 10^{19.8}$ eV simulated using QGSJetII-04 model. The USP function fits are also shown.

Fig. 9: The evolution with zenith angle of the mean of the distribution $X_{\mu_{\text{max}}}(\text{reconstructed}) - X_{\mu_{\text{max}}}(\text{MC})$ is shown for three different cases: the time model is applied at CORSIKA level, where all the information of the muon is available, by using the true kinematic delay (stars) and the parametrised kinematic delay (empty circles); the time model and the kinematic delay parametrisation are used at detector level with the correction for the detector effects (filled circles). The results are obtained by averaging the reconstruction bias values for iron and proton showers, with both EPOS-LHC and QGSJetII-04 models.

In Fig. 9 the reconstruction bias at different steps of reconstruction is shown as a function of the zenith angle. To simplify the comparison, its angular dependence is integrated over energy, masses and hadronic interaction models. As one can see, the approximations done in the muon arrival time model introduces a bias in the reconstruction, which increases with the zenith angle. Once that the reconstruction with the SD is performed, and the time offset is applied, the reconstruction bias becomes quite compatible with the one at generation level, ranging from about 4 g/cm$^2$ to 24 g/cm$^2$ as the zenith angle increases. The reconstruction bias is smaller at detector level than at generation level for zenith angles up to $60^\circ$ because a unique time offset is used despite the large angular range. However, the chosen value allows to fairly reproduce the angular dependence of the bias at generation level.

The summary of the values for the reconstruction bias in the different analysis steps is reported in table 2, averaged for the two zenith range $\theta = 45^\circ - 55^\circ$ and $\theta = 55^\circ - 65^\circ$.

In Fig. 10 (top) the reconstruction bias is shown as a function of the energy, for different primaries and hadronic interaction models. As before, the results are shown for the two zenith range $\theta = 45^\circ - 55^\circ$ and $\theta = 55^\circ - 65^\circ$. The
bias decreases with the energy, especially at low zenith angles, and this effect is related to the extraction of the muon signal in the SD stations. Indeed, as the energy increases more muons enter the stations producing overlapped signals which causes an energy-dependent performance of the method.

Both the angular and the energy dependences are taken into account by correcting the measured $X_{\text{max}}^{\mu}$ with tabulated values of the reconstruction bias, estimated for the different energies and zenith angles. The final bias evaluated after the whole reconstruction chain and after the correction for the energy and angular dependence is shown in Fig. 10 (bottom).

The method shows a different performance depending on the primary and the hadronic interaction model. In particular the reconstruction bias is positive in the case of iron showers simulated with the QGSJetII-04 model and negative in the case of proton showers simulated with the EPOS-LHC model, staying within $15 \text{ g/cm}^2$ ($\theta = 45^\circ - 55^\circ$) and $20 \text{ g/cm}^2$ ($\theta = 55^\circ - 65^\circ$), as shown in Fig. 10 (bottom). The mean difference between the maximum and the minimum bias values is defined as the mass and model spread and must be taken into account as a systematic uncertainty.

In table 3 the spread for the different analysis steps is reported. The mass and model spread arises when the kinematic delay parametrisation is introduced, since the parametrisation is tuned on a mixed sample. When the SD reconstruction is performed, the spread increases in both angular range. As Fig. 10 (bottom) shows, the spread is mainly due to

| Analysis step          | Rec. bias [g/cm$^2$] |
|------------------------|-----------------------|
| time model [true kin. delay] | 11 17               |
| time model [param. kin. delay] | 5 15         |
| SD reconstruction      | 2 12                  |

Table 2: The average reconstruction bias in the different analysis steps for the two angular ranges.
Table 3: The mass and model spread in the different analysis steps for the two angular ranges.

| Analysis step       | Mass and model spread [g/cm²] |
|---------------------|-------------------------------|
|                     | 45° – 55° | 55° – 65° |
| time model [true kin. delay] | <1     | <1     |
| time model [param. kin. delay] | 5     | 10     |
| SD reconstruction   | 10     | 15     |

Fig. 11: The mean of $\sigma(X_{\mu_{\text{max}}}(\text{reconstructed}) - X_{\mu_{\text{max}}}(\text{MC}))$ is shown as a function of energy, for the angular range $\theta = 45° – 55°$ (left) and $\theta = 55° – 65°$ (right).

hadronic interaction models up to 55°, amounting to about 10 g/cm². For higher angles, it increases to 15 g/cm² due to the non-negligible contribution of the mass spread.

To reduce the spread, two options could be followed. Firstly, the parametrisation could be tuned on a single mass and model case, for example on proton showers simulated with QGSJetII-04 model. In that case, the spread would be few g/cm² smaller, at the cost of an additional contribution to the systematic uncertainty. Secondly, the kinematic delay contribution to the total muon delay could be reduced by moving the distance cut to $r_{\text{cut}} > 1500$ m. Following this approach, the spread would be few g/cm² smaller but with a significant loss of events (about 50%) in the lower energy range $10^{19.2} – 10^{19.4}$ eV. Since both options do not significantly reduce the spread and introduce some drawbacks, we decided not to exploit them.

The quality of the MPD profile reconstruction improves with the number of sampled muons. As a consequence, the performance of the method depends on the primary energy, the zenith angle and the nature of the primary particle. The resolution of the method, which is given by the standard deviation of the distribution $\langle X_{\mu_{\text{max}}}(\text{reconstructed}) - X_{\mu_{\text{max}}}(\text{MC})\rangle$, is shown in Fig. 11 as a function of the primary energy, for both proton and iron showers simulated with QGSJetII-04 and EPOS-LHC hadronic interaction models. The resolution improves with the energy and as the zenith angle decreases, ranging from about 50 (60) g/cm² at $\log_{10}(E/eV)=19.25$ to about 25 (40) g/cm² at $\log_{10}(E/eV) = 19.95$ for the angular range $\theta = 45° – 55°$ ($\theta = 55° – 65°$). It is smaller in the case of iron showers, which are richer in muons.

The main factor which limits the resolution on $X_{\mu_{\text{max}}}$ measurement is the number of muons involved in the reconstruction, which accounts for about 50% of the total resolution. Indeed, the discrete sampling of muons at the ground worsens the resolution, especially for low energies where the number of participating stations is small. The time uncertainty of the detector plays an important role too. The uncertainty is greater at high zenith angles and decreases rapidly with the distance from the core (see Eq. 6). In particular, its contribution to the resolution is about 15% at 50° and 30% at 60°. Reconstructing the MPD profile near the core increases the contribution due to the time resolution but on the contrary decreases the more important contribution due to the number of muons sampled at the ground. Finally, the uncertainty in the determination of the core position and the angular reconstruction contributes to the total resolution at the level of about 15%. Of negligible importance (below 1%) is the contribution due to the method itself, namely, the kinematic delay parametrisation.
The overall systematic uncertainty in the $X_{\mu_{\text{max}}}^\text{est}$ estimation is at most 17 g/cm$^2$ for the whole considered angular range [23]. This represents at most 25% of the proton-iron separation. The most relevant contributions come from reconstruction, differences in the hadronic interaction models, and unknown primary mass.

6 Summary

The Pierre Auger Observatory employs water-Cherenkov detectors to measure particle densities at the ground and therefore has a good sensitivity to the muon content of air showers. By means of a model which relates the arrival time of muons at the ground with their production depths, a new approach to study the longitudinal development of the hadronic component of EAS has been established. Studying the muon profiles helps to improve our understanding of hadronic interactions at the highest energies and sets additional constraints on model descriptions.

In this paper we presented a method to reconstruct the muon production depth distribution on an event-by-event basis in the angular range $\theta = 45^\circ - 65^\circ$ and for energies $E = 10^{19.2} - 10^{20}$ eV. The large range of applicability of this analysis has been obtained thanks to the capability of extracting the muon time distribution in the SD stations for a wide range of distances from the core. The maximum of the muon production depth distribution, $X_{\mu_{\text{max}}}^\text{est}$, is estimated with a systematic uncertainty of at most 17 g/cm$^2$ and its measurement could be exploited to constrain the most recent LHC-tuned hadronic interaction models, QGSJETII-04 and EPOS-LHC, and could give insights about the nature of UHECRs. In addition, thanks to the high statistics made available, deeper insights in the hadronic interaction models can be achieved by the study of the angular dependence of $X_{\mu_{\text{max}}}^\text{est}$ and its correlation with the electromagnetic counterpart, $X_{\text{max}}$.
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