An Empirical Test of the Theory of Efficient Markets of Stock Prices

Keshab Bhattarai and Vasi Margariti
University of Hull, Business School, England, UK

Abstract: A structure of the statistical tests motivated by Cromwell, Labys et al.\cite{23} has been used to build linear and nonlinear predictability models. Most importantly, the variance ratio test and that of AR-GARCH model is used to test the dual hypotheses of the random walk and efficiency in stock markets. While in all or nothing condition of market efficiency, the variance ratio tests show weak signs of predictability and in contrast to the AR-GARCH model that shows strong signs of predictability. Testing efficiency over time shows that price-fluctuations between periods of predictability and unpredictability and these are not correlated through indices. This study then contributes to the empirical evidence that the efficient market hypothesis should not be an all or nothing condition but be stated as a time varying condition where prices fluctuate between periods of efficiency and inefficiency. It is found that market microstructure can cause problems for certain measuring frequencies and a sufficiently risk averse investor may be happy to pay a premium to avoid any unforecastable asset price volatilities as in Leroy\cite{11} and Lucas\cite{12}. Three random walk models also do not prevent questioning the validity of predictability of stock prices.
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1. Introduction

The efficient market hypothesis defines a market in which prices always “fully reflect” available information by Fama\cite{1}. An investor can choose among the vast number of shares representing a portion of an underlying firm under the assumption that security prices at any time “fully reflect” all available information. This study will only consider one form of market efficiency, namely that of weak-form efficiency where the information set which an efficient market is considered to fully reflect includes only historical prices.

The intentional consequence of weak-form efficiency is that share prices are postulated to be unpredictable from past prices and the process of price formation is random. A direct contrast backed by innumerable evidence by the literature is that historic prices do indeed have predictive power which directly challenges the validity of the efficient market hypothesis. The scope of this study will thus consist of firstly testing whether the weak-form of the efficient market hypothesis holds—or in other words test whether historic share prices do indeed have predictive power. Secondly and most importantly I extend the test for the efficient market hypothesis by examining the predictability of prices over time. If it is deemed statistically appropriate that historic share prices have predictive power whether over time or as an all or nothing condition—or that there is time varying efficiency, the efficient market hypothesis will be rejected.
2. Theoretical Foundations of Efficient Market Hypothesis

In the history of thought, an early anticipation of efficient markets comes from the Ph.D. thesis in mathematics submitted by Louis Bachelier in 1900 where he proposes that prices evolve through time following a “random walk”.

Translated in English and published by Cootner, 1964 with the opening paragraph “past, present and even discounted future events are reflected in market price, but often show no apparent relation to price changes”. This is exactly what Fama many years later meant by an informally efficient market. He continues to write “if the market, in effect, does not predict its fluctuations, it does assess them as being more or less likely, and this likelihood can be evaluated mathematically”. This became known as a random walk. Bachelier considered the fluctuations of bond prices on the Paris Bourse and concluded that prices, pounded by unpredictable fragments of news formed it in such a way that makes it impossible to foretell prices.

While the importance of the work of Bachelier is undisputable and ahead of its time, it was not recognised until many decades later. It is a well-known fact that in the 19th century and later, the field of mathematics underwent an astonishing increase in the breadth and complexity of mathematical concepts marking fundamental changes to the field. The type of work that Bachelier submitted proved to be a heuristic study lacking rigor in mathematics as well as economics, an unfavourable mix seemingly pointing out why the work went unnoticed for so long. As Cootner[2] notes, “compared to the standards of rigor at the time, the work of Bachelier was heuristic and scorn for the heuristics led to an underestimation by contemporaries of the significance of the contribution”.

The merit of Bachelier’s work is that his study marked the beginning of the theory of stochastic processes. It anticipated the Chapman-Kolmogorov-Smoluchowski equation for continuous stochastic processes, the derivation of the Einstein-Wiener Brownian motion process and the recognition that this process is a solution of the partial differential equation for heat diffusion and many more analytical results rediscovered by the field some decades later.

2.1 The Random Walk Hypothesis

Bachelier was not the only person to contribute to the studies on the difficulty of predicting capital markets. Cowles[3] concluded that there is no strong evidence of the ability of predicting capital markets. Working[4] came to a similar conclusion—that stock returns behave like numbers from a lottery. Kendall[5] to his surprise while studying 22 UK stocks observed near zero correlation of price changes. Kendall notes “Such serial correlation as is present in these series is so weak as to dispose at once of any possibility of being able to use them for prediction. It may be, of course, that series of individual share prices would behave differently – the point remains open for inquiry. But the aggregates are very slightly correlated and some of them are virtually wandering”. Kendall labels his experiment as a “failure”, reflecting that the results did not sit easily alongside the beliefs of the practitioner and more generally economists of that time and along with Bachelier’s work (arguably for other reasons), which were largely overlooked until early 1960’s.”

Precisely in the early 1960’s, economist Paul Samuelson began to circulate the earlier work of Bachelier concerning the random nature of asset prices among colleagues marking a turning point in the field. The field was able to answer, in theory, how the risk of an investment should affect its expected return leading to the development of the Capital Asset Pricing model by Sharpe et al., 1964. Cootner, 1964 publishes “the random character of stock market prices” in his collection of papers regarding the randomness of price increments. In January 1965 Fama publishes his PhD thesis arguing the random nature of stock prices with concluding remarks “it seems safe to say that this paper has presented strong and voluminous evidence in favour of the random walk hypothesis” followed by the publication of Samuelson’s “Proof that properly anticipated prices fluctuate randomly” in the spring of that year.

Samuelson[6] subsequently develops a general stochastic model of prices in which future prices are completely independent of past prices. That is to say that there exists no information in the existing data of past price fluctuations
that will result in an expected profit. The quoted price faced by the investor will already contain all that can be known about the future and in that sense, has discounted future contingencies as much as possible.

2.2 Market Efficiency

Before the late 60’s, the price formation process was supposed to be random along with some evidence in support of it. Samuelson’s work marking a turning point in the literature paved the way for Fama[7] who incorporated the closely related model of random walk into the efficient market hypothesis—a consequence of a specific information subset (weak-form). Along with the weak, semi-strong and strong form suggested to Fama by Harry Roberts, 1967 and a rocky history of efficient markets originating from isolated work (such as Bachelier, Cowles and more) lead him to publish ground-breaking work relating to efficient markets which subsequently earned him the Nobel prize in economics in 2013. The way Fama defined an efficient market is:

“In general terms, the ideal is a market in which prices provide accurate signals for resource allocation: that is, a market in which firms can make production-investment decisions, and investors can choose among the securities that represent ownership of firms' activities under the assumption that security prices at any time “fully reflect” all available information. A market in which prices always “fully reflect” available information is called efficient”

The only exception before the 1960’s of finding evidence of non-randomness in asset prices is Cowles & Jones, 1937 where they find significant evidence of serial correlation in averaged time series indices of stock prices.

Hence the literature of efficient markets of the early 70’s proposed that changes in asset prices are unforecastable if they fully incorporate the expectations and information’s of all market participants then the expected rate of return of a tradeable asset follows a martingale. Evidence was found in support of this. Fama, 1970 wrote “We shall conclude that, with but a few exceptions, the efficient-markets model stands up well.”.

Oscillations in financial markets correspond to oscillations in an investors wealth indicating that there is a strong incentive to disprove the efficient market hypothesis and be able to say that there are patterns in historic prices to be found which will correspond with profitable trades. It brings about interesting studies which show the cases where markets can actually be inefficient. An interesting work on the reason markets can never be efficient using the all or nothing condition comes from Grossman[8] and Grossman and Stiglitz[9] on the valid hypothesis that a perfectly informationally efficient market is an impossibility since if this is the case then there is no return to compensate for obtaining information. This might shed a light on possible inefficiencies in the market to provide enough return to compensate the obtaining of information. The reason this might possibly happen is of course unclear but one thing is for certain, a trader can never know whether he is trading on information he has or he thinks that he has and is trading on this information. In reality it may turn out that he is not trading on this set of information that he has and indeed this information set is already reflected in prices and in fact he is trading on “noise”.

Black[10] in his rather enjoyable paper writes how noise is contrasted with information and how some people correctly trade on information expecting to make profits and others trade on noise as if it were information and that “noise trading is essential to the existence of liquid markets”.

Black paints the picture of noise making markets possible but inefficient. Possible because there will be little trading without noise and inefficient because noise creates opportunities to trade with positive profits. Since for a trade to be executed, there needs to be a buyer and a seller, if noise does not exist, “A person with information or insights about individual firms will want to trade, but will realize that only another person with information or insights will take the other side of the trade. From the point of view of someone who knows what both the traders know, one side or the other must be making a mistake. If the one who is making a mistake declines to trade, there will be no trading on information”. Noise then provides liquidity to financial markets, noise trading—that is trading on noise as if it were information. The implications that noise has in the process of price formation will clearly be that “noise trading actually puts noise into
The price of a stock reflects both the information that information traders trade on and the noise that noise traders trade on.”

2.3 Recent literature on Efficient Markets

Despite substantial amount of research done after the mid 80’s leading up to research in recent periods it is still surprising to find why the efficient market hypothesis still stands to be accepted or refuted with no clear consensus among financial economists. There is no clear consensus even when the hypothesis is easy to state and has the advantage of exhibiting the most extensive empirical evidence in share prices.

Extensive research points out that the literature of efficient markets is well-established but says little about the problematic nature of the efficient market hypothesis, that of being a joint hypothesis with little hope of ever actually rejecting it. The joint hypothesis problem stems from the fact that testing for efficiency involves assuming an equilibrium model which defines the price formation process. In this study, we use three different versions of the random walk model. If results in the rejection of this model, it could mean that the market studied really is efficient or that the price formation process does not follow a random walk.

Before going forward, it is important to note a serious limitation to the random walk model. Samuelson\(^6\) derives the martingale property for futures (carrying over to equity assets) incorporated into the efficient market hypothesis but it does not account for risk in any way. It mentions nothing about the requirement of the trade-off between risk and expected return. A sufficiently risk averse investor may be happy to pay a premium just to avoid owning an unforecastable security. This was demonstrated by Leroy\(^11\) considering models of portfolio selection. With similar conclusions Lucas\(^12\) provides a theoretical examination of the stochastic behaviour of equilibrium prices in a one-good pure exchange economy. The findings of both show that the efficient market hypothesis will hold, that is prices fully reflect all available information even if the martingale model fails and returns are not completely random.

An added complication to the efficient market hypothesis is time varying efficiency which this study proves through empirical evidence. What encapsulates time varying efficiency is the adaptive markets hypothesis proposed by Lo\(^13\)\(^*\) where he suggests that traditional models of financial economics can co-exist alongside behavioral models in an intellectually consistent manner. Lo, 2005\(^14\)\(^*\) writes:

“Many of the examples that behaviourists cite as violations of rationality that are inconsistent with market efficiency, “loss aversion”, “overconfidence”, “overreaction” and other behavioral biases – are, in fact, consistent with an evolutionary model of individuals adapting to a changing environment via simple heuristics”.

\(^*\)For recent findings regarding AMH see – Urquhart, McGroarty\(^19\); Lim, Luo, Kim\(^20\); Urquhart, Hudson \(^20\); Ghazani&Araghi\(^19\); and more interestingly Hull, M. &McGroarty\(^19\); and Alvarez -Ramírez, Rodriguez, Espinosa-Paredes\(^17\).

As interpreted by Urquhart et al.\(^15\), market participants adapt to the ever-changing environment by relying on heuristics to make their investment choices hence efficiency varies over time.

Studies that test efficiency of markets over time include Lim et al.\(^16\) where it is reported that market efficiency varies over time in a cyclical fashion as deemed by rolling sample approach of a Portmanteau bicorrelation test. Todea et al.\(^17\) using the same approach of a rolling window subsample report that returns are not constant over some period of time but are actually sporadic as deemed by a moving average model. McGroarty, 2014\(^18\) show convincing evidence of the adaptive markets hypothesis using the Hurst-Mandelbrot-Wallis rescaled range test as a measure of market efficiency over emerging markets. Urquhart\(^19\) apply three versions of variance ratio tests and a filtered GARCH model and conclude that price predictability varies over time with periods of significant predictability on returns but also periods of no predictability.
3. Theory of Efficient Markets

3.1 The efficient market hypothesis

The statement that an efficient market “fully reflects” available information is presented by Fama notationally as:

\[ E(\tilde{p}_{j,t+1}|\Phi_t) = [1 + E(\tilde{r}_{j,t+1}|\Phi_t)]p_{jt} \]  

(1)

where \( p_{jt} \) denotes the price of asset \( j \) at time \( t \), \( \tilde{p}_{j,t+1} \) is the random variable of the price of asset \( j \) at time \( t+1 \), the percentage return \( \tilde{r}_{j,t+1} \) as defined in section IV: a, the information set symbol \( \Phi_t \) represents a general symbol for the set of information assumed to be fully reflected in the price at time \( t \).

Equation (1) favours generality, that is, as pointed out by Fama, the expected difference between the actual return (next period) and hypothesized equilibrium expected return \( E(\tilde{r}_{j,t+1}|\Phi_t) \) should be zero. \( E(\tilde{r}_{j,t+1}|\Phi_t) \) is determined by the chosen expected return theory--the joint hypothesis that whatever equilibrium returns model is applied, the information set \( \Phi_t \) (defined below) is “fully” utilised in determining equilibrium expected returns. The model used in this study will be that of the random walk model which will be carefully introduced in the next subsection.

The information set can take the following forms:
- The weak-form efficiency: In the weak-form efficiency, the information set includes only historical prices.
- The semi-strong-form efficiency: the information set includes historical prices and also all publicly available information, that is the adjustment of security prices to publicly available information or information generating event such as stock splits, announcements of financial reports by firms, new security issues etc.
- The strong-form efficiency: the information set contains all of the information in the weak and semi-strong form and additionally including private information and insider trading.

3.2 The random walk hypothesis

The random walk hypothesis proposes that the price formation process of stock market prices follows a random process--that is, the expectancy of future returns is an independent and identically distributed process--a random walk. The random walk model is popular among social sciences as well as physical sciences where it is favoured for its simplicity and elegance.

The random walk model will be presented in accordance to the seminal work of Lo et al.\cite{23} which organise various versions of the random walk by considering various kinds of dependence that can exist between an asset’s prices \( P_t = \ln p_t \) and \( p_{t+k} = \ln P_{t+k} \) at two dates \( t \) and \( t+k \).

3.2.1 Independent and identically distributed increments

The first and the most simplistic version of the random walk model is that the disturbance term is independently drawn from the same distribution with the same mean and variance. Normal and IID disturbance terms in asset prices can be modelled by building the relationship between the natural logarithm of prices follows a random walk with normally distributed increments:

\[ p_t = \mu + p_{t-1} + \epsilon_t \]

\[ p_t - p_{t-1} = \mu + \epsilon_t \]

\[ r_t = \mu + \epsilon_t, \quad \epsilon_t \sim IID(0, \sigma^2) \]  

(2)
This is equivalent to the discrete version of Brownian motion sampled at equal-spaced intervals which can be stimulated by taking cumulative sums of standard normal distributions (with $\mu=0$) which can be simulated using R programming in Figure 1.

The assumed behaviour of the disturbance term is often too strong and not realistic of share prices therefore the model would have the other two variations of the random walk would have to somehow account for these violations of the first model of the random walk model.

### 3.2.2 Independent increments

The second version of the random walk hypothesis relaxes the assumption of identically distributed increment allowing heteroskedastic disturbance terms. It still assumes that all increments are independent but they are not drawn from the same distribution, it accounts for each disturbance term being drawn from different distributions. Modifying (2) gives:

$$r_t = \mu + \epsilon_t, \quad \epsilon_t \sim \text{INID} \left(0, \sigma^2 \right)$$

(Figure 2. Example model with not identically distributed increments)
which is a broader definition that includes (2). What is important however is that moving from the first model to the second allows for unconditional heteroskedasticity in the disturbance terms – it permits time varying fluctuation if and only if the disturbance terms are independent and not correlated or satisfy the conditional probability density function:

\[ \text{pdf}(\epsilon_{t+k}|\epsilon_t) = \text{pdf}(\epsilon_{t+k}) \]  

(4)

Modelling independent increments which includes the first random walk model given by (2).

### 3.2.3 Uncorrelated increments

In this third and final form of the random walk hypothesis considered, the assumption of uncorrelated increments still holds but that increments need not be independent and permit processes with dependent but uncorrelated increments. Campbell, Lo et al.\cite{23} propose that all possible versions of the random walk model can be captured by the orthogonality condition with two arbitrary functions \( f(\cdot) \) and \( g(\cdot) \) (and for disjoint \( t, k \)):

\[ \text{cov}[f(\epsilon_t), g(\epsilon_{t+k})] = 0 \]  

(5)

but if functions \( f(\cdot) \) and \( g(\cdot) \) were restricted to linear functions, then (5) clearly implies that they are not serially correlated but they are transformed by a linear function making them dependent as illustrated by Figure 3 above. This is the version of the random walk which will be tested in this study using a series of statistical tests given in section IV.

### 3.3 Wiener process and SDE

Since the purpose of this study is not only to test the efficient market hypothesis but also provide a thorough history of efficient markets, a slight digression will show what was meant in the literature review in section II that the random walk originates from Bachelier by presenting a version of the work completed by Bachelier as presented by J.Voit\cite{24}. The derivation which Bachelier carries out stems from examining the probability density \( p(x,t) \) of a price change of a certain size \( x \) at some time \( t \) in the future. Although this work will avoid pointing out his heuristic significances and his mistakes...
it will show that he still managed to give a strong theory of the random nature of stock markets related to the Brownian motion, around 5 years prior to Einstein’s famous work.

If \( p(x_1, t_1)dx_1 \) is the probability of a price change of interval \([x_1, x_1 + dx_1]\) at time \( t_1 \) and similarly \( p(x_2, t_2)dx_2 \) is the probability of a price change of interval \([x_2, x_2 + dx_2]\) at time \( t_2 \), Bachelier then derives the probability density function of a price change by considering the joint probability of the dual theoretical price change:

\[
p(x_1, t_1)p(x_2 - x_1, t_2)dx_1dx_2
\]  

(6)

Which naturally leads to the probability of a change of \( x_2 \) at \( t_1 + t_2 \):

\[
p(x_2, t_1 + t_2)dx_2 = \int_{-\infty}^{\infty} p(x_1, t_1)p(x_2 - x_1, t_2)dx_1 \]  

(7)

This presents the physics equation known as Chapman-Kolmogorov-Smoluchowski equation—something which was noted in the introduction that Bachelier anticipate. Bachelier solves this equation by the Gaussian normal distribution to obtain the result:

\[
p(x, t) = \frac{1}{\sqrt{2\pi\sigma^2(t)}} \exp \left( -\frac{x^2}{2\sigma^2(t)} \right)
\]  

(8)

which is clearly directly related to Brownian motion or the formulation of the random walk, or equivalently the “Einstein-Wiener Stochastic process”.

A theoretical example with homoscedastic and independent Gaussian increments can be presented through stochastic differential equations. Based on Øksendal, 2003, a stochastic differential equation can be considered:

\[
dX_t = a_t dt + b_t dW_t
\]  

(9)

This differential equation with \( dW_t \) denoting the standard wiener differential presents \( dX_t \) as the sum of a deterministic piece which models the part of \( dX_t \) that is known at time \( t \) and a random piece which models the part of \( dX_t \) that is not deterministic and not known at time \( t \) (what Bachelier derived). This kind of set up permits the creation of models of stochastic processes by writing expressions for the above \( a_t \) and \( b_t \) getting an equation of the form:

\[
dX_t = a(X_t, t)dt + b(X_t, t)dW_t
\]  

(10)

Where \( a_t \) and \( b_t \) are functions of two variables completely known at time 0. By considering a discrete version of the above, and taking into consideration the assumptions of the Brownian motion mentioned above would yield the result:

\[
X_t = X_0 + \int_0^t a(s, X_s)ds + \int_0^t b(s, X_s)dW_s
\]  

(11)

Where the term on the bracket defines, a random variable called the stochastic Ito Integral of \( b \). This presents \( X_t \) as a stochastic process satisfying the above equation. The definition of the wiener process causes problems when solving for the integral in the square brackets in equation (11) above since the function is not differentiable at any point and has infinite variation over every time interval. This has important theoretical implications for this study since loosely speaking the integrand \( b(s, X_s) \) would need to be adapted using Ito calculus by constraining that the value of this integrand at time \( t \) can only depend on information available until time \( t \). The evolution of an asset price is an example of this logic. Such a model with \( S_t \) the share price at time \( t \) replacing \( X_t \), the expected rate of return \( \mu \) replaces \( a(X_t, t) \) and the volatility \( \sigma \)
replacing $b(X_t, t)$ in the model above can be represented by:

$$dS_t = \mu S_t dt + \sigma S_t dW_t$$

(12)

Statistical properties of asset returns talk about how stock prices are believed to be event driven, that is, news affects the price formation process or has impact. A single piece of news can of course affect say two assets but it is intuitively sound to expect that the impact that the news has on prices will differ between stocks, indices etc. but this does not mean that asset returns do not show similarities in movements. By the study of asset prices by the literature, it is widely accepted that there are empirical facts exhibited by asset prices.

1. absence of autocorrelation
2. heavy tails
3. gain/loss asymmetry
4. aggregational gausiarity
5. intermittency
6. volatility clustering
7. conditional heavy tails
8. slow decay of autocorrelation in absolute returns
9. leverage effect
10. volume /volatility correlation
11. asymmetry in time scales

4. Statistical Framework

4.1 Prices

Based on the transformations presented by Campbell, Lo et al.[23] the raw data of share prices will be normalised for the benefit of better statistical properties (stationarity, normality etc.), that is the data will be measured in a comparable metric of continuously compounded return between dates $t - 1$ and $t$ where it is assumed that the share price does not pay dividend:

$$r_t(k) = \ln \left( \prod_{j=1}^{k} \left( \frac{P_{t-j+1}}{P_{t-j}} \right) \right)$$

$$= \sum_{j=1}^{k} \log \left( \frac{P_{t-j+1}}{P_{t-j}} \right)$$

$$= \sum_{j=1}^{k} r_{t-j+1}$$

(13)

Equation (15) represents a flow variable of horizon $k$ and in this study a horizon bigger than 1 will not be used to equation (15) will collapse to:

$$r_t = \log \left( \frac{P_t}{P_{t-1}} \right)$$
\[ = \log(P_t) - \log(P_{t-1}) \]

\[ = P_t - P_{t-1} \]  

(14)

This is the definition of a one period return that will be used in this study whenever returns are considered—allowing for the assumption of a lognormal distribution.

4.2 Stationarity

Testing for stationarity is perhaps the first thing that ought to be done with time series; that is, the sample statistics should be defined in such a way that they are invariant with respect to time. If a process is found to be nonstationary through the appropriate tests then the data needs to be transformed to convert the process to stationary.

4.2.1 Augmented dickey-fuller test

This study will adopt the augmented Dickey-Fuller test which examines the sample data with the objective of answering whether the process has a unit root and whether differencing will remove the unit root.

Using a simple simulation of some random numbers which are plotted in the left hand side of Figure 4, and a

Figure 4. Simulated QQ plot against normal distribution.

Figure 5. Simulation of a stationary process (left) and its undoing (right)

Using a simple simulation of some random numbers which are plotted in the left hand side of Figure 4, and a
transformation of this data carried out by applying discrete integration (inverse of differencing) which are plotted on the right hand side of Figure 4. Both data sets, the random and the transformed will then be subject to the Dickey-Fuller test which results in accepting its alternative hypothesis of stationarity at the 1% significance level for the random numbers and accepting the null hypothesis of non-stationarity for the transformed data where the difference is undone confirming what is clear visually in Figure 4.

4.3 Normallity

4.3.1 QQplot

A useful graphical way to test for normality of a time series is by comparing a time series to the normal distribution using the quantile-quantile plots. This is achieved by plotting normal theoretical quantiles of the normal distribution in the horizontal axis for comparison with sample quantiles of some given data plotted in the horizontal axis. In general, if the line fitted to the plot is steeper a 45-degree line through the origin, it implies that the distribution is not equal and that the sample distribution in the vertical axis is more dispersed than that of the horizontal axis. What the individual points of the sample data should follow is a 45-degree line from the origin and since probabilistically this will only occur at very rare occurrences, stimulating this graphic technique by using the normal distribution for both axis will give basis of comparison to what the data should look like if it does follow a normal distribution plotted in Figure 5 above.

4.4 Testing for Independence

An important feature of the random walk which is shared by all three variations of the models given in section III-Bis that all autocorrelations of the increments are zero including the third and weakest form of the random walk where dependency is permitted.

4.4.1 Ljung-Box

A simple test statistic following autocorrelation is the $Q$-statistic as presented by Box et al. 1970 and later expanded by Ljung et al.\[27\]:

$$Q_m = T(T + 2) \sum_{k=1}^{m} \frac{\rho(k)}{T - k}$$  \hspace{1cm} (15)

which is asymptotically distributed according to the Chi-Squared distribution. This test is used to pick up any departures from zero autocorrelations in either direction at all lags. The null hypothesis suggests that the time series is independent thus when the null hypothesis is satisfied (15) is asymptotically Chi-Squared distributed with k degrees of freedom.

4.4.2 BDS

Through statistical testing of a time series, the variation in the data could be deemed as random and suggest that it follows the normal distribution but although a time series could provide enough statistically significant evidence that it does follow the normal distribution and it is random, it can also exhibit chaotic behaviour where a time series is deemed normal but it is still possible to find deterministic components. The Brock-Dechert-Scheinkman has been proven to have high power against such behaviour and univariate models which this study will consider. Cromwell et al.\[28\] present the BDS statistic as a test of independence by embedding the time series in m-space:

$$r_t^m = [r_t, g \{ r_{t-m+1}, r_{t-m+2}, ..., r_{T-m+1} \}], \hspace{1cm} t = 1, 2, ..., T - m + 1$$  \hspace{1cm} (16)

The motivation behind this is that the dependence of a time series can be examined defining a measure of distances between the subjective m-space and some chosen distance $\varepsilon$. This metric is defined as:

$$\|r_t^m, x_s^m, s\| = \begin{cases} 1, & \text{if } \|r_t^m - x_s^m\| \leq \varepsilon \\ 0, & \text{otherwise} \end{cases}$$
The purpose of doing so is to study the correlation integral of the time series where under these conditions it is given by:

\[ C(\varepsilon, m, T) = \frac{\sum_{i \neq j} \mathbb{I}[x_i^m, x_j^m, s]}{[T_m(T_m - 1)]} \]  

(17)

Since the correlation integral (18) estimates the probability of the distance between the above pairs of points being less than or equal to \( \varepsilon \), the test proposes that if the observations are indeed independent, this probability will just be the product of the individual probabilities assigned to each pair. This is of course unknown and the test statistic that is used to estimate it is the asymptotically standard normally distributed test statistic:

\[ W(\varepsilon, m, T) = \frac{C(\varepsilon, m, T) - C(\varepsilon, 1, T)^m}{4T(K(\varepsilon)^m + 2[\vartheta])} \rightarrow \mathcal{N}(0, 1) \]  

(19)

where \( \vartheta \) is given by:

\[ \vartheta = \sum_{i=1}^{m-1} K(\varepsilon)^{m-i}C(\varepsilon)2^i + (m - 1)^2C(\varepsilon)^{2m} - m^2K(\varepsilon)C(\varepsilon)^{2m-2} \]  

(20)

and \( K \) is the probability of a three-tuple of points being within \( \varepsilon \) distance of each element. When testing, a common approach is to set the distance element \( \varepsilon \) a multiple of the standard deviation of the time series being tested and the \( m \)-space from 2–4. A large emphasis will be put on the p values of this test in section V where prices will be tested for predictability. The approach will be that the distance element \( \varepsilon \) will be set to the standard deviation of the time series and the mean of the output statistic by the 2 \( m \) space dimensions selected.

4.5 Linear autocorrelation

4.5.1 Serial Correlation

Perhaps a simpler computation which tests the random walk model, perhaps one that is less difficult to implement illustrates the case where the relationship between a time series and its lagged values can be represented by a linear equation. Such an example can be the autoregressive model AR(k):

\[ r_t = \mu + r_{t-1} + u_t \]  

(21)

where the disturbance term \( u_t \) is generated by the process:

\[ u_t = \sum_{i=1}^{k} \rho_i u_{t-i} + \epsilon_t, \quad \epsilon_t \sim IID \mathcal{N}(0, \sigma^2) \]  

(22)

Given a time series, measuring the relationship of a random variable at time \( t \) and its value \( k \) periods earlier can also be calculated by the autocorrelation equation:

\[ \rho(k) = \frac{\text{Cov}[r_t, r_{t+k}]}{\text{Var}[r_t]} \]  

(23)

This is a direct test of the random walk hypothesis, that is to check for serial correlation between two observations.
of the same series at different dates. Under the random walk hypothesis, the increments of the random walk are all uncorrelated at all lags thus a test of the random walk hypothesis could be built by testing whether financial data shows signs of serial correlation, and if they do, the price data will be deemed predictable, a violation of the efficient market hypothesis.

4.5.2 Variance ratio tests

Lo et al.\textsuperscript{[29]} take advantage of the important property of the random walk that the variance of its increments must be a linear function of the time interval. This can be proved by using calculations from Dougherty\textsuperscript{[30]} where he proposes that the distributional changes through time can be shown mathematically by supposing the following relationship:

\[
    r_t = r_{t-1} + \epsilon_t
\]

and by lagging and substituting t times,

\[
    r_t = r_0 + \epsilon_1 + y \text{ lag } \epsilon_{t-1} + \epsilon_t
\]

And given that the initial value \( r_0 \) is zero and with our assumptions of the disturbance term, the estimated value of \( r_t \) is also zero. The variation through time can now be decomposed as:

\[
    \text{var}(r_t) = \text{var}(\epsilon_1 + \epsilon_2 + \cdots + \epsilon_t) \\
    = \text{var}(\epsilon_1) + \text{var}(\epsilon_2) + \cdots + \text{var}(\epsilon_t) \\
    = \sigma^2 + \sigma^2 + \cdots + \sigma^2 \\
    = t\sigma^2
\]

This demonstrates that the random walk model has the property that the variance of its increments is linear or in other words, it says that the variance of \( p_t - p_{t-2} \) should be twice the variance of \( p_t - p_{t-1} \) if the null hypothesis is indeed correct.

The linearity of the variance of the random model can be illustrated visually through Figure 6 in the previous page where it plots 1500 independent realisations of the random walk with zero mean and a unit variance. From this simulation, it can be shown that the distribution is not stationary and distribution changes as the time variable increases becoming increasingly spread out.
Using the fact that the random walk exhibits linear variance through time, Lo et al.\cite{29} construct a test statistics of the random walk hypothesis using variance ratios by considering a \(k\) period return \(r(k)\) as given by (13) at the beginning of this section and compare the differences in variance by the relationship:

\[
VR(q) = \frac{\text{var}[r_q]}{\text{var}[r_1]}
\]

\[
= \frac{\text{var}[r_q + r_{1-q+1}]}{\text{var}[r_1]}
\]

\[
= 1 + 2 \sum_{k=1}^{q-1} \left(1 - \frac{k}{q}\right) \rho(k)
\]

(27)

where \(\rho(k)\) is the \(k\)th order autocorrelation coefficient of \(r_t\). Under the random walk model, the variance ratio test statistic should be equal to 1, that is \(VR(q) = 1\) \(q\) and \(k > 1\).

The data will consist of \(n_q + 1\) observations (i.e. \(r_0, r_1, \ldots, r_{n_q}\) of \(r_t\)) and the unknown population parameters are \(\mu\) and \(\sigma^2\) to which Lo, Mackinlay\cite{29} present the maximum likelihood estimators defined by:

\[
\hat{\mu} = \frac{1}{n_q} (p_{n_q} - p_0)
\]

(28)

\[
\hat{\sigma}_a^2(q) = \frac{1}{n_q - 1} \sum_{k=1}^{n_q} (p_k - p_{k-1} - \hat{\mu})^2
\]

(29)

\[
\hat{\sigma}_b^2(q) = \frac{n_q}{q(n_q - q)(n_q - q + 1)} \sum_{k=q}^{n_q} (p_k - p_{k-q} - q\hat{\mu})^2
\]

(30)

\[
\hat{VR}(q) = \frac{\hat{\sigma}_b^2(q)}{\hat{\sigma}_a^2}
\]

(31)

As elegant as this is—a sampling distribution of (31) will have to be considered under the third and weakest model of the random walk (uncorrelated increments). This allows of course a much wider range of time series—specifically the concensus of the literature is that volatilities change over time so a sampling distribution of (31) would need to permit dependence on the type and degree of heteroskedasticity present so as long as returns are not correlated (31) should still approach one. Lo et al.\cite{29} then propose a heteroskedasticity consistent estimator:

\[
\hat{\xi}(q) = \frac{1}{q} \sum_{j=1}^{q-1} \frac{2(q-j)}{q} \frac{n_q}{\Sigma_{k=j+1}^{n_q} (p_k - p_{k-1} - \hat{\mu})^2 (p_{k-j} - p_{k-j-1} - \hat{\mu})^2}{\Sigma_{k=1}^{n_q} (p_k - p_{k-1} - \hat{\mu})^2}
\]

(32)

And given this, the standardised test statistic is given by:

\[
Z(q) = \frac{\sqrt{n_q (VR(q) - 1)}}{\sqrt{\hat{\xi}}} \rightarrow N(0, 1)
\]

(33)

The null hypothesis then assumes that returns possess uncorrelated increments while allowing for general forms of heteroskedasticity. If the null hypothesis is rejected, it means that the test has found significant evidence of price predictability, a violation of the random walk model and of the efficient market hypothesis (the joint hypothesis).
4.6 Non-Linear Dependence (in variance)

4.6.1 Generalized autoregressive conditional heteroskedasticity

The variance ratio test statistic above permits deterministic changes in variance due to seasonal factors and dependency of the conditional variance on past information. It is of interest to study the conditional variance on past information further. This relates to models of changing volatility. A model hoping to explain oscillations in stock prices would be very far from reality if it assumed that volatility of the series would be constant through time, thus, to capture these patterns in volatility an ARCH model is considered. Originally proposed by Engle (1982) and presented by Campbell et al.\cite{23} as:

$$\sigma^2 = \omega + \alpha(L)e_t^2$$  \hspace{1cm} (34)

The authors present the conditional variance as a distributed lag of past square innovations $e_t^2$ where $\omega$ is the variance intercept, $\alpha$ the parameter of the model and lastly $\alpha(L)$ is a polynomial in the lag operator.

A more powerful approach to testing conditional variance is through a GARCH (p, q) model which will be tested later using R software through acolossal package in size In R programming language called “rugarch” by Alexios Ghalanos\cite{31}. A thorough and enlightening presentation of the mathematics behind the code is also provided by the author which presents the dynamics of conditional mean allowed by the univariate GARCH specification as:

$$\Phi(L)(1 - L)^d(y_t - \mu_t) = \Theta(L)e_t$$ \hspace{1cm} (35)

Equation (43) presents the fractional AR model on demeaned data and MA model on the residuals with mean defined by:

$$\mu_t = \mu + \sum_{i=1}^{m-n} \delta_i x_{i,t} + \sum_{i=m-n+1}^{m} \delta_i x_{i,t}\sigma_t + \xi \sigma_t^2$$ \hspace{1cm} (36)

The above is the filtration process for where its residuals $e_t^2$ will be of use in the GARCH (p, q) model first introduced by Bollerslev\cite{32}. Conditional variance as presented by Ghalanos, 2015 is the long-form equation:

$$\sigma^2 = \left[ \omega + \sum_{j=1}^{m} \zeta_j \nu_{jt} \right] + \sum_{j=1}^{q} \alpha_j e_{t-j}^2 + \sum_{j=1}^{p} \beta_j \sigma_{t-j}^2$$ \hspace{1cm} (37)

with $\omega$ denoting the intercept. The term $\sum_{j=1}^{m} \zeta_j \nu_{jt}$ inside the square brackets allows the possibility of passing external regressors, something I will not do, in fact equations (35) will be defined as an AR(p) process where the optimal p will be chosen up to 10 lags (thus removing all linear dependence) and equation (37) will be transformed into a GARCH (1, 1) without external regressors yielding:

$$r_t = \gamma_0 + \sum_{\varepsilon=1}^{p} \gamma_{\varepsilon r_{t-\varepsilon}} + e_t \sim N(0, \sigma_t^2)$$

$$\sigma_t^2 = \omega + \alpha_1 e_{t-1}^2 + \beta_1 \sigma_{t-1}^2$$ \hspace{1cm} (38)

What will be subject to test for nonlinear dependence will then be the residuals of the model presented in (38) as determined by the BDS statistic in section IV-C. If this test finds nonlinear dependence in conditional volatility, it is a violation of the efficient market hypothesis.

5. Empirical evidence

5.1 Data
The sample data consists of daily, weekly, and monthly prices of three of the most important indices in the world—namely FTSE 100, S&P500 and NIKKEI225. The time series are obtained from Bloomberg which cover a snapshot of prices of about 27 years, from 1 January 1990 to early 2017. Monthly time plots of the data obtained is provided in Figure 7 which allows for a visual interpretation of the changes in price experienced by the three indices. For comparison purposes the FTSE 100 and S&P 500 are significantly higher now than they were in 1990. Both indexes have gone through substantial growth periods in the timeline observed. The exception of growth given the upper and lower bound of the sample time interval is Nikkei 225 which is considerably lower now compared to what it was in the 90’s. The two indices that have experienced growth in the snapshot provided, namely FTSE 100 and S&P 500 show that they tend to evolve very like each other over time. Incorporated in the timeline is severe economic downturn. The timeline starting in 1990 perfectly captures the “lost decade–the past 10 years’ of the Japanese economy where the asset price bubble collapsed hardly picking up in the 20’s. Both the UK and American economy experienced recessions in the early 90’s and early 20’s through the collapse of the speculative dot-com bubble signified by the large drops in Figure 7. Most severe of them all is the great recession which all three economies felt with prices of the NIKKEI taking significantly longer to recover compared to the FTSE and S&P. 

Taking the first difference of the logarithm of prices transforms the data presented in Figure 7 to one period returns which are ploted in Figure 8 below. It is observed that the series oscillates around zero, precisely as is expected. Observing how returns change as time evolves, the duration and amplitude of each positive and negative sequence is of course thought to be random but there seems to be a rather weak tendency for positive returns to be followed by positive returns and negative returns to be followed by negative returnshence visually the returns data of the three indices shows signs of weak autocorrelation. It is not easy to analyse data visually but something could be said about the volatility of the three indices by comparing the magnitude of the returns. NIKKEI 225 seems to be more volatile than the FTSE 100 and S&P 500 because the bars in the returns data in Figure 8 seems to be more erratic and extend higher than those of S&P 500 and that of FTSE 100, something

![Figure 7. Monthly time plots of FTSE 100, NIKKEI 225 and S&P 500 through a 27-year period](image-url)
that is confirmed with the standard deviation results in Table 1 below. Table 1 shows that the mean of the three indices for daily, weekly and monthly frequencies is practically 0.

| Index         | OBS  | Mean   | SD     | Skewness  | Kurtosis | JB          | ARCH(10)   |
|---------------|------|--------|--------|-----------|----------|-------------|------------|
| Daily Returns |      |        |        |           |          |             |            |
| FTSE100       | 6865 | 0.000160| 0.011136| -0.126790| 8.927857 | 10068***    | 1504.5***  |
| S&P500        | 6852 | 0.000275| 0.011225| -0.245229| 11.737153| 21863***    | 1690.9***  |
| NIKKEI225     | 6657 | -0.000105| 0.015417| -0.130005| 8.237658 | 7626.9***   | 1130.3***  |
| Weekly Returns |      |        |        |           |          |             |            |
| FTSE100       | 1417 | 0.000779| 0.023252| -0.788169| 12.733412| 5736.2***   | 164.88***  |
| S&P500        | 1418 | 0.001349| 0.022776| -0.740082| 9.802852 |
| NIKKEI225     | 1413 | -0.000503| 0.030874| -0.673395| 8.437368 |
| Monthly Returns |      |        |        |           |          |             |            |
| FTSE100       | 324  | -0.003337| 0.040788| 0.526317 | 3.594557 | 19.731***   | 24.405***  |
| S&P500        | 324  | -0.005973| 0.041758| 0.782599 | 4.777047 | 75.705***   | 30.171***  |
| NIKKEI225     | 324  | 0.002335| 0.063174| 0.474469 | 3.905917 | 23.164***   | 19.446**   |

Table 1. Descriptive statistics of returns for FTSE 100, NIKKEI 225 and S&P 500. *, **, *** indicates significance at 10%, 5%, 1% respectively.

All the indices also exhibit negative skewness which implies a longer left tail. The distribution of all the return time series are leptokurtic since excess kurtosis is observed. The test for normality through the Jarque-Berra shows strong signs that the sample data is not normally distributed at the 1% significance level and shows signs of conditional heteroskedasticity as deemed by the ARCH process which is significant at the 1% significance level. A stronger method
Finally using the standard deviation of the three series as a basic measure of volatility, indicate that NIKKEI 225 has the highest level of volatility and FTSE 100 the least level of volatility. A stronger method of extracting more information from the data set is to implement a rolling standard deviation of returns over a subsample which moves forward through time in Figure 9. This is what was implemented by the literature to study time varying volatility before specifying more complicated univariate models such as models of conditional volatility (see Officer, 1973[33]; Garman, et al., 1980[34]; Parkinson, 1980[35]; Merton, 1980[36]). Merton, 1980 observed that this method accurately measures volatility at some point in time if an asset’s price follows the geometric Brownian motion equation (12) included in section III-C. From Figure 9, it is easy to see that the volatility of the FTSE 100 seems to follow that of S&P while NIKKEI 225 almost always never intersects the other two lines indicating earlier suspicions that the volatility of NIKKEI 225 is much higher than that of the FTSE 100 and that of the S&P 500.

Figure 9. Rolling plot of monthly standard deviation through time for FTSE 100, NIKKEI 225 and S&P 500

Bringing the attention to the dashed line representing the volatility of NIKKEI 225, the 10 year period called the “lost decade” mentioned earlier is clearly associated with very high volatility in comparison to the other two indices which only show spikes around periods of economic downturn with the biggest volatility measured around the great depression of late 2008. Clearly Figure 9 is non-stationary. By switching to daily frequency and removing the unit root through logarithmic differencing and plotting the transformed standard deviation of all three indices which is illustrated in Figure

Figure 10. Logarithmic difference of daily volatility through time of FTSE 100, S&P 500 and NIKKEI 225
10 will capture the motivation for conditional variance models presented later. This plot shows that volatility varies widely across the indices and through time but this variation is done so within a range which itself changes slowly over time.

5.2 Stationarity

Typically share prices have a unit root, that is the mean and volatility is not independent through time but this can be accounted for by using the definition of returns as the logarithmic difference of lagged raw prices as defined in section IV-A. The price process is a difference-stationary process, that is taking the difference of the lagged logarithmic raw price data will convert the non-stationary process that has a unit root to a stationary process which does not have a unit root. This is confirmed in Table 2 in the next page where raw price data and returns are subject to the augmented Dickey-Fuller test. The first three columns of Table 2 shows that the null hypothesis of the presence of a unit root is accepted for nearly all data sets consisting of raw prices with one exception of NIKKEI 225 daily.

| Index       | OBS  | ADF statistic | Index       | OBS  | ADF statistic |
|-------------|------|---------------|-------------|------|---------------|
| **Daily Prices** |      |               | **Daily Returns** |      |               |
| FTSE100     | 6865 | -2.2541       | FTSE100     | 6865 | -19.829***    |
| S&P500      | 6852 | -1.2742       | S&P500      | 6852 | -19.49***     |
| NIKKEI225   | 6657 | -3.6774**     | NIKKEI225   | 6657 | -18.184***    |
| **Weekly Prices** |      |               | **Weekly Returns** |      |               |
| FTSE100     | 1417 | -2.0406       | FTSE100     | 1417 | -12.545***    |
| S&P500      | 1418 | -1.1523       | S&P500      | 1418 | -11.199***    |
| NIKKEI225   | 1413 | -2.915        | NIKKEI225   | 1413 | -11.194***    |
| **Monthly Prices** |      |               | **Monthly Returns** |      |               |
| FTSE100     | 324  | -2.3097       | FTSE100     | 324  | -6.5882***    |
| S&P500      | 324  | -1.6862       | S&P500      | 324  | -6.4179***    |
| NIKKEI225   | 324  | -3.0963       | NIKKEI225   | 324  | -6.9912***    |

Table 2. Augmented Dickey-Fuller test applied to raw prices and returns. *, **, *** indicates significance at 10%, 5%, 1% respectively.

The differenced data however in the last three columns of Table two shows that the Augmented Dickey-Fuller test rejects the possibility of a unit root at the 1% significance level – the transformed data is stationary.

5.3 Normality

A statistical tool with emphasis on simplicity is the QQ plotproviding the means of examining the returns process departure from normality. By plotting returns as a transformed and standard normal variable in the vertical axis as a linear function of the standard normal distribution in the horizontal axis to provide means of comparison. This plot should exhibit a straight line of 45-degrees from the origin if \( r_t \) is normally distributed. As mentioned in section IV-C, a straight line would only occur by freak accident so small deviations from normality should be expected due to sampling error but
if the deviation is significant, then it points out that the returns process is not similar to the normal distribution therefore it is not normally distributed. This probability plot is presented in Figure 11 below which provides a plot for each index at its three frequencies of measurement chosen for this study.

It is easy to notice that most of the points fall in the middle of the plot but start to curve off as the points start to reach the two most extreme values of returns on both sides, that is the points form an elongated “s” implying that the tails of returns are actually longer than that of the normal distribution. This does not prove that returns are not random, it merely shows that the distribution of returns has fat tails. A very important feature of Figure 11 which will be expanded on later is that it has found evidence that a change in frequency, that of daily to weekly and weekly to monthly makes the returns data appear more normal.

5.4 Independence

The starting point for testing the random walk model is to test returns for independence. Table 3 below presents the test statistic of returns of all three indices of two tests considered, the Ljung-Box test and the BDS test.

| Index          | OBS | $Q_1$ | $Q_2$ | $Q_3$ | $W_2$ | $W_3$ | $W_4$ |
|----------------|-----|-------|-------|-------|-------|-------|-------|
| Daily Returns  |     |       |       |       |       |       |       |
FTSE100  6865  1.0314  14.125*** 32.215*** 17.0946*** 23.4161*** 28.7452***
S&P500  6852  20.256*** 31.772*** 31.834*** 15.0497*** 22.6668*** 28.0077***
NIKKEI225 6657  5.2805** 13.008*** 13.095*** 11.2117*** 16.1150*** 19.6809***

Weekly Returns
FTSE100  1417  7.0205*** 9.8207*** 21.001*** 5.8770*** 8.7768*** 10.4373***
S&P500  1418  9.0158*** 14.111*** 18.12*** 9.7412*** 11.8071*** 14.1955***
NIKKEI225 1413  0.97723 6.6926** 7.6598* 6.5281*** 7.1768*** 7.7931***

Monthly Returns
FTSE100  324  0.13084 0.99667 1.1865 4.0448*** 6.1001*** 7.3554***
S&P500  324  0.92438 1.0047 2.2568 4.0350*** 5.6732*** 7.1109***
NIKKEI225 324  0.80252 0.81071 1.3617 1.2519 1.9043* 2.7079***

Table 3. Ljung – Box and BDS test statistic applied to returns. *, **, *** indicates significance at 10%, 5%, 1% respectively.

In the first panel of Table 3, the test statistics show strong signs of autocorrelation as deemed by both statistics at the 1% significance level. When moving to the second panel, that of weekly returns, the BDS statistic still shows significant level of autocorrelation detected while the Ljung-Box weakens from daily to weekly. For monthly data, the BDS statistic still remains highly significant for all three indices but the Ljung-Box statistic weakens entirely reporting no significant findings of autocorrelation. The null hypothesis of the Ljung-Box statistic is actually independence, what is required for the first and second models of random walk while the third random walk permits dependence with the requirement that increments are uncorrelated. This study thus finds evidence through the Ljung-Box statistic that there is some degree of predictability in returns for daily frequency but this gets weaker as the frequency measurement decreases. The more powerful test, that of BDS remains significant regardless of frequency because it could be evidence for time varying conditional variance.

5.4.1 Linear autocorrelation

Table 4 presents the computed value of the AR(k) process with order varying from 1 to 16. The test shows that most of the serial correlation detected is through the first panel of the data, that of daily frequency. Although it does show signs of autocorrelation, this is indeed very weak and transitioning from daily frequency to weekly frequency weakens this even more to findings suggesting that there is even less evidence of serial correlation in the data. For monthly frequency in the third panel of Table 4, there is not a single statistically significant test statistic. This pattern was noted when examining probability plots in the previous section and also in the Ljung-Box test statistic in Table 3. This could be due to the effects of market microstructure which will be discussed in a future section but also it is worth noting that the sample size does indeed change when the frequency is changes as depicted by the dotted line.
NIKKEI225  6657  -0.028*  -0.034*  -0.004  -0.015  0.023  -0.014

Weekly Returns
FTSE100   1417  -0.070*  0.044  -0.089*  -0.026  -0.030***  0.013
S&P500    1418  -0.080*  0.060*  -0.053*  -0.025  0.002  0.014
NIKKEI225 1413  -0.026*  0.064  -0.026  0.000  -0.041  0.000

Monthly Returns
FTSE100   324   0.020  -0.051  -0.024  0.097  -0.048  0.011
S&P500    324   0.053  -0.016  0.062  0.047  -0.001  0.021
NIKKEI225 324   0.050  -0.005  0.041  0.017  0.017  -0.011

Table 4. Autocorrelation in daily, weekly and monthly index returns

Figure 12 below. Overall through the AR process, evidence of weak and negative autocorrelation is found.

Figure 12. ACF plots for daily, weekly and monthly frequencies
5.4.2 Variance ratio test

Table 3 reports variance ratios with period ranging from 2 to 16 as calculated by equation (27) and robust standard errors as calculated by equation (33) in section IV-D when fitted with the three index prices at the three frequency measurements. In the daily panel of Table 3, but a few exceptions this study finds significant evidence of price predictability by rejecting the null hypothesis of the variance ratio that returns possess uncorrelated increments (random walk 3)—a violation of the efficient market hypothesis. Variance ratios as confirmed by equation (27) are dependent on autocorrelation and any deviation from unity in both direction indicates the sign of the autocorrelation. The daily panel of Table 3 shows significant evidence of negative autocorrelation which is in itself is a violation of the random walk hypothesis.

The significance of the estimates drops severely when data of weekly and monthly are fitted to the model. Along with the evidence of QQ plots in the previous subsection, it appears that the more frequent the measurement of stock prices, the less random the statistical tests deem the price formation to be that is—the more frequent the measurement the more predictable prices become. This statement is of course nonsense, the predictability of prices

| Index       | Number q of base observations |
|-------------|-------------------------------|
|             | 2                | 4              | 8                | 16              |
| FTSE100     | 6865              | 0.988012       | 0.83488          | 0.79615         |
|             | (-0.58533)       | (-2.1030)**    | (-2.59698)*****  | (-2.17995)**** |
| S&P500      | 6852              | 0.94591        | 0.79964          | 0.76086         |
|             | (-2.46274)**     | (-2.75091)*****| (-2.84921)*****  | (-2.26871)**** |
| NIKKEI225   | 6657              | 0.97213        | 0.86872          | 0.87158         |
|             | (-1.39663)       | (-2.01343)**   | (-2.16695)****   | (-1.46938)      |
| FTSE100     | 1417              | 0.93082        | 0.83386          | 0.74796         |
|             | (-1.82731)*      | (-1.40188)     | (-1.37893)       | (-1.39649)      |
| S&P500      | 1418              | 0.92068        | 0.87814          | 0.85538         |
|             | (-1.59938)       | (-0.98433)     | (-0.92629)       | (-0.78470)      |
| NIKKEI225   | 1413              | 0.97494        | 1.02776          | 1.03242         |
|             | (-0.66679)       | (0.20521)      | (0.25711)        | (0.21479)       |
| Monthly     | FTSE100           | 324            | 0.97971          | 1.04241         |
|             | (0.39951)         | (-0.16510)     | (0.21961)        | (0.59097)       |


|          |        |        |        |        |
|----------|--------|--------|--------|--------|
| S&P500   | 324    | 1.05933| 1.11372| 1.24313| 1.45813|
|          | (0.77731) | (0.83321) | (1.14205) | (1.51850) |
| NIKKEI225| 324    | 1.054358| 1.09020| 1.15251| 1.16224|
|          | (0.76404) | (0.71153) | (0.80279) | (0.60421) |

Table 5. Variance ratios for daily, weekly and monthly returns of FTSE 100, S&P 500 and NIKKEI 225
does not depend on the frequency of the measurement of prices, it could be said that changing the frequency measurement from daily to monthly causes a significant drop of the sample size affecting error tests which is true but this degree of change has a much more significant interpretation, that of “market microstructure”. Although this study will not include models relating to market microstructure it is worthwhile mentioning some of the implications of it. This study has ignored the fact that its daily data for example is actually a closing price and that these are measured in irregular intervals for when the stock market is actually open. The bid-ask spread also induces negative autocorrelation in returns which was exactly what was reported in Table 3. The significance of this however reduces when considering longer investment horizons hence the QQ plot in the previous subsection and Table 3 is suggesting that the more frequent the measurement, the more predictable prices become.

Significant as the daily panel in Table 3 is along with its serious setback from market microstructure, it says nothing about time varying predictability as measured by the variance ratio. Using a rolling window subsample analysis of two years moving forward daily of the p value obtained by evaluating the normal distribution at the test statistic value given by equation (33) which makes possible the analysis of the varying predictability as measured by variance ratios of the three indices at daily frequency.

Figure 12 plots the time varying p value of the FTSE 100 for the period of 1991 to early 2017 where the horizontal red line touches the vertical axis at 5% where anything below this line is deemed statistically significant at the 5% significance level and the null hypothesis (of the random walk) is rejected. The plot in Figure 12 seems to dip from late 2004 to 2009 and again in 2014 indicating a significant period of predictability. It would be intuitive to say that this might have something to do with the great recession of the late 2008 but Urquhart, McGroarty, 2016 test just that for the FTSE 100 and show no significant result that periods of predictability correspond to economic conditions. Quite similarly to FTSE 100, the plot representing S&P 500 in Figure 13 shows that it dips and crosses the 5% line for about a year starting

![Figure 13. Variance Ratio test statistic p value over time for FTSE 100](image-url)
mid-2005 and again dipping below the 5% line in 2008 but with more persistence where the period of predictability lasts until around the middle of 2011.

A different pattern and more irregular pattern is observed with the plotted p values of the test statistic of NIKKEI 225 in Figure 14 with dips of the plot crossing the 5% line in 1998, 2003 and a more stable sequence in mid-2014 lasting about 3 years.

To conclude, the time varying tests have found significant periods of predictability in all three indices which violate the random walk hypothesis and in turn the efficient market hypothesis and adds to the evidence that the efficient market hypothesis is not an all or nothing condition but rather it varies through time.

5.4.3 Non-Linear dependence (in variance)

By fitting data to equation (47), the results of the estimates of robust parameters through the R package “rugarch” is presented in Table 6 below:

| Index         | OBS  | $\mu$         | $AR(p)$  | $\omega$ | $\alpha_1$ | $\beta_1$ | BDS(resid) |
|---------------|------|---------------|----------|----------|------------|-----------|------------|
| **Daily Returns** |      |               |          |          |            |           |            |
| FTSE100 {p=9} | 6865 | 0.000394***   | 0.000516 | 0.000002 | 0.094945***| 0.892328***| 20.12267***|
| S&P500 {p=2}  | 6852 | 0.000533***   | -0.008252| 0.000001 | 0.084503   | 0.903316***| 18.64235***|
| NIKKEI225 {p=7}| 6657 | 0.000364***   | -0.000160| 0.000006 | 0.111665***| 0.864422***| 13.42491***|
| **Weekly Returns** |      |               |          |          |            |           |            |
| FTSE100 {p=5} | 1417 | 0.001703***   | 0.009075 | 0.000017 | 0.123440***| 0.850428***| 6.717921***|
| S&P500 {p=8}  | 1418 | 0.002323***   | -0.002991| 0.000018 | 0.168028***| 0.802574***| 11.085***   |
| NIKKEI225 {p=3}| 1413 | 0.000422      | 0.000726 | 0.000158 | 0.157881** | 0.676921***| 6.814499***|
| **Monthly Returns** |      |               |          |          |            |           |            |
| FTSE100 {p=2} | 324  | 0.005606**    | 0.006123 | 0.000132 | 0.170343***| 0.754733***| 5.216733***|

*Note:*** indicates statistical significance at the 0.01 level, ** indicates statistical significance at the 0.05 level, and * indicates statistical significance at the 0.10 level.
Table 6. Variance ratios for daily, weekly and monthly returns of FTSE 100, S&P 500 and NIKKEI 225

With a few exceptions, the model finds significant evidence that the mean of the random walk model is actually zero as proposed by the third column of Table 6. The fourth column gives serial correlation coefficients from the AR(p) model with varying lag length. To whiten the data, it is required that linear correlation is to be removed by picking the optimal lag length. The choices of the order of the AR process found in the curly brackets in the first column of Table 6 as tested by the Ljung-Box statistic are then indeed what will remove linear correlation since the null hypothesis of independent distribution is accepted.

The fifth row of Table 6 gives estimates of the variance parameter \( \omega \) which shows that the entire column is rather insignificant but a few exceptions pointing out the insignificance of the drift parameter in conditional variance. The sixth and seventh column of Table 6 give an overview of the significance test of the conditional variance, that is, for ARCH parameter \( \alpha_1 \), and GARCH parameter \( \beta_1 \) and but two exception, all of the estimates are very strongly significant with strong ARCH effect. This means that this study finds significant results of autocorrelation of conditional variance and though the third random walk model permits dependence it does not permit correlated increments which suggests that the tests have found significant return predictability—a violation of the efficient market hypothesis confirmed by the last column of Table 6 which rejects the null hypothesis of the BDS test with fitted residuals of the conditional volatility model.
To examine predictability of returns over time, the residuals of the conditional volatility model are fitted to the BDS test and its p values of the test statistic examined through a rolling two-year window subsample moving forward daily.

Figure 15 shows plots of the rolling p value for FTSE 100 at the daily frequency. There is clear evidence that there is no sign of predictability from the start of the sample until 1998. This changes and but a few exceptions from 2000 to 2002, 2005 to mid-2006 and 2011, this evidence changes reporting rather strong levels of predictability lasting quite a significant amount of time. It indicates nonlinear predictability therefore a violation of the efficient market hypothesis.

A rather more irregular plot of predictability through time can be observed by Figure 17 above which plots the p values of the BDS test statistic fitted with residuals of conditional volatility.

Periods of predictability can be noted in 1992 for a very brief period, similarly in 1999 then with time there are more stable periods of predictability notably from 2003 to 2005, 2008 until 2011 and 2015 until recent periods. There are clearly periods where returns show significant signs of predictability therefore a violation of the efficient market hypothesis.

Finally, NIKKEI 225 exhibits more stable periods of predictability ranging from the start of the data set in 1990 to late 2001. The next period of predictability occurs late 2005 lasting until 2011. According to the random walk model, increments should not be correlated which is exactly what the BDS statistic is measuring so the findings suggest that the data obtained does not match the random walk model and the efficient market hypothesis is rejected.

Therefore, overall through the BDS test statistic p value, this study has found significant periods where all three indices have gone through price unpredictability and efficiency and at other periods, there have been significant periods
of price predictability and inefficiency. The periods of predictability observed also suggest that time varying predictability is not the same across the three indices pointing out the fact that each index evolves differently over time.

As an all or nothing condition, market efficiency is rejected as deemed by the results of Table 6. For time varying efficiency, evidence is found that there are periods where the efficient market hypothesis is accepted and periods where it is rejected suggesting that efficiency is dependent through time.

5.5 How efficient really is the market?

To measure time varying predictability, this study first used variance ratio test statistic p value and then built a more powerful model of conditional volatility where the residual was tested for autocorrelation through the BDS statistic where the p values were reported. To compare the three indices used, it would indeed be a requirement that the testing procedure is consistent and not what this study has provided. To gain an intuition of the time varying predictability however it can be useful to measure all of the time varying p values that are not rejected by the 5% significance test, or visually, all of the points that lie above the red line across Figure 13 to 17 and also for weekly and monthly frequencies across all indices similar to Urquhart et al., 2016.

| Index     | OBS | BDS     | VR      | Average   |
|-----------|-----|---------|---------|-----------|
| Daily     |     |         |         |           |
| FTSE100   | 6865| 36.23252% | 79.19883% | 57.715675% |
| S&P500    | 6852| 54.72855% | 76.37531% | 65.55193% |
| NIKKEI225 | 6657| 32.27163% | 84.16704% | 58.219335% |
| Weekly    |     |         |         |           |
| FTSE100   | 1417| 67.58475% | 84.8271%  | 76.205925% |
| S&P500    | 1418| 61.46789% | 70.73343% | 66.10066% |
| NIKKEI225 | 1413| 68.4136%  | 87.75655% | 75.085075% |
| Monthly   |     |         |         |           |
| FTSE100   | 324 | 49.69136% | 82.15385% | 65.922605% |
| S&P500    | 324 | 52.77778% | 79.38462% | 66.0812% |
| NIKKEI225 | 324 | 52.94118% | 92.28395% | 72.612565% |

Table 7. Variance ratios for daily, weekly and monthly returns of FTSE 100, S&P 500 and NIKKEI 225

It seems that for daily data, the S&P 500 is the most efficient as deemed by the average of both test statistics, for weekly, the most efficient is that of FTSE 100 and for monthly, the most efficient is NIKKEI 225 and that the average of the two tests seems to stabilise the difference between the test statistics p value as reported in different frequency measurements.
Although Urquhart et al., 2016 uses adopted tests of the variance ratios, the results are analogous, that is, they both find that levels of nonlinear predictability are high as measured by the BDS statistic p value which is consistently lower than that of the variance ratio.

6. Summary and Conclusion

This study has given a thorough history of the selected topics of the efficient markets literature. It extends models of efficient markets such as the random walk model which is explored in detail extending its mathematical implication through the process of stochastic differential equations.

A structure of the statistical tests motivated by Cromwell, Hannan, Labys and Terraza[37] allows to build linear and nonlinear predictability models, most importantly that of the variance ratio test and that of AR-GARCH which is used to test the dual hypothesis of the random walk and that of the efficient market. This was done by first testing the all or nothing condition of market efficiency where the variance ratio tests show weak signs of predictability. In contrast the AR-GARCH model shows strong signs of predictability. Testing efficiency over time shows that prices fluctuate between periods of predictability an unpredictability and this is not correlated through indices.

This study then adds to the evidence that the efficient market hypothesis should not be an all or nothing condition but it should be stated as a time varying condition where prices fluctuate between periods of efficiency and inefficiency. These significant findings come from many assumptions however firstly, market microstructure is ignored which as noted in section V can cause problems for certain measuring frequencies and second and most importantly, as mentioned in section II-D a sufficiently risk averse investor may be happy to pay a premium to avoid owning any unforecastable asset price volatilities as shown by Leroy[11] and Lucas[12]. Three random walk models built up here do not account for the questioning of the validity of price predictability in actual stock markets.

References

1. Fama E. Efficient capital markets: A review of theory and empirical work. The Journal of Finance, 1970; 25(2): 383–417.
2. Cootner PH. The random character of stock market prices. 1st ed. Cambridge, Massachusetts: The M.I.T Press, 1964. Print.
3. Alfred C. Can stock market forecasters forecast? Econometrica, 1933; 1(1933): 309–324.
4. Working H. A random-difference series for use in the analysis of time series. Journal of the American Statistical Association, 1934; 29(1934): 11–24.
5. Kendall MG, Hill AB. The analysis of economic time-series-part I: Prices. Journal of the Royal Statistical Society, 1953; 116(1): 11.
6. Samuelson, Paul A. Proof that properly anticipated prices fluctuate randomly. Industrial Management Review, 1965; 6(2): 41
7. Fama E. The behavior of stock-market prices. The Journal of Business, 1965; 38(1): 34–105.
8. Grossman S. On the efficiency of competitive stock markets where trades have diverse information. The Journal of Finance, 1976; 31(2): 573–585.
9. Grossman S, Stiglitz J. On the impossibility of informationally efficient markets: Reply. The American Economic Review, 1982; 72(4): 875–875.
10. Black F. Noise. The Journal of Finance, 1986; 41(3): 529–543.
11. LeRoy S. Risk aversion and the martingale property of stock prices. International Economic Review, 1973; 14(2): 436–446.
12. Lucas R. Asset prices in an exchange economy. Econometrica, 1978; 46(6): 1429–1445.
13. Lo AW. The adaptive markets hypothesis. The Journal of Portfolio Management, 2004; 30(5): 15–29.
14. Lo AW. Market efficiency: Stock market behavior in theory and practice, Volume 1 & 2. 1st ed. Great Britain: Edward Elgar Publishing Limited, 1997. Print.
15. Andrew U, McGroarty F. Are stock markets really efficient? Evidence of the adaptive market hypothesis. International Review of Financial Analysis, 2016; 47 (2016): 39–49.
16. Lim KP, Brooks R. The evolution of stock market efficiency over time: A survey of the empirical literature. Journal of Economic Surveys, 2011; 25(1): 69–108.
17. Todea A, Ulici M, Silaghi S. Adaptive markets hypothesis: Evidence from Asia-Pacific financial markets. The Review of Finance and Banking, 2009; 1(1).
18. Hull M, McGroarty F. Do emerging markets become more efficient as they develop? Long memory persistence in equity indices. Emerging Markets Review, 2014; 18:45–61.
19. Urquhart A, McGroarty F. Are stock markets really efficient? Evidence of the adaptive market hypothesis. International Review of Financial Analysis, 2016; 47: 39–49.
20. Urquhart A, Hudson R. Efficient or adaptive markets? Evidence from major stock markets using very long run historic data. International Review of Financial Analysis, 2013; 28: 130–142.
21. Ghazani MM, Araghi MK. Evaluation of the adaptive market hypothesis as an evolutionary perspective on market efficiency: Evidence from the Tehran stock exchange. Research in International Business and Finance, 2014; 32: 50–59
22. Alvarez-Ramirez J, Rodriguez E, Espinosa-Paredes G. Is the US stock market becoming weakly efficient over time? Evidence from 80-year-long data. Physica A: Statistical Mechanics and its Applications, 2012; 391(22): 5643–5647
23. Campbell JY, Andrew WL, et al. The econometrics of financial markets. 1st ed. Princeton, N.J.: Princeton University Press, 1997.
24. Johannes V. The statistical mechanics of financial markets. 1st ed. Berlin: Springer, 2001. Print.
25. Øksendal BK. Stochastic differential equations. 1st ed. Springer, 2003. Print.
26. Goodman J. Stochastic calculus notes. Available from: http://www.math.nyu.edu/faculty/goodman/teaching/StochCalc2004/notes/l1.pdf
27. Ljung GM, Box GE. On a measure of lack of fit in time series models. Biometrika, 1978; 65(2): 297–303.
28. Cromwell JB. Multivariate tests for time series models. 1st ed. Thousand Oaks, Calif.: Sage Publications, 1994. Print.
29. Lo A, MacKinlay A. Stock market prices do not follow random walks: Evidence from a simple specification test. The Review of Financial Studies, 1968; 1(1): 41–66. Retrieved from http://www.jstor.org/sTable/2962126
30. Dougherty C. Introduction to econometrics. 4th ed. Oxford University Press, 2011. Print.
31. Alexios G. Introduction to the rugarch package. r-project. N.p., 2015. Web. 11 May 2017. Available from:https://cran.rproject.org/web/packages/rugarch/vignettes/Introduction_to_the_rugarch_package.pdf
32. Bollerslev T. Generalized autoregressive conditional heteroskedasticity. Journal of econometrics, 1986; 31(3): 307–327.
33. Officer RR. The variability of the market factor of the New York Stock Exchange. the Journal of Business, 1973; 46(3): 434–453.
34. Garman MB, Klass MJ. On the estimation of security price volatilities from historical data. Journal of Business, 1980; 53(1): 67–78.
35. Parkinson M. The extreme value method for estimating the variance of the rate of return. Journal of Business, 1980; 53(1): 61–65.
36. Merton RC. On estimating the expected return on the market: An exploratory investigation. Journal of Financial Economics, 1980; 8(4): 323–361.
37. Cromwell JB, Hannan MJ, Labys WC, et al. Multivariate tests for time series models. Quantitative Applications in the Social Sciences Series, 1994; No. 100.