Weakly and semi-supervised learning for sound event detection using image pretrained convolutional recurrent neural network, weighted pooling and mean teacher method
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Abstract. In this paper, we propose a sound event detection (SED) method which uses deep neural network trained on weak labeled and unlabeled data. The proposed method utilizes a convolutional recurrent neural network (CRNN) to extract high level features of audio clips. Inspired by the impressive performance of transfer learning in the field of image recognition, the convolutional neural network (CNN) in the proposed CRNN is an image-pretrained model. Although there is a significant difference between audio and image, the image-pretrained CNN still has competitive performance in SED and can effectively reduce the amount of training data needed. To learn from weak labeled data, the proposed method utilizes a weighted pooling strategy which enables the network to focus on the frames containing events in an audio clip. For unlabeled data, the proposed method utilizes a mean teacher semi-supervised learning method and data augmentation technique. To demonstrate the performance of the proposed method, we conduct the experimental evaluation using the DCASE2021 Task4 dataset. The experimental results demonstrate that the proposed method outperforms the DCASE2021 Task4 baseline method.

1. Introduction
In the world we live in, a large number of sound events occur every moment, such as baby crying, car horns and gun shot. The information provided by these sound events can help people understand their surroundings. Sound event detection (SED) is a technique to find out which sound events occurred in an audio recording and locate the onset and offset time of them. SED has been applied in many fields such as environment monitoring\cite{1}\cite{2} and urban sound analysis\cite{3}.

Recently, most SED approaches are based on deep neural networks.\cite{4} introduces a convolutional neural network (CNN) with a large input field to extract the long-time frequency audio feature and enables to train SED end-to-end.\cite{5} presents a multi label bi-directional recurrent neural network (RNN) to model the temporal evolution of sound events.\cite{6}\cite{7} combine the advantages of CNN and RNN in a convolutional recurrent neural network (CRNN). CNN is used to extract the local frequency and time invariance of the spectrum, and RNN is used to model the long term temporal context of audio. However, the above mentioned approaches are using strong label training data, which contains the types and the timestamps of sound events. The annotations of strong label training data are both labor- and cost-intensive for human annotators to produce, which limits the practical scalability of SED methods. In contrast, weakly labeled data which indicates the presence or absence of sound events but no timestamp information and unlabeled data which has no label information are much easier to collect. Therefore,
the research of sound event detection using weak labeled data and unlabeled data has become a hot topic in this field.

Weakly supervised learning[8] is a technique to train deep neural networks using weakly labeled data. One of the common approaches for weakly-supervised SED is multiple instance learning (MIL)[9]. In the MIL, an audio clip is divided into many frames and sent to a classifier to get frame-level prediction (i.e. strong label). Then, clip-level prediction (i.e. weak label) is produced by aggregating all of the frame-level predictions to calculate loss function with weak label. Because sound events may only occur in certain frames, the difficulty in the process of clip level prediction generation is how to make the network pay attention to these certain frames. Similarly, semi supervised learning is a technique to train deep neural networks using unlabeled data. Recently, the key method of semi supervised learning is consistent regularization, whose main target is to obtain perturbation/augmentation invariant output distribution. Therefore, the consistency regularization method highly relies on the progress of data augmentation, such as [10][11]. Since most of the current data augmentation methods are for images, how to use semi supervised learning method and data augmentation technology in audio field is a problem to be studied.

In addition, most of the previous SED methods train neural networks from scratch due to the lack of large-scale audio data sets. According to the research experience in the field of image recognition, transfer learning and pretrained model can significantly improve the network performance on small datasets. [12][13][14] show that the knowledge learned by the model in the image pretraining is also helpful to deal with the problems in the audio field.

In this paper, we propose a weakly and semi-supervised SED method. Our proposed method utilizes an image pretrained CRNN as backbone and introduces a weighted pooling strategy and a mean teacher semi-supervised technique to learn from weakly labeled and unlabeled data. To demonstrate the performance of the proposed method, we conduct the experimental evaluation using the DCASE2021 Task4 dataset. The experimental results demonstrate that the proposed method outperforms the DCASE2021 Task4 baseline method.

2. Materials and Methods

2.1. Dataset

We train and test the proposed model on DCASE2021 Task4 dataset[15]. Detection and Classification of Acoustic Scenes and Events (DCASE) is a challenge that evaluates the development of computational scene and event analysis methods by comparing different approaches using a common publicly available dataset. The DCASE2021 task4 dataset consists of four subsets belonging to 10 classes, including training sets (synthetic strongly labeled: 10,000 clips, weakly labeled: 1,578 clips, unlabeled: 14,412 clips) and validation set (1,168 clips). Most of the clips last 10 seconds. The sampling rate of clips is not uniform, most of them are 16K or 44.1KHz. Multiple audio events may occur at the same time.

2.2. Data pre-processing

Different types of sound events usually have large frequency differences, so the frequency of audio plays an important role in SED. The original audio waveform is one-dimensional signal, which does not contain frequency information explicitly. Therefore, we transform the original audio waveforms into log mel-spectrograms as the input. The log mel-spectrogram is a two-dimensional signal, which has two dimensions of time and frequency. The log mel-spectrogram contains the corresponding relationship between frequency and time.

The process of generating the log mel-spectrogram is as follows. First, the input audio clips are resampled at 16k Hz. A 2048-point hamming window with the hop size of 256 is then adopted to divide the raw audio clips into frames. 2048-point FFT and 128 log-Mel filter banks are used to extract log-Mel feature on each frame. Finally, the 10s raw audio clips are converted to the log mel-spectrogram features with the shape of 626 by 128. In addition, we copy the one-channel log mel-spectrogram into three-channel to adapt to the pretrained CNN models, which usually use three-channel image as input.
2.3. Network architecture

As shown in Figure 1, our proposed network consists of three parts: a CNN feature encoder, a RNN feature encoder, a frame level classifier and a weighted pooling layer.

The input log mel-spectrogram can be formulated as \( X = (x_i | i = 1, ..., T) \), where \( x_i \) is the 128-dimensional feature vector for \( i \)-th frame, and \( T \) is the total numbers of frames. We treat the log mel-spectrogram as an image, and use an image-pretrained CNN to extract local time and frequency invariance of sound events. Due to the limitation of hardware performance, we choose Efficientnet-B0[16] as our CNN feature encoder. Efficientnet-b0 is a pretrained model on Imagenet[17], which achieves a high performance level with greatly reducing the number of parameters. Because the original efficientnet-b0 is designed to process image classification task, the final output feature map of it is 32 times smaller than the input, which will greatly reduce the temporal resolution of log mel-spectrogram in SED task. Therefore, we abandon some deep network layers in efficientnet-b0 to maintain temporal resolution. The CNN feature encoder architecture we used is shown in Table 1. We obtain embedded feature \( E_{CNN} = (e_n^{CNN} | t = 1, ..., T/8) \) by sending the input log mel-spectrogram \( X \) to CNN, where \( e_n^{CNN} \) is the 16-dimensional feature vector for \( n \)-th frame. Note that the input log mel-spectrogram \( X \) and the embedded feature \( E_{CNN} \) have multiple channels, 3 and 40, respectively. The embedded feature \( E_{CNN} \) already contains local time and frequency invariance. However, many types of sound events last for a long time, and long-term context information can help the model detect these sound events better. RNN can extract the context information of time sequences. We use a bi-directional gated recurrent unit (bi-GRU)[18] as RNN feature encoder. The input size and hidden size of bi-GRU are 640 and 128, respectively. We concatenate the channel dimension of \( e_n^{CNN} \) along the frequency dimension. Then we obtain temporal embedding feature \( E_{RNN} = (e_t^{RNN} | t = 1, ..., T/8) \) by sending \( e_n^{CNN} \) into RNN feature encoder, where \( e_t^{RNN} \) is the 256-dimensional feature vector for \( n \)-th frame. Finally, the classifier with a fully connected layer and Sigmoid activation function is applied to the temporal embedding feature \( E_{RNN} \), and then the classification prediction of each frame (i.e. strong label prediction) \( p_{strong} = (p_t | t = 1, ..., T/8) \), where \( p_t \) is 10-dimensional vector representing the probability of each type of sound event. The classification prediction of the whole audio (i.e. weak label prediction) is obtained by weighted pooling, which will be explained in detail in the next section.

| Block                  | Output size | Output channels | Layers |
|------------------------|-------------|-----------------|--------|
| Conv,k3x3,s2x2         | input/2     | 32              | 1      |
| MBConv1,k3x3,s1x1      | input/2     | 16              | 1      |
| MBConv6,k3x3,s2x2      | input/4     | 24              | 2      |
| MBConv6,k5x5,s2x2      | input/8     | 40              | 2      |

2.4. Weighted pooling

In order to train SED system with weak label data, the frame level prediction output by the system needs to be aggregated into clip level prediction to calculate the loss function. Frames with target sound events are expected to be more important than other frames. We introduce a temporal attention mechanism and a weighted pooling strategy to address this problem.

The temporal attention mechanism is formulated as follows:

\[
a_{ij} = \text{softmax}(W_2^T \tanh(W_1 F_{ij}^T + b))
\]  

(1)
\[
P = \sum_i \sum_j a_{ij} p_{ij}
\]

where \(W_1\) and \(W_2\) are trainable weight parameter matrices of this two-layer attention network, and \(b\) is the bias parameter matrix. \(F^l\) is the frame level feature vector, \(a_{ij}\) is the weight corresponding to frame level prediction \(p_{ij}\) and \(P\) is the final clip level prediction.

The weighted pooling strategy is formulated as follows:

\[
P = \frac{\sum_i \sum_j p_{ij} \times p_{ij}}{\sum_i \sum_j p_{ij}}
\]

in which there are no trainable parameters. Different temporal attention mechanism, this strategy is more interpretable. The partial derivative of \(P\) to \(p_{ij}\) is as follows:

\[
\frac{\partial P}{\partial p_{ij}} = \frac{2p_{ij} - P}{\sum_i \sum_j p_{ij}}
\]

When \(2p_{ij} > P\), \(p_{ij}\) will be increased. On the contrary, \(p_{ij}\) will be decreased. We will compare the performance of the two methods in the experimental part.

2.5. Semi-supervised learning

To learn from unlabeled training data, we implement a semi-supervised learning method called mean teacher[19]. The mean teacher method consists of two network model called student model and teacher model respectively. Student and teacher model share the same structure of our proposed multi-scale CRNN. The weights of the student model are updated with gradient back propagation, and the weights of the student model are updated as an exponential moving average (EMA) of the student weights. The same data is input into two models, and the network parameters are optimized according to the consistency regularity of the two network outputs.

2.6. Data augmentation

We employ mixup[20] for data augmentation. Mixup can improve the performance of deep neural network in many machine learning tasks by smoothing the distribution of samples in the feature space. This method creates a new data by interpolate between two raw data, while the labels are interpolated in the same way. This process is expressed as

\[
\bar{x} = \lambda x_i + (1 - \lambda)x_j
\]

\[
\bar{y} = \lambda y_i + (1 - \lambda)y_j
\]

where \(x_i, x_j\) are different data points, and \(y_i, y_j\) are corresponding labels.

3. Results & Discussion

3.1. Training

The Adam optimizer and learning rate of 0.001 are used for training. The batch size and number of epochs are 48 and 200 respectively. We employ the exponential warmup strategy to gradually increase the learning rate from very small to 0.001 in the first 50 epochs, the learning rate remained unchanged during subsequent training. All the models were trained using a single Nvidia GTX 1080 GPU.

3.2. Evaluation metrics

The performance of SED system is evaluated with poly-phonic sound event detection scores (PSDS)[21]. We compute PSDS using 50 operating points from 0.01 to 0.99. The PSDS parameters we used are shown in Table 2. Additionally, event-based macro F1 score (EB-F1) and segment-based macro F1 score (SB-F1) are used to analysis SED system. Event-based metrics are calculated based on the onset/offset of the predicted result. We set a 200 ms collar on onsets and a 200 ms / 20% of the events length collar on offsets. Segment-based metrics are calculated whether events are correctly predicted in each segment. we set a segment length to 1 second.
3.3. Experiment

3.3.1. Comparison of using pretrained weights and training models from Scratch

We conducted experiments to understand whether pretrained model is better than randomly initialized model. For pretrained model, the Efficientnet-B0 is initialized with pretrained weights and the rest of the network is initialized randomly. For training model from scratch, the whole network is initialized randomly. The results of this experiment are shown in Table 3. Note that we used weighted pooling strategy, mean teacher and mixup in this experiment. Experimental results show that the image pretrained weight can significantly improve the performance of the network on small audio dataset such as DCASE2021 Task4 dataset.

Table 3. Comparison of PSDS score when using pretrained weights and random weights

|                  | Pretrained | Random |
|------------------|------------|--------|
| PSDS score       | 0.62       | 0.50   |
| EB-F1            | 43.5%      | 38.0%  |
| SB-F1            | 72.1%      | 64.3%  |

3.3.2. Comparison of weighted pooling method

We conducted experiments on three pooling methods to investigate the influence of pooling method on weakly supervised learning. In addition to our proposed temporary attention mechanism and weighted pooling strategy, we also introduce average pooling as a comparison. We used pretrained weights, mean teacher and mixup in this experiment. The results of this experiment are shown in Table 4. The PSDS score shows that the performance difference between the two methods is small, but both of them are better than average pooling.

Table 4. Comparison of weighted pooling

|                  | PSDS score | EB-F1  | SB-F1  |
|------------------|------------|--------|--------|
| mean pooling     | 0.57       | 40.6%  | 69.7%  |
| weighted pooling | 0.62       | 43.5%  | 72.1%  |
| temporary attention | 0.61    | 43.2%  | 72.6%  |

3.3.3. Comparison to DCASE2021 Task4 baseline

DCASE2021 Task4 baseline[22] trained a CRNN from scratch, which uses channel attention as pooling method and mean teacher as semi supervised learning method. Our best model achieves a PSDS score of 0.62 on the validation set, which outperforms baseline's PSDS score of 0.52. In order to compare the details of the two models, we compare the segment based macro F1 score of each type of sound event in Table 5. The results show that our model outperforms baseline in detecting most sound events. In particular, our model greatly improves the detection performance of dishes, which has the characteristics of short duration and relatively difficult to detect.

Table 5: Segment-based macro F1 score of baseline and our model

| event class | Baseline | our model |
|-------------|----------|-----------|
| Blender     | 63.7%    | 60.4%     |
| Frying      | 58.1%    | 61.4%     |
| Cat         | 62.1%    | 65.4%     |
| Dog         | 65.4%    | 67.3%     |
4. Conclusions

In this paper, we have described our weakly and semi-supervised SED method. Our method used pretrained neural network weights, weighted pooling and mean teacher technique. The experimental evaluation using the DCASE2021 Task4 dataset showed that the proposed method outperformed the baseline model, which demonstrated the effectiveness of image pretraining for SED and our proposed weighted pooling.
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