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\textbf{Abstract.} We use field-level forward models of galaxy clustering and the EFT likelihood formalism to study, for the first time for self-consistently simulated galaxies, the relations between the linear $b_1$ and second-order bias parameters $b_2$ and $b_{K2}$. The forward models utilize all of the information available in the galaxy distribution up to a given order in perturbation theory, which allows us to infer these bias parameters with high signal-to-noise, even from relatively small volumes ($L_{\text{box}} = 205 \text{Mpc}/h$). We consider galaxies from the IllustrisTNG simulations, and our main result is that the $b_2(b_1)$ and $b_{K2}(b_1)$ relations obtained from gravity-only simulations for total mass selected objects are broadly preserved for simulated galaxies selected by stellar mass, star formation rate, color and black hole accretion rate. We also find good agreement between the bias relations of the simulated galaxies and a number of recent estimates for observed galaxy samples. The consistency under different galaxy selection criteria suggests that theoretical priors on these bias relations may be used to improve cosmological constraints based on observed galaxy samples. We do identify some small differences between the bias relations in the hydrodynamical and gravity-only simulations, which we show can be linked to the environmental dependence of the relation between galaxy properties and mass. We also show that the EFT likelihood recovers the value of $\sigma_8$ to percent-level from various galaxy samples (including splits by color and star formation rate) and after marginalizing over 8 bias parameters. This demonstration using simulated galaxies adds to previous works based on halos as tracers, and strengthens further the potential of forward models to infer cosmology from galaxy data.
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## 1 Introduction

The relation between the distribution of galaxies and of the underlying distribution of mass and energy in the Universe is known as galaxy bias, and it is a central ingredient in cosmological inference analyses using galaxy clustering (see Ref. [1] for a comprehensive review). The deterministic part of this relation can be written as

$$n_g(x, z) = \bar{n}_g(z) \left[ 1 + \sum \mathcal{O}(z) b_{\mathcal{O}}(x, z) \right],$$

where $n_g(x, z)$ is the rest-frame number density of galaxies at position $x$ and redshift $z$, and $\bar{n}_g(z)$ is its cosmic average. The sum runs over all long-wavelength perturbations $\mathcal{O}$ of mass and energy in the Universe that can influence galaxy formation. Each of these is multiplied by a bias parameter $b_{\mathcal{O}}$ that physically describes the response of the local number density of galaxies to changes in the amplitude of the perturbations $\mathcal{O}$. From an effective field theory (EFT) perspective [2, 3], the perturbations $\mathcal{O}$ are regarded as sufficiently long-wavelength to be able to be described by perturbation theory [4], with the bias parameters effectively absorbing all of the complicated details that govern galaxy formation and evolution. The scatter around the relation Eq. (1.1) due to small-scale perturbations is taken into account by another set of free parameters called stochastic parameters.

Galaxy bias is important to study for at least two reasons. First, it can lead to insights about galaxy formation and evolution, and in particular its dependence on the long-wavelength environment, if observational determinations of the bias parameters can be compared with predictions from different models of galaxy formation. Second, this also opens the possibility to design theoretical priors for the bias parameters and relations between them, which can then be used to reduce the volume of the parameter space explored in cosmological constraint analyses using galaxy clustering data [5, 6]. In these analyses, the galaxy bias parameters often display degeneracies with the cosmological parameters, and so the tighter our prior knowledge on galaxy bias, the tighter our bounds on the cosmological parameters.

The most popular and best-studied bias parameters are those associated with perturbations that are powers of the matter density contrast field $\delta_m(x, z)$, which enter the bias expansion as $b_1 \delta_m$, $(b_2/2) \delta_m^2$, $(b_3/3!) \delta_m^3$, etc. [7–10]; these bias parameters are called local-in-matter-density (LIMD) parameters. It is well known also that galaxies respond to large-scale tidal fields $K_{ij}(x, z)$, with the
leading-order contribution to Eq. (1.1) being \( b_{K^2} K^2 \) \([11–20]\) (see Eq. (2.3) below). Other types of perturbations involve higher-than-second-order derivatives of the gravitational potential, for example \( \mathcal{O} = \nabla^2 \delta_m(x, z) \) \([19–21]\); primordial gravitational potential perturbations \( \mathcal{O} = \phi(x) \) in case of primordial non-Gaussianity \([22–27]\); relative baryon-CDM density and velocity perturbations \([28–31]\); and perturbations of the ionizing radiation field in the Universe \([32, 33]\). The vast majority of bias studies are done using gravity-only simulations and focus on the bias of dark matter halos. While these have led to a robust knowledge of halo bias, including the establishment of precise relations between different bias parameters, it is important to check the extent to which these relations also work for the case of self-consistently simulated galaxies, whose formation depends on more physics other than gravity. For example, in the context of the bias parameters relevant for constraints of primordial non-Gaussianity and compensated baryon-CDM isotropy perturbations, Refs. \([25, 30]\) showed recently that there are important differences between the bias values of galaxies selected by stellar mass, compared to what one would naively expect based on the bias of halos selected by their total mass; Refs. \([27, 34]\) subsequently showed that these differences can have a dramatic impact on the resulting cosmological constraints.

The study of galaxy bias using self-consistent galaxy formation simulations has only been made possible recently with the advent of efficient numerical codes to simulate galaxy formation and evolution in cosmologically representative volumes; examples include the \textsc{Illustris} \([35]\), \textsc{Eagle} \([36, 37]\), \textsc{Magneticum} \([38]\), \textsc{Bahamas} \([39]\), \textsc{Horizon-AGN} \([40]\) and \textsc{IllustrisTNG} \([41–43]\) projects. The philosophy of these projects consists of coupling the action of gravity and hydrodynamics with physical processes like gas cooling, star formation, and stellar and black hole feedback, which are implemented as coarse-grained effective models that are calibrated to reproduce a number of key observables like the stellar mass function at low-z, galaxy sizes, gas fractions, etc. (different projects adopt different calibration data sets). In this paper we will use the \textsc{IllustrisTNG} simulation data to study the first two LIMD parameters \( b_1, b_2 \) and the leading-order tidal bias parameter \( b_{K^2} \). These parameters contribute to the galaxy power spectrum at the 1-loop level, as well as the galaxy bispectrum at tree-level, and so they are critical in cosmological constraint analyses using these two galaxy statistics. Using gravity-only separate universe simulations, Ref. \([9]\) found that dark matter halos follow a relation \( b_2(b_1) \) with only small scatter, at different redshifts and mass scales. The relation between \( b_{K^2} \) and \( b_1 \) is currently not as precisely established, even for dark matter halos, although a number of recent studies \([16–20]\) have been progressively suggesting that a \( z \)-independent relation might exist as well, at least when the objects are selected according to their total mass. Our main goal here using the \textsc{IllustrisTNG} simulations is to investigate, for the first time, the form of these relations for self-consistently simulated galaxies, and as a function of different selection criteria including total mass, stellar mass, star formation rate, galaxy color and central black hole accretion rate.

Another novel aspect of our analyses here is the application, for the first time, of field-level forward models of galaxy clustering to study these galaxy bias parameters in simulations. The central physical ingredients in this approach are (i) a forward model to evolve the initial matter distribution to the final state; (ii) a galaxy bias model (Eq. (1.1)) to construct the galaxy distribution out of the final matter distribution; and (iii) a likelihood function to compare the forward-evolved galaxy field with the simulated one. Forward models are still in their infancy, but rapid progress is being made \([44–59]\). A key advantage of forward models is that the inference is made directly at the level of the \textit{actually observed} galaxy density field, which maximizes the extraction of the information available up to a given order in perturbation theory, in contrast to relying for example on a handful of summary statistics like \( N \)-point functions. Applications of forward models to real data are very numerically intensive as, in addition to the bias parameters, one must sample also over the cosmological parameters and phases of the initial matter distribution (if the latter is defined on a grid with 100 nodes, this amounts already to \( 100^3 \) parameters). In our case here, crucially since our \textit{observed} galaxy sample is in fact a simulated one, we already know the initial conditions and cosmology used to run the simulation, which cancels sample variance to a large degree and leaves us only with the much more reduced galaxy bias parameter space to fit for.

In this paper we build specifically on the recent developments made in Refs. \([55–58]\) on forward models, including the derivation of the crucial likelihood function using the EFT formalism \([55, 60, 61]\).
This paper is accompanied by another one using the same methodology, but focused on the assembly bias signal of $b_2$ and $b_{K^2}$ of dark matter halos \[62\] (i.e. the dependence of these bias parameters on halo properties beyond their total mass). The rest of this paper is organized as follows. In Sec. 2 we outline the basics of the forward modeling and EFT likelihood methodology, and describe also the ILLUSTRIS-TNG simulation data that we use to study $b_2$ and $b_{K^2}$. In Sec. 3 we present and discuss our main numerical results on the bias parameters. Section 4 shows an application of the forward modeling approach to infer the cosmological parameter $\sigma_8$ using simulated galaxies as tracers. Finally, we summarize and conclude in Sec. 5.

2 Methodology

In this section, we describe the forward-modeling and EFT likelihood methodology that we use in this paper. This methodology has been developed and tested in a series of recent papers \[55–58, 60, 61, 63\], and so we limit ourselves to simply briefly outlining its main aspects; the various numerical setup choices described below are also largely inspired by the tests performed in these past works (see also Ref. \[59\] for a study of the relative importance of the different physical ingredients that enter inference analyses with forward models). We also describe the galaxy simulation data we use from the ILLUSTRIS-TNG simulations to obtain our results.

2.1 Forward models and the EFT likelihood

The goal of forward models of galaxy clustering is to sample the likelihood $P(\delta_g|\theta, \{b_\mathcal{O}\}, \delta_{m,\text{in}})$ that describes the probability of observing a galaxy density contrast field $\delta_g$, given a set of cosmological parameters $\{\theta\}$, a set of bias parameters $\{b_\mathcal{O}\}$ and a realization $\delta_{m,\text{in}}$ of the initial matter density contrast out of which the observed galaxy sample formed. Schematically, this works as follows:

i Evolve $\delta_{m,\text{in}}$ under gravity in a given cosmology to generate the forward-evolved final matter distribution, $\delta_{m,\text{fwd}}(\{\theta\}, \delta_{m,\text{in}})$. Here, we take third-order Lagrangian perturbation theory (3LPT) as the gravity model \[63\].

ii Construct a realization of the forward-evolved galaxy distribution out of the final matter distribution using a deterministic galaxy bias expansion, $\delta_g(\{\theta\}, \{b_\mathcal{O}\})$.

iii Iterate over the initial conditions $\delta_{m,\text{in}}$, the cosmological parameters $\{\theta\}$ and the bias parameters $\{b_\mathcal{O}\}$, to sample the likelihood $P(\delta_g|\theta, \{b_\mathcal{O}\}, \delta_{m,\text{in}}) \equiv P(\delta_g|\theta, \{b_\mathcal{O}\})$.

In this paper, we are interested in studying the bias parameters of simulated galaxies, which lets us fix the cosmological parameters $\{\theta\}$ and initial conditions field $\delta_{m,\text{in}}$ to those used to run the simulation, and thus fit very efficiently for the $\{b_\mathcal{O}\}$ parameter space. We work with the following likelihood function in Fourier space (we distinguish Fourier- from configuration-space quantities by their arguments), which has been derived using EFT in Refs. \[55–57, 60, 61\] (see also Ref. \[58\] for its version in configuration space)

$$-2\ln P(\delta_g|\delta_{g,\text{det}}) = \int_{|k|<\Lambda} \frac{d^3k}{(2\pi)^3} \left[ \frac{[\delta_g(k) - \delta_{g,\text{det}}(k)]^2}{P_\epsilon(k)} + \ln(2\pi P_\epsilon(k)) \right].$$  \tag{2.1}

In this equation, the integral is performed only up to a maximum cutoff wavenumber $\Lambda$. The application of this cutoff ensures that only perturbative modes enter the likelihood evaluation, in keeping with the EFT approach to galaxy clustering and bias expansion. Below we will investigate the impact of different choices for the cutoff $\Lambda$, but which we note must always be lower than the nonlinear scale $k_{NL}$ at a given redshift ($k_{NL} \approx 0.3 h / \text{Mpc}$ at $z = 0$). Importantly, to regularize loop integrals that would otherwise involve smaller-scale, non-perturbative modes, this cutoff must also be applied to the initial conditions field $\delta_{m,\text{in}}$ before evolving it to the final time \[57\].

The variance $P_\epsilon(k)$ in Eq. (2.1) is what takes into account the stochasticity of galaxy formation, and it is in general a function of wavenumber \[60, 61\] (see also Ref. \[64\] for a study of halo stochasticity.
using a similar likelihood function). Here, we will follow the same strategy as in Ref. [57] and consider only the leading order, constant contribution \( P_0(k) \approx \beta^{(0)}_0 \), where \( P^{(0)}_0 \) is a parameter that is also sampled. This approximation is expected to have a negligible impact in our numerical results [57, 58]. Finally, in practice, the integral in Eq. (2.1) is replaced by a sum over the nodes of a regular, cubic grid covering the simulation volume onto which all fields are discretized (all grids we use here have \( N_{\text{grid}} = 512 \) nodes on a side).

### 2.2 The galaxy bias expansion

Given the forward-evolved matter density contrast \( \delta_{m, \text{fwd}}(x) \), we construct the corresponding forward-evolved galaxy density field using the deterministic galaxy bias expansion

\[
\delta_{g, \text{det}}(x) = \sum_{\mathcal{O}} b_\mathcal{O} \mathcal{O}_\Lambda(x),
\]

where the subscript \( \Lambda \) in \( \mathcal{O}_\Lambda(x) \equiv \mathcal{O}[\delta_{m, \text{fwd}, \Lambda}(x)] \) indicates these are terms constructed out of \( \delta_{m, \text{fwd}, \Lambda}(x) \), which is the sharp-\( k \), low-pass filtered version of \( \delta_{m, \text{fwd}}(x) \). Here, we work at third-order in the bias expansion and consider the following set of 8 operators (see Sec. 2 of Ref. [1] for a comprehensive derivation)

\[
\mathcal{O} \in \{ \delta_m, \delta_m^2, K^2, \delta_m^3, \delta_m K^2, K^3, O_{td}, \nabla^2 \delta_m \},
\]

where \( K_{ij} = (\partial_i \partial_j / \nabla^2 - \delta_{ij} / 3) \delta_m \), \( K^2 = K_{ij} K^{ij} \), \( K^3 = K_{ij} K^{jk} K^{ki} \), and \( O_{td} = (8/21) K_{ij} (\partial_i \partial_j / \nabla^2) (\delta_m^2 - (3/2) K^2) \). The first 7 of these operators are all that exist up to third order involving terms with second-order derivatives of the gravitational potential (i.e., density and tidal fields). In addition, we consider also one higher-derivative term \( \nabla^2 \delta_m \), which according to the strategy described in Ref. [58], is the only such operator that is relevant at the order we work with here. More specifically, the relevance of the higher-derivative operators is controlled by the nonlinear scale \( k_{\text{NL}} \), the cutoff \( \Lambda \) and the spatial nonlocality scale of the tracers \( R_\ast \). Below, we will show results for different redshifts (and consequently different \( k_{\text{NL}} \) and values of \( \Lambda \), which impacts the ranking of the higher-derivative terms. For simplicity, and in order to ensure we always use the same number of operators when we vary \( \Lambda \) and \( z \) below, we evaluate the importance of the higher-derivative terms at the following fixed values: \( \Lambda = 0.14 h / \text{Mpc}, \) \( k_{\text{NL}}(z \approx 0) = 0.25 h / \text{Mpc} \) and \( R_\ast = 5 \text{Mpc} / h \) (which is roughly the Lagrangian radius of the tracers we consider). These reasonable values imply that \( \nabla^2 \delta_m \) is the only relevant higher-derivative operator [58].

In practice, the construction of \( \delta_{g, \text{det}}(x) \) takes place as follows. The initial conditions field \( \delta_{m, \text{in}}(x) \) (which in our case are the initial conditions at \( z = 127 \) used to run the ILLUSTRIS-TNG simulations) is discretized on a grid and filtered out of modes with \( k > \Lambda \) (this is done by going back-and-forth between configuration and Fourier space). The filtered field is evolved to the desired final redshift using third-order LPT to generate the final mass distribution \( \delta_{m, \text{fwd}}(x) \) (Ref. [63] showed that the power spectrum of the 3LPT field is accurate to well within 1% for all scales used in this paper; note that we never identify structures in the forward-evolved field). The latter, again filtered with a sharp-\( k \) filter on the scale \( \Lambda \), is subsequently used to construct the operators \( \mathcal{O} \) in Eq. (2.3), which are then added up according to Eq. (2.2) to generate \( \delta_{g, \text{det}}(x) \). This field, together with the observed galaxy sample \( \delta_g(x) \) (which in our case are ILLUSTRIS-TNG galaxy samples), are then finally transformed to Fourier space to be used in the EFT likelihood of Eq. (2.1).

We note that the quadratic operators \( \delta_m^2, K^2 \) are renormalized with respect to \( \delta_m \) by subtracting their overlap with \( \delta_m \) as described in Ref. [55]. This is important in order to be able to interpret the corresponding bias parameters as those that appear in the large-scale \( N \)-point functions [55]. We do not perform renormalizations with respect to the quadratic operators themselves, which as we mention below could partly be responsible for small systematic shifts in the inferred bias parameters for higher values of the cutoff \( \Lambda \). Our companion paper [62] discusses the \( \Lambda \)-dependence of the inferred bias parameters in more detail.
2.3 The fitting procedure

As we mentioned before, when we use the forward model and the EFT likelihood to fit for the bias parameters we keep the initial conditions, as well as all cosmological parameters fixed to the ILLUSTRIS-TNG values. To fit for a galaxy bias parameter \( b_O \), we first marginalize over all others in Eq. (2.1) (which can be done analytically as shown in [56, 57]), and then search for the maximum of the likelihood in the remainder of the parameter space, which is \( \{b_O, P^{(0)}_e\} \) (this is done using the \textsc{minuit} routines from the \textsc{root}\(^1\) package). The maximum-likelihood value of \( b_O \) is what we quote as the inferred bias parameters in this paper, and our error bars are given by the inverse square root of the curvature of \(-2\ln P\) in the \( b_O \) direction at the best-fitting points. Note that we do not marginalize over \( P^{(0)}_e \), but this should not have a critical impact in our quoted errors as \( P^{(0)}_e \) and the \( b_O \) are only very weakly correlated. We defer the development of a proper sampling of the full shape of the likelihood for future work, but note that although the minimization procedure is less stable and may sometimes converge to a different local (rather than the global) minimum, we have found this to occur only very rarely in cross-checks we performed to reproduce some results from past works for halos in gravity-only simulations (see Sec. 3.1 below). In our results throughout, we focus also only on the bias parameters associated with the first three operators in Eq. (2.3), \( b_1, b_2 \) and \( b_{K^2} \), respectively; note that \( b_2 \) is related to the coefficient of the second operator in Eq. (2.3) as \( b_{2z} = b_2/2 \). The code naturally returns also estimates of the remaining, higher-order bias parameters, but which we have found were too noisy given the statistical power we could attain with the Illustris-TNG simulation box.

Finally, although in this paper we are mostly focused on the galaxy bias parameters, in Sec. 4 we shall also briefly present inference analyses of the cosmological parameter \( \sigma_8 \) (the root-mean square amplitude of the density fluctuations on 8Mpc/h scales). This will be similar to the analyses already presented in Refs. [55–58] for dark-matter halos in gravity-only simulations as tracers, except that here we will use galaxies from hydrodynamical simulations. In this part of our analysis, we marginalize analytically over all 8 bias parameters and fit for the parameter \( \sigma_8 \) by finding the minimum of Eq. (2.1) at the following fixed values of

\[
\frac{\sigma_8}{\sigma^\text{Fiducial}_8} \in \{0.8, 0.9, 0.95, 0.975, 1, 1.025, 1.05, 1.1, 1.2\},
\]

where \( \sigma^\text{Fiducial}_8 \) is the value used to run the simulations (note that in this case the only remaining free parameter is \( P^{(0)}_e \)). The maximum-likelihood value of \( \sigma_8 \) is then obtained by fitting a parabola to the best-fitting values of \(-2\ln P\); the estimated error is again given by the inverse square root of the curvature at the minimum. In practice, in the forward model, the different values of \( \sigma_8 \) are implemented by rescaling the initial density field as \( \delta_{m,\text{in}} \rightarrow \left(\sigma_8/\sigma^\text{Fiducial}_8\right)\delta_{m,\text{in}} \) before evolving it to the final time.

2.4 Numerical galaxy data from Illustris-TNG

We apply the forward modeling methodology described above to galaxy samples from the Illustris-TNG simulations\(^2\), i.e., we use these galaxy catalogues to obtain the \( \delta_g(k) \) field that enters Eq. (2.1). The Illustris-TNG model [41–43] is an effective model of galaxy formation in cosmological simulations that includes prescriptions for gas cooling, star formation and stellar feedback, black hole growth and feedback, and gas (re)ionization. This model is an improved version of its predecessor Illustris, and it broadly matches a series of key galaxy observations including the cosmic star formation rate history, stellar mass function, galaxy sizes, and the gas fractions in galaxies and groups. The interested reader is referred to Refs. [65–71] for the first results with Illustris-TNG.

The Illustris-TNG simulations were run with the moving-mesh hydrodynamic + gravity N-body code AREPO [72, 73]. Here, we consider the publicly-available data [43] from the simulations labeled as TNG300-1, which correspond to a box size \( L_{\text{box}} = 205\text{Mpc}/h \approx 300\text{Mpc} \) with \( N_p = 2 \times 2500^3 \) dark matter tracer particles and initial gas mass elements. In our results below we will

\(^1\)https://root.cern.ch/
\(^2\)https://www.tng-project.org/
consider both the full physics run (which we label as Hydro), as well as its gravity-only counter part (labeled as Gravity). In addition to this box, to perform a few sanity checks of our results, we will consider also a simulation with size $L_{\text{box}} = 560\text{Mpc}/h \approx 800\text{Mpc}$ and $N_p = 1250^3$ dark matter tracer particles. This simulation, which we label as $L_{\text{box}} \approx 800\text{Mpc}$, was run also with AREPO but for gravity-only (note that this simulation is not part of the public ILLUSTRIS-TNG release). The cosmological parameters of these simulations are: mean matter density today $\Omega_{\text{m0}} = 0.3089$, mean baryon density today $\Omega_{\text{b0}} = 0.0486$, mean dark energy density today $\Omega_{\Lambda 0} = 0.6911$, dimensionless Hubble rate $h = 0.6774$, primordial scalar spectral index $n_s = 0.967$, and $\sigma_8(z = 0) = 0.8159$.

The halos in these simulations have been identified with a friends-of-friends (FoF) algorithm run on the dark matter particle distribution with a linking length 2 times the mean interparticle distance. The subhalos are the substructures found by the SUBFIND [74] algorithm inside each FoF halo. The subhalo population includes both the main (central) subhalo, as well as the secondary (satellite) subhalos that orbit around it; following the standard ILLUSTRIS-TNG nomenclature, we refer to the subhalos with non-zero mass in stars as galaxies. In our results, when quoting the values of the properties of these objects, we always consider the contribution from all their member particles. For example, the stellar mass of a galaxy/halo is the summed mass of all of the stars associated with the corresponding subhalo/FoF halo. Below, we will show results for objects selected by their total mass $M$, stellar mass $M_\ast$, $g-r$ dust-uncorrected color [69], black hole accretion rate $\dot{M}_{\text{BH}}$ and specific star formation rate sSFR (star formation rate per unit stellar mass). To guarantee we use objects in the simulations that are sufficiently well resolved, we consider only objects that contain at least 100 star particles.

We will always consider halos and galaxies in the simulations at their real-space positions, i.e. without taking redshift space distortions into account, which is sufficient to our purpose to focus on the bias parameters of the ILLUSTRIS-TNG galaxies. In applications to real galaxy samples one would need to go beyond this approximation and use a likelihood function with redshift space distortions information [75]. Finally, as is standard in analyses of galaxy formation simulations, our conclusions below apply strictly to the specific galaxy physics implementation of the IllustrisTNG model; the dependence (or lack thereof) of our findings on the details of galaxy formation is an interesting topic to investigate, which we plan to explore in future work.

3 Results on galaxy bias inference

In this section we show and discuss our main numerical results on the galaxy bias parameters of the ILLUSTRIS-TNG galaxies, including the impact of the cutoff value $\Lambda$ on the inferred $b_2(h_1)$ and $b_{K3}(h_1)$ relations, as well as the impact of different selection criteria for the simulated galaxies. We also discuss and provide a physical interpretation of our results with the aid of the halo model and halo occupation distribution formalisms, and compare the bias relations we obtain for the ILLUSTRIS-TNG galaxies with recent estimates obtained for observed galaxy samples.

Next, we will show results for objects selected in bins of several properties, including total mass, stellar mass, color, star formation rate and black hole accretion rate. Bins near the extremes of the distributions of these properties contain fewer objects and the result becomes noisier. We decide which sample results are robust based on the following criterion. For all binned samples, we evaluate the phase-correlation coefficient between galaxies and matter, $r(k) = P_{gm}^\text{ini}(k)/\sqrt{P_{gm}^\text{ini}(k)P_{gg}^\text{ini}(k)}$, where $P_{gm}^\text{ini}$, $P_{gg}$ and $P_{gm}$ are the initial matter, galaxy and corresponding cross power spectra, respectively. At low $k$, $r(k)$ is close to unity since the matter power spectrum is much larger than the shot noise, reflecting the strong correlation between the galaxy and initial matter fields on large scales. Since $P_{gm}$ and $P_{gm}$ shrink towards higher-$k$ while the shot noise remains constant, the correlation coefficient drops. We thus choose to keep results only for the galaxy samples that satisfy $r(k) > 0.5$ for all $k < \Lambda$. This choice roughly ensures that the samples are still not stochastic (or shot-noise) dominated at the scales of the cutoff $\Lambda$, and thus, that the EFT likelihood formalism can utilize the correlation between the galaxies and matter to infer the bias parameters.
Figure 1. The \(b_2(b_1)\) relation of dark matter halos in the Gravity runs. The points show the result obtained with the forward model and the EFT likelihood of Eq. (2.1), with the colors indicating the redshift. This result is for halos selected by their total mass, i.e., each point shows the \(b_2\) and \(b_1\) values of the halos found in the same total mass bin (the bins can be read from Fig. 3). The different panels are for the two simulation boxes TNG300-1 (bottom) and \(L_{\text{box}} \approx 800\,\text{Mpc}\) (top), as well as different values of \(\Lambda\), as labeled. The \(\Lambda = 0.1\,\text{h/Mpc}\) result for the small box TNG300-1 is too noisy due to fewer available modes and is therefore not shown. The bigger box \(L_{\text{box}} \approx 800\,\text{Mpc}\) contains also more massive objects, but we focus only on the range of \(b_1\) values covered by the smaller TNG300-1 box to facilitate the comparison. The black dashed line shows the fitting formula obtained by Ref. [9] using separate universe simulations.

3.1 Convergence tests on the cutoff \(\Lambda\)

Before analysing the simulated galaxies from the Hydro simulation, we begin by investigating the impact of the choice of the cutoff \(\Lambda\) on the \(b_2(b_1)\) and \(b_K(b_1)\) relations inferred for dark matter halos in the Gravity runs. This way we can compare to results from previous works in the literature to validate and build confidence about our numerical methodology.

The colored points in Fig. 1 show the inferred \(b_2(b_1)\) relation for the halos in the Gravity runs for three values of the cutoff, \(\Lambda = 0.2, 0.15, 0.1\,\text{h/Mpc}\). The result is for halos selected by their total mass, i.e., each point marks the \(b_2\) and \(b_1\) values of halos found in the same mass bin (these mass values can be read from Fig. 3). The black dashed line shows the fitting formula of Ref. [9] obtained with separate universe simulations, \(b_2(b_1) = 0.412 - 2.143b_1 + 0.929b_1^2 + 0.008b_1^3\), which we take here as the reference result. For both the TNG300-1 and \(L_{\text{box}} \approx 800\,\text{Mpc}\) boxes, as well as all \(\Lambda\) and redshift values, the result using the EFT likelihood reproduces well the expected result, which constitutes an important validation test of the forward modeling and EFT likelihood approach. A closer inspection reveals however a small trend for the forward model result to overpredict the expected \(b_2\) values for \(b_1 \lesssim 2\), for the two highest values of the cutoff \(\Lambda = 0.2, 0.15\,\text{h/Mpc}\). This overprediction becomes less noticeable when \(\Lambda = 0.1\,\text{h/Mpc}\), as seen in the upper right panel for the bigger box \(L_{\text{box}} \approx 800\,\text{Mpc}\). This small effect can be explained most likely as a mismatch between the bias parameters inferred by the forward model, which refer explicitly to the scale \(\Lambda\), and the separate-universe bias parameters (or equivalently the bias parameters of large-scale \(N\)-point functions), which refer to the \(k \to 0\) limit. While the dominant correction has been incorporated through the renormalization with respect to
Figure 2. The $b_{K^2}(b_1)$ relation of dark matter halos in the Gravity runs; this is the same as Fig. 1, but for $b_{K^2}$ instead of $b_2$. The black dashed line shows the LLIMD prediction [12–16].

Figure 3. The $b_1$ parameter of dark matter halos as a function of their total mass $M_t$ in the Gravity runs. The left and right panels are for the two boxes and the colored points show the result obtained with the forward model and the EFT likelihood of Eq. (2.1) with $\Lambda = 0.2h$/Mpc for different redshifts, as labeled. The dotted lines show the result from the fitting formula of Ref. [8]. The open triangles show the result obtained using the large-scale limit of the ratio of the halo to matter power spectra; the lower panels show the ratio of these to the forward model result.
δ_m, there are additional corrections involving δ^2_m, K^2 themselves which are not accounted for in this paper (cf. Sec. 2.2). In addition, higher-order bias contributions not included in the forward model, starting from fourth order, can also systematically shift the inferred bias parameters (recall, we stop at third order in the bias expansion; cf. Eqs. (2.2) and (2.3)). Since both of these corrections shrink for smaller Λ, this would suggest adopting Λ = 0.1h/Mpc as the default value to obtain our results, but unfortunately, this yields too low signal-to-noise estimates of both b_2 and b_{K^2} from the smaller TNG300-1 box (not shown): its smaller volume does not provide enough statistical power (i.e. enough number of modes) after the sharp-k filtering with Λ = 0.1h/Mpc is applied. For this reason, in our main results in the next section, we will default to using Λ = 0.2h/Mpc as it provides the highest signal-to-noise results, but we shall keep in mind this small systematic shift (∆ (b_2/2) ∼ 0.2) when interpreting our findings. We refer the reader to our companion paper [62] for a more detailed inspection of the Λ-dependence of the bias parameters, including a strategy to infer the bias parameters in the limit Λ → 0.

Figure 2 shows the same as Fig. 1, but for b_{K^2}(b_1) instead of b_2(b_1). Here, the dashed line shows the so-called Lagrangian local-in-matter-density (LLIMD) prediction, b_{K^2} = -(2/T)(b_1 - 1) [12–16], which is obtained by neglecting the effects of the large-scale tidal field at the initial time and considering only the tidal contribution sourced by the subsequent gravitational evolution. This is only expected to yield a rough approximation to b_{K^2}, and so it not surprising that the EFT likelihood result does not recover the LLIMD relation. Instead, our results are in line with past estimates of b_{K^2} [16–20] that generically lie below the LLIMD relation for b_1 ≥ 2. Unlike our b_2 results in Fig. 1, we do not discern in Fig. 2 any obvious systematic trend with the value of Λ. Perhaps the main noteworthy difference is a noticeable decrease in precision for the L_{box} ≈ 800Mpc box with Λ = 0.1h/Mpc, suggesting that even this bigger box begins to loose some constraining power on b_{K^2} when this cutoff is employed.

For completeness, Fig. 3 shows the dependence of b_1 on the total mass of the halos for Λ = 0.2h/Mpc. The result obtained using the forward model (points) is in very good agreement with that obtained from the large-scale limit of the ratio of the halo to matter power spectra (open triangles). We determine the latter by fitting the function f(k) = b_1 + ak^2 (where b_1 and a are free coefficients) to √P_{gg}(k)/P_{mm}(k) for k < 0.15h/Mpc. The lower panels display the ratio of these two estimates of b_1, where we note an agreement that is generically better than 5% and within the quoted errors. The dotted lines in the upper panels of Fig. 3 show the result of the fitting formula of Ref. [8]. The differences to the points and triangles are ≈ 15% in the worst cases, which is in line with the expected accuracy of the fitting formula, as well as some sample variance at the higher-mass end in each simulation box.

Overall, the successful recovery of the expected b_2(b_1) and b_{K^2}(b_1) relations by the forward model and the EFT likelihood is highly nontrivial and it demonstrates the ability of this approach to utilize the higher-order nonlinear information encoded in the galaxy distribution.

### 3.2 Galaxy bias as a function of simulated galaxy properties

We turn our attention now to the galaxy bias parameters estimated for objects in the Hydro run, i.e., the full-physics TNG300-1 simulation. Figure 4 shows the bias parameters b_1, b_2 and b_{K^2} for stellar mass M_∗ selected halos and galaxies. The left panels show the stellar mass dependence of b_1, where we see once again a very good agreement between the forward model result for Λ = 0.2h/Mpc (points) and the estimate based on the large-scale limit of the galaxy to matter power spectra. It is perhaps worth noticing that, as expected, at fixed M_∗ the bias of the galaxies (bottom) is larger than the bias of the halos (top); this is because galaxies live inside halos with higher stellar mass, which are therefore more biased. We refer the reader to Refs. [68, 76] for more in-depth studies of the b_1 values of the galaxies in the TNG300-1 simulation.

Concerning the b_2 results, the middle panels of Fig. 4 show that the b_2(b_1) relation obtained from the Gravity simulations for total mass M_∗ selected objects (shown by the grey points) is fairly well reproduced even when the objects are selected by their stellar mass M_∗ (colored points). This agreement is better for the case of halos. For the case of galaxies, a closer inspection suggests a small trend for the b_2 values of the stellar mass selected galaxies to be slightly larger (by about
Figure 4. The bias parameters $b_1$, $b_2$ and $b_{K2}$ for halos (top) and galaxies (bottom) selected by their stellar mass $M_*$ in the Hydro TNG300-1 simulation. The left panels show $b_1$ in stellar mass bins, and the middle and right panels show the $b_2(b_1)$ and $b_{K2}(b_1)$ relations for the same bins, respectively. The colored points show the result obtained with the forward model and EFT likelihood of Eq. (2.1) for $\Lambda = 0.2h$/Mpc at different redshifts, as labeled; the open triangles in the left panels show the $b_1$ values obtained using the large-scale limit of the ratio of the halo/galaxy to matter power spectra. For comparison, in the middle and right panels, the grey points show the relations obtained from the Gravity simulation for total mass $M_t$ selected objects (halos on top and subhalos at the bottom); these are not distinguished by redshift to lighten the figure and we have also checked that the total-mass selected results of the Gravity and Hydro runs are nearly indistinguishable.

$\Delta(b_2/2) \approx 0.1 - 0.2$ for $b_1 \lesssim 2$, compared to the $b_2$ values of the subhalos selected by total mass. This hint is not very significant, and with just one realization of the simulations as well as the similar shift associated with $\Lambda = 0.2h$/Mpc discussed in the last section in Fig. 1, we will refrain from drawing too strong conclusions based on this result. We will discuss in the next section, however, possible physical explanations for differences between the $b_2(b_1)$ relation when the objects are selected according to different properties.

Within the larger error bars in the right panels of Fig. 4, we note again a broad agreement between the $b_{K2}(b_1)$ relation of the objects selected by $M_*$ (colored) and $M_t$ (grey). Just like for $b_2$, the agreement appears better for the case of the halos, especially for $b_1 \lesssim 2$ where the error bars are smaller. For stellar mass selected galaxies, on this $b_1$ range, there is again a small hint for larger $b_{K2}$ values ($\Delta(b_{K2}) \approx 0.2$) compared to total mass selection, which is worth confirming in future work with more realizations or larger volumes of galaxy formation simulations. Our $b_{K2}$ results in Fig. 4 show also an intriguing feature on the $b_{K2}(b_1)$ relation of the stellar mass selected objects at $z = 2$ and $z = 3$, which exhibits a non-monotonic dependence on $b_1$ that varies steeply in some $b_1$ intervals; this is especially noticeable for the $z = 3$ galaxy results (lower right panel). With just a single, relatively small-volume simulation, it is hard to rule out this as due to numerical noise, but we mention it explicitly anyway in light of the results in our companion paper [62] where
Figure 5. The bias parameters $b_1$, $b_2$ and $b_{K2}$ for galaxies selected by $(g-r)$ color (top), black hole accretion rate $\dot{M}_{BH}$ (center) and specific star formation rate $sSFR$ (bottom) in the Hydro TNG300-1 simulation. These panels show the same as the bottom ones in Fig. 4, but for these galaxy selection criteria, instead of stellar mass $M_\ast$. Note that galaxies in bins of each of these three properties span a wide range in stellar mass.

similar (and higher signal-to-noise) features are also observed in halo assembly bias, i.e. when halos in gravity-only (larger-volume) simulations are selected by properties other than their total mass (namely concentration, spin and sphericity). Given the precision of our measurements here, we opt to be careful in drawing decisive conclusions, but note this is worth clarifying in future work.

Figure 5 shows our $b_1$, $b_2$ and $b_{K2}$ results for galaxies selected by $(g-r)$ color (note, without dust correction [69]), black hole accretion rate $\dot{M}_{BH}$ and specific star formation rate $sSFR$ (star formation rate per unit stellar mass). The $b_1$ results are in line with what one would expect physically. For example, (i) red galaxies (larger $g-r$) tend to be also the most massive ones at $z < 1$ (cf. Fig. 9), and so have larger $b_1$; (ii) $b_1$ grows slightly with $\dot{M}_{BH}$ at $z > 2$, reflecting the fact that the black
holes in massive galaxies at earlier times accrete faster (this becomes less pronounced at later times as the correlation between mass and \(M_{\text{BH}}\) becomes weaker); and (iii) the fraction of quenched galaxies increases with halo mass, which explains why \(b_1\) decreases with sSFR, i.e., strongly star forming galaxies tend to be smaller, less biased galaxies (cf. Fig. 9). Note that galaxies in bins of each of these three properties cover a large range of total and stellar mass values, and thus correspond to very different galaxy populations with different total number densities. We have explicitly checked (not shown) that the \(b_1\) values also depend markedly on the adopted selection criteria, even at fixed galaxy number density (similarly to Fig. 9 of Ref. [77] and Fig. 18 of Ref. [68]).

Regarding the \(b_2\) results in Fig. 5, we note again a very good agreement between the \(b_2(b_1)\) relations of the total mass selected subhalos in the Gravity run (grey) and that of the galaxies. Contrary to the case of stellar mass selection, here we do not discern any hint for larger \(b_2\) for \(b_1 \lesssim 2\). Interestingly, for \(b_{K2}\), our results show that the values for \((g-r)\) selected galaxies are larger \((\Delta(b_{K2}) \approx 0.5)\) than those for total mass selection for \(b_1 \gtrsim 1.5\); the next section discusses possible physical interpretations of differences like this. Further, the sharp, non-monotonic features of the \(b_{K2}(b_1)\) relation that we mentioned above are especially noticeable in the case of galaxies selected by \(M_{\text{BH}}\) (right center panel); this strengthens the motivation for follow up studies with more realizations and (if possible) larger volume galaxy formation simulations to clarify the origin of this result and any eventual ties to the galaxy assembly bias signal (cf. our companion paper Ref. [62]).

### 3.3 Halo model interpretation of galaxy bias relations

The halo model [78] and halo occupation distribution (HOD) formalisms [79–84] can be used to interpret some of our galaxy bias results in the last section. The starting assumption is that galaxies live inside dark matter halos of some total mass \(M_h\) \(\equiv M_t^h\), and so the number density of galaxies with total mass \(M_t^g\) and stellar mass \(M_t^s\), can be written, respectively, as

\[
\begin{align*}
n_g(M_t^g) &= \int \text{d}M_h n_h(M_h) N_g(M_t^g | M_h) \\
n_g(M_t^s) &= \int \text{d}M_h n_h(M_h) N_g(M_t^s | M_h),
\end{align*}
\]

where \(n_h\) is the halo mass function and \(N_g(M_t^g | M_h)\) is the HOD number, i.e., the mean number of galaxies with mass \(M_t^g\) that live in halos with mass \(M_h\). The two HOD numbers above can be related as

\[
N_g(M_t^s | M_h) = \int \text{d}M_t^g n_g(M_t^g | M_h) \mathcal{P}(M_t^s | M_t^g),
\]

where \(\mathcal{P}(M_t^s | M_t^g)\) is the galaxy stellar-to-total-mass relation, i.e., the probability that a galaxy with stellar mass \(M_t^s\) has total mass \(M_t^g\). In this discussion, we focus specifically on total and stellar masses, but this generalizes straightforwardly to any other choice of galaxy properties.

To build intuition for the second-order bias parameters, let us inspect first the case of the linear LIMD parameter \(b_1\), which is defined as the first-order response of the galaxy number density to long-wavelength total mass perturbations, i.e., \(b_1 = (\partial n_g/\partial \delta_m)/n_g\). Using the expressions above, for total galaxy mass \(M_t^g\) selection we have

\[
b_1(M_t^g) = \frac{1}{n_g(M_t^g)} \int \text{d}M_h n_h(M_h) N_g(M_t^g | M_h) \left( b_1^h(M_h) + R_1^{N_g}(M_t^g | M_h) \right),
\]

where \(b_1^h = (\partial n_h/\partial \delta_m)/n_h\) is the linear bias of the halos and \(R_1^{N_g}\) is the first-order response of the HOD number of total-mass selected galaxies, i.e., \(R_1^{N_g} = (\partial N_g/\partial \delta_m)/N_g\). If \(R_1^{N_g} = 0\), then one recovers the popular interpretation of galaxy bias as a HOD-weighted version of the bias of the dark matter halos; see however Ref. [84] for a recent study of the response functions of HOD numbers and their corresponding impact on galaxy bias predictions. For the case of stellar mass selection, we have
regions, then there is an additional contribution coming from \( b \) to-total-mass relation is sensitive to whether the galaxies live in large-scale overdense or underdense universe simulations.

The second-order LIMD bias parameter is defined as

\[
b_2(M^g) = \frac{1}{n_g(M^g)} \int dM_h \int dM_t \ n_h(M_h) n_g(M^g|M_h) P(M^g|M_t) \times \left( b_2^h(M_h) + b_1^h(M_h) R_1^{N_s}(M^g|M_h) + R_2^{N_s}(M^g|M_h) \right),
\]

where \( b_2^h(M_h) \) is the second-order LIMD bias of the halos, and for stellar mass selection we have

\[
b_2(M^s) = \frac{1}{n_g(M^g)} \int dM_h \int dM_t \ n_h(M_h) n_s(M^s|M_h) P(M^g|M_t) \times \left( b_2^h(M_h) + b_1^h(M_h) R_1^{N_s}(M^s|M_h) + R_2^{N_s}(M^s|M_h) \right) + 2 \left[ b_2^h(M_h) + R_1^{N_s}(M^s|M_h) \right] R_2^{P_s}(M^s|M_t) + R_2^{P_s}(M^g|M_t),
\]

Equations (3.3)-(3.6) encode two results that we find interesting to highlight. The first concerns the \( b_2(b_1) \) relations of halos and subhalos (or total mass selected galaxies), which Eqs. (3.3) and (3.5) show is in general different if \( R_1^{N_s} \neq 0 \) or \( R_2^{N_s} \neq 0 \). However, even if \( R_1^{N_s} = R_2^{N_s} = 0 \), the
nonlinearity of the $b_2(b_1)$ relation of the halos forcibly implies a different relation for the subhalos as well. Concretely, the fit from Ref. [9] for halos that we show in Fig. 1 is of the form $b_2^h = A + B b_1^h + C (b_1^h)^2 + D (b_1^h)^3$, which if we plug into Eq. (3.5) yields (ignoring the contribution from $R_1^N$ and $R_2^N$)

$$b_2(M_p) = A + B b_1(M_p) + \frac{1}{n_g(M_p)} \int dM_h \; n_h(M_h) N_g(M_p|M_h) \left[ C (b_1^h(M_h))^2 + D (b_1^h(M_h))^3 \right],$$

(3.7)
i.e., the relation of total mass selected halos and subhalos is only the same if $C = D = 0$. Figure 6 compares the $b_2(b_1)$ relation of total mass selected halos (left) and subhalos (right), where it is possible to discern that the $b_2$ values of the subhalos are indeed slightly larger compared to the halos for $b_1 \lesssim 2$. This is as one would expect from the above equation since $C > 0$ and $D > 0$; more generally, this follows from the convexity of the $b_2(b_1)$ relation. Reference [20] found a similar result using analyses of the power spectrum and bispectrum of halo and HOD catalogues.

The second result has to do with the effects of the responses of the galaxy stellar-to-total-mass relation, $R_1^T$ and $R_2^T$. If these are equal to zero, then as discussed above, the values of both $b_1$ and $b_2$ for stellar mass selected objects are obtained from those for total mass selection via a simple mapping of stellar to total mass given by $\mathcal{P}(M_2^T|M_p^T)$, which importantly, preserves the shape of the $b_2(b_1)$ relation. On the other hand, if $R_1^T \neq 0$ or $R_2^T \neq 0$, i.e., the galaxy stellar-to-total-mass relation depends on local large-scale overdensities, then the $b_2(b_1)$ relation is not in general preserved as $b_1(M_2^T)$ and $b_2(M_2^T)$ are affected differently by $R_1^T$ and $R_2^T$ (cf. Eqs. (3.4) and (3.6)). In other words, any significant difference (or lack thereof) between the colored (for stellar mass selection) and grey points (for total mass selection) in Fig. 4 can be interpreted as an indirect hint (or lack thereof) for nonzero $R_1^T$ or $R_2^T$. Indeed, we noted in the last section that there is a small trend in the bottom center panel of Fig. 4 for larger values of $b_2$ for the stellar mass selected galaxies, compared to the total mass selection case at fixed $b_1$, which from this discussion could be interpreted as evidence for the impact of the response functions of the stellar-to-total mass relation. We acknowledge that more work is needed to corroborate this physical picture, which can involve running separate universe simulations of galaxy formation [25, 85] to measure $R_1^T$ and $R_2^T$ directly; we defer this to future work.

We finish this section by stressing that although we focused this discussion on $b_2(b_1)$ and stellar mass as the galaxy property, the above derivations can be straightforwardly generalized to the $b_{K^2}(b_1)$ relation, in which case we would deal with responses to tidal fields, as well as to responses of the relation between other galaxy properties and total mass.

### 3.4 Comparison to bias relations inferred from observations

Figure 7 compares the $b_2(b_1)$ and $b_{K^2}(b_1)$ relations obtained in this paper for IllustrisTNG galaxies (grey data points, without distinguishing by selection criteria and redshift) with recent estimates obtained from cosmological inference analyses of real galaxy samples (colored data points). The blue diamonds show the constraints obtained for the four BOSS DR12 samples (low-$z$ and high-$z$, and north and south caps) analysed in Ref. [86] (cf. their Table 10). Compared to our galaxy bias expansion, Ref. [86] replaces the $b_{K^2} R_{ij}^2$ term with $b_{G_2} G_{ij}$, which vastly changes the shape of the $b_2$ relation. Their values of $b_2$ must therefore be subtracted by $(-4/3) b_{G_2}$ before they can be compared with our simulation measurements (note also that $b_{K^2} = b_{G_2}$); see App. C of Ref. [1] for the relations between different bias conventions. The green squares in Fig. 7 are the constraints obtained for the BOSS DR12 low-$z$ and high-$z$ samples in Ref. [87] (cf. their Table B.1), the magenta stars show the result also for the BOSS DR12 low-$z$ and high-$z$ samples, but from the 3x2pt analyses in Ref. [88] using also lens galaxies from KiDS (we use the values in the column “3x2pt (joint)” in their Table C.1), and the orange pentagons are the constraints for the eBOSS ELG sample from Ref. [89]. The second-order operators of Refs. [87–89] are the same as in Ref. [86], and so we apply the same shift on $b_2$. Finally, the red triangles show the constraints obtained for the 4 tomographic bins of the MagLim sample used in the 3x2pt analyses of DES, and that are quoted in Table V of Ref. [90] and adopt the same second-order operators that we do here [91].
Figure 7. Comparison between the $b_2(b_1)$ and $b_{K2}(b_1)$ relations obtained in this paper for IllustrisTNG galaxies and recent estimates from real galaxy data analyses. The grey data points show the result for all of the simulated galaxy samples in Figs. 4 and 5 put together, without distinguishing by redshift or selection criterion. The grey shaded map shows a Gaussian prior based on the IllustrisTNG data points (cf. Eqs. (3.8) and (3.9)). The colored data points show the relations inferred from recent cosmological inference analyses of observed galaxies: blue diamonds from Ref. [86], green squares from Ref. [87], magenta stars from Ref. [88], red triangles from Ref. [90], and orange pentagons from Ref. [89]. All error bars are 68% confidence limits.

The grey shaded map shows the amplitude of a Gaussian prior on the $b_2(b_1)$ and $b_{K2}(b_1)$ relations based on the IllustrisTNG results. Concretely, the mean values are given by the polynomial fits

$$
\begin{align*}
    b_2^\text{fit}(b_1) &= 0.30 - 0.79b_1 + 0.20b_1^2 + 0.12b_1^3, \\
    b_{K2}^\text{fit}(b_1) &= 0.66 - 0.57b_1,
\end{align*}
$$  

which were obtained using all IllustrisTNG data points in the range $b_1 \in [1,3]$. The variance is assumed $b_1$-independent for simplicity, and it is given by the standard deviation of the measured bias parameters around the fits; for both $b_2$ and $b_{K2}$ the values are

$$
\sigma_{b_2} = \sigma_{b_{K2}} = 0.22. 
$$  

Despite the very different nature of the simulated and real galaxy samples, we find the level of agreement between their bias relations in Fig. 7 to be satisfactory overall. Concerning the $b_2(b_1)$ relation, the agreement between the simulations and the observational inferences is especially good for the DES analysis [90] (red) and the BOSS analyses of Ref. [87] (green). The BOSS results from Ref. [86] (blue) appear as outliers with respect to both the simulations and the other observational analyses, but the authors note that their analysis does not provide sufficient constraining power on the $b_2$ parameter, whose bounds are prior-dominated. Note also that the analyses of Ref. [86] constraints the parameter combination $b_{CO}A_s^{1/2}$, which we convert to bounds on $b_{CO}$ using the quoted constraints on the primordial scalar power spectrum amplitude $A_s$. On the other hand, the analyses of Refs. [86, 89] are the only that fitted for $b_{K2}$ (the others kept this parameter fixed to the LLIMD relation). In this case, there is a trend for the constraints from Ref. [86] (blue) to lie above the $b_{K2}(b_1)$ relation of the IllustrisTNG galaxies, but the differences are not too significant given the error bars. Note also the constraints on the $b_2$ and $b_{K2}$ parameters do exhibit some correlation in Ref. [86] (see their Fig. 11), and so the $b_{K2}$ constraints may also be affected by the lack of constraining power on $b_2$.

A thorough comparison between theory and observations is beyond the scope of the present paper and it would benefit from more work both on the theory and observational analysis sides. Here, for the time being, we limit ourselves to interpreting Fig. 7 as an encouraging illustration of the future prospects to either (i) use simulation-based priors for these bias relations to improve cosmological constraints, or conversely, (ii) use the observational estimates themselves to test galaxy
Figure 8. Inferred values of $\sigma_8$ obtained using the forward model and the EFT likelihood of Eq. (2.1) applied (with $\Lambda = 0.2h$/Mpc) to galaxy samples from the Hydro TNG300-1 simulation. The two panels are for different minimum stellar mass cuts, and the colors indicate different galaxy selection strategies, as labeled. The selection into red/blue and high/low sSFR galaxies is that shown in Fig. 9. The two horizontal grey bands mark the 1% and 5% intervals. The various results at a given redshift are displaced slightly horizontally to facilitate the visualization.

formation, given theoretical predictions from other galaxy formation models, as well as matching selection strategies applied on the simulated and real galaxy data.

4 Results on $\sigma_8$ inference

Before concluding, we show in this section the results on the $\sigma_8$ inference obtained using the forward modeling approach with the EFT likelihood of Eq. (2.1). The work of Refs. [57, 58] has presented an in-depth study of these inference analyses using halos as tracers; here we simply apply the same formalism to various simulated galaxy samples instead. The inferred values of $\sigma_8$ are shown in Fig. 8 for different redshifts and samples, including all galaxies with $M_*>10^9M_\odot/h$ and $M_*>10^{10}M_\odot/h$, as well as splits of these samples into red/blue galaxies and highly/less star forming galaxies. These splits are shown in Fig. 9. The red/blue split at $z=0$ is the same used by Ref. [68] using the same simulation data (see their Eq. (17)), but the remainder of the splits are simply guided by eye to give sufficiently different galaxy populations with which to test the forward modeling approach. These results were obtained with $\Lambda = 0.2h$/Mpc and all these galaxy samples satisfy the criterion $r(k)>0.5$ for $k<\Lambda$ mentioned at the start of Sec. 3.

For the samples selected just by the minimum stellar mass cut (black points in Fig. 8), the EFT likelihood recovers the expected value of $\sigma_8$ to within 1% at all redshifts shown. As expected by the increased stochasticity with decreased galaxy number density, the performance degrades slightly when the color and sSFR cuts are made, but they remain within 5% of the true value in most of the cases. The main exceptions to this are the red galaxies with $M_*>10^9M_\odot/h$ at $z=0.5,1$ and $M_*>10^{10}M_\odot/h$ at $z=1$. Figure 9 shows that these samples contain comparatively fewer objects compared to the others, and so it is unsurprising that the performance is somewhat poorer for these cases. The contribution from the missing fourth-order (and beyond) bias terms in our forward model is also more important for these more biased samples, which can also partly explain the observed shift in the inferred $\sigma_8$.

Recall, since we marginalize over all bias parameters up to third-order, which includes the linear LIMD parameter $b_1$, the extraction of the true value of $\sigma_8$ is thus achieved via nonlinear information that one would normally try to access with higher-order N-point correlation functions. In real-life applications, one must sample also the remainder of the cosmological parameters, as well as the initial conditions field $\delta_{m,in}$, which should naturally reduce the constraining power on $\sigma_8$ (note however the very small volume $L_{\text{box}}=205\text{Mpc}/h$ of our samples compared to real-life surveys). The result shown
Figure 9. Distribution of the TNG300-1 galaxies in the $(g - r) - M_*$ and sSFR - $M_*$ planes, at different redshifts as labeled. The splits into red/blue and high/low sSFR galaxies indicate the galaxy samples used in the $\sigma_8$ inference shown in Fig. 8.

in Fig. 8 serves nonetheless as a strong validation test of the EFT likelihood of Eq. (2.1), and is a nice demonstration of the potential of the forward modeling approach to constrain cosmology using galaxy surveys.

5 Summary and conclusions

Studying galaxy bias, the relation between the galaxy and underlying matter/energy distributions, is important not only to understand theoretically the connection between galaxy formation and the long-wavelength environment, but also because it can help to reduce the size of the parameter spaces explored in cosmological constraints using galaxy clustering data, and thus determine the cosmological parameters more precisely. In this paper we focused on the relations between the two second-order galaxy bias parameters $b_2$ and $b_{K2}$, and the leading-order linear bias $b_1$; these relations appear, in particular, in analyses of the galaxy power spectrum starting at the 1-loop level and galaxy bispectrum starting at tree level. Past works on these parameters have focused on the case of halos in gravity-only simulations. Here, for the first time to the best of our knowledge, we took steps to investigate the bias relations for self-consistently simulated galaxies in hydrodynamical simulations.

Concretely, we considered galaxies simulated with the ILLUSTRIS-TNG galaxy formation model (we used the TNG300-1 simulation with $L_{\text{box}} = 205\,\text{Mpc}/h$, $N_p = 2 \times 2500^3$), and estimated their bias parameters, for the first time also, using field-level forward models and the EFT likelihood formalism (cf. Sec. 2). This formalism carries out the inference analysis directly at the galaxy density field level,
which maximizes the utilization of the nonlinear information encoded in the galaxy distribution, compared to more standard approaches based on $N$-point correlation functions. One of our main goals was to contrast the shape of the $b_2(b_1)$ and $b_{K^2}(b_1)$ relations for objects selected by their total mass (which have been studied in past works) with the same relations for objects selected by a number of galaxy properties, in order to determine the extent to which these relations can be affected by galaxy physics and feedback effects. In addition to the galaxy bias parameters, in a separate part of our analysis, we have applied the EFT likelihood formalism to infer the value of $\sigma_8$ using the ILLUSTRIS TNG galaxies as tracers.

Our main results can be summarized as follows:

- To validate the forward modeling and EFT likelihood approach to study galaxy bias, we applied it first to the case of halos from gravity-only simulations, and found the inferred values of $b_1$, $b_2$ and $b_{K^2}$ to be in good agreement with past works (cf. Figs. 1, 2, 3).

- The $b_2(b_1)$ and $b_{K^2}(b_1)$ relations for galaxies selected by stellar mass, galaxy color, black hole accretion rate and specific star formation rate, are broadly the same as for objects selected by their total mass (cf. grey vs. colored points in Figs. 4 and 5). These relations for simulated galaxies are also in broad agreement with recent measurements of observed galaxy samples (cf. Fig. 7).

There were a few potentially interesting differences to the total mass selection results, e.g. in the values of $b_2$ for stellar mass selected galaxies (cf. lower center panel in Fig. 4) or the values of $b_{K^2}$ for color selected galaxies (cf. upper right panel of Fig. 5), but a more in-depth study of these is needed. Using the halo model, we showed in Sec. 3.3 how differences like these could be physically linked to the way the relation between different galaxy properties and mass depends on large-scale overdensities or tidal fields.

- Even after marginalizing over all galaxy bias parameters, the forward model and the EFT likelihood recover the true value of $\sigma_8$ to within 1% using as tracers galaxies selected by a minimum stellar mass cut (cf. Fig. 8). This precision degraded slightly to $\approx 5\%$ when these samples were subsequently divided into red/blue and highly/less star forming galaxies, which is still satisfactory given the lower number density after these splits are made and the small volume of the sample ($L_{\text{box}} = 205\text{Mpc}/h$).

These results confirm that the EFT likelihood is able to yield unbiased cosmology constraints from nonlinear galaxy clustering even when selecting tracers (simulated galaxies) which are strongly influenced by baryonic effects such as gas cooling and stellar/black hole feedback.

The fact that the $b_2(b_1)$ and $b_{K^2}(b_1)$ relations of self-consistently simulated galaxies are not dramatically different from that of total mass selected objects can be encouraging as it suggests that priors based on the $b_2(b_1)$ and $b_{K^2}(b_1)$ relations shown in Figs. 4 and 5 may be added to cosmological constraint analyses using galaxy clustering data to obtain tighter constraints without biasing them. These priors may take, for instance, the gravity-only result for total mass selection as the mean value, with some width informed by hydrodynamical simulations spanning a range of galaxy physics models and cosmologies (note that although the values of the bias parameters can depend on cosmology, the $b_2(b_1)$ and $b_{K^2}(b_1)$ relations should have a weaker dependence, as suggested by their weak redshift-dependence); the shaded map in Fig. 7 shows an example of such priors.

It is worth highlighting the efficiency of the forward modeling approach to study higher-order bias parameters such as $b_2$ and $b_{K^2}$. These two parameters can also be fitted for using the galaxy power spectrum and bispectrum, but accurate measurements of these statistics (especially the bispectrum) require large simulation volumes. The recent in-depth and comprehensive work of Ref. [20] followed this approach using several realizations of gravity-only simulations with sizes ranging between $L_{\text{box}} = 1000\text{Mpc}/h$ and $L_{\text{box}} = 2400\text{Mpc}/h$, but these simulation volumes are currently numerically prohibitive with galaxy formation models like ILLUSTRIS TNG. Methods based on separate universe simulations [9, 25, 85, 92–98] do not strictly require large simulation volumes, but estimates of $b_1$ and $b_2$ still involve re-running the simulations for cosmological parameters that mimic different values of
the long-wavelength overdensity. The same is true for separate universe simulations with tidal fields [95–98], although these have not yet been performed with galaxy formation simulations. On the other hand, as we have seen in this paper, forward models are able to return satisfactory estimates of $b_2$ and $b_K^2$ using the relatively small-volume, high-resolution simulations of galaxy formation that already exist.

As future work, it would be interesting to follow up on the small differences of the galaxy $b_2(b_1)$ and $b_K^2(b_1)$ relations, compared to halos/subhalos, especially since as we discussed in Sec. 3.3, they may encode information about the galaxy-environment connection on large scales. These future developments should include an extension of our analysis here to include beyond third-order bias operators, as well as an improved treatment of operator renormalization, to understand the origin of the small $\Lambda$-dependences observed in Fig. 1 and discussed in Sec. 3.1. This would also allow us to begin studying the third-order bias parameters of simulated galaxies, which are relevant to cosmological constraint analyses with the galaxy power spectrum and bispectrum at the 1-loop level. Finally, it would be interesting to repeat the analysis here on other state-of-the-art galaxy formation models to broaden the range of astrophysical implementations explored; beyond galaxies as tracers, the EFT likelihood formalism can also be straightforwardly generalized to study the bias of the gas distribution, which is relevant to analyses of line-intensity mapping data.
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