Interval Grey Prediction Models with Forecast Combination for Energy Demand Forecasting
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Abstract: Time series data for decision problems such as energy demand forecasting are often derived from uncertain assessments, and do not meet any statistical assumptions. The interval grey number becomes an appropriate representation for an uncertain and imprecise observation. In order to obtain nonlinear interval grey numbers with better forecasting accuracy, this study proposes a combined model by fusing interval grey numbers estimated by neural networks (NNs) and the grey prediction models. The proposed model first uses interval regression analysis using NNs to estimate interval grey numbers for a real valued sequence; and then a grey residual modification model is constructed using the upper and lower wrapping sequences obtained by NNs. It turns out that two different kinds of interval grey numbers can be estimated by nonlinear interval regression analysis. Forecasting accuracy on real data sequences was then examined by the best non-fuzzy performance values of the combined model. The proposed combined model performed well compared with the other interval grey prediction models considered.
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1. Introduction

A grey number refers to an inexact number, which becomes an interval grey number if its interval, including upper and lower limits, can be found [1]. Available information on many time series problems, such as energy demand forecasting, is often derived from uncertain assessments, and do not meet any statistical assumptions [2–4]. To deal with uncertainty, interval grey numbers can be a proper form of representing those uncertain and imprecise observations [1,5–7]. To estimate interval grey numbers, interval regression analysis is a reasonable technique, as it has a high capability of processing uncertain data [8,9]. In particular, because neural networks (NNs) have a high capability to represent nonlinear mappings, the wrapping sequences comprising upper and lower limits can be effectively determined using two NNs [8,10–13]. It is noted that the best non-fuzzy performance value (BNP)—an average of the upper and lower limits for each sample—can be used to verify the forecasting accuracy of an interval model [6,14].

Previously, since the grey prediction per se has the advantage of using limited samples for model fitting without meeting any statistical assumptions [4,15–18], a few studies on the basis of the frequently-used GM(1,1) were proposed to predict interval grey numbers, including the interval grey number prediction model (IGNPM) [19], the IGNPM based on DGM(1,1) [20], the grey number grey modification model (GGMM(1,1)) [1] and a single variable discrete grey forecasting model (IN-DGM) [6]. Furthermore, it has been shown that the forecasting accuracy of the GM(1,1) can be improved by
residual modification [21–23], which employs predicted residuals to revise predicted values obtained from the GM(1,1). Nevertheless, most previous residual modification models have focused on residual sign estimation [3,24–26] (Hsu, 2003; Hsu and Chen, 2003; and Hsu and Wen, 1998). To solve this problem, the FLNGM(1,1), using functional link nets (FLNs), was presented by Hu [27] to improve the forecasting accuracy for energy demand forecasting by estimating the modification range of each predicted residual.

Undoubtedly, because of the increasing importance of global energy consumption, the prediction of energy demand is a significant issue for energy management and environmental protection [4]. In light of the distinctive features of nonlinear interval regression analysis and the FLNGM(1,1), this study addresses the development of a nonlinear interval model by combining these two prediction models to effectively forecast energy demand. Furthermore, the fusion of forecasts from different prediction models can be helpful in improving prediction accuracy [28–30]. In this realization, based on the upper and lower wrapping sequences determined by NNs, it is interesting to further apply the FLNGM(1,1) to predict the developing trends of upper and lower limits. This ends up with a nonlinear interval model consisting of two different kinds of estimated interval grey numbers: one is based on NNs, and the other is based on the FLNGM(1,1). To verify the forecasting accuracy, the proposed combined model, NN-FLNGM(1,1), fuses the BNP values obtained from NNs with FLNGM(1,1) for nonlinear interval regression analysis.

The rest of the paper is organized as follows. Section 2 briefly introduces interval grey numbers determined by neural networks. Section 3 demonstrates the current GM(1,1) and FLNGM(1,1) models, while Section 4 details the proposed NN-FLNGM(1,1) model. Section 5 examines prediction accuracy for the proposed model using real data of energy demand, and Section 6 summarizes the outcomes and concludes the paper.

2. Interval Grey Number Forecasting Using Neural Networks

Ishibuchi and Tanaka [13] applied two NNs, NNu and NNl, to perform interval regression analysis, where NNu determined the upper limits and NNl determined the lower limits of a nonlinear interval model. The principle of their approach was that interval grey numbers can be derived from two NNs. For simplicity, we denote such an interval grey number forecasting model using two NNs as IGF-NNs.

2.1. Nonlinear Interval Regression Analysis

For a sequence \( \mathbf{x}^{(0)} = (x_1^{(0)}, x_2^{(0)}, \ldots, x_n^{(0)}) = (y_1, y_2, \ldots, y_n) \), let \((t_1, y_1), (t_2, y_2), \ldots, (t_n, y_n)\) comprise a model-fitting data set for NNu and NNl, where \((t_p, y_p)\) \((p = 1, 2, \ldots, n)\) is the input-output pattern at the \(p\)-th time point, \(t_p\). Let \(g_u(t_p)\) and \(g_l(t_p)\) be the output functions from NNu and NNl respectively. A nonlinear optimization problem can be formulated to determine a nonlinear interval model as follows:

\[
\text{Minimize } (g_u(t_1) - g_l(t_1)) + (g_u(t_2) - g_l(t_2)) + \ldots + (g_u(t_n) - g_l(t_n)) \\
\text{subject to } g_l(t_p) \leq y_p \leq g_u(t_p), \quad p = 1, 2, \ldots, n
\]

where \((g_u(t_p) - g_l(t_p))\) denotes the estimated interval width at \(t_p\).

Therefore, the above problem addresses the determination of the nonlinear interval model with the minimum sum of the predicted interval widths, subject to the condition that the estimated data interval includes all the given patterns. In particular, Ishibuchi and Tanaka [13] derived two simple algorithms to determine \(g_u(t)\) and \(g_l(t)\), which approximately satisfied the constraint condition. That is, interval grey numbers can be estimated by a nonlinear interval model established by two NNs.

2.2. Determining Upper and Lower Limits
The cost function, $E_u$ with weighting scheme, $\omega_p$, was used to determine the upper limit $g_u(t)$,

$$E_u = \sum_{p=1}^{n} \frac{1}{2} \omega_p (y_p - g_u(t_p))^2$$

where:

$$\omega_p = \begin{cases} 1, & \text{if } y_p \geq g_u(t_p) \\ 0, & \text{if } y_p < g_u(t_p) \end{cases}$$

To determine $g_l(t)$, we used the cost function $E_l$ as

$$E_l = \sum_{p=1}^{n} \frac{1}{2} \omega_p (y_p - g_l(t_p))^2$$

where

$$\omega_p = \begin{cases} 1, & \text{if } y_p \leq g_l(t_p) \\ 0, & \text{if } y_p > g_l(t_p) \end{cases}$$

and $\omega$ is a small positive value in (0,1). The learning rule for each connection weight can be derived by the gradient descent. The two algorithms regarding $g_u(t)$ and $g_l(t)$ are the same aside from the weighting schemes. For simplicity, we omit the learning rules here.

Defuzzification, which locates the BNP, provides decision makers with concrete estimations [31] rather than intervals. Since $g_u$ and $g_l$ constitute the IGF-NNs, its BNP denoted $x_{k}^{(0)}_{\text{BNP}}$ is viewed as a predicted value of $x_k^{(0)}$, and can be the center of both limits (Sun et al., 2016; Xie et al., 2014),

$$x_{k}^{(0)}_{\text{BNP}} = \frac{1}{2}(g_u(k) + g_l(k)), k = 1, 2, \ldots, n$$

3. GM(1,1) and FLNGM(1,1)

As mentioned above, the residual modification mechanism can be employed to improve the forecasting accuracy of the original GM(1,1). The FLNGM(1,1) is a kind of residual modification model, and was successfully applied to forecast energy demand. To build the FLNGM(1,1), two grey prediction models can be set up consecutively; the original GM(1,1) is set up first, followed by its residual one.

3.1. GM(1,1)

Regarding a sequence $x^{(0)} = (x_1^{(0)}, x_2^{(0)}, \ldots, x_n^{(0)})$, $x^{(1)} = (x_1^{(1)}, x_2^{(1)}, \ldots, x_n^{(1)})$ is newly generated by the accumulated generating operation (AGO)

$$x_k^{(1)} = \sum_{j=1}^{k} x_j^{(0)}, k = 1, 2, \ldots, n$$

and a first-order differential equation that can be used to approximate $x_1^{(1)}, x_2^{(1)}, \ldots, x_n^{(1)}$ is:

$$\frac{dx^{(1)}}{dt} + ax^{(1)} = b$$

The solution of the above differential equation is

$$\dot{x}_k^{(1)} = (x_1^{(0)} - \frac{b}{a}) e^{a(k-1)} + \frac{b}{a}$$

where $a$ is the developing coefficient and $b$ is the control variable. Then, $a$ and $b$ are further estimated using the grey difference equations.
$x_k^{(0)} + a z_k^{(1)} = b, k = 2, 3, \ldots, n$ (11)

where \( z_k^{(1)} \) is formulated as

\[
z_k^{(1)} = \alpha x_k^{(1)} + (1 - \alpha) x_{k-1}^{(1)}
\] (12)

where usually \( \alpha = 0.5 \). The ordinary least-squares method (OLS) are involved in parameter estimation,

\[
\begin{bmatrix}
a \\
b
\end{bmatrix} = (B'B)^{-1}B'y
\] (13)

where

\[
B = 
\begin{bmatrix}
-x_2^{(1)} & 1 \\
-x_3^{(1)} & 1 \\
\vdots & \vdots \\
-x_n^{(1)} & 1
\end{bmatrix}
\] (14)

and:

\[
y = [x_2^{(0)}, x_3^{(0)}, \ldots, x_n^{(0)}]^T
\] (15)

Finally, the predicted value is derived by the inverse AGO (IAGO):

\[
\hat{x}_k^{(0)} = x_k^{(1)} - \hat{x}_{k-1}^{(1)}, k = 2, 3, \ldots, n
\] (16)

Therefore,

\[
\hat{x}_k^{(0)} = (1 - e^\epsilon) \left( x_k^{(0)} - \frac{b}{a} \right) e^{\epsilon (k-1)}, k = 2, 3, \ldots, n
\] (17)

and \( \hat{x}_1^{(1)} = \hat{x}_1^{(0)} \) holds.

3.2. FLNGM(1,1)

Let \( \mathbf{e}^{(0)} = (e_2^{(0)}, e_3^{(0)}, \ldots, e_n^{(0)}) \), where

\[
e_k^{(0)} = \left| x_k^{(0)} - \hat{x}_k^{(0)} \right|, k = 2, 3, \ldots, n
\] (18)

a residual GM(1,1) can be established by \( \mathbf{e}^{(0)} \), and the predicted value is:

\[
\hat{e}_k^{(0)} = (1 - e^\epsilon) \left( e_k^{(0)} - \frac{b}{a} \right) e^{-\epsilon (k-1)}, k = 3, 4, \ldots, n
\] (19)

Let \( w_j (j = 1, 2, \ldots, 5) \) be the connection weights, and \( \theta \) be a bias. By presenting \( (t_k, \sin(\pi t_k), \cos(\pi t_k), \sin(2\pi t_k), \cos(2\pi t_k)) \) to an FLN, its actual output is computed as:

\[
y = \tanh(w_1 t_k + w_2 \sin(\pi t_k) + w_3 \cos(\pi t_k) + w_4 \sin(2\pi t_k) + w_5 \cos(2\pi t_k) + \theta)
\] (20)

where \(-1 \leq y \leq 1\), and tanh is an activation function formulated as:

\[
\tanh(z) = \frac{e^{z} - e^{-z}}{e^{z} + e^{-z}}
\] (21)

A new predicted value is computed as

\[
\hat{x}_k^{(0)} = \hat{x}_k^{(0)} + 3y_k \hat{e}_k^{(0)}, k = 2, 3, \ldots, n
\] (22)

This signifies that the maximum amount of adjusting \( \hat{x}_k^{(0)} \) is \( 3 \hat{e}_k^{(0)} \), while \( y_k \) with a positive or negative sign can moderate the impact of the amount on \( \hat{x}_k^{(0)} \). A genetic algorithm (GA) can be applied to determine optimal values of \( w \) and \( \theta \) to build an FLNGM(1,1) with high accuracy. For simplicity, the details can be found in Hu [27].
4. The Proposed Combined Prediction Model

To build the proposed NN-FLNGM(1,1), the first step is to find interval grey numbers using two neural networks, followed by the setting up of FLNGM(1,1), and then determining the BNP for the combined model. Section 4.1 describes the construction of the FLNGM(1,1) for interval grey number forecasting (IGF-FLNGM(1,1)), and Section 4.2 describes the evaluation of prediction accuracy.

4.1. Constructing the FLNGM(1,1) for Interval Grey Number Forecasting

After training NN₁ and NN₂, two new data sequences can be created: the upper wrapping sequence \( x_u^{(0)} \) by NN₁ and the lower wrapping sequence \( x_l^{(0)} \) by NN₂, where \( x_u^{(0)} = (g_u(t_1), g_u(t_2), \ldots, g_u(t_n)) = (x_{u,1}^{(0)}, x_{u,2}^{(0)}, \ldots, x_{u,n}^{(0)}) \), and \( x_l^{(0)} = (g_l(t_1), g_l(t_2), \ldots, g_l(t_n)) = (x_{l,1}^{(0)}, x_{l,2}^{(0)}, \ldots, x_{l,n}^{(0)}) \). Consequently, estimation of each available sample can be automatically extended from a single point to an interval. Then two FLNGM(1,1) can be set up for the IGF-FLNGM(1,1): one being the upper FLNGM(1,1), and the other the lower FLNGM(1,1). Using \( x_u^{(0)} \), the predicted value \( \hat{x}_{u,\text{FLN}}^{(0)} \) produced by the upper FLNGM(1,1) is

\[
\hat{x}_{u,\text{FLN}}^{(0)} = \hat{x}_{u,k}^{(0)} + 3y_{u,k} \varepsilon_{u,k}^{(0)}, \quad k = 2, 3, \ldots, n
\]  

where \(-1 \leq y_{u,k} \leq 1\), and \( \varepsilon_{u,k}^{(0)} \) is:

\[
\varepsilon_{u,k}^{(0)} = (1 - e^{a_{u,k}}) \left( \varepsilon_{u,2}^{(0)} - \frac{b_{u,k}}{a_{u,k}} \right) e^{-a_{u,k}(k-1)}, \quad k = 3, 4, \ldots, n
\]  

Using \( x_l^{(0)} \), the predicted value \( \hat{x}_{l,\text{FLN}}^{(0)} \) produced by the IGF-FLNGM(1,1) for the lower limits is

\[
\hat{x}_{l,\text{FLN}}^{(0)} = \hat{x}_{l,k}^{(0)} + 3y_{l,k} \varepsilon_{l,k}^{(0)}, \quad k = 2, 3, \ldots, n
\]  

where \(-1 \leq y_{l,k} \leq 1\), and \( \varepsilon_{l,k}^{(0)} \) is:

\[
\varepsilon_{l,k}^{(0)} = (1 - e^{a_{l,k}}) \left( \varepsilon_{l,2}^{(0)} - \frac{b_{l,k}}{a_{l,k}} \right) e^{-a_{l,k}(k-1)}, \quad k = 3, 4, \ldots, n
\]  

The BNP value for \( x_k^{(0)} \) can be formulated as:

\[
\hat{x}_{k,\text{FLN}}^{(0)} = \frac{1}{2} (\hat{x}_{u,\text{FLN}}^{(0)} + \hat{x}_{l,\text{FLN}}^{(0)}), \quad k = 1, 2, \ldots, n
\]  

4.2. Prediction Performance Evaluation

Let the BNP for the combined model for \( x_k^{(0)} \) be denoted by \( \hat{x}_{k,\text{com}}^{(0)} \). Although both \( x_{k,\text{NN}}^{(0)} \) and \( x_{k,\text{FLN}}^{(0)} \) can be used to compute \( \hat{x}_{k,\text{com}}^{(0)} \), the extent to which \( x_{k,\text{NN}}^{(0)} \) and \( x_{k,\text{FLN}}^{(0)} \) contribute can differ. Based on the forecasting accuracy of IGF-NNs and IGF-FLNGM(1,1), \( \hat{x}_{k,\text{com}}^{(0)} \) is defined as

\[
\hat{x}_{k,\text{com}}^{(0)} = \bar{w}_1 x_{k,\text{NN}}^{(0)} + \bar{w}_2 x_{k,\text{FLN}}^{(0)}
\]  

where \( \bar{w}_1 \) and \( \bar{w}_2 \) are the relative weights of \( x_{k,\text{NN}}^{(0)} \) and \( x_{k,\text{FLN}}^{(0)} \), respectively, and

\[
\bar{w}_1 = \frac{1}{(\text{MAPE}_{\text{NN}})^{\alpha} + (\text{MAPE}_{\text{FLNGM(1,1)}})^{\beta}}
\]  

and
\[ w_2 = \left( \frac{1}{\text{MAPE}_{\text{FLNGM}(1,1)}} \right)^{\beta} \left( \frac{1}{\text{MAPE}_{\text{NN}}} \right)^{\alpha} \left( \frac{1}{\text{MAPE}_{\text{FLNGM}(1,1)}} \right)^{\beta} \]  

(30)

in which \( \alpha \) and \( \beta \) are positive real numbers, and \( \text{MAPE} \) denotes the mean absolute percentage error (MAPE).

For the IGF-NNs, its forecasting accuracy measured by the MAPE is defined as:

\[ \text{MAPE}_{\text{NN}} = \frac{1}{n} \sum_{k=1}^{n} \left| \frac{x_k^{(0)} - \hat{x}_k^{(0)}}{\bar{x}_k^{(0)}} \right| \times 100\% \]  

(31)

For the IGF-FLNGM(1,1), its MAPE is:

\[ \text{MAPE}_{\text{FLNGM}(1,1)} = \frac{1}{n} \sum_{k=1}^{n} \left| \frac{x_k^{(0)} - \hat{x}_k^{(0)}}{\bar{x}_k^{(0)}} \right| \times 100\% \]  

(32)

As a result, the MAPE of the NNs-FLNGM(1,1) is formulated as:

\[ \text{MAPE}_{\text{com}} = \frac{1}{n} \sum_{k=1}^{n} \left| \frac{x_k^{(0)} - \hat{x}_k^{(0)}}{\bar{x}_k^{(0)}} \right| \times 100\% \]  

(33)

Undoubtedly, the MAPE has been an ideal indicator that can be used to estimate the forecasting accuracy of prediction models [32,33].

5. Experimental Results

Along with the constant energy consumption worldwide, energy consumption will rise massively by more than 50% before 2030 [34]. The development of effective prediction models for energy demand forecasting becomes increasingly significant, since energy demand forecasting has played an important role in energy management.

In this section, we conducted experiments using real data sequences to evaluate the forecasting accuracy of the proposed combined model. According to the parameter specifications specified by Ishibuchi and Tanaka [13], each network was implemented by a multi-layer perceptron (MLP) with a single input, one hidden layer with five units and a single output. The learning rate and momentum were specified as 0.25 and 0.9, respectively. Section 5.1 briefly introduces the interval grey prediction models considered, and Section 5.2 demonstrates the forecasting accuracy for different prediction models.

5.1. Compared Interval Grey Prediction Models

Several interval grey prediction models were considered. Their distinct features are briefly introduced as follows.

5.1.1. The Interval Grey Number Prediction Model

The IGNPM [19] determined the upper wrapping sequence \( (\hat{x}_{u,1}, \hat{x}_{u,2}, \ldots, \hat{x}_{u,n}) \) and lower wrapping sequence \( (\hat{x}_{l,1}, \hat{x}_{l,2}, \ldots, \hat{x}_{l,n}) \) basis on the grey number layers. The area of the \( k \)-th grey number layer \( s_k^{(0)} \) is defined as:

\[ s_k^{(0)} = \frac{x_{u,k}^{(0)} - x_{l,k}^{(0)} + x_{u,k+1}^{(0)} - x_{l,k+1}^{(0)}}{2} \]  

(34)

We can set up a GM(1,1) using the sequence \( (s_1^{(0)}, s_2^{(0)}, \ldots, s_n^{(0)}) \), where...
\[\bar{z}_k^{(0)} = (1 - e^{a_1}) \left( s_1^{(0)} - \frac{b_1}{a_1} \right) e^{-a_1(k-1)}, \quad k = 2, 3, \ldots, n-1 \]  

(35)

and then, with respect to \( \bar{x}_{u,k}^{(0)} - \bar{x}_{l,k}^{(0)} \):

\[\bar{x}_{u,k}^{(0)} - \bar{x}_{l,k}^{(0)} = \frac{2(1-e^{a_1})(s_1^{(0)} - \frac{b_1}{a_1})e^{-a_1(k-2)}(1 - (-e^{a_2})^{k-2})}{1 + e^{a_2}} + (-1)^k (x_{u,2}^{(0)} - x_{l,2}^{(0)}) \]  

(36)

For the \( k \)-th grey number layer, a middle point \( w_k^{(0)} \) is formulated as:

\[w_k^{(0)} = \frac{x_{u,k}^{(0)} + x_{l,k}^{(0)} + x_{u,k+1}^{(0)} + x_{l,k+1}^{(0)}}{4} \]  

(37)

The sequence \( w_1^{(0)}, w_2^{(0)}, \ldots, w_{n-1}^{(0)} \) is used to construct a GM(1,1) such that

\[\bar{w}_k^{(0)} = (1 - e^{a_1}) \left( w_1^{(0)} - \frac{b_1}{a_1} \right) e^{-a_1(k-1)}, \quad k = 2, 3, \ldots, n-1 \]  

(38)

and then, with respect to \( \bar{x}_{u,k}^{(0)} + \bar{x}_{l,k}^{(0)} \):

\[\bar{x}_{u,k}^{(0)} + \bar{x}_{l,k}^{(0)} = \frac{4(1-e^{a_1})(w_1^{(0)} - \frac{b_1}{a_1})e^{-a_1(k-2)}(1 - (-e^{a_2})^{k-2})}{1 + e^{a_2}} + (-1)^k (x_{u,2}^{(0)} + x_{l,2}^{(0)}) \]  

(39)

The IGNPM ended up with the determination of \( \bar{x}_{u,k}^{(0)} \) and \( \bar{x}_{l,k}^{(0)} \) in terms of \( \bar{x}_{u,k}^{(0)} - \bar{x}_{l,k}^{(0)} \) and \( \bar{x}_{u,k}^{(0)} + \bar{x}_{l,k}^{(0)} \).

5.1.2. The Grey Number Grey Modification Model

A sequence \( x_m^{(0)} = (x_m^{(0)}, x_{m+1}^{(0)}, \ldots, x_n^{(0)}) = (x_{m,1}^{(0)}, x_{m,2}^{(0)}, \ldots, x_{m,n-m+1}^{(0)}) (1 \leq m \leq n-3) \) was considered in the GGMM(1,1) [1], where \( x_{m,1}^{(0)} \) is replaced with \( x_n^{(1)} \) to obtain \( \bar{x}_{m,k}^{(0)} \) to derive the latest tendency [35]:

\[\bar{x}_{m,k}^{(0)} = (1 - e^{a_1}) \left( x_n^{(1)} - \frac{b_n}{a_n} \right) e^{-a_n(k-n)}, \quad k = 2, 3, \ldots, n-m+1 \]  

(40)

Since there are \( m \) sequences, \( \bar{x}_{u,k}^{(0)} \) and \( \bar{x}_{l,k}^{(0)} \) can be formulated as

\[\bar{x}_{u,k}^{(0)} = \max_{1 \leq r \leq r} \bar{x}_{m,k}^{(0)} \]  

(41)

\[\bar{x}_{l,k}^{(0)} = \min_{1 \leq r \leq r} \bar{x}_{m,k}^{(0)} \]  

(42)

where \( r = \min[k, m] \). In particular, \( a_n \) and \( b_n \) are estimated by grey difference equations as

\[x_n^{(0)} + a_n x_n^{(1)} = b_n \]  

(43)

where \( x_n^{(1)} \) is:

\[x_n^{(1)} = \frac{x_n^{(0)} + x_n^{(1)} - (x_n^{(0)})^2}{\ln \frac{x_n^{(0)}}{x_n^{(0)}}} \]  

(44)

To sum up, the BNP values for IGNPM and GGMM(1,1) are the same as those for the IGF-NNs.

5.2. Applications to Energy Demand Forecasting
5.2.1. Case I: Annual Electricity Demand of China

China is the highest energy-consuming country in Asia, and the second largest economy in the world. Facing global warming, China’s energy policy not only impacts its own sustainable development, but can also hugely influence global energy distribution. The first experiment considered the annual electricity demand, using available data from the China Statistical Yearbook 2016. Data from 2001–2012 were used for model fitting, and from 2013–2016 for ex post testing. Let $\alpha$ and $\beta$ range from zero to an arbitrarily large number of five, then the optimal combination of $\alpha$ and $\beta$ can make MAPE$_{com}$ minimal. Such a combination can be determined by using the toolbox in MATLAB to implement a real-valued GA.

The forecasting accuracy of different prediction models is summarized in Tables 1 and 2. Results show that the proposed NN-FLNGM(1,1) is promising as it was superior to the other forecasting models for ex post testing. Although the NN-FLNGM(1,1) was slightly inferior to the FLNGM(1,1) for model fitting, the forecasting accuracy for ex post testing is the primary norm to examine the prediction capability of a forecasting model.

Table 1. Forecasting accuracy of different interval grey number forecasting models for Case I (unit: 100 million kWh).

| Year | Actual | IGF-NN | IGF-FLNGM(1,1) | IGNPM | GGMM(1,1) | NN-FLNGM(1,1) |
|------|--------|--------|----------------|-------|-----------|---------------|
|      |        | Predicted | APE | Predicted | APE | Predicted | APE | Predicted | APE | Predicted | APE |
| 2001 | 14,633.46 | 14,300.67 | 2.27 | 14,300.67 | 2.27 | 16,390.77 | 12.01 | 14,633.46 | 0.80 | 13,984.3 | 4.44 |
| 2002 | 16,331.45 | 16,896.3 | 3.46 | 16,878.96 | 3.35 | 16,896.3 | 3.46 | 17,100.29 | 4.71 | 15,972.62 | 5.97 |
| 2003 | 19,031.6 | 19,869.09 | 4.40 | 21,423.59 | 12.57 | 24,537.58 | 28.93 | 20,285.82 | 6.59 | 20,166.94 | 5.97 |
| 2004 | 21,971.38 | 23,127.66 | 5.26 | 23,944.6 | 8.98 | 21,084.28 | 4.04 | 22,267.95 | 1.35 | 22,425.95 | 2.07 |
| 2005 | 24,940.32 | 26,568.33 | 6.53 | 26,895.6 | 7.84 | 29,148.86 | 16.87 | 23,979.10 | 3.85 | 26,569.76 | 6.53 |
| 2006 | 28,587.97 | 30,087.24 | 5.24 | 30,283.08 | 5.93 | 26,161.65 | 8.49 | 26,167.56 | 8.47 | 29,185.28 | 2.09 |
| 2007 | 37,211.8 | 33,590.06 | 9.73 | 33,799.80 | 9.17 | 34,739.44 | 6.64 | 31,033.86 | 16.60 | 33,793.02 | 9.19 |
| 2008 | 34,541.35 | 36,997.67 | 7.11 | 37,230.13 | 7.78 | 32,317.31 | 6.44 | 35,095.77 | 1.61 | 36,253.6 | 4.96 |
| 2009 | 37,032.14 | 40,248.17 | 8.68 | 40,492.88 | 9.35 | 41,517.28 | 12.11 | 36,746.24 | 0.77 | 40,791.1 | 10.15 |
| 2010 | 41,934.49 | 43,296.43 | 3.25 | 43,162.98 | 2.93 | 39,780.23 | 5.13 | 39,549.16 | 5.70 | 42,698.22 | 1.82 |
| 2011 | 47,000.88 | 46,112.69 | 1.89 | 45,088.18 | 4.07 | 49,734.53 | 5.82 | 43,678.58 | 7.07 | 46,625.69 | 0.80 |
| 2012 | 49,762.64 | 48,680.08 | 2.18 | 48,321.47 | 2.90 | 48,828.04 | 1.88 | 48,243.27 | 3.05 | 48,363.14 | 2.81 |

MAPE 5.00 6.43 9.32 4.98 4.42

Table 2. Forecasting accuracy of different prediction models for Case I (unit: 100 million kWh).

| Year | Actual | NN | ARIMA | GM(1,1) | FLNGM(1,1) |
|------|--------|-------|-------|---------|------------|
|      |        | Predicted | APE | Predicted | APE | Predicted | APE | Predicted | APE | Predicted | APE |
| 2001 | 14,633.46 | 16,398.85 | 12.06 | 14,633.46 | 0.00 | 14,633.46 | 0.00 | 14,633.46 | 0.00 |
| 2002 | 16,331.45 | 17,533.93 | 7.36 | 14,937.32 | 8.54 | 18,481.63 | 13.17 | 16,144.5 | 1.13 |
| 2003 | 19,031.6 | 19,207.48 | 0.92 | 18,984.3 | 0.25 | 20,423.29 | 7.31 | 18,932.71 | 0.52 |
| 2004 | 21,971.38 | 21,518.08 | 2.06 | 22,888.61 | 4.17 | 22,568.94 | 2.72 | 21,966.45 | 0.02 |
| 2005 | 24,940.32 | 24,833.08 | 1.83 | 26,655.28 | 6.88 | 24,940.00 | 0.00 | 25,281.11 | 1.37 |
| 2006 | 28,587.97 | 28,004.94 | 2.04 | 30,289.16 | 5.95 | 27,560.17 | 3.60 | 28,678.21 | 0.32 |
| 2007 | 37,211.8 | 31,880.39 | 14.33 | 33,794.93 | 9.18 | 30,455.61 | 18.16 | 32,017.3 | 13.96 |
| 2008 | 34,541.35 | 35,855.23 | 3.80 | 37,177.11 | 7.63 | 33,655.24 | 2.57 | 35,277.03 | 2.13 |
| 2009 | 37,032.14 | 39,694.69 | 7.19 | 40,440.06 | 6.61 | 37,191.02 | 0.43 | 38,487.54 | 3.93 |
| 2010 | 41,934.49 | 43,231.85 | 3.09 | 43,587.98 | 3.94 | 41,098.26 | 1.99 | 41,705.75 | 0.55 |
| 2011 | 47,000.88 | 46,379.42 | 1.32 | 46,624.93 | 0.80 | 45,415.99 | 3.37 | 45,239.89 | 3.75 |
| 2012 | 49,762.64 | 49,114.49 | 1.30 | 49,554.81 | 0.42 | 50,187.34 | 0.85 | 49,670.02 | 0.19 |

MAPE 4.78 7.16 4.51 2.32

2013 54,203.41 51,454.11 5.07 52,381.41 3.36 55,459.96 2.32 55,111.25 1.67
5.2.2. Case II: Annual Energy Demand of Taiwan

The second experiment considered annual energy demand using data from the Taiwan Energy Bureau. Data from 2001–2012 were selected for model fitting, and from 2013 and 2016 for ex post testing. The best combination of α and β that make MAPEminimal can be determined by a GA.

Tables 3 and 4 summarize model fitting and ex post testing results, respectively, for the different prediction models. Like Case I, the proposed NN-FLNGM(1,1) outperformed the other prediction models considered for ex post testing. Furthermore, experimental results show that the setting of ranges for α and β are acceptable. The ranges of α and β seem not be a serious problem to set up the proposed prediction model. It is noted that the Autoregressive Integrated Moving Average model (ARIMA) ARIMA(1, 0, 1) fits the statistical properties of available data well for both Cases I and II, where ARIMA(p, d, q) denotes that the autoregressive model of order p, the moving average model of order q and the number of differences d are taken into account.

**Table 3.** Forecasting accuracy of different interval grey number forecasting models for Case II (unit: 104 kLOE).

| Year  | Actual | IGF-NNs Predicted | IGF-FLNGM(1,1) Predicted | IGNPM Predicted | GGMM(1,1) Predicted | NN-FLNGM(1,1) Predicted | MAPE |
|-------|--------|------------------|--------------------------|----------------|---------------------|--------------------------|------|
| 2001  | 91,333.4| 92,222.6         | 92,222.6                 | 92,222.6       | 91,333.4            | 90,748.7                 | 0.64 |
| 2002  | 95,385.9| 96,977.9         | 97,293.0                 | 96,977.9       | 95,475.4            | 95,632.9                 | 0.26 |
| 2003  | 99,252.5| 100,972.1        | 102,674.8                | 102,736.6      | 100,689.8           | 100,655.9                | 1.41 |
| 2004  | 103,553.3| 104,180.7       | 104,082.3                | 99,487.7       | 104,298.3           | 103,020.0                | 0.51 |
| 2005  | 105,700.9| 106,626.1       | 105,739.0                | 109,917.2      | 106,626.8           | 105,504.0                | 0.19 |
| 2006  | 107,773.8| 108,398.4       | 107,027.0                | 102,059.5      | 108,626.2           | 107,094.1                | 0.63 |
| 2007  | 113,024.6| 109,683.7       | 108,561.3                | 112,520.6      | 110,826.3           | 108,923.2                | 3.63 |
| 2008  | 109,819.2| 110,493.4       | 109,684.5                | 104,694.8      | 106,287.3           | 109,969.0                | 0.14 |
| 2009  | 107,677| 111,082.4        | 110,919.9                | 115,188.4      | 100,195.6           | 111,332.6                | 3.40 |
| 2010  | 114,368| 111,492.4        | 111,582.0                | 107,395.3      | 143,562.3           | 111,927.7                | 2.13 |
| 2011  | 113,105.3| 111,781.6       | 112,783.4                | 117,922.0      | 113,244.6           | 113,129.0                | 0.02 |
| 2012  | 112,870.8| 111,988.6       | 113,733.0                | 110,162.6      | 114,043.2           | 113,758.1                | 0.79 |
| MAPE  | 1.47   | 1.52            | 4.07                     | 3.83           | 1.15                |                          |      |
| 2013  | 115,893.7| 112,138.8       | 115,153.0                | 120,723.2      | 114,353.4           | 115,002.4                | 0.77 |
| 2014  | 116,826.5| 112,249.1       | 116,136.7                | 112,998.2      | 115,079.3           | 115,597.1                | 1.05 |
| 2015  | 116,509.1| 112,330.8       | 117,615.5                | 123,593.7      | 115,621.2           | 116,843.3                | 0.29 |
| 2016  | 116,808.9| 112,391.9       | 118,940.7                | 115,903.9      | 116,179.3           | 117,578.7                | 0.66 |
| MAPE  | 3.63   | 1.00            | 3.57                     | 0.99           | 0.69                |                          |      |

**Table 4.** Forecasting accuracy of different prediction models for Case II (unit: 104 kLOE).

| Year  | Actual | NN Predicted | ARIMA Predicted | GM(1,1) Predicted | FLNGM(1,1) Predicted | APE | APE | APE | APE | APE | APE |
|-------|--------|--------------|-----------------|------------------|---------------------|-----|-----|-----|-----|-----|-----|
| 2001  | 91,333.4| 90,894.3     | 91,333.4        | 91,333.4         | 91,333.4            | 0.48| 0.48| 0.48| 0.48| 0.48| 0.48|
| 2002  | 95,385.9| 95,719.4     | 95,203.1        | 100,267.5        | 95,315.22           | 0.35| 0.35| 0.35| 0.35| 0.35| 0.35|
| 2003  | 99,252.5| 99,957.2     | 99,774.9        | 101,798.4        | 100,601.9           | 0.71| 0.71| 0.71| 0.71| 0.71| 0.71|
| 2004  | 103,553.3| 103,408.2    | 103,256.6       | 103,352.8        | 103,278.7           | 0.14| 0.14| 0.14| 0.14| 0.14| 0.14|
| 2005  | 105,700.9| 106,103.0    | 105,907.9       | 104,930.8        | 105,702.5           | 0.38| 0.38| 0.38| 0.38| 0.38| 0.38|
| 2006  | 107,773.8| 108,158.0    | 107,927.1       | 106,533.0        | 107,747.7           | 0.36| 0.36| 0.36| 0.36| 0.36| 0.36|
| 2007  | 113,024.6| 109,704.4    | 109,464.7       | 108,159.6        | 109,379.3           | 2.94| 2.94| 2.94| 2.94| 2.94| 2.94|
| 2008  | 109,819.2| 110,859.7    | 110,635.7       | 110,811.1        | 110,579.4           | 0.95| 0.95| 0.95| 0.95| 0.95| 0.95|
| 2009  | 107,677| 111,719.6    | 111,527.4       | 111,487.7        | 111,368.7           | 3.75| 3.75| 3.75| 3.75| 3.75| 3.75|
6. Discussion and Conclusions

As for China, it is mainly satisfied by fossil fuels [36], while a massive need for oil, coal and gas can be expected, along with rapid economic growth [4,37]. Undoubtedly, the development of prediction models for energy demand forecasting is very crucial for future economic prosperity and environmental security. Due to the uncertain and imprecise nature of the available energy demand data, it is reasonable to develop the interval grey prediction models for energy demand forecasting. As a matter of fact, energy demand forecasting can be treated as a kind of grey system problems [4,38], since factors such as gross domestic product, population, urbanization rate and the share of coal energy could affect energy demand [39]. Nevertheless, it is not clear what the precise manner of the impact is.

This study used a simplified version of fuzzy regression analysis [40,41], interval regression analysis, to estimate interval grey numbers. Because available data usually exhibit nonlinear tendencies, IGF-NNs created by two NNs were considered. Although data uncertainty can be dealt with by interval regression analysis, it is interesting to further examine the prediction capability of the IGF-NNs by defuzzifying interval grey numbers derived by the IGF-NNs. It is also possible to improve IGF-NN prediction accuracy further by combining results obtained by the other interval grey number prediction model. Thus, this study applied interval grey numbers obtained by the IGF-NNs to construct the IGF-FLNGM(1,1), and then a combined BNP for \(x_1^{(0)}\) was calculated by a weighted average of BNP values from the IGF-NNs and IGF-FLNGM(1,1).

The forecasting accuracy of the proposed combined model was evaluated by real data collected from public sectors. The combined model exhibited superior prediction accuracy compared with the other prediction models considered for ex post testing. The proposed model also outperformed the other interval grey prediction models considered, including IGNPM, GGMM(1,1), IGF-NNs and IGF-FLNGM(1,1), for both model fitting and ex post testing. This further confirms that the forest combination improves point forecast performance. It is noted that the proposed combined model is quite different from the IGNPM and IN-DGM, as it applies nonlinear regression analysis to determine the upper and lower wrapping sequences automatically based on real-valued data sequences. In other words, the proposed combined model is driven by the real-valued sequences, while the IGNPM and the IN-DGM are mainly driven by interval-valued ones.

For Taiwan, almost 98% of energy was imported, reaching 13–15% of gross domestic product, and energy supply is highly dependent on imported fossil fuels, which is the leading cause of high carbon dioxide emissions. The results obtained by the proposed combined model were very encouraging regarding predicting Taiwan energy demand, and the government could make use of the proposed combined model to set up energy plans to promote environmental protection and sustainable economic growth.

As for the future work, the activation function in the FLN computed the weighted sum of a weight vector with an input. However, the interaction among variables was not considered in the weighted sum. Since variables are likely to be dependent on each other [42–44], our future work will investigate how to incorporate the nonadditive FLNGM(1,1) [45] into the proposed combined model.
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