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Abstract

Provably solving stochastic convex optimization problems with constraints is essential for various problems in science, business, and statistics. Recently proposed XOR-Stochastic Gradient Descent (XOR-SGD) provides a convergence rate guarantee solving the constraints-free version of the problem by leveraging XOR-Sampling. However, the task becomes more difficult when additional equality and inequality constraints are needed to be satisfied. Here we propose XOR-PGD, a novel algorithm based on Projected Gradient Descent (PGD) coupled with the XOR sampler, which is guaranteed to solve the constrained stochastic convex optimization problem still in linear convergence rate by choosing proper step size. We show on both synthetic stochastic inventory management and real-world road network design problems that the rate of constraints satisfaction of the solutions optimized by XOR-PGD is 10% more than the competing approaches in very large searching space. The improved XOR-PGD algorithm is demonstrated to be more accurate and efficient than both XOR-SGD and SGD coupled with MCMC based samplers. It is also shown to be more scalable with respect to the number of samples and processor cores via experiments with large dimensions.

1 INTRODUCTION

Stochastic Convex Optimization problem is of great importance given its wide applicability in finance, control, robotics, management science, operational research, ecology, and conservation [Sodomka et al., 2007; Ziukov, 2016; Gomes et al., 2019]. Advancements made to address this problem have ramifications in many domains. Mathematically, it minimizes an objective in expectation across multiple probabilistic scenarios under uncertainty.

\[
\min_x \mathbb{E}_{\theta \sim P_{\theta}} f(x, \theta), \\
s.t. \ x \in C := \{\forall i, h_i(x) = 0; \forall j, g_j(x) \leq 0\}.
\]

where each \( f(x, \theta) \) is a convex function with respect to \( x \), \( C \) is the set of constraints, \( g_j(x) \) are convex functions and \( h_i(x) \) are linear. Variable \( \theta \) is sampled from distribution \( P_{\theta} \), which is represented as a Markov random field (MRF) in this paper. We can see that this problem is highly intractable (\#P-hard) [Ding and Xue, 2021]. Despite the intractability of computing the expectation over a general probability distribution, a common operator in probabilistic inference, the problem is harder to solve because of the existence of the constraints set \( C \). A recently proposed method, XOR-SGD [Ding and Xue, 2021] first harness XOR-Sampler [Ermon et al., 2013a] to solve the constraints-free version of this task with guaranteed convergence rate using Stochastic Gradient Descent (SGD). However, they cannot provide such a bound once the solutions are in a constrained space which is more common in the real world. In this paper we consider the setting of the constrained stochastic convex optimization and first provide an algorithm, XOR-Projected Gradient Descent (XOR-PGD), that has a provably convergence rate towards the optimal value. The key of XOR-PGD is to first draw a representative set of samples from \( P_{\theta} \) which yield an accurate estimation of the gradient direction, and then adjust the estimation by projecting the variable \( x \) to the constraints space \( C \). Notice that even if PGD is a common method in traditional constrained optimization, it is not trivial to extend it to a stochastic setting where unbiased estimation is unavailable.

Like XOR-SGD, our XOR-PGD also leverages XOR-Sampling with a constant approximation guarantee, which reduces the sampling problem into queries of NP oracles via hashing and projection. Our key contribution is the extension of classical convergence analysis of XOR-SGD on constrained stochastic convex optimization problems, where we show that a constant multiplicative bound on the expectation of the gradient direction is sufficient to bound the final
result against the true optimum. Our theoretic contribution also does not depend on the unbiasedness of the gradients, which was a necessary condition in previous analysis.

On learning probabilistic graphical models, stochastic optimization is related to the Marginal Maximum-a-posterior (MMAP) problem [Xue et al., 2016, Liu and Ihler, 2013, Marinescu et al., 2014, Maua and de Campos, 2012, Marinescu et al., 2015, Domke, 2013]. These problems can be formulated as (albeit non-convex) stochastic optimization problems. Convergence analysis of gradient descent has been studied for objectives with or without constraints [Wang et al., 2013, Dubey et al., 2016, Agarwal et al., 2017, Lee et al., 2015, Ruder, 2016, Jin et al., 2017, Ge et al., 2015, Duchi et al., 2011, Hinton et al., 2012, Kingma and Ba, 2014, Duchi et al., 2018, Allen-Zhu, 2017, 2018]. The constrained setting is related to a convex-concave saddle point minimax optimization problem [Mokhtari et al., 2020, Xie et al., 2020, Wang and Li, 2020] where primal-dual methods are often used [Du and Hu, 2019, Hamedani and Aybat, 2018]. A fruitful line of Stochastic alternating direction method of multipliers (ADMM) [Ouyang et al., 2013, Zheng and Kwok, 2016, Liu et al., 2017] has been proposed to deal with constrained optimization under uncertainty, yet this uncertainty is represented by a uniform distribution where the unbiased estimation is available. Similar idea of stochastic convex optimization is also proposed by Ding et al. [2021] for machine learning, where they leverage a XOR sampler to estimate the partition function in the learning process of an energy-based model. However, none of them offer a theoretical guarantee of convergence rate in the setting of constrained stochastic convex optimization.

Experimental results reveal that XOR-PGD is effective in optimizing constrained convex stochastic functions. XOR-PGD outperforms competing solvers XOR-SGD and those running SGD with either MCMC, BP or BPChain samplers on both the constrained stochastic inventory management problem and the constrained stochastic network design problems on real-world data under various conditions in not only accuracy and speed, but also the rate of constraints satisfaction. In particular, 90% solutions obtained by XOR-PGD satisfy the constraints set C even when the searching space is very large in the stochastic inventory management problem, approximately 10% more that of competing methods. Besides, the improved XOR-PGD algorithm converges faster than XOR-SGD by accessing 20 less XOR samples in each iteration and is able to find better solutions in the stochastic network design problem. See the experiments section for more details.

Notations For function $f : \mathbb{R}^d \rightarrow \mathbb{R}$, we call it $L$-smooth if for all $x, y$ in the convex domain $dom f$, $f(y) \leq f(x) + \nabla f(x)^T(y - x) + \frac{L}{2}||y - x||^2$. Denote $f^+(x)$ as the positive part of function $f(x)$. In other words, $f^+(x) = \max\{f(x), 0\}$. $f^-(x)$ is defined similarly. For a random vector $x$, we define $\mathbb{E}[|x|]$ as the element-wise expectation and the total variation $\text{Var}(x) = \mathbb{E}[||x||^2] - ||\mathbb{E}[x]||^2$ where $|| \cdot ||^2$ is the square of $l_2$ norm.

## 2 PRELIMINARIES

### 2.1 PROBABILISTIC DISTRIBUTION

The probability distribution $Pr(\theta)$ can be defined in various different forms. We consider $Pr(\theta)$ as a graphical model specified as a factor graph with $N = |V|$ discrete random variables $\theta_i \in \Theta_i$, $i \in V$ where $\Theta_i = \{0, 1\}$. The global random vector $\theta = (\theta_1, \theta_2, \ldots, \theta_N)$ takes value in the cartes-

### 2.2 XOR-SGD

XOR-SGD outperforms SGD with MCMC based samplers in that it has a constant bound on the probability of drawn samples and further guarantee a constant bound between the expectation of the distribution formed by samples and the expectation of true distribution, without requiring exponentially large number of samples. These samples are drawn by XOR-Sampling [Ermon et al., 2013b], a recently proposed sampling scheme with a constant approximation guarantee, which reduces the sampling problem into queries of NP oracles. XOR-SGD requires accessing NP-oracle queries at each iteration. Specifically, XOR-SGD is guaranteed to converge to a solution that is within a vanishing constant away from the true optimum in linear number of iterations, which is shown as Theorem 1

**Theorem 1.** [Ding and Xue, 2021] Let $\rho, \kappa$ be the constant approximation factor as $\rho \leq \kappa$, function $f(x, \theta) : \mathbb{R}^d \times \{0, 1\}^n \rightarrow \mathbb{R}$ be a $L$-smooth convex function w.r.t. $x$. Denote $\text{OPT} = \min_{x, \theta} \mathbb{E}_{\theta \sim \text{Pr}(\theta)} f(x, \theta)$ as the global optimum. Let $\sigma^2 = \max_{x, \theta} \{\text{Var}(\nabla_x f(x, \theta))\}$ and $
abla x^2 = \max_{x, \theta} \{||\nabla_x f(x, \theta)||^2\}$. For any $1 \leq \rho \leq \sqrt{2}$, step size $t = \frac{2\rho^n}{L \rho^2}$ and sample size $N \geq 1, \frac{\rho}{\kappa}$ is the output of XOR-SGD and $\text{obj} = \mathbb{E}_q[f(\pi_K, \theta)]$ is the objective
**Theorem 2.** Let \( f : \mathbb{R}^d \to \mathbb{R} \) be a \( \lambda \)-smooth and \( \mu \)-strongly convex function and \( x^* = \arg \min_{x \in C} f(x) \), where \( C \) is a convex constraint set of \( x \). In iteration \( k \), \( g_k \) is the estimated gradient, i.e., \( x_{k+1} = P_C(x_k - t_k g_k) \) where \( \text{Var}(g_k) \leq \sigma^2 \) and \( P_C(x) := \arg \min_{y \in C} \frac{1}{2} \|x - y\|^2 \) is the projection of \( x \) onto \( C \). If \( t_k = \frac{\mu}{c^2 \lambda} \) and there exists \( 1 \leq c \leq \sqrt{2} \) s.t. \( \frac{1}{c} |\nabla f(x_k)|^2 \leq \mathbb{E}[g_k^2] \leq c |\nabla f(x_k)|^2 \) and \( c |\nabla f(x_k)|^2 \leq \mathbb{E}[g_k^2] \leq \frac{1}{c} |\nabla f(x_k)|^2 \), then the convergence rate of the function value at \( x_k \). We have:

\[
E_{x_k}[f(x_k)] - f(x^*) \leq \frac{p}{2tK} \|x_0 - x^*\|^2 + \frac{t(\sigma^2 + c^2)}{N}.
\] (3)

Theorem 1 states that in expectation, the difference in terms of the objective function values between the output of XOR-SGD algorithm \( x_k \) and the true optimum \( f(x^*) \) is bounded by a term that scales inversely proportional to the number of SGD iterations \( K \) and a tail term \( O(\sigma^2 + c^2) \). Although hard to compute, both \( \sigma^2 \) and \( c^2 \) are from the input and do not depend on the algorithm. However, although the authors provide a constrained version of XOR-SGD in their paper, they are not able to give a theoretical guarantee of convergence rate of this algorithm under the constrained setting, which is known to be more intractable due to the extra constraints on the solution space.

### 3 XOR-PROJECTED GRADIENT DESCENT

In this section we propose XOR-PGD, a new method to solve the stochastic convex optimization problems with extra constraints. XOR-PGD converges to solutions that are at most a constant away from the true optimum in linear number of iterations. The detailed procedure of XOR-PGD is shown in Algorithm [8]. To approximate the gradient \( \nabla_x f(x_k, \theta) \) at step \( k \), XOR-PGD draws \( N \) samples \( \theta_1, \ldots, \theta_N \) from \( P_{\mathcal{R}}(\theta) \) using XOR-Sampling. Because XOR-Sampling has a failure rate, XOR-PGD repeatedly call XOR-Sampling until all \( N \) samples are obtained successfully. XOR-PGD uses the empirical mean \( f_k = \frac{1}{N} \sum_{i=1}^{N} \nabla_x f(x_k, \theta_i) \) as an approximation for \( \nabla_x f(x_k, \theta) \).

Then, by setting the step size \( t_k \) as \( \frac{\sigma^2 + c^2}{\mu^2} \), we update \( x_k \) by first a minus of \( t_k f_k \) and then a projection \( P_C(x) \) to project it to to constraints space \( C \). Here we define \( P_C(x) \) in Equation [4]

\[
P_C(x) := \arg \min_{y \in C} \frac{1}{2} \|x - y\|^2
\] (4)

Using this projection, we can prove that the output of XOR-PGD in expectation converges to the true optimum within a small constant distance at a linear speed w.r.t. the number of iterations \( K \).

**Algorithm 1:** XOR-PGD

**Input:** \( f(x, \theta), \mu, w(\theta), K, N, \beta, \delta, P, \alpha, C \)

1. Initialize \( x_1 \) for function \( f(x, \theta) \)
2. for \( k = 1 \) to \( K - 1 \) do
3. \( i \leftarrow 1 \)
4. while \( i \leq N \) do
5. \( s \leftarrow \text{XOR-Sampling}(w(\theta), \beta, \delta, P, \alpha) \)
6. if \( s \neq \text{Failure} \) then
7. \( \theta_i \leftarrow s \)
8. \( i \leftarrow i + 1 \)
9. end
10. end
11. Compute \( f_k = \frac{1}{N} \sum_{i=1}^{N} \nabla_x f(x_k, \theta_i) \)
12. Compute \( t_k = \frac{\mu^2}{\sigma^2 + c^2} \)
13. Update \( x_{k+1} \leftarrow \arg \min_{y \in C} \frac{1}{2} \|x_k - t_k f_k - y\|^2 \)
14. end
15. \( x_K \leftarrow x_K = \frac{1}{K} \sum_{k=1}^{K} x_k \)
16. return \( x_K \)

**Algorithm 2:** Improved XOR-PGD

1. ... as in Algorithm 1, except
2. replacing line 12 by: \( t_k = \frac{\mu}{\mu + (k+1)} \)
3. replacing line 15 by: \( x_K \leftarrow x_K = \frac{2 \sum_{k=1}^{K} x_k}{K+1} \)

**XOR-PGD** is \( O\left(\frac{\log K}{K}\right)\):

\[
E[f(x_K)] - f(x^*) \leq \frac{B}{2\mu K}(1 + \log(K)),
\] (5)

where \( x_K = \frac{1}{K} \sum_{k=1}^{K} x_k \).

**Proof.** (Theorem 2) Because orthogonal projections contract distances, we have

\[
\|x_{k+1} - x^*\|^2 = \|x_k - t_k g_k - x^*\|^2
= \|x_k - x^*\|^2 + t_k^2 \|g_k\|^2 - 2t_k \langle g_k, x_k - x^* \rangle
\]

Taking expectation on both side, we have

\[
E[\|x_{k+1} - x^*\|^2] \leq E[\|x_k - x^*\|^2] + t_k^2 E[\|g_k\|^2]
- 2t_k \langle E[g_k], x_k - x^* \rangle
\]

From Lemma 1 in [Ding and Xue 2021], we know

\[
- \langle E[g_k], x_k - x^* \rangle \leq -\frac{1}{c} \langle \nabla f(x_k), x_k - x^* \rangle.
\]

Then we have

\[
E[\|x_{k+1} - x^*\|^2] \leq E[\|x_k - x^*\|^2] + t_k^2 E[\|g_k\|^2]
- 2t_k \frac{1}{c} \langle \nabla f(x_k), x_k - x^* \rangle
\]

\[
\leq E[\|x_k - x^*\|^2] + t_k^2 E[\|g_k\|^2]
- 2t_k \frac{1}{c} \|f(x_k) - f(x^*)\| + \frac{\mu}{2} \|x_k - x^*\|^2
\]
The last inequality is because $f$ is $\mu$-strongly convex. After some rearranging and taking expectation on both sides, we have
\[
\mathbb{E}[f(x_k)] - f(x^*) \leq \frac{ct_k}{2} \mathbb{E}[[\|g_k\|^2]] + \frac{c - t_k \mu}{2t_k} \mathbb{E}[[x_k - x^*]_2^2] - \frac{2t_k}{c} \mathbb{E}[[x_{k+1} - x^*]_2^2].
\]
We know $\mathbb{E}[\|g_k\|^2] = \mathbb{E}[\|g_k\|^2] + \text{Var}(g_k)$, and from Lemma 1 in [Ding and Xue, 2021] we have
\[
\mathbb{E}[\|g_k\|^2] \leq c(\mathbb{E}[\|\nabla f(x_k)\|]\mathbb{E}[\|g_k\|]) \leq cL\mathbb{E}[\|g_k\|]
\]
Therefore, $\mathbb{E}[\|g_k\|^2] \leq c^2L^2$ is bounded above and $\mathbb{E}[\|g_k\|^2] \leq c^2L^2 + \sigma^2$. Apply this bound, we have
\[
\mathbb{E}[f(x_k)] - f(x^*) \leq \frac{ct_k}{2} (c^2L^2 + \sigma^2) + \frac{c - t_k \mu}{2t_k} \mathbb{E}[[x_k - x^*]_2^2] - \frac{2t_k}{c} \mathbb{E}[[x_{k+1} - x^*]_2^2]
\]
With $t_k = \frac{\mu}{2t_k}$, the above inequality becomes
\[
\mathbb{E}[f(x_k)] - f(x^*) \leq \frac{c^2(\mathbb{E}[[\nabla f(x_k)\|\mathbb{E}[\|g_k\|])]}{2t_k} + \frac{\mu(k-1)}{2} \mathbb{E}[[x_k - x^*]_2^2] - \frac{t_k}{2} \mathbb{E}[[x_{k+1} - x^*]_2^2]
\]
Summing the above equations for $k = 1, \ldots, K$, we get
\[
\mathbb{E}[\frac{1}{K} \sum_{k=1}^{K} f(x_k)] - f(x^*) \leq \frac{1}{K} \sum_{k=1}^{K} \mathbb{E}[f(x_k)] - f(x^*)
\]
\[
\leq \frac{B}{2\mu K} K \sum_{k=1}^{K} [1 + \frac{\mu}{2K} 0 - K \mathbb{E}[[x_{K+1} - x^*]_2^2]
\]
\[
\leq \frac{B}{2\mu K} (1 + \log(K))
\]
where $B = c^2(\mathbb{E}[[\nabla f(x_k)\|\mathbb{E}[\|g_k\|])]}{2t_k}$. The first inequality is obtained using the convexity of $f$; the second inequality is obtained from a telescoping sum. Let $\bar{x}_K = \frac{1}{K} \sum_{k=1}^{K} x_k$, the above inequality can be written as
\[
\mathbb{E}[f(\bar{x}_K)] - f(x^*) \leq \frac{B}{2\mu K} (1 + \log(K))
\]
Therefore, the convergence rate is $O\left(\frac{\log(K)}{K}\right)$. This completes the proof.

Theorem 3 states that by choosing the step size $t_k$ inverse proportional to the step $k$, i.e., $t_k = \frac{\mu}{2\mu K}$, our XOR-PGD can converge to the optimal value in $O\left(\frac{\log K}{K}\right)$. In practice, we can increase the sample size from 1 to $N$ to further reduce the variance. By replacing the objective $f(x)$ in Theorem 2 with $f_{\theta}(x, \theta)$ and noticing $\text{Var}(\overline{g}_k) = \text{Var}(\nabla f(x, \theta))/N$ due to the sample size $N$, we have the following Theorem 5.

**Theorem 3.** Let $\rho, \kappa$ be the constant approximation factor as in [Ding and Xue, 2021], function $f(x, \theta) : \mathbb{R}^d \times \{0, 1\}^N \rightarrow \mathbb{R}$ be a $L$-smooth and $\mu$-strongly convex function w.r.t. $x$. Denote $\text{OPT} = \min_{x \in C} \mathbb{E}_{\theta \sim \mathcal{P}(\theta)} f(x, \theta)$ as the global optimum in constraints set $C$. Let $\sigma^2 = \text{max}_x \mathbb{E} \left[ \text{Var}(\nabla f(x, \theta)) \right]$ and $\epsilon^2 = \text{max}_x \mathbb{E} \left[ \mathbb{E} \left[ \text{Var}(\nabla f(x, \theta)) \right] \right]$. For any $1 \leq \rho \kappa \leq \sqrt{2}$, step size $t \leq \frac{\mu}{\rho \kappa}$ and sample size $N \geq 1$, $\overline{x}_K = \frac{1}{K} \sum_{k=1}^{K} x_k$ is the output of XOR-PGD (Algorithm 1) and $\text{obj} = \mathbb{E}_{\theta} [f(\overline{x}_K, \theta)]$ is the objective function value at $x_K$. We have:

\[
\mathbb{E}_{\theta}[\text{obj}] - \text{OPT} \leq \left( \frac{\rho \kappa L^2 \rho \kappa}{2 \mu} + \frac{\rho \kappa \sigma^2 + \epsilon^2}{2 \mu N} \right) \left( 1 + \log(K) \right)
\]

**Proof:** (Theorem 5) Since we use $N$ samples at each iteration, we have $\overline{x}_K = \frac{1}{N} \sum_{i=1}^{N} \overline{g}_k$ and $\mathbb{E}[\overline{g}_k] = \mathbb{E}[g_k]$. In each iteration $k$ we can adjust the parameters in XOR-Sampling to make the tail $c_0\rho \kappa$ zero, then for each sample $g_k$ we can obtain from Theorem 2 that

\[
\frac{1}{\rho \kappa} \mathbb{E}_{\theta} [\nabla f(x_k, \theta)]^+ \leq \mathbb{E}[g_k^+] \leq \rho \kappa \mathbb{E}_{\theta} [\nabla f(x_k, \theta)]^+.
\]

\[
\rho \kappa \mathbb{E}_{\theta} [\nabla f(x_k, \theta)]^- \leq \mathbb{E}[g_k^-] \leq \frac{1}{\rho \kappa} \mathbb{E}_{\theta} [\nabla f(x_k, \theta)]^-.
\]

The variance of each sample $g_k$ can also be bounded by
\[
\text{Var}(g_k) = \mathbb{E}_{\theta \sim \mathcal{P}(\theta)} [\|\nabla f(x_k, \theta')\|^2] - \mathbb{E}_{\theta \sim \mathcal{P}(\theta)} [\|\nabla f(x_k, \theta')\|^2]_2
\]
\[
\leq \rho \kappa \mathbb{E}_{\theta \sim \mathcal{P}(\theta)} [\|\nabla f(x_k, \theta')\|^2]_2
\]
\[
= \rho \kappa \mathbb{E}_{\theta \sim \mathcal{P}(\theta)} [\text{Var}(\nabla f(x_k, \theta)) + \mathbb{E}[\text{Var}(\nabla f(x_k, \theta))]]_2
\]
\[
\leq \rho \kappa (\sigma^2 + \epsilon^2).
\]

Denote $\overline{g}_k^+ = \text{max} \{\overline{g}_k, 0\}$ and $\overline{g}_k^- = \text{min} \{\overline{g}_k, 0\}$. Clearly, $g_k^+ \geq 0$ and $g_k^- \leq 0$. Moreover, for a given dimension, either $g_k^+ = 0$ for that dimension or $g_k^- = 0$. Evaluating $\overline{g}_k^+$ dimension by dimension, we can see that $\overline{g}_k^+ = \frac{1}{\rho \kappa} \sum_{i=1}^{N} g_i^+$ and $\overline{g}_k^- = \frac{1}{\rho \kappa} \sum_{i=1}^{N} g_i^-$. Combined with Equation [14] and [15] we know

\[
\frac{1}{\rho \kappa} \mathbb{E}_{\theta} [\nabla f(x_k, \theta)]^+ \leq \mathbb{E}[\overline{g}_k^+] \leq \rho \kappa \mathbb{E}_{\theta} [\nabla f(x_k, \theta)]^+.
\]

\[
\rho \kappa \mathbb{E}_{\theta} [\nabla f(x_k, \theta)]^- \leq \mathbb{E}[\overline{g}_k^-] \leq \frac{1}{\rho \kappa} \mathbb{E}_{\theta} [\nabla f(x_k, \theta)]^-.
\]

Because $\mathbb{E}[\overline{g}_k] = \mathbb{E}[g_k^+]$, we also have

\[
\text{Var}(\overline{g}_k) = \frac{1}{N^2} \text{Var}(\sum_{i=1}^{N} g_i^+) = \frac{\text{Var}(g_i^+)}{N}.
\]

Then the variance of $\overline{g}_k$ can be bounded as

\[
\text{Var}(\overline{g}_k) \leq \frac{\rho \kappa (\sigma^2 + \epsilon^2)}{N}.
\]
Therefore, we can then apply Theorem 5 to get the result in equation 5.

\[
\mathbb{E}_{\pi_N}[\mathbb{E}_\theta[f(\bar{x}_N, \theta)]] - \mathbb{E}_\theta[f(x^*, \theta)] \\
\leq \frac{\rho^1\kappa^4L^2 + \rho^2\kappa^2\max_k\{\text{Var}(\bar{y}_k)\}}{2\mu K}(1 + \log(K)) \\
\leq \frac{\rho^1\kappa^4L^2 + \rho^2\kappa^2\sigma^2 + \varepsilon^2}{2\mu K}(1 + \log(K))
\]

which can also be written as

\[
\mathbb{E}_{\pi_N}[\text{obj}] - \text{OPT} \\
\leq \left(\frac{\rho^1\kappa^4L^2}{2\mu} + \frac{\rho\kappa(\sigma^2 + \varepsilon^2)}{2\mu N}\right) \frac{1 + \log(K)}{K}.
\]

This completes the proof. \(\square\)

In Theorem 5, we can see the difference to the optimum is inversely proportional to both \(K\) and \(N\) to some extent. To tighten the bound with fixed number of iterations \(K\), we can either conduct more XOR-Sampling scheme leading to smaller \(\rho\), or generate more samples at each iteration to reduce the variance term.

### 3.1 IMPROVED XOR-PGD

Although we prove that the proposed XOR-PGD has a theoretical guarantee on the convergence rate, this convergence rate of \(O\left(\frac{\log K}{K}\right)\) is not rather surprising. Therefore, we further improve the algorithm by selecting a more reasonable step size. By selecting \(t_k = \frac{2\rho c}{\mu(k+1)}\) as in Algorithm 2 and compute the last output from a weighted average \(x_{k+1} = \frac{2\kappa}{\mu(k+1)}x_k\), we develop an improved algorithm of XOR-PGD named (I)XOR-PGD in Algorithm 2. We prove that this (I)XOR-PGD is able to further accelerate the convergence rate to \(O\left(\frac{1}{K}\right)\).

**Theorem 4.** Let \(f : \mathbb{R}^d \to \mathbb{R}\) be a \(L\)-smooth and \(\mu\)-strongly convex function and \(x^* = \arg\min_{x \in C} f(x)\), where \(C\) is a convex set of \(x\). In iteration \(k\), \(g_k\) is the estimated gradient, i.e., \(x_{k+1} = \mathbb{P}_C(x_k - t_kg_k)\) where \(\text{Var}(g_k) \leq \sigma^2\) and \(\mathbb{P}_C(x) := \arg\min_{y \in C} \frac{1}{2}\|x - y\|^2\) is the projection of \(x\) onto \(C\). If \(t_k = \frac{2\rho c}{\mu(k+1)}\) and there exists \(1 \leq c \leq \sqrt{2}\) such that

\[
\frac{1}{c}\|\nabla f(x_k)\|^2 \leq \mathbb{E}[g_k^2] \leq c\|\nabla f(x_k)\|^2 + c\|\nabla f(x_k)\|^+ \leq \mathbb{E}[g_k^+] \leq \frac{1}{c}\|\nabla f(x_k)\|^-,\text{ then the convergence rate of the Improved XOR-PGD algorithm is } O\left(\frac{1}{K}\right):
\]

\[
\mathbb{E}\left[f(\bar{x}_K)\right] - f(x^*) \leq \frac{2B}{\mu(K+1)},
\]

where \(\bar{x}_K = \frac{2}{K(K+1)}\sum_{k=1}^K kx_k\).

**Proof.** With \(t_k = \frac{2\rho c}{\mu(k+1)}\) and multiplying \(6\) by \(k+1\), we have

\[
k(\mathbb{E}[f(x_k)] - f(x^*)) \leq \frac{kB}{\mu(k+1)} \frac{k}{4}(k(k-1))\mathbb{E}[\|x_k - x^*\|^2] - \frac{k}{4}(k(k+1))\mathbb{E}[\|x_{k+1} - x^*\|^2]) \\
\leq \frac{B}{\mu} + \frac{\mu}{4}(k(k-1))\mathbb{E}[\|x_k - x^*\|^2] \\
- \frac{\mu}{4}(k(k+1))\mathbb{E}[\|x_{k+1} - x^*\|^2])
\]

Summing from \(k = 1\) to \(k = K\), we have

\[
\sum_{k=1}^K k(\mathbb{E}[f(x_k)] - f(x^*)) \\
\leq \frac{KB}{\mu} + \frac{\mu}{4}((0 - K(K+1))\mathbb{E}[\|x_{k+1} - x^*\|^2])
\]

Then, we have

\[
\mathbb{E}\left[f\left(\frac{2}{K(K+1)}\sum_{k=1}^K kx_k\right)\right] - f(x^*) + \frac{\mu}{2}\mathbb{E}[\|x_{k+1} - x^*\|^2] \\
\leq \frac{2B}{\mu(K+1)},
\]

which implies

\[
\mathbb{E}\left[f(\bar{x}_K)\right] - f(x^*) \leq \frac{2B}{\mu(K+1)},
\]

where \(\bar{x}_K = \frac{2}{K(K+1)}\sum_{k=1}^K kx_k\). Here we prove the \(O(1/K)\) convergence rate. \(\square\)

Similarly, we can get the final convergence rate of the Improved XOR-PGD as in Algorithm 2 by increasing the sample size from 1 to \(N\).

**Corollary 1.** (Main) Let \(\rho, \kappa\) be as before, function \(f(x, \theta) : \mathbb{R}^d \times \{0, 1\}^n \to \mathbb{R}\) be a \(L\)-Lipschitz and \(\mu\)-strongly convex function w.r.t. \(x\). Denote \(\text{OPT} = \min_{x \in C} \mathbb{E}_\theta[f(x, \theta)]\) as the global optimum. Let \(\sigma^2 = \max_x \{\text{Var}(\nabla_x f(x, \theta))\}\) and \(\varepsilon^2 = \max_x \{\|\nabla_x f(x, \theta)\|^2\}\). For any \(1 \leq \rho\kappa \leq \sqrt{2}\), step size \(t \leq \frac{2\rho\kappa}{\mu(K+1)}\) and sample size \(N \geq 1\), \(\bar{x}_K = \frac{2}{K(K+1)}\sum_{k=1}^K kx_k\) is the output of Improved XOR-PGD (algorithm 2) and \(\text{obj} = \mathbb{E}_\theta[f(\bar{x}_K, \theta)]\) is the objective function value at \(\bar{x}_K\). We have:

\[
\mathbb{E}_{\bar{x}_K}[\text{obj}] - \text{OPT} \\
\leq \left(\frac{\rho^1\kappa^4L^2}{\mu} + \frac{\rho\kappa(\sigma^2 + \varepsilon^2)}{\mu N}\right) \frac{1}{K+1}.
\]

We skip the proof since it is very similar to the proof of Theorem 5. It should be noticed that although hard to compute, \(\sigma^2\) and \(\varepsilon^2\) are from the input which do not depend on the algorithm. In addition, it should be noticed that the convergence rate of our algorithm is determined by the approximation constant \(\rho\kappa\) from XOR-sampling. The smaller this
constant is, the lower the success rate of XOR-Sampling has. By setting proper parameter values, we can get $\rho \kappa = \sqrt{2}$. As a consequence, we can collect $N$ samples successfully by running XOR-Sampling around $40N$ times. The time complexity can be further reduced via parallel sampling. In addition, the sampling procedure is independent of the optimization step since $Pr(\theta)$ does not depend on $x$.

4 EXPERIMENTS

We evaluate our (Improved) XOR-PGD algorithm on the same benchmark of XOR-SGD [Ding and Xue 2021], the inventory management [Ziukov 2016, Shapiro and Philpott 2007]) and the network design problems (Sheldon et al. 2012, Wu et al. 2017, 2016). For comparison, we consider XOR-SGD, and also those that use SGD methods with Gibbs Sampling, Belief Propagation (BP) (Yedidia et al. 2001, Murphy et al. 2013), or Belief Propagation Chain (BPC) (Fan and Xue 2020). Similar to the setting in [Ding and Xue 2021], for each setting of both applications, to produce a sample, we let Gibbs sampling have 100 burn in samples, and then draws one sample every 200 steps. We fix the number of iteration steps of both BP and BPC as 20, which is enough for belief propagation to converge. We allow SGD with Gibbs sampling, BP and BPC to draw more samples than both XOR-PGD and XOR-SGD for a fair comparison. For both applications, we use MRF as probabilistic models for $Pr(\theta)$. All experiments were conducted using single core architectures on Intel Xeon Gold 6126 2.60GHz machines with 96GB RAM and a wall-time limit of 10 hours. We use IBM ILOG Cplex 12.71 as the solver of NP oracle to produce each XOR sample for both XOR-PGD and XOR-SGD. Notice that the projection step in XOR-PGD is also solved by Cplex. Once a solution $x$ is generated by either algorithm, we use an exact weighted counter ACE [Barton et al. 2016] to evaluate $\mathbb{E}_{d \sim P_{r}(d)} f(x, \theta)$ exactly. All objective values reported are from ACE. Since we run each algorithm on one single core with a wall-time limit of 10 hours for a fair comparison thus not all algorithms can complete all iterations, we report the best results found by each algorithm within the time limit.

4.1 STOCHASTIC INVENTORY MANAGEMENT

We first investigate our algorithm on the stochastic inventory management problem studied in [Shapiro and Philpott 2007]. Assuming there are $n$ materials. The demand of material $i$ is $d_i$. Let $d = (d_1, \ldots, d_n)^T$ be the demand vector. The manager stocks $x_i$ amount of material $i$ at the beginning of the season. Each unit of material $i$ takes storage space $w_i$, and the total amount of pre-order is limited by the available storage space $X$. At the end of the production season, demand $d$ will be revealed to the manager. We assume the cost of ordering the $i$-th material is $c_i$ per unit. If the demand $d_i > x_i$, then a back order is needed, of which one unit costs $b_i \geq c_i$. Overall, the cost for back order is $b_i(d_i - x_i)$ if $d_i > x_i$, and is zero otherwise. On the other hand, if $d_i < x_i$, then a holding cost of $h_i$ per unit is incurred, leading to an additional total cost $h_i(x_i - d_i)$. Summing it up, the cost for material $i$ is $G_i = c_i x_i + b_i (d_i - x_i)^+ + h_i (x_i - d_i)^+$ where $[a]^+$ denotes the maximum of $a$ and 0. Then, the total cost will be $G(x, d) = \sum_{i=1}^{n} G_i$. The manager want to minimize his operational cost, which translates to this problem:

$$\min_{x \geq 0} \mathbb{E}_{d \sim Pr(d)} [G(x, d)], \text{ s.t. } w^T x \leq X. \quad (9)$$

where $G(x, d)$ is convex w.r.t. $x$. We run the experiments varying the number of materials $n$, the storage limit, and the number of samples we use in XOR-PGD and other methods. Parameters and experimental settings are the same as in [Ding and Xue 2021]. In terms of the parameters in XOR-Sampling we fix $P = 100$, $b = 7$, $t = 0.01$ and the others the same as in [Ermon et al. 2013] to guarantee $\rho \kappa = \sqrt{2}$. Learning rate $t$ is 0.1 at first and divided by 10 after 50 iterations, then further divided by 10 after 100 iterations. $\eta$ is 10 at first and divided by 10 after 50 iterations, then further divided by 10 after 100 iterations. The total number of both $K$ and $M$ are set to be 200. However, since we run each algorithm on one single core with a wall-time limit of 10 hours for a fair comparison, not all algorithms can complete all iterations. The plots are based on the best results found by each algorithm within the time limit.

Table 1 shows that our algorithm outperforms other methods varying the number of materials on the percentage reduction of the objective values of the solutions. In math form, for example for Gibbs Sampling, the metric is $(\text{obj}(\text{Gibbs}) - \text{obj}((I)\text{XOR-PGD}))/\text{obj}(\text{Gibbs})$ (metrics for other approaches are analogous). The objective optimized by (I)XOR-PGD is on average 2 percent better than XOR-SGD and 10% more than that optimized by other baselines. In addition, Table 2 shows that the rate of constraints satisfaction of the solutions from either XOR-PGD or (I) XOR-PGD is 10% more than that of XOR-SGD even in very large searching space. The first row in Figure 1 shows the objective values of solutions varying the storage limit, and the objective values varying the number of samples with 100% storage limit and 50 different materials. We can see from the left figure that with the storage limit increasing, (I)XOR-PGD is always better than all baselines, and from the right figure that (I)XOR-PGD found better solutions with less samples than XOR-SGD. Since Ding and Xue [2021] already reported that XOR-SGD is faster than the other competing approaches, here by comparing efficient sample size with XOR-SGD we conclude that (I)XOR-PGD is faster than all the other methods.
We evaluate our algorithms on the Flood Preparation problem, where results clearly show that (I)XOR-PGD outperforms other methods both in efficiency and in the quality of solutions. On all of the four different type of networks (I)XOR-PGD saves on average > 3% against XOR-SGD and more than 9% against the other competing methods. In addition, we would like to emphasize that (I)XOR-PGD with 40 samples already outperforms XOR-SGD with 60 samples in the right figure while finds better solutions at the same time, and even naive XOR-PGD finds better solutions than XOR-SGD given the same sample size. The largest budget size $B$ is 1000. Total number of SGD iterations is 2000, while not all algorithms can complete all 2000 iterations within the time limit of 10 hours. Parameters in XORSampling are set to be the same as in Ding and Xue [2021].

The results are similar to those for the inventory management problem, where results clearly show that (I)XOR-PGD outperforms other methods both in efficiency and in the quality of solutions. On all of the four different type of networks (I)XOR-PGD saves on average > 3% against XOR-SGD and more than 9% against the other competing methods. In addition, we would like to emphasize that (I)XOR-PGD with 40 samples already outperforms XOR-SGD with 60 samples in the right figure while finds better solutions at the same time, and even naive XOR-PGD finds better solutions than XOR-SGD given the same sample size.

The left figure in Figure 3 shows the percentage of savings between SGD with other sampling methods and XOR-SGD among all of the 4 different networks, while the middle and the right figures show the averaged commuting time with regard to different budget sizes and different number of samples, respectively. For the left and the middle figures, we let XOR-SGD take 100 samples in each iteration while SGD with other methods take 10,000. We can see from the left figure that objective optimized by XOR-SGD is at least 5% better than that optimized by other methods for all the 4 different networks. In addition, from the middle and the right figures we know that with the increase of either budget size or the number of samples, our method can find consistently better solutions than the compared methods. In particular,
from the right figure we can see even 40 samples in each iteration are enough for XOR-SGD to compete with the result from Gibbs with 20,000 samples. Meanwhile, XOR-SGD also runs faster than the compared method under this situation. In this experiment, XOR-SGD with 40 samples take 1 minutes 40 seconds per SGD iteration, while SGD with 20,000 Gibbs samples need 2.5 minutes per iteration. Since sampling time of both BP and BPChain is no shorter than Gibbs Sampling, we thus conclude that XOR-SGD outperforms other methods both in efficiency and in the quality of solutions found.

5 CONCLUSION

We proposed XOR-PGD, a provable algorithm to attack constrained convex stochastic optimization problems, which are crucial for many decision-making applications with uncertainty. We showed theoretically that our algorithm has a linear convergence rate to the global optimum by choosing proper step sizes. Empirically, we demonstrated the superior performance of XOR-PGD on both the stochastic inventory management and the stochastic network design problems. In particular, 90% solutions obtained by XOR-PGD satisfy the constraints set even when the searching space is very large in the inventory management problem, approximately 10% more that of competing methods. Besides, XOR-PGD converges faster than XOR-SGD by accessing 20% less XOR samples in each iteration and is able to find better solutions in the stochastic network design problem. Overall, our paper demonstrates the power of integrating cutting-edge computer science technology with real-world problems. Our paper will also stimulate further academic progress in stochastic optimization, constrained optimization, probabilistic inference with hashing and randomization, and non-convex optimizations with insights from real-world applications. Future work includes tightening the constant bound and accelerating the convergence rate. We will keep active to investigate if our approach can motivate new algorithms for non-convex stochastic optimization problems.
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APPENDIX

A XOR-SAMPLING FOR THE WEIGHTED CASE

The text here provides a synopsis for the approach in Ermon et al. [2013b]. We still encourage the readers to read the original text for a better explanation. Let \( w(\theta), p(\theta) \) and \( Z \) as defined before, the high-level idea of XOR-Sampling is to first discretize \( w(\theta) \) to \( w'(\theta) \) as in Definition 1 followed by embedding the weighted \( w'(\theta) \) to the unweighted space \( \Delta_w \). Finally, XOR-sampling uses counting based on hashing and randomization to sample uniformly from \( \Delta_w \).

**Definition 1.** Assume \( w(\theta) \) has both upper and lower bound, namely, \( M = \max_\theta w(\theta) \) and \( m = \min_\theta w(\theta) \). Let \( b \geq 1, \epsilon > 0, r = 2^b/(2^b - 1) \) and \( l = [\log_\epsilon(2^n/\epsilon)] \). Partition the configurations into the following weighted based disjoint buckets: \( B_i = \{ \theta | w(\theta) \in (\frac{M}{r}, \frac{M}{r^i}] \}, i = 0, \ldots, l - 1 \) and \( B_l = \{ \theta | w(\theta) \in (0, \frac{M}{r^l}) \} \). The discretized weight function \( w' : \{0, 1\}^n \rightarrow \mathbb{R}^+ \) is defined as follows: \( w'(\theta) = \frac{M}{r^i} \), if \( \theta \in B_i, i = 0, \ldots, l - 1 \) and \( w'(\theta) = 0 \) if \( \theta \in B_l \). This leads to the corresponding discretized probability distribution \( p'(\theta) = w'(\theta)/Z' \) where \( Z' \) is the normalization constant of \( w'(\theta) \).

For the weighted case, the goal of XOR-sampling is to guarantee that the probability of sampling one \( \theta \) is proportional to the unnormalized density (up to a multiplicative constant). By Definition 1 we obtain a distribution \( p'(x) \) which satisfying \( \frac{1}{\rho} p(x) \leq p'(x) \leq \rho p(x) \) where \( \rho = \frac{r^2}{\epsilon} \). Then, XOR-sampling implements a horizontal slice technique to transform a weighted problem into an unweighted one. For the easiness of illustration, we denote \( M' = \max_\theta w'(\theta) \) and \( m' \) as the smallest non-zero value of \( w'(\theta) \). Then consider the simple case where \( b = 1 \) and \( r = 2 \), where we have \( M' = 2^{l-1}m' \). Let \( \delta = (\delta_0, \ldots, \delta_{l-2})^T \in \{0, 1\}^{l-1} \) be a binary vector of length \( l - 1 \), XOR-sampling samples \( \{(\theta, \delta) : w'(\theta) \leq 2^{l+1}m' \Rightarrow \delta'_0 = 0\} \).

If we sample \( (\theta, \delta) \) uniformly at random from \( \Delta_w \) and then only return \( \theta \), it can be proved that the probability of sampling \( \theta \) from \( w'(\theta) \) is proportional to \( m'2^{l-1} \) when \( w(\theta) \) is sandwiched between \( m'2^{l-1} \) and \( m'2^l \). Therefore, this technique leads to the constant approximation guarantee of XOR-Sampling. The precise statement of the guarantee is in Theorem 2. For general case of \( b \) and \( r \), please refer to Ermon et al. [2013b].

Setting \( \epsilon \eta_0 \) to Zero In Definition 1 we can make \( b \) larger and \( \epsilon \) smaller enough, then there will be a possibly large but finite value of \( l \) such that \( \frac{M}{r^l} \) is smaller than \( m \), which leads \( B_l \) to be empty and \( \epsilon \eta_0 \) to be zero.

B PROOFS

B.1 PROOF OF LEMMA 1

We define two functions \( g_k^+ = \max\{g_k, 0\} \) and \( g_k^- = \min\{g_k, 0\} \) where \( 0 \) is a vector of all 0 which has the same dimension as \( g_k \). We have \( g_k = g_k^+ + g_k^- \). We define both \( \nabla f(x_k)^+ \) and \( \nabla f(x_k)^- \) in the similar way. Then Lemma 1 gives the new bounds of two terms assuming the constant bound on the gradient, which are essential to the proof of convergence rate. The proof of Lemma 1 is as follows:

Proof. (Lemma 1) Since we have the constant bound that

\[
\frac{1}{c} \nabla f(x_k)^+ \leq \mathbb{E}[g_k^+] \leq c \nabla f(x_k)^+. \quad (11)
\]

\[
\frac{1}{c} \nabla f(x_k)^- \leq \mathbb{E}[g_k^-] \leq \frac{1}{c} \nabla f(x_k)^-. \quad (12)
\]

and because of \( g_k^+ \geq 0 \) and \( g_k^- \leq 0 \) we can obtain

\[
\frac{1}{c} \mathbb{E}[g_k^+] \leq \frac{1}{c} \mathbb{E}[g_k^+], \quad \mathbb{E}[g_k^-] \leq \frac{1}{c} \mathbb{E}[g_k^-].
\]

which exactly means

\[
\frac{1}{c} \mathbb{E}[g_k] \leq \frac{1}{c} \mathbb{E}[g_k], \quad \mathbb{E}[g_k] \leq \mathbb{E}[g_k] \leq c \mathbb{E}[g_k].
\]

To prove the second inequality, we need to take advantage of the convexity of \( f \). Denote \( \{x_k - x^*\}^+ = \max\{x_k - x^*, 0\} \) and \( \{x_k - x^*\}^- = \min\{x_k - x^*, 0\} \), we know \( x_k - x^* = \{x_k - x^*\}^+ + \{x_k - x^*\}^- \). In addition, because \( f \) is convex, the index set of non-zero entries of \( \{x_k - x^*\}^+ \) and \( \nabla f(x_k)^+ \) is the same. The index set of non-zero entries of \( \{x_k - x^*\}^- \) and \( \nabla f(x_k)^- \) is also the same. In addition, because of Equation 11 and 12, the index set of non-zero entries of \( \mathbb{E}[g_k^+] \) (\( \mathbb{E}[g_k] \)) is the same with \( \nabla f(x_k)^+ \) (\( \nabla f(x_k)^- \)).

Combining these facts with Equations 11 and 12 we have

\[
\frac{1}{c} \mathbb{E}[g_k^+], \quad \frac{1}{c} \mathbb{E}[g_k^-] \leq \frac{1}{c} \mathbb{E}[g_k], \quad \frac{1}{c} \mathbb{E}[g_k] \leq \frac{1}{c} \mathbb{E}[g_k].
\]

Combining these two equations, we have

\[
\frac{1}{c} \mathbb{E}[g_k], \quad \frac{1}{c} \mathbb{E}[g_k] \leq \frac{1}{c} \mathbb{E}[g_k], \quad \frac{1}{c} \mathbb{E}[g_k] \leq \frac{1}{c} \mathbb{E}[g_k].
\]

This completes the proof. □
B.2 PROOF OF THEOREM 4

Theorem 5. (Main) Let \( b, \epsilon, \delta, \alpha, \rho, \kappa \) and \( B_t \) be as in section A in appendix, function \( f(x, \theta) : \mathbb{R}^d \to \mathbb{R} \) be a \( L \)-smooth convex function w.r.t. \( x \). Denote \( OPT = \min_{x} \mathbb{E}_{\theta \sim \mathcal{P}(\theta)} f(x, \theta) \) as the global optimum. Let \( \sigma^2 = \max_{x} \{ \mathbb{V} \mathbb{a} \mathbb{r}(\nabla_x f(x, \theta)) \} \) and \( \varepsilon^2 = \max_{x} \{ \| \nabla_x f(x, \theta) \|_2 \}^2 \). For any \( 1 \leq \rho \kappa \leq \sqrt{2} \) step size \( t \leq \frac{L_{\rho \kappa}^2}{\rho \kappa} \) and sample size \( N \geq 1 \), \( \overline{x}^{\mathcal{F}} \) is the output of XOR-SGD and \( \text{obj} = \mathbb{E}_{\theta} [f(\overline{x}^{\mathcal{F}}, \theta)] \) is the objective function value at \( \overline{x}^{\mathcal{F}} \). We have:

\[
\mathbb{E}_{\overline{x}^{\mathcal{F}}} [\text{obj}] - \text{OPT} \leq \frac{\rho \kappa \| x_0 - x^* \|_2^2 + t(\sigma^2 + \varepsilon^2)}{2tK}.
\]

Proof. (Theorem 4) Since we use \( N \) samples at each iteration, we have \( \overline{x}_{\rho \kappa} = \frac{1}{N} \sum_{i=1}^{N} g_k \) and \( \mathbb{E}[\overline{x}_{\rho \kappa}] = \mathbb{E}[g_k] \). In each iteration \( k \) we can adjust the parameters in XOR-Sampling to make the tail \( \epsilon_{\overline{n}_{\rho \kappa}} \) zero, then for each sample \( g_k \) we can obtain from Theorem 2 that

\[
\left\| \frac{1}{\rho \kappa} \mathbb{E}_\theta [\nabla f(x_k, \theta)]^+ \right\|_2 \leq \mathbb{E}[g_k^+] \leq \rho \kappa \mathbb{E}_\theta [\nabla f(x_k, \theta)]^+.
\]

\[
\rho \kappa \mathbb{E}_\theta [\nabla f(x_k, \theta)]^- \leq \mathbb{E}[g_k^-] \leq \frac{1}{\rho \kappa} \mathbb{E}_\theta [\nabla f(x_k, \theta)]^-.
\]

The variance of each sample \( g_k \) can also be bounded by

\[
\text{Var}(g_k) = \mathbb{E}_{\bm{\theta} \sim \mathcal{P}(\bm{\theta})} [\| \nabla f(x_k, \theta)^2 ] - \left\| \mathbb{E}_{\bm{\theta} \sim \mathcal{P}(\bm{\theta})} [\nabla f(x_k, \theta)]^2 \right\|^2,
\]

\[
\leq \rho \kappa \mathbb{E}_{\bm{\theta} \sim \mathcal{P}(\bm{\theta})} [\| \nabla f(x_k, \theta)]^2 \right\|^2,
\]

\[
= \rho \kappa (\text{Var}(\nabla f(x_k, \theta)) + \left\| \mathbb{E}_{\bm{\theta} \sim \mathcal{P}(\bm{\theta})} [\nabla f(x_k, \theta)]^2 \right\|^2),
\]

\[
\leq \rho \kappa (\sigma^2 + \varepsilon^2).
\]

Denote \( \overline{g}_k^+ = \max\{g_k, 0\} \) and \( \overline{g}_k^- = \min\{g_k, 0\} \). Clearly, \( g_k^+ \geq 0 \) and \( g_k^- \leq 0 \). Moreover, for a given dimension, either \( g_k^+ = 0 \) for that dimension or \( g_k^- = 0 \). Evaluating \( \overline{g}_k \) by dimension by dimension, we can see that \( \overline{g}_k^+ = \frac{1}{N} \sum_{i=1}^{N} g_k^+ \) and \( \overline{g}_k^- = \frac{1}{N} \sum_{i=1}^{N} g_k^- \). Combined with Equations 14 and 15 we know

\[
\frac{1}{\rho \kappa} \mathbb{E}_\theta [\nabla f(x_k, \theta)]^+ \leq \mathbb{E}[\overline{g}_k^+] \leq \rho \kappa \mathbb{E}_\theta [\nabla f(x_k, \theta)]^+.
\]

\[
\rho \kappa \mathbb{E}_\theta [\nabla f(x_k, \theta)]^- \leq \mathbb{E}[\overline{g}_k^-] \leq \frac{1}{\rho \kappa} \mathbb{E}_\theta [\nabla f(x_k, \theta)]^-.
\]

Because \( \mathbb{E}[\overline{g}_k] = \mathbb{E}[g_k] \), we also have

\[
\text{Var}(\overline{g}_k) = \frac{1}{N^2} \sum_{i=1}^{N} \text{Var}(g_k^i) = \frac{\text{Var}(g_k)}{N}.
\]

Then the variance of \( \overline{g}_k \) can be bounded as

\[
\text{Var}(\overline{g}_k) \leq \frac{\rho \kappa (\sigma^2 + \varepsilon^2)}{N}.
\]

Therefore, we can then apply Theorem 3 to get the result in equation 5.

\[
\mathbb{E}_{\overline{x}^{\mathcal{F}}} [\mathbb{E}_{\theta} [f(\overline{x}^{\mathcal{F}}, \theta)]] - \mathbb{E}_{\theta} [f(x^*, \theta)] \leq \frac{\rho \kappa \| x_0 - x^* \|_2^2 + \left( \max_{\mathcal{F}} \{ \text{Var}(\overline{g}_k) \} \right)}{2tK} + \rho \kappa \frac{\| x_0 - x^* \|_2^2 + t(\sigma^2 + \varepsilon^2)}{N}.
\]

which can also be written as

\[
\mathbb{E}_{\overline{x}^{\mathcal{F}}} [\text{obj}] - \text{OPT} \leq \frac{\rho \kappa \| x_0 - x^* \|_2^2 + t(\sigma^2 + \varepsilon^2)}{2tK} + \frac{\rho \kappa (\sigma^2 + \varepsilon^2)}{N}.
\]

This completes the proof. □

C EXPERIMENTS

We evaluate our XOR-SGD algorithm on the inventory management problem [Zukov 2016, Shapiro and Philpott 2007] and the network design problems [Sheldon et al. 2012, Wu et al. 2017 2016]. For each setting of both applications, to produce a sample, Gibbs sampling first takes 100 steps to burn in, and then draws samples every 30 steps. We fix the iteration step of both BP and BPChain as 20, which is enough for BP to converge. We allow SGD with Gibbs sampling, BP and BPChain to draw more samples than XOR-SGD for a fair comparison. All experiments were conducted using single core architectures on Intel Xeon Gold 6126 2.60GHz machines with 96GB RAM and a wall-time limit of 10 hours. For both applications, we use MRF as probabilistic models for \( P(\theta) \), which can be seen in the next section. For a fair comparison, once a solution \( x \) is generated by either algorithm, we use an exact weighted counter ACE [Barton et al. 2016] to evaluate \( \mathbb{E}_{\theta \sim \mathcal{P}(\theta)} f(x, \theta) \) exactly. All objective values reported here are from ACE.

C.1 SETTINGS OF STOCHASTIC INVENTORY MANAGEMENT

Taking into account of the storage constraint, the original problem is equivalent to the following problem:

\[
\min \max_{x \geq 0, \mu \geq 0} \mathbb{E}_{d \sim P(r(d))} [G(x, d)] + \mu (w^T x - X).
\]

For inventory management problem, we assume each \( d_i \) can take two different values, one corresponding to the high demand one corresponding to the low demand. Then, we introduce a new vector \( \theta \) where \( \theta_i = 1 \) means \( d_i \) is the high value while \( \theta_i = 0 \) otherwise. In the experiment we range \( n \) from 10 to 100 increased by a step size of 10 and draw 10 instances for each setting. Under each setting, we draw every \( c_i \) uniformly from \((0, 5)\), \( h_i \) uniformly from \((0, 10)\), sample \( s_i \) uniformly drawn from \((0, 10)\) and let \( b_i = c_i + s_i \). The two values of each \( d_i \) are also uniformly drawn from \((0, 10)\). We
model $P_r(\theta)$ as a MRF with several cliques. The variables in each clique are highly correlated with each other. For a problem with $n$ products, we draw the number of cliques uniformly from $[n, 2n]$. The domain size of each clique $\phi_\alpha$ is chosen from the range of $[1, 6]$ at random. The potential function of a clique involving $l$ variables is in the form of a table of size $2^l$. The $i$-th entry of this table, denoted as $v_i$, is modeled as $v_i = v_{i1} + v_{i2}v_{i3}$, where $v_{i1}$ is uniformly drawn from $(0, 1)$, $v_3$ uniformly from $(10, 1000)$ and binary variable $v_{i2}$ uniformly randomly drawn from $\{0, 1\}$. Each storage requirement $w_i$ is drawn from $(0, 10)$ uniformly at random. The largest storage limit $X$ is set to be $5n$. We also evaluate our method given different percentages of the largest storage limit, which is shown in Figure 2 (middle). In the SGD algorithm, $x$ is initialized with the absolute value of a Gaussian random variable from $\mathcal{N}(5, 3)$ to ensure it is non-negative.

C.2 SETTINGS OF STOCHASTIC NETWORK DESIGN

The task in equation 8 is equivalent to solving the following problem:

$$\min_{\Delta g \geq 0} \max_{\mu \geq 0} \mathbb{E}_{\theta \sim P_r(\theta)}[C(g + \Delta g, \theta)] + \mu(\sum_{e \in E} c_e \Delta g_e - B).$$

(18)

Because of the convexity of $C(g + \Delta g, \theta)$ and strong duality, both problems have the same optimal solution.

We test our algorithm on a real-world problem, the so-called Flood Preparation problem for the emergency medical services (EMS) on road networks [Wu et al. 2016]. The problem setup, including the graph structure and the definition of $P_r(\theta)$, are the same as that in [Wu et al. 2016]. The original network is unweighted, hence we set the initial conductance value for each edge as 1. $c_e$ is initialized uniformly from the range $(0, 10)$. The largest budget size $B$ is 1000. We evaluate our method varying the percentage allowed of the largest budget size, which is shown in Figure 3 (middle). In the experiment, each entry of $\Delta g$ is initialized with the absolute value of a Gaussian random variable from $\mathcal{N}(0, 1)$. Total number of SGD iterations is 2000, while not all algorithms can complete all 2000 iterations within the time limit of 10 hours. The experimental results reported in the plots are based on the best solutions found by each algorithm within the time limit. Learning rate $t$ is 1 at first and divided by 10 after 20 iterations, further by 10 after 100 iterations. Parameters in XOR-Sampling are set to be the same as in the inventory management problem.