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Abstract

Coronavirus has been spreading around the world since the end of 2019. Due to its high risk of danger causing severe acute respiratory syndrome that could be lethal, human behavior and activities in a crowded environment (e.g., public open spaces) need to be studied. Hence, there is a great need to ensure the safety of public use of park facilities in public open spaces where people’s activity and density might be higher due to the needs after stay-at-home executive orders. This work provides a scalable sensing approach to detect physical activities within public open spaces and monitor adherence to social distancing guidelines suggested by the US Centers for Disease Control and Prevention (CDC). A deep learning-based computer vision sensing framework is designed to investigate the careful and proper utilization of parks and their facilities with hard surfaces (e.g., benches, fence poles, and trash cans) using video feeds from a pre-installed surveillance camera network. The sensing framework consists of CNN-based object detector, multi-target tracker, mapping module, and a group reasoning module. Recognition modules of hard-surface contact and facial clothing/mask wearing are also incorporated to further analyze the ratio of park users who perform hygienic practices in public spaces as suggested by CDC. The experiments are carried out at several key locations at the Detroit Riverfront Parks between March 2020 and May 2020 during the outbreak of the COVID-19 pandemic in the state of Michigan and Wayne County. The sensing framework is validated by comparing automatic sensing results with manually labeled ground truth results. The proposed approach significantly improves the efficiency of providing spatial and temporal statistics of users in public open spaces by creating straightforward data visualizations for federal and state agencies. The results can further provide on-time triggering information for an alarming or actuator system which can later be added to intervene inappropriate behavior during this pandemic.

1. Introduction

The spread of coronavirus disease 2019 (COVID-19), an infectious disease caused by severe acute respiratory syndrome coronavirus 2, has taken the world into pandemic in only a few months. The World Health Organization (WHO) declared the COVID-19 outbreak a public health emergency of international concern (PHEIC) on Jan. 30, 2020 and a pandemic on Mar. 11, 2020 [45]. On Feb. 26, 2020, US CDC Confirms Possible Instance of Community Spread of COVID-19 in California and U.S. [8] The US federal government and state governments are making efforts to warn people, to prepare health systems, and to suppress the spread of the pandemic. For example, the State of Michigan declared a state of emergency on Mar. 10, 2020 [42] and the stay-at-home executive order (2020-42 (COVID-19)) [43] on Apr. 9, 2020. Together with these legislative efforts, US Centers for Disease Control and Prevention (CDC) recommends social distancing and other hygienic practices, such as avoiding physical contact with hard surfaces and wearing protective facial coverings or masks. According to CDC guidelines [10], social distancing (a.k.a. physical distancing) means “keeping space between yourself and other
people outside of your home”. The practice of social distancing [10] includes: (1) staying at least 6 feet (about 2 arms’ length) from other people, (2) abstaining from gathering in groups, (3) staying out of crowded places and avoiding mass gatherings. CDC also suggests wearing facial coverings or masks in public settings for protection due to a significant portion of asymptomatic and pre-symptomatic individuals [9].

Public open spaces (POS) provide important platforms for residents to perform physical activities which can reduce the risk of chronic disease [11]. Due to the pandemic and the executive orders, many people have to stay and work at home for extended periods of time. Additionally, gyms, recreational centers, and non-essential retail stores have been temporarily closed to the public. This has led to a sharp increase in the use of POS as people are seeking opportunities for physical exercise or simply needing to spend more time outdoors in a natural environment as shown in Fig. 1. During this time public space managers are faced with a challenging question: how to maintain the utility of the POS and at the same time ensure the safety of both park patrons and workers? It is not economically efficient or safe for park employees to manually monitor (large) POS and possibly intervene to correct poor hygienic practices. Hence, there is an urgent need to monitor social distancing and hygienic practices of patrons utilizing and enjoying park facilities within POS.

The objective of the paper is to propose an autonomous sensing approach (as shown in Fig. 2) to recognize patrons’ physical activities in POS using pre-installed surveillance cameras and to monitor the practices of social distancing and hygienic protections which suppress the wide spread of COVID-19. The contribution of this proof-of-concept work lies in: (1) it proposes an efficient and safe tool to inform POS managers or government of the POS utilization with healthy precaution during the pandemic; (2) it is cost efficient for reusing the monocular cameras (which have already been pre-installed for surveillance purposes) for social sensing tasks; (3) multi-task capacities is incorporated on the sensing framework, spatio-temporal and social data could be collected for future applications (e.g. urban design or improvement of parks and facilities). The cameras in current use at the Detroit riverfront lack sufficient resolution for facial recognition. To further ensure the privacy, the sensing framework is designed that only anonymized version of the patrons information is extracted with raw images not saved once the system is fully trained.

The structure of the paper is as follows. First, relative studies (e.g. human detection and tracking, crowd analysis and group detection, etc.) will be presented. Second, algorithms of different function modules (e.g. detection, tracking, activity mapping, group detection, mask detection, etc.) with tempo-spatial assessment of social dynamics will be described. Third, the evaluation of each function module and experiment results will be represented as well as the applications (e.g. activity mapping, measurement of social distance measuring, patron-facility contact detection, etc.). In the end, the concluding remarks will be summarized.

2. Related Works

**Human Detection and Tracking** Object detection models are utilized to identify and locate objects in images. Region-based detection models (e.g. Fast R-CNN [15] and Faster R-CNN [47]) rely on region proposal networks (RPN) [47] and convolutional neural networks (CNN) to estimate bounding boxes (bbox)es of objects. In contrast, single-stage models (e.g. YOLO [46] and SSD [37]) perform object detection without a separate region proposal step. Although the former methods suffer from comparatively slow detection speed, they outperform the latter in detection accuracy [61]. Mask R-CNN [21] is a region-based detection method that yields richer information of detected objects by providing instance segmentation and bbox coordinates. Furthermore, detected contours can provide location information of specific body parts [32]. Recently, new anchor-free detectors (e.g. FCOS [53], FoveaBox [26]) have been developed to achieve higher performance in detecting accurate bboxes without using anchor references. The tracking-by-detection paradigm is usually adopted to perform due to the good performance of the aforementioned, emerging CNN-based detectors. For example, SORT [4] and DeepSort [56] are widely used robust online tracking algorithms with detector-tracker coupled schemes. Tracking is accomplished in a general tracking scenario where videos or video frames have not been rectified and no prior ego-motion information is provided. In this study, the DeepSort algorithm [56] is adopted to build the tracking module and includes various components (e.g. Kalman filter, cascade matching, IoU assignment [4], etc.). The tracker will perform data association tasks based on frame-based detection results from CNN detectors.

**Human Activity in Public Open Spaces** Manually observing social interactions with the naked eye, either in
real-time or though recorded videos, has been the primary method for studying social behavior [55]. Researchers have been working on human activity recognition (HAR) using different sensors, including non-vision based (e.g. wearable) and vision-based sensors. In [28, 58], multiple wearable sensors (e.g. accelerometers, gyroscopes, and magnetometers) are attached to the body of a subject to measure motion attributes to recognize different activities. However, wearable sensors are intrusive to users [23] and can only cover a very limited number of users in a POS. Traditional CV methods using vision-based sensors usually rely on a few visual features (e.g. HoG, local binary pattern, or RGB), which can not achieve robust pedestrian detection (especially under extreme illumination conditions). [57] is one of the few studies that employed a computer vision-based method to measure human activity (e.g. sitting or walking) in a POS. The people detection method was based on background subtraction and blob detection. In the past few years, deep learning [30, 17] methods using deep neural networks have grown rapidly and are drawing attention as the result of their supreme performance in many applications. Others have used deep features of images to extract high-level representation for activity recognition tasks [5, 16]. A complete HAR study [54] usually consists of two steps: 1) person detection, and 2) activity/body shape recognition based on feature representations (e.g. silhouette representation). For simplicity, the recognition of different activities will be embedded within the classification task of the instance segmentation using Mask R-CNN detector in this study.

Collective Motion and Small Groups Groups are defined as clusters of people with similar features (e.g. location, speed, moving direction). Understanding group-level dynamics and properties is important for a large range of applications. Group dynamics have been extensively studied in sociopsychological and biological research as primary processes influencing crowd behaviors (e.g. animal behavior in crowd). Researchers in computer vision [49] used video surveillance feeds to study internal intra-group dynamics (e.g., collectiveness, stability, and uniformity) and external inter-group dynamics (e.g., conflicted movement between passing groups). Collective behavior and the collective motion of groups are attractive phenomena in both nature and human society. In social psychology literature, collective behavior is referred as a generic term for the often extraordinary and dramatic actions of groups and the individuals within [36]. Models of collective behavior fall between two extremes. At one extreme, entire crowds are considered as one entity with a homogeneous "group mind" [36]. While the other extreme treats individuals as independent units acting to maximize their own utility and making local decisions based on the principle of least effort [51]. The real-world scenario falls between the two extremes, both isolated individuals and small groups of people coexist within a crowd [13]. Lau et al. [29] is one of the first researchers to cluster measured 3D data points (from a laser range finder) into groups of human-size blobs for merging and splitting groups over time based on proxemics [19]. Proxemics can be used to define groups based on ranges of personal and social interaction distances - though if only location information is considered this method is not robust. For example, if an isolated individual approaches near a group and gets within a certain distance they will be treated as a member of the group. Models describing human traffic flow can either be macroscopic, focusing on space allocation, or microscopic focusing on pedestrian groups and interactions between agents [40]. In this paper, the authors will focus on micro-level traffic flow and individual tracking. One objective is to analyze sets of trajectories or tracklets to identify pedestrian groups within crowded environments. Identifying groups is necessary for the social distancing aspect of this study.

Facial Occlusion/Mask Detection: While researchers have worked towards masked face detection [14, 44, 59], Ge et al. [12] presented the largest and richest masked face dataset (MAFA). The MAFA dataset includes 30,811 images consisting of 35,806 masked faces. MAFA also provides detailed annotations describing face and mask location as well as mask type and degree of occlusion. Ge et al. [12] proposed a three-module framework which utilized LLE-CNNs for masked face detection. The methodology in [12] was able to outperform 6 other state-of-art face detectors in detecting occluded faces from the MAFA dataset by over 15%, including the hierarchical deformable part model presented in [14]. In this paper, a custom dataset will be presented and used for training a CNN-based facial mask detector using in-field surveillance videos (with relative low resolution).

3. Method

3.1. Patron Recognition and Activity Mapping

3.1.1 Detection on Video Frames

In the proposed sensing framework, the detection module adopts Mask R-CNN [21] which provides instance segmentation which helps achieve more accurate mapping. The architecture of the Mask R-CNN model includes a convolutional neural network (CNN) backbone structure (e.g. ResNet [22]), a region proposal network (RPN) [48], a ROI Align module [21], and a classifier (e.g. to classify and regress boxes and masks). In Mask R-CNN the bbox regression process is performed in two cascaded stages: the first stage is the objectiveness (class-agnostic) bbox regression, which is processed in the RPN, and the second stage is the class-based bbox regression which is processed after the regions of interest are generated. This study utilizes
3.1.2 Tracking by Detection

In this study, a popular tracking paradigm, tracking-by-detection, is adopted to build the patron tracking and unique ID assignment. Deep Sort algorithm [56] is utilized to build the tracking module integrated by various components (e.g., Kalman filter, cascade matching, IoU assignment, etc.). The tracking problem is formatted as an assignment problem between existing tracks (based on detection and tracking results on previous frames) and new detection results on the current frame. The proposed detection module serves as the detector while the Hungarian algorithm [27] solves the assignment problem. The tracking algorithm utilizes both motion and appearance for data association metrics as shown in Fig. 3. It has a more robust tracking performance (especially under occlusion condition) than other tracking methods (e.g., SORT [31]).

A wide residual network consisting of ten convolution layers [33] is used to extract the appearance features of cropped images from the original image (within detection boxes). The CNN weights have been trained on a large-scale Re-ID dataset [62]. The CNN [60] obtains discriminative contexts from the cropped images (of detected patrons) and maps them onto vectors with fixed length. After feature extraction using the CNN, the discriminative feature vectors of two different patrons are expected to vary widely, while discriminative feature vectors of a single patron taken from different frames are expected to be similar.

The tracking module (as shown in Fig. 3) utilizes both motion related and appearance related information of the detected/tracked objects. The tracking procedure is based on the detection results (in a frame-by-frame fashion) that are obtained using the detection module. The motion related information is updated by the Kalman filter algorithm [24] and appearance related information is generated by a Re-ID CNN. Both the distances in motion ($d_{mot}$ in squared Mahalanobis distance) and in appearance ($d_{app}$ in cosine distance) between a detection and an existing tracker are used in the following data association step. Data association between the detected results (on current frame) and the identified tracks (on previous frames) is performed across sequential frames. Trajectory results of patrons are obtained after the data association process.

3.1.3 Mapping using Monocular Camera

A pinhole camera model [38] is used to develop a mapping module to relate detected results on images to the real world. In the pinhole camera model for monocular cameras (e.g. most surveillance cameras), a 3D point location in the world coordinate system (WCS) $\{X,Y,Z\}$ can be projected onto the image plane with location in the 2D pixel coordinate system (PCS) $\{u,v\}$. The projection can be achieved by using a perspective transformation:

$$\text{sm}^t = A[R|t]M$$

where $s$ is the scaling factor, $A$ is the intrinsic matrix, $R$ is the rotation matrix, $t$ is the translation vector represented in the camera coordinate system (CCS), $m = [u,v,1]^T$, and $M = [X,Y,Z,1]^T$.

3.2. Social Distance and Group Clustering

Small groups are more prevalent than large crowds in public spaces (e.g. pedestrian scenes, cyclist scenes). This study focuses on small groups, which are typically composed of family members and friends and are much more common at public community parks than heavy crowds composed of tens or hundreds of individuals. Properly identifying these small groups is especially relevant in the context of social distancing. Members within a group (e.g. a family with children or a couple) have clear awareness of the travel history and health of their companions and so it is less imperative and slightly unrealistic to expect these individuals to maintain social distancing between others in the group. However, due to infection dangers from long-time exposure to unfamiliar individuals, it is still imperative for...
groups to maintain social distancing between other groups and individuals. Therefore, in order to adequately monitor social distancing in POS, it is necessary to firstly identify and distinguish different groups.

In POS, groups are usually either in conversation or in (collective) motion. Although conversational groups can be dynamic, they tend to change slowly compared to groups in motion. Conversational groups can be described using various F-type formations [6] and physical location with pose orientation of individuals can be used to infer possible -space and memberships (Fig. 4a). Recognition methods for both types of groups are being actively researched and developed. However, due to the usage patterns of the site (DRFC) studied, this paper focuses on the recognition of groups in motion (Fig. 4b). The DRFC is primarily used by patrons for physical activities (e.g. walking, jogging, and bicycling) on a stroll, especially during the pandemic period. This study aims to recognize social groups in motion by using physical locations and other social cues derived from information captured by the monocular surveillance cameras.

### 3.2.1 Group Detection Method

The group detection task is treated as a clustering problem, in which patrons detected in current time window $T_k$ compose the set $\mathcal{M} = \{i, j, \ldots\}$. $\mathcal{Y}(\mathcal{M})$ is defined as a set of all possible partitions of $\mathcal{M}$. The task is to find the best possible partition $y \in \mathcal{Y}(\mathcal{M})$ that satisfies a preset criteria. The partition problem is solved using Correlation Clustering (CC) algorithm [1] which is expressed as:

$$CC = \arg \max_{y \in \mathcal{Y}(\mathcal{M})} \sum_{i \neq j \in y}(W_f)_{ij}$$

(2)

where $W_f$ is an affinity matrix based on the feature selection and $(W_f)_{ij}$ is the element corresponding to $i$-th row and $j$-th column. If $(W_f)_{ij} > 0$, $i$ and $j$ belong to the same group and vice versa. $(W_f)_{ij}$ represents the confidence of prediction or the predicted pairwise affinity.

The affinity between two elements (e.g. $i$ and $j$) is a weighted sum of the similarity features.

$$(W_f)_{ij} = \alpha^T(1-f(i,j)) - \beta^T f(i,j)$$

(3)

where $\alpha$ and $\beta$ are parameters that can be either selected or trained using a large dataset with ground-truth group clusters.

As shown in Fig. 5, the pairwise features or feature vectors (depending on the number of features adopted) are calculated for all possible couples (e.g. $(i, j)$) within $\mathcal{M}$. The pairwise features are then multiplied by the parameters to get a weighted sum representing the affinity within each couple. The Cluster Correlation algorithm is then employed to decide whether to merge couples or separate individuals from couples. $y_{opt}$ is an optimized partition of $\mathcal{M}$ representing the final result of the group detection module.

### 3.2.2 Similarity Features for Group Members

This study will explore the features or coherence from any two individuals and then determine the relationship of the two by using some relation features. The most straightforward thoughts is the spatial information of patrons in POS. Social science researchers [41] used cascaded metrics (all three need to be satisfied) to determine the group membership of any two individuals: (1) the location of the two are within 7 feet of each other (e.g., $s_i(t) - s_j(t) < \tau_s$); (2) the speed difference is within 0.5 ft/sec (e.g., $v_i(t) - v_j(t) < \tau_v$); and (3) the directions of motion are within 3 degrees of each other. Inspired by the metrics for determining group membership between two individuals, Ge et. al. [13] built thresholds (e.g. distance and speed difference) to filter out unqualified couples and designed a relatively robust feature which uses the combination of location/proximity and velocity cues for group membership reasoning. Symmetric Hausdorff distance was adopted for measuring inter-group closeness. The temporal information is only considered when checking the affinity or feature across nearby video frames.

Apart from location and velocity, Solera et. al. [50] extends to extract additional social features from trajectories, such as motion causality, trajectory shape similarity, and common goals. The aforementioned studies used feature based tracking method (e.g. corner features of people) while this study uses (CNN) detection based tracking method. The affinity features will be extracted from the spatial-temporal information of the patrons in POS environment. These features can be used to form an affinity distance of the weighted combination for the following optimization in group clustering. The parameters for the weighted combination can be obtained from a structural support vector machine that is trained on grouping dataset. A pairwise feature vector $[50]$ within time window $T_k$ (usually a fixed interval of several seconds) for each couple is expressed as:

$$f_{\text{traj}}^{k}(i, j) = [f_1(i, j), f_2(i, j), f_3(i, j), f_4(i, j)]$$

(4)

where the $f_{\text{traj}}^{k}(i, j)$ is composed of four features of the $(i, j)$ pair, including proxemics [20], trajectory shape similarity [3], motion causality [18], and path convergence [35] during time window $t \in T_k$. 

![Figure 5: Schematic of group detection using spatial-temporal information of park users.](image-url)
3.3. Inferring People-Facility Contact and Mask Wearing

The COVID-19 virus can reportedly stay active on hard surfaces for extended periods of time, surviving many hours past the initial contact time. Gloomy weather, humidity, and low temperatures can extend the COVID-19 virus hard surface survival time even longer. Thus the physical contact between patrons and hard surfaces in POS is important to track although can be challenging to infer from surveillance footage (2D images) alone. However, with some prior knowledge of the environmental setting, geographical information of potentially hazardous surfaces (e.g., park facilities and architectural designs) can be incorporated into the proposed sensing method, and it can be feasible to quickly identify the usage of park facilities. The physical contact between patrons and park facilities can be inferred from the relationship of detected/tracked patrons with geospatial information (e.g., location of chairs, trashcans, and fencing). For example, if a person sits on a bench (as shown in Fig. 6a) or leans against a fence (Fig. 6b), the event can be inferred, recorded, and timed with a tracking module. Although possible interventions are not studied in this paper, POS owners or managers can take advantage of the monitoring results and revise cleaning strategies or implement further signage warning patrons of hygienic risk.

The CDC recommends wearing face masks in public settings to help slow the spread of COVID-19. In order to track pedestrian use of facial coverings a mask detection tool was developed. The mask detection tool utilizes the detected pedestrian bboxes from the Mask R-CNN detection model as well as tracking information associated with the detection. If a tracked pedestrian is determined by the tracking state information to be heading towards the camera, the head area (top 6th of the bbox) is cropped and fed into the mask detection tool. For better performance the face mask detection tool will wait until a patron is closer to the camera before initializing, bboxes with insufficient data (when pedestrians are farther away from the camera) are ignored. Surveillance cameras in POS are usually low resolution and are installed higher up on light poles for a larger field of view. For these reasons face mask detection can be challenging. For example, when patrons are near the surveillance cameras used in this study the cropped head areas are on average only 40 × 80 px², with the defining feature (face mask) typically being between 10-20 × 10-20 px². The face mask detection tool utilizes a CNN-based binary classifier with a ResNet-18 backbone (as shown in Fig. 7) to classify the cropped head areas and associated tracker IDs as having a facial covering or not. In order to ensure the robustness in detection, the top 1/6 of each image is further cropped, normalized (by color), and resized into a size of 64 × 64 px² before passing through the CNN-based classifier.

4. Experiment and Result

4.1. Activity Recognition in OPOS

Among the existing models, Mask R-CNN has a much better trade-off balance between accuracy and speed and is a good candidate for the detector in the sensing framework. However, for comparison, this work also presents the detection results from one-stage detectors in the POS environment. The weights of the CNN backbone in the detection models are firstly trained on the ImageNet-1K dataset [7] and COCO_2017 dataset [34]. Transfer learning for Mask R-CNN is performed using maskrcnn-benchmark platform [39]. The mini batch size is set as 2 images/batch and horizontal flipping data augmentation is adopted for training. The schedule includes 90k iterations and starts at a learning rate of 0.0025. The learning rate is decreased by a factor of 0.1 after 60k and 80k iterations and finally terminates at 90k iterations. This schedule results in 25.56 epochs over the OPOS training dataset [52] which consists of 7043 images with 16902 annotated bboxes and (instance) segmentations. The OPOS dataset include classes of people in POS with different physical activities (e.g. bicycling, scootering, sitting, etc.) and classes of usual objects (e.g. cars, strollers, dogs, etc.). In order to ensure a thorough training, the order of the images in the training dataset is shuffled after each epoch. To compare the performance of the trained detectors, evaluation is performed adopting AP50 metrics on OPOS testing dataset with 783 images and 2000 annotated

Table 1: Performance of Mask R-CNN and RetinaNet evaluated on the OPOS testing dataset (unit: %).

| Detector | AP per ppl. class | mAP (ppl.) |
|----------|------------------|------------|
| mask (bbox) | 96.36 96.50 89.39 89.52 89.14 74.08 | 89.17 |
| mask (segm) | 96.31 96.46 89.39 89.52 89.52 73.11 | 89.05 |
| retina (bbox) | 97.59 98.10 95.53 38.05 89.89 68.43 | 81.26 |
objects. As shown Table 1, the Mask R-CNN outperforms RetinaNet by 7.91% in overall people detection (mean average precision in bbox). Mask R-CNN also provides segmentation information that enables correct localization of patrons compared to bbox.

In order to evaluate the actual tracking performance of the proposed framework using in-field surveillance videos, a custom tracking dataset is built using a 30-min long video (speed: 7FPS, resolution: 1280x720 px²) collected at DRFC. The dataset (in MOT-16 format) includes 53 unique individuals partaking in activities over 9847 frames. This custom dataset can represent the sparsity/crowdedness and the moving patterns of the patrons at the study location. The proposed framework has satisfactory evaluation scores on the custom dataset and has a much lower ID switch number than other methods. The MOT metric [2] adopted to obtain the tracking performance evaluation scores (Table 2). In practice, tracking patrons in video can often generate more unique IDs due to false positives in the detection process. However, these tracklets are usually short and are over a small number of frames. This study also tests a post processing step to filter out these tracklets. The threshold for filtering is set as 4, any tracklets that is shorter than 4 frames will be discarded. It is found this filtering step can reduce the total ID count to the ground truth making it a useful function in real practice for patron counting. The error in patron counting using both detection and tracking is about 7% which is acceptable in an engineering application.

4.2. Group Detection and Social Distance Measuring

In order to validate the group detection algorithm in the field, a dataset is built by using a 1-hr video collected at DRFC. The dataset includes (manually annotated) unique IDs and trajectories for each individual in the real world coordinate system, and grouping information of the individuals. Instance-level bbox and segmentations on each frame are annotated firstly by detector and then manually revised. The custom grouping dataset consists of 154 unique individuals including cyclists, pedestrians, scooters, and skaters. There are 33 small groups consisting of 2 or 3 individuals and 86 singletons in total. Due to the lack of large grouping dataset with DRFC crowding scenario, the study uses the pre-trained results of the parameters (i.e. $\alpha$ and $\beta$ in Eq. 3) using a Structural SVM framework [50] on a public dataset for crowd analysis (Crowds-By-Examples (CBE) dataset [31]). The group detection algorithm with the trained parameters is evaluated on DRFC grouping dataset. stu003 is one split of the CBE dataset (with medium density crowd) including 406 unique individuals and 108 groups. For comparison, the evaluation results on stu003 split is also presented in Table 3. Although the parameters are not tuned for the DRFC environment, the group detection algorithm achieves comparable performance on the DRFC grouping dataset with an F1 score of 83.02%. Training of the parameters will be carried out in the future once a large custom training dataset (at the study location) is available. A large custom training dataset is expected to get a more suitable combination of affinity features and can thus enhance the accuracy of the group detection algorithm in the field.

Fig. 8 shows examples of group clustering and measurements of social distances between different groups and inside each group. Pedestrians P1, P2, and P3 are firstly detected and tracked starting on frame-10263. P1 and P2 are walking upward while P3 is standing on the grass. Later, P4 and P10 enter the scene jogging downward. Based on the tracked trajectories, P1 and P2 are detected as group G1, P3 as group G2, and P4 and P10 as group G3. The diameter of groups and the distance between groups are monitored at different times/frames. For example, the diameter of group G1 is measured as 1.0-1.2m across different frames and the diameter of group G3 is measured as 1.9-2.5m across different frames. Although the diameter of G3 is a bit large, the similar trajectories and temporal relations between P4 and P10 ensure accurate group clustering. The closest distance between G1 and G3 occurs at frame-10311 (as shown in Fig. 8c) when the distance is measured as 1.2m which is shorter than the suggested social distance of 2m. However, the total time for passing is very short and lasts only for a few seconds. Monitoring social distancing practices can be achieved automatically using the proposed sensing framework.

4.3. Patron-Facility Contact Detection and Mask Detection

Physical contact between patrons and park facilities can be inferred from the locations of detected patrons. A mapping module is developed to transform the detection and tracking results from pixel-wise coordinates to the real world coordinate system. Patrons are firstly detected and

![Figure 8: Examples of group clustering and social distance measuring on video frames on May 12, 2020.](image-url)
Table 2: Evaluation of the tracking performance (detector and tracker with same parameter setting) on a custom tracking dataset using MOT-challenge metric and total unique ID count (ID Ct.).

| Method                  | $n_{stk/p}$ | MOTA       | MOTP       | Prcn      | Rcll     | GT        | MT    | PT    | ML    | IDs | ID Ct. |
|-------------------------|-------------|------------|------------|-----------|----------|-----------|-------|-------|-------|-----|--------|
| detect+track (raw results) | $n_{stk/p}=1$ | 80.30%     | 87.60%     | 95.00%    | 85.70%   | 53        | 33    | 20    | 0     | 36  | 59     |
|                         | $n_{stk/p}=2$ | 72.40%     | 85.70%     | 95.30%    | 77.70%   | 53        | 18    | 35    | 0     | 33  | 59     |
|                         | $n_{stk/p}=3$ | 56.40%     | 83.80%     | 92.80%    | 63.00%   | 53        | 6     | 42    | 5     | 28  | 52     |
| detect+track (filtered results) | $n_{stk/p}=1$ | 80.40%     | 87.60%     | 95.00%    | 85.70%   | 53        | 33    | 20    | 0     | 36  | 57     |
|                         | $n_{stk/p}=2$ | 72.60%     | 85.70%     | 95.50%    | 77.60%   | 53        | 18    | 35    | 0     | 30  | 56     |
|                         | $n_{stk/p}=3$ | 56.10%     | 83.80%     | 93.00%    | 62.60%   | 53        | 6     | 41    | 6     | 27  | 49     |

Figure 9: Long-time monitoring of primary (a) patron activities and (b) hygienic practices at the Dequindre Cut of DRFC in mornings during COIV-19 pandemic (from Mar. 11 to May 19 2020). Note: the white background represents sunny, gray shade represents overcast, and light blue shade represents raining.

5. Conclusion

This paper presents a proof-of-concept study of an automatic sensing framework to measure social distancing and hygienic practices in public open spaces during COVID-19 pandemic. The multi-task framework integrates multiple function modules to achieve patron sensing and activity recognition, social distance monitoring between social groups, and facial mask detection. The function modules for various tasks have been validated using multiple custom datasets with manual annotations on DRFC videos. The proposed sensing framework is at service at DRFC and some preliminary results from in-field applications are also demonstrated. More studies on improving the framework and more applications in patron activity sensing during the COVID-19 will be carried out in future. The authors envision wider applications of the method in other public open spaces and different built environments.
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