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Abstract

The multiplicative non-linearity term is usually assumed to be globally Lipschitz in most results on SPDEs. This work proves that the solutions fail to exist if the non-linearity term grows faster than linear growth. The global non-existence of the solution occurs for some non-linear conditions on $\sigma$. Some precise conditions for existence and uniqueness of the solutions were stated and we have established that the solutions grow in time at most a precise exponential rate at some time interval; and if the solutions satisfy some non-linear conditions then they cease to exist at some finite time $t$. Our result also compares the non-existence of global solutions for both the compensated and non-compensated Poisson noise equations.
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1 Introduction

Stochastic PDEs have now received much interest, see [1,2,3] and their references; but the blow up result or rather the non-existence of global result for the discontinuous or jump process has not been given. The study of blow up or global non-existence of solution is as old as Mathematics itself, see [4,5]. The clarity between blow up of a solution and non-existence of global solution of a deterministic PDEs was given by Sugitani, see [6] and the references. Our mild solution here, is a weak-predictable random field solution since it is a class of stochastic heat equation with jump-type process (poisson random noise measure), see [7,8]. We therefore show conditions where the second moment of the solution to the compensated equation and the first moment of the solution to the non-compensated equation (otherwise known as energy solutions) fail to exist and compare the non-existence of global solutions of the two equations with each other. We also consider $L := -(-\Delta)^{\alpha / 2}$, the generator of $\alpha$-stable processes and use some explicit bounds on its corresponding fractional heat kernel to obtain more precise results. We also show that when the solutions satisfy some non-linear growth conditions on $\sigma$, the solutions cease to exist for both compensated and non-compensated noise terms for different conditions on the initial function $u_0(x)$.

Now, consider the following stochastic heat equations driven by a compensated and non-compensated Poisson noises (discontinuous processes).

\begin{equation}
\frac{\partial u}{\partial t}(t, x) - Lu(t, x) \, dx \, dt = \lambda \int_{\mathbb{R}} \sigma(u(t, x), h) \tilde{N}(dt, dx, dh),
\end{equation}

\begin{equation}
\frac{\partial u}{\partial t}(t, x) - Lu(t, x) \, dx \, dt = \lambda \int_{\mathbb{R}^d} \sigma(u(t, x), h) N(dt, dx, dh),
\end{equation}

with initial condition $u(0, x) = u_0(x)$. Here and throughout, $u_0: \mathbb{R} \to \mathbb{R}_+$ is a non-random function, and $L$ is the $L^2$ - generator of a Lévy process; $\tilde{N}$ is a compensated Poisson random measure and $\lambda$ the noise level.

We follow the method of [9] in making sense of our integral solutions.

**Definition 1.1** We say that a process $\{u(t, x)\}_{x \in \mathbb{R}, t > 0}$ is a mild solution of (1.1) if a.s (almost surely), the following is satisfied

\begin{equation}
u(t, x) = \int_{\mathbb{R}} p(t, x, y) u_0(y) dy 
+ \lambda \int_{x \in \mathbb{R}} \int_{t \in \mathbb{R}} p(t - s, x, y) \sigma(u(s, y), h) \tilde{N}(dh, dy, ds),
\end{equation}

where $p(t, ...,)$ is the heat kernel. If in addition to the above, $\{u(t, x)\}_{x \in \mathbb{R}, t > 0}$ satisfies the following condition

\begin{equation}
\sup_{0 \leq t \leq T} \sup_{x \in \mathbb{R}} E \left| u(t, x) \right|^2 < \infty,
\end{equation}

for all $T > 0$, then we say that $\{u(t, x)\}_{x \in \mathbb{R}, t > 0}$ is a random field solution to (1.1).
Define
\[
\Psi(\beta) := \frac{1}{2\pi} \int \frac{d\xi}{\beta + 2|\beta + \Psi(\xi)|}
\]
for all \( \beta > 0 \), (1.5) where \( \Psi \) is the characteristic exponent for the Lévy process. A result of Dalang [10] shows that equation (1.1) has a unique solution with the requirement that \( \Psi(\beta) < \infty \) for all \( \beta > 0 \) which forces \( d = 1 \) since \( \widetilde{N} \) is a martingale valued Poisson measure. Fix some \( x_0 \in \mathbb{R} \) and define the upper \( p \) th-moment Liapunov exponent \( \overline{\gamma}(p) \) of \( u \) at \( x_0 \) as
\[
\overline{\gamma}(p) := \limsup_{t \to \infty} \frac{1}{t} \ln \mathbb{E}[|u(t, x_0)|^p]
\]
for all \( p \in (0, \infty) \). (1.6)

**Definition 1.2 (random field solution)**

We seek a mild solution to equation (1.2) of the form.
\[
u(t, x) = \int_{\mathbb{R}^d} p(t, x, y)u_0(y)dy
\]
\[
+ \lambda \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} p(t-s, x, y)\sigma(u(s, y), h)N(dh, dy, ds),
\]
with \( p(t, \ldots) \) the heat kernel. We impose the following integrability condition on the solution:
\[
\sup_{t > 0} \sup_{x \in \mathbb{R}^d} \mathbb{E}\{|u(t, x)|^p\} < \infty.
\]

We now make sense of the discontinuous integrals by stating the existence theorem (Ikeda and Watanabe [11]) characterised by a stationary Point process.

**Theorem 1.3** Given a \( \sigma \)-finite measure \( n(dx) \) on \((X, \mathcal{B}(X))\), then there exists a stationary Poisson point process \( p \) if the random measure \( N_p(dt, dx) \) is of the form \( \mathbb{E}[N_p(dt, dx)] = n_p(dt, dx) = dt \mathbb{E}n(dx) \).

*Proof.* Ikeda and Watanabe [11].

Now applying the above theorem with \( X := \mathbb{R}^d \times \mathbb{R}^d \) and \( \mathcal{B}(X) := \mathcal{B}(\mathbb{R}^d) \otimes \mathcal{B}(\mathbb{R}^d) \). We will take \( n(dx, dh) := dx \nu(dh) \) one set of the vectors will play the role of position while the other will play the role of “jumps”. By the above theorem, we have a Poisson point process \( p(s) \in \mathbb{R}^d \times \mathbb{R}^d \). The Poisson random measure is thus given by the following
\[
N_p((0, t], A \times B) := \# \{ s \leq t; s \in D_p, p(s) \in A \times B \},
\]
where \( D_p \) is a countable subset of \([0, \infty]\).
Let \((Ω, F, (F_t)_{t≥0}, P)\) be a complete filtered Probability space and \((R^d, B(R^d))\) be a measurable space. Let \(F_t\) be defined by
\[
F_t := \sigma(N_p((0,t], A \times B)) : A \times B \in B(R^d) \times B(R^d) \vee N,
\]
where \(t > 0\) and \(N\) denotes the null set of \(F\). We can write the Poisson random measure as
\[
N_p((0,t], A \times B) := \sum_{s \in D_p, s ≤ t} I_{A \times B}(p_x(s), p_h(s)),
\]
where we define \(p(s) := (p_x(s), p_h(s))\).

In this case, we have \(E[N_p((0,t], A \times B)] = t \mid A \mid \nu(B)\). We now describe the stochastic integral with respect to this Poisson random measure and define the class of integrand precisely:

**Definition 1.4 (The non-compensated Integral)**
\[
H_p^1 := \{ f(t,x,h) : f \text{ is } (F_t) - \text{predictable and } \int_{0}^{t} \int_{R^d} E | f(s,x,h) | dx d\nu(dh) < \infty \}.
\]
The following integral can now be defined for all \(f \in H_p^1\)
\[
\int_{0}^{t} \int_{R^d} \int_{R^d} f(s,x,h)N_p(dx,dy,dh) = \sum_{s \in D_p, s \leq t} f(s,p_x(s),p_h(s))
\]
as the a.s sum of the following absolutely convergent sum.

**Definition 1.5 (The compensated Integral)** Define, similarly, for \(f\) satisfying the square-integrability condition
\[
H_p^2 := \{ f(t,x,h) : f \text{ is } (F_t) - \text{predictable and } \int_{0}^{t} \int_{R^d} E | f(s,x,h) |^2 dx d\nu(dh) < \infty \}.
\]
Then for all \(f \in H_p^2\), one defines the integral as follows
\[
\int_{0}^{t} \int_{R^d} \int_{R^d} f(s,x,h)\tilde{N}_p(dx,dy,dh) = \sum_{s \in D_p, s \leq t} f(s,p_x(s),p_h(s))
\]
as the a.s sum of the following absolutely convergent sum.

For an example, one can define a Poisson random measure \(N = \sum_{z \in I} \delta_{\tilde{r}_i, \tilde{z}_i} \) on \(R_+ \times R^d \times R^d\) defined on a probability space \((Ω, F, P)\) with intensity measure \(dtdx d\nu(dh)\) where \(\nu\) is a Lévy measure on \(R^d\); that is, it satisfies the following
According to [3], let \( (\varepsilon_j)_{j \geq 0} \) be a sequence of positive real numbers such that \( \varepsilon_j \to 0 \) as \( j \to \infty \) and \( 1 = \varepsilon_0 > \varepsilon_1 > \varepsilon_2 > \ldots \). Let

\[
\Gamma_j = \{ h \in \mathbb{R}^d ; \varepsilon_j < |h| < \varepsilon_{j-1} \}, \quad j \geq 1 \quad \text{and} \quad \Gamma_0 = \{ h \in \mathbb{R}^d ; |h| > 1 \}.
\]

Then for any set \( B \in \mathcal{B}(\mathbb{R} \times \mathbb{R}^d) \), define

\[
\int_{B \times \Gamma_j} h \mathcal{N}(dr,dx,dh) = \sum_{(T_j,X_j) \in B} Z_j I_{\{Z_j \in \Gamma_j\}}, \quad j \geq 0,
\]

with the following property: \( \mathbb{E}[\mathcal{N}(B \times \Gamma_j)] = |B| \nu(\Gamma_j) \) and

\[
\mathcal{N}(B \times \Gamma_j) = \# \{ i \geq 1 : (T_i,X_i,Z_i) \in B \times \Gamma_j \} < \infty \text{ a.s.}
\]

Therefore the above integral is finite since the sum contains finitely many terms.

For the existence and uniqueness of (1.1), we need the following condition on \( \sigma \). Essentially this condition says that \( \sigma \) is globally Lipschitz in the first variable and bounded by another function in the second variable.

**Condition 1.6** There exist a positive function \( J \) and a finite positive constant, \( \text{Lip}_\sigma \) such that for all \( x,y,h \in \mathbb{R} \), we have

\[
|\sigma(0,h)| \leq J(h) \quad \text{and} \quad |\sigma(x,h) - \sigma(y,h)| \leq J(h) \text{Lip}_\sigma |x - y|.
\]

The function \( J \) is assumed to satisfy the following integrability condition:

\[
\int_{\mathbb{R}} J(h)^2 \nu(dh) \leq K,
\]

where \( K \) is some finite positive constant.

For the lower bound result, we will need the following extra condition on \( \sigma \).

**Condition 1.7** There exist a positive function \( \overline{J} \) and a finite positive constant, \( L_\alpha \) such that for all \( x,h \in \mathbb{R} \), we have

\[
|\sigma(x,h)| \geq L_\alpha \overline{J}(h) |x|
\]

The function \( \overline{J} \) is assumed to satisfy the following integrability condition:

\[
\kappa \leq \int_{\mathbb{R}} \overline{J}(h)^2 \nu(dh) \leq K,
\]

where \( K \) is the constant from (1.9) and \( \kappa \) is another positive, finite constant.
For the existence and uniqueness of (1.2), we make the following assumption.

**Condition 1.8** There exist a positive function \( J \) and a finite positive constant, \( \text{Lip}_\sigma \) such that for all \( x, y, h \in \mathbb{R}^d \), we have

\[
|\sigma(0, h)| \leq J(h) \quad \text{and} \quad |\sigma(x, h) - \sigma(y, h)| \leq J(h) \text{Lip}_\sigma |x - y|.
\]  

(1.12)

The function \( J \) is assumed to satisfy the following integrability condition.

\[
\int_{\mathbb{R}^d} J(h) \nu(\,dh\,) \leq K,
\]  

(1.13)

where \( K \) is some finite positive constant.

We can also give the lower bound estimate on the growth of the first moment.

**Condition 1.9** There exist a positive function \( \bar{J} \) and a finite positive constant, \( L_\sigma \) such that for all \( x, h \in \mathbb{R}^d \), we have

\[
|\sigma(x, h)| \geq L_\sigma \bar{J}(h) |x|.
\]  

(1.14)

The function \( \bar{J} \) is assumed to satisfy the following integrability condition.

\[
\kappa \leq \int_{\mathbb{R}^d} \bar{J}(h) \nu(\,dh\,) \leq K,
\]  

(1.15)

where \( K \) is the constant from (1.13) and \( \kappa \) is another positive finite constant.

The outline of the paper is given below. The paper is comprised of five sections. Statements and conditions of main results are given in section two. In section three, some estimates on heat kernels are given, some known results and few new propositions are also given. We also give estimates where the proofs of our theorems lie. The proofs of our main results are given in section four and section five contains a brief conclusion of the research.

## 2 Main Results

We show that if the function \( \sigma \) grows faster than linear growth, then the energy of the solutions, that is, the second moment \( E \left| u(t, x) \right|^2 \) of the solution to (1.1) and the first moment \( E \left| u(t, x) \right| \) of the solution to (1.2) cease to exist for all time \( t \).

Suppose that instead of (1.10), we have the following condition.

**Condition 2.1** There exists a constant \( \beta > 1 \) such that

\[
|\sigma(x, h)| \geq L_\sigma \bar{J}(h) |x|^{\beta},
\]  

(2.1)

where the constant \( L_\sigma \) and the function \( \bar{J} \) are the same as in condition 1.7.
We then have the following result.

**Theorem 2.2** Suppose that $L := -(-\Delta)^{\alpha/2}$ and that condition 2.1 is in force. Then there does not exist any random field solution to (1.1).

If instead of (1.14), we consider the following condition:

**Condition 2.3** There exists a constant $\gamma > 1$ such that

$$\left| \sigma(x,h) \right| \geq L_{\sigma} J(h) \left| x \right|^{\gamma},$$

where the constant $L_{\sigma}$ and the function $J$ are the same as in condition 1.9.

We then have the following result with the initial condition $u_{0} : \mathbb{R}^{d} \to \mathbb{R}_{+}$, a positive function on a set of positive measure.

**Theorem 2.4** Suppose that both conditions 1.8 and 2.3 are in force. Then there are no random field solutions to (1.2) whenever the non-negative initial condition $u_{0}$ is bounded below. Let $L := -(-\Delta)^{\alpha/2}$, then under the same conditions, there are no random field solutions to (1.2) even if we only have $u_{0} \neq 0$.

Here, the initial function $u_{0}$ is assumed to be a bounded non-negative function such that

$$\int_{A} u_{0}(x) dx > 0, \text{ for some } A \subset \mathbb{R}^{d}.$$

That is, we define $u_{0}$ as any measurable function $u_{0} : \mathbb{R}^{d} \to \mathbb{R}_{+}$ which is positive on a set of positive measure. This assumption implies that the set $A = \{ x : u_{0}(x) > \frac{1}{n} \} \subset \mathbb{R}^{d}$ has positive measure for all but finite many $n$. Thus by Chebyshev’s inequality,

$$\int_{\mathbb{R}^{d}} u_{0}(x) dx \geq \int_{\{ x : u_{0}(x) > \frac{1}{n} \}} u_{0}(x) dx \geq \frac{1}{n} \mu \{ x : u_{0}(x) > \frac{1}{n} \} > 0,$$

where $\mu$ is a Lebesgue measure.

### 2.1 Some auxiliary results and estimates

We present some properties of $p(t,x)$ that will be used in the proof of our results, see [6].

$$p(t,x) = t^{-d\alpha} p(1, t^{-1/\alpha} x)$$

$$p(st,x) = t^{-d\alpha} p(s, t^{-1/\alpha} x).$$

(2.3)

From the above relation, $p(t,0) = t^{-d\alpha} p(1,0)$, is a decreasing function of $t$. The heat kernel $p(t,x)$ is also a decreasing function of $\left| x \right|$, that’s

$$\left| x \right| \geq \left| y \right| \implies p(t,x) \leq p(t,y).$$
This and equation (2.3) imply that for all $t \geq s$,
\[
p(t, x) = p(t, [x]) = p(s, t_{\frac{t}{s}} x) = (\frac{t}{s})^{-d\alpha} p(s, (\frac{t}{s})^{-1/\alpha} x)
\geq (\frac{t}{s})^{-d\alpha} p(s, x) \quad \text{(since } (\frac{t}{s})^{-1/\alpha} x \leq x \text{)}
= (\frac{t}{s})^{-d\alpha} p(s, x).
\]

We now state some propositions and lemma whose proofs can be found in [12].

**Proposition 2.5** [12]. Let $p(t, x)$ be the transition density of a strictly $\alpha$-stable process. If $p(t, 0) \leq 1$ and $\alpha \geq 2$, then
\[
p(t, \frac{1}{\alpha} (x - y)) \geq p(t, x) p(t, y) \forall x, y \in \mathbb{R}^d.
\]

**Lemma 2.6** [13,14,15,16]. Suppose that $p(t, x)$ denotes the heat kernel for a strictly stable process of order $\alpha$. Then the following estimate holds.
\[
p(t, x, y) \approx t^{-d\alpha} \frac{t}{|x - y|^{d+\alpha}} \text{ for all } t > 0 \text{ and } x, y \in \mathbb{R}^d.
\]

Now we show that the first term $(P_t u_0)(x)$ of the mild solution to (1.1) and (1.2) grow or decay but only polynomially fast with time. Recall that
\[
(P_t u_0)(x) := \int_{\mathbb{R}^d} p(t, x, y) u_0(y) dy.
\]

With the assumption that the initial condition $u_0$ is positive on a set of positive measure, we then have the following.

**Proposition 2.7** [12]. There exist a $T > 0$ and a positive constant $c_1$ such that for all $t > T$ and all $x \in B(0, t^{1/\alpha})$,
\[
(P_t u_0)(x) \geq \frac{c_1}{t^{d\alpha}}.
\]

**Proof.** The proof follows by applying Lemma 2.6.

The next proposition is similar to but more general than Proposition 2.7.

**Proposition 2.8** [12]. Given the assumption on the initial function $u_0$. Then for $t_0 \geq 1, \eta > 0$, there exists $c(t_0) > 0$ such that
\[
\int_{\mathbb{R}^d} p(t + t_0, x, y) u_0(y) dy \geq c(t_0) p(t + \eta, x).
\]
Next we give the following a priori result about the continuity of the second moment of the solution to (1.1).

**Proposition 2.9** [12]. Suppose that condition 1.6 holds, then for each $x \in \mathbb{R}$, the unique solution to (1.1) is mean square continuous in time. That is for each $x \in \mathbb{R}$, the function $t \mapsto \mathbb{E}[[u(t, x)]^2]$ is continuous.

Here also, we present the time continuity of the first moment of the solution (1.2).

**Proposition 2.10** [12]. Suppose that condition 1.8 holds, then for each $x \in \mathbb{R}^d$, the unique solution to (1.2) is mean continuous in time. That is for each $x \in \mathbb{R}^d$, the function $t \mapsto \mathbb{E}[u(t, x)]$ is continuous.

We now give the following proposition which establishes the fact that under the local Lipschitz continuity as stated in condition 2.1, there exists a unique solution up to a fixed time $T$.

**Proposition 2.11** [12]. Suppose that condition 2.1 holds. Then there exists a $T > 0$ such that (1.1) has a unique random field solution up to time $T$.

**Proof.** We begin by defining

$$
\sigma_N(x, h) = \begin{cases} 
\sigma(x, h) & \text{if } x \leq N \\
\sigma(N, h) & \text{if } x > N.
\end{cases}
$$

$\sigma_N(x, h)$ therefore satisfies (1.8) but with a different constant. The result follows by the proof of existence and uniqueness of the solution and its time continuity above.

We will also need the following proposition which establishes the fact that under the local Lipschitz continuity as stated in condition 2.2, there exists a unique solution up to a fixed time $T$.

**Proposition 2.12** [12]. Suppose that condition 2.2 holds. Then there exists a $T > 0$ such that (1.2) has a unique random field solution up to time $T$.

Here follows Jensen’s inequality which shall be used in the proof of the blow-up result.

**Lemma 2.13** [12] Given that $p(dx)$ is a probability measure on $\mathbb{R}^d$ and suppose that the function $u$ is non-negative. Then for all convex function $f$ the following holds,

$$
\int_{\mathbb{R}^d} f(u(x)) p(dx) \geq f\left(\int_{\mathbb{R}^d} u(x) p(dx)\right).
$$

**3 Proof of Main Results**

In this section, we give the proofs of our main results.

**Proof of Theorem 2.2.** We use Ito’s isometry to write

$$
\mathbb{E} \left| u(t, x) \right|^2 = \left| (P_t u_0)(x) \right|^2 + \lambda^2 \int_0^t \int_{\mathbb{R}^d} \left| p(t-s, x-y) \right|^2 \mathbb{E} \left| \sigma(u(s, y), h) \right|^2 (dh)dyds.
$$
We use the assumption that $u_0(x) > c_1$ for some positive constant $c_1$ and condition 2.1 to come up with

$$E \left| u(t, x) \right|^2 \geq c_1^2 + \kappa^2 L_o^2 \int_{t}^{T} p^2(t-s, x-y) E \left| u(s, y) \right|^2 \, dy \, ds$$

$$\geq c_1^2 + \kappa^2 L_o^2 \int_{t}^{T} (\inf_{y \in \mathbb{R}} E \left| u(s, y) \right|^2)^{\beta} \, p(2(t-s),0) \, ds.$$ 

Upon setting

$$F(t) = \inf_{y \in \mathbb{R}} E \left| u(t, x) \right|^2,$$

The above inequality reduces to

$$F(t) \geq c_1^2 + \kappa^2 L_o^2 \frac{p(2(t-s),0) F^\beta(s)}{\int_{0}^{\infty} (t-s)^{-1/\alpha} \, ds}.$$

We now use Lemma 2.6 to find lower bounds on the heat kernel appearing in the above display.

$$F(t) \geq c_1^2 + \kappa^2 L_o^2 c_2 \int_{0}^{T} (t-s)^{-1/\alpha} F^\beta(s) \, ds$$

$$\geq c_1^2 + \kappa^2 L_o^2 c_2 \int_{0}^{T} (t-s)^{-1/\alpha} F^\beta(s) \, ds.$$ 

Hence, multiplying through by $t^{1/\alpha}$

$$F(t) t^{1/\alpha} \geq c_1^2 t^{1/\alpha} + \kappa^2 L_o^2 c_2 \int_{0}^{T} F^\beta(s) \, ds$$

$$= c_1^2 t^{1/\alpha} + \kappa^2 L_o^2 c_2 \int_{0}^{T} \frac{(s^{1/\alpha} F(s))^{\beta}}{s^{\beta \alpha}} \, ds.$$ 

Let $Y(t) = F(t) t^{1/\alpha}$, then for all $t \geq 0$

$$Y(t) \geq c_1^2 t^{1/\alpha} + \kappa^2 L_o^2 c_2 \int_{0}^{T} \frac{Y^\beta(s)}{s^{\beta \alpha}} \, ds$$

$$\geq \kappa^2 L_o^2 c_2 \int_{0}^{T} \frac{Y^\beta(s)}{s^{\beta \alpha}} \, ds,$$

and solving the ODE: $\frac{dY(t)}{Y^\beta(t)} = \kappa^2 L_o^2 c_2 t^{-\beta \alpha} \, dt$ with the initial condition $Y(0) = 0$, that is,

$$\frac{dY(t)}{Y^\beta(t)} = \kappa^2 L_o^2 c_2 t^{-\beta \alpha} \, dt$$

with $Y(0) = 0$ gives

$$Y(t) = \left( \frac{\kappa^2 L_o^2 c_2 \alpha}{\alpha - \beta} \right)^{1/\beta} t^{(\alpha-\beta \alpha)/\beta}.$$
and $Y(t)$ ceases to exist in finite time for all $\beta$ such that $1 < \beta < \alpha$

We now prove the finite time blow up for the non-compensated noise equation.

**Proof of Theorem 2.4.** We begin with the first part of the theorem. Now write

$$E \left| u(t, x) \right| = \left| (P_{\mu_0}) u_0(x) \right| + \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} p(t-s, x-y) \left| \sigma(u(s,y), h) \right| \nu(dh) dy ds.$$

We use the assumption that $u_0(x) > c_1$ for some positive constant $c_1$ and condition 2.3 to come up with

$$E \left| u(t, x) \right| \geq c_1 + \kappa \lambda L_\sigma \int_{\mathbb{R}^d} p(t-s, x-y) E \left| u(s, y) \right| \nu(dh) dy ds$$

$$\geq c_1 + \kappa \lambda L_\sigma \int_{\mathbb{R}^d} \left( \inf_{y \in \mathbb{R}^d} E \left| u(s, y) \right| \right) \nu(dh) dy ds.$$

Upon setting

$$F(t) = \inf_{x \in \mathbb{R}^d} E \left| u(t, x) \right|,$$

the above inequality reduces to

$$F(t) \geq c_1 + \kappa \lambda L_\sigma \int_0^t F(s) ds.$$

We now solve the following differential inequality: $\dot{F}(t) \geq \kappa \lambda L_\sigma F(t)$ with $F(0) \geq c_1$ or simply the ordinary differential equation: $\dot{F}(t) = \kappa \lambda L_\sigma F(t)$ with the initial condition $F(0) = c_1$, where the solution is given by

$$F(t) = \left( 1 - e^{-\kappa \lambda L_\sigma t} \right)^{1/1-\gamma} = (1-\gamma)^{1/(1-\gamma)} \left( \kappa \lambda L_\sigma t + \frac{c_1}{1-\gamma} \right)^{1/(1-\gamma)}$$

which fails to converge in a finite time for all $\gamma > 1$.

Next, we consider when the initial function $u_0$ is positive but not necessarily bounded below and $L = (-\Delta)^{\alpha^2}$. Let $t_0 > 0$ be fixed, then

$$u(t+t_0, x) = \int_{\mathbb{R}^d} p(t+t_0, x-y) u(0, y) dy$$

$$+ \lambda \int_{[0,t]} \int_{\mathbb{R}^d} p(t+s, x-y) \sigma(u(s, y), h) N(dh, dy, ds).$$

Taking first moment of both sides, then by Proposition 2.8 we have
We perform a change of variable, by letting $\tau = s - t_0$, $\mathrm{d}\tau = \mathrm{d}s$ and therefore

$$
E\left| u(t + t_0, x) \right| \geq c(t_0) p(t + \eta, x)
$$

Let $v(t, x) := u(t + t_0, x)$; then to show that $E\left| u(t + t_0, x) \right|$ fails to exist in some finite time suffices to show the same for $E\left| v(t, x) \right|$ and therefore

$$
E\left| v(t, x) \right| \geq c(t_0) p(t + \eta, x) + \lambda L_\sigma \kappa \int_{t_0}^{t_0} \int_{\mathbb{R}^d} p(t - \tau, x - y) (E\left| v(\tau, y) \right|)^\gamma \, \mathrm{d}\tau.
$$

Multiplying through by $p(t, x)$, and integrating in $\mathrm{d}x$, we obtain

$$
\int_{\mathbb{R}^d} E\left| v(t, x) \right| p(t, x) \, \mathrm{d}x \geq c(t_0) \int_{\mathbb{R}^d} p(t + \eta, x) p(t, x) \, \mathrm{d}x
$$

$$
+ \lambda L_\sigma \kappa \int_{t_0}^{t_0} \int_{\mathbb{R}^d} (E\left| v(\tau, y) \right|)^\gamma \, \mathrm{d}\tau \int_{\mathbb{R}^d} p(t - \tau, x - y) p(t, x) \, \mathrm{d}x
$$

$$
= c(t_0) p(2t + \eta, 0) + \lambda L_\sigma \kappa \int_{t_0}^{t_0} \int_{\mathbb{R}^d} (E\left| v(\tau, y) \right|)^\gamma p(2t - \tau, y).
$$

The last line follows by Kolmogorov property. Moreover, by properties of $p(t, x)$, Jensen’s inequality and Lemma 2.13, we get

$$
\int_{\mathbb{R}^d} E\left| v(t, x) \right| p(t, x) \, \mathrm{d}x
$$

$$
\geq c(t_0) p(1, 0) (2t + \eta)^\alpha + \lambda L_\sigma \kappa \int_{t_0}^{t_0} \int_{\mathbb{R}^d} (\frac{\tau}{2t - \tau})^\frac{d}{\alpha} p(\tau, y) (E\left| v(\tau, y) \right|)^\gamma
$$

$$
\geq c_0 (2t + \eta)^\alpha + \lambda L_\sigma \kappa \int_{t_0}^{t_0} \int_{\mathbb{R}^d} (\frac{\tau}{2t - \tau})^\frac{d}{\alpha} (E\left| v(\tau, y) \right| p(\tau, y)) \, \mathrm{d}y)^\gamma.
$$

Set $F(t) = \int_{\mathbb{R}^d} E\left| v(t, x) \right| p(t, x) \, \mathrm{d}x$ then

$$
F(t) \geq c_0 (2t + \eta)^\frac{d}{\alpha} + \lambda L_\sigma \kappa \int_{t_0}^{t_0} \int_{\mathbb{R}^d} (\frac{\tau}{2t - \tau})^\frac{d}{\alpha} F(\tau) \, \mathrm{d}\tau
$$

$$
\geq c_0 (2t + \eta)^\frac{d}{\alpha} + \lambda L_\sigma \kappa \int_{t_0}^{t_0} \int_{\mathbb{R}^d} (\frac{\tau}{2t})^\frac{d}{\alpha} F(\tau) \, \mathrm{d}\tau.
$$
Multiply through by $\frac{d}{t^{\alpha}}$, therefore

$$F(t)^{\frac{d}{t}} \geq c_0 \left( \frac{t}{2t + \eta} \right)^{d\alpha} + \frac{\lambda L_\alpha \kappa}{2^d \alpha} \int_0^t \frac{d}{\tau^{d\alpha}} \frac{d}{d(\tau^{d\alpha})} F(\tau)^{\gamma} d\tau.$$

Let $Y(t) = F(t)^{\frac{d}{t}}$ and assume further that $t \geq \delta$ for all $\delta \geq 0$, then

$$Y(t) \geq c_0 \left( \frac{\delta}{2\delta + \eta} \right)^{d\alpha} + \frac{\lambda L_\alpha \kappa}{2^d \alpha} \int_\delta^t \frac{Y(\tau)^{\gamma}}{\tau^{d\alpha}} d\tau \geq \frac{\lambda L_\alpha \kappa}{2^d \alpha} \int_\delta^t \frac{Y(\tau)^{\gamma}}{\tau^{d\alpha}} d\tau$$

and the result follows by similar argument as the above proof for all $\gamma$ such that $1 < \gamma < 1 + \alpha/d$

### 4 Conclusion

In conclusion, we see that both (1.1) and (1.2) fail to have global solutions when the initial condition $u_0$ is bounded below for the operator $L$ - the $L^2$ generator of a Lévy process; and for the fractional Laplacian $L = (-\Delta)^{\alpha/2}$, $\alpha \in (1,2]$ the solution to (1.2) fails to exist globally when the initial function $u_0$ is a positive function on a set of positive measure.
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