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Abstract

It is known in the context of decentralised control that there exist control strategies consistent with the requirements of a given information structure, yet physically unimplementable through any amount of passive common randomness. This imposes a natural set of limitations on what is achievable through common randomness in both cooperative and competitive settings. We show that it is possible to breach these limitations with the use of quantum-physical architectures. In particular, we present a class of stochastic strategies that leverage quantum entanglement to produce strategic distributions which compose a strict superclass of strategies implemented through passive common randomness. We investigate numerically, the ‘quantum advantage’ offered by this new class over a parametric family of cooperative decision problems with static information structure. We demonstrate through variations across the parametric family that fundamental decision theoretic elements such as information and the cost determine the manifestation of quantum advantage in a given control problem. Our work motivates a novel decision and control paradigm with an enlarged space of control policies achievable by means of quantum architectures.
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1 Introduction

In a decentralised control problem, each agent chooses an action conditioned on his information. A control strategy for the problem is thus a conditional distribution on the joint action space given the observations of all agents. The information structure of the problem imposes further constraints on the control strategy and constrains it within a subset of the corresponding probability simplex.

A widely studied space of strategies comprises of ‘mixed strategies’ (common nomenclature in game theory literature) or strategies implemented using passive, or pre-play common randomness. Here, all the agents have access to an externally provided random variable which does not correlate with any piece of information in the problem, in addition to any local randomization that the players may perform. Such strategies are physically implementable within the realm of classical physics, and hence, we also often refer to this strategic space as the space of classical strategies.

Ananthram and Borkar [1] show that for a problem with static information structure, strategies implemented using passive common randomness in general comprise a strict subset of what is allowed by the information structure. In particular, in a static information structure, agents are only bound by the prohibition of in-play communication. Strategies that respect this are characterized by the conditional independence of the action of an agent and the observations of other agents, given the observation of the said agent. Prima-facie, any strategy satisfying this requirement ought to be allowed by a static information structure; we call such strategies no-signalling strategies. Ananthram and Borkar [1] show that set of no-signalling strategies is strictly larger than the strategies that the set of classical strategies. They perceive this strict inclusion to be a limitation of common randomness in decentralised control. Indeed, for a cooperative problem where the solution concept is the optimal cost, lower costs may be achievable for a given problem if access is allowed to the space beyond classical strategies, even while not violating the information structure. On the other hand, in competitive settings where the solution concept is the Nash
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equilibrium, appearance of new equilibria is possible (in team v/s team settings) as the agents access strategies beyond the set of mixed strategies. We refer the reader to [1] for more.

The above limitation of passive common randomness is the starting point for our research. While passive common randomness can be implemented easily, there appears to be no general-purpose physically feasible way of implementing arbitrary no-signalling strategies. One is thus left with an unsatisfactory gap between what seems to be allowed by the information structure and what one can physically implement. In this article, we demonstrate how quantum entanglement can be utilized as a resource to breach these limitations of common randomness. We show that entanglement assisted control architectures allow access to strategies beyond those achievable with the use of common randomness, without violating the information structure, which thereby allows cost improvements. In particular, we investigate a parametric family of static team decision problems where two decentralised agents collectively attempt to estimate an environmental variable based on their independent noisy observations of the variable. We find that while common randomness is ineffective at producing a better estimate through collaboration, entanglement enables a more complex collaboration among the agents, despite the lack of communication between them, and results in a strictly lower estimation error. We call this strict improvement, the quantum advantage. In essence, the resulting spooky coordination at a distance arising out of entanglement enlarges the space of joint distributions attainable by the agents beyond that attainable through classical strategies and thereby results in a lower cost.

Remarkably, our analysis also reveals that entanglement assistance is not always useful for producing strict improvements over common randomness. We find that in our family of estimation problems, the agents’ observations must be sufficiently informative of the natural state for a quantum resource to further enhance their classical estimate. Further, if one of the agents has an observation which is asymmetrically informative by more than a certain threshold, then the quantum advantage also disappears after this threshold. Another decision-theoretic feature that characterizes the appearance of a quantum advantage is a parameter in the cost that captures the relative importance of correctly estimating different values of the environmental state. We find that the quantum advantage disappears if the parameter exits a certain range of values.

A cooperative decision problem presents itself as an optimisation of a linear objective in the conditional distributions (or occupation measures) subject to constraints imposed by the information structure (see, e.g., [2]). We find that for a static problem, the space accessible classically through common randomness as well as the set of no-signalling strategies are both polytopes, with the former strictly included within the latter. The space of quantum strategies is an open convex non-polytope structure sandwiched between the two. We showcase some features of this relative geometry which provides for a geometric intuition to the fluctuations in the quantum advantage through the parametric family we examine.

1.1 Randomization as a resource in decentralized control

Though stochastic control problems are usually posed in the policy space, e.g., [3, 4, 5, 6] lifting to randomized strategies has often served a useful analytical tool [7, 8]. For problems with nonclassical information structures, it was shown that nonclassicality of the information structure implies the nonconvexity of the equivalent problem in the space of occupation measures [2], and convex relaxation-based approaches were introduced to solve and bound problems [2, 9, 10]. Similar approaches have also been applied to problems in finite-blocklength communication [11, 12, 13, 14]. These instances notwithstanding, the main property that has been employed in each of the instances above is that randomization or lifting of the problem from the policy space to the space of occupation measures leads to equivalent problem. In other words randomization merely results in an equivalent analytical reformulation of the original policy-level problem.

In contrast, the problem posed over the space of quantum strategies is not a reformulation of the original problem, but rather a generalization of it. While classical randomization, via passive common randomness, only serves as an analytical tool with no performance benefits in terms of cost, quantum randomization based on entanglement brings with it a distinct new resource for decision making that allows for better performance than that achieved in the policy space. Geometrically, the space of occupation measures achievable through quantum strategies (also called the quantum ellipote) has extreme points that do not lie in the classical region. This geometric fact is borne out through the Bell and CHSH inequalities [15]; that this is geometric fact is indeed also physical was shown through experiments that were awarded the Nobel prize last year. We note that quantum mechanical relaxations as convex relaxations were proposed for bounding decentralized control problems in a recent survey [16].

This viewpoint of thinking of randomization as a resource in decentralized control leads to natural new questions, answers to some of which our work has provided glimpses to. How does one measure the “amount” of this resource?
How does the performance change if the decision makers are provided “more” of this resource? What is the best way to use this new resource? Are there problems where the additional resource is redundant and classical strategies are just as good as quantum ones? It appears that quantum strategies are not uniformly useful in control and a deeper understanding of the relation of problem structure and quantum advantage is needed. While the woods we are walking in are lovely, dark and deep, there are miles to go before we can address any of these questions satisfactorily. This article is a attempt towards initiating such an investigation.

1.2 Organization

This article is organised as follows. In Section 2, we brush up on the prerequisites necessary for further development in this article. In Section 3, we formulate our decentralised control problem and demonstrate a limitation of common randomness within its context. In Section 4, we formulate the set of quantum strategies and demonstrate the thereby attained breach of the aforementioned limitation. We also present here, some general properties of the set of quantum strategies and later conclude this section with a numerical investigation of the role of information and the cost-structure in the manifestation of a quantum advantage. We offer our concluding remarks in Section 5.

2 Preliminaries

We have two sets of preliminaries for this article. This section deals brushes up on the relevant prerequisites on team decision problems. An additional set of preliminaries on quantum mechanics required for this article is included in Appendix A.

2.1 Notation

Let \( \mathbb{C} \) be the set of complex numbers. Recall that any \( x \in \mathbb{C} \) may be written as \( x = a + ib \) where \( a, b \in \mathbb{R} \). By \( x^* \) we denote the complex conjugate of \( x \), i.e., \( x^* = a - ib \) and by \( |x| \) we denote its magnitude, \( |x| = a^2 + b^2 \). We denote the negation of \( a \in \{0,1\} \) by \( \bar{a} \). For \( a, b \in \{0,1\} \), we denote the binary addition or ‘XOR’ of \( a \) and \( b \) by \( a \oplus b \). Similarly, binary ‘OR’ and ‘AND’ take the forms \( a \lor b \) and \( a \cdot b \) respectively. \( \mathcal{P}(\Xi) \) denotes the set of probability distributions on \( \Xi \), and \( \mathcal{P}(\mathcal{U}|\Xi) \) denotes the set of conditional probability distributions on \( \mathcal{U} \) given an element in \( \Xi \). \( \delta(x,y) := \delta_{xy} \) denotes the Kronecker delta with \( \delta_{xy} = 1 \) if \( x = y \) and 0 otherwise. For a tuple \( (a_i) \), \( a_{-j} \) represents the tuple \( (a_i)_{i \neq j} \).

2.2 Static team decision problems

A static team theoretic decision problem comprises of the following [5].

I  Agents: A set \( \mathcal{N} \) of players or agents or decision makers.

II State of Nature: A random vector \( \xi_W \in \Xi_W \) with a known distribution \( \mathcal{P}(\cdot) \in \mathcal{P}(\Xi_W) \) denoting the state of nature, also known as the environmental randomness. \( \xi_W \) comprises of all the exogenous sources of noise in the system, including initial state, measurement noise and system noise.

III Information: Each decision maker \( i \) receives an imperfect measurement of the random vector \( \xi_W \). The information of decision maker \( i \) is denoted

\[
\xi_i := \eta_i(\xi_W), \quad \forall i \in \mathcal{N},
\]

for some measurable function \( \eta_i \). We denote \( \Xi_i \) to be the space of \( \xi_i \), whereby \( \eta_i : \Xi_W \to \Xi_i \). Notice that \( \eta_i \) is a function only of \( \xi_W \) and is not affected by actions of the other decision makers. Thus we call this a problem of static information structure. The joint conditional of \( \xi := (\xi_i)_{i \in \mathcal{N}} \) given \( \xi_W \) is denoted \( \mathcal{P}(\xi|\xi_W) \).

IV Action: As a function of the information \( \xi_i \), the decision maker \( i \) is required to choose an action \( u_i \) from a set \( \mathcal{U}_i \). We assume each \( u_i \) to be a scalar without loss of generality, as a \( d \) dimensional vector can be decomposed into \( d \) separate decision makers.

V Deterministic (pure) strategy: The function \( \gamma_i : \Xi_i \to \mathcal{U}_i \) that maps \( \xi_i \) to \( u_i \) is called a pure strategy, deterministic strategy, or simply strategy, of player \( i \). i.e., we have,

\[
u_i = \gamma_i(\xi_i), \quad \forall i \in \mathcal{N}
\]
Let \( \Gamma_i \) be the set of functions \( \gamma_i \).

1. The cost function: A function \( \ell : \prod_{i \in \mathcal{N}} \mathcal{U}_i \times \Xi_W \to \mathbb{R} \) forms the cost function. The goal is to find \( \gamma := (\gamma_i)_{i \in \mathcal{N}} \in \Gamma := \prod_{i \in \mathcal{N}} \Gamma_i \) to solve,

\[
J^*_\Gamma := \min_{\gamma} J(\gamma),
\]

where

\[
J(\gamma) := \mathbb{E}[\ell(\gamma_1(\xi_1W), \ldots, \gamma_n(\xi_nW), \xi_W)].
\]

Notice that time has no bearing on the problem owing to the static information structure. Also, for simplicity we will limit ourselves to the case where \( \Xi_W \), and all \( \mathcal{U}_i \) are finite.

We now discuss the spaces of strategies agents are allowed to play within the above information structure.

2.2.1 Control strategies assisted by passive common randomness

In the abovementioned space of deterministic strategies, \( \Gamma \), each agent fixes a ‘strategy’ \( \gamma_i : \Xi_i \to \mathcal{U}_i \) following which his action \( u_i \) is produced as the function of his observation \( \gamma_i(\xi_i) \). The tuple \( \gamma = (\gamma_i)_{i \in \mathcal{N}} \) can be thought of as a ‘local’ deterministic strategy of the team. A natural extension is to allow the agents to locally randomize their choice of action. In this space of ‘locally’ randomized strategies (or as in the language of game theory, ‘behavioural’ strategies), \( \mathcal{D} \), each agent \( i \in \mathcal{N} \) executes an action \( u_i \in \mathcal{U}_i \) sampled from a conditional distribution \( Q_i \in \mathcal{P}(\Xi_i|\mathcal{U}_i) \). The strategy \( Q \in \mathcal{D} \) is then expressible as

\[
Q(u|\xi) = \prod_{i \in \mathcal{N}} Q_i(u_i|\xi_i). \tag{1}
\]

A behaviourally randomized strategy produces conditionally ‘uncorrelated’ actions given local observations as evident in the multiplicative separation above. A scheme to obtain correlations beyond this conditional independence is through externally provided passive common randomness. Herein, each agent \( i \in \mathcal{N} \) chooses his action \( u_i \) randomly from a conditional \( Q_i \in \mathcal{P}(\mathcal{U}_i|\Xi_i, \Omega) \), i.e. through a conditioning also on a random variable \( \omega \sim \Phi(.) \in \mathcal{P}(\Omega) \) in addition to his observation \( \xi_i \). Here, \( \Omega \) is assumed to be some discrete space of variables. A crucial assumption central to implementability of these strategies is the passivity of the external randomness: \( \omega \) is conditionally independent of all information in the problem, i.e., \( \xi \) and \( \xi_W \). We call this space of strategies the local polytope \( \mathcal{L} \) where we will soon establish the polytopic nature of its geometry through Theorem 2.1. First we emphasize that each joint strategy \( Q \in \mathcal{L} \) is expressible as

\[
Q(u|\xi) = \sum_{\omega \in \Omega} \Phi(\omega) \prod_{i} Q_i(u_i|\xi_i). \tag{2}
\]

Second, we notice that since \( \Phi(\omega) \geq 0 \) for all \( \omega \) and \( \sum_{\omega \in \Omega} \Phi(\omega) = 1 \), we have the relation \( \mathcal{L} = \text{conv}(\mathcal{D}) \) by definition where \( \text{conv}(\bullet) \) denotes the convex hull of \( \bullet \) and we recall that \( \mathcal{D} \) is the space of locally random strategies. Under a joint strategy \( Q \), the expected cost of a decision problem \( D \) is then given by

\[
J(Q; D) = \sum_{u, \xi, \xi_W} \mathbb{P}(\xi) \ell(u, \xi_W)Q(u|\xi). \tag{3}
\]

Hereon given a strategic space \( \mathcal{S} \) for a problem \( D \), we denote \( J^*_S(D) = \inf_{Q \in \mathcal{S}} J(Q; D) \).

2.2.2 No-signalling strategies

Any strategy \( Q \in \mathcal{P}(\mathcal{U}|\Xi) \) obeys the positivity and normalisation constraints \( Q(u|\xi) \geq 0 \ \forall u, \xi, \sum_u Q(u|\xi) = 1 \ \forall \xi \). In addition, the decentralised, static information structure of the problem imposes the ‘no-signalling’ constraints on \( Q \). In particular it is required that any agent’s action is conditionally independent of the observation by another agent, given his own observation, i.e. \( Q(u_i|\xi_i, \xi_{-i}) = Q(u_i|\xi_i) \) for each \( i \in \mathcal{N} \). This conditional independence can be captured through the following linear equalities for each \( i \in \mathcal{N} \):

\[
\sum_{u_{-i}} Q(u_i, u_{-i}|\xi_i, \xi_{-i}) = \sum_{u_{-i}} Q(u_i, u_{-i}|\xi_i, \xi'_{-i}) \quad \forall u_i, \xi_i, \xi_{-i}, \xi'_{-i}. \tag{4}
\]
This asserts that the choice of conditional distribution of one agent given his information does not affect the outcome distribution of other agents, and thus the joint distribution respects the prohibition of super-luminal communication. Since this set of distributions is characterised by a finite number of linear equalities and inequalities, it is indeed a polytope. We denote this set by \( \mathcal{NS} \), and call it the ‘no-signalling’ polytope. Strategies within the no-signalling polytope respect the static information structure in the problem since the no-signalling conditions (4) prohibit any communication.

2.2.3 Limitations of common randomness

A static decision problem considerably simplifies within the introduced strategic classes \( \Gamma \). In particular, we show that there are no-signalling strategies that ourperform the deterministic based on players’ local information.

Theorem 2.1. i) The space of behaviourally random strategies is contained within the local polytope i.e. \( \mathcal{D} \subseteq \mathcal{L} \).

Proof. i) In (2), taking \( |\mathcal{O}| = 1 \) recovers a strategy in \( \mathcal{D} \), thereby establishing that \( \mathcal{D} \subseteq \mathcal{L} \).

ii) Notice from (3) that the expected cost \( J(Q; D) \) is a linear objective in \( Q \). Since \( \mathcal{L} = \text{conv}(\mathcal{D}) \), we have \( J^*_\mathcal{L}(D) = J^*_\mathcal{D}(D) \). Now the optimization over \( \mathcal{D} \) is a multilinear optimization, whose minimum is attained at an extreme point, i.e., in \( \Gamma \) (see [2] for a detailed argument). Thus \( J^*_\mathcal{L}(D) = J^*_\mathcal{D}(D) \) and the claim follows. ■

Hence, even within the availability of common randomness, it is optimal for a team to play deterministically based on players’ local information.

There may, however, be a gap between \( J^*_{\mathcal{NS}}(D) \) and \( J^*_\mathcal{L}(D) \), pointing to a limitation of common randomness. We highlight this limitation of common randomness for static teams in the following section through an explicit example of a team problem. In particular, we show that there are no-signalling strategies that outperform the deterministic optimality. This is precisely the limitation presented by Ananthram and Borkar [1].

3 Problem Formulation

We now focus on a specific instance of decentralised estimation where two agents \( B \) and \( H \) attempt to jointly estimate the environmental state \( \xi_W \sim \text{Unif}\{\Xi_W\} \) given independent, identically distributed noisy observations of the same. Let \( \xi_B \in \Xi_B, \xi_H \in \Xi_H \) be their respective observations and \( u_B \in \mathcal{U}_B, u_H \in \mathcal{U}_H \) be their actions. Each agent \( i \in \{B, H\} \) picks his action \( u_i \) given his observation \( \xi_i \). For simplicity of demonstration, we work with \( \Xi_W = \Xi_B = \Xi_H = \mathcal{U}_B = \mathcal{U}_H = \{0, 1\} \). The cost function of the problem is that of a decentralised estimation problem with a reward for producing a correct joint estimate of the environmental state, and is asymmetric in the value of this state. Let \( f(u_B, u_H) \) be the joint estimate of the agents, where \( f : \mathcal{U}_B \times \mathcal{U}_H \rightarrow \{0, 1\} \). We take the following cost function,

\[
\ell(u_B, u_H, \xi_W) = -\chi(\xi_W)\delta(\xi_W, f(u_B, u_H)),
\]

where \( \chi(\xi_W) \in [0, \infty) \) weights the estimation error as a function of the environmental state \( \xi_W \). We work with a symmetric, non-degenerate aggregator \( f \) which obeys \( f(a, b) = f(b, a) \) and \( f(a, b) \neq f(\sim a, b) \). Upto relabelling of actions, it suffices to work with \( f(u_B, u_H) = u_B \oplus u_H \). The joint distribution of \( \xi_B, \xi_H, \xi_W \) is specified as follows through parameters \( 1/2 < \lambda_i < 1 \) for each \( i \in \mathcal{N} \),

\[
\mathbb{P}(\xi_B, \xi_H, \xi_W) = \mathbb{P}(\xi_W)\mathbb{P}(\xi_B|\xi_W)\mathbb{P}(\xi_H|\xi_W): \quad \mathbb{P}(\xi_i|\xi_W) = \begin{cases} 
\lambda_i & \xi_i = \xi_W \\
1 - \lambda_i & \xi_i \neq \xi_W \end{cases} \forall \, i \in \{B, H\}.
\]

The expected cost of our problem \( 'D \equiv (\lambda_B, \lambda_H, \chi(0), \chi(1))' \) under a strategy \( Q \in \mathbb{P}(\mathcal{U}_B \times \mathcal{U}_H|\Xi_B \times \Xi_H) \) is thus given by

\[
J(Q; D) = -\sum_{u, \xi} \chi(\xi_W)\mathbb{P}(\xi_B, \xi_H, \xi_W)\delta(\xi_W, u_B \oplus u_H)Q(u_B, u_H|\xi_B, \xi_H).
\]
3.1 Deterministic optimal strategy

From Theorem 2.1, lowest cost achievable by common randomness, i.e., over \( \mathcal{L} \) is simply the optimal cost over deterministic strategies \( \Gamma \). The following proposition characterizes the optimal deterministic strategy.

**Proposition 3.1.** Let \( \lambda_H \geq \lambda_B \) and let

\[
\hat{J} := \min(-\chi(0)\mathbb{P}(0), -\lambda_H \sum_{\xi_w} \mathbb{P}(\xi_w)\chi(\xi_w), -\chi(1)\mathbb{P}(1)).
\]

Then an optimal deterministic strategy for the decision problem above is given by:

\[
\gamma^*_B(\xi_B) \equiv 0; \quad \gamma^*_H(\xi_H) = \begin{cases} 
0 & \text{if } \hat{J} = -\mathbb{P}(0)\chi(0), \\
1 & \text{if } \hat{J} = -\mathbb{P}(1)\chi(1), \\
\xi_H & \text{if } \hat{J} = -\lambda_H \sum_{\xi_w} \mathbb{P}(\xi_w)\chi(\xi_w).
\end{cases}
\]

Moreover \( J^*_\mathcal{L}(D) = \hat{J} \).

**Proof.** Consider an arbitrary deterministic strategy \( \gamma \in \Gamma \), and let \( u_i := \gamma_i(\xi_i) \) for an agent \( i \in \{B, H\} \) and \( \xi_i \in \Xi_i \). It is easy to check by direct evaluation that if \( \gamma \equiv \gamma^* \), then \( J(\gamma; D) = \hat{J} \). Now suppose that \( \gamma_j(0) \neq \gamma_j(1) \) for some \( j \in \{B, H\} \). Denote \( \delta(u_{-j}, \gamma_{-j}(\xi_{-j}))\mathbb{P}(\xi_{-j}|\xi_w) =: R(u_{-j}, \xi_{-j}|\xi_w) \). Clearly, \( \sum_{u_{-j}, \xi_{-j}} R(u_{-j}, \xi_{-j}|\xi_w) = 1 \). Now notice that

\[
J(\gamma; D) = \sum_{\xi_w} \mathbb{P}(\xi_w) \sum_{\xi_j, \xi_{-j}} \ell(u, \xi_w) \mathbb{P}(\xi_j|\xi_w) \delta(u_j, \gamma_j(\xi_j)) \times R(u_{-j}, \xi_{-j}|\xi_w).
\]

Now summing over \( \xi_j \) and using \( \mathbb{P}(\xi_j = \xi_w|\xi_w) = \lambda_j \) gives

\[
J(\gamma; D) = \sum_{\xi_w, u_{-j}, \xi_{-j}} \mathbb{P}(\xi_w) [\lambda_j \delta(u_j, \gamma_j(\xi_w))\ell(u, \xi_w) + (1 - \lambda_j)\delta(u_j, \gamma_j(\overline{\xi_w}))\ell(u, \xi_w)] R(u_{-j}, \xi_{-j}|\xi_w)
\]

\[
= \sum_{\xi_w, u_{-j}, \xi_{-j}} \mathbb{P}(\xi_w) [\lambda_j \ell(\gamma_j(\xi_w), u_{-j}, \xi_w) + (1 - \lambda_j)\ell(\gamma_j(\overline{\xi_w}), u_{-j}, \xi_w)] R(u_{-j}, \xi_{-j}|\xi_w),
\]

where we have used the definition of \( \delta(\cdot, \cdot) \) to sum over \( u_j \). Now from (5), and using that \( \gamma_j(\xi_w) \neq \gamma_j(\overline{\xi_w}) \) observe that the term inside the square brackets must take one of the two values \( \{-\lambda_j \chi(\xi_w), -(1 - \lambda_j)\chi(\xi_w)\} \) for each \( u_{-j}, \xi_w \). Since \( \lambda_j \geq \frac{1}{2} \), it follows that \( -\lambda_j \chi(\xi_w) \leq -(1 - \lambda_j)\chi(\xi_w) \) and hence,

\[
J(\gamma; D) \geq -\sum_{\xi_w, u_{-j}, \xi_{-j}} \mathbb{P}(\xi_w) R(u_{-j}, \xi_{-j}|\xi_w) \lambda_j \chi(\xi_w) = -\lambda_j \sum_{\xi_w} \chi(\xi_w)\mathbb{P}(\xi_w) \geq -\lambda_H \sum_{\xi_w} \chi(\xi_w)\mathbb{P}(\xi_w),
\]

where we have used that \( \lambda_B \leq \lambda_H \). This shows that for each deterministic \( \gamma \) for which \( \exists j \in \{B, H\} \) satisfying \( \gamma_j(0) \neq \gamma_j(1) \), \( J(\gamma; D) \geq \hat{J} \). Otherwise if \( \gamma \) is such that \( \gamma_i(0) \equiv \gamma_i(1) \) for all \( i \in \{0, 1\} \), then \( u_B \oplus u_H \equiv c \in \{0, 1\} \) and consequently, \( J(\gamma; D) \in \{-\chi(0)\mathbb{P}(0), -\chi(1)\mathbb{P}(1)\} \) so that \( J(\gamma; D) \geq \hat{J} \). Since the cost \( \hat{J} \) is attained by \( \gamma^* \), we have \( \hat{J} = \min_{\gamma \in \Gamma} J(\gamma; D) \), and it follows that \( \hat{J} = J^*_\mathcal{L}(D) \) from Theorem 2.1. \( \blacksquare \)

We make the following observation about the optimal strategy above. Notice that the optimal strategy corresponds to at most one agent actively estimating \( \xi_w \). i.e., \( J^*_\mathcal{L}(D) \) is attained either when both agents play a constant strategy by disregarding the observed information (in which case \( J^*_\mathcal{L}(D) \in \{-\chi(0)\mathbb{P}(0), -\chi(1)\mathbb{P}(1)\} \)) or only the more informed agent (agent \( H \) in our case) putting his information to use and the other ignoring his information (in which case \( J^*_\mathcal{L}(D) = -\lambda_H \sum_{\xi_w} \mathbb{P}(\xi_w)\chi(\xi_w) \)). Thus, for this problem, there is no benefit in the more informed agent correlating his estimate with that of the other (less or equally informed) agent. This is applicable when optimizing over the space \( \Gamma \) or indeed over \( \mathcal{L} \), where agents are provided access to passive common randomness.

However, there do exist *no-signalling* strategies in which the estimates of both agents are nontrivially correlated, and improve upon the cost \( \hat{J} \) attained above. We show this in the following section.
3.2 Optimaliy as allowed by the information structure

We now study the \( \mathcal{NS} \) polytope for this problem with the aim of characterizing \( J^*_{\mathcal{NS}} \). The geometry of this polytope is well-known for the problem setting we consider, i.e., \(|U_i| = |\Xi_i| = 2\). In particular, it is known [17] that the polytope has 24 vertices, 16 of which correspond to the deterministic strategies and 8 correspond to what we refer to as the non-local vertices. The following proposition specifies the geometry of this polytope.

**Proposition 3.2.** [17, pg 3, eq (6)-(7)] The no-signalling polytope \( \mathcal{NS} \) has 24 vertices out of which:

a) The sixteen local vertices of the no-signalling polytope that correspond to the deterministic strategies are given by

\[
\pi^{\alpha \beta \delta \gamma \delta}(u_B, u_H | \xi_B, \xi_H) = \begin{cases} 1 & u_B = \alpha \xi_B + \beta \xi_H + \gamma \delta \xi_H \quad \text{where} \quad \alpha, \beta, \gamma, \delta \in \{0,1\}. \\ 0 & \text{otherwise} \end{cases}
\]

b) The eight non-local vertices are denumerable as

\[
Q^{\alpha \beta \delta}(u_B, u_H | \xi_B, \xi_H) = \begin{cases} 1/2 & u_B + u_H = \xi_B \xi_H + \alpha \xi_B + \beta \xi_H + \gamma \delta \xi_H \quad \text{where} \quad \alpha, \beta, \gamma, \delta \in \{0,1\}. \\ 0 & \text{otherwise} \end{cases}
\]

The proof of the above characterization involves a search algorithm over equality constraints (4). We refer to [17] for further details.

The following proposition shows that there are instances of the problem \( D \) where \( J^*_{\mathcal{NS}}(D) < J^*_{\mathcal{L}}(D) \). In particular, this implies that \( \mathcal{L} \subset \mathcal{NS} \) (a strict inclusion), a fact that was also seen in the counterexample presented by Ananthram and Borkar [1].

**Proposition 3.3.** There exist \( \chi(0), \chi(1) \in [0, \infty) \) and \( \lambda_B, \lambda_H \in [0,1] \) such that

\[
\min_{\alpha, \beta, \gamma, \delta \in \{0,1\}} J(Q^{\alpha \beta \gamma \delta}; D) < \min_{\alpha, \beta, \gamma, \delta \in \{0,1\}} J(\pi^{\alpha \beta \gamma \delta}; D).
\]

Hence, \( \exists \chi(0), \chi(1) \in \mathbb{R}^+, \lambda_B, \lambda_H \in [0,1] \) such that \( J^*_{\mathcal{NS}}(D) < J^*_{\mathcal{L}}(D) \).

**Proof.** We establish the proposition by provision of a direct numerical example. Take \( \chi(0) = 1, \chi(1) = 3 \) and \( \lambda_B = \lambda_H =: \lambda = 4/5 \). Then,

\[
J^*_{\mathcal{L}}(D) = \min(-\chi(0) \mathbb{P}(0), -\chi(1) \mathbb{P}(1), -\lambda \sum_{\xi_W} \chi(\xi_W) \mathbb{P}(\xi_W)) = -8/5.
\]

On the other hand, notice that for the non-local vertex \( Q^{111} \) defined in (11), we have

\[
J(Q^{111}; D) = -\chi(0) \sum_{\xi_B, \xi_H} \mathbb{P}(\xi_B, \xi_H, 0)(\xi_B, \xi_H) - \chi(1) \sum_{\xi_B, \xi_H} \mathbb{P}(\xi_B, \xi_H, 1)(\xi_B, \xi_H) - \chi(1) \mathbb{P}(\xi_B, \xi_H, 1)(\xi_B, \xi_H) - \chi(1) \mathbb{P}(\xi_B, \xi_H, 1)(\xi_B, \xi_H)
\]

\[
= -44/25 < -8/5.
\]

This establishes the proposed. \( \blacksquare \)

Proposition 3.3 identifies a gap between the optimal cost of problem \( D = (4/5, 4/5, 1, 3) \) achievable by strategies implemented through common randomness, and the optimal cost as allowed by the static information structure of the problem. This gap arises because in the former space, optimality is characterised by a strategy where a single agent, say \( i \) produces an in-play prediction for \( \xi_W \) conditioned on his local information while the other agent ignores his observations entirely. Subsequently this absence of in-play collaboration among the agents renders \( \xi_{\sim i} \), the independently recorded observation of the other agent, futile. On the contrary, the strategy \( Q^{111} \) is fundamentally stochastic, and correlates the actions of the agents. This correlation contributes to their joint estimate being ‘right’ more often. As an illustration, note that

\[
Q^{111}(u_B = 0, u_H = 0 | \xi_B = 1, \xi_H = 1) = Q^{111}(u_B = 1, u_H = 1 | \xi_B = 1, \xi_H = 1) = 0
\]

\[
Q^{111}(u_B = 0, u_H = 1 | \xi_B = 1, \xi_H = 1) = Q^{111}(u_B = 1, u_H = 0 | \xi_B = 1, \xi_H = 1) = \frac{1}{2}.
\]
On the other hand,
\[ Q^{111}(u_B = 0 | \xi_B = 1, \xi_H = 1) = Q^{111}(u_B = 1 | \xi_B = 1, \xi_H = 1) \]
\[ = Q^{111}(u_H = 0 | \xi_B = 1, \xi_H = 1) = Q^{111}(u_H = 1 | \xi_B = 1, \xi_H = 1) = \frac{1}{2} \]
whereby
\[ Q^{111}(u_B = 0, u_H = 1 | \xi_B = 1, \xi_H = 1) > Q^{111}(u_B = 0 | \xi_B = 1, \xi_H = 1)Q^{111}(u_H = 1 | \xi_B = 1, \xi_H = 1) \]
\[ Q^{111}(u_B = 1, u_H = 0 | \xi_B = 1, \xi_H = 1) > Q^{111}(u_B = 1 | \xi_B = 1, \xi_H = 1)Q^{111}(u_H = 0 | \xi_B = 1, \xi_H = 1). \]
This stronger correlation\(^1\) afforded by \(Q^{111}\), even while remaining in the \(NS\) polytope, contributes to a lower estimation error.

Although a strategy in \(NS\) improves the cost of this instance, a physically method for realising arbitrary strategies in \(NS\) is unknown. As the central contribution of this article, we show that quantum mechanics allows for a physically realisable mechanism through which the agents can correlate their actions and improve upon the cost achieved through common randomness. This bridges some but not all of the gap between what is allowed by the static information structure \((J_{NS}(D))\) and what is achievable via passively random strategies \((J_{\xi}(D))\).

4 Quantum Strategies for Decentralised Control

In the section that follows, we formulate a class of stochastic strategies that exploit quantum entanglement to generate randomness. In contrast to the common randomness that has been the subject of [1] and of our discussion so far, quantum strategies are not passively random, i.e. they cannot be expressed in the form (2). Quantum randomness allows for richer correlations to manifest among the actions of the agents without violating the static information structure, and hence the set of quantum strategies \(Q\) extends beyond the local polytope \(L\) but remains a subset of \(NS\). We also establish the convexity of the set \(Q\).

4.1 Formulation of \(Q\) – the set of quantum strategies

We now formulate a quantum strategy for a static team decision problem as described in Section 2.2. Recall that \(N\) is the set of agents in a given static decision problem and for each agent \(i \in N\), we denote his observation by \(\xi_i \in \Xi_i\) and action \(u_i \in U_i\). For readers not familiar with the quantum mechanical postulates, or associated notation, we recommend a quick glance onto Appendix A.

- The quantum strategy requires that the agents share a composite system in a state that is specified by a density matrix \(\rho \in \mathcal{B}(\otimes_i \mathcal{H}_i)\). Each agent \(i \in N\) has access to a physical subsystem described within a Hilbert space \(\mathcal{H}_i\) of dimension \(\text{dim} \mathcal{H}_i =: d_i\).

- The agents agree upon their collective set of measurement and action strategies. For agent \(i\), a measurement strategy \(\beta_i : \Xi_i \rightarrow 2^{\mathcal{B}(\mathcal{H}_i)}\) specifies a choice of a POVM \(\beta_i(\xi_i) = \{P^i_{a_i}(\xi_i)\}_{a_i \in A_i}\), where \(A_i \subset \mathbb{R}\) is finite, given the observation \(\xi_i \in \Xi_i\). A measurement strategy effectively specifies the measurement of an observable \(M_i := \sum_{\xi_i} a_i P^i_{a_i}(\xi_i) \in \mathcal{B}(\mathcal{H}_i)\), which results in an outcome \(a_i \in A_i\).

- An action strategy \(\gamma_i : A_i \rightarrow U_i\) specifies the agent’s action, given his measurement outcome. Given the freedom in the choice of the measurement strategy, it is without loss of generality to restrict \(A_i = U_i\) and fix the action strategy to identity: \(\gamma_i(a) = a\). To emphasize this simplification, we will henceforth shift our notation for the measurement observable from \(M_i\) to \(U_i\). This simplification then informs that the set \(\{P^i_{a_i}(\xi_i)\}_{a_i \in U_i}\) forms a POVM, and \(P^i_{u_i}(\xi_i)\) are projection operators (allowed to be null) which obey

\[ P^i_{u_i}(\xi_i)P^i_{u_i}(\xi_i) = P^i_{u_i}(\xi_i) \quad \forall \, i \in N, \xi_i \in \Xi_i, u_i \in U_i \]

\[ \sum_{u_i} P^i_{u_i}(\xi_i) = I_i \quad \forall \, i \in N, \xi_i \in \Xi_i \]

where \(I_i\) is the identity operator on \(\mathcal{H}_i\).

\(^1\)In fact, the correlation as been skewed away from the product of the marginals. One can see that \(Q^{111}(00|00) < Q^{111}(0|00)Q^{111}(0|00)\), and likewise \(Q^{111}(11|00) < Q^{111}(1|00)Q^{111}(1|00)\).
Given a mathematical specification of the strategy \( Q = (\{H_i\}_{i \in \mathcal{N}}, \rho, \{P_{u,i}(\xi_i)\}_{i,\xi_i,u_i}) \), the gameplay through which the strategy is realised is as follows:

- Before gameplay agents share a composite quantum system \( \rho \) and agree on the measurement strategies \( \beta_i, i \in \mathcal{N} \).
- In gameplay, the observations \( \xi_i, i \in \mathcal{N} \) are realised and observed by the agents.
- Observing \( \xi_i \in \Xi_i \) each agent \( i \) performs his local measurement on \( \rho \) with the POVM \( \beta(\xi_i) = \{P^i_{u,i}(\xi_i)\}_{u,i \in \mathcal{U}_i} \subset \mathcal{B}(H_i) \). The POVM corresponds to a measurement of the \( \mathcal{U}_i \)-valued action observable
  \[
  \mathcal{U}_i := \sum_{u_i \in \mathcal{U}_i} u_i P^i_{u,i}(\xi_i) \in \mathcal{B}(H_i).
  \]

The precise of order measurements is fixed before gameplay, but since it does not affect the outcome, we do not specify it as part of the protocol.

- Each agent \( i \) chooses the action \( u_i \) resulting from his measurement.

It follows from the measurement postulate for composite systems that for such a realization of the quantum strategy (See Appendix A), the joint probability of the collective outcome \( u = (u_i)_i \in \prod \mathcal{U}_i \) given an observation tuple \( \xi = (\xi_i)_i \in \prod \mathcal{X}_i \) is given by

\[
Q(u|\xi) = \text{Tr} \left( \rho \bigotimes_{i \in \mathcal{N}} P^i_{u,i}(\xi_i) \right)
\]

Notice that once all the agents have settled on a measurement strategy, the joint probability of the outcomes is unaffected by the order in which the measurements are physically performed. Hence, while the loss in simultaneity of measurements comes inevitably in a real world scenario, it does not affect the realization of a quantum strategy once the subsystems that constitute the composite state \( \rho \) are assumed to be persistent to environmental corruption. This is because the order of measurements has no bearing on the joint probability of the outcomes – a fact we demonstrate explicitly for two agents in Appendix A.2, Postulate 5.

Nevertheless, this discussion of the order of measurements is crucial. Indeed, since the measurement by each agent collapses the state of the composite system, the order of measurements affects the state upon which each local measurement is performed by the other agents. However, we do not consider this order among the strategic elements for it is inconsequential conditional probability defined in (18). We conclude this section by a re-emphasis on the mathematical formulation of a quantum strategy, i.e., a quantum strategy \( Q \) is (by overloading of notation) denoted by the tuple \( \{\{H_i\}_{i \in \mathcal{N}}, \rho, \{P^i_{u,i}(\xi_i)\}_{i,\xi_i,u_i}\} \).

We let the set of quantum strategies \( \mathcal{Q} \) denote the set of \( \mathcal{Q} \in \mathcal{P}(\mathcal{U}|\mathcal{X}) \) that satisfy (18) for some choice of Hilbert spaces \( \mathcal{H}_i \), a composite state \( \rho \), and POVMs \( \{P^i_{u,i}(\xi_i)\}_{u_i \in \mathcal{U}_i, \xi_i \in \Xi_i} \) for each \( i \in \mathcal{N} \).

### 4.2 Numerical demonstration of the quantum advantage

We now numerically demonstrate the cost advantage offered by the set of quantum strategies. We attend the problem \( D = (\lambda_B, \lambda_H, \chi(0), \chi(1)) \) that has been the subject of our investigation in Section 3. Recall that for \( \chi(0) = 1, \chi(1) = 3 \) and \( \lambda_B = \lambda_H = \frac{4}{5}, J^*_C(D) = -\frac{9}{5} \) and \( J^*_{NS}(D) = -\frac{44}{25} \). We are primarily interested in demonstrating that \( J^*_{C}(D) < J^*_{C}(D) \). To this end, we directly specify a quantum strategy \( Q \in \mathcal{Q} \) for \( D \) and show that it obtains a cost strictly lower than \( J^*_C(D) \).

We now define a quantum strategy \( Q = (\mathcal{H}_B, \mathcal{H}_H, \rho, \{P^B_{u_B}(\xi_B)\}_{u_B,\xi_B}, \{P^H_{u_H}(\xi_H)\}_{u_H,\xi_H}) \) for the instance \( D \) as follows.

i) \( \text{dim } \mathcal{H}_B = \text{dim } \mathcal{H}_H = 2 \). We denote the identity on \( \mathcal{H}_B \) and \( \mathcal{H}_H \) by \( I \).

ii) The density matrix \( \rho \in \mathcal{B}(\mathcal{H}_B \otimes \mathcal{H}_H) \) is given by

\[
\rho = \begin{pmatrix}
1/\sqrt{2} & 0 & 0 & 1/\sqrt{2} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1/\sqrt{2} & 0 & 0 & 1/\sqrt{2}
\end{pmatrix} \begin{pmatrix}
1/2 & 0 & 0 & 1/2 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1/2 & 0 & 0 & 1/2
\end{pmatrix}
\]
where we use some orthonormal basis of $\mathcal{H}_B \otimes \mathcal{H}_H$ for our representation. It is evident that $\text{Tr} \rho = 1$ and $\rho \geq 0$ since $\rho = vv^T$ for a $v \in \mathcal{H}_B \otimes \mathcal{H}_H$.

iii) To specify the measurement strategy, we first consider the following parameterised operator $P(\mu, a, b, \theta)$ in $\mathcal{H}_B$ (or $\mathcal{H}_H$)

$$P(\mu, a, b, \theta) = \frac{1}{\mu} \begin{pmatrix} a e^{i\theta} & e^{-i\theta} \\ e^{i\theta} & b \end{pmatrix}$$

(20)

where $\mu, a, b \in \mathbb{R}$ such that

$$\mu = a + b, \mu a = 1 + a^2, \mu b = 1 + b^2, \quad \text{and} \quad \theta \in [0, 2\pi).$$

(21)

We also have a special notation $P(\infty, \infty, 0, 0) := \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} = \lim_{\mu \to \infty} P(\mu, 0, 0)$ and similarly $P(\infty, \infty, \pi, \pi) := \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} = \lim_{\mu \to \infty} P(\mu, 0, \mu, \pi)$. Now we specify the measurement strategy so as complete the specification of our $Q$:

$$P_0^B(0) = P(\infty, \infty, 0, 0); \quad \text{\quad \quad \quad } P_0^B(1) = P\left(\frac{4}{\sqrt{3}}, \sqrt{3}, \frac{1}{\sqrt{3}}, \pi/2\right);$$

$$P_1^B(0) = I - P_0^B(0) = P(\infty, 0, \infty, \pi); \quad \text{\quad \quad \quad } P_1^B(1) = I - P_0^B(1) = P\left(\frac{4}{\sqrt{3}}, \frac{1}{\sqrt{3}}, \sqrt{3}, 3\pi/2\right);$$

$$P_0^H(0) = P\left(\frac{4}{\sqrt{3}}, \sqrt{3}, \frac{1}{\sqrt{3}}, 3\pi/2\right); \quad \text{\quad \quad \quad } P_0^H(1) = P\left(\frac{4}{\sqrt{3}}, \frac{1}{\sqrt{3}}, \sqrt{3}, 3\pi/2\right);$$

$$P_1^H(0) = I - P_0^H(0) = P\left(\frac{4}{\sqrt{3}}, \frac{1}{\sqrt{3}}, \sqrt{3}, \pi/2\right); \quad \text{\quad \quad \quad } P_1^H(1) = I - P_0^H(1) = P\left(\frac{4}{\sqrt{3}}, \frac{1}{\sqrt{3}}, \sqrt{3}, \pi/2\right).$$

(22)

Notice that

$$P(\mu, a, b, \theta)^2 = \frac{1}{\mu^2} \begin{pmatrix} (1 + a^2) e^{i\theta}(a + b) & e^{-i\theta}(a + b) \\ e^{-i\theta}(a + b) & (1 + b^2) \end{pmatrix},$$

so that due to (21) $P(\mu, a, b, \theta)$ is a projector. Also notice that $I - P(\mu, a, b, \theta) = P(\mu, \mu - a, -b, \theta \pm \pi)$ is also a projector since $\left(I - P(\mu, a, b, \theta)\right)^2 = I - 2P(\mu, a, b, \theta) + P(\mu, a, b, \theta) = I - P(\mu, a, b, \theta)$.

Towards evaluation of the associated occupation measures $Q(u_B, u_H, \xi_B, \xi_H)$, first consider for $P(\mu, a, b, \theta) \in \mathcal{H}_B$ and $P(\mu', a', b', \theta') \in \mathcal{H}_H$

$$P(\mu, a, b, \theta) \otimes P(\mu', a', b', \theta') = \frac{1}{\mu \mu'} \begin{pmatrix} aa' & ae^{-i\theta'} & a'e^{-i\theta} & e^{-i(\theta + \theta')} \\ ae^{i\theta} & ab' & e^{i(\theta - \theta')} & be^{-i\theta} \\ a'e^{i\theta} & e^{i(\theta - \theta')} & a'b & be^{-i\theta} \\ e^{i(\theta + \theta')} & b'e^{i\theta} & be^{i\theta'} & bb' \end{pmatrix}$$

(23)

so that, for finite $\mu, a, b$

$$\text{Tr} \left(\rho P(\mu, a, b, \theta) \otimes P(\mu', a', b', \theta')\right) = \frac{1}{\mu \mu'} \left(\frac{aa' + bb'}{2} + \cos(\theta + \theta')\right).$$

(24)

This allows us to tabulate all occupation measures corresponding to the specified quantum strategy $Q$. For instance,

$$Q(0, 0, 0, 0) = \text{Tr}(\rho P(\infty, \infty, 0, 0) \otimes P\left(\frac{4}{\sqrt{3}}, \sqrt{3}, \frac{1}{\sqrt{3}}, \frac{3\pi}{2}\right))$$

$$= \lim_{\mu \to \infty} \text{Tr}(\rho P(\mu, 0, 0) \otimes P\left(\frac{4}{\sqrt{3}}, \sqrt{3}, \frac{1}{\sqrt{3}}, \frac{3\pi}{2}\right)) = \lim_{\mu \to \infty} \frac{\sqrt{3}}{4\mu} \left(\frac{\mu \sqrt{3}}{2} - 1\right) = \frac{3}{8}$$

(25)
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Then the following strict inequality holds,
\[ J_Q^*(D) < J_L^*(D). \] (26)

Proof. We show that the strategy $Q \in Q$ formulated above in Section 4.2 beats all deterministic strategies strictly 
i.e. $J(Q; D) < J_L^*(D)$. Notice from Table 1 that

\[ J(Q; D) = \sum_{\xi, u, \xi_W} P(\xi, \xi_W) \ell(u, \xi_W) Q(u|\xi) \]
\[ = -\sum_{\xi, u, \xi_W} P(\xi, \xi_W) \chi(\xi_W) \delta(\xi_W, u_B + u_H) Q(u|\xi) \]
\[ = -\sum_{\xi} P(\xi, 0)(Q(0, 0|\xi) + Q(1, 1|\xi)) + 3P(\xi, 1)(Q(1, 0|\xi) + Q(0, 1|\xi)) \]
\[ = -P(\xi_W = 0) - \sum_{\xi} (3P(\xi, 1) - P(\xi, 0))(Q(1, 0|\xi) + Q(0, 1|\xi)) \]
\[ = \frac{1}{2} \left( \frac{3}{2} - \frac{1}{8} \right) \left( 1 - \left( \frac{4}{5} \right) \right)^2 \left( \frac{4}{5} \right)^2 - \frac{6}{8} \left( \frac{4}{5} \left( 1 - \frac{4}{5} \right) \right) - \frac{1}{2} \left( \frac{3}{4} \right)^2 \left( 1 - \frac{4}{5} \right)^2 \]
\[ = \frac{1}{2} \left( 13 \frac{48}{200} - 188 \frac{200}{200} = - \frac{320}{200} = \frac{8}{5} = J^*_L(D) \right. \]

The proposed now simply follows since $Q \in Q$. □

The presented strategy can in fact be implemented using a pair of entangled electrons. The state $\rho$ is a well 
known Bell basis state of such a pair [18] and local spin measurements on the electrons along suitably chosen axes 
in the three dimensional physical space implement the required measurement strategy. The measurement of outcome 
of the spin measurement, $s = \pm 1$, can be mapped to an action $u_i = (-1)^{(s+1)/2}$ to then specify an action strategy, 
to ultimately realize the quantum strategy that produces an advantage in Proposition 4.1.

4.3 Information, cost and the quantum advantage
For $D = (\lambda_B, \lambda_H, \chi(0), \chi(1))$, recall from (6) that the parameter $\lambda_i$ captures the reliability or the quality of agent 
$i$’s information. On the other hand, the ratio $\chi(0)/\chi(1)$ determines the relative importance of guessing a particular value of $\xi_W \in \{0, 1\}$ correctly. In this section, we vary these parameters and investigate how the advantage offered by quantum strategies behaves with this variation. We discuss the insight that our investigation reveals about the nature of quantum strategies.

The classical optimum $J^*_L(D)$ is relatively simple to obtain using Proposition 3.1. Computing the quantum infimum requires a search over a non-compact space $Q$ for a general decision problem (see Section 4.4.1). However, owing to Tsirelson’s rather detailed development [19, 20], this search is substantially simple for a binary problem (two agents, binary actions and observations for each agent). In this case, $Q$ is convex and compact, whence $J^*_Q(D)$ is attained at an extreme point [19, 20, 21]. In addition, it suffices to search over the compact space of projectors 
$\{P^i_{u_i}(\xi_i)\}_{i, u_i, \xi_i}$, while the entangled state $\rho$ is fixed at (19) to sift across all extreme points of $Q$. This is how

| $Q(u_B, u_H|\xi_B, \xi_H)$ | $Q(u_B, u_H|\xi_B, \xi_H)$ |
|--------------------------|--------------------------|
| $Q(0,0|0,0) = 3/8$ | $Q(0,0|1,0) = 1/8$ |
| $Q(0,1|0,0) = 1/8$ | $Q(0,1|1,0) = 3/8$ |
| $Q(1,0|0,0) = 1/8$ | $Q(1,0|1,0) = 3/8$ |
| $Q(1,1|0,0) = 1/8$ | $Q(1,1|1,0) = 1/8$ |
| $Q(0,0|0,1) = 1/8$ | $Q(0,0|1,1) = 0$ |
| $Q(0,1|0,1) = 3/8$ | $Q(0,1|1,1) = 1/2$ |
| $Q(1,0|0,1) = 3/8$ | $Q(1,0|1,1) = 1/2$ |
| $Q(1,1|0,1) = 1/8$ | $Q(1,1|1,1) = 0$ |

Table 1: Occupation Measures of the specified quantum strategy $Q$
we generate our numerical results for plotting $J^*_Q(D)$ across our variations. While we skip formal details of this discussion in this article, our subsequent work will carry the relevant theoretical proofs pertaining to the sufficiency of this search.

4.3.1 Agent information and the quantum advantage

We vary the reliabilities of agent’s observations and investigate the corresponding variation in the quantum advantage while $\chi(0) = 1, \chi(1) = 3$ are fixed. We present two plots in Figure 1. In the first plot, we maintain $\lambda_B = \lambda_H = \lambda$ and vary $\lambda$ from 0.5 to 1. We observe a cutoff $\lambda_c > 0.5$ which has to be exceeded by $\lambda$ for the quantum advantage to start appearing. However, the quantum advantage is maintained right upto the trivial upper cutoff $\lambda = 1$ for this variation.

In the second plot, we set $\lambda_B = 0.65$ and vary $\lambda_H$ from 0.65 right upto 1. We present here, both the no-signalling and the quantum advantage. First, we take note of the fact that the quantum advantage appears within an interval $(\tilde{\lambda}_H, \tilde{\lambda}_H)$ while the no-signalling advantage persists through a larger interval $[0.65, \tilde{\lambda}_H]$ where $0.65 < \lambda_H < \tilde{\lambda}_H$. Instances characterised by $\lambda_H \in (\tilde{\lambda}_H, \tilde{\lambda}_H)$ hence correspond to objectives that obey $J^*_Q(D) = J^*_NS(D) > J^*_NS(D)$. These have been depicted in the second part of Figure 3.

The existence of a non-trivial $\tilde{\lambda}_H$ hints that a quantum advantage appears only once the ‘collective’ information of the agents surpasses some threshold. On the other hand, to intuitively understand an existence of $\tilde{\lambda}_H$ and $\tilde{\lambda}_H$, we make a note that there is some randomness inherently within the no-signalling strategies outside $\mathcal{L}$. It happens that once the agent $H$ knows ‘enough’, he is better off estimating $\xi_W$ alone, as against randomly collaborating with $B$. A theoretical characterization of these cut-offs is of some interest but requires substantial development, which is

![Figure 1: Variation of the Quantum Advantage with reliability of agent’s observations.](image)

the part of our ongoing work.

4.3.2 Estimation dilemma and the inherent non-local randomness

To motivate our investigation here, notice that if $\chi(1) = 0$, then the algebraic optimum of the cost is simply obtained by $u_B \equiv u_H = 0$ which is also the deterministic optimum. This is essentially because there is no reward for estimating $\xi_W = 1$ correctly. Similarly in the limit $\chi(1)/\chi(0) \to \infty$, it is optimal for the decision makers to play $u_B \equiv 0, u_H \equiv 1$ since it is infinitely more rewarding to guess $\xi_W = 1$ correctly. We can then ask if there exists an intermediate interval for $\chi(1)/\chi(0)$ that contains all of the quantum advantage in our instances. The plot presented in Figure 2 settles this query affirmatively.

We find that there are non-trivial lower and upper cut-offs, namely $\chi_{th} \leq 1$ and $\chi^{th} \geq 1$ respectively, on the ratio $\chi(1)/\chi(0)$ so that the quantum advantage is contained within their interval $(\chi_{th}, \chi^{th})$ as demonstrated in Figure 2. Moreover, $\chi(0) = \chi(1)$ does not admit a quantum advantage either. The former observation requires substantial
Figure 2: Variation of the Quantum Advantage with \( \chi(1) \) \((\chi(0) = 1, \lambda_B = \lambda_H = 0.8)\)

development for an analytical demonstration, and is the subject of our upcoming work \([22]\). One can however intuitively explain this as an attribute of the inherent randomness in quantum strategies, i.e., once \( \chi(1)/\chi(0) \) goes above \( \chi^{th} \), the risk of incorrectly estimating \( \xi_W = 1 \) brought by the randomness is no longer worth the improvement brought in by stronger correlations. It is also worth noting that the advantage peaks at \( \chi^* \in (\chi_{th}, 1) \) and \( \chi^* \in (1, \chi^{th}) \). It can be quickly seen why \( \chi = 1 \) fails to admit a quantum advantage hence bifurcating our ‘region of interest’ from the short calculation that follows.

Take any non-local vertex \( Q^{\alpha\beta\delta} \) of \( \mathcal{NS} \) and notice (Recall (11))

\[
J(Q^{\alpha\beta\delta}; D) = -\sum_{\xi_B, \xi_H} P(\xi_B, \xi_H, 0)(\sim \xi_B, \xi_H + \alpha \xi_B \oplus \beta \xi_H \oplus \delta) - \sum_{\xi_B, \xi_H} P(\xi_B, \xi_H, 1)(\sim \xi_B, \xi_H + \alpha \xi_B \oplus \beta \xi_H \oplus \delta)
\]

where the last inequality can be reasoned as follows. If \( \delta = 1 \), then \( \alpha = \beta = 1 \) minimizes the rest by ensuring \( \alpha \oplus \beta \oplus \delta = \sim \alpha \oplus \beta = \sim \delta = 1 \). This yields \( J(Q^{111}; D) = -1/2 - \lambda(1 - \lambda) \geq -\lambda \) for all \( \lambda \in (1/2, 1] \). Otherwise if \( \delta = 0 \), then \( \alpha = 1, \beta = 0 \) minimizes the sum and yields \( J(Q^{100}; D) = -1/2 - (1/2)(-\lambda^2 - (1 - \lambda)^2) \geq -\lambda \) for all \( \lambda \in (1/2, 1] \). Hence for \( \chi(0) = \chi(1) = 1 \), \( J_{\mathcal{NS}}(D) = J_Q(D) = J_{\mathcal{L}}(D) \) holds.

4.4 General properties of the quantum strategic space \( Q \)

We now present some general properties of the Quantum strategic space \( Q \). In particular, it is relatively simple to establish the convexity of \( Q \) following \([23]\). It then follows that all strategies implementable using common randomness lie within \( Q \). We also show that quantum strategies respect the stasis of the information structure by establishing the inclusion \( Q \in \mathcal{NS} \). This inclusion physically corresponds to the wave function collapse respecting the absence of super-luminal signalling as dictated by the theory of special relativity. Ultimately, the space of quantum strategies remains an open bounded ‘balloon’ sandwiched within the local polytope \( \mathcal{L} \) and the no-signalling polytope \( \mathcal{NS} \).

4.4.1 Openness and convexity

The openness of \( Q \) was an open problem for a long time, and was recently shown in \([24]\). The convexity is rather well-known, and we establish it in the following proposition following \([23]\).

**Proposition 4.2.** \( Q \) is convex.
Proof. Let \( Q_\alpha = \{(H_i^\alpha, \rho_\alpha, \{P_{u_i}^{\alpha}(\xi_i)\}_{i, u_i, \xi_i}) \in Q \text{ for each } \alpha \in \{1, \ldots, r\} \). Consider a strategy \( Q \) which is a convex combination of \( \{Q_\alpha\} \), i.e.,
\[
Q(u|\xi) = \sum_\alpha \theta_\alpha Q_\alpha(u|\xi) \quad \forall \ u, \xi. \tag{27}
\]

We show that \( Q \in Q \). Let \( Q = \{(H_i, \rho, \{P_{u_i}(\xi_i)\}_{i, u_i, \xi_i}) \) where

i) \( H_i = \bigoplus_{\alpha=1}^r H_i^\alpha \) whence
\[
H := \bigotimes_{k=1}^n \bigoplus_{\alpha=1}^r H_i^\alpha \cong \bigotimes_{\alpha=1}^r \bigotimes_{i} H_i^\alpha. \tag{28}
\]

ii) \( \rho = \bigoplus_{\alpha=1}^r \theta_\alpha \rho^\alpha \). Notice that \( \rho \) satisfies \( \rho^1 = \rho \) by definition and \( \text{Tr}(\rho) = \sum_\alpha \theta_\alpha \text{Tr}(\rho^\alpha) = \sum_\alpha \theta_\alpha = 1 \). Further since \( \rho^\alpha \geq 0 \) and \( \theta_\alpha > 0 \), \( \rho \geq 0 \). Thus \( \rho \) is a valid density operator on the following diagonal subspace of \( H \):
\[
H_d := \bigotimes_{\alpha=1}^r \bigotimes_{i} H_i^\alpha \subset H. \tag{29}
\]

iii) \( P_{u_i}(\xi_i) = \bigoplus_{\alpha=1}^r P_{u_i}^{\alpha, \alpha}(\xi_i) \in B(H_d) \subset B(H) \).

We are now in a position to evaluate the joint conditional probability distribution over the action space given each agents’ information for the strategy \( Q \) specified by the Hilbert spaces \( H^{(k)} \) \( \forall k \) and the projectors \( P_i^{\alpha, \alpha}(\xi_i) \) \( \forall i, \xi_i, u_i \).
\[
Q(u|\xi) = \text{Tr} \left( \bigoplus_{\alpha_1=1}^r P_{u_1}^{1, \alpha_1}(\xi_1) \otimes \ldots \otimes \bigoplus_{\alpha_n=1}^r P_{u_n}^{n, \alpha_n}(\xi_n) \rho \right) \tag{30}
\]

Substituting \( \rho = \bigoplus_{\alpha=1}^r \theta_\alpha \rho^\alpha \),
\[
Q(u|\xi) = \text{Tr} \left( \bigoplus_{\alpha_1=1}^r \ldots \bigoplus_{\alpha_n=1}^r P_{u_1}^{1, \alpha_1}(\xi_1) \otimes \ldots \otimes P_{u_n}^{n, \alpha_n}(\xi_n) \bigoplus_{\alpha=1}^r \theta_\alpha \rho^\alpha \right) \tag{31}
\]

Notice that \( \rho \) sits on the diagonal subspace (29) and thus projections along off diagonal terms in the concatenation over \( \alpha_1, \ldots, \alpha_n \) are null, i.e.,
\[
\text{Tr} \left( P_{u_1}^{1, \alpha_1}(\xi_1) \otimes \ldots \otimes P_{u_n}^{n, \alpha_n}(\xi_n) \rho^\alpha \right) = 0
\]

unless \( \alpha_1 = \alpha_2 = \ldots = \alpha_n = \alpha \). Thus, (31) simplifies to
\[
Q(u|\xi) = \sum_\alpha \theta_\alpha \text{Tr} \left( P_{u_1}^{1, \alpha}(\xi_1) \otimes \ldots \otimes P_{u_n}^{n, \alpha_n}(\xi_n) \rho^\alpha \right) = \sum_\alpha \theta_\alpha Q_{\alpha}(u|\xi). \tag{32}
\]

which in turn is consistent with (27) and we have thus established the convexity of \( Q \). \( \blacksquare \)

4.4.2 Inclusion of \( \mathcal{L} \)

Proposition 4.3. \( \mathcal{L} \subset Q \) and hence \( J^*_Q(D) \geq J^*_Q(D) \).

Proof. Since \( Q \) is convex from Proposition 4.2 and \( \mathcal{L} = \text{conv} (\Gamma) \) from Theorem 2.1, it suffices to show that \( \Gamma \subset Q \). So let \( \gamma \in \Gamma \) be an arbitrary deterministic strategy. Take \( Q = \{(H_i), \rho, \{P_{u_i}(\xi_i)\}_{i, u_i, \xi_i}) \) with each \( H_i \) as a unidimensional hilbert space, \( \rho = (1) \in B(H) \) and \( P_{u_i}(\xi_i) = \delta(u_i, \gamma_i(\xi_i))(1) \in B(H) \) for each \( i, u_i \) and \( \xi_i \). It is straightforward to verify that \( Q \in Q \). Also notice that
\[
Q(u|\xi) = \text{Tr} \left( \rho \bigotimes_{i} P_{u_i}(\xi_i) \right) = \prod_i \delta(u_i, \gamma_i(\xi_i)) \tag{33}
\]
so that \( Q \equiv \gamma \). Since \( \gamma \in \Gamma \) was arbitrarily chosen, it follows that \( \Gamma \subset Q \). The proposed is thus proved. \( \blacksquare \)
4.4.3 Inclusion within the no-signalling polytope

**Proposition 4.4.** All quantum strategies respect the no-signalling conditions, i.e., $Q \subset NS$.

**Proof.** To show this, consider an arbitrary $(\{H\}_i, \rho, \{P^i_u(\xi_i)\}_{i,u,\xi}) = Q \in Q$ and notice that it indeed obeys the no-signalling conditions (4):

$$
\sum_{u_{-i}} Q(u_{i}, u_{-i}|\xi_{i}, \xi_{-i}) = \sum_{u_{-i}} \text{Tr}(\rho \bigotimes_j P^i_{u_j}(\xi_j)) = \sum_{u_{-i}} Q(u_{i}, u_{-i}|\xi_{i}, \xi_{-i}) \forall u_{i}, \xi_{i}, \xi_{-i}, \xi'_{-i}
$$

where the second equality follows from $\sum_{u_j} P^i_{u_j}(\xi_j) = I_j$ since $\{P^i_{u_j}(\xi_j)\}_{u_j}$ form a POVM. Hence $Q \in Q \implies Q \in NS$ i.e. $Q \subset NS$.

4.4.4 Relative geometry of $L, Q$ and $NS$, and its implications

It is clear that $L \subset Q \subset NS$ and existence of a strict quantum advantage amounts to the first inclusion $L \subset Q$ being strict. In fact, the second inclusion $Q \subset NS$ is also strict. This follows from each of the following two results in quantum information theory. First, it is known that $Q$ is not a polytope [25]. Second, the non-local vertices of $NS$ lie outside of $Q$ [26]. It also holds that $L$ and $NS$ share some faces, which are essentially convex hulls over certain collections of the local vertices. A static team problem induces an optimisation of a linear objective over each of $L, Q$ and $NS$ and its orientation determines if a quantum, or a no-signalling advantage manifests. The following figure depicts the crux of our discussion through sliceplots representative of the relative geometry of these strategic spaces.

![Figure 3: Representative sliceplots indicating relative geometry of the three strategic spaces](image)

In Figure 3, the former plot depicts the slice that shows the maximal quantum violation for two agents, with binary action and observation spaces. This slice features the popular problem known as the CHSH game which corresponds to the maximally violating objective [15]– the CHSH objective with a rich history. This objective specifies a face of the local polytope $L$ and provides an orientation along which, the quantum optimum deviates maximally from the classical one. In the latter plot, we emphasize that the relative geometry of three spaces is rather exotic. In particular, there exist objectives oriented such that they admit a no-signalling advantage, and yet no quantum advantage. Such problems have been exemplified by certain ranges of $\lambda$ in the second part of Figure 1.
We conclude this subsection by noting that a general decision problem with a set of agents $\mathcal{N}$, action and observation spaces $\mathcal{U}_i, \mathcal{X}_i$, a prior on observations $\mathbb{P} : \prod_i \mathcal{X}_i \rightarrow [0,1]$ and a cost $\ell : \prod_i \mathcal{U}_i \times \mathcal{X}_i \rightarrow \mathbb{R}$ admits an expected cost $J(Q; D) = J^T Q$ is a linear objective with $Q \in \mathbb{R}^{||U|| \times ||D||}$ as a vector with occupation measures $Q(u|\xi)$ as its components and $J$:

$$J_{u,\xi} = \mathbb{P}(\xi)\ell(u, \xi)$$

(34)

determines the orientation of the cost objective in the strategic space. Characterizing the prior distributions $\mathbb{P}$ and the cost functions $\ell$ that induce an objective which admits a quantum advantage is thus of immediate interest. In the next section, we present a set of numerical results that demonstrate how the presence of a quantum advantage is swayed by parameters of decision-theoretic interest.

5 Concluding Remarks

We have demonstrated that in a decentralized estimation problem, the use of a quantum architecture allows a breach of limitations imposed upon the set of strategies generated through passive common randomness, while still respecting the information structure imposed by the control problem, a phenomenon we call the quantum advantage. In particular for an instance of decentralized estimation, it was observed that quantum mechanics allows for correlations among the agents’ actions that more richly correlation actions of both agents, in contrast to strategies implemented using passive common randomness.

We have further demonstrated through a numerical investigation how elements of decision theoretic character such that the information and the cost play a pivotal role in the appearance of a quantum advantage in the problem. The relative geometry of the pertaining strategic spaces was discussed to offer some geometric intuition to fluctuations in the presence of a quantum advantage. Our exposition has motivated the paradigm of entanglement assisted quantum strategies for decentralized control and decision-making in scenarios where cooperative decentralised agents have access to asymmetric information about the state of nature.

A Quantum Mechanics

Following [27], we provide a preliminary introduction to the postulates of quantum mechanics, directly employed in our demonstration. While will work with the density matrix formalism of quantum mechanics, we also present here, the state-vector formalism for organic development.

A.1 Hilbert Spaces and Operators

A Hilbert space $\mathcal{H}$ is a vector space over the set of complex numbers $\mathbb{C}$. We use Dirac’s bra-ket notation $|\psi\rangle \in \mathcal{H}$ to denote a vector in the Hilbert space $\mathcal{H}$. It carries an inner product $\langle \psi|\phi \rangle$ where $|\psi\rangle \in \mathcal{H}'$ denotes the co-vector of $|\psi\rangle$ and $\mathcal{H}'$ denotes the dual space of $\mathcal{H}$. The inner product maps an ordered pair of vectors to $\mathbb{C}$ and satisfies

i) Positivity: $\langle \psi|\psi \rangle > 0 \forall |\psi\rangle \neq 0$

ii) Linearity: $\langle \psi| (a|\phi_1\rangle + b|\phi_2\rangle) = a\langle \psi|\phi_1\rangle + b\langle \psi|\phi_2\rangle \forall a, b \in \mathbb{C}$

iii) Skew Symmetry: $\langle \phi|\psi \rangle = (\langle \psi|\phi \rangle)^{*}$ where $^{*}$ denotes complex conjugation.

A Hilbert space is complete in the norm $||\psi|| = (\langle \psi|\psi \rangle)^{1/2}$ which we will work with hereon. An operator on $\mathcal{H}$ is a map $\mathcal{H} \rightarrow \mathcal{H}$. We denote the space of operators on $\mathcal{H}$ by $\mathcal{B}(\mathcal{H})$. Consider a linear operator $M \in \mathcal{B}(\mathcal{H})$ and define its adjoint $M^\dagger$ by

$$\langle \psi|M\phi \rangle = (M^\dagger \langle \psi|\phi \rangle \forall |\phi\rangle, |\psi\rangle \in \mathcal{H}.$$ 

$M$ is self-adjoint if $M = M^\dagger$. For each self-adjoint $M$, the spectral theorem provides a spectral representation

$$M = \sum_i a_i |i\rangle \langle i|$$

where $\{ |i\rangle \}$ is an orthonormal basis in $\mathcal{H}$. Each $|i\rangle$ is then an eigenvector of the operator $M$ with the corresponding real eigenvalue $a_i \in \mathbb{R}$. 
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A.2 Postulates of Quantum Mechanics

Postulate 1. States of quantum systems: In the state vector formalism, a pure quantum mechanical state is described by a unit vector $|\psi\rangle \in \mathcal{H}$ within some Hilbert space $\mathcal{H}$. On the other hand, in the density matrix formalism of quantum mechanics, a state is a positive semi-definite operator $\rho$ on a complex Hilbert space with a unit trace and provides complete description of a physical system. For different Hilbert spaces $\mathcal{H}_A$ and $\mathcal{H}_B$, we employ subscripts to denote vectors and density matrices in these spaces: $|\psi_A\rangle \in \mathcal{H}_A$, $|\psi_B\rangle \in \mathcal{H}_B$, $\rho_A \in \mathcal{H}_A$ and $\rho_B \in \mathcal{H}_B$.

For each pure state $|\psi\rangle \in \mathcal{H}$, we have a density matrix $\rho = |\psi\rangle \langle \psi| \in \mathcal{B}(\mathcal{H})$ that equivalently describes the same state. Note for consistency that $\rho \succeq 0$ by definition and $\text{Tr}(\rho) = \langle \psi|\psi\rangle = 1$. Conversely however, every density matrix $\rho \in \mathcal{B}(\mathcal{H})$ does not admit a decomposition $\rho = |\psi\rangle \langle \psi|$ for some $|\psi\rangle \in \mathcal{H}$. Such density matrices are understood to represent mixed quantum states (as against pure quantum states). To understand mixed quantum states, first note that for each positive definite $\rho \in \mathcal{B}(\mathcal{H})$ with a unit trace, the spectral theorem allows a decomposition

$$\rho = \sum_i p_i |\psi^i\rangle \langle \psi^i| := \sum_i p_i \rho_i; \quad p_i \geq 0 \forall i; \quad \sum_i p_i = 1. \quad (35)$$

where $\{|\psi^i\rangle\}$ is an orthonormal basis of $\mathcal{H}$. We understand that such a $\rho$ represents a classically random state, distributed as $p_i = \mathbb{P}(\rho_i)$ on the set $\{\rho_i\}_i$. This means that the systemic state is $\rho_i$ with probability $p_i$ for each $i$.

Postulate 2. Observables of quantum systems: An observable of a quantum system is a property that can be measured (in principle). An observable $M \in \mathcal{B}(\mathcal{H})$ in quantum mechanics is a self-adjoint operator i.e. $M^\dagger = M$. Suppose that for a basis $\{|i\rangle\}_i$ of $\mathcal{H}$, we have the spectral decomposition $M = \sum_i a_i |i\rangle \langle i|$. Let $S(M) := \{a_i\}_i$ denote the set of eigenvalues of $M$. Define $\mathcal{V}(a) := \{|i\rangle : M |i\rangle = a |i\rangle\}$ as the set of eigenvectors of an eigenvalue $a$.

Now, to each $a_i \in S(M)$, associate a projection $P_i = \sum_{|j\rangle \in \mathcal{V}(a_i)} |j\rangle \langle j|$. Then, the spectral decomposition assumes the following form:

$$M = \sum_{a_i \in S(M)} a_i P_i. \quad (36)$$

Note that since the normalised eigenvectors of $M$ form an orthonormal basis of $\mathcal{H}$, it follows that $\sum_i P_i = \mathbb{I}$. The set $\{P_i\}_i$ is called a positive operator valued measure (POVM) associated to the observable $M$.

Postulate 3. Measurements in quantum mechanics: Consider a measurement of an observable $M \in \mathcal{B}(\mathcal{H})$ on a systemic state $\rho \in \mathcal{B}(\mathcal{H})$. Such a measurement results in an outcome $a_i \in S(M)$ with probability $\mathbb{P}(a_i) = \text{Tr}(\rho P_i)$ and the systemic state post measurement immediately collapses to $\rho_i := P_i \rho P_i / \text{Tr}(P_i \rho P_i)$. This abrupt transition into $\rho_i$ post measurement presents an exotic phenomenon of quantum mechanics known as the wave function collapse. The expected measurement outcome is then given by $\mathbb{E}(a) = \sum a_i \mathbb{P}(a_i) = \sum a_i \text{Tr}(\rho P_i) = \text{Tr}(\rho M)$. In the case when $\rho = |\psi\rangle \langle \psi|$ is pure, these relations translate to $\mathbb{P}(a_i) = |\langle P_i | \psi \rangle|^2$, $|\psi\rangle_i = P_i |\psi\rangle / |P_i |\psi\rangle|$ where $\rho_i = :|\psi\rangle_i \langle \psi|:$ and $\langle a\rangle = \langle \psi|M|\psi\rangle$.

Postulate 4. Dynamics of quantum systems: With the parameter $t$ representing time parametrising the time evolution of a quantum state $\rho(t)$, the dynamics of a (closed) quantum system is specified by the Schrödinger equation. We have, the dynamics of the system specified as

$$\rho(t) = U(t',t)\rho(t)U(t',t). \quad (37)$$

By postulate 1, the operator $U(t',t)$ is unitary (since quantum states are unit vectors in Hilbert space, they evolve on a unit sphere) is given by $U(t',t) = \exp\left(-\int_t^{t'} \mathbf{H}(s) ds\right)$ where $\mathbf{H}(s)$ is a special self-adjoint operator known as the Hamiltonian of the system. Of course, for a pure $\rho(t) = |\psi(t)\rangle \langle \psi(t)|$, the evolution can be specified in the state vector formalism as $|\psi(t')\rangle = U(t',t)|\psi(t)\rangle$.

Postulate 5. Composition of quantum systems: We begin within the state-vector formalism and briefly deal with mixed states later on. Consider systems $A$ and $B$ respectively whose pure states are described by rays or unit vectors in Hilbert spaces $\mathcal{H}_A$ and $\mathcal{H}_B$. Then, pure states of the composite system $AB$ are described by rays in the Hilbert space $\mathcal{H}_{AB}$ given by the tensor product of the two spaces, $\mathcal{H}_{AB} = \mathcal{H}_A \otimes \mathcal{H}_B$. One immediate consequence of this postulate is that if system $A$ is in state $|\phi_A\rangle$ and system $B$ is in state $|\psi_B\rangle$ then the state of the composite system $AB$ is $|\phi_A\rangle \otimes |\psi_B\rangle$. However to understand the complete quantum mechanical picture of the composite system $AB$, we first understand the tensor product of the Hilbert spaces. Consider an $m$ dimensional orthonormal basis $\{|i_A\rangle\}$ for $\mathcal{H}_A$ and an $n$ dimensional orthonormal basis $\{|\mu_B\rangle\}$ for $\mathcal{H}_B$. Then the states $|i_A, \mu_B\rangle := |i_A\rangle \otimes |\mu_B\rangle$ form an $m \times n$ dimensional orthonormal basis for $\mathcal{H}_{AB}$. The inner product in $\mathcal{H}_{AB}$ is defined by $\langle i_A, \mu_B| j_A, \nu_B \rangle = \delta_{ij}\delta_{\mu\nu}$.
where \( \delta_{ij} = 1 \) for \( i = j \) and zero otherwise. Observables on the composite system are operators on \( \mathcal{H}_{AB} \). Further, if an operator is rewritable as \( T_A \otimes V_B \), it applies \( T_A \) on system \( A \) and \( V_B \) on system \( B \). Thus,

\[
T_A \otimes V_B |i_A, \mu_B \rangle = T_A |i_A \rangle \otimes V_B |\mu_B \rangle = \sum_{j, \nu} (J_{A, \nu B}) (T_A)_{ji} (V_B)_{\nu \mu}.
\]

(38)

Now in the density matrix formalism, a density matrix \( \rho \in \mathcal{B}(\mathcal{H}_{AB}) \) specifies a possibly mixed state of the composite system. The action of an operator \( O \in \mathcal{B}(\mathcal{H}_{AB}) \) on this state of the system is then specified as \( O \rho O \). Let us now look at how the behaviour of measurements on composite systems is postulated.

a) **Measurement on the composite system:** If an operator \( M_{AB} \) on \( \mathcal{H}_{AB} \) is measured on the composite system in state \( |\psi_{AB}\rangle \), postulate 3 is directly applicable. Let \( \{ |k\rangle \} \) be the set of normalised eigenvectors of \( M_{AB} \), which span \( \mathcal{H}_{AB} \), and we have a corresponding set of eigenvalues \( \{ a_k \} \) such that by the spectral decomposition (as in postulate 2),

\[
M_{AB} = \sum_k a_k |k\rangle \langle k|.
\]

Then, upon measurement, the probability of measuring the eigenvalue \( a_i \) is given by

\[
P(a_i) = ||P_i^{AB} |\psi_{AB}\rangle||^2,
\]

and the composite system correspondingly collapses to the state

\[
\frac{P_i^{AB} |\psi_{AB}\rangle}{||P_i^{AB} |\psi_{AB}\rangle||}.
\]

Suppose that the measurement operator is rewritable as \( M_{AB} = M_A \otimes M_B \) where \( M_A \) and \( M_B \) are observables on \( \mathcal{H}_A \) and \( \mathcal{H}_B \) respectively. Suppose that we have their respective spectral decompositions,

\[
M_A = \sum_i a_i P_i^A; \quad M_B = \sum_\mu b_\mu P_\mu^B.
\]

We can thus express

\[
M_{AB} = \sum_{i, \mu} a_i b_\mu P_i^A \otimes P_\mu^B.
\]

(39)

In physical situations involving such composite measurements, it may be possible to separately infer eigenvalues \( a_i, b_\mu \) upon measurement. Thus we have the joint probability of measurement,

\[
P(a_i, b_\mu) = ||P_i^A \otimes P_\mu^B |\psi_{AB}\rangle||^2
\]

(40)

and the system thus collapses to the state

\[
|\psi_{AB}\rangle_{i, \mu} = \frac{P_i^A \otimes P_\mu^B |\psi_{AB}\rangle}{||P_i^A \otimes P_\mu^B |\psi_{AB}\rangle||}.
\]

(41)

Correspondingly for a mixed state \( \rho_{AB} \in \mathcal{B}(\mathcal{H}_{AB}) \), we have the probability of measurements and the post measurement state given by

\[
P(a_i, b_\mu) = \text{Tr}(\rho_{AB} P^A_i \otimes P^B_\mu); \quad \rho_{AB}^{i, \mu} = \frac{P_i^A \otimes P_\mu^B \rho_{AB} P^A_i \otimes P^B_\mu}{\text{Tr}(P_i^A \otimes P_\mu^B \rho_{AB} P^A_i \otimes P^B_\mu)}.
\]

(42)

b) **Measurement on a subsystem:** Suppose that the composite system is in state \( |\psi_{AB}\rangle \) and an operator \( M_A \) on \( \mathcal{H}_A \) is measured. Let \( \{ P_i^A \} \) be the POVM corresponding to \( M_A \), and we have a corresponding set of eigenvalues \( \{ a_i \} \) so that by spectral theorem, we have the following decomposition for \( M_A \),

\[
M_A = \sum_i a_i P_i^A.
\]
Measurement of $M_A$ on subsystem $A$ amounts to a measurement of $M_{AB} = M_A \otimes I_B$ on the composite system. Since the POVM corresponding to the identity operator $I_B$ is the singleton set $\{I_B\}$ itself, we have the following decomposition of $M_{AB}$ from (39):

$$M_{AB} = \sum_i a_i P^A_i \otimes I_B.$$  

Such a measurement then results in an outcome $a_i$ with probability

$$P(a_i) = ||P^A_i \otimes I_B |\psi_{AB}\rangle||^2$$  

and the system correspondingly collapses to the state

$$P^A_i \otimes I_B |\psi_{AB}\rangle \over ||P^A_i \otimes I_B |\psi_{AB}\rangle||.$$  

On the other hand, in the density matrix formalism, with a mixed state $\rho_{AB} \in \mathcal{B}(\mathcal{H}_{AB})$, the above measurement probabilities and the collapsed state post measurement is given by

$$P(a_i) = \text{Tr}(\rho_{AB} P^A_i \otimes I_B); \quad \rho_{AB}^i = (\rho_{AB} P^A_i \otimes I_B) / \text{Tr}(\rho_{AB} P^A_i \otimes I_B).$$  

(c) **Sequential measurements on the two subsystems:** Consider a measurement of operator $M_A$ on $\mathcal{H}_A$ immediately followed by a measurement of the operator $N_B$ on $\mathcal{H}_B$ (This amounts to a measurement of $M_{AB} = M_A \otimes I_B$ immediately followed by a measurement of $I_A \otimes N_B$ on the composite system). We show that this is equivalent to the measurement of $M_A \otimes N_B = M_A \otimes I_B \times I_A \otimes N_B$ on the composite system. Suppose that the operators can respectively decomposed spectrally as

$$M_A = \sum_i a_i P^A_i, \quad N_B = \sum_\mu b_\mu P^B_\mu.$$  

The first measurement then results in an outcome $a_i$ with probability

$$P(a_i) = ||P^A_i \otimes I_B |\psi_{AB}\rangle||^2$$  

and the system correspondingly collapses to the state

$$|\phi_{AB}\rangle = {P^A_i \otimes I_B |\psi_{AB}\rangle \over ||P^A_i \otimes I_B |\psi_{AB}\rangle||}.$$  

A similar account for the mixed state $\rho_{AB}$ is provided through

$$P(a_i) = \text{Tr}(\rho_{AB} P^A_i \otimes I_B); \quad \rho_{AB}^i = (\rho_{AB} P^A_i \otimes I_B) / \text{Tr}(\rho_{AB} P^A_i \otimes I_B).$$  

The immediate, second measurement then takes place on this collapsed state, following which the probability of outcome $b_\mu$ is

$$P^i(b_\mu) = ||I_A \otimes P^B_\mu |\phi_{AB}\rangle||^2 = {||I_A \otimes P^B_\mu \times P^A_i \otimes I_B |\psi_{AB}\rangle||^2 \over ||P^A_i \otimes I_B |\psi_{AB}\rangle||^2} = {||P^A_i \otimes P^B_\mu |\psi_{AB}\rangle||^2 \over ||P^A_i \otimes I_B |\psi_{AB}\rangle||^2}.$$  

Thus the joint probability of measuring the pair of eigenvalues $a_i, b_\mu$ is

$$P(a_i, b_\mu) = P(a_i) P^i(b_\mu) = ||P^A_i \otimes P^B_\mu |\psi_{AB}\rangle||^2$$  

and the final state of the system after the two sequential measurements is

$$I_A \otimes P^B_\mu |\phi_{AB}\rangle \over ||I_A \otimes P^B_\mu |\phi_{AB}\rangle|| = {P^A_i \otimes P^B_\mu |\psi_{AB}\rangle \over ||P^A_i \otimes P^B_\mu |\psi_{AB}\rangle||}.$$  

(46)
Notice that the measurement probability (46) and the collapsed state of the composite system (47) after sequential measurements does correspond with the probability of composite measurement of the operator $M_A \otimes N_B$ (40) and the corresponding collapsed state (41). This establishes our claim that the sequential measurement is equivalent to the composite measurement of $M_A \otimes N_B$. A similar line of arguments carries over to the density matrix formalism to establish our claim. In particular, we evaluate using (45)

$$P_i(b_\mu) = \text{Tr}(\rho_{iAB} I_A \otimes P_B^\mu) = \text{Tr}(\rho_{AB} P_i^A \otimes I_B \otimes P_B^\mu) / \text{Tr}(\rho_{AB} P_i^A \otimes I_B)$$

so that $P(a_i, b_\mu) = P_i(b_\mu)P(a_i) = \text{Tr}(\rho_{AB} P_i^A \otimes P_B^\mu)$, thus demonstrating our claim for mixed states in general, within the density matrix formalism. Consequently, generalisation of systemic composition to $n > 2$ systems becomes rather immediate.

These five postulate provide a complete formulation of quantum mechanics. We now look at an exotic phenomenon in quantum physics that arises from postulates 3 and 5.

A.3 Entanglement in Composite Quantum Systems.

Let $\{\mathcal{H}_i\}_i$ be the Hilbert spaces corresponding to quantum systems $\{i\}$. A pure quantum state $|\psi\rangle \in \bigotimes_i \mathcal{H}_i =: \mathcal{H}$ is entangled if there exist no $|\psi_i\rangle \in \mathcal{H}_i$ such that $|\psi\rangle = \bigotimes_i |\psi_i\rangle$. Otherwise, $|\psi\rangle$ is entangled. A mixed state $\rho \in \mathcal{B}(\mathcal{H})$ is not entangled if there exist $\rho_i \in \mathcal{B}(\mathcal{H}_i)$ such that $\rho = \bigotimes_i \rho_i$. A general claim for mixed states otherwise cannot be made with any simplicity.

To exemplify entanglement, assume orthonormal bases $\{|+_A\rangle, |-_A\rangle\}$ and $\{|0_B\rangle, |1_B\rangle, |2_B\rangle\}$ for spaces $\mathcal{H}_A$ and $\mathcal{H}_B$ so that the combined system $AB$ is described in $\mathcal{H}_{AB}$ with orthonormal basis $\{|+_A, 0_B\rangle, |+_A, 1_B\rangle, |+_A, 2_B\rangle, |-_A, 0_B\rangle, |-_A, 1_B\rangle, |-_A, 2_B\rangle\}$. Consider the following state of the composite system $AB$

$$|\psi_{AB}\rangle = \frac{1}{2} [(|+_A, 0_B\rangle + |-_A, 1_B\rangle + \sqrt{2}|-_A, 2_B\rangle)] \quad \rho = |\psi_{AB}\rangle \langle \psi_{AB}|.$$  

(49)

It can be shown with simple algebraic arguments that there exist no states $|\phi_A\rangle \in \mathcal{H}_A$ and $|\chi_B\rangle \in \mathcal{H}_B$ such that $|\psi_{AB}\rangle = |\phi_A\rangle \otimes |\chi_B\rangle$. We call $|\psi_{AB}\rangle$ an entangled state of the composite system $AB$. Quantum entanglement is a natural consequence of postulate 5, there exist quantum states $\sum_{i, \mu} u_{i\mu} |i_A, \mu_B\rangle \in \mathcal{H}_{AB}$ such that for all $\{w_i\}$ and $\{v_\mu\}$, we have

$$\sum_{i, \mu} u_{i\mu} |i_A, \mu_B\rangle \neq \sum_i w_i |i_A\rangle \otimes \sum_\mu v_\mu |\mu_B\rangle .$$

Remark: Suppose that an unentangled quantum state, $\rho_{AB} = |\psi_{AB}\rangle \langle \psi_{AB}|$ separates as $\rho_A \otimes \rho_B$ with $\rho_i = |\psi_i\rangle \langle \psi_i|$. Then any quantum strategy that rests upon such a state is behaviourally randomized:

$$Q(u|\xi) = \text{Tr}(\rho_{AB} P_{uA}^A (\xi_A) \otimes P_{uB}^B (\xi_B)) = \text{Tr}(\rho_A P_{uA}^A (\xi_A)) \text{Tr}(\rho_B P_{uB}^B (\xi_B)) = Q(u, u_B|\xi_A, \xi_B).$$

(50)
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