Abstract

Sentiment analysis has become very popular in both research and business due to the vast amount of opinionated text currently produced by Internet users. Standard sentiment analysis deals with classifying the overall sentiment of a text, but this doesn’t include other important information such as towards which entity, topic or aspect within the text the sentiment is directed. Aspect-based sentiment analysis (ABSA) is a more complex task that consists in identifying both sentiments and aspects. This paper shows the potential of using the contextual word representations from the pre-trained language model BERT, together with a fine-tuning method with additional generated text, in order to solve out-of-domain ABSA and outperform previous state-of-the-art results on SemEval-2015 (task 12, subtask 2) and SemEval-2016 (task 5). To the best of our knowledge, no other existing work has been done on out-of-domain ABSA for aspect classification.

1 Introduction

Sentiment analysis, also known as opinion mining, is a field within natural language processing (NLP) that consists in automatically identifying the sentiment of a text, often in categories like negative, neutral and positive. It has become a very popular field in both research and industry due to the large and increasing amount of opinionated user-generated text in the Internet, for instance social media and product reviews. Knowing how users feel or think about a certain brand, product, idea or topic is a valuable source of information for companies, organizations and researchers, but it can be a challenging task. Natural language often contains ambiguity and figurative expressions that make the automated extraction of information in general very complex.

Traditional sentiment analysis focuses on classifying the overall sentiment expressed in a text without specifying what the sentiment is about. This may not be enough if the text is simultaneously referring to different topics or entities (also known as aspects), possibly expressing different sentiments towards different aspects. Identifying sentiments associated to specific aspects in a text is a more complex task known as aspect-based sentiment analysis (ABSA).

ABSA as a research topic gained special traction during SemEval-2014 (Pontiki et al., 2014) workshop, where it was first introduced as Task 4 and reappeared in the SemEval-2015 (Pontiki et al., 2015) and SemEval-2016 (Pontiki et al., 2016) workshops.

In parallel, within NLP, there have been numerous developments in the field of pre-trained language models, for example ELMo (Peters et al., 2018) and BERT (Devlin et al., 2019). These language models are pre-trained on large amounts of unannotated text, and their use has shown to allow better performance with a reduced requirement for labeled data and also much faster training. At SemEval-2016, there were no submissions that used such pre-trained language model as a base for the ABSA tasks. For this paper we will use BERT as the base model to improve ABSA models for the unconstrained evaluation, which permits using additional resources such as exter-
nal training data, due to the pre-training of the base language model. More precisely, the contributions of this paper are as follows:

• It proposes the new ABSA task for out-of-domain classification at both sentence and text levels.

• To solve this task, a general classifier model is proposed, which uses the pre-trained language model BERT as the base for the contextual word representations. It makes use of the sentence pair classification model (Devlin et al., 2019) to find semantic similarities between a text and an aspect. This method outperforms all of the previous submissions, except for one in SemEval-2016.

• It proposes a combined model, which uses only one sentence pair classifier model from BERT to solve both aspect classification and sentiment classification simultaneously.

2 State-of-the-art

This chapter provides an overview of the techniques and models used throughout the rest of the paper, as well as existing state-of-the-art results.

Section 2.1 will cover the pre-trained model used in this paper, which has achieved state-of-the-art results in several NLP tasks, together with the architecture of the model and its key features. Thereafter, Section 2.2 will explain the ABSA task from SemEval-2016. Previous work with and without a pre-trained model will be briefly described in Section 2.3 and Section 2.4.

2.1 BERT

Pre-trained language models are providing a context to words, that have previously been learning the occurrence and representations of words from unannotated training data.

Bidirectional encoder representations from transformers (BERT) is a pre-trained language model that is designed to consider the context of a word from both left and right side simultaneously (Devlin et al., 2019). While the concept is simple, it improves results at several NLP tasks such as sentiment analysis and question and answering systems. BERT can extract more context features from a sequence compared to training left and right separately, as other models such as ELMo do (Peters et al., 2018).

The left and right pre-training of BERT is achieved using modified language model masks, called masked language model (MLM). The purpose of MLM is to mask a random word in a sentence with a small probability. When the model masks a word it replaces the word with a token [MASK]. The model later tries to predict the masked word by using the context from both left and right of the masked word with the help of transformers. In addition to left and right context extraction using MLM, BERT has an additional key objective which differs from previous works, namely next-sentence prediction.

Previous work

BERT is the first deeply bidirectional and unsupervised language representation model developed. There have been several other pre-trained language models before BERT that also use bidirectional unsupervised learning. One of them is ELMo (Peters et al., 2018), which also focuses on contextualized word representations. The word embeddings ELMo generates are produced by using a Recurrent Neural Network (RNN) named Long Short-Term Memory (LSTM) (Sak et al., 2014) to train left-to-right and right-to-left independently and later concatenate both word representations (Peters et al., 2018). BERT does not utilize LSTM to get the word context features, but instead uses transformers (Vaswani et al., 2017), which are attention-based mechanisms that are not based on recurrence.

Input Representation

The text input for the the BERT model is first processed through a method called wordpiece tokenization (Wu et al., 2016). This produces set of tokens, where each represent a word. There are also two specialized tokens that get added to the set of tokens: classifier token [CLS], which is added to the beginning of the set; and separation token [SEP], which marks the end of a sentence. If BERT is used to compare two sets of sentences, these sentences will be separated with a [SEP] token. This set of tokens is later processed through three different embedding layers with the same dimensions that are later summed together and passed to the encoder layer: Token Embedding Layer, Segment Embedding Layer and Position Embedding Layer.
Transformers

Previous work in sequence modeling used the common framework sequence-to-sequence (seq2seq) (Sutskever et al., 2014), with techniques such as recurrent neural networks (RNNs) (Graves, 2013) and long short-term memory (LSTM) (Hochreiter and Schmidhuber, 1997).

The architecture of transformers is not based on RNNs but on attention mechanics (Vaswani et al., 2017), which decides what sequences are important in each computational step. The encoder does not only map the input to a higher dimensional space vector, but also uses the important keywords as additional input to the decoder. This in turn improves the decoder because it has additional information such which sequences are important and which keywords give context to the sentence.

Sentence Pair Classifier Task

Originally, BERT pre-trained the model to obtain word embeddings to make it easier to fine-tune the model for a specific task without having to make a major change in the model and parameters. Usually, only one additional output layer on top of the model was required to make the model more task-specific.

The Sentence Pair Classifier task deals with determining the semantic relations between two sentences. The model takes two texts as input, as described in Section 2.1, and outputs a label representing the type of relation between the sentences. This kind of task evaluates how good a model is on comprehensive understanding of natural language and the ability to do further inference on full sentences (Conneau et al., 2017). There is a benchmark that evaluates natural language understanding on models named general language understanding evaluation (GLUE) (Wang et al., 2018), which consists of several tasks such as multi-genre natural language inference (MNLI) (Williams et al., 2018), the semantic textual similarity benchmark (STS-B) (Cer et al., 2017) and Microsoft research paraphrase corpus (MRPC) (Dolan and Brockett, 2005).

Pre-training tasks

Supervised machine learning tasks are solved training a model from scratch with training data. NLP is a diversified field that contains many distinct tasks for which only small sets of human-labeled training data may be available. It has been proven that a large amount of training data increases the performance of deep learning models, for instance in the computer vision field with ImageNet (Deng et al., 2009). The same concept can be applied to deep language models. The development of a general purpose language model uses large amount of unannotated text, which is called pre-training, and the general purpose for the language model is to learn the contextual representation of words.

Language Models are key components in solving NLP problems and learn word occurrence and word prediction patterns based on unannotated text data. A language model learns the context by using techniques such as word embeddings which use vectors to represent the words in a vector space (Mikolov et al., 2013). With the large amount of training data, the language model learns that representations of words, depending on the context, allows similar words to have a similar representation.

Masked Language Model BERT uses a mask token [MASK] to pre-train deep bidirectional representations for the language model. But as opposed to conditional language models that train left-to-right or right-to-left to predict words, where the predicted word is positioned at the end or at the start of the text sequence, BERT masks a random word in the sequence. The other reason for using a mask token to pre-train is that the standard conditional language models are only able to explicitly train left-to-right or right-to-left because the words can indirectly “see itself” in a multi-layered context.

Next Sentence Prediction is used to understand the relationship between two text sentences. BERT has been pre-trained to predict whether or not there exists a relation between two sentences. Each of these sentences, sentence A and sentence B, has its own embedding dimensions.

Sentence A : [CLS] The man went to the store . [SEP] Sentence B : He bought a gallon of milk . [SEP] Label : IsNextSentence

During training, half of the time sentence B is the follow-up of sentence A in half and the IsNextSentence label is used. The other half of the time, a random sentence is chosen for sentence B and the IsNotNextSentence label is used.
2.2 Aspect-Based Sentiment Analysis

ABSA is a more complex task than traditional text-level sentiment analysis. It focuses on identifying the attributes or aspects of an entity mentioned in a text, together with the sentiment expressed towards each aspect.

ABSA was first introduced in SemEval-2014 (Pontiki et al., 2014), which provided a dataset with annotated reviews about restaurants and laptops. The ABSA task in SemEval-2014 did not contain full reviews until SemEval-2015 (Pontiki et al., 2015) and the dataset for SemEval-2016 did not change from 2015 except for additional test data.

The goal of the SemEval-2016 ABSA task is to identify opinions expressed towards specific aspect for a topic within customer reviews. Specifically, given a text review about a certain topic, from the dataset (e.g., laptop, restaurant), the objective for SemEval-2016, the goal is to address the following tasks:

Aspect category classification aims to identify the topic and aspect pair, which an opinion is expressed in the text. The topic and aspect should be chosen from an already defined set of topic types (e.g., LAPTOP, RESTAURANT, FOOD) and aspects (e.g., PRICE, QUALITY) per domain.

Opinion target expression (OTE) is the task of extracting the linguistic expression used in the text input that refers to the reviewed entity, for each entity-aspect pair. The OTE is defined with one starting and ending offsets in the sequence. If no entity is explicitly mentioned, the value returned is "NULL".

Sentiment polarity classification has the objective of predicting the sentiment polarity for each identified topic and aspect pair. The sentiment polarity is a value within the set (positive, negative, neutral, conflict).

Subtask 1: Sentence Level. The input consists of one sentence, usually obtained from the fully text level text.

Subtask 2: Text Level. The input is a full review, where several aspects can be mentioned simultaneously and also different opinions on the same aspect can be given.

2.3 ABSA without BERT

The submissions that performed best at the SemEval-2016 ABSA challenges used mostly machine learning techniques such as support vector machines (SVM) (Joachims, 1998; Hsu et al., 2003) or conditional random field classifiers (Lafferty et al., 2001). Even though deep learning models have shown to perform well in sentiment analysis (Kim, 2014), the submissions employing deep learning techniques performed poorly that year.

The features used with the SVM were usually contextualized word representations extracted using GloVe (Pennington et al., 2014) or word lists, which were generated by extracting the nouns and adjectives from the datasets.

2.4 ABSA with BERT

BERT has shown to produce good results on NLP tasks (Wang et al., 2018) due to the large amounts of text it has been trained on. For tasks such as ABSA, performance has shown to improve with the help of an additional training on Review text, called Post-Training (Xu et al., 2019). To solve an ABSA task, the Post-Training paper constructed ABSA as a question answering problem, together with a machine reading comprehension technique for reviews called “review reading comprehension”.

Solving ABSA as a sentence-pair classification task using BERT by constructing auxiliary sentence has been seen to improve the results, compared to the previous state-of-the-art models that used single-sentence classification (Sun et al., 2019).

3 Experiments

The models implemented in this paper are three: an aspect classification model, a sentiment polarity classification model, and a combined model for both aspect and sentiment classification. The aspect classification model, described in Section 3.4, uses sentence pair classification from BERT (Devlin et al., 2019). As it only predicts whether an aspect is related to a text or not, this model has the possibility to be used for out-of-scope aspects. The sentiment polarity classifier, described in Section 3.3, is a classification model that is trained to determine the sentiment labels (positive, negative, neutral, conflict) for a given aspect and text input. Finally, Section 3.5 explains the last model, which is a combination of both the sentiment and aspect classification models. It outputs a sentiment if the aspect is related, and otherwise it returns the unrelated label.
3.1 Pre-processing entity and aspect pairs for BERT

The format of the pairs in the SemEval-2016 dataset is originally structured in the form of "ENTITY#ASPECT". In order to fit better the BERT model when training and to be able have the pre-trained data in BERT to be applicable, we formatted it to have a sentence-like structure, so the pair "FOOD#STYLE.OPTIONS" gets parsed into "food, style options". This text is what we use as aspect.

3.2 Data generation

The dataset used in our experiments is reused from SemEval-2016 - Task 5 (Pontiki et al., 2016). Each sample in the dataset contains text that has been annotated with a list of aspects and sentiment polarity which consists of ‘positive’, ‘neutral’, ‘negative’ or ‘conflict’. The annotations to be generated are those which have an aspect that are not related to the subject, for example, the text “The food tasted great!” and the aspect ‘restaurant, ambiance’ do not have any relations.

As the dataset has a fixed amount of aspects (e.g. the Restaurant dataset has 12 different unique aspects), we can assume that each aspect that has not been annotated for a specific text is unrelated to said text. The aspects, which are not related to the text will be added to the list of aspects for the text with an ‘unrelated’ label instead of a sentiment label. Table 1 and Table 6 show the distribution of the original data and our generated data in the training and test dataset respectively.

Unbalanced data

The dataset from SemEval-2016 is originally very unbalanced, it becomes even more so when the unrelated data is generated, as seen in aspects without sentiment compared to aspects with sentiment in Table 1.

To compensate for the imbalance, we weight each label depending on how frequently they show up in the training set. The higher the frequency of a label, the lower the weight of the given label.

3.3 Sentiment Classifier

This is a model for predicting sentiment on a text, given a specific aspect. It is implemented using the architecture of the Sentence Pair classification model explained in Section 2.1, where the first input is the text to be evaluated, and the second input is the aspect that the text will be evaluated on. The output of this model will be one of the labels ‘positive’, ‘negative’, ‘neutral’ and ‘conflict’, where ‘conflict’ means that there are parts of the text where the aspect is judged positively and other parts where the aspect judged negatively.

3.4 Aspect Category Classifier

This is a model for aspect classification, with the structure of a Sentence Pair classifier described in Section 2.1, with the text and the aspect as input. This model is used to predict whether or not the aspect is related to the text or not, using labels ‘related’ and ‘unrelated’. With the aspect as input, it is possible to handle out-of-domain aspects, i.e. outside the set of aspects the model was trained on.

3.5 Combined model

This model is structured as a multi-class classifier for predicting both the aspect and the sentiment using the structure of a Sentence Pair classification, described in Section 2.1. The model also takes the text and the aspect as input and returns a sentiment label if the aspect is related to the text, and the unrelated label otherwise.

The model can be used as an entire ABSA structure. It has the possibility to behave as either an aspect category model by mapping the polarity labels to ‘related’ or it can behave like a sentiment model by ignoring the value of the ‘unrelated’ label or it can behave as both at the same time.

|                  | Sentence Level |                   | Text Level |                   |
|------------------|----------------|------------------|------------|------------------|
|                  | Restaurant     | Laptop           | Both       | Restaurant       | Laptop           | Both       |
| Texts            | 2000           | 2500             | 4500       | 334              | 395              | 729        |
| Unique Aspects   | 12             | 81               | 93         | 12               | 81               | 93         |
| Aspects with Sentiment | 2507   | 2908             | 5415       | 1435             | 2082             | 3517       |
| Aspects without Sentiment | 21493 | 199592           | 413085     | 2573             | 29913            | 64280      |
| Total Aspects    | 24000          | 202500           | 418500     | 4008             | 31995            | 67797      |

Table 1: Distribution of data in each training dataset.
4 Evaluation

The evaluation is based on the SemEval-2016 Task 5, more specifically the subtasks: aspect categorization in subtask 1 & 2, slot 1 and sentiment polarity in subtask 1 & 2, slot 3. The results for each model implemented are presented in the tables in Table 2a to Table 5c, with the previous state-of-the-art models as baseline.

The Aspect Category Classifier, the Sentiment Classifier, and the Combined Classifier, have all been trained on each dataset described in Table 1. This results in 18 models, where each of these models have been tested on every dataset described in Table 6. However, the text-level Hotel dataset was generated by concatenating all the sentence-level input to a full text and labelling the text with all the aspects corresponding to the sentences, because the Hotel dataset only consisted of the sentence level.

For the results in the tables of this section, we only show the best performing model for model type, in-domain, out-of-domain, text-level and sentence-level model. The dataset in which these models has been tested on can be found in the description of the tables.

4.1 Aspect Category Models

In this section, we evaluate how well the aspect categorization works with our models, which are described in Section 3.4 and Section 3.5. Each is trained in all the different domains and levels described in Table 1. As the performance of aspect category classifiers is only measured with F1-score in SemEval-2016, all the result tables in this section are ordered by F1 score in descending order.

In the tables within this section, the 'Model' column represents which model type it is. The combined model is defined as 'COM' and 'ASP' is the Aspect Category Classifier. The other two columns, Domain and Level, denote which domain and text type it was trained on.

For aspect classification, the text-level datasets in Table 3 produce better results than the sentence-level datasets in Table 2. In both of these tables, the aspect classifiers always outperform the combined classifiers. In out-of-scope evaluations, aspect classification performs better with classifiers that have been trained on datasets with more unique aspects.
4.2 Sentiment Models

In this section, we evaluate how well the sentiment classification performs with our models, which are described in Section 3.3 and Section 3.5. Each model trained on all the different domains and levels are described in Table 1. The F1 score measured on the tables in this section is a weighted average of the F1 on each label. As the performance of sentiment classifiers are only measured with accuracy in SemEval-2016, all the tables in this section is ordered by accuracy in descending order.

In the tables within this section, the 'Model' column represents which model type it is, 'COM' is the combined model, 'SEN' is the Sentiment Classifier. The other two columns, Domain and Level, is which domain and text type it was trained on.

For sentiment classification, in both Table 4 and Table 5, the combined classifiers always outperformed the sentiment classifiers. In out-of-scope scenarios, the classifiers which have been trained on sentence-level datasets outperform the classifiers which have been trained on the text-level datasets.

### Table 4: Best performance of sentiment classifiers in sentence-level datasets

| Model   | Domain   | Level   | F1   | PRE  | REC  | ACC  |
|---------|----------|---------|------|------|------|------|
| COM     | BOTH     | SENL    | 86.3 | 86.2 | 87.5 | 87.5 |
| COM     | BOTH     | TEXL    | 84.7 | 84.1 | 86.6 | 86.6 |
| SEN     | REST     | SENL    | 83.4 | 81.0 | 86.3 | 86.3 |
| COM     | LAPT     | SENL    | 80.4 | 79.9 | 82.4 | 82.4 |

Baseline: UWB - - - 81.9

(a) Results of aspect category classifiers on dataset: Restaurant, Text-Level. Baseline: GTI (Álvarez-López et al., 2016).

| Model   | Domain   | Level   | F1   | PRE  | REC  | ACC  |
|---------|----------|---------|------|------|------|------|
| COM     | BOTH     | SENL    | 79.4 | 80.8 | 78.7 | 78.7 |
| COM     | REST     | SENL    | 75.6 | 73.4 | 78.2 | 78.2 |
| SEN     | BOTH     | SENL    | 77.1 | 76.7 | 77.8 | 77.8 |
| COM     | LAPT     | TEXL    | 75.1 | 74.4 | 76.7 | 76.7 |

Baseline: ECNU - - - 75.0

(b) Performance of Sentiment models on the dataset: Laptop, Text-Level. ECNU (Jiang et al., 2016) as baseline.

| Model   | Domain   | Level   | F1   | PRE  | REC  | ACC  |
|---------|----------|---------|------|------|------|------|
| COM     | BOTH     | SENL    | 86.9 | 86.5 | 87.3 | 87.3 |
| COM     | REST     | SENL    | 85.5 | 84.1 | 87.3 | 87.3 |
| COM     | BOTH     | TEXL    | 85.4 | 84.9 | 86.4 | 86.4 |
| SEN     | BOTH     | SENL    | 82.5 | 81.6 | 83.8 | 83.8 |
| COM     | LAPT     | SENL    | 82.3 | 81.1 | 83.5 | 83.5 |

(c) Performance of Sentiment models on the dataset: Hotel, Text-Level

### Table 5: Best performance of sentiment classifiers in text-level datasets

| Model   | Domain   | Level   | F1   | PRE  | REC  | ACC  |
|---------|----------|---------|------|------|------|------|
| COM     | BOTH     | SENL    | 86.3 | 86.2 | 87.5 | 87.5 |
| COM     | BOTH     | TEXL    | 84.7 | 84.1 | 86.6 | 86.6 |
| SEN     | REST     | SENL    | 83.4 | 81.0 | 86.3 | 86.3 |
| COM     | LAPT     | SENL    | 80.4 | 79.9 | 82.4 | 82.4 |

Baseline: lsislif - - - 85.8

(a) Results of aspect category classifiers on dataset: Restaurant, Sentence-Level. XRC (Brun et al., 2016) as baseline.

| Model   | Domain   | Level   | F1   | PRE  | REC  | ACC  |
|---------|----------|---------|------|------|------|------|
| COM     | BOTH     | SENL    | 89.5 | 89.5 | 89.8 | 89.8 |
| SEN     | BOTH     | SENL    | 89.2 | 89.6 | 89.5 | 89.5 |
| COM     | BOTH     | TEXL    | 83.3 | 84.0 | 84.0 | 84.0 |
| SEN     | LAPT     | SENL    | 81.6 | 84.0 | 81.2 | 81.2 |

Baseline: XRCE - - - 88.1

(b) Performance of Sentiment models on the dataset: Restaurant, Sentence-Level. XRCE (Brun et al., 2016) as baseline.

| Model   | Domain   | Level   | F1   | PRE  | REC  | ACC  |
|---------|----------|---------|------|------|------|------|
| COM     | BOTH     | SENL    | 82.7 | 83.0 | 82.6 | 82.6 |
| SEN     | BOTH     | SENL    | 77.0 | 75.7 | 79.0 | 79.0 |
| COM     | LAPT     | TEXL    | 76.2 | 76.1 | 76.7 | 76.7 |

Baseline: IIT-T - - - 82.8

(c) Performance of Sentiment models on the dataset: Hotel, Sentence-Level

| Model   | Domain   | Level   | F1   | PRE  | REC  | ACC  |
|---------|----------|---------|------|------|------|------|
| COM     | BOTH     | SENL    | 90.0 | 91.0 | 89.5 | 89.5 |
| SEN     | BOTH     | SENL    | 89.0 | 89.4 | 88.9 | 88.9 |
| SEN     | REST     | SENL    | 87.0 | 86.9 | 87.3 | 87.3 |
| COM     | LAPT     | SENL    | 86.2 | 86.0 | 87.0 | 87.0 |
| COM     | BOTH     | TEXL    | 84.2 | 84.2 | 84.2 | 84.2 |

Baseline: lsislif - - - 85.8

(1) Performance of Sentiment models on the dataset: Hotel, Text-Level. Lsislif (Hamdan et al., 2015) as baseline.

5 Discussion

Our proposed out-of-domain implementation performed well in the out-of-domain evaluation. In aspect category for hotels in Table 3c, which our aspect models have not been introduced to before, the model achieved a higher F1 score than the in-domain baseline for laptop F1 score in Table 3b. This shows the potential of using semantic similarities to find features for relations between aspect and a text input. However, to compare these models more in depth, a better measurement would be to look at both precision and recall, as the laptop domain has much more unique aspects, which in turn makes it more likely to predict more false positives which causes a lower precision.

For all the experiments and evaluation, we trained the models on each specific dataset and tried for the others. Our expectation was that the model would be able to improve the performance by using the combined dataset (restaurant & laptop) because it offers more features to use for the aspect classification task. This was not always the case, and we assume it has to
do with the difference between the amount of unique aspects in the domains. The aspect classifiers seem not to work well on the sentence-level test dataset. We suspect that the reason for this is that each sentence does not necessarily have enough information to validate whether an aspect is relevant for a text. A sentence-level text input example is “It wakes up super fast and is always ready to go”, which is categorized as “LAPTOP#OPERATION_PERFORMANCE”.

In the out-of-domain and generalized model, this sentence does not provide the necessary information to make clear that the aspect is related to the sentence and instead can be applied to a lot of other aspects from other domains.

The combined model performs consistently better than the sentiment model in all domains. We believe that the reason for this is that the combined model is trained on a vast volume of “unrelated” data compared to the sentiment model, which allows it to learn to ignore redundant features when predicting the sentiment. However, the combined model performs worse than the aspect model in classifying relevant aspects. We conclude that the reason for this is that the combined model has to find what is relevant, which for this model is defined by the 4 sentiment polarity labels. This increases the complexity compared to the aspect model that was trained specifically on whether or not the aspect is relevant to the text.

A possible reason for why our model improves upon previous state-of-the-art models may be that it uses BERT for the word representation and can then employ the semantic similarities in the different word embeddings for the word, which captures the context, to find sentiments for an aspect in a text. Compared to the previous best models that generate one vector for each word, BERT uses positional word embeddings to generate different word embeddings for each word, depending on its position in the text. Another possible reason is the use of sentence-pair classification to compare the similarities of an aspect to a text instead of the previous best models that used single-sentence classification to determine what aspect is found in a text.

6 Conclusion

In this paper, we proposed an ABSA model that can predict the aspect related to a text for in-domain and out-of-domain. We achieve this by using the pre-trained language model BERT and fine-tuning it to a sentence pair classification model for the ABSA task. Moreover, we train the aspect classifier model with data that we generate, which consist of 'related' and 'unrelated' labels.

We further experimented with this approach for the sentiment classifier, by fine-tuning the model to find a relation between an aspect and a text and to make the model learn when the contextual representation showed a sentiment context. Furthermore, we proposed a combined model that can classify both aspect and sentiment using only one sentence pair classification model. Experimental results show that the combined model outperforms previous state-of-the-art results for aspect based sentiment classification.
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