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Abstract—In [22] a form of extremum seeking for control (ESC) was developed for the stabilization of uncertain nonlinear systems. In ESC the extremum seeker controls the systems through feedback rather than fine tuning a controller. The ESC results, and other related results, apply only to systems affine in control. However, in most physical systems the control effort enters the system’s dynamics through a nonlinear function, such as an input with deadzone and saturation. In this work, we utilize our previous results on ESC to develop stabilizing controllers for systems of practical interest that are non-affine in control.

I. INTRODUCTION

Motivation: Extremum seeking optimization (ES) has been a model-independent approach to optimization since the 1920s [1]. Studies in the 50s [2]-[6] paved the way for stability results [7], [8]. Recent developments include the application of ES to systems with uncertainties [12], the control of a tunable thermoacoustic cooler [10], a non-gradient approach to global [11], stabilization of a nonlinear system with parametric uncertainties when a system model is available [13], power optimization of photovoltaic micro-converters [14], stochastic ES [15], discrete-time systems [15], and has been applied to moderately unstable systems [16]. Recently, Lie bracket-based averaging results of Kurzweil, Jarnik, Sussmann, and Liu [17], [18], [19] have been applied to ES [20]. A broad review of developments is summarized in [21].

In [22] Extremum Seeking for Control (ESC) was introduced, to stabilize unknown, open-loop unstable systems by using the extremum seeker itself as a high frequency feedback control, an approach related to vibrational control [23], [24]. ESC has been applied for the optimization of high voltage converter modulators [25], inverted pendulum stabilization [26], and has been studied on manifolds [27]. Non-smooth ESC, in which oscillation of the control effort disappears as equilibrium is approached, has been developed [28].

In [29], a new, bounded form of ESC was developed in which the control efforts and parameter update rates have analytically known bounds. The bounded ESC approach is especially useful for digital implementation and for extremely noisy systems, was recently demonstrated in hardware [30], and was recently extended from smoothly varying sinusoidal-like functions to a much larger class of functions [31].

All of the methods of ESC for stabilization described above assume the unknown systems are affine in control, of the form:

\[ x = f(x, t) + g(x, t)u. \]  

However, in most physical systems the control effort enters the system’s dynamics through a nonlinear function, such as an input with deadzone and saturation, see for example [32] for an overview and control approaches. Thus, it is a major limitation that ESC applies only to systems affine in control.

Results of the paper: In this paper we study ESC for vector-valued systems not affine in control, of the form:

\[ \dot{x} = f(x, t) + g(x, t)u, \quad g(x, t, u) = \sum_{i=0}^{m} g_i(x, t)u^{2i+1}, \]  

\[ y = \psi(x, t), \]  

where \( g \) is a control non-linearity given as an odd polynomial in \( u \). In the case of full state measurements, \( y = x \), Theorem 4 reduces controlling system (2) to the significantly easier problem of controlling the averaged system

\[ \dot{\bar{x}} = f(\bar{x}, t) - k\alpha K g_m(\bar{x}, t)g_T(\bar{x}, t)(\nabla_x V)^T, \]  

where \( \nabla_x V(x, t) = \left( \frac{\partial V}{\partial x_1}, \ldots, \frac{\partial V}{\partial x_n} \right) \) and \( K_g \) is a constant which depends on \( g \). If there exist \( k, \alpha, V \) that stabilize system 4, then there exists \( \omega^* \) such that for all \( \omega > \omega^* \) the following will stabilize system 2:

\[ u(x, t) = (\omega \alpha)^\frac{1}{\pi|\omega\alpha|} \cos(\omega t + kV(x, t)). \]  

a) Application to classical ES problems: If, as in standard extremum seeking, the goal is optimization of a system with analytically unknown output function, \( y = \psi(x, t) \), we utilize the controller

\[ u(x, t) = (\alpha \omega)^\frac{1}{\pi|\alpha \omega|} \cos(\omega t + k\psi), \]  

which results in the average system

\[ \dot{\bar{x}} = f(\bar{x}, t) - k\alpha K g_m(\bar{x}, t)g_T(\bar{x}, t)(\nabla_x \psi(\bar{x}, t))^T, \]  

which performs a gradient descent of the unknown function \( \psi \) when \( k\alpha > 0 \) is chosen sufﬁciently large.

II. BACKGROUND

In this section we introduce the notions of GUAS and SPUAS stability [19] and Theorem 4 from [31], which we use to prove our main result. Consider two systems, \( \dot{x} = f(t, x) \) and \( \dot{\bar{x}} = f'(t, x) \), and their trajectories which pass through the point \( x_0 \) at time \( t_0 \), \( \psi(t, t_0, x_0) \) and \( \psi'(t, t_0, x_0) \). The results of [19] show that if on a given compact set \( K \), for any given \( \delta > 0 \), and any \( T > 0 \), there exists \( \epsilon^* \) such that for all \( \epsilon < \epsilon^* \), \( \sup_{t \in [t_0, t_0+T]} |\psi(t, t_0, x_0) - \psi'(t, t_0, x_0)| < \delta \), then if the origin is a globally uniformly asymptotically stable (GUAS) equilibrium point of \( \dot{x} = f(t, x) \), then the origin is also an \( \epsilon \) - semi globally practically uniformly asymptotically stable (SPUAS) equilibrium point of \( \dot{\bar{x}} = f'(t, x) \).
The two central ingredients of Theorem 1 are the Arzelà-Ascoli Theorem and the notion of weak convergence (see, e.g., [33]). A sequence of functions \( \{f_i\} \subset L^2[0,1] \) is said to converge weakly to \( f \) in \( L^2[0,1] \), denoted \( f_i \rightharpoonup f \), if
\[
\lim_{i \to \infty} \int_0^1 f_i(t)g(t)dt = \int_0^1 f(t)g(t)dt, \quad \forall g \in L^2[0,1].
\]

For example, when \( \omega_1 \neq \omega_2 \), Basic Hilbert Space theory gives, for \( \omega_i \to \infty \): \( \cos (\omega_i t) \to 0, \) \( \cos^2 (\omega_i t) \to \frac{1}{2}, \) \( \sin (\omega_i t) \to 0, \) \( \sin (\omega_i t) \to 0 \).

In what follows, we use the notation \( u(y,t) = u(\psi(x,t),t) \) to emphasize that the controller \( u \) is a function of \( t \) and of, a potentially unknown, function \( \psi(x,t) \), i.e. that \( u(y,t) \) need not have direct access to \( x \).

**Theorem 1:** [31] Consider the vector-valued system
\[
\dot{x} = f(x,t) + g(x,t)u(y,t), \quad y = \psi(x,t),
\]
where \( x \in \mathbb{R}^n \), and the functions \( f : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n \), \( g: \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^{n \times n}, \) \( \psi: \mathbb{R}^n \times \mathbb{R} \to \mathbb{R} \) are unknown. Assume that \( f \) and \( g \) are piecewise continuous with respect to \( x \) and assume that the value \( y = \psi(x,t) \) is available for measurement. Consider a controller \( u \) given by
\[
u(y,t) = \sum_{i=1}^m k_i(y,t)h_{i,\omega}(t), \quad k_i : \mathbb{R}^n \to \mathbb{R}^n,
\]
where the functions \( k_i(y,t) \) are continuously differentiable and the scalar functions \( h_{i,\omega}(t) \) are piecewise continuous. System (8), (9) has the following equivalent closed-loop form
\[
\dot{x}(t) = f(x,t) + \sum_{i=1}^m b_i(x,t)h_{i,\omega}(t),
\]
\[
b_i(x,t) = g(x,t)k_i(\psi(x,t),t).
\]

Suppose that there exist functions (which will often be constant) \( \{\lambda_{i,j}\} \) such that the functions defined as \( H_{i,\omega}(t) = \int_0^t h_{i,\omega}(t)dt \) satisfy the uniform limits and weak limits for all \( t \in [t_0, t_0 + T] \)
\[
\lim_{\omega \to \infty} H_{i,\omega}(t) = 0, \quad H_{i,\omega}(t) \to \lambda_{i,j}(t),
\]
Consider also the average system related to (10) as follows
\[
\dot{x} = f(\bar{x},t) - \sum_{i \neq j} \lambda_{i,j} \frac{\partial b_i(\bar{x},t)}{\partial x} b_j(\bar{x},t), \quad \bar{x}(0) = x(0).
\]

For any compact set \( K \subset \mathbb{R}^n \), any \( t_0, T \in \mathbb{R}_0^+ \), and any \( \delta > 0 \), there exists \( \omega^* \) such that for each \( \omega > \omega^* \), the trajectories of (11) and (13) satisfy \( \|x(t) - \bar{x}(t)\| < \delta \) for all \( t \in [t_0, t_0 + T] \).

Therefore, by [19], uniform asymptotic stability of (13) over \( K \) implies that (10) is a \( \frac{1}{\omega} \)-SPUAS.

**III. The Main Result**

**Theorem 2:** Fix the system
\[
\dot{x} = f(x,t) + \sum_{n=0}^m g_n(x,t)u_n(x,t),
\]
\[
f : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n, \quad g_i : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^{n \times n},
\]
where the functions \( f \) and \( g_i \) are twice continuously differentiable with respect to \( x \) and piecewise differentiable with respect to \( t \). Consider the related averaged system
\[
\dot{\bar{x}} = f(\bar{x},t) - k\alpha A_m \left( \frac{g_m(\bar{x},t)g_m^T(\bar{x},t)}{24m+1} \right) (\nabla \bar{x}^T V),
\]
\[
A_m = \sum_{l=0}^m \left( \frac{2m+1}{l} \right)^2\]
\[
(15)
\]
with \( \bar{x}(0) = x(0) \), where \( V : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R} \) is twice continuously differentiable with respect to \( x \) and piecewise differentiable with respect to \( t \). If there exist \( k, \alpha \), such that \( x^* \) is a GUAS equilibrium point of (15), then (15) remains in some compact set \( K \) for all \( t > 0 \). In this case, for any \( \delta > 0 \) there exists an \( \omega^* \) such that for all \( \omega > \omega^* \), using the controller
\[
u(\omega, x,t) = (\alpha \omega)^{-\frac{1}{\omega^*+1}} \cos(\omega t + kV(x,t)), \quad (16)
\]
ensures that \( x(t) \) remains within \( \delta \) of \( \bar{x}(t) \) for all \( t > 0 \), and therefore \( x(t) \) remains within the compact set \( \{\bar{x} \in K \mid |x - y| \leq \delta\} \). Thus, \( x^* \) is a \( \frac{1}{\omega} \)-SPUAS equilibrium point of (14), (16).

**Proof:** The closed-loop form of system (14), (16) is (throughout the proof we omit the arguments of \( f, g_i, \) and \( V \) to simplify the notation)
\[
\dot{x} = f(x,t) + \sum_{n=0}^m g_n(x,t) (\alpha \omega)^{\frac{2m+1}{2m+1}} \cos^{2n+1}(\omega t + kV) .
\]
\[
(17)
\]
Let \( b_n = 2n+1 \) and \( b_n,l = 2n+1-2l \), apply trigonometric power identities, and rewrite the sum as
\[
\sum_{n=0}^m \sum_{l=0}^n \frac{(\alpha \omega)^{\frac{2m+1}{2m+1}}}{2^{2n}} (b_n,l) \cos(b_n,l \omega t + kV).
\]
\[
(18)
\]
Apply trigonometric identities to expand (18) as the sum of
\[
\sum_{n=0}^m \sum_{l=0}^n \frac{(\alpha \omega)^{\frac{2m+1}{2m+1}}}{2^{2n}} (b_n,l) \cos(b_n,l \omega t + kV)
\]
and
\[
\sum_{n=0}^m \sum_{l=0}^n \frac{(\alpha \omega)^{\frac{2m+1}{2m+1}}}{2^{2n}} (b_n,l) \sin(b_n,l \omega t + kV).
\]
\[
(19)
\]
For all \( n \leq m \) and \( \omega \geq \frac{1}{\omega^*} \), \( (\alpha \omega)^{\frac{2m+1}{2m+1}} \leq \sqrt{\alpha \omega} \), the functions \( h_{s,n,l}(\omega, t) \) and \( h_{c,n,l}(\omega, t) \) have uniform limits
\[
\lim_{\omega \to \infty} H_{c,s,n,l}(\omega, t) = \lim_{\omega \to \infty} \int_{t_0}^t h_{c,s,n,l}(\omega, t)dt = 0.
\]
\[
(20)
\]
For \( n = m \), we must consider all of the terms
\[
h_{c,m,l}(\omega, t) = \frac{1}{2^{2m}} (b_m,l) \sqrt{\alpha \omega} \cos(b_m,l \omega t),
\]
\[
(21)
\]
design the controller to maintain the values of $u$ and $\nu$.

Therefore, by application of Theorem 1, the $b_{m,\omega}$ frequency component’s contribution to the average dynamics are

$$-\alpha a_m \nu_m \cos(b_m \nu V) \frac{\partial}{\partial \nu} \left( g_m \sin(b_m \nu V) \right) \tag{26}$$

$$+\alpha a_m \nu_m \sin(b_m \nu V) \cos(b_m \nu V), \tag{27}$$

The term (26) can be expanded as

$$-\alpha a_m \nu_m \cos(b_m \nu V) \frac{\partial g_m}{\partial \nu} \sin(b_m \nu V)$$

and (27) can be expanded as

$$+\alpha a_m \nu_m \sin(b_m \nu V) \cos(b_m \nu V).$$

Adding (28) and (29) we are left with

$$-k \alpha b_m a_m \nu_m g_m \nabla_\nu V^T g_m \cos(b_m \nu V). \tag{30}$$

Plugging in for the values of $a_{m,\nu}$ from (25), the overall average system dynamics are given by

$$\dot{x} = f(x, t) - \alpha \sum_{l=0}^{m} \left( b_m l \right)^2 \frac{g_m (x, t) g_m' (x, t)}{2^{m+1}} (V)^T$$

and the desired convergence and the existence of the appropriate $\omega$ are guaranteed by Theorem 1.

Theorem 2 implies that to stabilize system (14) one must choose the gain $k$, dithering amplitude $\alpha$, and a function $V(x, t)$ relative to upper and lower bounds on $\|f(x, t)\|$ and $\|g_m (x, t) g_m' (x, t)\|$, respectively. Once $k$, $\alpha$, and $V$ are chosen, there exists a sufficiently large $\omega^*$, such that for all $\omega > \omega^*$, the above results hold. In practice we specify $\omega$ and design the controller to maintain the values of $u$ within some compact set $K_u$. Because $g_m (x, t) g_m' (x, t) \geq 0$ one need not know the sign of $g_m (x, t)$ which simplifies significantly the stabilization problem.

Fig. 1. Polynomial approximation of $h(u)$ for $|u| < 2$.

IV. AN APPLICATION OF THE MAIN RESULT

In this section we give sufficient conditions to use our main result to control a general nonlinear system of the form:

$$\dot{x} = f(x, t) + h(x, t), \quad h(x, t) = \sum_{n=0}^{m} g_n (x, t) v_n(u(x, t)) \tag{31}$$

where the functions $f$ and $g_n$ are twice differentiable and the functions $v_n : \mathbb{R} \rightarrow \mathbb{R}$ are continuous, odd functions of $u$, i.e., for fixed $x$ and $t$, $v(-u(x, t)) = -v(u(x, t))$. We note that the non-affine system (31) does not satisfy the hypotheses of the standard Lie Bracket averaging results of [20], [22], [29].

Lemma 1 a technical result given below, shows that system (31) may be written as $\dot{x} = \tilde{x} + E$, an arbitrarily small perturbation of a system of the form of Theorem 2.

If we stabilize the origin of the odd polynomial system (32) with an appropriate Lyapunov function, then the results of Chapter 9 of [37] imply that the origin of system (31) is also stable for a set of initial conditions which can be made arbitrarily large by making the perturbation arbitrarily small.

Lemma 1: Fix the system (31), $[t_0, t_0 + T] \subset \mathbb{R}_{\geq 0}, K \subset \mathbb{R}^n, K_u \subset \mathbb{R}^n$ and $\epsilon > 0$. There exists a perturbation $E$ such that $\dot{x} = \tilde{x} + E$ and $||E||_{K \times [t_0, t_0 + T]} < \epsilon$.

Proof: Since each $g_n$ is continuous and $K \times [t_0, t_0 + T]$ is compact there exists a $G > ||g_n||_{K \times [t_0, t_0 + T]}$ for all $n$. The Müntz-Szász Theorem, a generalization of the Stone-Weierstrass Theorem (see, e.g., [33]), implies that the odd polynomials are dense in the set of odd continuous functions on $[t_0, t_0 + T]$. Thus, for each $n$ there exists an odd polynomial $p_n$ so that $||v_n - p_n||_{K \times [t_0, t_0 + T]} < \frac{\epsilon}{2\pi}$. The triangle inequality implies that $p' = \sum_{m=0}^{m} g_n p_n$ satisfies $||h - p'|| < \epsilon$. To put $p'$ into the form of $p$, let $2m + 1$ be the maximum degree of all of the $p_n(u)$s and let $\tilde{g}_n$ denote the linear combinations of $g_n$ produced by grouping the terms of $g_n$ by the powers of $u$. The result is given by letting $E = h - p$ and writing $\dot{x} = f(x, t) + p + E$.

V. EXAMPLE OF SYSTEM NOT AFFINE IN CONTROL

Non-affine controllers, in particular non-linear controllers with dead zones, arise in a variety of practical control systems [32], [34], [37]. For example, a water cooling system whose flow rate is controlled by a valve with limited maximum open surface area and digital resolution-limited minimum
valve opening setting. We provide examples that demonstrate how to develop a controller for systems in which the control effort enters through an odd non-linear function $h(u)$. In what follows we take the common approximation of approximating $h(u)$ with an odd polynomial $p(u)$ [38], [39].

Example 1: Consider the system

$$\dot{x} = f(x, t) + g(x, t)h(u),$$

and the general approximation $h(u) \approx p(u) = a_1 u + a_3 u^3$, which produces the approximate system:

$$\dot{x} = f(x, t) + g(x, t) \left( a_1 u(x, t) + a_3 u^3(x, t) \right).$$

We will design a controller of the form

$$u = (\alpha \omega)^{\frac{1}{2}} \cos(\omega t + kV(x)).$$

The reason for the choice $(\alpha \omega)^{\frac{1}{2}}$ is explained as follows. The closed loop dynamics of (34), (35) are given by

$$\dot{x} = f(x, t) + a_1 g(x, t) (\alpha \omega)^{\frac{1}{2}} \cos(\omega t + kV(x)) + a_3 g(x, t) \sqrt{\alpha \omega} \cos^3(\omega t + kV(x)).$$

The $\cos()$ and $\cos^3()$ terms can be expanded as

$a_1 g(x, t) (\alpha \omega)^{\frac{1}{2}} \left( \cos(\omega t) \cos(kV) - \sin(\omega t) \sin(kV) \right)$

$+ a_3 g(x, t) 0.75 \sqrt{\alpha \omega} \left( \cos(\omega t) \cos(kV) - \sin(\omega t) \sin(kV) \right)$

$+ 0.25 \cos(3\omega t) \cos(3kV) - 0.25 \sin(3\omega t) \sin(3kV).$

Theorem 1 implies that as $\omega \to \infty$ products containing the $a_1 g(x, t)$ terms contain powers of $\omega$ of the form $1/\omega^2$ and $1/\omega^3$, which uniformly converge to zero. In the remaining terms, by choosing $(\alpha \omega)^{\frac{1}{2}}$, for $u^3$, we get terms with amplitudes proportional to $\sqrt{\alpha \omega}$ and by Theorem 1 are left with products in which the $\omega$ amplitude dependence has disappeared, only leaving terms of the form $\cos^2(\omega t)$ and $\sin^2(\omega t)$, which weakly converge to 1/2, leaving us with the average system

$$\dot{\bar{x}} = \bar{f}(\bar{x}, t) - \frac{k\alpha}{2} a_3^2 g^2(\bar{x}, t) \left[ (3/4)^2 + (1/4)^2 \right] \frac{\partial V(\bar{x})}{\partial \bar{x}},$$

where $\bar{x}(0) = x(0)$. Thus, to stabilize the origin, it suffices to choose $\alpha, k, \omega, V$ sufficiently large with respect to $a_3^2 g^2(x,t)$ and $f(x,t)$.

We consider the special case of System (33), where

$$h(u) = \begin{cases} 0, & |u| < 0.5 \\ \text{sgn}(u)(|u| - 0.5)^2, & 0.5 < |u| < 2 \\ 2, & 2 < |u| \end{cases}.$$

Figure 2 shows the results of a simulation of

$$\dot{x} = \frac{\cos(2t)x^2}{2} + 2 \cos(20t) h(u), \quad u = (\alpha \omega)^{\frac{1}{2}} \cos(\omega t + kx^2)$$

with control parameters $\omega = 200$, $\alpha = 64/\omega$, $k = 50$, and $x(0) = 1.5$, where $h(u)$ is given by (38) and the controller was designed using the approximation (34) with $a_1 = 0.05$ and $a_3 = 0.25$, which has average dynamics

$$\dot{x} = 0.5 \cos(2t)x^2 - (5/16)k\alpha \cos^2(20t)x, \quad x(0) = x(0).$$

Higher order systems in strict feedback form can be handled as suggested in [22]. For example, for a second order system, one would apply the controller $u = (\alpha \omega)^{\frac{1}{2}} \cos(\omega t + k(x_1 + 2x_2)^2)$.

VI. ROBUSTNESS OF NONLINEAR APPROXIMATION

When one designs a controller for a system of the form (31), the function $h(x, t, u)$ may be uncertain or entirely unknown, and the approximation $h(x, t, u)$ may be incorrect. In this section we consider a more general class of systems with even-powered odd nonlinearities:

$$\dot{x} = f(x, t) + \sum_{i=0}^{n_u} g_{2i+1}(x, t) u^{2i+1} + \varepsilon \sum_{i=1}^{n_o} g_{2i}(x, t) u^{2i}.$$ (41)

If there were no even terms and we knew that $2m + 1$ was the highest power odd nonlinearity of (41), then we would choose a controller based on Theorem 2

$$u_m = (\alpha \omega)^{\frac{1}{2}} \cos(\omega t + kV).$$

For unknown $n_o$, the power of our controller $2m + 1$ might not equal the highest odd power of the system $2n_o + 1$, and therefore the averaging analysis of Theorem 2 breaks down when $m < n_o$ introduces terms of the form $(\alpha \omega)^{\frac{1}{2}} \cos^{2n_o+1}(\omega t + kV)$, resulting in divergent weak limits which are not independent of $\omega$, because in this case $\frac{2m+1}{2(n_o+1)} > \frac{1}{2}$. Also, the averaging analysis of Theorem 2 further breaks down since the even powers of $u$ introduce into the system dynamics positive semi-definite terms of the form $(\alpha \omega)^{\frac{1}{2}} \cos^{2l}(\omega t + kV)$ which grow without bound as $\omega$ grows. However, it turns out that we may still be able to approximate the behavior of this system.

Integrating (41) by parts, we notice that as $\omega \to \infty$ the highest power terms of (41) dominate the dynamics, keeping only the highest odd order and even power terms, and averaging the oscillatory functions we produce the approximation (43), which leads us to make the following conjecture:

Conjecture 1: Consider systems (41), (42) and:

$$\dot{x} = f(\bar{x}, t) + \varepsilon g_{2n_o}(\bar{x}, t) (\alpha \omega)^{\frac{2n_o+1}{2n_o+1}} B_{n_o} - k\alpha^{\frac{2n_o+1}{2n_o+1}} (\omega^{\frac{2n_o+1}{2n_o+1}} - 1) A_{n_o} g_{2n_o}(\bar{x}, t) g_{2n_o}^T(\bar{x}, t) \frac{\partial V(\bar{x})}{\partial \bar{x}}.$$
For any $\delta > 0$, any compact set $K \subset \mathbb{R}^n$, and any $t_0, T \in \mathbb{R}_{\geq 0}$ there exists $\varepsilon^*(\delta, K, T) > 0$ such that for all $|\varepsilon| < \varepsilon^*$, there exists $\omega^*$ such that for each $\omega > \omega^*$, the trajectories $x(t)$ of (41), (42) and $\bar{x}(t)$ of (43) satisfy

$$\max_{t \in [t_0, t_0+T]} ||x(t) - \bar{x}(t)|| < \delta.$$  \hfill (44)

**Remark 1:** When $n_o = m$ and there are no even power terms, (43) simplifies to (15).

To test Conjecture 1 we study the system

\begin{align*}
\dot{x} &= x + 0.1\left(u + u^3 + u^5\right) + \varepsilon \left(u^2 + u^4\right), \\
\dot{u} &= u_m = (\omega) \left(\frac{\varepsilon}{t+1}\right) \cos \left(\omega t + k x^2\right). 
\end{align*}  \hfill (45)

According to the conjecture, the closed loop dynamics should, for large $\omega$, approximate

$$\dot{x} = -\frac{2k}{100} A_2 \alpha \frac{\varepsilon}{t+1} \omega \left(\frac{\varepsilon}{t+1}\right) - 1 \dot{x} + \varepsilon B_2 (\omega) \left(\frac{\varepsilon}{t+1}\right).$$

Therefore, the trajectory of the system should converge to the equilibrium point $x^*$ satisfying

$$\left(\frac{2k}{100} A_2 \alpha \left(\frac{\varepsilon}{t+1}\right) - 1\right) x^* = \varepsilon B_2 (\omega) \left(\frac{\varepsilon}{t+1}\right).$$  \hfill (47)

Thus, for each $\varepsilon > 0$ and each controller power $2m+1$, we can find $\alpha_m(\omega, \varepsilon, x^*)$ which solves (47), such that for all $\alpha > \alpha_m(\omega, \varepsilon, x^*)$ the system should converge to $|x| \leq |x^*|$. We confirm the estimate (47) by simulating system (45), (46) with $k = 100$, $m = 1, 3, 5$, $\varepsilon = 0.05$, $\alpha \in [0.1, 2]$, $\omega \in [5, 200]$, $x(0) = 1$. We let the system evolve for $T = 5$ seconds and then record $|x(T)|$ (with a cutoff at 3), in order to determine whether the trajectory is converging towards the origin. We plot the results in Figure 3 compared to the analytically predicted boundary of stability (47). For large $\omega$, the prediction is accurate.

When the highest power of the control nonlinearity is even, we have little chance of controlling the system, except in a very limited range of values of $\varepsilon$ and $\omega$, because the positive semi-definite destabilizing terms dominate the dynamics and grow with $\omega$. We consider the system

$$\dot{x} = 0.1u + 0.1u^3 + \varepsilon u^4,$$  \hfill (48)

with controller $u_m = (\omega) \left(\frac{\varepsilon}{t+1}\right) \cos \left(\omega t + k x^2\right)$, $m = 0, 1$. For $m = 1$, Conjecture 1 implies the following estimate for a bound on $\varepsilon$ for the stability of the average system:

$$\varepsilon < \varepsilon_1(\omega) = (2k (0.1^2) A_1 \alpha - 1) / \left(\omega \alpha \left(\frac{\varepsilon}{t+1}\right) B_2\right).$$  \hfill (49)

In the case $m = 0$ the averaging estimates completely break down and we simply compare the dominant stabilizing $\omega \left(\frac{\varepsilon}{t+1}\right)$ and destabilizing $\omega \left(\frac{\varepsilon}{t+1}\right)$ powers and estimate a bound on $\varepsilon$ of the form $\varepsilon < \frac{1}{\omega \alpha \left(\frac{\varepsilon}{t+1}\right)}$. Analytic predictions and simulation results are shown in Figure 3 for $k = 100$, $\alpha = 10$.

Finally, we consider the nonlinearity from Example 1 with even power nonlinearities, $h_e(u) = \hat{h}(u) + \varepsilon \left(u^2 + u^4\right)$. We consider the system

$$\dot{x} = x + h_e(u_m), \quad u_m = (\omega) \left(\frac{\varepsilon}{t+1}\right) \cos \left(\omega t + k x^2\right),$$  \hfill (50)

with various control options $m = 0, 1, 2$ and $x(0) = 1$. The numerically calculated regions of stability are shown in Figure 3 for $k = 100$ and $\alpha = 5$. The system remains stable for a small range of $\varepsilon \neq 0$, and even when $\varepsilon = 0$, as $\omega$ is increased the system loses stability because, as $\sqrt{\omega} \alpha \varepsilon$ grows, $u$ leaves any fixed compact set $K_u$ and high power terms dominate.

These numerical studies show that for large $\omega$ the system is robust to the degree of odd dominating nonlinearities. In the
presence of even non-linearity, as shown in Figure 2(e-g), ω must be big enough, for the averaging results to approximately hold, but once ω exceeds a certain threshold it becomes destabilizing, therefore a proper operating range, probably by trial and error, must be found within the region of stability. Furthermore, if the controller is based on an underestimate of the degree of the nonlinearity and has a relatively large amplitude, the dithering terms will drive up the magnitude of the system’s steady state oscillations (Figure 4).

VII. CONCLUSIONS

This work extends the application of ESC to systems not affine in control by approximating the non-linearities with odd functions and designing a controller for the approximate system. If the control input function is odd, then we provide analytic average results guaranteeing the satisiability of the system. For the case when the input function is not odd with respect to u, we conjecture a sufficient condition for our controller to stabilize the system. Our result produces an average system nearly identical to that in [29] where the control entered the dynamics linearly as $\dot{x} = f(x, t) + \sqrt{K}g_m(x, t)u$. The dynamics linearly as: $\dot{x} = f(x, t) + \sqrt{K}g_m(x, t)u$.
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