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Abstract—The arising application of neural networks (NN) in robotic systems has driven the development of safety verification methods for neural network dynamical systems (NNDS). Recursive techniques for reachability analysis of dynamical systems in closed-loop with a NN controller, planner or perception can over-approximate the reachable sets of the NNDS by bounding the outputs of the NN and propagating these NN output bounds forward. However, this recursive reachability analysis may suffer from compounding errors, rapidly becoming overly conservative over a longer horizon. In this work, we prove that an alternative one-shot reachability analysis framework which directly verifies the unrolled NNDS can significantly mitigate the compounding errors, enabling the use of the rolling horizon as a design parameter for verification purposes. We characterize the performance gap between the recursive and one-shot frameworks for NNDS with general computational graphs. The applicability of one-shot analysis is demonstrated through numerical examples on a cart-pole system.

I. INTRODUCTION

Robotic systems embedding learning-enabled modules such as neural network (NN) controllers, planners, or perception have achieved state-of-the-art performances in various complex tasks and are becoming increasingly popular. However, such neural network dynamical systems (NNDS) lack formal safety guarantees and are prone to failures due to the fragility of NNs to adversarial attacks or random input perturbation [1], [2]. Verifying the safety of NNDS before deployment is therefore required in safety critical applications, but handling the large scale and high complexity of NNs in verification is challenging.

Neural network verification consists in certifying that the output of a NN satisfies certain properties given a bounded set of inputs. A rich body of works has focused on developing specialized solvers [3]–[11] for NN verification. Although NN verification methods only consider NNs in isolation, they can be conveniently combined with existing reachability analysis tools to certify properties of NNDS [12]–[14] over a finite horizon. For a discrete-time NNDS, NN verification methods can readily compute an over-approximation of the one-step reachable set given a bounded input set. Then, applying such one-step over-approximation method recursively for \( t = 0, 1, \cdots, T \) leads to a bounding tube of the NNDS trajectories (blue boxes in Fig. 1).

We denote the above methodology as the recursive reachability analysis framework [15]–[17] and compare it with an alternative framework that computes over-approximations of the reachable sets in one shot [18], [19]. In one-shot reachability analysis, the reachable set of NNDS at time \( t \) is bounded by directly applying NN verification methods on the unrolled NN dynamics for \( t \) steps (red boxes in Fig. 1). While one may observe that the one-shot analysis generates tighter bounds than the recursive counterpart due to the use of iterated dynamics [18], this property does not hold for general NN verification tools. Correspondingly, our contributions in this paper are:

- We provide a counter-example where one-shot analysis results in worse bounds than the recursive framework, highlighting that the one-shot analysis does not always lead to tighter bounds.
- We formally prove conditions under which the one-shot framework provides tighter bounds compared with the recursive framework for a general class of NN verification methods.
- Our analysis applies to NNs with general architectures and allows us to consider disturbances in the computation of the reachable set over-approximations. Numerical examples are provided to demonstrate the applicability of the one-shot framework.

A. Related works

a) NN verification: NN verification methods analyze NNs in isolation and can certify the worst-case performance of NNs under bounded input perturbations. A rich set of tools with distinct tightness/complexity trade-offs are developed, including those based on mixed-integer programming (MIP) [3], semidefinite programming (SDP) [10], [11], linear programming (LP) [5], and linear bounds propagation [6], [20], [21]. Particularly, [21] considers NNs with general architectures. Tightness comparison of different convex relaxation-based NN verifiers is discussed in [22], [23] from the dual perspective.
b) Reachability analysis of NNDS: Verifying a closed-loop dynamics with a NN controller often involves first bounding the set of control inputs (e.g., by polytopes [24], linear bounds [25], star sets [26], polynomial zonotopes [14], hybrid automata [27], Taylor models [28]) in each control cycle and then estimating the reachable set of the states. Several works [13], [17], [29] process the overall closed-loop dynamics directly. The application of the recursive analysis framework to find an over-approximation of the reachable set within a finite horizon can be found in [17], [25], [26], [30]. The effectiveness of the one-shot analysis in reducing compounding errors is demonstrated and analyzed in detail in OVERT [18], a safety verification method for nonlinear systems with NN controllers. In OVERT, the nonlinear dynamics is over-approximated by piecewise linear relations such that the safety of the closed-loop system can be verified through mixed-integer programming (MIP). Instead of focusing on one particular NN verification method, in this work we aim to provide guarantees on the performance of the one-shot framework for a range of NN verification methods including MIP [3], linear programming (LP) [5], and linear bounds propagation-based ones [6], [21]. Our analysis allows straightforward integration of these NN verification methods into the one-shot framework to further boost their performances in safety verification.

II. PRELIMINARIES AND PROBLEM FORMULATION

In this section, we formalize the reachability analysis problem for NNDS and two frameworks to approach it: the recursive and the one-shot analysis. Although, intuitively, the one-shot method should outperform the recursive method in tightness at the cost of computational overhead, we provide a motivating example that falsifies this claim which calls for a formal comparison between these two frameworks.

A. Neural network dynamical systems

We denote a discrete-time NNDS with disturbances as

\[ x_{t+1} = f(x_t, w_t) \]

(1)

where \( x_t \in \mathbb{R}^{n_x} \) is the state, \( w_t \in \mathbb{R}^{n_w} \) denotes the disturbance at time \( t \), and \( f \) is a neural network with an arbitrary architecture taking \((x_t, w_t)\) as its input. For example, Eq. (1) can represent the closed-loop dynamics of a system consisting of several NN modules:

\[
\begin{align*}
  x_{t+1} &= f_{NN}(x_t, u_t) + w^x_t \\
  y_t &= p_{NN}(x_t) + w^y_t \\
  u_t &= \pi_{NN}(y_t)
\end{align*}
\]

(2)

where \( f_{NN}, p_{NN}, \pi_{NN} \) denote, respectively, the NN dynamics, measurement function and control policy. The process and measurement disturbances \( w^x_t \) and \( w^y_t \) can be considered as components of a compound disturbance \( w_t = [w^x_t, w^y_t]^T \). Then, \( f(x_t, w_t) \) denotes a NN with the connection diagram shown in Fig. 2.

![Fig. 2: Illustration of a neural network dynamical system with several interconnected NNs.](image)

B. Finite-step reachability analysis

For the NNDS (1), define the one-step forward reachable set of \( f(\cdot) \) from a given set \( \mathcal{X} \times \mathcal{W} \subset \mathbb{R}^{n_x} \times \mathbb{R}^{n_w} \) as

\[ f(\mathcal{X} \times \mathcal{W}) := \{ y \in \mathbb{R}^{n_x} \mid y = f(x, w), \ (x, w) \in \mathcal{X} \times \mathcal{W} \}. \]

For a given set of initial conditions \( \mathcal{X}_0 \subset \mathbb{R}^{n_x} \), the forward reachable set \( \mathcal{R}_t(\mathcal{X}_0) \) of the NNDS (1) at time \( t \) is defined by the recursion

\[ \mathcal{R}_{t+1}(\mathcal{X}_0) = f(\mathcal{R}_t(\mathcal{X}_0) \times \mathcal{W}), \ \mathcal{R}_0(\mathcal{X}_0) = \mathcal{X}_0. \]

Due to the complex structure of the function \( f(\cdot) \), exactly identifying \( \mathcal{R}_t(\mathcal{X}_0) \) is computationally challenging. Instead, we aim to find over-approximations \( \bar{\mathcal{R}}_t(\mathcal{X}_0) \supseteq \mathcal{R}_t(\mathcal{X}_0) \) of the reachable sets at time \( t \). Once these reachable set over-approximations are found and shown to avoid the unsafe regions in the state space, we can certify the safety of the NNDS. When the initial set is clear from context, we drop the \( \mathcal{X}_0 \) argument from \( \bar{\mathcal{R}}_t \) for notational simplicity.

C. Reachability analysis frameworks

We first define the concept of propagator as a basic reachability analysis module that abstracts different bounding methods of the output range of NNs.

**Definition 1 (Propagator):** Any method \( P \) that can bound the output of the NNDS \( f(x, w) \) given a bounded input set \( \mathcal{X} \times \mathcal{W} \) is defined as a propagator, i.e., \( P(\mathcal{X} \times \mathcal{W}; f) \subset \mathbb{R}^{n_x} \) and \( P(\mathcal{X} \times \mathcal{W}; f) \supseteq f(\mathcal{X} \times \mathcal{W}) \).

The first argument of the propagator, \( \mathcal{X} \times \mathcal{W} \), denotes the input set while the second argument denotes the NN it acts on. The propagator can be obtained by running a NN verification algorithm, and its output set \( P(\mathcal{X} \times \mathcal{W}) \) often follows a pre-fixed geometric template specific to each NN verification algorithm, e.g., polytope [31], ellipsoid [17], zonotope [32], or polynomial zonotope [14]. In this work, we compare two frameworks that employ propagators to compute the reachable set over-approximations \( \bar{\mathcal{R}}_t \) of the NNDS over a finite horizon:

a) **Recursive reachability analysis** which applies the propagator \( P \) for one-step reachable set over-approximation recursively, i.e., by using the reachable set over-approximation \( \bar{\mathcal{R}}_t \) as the input set for computing \( \bar{\mathcal{R}}_{t+1} \), as follows:

Recursive: \[ \bar{\mathcal{R}}_0 = \mathcal{X}_0, \]
\[ \bar{\mathcal{R}}_{t+1} = P(\bar{\mathcal{R}}_t \times \mathcal{W}; f), \ t \geq 0. \]

(4)

b) **One-shot reachability analysis** which applies the propagator on the \( t \)-th order composition of the NNDS (1) to

---

1The one-shot framework is denoted as the symbolic approach in [18].
Motivated by Example 1, in this paper we investigate the following question:

In what cases is it beneficial to verify or optimize over the unrolled NN dynamics in one-shot?

In Section III, we characterize a general class of NN verification methods that are guaranteed to benefit from the one-shot analysis. Our proof applies to NNDS with arbitrary architecture. The implication of our analysis for verification algorithm design is discussed in Section IV, with numerical examples validating our analysis in Section V.

III. TIGHTNESS IMPROVEMENT GUARANTEES

NNs implement mathematical functions that can be represented by a computational graph. In this section, we first describe the graph representation of NNs with arbitrary architecture, based on which the class of separable NN verification methods and propagators are defined. Then, a formal tightness improvement guarantee of the one-shot framework for separable propagators is provided in Theorem 1.

A. NN representation

Similar to [21], we can represent a general NN through its computational graph, which is defined as a directed acyclic graph $G = (V, E)$, where $V = \{z_0, \ldots, z_q, z_{q+1}, \ldots, z_L\}$. We denote $I = \{z_0, \ldots, z_q\}$ as the input nodes or independent nodes of the graph and $D = \{z_{q+1}, \ldots, z_L\}$ as the dependent nodes. The edge set $E$ is a set of pairs $(i, j)$ denoting that node $z_j$ is an input argument of node $z_j$. Define $Pre(z_j) = \{z_{j,1}, \ldots, z_{j,m(j)}\}$ as the set of input nodes to $z_j$ with cardinality $|Pre(z_j)| = m(j)$. With this notation, we can describe the node operator generating $z_j$ as $z_j = \phi_j(Pre(z_j))$ where $\phi_j$ can represent any commonly used operators in deep NNs such as linear, convolutional, MaxPooling, and activation layers, etc. We have $|Pre(z_j)| = 0$ for all input nodes $z_j \in I$, and $|Pre(z_j)| > 0$ for the rest. All maps from the input nodes $I$ to any dependent node $z_j \in D$ are defined by the computational graph $G$ and the operators $\phi_j(\cdot)$ associated to each node. We assume $z_L$ is the output of the NN whose property is of our concern.

Connection to NNDS: Given $T > 0$, the unrolled NNDS $x_T = f^{(T)}(x_0, w_0, T-1)$ for $T$ steps can be considered as a single NN with the computational graph $G$. In this graph, the input nodes represent $\{x_0, w_0, \ldots, w_{T-1}\}$ and the dependent nodes represent all intermediate variables including states $x_{1:T-1}$. The state $x_T$ is the output node of $G$, and our goal is to bound the reachable set of $x_T$ for safety verification.

B. Separable propagator

In this paper, we consider NN verification methods that solve an optimization problem based on a layer-wise abstraction of $\phi_j(\cdot)$ in the NN computational graph. Specifically, these methods verify the properties of a NN by solving problems of the following form:

$$\min_{z_{0:L}} J(z_L)$$

subject to $$(Pre(z_k), z_k) \in S_k, k = q + 1, \ldots, L,$$ (6)

$$z_k \in X_k, k = 0, \ldots, q,$$

where $J$ is a real-valued function encoding the specification to be verified, $X_k$ is the bounded input set of each input node $z_k$ for $0 \leq k \leq q$, and $S_k$ denotes the constraints describing the relationship between node $z_k$ and its input nodes. We can view $S_k$ as a set defined on the joint space of $(Pre(z_k), z_k)$, possibly described by expressions with intermediate variables, as shown in the following example.
Example 2 (Optimization constraints): Consider a scalar ReLU function \( y = \max(x, 0) \). Given lower and upper bounds on the scalar input \( x \in [\ell, u] \), the constraint \((x, y) \in \mathcal{S}\) in different NN verification methods is formulated as:

a) Mixed-integer linear constraints [3]:

\[
y \geq 0, \ y \geq x, \ y \leq x - (1 - \mu)\ell, \ y \leq \mu u, \ \mu \in \{0, 1\}. \tag{7}
\]

b) Linear constraints [5]:

\[
y \geq 0, \ y \geq x, \ y \leq \frac{u}{u - \ell} x - \frac{u \ell}{u - \ell}. \tag{8}
\]

c) Simplified linear constraints [6] that are amenable to linear bounds propagation:

\[
y \leq \frac{u}{u - \ell} x - \frac{u \ell}{u - \ell}, \ y \geq \alpha x. \tag{9}
\]

where \( \alpha \in [0, 1] \) is a user-defined parameter.

In (7), an intermediate binary variable \( \mu \) is introduced to formulate \( \mathcal{S} \) as the graph of the ReLU function. In (8), (9), the set \( \mathcal{S} \) is a polyhedron in the space of \((x, y)\). The above abstractions of a ReLU function can be easily extended to all neurons in a NN, leading to the verification problem (6).

If a NN verifier does not consider the coupling between nodes from different layers, the constraints \( \mathcal{S}_k \) in problem (6) are separable as defined below.

**Definition 2 (Separable constraints):** Constraints \( \mathcal{S}_i \) and \( \mathcal{S}_j \) such that \((x_i, y_i) \in \mathcal{S}_i, (x_j, y_j) \in \mathcal{S}_j\) are separable if the intermediate variables that define \( \mathcal{S}_i \) and \( \mathcal{S}_j \) are independent.

**Definition 3 (Separable NN verifier):** We denote any NN verification method that solves an optimization problem of the form (6) with separable constraints \( \mathcal{S}_k \) a separable NN verifier.

**Generality of separable NN verifiers:** Separable NN verifiers include verification methods that either explicitly or implicitly solve a primal optimization problem (6) with separable constraints. For example, for a ReLU network, all complete verifiers [4], [8], [36] are considered separable since they are equivalent to the MIP-based method [3]. Similarly, scalable Lagrangian-based methods [37], [38] that solve the LP-based verification problem using the dual formulation are separable due to the strong duality of LP. Importantly, we observe that backward linear bounds propagation methods [6], [21], which are scalable and can handle general activation functions, are also separable since they exactly solve an LP verification problem built on linear bounds abstractions of nonlinear activation functions with constraints similar to (9). On the contrary, we cannot identify any implicit separable optimization problem for the forward linear bounds propagation method [21]. In fact, the forward method is used to construct the counterexample in Example 1.

**Construction of the propagator:** A propagator can be constructed by applying a NN verifier to solve problem (6) multiple times with different linear objective functions \( J_i(z_L) = c_i^T z_L, i = 1, \cdots, N \) in order to obtain a polytopic over-approximation of the output set of the NN. In what follows, we assume the normal vectors \( \{c_i\}_{i=1}^N \) defining the polytopic over-approximation are fixed. A propagator is called separable if it applies a separable NN verifier to bound the NN outputs.

**C. Tightness comparison**

Recall that we can represent the \( T \)-step unrolled NNDS by a computational graph \( \mathcal{G} \) with \( x_T \) being the output node. In the one-shot framework, a propagator is directly applied to the computational graph \( \mathcal{G} \). In the recursive framework, sub-networks of \( \mathcal{G} \) are extracted such that the ranges of the intermediate nodes \( x_{1:T-1} \) are over-approximated by the propagator as \( \bar{R}_t \) sequentially. Once the bound \( \bar{R}_t \) on the range of the intermediate state \( x_t \) for \( 1 \leq t \leq T-1 \) is computed, \( x_t \) is treated as an input node to the downstream dependent nodes with input set \( \bar{R}_t \). We denote this process as concretization of a dependent node in \( \mathcal{G} \).

We now show that for a separable propagator, concretizing the range of any dependent nodes in the NN computational graph \( \mathcal{G} \) increases conservatism in bounding the output node. This immediately indicates that in reachability analysis with a separable propagator, the recursive framework is more conservative than the one-shot framework. Our analysis is conducted in two steps:

a) **Recursive framework:** In the recursive framework, we first bound the range of a dependent node \( z_k \) for some \( q < k < L \). This can be achieved by applying a NN verifier solving problem (6) with objectives \( J_i(z_k) = c_i^T z_k, i = 1, \cdots, N \) and the truncated constraints corresponding to the sub-network with \( z_k \) as the output. To extract relevant constraints of this sub-network, we apply Breath First Search (BFS) on the graph \( \mathcal{G} \) as shown in Algorithm 1. The set of extracted constraints is denoted as \( S_{input \rightarrow k} = EXTRACTCONSTRAINTS(InputNodes = z_{0:t}, OutputNodes = z_k) \), and the NN verifier solves

\[
\begin{align*}
\text{minimize} & \quad J_i(z_k) \\
\text{subject to} & \quad (z_{0:t}, z_k) \in S_{input \rightarrow k}, & (10) \\
& \quad z_{0:t} \in \mathcal{X},
\end{align*}
\]

for \( i = 1, \cdots, N \) where the input set is given by \( \mathcal{X} = \mathcal{X}_1 \times \cdots \times \mathcal{X}_q \). Denote \( J_i^* \) the optimal values of (10). Then, the over-approximation of the range of \( z_k \) is given by

\[
\bar{X}_k = \{z \mid J_i(z) \geq J_i^*, i = 1, \cdots, N\}. \tag{11}
\]

Next, we treat \( z_k \) as an input node with domain \( \bar{X}_k \) to bound \( z_L \). We consider the sub-network with \( z_{0:t} \cup \{z_k\} \) as inputs and \( z_L \) as output. We extract the associated constraints as \( S_{input \rightarrow k \rightarrow L} = EXTRACTCONSTRAINTS(InputNodes = z_{0:t} \cup \{z_k\}, OutputNodes = z_L) \). Bounding the range of \( z_L \) is now

\footnote{We omit the arguments of the NN computational graph \( \mathcal{G} \) and the constraint set \( \{S_i\} \) from (6) since they are clear from context.}

\footnote{Here we consider arbitrary dependent nodes \( z_k \) in the computational graph of the unrolled NNDS. If the chosen node corresponds to state \( x_t \), the over-approximation set \( \bar{X}_k \) from (11) coincides with \( \bar{R}_t \).}
achieved by solving
\[
\begin{align*}
\text{minimize} & \quad J_i(z_L) \\
\text{subject to} & \quad (z_0,q \cup z_k, z_L) \in S_{\text{input},k \rightarrow L}, \\
& \quad z_{0:q} \in \mathcal{X}, z_k \in \bar{X}_k,
\end{align*}
\]
for \(i = 1, \cdots, N\). Denote the optimal values of (12) as \(J^*_{i,\text{re}}\).


The over-approximation of \(z_L\) obtained by the recursive framework is given by \(\bar{X}_{L,\text{re}} = \{ z \mid J_i(z) \geq J^*_{i,\text{re}}, 1 \leq i \leq N \}\).

b) One-shot framework: In the one-shot analysis framework, we directly solve problem (6) with objectives \(J_i(z_L)\) for \(i = 1, \cdots, N\). Denote the optimal values of these problems as \(J^*_{i,\text{os}}\). Then, the over-approximation of \(z_L\) obtained by the one-shot framework is given by \(\bar{X}_{L,\text{os}} = \{ z \mid J_i(z) \geq J^*_{i,\text{os}}, 1 \leq i \leq N \}\).

Algorithm 1 Extract concretization constraints

\begin{algorithm}
\caption{Extract concretization constraints}
\begin{algorithmic}[1]
\State \textbf{Input:} InputNodes \(\subseteq \{z_i\}_{i=0}^L\), OutputNodes \(z_k\), computational graph \(G\), constraints \(\{S_i\}_{i=q+1}^L\) from problem (6).
\State \textbf{Output:} Constraint set \(\mathcal{S}\).
\State \textbf{procedure} EXTRACTCONSTRAINTS
\State \hspace{1em} 1: Let \(Q\) be a queue and \(S = \emptyset\).
\State \hspace{1em} 2: \(Q\).enqueue\((z_k)\). Mark node \(z_k\) as explored.
\State \hspace{1em} 3: \textbf{while} \(Q\) is not empty \textbf{do}
\State \hspace{1em} 4: \quad \hspace{1em} \(z_i = Q\).dequeue()\text{.} \quad \triangleright \text{Subscript denotes the label of the node in graph } G.
\State \hspace{1em} 5: \quad \hspace{1em} \(S = S \cup S_i\).
\State \hspace{1em} 6: \quad \hspace{1em} \textbf{for } z_j \text{ in } \text{Pre}(z_i) \text{ \textbf{do}}
\State \hspace{1em} 7: \quad \hspace{1em} \textbf{if } z_j \notin \text{InputNodes} \text{ and is not explored then}
\State \hspace{1em} 8: \quad \hspace{1em} \(Q\).enqueue\((z_j)\) \text{ and label } z_j \text{ as explored.}
\State \hspace{1em} \textbf{end procedure}
\end{algorithmic}
\end{algorithm}

Theorem 1: With a separable propagator, the one-shot framework generates a tighter over-approximation of the NN output than the recursive framework, i.e., \(\bar{X}_{L,\text{os}} \subseteq \bar{X}_{L,\text{re}}\).

Proof: To allow a straightforward comparison, we combine the two-step computation (10) and (12) of the recursive framework into one optimization problem by introducing auxiliary variables \(\tilde{z}_{0:L} \) and \(\tilde{z}_{0:L}^j\) for \(j = 1, \cdots, N\). We can equivalently rewrite (12) as
\[
\begin{align*}
\text{minimize} & \quad J_i(\tilde{z}_L) \\
\text{subject to} & \quad (\tilde{z}_{0:q}^j, \tilde{z}_k^j) \in S_{\text{input},k \rightarrow L}, \\
& \quad \tilde{z}_{0:q}^j \in \mathcal{X}, \\
& \quad J_i(\tilde{z}_k^j) \geq J_i(\tilde{z}_k^j), j = 1, \cdots, N, \\
& \quad (\tilde{z}_{0:q}^j \cup \tilde{z}_k^j, \tilde{z}_L) \in S_{\text{input},k \rightarrow L}, \\
& \quad \tilde{z}_{0:q}^j \in \mathcal{X}.
\end{align*}
\]
By the separability of constraints \(S_k\) in (6), we have that any feasible solution \(z_{0:L}\) of (6) constructs a feasible one of (13) by setting \(\tilde{z}_k^j = \tilde{z}_k^j = z_k\) for all \(0 \leq \ell \leq L, 1 \leq j \leq N\) while achieving the same objective value. Then we have \(J_{i,\text{os}}^* \geq J_{i,\text{re}}^*\) for all \(1 \leq i \leq N \) and \(\bar{X}_{L,\text{os}} \subseteq \bar{X}_{L,\text{re}}\).

The proof of Theorem 1 shows that the performance gap between the one-shot and recursive frameworks arises from the concretization errors, i.e., the over-approximation error of applying a finite number of hyperplanes to bound the reachable set of a dependent node in the NN. Such errors may compound when we concretize the ranges of a sequence of dependent nodes one-by-one as in recursive reachability analysis of the NNDS (1).

Corollary 1: The one-shot framework is guaranteed to generate tighter over-approximations of reachable sets than the recursive framework for the NNDS (1) when a separable propagator is applied.

Proof: We can treat the \(T\)-step unrolled NNDS as the NN with input nodes \((x_0, w_0, \cdots, w_{T-1})\) and \(x_T\) as the output node. By Theorem 1, concretizing any intermediate dependent node \(x_t\) leads to more conservative over-approximation of \(x_T\).

IV. PRACTICAL IMPLICATIONS

We now summarize the comparison between the one-shot and recursive frameworks: (a) The one-shot framework solves the NN verification problem on NNs \(f(t)(\cdot)\) with growing sizes as \(t\) increases and is therefore always more computationally costly to run than the recursive framework. (b) The recursive framework generates looser bounds than the one-shot framework due to the concretization error as shown in Theorem 1 and the induced conservatism could explode as time \(t\) increases.

One-shot analysis principle: The above two points indicate that we can treat the size of NNs, or the order of composition of the NNDS \(f(\cdot)\), as a tuning parameter which makes a trade-off between tightness and computational complexity. Within a given computational resource budget (either in time or in memory), our analysis suggests that we should run a separable propagator on the composition \(f(t)\) of the NNDS with \(t\) as large as possible.

Concretization error reduction: Problem (13) indicates that increasing \(N\) tightens the search space of \(\tilde{z}_k\) and consequently the output variable \(\tilde{z}_L\). Therefore, the concretization error from the recursive framework can be decreased by considering a richer set of objective functions \(\{c_i^T z_L\}\) in constructing the propagator. This phenomenon is demonstrated in Fig. 4. However, the overall complexity of the recursive framework increases with \(N\), and it remains a challenge to identify a set of bounding hyperplanes \(\{c_i\}_{i=1}^N\) with low conservatism for systems with high dimensions.

V. NUMERICAL EXAMPLES

We demonstrate the improvement of tightness of the one-shot analysis on a NNDS that approximates the closed-loop dynamics of a cart-pole system. Separable propagators relying on LP and backward linear bounds propagation are considered with different NNDS structures. All experiments are run on an Intel Core i7-6700K CPU.

A. LP-based propagator

We consider the cart-pole dynamics without friction from [39] where the cart has a mass of 0.25 kg, and the pole

\[\text{footnote text}\]

The scaling of the computational complexity with respect to the horizon \(t\) in the one-shot framework depends on the propagator applied.
The LP-based propagator using relaxation (8) is applied to bound the reachable sets of the Rayleigh-Duffing oscillator NNDS using a box template (left, 4 hyperplanes) and a more complex polyhedral template (right, 8 hyperplanes). Randomly sampled trajectories of the NNDS are shown in gray. The tightness gap between the one-shot and recursive frameworks decreases as the complexity of the bounding templates increases.

Fig. 5: Box reachable set over-approximations of the feedforward NNDS (14) obtained by the one-shot (solid red boxes, 30 steps) and recursive (dashed blue boxes, 8 steps) frameworks using the LP-based propagator. The boxes are projected onto the \((x_1, x_2)\) and \((x_3, x_4)\) planes for plotting. Randomly sampled trajectories of the NNDS are shown in gray.

has a mass of 0.1 kg and length of 0.4 m. The entries of the 4-dimensional state \(x = [x_1, x_2, x_4]^T\) represent the position, the velocity of the cart, the angle, and the angular speed of the pole, respectively. We train a feedforward ReLU NN \(f_{cl,NN}(x)\) with the structure \(4 \rightarrow 100 \rightarrow 100 \rightarrow 4\) to approximate the discretized closed-loop dynamics of the cart-pole system under a nonlinear model predictive controller (MPC) [40] with \(dt = 0.05s\). An LP-based verifier that bounds ReLU by (8) is applied to compute reachable sets of the NNDS

\[
x_{t+1} = f_{cl,NN}(x_t).
\]

The pre-activation bounds \((\ell, u)\) in (8) are computed in an inductive manner by the verifier. The initial set is given by \(\mathcal{X}_0 = \{x \mid x_1 \in [2.0, 2.2] \text{m }, x_2 \in [1.0, 1.2] \text{m/s }, x_3 \in [-0.174, -0.104] \text{ rad }, x_4 \in [-1.0, -0.8] \text{ rad/s}\}\). In Fig. 5, the over-approximating boxes obtained by the recursive method (dashed blue) for 8 steps are plotted which quickly become overly conservative, while the one-shot method is able to provide informative bounds (solid red) on the system states for 30 steps. The LP propagators are solved by Gurobi [41], and the total solver time for running the one-shot and recursive methods for 8 steps are 161.3 and 3.1 seconds, respectively.

B. Backward propagation-based propagator

Next, we adopt a different approximation of the closed-loop dynamics of the cart-pole system which has a more complex structure:

\[
x_{t+1} = Ax_t + Bu_t + f(x_t, u_t) + w_t
\]

where the linear dynamics \((A, B)\) are derived from the Jacobian matrices of the cart-pole dynamics at the origin. A feedforward NN \(f(x, u) : \mathbb{R}^5 \rightarrow \mathbb{R}^4\) is trained to learn the residual nonlinear dynamics with training data randomly sampled from the discretized cart-pole dynamics with \(dt = 0.05s\). We implement a nonlinear MPC for the open-loop NNDS (15a) in MATLAB to collect samples of \((x_t, u_t)\) and train the NN controller \(\pi_N(x) : \mathbb{R}^4 \rightarrow \mathbb{R}\) in PyTorch to approximate the MPC policy. The residual NN dynamics \(f(x, u)\) in (15a) is a feedforward tanh network of structure \(5 \rightarrow 50 \rightarrow 4\), and the controller \(\pi_N(x)\) in (15b) is a feedforward ReLU network of structure \(4 \rightarrow 100 - 1\). The disturbance \(w_t\) is assumed bounded by \(\|w_t\|_\infty \leq 0.05\). We compare the one-shot and recursive frameworks on system (15) using backward linear bounds propagation [21] since it can handle general activation functions. The results are shown in Fig. 6 where the initial set is chosen as \(\mathcal{X}_0 = \{x \mid x_1 \in [0.0, 0.3] \text{ m }, x_2 \in [-0.2, -0.1] \text{ m/s }, x_3 \in [0.262, 0.312] \text{ rad }, x_4 \in [-0.15, -0.05] \text{ rad/s}\}\) and the horizon is set as \(T = 3^6\). We observe that the one-shot framework generates tighter bounds than the recursive framework, validating Theorem 1. The total solver time is 2.22s for the one-shot framework and 1.01s for the recursive framework.

VI. Conclusion

We proved that for a wide range of NN verification methods with a separable structure, analyzing the unrolled dynamics of a NN dynamical system generates tighter bounds than a recursive, step-by-step analysis. Our proof holds for NN dynamical systems with general computational graphs. The applicability of one-shot reachability analysis was demonstrated numerically. Future work includes designing adaptive bounding polytopes such that the performance gap between the recursive and one-shot frameworks is minimized.

\footnote{Backward linear bounds propagation solves a weaker relaxation of the NN verification problem than LP-based methods. Therefore, in this example, we only consider \(T = 3\) since both the one-shot and recursive frameworks become too conservative afterward.}
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