Discontinuous radial potentials, bound states and Dirac equations
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Abstract
Discontinuous, radial ‘square-well’ potentials of scalar and (time-component) vector types require special quantization conditions in Dirac equations transformed to second-order differential equations. Quantization conditions for positive energies are derived from first-order and second-order differential equations using amplitude-phase methods. Analytic condition for no orbital angular momentum of the large spinor component is obtained. Numerical applications relevant to independent-nucleon shell models illustrate level shifts due to shape (square-well/Woods–Saxon) differences.
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1. Introduction

All components in a Dirac spinor are involved in defining energy spectra. Hence, in separated second-order differential equations the spinor components must have a common set of bound states. Separated component equations for scalar- and vector type potentials may look quite different, in particular for discontinuous potentials; see e.g. [1]. These issues may have some relevance for studies of levels in an ideal shell model of nuclei, consisting of noninteracting nucleons in a common potential [2, 3]. Ideal shell models of nuclei are based on either second-order (Schrödinger) equations [4] or Dirac equations [5, 6], and a square-well approximation of a Woods–Saxon potential must be treated differently in either case.

Constant (square-well) potentials often provide analytic equations and may simplify some basic understanding of quantum mechanics. This is explored in many text books introducing non-relativistic quantum mechanics [7]. In relativistic quantum mechanics most classical text books, if not all, focus on Coulomb potentials [8–11], pointed out by several authors in recent publications [12]. At present, the 1 + 1D case of square wells has attracted most interest. Often these studies are very general as to positive and negative energy levels [12]. The present study is modest in this respect, but introduces new methods to study radial discontinuous potentials in 3 + 1D with second-order Dirac equations.

The amplitude-phase methods introduced here [1] apply to first-order radial Dirac equations of bound states, as well as to second-order radial Dirac equations which require special conditions for discontinuous potentials. An analytic part of the present study is restricted to ground states with vanishing orbital angular momentum. Generalizations to other angular momentum quantum numbers, involving special functions like the Riccati–Bessel functions, should be straightforward.

The famous ‘log-derivative’ approach (involving the Riccati equation) is trivial to apply in regions where the quantum wave is exponentially behaved. In regions where the wave is oscillating and having zeros the method becomes non-trivial, needing a special algorithm [13]. A comparison of most existing numerical methods is published in [14].

The present amplitude-phase approach is easy to apply and to understand in an oscillating region [15]. It applies to neighboring non-oscillating (classically forbidden) regions as well [16]. A basic idea of the amplitude-phase method is to define a ‘slowly varying’ amplitude function, which in turn defines the (wave) phase function by quadrature. The
The Hamiltonian $\hat{H}$ defining the time-independent $4 \times 4$ Dirac equation for a fermion mass $m$ in terms of its 3-momentum operator $\hat{p}$ is given by [8]:

$$\hat{H} = cc\alpha \cdot \hat{p} + \beta mc^2 + V.$$ (2.1)

Here $c$ is the speed of light and

$$\alpha = \gamma^5 \sigma, \quad \gamma^5 \equiv \begin{pmatrix} \mathbb{1}_2 & \mathbb{1}_2 \\ \mathbb{1}_2 & -\mathbb{1}_2 \end{pmatrix}, \quad \beta = \begin{pmatrix} \mathbb{1}_2 & \mathbb{1}_2 \\ \mathbb{1}_2 & -\mathbb{1}_2 \end{pmatrix}.$$ (2.2)

$\sigma$ being the vector of the three $2 \times 2$ Pauli matrices $\sigma_j, j = 1, 2, 3$ (see [8]). Symbols $I_2$ and $\mathbb{1}_2$ are unit and zero $2 \times 2$ matrices, respectively. In (2.1) the $4 \times 4$ potential matrix $V$ is

$$V = I_4 V + \beta S,$$ (2.3)

$I_4$ being a unit $4 \times 4$ matrix, $V$ a time-component radial vector potential and $S$ a radial scalar potential. For central scalar and vector potentials the radial Dirac equations reduce after separating out the angular dependence to two pairs of coupled first-order ordinary differential equations, one pair for each orbital angular momentum quantum number $l$, given by [5, 9]

$$\frac{dF(r)}{dr} = -\frac{\kappa}{r} F(r) + \left(\frac{mc^2 + S}{\hbar c} + E - V\right) G(r),$$

$$\kappa = l \text{ respectively } -l - 1$$

$$\frac{dG(r)}{dr} = \left(\frac{mc^2 + S}{\hbar c} + E + V\right) F(r) + \frac{\kappa}{r} G(r),$$

$$\kappa = l \text{ respectively } -l - 1. \quad (2.4)$$

Both potentials vanish as $r \to +\infty$. For positive energies $E$ the large spinor component is $F$. The single particle of mass $m$ satisfying (2.4) has rest energy $mc^2$. According to [9], the non-zero integer (Dirac spin) parameter $\kappa$ in (2.4) is related to the orbital quantum number $l$ in such a way that $\kappa = -(l + 1) \leq -1$ for $l = 0, 1, 2 \cdots$, and $\kappa = l \geq 1$ for $l = 1, 2 \cdots$.

The Dirac components $F(r)$ and $G(r)$ can be chosen to be real-valued functions of real $r$. In equations (2.4) both Dirac components are assumed to vanish at $r = 0$ and at $r = +\infty$.  

**2.1. Dimensionless Dirac equations**

The second-order Dirac equations are reduced with the length and energy scales

$$r = x \frac{\hbar}{mc} \quad \text{and} \quad E = \epsilon mc^2. \quad (2.5)$$

In the well region the (time-component) vector and the scalar potentials are

$$V = v(x) mc^2, \quad S = s(x) mc^2. \quad (2.6)$$

Figures and tables are obtained with $m$ being a neutron mass so that more familiar units ‘fm’ and ‘MeV’ in these illustrations are obtained from

$$\left[ \frac{\hbar}{mc} \right] = 0.210 02 \text{ fm}, \quad [mc^2] = 939.565 \text{ MeV}. \quad (2.7)$$

In dimensionless form the first-order equations for $F$ and $G$ with a given value of $\kappa$ are given by

$$\frac{dF}{dx} = -\frac{\kappa}{x} F + \left[1 + \epsilon - v(x) + s(x)\right] G,$$

$$\frac{dG}{dx} = \left[1 - \epsilon + v(x) + s(x)\right] F + \frac{\kappa}{x} G. \quad (2.8)$$

As $x \to +\infty$ with vanishing potentials, one has

$$\frac{dF}{dx} = -\frac{\kappa}{x} F + \left[1 + \epsilon\right] G,$$

$$\frac{dG}{dx} = \left[1 - \epsilon\right] F + \frac{\kappa}{x} G. \quad (2.9)$$

**2.2. Amplitude-phase approach**

In the present section the amplitude-phase approach is valid for any shape of the well, discontinuous or not. When approaching the original first-order radial Dirac equations the fundamental amplitude-phase solutions $F^{(\kappa)}(x)$ and $G^{(\kappa)}(x)$ for analyzing the components $F(x)$ and $G(x)$, respectively, are
expressed in exponential form according to [1] (the $x$-dependence is implicit):

$$\begin{align*}
F^{(+)} &= \left( \begin{array}{c} u_f \\ u_G \end{array} \right) \exp(i\phi), \\
G^{(+)} &= \left( \begin{array}{c} u_f \\ u_G \end{array} \right) \\
F^{(-)} &= \left( \begin{array}{c} u_f \\ u_G \end{array} \right) \exp(-i\phi), \\
G^{(-)} &= \left( \begin{array}{c} u_f \\ u_G \end{array} \right)
\end{align*}$$

(2.10)

where the amplitude components $u_{f,G}$ are complex-valued functions of $x$, and $\phi$ is a real-valued phase satisfying $\phi' = u^{-2}$, with $u^2 = |u_f|^2 + |u_G|^2$. (2.11)

By substitution of the amplitude-phase Ansatz (2.10) into equations (2.8) and (2.9), the amplitudes $u_{f,G}$ turn out to satisfy the nonlinear coupled equations

$$\begin{align*}
\frac{\text{d}u_f}{\text{d}x} &= -i\phi' - \frac{\kappa}{x} u_f + P_+ u_G, \\
\frac{\text{d}u_G}{\text{d}x} &= -P_+ u_f + \left(-i\phi' + \frac{\kappa}{x}\right) u_G.
\end{align*}$$

(2.12)

with

$$P_\pm = \epsilon - \nu \pm (1 + s).$$

(2.13)

In the exterior region of a discontinuity, or more generally as $x \to +\infty$, one has

$$\begin{align*}
\frac{\text{d}u_f}{\text{d}x} &= \left(-i\phi' - \frac{\kappa}{x}\right) u_f + [1 + \epsilon] u_G, \\
\frac{\text{d}u_G}{\text{d}x} &= [1 - \epsilon] u_f + \left(-i\phi' + \frac{\kappa}{x}\right) u_G.
\end{align*}$$

(2.14)

The spinors are expected to be oscillatory in a single-well region of an effective potential. The same spinor amplitude functions $u_{f,G}$ from (2.12) are continued into classically forbidden regions, where they are expected to grow indefinitely. Thereby the phase contributions in the Ansatz (2.10) decrease to finite values as $x \to \infty$.

Equations (2.12) are exact, but not always tractable by numerical methods. In order to find slowly varying amplitude components one starts the numerical integration at some reference point so that $\phi(0) = 0$. The Dirac components $u_f$ and $u_G$ are finally determined by integrating the differential equations in two directions from $x = x_0$. This position defines the phase reference point so that $\phi(x_0) = 0$. The Dirac components satisfying (2.8) and (2.9) can be chosen as real functions. To construct a real solution for positive energies, a complex amplitude component, say $u_f$, is written as

$$u_f(x) = |u_f(x)| \exp[i \arg u_f(x)],$$

(2.21)

so that a real representation of the ‘large’ Dirac components be given by

$$F(x) = A |u_f(x)| \sin [\phi(x) + \arg u_f(x)],$$

(2.22)

$$G(x) = P_+^{-1}(x)\left(F'(x) + \frac{\kappa}{x} F(x)\right).$$

(2.23)

When considering $x_m$ as an independent variable one can define a function

$$K^2(x) = P_+(x)P_-(x) - \frac{\kappa^2}{x^2}.$$ 

(2.17)

The energy dependence is small if energies and potentials are almost nonrelativistic. The centrifugal term $\kappa^2/x^2$ in (2.17) is in some sense in between $\kappa(\kappa + 1)/x^2$ and $\kappa(\kappa - 1)/x^2$ involved in the separated second-order differential equations of the components. Note that (2.17) is used only for initiating the integration of (2.12). It is used to specify $x_m$ by locating the single maximum of $K^2(x)$, which easily can be done numerically. In that case the derivative of $K^2(x)$ with respect to $x$ is zero at $x = x_m$ and should ensure locally adiabatic component solutions $u_f$ and $u_G$ there.
Table 1. Binding energies $\epsilon_{a,b,c} - 1$ in units of MeV, and increasing radial node numbers $n$ of the F component, are shown for two scalar potentials. Energies $\epsilon_{a,c}$ correspond to a constant radial potential well with $v_0 = 0$, $x_0 = -0.055$ and $x_0 = 26$. Entries $\epsilon_p$ are from (2.25), (3.35), and (3.36), while $\epsilon_c$ are the Klein–Gordon energies. Energies $\epsilon_p$ correspond to a Woods–Saxon potential with the given parameters and with thickness $a = 0.09x_0$, and are obtained from (2.25). For $\kappa = -1$ condition (3.23) is also used to obtain $\epsilon_p - 1$. The rightmost column shows the order of relativistic levels as the energy increases.

| $\kappa$ | $n$ | $\epsilon_a - 1$ (MeV) | $\epsilon_p - 1$ (MeV) | $\epsilon_c - 1$ (MeV) | Order  |
|---------|-----|------------------------|------------------------|------------------------|--------|
| $-1$    | 0   | $-45.9440$             | $-44.4539$             | $-45.9071$             | 1      |
| $-1$    | 1   | $-29.2657$             | $-26.3488$             | $-29.1534$             | 6      |
| $-1$    | 2   | $-4.2439$              | $-4.5848$              | $-4.1567$              | 15     |
| $0$     | 0   | $-40.0107$             | $-37.4587$             | $-39.9569$             | 3      |
| $1$     | 1   | $-18.3496$             | $-15.8687$             | $-18.2585$             | 10     |
| $-2$    | 0   | $-40.0357$             | $-37.4966$             | $-39.9569$             | 2      |
| $-2$    | 1   | $-18.4145$             | $-15.9328$             | $-18.2585$             | 9      |
| $2$     | 0   | $-32.6271$             | $-32.1578$             | $-32.5599$             | 5      |
| $2$     | 1   | $-6.5881$              | $-5.5603$              | $-6.5412$              | 14     |
| $-3$    | 0   | $-32.6937$             | $-29.2486$             | $-32.5599$             | 4      |
| $-3$    | 1   | $-6.7220$              | $-5.6698$              | $-6.5412$              | 13     |
| $3$     | 0   | $-23.9255$             | $-19.8065$             | $-23.8578$             | 8      |
| $-4$    | 0   | $-24.0580$             | $-19.9700$             | $-23.8578$             | 7      |
| $4$     | 0   | $-14.0380$             | $-9.6614$              | $-13.9868$             | 12     |
| $-5$    | 0   | $-14.2620$             | $-9.9115$              | $-13.9868$             | 11     |

The constant $\alpha$ in (2.22) is not important for the amplitude-phase quantization condition, but the phase $\phi(x)$ is to be specified by an additional constant so that $F$ satisfies the boundary conditions. Assuming

$$|u_F(x)| = 0, \ 0 \leq x < +\infty,$$

the bound-state quantization condition for $\phi(x)$ can be expressed as

$$\phi(+\infty) - \phi(0) + \arg u_F(+\infty) - \arg u_F(0) = (n + 1)\pi,$$

$n = 0, 1, 2 \cdots$.  

(2.25)

The non-negative integer $n$ is referred to as the radial quantum number for the $F$ component. Applications of the condition (2.25) are presented in tables 1 and 2.

If, instead, $\alpha_G$ is used to derive a condition similar to (2.25) and a real-valued $G$ component defined by a corresponding expression (2.22), then the large component $F$ would be constructed from the relation

$$F(x) = -P^{-1}(x)\left(G(x) - \frac{\kappa}{x}G(x)\right).$$

(2.26)

3. Second-order decoupled Dirac component equations

The general first-order Dirac equations (2.4) are transformed to Schrödinger-type second-order differential equations by substituting

$$F = (E - V + mc^2 + S)^{1/2} f,$$
$$G = (E - V - mc^2 - S)^{1/2} g,$$

(3.1)

yielding [1]

$$\frac{d^2f}{dr^2} + R_f f = 0, \ \frac{d^2g}{dr^2} + R_g g = 0,$$

(3.2)

with coefficient functions given by

$$R_f = \frac{(E - V)^2 - (mc^2 + S)^2}{(\hbar c)^2} - \frac{\kappa(\kappa + 1)}{r^2} + \frac{V' - S'}{mc^2 + S + E - V} - \frac{V'' - S''}{2[mc^2 + S + E - V]} - \frac{3}{4} \frac{V' - S'}{mc^2 + S + E - V}^2$$

(3.3)

respectively

$$R_g = \frac{(E - V)^2 - (mc^2 + S)^2}{(\hbar c)^2} - \frac{\kappa(\kappa - 1)}{r^2} + \frac{V' - S'}{mc^2 + S - (E - V)} - \frac{V'' + S''}{2[mc^2 + S - (E - V)]} - \frac{3}{4} \frac{V' - S'}{mc^2 + S - (E - V)}^2.$$  

(3.4)

It is not obvious from first inspection that the two differential equations in (3.2) have the same energy spectrum. A spin-symmetry assumption $S = V$ simplifies $R_f$ but not $R_g$. A pseudospin symmetry $S = -V$ simplifies $R_g$ but not $R_f$. For step-like potentials the trailing terms of $R_f$ and $R_g$ in (3.3) respectively (3.4) may develop delta function behaviors at isolated r-values.
In the present study of constant potentials discontinuous at \( x = x_0 \), one obtains simplified differential equations in two separate regions. From (2.8) and (2.9) one obtains:

\[
F'' + \left[ (\varepsilon - v)^2 - (1 + \kappa)^2 - \frac{\kappa(\kappa + 1)}{x^2} \right] F = 0, \\
0 < x < x_0; F'' + \left[ \varepsilon^2 - 1 - \frac{\kappa(\kappa + 1)}{x^2} \right] F, x > x_0,
\]

where now \( v \) and \( s \) have constant values. If \( F' \), \( G' \)-discontinuities are ignored, (3.5) and (3.6) have different sets of effective potentials for \( \kappa \). Note that for spin-less particles (ignoring the small component \( G \)), equations in (3.5) would correspond to a Klein–Gordon equation with a radial square-well potential [8].

The potentials enter in quadratic expressions in (3.5) and (3.6). An ‘effective’ potential \( W_F(\varepsilon, x) \) for \( F \) may be defined as in (2.18). By denoting the coefficient in (3.5) by \( R_F \) the effective potential is

\[
W_F(\varepsilon, x) = (R_F(\varepsilon - v) - R_F(\varepsilon))/\varepsilon + 1).
\]

Effective potentials for \( \kappa = -1 \) and \( \kappa = -3 \) are illustrated in figure 1 for a radial square-well potential and a Woods–Saxon potential, both defined in section 4. The energy dependence of the effective potentials in the figure is specified by the respective ground-state energies.

3.1. Discontinuous state derivatives

When derivatives \( dF/dx \) and \( dG/dx \) are discontinuous at a radial distance \( x = x_0 \), as in (3.5) and (3.6), one finds from (2.8)

\[
\left( \frac{dF}{dx} \right)_L - \left( \frac{dF}{dx} \right)_R = (s - v)G,
\]

for values taken from \( x < x_0 \) (L) respectively \( x > x_0 \) (R). For \( dG/dx \) one has

\[
\left( \frac{dG}{dx} \right)_L - \left( \frac{dG}{dx} \right)_R = (s + v)F.
\]

The components \( F, G \) are always continuous at \( x = x_0 \). If \( v = \pm s \), so-called spin- and pseudospin symmetries, one of \( F, G \) also has a continuous derivative at \( x = x_0 \).

Note that the first-order Dirac differential equations do not see discontinuous potentials as a computational problem. The only conditions required are for \( F, G \) at \( x = 0 \), and \( x = +\infty \). In cases of ‘local’ spin/pseudospin symmetries mentioned above one of the components \( F, G \) can be solved by a second-order Dirac equation. The problem occurs when using the second-order Dirac equations for general potentials.

In (3.8) and (3.9) one can substitute for \( G \) respectively \( F \) from (2.8) and (2.9). As a result (3.8) can be written in two alternative ways

\[
\left( \frac{dF}{dx} \right)_L - \left( \frac{dF}{dx} \right)_R = \frac{s - v}{1 + \epsilon} \left[ \left( \frac{dF}{dx} \right)_R + \frac{\kappa}{x_0} F \right],
\]

or

\[
\left( \frac{dF}{dx} \right)_L - \left( \frac{dF}{dx} \right)_R = \frac{s - v}{1 + \epsilon + s - v} \left[ \left( \frac{dF}{dx} \right)_L + \frac{\kappa}{x_0} F \right].
\]

These conditions need two separate solutions of \( F \), (left/right), being normalized in such a way that \( F \) is continuous at \( x = x_0 \).

Similarly, for \( dG/dx \) in (3.9) one finds

\[
\left( \frac{dG}{dx} \right)_L - \left( \frac{dG}{dx} \right)_R = \frac{s + v}{1 - \epsilon} \left[ \left( \frac{dG}{dx} \right)_R - \frac{\kappa}{x_0} G \right],
\]

or

\[
\left( \frac{dG}{dx} \right)_L - \left( \frac{dG}{dx} \right)_R = \frac{s + v}{1 - \epsilon + s + v} \left[ \left( \frac{dG}{dx} \right)_L - \frac{\kappa}{x_0} G \right].
\]

The conditions above need to be satisfied by bound states.

3.2. \( dF/dx \) for constant potentials with \( l = 0 \) (\( \kappa = -1 \))

The constant potentials are denoted \( v \) respectively \( s \). Expressions for quantization conditions for the energy spectrum are then analytic. In particular for the \( F \) component with \( l = 0 \) (\( \kappa = -1 \)) and for the \( G \) component with \( l = 1 \)
\( \kappa = +1 \). For general values of \( \kappa \) one has to employ special functions like spherical (Riccati) functions.

For \( l = 0 \), a regular solution \( F \) of (3.5) in the exterior region of the discontinuity is proportional to

\[
F(x) = \exp(-\sqrt{1 - \epsilon^2}(x - x_0)), \quad x > x_0, \tag{3.14}
\]

with its derivative

\[
\frac{dF(x)}{dx} = -\sqrt{1 - \epsilon^2} \exp(-\sqrt{1 - \epsilon^2}(x - x_0)), \quad x > x_0. \tag{3.15}
\]

From relation (2.23) it follows that the \( G \) component is also defined for \( x > x_0 \), since at \( x = x_0 \):

\[
F = 1, \quad (dF/dx)_R = -\sqrt{1 - \epsilon^2}. \tag{3.16}
\]

A regular component \( F \) in the well region for \( l = 0 \), may be written

\[
F(x) = A \sin(px + \alpha), \tag{3.17}
\]

with constant wave number

\[
p = \sqrt{(\epsilon - v)^2 - (1 + s)^2} \tag{3.18}
\]

and the two constants \( A \) and \( \alpha \) needed to satisfy boundary conditions. One of the conditions, the vanishing wave at \( x = 0 \), yields

\[
\sin(\alpha) = 0 \rightarrow \alpha = 0, \pi, \ldots. \tag{3.19}
\]

The continuity condition at \( x = x_0 \) yields

\[
A \sin(px_0 + \alpha) = 1 \rightarrow A = \pm \frac{1}{\sin px_0}. \tag{3.20}
\]

The sign of \( A \), depending on \( \alpha \), is such that

\[
F(x) = \frac{\sin px}{\sin px_0}. \tag{3.21}
\]

This component has the first derivative with respect to \( x \) given by

\[
\frac{dF(x)}{dx} = \frac{p \cos px}{\sin px_0}, \tag{3.22}
\]

so that the quantization condition of the well solution with respect to (3.10) result in

\[
\frac{p \cos px_0}{\sin px_0} = -\sqrt{1 - \epsilon^2} \left( \frac{1 + \epsilon + s - v}{1 + \epsilon} \right) - \frac{s - v}{1 + \epsilon} \frac{1}{x_0}, \tag{3.23}
\]

where \( p \) is defined in (3.18). The condition (3.23) is used to obtain energies \( \epsilon \) in tables 1 and 2.

### 3.3. Amplitude-phase approach

The separated second-order Dirac equations (3.5) and (3.6) require a different amplitude-phase approach than that in section 2. Fundamental (local) solutions of the second-order Dirac equations are

\[
\Psi_\pm(x) = w(x)e^{\pm i\varphi(x)}, \quad \frac{dw}{dx} = w^{-2}(x), \tag{3.24}
\]

and applies to both components \( F, G \). Both amplitude and phase are real on the real \( x \)-axis. By insertion, a second-order equation results in a nonlinear (Milne-type) differential equation [15]

\[
w'' + R(x)w = w^{-3}, \tag{3.25}
\]

where \( R(x) \) may be continuous, or discontinuous as in (3.5) or (3.6). The amplitude functions \( w_F \) and \( w_G \) corresponding to separated second-order differential equations are different from \( u_F \) and \( u_G \) of the first-order differential equations. With respect to a discontinuous potential at \( x = x_0 \) the amplitudes \( w_F \) and \( w_G \) and their derivatives with respect to \( x \) are (always) continuous. If there is a single classically allowed interval of the \( x \)-axis, where the coefficient function satisfies \( R(x) > 0 \), an amplitude function is defined at the maximum position \( x_m \) of \( R(x) \). Here it is assumed that \( x_m = x_0 \) for the discontinuous potentials and \( R(x_0) \) is the value to the left of the discontinuity. One finds

\[
w(x_0) = R^{-1/4}(x_0), \quad w'(x_0) = 0. \tag{3.26}
\]

The derivative of amplitude function could as well be defined as \( w'(x_0) = -\frac{1}{2}R^{-5/4}(x_0)R'(x_0) \) in (3.26). Any definition is admissible, but the one in (3.26) is the natural one in the general case of a smooth potential minimum. The integration of the amplitude equation is performed in two steps. The first step is to integrate towards the origin, sufficiently close. The second step consists in integrating across the discontinuity sufficiently far towards \( x \rightarrow +\infty \). Two phases \( \varphi_L(x) \) and \( \varphi_R(x) \) are defined by integrating the amplitude function in two directions from \( x_0 \):

\[
\varphi_L(x) = \int_{x_0}^{x} w^{-2}(x')dx' - \int_{x_0}^{x} w^{-2}(x')dx', \quad \varphi_L(0) = 0 \tag{3.27}
\]

and

\[
\varphi_R(x) = \int_{x_0}^{+\infty} w^{-2}(x')dx', \quad \varphi_R(x_0) = 0. \tag{3.28}
\]

The phase \( \varphi_R(x) \) converges in the limit \( x \rightarrow +\infty \) since \( w(x) \) increases indefinitely as \( x \rightarrow +\infty \). If the effective potential has no discontinuity a bound state may be represented by a wave function defined by a single phase as

\[
\Psi(x) = Cw(x)\sin \varphi(x), \quad \varphi(0) = 0. \tag{3.29}
\]

The normalization constant \( C \) may be arbitrary in the present context. The quantization condition results from the assumed vanishing of the wave as \( r \rightarrow +0 \) and as \( r \rightarrow +\infty \). In terms of \( \varphi_L(x) \) and \( \varphi_R(x) \) one would have

\[
\varphi(+\infty) = \varphi_L(x_0) + \varphi_R(+\infty) = (n + 1)\pi. \tag{3.30}
\]

This condition (3.30) is similar to a Bohr–Somerfeld-type bound-state quantization condition, where \( n \) is the number of nodes of the radial wave function in the well. However, \( n \) may be different for the Dirac components. The quantization condition (3.30) is used for the \( F \) component in tables 1 and 2. It ignores any special condition on the discontinuity of \( F' \) at \( x = x_0 \). Since the coefficient \( R(x) \) contains quadratic terms of energy and potentials condition (3.30) is not a non-relativistic approximation. It corresponds to a bound-state condition for
the Klein–Gordon equation, that reduces to the Schrödinger equation under non-relativistic conditions.

If the effective potential is discontinuous, the wave function is no longer represented by (3.29). For \( x = x_0 \) the Dirac components are still continuous. To describe a correct wave for an arbitrary component, the normalization is chosen such that \( \Psi(x_0) = 1 \). A bound-state component wave can then be represented by

\[
\Psi_L(x) = \frac{w(x) \sin \varphi_L(x)}{w(x_0) \sin \varphi_L(x_0)}, \quad \varphi_L(0) = 0, \quad 0 < x \leq x_0
\]

in the well region, and

\[
\Psi_R(x) = \frac{w(x)}{w(x_0) \sin \varphi_R(x_0)} \left( \cos \varphi_R(x) - \frac{\cos \varphi_R(+\infty)}{\sin \varphi_R(+\infty)} \sin \varphi_R(x) \right)
\]

\[
\varphi_R(x_0) = 0, \quad x_0 < x < +\infty.
\]

in the classically forbidden region as \( x \to +\infty \).

The relevant derivatives of (3.31) and (3.32) at \( x = x_0 \) expressed in terms of (3.27) and (3.28) with boundary conditions from (3.26) are

\[
\Psi_L'(x_0) = \frac{1}{w^2(x_0)} \frac{\cos \varphi_L(x_0)}{\sin \varphi_L(x_0)}
\]

(3.33)

respectively

\[
\Psi_R'(x_0) = -\frac{1}{w^2(x_0)} \frac{\cos \varphi_R(+\infty)}{\sin \varphi_R(+\infty)}.
\]

(3.34)

With the aid of (3.10) this leads to the quantization condition for \( F \):

\[
\frac{\sin (\varphi_L(x_0) + \varphi_R(+\infty))}{\sin \varphi_L(x_0) \sin \varphi_R(+\infty)} + \frac{s - \nu}{1 + \epsilon} \frac{\cos \varphi_R(+\infty)}{\sin \varphi_R(+\infty)} - w^2(x_0) \frac{\kappa}{x_0} = 0,
\]

(3.35)

and similarly for the \( G \) component with the aid of (3.12)

\[
\frac{\sin (\varphi_L(x_0) + \varphi_R(+\infty))}{\sin \varphi_L(x_0) \sin \varphi_R(+\infty)} + \frac{s + \nu}{1 - \epsilon} \frac{\cos \varphi_R(+\infty)}{\sin \varphi_R(+\infty)} + w^2(x_0) \frac{\mu}{x_0} = 0.
\]

(3.36)

Note that the amplitudes and phases in (3.35) and (3.36) are unique to respective components, \( F \) or \( G \). The quantization conditions are in principle equivalent, but present differing numerical challenges caused by the second term in each condition. If \( F \) is the large component, then condition (3.35) has a smaller second term and is numerically preferred.

Figures 2 and 3 illustrate the component waves constructed from equations (3.31) and (3.32). Once one of the quantization conditions (3.35) and (3.36) is satisfied the relevant amplitude and phase functions are known and both Dirac components can be plotted. Further details are discussed in the subsequent section.

4. Numerical aspects and computational results

Several quantization conditions are derived in the preceding sections. They provide cross controls of the level energy calculations. The analytical quantization condition (3.23) for \( l = 0 \) in the second-order differential equations for \( F \) is part of this control. The quantization conditions for the second-order differential equations are new, at least in context of amplitude-phase methods.

 Computations are done in single precision on a laptop using a standard university environment. All quantization conditions agree to the number of decimals presented, but involve different computational difficulties. Both amplitude-phase methods (first-/second-order Dirac equations) need some care when amplitude equations are integrated into classically forbidden regions. This relates to the existence of a classical forbidden region near the origin for either \( F \) or \( G \). If integration is not truncated conveniently the corresponding amplitude function \( w(x) \) then tends to infinity as an irregular solution, while the phase function \( \varphi(x) \) in (3.24) tends to zero towards the origin. Cancellation problems when using/plotting explicit waves occur in multiplications like for the regular representation \( w(x) \sin \varphi(x) \) in the limit \( x \to +0 \). The integration of the amplitude equations from the discontinuity towards the origin is thus truncated at some \( x \) not too small, but where the phase function has converged.
Next, physical implications of the calculations are considered. Since radial square-well potential models are discontinuous approximations of Woods–Saxon potentials describing single neutron-nuclei interactions it is of interest to illustrate how a potential shape difference affects the energy spectrum. Shape differences are illustrated in figure 1. The figure shows how relativistic low-energy levels are shifted to lower values by the square-well shape. They also show that states near dissociation come close together and that levels due to the square-well shape lie closer to threshold than those of the Woods–Saxon shape.

Figures 2 and 3 illustrate how spinor components appear when using the new quantization conditions (3.35) and (3.36) for second-order Dirac equations with radial square-well potentials. The condition (3.35) normalizes $F$ to be unity at the discontinuity, while (3.36) normalizes $G$ to be unity there. The two quantization conditions both provide separate numerical information sufficient to reconstruct the component waves, except possibly near the origin. Numerical cancellation errors may occur as discussed further below. It is obvious from figures 2 and 3 that the potential discontinuity affects the small component the most. The large component appears graphically as a smooth function.

Figure 2 illustrates the same ground-state components, but obtained from (3.35) in the left subplot and (3.36) in the right subplot. The left subplot is obtained by firstly finding the lowest level energy $\epsilon$ with $\kappa = -1$. In this process all corresponding amplitude and phase functions are obtained and are used to reconstruct the $F$ component (large red curve) and its derivative (not shown). The $G$ component is finally reconstructed from $F$ and $F'$. The right subplot in figure 2 starts with solving (3.36) for the energy and follows the same logic of constructing the components. One notices that the small component is positive because of the normalization at the discontinuity.

While both components in figure 2 have the same number of nodes, their node numbers differ in figure 3. The large component of the ground state for $\kappa = 1$ has no node, but the small component has one node. For $\kappa = 1$ there is no centrifugal barrier in the second-order differential equation for $G$. Obviously, there is no $G$ component for $\kappa = 1$ with zero node number.

Tables 1 and 2 show computed binding energies, $\epsilon - 1$, obtained by different quantization conditions for discontinuous and smooth potential models. Results for the $F$ component when ignoring the discontinuity condition, $\epsilon - 1$, are also shown for comparison. The results $\epsilon_0$ of tables 1 and 2 obtained by several alternative quantization conditions for discontinuous potentials are in numerical agreement. For $l = 0$ ($\kappa = -1$) the analytic condition (3.23) supports the results.

Since in the non-relativistic limit the effective Schrödinger potential is the sum of the vector and scalar potentials, tables 1 and 2 show two possible combinations of vector and scalar potentials with the same sum of them. Single neutron-nuclei spectra shown in text books and recent articles indicate that scalar-type potential wells are important for the order of states in the spin–orbit level splittings.

In table 1 the vector potential is zero. A discontinuous attractive scalar potential and a similar Woods–Saxon potential is used to compare binding energies relevant for single neutron-nuclei shell states. The scalar Woods–Saxon potential is

$$s(x) = -\frac{s_0}{1 + \exp[(x - x_0)/a]}, \quad s_0 = -0.055 \text{ [meV]},$$

$$x_0 = 26 \left[ \frac{\hbar}{mc} \right], \quad a = 0.09 x_0,$$

(4.1)

while the approximating discontinuous potential is defined by $x_0$ and $s(x) = s_0$. The amplitude-phase quantization condition (2.25) for the first-order Dirac equations provides guessing energies for the new conditions (3.35) and (3.36). The discontinuous model with $\kappa = -1$ is confirmed by the analytic condition (3.23).

A comparison of entries in table 1 shows that the binding energies of the discontinuous potential are more negative than those for the Woods–Saxon model if energies are far below threshold. In some neighborhood of threshold it seems that this ‘shape-ordering’ of states is reversed; see entry $\kappa = -1$, $n = 2$. This state corresponds to the term $3s_1/2$, where the notation here is $(n + 1)^l j_l$ with $l$ the quantum number of angular momentum and $j$ the total angular momentum. Spin–orbit ordering of states ($1s_{1/2}$, $1p_{1/2}$, $1p_{3/2}$) with increasing energies for a given potential is the same. If an equally attractive vector potential is used, the energy order changes to $1s_{1/2}$, $1p_{1/2}$, $1p_{3/2}$ for both discontinuous and smooth

---

**Figure 3.** Illustration of the ground-state Dirac components obtained in two alternative ways and representing the entry $(\epsilon_2 - 1)$ with $\kappa = 1$ and $n = 0$ in table 2. (Left subplot) The large $F$ component is obtained from (3.5) satisfying the condition (3.10) using the amplitude-phase formulas in section 3.3. The small component $G$ is obtained from $F$ and $F'$ of the equations (2.8) and (2.9). Note that $F$ is positive and normalized to 1 at the discontinuity $r = 0.210 02x$ fm with $x = 26$. (Right subplot) The small component $G$ is obtained from (3.6) satisfying the condition (3.12). The large component $F$ is obtained from $G$ and $G'$ of the equations (2.8) and (2.9). Here $G$ is positive and normalized to 1 at the discontinuity $r = 0.210 02x$ fm with $x = 26$. While both components in figure 2 have the same number of nodes, their node numbers differ in figure 3. The large component of the ground state for $\kappa = 1$ has no node, but the small component has one node. For $\kappa = 1$ there is no centrifugal barrier in the second-order differential equation for $G$. Obviously, there is no $G$ component for $\kappa = 1$ with zero node number.

Tables 1 and 2 show computed binding energies, $\epsilon - 1$, obtained by different quantization conditions for discontinuous and smooth potential models. Results for the $F$ component when ignoring the discontinuity condition, $\epsilon - 1$, are also shown for comparison. The results $\epsilon_0$ of tables 1 and 2 obtained by several alternative quantization conditions for discontinuous potentials are in numerical agreement. For $l = 0$ ($\kappa = -1$) the analytic condition (3.23) supports the results.

Since in the non-relativistic limit the effective Schrödinger potential is the sum of the vector and scalar potentials, tables 1 and 2 show two possible combinations of vector and scalar potentials with the same sum of them. Single neutron-nuclei spectra shown in text books and recent articles indicate that scalar-type potential wells are important for the order of states in the spin–orbit level splittings.

In table 1 the vector potential is zero. A discontinuous attractive scalar potential and a similar Woods–Saxon potential is used to compare binding energies relevant for single neutron-nuclei shell states. The scalar Woods–Saxon potential is

$$s(x) = -\frac{s_0}{1 + \exp[(x - x_0)/a]}, \quad s_0 = -0.055 \text{ [meV]},$$

$$x_0 = 26 \left[ \frac{\hbar}{mc} \right], \quad a = 0.09 x_0,$$
models. The splittings of spin–orbit pairs for both potential shapes are similar close to threshold.

Table 2 shows results for mixed scalar/vector potentials defined below, one is discontinuous and one is continuous. As reviewed by [5], referring to field-theory results, a combination of vector/scalar potentials may be relevant for single nucleon-nuclei spectra. It is suggested that the attraction in this combined vector/scalar case is due to the scalar potential, the vector potential being repulsive. In this spirit Guo et al [6] present graphical results for a given Woods–Saxon potential modeling shell states of a neutron-Pb nucleus. The present Woods–Saxon potential has a similar ratio of thickness/range, but the range is somewhat shorter. The Woods–Saxon potential model is specified by

\[ n(x) = \frac{v_0}{1 + \exp[(x - x_0)/a]} , \quad v_0 = 0.140 \text{ [me}^2]\],

\[ x_0 = 26 \frac{h}{mc}, \quad a = 0.09x_0, \]

\[ s(x) = -0.55 - n(x) \] [me}^2\]

(4.2)

and the discontinuous model is specified by \(v_0, s_0\) and \(x_0\).

Energy states in table 2 are generally shifted upwards compared to those of the scalar potential in table 1, but the order of states is the same. Some more states are closer to threshold and one observes the ‘shape-order’ shift (as in table 1) for \((\kappa, n) = (-1, 2), (\kappa, n) = (2, 1)\) and \((\kappa, n) = (-3, 1)\). This is likely due to the wider Woods–Saxon well near threshold, when compared with the sharp discontinuous well. The splittings of spin–orbit pairs for both potential shapes are similar close to threshold.

In both tables the Klein–Gordon type binding energies obtained from (3.30) are also shown. Their computations are based on the second-order F-equation for positive energies and ignores discontinuities of \(F^\prime\). Energies obtained by (3.30) fail to explain spin–orbit splittings, but seem to provide close upper bounds to the discontinuous model not too close to threshold.

5. Conclusions

The present study suggests alternative numerical methods relevant for Dirac equations with sharp-step/discontinuous potentials. As a smooth potential well approaches a sharp-step potential, energy levels are generally shifted to lower values. However, levels near dissociation are shifted in the opposite direction.

A general amplitude-phase method applicable to first-order Dirac differential equations is already known [1], but is also presented here. For sharp potential shapes an approximate, discontinuous model may be of interest. An amplitude-phase method for second-order Dirac differential equations to handle such potentials is derived.

Computations suggest that a small spinor component at positive energies is more sensitive than the large component to the discontinuity of the potential model. For almost non-relativistic conditions the second-order Dirac equations for the large component can thus be approximated by ignoring the discontinuity condition. Resulting energy levels are close upper bounds to the relevant spin–orbit level pairs for the discontinuous potential.

To summarize, the present study introduces a discontinuity in a potential model to approximate a smooth step in the ‘original/actual’ potential model of second-order Dirac equations. The conclusion is that: (a) a non-relativistic Schrödinger problem with a sharp (Woods–Saxon type) potential well can be accurately approximated by a smooth potential and standard boundary conditions. (b) However, this is not always true for a corresponding Schrödinger equation derived from a Dirac problem without modifying quantization conditions.
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