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Abstract

We reformulate a class of non-linear stochastic optimal control problems introduced by [1] as a KL minimization problem. As a result, the optimal control computation reduces to an inference computation and approximate inference methods can be applied to efficiently compute approximate optimal controls. We show that the path integral control problem introduced in [2] can be obtained as a special case of the KL control problem. We provide an example of a block stacking task where we demonstrate how approximate inference can be successfully applied to instances that are too large for exact computation.

1 Introduction

Stochastic optimal control theory deals with the problem to compute an optimal set of actions to attain some future goal. With each action and each state a cost is associated and the aim is to minimize the total cost. Examples are found in many contexts such as motor control tasks for robotics, planning and scheduling tasks or managing a financial portfolio. The computation of the optimal control is typically very difficult due to the size of the state space and the stochastic nature of the problem.

The most common approach to compute the optimal control is through the Bellman equation. For the finite horizon discrete time case, this equation results from a dynamic programming argument that expresses the optimal cost-to-go (or value function) at time $t$ in terms of the optimal cost-to-go at time $t + 1$. For the infinite horizon case, the value function is independent of time and the Bellman equation becomes a recursive equation. In continuous time, the Bellman equation becomes a partial differential equation.

The computation of the optimal control requires the computation of the optimal value function which assigns a value to each state of the system. For high dimensional systems or for continuous systems the state space is huge and the above procedure cannot be directly applied. Common approaches to make the computation tractable are a function approximation approach where the value function is parametrized in terms of a number of fixed basis functions and thus reduces the Bellman computation to the estimation of these parameters only [3]. Another promising approach is to exploit graphical structure that is present in the problem to make the computation more efficient [4]. However, this graphical structure is not inherited by the value function, and thus the graphical representation of the value function is an approximation [5].

In this paper, we introduce a class of stochastic optimal control problems where the optimal control is expressed as a probability distribution $p$ over future trajectories and where the control cost can be written as a KL divergence between $p$ and some interaction terms. The optimal control is given by minimizing the KL divergence, which is equivalent to solving a probabilistic inference problem in a dynamic Bayesian network. Instead of solving the control problem with the Bellman equation, the optimal control is given in terms of (marginals of) a probability distribution over future trajectories. Thus, the formulation of the control problem as an inference problem directly suggest a number of well-known approximation methods, such as the variational method [6], belief propagation [7], CVM or GBP [8] or MCMC sampling methods. We refer to this class of problems as KL control problems.

The class of control problems considered in this paper is identical as in [9, 10], who shows that the Bellman equation can be written as a KL divergence of probability distributions between two adjacent time slices and that the Bellman equation computes backwards messages in a chain as if it were an inference problem. The novel contribution of the present paper is to identify the total expected control cost up to the horizon time with a KL divergence instead of making this identification in the Bellman equation. The immediate consequence is that the optimal control problem is a graphical model inference problem (for this class of control problems) and that the resulting graphical model inference problem can be approximated using standard methods.
The equivalence of certain types of control problems to inference problems is well-known and goes back to Kalman for the linear quadratic Gaussian case [10]. It relies on the exponential relation between the value function in the Bellman equation and posterior marginal probabilities in the DBN and was previously exploited in [2] [11] for the non-linear continuous space and time Gaussian case and in [1] for the discrete case.

The paper is organized as follows. In section 2 we review the general discrete time and discrete state control problem and derive the Bellman equation. Subsequently, we introduce the KL control problem and show that it is equivalent to [1]. In section 3 we show how the class of continuous space control problems previously considered in [2] can be obtained as a special case of the formulation of section 2. The main difference is that it has discrete time instead of the continuous time. In section 3 we consider the special case where the state \( x \) consists of components \( x = x_1, \ldots, x_n \), that each act according to their own local dynamics and the cost has a (sparse) graphical model structure. For this case the control computation becomes a graphical model inference problem. We discuss some of the approximate inference methods that can be applied. In section 4 we apply the formulation to the task of stacking blocks onto a single pile.

## 2 Control as KL minimization

In this section, we introduce the class of control problems that can be shown to be equivalent to a KL minimization. We restrict ourselves to the discrete state and time formulation and the finite horizon. The infinite horizon case is obtained as limit of the horizon time going to infinity, when the dynamics and costs do not explicitly depend on time and there exist a sub set of absorbing states.

Let \( x = 1, \ldots, N \) be a finite set of states, \( x^t \) denotes the state at time \( t \). Denote by \( p^t(x^{t+1}|x^t, u^t) \) the Markov transition probability at time \( t \) under control \( u^t \) from state \( x^t \) to state \( x^{t+1} \). Let \( P(x^{1:T}|x^0, u^{0:T-1}) \) denote the probability to observe the trajectory \( x^{1:T} \) given initial state \( x^0 \) and control trajectory \( u^{0:T-1} \).

If the system at time \( t \) is in state \( x \) and takes action \( u \) to state \( x' \), there is an associated cost \( R(x, u, x', t) \). The total cost consists of a sum of terms, one for each time \( t \). The control problem is to find the sequence \( u^{0:T-1} \) that minimizes the expected future cost

\[
C(x^0, u^{0:T-1}) = \sum_{x^{1:T}} p(x^{1:T}|x^0, u^{0:T-1}) \sum_{t=0}^T R(x^t, u^t, x^{t+1}, t) = \left( \sum_{t=0}^T R(x^t, u^t, x^{t+1}, t) \right) \tag{1}
\]

with the convention that \( R(x^T, u^T, x^{T+1}, t) = R(x^T, t) \) is the cost of the final state. Note, that \( C \) depends on \( u \) in two ways: through \( R \) and through the probability distribution of the controlled trajectories \( p(x^{1:T}|x^0, u^{0:T-1}) \).

The optimal control is normally computed using the Bellman equation, which results from a dynamic programming argument. For this purpose, one considers an intermediate time \( t \) and defines the optimal cost-to-go

\[
J(x, t) = \min_{u^{t:T-1}} C^t(x, u^{t:T-1}) \tag{2}
\]

\[
C^t(x^t, u^{t:T-1}) = \sum_{x^{t+1:T}} p(x^{t+1:T}|x^t, u^{t:T-1}) \sum_{s=t}^T R(x^s, u^s, x^{s+1}, s) \tag{3}
\]

with \( C^0(x^0, u^{0:T-1}) = C(x^0, u^{0:T-1}) \) as the solution of the control problem from \( t \) to \( T \) for any state \( x \). \( J \) is also known as the value function. One solves \( J \) recursively, by noting that \( J(x, T) = R(x, T) \) for all \( x \) and

\[
J(x^t, t) = \min_{u^{t:T-1}} \left( \sum_{s=t}^T R(x^s, u^s, x^{s+1}, s) \right) = \min_{u^{t:T-1}} \sum_{x^{t+1}} p^t(x^{t+1}|x^t, u^t) \left( R(x^t, u^t, x^{t+1}, t) + J(x^{t+1}, t + 1) \right) \tag{4}
\]

\( J \) is called the **Bellman Equation**. \( J \) depends on the state \( x^{t} \) and on \( t \), and therefore the optimal value \( u^t \) that is computed by minimizing Eq. \( 4 \) depends on \( x^t \) and \( t \). The optimal sequence \( u^{0:T-1} \) is computed iteratively backwards from \( t = T - 1 \) to \( t = 0 \). Finally, the optimal control at time \( t = 0 \) is given by \( u^0(x^0) \).

We will now consider the restricted class of control problems for which the total cost \( R \) is given as the sum of a control dependent term and a state dependent term. We further assume the existence of a 'free' (uncontrolled) dynamics \( q^t(x^{t+1}|x^t) \), which can by any stochastic dynamics. We quantify the control cost as the amount of deviation between \( p^t(x^{t+1}|x^t, u^t) \) and \( q^t(x^{t+1}|x^t) \) in relative entropy sense. Thus,

\[
R(x^t, u^t, x^{t+1}, t) = \log \frac{p^t(x^{t+1}|x^t, u^t)}{q^t(x^{t+1}|x^t)} + R(x^t, u^t) \quad t = 0, \ldots, T - 1 \tag{5}
\]
This is a standard graphical model inference problem, where the joint probability distribution is schematically illustrated in Fig. 1.

\[ C(u^0:T) = \langle R \rangle \]

\[ \psi(x^{1:T}|x^0) = q(x^{1:T}|x^0) \exp \left( -\sum_{t=0}^{T} R(x^t, t) \right) \]

\[ C = KL(p\|q \exp(-R)) \]

The optimal control becomes a graphical model inference problem.

\[ p(x^{1:T}|x^0) = \frac{1}{Z(x^0)} \psi(x^{1:T}|x^0) \]

\[ C(x^0, p) = -\log Z(x^0) = -\log \sum_{x^{1:T}} q(x^{1:T}|x^0) \exp \left( -\sum_{t=0}^{T} R(x^t, t) \right) \]

where \( Z(x^0) \) is a normalization constant. In other words, the optimal control solution is the (normalized) product of the free dynamics and the exponentiated costs. It is a distribution that avoids states of high \( R \), at the same time deviating from \( q \) as little as possible.

The optimal cost Eq. 9 is minus the log partition sum. The partition sum is the expectation value of the exponentiated path costs \( \sum_{t=0}^{T} R(x^t, t) \) under the uncontrolled dynamics \( q \). This is a surprising result, because it means that we have a closed form solution for the optimal cost-to-go \( C(x^0, p) \) in terms of the known quantities \( q \) and \( R \) and one can thus estimate \( C(x^0, p) \) by forward sampling under \( q \). This result was previously obtained in [2] for a class of continuous stochastic control problems. It will be discussed as a special case of the KL control in section 4. The difference between the KL control computation and the standard computation using the Bellman equation is schematically illustrated in Fig. 1.

The optimal control at time \( t = 0 \) is given by the marginal probability

\[ p(x^1|x^0) = \sum_{x^{2:T}} p(x^{1:T}|x^0) \]

This is a standard graphical model inference problem, where the joint probability distribution \( p \) is a Markov chain with pair-wise potentials \( \psi^t(x^t, x^{t+1}) = q^t(x^{t+1}|x^t) \exp(-R(x^{t+1}, t+1)), t = 0, \ldots, T - 1 \). We can thus
compute $p(x^1|x^0)$ by backward message passing

$$\beta^T(x^T) = 1 \quad (11)$$

$$\beta^t(x^t) = \sum_{x^{t+1}} \psi^t(x^t, x^{t+1}) \beta^{t+1}(x^{t+1}) \quad (12)$$

$$p(x^1|x^0) \propto \psi^0(x^0, x^1) \beta^1(x^1) \quad (13)$$

The equivalence between the Bellman equations Eq. 4 and the backward message passing Eq. 12 for KL control problems was first established in [9].

The type of control solutions that one obtains depend on the choice of $q$ and $R$. For instance, if we assume $q = 1$, Eq. 10 yields $p(x^1|x^0) \propto \exp(-R(x^1))$. In other words, the optimal control solution depends on the immediate reward only. We will build more intuition about the type of control solutions that one can obtain in section 4.

We note, that the optimal control $p$ is proportional to the free dynamics $q$. One can therefore obtain an alternative formulation of the KL control problem by defining

$$p^t(y|x,u) = q^t(y|x) \exp(u^t_{xy}) \quad (14)$$

with $u^t_{xy}$ some unknown $N \times N$ matrix such that

$$\sum_y p^t(y|x,u) = 1. \quad (15)$$

Substituting Eq. 14 in Eq. 6 yields a control cost in terms of a sequence of the matrices $u^t_{xy}$, $t = 0, \ldots, T - 1$

$$C(x^0, u^{0:T-1}) = \sum_{x^1:T} p(x^1:T|x^0) \left( \sum_{t=0}^{T-1} u^t_{x^1:t+1} + \sum_{t=0}^{T} R(x^t, t) \right) \quad (16)$$

and $C$ is minimized subject to the constraints Eq. 15. Note, that in this formulation the control $u^t_{xy}$ itself is the cost to move from state $x$ to $y$. This cost term is linear in $u^t_{xy}$, but the minimization with respect to $u^t_{xy}$ is nevertheless well-defined because $C$ is bounded from below as a result of the normalization constraint Eq. 15.

3 Graphical model inference

In typical control problems, $x$ is an $n$-dimensional vector with components $x = x_1, \ldots, x_n$. For instance, for a multi-joint arm, $x_i$ may denote the state of each joint. For a multi-agent system, $x_i$ may denote the state of each agent. In all such examples, $x_i$ itself may be a multi-dimensional state vector. In such cases, the optimal control computation Eq. 10 is intractable.

However, the following assumptions are likely to be true

- the uncontrolled dynamics factorizes over components

$$q^t(x^{t+1}|x^t) = \prod_{i=1}^n q^t_i(x_i^{t+1}|x_i^t)$$

- the interaction between components has a (sparse) graphical structure

$$R(x, t) = \sum_{\alpha} R_\alpha(x_\alpha, t)$$

with $\alpha$ a subset of the indices $1, \ldots, n$ and $x_\alpha$ the corresponding subset of variables.

Thus, $\psi$ in Eq. 7 has a graphical structure

$$\psi(x^1:T|x^0) = \prod_{t=0}^{T-1} \prod_{i=1}^n q^t_i(x_i^{t+1}|x_i^t) \prod_{t=0}^T \prod_{\alpha} \exp(-R_\alpha(x_\alpha^t, t))$$
continuous time formulation and the limit. We note that time is discrete in the present formulation whereas the derivation in [2] made explicit use of the path integral approach to the discrete time version, with the path integral given by Eq. 9. It can be solved as a path integral. The key is step in that derivation was to transform the continuous Hamilton-Jacobi-Bellman equation (which is a partial differential equation) to a linear diffusion-like equation, which is formally solved as a path integral. In this section, we show how this result is obtained as a special case of the KL control formulation.

5 Numerical results

In [2] it was shown that a general class of non-linear stochastic control problems in continuous space and time can be solved as a path integral. The key step in that derivation was to transform the continuous Hamilton-Jacobi-Bellman equation (which is a partial differential equation) to a linear diffusion-like equation, which is formally solved as a path integral. In this section, we show how this result is obtained as a special case of the KL control formulation.

Let \( x \) denote an \( n \)-dimensional real vector with components \( x_1, \ldots, x_n \) (components are denoted by subscripts) and we define a discrete time stochastic dynamics

\[
y = x + f(x, t) + u + \xi
\]

with \( f \) an arbitrary function, \( \xi \) an \( n \)-dimensional Gaussian noise vector with covariance matrix \( \nu \) and \( u \) an \( n \)-dimensional control vector. Since the noise is Gaussian, the conditional probability of \( y \) given \( x \) under control \( u \) is a Gaussian distribution, and thus

\[
p^f_t(y|x, u) = \mathcal{N}(y|x + f(x, t) + u, \nu)
\]

\[
= \mathcal{N}(y|x + f(x, t), \nu) \exp \left( (y - x - f(x, t))^T \nu^{-1} u - \frac{1}{2} u^T \nu^{-1} u \right)
\]

\[
u_{xy}(u) = (y - x - f(x, t))^T \nu^{-1} u - \frac{1}{2} u^T \nu^{-1} u
\]

where we have written \( p^f_t(y|x, u) \) as in Eq. [14] and have defined the free dynamics \( q \) as the dynamics that results when \( u = 0 \) in Eq. [17]. \( \nu_{xy}(u) \) is a matrix from states \( x \) to states \( y \) (very large), parametrized by an \( n \) dimensional vector \( u \).

It is straightforward to compute the control cost Eq. [10] for this particular choice of \( p \) and \( q \). The result is

\[
C(x^0, u^0:T^{-1}) = \sum_{x^{1:T}} p(x^{1:T}|x^0) \left( \sum_{t=0}^{T-1} \frac{1}{2} (u^t)^T \nu^{-1} u^t + \sum_{t=0}^{T} R(x^t, t) \right)
\]

Eq. [17] and [18] are similar to the path integral control problem discussed in [2]. Note, that the cost of control is quadratic in \( u \), but of a particular form. One could in general write a quadratic form as \( \frac{1}{2} u^T R u \), with \( R \) an arbitrary positive definite \( n \times n \) matrix. However, the KL control class restricts the choice of \( R \) to \( R \propto \nu^{-1} \). We note that time is discrete in the present formulation whereas the derivation in [2] made explicit use of the continuous time formulation and the limit \( dt \to 0 \). Thus, the present derivation shows that we can also apply the path integral approach to the discrete time version, with the path integral given by Eq. [4].

4 Continuous space formulation

Consider the example of piling blocks into a tower. This is a classic AI planning task [14], and it will be instructive to see how this problem is solved as a control problem.

Let there be \( n \) possible block locations on the one dimensional ring (line with periodic boundaries) as in figure 2 and let \( x^t_i \geq 0, i = 1, \ldots, n, t = 0, \ldots, T \) denote the height of stack \( i \) at time \( t \). Let \( m \) be the total number of blocks.

At iteration \( t \), we allow to move one block from location \( k^t \) and move it to a neighboring location \( k^t + l^t \) with \( l^t = -1, 0, 1 \) (periodic boundary conditions). Given \( k^t, l^t \) and the old state \( x^{t-1} \), the new state is given as

\[
x^t_{k^t} = x^{t-1}_{k^t} - 1
\]

\[
x^t_{k^t + l^t} = x^{t-1}_{k^t + l^t} + 1
\]
Figure 2: $m$ blocks at $n$ possible block locations with periodic boundary conditions. $x_i^t = 0, \ldots, m$ denotes the height of stack at location $i$ at time $t$. The objective is to stack the initial block configuration (left) into a single stack (right) through a sequence of single block moves to adjacent positions (middle).

and all other stacks unaltered. We use the uncontrolled distribution $q$ to implement these allowed moves. For the purpose of memory efficiency, we introduce auxiliary variables $s_i^t = -1, 0, 1$ that indicates whether the stack height $x_i$ is decremented, unchanged or incremented, respectively. The uncontrolled dynamics $q$ becomes

$$q(k^t) = U(1, \ldots, n)$$
$$q(l^t) = U(-1, 0, +1)$$
$$q(s_i^t | k^t, l^t) = \prod_{i=1}^{n} q(s_i^t | k^t, l^t)$$
$$q(s_i^t | k^t = i, l^t = \pm 1) = \delta_{s_i^t, \mp 1}$$
$$q(s_i^t | k^t = i, l^t = 1) = \delta_{s_i^t, 1}$$
$$q(s_i^t | k^t = i, l^t = -1) = \delta_{s_i^t, 0} \text{ otherwise}$$

where $U(\cdot)$ denotes the uniform distribution. With the selector bits $k^t, l^t$ taking values from the uniform distribution, the transition from $x^{t-1}$ to $x^t$ is a mixture over the values of $k^t, l^t$:

$$q(x^t | x^{t-1}) = \sum_{k^t, l^t} \prod_{i=1}^{n} q(x_i^t | x_i^{t-1}, k^t, l^t) q(k^t) q(l^t)$$
$$q(x_i^t | x_i^{t-1}, k^t, l^t) = \sum_{s_i^t} q(x_i^t | x_i^{t-1}, s_i^t) q(s_i^t | k^t, l^t)$$
$$q(x_i^t | x_i^{t-1}, s_i^t) = \delta_{x_i^t, x_i^{t-1} + s_i^t}$$

Note, that there are combinations of $x_i^{t-1}$ and $s_i^t$ that are forbidden: We cannot remove a block from a stack of size zero ($x_i^{t-1} = 0$ and $s_i^t = -1$) and we cannot move a block to a stack of size $m$ ($x_i^{t-1} = m$ and $s_i^t = 1$). If we restrict the values of $x_i^t$ and $x_i^{t-1}$ in the last line above to $0, \ldots, m$ these combinations are automatically forbidden. The graphical model is given in figure 3.

Finally, we define the state cost as the entropy of the distribution of blocks

$$R(x) = -\lambda \sum_i \frac{x_i}{m} \log \frac{x_i}{m}$$

with $\lambda$ a positive number to indicate the strength. Since $\sum_i x_i$ is constant (no blocks are lost), the minimum entropy solution puts all blocks on one stack.

The control problem is to find the distribution $p$ that minimizes $C$ in Eq. 6. For large $\lambda$, the state costs dominate and the optimal $p$ will be such that a single stack is constructed as fast as possible. For small $\lambda$, the control costs dominate, and the optimal $p$ may be different as we will see in the next example.

In figure 4(left), we show the optimal control solution for a small example where exact inference is feasible. There are $n = 4$ block locations and $m = 8$ blocks. The initial block configuration $x^0$ consists of 4 blocks on both locations 1 and 3. The horizon time is $T = 10$ and $\lambda = 10$. The solution was computed using the junction tree method using 15. Time runs horizontal ($t = 1, \ldots, 10$ in the top two subfigures and $t = 0, \ldots, 10$ in the bottom two subfigures) and shows in each column the posterior marginals $p(k^t), k^t = 1, \ldots, 4$ (top), $p(l^t), l^t = -1, 0, 1$ (second) and $\langle x_i^t \rangle, i = 1, \ldots, n$ (third) in grey scale (darker shows higher values). For example, the posterior marginals for the first move $t = 1$ are $p(k^1) = 0.5$ for $k^1 = 1, 3$ and $p(l^1) = 0.5$ for $l^1 = \pm 1$ indicating that a block should be removed from either stack $k^1 = 1$ or 3 and moved to stack 2 or 4 with equal probability. The
Figure 3: Graphical model for the block stacking problem. Time runs horizontal and stack positions vertical. At each time, the transition probability of $x^t$ to $x^{t+1}$ is a mixture over the variables $k^t, l^t$.

Table 1: Memory use and CVM errors for some small block stacking examples. Horizon time $T = 11$. Initial block configuration is symmetric with $m/2$ blocks on two stacks maximally separated. CVM was used with 50 inner loops and an outer loop stop criterion of 0.00001 on the change of the CVM free energy.

| n | m | T  | clique size | Memory JT (Mb) | Memory CVM (Mb) | Max error | Max error T=1 |
|---|---|----|-------------|----------------|------------------|-----------|---------------|
| 4 | 2 | 11 | 7           | 17             | 2.2              | 0.0304    | 0.0158        |
| 4 | 4 | 11 | 7           | 132            | 2.3              | 0.2348    | 0.1066        |
| 6 | 2 | 11 | 12          | 680            | 2.7              | 0.9596    | 0.0174        |
| 6 | 4 | 11 | 12          | 15,000         | 2.9              | 0.9732    | 0.1265        |

posterior marginals for the second move $t = 2$ are such as to take the block moved at $t = 1$ and put it onto the other stack, etc.

Due to the symmetry of the initial configuration $x^0$ (both stacks 1 and 3 are equally high) the optimal control solution has this same symmetry. Thus, the optimal solution is the mixed policy that assigns equal probability to 4 moves. The deterministic policy to make any one of those moves is suboptimal.

In order to actually stack the blocks, the symmetry must be broken and a particular block move must be proposed. The bottom row in figure 4(left) shows the configurations $x^t$ that result if one breaks the initial symmetry by moving a block from stack 3 to stack 2. Once the initial symmetry is broken, a unique block move sequence is computed by taking the MAP estimate conditioned on the move at $t−1$: $(p^t, l^t) = \arg\max p(k^t, l^t | k^{t−1}, l^{t−1})$ for $t = 2, \ldots, T$. Note, that eight moves are required to stack all blocks on a single stack and that indeed the marginals $p(l^t)$ are peaked on the value $l^t = 0$ for $t > 8$.

In figure 4(right) we show the same results, but for $\lambda = 2$. In this case the cost of moving (given by the term $KL(p||q)$ has relatively more weight than in the previous example. Indeed, the marginals posterior of $p(l^1)$ is peaked on the value $l^1 = 0$ indicating that the optimal control solution is to make no move, and no blocks are stacked at all. This is an example where the AI planning approach and the optimal control approach differ. Whereas the former will always aim to find a strategy to stack the blocks, the optimal control solution may or may not stack the blocks depending on the control cost relative to the (long term) state cost benefits. For the same reason, if one runs the optimal control problem with a horizon time $T$ that is too short to move all blocks into a single stack, the optimal control solution will be not to move the blocks.

Clearly, exact inference can only be used for small problem instances, since the computational requirements for exact computation scale very fast with $n$ and $m$, as shown in Table 1. In particular, memory use of the JT method scales very bad (this can admittedly be improved using an implementation of the JT method using sparse tables).

We therefore use the Cluster Variation method to compute the marginal posterior probabilities of $p$ approxi-
Figure 4: \(n = 4, m = 8, T = 10\) and \(\lambda = 10\) (left) and \(\lambda = 2\) (right) using exact inference. The blocks are initialized in two stacks of height 4. Each subfigure shows the marginals \(p(k^t)\) (top), \(p(l^t)\) (second) and \(\langle x^t_i \rangle, i = 1, \ldots, n\) (third) and the MAP solution (bottom) for \(t = 1, \ldots, T\) using a grey scale coding with white coding for zero and darker colors coding for higher values.

The optimization of the CVM free energy is a non-convex optimization problem and we use the double loop method that was proposed in [16]. See Appendix A for a brief description of the CVM approximation and the double loop method.

For the same two problems as in figure 4, the CVM solution is given in figure 5. First of all, note that the quality of the CVM solution deteriorates with \(t\). For larger \(t\) it becomes more and more difficult for the CVM solution to correctly capture all the high order correlations that are present between the moves at different times. The maximal CVM error in the first time slice and in all time slices is given for a number of instances in table 1. Although the maximal errors are large, the errors in the first time slice are sufficiently small to correctly propose a first move. These moves in figure 5(left, right) coincide with the optimal moves in the first time slice in figure 4(left, right), respectively. One can thus, obtain the optimal moves for all times by running CVM \(T\) times in the following way. Run CVM with horizon 1: \(T\) and initial state \(x^0\); make a move by choosing \(k^1, l^1\) and the new state \(x^1\); Rerun CVM with horizon 2: \(T\) and initial state \(x^1\); make a move by choosing \(k^2, l^2\) and the new state \(x^2\); etc.

We applied this approach to a large block stacking problem with \(n = 8, m = 40, T = 80\) and \(\lambda = 10\). The results are shown in figure 6. The computation time was approximately 1 hour per \(t\) iteration and memory use was approximately 27 Mb. This instance was too large to obtain exact results. We conclude, that although the cpu time is large, the CVM method is capable to yield an apparently good optimal control solution for this large instance.

6 Discussion

In this paper, we have shown the equivalence of a class of stochastic optimal control problems to a graphical model inference problem. As a result, efficient approximate inference methods can be applied to the intractable stochastic control computation. As we have seen, the class of KL control problems contains interesting special cases such as the class of continuous stochastic control problems discussed in section 4 and the type of AI planning tasks discussed in section 5.

The class of KL control problems is restricted in the sense that there exist many stochastic control problems that are outside this class. For instance, continuous control problems of the type discussed in section 4 where the control cost is not of the form \(\frac{1}{2}u^TRu\) but any other function of \(u\) or where the control acts non-linearly in the dynamics. Also, in the basic formulation of Eq. 1 one can construct control problems where the functional

\[\text{Cost}(u) = \sum_{t=1}^{T} g(x^t, u^t, x^{t-1})\]

is not of the form \(\frac{1}{2}u^TRu\).
Figure 5: Optimal control solution computed with the CVM method for the problem instances described in figure 4.

Figure 6: A large block stacking instance. $n = 8, m = 40, T = 80, \lambda = 10$ using CVM.
form of the controlled dynamics \( p(t | x^t, u^t) \) is given as well as the cost of control \( R(x^t, u^t, x^{t+1}, t) \). In general, there may then not exist a \( q(t | x^t) \) such that Eq. 5 holds. Therefore, such control problems are not in the KL control class.

We have used the Cluster Variation Method to approximate the computation of the marginal Eq. 10 for the block stacking problem. We have used the double loop method as described in [16] to compute the cluster marginals. We found that the marginal computation is quite difficult compared to other problems that we have studied in the past (such as for instance in genetic linkage analysis [17]) in the sense that relatively many inner loop iterations were required for convergence. We note, that BP does not give any useful results on this problem.

The quality of the CVM solution in terms of marginal probabilities was poor, but sufficiently accurate to successfully stack the blocks. One can improve the CVM accuracy if needed by considering larger clusters.

The type of approximate inference method that should be used depends very much on the details of the control problems. For instance, if one applies the continuous control formulation to robotics tasks, one may wish to model obstacles as subsets of the state space where \( R(x) = \infty \). For such non-differential problems a variational (Gaussian) approximation will not work, but we have recently obtained good results using EP [18].

It is well-known that approximate inference methods are particularly successful for sparse, or close to tree-like, structures and/or for not too strong interactions. Thus the efficiency that we can obtain to solve optimal control is tightly linked to the sparsity structure of the problem. This insight was previously understood in the RL community and the equivalence of KL control to a graphical model inference problem makes this intuition particularly clear.

It is worth mentioning the implications of KL control for the special case of coordination of agents. If one considers the graphical structure that was proposed in section 3 with \( i \) labeling the different agents, the result of the control computation is the marginal distribution Eq. 10. Clearly, this distribution generally does not factorize over agents:

\[
p(x_1, \ldots, x_n | x_0) \neq \prod_{i=1}^{n} p(x_i | x_0)
\]  

This is the well-known agent coordination problem: the choice of action of one agent affects the optimal choice of other agents.

One can avoid this problem and obtain a control solution where agents can make their choices independent of each other by restricting the class of controlled dynamics \( p \) to those that factorize over the agents

\[
p(x^{1:T} | x^0) = \prod_{i=1}^{n} p_i(x_i^{1:T} | x_i^0)
\]

and one minimizes \( C \) in Eq. 6 with respect to those \( p \) only. The resulting optimal control solution is suboptimal by construction, but 'solves' the coordination problem in the sense that Eq. 19 is not violated and agents can choose their actions independent of one another. Note that this factorized restriction on \( p \) can also be viewed as a variational approximation of the optimal \( p \) [19].
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A Cluster Variation Method

In this appendix, we give a brief summary of the CVM method and the double loop approach. For a more complete description see [8, 12, 16].

The cluster variation method replaces the probability distribution \( p(x) \) by a large number of (overlapping) probability distributions, each describing the interaction between a small number of variables.

\[
p(x) \approx \{ p_\alpha(x_\alpha), \alpha = 1, \ldots \}
\]

with each \( \alpha \) a subset of the indices \( 1, \ldots, n \), \( x_\alpha \) the corresponding subset of variables and \( p_\alpha \) the probability distribution on \( x_\alpha \). The set of clusters is denoted by \( B \). One denotes the set of all intersections of pairs of clusters in \( B \), as well as intersections of intersections by \( M \). Fig. 7 left gives an example of a small directed graphical model, where \( B \) consists of 4 clusters and \( M \) consists of 5 sub-clusters (Fig. 7 middle).

Since \( p \) is the minimum of a KL divergence with interactions \( \psi \), the approximation to \( p \) is obtained by minimizing an approximation to the KL divergence

\[
F(p) = \sum_x p(x) \log \frac{p(x)}{\psi(x)} = F_{\text{cvm}}(\{ p_\alpha \})
\]

\[
F_{\text{cvm}} = \sum_{\alpha \in B} \sum_{x_\alpha} p_\alpha(x_\alpha) \log \frac{p_\alpha(x_\alpha)}{\psi_\alpha(x_\alpha)} + \sum_{\beta \in M} a_\beta \sum_{x_\beta} p_\beta(x_\beta) \log p_\beta(x_\beta)
\]

subject to normalization and consistency constraints:

\[
\sum_{x_\alpha} p_\alpha(x_\alpha) = 1, \quad p_\alpha(x_\beta) = p_\beta(x_\beta), \quad \beta \subset \alpha, \quad p_\alpha(x_\alpha) \geq 0
\]

The numbers \( a_\beta \) are called the Möbius or overcounting numbers. They can be recursively computed from the formula

\[
1 = \sum_{\alpha \in B \cup M, \alpha \supset \beta} a_\alpha, \quad \forall \beta \in B \cup M
\]

The minimization of \( F_{\text{cvm}} \) subject to the linear constraints is a non-convex optimization problem. A guaranteed convergent approach to minimize \( F_{\text{cvm}} \) is to upper-bound it by a convex function \( \tilde{F}_{x_0} \) that touches at the current value \( x_0 \):

\[
F_{\text{cvm}}(x) \leq \tilde{F}_{x_0}(x) \quad F_{\text{cvm}}(x_0) = \tilde{F}_{x_0}(x_0)
\]

as is illustrated in fig. 7 right. Optimizing \( \tilde{F}_{x_0}(x) \) with respect to \( x \) under linear constraints is a convex problem that can be solved using the dual approach (inner loop). The solution \( x^*(x_0) \) of this convex sub-problem is guaranteed to decrease \( F_{\text{cvm}} \):

\[
F_{\text{cvm}}(x_0) = \tilde{F}_{x_0}(x_0) \geq \tilde{F}_{x_0}(x^*(x_0)) \geq F_{\text{cvm}}(x^*(x_0))
\]
Based on $x^*(x_0)$ a new convex upper bound is computed (outer loop). This is called a double loop method.

References

[1] Emanuel Todorov. Linearly-solvable markov decision problems. In B. Schölkopf, J. Platt, and T. Hoffman, editors, Advances in Neural Information Processing Systems 19. MIT Press, Cambridge, MA, 2007.

[2] H.J. Kappen. A linear theory for control of non-linear stochastic systems. Physical Review Letters, 95:200201, 2005.

[3] D.P. Bertsekas and J.N. Tsitsiklis. Neuro-dynamic programming. Athena Scientific, Belmont, Massachusetts, 1996.

[4] C. Boutilier, R. Dearden, and M. Goldszmidt. Exploiting structure in policy construction. In Proceedings of the International Joint Conference on Artificial Intelligence, pages 1104–1111. Morgan Kaufman, 1995.

[5] D. Koller and R. Parr. Computing factored value functions for policies in structured mdps. In Proceedings of the International Joint Conference on Artificial Intelligence, pages 1332–1339. Morgan Kaufman, 1999.

[6] M. Jordan, editor. Learning in Graphical Models. Kluwer Academic Publishers, 1996. NATO ASI Series.

[7] Kevin P. Murphy, Yair Weiss, and Michael I. Jordan. Loopy belief propagation for approximate inference: An empirical study. In Proceedings of Uncertainty in AI, pages 467–475, 1999.

[8] J.S. Yedidia, W.T. Freeman, and Y. Weiss. Generalized belief propagation. In T.K. Leen, T.G. Dietterich, and V. Tresp, editors, Advances in Neural Information Processing Systems 13 (Proceedings of the 2000 Conference), pages 689–695. MIT Press, 2001.

[9] E. Todorov. General duality between optimal control and estimation. In 47th IEEE Conference on Decision and Control, 2008. In press.

[10] R. Stengel. Optimal control and estimation. Dover publications, New York, 1993.

[11] W.H. Fleming and H.M. Soner. Controlled Markov Processes and Viscosity solutions. Springer Verlag, 1992.

[12] H. J. Kappen and W. Wiegerinck. Novel iteration schemes for the cluster variation method. In T. G. Dietterich, S. Becker, and Z. Ghahramani, editors, Advances in Neural Information Processing Systems 14, pages 415–422, Cambridge, MA, 2002. MIT Press.

[13] H.J. Kappen. An introduction to stochastic control theory, path integrals and reinforcement learning. In 9th Granada seminar on Computational Physics: Computational and Mathematical Modeling of Cooperative Behavior in Neural Systems, pages 149–181. American Institute of Physics, 2007.

[14] S. Russell and P. Norvig. Artificial Intelligence. A modern Approach. Prentice Hall, 2003.

[15] T.A Cemgil. A matlab tool box for graphical model inference. Software available upon request, 2000.

[16] T. Heskes, K. Albers, and H.J. Kappen. Approximate inference and constraint optimisation. In Proceedings UAI, pages 313–320, 2003.

[17] C.A. Albers, T.M. Heskes, and H.J. Kappen. Haplotype inference in general pedigrees using the cluster variation method. Genetics, 177:1101–1116, 2007.

[18] T. Minka. Expectation propagation for approximate bayesian inference. In Proceedings UAI, pages 362–369, 2001.

[19] W. Wiegerinck and H.J. Kappen. Factored stochastic optimal control with kullback-leibler control costs. In Proceedings AISTATS, 2009. Submitted.