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Abstract—Location information offered by external positioning systems, e.g., satellite navigation, can be used as prior information in the process of beam alignment and channel parameter estimation for reconfigurable intelligent surface (RIS)-aided millimeter wave (mmWave) multiple-input multiple-output networks. Benefiting from the availability of such prior information, albeit imperfect, the beam alignment and channel parameter estimation processes can be significantly accelerated with less candidate beams explored at all the terminals. We propose a practical channel parameter estimation method via atomic norm minimization, which outperforms the standard beam alignment in terms of both the mean square error and the effective spectrum efficiency for the same training overhead.

Index Terms—Atomic norm minimization, location information, millimeter wave MIMO, reconfigurable intelligent surface.

I. INTRODUCTION

RECONFIGURABLE intelligent surfaces (RISs) are expected to play a pivotal role in the millimeter wave (mmWave) multiple-input multiple-output (MIMO) systems with very-low cost and near-zero power consumption [1], [2]. They can be seamlessly incorporated into existing systems and used for maintaining the connectivity when the direct line-of-sight (LoS) path between the base station (BS) and mobile station (MS) encounters blockage, which is commonly seen in mmWave MIMO systems [3]. Similar to point-to-point mmWave MIMO systems, efficient channel state information (CSI) acquisition is challenging [4]–[6]. However, the prior information on the channel parameters, e.g., angles of departure (AoDs) and angles of arrival (AoAs), derived from an out-of-bound location information system (e.g., global positioning system (GPS) for outdoor environment and ultra wideband (UWB) for indoor environment) on the MS and environmental objects, can help [7], [8]. In [9], [10], the authors considered the beam alignment in mmWave vehicle-to-infrastructure (V2I) communications based on position information. Both supervised offline learning and unsupervised online learning were considered therein. In [11], Xie et al. utilized the position information to construct the beams, taking into consideration the position error, and found the best beams with basis pursuit for mmWave MIMO communications. In [12], Garcia et al. studied the synergy between communication and positioning and proposed an in-band position-aided beam alignment protocol, which does not require the involvement of other positioning systems.

In this letter, we study the effect of prior location information on channel parameter estimation (in particular angular parameters) in RIS-aided mmWave MIMO systems and evaluate the performance in terms of the mean square error (MSE) and the effective spectrum efficiency (SE). Unlike beam alignment approach, the performance will not be limited by the predetermined beam codebooks [9]–[11]. Also, unlike randomly designed beams for channel parameter estimation [13], we harness rough location information for the design of directional training beams, followed by atomic norm minimization (ANM) for channel parameter extraction. Different benchmark schemes, including beam alignment approach, are evaluated to verify the superiority brought by leveraging the prior location information.

II. SYSTEM MODEL

The system model is depicted in Fig. 1, where the direct BS-MS path is blocked and the BS communicates with the MS via the RIS (i.e., BS-RIS-MS path). All the terminals are assumed to equipped with an uniform linear array (ULA), but the extension to uniform planar array (UPA) is feasible. The BS-RIS channel is assumed to have a single LoS path, denoted
as $H_{B,R} \in \mathbb{C}^{N_R \times N_B}$ with $N_B$ and $N_R$ being the number of antennas at the BS and that of the elements at the RIS, respectively. It can be written as

$$H_{B,R} = \sqrt{N_B N_R} \rho_{B,R} \alpha_R(\phi_{B,R}) \alpha_B^H(\theta_{B,R}),$$

where the array response vector $\alpha_R(\phi_{B,R}) \in \mathbb{C}^{N_R \times 1}$ is of the form of

$$\alpha_R(\phi_{B,R}) = \frac{1}{\sqrt{N_R}} \left[ 1, e^{j \pi \sin(\phi_{B,R})}, \ldots, e^{j (N_R-1) \pi \sin(\phi_{B,R})} \right]^T,$$

with half-wavelength inter-element spacing, $\phi_{B,R}$ and $\theta_{B,R}$ are the AoA and AoD associated with the BS-RIS channel, $\rho_{B,R}$ is the propagation path gain, and $j = \sqrt{-1}$ is the imaginary unit. Similar to $\alpha_R(\phi_{B,R})$, $\alpha_B(\theta_{B,R}) \in \mathbb{C}^{N_B \times 1}$ can be formulated in the same manner.

Without loss of generality, we assume that the BS antenna array is parallel to the RIS and no orientation exists at the RIS. Relying on the geometric relationship between the two terminals, we can calculate the angular values, as

$$\theta_{B,R} = \arccos(\frac{r_x - b_x}{\|r - b\|_2}),$$

$$\phi_{B,R} = \pi - \theta_{B,R},$$

where $b = [b_x, b_y]^T$ and $r = [r_x, r_y]^T$ are the coordinates of the BS and RIS, respectively.

The RIS-MS channel $H_{R,M} \in \mathbb{C}^{N_M \times N_R}$ with $N_M$ being the number of antennas at MS, is assumed to have multiple resolvable paths in general. Therefore, it is modeled as one LoS path plus a finite number of non-line-of-sight (NLoS) paths, but the NLoS paths are much weaker compared to the LoS path. The RIS-MS channel is in the form of

$$H_{R,M} = \sqrt{N_R N_M} A_M(\phi_{R,M}) \text{diag}(\rho_{R,M}) A_R^H(\theta_{R,M}),$$

where $A_M(\phi_{R,M}) \triangleq [\alpha_M(\phi_{R,M,1}), \ldots, \alpha_M(\phi_{R,M,L_{R,M}})]$, and $A_R(\theta_{R,M}) \triangleq [\alpha_R(\theta_{R,M,1}), \ldots, \alpha_R(\theta_{R,M,L_{R,M}})]$, with $A_M(\cdot) \in \mathbb{C}^{N_M \times 1}$ denoting the array response vector at the MS and $L_{R,M}$ being the number of paths. The pair of real angles associated with LoS are calculated by following the coordinates of the RIS and MS, similar to (2)–(3) for the BS-RIS channel. We assume that the orientation is known at the MS and its effect can be easily compensated for with fixed offset angle equal to the known orientation. Other pairs of angles rely on the geometric relationship among the reflecting and scattering points in the environment, the RIS, and the MS.

Finally, we assume to have imperfect a priori location information of the MS and environmental objects, e.g., from satellite navigation or indoor positioning technology. We model the prior information on MS location as $\hat{\mathbf{m}} = [\hat{m}_x, \hat{m}_y]^T = \mathbf{m} + \mathbf{e}$ with $\mathbf{m} = [m_x, m_y]^T$ being the true coordinate of the MS, where the estimation error $\mathbf{e}$ is upper bounded as $\|\mathbf{e}\|_2 \leq \epsilon$ (see Fig. 1). The location accuracy is characterized by $\epsilon \geq 0$. The potential range for the AoD of LoS path in the RIS-MS channel is

$$\left[ \theta_{R,M,1} - \arcsin(\epsilon/\hat{d}_{R,M}); \theta_{R,M,1} + \arcsin(\epsilon/\hat{d}_{R,M}) \right],$$

where $\hat{d}_{R,M} = \|r - \hat{\mathbf{m}}\|$ and $\theta_{R,M,1}$ is the estimate of $\theta_{R,M,1}$ based on the prior location information $\hat{\mathbf{m}}$ and the relationship among $\theta_{R,M,1}, r$, and $\hat{\mathbf{m}}$, like that in (2). Similarly, based on the relationship between $\hat{\theta}_{R,M}$ and $\hat{\phi}_{R,M}$ in (3), the potential range for the AoA of LoS path in the RIS-MS channel is

$$\left[ \pi - \theta_{R,M,1} - \arcsin(\epsilon/\hat{d}_{R,M}); \pi - \theta_{R,M,1} + \arcsin(\epsilon/\hat{d}_{R,M}) \right].$$

The potential ranges for the angular parameters related to the NLoS paths of the RIS-MS channel are calculated in the same manner. These ranges are presumed to be computed at the MS (BS) and broadcast to the RIS and BS (MS).

### III. Location-Based Training Beams

The training beams used at the RIS and MS are generated based on the prior information on the potential angular ranges (5)–(6). Ideally, the group of generated beams used at the RIS should cover the whole potential angular range, where the associated objects (e.g., MS, scatterers, reflectors) may locate. The same principle is applied to the MS. The process is summarized as follows [14].

- Uniformly quantize the spatial frequency $(f = \sin(\theta)$ with $\theta$ being the angular parameter from the individual MIMO channels) range $[-1; +1]$ into discrete bins $\{-1 + \frac{1}{M}, -1 - \frac{1}{M}, \ldots, 1 - \frac{1}{M}\}$, with $M > \{N_R, N_M\}$.
  - Construct an over-complete dictionary $A_k = [\alpha_k(-1 + \frac{L}{M}), \alpha_k(-1 + \frac{3L}{M}), \ldots, \alpha_k(1 - \frac{L}{M})]$ for $k \in \{R, M\}$.
- Determine the spatial frequency range from the available imperfect location information, e.g., $f \in [a; b]$, where $-1 \leq a < b \leq 1$; The prior imperfect location information is first transformed into potential angular range, like these in (5) and (6), and then transformed into spatial frequency range.
- Suppose we want to cover the range $[a; b]$ other than the entire spatial frequency range $[-1; 1]$ (the case with no location information) with $N$ beams. We solve $A_k^T F_k = G_k$, for $k \in \{R, M\}$ for $F_k \in \mathbb{C}^{N \times N}$, where $G_k \in \{0, 1\}^{M \times N}$ is binary matrix with circular shift property, in order to make the designed beam have unit response in a certain range while null response in the remaining.
  - $F_k$ can be obtained by the method of least squares (LS) as $F_k = A_k^{-1} G_k$, with $(\cdot)^\dagger$ denoting the matrix pseudo-inverse.

The spatial frequency spanned by one beam is roughly $(b - a)/N$.

- Each column of $F_k$ is regarded as a training beam, used during the channel parameter estimation or beam alignment process. For the RIS, each entry in $F_R$ needs to be constant-modulus in order to satisfy the hardware constraint. Thus, we project each generated beam to the constant-modulus vector space.

\[The number of “1” in each column is $[\frac{b-a}{2} - \frac{b-a}{2}] = \frac{(b-a)M}{2N}$. For instance, for the first column of $G_k^R$, we have $G_k^R[\frac{(a+1)/2}{\frac{b-a}{2}}] = \frac{[\frac{(a+1)/2}{\frac{b-a}{2}}]}{2N} - 1$, and the rest of $G_k^R[\cdot, 1]$ are 0s.\]
location information on the MS or environmental objects.

An example for the designed beams at the MS is depicted in Fig. 2. Other possible beam codebook designs [15] are left for our future study.

IV. CHANNEL PARAMETER ESTIMATION VIA ANM

The beamforming gain (or effective SE) will be limited by the resolution of the designed beams (according to Section III) in the beam alignment process, proven by the results of one benchmark scheme in Section V. Therefore, we resort to ANM based channel parameter estimation to obtain a refinement (higher-resolution than directly provided by the designed beams) of the channel parameters. This enables a better MS combiner and RIS phase control design compared to the ones chosen from the training beam codebooks.

A. Observation Model

During the training process, the beamformer at the BS is designed based on the known coordinates of the BS and RIS, and the BS steers directly towards the RIS. That is, the beamformer at the BS is fixed as \( \mathbf{f} = \mathbf{a}_B(\theta_{R,B}) \).

Assume \( T \) different RIS phase control matrices \( \Omega_i \) (with diagonal elements chosen from the columns of \( \mathbf{F}_R \), studied in Section III) are taken into consideration with \( P \) combining beams \( \mathbf{w}_p \) used at the MS (chosen from the columns of \( \mathbf{F}_M \), studied in Section III), the received signal matrix \( \mathbf{Y} \in \mathbb{C}^{P \times T} \) during the training phase are summarized as

\[
\mathbf{Y} = \mathbf{W}^H \mathbf{H}_{R,M} \mathbf{\Omega}_1 \mathbf{H}_{R,B} \mathbf{f}_s + \cdots + \mathbf{W}^H \mathbf{H}_{R,M} \mathbf{\Omega}_T \mathbf{H}_{R,B} \mathbf{f}_s + \mathbf{W}^H \mathbf{Z},
\]

where \( s \) is the transmitted symbol and set to be 1, \( \mathbf{W} = [\mathbf{w}_1, \ldots, \mathbf{w}_P] \) contains \( P \) beams, exploited at the MS, and \( \mathbf{Z} \) is the additive noise at the MS with each entry following \( \mathcal{CN}(0, \sigma^2) \). \( \mathbf{Y} \) can be further expressed as

\[
\mathbf{Y} = \sqrt{N_B N_R P_{R,B}} \left[ \mathbf{W}^H \mathbf{H}_{R,M} (\mathbf{\omega}_1 \circ \mathbf{a}_R(\phi_{B,R})), \ldots, \right.
\]

\[
\left. \mathbf{W}^H \mathbf{H}_{R,M} (\mathbf{\omega}_T \circ \mathbf{a}_R(\phi_{B,R})) \right] + \mathbf{W}^H \mathbf{Z},
\]

where \( \mathbf{\omega}_t = \text{diag}(\Omega_t) \), for \( t = 1, \ldots, T \), recall that \( \mathbf{\omega}_t \) is chosen from the columns of \( \mathbf{F}_R \), and \( \circ \) denotes the Hadamard product.

B. Case 1: Only LoS Path From RIS to MS \( (L_{R,M} = 1) \)

In this case, the RIS-MS channel has only a LoS path. The received signal associated with one training beam pair (one at the RIS, and one at the MS) can be expressed as

\[
\mathbf{Y}_{l,k} = \xi \mathbf{w}_l^H \mathbf{a}_M(\phi_{R,M}) \mathbf{a}_R^H(\theta_{R,M}) (\mathbf{\omega}_k \circ \mathbf{a}_R(\phi_{B,R})) + [\mathbf{W}^H \mathbf{Z}]_{l,k}
\]

where \( \mathbf{\omega}_k = \sqrt{N_R N_M P_{R,M} P_{R,B}} \), \( \theta_{\text{diff}} \triangleq \text{asin}(\sin(\phi_{B,R}) - \sin(\theta_{R,M})) \). The channel estimation problem is equivalent to LoS channel parameter estimation with prior angular/frequency information. We reformulate the received signal matrix as

\[
\mathbf{Y} = \mathbf{W}^H \hat{\mathbf{H}} \hat{\mathbf{\Omega}} + \mathbf{W}^H \mathbf{Z},
\]

where \( \hat{\mathbf{H}} \) is a rank-one channel matrix, as

\[
\hat{\mathbf{H}} = \xi \mathbf{a}_M(\phi_{R,M}) \mathbf{a}_R^T(\theta_{\text{diff}}),
\]

and \( \hat{\mathbf{\Omega}} = [\omega_1, \ldots, \omega_T] \). The low-complexity decoupled ANM [16] is exploited to estimate the AoA of RIS-MS channel and angular difference associated with the RIS. By defining \( \hat{\mathbf{U}} = \hat{\mathbf{H}} \hat{\mathbf{\Omega}} \) as \( \hat{\mathbf{U}} = \mathbf{a}_M(\phi_{R,M}) \hat{\mathbf{e}} \) with \( \hat{\mathbf{e}} = \xi \mathbf{a}_R^T(\theta_{\text{diff}}) \hat{\mathbf{\Omega}} \), the estimation of \( \phi_{R,M} \) based on \( \mathbf{Y} \) can be formulated as regularized denoising,

\[
\min_{\mathbf{\hat{U}}} \frac{\mu}{2} \| \mathbf{\hat{U}} \|_{A_M} + \frac{1}{2} \| \mathbf{Y} - \mathbf{W}^H \mathbf{\hat{U}} \|_F^2,
\]

where \( \| \mathbf{\hat{U}} \|_{A_M} \) is the atomic norm of \( \hat{\mathbf{U}} \), as

\[
\| \mathbf{\hat{U}} \|_{A_M} = \inf_{\{ \mathbf{u}, \mathbf{z} \}} \left\{ \frac{1}{2T} \text{Tr}(\mathbf{Z}) + \frac{1}{2N_R} \text{Tr}(\text{Toep}(\mathbf{u})) \right\},
\]

s.t. \( \text{Toep}(\mathbf{u}) \mathbf{U}^H \mathbf{Z} \succeq 0 \).

with the atomic set as \( A_M = \{ \mathbf{a}(\phi) \mathbf{e}^T \in \mathbb{C}^{N_R \times T} : \phi \in [-\pi, \pi], \| \mathbf{e} \| = 1 \} \), \( \mu \) is regularization parameter, \( \text{Tr}(...) \) denotes the trace operation, and \( \text{Toep}(\mathbf{u}) \) is a Toeplitz matrix with \( \mathbf{u} \) being its first row. The optimization problem in (11) can be further expressed as

\[
\{ \hat{\mathbf{u}}, \hat{\mathbf{Z}} \} = \arg \min_{\mathbf{u}, \mathbf{Z}} \frac{\mu}{2T} \text{Tr}(\mathbf{Z}) + \frac{\mu}{2N_R} \text{Tr}(\text{Toep}(\mathbf{u}))
\]

\[
+ \frac{1}{2} \| \mathbf{Y} - \mathbf{W}^H \mathbf{\hat{U}} \|_F^2,
\]

s.t. \( \text{Toep}(\mathbf{u}) \mathbf{U}^H \mathbf{Z} \succeq 0 \).

The estimation of \( \phi_{R,M} \) can be obtained by root finding approach based on \( \text{Toep}(\mathbf{u}) \) with \( \mathbf{u} \) from (13) [4]. Similarly, we can estimate the angular difference \( \theta_{\text{diff}} \) in the same manner based on \( \mathbf{Y}^T \).
C. Case 2: RIS-MS Multi-Path Channel ($L_{R,M} > 1$)

Recall $Y$ in (8), the $(l, k)$th entry of $Y$ is in the form of 

$$
[Y]_{l,k} = W_l^H \sqrt{N_{BR} N_{RM}} A_{RM}(\phi_{RM}) \text{diag}(\rho_{RM}) A_R^H(\theta_{RM}) \times \rho_{BR} \frac{1}{N_{BR} N_{RM}} e^{j(\phi_{BR} + \theta_{RM})} Z_{l,k} + [W^H Z]_{l,k},
$$

where $\theta_{\text{diff}} \triangleq \text{asin}(\sin(\theta_{RM}) - \sin(\phi_{BR}) \cdot 1)$, when 1 is an all-one vector.

This is equivalent to rank-$L_{R,M}$ (rank-deficient) mmWave MIMO channel estimation, and decoupled ANM can also be applied [4].

V. SIMULATION RESULTS

We evaluate the channel parameter estimation performance and effective SE with prior location information. We set $N_B = N_M = 16$, $N_R = 64$, $\rho_{BR} \sim C N(0, 1)$ for all the simulations.\(^3\) The signal-to-noise ratio (SNR) is defined as $1/\sigma^2$. For the channel parameter estimation, we introduce the benchmark where $W$ and $\{\omega_i\}$ are uniformly designed to cover the entire spatial frequency range $[-1; 1]$. For the effective SE evaluation, two different benchmark schemes (beam alignment) are considered: 1) multiple high-resolution beams used at the RIS and MS [17]; 2) a single wide beam used at the RIS and MS [8]. For 1), we choose the beam pair associated with the highest received signal power. For 2), a wide beam covering the whole potential spatial frequency range is considered and thus no training overhead is consumed. The effective SE is expressed as 

$$
R = \mathbb{E} \left[ \frac{T_c - T_{\text{t}}}{T_c} \log_2 \left( 1 + \frac{|w^H H_{RM} \Omega^* H_{BM} f|^2}{\sigma^2} \right) \right] \text{b/s/Hz},
$$

where $T_c$ is the duration of coherence time, $T_{\text{t}}$ is the duration for training, $w^*$ and $\Omega^*$ are the designed MS combiner and RIS phase control matrix based on the parameter estimates [4].

In the first experiment, we compare the channel parameter estimation with prior location information and that without it, where only a LoS path is considered for $H_{RM}$ and $\rho_{RM} \sim C N(0, 1)$. The potential spatial frequency range (one-to-one correspondence with the angular range) determined by the rough location information is $[0.2; 0.6]$. Without the location information, the training beams are uniformly generated. As shown in Fig. 3, the performance in terms of MSE of channel parameter estimation (actually in frequency domain other than angular domain) can be improved significantly with the availability of the MS location information, though it is rough. Also, we provide the theoretical Cramér-Rao lower bounds (CRLBs) for the angular parameter estimators as a reference for the proposed scheme and the benchmark scheme. As we can see from the figure, the CRLBs for the proposed scheme are much lower than these for the benchmark scheme thanks to the enhancement on the training beams by the availability of the prior location information.

We evaluate the effective SE with only a LoS path for $H_{RM}$ and $T_{\text{c}} = 500$, taking into consideration of benchmark schemes 1) and 2). As shown in Fig. 4, the performance can be further improved by estimating the channel parameter, based on which a refinement on the MS combiner and RIS control matrix is achieved.\(^4\)

Now, we extend the study to multi-path scenario for $H_{RM}$ with $\rho_{RM,1} \sim C N(0, 1)$ and $\rho_{RM,2} \sim C N(0, 0.1)$, and evaluate the channel parameter estimation and effective SE. In this scenario, the potential spatial frequency ranges associated with the two paths are set as $[0.2; 0.6]$ and $[0.7; 0.9]$. From the simulation results in Figs. 5 and 6, we can observe that the performance can also be improved significantly by taking the rough location information into consideration.

\(^3\)In practice, an RIS may have hundreds of elements, but during the channel estimation phase, some of them may need to be turned off (i.e., in an absorption mode) in order to achieve an optimal tradeoff between estimation performance and computation complexity.

\(^4\)Throughout the paper, we assume a single RF chain at the MS, so $T_{\text{t}} = PT$. If multiple RF chains are considered at the MS, the duration for training can be further reduced.
Fig. 5. Angular difference and AoA of $H_{R,M}$ estimation with $P=6$; $T=24$, $N_B = N_M = 16$, $N_R = 64$, $L_{R,M} = 2$.

Fig. 6. The effective SE with location information for the multi-path scenario.

VI. CONCLUSION

We have exploited prior information on the location of the MS and environmental objects in RIS-aided mmWave MIMO systems. It has been verified that the introduction of such prior information can further enhance the performance, e.g., MSE, effective SE, compared to the beam alignment approach.
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