Efficient quantitative assessment of robot swarms: coverage and targeting Lévy strategies
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Abstract. Biologically inspired strategies have long been adapted to swarm robotic systems, including biased random walks, reaction to chemotactic cues and long-range coordination. In this paper we apply analysis tools developed for modeling biological systems, such as continuum descriptions, to the efficient quantitative characterization of robot swarms. As an illustration, both Brownian and Lévy strategies with a characteristic long-range movement are discussed. As a result we obtain computationally fast methods for the optimization of robot movement laws to achieve a prescribed collective behavior. We show how to compute performance metrics like coverage and hitting times, and illustrate the accuracy and efficiency of our approach for area coverage and search problems. Comparisons between the continuum model and robotic simulations confirm the quantitative agreement and speed up of our approach. Results confirm and quantify the advantage of Lévy strategies over Brownian motion for search and area coverage problems in swarm robotics.
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1. Introduction

Search and coverage tasks are the basis for many potential applications for biologically-inspired robot swarms, for instance in search and rescue [26], foraging for natural resources [29], exploration/mapping [42], environmental monitoring [61], cooperative cleaning [4], and intruder detection and surveillance scenarios [27].

Multiple robots can spread across an environment in order to sense it from different vantage points and distribute themselves to maximize the rate at which the environment is explored. Like their biological models, robots in these swarms are governed by simple reactive behaviours, usually by availing only of local and instantaneous information and requiring limited or no communication with each other [23]. Since robots do not need to build shared models of their environment, nor globally agreed plans, target systems can be more robust and fault tolerant, and potentially more scalable and more suitable to unknown and dynamic environments than centralised coordination approaches [58].

However, all this flexibility comes at a price. Crucially, the biggest hurdle for successfully applying swarm robotic approaches in general is the inherent difficulty in engineering the behaviour of each robot to achieve system-level properties [7]. Behavior-based design is the most common approach to develop a swarm robotics system [57]. Control laws for individual robots’ behaviours are implemented and successively improved sometimes by a process of trial and error [31], or by relying on soft-computing methods such as multi-robot reinforcement-learning [43] and evolutionary algorithms used in evolutionary robotics [52, 68], until the overall swarm exhibits the desired global behaviour. Simulations are usually necessary, as these methods require many iterations to converge and it would be simply impractical and take an extremely long time to run numerous field tests with many real robots. Consequently, the development of robotic swarms is usually limited to specific scenarios where both tasks and environment are strictly defined. Unfortunately, although simulations are much faster than real experiments, the greater the number of robots to be simulated, the longer it takes to obtain results, especially at higher densities or for longer-range interactions. Even if simulators like ARGoS manage to simulate thousands of robots in specific situations [59], e.g. through parallel execution of subspaces, their run time will scale with the number of robots. Hence, it is hard to provide and predict the effect of changes either in each robot’s behaviour, or in the number of robots in the overall swarm performance.

Math-based approaches such as the one presented in this paper address these problems by combining fundamental principles of modeling and control for large scale robotic swarms, and providing analytical tools that can be used to accelerate the design of robot swarms behaviours [48]. While in [33] a detailed derivation of the mathematical model for a swarm robotic system was given, a comparison with robotic simulations was not considered.

Specifically, in the work presented here we tackle these problems using tools developed for the modeling of biological systems. We start from the movement of the individual robot, including local communication and interactions. As an example,
we derive a continuum model for Lévy strategies with characteristic long-range movements, between the ballistic (Lévy exponent $\alpha = 1$) and diffusive ($\alpha = 2$) regimes. The resulting continuum model describes the evolution of the probability density of robots in terms of a non-local macroscopic diffusion equation. It allows efficient quantitative characterization of robot swarms and scalability for large number of robots since we are not studying the behaviour of each individual but rather the collective motion of a robot’s density. Macroscopic partial differential equations (PDEs) not only provide fast computational approaches, but also provide analytical insights into the system-level behaviour of the robot collective.

The main results in this paper are the following:

- Robotic quantities of interest, such as area coverage and the expected hitting time to reach a target, can be computed from the macroscopic robot density, as illustrated in Section 6.

- The numerical experiments illustrate quantitative agreement for these quantities with individual robot simulations within the statistical margins of error.

- From the numerical experiments we confirm the advantages of strategies characterized by a strong presence of long trajectories (Lévy walks) over Brownian motion. For the strategies considered in this article, the Lévy exponent $\alpha = 1$ is observed to lead to optimal area coverage and hitting times.

- Our numerical implementation provides a fast method to predict the global performance of a swarm robotic system.

In particular, our analytical models and computational tools allow to efficiently assess the consequences of swarm robotic design decisions with a complexity independent of the number of robots, as long as their density is low. This paper thereby shows the insights and methods which can be obtained by adapting ideas from continuum models of realistic interacting particle systems to robotic problems. Detailed models for concrete applications will be pursued elsewhere.

The remainder of the paper is organised as follows: Section II provides an overview of related work. Section III introduces the search strategy, while the derivation of the macroscopic description is the content of Section IV. Section V describes the robotic simulations and Section VI the comparison with the numerical results. In Section VII we discuss the results and Section VII summarises our conclusions.

2. Related work

Simple approaches such as bacterial chemotaxis, phototaxis and run-and-tumble processes have been applied to individual robots. For searching large areas for sparse and randomly located targets, a combination of biased random walk and Lévy strategies has proven to be efficient and robust to changes in the environment, for instance, in the case of underwater multi-robot systems.
From a different perspective, in swarm robotic systems Lévy strategies have also proven to be effective and provide a controlled model system to understand biological behavior. These strategies involve long-range movement, mimicking the behavior of T cells [36]. They prove useful for target search problems for sparsely distributed targets. Further examples where bio-inspired search strategies have been applied to robots include [67, 16]

For biological systems like flocks of birds or fish schools, self-organization and pattern formation have motivated the development of mathematical models to reproduce and analyze the collective behavior. An influential mathematical model governing these interacting particle systems was proposed by T. Vicsek et al. [69] in 1995. In this model, particles move with a constant speed and at each time step they align their velocity to the average velocity of the neighboring particles with some random perturbation. Subsequent works like [12] and [15] added realistic refinements to the mathematical description.

Second order models, where the velocity changes dynamically depending on the interactions and alignment, have been studied in great length [13, 10, 24], where also relevant macroscopic systems of equations have been derived.

Applications of these ideas in the context of robotic systems are starting to emerge. In [48] a proof of principle of the use of macroscopic modeling for the control of a large system of robots was demonstrated. The main focus was not on modeling details of the robotic system, but on its optimal control by a centralized controller. Cues to guide the movement of the robots were included in [38] to direct the movement of robots. As these first works modeled the actual movement strategies and interactions only in a generic way, discrepancies between the macroscopic equation and individual particle models were observed.

More detailed models for the aggregation of robots were proposed in [63], while neglecting the modeling of the spatial movement. Similarly, [60] started from a detailed non-spatial model for a search problem, to which diffusive and drift components where added.

The first macroscopic models more closely related to our work have only emerged recently [5, 19, 20, 71]. The focus in these works is towards realistic metrics to measure the performance of a swarm robotic system, as a basis for its optimization and control. Non-interacting Brownian robots are studied as the simplest possible model systems, with a first extension to nonlinear diffusion in [20]. Simple kinetic models for chemotaxis related to the current work have been studied in [45, 46]. The approach was used for the design of strategies for assembling the robots according to a given target probability density. We refer to [30] for the opportunities of partial differential equation models in robotics. On the other hand, there has been some works on Lévy search strategies, for example see [18, 22, 41].

Our current work considers the modeling of realistic, complex robot movement by macroscopic partial differential equations on large spatial and time scales, as relevant for the design of interactions and movement laws. We illustrate the modeling opportunities
for the performance metrics of coverage and hitting times.

3. Description of the search strategy

A swarm robotics system consists of a large number of simple independent robots with local rules, communication and interactions among them and with the environment, where the local interactions may lead to collective behaviour of the swarm. In this work, we use a swarm of N e-puck robots [50], which are differential drive robots, in a domain $\Omega$ in $\mathbb{R}^2$ with reflective boundary conditions, which provides a specific model system. Each robot of diameter $\rho > 0$ is characterized by its position $x_i \in \mathbb{R}^2$, its run time $\tau_i$, which is defined as the time between two consecutive changes in direction, and direction $\theta_i \in S = \{||x_i|| = 1\} \subseteq \mathbb{R}^2$. We assume that each robots moves according to the following rules:

A1. The trajectories are characterized by long straight line motion interrupted by instantaneous reorientations when the robot stops (for a very short time), and here a new direction of motion is randomly chosen. This movement is called a velocity jump process. The speed $c$ of the robots is assumed to be constant.

A2. Starting at position $x_i$ at time $t$, a robot $i$ runs in direction $\theta_i$ for a Lévy distributed time $\tau_i$, called the “run time”.

A3. The run time $\tau_i$ follows a power-law survival function with cumulative density

$$\psi_i(x_i, \tau_i) = \left( \frac{\varsigma_0(x_i)}{\varsigma_0(x_i) + \tau_i} \right)^\alpha, \quad \alpha \in (1, 2).$$

It describes the probability that an individual moving in some fixed direction does not stop until time $\tau_i$. The function $\varsigma_0(x_i) > 0$ captures possible spatial inhomogeneities.

A4. After being running for a time $\tau_i$, the robots stop (see A1.) with a frequency given by

$$\beta_i(x_i, \tau_i) = -\frac{\partial \tau_i}{\psi_i} = \frac{\varphi_i}{\psi_i},$$

where $\varphi_i$ is the stopping density function.

A5. Each time the robot stops it selects a new direction $\theta_i^*$ according to a symmetric distribution $k(\theta_i^*; \theta_i) = k(|\theta_i^* - \theta_i|)$. This describes a bias according to the previous orientation which incorporates an element of persistence of orientation.

A6. The collisions of two robots are assumed to be elastic. The new direction after collision is $\theta_i' = \theta_i - 2(\theta_i \cdot \nu)\nu$, where $\nu = \frac{x_i - x_j}{|x_i - x_j|}$ is the normal vector at the point of collision.

The power law behaviour in Assumption 3 describes the long tailed distribution of run times, instead of the Poisson process in classical velocity jump processes [56].

Note that the assumptions correspond to independent individuals with simple capabilities relative to typical tasks for swarm robotic systems. In the systems
considered in this article robots interact only with their neighbors in a narrow sensing
region, determined by the range of the physical sensors. The movement decisions are
based on the current positions and velocities, not information from earlier interactions.
This assures the scalability to large numbers of robots, while non-local collective
movement may emerge from local rules [62].

While the short ranged interactions correspond to the specific systems described
in Sections 5 and 6, where the sensor range is around 6cm and of the order of the
robot’s diameter, macroscopic models can be derived also for systems with long-range
interactions [33].

Related movement laws have been used for target search, for example, in the
experiments in [36]. Refined local control laws and the possibility for quantitative
experiments with robots open up novel modeling opportunities. In Section 6 we apply
the theoretical results and present numerical experiments.

In this article microscopic quantities (and equations) are used to refer to individual
robots (and the trajectories of the individual robots), while macroscopic quantities (and
equations) describe the density of robots (and the time evolution of the density).

4. Microscopic description for individual movement

In this section we adapt the mathematical description developed in [33] to the specific
experimental set up.

For the $N$-individual system described in Section 3 the microscopic density
$\sigma = \sigma(x_i,t,\theta_i,\tau_i)$ of robots in position $x_i$ at time $t$ moving in the direction $\theta_i$ for
some time $\tau_i$, evolves according to a kinetic equation

$$\partial_t \sigma + \sum_{i=1}^{N} (\partial_{x_i} + c\theta_i \cdot \nabla_{x_i}) \sigma = - \sum_{i=1}^{N} \beta_i \sigma ,$$

in the domain $\Omega^N = \{(x_1, \ldots, x_N) \in \mathbb{R}^{2 \times N} : |x_i - x_j| \geq \varrho \ \forall i, j\}$. The left hand side
of (3) describes the trajectories followed by the robots, more specifically, a straight line
motion. The right hand side gives the density of robots that stop with a frequency $\beta_i$, given in (2).

After stopping, according to Assumption 5 robots choose a new direction of motion $T_i$ given by

$$T_i \phi(\theta_i^*) = \int_{S} k(\theta_i; \theta_i^*) \phi(\theta_i) d\theta_i ,$$

where the new direction $\theta_i^*$ is symmetrically distributed with respect to the previous
direction $\theta_i$, according to the distribution $k(\theta_i; \theta_i^*) = \tilde{k}(|\theta_i^* - \theta_i|)$ and $\phi(\theta_i) \in L^2(S)$ [3].

The expression (4) describes the change in direction $\theta_i \rightarrow \theta_i^*$. See Appendix Appendix A for some properties of the operator $T$. 
4.1. Equation for the two-particle density

The description (3) of the N-robot problem \( a \) priori requires the understanding of collisions among the whole system. In this section, however, we aim for a macroscopic description for low densities where collisions of more than two individuals may be neglected \([8]\). Hence, by neglecting collisions of 3 or more robots we integrate out robots \( 3, \ldots, N \) from \( \sigma \). The transport equation which describes the movement of two individuals \( \mathbf{x}_1, \mathbf{x}_2 \in \Omega^2 \), is given by

\[
\partial_{\tau_1} \sigma + \partial_{\tau_2} \sigma + \partial_t \sigma + c \theta_1 \cdot \nabla \mathbf{x}_1 \sigma + c \theta_2 \cdot \nabla \mathbf{x}_2 \sigma = - (\beta_1 + \beta_2) \sigma .
\]

(5)

Here \( \sigma = \sigma(\mathbf{x}_1, \mathbf{x}_2, t, \theta_1, \theta_2, \tau_1, \tau_2) \) is the two-particle density function.

We also define a density independent of \( \tau_2 \) given by

\[
\tilde{\sigma}_{\tau_1}(\mathbf{x}_1, \mathbf{x}_2, t, \theta_1, \theta_2) = \int_0^t \sigma d\tau_2 ,
\]

and similarly we can define \( \tilde{\sigma}_{\tau_2} \). Moreover, integrating both run times, \( \tau_1, \tau_2 \) we have

\[
\tilde{\sigma}(\mathbf{x}_1, \mathbf{x}_2, t, \theta_1, \theta_2) = \int_0^t \int_0^t \sigma d\tau_1 d\tau_2 .
\]

After stopping with rate given by \( \beta_1 \), robot 1 starts a new run at \( \tau_1 = 0 \) which is described by

\[
\tilde{\sigma}_{\tau_1}(\mathbf{x}_1, \mathbf{x}_2, t, \theta_1, \theta_2, \tau_1 = 0) = \int_{S} k(\theta_1^*; \theta_1) \int_0^t \beta_1 \tilde{\sigma}_{\tau_1}(\mathbf{x}_1, \mathbf{x}_2, t, \theta_1^*, \theta_2, \tau_1) d\tau_1 d\theta_1^*
\]

\[
= T_1 \int_0^t \beta_1 \tilde{\sigma}_{\tau_1}(\mathbf{x}_1, \mathbf{x}_2, t, \theta_1, \theta_2, \tau_1) d\tau_1 .
\]

(6)

We can similarly define \( \tilde{\sigma}_{\tau_2}(\mathbf{x}_1, \mathbf{x}_2, t, \theta_1, \theta_2, \tau_2 = 0) \).

Integrating (5) with respect to \( \tau_1 \) and \( \tau_2 \) and using (6) we obtain

\[
\partial_t \tilde{\sigma} + c \theta_1 \cdot \nabla \mathbf{x}_1 \tilde{\sigma} + c \theta_2 \cdot \nabla \mathbf{x}_2 \tilde{\sigma} = - (1 - T_1) \int_0^t \int_0^t \beta_1 \sigma d\tau_1 d\tau_2
\]

\[
- (1 - T_2) \int_0^t \int_0^t \beta_2 \sigma d\tau_1 d\tau_2 .
\]

(7)

4.2. PDE model for interacting robots with Lévy strategies

In applications, the mean run time \( \bar{\tau} \) is often small compared with the macroscopic time scale \( T \) in which the movement of the swarm of robots is observable, and we aim to study \([7]\) for \( \varepsilon = \bar{\tau}/T \ll 1 \). We introduce normalized variables \( t_n, \mathbf{x}_n, \tau_n \), and \( c_n \) and a diffusion limit of (7) is obtained under the scaling \((\mathbf{x}, t, \tau) \mapsto (\mathbf{x}_n s/\varepsilon, t_n/\varepsilon, \tau_n/\varepsilon^\mu)\), with \( c_n = \varepsilon^{-\gamma} c_0 \) for \( \mu, \gamma > 0 \). We further assume that the diameter of each robot is
small, $\rho = \varepsilon^\xi$, with $\xi > 0$, while the number of robots $N$ is large so that $(N-1)\rho = \varepsilon^{\xi-\vartheta}$, with $\xi - \vartheta < 0$.

These assumptions are frequently satisfied in area coverage or search problems, where the area occupied by the robots is relatively small, but nonzero, compared to the area of the total arena. For example, in the experiments simulated in Section 6, $\varepsilon$ is of the order 0.005. By applying the resulting equations to initial conditions localized around each robot, the resulting equations allow to approximate quantities of interest, like coverage, hitting times or optimal placement, also for finite robot diameter $\rho$.

In the above parabolic scaling, this section obtains a fractional diffusion equation from (7) for the density of robots moving according to the model in Section 3.

First, from the two-particle density equation (7) we aim to derive an equation for the one-particle density function

$$p(x_1, t, \theta_1) = \frac{1}{|S|} \int_0^t \int_0^t \int_S \int_S \sigma d\theta_2 d\tau_1 d\tau_2 .$$

(8)

Here we follow some of the main steps in [33] where we derived a macroscopic PDE for a system of interacting particles with long-range diffusion and alignment.

We integrate (7) with respect to the accessible phase space $(x_2, \theta_2) \in \Omega_2 \times S$, where $\Omega_2 = \Omega_2(x_1) = \{x_2 \in \mathbb{R}^2 : |x_1 - x_2| > \rho\} = \mathbb{R}^2 \setminus B_\rho(x_1)$ and $B_\rho(x_1)$ is a ball of radius $\rho$, centered around $x_1$. Introducing the scaling at the beginning of this section we obtain

$$\varepsilon \partial_t p + \varepsilon^{-1-\gamma} c_0 \theta_1 \cdot \nabla p = \varepsilon^{-\gamma} c_0 \int_{\partial B_\rho} \int_S \nu \cdot (\theta_1 - \theta_2) \tilde{\sigma} d\theta_2 dx_2$$

$$- (1 - T_1) \int_0^t \mathcal{B}^\varepsilon(x_1, t - s) p(x_1 - c\theta_1(t - s), s, \theta_1) ds .$$

(9)

The first term in the right hand side of the above expression describes the collision between the robots, while the second term describes the long-range movement, encoded in the operator $\mathcal{B}$. See Appendix B for the details of the derivation.

Up to lower order terms, we expand $p(x_1, t, \theta_1)$ as follows

$$p(x_1, t, \theta_1) = |S|^{-1}(u(x_1, t) + \varepsilon^{\gamma} 2\theta_1 \cdot w(x_1, t) + o(\varepsilon^{\gamma})) ,$$

(10)

where

$$u(x_1, t) = \int_S p d\theta_1 \quad \text{and} \quad w(x_1, t) = \int_S \theta_1 p d\theta_1 .$$

The quantity $u(x_1, t)$ represents a macroscopic density since it does not depend on individual characteristics of the robots such as the direction of motion $\theta$ or the run time $\tau$. $w(x_1, t)$ describes the mean direction of a density of robots.

Substituting (10) into (9) and integrating with respect to $\theta_1$, we obtain the conservation law for the macroscopic density:

$$\partial_t u(x_1, t) + 2c_0 \nabla \cdot w(x_1, t) = 0 .$$

(11)
Note that the first term in the right hand side vanishes due to the symmetry in \( \theta_1 \) and \( \theta_2 \) and in the second one we use (A.1).

The final step is to compute the mean direction of motion \( w \) and substitute it into the conservation equation.

Starting with the collision term in (9) we can write

\[
\tilde{\sigma}(x_1, x_2, t, \theta_1, \theta_2) = \tilde{\sigma}(x_1, x_1 - \nu \rho, t, \theta_1, \theta_2)
\]

since the normal vector \( \nu \) at the time of collision is given by \( \nu = (x_1 - x_2)/\rho \) hence, \( x_2 = x_1 - \nu \rho \). The key step to re-write this term is to use the molecular chaos assumption, which is plausible at low density of robots [8, 35], where collisions between more that 2 robots is neglected. It states that the velocity of the robots is approximately independent of each other, so that \( \tilde{\sigma} \) approximately factors into one-particle densities

\[
\tilde{\sigma}(x_1, x_1 \pm \varepsilon \xi \nu, t, \theta_1, \theta_2) = p(x_1, t, \theta_1) p(x_1, t, \theta_2) + \mathcal{O}(\varepsilon^2).
\]

For the second term in the right hand side of (9) we use a quasi-static approximation such that \( \dot{B}^\varepsilon(x_1, \varepsilon \lambda + \varepsilon^{1-\gamma} c_0 \theta_1 \cdot \nabla) \simeq \dot{B}^\varepsilon(x_1, \varepsilon^{1-\gamma} c_0 \theta_1 \cdot \nabla) \), since \( \gamma > 0 \) and then we obtain a term involving the fractional Laplacian as described in Appendix C.

Finally, rewriting the right hand side of (9) as described above we multiply by \( \theta_1 \) and integrate in \( S \) to obtain the following result.

**Theorem 1.** As \( \varepsilon \to 0 \), the macroscopic density \( u(x, t) \) satisfies the following fractional diffusion equation:

\[
\partial_t u = c_0 \nabla \cdot \left( \frac{1}{F(u)} C_\alpha \nabla^{\alpha-1} u \right)
\]

\[
F(u) = \frac{\alpha - 1}{s_0 |S|} (1 - \nu_1) + \frac{32 c_0^3}{3 |S|^2} u,
\]

\[
C_\alpha = -\frac{c_0^{\alpha-2} c_0^{\alpha} (\alpha - 1) 2\pi (|S| - 4\nu_1)}{\sin(\pi \alpha) \Gamma(\alpha) |S|^2}.
\]

The term \( F(u) \) comes from the interactions and \( C_\alpha \) is the diffusion coefficient.

**Proof.** See Appendix C for the derivation of the fractional Laplacian and [33] for further details on the proof of the Theorem.

To measure the coverage of the domain in the continuum sense, and be able to compare it with the discrete robotic simulations we define the following time averaged coverage function, used later in Section 6.

\[
\text{Cov}(t) = \frac{1}{t} \int_0^t \int_\Omega \min(u(x, s), \bar{\rho}) \, dx \, ds \quad \text{where} \quad \bar{\rho} = \frac{1}{|\Omega|}.
\]

The idea for this definition of coverage is as follows: Once the density \( u \) reaches a threshold \( \bar{\rho} \) it is considered to be covered. To avoid over-counting already covered areas,
the min function is used. Since $\int_{\Omega} ud\mathbf{x}$ is constant for all time $t \geq 0$, a natural choice for the threshold is the uniform distribution of the macroscopic density in $\Omega$.

The second quantity of interest which we compare with the individual robot simulations is the expected hitting time (see [54] for analogous definition of hitting time). For a given target, this is defined as the time taken before a robot reaches this target. For the target $T \in \Omega$ occupying a volume $\text{vol}(T) > 0$ we seek the hitting time $t_0 \geq 0$ at which the density of the solution $u$ reaches certain threshold $\delta$, i.e.,

$$\delta = \int_T u(x, t_0) d\mathbf{x}.$$ 

In Section 5 we use an analytic expression for the solution $u$ in $\mathbb{R}^n$ obtained in [34] as well as a numerical solution.

5. Robot simulations

A Lévy search strategy was implemented for the e-puck [50] robot using the Webots [47] 2019a simulator in a arena of dimensions 220cm by 180cm. Each e-puck is a differential wheeled robot with a circular body with a diameter of 7.5cm and 2 wheels of a diameter of 4.1cm. The robots are initially placed at centre of the simulated arena. Specifically, they are placed in a ring and oriented to face away from one another. For simulations of robot population sizes 5, 10, 15 and 20 the diameter of these initial positions are 25cm, 30cm, 40cm and 55cm. An example for the initial setup with 5 robots is shown in Figure 1.

To track the coverage of the simulated arena, we discretized the environment by overlaying a virtual grid of 1cm $\times$ 1cm cells onto it. Each cell captures the simulation time at which it was reached by any robot (hit time) and therefore the coverage at any one time can be computed by simply counting the number of non-empty cells. Figure 2 shows the simulator’s display tool used to visualize visited cells (in white) and empty cells (in black).

The coverage grid is maintained by a supervisor agent within the simulation, which is able to access the position of all robots at each step of the simulation. The supervisor records these positions into the coverage grid. In addition it regularly computes and saves the current coverage value.

The supervisor computes the coverage as follows [21]:

$$\text{Coverage} = \frac{\text{number of explored cells}}{\text{total number of cells}}.$$  \hspace{1cm} (16)

The controller used by each e-puck robot is shown in Algorithm 1‡.

The robots alternate on-the-spot turns (with rotational velocity fixed at 0.858 rad/sec) with straight movements (at 6.44 cm/sec) in the direction of target points that are computed using the Lévy distribution relative to their current position. Robots do

‡ Code available at
Figure 1: These two images show the placement of the \textit{e-puck} robots within the arena for all simulations with 5 robots in the Webots\cite{47} simulator. On the left, a birds-eye view of the initial positions around the centre of the arena can be seen - the robots are placed in a ring formation. On the right, a zoomed in side view of the initial orientations in the same arena - the robots are facing away from each other.

Figure 2: This image shows a birds-eye view of the coverage trails left by 5 \textit{e-puck} robots within the arena in the Webots\cite{47} simulator after two minutes of execution. The \textit{e-puck} robot’s (small green disk) coverage can be visualised by overlaying an image onto the base of the arena. It can be seen that the robots have left a cluster of small trails around their initial centre positions, seen in Figure 1, before performing slightly larger movements which have spread the robots out within the arena.

not avoid obstacles, pro-actively. Rather, they stop and compute a new target point whenever their on-board Infrared (IR) range sensors detect an obstacle (either another robot or the borders of the arena).

The movement of each \textit{e-puck} is characterized by long distance runs, where the run
while True do
    \((x_{\text{new}}, y_{\text{new}}) = \text{levyDistribution}()\)
    distanceToTravel = norm((\(x_{\text{new}}, y_{\text{new}}\)))
    angle = atan2((\(x_{\text{new}}, y_{\text{new}}\)))
    rotateRobot(angle)
    while distanceTraveled < distanceToTravel do
        if no obstacles are detected then
            moveForward()
        else
            break
        end
    end
end

Algorithm 1: \textit{e-puck} Lévy Search controller. This algorithm outlines the behaviour of the \textit{e-puck} robots. The robot’s new position is calculated within the \texttt{levyDistribution()} function and calculations required for this are shown in (17).

distance \(r\) is generated from a Lévy process [9, 39]

\[
    r = \frac{\sin(\alpha X_1)}{(\cos(X_1))^{1/\alpha}} \left(\frac{\cos((1 - \alpha) \tilde{X}_1)}{\tilde{X}_2}\right)^{1-\alpha},
\]

(17)

and the new positions are computed, for \(\theta = \pi X_3\), as

\[
    x_{\text{new}} - x_{\text{current}} = r \cos(\theta), \quad \text{and} \quad y_{\text{new}} - y_{\text{current}} = r \sin(\theta).
\]

(18)

Here, \(\tilde{X}_1 = 1/\pi X_1\) is a uniform random variable in the interval \([-\pi/2, \pi/2]\], \(\tilde{X}_2 = -\ln X_2\) has a unit exponential distribution and \(X_1 = X_2 = X_3\) are uniformly distributed random variables in the interval \((0, 1)\). Since we are calculating the new location \((x, y)\) relative to the base of the robot, we can set \(x_{\text{current}} = y_{\text{current}} = 0\).

Each simulation is run for \(T = 20\) minutes and coverage values are recorded every second. The supervisor agent then resets the robots into their original positions, clears the coverage grid and saves experiment data to a file. These simulations are run in batches so that data for hundreds of different runs can be captured and compared. Simulations were run for different parameters; \(N = 5, 10, 15, 20;\) and \(\alpha = 1.1, 1.3, 1.5, 1.7, 1.9\). Webots simulations include stochastic features such as sensor noise, motor noise and random alignment, unlike the macroscopic simulations in which this noise is averaged.

6. Comparison between macroscopic model and individual robot simulations

Numerical simulations of [12], considering \(F(u) = 1\), are based on a finite element approximation of the nonlocal partial differential equation, see for example [1, 2].
We consider the weak formulation
\[ \int_0^T \langle \partial_t u, v \rangle - \langle c_0 C_\alpha \nabla^{-1} u, \nabla v \rangle dt + \langle u_0, v(0) \rangle = 0, \] (19)
for \( u, v \in W(0, T) = \{ v \in L^2(0, T; H^{\alpha/2}(\Omega)) : \partial_t v \in L^2(0, T; H^{-\alpha/2}(\Omega)) \} \) where \( H^{\alpha/2}(\Omega) \) is a Sobolev space of smoothness \( \alpha/2 \). The bilinear form \( \langle \nabla^{-1} u, \nabla v \rangle \) is implemented using quadrature methods commonly used for singular integral operators [1, 2, 37].

The fully discrete time stepping scheme reads as follows: Find \( \{ u^1_h, u^2_h, \ldots \} \in W_h(0, T) \subset W(0, T) \) such that
\[ (M - \Delta t A) u^{n+1}_h = M u^n_h, \]
where \( u^0_h \) is given. \( M, A \) are the mass and stiffness matrices related to the piecewise linear basis functions \( \phi_i \) of \( H_h \subset H^{\alpha/2}(\Omega) \) defined by \( M_{ij} = (\phi_i, \phi_j) \), \( A_{ij} = \langle \nabla^{-1} \phi_i, \nabla \phi_j \rangle \).

We consider a robotics arena given by \( \Omega = [-0.9, 0.9] \times [-1.1, 1.1] \) to match the Webots simulation. The initial condition for the continuum model (12) is \( u^0(x) = \max(0, 1.2 \exp \frac{-4N|x|^2}{0.075} - 0.2) \). It approximates the initial condition for the individual e-puck Webots simulations described in Section 5.

From the physical characteristics of the robots we determine the values of the model parameters in Section 4.2. To do so, recall that the diameter of each robot is \( \rho = 7.5 \) cm, and it moves with a speed \( c_n = 3 \) cm/s. As the scale \( s \) is of order cm/s, from the dimensions of \( \Omega \) we obtain a value of \( \varepsilon = 0.005 \) from \( x_n = \varepsilon x / s \). We further note \( \gamma = \frac{1}{2} \) obtain \( c_0 = 3 \cdot 0.005^\gamma \) from the definition \( c_n = \varepsilon^{-\gamma} c_0 \). These values of the parameters are in agreement with the assumptions in Section 4.2, and in particular \( \varepsilon \ll 1 \). Note that the more detailed properties of the robots, such as the fact that they are differential-wheeled, do not enter into the current mathematical model. The model only captures on-the-spot turns, independently of the physical characteristics of the wheels.

Figure 4 compares PDE and Webots individual agent simulations for different numbers of robots, \( N = 5, 10, 15, 20 \) for a Lévy exponent \( \alpha = 1.3 \). Dashed lines represent individual Webots runs. The coverage increases with time and \( N \), and the average of the Webots simulations agrees closely with the PDE solution. Figure 5 similarly compares the coverage as a function of \( \alpha \), with \( N = 20 \), and finds close agreement between the PDE simulations and the average of Webots simulations. We note that coverage increases with decreasing \( \alpha \), showing the advantage of long-range Lévy strategies. Again dashed lines represent individual Webots runs.

In all cases, as the number of robots \( N \) increases we observe an increase in coverage efficiency as well as a decrease in the variation of the individual runs. In the transient regime far from full coverage, the variations are significantly larger for the longer-ranged Lévy strategies.
Figure 3: Domain for macroscopic simulation as well as Webots individual robot simulation. Tiles 1 and 2 are highlighted for convenience later.

Figure 4: Comparison of the Webots simulations with the macroscopic model for $\alpha = 1.3$ and varied number of robots $N = 5, 10, 15, 20$. Dashed lines represent individual Webots runs.

We present a comparison between Webots simulations and macroscopic simulations

§ Code available at
Figure 5: Comparison of the Webots simulation with the macroscopic model for $N = 20$ and various $\alpha = 1.1, 1.3, 1.5, 1.7, 1.9$. Dashed lines represent individual Webots runs.

for different initial conditions for $N = 5$ robots and $\alpha = 1.3$ in Figure 6. The Webots simulations 1–3 depict an average of 100 runs. Webots simulation 1 begins with robots placed in a ring of diameter 25cm oriented away from the center as described in Section 5. Webots simulation 2 begins with robots placed in a ring of diameter 25cm oriented along the $x$-axis. Webots simulation 3 begins with robots placed locations $(0,0)$, $(0.9,0.7)$, $(0.9,-0.7)$, $(-0.9,0.7)$, $(-0.9,-0.7)$ in the arena and oriented along the $x$-axis. Macroscopic simulation 1 corresponds to the initial condition
Figure 6: Comparison of Webots simulations and macroscopic simulations for different initial conditions for \( N = 5 \) robots and \( \alpha = 1.3 \). The Webots simulations 1–3 depict an average of 100 runs. For Webots simulation 1 the robots are initially placed in a ring of diameter 25cm oriented away from the center. Webots simulation 2 begins with robots placed in a ring of diameter 25cm oriented along the \( x \)-axis. Webots simulation 3 begins with robots placed locations \((0, 0), (0.9, 0.7), (0.9, -0.7), (-0.9, 0.7), (-0.9, -0.7)\) in the arena and oriented along the \( x \)-axis. Macroscopic simulation 1 corresponds to the initial condition \( u_0(x) = \max (0, 1.2 \exp \frac{-4N|x|^2}{0.075} - 0.2) \) while Macroscopic simulation 2 corresponds to the initial condition \( u_0(x) = \sum_{i=1}^{5} \max (0, 1.2 \exp \frac{-20|x-x_0^{(i)}|^2}{0.075} - 0.2) \) with \( x_0^{(1)} = (0, 0), x_0^{(2)} = (0.9, 0.7), x_0^{(3)} = (0.9, -0.7), x_0^{(4)} = (-0.9, 0.7), x_0^{(5)} = (-0.9, -0.7)\).

\( u_0(x) = \max (0, 1.2 \exp \frac{-4N|x|^2}{0.075} - 0.2) \) while Macroscopic simulation 2 corresponds to the initial condition \( u_0(x) = \sum_{i=1}^{5} \max (0, 1.2 \exp \frac{-20|x-x_0^{(i)}|^2}{0.075} - 0.2) \) with \( x_0^{(1)} = (0, 0), x_0^{(2)} = (0.9, 0.7), x_0^{(3)} = (0.9, -0.7), x_0^{(4)} = (-0.9, 0.7), x_0^{(5)} = (-0.9, -0.7)\).

Figure 6 shows the coverage as a function of time. We observe that for macroscopic times the different initial conditions lead to a similar coverage, given the number of robots. This is expected for a random walk model described by a macroscopic diffusion equation.

Figure 7 compares the average time to reach a coverage of 50% for various values of \( \alpha \) for \( N = 20 \) robots. Note that the average time increases when \( \alpha \) increases. We note that as \( \alpha \to 2^- \) we recover the ordinary Laplacian relevant for Brownian strategies [64]. The macroscopic simulation falls within one standard deviation from the Webots individual agent simulations, justifying the statistical significance of the results.

In Figure 8 we compare the coverage of the Webots simulations with \( N = 20 \) against the continuous model for different values of \( \alpha \) at the final time \( T = 1200s \). Note that the continuous model falls within one standard deviation from the individual robot
Figure 7: Comparison of average time to reach 50% coverage for various values of $\alpha$ and $N = 20$ robots. The error bars show one standard deviation of the Webots simulations.

Figure 8: Comparison of coverage efficiency as a function of $\alpha$ for $N = 20$ robots at $T = 1200$ s. The error bars show one standard deviation of the Webots simulations.

Simulation and exhibits a decreasing trend of coverage as a function of $\alpha$.

Figure 9 illustrates the hitting time efficiency for different values of $\alpha$ at $T = 1200$ s for $N = 5$ robots based on the individual robot simulations. We note that as the value of $\alpha$ increases the hitting time of each tile increases. In particular, for values of $\alpha$ close to 2, a significant part of the arena remains to be covered, as shown in black. As the value of $\alpha$ approaches 1 large expected hitting times (in yellow) are only observed close to the boundary of the domain. This again underlines the advantage of long-range Lévy strategies for efficient coverage.
Figure 9: Expected hitting times taken from the Webots simulation at $T = 1200s$ for $N = 5$ and different $\alpha$. Yellow colour corresponds to longer hitting times, blue corresponds to shorter hitting times, and black corresponds to tiles which have not been reached.

Figure 10 shows the increase in the average hitting time for different values of $\alpha$. 
Figure 10: Hitting times with $N = 5$ robots for two tiles in the domain centered at $(-0.55, 0.55)$ and $(0.55, 0.45)$, compared to the analytic solution in (20).

for two fixed tiles sized $10 \times 10\text{cm}$ in the arena, centered at $(-0.55, 0.55)$, respectively $(0.55, 0.45)$ as highlighted in Figure 3. Curves for tile 1 and tile 2 are generated from average of 70 runs for each value of $\alpha$. The Webots simulations are compared to the macroscopic model as well as the analytic approximation of the hitting times given by the following explicit formula obtained in [34]:

$$t_0 \simeq \frac{\delta \pi}{2^\alpha \hat{C}_\alpha \text{vol}(T) \sum_i |x_0 - x_i|^{-\alpha-2}}. \quad (20)$$

Here $x_0$ is the centre of the target $T$, $x_i$ corresponds to the initial positions of the robots and

$$\hat{C}_\alpha = -2\sqrt{\pi} \cos\left(\frac{\pi \alpha}{2}\right) \frac{\Gamma\left(\frac{\alpha+1}{2}\right)}{\Gamma\left(\frac{\alpha+2}{2}\right)} C_\alpha.$$ 

The target $T$ is considered to be covered when the solution reaches a prescribed threshold $\delta \in (0, 1)$.

Note that the analytic approximation closely matches both the macroscopic and the individual agent simulations.

The favorable long-range behaviour of Lévy over Brownian strategies is shown by the increase in coverage for smaller values of $\alpha$. This is illustrated by the clear quantitative agreement of macroscopic modeling and Webots individual particle simulations which falls within one standard deviation of the statistical uncertainty.

In all simulations, the macroscopic modeling is faster and more efficient by orders of magnitude, depending on the implementation and the hardware. To be specific, while the individual based particle simulations with Webots take a fixed fraction of the real time, depending on the number of robots $N$, the presented macroscopic simulations
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Figure 11: Comparison of macroscopic simulations for $N = 5, 20, 100$ and $\alpha = 1.3$.

run within seconds, independent of $N$. Our numerical results confirm the proposed definitions of coverage and hitting times. The efficient computation of these quantities is crucial for real-time optimization of robot movement strategies. The accuracy for the small systems previously considered tested the applicability and limitations of the macroscopic simulations in their most challenging regime. The macroscopic simulations then offer insight into large robotic systems at a fraction of the expense of Webots simulations. Comparison of three macroscopic simulations is presented in Figure 11 for $\alpha = 1.3$ and $N = 5, 20, 100$ robots.

We note that statistical deviations are larger for smaller numbers of robots, where also larger finite size effects are expected to play a role for the macroscopic models as can be seen in Figure 4. During intermediate times, statistical deviations are observed to be larger for small Lévy parameters $\alpha$. On the other hand, statistical certainty increases for longer times for values near full coverage. This is illustrated in Figure 8 for which the error bars are largest for intermediate values of $\alpha$.

7. Discussion of results

The simulation results in Section 6 show that Theorem 1 leads to efficient computations of quantities like coverage and hitting times. Note, in particular, that the computational complexity of numerically approximating the differential equation in Theorem 1 is independent of the number $N$ of robots. In fact, the modeling accuracy increases with $N$, as finite size effects become less important.

The speed up provided by the proposed approach, as compared to the Webots simulations, allows to assess strategies for robot movement and interactions. The formulation can be combined with standard optimization solvers [66] to devise optimal strategies for a given task, as will be explored in forthcoming work.

Beyond the numerical assessment of specific strategies, Theorem 1 allows to use techniques from partial differential equations for the qualitative analysis of different
movements strategies. This is exemplified by Equation (20) and Figure 10 which give an explicit formula for the expected hitting time, in quantitative agreement with simulations. Both the equation and the figure show that the Lévy parameter should be chosen as small as possible, and how the hitting time depends on the geometry of the domain and the initial distribution of robots. The simple relation obtained from the analysis is an example of the quantitative predictions possible for the macroscopic system which are not obvious from the movement laws. Further, specific robot interactions can be analytically assessed based on whether and how they affect the resulting differential equation. For example, for given interaction and movement laws one may assess the optimal parameter ranges for swarm formation, or impossibility of it, without extensive simulation.

The question of the optimal Lévy exponents for a given task and whether natural selection leads biological organisms to follow the optimal strategy has been of significant interest in different areas. A Lévy strategy with Lévy exponent $\alpha = 1$ was found optimal in [70] for searching sparsely and randomly distributed revisitable targets in 2d. While exponents $\alpha \leq 1$ are not covered by the assumptions of current analysis, our findings are consistent with such previous results. A thorough use of the methods in this paper to find optimal Lévy exponents and their extension to Lévy exponents $\alpha \leq 1$ remains for future work.

8. Conclusions

In this paper we apply analysis tools developed for biological systems, like macroscopic modeling, to the assessment and design of swarm robotic systems. We illustrate our approach on automated search and area coverage applications. Starting from the behaviour of the individual robot, these tools allow the fast quantitative prediction of system-level properties and thereby provide a way towards the optimal engineering of a system for a given task, including qualitative analytical methods.

From the movement and interaction strategies of the individual robots we derive an effective diffusion equation for the density of robots on macroscopic length and time scales. We do so for a large class of Lévy strategies with characteristic long-range movement and compare it to regular diffusive strategies. The effective description allows the fast and accurate computation of quantities of robotic interest: We show that coverage and expected hitting times agree with the results of standard individual robot simulations within the statistical error margins of the latter, at a fraction of the computational cost and with a run time independent of the number of robots. Compared to regular diffusive strategies, the characteristic long range movement in Lévy strategies leads to faster exploration of the spatial domain. The results underline the exponential increase of the hitting time with the Lévy exponent, for constant robot speed, as confirmed by matching analytical and numerical results. In the considered examples the Lévy exponent $\alpha = 1$ leads to optimal area coverage and hitting times.

The fast simulation tools used in this article allow the efficient design of optimal
strategies for a given problem and metric of success, see \cite{40}. Discretization of the continuous strategy then translates into a strategy for the individual robots, as explored in \cite{19,71} and in ongoing work.

The presented macroscopic approach provides a way to overcome the computational limitations of particle simulations in the design of certain robotic swarms. We have shown how such an approach can be applied to search and coverage task for simple environments and simple, biologically-inspired controllers, since this may provide the basis for many of the applications envisaged for robotic swarms. Our validation by individual robot simulations confirms the applicability of our modeling for the robotic strategies under consideration, also for other tasks, metrics of success or in more complex domains \cite{32}. In general, it is far from straightforward to derive a set of equations for arbitrary control strategies and more complex settings \cite{49,14}, and a validation would be required for newly modeled classes of robot interactions. The modeling effort should be weighted against the insights that could obtained with more straightforward computer simulations. The mathematical analysis of some specific interactions and strategies related to this article, such as long-range alignment and coordination, is considered in the article \cite{33}.

More generally, macroscopic models by partial differential equations have become a standard modeling tool in biological contexts \cite{11,25}. Future work aims to adapt the available tool box towards other swarm robotics applications, including pheromone cues, long-range coordination \cite{33}, strategies for complex domains, such as exploration of unknown and hazardous environments \cite{32}, and validation with real robot systems.

Work in \cite{5,7} has started to investigate metrics relevant to robotics applications. Also direct approaches to the control of the interacting particle system are a topic of current interest \cite{6}.
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Appendix A. Turn angle operator

This section recalls some basic spectral properties of the turn angle operator $T$ defined in (4). Crucially, its kernel $k(\theta; \eta) = \tilde{k}(|\eta - \theta|)$ only depends on the distance $|\eta - \theta|$: 

$$ T\phi(\eta) = \int_{S} k(\theta; \eta)\phi(\theta)d\theta = \int_{S} \tilde{k}(|\eta - \theta|)\phi(\theta)d\theta. $$

Because $\tilde{k}$ is a probability distribution, it is normalized to $\int_{S} \tilde{k}(|\theta - e_1|)d\theta = 1$, where $e_1 = (1, 0, \ldots, 0)$. We immediately observe 

$$ \int_{S} (1 - T)\phi d\theta = 0 \quad (A.1) $$

for all $\phi \in L^2(S)$. Expression (A.1) corresponds to the conservation of the number of robots after reorientations.

We also require some more detailed information about the spectrum of $T$. Recall that in $n$-dimensions, the surface area of the unit sphere $S$ is given by

$$ |S| = \begin{cases} 
\frac{2\pi^{n/2}}{\Gamma(\frac{n}{2})}, & \text{for } n \text{ even}, \\
\frac{\pi^{n/2}}{\Gamma(\frac{n}{2}+1)}, & \text{for } n \text{ odd}.
\end{cases} $$

Appendix B. Derivation of the one-particle transport equation

Integrating with respect to $x_2$ and $\theta_2$ in (7), from (I) we can commute the integrals and the time derivative to obtain $|S|\partial_t p$. Using Reynolds’ transport theorem in the variable $x_1$ in (II) and the divergence theorem in (III) we obtain

$$ c \int_{\Omega_2} \int_{S} (\theta_1 \cdot \nabla_{x_1} \tilde{\sigma} + \theta_2 \cdot \nabla_{x_2} \tilde{\sigma})d\theta_2d\mathbf{x}_2 = |S|c\theta_1 \cdot \nabla p $$

$$ - c \int_{B_{\tilde{v}}} \int_{S} (\theta_1 \cdot \nu)\tilde{\sigma}d\theta_2d\mathbf{x}_2 + c \int_{B_{\tilde{v}}} \int_{S} (\theta_2 \cdot \nu)\tilde{\sigma}d\theta_2d\mathbf{x}_2 \quad (B.1) $$
where $\nu$ is the outward pointing unit normal vector with respect to $\Omega_2$. From this computation we obtain the first term in the right hand side of (9).

Using the conservation of the number of robots after reorientations given by (A.1), the term (V) in (7) vanishes after integration with respect to $\theta_2$.

After integration, the term (IV) can be written as

$$-(1 - T_1) \int_0^t \beta_1(x_1, \tau_1)i(x_1, t, \theta_1, \tau_1) d\tau_1,$$

where $i(x_1, t, \theta_1, \tau_1) = \int_0^t \int_{\Omega_2} \sigma d\theta_2 dx_2 d\tau_2$. Following standard arguments from [33] we can write the above expression as a convolution in time

$$-(1 - T_1) \int_0^t B(x_1, t - s) p(x_1 - c\theta_1(t - s), s, \theta_1) ds (B.2)$$

where the operator $B$ is defined from its Laplace transform $\hat{B} = \mathcal{L}\{B\}$ in time,

$$\hat{B}(x_1, \lambda + c\theta_1 \cdot \nabla x_1) = \frac{\hat{\varphi}_1(x_1, \lambda + c\theta_1 \cdot \nabla x_1)}{\hat{\psi}_1(x_1, \lambda + c\theta_1 \cdot \nabla x_1)}, \quad (B.3)$$

where $\lambda$ is the Laplace variable, $\psi_1$ is given in (1) and $\varphi_1 = -\partial_\gamma \psi_1$.

Combining (B.1) and (B.2) then equation (9) is obtained from (7), after introducing the scaling.

**Appendix C. Fractional operator: definition and derivation**

We recall some basic definitions concerning fractional differential operators.

**Definition 1.** For $s \in (0, 2)$ and $f \in C^2(\mathbb{R}^n)$ define the fractional gradient of $f$ as

$$\nabla^s f(x) = \frac{1}{|S|} \int_S \theta D^s_\theta f(x) d\theta = \frac{1}{|S|} \int_S \theta \cdot \nabla^s f(x) d\theta,$$

where $D^s_\theta = (\theta \cdot \nabla)^s$ is the fractional directional derivative of order $s$. The fractional Laplacian of $f$ is given by

$$D^s f(x) = \frac{1}{|S|} \int_S D^s_\theta f(x) d\theta.$$

$D^s$ is associated to $(-\Delta)^{\alpha/2}$ in the following way, $D^s f(x) = \Xi_\alpha (-\Delta)^{\alpha/2}$ where, in two dimensions, for $1 < \alpha < 2$,

$$\Xi_\alpha = -2\sqrt{\pi} \cos \left( \frac{\pi \alpha}{2} \right) \frac{\Gamma \left( \frac{\alpha+1}{2} \right)}{\Gamma \left( \frac{\alpha+2}{2} \right)}.$$

See [44] for further information.

The fractional Laplacian in (12) is obtained as follows. Using the quasi-static approximation

$$\tilde{B}^s(x_1, \varepsilon \lambda + \varepsilon^{1-\gamma}c_0 \theta_1 \cdot \nabla) \simeq \tilde{B}^s(x_1, \varepsilon^{1-\gamma}c_0 \theta_1 \cdot \nabla), \quad (C.4)$$
we see that the convolution in time in the right hand side of (9) vanishes. We use (B.3) to write an explicit expression for (C.4) based on the Laplace transforms of $\psi_1^\epsilon$ and $\varphi_1^\epsilon$ which are given by

$$\hat{\psi}_1^\epsilon(x_1, \lambda) = a^\alpha \lambda^{\alpha - 1} e^{a\lambda} \Gamma(-\alpha + 1, a\lambda) \quad \text{and} \quad \hat{\varphi}_1^\epsilon(x_1, \lambda) = \alpha(a\lambda)^\alpha \Gamma(-\alpha, a\lambda)e^{a\lambda},$$

respectively, for $a = \varsigma_0 \varepsilon^\mu$. Here we use an asymptotic expansion for the incomplete Gamma function

$$\Gamma(b, z) = \Gamma(b) \left( 1 - z^b e^{-z} \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(b + k + 1)} \right), \quad (C.5)$$

for $b$ positive and not integer [51].

We conclude

$$\hat{B}_1^\epsilon(x_1, \lambda) = \frac{\hat{\varphi}_1^\epsilon(x_1, \lambda)}{\hat{\psi}_1^\epsilon(x_1, \lambda)} = \frac{\alpha - 1}{a} - \frac{\lambda}{2 - \alpha} - a^{\alpha - 2} \lambda^{\alpha - 1}(\alpha - 1)^2 \Gamma(-\alpha + 1) + O(a^{\alpha - 1} \lambda^\alpha), \quad (C.6)$$

where $\lambda$ is in fact given by $\varepsilon^{1-\gamma} c_0 \theta_1 \cdot \nabla$. Finally, when we substitute the above expression into the right hand side of (9), we multiply by $\theta_1$ and integrate over $S$ to find the mean direction $w(x_1, t)$ (see Section 4.2) a term of the form $\int_S \theta_1 (\theta \cdot \nabla)^{\alpha - 1} u(x_1, t) d\theta$ gives a fractional gradient of the form defined in (C.1).