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Abstract—We propose a nonlinear observer to estimate the state (orientation and in-plane velocity vector) of the quadrotor, based on a drag-force-enhanced model. It is a simpler and more robust alternative to recent works using a similar model together with an Extended Kalman Filter (EKF). A particular state over-parameterization leads to a linear time-varying model with a nonlinear state-constraint that serves for the observer design. The proposed observer is able to ensure the uniform semi-global asymptotic stability of zero estimation error by incorporating the nonlinear constraint into the correction terms.

I. INTRODUCTION

When designing a stabilizing control law for a quadrotor, the estimation of the state (orientation and linear velocity vector) of the quadrotor is usually paramount. While many sensors can potentially be used, the ability to control the aircraft relying only on inertial sensors (namely strapdown MEMS accelerometers and rate gyro) remains an important issue. Indeed, the inertial sensors are not subjected to temporary outages and are not disturbed by environmental perturbations.

In control laws relying solely on inertial sensors, it is usually assumed that a strapdown triaxial accelerometer measures the gravity vector resolved in body coordinates. According to [1], this is a rather poor dynamic approximation; for that reason [1] introduces an enhanced model taking into account the so-called rotor drag. While the rotor drag terms are rather small, they are nevertheless first-order and dominant in the accelerometer measurements. As they give an image of the linear velocity in the quadrotor plane, they provide some very interesting information for control purposes. A simple control scheme based on a linear observer is also proposed [1] to demonstrate the possible benefits of the approach.

More elaborate observers relying on this enhanced model (with some simplifications) are proposed and thoroughly investigated in [2] and [3], using an Extended Kalman Filter (EKF). The EKF has the great advantage of a general and systematic method, but has also several drawbacks: the convergence of the estimation can usually be guaranteed only from the linearized error system; in section V, simulations prove; section IV is devoted to the local tuning of the gains estimated orientation does not live on the unit sphere (it merely converges to the sphere), but instead in a linear space of a higher dimension. This idea of “ignoring” the geometry to benefit from a linear structure in a higher dimensional space is borrowed from the recent developments [6]–[8] where the estimation state space lives in a higher dimensional space and estimation is viewed as a linear (time-varying) problem. This amounts to the non-trivial problem of designing an observer for a time-varying linear system with a (nondifferential) nonlinear constraint. A second novelty of the proposed observer, whose design is based on a modification of the approach of [9], [10] and references therein, lies in the fact that the nonlinear constraint is directly incorporated into the correction term. This is the key ingredient for obtaining a strict Lyapunov function and establishing the uniform semi-global asymptotic stability claim.

The paper runs as follows: section IV presents the drag-forced enhanced model and its simplified version; in section III the observer is presented and its convergence is proved; section IV is devoted to the local tuning of the gains from the linearized error system; in section V simulations illustrate the good behavior of the observer.

II. MODELS

We consider a quadrotor equipped with strapdown triaxial rate gyro and accelerometer located at the center of mass. The rate gyro measures the angular velocity vector projected in body axes, while the accelerometer measures the specific acceleration projected in body axes. To design a state estimator, we need a model of the dynamics and of the quantities measured by the sensors.
A. The drag-force-enhanced model of [1]

In the drag-force-enhanced model introduced in [1], the translation dynamics and orientation kinematics of the quadrotor are described by

\begin{align}
\dot{u} &= v r - w q + g \eta_1 - c u \\
\dot{v} &= w p - u r + g \eta_2 - c v \\
\dot{w} &= u q - v p + g \eta_3 - \frac{T}{m} \\
\dot{\eta}_1 &= r \eta_2 - q \eta_3 \\
\dot{\eta}_2 &= p \eta_3 - r \eta_1 \\
\dot{\eta}_3 &= q \eta_1 - p \eta_2 \\
1 &= \eta_1^2 + \eta_2^2 + \eta_3^2,
\end{align}

where \( u, v, w \) are the coordinates in body axes of the mass center velocity vector; \( p, q, r \) are the coordinates in body axes of the angular velocity vector; \( \eta_1, \eta_2 \) and \( \eta_3 \) are the entries of the third column of the rotation matrix from the Earth frame to the body frame; \( T \) is the total thrust, \( g \) is the gravity constant, and \( m \) is the quadrotor mass. Finally, the (time-varying) drag coefficient \( c \) reads

\[ c(t) := \frac{\lambda}{m} \sum_{i=1}^{4} \omega_i(t), \]

where \( \lambda > 0 \) is constant, and \( \omega_i \geq 0 \) is the \( i \)-th motor speed.

The constraint \( \eta_1^2 + \eta_2^2 + \eta_3^2 = 1 \) is just the fact that the sum of the squares of every column (and line) of a rotation matrix is 1. When the rotation matrix is parametrized by the roll, pitch and yaw angles \( (\phi, \theta, \psi) \), we have

\[ (\eta_1, \eta_2, \eta_3) = (- \sin \theta, \sin \phi \cos \theta, \cos \phi \cos \theta), \]

and the constraint \( \eta_1^2 + \eta_2^2 + \eta_3^2 = 1 \) is automatically enforced. The kinematic equations (4)–(6) then amount to

\[ \dot{\phi} = p + (g \sin \phi + r \cos \phi) \tan \theta \\
\dot{\theta} = q \cos \phi - r \sin \phi. \]

The difference between the enhanced and the standard model lies in the drag terms \( cu, cv \) in (1)–(2), due to the so-called rotor drag. While these terms are rather small, they are nevertheless dominant in the accelerometer measurements. Indeed the triaxial accelerometer measures

\[ (a_x, a_y, a_z) = (cu, cv, -\frac{T}{m}), \]

which is the specific acceleration vector (i.e. all the external forces except gravity). This model of the accelerometer measurements is much more accurate and interesting for control purposes than the often used rather crude approximation

\[ (a_x, a_y, a_z) = (g \sin \theta, -g \sin \phi \cos \theta, -g \cos \phi \cos \theta). \]

Finally, the rate gyro provides the measurements

\[ (g_x, g_y, g_z) = (p, q, r). \]

B. A simplified design model

To be able to design an estimator relying only on inertial measurements, we make the following assumptions:

- the Coriolis terms are small enough to be neglected
- the time-varying coefficient \( c \) is known, with known constant bounds \( 0 \leq c_l \leq c(t) \leq c_u \)
- the measurements from the accelerometer and the rate gyro are perfect, i.e. unbiased and noiseless.

The first assumption, also used in [2], [3], is reasonable except for very aggressive trajectories. The second assumption is satisfied since the motor speeds are usually available and the constant \( \lambda \) can be experimentally evaluated; alternatively \( c \) can be replaced by its nominal value in hovering \( \bar{c} := \frac{4 \lambda_0}{m} \), as in [2], [3]. The robustness of the observer with respect to the neglected Coriolis forces and unaccounted biases and noises is illustrated in simulation in section V.

Thanks to the first assumption, the vertical velocity \( w \) does not influence the other equations, so that we do not need to consider its evolution. The simplified model we will use to design the observer is therefore

\begin{align}
\dot{u} &= g \eta_1 - cu \\
\dot{v} &= g \eta_2 - cv \\
\dot{\eta}_1 &= r \eta_2 - q \eta_3 \\
\dot{\eta}_2 &= p \eta_3 - r \eta_1 \\
\dot{\eta}_3 &= q \eta_1 - p \eta_2 \\
1 &= \eta_1^2 + \eta_2^2 + \eta_3^2,
\end{align}

where \( u, v, p, q, r \) are known since measured (assuming perfect sensors). This is the same design model as in [2], [3], except that we stick to the \( \eta_1, \eta_2, \eta_3 \) variables instead of using the parametrization by the roll and pitch angles, and that no gyro bias is considered. A benefit of the representation used here is that it yields a (time-varying) linear differential system with a constraint; we will take advantage of this structure by relaxing the constraint in the state estimator, and using it rather as a feedback signal. The linear structure then makes the design of the estimator and the proof of convergence relatively easy.

Finally, notice the system (8)–(13) is observable, meaning all the state variables can be expressed as functions of the measured quantities and their derivatives, provided \( \eta_3 \) remains strictly positive. Indeed, we then have

\[ \eta_1 = \frac{\dot{u} + cu}{g} \]
\[ \eta_2 = \frac{\dot{v} + cv}{g} \]
\[ \eta_3 = \sqrt{1 - \eta_1^2 - \eta_2^2}. \]

The condition \( \eta_3 > 0 \) is satisfied if the roll and pitch angles remain within \( (-\pi/2, \pi/2) \), which is the case except for extremely aggressive trajectories.
III. A SEMI-GLOBAL OBSERVER

In this section, we show we can estimate the state of the design system (8)-(13) by the system

\[
\dot{\hat{u}} = g \hat{\eta}_1 - c \hat{u} - (k_u + k_1)(\hat{u} + \frac{a_x}{c}) \\
\dot{\hat{v}} = g \hat{\eta}_2 - c \hat{v} - (k_v + k_2)(\hat{v} + \frac{a_y}{c}) \\
\hat{\eta}_1 = r \hat{v} - q \hat{\eta}_3 - \frac{k_1 k_u}{g}(\hat{u} + \frac{a_x}{c}) - \frac{r k_2}{g}(\hat{v} + \frac{a_y}{c}) \\
\hat{\eta}_2 = p \hat{v} - q \hat{\eta}_3 + \frac{k_1 k_v}{g}(\hat{u} + \frac{a_x}{c}) - \frac{k_2 k_v}{g}(\hat{v} + \frac{a_y}{c}) \\
\hat{\eta}_3 = q \hat{\eta}_1 - p \hat{\eta}_2 - \frac{q k_1}{g}(\hat{u} + \frac{a_x}{c}) + \frac{p k_2}{g}(\hat{v} + \frac{a_y}{c}) - k_3 E(\hat{\eta}_1 - \frac{k_1}{g}(\hat{u} + \frac{a_x}{c}), \hat{\eta}_2 - \frac{k_2}{g}(\hat{v} + \frac{a_y}{c}), \hat{\eta}_3),
\]

where

\[
E(x_1, x_2, x_3) := \frac{x_3 - \sqrt{1 - \frac{1}{x_1^2 + x_2^2} + 1 - \varepsilon^2}}{x_1^2 + x_2^2 + 1 - \varepsilon^2},
\]

\[
sat(x) := \min(1, \frac{1 - \varepsilon^2}{|x|}x);
\]

\(\varepsilon > 0\) is a sufficiently small constant, while \(k_1, k_2, k_3, k_u, k_v\) are (constant) tuning gains yet to be chosen. Notice (14)-(19) has the classical structure of an observer, namely a copy of (0) where the trajectory of (8)-(13) satisfies

\[\|ru - u\| + \|rv - v\| \leq \frac{1}{2\varepsilon} (z_1^2 + z_2^2 + z_3^2).\]

Proposition 1: The system (14)-(19) is a (uniformly) semi-globally asymptotically convergent observer of the design system (8)-(13). In other words: assume the considered trajectory of (8)-(13) satisfies \(\eta_3(t) \geq \varepsilon\) for all \(t \geq 0\); then

\[\lim_{t \to +\infty} (\hat{u}(t), \hat{v}(t), \hat{\eta}_1(t), \hat{\eta}_2(t), \hat{\eta}_3(t)) = (u(t), v(t), \eta_1(t), \eta_2(t), \eta_3(t))\]

whenever the initial condition \((\hat{u}(0), \hat{v}(0), \hat{\eta}_1(0), \hat{\eta}_2(0), \hat{\eta}_3(0))\), provided the gains satisfy

\[
k_3 > 0 \\
k_1 > 1 + \frac{k_3}{2z^2} \\
k_2 > 1 + \frac{k_3}{2z^2} \\
k_u > \frac{k_1 k_u^2}{2g^2} + \frac{g^2}{2} \\
k_v > \frac{k_2 k_v^2}{2g^2} + \frac{g^2}{2}.
\]

Remark 1: The qualifier “semi-global” refers to the fact that the domain of attraction and the gains depend on the choice of the parameter \(\varepsilon\). The smaller \(\varepsilon\), the larger the domain of attraction, but the larger the gains \(k_u, k_v, k_1, k_2\).

Proof: Define the error variables

\[
e_u := \hat{u} - u \\
e_v := \hat{v} - v \\
z_1 := \hat{\eta}_1 - \eta_1 - \frac{k_1}{g}(\hat{u} - u) \\
z_2 := \hat{\eta}_2 - \eta_2 - \frac{k_2}{g}(\hat{v} - v) \\
z_3 := \hat{\eta}_3 - \eta_3.
\]

The error system reads

\[
\dot{e}_u = -(c + k_u)e_u + g z_1 \\
\dot{e}_v = -(c + k_v)e_v + g z_2 \\
\dot{z}_1 = r z_2 - q z_3 - k_1 z_1 + \frac{k_1 c}{g} e_u \\
\dot{z}_2 = p z_3 - r z_1 - k_2 z_2 + \frac{k_2 c}{g} e_v \\
\dot{z}_3 = q z_1 - p z_2 - k_3 E(\eta_1 + z_1, \eta_2 + z_2, \eta_3 + z_3).
\]

Consider now the quadratic function

\[V := \frac{1}{2}(e_u^2 + e_v^2) + Z,\]

where \(Z := \frac{1}{2}(z_1^2 + z_2^2 + z_3^2)\). Using \(ab \leq \frac{a^2}{2} + \frac{b^2}{2}\) yields

\[
\frac{1}{2} \frac{d}{dt} e_u^2 = g e_u z_1 - (c + k_u) e_u^2 \\
\leq \frac{z_1^2}{2} - \left( c_1 + k_u - \frac{g^2}{2} \right) e_u^2 \\
\frac{1}{2} \frac{d}{dt} e_v^2 \leq \frac{z_2^2}{2} - \left( c_1 + k_v - \frac{g^2}{2} \right) e_v^2,
\]

In the same way,

\[
\dot{Z} = \frac{k_1 c}{g} e_u z_1 - \frac{k_2 c}{g} e_v z_2 - k_2 z_2^2 - k_3 z_3 E \\
\leq \frac{z_1^2}{2} - k_1 z_1^2 + \frac{z_2^2}{2} - k_2 z_2^2 + \frac{k_1 c^2}{2g^2} e_u^2 + \frac{k_2 c^2}{2g^2} e_v^2 - k_3 z_3 E,
\]

where for brevity \(E\) stands for \(E(\eta_1 + z_1, \eta_2 + z_2, \eta_3 + z_3)\).

We next bound the term \(-k_3 z_3 E\). First, notice the function

\[F(x) := \sqrt{1 - sat(x)}\]

satisfies

\[|F(x) - F(y)| \leq \frac{1}{2\varepsilon} |sat(x) - sat(y)| \leq \frac{1}{2\varepsilon} |x - y|.
\]

Set \(A := \eta_3 - F((\eta_1 + z_1)^2 + (\eta_2 + z_2)^2)\). The previous inequality and the assumption \(\eta_3 \geq \varepsilon\) yield

\[|A| = |F(\eta_1^2 + \eta_2^2) - F((\eta_1 + z_1)^2 + (\eta_2 + z_2)^2)| \leq \frac{1}{2\varepsilon}|(\eta_1 + z_1)^2 + (\eta_2 + z_2)^2 - \eta_1^2 - \eta_2^2| \leq \frac{1}{2\varepsilon}|z_1(2\eta_1 + z_1) + z_2(2\eta_2 + z_2)|.
\]
Using repeatedly \((a + b)^2 \leq 2(a^2 + b^2)\), this implies
\[
A^2 \leq \frac{2}{4\varepsilon^2} \left( z_1^2(2\eta_1 + z_1)^2 + z_2^2(2\eta_2 + z_2)^2 \right) \\
\leq \frac{z_1^2}{\varepsilon^2} ((\eta_1 + z_1)^2 + \eta_1^2) + \frac{z_2^2}{\varepsilon^2} ((\eta_2 + z_2)^2 + \eta_2^2) \\
\leq \frac{z_1^2}{\varepsilon^2} ((\eta_1 + z_1)^2 + 1 - \varepsilon^2) + \frac{z_2^2}{\varepsilon^2} ((\eta_2 + z_2)^2 + 1 - \varepsilon^2).
\]

In the last inequality, we have used
\[
\eta_1^2, \eta_2^2 \leq \eta_1^2 + \eta_2^2 = 1 - \eta_3^2 \leq 1 - \varepsilon^2.
\]

Finally, setting \(B := (\eta_1 + z_1)^2 + (\eta_2 + z_2)^2 + 1 - \varepsilon^2\), and noticing
\[
B \leq 2(z_1^2 + z_2^2) + 2(\eta_1^2 + \eta_2^2) + 1 - \varepsilon^2 \\
\leq 2(z_1^2 + z_2^2) + 3(1 - \varepsilon^2) \\
\leq 4V + 3(1 - \varepsilon^2),
\]
we find
\[
-z_3 E = -z_3 \frac{z_3 + A}{B} \\
\geq -\frac{z_3^2}{B} + \frac{z_3^2 + A^2}{2B} \\
\geq -\frac{z_3^2}{2B} + \frac{z_3^2}{2\varepsilon^2} + \frac{z_3^2}{2\varepsilon^2} \\
\leq -\frac{z_3^2}{8V + 6(1 - \varepsilon^2)} + \frac{z_3^2}{2\varepsilon^2} + \frac{z_3^2}{2\varepsilon^2}.
\]

We then collect all the previous findings to get
\[
\dot{V} \leq -k_{10}z_1^2 - k_{20}z_2^2 - \frac{k_3z_3^2}{8V + 6(1 - \varepsilon^2)} - k_\text{uo} e_u^2 - k_\text{vo} e_v^2,
\]
where we have set
\[
k_u := k_u + \frac{k_1^2 e_u^2}{2g^2} + \frac{g^2}{2} \\
k_v := k_v + \frac{k_1^2 e_v^2}{2g^2} + \frac{g^2}{2} \\
k_1 := k_1 + 1 + \frac{k_3}{2\varepsilon^2} \\
k_2 := k_2 + 1 + \frac{k_3}{2\varepsilon^2}.
\]
Notice \(k_{\text{uo}}, k_{\text{vo}}, k_{\text{uo}}, k_{\text{vo}}\) are by assumption strictly positive. We conclude the proof by noticing that the function
\[
W := 3(1 - \varepsilon^2)V + 2V^2
\]
satisfies
\[
\dot{W} \leq -k_{10}z_1^2 - k_{20}z_2^2 - \frac{k_3z_3^2}{2\varepsilon^2} - k_\text{uo} e_u^2 - k_\text{vo} e_v^2.
\]
We have assumed \(3(1 - \varepsilon^2) \geq 1\), which is clearly not restrictive.

**Remark 2:** The saturation function defined above appears also in the context of quadrotor attitude estimation in [11]. Furthermore, the parametrization \((\eta_1, \eta_2, \eta_3)\) has been exploited also in [12] but with an observer respecting the inherent geometry of the system.

**Remark 3:** The proposed observer was derived using the observer methodology based on invariant manifolds [9], [10].

The general principle behind this technique is to estimate the unmeasured state \(\eta\) by rendering a certain manifold
\[
\mathcal{M} = \{ (\eta, y, \xi) | \beta(\xi, y) = \varphi(\eta, y) \}
\]
attractive and invariant for some \(\xi\) (the observer state), \(y\) the measured state, and functions \(\beta, \varphi\). The objective then is to stabilize to zero the dynamics of the “error” (usually called off-the-manifold coordinates)
\[
z := \beta(\xi, y) - \varphi(\eta, y),
\]
whose norm essentially captures the distance from the manifold \(\mathcal{M}\). If this (non-standard) stabilization objective is achieved then an estimate of \(\eta\) is given by \(\hat{\eta} = \varphi^{-1}(\beta(\xi, y), y)\).

For our problem, we initially defined the mappings
\[
\beta(\xi, y) := \xi + \beta_0(y) \\
\varphi(\eta, y) := \eta
\]
so
\[
\beta_0(y) = \text{col}(\frac{k_u y}{g}, \frac{k_v y}{g}, 0)
\]
that gave the error variable \(z := \xi + \beta_0(y) - \eta\) with \(\xi \in \mathbb{R}^3\) the state of the observer (to be designed) and \(\beta_0 : \mathbb{R}^2 \rightarrow \mathbb{R}^3\) a mapping that was chosen properly. Our objective was then to show that \(z\) is asymptotically stable with respect to the origin which implied that an estimate of \(\eta\) was provided by \(\hat{\eta} = \xi + \beta_0(y)\).

However, since in practice it is preferable to use filtered versions of the measurements \(\hat{y} = (\hat{u}, \hat{v})\), we thus re-defined \(\beta\) as \(\beta(\xi, y, \hat{y}) := \xi + \beta_0(\hat{y}) = \xi + \beta_0(y) - (\beta_0(y) - \beta_0(\hat{y}))\) while having to additionally ensure that \(\hat{y} - y\) was converging to zero. The desired objective was then attained by incorporating a key additional term in the observer dynamics that involves the nonlinear state-constraint, and instead of following the usual design that hinges only upon the form of the system dynamics and the freedom on the mapping \(\beta_0\), and which is crucial for obtaining a strict Lyapunov function.

**IV. LINEARIZED SYSTEM AND GAIN TUNING**

In the previous section, the semi-global convergence has been presented. However, it is also important in practice to ensure a good local behavior through a proper gain tuning. This is done by examining the linearized error system.

The first-order approximation of the error system in hovering, i.e. \((\tilde{z}, \tilde{e}_u, \tilde{e}_v) := (0, 0, 0), \eta = (0, 0, 1)^T, (p, q, r) := (0, 0, 0)\), can be decomposed into the three decoupled subsystems

\[
\begin{bmatrix}
\dot{\xi}_1 \\
\dot{e}_u
\end{bmatrix} = \begin{bmatrix}
-k_1 \\
g
\end{bmatrix} \begin{bmatrix}
\frac{\tilde{e}_k}{g} \\
\eta_u + \tilde{\xi}_1
\end{bmatrix}
\] (25)

\[
\begin{bmatrix}
\dot{\xi}_2 \\
\dot{e}_v
\end{bmatrix} = \begin{bmatrix}
-k_2 \\
g
\end{bmatrix} \begin{bmatrix}
\frac{\tilde{e}_k}{g} \\
\eta_v + \tilde{\xi}_2
\end{bmatrix}
\] (26)

\[
\dot{\xi}_3 = -\frac{k_3}{1 - \varepsilon^2} \xi_3,
\] (27)

where \(\tilde{e}\) is the nominal value of the drag coefficient.

The characteristic polynomial of the first subsystem is \(\lambda^2 + (k_1 + k_u + c)\lambda + k_1 k_u \approx (\lambda + k_1)(\lambda + k_u)\), using
the fact that \( c \ll k_1 + k_u \). We can hence deduce that the corresponding eigenvalues are approximately \( \lambda = -k_1, \lambda = -k_u \). Similarly, the characteristic polynomial of the second subsystem is \( \lambda^2 + (k_2 + k_v + c)\lambda + k_2k_v \approx (\lambda + k_2)(\lambda + k_v) \). The eigenvalue of the third subsystem is obviously \( \lambda = -k_3 - \epsilon \).

In conclusion, the linearized system has real negative eigenvalues that can be freely assigned through the choice of \( k_1, k_2, k_3, k_u, k_v > 0 \), provided the conditions (20)-(24) are satisfied.

V. SIMULATIONS

We illustrate the good behavior of the observer in simulation. The quadrotor is made to follow a rather aggressive trajectory. The robustness with respect to the design assumptions of neglected Coriolis forces and perfect measurements is investigated.

To this end, we consider that the measurements provided by the accelerometer and the rate gyro are corrupted by noise and constant biases, i.e.,

\[
(a_x, a_y) = (-cu + b_u + \nu_u, -cv + b_v + \nu_v)
\]
\[
(g_x, g_y, g_z) = (p + b_p + \nu_p, q + b_q + \nu_q, r + b_r + \nu_r),
\]
with \( b_u, b_v, b_p, b_q, b_r \) and \( \nu_u, \nu_v, \nu_p, \nu_q, \nu_r \) the corresponding biases and noises. The values of the biases are

\[
(b_u, b_v) = (0.05, 0.04) \ (m/s^2),
\]
\[
(b_p, b_q, b_r) = (0.02, -0.015, 0.01) \ (rad/sec),
\]

the noises are independent band-limited gaussian white noises with a noise power of \( 10^{-5} \) and sample time \( 10^{-4} \), filtered at \( 1kHz \).

The observer gains are set to

\[
(k_1, k_2, k_3, k_u, k_v) = (7, 7, 0.1, 49, 49),
\]

which corresponds to eigenvalues \(-7\) and \(-49\) for the two subsystems (25), (26), and \(-0.1\) for the subsystem (27), assuming a nominal value \( c = 0.25 \). The very slow eigenvalue \(-0.1\) is so chosen to avoid amplifying measurement noises, larger values can be selected for faster convergence.

The observer is initialized with approximately no error, but is suddenly reinitialized at the time instant \( t = 5 \ sec \) to \( (\dot{u}(5), \dot{v}(5), \dot{\phi}(5), \dot{\theta}(5)) = (-4 \ m/sec, -3 \ m/sec, -60 \ deg, 60 \ deg) \). The convergence of the estimated variables \( \dot{u}, \dot{v}, \dot{\phi}, \dot{\theta} \) is as anticipated excellent after the reinitialization, very fast for \( \dot{u}, \dot{v} \) and slower for \( \dot{\phi}, \dot{\theta} \) (because of the slow eigenvalue \(-0.1\), in accordance with the choice of gains, see Fig.1). The estimated roll and pitch angles are obtained from \( \hat{\eta} \) by \( \phi := -\arcsin(\frac{\nu_v}{\nu_u}) \) and \( \hat{\theta} := \arctan(\frac{\nu_w}{\nu_q}) \). The norm of the attitude estimation error is also displayed in Fig.2 as \( \hat{\eta} \) lives in \( \mathbb{R}^3 \), but not in \( \mathbb{S}^2 \) as \( \eta \), hence \( |\hat{\eta} - \eta| \) can be arbitrarily large.

We insist that the estimation errors are small, despite the neglected Coriolis forces and imperfect measurements; in particular the Coriolis forces are not small, see Fig.6 since the trajectory is rather aggressive, see Fig.7. Finally, nothing significant is lost by using in the observer the nominal value \( \hat{\epsilon} \) instead of the true value \( c(t) \); indeed, the variations of \( c \) are quite small, see Fig.8 though the variations of the \( \omega_i \) are large as depicted in Fig.2. In fact, the main deterioration in the estimates stems from the neglected Coriolis forces rather than from approximating \( c \) by \( \hat{c} \) or neglecting reasonable measurement imperfections.

Of course, in the case of perfect measurements and with negligible Coriolis terms the observer performs excellently as expected from the theoretical developments.

VI. CONCLUSION

We have presented a nonlinear observer for the estimation of the orientation and in-plane velocity of the quadrotor using only the measurements from accelerometers and rate gyro. The design is based on an enhanced model of the quadrotor that includes the drag rotor, and a parametrization that leads to a linear time-varying design model with a nonlinear constraint. The observer has a large (semi-global) domain of convergence and is easily tuned. The robustness of the design with respect to unaccounted modeling (Cori-
ols) terms, measurement biases and noise, is illustrated in simulation on a rather aggressive trajectory.
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Fig. 7. Motor speeds $\omega_1, \omega_2, \omega_3, \omega_4$ (rad/sec).

Fig. 8. Time evolution of the drag-force coefficient $c(t)$. 