Abstract

Heavy Ball (HB) nowadays is one of the most popular momentum methods in non-convex optimization. It has been widely observed that incorporating the Heavy Ball dynamic in gradient-based methods accelerates the training process of modern machine learning models. However, the progress on establishing its theoretical foundation of acceleration is apparently far behind its empirical success. Existing provable acceleration results are of the quadratic or close-to-quadratic functions, as the current techniques of showing HB’s acceleration are limited to the case when the Hessian is fixed. In this work, we develop some new techniques that help show acceleration beyond quadratics, which is achieved by analyzing how the change of the Hessian at two consecutive time points affects the convergence speed. Based on our technical results, a class of Polyak-Łojasiewicz (PL) optimization problems for which provable acceleration can be achieved via HB is identified. Moreover, our analysis demonstrates a benefit of adaptively setting the momentum parameter.

1. Introduction

Heavy Ball (a.k.a. Polyak’s momentum) (Polyak, 1964) has become a dominant momentum method in various machine learning applications, see e.g., (He et al., 2016; Krizhevsky et al., 2012; Wilson et al., 2017). Many recently proposed algorithms incorporate Heavy Ball momentum in lieu of Nesterov’s momentum (Nesterov, 2013), e.g., Adam (Kingma & Ba, 2015), AMSGrad (Reddi et al., 2018), and a normalized momentum method (Cutkosky & Mehta, 2021), to name just a few. Despite its success in practice, theoretical results of acceleration via Heavy Ball are sparse in the literature. Indeed, the strongly convex quadratic problems seem to be one of very few cases for which an acceleration via HB is shown (e.g., Lessard et al. (2016); Ghadimi et al. (2015); Loizou & Richtárik (2020); Paquette & Paquette (2021); Can et al. (2019); Scieur & Pedregosa (2020); Flammarion & Bach (2015); Diakonikolas & Jordan (2019); Shi et al. (2021); Wang & Abernethy (2018); Wang et al. (2020); Liu et al. (2020); Xiong et al. (2020); Jain et al. (2018)). Recently, (Wang et al., 2021b) provably show that HB converges faster than vanilla gradient descent (GD) for training an over-parametrized ReLU network and a deep linear network. They show an accelerated linear rate that has a square root dependency on the conditional number of a certain Gram matrix, which improves the linear rate of GD for those problems. They develop a modular analysis of acceleration when the HB dynamic meets certain conditions. The conditions essentially require that an underlying Gram matrix or the Hessian does not deviate too much from that at the beginning. Therefore, their theorem might not be applied to the case when the iterate does move far away from the initial point. This limitation to acceleration, to our knowledge, appears in all the related works of the discrete-time HB. What is lacking in the HB literature is a provable acceleration when the Hessian can deviate significantly from that at the beginning during the optimization process.

This work aims at filling the gap. We develop a technical result that proves acceleration of HB when the Hessian can change substantially under certain conditions. Specifically, our analysis shows that HB has acceleration compared to GD for a class of Polyak-Łojasiewicz problems when the non-convexity is averaged-out (to be elaborated soon). The
We say that the average Hessian between the line segment that connects \( w \) and a global optimal point \( w^* \).

To get a flavor of our main result, we give an informal theoretical statement as follows.

**Theorem 1.** (Informal version of Theorem 3) Denote \( w_* \), a global minimizer of \( f(\cdot) \). Suppose \( f(\cdot) \) is twice differentiable, satisfies \( \mu \)-PL, has L-Lipschitz gradient and diagonal Hessian. Apply HB to solve \( \min_{w} f(w) \). Assume that \( \lambda_{\min}(H_f(w_*)) \) is strongly convex if \( \lambda_* > 0 \). Let \( \kappa_* := \frac{L}{\lambda_{\min}(H_f(w_*))} \) be the condition number of the average Hessian at \( w_* \).

To summarize, our contributions in this paper include:

- We develop an analysis of showing acceleration via HB beyond the quadratic problems, which can be of independent interest. Our theoretical results reveal a way to check if incorporating the dynamic of momentum helps converge faster than GD under PL. Our theoretical results will also show a benefit of adaptively setting the momentum parameter.

- We show that \( \lambda_* \)-AVERAGE OUT implies PL. We provide some concrete examples for which \( \lambda_* \)-AVERAGE OUT holds.

### 2. Preliminaries

**Notations:** We use \( \beta I_d \in \mathbb{R}^{d \times d} \) to denote a diagonal matrix on which each of its diagonal elements is \( \beta \). We will have \( \|M\|_2 \) represent the spectral norm of a matrix \( M \), i.e., \( \|M\|_2 = \sqrt{\lambda_{\text{max}}(MM^T)} \), where \( \lambda_{\text{max}}(\cdot) \) is the largest eigenvalue of the underlying matrix, and \( M^* \) is the conjugate transpose of the matrix \( M \). We use \( \|v\|_2 \) as the \( l_2 \) norm of a vector \( v \). The notation \( \text{Diag}(\cdot) \) in this paper represents a block-diagonal matrix that puts its arguments on the main diagonal.

**Definitions:** A function \( f(\cdot) \) is \( L \)-smooth if it has Lipschitz gradients, i.e., \( \|\nabla f(x) - \nabla f(y)\| \leq L \|x-y\| \) for any \( x, y \). In this paper, we consider \( l_2 \) norm so that the dual norm is itself. A function \( f(\cdot) \) is \( \nu \)-strongly convex if \( f(x) \geq f(y) + \langle \nabla f(y), x-y \rangle + \frac{\nu}{2} \|x-y\|^2 \) for any \( x, y \). When \( f(\cdot) \) is twice differentiable, the \( \nu \)-strong convexity is equivalent to the condition that the smallest eigenvalue of Hessian satisfies \( \lambda_{\min}(\nabla^2 f(\cdot)) \geq \nu > 0 \). A function \( f(\cdot) \) is \( \mu \)-Polyak-Łojasiewicz condition (\( \mu \)-PL) at \( w \), if \( \|\nabla f(w)\|^2 \geq \frac{\nu}{2} \|x-y\|^2 \).
where in the first equality we denoted \( \lambda \) to imply \( \mu \)-PL (Karimi et al., 2016).

### 2.1. Prior analysis of acceleration via HB

Algorithm 1 shows Heavy Ball, which has another equivalent version presented in the appendix (Algorithm 2). Our presentations of HB cover the case of HB with a constant momentum parameter, i.e., when \( \beta_t = \beta \), which was studied in all the aforementioned works of HB.

The HB dynamic can be written as

\[
\begin{align*}
\mathbf{w}_{t+1} &= \mathbf{w}_t - \eta (\nabla f(\mathbf{w}_t) - \nabla f(\mathbf{w}_s)) + \beta (\mathbf{w}_t - \mathbf{w}_{t-1}) \\
&= \mathbf{w}_t - \eta \left( \int_0^1 \nabla^2 f(\theta \mathbf{w}_t + (1 - \theta) \mathbf{w}_s)d\theta \right) (\mathbf{w}_t - \mathbf{w}_s) \\
&\quad + \beta (\mathbf{w}_t - \mathbf{w}_{t-1}), \tag{2}
\end{align*}
\]

where in the first equality we denoted \( \mathbf{w}_s \) an optimal point and used \( \nabla f(\mathbf{w}_s) = 0 \), and in the second equality, we used the fundamental theorem of calculus, i.e., \( \nabla f(\mathbf{w}_t) - \nabla f(\mathbf{w}_s) = \left( \int_0^1 \nabla^2 f(\theta \mathbf{w}_t + (1 - \theta) \mathbf{w}_s)d\theta \right) (\mathbf{w}_t - \mathbf{w}_s) \).

Equation (2) can be further rewritten as

\[
\begin{bmatrix}
\mathbf{w}_{t+1} - \mathbf{w}_s \\
\mathbf{w}_t - \mathbf{w}_s
\end{bmatrix} =
\begin{bmatrix}
I_d & -\eta H_t + \beta I_d & -\beta I_d \\
I_d & 0_d
\end{bmatrix}
\begin{bmatrix}
\mathbf{w}_t - \mathbf{w}_s \\
\mathbf{w}_{t-1} - \mathbf{w}_s
\end{bmatrix}, \tag{3}
\]

where we defined \( H_t := H_f(\mathbf{w}_t) \) for brevity.

The most well-known acceleration result of HB is about applying HB with a constant \( \beta \) for solving the strongly convex quadratic problems, \( \min_{\mathbf{w} \in \mathbb{R}^d} \frac{1}{2} \mathbf{w}^T M \mathbf{w} + \mathbf{b}^T \mathbf{w} \), where \( M \in \mathbb{R}^{d \times d} \) is a positive-definite matrix that has the largest eigenvalue \( \lambda_{\text{max}}(M) = L \) and the smallest eigenvalue \( \lambda_{\text{min}}(M) = \nu > 0 \). Let \( H_t \leftarrow M \) and \( \beta_t \leftarrow \beta \) in (3) and recursively expand the equation from time \( t \) back to time \( 0 \). We have

\[
\begin{bmatrix}
\mathbf{w}_t - \mathbf{w}_s \\
\mathbf{w}_{t-1} - \mathbf{w}_s
\end{bmatrix} = A^t \begin{bmatrix}
\mathbf{w}_0 - \mathbf{w}_s \\
\mathbf{w}_{-1} - \mathbf{w}_s
\end{bmatrix}, \tag{4}
\]

where \( A := \begin{bmatrix}
I_d & -\eta M + \beta I_d & -\beta I_d \\
I_d & 0_d
\end{bmatrix} \in \mathbb{R}^{2d \times 2d} \) and \( A^t \) is its \( t_{\text{th}} \) matrix power. To get the convergence rate from (4), there are two approaches in the literature, which are described in details in the following.

**Prior approach 1 (bounding the spectral radius):** To upper-bound the convergence rate of the distance \( \|\mathbf{w}_t - \mathbf{w}_s\|_2 \) in (4), it suffices to bound the spectral norm \( \|A^t\|_2 \).

Traditional analysis uses the spectral radius of \( A \) to approximate the spectral norm \( \|A^t\|_2 \), see e.g., (Polyak, 1964; Lessard et al., 2016; Recht, 2018; Mittiliagas, 2019; Ochs et al., 2015). The spectral radius of a square (not necessarily symmetric) matrix \( A \in \mathbb{R}^{d \times d} \) is defined as \( \rho(A) := \max_{\|\mathbf{v}\|_2 = 1} |\lambda_i(A)| \), where \( \lambda_i(\cdot) \) is the \( i_{\text{th}} \) (possibly complex) eigenvalue. By choosing the step size \( \eta \) and the momentum parameter \( \beta \) appropriately, the spectral radius of \( A \) in (4) is \( \rho(A) = 1 - \frac{\beta}{\sqrt{\nu}} \) for some constant \( c > 0 \), where \( \kappa := \frac{\nu}{L} \) is the condition number. Then, by Gelfand’s formula (Gelfand, 1941), one has for any square matrix \( B \),

\[
\|B^k\|_2 = (\rho(B) + \epsilon_k)^k, \tag{5}
\]

for some sequence \( \{\epsilon_k\} \) that converges to 0 when \( k \to \infty \). Hence the spectral norm \( \|A^t\|_2 \) can be approximated by the spectral radius raised to \( t \), i.e., \( (\rho(A))^t \), in the sense that \( \|A^t\|_2 \sim (1 - \frac{\beta}{\sqrt{\nu}})^t \). This suggests that asymptotically the convergence rate of HB is an accelerated linear rate \( O \left( 1 - \Theta \left( \frac{1}{\sqrt{\nu}} \right) \right) \), which is better than that of GD, i.e., \( O \left( 1 - \Theta \left( \frac{1}{\nu} \right) \right) \). The weakness of this approach is that the convergence rate is not quantifiable at a finite \( t \), because one generally cannot control the convergence rate \( \epsilon_t \) in the Gelfand’s formula. On the other hand, one might suggest bounding the spectral norm \( \|A\|_2 \), since \( \|A^t\|_2 \leq \|A\|_2^t \).

In Appendix A, we show that \( 1 \leq \|A\|_2 \) for any \( \beta \in [0, 1] \) and any step size \( \eta \leq \frac{\nu}{L} \), which implies that a convergence rate of HB cannot be obtained via this way.

**Prior approach 2 (bounding the matrix-power-vector product):**

Noting that controlling the size of the matrix-power-vector product \( \|A^t \left[ \begin{bmatrix} w_0 - w_s \\ w_{-1} - w_s \end{bmatrix} \right] \|_2 \) is sufficient for controlling the convergence rate of the distance in (4), Wang et al. (2021b) show that by choosing the step size \( \eta = \frac{\nu}{L} \) and the momentum parameter \( \beta = \left( 1 - \frac{1}{\sqrt{\nu}} \right)^2 \) for some constant \( c_\eta \) and \( c > 0 \) appropriately, one has \( \|A^t \left[ \begin{bmatrix} w_0 - w_s \\ w_{-1} - w_s \end{bmatrix} \right] \|_2 \leq 4\sqrt{\kappa} \left( 1 - \frac{1}{2\sqrt{\nu}} \right)^t \|w_0 - w_s\| \), which is a non-asymptotic accelerated linear rate and hence avoids the concern of the first approach.

### 3. Analysis

The goal of this section is to develop an analysis that enables showing acceleration beyond the quadratic problems. But
Table 1. Existing results of the discrete-time HB convergence in terms of the optimality gap \( f(w_T) - \min_w f(w) \). References: [1] Theorem 9 in (Polyak, 1964) and Theorem 7 in (Wang et al., 2021b). [2] Theorem 3 in (Kulakova et al., 2018). [3] Theorem 2 in (Ghadimi et al., 2015) and Theorem 9 in (Wang et al., 2021a). [4] Theorem 3 in (Kulakova et al., 2018). [5] Theorem 9-10 in (Wang et al., 2021b). [6] Theorem 9 in (Polyak, 1964) and Theorem 7 in (Wang et al., 2021b).

### 3.1. Why do prior approaches of showing acceleration fail for non-quadratic problems?

Recall we have the HB dynamic for minimizing a general twice differentiable function shown on (3). Recursively expanding (3), one gets

\[
\begin{bmatrix}
  w_T - w^* \\
  w_{T-1} - w^*
\end{bmatrix} = \left( \prod_{t=0}^{T} A_t \right) \begin{bmatrix}
  w_0 - w^* \\
  w_{-1} - w^*
\end{bmatrix},
\]

where \( \prod_{t=0}^{T} A_t := A_T A_{T-1} \cdots A_1 A_0 \). Therefore, a way to control the distance between \( w_T \) and \( w^* \) is to control the size of the spectral norm \( \| \prod_{t=0}^{T} A_t \|_2 \). The spectral radius approach would compute the spectral radius \( \rho(A_t) \) and then invoke the Gelfand’s formula (5) (with \( k = 1 \)) for each step \( t \), i.e., \( \| A_t \|_2 = (\rho(A_t) + \epsilon_{t,1})^k \), where \( \epsilon_{t,1} \) is the approximation error. Then, one might hope \( \| \prod_{t=0}^{T} A_t \|_2 \) or \( \| \prod_{t=0}^{T} A_t \|_2 \) could be approximated by \( \prod_{t=0}^{T} \rho(A_t) \) well.

The issue is that for a small \( k \), e.g., \( k = 1 \), \( \epsilon_{t,k} \) in the Gelfand’s formula can be large, which makes the spectral radius a poor estimate of the spectral norm. Indeed, it is easy to cook up an example based on the matrix \( A_t \) in (3). Let \( d = 1 \) (one-dimensional), \( \eta H_t = 0.1 \), and \( \beta = 0.9 \). We have

\[
A_t = \begin{bmatrix}
  1 - 0.1 + 0.9 & -0.9 \\
  0.1 & 1
\end{bmatrix}.
\]

For this example, the spectral radius \( \rho(A_t) = 0.9487 \) and the spectral norm \( \| A_t \|_2 = 2.21 \). So the approximation error is \( \epsilon_{t,1} = 2.21 - 0.9487 \approx 1.25 \), which implies that the product \( \prod_{t=0}^{T} \rho(A_t) \) can not be guaranteed to approximate the spectral norm arbitrarily well. This example also shows that the spectral norm \( \| A_t \|_2 \) is not useful for analyzing the convergence rate, since it is larger than 1 (see Appendix A for more discussions). To show a convergence, we need to identity a quantity that is relevant to the convergence rate of the distance and has a non-trivial upper bound which is smaller than 1. One might consider bounding the spectral norm of the matrix product in (6) directly, i.e., bounding \( \| \prod_{t=0}^{T} A_t \|_2 \). The issue is that the matrix product \( \prod_{t=0}^{T} A_t \) does not have a simple analytical form.

Regarding the approach of Wang et al. (2021b), we have mentioned its limitation in the introduction when dealing with the case that the Hessian changes significantly. We expound this further in Appendix A. To summarize, the limitations of the previous techniques cause obstacles to analyzing HB when the Hessian changes a lot during the update. A new analysis is needed.

### 3.2. New analysis

Before showing our approach, we need the following technical result from (Wang et al., 2021b). The lemma below shows that while the non-symmetric matrix \( A \) does not have an eigen-decomposition in reals, it has an decomposition in the complex field when the momentum parameter is larger than a threshold. Moreover, the spectral norm of the diagonal matrix is \( \sqrt{\beta} \). The full version of Lemma 1 and its proof is in Appendix B.

**Lemma 1.** (short version) (Lemma 6 in (Wang et al., 2021b)) Consider a matrix

\[
A := \begin{bmatrix}
  (1 + \beta) I_d - H & -\beta I_d \\
  I_d & 0
\end{bmatrix} \in \mathbb{R}^{2d \times 2d},
\]

where \( H \in \mathbb{R}^{d \times d} \) is a symmetric matrix and has eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d \geq \cdots \geq \lambda_d \). Suppose \( \beta \) satisfies

\[
1 \geq \beta > (1 - \sqrt{\lambda_1})^2 \quad \text{for all } i \in [d].
\]

Then, we have \( A \) is diagonalizable with respect to the complex field \( \mathbb{C} \) in \( \mathbb{C}^{2d \times 2d} \).

**spectral decomposition** \( A = PDP^{-1} \)

for some matrix \( P = \hat{U} \hat{P} Q \), where \( \hat{U} \) and \( \hat{P} \) are some orthogonal matrices, \( Q = \text{Diag}(Q_1, \ldots, Q_d) \in \mathbb{C}^{2d \times 2d} \) is a block diagonal matrix, and \( D \in \mathbb{C}^{2d \times 2d} \) is a diagonal matrix. Furthermore, the diagonal matrix \( D \) satisfies \( \| D \|_2 = \sqrt{\beta} \).

Now we are ready to describe our approach. Recall the dynamic (3) and the definition of the average Hessian \( H_t \) defined in (1). Using Lemma 1 with \( H = \eta H_t \), we know the matrix \( A_t \) in the dynamic (3) has a decomposition in the complex field, \( A_t = P_t D_t P_t^{-1} \), where \( D_t \) is a diagonal matrix whose spectral norm is \( \| D_t \|_2 = \sqrt{\beta_t} \). Denote
\[ \xi_t := w_t - \bar{w}_t. \] One can recursively expand the dynamic (3) from \( T + 1 \) back to time \( t_0 < T + 1 \) as follows.

\[
\begin{bmatrix}
\xi_{t+1} \\
\xi_{t}
\end{bmatrix}
= A_T A_{T-1} \cdots A_{t_0} \begin{bmatrix}
\xi_{t_0} \\
\end{bmatrix}
\]

\[
= (P_T D_T P_{T-1}^{-1}) (P_{T-1} D_{T-1} P_{T-2}^{-1}) \cdots (P_{t_0} D_{t_0} P_{t_0-1}^{-1}) \begin{bmatrix}
\xi_{t_0} \\
\end{bmatrix}
\]

\[
= P_T \left( D_T P_{T-1}^{-1} \right) \left( D_{T-1} P_{T-2}^{-1} \right) \cdots \left( D_{t_0+1} P_{t_0+1}^{-1} \right) \left( D_{t_0} P_{t_0}^{-1} \right) \begin{bmatrix}
\xi_{t_0} \\
\end{bmatrix}
\]

Hence, one has

\[
\left\| \begin{bmatrix}
\xi_{t+1} \\
\xi_{t}
\end{bmatrix}
\right\|_2 \leq \left\| P_T \right\|_2 \left( \prod_{t=t_0+1}^{T} \left\| D_t P_{t-1}^{-1} \right\|_2 \right) \left\| \xi_{t_0} \right\|_2.
\]

From (11), we see that the distance can be bounded as \( \| \xi_T \| = O(\prod_{t=t_0+1}^{T} \| \Psi_t \|_2) \| \xi_{t_0} \| \). We define:

**Definition 2.**

(Instantaneous rate at \( t \)) \( \| \Psi_t \|_2 := \| D_t P_{t-1}^{-1} P_{t-1} \|_2 \).

The instantaneous rate is determined by the interplay between eigenvectors of the average Hessians \( H_t \) and \( H_{t-1} \) at the two consecutive time points. By Lemma 1, we know

\[
\| \Psi_t \|_2 := \| D_t P_{t-1}^{-1} P_{t-1} \|_2 \leq \sqrt{\beta_t} \| P_{t-1}^{-1} P_{t-1} \|_2.
\]

Therefore, to upper-bound the instantaneous rate, it suffices to upper-bound \( \| P_{t-1}^{-1} P_{t-1} \|_2 \), which arises from the change of the eigen-space of the average Hessian. Our key finding is that \( \| P_{t-1}^{-1} P_{t-1} \|_2 \) admits a simple closed-form expression, which can be used to derive an upper bound of the instantaneous rate. Based on the decomposition from Lemma 1, we have \( P_t = \tilde{U}_t \tilde{P}_t Q_t \), where \( \tilde{U}_t \) and \( \tilde{P}_t \) are some orthogonal matrices. Then, \( \| P_{t-1}^{-1} P_{t-1} \|_2 = \| Q_{t-1}^{-1} M_t Q_{t-1} \|_2 \), where \( M_t = (P_t)^{-1}(\tilde{U}_t)^{-1} \tilde{U}_t \tilde{P}_t \) is an orthogonal matrix.

In the following lemma, we denote the eigenvalues of the average Hessian \( H_t \) in the dynamic (3) as \( \lambda_{t,1} \geq \lambda_{t,2} \geq \cdots \geq \lambda_{t,d} \). The lemma requires the following co-diagonalization to hold:

\[ \diamondsuit: \| Q_{t}^{-1} M_t Q_{t-1} \|_2 \leq \| Q_{t}^{-1} Q_{t-1} \|_2 \]

which is guaranteed when the dimension \( d \) of the optimization variable \( w \) is 1, or more broadly, when the Hessian is diagonal, as in these cases, the matrix \( M_t \) is the identity matrix for all \( t \). We elaborate on why the condition holds for these examples in Appendix K.

**Lemma 2.** (short version) Assume we have \( 1 \geq \beta_t > (1 - \sqrt{\eta \lambda_{t,i}})^2 \) for all \( i \in [d] \) and that the co-diagonalization condition \( \diamondsuit \) holds. Then, the instantaneous rate \( \| \Psi_t \|_2 \) at \( t \) satisfies:

(I) If \( \lambda_{t,i} \geq \lambda_{t-1,i} \), then

\[
\| \Psi_t \|_2 \leq \sqrt{\beta_t} \times \text{extra factor 1},
\]

where the extra factor 1 is

\[
\max_{i \in [d]} \left( \frac{1}{1 + \sqrt{\beta_t} - \eta \lambda_{t,i}} \right) + 1 \{ \beta_t \neq \beta_{t-1} \} \phi_{t,i}.
\]

(II) If \( \lambda_{t-1,i} \geq \lambda_{t,i} \), then

\[
\| \Psi_t \|_2 \leq \sqrt{\beta_t} \times \text{extra factor 2},
\]

where the extra factor 2 is

\[
\max_{i \in [d]} \left( \frac{1}{1 + \sqrt{\beta_t} - \eta \lambda_{t-1,i}} \right) + 1 \{ \beta_t \neq \beta_{t-1} \} \phi_{t,i}.
\]

The term \( \phi_{t,i} \) in (15) and (17) has an upper-bound which is a function of \( |\beta_{t-1} - \beta_t| \), defined in the full version.

The full version of Lemma 2 and its proof is in Appendix C. Lemma 2 hints at what the optimal momentum parameter is. It says that as long as \( \beta_t \) is larger than the threshold \( \max_{i \in [d]} (1 - \sqrt{\eta \lambda_{t,i}})^2 \), the instantaneous rate is the square root of the parameter \( \sqrt{\beta_t} \) modulo an extra factor. So the momentum parameter should not be set far larger than the threshold. The extra factors in the lemma are due to bounding \( \| P_{t-1}^{-1} P_{t-1} \|_2 \), and we would like the extra factors to be as small as possible to obtain an accelerated linear rate. To see this, consider setting \( \eta = \Theta \left( \frac{1}{\sqrt{\beta_t}} \right) \). Then, we will have \( \sqrt{\beta_t} = 1 - \Theta \left( \frac{1}{\sqrt{\kappa_t}} \right) \), where \( \kappa_t := \frac{L}{\max_t(H_t)} \) is the condition number of \( H_t \). That is, the instantaneous rate \( \| \Psi_t \|_2 \) will be

\[
\| \Psi_t \|_2 = \left( 1 - \Theta \left( \frac{1}{\sqrt{\kappa_t}} \right) \right) \times \text{extra factor 1 or 2}.
\]

Hence if the extra factors decay fast enough over time so that they are approximately 1 after some number of iterations \( t_0 \), then for all \( t \geq t_0 \) the instantaneous rate \( \| \Psi_t \|_2 \) will be an accelerated linear rate \( \| \Psi_t \|_2 = 1 - \Theta \left( \frac{1}{\sqrt{\kappa_t}} \right) \).

Observe that the extra factors (15) and (17) have the term \( |\lambda_{t,i} - \lambda_{t-1,i}| \), which is resulted from the change of the
average Hessian. In the rest of this subsection, we discuss how to bound this term, as it will help upper-bound the extra factors and consequently the instantaneous rate \(\|\Psi_t\|_2\). We start by connecting the difference \(|\lambda_{t,i} - \lambda_{t-1,i}|\) and the distance between \(w_t\) and \(w_{t-1}\).

**Lemma 2.** Suppose that the Hessian of \(f(\cdot)\) is \(L_H\)-Lipschitz, i.e., \(\|\nabla^2 f(x) - \nabla^2 f(y)\|_2 \leq L_H \|x - y\|_2\) for any pair of \(x, y\). Then, \(|\lambda_{t,i} - \lambda_{t-1,i}| \leq L_H \|w_t - w_{t-1}\|_2\).

The proof of Lemma 3 is in Appendix D. Lemma 3 suggests that it suffices to bound the distance \(\|w_t - w_{t-1}\|_2\) in order to control the extra factors. The strategy now is to show that the distance \(\|w_t - w_{t-1}\|_2\) decays exponentially fast so that the instantaneous rate (18) becomes \(\|\Psi_t\|_2 = 1 - \Theta(\frac{1}{\sqrt{\kappa_t}})\) after some point \(t_0\). Kulakova et al. (2018) show that for minimizing functions satisfying \(\mu\)-PL and \(L\)-smooth via HB, the distance \(\|w_t - w_{t-1}\|_2\) decays at an linear rate \(1 - \Theta(\frac{c}{\mu})\) when the momentum parameter is a constant, i.e., \(\beta = \beta_0\), and satisfies a constraint. Specifically, Kulakova et al. (2018) construct the following Lyapunov function:

\[
\tilde{V}_t := f(w_t) - \min_w f(w) + \frac{L(1 - c_\eta)}{2c_\eta} \|w_t - w_{t-1}\|^2, \tag{19}
\]

where \(\eta = \frac{c}{\mu}\) for some \(c_\eta \in (0, 1)\) is the step size of HB and \(L\) is the smoothness constant. Kulakova et al. (2018) show that the Lyapunov function decays at an linear rate, i.e., \(\tilde{V}_t = (1 - \Theta(\frac{c}{\mu})) \tilde{V}_{t-1}\), when the momentum parameter satisfies \(\beta_0 \leq \sqrt{\left(1 - \frac{c_\eta c_u}{\mu}\right) \left(1 - c_\eta\right)}\) for some constant \(c \in (0, 1)\), which implies that the distance between the iterates at two consecutive time points shrinks linearly towards \(0\) in the sense that \(\|w_t - w_{t-1}\|^2 = (1 - \Theta(\frac{1}{\sqrt{\kappa_t}})) \tilde{V}_0\).

We show a similar result under a less restricted constraint on the momentum parameter. Moreover, our result allows the value of the momentum parameter to change during the update. We construct the following Lyapunov function:

\[
V_t := f(w_t) - \min_w f(w) + \theta \|w_t - w_{t-1}\|^2, \tag{20}
\]

where \(\theta > 0\) is a constant to be determined in Theorem 2.

**Theorem 2.** Let \(\theta = 2 \left(\frac{c}{\mu} \left(1 + \frac{1}{c_\eta}\right) - c_\mu \mu\right) > 0\) for any \(c_\eta \in (0, 1)\) and any \(c_\mu \in (0, \frac{1}{2})\). Set the step size \(\eta = \frac{c}{\mu}\) and set the momentum parameter \(\beta_t\) so that for all \(t\), \(\beta_t \leq \sqrt{\left(1 - \frac{c_\eta c_u}{\mu}\right) \left(1 - \frac{c_\mu \mu}{\frac{1}{1 - c_\eta}} + \frac{c_\eta}{\mu}\right)}\) for some constant \(c \in (0, 1)\). Then, HB has

\[
V_t \leq \left(1 - \frac{c_\eta c_u}{\mu}\right)^t V_0 = \left(1 - \Theta(\frac{\mu}{\mu})\right)^t V_0, \tag{21}
\]

where the Lyapunov function \(V_t\) is defined on (20).

Theorem 2 shows that the optimality gap converges at a linear rate \(1 - \Theta(\frac{\mu}{\mu})\). It also shows that the distance between the two consecutive iterates shrinks fast. Our main theorem in the next subsection will use Theorem 2 to upper-bound the extra factor in Lemma 2. The proof of Theorem 2 is deferred to Appendix E.

### 3.3. Main theorem

Our main theorem (Theorem 3) will assume the following:

**Assumption ♠:** The function \(f(\cdot)\) satisfies \(\mu\)-PL, is twice differentiable, \(L\)-smooth, and has \(L_H\)-Lipschitz Hessian.

**Theorem 3.** Suppose assumption ♠ holds and that \(\lambda_{min}(H_t)\)-AVERAGE OUT w.r.t. \(w_s\) and co-diagonalization ♠ hold for all \(t\). Let \(\theta := 2 \left(\frac{c}{\mu} \left(1 + \frac{1}{c_\eta}\right) - c_\mu \mu\right) > 0\), where \(c_\mu \in (0, \frac{1}{2})\). Set the step size \(\eta = \frac{c}{\mu}\) for any constant \(c_\eta \in (0, 1)\) and set the momentum parameter \(\beta_t = \left(1 - c\sqrt{\eta \lambda_{min}(H_t)}\right)^2\) for some \(c \in (0, 1)\) satisfying \(\beta_t \leq \sqrt{1 - \frac{c_\eta c_u}{\mu}} \left(1 - \frac{c_\mu \mu}{\frac{1}{1 - c_\eta}} + \frac{c_\eta}{\mu}\right)\) for some constant \(c \in (0, 1)\). Then, for all \(t\), the iterate \(w_t\) of HB satisfies (21), i.e., the Lyapunov function \(V_t\) decays linearly for all \(t\). Furthermore, there exists a time \(t_0 = \Theta(\frac{1}{\mu})\) such that for all \(t \geq t_0\), the instantaneous rate \(\|\Psi_t\|_2\) at \(t\) is

\[
\|\Psi_t\|_2 = 1 - \frac{c_\eta c_u}{\mu} \frac{1}{\sqrt{\kappa_t}} = 1 - \Theta\left(\frac{1}{\sqrt{\kappa_t}}\right), \tag{22}
\]

where \(\kappa_t := \frac{L}{\lambda_{min}(H_t)}\). Consequently,

\[
\|w_{t+1} - w_s\| = O\left(\prod_{t=t_0}^T \left(1 - \Theta\left(\frac{1}{\sqrt{\kappa_t}}\right)\right)\right) \|w_{t_0} - w_s\|. \tag{24}
\]

The proof of Theorem 3 is given in Appendix F, which is built on the results developed in the previous subsection. Theorem 3 shows that HB has a provable advantage over GD even when the optimization landscape is non-convex, as long as the average Hessian towards \(w_s\) is positive definite. In the next section we will give some examples where the averaged-out condition holds. But at this moment, let us elaborate on our theoretical statement of acceleration by making a detailed comparison between GD and HB. Observe that the dynamic of the distance due to GD can be written as

\[
w_{t+1} - w_s = w_t - \eta \nabla f(w_t) - w_s = (I_d - \eta H_t) (w_t - w_s), \tag{23}
\]

where \(H_t\) is the average Hessian towards \(w_s\), defined in (1) and we used the fundamental theorem of calculus in the second equality as (2). Then, choosing the step size \(\eta = \frac{c_\eta}{\mu}\) for some \(c_\eta\), we have from (23),

\[
\|w_{t+1} - w_s\|_2 = \left(1 - \Theta\left(\frac{L \lambda_{min}(H_t)}{\mu}\right)\right) \|w_t - w_s\|_2. \tag{24}
\]
The inequality (24) shows that the instantaneous rate of GD at $t$ is $1 - \Theta \left( \frac{\lambda_{\min}(H_1)}{L} \right)$. On the other hand, GD under PL is known (Karimi et al., 2017) to have

$$f(w_t) - f(w_*) = (1 - \Theta \left( \frac{\eta}{\beta^2} \right))^t (f(w_0) - f(w_*)). \quad (25)$$

Comparing (24) and (25) of GD to (21) and (22) of HB in Theorem 3, we can conclude that both GD and HB are guaranteed to converge at the rate $1 - \Theta \left( \frac{\eta}{\beta^2} \right)$ for all $t$. On the other hand, after certain number of iterations $t_0 = \Theta \left( \frac{L}{\eta} \right)$, where the notation $\Theta(\cdot)$ hides a logarithmic factor $1$ that depends on $L_H, V_0, \theta$, and other parameters, HB has the instantaneous rate $1 - \Theta \left( \frac{\lambda_{\min}(H_1)}{L} \right)$, which is better than $1 - \Theta \left( \frac{\lambda_{\min}(H_2)}{L} \right)$ of GD.

The reader would notice that for the acceleration result to be meaningful, we need $1 - \Theta \left( \frac{\lambda_{\min}(H_1)}{L} \right) < 1 - \Theta \left( \frac{\eta}{\beta^2} \right)$.

Hence it is desired to have $\lambda_{\min}(H_1) \geq \lambda_\ast > 0, \forall t$ and that $\lambda_\ast = \Theta(\mu)$, which is actually problem-dependent. But we will discuss this in the next subsection and will show that all the examples given in the last part of this paper have the desired property.

Let us emphasize that the parameters $c$ and $c_\eta$, which appear in the instantaneous rate on (22), can indeed be any independent universal constant in $(0, 1)$. Since Theorem 3 indicates setting the momentum parameter $\beta_t = (1 - c\sqrt{\eta} \sqrt{\lambda_{\min}(H_1)})^2$ for any $c \in (0, 1)$ and $c_\eta \in (0, 1]$, we need to check if the choice of $\beta_t$ satisfies the upper-bound constraint, i.e., check if

$$(1 - 1 - c\sqrt{\eta} \sqrt{\lambda_{\min}(H_1)}) \leq \sqrt{(1 - \tilde{c}^2 \eta \frac{\mu}{L}) \left(1 - \frac{c_\mu \mu}{L} \right)}.$$ 

To show this, it suffices to show

$$(1 - c\sqrt{\eta} \sqrt{\lambda_{\min}(H_1)}) \leq \left(1 - \tilde{c}^2 \eta \frac{\mu}{L}\right) \left(1 - 4c_\mu \mu \right). \quad (26)$$

Let $\lambda_\ast$ be the constant such that $\lambda_{\min}(H_t) \geq \lambda_\ast > 0, \forall t$. Then, (26) holds if $1 - c\sqrt{\eta} \sqrt{\lambda_{\min}(H_1)} \leq 1 - \tilde{c}^2 \eta \frac{\mu}{L}$ and $1 - c\sqrt{\eta} \sqrt{\lambda_{\min}(H_1)} \leq 1 - 4c_\mu \mu \frac{\mu}{L}$. Define the ratio $r = \frac{\lambda_\ast}{\mu}$. Then, the constraint is equivalent to

$$\tilde{c} \leq c\eta^{3/2} r^2 \quad \text{and} \quad c_\mu \leq c\sqrt{\eta} r^2. \quad (27)$$

The condition on (27) can be easily met. For example, we can choose $c = 0.9$ and $c_\eta = 1.0$ so that they are universal constants and do not depend on other problem parameters. Under this choice, the condition (27) becomes $\tilde{c} \leq 0.9r$ and $c_\mu \leq 0.225r$, which we can easily satisfy. It is noted that the parameter $\tilde{c}$ and $c_\mu$ only affects the number of iterations spent in the burn-in stage. In summary, $c \in (0, 1)$ and $c_\eta \in (0, 1]$ in the theorem can be independent universal constants, while $\tilde{c}$ and $c_\mu$ in Theorem 2 for the burn-in stage might depend on the ratio $r = \frac{\lambda_\ast}{\mu}$ under the mild condition (27).

The presence of the burn-in stage before exhibiting an accelerated linear rate is standard for HB, c.f., Polyak (1964); Lessard et al. (2016). Kulakova et al. (2018) provides a concrete example that shows HB could have a peak effect during the initial stage and hence prevents from obtaining an accelerated linear rate in the first few iterations. Indeed the acceleration results (of other problems) in Wang et al. (2021b) all have the form $\|w_t - w_*\| \leq C\sqrt{\kappa} \left(1 - \Theta \left( \frac{\eta}{\beta^2} \right)^t \|w_0 - w_*\|$, for some constant $C \geq 1$. The upper-bound of the convergence rate is smaller than the initial distance only after certain number of iterations. We also remark that if one wants to relate the distance $\|w_t - w_*\|$ in Theorem 3 to the initial distance $\|w_0 - w_*\|$, then one can use the fact the Lyapunov function $V_t$ decays exponentially and the triangular inequality to show that $\|w_t - w_*\|$ is within a constant multiple of $\|w_0 - w_*\|$ in the worst case. Furthermore, as $\mu$-PL implies the quadratic growth condition with the same constant, i.e., $\frac{\eta}{\beta^2} \|w_0 - w_*\|^2 \leq f(w_0) - f(w_*)$ (see e.g., (Karimi et al., 2016)), one can also derive a bound on $\|w_t - w_*\|$ by using the quadratic growth condition and the fact that $V_t$ decays exponentially.

Finally we remark that Theorem 3 also finds that the momentum parameter should be set adaptively. It basically says that if the momentum parameter is $\beta_t = \left(1 - \Theta \left( \frac{1}{\sqrt{\kappa}} \right) \right)^t$, then the instantaneous rate is $1 - \Theta \left( \frac{1}{\sqrt{\kappa}} \right)$ after some number of iterations, assuming all the constraints are satisfied. Let $\lambda_\ast = \min_t \lambda_{\min}(H_t)$ and $\kappa := L/\lambda_\ast$. It implies that the instantaneous rate can be much smaller than $1 - \Theta \left( \frac{1}{\sqrt{\kappa}} \right)$ since $\kappa \geq \kappa_t$. In other words, there is an advantage when the momentum parameter is set adaptively and appropriately over the iterations. Nevertheless, for the completeness, we present the following corollary for the case when a constant value of $\beta$ is used.

**Corollary 1. (Constant $\beta$)** Suppose assumption $\mathbf{a}$ holds. Denote $\kappa := \frac{L}{\lambda_\ast}$ for some constant $\lambda_\ast > 0$. Let $\theta$ be that in Theorem 3. Set the step size $\eta = \frac{c_\eta}{\beta}$ for any constant $c_\eta \in (0, 1]$ and set the momentum parameter $\beta = \left(1 - c\sqrt{\eta} \sqrt{\lambda_{\min}(H_1)}\right)^2$ for some $c \in (0, 1)$ satisfying $\beta \leq \sqrt{(1 - \tilde{c}^2 \eta \frac{\mu}{L}) \left(1 - 4c_\mu \mu \right)}$ for some constant $\tilde{c} \in (0, 1]$ and $c_\mu \in (0, \frac{1}{4})$. Then, (21) holds for all $t$. Furthermore, if HB satisfies $\lambda_\ast$-AVERAGE OUT w.r.t. $w_*$ and co-diagonalization $\mathbf{a}$ for all $t$, then there
We remark that in the lemma \( \lambda \) is the instantaneous rate \( \| \Psi_t \|_2 \) at \( t \) is \( \| \Psi_t \|_2 = 1 - \frac{c^\gamma}{\sqrt{\nu}} = 1 - \Theta \left( \frac{1}{\sqrt{\nu \epsilon}} \right) \). Consequently, \( \| w_{T+1} - w_* \| = O \left( \left( 1 - \Theta \left( \frac{1}{\sqrt{\nu \epsilon}} \right) \right)^{T-t_0} \| w_{t_0} - w_* \| \right) \).

We conclude this subsection by pointing out that our presentation of the theoretical results aims at showing acceleration of HB can be achieved under various choices of the parameters. One can, for example, simply set the step size as \( \eta = \frac{1}{2} \) and set the momentum parameter as \( \beta_t = \left( 1 - 0.9 \frac{1}{\sqrt{\nu \epsilon}} \right) \) or a constant \( \beta = \left( 1 - 0.9 \frac{1}{\sqrt{\nu \epsilon}} \right)^2 \) in HB (which corresponds to \( c = 0.9^2 \) and \( c_{\eta} = 1 \)). Under this choice of the parameters, HB exhibits acceleration after \( t_0 = \Theta \left( \frac{1}{\sqrt{\nu \epsilon}} \right) \) as guaranteed by Theorem 3 or Corollary 1.

### 3.4. AVERAGE OUT implies PL

In the subsection, we show that if AVERAGE OUT holds at a point \( w \) then PL also holds at \( w \).

**Theorem 4.** Assume \( f(\cdot) \) is \( L \)-smooth and twice differentiable. Consider a point \( w \in \mathbb{R}^d \). Suppose there exists a global optimal point \( w_* \) of \( f(\cdot) \) such that the condition \( \lambda_* \)-AVERAGE OUT w.r.t. \( w_* \) holds at \( w \). Then, \( f(\cdot) \) satisfies \( \mu \)-PL with parameter \( \mu = \frac{\lambda_*^2}{L} \) at \( w \), which can be improved to \( \mu = \lambda_* \) with a refined analysis. \(^3\)

**Proof.** If \( \lambda_* \)-AVERAGE OUT w.r.t. \( w_* \) holds at \( w \), then

\[
\frac{\| \nabla f(w_*) \|_{w_*}}{|w - w_*|} = \frac{\| \nabla^2 f((1-\theta)w + \theta w_*) d\theta (w - w_*) \|_{w_*}}{|w - w_*|} \geq \lambda_*,
\]

where the equality uses \( \nabla f(w_*) = 0 \) and the fundamental theorem of calculus, and the inequality is due to \( \| H_f(w) \|_2 \geq \lambda_{min}(H_f(w_*) ) \|_2 \) for any \( v \in \mathbb{R}^d \) and the assumption that AVERAGE OUT \( \lambda_* \) holds. Combining this and the smoothness, we have

\[
f(w) \leq f(w_*) + \frac{L}{2} \| w - w_* \|^2 \leq f(w_*) + \frac{L}{2} \| \nabla f(w) \|^2,
\]

where the last inequality uses (28). This shows \( f(\cdot) \) satisfies \( \mu \)-PL with parameter \( \mu = \frac{\lambda_*^2}{L} \) at \( w \).

We remark that in the lemma \( \lambda_* \geq \frac{\lambda_*^2}{L} = \mu \) since \( L \geq \lambda_* \).

\(^3\)The parameter \( c \) cannot be set to 1, because our proof in Appendix F shows that the logarithmic factor in \( t_0 = \Theta \left( \frac{1}{\sqrt{\nu \epsilon}} \right) \) depends on how close \( c \) to 1 is. More precisely, as \( c \) approaches 1, the denominator terms in the extra factors shown in Lemma 2 could become zero.

\(^4\)In a personal communication, Sinho Chewi pointed out that \( \lambda_* \)-AVERAGE OUT actually implies \( \lambda_* \)-PL, which is an improved result compared to Theorem 4. Please see Section I for the details.

**Figure 1.** (Left) function value \( f(w) = w^2 + 4 \sin^2(w) \) v.s. \( w \). (Right) function value \( f(w_t) \) v.s. iteration \( t \) of solving \( \min_w f(w) \) by GD and HB. Both algorithms were initialized at \( w = -5 \).

### 4. Examples of AVERAGE OUT

#### 4.1. Example 1

If a twice differentiable function \( f(\cdot) \) is \( \nu \)-strongly convex, then evidently the smallest eigenvalue of the average Hessian is at least \( \nu \). Thus, \( \lambda_* \)-AVERAGE OUT holds with \( \lambda_* = \nu \).

#### 4.2. Example 2

Consider minimizing

\[
f(w) := w^2 + \alpha \sin^2(w),
\]

where \( \alpha > 0 \) is a problem parameter. The function \( f(w) \) was considered in Karimi et al. (2017), where the authors claim that it satisfies PL. Figure 1 plots the function and compares HB to GD for minimizing \( f(w) \) in (30). One can see from the sub-figure on the left that the function is non-convex, but the average Hessian towards the optimal point appears to be positive definite — the non-convexity could be averaged out, which suggests that HB can converge faster than GD according to our main theorem. The sub-figure on the right confirms this empirically, while the following lemma provably shows that the AVERAGE OUT condition indeed holds.

**Lemma 4.** Let \( \alpha \in (1, 4.34) \). The function \( f(w) \) in (30) is twice differentiable and has \( L = 2 + 2\alpha \)-Lipschitz, \( L_H = 4\alpha \)-Lipschitz Hessian, and its global optimal point is \( w_* = 0 \). Furthermore, it is non-convex but satisfies \( \mu \)-PL with \( \mu = \frac{(2+\sin(2\alpha))}{2+2\alpha} > 0 \) at any \( w \) and the average Hessian is \( H_f^\lambda(w) = 2 + \frac{\sin(2\alpha)}{2+2\alpha} \cdot \lambda_* > 0 \). Therefore, the condition \( \lambda_* \)-AVERAGE OUT holds with \( \lambda_* = 2 - 0.46\alpha \).

The proof of Lemma 4 is available in Appendix G. Combining Lemma 4 and Corollary 1, one can show that HB for optimizing (30) has an instantaneous rate \( 1 - \Theta \left( \frac{1}{\sqrt{\nu \epsilon}} \right) \) at all \( t \geq t_0 \) for some number \( t_0 \), where \( \epsilon = \frac{(2+2\alpha)^2}{(2+0.46\alpha)^2} \).

It is noted that Lemma 4 also shows that \( \lambda_* \)-AVERAGE OUT holds with \( \lambda_* = 2 - 0.46\alpha \). So the accelerated linear rate \( 1 - \Theta \left( \frac{1}{\sqrt{\nu \epsilon}} \right) \) in the proposition is
considered to be better than $1 - \Theta\left(\frac{\mu}{L}\right)$.

We can generalize the above case to a broader class of problems as follows.

**Lemma 5.** Consider solving

$$\min_{w \in \mathbb{R}^d} F(w) := \min_{w \in \mathbb{R}^d} f(w) + g(w).$$

Suppose the function $F(w)$ satisfies assumption 6. Denote $w_*$ a global minimizer of $F(w)$. Assume that $f(w)$ is $2\lambda_*$-strongly convex for some $\lambda_* > 0$. If the average Hessian of the possibly non-convex $g(w)$ between $w$ and $w_*$ satisfies $\lambda_{\min}(H_g(w)) \geq -\lambda_*$. Then, $F(\cdot)$ satisfies $\lambda_*$-AVERAGE OUT w.r.t. $w_*$. The lemmas says that if a possibly non-convex function $F(\cdot)$ can be decomposed into a strongly convex part and a possibly non-convex part, and if the average Hessian towards $w_*$ of the non-convex part is not too negative-definite, then AVERAGE OUT holds.

### 4.3. Example 3

Following Gissin et al. (2020); Gidel et al. (2019), we consider minimizing the following non-convex function:

$$f(u) = \frac{1}{N^2} \|u^{\odot N} - w_*\|^2,$$

where $w_* \in \mathbb{R}^d_+$, $N$ is a positive integer, and the notation $u^{\odot N} \in \mathbb{R}^d$ represents a vector whose $i$th element is $(u_i)^N$. The $N$-layer diagonal network $u^{\odot N}$ has been a subject for studying incremental learning of GD (Gissin et al., 2020) and the interaction between the scale of the initialization and generalization (Woodworth et al., 2020). On the applied side, using the diagonal network helps achieve sparse recovery without the need of tuning regularization parameters under certain conditions (Vaškevičius et al., 2019). It is noted that for $N = 2$, the set of global optimal points of (31) is $\mathcal{U} := \{\hat{u} \in \mathbb{R}^d : \hat{u}_i = \pm \sqrt{w_{*,i}}\}$. The following lemma shows that the PL condition and AVERAGE OUT hold locally (but not globally).

**Lemma 6.** ($N = 2$). The function $f(u)$ in (31) is twice differentiable. It is $L = 3R^2$-smooth and has $L_H = 6R$-Lipschitz Hessian in the ball $\{u : \|u\|_\infty \leq R\}$ for any finite $R > 0$. Furthermore, $f(u)$ is $\mu$-PL with $\mu = 2 \min_{i \in [d]} (u_i^2)$ at $u$, and the average Hessian $H_f(u)$ between $u$ and $\hat{u} \in \mathcal{U}$ satisfies $\lambda_{\min}(H_f(u)) = \min_{i \in [d]} ((u_i^2) + u_i\hat{u}_i)$.

Let $\sqrt{w_*}$ be the element-wise square root of $w_*$, which is one of the global minimizers. Then, Lemma 6 suggests that for all $u \in \mathbb{R}^d_+$, the non-convexity w.r.t. $\sqrt{w_*}$ is averaged-out (and also PL holds). Similar argument can be applied to any other global optimal points $\hat{u} \in \mathcal{U}$ in the sense that there exists a region where all the points inside the region satisfy PL and the non-convexity w.r.t. the corresponding global optimal point is averaged-out. Lemma 6 implies that PL and AVERAGE OUT hold at all the points except those in $\mathcal{V} := \{u \in \mathbb{R}^d : \exists i \in [d], s.t. u_i = 0\}$.

**Lemma 7.** Let the initial point $u_0 = \alpha 1 \in \mathbb{R}^d$, where $\alpha$ satisfies $0 < \alpha < \min_{i \in [d]} \sqrt{w_{*,i}}$. Denote $L := \max_{i \in [d]} w_{*,i}$. Let $\eta = \frac{c_\alpha}{\sqrt{\alpha} L}$, where $c_\alpha \in (0, 1)$, and $\beta_i \leq \sqrt{\left(1 - \frac{2c_\alpha^2 \alpha^2}{L}\right) \left(1 - 4c_\mu \frac{2\alpha^2}{L}\right)}$ for any $\tilde{c} \in (0, 1]$ and $c_\mu \in (0, \frac{1}{4}]$. Then, for minimizing (31), the iterate $u_t$ generated by HB satisfies $0 < \alpha < u_{t,i} < \sqrt{2w_{*,i} - \alpha^2}$ for all $t$ and all $i \in [d]$.

Lemma 7 shows that HB always stays away from the points in $\mathcal{V}$ under certain conditions of the step size and the momentum parameter when initialized properly, and hence it remains in a region where PL and AVERAGE OUT hold. Therefore, our main theorem and the corollary can apply. The proof of Lemma 6 and Lemma 7 is in Appendix H, where we have more discussions. For the case of $N > 2$, we also show that the PL condition holds locally in Appendix H.1. However, the average Hessian $H_f(u)$ does not have a simple analytical form. With the computer-aid analysis, we plot the average Hessian towards $w_*$ for some number of layers $N$ when the target is $w_* = 1$ in Sub-figure (a) of Figure 2. Sub-figure (b) of the same figure shows HB converges significantly faster than GD empirically.
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A. More discussions about prior works of HB

A.1. Spectral norm of $A_t$ in (3) satisfies $\|A_t\|_2 \geq 1$

Let us recall the definition $A_t := \begin{bmatrix} I_d - \eta H_t + \beta I_d & -\beta I_d \\ I_d & 0_d \end{bmatrix}$ in HB’s dynamic (3). We have Lemma 8 below, which shows that the spectral norm of $A_t$ is not less than 1. This implies that the spectral norm $\|A_t\|_2$ is not a useful quantity to look at when we try to derive the convergence rate of HB.

**Lemma 8.** The spectral norm satisfies $\|A_t\|_2 \geq 1$ for any step size $\eta \leq \frac{1}{L}$ and any momentum parameter $\beta \in [0, 1]$.

**Proof.** For brevity, in this proof we suppress the subscript $t$, i.e., we write $A := \begin{bmatrix} I_d - \eta H + \beta I_d & -\beta I_d \\ I_d & 0_d \end{bmatrix}$. Let $U\text{Diag}([\lambda_1, \ldots, \lambda_d])U^\top$ be the eigen-decomposition of $\eta H$, where $\lambda_1, \ldots, \lambda_d$ are the eigenvalues of $\eta H$. Observe that each $\lambda_i$ satisfies $\lambda_i \leq 1$ since $\eta \leq \frac{1}{L}$.

We have

$$A = \begin{bmatrix} U & 0 \\ 0 & U \end{bmatrix} \begin{bmatrix} (1 + \beta)I_d - \text{Diag}([\lambda_1, \ldots, \lambda_d]) & -\beta I_d \\ I_d & 0 \end{bmatrix} \begin{bmatrix} U^\top & 0 \\ 0 & U^\top \end{bmatrix}. \quad (32)$$

Let $\bar{U} := \begin{bmatrix} U & 0 \\ 0 & U \end{bmatrix}$. Then, after applying some permutation matrix $\bar{P}$, the matrix $A$ can be further written as

$$A = \bar{U} \bar{P} \Sigma \bar{P}^\top \bar{U}^\top, \quad (33)$$

where $\Sigma$ is a block diagonal matrix consisting of $d$ 2-by-2 matrices $\Sigma_i := \begin{bmatrix} 1 + \beta - \lambda_i & -\beta \\ 1 & 0 \end{bmatrix}$.

Since $\bar{U}$ and $\bar{P}$ are unitary matrices, it does not affect the spectral norm $\|A\|_2$. That is, $\|A\|_2 = \|\Sigma\|_2$. Moreover, as $\Sigma \in \mathbb{R}^{2d \times 2d}$ is a block diagonal matrix, we have $\|\Sigma\|_2 = \max_{i \in [d]} \|\Sigma_i\|_2$. Therefore, it suffices to show that the spectral norm of each sub-matrix $\Sigma_i \in \mathbb{R}^{2 \times 2}$ satisfies $\|\Sigma_i\|_2 \geq 1$.

By definition of the spectral norm, we have

$$\|\Sigma_i\|_2 = \sqrt{\lambda_{\max} \begin{bmatrix} 1 + \beta - \lambda_i & 1 \\ -\beta & 1 \end{bmatrix}} = \lambda_{\max} \begin{bmatrix} (1 + \beta - \lambda_i)^2 + 1 & -\beta(1 + \beta - \lambda_i) \\ -\beta(1 + \beta - \lambda_i) & \beta^2 \end{bmatrix}_{=R_i}. \quad (34)$$

The characteristic polynomial of $R_i$ is $x^2 - (\beta^2 + (1 + \beta - \lambda_i)^2 + 1)x + \beta^2((1 + \beta - \lambda_i)^2 + 1) - \beta^2(1 + \beta - \lambda_i)^2$, which has two roots $x = \frac{\beta^2 + (1 + \beta - \lambda_i)^2 + 1 \pm \sqrt{(\beta^2 + (1 + \beta - \lambda_i)^2 + 1)^2 - 4\beta^2}}{2}$. To show that the largest root $x \geq 1$ for any $\lambda_i \leq 1$, it suffices to show that $(\beta^2 + (1 + \beta - \lambda_i)^2 + 1)^2 - 4\beta^2 \geq 1$ for any $\lambda_i \leq 1$. By simple calculations, it can be shown that the latter is true. So $\lambda_{\max}(R_i) \geq 1$ and hence $\|\Sigma_i\|_2 \geq 1$. Since this holds for all $i$, we can conclude that $\|A\|_2 \geq 1$. \qed
A.2. More discussions about Wang et al. (2021b)

Here we discuss the limitation of the approach by Wang et al. (2021b) further. Denote \( \xi_t := w_t - w_* \). The way that Wang et al. (2021b) proposed is first by rewriting (3) as

\[
\begin{bmatrix}
\xi_{t+1} \\
\xi_t
\end{bmatrix} = \begin{bmatrix}
I_d - \eta H_t + \beta I_d & -\beta I_d \\
I_d & 0_d
\end{bmatrix} \begin{bmatrix}
\xi_t \\
\xi_{t-1}
\end{bmatrix} + \begin{bmatrix}
\varphi_t \\
0_d
\end{bmatrix},
\]

(35)

where \( \varphi_t = \eta (H_t - H_0) (w_t - w_*) \). Recursively expanding the above equation leads to

\[
\begin{bmatrix}
\xi_{t+1} \\
\xi_t
\end{bmatrix} = A^{t+1} \begin{bmatrix}
\xi_0 \\
\xi_{-1}
\end{bmatrix} + \sum_{s=0}^{t} A^{t-s} \begin{bmatrix}
\varphi_s \\
0_d
\end{bmatrix}.
\]

(36)

The first term on the r.h.s. of (36) is the size of the matrix-power-vector product and hence can be bounded as

\[
\left\| A^{t+1} \begin{bmatrix}
w_0 - w_* \\
w_{-1} - w_*
\end{bmatrix} \right\|_2 \leq 4 \sqrt{\kappa} \left( 1 - \frac{1}{2 \sqrt{\kappa}} \right)^{t+1} \left\| \begin{bmatrix}
w_0 - w_* \\
w_{-1} - w_*
\end{bmatrix} \right\|_2,
\]

which decays at an accelerated linear rate. For the second term on the r.h.s. of (36), Wang et al. (2021b) show that if \( \varphi_t \) on (35) is sufficiently small for all \( t \), then the second term would not be dominant so that an accelerated linear rate of the convergence still holds. However, the constraint only allows \( H_t \) to be a slight deviation from \( H_0 \), which could be seen from their theorem statements, e.g., Theorem 6 and 8 in the paper.

A.3. Some clarifications

(Lessard et al., 2016) give a non-convergent example of HB, which is a piecewise linear function satisfies

\[
\nabla f(w) = \begin{cases}
25w, & \text{if } w < 1, \\
w + 24, & \text{if } 1 \leq w < 2 \\
25w - 24, & \text{if } w \geq 2
\end{cases}.
\]

(37)

It should be clarified that the divergence is under a specific choice of the momentum parameter and the step size, which in no way implies that HB would be doomed to diverge for minimizing this function under other configurations of the parameters. Since the function is strongly convex smooth (but not twice differentiable), by invoking the results of prior works (Kulakova et al., 2018; Ghadimi et al., 2015; Wang et al., 2021a), one can show that HB converges under appropriate choices of the momentum parameter and the step size for minimizing this function.

Finally, given a dynamic \( \xi_{t+1} = A \xi_t \), where \( A \) is a fixed real matrix whose spectral radius satisfies \( \rho(A) < 1 \), one can show that there exists a norm \( \| \cdot \|_P = \langle \cdot, P \cdot \rangle \) for some positive definite matrix \( P \) such that \( \| \xi_{t+1} \|_P \leq (\rho(A) + \bar{\epsilon}) \| \xi_t \|_P \) holds for any \( \bar{\epsilon} > 0 \). The caveat is to find the matrix \( P \) (which depends on the chosen \( \bar{\epsilon} \)) to make the bound \( \| \cdot \|_P \) explicit. When converting the bound in \( \| \cdot \|_P \) to that in terms of the \( l_2 \)-norm, one would get \( \| \xi_{t+1} \|_2 \leq C (\rho(A) + \bar{\epsilon}) \| \xi_0 \|_2 \), where \( C > 0 \) is a constant that depends on the the condition number of \( P \), which in turn depends on the chosen \( \bar{\epsilon} \). We refer the reader to a lecture note (Hu, 2020) for further details.

B. Proof of Lemma 1

Lemma 1 (Full-version):[Wang et al. (2021b)] Consider a matrix

\[
A := \begin{bmatrix}
(1 + \beta)I_d - H & -\beta I_d \\
I_d & 0_d
\end{bmatrix} \in \mathbb{R}^{2d \times 2d},
\]

(38)

where \( H \in \mathbb{R}^{d \times d} \) is a symmetric matrix and has eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_i \geq \cdots \geq \lambda_d \). Suppose \( \beta \) satisfies \( 1 \geq \beta > (1 - \sqrt{\lambda_i})^2 \) for all \( i \in [d] \). Then, we have \( A \) is diagonalizable with respect to the complex field \( \mathbb{C} \) in \( \mathbb{C}^{2d \times 2d} \), i.e.,

(spectral decomposition) \quad A = PDP^{-1}

(39)

for some matrix \( P = \tilde{U} \tilde{P} Q \), where \( \tilde{U} \) and \( \tilde{P} \) are some orthogonal matrices, \( Q = \text{Diag}(Q_1, \ldots, Q_d) \in \mathbb{C}^{2d \times 2d} \) is a block diagonal matrix, and \( D \in \mathbb{C}^{2d \times 2d} \) is a diagonal matrix. Specifically, the \( i_{th} \) block diagonal of \( Q \) is \( Q_i = [q_i, \bar{q}_i] \in \mathbb{C}^{2 \times 2} \).
where $q_i = \begin{bmatrix} z_i \\ 1 \end{bmatrix}$ and $\tilde{q}_i = \begin{bmatrix} \bar{z}_i \\ 1 \end{bmatrix}$ are the eigenvectors of $\tilde{\Sigma}_i := \begin{bmatrix} 1 + \beta - \lambda_i & -\beta \\ 1 & 0 \end{bmatrix} \in \mathbb{R}^{2 \times 2}$ with corresponding eigenvalues $z_i$ and $\bar{z}_i$ respectively. Furthermore, the diagonal matrix $D$ is

$$D = \text{Diag}\left( \begin{bmatrix} z_1 & 0 \\ 0 & \bar{z}_1 \end{bmatrix}, \ldots, \begin{bmatrix} z_d & 0 \\ 0 & \bar{z}_d \end{bmatrix} \right) \in \mathbb{C}^{2d \times 2d}$$

and $|z_i| = \sqrt{\beta}$, which means that the magnitude of each diagonal element on the sub-matrix $\begin{bmatrix} z_i & 0 \\ 0 & \bar{z}_i \end{bmatrix} \in \mathbb{C}^{2 \times 2}$ is $\sqrt{\beta}$ and hence $\|D\|_2 = \sqrt{\beta}$.

**Proof.** We replicate the proof of Wang et al. (2021b) here for the completeness.

Let $U \text{Diag}(\lambda_1, \ldots, \lambda_d) U^\top$ be the eigen-decomposition of $H$. Then

$$A = \begin{bmatrix} U & 0 \\ 0 & U \end{bmatrix} \begin{bmatrix} (1 + \beta)I_d - \text{Diag}(\lambda_1, \ldots, \lambda_d) & -\beta I_d \\ I_d & 0 \end{bmatrix} \begin{bmatrix} U^\top & 0 \\ 0 & U^\top \end{bmatrix}.$$  

Let $\tilde{U} := \begin{bmatrix} U & 0 \\ 0 & U \end{bmatrix}$. Then, after applying some permutation matrix $\tilde{P}$, the matrix $A$ can be further simplified into

$$A = \tilde{U} \tilde{P} \Sigma \tilde{P}^\top \tilde{U}^\top,$$

where $\Sigma$ is a block diagonal matrix consisting of $d$ 2-by-2 matrices $\tilde{\Sigma}_i := \begin{bmatrix} 1 + \beta - \lambda_i & -\beta \\ 1 & 0 \end{bmatrix}$. The characteristic polynomial of $\tilde{\Sigma}_i$ is $x^2 - (1 + \beta - \lambda_i)x + \beta$. Hence it can be shown that when $\beta > (1 - \sqrt{\lambda_i})^2$ then the roots of polynomial are conjugate and have magnitude $\sqrt{\beta}$. These roots are exactly the eigenvalues of $\tilde{\Sigma}_i \in \mathbb{R}^{2 \times 2}$. On the other hand, the corresponding eigenvectors $q_i, \tilde{q}_i$ are also conjugate to each other as $\tilde{\Sigma}_i \in \mathbb{R}^{2 \times 2}$ is a real matrix. As a result, $\Sigma \in \mathbb{R}^{2d \times 2d}$ admits a block eigen-decomposition as follows,

$$\Sigma = \text{Diag}(\tilde{\Sigma}_1, \ldots, \tilde{\Sigma}_d) = \text{Diag}(Q_1, \ldots, Q_d) \text{Diag}\left( \begin{bmatrix} z_1 & 0 \\ 0 & \bar{z}_1 \end{bmatrix}, \ldots, \begin{bmatrix} z_d & 0 \\ 0 & \bar{z}_d \end{bmatrix} \right) \text{Diag}(Q_1^\top, \ldots, Q_d^\top),$$

where $Q_i = [q_i, \tilde{q}_i] \in \mathbb{C}^{2 \times 2}$ and $z_i, \bar{z}_i$ are eigenvalues of $\tilde{\Sigma}_i := \begin{bmatrix} 1 + \beta - \lambda_i & -\beta \\ 1 & 0 \end{bmatrix}$, since they are conjugate by the condition on $\beta_i$. The eigenvalues satisfy

$$z_i + \bar{z}_i = 2\Re z_i = 1 + \beta - \lambda_i,$$

$$z_i\bar{z}_i = |z_i|^2 = \beta.$$  

On the other hand, the eigenvalue equation $\tilde{\Sigma}_i q_i = z_i q_i$ together with (44) implies $q_i = \begin{bmatrix} z_i \\ 1 \end{bmatrix}$. Denote $Q := \text{Diag}(Q_1, \ldots, Q_d)$ and

$$D := \text{Diag}\left( \begin{bmatrix} z_1 & 0 \\ 0 & \bar{z}_1 \end{bmatrix}, \ldots, \begin{bmatrix} z_d & 0 \\ 0 & \bar{z}_d \end{bmatrix} \right).$$

By combining (42) and (43), we have

$$A = PD\text{Diag}\left( \begin{bmatrix} z_1 & 0 \\ 0 & \bar{z}_1 \end{bmatrix}, \ldots, \begin{bmatrix} z_d & 0 \\ 0 & \bar{z}_d \end{bmatrix} \right)P^{-1} = PD\tilde{P}^{-1},$$

where

$$P = \tilde{U} \tilde{P} Q,$$

by the fact that $\tilde{P}^{-1} = \tilde{P}^\top$ and $\tilde{U}^{-1} = \tilde{U}^\top$. 

\[\Box\]
C. Proof of Lemma 2

Lemma 2 Assume we have $1 \geq \beta_t > (1 - \sqrt{\eta_t \lambda_t})^2$ for all $i \in [d]$ and that the co-diagonalization condition $\blacklozenge$ holds. Then, the instantaneous rate $\|\Psi_t\|_2$ at $t$ satisfies:

(I) If $\lambda_{t,i} \geq \lambda_{t-1,i}$, then

$$\|\Psi_t\|_2 = \sqrt{\beta_t} \times \left( \max_{i \in [d]} \left( \frac{1}{2} + \frac{\eta_t \lambda_{t-1,i} - \eta_t \lambda_{t-1,i}}{(1 + \sqrt{\beta_t})^2 - \eta_t \lambda_{t,i}} + 1 \{ \beta_t \neq \beta_{t-1} \} \phi_{t,i} \right) \right).$$  \hspace{1cm} (49)

(II) If $\lambda_{t-1,i} \geq \lambda_{t,i}$, then

$$\|\Psi_t\|_2 = \sqrt{\beta_t} \times \left( \max_{i \in [d]} \left( \frac{1}{2} + \frac{\eta_t \lambda_{t-1,i} - \eta_t \lambda_{t,i}}{(1 + \sqrt{\beta_t})^2 - \eta_t \lambda_{t,i}} + 1 \{ \beta_t \neq \beta_{t-1} \} \phi_{t,i} \right) \right).$$  \hspace{1cm} (50)

The term $\phi_{t,i}$ in (49) and (50) can be bounded as

$$\phi_{t,i} \leq 3 \sqrt{\frac{1}{|4\beta_t - (1 + \beta_t - \eta_t \lambda_{t,i})|^2}} + 3 \sqrt{\frac{1}{|4\beta_t - (1 - \beta_t - \eta_t \lambda_{t,i})|^2}}.$$  \hspace{1cm} (51)

Proof. By Lemma 1, we have

$$\|\Psi_t\|_2 := \|D_t P_t^{-1} P_{t-1}\|_2 \leq \sqrt{\beta_t} \|P_t^{-1} P_{t-1}\|_2,$$

Based on the decomposition from Lemma 1, we have $P_t = \hat{U}_t \hat{P}_t Q_t$, where $Q_t := \text{Diag}(Q_{t,1}, \ldots, Q_{t,d})$, and $\hat{U}_t$ and $\hat{P}_t$ are some orthogonal matrices.

Then, $\|P_t^{-1} P_{t-1}\|_2 = \|Q_t^{-1} M_t Q_{t-1}\|_2$, where $M_t = (\hat{P}_t)^{-1} (\hat{U}_t)^{-1} \hat{U}_{t-1} \hat{P}_{t-1}$ is an orthogonal matrix. When the condition $\blacklozenge$ holds, it suffices to analyze $\|Q_t^{-1} Q_{t-1}\|_2$ for bounding $\|P_t^{-1} P_{t-1}\|_2$, which is conducted by exploiting the fact that $Q_t$ is block-diagonal as follows.

In the following, we consider a fixed $i \in [d]$. For brevity, in the following we denote

$$Q_t := Q_{t,i},$$

$$\lambda_t := \eta_t \lambda_{t,i},$$

$$z_t := z_{t,i},$$

$$\bar{z}_t := \bar{z}_{t,i}.$$  \hspace{1cm} (52)

By Lemma 1 (full version) and (44), we have

$$Q_t = \begin{bmatrix} z_t & \bar{z}_t \\ 1 & 1 \end{bmatrix},$$

$$\Re z_t = \frac{1 + \beta_t - \lambda_t}{2},$$

$$\Im z_t = \sqrt{\beta_t - \left(\frac{1 + \beta_t - \lambda_t}{2}\right)^2}.$$  \hspace{1cm} (53) (54) (55)

These quantities would play an essential role for the remaining calculations. On the other hand,

$$G_t := Q_t^{-1} Q_{t-1} = \frac{1}{z_t - \bar{z}_t} \begin{bmatrix} 1 & -\bar{z}_t \\ -1 & z_t \end{bmatrix} \begin{bmatrix} z_t & \bar{z}_t \\ 1 & 1 \end{bmatrix}$$

$$= \frac{1}{z_t - \bar{z}_t} \begin{bmatrix} z_{t-1} - \bar{z}_t & \bar{z}_{t-1} - \bar{z}_t \\ z_{t-1} - z_t & -z_{t-1} + z_t - \bar{z}_t + z_t \end{bmatrix}.$$  \hspace{1cm} (56) (57)
Recall the definition of the spectral norm, we have \( \|G_t\|_2 = \sqrt{\lambda_{\text{max}}(G_t^*G_t^*)} \). Observe that \( G_t \) is of the form \[
\begin{bmatrix}
  a \\
  b
\end{bmatrix}
\begin{bmatrix}
  a & b \\
  -b & -a
\end{bmatrix},
\]
where
\[
a = \frac{1}{2j\Im z_t} (z_{t-1} - \bar{z}_t),
\]
\[
b = \frac{1}{2j\Im z_t} (z_{t-1} - z_t).
\]

This results in that \( G_tG_t^* \) be of the form \[
\begin{bmatrix}
  a' & \bar{b}' \\
  b' & a
\end{bmatrix},
\]
where \( a' = |a|^2 + |b|^2 \) and \( b' = -2\bar{a}b \). Let the eigenvalues of \( G_tG_t^* \) be \( \xi_1 \) and \( \xi_2 \), then \( \xi_1 + \xi_2 = 2a' \), \( \xi_1\xi_2 = a'^2 - |b'|^2 \). Therefore, it is clear that \( \xi_1 = a' + |b'| \), \( \xi_2 = a' - |b'| \), and
\[
\lambda_{\text{max}}(G_tG_t^*) = a' + |b'|.
\]

Our remaining task is to calculate \( a' = |a|^2 + |b|^2 \) and \( |b'| = 2|a||b| \). First we have
\[
a' = |a|^2 + |b|^2 \overset{(58),(59)}{=} \frac{1}{4(\Im z_t)^2} (2|z_{t-1}|^2 + 2|\bar{z}_t|^2 - 4\Re z_t \Re \bar{z}_{t-1}) \overset{(44),(45)}{=} \frac{2\beta_t + 2\beta_{t-1} - (1 + \beta_t - \lambda_t)(1 + \beta_{t-1} - \lambda_{t-1})}{4\beta_t - (1 + \beta_t - \lambda_t)^2} \times \frac{4\beta_t - (1 + \beta_t - \lambda_t)(1 + \beta_t - \lambda_{t-1})}{4\beta_t - (1 + \beta_t - \lambda_t)^2} + \frac{2(\beta_{t-1} - \beta_t)(1 + \beta_t - \lambda_t)}{4\beta_t - (1 + \beta_t - \lambda_t)^2}.
\]

Second we also have \( |b'| = 2|a||b| = \sqrt{(\Re z_{t-1} - \Re z_t)^4 + 2(\Re z_{t-1} - \Re z_t)^2((\Im z_{t-1})^2 + (\Im z_t)^2) + ((\Im z_t)^2 - (\Im z_{t-1})^2)^2} \).

For \( \Re z_{t-1} - \Re z_t \) in (62), we have
\[
\Re z_{t-1} - \Re z_t \overset{(54)}{=} \left( \frac{\beta_{t-1} - \beta_t}{2} + \frac{\lambda_t - \lambda_{t-1}}{2} \right),
\]
For \( (\Im z_{t-1})^2 + (\Im z_t)^2 \) in (62), we have
\[
(\Im z_{t-1})^2 + (\Im z_t)^2 \overset{(55)}{=} \beta_{t-1} - \left( \frac{1 + \beta_{t-1} - \lambda_{t-1}}{2} \right)^2 + \beta_t - \left( \frac{1 + \beta_t - \lambda_t}{2} \right)^2 = 2\beta_t - \left( \frac{1 + \beta_t - \lambda_t}{2} \right)^2 \left( \frac{1 + \beta_{t-1} - \lambda_{t-1}}{2} \right)(\beta_{t-1} - \beta_t) - \left( \frac{\beta_{t-1} - \beta_t}{2} \right)^2.
\]
For \((3z_t)^2 - (3z_{t-1})^2\) in (62), we have

\[
(3z_t)^2 - (3z_{t-1})^2 = \beta_t - \left( \frac{1 + \beta_t - \lambda_t}{2} \right)^2 - \beta_{t-1} + \left( \frac{1 + \beta_{t-1} - \lambda_{t-1}}{2} \right)^2
\]

\[
= \beta_t - \beta_{t-1} + \left( \frac{1 + \beta_{t-1} - \lambda_{t-1}}{2} + \frac{1 + \beta_t - \lambda_t}{2} \right) \left( \frac{1 + \beta_{t-1} - \lambda_{t-1}}{2} - \frac{1 + \beta_t - \lambda_t}{2} \right)
\]

\[
= \beta_t - \beta_{t-1} + \left( \frac{1 + \beta_t - \lambda_t}{2} - \frac{1 + \beta_t - \lambda_t}{2} \right) \left( \frac{\lambda_t - \lambda_{t-1} + \beta_{t-1} - \beta_t}{2} \right)
\]

\[
+ \left( \frac{\beta_{t-1} - \beta_t}{2} \right) \left( \frac{\lambda_t - \lambda_{t-1} - \beta_{t-1} + \beta_t}{2} \right)
\]

\[
= \beta_t - \beta_{t-1} + \left( \frac{1 + \beta_t - \lambda_t}{2} - \frac{1 + \beta_t - \lambda_t}{2} \right) \left( \frac{\lambda_t - \lambda_{t-1}}{2} \right)
\]

\[
+ \left( \frac{\beta_{t-1} - \beta_t}{2} \right) \left( \frac{2 + \beta_{t-1} + \beta_t - 2\lambda_{t-1}}{2} \right)
\]

\[
= (\beta_t - \beta_{t-1}) \left( 1 - \frac{2 + \beta_{t-1} + \beta_t - 2\lambda_{t-1}}{4} \right) + \left( \frac{1 + \beta_t - \lambda_t}{2} + \frac{1 + \beta_t - \lambda_t}{2} \right) \left( \frac{\lambda_t - \lambda_{t-1}}{2} \right).
\]

(65)

Combing (62), (63), (64), (65), we obtain

\[
|b'| = \sqrt{(\Re z_{t-1} - \Re z_t)^4 + 2(\Re z_{t-1} - \Re z_t)^2((3z_{t-1})^2 + (3z_t)^2) + ((3z_t)^2 - (3z_{t-1})^2)^2}
\]

\[
= \frac{\sqrt{1 + 2}}{2(3z_t)^2}.
\]

(66)

where we defined

\[
\begin{align*}
\textbf{1} & := \left( \frac{\lambda_t - \lambda_{t-1}}{2} \right)^4 + 2 \left( \frac{\lambda_t - \lambda_{t-1}}{2} \right)^2 \left( 2\beta_t - \left( \frac{1 + \beta_t - \lambda_t}{2} \right)^2 - \left( \frac{1 + \beta_t - \lambda_{t-1}}{2} \right)^2 \right) + \left( \frac{1 + \beta_t - \lambda_t}{2} + \frac{1 + \beta_t - \lambda_{t-1}}{2} \right)^2 \left( \frac{\lambda_t - \lambda_{t-1}}{2} \right)^2, \\
\textbf{2} & := 4 \left( \frac{\beta_{t-1} - \beta_t}{2} \right)^3 \left( \frac{\lambda_t - \lambda_{t-1}}{2} \right)^2 + 6 \left( \frac{\beta_{t-1} - \beta_t}{2} \right)^2 \left( \frac{\lambda_t - \lambda_{t-1}}{2} \right)^2 + 4 \left( \frac{\beta_{t-1} - \beta_t}{2} \right)^4 \left( \frac{\lambda_t - \lambda_{t-1}}{2} \right)^3 + \left( \frac{\beta_{t-1} - \beta_t}{2} \right)^4
\end{align*}
\]

(67)

and also defined

(68)
Let us analyze (1) first. We have

\[
\begin{align*}
\Phi &= \frac{(\lambda_t - \lambda_{t-1})^2}{2} \left( 2\beta_t - \left( 1 + \beta_t - \lambda_t \right)^2 - \left( 1 + \beta_t - \lambda_{t-1} \right)^2 \right) + \frac{(1 + \beta_t - \lambda_t)^2}{2} \left( \frac{\lambda_t - \lambda_{t-1}}{2} \right)^2 \\
&= \left( \frac{\lambda_t - \lambda_{t-1}}{2} \right)^2 \left( \frac{\lambda_t - \lambda_{t-1}}{2} \right)^2 + 2 \left( 2\beta_t - \left( 1 + \beta_t - \lambda_t \right)^2 - \left( 1 + \beta_t - \lambda_{t-1} \right)^2 \right) + \frac{(1 + \beta_t - \lambda_t)^2}{2} \left( \frac{\lambda_t - \lambda_{t-1}}{2} \right)^2 \\
&= \left( \frac{\lambda_t - \lambda_{t-1}}{2} \right)^2 \left( 4\beta_t + \frac{(\lambda_t - \lambda_{t-1})^2}{2} - \left( 1 + \beta_t - \lambda_t \right)^2 - \left( 1 + \beta_t - \lambda_{t-1} \right)^2 \right) + 2 \left( 1 + \beta_t - \lambda_t \right) \left( \frac{\lambda_t - \lambda_{t-1}}{2} \right). \\
\end{align*}
\]

(69)

Let us switch to (2). It is noted that all the terms in (2) have the factor \(|\beta_{t-1} - \beta_t|\) and hence (2) will disappear when the momentum parameter is set to a constant value. By using \(|\lambda_t - \lambda_{t-1}| \leq 1\), \(|\beta_{t-1} - \beta_t| \leq 1\), \(\lambda_t \in [0, 1]\), and \(\beta_t \in [0, 1]\), we have

\[
\begin{align*}
2 \leq (\beta_{t-1} - \beta_t)^2 + 8|\beta_{t-1} - \beta_t||\lambda_t - \lambda_{t-1}|. \\
\end{align*}
\]

(70)

Using (61), (62), and (69), we can bound \(||G_t||_2\) as follows:

\[
\begin{align*}
||G_t||_2 &= \sqrt{\lambda_{\max}(G_t^*G_t)} = \sqrt{a^t + b^t} \\
&= \sqrt{\frac{4\beta_t - (1 + \beta_t - \lambda_t)(1 + \beta_t - \lambda_{t-1})}{4\beta_t - (1 + \beta_t - \lambda_t)^2} + \frac{2(\beta_{t-1} - \beta_t)(1 + \beta_t - \lambda_{t-1})}{4\beta_t - (1 + \beta_t - \lambda_t)^2} + \frac{\left( \frac{\lambda_t - \lambda_{t-1}}{2} \right)^2}{2 \left( \beta_t - \frac{(1 + \beta_t - \lambda_t)^2}{2} \right)}}. \\
\end{align*}
\]

(71)

If \(\beta_t = \beta_{t-1} = \sqrt{3}\), then the above reduces to

\[
||G_t||_2 = \sqrt{\frac{4\beta - (1 + \beta - \lambda_t)(1 + \beta - \lambda_{t-1}) + 2|\lambda_t - \lambda_{t-1}|\sqrt{3}}{4\beta - (1 + \beta - \lambda_t)^2}, \\
\]

(72)

which can be simplified as

\[
\begin{align*}
||G_t||_2 &= \sqrt{\Phi_t} := \\
&= \begin{cases} \\
\sqrt{1 + \frac{\lambda_t - \lambda_{t-1}}{1 + \sqrt{3}} - \frac{1}{\lambda_t}} & \text{if } \lambda_t \geq \lambda_{t-1} \\
\sqrt{1 + \frac{\lambda_t - \lambda_{t-1}}{1 + \sqrt{3}} + \frac{1}{\lambda_t}} & \text{if } \lambda_{t-1} \geq \lambda_t, \\
\end{cases} \\
\end{align*}
\]

(73)

where we denote \(\Phi_t := 1 + \frac{\lambda_t - \lambda_{t-1}}{1 + \sqrt{3}}\) if \(\lambda_t \geq \lambda_{t-1}\), while denote \(\Phi_t := 1 + \frac{\lambda_{t-1} - \lambda_t}{1 + \sqrt{3}}\) if \(\lambda_{t-1} \geq \lambda_t\).

On the other hand, for the case \(\beta_t \neq \beta_{t-1}\), by using \(\sqrt{y + z} \leq \sqrt{y} + \sqrt{z}\), we have

\[
\begin{align*}
||G_t||_2 &\leq \sqrt{\Phi_t + \frac{2(\beta_{t-1} - \beta_t)(1 + \beta_t - \lambda_t)}{|4\beta_t - (1 + \beta_t - \lambda_t)^2|} + \frac{\sqrt{2}}{2 \left( \beta_t - \frac{(1 + \beta_t - \lambda_t)^2}{2} \right)}} \\
\leq \sqrt{\Phi_t + \frac{|\beta_{t-1} - \beta_t|(1 + 2\sqrt{3} - \beta_t + \lambda_t) + 2\sqrt{3}|\beta_{t-1} - \beta_t||\lambda_t - \lambda_{t-1}|}{|4\beta_t - (1 + \beta_t - \lambda_t)^2|}} \\
\leq \sqrt{\Phi_t + 3\frac{|\beta_{t-1} - \beta_t|}{|4\beta_t - (1 + \beta_t - \lambda_t)^2|} + 3\frac{\sqrt{3}|\beta_{t-1} - \beta_t||\lambda_t - \lambda_{t-1}|}{|4\beta_t - (1 + \beta_t - \lambda_t)^2|}. \\
\end{align*}
\]

(74)
Since the spectral norm of a block diagonal matrix $M = \text{diag}(M_1, M_2, \ldots, M_d)$ satisfies $\|M\|_2 = \max_{i \in [d]} \|M_i\|_2$, we can now conclude the following two cases.

When $\beta_t$ is a constant for all $t$, we have

$$
\|P_t^{-1}P_{t-1}\|_2 \leq \|\text{Diag}(Q_{t,1}, \ldots, Q_{t,d})^{-1}\text{Diag}(Q_{t-1,1}, \ldots, Q_{t-1,d})\|_2
$$

$$
\leq \max_{i \in [d]} \left\{ \begin{array}{ll}
\sqrt{1 + \frac{\eta \lambda_{t,i} - \eta \lambda_{t-1,i}}{(1 + \sqrt{\beta_t})^2 - \eta \lambda_{t,i}}} & \text{if } \eta \lambda_{t,i} \geq \eta \lambda_{t-1,i} \\
\sqrt{1 + \frac{\eta \lambda_{t,i} - \eta \lambda_{t-1,i}}{\eta \lambda_{t,i} - (1 - \sqrt{\beta_t})^2}} & \text{if } \eta \lambda_{t-1,i} \geq \eta \lambda_{t,i}.
\end{array} \right.
$$

(75)

When $\beta_t$ is set adaptively, by (74) and (52), we have

$$
\|P_t^{-1}P_{t-1}\|_2 \leq \|\text{Diag}(Q_{t,1}, \ldots, Q_{t,d})^{-1}\text{Diag}(Q_{t-1,1}, \ldots, Q_{t-1,d})\|_2
$$

$$
\leq \max_{i \in [d]} \left\{ \begin{array}{ll}
\sqrt{1 + \frac{\beta_{t-1} - \beta_t}{(1 + \beta_t - \eta \lambda_{t,i})^2}} & \text{extra factor, if } \lambda_{t,i} \geq \lambda_{t-1,i} \\
\sqrt{1 + \frac{\beta_{t-1} - \beta_t}{\eta \lambda_{t,i} - (1 - \sqrt{\beta_t})^2}} & \text{extra factor, if } \lambda_{t-1,i} \geq \lambda_{t,i}.
\end{array} \right.
$$

(76)

We now have completed the proof.

\[
\square
\]

D. Proof of Lemma 3

Lemma 3 Suppose that the Hessian of $f(\cdot)$ is $L_H$-Lipschitz, i.e., \(\|\nabla^2 f(x) - \nabla^2 f(y)\|_2 \leq L_H \|x - y\|_2\), for any pair of \(x, y\). Then, \(|\lambda_{t,i} - \lambda_{t-1,i}| \leq L_H \|w_t - w_{t-1}\|_2\).

Proof.

$$
|\lambda_{t,i} - \lambda_{t-1,i}| \overset{(a)}{=} \|H_t - H_{t-1}\|_2
= \|\eta \int_0^1 \nabla^2 f((1 - \tau)w_t + \tau w_s) d\tau - \eta \int_0^1 \nabla^2 f((1 - \tau)w_{t-1} + \tau w_s) d\tau\|_2
$$

(77)

$$
\overset{(b)}{\leq} \eta L_H \|w_t - w_{t-1}\|_2,
$$

where (a) is due to Theorem 5 below and (b) is by the assumption that the Hessian is $L_H$-Lipschitz.

\[
\square
\]

Theorem 5 (Theorem 8.1 in Bhatia, 2007). Let $A$ and $B$ be Hermitian matrices with eigenvalues $\lambda_1(A) \geq \lambda_2(A) \geq \cdots \geq \lambda_d(A)$ and $\lambda_1(B) \geq \lambda_2(B) \geq \cdots \geq \lambda_d(B)$. Then,\n
$$
\max_{j \in [d]} |\lambda_j(A) - \lambda_j(B)| \leq \|A - B\|_2.
$$

E. Proof of Theorem 2

Theorem 2 Let $\theta = 2 \left( \frac{\beta}{4} \left( 1 + \frac{c_\mu}{c_\eta} \right) - c_\eta \mu \right) > 0$ for any $c_\eta \in (0, 1)$ and any $c_\mu \in (0, \frac{1}{2}]$. Set the step size $\eta = \frac{c_\mu}{\theta}$ and set the momentum parameter $\beta_t$ so that for all $t$, $\beta_t \leq \sqrt{\left( 1 - \tilde{c} \frac{w_t}{\eta} \right) \left( 1 - \frac{c_\mu w_t}{\eta \left( 1 + \frac{c_\mu}{c_\eta} \right) + \frac{\theta}{2}} \right)}$ for some constant $\tilde{c} \in (0, 1)$. Then,
After grouping some terms, we obtain
\begin{equation}
V_t \leq \left(1 - \tilde{c}\eta^2 \frac{\mu}{L}\right)^t V_0 = \left(1 - \Theta \left(\frac{\mu}{L}\right)\right)^t V_0,
\end{equation}
where the Lyapunov function $V_t$ is defined on (20).

**Proof.** From the update of HB, we have following three basic equalities and inequalities:
\begin{align}
    w_t - w_{t-1} &= -\eta \nabla f(w_{t-1}) + \beta_{t-1}(w_{t-1} - w_{t-2}) \\
    \|w_t - w_{t-1}\|^2 &= \eta^2 \|\nabla f(w_{t-1})\|^2 + \beta_{t-1}^2 \|w_{t-1} - w_{t-2}\|^2 - 2\eta\beta_{t-1} \langle \nabla f(w_{t-1}), w_{t-1} - w_{t-2} \rangle. \\
    f(w_t) &\leq f(w_{t-1}) + \langle \nabla f(w_{t-1}), w_t - w_{t-1} \rangle + \frac{L}{2} \|w_t - w_{t-1}\|^2.
\end{align}

Combining the above three, we get
\begin{align}
f(w_t) &\leq f(w_{t-1}) - \eta \|\nabla f(w_{t-1})\|^2 + \beta_{t-1} \langle \nabla f(w_{t-1}), w_{t-1} - w_{t-2} \rangle + \frac{\eta^2 L}{2} \|\nabla f(w_{t-1})\|^2 \\
&\quad + \frac{L\beta_{t-1}^2}{2} \|w_{t-1} - w_{t-2}\|^2 - L\eta \beta_{t-1} \langle \nabla f(w_{t-1}), w_{t-1} - w_{t-2} \rangle. \\
&\quad + \theta (\eta^2 \|\nabla f(w_{t-1})\|^2 + \beta_{t-1}^2 \|w_{t-1} - w_{t-2}\|^2 - 2\eta\beta_{t-1} \langle \nabla f(w_{t-1}), w_{t-1} - w_{t-2} \rangle). \\

\end{align}

Multiplying (80) by $\theta$ and adding it to (82), we have
\begin{align}
f(w_t) + \theta \|w_t - w_{t-1}\|^2 &\leq f(w_{t-1}) - \eta \|\nabla f(w_{t-1})\|^2 + \beta_{t-1} \langle \nabla f(w_{t-1}), w_{t-1} - w_{t-2} \rangle + \frac{\eta^2 L}{2} \|\nabla f(w_{t-1})\|^2 \\
&\quad + \frac{L\beta_{t-1}^2}{2} \|w_{t-1} - w_{t-2}\|^2 - L\eta \beta_{t-1} \langle \nabla f(w_{t-1}), w_{t-1} - w_{t-2} \rangle \\
&\quad + \theta \eta^2 \|\nabla f(w_{t-1})\|^2 + \beta_{t-1}^2 \|w_{t-1} - w_{t-2}\|^2 - 2\eta\beta_{t-1} \langle \nabla f(w_{t-1}), w_{t-1} - w_{t-2} \rangle.
\end{align}

After grouping some terms, we obtain
\begin{align}
f(w_t) + \theta \|w_t - w_{t-1}\|^2 &\leq f(w_{t-1}) + \left(\frac{L}{2} + \theta\right) \beta_{t-1}^2 \|w_{t-1} - w_{t-2}\|^2 \\
&\quad + \left(\frac{\eta^2 L}{\theta} - \eta + \theta \eta^2\right) \|\nabla f(w_{t-1})\|^2 \\
&\quad + (1 - L\eta - \theta 2\eta) \beta_{t-1} \langle \nabla f(w_{t-1}), w_{t-1} - w_{t-2} \rangle,
\end{align}
which can be further bounded as
\begin{align}
f(w_t) + \theta \|w_t - w_{t-1}\|^2 &\leq f(w_{t-1}) + \left(\frac{L}{2} + \theta\right) \beta_{t-1}^2 \|w_{t-1} - w_{t-2}\|^2 + \frac{\eta^2 L}{2} \|\nabla f(w_{t-1})\|^2 \\
&\quad + \frac{L c_\eta}{4 c_\eta} \|\nabla f(w_{t-1})\|^2 + \frac{L}{4 c_\eta} (1 - L\eta - \theta 2\eta) \beta_{t-1}^2 \|w_{t-1} - w_{t-2}\|^2 \\
&\quad = f(w_{t-1}) - \frac{c_\eta}{L}(1 + \theta) \|\nabla f(w_{t-1})\|^2 + \left(\frac{L}{4} \left(1 + \frac{1}{c_\eta}\right) + \frac{\theta}{2}\right) \beta_{t-1}^2 \|w_{t-1} - w_{t-2}\|^2,
\end{align}
where we used $\langle a, b \rangle \leq \|a\| \|b\| \leq \frac{1}{2} \|a\|^2 + \frac{1}{2} \|b\|^2$ with $a \leftarrow \sqrt{\frac{2c_\eta}{L} \nabla f(w_{t-1})}$ and $b \leftarrow \beta_{t-1} \sqrt{\frac{2c_\eta}{L} \nabla f(w_{t-1}) - w_{t-2}}$ to bound the last term on (84), and we get the equality by grouping the common terms and replacing $\eta = \frac{\mu}{L}$.

Now subtracting $f(w_*)$ from both sides of (85) and using the PL inequality, i.e., $2\mu (f(w_{t-1}) - f(w_*)) \leq \|\nabla f(w_{t-1})\|^2$, we get
\begin{align}
f(w_t) - f(w_*) + \theta \|w_t - w_{t-1}\|^2 &\leq \left(1 - \frac{c_\eta \mu}{L} \left(1 + \frac{2\theta}{L}\right)\right) (f(w_{t-1}) - f(w_*)) + \left(\frac{L}{4} \left(1 + \frac{1}{c_\eta}\right) + \frac{\theta}{2}\right) \beta_{t-1}^2 \|w_{t-1} - w_{t-2}\|^2.
\end{align}
To complete the proof, we need to bound the r.h.s. of inequality (86) by
\[
(1 - \tilde{c}e^2 \frac{\mu}{L}) (f(w_{t-1}) - f(w_s) + \theta\|w_{t-1} - w_{t-2}\|^2),
\]
for some $\tilde{c} \in (0, 1]$. Since $-(1 + \frac{2\mu}{L}) \leq -\tilde{c}$, we only need $\beta^2_{t-1} \leq (1 - \tilde{c}e^2 \frac{\mu}{L}) \left(1 - \frac{\theta}{\frac{\mu}{2}(1 + \frac{\mu}{\theta})^2} \right) = (1 - \tilde{c}e^2 \frac{\mu}{L}) \left(1 - \frac{c_\mu \mu}{\frac{\mu}{2}(1 + \frac{\mu}{\theta})^2} \right)$.

\[\blacksquare\]

F. Proof of Theorem 3

**Theorem 3** Suppose assumption \(\clubsuit\) holds and that $\lambda_{\min}(H_t)$-AVERAGE OUT w.r.t. $w_s$ and co-diagonalization $\spadesuit$ hold for all $t$. Let $\theta := 2 \left(\frac{\mu}{L} \left(1 + \frac{1}{c_\mu}\right) - c_\mu \mu\right) > 0$, where $c_\mu \in (0, \frac{\mu}{L}]$. Set the step size $\eta = \frac{c_\mu}{\mu}$ for any constant $c_\eta \in (0, 1]$ and set the momentum parameter $\beta_t = \left(1 - c\sqrt{\eta\lambda_{\min}(H_t)}\right)^2$ for some $c \in (0, 1)$ satisfying $\beta_t \leq \sqrt{\left(1 - \tilde{c}e^2 \frac{\mu}{L}\right) \left(1 - \frac{\theta}{\frac{\mu}{2}(1 + \frac{\mu}{\theta})^2} \right)}$ for some constant $\tilde{c} \in (0, 1]$. Then, for all $t$, the iterate $w_t$ of HB satisfies (21), i.e., the Lyapunov function $V_t$ decays linearly for all $t$. Furthermore, there exists a time $t_0 = \tilde{\Theta} \left(\frac{\mu}{L}\right)$ such that for all $t \geq t_0$, the instantaneous rate $\|\Psi_t\|_2$ at $t$ is
\[
\|\Psi_t\|_2 = 1 - \frac{2\sqrt{\mu}}{\theta} \frac{1}{\sqrt{\kappa_t}} = 1 - \Theta \left(\frac{1}{\sqrt{\kappa_t}}\right),
\]
where $\kappa_t := \frac{L}{\lambda_{\min}(H_t)}$. Consequently,
\[
\|w_{t+1} - w_*\| = O \left(\prod_{t=t_0}^T \left(1 - \Theta \left(\frac{1}{\sqrt{\kappa_t}}\right)\right)\right) \|w_{t_0} - w_*\|.
\]

**Proof.** Let us first recall that $\{\lambda_{t,i}\}_{i=1}^d$ are the eigenvalues of $H_t := \int_0^1 \nabla^2 f((1 - \tau)w_t + \tau w_*)d\tau$ in the decreasing order. Hence, we can write $\beta_t = (1 - c\sqrt{\eta\lambda_{t,d}})^2$ for some $c \in (0, 1)$, where $\lambda_{t,d} = \lambda_{\min}(H_t) \geq \lambda_s > 0$ for some constant $\lambda_s > 0$.

From Lemma 2, we know the instantaneous rate $\|\Psi_t\|_2$ satisfies
\[
\|\Psi_t\|_2 = \left\{ \begin{array}{ll}
(\sqrt{\beta_t}) \times \left(\prod_{i \in [d]} \left[1 + 1 + \eta \lambda_{t,i} - \eta \lambda_{t-1,i}}\right] \left(1 + \sqrt{\beta_t}\right)^2 - \eta \lambda_{t,i}}\right) + 1\{\beta_t \neq \beta_{t-1}\} \phi_{t,i}\right, & \text{if } \lambda_{t,i} \geq \lambda_{t-1,i}, \\
(\sqrt{\beta_t}) \times \left(\prod_{i \in [d]} \left[1 + \frac{\eta \lambda_{t-1,i} - \eta \lambda_{t,i}}{\eta \lambda_{t,i} - (1 - \sqrt{\beta_t})^2} + 1\{\beta_t \neq \beta_{t-1}\} \phi_{t,i}\right, & \text{if } \lambda_{t-1,i} \geq \lambda_{t,i}.
\end{array} \right.
\]

Let us first analyze the denominator of the first term in the extra factors. There are two cases.

- **Suppose** $\lambda_{t,i} \geq \lambda_{t-1,i}$ (*the first term in the extra factor is $\sqrt{1 + 1 + \frac{\eta \lambda_{t,i} - \eta \lambda_{t-1,i}}{\eta \lambda_{t,i} - (1 + \sqrt{\beta_t})^2}}$**)

We first show that the denominator $(1 + \sqrt{\beta_t})^2 - \eta \lambda_{t,i}$ is non-zero. If it were zero, then it implies that
\[
(1 + \sqrt{\beta_t}) = \sqrt{\eta \lambda_{t,i}},
\]
which would contradict the choice of $\beta_t = (1 - c\sqrt{\eta \lambda_{t,d}})^2 > (1 - \sqrt{\eta \lambda_{t,i}})^2$ for all $i \in [d]$. It suffices to assume that the denominator is lower bounded by a positive number, i.e.,
\[
(1 + \sqrt{\beta_t})^2 - \eta \lambda_{t,i} \geq c_0 > 0.
\]
Otherwise, given that \( \lambda_{t,i} \geq \lambda_{t-1,i} \), we can trivially upper-bound \( \sqrt{1 + \frac{\eta \lambda_{t,i} - \eta \lambda_{t-1,i}}{(1 + \sqrt{\beta_t})^2 - \eta \lambda_{t,i}}} \) by 1.

- **Suppose \( \lambda_{t,i} \leq \lambda_{t-1,i} \) (the first term in the extra factor in \( \sqrt{1 + \frac{\eta \lambda_{t,i} - \eta \lambda_{t-1,i}}{(1 + \sqrt{\beta_t})^2 - \eta \lambda_{t,i}}} \)):**

  We need to lower-bound \( \eta \lambda_{t,i} - (1 - \sqrt{\beta_t})^2 \). We have

  \[
  \eta \lambda_{t,i} - (1 - \sqrt{\beta_t})^2 = \eta \lambda_{t,i} - (1 - (1 - c \sqrt{\eta \lambda_{t,i}}))^2 = \eta \lambda_{t,i} - c^2 \eta \lambda_{t,i} \geq \eta \lambda_{t,i}(1 - c^2) := c_1 > 0. \tag{91}
  \]

  So the first term in the extra factor can be bounded as

  \[
  \max_{i \in [d]} \left( \frac{1 + \eta \lambda_{t,i} - \eta \lambda_{t-1,i}}{(1 + \sqrt{\beta_t})^2 - \eta \lambda_{t,i}} \right) \leq \max_{i \in [d]} \left( \frac{1 + \eta \lambda_{t,i} - \eta \lambda_{t-1,i}}{(1 + \sqrt{\beta_t})^2 - \eta \lambda_{t,i}} \right) \leq \frac{1 + \eta \lambda_{t,i} - \eta \lambda_{t-1,i}}{\min(c_0, c_1)}. \tag{92}
  \]

  Using Lemma 3, we further have

  \[
  \max_{i \in [d]} \left( \frac{1 + \eta \lambda_{t,i} - \eta \lambda_{t-1,i}}{(1 + \sqrt{\beta_t})^2 - \eta \lambda_{t,i}} \right) \leq \sqrt{1 + \frac{\eta \lambda_{t,i} - \eta \lambda_{t-1,i}}{(1 + \sqrt{\beta_t})^2 - \eta \lambda_{t,i}}} \leq \frac{1 + \eta \lambda_{t,i} - \eta \lambda_{t-1,i}}{\min(c_0, c_1)}. \tag{93}
  \]

  It is noted that if a constant value of the \( \beta \) is used, e.g., \( \beta_t = (1 - c \sqrt{\eta \lambda_t})^2 = (1 - \frac{c \sqrt{\eta \lambda_t}}{\sqrt{\kappa}})^2 \) for some \( c \in (0, 1) \), where \( \kappa := \frac{L}{\delta} \), then (93) still holds for some \( c_0, c_1 > 0 \), which can be seen by tracing the derivations in (90) and (91).

  Now let us switch to bounding the second term of the extra factors. The second term is zero if the momentum parameter is set to a constant value during the iterations, e.g., \( \beta_t = (1 - c \sqrt{\eta \lambda_t})^2 = (1 - \frac{c \sqrt{\eta \lambda_t}}{\sqrt{\kappa}})^2 \). If the momentum parameter is set adaptively as \( \beta_t = (1 - c \sqrt{\eta \lambda_{t,i}})^2 \) for some \( c \in (0, 1) \), then from Lemma 3 (51) we need to bound the r.h.s. of the following,

  \[
  \phi_{t,i} \leq 3 \sqrt{\frac{|\beta_{t-1} - \beta_t|}{4 \beta_t - (1 + \beta_t - \eta \lambda_{t,i})^2}} + 3 \sqrt{\frac{\sqrt{\beta_{t-1} - \beta_t} \eta \lambda_{t,i} - \lambda_{t-1,i}}{4 \beta_t - (1 + \beta_t - \eta \lambda_{t,i})^2}}. \tag{94}
  \]

  From (44) and the proof of Lemma 3 (i.e., (66) - (74)), the term \( |4 \beta_t - (1 + \beta_t - \eta \lambda_{t,i})^2| \) in r.h.s. of (94) is actually 2 \((3 z_{t,i})^2 \), i.e., \( |4 \beta_t - (1 + \beta_t - \eta \lambda_{t,i})^2| = 2 (3 z_{t,i})^2 \), where \( z_{t,i}, \tilde{z}_{t,i} \) are eigenvalues of \( \tilde{\Sigma}_{t,i} := \begin{bmatrix} 1 + \beta_t - \lambda_t & -\beta_t \\ -\beta_t & 1 \end{bmatrix} \).

  When \( \beta_t > (1 - \sqrt{\eta \lambda_{t,i}})^2 \), the sub-matrix \( \tilde{\Sigma}_t \) has complex eigenvalues and hence \( (3 z_{t,i})^2 > 0 \). Since \( \beta_t = (1 - c \sqrt{\eta \lambda_{t,i}})^2 \) for some \( c \in (0, 1) \), we know

  \[
  |4 \beta_t - (1 + \beta_t - \eta \lambda_{t,i})^2| \geq c_3^2 > 0 \tag{95}
  \]

  for some constant \( c_3 > 0 \). On the other hand, the factor \( |\beta_{t-1} - \beta_t| \) in r.h.s. of (94) can be bounded as

  \[
  |\beta_{t-1} - \beta_t| = \left| \left( 1 - c \sqrt{\eta \lambda_{t-1,i}} \right)^2 - \left( 1 - c \sqrt{\eta \lambda_{t,i}} \right)^2 \right| \\
  = |c \left( \sqrt{\eta \lambda_{t,i}} - \sqrt{\eta \lambda_{t-1,i}} \right) | \left( 2 - c \left( \sqrt{\eta \lambda_{t,i}} + \sqrt{\eta \lambda_{t-1,i}} \right) \right) | \\
  \leq 2c \sqrt{\eta \lambda_{t,i}} \eta \lambda_{t,i} - \eta \lambda_{t-1,i} \left| \left( 2 - c \left( \sqrt{\eta \lambda_{t,i}} + \sqrt{\eta \lambda_{t-1,i}} \right) \right) \right| \\
  \leq 2c \sqrt{\eta \lambda_{t,i}} \eta \lambda_{t,i} - \eta \lambda_{t-1,i} \left| \left( 2 - c \left( \sqrt{\eta \lambda_{t,i}} + \sqrt{\eta \lambda_{t-1,i}} \right) \right) \right|. \tag{96}
  \]

  where the last inequality uses Lemma 3.

  Hence by (88), (93)-(96), we get

  \[
  \| \Psi_t \|_2^2 \leq \frac{1}{\sqrt{\beta_t}} \left( \frac{\eta \lambda_{t,i} - \eta \lambda_{t-1,i}}{\min(c_0, c_1)} \right) + 1 \beta_t \neq \beta_{t-1} \right) \left( \frac{3}{c_3} \left( \frac{\sqrt{2c \sqrt{\eta \lambda_{t,i}} \eta \lambda_{t,i} - \eta \lambda_{t-1,i}} \left| \left( 2 - c \left( \sqrt{\eta \lambda_{t,i}} + \sqrt{\eta \lambda_{t-1,i}} \right) \right) \right|}{\min(c_0, c_1)} \right) + \sqrt{2c \sqrt{\eta \lambda_{t,i}} \eta \lambda_{t,i} - \eta \lambda_{t-1,i}} \left| \left( 2 - c \left( \sqrt{\eta \lambda_{t,i}} + \sqrt{\eta \lambda_{t-1,i}} \right) \right) \right| \right). \tag{97}
  \]

  The strategy now is to show the following two items hold for all iterations \( t \geq t_0 \) for some \( t_0 \).
• (first item) \( \sqrt{1 + \frac{\eta L_H \| w_t - w_{t-1} \|}{\min(c_0, c_1)}} \leq 1 + \frac{\xi}{3} \sqrt{\eta \lambda_{\min}(H_t)} \)

• (second item) \( \left( \frac{3}{c_3} \left( \sqrt{2c \sqrt{\eta L_H \| w_t - w_{t-1} \|} + \sqrt{2c \sqrt{\eta L_H \| w_t - w_{t-1} \|}} \right) \right) \leq \frac{\xi}{3} \sqrt{\eta \lambda_{\min}(H_t)} \)

The above items would allow us to show that
\( \| \Psi_t \|_2 \leq (1 - c \sqrt{\eta \lambda_{\min}(H_t)}) \left( 1 + \frac{c}{4} \sqrt{\eta \lambda_{\min}(H_t)} + \frac{c}{4} \sqrt{\eta \lambda_{\min}(H_t)} \right) \leq 1 - \frac{c}{2} \sqrt{\eta \lambda_{\min}(H_t)} = 1 - \Theta \left( \frac{\lambda_{\min}(H_t)}{L} \right) \),

which is an accelerated linear rate.

So now let us analyze the number of iterations required for the first item to hold. We have
\[
\log \left( \sqrt{1 + \frac{\eta L_H \| w_t - w_{t-1} \|}{\min(c_0, c_1)}} \right) \leq \frac{1}{2} \log \left( 1 + \frac{\eta L_H \| w_t - w_{t-1} \|}{\min(c_0, c_1)} \right)
\]
\[
\leq \frac{\eta L_H \| w_t - w_{t-1} \|}{2 \min(c_0, c_1)}
\]
\[
(\approx) \leq \frac{\eta L_H \sqrt{(1 - \tilde{c}^2 \eta L)} V_0}{2 \min(c_0, c_1)} \sqrt{\frac{1}{\gamma}}
\]
\[
(\approx) \leq \log \left( 1 + \frac{\xi}{4} \sqrt{\eta \lambda_{\min}(H_t)} \right),
\]

where (a) is by Theorem 2 and (b) holds when \( t = \Theta \left( \frac{1}{\tilde{c} \mu} \log \left( \frac{L^2 \eta L}{\min(c_0, c_1)} \right) \right) \) iterations. For the first term in the second item, we have
\[
\frac{3}{c_3} \left( \sqrt{2c \sqrt{\eta L_H \| w_t - w_{t-1} \|}} \right) \leq \frac{c}{8} \sqrt{\eta \lambda_{\min}(H_t)} \iff \| w_t - w_{t-1} \| \leq \left( \frac{cc_3 \sqrt{\eta \lambda_{\min}(H_t)}}{24 \sqrt{2c \eta L_H}} \right)^4 .
\]

Using Theorem 2 again, we have
\[
\| w_t - w_{t-1} \| \leq \sqrt{(1 - \tilde{c}^2 \eta L)^{\frac{\tau}{4}} V_0} \sqrt{\frac{1}{\gamma}} \leq \left( \frac{cc_3 \sqrt{\eta \lambda_{\min}(H_t)}}{24 \sqrt{2c \eta L_H}} \right)^4 ,
\]

where the last inequality holds when \( t = \Theta \left( \frac{1}{\tilde{c} \mu} \log \left( \frac{L^2 \eta L}{\min(c_0, c_1)} \right) \right) \). For the second term in the second item, we have
\[
\frac{3}{c_3} \sqrt{2c \sqrt{\eta L_H \| w_t - w_{t-1} \|}} \leq \frac{c}{8} \sqrt{\eta \lambda_{\min}(H_t)} \iff \| w_t - w_{t-1} \| \leq \left( \frac{cc_3 \sqrt{\eta \lambda_{\min}(H_t)}}{24 \sqrt{2c \eta L_H}} \right)^4 .
\]

Using Theorem 2 again, we have
\[
\| w_t - w_{t-1} \| \leq \sqrt{(1 - \tilde{c}^2 \eta L)^{\frac{\tau}{4}} V_0} \sqrt{\frac{1}{\gamma}} \leq \left( \frac{cc_3 \sqrt{\eta \lambda_{\min}(H_t)}}{24 \sqrt{2c \eta L_H}} \right)^4 ,
\]

where the last inequality holds when \( t = \Theta \left( \frac{1}{\tilde{c} \mu} \log \left( \frac{L^2 \eta L}{\min(c_0, c_1)} \right) \right) \).

So now we can conclude that after \( t_0 = \tilde{\Theta} \left( \frac{L}{\mu} \right) \) number of iterations, where \( \tilde{\Theta}(\cdot) \) hides the following logarithmic factor
\[
\max \left\{ \log \left( \frac{L^2 \eta L}{\min(c_0, c_1)} \right), \log \left( \frac{L^2 \eta L}{cc_3 \lambda^2 \theta} \right) \right\} ,
\]
and \( c_0, c_1, c_3 > 0 \) are constants defined in (90), (91), (95), the instantaneous rate satisfies \( \| \Phi_t \|_2 \leq 1 - \frac{\xi}{2} \sqrt{\eta \lambda_{\min}(H_t)} = 1 - \Theta \left( \frac{1}{\sqrt{\kappa_t}} \right) \).
G. Proof of Lemma 4 and Lemma 5

**Lemma 4** Let $\alpha \in (1, 4.34]$. The function $f(w)$ in (30) is twice differentiable and has $L = 2 + 2\alpha$-Lipschitz, $L_H = 4\alpha$-Lipschitz Hessian, and its global optimal point is $w_* = 0$. Furthermore, it is non-convex but satisfies $\mu$-PL with $\mu = \frac{(2 + \sin(2\alpha))^2}{2\alpha} \geq \frac{(2 - 0.46\alpha)^2}{2\alpha}$ at any $w$ and the average Hessian is $H_f(w) = 2 + \frac{2\sin(2\alpha)}{\alpha} \alpha > 0$, where $|\frac{2\sin(2\alpha)}{\alpha}| \leq 0.46$. Therefore, the condition $\lambda_*$-AVERAGE OUT w.r.t. $w_*$ holds with $\lambda_* = 2 - 0.46\alpha$.

**Proof.** Consider

$$f(w) = w^2 + \alpha \sin^2(w),$$

for some constant $\alpha \in (1, 4.34]$, whose minimizer is $w_* = 0$. Its gradient and Hessian are

$$\nabla f(w) = 2w + 2\alpha \sin(w) \cos(w)$$

$$H(w) = 2 + 2\alpha (\cos^2(w) - \sin^2(w)).$$

It is clear that $H(w) < 0$ at some $w$ for any $\alpha > 1$. Also, for any two points $x, y$, we have $|H(x) - H(y)| = |2\alpha (\cos(2x) - \cos(2y))| \leq 4\alpha |x - y|$, where we used the mean value theorem. So the function has $L_H = 4\alpha$-Lipschitz Hessian.

Now consider the average Hessian $H_f(w) := \int_0^1 H(\theta w + (1 - \theta)w_*)d\theta$. We have

$$\int_0^1 H(\theta w + (1 - \theta)w_*)d\theta = \int_0^1 (2 + 2\alpha (\cos^2(\theta w) - \sin^2(\theta w))) d\theta = 2 + 2\alpha \int_0^1 (\cos^2(\theta w) - \sin^2(\theta w))d\theta$$

$$= 2 + 2\alpha \int_0^1 \cos(2\theta w)d\theta$$

$$= 2 + \frac{\alpha}{w} \sin(2\theta w)|^1_0 = 2 + \frac{\alpha \sin(2w)}{w} \geq 2 - 0.46\alpha > 0. \quad (107)$$

Also, since the Hessian $H(w)$ can be bounded by $2 + 2\alpha$, we know $f(\cdot)$ is $2 + 2\alpha$-smooth.

By Lemma 4, we have $f(w)$ is $\mu$-PL at $w$, where $\mu = \frac{(2 + \frac{2\alpha}{\sin(2\alpha)})^2}{2\alpha} \geq \frac{(2 - 0.46\alpha)^2}{2\alpha}$. We now have completed the proof. \qed

**Lemma 9.** We have $g(x) := \frac{\sin(2x)}{x} \geq -0.46$.

**Proof.** We have $g'(x) = 0$ when $2x = \tan(2x)$. Denote $x_*$ a critical point so that it satisfies $2x_* = \tan(2x_*)$. Then

$$|g(x_*)| = \left|\frac{\sin(\arctan(2x_*))}{x_*}\right| = \left|\frac{2}{\sqrt{(2x_*)^2 + 1}}\right|,$$

where we used that $\sin(\arctan(2x)) = \pm \frac{2x}{\sqrt{(2x)^2 + 1}}$. We hence know that the absolute value of $g(x)$ at a critical point is decreasing with $|x|$. We know $g(0) = 2$ is the maximal value. With the computer-aided analysis (as there is no simple closed form), the second extreme value can be approximately lower bounded by $g(\cdot) \geq -0.46$. \qed

**Lemma 5** Consider solving

$$\min_{w \in \mathbb{R}^d} F(w) := \min_{w \in \mathbb{R}^d} f(w) + g(w).$$

Suppose the function $F(w)$ satisfies assumption ☹. Denote $w_*$ a global minimizer of $F(w)$. Assume that $f(w)$ is $2\lambda_*$-strongly convex for some $\lambda_* > 0$. If the average Hessian of the possibly non-convex $g(w)$ between $w$ and $w_*$ satisfies $\lambda_\min(H_g(w)) \geq -\lambda_*$. Then, $F(\cdot)$ satisfies $\lambda_*$-AVERAGE OUT w.r.t. $w_*$. 

Proof. The average Hessian of $F(w)$ between $w$ and $w_*$ is

$$
\int_0^1 H_F(\theta w + (1-\theta)w_*)d\theta = \int_0^1 H_f(\theta w + (1-\theta)w_*)d\theta + \int_0^1 H_g(\theta w + (1-\theta)w_*)d\theta \\
\geq 2\lambda_* + \int_0^1 H_g(\theta w + (1-\theta)w_*)d\theta \\
\geq \lambda_*. 
$$

(109)

\hfill \Box

H. Example 3

H.1. Proof of Lemma 6

Lemma 6 ($N = 2$). The function $f(u)$ in (31) is twice differentiable. It is $L = 3R^2$-smooth and has $L_H = 6R$-Lipschitz Hessian in the ball $\{u : \|u\|_\infty \leq R\}$ for any finite $R > 0$. Furthermore, $f(u)$ is $\mu$-PL with $\mu = 2 \min_{i\in[d]}(u_i)^2$ at $u$, and the average Hessian $H_f(u)$ between $u$ and $\hat{u} \in \mathcal{U}$ satisfies $\lambda_{\min}(H_f(u)) = \min_{i\in[d]}((u_i)^2 + u_i \hat{u}_i)$.

Proof. Recall the objective is $f(u) = \frac{1}{N}\|u^{\otimes N} - w_*\|^2$. The gradient is $\nabla f(u) = \frac{2}{N}\left((u^{\otimes N} - w_*) \otimes u^{\otimes N-1}\right)$ and the Hessian is $\nabla^2 f(u) = \text{Diag}\left(2\frac{2N-1}{N}u^{\otimes 2N-2} - 2\frac{2N-1}{N}u^{\otimes N-2} \otimes w_*\right)$. We have

$$
\|\nabla f(u)\|^2 = \left[\frac{2}{N}\left((u^{\otimes N} - w_*) \otimes u^{\otimes N-1}\right)^\top \left[\frac{2}{N}\left((u^{\otimes N} - w_*) \otimes u^{\otimes N-1}\right)\right] \right] = \frac{4}{N^2} \sum_{i=1}^d (u_i)^2(N-1)(u_i^N - w_{*,i})^2 \\
\geq \frac{4}{N^2} \min_{i\in[d]}(u_i)^2(N-1)\|u^{\otimes N} - w_*\|^2 = 4 \min_{i\in[d]}(u_i)^2(N-1)f(u). 
$$

(110)

So it satisfies $\mu$-PL with $\mu = 2 \min_{i\in[d]}(u_i)^2(N-1)$ at $u$.

Now let us consider the average Hessian for the case of $N = 2$. We have $\nabla^2 f(u) = \text{Diag}(3u^{\otimes 2} - w_*)$. The set of global optimal points is $\mathcal{U} := \{\hat{u} \in \mathbb{R}^d : \hat{u}_i = \pm \sqrt{w_{*,i}}\}$. So the average Hessian between $u$ and $\hat{u}$ is

$$
H_f(u) = \int_0^1 \nabla^2 f(\theta u + (1-\theta)\hat{u})d\theta = \int_0^1 \text{Diag}(3(\theta u + (1-\theta)\hat{u})^{\otimes 2} - w_*)d\theta \\
= \text{Diag}(u^{\otimes 2} + u\hat{u} + w_* - w_*). 
$$

(111)

It is now clear that the smallest eigenvalue of $H_f(u)$ is $\lambda_* = \min_{i\in[d]}((u_i)^2 + u_i \hat{u}_i)$, hence, it satisfies $\lambda_*$-AVERAGE OUT w.r.t. $\hat{u}$ with the parameter $\lambda_* = \min_{i\in[d]}((u_i)^2 + u_i \hat{u}_i)$ if $\lambda_* > 0$.

We have $\lambda_{\max}(\nabla^2 f(u)) = \max_{i\in[d]}3u_i^2 - w_{*,i}$ so that the gradient is $L = 3R^2$-Lipschitz in the ball $\|u\|_\infty \leq R$.

Moreover, for $u$, $z$ in the ball $\|\cdot\|_\infty \leq R$, we have

$$
\|\nabla^2 f(u) - \nabla^2 f(z)\| = \|\text{Diag}(3u^{\otimes 2}) - \text{Diag}(3z^{\otimes 2})\| \leq \sum_{i=1}^d |3u_i^2 - 3z_i^2|^2 \leq \sum_{i=1}^d (\|u_i + z_i\|_{\infty})^2 \leq 6R\|u - z\|. 
$$

(112)

So the Hessian is $L_H = 6R$-Lipschitz in the ball $\|\cdot\|_\infty \leq R$. \hfill \Box

H.2. Proof of Lemma 7

Lemma 7 Let the initial point $u_0 = \alpha \mathbf{1} \in \mathbb{R}_+^d$, where $\alpha$ satisfies $0 < \alpha < \min_{i\in[d]}\sqrt{w_{*,i}}$. Denote $L := 6 \max_{i\in[d]} w_{*,i}$.

Let $\eta = \frac{c_\eta}{\beta_t}$, where $c_\eta \in (0, 1]$, and $\beta_t \leq \sqrt{\left(1 - \frac{2c_\eta \alpha^2}{L}\right)\left(1 - 4c_\mu \frac{2\alpha^2}{L}\right)}$ for any $\epsilon \in (0, 1]$ and $c_\mu \in (0, \frac{1}{4}]$. Then, for minimizing (31), the iterate $u_t$ generated by HB satisfies $0 < \alpha < u_{t,i} < \sqrt{2w_{*,i} - \alpha^2}$ for all $t$ and all $i \in [d]$. 

Proof. We observe that the dynamic of HB for minimizing (31) is
\[
    u_{t+1} = u_t \odot (1 + \eta(w_* - u_t^2)) + \beta(u_t - u_{t-1}),
\]
where \( \odot \) represents the element-wise product. From the dynamic, we see that the dynamic of each dimension \( i \) is the same as that of applying HB for minimizing \( f_i(u_t) := \frac{1}{4}(u_t^2 - w_{*,i})^2 \). Therefore, it suffices to fix an \( i \) and consider the dynamic of HB for minimizing
\[
    f_i(u_t) := \frac{1}{4}(u_t^2 - w_{*,i})^2,
\]
where \( f_i(\cdot) : \mathbb{R} \rightarrow \mathbb{R} \).

Let us recall the Lyapunov function defined on (20): \( V_{t,i} := f_i(u_{t,i}) - \min_{u_t} f_i(u_i) + \theta(u_{t,i} - u_{t-1,i})^2 \), where we have \( f_i(u_t) = \frac{1}{4}(u_{i}^2 - w_{*,i})^2 \) and \( \min_{u_t} f_i(u_t) = 0 \). We will let \( L := 6 \max_{i \in [d]} w_{*,i} \) because we will show that \( u_{t,i} \leq \sqrt{2w_{*,i}} := R \) and hence by Lemma 6, the function \( f(\cdot) \) is \( 3R^2 = 6 \max_{i \in [d]} w_{*,i} \)-smooth for all \( u \in \mathbb{R}^d : \|u\|_{\infty} = R \).

Observe that at the beginning, we have
\[
    V_{0,i} = f_i(u_{0,i}) = \frac{1}{4}(\alpha^2 - w_{*,i})^2
\]
since by initialization \( u_{0,i} = u_{-1,i} \).

The proof is by induction. Initially \( t = 0 \), by Lemma 6, the function value at the iterate \( u_{t,i} = \alpha > 0 \) satisfies the PL condition. Therefore, invoking Theorem 2, we have \( V_{1,i} < V_{0,i} = \frac{1}{4}(\alpha^2 - w_{*,i})^2 \). Since \( V_{1,i} < V_{0,i} = \frac{1}{4}(\alpha^2 - w_{*,i})^2 \), we know that \( 0 < \alpha < u_{1,i} < \sqrt{2w_{*,i}} - \alpha^2 \). In other words, based on Lemma 6, the iterate \( u_{1,i} \) stays in a region where the smoothness, PL, and AVERAGE OUT hold.

Now assume that at iteration \( t \), \( u_{t,i} \) satisfies \( 0 < \alpha < u_{t,i} < \sqrt{2w_{*,i}} - \alpha^2 \). Then, by invoking Theorem 2, we have \( V_{t+1,i} \leq V_{t,i} \), and hence \( V_{t+1,i} < V_{0,i} = \frac{1}{4}(\alpha^2 - w_{*,i})^2 \), which means that \( 0 < \alpha < u_{t+1,i} < \sqrt{2w_{*,i}} - \alpha^2 \). This completes the induction and shows that each \( u_{t,i} \) of HB stays away from 0 for all \( t \) and all \( i \in [d] \).

Finally, by Lemma 6, we know the function at any point \( u \) such that \( u_i \geq \alpha, \forall i \in [d] \) satisfies \( \mu = 2\alpha^2 \)-PL.

We remark that if initially \( u_{0,i} = -\alpha < 0 \), where \( \alpha < \min_{i} \sqrt{w_{*,i}} \), then following the proof of Lemma 7, one can show that \( u_{t,i} \) generated by HB with the same condition of \( \eta \) and \( \beta \) satisfies \( 0 > \alpha > u_{t,i} > -\sqrt{2w_{*,i}} - \alpha^2 \) for all \( t \), which means that HB stays in a region where the smoothness, PL, and AVERAGE OUT hold according to Lemma 6.
I. $\lambda_s$-AVERAGE OUT implies $\lambda_s$-PL

The following is a proof of showing that $\lambda_s$-AVERAGE OUT implies the PL condition with the same constant $\lambda_s$.

$$f(w^*) = f(w) + \int_0^1 \langle \nabla f((1 - \tau)w + \tau w^*), w^* - w \rangle d\tau$$

$$= f(w) + \langle \nabla f(w), w^* - w \rangle + \int_0^1 \langle \nabla f((1 - \tau)w + \tau w^*) - \nabla f(w), w^* - w \rangle d\tau$$

$$= f(w) + \langle \nabla f(w), w^* - w \rangle + \int_0^1 \left( \int_0^1 \nabla^2 f((1 - \alpha)(1 - \tau)w + \tau w^*) + \alpha w) d\alpha \right) \tau(w^* - w), w^* - w \rangle d\tau$$

$$\geq f(w) + \langle \nabla f(w), w^* - w \rangle + \int_0^1 \lambda_s \tau(w^* - w), w^* - w \rangle d\tau$$

$$= f(w) + \langle \nabla f(w), w^* - w \rangle + \frac{\lambda_s}{2} \|w^* - w\|^2$$

$$\geq f(w) - \frac{1}{2\lambda_s} \|\nabla f(w)\|^2,$$

where (116) uses $\lambda_s$-AVERAGE OUT and the last inequality is obtained by minimizing $\langle \nabla f(w), w^* - w \rangle + \frac{\lambda_s}{2} \|w^* - w\|^2$ over $w$. 
J. Erratum

We would like to draw attention of the reader to an error in the proof of Lemma 2 in the previous version of this work.

In Appendix C of the previous version, we wrote:

\[
\|\Psi_t\|_2 := \|D_tP_t^{-1}P_{t-1}\|_2 \leq \sqrt{\beta}\|P_t^{-1}P_{t-1}\|_2,
\]

\[P_t = \tilde{U}_t\tilde{P}_t\text{Diag}(Q_{t,1}, \ldots, Q_{t,d}),\]

where \(\tilde{U}_t\) and \(\tilde{P}_t\) are unitary matrices. Since \(\tilde{U}_t\) and \(\tilde{P}_t\) are unitary matrices, it does not affect the spectral norm \(\|P_t^{-1}P_{t-1}\|_2\).

So to bound \(\|P_t^{-1}P_{t-1}\|_2\), it suffices to analyze the spectrum of the matrix product \(\text{Diag}(Q_{t,1}, \ldots, Q_{t,d})^{-1}\text{Diag}(Q_{t-1,1}, \ldots, Q_{t-1,d})\), which is block diagonal. The eigenvalues of \(P_t^{-1}P_{t-1}\) are those of \(\text{Diag}(Q_{t,1}, \ldots, Q_{t,d})^{-1}\text{Diag}(Q_{t-1,1}, \ldots, Q_{t-1,d})\).

Denote \(Q_t := \text{Diag}(Q_{t,1}, \ldots, Q_{t,d})\) and \(Q_{t-1} := \text{Diag}(Q_{t-1,1}, \ldots, Q_{t-1,d})\). Then, \(\|P_t^{-1}P_{t-1}\|_2 = \|Q_t^{-1}M_tQ_{t-1}\|_2\), where \(M_t = (\tilde{P}_t)^{-1}(\tilde{U}_t)^{-1}\tilde{U}_{t-1}\tilde{P}_{t-1}\) is an orthogonal matrix.

However, for the statement that it suffices to analyze the spectrum of the matrix product \(\text{Diag}(Q_{t,1}, \ldots, Q_{t,d})^{-1}\text{Diag}(Q_{t-1,1}, \ldots, Q_{t-1,d})\), to be true, the following co-diagonalization condition needs to hold

\[
\|Q_t^{-1}M_tQ_{t-1}\|_2 \leq \|Q_t^{-1}Q_{t-1}\|_2, \forall t, \tag{117}
\]

which might not be guaranteed in general except for a couple of cases, as the orthogonal matrix \(M_t\) is not on the side, it can affect the spectral norm.

K. Examples when the co-diagonalization \(\blacklozenge\) hold

An example when the co-diagonalization condition \(\blacklozenge\) (117) holds is when \(M_t\) is the identity matrix, which is the case when the dimension of the optimization variable \(w\) of \(\min_w f(w)\) is one, i.e., \(w \in \mathbb{R}^d\) and \(d = 1\). When the dimension \(d = 1\), the matrix \(A\) in HB dynamics (3) becomes

\[
A_t = \begin{bmatrix} 1 - \eta\lambda_t + \beta_t & -\beta_t \\ \beta_t & 0 \end{bmatrix}, \tag{118}
\]

Observe that \(A\) is already in the form of \(\Sigma\) in (42). That is, \(\tilde{U}_t\tilde{P}_t\) in the decomposition \(A_t = \tilde{U}_t\tilde{P}_t\Sigma\tilde{P}_t^T\tilde{U}_t^\top\) in (42) is the identity matrix. Hence, Lemma 2 holds when the dimension of the optimization variable \(w\) is one. More generally, the condition (117) holds when the Hessian is diagonal (e.g., the diagonal network in Example 3). The is because when the Hessian is diagonal, \(\tilde{U}_t\) is the identity matrix, and the permutation matrix \(\tilde{P}_t\) is the same, i.e., \(\tilde{P}_t = \tilde{P}_{t-1}, \forall t\).

To summarize, Lemma 2 requires the co-diagonalization condition \(\blacklozenge\), which can be guaranteed in the aforementioned examples but might not hold in general. Since our acceleration result of HB beyond quadratics in this paper (i.e., Theorem 3) uses Lemma 2, it requires \(\blacklozenge\). Hence, while this work shows acceleration of HB beyond quadratics when the underlying dimension is \(d = 1\), identifying when HB has provable acceleration beyond quadratics in a high-dimensional space remains an open question (see e.g., (Goujaud et al., 2023) for some negative (non-convergence) results of HB when \(d > 1\), regarding minimizing some particular smooth strongly convex functions).