Optimal quantum optical control of spin in diamond
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The nitrogen-vacancy (NV) center spin represents an appealing candidate for quantum information processing. Besides the widely used microwave control, its coherent manipulation may also be achieved using laser as mediated by the excited energy levels. Nevertheless, the multiple levels of the excited state of NV center spin make the coherent transition process become complex and may affect the fidelity of coherent manipulation. Here, we adopt the strategy of optimal quantum control to accelerate coherent state transfer in the ground state manifold of NV center spin using laser. The results demonstrate improved performance in both the speed and the fidelity of coherent state transfer which will be useful for optical control of NV center spin in diamond.

I. INTRODUCTION

Nitrogen-vacancy (NV) color centers in diamond [1–4] have recently attracted increasing interest as an appealing solid state spin system for quantum information processing, including quantum computing and quantum sensing. The electronic spin associated with a single NV center demonstrates very long coherence times [5, 6], the state of which can be efficiently initialised and readout using optical techniques [1]. Inspired by these extraordinary properties, much effort has been dedicated to use NV center spin as a building block for scalable room temperature quantum information systems [43–47] as well as in ensembles [48–50] and correlated many-body quantum systems [51, 52].

In this paper, we use optimal control theory to design all-optical control of the electric spin of NV center in diamond with high performance. We consider the Hamiltonian of the ground state spin triplet in the basis \( \{ |0\rangle, |+1\rangle, |-1\rangle \} \) and the excited state in the basis of spin-orbit states with full \( C_{3v} \) symmetry \( \{ A_2, E_1, E_X, E_Y, E_1^e, E_2^e \} \), and a metastable intermediate state, see Fig. 1. We also take into account the effect of dissipation using a quantum master equation to describe the system’s dynamics. Our goal is to optimise the state transfer efficiency from the ground state \( |-1\rangle \) to \( |+1\rangle \) via the excited state \( A_2 \) by optical control. The transfer efficiency as quantified by the fidelity is dependent on the power and shape of the laser driving fields. We adopt optimal control theory to speed up the coherent state transfer process with an improved transfer fidelity. Our result is expected to find applications in the further development of all-optical quantum control for NV center spin in diamond. We note that direct state transfer between the states \( |-1\rangle \) and \( |+1\rangle \) may also be achieved using strain [12]. The present result provides an efficient way to achieve such a goal of NV spin coherent control.

The structure of the paper is the following. In Sec. II we elucidate the energy levels of the NV center spin and the description for the system’s dynamics including laser driving and dissipation. In Sec. III, we investigate the performance of coherent state transfer using the scheme of STIRAP in the four-level and ten-level model with and without dissipation. The optimal control theory and optimisation results are presented in Secs. IV. Finally, in Sec. V we make a summary of our work.

II. MODEL

In this section, we first provide the details on the energy levels of the NV center spin and the description for the system’s dynamics including laser driving and dissipation, which
provides a starting point for our analysis of optimal control.

A. Energy levels of NV center spin

As a well studied atomic spin system, the negatively-charged NV center has six electrons, five of which are from the nitrogen and an extra electron is located at the vacancy site forming a spin $S = 1$ pair. Because of the way they occupy the orbital states, the electronic structure of the NV center satisfies the $C_{3v}$ symmetry. The electron and orbital structures lead to a spin-1 triplet ground state manifold with a zero-field energy splitting of $D_{gs} \cong (2\pi) \times 2.88 \text{ GHz}$ between its $m_s = \pm 1$ and $m_s = 0$ sublevels. The Coulomb interaction results in an optical transition between the ground states and excited states with an energy gap 1.94 eV. In the basis \{|-1\rangle, \{0\rangle, \{+1\rangle\} \equiv \{m_s = -1, m_s = 0, m_s = +1\}$, the Hamiltonian of the ground state spin triplet can be written as [36]

$$H_{gs} = (D_{gs} - g_{gs}\mu_B B)|-1\rangle \langle -1| + (D_{gs} + g_{gs}\mu_B B)|+1\rangle \langle +1|,$$

where $g_{gs} = 2.01$ is the Landé-factor, $\mu_B$ is the Bohr magneton, and $B$ is the external magnetic field aligned with the NV axis. For simplicity, we set $\hbar = 1$ in the whole text. At low temperatures, taking into account the spin-spin interaction and spin-orbit interaction, the full Hamiltonian for the excited state manifold of the NV center spin can be written as the following $6 \times 6$ matrix in the basis of \{$A_2, A_1, E_X, E_Y, E_1, E_2$\}:

$$H_{ex} = \begin{bmatrix} H_{es}^{(I)} & 0 \\ 0 & H_{es}^{(II)} \end{bmatrix} + E_g I$$

with

$$H_{es}^{(I)} = \begin{bmatrix} \Delta + 2l_z & g_{es}\mu_B B \\ g_{es}\mu_B B & -\Delta + 2l_z \end{bmatrix},$$

and

$$H_{es}^{(II)} = \begin{bmatrix} -D_{es} + l_z & 0 & 0 & \Delta'' \\ 0 & -D_{es} + l_z & i\Delta'' & 0 \\ 0 & -i\Delta'' & 0 & -g_{es}\mu_B B \\ \Delta'' & 0 & -g_{es}\mu_B B & 0 \end{bmatrix}$$

where $D_{es} = (2\pi)1.42 \text{ GHz}$, $\Delta = (2\pi)1.55 \text{ GHz}$ and $\Delta'' \approx (2\pi)0.2 \text{ GHz}$ denotes the spin-spin interactions, $l_z = (2\pi)5.3 \text{ GHz}$ is the axial spin-orbit splitting, and $g_{es} \approx 2.01$ is the Landé-factor of the excited state, $E_g$ denotes the energy gap between the lowest excited state and the ground states when there is no applied external magnetic field. For simplicity, we assume that the non-axial strain is zero, because it is negligible as compared with the other terms in the Hamiltonian.

B. Coherent control of NV center spin using laser

To achieve coherent control of the system, we consider applying a laser field with two frequencies $\omega_1$ and $\omega_2$ respectively, where $\omega_1$ ($\omega_2$) matches the energy gap between $|A_2\rangle$ and $|-1\rangle (|+1\rangle)$. The optical transitions between the ground states and the excited states arise from the electric dipole operator of two electrons as described by the Hamiltonian as $H_{dip} = H_{dip}^{(1)} \otimes \mathbb{I} + \mathbb{I} \otimes H_{dip}^{(1)}$, where $H_{dip}^{(1)} = e \mathbf{E} \cdot \mathbf{r}$ is the single-particle electric dipole operator and $\mathbf{r} = (\hat{x}, \hat{y}, \hat{z})$ denotes the electron position operator [36]. Here we assumed that the the laser field to be linearly polarized along the symmetry axis of the $e_x$ orbital so that the position operator is $\mathbf{r} = \hat{x}$. Thus, the light-spin interaction can be described by the following matrix as

$$V = \begin{pmatrix} 0 & v \\ v^\dagger & 0 \end{pmatrix},$$

where

$$v = \begin{pmatrix} i\epsilon_x & -i\epsilon_x & 0 & 0 & -i\epsilon_x & -i\epsilon_x \\ 0 & 0 & 2\epsilon_x & 0 & 0 \\ -i\epsilon_x & -i\epsilon_x & 0 & i\epsilon_x & -i\epsilon_x \end{pmatrix},$$

with

$$\epsilon_x = \frac{\langle e_x | \hat{x} | a \rangle}{4} eE_x.$$ 

Here $|a\rangle$ represents the $a$ orbital state. We assume that $E_x = E_1 \cos(\omega_1 t) + E_2 \cos(\omega_2 t)$ is real as it represents a linearly polarized laser field, where $E_1$ and $E_2$ are the amplitudes.
with \( \omega_1 \) and \( \omega_2 \) the frequencies of the laser field. The energy gap between the ground states and the excited states is \( E_g = 1.94 \text{eV} \approx 470 \text{ THz} \). In the interaction with respect to \( H_{E_g} = E_g \sum_{k=1}^{9} |k \rangle \langle k| \), the effective Hamiltonian can be written as follows

\[
H_I = e^{iH_{E_g}t}(H_{tot} - H_{E_g})e^{-iH_{E_g}t},
\]

where \( H_{tot} = H_{gs} + H_{cs} + V \) is the total Hamiltonian. For the effective Hamiltonian \( H_I \), the counter-rotating terms with frequencies \( \omega_1 + E_g \) and \( \omega_2 + E_g \) can be neglected. By defining the detuning \( \delta_1 = \omega_1 - E_g \) and \( \delta_2 = \omega_2 - E_g \), the transition matrix element \( \epsilon_x \) in the transition matrix \( v \) (see Eq.19) becomes

\[
\epsilon'_x = \frac{\langle e_x | \hat{x} | a \rangle}{4} e\left[\frac{E_1}{2} \cos(\delta_1 t) + \frac{E_2}{2} \cos(\delta_2 t)\right],
\]

which can be simplified as

\[
\epsilon'_x = \Omega_1 \cos(\delta_1 t) + \Omega_2 \cos(\delta_2 t)
\]

with \( \Omega_1 = \langle e_x | \hat{x} | a \rangle \frac{eE_1}{8} \) and \( \Omega_2 = \langle e_x | \hat{x} | a \rangle \frac{eE_2}{8} \). In addition, we consider the metastable state \( |10\rangle \) (see Fig.1) in the Hamiltonian as well, therefore the Hamiltonian that we use in the numerical simulation and optimisation has a total dimension of ten.

C. Dissipative quantum master equation

In this section, we will proceed to provide a formalism of quantum master equation to describe the system’s dynamics. In order to take into account the influence of dissipation, we adopt a Lindblad form of quantum master equation as follows

\[
\dot{\rho}(t) = -i[H, \rho(t)] + \sum_{k=1}^{l} \frac{\Gamma_{k \rightarrow l}}{2} \left[ O_{k \rightarrow l} \rho(t) O_{k \rightarrow l}^\dagger - \rho(t) O_{k \rightarrow l}^\dagger O_{k \rightarrow l} + h.c. \right]
\]

The jump operator \( O_{k \rightarrow l} \) represents the decay process from the \( k \)-th energy level to the \( l \)-th energy level at a rate \( \Gamma_{k \rightarrow l} \). In our model, the dissipations from the excited states to the ground states are shown in Fig.1(a). The decay rates between different energy levels are listed in Table II. Note that the dephasing and relaxation time between the ground states in NV center are both longer than the lifetime of the excited states, hence the dephasing and relaxation from the ground states \( |\pm \rangle \) to \( |0\rangle \) can be neglected.

III. PERFORMANCE OF STIRAP WITH MULTIPLE EXCITED LEVELS

In this section, we first investigate the performance of coherent state transfer using the scheme of STIRAP in the multi-level configuration of NV center spin, and demonstrate the influence of multiple excited levels on the fidelity of coherent state transfer.

TABLE I. The decay rates between different energy levels of NV center spin, with the parameters adopted from Ref. [30, 54].

| decay rate \( \Gamma_{k \rightarrow l} \) | value       |
|-------------------------------|-------------|
| \(|A_2\rangle, |A_3\rangle, |E_1\rangle, |E_2\rangle \rightarrow |+1\rangle | | 1/24 ns\(^{-1}\) |
| \(|A_2\rangle, |A_3\rangle, |E_1\rangle, |E_2\rangle \rightarrow |-1\rangle | | 1/31 ns\(^{-1}\) |
| \(|A_2\rangle, |A_3\rangle, |E_1\rangle, |E_2\rangle \rightarrow |0\rangle | | 1/104 ns\(^{-1}\) |
| \(|E_8\rangle, |E_9\rangle \rightarrow |0\rangle | | 1/33 ns\(^{-1}\) |
| \(|E_8\rangle, |E_9\rangle \rightarrow |+1\rangle, |-1\rangle | | 1/13 ns\(^{-1}\) |
| \(|E_8\rangle, |E_9\rangle \rightarrow |10\rangle | | 1/666 ns\(^{-1}\) |
| \(|10\rangle \rightarrow |0\rangle | | 0 |
| \(|10\rangle \rightarrow |\pm\rangle | | 1/303 ns\(^{-1}\) |
| \(|10\rangle \rightarrow |\mp\rangle | | 0 |

A. STIRAP control of NV center spin

All optical control of NV center spin makes use of a \( A \)-system between the ground state \( |\pm \rangle \) and the excited state \( |A_2\rangle \) to implement coherent population trapping (CPT). The total Hamiltonian in the Hilbert subspace \(|\pm\rangle, |A_2\rangle, |+1\rangle \) is \( H_I = H_0 + V \) where

\[
H_0 = \omega_a |A_2\rangle \langle A_2| + \omega_b |1\rangle \langle -1| + \omega_c |+1\rangle \langle +1|,
\]

with the parameters \( \omega_a = \Delta + 2I_z \), \( \omega_b = D_{gs} - g_{gs}\mu_BB \), and \( \omega_c = D_{gs} + g_{gs}\mu_BB \), and

\[
V = -i\epsilon'_x |A_2\rangle \langle -1| + i\epsilon'_x |A_2\rangle \langle +1| + h.c.,
\]

where \( \epsilon'_x \) is expressed in Eq.10. For simplicity, we assume the conditions that \( \Omega_1(t) \ll \omega_a - \omega_b = \delta_1, \Omega_2(t) \ll \omega_a - \omega_c = \delta_2 \). In the interaction picture with respect to \( H_0 \), the instantaneous eigenstates of the system’s Hamiltonian \( H_I^t \) can be written as follows

\[
|D_0\rangle = \frac{1}{\Omega(t)} \left[ \Omega_2(t) |1\rangle + \Omega_1(t) |+1\rangle \right]
\]

\[
|D_{\pm}\rangle = \frac{1}{\sqrt{2}} \left[ \mp i |A_2\rangle - \frac{1}{\Omega(t)} \left( \Omega_1(t) |1\rangle - \Omega_2(t) |+1\rangle \right) \right],
\]

with the corresponding eigenvalues \( \lambda_0 = 0 \) and \( \lambda_{\pm} = \pm \Omega(t)/2 \), where \( \Omega^2(t) = \Omega_1^2(t) + \Omega_2^2(t) \). Starting from the

![FIG. 2. (Color online) The Gaussian profile of the laser field amplitudes \( \Omega_1 \) (green dashed line) and \( \Omega_2 \) (red line) for the realisation of STIRAP, where \( \Omega_1(t) \) and \( \Omega_2(t) \) have the same maximum value \( a \) (at time \( \mu_+ \) and \( \mu_- \) respectively) and standard deviation \( \sigma \).]()}
initial state $\ket{-1}$ (i.e. $\ket{D_0(t=0)}$), we adiabatically tune the amplitude $\Omega_1$ from zero to a maximum value $a$, while tuning $\Omega_2$ from it’s maximum $a$ to zero, see Fig.2. Ideally, the system would end up in the target state $\ket{+1}$ if the change of the parameters satisfies the adiabatic condition as $|(\hat{D}_\pm \hat{D}_0) / \Omega(t)| \ll 1$.

In our numerical simulation, the amplitudes of the laser field are chosen to be Gaussian functions of time, as shown in Fig.2, namely

$$\Omega_1(t) = ae^{-(t-\mu_+)^2/2\sigma^2},$$

$$\Omega_2(t) = ae^{-(t-\mu_-)^2/2\sigma^2},$$

where the parameters $a$ and $\sigma$ are the maximum value and the standard deviation respectively. As an example, we take the parameters $\sigma = T/10$ and $\mu_+ = T/2 + \sigma$ for numerical simulation, where $T$ is the total evolution time.

### B. Influence of multiple excited levels on STIRAP

In order to characterize the performance of STIRAP of NV center spin, in particular to investigate the influence of multiple excited levels and dissipation, we perform numerical simulation with the Hamiltonian

$$H = H_{gs} \otimes I + I \otimes H_{es} + V',$$

where

$$V' = \begin{pmatrix} 0 & v \\ v^* & 0 \end{pmatrix},$$

and

$$v = \begin{pmatrix} i\epsilon_x' & -i\epsilon_x' & 0 & 0 \\ 0 & 0 & 2\epsilon_x' & 0 \\ -i\epsilon_x' & -i\epsilon_x' & 0 & 0 \\ 0 & 0 & i\epsilon_x' & -i\epsilon_x' \end{pmatrix}.$$  

We make an approximation that the continuous field is approximated by successive small time intervals $\Delta t$, during which the amplitudes of the field are assumed to be constant. The density operator $\rho(t)$ at time $T = N\Delta t$ can be written as

$$\rho(T) = e^{\hat{L}_N \Delta t} \cdots e^{\hat{L}_1 \Delta t} \rho_0,$$

where $\hat{L}_j = -i\hat{H}_j + \hat{\Gamma}$ is the Liouville superoperator, $\hat{H}_j$ is the Hamiltonian superoperator and $\hat{\Gamma}$ is the relaxation superoperator [48]. The population of the state $\ket{k}$ at time $T$ is given by $P_{k}(T) = \bra{k} \rho(T) \ket{k}$. The numerical simulation converges when $\Delta t$ is sufficiently small. We use the Runge-Kutta method to test the convergence of our numerical simulation. To tune the laser field continuously, we set $\Delta t = 0.005$ ns in the Runge-Kutta method, the convergence of which has been numerically verified. In the following numerical simulation, the time step $\Delta t$ is set to be 0.005 ns as well.

We compare the following four different situations as:

1. The 4-level model consists of $\{\ket{0}, \ket{+1}, \ket{-1}, \ket{A_2}\}$ without dissipation; (2) The 10-level model consists of $\{\ket{0}, \ket{+1}, \ket{A_2}, \ket{A_1}, \ket{E_X}, \ket{E_Y}, \ket{E_1}, \ket{E_2}, \ket{10}\}$ without dissipation; (3) The 4-level model with dissipations from $\ket{A_2}$ to $\ket{\pm 1}$ and $\ket{0}$; (4) The 10-level model with all dissipations shown in Fig.1. The parameters of the control laser field are: $a = 1$ GHz (blue diamond), 3 GHz (green circle), 5 GHz (red square), $\sigma = T/10$ and $\mu_+ = T/2 + \sigma$. The decay rates are presented in Table II. (e-h) The dynamic evolution of the population of the state $\ket{-1}$ (red solid line), $\ket{+1}$ (blue dotted line), $\ket{A_2}$ (green dashed-dotted line), $\ket{0}$ (yellow dashed line) from the corresponding models with the parameters $a = 5$ GHz and $T = 100$ ns.
In Fig. 3, we first show the fidelity of coherent state transfer (i.e., the final population of the state |+1⟩ after the STIRAP process) for different laser amplitudes a and total evolution time T. It can be seen that a sufficient long total evolution time is necessary to ensure a high transfer fidelity by satisfying the adiabatic condition. The state transfer fidelity significantly decreases when the total evolution becomes shorter, e.g., than 50 ns. On the other hand, in the adiabatic regime, a relatively larger laser field amplitude would improve the state transfer fidelity. The comparison between Fig. 3(a) and Fig. 3(c) [Fig. 3(b) vs. Fig. 3(d)] shows that the involved extra excited levels (which are absent in the simplified 4-level model) lead to a worse performance. The results demonstrate that the multiple excited states apart from |A2⟩ would hinder the efficiency of coherent state transfer, and need to be taken into account in the analysis.

Comparing Fig. 3(b) with Fig. 3(d), it can be seen that the dissipation will degrade the performance of coherent state transfer. This fact implies that it is beneficial to accelerate the speed of state transfer. It is possible to resort to a large power of laser, which nevertheless will be in contradiction to the adiabatic requirement and thus cause more severe leakage to the excited state |A2⟩. In Fig. 3(e-h), we plot the detailed time dynamics of the population of the state |−1⟩ (red solid line), |+1⟩ (blue dotted line), |A2⟩ (green dashed-dotted line), |0⟩ (yellow dashed line) for the parameters a = 5 GHz and T = 100 ns. The final populations on |+1⟩ are 0.999992, 0.999998, 0.895 and 0.722 from top to bottom, respectively. In the appendix A.3 A.3.1, we calculate the performance of STIRAP process for other more different parameters. It shows that too weaker or stronger pulses will result in a worse performance. These results clearly demonstrate that the complicated energy levels of the excited-state of NV center spin and the dissipation affect the performance of STIRAP. To achieve an optimally controlled coherent state transfer of NV center spin with a high fidelity in a short time, we will proceed to consider the optimisation of optical control by designing optimal laser driving fields in the following section.

### IV. OPTIMISATION OF OPTICAL NV SPIN CONTROL

In this section, we adopt optimal control theory to improve the efficiency of coherent state transfer of NV center spin using shaped laser pulse. We use both the GRAPE method and the Nelder-Mead method to perform optimisation. In the following we first introduce the principle of the GRAPE method and the detailed formalism for the present system. We then proceed to illustrate four types of optimisation methods that we use. Finally, we investigate in detail the obtained optimal results in terms of coherent state transfer fidelity, required laser power and robustness.

#### A. GRAPE method

GRAPE is an efficient method [48] for the engineering of pulse sequences in order to achieve optimal dynamical performance, e.g. state transfer efficiency and quantum gate fidelity. In the present scenario, the total Hamiltonian of the system can be divided into two parts: the time-independent Hamiltonian $H_0$ and the time-dependent Hamiltonian $H_c$ that is dependent on a set of time-dependent parameters $u_k(t)$. The total Hamiltonian is represented as follows

$$H(t) = H_0 + H_c[u_1(t), \cdots, u_k(t), t].$$  \hspace{1cm} (21)

The total evolution time $T$ is divided into a sequence of small time segments $\Delta t$, and the parameter $u_k$ is represented as $u_k(1), \cdots, u_k(j), \cdots, u_k(N)$, where $N = T/\Delta t$ is the number of time segments. The value $u_k(j)$ is considered to be a constant during the corresponding time interval $[j \Delta t, (j+1)\Delta t]$. We denote $\phi$ as the target function to be maximised, thus the gradient-based iteration process is

$$u_k(j) = u_k(j) + \epsilon \cdot \frac{\partial \phi}{\partial u_k(j)},$$

where $\epsilon$ is an adjustable parameter to guarantee the convergency.

The target function consists of three parts as

$$\phi = p_3 + \lambda \bar{p}_4 + \lambda_E E.$$  \hspace{1cm} (22)

where $p_3$ is the final population of the target state $|+1\rangle$, $\bar{p}_4$ is the average population on $|A_2\rangle$, and $E$ is the total power of the laser field $E = \sum_{j=1}^N [\Omega_1^2(j) + \Omega_2^2(j)]$. $\lambda$ and $\lambda_E$ are the weight factors of $\bar{p}_4$ and $E$ respectively. To maximize $\phi$ with negative values of $\lambda$ and $\lambda_E$ indicates searching for the highest transition rate to state $|+1\rangle$ while keeping the population on $|A_2\rangle$ and the total power of the laser field under certain constraints during the evolution process. The detailed derivation of $\phi$ with respect to the control parameter $u_k(j)$ is presented in the appendix A.1.

| Name          | Method     | Initial value | Parameters         |
|---------------|------------|---------------|--------------------|
| Adiabatic-NM  | Nelder-Mead| Gaussian functions $a \in [0, 3]$ GHz $\mu \in [T/4, 3T/4]$ $\sigma \in [T/20, 3T/20]$ | $\alpha, \mu, \sigma$ |
| Adiabatic-G   | GRAPE      | $\Omega_1(j), \Omega_2(j)$ | $\Omega_1(j), \Omega_2(j)$ |
| Rabi-resonant | GRAPE      | Constant functions $a \in [0, 3]$ GHz $\Delta = 0$ | $\Omega_1(j), \Omega_2(j)$ |
| Rabi-detuning | GRAPE      | Constant functions $a \in [0, 3]$ GHz $\Delta \in [0, 3]$ GHz | $\Omega_1(j), \Omega_2(j), \Delta$ |
B. Optimisation methods

In order to avoid local optimal points, we choose the initial values for optimisation covering a relatively broad range in a random way. We consider four different types of optimisation method with different initial points and optimisation methods (see Table II): (1) Adiabatic Nelder-Mead, (2) Adiabatic GRAPE, (3) Rabi resonant GRAPE and (4) Rabi detuning GRAPE. The Adiabatic Nelder-Mead method and the Adiabatic GRAPE method starts from the laser field of Gaussian functions (from STIRAP, see Fig.2) as follows

$$\Omega_1(t) = a \exp[-\frac{(t - \mu)^2}{2\sigma^2}], \quad (23)$$

$$\Omega_2(t) = a \exp[-\frac{(t - (T - \mu))^2}{2\sigma^2}], \quad (24)$$

with randomly chosen parameters $a$, $\mu$ and $\sigma$. The Adiabatic Nelder-Mead method optimises these parameters using Nelder-Mead algorithm, while the Adiabatic GRAPE method optimises $\Omega_1(j)$ and $\Omega_2(j)$ using GRAPE algorithm. The Rabi resonant and the Rabi detuning methods starts from the laser field with identical values of $\Omega_1(j)$ and $\Omega_2(j)$ with a random amplitude $a$, and perform optimisation using GRAPE algorithm. The Rabi resonant GRAPE method uses resonant laser fields, and thus the parameter of detuning is $\Delta = 0$. In contrast, the Rabi detuning GRAPE method also optimises the parameter of detuning $\Delta$ with a random initial value. Table II gives a summary of these four optimisation methods we use in this work. For the target function, we choose $\phi = p_3$ without involving the constraints on $p_2$ and $E$, which leads to the highest coherent state transfer efficiency while the corresponding values of $p_4$ and $E$ are verified to be within the reasonable limits. During the optimisation, we set the convergence criterion as $\phi(m + 100) - \phi(m) < 10^{-3}$, where $m$ is the number of iteration steps.

C. Optimisation results

The optimisation results for different values of total evolution time $T$ are summarised in Fig.4. It can be seen from Fig.4(a) that the fidelity of coherent state transfer from the adiabatic Nelder-Mead method, namely following an optimised STIRAP process, decreases significantly as the total evolution time becomes shorter. This result can be understood from the adiabatic condition underlying the STIRAP process, the breakdown of which for a short total evolution time would degrade its performance due to the excitation to the other eigenstates. For comparison, we find that the other three optimisation methods result in much better fidelities of coherent state transfer. The results demonstrate that the optimisation of optical control can significantly enhance the fidelity of coherent state transfer and accelerate the speed of optical coherent manipulation of NV center spin. Under optimal control, the coherent state transfer can be achieved with a high fidelity within the time on the order of nanosecond.

To investigate the role of dissipation, we plot the fidelity of coherent state transfer in Fig.4(b). It can be seen that coherent state transfer by optimal control can reach an almost unit fidelity if there is no dissipation. As the total evolution time becomes shorter, the optimisation of $\Omega_1(j)$ and $\Omega_2(j)$ gives a better performance, because the influence of dissipation also becomes less pronounced. This is different from the result of an optimised STIRAP process (by the adiabatic Nelder-Mead method), where the performance is limited by the overall effect of the dissipation and the violation of adiabaticity. We note that the required maximum power of laser field is similar for four types of optimisation methods, as shown in the inset of Fig.4(b), which is feasible in experiment.

In Fig.5, we plot the details of the optimisation results for different optimisation methods. In Fig.5(a1-a4), we show the amplitudes $\Omega_1(t)$ and $\Omega_2(t)$ of the laser field that achieve the optimal coherent state transfer efficiency for a total evolution time $T = 1$ ns. Fig.5(b1-b4) show the corresponding dynamic evolution of the population of the state $|\psi\rangle = (1, 0, 0, 0)$ and $|\phi\rangle = (0, 0, 0, 1)$. The final populations on $|+1\rangle$ are 0.8469, 0.9770, 0.9842 and 0.9816 from left to right, respectively. It can be seen from Fig.5(b1) that the state $|\phi\rangle$ is significantly populated, which suggests that the adiabatic condition as required by STIRAP process is not satisfied anymore when the total evolution time is not sufficiently long.

We further test the robustness of the obtained optimal control laser fields against the deviation in the amplitude of the laser field and the frequency detuning. In Fig.5(c1-c4), we show the final population of the target state $|+1\rangle$ as a func-
FIG. 5. (Color online) The details of the optimisation results. (a1-a4) show the amplitudes of the control laser field $\Omega_1(t)$ (green dashed line) and $\Omega_2(t)$ (red solid line) for the total evolution time $T = 1$ ns (see Fig.4) that are obtained by using the optimisation methods in Table II. (b1-b4) The dynamic evolution of the population of the state $|{-1}\rangle$ (red solid line), $|0\rangle$ (yellow dashed line), $|+1\rangle$ (blue dotted line) and $|A_2\rangle$ (green dashed-dotted line) for the corresponding four optimisation results of $T = 1$ ns respectively. (c1-c4) The final population of the target state $|+1\rangle$ versus the amplitude systematic errors $\delta\Omega$ and the frequency detuning $\delta\Delta$ of the optimised control laser field. The four columns of figures correspond to the results using four optimisation methods: adiabatic Nelder-Mead (a1, b1, c1), adiabatic GRAPE (a2, b2, c2), Rabi resonant GRAPE (a3, b3, c3) and Rabi detuning GRAPE (a4, b4, c4), respectively. The optimal parameter of the detuning in the Rabi-detuning GRAPE method is $\Delta = 9.4707$ GHz.

V. CONCLUSION AND DISCUSSION

To summarize, we use the optimal control theory to improve the performance of all-optical control of the electric spin of NV center in diamond. We compare the fidelity of coherent state transfer of the simplified 4-level model with one single excited state and the 10-level model with the relevant multiple excited states under the influence of dissipation. The results show that the complicated multiple energy levels of the excited-state of NV center spin and the dissipation affects the performance of the conventional STIRAP process, and thus put a constraint on the achievable fidelity and the speed of coherent state transfer. We adopt four different optimisation methods and obtain control laser fields that can achieve significantly improved fidelity of coherent state transfer. The speed of optical control of NV center spin is also enhanced, which can be realised on the order of nanoseconds. Moreover, we find that the performance of the optimal control laser fields is robust against the deviations in the amplitude and frequency of the laser field. The present results will facilitate the development of high-fidelity and fast-speed all-optical quantum control for NV center spin in diamond.
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APPENDIX

A.1. NUMERICAL DETAILS

A.1.1. State evolution

To calculate the evolution of the system’s state with time numerically, we define \( \rho^{vec} \) as a vector constructed by rearranging the \( N_E \times N_E \) density matrix \( \rho \) into an \( N_E^2 \times 1 \) vector. The rearranging process is represented by

\[ \rho^{vec} = \text{reshape}(\rho, N_E^2, 1). \]  \hspace{1cm} (A1)

At time \( t = j\Delta t \), the state of the system can be written as

\[ \rho_j^{vec} = e^{\mathcal{L}_j \Delta t} \rho_j^{vec - 1}, \]  \hspace{1cm} (A2)

where the map \( \mathcal{L}_j \) is a \( N_E^2 \times N_E^2 \) matrix, the \( l \)-th column of which can be calculated as

\[ \mathcal{L}_j(:, l) = \text{reshape}(\mathcal{O}(\rho^l), N_E^2, 1), l = 1, 2, \ldots N_E^2. \]  \hspace{1cm} (A3)

with \( \rho^l = |m\rangle \langle n| \), here \( m = \text{rem}(l, N_E) \) is the remainder of \( l/N_E \) and \( n = \lfloor l/N_E \rfloor + 1 \) where \( \lfloor l/N_E \rfloor \) is the integer part of \( l/N_E \), the map \( \mathcal{O}(\rho) = \rho(l) \) is the right-hand side of quantum master equation in Eq.(11). To avoid computing the time-independent part repetitively, the map \( \mathcal{L} \) is divided into two parts as follows

\[ \mathcal{L}_j = \mathcal{L}_0 + \mathcal{L}_{\epsilon_z} \epsilon_z, \]  \hspace{1cm} (A4)

where \( \mathcal{L}_0 \) is the time-independent part and \( \mathcal{L}_{\epsilon_z} = \frac{\partial \mathcal{L}}{\partial \epsilon_z} \) is the partial derivative of \( \mathcal{L} \) with respect to \( \epsilon_z \), which is also time-independent.

A.1.2. Formalism of GRAPE method

In the following, we introduce the detailed algorithm for the GRAPE method of 10-level model. The laser field of the \( j \)-th time segment can be written as

\[ \epsilon_z(j) = \Omega_1(j) \cos[(\delta_1 + \Delta) t_j] + \Omega_2(j) \cos[(\delta_2 + \Delta) t_j], \]  \hspace{1cm} (A5)

where \( \Delta \) is the time-independent detuning term. Therefore there are three sets of parameters for optimisation: \( u_1(j) \equiv \Omega_1(j) \), \( u_2(j) \equiv \Omega_2(j) \), and \( u_3 \equiv \Delta \). To get the term \( \frac{\partial \rho}{\partial u} \) used in the iteration formula in GRAPE method, we calculate \( p_3, p_4 \) and \( E \) in equation (22) respectively in below. The derivative of \( p_3 \) with respect to the control parameter \( u_k(j) \) is

\[ \frac{\partial p_3}{\partial u_k(j)} = \text{Tr} \left[ P_{+1} \frac{\partial p_N}{\partial u_k(j)} \right], \]  \hspace{1cm} (A6)

where \( P_{+1} = |+\rangle \langle +| \). As shown in Eq.(A1), the derivative of the density matrix \( \frac{\partial \rho_N}{\partial u_k(j)} \) can be mapped to a form of vector as

\[ \frac{\partial \rho_N}{\partial u_k(j)} = \text{reshape}( \frac{\partial \rho_N^{vec}}{\partial u_k(j)}, N_E^2, 1), \]  \hspace{1cm} (A7)

and vice versa,

\[ \frac{\partial \rho_N^{vec}}{\partial u_k(j)} = \text{reshape}( \frac{\partial \rho_N}{\partial u_k(j)}, N_E, N_E). \]  \hspace{1cm} (A8)

To calculate the derivatives, we define the forward operator and backward operator as follows

\[ U_{\text{forw}}(j) = e^{\epsilon_z \Delta t} \ldots e^{\epsilon_1 \Delta t}, \]  \hspace{1cm} (A9)

\[ U_{\text{back}}(j) = e^{\epsilon_N \Delta t} \ldots e^{\epsilon_{j+1} \Delta t}. \]  \hspace{1cm} (A10)

So that

\[ \frac{\partial \rho_N^{vec}}{\partial u_k(j)} = U_{\text{back}}(j) e^{\epsilon_z \Delta t} \]  \hspace{1cm} (A11)

\[ \frac{\partial \rho_N^{vec}}{\partial u_k(j)} = U_{\text{back}}(j) e^{\epsilon_z \Delta t}. \]  \hspace{1cm} (A12)

\[ \frac{\partial e^{\epsilon_j \Delta t}}{\partial u_k(j)} = \left[ \int_0^1 e^{s \epsilon_j \Delta t} \left( \Delta t \frac{\partial \mathcal{L}_j}{\partial u_k(j)} \right) e^{-s \epsilon_j \Delta t} ds \right] e^{\epsilon_j \Delta t}. \]  \hspace{1cm} (A13)

The derivative of the exponential term in the above equation is given by [57]

\[ \frac{\partial e^{\epsilon_j \Delta t}}{\partial u_k(j)} = \Delta t \frac{\partial \mathcal{L}_j}{\partial u_k(j)} e^{\epsilon_j \Delta t}. \]  \hspace{1cm} (A14)

For a small value of \( \Delta t \), it can be approximated as

\[ \frac{\partial e^{\epsilon_j \Delta t}}{\partial u_k(j)} = \Delta t \frac{\partial \mathcal{L}_j}{\partial u_k(j)} \]  \hspace{1cm} (A15)

which along with Eq. (A4) gives the simplified form of Eq.(A11) as follows

\[ \frac{\partial \rho_N^{vec}}{\partial u_k(j)} = U_{\text{back}}(j) \mathcal{L}_{\epsilon_z} \left( \Delta t \frac{\partial e^{\epsilon_j \Delta t}}{\partial u_3(j)} \right) U_{\text{forw}}(j) \rho_0^{vec}. \]  \hspace{1cm} (A16)

For the third parameter \( u_3 \equiv \Delta \), the derivative is

\[ \frac{\partial \rho_N^{vec}}{\partial u_3} = \sum_j U_{\text{back}}(j) \mathcal{L}_{\epsilon_z} \left( \Delta t \frac{\partial e^{\epsilon_j \Delta t}}{\partial u_3(j)} \right) U_{\text{forw}}(j) \rho_0^{vec}. \]  \hspace{1cm} (A17)

In the case of limited pulse length, we have

\[ \frac{\partial \rho_N^{vec}}{\partial u_1}(s) = \sum_{j = sn + 1}^{(s+1)n} U_{\text{back}}(j) \mathcal{L}_{\epsilon_z} \left( \Delta t \frac{\partial e^{\epsilon_j \Delta t}}{\partial u_1}(s) \right) U_{\text{forw}}(j) \rho_0^{vec}, \]  \hspace{1cm} (A18)

where \( n = l/\Delta t, l \) is the pulse length and \( s = 0, 1, \ldots, T/l - 1 \).
The derivative of $\tilde{p}_4$ with respect to the control parameter $u_k(j)$ is
\[
\frac{\partial \tilde{p}_4}{\partial u_k(j)} = Tr[\hat{P}_{A_2} \frac{\partial \rho_{ave}}{\partial u_k(j)}],
\]
(A17)
where $\hat{P}_{A_2} = |A_2\rangle\langle A_2|$ and $\rho_{ave} = (\rho_0 + \cdots + \rho_t)/N$. Similarly we have
\[
\frac{\partial \rho_{ave}}{\partial u_k(j)} = \frac{1}{N} \left( \sum_{i=j+1}^N \prod_{h=j+1}^i e^{i \Delta t_h} + \mathbb{1} \right) \frac{\partial e^{i \Delta t_j}}{\partial u_k(j)} \rho_{ave}^{j-1},
\]
(A18)
where we assign $\sum_{i=j+1}^N \prod_{h=j+1}^i e^{i \Delta t_h} = 0$ when $j = N$. We define the following stairway operator as
\[
U_{stair}(j) = \sum_{i=j+1}^N \prod_{h=j+1}^i e^{i \Delta t_h} + \mathbb{1}
\]
(A19)
and substitute Eq.(A13) into the righthand side of Eq.(A18), which leads to
\[
\frac{\partial \rho_{ave}}{\partial u_3} = \frac{\Delta t}{N} U_{stair}(j) \mathcal{L}_x \left( \frac{\partial e^{i \Delta t}}{\partial u_3} \right) U_{forw}(j) \rho_0^{vcc}.
\]
(A20)
For $u_3 \equiv \Delta $,
\[
\frac{\partial \rho_{vcc}}{\partial u_3} = \sum_j \frac{\Delta t}{N} U_{stair}(j) \mathcal{L}_x \left( \frac{\partial e^{i \Delta t}}{\partial u_3} \right) U_{forw}(j) \rho_0^{vcc}.
\]
(A21)
For the limited pulse length case
\[
\frac{\partial \rho_{vcc}}{\partial u_{1,2}(s)} = \sum_{j=s+1}^{(s+1)n} \frac{\Delta t}{N} U_{stair}(j) \mathcal{L}_x \left( \frac{\partial e^{i \Delta t}}{\partial u_{1,2}(s)} \right) U_{forw}(j) \rho_0^{vcc}.
\]
(A22)
For each parameter specifically, we have
\[
\frac{\partial e^{i \Delta t}}{\partial \Omega_i(j)} = \cos [(\delta_i + \Delta) t_j], i = 1, 2, \quad (A23)
\]
and
\[
\frac{\partial e^{i \Delta t}}{\partial \Delta} = -\Omega_1(j) \sin [(\delta_1 + \Delta) t_j] - \Omega_2(j) \sin [(\delta_2 + \Delta) t_j] t_j.
\]
(A24)
Finally, the derivative of $E$ with respect to the control parameter $u_k(j)$ is simply given by
\[
\frac{\partial E}{\partial \Omega_i(j)} = 2 \Omega_i(j), i = 1, 2, \quad (A25)
\]
and
\[
\frac{\partial E}{\partial \Delta} = 0. \quad (A26)
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such that the right-hand side of Eq.(A30) becomes the same as

$$\frac{\Omega_1}{2} \cos [(\omega_1 - E_g)t] + \frac{\Omega_2}{2} \cos [(\omega_2 - E_g)t]$$

(A32)

for all $i$ and $j$. The other terms in $H_0$ are left along with $V$ and eventually we get the Hamiltonian in the interaction picture as

$$H_I = e^{iH_{Es}t}(H_{gs} + H_{eg} + V - H_{Es})e^{-iH_{Es}t},$$

(A33)

which is Eq.(8) in the main text.

A.3. MORE DETAILS ON OPTIMISATION RESULTS

A.3.1. Effect of laser intensity on STIRAP

To investigate the effect of the parameter of the laser intensity $a$, we calculate the performance of STIRAP process for different parameters $a$ with $a = 0.2, 0.5, 1, 3, 5, 7, 9$ GHz, as shown in Fig. A1. It shows that too weaker or stronger pulses will result in a worse performance.

A.3.2. Optimal results with a worse time resolution in modulation

The laser pulse shape can be modulated by a $10$ Gs/s arbitrary wave generator (AWG) Waveform Conversion with a time resolution about $0.1$ ns [31]. An AWG with higher time resolution (for example, $24$ Gs/s [46]) will enable an even better modulation of the laser pulse (about $0.042$ ns). Here, we provide numerical simulation result which shows that the optimal control still works with a total evolution time $T = 1$ ns with a time resolution in the modulation of $0.05$ ns, as shown in Fig. A2. The optimisation conditions are given in Table.II. The final populations of the target states $|+1\rangle$ are $0.8062, 0.9765, 0.9724$ and $0.9662$ from left to right, respectively. Fidelities and corresponding maximal field amplitudes of optimal results with evolution time of $1$ ns, $2$ ns and $5$ ns are showed in Fig. A3.

FIG. A2. (Color online) The details of the optimisation results with a time resolution of $0.05$ ns. (a1-a4) show the amplitudes of the control laser field $\Omega_1(t)$ (green dashed line) and $\Omega_2(t)$ (red solid line) for the total evolution time $T = 1$ ns (see Fig.4) that are obtained by using the optimisation methods in Table II. (b1-b4) The dynamic evolution of the population of the state $|-1\rangle$ (red solid line), $|0\rangle$ (yellow dashed line), $|+1\rangle$ (blue dotted line) and $|A_2\rangle$ (green dashed-dotted line) for the corresponding four optimisation results with a total evolution time $T = 1$ ns respectively. (c1-c4) The final population of the target state $|+1\rangle$ versus the amplitude systematic errors $\delta\Omega$ and the frequency detuning $\delta\Delta$ of the optimised control laser field. The four columns of figures correspond to the results using four optimisation methods: adiabatic Nelder-Mead (a1, b1, c1), adiabatic GRAPE (a2, b2, c2), Rabi resonant GRAPE (a3, b3, c3) and Rabi detuning GRAPE (a4, b4, c4), respectively. The optimal parameter of the detuning in the Rabi-detuning GRAPE method is $\Delta = -0.6519$ GHz.
The optimal results with a time resolution of 0.005 ns and different evolution times $T$ using four optimisation methods (as listed in Table II) of the 10-level model of NV center spin. Each data is based on 500 random initial points. (a) shows the final population $p_3$ of the target state $|+1\rangle$ under the influence of dissipations. (b) shows the final population $p_3$ of the target state $|+1\rangle$ without dissipation. The inset shows the corresponding maximum laser field amplitudes that achieve the optimal fidelity of coherent state transfer. The results from four types optimal methods are presented in different symbols: (1) adiabatic Nelder-Mead (yellow triangle), (2) adiabatic GRAPE (blue diamond), (3) Rabi resonant GRAPE (red triangle) and (4) Rabi detuning GRAPE (green circle).

FIG. A3. (Color online) The optimal results with a time resolution of 0.005 ns and different evolution times $T$ using four optimisation methods (as listed in Table II) of the 10-level model of NV center spin. Each data is based on 500 random initial points. (a) shows the final population $p_3$ of the target state $|+1\rangle$ under the influence of dissipations. (b) shows the final population $p_3$ of the target state $|+1\rangle$ without dissipation. The inset shows the corresponding maximum laser field amplitudes that achieve the optimal fidelity of coherent state transfer. The results from four types optimal methods are presented in different symbols: (1) adiabatic Nelder-Mead (yellow triangle), (2) adiabatic GRAPE (blue diamond), (3) Rabi resonant GRAPE (red triangle) and (4) Rabi detuning GRAPE (green circle).
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