Quantum value for a family of $I_{3322}$-like Bell functionals
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We introduce a three-parameter family of Bell functionals that extends those studied in reference [Phys. Rev. Research 2, 033420 (2020)] by including a marginal contribution. An analysis of their quantum value naturally splits the family into two branches, and for the first of them we show that this value is given by a simple function of the parameters defining the functionals. In this case we completely characterise the realisations attaining the optimal value and show that these functionals can be used to self-test any partially entangled state of two qubits. The optimal measurements, however, are not unique and form a one-parameter family of qubit measurements. The second branch, which includes the well-known $I_{3322}$ functional, is studied numerically. We identify the region in the parameter space where the quantum value can be attained, with two-dimensional systems and characterise the state and measurements attaining this value. Finally, we show that the set of realisations introduced in reference [Phys. Rev. A 82, 022116 (2010)] to obtain the maximal violation of the $I_{3322}$ inequality succeeds in approaching the optimal value for a large subset of the functionals in this branch. In these cases we analyse and discuss the main features of the optimal realisations.

I. INTRODUCTION

A remarkable feature of quantum mechanics is the fact that quantum systems can exhibit correlations which are stronger than those predicted by any classical theory. J. Bell proved that this is the case in 1964 [1] by deriving an inequality that, if a local-realistic description of nature is assumed, imposes a constraint on the correlations between the outcomes of local measurements performed on distant systems. Bell’s theorem provided a way to rule out the possibility of a local-realistic explanation for strong quantum correlations, a phenomenon nowadays referred to as Bell nonlocality that has become subject of increasing interest for the physics community, and in particular within the field of quantum information. Since Bell’s seminal work several tools and techniques have been developed to further explore the nonlocal nature of quantum correlations, including the derivation of many new linear inequalities, generally known as Bell inequalities (see [2] for a review on Bell nonlocality).

Bell nonlocality is a quantum phenomenon which is not only relevant from the foundational point of view but it also has practical consequences: it plays a key role in device-independent quantum key distribution protocols and randomness certification [3–12], and more generally device-independent quantum information processing [2, 13]. In a device-independent scenario the goal is to certify certain properties of quantum devices just by looking at the observed correlations, without making any assumptions about their physical description. Typically, in a device-independent scenario the conclusions are based on violating a certain Bell inequality, such as the CHSH inequality, for which it is known that observing the maximal quantum violation is sufficient to completely determine the state and measurements producing the observed correlations. For the case of the CHSH inequality the maximal violation can only be attained with anti-commuting observables acting on a maximally entangled two-qubit state [14–17]. This device-independent certification is known as self-testing [18–20] or rigidity [21], and the fact that it can be obtained as a consequence of the maximal violation of a Bell inequality is not a coincidence. For probability points that can be realised with finite dimensional quantum systems it has been proved that only those being extremal points of the set of quantum correlations $Q_{\text{finite}}$ can be used to self-test both state and measurements [22], and these extremal points can often be witnessed by maximally violating some Bell inequality over $Q_{\text{finite}}$. Beyond CHSH several other Bell inequalities proved to be useful for the purpose of self-testing [23–28], amongst which those having a marginal contribution are the exception [25, 29, 30]. Recently a one-parameter family of Bell functionals was shown to exhibit a weaker form of self-testing [31], in which the maximal violation can be used to self-test the maximally entangled state of two qubits, but is not sufficient to fully determine the measurements.

In this work we propose to expand the family of functionals studied in Ref. [31] by including a marginal contribution which preserves their original symmetries, and analyse both their quantum value and the realisations giving rise to it. This analysis splits the new three-parameter family into two branches. In the first of these branches we derive an analytic expression for the quantum value as a function of the parameters defining the functionals and completely characterise the realisations attaining this value. These results show that the branch represents a natural extension of the parent family, in the sense that both the optimal value and realisations giving rise to it reduce to those found in Ref. [31] where the parameter introducing the marginal contribution vanishes. Moreover, we find that for these functionals weak self-testing statements can be made which are completely
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analogous to those of Ref. [31]. In this case, however, the quantum value self-tests a partially entangled pure two-qubit state which is a function of the parameters defining the Bell functional. Thus, this branch allows us to self-test any entangled two-qubit state. More specifically, for every two-qubit state we have a 1-parameter family of functionals.

The situation turns out to be very different in the second branch, for which a numerical analysis shows that in many cases the quantum value can only be reached with local Hilbert space of dimension 3 or greater. There are nonetheless regions in the parameter space where the optimal value can be attained with two-qubit systems, for which we can give at least a realisation giving rise to it. In particular, for a large subset of these functionals we find that this value does not depend on one of the parameters. The remainder of the branch includes the $I_{3322}$ functional [32–34], for which a particular sequence of finite dimensional realisations is known to numerically attain the quantum value in the limit of infinite local dimension [35]. We study the performance of these special strategies beyond the $I_{3322}$ case and analyse the optimal solutions in those cases where they succeed in approaching the quantum value.

II. A FAMILY OF BELL FUNCTIONALS

A. Definition and symmetries

We consider here a family of Bell functionals involving two parties, Alice and Bob, who perform local measurements that we label $x, y \in \{1, 2, 3\}$ respectively. A measurement $x$ performed by Alice yields an outcome $a \in \{1, -1\}$ and similarly a measurement $y$ by Bob yields an outcome $b \in \{1, -1\}$. We denote the probability to obtain outcomes $(a, b)$ when measurements $(x, y)$ are carried out by $p(ab|xy)$. We use $p(a|x)$ and $p(b|y)$ to denote the marginal distributions of Alice and Bob, respectively. Following the standard convention for Bell scenarios with binary outcomes we define the marginals and correlators as $\langle A_x \rangle = \sum_a p(a|x)$, $\langle B_y \rangle = \sum_b p(b|y)$ and $\langle A_x B_y \rangle = \sum a b p(ab|xy)$ [2]. In terms of these quantities our functionals take the following form:

$$\beta := \alpha_1 \langle A_1 + (A_2 + (-1)^{\alpha_2} (B_1) + (-1)^{\alpha_2} (B_2) \rangle + \langle A_1 B_1 \rangle + \langle A_2 B_1 \rangle + \langle A_2 B_2 \rangle + \alpha_3 \left[ \langle A_3 B_1 \rangle - \langle A_3 B_2 \rangle + \langle A_1 B_3 \rangle - \langle A_2 B_3 \rangle \right]$$

where $\alpha_2 \in \{0, 1\}$ and $\alpha_1, \alpha_3 \in \mathbb{R}$. Note that for $\alpha_2 = 0$ and $\alpha_3 = 1$ the functional in Eq. (1) becomes the well known $I_{3322}$ functional (see Appendix B), first introduced in Ref. [32] and further studied in Ref. [33] and [34]. It is not hard to check by looking at (1) that swapping parties, $A \leftrightarrow B$, leaves expression (1) invariant, and the same holds for the operation $A_1 \leftrightarrow A_2 (B_1 \leftrightarrow B_2)$ followed by $B_3 \rightarrow -B_3 (A_3 \rightarrow -A_3)$. As a direct consequence of these symmetries we can restrict our analysis to the case of $\alpha_1, \alpha_3$ being non negative. Indeed, a flip in the value of $\alpha_3$ can be cancelled by flipping the sign of $A_3$ and $B_3$, whereas a flip in the sign of $\alpha_1$ can be cancelled by flipping the sign of all observables at once. For this reason, from now on, we will consider $\alpha_1, \alpha_3 \geq 0$.

In the case $\alpha_1 = 0$ the expression in Eq. (1) reduces to

$$\beta_{NS} := \langle A_1 B_1 \rangle + \langle A_1 B_2 \rangle + \langle A_2 B_1 \rangle + \langle A_2 B_2 \rangle + \alpha_3 \left[ \langle A_3 B_1 \rangle - \langle A_3 B_2 \rangle + \langle A_1 B_3 \rangle - \langle A_2 B_3 \rangle \right],$$

a functional that has been exhaustively studied recently in Ref. [31] for $\alpha_3 \in [0, 2]$, which turns out to be the interval where quantum realisations can give a value strictly larger than what is attainable with local-realistic strategies, i.e., where a quantum advantage can be obtained. The value attainable with local-realistic strategies is found to be $\beta_{L}^{\text{cor}} = \max\{4, 4\alpha_3\}$, while the optimal value achievable with quantum realisations is $\beta_{Q}^{\text{cor}} = 4 + \alpha_3^2$. Moreover, in the quantum case it is shown that the optimal value self-tests the maximally entangled state of two qubits and a one-parameter family of inequivalent two-qubit measurement arrangements. The functionals defined in Eq. (1) can therefore be thought of as two inequivalent ways, depending on whether we set $\alpha_2$ to be 0 or 1, in which Eq. (2) can be extended to a functional with a marginal contribution while preserving its symmetries. It is the purpose of this work to identify the regions in parameter space where the functional in Eq. (1) provides a quantum advantage, and the quantum strategies optimising its value. We begin this study by computing the local and no-signalling values as functions of $\alpha_1$ and $\alpha_3$.

B. Local and No-signalling values

We will now find the maximal local $\beta_L$ and no-signalling $\beta_{NS}$ value for the functionals introduced in Eq. (1), as a function of parameters $\alpha_1, \alpha_3$, for both $\alpha_2 = 0$ and $\alpha_2 = 1$.

Let us begin with $\alpha_2 = 0$. The symmetries described in the previous subsection make it easy to determine the local value of the functional, since we only need to care about the possible values of $\langle A_1 \rangle \pm \langle A_2 \rangle$ and $\langle B_1 \rangle \pm \langle B_2 \rangle$. For deterministic behaviours $\langle A_1 \rangle \pm \langle A_2 \rangle = \pm 2$ implies $\langle A_1 \rangle - \langle A_2 \rangle = 0$ and $\langle A_1 \rangle - \langle A_2 \rangle = \pm 2$ implies $\langle A_1 \rangle + \langle A_2 \rangle = 0$, with $B_1(2)$ satisfying analogous relations. Then, it is not hard to see that the local value in the case $\alpha_2 = 0$ is $\beta_L = 4\alpha_3$ if $\alpha_1 \leq \alpha_3 - 1$ or $\beta_L = 4(\alpha_1 + 1)$ if $\alpha_1 \geq \alpha_3 - 1$. Looking for the no-signalling (NS) value is also easy, since the extremal NS boxes in this scenario have been fully characterised [36, 37]. It turns out that the no-signalling value is $\beta_{NS} = 4(\alpha_1 + 1)$ if $\alpha_1 \geq \alpha_3$ and $\beta_{NS} = 4(\alpha_3 + 1)$ otherwise. The regions in the $\alpha_1, \alpha_3$ space in which the local value is given by the expressions derived above are shown in FIG. 1, where we also show the boundary for the region in which $\beta_{NS} \geq \beta_L$. 
The sum of squares (SOS) decomposition can be given for the local Hilbert spaces $H$. Here the observables $A$ and $B$ are given by $$A = M_A^{a|x} - M_A^{a|y}$$ and $$B = M_B^{b|x} - M_B^{b|y}$$ respectively, with $M_A^{a|x}$ and $M_B^{b|y}$ measurement operators acting on the local Hilbert spaces $H_A$ and $H_B$ and determining outcome probabilities via the Born rule $p(ab|xy) = \text{Tr} M_A^{a|x} \otimes M_B^{b|y} \rho_{AB}$. For the region of interest a simple sum of squares (SOS) decomposition can be given for $W$. Indeed, if we assume $\alpha_1 < \alpha_3$ and measurements to be projective, i.e., $A_x^2 = B_y^2 = 1 \ \forall \ x, y$, it is straightforward to check that

$$\nu \mathbb{1} \otimes \mathbb{1} - W = \sum_{i=1}^{3} P_i^2,$$  \hspace{1cm} (4)

where

$$\nu = 2 \left( \gamma^2 + \frac{\alpha_3^2}{\gamma^2} \right),$$  \hspace{1cm} (5)

$$\gamma = \sqrt{\frac{1}{2} (\alpha_3^2 - \alpha_1^2)},$$  \hspace{1cm} (6)

and the $P_i$'s are hermitian polynomials in the local observables given by the following expressions

$$P_1 = \frac{1}{2\gamma} \left[ \alpha_1 (A_1 + A_2) \otimes \mathbb{1} + \alpha_3 (A_1 - A_2) \otimes B_3 \right] - 2\gamma^2 \mathbb{1} \otimes \mathbb{1},$$  \hspace{1cm} (7)

$$P_2 = \frac{1}{2\gamma} \left[ \alpha_1 \mathbb{1} \otimes (B_1 + B_2) + \alpha_3 A_3 \otimes (B_1 - B_2) \right] - 2\gamma^2 \mathbb{1} \otimes \mathbb{1},$$  \hspace{1cm} (8)

$$P_3 = \frac{1}{\sqrt{2}} \left[ (A_1 + A_2) \otimes \mathbb{1} - \mathbb{1} \otimes (B_1 + B_2) \right].$$  \hspace{1cm} (9)

By construction $\nu$ is an upper bound to the quantum value. For $\alpha_1 \leq \sqrt{\alpha_3^2 + 1} - 1$ the resulting bound is actually tight and can be achieved by a quantum realisation.
\{A_x, B_y, |\Psi\rangle\}$ where
\[
|\Psi\rangle = \cos\left(\frac{\phi}{2}\right) |00\rangle + \sin\left(\frac{\phi}{2}\right) |11\rangle, \\
A_1 = B_1 = \cos(\theta)\sigma_x + \sin(\theta)\sigma_z, \\
A_2 = B_2 = \cos(\theta)\sigma_x - \sin(\theta)\sigma_z, \\
A_3 = B_3 = \sigma_z.
\]

Here \{\sigma_x, \sigma_y, \sigma_z\} are the Pauli matrices and the parameters \(\theta\) and \(\phi\) satisfy the relations
\[
2\sin(\theta) = \sqrt{2\left(\gamma^2 - \frac{\alpha_1^2}{\gamma^2}\right)}, \\
\cos(\phi) = \frac{\alpha_1}{\gamma^2} \cos(\theta), \\
\sin(\phi) = \frac{\alpha_3}{\gamma^2} \sin(\theta).
\]

Eq. (11) defines a region in parameter space where this solution is valid, and a direct calculation shows that this region is the one satisfying \(\alpha_1 \leq \sqrt{\alpha_3^2 + 1} - 1\) (we consider here \(\alpha_3 \in [0, 2]\), see Appendix A1 for a general result). Thus for functionals above the curve \(f(\alpha_1, \alpha_3) = 0\) with \(f(\alpha_1, \alpha_3) = 1 + \alpha_1 - \sqrt{\alpha_3^2 + 1}\), the value \(\nu\) cannot be attained with this realization. In fact, it is not hard to see that for these functionals \(\nu\) is a strict upper bound. Indeed, let us write the Bell operator as
\[
W = \alpha_1 W_M + W_C, 
\]
with \(W_M\) the marginal contribution to the functional and \(W_C\) the correlation part, and write \(\alpha_1 = \epsilon + \tilde{\alpha}_1\), with \(\tilde{\alpha}_1 = \sqrt{\alpha_3^2 + 1} - 1\). Plugging this expression in Eq. (14) and averaging we find
\[
\langle W \rangle = \tilde{\alpha}_1 \langle W_M \rangle + \langle W_C \rangle + \epsilon \langle W_M \rangle \\
\leq 4(\tilde{\alpha}_1 + 1) + \epsilon \langle W_M \rangle \leq 4(\alpha_1 + 1),
\]
where in the last line we used that on the curve \(f(\alpha_1, \alpha_3) = 0\) the quantum value is \(4(\alpha_1 + 1)\). Thus we see that for \(f(\alpha_1, \alpha_3) > 0\) the local value \(4(\alpha_1 + 1)\) becomes an upper bound for the quantum value, and since it can always be attained, it is the quantum value. The quantum value for the functionals is therefore \(\beta_Q = \nu\) if \(f(\alpha_1, \alpha_3) \leq 0\), and \(\beta_Q = 4(\alpha_1 + 1)\) otherwise. These values and the regions where they are attained are depicted in FIG. 3.

Combining these results implies that the region below the black solid curve in FIG. 3 is the only one for which \(\beta_Q > \beta_L\). For all these functionals we have been able to derive the upper bound \(\nu\) in Eq. (5) and show that it is attainable with the realisation (10), which implies this is indeed the optimal value \(\beta_Q\). We are now interested in characterising the set of all quantum realisations achieving the optimal value in the aforementioned region.

Let \{\(A_x, B_y, \rho_{AB}\)\} be a realisation achieving the value \(\beta_Q\), and assume the marginal states \(\rho_{AB} = \text{Tr}_{B(A)} \rho_{AB}\) to be full-rank. We require the local states to have full-rank because otherwise we would not be able to characterise the local observables outside their support. Note first (see Appendix A2) that since the realisation is optimal the local observables must satisfy \(A_2^2 = B_2^2 = 1\), i.e., the optimal measurements are projective. Moreover, note that from Eq. (4) follows that saturating inequality \(\text{Tr} W \rho_{AB} \leq \beta_Q\) implies \(\text{Tr} P_i^2 \rho_{AB} = 0 \forall i\), and since both \(\rho_{AB}\) and \(P_i^2\) are positive semidefinite (recall that \(P_i\) is hermitian) we see that \(\rho_{AB}\) must have support on the intersection of the kernels of the \(P_i\)'s, i.e., \(P_i \rho_{AB} = 0 \forall i\).

In Appendix A2 we show that this implies
\[
\{A_1, A_2\} = \{B_1, B_2\} = 2 \left[1 - \gamma^2 + \frac{\alpha_1^2}{\gamma^2}\right] \mathbb{1}, \\
\{A_1 + A_2, A_3\} = \{B_1 + B_2, B_3\} = 0.
\]

Relations (16) and (17) turn out to be very useful to characterise the optimal realisation. Combined with Jordan’s lemma [38], equation (16) on Alice’s side implies that the local Hilbert space is of the form \(H_A = \mathbb{C}^2 \otimes \mathbb{C}^d\) for some \(d \in \mathbb{N}\) and then, up to a unitary, the local observables \(A_1\) and \(A_2\) are
\[
A_1 = [\cos(\theta)\sigma_x + \sin(\theta)\sigma_z] \otimes \mathbb{1}, \\
A_2 = [\cos(\theta)\sigma_z - \sin(\theta)\sigma_x] \otimes \mathbb{1},
\]
where the angle \(\theta\) is related to parameters \(\alpha_1\) and \(\alpha_3\) through equations (11), (12) and (13). In combination with Eq. (18), Eq. (17) then implies that the most general form of \(A_3\) is
\[
A_3 = \sum_k [\cos(\mu_k)\sigma_x + \sin(\mu_k)\sigma_y] \otimes |k\rangle \langle k|,
\]
where \(\mu_k \in [0, 2\pi]\) and \(|k\rangle\) is an orthonormal basis of \(\mathbb{C}^d\). The same derivation can be used to find Bob’s
observables with the same result. However, for reasons that will become clear soon it is convenient to write them in the following rotated form

\[ B_1 = \sum_k [(\cos(\theta)\sigma_z + \sin(\theta)(\cos(\nu_k)\sigma_x - \sin(\nu_k)\sigma_y)] \otimes |k\rangle\langle k| \]

\[ B_2 = \sum_k [(\cos(\theta)\sigma_z - \sin(\theta)(\cos(\nu_k)\sigma_x - \sin(\nu_k)\sigma_y)] \otimes |k\rangle\langle k| \]

\[ B_3 = \sigma_z \otimes \mathbb{I}, \] (20)

where as before \( \nu_k \in [0, 2\pi] \) and \( \{|k\}\} \) is an orthonormal basis of \( \mathbb{C}^d \).

The block structure of the observables in the optimal realisation translates to the Bell operator, which we can write as

\[ W = \sum_{k,k'} R(\mu_k, \nu_{k'}) \otimes |k\rangle\langle k| \otimes |k'\rangle\langle k'|, \] (21)

where \( R(\mu_k, \nu_{k'}) \) is the 2-qubit Bell operator built up with the non-trivial part of the operators \( \{A_x, B_y\} \) given above. The quantum value \( \beta_Q \) is the largest eigenvalue of \( W \), and equation (21) shows that we can find that value in the spectra of the two-qubit operators \( R(\mu_k, \nu_{k'}) \).

It is not hard to prove (see Appendix A 2 a) that if \( \beta_Q \) is an eigenvalue of \( R(\mu, \nu) \) then \( \mu = \nu \) must hold, and in that case the corresponding eigenspace is one-dimensional with the associated eigenstate being the one given in Eq. (10). Since this eigenstate is independent of the angle \( \mu \) we conclude that any state \( \rho_{AB} \) of a realisation attaining the quantum value \( \beta_Q \) must be, up to a unitary, of the form

\[ \rho_{AB} = \Psi_{A'B'} \otimes \sigma_{\tilde{A}\tilde{B}}, \] (22)

where \( \Psi_{A'B'} \) is the density matrix of the state (10) and \( \sigma_{\tilde{A}\tilde{B}} \) is an operator such that

\[ \text{Tr}_{\tilde{A}\tilde{B}} W \mathbb{I} \otimes \sigma_{\tilde{A}\tilde{B}} = \sum_k p_k R(\mu_k, \mu_k), \] (23)

with \( \sum_k p_k = 1 \).

We are now ready to completely characterise the probability points which attain the optimal value \( \beta_Q \) for these functionals. A direct calculation gives:

\[ \langle A_{1(2)} \rangle = \langle B_{1(2)} \rangle = \cos(\theta) \cos(\varphi) \cos(\mu), \]

\[ \langle A_1 B_1 \rangle = \langle A_2 B_2 \rangle = \cos^2(\theta) + \sin^2(\theta) \sin(\varphi) \cos(\mu), \]

\[ \langle A_1 B_2 \rangle = \langle A_2 B_1 \rangle = \cos^2(\theta) - \sin^2(\theta) \sin(\varphi) \cos(\mu), \]

\[ \langle A_3 B_1 \rangle = -\langle A_3 B_2 \rangle = \sin(\theta) \sin(\varphi), \]

\[ \langle A_3 B_3 \rangle = \cos(\mu) \sin(\varphi). \] (24)

We see from these expressions that the probability distributions saturating the functional value have a rather simple dependence on the angle \( \mu \) parametrizing the whole family. In fact, it is apparent that they form a convex set with two extremal points, corresponding to \( \mu = 0 \) and \( \mu = \pi/2 \). The set is therefore a line in probability space.

Combined with the relations in Eqs. (11)-(13), equations (24) also illustrate the trade-off between the advantage provided by the entanglement in the state and the contribution to the value of the marginal term in the functional. These expressions show that when \( \alpha_1 > 0 \) the marginal part of the functional can only contribute to the value if \( \cos(\varphi) > 0 \), and the contribution will be larger as we let \( \varphi \) approach 0, which corresponds to a pure separable state in Eq. (10). We would then expect the optimal state to gradually become less entangled as we let the value of \( \alpha_1 \) increase. This is what we have found in our solution, since it is straightforward to verify that \( \cos(\varphi) \) in Eq. (12) is an increasing function of \( \alpha_1 \).

It is worth mentioning that all the results derived above, including the self-testing statements, are easily seen to reduce to those reported in Ref. [31] in the case \( \alpha_1 = 0 \). In that sense, the \( \alpha_2 = 0 \) branch constitutes a natural extension of the parent family, with the advantage that the newly introduced functionals can be used to self-test any two-qubit pure entangled state.

IV. QUANTUM VALUE FOR THE \( \alpha_2 = 1 \) FAMILY

If we set \( \alpha_2 = 1 \) in functionals (1) and flip the sign of both \( B_1 \) and \( B_2 \) the associated Bell operator takes the form

\[ W = \alpha_1 [(A_1 + A_2) \otimes \mathbb{I} + \mathbb{I} \otimes (B_1 + B_2)] - (A_1 + A_2) \otimes (B_1 + B_2) + \alpha_3 [(A_1 - A_2) \otimes B_3 + A_3 \otimes (B_1 - B_2)]. \] (25)

As seen in this expression, the sign flip highlights the fact that these functionals, while inequivalent to those of the previous section, have the same symmetries. It can be seen already in the region plot in FIG. 2 that choosing \( \alpha_2 = 1 \) in Eq. (1) gives a very different set of functionals, for which we can expect the quantum value to have a more complicated dependence on parameters \( \alpha_1 \) and \( \alpha_3 \). It is worth noting that for the Bell operator (25) we can again write

\[ \nu \mathbb{I} \otimes \mathbb{I} - W = \sum_i P_i^2, \] (26)

where \( \nu \) is given by again by (5), polynomials \( P_{1(2)} \) are those of equations (7) and (8), and \( P_3 \) reads

\[ P_3 = \frac{1}{\sqrt{2}} [(A_1 + A_2) \otimes \mathbb{I} + \mathbb{I} \otimes (B_1 + B_2)]. \] (27)

In this case, however, the numerical analysis described below suggests that the value \( \nu \) is a strict upper bound for the whole region of interest.
A. Numerical upper bounds and two-qubit values

For given values of \(\alpha_1, \alpha_3\) we can discard the possibility of saturating inequality \(\langle W \rangle \leq \nu\) by finding tighter upper bounds. This can be done numerically using the NPA hierarchy of semidefinite programs [39, 40], which we implemented using the convex-optimisation solver CVXPY [41]. We start by defining, within the region defined in FIG 2, a grid of 0.025 \times 0.025 such that each node corresponds to a particular functional in our family. Thus, for a total of 13041 functionals of the form (1) with \(\alpha_2 = 1, \alpha_1 \in [0, 4]\) and \(\alpha_3 \in [0, 2]\) we computed level 3 NPA upper bounds \(\beta_{NPA}^3\) and identified the region where the upper bound is strictly greater than the local value \(\beta_L\), which numerically we set as \(\beta_{NPA}^3 - \beta_L > 10^{-6}\). This region is depicted in FIG. 4.

This condition is met, as shown in the figure, in two disjoint subregions. For the almost triangular area be-

![FIG 4. Level 3 NPA upper bounds \(\beta_{NPA}^3\) for the functionals (1) with \(\alpha_2 = 1\). The quantum advantage \((\beta_{NPA}^3 - \beta_L)\) region is depicted in white.](image)

![FIG 5. Comparison of optimal two qubit values \(\beta_{2 \times 2}\) and NPA upper bounds \(\beta_{NPA}^3\). The light blue regions show the functionals for which the quantum value is numerically attained with a two-qubit realisation. The dashed line corresponds to the \(\alpha_1 = -\alpha_3 + 2\) line, plotted only for reference.](image)

low the \(\alpha_1 = -\alpha_3 + 2\) line we find that \(\beta_{2 \times 2} = 4 + \alpha_2^2\), which coincides with the optimal value for the \(\alpha_1 = 0\) functionals. It is easy to check that this value can be attained with the two-qubit maximally entangled state \(|\Psi\rangle = \frac{1}{\sqrt{2}}(|00\rangle + |11\rangle)\) and operators

\[
A_1 = B_1 = \cos(\theta)\sigma_z + \sin(\theta)\sigma_x, \\
A_2 = B_2 = \cos(\theta)\sigma_z - \sin(\theta)\sigma_x, \\
A_3 = B_3 = \sigma_x.
\]

This realization is clearly the \(\alpha_1 = 0\) limit (with \(\mu = 0\)) of that given in the previous section for the \(\alpha_2 = 0\) case. In fact, not only does the two-qubit value match the upper bound \(\beta_{NPA}^3\) but it already coincides with the \(1 + AB\) upper bound in the SDP hierarchy, which means that an SOS decomposition with polynomials in the \(1 + AB\) level exists for these functionals [42]. Unfortunately a numerical inspection of such decompositions shows them far from having a simple form and dependence on the parameters \(\alpha_1, \alpha_3\), as was the case with the one we have encountered for the \(\alpha_2 = 0\) subset. We speculate that the complexity of these decompositions comes from the fact that even though the functional depends on \(\alpha_1\), this dependence is not reflected in the quantum value.

Above the \(\alpha_1 = -\alpha_3 + 2\) line, as depicted in FIG. 5, there is still a small subset of functionals for which the computed two-qubit values \(\beta_{2 \times 2}\) match the NPA upper bounds \(\beta_{NPA}^3\). Our numerical analysis shows that all these functionals exhibit an interesting feature: the quantum value is attained by making one of the measurements trivial. Note that taking either \(A_1(B_1)\) or \(A_2(B_2)\) to be the identity operator implies that we can choose \(\pm 1\) to be the optimal \(B_3(A_3)\), because this observable is completely determined by maximising the average \(\langle (A_1 - A_2) \otimes B_3 \rangle\). As a result, our maximisation reduces to

\[
\text{maximize} \quad \langle (A_1 - A_2) \otimes B_3 \rangle = 0.
\]
to a scenario with two binary observables per party, for which it is known that the optimal value can always be attained with a two-qubit realisation [43]. Indeed, the results of our see-saw algorithm show that the optimal value is numerically attained with a partially entangled two-qubit state $|\Psi\rangle = \cos \left( \frac{\pi}{2} \right) |00\rangle + \sin \left( \frac{\pi}{2} \right) |11\rangle$ and operators

\[
A_1 = 1 \quad B_1 = \cos(\theta) \sigma_z + \sin(\theta) \sigma_x, \\
A_2 = \sigma_z \quad B_2 = \cos(\theta) \sigma_z - \sin(\theta) \sigma_x, \\
A_3 = \sigma_x \quad B_3 = 1.
\]

We can build the Bell operator $W$ with these observables and compute its average over $|\Psi\rangle$, $\langle W \rangle_{\theta,\varphi}$. The quantum value is therefore

\[
\beta_{2 \times 2} = 2 \max_{\{\theta,\varphi\}} \langle W \rangle_{\theta,\varphi} = 2 \max_{\{\varphi\}} \left[ \frac{\alpha_1 + \alpha_3}{2} + \frac{\alpha_1 - \alpha_3}{2} \cos(\varphi) \right. \\
\left. + \sqrt{[\alpha_1 - 1] \cos(\varphi) - 1] - \alpha_3^2 \sin^2(\varphi)} \right].
\]

Note that for $\varphi \to \pi$ we have $|\Psi\rangle \to |11\rangle$, and in that case the optimal angle between $B_1$ and $B_2$ in the realization becomes $\theta = \pi$, thus recovering the local value $\beta_L$. As a final remark, it is worth mentioning that for these functionals the party swap symmetry $A \leftrightarrow B$ is clearly broken in the solution, implying the existence of inequivalent realisations attaining the optimal value.

The white subregion in FIG. 5 shows the set of functionals for which the computed two-qubit values $\beta_{2 \times 2}$ are strictly below the NPA upper bounds $\beta_{NPA}^2 (\beta_{NPA}^2 - \beta_{2 \times 2} > 10^{-6})$. For studying higher dimensional realisations in this region a search based on the see-saw algorithm turns out to be very costly and time consuming. Instead, we focus on studying the performance of a particular set of realisations that we describe in the following subsection.

B. Pál-Vértesi realisations

As stated at the beginning of Sec. II, for $\alpha_2 = 0$ and $\alpha_1 = \alpha_3 = 1$ Eq. (1) becomes the well known $I_{3322}$ functional. This functional falls in the $\beta_{2 \times 2} < \beta_{NPA}^{2 \times 2}$ region, and in fact it has been shown that higher dimensional realisations can achieve values above the optimal two-qubit value $\beta_{2 \times 2}^{2 \times 2} = 5$ [35, 42, 44]. The NPA upper bound we computed for this functional is $5.00350175$, figure that agrees up to $10^{-7}$ with that reported in Ref. [35] where an extensive numerical analysis of the quantum value is presented. In this work Pál and Vértesi introduce a sequence of quantum realisations $PV^{(n)} = \{A_x^{(n)}, B_y^{(n)}, |\Psi^{(n)}\rangle\}$, labelled by the the local Hilbert space dimension $n$, whose optimal value $\beta_{PV}^{(n)}$ approaches the NPA upper bound as $n$ increases. Based on the numerical evidence it is then conjectured that the quantum value is attained in the limit $n \to \infty$. In the following we show how to construct $PV^{(n)}$ realisations (See Appendix B to see how these constructions relate to those presented in Ref. [35]).

Let $n$ be odd and $B_A = \{|k\}, k = 0, \ldots, n - 1\}$ be a basis in which $A_1^{(n)}$ and $A_2^{(n)}$ are jointly block-diagonal as required by Jordan’s lemma. Assume that $|0\rangle \langle 0|$ is the only one-dimensional Jordan block in the decomposition, which implies that the complement of span$\{|0\rangle\}$ is of the form $C^2 \otimes C^d$, with $d = \frac{n-1}{2}$. Thus for $j = 1, 3, \ldots, n - 2$ we can write $\{|j\}, \{j+1\}\} = \{|\uparrow, j\rangle, \downarrow, j\rangle\}$, so that operator $A_1$ takes the form

\[
A_1^{(n)} = |0\rangle \langle 0| + \sum_{j=1}^{n-2} [\cos(\theta_j^A) \sigma_z + \sin(\theta_j^A) \sigma_x] \otimes |j\rangle \langle j|,
\]

where parameters $\theta_j$ are the principal angles between $A_1$ and $A_2$. Operator $A_2$ takes the same form, but the off-diagonal elements have a negative sign. Now let $|\bar{k}\rangle \in \mathcal{B}_A$ denote the elements of $\mathcal{B}_A$ sorted in decreasing order, i.e., $|\bar{k}\rangle = |n - 1 - k\rangle$. Then operator $A_3$ takes the form

\[
A_3^{(n)} = |\bar{0}\rangle \langle \bar{0}| + \sum_{j=1}^{n-2} \sigma_x \otimes |\bar{j}\rangle \langle \bar{j}|.
\]

In an analogous way, if $\mathcal{B}_B = \{|k\}, k = 0, \ldots, n - 1\}$ is the Jordan basis for $B_1$ and $B_2$, then operators $\{B_y\}$ are

\[
B_1^{(n)} = |0\rangle \langle 0| + \sum_{j=1}^{n-2} [\cos(\theta_j^B) \sigma_z + \sin(\theta_j^B) \sigma_x] \otimes |j\rangle \langle j|,
\]

\[
B_3^{(n)} = |0\rangle \langle 0| + \sum_{j=1}^{n-2} \sigma_x \otimes |\bar{j}\rangle \langle \bar{j}|,
\]

with $B_2$, as in the case of $A_2$, being the same as $B_1$ with negative off-diagonal coefficients. Finally, the state $|\Psi^{(n)}\rangle$ in the $PV^{(n)}$ realisation is given by

\[
|\Psi^{(n)}\rangle = \sqrt{\lambda_0} |0\rangle \langle 0| + \sum_{j=1}^{n-2} \sqrt{\lambda_{a,j}} |a, \bar{j}\rangle |\bar{j}\rangle.
\]

For even local dimension the observables have the same block-diagonal structure, but the symmetry is lost. $B_1$, $B_2$ and $A_4$ have $\frac{n}{2}$ 2-dimensional blocks, whereas for $A_1$, $A_2$ and $B_3$ the first and last blocks have dimension 1.

As seen in these expressions, the measurement operators on both sides are completely parametrized by the principal angles $\{\theta_j^A\}$ and $\{\theta_j^B\}$. The optimal value of the average $\langle W \rangle$ attainable with a $PV^{(n)}$ realisation is therefore a function of these angles and the Schmidt coefficients of the state $|\Psi^{(n)}\rangle$. We used the scipy.optimize
package to compute the maximal value of this function for different local Hilbert space dimensions, using as initial guess a set of values that resembles the solution presented in Ref. [35] (see Fig. 9). Our results, depicted in FIG. 6, reproduce those reported by Pál and Vértesi with an optimal value converging to $\beta_{\text{PV}} = 5.00350154$, which is below the NPA upper bound by less than $10^{-6}$. It is worth noting that the principal angles in the optimal solution are the same for both parties, which should not be surprising as the functional is symmetric with respect to swapping Alice and Bob. We used this observation in the optimisation function in order to only optimise over Alice’s angles, which reduces considerably the running time.

After reproducing the results previously reported for $I_{3322}$ we moved onto exploring the values that other functionals in our family can attain when the observables are constrained to have this particular form. Thus, for each functional in the white region of FIG. 5 we computed a sequence of optimal values $\beta_{\text{PV}}^{(n)}$ attained with a PV$(n)$ realisation, in the same way we did for the $I_{3322}$ case. The sequence starts at local dimension $n = 3$ which increases with step 1 up to $n = 50$. The step then changes to 10 until $n = 150$, where it increases again to 30 up to $n = 300$ and then to 50 until $n = 600$. Above $n = 600$ the step is 100. This particular selection of steps is aimed to reduce the computation time and results form an analysis of the values observed in a sample of functionals within the region. Each value $\beta_{\text{PV}}^{(n)}$ computed in this way for a given functional is compared with both the previous one (if $n > 3$) and the upper bound $\beta_{\text{NPA}}^{3}$. The sequence is then stopped either if $\beta_{\text{NPA}}^{3} - \beta_{\text{PV}}^{(n)} < 10^{-6}$ or if 5 consecutive values are the same up to $10^{-7}$. In the first case we consider the gap to be closed, while in the second we consider that the sequence converged to its maximal value even if it does not agree with the upper bound.

The results of this numerical search are depicted in FIG. 7. As can be seen in the figure, for most of the functionals a PV$(n)$ realization closes the gap between the two-qubit value and the NPA upper bound. As before, the white region in the plot shows the functionals for which the distance between the attained value and the upper bound is greater than $10^{-6}$. Amongst the points where $\beta_{\text{NPA}}^{3} - \beta_{\text{PV}}^{(n)} < 10^{-6}$ for some $n$, the ones with the largest value for $\alpha_{1}$ reach the optimal value already at dimension 3 or 5. These are shown in light blue on the plot. It is worth noting that convergence to the optimal value for these functionals is quite as fast as compared with the results we obtained from the see-saw algorithm, even after increasing the number of random starting points to 200. For the remainder of the set it is seen that the minimal local dimension at which the gap is closed increases up to $n = 1200$ as the value of $\alpha_{1}$ decreases. In FIG. 8 we illustrate this dependence by partitioning the interval [6, 1200] in 9 different bands with the first one starting at dimension 6 and the last one starting at dimension 450.

In FIG. 9 we show, as an example, the angles parametrizing the optimal measurement for the functionals defined by $(\alpha_{1} = 0.75, \alpha_{3} = 1.3)$ and $(\alpha_{1} = 0.75, \alpha_{3} = 1.85)$. Note first that for $\alpha_{3} = 1.85$ the number of principal angles $m$ in the solution is lower than in the $\alpha_{3} = 1.3$ case as is expected from FIG. 8. The curves have nonetheless a similar behaviour, which is observed in all these solutions: it starts at a value $\theta_{0}$ below $\frac{\pi}{2}$ and quickly rises to a slightly greater value $\theta_{c}$ which remains almost constant until, in the vicinity of $\frac{\pi}{2}$, it rises to $\frac{\pi}{2} - \theta_{c}$ in a short interval and finally to $\frac{\pi}{2} - \theta_{0}$. For a fixed value of $\alpha_{1}$ we consistently observe that the almost constant value $\theta_{c}$ increases as $\alpha_{3}$ increases. Moreover, as $\alpha_{3}$ increases we also observe the zone of transition from $\theta_{c}$ to $\frac{\pi}{2} - \theta_{c}$ to become wider, involving a larger subset of the principal angles. Finally, it is observed that the behaviour in the extremes of the curve is essentially the
same in all cases, regardless of the dimension of the solution. Such behaviour might be an artifact of computing the optimal value of a finite dimensional realisation and we do not expect it to be present in the infinite dimensional limit in which $\beta_{PV}^{(n)}$ is expected to converge to the quantum value.

For higher dimensional solutions we can also look at the Schmidt coefficients in the optimal state in Eq. (35). In FIG. 10 we show these coefficients in the solutions for $(\alpha_1 = 0.75, \alpha_3 = 1.3)$ and $(\alpha_1 = 0.75, \alpha_3 = 1.85)$. Leaving aside the dimension of these solutions the most noticeable difference between the curves is seen in the vicinity of $n = 975$, with the $\alpha_3 = 1.3$ curve showing two sharp peaks while the $\alpha_3 = 1.85$ curve shows one rounded peak. In fact, as $\alpha_3$ increases a gradual transition from the curve at the top of the figure to that at the bottom is observed, and this behaviour is reproduced for different values of $\alpha_1$. In FIG. 11 we show the regions in which there is one or two maximal Schmidt coefficients. At the boundary between these regions, where the transition occurs, the maximal value is shared by three Schmidt coefficients and the middle part of the curve becomes flat, as shown in FIG. 12.

Finally, in FIG. 13 we show the Schmidt coefficients of the optimal state for three different functionals, defined by parameters $(\alpha_1 = 0.05, \alpha_3 = 1.975)$, $(\alpha_1 = 0.075, \alpha_3 = 1.975)$ and $(\alpha_1 = 0.125, \alpha_3 = 1.975)$. Note that the tail of the curve straightens as $\alpha_1$ approaches 0, a behaviour we consistently observe in the optimal solutions for the functionals near the $\alpha_1 = -\alpha_3 + 2$ line. This behaviour is also observed when analysing, for fixed values of $\alpha_1, \alpha_3$, optimal states in dimensions lower than the needed to close the gap with the NPA upper bound. We therefore associate this feature with a slower convergence of the sequence $\{\beta_{PV}^{(n)}\}$ to the optimal value when the functionals approach the region in which $\beta_Q = 4 + \alpha_3^2$.

It is worth mentioning that we have also tried to classify the tails of the Schmidt curves by fitting them to decaying exponential or Gaussian functions, but this has not led to any conclusive results. Under the assumption that the almost constant value $\theta_c$ in FIG. 9 is exactly constant an analytic expression for this tail is easily derived, and we found this curve to fit the Schmidt coefficients of the optimal state better than the ones mentioned above in all high-dimensional solutions.

V. CONCLUSIONS

In this work we have considered a three-parameter family of functionals that extend those studied in Ref. [31] by adding a marginal contribution, while preserving their symmetries. This new family of functionals naturally splits into two branches that, although similar in appearance, exhibit quite different behaviours when it comes to the quantum value and the optimal realisations. For the first branch we have shown that all functionals within the quantum advantage region, in the parameter space, admit a simple sum of squares decomposition which provides a tight upper bound to the quantum value. We made use of these SOS decompositions to characterise the set of quantum realisations providing the maximal value. Our results show that any partially entangled two-qubit state can be self-tested by maxi-

![FIG. 8](image8.png)  
**FIG. 8.** Functionals for which the quantum value can be approached with $PV^{(n)}$ realisations with local dimension $n > 5$. The colour bands show the interval containing the lowest dimension for which $\beta_{NPA}^{(n)} - \beta_{PV}^{(n)} < 10^{-6}$. For clarity, we only include in the plot the functionals labeled as $\beta_{NPA}^{(n)} - \beta_{PV}^{(n)} < 10^{-6}/6 \leq n \leq 1000$ in FIG. 7.
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**FIG. 9.** Angles for Bob’s observables in the optimal PV realisation for the $(\alpha_1 = 0.75, \alpha_3 = 1.3)$ functional (top) and for the $(\alpha_1 = 0.75, \alpha_3 = 1.85)$ functional (bottom).
FIG. 10. Schmidt coefficients of the optimal state $|\Psi^{(n)}\rangle$ for the $(\alpha_1 = 0.75, \alpha_3 = 1.3)$ functional (top) and for the $(\alpha_1 = 0.75, \alpha_3 = 1.85)$ functional (bottom).

FIG. 11. Classification of solutions by their optimal state $|\Psi^{(n)}\rangle$. The labelled areas show the subregions in which the Schmidt coefficients exhibit a single maximum at the middle point or two maxima placed symmetrically about the middle point. As in FIG. 8, the plot shows only the functionals being classified.

For the second family the analysis we provide is mainly numerical. Our results suggest that a large subset of these functionals attain their quantum value with a two-qubit realisation, which in some cases includes a trivial measurement by one of the parties. Outside this subset we tested the performance of a set of realisations known to attain the optimal value of the $I_{3322}$ functional [35], which is a member of this family. In most of these functionals this particular strategy numerically attains the largest possible quantum value at a local dimension that depends on the specific value of the parameters defining the functional. Our results show how the coefficients parametrizing the optimal measurements and state change as the parameters defining the functionals vary. Our results suggest that the success of these particular realisations in maximally violating the $I_{3322}$ inequality is not related to $I_{3322}$ being a tight Bell inequality, but rather to the symmetries it exhibits.
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Appendix A: Results for Section III

1. Extension of the region of interest

In the main text we have studied the quantum value of the functionals in Eq. (1) assuming $\alpha_3 \in [0, 2]$. Here we extend this analysis, for the first branch ($\alpha_2 = 0$), to all values of $\alpha_3$. Note first that, as stated in Ref. [31], for the functional in ($\alpha_1 = 0, \alpha_3 = 2$) the quantum value $\beta_Q$ coincides with the local value $\beta_L = 4\alpha_3 = 8$, and it is not hard to see that this relation holds for $\alpha_3 > 2$. Indeed, let us denote by $W(\alpha_1, \alpha_3)$ the Bell operator associated to the member of the family in Eq. (1) defined by the
parameters $\alpha_1, \alpha_3$. Then for $\alpha_1 = 0$ and $\alpha_3 = 2 + \epsilon$, with $\epsilon > 0$, we can write

$$
\langle W(0, \alpha_3) \rangle = \langle W(0, 2) \rangle + \langle W(0, \epsilon) \rangle 
\leq 8 + 4\epsilon = 4\alpha_3.
$$  \hfill (A1)

Thus, for all the functionals along the $\alpha_1 = 0$ line, with $\alpha_3 > 2$, the local value is seen to be an upper bound for the quantum value, and therefore we conclude $\beta_Q = \beta_L = 4\alpha_3$.

Consider now the upper bound in Eq. (5) and the realisation attaining it, described in Eqs. (10)-(13). The validity of this realisation is determined by Eq. (11), which implies

$$
0 \geq \left( \frac{\gamma^2 - \alpha_1^2}{\gamma^2} \right) \leq 2.
$$  \hfill (A2)

A direct calculation shows that this constraint implies, if we consider $\alpha_3 > 2$,

$$
\sqrt{\alpha_3(\alpha_3 - 2)} \leq \alpha_1 \leq \sqrt{\alpha_3^2 + 1} - 1.
$$  \hfill (A3)

These inequalities define the region in parameter space where the given realisation is valid, which is shown in FIG. 14. This region is clearly unbounded since the curves defining its boundaries do not intersect. Actually, these curves are respectively below and above the $\alpha_1 = \alpha_3 - 1$ line which is in turn the boundary between the regions depicted in FIG. 1 where the local value is either $\beta_L = 4\alpha_3$ or $\beta_L = 4(\alpha_1 + 1)$. The results derived in the main text are easily seen to extend to all values of $\alpha_3$ for all functionals above the curve $\alpha_1 = \sqrt{\alpha_3(\alpha_3 - 2)}$. On the curve, moreover, the quantum value coincides with the local value $\beta_L = 4\alpha_3$, as can be checked directly using Eqs. (10)-(13). From here we can conclude that below this curve the relation $\beta_Q = \beta_L = 4\alpha_3$ also holds. Indeed, note that given $\alpha_1 < \sqrt{\alpha_3(\alpha_3 - 2)}$ and $\alpha_3 > 2$ we can write the ensuing Bell operator as

$$
W(\alpha_1, \alpha_3) = p W(\tilde{\alpha}_1, \alpha_3) + (1-p) W(0, \alpha_3) \leq 4\alpha_3
$$  \hfill (A4)

for some $p \in (0, 1)$, where $\tilde{\alpha}_1 = \sqrt{\alpha_3(\alpha_3 - 2)}$, and where in the last inequality we used that $W(\tilde{\alpha}_1, \alpha_3) \leq 4\alpha_3$ and $W(0, \alpha_3) \leq 4\alpha_3$ as we have shown above. With these results we complete the study of the quantum value and the realisations attaining it for all functionals in the branch $\alpha_2 = 0$.

2. Projectivity of measurements

In the following we show that, for the functionals within the region of quantum advantage depicted in FIG 3, the quantum value $\beta_Q$ can only be attained if observables $A_{1(2)}$ and $B_{1(2)}$ describe projective measurements.

![FIG. 14. Depiction of the quantum advantage ($\beta_Q > \beta_L$) region in the whole parameter space. The solid lines in the plot demarcate the boundary of this region, while the dashed-dotted line indicates the boundary between the region where the local value is $\beta_L = 4\alpha_3$ ($\alpha_1 < \alpha_3 - 1$) and that where $\beta_L = 4(\alpha_1 + 1)$ ($\alpha_1 > \alpha_3 - 1$). As in the previous plots, the region above the $\alpha_1 = \alpha_3$ curve satisfies $\beta_{NS} = \beta_L$.](image)

If we square the polynomials $P_i$ in the SOS decomposition (4) without assuming $A^2 = B^2 = 1$ we get

$$
\sum_{i=1}^{3} P_i^2 = 2\gamma^2 \mathbbm{1} \otimes \mathbbm{1} - W
+ \frac{\alpha_3^2}{4\gamma^2} \left[ (A_1 + A_2)^2 \otimes \mathbbm{1} + \mathbbm{1} \otimes (B_1 + B_2)^2 \right]
\leq \frac{\alpha_3^2}{2\gamma^2} \left[ (A_1 + A_2)^2 + B_1^2 \otimes (B_1 - B_2)^2 \right].
$$  \hfill (A5)

To upper bound the terms in the last line we use the fact that for all measurements the following operator inequalities hold: $(A_1 - A_2)^2 \otimes B_1^2 \leq (A_1 - A_2)^2 \otimes \mathbbm{1}$ and $A_1^2 \otimes (B_1 - B_2)^2 \leq \mathbbm{1} \otimes (B_1 - B_2)^2$. As a consequence we obtain

$$
\sum_{i=1}^{3} P_i^2 \leq 2\gamma^2 \mathbbm{1} \otimes \mathbbm{1} - W
+ \frac{\alpha_3^2}{2\gamma^2} \left[ (A_1^2 + A_2^2 + B_1^2 \otimes B_2^2) \right]
\leq \beta_Q \mathbbm{1} \otimes \mathbbm{1} - W,
$$  \hfill (A6)

where in the last line we used $A_1^2 \leq 1$ and $B_2^2 \leq 1$.

Consider now a realisation $\{A_x, B_y, \rho_{AB}\}$ such that $\text{Tr} W_{\rho_{AB}} = \beta_Q$, which in virtue of these inequalities
implies $\text{Tr} P_i^2 = 0 \forall i$. Then from inequality (A7) follows that $\text{Tr} A_i^2(2) \rho_A = \text{Tr} B_i^2(2) \rho_B = 1$, which implies $A_i^2(2) = B_i^2(2) = 1$ if, as in the main text, marginals of $\rho_{A(B)}$ are assumed to be full-rank. Projectivity of $A_3$ and $B_3$ is for the moment still assumed, and we will prove it in next section.

\[ a. \text{ Derivation of Eqs. (16) and (17)} \]

Here we derive relations (16) and (17) from the main text. The realisation is assumed to attain the quantum value $\rho_Q$, and this implies the support of the state $\rho_{AB}$ is included in the intersection of the kernels of the polynomials $\{P_i\}$ giving the SOS decomposition (4), i.e., $P_i \rho_{AB} = 0 \forall i$. From $P_1 \rho_{AB} = 0$ we get

\[
[\alpha_1 (A_1 + A_2) \otimes 1 + \alpha_3 (A_1 - A_2) \otimes B_3]^2 \rho_{AB} = 4 \gamma^4 \rho_{AB}. \tag{A8}
\]

Expanding the square on the left hand side gives

\[
[2(\alpha_3^2 + \alpha_3^2)I - 2 \gamma^2 (A_1, A_2)] \otimes I \rho_{AB} = 4 \gamma^4 \rho_{AB}, \tag{A9}
\]

which leads, after tracing out Bob’s system, to

\[
\{A_1, A_2\} \rho_A = 2 \left[1 - \gamma^2 + \frac{\alpha_1^2}{\gamma^2}\right] \rho_A. \tag{A10}
\]

Since $\rho_A$ is assumed to have full-rank we can right-multiply by $\rho_A^{-1}$ to get

\[
\{A_1, A_2\} = 2 \left[1 - \gamma^2 + \frac{\alpha_1^2}{\gamma^2}\right] 1. \tag{A11}
\]

Starting from $P_2 \rho_{AB} = 0$ and following an analogous argument we can arrive at the same equation for the anticommutator $\{B_1, B_2\}$.

Now consider again $P_1 \rho_{AB} = 0$, which implies

\[
[\alpha_1 (A_1 + A_2) \otimes 1 + \alpha_3 (A_1 - A_2) \otimes B_3] \rho_{AB} = 2 \gamma^2 \rho_{AB}, \tag{A12}
\]

and use $P_3 \rho_{AB} = 0$ to write

\[
(A_1 + A_2) \otimes I \rho_{AB} = 1 \otimes (B_1 + B_2) \rho_{AB}, \tag{A13}
\]

which we can plug in Eq. (A12) to get

\[
[\alpha_1 I \otimes (B_1 + B_2) + \alpha_3 (A_1 - A_2) \otimes B_3] \rho_{AB} = 2 \gamma^2 \rho_{AB}. \tag{A14}
\]

Squaring this relation and using the result in Eq. (A11) we arrive at

\[
(A_1 - A_2) \otimes \{B_1 + B_2, B_3\} \rho_{AB} = 0. \tag{A15}
\]

It is easy to see that Eq. (A11) also implies $(A_1 - A_2)^2 \propto 1$. Then, multiplying by $(A_1 - A_2) \otimes 1$ we get

\[
1 \otimes \{B_1 + B_2, B_3\} \rho_{AB} = 0. \tag{A16}
\]

Finally, if we trace out Alice’s system and use that $\rho_B$ is full-rank we arrive at

\[
\{B_1 + B_2, B_3\} = 0. \tag{A17}
\]

As before, an analogous procedure shows that relation (A17) is also satisfied by Alice’s observables.

We can now consider operator $B_3$. Note that in an optimal realisation this operator is completely determined by maximising the average $\text{Tr}(A_1 - A_2) \otimes B_3 \rho_{AB} = \text{Tr} X A_3$, with

\[
X = \sqrt{\rho_A} (A_1 - A_2) \sqrt{\rho_A}. \tag{A18}
\]

Writing now $B_3 = M_{13}^{B_3} - M_{3}^{B_1} |3\rangle$ it is seen that $M_{13}^{B_3}$ is a projector onto the positive (negative) eigenspace of $X$, which implies $B_3^2 = 1$ if $X$ is full-rank. This last condition is ensured by Eq. (A11), since it implies $(A_1 - A_2)^2 \propto 1$, and then that $(A_1 - A_2)$ is full-rank. The projectivity of $B_3$ is proven in an analogous way.

\[ 3. \text{ General forms of local observables} \]

The anticommutation relations we derived in the previous section can now be used to find the general form of the local measurement operators in the optimal realisation. From Jordan’s lemma we know that there is a basis of the local Hilbert space $\mathcal{H}_A$ in which observables $A_1$ and $A_2$ take a jointly block-diagonal form, with block dimension being either 1 or 2. Condition $A_i^2(2) = 1$ implies that the coefficients in one-dimensional blocks must be $\pm 1$, which is incompatible with relation (A11) inside the quantum advantage (BQ > BL) region. This relation thus implies that all blocks are two dimensional and the principal angles between $A_1$ and $A_2$ are all the same. Therefore we can write $\mathcal{H}_A = \mathbb{C}^2 \otimes \mathbb{C}^d$ for some $d \in \mathbb{N}$ and, up to a unitary,

\[
A_1 = [\cos(\theta) \sigma_z + \sin(\theta) \sigma_x] \otimes 1,
\]

\[
A_2 = [\cos(\theta) \sigma_z - \sin(\theta) \sigma_x] \otimes 1, \tag{A19}
\]

where the angle $\theta$ is related to $\alpha_1$ and $\alpha_3$ by relation (11).

We can now move on to finding $A_3$. From relation (A17) (on Alice’s side) we get that $A_3$ should exhibit the same block structure as $A_1 + A_2$, and then the anticommutator should vanish blockwise. Thinking of each block in the structure as an independent set of two-qubit observables, we can translate the vanishing anticommutator into an orthogonality condition between the direction defined by $A_3$ in the Bloch sphere and that defined by $A_1 + A_2$. We then see (this problem is fully worked out in Ref. [31]) that the most general form for $A_3$ is

\[
A_3 = \sum_k [\cos(\mu_k) \sigma_x + \sin(\mu_k) \sigma_y] \otimes |k\rangle \langle k| \tag{A20}
\]

where $\mu_k \in [0, 2\pi]$ and $\{|k\rangle\}$ is an orthonormal basis in $\mathbb{C}^d$. Note that this angle is not required to be necessarily the same across the different blocks, as it is the case with $\theta$ in the expressions for $A_1$ and $A_2$.

The same relations we used to characterise the observables in Alice’s side hold for Bob’s observables as well, so we might just assume the same expressions for $B_1$, $B_2$.
and $B_3$ respectively. It is worth noting, however, that in the functional (1) $B_3$ only couples to $A_1 - A_2$ and $A_3$ to $B_1 - B_2$. It is therefore convenient, to rotate the basis in Bob’s side and write his observables as

$$B_1 = \sum_k [(\cos(\theta)\sigma_z + \sin(\theta)(\cos(\nu_k)\sigma_x - \sin(\nu_k)\sigma_y))] \otimes |k\rangle \langle k|,$$

$$B_2 = \sum_k [(\cos(\theta)\sigma_z - \sin(\theta)(\cos(\nu_k)\sigma_x - \sin(\nu_k)\sigma_y))] \otimes |k\rangle \langle k|,$$

$$B_3 = \sigma_x \otimes 1,$$

where $\nu_k \in [0, 2\pi]$.

### a. Optimal two-qubit realisation

We have found the general form of the local observables in the optimal realisation, and now we can use it to build the associated Bell operator, which takes the form

$$W = \sum_{k,k'} R(\mu_k, \nu_{k'}) \otimes |k\rangle \langle k| \otimes |k'\rangle \langle k'|,$$  \hspace{1cm} (A21)

where $R(\mu_k, \nu_{k'})$ is the 2-qubit Bell operator built up with the non-trivial part of the operators $\{A_x, B_y\}$ given above, and coincides with the Bell operator when the local dimension is 2. We will now focus on this case.

Before going any further it is convenient to go back to the polynomials defining the SOS decomposition (4), and note that for a realisation attaining the optimal value $\beta_Q$ the equation $P_3 \rho_{AB} = 0$ implies

$$(A_1 + A_2) \otimes (B_1 + B_2) \rho_{AB} = 1 \otimes (B_1 + B_2)^2 \rho_{AB}. \hspace{1cm} (A22)$$

Relation (A22) holds for any state $\rho_{AB}$ of a realisation attaining the quantum value $\beta_Q$, in particular for a pure state $|\Phi\rangle$ such that $W |\Phi\rangle = \beta_Q |\Phi\rangle$. In such case $\rho_{AB}$ is the projector onto the pure state $|\Phi\rangle$ and it follows from Eq. (A22) that the latter must be an eigenstate with +1 eigenvalue of $(A_1 + A_2) \otimes (B_1 + B_2)$, which for a two dimensional realisation implies

$$|\Phi\rangle = \cos \left( \frac{\varphi}{2} \right) |00\rangle + e^{i\eta} \sin \left( \frac{\varphi}{2} \right) |11\rangle$$  \hspace{1cm} (A23)

for some parameters $\varphi$ and $\eta$. We can now compute the average of $R(\mu_k, \nu_{k'})$ with the state (A23) and find

$$\langle R(\mu_k, \nu_{k'}) \rangle = \alpha_1 \cos(\theta) \cos(\varphi) + 4 \cos^2(\theta) + 2 \alpha_3 \sin(\theta) \sin(\varphi) \cos(\eta) + \cos(\eta + \nu_{k'} - \mu_k).$$  \hspace{1cm} (A24)

The quantum value $\beta_Q$ is the maximal value attainable in Eq. (A24), which implies $\eta = 0$ in Eq. (A23) and $\mu_k = \nu_{k'}$, in $R(\mu_k, \nu_{k'})$. This reduces the average (A24) to

$$\langle W \rangle = 4 [\alpha_1 \cos(\varphi) \cos(\varphi) + \alpha_3 \sin(\varphi) \sin(\varphi)] + 4 \cos^2(\theta),$$  \hspace{1cm} (A25)

and it is easy to check that this expression takes the value $\beta_Q$ iff relations (12) and (13) are fulfilled, implying the solution is unique.

The results derived above show that, up to local unitaries, a two-qubit realisation can attain the optimal value $\beta_Q$ only with the state

$$|\Psi\rangle = \cos \left( \frac{\varphi}{2} \right) |00\rangle + \sin \left( \frac{\varphi}{2} \right) |11\rangle$$  \hspace{1cm} (A26)

and with observables

$$A_1 = \cos(\theta) \sigma_z + \sin(\theta) \sigma_x,$$

$$A_2 = \cos(\theta) \sigma_z - \sin(\theta) \sigma_x,$$

$$A_3 = \cos(\mu) \sigma_x + \sin(\mu) \sigma_y,$$

$$B_1 = \cos(\theta) \sigma_z + \sin(\theta) (\cos(\mu) \sigma_x - \sin(\mu) \sigma_y),$$

$$B_2 = \cos(\theta) \sigma_z - \sin(\theta) (\cos(\mu) \sigma_x - \sin(\mu) \sigma_y),$$

$$B_3 = \sigma_x,$$

with $\mu \in [0, 2\pi]$.

### Appendix B: Equivalent form of $I_{3322}$ functional and $PV^{(n)}$ realisations

The family of realisations we denote by $PV^{(n)}$ in the main text was first introduced in Ref. [35] in a slightly different manner. The functional we are optimising in Section IV B is, for $\alpha_1 = 1$, $\alpha_3 = 1$:

$$\beta := \langle A_1 \rangle + \langle A_2 \rangle + \langle B_1 \rangle + \langle B_2 \rangle - \langle A_1 B_1 \rangle - \langle A_1 B_2 \rangle - \langle A_2 B_1 \rangle - \langle A_2 B_2 \rangle \hspace{1cm} (B1)$$

$$+ \langle A_3 B_1 \rangle - \langle A_3 B_2 \rangle + \langle A_1 B_3 \rangle - \langle A_2 B_3 \rangle.$$

Since $A_1 \leftrightarrow A_2$, $B_3 \rightarrow -B_3$ and $B_1 \leftrightarrow B_2$, $A_3 \rightarrow -A_3$ are symmetries of the functional we can write, after flipping the sign of $B_1 + B_2$,

$$\beta := \langle A_1 \rangle + \langle A_2 \rangle - \langle B_3 \rangle - \langle B_2 \rangle$$

$$+ \langle A_1 B_1 \rangle + \langle A_1 B_2 \rangle + \langle A_2 B_1 \rangle + \langle A_2 B_2 \rangle \hspace{1cm} (B2)$$

$$+ \langle A_3 B_1 \rangle - \langle A_3 B_2 \rangle + \langle A_1 B_3 \rangle - \langle A_2 B_3 \rangle.$$

Furthermore, after writing $A_x = M^A_{1|x} - M^A_{3|x}$, $B_y = M^B_{1|y} - M^B_{3|y}$ this functional becomes

$$I_{3322} = 4 - \langle M^A_{1|2} \rangle - \langle M^B_{1|2} \rangle - 2 \langle M^B_{1|2} \rangle$$

$$+ \langle M^A_{1|1} M^B_{1|1} \rangle + \langle M^A_{1|2} M^B_{1|2} \rangle$$

$$+ \langle M^A_{1|2} M^B_{1|1} \rangle + \langle M^A_{1|2} M^B_{1|2} \rangle \hspace{1cm} (B3)$$

$$- \langle M^A_{1|1} M^B_{1|3} \rangle + \langle M^A_{1|2} M^B_{1|3} \rangle$$

$$- \langle M^A_{1|1} M^B_{1|3} \rangle + \langle M^A_{1|2} M^B_{1|1} \rangle.$$

Ignoring the constant term, Eq. (B3) is the form of the $I_{3322}$ functional studied in Ref. [35]. Note that the authors define the observables as having spectrum $\{0, 1\}$. This choice leads to $A_x, B_y$ being the projector onto one of the outcomes, which in our notation would be $M^A_{1|x(y)}$. As a result of these transformations, it is clear
that the observables $A^{(n)}_{1,2}$ we introduced in Eqs. (31) and (32) are linked to those presented in Ref. [35] as $\hat{A}_{1,2}$ by the relation $A_x = 2\hat{A}_x - 1$, $x = 1, 2$. In the case of observables $B^{(n)}_{1,2}$, the same relation holds with respect to $\hat{B}_{1,2}$, but in addition we flip the sign of $B_1 + B_2$, which can be done by taking $\theta_j^B \rightarrow -\theta_j^B + \pi$. On the other hand, it is clear that $A^{(n)}_3$ has the same form as $\hat{A}_3$ in Ref. [35] after the basis order is reversed, being the same true for $B^{(n)}_3$ and $\hat{B}_3$. Finally, note that the state $|\Psi^{(n)}\rangle$ can be obtained from that given in Ref. [35] by reversing the order of the Schmidt basis on Bob’s side.