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Abstract
We investigate Newton’s method as a root finder for complex polynomials of arbitrary degrees. While polynomial root finding continues to be one of the fundamental tasks of computing, with essential use in all areas of theoretical mathematics, numerics, computer graphics and physics, known methods may have excellent theoretical complexity but cannot be used in practice, or are practically efficient but lack a successful theory behind them. We provide precise and strong upper bounds for the theoretical complexity of Newton’s method and show that it is near-optimal with respect to the known set of starting points that find all roots. This theoretical result is complemented by a recent implementation of Newton’s method that finds all roots of various polynomials of degree more than a billion, significantly faster than our upper bounds on the complexity indicate, and often much faster than established fast root finders. Newton’s method thus stands out as a method that has strong merits both from the theoretical and from the practical point of view. Our study is based on the known explicit set of universal starting points, for each degree $d$, that are guaranteed to find all roots of polynomials of degree $d$ (appropriately normalized). We show that this set contains $d$ points that converge very quickly to the $d$ roots: the expected total number of Newton iterations required to find all $d$ roots with precision $\varepsilon$ is $O(d^3 \log^2 d + d \log |\log \varepsilon|)$, which can be further improved to $O(d^2 \log^4 d + d \log |\log \varepsilon|)$. The key argument shows that many root finding orbits are ‘$R$-central’ in the sense that they stay forever in a disk of radius $R$, and each iteration ‘uses up’ an explicit amount $A_{n,k}(\ell)$ of area within this disk.
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1. Introduction

Finding roots of polynomials is one of the oldest problems in mathematics, and it is of significant interest today, in all areas of theoretical mathematics as well as in applications such as computer algebra and computer geometry. Especially in statistical physics and dynamical systems, there is a natural need to find all roots of polynomials of very high degrees. Surprisingly, theory and practice are not as well understood as one might expect: there are root finding methods that have near-optimal theoretical complexity, and others are very successful to find roots in practice, some to very large degrees; but apparently none so far that combines theory and practice. We describe several known methods below.

Newton’s root-finding method is as old as analysis, and has been known for a long time to be a very efficient method for locally finding approximate roots of smooth equations such as polynomials: once a reasonable approximation to a simple root is known, every iteration of the Newton method doubles the number of valid digits (this was surely known in the 19th century, if not earlier; see e.g. Kantorovich [K] for an explicit result from the 1940’s). However, Newton’s method has a reputation as being difficult to understand as a global dynamical system due to its ‘chaotic’ nature and various further problems described below; see for instance [Rü].

The purpose of our work is to control this ‘chaotic’ dynamics by methods from holomorphic dynamics and complex geometry, and to show that the classical simple and stable (and elegant) Newton method is far more efficient than anticipated: this method is supported by theory and works well in practice. It is known from [HSS] that for every degree $d$ there is an explicit small universal set $S_d$ of starting points that finds all roots of all complex polynomials of degree $d$ (appropriately normalized) when Newton’s method is started at these points; we have $|S_d| = 1.11d \log^d d$. The main result of the present paper (with a subsequent refinement in [BAS]) is a strong estimate on the complexity of this process: there is a subset of $d$ of these points that together only need $O(d^2 \log^3 d + d \log \log \frac{1}{\varepsilon})$ Newton iterations to find all roots with precision $\varepsilon$ at least in the absence of near-multiple roots (if there are near-multiple roots, then all the isolated roots are found with this speed; the others are found too but with complexity $O(d^3 \log^2 d(d + \log \frac{1}{\varepsilon}))$, so no a priori knowledge is required). These complexity bounds are near-optimal (i.e. up to logarithmic factors in $d$) for methods that start the Newton iteration at points where good control can currently be established, that is at uniform distance from the disk containing all roots. We should also point out that the output is an unordered set of approximate roots, in the sense that there is a bijection to the true set of roots that changes each component by no more than $\varepsilon$ (elsewhere, the quality of approximation is sometimes measured by the values of the polynomial).

Our theoretical estimates are complemented by practical experiments [SS, RaSS] that show that Newton’s method routinely finds all roots of complex polynomials of degrees exceeding one billion ($2^{30} > 10^9$), and in some cases with experimental complexity of $O(d \log^{1.1} d)$ iterations, so indeed Newton has the potential to combine theoretical analysis with practical success in a unique way.
Here are some of the challenges that Newton’s method faces in the case of a polynomial $p$ in a single complex variable:

- orbits of the Newton map that get close to zeroes of the derivative $p'$ will, under the Newton dynamics, jump near $\infty$ and will take a long time until they can get close to roots (if ever);
- there may be open sets in $\mathbb{C}$ in which the Newton dynamics does not converge to any root of $p$ (even for as simple polynomials as $p(z) = z^3 - 2z + 2$);
- the boundary of the attracting basins of the various roots (the Julia set) may have positive measure, so that the set of ‘bad’ starting points has positive measure;
- the Newton dynamics is ‘chaotic’ in a precise sense on its Julia set, and globally unpredictable in the convex hull between the roots;
- even if almost all starting points in $\mathbb{C}$ converge to some root of $p$, it is not clear how to find starting points for all roots: it is conceivable that some roots are ‘hidden’ and can be found only from small sets of starting points;
- the obvious possibility of ‘deflation’ should be avoided (dividing the polynomial by polynomial factors representing roots already found, thus reducing the degree): deflation is numerically unstable unless the roots are found in a certain order, and it destroys specific forms of the polynomial that are easy to evaluate;
- finally, one needs efficient estimates on the required number of iterations.

This manuscript addresses all these issues: we specify, for arbitrary polynomials in a single complex variable, a universal set of starting points (depending only on the degree and some normalization) from which all roots of all such polynomials are found, and so that the required number of iterations (or arithmetic complexity) is small: for fixed accuracy $\varepsilon$, it is $O(d^2)$ in the expected case (incorporating refinements from [BAS] that build on the present paper), and $O(d^4)$ in the worst case when there are multiple roots (all up to factors of log $d$). More precisely, we prove the following theorem (the first half of which is not new, but required to state the main result).

**Main Theorem (Newton efficiency).** For every degree $d \geq 2$, let $\mathcal{P}_d$ be the set of complex polynomials of degree $d$, normalized so that all roots are in the complex unit disk $\mathbb{D}$, and denote the $n$th iterate of $N_p$ by $N_p^n$. Then there is an explicit and finite universal set $\mathcal{S}_d$ consisting of $3.33d \log^2 d (1 + o(1))$ points in $\mathbb{C}$ with the following property:

- for every $p \in \mathcal{P}_d$, written as $p(z) = c \prod (z - \alpha_j)$, there are $d$ points $z^{(1)}, \ldots, z^{(d)} \in \mathcal{S}_d$ with $N_p^n(z^{(j)}) \to \alpha_j$ as $n \to \infty$.

Given $\varepsilon > 0$, let $n_j \in \mathbb{N}$ be so that $|N_p^n(z^{(j)}) - \alpha_j| < \varepsilon$ for all $n \geq n_j$. Then the required number of iterations is bounded as follows.

- **Worst-case complexity:** we always have
  \[ \sum_j n_j \in O \left( d^4 \log^2 d + d^3 \log^2 d \log \varepsilon \right). \]

- **Average complexity:** if the roots $\alpha_j$ of $p$ are all simple and have mutual distance at least $d^{-k}$ for some $k \in \mathbb{N}$, then

\[
\sum_j n_j \leq O \left( d^3 (\log^2 d)(\log d + k) + d \log \log \varepsilon \right).
\]  

In particular, if the roots are randomly distributed in \( \mathbb{D} \) (independently with respect to Euclidean area), or the coefficients are chosen randomly (subject to the condition that the roots are in \( \mathbb{D} \)), then the expected number of iterations is \( O \left( d^3 \log^3 d + d \log \log \varepsilon \right) \).

In [BAS], we refine this theorem so that for randomly distributed roots in \( \mathbb{D} \), one can expect \( \sum_j n_j \leq O(d^3 \log^3 d + d \log \log \varepsilon) \) (and similar bounds hold if the coefficients are distributed randomly, subject to the restriction that all roots are in \( \mathbb{D} \)). Our current results build upon earlier work [Sch2] that established convergence in polynomial time, but with rather sub-optimal degree. In turn, [BAS] builds on the current paper. It is reasonable to expect that the worst-case complexity is really one degree lower than stated (see the remark at the end of section 7).

This result measures the complexity in terms of Newton iterations. Each Newton iteration needs to evaluate both \( p \) and \( p' \), so requires \( O(d) \) arithmetic operations (for instance if \( p \) is given in coefficient form, then at least the \( d + 1 \) coefficients have to be processed). However, the simultaneous evaluation of a degree \( d \) polynomial at \( d \) different points is possible in complexity \( O(d) \) up to logarithmic factors, for instance using interpolation (compare for instance [MB], [AHU, section 8.5]). Therefore, the arithmetic complexity differs from the complexity in terms of Newton iterations only by a log factor.

The far more restrictive issue is whether high degree polynomials can be computed accurately in terms of coefficients. This is a serious issue for polynomial evaluation. Our point of view is that we can contribute to root finding but not to polynomial evaluation, so we treat polynomial evaluation as a ‘black box’ and assume exact arithmetic for evaluation. Note that root finding by Newton is stable, so small arithmetic errors are self-correcting; this can be quantified precisely (see e.g. [SSt, theorem 5]). In any case, all root finding experiments in [SSt, RaSS] come with a-posteriori confirmation that all roots have indeed been found with given precision.

Note on parallelization. A parallel or multi-core computer can take advantage of the inherent parallel structure of the independent Newton iterations, so the algorithm is almost ideally parallelizable. On the other hand, as mentioned earlier, each processor can compute \( d \) independent orbits almost as fast as a single orbit, no matter whether the computer has multiple cores or a single one (in classical von Neumann architecture).

1.1. Polynomial root-finding

There is an enormous literature on polynomial root-finding; see for instance the surveys by McNamee and Pan [McN1, McN2, MP] and the references therein, as well as Pan [P3] for a more recent overview.

Two of the most established root finding methods that are known to work well in practice and that have passed the test of time are the methods by Weierstrass (also known as Durand–Kerner) and by Ehrlich–Aberth (also known as Börsh–Sapan). Both approximate the \( d \) roots of a degree \( d \) polynomial by iterating in \( \mathbb{C}^d \), and locally they converge quadratically resp. cubically to a vector of roots in the absence of multiple roots. Ehrlich–Aberth is the basis for the successful implementation of the MPSolve root finding software package (see Bini and Robol [BR] for a description of MPSolve 3.0), and it has successfully found roots of polynomials of degrees in the millions and recently even in the billions.

However, in the words of Pan [P1], ‘Theoretically, the weak point of these algorithms is their heuristic character. … Moreover, in spite of intensive effort of many researchers, convergence
of these algorithms has been proved only in the cases where the initial point is already close to a zero or where another similar condition is satisfied. In other words, these methods lack global theory and have neither a proof of convergence in general, nor an estimate on their speed of convergence.

It was recently discovered that the Weierstrass (Durand–Kerner) method is not generally convergent \([\text{ReSS}]\); for an open set of polynomials of every degree \(d \geq 3\) there are open sets of starting points that converge to periodic cycles away from the roots (even for simple polynomials such as \(z^2 + z + 175\)). There are reasons to expect that a similar result is true for Ehrlich–Aberth. It is well known that both methods have orbits that fail to be defined after finitely many iterations (because they reach the locus of indeterminacy). Moreover, it was recently established that they all may have orbits that are defined forever but converge to \(\infty\) or some other non-root fixed point \([\text{ReSS}, \text{Re}]\).

Another well known approach to root finding are eigenvalue methods: these perform well in practice (see for instance \([\text{BBEGGI}]\)) especially for moderate degrees, but they are not supported by theory.

On the other end of the spectrum, there are root finding methods that have near-optimal performance in theory but that cannot, or have not, been used successfully in practice. In particular, Shub and Smale \([\text{ShSm}]\) have an algorithm that may be viewed as a higher-order variant of Newton’s method (where the order depends on the degree of the polynomial), and for which success is guaranteed with explicit complexity bounds. Kim \textit{et al} \([\text{KMS}]\) have a path-lifting algorithm based on Newton’s method that also comes with good complexity bounds. Finally, we would like to mention Pan’s algorithm \([\text{P2}]\) with near-optimal complexity bounds, but it has stability issues. All these methods have, to our knowledge, never shown their strength and feasibility in practice through systematic or large-scale practical implementations.

1.2. Notation

Throughout this text, we will fix a polynomial \(p \in \mathcal{P}_d\) of degree \(d \geq 2\), and we write \(p(z) = c \prod_j (z - \alpha_j)\) and \(N_p(z) = z - p(z)/p'(z)\) (of course, the roots \(\alpha_i\) are not assumed to be known ahead of time). The leading coefficient \(c\) cancels for Newton’s method and will be omitted. We denote the \(n\)th iterate of \(N_p\) by \(N_p^n\), and similarly \(f^n\) for the \(n\)th iterate of a function \(f\).

Each root \(\alpha_j\) has its basin \(U_j \subset \mathbb{C}\): this is the set of points that converge to \(\alpha_j\) under iteration of \(N_p\). The immediate basin \(U_j\) is the connected component of \(U_j\) containing the root \(\alpha_j\). As long as we focus attention on a single root, we call it \(\alpha\) and its immediate basin \(U\). It is well known that \(U\) is simply connected and unbounded \([\text{Pr}]\) (see also \([\text{Sh}, \text{HSS}]\)). Denote by \(d_U\) the distance with respect to the unique hyperbolic metric on \(U\) with constant curvature \(-1\).

Let \(D_r(a) := \{z \in \mathbb{C} : |z - a| < r\}\) for \(a \in \mathbb{C}\) and \(r > 0\), and let \(D := D_1(0)\) be the complex unit disk. For a set \(K \subset \mathbb{C}\) and \(z \in \mathbb{C}\), we denote by \(\text{dist}(z, K)\) Euclidean distance of \(z\) to \(K\), that is \(\text{dist}(z, K) = \sup\{r > 0 : D_r(z) \cap K = \emptyset\}\). The Euclidean straight line segment connecting two points \(a, b \in \mathbb{C}\) is denoted \([a, b]\).

We denote the natural logarithm by \(\log\) and the dyadic logarithm by \(\log_2\).

1.3. Overview of the arguments and structure of the paper

The first new ingredient in this paper is the concept of ‘\(R\)-central orbits’: these are orbits for Newton’s method that stay in the disk \(D_R(0)\), so we can maintain control. We will show how to find starting points of Newton’s method that are in immediate basins and that have \(R\)-central orbits. In order to estimate the possible number of iterations, the fundamental idea is the \textit{area used per iteration step}. We partition \(D_R(0)\) into domains \(S_k\) so that for \(z \in S_k\), the nearest root
has distance approximately $2^{-k}$ from $z$. This will imply that $|z - N_p(z)| \geq \ell := 2^{-k}/d$. We find orbits $(z_n)$ in the immediate basin $U$ of $\alpha$ for which the hyperbolic distance $d_U(z_n, z_{n+1}) = O(\log d)$. Roughly speaking, Euclidean distance bounded below by $\ell$ and hyperbolic distance bounded above by $\log d$ means that $z_n$ and $z_{n+1}$ can be connected by a hyperbolic geodesic segment $\gamma \subset U$ that has Euclidean distance at least $\ell / \log d$ from the boundary, so this curve ‘uses up’ an area of approximately $|A_{n,k}(\ell)| \geq \ell^2 / \log d = 4^{-k}/d^2 \log d$ (length times width of the neighbourhood of the curve). But $S_k$ is contained in the union of $d$ disks of radius $2^{-k}$ and hence with total area at most $\pi d 4^{-k}$, so there is room for no more than $(d4^{-k})(4^{-k}/d^2 \log d) = d^3 \log d$ iterations in each $S_k$ (always up to bounded factors). In the worst case, when there are multiple or near-multiple roots, we will show that we need to consider $k \leq O(d)$, hence a total of $O(d^3 \log d)$ iterations is required. If the roots are well separated from each other, for instance if they are randomly distributed, it turns out that it $k \leq \log d$ will usually suffice until the domain of quadratic convergence is reached where $\log \ell / \log \epsilon$ further iterations yield precision $\epsilon$, so we need $O(d^3 \log d + \log \log \epsilon)$ iterations. All these count the number of iterations required to find a single root. But since all roots are competing for the area, the number of iterations to find all roots satisfies the same bounds (except that the small $\log \ell / \log \epsilon$ term acquires a factor $d$).

Of course, all these estimates have to be made precise, and we have to make sure that the domains of area do not overlap, which will introduce additional factors of $\log d$.

The paper is structured as follows. In section 2 we introduce $R$-central orbits and show how to find them. In section 3, we construct an explicit finite set of starting points that contains, for each root, at least one $R$-central orbit $(z_n)$ with $d_U(z_n, z_{n+1}) = O(\log d)$ as required. In section 4 we estimate the area needed per single iteration step. In section 5, we estimate the area needed for each orbit: the main point is to make sure that the pieces of area assigned to each orbit point are disjoint; this will introduce another factor $\log d$.

It remains to discuss when to stop the Newton iteration. If the roots are well-separated from each other, then the iteration reaches the domain of quadratic convergence, and the necessary stopping criterion will be given in section 6. We then bring all arguments together and describe the required number of iterations for ‘good’ starting points. The worst case of roots that are not well separated, or possibly even multiple, is treated in section 7.

In a brief final section 8, we report some of the aforementioned numerical experiments that support our claim that Newton’s method stands out as a root finding method that combines good theory with remarkable practical usefulness, and we compare it with the performance of the Ehrlich–Aberth-method.

In appendix, we prove a general lemma on the area of certain neighbourhoods of hyperbolic geodesics in Riemann domains; a major concern is to make sure that these neighbourhoods do not overlap.

Note that in general we are not interested in optimizing constant factors. At a number of places, we specify explicit constants when it is easy to do so, rather than referring to unspecified values. It is certainly possible to improve most constants significantly, but we want to make clear that all of them have very feasible values.

2. Channels and $R$-central orbits

After a brief review of the geometry of immediate basins outside of $\mathbb{D}$, our main goal in this section is to give a condition on orbits that always stay within a certain Euclidean disk around the origin; such orbits will be called ‘$R$-central’.
Consider the immediate basin $U$ of a root $\alpha$ (see figure 1); as mentioned above, it is simply connected. The geometry of these basins outside of $\mathbb{D}$ has been studied in [HSS, section 3]; in particular, $U$ is unbounded. A channel of $U$ is an unbounded connected component of $U \setminus \overline{D}$, and an access to $\infty$ of $U$ is a homotopy class (with endpoints fixed) of curves in $U \cup \{\infty\}$ connecting $\alpha$ to $\infty$. Every access to $\infty$ is fixed by $N_p$, and so is every channel: if $B$ is a channel of $U$, then $N_p(B) \setminus \overline{D} = B$. Each channel contains one access to $\infty$, and each access to $\infty$ defines one channel through which it runs to $\infty$.

For a channel $B$, we denote by $A := B/(N_p)$ its quotient by the Newton dynamics (identifying points on the same orbit). This is a conformal annulus and as such has a modulus $\mu = \mu(A) =: \mu(B)$. One of the main results in [HSS] is that each root of a polynomial of degree $d$ has a finite positive number of channels, and at least one of them has modulus at least $\pi/\log d$ [HSS, propositions 6 and 7].

On the set $B$, we will use three different hyperbolic metrics (all with constant curvature $-1$): $d_B$ is the hyperbolic metric on $B$, while $d_U$ is the hyperbolic metric on $U$ restricted to $B$. Finally, the quotient annulus $A = B/(N_p)$ has a hyperbolic metric, and the infinitesimal metric on $A$ lifts to an infinitesimal metric on $B$, called $d_A$. (Only for $d_B$ is $B$ a complete metric space; for $d_A$ and $d_U$, certain boundary points can be reached in finite distance.) Asymptotically near $\infty$, all three metrics coincide: it is a general principle that if $U_0$ is a hyperbolic Riemann surface and $U_2 \subset U_1 \subset U_0$ are open subsets, then restricted to $\overline{U_2}$ the hyperbolic metrics of $U_0$ and $U_1$ differ little if $U_0 \setminus U_1$ is far away from $\overline{U_2}$ (with respect to the hyperbolic metric of $U_0$); see for instance [MR, proposition 3.4]. This implies that on all of $B$ we have $d_B > d_A > d_U$: the map $N_p$ is an isometry on $A$ and a contraction on $U$, hence $d_A > d_U$ (for a point $z \in B$, there is a $z_n \in U_0 \setminus U_1$ far away from $\overline{U_2}$, and $N_p(z_n) = z$, and asymptotic equality of metrics near $z_0$ implies the claimed inequality). Similarly, there exists a branch $N_p^{-1}: B \to B$; this branch contracts $d_B$ (inclusion of hyperbolic domains) and preserves $d_A$, hence $d_B > d_A$ (for $z \in B$, there is a
Definition (R-central orbits). An orbit \((z_n)\) will be called R-central if 
\[ |z_n| \leq 1 \implies |z_{n+1}| \leq R \text{ for all } n' \geq n. \]

In view of the remark just above, for an orbit to be R-central it is sufficient to show that \(|z_0| \leq 1\) implies \(|z_{n+1}| \leq R\). Figure 2 illustrates that while orbits that are not R-central are a substantial conceptual problem for the Newton dynamics, ‘most’ orbits are R-central even for moderate values of \(R\) such as \(R = 2\). However, for every \(R\) the orbits that fail to be R-central form an open dense subset of the Julia set of \(N_p\) (the backwards orbit of \(\infty\) is dense in the Julia set, and a neighbourhood of these points is not R-central).

To locate R-central orbits, we need the following definition.

Definition 2.2 (Central subannulus and central channel). Let \(B\) be a channel of an immediate basin \(U\), let \(A := B/(N_p)\) be the quotient annulus, and let \(\mu := \text{mod}A\) be its modulus (so that the core curve of \(A\) has hyperbolic length \(\pi/\mu\)). We define the central subannulus of \(A\) as the set of points \(z \in A\) such that every smooth non-contractible simple closed curve in \(A\) through \(z\) has hyperbolic length less than \(2\pi/\mu\).

Let the central subchannel of \(B\) be the preimage in \(B\) (under the quotient map) of the central subannulus: this is the set of points \(z \in B\) with \(d_A(z, N_p(z)) < 2\pi/\mu\).
Lemma 2.3 (Central subchannel). If \( A \) has modulus \( \mu \), then the central subannulus of \( A \) is a parallel subannulus of \( A \) with modulus greater than \( 2\mu/3 \).

Proof. Setting \( h = \mu/2 \), the quotient annulus \( A \) is conformally equivalent to the horizontal strip \( \{ z \in \mathbb{C} : |\text{Im} z| < h \} \) modulo \( z \sim z + 1 \). The infinitesimal hyperbolic metric on the strip is given by

\[
ds = \frac{\pi|dz|}{2h \cos(\pi|y|/2h)},
\]

so the unique simple closed geodesic in \( A \) is the projection of the real axis, and it has length \( \pi/\mu \). A parallel subannulus is the set of points \( x + iy \) for which \( |y| \) satisfies a certain upper bound. In particular, if \( \cos(\pi|y|/2h) > 1/2 \), then \( A \) is conformally equivalent to the horizontal curves of Euclidean length 1 at imaginary part \( y \) has hyperbolic length less than \( 2\pi/\mu \), and the corresponding geodesic is shorter than this, but longer than \( \pi/\mu \). The condition \( \cos(\pi|y|/2h) > 1/2 \) is satisfied if \( |y| < 2h/3 \), so the central subannulus has modulus greater than \( 2\mu/3 \).

We can now state the main result of this section.

Theorem 2.4 (Large central subchannels have \( R \)-central orbits). Let \( U \) be the immediate basin of a root \( \alpha \) and let \( B \subset U \) be a channel of \( U \) with largest modulus. Then all points in the central subchannel of \( B \) have \( R \)-central orbits, for a value of \( R \) that is specified in proposition 2.7.

The idea of the proof is simple: if \( z_0 \) is in the central subchannel of \( B \), then for its orbit \( (z_n) \) we have the estimate

\[d_U(z_n, N_p(z_n)) \leq d_U(z_0, N_p(z_0)) < d_A(z_0, N_p(z_0)) < 2\pi/\mu.\]

If \( |z_n| \leq 1 \), then the bound on \( d_U(z_n, N_p(z_n)) \) implies an upper bound on \( |N_p(z_n)| \) and thus makes the orbit \( R \)-central. We believe that \( R = 2 \) works for all but a few low values of \( \text{deg} p \), but to prove this would require more control on the possible shapes of the channels than we can currently provide. The estimates that follow in this section are relatively weak because they have to account for all possible shapes of channels.

It might be interesting to observe that \( R \)-central orbits, while being helpful for finding roots of a polynomial \( p \) (i.e. attracting fixed points of \( N_p \)), do not seem to be related to attracting cycles of \( N_p \) of periods greater than 1. For instance, consider the family of degree 4 polynomials \( p(z) = (z^2 - 1)(z^2 + \alpha^2) \) with roots at \( \pm 1 \) and \( \pm i\alpha \): the two roots of \( p'' \) are critical points of \( N_p \) but not roots of \( p \), and they are contained in the convex hull of all the roots of \( p \) by Lucas’ theorem. One can choose \( \alpha \) so that the two roots of \( p'' \) are exchanged by \( N_p \), so they form a superattracting 2-cycle within the convex hull of the roots and are thus \( R \)-central for every \( R > |\alpha| \). On the other hand, consider the polynomial \( p(z) = z^5 - z^3 + 1 \). Here the point \( z = 0 \) is simultaneously a root of \( p' \), hence a pole of \( N_p \), and a root of \( p'' \), hence a critical point of \( N_p \), so we have a critical point of \( N_p \) that maps to \( \infty \). Adding a perturbation \( \varepsilon z^2 \) with small (complex) \( \varepsilon \), the perturbed Newton map will have a critical point near \( z = 0 \) with image close to \( \infty \), and by an appropriate choice of \( \varepsilon \) one can assure that this critical point is periodic (with large period), so it is part of a superattracting cycle that contains a point close to \( \infty \). During this perturbation, the roots of \( p \) change continuously, so for any \( |\varepsilon| > 1 \) one can make sure that there is a superattracting cycle that is not \( R \)-central. This observation is not relevant to the goals of this paper: the existence of attracting cycles is one of the major problems of Newton’s method, but of course finding attracting cycles of \( N_p \) is not the purpose of (rather an obstacle to) finding roots of \( p \).
We start proving theorem 2.4 by stating a simple and well-known worst-case estimate of hyperbolic distances in a hyperbolic domain.

Lemma 2.5 (Standard bound on hyperbolic arc length). Let \( V \) be a Riemann domain, \( p, q \in V \), and \( a \in \partial V \). If \( s = |p - a| \), then

\[
d_{V}(p, q) \geq \frac{1}{2} \int_{0}^{[p-q]} \frac{dt}{s + t} = \frac{1}{2} \log \left( 1 + \frac{|p-q|}{s} \right).
\]  

(2)

Proof. The key ingredient in this proof is to compare infinitesimal hyperbolic distance in \( V \), denoted \( ds \), and infinitesimal Euclidean distance, denoted \( |dz| \). At a point \( z \in V \) with \( r := \text{dist}(z, \partial V) \), they satisfy the well-known bound \( ds \geq |dz|/2r \).

If \( \gamma : [0, T] \to V \) is a smooth curve parametrized by Euclidean arc length, then its hyperbolic length in \( V \) is at least

\[
\frac{1}{2} \int_{0}^{T} \frac{dt}{\text{dist}(\gamma(t), \partial V)} \geq \frac{1}{2} \int_{0}^{T} \frac{dt}{\text{dist}(\gamma(0), \partial V) + t} = \frac{1}{2} \log \frac{\text{dist}(\gamma(0), \partial V) + T}{\text{dist}(\gamma(0), \partial V)}.
\]

In particular, if \( \gamma : [0, T] \to V \) is the hyperbolic geodesic segment connecting \( p \) to \( q \), parametrized by Euclidean arc length \( T \geq |p-q| \), then \( \text{dist}(\gamma(0), \partial V) \leq |p-a| = s \) and the claim follows.

\( \square \)

Lemma 2.6 (Hyperbolic distance across fundamental domain). Let \( U \) be an immediate basin and \( B \subset U \) be a channel of modulus \( \mu \). Then all \( w, \tilde{w} \in B \) with \( |w|(d-1)/d \geq |\tilde{w}| > 5 \) satisfy \( d_{V}(w, \tilde{w}) > 2/5(\mu + \pi) \).

This result is somewhat weaker than expected: one would expect approximately \( d_{V}(w, \tilde{w}) \geq \pi / \mu \) (and perhaps a simpler proof), but channels may have complicated geometry; and while some intermediate estimates become less elegant, the final result will be affected only marginally.

Proof. By \([\text{HSS}, \text{lemma 3}]\), we have \( |N_{\mu}(w) - w(d-1)/d| < 1/d \) whenever \( |w| > 1 \). Let \( w' := N_{\mu}(w); \) we have \( d_{B}(w, w') > d_{K}(w, w') \geq \pi / \mu \) and \( |w-w'| \leq (|w|+1)/d \). If all points on \( [w, w'] \) had Euclidean distance to \( \partial V \) at least \( 2\mu(|w|+1)/\pi d \), then the standard estimate on hyperbolic distance would imply \( d_{B}(w, w') \leq 2|w-w'|/(2\mu(|w|+1)/\pi d) < \pi / \mu \), a contradiction. Therefore, there are points \( a \in \partial B \) and \( w'' \in [w, w'] \) with \( |a-w''| < 2\mu(|w|+1)/\pi d \). This implies

\[
|a - w| \leq |a - w''| + |w - w'| < 2(\mu / \pi + 1)(|w| + 1)/d.
\]

The point \( a \in \partial B \) is on \( \partial U \) or on \( \partial B \cap U \). Suppose first that \( a \in \partial U \). Then by lemma 2.5, and using the well-known bound \( \log (1 + x) > x/(1 + x) \) for \( x \in (0, 1), \)

\[
d_{U}(w, \tilde{w}) \geq \frac{1}{2} \log \left( 1 + \frac{|w - \tilde{w}|}{(2\mu / \pi + 1)(|w| + 1)/d} \right)
\]

\[
> \frac{1}{2} \log \left( 1 + \frac{|w|/d}{(2\mu / \pi + 1)(|w| + 1)/d} \right) = \frac{5}{2} \log \left( 1 + \frac{5}{6(2\mu / \pi + 1)} \right)
\]

\[
> \frac{5\pi}{24\mu + 22 \pi} > \frac{2}{5(\mu + \pi)}.
\]
Now we discuss the case that \( a \in \partial B \cap U \), i.e. \( |a| = 1 \) and \( |w| - 1 \leq |a - w| < (2\mu/\pi + 1)(|w| + 1)/d \), hence

\[
\mu > \frac{\pi}{2} \left( d \frac{|w| - 1}{|w| + 1} - 1 \right) > \frac{\pi}{2} \left( \frac{4d - 6}{6} \right) = \frac{\pi(2d - 3)}{6}
\]

\( (3) \)

or \( d < 3(\mu/\pi) + 3/2 \). Every point \( a' \in \mathbb{D} \) satisfies \( |w - a'| < |w| + 1 \), and if we also assume \( a' \in \partial U \) we get

\[
d_U(w, \tilde{w}) \geq \frac{1}{2} \log \left( 1 + \frac{|w - \tilde{w}|}{|w| + 1} \right) \geq \frac{1}{2} \log \left( 1 + \frac{5}{d} \right) > \frac{5}{6d} \left( \frac{1}{2} + \frac{5}{6d} \right) \]

\[
= \frac{5}{12d + 10} \geq \frac{5}{36\mu + 28} = \frac{2}{36\mu + 28\pi} > \frac{2}{5(\mu + \pi)},
\]

so the claimed inequality holds in both cases.  

For the following proposition, recall that every immediate basin has at least one channel with modulus \( \pi/\log d \) or larger, while there may always be channels with arbitrarily small moduli. We show that an upper bound for the modulus of all channels of an immediate basin yields an existence criterion of \( R \)-central orbits in this immediate basin.

**Proposition 2.7 (Existence criterion for \( R \)-central orbits).** Let \( U \) be the immediate basin of some root (simple or multiple), and let \( \mu \geq \pi/\log d \) be the maximum of moduli of all its channels. If a point \( z \in U \) has \( d_U(z, N_p(z)) \leq 2\pi/\mu \), then the orbit of \( z \) is \( R \)-central for \( R \leq 5(d/(d - 1))^{[5\pi(\log d + 1)]} \), and the same holds for all points on the hyperbolic geodesic in \( U \) connecting \( z \) to \( N_p(z) \).

**Proof.** Any two points \( w, \tilde{w} \in U \) with \( |w|/(d - 1)/d \geq |\tilde{w}| > 5 \) have \( d_U(w, \tilde{w}) > 2/5(\mu + \pi) \) by lemma 2.6, so going in \( U \) from radius \( r \geq 5 \) to radius \( r(d/(d - 1))^k \) (for some integer \( k \geq 1 \)) one needs to traverse at least \( k \) disjoint concentric annuli with boundary radii differing by a factor of \( d/(d - 1) \), so the hyperbolic distance is at least \( 2k/5(\mu + \pi) \). In particular for \( k = [5\pi(\log d + 1)] \) the required hyperbolic distance is at least

\[
[5\pi(\log d + 1)] \cdot \frac{2}{5(\mu + \pi)} \geq 2\pi \frac{\log d + 1}{\mu + \pi} > \frac{2\pi}{\mu} > d_U(z, N_p(z)),
\]

which exceeds the available hyperbolic distance along the orbit of \( z \), so this orbit is indeed \( R \)-central for the choice of \( R \) specified in the claim.

Now consider any \( z' \) on the hyperbolic geodesic in \( U \) connecting \( z \) to \( N_p(z) \). Then

\[
d_U(z', N_p(z')) \leq d_U(z', N_p(z)) + d_U(N_p(z), N_p(z')) \\
\leq d_U(z, N_p(z)) + d_U(z, z') = d_U(z, N_p(z)) < 2\pi/\mu
\]

and the arguments given above also apply to \( z' \). 

**Remark.** This result provides an upper bound for \( R \) that is uniform in \( d \): we have \( R \leq 5(d/(d - 1))^{[5\pi(\log d + 1)]} \leq 5\pi^{[5\pi(\log d + 1)]}/d \). More precisely, we have \( R < 50 \) for \( d > 30 \), and \( R < 10 \) for \( d > 133 \). Ultimately, the precise value of \( R \) is not of too large importance as it will enter our estimates only logarithmically: the number of iterations scales with \( M \in \mathbb{N} \) such that \( 2^M - 1 \geq R \) (see proposition 6.2); we can use \( M = 5 \) for \( d \geq 41 \) and \( M = 3 \) for \( d \geq 316 \). Presumably, \( R \leq 3 \) and \( M = 2 \) work for all but very few values small of \( d \).
Proof of theorem 2.4. Let \( \mu \) be the modulus of \( B \). If \( z \) is in the central subchannel of \( B \), then \( d_\mu(z, N_\mu(z)) < d_\alpha(z, N_\alpha(z)) < 2 \pi / \mu \). By proposition 2.7, the orbit of \( z \) is \( R \)-central. \( \square \)

3. Good starting points

In this section, we construct an explicit finite set of starting points \( \mathcal{S}_d \) depending only on the degree \( d \) and the normalization of \( p \) so that for each root \( \alpha \) of \( p \), one of the points \( z \in \mathcal{S}_d \) is in the immediate basin \( U_\alpha \) and satisfies \( d_\mu(z, N_\mu(z)) \leq 2 \log d \), and so that the orbit of \( z \) is \( R \)-central for \( R \) as in proposition 2.7.

All we need to do is specify a finite set of starting points that will intersect, for every root, the central subchannel of the channels with largest modulus. Since every root has a channel with modulus at least \( \pi / \log d \), by lemma 2.3 it is sufficient to specify a finite set of starting points that intersects all subchannels of all channels with moduli at least \( 2 \pi / 3 \log d \). This can be accomplished by the methods in [HSS], so we can now construct an explicit point grid (in that paper, we used \( 0.2663 \log d \) concentric circles that each contain \( 33.33d \log d \) points; here we use \( 3/2 \)) as many circles because we want to hit the channel within the central subchannel with \( 2/3 \) the modulus.

Definition 3.1 (Efficient grid of starting points). For each degree \( d \), we construct a circular grid \( \mathcal{S}_d \) of starting points as follows (as sketched in figure 3). For \( \nu = 1, 2, \ldots, s = \lfloor 0.4 \log d \rfloor \), set

\[
r_\nu := (1 + \sqrt{2}) \left( \frac{d - 1}{d} \right)^{(\nu - 1)/2} \]

and for each circle around 0 of radius \( r_\nu \), choose \( [8.33d \log d] \) equidistant points (independently for all the circles).

Theorem 3.2 (Efficient grid of starting points). For each degree \( d \), the set \( \mathcal{S}_d \) contains \( 3.333d \log^2 d (1 + o(1)) \) points, and it has the following universal property. If \( p \) is any complex polynomial of degree \( d \), normalized so that all its roots are in \( \mathbb{D} \), then there are \( d \) points in \( \mathcal{S}_d \) that converge to the \( d \) roots of \( p \), so that for each root, one of these points is in the central subchannel of a channel with largest modulus. The corresponding orbits are all \( R \)-central for a uniform value of \( R \) (as in proposition 2.7). More precisely, if \( \mu \) is the largest modulus of all channels of a root \( \alpha \) with immediate basin \( U \), then the corresponding orbit converging to \( \alpha \) satisfies \( d_\mu(z, N_\mu(z)) < 2 \pi / \mu < 2 \log d \).

Proof. The annulus

\[
V := \left\{ z \in \mathbb{C} : (1 + \sqrt{2}) \sqrt{(d - 1)/d} < |z| < (1 + \sqrt{2}) \right\}
\]

is contained in a fundamental domain of the Newton dynamics by [HSS, lemma 10]. For \( \nu = 1, 2, \ldots, s = \lfloor 0.4 \log d \rfloor \), subdivide \( B \) into \( s \) subannuli

\[
V_\nu := \left\{ z \in \mathbb{C} : (1 + \sqrt{2}) \left( \frac{d - 1}{d} \right)^{\nu/2} < |z| < (1 + \sqrt{2}) \left( \frac{d - 1}{d} \right)^{(\nu - 1)/2} \right\}.
\]

Since \( V \) is contained in a fundamental domain of the dynamics, each subchannel of any root with modulus \( \mu \) intersects \( V \) in a quadrilateral of modulus at least \( \mu \), and by the Grötzsch inequality, it intersects at least one \( V_\nu \) in a quadrilateral with modulus at least \( \mu \). Each root has a channel with modulus at least \( \pi / \log d \), so the central subchannel has modulus at
least $2\pi/3 \log d$, and this central subchannel intersects some $V_\nu$ in a quadrilateral with modulus at least $2\pi/3 \log d > 0.2663\pi$, independent of $d$. In [HSS, section 6], it is shown that $[8.3254d \log d]$ equidistributed points on each of these circles will find all quadrilaterals connecting the boundaries of the $B_\nu$ with modulus at least $0.2663\pi$, as in our case.

Therefore, the grid $S_d$ intersects all central subchannels of all largest channels, and the claim follows.

**Remark.** The number of starting points of $O(d \log d)$ from [HSS] has been further reduced to $O(d \log^2 d)$ in [BLS], by using a probabilistic set of starting points. This approach can also be used in our case.

Now we have a good set of starting points leading to $R$-central orbits. We proceed to estimate the number of required iterations.

### 4. Area per iteration step

In this section, we show that every iteration step ‘uses up’ a certain area in the plane; since $R$-central orbits remain within some disk $D_R(0)$, this will provide an upper bound on the possible number of iterations.

Consider some point $z \in U$, set $\tau := d_U(z, N_\rho(z))$, and let $\gamma : [0, T] \to U$ be the hyperbolic geodesic connecting $z$ to $N_\rho(z)$, parametrized by Euclidean arc length. For $t \in [0, T]$, let $\eta(t)$ be the Euclidean distance from $\gamma(t)$ to $\partial U$, and let $X(t)$ be the Euclidean straight line segment of length $\eta(t)$ (not containing the endpoints) with centre at $\gamma(t)$ and perpendicular to $\gamma$ at $\gamma(t)$, so that $\gamma(t)$ disconnects $X(t)$ into two open segments of length $\eta(t)/2$; see figure 4. All the segments $X(t)$ are disjoint (proposition A.2 in the appendix).

For $k \in \mathbb{Z}$, let $X_k(t)$ be the restriction of $X(t)$ to lengths at most $2^{-k+1}$ (i.e. $X_k$ is the perpendicular line segment to $\gamma(t)$ centred at $\gamma(t)$ and extending in both directions for a length of $\min(\eta(t)/2, 2^{-k})$). Let $A_k := \bigcup_{t \in [0, T]} X_k(t)$ be the subset of $U$ covered by the $X_k(t)$ for

![Figure 3](image-url)
Figure 4. A line segment $X(t)$ perpendicular to the geodesic $\gamma$; in both directions from the point $\gamma(t)$, it extends to a length of $\eta(t)/2$, where $\eta(t)$ is the distance from $\gamma(t)$ to $\partial U$ (Adapted from [HSS], with permission from Springer Nature).

$t \in [0, T]$, and for $\ell \leq T$ let $A_k(\ell) := \bigcup_{t \in [0, \ell]} X_k(t)$ be the analogous set for $t \in [0, \ell]$. This set of course depends on $z$, so a more explicit description of this set would be $A_k(\ell, z)$. We denote the Euclidean area of $A_k(\ell)$ by $|A_k(\ell)|$. Clearly $A_k(\ell) \subset A_{k-1}(\ell)$, and the limit as $k \to -\infty$ is $A_{-\infty}(\ell) = \bigcup_{t \in [0, \ell]} X(t)$.

**Lemma 4.1 (Area per iteration step).** We have $|A_k(\ell)| \geq \ell^2/(2\tau + 2^{k-1}\ell)$. Similarly, the set $\bigcup_{t \in [0, \ell]} X(t)$ has Euclidean area at least $\ell^2/2\tau$.

**Proof.** The hyperbolic length of $\gamma$ between $z$ and $\mathcal{N}_p(z)$ satisfies

$$\tau \geq \frac{1}{2} \int_0^T \frac{dt}{\eta(t)} \geq \frac{1}{2} \int_0^\ell \frac{dt}{\eta(t)}.$$

This implies

$$\int_0^\ell \frac{dt}{\min(\eta(t), 2^{-k+1})} \leq \int_0^\ell \frac{dt}{\eta(t)} + \int_0^\ell \frac{dt}{2^{-k+1}} \leq 2\tau + 2^{k-1}\ell.$$

Since all $X_k(t)$ are disjoint, an exercise in elementary differential geometry shows that

$$|A_k(\ell)| = \int_0^\ell 2 \min(\eta(t)/2, 2^{-k}) \, dt = \int_0^\ell \min(\eta(t), 2^{-k+1}) \, dt.$$

The Cauchy-Schwarz inequality for the functions

$$\sqrt{\min(\eta(t), 2^{-k+1})} \quad \text{and} \quad 1/\sqrt{\min(\eta(t), 2^{-k+1})}$$
implies
\[ |A_k(\ell)| = \int_0^\ell \min (\eta(t), 2^{-k+1}) \, dt \geq \frac{\ell^2}{\int_0^\ell \min (\eta(t), 2^{-k+1}) \, dt} \geq \frac{\ell^2}{2\tau + 2^{k-1}\ell}. \]

The computation for \( \bigcup_{\ell \in [0, \eta]} X(\ell) \) is even simpler, replacing the min by \( \eta(\ell) \).

Define the following subsets of \( \mathbb{C} \), for \( k \in \mathbb{Z} \):
\[ S_k^+ := \left\{ z \in \mathbb{C} : \min_j |z - \alpha_j| \leq 2^{-k} \right\} \]
and
\[ S_k := \left\{ z \in \mathbb{C} : \min_j |z - \alpha_j| \in \left( 2^{-(k+1)}, 2^{-k} \right) \right\} = S_k^+ \setminus S_{k+1}^+. \]

Every \( S_k^+ \) is the union of closed disks of radius \( 2^{-k} \) around all the roots, and for every \( M \in \mathbb{Z} \) the disk \( D_{2M-1}(0) \) is covered and thus partitioned by the \( S_k \) for \( k \geq -M \) (appropriately restricted).

**Lemma 4.2 (Distance from \( A_k(\ell) \) to roots).** If \( z \in S_k^+ \) and \( |z - N_p(z)| \geq \ell \), then each point in \( A_k(\ell) \) has Euclidean distance at most \( 2^{-k+1} + \ell \) from a root of \( p \).

**Proof.** Every point \( w \in A_k(\ell) \) has distance less than \( 2^{-k} \) from a point \( w' \) on the geodesic connecting \( z \) to \( N_p(z) \), and by construction \( w' \) has distance at most \( \ell \) from \( z \). Since \( z \in S_k^+ \), the point \( z \) has distance at most \( 2^{-k} \) from a root, and the claim follows by combining these three distances. \( \square \)

**5. Area along an orbit**

In this section, we investigate how much area is ‘used up’ along an orbit \((z_n)\); this involves specifying under which conditions the area used for different iteration steps is disjoint, and determining a geometric condition on the hyperbolic displacement in each Newton step before the orbit enters the domain of quadratic convergence near a root; this condition is used for estimating how many iterations the orbit can spend within each \( S_k \).

We continue to consider the immediate basin \( U \) of some root \( \alpha \); in this section, we will assume this root is simple. Let \( \varphi : U \to \mathbb{D} \) be a Riemann map with \( \varphi(\alpha) = 0 \); then \( f := \varphi \circ N_p \circ \varphi^{-1} : \mathbb{D} \to \mathbb{D} \) is holomorphic with \( f(0) = 0 = f'(0) \). Hence \( f(w)/w^2 \) is still holomorphic and sends \( \mathbb{D} \) to itself, and setting \( w := \varphi(z) \) it follows that \( |\varphi(N_p(z))| = |f(w)| \leq |w|^2 = |\varphi(z)|^2 < |\varphi(z)| \).

Smale [Sm] has the concept of ‘approximate zero’; that is a point sufficiently near a simple root from which the convergence is quadratic (see [Sm] for a precise formulation). We begin with a lemma that gives useful dynamic consequences both for the case when a finite orbit point is an approximate zero (parts 2 and 3), or when it is not yet (part 1): for us, a practical criterion is whether or not \( |\varphi(z)| < e^{1/2} - 1 \).

Consider the orbit \( z_n = N_p^m(z_0) \) for a point \( z_0 \in U \) and let \( \tau := d_U(z_0, z_1) \); then \( d_U(z_n, z_{n+1}) \leq \tau \) for all \( n \) (Eventually, we will have \( \tau = O(\log d) \)).
Lemma 5.1 (Hyperbolic distance to root and Newton dynamics). (a) If \( n' > n \) so that \( |\varphi(z_n)| > |\varphi(z_{n'})| \geq \varepsilon^{1/2} = 1 \approx 0.649 \), then
\[
d_H(z_n, z_{n'}) \geq d_H(|\varphi(z_n)|, |\varphi(z_{n'})|) > (n' - n)/2;
\]
(b) if \( |\varphi(z_n)| < 1/2 \), then \( |z_n - \alpha| < \varepsilon \) for all \( n' > n + \log 2 |\log 2 \varepsilon - 5| \); and
(c) if \( |\varphi(z_n)| < \varepsilon^{1/2} - 1 \), then \( |z_n - \alpha| < \varepsilon \) for all \( n' > n + 1 + \log 2 |\log 2 \varepsilon - 5| \).

**Proof.** Define sets \( A_n(z) := A_k(z, z_n) \): these are the sets \( A_k(z) \) based at the points \( z_n \), as defined at the beginning of section 4.

Lemma 5.2 (Disjointness of areas). The sets \( A_{n,k}(z) \) and \( A_{n',k}(z) \) are disjoint if \( n' - n > 2\tau + 4 \log 3 \) and \( |\varphi(z_{n'})| \geq \varepsilon^{1/2} - 1 \).

**Proof.** Since \( A_{n,k}(z) \) and \( A_{n',k}(z) \) intersect only the case \( A_{n,-\infty}(z) \), i.e. with perpendicular segments \( X(t) \) of length \( \eta(t) \) independent of \( k \).

It is a generality that if \( V \subset \mathbb{C} \) is a Riemann domain and \( D_r(z) \subset V \), then all points \( z \in D_r(z) \) have hyperbolic distance \( d_H(z, a) \leq \log 3 \); this follows by comparing hyperbolic distance in \( D_r(z) \) as follows: \( d_H(z, a) \leq d_{D_r(0)}(z, a) \leq d_{D}(1/2, 0) = \log 3 \). This implies that each point on \( X(t) \) has hyperbolic distance from its midpoint \( \gamma(t) \) of less than \( \log 3 \). The claim follows.

The following result gives an explicit upper bound how many points on an orbit \( (z_n) \) with \( d_H(z_n, z_{n+1}) \leq \tau \) can be contained in \( S_k^p \) until quadratic convergence sets in or the Newton
displacement \(|z_{n+1} - z_n|\) becomes small (for near-multiple roots, we cannot expect quadratic convergence except very close to the roots).

**Proposition 5.3 (Number of points in \(S_k^*\)).** For every \(k\) and every \(\ell > 0\), the set \(S_k^*\) contains at most

\[
\pi d(2^{-k+1} + \ell)^2 (2\tau + 2^{k-1}\ell)[2\tau + 4 \log 3] \ell^{-2}
\]

orbit points \(z_n\) with \(|z_n - z_{n+1}| \geq \ell\) and \(|\varphi(z_n)| \geq e^{1/2} - 1\).

**Proof.** If \(z_n \in S_k^*\) and \(|z_n - z_{n+1}| \geq \ell\), then each point in \(A_{n,k}(\ell)\) has Euclidean distance at most \(2^{-k+1} + \ell\) from some root by lemma 4.2, so \(A_{n,k}(\ell)\) is contained in a set of total area at most \(\pi d(2^{-k+1} + \ell)^2\). Each \(A_{n,k}(\ell)\) has area at least \(\ell^2 / (2\tau + 2^{k-1}\ell)\) by lemma 4.1, and by lemma 5.2 the sets \(A_{n,k}(\ell)\) and \(A_{n',k}(\ell)\) are disjoint if \(n' - n > 2\tau + 4 \log 3\) and \(|\varphi(z_n)| \geq e^{1/2} - 1\). Therefore, there can be at most

\[
\frac{\pi d(2^{-k+1} + \ell)^2 (2\tau + 2^{k-1}\ell)[2\tau + 4 \log 3]}{\ell^2}
\]

such points, for any choice of \(\ell\).

\(\square\)

**Remark.** The sets \(A_{n,k}(\ell)\) are contained in \(U\), so in the end the various orbits in the different immediate basins \(U_\alpha\) for different roots \(\alpha\) will compete for the area. The last result can thus be sharpened as follows. For a root \(\alpha\), let

\[U_{\alpha,k}(\ell) := \{z \in U_\alpha : |z - \alpha_j| < 2^{-k+1} + \ell\text{ for some root }\alpha_j\}\]

(this is the \(2^{-k} + \ell\)-neighborhood of \(S_k^*\) restricted to \(U_\alpha\)). Then the set \(S_k^*\) contains at most

\[
|U_{\alpha,k}(\ell)| (2\tau + 2^{k-1}\ell)[2\tau + 4 \log 3] \ell^{-2}
\]

points on the orbit \((z_n) \subset U_\alpha\) with \(|z_n - z_{n+1}| \geq \ell\) and \(|\varphi(z_n)| \geq e^{1/2} - 1\), and of course we have

\[
\sum_j |U_{\alpha_j,k}(\ell)| \leq \pi d(2^{-k+1} + \ell)^2.
\]

**Lemma 5.4 (Newton displacement and nearest root).** For any \(z \in \mathbb{C}\), the nearest root \(\alpha\) satisfies \(|z - \alpha| \leq d|z - N_p(z)|\).

**Proof.** This is easy and well known:

\[
z - N_p(z) = \frac{1}{p'(z)/p(z)} = \frac{1}{\sum_{\alpha_i} \frac{1}{z - \alpha_i}},
\]

hence

\[
\frac{1}{|z - N_p(z)|} \leq \sum_{\alpha_i} \frac{1}{|z - \alpha_i|} \leq \frac{1}{\inf_{\alpha_i} |z - \alpha_i|}.
\]

\(\square\)

**Corollary 5.5 (Number of points in \(S_k\)).** For any \(k\), the set \(S_k\) contains at most

\[
\pi (4d + 1)^2 (2\tau d + 1/4)[2\tau + 4 \log 3] \in O(d^3 \tau^2)
\]

points on any orbit \((z_n) \subset U\) with \(|\varphi(z_n)| > e^{1/2} - 1\).
Proof. If \( z_n \in S_k \), then \( |z_n - z_{n+1}| > 1/d^2 \) by lemma 5.4, so we use \( \ell = 1/d^2 \) in proposition 5.3 and obtain the estimate
\[
\pi d^2 4^{k+1} \left( 2^{-k+1} + \frac{2^{-k-1}}{d} \right)^2 \left( 2\tau + \frac{1}{4d} \right) [2\tau + 4 \log 3]
\]
\[
= \pi (4d + 1)^2 (2\tau d + 1/4)[2\tau + 4 \log 3]
\]
as claimed. \( \square \)

Remark. As before (see equation (5)), the different roots have to compete for the total area available, and the set \( S_k \) can contain at most
\[
|U_{\alpha,k} (1/d^2) | \cdot (2\tau + 1/4d)[2\tau + 4 \log 3] d^2 4^{k+1}
\]
points on the orbit \( (z_n) \subset U_\alpha \) with \( |\varphi(z_n)| > e^{1/2} - 1 \).

6. Uniformly separated roots

Now that we have good bounds on how many iterations any of our selected orbits can spend within each \( S_k \), we have to discuss the possible values of \( k \). Any disk \( D_k(0) \) is partitioned by \( S_k \cap D_k(0) \) for \( k \geq - \log_2 (R + 1) \), and we gave an upper bound for \( R \), hence a lower bound for \( k \), in proposition 2.7. We also need an upper bound for \( k \), that is a ‘stopping criterion’ when the orbit is sufficiently close to a root.

We need two kinds of stopping criteria: a worst-case estimate that applies especially when there are multiple or near-multiple roots, and a better estimate in case the roots are reasonably well separated from each other, so the orbit is already an approximate zero. We first investigate well-separated roots: we say that the roots are \( \delta \)-separated if they are all simple and have mutual distance at least \( \delta \). If roots are randomly distributed in \( D \), with high probability they will be \( \delta \)-separated with \( \delta = O(1/d) \) (see the remark at the end of this section). Multiple or near-multiple roots will be treated in section 7.

Lemma 6.1 (Stopping criterion). (a) If \( |z - \alpha| < |z - \alpha'|/2d \) for all roots \( \alpha' \neq \alpha \), then the Newton orbit of \( z \) converges to \( \alpha \).

(b) If \( \varepsilon > |z - \alpha'|/(4d + 3) \) for all \( \alpha' \neq \alpha \), then \( |N_n^\alpha(z) - \alpha| < \varepsilon \) for all \( n > \log_2 \varepsilon - 5 \).

Proof. (a) We may rescale coordinates by an automorphism of \( \mathbb{C} \) so that \( z = 0 \) and \( \alpha = 1 \).

By hypothesis, we have \( |z - \alpha| = 1 \) and \( |z - a_j| > 2d \) for all \( a_j \neq \alpha \). As in the proof of lemma 5.4, this implies \( |\sum_{a_j \neq \alpha} 1/(z - a_j)| < (d - 1)/2d < 1/2 \), so \( \sum_{a_j} 1/(z - a_j) \in D_{1/2}(1) \), the open disk of radius 1/2 around 1. Thus \( z - N_\alpha(z) = \left( \sum_{a_j} 1/(z - a_j) \right) \) \( \in D_{1/3}(4/3) \) (the image of a circle under \( z \mapsto 1/z \) is a circle that in this case is real symmetric, and it is easy to compute the points where it intersects the real line). Therefore \( N_\alpha(z) \in D_{2/3}(4/3) \) and \( |N_\alpha(z) - \alpha| < 1 = |z - \alpha| \), so by induction the orbit of \( z \) converges to \( \alpha \).

(b) If \( |z - \alpha| < |z - \alpha'|/(4d + 3) \), then again we choose coordinates with \( \alpha = 1 \) and \( z = 0 \), so all \( |a'| > 4d + 3 \). All \( a' \in D_1 \) have \( |a' - \alpha| < 2 |z' - \alpha'|/2d \), so by part (1) the disk \( D_1(1) \) is contained in the (rescaled) immediate basin of \( \alpha \) and we have \( d_1(z, \alpha) < d_1(0, 1) = d_1(1/2, 0) \), hence \( |\varphi(z)| < 1/2 \). The claim thus follows from lemma 5.1 (2). \( \square \)

We would like to point out that the following result does not require that all roots are \( \delta \)-separated, but only that we have some root \( \alpha \) that has distance at least \( \delta \) from all other roots
Suppose \( |\alpha' - \alpha| > \delta \) for all roots \( \alpha' \neq \alpha \). Again, the hypotheses of proposition 5.5 \( = \delta \) and will be at most
\[
\pi(4d + 1)^2(2\pi d + 1)4(2\pi d + 4)^2/\delta^2 + M + 1
\]
\[
= (64\pi d^3\tau^2(\log 2d + \log 2\delta^2) + \log 2 \log \varepsilon)(1 + o(1))
\]
\[
\leq O(d^3\tau^2(\log 2d + \log 2\delta^2) + \log 2 \log \varepsilon).
\]
\textbf{Proof.}\ If \( |z - \alpha| < \delta/(4d + 4) \), then all roots \( \alpha' \neq \alpha \) satisfy \( |z - \alpha'| > \delta - \delta/(4d + 4) \).\( = \delta/(4d + 4) \). So the orbit of \( z \) satisfies the hypothesis of lemma 6.1 (2) and will be \( \epsilon \)-close to \( \alpha \) after at most \( \log 2 \) \( \log 2 \epsilon - 5 \) iterations.

Therefore, it is sufficient to consider the number of iterations that the orbit stays in \( S_k \) with \( k \leq K \), where \( K \in \mathbb{N} \) is such that \( 2 - K \leq \delta/(4d + 4) \); we thus set \( K := \lceil \log 2((4d + 4)/\delta) \rceil \). Since the orbit is contained within \( D_{2^{\tau} - 1}(0) \) by hypothesis, we have \( k \geq -M \), so we need to consider \( k \in \{-M, -M + 1, \ldots, K\} \).

By corollary 5.5, any orbit \( (z_0) \) with \( dU(z_0, z_1) < \tau \) has at most \( \pi(4d + 1)^2(2\tau d + 4) \log 2 \leq 5 \) points within each \( S_k \), so the total number of iterations required for the orbit \( z_0 \) is at most
\[
\pi(4d + 1)^2(2\tau d + 4) \log 2 \leq 5 \times \log 2 \leq 5
\]
\[
\leq O(d^3\tau^2(\log 2d + \log 2\delta^2) + \log 2 \log \varepsilon).
\]

Note that here and elsewhere when we give asymptotic complexity results in \( O \)-notation we always have explicit constants, and these are small (so we are not hiding large constants behind this notation).

\textbf{Remark.}\ Again, the \( d \) roots have to compete for the available area within \( D \). If all roots are simple and \( \delta \)-separated, and there are \( d \) orbits (one in each immediate basin) that satisfy the hypotheses of proposition 6.2, then the combined number of iterations required to reach \( \epsilon \)-precision for all \( d \) roots is at most
\[
\pi(4d + 1)^2(2\tau d + 4) \times 2 \times \log 3 \times \log 2 \left( \frac{4d + 4}{\delta} \right) + M + 1 \times d \log 2 \times \log 2 \epsilon - 5
\]
\[
\leq O(d^3\tau^2(\log 2d + \log 2\delta^2) + M \times d \log 2 \times \log 2 \epsilon).
\]

this is almost the same bound as for a single orbit (each area element can be used for only one root), except that the estimate \( \log 2 \times \log 2 \epsilon - 5 \) (which takes care of approximate zeroes and does not involve area) applies for each root separately.

If only some of the roots are \( \delta \)-separated, then we get in a similar way a combined bound for the number of iterations to find all those roots that are \( \delta \)-separated from all other roots.

We are now in a position to prove that the explicit finite point grid \( S_d \) from Definition 3.1 contains efficient starting points for finding all roots.

\textbf{Theorem 6.3 (Efficient grid of starting points).}\ For each degree \( d \), the set \( S_d \) has the following universal property: if \( p \) is a complex polynomial of degree \( d \), normalized so that all its roots are in \( D \), and so that all roots are simple and have mutual distance at least \( \delta \), then
\(S_d\) contains \(d\) points that converge to the \(d\) roots of \(p\) and so that the combined number of iterations required to reach \(\varepsilon\)-precision is at most
\[
(256 \pi d^2 \log^2 d (\log d + | \log \delta |) + d \log \varepsilon) (1 + o(1))
\]
\[
\leq O \left( d^3 \log^2 d (\log d + | \log \delta |) + d \log | \log \varepsilon | \right).
\]
If not all roots are \(\delta\)-separated, then a subset of these \(d\) points finds all those roots that are \(\delta\)-separated from all other roots with \(\varepsilon\)-precision in the given number of iterations.

**Proof.** Let \(R\) be as in proposition 2.7 (depending only on \(d\)). Then by theorem 3.2, for each root \(\alpha_i\), there is a point \(z^{(i)} \in S_d\) in the central subchannel of the largest channel of the immediate basin, and its orbit is \(R\)-central and satisfies \(d_0(z^{(i)}), N_p(z^{(i)}) \leq \tau < 2 \log d\) (theorem 3.2).

Therefore, by proposition 6.2 and the remark thereafter, for all roots \(\alpha_i\) that are \(\delta\)-separated from all other roots the orbits of the points \(z^{(i)}\) combined need at most
\[
\pi (4d + 1)^2 \left( 4d \log d + \frac{1}{4} \right) \left[ 4 \log d + 4 \log 3 \right] \cdot \left[ \frac{\log 2 (4d + 4)}{\delta} + M + 1 \right]
\]
\[
+ d \log \varepsilon - 5
\]
iterations to reach \(\alpha_i\) within \(\varepsilon\)-precision. The claim follows. \(\Box\)

Recall from the remark after proposition 2.7 that \(R\) satisfies an explicit bound for every \(d\), and is universally bounded for all \(d\). In particular, we can use \(M = 5\) for \(d \geq 41\) and \(M = 3\) for \(d \geq 316\), and for all but very low values of \(d\) the term \(\log 2 ((4d + 4)/\delta) + M + 1\) is dominated by the term \(\log \varepsilon (4d + 4)\).

**Remark (Expected mutual distance between roots).** The results in this section are under the assumption that all (or at least some) roots were \(\delta\)-separated for some \(\delta > 0\). If \(d\) roots are placed independently and randomly into \(\mathbb{D}\) (with respect to planar Lebesgue measure), then the expected mutual distance between any two roots is easily seen to be at least \(O(1/d)\). Theorem 3.2 thus applies and yields, for \(\delta \approx 1/d\), a number of iterations of at most \(O(d^3 \log^2 d + d \log | \log \varepsilon |)\).

If not the locations of the roots are chosen randomly, but for instance the coefficients, then the roots may no longer be equidistributed with respect to area; they tend to distribute uniformly along a circle [ET], and the expected mutual distance is at least \(O(1/d^2)\). In any case, the relation between coefficients and roots is algebraic, so the expected mutual distance \(\delta\) between roots is bounded by a power law in \(d\), say \(\delta \geq 1/d^\beta\) with some \(\beta \geq 1\), but since our estimates only involve \(\log | \delta |\), this still becomes only a constant factor \(\beta\) in the number of iterations.

**Remark (Further improvements).** The greatest loss in our estimates is in the most basic of our estimates, in lemma 5.4: if \(|z - N_p(z)| < s\), then \(|z - \alpha| < ds\) for some root \(\alpha\). This bound is sharp only if all roots form a single multiple root, and then indeed the distance to the root is multiplied by \((d - 1)/\delta\) in each Newton iteration. If the roots are randomly distributed, then the bound is much better, and this leads to significant improvements. Refining our methods in this direction, the following is shown in [BAS]: If the \(d\) roots are distributed independently in \(\mathbb{D}\) and randomly with respect to Lebesgue measure of \(\mathbb{D}\), then the number of iterations for the same grid \(S_d\) as before is at most \(O(d^2 \log^2 d + d \log | \log \varepsilon |)\), with high probability. This improves our bound by a factor of \(d / \log d\) and it is optimal except for some powers of \(\log\); if we have \(d\) starting points outside of \(\mathbb{D}\) at radius \(r_0 > e\), then the simple estimate \((d - 1)/\delta \approx 1/e\) implies that each of them takes approximately \(d\) iterations to move from any radius \(r > e\) to radius \(r/e\), so the \(d\) points together need \(O(d^2)\) iterations even to get close
to \( \mathbb{D} \) (and if \( r_0 = e^\beta \) with \( \beta \in [0, 1] \), then only a constant factor \( \beta \) is gained). Our universal set of starting points requires us to place the starting points uniformly outside of \( \mathbb{D} \), and under this assumption the number of iterations is essentially best possible. This remark also applies when the roots are randomly distributed along a circle, for instance when the coefficients are independently randomly distributed.

7. Non-uniformly separated roots

If the roots are not uniformly \( \delta \)-separated, then they may be multiple, and the local rate of convergence will be linear rather than quadratic. For practical purposes, multiple roots are indistinguishable from simple roots at mutual distance smaller than the required precision \( \varepsilon \). Our previous estimate on the required number of iterations scales with \( \delta \) essentially as \( O(d^3 \log \delta) \): this is of course unbounded, but diverges slowly as \( \delta \to 0 \); for random distributions of roots (for instance with respect to Lebesgue measure of the plane) the expected value is finite and of moderate size.

However, there are of course important polynomials with multiple or near-multiple roots. Thus we will now provide a uniform bound on the required number of iterations for all polynomials in \( \mathcal{P}_d \). We will still assume that all roots are simple, but since we do not assume a lower bound on their mutual distance, the estimates hold for multiple roots as well, by continuity.

The point grid that we will use is the same as before.

The issue of ‘clusters of roots’ is relevant from many points of view: from a distance, such clusters look like multiple roots (resulting in slowing down the Newton dynamics), and only near such a cluster does the dynamics begin to see the roots separately (in fact, sufficiently far outside any disk containing all roots of a degree \( d \) polynomial, the roots look like a single root of multiplicity \( d \), which explains the linear convergence with the factor \( (d - 1)/d \) near \( \infty \)). For a systematic study of clusters of roots, as well as further references on this topic, see [GLSY] (however, in this reference the assumption is made that the number of roots within any cluster is known ahead of time).

Our estimates will be based on the following stopping criterion.

**Lemma 7.1 (Worst-case stopping criterion).** If \( z \in U_\alpha \), the immediate basin of a root \( \alpha \), then \( |z - \alpha| < f_d |z - N_p(z)| \), where

\[
 f_d = \frac{d^2(d - 1)}{2(2d - 1)} \left( \frac{2d}{d} \right) < d^2 4^{d - 1}
\]

depends only on \( d \) and satisfies \( \log f_d < 2(d - 1) + 2 \log d \).

**Proof.** This result is proved in [Sch1, lemma 5], using an iterated ‘cluster of roots’ argument. \( \square \)

The difficulty in this result is the following: if \( |z - N_p(z)| < \varepsilon /d \), then \( z \) is \( \varepsilon \)-close to some root \( \alpha' \) by lemma 5.4; but even if \( z \) is in the immediate basin of a root \( \alpha \), this does not mean that \( \alpha' = \alpha \). Stopping the iteration at \( z \) and declaring \( z \) as an approximation to a nearby root, which is necessarily \( \alpha' \), runs the danger that \( z \) was the only starting point guaranteed to find \( \alpha \), and the algorithm might miss \( \alpha \) altogether. The iterated cluster of roots argument in [Sch1] argues that either \( \alpha' = \alpha \), or some other roots \( \alpha'' \) must be reasonably close to \( z \) (with constants depending on \( d \)). Then either \( \alpha'' = \alpha \), or a further root \( \alpha''' \) must be close, etc. In order to assure that \( z \) is indeed \( \varepsilon \)-close to the ‘correct’ root \( \alpha \), this argument might have to be repeated \( d - 1 \) times, and on average a factor of 4 is lost. This explains the exponentially large factor \( f_d \) in the (unlikely) iterated worst case in lemma 7.1.
The following result is the ‘worst-case’ version of proposition 6.2.

**Proposition 7.2 (Number of iterations on orbit, worst case).** Suppose \( \alpha \) is a simple root without lower bound on the distance from other roots, and \( R > 1 \). If \( (z_n) \) is an \( R \)-central orbit in the immediate basin \( U \) with \( |z_0| \leq R \leq 2^M - 1 \) and \( d_U(z_0, z_1) < \tau \), then we have \( |z_N - \alpha| < \varepsilon \) for all \( N \) at least

\[
\pi (4d + 1)^2 (2\tau d + 1/4) (2\tau + 4 \log 3) (2(d - 1) + \log 2d - \log 2(\varepsilon) + M + 1) + \log 2 | \log 2 \varepsilon - 5 | + 1
\]

\[
= (128\pi d^2 \tau^2 + 64\pi d^3 \tau^2 | \log 2 \varepsilon |)(1 + o(1)) + \log 2 | \log 2 \varepsilon |
\]

\[
\in O (d^4 \tau^2 + d^3 \tau^2 (| \log \varepsilon |) + \log | \log \varepsilon |).
\]

**Proof.** We iterate the orbit \( (z_n) \) while \( |z_n - z_{n+1}| \geq \varepsilon / f_d \) and \( |\varphi(z_n)| \geq e^{1/2} - 1 \). If at some time \( |z_n - z_{n+1}| < \varepsilon / f_d \), then we can stop by lemma 7.1, and if \( |\varphi(z_N)| < e^{1/2} - 1 \), then lemma 5.1 (2) applies and only \( \log 2 |\log 2 \varepsilon - 5| \) further iterates are required until \( \varepsilon \)-precision is reached.

Now we estimate how many iterates are necessary until \( |z_N - z_{N+1}| < \varepsilon / f_d \); we may suppose that along the way, we always have \( |\varphi(z_n)| > e^{1/2} - 1 \).

We will use corollary 5.5 for \( k = -M, 0, 1, 2, \ldots, K \), where \( K \) is the least integer such that \( 1/d^{2K+1} \leq \varepsilon / f_d \), i.e. \( K = \left\lceil \log 2 (f_d / 2\varepsilon) \right\rceil = 2(d - 1) + \log 2d - \log 2(\varepsilon) + 1 \). The number of orbit points in \( S_k \) is at most \( \pi (4d + 1)^2 (2\tau d + 1/4) (2\tau + 4 \log 3) \). For the final value \( k = K \), the total number of points in \( S_k \) with \( |z_n - z_{n+1}| \geq \varepsilon / f_d \geq 1/d^{2K+1} \) satisfies the same bound (proposition 5.3). Moreover, we have \( D_{2\varepsilon_{n-1}}(0) \subset S_{-M} \cup S_{-M+1} \cup \ldots \cup S_{K-2} \cup \ldots \cup S_k \cup S_{K-1} \cup S_k \), so the total number of iterations with \( |z_n - z_{n+1}| > \varepsilon / f_d \) is at most \( K + M + 1 \) times the number for each \( S_k \), and by hypothesis the orbit never leaves the disk \( D_\varepsilon(0) \subset D_{2\varepsilon_{n-1}}(0) \).

**Theorem (Worst case number of iterations).** For each degree \( d \), the set \( S_d \) constructed in Definition 3.1 has the following universal property: if \( p \) is any complex polynomial, normalized so that all its roots are in \( \mathbb{D} \), and with simple or multiple roots at arbitrary mutual distances, then \( S_d \) contains \( d \) points that converge to the \( d \) roots of \( p \) and so that the combined number of iterations required to reach \( \varepsilon \)-precision is at most

\[
\pi (4d + 1)^2 (2\tau d + 1/4) (2\tau + 4 \log 3) (2(d - 1) + \log 2d - \log 2(\varepsilon) + M + 1)
\]

\[
+ d \log 2 | \log \varepsilon - 5 | + 1
\]

\[
= (512\pi d^2 \log^2 d + 256\pi d^3 \log^2 d | \log \varepsilon |)(1 + o(1))
\]

\[
\in O (d^4 \log^2 d + d^3 \log^2 d | \log \varepsilon |).
\]

**Proof.** It suffices to prove that the case that all roots are simple; the case of multiple roots follows by continuity (multiple roots will be found by multiple orbits starting at different points in \( S_d \)). The set \( S_d \) intersects the central subannulus of the channel with largest modulus of each root in at least one point, so the corresponding orbits are \( R \)-central, for the choice of \( R \) specified in proposition 2.7, and all their orbit points \( \varepsilon \) satisfy \( d(z, N_R(z)) < \tau := 2 \log d \).

By proposition 7.2, each of these points needs at most

\[
\pi (4d + 1)^2 (2\tau d + 1/4) (2\tau + 4 \log 3) (2(d - 1) + \log 2d - \log 2(\varepsilon) + M + 2)
\]

\[
+ d \log 2 | \log 2 \varepsilon - 5 | + 1
\]

iterations to be \( \varepsilon \)-close to the corresponding root. Since all roots again have to compete for the area within \( \mathbb{D} \), the total number of iterations combined to get \( \varepsilon \)-close to all \( d \) roots, for one starting point per root, satisfies the same bound, except that a factor \( d \) comes in in the part of the estimate where the roots do not compete for area, and this is the term with \( \log 2 | \log 2 \varepsilon | \) (which is subordinate to the \( d \) \( | \log \varepsilon | \) term). This proves the claim.

\[ \square \]
Remark. We believe that this result in the worst case can be improved at least by a factor of $d$: the factor $f_d$ in lemma 7.1 is exponential in $d$, and the worst case leading to this estimate seems very unrealistic. Indeed, in the recursive arguments leading to the exponential factor $f_d$, every recursive step forgets much of what had been concluded about the mutual location of the roots considered so far. It seems plausible that a more elaborate recursive argument should replace $f_d$ by a polynomial in $d$. Even though $f_d$ enters only logarithmically, $\log f_d$ still contributes a factor of $d$. If $f_d$ could be replaced by a polynomial in $d$, this would gain a factor of $d/\log d$.

In contrast, the complexity in $\epsilon$ really is $|\log \epsilon|$, rather than $\log |\log \epsilon|$, in the presence of multiple roots because Newton’s method at multiple roots converges only linearly, not quadratically.

8. Root finding in theory and practice: towards optimal bounds

Since one can argue that any theoretical result on root finding is only as useful as its success in practice, we give a brief overview on practical performance.

As mentioned in the introduction, there are numerous root finding methods that are in practical use. Typically they have a well known analysis of local convergence: that means complexity as the accuracy $\epsilon$ tends 0 for fixed degree. Just as typically, they are not supported by global theory, even when they work well in practice: it is not clear where to start, what the likelihood of success is, and how long it takes. When it comes to polynomials of very large degrees (measuring complexity in terms of degrees $d \to \infty$), we are aware of only two methods that have been implemented successfully: Newton and Ehrlich–Aberth. It is interesting to compare their performance, and this was done systematically in [SCRSSS].

One of the principal results is that Newton’s method finds those roots particularly efficiently that are on the boundary of the convex hull formed by all roots, so Newton is able to factorize polynomials particularly efficiently when most roots are on this boundary. Another obvious advantage, not in the number of iterations but in overall performance, is when the polynomials can be evaluated very fast (for instance, when they are given by iterative methods) because essentially all computing time goes into evaluation of the polynomial and its derivative.

For Ehrlich–Aberth, the slow part is not evaluation of the polynomials, but evaluation of a multipole term that relates the approximations to the roots. Therefore, this method cannot really take advantage of polynomials that are fast to evaluate, such as when given by recursion.

One set of polynomials that were evaluated both using MPSo1ve 3.0 (by Bini and co-authors) and using Newton (in [SSt, RaSS]) are known as ‘Mandelbrot center polynomials’: this is a recursively defined sequence of polynomials of degrees $2^n$, for $n \in \mathbb{N}$: we have $p_1(c) = c$ and $p_{n+1}(c) = p_n^2(c) + c$. These are very ill-conditioned, and they were selected independently as ‘demo cases’ for MPSo1ve 3.0 by the authors of this package, and in the studies of Newton’s method in practice [SSt, RaSS] (even though they are not of the form that all or most roots are on the boundary of the convex hull, and thus not of the form where Newton seems to work best; in reality it works well anyway).

Newton (in the implementation of [SSt] that is based on the present paper) and Ehrlich–Aberth (in the MPSo1ve implementation) have been used quite successfully for polynomials up to degrees one million and more. But both have recent substantial improvements that leave the realm that is supported by theory and thus, with some sort of optimism, lead to drastic acceleration that make, in certain cases, degrees exceeding one billion feasible.

On the Newton side, this is the ‘iterated refinement method’ [RaSS] that is based on the observation that the guaranteed success of Newton is based on starting points at a certain
Table 1. Finding periodic points of $q_2(z) = z^2 + 2$ and of $q_i(z) = z^2 + i$. The first two columns show period $n$ and degree $d = 2^n$. The third column shows the number of Newton iterations (times $d$) required to find all $d$ roots of $q_2^n(z) - z$; the next column show the computing time on a standard PC computer from about 2012 (single core). The final two columns show the same for the polynomials $q_i^n(z) - z$. For comparison: 4 d have 345 600 s, comparable to the computing time for the largest experiment in both series.

| Period $n$ | Degree $d = 2^n$ | $z^2 + 2$ Iterations $\times d$ | Computing time (s) | $z^2 + i$ Iterations $\times d$ | Computing time (s) |
|-----------|------------------|-------------------------------|------------------|-------------------------------|------------------|
| 12        | 4096             | 756                           | 1                | 362                           | 0                |
| 15        | 32 768           | 1220                          | 16               | 461                           | 3                |
| 18        | 262 144          | 1786                          | 201              | 561                           | 29               |
| 21        | 2097 152         | 2437                          | 2407             | 661                           | 320              |
| 24        | 16 777 216       | 3204                          | 32 401           | 762                           | 3320             |
| 27        | 134 217 728      | 4044                          | 320 567          | 865                           | 33 194           |
| 30        | 1073 741 824     | 1008                          |                   | 335 431                       |                  |

Figure 5. Complexity for finding all roots of $q^n(z) - z$, where $q(z) = z^2 + i$, for $n \leq 30$ (this polynomial has degree $2^n$). Blue: the number of iterations, scaled by $50d \log^{0.11} d$; red: the computing time in $\mu$s, scaled by $d \log^2 d$. (The deviations for small degrees are granularity errors due to the fact that the computing time was reported in whole seconds.) Note that the vertical axis does not start at 0.

distance away from the disk containing all roots. Convergence towards this disk is linear, so each of the $d$ or more orbits need $\Omega(d)$ iterations to get closer to the disk, which alone leads to at least quadratic complexity. However, since the dynamics away from this disk is quite predictable, one can start with many fewer orbits on a large disk and refine these orbits only once the dynamics of adjacent orbits differs significantly. In practice, log-linear complexity to find all $d$ roots has been achieved for certain families of polynomials of very high degrees (see table 1 and figure 5).
For Ehrlich–Aberth, we recently learned from Dario Bini, senior author of the MPSolve implementation, that they successfully implemented a fast approximation to the multipole term that usually dominates computing time. This has led to a drastic speed-up especially for polynomials that can be evaluated quickly by recursion, leading to very fast success even for very high degrees (so this is no longer Ehrlich–Aberth proper, but an approximation to this approximative method).

Since this paper is about root finding by Newton, let us conclude with a few remarks on our Newton implementation. All computations were done on a standard PC with a single active core (multiple cores would reduce the time almost linearly). Even for these extremely large degrees, no special arithmetic was required, nor did the compiler software have to be adapted. It seems that the limiting factor for the computations are still not numerical issues but RAM memory constraints (for degree $2^{27}$ the output file alone required about 9 Gigabytes of memory); quite possibly the limit can be pushed substantially further by optimizing the software.

It is a noteworthy and perhaps amusing fact that for $q^n(z) - z$ the constant coefficient has magnitude greater than $2^{2^n}$, far greater than can be stored using any standard arithmetic (for $n = 27$ this quantity has more than 40 million decimal digits!; while all roots are clustered within a disk of radius 2 and are thus very close to each other) — but this caused no problem for the computations at all. Our iterative evaluation of the polynomials does not require the coefficients; these results would be impossible for many reasons (and by many orders of magnitude) had one tried to work on the polynomials in coefficient form.
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Appendix . Geometry of hyperbolic geodesics

In this appendix, we will prove the claim that the line segments $X(t)$ as introduced in section 4 are disjoint. We will repeatedly use Ahlfors’ theorem that every Euclidean disk $D \subset U$ is convex with respect to hyperbolic geodesics in $U$ [1]. Hence for every geodesic $\gamma$ the set $\gamma \cap \overline{D}$ is connected.

Lemma A.1 (Euclidean curvature radius). Let $U \subset \mathbb{C}$ be a Riemann domain and $\gamma: \mathbb{R} \to U$ a geodesic with respect to the hyperbolic metric of $U$. For some $t_0 \in \mathbb{R}$, let $\eta := \text{dist}(\gamma(t_0), \partial U)$. Then the Euclidean curvature radius of $\gamma$ at $\gamma(t_0)$ is at least $\eta/2$.

Proof. Let $D_1$ and $D_2$ be the two open disks of radius $\eta/2$ tangent to $\gamma$ at $\gamma_0$ (on the two sides of $\gamma$); by definition of $\eta$, they are both contained in $U$ (see figure 6). If the curvature radius of $\gamma$ at $\gamma(t_0)$ is less than $\eta/2$, then $\gamma$ must enter the interior of a single one of the two disks $D_1$ and $D_2$ for $t > t_0$ and $t < t_0$ near $t_0$. This is a contradiction to Ahlfors’ theorem that disks are hyperbolically convex.
This bound might well be sharp. Björn Gustafsson [GS, corollary 8.3] observed that it is sharp for domains \( U \subset \mathbb{C} \) that are allowed to contain the point at \( \infty \), and Edward Crane observed that it is not far from being sharp for domains \( U = \mathbb{C} \setminus \mathbb{R}_0 \).

Recall that for a Riemann domain \( U \subset \mathbb{C} \) and a hyperbolic geodesic \( \gamma : \mathbb{R} \to U \) parametrized by Euclidean arc length, we defined \( \eta(t) \) as the Euclidean distance of \( \gamma(t) \) to \( \partial U \), and \( X(t) \) as the straight line segment (without endpoints) of length \( \eta(t) \) with centre at \( \gamma(t) \) that intersects \( \gamma \) perpendicularly at \( \gamma(t) \).

**Proposition A.2.** All \( X(t) \) are disjoint.

**Proof.** (0) Suppose \( X(t_0) \) and \( X(t_1) \) intersect; without loss of generality, suppose that \( \eta(t_0) \geq \eta(t_1) \) and \( t_1 > t_0 \). Let \( D_0 \) be the open disk centred at \( \gamma(t_0) \) and with radius \( \eta(t_0) \), and let \( D_1 \) and \( D_2 \) be the two open disks of radius \( \eta(t_0)/2 \) tangent to \( \gamma'(t_0) \); then both disk boundaries are tangent (from the inside) to \( \partial D_0 \), and \( X(t_0) \) is exactly the open straight line segment connecting their centres. Let \( \ell \) be the straight line that contains \( X(t_0) \). Since \( X(t_0) \subset D_1 \cup D_2 \cup \gamma(t_0) \), it is no loss of generality to assume that \( X(t_0) \) and \( X(t_1) \) intersect within \( \overline{D_1} \).

(a) First observe that the geodesic \( \gamma \) is disjoint from \( D_1 \) and \( D_2 \): this follows from Ahlfors’ theorem mentioned above: if not, there is some point \( \gamma(t_2) \in D_1 \), say. Consider a disk \( D'_1 \subset D_1 \) tangent to \( D_1 \) at \( \gamma(t_0) \) and so that \( \gamma(t_2) \in \partial D'_1 \). Then \( \gamma(t_0) \) and \( \gamma(t_2) \) are in \( \partial D'_1 \), so by Ahlfors’ theorem we must have \( \gamma(t_0, t_2) \subset \overline{D'_1} \). But the radius of \( D'_1 \) is smaller than the curvature radius of \( \gamma \) at \( t_0 \) (lemma A.1), and this is a contradiction.

(b) Let \( E \) be the convex hull of \( D_1 \cup D_2 \). We claim that \( \gamma \cap \overline{E} \) is connected. Indeed, suppose \( \gamma(t_2) \not\in \overline{E} \), but \( \gamma(t_1) \in \partial E \), with \( t_0 < t_2 < t_3 \), say. Then there is a disk \( D' \subset U \) with radius...
\[ \eta(t_0)/2 \] with centre on \( X(t_0) \), translated so that \( \gamma(t_0) \in \partial D' \). Since \( \gamma(t_0) \in D' \), it follows that \( \gamma \cap D' \) is not connected, a contradiction.

(c) Our next claim is that along \( \gamma \cap E \), no tangent vector is perpendicular to \( \gamma'(t_0) \); this means that, if we call the direction of the tangent vector \( \gamma'(t_0) \) ‘horizontal’, then \( \gamma \cap E \) is a graph over the horizontal direction. For a proof by contradiction, suppose there is a \( t > t_0 \), say, with \( \gamma(t_2) \in E \) and \( \gamma'(t_2) \) perpendicular to \( \gamma'(t_0) \). Let \( D'_1 \) and \( D'_2 \) be the two disks with centres on \( \ell \) and with radii \( \eta(t_0)/2 \) and so that \( \gamma(t_2) \in \partial D'_1 \cap \partial D'_2 \). Since \( \gamma(t_2) \in E \setminus (D_1 \cup D_2) \) by step (1), it follows that \( \gamma(t_0) \in D'_1 \cap D'_2 \) (every disk with radius \( \eta(t_0)/2 \) and centre on \( \ell \) is a ‘vertical’ translate of \( D_1 \) and \( D_2 \), and if it contains a point in \( E \setminus (D_1 \cup D_2) \) it must contain \( \gamma(t_0) \)). Therefore \( D'_i \subset E \) for \( i = 1, 2 \).

One of the two disks \( D'_1 \) and \( D'_2 \) thus has the property that \( \gamma(t_2 + \epsilon) \in D'_i \) for small \( \epsilon > 0 \), but not for small \( \epsilon < 0 \). Since \( \gamma(t_0) \in D'_i \) and \( t_0 < t_2 - \epsilon < t_2 \), this contradicts Ahlfors’ theorem once again.

(d) For the final step, recall that \( t_0 \) and \( t_1 > t_0 \) are such that \( X(t_0) \) and \( X(t_1) \) intersect, and \( \eta(t_0) \geq \eta(t_1) \). Consider the point \( \gamma(t_1) \) and let \( D \) be the unique disk of radius \( \eta(t_0)/2 \) with centre on \( \ell \) and so that \( \gamma(t_1) \in \partial D \) (this leaves two choices, and we take the disk with centre closest to the centre of \( D_1 \)). Since \( \gamma(t_1) \notin D_i \), the centre of \( D \) is strictly between the centres of \( D_1 \) and \( D_2 \), and hence \( \gamma(t_0) \in D \). By Ahlfors’ theorem again, we have \( \gamma([t_0, t_1]) \subset D \), and \( \gamma(t) \notin D \) for \( t > t_1 \).

Since \( \gamma \) must leave \( D \) in the direction of increasing \( t \), the tangent vector \( \gamma'(t_1) \) must either be parallel to the tangent vector of \( \partial D \) at \( \gamma(t_1) \), or its slope must be smaller. If they are parallel, then the distance from \( \gamma(t_1) \) to \( \ell \) along \( X(t_1) \) is exactly \( \eta(t_0)/2 \) (the radius of \( D \)), while the length of \( X(t_1) \) is \( \eta(t_1)/2 \leq \eta(t_0)/2 \) (from the centre point \( \gamma(t_1) \) in both directions), so \( X(t_1) \) cannot intersect \( X(t_0) \) (by definition, the \( X(t) \) do not contain the endpoints). If the slope of \( \gamma'(t_1) \) is smaller than that of the circle, then the distance from \( \gamma(t_1) \) to \( \ell \) in the direction of \( X(t_1) \) is even greater. Therefore, \( X(t_0) \) and \( X(t_1) \) cannot intersect.

\[ \square \]
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