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Abstract

Given a graph $G = (V, E)$ with non-negative real edge lengths and an integer parameter $k$, the (uncapacitated) Min-Max Tree Cover problem seeks to find a set of at most $k$ trees which together span $V$ and each tree is a subgraph of $G$. The objective is to minimize the maximum length among all the trees. In this paper, we consider a capacitated generalization of the above and give the first constant factor approximation algorithm. In the capacitated version, there is a hard uniform capacity ($\lambda$) on the number of vertices a tree can cover. Our result extends to the rooted version of the problem, where we are given a set of $k$ root vertices, $R$ and each of the covering trees is required to include a distinct vertex in $R$ as the root. Prior to our work, the only result known was a $(2k - 1)$-approximation algorithm for the special case when the total number of vertices in the graph is $k\lambda$ [Guttmann-Beck and Hassin, J. of Algorithms, 1997]. Our technique circumvents the difficulty of using the minimum spanning tree of the graph as a lower bound, which is standard for the uncapacitated version of the problem [Even et al.,OR Letters 2004] [Khani et al.,Algorithmica 2010]. Instead, we use Steiner trees that cover $\lambda$ vertices along with an iterative refinement procedure that ensures that the output trees have low cost and the vertices are well distributed among the trees.
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1 Introduction

Covering vertices of a given graph using simpler structures, for example, paths, trees, stars and so on, have long attracted the attention of the Computer Science and Operations Research communities. This can be attributed to a variety of applications in vehicle routing, network design and related problems. One classical example is the so-called ‘Nurse Location Problem’ \[10\]. The goal is to place a group of nurses at different locations and finding a tour for each of them so that every patient is visited by a nurse. A similar setting arises in vehicle routing. Suppose we are given a set of vehicles, initially located at a given set of depots. The goal is to find a tour for each of these vehicles, each starting and ending at the respective depots so as to cover client demands at various locations. One of the most popular objectives is to minimize the maximum distance travelled by any vehicle, also known as the makespan of the solution. A standard reduction shows that this problem is equivalent, within an approximation factor of 2, to finding trees in a graph such that all vertices in the graph are covered by the union of these trees. In this paper, we consider a natural generalization of the above setting. As before, we are given a set of vehicles, initially located at a given set of depots and a set of clients. Additionally one package is to be delivered to each of the clients and each vehicle can carry at most a fixed number of packages (all packages are identical). We have to find a set of tour such that each client receives a package and the objective, as before is to minimize the maximum distance travelled by any vehicle. This can be seen as a capacitated version of the Nurse Location Problem, where each nurse can visit at most a given number of patients. We formally define the problem now, which will be useful in further discussions.

1.1 Notations and Preliminaries

We set up some preliminaries, notations and definitions from literature that will be useful in the exposition of our contributions. The set of positive integers \{1, 2, \ldots, n\} is denoted by \([n]\). Given a graph \(G = (V, E)\), \(H = (V_H, E_H)\) is a subgraph of \(G\) if \(V_H \subseteq V\) and \(E_H \subseteq E\). We use \(\ell(H)\) to denote the total length of edges in the subgraph \(H\). For any two vertices \(u, v\), \(d(u, v)\) denotes the shortest path distance between \(u, v\). We extend the definition to subsets of vertices \(U, V\) - define \(d(U, V)\) to be \(\min_{u \in U, v \in V} d(u, v)\). The set of vertices in any graph \(H\) is denoted by \(V(H)\).

Definition 1 Min-Max Tree Cover Problem (MMTC) Given a graph \(G(V, E)\), edge length \(\ell: E \to \mathbb{R}_{\geq 0}\) and a parameter \(k\), one is required to output a set of \(k\) trees \(T_i\) for \(i \in [k]\), such that each \(T_i\) is a subgraph of \(G\) and \(\bigcup_{i=1}^{k} V(T_i) = V\). The objective is to minimize \(\max_{i=1}^{k} \ell(T_i)\).

Note that two trees in a feasible solution can share vertices as well as edges. In the capacitated version of the problem, we are also given an additional parameter \(\lambda\). A feasible solution to the Capacitated Min-Max k-Tree Cover consists of a set of trees (not necessarily disjoint) \(\mathcal{T} = \{T_1, T_2, \ldots, T_k\}\) along with an assignment of each vertex \(v \in V\) to one of the trees containing it, such that no more than \(\lambda\) vertices are assigned to any \(T \in \mathcal{T}\). The goal, as in the case of uncapacitated case, is to minimize the maximum length of any tree in \(\mathcal{T}\). Let \(\text{cov}(T)\) denote the set of vertices assigned to \(T\). We think of the vertices in \(\text{cov}(T)\) as being covered by \(T\). Hence, in any feasible assignment \(\bigcup_{T \in \mathcal{T}} \text{cov}(T) = V\) and \(|\text{cov}(T)| \leq \lambda\) for all \(T \in \mathcal{T}\). Note that a vertex may be a part of multiple trees, but it is covered by exactly one of them. Whenever the notation \(\text{cov}(T)\) is used, there is an (implicit) underlying assignment of vertices to the trees.

Definition 2 Capacitated Min-Max Tree Cover (CapMMTC) Given a graph \(G(V, E)\), edge length \(\ell: E \to \mathbb{R}_{\geq 0}\), and two integer parameters \(k, \lambda\), one is required to output a set of \(k\) trees \(T_i\) for \(i \in [k]\) along
with an assignment of every vertex in $G$ to a tree, such that each $T_i$ is a subgraph of $G$, $\cup_{i=1}^{k} \text{cov}(T_i) = V$ and $|\text{cov}(T_i)| \leq \lambda$ for $i \in [k]$. The objective is to minimize $\max_{i=1}^{k} \ell(T_i)$.

In the rooted version of MMTC and CapMMTC, we are given a set of $k$ roots as well. The only additional constraint being that each tree in the output should contain a distinct root. We will refer to these problems as Rooted Min-Max Tree Cover Problem (RMMTC) and Capacitated Rooted Min-Max Tree Cover (CapRMMTC).

1.2 Our Contribution

We give the first polynomial time constant factor approximation algorithm for CapMMTC and CapRMMTC.

**Theorem 1** There is a polynomial time $O(1)$-approximation algorithm for CapMMTC.

**Theorem 2** There is a polynomial time $O(1)$-approximation algorithm for CapRMMTC.

Our algorithms are much more intricate and involved than those which give an $O(1)$ approximation for the uncapacitated case, as is generally the case with capacitated versions of many problems in combinatorial optimization, for instance k-median and facility location problems. These are the first approximation algorithms for both the problems, to the best of our knowledge. The only known result is a $(2k-1)$-approximation for the special case when the total number of vertices in the graph is $k\lambda$ and hence every tree must contain exactly $\lambda$ vertices [12]. All our algorithms are combinatorial. We first show the result for the unrooted case, i.e., CapMMTC and then extend the ideas to prove the result for the rooted problem CapRMMTC. We show that the value of the constant in Theorem 1 and 2 is $\leq 300$. For simplicity of exposition, we have not tried to optimize the constant. We believe that it should be possible to do so with some more effort and leave it as an open problem. We prove Theorem 1 in Section 2 and defer the proof of Theorem 2 to the Appendix, Section 3.

1.3 Related Work

Even et al. [10] and Arkin et al. [3] gave 4-approximation algorithms for both rooted and unrooted (uncapacitated) MMTC. Khani et al. improved the unrooted version to a 3-approximation [16], whereas Nagamochi and Okada [17] gave a $3 - 2/(k+1)$-approximation for the special case of the rooted version where all roots are co-located. On the other hand, the MMTC problem has been shown to be hard to approximate to a factor better than $3/2$, assuming $P \neq NP$ [20]. The problem has been considered when the underlying graph has special structure. The rooted version of the MMTC problem on a tree admits a PTAS, as shown recently by Becker and Paul [5], while the unrooted version has a $(2 + \epsilon)$-approximation, given by Nagamochi and Okada [17]. Further, Chen and Marx gave fixed parameter tractable algorithms for the problem on a tree [8]. MMTC on a star is equivalent to the classical makespan minimization problem on identical machine, for which elegant EPTAS-es are well known [11]. In stark contrast, no approximation algorithms have been reported so far for the capacitated versions of these problems, to the best of our knowledge. Guttmann-Beck and Hassin gave an $(2k-1)$-approximation for the special case where the number of vertices in each tree is exactly $\lambda$ [12]. On the other special case of a star metric, an EPTAS result follows from the work on identical machine scheduling with capacity constraints [7]. Interestingly, the problem becomes inapproximable if one disallows sharing of vertices and edges between the trees in the solution [12], even when $k=2$. A related but quite different setting is that
of bounded capacity vehicle routing with the objective of minimizing the total length of all the
tours. Here, a vehicle is allowed to make multiple tours to cover all the points, however, each tour
can serve at the most $\lambda$ clients. This problem has been well studied, a $2.5 - \lambda^{-1}$-approximation
is known for general graphs [13], while Becker et al. have reported a PTAS on planar graphs re-
cently [4]. Capacitated versions of other classical combinatorial optimization problems are very
well studied and we give a highly non-exhaustive list here. Capacitated unweighted vertex cover
admits a 2-approximation [14, 19]. Capacitated versions of clustering problems like k-center [2],
k-median [6] and scheduling problems [18] have also been widely popular.

1.4 High Level Ideas and Techniques

Most algorithms for either MMTC or rooted MMTC build upon the following idea. Assume that
we know the optimal tree cost - say $T^*$. Further, for ease of exposition, let us assume that the
graph is connected and does not contain any edge of length more than $T^*$. Now consider the $k$
trees in the optimal solution, each of total length at most $T^*$. Adding at most $k - 1$ edges to the
union of these trees forms a spanning tree of the entire graph. Hence, the minimum spanning tree
(MST) cost is upper bounded by $(2k - 1)T^*$. This leads to the natural idea of starting with the
MST of the graph. At a high-level, we can root the tree at an arbitrary vertex, traverse it bottom-
up and chop it off as soon as the total cost of the traversed sub-tree is between $[2T^*, 4T^*]$. This
needs to be done carefully and we would refer the reader to [10] for details. Now, this can create
at most $k$ partitions of the MST, each of cost at most $4T^*$. The rooted version uses a similar idea,
but requires more care. Let us try to apply this idea to the capacitated case. A potential problem is
that, we have no control over the structure of the MST. In particular, some part of the MST might
be dense - it might contain a connected subtree that has small length but covers a large number
of vertices, while some other parts might be sparse. Hence, cutting off the MST on the basis of
length as above might end up producing infeasible trees, although the cost might be bounded.
One possible idea to fix this could be to further cut off the dense subtrees and try and re-combine
them with the sparse subtrees. However, it is not clear how to avoid either combining more than a
constant number of subtrees or subtrees that are more than $O(T^*)$ distance away from each other
and hence cannot lead to a constant factor approximation.

Our Approach : Using $\lambda$-Steiner Trees. In order to develop the intuition for our core ideas, we
focus on the special case where each tree in the optimal solution covers exactly $\lambda$ vertices ( note that
each tree may span more than $\lambda$ vertices). We take a different approach to the problem by utilizing
the concept of $\lambda$-Steiner Trees. Given a graph $G$ and a subset of vertices $R$ called terminals, a $\lambda$-
Steiner tree on $R$ is a minimum length subtree of $G$ that contains exactly $\lambda$ vertices from $R$. We
begin with the observation that each tree in the optimal solution covers $\lambda$ vertices and hence OPT
can be thought of as an union of $k \lambda$-Steiner trees in $G$, although not necessarily of the minimum
possible cost. A natural algorithm is to pick an arbitrary root vertex and construct a $\lambda$-Steiner
tree. Computing the $\lambda$-MST and hence $\lambda$-Steiner trees is NP-Hard and hence we resort to the 4-
approximation algorithm that essentially follows from Garg’s algorithm [11]. If we are lucky, we
might end up capturing an optimal tree and continue. However, in the unlucky case, the $\lambda$-Steiner
tree might cover vertices from several of the optimal trees. Now if we disregard these vertices in
further iterations and try to build another $\lambda$-Steiner Tree on the uncovered vertices, we might be
stuck since such vertices in the union of the optimal trees might be far away from each other.
Hence we cannot guarantee that a low cost $\lambda$-Steiner tree exists on these vertices.

We fix this problem by being less aggressive in the first step. We try to build as many $\lfloor \lambda/2 \rfloor$-
Steiner trees as possible that have cost at the most $O(T^*)$ using Garg’s algorithm - call such trees
good. At some point, we might be left with vertices such that there does not exist any $\lfloor \lambda/2 \rfloor$-
Steiner trees of low cost that can cover them - let us call them bad vertices. In order to cover the bad vertices, we deploy an iterative clustering procedure. We begin by applying the algorithm of Khani and Salavatipour [16] for MMTC, henceforth termed as the KS-algorithm, on the bad vertices. Note that this will return at most \( k \) trees each of cost \( O(T^*) \), although we still cannot prove any lower bound on the number of vertices covered by each tree. Next we set up a bipartite matching instance with these newly formed trees on the left hand side and the good trees on the right hand side. We introduce an edge between two trees if and only if they are separated by a distance of at the most \( T^* \). The crucial claim now is - if there exists a Hall Set in this matching instance, say \( S \), then the number of trees in \( S \) is strictly greater than the number of trees that the optimal solution forms with the vertices covered by \( S \). Hence, applying the KS-algorithm on the vertices in \( S \) reduces the number of trees in \( S \) without increasing the cost of each tree. This idea forms the heart of our algorithm. We apply the KS-algorithm iteratively until there is no Hall Set, at which point we can compute a perfect matching of the bad trees. Each bad tree can now be combined with a good tree to produce a tree that has cost \( O(T^*) \) and contains at least \( \lambda/2 \) vertices each. In a nutshell, the above procedure circumvents the problem of creating too many sparse trees. It ensures that every tree is sufficiently dense - covers at least \( \lceil \lambda/2 \rceil \) vertices and are of low cost. Consider a modified graph \( \tilde{G} \) created by contracting the edges of the dense trees. Since the original graph is connected and each edge has length at the most \( T^* \), \( \tilde{G} \) is also connected and any edge in \( \tilde{G} \) has length at the most \( T^* \). We utilize these properties to distribute the vertices and ensure that the final set of trees have exactly \( \lambda \) vertices each and cost at the most \( O(T^*) \). We note that under the assumption that every optimal solution tree has exactly \( \lambda \) vertices as well, the above algorithm will produce exactly \( k \) trees.

Our algorithm for the capacitated problem builds upon the above ideas. However, one major bottleneck is that we can no longer assume that each tree in the optimal solution contains exactly \( \lambda \) vertices. In fact, there could be trees which have a small number of vertices, say less than \( \lambda/2 \) - call them light trees and the rest heavy. Handling this situation requires more subtle ideas. We again start by creating \( \lceil \lambda/4 \rceil \)-Steiner trees of low cost as long as possible which we call good trees and as before, we shall be left with some bad trees that contain less than \( \lambda/4 \) vertices each, but have bounded cost. Unfortunately, the iterative refinement procedure is no longer guaranteed to produce a perfect matching, as before. However, we are able to show the following. Existence of a Hall Set even after applying the said refinement is a certificate of the fact that optimal solution contains a significant number of light trees - suppose this number is \( k_\ell \). Then, we add \( k_\ell \cdot \lceil \lambda/2 \rceil \) dummy vertices co-located with suitably chosen bad vertices. The upshot is that, this addition ensures that each bad tree now becomes a good tree, together with the dummy vertices. Further, the total number of vertices including the dummy vertices is still bounded above by \( k\lambda \). Together, this gives us that, creating trees of size exactly \( \lambda \) cannot result in more than \( k \) trees in the solution.

2 Capacitated Min-Max Tree Cover

In this section, we shall describe our algorithm for the CapMMTC problem and prove Theorem 1. The first step in our algorithm is to guess the value of the optimal solution - call it \( T^* \). We remove all edges from \( G \) that are of length bigger than \( T^* \) since the optimal solution can never use any such edge. The resulting graph \( \tilde{G} \) has, say, \( p \) connected components - call them \( G_1, G_2, \ldots, G_p \), \( p \leq k \). Suppose, in the optimal solution, there are \( k_i \) trees that cover all vertices in \( G_p, i = 1, 2, \ldots, p \). Then, \( \sum_{i=1}^{p} k_i = k \). For each connected component \( i \), we run our algorithm to get at most \( k_i \) trees with cost \( O(T^*) \). Due to the above argument, in subsequent exposition, we shall assume that we have a connected graph \( G(V, E) \) with edge lengths \( \ell(e) \leq T^* \), \( \forall e \in E \) and there are \( k \) trees in the optimal
solution that cover V such that every tree has cost at most $T^*$ and covers at most $\lambda$ vertices. There could be multiple optimal solutions. For the purpose of our discussion we pick one arbitrarily and whenever we refer to an optimal solution, we mean this particular solution. We shall divide the trees in the optimal solution into two classes for the purpose of analysis. Define a tree $T$ in the optimal solution to be light if $|\text{cov}(T)| \leq \lfloor \lambda/2 \rfloor$ and heavy otherwise. Define $k_{\text{heavy}}$ and $k_{\text{light}}$ to be the number of heavy and light trees respectively. We shall prove the following theorem.

**Theorem 3** Given a connected graph $G(V, E)$ with the edge lengths $\ell : E \rightarrow \mathbb{R}_{\geq 0}, \ell(e) \leq T^*, \forall e \in E$ and non-negative integers $k, \lambda$, suppose there exists $k$ trees $T_1, T_2, \ldots, T_k$ along with an assignment of vertices to the trees, such that $T_i$ is a subgraph of $G, |\text{cov}(T_i)| \leq \lambda$ and $\ell(T_i) \leq T^*$ for $i \in [k]$. Then there exists a polynomial time algorithm that finds a set of trees $T_1', T_2', \ldots, T_k'$ along with an assignment of vertices to the trees such that $k' \leq k$, for each $T_i', \ell(T_i') = \mathcal{O}(T^*)$ and $|\text{cov}(T_i')| \leq \lambda$.

Before proceeding to the proof of the Theorem above, we show how it implies a proof for Theorem 1.

**Proof:** [Theorem 1] We can use Theorem 3 to carry out a binary search for the correct value of $T^*$ - the optimal solution - in the range $[0, \sum_{e \in E} \ell(e)]$. For a particular choice of $T^*$, we remove all edges that are of length more than $T^*$ and apply Theorem 3 to each of the connected components. If the total number of trees formed by our algorithm over all components is at most $k$, then we iterate with a guess $T^*/2$, otherwise with $2T^*$. The correctness follows from Theorem 3 since our algorithm will create at most $k'$ trees for connected component $V'$, provided optimal solution makes $k'$ trees as well and the guessed value $T^*$ is correct.

**Definition 3** Given an integer $\lambda > 0$, a tree $T$ is called $\lambda$-good if $|\text{cov}(T)| \geq \lambda/4$.

**Definition 4** $\lambda$-Steiner Trees. Given a graph $G(V, E)$ and a subset of vertices $R$ called terminals, $\lambda$-Steiner tree is a tree which is a subgraph of $G$ that spans exactly $\lambda$ terminals. The special case of $R = V$ is called $\lambda$-MST.

We shall be using the 2-approximation algorithm for minimum cost $\lambda$-MST from [11] as a blackbox, which implies a 4-approximation for the minimum cost $\lambda$-Steiner tree problem. Our algorithm has three phases $A, B$ and $C$, each making progress towards the proof of Theorem 3.

### 2.1 Algorithm $A$ : Constructing $\lambda$-good trees

Recall that the input is a graph $G = (V, E)$, with edge lengths $l_e \leq T^*, e \in E$. Further, we assume that there exists a partition of $V$ into $k$ trees such that the cost of each tree is at most $T^*$ and each tree covers at most $\lambda$ vertices (with respect to some assignment). We maintain a set of covered vertices $V_c$ throughout our algorithm. Initially $V_c = \emptyset$. The following is done iteratively. Pick an arbitrary vertex $v \in V \setminus V_c$ which has not been covered in any previous iteration. Construct a 4-approximate minimum cost $\lceil \lambda/4 \rceil$-Steiner Tree in $G$, rooted at $v$ with the terminal set being $V \setminus V_c$. If the cost of this tree is at most $4T^*$, then add this tree to the set $\lambda_{\text{good}}$, add all terminals spanned by this tree to $V_c$. At the termination of this loop, set $V_{\text{bad}} = V \setminus V_c$.

**Lemma 4** At termination of Algorithm $A$,

1. $V = \text{cov}(\lambda_{\text{good}}) \cup V_{\text{bad}},$ where $\text{cov}(\lambda_{\text{good}}) = \bigcup_{T \in \lambda_{\text{good}}} \text{cov}(T)$

2. For any tree $T \in \lambda_{\text{good}}, |\text{cov}(T)| = \lfloor \lambda/4 \rfloor$ and $\ell(T) \leq 4T^*$
Input: Graph $G = (V, E), \lambda$

Output: Set of trees $\lambda_{\text{good}}$ and set of vertices $V_{\text{bad}}$

\[
V_c \leftarrow \phi, \lambda_{\text{good}} \leftarrow \phi, V_{\text{temp}} \leftarrow V
\]

While $V_{\text{temp}} \neq \phi$

\[
\text{Pick } v \in V_{\text{temp}} \text{ arbitrarily} \\
T \leftarrow \lceil \lambda/4 \rceil - \text{Steiner tree rooted at } v \text{ with terminal set defined as } V \setminus V_c \\
cov(T) \leftarrow \text{terminals in } V \setminus V_c \text{ covered by } T
\]

If $\ell(T) \leq 4T^*$ Then

\[
\text{Add } T \text{ to } \lambda_{\text{good}} \\
\text{Update } V_{\text{temp}} \leftarrow V_{\text{temp}} \setminus \text{cov}(T), V_c \leftarrow V_c \cup \text{cov}(T)
\]

Else

\[
\text{Update } V_{\text{temp}} \leftarrow V_{\text{temp}} \setminus \{v\}
\]

$V_{\text{bad}} \leftarrow V \setminus V_c$

Return $\lambda_{\text{good}}$ and $V_{\text{bad}}$

Figure 1: Algorithm A

Lemma 5 For any heavy tree in OPT, say $T$, at least half of the vertices covered by $T$ in OPT, i.e. $\text{cov}(T)$ are covered by the union of trees in $\lambda_{\text{good}}$

Proof: Assume otherwise. This implies that at least $\lambda/4$ vertices covered by $T$ are added to $V_{\text{bad}}$ - let us call this set $V'$. Now, $\ell(T) \leq T^*$ and there must exist a connected sub-tree of $T$ that covers exactly $\lceil \lambda/4 \rceil$ vertices from $V'$. Hence, some iteration of Algorithm A must have returned a tree of cost at most $4T^*$ covering $\lceil \lambda/4 \rceil$ vertices from $V'$ and this tree was added to $\lambda_{\text{good}}$. Consequently, $V'$ cannot be a subset of $V_{\text{bad}}$ leading to a contradiction.

2.2 Algorithm B: Covering $V_{\text{bad}}$ vertices with $\lambda_{\text{good}}$ trees

Recall that in the previous section, we gave algorithm to construct a set of trees $\lambda_{\text{good}}$ such that for any tree $T \in \lambda_{\text{good}}$, $\ell(T) \leq 4T^*$ and $|\text{cov}(T)| = \lceil \lambda/4 \rceil$. Further, we extracted a subset of vertices $V_{\text{bad}}$ such that no $\lceil \lambda/4 \rceil$-Steiner tree of cost at the most $4T^*$ exists covering these vertices. In this section, we shall give a procedure to cover the vertices in $V_{\text{bad}}$, either by constructing new trees that have large size but low cost, or by merging them in to the existing $\lambda_{\text{good}}$ trees. In the following procedure, we shall be making use of the 3-approximation algorithm by Khani and Salavatipour [16] for the MMTC problem. Recall the main theorem from above paper, re-phrased to suit our notations.

Theorem 6 [16] Given an undirected graph $G(V, E)$, an integer $k$ and edge lengths $\ell$, if there exists a set of $k$ trees (subgraphs of $G$) $T_1, T_2, \ldots, T_k$, along with an assignment of vertices to the trees, such that $\max_{i \in [k]} \ell(T_i) \leq T^*$ and $\bigcup_{i=1}^{k} \text{cov}(T_i) = V$, then there exists a polynomial time algorithm that outputs trees (subgraphs of $G$) $T'_1, T'_2, \ldots, T'_{k'}$, along with an assignment of vertices to the trees such that $\max_{j \in [k']} \ell(T'_j) \leq 3T^*, \bigcup_{j=1}^{k'} \text{cov}(T'_j) = V$ and $k' \leq k$.

We refer to the algorithm referred to in the above theorem as the KS-Algorithm in subsequent sections. As mentioned earlier, although the trees $T'_j$ might share vertices and edges, the set of
vertices that such trees cover forms a partition of $V$. Note that KS algorithm takes an edge weighted graph and number of trees as input.

A Bipartite Matching Instance: Our algorithm first constructs a maximum matching instance on a suitably defined bipartite graph $H = (B, Q, F)$. In the course of algorithm, $Q$ remains fixed. However, the other partition set $B$ and consequently the edge set $F$ is refined iteratively, each time giving rise to a new maximum matching instance. Our invariants will ensure that, either we end up with a perfect matching of $B$ or conclude that there are significantly many light trees in the optimal solution, which need to be handled separately.

For clarity of notation, we parameterize set $B$ by iteration index $t$ - define $B_t$ to be the partition set $B$ at iteration $t$. A vertex in the set $B_t$ represents a subtree $T_{j,t}, j = 1, 2, \cdots |B_t|$ such that $\bigcup_{j=1}^{|B_t|} \text{cov}(T_{j,t}) = V_{\text{bad}}$. The set $Q$ contains a vertex corresponding to each tree in $T \in \Lambda_{\text{good}}$. Next, we define the edges in $F_t$ at any iteration $t$. There exists an edge $e = (T_{j,t}, T) \in F_t, T \in Q$ if and only if $d(V(T_{j,t}), V(T)) \leq T^\star$. For a fixed $t$, define $M_t$ to be a maximum matching instance on the graph $(B_t, Q, F_t)$. For any subset $B' \subseteq B_t$, let $N(B')$ be the neighborhood set of $B'$ in $Q$.

Algorithm IterRefine. We initialize by setting $B_0 = V_{\text{bad}}$ - each vertex in $B_0$ is a trivial tree containing a single vertex. Now we have the required setup to describe the iterative refinement procedure. At any iteration $t$, we solve the maximum matching instance $M_{t}$. If $M_t$ admits a perfect matching of $B_t$, then we terminate. Otherwise we consider the Hall Set $S \subseteq B_t$ with maximum deficiency, that is argmax$(|S| - |N(S)|)$. Let set $S$ contains the subtrees $T_{1,t}, T_{2,t}, \cdots T_{s,t}, s = |S|$. Let $G_t = (V_t, E_t)$ be defined as: $V_t = \bigcup_{j=1}^{s} \text{cov}(T_{j,t}), E_t = \{(u, v) | u, v \in V_t\}$ and $\ell(u, v)$ is the length of shortest path between $u$ and $v$ in $G$. We run the KS algorithm on $G_t$ with $k = s - 1$. Suppose it returns trees $T'_{1,t}, T'_{2,t}, \cdots T'_{s',t}, s' \leq s - 1$. If cost of each such tree is at most $6T^\star$, we define $B_{t+1} = (B_t \setminus S) \bigcup \{T'_{j,t}\}_{j=1}^{s'}$, the edge set $F_{t+1}$ accordingly and proceed to the next iteration, else we terminate.

| Input: $\lambda_{\text{good}}, V_{\text{bad}}$ | Output: A maximum matching in $H_t$ and Unmatched Set $B_m$ |
|------------------------------------------------|------------------------------------------------|
| Initialize the bipartite graph $H_0 = (B_0, Q, F_0), t \leftarrow 0$ | |
| While there exists a Hall Set in $B_t$ | |
| Pick the Hall Set $S = \arg\max_{S \subseteq B_t}(|S| - |N(S)|)$ | |
| Apply KS-algorithm on $G_t$ with $k = s - 1$. Let $T_{1,t}^{'} \cdots T_{s',t}^{'}$ be the output of the algorithm with $s' \leq s - 1$. | |
| If $\max_{i=1}^{s'} \ell(T_{i,t}^{'}) > 6T^\star$ Then STOP | |
| Else $\{ B_{t+1} \leftarrow (B_t \setminus S) \bigcup \{T_{j,t}^{'}\}_{j=1}^{s'} \}$ and $t \leftarrow t + 1$ | |
| Return Maximum Matching $M_t$ and unmatched subset $B_m \subseteq B_t$ | |

Figure 2: Algorithm IterRefine

The following lemmas are crucial to prove the correctness of our algorithm. We define the
projection of the optimal solution on \(S\) as follows.

\[
\text{OPT}|_{S} = \{T' \in \text{OPT} : \exists T_{i,t} \in S, \text{cov}(T') \cap \text{cov}(T_{i,t}) \neq \emptyset\}
\]

**Lemma 7** At any iteration \(t\), let the number of trees in \(\text{OPT}|_{S}\) be \(m\). Then there exist \(m\) trees \(T_{i}, i \in [m]\) such that \(\bigcup_{i=1}^{m} V(T_{i}) = V_{t}, \ell(T_{i}) \leq 2T^{*}\) and \(T_{i}\) is a subtree of \(G_{t}\) for \(i \in [m]\).

**Proof:** Let \(T'_{i}, i \in [m]\) be the trees in \(\text{OPT}|_{S}\). Fix a tree, say \(T'_{i}\). Consider the graph with each edge of \(T'_{i}\) doubled. It is connected and all degrees are even, hence there exists an eulerian walk, say \(v_{1}, v_{2}, \ldots, v_{l}\). Note that vertices in this walk may be repeated. Identify a unique vertex for each \(v \in V(T'_{i}) \cap V_{t}\) in this sequence. This defines a subsequence of the walk, say \(v_{l_{1}}, v_{l_{2}}, \ldots, v_{l_{k}}\), with every vertex in \(V_{t} \cap V(T'_{i})\) occurring exactly once. This sequence defines a path in \(G_{t}\) since \(G_{t}\) is a complete graph. The total length of path is at most \(2T^{*}\), as length of any edge in \(G_{t}\) is the shortest path distance between the end points in \(G\) and total length of the walk is at most \(2T^{*}\). Repeating this argument for all trees in \(\text{OPT}|_{S}\), we get that vertices in \(V_{t}\) can be covered by \(m\) trees of length at most \(2T^{*}\) each.

**Lemma 8** Suppose \(S\) is the maximum deficiency Hall Set, if any, at termination of Algorithm IterRefine. Further, let \(k_{t}\) be the number of light trees in \(\text{OPT}|_{S}\). Then \(|S| - |N(S)| \leq k_{t}\).

**Proof:** Let \(k_{h}\) be the number of heavy trees in \(\text{OPT}|_{S}\). We first claim that \(|S| \leq k_{h} + k_{t}\). Assume otherwise. But then, by Lemma 7 there exists a partition of \(S\) into exactly \(k_{h} + k_{t}\) trees in \(G_{t}\) with cost at most \(2T^{*}\), by Theorem 6 the KS-algorithm applied on the Hall Set \(S\) with \(k = |S| - 1\) must have produced trees with cost at most \(6T^{*}\) and the algorithm would not have terminated.

Now, we prove that \(|N(S)| \geq k_{h}\). Consider any heavy tree in \(\text{OPT}|_{S}\), say \(T\). By Lemma 5 at least half of the vertices in \(\hat{T}\) are covered by \(\lambda\)-good trees. By construction of the bipartite graph \((B_{t}, Q)\), all such \(\lambda\)-good trees belong to the set \(N(S)\), since any two vertices in the same tree of the optimal solution can be at the most \(T^{*}\) distance away from each other. Thus, adding up over all heavy trees in \(\text{OPT}|_{S}\), the total number of vertices covered by the \(\lambda\)-good trees in \(N(S)\) is at least \(k_{h} \cdot \lceil \lambda/4 \rceil\). But, each \(\lambda\)-good tree in \(N(S)\) covers exactly \(\lceil \lambda/4 \rceil\) vertices. Hence, by pigeon-hole principle, \(|N(S)| \geq k_{h}\). Combining the above two facts, we have \(|S| - |N(S)| \leq k_{t}\).

**Corollary 9** Let \(t'\) be the final iteration of the Algorithm IterRefine. Then, the total number of unmatched trees in \(B_{t'}\) is at most \(k_{light}\).

**Proof:** We use the fact that the size of the maximum matching in \(B_{t'}\) is exactly equal to \(|B_{t'}| - (|S| - |N(S)|)\), where \(S\) is the maximum deficiency Hall Set [9]. Hence, the total number of unmatched trees in \(B_{t'}\) is at exactly \(|S| - |N(S)| \leq k_{t} \leq k_{light}\), by Lemma 8.

We proceed to the final phase of our algorithm, equipped with the above Lemmas. Recall that, there are two types of partitions in \(B_{t'}\) - either matched or unmatched by \(M_{t'}\). First, let us consider the matched partitions - call this set \(B_{m}\). For each tree \(T\) in \(B_{m}\), we take its union with the \(\lambda\)-good tree in \(Q\), say \(\hat{T}\) that it is matched to in \(M_{t'}\). More formally, we build a tree \(T'\) by connecting \(T, \hat{T}\) using the shortest path between the closest pair of vertices in \(T\) and \(\hat{T}\). We set \(\text{cov}(T') = \text{cov}(T) \cup \text{cov}(\hat{T})\). We remove \(\hat{T}\) and add the newly constructed tree \(T'\) to the set \(\lambda\)-good.

Finally, we consider the set of unmatched trees \(B_{m}\). For each such tree, we add \(\lceil \lambda/2 \rceil\) dummy vertices co-located with any arbitrary vertex in the tree. We add this tree to \(\lambda\)-good. This completes the description of the algorithm.

**Lemma 10** At termination, Algorithm B returns a set of trees \(\lambda\)-good that
1. covers all vertices in the set $V \cup V_{\text{dummy}}$.
2. The cost of any tree in $\lambda_{\text{good}}$ is at most $11T^*$.
3. $|V \cup V_{\text{dummy}}| \leq k\lambda$

**Proof:** First we show that all trees in $\lambda_{\text{good}}$ are indeed $\lambda$-good, that is, they cover at least $\lambda/4$ vertices. Recall that, after algorithm $A$, the set $Q$ contains only $\lambda$-good trees, by Lemma 1. At termination of algorithm $B$, each tree is either formed by joining of a tree in the set $Q$ with some tree in $B_m$. Hence, the tree continues to be $\lambda$-good. The only other type of tree in $\lambda_{\text{good}}$ are formed by adding $\lceil \lambda/2 \rceil$ dummy vertices to an unmatched tree in $B_m$. Hence, they are $\lambda$-good by construction. Property 1 follows from Lemma 4 and the fact that cover of trees in $V$ can be found in polynomial time.

For technical reasons that would be clear in Section 2.3, we add some more dummy vertices co-located with an arbitrarily selected $v \in V$, such that the total number of vertices is an integer multiple of $\lambda$. We note at this point that we do not make any claim about the number of trees in the set $\lambda_{\text{good}}$. In fact, the number can be larger that $k$, the original budget. However, in the next Section, we show how to refine the trees such that number of trees is at most $k$, without increasing the cost by more than a constant factor and maintaining the capacity constraints. Also note that all our procedures are polynomial time.

### 2.3 Algorithm $C$ : Converting $\lambda$-good trees to feasible trees

In the previous section, we gave algorithms that ensure the property that each tree covers at least $\lambda/4$ vertices and the cost of each tree is bounded by $O(T^*)$. In this section, we prove that it is possible to construct a solution that creates at most $k$ admissible trees given the previous solution, where $k$ is the number of trees that the optimal solution uses to cover the vertices in the connected component $G = (V, E)$. We prove the following theorem in this section.

**Theorem 11** Let $T_1, T_2, \ldots, T_m$ be trees returned by the Algorithms $A$ and $B$ such that $|\text{cov}(T_i)| \geq \lambda/c$, where $c \geq 1$, $\ell(T_i) \leq \alpha T^*$ for $1 \leq i \leq m$. If $\lambda$ divides $\bigcup_{i=1}^m \text{cov}(T_i)$, then there exist trees $T'_1, T'_2, \ldots, T'_l$ spanning $V$ such that $|\text{cov}(T'_i)| = \lambda$, $\ell(T'_i) \leq (6c + 6\alpha - 2\alpha - 6)T^*$ for $1 \leq i \leq l$. Further, such trees can be found in polynomial time.

Define $G_0$ be to be an unweighted graph with $T_1, T_2, \ldots, T_m$ as vertices. There is an edge $(T_i, T_j)$ if $d(T_i, T_j) = d(V(T_i), V(T_j)) \leq T^*$. 
Claim 12 \( G_p \) is connected. Further, the implicit cost of each unweighted edge in \( G_p \) is at most \( T^* \).

Proof: The claim follows from the fact that we run Algorithms \( A \) and \( B \) only on connected components of \( \hat{G} \) formed after removing all edges that are of length more than \( T^* \) from \( G \).

We will need the following theorem by Karaganis [15] to prove our result:

Theorem 13 [15] Let \( G = (V, E) \) be a connected simple unweighted graph. Define \( G^3 \) to be the graph on the same set of vertices and set of edges

\[
E^3 = \{ (u, v) \mid \text{shortest path distance between } u \text{ and } v \text{ in } G \text{ is at the most 3} \}
\]

Then, \( G^3 \) has a Hamiltonian path.

By the above theorem, there exists a Hamiltonian path in \( G^3_p \). After renaming, let \( T_1, T_2, \ldots, T_m \) be the order in which the vertices of \( G \) appear on that path. Then \( d(T_i, T_{i+1}) \leq 3T^* + 2(\max \text{ diameter of any } T_i) \leq (2\alpha + 3)T^* \) for \( 1 \leq i \leq m - 1 \). We are now ready to prove the main results of this section.

Lemma 14 Let \( T_1, T_2, \ldots, T_m \) be trees such that \( |\text{cov}(T_i)| \geq \lambda / c \) for some \( c > 1 \), \( \ell(T_i) \leq \alpha T^* \) for \( 1 \leq i \leq m \) and \( d(T_i, T_{i+1}) \leq D \) for \( 1 \leq i \leq m - 1 \). There exist trees \( T'_1, T'_2, \ldots, T'_{l-1} \) such that \( d(T'_i, T'_{i+1}) \leq D \), \( |\text{cov}(T'_i)| \geq \lambda \) for \( 1 \leq i \leq l - 1 \) and \( \ell((T'_i)) \leq (c - 1)D + c\alpha T^* \) for \( 1 \leq i \leq l \). Further, such trees can be computed in polynomial time.

Proof: We make \( l = \lceil m / c \rceil \) trees. Let \( P(T_p, T_q) \) denote the shortest path connecting trees \( T_p \) and \( T_q \). \( T_q = \bigcup_{j=(i-1)c+1}^{i} (T_j \cup P(T_j, T_{j+1})) \) for \( 1 \leq i \leq l \). Since \( T'_1, T'_2, \ldots, T'_{l-1} \) are formed by combining \( c \) trees, each covering at least \( \lambda / c \) vertices, \( |\text{cov}(T'_i)| \geq \lambda \) vertices. Since any \( V' \) is formed by combining at most \( c \) trees, \( \ell(T'_i) \leq (c - 1)D + c\alpha T^* \). Also, by construction \( d(T'_i, T'_{i+1}) \leq D \) for \( 1 \leq i \leq l - 1 \)

Lemma 15 Let \( T_1, T_2, \ldots, T_m \) be trees such that \( |\text{cov}(T_i)| \geq \lambda \) for \( 2 \leq i \leq m \), \( \ell(T_i) \leq \alpha T^* \) for \( 1 \leq i \leq m \) and \( d(T_i, T_{i+1}) \leq D \) for \( 1 \leq i \leq m - 1 \). If \( \lambda \) divides \( \lceil \sum_{i=1}^{m} |\text{cov}(T_i)| \rceil \), then there exist trees \( T'_1, T'_2, \ldots, T'_{l-1} \) such that \( |\text{cov}(T'_i)| = \lambda, \ell(T'_i) \leq D + 2\alpha T^* \) for \( 1 \leq i \leq l \). Further, such trees can be found in polynomial time.

Proof: We will prove this by induction on \( m \). If \( m = 1 \), then \( \lambda \) divides \( |\text{cov}(T_1)| \). We partition \( \text{cov}(T_1) \) into sets of size \( \lambda \) arbitrarily. Cost of a tree covering each of these partitions will be at most \( cT^* \) (\( T_1 \) is one such tree). Let \( m > 1 \) and \( |\text{cov}(T_1)| = c\lambda + p \), where \( c \geq 0, 1 \leq p \leq \lambda - 1 \). We first make \( c \) partitions of size \( \lambda \) each of \( \text{cov}(T_1) \). Cost of spanning tree covering each of these partitions is at most \( cT^* \). We create a new tree, say \( T_p \), by taking \( p \) remaining points of \( \text{cov}(T_1) \) and any \( \lambda - p \) points of \( \text{cov}(T_2) \). \( |\text{cov}(T_p)| = \lambda \) and \( \ell(T_p) \leq \ell(T_1) + D + \ell(T_2) \leq D + 2\alpha T^* \). The remaining points form a smaller instance and by induction can be covered by trees with desired properties. This completes the induction step and proof of the theorem.

Proof: [Theorem 11] From the discussion above and applying Lemma 14 we get trees covering at least \( \lambda \) vertices and cost at most \( C = (c - 1)D + c\alpha T^* \). Using Lemma 15 on these trees, we get trees covering exactly \( \lambda \) vertices and cost at most \( D + 2C \). Plugging in \( D = (2\alpha + 3)T^* \) gives the desired result.

Proof: [Theorem 3] Plugging in \( c = 4 \) and \( \alpha = 11 \) from Lemma 10 gives a 260-factor approximation algorithm for the capacitated min max tree cover problem.
3 Extension to Capacitated Rooted Tree Cover

In this section, we show how to extend Theorem 3 to the rooted setting. Recall that in CapRMMTC, in addition to the settings of CapMMTC, we were given a set of root vertices, $R = \{r_1, r_2, \ldots, r_k\}$. The $k$ output trees need to be rooted at each of these root vertices. We prove the following theorem.

**Theorem 16** Given a graph $G = (V, E)$ with the edge lengths $\ell : E \to \mathbb{R}_{\geq 0}$, a set of roots $R \subseteq V$, $|R| = k$ and a parameter $\lambda$, suppose there exist subtrees of $G$, $T_1, T_2, \cdots, T_k$, where $\bigcup_{i=1}^k \text{cov}(T_i) = V$, $\max_{i \in [k]} |\text{cov}(T_i)| \leq \lambda, \text{cov}(T_i) \cap R \neq \emptyset$ and $\ell(T_i) \leq T^*, \forall i = 1, 2, \ldots, k$. Then there exists a polynomial time algorithm that finds subtrees of $G$, $T'_1, T'_2, \cdots, T'_{k'}, k' \leq k$ such that $\bigcup_{i=1}^{k'} \text{cov}(T'_i) = V$, $\max_{i \in [k']} |\text{cov}(T'_i)| \leq \lambda, \text{cov}(T'_i) \cap R \neq \emptyset$ and $\ell(T'_i) \leq \beta T^*$, where $\beta = O(1)$.

**Proof:** Similar to Section 2, we focus on one of the connected components, say $G'$ obtained after deleting all edges of length larger than $T^*$. Let $R' = \{r_1, r_2, \ldots, r_{k'}\}$ be the subset of roots belonging to this component. There exists a partition of $V' - R'$ into $k'$ trees, each covering at most $\lambda - 1$ vertices and cost no more than $T^*$. Using Theorem 3, we first compute subtrees of $G'$, $T'_1, T'_2, \ldots, T'_{k'}$, such that $|\text{cov}(T'_i)| \leq \lambda - 1$ and cost is $O(T^*)$. We construct a bipartite graph $H' = (T \cup R', E')$, where $T$ contains a vertex corresponding to each tree $T'_j, j = 1, 2, \ldots, k'$. We shall abuse notations slightly and interchangeably use $T'_j$ to denote the vertex in $T$ corresponding to the tree $T'_j$ and the actual tree itself, noting the difference wherever necessary. $(r_i, T'_j) \in E'$ if and only if $d(r_i, T'_j) \leq T^*$. If there exists a matching in $H'$ such that all vertices of $T$ are matched, we add the matching root vertex to $T'_j$. This increases the cost of a component by at most $T^*$. Now each component contains at least one root vertex, covers at most $\lambda$ vertices and costs $O(T^*)$. If all the vertices of $T$ cannot be matched, there exists a set $S \subseteq T$ such that $|N(S)| < |S|$. Let $V(S) = \bigcup_{T_j \in S} V(T_j)$. In optimal solution, every vertex of $V(S)$ is contained in a tree with one of the vertices in $N(S)$ as its root. Hence, there exists $|N(S)|$ trees such that each tree covers at most $\lambda - 1$ points of $V(S)$, costs no more than $4T^*$ and union of all the trees cover $V(S)$. We use the result of Theorem 3 to get at most $|N(S)|$ trees covering $V(S)$, such that each tree covers at most $\lambda - 1$ vertices and costs $O(T^*)$. Note that this procedure is similar to IterRefine defined earlier. We now have a new set of trees. We modify our bipartite graph $H'$ by removing vertices corresponding to trees in $S$ and replacing them by vertices corresponding to newly formed trees. We modify $E'$ suitably. If there exists a matching in the new graph, we are done, otherwise we repeat the above procedure till we find a perfect matching. Note that the size (in terms of number of vertices) of $H'$ decreases by at least $|S| - |N(S)| \geq 1$ after every step and hence will halt in at most $k'$ steps. \hfill \Box

4 Conclusion

In this paper, we give the first constant factor approximation algorithms for the hard uniform capacitated versions of unrooted and rooted Min Max Tree Cover problem on a weighted graph. Our main technical contribution lies in devising an iterative refinement procedure that distributes vertices as evenly as possible among the different trees in the cover, without incurring too much cost.

Our current approximation factor is large ($> 250$) and although we did not attempt to optimize, it is unlikely that our approach can reduce the factor to a very small constant. Such a result requires new ideas. Perhaps somewhat surprisingly, no LPs with constant integrality gap is known, even for the uncapacitated problem. We leave open the question of finding such an LP.
in particular, configuration-style LPs, which can possibly lead to a small approximation ratio. On
the other hand, the only known hardness result, to the best of our knowledge, follows from the
hardness of the uncapacitated version \cite{20}. It would be interesting to prove a better lower bound
for the capacitated case, if possible.

As mentioned in Section \[1\] there is a PTAS known for the uncapacitated rooted MMTC prob-
lem on a tree metric. We conclude with our second open question of proving a PTAS for the hard
capacitated version of the same.
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