UNIFORM BOUNDARY REGULARITY IN ALMOST-PERIODIC HOMOGENIZATION

JINPING ZHUGE

Abstract. In the present paper, we generalize the theory of quantitative homogenization for second-order elliptic systems with rapidly oscillating coefficients in $\text{APW}^2(\mathbb{R}^d)$, which is the space of almost-periodic functions in the sense of H. Weyl. We obtain the large scale uniform boundary Lipschitz estimate, for both Dirichlet and Neumann problems in $C^{1,\alpha}$ domains. We also obtain large scale uniform boundary Hölder estimates in $C^{1,\alpha}$ domains and $L^2$ Rellich estimates in Lipschitz domains.
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1. Introduction

This paper is a continuation of our previous work [23] and generalizes the global uniform Lipschitz estimate in periodic or uniformly almost-periodic homogenization to the second-order elliptic operators with coefficients in a broader class of
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discontinuous almost-periodic functions. Precisely we will study a family of elliptic
operators with rapidly oscillating almost-periodic coefficients in the form of
\[ \mathcal{L}_\varepsilon = -\text{div}(A(\cdot/\varepsilon)\nabla) = -\frac{\partial}{\partial x_i} \left\{ a^{\alpha\beta}_{ij} \left( \frac{\cdot}{\varepsilon} \right) \frac{\partial}{\partial x_j} \right\}, \quad \varepsilon > 0 \quad (1.1) \]
where summation convention is used throughout and \(\varepsilon\) is assumed to be a tiny
parameter. We will assume that the coefficient matrix \(A(y) = (a^{\alpha\beta}_{ij}(y))\) with \(1 \leq i, j \leq d\) and \(1 \leq \alpha, \beta \leq m\) is real, bounded, measurable, and satisfies the following
conditions:

(i) Strong ellipticity: for some \(\mu > 0\), and all \(y \in \mathbb{R}^d\) and \(\xi = (\xi^\alpha_i) \in \mathbb{R}^d \times m\),
\[ \mu|\xi|^2 \leq a^{\alpha\beta}_{ij}(y)\xi^\alpha_i \xi^\beta_j \leq \mu^{-1}|\xi|^2. \quad (1.2) \]

(ii) Almost-periodicity in the sense of H. Weyl (1927): each entry of \(A\) may
be approximated by a sequence of trigonometric polynomials with respect to the
semi-norm
\[ \|f\|_{W^2} = \limsup_{R \to \infty} \sup_{x \in \mathbb{R}^d} \left( \int_{B(x, R)} |f|^2 \right)^{1/2}. \quad (1.3) \]

In this situation, we also say \(A \in \text{APW}^2(\mathbb{R}^d)\). We emphasize that this class of
almost-periodic functions, which allows discontinuous functions, is much broader
than that of uniformly almost-periodic functions in the sense of H. Bohr (1925)
considered in [21, 4, 1], which is the closure of trigonometric polynomials with
respect to the \(L^\infty\) norm [8].

We consider the following Dirichlet problem (DP) in a bounded domain \(\Omega\):
\[ \mathcal{L}_\varepsilon(u_\varepsilon) + \lambda u_\varepsilon = F \quad \text{in} \quad \Omega, \quad \text{and} \quad u_\varepsilon = f \quad \text{on} \quad \partial \Omega, \quad (1.4) \]
where \(\lambda \geq 0\) is a parameter. The main goal of this paper is to establish the large
scale uniform boundary Lipschitz estimates for the weak solution of (1.4). Here
the rigorous meaning to the notion of large scale uniform boundary Lipschitz estimate
is given as follows: for any \(x_0 \in \partial \Omega\) and any \(r \geq \varepsilon\), there exists a constant \(C\)
independent of \(\varepsilon\) or \(r\), such that
\[ \left( \int_{B(x_0, r) \cap \Omega} |\nabla u_\varepsilon|^2 \right)^{1/2} \leq C. \quad (1.5) \]

It is well-known that elliptic equations or systems (1.4) with discontinuous
coefficients may have unbounded \(\nabla u_\varepsilon\). But (1.3) claims that \(\nabla u_\varepsilon\) may be bounded in
terms of average integral at a relatively large scale \(r \geq \varepsilon\), uniformly with respect
to \(\varepsilon\), if the coefficients possess a certain repeated self-similar structure. This phe-

It is well-known that elliptic equations or systems (1.4) with discontinuous coef-
cients may have unbounded \(\nabla u_\varepsilon\). But (1.3) claims that \(\nabla u_\varepsilon\) may be bounded in
terms of average integral at a relatively large scale \(r \geq \varepsilon\), uniformly with respect
to \(\varepsilon\), if the coefficients possess a certain repeated self-similar structure. This phe-
omenon also occurs in periodic homogenization and random homogenization in
the stationary and ergodic setting; see [20] [3] [2] [5]. In general, (1.5) is optimal in
the sense that it does not hold uniformly for \(r \ll \varepsilon\). However, as long as the as-
sumption of local smoothness on the coefficients \(A\) is imposed, a blow-up argument
will send \(r \to 0\) in (1.5) and give us the usual full uniform Lipschitz estimate, i.e.,
\(\|\nabla u_\varepsilon\|_{L^\infty}\) is uniformly bounded; see Remark 1.6. This idea of separating large scale
estimates \((r \geq \varepsilon)\) only related to the homogenization process and small scale estimates
\((r < \varepsilon)\) only related to smoothness of coefficients has been clearly clarified in
[20] [3] for periodic and stochastic homogenization. Therefore, in the present paper,
we will focus on obtaining large scale estimate (1.5), which reflects the essential
feature of almost-periodic homogenization and meanwhile avoids the assumption of smoothness.

Let us review some background on the uniform Lipschitz estimates in homogenization before giving our main theorems. Historically, the uniform Lipschitz estimate has been studied for decades since late 1980s. The first breakthrough was due to [6] in which the authors proved the uniform Lipschitz estimates for Dirichlet problems with periodic coefficients by a compactness argument originating from the regularity theory in the calculus of variations and minimal surfaces. The compactness argument has been proved extremely useful and extensively applied in all kinds of homogenization problems; see [7, 11, 14, 16, 18] for more references on this topic. However, the Lipschitz estimate for Neumann problems was not known until recent remarkable work in [18], where the compactness argument was used along with a delicate iteration scheme. On the other hand, in [5, 3] the authors developed a new approach in stochastic homogenization, as a replacement of compactness argument, to establish the uniform regularity estimates with a general scheme adapted to different boundary conditions. The advantage of this approach is that it relies only on the rates of convergence instead of the periodic structure or specific boundary correctors. So shortly afterwards, this general method was successfully applied in [4], where the coefficients were assumed to be uniformly almost-periodic. In the present paper, we will use the similar approach to establish the boundary uniform Lipschitz estimates, down to scale \( \varepsilon \), for operator \( \mathcal{L}_\varepsilon + \lambda \) with coefficients satisfying (i) and (ii).

1.1. Main results. To state the main results of this paper, we recall that locally the boundary of a \( C^{1,\alpha} \) domain is the graph of a \( C^{1,\alpha} \) function. Without loss of generality, we may consider a \( C^{1,\alpha} \) function \( \phi : \mathbb{R}^{d-1} \to \mathbb{R} \) with \( \phi(0) = 0 \) and \( \| \nabla \phi \|_{C^0(\mathbb{R}^{d-1})} \leq M \). Unless otherwise indicated, in the following main theorems and the rest of our paper, we will define

\[
D_r = \left\{ (x', x_d) \in \mathbb{R}^d : |x'| < r \text{ and } \phi(x') < x_d < \phi(x') + r \right\},
\]

\[
\Delta_r = \left\{ (x', x_d) \in \mathbb{R}^d : |x'| < r \text{ and } x_d = \phi(x') \right\}. \tag{1.6}
\]

Let \( \omega_{k,\sigma}(\varepsilon) \) be the quantity defined in (2.20) for quantifying the rates of convergence. Then we state the main theorems of this paper as follows.

**Theorem 1.1** (Boundary Lipschitz estimate for DP). Suppose that \( A \in APW^2(\mathbb{R}^d) \) satisfies the ellipticity condition (1.3) and \( \omega_{k,\sigma} \) satisfies the Dini-type condition:

\[
\int_0^1 \frac{\omega_{k,\sigma}(r)}{r} dr < \infty, \tag{1.7}
\]

for some \( \sigma \in (0, 1) \) and \( k \geq 1 \). Let \( u_\varepsilon \in H^1(D_2; \mathbb{R}^d) \) be a weak solution of \( \mathcal{L}_\varepsilon(u_\varepsilon) + \lambda u_\varepsilon = F \) in \( D_2 \) with \( u_\varepsilon = f \) on \( \Delta_2 \), where \( \lambda \in [0, 1] \). Then, for any \( \varepsilon \leq r \leq 1 \),

\[
\left( \int_{D_r} |\nabla u_\varepsilon|^2 \right)^{1/2} \leq C \left\{ \left( \int_{D_1} |\nabla u_\varepsilon|^2 \right)^{1/2} + \| f \|_{C^0(\Delta_1)} + \| F \|_{L^p(D_1)} \right\}, \tag{1.8}
\]

where \( p > d \) and \( \tau \in (0, \alpha) \). The constant \( C \) depends only on \( A, p, \sigma, k, \tau, \alpha \) and \( M \).

We also introduce the Neumann problem (NP):

\[
\mathcal{L}_\varepsilon(u_\varepsilon) + \lambda u_\varepsilon = F \text{ in } \Omega, \quad \text{and } \frac{\partial u_\varepsilon}{\partial \nu_\varepsilon} = g \text{ on } \partial \Omega, \quad \text{and } \int_{\Omega} u_\varepsilon = 0, \tag{1.9}
\]
where $\lambda \geq 0$. We use $\partial u_\varepsilon / \partial \nu_\varepsilon$ to denote the co-normal derivative of $u_\varepsilon$ associated with $L_\varepsilon$.

**Theorem 1.2** (Boundary Lipschitz estimate for NP). Suppose that $A \in APW^2(\mathbb{R}^d)$ satisfies the ellipticity condition (1.3) and $\omega_{k,\sigma}$ satisfies the same Dini-type condition (1.7) for some $\sigma \in (0,1), k \geq 1$. Let $u_\varepsilon \in H^1(D_2; \mathbb{R}^d)$ be a weak solution of $L_\varepsilon(u_\varepsilon) + \lambda u_\varepsilon = F$ in $D_2$ with $\partial u_\varepsilon / \partial \nu_\varepsilon = g$ on $\Delta_2$, where $\lambda \in [0,1]$. Then, for $\varepsilon \leq r < 1$,

$$
\left( \int_{D_r} |\nabla u_\varepsilon|^2 \right)^{1/2} \leq C \left\{ \left( \int_{D_1} |\nabla u_\varepsilon|^2 \right)^{1/2} + \|g\|_{C^r(\Delta_1)} + \|F\|_{L^p(D_1)} \right\},
$$

where $p > d$ and $\tau \in (0,\alpha)$. The constant $C$ depends only on $A, p, \sigma, k, \tau, \alpha$ and $M$.

1.2. **Strategy of proof.** We now present the outline of our approach, including some key ideas in the proof. Recall that the homogenized system is

$$L_0 u_0 + \lambda u_0 = F,$$

subject to a certain boundary condition, (1.11)

where $L_0 = -\text{div}(A \nabla)$ and $\hat{A}$ is a constant matrix known as homogenized or effective matrix which is defined in (2.5). The proof of Theorem 1.1 or 1.2 is roughly divided into three steps, which follow the same line as [20]:

1. Establish the $L^2$ rate of convergence in Lipschitz domains, i.e., the error estimate of $\|u_\varepsilon - u_0\|_{L^2}$;
2. Show that $u_\varepsilon$ satisfies the so-called flatness property (how well it may be approximated by affine functions) as long as $u_0$ does;
3. Iterate step (2) down to microscopic scale $\varepsilon$, under the additional Dini-type condition (1.7).

The rate of convergence in $L^2$ will be shown in Section 3. In fact, if $\Omega$ is a bounded Lipschitz domain, and $u_\varepsilon, u_0$ are the weak solutions of (1.4) and the corresponding homogenized system (1.11), respectively, then

$$
\|u_\varepsilon - u_0\|_{L^2(\Omega)} \leq C \omega_{k,\sigma}(\varepsilon)^{1/2} \left\{ (1 + \lambda)^{-1/2} \|F\|_{L^2(\Omega)} + (1 + \lambda)^{1/2} \|f\|_{H^1(\partial \Omega)} \right\}.
$$

The proof of (1.12), in contrast to the periodic homogenization, is based on the estimates of so called approximate correctors established in [23]; see Section 2 for more details. We should point out that the proofs of those estimates for approximate correctors are extremely difficult and involved with compactness and ergodic arguments. The rate $O(\omega_{k,\sigma}(\varepsilon)^{1/2})$ in (1.12) seems to be suboptimal. But as far as we know, it is the best result derived for almost-periodic homogenization in Lipschitz domains and it is sufficient for us to proceed with our argument for uniform Lipschitz estimates.

The second and third steps of the proof of Theorem 1.1 and 1.2 are laid out in section 4. Based on the flatness property of weak solutions of $L_0 + \lambda$, we are able to prove the following flatness property of $u_\varepsilon$:

$$H(\theta r; u_\varepsilon) \leq \frac{1}{2} H(r; u_\varepsilon) + C \omega_{k,\sigma}(\varepsilon/r)^{1/2} \Phi(2r),$$

for some fixed $0 < \theta < 1$ and all $\varepsilon \leq r < 1$, where $H$ and $\Phi$ are defined in (4.12) and (4.11), respectively. Notice that $H(r; u_\varepsilon)$ quantifies the local regularity property of $u_\varepsilon$ and the second term on the right-hand side of (1.13) is the error term between $u_\varepsilon$ and $u_0$. For $r > \varepsilon$, we may expect this error term to be much smaller than the improvement in the flatness property. Then we may iterate (1.13) down to
microscopic scale \( \varepsilon \) to obtain a uniform estimate for \( H(r; u_\varepsilon) \) for all \( \varepsilon < r < 1 \). This idea can be fulfilled under the extra Dini-type condition (1.7). This is exactly the technical reason why the condition (1.7) is necessary in our proof. Fortunately, this condition, closely related to the almost-periodicity of the coefficients \( A \), can be easily satisfied in applications; see Lemma 2.6 or Table 1 below.

1.3. Further results and discussions. In the last section, we also discuss some further applications of Lipschitz estimate and its proof. The first application is to improve the estimate for \( \nabla \chi_T \) by interior Lipschitz estimate for \( L_\varepsilon + \lambda \) with \( \lambda = 1 \). We show that with (1.7) imposed, \( \| \nabla \chi_T \|_{L^2(\Omega)} \) is uniformly bounded, instead of just being bounded by \( C_T \sigma \) for \( \sigma > 0 \). The second application is devoted to the large scale Rellich estimate in \( L^2 \). More precisely, we will show that

\[
\left( \iint_{D_r} |\nabla u_\varepsilon|^2 \right)^{1/2} \leq C \| \nabla \tan u_\varepsilon \|_{L^2(\Omega)},
\]

(1.14)

and

\[
\left( \iint_{D_r} |\nabla u_\varepsilon|^2 \right)^{1/2} \leq C \| \partial u_\varepsilon \|_{L^2(\Omega)},
\]

(1.15)

for all \( r \geq \omega_{k,\sigma}(\varepsilon) \). These estimates imply the usual Rellich estimate if \( \omega_{k,\sigma}(\varepsilon) = O(\varepsilon) \) and \( A \) possesses symmetry and certain smoothness; see the remark after Theorem 5.3.

The last application is the large scale boundary Hölder estimates for both Dirichlet and Neumann problems. The argument follows a similar but simpler way as boundary Lipschitz estimate. The main point here is that we do not need any extra condition on the convergence rate \( \omega_{k,\sigma}(\varepsilon) \). Indeed, the fact \( \omega_{1,\sigma}(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \) is sufficient for us to establish the uniform boundary Hölder estimate. We state the result as follows.

**Theorem 1.3** (Boundary Hölder estimate for DP). Suppose that \( A \in APW^2(\mathbb{R}^d) \) satisfies the ellipticity condition (1.2). Let \( u_\varepsilon \in H^1(D_2; \mathbb{R}^d) \) be a weak solution of \( \mathcal{L}_\varepsilon(u_\varepsilon) + \lambda u_\varepsilon = F \) in \( D_2 \) with \( u_\varepsilon = f \) on \( \Delta_2 \), where \( \lambda \in [0, 1] \). Then, for any \( \varepsilon \leq r \leq 1 \),

\[
\left( \frac{1}{|D_r|} \iint_{D_r} |\nabla u_\varepsilon|^2 \right)^{1/2} \leq C r^{-1} \left\{ \left( \frac{1}{|D_1|} \iint_{D_1} |\nabla u_\varepsilon|^2 \right)^{1/2} + \left( \frac{1}{|D_1|} \iint_{D_1} |F|^p \right)^{1/p} + \| f \|_{C^{0,1}(\Delta_1)} \right\},
\]

(1.16)

where \( \gamma < 2 - d/p, p \geq 2, p > d/2 \). In particular, if \( p = d \), then (1.16) holds for all \( \gamma \in (0, 1) \).

A similar estimate also works for Neumann problems (1.9) with \( \| f \|_{C^{0,1}(\Delta_1)} \) replaced by \( \| g \|_{L^\infty(\Delta_1)} \); see Theorem 5.7.

Overall, we can see from previous results the close relationship between the rate \( \omega_{k,\sigma}(\varepsilon) \) and uniform regularity in different situations. This idea more or less has been shown in [20] for periodic homogenization, whose rate of convergence is always the same, i.e., \( \omega_{1,\sigma}(\varepsilon) = O(\varepsilon) \). But it is of particular interest for almost-periodic homogenization since the rate of convergence could be arbitrarily slow. In the following table, we will summarize all the uniform regularity results obtained in this paper and [23], and clarify how the function \( \omega_{k,\sigma}(\varepsilon) \), which quantifies the rate of convergence, is related to the certain uniform regularity.
Table 1. Relationship between convergence rate and regularity

| Sufficient condition on $A$ | Rate of convergence | Large scale regularity |
|-----------------------------|---------------------|------------------------|
| No extra condition needed   | $\omega_{1,\sigma}(\epsilon) \to 0$ as $\epsilon \to 0$ | H"older estimates; $\rho_k(L, L) \lesssim \ln(1 + L)^{-\alpha}, \alpha > 3$ |
| $\rho_k(L, L) \lesssim \ln(1 + L)^{-\alpha}, \alpha > 3$ | $\int_0^1 \frac{\omega_{k,\sigma}(r)1/2}{r} dr < \infty$ | Lipschitz estimates; $\rho_k(L, L) \lesssim \ln(1 + L)^{-\alpha}, \alpha > 3$ |
| or $A$ is sufficiently smooth and quasi-periodic | $\omega_{k,\sigma}(\epsilon) \lesssim \epsilon$ | $L^2$ Rellich estimate; existence of true corrector $\chi$ and $\|\chi\|_{S^2} \leq C$ |

Throughout this paper we will use $\int_E f$ to denote the average integral of function $f$ over a set $E$, and $C$ to denote constants that depend at most on $A, \Omega$ and other scale-independent parameters (e.g. $k, \sigma, p$, etc.), but never on $\epsilon, T$ or other scale-dependent parameters (e.g., $\lambda, L, r$, etc.).

2. Preliminaries for almost-periodic homogenization

In this section, we will briefly review some preliminaries of almost-periodic homogenization along with particular emphasis on the characterization of almost-periodicity and approximate correctors. Except for some classical contents, most of the them were formulated in our recent paper [23].

2.1. Homogenization. We start with spaces of almost-periodic functions. Let $\text{Trig}(\mathbb{R}^d)$ denote the set of real trigonometric polynomials in $\mathbb{R}^d$. A function $f$ in $L^2_{\text{loc}}(\mathbb{R}^d)$ is said to belong to $B^2(\mathbb{R}^d)$ if $f$ is the limit of a sequence of functions in $\text{Trig}(\mathbb{R}^d)$ with respect to the semi-norm

$$
\|f\|_{B^2} = \limsup_{R \to \infty} \left( \int_{B(0,R)} |f|^2 \right)^{1/2}.
$$

(2.1)

Functions in $B^2(\mathbb{R}^d)$ are usually said to be almost-periodic in the sense of Besicovitch (1926). It is not hard to see that if $g \in L^\infty(\mathbb{R}^d) \cap B^2(\mathbb{R}^d)$ and $f \in B^2(\mathbb{R}^d)$, then $fg \in B^2(\mathbb{R}^d)$.

Let $f \in L^1_{\text{loc}}(\mathbb{R}^d)$. A number $\langle f \rangle$ is called the mean value of $f$ if

$$
\lim_{\epsilon \to 0^+} \int_{\mathbb{R}^d} f(x/\epsilon) \varphi(x) dx = \langle f \rangle \int_{\mathbb{R}^d} \varphi,
$$

(2.2)

for any $\varphi \in C_0^\infty(\mathbb{R}^d)$. It is known that if $f \in B^2(\mathbb{R}^d)$, then $f$ has a mean value. Under the equivalent relation that $f \sim g$ if $\|f - g\|_{B^2} = 0$, the set $B^2(\mathbb{R}^d)$ is a Hilbert space with the inner product defined by $\langle f, g \rangle = \langle fg \rangle$. Furthermore, one has the following Weyl’s orthogonal decomposition,

$$
B^2(\mathbb{R}^d; \mathbb{R}^{d \times m}) = V^2_{\text{pot}} \oplus V^2_{\text{sol}} \oplus \mathbb{R}^{d \times m}.
$$

(2.3)

where $V^2_{\text{pot}}$ (resp., $V^2_{\text{sol}}$) denotes the closure of potential (resp., solenoidal) trigonometric polynomials with mean value zero in $B^2(\mathbb{R}^d; \mathbb{R}^{d \times m})$. Assume $A = (a_{ij}^a) \in B^2(\mathbb{R}^d)$ satisfies the ellipticity condition (1.2). For each $1 \leq j \leq d$ and $1 \leq \beta \leq m$,
let $\psi_j = (\psi_{ij})$ be the unique function in $V^2_{\text{pot}}$ satisfying the following auxiliary equations

$$
(a_{ij}^\gamma \psi_{ij}^\beta, \phi_i^\beta) = -(a_{ij}^\gamma, \phi_i^\beta) \quad \text{for any } \phi = (\phi_i^\beta) \in V^2_{\text{pot}}.
$$

(2.4)

It is shown in [15] that $A$ admits homogenization with homogenized matrix $\hat{A} = (\hat{a}_{ij}^\alpha\beta)$ defined by

$$
\hat{a}_{ij}^\alpha\beta = (a_{ij}^\alpha\beta) + (a_{ik}^\alpha\gamma \psi_{kj}^\beta).
$$

(2.5)

Moreover, $\hat{A}^* = (\hat{A})^*$, where $A^*$ denotes the adjoint of $A$. The following is a statement of the homogenization theorem whose proof actually was contained in [23].

**Theorem 2.1.** Suppose $A = (a_{ij}^{\alpha\beta})$ satisfies the ellipticity condition [1,2] and each $a_{ij}^{\alpha\beta} \in B^2(\mathbb{R}^d)$. Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^d$ and $F \in H^{-1}(\Omega; \mathbb{R}^m)$. Let $u_\epsilon \in H^1(\Omega; \mathbb{R}^m)$ be a weak solution of $L_\epsilon(u_\epsilon) + \lambda u_\epsilon = F$. Suppose that $u_\epsilon \to u_0$ weakly in $H^1(\Omega; \mathbb{R}^m)$. Then $A(x/\epsilon) \nabla u_\epsilon \to \hat{A} \nabla u_0$ weakly in $L^2(\Omega; \mathbb{R}^d \times \mathbb{R}^m)$. Consequently, if $f \in H^{1/2}(\partial \Omega; \mathbb{R}^m)$ and $u_\epsilon$ is the weak solution to the Dirichlet problem:

$$
L_\epsilon(u_\epsilon) + \lambda u_\epsilon = F \quad \text{in } \Omega \quad \text{and} \quad u_\epsilon = f \quad \text{on } \partial \Omega.
$$

(2.6)

Then, as $\epsilon \to 0$, $u_\epsilon \to u_0$ weakly in $H^1(\Omega; \mathbb{R}^m)$, where $u_0$ is the weak solution to

$$
L_0(u_0) + \lambda u_0 = F \quad \text{in } \Omega \quad \text{and} \quad u_0 = f \quad \text{on } \partial \Omega.
$$

(2.7)

We point out here that $B^2(\mathbb{R}^d)$ is usually the largest space of almost-periodic functions in which the homogenization theorem could be established. However, this space seems unsuitable for obtaining quantitative theory due to the lack of spacial uniformity.

2.2. Almost-periodicity and approximate correctors. We define a subspace of $B^2(\mathbb{R}^d)$,

$$
\text{APW}^2(\mathbb{R}^d) = \text{the closure of } \text{Trig}(\mathbb{R}^d) \text{ with respect to } W^2 \text{ semi-norm},
$$

where the $W^2$ semi-norm is defined in [1,3]. The functions in $\text{APW}^2(\mathbb{R}^d)$ are called almost-periodic in the sense of H. Weyl. Note that in the definition of $\text{APW}^2(\mathbb{R}^d)$, the regularity assumption is completely removed and hence this space is much larger than the classes of uniformly almost-periodic functions considered in [21,4,1]. Earlier work in [23] also indicates that $\text{APW}^2(\mathbb{R}^d)$ is a fairly suitable space for quantitative homogenization. All of the following settings and results concerning the coefficient matrix $A \in \text{APW}^2(\mathbb{R}^d)$ were formulated in [23], based on the ideas of [21] and [4].

For $g \in L^p_{\text{loc}}(\mathbb{R}^d)$ and $R > 0$, we define the norm

$$
\|g\|_{S^p_R} = \sup_{x \in \mathbb{R}^d} \left( \int_{B(x,R)} |g|^p \right)^{1/p}.
$$

(2.8)

For $y, z \in \mathbb{R}^d$, define the difference operator

$$
\Delta_{y,z} g(x) := g(x + y) - g(x + z).
$$

(2.9)

Let $P = P_k = \{(y_1, z_1), \ldots, (y_k, z_k)\}$ be a collection of pairs $(y_i, z_i) \in \mathbb{R}^d \times \mathbb{R}^d$, and

$$
Q = \{(y_{i_1}, z_{i_1}), \ldots, (y_{i_t}, z_{i_t})\}
$$
be a subset of $P$ with $i_1 < i_2 < \cdots < i_k$. Define

$$\Delta Q(g) = \Delta_{y_{i_1}z_{i_1}} \cdots \Delta_{y_{i_k}z_{i_k}}(g).$$

To quantify the almost periodicity of the coefficient matrix $A$, we introduce

$$\rho_k(L, R) = \sup_{y_{i_2} \in \mathbb{R}^d} \inf_{|z| \leq L} \cdots \sup_{y_{i_k} \in \mathbb{R}^d} \inf_{|z| \leq L} \sum \|\Delta Q_i(A)\|_{S_{R}^{p}} \cdots \|\Delta Q_k(A)\|_{S_{R}^{p}},$$

(2.10)

where the sum is taken over all partitions of $P = Q_1 \cup Q_2 \cup \cdots \cup Q_k$ with $1 \leq \ell \leq k$ and $Q_i \cap Q_j = \emptyset$ if $i \neq j$. The exponent $p$ in (2.10) depends on $k$ and is given by

$$\frac{k}{p} = \frac{1}{2} - \frac{1}{\bar{q}},$$

(2.11)

where $\bar{q} > 2$ is the exponent related to the reverse Hölder estimate (Meyers’ estimate) of solutions of elliptic operators, which depends only on $d, m$ and $\mu$. Note that $\rho_k(L, R) \leq C_k \rho_1(L, R)$ and $\rho_1(L, R) \to 0$ as $L, R \to \infty$.

**Definition 2.2.** Let $P^\beta_j(x) = x_j e^\beta$, where $e^\beta = (0, \cdots, 1, \cdots, 0)$ with 1 in the $\beta$th position. For any $T > 0$, let $u = \chi^\beta_{T,j} = (\chi^\beta_{T,j}, \cdots, \chi^m_{T,j})$ be the weak solution of

$$-\text{div}(A(x)\nabla u) + T^{-2}u = \text{div}(A(x)\nabla P^\beta_{j})$$

in $\mathbb{R}^d$, given by [23 Lemma 3.1]. The matrix-valued functions $\chi_T = (\chi^\beta_{T,j}) = (\chi^\alpha\beta_{T,j})$ are called the approximate correctors for the family of operators $\{L_T\}$.

The importance of approximate correctors is due to the fact that

$$\|\nabla \chi_T - \psi\|_{B^2} \to 0, \quad \text{as} \ T \to \infty,$$

(2.13)

and thus $\chi_T$ could be regarded as an approximation of the usual correctors.

**Theorem 2.3.** Suppose that $A \in APW^2(\mathbb{R}^d)$ and satisfies the ellipticity condition (2.1.2). Fix $k \geq 1$ and $\sigma \in (0, 1)$. Then there exists a constant $c > 0$, depending only on $d$ and $k$, such that for any $T \geq 2$,

$$\|\nabla \chi_T\|_{S_T^{\sigma}} \leq C_{\sigma} T^2,$$

(2.14)

and

$$\|\chi_T\|_{S_T^{\sigma}} \leq C_{\sigma} \Theta_{k,\sigma}(T),$$

(2.15)

where $C_{\sigma}$ depends only on $\sigma, k$ and $A$, and $\Theta_{k,\sigma}$ is defined by

$$\Theta_{k,\sigma}(T) = \int_{1}^{T} \inf_{1 \leq L \leq t} \left\{ \rho_k(L, t) + \exp \left( \frac{c t^2}{L^2} \right) \right\} \left( \frac{T}{t} \right)^{\sigma} \ dt.$$  

(2.16)

**Definition 2.4.** For $1 \leq i, j \leq d$ and $1 \leq \alpha, \beta \leq m$, define

$$b^\alpha\beta_{T,ij}(y) = a^\alpha_{ij} \partial \partial_{y_k} (\chi^\gamma_{T,j}(y)) - a^\alpha_{ij}.$$  

(2.17)

We call $\phi^\alpha_{T,ij} \in H^2_{loc}(\mathbb{R}^d)$ the dual approximate correctors if they are the solutions of

$$-\Delta \phi^\alpha_{T,ij} + T^{-2} \phi^\alpha_{T,ij} = b^\alpha_{T,ij} - \theta^\alpha_{T,ij},$$

(2.18)

given by [23 Lemma 3.1].
Lemma 2.6. Suppose that $\rho$ and $\sigma$ for some $\alpha, \beta < \alpha$ satisfies the ellipticity condition (1.2) and $A$ plays an important role in this paper since it perfectly characterizes the almost-periodicity of coefficients $A$, in the sense of H. Weyl, and quantifies the rate of convergence; see Theorem 2.11 and 3.1. Actually, it is shown in [23] that if $A$ satisfies the ellipticity condition (1.2) and $A \in APW^2(\mathbb{R}^d)$, then $\omega_{k,\sigma}(\varepsilon) \to 0$ as $\varepsilon \to 0$. In particular, the following lemma gives the explicit control on $\omega_{k,\sigma}(\varepsilon)$ in terms of $\rho_k$, which quantifies the almost-periodicity of $A$.

Lemma 2.6. Suppose that $A \in APW^2(\mathbb{R}^d)$ satisfies the ellipticity condition (1.2). Then

$$\omega_{k,\sigma}(\varepsilon) = \|\psi - \nabla \chi_T\|_{B^2} + \|\psi^* - \nabla \chi_T^*\|_{B^2} + T^{-1}\Theta_{k,\sigma}(T), \quad \varepsilon = T^{-1},$$

where $\psi^*$ and $\chi_T^*$ are the auxiliary functions and approximate correctors for the family of operators $\{\mathcal{L}_k^\varepsilon\}$. We are willing to emphasize that the quantity $\omega_{k,\sigma}(\varepsilon)$ plays an important role in this paper since it perfectly characterizes the almost-periodicity of coefficients $A$, in the sense of H. Weyl, and quantifies the rate of convergence; see Theorem 2.11 and 3.1. Actually, it is shown in [23] that if $A$ satisfies the ellipticity condition (1.2) and $A \in APW^2(\mathbb{R}^d)$, then $\omega_{k,\sigma}(\varepsilon) \to 0$ as $\varepsilon \to 0$. In particular, the following lemma gives the explicit control on $\omega_{k,\sigma}(\varepsilon)$ in terms of $\rho_k$, which quantifies the almost-periodicity of $A$.

Theorem 2.5. Suppose that $A \in APW^2(\mathbb{R}^d)$ satisfies the ellipticity condition (1.2). Then, for any $0 < \alpha < 0$, $k \geq 1$, and $T \geq 2$,

$$\|T^{-1}\phi_T\|_{S_1^2} + \|\nabla \phi_T\|_{S_1^2} + \|T \nabla \frac{\partial}{\partial x_i} \phi_T, i\|_{S_1^2} \leq C_{\sigma} \Theta_{k,\sigma}(T),$$

where the constant $C_{\sigma}$ depends only on $\sigma, k$ and $A$.

Proof. In view of (2.20), to see (2.21), it suffices to show

$$\|\psi - \nabla \chi_T\|_{B^2} \leq C \int_T^\infty \frac{\Theta_{k,\sigma}(t)}{t^2} dt.$$
Hence, it follows from (2.15) that
\[
\|\psi - \nabla \chi_T \|_{B^2} \leq C \sum_{j=1}^{\infty} (2^j T)^{-1} \|\chi_{2^j T} \|_{S^2_{2^j-1,T}} \\
\leq C \sum_{j=1}^{\infty} (2^j T)^{-1} \Theta_{k,\sigma}(2^j T) \\
\leq C \sum_{j=1}^{\infty} \int_{2^{j-1} T}^{2^j T} \frac{\Theta_{k,\sigma}(t)}{t^2} dt \\
= C \int_{T}^{\infty} \frac{\Theta_{k,\sigma}(t)}{t^2} dt.
\]
The estimate for \(\|\psi^* - \nabla \chi^*_T \|_{B^2}\) is exactly the same.

Now we recall that (i) was actually shown in [23] and we skip the proof here. Parts (ii) and (iii) are direct corollaries of (2.21). Indeed, for (ii), if 
\[
\rho_k(L,L) \leq C L^{-\alpha} \text{ for some } 0 < \alpha \leq 1,
\]
then
\[
\inf_{1 \leq L \leq t} \left\{ \rho_k(L,t) + \exp \left( -\frac{c t^2}{L^2} \right) \right\} \leq \rho_k(t^\delta, t) + \exp \left( -t^2(1-\delta) \right) \\
\leq C t^{-\delta \alpha}
\]
for any \(0 < \delta < 1\) and \(C\) depends also on \(\delta\) and \(\alpha\). Choosing \(\sigma\) appropriately such that \(\delta \alpha + \sigma \neq 1\), we obtain
\[
\Theta_{k,\sigma}(T) \leq C T^\sigma \int_{1}^{T} t^{-\delta \alpha - \sigma} dt \leq C T^{1-\delta \alpha}.
\] (2.26)

As a result,
\[
\omega_{k,\sigma}(\varepsilon) \leq C \int_{T}^{\infty} \frac{t^{1-\delta \alpha}}{t^2} dt + C T^{-1} T^{1-\delta \alpha} \leq C T^{-\delta \alpha} = C \varepsilon^\beta,
\] (2.27)
where \(\beta = \delta \alpha\) could be any number less than \(\alpha\) since \(0 < \delta < 1\) is arbitrary. The estimate for (iii) is similar. \(\square\)

**Remark 2.7.** We point out here that part (ii) in the lemma above will not be used in this paper. Part (i) will be involved in the Rellich estimate in the last section. And part (iii) provides a sufficient condition on the coefficients for the Dini-type condition (1.7). Actually, it is not hard to see that if \(\rho_k(L,L) \leq C \ln(1 + L)^{-\alpha}\) for some \(k \geq 1\) and \(\alpha > 3\), then (1.7) is satisfied. Also, we should mention that these estimates of decay for \(\rho_k\) hold for any periodic coefficients or sufficiently smooth quasi-periodic coefficients (see [1] for example). This means that all the work in this paper generalizes the results in periodic homogenization and is really applicable to non-periodic homogenization.

### 2.3. A framework for convergence rates
In this subsection, we will introduce a framework for obtaining rates of convergence in \(L^2\) space. This framework was formulated in [22] for mixed boundary value problems with periodic coefficients, which was motivated by earlier work in [12, 24, 25]. The advantage of this framework is that we can handle homogenization problems with different boundary conditions and non-periodic coefficients in a more efficient uniform fashion. To see
Lemma 2.8. Let $\zeta \in C^\infty_0(B_1(0))$ be a cut off function with $\int \zeta = 1$ and $\zeta(x) = \varepsilon^{-d}\zeta(x/\varepsilon)$. Define the smoothing operator

$$S_\varepsilon f(x) = \zeta \ast f(x) = \int_{\mathbb{R}^d} \zeta(y) f(x-y) dy. \quad (2.28)$$

Clearly, for $1 \leq p \leq \infty$,

$$\|S_\varepsilon f\|_{L^p(\Omega)} \leq \|f\|_{L^p(\Omega)}. \quad (2.29)$$

Let $\delta > 2\varepsilon$ be a small parameter to be determined. Let $\eta_{\delta} \in C^\infty_0(\Omega)$ be a cut-off function so that $\eta_{\delta}(x) = 0$ in $\Omega_{\delta} = \{x \in \Omega; \text{dist}(x, \partial\Omega) < \delta\}$, $\eta_{\delta}(x) = 1$ in $\Omega \setminus \Omega_{2\delta}$ and $|\nabla \eta_{\delta}(x)| \leq C\delta^{-1}$. Then define the so-called localized smoothing operator as

$$K_{\varepsilon, \delta} f(x) = S_\varepsilon(\eta_{\delta} f)(x). \quad (2.30)$$

Note that $K_{\varepsilon, \delta} f \in C^\infty_0(\Omega)$ since $\delta > 2\varepsilon$.

Lemma 2.8, 2.9, 2.10 are standard and their proofs may also be found in [22].

Lemma 2.8. Let $f \in L^p(\mathbb{R}^d)$ for some $1 \leq p < \infty$. Then for any $g \in L^p_{\text{loc}}(\mathbb{R}^d)$,

$$\|g(\cdot/\varepsilon) S_\varepsilon f\|_{L^p(\mathbb{R}^d)} \leq \|g\|_{L^p(\mathbb{R}^d)} \|S_\varepsilon f\|_{L^p(\mathbb{R}^d)}, \quad (2.31)$$

where $C$ depends only on $d$.

Lemma 2.9. Let $f \in W^{1,p}(\mathbb{R}^d)$ for some $1 \leq p < \infty$. Then

$$\|S_\varepsilon(f) - f\|_{L^p(\mathbb{R}^d)} \leq C\varepsilon \|\nabla f\|_{L^p(\mathbb{R}^d)},$$

where $C$ depends only on $d$.

Lemma 2.10. Let $\Omega$ be a bounded Lipschitz domain, then for any $u \in H^1(\mathbb{R}^d)$ and any $r \geq \varepsilon$,

$$\int_{\Omega_r} |g(\cdot/\varepsilon) S_\varepsilon(u)|^2 \leq Cr \|g\|_{L^2(\mathbb{R}^d)}^2 \|u\|_{H^1(\mathbb{R}^d)} \|u\|_{L^2(\mathbb{R}^d)},$$

where $\Omega_r = \{x \in \Omega; \text{dist}(x, \partial\Omega) < r\}$ and the constant $C$ depends only on the domain $\Omega$.

As we know, the $H^1$ estimate, i.e., the error estimate of the first order approximation, is usually the first step to establish the $L^2$ estimates of $u_\varepsilon - u_0$. We introduce our modified first order approximation, which is defined as follows:

$$w_\varepsilon = u_\varepsilon - u_0 - \varepsilon \chi_{T,\delta}(x/\varepsilon) K_{\varepsilon, \delta} \left( \frac{\partial u_0}{\partial x_k} \right), \quad (2.32)$$

where $u_\varepsilon, u_0$ are the weak solutions associated with $L_\varepsilon$ and $L_0$, respectively. The operator $K_{\varepsilon, \delta}$ in the correction term has two effects: (i) thanks to Lemma 2.8, the uniform boundedness of approximate correctors $\chi_T$ is not necessary for $L^2$ estimate of the correction term; (ii) the presence of the cut-off function avoids extra effect of boundary correctors or boundary regularity.

Now we state the theorem of $L^2$ convergence rate in $C^{1,1}$ domains as follows:

Theorem 2.11. Suppose that $\Omega$ is a bounded $C^{1,1}$ domain and $A \in APW^2(\mathbb{R}^d)$ satisfies the ellipticity condition (1.4). Let $u_\varepsilon$ be the weak solution of (1.4) or (1.9) and $u_0 \in H^2(\Omega)$ be the weak solution of homogenized system with the same boundary data. Then

$$\|u_\varepsilon - u_0\|_{L^2(\Omega)} \leq C \omega_{k,\sigma}(\varepsilon) \left\{ \|\nabla^2 u_0\|_{L^2(\Omega)} + (1 + \lambda \omega_{k,\sigma}(\varepsilon))^{1/2} \|\nabla u_0\|_{L^2(\Omega)} \right\}, \quad (2.33)$$

where $\omega_{k,\sigma}(\varepsilon)$ is defined in (2.20) and $C$ depends only on $\sigma, k, A$ and Lipschitz character of $\Omega$. 

This theorem was essentially proved in [23] with \( \lambda = 0 \) and Dirichlet boundary condition. The cases with positive \( \lambda \) or Neumann boundary condition follow from a similar argument. The novelty in the theorem we stated above is that we figure out explicitly how the bound depends on \( \lambda \) and the certain derivatives. The sketch of the proof is as follows. The main step is to show that for any test function \( \varphi \in H^1(\Omega) \),

\[
\int_{\Omega} A(x/\varepsilon) \nabla w_\varepsilon \cdot \nabla \varphi + \lambda \int_{\Omega} w_\varepsilon \cdot \varphi \\
\leq C \lambda \omega_{k,\sigma}(\varepsilon) \| \varphi \|_{L^2(\Omega)} \| \nabla u_0 \|_{L^2(\Omega)} \\
+ C\{ \omega_{k,\sigma}(\varepsilon) \| \nabla \varphi \|_{L^2(\Omega)} + \omega_{k,\sigma}(\varepsilon)^{1/2} \| \nabla \varphi \|_{L^2(\Omega_{4\delta})} \} \| \nabla u_0 \|_{H^1(\Omega)}.
\]

(2.34)

The proof of this inequality is very similar to [23, Lemma 10.4], which will be skipped here. Observe that (2.34) gives exactly the \( H^1 \) convergence rate if we set \( \varphi = w_\varepsilon \) and bound \( \| \nabla \varphi \|_{L^2(\Omega)} \) roughly by \( \| \nabla \varphi \|_{L^2(\Omega)} \), i.e.

\[
\| w_\varepsilon \|_{H^1(\Omega)} + (1 + \lambda)^{1/2} \| w_\varepsilon \|_{L^2(\Omega)} \\
\leq C \omega_{k,\sigma}(\varepsilon)^{1/2} \{ \| \nabla^2 u_0 \|_{L^2(\Omega)} + C(1 + \lambda \omega_{k,\sigma}(\varepsilon))^{1/2} \| \nabla u_0 \|_{L^2(\Omega)} \}.
\]

(2.35)

Then we can use a duality argument, combining with (2.34) and (2.35), to improve the \( L^2 \) rate of convergence. The duality argument, as an indispensable part of our framework, has been used in [22]. Finally, we should mention that for periodic case, the result of Theorem 2.11 has also been proved in [24] and [25], without showing how the constant depends on \( \lambda \).

### 3. Convergence rates in Lipschitz domains

Recently, the sharp rates of convergence in \( C^{1,1} \) domains were obtained for variational elliptic problems with rough periodic coefficients; see [12, 24, 25, 22, 13] for example. Theorem 2.11 possibly gives the nearly sharp rate of convergence for elliptic systems with almost-periodic coefficients in H. Weyl’s sense. These results are restricted to \( C^{1,1} \) domains and \( u_0 \) has to be in \( H^2(\Omega) \), which are sufficient for the interior Lipschitz estimate as in [23]. However, they are definitely insufficient for boundary Lipschitz estimate with \( C^{1,\alpha} \) domains and boundary data considered in this paper. In this section, we will extend the rate of convergence from \( C^{1,1} \) domains to general Lipschitz domains for elliptic systems with almost-periodic coefficients. Our argument follows the same ideas as [20] and particularly relies on the solvability of \( L^2 \) elliptic boundary value problems with constant coefficients in Lipschitz domains. Now we state the main result of this section as follows:

**Theorem 3.1.** Suppose that \( \Omega \) is a bounded Lipschitz domain and \( A \in APW^2(\mathbb{R}^d) \) satisfies the ellipticity condition (1.3). Let \( u_\varepsilon \) be the weak solution of (1.9) and \( u_0 \) be the weak solution of homogenized system (1.11) with the same boundary data. Let \( w_\varepsilon \) be the first order approximation defined in (2.32), then

\[
\| w_\varepsilon \|_{H^1(\Omega)} + (1 + \lambda)^{1/2} \| w_\varepsilon \|_{L^2(\Omega)} \leq C \omega_{k,\sigma}(\varepsilon)^{1/2} \{ \| F \|_{L^2(\Omega)} + (1 + \lambda) \| f \|_{H^1(\partial \Omega)} \},
\]

(3.1)

where \( T = \varepsilon^{-1} \), \( \delta = T^{-1} \Theta_{k,\sigma}(T) \) and \( C \) depends only on \( \sigma, k, A \) and Lipschitz character of \( \Omega \).
Observe that (3.1) is exactly the generalization of (2.35) in Lipschitz domains if we take the energy estimate for \(u_0\) into account. However, the proof for (3.1) will be more involved since \(\nabla^2 u_0\) may not be an \(L^2\) function in general. Also note that, as a corollary, Theorem 3.1 provides an \(L^2\) rate of convergence

\[
\|u_\varepsilon - u_0\|_{L^2(\Omega)} \leq C \omega_{k,\sigma}(\varepsilon)^{1/2} \left\{ (1 + \lambda)^{-1/2} \|F\|_{L^2(\Omega)} + (1 + \lambda)^{1/2} \|f\|_{H^1(\partial\Omega)} \right\}, \tag{3.2}
\]

which is clearly far from sharp. However, as far as we know, this estimate is the only one we can derive for Lipschitz domains since the duality argument seems not applicable in this case. In other words, we cannot improve the convergence rate from \(\omega_{k,\sigma}(\varepsilon)^{1/2}\) to \(\omega_{k,\sigma}(\varepsilon)\) as we (and many other authors) have done in \(C^1,1\) domains. Actually, the optimal rate of convergence in Lipschitz domains is still an open problem even for periodic case. The best result so far in periodic case is contained in [17], where under additional symmetry condition on the coefficients the authors showed that the rate of convergence in \(L^2\) is \(O(\varepsilon |\ln \varepsilon|^{1/2+})\). For almost-periodic homogenization, very little is known for convergence rate in Lipschitz domains. Nevertheless, estimate (3.2) still allows us to proceed with our work on uniform regularity.

To prove Theorem 3.1 the following energy estimate will be useful to us.

**Theorem 3.2.** Assume \(A\) satisfies the ellipticity condition (1.2) and \(\Omega\) is a bounded Lipschitz domain. Let \(u\) be the weak solution of

\[
\text{div}(A\nabla u) + \lambda u = F \quad \text{in } \Omega, \quad \text{and} \quad u = f \quad \text{on } \partial\Omega, \tag{3.3}
\]

with \(\lambda \geq 0\), then

\[
\|\nabla u\|_{L^2(\Omega)} + (1 + \lambda)^{1/2}\|u\|_{L^2(\Omega)} \leq C(1 + \lambda)^{-1/2}\|F\|_{L^2(\Omega)} + C(1 + \lambda)^{1/2}\|f\|_{H^{1/2}(\partial\Omega)}, \tag{3.4}
\]

where \(C\) depends only on \(d, m, \mu\) and \(\Omega\).

**Proof of Theorem 3.1.** A direct algebraic manipulation shows that

\[
\mathcal{L}_\varepsilon(w_\varepsilon) + \lambda w_\varepsilon = -\lambda \varepsilon \chi_{T,k}(x/\varepsilon)K_{\varepsilon,\delta} \left( \frac{\partial u_0^\delta}{\partial x_k} \right) + \frac{\partial}{\partial x_i} \left\{ \tilde{a}_{ij}^{\alpha\beta}(x/\varepsilon)K_{\varepsilon,\delta} \left( \frac{\partial u_0^\beta}{\partial x_j} \right) \right\} \\
+ \frac{\partial}{\partial x_i} \left\{ \tilde{a}_{ij}^{\alpha\beta}(x/\varepsilon) \right\} \left\{ K_{\varepsilon,\delta} \left( \frac{\partial u_0^\beta}{\partial x_j} \right) - \frac{\partial u_0^\beta}{\partial x_j} \right\} \\
+ \varepsilon \frac{\partial}{\partial x_i} \left\{ a_{ij}^{\alpha\beta}(x/\varepsilon)K_{\varepsilon,\delta} \left( \frac{\partial u_0^\beta}{\partial x_j} \right) \right\}, \tag{3.5}
\]
we see that there is no boundary integral arising since
where we also used (3.6), Theorem 2.3, 2.5 and integration by parts. Note that
and
Next, observe that
Therefore, it is left to estimate
\[ \left\| \nabla u_0 \right\|_{L^2(\Omega)} \]
where \( b_T \) and \( \phi_T \) are defined by (2.17) and (2.18), respectively. The proof of (3.6)
is based on the following observation derived from (2.18)
\[ b^\alpha_{T,i,j} = \langle b^\alpha_{T,i,j} \rangle - \frac{\partial}{\partial y_k} (\frac{\partial \phi_{T,i,j}}{\partial y_i} \phi_{T,k,j}) - \frac{\partial}{\partial y_i} (\frac{\partial \phi_{T,j,k}}{\partial y_k} \phi_{T,i,j}) - T^{-2} \phi_{T,i,j}, \quad (3.7) \]
as well as the fact that the second term in the right-hand side of (3.7) is skew-
symmetric with respect to \((i,k)\).

Multiplying (3.3) by \( w_\varepsilon \) and integrating over \( \Omega \), we arrive at
\[ \int_\Omega A(x/\varepsilon) \nabla w_\varepsilon \cdot \nabla w_\varepsilon + \lambda \int_\Omega w_\varepsilon \cdot w_\varepsilon \]
\[ \leq C \lambda \Theta_{K,\sigma}(\varepsilon) \left\| \varepsilon \right\|_{L^2(\Omega)} \left\| \nabla u_0 \right\|_{L^2(\Omega)} \]
\[ + C \left\| \nabla w_\varepsilon \right\|_{L^2(\Omega)} \left\{ \left\| K_{\varepsilon,\delta}(\nabla u_0) - \nabla u_0 \right\|_{L^2(\Omega)} + \Theta_{K,\sigma}(\varepsilon) \left\| \nabla K_{\varepsilon,\delta}(\nabla u_0) \right\|_{L^2(\Omega)} \right\} \]
\[ + \left\| b_T \right\| \left\| K_{\varepsilon,\delta}(\nabla u_0) \right\|_{L^2(\Omega)} + \Theta_{K,\sigma}(\varepsilon) \left\| K_{\varepsilon,\delta}(\nabla u_0) \right\|_{L^2(\Omega)} \right\} \]
(3.8)
where we also used (3.6), Theorem 2.3, 2.5 and integration by parts. Note that there is no boundary integral arising since \( w_\varepsilon \in H^1_\varepsilon(\Omega) \). By the definition of \( b_T \), we see that \( \left\| b_T \right\| \leq C \left\| \nabla_\chi T - \psi \right\|_{H^2} \) where \( \psi \) is defined in (2.4). Thus it suffices to estimate \( \left\| K_{\varepsilon,\delta}(\nabla u_0) \right\|_{L^2(\Omega)} \), \( \left\| K_{\varepsilon,\delta}(\nabla u_0) - \nabla u_0 \right\|_{L^2(\Omega)} \) and \( \left\| \nabla K_{\varepsilon,\delta}(\nabla u_0) \right\|_{L^2(\Omega)} \).

First of all, by (2.29) and energy estimate (3.3), one has
\[ \left\| K_{\varepsilon,\delta}(\nabla u_0) \right\|_{L^2(\Omega)} \leq \left\| \nabla u_0 \right\|_{L^2(\Omega)} \]
\[ \leq \frac{C}{(1 + \lambda)^{1/2}} \left\| F \right\|_{L^2(\Omega)} + C(1 + \lambda)^{1/2} \left\| f \right\|_{H^{1/2}(\partial \Omega)}. \]
(3.9)
Next, observe that
\[ \left\| K_{\varepsilon,\delta}(\nabla u_0) - \nabla u_0 \right\|_{L^2(\Omega)} \]
\[ \leq \left\| S_\varepsilon(\theta_\delta \nabla u_0) - \theta_\delta \nabla u_0 \right\|_{L^2(\Omega)} + \left\| \nabla u_0 \right\|_{L^2(\Omega,\varepsilon^2)} \]
\[ \leq C \varepsilon \left\| \nabla^2 u_0 \right\|_{L^2(\Omega,\varepsilon^2)} + C(1 + \varepsilon \delta^{-1}) \left\| \nabla u_0 \right\|_{L^2(\Omega,\varepsilon^2)}, \]
and
\[ \left\| \nabla K_{\varepsilon,\delta}(\nabla u_0) \right\|_{L^2(\Omega)} \leq C \left\| \nabla^2 u_0 \right\|_{L^2(\Omega,\varepsilon^2)} + C \delta^{-1} \left\| \nabla u_0 \right\|_{L^2(\Omega,\varepsilon^2)}. \]
Therefore, it is left to estimate \( \left\| \nabla^2 u_0 \right\|_{L^2(\Omega,\varepsilon^2)} \) and \( \left\| \nabla u_0 \right\|_{L^2(\Omega,\varepsilon^2)}. \)
To estimate $\|\nabla u_0\|_{L^2(\Omega_{\delta \epsilon})}$, we write $u_0 = v + h$, where
\[ v(x) = \int_{\Omega} \Gamma_0(x - y)(-\lambda u_0 + F(y))dy, \]
and $\Gamma_0$ denotes the matrix of fundamental solutions for homogenized operator $L_0$ in $\mathbb{R}^d$, with the pole at the origin. Note that $L_0 v = -\lambda u_0 + F$ and then by the well-known singular integral and fractional integral estimates,
\[
\|v\|_{H^2(\Omega)} \leq C\|F\|_{L^2(\Omega)} + C\lambda\|u_0\|_{L^2(\Omega)} \\
\leq C(1 + \lambda)\|f\|_{H^1(\partial \Omega)} + C\|F\|_{L^2(\Omega)}.
\]
Thus, by Lemma 2.10,
\[
\|\nabla v\|_{L^2(\Omega_{\delta \epsilon})} \leq C\delta^{1/2}\|\nabla v\|_{H^1(\Omega)} \leq C\delta^{1/2}\left\{\|F\|_{L^2(\Omega)} + (1 + \lambda)\|f\|_{H^1(\partial \Omega)}\right\}. \tag{3.10}
\]
Next we observe that $L_0 h = 0$ in $\Omega$, then
\[
\|h\|_{H^1(\partial \Omega)} \leq \|f\|_{H^1(\partial \Omega)} + \|v\|_{H^1(\partial \Omega)} \\
\leq \|f\|_{H^1(\partial \Omega)} + C\|v\|_{H^2(\Omega)} \\
\leq C(1 + \lambda)\|f\|_{H^1(\partial \Omega)} + C\|F\|_{L^2(\Omega)}.
\]
Hence, it follows from the estimates for solutions of $L^2$ regularity problem in Lipschitz domains for the operator $L_0$ in [9, 10] that
\[
\|\nabla h\|_{L^2(\partial \Omega)} \leq C(1 + \lambda)\|f\|_{H^1(\partial \Omega)} + C\|F\|_{L^2(\Omega)},
\]
where $(\nabla h)^*$ denotes the non-tangential maximal function of $\nabla h$. This, together with (3.10), gives
\[
\|\nabla u_0\|_{L^2(\Omega_{\delta \epsilon})} \leq C\delta^{1/2}\left\{\|F\|_{L^2(\Omega)} + (1 + \lambda)\|f\|_{H^1(\partial \Omega)}\right\}. \tag{3.11}
\]
It remains to estimate $\|\nabla^2 u_0\|_{L^2(\Omega_{\delta \epsilon})}$. Note that the interior estimate for $L_0$ gives
\[
|\nabla^2 h(x)| \leq \frac{C}{d(x)} \left(\int_{B(x, \delta/4)} |\nabla h|^2\right)^{1/2},
\]
where $d(x) = \text{dist}(x, \partial \Omega)$. Hence,
\[
\|\nabla^2 h\|_{L^2(\Omega_{\delta \epsilon})} \leq C\delta^{-1/2}\left\{\|F\|_{L^2(\Omega)} + (1 + \lambda)\|f\|_{H^1(\partial \Omega)}\right\}.
\]
Combining this with the estimate for $\nabla^2 v$, one obtains
\[
\|\nabla^2 u_0\|_{L^2(\Omega_{\delta \epsilon})} \leq C\delta^{-1/2}\left\{\|F\|_{L^2(\Omega)} + (1 + \lambda)\|f\|_{H^1(\partial \Omega)}\right\}.
\]
As a result, we have shown
\[
\|K_{\epsilon, \delta}(\nabla u_0) - \nabla u_0\|_{L^2(\Omega)} \leq C(\delta^{-1/2} + \delta^{1/2})\left\{\|F\|_{L^2(\Omega)} + (1 + \lambda)\|f\|_{H^1(\partial \Omega)}\right\}, \tag{3.12}
\]
and
\[
\|\nabla K_{\epsilon, \delta}(\nabla u_0)\|_{L^2(\Omega)} \leq C\delta^{-1/2}\left\{\|F\|_{L^2(\Omega)} + (1 + \lambda)\|f\|_{H^1(\partial \Omega)}\right\}. \tag{3.13}
\]
Now let $\delta = \Theta_{k, \sigma}(T)$. It follows from (3.8), (3.9), (3.12) and (3.13) that

\[
\int_{\Omega} A(x/\varepsilon) \nabla w_\varepsilon \cdot \nabla w_\varepsilon + \lambda \int_{\Omega} w_\varepsilon \cdot w_\varepsilon \\
\leq C \Theta_{k, \sigma}(T)^{1/2} \left\{ \| \nabla w_\varepsilon \|_{L^2(\Omega)} + \lambda^{1/2} \| w_\varepsilon \|_{L^2(\Omega)} \right\} \left\{ \| F \|_{L^2(\Omega)} + (1 + \lambda) \| f \|_{H^1(\partial \Omega)} \right\} \\
+ C(1 + \lambda)^{-1/2} \| \nabla \chi_T - \psi \|_{B^2} \| \nabla w_\varepsilon \|_{L^2(\Omega)} \left\{ \| F \|_{L^2(\Omega)} + (1 + \lambda) \| f \|_{H^1(\partial \Omega)} \right\}.
\]

It then follows that

\[
\| \nabla w_\varepsilon \|_{L^2(\Omega)} + \lambda^{1/2} \| w_\varepsilon \|_{L^2(\Omega)} \leq C \omega_{k, \sigma}(\varepsilon)^{1/2} \left\{ \| F \|_{L^2(\Omega)} + (1 + \lambda) \| f \|_{H^1(\partial \Omega)} \right\},
\]

(3.14)

Finally, since $w_\varepsilon \in H^1_0(\Omega)$, it follows from the Poincaré inequality that

\[
\| w_\varepsilon \|_{H^1(\Omega)} + (1 + \lambda)^{1/2} \| w_\varepsilon \|_{L^2(\Omega)} \leq C \omega_{k, \sigma}(\varepsilon)^{1/2} \left\{ \| F \|_{L^2(\Omega)} + (1 + \lambda) \| f \|_{H^1(\partial \Omega)} \right\},
\]

(3.15)

which ends the proof.

Remark 3.3. A similar result for the Neumann problem also holds. Precisely, let $\Omega$ and $A$ be the same as in Theorem 3.1 and $u_\varepsilon, u_0$ be the weak solution of (1.9) and the corresponding homogenized system with the same data, respectively, then

\[
\| u_\varepsilon - u_0 \|_{L^2(\Omega)} \leq C \omega_{k, \sigma}(\varepsilon)^{1/2} \left\{ (1 + \lambda)^{-1/2} \| F \|_{L^2(\Omega)} + (1 + \lambda)^{1/2} \| g \|_{L^2(\partial \Omega)} \right\}.
\]

(3.16)

Although most of this section was focused on Lipschitz domains with $H^1$ Dirichlet boundary data, sometimes we are also interested in $H^s$ boundary data when $s \neq 1$. The next theorem is concerned with the rate of convergence in $C^{1,1}$ domains with $H^s(\partial \Omega)$ Dirichlet boundary data, where $1/2 \leq s \leq 3/2$. This theorem is of independent interest, though it will not be used in this paper. Before stating the theorem, we recall that Theorem 3.1 actually shows that if $\Omega$ is a $C^{1,1}$ domain, then

\[
\| u_\varepsilon - u_0 \|_{L^2(\Omega)} \leq C \omega_{k, \sigma}(\varepsilon) \left\{ \| F \|_{L^2(\Omega)} + (1 + \lambda) \| f \|_{H^{3/2}(\partial \Omega)} \right\}.
\]

(3.17)

This follows from (2.33) and the energy estimate.

Theorem 3.4. Suppose that $\Omega$ is a bounded $C^{1,1}$ domain and $A \in APW^2(\mathbb{R}^d)$ satisfies the ellipticity condition (1.4). Let $u_\varepsilon$ be the weak solution of (1.9) and $u_0$ be the weak solution of homogenized system with the same data $(F, f)$. Then for every $s \in [1/2, 3/2]$,

\[
\| u_\varepsilon - u_0 \|_{L^2(\Omega)} \leq C \omega_{k, \sigma}(\varepsilon) \| F \|_{L^2(\Omega)} + C \{ \omega_{k, \sigma}(\varepsilon)(1 + \lambda) \}^{s-1/2} \| f \|_{H^{s/2}(\partial \Omega)},
\]

(3.18)

where $C$ depends only on $d, m, \sigma, A$ and $\Omega$.

Proof. Since $f \in H^s(\partial \Omega)$, $s \geq 1/2$ and $\Omega$ is $C^{1,1}$, then there exists a extension operator $E$ such that $Ef \in H^{s+1/2}(\mathbb{R}^d)$ and $\text{Tr}(Ef) = f$ on $\partial \Omega$ and $\| Ef \|_{H^{s+1/2}(\mathbb{R}^d)} \leq C \| f \|_{H^{s}(\partial \Omega)}$, where $C$ depends only on $d$ and $\Omega$. Denote $Ef$ by $\tilde{f}$. Let $\phi \in C_0^\infty(B_1(0))$ such that $\int \phi = 1$ and $\phi_\delta(x) = \delta^{-d} \phi(x/\delta)$, where $\delta > 0$ is to be determined. Set $\tilde{f}_\delta = \phi_\delta \ast \tilde{f}$. Clearly, $\tilde{f}_\delta$ is smooth. We claim that

\[
\| \tilde{f}_\delta \|_{H^s(\mathbb{R}^d)} \leq C \delta^{s-3/2} \| \tilde{f} \|_{H^{s+1/2}(\mathbb{R}^d)} \leq C \delta^{s-3/2} \| f \|_{H^s(\partial \Omega)}.
\]

(3.19)
Actually, this is a standard exercise for the equivalent $H^s$ norm defined by Fourier transform, i.e.

$$
\|g\|_{H^s(\mathbb{R}^d)}^2 = \int_{\mathbb{R}^d} (1 + |\xi|^2)^s |\mathcal{F}g(\xi)|^2 d\xi.
$$

The details are left to the readers. Now we let $f_\delta = \text{Tr} \tilde{f}_\delta$. By trace theorem and (3.19), we know $\|f_\delta\|_{H^{3/2}(\partial \Omega)} \leq C\delta^{s-3/2}\|f\|_{H^s(\partial \Omega)}$.

Next, we construct a Dirichlet problem as follows:

$$
\mathcal{L}_\varepsilon(\tilde{u}_\varepsilon) + \lambda \tilde{u}_\varepsilon = F \quad \text{in } \Omega, \quad \text{and} \quad \tilde{u}_\varepsilon = f_\delta \quad \text{on } \partial \Omega.
$$

Also, the corresponding homogenized problem is:

$$
\mathcal{L}_0(\tilde{u}_0) + \lambda \tilde{u}_0 = F \quad \text{in } \Omega, \quad \text{and} \quad \tilde{u}_0 = f_\delta \quad \text{on } \partial \Omega.
$$

Since $\Omega$ is $C^{1,1}$ and $f_\delta \in H^{3/2}(\partial \Omega)$, then it follows form (3.17) that

$$
\|\tilde{u}_\varepsilon - \tilde{u}_0\|_{L^2(\Omega)} \leq C\omega_{k,\sigma}(\varepsilon) \left\{ \|F\|_{L^2(\Omega)} + (1 + \lambda)\|f_\delta\|_{H^{3/2}(\partial \Omega)} \right\}
$$

$$
\leq C\omega_{k,\sigma}(\varepsilon) \left\{ \|F\|_{L^2(\Omega)} + \delta^{s-3/2}(1 + \lambda)\|f\|_{H^s(\partial \Omega)} \right\}.
$$

On the other hand, $v_\varepsilon = u_\varepsilon - \tilde{u}_\varepsilon$ satisfies

$$
\mathcal{L}_\varepsilon(v_\varepsilon) + \lambda v_\varepsilon = 0 \quad \text{in } \Omega, \quad \text{and} \quad v_\varepsilon = f - f_\delta \quad \text{on } \partial \Omega.
$$

Then it follows from energy estimate and trace theorem that

$$
\|u_\varepsilon - \tilde{u}_\varepsilon\|_{L^2(\Omega)} \leq C\|f - f_\delta\|_{H^{3/2}(\partial \Omega)} \leq C\|\tilde{f} - \tilde{f}_\delta\|_{H^s(\mathbb{R}^d)} \leq C\delta^{s-1/2}\|f\|_{H^s(\partial \Omega)},
$$

where we have used the fact $s \geq 1/2$. Similarly, we also have

$$
\|u_0 - \tilde{u}_0\|_{L^2(\Omega)} \leq C\delta^{s-1/2}\|f\|_{H^s(\partial \Omega)}.
$$

As a consequence,

$$
\|u_\varepsilon - u_0\|_{L^2(\Omega)}
$$

$$
\leq \|u_\varepsilon - \tilde{u}_\varepsilon\|_{L^2(\Omega)} + \|\tilde{u}_\varepsilon - \tilde{u}_0\|_{L^2(\Omega)} + \|u_0 - \tilde{u}_0\|_{L^2(\Omega)}
$$

$$
\leq C\omega_{k,\sigma}(\varepsilon)\|F\|_{L^2(\Omega)} + C\left\{ \delta^{s-1/2} + \delta^{s-3/2}\omega_{k,\sigma}(\varepsilon)(1 + \lambda) \right\}\|f\|_{H^s(\partial \Omega)}
$$

$$
\leq C\omega_{k,\sigma}(\varepsilon)\|F\|_{L^2(\Omega)} + C\left\{ \omega_{k,\sigma}(\varepsilon)(1 + \lambda) \right\}\delta^{s-1/2}\|f\|_{H^s(\partial \Omega)},
$$

where in the last inequality we have chosen $\delta = \omega_{k,\sigma}(\varepsilon)(1 + \lambda)$.

\hfill \Box

4. BOUNDARY LIPSCHITZ ESTIMATE

In this section we will study the uniform boundary Lipschitz estimates down to the scale $\varepsilon$ in $C^{1,\alpha}$ domains with Dirichlet or Neumann boundary conditions. The Dirichlet and Neumann cases will be treated in two subsections separately. We modify the argument in [20] to make it adapted to general $\lambda > 0$.

Let $D_\varepsilon, \Delta_\varepsilon$ be defined in (1.10). Note that $D_\varepsilon$ acts as a subset of $\Omega$ who shares the same boundary portion $\Delta_\varepsilon$ with $D_\varepsilon$. Therefore, to establish the boundary estimates, it suffices to consider the boundary value problems in $D_\varepsilon$. Throughout this section, $\alpha \in (0,1)$ will be fixed and $\lambda$ is restricted in $[0,1]$ so that it essentially has no influence on our proofs and results. For the case $\lambda > 1$, we can use rescaling $v_\varepsilon(x) = \lambda u_\varepsilon(\lambda^{-1/2}x)$ so that it reduces to the case of $\lambda = 1$. However, in this case the constant will also depend on $\lambda$. 
4.1. **Dirichlet boundary value problems.** Throughout this subsection, we let \( u_\varepsilon \in H^1(D_2; \mathbb{R}^d) \) be a weak solution of \( \mathcal{L}_\varepsilon(u_\varepsilon) + \lambda u_\varepsilon = F \) in \( D_2 \) with \( u_\varepsilon = f \) on \( \Delta_2 \). Define the following auxiliary quantities adapted for nonzero \( \lambda \):

\[
\Phi(t) = \frac{1}{t} \inf_{q \in \mathbb{R}^d} \left\{ \left( \int_{D_t} \|u_\varepsilon - q\|^2 \right)^{1/2} + t^2 \left( \int_{D_t} |F|^p \right)^{1/p} + t^2 \lambda |q| + \|f - q\|_{L^{\infty}(\Delta_t)} + t\|\nabla \tan f\|_{L^{\infty}(\Delta_t)} \right\},
\]

and

\[
H(t; u) = \frac{1}{t} \inf_{p \in \mathbb{R}^d, q \in \mathbb{R}^d} \left\{ \left( \int_{D_t} \|u - Px - q\|^2 \right)^{1/2} + t^2 \left( \int_{D_t} |F|^p \right)^{1/p} + t^2 \lambda \|Px + q\|_{L^{\infty}(D_t)} + \|f - Px - q\|_{L^{\infty}(\Delta_t)} + t\|\nabla \tan (f - Px)\|_{L^{\infty}(\Delta_t)} + t^{1+\tau}\|\nabla \tan f\|_{C^{\tau}(\Delta_t)} \right\},
\]

where \( p > d \) and \( \tau \in (0, \alpha) \).

**Lemma 4.1.** Let \( \varepsilon \leq r \leq 1 \). There exists \( v \in H^1(D_r; \mathbb{R}^d) \) such that \( \mathcal{L}_0(v) + \lambda v = F \) in \( D_r \), \( v = f \) on \( \Delta_r \) and

\[
\frac{1}{r} \left( \int_{D_r} \|u_\varepsilon - v\|^2 \right)^{1/2} \leq C[\omega_k, \sigma(\varepsilon/r)]^{1/2} \Phi(2r),
\]

where \( C \) depends only on \( A, \sigma \) and \( M \).

**Proof.** By rescaling, it is sufficient to prove (4.3) with \( r = 1 \). First by Caccioppoli’s inequality,

\[
\int_{D_{3/2}} \|\nabla u_\varepsilon\|^2 \leq C \left\{ \int_{D_2} \|u_\varepsilon\|^2 + \int_{D_2} |F|^2 + \|f\|_{L^{\infty}(\Delta_2)} + \|\nabla \tan f\|_{L^{\infty}(\Delta_2)} \right\}.
\]

By the co-area formula, this implies that there exists some \( t \in [5/4, 3/2] \) such that

\[
\int_{\partial D_t \setminus \Delta_2} (|\nabla u_\varepsilon|^2 + |u_\varepsilon|^2) \leq C \left\{ \int_{D_2} \|u_\varepsilon\|^2 + \int_{D_2} |F|^2 + \|f\|_{L^{\infty}(\Delta_2)} + \|\nabla \tan f\|_{L^{\infty}(\Delta_2)} \right\}.
\]

Let \( v \) be the weak solution to the Dirichlet problem:

\[
\mathcal{L}_0(v) + \lambda v = F \quad \text{in} \quad D_t \quad \text{and} \quad v = u_\varepsilon \quad \text{on} \quad \partial D_t.
\]

Note that \( v = f \) on \( \Delta_1 \). Then it follows from (3.2) that

\[
\|u_\varepsilon - v\|_{L^2(D_1)} \leq \|u_\varepsilon - v\|_{L^2(D_1)}
\leq C[\omega_k, \sigma(\varepsilon)]^{1/2} \left\{ \|F\|_{L^2(D_1)} + \|u_\varepsilon\|_{H^1(\partial D_1)} \right\}
\leq C[\omega_k, \sigma(\varepsilon)]^{1/2} \left\{ \|u_\varepsilon\|_{L^2(D_2)} + \|F\|_{L^2(D_2)} + \|f\|_{L^{\infty}(\Delta_2)} + \|\nabla \tan f\|_{L^{\infty}(\Delta_2)} \right\}.
\]
This implies
\[
\left( \int_{D_1} |u_\varepsilon - v|^2 \right)^{1/2} \leq C[\omega_{k,\sigma}](\varepsilon)^{1/2} \left\{ \left( \int_{D_2} |u_\varepsilon|^2 \right)^{1/2} + \left( \int_{D_2} |F|^p \right)^{1/p} \right. \\
+ \left. \|f\|_{L^\infty(\Delta_2)} + \|\nabla \tan f\|_{L^\infty(\Delta_2)} \right\}.
\]

Finally observe that the last inequality still holds if we subtract a constant \( q \in \mathbb{R}^d \) simultaneously from \( u_\varepsilon, v \) and \( f \). This gives us the desired estimate with \( r = 1 \) by taking the infimum over all \( q \in \mathbb{R}^d \).

**Lemma 4.2** (Flatness property for \( L_0 \)). Let \( v \in L^1(D_2; \mathbb{R}^d) \) be a weak solution of \( L_0(v) + \lambda v = F \) in \( D_2 \) with \( v = f \) on \( \Delta_2 \). Then there exists \( \theta \in (0, 1/4) \), depending only on \( p, A, \tau, \alpha \) and \( M \), such that
\[
H(\theta; v) \leq \frac{1}{2} H(r; v).
\]

**Proof.** This lemma is similar as [4, Theorem 7.1], which follows form the boundary \( C^{1,\alpha} \) estimate for the second-order elliptic system with constant coefficients. By rescaling, we may assume \( r = 1 \). By choosing \( q = v(0) \) and \( P = \nabla v(0) \), we can see
\[
H(\theta; v) \leq C\theta^2 \|v\|_{C^{1,\beta}(D_\alpha)} + C\theta^2 \left( \int_{D_1} |F|^p \right)^{1/p},
\]
where \( \beta = \min\{\tau, (p - d)/p\} \). By boundary \( C^{1,\alpha} \) estimate, we obtain
\[
\|v\|_{C^{1,\beta}(D_\alpha)} \leq C\left\{ \left( \int_{D_1} |v|^2 \right)^{1/2} + \left( \int_{D_1} |F|^p \right)^{1/p} \right. \\
+ \left. \|f\|_{L^\infty(\Delta_1)} + \|\nabla \tan f\|_{L^\infty(\Delta_1)} + \|\nabla \tan f\|_{C^\beta(\Delta_1)} \right\}.
\]

Then it follows that
\[
H(\theta; v) \leq C\theta^2 \left\{ \left( \int_{D_1} |v|^2 \right)^{1/2} + \left( \int_{D_1} |F|^p \right)^{1/p} \right. \\
+ \left. \|f\|_{L^\infty(\Delta_1)} + \|\nabla \tan f\|_{L^\infty(\Delta_1)} + \|\nabla \tan f\|_{C^\beta(\Delta_1)} \right\}.
\]

Now note that \( L_0(P\varepsilon + q) = 0 \) for any \( P \in \mathbb{R}^{d \times d}, q \in \mathbb{R}^d \). Let \( w = v - P\varepsilon - q \), then \( \mathcal{L}(w) + \lambda w = F - \lambda(P\varepsilon + q) \),
\[
(4.7)
\]
with Dirichlet boundary data \( w = f - P\varepsilon - q \) on \( \Delta_2 \). Applying (4.6) to \( w \), we arrive at
\[
H(\theta; w) \leq C\theta^2 \left\{ \left( \int_{D_1} |v - P\varepsilon - q|^2 \right)^{1/2} + \left( \int_{D_1} |F|^p \right)^{1/p} \right. \\
+ \left. \lambda \|P\varepsilon + q\|_{L^\infty(D_1)} + \|f - P\varepsilon - q\|_{L^\infty(\Delta_1)} \right. \\
+ \left. \|\nabla \tan(f - P\varepsilon)\|_{L^\infty(\Delta_1)} + \|\nabla \tan(f - P\varepsilon)\|_{C^\beta(\Delta_1)} \right\}.
\]

Also, it follows from triangle inequality that
\[
H(\theta; v) \leq H(\theta; w) + \theta \|P\varepsilon + q\|_{L^\infty(D_1)}.
\]
Combining (4.8) and (4.9) and taking the infimum over all $P \in \mathbb{R}^{d \times d}, q \in \mathbb{R}^d$, we obtain

$$H(\theta; v) \leq C \theta^\beta H(1; v).$$

(4.10)

The desired estimate follows by fixing a $\theta \in (0, 1/4)$ so small that $C \theta^\beta \leq 1/2$. □

**Lemma 4.3** (Flatness property for $L_\varepsilon$). Let $0 < \varepsilon < 1/2$, then there exists a $\theta \in (0, 1/4)$ such that for any $r \in [\varepsilon, 1/2]$,

$$H(\theta r; u_\varepsilon) \leq \frac{1}{2} H(r; u_\varepsilon) + C [\omega_{k, \sigma}(\varepsilon/r)]^{1/2} \Phi(2r),$$

(4.11)

where $C$ depends only on $p, A, \alpha, \tau, \sigma$ and $M$.

**Proof.** Fix $r \in [\varepsilon, 1/2]$. Let $v$ be a solution of $L_0(v) + \lambda v = F$ in $D_r$ with $v = f$ on $\Delta_r$. Observe that

$$H(\theta r; u_\varepsilon) \leq H(\theta r; v) + \frac{1}{\theta r} \left( \int_{D_{\theta r}} |u_\varepsilon - v|^2 \right)^{1/2}$$

$$\leq \frac{1}{2} H(r; v) + \frac{1}{\theta r} \left( \int_{D_{\theta r}} |u_\varepsilon - v|^2 \right)^{1/2}$$

$$\leq \frac{1}{2} H(r; v) + \frac{1}{r} \left( \int_{D_r} |u_\varepsilon - v|^2 \right)^{1/2}$$

$$\leq \frac{1}{2} H(r; v) + C [\omega_{k, \sigma}(\varepsilon/r)]^{1/2} \Phi(2r)$$

where we have used Lemma 4.2 for the second inequality and Lemma 4.1 for the last inequality. □

**Lemma 4.4.** Let $H(t)$ and $h(t)$ be two nonnegative continuous functions on the interval $(0, 1]$. Suppose that there exists a constant $C_0$ such that

$$\max_{r \leq t \leq 2r} H(t) + \max_{r \leq s \leq 2r} |h(t) - h(s)| \leq C_0 H(2r).$$

(4.12)

for any $r \in [\varepsilon, 1/2]$. We further assume that

$$H(\theta r) \leq \frac{1}{2} H(r) + C_0 \eta(\varepsilon/r) \{H(2r) + h(2r)\},$$

(4.13)

for any $r \in [\varepsilon, 1/2]$, where $\theta \in (0, 1/4)$ and $\eta$ is a nonnegative increasing function on $[0, 1]$ satisfying $\eta(0) = 0$ and

$$\int_0^1 \frac{\eta(t)}{t} dt < \infty.$$  

(4.14)

Then

$$\max_{r \leq t \leq 2r} \{H(r) + h(r)\} \leq C \{H(1) + h(1)\},$$

(4.15)

where $C$ depends only on $C_0, \theta$ and $\eta$.

This lemma was proved in [20, Lemma 8.5], where the Dini-type condition (1.7) is involved.

**Proof of Theorem 1.1.** We assume that $0 < \varepsilon < 1/4$ and let $u_\varepsilon$ define on $D_2$ as before. For $r \in (0, 1)$ and $t \in (r, 2r)$, it is easy to see that $H(t; u_\varepsilon) \leq CH(2r; u_\varepsilon)$. 


Next, we let \( h(r) = |P_r| \), where \( P_r \) is the \( d \times d \) matrix such that
\[
H(r; u_\varepsilon) = \frac{1}{r} \inf_{q \in \mathbb{R}^d} \left\{ \left( \int_{D_r} |u_\varepsilon - P_r x - q|^2 \right)^{1/2} + r^2 \left( \int_{D_r} |F|^p \right)^{1/p} \right. \\
+ r^2 \lambda \|P_r x + q\|_{L^\infty(D_r)} + \|f - P_r x - q\|_{L^\infty(\Delta_r)} \\
\left. + r \|\nabla \tan(f - P_r x)\|_{L^\infty(\Delta_r)} + r^{1+\tau} \|\nabla \tan(f - P_r x)\|_{C^r(\Delta_r)} \right\}.
\]

Let \( t, s \in [r, 2r] \). Using
\[
|P_t - P_s| \leq \frac{C}{r} \inf_{q \in \mathbb{R}^d} \left( \int_{D_r} |(P_t - P_s) x - q|^2 \right)^{1/2} \\
\leq \frac{C}{t} \inf_{q \in \mathbb{R}^d} \left( \int_{D_t} |u_\varepsilon - P_t x - q|^2 \right)^{1/2} + \frac{C}{s} \inf_{q \in \mathbb{R}^d} \left( \int_{D_s} |u_\varepsilon - P_s x - q|^2 \right)^{1/2} \\
\leq CH(t; u_\varepsilon) + CH(s; u_\varepsilon) \\
\leq CH(2r; u_\varepsilon).
\]
Thus, we obtain
\[
\max_{r \leq t, s \leq 2r} |h(t) - h(s)| \leq CH(2r; u_\varepsilon). \tag{4.17}
\]
Furthermore, by the definition of \( \Phi \) and \( H \),
\[
\Phi(2r) \leq H(2r; u_\varepsilon) + h(2r). \tag{4.18}
\]
In view of Lemma 4.3, we have
\[
H(\theta r; u_\varepsilon) \leq \frac{1}{2} H(r; u_\varepsilon) + C[\omega_{k,\varepsilon}(\varepsilon/r)]^{1/2} \{ H(2r; u_\varepsilon) + h(2r) \}, \tag{4.19}
\]
for all \( r \in [\varepsilon, 1/2] \). Note that the function \( H(r) = H(r; u_\varepsilon) \) and \( h(r) \) satisfies the conditions (4.12), (4.13) and (4.14). Then by Lemma 4.4, we obtain that for all \( r \in [\varepsilon, 1/2] \),
\[
\inf_{q \in \mathbb{R}^d} \frac{1}{r} \left( \int_{D_r} |u_\varepsilon - q|^2 \right)^{1/2} \leq C \{ H(r; u_\varepsilon) + h(r) \} \\
\leq C \{ H(1; u_\varepsilon) + h(1) \} \\
\leq C \left\{ \left( \int_{D_1} |u_\varepsilon|^2 \right)^{1/2} + \|f\|_{C^1, r(\Delta_1)} + \|F\|_{L^p(D_1)} \right\} \\
\leq C \left\{ \left( \int_{D_1} |\nabla u_\varepsilon|^2 \right)^{1/2} + \|f\|_{C^1, r(\Delta_1)} + \|F\|_{L^p(D_1)} \right\},
\]
where we have used the Poincaré inequality and the fact \( u_\varepsilon = f \) on \( \Delta_1 \) in the last inequality. This, together with the Caccioppoli inequality, gives the estimate (1.8).

\[\square\]

\textbf{Remark 4.5.} It is obvious to see that the argument above for the large scale boundary Lipschitz estimate also works for the interior Lipschitz estimate; see [23] Theorem 11.1 for another proof. Indeed, we are able to establish
\[
\left( \int_{B_r} |\nabla u_\varepsilon|^2 \right)^{1/2} \leq C \left\{ \left( \int_{B_1} |\nabla u_\varepsilon|^2 \right)^{1/2} + \|F\|_{L^p(B_1)} \right\}, \tag{4.20}
\]
where $u_\varepsilon$ is a solution for $\mathcal{L}_\varepsilon u_\varepsilon + \lambda u_\varepsilon = F$ in $B_2$.

**Remark 4.6.** As we have mentioned in the Introduction, under the additional condition of smoothness on the coefficients, the full uniform boundary Lipschitz estimate follows from Theorem 1.1 and a blow-up argument. In fact, it is sufficient to assume $A$ is Hölder continuous, i.e., there exist $\delta > 0$ and $C$ such that

$$|A(x) - A(y)| \leq C|x - y|^{\delta},$$

for all $x, y \in \mathbb{R}^d$.

Now we would like to give the details of the blow-up argument. Let $u_\varepsilon$ be as before. Set $\tilde{u}(x) = \varepsilon^{-1}u_\varepsilon(x/\varepsilon)$, then $\tilde{u}$ satisfies

$$-\text{div}(A(x)\nabla \tilde{u}(x)) = F_\varepsilon(x) \quad \text{in } \tilde{D}_1, \quad \text{and } \quad \tilde{u} = f_\varepsilon \quad \text{on } \tilde{\Delta}_1,$$

where $F_\varepsilon(x) = \varepsilon F(\varepsilon x)$ and $f_\varepsilon(x) = \varepsilon^{-1}f(\varepsilon x)$ and

$$\tilde{D}_1 = \{(x', x_d) \in \mathbb{R}^d : |x'| < 1 \text{ and } \varepsilon^{-1}\phi(\varepsilon x') < x_d < \varepsilon^{-1}\phi(\varepsilon x') + 1\},$$

$$\tilde{\Delta}_1 = \{(x', x_d) \in \mathbb{R}^d : |x'| < 1 \text{ and } x_d = \varepsilon^{-1}\phi(\varepsilon x')\}.$$

Recall that $\phi(0) = 0$ and $\|\nabla \phi\|_{C^r[\mathbb{R}^{d-1}]} \leq M$. Let $\phi_\varepsilon(x) = \varepsilon^{-1}\phi(\varepsilon x)$. Then we also have $\phi_\varepsilon(0) = 0$ and $\|\nabla \phi_\varepsilon\|_{C^r(B(0,1))} \leq M$. Without loss of generality, we can also assume $f(0) = 0$ by subtracting a constant from the solution since we are only concerned with the magnitude of the gradient. So we have $\|F_\varepsilon\|_{C^{1,\alpha}(\tilde{\Delta}_1)} \leq \|f\|_{C^{1,\alpha}(\Delta_1)}$. Moreover, it is clear that $\|F_\varepsilon\|_{L^p(\tilde{D}_1)} \leq \|F\|_{L^p(D_1)}$ for $p > d$. If $A$ satisfies (4.21), then we can apply the Lipschitz estimate (or $C^{1,\alpha}$ estimate) for $\tilde{u}$ and obtain

$$|\nabla \tilde{u}(0)| \leq C \left\{ \left( \int_{\tilde{D}_1} |\nabla \tilde{u}|^2 \right)^{1/2} + \|f_\varepsilon\|_{C^{1,\tau}(\tilde{\Delta}_1)} + \|F_\varepsilon\|_{L^p(\tilde{D}_1)} \right\}.$$

Now noting that $\nabla u_\varepsilon(0) = \nabla \tilde{u}(0)$ and combining the last inequality with Theorem 1.1 we obtain

$$|\nabla u_\varepsilon(0)| \leq C \left\{ \left( \int_{D_1} |\nabla u_\varepsilon|^2 \right)^{1/2} + \|f\|_{C^{1,\tau}(\Delta_1)} + \|F\|_{L^p(D_1)} \right\}.$$

Observe that this argument works equally well for the points whose distance from boundary is less than $\varepsilon$. On the other hand, for those points far away from boundary, we can combine the large scale interior Lipschitz estimate (4.20) and the blow-up argument to obtain the full uniform Lipschitz estimate. As a consequence, we obtain the following.

**Theorem 4.7 (Global Lipschitz estimate for DP).** Let $\Omega$ be a bounded $C^{1,\alpha}$ domain. Suppose that $A \in APW^2(\mathbb{R}^d)$ satisfies the ellipticity condition (1.2) and Hölder continuity (1.21). Moreover, $\omega_{\kappa, \sigma}$ obeys the Dini-type condition (1.7) for some $\sigma \in (0,1)$, $k \geq 1$. If $u_\varepsilon$ is the weak solution of (1.4) with $F \in L^p(\Omega), p > d$ and $f \in C^{1,\tau}(\partial \Omega), \tau > 0$, then

$$\|\nabla u_\varepsilon\|_{L^\infty(\Omega)} \leq C \left\{ \|f\|_{C^{1,\tau}(\partial \Omega)} + \|F\|_{L^p(\Omega)} \right\},$$

where the constant is independent of $\varepsilon$. 
Finally, we mention in advance that we should be able to obtain the full Lipschitz estimate for Neumann problems, as well as full Hölder estimates (Section 5.3) for both Dirichlet and Neumann problems, by the same blow-up argument. The details are left to the readers. (For Hölder estimates, it is sufficient to assume that \( A \) belongs to VMO space \([20]\).)

### 4.2. Neumann boundary value problems

Actually, Neumann problems are treated analogously as Dirichlet problems. All the lemmas and results are parallel to those proved for Dirichlet problems. For this reason, we will just list all the lemmas needed as a sketch of the proof and omit all the technical details. Throughout this subsection, we let \( u_\varepsilon \in H^1(D_2; \mathbb{R}^d) \) be a weak solution of \( \mathcal{L}_\varepsilon (u_\varepsilon) + \lambda u_\varepsilon = F \) in \( D_2 \) with \( \partial u_\varepsilon / \partial \nu_\varepsilon = g \) on \( \Delta_2 \). Define the following auxiliary quantities:

\[
\Psi(t) = \frac{1}{t} \inf_{q \in \mathbb{R}^d} \left\{ \left( \int_{D_t} |u_\varepsilon - q|^2 \right)^{1/2} + t^2 \left( \int_{D_t} |F|^p \right)^{1/p} \right. \\
\left. + t^2 \lambda |q| + t \| g \|_{L^\infty(\Delta_t)} \right\},
\]

and

\[
J(t; u) = \frac{1}{t} \inf_{q \in \mathbb{R}^d} \left\{ \left( \int_{D_t} |u - Px - q|^2 \right)^{1/2} + t^2 \left( \int_{D_t} |F|^p \right)^{1/p} \right. \\
\left. + t^2 \lambda \| Px + q \|_{L^\infty(\Delta_t)} + t \left\| g - \frac{\partial}{\partial \nu_0}(Px) \right\|_{L^\infty(\Delta_t)} \right. \\
\left. + t^{1+\tau} \left\| g - \frac{\partial}{\partial \nu_0}(Px) \right\|_{C^\tau(\Delta_t)} \right\},
\]

where \( p > d \) and \( \tau \in (0, \alpha) \).

#### Lemma 4.8

Let \( \varepsilon \leq r \leq 1 \). There exists \( w \in H^1(D_r; \mathbb{R}^d) \) such that \( \mathcal{L}_0(w) + \lambda w = F \) in \( D_r \), \( \partial w / \partial \nu_0 = g \) on \( \Delta_r \) and

\[
\left( \int_{D_r} |u_\varepsilon - w|^2 \right)^{1/2} \leq C |\omega_{k,\sigma}(\varepsilon/r)|^{1/2} \Psi(2r),
\]

where \( C \) depends only on \( A, \sigma \) and \( M \).

**Proof.** The lemma follows from (4.10) and the same argument as Lemma 4.4. \( \square \)

#### Lemma 4.9

Let \( w \in H^1(D_2; \mathbb{R}^d) \) be a weak solution of \( \mathcal{L}_0(w) + \lambda w = F \) in \( D_2 \) with \( \partial w / \partial \nu_0 = g \) on \( \Delta_2 \). Then there exists \( \theta \in (0,1/4) \), depending only on \( p, A, \tau, \alpha \) and \( M \), such that

\[
J(\theta r; w) \leq \frac{1}{2} J(r; w).
\]

**Proof.** This lemma follows from the boundary \( C^{1,\alpha} \) estimate for Neumann problems and the similar argument as Lemma 4.2. \( \square \)

#### Lemma 4.10

Let \( 0 < \varepsilon < 1/2 \), then there exists a \( \theta \in (0,1/4) \) such that for any \( r \in [\varepsilon, 1/2] \),

\[
J(\theta r; u_\varepsilon) \leq \frac{1}{4} J(r; u_\varepsilon) + C |\omega_{k,\sigma}(\varepsilon/r)|^{1/2} \Psi(2r),
\]

where \( C \) depends only on \( p, A, \alpha, \tau, \delta \) and \( M \).
Proof. The lemma follows from the same lines as Lemma 4.3 by combining Lemma 4.8 and 4.9.

Proof of Theorem 1.2. With Lemma 4.10 at our disposal, (1.10) follows from Lemma 4.4, as in the case of Dirichlet boundary conditions. We omit the details.

5. Applications

5.1. Improved estimates of approximate correctors. In [23], we obtained the interior uniform Hölder continuity of the system
\[- \text{div}(A(x/\varepsilon)\nabla u_{\varepsilon}) + \lambda u_{\varepsilon} = F + \text{div} f,\]
down to the scale \(\varepsilon\), by a compactness argument. Based on that we were able to establish the estimates (2.14) for the approximate correctors for any \(\sigma > 0\). However, to recover the end-point case \(\sigma = 0\), we have to employ the interior Lipschitz estimate under the Dini-type condition (1.7). Actually, this has been shown in [23] and here we will give a slightly different approach, based on our new version of Lipschitz estimate with \(\lambda = 1\), to obtain the same estimate for \(\sigma = 0\).

Theorem 5.1. Suppose that \(A \in \text{APW}^2(\mathbb{R}^d)\) satisfies the ellipticity condition (1.2) and for some \(\sigma \in (0, 1)\) and \(k \geq 1\), \(\omega_k, \sigma\) satisfies the Dini-type condition (1.7). Then,
\[\|\nabla \chi_T\|_{S^1_2} \leq C,\]
where the constant \(C\) depends only on \(\sigma, k\) and \(A\).

Proof. Recall that \(\chi^\beta_{T, j}\) satisfy the equations for approximate correctors (2.12). Fix \(x_0 \in \mathbb{R}^d\), and let
\[u_{\varepsilon}(x) = T^{-2}\chi^\beta_{T, j}(Tx) + TP^\beta_j(x - x_0), \quad T = \varepsilon^{-1},\]
where \(P^\beta_j\) is an affine function. Then \(u_{\varepsilon}\) satisfies
\[- \text{div}(A(x/\varepsilon)\nabla u_{\varepsilon}) + u_{\varepsilon} = \varepsilon P^\beta_j(x - x_0), \quad x \in \mathbb{R}^d.\]

Therefore, with the additional Dini-type condition on the convergence rate, we can apply the interior Lipschitz estimate to the system (5.4). It follows that
\[\left(\int_{B(x_0, \varepsilon)} |\nabla u_{\varepsilon}|^2 \right)^{1/2} \leq C \left(\int_{B(x_0, 1)} |\nabla u_{\varepsilon}|^2 \right)^{1/2} + C\varepsilon \left(\int_{B(x_0, 1)} |P^\beta_j (\cdot - x_0)|^p \right)^{1/p} \leq CT^{-1} \left(\int_{B(x_0, T)} |\nabla \chi^\beta_{T, j}|^2 \right)^{1/2} + CT^{-1} \leq CT^{-1},\]
where the last inequality follows from (2.12) and [23] Lemma 3.1. Hence,
\[\left(\int_{B(x_0, 1)} |\nabla \chi_T|^2 \right)^{1/2} \leq C.\]
This implies (5.2) since \(x_0 \in \mathbb{R}^d\) is arbitrary.
5.2. Rellich estimate in $L^2$. The classical Rellich estimate for harmonic functions claims that $\|\nabla u\|_{L^p(\partial \Omega)}$, $\|\nabla \tan u\|_{L^p(\partial \Omega)}$ and $\|\frac{\partial u}{\partial \nu}\|_{L^p(\partial \Omega)}$ are comparable if they are bounded. These estimates are of importance since they usually imply the solvability of $L^p$ boundary value problems\cite{19}. In this subsection, we will show the uniform Rellich estimate for $u_\varepsilon$ in $L^2$ at large scale in Lipschitz domains without any assumption of smoothness. For simplicity, we temporarily assume $F = 0$ and $\lambda = 0$.

First, we note that if $\Omega$ is a $C^{1,\alpha}$ domain and the conditions of Theorem 1.1 are satisfied, then (1.8) implies

$$\left(\int_{\Omega_r} |\nabla u_\varepsilon|^2\right)^{1/2} \leq C\|f\|_{C^{1,\tau}(\partial \Omega)},$$

(5.6)

for all $\varepsilon \leq r \leq \text{diam}(\Omega)$, where we also used a covering argument and the energy estimate for $\|\nabla u_\varepsilon\|_{L^2(\Omega)}$. One can see that (5.6) gives a Rellich-type estimate under stronger conditions, which do not imply (1.14) in Lipschitz domains. However, by taking advantage of some ideas from the proof of uniform Lipschitz estimate, we can easily obtain the following.

**Theorem 5.2.** Suppose that $A \in APW^2(\mathbb{R}^d)$ satisfies the ellipticity condition (1.2) and $\Omega$ is a bounded Lipschitz domain. Let $u_\varepsilon$ be the weak solution of Dirichlet problem

$$\mathcal{L}_\varepsilon(u_\varepsilon) = 0 \quad \text{in } \Omega, \quad \text{and} \quad u_\varepsilon = f \quad \text{on } \partial \Omega,$$

(5.7)

where $f \in H^1(\partial \Omega)$. Then for any $\omega_{k,\sigma}(\varepsilon) \leq r \leq \text{diam}(\Omega)$,

$$\left(\int_{\Omega_r} |\nabla u_\varepsilon|^2\right)^{1/2} \leq C\|\nabla \tan f\|_{L^2(\partial \Omega)},$$

(5.8)

where $C$ is independent of $\varepsilon$ and $r$.

**Proof.** Recall $\Omega_t = \{x \in \Omega; \text{dist}(x, \partial \Omega) < t\}$. We fix $r > \omega_{k,\sigma}(\varepsilon)$ and let

$$w_\varepsilon = u_\varepsilon - u_0 - \varepsilon \chi_{\Omega_\varepsilon}(x) K_{\varepsilon,4r} \left( \frac{\partial u_0}{\partial x_k} \right).$$

(5.9)

Now following the same argument of Theorem 3.1 and choosing $\delta = 4r$ after (3.13), we obtain

$$\|w_\varepsilon\|_{H^1(\Omega_t)} \leq Cr^{1/2}\|f\|_{H^1(\partial \Omega)}. \tag{5.10}$$

Note that this coincides with Theorem 3.1 if $r = \omega_{k,\sigma}(\varepsilon)$. The point here is that the last term on the right-hand side of (5.9) is supported in $\Omega \setminus \Omega_{2r}$. Thus, by (5.10) and (3.11), we have

$$\|\nabla u_\varepsilon\|_{L^2(\Omega_r)} \leq \|\nabla w\|_{L^2(\Omega_t)} + \|\nabla u_0\|_{L^2(\Omega_r)} \leq C r^{1/2}\|f\|_{H^1(\partial \Omega)} \leq C|\Omega_r|^{1/2}\|f\|_{H^1(\partial \Omega)},$$

where we used the fact $|\Omega_r| \approx r$ for Lipschitz domains. Finally, note that $u_\varepsilon - \int_{\partial \Omega} f$ is also a solution to the same system. Then the last estimate, together with the Poincaré inequality, gives the desired estimate. \hfill $\square$

It is obvious that the proof of Theorem 5.2 actually has nothing to do with the boundary condition. Therefore, the similar estimate holds for Neumann problem as well.
Theorem 5.3. Suppose that $A \in \text{APW}^2(\mathbb{R}^d)$ satisfies the ellipticity condition \[(1.2)\] and $\Omega$ is a Lipschitz domain. Let $u_\varepsilon$ be the weak solution of Dirichlet problem

$$
\mathcal{L}_\varepsilon(u_\varepsilon) = 0 \quad \text{in} \ \Omega, \quad \text{and} \quad \frac{\partial u_\varepsilon}{\partial \nu_\varepsilon} = g \quad \text{on} \ \partial \Omega, \quad \text{and} \quad \int_\Omega u_\varepsilon = 0, \quad \text{(5.11)}
$$

where $F \in L^2(\Omega)$ and $g \in L^2(\partial \Omega)$. Then for any $\omega_{k,\sigma}(\varepsilon) \leq r \leq \text{diam}(\Omega)$,

$$
\left( \int_{\Omega_\varepsilon} |\nabla u_\varepsilon|^2 \right)^{1/2} \leq C\|g\|_{L^2(\Omega)}, \quad \text{(5.12)}
$$

where $C$ is independent of $\varepsilon$ and $r$.

Strictly speaking, just as the uniform Lipschitz estimate, \[(5.8)\] and \[(5.12)\] should be called large scale uniform Rellich estimates since the left-hand side is the average integral of $|\nabla u_\varepsilon|$ over a relatively thick boundary layer. To recover the usual Rellich estimates, we must strengthen the conditions from two aspects:

1. a better rate of convergence, i.e., $\omega_{k,\sigma}(\varepsilon) = O(\varepsilon)$ as $\varepsilon \to 0$;
2. symmetry and smoothness conditions on the coefficients, i.e., $A = A^*$ and $A$ is uniformly Hölder continuous.

With condition (2) above, we are able to bound $\|\nabla u_\varepsilon\|_{L^2(\partial \Omega)}$ by the average integral of $\nabla u_\varepsilon$ over the boundary layer $\Omega_\varepsilon$. Indeed, it follows from \cite{19} Theorem 6.3 and \cite{20} Remark 3.1] that if $A$ is symmetric and uniformly Hölder continuous, then

$$
\int_{\partial \Omega} |\nabla u_\varepsilon|^2 \leq C \int_{\partial \Omega} |\nabla \tan u_\varepsilon|^2 + \frac{C}{\varepsilon} \int_{\Omega_\varepsilon} |\nabla u_\varepsilon|^2, \quad \text{(5.13)}
$$

and

$$
\int_{\partial \Omega} |\nabla u_\varepsilon|^2 \leq C \int_{\partial \Omega} |\frac{\partial u_\varepsilon}{\partial \nu_\varepsilon}|^2 + \frac{C}{\varepsilon} \int_{\Omega_\varepsilon} |\nabla u_\varepsilon|^2, \quad \text{(5.14)}
$$

where $C$ and $c$ are independent of $\varepsilon$. Now using condition (1) and setting $r = \omega_{k,\sigma}(\varepsilon) = C\varepsilon$ and combining \[(5.8)\], \[(5.12)\], \[(5.13)\] and \[(5.14)\], we obtain the usual well-known Rellich estimates:

$$
\|\nabla u_\varepsilon\|_{L^2(\partial \Omega)} \leq C \|\nabla \tan f\|_{L^2(\partial \Omega)}, \quad \|\nabla u_\varepsilon\|_{L^2(\partial \Omega)} \leq C \|\frac{\partial u_\varepsilon}{\partial \nu_\varepsilon}\|_{L^2(\partial \Omega)}. \quad \text{(5.15)}
$$

Remark 5.4. We should mention that the large scale Rellich estimate in $L^p$ can also be established by using the uniform $W^{1,p}$ estimates and convergence rate in $W^{1,p}$, as shown in \cite{20} (Some conditions of smoothness on $A$ and $\Omega$ are required). However, we will not expand in detail.

5.3 Large scale boundary Hölder estimate. As an easier application of our previous argument for Lipschitz estimate, we will show the uniform Hölder estimate near the boundary. Let $D_\varepsilon, \Delta_\varepsilon$ be defined as before. Let $u_\varepsilon \in H^1(D_\varepsilon; \mathbb{R}^d)$ be a weak solution of $\mathcal{L}_\varepsilon(u_\varepsilon) + \lambda u_\varepsilon = F$ in $D_2$ with $u_\varepsilon = f$ on $\Delta_2$. Here we assume that $F \in L^p(D_2)$ with $p \geq 2$ and $p > d/2$ and $f$ is Lipschitz continuous on $\Delta_2$. Consider the following auxiliary quantity

$$
\Phi_\gamma(t; u) = \frac{1}{t^2} \inf_{q \in \mathbb{R}} \left\{ \left( \int_{D_\varepsilon} |u_\varepsilon - q|^2 \right)^{1/2} + t^2 \left( \int_{D_\varepsilon} |F|^p \right)^{1/p} 
+ t^2 \lambda |q| + \|f - q\|_{L^\infty(\Delta_\varepsilon)} + t \|\nabla \tan f\|_{L^\infty(\Delta_\varepsilon)} \right\}, \quad \text{(5.16)}
$$

where $\gamma < \beta = \min\{2 - d/p, 1\}$. 
Lemma 5.5. Let \( \varepsilon \leq r \leq 1 \). There exists \( v \in H^1(D_r; \mathbb{R}^d) \) such that \( \mathcal{L}_0(v) + \lambda v = F \) in \( D_r \), \( v = f \) on \( \Delta_r \) and
\[
\frac{1}{r^d} \left( \int_{D_r} |u_\varepsilon - v|^2 \right)^{1/2} \leq C[\omega_{k,\sigma}(\varepsilon/r)]^{1/2} \Phi_\gamma(2r; u_\varepsilon),
\]
(5.17)
where \( C \) depends only on \( A, \sigma \) and \( M \).

Proof. The proof is exactly the same as Lemma 4.1. \( \square \)

Lemma 5.6. Let \( v \in H^1(D_2; \mathbb{R}^d) \) be a weak solution of \( \mathcal{L}_0(v) + \lambda v = F \) in \( D_2 \) with \( v = f \) on \( \Delta_2 \). Then there exists \( \theta \in (0, 1/4) \), depending only on \( p, A, \tau, \alpha \) and \( M \), such that
\[
\Phi_\gamma(\theta r; v) \leq \frac{1}{2} \Phi_\gamma(r; v).
\]
(5.18)

Proof. The lemma follows from the boundary \( C^\alpha \) estimate for the second-order elliptic system with constant coefficients. By rescaling, we can assume that \( r = 1 \). Let \( \gamma < \beta_0 < \beta \) and \( q = v(0) \). It is easy to see
\[
\Phi_\gamma(\theta; v) \leq C\theta^{\beta_0 - \gamma} \|v\|_{C^\alpha(D_1)} + C\theta^{2-\gamma-d/p} \left( \int_{D_1} |F|^p \right)^{1/p}.
\]
(5.19)

Note that \( \beta_0 < \beta \) and \( 2 - d/p \). Using boundary \( C^{\beta_0} \) estimate for \( v \), we obtain
\[
\|v\|_{C^\alpha(D_1)} \leq C \left\{ \left( \int_{D_1} |v|^2 \right)^{1/2} + \left( \int_{D_1} |F|^p \right)^{1/p} + \|f\|_{C^\alpha(\partial D_1)} \right\}.
\]
(5.20)

Hence,
\[
\Phi_\gamma(\theta; v) \leq C\theta^{\beta_0 - \gamma} \left\{ \left( \int_{D_1} |v|^2 \right)^{1/2} + \left( \int_{D_1} |F|^p \right)^{1/p} + \|f\|_{C^\alpha(\partial D_1)} \right\}.
\]
(5.21)
Now let \( w = v - q \) for some \( q \in \mathbb{R}^d \). Then
\[
\mathcal{L}_0(w) + \lambda w = F - \lambda q.
\]
(5.22)
Applying (5.20) to \( w \) with Dirichlet boundary data \( w = f - q \), we arrive at
\[
\Phi_\gamma(\theta; w) \leq C\theta^{\beta_0 - \gamma} \left\{ \left( \int_{D_1} |v - q|^2 \right)^{1/2} + \left( \int_{D_1} |F|^p \right)^{1/p} + \lambda |q| + \|f - q\|_{C^\alpha(\partial D_1)} \right\}.
\]
(5.23)
Observe that
\[
\Phi_\gamma(\theta; v) \leq \Phi_\gamma(\theta; w) + \lambda \theta^{2-\gamma} |q|.
\]
(5.24)
Combining (5.23) and (5.24) and taking the infimum over all \( q \in \mathbb{R}^d \), we obtain
\[
\Phi_\gamma(\theta; v) \leq C\theta^{\beta_0 - \gamma} \Phi_\gamma(1; v).
\]
(5.25)
The desired estimate follows by choosing \( \theta \in (0, 1/4) \) so small that \( C\theta^{\beta_0 - \gamma} \leq 1/2 \). \( \square \)
Proof of Theorem 1.3. By using Lemma 5.5 and the same argument of Lemma 4.3, we have

$$\Phi_\gamma(\theta r; u_\varepsilon) \leq \frac{1}{2} \Phi_\gamma(2r; u_\varepsilon) + C[\omega_{k,\sigma}(\varepsilon/r)]^{1/2} \Phi_\gamma(2r; u_\varepsilon).$$

Since $$\omega_{k,\sigma}(r) \to 0$$ as $$r \to 0$$, we can choose a particular $$N$$ sufficiently large such that for any $$K \geq N$$, we have $$C[\omega_{k,\sigma}(K^{-1})]^{1/2} < 1/2$$. In other words, for all $$N \varepsilon \leq r < 1/2$$, $$\Phi_\gamma(\theta r; u_\varepsilon) \leq \Phi_\gamma(2r; u_\varepsilon)$$. It follows by iteration that $$\Phi_\gamma(r; u_\varepsilon) \leq \Phi_\gamma(1; u_\varepsilon)$$ for all $$N \varepsilon \leq r < 1/2$$. Finally, the case $$\varepsilon \leq N \varepsilon$$ follows trivially from $$\Phi_\gamma(r; u_\varepsilon) \leq C\Phi_\gamma(N \varepsilon; u_\varepsilon)$$. As a result,

$$\Phi_\gamma(r; u_\varepsilon) \leq C\Phi_\gamma(1; u_\varepsilon), \quad (5.26)$$

for all $$\varepsilon \leq r < 1/2$$.

Now by Caccioppoli’s inequality,

$$\left( \frac{C}{r} \inf_{q \in \mathbb{R}^d} \left\{ \left( \frac{1}{2} \int_{Dr} |\nabla u_\varepsilon|^2 \right)^{1/2} + r^2 \int_{Dr} |F|^p \right\} \right)^{1/p}$$

$$\leq C r^{\gamma - 1} \Phi_\gamma(r; u_\varepsilon)$$

$$\leq C r^{\gamma - 1} \Phi_\gamma(1; u_\varepsilon)$$

$$\leq C r^{\gamma - 1} \left( \left( \int_{Dr} |\nabla u_\varepsilon|^2 \right)^{1/2} + \left( \int_{Dr} |F|^p \right)^{1/p} + \|f\|_{C^0(\Omega)} \right),$$

which ends the proof. \(\square\)

The analogous result holds for Neumann problems. By setting

$$\Psi_\gamma(t; u) = \frac{1}{t} \inf_{q \in \mathbb{R}^d} \left\{ \left( \frac{1}{2} \int_{Dr} |u_\varepsilon - q|^2 \right)^{1/2} + t^2 \int_{Dr} |F|^p \right\}^{1/p}$$

$$+ t^2 \lambda |q| + t\|g\|_{L^\infty(\Delta_t)} \right\},$$

and applying the similar argument as Theorem 1.3, we have the following.

Theorem 5.7 (Boundary Hölder estimate for NP). Suppose that $$A \in APW^2(\mathbb{R}^d)$$ satisfies the ellipticity condition (1.3). Let $$u_\varepsilon \in H^1(D_2; \mathbb{R}^d)$$ be a weak solution of $$L_\varepsilon(u_\varepsilon) + \lambda u_\varepsilon = F$$ in $$D_2$$ with $$\partial u_\varepsilon/\partial x_2 = g$$ on $$\Delta_2$$, where $$\lambda \in [0, 1]$$. Then, for any $$\varepsilon \leq r \leq 1,$$

$$\left( \frac{1}{2} \int_{Dr} |\nabla u_\varepsilon|^2 \right)^{1/2} \leq C r^{\gamma - 1} \left( \left( \frac{1}{2} \int_{Dr} |\nabla u_\varepsilon|^2 \right)^{1/2} + \left( \int_{Dr} |F|^p \right)^{1/p} + \|g\|_{L^\infty(\Delta_t)} \right),$$

(5.28)

where $$\gamma < 2 - d/p, p \geq 2, p > d/2$$. In particular, if $$p = d$$, then (5.28) holds for all $$\gamma \in (0, 1)$. 
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