Frequency-robust Mølmer-Sørensen gates via balanced contributions of multiple motional modes
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In this work, we design and implement frequency-robust Mølmer-Sørensen gates on a linear chain of trapped ions, using Gaussian amplitude modulation and a constant laser frequency. We select this frequency to balance the entanglement accumulation of all motional modes during the gate to produce a strong robustness to frequency error, even for long ion chains. We demonstrate this technique on a three-ion chain, achieving <1% reduction from peak fidelity over a 20 kHz range of frequency offset, and we analyze the performance of this gate design through numerical simulations on chains of two to 33 ions.

I. INTRODUCTION

Linear chains of trapped ions are one of the leading platforms for quantum computation in the near term. The application of Mølmer-Sørensen (MS) gates [1] on these systems has achieved some of the highest two-qubit entanglement fidelities to date, reaching above 99.9% while targeting the axial motional modes of a two-ion chain [2, 3]. To implement powerful quantum algorithms, like digital quantum simulation [4] and quantum error correction [5–7], one must extend these high-fidelity gates to systems of many physical qubits by, for example, increasing the length of the chain and individually addressing each ion [8–10]. In this approach, the MS gates provide all-to-all connectivity between ion pairs, but the gate fidelity can suffer due to the residual spin-motion entanglement accumulated after the gate in the increased number of spectator motional modes [1].

There have been many successful demonstrations of high-fidelity MS gates by modulating the amplitude [8–14], frequency [15, 16], amplitude and frequency [17, 18], or phase [19, 21] of the laser beams. These approaches have achieved 97% to 99.5% fidelity when targeting the radial modes of a two-ion chain, for which the tighter confinement than in the axial direction allows better cooling, less heating, and faster gates. The modulation techniques improve gate performance by eliminating the residual spin-motion entanglement for ideal experimental conditions and by adding robustness to this quantity in the presence of motional frequency error. For example, simulations of frequency-modulated gates maintain a 99% fidelity with a motional frequency error of ±1.5 kHz for a two-ion chain [15], and optimizing over a distribution of gate parameters improves this level of robustness to at least ±5 kHz [22].

Nevertheless, motional frequency error remains an important error source in MS gates and their applications. Modulated MS gates attempt to minimize the sensitivity of the residual spin-motion entanglement to frequency error, and as a result, the amount of spin entanglement accumulated during the gate also gains robustness to this error. However, significant errors in the amount of accumulated spin entanglement can remain and create a purely coherent rotation error in spin space, which is especially damaging to the performance of quantum algorithms that involve many gates [23]. This sensitivity to rotation error was recently demonstrated by the repeated application of MS gates with a frequency offset on two-ion and four-ion chains [16].

For longer chains, the sensitivity to frequency error increases due to the higher density of motional modes. Further, the majority of frequency-robust gate designs become more difficult to implement due to more stringent experimental requirements, including the need to account for all modes by linearly increasing the number of optimized pulse-shape parameters with the number of ions [15]. Robust gate designs exist that reduce this requirement by only targeting closely spaced ions or a reduced set of motional modes [18], but the experimental requirements to implement these techniques can still grow with longer chains. Modulated gates on longer ion chains can require larger laser powers [10] and generally have a higher sensitivity to drift in the calibrated model parameters (e.g. motional frequencies, ion separation, laser power, and gate duration) that are used during the optimization of pulse-shape parameters [22].

In this paper, we develop and implement an MS gate with an analytic pulse shape that does not require optimizing a large set of pulse-shape parameters yet is still broadly robust to motional frequency error, even for long ion chains. We perform amplitude modulation during our gate with a simple, Gaussian time dependence that strongly suppresses residual displacement errors in all modes, as long as the detuning from each mode remains sufficiently large. While many studies have demonstrated
error suppression using amplitude modulation, including modulation that resembles a Gaussian \cite{14 17 18}, we also select a specific, constant detuning that balances the amount of entanglement accumulation during the gate from all motional modes and provides robustness to this source of coherent gate error. With the ability to adjust the detuning without significantly impacting displacement errors, we are free to tune the laser frequency to a point where the derivative in the entanglement accumulation with respect to frequency goes to zero. This produces a gate that is first-order insensitive to frequency error, resulting in regions of broad robustness to this error. Our protocol is simple to realize experimentally, as we can optimize performance by calibrating only two pulse-shape parameters: the constant detuning and the peak Rabi rate. As a result, our gate design has a low classical computational overhead, facilitating its adoption on other trapped ion quantum processors and making it suitable for systems suffering from moderate amounts of drift. We demonstrate the frequency robustness of our gate on a three-ion chain and analyze this robustness in numerical simulations for chains of up to 33 ions.

This work is done on the Quantum Scientific Computing Open User Testbed, QSCOUT. We use qubits encoded in the hyperfine clock states of $^{171}$Yb$^+$ ions trapped in a linear chain on a surface trap. Gates are site-selectively driven with an optical Raman transition. Details of the apparatus are described in previous work \cite{24}.

II. GATE DESIGN

A. MS Gate Model

We model the application of an MS gate on two ions that are part of a linear chain of ions in a surface trap using the Hamiltonian,

$$H(t) = -\Omega(t) \sum_k S_{y,k} a_k e^{i\delta_k t} + h.c.,$$

which is in a rotating frame with respect to the atomic and trap degrees of freedom. The collective spin operator $S_{y,k}$ has the form: $S_{y,k} = (\eta_{k,1} \sigma_{y,1} + \eta_{k,2} \sigma_{y,2})/2$, where $\sigma_{y,j}$ is the $y$ Pauli spin operator for the $j$-th ion targeted by the gate. The Lamb-Dicke parameter $\eta_{k}$ can differ for each ion and each motional mode, and $\Omega(t)$ is the Rabi rate of the carrier transition for both ions. In this work, $\Omega(t)$ is a time dependent parameter of the drive field, while $\delta_k$ is effectively held constant in time for each mode. The operators $a_k^\dagger$ and $a_k$ are the raising and lowering operators, respectively, for a harmonic oscillator that represents the motional mode of the ion chain with angular frequency $\nu_k$. During the gate, a dual-tone laser illuminates the ions with detunings $\pm \delta_k = \pm (\delta_c - \nu_k)$ from their blue and red motional sideband transitions, respectively, where the parameter $\delta_c$ is the detuning of the blue-detuned laser tone from the carrier transition. For simplicity, we have made the Lamb-Dicke approximation: $e^{i\eta(a_k + a_k^\dagger)} \approx 1 + i\eta(a_k + a_k^\dagger)$. We have also neglected the carrier transition and the far-off-resonant sideband transitions with detunings larger than $|\delta_c|$.

Since the Hamiltonian $H(t)$ acts on each motional mode independently, we can write the propagator $U(t)$ as a product over motional modes:

$$U(t) = \Pi_k U_k(t),$$

and the exact analytic solution for $U_k(t)$ is \cite{11 25},

$$U_k(t) = e^{-i\Delta \nu_k t} S_{y,k} D(S_{y,k} \alpha_k(t)),$$

$$B_k(t) = i \int_0^t \left( \frac{d\alpha_k(t')}{dt'} \alpha_k(t') - \alpha(t') \frac{d\alpha_k^*(t')}{dt'} \right) dt'.$$

The displacement operator $D(S_{y,k} \alpha_k(t)) = \exp \left[ S_{y,k} (\alpha(t) a_k^\dagger - \alpha^*(t) a_k) \right]$ is conditioned on the spin state of the targeted ions, and $\alpha_k(t)$ describes the phase-space trajectory of the ion chain. The phase $\eta_{k,1} \eta_{k,2} B_k(t)$, which governs the amount of spin entanglement accrued during the gate, is real and positive (negative) for clockwise (counter-clockwise) trajectories.

To gain an intuitive picture of the gate dynamics, we express the phase-space trajectory of each motional mode in terms of the parameters of $H(t)$,

$$\alpha_k(t) = i \int_0^t \Omega(t') e^{-i\delta_k t'} dt',$$

where $t = \tau$ corresponds to the end of the gate. From this equation, we see that $\alpha_k(t)$ is proportional to the Fourier transform of $\Omega(t)$ evaluated at $\delta_k$, assuming that $\delta_k(t)$ is zero before ($t < 0$) and after ($t > \tau$) the gate. This is a key insight that will aid our choice of pulse shape for frequency-robust gates, as discussed in section II C.

In this study, we focus on the robustness of MS-gate performance to a frequency error $\delta \omega$ that is applied to both laser tones and moves them symmetrically with respect to the carrier transition, resulting in new carrier detunings: $\pm \delta c' = \pm (\delta_c + \delta \omega)$ and sideband detunings: $\pm \delta k' = \pm (\delta_k + \delta \omega)$, for the blue-detuned and red-detuned tones, respectively. Equivalently, this frequency error can be interpreted as a common change in the motional frequency of each mode: $\nu_k' = \nu_k - \delta \omega$. Although other error sources can affect gate performance, such as laser power fluctuations and anomalous heating \cite{26 27}, we choose to focus on frequency error due to the high sensitivity of gate performance to this error \cite{25}, especially in the context of long ion chains with many closely spaced motional modes.

B. Performance Metrics

We use the state fidelity $F$ as the figure of merit for gate performance, which can be computed by wavefunc-
gate is then targeted and we choose to target the state $|00\rangle$ and laser cool them to reach the motional ground state $|0\rangle$. The state of the ion chain after the gate is then $|\Psi(\tau)\rangle = \Pi_k e^{i B_k(\tau) S_z^k} D(S_{y,k} \alpha_k(\tau)) |00, 0\rangle$, and we choose to target the state $|\phi\rangle = 1/\sqrt{2} |(00) + i |11\rangle |0\rangle$, a maximally entangled spin state and the motional ground state, as any residual displacement after the gate leads to spin-motion entanglement.

For ideal gate performance ($\mathcal{F} = 1$), we require the propagator at the end of the gate ($t = \tau$) to take the following form: $U(\tau) = e^{-i\sigma_y, 1 \sigma_y, 2 \hat{\theta}/2}$, where $\theta$ is the rotation angle of the gate. For our choice of initial and final states, the ideal gate is accomplished for, 

$$\alpha_k(\tau) = 0 \quad \text{for each } k, \quad (6a)$$

$$\theta = \sum_k \eta_1, k \eta_{2, k} B_k(\tau) = \pi/2. \quad (6b)$$

Although $\mathcal{F}$ is a sufficient metric for gate performance, we find that it is illustrative in this work to decompose the state fidelity into two contributing terms: displacement error $\epsilon_d$ and rotation-angle error $\epsilon_r$, which arise from inequalities in equations (6a) and (6b), respectively. In the next two sections, we derive the contribution to the state infidelity $1 - \mathcal{F}$ from each error separately, where the sum of these errors,

$$\epsilon_s = \epsilon_d + \epsilon_r, \quad (7)$$

is approximately equal to the state infidelity: $\epsilon_s \approx 1 - \mathcal{F}$, for small errors ($\epsilon_d \ll 1$ and $\epsilon_r \ll 1$).

1. Displacement Error

Displacement error occurs when the coherent displacement at the end of the gate is non-zero, $\alpha_k(\tau) \neq \alpha(0) = 0$, and leads to residual spin-motion entanglement. In the phase-space trajectory picture, a gate with no displacement error for a particular mode will produce a closed curve, and any residual displacement (or open curve) contributes to the gate error. We call this contribution the displacement error $\epsilon_{d,k}$ for mode $k$. As accomplished in several previous works, including [13, 15, 21, 22], we design gates that are robust to frequency errors for this error mechanism by shaping the laser pulse.

We derive an expression for the displacement error from each mode by acting the displacement operator for the gate on the initial state and computing the wavefunction overlap with the target state: $\mathcal{O}_{d,k} = \langle \Phi | D(S_{y,k} \alpha_k(\tau)) |00, 0\rangle$.

$$\mathcal{O}_{d,k} = \langle \Phi | D(S_{y,k} \alpha_k(\tau)) |00, 0\rangle. \quad (8)$$

If we assume the Lamb-Dicke parameters are equal for each ion and mode involved in the gate ($\eta_{1, k} = \eta_{2, k} = \eta$), then the eigenvalues of $S_{y,k}$ are $\lambda = \{\eta, 0, 0, -\eta\}$, and from the equation above, we find that $\epsilon_{d,k} \approx \eta^2 |\alpha_k(\tau)|^2/2$ for small errors.

2. Rotation-angle Error

Rotation-angle error $\epsilon_r$ is error in the entangling phase accumulated at the end of the gate. In the phase-space trajectory picture, this can be visualized as the area enclosed by the curves. In previous works, most gate designs do not explicitly target solutions that are robust to rotation-angle error caused by motional frequency drift. In this work, we utilize the contributions from multiple motional modes in order to derive a gate in which the entangling phase is independent to first order in symmetric detuning offset.

We derive an expression for the rotation-error by acting the spin-entangling operator for the gate on the initial state and computing the wavefunction overlap with the target state: $\mathcal{O}_r = \langle \Phi | \Pi_k e^{i B_k(\tau) S_z^k} |00, 0\rangle$. Since the spin-entangling operator is independent of the motional state, we only require that the phase accrued during the gate $\theta = \sum_k \eta_1, k \eta_{2, k} \bar{B}_k(\tau)$ is equal to $\pi/2$ to achieve an MS gate, as shown in equation (6b). Therefore, any additional phase $\delta \theta = \theta - \pi/2$ results in the rotation $\delta U = e^{i \delta \theta \sigma_y, 1 \sigma_y, 2 \hat{\theta}/2}$ of the target state, up to an arbitrary global phase, and the rotation error is,

$$\epsilon_r = 1 - |\langle \Phi | \delta U | \Phi \rangle|^2 \approx \frac{1}{4} |\delta \theta|^2. \quad (10)$$

C. Gaussian Pulse Shape

The robustness of our gate design to motional frequency error relies on the specific shape of the pulse amplitude during the gate, which we describe by a time-dependent Rabi rate $\Omega(t)$. From section [11, 12, 13] we see that the state infidelity grows linearly with the residual displacement of each mode $|\alpha_k(\tau)|^2$. To reduce these contributions, we note that $\alpha_k(\tau)$ is proportional to the
Fourier transform of $\Omega(t)$ evaluated at $\delta_c$, as seen in section II A, and we choose to employ a truncated-Gaussian pulse shape,

$$\Omega(t) = \begin{cases} \Omega_0 e^{-(t-\tau)^2/2\tau^2}, & \text{if } 0 \leq t \leq \tau, \\ 0, & \text{otherwise}, \end{cases}$$  

(11)

where $\Omega_0$ is the peak Rabi rate, and $z$ is the Gaussian width. To understand the effect of this pulse shape, we assume that $z$ is sufficiently small ($z^2 \ll \tau^2/8$) such that we can ignore the truncation of $\Omega(t)$ and extend the limits of integration in equation (11) for $\alpha(\tau)$ to all times,

$$\alpha_k(\tau) \approx i \int_{-\infty}^{\infty} \Omega'(t') e^{-i\delta_c t'} dt', \quad (12a)$$

$$|\alpha_k(\tau)|^2 \approx 2\pi \Omega_0^2 \tau^2 e^{-\delta_c^2 \tau^2}, \quad (12b)$$

where $\Omega'(t) = \Omega_0 e^{-(t-\tau-\tau')^2/2\tau^2}$ for all $t$. Here, we see that the Gaussian-like pulse shape guarantees that the displacement error from each mode will exponentially decay with $\delta_c^2$. For the appropriate choice of detuning, this can strongly suppress contributions to $\epsilon_d$ from the modes primarily driving the gate and almost entirely eliminate contributions to $\epsilon_d$ from far-detuned "spectator" modes.

D. Mode Balancing

Many MS-gate implementations, including the standard gate with a constant detuning and Rabi rate [1], suffer from the displacement error $\epsilon_d$ caused by spectator modes, and the gate performance degrades when the detuning of the mode primarily targeted by the gate has a similar magnitude as the detuning from the other modes. However, since the Gaussian pulse shape strongly suppresses $\epsilon_d$, as discussed in section II C, we have the freedom to detune close to multiple modes without suffering from large displacement errors. In this section, we take advantage of this freedom and determine a choice of detuning $\delta_c$ that not only maintains the suppression of $\epsilon_d$ but also reduces the rotation-angle error $\epsilon_r$.

While staying sufficiently far away from all modes ($\delta_k \gg z^{-1}$) to suppress $\epsilon_d$, we aim to balance the contributions to $\theta$ from all modes, such that frequency errors that increase the contribution to $\theta$ from some modes are cancelled to first-order by the decrease in the contribution to $\theta$ from the other modes. In general, the detunings that balance the contributions to $\theta$ from all modes can be found by solving the following equation for $\delta_c$,

$$\frac{d\theta}{d\delta_c} = \sum_k \eta_{1,k} \eta_{2,k} \frac{dB_k(\tau)}{d\delta_c} = 0. \quad (13)$$

This equation can be solved numerically to implement gates for which $\epsilon_r$ is first-order robust to frequency error. At least for mono-species ion chains, solutions to equation (13) exist for all pairs of ions.

Although solving equation (13) is straightforward and numerically efficient, we can search for approximate solutions to further simplify the design and implementation of this gate. In the region of $\delta_c$ between two neighboring modes $k_1$ and $k_2$, we can find an approximate solution by neglecting the contribution to $d\theta/d\delta_c$ from all other modes because the $k$-th term in the sum becomes large near $\delta_k = 0$ and tends to dominate all other terms. We also find that $dB_{k_1}/d\delta_c$ and $dB_{k_2}/d\delta_c$ have the same sign in this region, such that solutions to equation (13) are likely to be found when the products $\eta_{1,k_1} \eta_{2,k_1}$ and $\eta_{1,k_2} \eta_{2,k_2}$ have opposite signs. To the extent that these products have similar magnitudes, the two modes make similar contributions to the gate when $|\delta_{k_1}| \approx |\delta_{k_2}|$, and we can expect to find a solution to equation (13) that is close to the midpoint between modes $k_1$ and $k_2$: $\delta_c = (\nu_1 + \nu_2)/2$. In practice, one can use this value of $\delta_c$ as a starting point and experimentally calibrate $\delta_c$ as we describe in section III C.

E. Gate Comparison

To demonstrate the robustness to frequency error of the balanced Gaussian gate, we simulate MS gates with three different pulse shapes subject to the symmetric frequency error $\delta_\omega$ and compute the contributions to the state infidelity from displacement error $\epsilon_d$ and rotation-angle error $\epsilon_r$ for each pulse. We compare the balanced Gaussian pulse, which has a detuning that solves equation (13), with a standard Gaussian pulse and a square pulse (constant Rabi rate during the gate) that are both detuned below the lowest motional mode. The duration of each gate is 200 $\mu$s and the width of each Gaussian pulse is $\tau = 25$ $\mu$s. Being a small fraction of the pulse length, this choice of $\tau$ creates Gaussian-like pulses with small truncation effects.

We provide a concrete example for this comparison by simulating each gate on the outer ions of a three-ion chain with an ion separation of 4.5 $\mu$m and radial trapping frequencies of $\omega_{\text{trap}, ra}/2\pi = 2.52$ MHz and $\omega_{\text{trap}, rb}/2\pi = 2.19$ MHz in the orthogonal radial-a and radial-b directions, respectively. These trapping frequencies correspond to the motional frequency of the center-of-mass (highest) mode in each direction and have values that are typical for the surface trap of the QSCOUT testbed. We also assume the laser $k$-vector is aligned at a 45° angle between the two radial directions, and we neglect any excitation of the axial motional modes, which will have a large detuning compared to the radial modes during the gate and are orthogonal to the $k$-vector of the laser.

We design the balanced Gaussian gate by targeting the lowest two radial modes: the zig-zag ($k = 0$) and tilt ($k = 1$) radial-b modes, which have a splitting of $\Delta \nu_{10}/2\pi = (\nu_1 - \nu_0)/2\pi = 94.7$ kHz. The targeted ions have Lamb-Dicke parameters that are equal in the zig-zag mode, while being equal and opposite in the tilt
mode, such that the products \( \eta_{1,0}\eta_{2,0} \) and \( \eta_{1,1}\eta_{2,1} \) have opposite signs and are approximately equal in magnitude. We then solve equation (13) in the region between these modes and obtain a detuning of \( \delta_0/2\pi = 37.2 \text{ kHz} \) above the lowest frequency mode (zig-zag). For the standard Gaussian and square gates, we choose a detuning of \( \delta_0/2\pi = -40 \text{ kHz} \). As a final step, we select the peak Rabi rate \( \Omega_0 \) for each gate separately to guarantee \( \theta = \pi/2 \) at the chosen detuning. The frequency error \( \delta\omega/2\pi \) is defined relative to these nominal detunings for each gate.

Figure 1 shows the simulated values of \( \epsilon_d \) and \( \epsilon_r \) for the three different pulse shapes as a function of the detuning \( \delta_0/2\pi \) from the lowest motional mode. The Gaussian pulse shape (dashed orange and solid blue) suppresses displacement error as long as the gate is performed sufficiently far from all motional modes. By contrast, the square pulse gate (solid green) has narrow minima, and relatively high displacement error persists at all detunings in the range displayed. A broad dip in the rotation-angle error is apparent for the balanced Gaussian gate (solid blue) when the derivative with respect to detuning of the sum of contributions of multiple modes goes to zero. Intuitively, this can be described by the fact that as the detuning moves in one direction away from the optimal point the contribution from one mode becomes smaller but the contribution from the other mode becomes larger. By contrast, the standard Gaussian gate (dashed orange) and the square gate (solid green) only have narrow dips in rotation-angle error and thus have a small detuning range over which the target phase is accumulated. For small frequency errors, the state infidelity \( \epsilon_s = \epsilon_d + \epsilon_r \) for each Gaussian pulse is strongly dominated by the contribution from the rotation-error \( \epsilon_r \).

Figure 1 shows \( \epsilon_s \) for each pulse shape over a range of experimentally relevant frequency errors, demonstrating the improved robustness to \( \delta\omega \) when using the balanced Gaussian pulse shape.

III. GATE IMPLEMENTATION

A. Gate Parameter Selection

In addition to choosing the correct detuning to balance the contributions of multiple motional modes, the time-domain standard deviation, \( z \), of the truncated Gaussian pulse shape is a free parameter that may be tuned to optimize the gate performance. This may be done numerically or empirically given sufficient intuition about the contributions to gate error. In particular, we find that optimal value of \( z \) for robustness to frequency error depends on the detuning from the closest two motional modes. On the one hand, the truncation of the Gaussian lying outside of the pulse duration \( \tau \) leads to some amount of square pulse character with an abrupt pulse turn on. This truncation effect and square pulse character lead to some residual displacement error, especially when the Gaussian width becomes comparable to the gate time \( (z/\tau \approx \mathcal{O}(1)) \). This error can be seen as the oscillating floor in the plot of \( \epsilon_d \) in Fig. 1b. On the other hand, displacement error can become large when \( z \) is small enough that \( e^{-\delta_s^2 z^2} \) becomes significant. This can be understood as Fourier broadening of the pulse as it becomes narrow in time. To optimize robustness, a value of \( z \) can be chosen that balances the infidelity contribution from cutoff effects and Fourier broadening over a given range of frequency error. One must also take into consideration that as \( z \) is reduced, the peak intensity of the pulse can become an experimental challenge because the Rabi rate must be scaled up (by increasing \( \Omega_0 \)) to achieve the proper rotation angle of \( |\theta| = \pi/2 \).

Additionally, the choice of modes targeted by the gate plays an important role in its robustness to frequency errors.
error. In general, motional modes with a larger frequency splitting \(\Delta \nu/2\pi\) provide more robustness by allowing larger detunings \((\delta_k,\text{ and } \delta_k')\) through which the displacement error \(\epsilon_d\) becomes more strongly suppressed. Also, larger detunings reduce the magnitude of \(d\theta/d\delta_c\) away from its zero crossing, providing a reduction in the rotation-angle error \(\epsilon_r\) for finite frequency errors. For typical ion chains in a harmonic well, the lowest two radial modes will have the largest splitting and therefore the maximum robustness to frequency error. This situation is reversed in the case of axial modes, for which the highest two modes typically have the largest splitting.

Because the gate parameters \(\delta_c, z,\) and \(\Omega_0\) depend on the specific distribution of motional modes, we provide a concrete example of optimal parameter selection for the model of a three-ion chain described in section IIIE, which targets the outer ions and the lowest two radial modes. To determine the optimal gate parameters and assess their robustness for this model, we numerically vary the Gaussian width \(z\) for a fixed pulse duration of \(\tau = 200 \mu s\) and show the performance of the gate over a range of \(\delta \omega = \pm 10\) kHz in Fig. 2. At large values of \(z\) in this plot, the pulse resembles a square pulse with an approximately constant magnitude during the gate and a strong truncation effect. In this regime, we recover an infidelity proportional to \(\text{sinc}(\delta \omega \tau)\), as we expect for the Fourier transform of a square pulse. Toward the lower end of \(z\) on the plot, the pulse resembles a Gaussian with a small truncation effect, and we find that there is a broad region of \(z\) and \(\delta \omega\) where the gate performs well. For example, the state infidelity \(\epsilon_s\) remains below \(10^{-3}\) over the range: \(-7.8\) kHz \(\leq \delta \omega/2\pi \leq 8.5\) kHz for \(z = 25 \mu s\) and over the range: \(13 \mu s \leq z \leq 44 \mu s\) for \(\delta \omega = 0\).

B. Experimental Implementation

We implement the derived gate on a chain of \(N = 3\) \(171\)Yb\(^+\) ions to measure robustness to symmetric detuning offsets. We use the hyperfine ground, “clock” states as the qubit levels: \(|F = 0, m_F = 0\rangle \equiv |0\rangle\) and \(|F = 1, m_F = 0\rangle \equiv |1\rangle\). In all experiments, all ions are initialized in \(|0\rangle\) and the gate under study is applied to two target ions. A global, single-qubit \(\pi/2\) rotation is then applied in parity scan measurements (described in III C). Finally, in all measurements, the population of each qubit state is determined by fluorescence detection. The relevant two-ion state is labelled as \(T_r(|a\rangle \otimes |b\rangle \otimes |c\rangle) \equiv |ab\rangle\) where \(a\) and \(b\) are the states of the two target ions, and \(c\) is the state of the third “spectator” ion in the chain, which is ignored.

We set the principal axes of the trap to be at a 45° angle from the effective Raman \(k\)-vector to allow for Raman sideband cooling on all radial modes, and thus observe a total of 2\(N\) radial motional frequencies. For the fidelity measurements presented here, we have radial motional frequencies of \(\nu_{rad}/2\pi = \{2.134, 2.229, 2.296\} \text{ MHz}\) and \(\nu_{rad}/2\pi = \{1.832, 1.941, 2.017\} \text{ MHz}\), and an axial center-of-mass frequency of \(\nu_{axial}/2\pi = 0.52\) MHz. As modelled previously, we operate between the lowest two radial-b modes.

The Gaussian pulse shape is approximated by a natural cubic spline with 13 amplitude knots that are passed to our custom Radio Frequency System-on-Chip (RFSoC) hardware, “Octet”\(^{[24]}\). Octet generates the RF waveform that drives the acousto-optic modulators (AOMs) which perform the required RF to optical transduction. The spline knots are equally spaced along the square root of a Gaussian pulse shape and applied to both the individual addressing beams and counterpropagating global beam AOMs, thus producing a Gaussian temporal profile in the two-photon Raman Rabi rate of the pulse. The first and last knots of the spline are non-zero, and truncate parts of the infinite Gaussian lying outside of the pulse duration.

We choose to implement a gate with \(z/\tau = 26.5 \mu s/200 \mu s \approx 0.13\) on the experiment to maintain reasonably low truncation error while still avoiding demanding Rabi rates. A gate time of 200 \(\mu s\) is chosen empirically to minimize the effects of heating, truncation, and Fourier broadening. The “balance point” detuning \((\delta_0)\) is found by scanning the symmetric detuning and finding the point of zero slope in the \(|11\rangle\) population, and the peak Rabi rate \((\Omega_0)\) is set by varying the scaling of the Gaussian pulse shape and finding the point of equal \(|00\rangle\) and \(|11\rangle\) populations. For the balanced Gaussian gate demonstrated here, \(\delta_0/2\pi = 46\) kHz and \(\Omega_0 \approx 2\pi \times 190\) kHz.

Although the wavelength (355 nm) of the Raman laser is chosen to approximately balance the AC Stark Shift on the qubit transition, there remains a residual differential AC Stark Shift on the order of 1 kHz. To compensate for this shift, we dynamically apply a virtual frame rotation.
at a rate proportional to the intensity of the laser applied
to each ion. The magnitude of the frame rotation is found
by preparing in the $|00\rangle$ state, applying two MS gates
back to back, and maximizing the resultant population
in the $|11\rangle$ state.

C. Experimental Results

We measure the performance of the balanced Gaussian MS
gate and compare it to the unbalanced Gaussian MS
gates. While our heating rate is high and ultimate fidelity
of both gates appears to be dominated by incoherent heating errors, there is clear difference in response to intentionally applied symmetric detuning offsets. At several points in the measured range of detuning offsets, we measure both the even parity population after an MS gate and the amplitude of a parity oscillation acquired by applying a single-qubit $\pi/2$ pulse with variable phase after the MS gate. We then estimate the fidelity ($F$) according to [28–31],

$$F = \frac{1}{2}(\rho_{00} + \rho_{11}) + \frac{1}{2}A_{\pi},$$

(14)

where $\rho_{ab}$ is the population of the $|ab\rangle$ state after the MS gate and $A_{\pi}$ is the amplitude of the parity oscillation.

We apply the gate to the outer two ions on a three-ion chain, operating between the zig-zag and tilt modes and characterize its performance, as presented in Fig. 3. In a scan of the symmetric detuning offset, we prepare the ions in $|00\rangle$, the gate is applied, and the populations are read out. The even parity populations serve as an indicator for gate angle, and show the correct gate angle is achieved in a range of $\approx 20$ kHz centered around $\delta_0/2\pi = 46$ kHz relative to the zig-zag mode, when $\rho_{00} \approx 0.5 \approx \rho_{11}$. The odd parity population ($\rho_{01} + \rho_{10}$) is an indicator of displacement error, and shows good performance (population is near zero) as long as the detuning is sufficiently far from the motional modes. We then estimate the fidelity of the gate at various symmetric detuning offsets by taking a parity curve and a population measurement with 4000 shots at each detuning. We find that the fidelity of the balanced Gaussian MS gate drops by $< 1\%$ over $\delta_\omega/2\pi \leq \pm10$ kHz, indicating broad robustness to symmetric detuning offset. By contrast, the fidelity of an unbalanced Gaussian gate (operated below the lowest mode, $\delta_0/2\pi = -25.3$ kHz [32]) drops by $>3\%$ even from an offset of $\pm 1$ kHz. While the peak fidelity of the balanced Gaussian is only $97.7^{+0.4}_{-0.5}\%$, we currently have relatively high heating rates (1000s of quanta/s) compared to contemporary systems [33–34], and we believe that our peak fidelity is limited mostly by incoherent heating errors.

D. Extension to Larger Numbers of Ions

In addition to numerically and experimentally verifying performance of the balanced Gaussian gate on a chain of three ions, we also numerically explore the simulated MS gate performance on chains of variable length from $N = 2$ up to $N = 33$. As described in section IIIA, we target the lowest two motional modes ($k = 0$ and $k = 1$) of the $N$-ion chain because we expect to achieve more robustness to frequency error $\delta\omega$ by targeting the neighboring modes with the largest frequency splitting. In the region between these modes, we will find a detuning $\delta_c$ that solves equation (15) and balances the contributions to $\epsilon_r$ from all modes, which is possible when the products

![Figure 3](image-url)
while the robustness of (13) to lie much closer to the second lowest mode δω/2π(N) for ion chains of length N and the center ion and one of its neighbors for odd N. For this choice of ions, targeting the lowest two modes leads to a balanced gate with a value of δt that solves equation (13); however, θ has the opposite sign for even N than for odd N. To maintain the same value of the target propagator U(τ) = e−iεrτσy,2θ/2 (and hence the same target gate) in our simulations for both even and odd N, we impose a differential laser phase of π between the two ions for even N. We model this change in phase by σy,2 → −σy,2, which modifies the handedness of the phase-space trajectories and has the same effect on U(τ) as θ → −θ.

As N grows, we relax the axial frequency of the harmonic potential such that at all N, the separation between the equilibrium positions of the two center ions (the center ion and its neighbors) for even (odd) N is a fixed value. We call this quantity the center ion separation parameter, Δx0. We make this choice to keep a fixed ion separation parameter at the expense of varying axial frequency in order to maintain consistency with an experimental apparatus designed for a fixed in-varying axial frequency in order to maintain consistency with our gate design (the center ion and its neighbors) for even (odd) N, separately, and for odd N from 3 to 33 in steps of 6. For most N shown here, εr dominates as the main limiting factor for gate robustness to detuning error. For large N, the displacement error εd eventually lifts off the Gaussian truncation floor as the motional modes bunch closer together and significantly reduce error suppression from the factor of e−δω/2πN.

Figure 4 shows the contributions εr and εd to the state infidelity εs = εr + εd over an experimentally relevant range of frequency errors δω/2π for ion chains of length N = 2 to N = 33 with Δx0 = 3 μm. Here, we have reduced the value of Δx0 from the previous sections to achieve frequency-robust gates for all N. We can see that the robustness to δω generally decreases with increasing N, but the gate error has a slightly different dependence on δω for even and odd N. This difference comes from the Lamb-Dicke parameters of the lowest two modes for each chain, which cause the value of δt that solves equation (13) to lie much closer to the second lowest mode (k = 1) for even N than for odd N. We can see that while the robustness of εr is approximately equal for similar length chains of even and odd N, the smaller value of δt for even N causes εd over this range of δω to be dramatically larger than for odd N.

Figure 4 also shows that εr strongly dominates εd when N ≲ 20 (for even N) and when N ≲ 27 (for odd N). For N greater than these values, δt becomes small enough that εd makes a significant contribution to εs. Consequently, although εr is minimized at δω = 0, the minimum of εr vs. δω is shifted away from δω = 0 as N is increased. This effect is consistent with our gate design since we chose to maximize the robustness of εr with respect to δω instead of minimizing εs. Although the sensitivity to frequency error grows with increasing N, the balanced Gaussian gate achieves a remarkable robustness to frequency error with εs remaining below the 10−2 level for δω = ±10 kHz for ion chains of length N = 2 to 33.

To quantify the sensitivity to frequency error for each length of chain, we compute the maximum state infidelity εs,max over a ±3 kHz range from the frequency that minimizes εs. Figure 5 shows this measure of sensitivity for even and odd N, separately, and for Δx0 = 3.5 μm to 4.5 μm. For both even and odd N, εs,max is approximately a function of only the splitting between the lowest two modes Δν10 for each value of Δx0, despite the different motional frequencies, Lamb-Dicke parameters, number of ions N, and pulse shape parameters δt and Ω0. Since Δν10 appears to be a good predictor of balanced Gaussian gate performance for the chains considered in this work, we note that designs of new experiments intending to implement these gates should consider the mode spacing when choosing a value of Δx0 and N. The value of Δν10 decreases monotonically with larger N (for fixed Δx0) and increases for smaller Δx0.
FIG. 5: The sensitivity to frequency error, as quantified by the maximum state infidelity $\epsilon_{s,\text{max}}$ over a range of ±3 kHz from the minimum of $\epsilon_s$ vs. $\delta \omega$ for (a) even $N$ from 2 to 32 and for (b) odd $N$ from 3 to 33. The motional frequency splitting $\Delta \nu_{10}$ decreases monotonically with increasing $N$. From light to dark in each plot, the center ion separation parameter is $\Delta x_0 = 3 \mu m$ to 4.5 $\mu m$ in steps of 0.5 $\mu m$. The green diamonds indicate (a) $N = 2$ and (b) $N = 3$ for each $\Delta x_0$. These plots show that $\Delta \nu_{10}$ is a good predictor of the sensitivity to motional frequency error for the range of parameters considered in this work.

(at fixed $N$).

The approximate correspondence between $\epsilon_{s,\text{max}}$ and $\Delta \nu_{10}$ arises because $\epsilon_s$ is often dominated by the contribution from $\epsilon_r$ for the chains we have considered. When $\epsilon_r$ dominates, the sensitivity depends strongly on the magnitude of $d^2 \theta / d \delta \omega^2$ at $\delta \omega = 0$, which is set by $\Delta \nu_{10}$. This approximate correspondence breaks down when $\epsilon_d$ becomes significant, as $\epsilon_d$ is set by the detuning $\delta_k$ instead of $\Delta \nu_{10}$. In such scenarios, $\epsilon_{s,\text{max}}$ can be substantially different for chains with different $\Delta x_0$ but the same $\Delta \nu_{10}$. For example, for $\Delta x_0 = 3 \mu m$, the lightest curves in Fig. 5 we find increased $\epsilon_{s,\text{max}}$ for long chains (low $\Delta \nu_{10}$) as compared to chains with $\Delta x_0 = 3.5 \mu m$ to 4.5 $\mu m$ for the same values of $\Delta \nu_{10}$. This effect is much more pronounced for even $N$ than for odd $N$, consistent with the greater contribution from $\epsilon_d$ for even $N$.

In this extension to larger $N$, we have reduced the ion separation parameter $\Delta x_0$ from our experimental implementation for $N = 3$ to increase $\Delta \nu_{10}$ and improve the performance of MS gates at experimentally relevant frequency errors for large $N$. Although this improves the robustness of our simulated gates, a reduction in $\Delta x_0$ could have detrimental effects on quantum circuit performance that are not included in our simulations by, for example, increasing the level of crosstalk between neighboring qubits [38]. However, there has been promising research on applying spin-echo pulses to cancel out the effects of crosstalk when individual ions cannot be perfectly resolved [39]. Alternatively, one could decrease the radial trap frequency to increase $\Delta \nu_{10}$, but one needs to balance this increased robustness to frequency noise with the additional amount of anomalous heating experienced by lower frequency motional modes.

IV. CONCLUSION AND OUTLOOK

In summary, we have designed an MS gate that shows broad robustness to motional frequency errors, addressing a key error mechanism in trapped ion entangling gates. Further, our gate is performed with a simple analytic pulse shape, and therefore requires little in the way of computational overhead and technical complexity. In conjunction with this low cost, the prospects for scaling to a larger number of ions present a promising outlook for implementation of this gate on contemporary and next generation trapped ion systems.
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