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Process-guidance improves predictive performance of neural networks for carbon turnover in ecosystems

Despite deep-learning being state-of-the-art for data-driven model predictions, it has not yet found frequent application in ecology. Given the low sample size typical in many environmental research fields, the default choice for the modelling of ecosystems and its functions remain process-based models. The process understanding coded in these models complements the sparse data and neural networks can detect hidden dynamics even in noisy data. Embedding the process model in the neural network adds information to learn from, improving interpretability and predictive performance of the combined model towards the data-only neural networks and the mechanism-only process model. At the example of carbon fluxes in forest ecosystems, we compare different approaches of guiding a neural network towards process model theory. Evaluation of the results under four classical prediction scenarios supports decision-making on the appropriate choice of a process-guided neural network.

Significance Statement

Deep-learning is the state-of-the-art for data-driven model predictions. Given the low sample size typical in many environmental research fields, these approaches can rarely be applied. When data are complemented by process understanding, as coded in physical or empirical models, both predictions and generalisations can be substantially improved over both data-only neural networks and mechanism-only process models. Comparing different approaches of such process-guidance helps decide on how to best combine process models and neural networks.
The relationship between data and theory in environmental modelling spans a gradient from data-driven, theory-free approaches to process-models run without link to local data (Fig. 1) (7). In between, four main strategies of linking data and models are emerging, of which two require substantial amounts of data: (i) automatic reverse engineering underlying process laws, where mathematical functions are combined optimally to describe observations (8, 9); and (ii) partially-specified process models, with neural networks providing data-driven submodels in an otherwise process-based model (10, 11).

In contrast, (iii) data-calibrated process models, typically employing Bayesian or generalised Kalman-filter approaches (12–15), benefit from any amount of data to compare process description to, but they suffer from the need to re-run the model hundreds to many thousands of times, with only limited runtime improvement from parallelisation (16).

Process-guided neural networks (iv), where process models are embedded, in one way or another, into a deep-learning pipeline (e.g. 17–19), seem to be particularly well-poised to be using the relatively sparse data in environmental science. Moreover, they represent general structures in the data that remain unexplained in current theories, thus provide higher generalisability than the two separate approaches and indicate yet undetected processes. Process-guided neural networks use theory and empirical knowledge, as coded into the process model, to constrain the network’s flexibility when fitting it to observations. Within this group of approaches, we can differentiate between five designs, although the terminology is in constant flux (Fig. 2):

1. **Domain adaptation** (aka transfer learning, aka physics fusion, aka pre-training). The process model is used to simulate many data sets akin to those observed, but within the range of expected parameter values. A neural network is then trained to these big-data simulations; only the last layers of this pre-trained network are then re-fit to the actual observed data.

2. **Residual correction** (aka bias correction). A neural network is trained on the observed data using as input the model output. It thereby aims at removing any bias inherent in the process model output.

3. **Parallel physics** (aka residual physics). A neural network is trained in parallel to the immutable process model, and their predictions are averaged before fitting to the data. As a result, the network learns consistent deviations between data and the process model, trying to link process-residuals to input variables.

4. **Physics regularisation**. The network is trained using a loss function that consists of the cross-validation based weighted sum of distance to data and distance to the process-model simulations. The data can therefore not drive the network too far away from the process model.

---

**Fig. 1.** A figure depicting the data-theory plane. Coloured areas reflect sweet spot of the model types in data-theory gradient. ARE = automatic reverse engineering, SciML = scientific machine learning aka NNinPM, PM = process-based models, PGNN = physics-guided neural networks.
5. Physics embedding. The model parameters are turned into functions of the input predictors, by having a network linking input to parameters, and a second network provides additional bias correction. The entire setup is trained as a deep-learning model.

The magnitude to which these approaches’ flexibility in the training procedure are constrained by the embedded theory vary from very weak through data structure only to very strong through prior parametric assumptions (20). To date, these process-guided neural network approach have not been compared for their on-site predictive performance, nor for their ability to generalised beyond the training site. In this study, we evaluate predictive and transfer performance, comparing the PGNN approaches to a process model fitted to local data, and to a multi-layer neural network, representing the two extremes of the data-theory-gradient. We expect the multi-layer neural network with the highest flexibility in fitting the data to show the best predictive performance and the constraints in the PGNNs to prevent unrealistic predictions. As a case study, we use carbon and water fluxes in forest ecosystems.

Methods

A. Study sites and data. Five forest sites are chosen from the PROFOUND database based on their data availability of environmental covariates and carbon turnover (21). The forest sites cover dominantly deciduous, mixed and coniferous forest types with varying dominating species (see Supplementary Information). The environmental covariates of the forest sites represent conditions of mediterranean, temperate and boreal climates.

The PROFOUND database provides time series data in two resolutions. Eddy-covariance measurements from FLUXNET are recorded on a daily or half-hourly resolution. Satellite imagery data is provided from MODIS on a 8-day resolution. We choose variables and their resolution based on what is commonly used in modelling approaches with the process model.

Carbon turnover is measured as gross primary productivity (GPP, $P$). GPP measurements of half-hourly resolution are taken from FLUXNET and aggregated to daily means. The environmental covariates are air temperature ($T$), precipitation above canopy ($R$), photosynthetic active radiation ($\phi$) and the fraction of absorbed photosynthetic active radiation ($f_{aPPFD}$). They are taken from FLUXNET in daily resolution. The fraction of absorbed photosynthetic active radiation is taken from MODIS in 8-day resolution and converted to daily resolution by assuming constant values within the 8-day periods.

The data set was aligned in terms of resolution and units in a preprocessing procedure that is described in the Supplementary Information. The resulting dataset consists of daily measurements of covariates and carbon turnover for five forest sites over four years.

We denote the general modelling exercise in this analysis by the mapping $f: X \mapsto Y$, where $X$ is the $k$-th row vector of the environmental covariate matrix $X = \{T_k, D_k, \phi_k, R_k, f_{aPPFD,k}\}$ and $Y$ the $k$-th entry of the GPP vector $Y = \{P_k\}$.

B. Process model. The process model used to predict carbon and water fluxes in this case study is Preles (PREdict Light-use efficiency, Evapotranspiration and Soil water content) (22). Preles is a semi-empirical model that predicts gross primary productivity ($P$), evapotranspiration ($E$) and soil water content ($\theta$) on a daily time scale. More specifically, PRELES does the mapping $f: X \mapsto Y$ with $X = \{T, D, \phi, R, f_{aPPFD}, CO_2, d\}$ and $Y = \{P, E, \theta\}$, where $d$ is the day of the year and $CO_2$ is a constant denoting the carbon dioxide concentration (in ppm).

The mapping $f$ consists of three subsystems for $P$, $E$ and $\theta$ that are linked to each other. The calculation of $\theta$ is based on a three pool formulation, splitting $\theta$ into soil, surface and snow pools. The state of $\theta_k$ at day $k$ depends on $\theta_{k-1}$ the state of the previous day.

The subsystem for $P$ prediction on a day $k$ is based on a general model for light-use efficiency (23):

$$P_k = \beta \phi_k f_{aPPFD} \Pi f_{i,k}, \quad [1]$$
Fig. 2. Schematics of the five PGNN approaches. Blue elements mark parameters of the process model PRELES, grey mark data (input, output, simulated values). A neural network is given for comparison. The figure for “process regularisation” is identical to that of “residual physics”, except that the two predictions are not added but evaluated as a joint likelihood (see text). Ellipses (...) indicate more layers and nodes, according to hyper-parameter search. \( P \) refers to prediction made by the network to be compared with observations.
with $\beta$ as the potential light-use efficiency and $\prod_i f_{i,k}$ the product of exogenous driven modifiers for $\beta$. One of these modifiers, the soil water modifier $f_{W,P}$ links the subsystems of $\theta$ and $P$.

In the third subsystem $E$ is calculated as directly depending on $P$. The subsystem is connected to $\theta$ by a modifier $f_{W,E}$. For more details on the process model structure see (22).

**C. Neural network.** Neural networks do the mapping $f : X \mapsto Y$ through a hierarchically structured latent feature space (hidden layers). The latent space allows for the representation of hidden processes alongside the measured input $X$. Through layer-specific transformations (activation functions), the approximated function $f$ can be highly non-linear. The output of a neural network with a single hidden layer is defined as

$$y_j = \sigma \left( \sum_i x_i \times W_{ji} \right) + b_j$$ \hspace{1cm} [2]

where $y = \{y_1, ..., y_j\} \in Y$ is the $j$-dimensional output vector and $x = \{x_1, ..., x_i\} \in X$ is the $i$-dimensional input vector. The weight matrix $W_{ji}$ and the bias vector $b_j$ are network parameters that are learned during the training procedure. The linear combination of inputs, weights and bias is transformed by the activation function $\sigma$ which is part of the hyperparameters of the network.

Here, a most basic neural network type is used that is a multi-layer perceptron (MLP). Through the choice of the linear activation function in the last layer and the mean squared error as the objective function, the MLP performs a regression task under the assumption of normality. Used without process-guidance, this MLP is referred to as the naive neural network.

**D. Process-guided neural networks.**

**D.1. Types of process-guided neural networks.**

**Residual correction** The residual correction is sequentially structured in two parts (Fig. 2). First, information flows forward-only through the PM. The PM uses the same inputs and parameters as the stand-alone PM. Second, the PM predictions for GPP, evapotranspiration and soil water content are used as inputs for a fully-connected feed-forward neural network. The neural network maps $f : X \mapsto Y$, where $X = \{P_p, E_p, \theta_P\}$ is the PM predictions vector for GPP, evapotranspiration and soil water and $Y = \{P\}$ is the GPP output vector. In the training procedure, the weights and biases of the neural network are adjusted based on the loss function

$$L = L_{\text{MSE}}(y, \hat{y})$$ \hspace{1cm} [3]

where $\hat{y}$ are the predicted GPPs of the neural network.

**Parallel physics** The parallel physics parallelises forward information flow through the PM and a fully-connected feed-forward neural network simultaneously (Fig. 2). The PM and the neural network use the same input variables. Information flows only forward through the PM. The PM uses the same parameter values as in the stand-alone approach. The predicted GPP of the PM and the neural network are summed. The neural network maps $f : X \mapsto Y$ with $X = \{T, D, \phi, R, f_{aPPFD}, d\}$ and $Y = P = \{P_{NN} + P_{PHY}\}$ where the GPP prediction $P$ is the sum of the neural network prediction $P_{NN}$ and the PM prediction $P_{PHY}$. Hence, the loss $L$ is calculated using the mean squared error of GPP predicted by the PM $\hat{y}_{\text{phy}}$, the neural network predictions $\hat{y}_{\text{nn}}$ and observations $y$ as

$$L = L_{\text{MSE}} \left( y, \hat{y}_{\text{nn}} + \hat{y}_{\text{phy}} \right)$$ \hspace{1cm} [4]

The information of the mismatch between the summed predictions and observations is used to adjust the weights and biases of the neural network.
Physics regularisation  The physics regularisation is structurally similar to the parallel physics approach (Fig. 2). The neural network maps \( f : X \mapsto Y \) with \( X = \{ T, D, \phi, R, f_{\text{APPFD}}, d \} \) and \( Y = \{ P \} \). The predictions of the PM are only used in the training procedure as part of the loss function, such that the fitted neural network minimises deviation from observation while maintaining also minimal distance to PM predictions. This prevents fits to deviate substantially from known processes. The loss \( \mathcal{L} \) is calculated with the neural network predictions \( \hat{y}_{\text{nn}} \), the PM predictions \( \hat{y}_{\text{phy}} \) and the observed GPP \( y \) as

\[
\mathcal{L} = \mathcal{L}_{\text{MSE}}(y, \hat{y}_{\text{nn}}) + \lambda \mathcal{L}_{\text{MSE}}(\hat{y}_{\text{phy}}, \hat{y}_{\text{nn}}),
\]

with \( \lambda \in (0, 1] \) determining the strength of the regularisation and being defined in the hyperparameter search.

Physics embedding  The physics embedding merges the PM into the neural network modelling framework. The network comprises three modelling exercises (Fig. 2). First, the parameter net maps environmental covariates to the PM parameters, \( f : X \mapsto Y \) with \( X = \{ T, D, \phi, R, f_{\text{APPFD}}, d \} \) and \( Y = \{ \theta_{\text{PHY},1}, \ldots, \theta_{\text{PHY},13} \} \). Second, the PM is run with the parameter estimates \( \theta_{\text{PHY}} \) from the parameter net and the environmental covariates \( X \). Third, the PM predictions \( \{ P_P, E_P, \theta_P \} \) are transformed in the residual net into GPP predictions. The residual net is akin to the residual physics setup above. The loss function is the same for physical regularisation. Based on the loss, both the parameter net and the residual net are optimised simultaneously.

Technically, the PM is defined as a certain type of forward pass connecting only the output layer of the parameter net and the input layer of the residual net. To guarantee that during the training the information of the gradients flows backwards through the PM, it needs to satisfy tensor compatibility. In our approach, every elementary operation in the PM is therefore changed to its Torch tensor equivalent so that for each forward pass of a tensor every operation on it is tracked and stored together with its gradient. During backpropagation the information of the gradients is back-traced through the stored computation graph of the tensor.

Domain adaptation  The domain adaptation consists of a pre-training on data simulated by the process model, and a re-fitting of the resulting network to the actual observation (24). In our case, the simulated dataset is purely artificial and generated by prediction from the PM, based on simulated weather data and parameter samples from their prior distributions. The architecture and hyper-parameters for the domain adaptation network are optimised for the observations and as such equal to the naive neural network. Without using an encoder network, the domain adaptation network requires homogeneous input dimensions. We take only environmental covariates as explicit input in pre-training and neglect the parameter prior samples under the assumption that the same information is represented in the simulation from the process model.

The key challenge for domain adaptation is to choose a restricted but realistic set of simulation parameters and environmental covariates: too wide, and the pre-training will not restrict the resulting network; too narrow, and the fitted network will not be able to generalise to conditions outside the pre-training range. Technical details on the simulated input data can be found in the Supplementary Information.

E. Training and test procedure.

Neural Network  Due to the parametric capacity of neural networks, a data splitting into training and validation set is already performed during the parameterisation procedure (training). Furthermore, one year of the data is hold out as test set until evaluation. Training is done in a temporal-blocked cross-validation, in which the temporal structure is kept during splitting (25). In both the training and evaluation processes, splits are done such that the model can be validated on a full year. Models are trained for 5000 epochs with the Adam optimisation algorithm.
The default parametrisation of the PM is adjusted for 13 parameters simultaneously. The calibration is pursued in the R framework using the Bayesian Tools package for Bayesian model calibration (26). The block-cross validation splits used for the neural network training are also used during PM calibration. The likelihood is taken as the objective function. A Markov Chain is generated with a DREAM\textsubscript{Z} sampler (27) over 50000 iterations.

**E.1. Network architecture search.** Selecting the neural network architecture and the parameters of the optimisation algorithm can be understood as an optimisation of neural network hyper-parameters. These are optimised separately by two random grid searches. A random grid consists of randomly drawn combinations of hyper-parameters from a given base set. First, the network architecture is selected for random parameters of the optimisation algorithm, which is then adapted to this architecture in a second optimisation. Hyper-parameters for the architecture of the MLP are the number of hidden layers and nodes, for the optimisation algorithm the learning rate and the batch size. Both, the embedded network and the regularisation network, have a regularisation parameter $\lambda$, which is included in the architecture random grid search. Optimisation of the architecture and hyper-parameters is performed in a two-fold cross-validation setting.

**E.2. Types of prediction.** The prediction experiment is conducted under four scenarios that represent classical tasks in environmental modelling. Predictions are made firstly, on a single site in time and secondly, on multiple sites in space. For both the on-site and the multi-site prediction tasks, two scenarios of data availability are considered. First, the time series is used on a daily resolution, that is simply the full pre-processed data set. Second, a time series with weekly resolution is simulated through systematically thinning out of the data set to every seventh day only, leading to substantially sparser data. The calibration of the PM and training procedure of the neural networks was separately pursued at on-site or multi-site data under sparse or full data availability conditions.

**F. Individual conditional expectation.** An individual conditional expectation analysis (ICE) is a local method to evaluate the relationship of the dependent variable and each individual explanatory variable (28). The interaction of the dependent variable and one explanatory variable is examined by varying the explanatory variable of interest over a pre-defined range at fix values of the remaining variables. Local denotes the analysis of individual predictions for each instance that in this case are GPP predictions for every day. We pursue the analysis during four period of the test year. These are two weeks around four days that are taken to be seasonally representative. We decided on the four record days for seasonal change that are the 20th of March (spring), the 21st of June (summer), the 20th of September (autumn) and the 21st of December (winter). The dependence of the target variable is evaluated at each day during this period. This local dependence analysis corresponds to a conditional effects analysis and, in contrast to a partial dependence analyses, allows for more insight in presence of interactions among explaining variables.

**Results**

**A. Predictive performance and extrapolation.** Both the fitted process model and a naive multi-layer perceptron (MLP) are the references for the five PGNN approaches. For the full data case, “on-site” validation predictions to new years by the naive network outperformed the fitted process model, but all PGNNs except bias correction provided an improvement to MLP prediction at least under one prediction scenario (Fig. 3 a, Tab. 1). Generalising to other sites with the full data (Fig. 3 c), however, substantially increased prediction errors of all models, while improvement in prediction performance relative to that of the process model increased.

In the sparse data situation, when the data was systematically thinned out to a weekly resolution, the picture changed substantially. On-site predictions to new years was much more variable, and only parallel physics and physics regularisation improved consistently on the MLP (Fig. 3 b). Note that still all other approaches (apart from bias correction) did as well or better than the MLP, but all these approaches suffered from high variability. When predicting to other sites, the parallel physics and physics regularisation
Table 1. Mean absolute validation error of GPP predictions (in gCm$^{-2}$day$^{-1}$) in a five-fold cross-validation. The best performing network under each experiment is highlighted in bold. The amount of training days varied among experiments (On-site full: 1460. On-site sparse: 207. Multi-site full: 2190. Multi-site sparse: 313).

|                      | Preles | Naive | Bias Correction | Parallel Physics | Regularised | Domain Adaptation | Embedding |
|----------------------|--------|-------|-----------------|------------------|-------------|-------------------|-----------|
| On-site full         | 0.85±0.02 | 0.74±0.02 | 1.13±0.06 | **0.6±0.02** | 0.7±0.02 | 0.7±0.06 | -         |
| On-site sparse       | 0.99±0.03 | 1.22±0.92 | 1.0±0.06   | 0.57±0.14 | **0.68±0.08** | 1.24±0.91 | -         |
| Multi-site full      | 2.42±0.08 | 1.69±0.09 | 2.11±0.19 | **1.59±0.12** | 2.8±0.92 | 4.5±0.05 | -         |
| Multi-site sparse    | 3.22±0.32 | 2.01±0.23 | 2.1±0.23   | 1.94±0.28 | **1.8±0.09** | 4.36±0.05 | -         |

were able to improve the naive MLP predictions, the parallel physics for both, full and sparse data, the regularisation only for the latter. Domain adaptation, which slightly improved reference model predictions worked well for on-site prediction with full data, but in the multi-site setting fared worse even than the fitted process model itself.

**B. Individual conditional expectations.** The ICE analysis is pursued for the most consistent performing PGNN that is the parallel physics network and results are contrasted with the ICE of the reference models, Preles and the naive neural network. The plots show the type of relation between an explanatory variable and the target variable. We expect dependencies represented by the naive neural network to appear visibly more complex than those represented by the process model and the PGNN to constrain these complex dependencies to closer approximate those of the process model.

The effects of the explanatory variables in the process model are smooth and either quadratic ($\phi$) or linear ($f_{\text{APPFD}}$)(Fig. 4). Effects are only evident in the predictions for summer. A flat curve as in the case of $D$ indicates for the individual case that there is no effect of this variable on the prediction. In this, the process model differs from both the naive neural network and the parallel physics network. Except for $f_{\text{APPFD}}$, all variables show a clear effect on the model prediction. In the case of the Parallel Physics network, where the ICE analysis is only on the input of the network, we see the effect of error correction from the naive network to the process model shown. This is clearly visible in the case of $\phi$ and $D$, where the network corrects a strong positive linear weighting in high value ranges by a negative linear weighting.

**Discussion**

We compared a selection of process-guided neural networks (PGNNs), an emerging modelling approach that integrates purely data-driven knowledge with process theory. At the example of carbon and water fluxes in forest ecosystems, the on-site predictive performance of the approaches and their ability to represent yet undetected generalisable processes in the data is evaluated. Exceeding our expectations, the PGNNs outperform not only the process model in predictive accuracy, but in some cases even the multi-layer neural network. Regarding other methods that combine data and process knowledge (see Fig. 1), the relevance of PGNNs is founded in three classical problems in process-oriented environmental modelling.

- A lack of data availability, which limits options for process model calibration and the use of deep neural networks (6).
- A lack of process understanding, which manifests itself as structural mis-specification in process models (10).
- The complexity of ecosystems, limiting generalisability of process models.

On one hand, PGNNs turn out to be especially suitable when data is sparse or of low resolution. On the other hand, they allow considerably better predictions than the process model when data descends from different sources/sites. An approach commonly used to analyse variable importance in statistical models
Fig. 3. The mean absolute error over 5000 training runs for the naive neural network and the PGNNs in the temporal (first row) and spatial (second row) prediction setting under full and sparse data scenarios.
Fig. 4. Individual conditional expectations of GPP predictions for each explanatory variable. Shades indicate the 95% confidence interval during the period of two weeks around the seasonal record days.
and currently to interpret results of deep neural networks (28) suggests that successful process-guidance is possible.

**PGNN-specific use cases for prediction improvement.** The four experimental scenarios under which the approaches were evaluated demonstrate that the improved predictive performance of PGNNs towards the naive neural network and the PM is both, task- and PGNN-specific. The appropriate use case of any of the different PGNNs depends on the prediction goal and the data availability. The parallel physics network predicts best when data is available on a daily resolution, whereas when data is sparse, here on a weekly resolution, the regularised network outperforms it (see Fig. 3). Both approaches integrate the physics into the neural network through representing the residuals in the loss function, eventually corresponding to a physics-based likelihood assumption (see section D). However, considering residuals in an additive loss term with an own regularisation parameter enables the possibility of shrinking the importance of the PM residuals to zero, making the regularised neural network more flexible than the parallel physics network. This highlights the varying degrees to which the PM constraints a neural network. We can assume that predictive performances of approaches that experience a hard constraint will closer approximate the predictive performance of the PM. Imagining a full constraint, we can expect the PGNN to perform at maximum as good as the PM, if not even worse. This exemplary happened when imposing a hard constraint on the training process through weight initialisation in the domain adaptation. Incorporating the PM residuals as a physics-based likelihood in contrast constitutes a soft penalty constraint on the loss function, allowing for more flexibility in the remaining loss term (20).

**Generalisability as process-guidance.** The most simple and natural constraint to neural networks in terms of process-guidance descends from the observational data itself. The neural network is forced to represent the detectable underlying data generation processes, which can be seen as a integration of processes (20). This is a weaker constraint than a soft penalty constraint on the loss function and constitutes the difference between the bias correction network and the parallel physics network. Due to the diverse complexity of different ecosystems, the underlying processes represented in the data used for on-site temporal prediction and the data used for multi-site generalising prediction differ. In the latter objective, PGNNs have a yet increased advantage over the PM and the naive neural network (see 3, c and d). In the PM, correlations of the exogenous variables are fixed by its twenty parameters which are biased through missing processes. In a multi-site calibration, the PM has to capture the site-specific correlations, increasing this bias even more. Equivalently, the PGNN is forced to find similarities and fit cross-site correlations in multi-site prediction. This increases the constraint that originates from the data, demanding stronger causality in the represented relationships. In contrast to the PGNN, the PM thus performs constrained by its parameters as well as site-specific data quality and fit of the theory.

**Detecting process mis-specification.** One drawback in the application of deep neural networks and as such also of integrated approaches is the lacking interpretability of the learned model parameters and the causes for a specific prediction. The field of explainable machine learning is just emerging, yet simple model-agnostic tools applicable for interpreting regression models can also be applied to neural networks and PGNNs (28). With correlated input variables, individual conditional expectation (ICE) plots allow quick assessment of variable importance and uncover potential interactions among them. The parallel physics network is a particularly interesting example for this interpretability analysis. By design it is forced to fit the residuals of the PM (see above). The ICE plots show the effect of each variable on the variance in the data that remained unexplained by the PM (see Fig. 4). Both, the naive neural network and the parallel physics network analysis suggest a strong linear effect of the vapour pressure deficit $D$, while this effect is nearly undetectable in the PM. In the structure of the PM, the light-use efficiency is the driving relationship and $D$ is considered only through one of multiple modifiers that adjusts it. The modifier for $D$ now is mainly dependent on one parameter ($\kappa$). Of course we cannot causally draw the conclusion that the PM is mis-specified with regard to $D$, the processes that the PGNN is fitting remain unknown. Yet
it records a trace that can be complemented with the results from the Bayesian calibration of the PM. The wide posterior distribution of $\kappa$ and its ambiguous convergence points towards a non-identifiability of this parameter (29) (see Fig. ??). In addition to a variable-based interpretability analysis, we propose to examine prediction within fixed or moving periods in which specific intra-annual variations in the modeled process can be expected (29). Such post-hoc analyses can deliver insights into processes that are represented in a PGNN but missing in a pure PM. Findings can then be experimentally investigated and eventually incorporated back into the PM. We thus suggest the use of PGNNs not only to deliver improved predictive performance, but for aiming further: to detect wholes in the theories we work with and to extend their foundations.

### Technical hurdles and successes

Building a PGNN from a PM and a neural network involves manifold technical decisions in both domains. The key decisions for an analysis with neural networks are on the choice of the optimisation algorithm, its hyper-parameters and the model architecture. Further, on the model type itself and on the splitting of the data. Part of this are already overcome with the neural architecture search, but additional manual finetuning is often required. Suboptimal decisions are reflected by untrainable folds in the cross-validation or in excessive rashes of the validation error during the training procedure. To simplify further the remaining choices, we propose to automatise the decision process using methods grouped under the field of automated machine learning (Auto-ML), for which user-friendly applications already exist (30). The PM in this case study is with its just under thirty parameters comparatively simple regarding computational effort and data requirements. This is not the standard in ecological and biogeochemical modelling, which may limit the practical application of some of the PGNN approaches, i.e. the embedded network. For more complex PMs that do not lend themselves to repeated calibration, we recommend using one of the PGNN approaches based only on PM predictions. The complexity of the PM is likewise relevant in generating synthetic data, which is used for pre-training in the domain adaptation. For sampling, either informative prior distributions can be used that are narrow around a default calibration, or alternatively, uninformative priors can be used that are flat within a pre-defined parameter range. This decision affects strength of the constraint imposed onto the neural network, as well as the amount of data that must be used for pre-training.

### Conclusion

The comparison of process-based neural networks shows a categorised sample of existing methods from an integrated modelling field that we find especially useful for environmental modelling, regarding the data-theory spectrum. This area of research is developing fast in the area of fundamental physical applications and in working with differential equations (20). We have presented here the specific relevance of PGNNs for classical prediction tasks in the environmental sciences. Furthermore, we justify integrated approaches from two perspectives: Embedding the processes in a neural network may allow for their better interpretability, while simultaneously addressing mis-specification in the process models. More complex process models will certainly demand refinement of the demonstrated methodology.

### Supporting Information Appendix (SI)

Things to potentially discuss:

- runtime, i.e. how often does the PM have to be run;
- sparse data setting: is it legal to fit a model with twice as many parameters as data points?
- Calibration of the process model
- role of sample size: how soon will NN be better than PM? Is that a function of system complexity?
- Outlook: What to recommend to users; what strategies to develop further.

Should contain: Results of HP and A search. Details on PRELES model structure. Details on synthetic data generated for domain adaptation. Standortspezifische Vorhersagen der generalisierten Modelle.
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