Assamese Handwritten Character Recognition using Supervised Fuzzy Logic
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Abstract: This paper presents a state of the art supervised fuzzy pattern recognition system for recognition of Assamese handwritten characters. The fuzzy classifier is well suited for applications with ambiguities and handwritten character recognition is such a task. The dataset used in this experiment is taken from ISI Kolkata. After preprocessing images are normalized into uniform size 42x32 and then two features namely distance vector and density vector have been extracted. The experiment has two stages, training and testing. In first stage we extract distance vector and density features from uniform zones of the binary images for training classes and estimate the mean and variance for each class. In second stage we use this mean and variance to calculate the membership values for each unknown character of the testing set of data. An exponential fuzzy membership function is used for this purpose. Finally we recognize an unknown test character as that class for which it gives highest membership value. Finally result is stored in editable document. The highest recognition accuracy achieved in the experiment is 88.29%, 86.55% and 82.74% for numerals, vowels and consonants respectively.
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I. INTRODUCTION

Handwriting character recognition (HCR) is still a challenging task in the field of pattern recognition. A lot of researches are going on since last four decades but none of them achieved 100% accuracy. The challenges occur due to immense variation in writing. The variation is not only among the writers but also may occur in case of one writer due to different mood of writer or different writing time. It is a crucial task to find out robust features that can uniquely identify a character even after much variation.

Handwriting is till now a primitive method for documenting our thoughts for communicating with others. In this digital age digital document are more convenient for the purpose of storage, communication and retrieval of information. Hence converting handwriting documents into digital document become a trend where people spend lot of time and money in the name of data entry operation. This can be done more conveniently with efficient handwritten character recognition (HCR) system. The outcome of any HCR is a digital document which is editable.

The HCR processes have been classified into two categories. The first one is where recognition performed at the time of writing; called online recognition. The second is where user has to write on some kind of personal digital assistant (PDA). The HCR system enables these devices to convert the user input into digital document. In another process recognition is performed after writing on paper. The paper needs to be digitized as image by scanner or camera with a good resolution. The image is then put as input to the HCR system and it produces editable digital document. This type of recognition is called off line recognition.

The HCR has very useful application in post office for pin code sorting and in bank for check processing where check number, account holder name and legal amount can be automatically inserted into the database. Now a day form processing is another emerging application of HCR.

Literature review reveals that a few researches on Assamese language have done. Assamese is one of the major northeastern languages of India. It is primarily spoken in the state of Assam. In this work we have focused on features extraction and classifications based on fuzzy with different combination of classifiers and features.

II. LITERATURE REVIEW

Ritesh Sarkhel et al. designed a cost effective isolated handwritten Bangla character and digit recognition model [1]. Their proposed method use a multi-objective region sampling algorithms Non-Dominated Sorting Harmony-Search Algorithm (NSHA) and Non-Dominated Sorting Genetic Algorithm-II (NSGA-II) for region sampling separately together with the Axiomatic Fuzzy Set (AFS) theory. In their experiment the convex haul based global features and CG based quad-tree partitioned longest-run based local features are used with SVM classifier. The proposed method achieved 98.23% recognition accuracy and 12.61% reduction in recognition cost for ISI Kolkata dataset.

Víleš Novák et al. presented a few models to recognize characters printed both on hot as well as on cold metal ingots[2]. They used neural networks, mathematical fuzzy logic and representation of image using fuzzy-valued function. Among these three methods, based on image represented by the fuzzy-valued function achieved the highest character recognition rate 87.7%.

Sushama Shelke and Shaila Apte proposed a Fuzzy based multi-stage classification model for Handwritten Devanagari script [3]. The first stage of classification is based on fuzzy inference system and second stage of the proposed model is based on structural parameters. Initially, the fuzzy inference systems classify into 24 classes. In the next stage, normalized pixel density features are calculated and fed into feed forward neural network.
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According to their claim, recognition accuracy is 96.95%.

D. Álvarez et al. present their fuzzy classification model for off-line intelligent word recognition [4]. The words are segmented into single characters followed by labeling each pixel into groups of vertical or horizontal strokes. After that the connected locations between the vertical and horizontal strokes are obtained by using dynamic zoning. They have represented a character in a string of regular grammar with these features and check using a Deterministic Finite Automaton. Finally for recognition purpose they have use Fuzzy Lattice Reasoning classifier on Proprietary IAM dataset and obtained 90.80% accuracy.

Recently Xu-Yao Zhang et al. developed a deep convolution neural network based online and offline handwritten Chinese character recognition model with shape normalization and directional decomposition[9]. They have proposed a new adaption layer to reduce the training and testing mismatch. According to their claim it can also adopt the new writing style of a writer and hence recognition accuracy is improved. The training offline dataset is HWDB1.0-1.2 and online dataset is OLHWDB1.0-1.2. The ICDAR-2013 offline and online competition dataset are considered for testing. They have claimed that without the adaption layer recognition accuracy is 97.55% and when the adaption layer is used recognition accuracy is 97.91%.

A. K. Sampath and N. Gomathi designed a multi kernel support vector machine based on fuzzy triangular membership function[10]. After preprocessing feature extraction is done using histogram oriented gradient descriptor. Then classification is done for chars74K database through the proposed system. According to them the recognition accuracy of their system is 99.4%.

Recently K. Nongmeikapam et al. proposed a SVM based model for recognizing Manipuri script[14]. They have extracted histogram oriented gradient based feature. A liner multiclass support vector machine has been used for classification. They have claimed that the classified yielded accuracy of 96.928%.

Zhen Xi and George Panoutsos designed a convolutional neural network (CNN) with a fuzzy logic (FL) based rules in one layer and a Radial Basis Function (RBF) layer to maintain the rules of the network[17]. A normalized exponential function is used for defuzzification of the FL. They used MNIST dataset that is consist of 60000 training and 10000 testing samples. It is claimed that highest testing accuracy obtained is around 99% with 64 features.

### III. DATASET USED

The dataset used in this experiment is standard dataset taken from ISI Kolkata. This dataset consists of 23392 samples of numerals written by 1106 persons. There are 10 classes of the numerals. These samples had been collected from 465 mail pieces and 268 job application forms and for the rest by using specially designed form. There are 37,858 samples of basic characters in this dataset with 11 classes for vowels and 39 classes for consonants. Some samples from ISI Kolkata dataset are depicted in Fig. 1.

![Sample of isolated Bangla numerals and characters](image)

#### IV. PREPROCESSING

It is an important part of character recognition. The original grayscale images are converted to binary images using Otsu’s method of global thresholding. Fig. 2 shows binary image representation of Assamese digit ak (one) and sunya (zero).

![Binary image of Assamese digit ak (one) and sunya (zero)](image)
V. FEATURE EXTRACTION

The feature extraction is one of the crucial processes in character recognition process. There exists a lot of method for feature extraction including based on projection, histograms, intersections, mathematical transformation, moment, graph, geometrical shape, contour etc. in the present study, zone based feature extraction technique is used to obtain useful local information of patterns image. An outstanding literature about zoning method can be found in an article of D. Impedovo and G.Pirlo [11]. Zoning based feature extraction has two category; static and adaptive. In this experiment we used static zoning method. In static method character image divided into many regions of MxN resulting many sub images of identical shape. The following Fig. 4 shows 7x8 uniform zoning of a binary image digit zero.

\[
d_k^b = \left( i^2 + j^2 \right)^{1/2}
\]

By dividing the sum of distances of all ‘1’ pixels present in that box with the total number, a normalized vector distance \( \gamma_b \) for each box is computed as,

\[
\gamma_b = \frac{1}{N_b} \sum_{k=1}^{N_b} d_k^b
\]

Where \( N_b \) is number of pixels in \( b^{th} \) box and \( N \) is total number of boxes.

The following algorithm is used for distance vector feature extraction from image size 42x32 using MxN zoning.

\[
\begin{align*}
\text{vector\_length} & = N; \\
i\_\text{diff} & = 42/M; \\
j\_\text{diff} & = 32/N; \\
dkb & = \text{zeros(}\text{vector\_length, total\_number\_of\_images}\text{)}; \\
\text{Image reading loop start} \\
1. & \text{ for } k = 1 : \text{total\_number\_of\_images} \\
& \quad \text{filename = Image filename} \\
& \quad I = \text{Read the } k^{th} \text{ image of filename} \\
& \quad I = \text{Convert the image to binary image} \\
& \quad I = \text{Remove Noise from the image} \\
& \quad I = \text{Normalize the image I to size 42x32} \\
& \quad \text{Initialize boxno} = 1 ; \\
& \quad \text{Feature extraction loop start} \\
2. & \text{ for } i = 1 : i\_\text{diff} : 41 \\
& \quad \text{row} = i\_\text{diff} ; \\
& \quad \text{col} = j\_\text{diff} ; \\
3. & \text{ for } j = 1 : j\_\text{diff} : 31 \\
4. & \text{ for } x = i : 1 : \text{row+i} \\
5. & \text{ for } y = j : 1 : \text{col} \\
& \quad \text{if} \left( I(x,y) == 0 \right) \\
& \quad \quad dkb(boxno,k) = dkb(boxno,k) + \sqrt{(42-x)^2+y^2} \\
& \quad \text{end} \\
& \quad \text{if}(y > 31) \\
& \quad \quad \text{exit from loop 5} \\
& \quad \text{else} \\
& \quad \quad \text{continue loop 5} \\
& \quad \text{if}(x > 41) \\
& \quad \quad \text{exit from loop 4} \\
& \quad \text{else} \\
& \quad \quad \text{continue loop 4} \\
& \quad \quad dkb(boxno,k) = dkb(boxno,k) \left( i\_\text{diff} * j\_\text{diff} \right); \\
& \quad \quad \text{col} = \text{col} + j\_\text{diff} ; \\
& \quad \quad \text{boxno} = \text{boxno}+1; \\
& \quad \quad j = j+1; \\
& \quad \quad \text{exit from loop 3} \\
& \quad \quad i = i+1 \\
& \quad \quad \text{exit from loop 2} \\
& \quad \quad k = k+1 \\
& \quad \quad \text{exit from loop 1} \\
\end{align*}
\]

The algorithm reads all images from file and provides distance vector feature of length \( N \). The following algorithm is used for density vector feature extraction from image size 42x32 using MxN zoning.

\[
\begin{align*}
\text{vector\_length} & = N; \\
i\_\text{diff} & = 42/M; \\
j\_\text{diff} & = 32/N; \\
dkb & = \text{zeros(}\text{vector\_length, total\_number\_of\_images}\text{)}; \\
\text{Image reading loop start} \\
1. & \text{ for } k = 1 : \text{total\_number\_of\_images} \\
& \quad \text{filename = Image file name} \\
& \quad I = \text{Read the } k^{th} \text{ image of filename} \\
& \quad I = \text{Convert the image to binary image} \\
& \quad I = \text{Remove Noise from the image} \\
& \quad I = \text{Normalize the image I to size 42x32} \\
& \quad \text{Initialize boxno} = 1 ; \\
& \quad \text{Feature extraction loop start} \\
2. & \text{ for } i = 1 : i\_\text{diff} : 41 \\
& \quad \text{row} = i\_\text{diff} ; \\
& \quad \text{col} = j\_\text{diff} ; \\
3. & \text{ for } j = 1 : j\_\text{diff} : 31 \\
4. & \text{ for } x = i : 1 : \text{row+i} \\
\end{align*}
\]
5. for y = j : 1 : col
   if(I(x,y) == 0)
     black=black+1;
   end
   if(y > 31)
     exit from loop 5
   else
     continue loop 5
   end
   if(x > 41)
     exit from loop 4
   else
     continue loop 4
   end
   dkb(boxno,k)=black;
   col = col + j_diff ;
   boxno = boxno+1;
   j=j+1;
   exit from loop 3
   i=i+1
   exit from loop 2
   k=k+1
   exit from loop 1

The algorithm reads all images from file and provides distance vector feature of length N.

VI. PROPOSED METHODOLOGY

The performance of the recognition system depends on efficiency of the feature extracted as well as the classifier. The selected features should be able to uniquely differentiate the characters. Literature review reveals that one recognition model that work efficiently for one language may not be efficient for another language. In this work we use two features namely distance vector and density and a recognition model based on fuzzy logic.

A. Fuzzy logic

Fuzzy logic is due to fuzzy set that was introduced by Zadeh[12] in 1965. Its purpose is to provide an approximation to ambiguous or complex pieces of real life problem. Application of fuzzy logic includes numerous artificial intelligence problems such as face recognition, antiskid braking system, air conditioner etc. Fuzzy based supervised pattern recognition was introduced by Bellman et al [13] in 1966. Their proposed methodology consists of two basic operations- abstraction and generalization. In fuzzy set theory abstraction refers to estimate a membership function of fuzzy class from the training samples. In the process of generalization the estimation is use to compute the membership of the unknown samples apart from training set. Chunyan Wang et al. proposed a high resolution remote sensing image classification using interval type-2 fuzzy membership function [8]. In order to analyze the feature data they have used type-1 fuzzy membership function. The total accuracy by using type-1 fuzzy model is reported to be 0.879 with 0.839 kappa. The application of fuzzy logic and membership function can be seen in various works [15, 16, 8]. We will try to implement this method for character recognition. In present study an exponential fuzzy membership function is used for classification. The following Fig. shows fuzzy membership value.

Fig. 5: Fuzzy membership value represented in x- axis

The graph of average vector distances and density vector features for each digit is depicted in Fig. 6 and Fig. 7 respectively.

Fig. 6. Average vector distance vs. box numbers
Fig. 7. Average density vector vs. box numbers

The membership values for each unknown characters have been computed against each of the digits. The unknown digit is that digit for which it has highest membership value. The mean \( m_{r_i} \) and variance \( \sigma_{r_i}^2 \) for each fuzzy set of characters are calculated using equation 3 and 4.

\[
\begin{align*}
  m_{r_i} &= \frac{1}{N_i} \sum_{j=1}^{N_i} f_{ij} \\
  \sigma_{r_i}^2 &= \frac{1}{N_i} \sum_{j=1}^{N_i} (f_{ij} - m_{r_i})^2
\end{align*}
\]

Where, \( N_i \) is the number of samples in the \( i_{th} \) fuzzy set and \( f_{ij} \) stands for the \( j_{th} \) sample in the \( i_{th} \) feature of \( r_{th} \) reference character. The membership values for each unknown character have been calculated from estimated mean and variance by using the following fuzzification function:

\[
\mu_{r_i}(x_i) = \exp \left( \frac{(m_{r_i} - x_i)}{\sigma_{r_i}} \right)
\]
The highest individual accuracy is obtained for vowel আ with 95.49% when 10% testing is considered. The lowest individual accuracy is obtained for vowel ঃ with 69.17% when 30% testing is considered. It is seen that as the training sample decreases the accuracy decreases a little bit for both numerals and vowels.

The following table 3 and table 4 depict recognition accuracy of density vector feature for numerals and vowels respectively.

| Digits | 90% | 80% | 70% | 60% | 50% |
|--------|-----|-----|-----|-----|-----|
| train | test | train | test | train | test |
| 0      | 93.1 | 91.81 | 90.14 | 94.09 | 92.7 |
| 1      | 85.34 | 80.6 | 79.78 | 76.24 | 86.77 |
| 2      | 84.22 | 83.36 | 81.86 | 79.57 | 60.43 |
| 3      | 83.71 | 76.72 | 73.43 | 73.66 | 74.48 |
| 4      | 95.69 | 96.12 | 94.71 | 92.47 | 89.28 |
| 5      | 91.9 | 93.53 | 90.14 | 90.54 | 92.1 |
| 6      | 83.02 | 79.66 | 76.86 | 70.86 | 68.44 |
| 7      | 84.05 | 81.81 | 89.43 | 91.18 | 90.89 |
| 8      | 91.81 | 87.93 | 90.57 | 87.63 | 89.65 |
| 9      | 90.09 | 84.48 | 81.57 | 77.74 | 76.68 |
| Average | 88.29 | 85.60 | 84.84 | 83.39 | 82.14 |

The highest individual accuracy is obtained for numeral 4 with 96.12% when 20% testing is considered. The lowest individual accuracy is obtained for numeral 6 with 68.44% when 50% testing is considered.

| Vowels | 90% | 80% | 70% | 60% | 50% |
|--------|-----|-----|-----|-----|-----|
| train | test | train | test | train | test |
| আ      | 96.09 | 92.67 | 90.19 | 88.71 | 87.66 |
| ই      | 85.41 | 84.62 | 85.86 | 86.84 | 81.2 |
| ঈ      | 91.43 | 86.92 | 90.15 | 82.63 | 89.77 |
| উ      | 81.35 | 79.32 | 83.83 | 79.05 | 75.79 |
| ঊ      | 85.64 | 84.14 | 79.62 | 80.6 | 82.78 |
| ঋ      | 87.07 | 82.03 | 86.02 | 84.51 | 90.53 |
| ঎      | 81.95 | 82.48 | 80.98 | 80.23 | 76.69 |
| এ      | 91.28 | 86.84 | 86.83 | 87.3 | 85.05 |
| ঃ      | 88.87 | 87.2 | 84.21 | 92.48 | 89.95 |
| ছ      | 82.03 | 83.31 | 85.34 | 80.34 | 76.84 |
| ঞ      | 80.94 | 86.17 | 81.43 | 79.93 | 75.19 |
| Average | 86.55 | 85.06 | 84.95 | 83.87 | 82.86 |

The highest individual accuracy is obtained for vowel আ with 95.49% when 10% testing is considered. The lowest individual accuracy is obtained for vowel ঃ with 69.17% when 30% testing is considered. It is seen that as the training sample decreases the accuracy decreases a little bit for both numerals and vowels.

The following table 3 and table 4 depict recognition accuracy of density vector feature for numerals and vowels respectively.

| Table 3: Recognition accuracy of numerals for vector length 56 with density vector feature

The highest individual accuracy is obtained for numeral 4 with 96.12% when 20% testing is considered. The lowest individual accuracy is obtained for numeral 6 with 68.44% when 50% testing is considered.

| Table 4: Recognition accuracy of vowel for vector length 56 with density vector feature

The highest individual accuracy is obtained for vowel আ with 95.49% when 10% testing is considered. The lowest individual accuracy is obtained for vowel ঃ with 69.17% when 30% testing is considered. It is seen that as the training sample decreases the accuracy decreases a little bit for both numerals and vowels.

The following table 3 and table 4 depict recognition accuracy of density vector feature for numerals and vowels respectively.
The highest individual accuracy is obtained for vowel with 96.09% when 10% testing is considered. The lowest individual accuracy is obtained for vowel with 75.19% when 30% testing is considered.

The recognition accuracy for consonant is shown in table 5 and 6 for distance vector and density vector feature respectively.

Table 5: Recognition accuracy of consonant for vector length 56 with distance vector feature

| Class | 90% train 10% test | 80% train 20% test | 70% train 30% test | 60% train 40% test | 50% train 50% test |
|-------|---------------------|--------------------|--------------------|--------------------|--------------------|
| 1     | 85.52               | 83.74              | 81.34              | 79.62              | 79.74              |
| 2     | 81.04               | 80.23              | 78.14              | 77.04              | 76.23              |
| 3     | 77.66               | 74.73              | 70.06              | 73.66              | 70.73              |
| 4     | 75.04               | 70.23              | 74.6              | 71.04              | 66.23              |
| 5     | 82.98               | 83.99              | 80.68              | 78.98              | 79.99              |
| 6     | 76.17               | 74.75              | 70.21              | 72.17              | 70.75              |
| 7     | 79.91               | 80.69              | 82.85              | 75.91              | 76.69              |
| 8     | 86.65               | 90.16              | 85.35              | 84.65              | 86.16              |
| 9     | 68.95               | 72.49              | 69.3              | 64.95              | 68.49              |
| 10    | 90.04               | 91.44              | 88.04              | 86.04              | 87.44              |
| 11    | 90.26               | 88.66              | 84.94              | 86.26              | 84.66              |
| 12    | 88.59               | 89.93              | 86.66              | 84.59              | 85.93              |
| 13    | 70.62               | 68.96              | 66.32              | 66.62              | 64.96              |
| 14    | 77.83               | 77.23              | 72.59              | 73.83              | 73.23              |
| 15    | 75.99               | 73.99              | 69.69              | 71.99              | 69.99              |
| 16    | 75.51               | 74.75              | 77.21              | 71.51              | 70.75              |
| 17    | 77.36               | 68.73              | 70.36              | 73.36              | 64.73              |
| 18    | 80.16               | 82.72              | 78.06              | 76.16              | 78.72              |
| 19    | 76.8               | 78.2              | 77.5              | 72.8              | 74.2              |
| 20    | 75.89               | 77.23              | 72.59              | 71.89              | 73.23              |
| 21    | 78.07               | 77               | 73.27              | 74.07              | 73              |
| 22    | 82.73               | 83.47              | 78.73              | 78.73              | 79.47              |
| 23    | 84.36               | 81.73              | 83.07              | 80.36              | 77.73              |
| 24    | 76.77               | 74.97              | 73.47              | 72.77              | 70.97              |
| 25    | 64.73               | 57               | 57.77              | 60.73              | 53                |
| 26    | 68.06               | 66.7              | 64               | 64.06              | 62.7              |
| 27    | 74.99               | 73.99              | 77.68              | 70.99              | 69.99              |
| 28    | 74.78               | 71.21              | 68.58              | 70.78              | 67.21              |
| 29    | 75.91               | 75.72              | 70.61              | 71.91              | 71.72              |
| 30    | 72.78               | 71.21              | 68.48              | 68.78              | 67.21              |
| 31    | 74.58               | 76.4              | 71.28              | 70.58              | 72.4              |
| 32    | 84.05               | 86.4              | 85.7              | 80.05              | 82.4              |
| 33    | 81.02               | 85.2              | 83.42              | 77.02              | 81.2              |
| 34    | 85.01               | 82.9              | 80.71              | 81.01              | 78.9              |
| 35    | 94.28               | 91.2              | 90.42              | 90.28              | 87.2              |
| 36    | 94.45               | 89.9              | 88.65              | 90.45              | 85.9              |
| 37    | 92.67               | 90.73              | 88.07              | 86.67              | 86.73              |
| 38    | 93.38               | 91.21              | 86.57              | 89.38              | 87.21              |
| Average | 80.19               | 79.21              | 77.03              | 76.7              | 75.21              |

The highest recognition accuracy is provided by density feature for numerals, vowels and consonants.

The following table 7 represents highest average recognition accuracy for numerals, vowels and consonants corresponding to various features.

Table 7: Recognition accuracy of numerals, vowel and consonants

| Recognition Rate (%) | Digits | Vowels | Consonants |
|----------------------|--------|--------|------------|
|                      | Distance Vector | Density Vector |
| Digits               | 87.78   | 88.29  |
| Vowels               | 82.36   | 86.55  |
| Consonants           | 80.19   | 82.74  |

The average recognition time for one Assamese handwritten character is shown in table 8. The experiment is performed in Intel i3 2.0 GHz processor with 4GB RAM.

Table 8: Average recognition time of a Assamese handwritten character

| Vector length | 24 | 48 | 56 | 112 |
|---------------|----|----|----|-----|
| Time (ms)     | Distance | 4.81 | 5.54 | 5.89 | 6.98 |
|               | Density  | 4.14 | 4.87 | 5.94 | 7.69 |

The average feature extraction time of distance vector feature for one character is 4.5ms, 5.1ms, 5.3ms and 6.1ms for vector length 24, 48, 56 and 112 respectively.
It is found that average feature extraction time of density vector feature for one character is 3.8ms, 4.4ms, 5.4ms and 6.8ms for vector length 24, 48, 56 and 112 respectively. The membership value calculation time for distance vector feature is 0.31ms, 0.44ms, 0.59ms and 0.88ms for vector length 24, 48, 56 and 112 respectively. It is observed that membership value calculation time for density vector feature is 0.34ms, 0.47ms, 0.54ms and 0.89ms for vector length 24, 48, 56 and 112 respectively. The time mentioned in table is detection time excluding the result writing time on document.

It is found that as the vector lengths increase the detection time also increase due to computation time. We have found that the vector length 56 has highest recognition accuracy for both the features. This recognition time is impressive compared to the modified quadratic discriminant function classifier proposed by Xiaohua Wei et al.[18]. From the above experiment we may conclude our worked based fuzzy logic efficient in terms of speed.

VIII. CONCLUSION

In this paper, we present robust supervised fuzzy logic classifier using distance vector and density vector feature. The experiment is performed five various combination of training and testing. As the training sample decrease the accuracy does not decreases much. Hence it is a robust recognition methodology. It is noted that density vector outperforms distance vector feature. The highest recognition accuracy achieved is 88.29%, 86.55% and 82.74% for numerals, vowels and consonants respectively with density vector feature. The contributions of our works are summarized as bellow.

1. The primary objective of the task is the application of statistical feature i.e. static zoning method for handwritten character recognition. Particularly, we adopted two statistical features, distance vector and density vector for creating knowledge base of Assamese handwritten characters. Further they are used with a supervised fuzzy logic classifier.

2. We have analysis various vector lengths for both features and find out that vector length 56 is the most powerful amongst all.

3. Another objective of this work is to check application of supervised fuzzy logic classifier and fuzzy membership function in character recognition.

4. In order to check the robustness of the classifier we have considered 10%, 20%, 30%, 40% and 50% testing sample. It is observed that as the training sample decrease the accuracy does not decrease much more.

5. We observed the speed of supervised fuzzy logic classifier and found that it is feasible for real time applications for handwritten character recognition. It is noted that accuracy of the classifier needs to be improved.

Finally, we conclude that the experiment shows the effective utility of supervised fuzzy logic classifier in handwritten character recognition.
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