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Abstract—When answering questions about an image, it not only needs knowing what — understanding the fine-grained contents (e.g., objects, relationships) in the image, but also telling why — reasoning over grounding visual cues to derive the answer for a question. Over the last few years, we have seen significant progresses on visual question answering. Though impressive as the accuracy grows, it still lags behind to get knowing whether these models are undertaking grounding visual reasoning or just leveraging spurious correlations in the training data. Recently, a number of works have attempted to answer this question from the perspectives such as grounding and robustness. However, most of them are either focusing on the language side, or coarsely studying the pixel-level attention maps. In this paper, by leveraging the step-wise object grounding annotations provided in GQA dataset, we first present systematical object-centric diagnosis of visual reasoning on grounding and robustness, particularly on the vision side. According to the extensive comparisons across different models, we find that even models with high accuracy are not good at grounding objects precisely, nor robust to visual content perturbations. In contrast, symbolic and modular models have relatively better grounding and robustness, though at the cost of accuracy. To reconcile these different aspects, we further develop a diagnostic model, namely Graph Reasoning Machine, which performs neuro-symbolic reasoning over scene graphs on realistic images. Our model replaces purely symbolic visual representation with probabilistic scene graph and then applies teacher-forcing training for the visual reasoning module. The designed model improves the performance on all three metrics over the vanilla neural-symbolic model while inheriting the transparency. Further ablation studies suggest that this improvement is mainly due to more accurate image understanding and proper intermediate reasoning supervisions.

Index Terms—Visual Question Answering, Visual Reasoning, Object-Centric Diagnosis, Visual Grounding, Robustness.

1 INTRODUCTION

Building AI systems that can understand and reason over vision and language data has been a long-standing challenge in the community \cite{1}, \cite{2}, \cite{3}, \cite{4}. In this paper, we study the problem of visual question answering (VQA), a task to predict the answer to a question, taking an image as the context. VQA has been attributed as a representative challenge at the intersection of vision and language since it requires a sophisticated reasoning over the visual and language contents. Current VQA systems still make some ridiculous mistakes which humans can easily resolve. As shown in Fig. 1 top row, a carefully designed VQA model\textsuperscript{1} thinks houses still there in the image even they are already occluded by the red boxes. Similarly, when being asked “is there a pink truck in the middle?” in Fig. 1 bottom row, the model gives opposite answers before and after we cover a background object in the image. These two examples indicate that there is still a gap between current AI systems and humans in terms of visual reasoning, which requires grounding on image contents and robustness to background perturbations.

Recently, tremendous progresses have been made on VQA by building large and diagnostic datasets \cite{1}, \cite{2}, \cite{3}, \cite{4}, \cite{5}, \cite{6}, \cite{7} and designing end-to-end or modular models \cite{1}, \cite{2}, \cite{3}, \cite{4}, \cite{9}, \cite{10}, \cite{11}, \cite{12}. Though the accuracy has been boosted drastically in the last few years \cite{10}, \cite{13}, \cite{14}, it still lags behind to inspect whether those models truly understand scenes and texts and perform visual reasoning, or barely overfit to spurious correlations in the training data. Recently, some efforts have been made to study these aspects including a) \textbf{Grounding} by visualizing the activation maps on input images \cite{15}, \cite{16} and further aligning their activation maps to human attentions \cite{17}, \cite{18}; b) \textbf{Robustness}\textsuperscript{2} by perturbing questions with commonsense-
based or logic-based consistency \cite{19,20,21}, or imposing different question and answer distributions during training and testing \cite{3,22}. However, for grounding, activation maps are far precise to depict whether the reasoning is on or off a specific object, not to say the difficulty in quantification and generalization to modular networks or symbolic models \cite{1}. For robustness, most of the works focus on the language side by probing the system with adversarial or counterfactual questions \cite{23,24,25}. In this paper, we focus on the vision side and propose object-centric diagnosis methods to inspect the visual reasoning capacity for various types of models. The reason to perform object-centric analysis is two-fold: 1) It aligns better with human intuition in that humans can easily understand whether a VQA model grounds itself on a specific object by looking at the bounding boxes; 2) It makes the quantitative measurement simpler and can leverage the rich object annotations in existing dataset, such as GQA \cite{1}. Based on these annotations, we exploit quantitative metrics to measure

- **Grounding** – whether a VQA model is attending or pointing to the target objects in the image. For example, the houses should be the target, rather than other objects in Fig. 1 top row. The answer should therefore be “No” if they are occluded.

- **Robustness** – whether a VQA model is robust to probe- sings such as removing a background object. In Fig. 1 bottom row, the model is not robust enough since it outputs incoherent answers when we occlude the irrelevant object.

Using these two metrics, we conduct extensive analysis on various VQA models to get a holistic sense about their visual reasoning ability. In our comparisons, we observe that the models with high accuracy do not necessarily have a better grounding or robustness, while modular models such as Meta-Modular Network \cite{26} are the other way around. To better understand the effects of different components in the models, we further develop a diagnostic model, namely Graph Reasoning Machine. It is inspired by the neural-symbolic VQA model (NS-VQA) \cite{11}, which was originally built for visual reasoning on CLEVR \cite{2}. Likewise, our model consists of three modules: 1) scene graph generator; 2) program generator and 3) program executor. However, it differs from NS-VQA from three aspects: 1) we apply a scene graph generator on top of the realistic images to extract the scene graphs with a much larger vocabulary size; 2) instead of using a pure symbolic scene graph representation, we extract a probabilistic scene graph and 3) our model has a learnable program executor so that it can learn how to execute on the probabilistic scene graph during training. Based on these novel designs, we achieve better performance at all three aspects including accuracy, grounding and robustness. Due to its transparency, we further delve into the model to understand the reasons for successes and failures.

To summarize, our main contributions are three-fold. First, we propose object-centric diagnosis of visual reasoning for VQA models. With respect to the visual contents, we investigate how these models perform with respect to two quantitative metrics, grounding and robustness. Second, we conduct extensive comparisons to analyze the visual reasoning capacity for various models by leveraging the fine-grained object grounding annotations in GQA dataset. Third, we further develop a diagnostic model to perform in-depth analysis on different components to narrow down the reasons for successes and failures in visual question answering.

## 2 RELATED WORK

### 2.1 Visual Question Answering

Visual Question Answering (VQA) has received considerable attentions in recent years \cite{1,3,8,10,12,28,29,30,31}. To address this task, the model is usually comprised of three components: 1) a visual encoder to extract image representation; 2) a language encoder to encode the question, and 3) a multi-modal fusion module to derive the answer. Earlier works such as \cite{8,34} used a regular CNN to extract the grid of image features and then a RNN to encode the question. Since the development of Bottom-Up and Top-Down (BUTD) model \cite{10}, object-centric features have become the most commonly used visual representations \cite{3,12}. At most recent, inspired by the success of BERT pretraining \cite{35}, a number of visual-linguistic pretraining pipelines are proposed to learn a generic cross-modality representation which proves to be effective on VQA task \cite{27,59,37,38}. Though impressive results have been achieved, it remains unclear whether these end-to-end models reason over scenes and language or just capture spurious correlations in the data. To demystify this, a number of diagnostic datasets have been proposed. In \cite{2}, Justin et al. introduced a synthetic image dataset to diagnose the visual reasoning capacity. Hudson and Manning \cite{4} further extended it to realistic images and build a new dataset GQA. In this dataset, the authors provide fine-grained scene graphs and also the question programs as the extra annotations. Recently, we have seen a number of work on this dataset \cite{4,13,14,26,39}. However, none of them have utilized the fine-grained annotations to perform systematical analysis on the visual reasoning capacity.

### 2.2 Grounding

The notion of visual grounding has been discussed broadly not only on visual question answering \cite{3,8,10,11,12,15,26,28,29,30,31,32,33,40}, but also in other vision-language tasks such as image captioning \cite{10,41,42,43,44}, image co-reference resolution \cite{45,46,47,48,49,50}, etc. However, most of them leveraged the intuition of grounding to guide the model design or dataset collection. A few works \cite{15,16} have proposed to interpret the grounding based on the class activation maps (CAM). By further using the limited human attention annotations \cite{17}, the grounding performance can be improved by designing better models \cite{51} or regularization \cite{52}. On one hand, these interpretation methods diverge from the object-centric intuition of humans when answering a visual question. On the other hand, it is difficult to quantitatively measure how much grounding a VQA model is. Moreover, since it is based on gradient back-propagation, it is hard to apply it to a broad types of reasoning models, such as NS-VQA \cite{11}. In GQA \cite{4}, the authors also provided a method to measure grounding. However, it is only applied to their own model, and not able to generalize to other models.
VQA models on GQA dataset. Leveraging the fine-grained three components: significant improvements shown in [10], [61], recent models a classifier [1], [8], [13], [31], [59], [60]. However, since the
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elaborate on how we develop the measurements for all these both end-to-end and neural-symbolic models. Then, we the generic pipeline used in current VQA models, including annotations, we present a quantitative measurement for critical objects can only be roughly predicted using word-
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3.2 Measurements

In this part, we present a new and generic method to measure how well a VQA model performs regarding grounding and robustness. Without the loss of generality, visual reasoning can be formulated as T soft/hard attention/selection steps on the detected objects. For clarity, we make the following definitions:

\[ p(G|I) \] is responsible to extract the object-centric representation from the image, \( p(R|Q) \) is used to extract the question representation while \( p(a|G, R) \) for deriving the answer given the intermediate visual and question representations. To represent an image, we can extract the objects [62] solely or augment it with a scene graph [43], [63], [64]. Moreover, these object-centric representations can be either embeddings [10], [12], [14], [26], [27] or semantic symbols [11]. There are also various ways to represent the questions, such as recurrent neural networks [10], [12], [14], self-attention layers [27] or programs [11], [26]. Depending on how the image and question are represented, \( p(a|G, R) \) can be instantiated by a sequential attention process [10], [12], [14], self-attention [27] or program execution [11], [26]. A full comparison with respect to these three components is shown in Table 1. The commonly used object-centric representation and attention mechanism make it possible to extract the grounded objects (a formal definition will be given in Sec. 5.2) for different models, which offers us the opportunity to perform object-centric diagnosis for all of them. In the following, we will elaborate the measurement of grounding and robustness.

3.2 Measurements

In this part, we present a new and generic method to measure how well a VQA model performs regarding grounding and robustness. Without the loss of generality, visual reasoning can be formulated as T soft/hard attention/selection steps on the detected objects. For clarity, we make the following definitions:

- **Detected objects.** Detected objects \( O_d = \{ o_1^d, ..., o_{K_d}^d \} \) is the set of \( K_d \) objects localized using an object detector or scene graph generator. Each object is represented by its category and bounding box location. As shown in Figure 1(a), the detected objects include ‘house’ and many other objects such ‘grass’, ‘cow’, etc.

- **Referred objects.** At reasoning step \( t \), we define the referred objects as those the current reasoning step cares about. For example in Figure 1(b), a question “how many people are standing beside the truck?” has an intermediate reasoning step to localize the truck. At this reasoning step, the referred objects should be the truck in the middle. We denote the \( K_t \) referred objects at step \( t \) by \( O_t = \{ o_1^t, ..., o_{K_t}^t \} \).

- **Grounded objects.** We define the grounded objects \( O_g \) as the final referred objects the visual reasoning should attend to, which is thus equivalent to \( O_T \). Take the same example as above, the two persons in Figure 1(b) are the grounded objects based on which the answer will be given.

| Method       | Visual Representation | Question Representation | Visual Reasoning            |
|--------------|-----------------------|-------------------------|-----------------------------|
| Bottom-Up    | Object                | Recurrent Neural Network | Sequential attention        |
| LCNN         | Object                | Recurrent Neural Network | Sequential attention        |
| NSM          | Scene graph           | Recurrent Neural Network | Sequential attention        |
| LXMERT       | Object                | Self-attention          | Self-attention              |
| NS-VQA       | Scene graph           | Symbolic program        | Sequential execution        |
| MMN          | Object                | Neural program          | Sequential execution        |

TABLE 1: An overview of VQA models on GQA by comparing their visual representations, question representations and reasoning method.

2.3 Robustness

In VQA, robustness means the models should maintain coherence of answers to the variety of images and questions. Recently, many previous works focus on the language side and argue that current VQA models answer questions by heavily leveraging the language priors [3], [22], [30]. To address this, they resort to collect new datasets [3], [19], [20], [21], [30], [53], [54] or design better model [3], [21], [22], [25]. Unlike the language side, robustness has been less touched heavily leveraging the language priors [3], [22], [30]. To address this, they resort to collect new datasets [3], [19], [20], [21], [30], [53], [54] or design better model [3], [21], [22], [25].
We introduce the proposed method to find the referred and grounded objects based on the question program annotations in GQA dataset. However, across different recall checkpoints. Based on this, we can compute the grounding score for different models. Since not all models have explicit intermediate reasoning steps, we report the grounding scores at the final reasoning step for comparisons.

**Robustness.** As illustrated in Fig. 1(b), when removing irrelevant objects from images, we expect models to still hold the correct answer. Motivated by this, we remove the irrelevant objects and then measure how the answers are affected. Ideally, if a VQA model is perfect, the answers will be all correct and not changed after this erase since all referred and grounded objects are reserved. In practice, models learn spurious correlations from the data more or less. Therefore, the flipping rates are no longer zero and thus can be used as an indicator of model’s robustness to image perturbations. To measure the robustness, we regard all background objects $O_b$, foreground objects $O_f$, and relationships.

### 3.3 Experiments

**Datasets.** As mentioned above, we use GQA [4] in our experiments considering it provides fine-grained scene graph annotations and reasoning programs. Specifically, we use the balanced set which contains 72,140, 10,233, and 398 images for training, validation, and testdev, respectively. Each image in training and validation set has a ground-truth scene graph and around 13 questions associated with step-wise question programs. In the testdev set, no scene graph is provided and questions have a similar distribution to the test set. We use the training split to train models, and report performance on the validation and testdev sets.

**Models.** We perform our analyses on the models listed in Table 1 except for NSM [14] because it does not have an open-sourced implementation. These five models we choose cover the variety of visual reasoning modules on GQA. For NS-VQA, since it was originally designed for CLEVR [2], we train a new scene graph generator [43] on the GQA training set as the new vision backbone to detect objects, attributes, and relationships.

**Overall Accuracy.** Before going into the proposed metrics, we first compare the accuracy of different models on GQA test set in Table 2. There are a few messages conveyed from these comparisons. First, though using a similar pipeline,
TABLE 3: Object grounding scores of different models evaluated on the GQA validation set.

| Model   | Question Type | Semantic Type | All |
|---------|---------------|---------------|-----|
|         | Open | Binary | Object | Attribute | Relation |       |
| Bottom-Up [10] | 38.30 | 32.45 | 32.10 | 31.39 | 35.71 | 36.24 |
| LCGN [12] | 36.71 | 19.63 | 19.16 | 31.02 | 31.91 | 33.00 |
| LXMERT [27] | 26.62 | 12.53 | 27.39 | 16.32 | 22.66 | 21.31 |
| NS-VQA [11] | 25.25 | 36.78 | 29.59 | 44.70 | 20.99 | 29.57 |
| MMN [26] | 52.75 | 50.49 | 49.64 | 57.82 | 46.51 | 52.26 |

TABLE 4: Model accuracy and flipping rates after different type of image perturbations. The C→I denotes the percentage of questions that were answered correctly before the modification but wrong afterward, while I→C denotes the reversed direction. We perform three types of modifications: background removal, foreground removal and object randomization.

| Method   | Val Acc. | BG. Removal | FG. Removal | Randomized Obj. |
|----------|----------|-------------|-------------|-----------------|
|          |          | C→I | I→C | C→I | I→C | C→I | I→C |
| Bottom-Up [10] | 53.73 | 56.30 | 5.92 | 12.71 | 46.99 | 42.10 | 7.65 | 32.81 | 64.17 | 21.92 |
| LCGN [12] | 63.87 | 65.79 | 4.82 | 10.11 | 44.94 | 33.74 | 7.14 | 37.71 | 51.81 | 19.15 |
| NS-VQA [11] | 40.49 | 38.64 | 5.77 | 1.23 | 25.41 | 59.38 | 1.10 | 6.99 | 85.38 | 0.00 |
| MMN [26] | 68.87 | 70.05 | 6.27 | 17.27 | 45.56 | 38.36 | 9.92 | 37.12 | 53.49 | 16.37 |

Fig. 2: Examples showing answers flipped by removing a single irrelevant objects from images. From left to right, the methods are Bottom-Up [10], LCGN [12], MMN [26], and NS-VQA [11]. The red boxes show ground-truth grounded objects for the question below, while the green box is the one we remove from the image.

LCGN and NSM are more powerful than Bottom-Up, because they use graph neural networks and scene graph representations, respectively. Based on this, they can capture more contextual information from the image to facilitate the visual reasoning. Second, though LXMERT does not use graph representation, it achieves comparable performance to LCGN and NSM. This improvement is arguably brought by leveraging more training data and larger transformer [65] to implicitly learning the contextual information. Third, regarding explicit reasoning methods, NS-VQA performs poorly on GQA, because it was originally proposed for a synthetic dataset, and the deterministic symbolic operations in visual reasoning is vulnerable to wrong or incomplete scene graph generations. Similar to NS-VQA, MMN also uses question programs. However, it uses object features instead of symbolic representations. Moreover, it encodes both objects and question programs into hidden feature spaces and then learn the reasoning model end-to-end, which mitigates the aforementioned issue in NS-VQA.

Object Grounding. In Table 3, we report grounding scores under different subset of questions based on the annotations provided in GQA dataset. We can find MMN outperforms other methods with a significant margin. We suspect this is because it explicitly learns to ground on objects for each reasoning step based on the fine-grained annotations, whereas all other models simply use the final answer as the only supervision for training. Though we expect to learn visual grounding merely using question-answer pairs, these results indicate that object grounding is learnable and the fine-grained grounding annotations in GQA help the model to learn the grounding. Among all models, LXMERT has the lowest grounding scores, even though it uses the GQA validation set during pretraining. Since it is designed to have much more parameters to learn from extra large–scale datasets, it is prone to overfit on some spurious correlations between inputs and answers for a higher accuracy at the cost of grounding scores. Bottom-Up and LCGN have similar grounding performance since they use similar attention scheme to derive the answer. At last, NS-VQA has a poor performance on object grounding as overall accuracy. Based on its transparency with object-centric representation and symbolic programs, we spot that the failure cases mostly come from the defective scene graph generation models on GQA images rather than language understanding from...
Ground-Truth

Q: What piece of furniture is not blue, the desk or the shelf?
GT Answer: shelf

Q: What is sitting on the wood table?
GT Answer: bowl

Q: What’s the door made of?
GT Answer: wood

Q: Are the pipes on top of the vehicle the truck is to the left of?
GT Answer: yes

Bottom-Up

shelf (0.250)
salad (0.3611)
wood (1.000)
yes (0.6023)

LCGN

shelf (0.125)
salad (0.2000)
wood (0.250)
yes (0.0743)

LXMERT

shelf (0.0556)
bowl (0.3250)
wood (0.500)
yes (0.0441)

NS-VQA

unknown (0.0000)
unknown (0.1000)
wood (0.500)
no (0.1333)

MMN

chair (0.0566)
bowl (0.5625)
wood (0.250)
yes (0.1787)

Graph Reasoning Machine

shelf (0.0874)
bowl (0.1250)
wood (1.000)
yes (0.6667)

Fig. 3: Interpreting grounded regions in different models. From top to bottom, we show ground-truth target objects, grounding results for different models. The red boxes in images represent grounded objects and the green boxes represent attended objects. We show at most five detected bounding boxes from the images for clarity. Below each image, we show the answer to the specific question for each model, with the corresponding grounding scores. The last row is from the proposed Graph Reasoning Machine, which we will introduce in Sec. 4.

Model Robustness. We further analyze the models’ robustness on the GQA validation set. Here, we ignore the LXMERT model [27], as it included the GQA validation set during pretraining. We show results in Table 4. Besides the answer flipping rates, we also report the VQA accuracy before and after the perturbations.

When removing the background objects, we can see the transitions from correct answer to incorrect ones and vice
versa for all models. Except for NS-VQA, all the other three models have relatively higher $I \rightarrow C$ flipping rate than $C \rightarrow I$, which thus leads to improved accuracies. This is reasonable since removing the background objects will help the models to focus on the referred and grounded objects. For NS-VQA, however, we see inverse trend. We suspect this is because it uses a purely symbolic scene graph and visual reasoning. Removing the background objects will not influence the choice of entities in the remaining scene graph since it relies on pure symbolic matching. Considering its poor grounding performance, the originally correct predictions is easier to become incorrect ones than the other way around. In contrast, all other methods use contextualized visual representations through attention mechanisms, we can see more overall interchanges between correct and incorrect answers.

When foreground objects are removed, all models perform poorly, with a high answer flipping ratio for $C \rightarrow I$ and a lower one for $I \rightarrow C$. However, the accuracies remain non-zero due to two potential reasons. First, without foreground objects, models can still leverage spurious correlations between background objects and answers. As we already know, the grounding is not perfect for all models. Second, models may also use language priors to answer questions, as discussed in [30]. To validate our suspects, we feed randomized object features to each model. As shown in the right part of Table 4, NS-VQA collapses because it uses symbolic reasoning and can hardly leverage the random visual features and language priors. However, all other models can still rely on language information to give an answer. Finally, we show some examples in Fig. 2 where correct answers are flipped to incorrect ones when only one background object is removed.

4 GRAPH REASONING MACHINE

Based on the above diagnosis, we notice that the stepwise reasoning supervisions used in MMN are helpful to achieve better grounding while the symbolic representations used in NS-VQA enable the transparency for diagnosis. Inspired by this, we further propose a diagnostic model called Graph Reasoning Machine while reconciles these two type of models. As shown in Fig. 4, it consists of three components: 1) scene graph generator, 2) program generator and 3) program executor. As we observed earlier, it is hard for the NS-VQA model to handle the realistic images because it is vulnerable to defective visual perception models. To remedy these drawbacks, our proposed Graph Reasoning Machine augment the original NS-VQA model by developing probabilistic scene graph representation and neural executor. Based on this new design, we build a teacher-forcing training pipeline to learn the scene graph generator and neural executor jointly. In the following, we will introduce the detailed design choice for the three components in our model.

4.1 Scene Graph Generator

In this paper, we carefully design the scene graph representation to facilitate the transparent visual reasoning in that: 1) it should be semantic to maintain its interpretability; 2) it should be compatible with program executor as well as gradient back-propagation. We choose to use the classification score output from the scene graph generator to represent the scene graph. Specifically, a scene graph is denoted by $G = \langle V, E \rangle$ where:

- $V$ is a set of detected object in the image. It contains $K \leq |V|$ objects associated with bounding boxes $B \in \mathbb{R}^{K \times 4}$, object classification scores $S_p \in \mathbb{R}^{K \times C_p}$ and attribute classification scores $S_a \in \mathbb{R}^{K \times C_a}$, where $C_p$ and $C_a$ are the number of object and attribute categories, respectively. Both contain the background class.
- $E$ are the edges connecting the objects in the scene graph. Each edge is associated with a predicate classification score. Here, we cover all object pairs in the image to construct a score matrix $S_e \in \mathbb{R}^{K \times K \times C_e}$, where $C_e$ is the number of predicate categories including background class.

To extract the above scene graph representation, we extend the method proposed in [43] and [64] by adding an attribute classification module for each object proposal. Specifically, given the object proposals, we extract the box features $X_o = \{x_o^i\}$ and union box features $X_p = \{x_p^j\}$. Then we use three modules $\{\Phi_o, \Phi_a, \Phi_p\}$ to predict $s_o$, $s_a$ and $s_p$, respectively:

$$s_o^i = \Phi_o(x_o^i); \quad s_a^i = \Phi_a(x_o^i); \quad s_p^i = \Phi_p(x_p^j)$$

(3)

In NS-VQA, $s_o$, $s_a$ and $s_p$ are converted to symbolic representations by taking the maximum over the vocabulary, while $X_o$ is directly passed to the visual reasoning module in MMN. In our model, however, these classification scores are kept to maintain the semantic information while facilitating the gradient back-propagation to the scene graph generator, as shown in the top-left of Fig. 4.

Implementation Details. To build the scene graph generator, we use ResNeXt-101 [65] as its backbone and Faster R-CNN [62] to detect objects from images. For attribute classification, we reuse the box features from the object detector and add a single-layer MLP to predict the attribute scores. For relationship detection between objects, we use Graph R-CNN [43] and freq-prior knowledge [64] to obtain the relationship scores for all object pairs in an image. To ensure the output vocabulary in the scene graph match those in the questions and programs, we collect 1,703 object categories, 618 attribute categories, and 311 relationship categories in the training set. We train the scene graph generator for 150k iterations use stochastic gradient descent (SGD) with learning rate 5e-3, batch size 8, momentum 0.99, and weight decay 5e-4. We reduce the learning rate by factor 10 at iteration 100k and 120k.

4.2 Program Generator

In GQA dataset, each question program consists of several operations and each operation consists of three components: 1) Concept. This is used to specify the super category for the operator. For different operators, it has different options. For example, for filter, the concept can be object concept (e.g., person, animal, furniture), attribute concept (e.g., color, material) or position concept (e.g., vertical position); for relate, it can be subject or object;
Arguments above subject (above) and query (color).

Scene graph:
- Road
- Material

Inputs:
- Streetlight
- Man

Scene graph:
- Color

...is x where {

Whole question: q
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Output dimension of embedding layer for both question and the predicted operation token from last step at test time. The connected layer with parameter W is the embedding for the ground-truth operation token while the predicted operation token from last step at test time. The embedding for the ground-truth operation token is connected to a fully-connected layer with parameter W.

Formally, a program generator converts a raw question Q = \{q_1, ..., q_T\} to a reasoning program with T operations R = \{r_1, ..., r_T\}. As shown in bottom left of Fig. 4, we use a simple sequence to sequence architecture. Given a question, we first use an embedding layer to encode each word q_i to a vector e_i. Then, we feed the sequence of word embeddings into a bidirectional LSTM to obtain the representation for the whole question: \( e_f, e_b = \text{BiLSTM}(\{x^i_0: T\}) \), where \( e_f \) and \( e_b \) are the outputs of LSTM in forward and backward direction, respectively. These two embeddings are concatenated and used as the initial hidden state \( h^0_r = [e_f | e_b] \) to another LSTM to derive the reasoning program:

\[
    h^i_r = \text{LSTM}(x^i_r, h^{i-1}_r); \quad y^i_r \sim \text{Softmax}(W^T h^i_r) \tag{4}
\]

where \( x^i_r \) is the embedding vector for the input operation token at \( i \)-th step; \( y^i_r \) is the output operation token at \( i \)-th step which is sampled by sending the hidden state \( h^i_r \) to a fully-connected layer with parameter \( W^T \). At training time, \( x^i_r \) is the embedding for the ground-truth operation token while the predicted operation token from last step at test time. The output dimension of embedding layer for both question and operation tokens are 300. Though simple enough, it turns out that the program generator can achieve almost perfect performance. Given the ground-truth scene graph, we can achieve over 95% prediction accuracy on the validation set. This decent program generator is the basis for us to perform grounded reasoning.

Implementation Details. We use a sequence-to-sequence model to implement the program generator. On the encoder side, we use a two-layer bi-directional LSTM with hidden size 256. For the decoder, we use a two-layer LSTM with hidden size 512. The vocabulary sizes for encoder and decoder are 2,981 and 7,445, respectively. We train it using Adam optimizer \([67]\) with learning rate 1e-3 for 70k iteration with batch size 256. After we train the program generator, we fix it for the following model training.

4.3 Neural Program Executor
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Fig. 4: Our graph reasoning machine consists of three components: a) probabilistic scene graph generation; b) question program generation and c) probabilistic program execution.

- Category. This is the most fine-grained argument in the program, and is also determined by the concept in the operation. For example, if the object concept is animal, then the category can be either ‘none’ or a specific category such as dog, sheep, cow, etc. ‘none’ here means we do not specify any fine-grained category and the operation is applied at the level of concept.

Based on the above hierarchical combination, we have in total 7445 different operations. We can build a unique reasoning program by connecting the operations under the dependency constraint for each question. For example in Fig. 4, we can convert question “what is the color of streetlight above the man?” into a reasoning program consisting of reasoning steps: filter(object(streetlight)), filter(object(man)), relate_subject(above) and query(color).

Formally, a program generator converts a raw question Q = \{q_1, ..., q_T\} to a reasoning program with T operations R = \{r_1, ..., r_T\}. As shown in bottom left of Fig. 4, we use a simple sequence to sequence architecture. Given a question, we first use an embedding layer to encode each word q_i to a vector e_i. Then, we feed the sequence of word embeddings into a bidirectional LSTM to obtain the representation for the whole question: \( e_f, e_b = \text{BiLSTM}(\{x^i_0: T\}) \), where \( e_f \) and \( e_b \) are the outputs of LSTM in forward and backward direction, respectively. These two embeddings are concatenated and used as the initial hidden state \( h^0_r = [e_f | e_b] \) to another LSTM to derive the reasoning program:

\[
    h^i_r = \text{LSTM}(x^i_r, h^{i-1}_r); \quad y^i_r \sim \text{Softmax}(W^T h^i_r) \tag{4}
\]

where \( x^i_r \) is the embedding vector for the input operation token at \( i \)-th step; \( y^i_r \) is the output operation token at \( i \)-th step which is sampled by sending the hidden state \( h^i_r \) to a fully-connected layer with parameter \( W^T \). At training time, \( x^i_r \) is the embedding for the ground-truth operation token while the predicted operation token from last step at test time. The output dimension of embedding layer for both question and operation tokens are 300. Though simple enough, it turns out that the program generator can achieve almost perfect performance. Given the ground-truth scene graph, we can achieve over 95% prediction accuracy on the validation set. This decent program generator is the basis for us to perform grounded reasoning.

Implementation Details. We use a sequence-to-sequence model to implement the program generator. On the encoder side, we use a two-layer bi-directional LSTM with hidden size 256. For the decoder, we use a two-layer LSTM with hidden size 512. The vocabulary sizes for encoder and decoder are 2,981 and 7,445, respectively. We train it using Adam optimizer \([67]\) with learning rate 1e-3 for 70k iteration with batch size 256. After we train the program generator, we fix it for the following model training.

4.3 Neural Program Executor

Given the probabilistic scene graph and question programs, our reasoning module explicitly executes the reasoning programs to derive the final answer, as shown on the right side of Fig. 4. Since the visual representations are probabilistic, we design a step-wise neural executor which are differential with respect to the scene graph representations.

In the reasoning module, executing a reasoning program \( R = \{r_1, ..., r_T\} \) is a process of traversing on the scene graph \( G \) along the logic chain until we get the final answer. As we discussed above, we have ten operations in total. We can categorize them into three types. The first type is pointing operations such as filter, relate, whose inputs and output are both a set of scene graph node indices. The second type is a binary operation whose output is a scalar score indicating a Boolean decision ‘yes’ and ‘no,’ such as exist and verify. The last one is the answering operation, which outputs the final answer, such as query. In the following, we will explain how they are implemented in the neural executor.

Pointing Operation. Given a set of candidate regions in the scene graph, pointing operation finds the target regions which satisfy the arguments in operation. This involves two operations: filter and relate. For example in Fig. 4, given an operation \( \text{filter}(\text{object}(\text{streetlight})) \), the executor aggregates...
the classification scores for object category “streetlight” from all six object proposals, and then output a subset of two object proposals to the next reasoning step. Formally, for a pointing operation $y$, its inputs are $n$ index sets $Z = \{z_1, ..., z_m\}$, where the $i$-th index set $z_i = \{z_i^1, ..., z_i^n\}$ is the output from previous operation and contains $n_i$ indices. For “filter” operator, $m = 1$ means there is one precedent. For “relate” operator, there are $m = 2$ index sets, and one of them is for subjects while the other one is for objects. As such, it can be further divided into “relate_subject” and “relate_object”.

Given the probabilistic scene graph $\{S_o, S_s, S_p\}$, pointing operation can be formulated as:

$$Z^{out} = \text{Pointer}(S_l; Z^{in}; c)$$

(5)

where $Z^{in}$ and $Z^{out}$ are the input and output index set; $l \in \{o, a, p\}$ depends on which concept the arguments specify and $c$ is the category in the corresponding concept.

**Query Operation.** Query operation is used to output the final answer to a question. Given the input indices $Z^{in}$, the output scores for a query operation is:

$$p^q_i = \text{Query}(S_l; Z^{in}; c)$$

(6)

Passing $p^q_i \in \mathcal{R}^{1 \times C_l}$ into a softmax layer, we can obtain the probability distribution over all object or attribute categories and then give the final answer. As shown in Fig.4, query(color) selects the color prediction scores and then gives the final answer “red” with maximal score.

**Binary Operation.** Binary operation such as $\text{exist}$ does not output any target indices. Instead, it outputs a scalar score. For $\text{exist}$ and $\text{verify}$ operation, we take the maximum score in the input scores giving $Z^{in}$ and $S_i$, and then pass it to an one-dimensional linear layer to calibrate its value range. Then we can compare this calibrated scalar value with a pre-determined threshold to determine the boolean output. Depending on the specific reasoning program, binary operation can be either an intermediate operation or the final operation. When it is an intermediate operation, its output score will be sent to the operations merely taking scores as input, such as $\text{and}$, or, $\text{not}$; otherwise, the output scalar score is used to give the Boolean answer ‘yes’ or ‘no’.

**Teacher-forcing Training.** To leverage the step-wise reasoning annotations in the GQA dataset, we propose a teacher-forcing training strategy to supervise the neural executor. To collect the step-wise supervisions for training the neural executor, we use the ground-truth scene graph $G^{gt}$ and run the ground-truth question program $R^{gt}$ on it. Through this, we can obtain the selected indices for all pointing operations, boolean values for all binary operations, and the answer for the final operation. We collect the ground-truth indices of detected boxes based on these ground-truth inputs and outputs for each operation. Assume we have the ground-truth input indices $\{Z^{gt}\}$ and corresponding boxes $B^{gt}$ in the ground-truth scene graph. We first compute the IoUs between detected boxes $B$ and $B^{gt}$. Then we find the indices of boxes in $B$ which have IoU $> 0.5$ with any in $B^{gt}$. By this way, we can find all the matched indices in $B$ which matches with the ground-truth $B^{gt}$ at all reasoning steps. The step-wise guidance enable us to learn the parameters in the executor like a sequence generation model. We use different losses for different types of operations:

- **Pointing operation.** Given the input indices $Z^{in}$ and output indices $Z^{out}$, we generate binary labels $y$ of same size with $Z^{in}$ indicating whether the index is contained in $Z^{out}$. Then, we pass all the scores specified by the operation concept and category to a sigmoid function and compute the binary cross entropy loss between it and $y$.

- **Query operation.** Similar to pointing operation, after we compute the probability $p^q_i$ over all candidate answers, we can compute a cross-entropy loss based on the ground-truth answer.

- **Binary operation.** Given the scores from last operation, we compute the output score, and then compute the binary cross entropy loss using the ground-truth Boolean label.

After aggregating the losses from different reasoning steps, we then back-propagate the gradients through the probabilistic scene graph to scene graph generator to obtain a better visual representations for the visual reasoning.

**Inference.** We run the executor given the predicted scene graph and program. At each pointing operation, we select the top choices in the outputs with scores higher than a threshold 5.0 and then pass them to the next operation. This way, we can obtain a global score in the ending operation, which aggregates the predictions from all previous operations. We empirically find that such a search strategy is slightly better than the greedy counterpart.

### 4.4 Ablation Study

We use Graph Reasoning Machine as a diagnostic model and perform ablation studies by gradually degrading it to a simple symbolic model. The results are summarized in Table 5. Based on the results, we have the following observations.

**End-to-end learning with intermediate supervision is helpful.** We first investigate how much benefit the teacher-forcing training can bring to the model. Without teacher forcing training, the neural executor does not need any pre-training on the GQA data. Comparing row 1 and 2 in Table 5, we observe a significant drop after removing the teacher-forcing training on all three metrics, accuracy, grounding and robustness. As we discussed above, the scene graph generator have some incorrect predictions. Teacher-forcing training is a way to leverage the step-wise reasoning annotations to adjust the incorrect predictions into correct one by back-propagate the errors to the scene graph generator. These results align with MMN which also exploited the step-wise reasoning supervision. However, the difference is that our Graph Reasoning Machine uses probabilistic scene graph as the visual representations which are more interpretable than the feature embeddings in MMN.

**Probabilistic representations outperforms symbolic counterparts.** After removing the teacher-forcing training, we further replace the probabilistic scene graph to a pure symbolic scene graph. Then the visual reasoning becomes a pure symbolic matching, which is exactly the strategy used in NS-VQA. As we can see from row 2 and 3 in Table 5, this replacement further hurts the performance across all three metrics. The success of symbolic matching highly depends on the performance of visual representation. A probabilistic scene graph makes the visual reasoning less vulnerable to the incorrect scene graph prediction because it does not require
the object/attribute/predicate category of maximal score exactly corresponds to the queried category. For example, to find a car in an image, we only need to find the top object proposals which have relatively higher classification scores for category car, even though all of the objects in the image are not classified as car. Based on this, we can see the superiority of probabilistic scene graph to symbolic one.

**Fine-grained visual understanding is critical.** Though we have known from previous works that the visual representation plays an important role in visual reasoning, few papers have investigated how this exactly affects the accuracy and beyond. To do this, we compare a pre-trained scene graph generator and a perfect scene graph provided by GQA. This helps us to understand the main drawbacks in current visual representation that are responsible for the performance gap. We replace the pure symbolic scene graph predicted by our model with the ground-truth one provided by GQA. Compared with the original model (row 1 in Table 5), this new setting (row 4) achieves almost perfect performance on validation accuracy. Beyond accuracy, equipped with a perfect vision backbone, the model also achieves much better performance on grounding and robustness. This result indicates that visual backbone plays a critical role for visual reasoning.

![Figure 5: Statistics of failure cases for the augmented NS-VQA model on validation set. Left is the distribution on last operator and right is on intermediate operation.](image)

Based on the above analysis, we believe a good VQA model requires two essential parts: a good visual understanding and a precise step-wise reasoning. A good visual reasoning model should make a synergy of these two components. For visualization, we show some correct predictions and the corresponding step-wise program executions in top row of Fig. 5. These visualizations can help us to interpret why the model outputs such answers. As we can see, the model can successfully localize the queried objects in the image and further identify their object categories or verify the attribute successfully. For the verify questions, the model needs to localize the objects and then verify whether the target objects have some specific position or share the same color. For the right-most open question sample, it needs first filter the horse and then further relate the localized objects with some specific relationship. Indeed, it is shown that the model can precisely localize the target objects as asked by the question and derive the correct answer.

## 4.5 Failure Analysis

Though the Graph Reasoning Machine improves the performance across all metrics compared with the neural-symbolic counterpart, there are still some obvious failures. To get a sense of what the model fails on, we also visualize the reasoning process step-by-step for our graph reasoning machine when it predicts incorrect answer in bottom row of Fig. 5. As we can see in the first sample, the answer becomes "yes" because the model has two false-positive localization of "rolling pins" and "microwave". Though the image does not contain them, the model localize them as labeled by red bounding boxes. For the second sample, there are two napkins on the table. One is on the left while the other one is on the right. The model localizes the left one and thus give the incorrect answer "left". For the final sample, the color attribute classification has a wrong prediction which results in an incorrect answer. Taking the merits of transparency in graph reasoning machine, we further get the statistics of failure cases. As shown in Fig. 5 left side, most of the failure cases are from the questions whose last operation is a query and exist. This is expected since the majority of questions are ended with the query and verify operation. On the right side, we further get the statistics on the intermediate operations. Accordingly, more than 75% failure cases contain relate operation. This indicates that the scene graph generator has a clear drawback on relationship detection, though it is one of the state-of-the-art methods in the relationship detection community.

Based on the visualizations and statistics, we summarize the reasons for failures:

- **Defective scene graph generator.** We find a primary type of failure cases for our model is caused by defective scene graphs. As mentioned earlier, there are thousands of object categories, and hundreds of attribute and relationship categories. The scene graph generator is far from satisfactory in that its object detection mAP is as low as 4.85, and the attribute recognition and relationship detection also perform very poorly. On the one hand, this poor scene

### Table 5: Ablation study on Graph Reasoning Machine model.

| Model                          | Val Acc. | Grounding Correct | Grounding Wrong | Grounding All | Robustness (w/o BG) C→I Acc. | Robustness (w/o BG) I→C Acc. |
|-------------------------------|----------|--------------------|-----------------|---------------|-------------------------------|-------------------------------|
| Graph Reasoning Machine       | 58.49    | 61.89              | 41.56           | 52.64         | 60.78                         | 2.83                          | 8.24                         |
| -teacher-forcing training     | 43.94    | 47.11              | 41.01           | 42.16         | 40.83                         | 4.75                          | 3.24                         |
| -probabilistic scene graph    | 40.49    | 38.99              | 24.25           | 29.57         | 38.64                         | 5.77                          | 1.23                         |
| +ground-truth scene graph     | 95.26    | 88.18              | 50.55           | 86.51         | 94.40                         | 1.23                          | 87.96                        |
Fig. 6: Examples showing step-wise visual reasoning for our graph reasoning machine. The top row shows three samples that our model predicts the correct answers while the bottom row shows three failure cases due to different reasons.

- **Multiple referred or grounded objects for a reasoning step.** In the bottom-middle sample of Fig. 6, there are multiple napkins in the image that introduces the ambiguity to the model when answering the positional question. We observe many such ambiguities in the GQA dataset. For example, given a question “What is in the sky?” for bottom-right sample in Fig. 6 the model can find multiple reasonable answers such as “man”, “snowboard”, while only one of them is thought as the ground-truth object since the other objects are not included in the GQA annotations.

- **Synonyms and hypernyms in answers.** Though we do not show in this paper, we also observe another type of failure caused by synonyms and hypernyms in answers. Unlike VQA dataset [1], where the ground-truth answers are annotated by multiple humans, GQA dataset provides each question a single answer based on the annotations in Visual Genome [68]. This makes it impossible to measure the correctness as in VQA. The evaluation metric does not accept any answers that are similar to the ground-truth ones. For example, for the question whose ground-truth answer is “boy”, predicting an answer “child” is regarded
as totally wrong. Similarly, when the ground-truth answer is “man”, the answer “person” is also thought as wrong. However, we find this is very common in our model and previous models.

Based on the above observations, we argue that well-performed vision and reasoning module are both indispensable to obtain a high-accuracy, grounding and robust VQA model. On the other hand, eliminating the ambiguities in both questions and answers in the GQA dataset are also important to establish a better benchmark for evaluating visual reasoning.

5 Conclusion

In this paper, we have introduced a set of quantitative metrics for diagnosing visual reasoning models. Leveraging the rich annotations in the GQA dataset, we present object-centric analyses on two important aspects: visual grounding, and robustness. We find that using program-like question representations does improve a model’s grounding, but it does not necessarily guarantee its robustness against semantic-level perturbations. We hope our findings inspire future work on designing more accurate, interpretable, and robust models for visual reasoning and broadly machines that may reason over multi-modal data.
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