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Abstract—Evolving power systems with increasing levels of stochasticity call for a need to solve optimal power flow problems with large quantities of random variables. Weather forecasts, electricity prices, and shifting load patterns introduce higher levels of uncertainty and can yield optimization problems that are difficult to solve in an efficient manner. Efficient solution methods for single chance constraints in optimal power flow problems have been considered in the literature; however, joint chance constraints have predominantly been solved via scenario-based approaches or by utilizing the overly conservative Boole’s inequality. In this paper, joint chance constraints are used to solve an AC optimal power flow problem which maintain desired levels of voltage magnitude in distribution grids under high penetrations of photovoltaic systems. A tighter version of Boole’s inequality is derived and used to provide a new upper bound on the joint chance constraint, and simulation results are shown demonstrating the benefit of the proposed upper bound.
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I. INTRODUCTION

Increasing penetrations of intermittent energy sources in the electric power grid, evolving faster than the corresponding infrastructure, can increase the probability that line congestions may occur, and that voltages may lay outside of desired limits. Rather than considering this randomness as a deterministic input or representing the uncertainty via computationally prohibitive scenario-based approaches, we solve a joint chance constraint problem which prevents overvoltages in the grid with a certain probability. Single chance constraints have been considered in a variety of power systems applications, many addressing the problems of line congestions [1]–[3], voltage regulation [4], [5], and energy storage sizing [6]. These works constrain the individual probability of overvoltage at each node, congestion at each line, or bounding individual battery state of charge levels independently; however, perhaps a more relevant constraint to consider is restricting the probability of all voltages, line flows, states of charge, etc. being within prescribed limits.

Joint chance constraints have been considered in [7] for the N-1 security problem, and the joint chance constraint problem was solved by utilizing a sample-based scenario approach. In [8], both single and joint chance constraints were considered to mitigate line congestions, and a Monte-Carlo based approach was developed to estimate the joint probability. Boole’s inequality [9] is a popular choice to provide an upper bound on the original chance constraint [10], [11], separating the joint chance constraint

$$P(g_1(x, \delta) \leq 0) \leq 1 - \epsilon$$

into single chance constraints

$$P(g_i(x, \delta) \leq 0) \leq 1 - \epsilon_i \text{ for } i = 1...n,$$

where

$$\epsilon_i = \frac{1}{N}, \text{ where } \epsilon_n \leq \epsilon.$$

A common choice for \(\epsilon\) is usually \(\epsilon = \frac{1}{N}\). However, this parameter can also be optimized [12]. In [13], the use of Boole’s inequality is avoided by using a Monte Carlo method to solve a sequence of convex optimization problems and compute the joint chance constraint directly; however, it is computationally slow and can only handle relatively small problems.

In this paper, we provide an improved Boole’s inequality which allows for the consideration of a series of single chance constraints, but has the possibility of reducing the conservativeness of the bound provided by Boole. In addition, by exploiting the structure of the voltage regulation problem; i.e., assuming the probability that the system is operating within normal voltage regions is high, the improved bound decreases the cost of the otherwise overly conservative nature of using Boole-based inequalities. It is shown that the new upper bound is tighter than or equal to Boole’s inequality, and intuitively amounts to using a bound on the excess probabilities of the intersection of all events using Fréchet’s inequality, or estimating this intersection with a small number of samples, which Boole’s inequality overestimates (see Figure 1 for an illustrative example with four events).

Finally, by utilizing a linearization of the AC power flows in a distribution network, the chance-constrained voltage regulation problem is solved under a high penetration of photovoltaic systems. Simulation results are performed using a modified IEEE-37 node test feeder with community PV systems, and the new bound is compared with a deterministic formulation and the traditional Boole’s inequality used in joint chance constraint reformulations. Directions for future work and limitations of the proposed method are also discussed.

Figure 1: Illustrative example: Boole’s inequality (left) tends to overestimate the intersection of events; an improved upper bound on \(P(A_1 \cup A_2 \cup A_3 \cup A_4)\) is sought by subtracting out the intersection of all events (right).
II. JOINT CHANCE CONSTRAINT RELAXATION

The joint chance constraint considered here requires the probability of all voltages in the system to be under the maximum voltage limit with a probability greater than or equal to $1 - \epsilon$:

$$P(g_1(x, \delta) < 0, ..., g_n(x, \delta) < 0) \geq 1 - \epsilon$$  \hspace{1cm} (1)

where $g_1(x, \delta) < 0, ..., g_n(x, \delta) < 0$ constrain the voltage magnitude at each bus $i$, $V_i$, to be less than to the maximum voltage magnitude $\bar{V}$, $x$ is a vector of decision variables, $\delta$ is a jointly distributed Gaussian random vector with mean $\mu$ and positive definite covariance matrix $\Sigma$, and $\epsilon \in (0, 0.5]$.

A. Improved Boole’s Inequality

Considering each constraint $i$ as an event $B_i$, the joint chance constraint can be written as the intersection of events $P(B_1 \cap B_2 \cap ... \cap B_n)$. Using complementarity, $P(B_1 \cap B_2 \cap ... \cap B_n) = 1 - P(B_1^c \cup B_2^c \cup ... \cup B_n^c)$. For brevity, define event $B_i^c$ as $A_i$ for each $i$. Boole’s inequality states that

$$P\left( \bigcup_{i=1}^{n} A_i \right) \leq P(A_1) + P(A_2) + ... + P(A_n) \hspace{1cm} (2)$$

for events $A_i$, where $i = 1...n$. However, it is clear that the sum of individual probabilities is a conservative upper bound for the union; for example, as seen in Figure 1, the intersection of events is needless accounted for multiple times, making the bound defined by Boole’s a conservative one. Specifically with regards to the voltage regulation problem, $P(A_1), P(A_2), ... P(A_n)$ refer to the individual probabilities of the voltage at bus $i = 1...n$ being greater than or equal to $\bar{V}$.

In this paper, we improve the above inequality by providing a new bound that is equal to or tighter than (2). First, consider the following:

$$P\left( \bigcup_{i=1}^{n} A_i \right) \leq P(A_1) + P(A_2) + ... + P(A_n)$$

$$- P(A_1 \cap A_2 \cap ... \cap A_n) \hspace{1cm} (3)$$

Which subtracts the intersection of all events. It is clear that $P(A_1 \cap A_2 \cap ... \cap A_n) \geq 0$, and subtracting this from the sum of the individual probabilities does not remove any portion of the feasible region of the original union, which will be shown later. We propose (3) as an equal or tighter bound on the union than (2). Considering the fact that if this union is nonzero, it will be repeated $n$ times, with $n - 1$ of those instances being unnecessary. Thus, we can extend (3) to the following:

$$P\left( \bigcup_{i=1}^{n} A_i \right) \leq P(A_1) + P(A_2) + ... + P(A_n)$$

$$- (n - 1)P(A_1 \cap A_2 \cap ... \cap A_n) \hspace{1cm} (4)$$

If this intersection cannot be computed, by using Fréchet’s inequality, we can provide an alternate upper bound:

$$P\left( \bigcup_{i=1}^{n} A_i \right) \leq P(A_1) + P(A_2) + ... + P(A_n) -$$

$$(n - 1)[P(A_1) + ... + P(A_n) - (n - 1)]_+ \hspace{1cm} (5)$$

Where $[\cdot]_+$ denotes max$(0, \cdot)$.

Proposition 1. The bounds provided by (4) and (5) provide a valid upper bound that is equal to or tighter than (2).

Proof. First, we prove by induction that the following inequality holds for any $n = 2$ (for $n = 1$, the joint chance constraint becomes a single chance constraint):

$$P(A_1 \cup A_2) \leq P(A_1) + P(A_2) - (n - 1)P(A_1 \cap A_2) \hspace{1cm} (6)$$

By definition, $P(A_1 \cup A_2) = P(A_1) + P(A_2) - P(A_1 \cap A_2)$; thus, the base case holds. Now, assume that case $n$ holds true:

$$P\left( \bigcup_{i=1}^{n} A_i \right) \leq \sum_{i=1}^{n} P(A_i) - (n - 1)P\left( \bigcap_{i=1}^{n} A_i \right)$$

we wish to prove that the inequality still holds for $n + 1$; that is

$$P\left( \bigcup_{i=1}^{n+1} A_i \right) \leq \sum_{i=1}^{n+1} P(A_i) - nP\left( \bigcap_{i=1}^{n+1} A_i \right)$$

By the base case,

$$P\left( \bigcup_{i=1}^{n+1} A_i \right) \leq \left( P\left( \bigcup_{i=1}^{n} A_i \right) + P(A_{n+1}) \right) - P\left( \bigcap_{i=1}^{n} A_i \cap A_{n+1} \right) \hspace{1cm} (7)$$

But

$$\bigcap_{i=1}^{n+1} A_i \subseteq \left( \bigcap_{i=1}^{n} A_i \right) \cap A_{n+1}$$

and thus

$$P\left( \bigcap_{i=1}^{n+1} A_i \right) \leq \left( P\left( \bigcap_{i=1}^{n} A_i \right) \cap A_{n+1} \right)$$

which, by the inductive hypothesis, yields the upper bound

$$P\left( \bigcap_{i=1}^{n+1} A_i \right) \leq P\left( \bigcap_{i=1}^{n} A_i \right) + P(A_{n+1}) - P\left( \bigcap_{i=1}^{n+1} A_i \right)$$

$$\leq \sum_{i=1}^{n} P(A_i) - (n - 1)P\left( \bigcap_{i=1}^{n} A_i \right)$$

$$+ P(A_{n+1}) - P\left( \bigcap_{i=1}^{n+1} A_i \right)$$
and because \( \cap_{i=1}^{n+1} A_i \subseteq \cap_{i=1}^n A_i \), \( P(\cap_{i=1}^{n+1} A_i) \leq P(\cap_{i=1}^n A_i) \). Therefore, we can write

\[
P\left( \bigcap_{i=1}^{n+1} A_i \right) \leq \sum_{i=1}^n P(A_i) + P(A_{n+1}) - (n-1)P\left( \bigcap_{i=1}^{n+1} A_i \right)
\]

Lastly, by Frechet’s inequality, we have

\[
P\left( \bigcap_{i=1}^{n+1} A_i \right) \leq \sum_{i=1}^n P(A_i) - (n)P\left( \bigcap_{i=1}^{n+1} A_i \right)
\]

and the proof by induction is complete. For \([4]\) and \([5]\) to be equal or tighter upper bounds than \([3]\), it is sufficient to show that

\[
\sum_{i=1}^n P(A_i) - (n-1)\left[ \sum_{i=1}^n P(A_i) - (n-1) \right]_+ \leq \sum_{i=1}^n P(A_i)
\]

Because \( n > 1 \) and \( \sum_{i=1}^n P(A_i) - (n-1) \) is always less than or equal to the right hand side. For small \( \sum_{i=1}^n P(A_i) \) or large \( n \), this bound will likely end up being equivalent to Boole’s inequality, because \( \sum_{i=1}^n P(A_i) - (n-1) \) is likely to be 0. However, for sensitivity studies, such as identifying situations in which situations the probability of overvoltage is high, this bound could prove useful. For the application considered in this paper, we will utilize the bound \([4]\) which directly considers the intersection.

\[\square\]

**B. Reformulating the Joint Chance Constraints**

Consider the original joint chance constraint and its complement:

\[
P(g_1(x, \delta) < 0 \cap \ldots \cap g_n(x, \delta) < 0) \iff 1 - P(g_1(x, \delta) \geq 0 \cup \ldots \cup g_n(x, \delta) \geq 0)
\]

The probability of the union of events can thus be written as

\[
P(g_1(x, \delta) \geq 0 \cup \ldots \cup g_n(x, \delta) \geq 0) \leq \epsilon
\]

Then, the final joint chance constraint reformulation can be written as the following series of single chance constraints:

\[
P(g_1(x, \delta) \geq 0) \leq \epsilon_1
\]

\[
P(g_2(x, \delta) \geq 0) \leq \epsilon_2
\]

\[
\vdots
\]

\[
P(g_n(x, \delta) \geq 0) \leq \epsilon_n
\]

where according to \([4]\),

\[
\sum_{i=1}^n \epsilon_i - P(A_1 \cap \ldots \cap A_n) \cdot (n-1) \leq \epsilon
\]

It will be shown in the following section that the intersection \( P(A_1 \cap \ldots \cap A_n) \) can be efficiently estimated using a small number of samples.

**III. SYSTEM MODEL AND LINEARIZATION**

**A. Distribution Network**

Consider a distribution feeder comprising of \( N + 1 \) nodes collected in the set \( \mathcal{N} \cup \{0\} \), \( \mathcal{N} := \{1, \ldots, N\} \), and lines represented by the set of edges \( \mathcal{E} := \{(m, n)\} \subset \mathcal{N} \times \mathcal{N} \). Let \( V_n \in \mathbb{C} \) and \( I_n \in \mathbb{C} \) denote the phasors for the line-to-ground voltage and the current injected at node \( n \in \mathcal{N} \), respectively, and define the \( N \)-dimensional complex vectors \( \mathbf{v} := [V_1, \ldots, V_N]^T \in \mathbb{C}^N \) and \( \mathbf{i} := [I_1, \ldots, I_N]^T \in \mathbb{C}^N \). On the other hand, node 0 denotes the secondary of the distribution transformer, and it is taken to be the slack bus. Using Ohm’s and Kirchhoff’s circuit laws, the following linear relationship can be established:

\[
\begin{bmatrix}
I_0 \\
y_0
\end{bmatrix} = \begin{bmatrix}
y \bar{Y}^T \\
0
\end{bmatrix}
\]

\[
\begin{bmatrix}
V_0 \\
\bar{Y} \mathbf{v}
\end{bmatrix}
\]

\[
:= Y_{\text{net}}
\]

where the system admittance matrix \( Y_{\text{net}} \in \mathbb{C}^{N+1 \times N+1} \) is formed based on the system topology and the \( \pi \)-equivalent circuit of the distribution lines (see e.g., [14] Chapter 6) for additional details on distribution line modeling), and is partitioned in sub-matrices with the following dimensions:

\( Y \in \mathbb{C}^{N \times N}, \bar{Y} \in \mathbb{C}^{N \times 1}, \) and \( y_00 \in \mathbb{C} \). The voltage at the slack bus is defined as \( V_0 = \rho_0 e^{j\theta_0} \), with \( \rho_0 \) denoting the voltage magnitude at the secondary of the step-down transformer. Lastly, \( P_{t,n} \) and \( Q_{t,n} \) denote the real and reactive demands at node \( n \in \mathcal{N} \), and define the vectors \( \mathbf{p}_t := [P_{t,1}, \ldots, P_{t,N}]^T \) and \( \mathbf{q}_t := [Q_{t,1}, \ldots, Q_{t,N}]^T \); if no load is present at node \( n \in \mathcal{N} \), then \( P_{t,n} = Q_{t,n} = 0, \forall t \).

**B. PV Systems**

Random quantity \( P_{xv,n} \) denotes the maximum renewable-based generation at node \( n \in \mathcal{N}_R \subseteq \mathcal{N} \) hereafter referred to as the available real power. Particularly, \( P_{xv,n} \) coincide with the maximum power point at the AC side of the inverter. When RESs operate at unity power factor and inject the available real power \( P_{xv,n} \), a set of challenges related to power quality and reliability in distribution systems may emerge for sufficiently high levels of deployed RES capacity [15]. For example, overvoltage at a particular node may be experienced when RES generation exceeds the load of that consumer [15]. Efforts to ensure reliable operation of existing distribution systems with increased behind-the-meter renewable generation are focus on the possibility of inverters providing reactive power compensation and/or curtailing real power. To account for the ability of the RES inverters to adjust the output of real power,
\( \alpha_n \in [0, 1] \) denote the fraction of available real power curtailed by RES-inverter \( n \). If no PV system/inverter is at a particular node \( i \), \( P_{av,i} = \alpha_i = 0 \). For convenience, define the vectors 
\( \alpha := [\alpha_1, \ldots, \alpha_N]^T \) and \( P_{av} := [P_{av,1}, \ldots, P_{av,N}]^T \) where \( \alpha_n = 0, P_{av,n} = 0 \), and \( Q_n = 0 \) for \( n \notin \mathcal{N} \backslash \mathcal{N}_R \).

The available real power from solar is modeled as \( P_{av} = \bar{P}_{av} + \delta_{av} \), where \( \delta_{av} \in \mathbb{R}^N \) is a vector of the forecasted values and \( \bar{P}_{av} \in \mathbb{R}^N \) is a random vector whose distribution captures spatial dependencies among forecasting errors. We assume that the distribution system operator has a certain amount of information about the probability distributions of the forecasting errors \( \delta_{av} \). This information can come in the form of either knowledge of the probability density functions, or a model of \( \delta_{av} \) from which one can draw samples. In this paper, we make the assumption that these errors are Normally distributed; however, distributionally robust formulations of single chance constraints \([11],[16]\) can easily be incorporated into the framework here.

\[ \text{C. AC Power Flow Approximation} \]

Using \([10]\), the net complex-power injections can be compactly written as

\[ s = \text{diag}(v)(Y^*(v^*) + \bar{Y}^*(v_0^*)^*) \quad (11) \]

where \( s := [s_1, \ldots, s_N]^T \) and \( s_i = (1 - \alpha_i)P_{av,i} - P_{eq,i} - j(Q_{eq,i}) \). This equation typically appears in the form of a constraint in standard formulations of the OPF task, and renders the underlying optimization problem nonconvex \([17]\).

Non-convexity implies that off-the-shelf solvers for nonlinear programs may not achieve global optimality from a computational standpoint, their complexity may become prohibitive with the increasing of the problem size \([18]\). Semidefinite relaxation techniques have been employed to bypass the non-convexity of voltage-regulation and power-balance constraints, and yet achieve globally optimal solutions of the nonconvex OPF under a variety of conditions (see e.g., \([17]\)). Several other convex relaxation techniques have also been investigated (see e.g., \([19],[21]\) and pertinent references therein) many of which could also be utilized in this same context. Here, to derive a convex reformulation of the chance constrained OPF, linear surrogates of \([11]\) and voltage-regulation constraints will be utilized next.

To this end, collect voltages \( \{V_n\}_{n \in \mathcal{N}} \) in the vector \( v := [V_1, \ldots, V_N]^T \in \mathbb{C}^N \) and the voltage magnitudes \( \{|V_n|\}_{n \in \mathcal{N}} \) in \( v_a := [|V_1|, \ldots, |V_N|]^T \in \mathbb{R}^N \). The objective is to obtain approximate power-flow relations whereby voltages are \textit{linearly} related to injected powers as

\[ v \approx \mathbf{H}p + \mathbf{Q}q + \mathbf{c} \quad (12) \]

\[ v_a \approx \mathbf{R}p + \mathbf{B}q + \mathbf{a} \quad (13) \]

where \( p := \mathbb{R}\{s\} \) and \( q := \mathbb{Q}\{s\} \). By using this relationship, voltage constraints \( |V_i| \leq V_{\text{max}}, i \in \mathcal{N} \), can be approximated as \( \mathbf{R}p + \mathbf{B}q + \mathbf{a} \leq V_{\text{max}}1_N \), while \([12],[13]\) represents surrogates of \([11]\). Following \([22],[23]\), the matrices \( \mathbf{R}, \mathbf{B}, \mathbf{H}, \mathbf{J} \) and the vectors \( \mathbf{a}, \mathbf{c} \) are obtained as follows.

Consider linearizing the AC power-flow equation around a given voltage profile \( \bar{v} := [V_1, \ldots, V_N]^T \) \([22],[23]\). In the following, the voltages \( v \) satisfying the nonlinear power-balance equations \([11]\) are expressed as \( v = \bar{v} + e \), where the entries of \( e \) capture deviations around the linearization points \( \bar{v} \). Define \( \nu \in \mathbb{R}^N \) the magnitudes of voltages \( v \), and let \( \gamma \in \mathbb{R}^N \) and \( \mu \in \mathbb{R}^N \) collect elements \( \{\cos(\theta_i)\} \) and \( \{\sin(\theta_i)\} \), respectively, where \( \theta_i \) is the angle of the nominal voltage \( \bar{v}_i \). Expanding on \([11]\), and discarding second-order terms such as \( \text{diag}(e)Y^*e^* \), it turns out that \([11]\) can be approximated as \( \Gamma e + \Phi \mu = s + v \), where \( \Gamma := \text{diag}(Y^*v^* + Y^*v_0^*) \), \( \Phi := \text{diag}(v)Y^* \), and \( v := -\text{diag}(v)(Y^*v^* + Y^*v_0^*) \). Next, consider then the following choice of the nominal voltage \( \bar{v} \):

\[ \bar{v} = -Y^{-1}\bar{Y}V_0. \quad (14) \]

Using \([14]\), it follows that \( \Gamma = 0_{N \times N} \) and \( v = 0_N \), and therefore one obtains the linearized power-flow expression

\[ \text{diag}(v^*)\mathbf{Y}e = s^*. \quad (15) \]

Notice that matrix \( \mathbf{Y} \) is diagonally dominant and irreducible \([22]\). Particularly, it is diagonally dominant by construction since \( |y_{kk}| \geq \sum_{j \neq k} |y_{kj}| \) for all \( k \in \mathcal{N} \); it is also irreducibly diagonally dominant if \( |y_{kk}| > 0 \) for any \( k \). Then, a solution to \([15]\) can be expressed as \( e = Y^{-1}\text{diag}^{-1}(v^*)s^* \). Thus, expanding on this relation, the approximate voltage-power relationship \([12]\) can be obtained by defining the matrices:

\[ \bar{R} = Z_R\text{diag}(\gamma)(\text{diag}(\nu_a))^{-1} - Z_I\text{diag}(\mu)(\text{diag}(\nu_a))^{-1} \quad (16a) \]

\[ \bar{B} = Z_I\text{diag}(\gamma)(\text{diag}(\nu_a))^{-1} + Z_R\text{diag}(\mu)(\text{diag}(\nu_a))^{-1} \quad (16b) \]

where \( Z_R := \mathbb{R}\{Y^{-1}\} \) and \( Z_I := \mathbb{Q}\{Y^{-1}\} \), and setting \( \mathbf{H} = \mathbf{R}+j\mathbf{B}, \mathbf{J} = -\mathbf{B}-j\mathbf{R}, \) and \( \epsilon = v \). If the entries of \( v \) dominate those in \( e \), then \( \nu_a + \mathbb{R}\{e\} \) serves as a first-order approximation to the voltage magnitudes across the distribution network \([22]\), and relationship \([12]\) can be obtained by setting \( \mathbf{R} = \bar{R}, \mathbf{B} = \bar{B} \), and \( \mathbf{a} = \nu_a \). Equations \([12],[13]\) are now utilized to solve the relaxed joint chance constraint problem.

\[ \text{IV. CHANCE CONSTRAINED FORMULATION} \]

\[ \text{A. Optimization problem reformulation} \]

The original, unrelaxed joint chance constraint optimization for voltage regulation in distribution systems shown below:

\[ (P0) \min_{v_a, \alpha, \mathbf{p}_t, \mathbf{q}_t} \mathbb{E}(f(v_a, \alpha, \mathbf{p}_t, \mathbf{q}_t)) \quad (17a) \]

subject to

\[ v_a = \mathbf{R}((I - \text{diag}(\alpha))\mathbf{p}_a - \mathbf{p}_t) \quad (17b) \]

\[ -\mathbf{B}q + \mathbf{a} \quad (17c) \]

\[ \Pr\{v_{a,1} \leq V_{\text{max}}, \ldots, v_{a,n} \leq V_{\text{max}}\} \geq 1 - \epsilon \quad (17d) \]

\[ 0 \leq \alpha_i \leq 1 \quad (17e) \]
for all $i \in \mathcal{N}$, where $v_{a,k}$ denotes the $k$-th element of $v_a$.

Constraint (17c) represents a surrogate for the power balance equation; constraint (17d) is the joint chance constraint that require every voltage magnitude in the grid to be within upper and lower limits with at least $1 - \epsilon$ probability; and constraint (17e) limits the curtailment percentage from 0–100%.

The cost function $f(v_a, \alpha, p_f, q_f)$ is convex and can consider a sum of penalties on curtailment, penalties on power drawn from the substation, penalties on voltage violations, among other objectives.

As derived in Section II-B, the above optimization problem, which is in general nonconvex due to constraint (17d), can be rewritten as the following optimization problem with single chance constraints:

\[
\begin{align*}
\text{(P1)} \min_{v_a, \alpha} & \quad \mathbb{E}(f(v_a, \alpha, p_f, q_f)) \\
\text{subject to} & \quad v_a = R((I - \text{diag}\{\alpha\})p_{av} - p_f) - Bq_f + a \\
& \quad \text{Pr}\{v_{a,i} \leq V_{\text{max}}\} \geq 1 - \epsilon_i \\
& \quad 0 \leq \alpha_i \leq 1 \\
\end{align*}
\] (18a)

for all $i \in \mathcal{N}$, and each $\epsilon_i$ is chosen such that (9) holds.

**B. Analytical Reformulation of Single Chance Constraints**

The constraints (18d) can be then reformulated as exact, tractable constraints (18e), assuming $\epsilon \leq 0.5$. Assuming the joint distribution of the random variables is a multivariate Gaussian with mean $\mu$ and covariance matrix $\Sigma$, define $\mu_i$ as the $i$th value in $\mu$ and $\sigma$ as the $(i,i)$ entry in $\Sigma$. Then, define the following function at each node $i \in \mathcal{N}$:

\[
 h(p_{av,i}) = \sum_j (R_{ij}[(1 - \alpha_j)p_{av,j} - p_{f,j}]) - \sum_j (B_{ij}q_{f,j}) + a_i - V_{\text{max}}
\]

where $R_{ij}$ is the $(i,j)$th entry of $R$, $B_{ij}$ is the $(i,j)$th entry of $B$, and $a_i$ is the $i$th element of $a$. Then $h(p_{av,i})$ is also Normally distributed with the following mean $\mu'_i$ and variance $\sigma'_i$:

\[
\begin{align*}
\mu'_i &= \sum_j (R_{ij}[(1 - \alpha_j)\mu_j - p_{f,j}]) - \sum_j (B_{ij}q_{f,j}) + a_i - V_{\text{max}} \\
\sigma'_i &= \sum_j R_{ij}(1 - \alpha_j)\sigma_j
\end{align*}
\]

Thus, the constraints (18d) can be reformulated using the Gaussian cumulative distribution function (CDF) $\Phi$:

\[
\text{Pr}\{h(p_{av,i}) \leq 0\} = \Phi\left(\frac{0 - \mu'_i}{\sigma'_i}\right) \geq 1 - \epsilon_i
\]

With the final analytical constraint written using the quantile function (the inverse of the Gaussian CDF):

\[
R_i[(1 - \alpha_i)\mu_i - p_{f,i}] - B_iq_{f,i} + a_i - V_{\text{max}} \leq -R_i\alpha_i\sigma_i\Phi^{-1}(1 - \epsilon_i)
\]

(19)

Which can be explicitly included into problem (P1) for each node $i \in \mathcal{N}$ in place of constraints (18d).

**C. Estimating the probability of intersection**

Using a Monte-Carlo approach to reformulate the joint chance constraint into a series of deterministic ones can provide large computational burdens. According to (25), the number of realizations $N_m$ of the uncertain parameter that need to be included as constraints in place of the chance constraint, with a $\beta$ percent confidence level, should be at least the following:

\[
N_m \geq \frac{2}{\epsilon}(ln\left(\frac{1}{\beta}\right)) + N_d\]

(20)

where $N_d$ is the total number of decision variables. For example, if $\epsilon = 0.01$, $N_d = 37$, and we desire with a 99% confidence level that the chance constraint will be fulfilled with probability $1 - \epsilon$, 8,321 realizations of the random parameter is needed at each timestep. If we were to consider a model predictive control approach to the voltage regulation problem as in our previous work (5), a two-hour horizon with five minute timesteps, with 37 variables per timestep at these same confidence and violation levels would require $N_m \geq 178,521$ deterministic constraints at each receding horizon optimization. Here, we do not propose Monte-Carlo sampling for transforming the chance constraints into thousands of deterministic ones. Instead, we propose to tighten the initial bound used to determine each $\epsilon_i$ by estimating the probability $P(A_1 \cap \ldots \cap A_n)$ through Monte-Carlo simulations.

An illustrative example of a joint multivariate normal distribution representing the distribution of voltage magnitude at two nodes is shown in Figure 2 illustrating this region of interest. The proposed approach has the potential to be an improvement over Boole’s, due to the fact that we can subtract this intersection from the sum of marginal probabilities, but if computational time is important, it is also an improvement over Monte-Carlo methods that estimate the joint chance constraint directly and require a large number of samples in order to accurately represent the original constraint. For each Monte-Carlo sample $m$ generated from the joint multivariate normal distribution, we compute the intersection as follows:

\[
P(A_1 \cap \ldots \cap A_n) \approx \frac{\sum_{m=1}^{N_m} I_{v_a \geq V_{\text{max}}}(v_a(m))}{N_m}
\]

(21)
Figure 2: Illustrative example with a joint multivariate normal distribution of voltage at two nodes and the region of interest which is the probability of an overvoltage condition at both nodes.

That is, for each sample that is drawn from the joint distribution of \( p_{av} \), the voltage magnitude is evaluated to see if \( V_{max} \) is violated. The policy for \( \alpha \) is utilized from the solution of that timestep where each \( \epsilon_i = \frac{\epsilon}{|N_R|} \), which is an upper bound for the new \( \epsilon_i \) which will be updated after (21) is performed and calculated using (9). This is a fast calculation; for example, in the simulations in the following section, performing 10,000 calculations only required 0.19 seconds, and the resulting intersection probability calculated with 10,000 samples and with 100,000 samples only differed by .01%.

V. ILLUSTRATIVE SIMULATIONS

A. Results on IEEE-37 Node Test Feeder

The IEEE-37 node test feeder [26], as seen in Figure 3, was used for the following simulations. The actual five-minute load and solar irradiance data was obtained from [27] for the simulations, and shown in Figure 4. In order to emulate a situation with high-PV penetration and risks of overvoltage, 16 200-kW rated PV systems were placed at nodes 3-18. The considered cost function seeks to minimize renewable curtailment; specifically,

\[
 f(\mathbf{v}_a, \mathbf{\alpha}, \mathbf{p}_f, \mathbf{q}_e) = \sum_{i \in N} b_i \alpha_i^2,
\]

where the cost of curtailing power at each node is set to be \( b_i = \& 0.10 \). The number of samples was set to \( N_m = 100,000 \), which, as stated above, can be computed in a fraction of a second. The considered joint chance constraint considers maintaining voltages at nodes 3...37, with the substation voltage at node 1 fixed to 1.03 p.u. Each \( \mu_i, i = 1...n \) was chosen to be the power generated from the forecasted PV at that node, based on the shape of the aggregate solar irradiance from [27] and shifted using samples from a uniform distribution from +/- 1 kW across each node. The covariance matrix \( \Sigma \) was formed by setting each entry \((i, j)\) to \( \Sigma_{ij} = \mathbb{E}[(P_{av,i} - \mu_i)(P_{av,j} - \mu_j)^T] \).

Non-Gaussian probability distributions can also be considered in the proposed methodology by considering distributionally robust convex approximations of single chance constraints [4], [5], [16].

B. Comparison with Deterministic and Boole’s Formulations

Simulations were performed using data from the first five days of August 2012, and using the joint chance constraint violation parameter \( \epsilon = 0.01 \).

1) Value of intersection term: During times of no solar irradiance, the observed probability of overvoltage is low; hence, the term \( P(A_1 \cap ... \cap A_n) \) was not observed to be nonzero during these times. The value of this term can be seen Figure 5 for August 1, 3, and 5; although the probability of intersection is rather small during peak solar irradiance hours, multiplying this term by \((n-1)\) results in a more significant value, reducing the conservativeness of Boole’s inequality. Each \( \epsilon_i \) in Boole’s case was chosen to be \( \epsilon_i = \epsilon \); and in the improved Boole’s case, this parameter was set to

Figure 3: The IEEE 37-node distribution feeder.

Figure 4: Total feeder loading and available PV power during August 1-5, 2012.
By subtracting out the intersection of these events, the conservative nature of Boole’s inequality can be reduced. Consider situations with high overvoltage probabilities. The improved inequality was also given for cases of large violation probabilities.

In order to validate the performance of the deterministic case (e.g., using the forecasted value for PV), the case where each $\epsilon_i$ was chosen according to Boole’s inequality, and the case with the improved inequality, 10,000 Monte Carlo simulations were performed for August 1-5 for each of the methods. In Figure 7, the total percentage of nodes with a voltage violation are shown for each of the three methods for August 1st. The deterministic case, which only considers the forecast of the PV (the mean of the random variables), violates the desired chance constraint bound of 0.01 when compared with the chance constrained methods, because that method offers no guarantee that the voltages will be within limits with any probability. The difference between the number of voltage violations between the original Boole’s method and the improved method are negligible; both bounds offer similar performance in terms of chance constraint violation probabilities.

However, the benefit of the proposed method is demonstrated in terms of cost reduction. In Table I, the total cost over the considered five-day simulation period for each of the method is shown. While the deterministic method results in the lowest cost, it also results in the highest number of violations, as well as offering little or no performance guarantee. The results from the optimization using the improved bound to calculate each $\epsilon_i$ result in a lower cost than that achieved the traditional Boole’s inequality, with the cost of a small additional computation.

### Table I: Total cost of the three methods over the five-day simulation period.

| Method          | S1       | S2       | S3       | S4       | S5       | Total   |
|-----------------|----------|----------|----------|----------|----------|---------|
| Deterministic   | 18.03    | 15.56    | 13.76    | 13.99    | 11.76    | 73.10   |
| Original Boole’s| 22.92    | 19.95    | 17.64    | 17.86    | 15.04    | 93.41   |
| Improved Boole’s| 22.81    | 19.82    | 17.48    | 17.74    | 14.97    | 92.82   |

VI. Conclusion

In this paper, we presented a method for tractable computation of joint chance constraints in probabilistic AC OPF problems that improves upon Boole’s inequality, which is often used to improve the tractability of joint chance constrained problems. An alternate tighter bound formed using Fréchet’s inequality was also given for cases of large violation probabilities (for example, sensitivity studies where we wish to find the situations with high overvoltage probabilities). The improvement upon Boole’s inequality hinges on the idea of subtracting the intersection of all considered events $n-1$ times, which is in general a very fast computation to make. The new bound was proven to be a valid upper bound, and in its worse case is equivalent to that of Boole’s inequality. Simulation results presented here have shown that use of the new bound preserves the probabilistic guarantees of the original joint chance constraint, while reducing the cost and conservativeness of Boole’s inequality. While Gaussian random variables were considered in this paper, the framework is not distribution-dependent and
could also utilize a distributionally robust formulation for the resulting single chance constraints.

Future work will consider sensitivity studies to first determine which nodes in the grid are susceptible to overvoltages, potentially increasing the impact of subtracting the intersection term. In addition, methodologies to consider $\epsilon_i$ as an optimization variable could further increase the effectiveness of the proposed new bound. Efficient methods of calculating the other intersection/union terms due to the inclusion-exclusion principle that Boole’s inequality unnecessarily includes will also be explored.
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