Electromagnetic wave propagating along a space curve
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Using the thin-layer approach, we derive the effective equation for the electromagnetic wave propagating along a space curve. We find intrinsic spin-orbit, extrinsic spin-orbit and extrinsic orbital angular momentum and intrinsic orbital angular momentum couplings induced by torsion, which can lead to geometric phase, spin and orbital Hall effects. And we show the helicity inversion induced by curvature that can convert the right-handed circularly polarized electromagnetic wave into left-handed polarized one, vice versa. Finally, we demonstrate that the gauge invariance of the effective dynamics is protected by the geometrically induced gauge potential.

I. INTRODUCTION

It is known that an electromagnetic wave can have three types of angular momentum (AM), they are spin angular momentum (SAM), intrinsic orbital angular momentum (IOAM) and extrinsic orbital angular momentum (EOAM), respectively \cite{1,2,3}. SAM is determined by the polarization of light, IOAM is associated with the optical vortices, and EOAM relates to the trajectory of light \cite{3}. In recent years, the interactions among the three angular momenta (AMI) are attracting growing attention \cite{4,5,6,7,8,9,10,11,12,13,14,15}. These optical AMI phenomena manifest the inherent topological features of electromagnetic wave. Importantly, the topological features become conspicuous when electromagnetic wave propagates along a curved path \cite{8,16,17,18,19,20,21,22,23,24,25}. When an electromagnetic wave is constrained to a curved surface, a curvature-induced scalar potential arises \cite{26,27}. Experimentally, the curved surface and curve can be (say) a curved film waveguide and a curved optical fiber respectively. We know that light consists of electromagnetic waves. When an electromagnetic wave is constrained to a curved surface, the curvature-induced scalar potential arises \cite{28}. It was theoretically and experimentally shown that the change of the curvature is equivalent to that of the refractive index \cite{26,29}. When an electromagnetic wave is constrained to a curve, the torsion of the curve plays the role of an effective gauge potential. In Ref. \cite{29}, the scalar approximation for the electromagnetic field was adopted, it was shown that the torsion-induced gauge potential results in IOAM-dependent geometrical phase. Furthermore, for an electromagnetic wave constrained to a space curve the induced AMIs need to study in an effective vector formalism.

In order to study the optical AMIs by the geometry of a space curve, we provide a full-vector analysis of the effective equation describing the propagation of electromagnetic wave along a curved path \cite{26,27,28,29,30,31,32,33}. In particular, the thin-layer approach has been used to study the evolutions of electromagnetic wave constrained to a curved surface and a curve widely in the past decade \cite{27,29,32,33}. Experimentally, the curved surface and curve can be (say) a curved film waveguide and a curved optical fiber respectively. We know that light consists of electromagnetic waves. When an electromagnetic wave is constrained to a curved surface, a curvature-induced scalar potential arises \cite{28}. It was theoretically and experimentally shown that the change of the curvature is equivalent to that of the refractive index \cite{26,29}. When an electromagnetic wave is constrained to a curve, the torsion of the curve plays the role of an effective gauge potential. In Ref. \cite{29}, the scalar approximation for the electromagnetic field was adopted, it was shown that the torsion-induced gauge potential results in IOAM-dependent geometrical phase. Furthermore, for an electromagnetic wave constrained to a space curve the induced AMIs need to study in an effective vector formalism.

II. EFFECTIVE EQUATION

Describing the propagation of electromagnetic waves without sources, the Maxwell equations in a general co-
ordinates system (CS) read \[28, 34\]

\[
\eta^{ijk} \partial_j E_k + \frac{1}{c^2} \frac{\partial B^i}{\partial t} = 0, \quad (1)
\]

\[
\eta^{ijk} \partial_j H_k - \frac{1}{c^2} \frac{\partial D^i}{\partial t} = 0, \quad (2)
\]

\[
\frac{1}{\sqrt{g}} \partial_i (\sqrt{g} g^{ij} B_j) = 0, \quad (3)
\]

\[
\frac{1}{\sqrt{g}} \partial_i (\sqrt{g} g^{ij} D_j) = 0, \quad (4)
\]

where the Latin indices \( i, j, k \) run from 1 to 3, \( \eta^{ijk} = \sqrt{g} \epsilon^{ijk} \) denote the covariant coordinate components of the invariant volume element, \( \eta^{ijk} = (1/\sqrt{g}) \epsilon^{ijk} \) the contravariant components, \( g_{ij} \) the coordinate components of the Euclidean metric tensor and \( g = \text{det}(g_{ij}) \) the determinant of the metric \[35\]. Here \( \epsilon_{ijk} \) are the coordinate components of the invariant volume element in the Cartesian CS, also known as the Levi-Civita symbol.

From Eqs. (1) and (2), we can obtain the equation for electric field

\[
(\nabla^2 - \frac{n^2}{c^2} \frac{\partial^2}{\partial t^2}) \vec{E} = 0,
\]

where \( \nabla_i \) denotes the covariant derivative operator. This is a d’Alembert-type equation for a vector field. According to the differential geometry \[35\], Eq. (5) can be expanded as

\[
\frac{1}{\sqrt{g}} \partial_j (\sqrt{g} g^{jk} \partial_k E^i) + \frac{1}{\sqrt{g}} \partial_j (\sqrt{g} g^{jk} \Gamma^i_{kl} E^l) + g^{jk} \Gamma^i_{jl} \partial_k E^l + g^{jk} \Gamma^i_{jl} \Gamma^l_{km} E^m - \frac{n^2}{c^2} \partial^2 E^i = 0,
\]

where \( \Gamma^i_{jk} \) is a Christoffel symbol. In contrast to the equation for a scalar field \[29\], here appears three newly additional terms, they represent the unique features of vector field.

Subsequently, we derive the effective equation on a curve from Eq. (6) in the thin-layer formalism. To do this, we need to introduce a CS describing the points in the neighborhood of a curve \( C \) \[36\]. This CS is named as thin-tube CS in this paper. The neighborhood of \( C \) is denoted by \( \mathcal{N}_C \), in which the points can be described by the following position vector

\[
\vec{R}(s, q^2, q^3) = \vec{r}(s) + q^2 \vec{n}(s) + q^3 \vec{b}(s),
\]

where \( \vec{r}(s) \) parameterizes the curve \( C \), \( s \) is the arc-length, \( \vec{n} \) and \( \vec{b} \) are the normal and binormal unit vectors of \( C \), \( q^2 \) and \( q^3 \) are the corresponding coordinate variables. The metric in the thin-tube CS is defined by

\[
g_{ij} = \partial_i \vec{R} \cdot \partial_j \vec{R},
\]

where the three coordinate variables are \( \{q^1 = s, q^2, q^3\} \) and the corresponding basis vectors are \( \{\partial \vec{R}/\partial q^1\} \). Besides the CS defined in \( \mathcal{N}_C \), we also need a frame attached to \( C \). The well-known Frenet frame is a convenient choice. The Frenet frame is spanned by the three unit vectors attached to \( C \), \( \{\vec{t}(s) = \partial \vec{r}/\partial s, \vec{n}(s), \vec{b}(s)\} \), where \( \vec{t} \) is the tangent vector of \( C \). According to the Frenet-Serret formulas, these vectors and their derivatives obey the following equation \[37\],

\[
\begin{pmatrix}
\frac{\partial}{\partial s} \vec{t} \\
\frac{\partial}{\partial s} \vec{n} \\
\frac{\partial}{\partial s} \vec{b}
\end{pmatrix} = \begin{pmatrix}
0 & \kappa(s) & 0 \\
-\kappa(s) & 0 & \tau(s) \\
0 & -\tau(s) & 0
\end{pmatrix}
\begin{pmatrix}
\vec{t} \\
\vec{n} \\
\vec{b}
\end{pmatrix},
\]

where \( \kappa(s) \) and \( \tau(s) \) are the curvature and torsion of \( C \) respectively. The curvature and torsion describe the embedding of \( C \) in the three-dimensional Euclidean space. Then, the metric \( g_{ij} \) can be expressed in terms of the curvature and torsion as

\[
g_{ij} = \frac{\partial \vec{R}}{\partial q^i} \cdot \frac{\partial \vec{R}}{\partial q^j} = \begin{pmatrix}
g_{11} & -\tau(s)q^3 & \tau(s)q^2 \\
-\tau(s)q^3 & 1 & 0 \\
\tau(s)q^2 & 0 & 1
\end{pmatrix},
\]

where \( g_{11} = [1 - \kappa(s)q^2]^2 + \tau(s)^2 [(q^2)^2 + (q^3)^2] \). Note that the term \( 1 - \kappa(s)q^2 \) in \( g_{11} \) shows the asymmetry between \( \vec{n} \) and \( \vec{b} \), because of the bending of \( C \) along a specific direction in the normal plane. This asymmetry would lead to different evolutions for \( E^2 \) and \( E^3 \).

For the sake of simplicity, we consider a monochromatic transverse electric field \( \vec{E} = \{0, E^2, E^3\} \), with frequency \( \omega = k_0 c \), that is restricted in a curved thin tube (see Fig. 1). The refractive index in the thin tube is nearly a constant \[21, 29\]. In terms of the fundamental framework of the thin-layer formalism discussed in \[30\] and \[37\], we conclude the main steps of deriving the effective equation for electromagnetic wave propagating along \( C \) from Eq. (6). First, to separate the tangent part of the electric field \[24\] by introducing a new wave \( \bar{E}^i = g^{1/4}E^i \)
where \( \frac{\partial}{\partial \rho} \) is a rescale factor that is determined by the right volume measure on \( \mathcal{C} \). The usual scalar geometrical potential \( \kappa^2/4 \) results from the action of normal derivatives on \( g^{-1/4} \) \[37\]. Second, by integrating over the normal cross-section of the thin tube and transforming from linearly polarized basis to circularly polarized basis, we project Eq. \( \text{(6)} \) onto the direct product space \( S_s \otimes \mathcal{S}_0 \), where \( S_s \) and \( \mathcal{S}_0 \) denote the spin space and a degenerate subspace of IOAM (we will discuss the two spaces below). After the projecting, the spin and orbital momentum operators becomes c-numbers. This makes the decouple between the normal and tangent parts of the wave equation possible \[36\]. At last, we impose the limiting \( \epsilon \to 0 \) to obtain the final effective equation, where \( \epsilon \) is the radius of the normal cross-section of the thin tube. In practice, the limiting can be substituted by the thin-tube condition

\[ \kappa^{-1}, \tau^{-1} \gg \epsilon. \tag{11} \]

Rigorously, the derivatives of the curvature and torsion should be taken into account in the thin-tube condition. However, we do not study the effects caused by these derivatives. We suppose that the curvature and torsion of \( \mathcal{C} \) are slowly varying.

Substituting \( \vec{E}^i = g^{1/4} E^i \) and the metric Eq. \( \text{(10)} \) into Eq. \( \text{(6)} \), we obtain

\[
\begin{align*}
g^{-1/2} \left[ \partial_2 (g^{1/2} \partial_2) + \partial_3 (g^{1/2} \partial_3) + \left[ i \left( \rho \tfrac{\partial}{\partial \rho} - i \tau (s) (\hat{L}_s + \hat{\Sigma}_s) \right) g^{-1/2} \left[ i \left( \rho \tfrac{\partial}{\partial \rho} - i \tau (s) (\hat{L}_s + \hat{\Sigma}_s) \right) \right] \right] \left( \begin{array}{c} g^{-1/4} E^2 \\\ g^{-1/4} E^3 \end{array} \right) \\
- g^{-2} \left( \begin{array}{cc} \kappa(s)^2 & 0 \\
0 & 0 \end{array} \right) \left( \begin{array}{c} g^{-1/4} E^2 \\
 g^{-1/4} E^3 \end{array} \right) + k^2 \left( \begin{array}{c} g^{-1/4} E^2 \\
 g^{-1/4} E^3 \end{array} \right) + O(\delta) \left( \begin{array}{c} g^{-1/4} E^2 \\
 g^{-1/4} E^3 \end{array} \right) = 0,
\end{align*}
\]

where \( \hat{L}_s = -i (q^2 \partial_q - q^3 \partial_q) = -i \partial_q \), \( \hat{\Sigma}_s = g^{-1/2} \hat{s}_s \), \( \delta \) denotes \( \max(\rho/\kappa^{-1}, \rho/\tau^{-1}) \), \( k = k_0 \) is the wave vector, the polar coordinates \( \{q, \phi\} \) are defined by \( \{q^2 = \rho \cos \phi, q^3 = \rho \sin \phi\} \) and \( \hat{s}_s \) is part of the spin-1 matrix operator \( \hat{S}_3 \) with

\[
\hat{s}_s = \left( \begin{array}{cc} 0 & -i \\
-\bar{i} & 0 \end{array} \right), \quad \hat{S}_3 = \left( \begin{array}{ccc} 0 & -i & 0 \\
i & 0 & 0 \\0 & 0 & 0 \end{array} \right). \tag{13}
\]

In Eq. \( \text{(12)} \), \( \partial_l \) and \( \hat{L}_s \) act on the spatial distribution of the electric field, whereas the \( 2 \times 2 \) matrices act on \( \begin{pmatrix} g^{-1/4} E^2 \\
 g^{-1/4} E^3 \end{pmatrix} \).

With the thin-tube condition Eq. \( \text{(11)} \), we can use the ratio \( \delta \) as a natural perturbative parameter. Thus the dominant normal differential equation describing the normal electric field is \[36, 38\]

\[
\begin{align*}
\frac{1}{\rho} \left[ \frac{\partial}{\partial \rho} \left( \frac{\partial}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial}{\partial \rho} \right] E_{\perp} (\rho, \phi) &= 0,
\end{align*}
\]

where \( k_{\perp}^2 = k^2 - k_3^2 \), \( k_\perp \) and \( k_3 \) are normal and tangent wave vectors, respectively. In Eq. \( \text{(14)} \) the separation of the electric field into tangent and normal components is considered, \( E(s, \rho, \phi) = E_\perp(s) E_{\perp}(\rho, \phi) \). With a certain value of \( l \), Eq. \( \text{(14)} \) can give exact two-fold degenerate solutions

\[
\begin{align*}
\vec{E}_{\perp}(\rho, \phi; |l|) \propto e^{i l |\phi|}, \\
\vec{E}_{\perp}(\rho, \phi; -|l|) \propto e^{-i l |\phi|}, \tag{15}
\end{align*}
\]

where \( l = 0, \pm 1, \pm 2, \pm 3... \) are the eigenvalues for \( \hat{L}_s \). The solutions Eq. \( \text{(15)} \) span a two-dimensional degenerate subspace \( \mathcal{S}_0 \). The direct product of the degenerate subspace \( \mathcal{S}_0 \) and the spin space \( S_s \) gives a four-dimensional space. The basis for the four-dimensional space is

\[
\begin{align*}
\vec{e}_+ \cdot E_{\perp}(\rho, \phi; |l|) \\
\vec{e}_- \cdot E_{\perp}(\rho, \phi; -|l|), \tag{16}
\end{align*}
\]

where the basis for spin space are defined by

\[
\begin{align*}
\vec{e}_+ &= \frac{1}{\sqrt{2}} (\vec{u} + i \vec{b}), \\
\vec{e}_- &= \frac{1}{\sqrt{2}} (\vec{u} - i \vec{b}). \tag{17}
\end{align*}
\]

By substituting \( \vec{E}^i(s, \rho, \phi; |l|) = E_\perp^{i(l)}(s) \vec{E}_{\perp}(\rho, \phi; |l|) \) into Eq. \( \text{(12)} \) and applying the integration \( \int_0^{2\pi} \int_0^\infty d\rho d\phi \ E_\perp^i(\rho, \phi; |l|) \), Eq. \( \text{(12)} \) can be projected onto the degenerate subspace \( \mathcal{S}_0 \). Then by performing the following transformation

\[
\begin{align*}
\begin{pmatrix} E^+ \\
E^- \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -i \\
i & 1 \end{pmatrix} \begin{pmatrix} E_\perp^1 \\
 E_\perp^2 \end{pmatrix}, \tag{18}
\end{align*}
\]

Eq. \( \text{(12)} \) can be projected onto the spin space \( S_s \). Finally, using the thin-tube condition, we obtain the effective equation on the curve
where \( \hat{\sigma} = \text{diag}(1, -1) \) denotes the helicity operator of electromagnetic wave. Eq. (19) can be rewritten in the following compact form

\[
\left[ \partial_s - i(l + \hat{\sigma})\tau \right]^2 - \frac{1}{4} \kappa^2 - \frac{1}{2} \kappa^2 \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) + k_s^2 \left( \frac{\bar{E}_{s}^{(\epsilon, l)}}{E_{s}^{(-, l)}} \right) = 0,
\]

(20)

where \( \sigma = \pm 1 \) denotes the helicity of electromagnetic wave. These two equivalent equations are the key results of the present paper and all the following analyses are based on them. It is worth pointing out that the effective Hamiltonian evolution equation in Ref. [21] can be derived from Eq. (20).

Interestingly, there are three additional terms induced by torsion and curvature in Eq. (20). The first term, \(-i(l + \sigma)\tau\) is equivalent to an effective gauge term, which will be discussed in Sec. IV. The torsion \( \tau \) plays the role of an effective gauge potential. As \( \tau \) is a function of \( s \), it is equivalent to a local gauge potential. For a constant, it becomes global. Analogous to the Aharonov-Bohm effect, \( \tau \) results in geometrical phases. Furthermore, \( \tau \) provides a way to control the spin and the vortex of electromagnetic wave due to the SAM-EOAM and IOAM-EOAM couplings \(-2\tau(l + \sigma)\partial_s\), and the SAM-IOAM coupling \(-2\tau^2l\sigma \). The second term \(-\kappa^2/4\) is a scalar potential that can be taken as a correction to the index \( n^2 \). The last term is induced by the curvature and multiplied by an off-diagonal matrix. As mentioned above, it results from the asymmetry between \( \vec{n} \) and \( \vec{B} \) caused by the bending of \( C \). Obviously, the off-diagonal matrix results in the helicity inversion.

III. GEOMETRY-INDUCED EFFECTS

In general, the wavelength of electromagnetic wave is much smaller than the size of the curved thin-tube, i.e.,

\[
k_s \gg \tau, \kappa.
\]

(21)

Therefore, we can define a dimensionless parameter as

\[
\Delta = \max\left( \frac{\lambda_s}{R_{oc}}, \frac{\lambda_s}{R_{oc}} \right),
\]

(22)

where \( \lambda_s = 2\pi/k_s \), \( R_{oc} = \kappa^{-1} \) and \( R_{oc} = \tau^{-1} \). As mentioned above, the gauge term in Eq. (20) induces the couplings between different angular momenta. The couplings can lead to various interesting phenomena. Especially, the SAM-EOAM and IOAM-EOAM couplings result in two mutual phenomena: the geometrical phase and spin and orbital Hall effects. The magnitudes of the two phenomena are of the orders of \( \Delta^0 \) and \( \Delta \) respectively. The geometrical phase are represented by

\[
\bar{E}_{s}^{(\epsilon, l)} \propto \exp \left[ i(l + \sigma)\gamma(s) \right],
\]

(23)

where \( \gamma(s) = \int_0^s \tau(s')ds' \). Eq. (23) indicates that the electromagnetic wave acquires a geometrical phase factor \([i(l + \sigma)\gamma(s)]\) after the propagation along a curve. This geometrical phase consists of two components, SAM-dependent and IOAM-dependent. The SAM-dependent one coincides with the well-known Berry phase in optics [20]. On the other hand, the spin and orbital Hall effects represent the SAM-dependent and IOAM-dependent corrections to the ray trajectory of electromagnetic wave [9, 17]. Similar to the spin Hall effect of light [22], the SAM-dependent and IOAM-dependent corrections are given by

\[
\delta \vec{r} = -\int \lambda(l + \sigma)\kappa ds \vec{B},
\]

(24)

where \( \Lambda = 1/k \). While the geometrical phase represents the influences of the curve on the SAM and IOAM of electromagnetic wave, the Hall effects show the effects of SAM and IOAM of electromagnetic wave on the ray trajectory.

Once the typical sizes of the curve are comparable to the wavelength scale, the \( \Delta^2 \)-order effect would become important. In Eq. (20), the \( \Delta^2 \)-order effect is described by \( \kappa^2 \). To highlight the curvature-induced effect, we consider a torsion-free curve (see Fig. 2). From Eq. (20), in terms of the linearly polarized basis, the field equations for \( \bar{E}_{s}^{n} (\bar{E}_{s}^{2}) \) and \( \bar{E}_{s}^{b} (\bar{E}_{s}^{3}) \) become

\[
\partial_s^2 \bar{E}_{s}^{n} + K_n^2 \bar{E}_{s}^{n} = 0,
\]

(25)

\[
\partial_s^2 \bar{E}_{s}^{b} + K_b^2 \bar{E}_{s}^{b} = 0,
\]

(26)

where \( K_n = \sqrt{k_s^2 - 3\kappa^2/4} \) and \( K_b = \sqrt{k_s^2 + \kappa^2/4} \). The difference between \( K_n \) and \( K_b \) shows that \( \bar{E}_{s}^{n} \) and \( \bar{E}_{s}^{b} \) have different propagations.

For simplicity, we further assume that the radius \( R \) of the planar curve is a constant, then we have the total arc-length \( L = R\theta \), the curvature \( \kappa = 1/R \) and \( s \in [0, L] \).
Therefore, analogous to the one dimensional scattering problem in quantum mechanics, the transmission coefficients for $E_{\sigma}^n$ and $E_{\sigma}^b$ can be easily obtained

$$T_n = \left\{ \begin{array}{ll}
\frac{1}{1 + \frac{1}{4} \left( \frac{k_s}{K_n} - \frac{k_s}{K_n} \right)^2 \sin^2(K_n L)}, & k_s^2 > \frac{3n^2}{4},
\frac{1}{1 + \frac{1}{4} \left( \frac{k_s}{K_n} + \frac{k_s}{K_n} \right)^2 \sin^2(K_n L)}, & k_s^2 < \frac{3n^2}{4},
\end{array} \right. \quad (27)$$

$$T_b = \frac{1}{1 + \frac{1}{4} \left( \frac{k_s}{K_b} - \frac{k_s}{K_b} \right)^2 \sin^2(K_b L)}, \quad (28)$$

where $K_n = iK_n$, $T_n$ and $T_b$ are the transmission coefficients for $E_{\sigma}^n$ and $E_{\sigma}^b$ respectively. Even for $R \sim 10\lambda_s$, $1 - T_n$ and $1 - T_b$ never exceed $10^{-8}$. The solutions for Eqs. (25) and (26) are

$$E_{\sigma}^n = \left\{ \begin{array}{ll}
A_n e^{iK_n s} + B_n e^{-iK_n s}, & k_s^2 > \frac{3n^2}{4},
A_n' e^{iK_n' s} + B_n' e^{-iK_n' s}, & k_s^2 < \frac{3n^2}{4},
\end{array} \right. \quad (29)$$

$$E_{\sigma}^b = A_b e^{iK_b s} + B_b e^{-iK_b s}, \quad (30)$$

with

$$A_n = \sqrt{\frac{T_n}{2}} \left( 1 + \frac{k_s}{K_n} \right) e^{i(k_s - K_n) L},$$

$$B_n = \sqrt{\frac{T_n}{2}} \left( 1 - \frac{k_s}{K_n} \right) e^{-i(k_s + K_n) L},$$

$$A_n' = \sqrt{\frac{T_n}{2}} \left( 1 + \frac{i k_s}{K_n} \right) e^{i(k_s + K'_n) L},$$

$$B_n' = \sqrt{\frac{T_n}{2}} \left( 1 - \frac{i k_s}{K_n} \right) e^{-i(k_s - K'_n) L},$$

$$A_b = \sqrt{\frac{T_b}{2}} \left( 1 + \frac{k_s}{K_b} \right) e^{i(k_s - K_b) L},$$

$$B_b = \sqrt{\frac{T_b}{2}} \left( 1 - \frac{k_s}{K_b} \right) e^{-i(k_s + K_b) L}. \quad (31)$$

Even for $R \sim 10\lambda_s$, the coefficients of the reflected waves, $B_n$ and $B_b$, never exceed $10^{-8}$. Therefore, the reflected waves can be safely neglected. In other words, $k^2$ can be neglected, that is $K_n \approx K_b \approx k_s$ being good approximations. Thus Eqs. (25) and (26) reduce to Helmholtz equations. The helicity of electromagnetic wave remains adiabatic invariant along the curve. When $k^2$ can not be neglected but is still smaller than $k_s^2$, the solutions Eqs. (29), (30) and (31) give the probability for a change from $\sigma = +$ to $\sigma = -$

$$P_{+-} = \sin^2(\frac{K_s^2 s}{4k_s}). \quad (32)$$

This result is in nice agreement with that given in Ref. [21]. Eq. (32) indicates that the period of the helicity inversion of electromagnetic wave is $8\pi^2 R^2 / \lambda_s$. In particular, when the total length of the curve is $L = 4\pi^2 R^2 (2m + 1) / \lambda_s$, $m = 0, 1, 2, ...$, the propagation along the curve can entirely converts a right-handed circularly polarized electromagnetic wave into a left-handed circularly polarized one. As an example, we consider the propagation through $N$ circles, the radius of each circle equals to $R$, then Eq. (32) becomes

$$P_{+-} = \sin^2(\frac{\lambda N}{4R}). \quad (33)$$

For $R = 10\lambda_s$, after the propagation through $N = 10$ circles, about 6.12% of the right-handed circularly polarized electromagnetic wave becomes left-handed circularly polarized.

IV. GAUGE ANALYSIS

All the above calculations are performed in a special thin-tube CS, in which the normal basis vectors are defined in the Frenet frame. In what follows, we thus name it as Frenet thin-tube CS. In this CS, the basis vectors are normal and binormal to $C$. Note that an adapted frame can be obtained by rotating the Frenet frame [36]. Therefore, the choice of normal basis vectors can not change the effective equation on the curve. In other words, the form of the effective equation depends on the symmetry of the normal part of the electric field. This can be displayed by the confinement boundary [37]. In the present paper, since we have assumed that the refractive index is constant and the normal boundary is circular, the gauge invariance of the effective equation is preserved after the thin-layer procedure.

To better understand the gauge structure of the effective equation on $C$, we need to work in a general thin-tube CS. In fact, the general thin-tube CS can be defined by an arbitrary smooth assignment of the two basis vectors of the normal plane, i.e., the position vector becomes

$$\vec{R}(s, q^2, q^3) = \vec{r}(s) + q^2 \vec{v}(s) + q^3 \vec{w}(s), \quad (34)$$

where $\{\vec{v}, \vec{w}\}$ are two orthonormal basis vectors of the normal plane. By applying the thin-layer procedure to Eq. (6), we obtain the effective equation in the general thin-tube CS, that is

$$\vec{E}'_s(\sigma, t) - \frac{1}{2} (\omega - i\sigma\omega_v)^2 \vec{E}'_{\sigma, t} = 0, \quad (35)$$

where the three angular velocities $\omega_1$, $\omega_2$, and $\omega_w$ are defined by

$$\omega_1 = \vec{w} \cdot \partial_s \vec{v} \quad \omega_2 = \vec{w} \cdot \partial_s \vec{\ell} \quad \omega_w = \vec{v} \cdot \partial_s \vec{\ell}. \quad (36)$$
Subsequently, $\partial\sigma$ between different angular momenta arise. Suppose the following form
\[
l, \text{ and the corresponding transformation for the field } \bar{E}_s^{(\sigma, l)} \text{ is}
\]
and the corresponding transformation for the field $\bar{E}_s^{(\sigma, l)}$ is
\[
E_s^{(\sigma, l)} \rightarrow e^{i(l+\sigma)\theta(s)}E_s^{(\sigma, l)}.
\]
Then one can easily verify the gauge invariance of Eq. (39) by substituting Eqs. (38) and (39) into Eq. (35).

It is worthwhile to point out that the gauge theory can be used to study the AMI of electromagnetic wave. For an electromagnetic wave propagating along a space curve, its wavevector is always in the tangent direction. The IOAM and SAM of electromagnetic wave are both defined in the plane normal to the curve. By limiting the scale size of the normal plane, the IOAM and SAM are mapped to the effective tangent dynamics. As we previously discussed, the local $SO(2)$ rotation of the normal plane should not changes the tangent dynamics. In this manner, each point on the curve associates with an independent internal $SO(2)$ group. For the electromagnetic wave with definite $l$ and $\sigma$, the electric field can take the following form
\[
\bar{E}(s, \rho, \phi; l, \sigma) = E(s, \rho, l, \sigma)e^{i\theta(s)}\hat{e}_{\sigma}.
\]
Under the local $SO(2)$ rotation Eq. (37), $E(s, \rho, l, \sigma)$ is transformed as
\[
E(s, \rho, l, \sigma) \rightarrow e^{i(l+\sigma)\theta(s)}E(s, \rho, l, \sigma).
\]
Subsequently, $\partial_s E(s, \rho, l, \sigma)$ is replaced by $\partial_s E(s, \rho, l, \sigma)$ and the connection $\omega_2$ play the roles of the coupling constant and gauge potential, respectively. As a result, the couplings between different angular momenta arise. Suppose the general form for $\omega_v$ and $\omega_w$ in the tangent equation is
\[
\begin{pmatrix}
  f(\omega_v, \omega_w) \\
  g(\omega_v, \omega_w)
\end{pmatrix}
\begin{pmatrix}
  E(s, \rho, l, +) \\
  E(s, \rho, l, -)
\end{pmatrix}.
\]
In light of the gauge invariance, the four functions should be transformed as
\[
\begin{align*}
  f(\omega_v, \omega_w) & \rightarrow f(\omega_v, \omega_w), \\
  g(\omega_v, \omega_w) & \rightarrow g(\omega_v, \omega_w), \\
  F(\omega_v, \omega_w) & \rightarrow e^{2i\theta(s)}F(\omega_v, \omega_w), \\
  G(\omega_v, \omega_w) & \rightarrow e^{-2i\theta(s)}G(\omega_v, \omega_w).
\end{align*}
\]
Therefore, the simplest form of $f(\omega_v, \omega_w)$ and $g(\omega_v, \omega_w)$ is possibly the “length” $(\omega_v^2 + \omega_w^2)$. Under the condition, $F(\omega_v, \omega_w) = G(\omega_v, \omega_w)$ must be
\[
\begin{align*}
  F(\omega_v, \omega_w) & \propto (\omega_v^2 - \omega_w^2), \\
  G(\omega_v, \omega_w) & \propto (\omega_v^2 + \omega_w^2).
\end{align*}
\]
As a consequence, the arbitrary assignment of the normal basis vectors implies a connection added to the gauge potential. Among the various adapted frames, the Frenet frame is a special one, in which the angular velocities (i.e., the torsion and curvature) describe the geometrical properties of the curve. Specifically, the torsion of the curve can not be eliminated via a local gauge transformation. In other words, the torsion provides a platform to show the gauge potential, which is measurable, physical. Therefore, an arbitrary gauge potential $\omega_t$ can be decomposed into two parts
\[
\omega_t = \tau + \omega_{\text{pure}},
\]
where $\tau$ stands for the gauge potential, $\omega_{\text{pure}}$ denotes the pure-gauge potential.

V. CONCLUSIONS

We first employed the thin-layer approach to study the electromagnetic wave constrained to a curve and obtained the effective equation Eq. (20). In contrast with the Schrödinger equation and the electromagnetic wave in scalar approximation, Eq. (20) contains both the IOAM-related and SAM-related terms, which result from the vector nature of the electromagnetic wave. These terms are induced by curvature and torsion, and they can lead to the geometrical phase, spin and orbital Hall effects, and the helicity-dependent vortices for the electromagnetic wave constrained to propagate along a space curve. Moreover, we found that the curvature-induced off-diagonal term can bring about the different evolutions for the electric fields that along normal and binormal directions, which results in the helicity inversion.

In addition, we examined the gauge invariance of the effective field equation, and demonstrated that the effective gauge term and off-diagonal term in the effective dynamics are inherent features, which are universal for electromagnetic wave. When electromagnetic wave propagates along a curve, the geometry of the curve provides a platform to manifest the gauge structure of the electromagnetic wave.
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