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SUMMARY In this paper, a new skin detection method using pixel color and image regional information, intended for objectionable image filtering is proposed. The method consists of three stages: skin detection, feature extraction and image classification. Skin detection is implemented in two steps. First, a Sinc function, fitted to skin color distribution in the Cb-Cr chrominance plane is used for detecting pixels with skin color properties. Next, to benefit regional information, based on the theory of color image reproduction, it’s shown that the scattering of skin pixels in the RGB color space can be approximated by an exponential function. This function is incorporated to extract the final accurate skin map of the image. As objectionable image features, new shape and direction features, along with area feature are extracted. Finally, a Multi-Layer Perceptron trained with the best set of input features is used for filtering images. Experimental results on a dataset of 1600 images illustrate that the regional method improves the pixel-based skin detection rate by 10%. The final classification result with 94.12% accuracy showed better results when compared to other methods.
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1. Introduction

Many internet users are potential victims of being exposed to unwanted pornographic content through SPAM E-mail or commercial pop-up pages. But the problem becomes more concerning when knowing that 25% of children who gain access to the internet have viewed such content [1]. Filtering such content is conducted in many countries of the world, but the level of filtering of course varies in different communities. Over-blocking of normal web pages as a result of misclassification is a big problem when filtering is applied and reducing the error rate is crucial [2].

Two approaches are incorporated in order to decide on the content of web pages. The first method, applied in European countries, uses black lists, updated manually based on human intelligence [3]. This method is not very efficient since it needs continuing human efforts to keep the list up to date. The second method, Dynamic filtering, can be incorporated to solve these objections, where information flow is checked for potential data that needs to be filtered. [4]. Dynamic filtering can be approached by incorporating textual and visual content of information flow. If textual features are used, a number of keywords are extracted from the web page, and if the frequency and plurality of the offending words exceed a certain threshold, that page is blocked [5]. When visual features are used, presence of human skin is the backbone for feature extraction and classification of images into normal and harmful pages [6].

To block objectionable images, [7] used a simple Bayesian classifier to detect skin regions in images. From these regions they extracted texture features by employing Daubechies wavelets and used them for classification by image retrieval techniques. In [8] a maximum entropy model was built to detect skin pixels. Local and global ellipses were fitted to skin regions and number of parameters calculated from the fitted ellipses served as the feature vector which was utilized for image classification. In [9] a learning-based chromatic-matching scheme was used for skin detection; area, shape, and location features were extracted and Adaboost classifier was used for decision making afterwards. In [10] HSV color space and MPEG-7 edge descriptors [11] were employed to extract features from skin regions and image retrieval technique was used to detect harmful images. In some objectionable image filtering systems, textual and visual features are combined together for image filtering [12]. The WebGaurd system incorporated Support Vector Machines to classify images based on textual and visual features.[13]. In [14], object’s contour-based features extracted for image recognition, along with continues text features were utilized for image filtering.

Accurate detection of skin regions is very important for objectionable image filtering, because it is employed in all filtering methods. Skin detection can be divided into two categories: pixel-based and regional-based skin detection [15]–[17]. Explicit rules, Bayes classifier, statistical models such as: Gaussian distribution and GMM and the Sinc function have been widely used for pixel-based skin detection [15], [18]–[20]. It has been shown that pixel-based methods are very fast, however, the accuracy of these methods is not very high [15], [20]. Low detection rate makes these methods unsuitable for objectionable image filtering, if they are solely used for skin detection.

Regional-based methods on the other hand incorporate different techniques such as: Gabor wavelets [21], Contourlets [22], histogram matching [23], and physics based approaches to extract regional features for skin detection [24], [25]. These methods require complex processing steps, which is not preferred for the application of objectionable image filtering. Because in practice, most images viewed in internet are normal images. Complex processing for all images increases the overall time spent to detect objectionable
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images.

Conventional pornographic image detection methods use pixel-based or regional-based skin detection method independently. As reviewed above, pixel-based skin detection is a very time efficient approach for finding a prior estimate of skin regions and regional-methods, although are not as fast as pixel-based methods, they are very efficient for finding skin regions with high accuracy.

To overcome these limitations, and also benefit from the advantages of both pixel-based and region-based methods, this paper proposes a new skin detection method that combines pixel-based and regional-based method together to improve the skin detection rate. In the first step, to find an initial estimate of skin pixels in the image, a 2D Sinc function was used to model the skin color distribution in the Cb-Cr chrominance plane. In the second step, physics of color reproduction was utilized to show that, the scattering of the skin pixels in the RGB color space can be approximated with an exponential function. Based on this illustration, the histogram of the initial skin pixels was approximated by an exponential function. The distance between each color value and the exponential function was used as the metric to detect the final skin region of the image.

The advantages of this method, apart from obtaining higher accuracy in each step of skin detection compared to conventional methods, is the ability to reduce much redundant processing by discarding many images with none-skin regions after first step of the skin detection. The final skin detection method is also reliant on the color information present in the image, not on the prior skin color distribution. This will help to reduce the false positive detection rate.

After skin detection, from the final skin mask, three types of features are extracted to describe the detected skin region: area, shape and direction (a total of 271 features). In the classification phase, ten different combinations of features were fed to ten MLPs, and based on the training results the best trained MLP was used for classification. For train and test purposes, 1600, images equally divided into two classes of normal and objectionable, were used.

The rest of the paper is organized as follows: Sect. 2 explains the two steps used for skin detection in detail. Section 3 describes features extracted for image classification. Experimental results are explained in Sect. 4, and the paper is concluded in Sect. 5.

2. Skin Detection

When visual features are used for objectionable image filtering, accurate detection of skin regions is the most critical step. Accurate skin detection, apart from excluding images that have false skin-like regions (regions that don’t belong to human skin but have a similar color), makes the features more effective in the classification phase.

Different steps of the proposed algorithm for objectionable image filtering are shown in Fig. 1. In the skin detection stage, after each step, images with small skin area are classified as normal images. By completing the second step skin detection, the skin map of the image is extracted. This mask is then used for feature extraction. The extracted features are then utilized to classify an image as normal or objectionable. The two steps used for skin detection are next explained in detail.

2.1 Pixel-Based Skin Detection

When pixel-based skin detection methods are incorporated, two points have to be considered: (1) the color space representing the skin color distribution and (2) the function that models this distribution. It has been shown that YCbCr is a better space when chrominance information is used for skin detection [15], [20]. Thus, this color space is used for pixel-based skin detection. We have shown that the Sinc function is more effective compared to statistical models. Thus, it was used in this paper to model the skin color distribution [20]. To use this function, it is required to find its parameters so that it fits to the skin color distribution in the Cb-Cr chrominance plane. The Sinc function raised to the power of a positive integer n, loses its oscillation and depending on n, the major envelope of the Sinc function changes its width. Figure 2 shows a 2D Sinc function for n=1, and n=5.

The 2D Sinc can be formulated as:

\[ f(Cb, Cr) = \text{sinc}(\sqrt{m_1(Cb - t_1)^2 + m_2(Cr - t_2)^2}) \]  (1)

To fit the Sinc function to the skin histogram, a surface
fitting process is required to minimize the cost function:

$$CF = \sum_{Cb=1}^{256} \sum_{Cr=1}^{256} (f(Cb,Cr) - h(Cb,Cr))^2 \quad (for \ h(Cb,Cr \neq 0)) \quad (2)$$

where $h(Cb,Cr)$ is the histogram of skin color distribution in the Cb-Cr plane. The optimization process tries to minimize the distance between the 2D Sinc function and the skin color distribution. Five variables defined in Eq. 2, represent with vector $X = [m_1, m_2, t_1, t_2, n]$, have to be found in the minimization process. The steepest descent method is a well-known algorithm for solving such minimization problems [26].

In an iterative process, the steepest descent method updates $X$ in the inverse direction of the gradient of the cost function. At each step $X$ is updated by:

$$X^{K+1} = X^K + \alpha s^K \quad (3)$$

where $\alpha$ shows the pace in each step, and $S = -\nabla f$ is in the inverse direction of the gradient of $CF$ with respect to $X$ in iteration $K$ and is denoted by:

$$\nabla f = \left[ \frac{\partial f}{\partial m_1} \frac{\partial f}{\partial m_2} \frac{\partial f}{\partial t_1} \frac{\partial f}{\partial t_2} \frac{\partial f}{\partial n} \right] \quad (4)$$

The iterative algorithm converges when $X^{K+1} - X^K < \epsilon ps$. Since $CF$ is raised to the power of two, the convergence to the global minimum is guaranteed. A proof of convergence for such functions is presented in [26].

After calculating the optimized coefficients of the Sinc function it can be used for skin detection. For an input chrominance pair $(Cb, Cr)$, $f(Cb, Cr)$ is calculated. This value is defined as the skin probability of $(Cb, Cr)$ and is denoted by $P_s$. If $P_s > P_y$ (a predefined threshold) then the pixel is classified as skin. To avoid calculation of $P_s$ for all the pixels in the image, a Look Up Table (LUT) which is filled with prior calculated $P_s$ is stored. Thus, for each pixel, $P_s$ is directly read from the LUT. By finding $P_s$ for all image pixels, the initial skin mask of the image is extracted. The images with high skin area are moved to the next step for regional-based skin detection. The images with none or small skin area are regarded as normal images and are not further processed.

### 2.2 Regional-Based Skin Detection

After pixel-based skin detection, a regional-based method is used to refine the results. In general, three errors might occur in the Pixel-based stage:

1. Non-skin regions are detected as skin.
2. The skin region is detected partly.
3. The existing skin region is not detected at all.

By combining the regional stage with the pixel-based stage, it is possible to increase the detection accuracy by correcting errors 1 and 2.

In order to explain the idea of the proposed regional method, the physics of color image reproduction is explained briefly. The Intensity measured by a camera sensor can be formulated as:

$$I(X_i) = \int E(\lambda, X_i)S(\lambda)d\lambda \quad (5)$$

where $I$ is the intensity measured by the sensor. $E$ is the irradiance of wavelength $\lambda$ falling onto an infinitesimal small patch on the sensor array located at position $X_i$. Irradiance is a measure of power per square meter area $W/m^2$, and $S(\lambda)$ is a vector of the sensor’s response time. Irradiance is directly proportional to the radiance given by the object being captured in a scene. Assuming a scaling factor one for simplicity, then one leads to $E(\lambda, X_i) = L(\lambda, X_i)$, where $L$ is the radius showing the amount of light radiated per unit area, per unit angle from the surface of an object.

Using this information, then Eq. 5 can be written as:

$$I(X_i) = \int E(\lambda, X_{obj})S(\lambda)d\lambda$$

where, $I$ is the integration of sensor response to the radiated light from the surface of an object at position $X_{obj}$ for all wavelengths. If reflectance models are used, then Bidirectional Reflectance Distribution Function (BRDF) assuming Lambertian surface, is a constant that shows the fraction of the incident light that is reflected for any given wavelength $\lambda$ [27]. This constant, reflectance, is denoted by $Rf(\lambda, X_{obj})$. Radiance given off by a surface is the product of the radiance given by the light source, reflectance and a scaling factor defined as the normal vector of surface and direction of the light source denoted by $Gf(X_{obj})$, i.e.:

$$L(\lambda, X_{obj}) = Rf(\lambda, X_{obj})L(\lambda)Gf(X_i) \quad (7)$$

which follows:

$$I(X_i) = \int Rf(\lambda, X_{obj})L(\lambda)Gf(X_{obj})S(\lambda)d\lambda$$

The sensor response can be approximated by delta function [28]; $S(\lambda) = (\lambda - \lambda_i)$; then:

$$I_i(X_i) = Rf(\lambda, X_{obj})L(\lambda_i)Gf(X_{obj})$$

where $I_i(X_i)$ is the intensity measure by sensor $i$ at position $X_i$ on the sensor array. From this equation it is evident that the illuminant only scales the response of the sensor. If the Gamma factor is assumed to be one, then the intensity values stored in the image $c = [c_r, c_g, c_b]$ would be obtained as:

$$c_i(x, y) = I_i(x, y) = Gf(x, y)Rf_i(x, y)L_i(x, y) \quad (10)$$

where object position $X_{obj}$ is imaged into image pixel $(x, y)$. If uniform lighting condition is considered Eq. 10 can be simplified into:

$$c_i(x, y) = Gf(x, y)Rf_i(x, y)L_i \quad (11)$$

By Eq. 11, measurements made by the sensor can be viewed as a linear transformation of the incident light.

If an object has the color $c_i$, represented by color vector
i ∈ [R, G, B], in the 3D RGB color space, then the color that represents point $X_{obj}$ on the object’s surface can be defined as the reflected light $L_r$ multiplied by $Gf(x, y)Rf_i(x, y)$:

$$c_{RGB} = Rf_i(x, y)Gf(x, y)L_r$$

(12)

Figure 3-a shows an image consisting of skin and a background that has skin-like color. For each region in the image, scattering of pixels in the 3D RGB space is also shown. As it can be seen, for all regions except skin, the corresponding pixels of other regions distribute along a line in the space that passes through the origin. Equation 12 can be used to explain the reason for this manner of distribution. For these regions the actual color of each object is only scaled by $Rf_i(x, y)Gf(x, y)$ therefore a straight line is formed in the space. In order to explain what has happened to skin, BRDF is revisited. The Irradiance at $X_{obj}$ can be more exactly defined as a result of two reflections, the surface reflectance $L_s$, and the body reflectance $L_b$; therefore Eq. 7 can be rewritten as:

$$L(\lambda, \theta) = L_s(\lambda, \theta) + L_b(\lambda, \theta)$$

(13)

Each component of (13) can be formulated as:

$$L(\lambda, X_{obj}, \theta) = Rf_i(\lambda, X_{obj})L_s(\lambda)Gf(X_{obj})\rho(\lambda)$$

(14)

where $\theta$ includes the viewing angle $e$, the phase angle $\varphi$, and the illumination direction angle $i$ (Fig. 4). $\rho$ is the material’s spectral surface or body reflectance. By Eqs. 9 and 13 it can be implied that the color of pixels for which $L_s \gg L_b$ resembles the color of the incident light. For pixels that $L_s \approx 0$ the color of those pixels shows only the color of the object multiplied by $Gf(x, y)$; therefore such pixels will distribute along a line that passes the origin of the color space (Since $Gf(x, y)$ and $Rf_i(x, y)$ are both scalars). If $L_s$ and $L_b$ are both present in pixels that belong to one object, pixels that show $L_b$ distribute along a straight line that passes through the origin of space, and object pixels that mostly resemble $L_s$ start to deviate from a straight line and bend towards the white point of the space (these are the specular regions of an object). Human skin has many convex and concave regions and also it’s found that skin has a $\rho_s$ of 5% [24]; therefore $L_s$ and $L_b$ are both present and skin color scatters in the space starting from the origin of the space and then bending towards the color of the illuminant.

In this paper, the explained scattering behavior of skin pixels is approximated by an exponential function:

$$f(x) = 1 - \exp^{ax+b}$$

(15)

where $a$ and $b$ are the parameters that control the shape of the exponential, and they depend on the color of a region and coefficient $\rho$ (for surface and body reflectance). Since the color Blue is not very significant in the skin color thus in this paper it is not considered and only Red and Green components are used. This will simplify the fitting process to finding an exponential on the 2D plane (rather than in a 3D space).

To find the approximated skin distribution, the skin color histogram on the Red-Green $(R - G)$ plane is found. If Green is then defined as a function of color Red in the R-G plane, the exponential that has to be fitted to the skin histogram can be written as:

$$R = 1 - \exp^{-(aG+b)}$$

(16)

and further simplified into:

$$\ln(R - 1) = -(aG + b)$$

(17)

Thus, the fitting process is simplified to a line fitting problem and can be calculated through maximum likelihood estimation [29]. Figure 5 shows steps computed to find the final skin region in an image.

An exponential is fitted to the pixels of each block that more than 50% of its pixels have been detected as skin. If the calculated $a$ and $b$ have values in the expected range, that block is considered as skin. By performing the block processing step, error 3 is corrected. In this step, for each block, if the parameters of the fitted exponential are not in the pre-defined range, that block is considered as non-skin.
results in decreasing the FPR. In this step pixels are classified according to their relative block. Thus a pixel cannot be classified as skin or non-skin independently; therefore this step is considered regional-based.

After block processing, many skin pixel are not detected because they are place in blocks with less skin pixels, or in blocks that are purely conditioned; therefore the values of the approximated exponential for their corresponding blocks does not classify them as skin. To detect such pixels, in a post-processing step, a final exponential is fitted to all those pixels that their corresponding blocks have been detected as skin (Block Gathering). Then if the distance of a pixel is smaller than a predefined threshold $T$, that pixel is classified as skin. The values for parameters $a$, $b$, and $T$ were found by testing them on 400 images in the objectionable image test set and it was found that for skin, $a$ is in an interval $[5.7, 6]$, $b$ is in $[-1.2, -1.4]$ and $T$ was set to 35. The final curve fitting step corrects error 2. Here, the calculated exponential curve shows how an individual skin region is distributed in the R-G space. Each pixel is classified as skin or non-skin based on its distance to the calculated exponential curve. In this step, the missed skin pixels in the pixel-based stage can be also recovered. This step improves the accuracy by increasing the TPR and also decreasing the FPR. In this step, parameters of the final curve is dependent on the information of all the skin blocks of the image, thus it uses regional properties of the image to detect the final skin mask.

An output sample after regional-based skin detection is shown in Fig. 6. In Fig. 6-b the result of pixel-based skin detection shows using only color information, many pixels are misclassified as skin. Figure 6-c shows the blocks that where found as skin regions in the image. In Fig. 6-d its shown how the information provided by the correctly detected skin blocks, helps to correctly classify the skin pixels in the image, while the non-skin pixels are correctly detected as non-skin pixels.

3. Feature Extraction

After detecting skin pixels in an image, the binary map of skin, $I_{bin}$, is extracted. From this map three different types of features are extracted: area, shape, and direction of skin. These features describe the skin map of the image.

3.1 Area Feature

Objectionable images mostly have high skin area and the skin area in an image can be used as a crisp threshold for filtering. To utilize the area feature, morphological operations are employed to find connected areas of the binary image and each connected area is labeled with a different number. From the labeled image the following features are extracted:

- $n$ : number of skin regions in the image.
- $S(n)$ : area of each skin region.
- $TSR = \sum S(n)/A$ : Total skin area to image area ratio.
- $LSR = S(n_{\text{max}})/A$ : Largest skin to image area ratio.

where $A$ is the number of rows in the image times the number of columns of $I_{bin}$. Area related features are stored in vector $FV_{area} = [n, TSR, LSR]$.

3.2 Direction Feature

To show the direction in which the skin map of the image has distributed along, direction feature is introduced. In this paper Principle Component Analysis (PCA) was used to find the directions for which the skin map has the most and the least direction along (Fig. 7). The covariance matrix of $I_{bin}$, is a $2 \times 2$ matrix and is obtained by:

$$
Cov = \frac{1}{k} \sum_{i=1}^{2} \sum_{j=1}^{2} (I_{bin} - \mu_i)^T (I_{bin} - \mu_j)
$$

where $k$ is a normalization constant and is equal to $\sum S(n)$. If $V$ and $E$ represent to Eigen vectors and Eigen values of matrix $Cov$ respectively, then $V$ gives a set of two vectors.
which show the most and least distribution directions (with respect to $E_{\text{max}}$ and $E_{\text{min}}$). From $V$ and $E$ the following features are extracted:

Most Distributed DIR: $\text{MaxDD} = V_{\text{max}}$.
Mean Distribution DIR: $\text{MinDD} = V_{\text{min}}$.
DIR of $V$ with respect to $X$ axis: $(DE_{\text{max}} X, DE_{\text{min}} X)$.
DIR of $V$ with respect to $Y$ axis: $(DE_{\text{max}} Y, DE_{\text{min}} Y)$.

Total direction features are stored in vector $F_{V_{\text{dir}}}$.

3.3 Shape Feature

To encode the data that relates to the shape of the skin area $I_{\text{bin}}$ is divided into 256 equal size blocks. The size of the blocks are determined with respect to the size of $I_{\text{bin}}$. Feature vector $F_{V_{\text{shape}}}$ with size $1 \times 256$ holds the information of all the blocks. If the $n$'th block holds more than 50% of pixels that belong to the skin class, then $F_{V_{\text{shape}}}(n) = 1$, otherwise $F_{V_{\text{shape}}}(n) = 0$. This feature is utilized to describe position, and compactness of the skin region.

The final feature vector has 275 elements placed in $F_{V_{\text{total}}} = [F_{V_{\text{area}}}, F_{V_{\text{direction}}}, F_{V_{\text{shape}}}].$

4. Experimental Results

To evaluate different steps of the proposed method, 1600 images were used and equally divided into two classes of normal and objectionable images. Each class was also divided into two equal numbers for train and test purposes. Since a standard database is not available for image filtering, some characteristics of our data set which can significantly affect the classification results are shown in Table 1. Presence of one or more person in an image makes a difference in regional-based skin detection. For example, when histogram matching is used, presence of more than one persons affects the resulted skin histogram, and this, in turn, could lead to wrong classification of skin. Many animals, due to their hair or skin color are often detected as skin, and they might be classified as objectionable. Many features encode shape, edge, and compactness of the skin region. If skin and regions with skin-like color are both present in an image, then the resulted feature vector might not correctly represent the true skin region. Sand has a very skin-like color and has a great impact on the filtering results. Further, all the skin images were chosen randomly and no special skin-color or illumination was considered in the data set, as it is common in the literature of skin detection (e.g., [9], [10], [12], [30]).

| Image type                     | Test | Train | Test | Train |
|--------------------------------|------|-------|------|-------|
| Objectionable images           | 400  | 400   | 0    | 0     |
| Normal images                  | 0    | 0     | 400  | 400   |
| One person in an image         | 19   | 31    | 19   | 25    |
| Multiple people                | 381  | 369   | 13   | 11    |
| True and False skin present    | 289  | 223   | 13   | 22    |
| Human present in image         | 400  | 400   | 31   | 37    |
| Animals present in image       | 0    | 0     | 51   | 42    |
| Nature scenes                  | 0    | 0     | 209  | 151   |
| Beach scenes                   | 100  | 112   | 16   | 11    |
| Other                          | 0    | 0     | 48   | 101   |

4.1 Result of Pixel-Based Skin Detection

Using all the images in the training dataset, the mixed distribution of all skin color pixels was obtained in the Cb-Cr chrominance plane. Figure 8-a shows the histogram of skin color pixels in Cb-Cr plane. The equivalent fitted Sinc function is also shown in Fig. 8-b. Based on the results of the training set, the threshold for classifying a pixel as skin was chosen at $P_\theta = 0.0112$. To achieve this threshold, the probability value, for which $\text{TPR}=95\%$ was chosen. Based on this threshold, skin regions in the test set were extracted. Figure 8-c shows the Receiver Operating Characteristics (ROC) curve for the training images. When $P_\theta = 0.0112$ was used, $\text{TPR}=93.2\%$ and $\text{FPR}=26.2\%$ were obtained on the test set (accuracy of 83.5%). To assess the accuracy of the proposed method, our result was compared with those of the Gaussian distribution and the elliptic model (Fig. 8-c). The ROC curves, clearly show the superiority of the proposed method.

4.2 Result of Regional-Based Skin Detection

By employing the regional-based skin detection step, it is expected that a large amount of false detected skin regions
Figure 9 shows the result of some correct and incorrect examples of skin detection. In the first two images, the pixel-based method was able to detect all of the skin pixels, however many non-skin pixels have also been detected as skin. As it can be seen, by employing the regional-based step, the non-skin pixels have been excluded from the skin mask and the correct skin region is obtained. In the third image, the pixel-based method and the regional method have failed to detect the skin pixels correctly, because the color pixels in this image show the same regional properties of human skin. The result of skin detection based on TPR and FPR for the training and the test dataset is shown in Table 2.

Table 2: Result of regional-based skin detection results.

|               | TPR% | FPR% | Acc.% |
|---------------|------|------|-------|
| Proposed method | 95.02 | 7.80 | 93.61 |
| [7]           | 91.00 | 28.30| 81.35 |
| [30]          | 92.70 | 10.06| 91.32 |

would be eliminated.

Figure 10 shows the result of skin detection using methods of [7] and [30] for images of Fig. 9. As it can be seen, the proposed method shows much better results in comparison to [7]. The presented method was also more effective than that of [30] for eliminating skin-like pixels from true skin pixels.

After applying the skin detection stage, it is possible to let many normal images with no skin or very small TSR pass the filter. To do so, a TSR is set after each step of skin detection and images with small TSR are rejected in later processing steps. The ROC curves for employing TSR and LSR after each step of skin detection are shown in Fig. 11.

Table 3: TSR and LSR thresholds for initial image filtering.

| TPR   | TSR (pixel-based) (%) | TNR (pixel-based) (%) | LSR (regional-based) (%) | TNR (regional-based) (%) | LSR (pixel-based) (%) | TNR (pixel-based) (%) |
|-------|-----------------------|-----------------------|--------------------------|--------------------------|-----------------------|-----------------------|
| 99%   | 26                    | 48.50                 | 8                        | 50.25                    | 4                     | 50.25                 |
| 98%   | 30                    | 51.25                 | 12                       | 57.00                    | 5.5                   | 54.20                 |
| 95%   | 37                    | 60.50                 | 20                       | 70.75                    | 15                    | 73.25                 |

Table 3 shows the True Negative detection Rate (TNR) for fixed TPRs. For each TRP, the corresponding threshold (TSR or LSR) was also calculated from Fig. 10 and shown in the table. It can be seen that for only 1% percent error on the objectionable image set, it is possible to let more than 45% of normal images pass the filter. The, LSR feature is not much more effective than TSR when used as a single threshold. Also, TNR is nearly the same for both pixel-based and regional-based skin detection methods (for TPR=90%); therefore, a threshold of TSR=26% was chosen after the pixel-based skin detection step. By using this threshold it is possible to avoid regional skin detection for about 25% of images in the data set; which in turn will reduce the overall computation time.

4.3 Classification of Images Using MLP

After applying TSR, $F_{V_{total}}$ was extracted for the remaining images. Three types of features were explained for filtering: area, direction, and shape. These features describe the skin mask of each image. MLP is a monolithic strong classifier and has been shown to be a very efficient classification tool [31]. In this paper, an MLP with one hidden layer
and one neuron as output was used for classification. In the learning process, 80% of the training images were used for training and the rest were used for validating the weights. The number of hidden neurons was changed from 1 to 35, in order to find the better number of hidden neurons. Area, shape, and direction features, along with their combinations were tested to find out which of them are more effective. The effect of discarding images with small skin area, as explained in the previous subsection was also investigated.

Figure 12 shows the Mean Square Error (MSE) after training the MLP with different hidden layers changing from 1 to 35. Ten MLPs were trained with different inputs as follow:

1. Shape features independently ($F_{V_{shape}}$).
2. Direction features independently ($F_{V_{dir}}$).
3. Area features independently ($F_{V_{area}}$).
4. Area and Shape features ($F_{V_{shape+area}}$).
5. Area, Shape, and Direction features ($F_{V_{total}}$).

where for five MLPs the $F_{V_{total}}$ was extracted without applying TSR after skin detection (case1), and for the other five, $F_{V_{total}}$ was extracted when TSR was applied after pixel-based skin detection (case 2).

As it can be seen in Fig. 12, in case 1, direction feature caused a high MSE compared to other combination of features. This is due to high skin FPR, as the original TSR was not applied after skin detection. In case 2, where TSR was applied, the direction feature for the remaining images show to be more effective. However, the MSE produced by $F_{V_{dir}}$ is still not acceptable. Shape feature in case 1 and 2 has a ver low MSE for different number of neurons. This shows that the proposed feature, which is also very easy and fast to compute, was very effective for classifying objectionable images. Also, when hidden neurons were set between 10 and 15 lower MSEs were obtained; therefore, MLP with 12 hidden neurons was chosen for classification on the test set.

![Fig. 12](image-url) MSE in the training process for 10 MLPs in case 1 and case 2.

ROC curves obtained from image classification on the test set are shown in Fig. 13. In case 1, where shape feature was used independently, better results were obtained, as expected. Whereas, in case 2, shape and area features showed better result. Also, Fig. 13 shows that when $F_{V_{total}}$ was used, classification rate was decreased due to the presence of ineffective $F_{V_{dir}}$.

It should be mentioned that in case 2, for the non-porn data set, only normal images that had high TSR were input to the MLP (207 out of 400 normal images in the test set). Thus, it might seem Case 1 has better results, but if the number of rejected images after using TSR were added to the results of case 2, the ROC curves would have shown better results. Based on overall inspection of the trained MLPs, four MLPs were used for classification of images in the test set: the MLPs trained in case1 and 2 using $F_{V_{shape}}$ and $F_{V_{shape+area}}$. Table 4 shows the final classification result on the test set.

| Case  | $F_{V_{shape+area}}$ | $F_{V_{shape}}$ | $F_{V_{total}}$ | $F_{V_{dir}}$ |
|-------|---------------------|----------------|----------------|-------------|
| TPR(%)| 92.75               | 92.25          | 90.25          | 94.75       |
| FPR(%)| 9.50                | 7.00           | 6.00           | 6.50        |
| Accuracy(%) | 91.60          | 92.60          | 92.12          | 94.12       |

In the literature of pornographic content detection, the works of [9] and [10] have specifically focused on visual features and detection of pornographic images. Both of
these methods use human skin as the region of interest and extract features to find out if the image contains inappropriate content. Since these methods are more analogous to the method presented in this paper, they were chosen for comparison of the results. Features used in these two methods are: Scalable Color Descriptors (SCD), Edge Oriented Histograms (EOH), Compactness Descriptors (CD), Location (LOC) and Shape feature. The number of histogram bins, whenever required, was set as stated in [9] and [10]. Figure 12-a and 12-b show the results of classification for each set of features of [9] and [10] separately.

Figure 14-a shows that the SCD feature was not very effective for adult image classification alone, because all the regions that were left for feature extraction had the same color properties. The CD that encodes the shape of the detected skin region showed more effective compared to other features of this figure. The result of classification using features of [9] was not significant, because only binary information were used for adult image classification (Fig. 14-b).

Figure 15 shows the final comparison of the results, tested in this paper. On the bases of the classification accuracy, the result of the proposed method was improved by 4.4% and 9% compared to Shih et al. [10] and [9] respectively.

5. Conclusions

In this paper, a new combinational method incorporating skin color pixel information and regional information was proposed for objectionable image filtering. For pixel-based skin detection, a 2D Sinc function was fitted to skin histogram, and by applying this model, skin pixels were detected with TPR=93.2% and FPR=26.2%. In the regional skin detection step, based on the distance between the exponential and the histogram of skin regions, the final skin mask was extracted with an accuracy of 93.61%. This step improved the accuracy of pixel-based skin detection by more than 10%. In comparison with the other regional methods, the proposed method was improve by more than 10% compared to the histogram matching method, and 2.31% compared to the adaptive skin detection method. In the classification phase, new shape and direction features along with area feature were extracted from each skin mask. By combining different features, ten MLPs were trained and based on MSE comparisons, it was found that the shape+area feature was more significant than the other features. The final results for objectionable image filtering showed that the accuracy of the proposed method (94.12% with only 6.5% FPR) was higher than that of the methods mentioned in this paper. The effectiveness of the proposed skin detection method and high detection accuracy makes the method significant for the application of objectionable image filtering.
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