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1. Introduction

Consider ASEP started in step initial data with one second class particle at the origin (see Figure 1). Specifically, at time $t = 0$, each site $j \leq -1$ is occupied with a first class particle, the site $j = 0$ is occupied by a second class particle, and all sites $j > 0$ are initially unoccupied and (for the definition of the dynamics which follows) will be considered infinite class. First and second class particles have left jump rate $L$ and right jump rate $R$ where we assume that $R > L \geq 0$ and $R - L = 1$. Jumps are subject to the rule that when a class $k$ particle tries to jump into a site with a class $k'$ particle, the particles switch places if and only if $k < k'$ (otherwise, they stay put). We denote this process by $\mathcal{A}_t = (\eta_t, X_t)$
where \( \eta_t \in \{0, 1\}^\mathbb{Z} \) are the occupation variables for the first class particles and \( X_t \) is the location of the second class particle (we require that \( \eta_t(X_t) = 0 \) so there is no first class particle at the site of the second class particle). Initially, \( \eta_0(j) = 1_{j<0} \) and \( X_0 = 0 \).

Our main result, which is the positive resolution of [AAV11, Conjecture 1.9], shows that in large \( t \), the trajectory of \( X(t) \) is almost surely linear with slope uniform on \([-1, 1]\). In other words, the second class particle chooses a random direction in the rarefaction fan uniformly and then proceeds asymptotically in that direction (see Figure 1).

**Theorem 1.1** (Conjecture 1.9 of [AAV11]). The limit velocity \( U := \lim_{t \to \infty} \frac{X_t}{t} \) of the second class particle \( X_t \) in \( \mathcal{A}_t \) exists almost surely and its law is uniform on \([-1, 1]\).

The distributional limit of \( \frac{X_t}{t} \) (which we recall below) was known to be uniform for \( L = 0 \) from [FK95], see equation (1.5). That was generalized to all \( L \) in [FGM09, Theorem 2.1]. A different proof of the distributional limit was given in [GSZ19, Theorem 1.1], based on color-position symmetries for multispecies ASEP discovered in [BW18] and [BB21].

**Proposition 1.2** ([FK95, FGM09, GSZ19]). For any \( \rho \in [0, 1] \),

\[
\lim_{t \to \infty} \mathbb{P}\left[\frac{X_t}{t} \leq 1 - 2\rho\right] = \rho.
\]

Thus, the proof of Theorem 1.3 reduces to the following almost sure limit for \( X_t/t \).

**Theorem 1.3.** The limit \( U := \lim_{t \to \infty} \frac{X_t}{t} \) exists almost surely.

Theorem 1.1 implies well-definedness of the ASEP speed process, confirming [AAV11, Conjecture 1.10]. Consider multispecies ASEP where initially at \( n \in \mathbb{Z} \), we start with a class \( n \) particle. Let the particles evolve as indicated above: each particle independently attempts to jump left and right with rates \( \tilde{L} \) and \( \tilde{R} \); those attempted jumps are achieved only if the destination is occupied with a higher class (hence lower priority) particle. For each \( n \in \mathbb{Z} \), the class \( n \) particle sees an initial condition which is equivalent to a translation of the initial condition considered in Theorem 1.1. Thus Theorem 1.1 applies for each particle, namely if we let \( X_t(n) \) denote the location of the particle that started in position
$n \in \mathbb{Z}$ at time $t \geq 0$, we have $(X_t(n) - n)/t$ converges almost surely to random variable $U(n)$ with distribution uniform on $[-1,1]$. Taking a union over all particles implies that this holds simultaneously for all particles. Let $\mu^{\text{ASEP}}$ denote the joint law of all $(U(n))_{n \in \mathbb{Z}}$.

**Corollary 1.4** (Conjecture 1.10 of [AAV11]). The ASEP speed process measure $\mu^{\text{ASEP}}$ is well defined and translation invariant with each $U(n)$ uniform on $[-1,1]$.

Having constructed this measure it is natural to investigate properties of it such as the joint distributions of various $U(n)$. We will not pursue this here, but we mention that [Mar20] establishes various results in this direction (for instance, related to the properties of “convos” of second class particles that move at the same limiting velocity) and [GSZ19] probes the distribution of $\min(U(1), \ldots, U(n))$ as a function of $n$.

In the remainder of this introduction we will discuss how our results fit with respect to previous work, and then describe the heuristics and proof ideas. The proof that we provide combines probabilistic ideas (i.e., couplings) with integrable tools (i.e., effective hydrodynamic bounds). The interplay of these two techniques allows us to prove a result that we do not know how to attain with either separately.

Second class particles have been extensively studied with varying perspectives and purposes. When such a particle is started at a shock, it tracks out a microscopic version of the evolution of the shock [Fer92, Rez95]; when it is started in stationary initial data, it follows the characteristic velocity [FF94, Rez91] and displays super-diffusive scaling around that related to the KPZ two-point distribution [PS02, FS06, BFS14, Agg18, QV07, BS10].

For step (sometimes called anti-shock) initial data, there is an entire rarefaction fan in the hydrodynamic equation and thus a continuum of characteristics velocities [Fer18]. The behavior of a second class particle started in such initial data (as we consider here) was first taken up in [FK95] in the case $L = 0$. As noted above Proposition 1.2, they showed the asymptotic uniformity of the location of the second class particle in the rarefaction fan. They also proved that for any $0 < s < t$ fixed, $\lim_{\varepsilon \to 0} (X_{s/\varepsilon} - X_{t/\varepsilon}) = 0$ in probability.

This convergence was strengthened a decade later in [MG05], which proved the almost sure limit for the velocity of a second class particle (i.e., the $L = 0$ case of Theorem 1.1); alternative proofs for the same result appeared in [FP05, FMP09]. The starting point for [MG05] is the coupling between $L = 0$ TASEP and exponential last passage percolation (LPP). The almost sure limit relied on Seppäläinen’s microscopic variational formula for TASEP [Sep99] along with some LPP concentration results. This relation to LPP is valuable and relates the second class particle to the competition interface [FP05]. TASEP gaps relate to a totally asymmetric zero range process, leading to an understanding of second class particles for that model [ABGM19, Gon14].

When $L > 0$, the LPP variational formula no longer holds. Thus, a new set of ideas is needed to establish Theorem 1.1. We will outline these below. The proof of Theorem 1.1 is given in Section 4, relying on all of the results developed in this paper.

**Understanding the results in terms of hydrodynamics.** The uniformity of $X_t/t$ on $[-1,1]$
is a microscopic manifestation of an observation about the hydrodynamic limit of ASEP. Recall that the evolution of the density $\rho$ of particles on macroscopic time and space scales in ASEP is governed by the weak entropy solution to the inviscid Burgers equation

$$\partial_t \rho(t, x) = \partial_x \left( \rho(t, x) (1 - \rho(t, x)) \right).$$

In particular, as $\varepsilon \to 0$, the density field for the occupation process at time $t/\varepsilon$ in location $x/\varepsilon$ should converge in a weak sense to the solution of this PDE (provided the initial data converges likewise). If we start with step initial data $\rho(0, x) = 1_{x \leq 0}$ versus shifted step-initial data $\rho(0, x) = 1_{x \leq -\delta}$, the difference of the solutions at time $t$ is a function that is essentially uniform with value $\delta / (2t)$ between $-t$ and $t$. By the basic coupling of ASEP (see Section 2), the shift in initial data can be interpreted as the addition of many second class particles to the left of the origin and the behavior of the hydrodynamic limit suggests the uniform distribution of the velocity of those particles. The proof of the uniform distribution in [FK95] uses the fact that ASEP reaches some form of local equilibrium. This means that if the local density is $\rho$, then the local distribution of particles should be given by Bernoulli product measure with parameter $\rho$. These measures are stationary for ASEP.

Assuming this local equilibrium behavior, we can start to understand why the second class particle maintains its velocity. Based on the hydrodynamic theory for step initial data, if $X_t / t = 1 - 2\rho$ for some $\rho \in (0, 1)$ then the density around $X_t$ will be roughly $\rho$ and assuming local equilibrium, the occupation variables for first class particles around $X_t$ will be close to i.i.d. Bernoulli with parameter $\rho$. In this equilibrium situation, $X_t$ jumps left at rate $R\rho$ if position $X_t - 1$ is occupied by a first class particle and rate $L(1 - \rho)$ if $X_t - 1$ has a hole; similarly $X_t$ jumps rate at rate $L\rho$ if position $X_t + 1$ is occupied by a first class particle and rate $R(1 - \rho)$ if $X_t + 1$ has a hole. Thus the expected instantaneous velocity of $X_t$ is $(R - L)(1 - 2\rho) = 1 - 2\rho$ and so in expectation $X_t$ continues to move along the characteristic velocity $1 - 2\rho$. This is not the same as showing an almost sure limiting velocity. For infinite i.i.d. Bernoulli $\rho$ initial data, [Fer92] showed exactly the latter.

Proof sketch Theorem 1.3 when $L = 0$ (TASEP). Though we are interested in the $L > 0$ case, it is useful to first focus on $L = 0$. The proof we describe here is different than [MG05] and does not rely on LPP. It also extends (using two additional ingredients) to $L > 0$. We start by explaining an overly optimistic approach to the proof and then explain how it can be modified to produce an actual proof.

For step initial data TASEP, at a large time $S$, we expect the density of particles will be approximated by the solution to the Burgers equation which linearly interpolates between density one to the left of $-S$ and density zero to the right of $S$ (see the rarefaction fan at the intermediate time in Figure 2). Assume for the moment that the occupation variables at time $S$ are independent Bernoulli with parameters given by this hydrodynamic profile, and also assume that $X_{S} = 0$ so it lies along a zero velocity characteristic. (If $X_{S}$ were along another characteristic, we would need to work in a moving reference frame.)

Under these assumptions, we can couple our time $S$ system to another TASEP where the Bernoulli parameter profile is augmented to the left of the origin (i.e., the location of
Fig 2: Left: The linear characteristic lines used to solve the inviscid Burgers equation from step initial data. At time $S$ the density is perturbed in the interval $(-\varepsilon S, 0)$ to match that of the left endpoint of the interval. The subsequent characteristics show how this perturbation evolves in time via the inviscid Burger equation. Right: The densities corresponding to the characteristics on the left. At time $S$ the profile (thin line) is augmented with the bold line to have density $(1 + \varepsilon)/2$ on the interval $(-\varepsilon S, 0)$. The time $2S$ profile is then shown (with dotted lines transcribing the time $S$ profile).

$X_S$) as in Figure 2. Under the basic coupling, this corresponds to adding extra second class particles to the left of $X_S$ to create the augmented profile. Importantly, these additional second class particles remain to the left of $X_t$ at all times $t > S$. This fails when $L > 0$.

Using the above observation, we see that in order to lower-bound the motion of $X_t$ for $t > S$, it suffices to control the locations of the extra second class particles. While it is hard to control individual particles, we know how to control lots of them by use of hydrodynamic limit theory. Consider adding in enough second class particles so as to make a macroscopic change in the density profile. For example, on the interval $(-\varepsilon S, 0)$ we can change the density to equal $(1 + \varepsilon)/2$, as depicted on the right of Figure 2. At time $2S$ (top of Figure 2) this perturbation will evolve as to only perturb the density on the interval $(-2\varepsilon S, 0)$.

This suggests that with high probability, of the $O(S)$ added second class particles, all but $o(S)$ of them will be to the right of $-2\varepsilon S$ and hence $X_{2S}$ will be to the right of $-2\varepsilon S$ as well. Since $\varepsilon$ was arbitrary this suggests that $X_t$ should maintain a velocity at least 0 (and by particle-hole symmetry, the opposite should follow too).

There are a number of issues above. The perturbation should really be on a spatial interval of size $o(S)$. This is because the above argument permits the velocity to drop by $\varepsilon$ on the time increment $S$ to $2S$, and if we repeat on doubling time intervals ($2S$ to $4S$, etc) the net drop may compound to become unbounded. This can be remedied by perturbing instead on an interval like $(-S^{1-\gamma}, 0)$ for some small $\gamma > 0$. Assuming our hydrodynamic results extend to this scale, we should be able to bound the total drop in $X_t$ at times of the form $S_n = 2^n S$ for $n = 0, 1, \ldots$. However, at intermediate times $X_t$ could wander in a manner that would prevent the velocity from having a limit. To remedy this, we instead consider a sequence of times that grows like $S_n = S\sqrt{n}$ (in fact, by choosing
\[ S_{n+1} = S_n + S_n / \log S_n. \] By a Poisson bound (from the basic coupling) the intermediate wandering of \( X_t \) does not change the velocity much compared to the \( S_n \) times.

Besides these modifications, there is still the issue of justifying the simplistic assumptions we made based on hydrodynamic theory considerations. This is done by making use of effective versions of hydrodynamic limit results that quantify with exponential decay how close the actual number of particles is to the hydrodynamic limit profile on spatial and fluctuation scales that are \( o(S) \). For example, for step initial data if we look at the number of particles at time \( S \) in an interval \([X, Y]\) with \(-S < X < Y < S\), we expect that it will be approximately \( S \) times the integral from \( X/S \) to \( Y/S \) of the hydrodynamic profile function \((1 - z)/2\). An effective hydrodynamic concentration inequality would say that for some \( \alpha \in (0, 1) \) the probability that the deviation of this number of particles around what we expect it to be will exceed \( sS^\alpha \) is bounded above by \( c^{-1}e^{-cs} \) for some \( c > 0 \). (The optimal \( \alpha \) should be \( 1/3 \) and the decay should actually be faster than \( e^{-cs} \) for any \( c > 0 \), though we do not need or pursue this.) We also make use of similar bounds for other types of initial data such as the perturbed one, though these can be deduced from bounds for the class of step-Bernoulli initial data via coupling arguments. We use the exponential decay in these bounds when taking union bounds to control the hydrodynamic comparison at each \( S_n \).

The step initial data effective hydrodynamic result is present in the literature. We quote [BSS14, Theorem 13.2] and [FN15, Proposition 4.1 and Proposition 4.2] (see Lemma B.3 below) for this result. In fact, [BSS14] essentially relies on [BFS14] which uses Fredholm determinant asymptotics as well as Widom’s trick to establish the lower and upper tail bounds respectively. In general for determinantal models like TASEP, one tail often follows directly from showing decay of the kernel of the Fredholm determinant while the other is typically more complicated to demonstrate and requires tools like Widom’s trick or Riemann-Hilbert problems [BDMMZ01].

**Proving Theorem 1.3 when \( L > 0 \) (ASEP).** It is easy to see (e.g. considering a two-particle system) that the presence of additional second class particles to the left of \( X_t \) may affect its motion and hence the simple coupling used above for TASEP fails. In its place, we make use of a more sophisticated coupling that was introduced in [Rez95, Section 4] (see Proposition 2.4 below). It says that for \( t > S \), \( X_t \) can be stochastically lower bounded by the motion of a random second class particle uniformly chosen among those added to the left of \( X_t \) at time \( t = S \). This enables us to implement for ASEP a similar sort of hydrodynamic argument as given above for TASEP.

In addition to the above coupling, we also need to develop effective hydrodynamic concentration inequalities for ASEP. Due to reduction and coupling arguments, it suffices for us to demonstrate these in the case of step Bernoulli initial data. Distributional limit theorems for step initial data ASEP go back to [TW09b] and for step Bernoulli initial data to [TW09a] where the one-point distribution of the height function (which captures the integrated occupation variables) was analyzed directly.

In [BCS14] it was realized that the ASEP height function \( q \)-Laplace transform admits a
simpler form as a Fredholm determinant. The \( q \)-Laplace transform asymptotically captures the tails of the probability distribution. Our effective hydrodynamic results require both upper and lower tail control. As is typical in such formulas, one tail (typically called the upper tail) is readily accessible from the Fredholm determinant formula via decay of the kernel therein (see also [DZ21] which derives the corresponding large deviation principle for this tail). The other (lower) tail requires a different type of argument. As mentioned earlier, in determinantal models, this is sometimes achieved via Widom’s trick or Riemann-Hilbert problems, and in related random matrix theory contexts, other tools like electrostatic variational problems or tridiagonal matrices can be used for such bounds.

The first instance of a positive temperature model for which the lower tail was bounded in a manner adapted to KPZ scaling was the KPZ equation. This was achieved in [CG20] using a remarkable rewriting in [BG16] of the KPZ Laplace transform Fredholm determinant formula proved in [ACQ11]. Through this formula the Laplace transform for the KPZ equation was matched to a certain multiplicative functional of the determinantal Airy point process. From this, [CG20] derived tail bounds by controlling the behavior of the Airy points (something achievable through existing techniques).

There is a similar identity from [BO17] which relates the \( q \)-Laplace transform for ASEP to the expectation of a multiplicative functional of a certain discrete Laguerre determinantal point process (see also [Bor18] which proves a more general result higher in the hierarchy of stochastic vertex models). From this identity is should be possible to extract fairly tight lower tail bounds. However, we do not need to use the full strength of this identity. In fact, the behavior of this multiplicative functional can be upper bounded by the behavior of its lowest particle, which ends up being equal to the TASEP height function. Thus, through this identity we can deduce the ASEP tail from existing knowledge of that of TASEP.

Outline. Section 2 contains the definition of the basic coupling as well as key consequences such as attractivity (Lemma 2.2), finite speed of propagation (Lemma 2.5) and monotonicity (Lemma 2.6). We also recall as Proposition 2.4 the coupling from [Rez95], the proof of which is provided in Section A for completeness. Section 3 contains our effective hydrodynamic concentration estimates that mainly stem from Proposition 3.4 – these include Corollary 3.5 and Proposition 3.7. Proposition 3.4 is proved in Appendix B and C.

Section 4 contains the proof of our main result, Theorem 1.3 (which combined with Proposition 1.2 implies Theorem 1.1 immediately). Proposition 4.1 gives the main technical result that controls the motion of the second class particle between two times. This result translates into Corollary 4.2 and then into Theorem 1.3. Section 5 proves Proposition 4.1 by setting up a coupling as outlined in the proof sketch above and then showing (as Proposition 5.4) that most of the additional second class particles move at a speed close to that of the characteristic. Section 6 proves Proposition 5.4 by utilizing the effective hydrodynamic concentration estimates from Section 3.

Notation. We fix \( R > L \geq 0 \) with \( R - L = 1 \). Unless specified otherwise we assume all constants and parameters are real valued, with the exception of indices which are obvi-
ously integer valued. When we introduce constants (the value of which may change despite using the same symbol), we will generally specify upon which parameters they depend by writing $c = c(\cdots)$ with the dependence inside the parentheses. We do not attempt to track constants through the paper or optimize our estimates (e.g. in concentration inequalities) beyond what is needed to reach our main result. We will typically use the sanserif font $\mathbb{E}$ for events and write $\mathbb{E}^c$ for complement of $\mathbb{E}$ and $1_\mathbb{E}$ for indicator function which is 1 on the event $\mathbb{E}$ and 0 otherwise. We typically use $\eta, \zeta, \xi$ to denote elements of $\{0,1\}\mathbb{Z}$, i.e., occupation variables. We will use bold-faced letters such as $\eta, X$ to denote random variables. For real $x \leq y$ define $[x, y] := \lfloor x \rfloor, \lceil y \rceil \cap \mathbb{Z}$; if $x > y$ define $[x, y] = \emptyset$, the empty set.
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2. Couplings

The (single class) ASEP can be described as a Markov process on occupation variables or ordered particle location variables. The occupation process $\eta_t = (\eta_t(j))_{j \in \mathbb{Z}} \in \{0,1\}\mathbb{Z}$ has infinitesimal generator $\mathcal{L}$ which acts on local functions $f(\eta)$ as

$$\mathcal{L}f(\eta) = \sum_{j \in \mathbb{Z}} (R \cdot \eta(j)(1 - \eta(j + 1)) + L \cdot \eta(j + 1)(1 - \eta(j))) \left( f(\eta^{j,j+1}) - f(\eta) \right)$$

where $\eta^{j,j+1}$ switches the value of $\eta(j)$ and $\eta(j + 1)$ (so $\eta^{i,j+1}(i) = \eta(i)$ for $i \neq j, j + 1$, $\eta^{j,j+1}(j) = \eta(j+1)$ and $\eta^{j,j+1}(j+1) = \eta(j)$). In words, particles jump left and rate according to independent exponential clocks of rates $L$ and $R$, provided that the destination site is unoccupied. The sites $j$ where $\eta_t(j) = 1$ are said to be occupied by particles, and otherwise (when $\eta_t(j) = 0$) by holes. As mentioned previously, we will always assume that $R > L \geq 0$ so that there is a net drift to the right.

Remark 2.1. Observe that the ASEP is preserved under interchanging particles and holes, and by reversing all jump directions. Stated alternatively, suppose that $\eta_t$ is an ASEP with left jump rate $L$ and right jump rate $R$; then, the process $\tilde{\eta}_t$ defined by setting $\tilde{\eta}_t(j) = 1 - \eta_t(-j)$ for all $j \in \mathbb{Z}$ is also an ASEP with left jump rate $L$ and right jump rate $R$. This is sometimes referred to as particle-hole symmetry.
The basic coupling provides a single probability space upon which the evolution for all initial data for ASEP can simultaneously be defined (see [Lig05, VIII.2]). Moreover, that coupling enjoys the properties of being attractive and monotone (these are recorded below), and hence allows us to define second (and more general) class particles. This construction is easily seen to match with the dynamics explained in the introduction.

The basic coupling comes from the graphical construction of ASEP which we now recall (see also Figure 3). To every site $j \in \mathbb{Z}$ we associate two Poisson point processes on $[0, \infty)$, one which has rate $L$ and one which has rate $R$. Call the rate $L$ process the left arrows and the rate $R$ process the right arrows. All of these (between sites and at the same site) will be independent. Above every site $j \in \mathbb{Z}$ we draw a vertical line representing time and draw left and right arrows out of $j$ at heights corresponding to the points in the left and right arrow point processes just defined. For any initial data $\eta_0$, we define the time evolution $\eta_t$ in the following manner. Particles initially occupy sites $j$ where $\eta_0(j) = 1$ and remain in place until they encounter an arrow out of their site. At that time, they follow the arrow, provided that the destination site is unoccupied; otherwise, they remain in their site until the next arrow. The basic coupling can also be defined directly in terms of the generator of dynamics on multiple choices of initial data – see Section A for such generators.

**Lemma 2.2** (Attractivity). Let $\eta_t$ and $\zeta_t$ denote two versions of ASEP with the same jump rates and with initial data such that $\eta_0(j) \leq \zeta_0(j)$ for each $j \in \mathbb{Z}$. Then, under the basic coupling, almost surely $\eta_t(j) \leq \zeta_t(j)$ for all $j \in \mathbb{Z}$ and $t \geq 0$.

Attractivity allows us to define the first and second class particle process $(\eta_t, \alpha_t)$ by the relation $\zeta_t = \eta_t + \alpha_t$ (see Figure 4). By attractivity, $\alpha_t \in \{0, 1\}^\mathbb{Z}$, and hence can be thought of as occupation variables for second class particles. We write $\mathbb{P}^{\eta_0, \alpha_0}$ for the probability measure associated to the $(\eta_t, \alpha_t)$ process with initial data $(\eta_0, \alpha_0)$. When there is a single second class particle (our particular interest), i.e., $\sum_{i \in \mathbb{Z}} \alpha_0(i) = 1$, we denote its location at time $t$ by $X_t$ (so that $\alpha_t(X_t) = 1$ and $\alpha_t(j) = 0$ for all other $j$) and write $\mathbb{P}^{\eta_0, X_0}$ for the probability measure associated to the $(\eta_t, X_t)$ process with initial data $(\eta_0, X_0)$.

**Remark 2.3.** The particle-hole symmetry noted in Remark 2.1 extends to two-species ASEP.
Fig 4: Top: ASEP with first class particles (black bullets) and one second class particle (open disk). Bottom: ASEP with four additional second class particles added to the left of the top figure’s second class particle. Proposition 2.4 shows that we can couple the two versions of ASEP so the top second class particle stays to the right of a uniformly randomly chosen particle among the second class particles in the bottom figure.

In particle if we reverse all jump directions and swap first class particles and holes, and keep second class particles as is, then the two-species ASEP is preserved. Stated alternatively, suppose that \((\eta_t, \alpha_t)\) records the first and second class particle occupation variables, then 
\[
\bar{\eta}_t(j) = 1 - \eta_t(-j) \quad \text{and} \quad \bar{\alpha}_t(j) = \alpha_t(-j)
\]
for all \(j \in \mathbb{Z}\) is also a two-species ASEP with left jump rate \(L\) and right jump rate \(R\).

For \(x \in \mathbb{Z}\), \(\eta_0 \in \{0, 1\}^\mathbb{Z}\) and \(N \in \mathbb{Z}_{\geq 1}\), let \(A^L(x, \eta_0, N)\) denote the set of \(\alpha_0 \in \{0, 1\}^\mathbb{Z}\) such that \(\sum_{j \in \mathbb{Z}} \alpha_0(j) = N\), \(\eta_0 + \alpha_0 \in \{0, 1\}^\mathbb{Z}\), \(\alpha_0(x) = 1\), and \(\alpha_0(w) = 1\) only if \(w \leq x\) (note that the “only if” is not “if and only if”). In words, this means that we start with \(N\) second class particles relative to the first class particles at \(\eta_0\), with the rightmost one at site \(x\). Associate to \(\alpha_0 \in A^L(x, \eta_0, N)\) its ordered particle vector \(Z_0 = (Z_0(1) > \cdots > Z_0(N))\) so that \(\alpha(w) = 1\) if and only if \(w \in \{Z(1), \ldots, Z(N)\}\). Let \(Z_t = (Z_t(1) > \cdots > Z_t(N))\) be the ordered locations at time \(t\) of \(\alpha_t\).

The following result can be extracted from [Rez95, Section 4] (we provide a proof of it in Appendix A for completeness). It says that to control the location of a single second class particle, we can introduce several second class particles to the left and control the location of a typical (uniformly chosen) one of those (see the caption of Figure 4).

**Proposition 2.4.** For any \(y \in \mathbb{Z}\), \(X_0 \in \mathbb{Z}\) and \(\eta_0 \in \{0, 1\}^\mathbb{Z}\) with \(\eta_0(X_0) = 0\), and for any \(N \in \mathbb{Z}_{\geq 1}\) and \(\alpha_0 \in A^L(X_0, \eta_0, N)\),

\[
P_{\eta_0, X_0}[X_t \leq y] \leq \frac{1}{N} \sum_{j=1}^N P_{\eta_0, \alpha_0}[Z_t(j) \leq y].
\]  

Another consequence of the graphical construction is ASEP’s finite speed of propagation.

**Lemma 2.5.** Let \(U \leq V\), \(T \geq 0\), and \(\xi\) and \(\zeta\) be two versions of ASEP (each with left and right jump rates \(L\) and \(R\), respectively). If \(\xi_0(j) = \zeta_0(j)\) for each \(j \in [U, V]\), then under the basic coupling we have that \(\xi_t(j) = \zeta_t(j)\) for each \(j \in [U + 4RT, V - 4RT]\) and \(t \in [0, T]\), off of an event of probability at most \(4e^{-T/3}\).

**Proof.** This follows from large deviation bounds on the sum of exponential random variables which control how particles from outside an interval can effect the behavior far inside it. \(\square\)
The final general result we give from coupling is monotonicity. It deals with the integrated occupation variables, i.e., sometimes called the height function or current. Let $\xi_t$ denote ASEP and identify the ordered particle locations by $\cdots < Y_t(1) < Y_t(0) < Y_t(-1) < \cdots$, where the indexing is such that initially $Y_0(0) \leq 0 < Y_0(-1)$ (subsequently, the $Y_t(j)$ track these indexed particles as they jump). For any $x \in \mathbb{Z}$, we define

$$
\mathbf{h}_t(x; \xi) = \sum_{i \in \mathbb{Z}} (1_{Y_0(i) \leq 0} 1_{Y_t(i) > x} - 1_{Y_0(i) > 0} 1_{Y_t(i) \leq x})
$$

(2.2)

and extend $\mathbf{h}_t(x; \xi)$ to a continuous function in $x$ by linear interpolation. For $x, y \in \mathbb{Z}$,

$$
\mathbf{h}_t([x, y]; \xi) := \mathbf{h}_t(x; \xi) - \mathbf{h}_t(y; \xi) = \sum_{i = x+1}^{y} \xi_t(i)
$$

(2.3)

from which it is clear that for $j \in \mathbb{Z}$,

$$
\xi_t(j) = \mathbf{h}_t(j - 1; \xi) - \mathbf{h}_t(j; \xi).
$$

(2.4)

In particular, if $t = 0$ we will use the short-hand $\mathbf{h}(x; \xi) = \mathbf{h}_0(x; \xi)$ and have that

$$
\mathbf{h}(x; \xi) = \mathbf{h}_0(x; \xi) = \begin{cases} 
- \sum_{i = 1}^{x} \xi_0(i) & \text{if } x \geq 1, \\
0 & \text{if } x = 0, \\
\sum_{i = x+1}^{1} \xi_0(i) & \text{if } x \leq -1.
\end{cases}
$$

(2.5)

At most one of the two summands on the right side of (2.2) is nonzero. Observe that $\mathbf{h}_t(x; \xi)$ has the following combinatorial interpretation: Color all particles initially to the right of 0 red, and all particles initially at or to the left of 0 blue. Then, $\mathbf{h}_t(x; \xi)$ denotes the number of red particles at or to the left of $x$ at time $t$ subtracted from the number of blue particles to the right of $x$ at time $t$.

The following shows that if we start with two height functions that are coupled so that they are either ordered pointwise (up to a vertical shift by some $H$) or close to each other (within $K$), then this property persists under the basic coupling. In the first statement, the shift by $H$ may be necessary since our height functions are zeroed out to satisfy $\mathbf{h}_0(0; \xi) = 0$; observe that the second statement of the below lemma follows from the first.

**Lemma 2.6 (Monotonicity).** Let $\xi_t$ and $\zeta_t$ be two ASEP with the same jump rates.

1. If for some $H \in \mathbb{Z}$ we have $\mathbf{h}_0(x; \xi) + H \geq \mathbf{h}_0(x; \zeta)$ for each $x \in \mathbb{Z}$, then under the basic coupling we almost surely have $\mathbf{h}_0(x; \xi) + H \geq \mathbf{h}_0(x; \zeta)$ for all $x \in \mathbb{Z}$ and $t \geq 0$.

2. If for some $K \in \mathbb{Z}$ we have $|\mathbf{h}_0(x; \xi) - \mathbf{h}_0(x; \zeta)| \leq K$ for each $x \in \mathbb{Z}$, then under the basic coupling we almost surely have $|\mathbf{h}_t(x; \xi) - \mathbf{h}_t(x; \zeta)| \leq K$ for all $x \in \mathbb{Z}$ and $t \geq 0$. 
Fig 5: Two height functions are depicted. The grey one is determined by the values of $\zeta_0$ while the black one is determined by the values of $\xi_0$. If the later is shifted by $H$ it point-wise exceeds the former. Provided this occurs at time 0, Lemma 2.6 shows that this property persists for all time.

3. Some effective hydrodynamics concentration estimates

This section establishes uniform estimates that upper bound the maximal deviations that ASEP height functions can have from their hydrodynamic limits. The key to establishing these concentration bounds is an understanding of the fluctuations under the stationary measure (which just boils down to bounds on sums of i.i.d. Bernoulli random variables) and under step-Bernoulli initial data. This later result is contained in Proposition 3.4 and proved later in Section B. These are put together using attractivity of the basic coupling.

We begin with the following definition describing random particle configurations distributed according to a product measure. Such configurations will often serve as initial data for the versions of ASEP we consider. Throughout, all versions of ASEP will have the same left jump rate $L$ and right jump rate $R$, for $R > L \geq 0$ with $R - L = 1$.

**Definition 3.1.** Fix a finite interval $I = \llbracket A, B \rrbracket$ with integer endpoints $A < B$, as well as a function $\varphi : \mathbb{R} \to [0, 1]$. We say that a particle configuration $\eta = (\eta(x))$ is $\varphi$-distributed on $I$ if its coordinates $\{\eta(x)\}$ are all mutually independent and

$$P[\eta(A + x) = 1] = \varphi\left(\frac{x}{B - A}\right), \quad \text{for each } x \in \mathbb{Z}.\$$

We say that $\eta$ is $\varphi$-distributed on $\mathbb{Z}$ if its coordinates $\eta(x)$ are mutually independent and

$$P[\eta(x) = 1] = \varphi(x), \quad \text{for each } x \in \mathbb{Z}.\$$

These two notations are somewhat at odds since the former (involving finite $I$) involves rescaling while the latter does not. We hope the reader will excuse us for this.

When using Definition 3.1, we will often (although not always, for instance, see the formulation of the lemma below) take $I = \llbracket -K, K \rrbracket$ for some integer $K \geq 1$ and $\varphi$ to be some piecewise linear function which takes value zero outside the interval $[0, 1]$. This will guarantee that $\eta$ only has particles on $\llbracket -K, K \rrbracket$.

The following is a concentration inequality for $\varphi$-distributed particle configurations.
Lemma 3.2. Adopt the notation of Definition 3.1 and assume that $I = \mathbb{Z}$. For any $s \in \mathbb{R}_{\geq 1}$ and $X, Y \in \mathbb{Z}$, we have

$$\mathbb{P} \left[ \left| h(X; \eta) - h(Y; \eta) - \sum_{j=X}^{Y} \varphi(j) \right| \geq s|Y - X|^{1/2} \right] \leq 2e^{-s^2}. \quad (3.1)$$

Now consider the case where $I = [A, B]$ is finite and $\varphi(x) \equiv 0$ for all $x \notin [0, 1]$. Then,

$$\mathbb{P} \left[ \max_{X \leq Y, X, Y \in \mathbb{Z}} \left| h(X; \eta) - h(Y; \eta) - \sum_{j=X}^{Y} \varphi\left( \frac{j-A}{B-A} \right) \right| \geq s(B-A)^{1/2} \right] \leq 2(B - A + 1)^2 e^{-s^2}. \quad (3.2)$$

Proof. Observe that (3.1) followed immediately from Hoeffding’s inequality and the fact that $\eta$ is $\varphi$-distributed. Next, assume that $I = [A, B]$ is a finite interval and that $\varphi$ is supported on $[0, 1]$. Using the fact that for $X, Y \in I$, we have $|Y - X| \leq B - A$, Hoeffding’s inequality and a union bound yields

$$\mathbb{P} \left[ \max_{X \leq Y, X, Y \in [A, B]} \left| h(X; \eta) - h(Y; \eta) - \sum_{j=X}^{Y} \varphi\left( \frac{j-A}{B-A} \right) \right| \geq s(B-A)^{1/2} \right] \leq 2(B - A + 1)^2 e^{-s^2}.$$  

The bound (3.2) follows from combining the above with the fact that since $\varphi$ is supported on $[0, 1]$ we have for $X < A$ and $Y > B$ that $h(A; \eta) - h(X; \eta) = 0 = h(B; \eta) - h(Y; \eta).$ \hfill $\Box$

We now specify two choices we will commonly take for $\varphi$ from Definition 3.1.

Definition 3.3. Fix real numbers $0 \leq \lambda \leq \rho \leq 1$. Define the piecewise constant function $\Xi^{(\rho; \lambda)} : \mathbb{R} \rightarrow [\rho, \lambda]$ and the piecewise linear function $\Upsilon^{(\rho; \lambda)} : \mathbb{R} \rightarrow \mathbb{R}$ by setting

$$\Xi^{(\rho; \lambda)}(z) = \begin{cases} \rho & \text{if } z \leq 0, \\ \lambda & \text{if } z > 0, \end{cases} \quad \Upsilon^{(\rho; \lambda)}(z) = \begin{cases} \rho & \text{if } z \leq 1 - 2\rho, \\ (1 - z)/2 & \text{if } 1 - 2\rho \leq z \leq 1 - 2\lambda, \\ \lambda & \text{if } z \geq 0. \end{cases}$$

We say that an ASEP $\eta_t$ has $(\rho; \lambda)$-Bernoulli initial data if $\eta_0$ is $\Xi^{(\rho; \lambda)}$-distributed on $\mathbb{Z}$. Observe in particular that $(1; 0)$-Bernoulli initial data is equivalent to step initial data, and that $(\rho; \rho)$-Bernoulli initial data is stationary for the ASEP; we call the latter $\rho$-stationary initial data. The $\Upsilon^{(\rho; \lambda)}$-distributed initial data is meant to model the profile that one gets after running $\Xi^{(\rho; \lambda)}$-distributed initial data for a long time (with a linear interpolating rarefaction fan from density $\rho$ to density $\lambda$). The assumption $\lambda \leq \rho$ ensures that the hydrodynamic limit does not have shocks.

The following is a key concentration estimate $(\rho; 0)$-step Bernoulli initial data ASEP. This estimate is not optimal, either in the error bound $T^{2/3}$ or in the probability decay
$e^{-cs}$. (In the case of step initial data, we believe that the $T^{1/3}$ scale is optimal, but the decay is not.) Note that for our purposes, it is sufficient that we have a bound of the form $T^\alpha$ for some $\alpha < 1$. A proof of this result is given in Section B.

**Proposition 3.4.** For any $\varepsilon > 0$, there exists $c = c(\varepsilon) > 0$ such that the following holds. Let $\rho \in [\varepsilon, 1]$ and $\eta$ be $(\rho; 0)$-Bernoulli initial data ASEP. For any $T > 1$ and $s \in [0, T]$, $\max_{|X/T| \leq 1-\varepsilon} \max_{|Y/T| \leq 1-\varepsilon} \mathbb{P} \left[ h_T([X, Y]; \eta) - T \int_{X/T}^{Y/T} \mathbb{Y}^{(\rho; 0)}(z)dz \geq sT^{2/3} \right] \leq c^{-1} Te^{-cs}.$ (3.3)

For step initial data (when $\rho = 1$) (3.3) holds with the term $sT^{2/3}$ replaced by $sT^{1/3}$. The constants $c = c(\varepsilon)$ can be chosen so as to weakly decrease as $\varepsilon$ decreases to 0.

From Proposition 3.4 and monotonicity, we deduce the following corollary showing that (3.3) also holds under $(\rho; \lambda)$-Bernoulli initial data for any $0 \leq \lambda \leq \rho \leq 1$.

**Corollary 3.5.** For any $\varepsilon \in (0, 1)$, there exists $c = c(\varepsilon) > 0$ such that the following holds. For any $\lambda \in [0, 1-\varepsilon]$ and $\rho \in [\varepsilon, 1]$ with $\lambda \leq \rho$, let $\eta_t$ denote $(\rho; \lambda)$-Bernoulli initial data ASEP. Then, for any $T > 1$ and $s \in [0, T]$, $\mathbb{P} \left[ \max_{|X| \leq 1-\varepsilon} \max_{|Y| < T} \left| h_T([X, Y]; \eta) - T \int_{X/T}^{Y/T} \mathbb{Y}^{(\rho; \lambda)}(z)dz \right| \geq sT^{2/3} \right] \leq c^{-1} T^\lambda e^{-cs}.$ (3.4)

The constants $c = c(\varepsilon)$ can be chosen so as to weakly decrease as $\varepsilon$ decreases to 0.

**Proof.** By the particle-hole symmetry in Remark 2.1 along with Proposition 3.4 applied to $(1-\lambda, 0)$-Bernoulli initial data ASEP, (3.4) holds if $(\rho; \lambda) = (1; \lambda)$.

Now consider the case where $\lambda = \rho$. Then $\eta$ is stationary in time, and so $\eta_t$ is also $\Xi^{(\rho; \rho)}$-distributed on $\mathbb{Z}$. Hence, the $\varphi = \Xi^{(\rho; \rho)}$ case of (3.1) together with a union bound over all integer $X, Y \in [-T, T]$ yields

$$\mathbb{P} \left[ \max_{|X| \leq 1-\varepsilon} \max_{|Y| < T} \left| h_T([X, Y]; \eta) - \rho(Y - X) \right| \geq sT^{1/2} \right] \leq 50T^2 e^{-s^2/2},$$

(50 is not tight, but sufficiently large), which verifies (3.4).

Now suppose that $(\rho; \lambda)$ is arbitrary satisfying $\lambda \in [0, 1-\varepsilon]$ and $\rho \in [\varepsilon, 1]$, with $\lambda \leq \rho$. By a union bound, to show (3.4) it suffices that we show that there exists $c = c(\varepsilon) > 0$
implies the existence of a coupling between $\Xi^{(\rho,\lambda)}$ and $\Xi^{(\rho,\rho)}$, and likewise $\Upsilon^{(\rho,\lambda)}$ (on the right) can be bounded above by the minimum of $\Upsilon^{(\rho,\lambda)}$ and $\Upsilon^{(\rho,\rho)}$.

Fig 6: The initial data $\Xi^{(\rho,\lambda)}$ (on the left) can be bounded above by the minimum of $\Xi^{(1,\lambda)}$ and $\Xi^{(\rho,\rho)}$, and likewise $\Upsilon^{(\rho,\lambda)}$ (on the right) can be bounded above by the minimum of $\Upsilon^{(1,\lambda)}$ and $\Upsilon^{(\rho,\rho)}$.

such that for any integers $X \leq Y$ with $|X/T|, |Y/T| \leq (1 - \varepsilon)$,

$$
\mathbb{P}\left[h_T([X, Y]; \eta) \geq T \int_{X/T}^{Y/T} \Upsilon^{(\rho,\lambda)}(z)dz + sT^{2/3}\right] \leq c^{-1}Te^{-cs},
$$

(3.5)

$$
\mathbb{P}\left[h_T([X, Y]; \eta) \leq T \int_{X/T}^{Y/T} \Upsilon^{(\rho,\lambda)}(z)dz - sT^{2/3}\right] \leq c^{-1}Te^{-cs}.
$$

We only establish the first bound in (3.5), as the proof of the latter is entirely analogous.

To that end, let $\xi_t$ and $\zeta_t$ denote two ASEP's started with $(1,\lambda)$-Bernoulli initial data and $\rho$-stationary initial data, respectively. Since $\lambda \leq \rho \leq 1$, we may couple the Bernoulli initial data $\eta_0, \xi_0$ and $\zeta_0$ on the same probability space so that $\eta_0(x) \leq \min \{\xi_0(x), \zeta_0(x)\}$, for each $x \in \mathbb{Z}$, almost surely. (This is a microscopic form of the ordering illustrated in Figure 6.) The basic coupling used in Lemma 2.2 implies the existence of a coupling between $\eta_t, \xi_t$ and $\zeta_t$ such that $\eta_t(x) \leq \min \{\xi_t(x), \zeta_t(x)\}$ holds for each $x \in \mathbb{Z}$ and $t \in \mathbb{R}_{\geq 0}$, almost surely. In particular, using (2.3) we almost surely have that

$$
\eta_T([X, Y]; \eta) = \sum_{j=X+1}^{Y} \eta_T(j) \leq \min\left\{ \sum_{j=X+1}^{Y} \xi_T(j), \sum_{j=X+1}^{Y} \zeta_T(j) \right\} = \min\{h_T(X; \xi) - h_T(Y; \xi), h_T(X; \zeta) - h_T(Y; \zeta)\}.
$$

By Definition 3.3 we have (see Figure 6) that $\Upsilon^{(\rho,\lambda)}(z) = \min \{\Upsilon^{(1,\lambda)}(z), \Upsilon^{(\rho,\rho)}(z)\}$. Therefore, to establish the first bound in (3.5), it suffices to show that

$$
\mathbb{P}\left[h_T([X, Y]; \xi) \geq T \int_{X/T}^{Y/T} \Upsilon^{(1,\lambda)}(z)dz + sT^{2/3}\right] \leq c^{-1}Te^{-cs},
$$

(3.6)

$$
\mathbb{P}\left[h_T([X, Y]; \zeta) \geq T \int_{X/T}^{Y/T} \Upsilon^{(\rho,\rho)}(z)dz + sT^{2/3}\right] \leq c^{-1}Te^{-cs}.
$$
Since the first and second estimates in (3.6) follow from the already established \( (\rho; \lambda) = (1; \lambda) \) and \( (\rho; \lambda) = (\rho; \rho) \) cases of the corollary, we deduce the first inequality in (3.5). The second inequality in (3.5) follows similarly as above by lower bounding by \((\rho, 0)\)-Bernoulli and \(\lambda\)-stationary initial data. This completes the proof of (3.4) and hence the corollary.

The rest of this section establishes effective hydrodynamic concentration inequalities for ASEP with initial data given by specific piecewise linear functions (though the methods apply more generally) defined below and illustrated in Figure 7.

**Definition 3.6.** Fix any \( \varepsilon \in (0, \frac{1}{2}) \) and \( \rho \in [\varepsilon, 1 - \varepsilon] \). Define \( \Upsilon_{\varepsilon}(\rho) : \mathbb{R} \to [0, 1] \) by

\[
\Upsilon_{\varepsilon}(\rho)(z) = \begin{cases} 
\rho + \varepsilon(\frac{1}{2} - z) & \text{if } z \in [0, 1], \\
0 & \text{if } z \not\in [0, 1]. 
\end{cases}
\]  

(3.7)

The function \( \Upsilon_{\varepsilon}(\rho) \) is a suitable translation and scaling of the function \( \Upsilon^{(\rho, \lambda)} \) from Definition 3.3, where we additionally set it to 0 outside of the interval \([0, 1]\). The function \( \Upsilon_{\varepsilon}(\rho) \) is linear on its non-zero support. It will also be useful to consider versions of this function that (continuously) transition from being linear to constant. To that end, for any \( \varepsilon, \beta \in (0, \frac{1}{2}) \) and \( \rho \in [\varepsilon, 1 - \varepsilon] \), define \( \Phi^{(\rho)}_{\varepsilon; \beta} : \mathbb{R} \to [0, 1] \) by

\[
\Phi^{(\rho)}_{\varepsilon; \beta}(z) = \begin{cases} 
\rho + \varepsilon(\frac{1}{2} - z) & \text{if } z \in [0, \frac{1}{2} - \beta], \\
\rho + \varepsilon\beta & \text{if } z \in [\frac{1}{2} - \beta, 1], \\
0 & \text{if } z \not\in [0, 1]. 
\end{cases}
\]

The following proposition provides effective hydrodynamic concentration estimates for the ASEP under either \( \Upsilon_{\varepsilon}(\rho) \)-distributed or \( \Phi^{(\rho)}_{\varepsilon; \beta} \)-distributed initial data.

**Proposition 3.7.** For any fixed \( \delta \in \left(0, \frac{1}{16\kappa}\right) \), there exists \( c = c(\delta) > 0 \) such that the following holds. For any \( S, T \in \mathbb{R}_{\geq 1} \) with \( S \geq \delta^{-2}T \), \( \beta \in (0, \frac{1}{4}) \), \( \varepsilon \in (4\delta, \frac{1}{2}) \), \( \rho \in [\varepsilon, 1 - \varepsilon] \), and \( \kappa \in [15, T] \):
1. ASEP $\eta_t$ with $\Upsilon_{\varepsilon}^{(\rho)}$-distributed initial data on the interval $[-\varepsilon S, \varepsilon S]$ satisfies

$$P \left[ \max_{|X/Y| \leq \varepsilon/4} \left\| h_T([[X,Y]; \eta]) - T \int_{X/T}^{Y/T} \left( \rho + \frac{(1-2\rho-z)T}{2(S+T)} \right) dz \right\| \geq \kappa S^{2/3} \right] \leq c^{-1} S^3 e^{-cT};$$

2. ASEP $\eta_t$ with $\Phi_{\varepsilon,\beta}^{(\rho)}$-distributed initial data on the interval $[-\varepsilon S, \varepsilon S]$ satisfies

$$P \left[ \max_{|X/Y| \leq \varepsilon/4} \left\| h_T([[X,Y]; \eta]) - T \int_{X/T}^{Y/T} \max \left\{ \rho + \frac{(1-2\rho-z)T}{2(S+T)}, \rho + \varepsilon \beta \right\} dz \right\| \geq \kappa S^{2/3} \right] \leq c^{-1} S^3 e^{-cT}.$$

**Proof.** The proofs of Proposition 3.7 (1) and (2) are very similar, so we only detail that of (1). The idea will be to compare $\eta_t$ on the time interval $t \in [0,T]$ to another version of ASEP $\xi_t$ that corresponds to step initial data ASEP, with all particles outside a specific window destroyed at time $S$ and then run for time $t \in [S, S+T]$. The window is chosen so the step initial data hydrodynamic limit replicates the profile for the initial data of $\eta_0$. To this end, let $\xi_t$ denote ASEP under step initial data (to establish (2) we would instead let $\xi_t$ denote an ASEP under two-sided $(1; \rho + \varepsilon \beta)$-Bernoulli initial data). By Corollary 3.5, there exists $c = c(\delta) > 0$ such that for any $U > 1$ and $\kappa \in [1, U],$

$$\max_{|X/U| \leq 1-\delta} \left\| h_T([[X,U]; \xi]) - U \int_{X/U}^{Y/U} \left( \frac{1-z}{2} \right) dz \right\| > \kappa U^{2/3} \right] < c^{-1} U e^{-cT}. \quad (3.8)$$

Now define $\zeta_t$ to be an ASEP started from random initial data $\zeta_0$ given by

$$\zeta_0(x) = \begin{cases} \xi_S(j + [(1-2\rho)S]) & \text{if } j \in [-\varepsilon S, \varepsilon S], \\ 0 & \text{if } j \not\in [-\varepsilon S, \varepsilon S]. \end{cases} \quad (3.9)$$

By Lemma 2.5, we may couple the ASEPs $\zeta_t(j)$ and $\xi_{S+t}(j + [(1-2\rho)S])$ so that for all $t \in [0,T]$ they coincide with high probability on $j \in \left[-(\varepsilon S - 4RT), \varepsilon S + 4RT \right]$, namely

$$P[A] \geq 1 - 4e^{-T/3}, \quad (3.10)$$

where the event $A$ is defined by

$$A = \left\{ \zeta_t(j) = \xi_{S+t}(j + [(1-2\rho)S]) \right\} \text{ for all } t \in [0,T] \text{ and } j \in \left[-(\varepsilon S - 4RT), \varepsilon S + 4RT \right].$$

By (2.3) it then follows that for $X \in \left[-(\varepsilon S - 4RT), \varepsilon S - 4RT \right],$

$$1_A h_t(X; \zeta) = 1_A \left( h_{S+t}(X + [(1-2\rho)S]; \xi) \right). \quad (3.11)$$
Next, by applying (3.8) with \( (U; X, Y) \) equal to \( (S; X + [(1 - 2\rho)S], [(1 - 2\rho)S]) \), and using the matching from (3.9), we see that there exists \( c = c(\delta) > 0 \) such that for \( \kappa \in [6, 6U] \),

\[
\mathbb{P}[B(\kappa)] \geq 1 - c^{-1}S^2e^{-c\kappa},
\]

(3.12)

where the event \( B(\kappa) \) is defined by

\[
B(\kappa) = \left\{ \max_{|X/S| \leq \varepsilon} \left| \mathbb{h}_0(X; \zeta) - S \int_{X/S}^{0} \left( \rho - \frac{z}{2} \right) dz \right| \leq \frac{\kappa S^{2/3}}{6} \right\}.
\]

In order to apply (3.8) we used the fact that \( |[(1 - 2\rho)S] \pm \varepsilon S| \leq S(1 - \delta) \) as follows from the restrictions we assumed on \( \varepsilon \) and \( \rho \).

Now, turning to \( \eta_0 \), recall that it is \( T^{(\rho)} \) distributed on \([-\varepsilon S, \varepsilon S]\) and hence by Lemma 3.2 there exists \( c > 0 \) such that for any \( \kappa \in [12, 12U] \),

\[
\mathbb{P}[C(\kappa)] \geq 1 - 2(2S + 1)^2e^{-\kappa^2/144} \geq 1 - c^{-1}S^2e^{-c\kappa},
\]

(3.13)

where the event \( C(\kappa) \) is defined by

\[
C(\kappa) = \left\{ \max_{|X/S| \leq \varepsilon} \left| \mathbb{h}_0(X; \eta) - \mathbb{h}_0(X; \zeta) \right| \leq \frac{\kappa S^{2/3}}{12} + 1 \right\}.
\]

In applying Lemma 3.2 we use the fact that \( S^{1/2} < S^{2/3} \) for \( S > 1 \) and instead bound \( C(\kappa) \) with the term \( S^{2/3} \) replaced by \( S^{1/2} \). The \( 1 \) on the right-hand side of the inequality in \( C \) takes into account the potential effect of replacing the summation in (3.2) by the above integral. In our next deduction, however, we will use the fact that \( \frac{\kappa S^{1/2}}{12} + 1 \leq \frac{\kappa S^{1/2}}{6} \) since we have assumed \( \kappa > 15 \) and \( S > 1 \).

By definition, \( \eta_0(x) = 0 = \zeta_0(x) \) for \( x \notin [-\varepsilon S, \varepsilon S] \), thus combining (3.12) and (3.13) yields that there exists \( c = c(\delta) > 0 \) such that for all \( \kappa \in [12, 6S] \)

\[
\mathbb{P}[D(\kappa)] \geq 1 - c^{-1}S^2e^{-c\kappa},
\]

(3.14)

where the event \( D(\kappa) \) is defined by

\[
D(\kappa) = \left\{ \max_{X \in \mathbb{Z}} \left| \mathbb{h}_0(X; \eta) - \mathbb{h}_0(X; \zeta) \right| \leq \frac{\kappa S^{2/3}}{3} \right\}.
\]

(3.15)

By the second part of Lemma 2.6, we may couple \( \eta_t \) and \( \zeta_t \) such that

\[
1_{D(\kappa)} \sup_{t \geq 0} \max_{X \in \mathbb{Z}} \left| \mathbb{h}_t(X; \eta) - \mathbb{h}_t(X; \zeta) \right| \leq \frac{\kappa S^{2/3}}{3}.
\]
holds almost surely for all $t > 0$. Combined this with (3.11), along with the fact that $[- \frac{\varepsilon S}{T}, \frac{\varepsilon S}{T}] \subseteq [-\varepsilon S - 4RT, \varepsilon S - 4RT]$ (as $T^{-1}S \geq \delta^{-2} \geq 4\varepsilon^{-1}\delta^{-1} \geq 64\varepsilon^{-1}R$) yields

$$1_A 1_{D(\kappa)} \max_{|X/S| \leq \varepsilon/4} \left| h_T(X; \eta) - h_{S+T}\left(\lfloor X + [(1-2\rho)S], [(1-2\rho)S]\rfloor; \xi\right)\right| < \frac{\kappa S^{2/3}}{3}. \quad (3.16)$$

Finally, let us define the event

$$E(\kappa) = \left\{ \max_{|X/T| \leq \varepsilon/4} \left| h_{S+T}\left(\lfloor (1-2\rho)S + X, (1-2\rho)S\rfloor; \xi\right) - T \int_{X/T}^0 \left(\rho + \frac{T}{2(S+T)}(1-2\rho-z)\right)dz \right| \leq \frac{\kappa(S+T)^{2/3}}{12} \right\}. \quad (3.17)$$

From the $(U; X, Y) = (S + T, X + [(1-2\rho)S], [(1-2\rho)S])$ case of (3.8), we have that there exists $c = c(\delta) > 0$ such that for all $\kappa \in [12, 12(S+T)]$,

$$\mathbb{P}[E(\kappa)] \geq 1 - c^{-1}S^2e^{-c\kappa}. \quad (3.18)$$

In fact, when applying (3.8) we initially have $(S+T)$ on the right-hand side, but since $S \geq \delta^{-2}T$ by assumption, we can replace this by $S$ up to a $\delta$-dependent constant. Furthermore, in applying (3.8) we arrive at a slightly different form for the integral in $E(\kappa)$, namely

$$(S + T) \int_{((1-2\rho)S + X)/(S+T)}^{((1-2\rho)S)/T} \left(\frac{1-w}{2}\right)dw = T \int_{X/T}^0 \left(\rho + \frac{T}{2(S+T)}(1-2\rho-z)\right)dz + \text{Error}$$

where the equality is facilitated through the change of variables $z = T^{-1}(S+T)w - T^{-1}((1-2\rho)S)$ and the error (which comes from replacing $[(1-2\rho)S]$ by $(1-2\rho)S$ after the change of variables) is bounded in magnitude by $\frac{T}{2(S+T)}$. That error term can be absorbed, as in the case of $C(\kappa)$ in (3.13), via the triangle inequality. This yields (3.18).

Combining (3.16) with (3.17) and using Bonferroni’s inequality (and the fact that under our assumptions $\kappa(S+T)^{2/3}/12 < \kappa S^{2/3}/6$) we see the first inequality below

$$\mathbb{P}\left[ \max_{|X/S| \leq \varepsilon/4} \left| h_T(X; \eta) - T \int_{X/T}^0 \left(\rho + \frac{T}{2(S+T)}(1-2\rho-z)\right)dz \right| \geq \frac{\kappa S^{2/3}}{2} \right]$$

$$\geq \mathbb{P}[A] + \mathbb{P}[D(\kappa)] + \mathbb{P}[E(\kappa)] - 2 \geq 1 - c^{-1}S^2e^{-c\kappa},$$

while the second (which holds for some $c = c(\delta) > 0$) uses (3.10), (3.14), and (3.18).

Proposition 3.7 (1) involves a maximum over both $|X/S| \leq \varepsilon/4$ and $|Y/S| \leq \varepsilon/4$. This result follows from the above inequality by the triangle inequality and union bound. \qed
4. Linear Trajectories of Second Class Particles and proof of Theorem 1.3

Recall from the beginning of Section 1 that $\mathcal{A}_t = (\eta_t, X_t)$ denotes ASEP started with first class particles at every site of $\mathbb{Z}_{\leq -1}$, a single second class particle started at the origin, and all other site empty. Let $\mathcal{F}_s$ denote the $\sigma$-algebra generated by $\mathcal{A}_t$ up to and including time $s$, for $s \in \mathbb{R}_{\geq 0}$. For any event $E$, we will write $\mathbb{P}[E, \mathcal{A}_s] := \mathbb{E}[1_E | \mathcal{F}_s]$ for the conditional probability of $E$ given $\mathcal{F}_s$. In Section 5 we will prove the following.

**Proposition 4.1.** For any $S > 2$ let $T = S(\log S)^{-1}$ and define the $\mathcal{F}_S$-measurable random variable $\rho_S \in \mathbb{R}$ by the relation $1 - 2\rho_S = S^{-1}X_S$, the $\varepsilon$-dependent event

$$P_S := \{\rho_S \in (\varepsilon, 1 - \varepsilon)\} \quad (4.1)$$

and the $\mathcal{F}_{S+T}$-measurable events

$$E_S^\geq := \left\{X_{S+T} - X_S \geq (1 - 2\rho_S)T - S^{1-1/200}\right\},$$

$$E_S^\leq := \left\{X_{S+T} - X_S \leq (1 - 2\rho_S)T + S^{1-1/200}\right\},$$

and $E_S := E_S^\geq \cap E_S^\leq$. Then, for any $\varepsilon \in (0, 1/4)$, there exists $c = c(\varepsilon) > 0$ and a $\mathcal{F}_S$-measurable event $H_S$ such that all $S > 2$ we have

$$\mathbb{P}[P_S \cap (H_S)^c] \leq c^{-1}e^{-cS^{1/2}} \quad \text{and} \quad \mathbb{P}[E_S | \mathcal{F}_S] \geq (1 - c^{-1}S^{-1/5})1_{H_S \cap P_S} \quad (4.2)$$

The constants $c = c(\varepsilon)$ can be chosen so as to weakly decrease as $\varepsilon$ decreases to 0.

The following is a corollary of Proposition 4.1.

**Corollary 4.2.** Define

$$U^\inf = \liminf_{t \to \infty} \frac{X_t}{t}, \quad U^\sup = \limsup_{t \to \infty} \frac{X_t}{t}, \quad L_\varepsilon = \{|U^\inf - U^\sup| < \varepsilon\}.$$

Then, there exists $c > 0$ such that for all $\varepsilon \in (0, 1/4)$, $\mathbb{P}[L_\varepsilon] > 1 - c\varepsilon$.

Before proving this, let us see how this readily implies Theorem 1.3.

**Proof of Theorem 1.3.** Observe that for $\varepsilon' < \varepsilon$, $L_\varepsilon \subseteq L_{\varepsilon'}$. In other words, as $\varepsilon \to 0$ the events increase. Their intersection $L = \bigcap_{\varepsilon \in (0, 1/4)} L_\varepsilon$ is equal to the event that $U^\inf = U^\sup$ which is exactly the event that $\lim_{t \to \infty} \frac{X_t}{t}$ exists. By the aforementioned containment and the bound $\mathbb{P}[L_\varepsilon] > 1 - c\varepsilon$ from Corollary 4.2 we see that $\mathbb{P}[L] = \lim_{\varepsilon \to 0} (1 - c\varepsilon) = 1$, thus proving the almost limit, as desired. \(\square\)

It remains to show how Corollary 4.2 follows from Proposition 4.1. The idea is to work with a set of times $S_m$ that grows so that $S_{m+1} = S_m + S_m/\log S_m$. Taking the first time $S_0$ large enough with probability like $1 - 2\varepsilon$ we have that $\rho_{S_0} = (1 - S_0^{-1}X_{S_0})/2$ lies within...
(\varepsilon, 1 - \varepsilon) - this is the event $P_{S_0}$. From Proposition 4.1 there exists a hydrodynamic event $H_{S_0}$ which is exponentially likely on the event $P_{S_0}$ such that on $P_{S_0}$ and $H_{S_0}$, the event $E_S$ holds with probability like $1 - e^{-1}S^{-1/5}$. On the event $E_S$, we can bound how much $\rho_{S_1}$ and $\rho_{S_0}$ can differ to be like $S_0^{-1/200}$. Then, we can iterate on each subsequent time $S_1$, $S_2$ and so on. Since the $S_m$ grow like $e^{\sqrt{m}}$, the total change in the $\rho_S$ as well as the total probabilistic error built up over each iteration can be made arbitrarily small. This shows that on the sequence of times $S_m$ we can show the claim of Corollary 4.2. For intermediate times, we use a brutal Poissonian bound on the motion of ASEP particles to show that wandering cannot change the velocity much there either.

Before proving Corollary 4.2 we introduce the set of times involved in our multi-scale argument and some properties of functions of those times.

**Definition 4.3.** For any $S_0 \in \mathbb{R}_{\geq 0}$ define $T_m, S_m \in \mathbb{R}_{> 0}$ inductively as follows. For each $m \in \mathbb{Z}_{\geq 1}$, set $T_{m-1} = T(S_{m-1})$ where $T(S) := S(\log S)^{-1}$ and set $S_m = S_{m-1} + T_{m-1}$. We will make use of the following two properties of $T(S)$:

- $P_1$: The function $S \mapsto S + T(S)$ is increasing for $S \geq 2$.
- $P_2$: $T(S)$ has a unique minimum for $S \geq 2$ at $S = e$ in which case $T(e) = e$ and $T(S)$ is increasing for $S > e$.

The following lemma provides a lower bound on each $S_m$. It may be helpful to note that the recursion for $S_m$ is a discrete version of solving the differential equation $dS(m)/dm = S(m)/\log S(m)$ with $S(0) = S_0$, whose solution is $S(m) = \exp(\sqrt{2m + \log(S_0)^2})$.

**Lemma 4.4.** For each $m \in \mathbb{Z}_{\geq 1}$, we have that $S_m \geq e^{\sqrt{m}}$. Moreover, for any real $\delta > 0$ and $\vartheta > 0$, there exists $D = D(\delta, \vartheta) > 1$ such that if $S_0 > D$, then

\[
\text{(a) } \sum_{m=0}^{\infty} S_m^{-\vartheta} < \delta, \quad \text{(b) } \sum_{m=0}^{\infty} e^{-\vartheta S_m} < \delta, \quad \text{(c) } \sum_{m=0}^{\infty} e^{-\vartheta S_m} < \delta.
\]

**Proof.** We establish the first statement of the lemma (that $S_m \geq e^{\sqrt{m}}$) by induction on $m$. The base case $m = 1$ is verified by using $(P_1)$ and $(P_2)$ to see that $S + T(S)$ is minimal at $S = 2$ and exceeds $2 + e \geq e^{\sqrt{2}}$ there. To show the induction in $m$, assume that $S_m \geq e^{\sqrt{m}}$ holds for $m = k$, for some $k \in \mathbb{Z}_{\geq 1}$. Then the induction follows from the inequalities

\[
S_{k+1} = S_k + T_k \geq e^{\sqrt{k}}(1 + k^{-1/2}) \geq e^{\sqrt{k+1}}.
\]

The first equality is by definition; the next inequality uses $P_1$ and the $k = m$ induction hypothesis; the final inequality follows since $\exp\left((k+1)^{1/2} - k^{1/2}\right) \leq \exp\left(\frac{1}{2k^{1/2}}\right) \leq 1 + k^{-1/2}$.

Here, the first inequality relies upon writing $(k+1)^{1/2} - k^{1/2} = k^{1/2}(1 + k^{-1})^{1/2} - k^{1/2}$ and the inequalities $(1 + x)^{1/2} < 1 + x/2$ and $x < e^x$ (both for $x > 0$); the second inequality is equivalent to $(2k^{1/2})^{-1} \leq \log(1 + k^{-1/2})$ which follows from $x/2 < \log(1 + x)$ for $x \in (0, 1)$. 

Turning to (a) and (b), observe that we now know that $S_m \geq \max(S_0, e^{V/m})$. Thus
\[
\sum_{m=0}^{\infty} S_m^{-\theta} \leq \sum_{m=0}^{\infty} \min\left(S_0^{-\theta}, e^{-\sqrt{m}\theta}\right) \quad \sum_{m=0}^{\infty} e^{-\theta S_m} \leq \sum_{m=0}^{\infty} e^{-\theta \min(S_0, e^{V/m})}.
\]
In both of these expressions it is clear that as $S_0$ goes to infinity, each summand goes to zero. Additionally, if we drop the $S_0$ term each summation is finite. Hence, by the dominated convergence theorem, each summation goes to zero as $S_0$, and thus taking $S_0$ large enough we can upper bound each sum by $\delta$ as desired. The argument for (c) follows similarly. Since $S_0 \geq 2$, combining (P_1) and (P_2) we also see that for $m \in \mathbb{Z}_{\geq 1}$, $T_m \geq S_0(\log S_0)^{-1}$. On the other hand, we also know that the function $S \mapsto T(S)$ monotonically increases as $S$ increases and thus, by the first part of the lemma which gives $S_m \geq e^{\sqrt{m}}$, we have that $T_m = T(S_m) \geq T(e^{\sqrt{m}}) = e^{\sqrt{m}/\sqrt{m}}$. Using $T_m \geq \max\left(S_0(\log S_0)^{-1}, e^{\sqrt{m}/\sqrt{m}}\right)$ and the dominated convergence theorem yields (c).

\textbf{Proof of Corollary 4.2.} For the duration of this proof let $P_S^\epsilon$ and $H_S^\epsilon$ denote the events $P_S$, and $H_S$ coming from a particular value of $\epsilon$ (this dependence was implicit in the notation used elsewhere). For a given $S_0 > 2$ and $\epsilon_0 \in (0, 1/4)$, define recursively for $m \in \mathbb{Z}_{\geq 1}$
\[
\epsilon_m = \epsilon_{m-1} - S_m^{-1/200}.
\]
For a given $\epsilon \in (0, 1/4)$, it follows from Lemma 4.4 that there exists $D = D(\epsilon) > 0$ such that for all $S_0 > D$
\[
\sum_{m=0}^{\infty} S_m^{-1/200} < \epsilon/4, \quad \sum_{m=0}^{\infty} e^{-S_m} < \epsilon/2, \quad \sum_{m=0}^{\infty} e^{-cS_m} < \epsilon/2, \quad \sum_{m=0}^{\infty} e^{-T_m} < \epsilon/2.
\]
where $c = c(\epsilon)$ is given by Proposition 4.1. For $k \in \mathbb{Z}_{\geq 0}$ define the event
\[
\overline{L}_0^\epsilon(k) = \bigcap_{m=0}^{k-1} P_{S_m}^\epsilon \cap H_{S_m}^\epsilon \cap E_{S_m}
\]
with the convention that $\overline{L}_0^\epsilon(0) = \Omega$, the full sample space, and that $\overline{L}_0^\epsilon := \bigcap_{m=0}^{k} L_m^\epsilon$ is the infinite intersection. We make two claims:

\textbf{Claim 1:} For all $\epsilon \in (0, 1/4)$ there exists $D = D(\epsilon) > 0$ so that for all $S_0 > D$,
\[
P[\overline{L}_0^\epsilon] \geq 1 - 4\epsilon.
\]

\textbf{Claim 2:} Let $W_{S_mS_m}^\epsilon = \{ \sup_{S \leq s \leq S'} |X_s/s - X_{S'}/S'| > \epsilon/2 \}$. For all $\epsilon \in (0, 1/4)$ there exists $D = D(\epsilon) > 0$ so that for all $S_0 > D$,
\[
\sum_{m=0}^{\infty} \mathbb{P}[W_{S_mS_{m+1}}^\epsilon] < \epsilon.
\]
Assuming these claims, let us complete the proof of Corollary 4.2. Assume that \( \varepsilon = \varepsilon_0 \in (0, 1/4) \) is given and \( D = D(\varepsilon) > 0 \) is suitably large so that for all \( S_0 > D \), (4.3), (4.5) and (4.6) hold. This implies that

\[
\widetilde{L}_{S_0} \cap \bigcap_{m=0}^{\infty} \left( W_{S_m, S_{m+1}}^c \right)^c
\]

holds with probability at least \( 1 - 5\varepsilon \). Assume below that this event (4.7) holds.

On the event \( E_{S_m} \), we have that

\[
\left| \frac{X_{S_{m+1}}}{S_{m+1}} - \frac{X_{S_m}}{S_m} \right| \leq S_m^{-1/200}.
\]

(4.8)

By (4.3), the right-hand side summed over \( m \in \mathbb{Z}_{\geq 0} \) is bounded above by \( \varepsilon/4 \). Thus, on the event in (4.7) it follows that

\[
\sup_{m, m' \in \mathbb{Z}_{\geq 0}} \left| \frac{X_{S_m}}{S_m} - \frac{X_{S_m'}}{S_m'} \right| \leq \varepsilon/2.
\]

This controls the maximal change in \( X_S/S \) on the set of times \( S_0, S_1, \ldots \). This is complemented by the control on intermediate wiggling that is afforded to us by the intersection of the events \( \left( W_{S_m, S_{m+1}}^c \right)^c \). Combined, this implies that on the event in (4.7)

\[
\sup_{s, s' \geq D} \left| \frac{X_s}{s} - \frac{X_{s'}}{s'} \right| \leq \varepsilon.
\]

This implies that on the event in (4.7), \( U^{\inf} \) and \( U^{\sup} \) differ by at most \( \varepsilon \). Since the probability of the event in (4.7) is at least \( 1 - 5\varepsilon \), Corollary 4.2 follows.

What remains is to prove the two claims from above.

**Proof of Claim 1.** Observe that

\[
\mathbb{P}\left[ \widetilde{L}_{S_0} \right] = \mathbb{P}\left[ P_{S_0}^c \right] - \mathbb{P}\left[ P_{S_0}^c \cap (H_{S_0}^c)^c \right] - \mathbb{P}\left[ P_{S_0}^c \cap H_{S_0}^c \cap (E_{S_0}^c)^c \right] - \sum_{k=1}^{\infty} \mathbb{P}\left[ \widetilde{L}_{S_k}^c \cap (P_{S_k}^c)^c \right] - \sum_{k=1}^{\infty} \mathbb{P}\left[ \widetilde{L}_{S_k}^c \cap P_{S_k}^c \cap (H_{S_k}^c)^c \right] - \sum_{k=1}^{\infty} \mathbb{P}\left[ \widetilde{L}_{S_k}^c \cap P_{S_k}^c \cap H_{S_k}^c \cap (E_{S_k}^c)^c \right].
\]

Observe that \( \mathbb{P}[P_{S_0}^c] > 1 - 3\varepsilon_0 \) provided \( S_0 \) is large enough (as follows from the weak convergence of \( \mathbf{\rho} \) to a \( U[0, 1] \) random variable via Proposition 1.2). Observe now that for any \( k \geq 1 \), \( \mathbb{P}\left[ \widetilde{L}_{S_k}^c \cap (P_{S_k}^c)^c \right] = 0 \). This is because the combination of the event \( P_{S_k}^{c-k-1} \) and \( E_{S_{k-1}}^c \) implies the event \( P_{S_k}^{c-k} \) (this follows from (4.8) which shows that \( |\mathbf{\rho}_k - \mathbf{\rho}_{k-1}| \leq S_{k-1}^{-1/200} = \varepsilon_{k-1} - \varepsilon_k \)). Observe that for any \( k \geq 0 \),

\[
\mathbb{P}\left[ \widetilde{L}_{S_k}^c \cap P_{S_k}^c \cap (H_{S_k}^c)^c \right] \leq \mathbb{P}\left[ P_{S_k}^c \cap (H_{S_k}^c)^c \right] \leq c^{-1} e^{-c S_k^{1/12}}
\]
where the constant $c = c(\varepsilon_0) > 0$ can be chosen the same for all $k$ (as follows from the final statement in Proposition 4.1). Similarly observe that for any $k \geq 0$,

$$
P[L_{S_k}^\varepsilon \cap P_{S_k}^\varepsilon \cap H_{S_k}^\varepsilon \cap (E_{S_k}^\varepsilon)] = \mathbb{E}[1_{L_{S_k}^\varepsilon} 1_{P_{S_k}^\varepsilon} 1_{H_{S_k}^\varepsilon} 1_{E_{S_k}^\varepsilon} | F_{S_k}] \leq c^{-1}S_k^{-1/5}
$$

where, as above, the constant $c = c(\varepsilon_0) > 0$ can be chosen the same for all $k$. The first equality is evident from conditional expectations, while the second relies on the equality $\mathbb{P}[E_{S_k}^\varepsilon] = \mathbb{P}[1_{E_{S_k}^\varepsilon} | F_{S_k}] (1 - \mathbb{E}[E_{S_k}^\varepsilon | F_{S_k}])$ along with the second inequality in (4.2) and the final statement in Proposition 4.1.

Putting together the above deductions we see that

$$
P[L_{S_0}^\varepsilon] \geq 1 - 3\varepsilon_0 - \sum_{k=0}^{\infty} c^{-1}e^{-cS_k^{1/12}} - \sum_{k=0}^{\infty} c^{-1}S_k^{-1/5} \geq 1 - 4\varepsilon_0
$$

by the second and third inequalities in (4.3). This proves Claim 1.

**Proof of Claim 2.** We start by noting a brutal Poisson process bound on the second class particle. Recall that this particle moves left into an unoccupied site at rate $L$, and left into a site occupied by a first class particle at rate $R$ (this is the rate at which the first class particle moves right and switches places with the second class particle). Since $R > L$ by assumption, this implies that we can lower-bound the trajectory of $X_S$ by a Poisson random walk that jumps to left at rate $L + R \leq 2R$. By similar reasoning, we can upper-bound $X_S$ by another Poisson random walk that jumps to the right at rate $L + R \leq 2R$. Recall that for a Poisson($\lambda$) random variable $Z$, if $x > \lambda$ then $\mathbb{P}[Z > x] \leq (e\lambda/x)e^{-\lambda}$.

Now, observe that by the union bound and triangle inequality

$$
P[W_{S_m,S_{m+1}}^\varepsilon] \leq 2P[\tilde{W}_{S_m,S_{m+1}}^\varepsilon] \quad \text{where} \quad \tilde{W}_{S_m,S_{m+1}}^\varepsilon = \left\{ \sup_{s \in [S_m,S_{m+1}]} \left| \frac{X_{S_m} - X_s}{s} \right| > \frac{\varepsilon}{4} \right\}.
$$

Noting that

$$\frac{X_{S_m} - X_s}{s} = \frac{X_{S_m} - X_s}{s} s + \frac{s - S_m}{s} X_{S_m}
$$

we see that

$$\tilde{W}_{S_m,S_{m+1}}^\varepsilon \subseteq \left\{ \sup_{s \in [S_m,S_{m+1}]} \left| \frac{X_{S_m} - X_s}{s} \right| > \frac{\varepsilon}{8} \right\} \cup \left\{ \sup_{s \in [S_m,S_{m+1}]} \left| \frac{s - S_m}{s} X_{S_m} \right| > \frac{\varepsilon}{8} \right\}.
$$

By the brutal Poisson bound above, there exists a $D = D(\varepsilon) > 0$ such that for all $S_0 > D$,

$$
P\left[ \sup_{s \in [S_m,S_{m+1}]} \left| \frac{X_{S_m} - X_s}{s} \right| > \frac{\varepsilon}{8} \right] \leq \mathbb{P}\left[ \sup_{s \in [S_m,S_{m+1}]} \left| \frac{X_{S_m} - X_s}{T_m} \right| > \frac{\varepsilon}{8} \log S_m \right] \leq e^{-T_m}.
$$
Similarly, we see that
\[
\mathbb{P}\left[ \sup_{s \in \left[S_m,S_{m+1}\right]} \frac{s - S_m}{sS_m} X_{S_m} > \frac{\varepsilon}{8} \right] \leq \mathbb{P}\left[ \sup_{s \in \left[S_m,S_{m+1}\right]} \frac{X_{S_m}}{S_m} > \frac{\varepsilon}{8} \log S_m \right] \leq e^{-S_m}.
\]

Provided \( D \) is large enough, the sum over \( m \) of the above upper bounds \( e^{-T_m} \) and \( e^{-S_m} \) are bounded above by \( \varepsilon/2 \) which implies Claim 2 and completes the proof of Corollary 4.2.

5. Proving Proposition 4.1

To prove Proposition 4.1 (we focus on the \( E \geq S \) case as the \( E \leq S \) case follows immediately from particle-hole symmetry as in Remark 2.3) we start in Definition 5.1 by coupling \( \mathcal{A} \) with a slightly different multi-species ASEP \( \mathcal{B} \) obtained from \( \mathcal{A} \) at time \( S \) by adding a number of second class particles to the left of \( X_S \). Appealing to Proposition 2.4, we can control the behavior of \( X_{S+T} \) in terms of the behavior of the bulk of the new second class particles. That behavior can be controlled by hydrodynamic estimates. All of this, however, requires that the time \( S \) density profile in \( \mathcal{A} \) is close enough to its hydrodynamic limit. This condition is encapsulated in the event \( H_S \) (see (6.16) in the proof of Proposition 5.4).

**Definition 5.1.** Fix \( \gamma = \frac{1}{100} \) (i.e., something close enough to 0). Recall that in \( \mathcal{A}_S \) the second class particle is denoted by \( X_S \). Given the state of \( \mathcal{A}_S \) we define a new process \( \mathcal{B} \) which is a multi-species ASEP with left jump rate \( L \), right jump rate \( R \), and the following initial data. Each site \( j \in \mathbb{Z} \) is initially occupied in \( \mathcal{B}_0 \) by a first class particle if and only if \( j + X_S \) is occupied by a first class particle in \( \mathcal{A}_S \). Site 0 in \( \mathcal{B}_0 \) is initially occupied by a second class particle and, furthermore, for each site \( j \in [-2S^{1-\gamma}, -1] \) with \( j + X_S \) not occupied by a first class particle in \( \mathcal{A}_S \), \( \mathcal{B}_0(j) \) contains a second class particle independently and with probability (see Remark 5.2 for an explanation of the choice of these probabilities and Remark 5.3 regarding their positivity, and recall \( \rho_S \) is defined in Proposition 4.1)

\[
\left( S^{-\gamma} + \frac{j}{2S} \right) \left( 1 - \rho_S + \frac{j}{2S} \right)^{-1}.
\]

Let \( M \) equal the number of second class particles in \( \mathcal{B} \). Denote their tagged positions at any time \( t \geq 0 \) by \( Z_t(1) > \cdots > Z_t(M) \), so that \( Z_0(1) = 0 \). Set \( \{Z_t\} = \{Z_t(1), \ldots, Z_t(M)\} \).
Equivalent to the above description, we let $\mathcal{B}_t = (\tilde{\eta}_t, \tilde{\alpha}_t)$ and assume initial data $\tilde{\eta}_0(j) = \eta(X_0 + j)$ for all $j \in \mathbb{Z}$, while for $\tilde{\alpha}_0$ we assume that $\tilde{\alpha}_0(0) = 1$, and that for all $j \in [-2S^{1-\gamma}, -1]$ with $\tilde{\eta}_0(j) = 0$, the $\tilde{\alpha}_0(j)$ are independent Bernoulli random variables with probability (5.1) of equaling 1. For all other choices of $j$ set $\tilde{\alpha}_0(j) = 0$. The Markov dynamics for $(\tilde{\eta}_t, \tilde{\alpha}_t)$ are those of first and second class particles under the basic coupling.

It will be convenient, e.g. in Section 6, for us to use $\mathcal{B}_t^{(1)}$ to denote the occupation variables for just the first class particles in $\mathcal{B}_t$ and $\mathcal{B}_t^{(1/2)}$ to denote the occupation variables for the union of first and second class particles in $\mathcal{B}_t$, i.e. $\mathcal{B}_t^{(1)} = \tilde{\eta}_t$ and $\mathcal{B}_t^{(1/2)} = \tilde{\eta}_t + \tilde{\alpha}_t$.

The above definition of $\mathcal{B}$ depends (i.e., is measurable with respect to $\mathcal{F}_S$) on the location $X_S$ of the second class particle in $\mathcal{A}_S$ and the associated hydrodynamic density $\rho_S$ defined by the relation $1 - 2\rho_S = X_S/S$. We will also need notation where we define a version of $\mathcal{B}$ relative to a specified choice of $\rho_S$ and hence also $X_S$. Let

$$I_S^\varepsilon = \{\rho \in (\varepsilon, 1 - \varepsilon) : S(1 - 2\rho) \in \mathbb{Z}\},$$

and for $\rho \in I_S^\varepsilon$ let $X_S^\rho = S(1 - 2\rho)$. (5.2)

These represent the potential values of the random variables $\rho_S$ and $X_S$ respectively. For such a $\rho \in I_S^\varepsilon$ and corresponding $X_S^\rho$, define $\mathcal{B}^\rho$ exactly as above but with $\rho_S$ and $X_S$ replaced by the specified values $\rho$ and $X_S^\rho$. Similarly, let $\mathcal{B}^{(1),\rho}$ and $\mathcal{B}^{(1/2),\rho}$ respectively denote the first class particle process, and union of first and second class particle processes. In this notation, $\mathcal{B} = \mathcal{B}^{\rho_S}$ where the variable $\rho$ is replaced by the random variable $\rho_S$.

Recall that we are using the convention that bold symbols are random variables while their unbolded counterparts are deterministic variables.

Remark 5.2. Let us briefly explain the choice of the probabilities in (5.1). In view of the hydrodynamic limit for the ASEP with step initial data (as in Proposition 3.4 with $\rho = 1$), the probability that a first class particle occupies a site $j \in [-\varepsilon S, \varepsilon S]$ in $\mathcal{B}_0$ is approximately $\rho_S - \frac{j}{2S}$. Therefore, the probability that site $j$ is empty should approximately be $1 - \rho_S + \frac{j}{2S}$. So, (5.1) essentially ensures that the density of either first or second class particles in the interval $[-\varepsilon S, -2S^{1-\gamma}]$ in $\mathcal{B}_0$ is approximately constant and equal to $\rho_S + S^{-\gamma}$. In particular, the density of particles in $\mathcal{B}_0$ decreases linearly with slope $\frac{1}{2S}$ on $[-\varepsilon S, -2S^{1-\gamma}]$ to $\rho_S + S^{-\gamma}$ at $-2S^{1-\gamma}$, remains constant at $\rho_S + S^{-\gamma}$ on $[-2S^{1-\gamma}, -1]$, discontinuously decreases to $\rho_S$ at site 0, and then decreases linearly with slope $\frac{1}{2S}$ on $[0, \varepsilon S]$, see Figure 9.

Remark 5.3. Depending on the value of $\rho_S$ and $S$, the probabilities in (5.1) may exceed 1. However, for a given value of $\varepsilon$ we can choose $c(\varepsilon)$ in the statement of Proposition 4.1 small enough so that for $\rho_S \in (\varepsilon, 1 - \varepsilon)$, either the expressions in (5.1) remain bounded in $(\varepsilon/2, 1 - \varepsilon/2)$ for all relevant $j$, or $1 - c^{-1}S^{-1/5} < 0$. In the former case, the Bernoulli random variables are well-defined, while in the later case, the second claimed inequality in (4.2) in Proposition 4.1 is trivially true (since the probability will always exceed 0).

Now observe that (2.1), from Proposition 2.4, implies that for any $y \in \mathbb{Z}$,

$$\mathbb{P}[X_{S+T} - X_S \leq y | \mathcal{F}_S] \leq \frac{1}{M} \sum_{j=1}^{M} \mathbb{P}_{\mathcal{B}_0}[Z_T(j) \leq y].$$

(5.3)
Fig 9: The average particle density versus spatial location for a typical instance of $B_0$, as explained Remark 5.2. Since there are only second class particles in $[-2S^{1-\gamma}, 0]$, the densities only differ therein. The upper line there corresponds to the density of the union of first and second class particles $B_0^{(1\cup2)}$ while the lower line is just for first class particles $B_0^{(1)}$.

The left-hand side of this inequality is measurable with respect to $\mathcal{F}_S$ while the right-hand side is measurable with respect to the sigma algebra formed by $\mathcal{F}_S$ and the Bernoulli random variables used to form $B_0$ from $\mathcal{A}_S$. In particular, for any choice of the Bernoulli random variables, the inequality holds. We can rephrase the inequality (5.3) in the following manner: Let $K$ be uniformly distributed on $\{1, \ldots, M\}$, then (5.3) is equivalent to

$$\Pr[X_{S+T} \geq X_S + y | \mathcal{F}_S] \geq \Pr[Z_T(K) \geq y | \mathcal{F}_S].$$

(5.4)

In light of (5.4), we see that in order to establish Proposition 4.1, it suffices to control the locations of most of the second class particles in $B$ with high probability. The following proposition achieves this aim.

**Proposition 5.4.** For any $\varepsilon \in (0, 1/4)$, there exists $c = c(\varepsilon) > 0$ and $\mathcal{F}_S$-measurable events $H_S$ such that for all $S > 2$,

$$\Pr[P_S \cap (H_S)^c] \leq c^{-1} e^{-cS^{1/12}}$$

(5.5)

where $P$ is defined in (4.1) and

$$\Pr[\|Z_T\| \cap [(1 - 2\rho_S)T - S^{1-\frac{1}{2}}, \infty) \geq M(1 - S^{-\frac{1}{2}}) | \mathcal{F}_S] \geq (1 - c^{-1} e^{-cS^{1/12}})1_{H_S \cap \mathcal{P}_S}. $$

(5.6)

The constants $c = c(\varepsilon)$ can be chosen so as to weakly decrease as $\varepsilon$ decreases to 0.

This will be proved in Section 6, but first we prove Proposition 4.1 assuming it.

**Proof of Proposition 4.1.** Let $H_S$ and $c = c(\varepsilon) > 0$ be given as in Proposition 5.4, in which case the first inequality in (4.2) holds on account of (5.5). We argue here that

$$\Pr[E_S^2 | \mathcal{F}_S] \geq (1 - c^{-1} e^{-cS^{1/12}})1_{H_S \cap \mathcal{P}_S}.$$  

(5.7)
Assuming this, we can deduce the same bound with $E_S^\leq$. This is because after applying the particle-hole symmetry (Remark 2.3) to our process, the initial data remains unchanged and the events $E_S^\leq$ and $E_S^\geq$ swap.

To show (5.7), assume that $H_S \cap P_S$ holds and let (recall $\mathcal{Z}_T$ defined below (5.1))

$$\Lambda = \mathcal{Z}_T \cap [(1 - 2\rho_S)T - S^{1-\gamma}, \infty)$$

and define the events

$$F_S = \{ \mathcal{Z}_T(K) \geq (1 - 2\rho_S)T - S^{1-\gamma}\}, \quad \text{and} \quad G_S = \{|\Lambda| \geq M(1 - S^{-1/5})\}$$

(recall that $\gamma = 1/100$ and $K$ is uniformly chosen on $\{1, \ldots, M\}$). From (5.4) it follows that $\mathbb{P}[E_S^\leq|F_S] \geq \mathbb{P}[F_S|F_S]$. Since $M = |\mathcal{Z}_T|$, the event $G_S$ says that the fraction of particles in $\mathcal{Z}_T$ which lie in $[(1 - 2\rho_S)T - T^{1-\frac{2}{5}}, \infty)$ exceeds $1 - S^{-1/5}$. The event $F_S$ is that a randomly chosen particle in $\mathcal{Z}_T$ lies in $[(1 - 2\rho_S)T - S^{1-\gamma}, \infty)$. Thus, conditioned on $G_S$, the probability of $F_S$ exceeds $1 - S^{-1/5}$. This implies that $\mathbb{P}[F_S|F_S] \geq \mathbb{P}(G_S|F_S) - S^{-1/5}$ and by Proposition 5.4, $\mathbb{P}(G_S|F_S) \geq 1 - c^{-1}e^{-cS^{1/12}}$. Putting this all together shows that $\mathbb{P}[E_S^\leq|F_S] \geq 1 - c^{-1}S^{-1/5}$ which yields the second inequality in (4.2) as desired. The final sentence of Proposition 4.1 follows from that of Proposition 5.4.

6. Proof of Proposition 5.4: reduction to a hydrodynamic limit estimate

It remains to establish Proposition 5.4. To this end, we will start by comparing the multi-class ASEP $\mathcal{B}$ from Definition 5.1 to two versions of ASEP in Definition 6.1 ($\mathcal{B}^{(1)}$ will be compared to $\xi^{(1)}$ while $\mathcal{B}^{(1\cup 2)}$ will be compared to $\xi^{(1\cup 2)}$). The idea, developed in Proposition 6.2 is that the height function for $\xi^{(1)}_0$ will be close (by close, we mean at most order $S^{3/4}$ apart with probability at least $1 - c^{-1}e^{-cS^{1/12}}$) to that of $\mathcal{B}^{(1)}_0$ (the first class particles in $\mathcal{B}_0$), while the height function for $\xi^{(1\cup 2)}_0$ will be close to that of $\mathcal{B}^{(1\cup 2)}_0$ (the union of first and second class particles in $\mathcal{B}_0$). This event of height function closeness is part of the hydrodynamic event $H_S$ which appears in the statement of Proposition 5.4. Proposition 6.2 then shows that the simpler $\xi^{(1)}$ and $\xi^{(1\cup 2)}$ processes evolve over time $T = S/\log S$ to be close to the same hydrodynamic limit in the region $(-\infty, (1 - 2\rho_S)T - S^{1-\gamma})$. Since the number of second class particles is close to $S^{1-2\gamma}$ which is much larger than $S^{3/4}$, this implies that most of the second class particles in $\mathcal{B}^{(1\cup 2)}$ are in the complementary region $[(1 - 2\rho_S)T - S^{1-\gamma}, \infty)$ which is exactly what we seek to show in Proposition 5.4.

The processes $\mathcal{B}^{(1)}_t, \mathcal{B}^{(1\cup 2)}_t, \xi^{(1)}_t$ and $\xi^{(1\cup 2)}_t$ all depend on the random variable $\rho_S$ (recall from the beginning of Section 5). In order to make the comparisons mentioned above, we will instead consider $\mathcal{B}^{(1),\rho}_t, \mathcal{B}^{(1\cup 2),\rho}_t, \xi^{(1),\rho}_t$ and $\xi^{(1\cup 2),\rho}_t$ for deterministic values of $\rho \in I_S^c$ (recall from (5.2)). Taking a union bound over all potential values of $\rho$ we establish that for random $\rho_S$, the comparison likewise holds.
Fig 10: Particles in $\xi_{0}^{(1),\rho}$ and $\xi_{0}^{(1\cup2),\rho}$ (see Definition 6.1) are initially present according to independent Bernoulli random variables with probabilities given by the plot shown here. The probabilities coincide for $\xi_{0}^{(1),\rho}$ and $\xi_{0}^{(1\cup2),\rho}$, except in the window $[-2S^{1-\gamma}, -1]$ where the $\xi_{0}^{(1\cup2),\rho}$ probability remains flat and the $\xi_{0}^{(1),\rho}$ probability decreases linearly.

Definition 6.1. For $\rho \in (\varepsilon, 1 - \varepsilon)$, let $\xi_{t}^{(1),\rho}$ and $\xi_{t}^{(1\cup2),\rho}$ denote two versions of ASEP, each with left and right jump rates $L$ and $R$ and initial data given as follows (see also Figure 10). For each $j \not\in [-\varepsilon S, \varepsilon S]$, we deterministically set $\xi_{0}^{(1),\rho} (j) = 0 = \xi_{0}^{(1\cup2),\rho} (j)$. To define $\xi_{0}^{(1),\rho}$ elsewhere, for each $j \in [-\varepsilon S, \varepsilon S]$, we define $\xi_{0}^{(1),\rho} (j)$ according to independent Bernoulli random variables with probabilities

$$P[\xi_{0}^{(1),\rho} (j) = 1] = \rho - \frac{j}{2S}, \quad P[\xi_{0}^{(1),\rho} (j) = 0] = 1 - \rho + \frac{j}{2S}. \quad (6.1)$$

In the language of Definition 3.1, this initial data is $\Upsilon_{\varepsilon}^{(\rho)}$-distributed on the interval $[-\varepsilon S, \varepsilon S]$. We define $\xi_{0}^{(1\cup2),\rho} (j)$ for $j \in [-\varepsilon S, \varepsilon S]$ so for each $j \in [-\varepsilon S, \varepsilon S] \setminus [-2S^{1-\gamma}, -1]$,

$$P[\xi_{0}^{(1\cup2),\rho} (j) = 1] = \rho - \frac{j}{2S}, \quad P[\xi_{0}^{(1\cup2),\rho} (j) = 0] = 1 - \rho + \frac{j}{2S},$$

while for each $j \in [-2S^{1-\gamma}, -1]$,

$$P[\xi_{0}^{(1\cup2),\rho} (j) = 1] = \rho + S^{1-\gamma}, \quad P[\xi_{0}^{(1\cup2),\rho} (j) = 0] = 1 - \rho - S^{1-\gamma}.$$

Again, these choices are mutually independent over all $j$. Moreover, we assume that all of these Bernoulli random variables are chosen independent of the state of $B_{0}$.

Finally, set $\xi_{t}^{(1)} = \xi_{t}^{(1),\rho_{S}}$ and $\xi_{t}^{(1\cup2)} = \xi_{t}^{(1\cup2),\rho_{S}}$, i.e., the processes just defined above but with $\rho$ replaced by $\rho_{S}$ determined by the location of the second class particle in $A_{S}$.

Under these choices, we have the following lemma, which essentially states that $\xi_{0}^{(1)}$ initially approximates $B_{0}^{(1)}$ and $\xi_{0}^{(1\cup2)}$ initially approximates $B_{0}^{(1\cup2)}$ (recall Definition 5.1).
Proposition 6.2. For all $\varepsilon \in (0, 1/4)$, there exists $c = c(\varepsilon) > 0$ such that for
\[
D_S(\mathcal{B}, \xi) = \left\{ \max_{|j| \leq S} |b_0(j; \mathcal{B}) - b_0(j; \xi)| > S^{\frac{3}{4}} \right\}, \quad M_S = \left\{ |M - S^{1-2\gamma}| > S^{\frac{3}{4}} \right\}
\]
and $P_S$ as in (4.1), the following holds for any $S > 2$:
\[
\begin{align*}
\mathbb{P}[D_S(\mathcal{B}^{(1)}, \xi^{(1)}) \cap P_S] &< c^{-1} e^{-cS^{1/12}}, \\
\mathbb{P}[D_S(\mathcal{B}^{(1U2)}, \xi^{(1U2)}) \cap P_S] &< c^{-1} e^{-cS^{1/12}}, \\
\mathbb{P}[M_S \cap P_S] &< c^{-1} e^{-cS^{1/12}}.
\end{align*}
\] (6.2) (6.3) (6.4)

The constants $c = c(\varepsilon)$ can be chosen so as to weakly decrease as $\varepsilon$ decreases to 0.

Remark 6.3. Note that in Proposition 6.2, $S$ comes into the definition of $\mathcal{B}_0$ since it determines the time at which we observe and modify the state of $\mathcal{A}$: $S$ comes into the definition of $\xi^{(1)}$ and $\xi^{(1U2)}$ in determining the parameters of the Bernoulli occupation variables; and $S$ comes into the definition of $\rho_S$ since $(1 - 2\rho_S)S = X_S$. Also, note that for any $S_0 > 2$, by taking $C$ large enough and $c$ small enough, we can make the bounds in Proposition 6.2 trivial for $S < S_0$ (i.e., make the right-hand side exceed 1). We will use this in proving this result. Also, note that our proof of (6.2) and (6.3) applies for $S^{3/4}$ replaced by any power of $S$ exceeding $2/3$. We choose $3/4$ as it is sufficient for our purposes.

Proof. Equation (6.2) follows readily from the triangle inequality and a union bound by combining Proposition 3.4 (which controls the deviations of the height function for $\mathcal{B}_0^{(1)}$ around its hydrodynamic limit) and Lemma 3.2 (which controls the deviation of the height function for $\xi^{(1)}$ around its hydrodynamic limit). The proof of (6.3) is more involved since we need to track the effect of the additional particles added to go from $\mathcal{B}_0^{(1)}$ to $\mathcal{B}_0^{(1U2)}$. We give the details below.

Recall $I_S^\varepsilon$ from (5.2) and observe that the event on the left-hand side of (6.3) satisfies
\[
D_S(\mathcal{B}^{(1U2)}, \xi^{(1U2)}) \cap P_S \subseteq \bigcup_{\rho \in I_S^\varepsilon} D_S(\mathcal{B}^{(1U2)}, \rho, \xi^{(1U2)}, \rho)
\]
Since $|I_S^\varepsilon|$ is of order $S$, to establish (6.3) it suffices to show that there exists $c = c(\varepsilon) > 0$ such that for all $\rho \in I_S^\varepsilon$ and $S > 2$
\[
\mathbb{P}[D_S(\mathcal{B}^{(1U2)}, \rho, \xi^{(1U2)}, \rho)] \leq c^{-1} e^{-cS^{1/12}}.
\] (6.5)

Observe that for any choice of function $P^{(1U2), \rho}(j)$, we have
\[
D_S(\mathcal{B}^{(1U2)}, \rho, \xi^{(1U2)}, \rho) \subseteq D_S(\mathcal{B}^{(1U2)}, \rho) \cap D_S(\xi^{(1U2)}, \rho)
\]
where $(D_S(\xi^{(1U2)}, \rho))$ is likewise defined with $\xi^{(1U2)}$ replacing $\mathcal{B}^{(1U2)}$. 

\[
D_S(\mathcal{B}^{(1U2)}, \rho) = \left\{ \max_{|j| \leq S} |b_0(j; \mathcal{B}^{(1U2)}, \rho) - P^{(1U2), \rho}(j)| > S^{\frac{3}{4}} \right\}.
\]
Thus, to prove (6.5) it suffices to find $P_{(1/2)}(j)$ such that there exists $c = c(\epsilon) > 0$ so that for all $\rho \in I_5^c$ and $S > 2$

$$
\mathbb{P}[D_{S,\rho,\beta}^{(1/2)}] \leq c^{-1}e^{-cS^{1/12}} \quad \text{and} \quad \mathbb{P}[\mathcal{D}_{S,\rho}^{(1/2)}] \leq c^{-1}e^{-cS^{1/12}}. \tag{6.6}
$$

We make the natural choice (defining $P_{(1/2)}([a, b]) = P_{(1/2)}(a) - P_{(1/2)}(b)$ for $a, b \in \mathbb{Z}$)

$$
P_{(1/2)}(j) = \mathbb{E}[h_0(j; \xi^{(1/2)}, \rho)]
$$

from which the second inequality in (6.6) follows immediately from applying Hoeffding’s inequality (in the spirit of Lemma 3.2). This gives a stronger bound with $S^{3/4}$ replace by $S^{1/2}$, though we will not need this here.

It remains to demonstrate the first bound in (6.6). This follows from showing that there exists $c = c(\epsilon) > 0$ such that for all $\rho \in I_5^c$ and $S > 2$

$$
\mathbb{P}[\max_{j \in [0, S]} |h_0(j; \mathcal{B}_{(1/2)}, \rho) - P_{(1/2)}(j)| > \frac{S^{3/4}}{6}] \leq c^{-1}e^{-cS^{1/12}}, \\
\mathbb{P}[\max_{j \in [-2S^{1-1/2}, -1]} |h_0(j; \mathcal{B}_{(1/2)}, \rho) - P_{(1/2)}(j)| > \frac{S^{3/4}}{6}] \leq c^{-1}e^{-cS^{1/12}}, \tag{6.7}
$$

where in the final inequality we recall the notation from (2.3). The first and third inequalities above are immediate from (6.2): For $j \in [0, S]$ we have $h_0(j; \mathcal{B}_{(1/2)}, \rho) = h_0(j; \mathcal{B}_{(1)}, \rho)$ and for $j \in [-S^{1-1/2}, -1]$ we have $h_0([j, -2S^{1-1/2}]; \mathcal{B}_{(1/2)}, \rho) = h_0([j, -2S^{1-1/2}]; \mathcal{B}_{(1)}, \rho)$.

Thus, we are left to show the middle inequality in (6.7). To do this we will split the interval $[-2S^{1-1/2}, -1]$ into pieces of size $S^{2/3}$. On each of these we will control the number of first class particles in $\mathcal{B}_{(1/2)}, \rho$ to order $S^{1/3}$ by using the final part of Proposition 3.4 (as we are dealing with step initial data), and then control the number of second class particles by bounds on sums of Bernoulli random variables. This will yield an upper and lower bound with error of order $S^{1/3}$ on the number of first and second class particles in $\mathcal{B}_{(1/2)}, \rho$ within each interval. Summing over order $S^{1/3}$ such intervals introduces an error of order $S^{3/4}$ which is still much smaller than the $S^{3/4}$ allowed error.

Define $K_S = [2S^{1/3-\gamma}]$ and intervals $I_k = [-(k + 1)S^{2/3}, -kS^{2/3}]$ for $k \in [0, K_S - 1]$ and $I_{K_S} = [-2S^{1-1/2}, -K_S S^{2/3}]$. Let $j_0, \ldots, j_{K_S}$ denote the endpoints of these intervals, i.e., $I_k = [j_k, j_{k+1}]$ and notice that the union of these intervals covers $[-2S^{1-1/2}, -1]$. Since $h_0(j; \mathcal{B}_{(1/2)}, \rho)$ and $P_{(1/2)}(j)$ are both 1-Lipschitz functions and since $S^{2/3} \ll S^{3/4}$ it suffices to show the following claim: there exist a constant $c > 0$ such that for all $\rho \in I_5^c$, $k \in [0, K_S]$ and $S > 2$

$$
\mathbb{P}[|h_0(j_k; \mathcal{B}_{(1/2)}, \rho) - P_{(1/2)}(j_k)| > \frac{S^{3/4}}{8}] \leq c^{-1}e^{-cS^{1/12}}, \tag{6.8}
$$
This implies the middle equation in (6.7) since the most that $h_0(j; \mathcal{B}^{(1\cup 2), \rho}) - P^{(1\cup 2), \rho}(j)$ can change over $j \in I_k$ is by $2|I_k| = 2S^{2/3}$. For large $S$, this is much smaller than $S^{3/4}/24$ (while for small $S$, we can just choose $c$ small enough so that the right-hand side of the middle equation in (6.7) exceeds 1, and hence the relation there trivially holds).

For each $k \in [0, K_S]$ define $\text{First}_k = h_0(I_k; \mathcal{B}^{(1), \rho})$ and the event

$$F_k(\kappa) := \left\{ \rho S^{2/3} + \frac{2k + 1}{4} S^{1/3} - \kappa S^{1/3} \leq \text{First}_k \leq \rho S^{2/3} + \frac{2k + 1}{4} S^{1/3} + \kappa S^{1/3} \right\}$$

that the number of first class particles in $I_k$ is within $\kappa S^{1/3}$ of the expected number according to the hydrodynamic limit. Noting that the term $\rho S^{2/3} + \frac{2k + 1}{4} S^{1/3}$ agrees with the hydrodynamic limit profile for step initial data, we see that by the final part of Proposition 3.4 there exists $c, \kappa_0 > 0$ such that for all $k \in [0, K_S]$ and $\kappa \in [\kappa_0, S^{2/3}/2]$, $\mathbb{P}[F_k(\kappa)] \leq c^{-1} e^{-c\kappa}$.

On the event $F_k(\kappa)$, we can bound the number of empty sites $\text{Empty}_k := S^{2/3} - \text{First}_k$ for $\mathcal{B}^{(1), \rho}$ at zero time in the interval $I_k$ by

$$(1 - \rho) S^{2/3} - \frac{2k + 1}{4} S^{1/3} - \kappa S^{1/3} \leq \text{Empty}_k \leq (1 - \rho) S^{2/3} - \frac{2k + 1}{4} S^{1/3} + \kappa S^{1/3}.$$ 

As explained in Definition 5.1, in order to construct $\mathcal{B}^{(1\cup 2), \rho}$ from $\mathcal{B}^{(1), \rho}$ on the interval $I_k$, we replace a hole at location $j$ by a second class particle (independently over all $j \in I_k$) with the probability in (5.1). Let us denote this probability by $Q(j)$. Observe that $Q(j)$ increases as $j$ decreases, and thus we can lower bound the total number of second class particles on $I_k$ by replacing $Q(j)$ by $Q(-kS^{2/3})$ for each $j \in I_k$, and likewise upper bound the number by using $Q(-(k + 1)S^{2/3})$. This shows that given $\text{Empty}_k$, the expected number second class particles that will be added in the interval $I_k$ will be bounded between $\text{Empty}_k Q(-kS^{2/3})$ and $\text{Empty}_k Q(-(k + 1)S^{2/3})$. Call $\text{Second}_k$ the number of second class particles added in the interval $I_k$ and define the event

$$S_k(\kappa) := \left\{ \text{Empty}_k \cdot Q(-kS^{2/3}) - \kappa S^{1/3} \leq \text{Second}_k \leq \text{Empty}_k \cdot Q(-(k + 1)S^{2/3}) + \kappa S^{1/3} \right\}.$$ 

By Hoeffding’s inequality there exists $c, \kappa_0 > 0$ such that for all $k \in [0, K_S]$ and $\kappa \geq \kappa_0$,

$$\mathbb{P}[S_k(\kappa)] \leq c^{-1} e^{-c\kappa}.$$ 

On the event that both $F_k(\kappa)$ and $S_k(\kappa)$ hold, it follows that

$$(\rho + S^{-\gamma}) S^{2/3} - 4\kappa S^{1/3} \leq \text{First}_k + \text{Second}_k \leq (\rho + S^{-\gamma}) S^{2/3} + 4\kappa S^{1/3}$$

where we have expanded the terms $Q(-kS^{2/3})$ and $Q(-(k + 1)S^{2/3})$ and absorbed errors into the $4\kappa S^{1/3}$ term. Recalling that $P^{(1\cup 2), \rho}(I_k) = (\rho + S^{-\gamma}) S^{2/3}$ and $h_0(I_k; \mathcal{B}^{(1\cup 2), \rho}) = \text{First}_k + \text{Second}_k$, and using the bounds above on $\mathbb{P}[F_k(\kappa)]$ and $\mathbb{P}[S_k(\kappa)]$, we conclude that there exists $c, \kappa_0 > 0$ such that for all $k \in [0, K_S]$ and $\kappa \in [\kappa_0/4, S^{2/3}/2]$,

$$\mathbb{P}\left[ \left| h_0(I_k; \mathcal{B}^{(1\cup 2), \rho}) - P^{(1\cup 2), \rho}(I_k) \right| > \kappa S^{1/3} \right] \leq c^{-1} e^{-c\kappa}. \quad (6.9)$$
Taking $\kappa = S^{1/12}/8$ and a union bound over all $k \in [0, K_S]$ leads to (6.8), as desired.

The inequality, (6.4), follows from what we have shown in (6.7) above upon noting that

$$M = h_0([-2S^{1-\gamma}, -1]; B^{(1/2)}(1)) - h_0([-2S^{1-\gamma}, -1]; B^{(1)}).$$

Notice that the centering of $M$ by $S^{1-2\gamma}$ is consistent with the hydrodynamic limit, namely that the area of the triangle bounded between the two profiles in Figure 10.

Having established Proposition 6.2 we now know that the initial condition for the height functions of $B^{(1)}$ and $\xi^{(1)}$ as well as for $B^{(1/2)}$ and $\xi^{(1/2)}$ are, respectively, close to order $S^{3/4}$. The next result, Proposition 6.4, will show that the product form initial height profiles for $\xi^{(1)}$ and $\xi^{(1/2)}$ evolved over a time interval $T$ will be close to order at least $T^{3/4}$ to their hydrodynamic limits (at least when focusing to the left of the characteristic velocity $1 - 2\rho_S$). Proposition 5.4 follow then follow by combining Proposition 6.4 with Proposition 6.2 and the monotonicity afforded to us by Lemma 2.6.

**Proposition 6.4.** For any $\varepsilon \in (0, 1/2)$, there exists $c = c(\varepsilon) > 0$ such that the following holds for any $S > 2$ (recall $T = S(\log S)^{-1}$). Define the interval and function

$$J_{S,T,\rho} = \left[-\frac{\varepsilon S}{4}, (1 - 2\rho)T - S^{1-\frac{3}{2}}\right], \quad H_{S,T,\rho}(X, Y) = \left(\rho + \frac{T(1 - 2\rho)}{2(S + T)}\right)(Y - X) + \frac{Y^2 - X^2}{4(S + T)},$$

as well as the maximal deviation of the height function and hydrodynamic limit function

$$\text{Diff}^+_{S,T}(\xi, \rho) = \max_{X,Y \in J_{S,T,\rho}} \{h_T([X, Y]; \xi) - H_{S,T,\rho}(X, Y)\},$$

$$\text{Diff}_{S,T}(\xi, \rho) = \max_{X,Y \in J_{S,T,\rho}} |h_T([X, Y]; \xi) - H_{S,T,\rho}(X, Y)| = \max \{\text{Diff}^+_{S,T}(\xi, \rho), \text{Diff}^-_{S,T}(\xi, \rho)\}.$$

Then we have that

$$\mathbb{P}\left[\{\text{Diff}_{S,T}(\xi^{(1)}, \rho) \geq S^{3/4}\} \bigcap \{\rho_S \in (\varepsilon, 1 - \varepsilon)\}\right] < c^{-1}e^{-cS^{1/12}},$$

$$\mathbb{P}\left[\{\text{Diff}_{S,T}(\xi^{(1/2)}, \rho) \geq S^{3/4}\} \bigcap \{\rho_S \in (\varepsilon, 1 - \varepsilon)\}\right] < c^{-1}e^{-cS^{1/12}}. \tag{6.10} \tag{6.11}$$

The constants $c = c(\varepsilon)$ can be chosen so as to weakly decrease as $\varepsilon$ decreases to 0.

**Proof of Proposition 6.4.** As in the proof of Proposition 6.2, we will demonstrate that there exists $c = c(\varepsilon) > 0$ such that the following holds for all $S > 2$ and all $\rho \in I_S^\varepsilon$ (recall (5.2)):

$$\mathbb{P}\left[\text{Diff}_{S,T}(\xi^{(1)}, \rho) \geq S^{3/4}\right] \leq c^{-1}e^{-cS^{1/12}}, \tag{6.12}$$

$$\mathbb{P}\left[\text{Diff}_{S,T}(\xi^{(1/2)}, \rho) \geq S^{3/4}\right] \leq c^{-1}e^{-cS^{1/12}}. \tag{6.13}$$

Having shown this, the results in the statement of Proposition 6.4 follow by a union bound (absorbing the resulting linear prefactor of $S$ into the exponent $c^{-1}e^{-cS^{1/12}}$).
By Definition 6.1, the initial data for $\xi^{(1),\rho}$ is $Y_{\varepsilon}^{(\rho)}$-distributed (recall (3.7)) on $[-\varepsilon S, \varepsilon S]$. Thus, (6.12) follows from the first statement of Proposition 3.7 (with $\kappa = S^{1/12}$ there), together with the fact that

$$T \int_{X/T} ^{Y/T} \left( \rho + \frac{T}{2(S+T)} (1-2\rho - z) \right) dz = \mathcal{H}_{S,T,\rho}(X,Y).$$

To establish (6.13), first observe by Lemma 2.2 that $\xi^{(1),\rho}$ and $\xi^{(1U,2),\rho}$ can be coupled so that $h_t([X,Y]; \xi^{(1U,2),\rho}) \geq h_t([X,Y]; \xi^{(1),\rho})$, for each $t \geq 0$, whenever $X \leq Y$. By this and (6.12), there exists $c = c(\varepsilon) > 0$ such that for all $S > 2$ and all $\rho \in I^\varepsilon_S$ (recall (5.2)):

$$P \left[ \text{Diff}^c_{S,T}(\xi^{(1U,2),\rho}) \geq S^{3/4} \right] \leq P \left[ \text{Diff}^c_{S,T}(\xi^{(1),\rho}) \geq S^{3/4} \right] \leq c^{-1} e^{-cS^{1/12}}.$$

So, it suffices to establish the complementary bound

$$P \left[ \text{Diff}^c_{S,T}(\xi^{(1U,2),\rho}) \geq S^{3/4} \right] \leq c^{-1} e^{-cS^{1/12}}. \quad (6.14)$$

To establish (6.14) observe that $\xi^{(1U,2),\rho}_0$ is $\Phi^{(\rho)}_{\varepsilon,\beta}$-distributed (as in Definition 3.6) with $\beta = \varepsilon^{-1} S^{-\gamma}$. Thus, applying the second part of Proposition 3.7 yields

$$P \left[ \max_{\|X/S\| \leq \varepsilon/4} | h_T([X,Y]; \xi^{(1U,2),\rho}) - T \int_{X/T} \max \left\{ \rho + \frac{(1-2\rho - z)T}{2(S+T)}, \rho + S^{-\gamma} \right\} dz \right] > S^{3/4} \right]$$

$$< c^{-1} e^{-cS^{1/12}}. \quad (6.15)$$

Recall that we have assumed $X, Y \leq (1-2\rho)T - S^{1-\alpha}$. For large enough $S$, we have that $(1-2\rho)T - S^{1-\alpha} \leq (1-2\rho)T - 2S^{-\gamma}(S+T)$. In that case,

$$\int_{X/T} ^{Y/T} \max \left\{ \rho + \frac{(1-2\rho - z)T}{2(S+T)}, \rho + S^{-\gamma} \right\} dz = \int_{X/T} ^{Y/T} \left( \rho + \frac{(1-2\rho - z)T}{2(S+T)} \right) dz = \frac{\mathcal{H}_{S,T,\rho}(X,Y)}{T}.$$

Combining this with (6.15) yields (6.14), as desired.

\textbf{Proof of Proposition 5.4.} We will start by defining the $F_S$-measurable event $H_S$ (recall that $E^c$ is the complement of an event $E$):

$$H_S = D_S(B^{(1)}, \xi^{(1)})^c \cap D_S(B^{(1U,2)}, \xi^{(1U,2)})^c \cap M_S^c \quad (6.16)$$

where these events (all of which also depend on $S$ but whose dependence is not explicit in the notation) are defined in Proposition 6.2. Recalling the notation $P_S$ from (4.1) observe that
by the union bound and then (6.2), (6.3) and (6.4) we have that there exists \( c = c(\varepsilon) > 0 \) such that for all \( S > 2 \)
\[
\mathbb{P}[P_S \cap (H_S)^c] \leq \mathbb{P}[P_S \cap D_S(B^{(1)}, \xi^{(1)})] + \mathbb{P}[P_S \cap D_S(B^{(1/2)}, \xi^{(1/2)})] + \mathbb{P}[P_S \cap M_S] 
\leq c^{-1}e^{-cS^{1/12}}.
\]
This shows (5.5). Thus, to prove Proposition 5.4 it now suffices to show that for the choice of \( H_S \) in (6.16), (5.6) holds, namely there exists \( c = c(\varepsilon) > 0 \) such that for all \( S > 2 \)
\[
\mathbb{P}\left[\left\{ T \right\} \cap \left( (1 - 2\rho_S)T - S^{1-\frac{\gamma}{2}}, \infty \right) \right] \geq M(1 - c^{-1}S^{1-\frac{\gamma}{2}})\mathcal{F}_S \geq (1 - c^{-1}e^{-cS^{1/12}})1_{H_S \cap P_S}.
\]
In other words, to prove the above bound we must show that there exists \( c = c(\varepsilon) > 0 \) such that for any \( S > 2 \), assuming the event \( P_S \cap H_S \) holds, it follows that with probability at least \( 1 - c^{-1}e^{-cS^{1/12}} \) the number of second class particles in the interval \( ((1 - 2\rho_S)T - S^{1-\frac{\gamma}{2}}, \infty) \) is at least \( M(1 - c^{-1}S^{1-\frac{\gamma}{2}}) \). Observe that on the event \( H_S \cap P_S \), we have that \( |M - S^{1-2\gamma}| \leq S^{\frac{\gamma}{2}} \) holds and that
\[
\mathbb{P}\left[\left\{ T \right\} \cap \left( -\infty, -\frac{\varepsilon S}{4} \right) = 0 \right] \geq 1 - c^{-1}e^{-cS^{1/12}}, \quad (6.17)
\]
\[
\mathbb{P}\left[\left\{ T \right\} \cap \left( -\frac{\varepsilon S}{4}, (1 - 2\rho_S)T - S^{1-\frac{\gamma}{2}} \right) \right] < 4S^{\frac{\gamma}{2}} \geq 1 - c^{-1}e^{-cS^{1/12}}. \quad (6.18)
\]
The first of these inequalities follows immediately from Lemma 2.5 (and does not depend on the occurrence of \( H_S \)). This is because \( B^{(1)} \) and \( B^{(1/2)} \) are the same at time 0 on the interval \((-\infty, -2S^{1-\gamma})\) and hence remain the same on the smaller interval \((-\infty, -2S^{1-\gamma} - 4RT)\) at time \( T = S/\log S \) with probability at least \( 1 - 4e^{-T/3} \). We can find \( c = c(\varepsilon) > 0 \) such that for all \( S > 2 \) either \((-\infty, -2S^{1-\gamma} - 4RT) \subset (-\infty, -\frac{\varepsilon S}{4}) \) and \( 1 - 4e^{-T/3} \geq 1 - c^{-1}e^{-cS^{1/12}} \), or \( 1 - c^{-1}e^{-cS^{1/12}} < 0 \). In the first case (which occurs for large enough \( S \)) (6.17) follows, and in the second case (for small \( S \)) (6.17) follows trivially as the right-hand side is negative.

The second inequality, (6.18), relies on Proposition 6.4. Observe that by the triangle inequality, on the event that
\[
\{ \text{Diff}_{S,T}(\xi^{(1)}, \rho) < S^{3/4} \} \cap \{ \text{Diff}_{S,T}(\xi^{(1/2)}, \rho) < S^{3/4} \}
\]
holds in addition to \( H_S \cap P_S \), it follows that
\[
B_T\left( \left[-\varepsilon S \over 4, (1 - 2\rho_S)T - S^{1-\frac{\gamma}{2}}\right]; B^{(1/2)} \right) - B_T\left( \left[-\varepsilon S \over 4, (1 - 2\rho_S)T - S^{1-\frac{\gamma}{2}}\right]; B^{(1)} \right) \leq 4S^{3/4}.
\]
Here we used the monotonicity from Lemma 2.6 to show that the \( S^{3/4} \) closeness of \( B^{(1)} \) and \( \xi^{(1)} \), and of \( B^{(1/2)} \) and \( \xi^{(1/2)} \), at time 0 (which holds on \( D_S(B^{(1)}, \xi^{(1)}) \cap D_S(B^{(1/2)}, \xi^{(1/2)}) \)) persists for all time. Then we used the fact that on the event in (6.19) both \( \xi^{(1)} \) and
\( \xi^{(1,2)} \) have height functions that are within \( S^{3/4} \) of the same hydrodynamic limit function \( \mathcal{H}_{S,T,p}(X,Y) \). By Lemma 2.2 and equation (2.3), the left-hand side of (6.20) is the event

\[
\left\{ \left\| Z_T \right\| \cap \left( -\frac{\varepsilon S}{4}, (1 - 2\rho_S)T - S^{1-\frac{2}{\gamma}} \right) \right\} < 4S^{\frac{3}{4}}
\]

whose probability we wish to control in (6.18). By Proposition 6.4 the probability of the event in (6.19) (that, in conjunction with \( \mathcal{H}_S \cap \mathcal{P}_S \), imply (6.20)) is at least \( 1 - c^{-1}e^{-cS^{3/12}} \) for some \( c = c(\varepsilon) > 0 \). This establishes (6.18).

We can now show (5.6) holds. By (6.17) and (6.18), on the event \( \mathcal{H}_S \cap \mathcal{P}_S \), we have that

\[
\left\{ \left\| Z_T \right\| \cap \left( (1 - 2\rho_S)T - S^{1-\frac{2}{\gamma}}, \infty \right) \right\} \geq M - 4S^{3/4}
\]

holds with probability at least \( 1 - 2c^{-1}e^{-cS^{3/12}} \). On \( \mathcal{H}_S \cap \mathcal{P}_S \) we also have \( M > S^{1-2\gamma} - S^{3/4} \) which implies that there exists \( S_0 > 0 \) such that

\[
M - 4S^{3/4} = M\left( 1 - \frac{4S^{3/4}}{M} \right) \geq M\left( 1 - \frac{4S^{3/4}}{S^{1-2\gamma} - S^{3/4}} \right) \geq M(1 - S^{-1/5}).
\]

This implies (5.6), provided \( S > S_0 \) (for smaller \( S \) it follows by taking \( c \) sufficiently small).

All that remains to completes the proof of Proposition 5.4 is to show that the constants \( c = c(\varepsilon) \) in that statement can be chosen so as to weakly decrease as \( \varepsilon \) decreases to 0. However, this is easily seen to be the case due to the fact that all results upon which we relied in this proof have a similar qualification on the constants.

\[ \square \]

Appendix A: Rezakhanlou’s good coupling

We recall here a coupling which is presented in Section 4.1 of [Rez95]. It is proved there, though not stated as a quotable result, hence we also include a proof along the lines of [Rez95]. We will stick with the notation used in that paper to make the comparison there simpler. This notation is a bit different than what we use in the main body of this paper, hence we also explain how match to Proposition 2.4.

Let \( (\eta_t, x_t) \) denote the occupation variables for first class particles \( (\eta_t) \) along with the location of a single second class particle \( (x_t) \). Let \( p(1) = q \) and \( p(-1) = p \) (and \( p(i) = 0 \) for all other \( i \)) and assume \( p \geq q \). The state space for \( (\eta_t, x_t) \) is \( \{(\eta, x) \in \{0,1\}^Z \times Z : \eta(x) = 0\} \) and the generator is specified by its action on local functions \( f \) as

\[
Af(\eta, x) := \sum_{u,v \in \mathbb{Z}} p(v - u)\eta(u)(1 - \eta(v)) \left[ f(\eta^{u,v}, x) - f(\eta, x) \right] + (p - q)(1 - \eta(x - 1)) \left[ f(\eta, x - 1) - f(\eta, x) \right] + (p - q)\eta(x + 1) \left[ f(\eta^{x+1}, x + 1) - f(\eta, x) \right] + q \left[ f(\eta^{x+1}, x + 1) + f(\eta^{x-1}, x - 1) - 2f(\eta, x) \right].
\]
Here \( \eta^{u,v}(w) \) is equal to \( \eta(v) \) if \( w = u \), \( \eta(u) \) if \( w = v \) and \( \eta(w) \) otherwise. Let \( \mathbb{P}^{\eta,x} \) denote the probability measure for this Markov process from initial data \((\eta, x)\).

It is easy to check that \( \mathcal{A} \) does, indeed, encode the desired jump rates. The first term involves jumps which are separate from the second class particle. When there is a second class particle at \( x \) and no (first class) particle at \( x - 1 \), the second line gives a jump rate \( p - q \) for the second class particle to move to \( x - 1 \), and the fourth line gives a jump rate \( q \), thus a total of rate \( p \). If there is a second class particle at \( x \) and no particle at \( x + 1 \), then only the fourth line contributes a jump rate of \( q \). Thus, the second class particle behaves as expected. If there is a particle at \( x - 1 \) and second class particle at \( x \), then the two switch at rate \( q \) from the fourth line, and if there is a particle at \( x + 1 \) and a second class particle at \( x \), then the two switch with rate \( p - q \) from the third line and rate \( q \) from the fourth line, hence rate \( p \). This matches the dynamics one expects for first/second particle pairs.

This type of case-by-case verification of couplings can be implemented for all of the other generators that we define below, though we will not go through it there.

Consider two states \( \eta_0 \geq \zeta \in \{0, 1\}^\mathbb{Z} \) and let \( \alpha \) be defined via \( \zeta_0 = \eta + \alpha \), with \( \alpha \in \{0, 1\}^\mathbb{Z} \) as well. These represent all of the second class particles. By the basic coupling (and attractivity of ASEP) we can define the joint evolution \((\eta_t, \alpha_t)\) of first and second class particles started from \( \eta_0 = \eta \) and \( \alpha_0 = \alpha \). We will not record the generator, though note that it is given in [Rez95, (4.4)]. Let \( \mathbb{P}^{\eta,\alpha} \) denote the probability measure for this Markov process from initial data \((\eta, \alpha)\).

For \( x \in \mathbb{Z}, \eta \in \{0, 1\}^\mathbb{Z} \) and \( N \in \mathbb{Z}_{\geq 1} \), let \( A^{x}(x, \eta, N) \) equal the set of \( \alpha \in \{0, 1\}^\mathbb{Z} \) such that \( \sum_{j \in \mathbb{Z}} \alpha_j = N \), \( \eta + \alpha \in \{0, 1\}^\mathbb{Z}, \alpha(x) = 1 \) and \( \alpha(w) = 1 \) only if \( w \geq x \) (this is not an if and only if). In words, this means that we start with \( N \) second class particles relative to the first class particles at \( \eta \), with the left-most one at \( x \). Associate to such an \( \alpha \), a set \( \{z_t(1), \ldots, z_t(N)\} \) of locations for the second class particles.

**Proposition A.1.** For any \( x,y \in \mathbb{Z}, x_0 \in \mathbb{Z} \) and \( \eta \in \{0, 1\}^\mathbb{Z} \) with \( \eta_0(x_0) = 0 \), and for any \( N \in \mathbb{Z}_{\geq 1} \) and \( \alpha_0 \in A^{x}(x_0, \eta_0, N) \),

\[
\mathbb{P}^{\eta_0,x_0}(x_t \geq y) \leq \frac{1}{N} \sum_{j=1}^{N} \mathbb{P}^{\eta,\alpha}(z_t(j) \geq y). \tag{A.1}
\]

**Proof.** To prove this we will introduce a process \( z_t = (z_t(1), \ldots, z_t(N)) \) which is comprised of the locations in \( \alpha_t \), but for which the order of the labels can change. We will then show that for any particular label \( j \in \{1, \ldots, N\} \), there exists a coupling of \((\eta_t, z_t, x_t)\) such that \( x_t \leq z_t(j) \) for all \( t \). Finally, since the uniform distribution on orders for \( z_t \) is preserved, marginally, for all \( t \), we will be able to conclude that (A.1) holds. We need a bit of notation. Let \( \alpha(w; z) := \alpha(w) = 1 \) for some \( j \in \{1, \ldots, N\} \) denote the indicator that there is a second class particle at position \( u \), given location vector \( z \); let \( \zeta(u; z) = \eta(u) + \alpha(u; z) \) similarly denote the indicator for either a first or second class particle at position \( u \).

We now define a coupling of \( \eta_t \) and the second class particle label process \( z_t \). Forgetting about the labels, this reduces to the usual (basic) coupling of first and second class particles.
It should be noted that the labels in $z_t$ do not stay ordered. The state space for $(\eta_t, z_t)$ is evident, and the generator is given by its actions on local functions $f$ as

$$
\mathcal{B} f(\eta, z) := (p - q) \sum_{u \in \mathbb{Z}} \eta(u)(1 - \zeta(u - 1, z)) \left[ f(\eta^{u,u-1}, z) - f(\eta, z) \right] + (p - q) \sum_{j=1}^{N} (1 - \zeta(z_j - 1; z)) \left[ f(\eta, z^{z_j, z_j-1}) - f(\eta, z) \right] + (p - q) \sum_{j=1}^{N} \eta(z_j + 1) \left[ f(\eta^{z_j+1, z_j}, z^{z_j+1}) - f(\eta, z) \right] + q \sum_{u \in \mathbb{Z}} \left[ f(\eta^{u,u+1}; z^{u,u+1}) - f(\eta, z) \right].
$$

Here $z^{u,v}$ denotes the configuration resulting from exchanging the content of sites $u$ and $v$ in $z$. In particular, if $z_i = u$ and $z_j = v$, then $\tilde{z} = z^{u,v}$ has $\tilde{z}_i = v$ and $\tilde{z}_j = u$ (and all other values unchanged). It is worth noting that the fourth line in $\mathcal{B}$ results in such swapping of labels between second class particles.

Now, we will demonstrate that for any given $j \in \{1, \ldots, N\}$ it is possible to construct a coupling $(\eta_t, z_t, x_t)$ such that if $x_0 \leq z_0(j)$, then $x_t \leq z_t(j)$, for all $t$. We have already defined couplings of $(\eta_t, x_t)$ and $(\eta_t, z_t)$. So, to see that our desired triple coupling exists, we simply need to show that if, for some $t$, $x_t = z_t(j) = u$, then the jump rates for $x_t$ and $z_t(j)$ are ordered so $x_t$ jumps left with higher rate than $z_t(j)$ and jumps right with lower rate than $z_t(j)$. This is shown by inspection of the generators: The left jump rate for $x_t$ is $(p - q)(1 - \eta_t(u - 1)) + q$ while for $z_t(j)$ it is $(p - q)\zeta_t(u - 1) + q$. Since $\eta_t(u - 1) = 0$ implies $\zeta_t(u - 1) = 0$, the rates are ordered as desired; the right jump rate for $x_t$ and $z_t(j)$ are both $(p - q)\eta_t(u + 1) + q$. This proves that the desired coupling exists. Let us denote the coupled probability measure started in state $\eta, z, x$ by $\mathbb{P}^{\eta, z, x}$.

Now we can conclude with the proof of (A.1). For a given $\alpha$, let $z_0$ denote a uniformly random ordering on the elements of $\alpha$. The dynamics on $z_t$ preserve the uniform ordering in the sense that for any fixed $t$, the marginal distribution of the order of labels in $z_t$ remains uniform. For any $\alpha \in A^x(x, \eta, N)$, fix $j = 1$ and use the coupling from the previous paragraph to see that

$$
\mathbb{P}^{\eta, x}(x_t \geq y) = \mathbb{P}^{\eta, z, x}(x_t \geq y) \leq \mathbb{P}^{\eta, z, x}(z_t(1) \geq y) = \mathbb{P}^{\eta, z}(z_t(1) \geq y) = \frac{1}{N} \sum_{j=1}^{N} \mathbb{P}^{\eta, \alpha}(z_t(j) \geq y).
$$

(A.2)

The first equality is immediate from the coupling since including the $z_t$ process has no baring on the event $x_t \geq y$. The second inequality is because under the $j = 1$ version of the coupling of $(\eta_t, z_t, x_t)$, we have that $z_t(1) \geq x_t$ provided $z_0(1) \geq x_0$. That inequality, however, is implied by the assumption that $\alpha \in A^x(x, \eta, N)$ (which means that $x_0 = x$ is
the left-most particle in \( \alpha \) and hence in \( z \). The third equality is again immediate from the coupling since now \( x \) has no baring on the event \( z_t(1) \geq y \). The final equality is because we have assumed that the order in \( z \) is uniformly chosen and this property holds for all \( t \). Thus, we must average over the events \( z_t(j) \geq y \) as stated.

\[ \square \]

**Proof of Proposition 2.4.** In order to match Proposition A.1 with Proposition 2.4 we take \( R = p \) and \( L = q \) and then reverse space.

\[ \square \]

Appendix B: Proof of moderate deviation results and proof of Proposition 3.4

To prove Proposition 3.4, we will use the following proposition that provides upper and lower tail bounds on \( h_T(X; \eta_T) \). These bounds are summarized in Figure 11 and its caption.

**Proposition B.1.** For any \( \varepsilon > 0 \), there exists \( c = c(\varepsilon) > 0 \) such that the following holds.

Let \( \rho \in [0, 1] \) and \( \eta \) be ASEP under \((\rho, 0)\)-Bernoulli initial data. For any \( T > 1 \), \( s \geq 0 \) letting \( Y_0 := (1-2\rho)T+T^{2/3} \) we have (recall from (2.3) that \( h_T([X,Y]; \eta) := h_T(X; \eta) - h_T(Y; \eta) \))

\[
\begin{align*}
\mathbb{P}\left[ h_T(X; \eta) \geq \frac{(T-X)^2}{4T} + sT^{\frac{1}{2}} \right] \leq e^{-cs} \quad & \text{for } X \in \left[ -(1-\varepsilon)T, (1-\varepsilon)T \right], \quad (B.1) \\
\mathbb{P}\left[ h_T(X; \eta) \leq \frac{(T-X)^2}{4T} - sT^{\frac{1}{2}} \right] \leq e^{-c(e^{-cs} + e^{-cT})} \quad & \text{for } X \in \left[ Y_0, (1-\varepsilon)T \right], \quad (B.2) \\
\mathbb{P}[h_T([X,Y]; \eta) \geq \rho(Y_0 - X) + sT^{\frac{1}{2}}] \leq 2e^{-\frac{T}{2}} \quad & \text{for } X \in \left[ -T, Y_0 \right] \quad (B.3) \\
\mathbb{P}[h_T([X,Y]; \eta) \leq \rho(Y_0 - X) - sT^{\frac{1}{2}}] \leq e^{-1}T^{\frac{1}{2}}(e^{-cs} + e^{-cT}) \quad & \text{for } X \in \left[ -T, Y_0 \right]. \quad (B.4)
\end{align*}
\]

The constants \( c = c(\varepsilon) \) can be chosen so as to weakly decrease as \( \varepsilon \) decreases to 0.

We will first provide a proof of (B.3) based on a simple coupling argument and concentration bound for sums of i.i.d. Bernoulli random variables. Then we will prove (B.4), assuming (B.1) and (B.2). We then prove (B.1), relying upon a remarkable identity from [BO17] that relates ASEP to the discrete Laguerre ensemble. Finally, we prove (B.2) through asymptotics of a Fredholm determinant formula coming from [BCS14, AB19].

A few remarks about the proposition are in order. While (B.1) gives an upper bound on \( h_T(X; \eta) \) for all \( X \in \left[ -(1-\varepsilon)T, (1-\varepsilon)T \right] \), it is only useful for us (though the decay is likely not as sharp as possible) for \( X \in \left( (1-2\rho)T, (1-\varepsilon)T \right) \). This is because the hydrodynamic limit center changes for velocities less than \( 1-2\rho \). Equation (B.2) gives an effective lower bound on \( h_T(X; \eta) \) for \( X \in \left[ Y_0, (1-\varepsilon)T \right] \). The reason for the \( T^{2/3} \) offset in how we define \( Y_0 \) comes from the proof of this bound where it simplifies the analysis and choice of contours in the Fredholm determinant used there. The Gaussian \( T^{1/2} \) order upper bound in (B.3) should be close to tight, while the \( T^{2/3} \) order lower bound in (B.4) is not tight. We expect the actual lower bound should involve \( T^{1/2} \) and a Gaussian tail as in (B.3). Such a bound in place of (B.4) may be possible from the Fredholm determinant, though we do not pursue it (see [AB19] for an example of such an analysis).
Assuming Proposition B.1, we can establish Proposition 3.4.

Proof of Proposition 3.4. As in Proposition B.1, let $Y_0 = (1 - 2\rho)T + T^{2/3}$. Observe that by combining (B.3) with (B.4) (for the first bound below) and (B.1) with (B.2) (for the second bound below) we have that for any

$$
P \left[ |\eta_T([X, Y_0]; \eta) - \rho(Y_0 - X)| \geq sT^{3/2} \right] \leq c^{-1}Te^{-cs}, \quad \text{if } -(1 - \varepsilon)T \leq X \leq Y_0;
$$

$$
P \left[ \left| \eta_T(X; \eta) - \frac{(T - X)^2}{4T} \right| \geq sT^{3/2} \right] \leq c^{-1}Te^{-cs}, \quad \text{if } Y_0 \leq X \leq (1 - \varepsilon)T.
$$

This holds for any $\varepsilon > 0$ (with $c = c(\varepsilon)$, $\rho \in [\varepsilon, 1]$, $T > 1$ and $s \in [0, T]$). We restrict $s \in [0, T]$ (as opposed to $s \geq 0$) in order to bound $c^{-1}T^{1/4}(e^{-cs} + e^{-cT}) \leq T e^{-cs}$ in (B.4). Now observe that from the explicit form of $\Upsilon^{(\rho, 0)}$ given by Definition 3.3, we have that

$$
T \int_{X/T}^{Y/T} \Upsilon^{(\rho, 0)}(z)dz = \begin{cases} 
\frac{1}{4T}((T - X)^2 - (T - Y)^2), & \text{if } (1 - 2\rho)T \leq X \leq Y \leq T, \\
(Y - X)\rho, & \text{if } X \leq Y \leq (1 - 2\rho)T.
\end{cases}
$$

Now (3.3) readily follows by combining this and the previous display.

The claim about step initial data follows immediately from (B.1) with (B.2) after observing that for any fixed $\varepsilon$, there is a $T_0 > 0$ such that for all $T > T_0$, $Y_0/T < -(1 - \varepsilon)$. Thus, by choosing a small enough $c$, we can ensure that (3.3) holds for all $T > 1$ with $sT^{2/3}$ replaced by $sT^{1/3}$, as desired. \qed
**Proof of Equation (B.3)**

We compare the ASEP \( \eta \) to a \( \rho \)-stationary ASEP \( \xi \). Since we can clearly couple \( \eta_0 \) and \( \xi_0 \) so that \( \eta_0(j) \leq \xi_0(j) \) for all \( j \in \mathbb{Z} \), the attractivity in Lemma 2.2 yields a coupling between \( \eta \) and \( \xi \) such that \( \eta_t(j) \leq \xi_t(j) \) for all \( t \geq 0 \) and \( j \in \mathbb{Z} \). It follows from (2.3) that

\[
P[\eta_T([X,Y_0]; \eta) \geq \rho(Y_0 - X) + sT^{\frac{3}{2}}] = P \left[ \sum_{j=X+1}^{Y_0} \eta_T(j) \geq \rho(Y_0 - X) + sT^{\frac{3}{2}} \right] 
\leq P \left[ \sum_{j=X+1}^{Y_0} \xi_T(j) \geq \rho(Y_0 - X) + sT^{\frac{3}{2}} \right] 
\leq 2e^{-\frac{s^2}{4}},
\]

where to deduce the last bound we used the concentration estimate (3.1), together with the fact that \( |X - Y_0| \leq 2T \). This establishes (B.3).

**Proof of Equation (B.4) assuming Equation (B.1) and Equation (B.2)**

We claim that for any \( A, X \in \mathbb{Z} \) such that \( A \geq 0 \) and \( X \leq Y_0 \), and for any \( M \in \mathbb{R} \)

\[
P[\eta_T([X,X + A]; \eta) \leq M] \leq P[\eta_T([Y_0,Y_0 + A]; \eta) \leq M]. \tag{B.5}
\]

This follows from a simple coupling argument. Let \( \zeta \) denote an ASEP whose initial data \( \zeta_0 \) is obtained by setting \( \zeta_0(j) = \eta_0(j) \) for \( j \leq X - Y_0 \) and \( \zeta_0(j) = 0 \) otherwise. Notice that \( \zeta_0 \) is equal in distribution to \( \eta_0 \), shifted to left by a distance of magnitude \( |X - Y_0| \), and that it is also coupled in such a way that \( \eta_0(j) \geq \zeta_0(j) \) for all \( j \in \mathbb{Z} \). By the attractivity of ASEP from Lemma 2.2 we may couple \( \eta \) and \( \zeta \) so that \( \eta_t(j) \geq \zeta_t(j) \) for all \( t \geq 0 \) and \( j \in \mathbb{Z} \). It follows then from (2.3) and the above considerations that

\[
P[\eta_T([X,X + A]; \eta) \leq M] = P \left[ \sum_{j=X+1}^{X+A} \eta_T(j) \leq M \right] \leq P \left[ \sum_{j=X+1}^{X+A} \zeta_T(j) \leq M \right] = P \left[ \eta_T([Y_0,Y_0 + A]; \eta) \leq M \right],
\]

where the inequality uses the attractive coupling and the penultimate equality holds since \((\zeta_T(j))_{j \in \mathbb{Z}} \) and \((\eta_T(j + Y_0 - X))_{j \in \mathbb{Z}}\) have the same law.

Observe now that to show (B.4) we must show that the height difference \( \eta_T([X,Y_0]; \eta) \) compensated by the linear hydrodynamic profile \( \rho(Y_0 - X) \) is unlikely to dip more than \(-sT^{\frac{3}{2}}\). The inequality in (B.5) shows that we can control the height changes to the left of \( Y_0 \) by those at \( Y_0 \). The bounds in (B.1) and (B.2) are effective in controlling the height changes around \( Y_0 \). However, they involve parabolic hydrodynamic terms \( \frac{(T-X)^2}{4T} \) whereas
Thus, by the union bound along with the bounds in (B.4) we use (B.5) repeatedly on spatial intervals of order $T^{\frac{1}{2}}$. Each application introduces a fluctuation error of order $T^{\frac{1}{2}}$. By a union bound over order $T^{\frac{1}{2}}$ such spatial intervals, we arrive at the order $T^{\frac{3}{2}}$ fluctuation error bound in (B.4) (this union bound also explains the $T^{\frac{1}{2}}$ factor on the right-hand side in (B.4)). The rest of this proof provides the details to the argument sketched above.

Let us assume that $A \in [0, T^{\frac{3}{2}}]$ and $X \in \mathbb{Z}$ such that $X \leq Y_0$. Letting $M = \rho A - sT^{\frac{1}{2}}$ in (B.5) we have that

$$
P[h_T([X, X + A]; \eta) \leq \rho A - sT^{\frac{1}{2}}] \leq P[h_T([Y_0, Y_0 + A]; \eta) \leq \rho A - sT^{\frac{1}{2}}].$$

We now claim that there exists $c = c(\varepsilon) > 0$ such that for any $T > 1$ and $s \geq 0$,

$$
P[h_T([Y_0, Y_0 + A]; \eta) \leq \rho A - sT^{\frac{1}{2}}] \leq e^{-c(s + e^{-cT})}.$$  \hfill (B.7)

To prove this, we note that for $s \geq 1$,

$$
\left\{ h_T([Y_0, Y_0 + A]; \eta) \leq \rho A - sT^{\frac{1}{2}} \right\} \subset \left\{ h_T(Y_0; \eta) \leq \frac{(T - Y_0)^2}{4T} - \frac{sT^{\frac{1}{2}}}{8} \right\} \cup \left\{ h_T(Y_0 + A; \eta) \geq \frac{(T - Y_0 - A)^2}{4T} + \frac{sT^{\frac{1}{2}}}{8} \right\}
$$

as follows immediately from the inequality (also for $s \geq 1$) that

$$
\frac{(T - Y_0)^2}{4T} - \frac{(T - Y_0 - A)^2}{4T} \geq \rho A - \frac{3sT^{\frac{1}{2}}}{4}.
$$

Thus, by the union bound along with the bounds in (B.1) and (B.2), we arrive at (B.7) provided $s \geq 1$. For $s \in [0, 1]$, the result follows by choosing $c$ sufficiently close to zero.

Let us now apply (B.7) to conclude the desired bound in (B.4). Observe that for $X \in [-T, Y_0]$, the interval $[X, Y_0]$ can be covered by at most $K = 2T^{1/3}$ intervals (this is an overestimate but suffices) each of length $A \in [0, T^{\frac{3}{2}}]$. Call the endpoints of these intervals $X = X_0 < X_1 < \cdots < X_K = Y_0$. Then we have

$$
P[h_T([X, Y_0]; \eta) \leq \rho(Y_0 - X) - sT^{\frac{1}{2}}] \leq \sum_{j=1}^{K} P[h_T([X_{j-1}, X_j]; \eta) \leq \rho A - \frac{sT^{\frac{1}{2}}}{2}]
\leq K e^{-c(s/2 + e^{-cT})}.
$$

The first inequality follows from the union bound while the second from combining (B.6) (with $X = X_{j-1}$ and $X + A = X_j$) with (B.7). Clearly, this implies (B.4) as desired.
B.1. Proof of Equation (B.1)

The main result needed in this proof of Proposition B.2 (about step initial data ASEP) from which (B.1) follows via the monotonicity result Lemma 2.6.

Proposition B.2. For any \( \varepsilon > 0 \), there exists \( c = c(\varepsilon) > 0 \) such that the following holds. Let \( \xi \) be ASEP under step initial data. Then, for any \( T > 1 \), \( s \geq 0 \) and \( X \in \left[ - (1 - \varepsilon)T, (1 - \varepsilon)T \right] \),

\[
P \left[ \left| h_T(X; \xi) - \frac{(T - X)^2}{4T} \right| \geq sT^{1/3} \right] \leq c^{-1} e^{-cs}.
\]

Proof of Equation (B.1). Letting \( \xi = (\xi_t(x)) \) denote an ASEP under step initial data, we have \( \eta_0(x) \leq \xi_0(x) \) for each \( x \in \mathbb{Z} \). Thus, \( h_0(x; \eta) \leq h_0(x; \xi) \), and so the monotonicity result Lemma 2.6 yields a coupling between \( (\eta; \xi) \) such that \( h_T(x; \eta) \leq h_T(x; \xi) \) for each \( T \geq 0 \) and \( x \in \mathbb{Z} \). Hence the proposition follows from the fact that

\[
P \left[ h_T(X; \eta) - \frac{(T - X)^2}{4T} \geq sT^{1/3} \right] \leq P \left[ h_T(X; \xi) - \frac{(T - X)^2}{4T} \geq sT^{1/3} \right] \leq c^{-1} e^{-cs}.
\]

where in the last inequality we applied Proposition B.2.

The proof of Proposition B.2 relies on an identity [BO17, Theorem 10.2] (cited below as Lemma B.6) which relates a \( q \)-Laplace transform for the step initial data ASEP height function to a multiplicative statistic for the determinantal point process called the discrete Laguerre ensemble. From this identity and existing asymptotics regarding this ensemble, we are able to prove our tail bound. We remark that our tail bound is suboptimal and we do not fully take advantage of the decay afforded to us by the identity. However, the exponential decay we prove is sufficient for our purposes. We also note that this style of result – using a \( q \)-Laplace transform identity with a determinantal point process in order to prove tail bounds – goes back to work of [CG20] which uses a similar identity relating the KPZ equation and Airy point process [BG16].

To prepare for the proof of Proposition B.2, we recall a few results. The first is the fact that the statement in Proposition B.2 holds in the case of TASEP, when \( L = 0 \). This result is implicitly due to [BFS14] (in terms of an estimate on the Fredholm determinant that determines this tail probability), though appears explicitly as a probabilistic tail estimate (formulated in terms of exponential last passage percolation) as [BSS14, Theorem 13.2] and [FN15, Proposition 4.1 and Proposition 4.2].

Lemma B.3. For any \( \varepsilon > 0 \), there exists \( c = c(\varepsilon) > 0 \) such that the following holds. Let \( \xi \) be TASEP \((L = 0 \temporarily) \) under step initial data. Then, for any \( T > 1 \), \( s \geq 0 \) and
$X \in \left[ - (1 - \varepsilon)T, (1 - \varepsilon)T \right]$.

$$\mathbb{P}\left[ \left| h_T(X; \xi) - \frac{(T - X)^2}{4T} \right| \geq sT^{1/3} \right] \leq e^{-cs}.$$  

To establish Proposition B.2, we will make use of a determinantal point process, introduced in [BO17], called the discrete Laguerre ensemble. We begin by recalling its definition. In what follows, a configuration on $\mathbb{Z}_{\geq 0}$ is a subset $\mathcal{Z} \subseteq \mathbb{Z}_{\geq 0}$ of nonnegative integers; we let $\text{Conf}(\mathbb{Z}_{\geq 0})$ denote the set of all configurations on $\mathbb{Z}_{\geq 0}$. Given a function $K : \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0} \to \mathbb{R}$, a determinantal point process on $\text{Conf}(\mathbb{Z}_{\geq 0})$ with correlation kernel $K$ is a probability measure $\mathbb{P}$ on $\text{Conf}(\mathbb{Z}_{\geq 0})$ satisfying the following property. Letting $\mathcal{Z} \in \text{Conf}(\mathbb{Z}_{\geq 0})$ denote a random configuration sampled under $\mathbb{P}$, we have $\mathbb{P}[x_1, x_2, \ldots, x_k \in \mathcal{Z}] = \det[K(x_i, x_j)]_{1 \leq i, j \leq k}$ for any distinct $x_1, x_2, \ldots, x_k \in \mathbb{Z}_{\geq 0}$. Generic $K$ will not define a probability measure.

**Definition B.4.** Fix $\beta \in \mathbb{R}_{> 0}$. Laguerre polynomials are the orthogonal polynomials on $[0, \infty)$ under the weight measure $t^{\beta-1}e^{-t}dt$. The degree $n$ polynomial in this ensemble, with leading coefficient $n!^{-1}$, is denoted by $L_n^{(\beta)}(x)$. The discrete Laguerre kernel is defined by

$$K_{\text{DLaguerre}}(r; \beta)(x, y) = \frac{x!y!}{\Gamma(x + \beta)\Gamma(y + \beta)} \left( \int_r^\infty L_x^{(\beta)}(t)L_y^{(\beta)}(t)t^{\beta-1}e^{-t}dt \right)^{1/2},$$

for any $x, y \in \mathbb{Z}_{\geq 0}$. The discrete Laguerre ensemble $\text{DLaguerre}(r; \beta)$ is the determinantal point process on $\text{Conf}(\mathbb{Z}_{\geq 0})$ with correlation kernel $K_{\text{DLaguerre}}(r; \beta)$.

The following lemmas indicate our use of the discrete Laguerre ensemble. The first shows that its smallest element match the TASEP height function in distribution (which is accessible by Lemma B.3); the second explains its relation to the step initial data ASEP.

**Lemma B.5** ([BO17, Corollary 10.3 and Theorem 3.7]). Adopt the notation of Proposition B.2, and assume that $L = 0$. Let $\mathcal{Z} \in \text{Conf}(\mathbb{Z}_{\geq 0})$ denote a sample of the discrete Laguerre ensemble $\text{DLaguerre}^+(T, x + 1)$. Then, $h_T(x; \xi)$ has the same law as $\mathcal{Z}$.

Below, for any $q, a \in \mathbb{C}$ and any integer $k \geq 0$ (possibly infinite, in which case we assume that $|q| < 1$), the $q$-Pochhammer symbol is defined by $(a; q)_k = \prod_{j=0}^k (1 - aq^j)$.

**Lemma B.6** ([BO17, Theorem 10.2]). Fix any time $T > 0$, an integer spatial location $x \geq 0$ and let $q = \frac{1}{R} \in (0, 1)$. Let $\xi$ denote ASEP, with left jump rate $L$ and right jump rate $R$, under step initial data and let $\mathcal{Z} \subset \mathbb{Z}_{\geq 0}$ denote a sample of $\text{DLaguerre}^+((1 - q)T, x + 1)$. Then, for any $\zeta \in \mathbb{C} \setminus \{-q^{2z} \geq 0\}$ we have

$$\mathbb{E}\left[\frac{1}{(1 - \zeta q^{h_T(x; \xi)})_\infty}\right] = \mathbb{E}\left[\prod_{z \in \mathcal{Z}} \frac{1}{1 + \zeta q^z}\right], \quad \text{(B.9)}$$

where the expectation on the left side is with respect to the ASEP $\xi$, and the expectation on the right side is with respect to the discrete Laguerre configuration $\mathcal{Z}$.
In order to make use of this lemma, we need to be able to translate between the above \(q\)-Laplace transform type expectations and statements about probabilities.

**Lemma B.7.** Let \(A\) be a real-valued random variable, \(q \in [0,1)\) and \(b \in \mathbb{R}\). Then,

\[
\begin{align*}
\mathbb{P}[A \leq 0] & \leq 2 \cdot \left(1 - \mathbb{E}\left[-q^A; q\right]_{\infty}^{-1}\right), \quad (B.10) \\
\mathbb{E}\left[-q^A; q\right]_{\infty}^{-1} & \geq e^{q/b} / (q - 1) \cdot \mathbb{P}[A \geq b], \quad (B.11) \\
\mathbb{E}\left[(1 + q^A)^{-1}\right] & \leq \mathbb{P}[A > b] + q^b \cdot \mathbb{P}[A \leq -b]. \quad (B.12)
\end{align*}
\]

**Proof.** Observe that for any \(a \in \mathbb{R}\) we have

\[
\begin{align*}
(-q^a; q)_{\infty}^{-1} & \leq (1 + q^a)^{-1} \leq 1 - \frac{1_{a \leq 0}}{2}, \\
(-q^a; q)_{\infty}^{-1} & \geq (-q^b; q)_{\infty}^{-1} \cdot 1_{a \geq b} \geq e^{q/b} / (q - 1) \cdot 1_{a \geq b}, \\
(1 + q^a)^{-1} & \leq 1_{a > -b} + q^b \cdot 1_{a \leq -b}.
\end{align*}
\]

Setting \(a = A\) and taking expectations yields the lemma. \(\square\)

Now we can establish Proposition B.2.

**Proof of Proposition B.2.** By the particle-hole symmetry Remark 2.1, it suffices to address the case \(X \geq 0\). Let \(m = \frac{1}{4} \left(\frac{T - X}{T}\right)^2\), and set \(\zeta = q^{-mT - sT^{1/3}}\). As in the statement of Lemma B.6, let \(\zeta \in \text{Conf}(\mathbb{Z}_{\geq 0})\) denote a sample of the discrete Laguerre ensemble \(DLagrue((1 - q)T; X + 1)\). Then, by Lemma B.6 we have that

\[
\mathbb{E}\left[-q^{h_T(x; \zeta) - mT - sT^{1/3}}; q\right]_{\infty}^{-1} = \mathbb{E}\left[\prod_{z \in \zeta} (1 + q^{z - mT - sT^{1/3}})^{-1}\right]. \quad (B.13)
\]

Let \(\zeta_0\) denote the minimal element in \(\zeta\). We claim that there exists \(c = c(\varepsilon) > 0\) such that

\[
\mathbb{E}\left[\prod_{z \in \zeta} (1 + q^{z - mT - sT^{1/3}})^{-1}\right] \leq \mathbb{E}\left[(1 + q^{\zeta_0 - mT - sT^{1/3}})^{-1}\right] \leq \mathbb{P}\left[\zeta_0 \geq mT + \frac{sT^{1/3}}{2}\right] + q^{sT^{1/3}/2} \leq c^{-1} e^{-c s}.
\]

The first inequality is immediate (dropping the other terms in the product only increases the value), the second utilizes (B.12) (with \(A = \zeta_0 - mT - sT^{1/3}\) and \(b = \frac{s}{2} T^{1/3}\)), and the third follows by combining Lemma B.5 with Lemma B.3.
Combining the above inequality with (B.13) and (B.11) (with $A = h_T(x; \xi) - mT - sT^{1/3}$ and $b = 0$), we find that

$$
P[h_T(x; \xi) \geq mT + sT^{1/3}] \leq e^{1/(1-q)} \cdot \mathbb{E} \left[ \left( -q^{30-mT-sT^{1/3}} ; q \right)_\infty^{-1} \right]
$$

$$
\leq e^{1/(1-q)} \cdot \mathbb{E} \left[ \prod_{z \in \mathbb{Z}} \left( 1 + q^{z-mT-sT^{1/3}} \right)^{-1} \right] \leq e^{1/(1-q)} c^{-1} e^{-cs}.
$$

Modifying the value of $c$, this yields the upper bound on $h_T(x; \xi)$ in Proposition B.2.

It remains to prove the lower bound. Observe that there exists $c = c(\varepsilon) > 0$ such that

$$
\mathbb{E} \left[ \prod_{z \in \mathbb{Z}} \left( 1 + q^{z-mT+sT^{1/3}} \right)^{-1} \right] \geq \mathbb{E} \left[ \left( -q^{30-mT+sT^{1/3}} ; q \right)_\infty^{-1} \right]
$$

$$
\geq \exp \left( \frac{q^{sT^{1/3}/2}}{q-1} \right) \cdot \mathbb{P} \left[ 3_0 \geq mT - \frac{sT^{1/3}}{2} \right]
$$

$$
\geq (1 - C_2 e^{-c_2 sT^{1/3}}) \cdot (1 - C_2 e^{-c_2 s}) \geq 1 - 2c^{-1} e^{-cs}.
$$

The first inequality is immediate (inserting all missing terms in the product above the minimal term only decreases its value), the second utilizes (B.11) (with $A = 3_0 - mT + sT^{1/3}$ and $b = sT^{1/3}$), and the third follows by combining Lemma B.5 and Lemma B.3.

Combining the above inequality with (B.13) (with $-sT^{1/3}$ replaced there by $sT^{1/3}$) and (B.10) (with $A = h_T(x; \xi) - mT + sT^{1/3}$), we find that

$$
P[h_T(x; \xi) \leq mT - sT^{1/3}] \leq 2 \cdot \left( 1 - \mathbb{E} \left[ \left( q^{h_T(x; \xi)-mT+sT^{1/3}} ; q \right)_\infty^{-1} \right] \right)
$$

$$
= 2 \cdot \left( 1 - \mathbb{E} \left[ \prod_{z \in \mathbb{Z}} \left( 1 + q^{z-mT+sT^{1/3}} \right)^{-1} \right] \right) \leq 4c^{-1} e^{-cs}.
$$

Modifying the value of $c$, this yields the lower bound on $h_T(x; \xi)$ in Proposition B.2.

\[\square\]

**B.2. Proof of Equation (B.2)**

In this section we establish (B.2), which is based on a Fredholm determinant identity in the ASEP under $(\rho; 0)$-Bernoulli initial data due to [BCS14, Theorem 5.3]. This formula also appears in [AB19, Proposition 5.1] where it is extended to a more general class of initial data. We will utilize a number of estimates used in [AB19] to perform asymptotics on this formula ([BCS14, Appendix D] sketch some asymptotics from their formula, though without going into details). Let us first recall the definition of a Fredholm determinant series.
**Definition B.8.** Fix a contour $C \subset \mathbb{C}$ in the complex plane, and let $K : C \times C \to \mathbb{C}$ be a meromorphic function with no poles on $C \times C$. We define the Fredholm determinant

$$\det \left( \text{Id} + K \right)_{L^2(C)} = 1 + \sum_{k=1}^{\infty} \frac{1}{(2\pi i)^k k!} \int_C \cdots \int_C \det \left[ K(x_i, x_j) \right]_{i,j=1}^{k} \prod_{j=1}^{k} dx_j.$$  

(B.14)

We next require the following identity for the $q$-Laplace transform (essentially the left side of (B.9)) of ASEP with $(\rho; 0)$-Bernoulli initial data. In what follows, we recall that a contour $\gamma \subset \mathbb{C}$ is called star-shaped (with respect to the origin) if, for each real number $a \in [-\pi, \pi]$, there exists exactly one complex number $z_a \in \gamma$ such that $z_a/|z_a| = e^{ia}$.

**Proposition B.9** ([BCS14, Theorem 5.3], [AB19, Proposition 5.1]). Fix $\rho \in (0, 1)$, $x \in \mathbb{Z}$, and $p \in \mathbb{R}$. Denote $q = \frac{x}{\rho} \in (0, 1)$, and set $\beta = \frac{\pi}{\log q}$.

Let $\Gamma \subset \mathbb{C}$ be a positively oriented, star-shaped contour enclosing $0$, but leaving outside $-q$ and $q\beta$. Further let $C \subset \mathbb{C}$ be a positively oriented, star-shaped contour contained inside $q^{-1}\Gamma$, that encloses $0$, $-q$, and $\Gamma$, but that leaves outside $q\beta$. For ASEP $\eta$ with $(\rho; 0)$-Bernoulli initial data, we have

$$\mathbb{E} \left[ \left( -q^{b_T(X; \eta)+p} ; q \right)^{-1} \right] = \det \left( \text{Id} + K^{(\rho)} \right)_{L^2(C)},$$

(B.15)

where

$$K^{(\rho)}(w, w') = \frac{1}{2i \log q} \sum_{j=-\infty}^{\infty} \oint_{\Gamma} \frac{g(w; X, T)}{g(v; X, T)} \sin \left( \frac{\pi}{\log q} (\log v - \log w + 2\pi ij) \right) \frac{v^{p-1}w^{-p}}{w'-v},$$

(B.16)

and

$$g(z; X, T) = (z+q)^{X-1} \exp \left( \frac{qT}{z+q} \right) \frac{1}{(q^{-1}\beta^{-1}z; q)_\infty}.$$ 

The following result captures the decay of the right side of (B.15) as $p$ grows with a suitable centering and scaling. Its proof closely follows [AB19, Section 6] and is provided in Appendix C below. It is here that our choice that $X \geq Y_0 = (1-2\rho)T + T^{2/3}$ is used. By making this assumption, the choices for the contours $C$ and $\Gamma$ are simplified. It is possible, as was done [AB19, Section 8], to address the case where $X < Y_0$, though it involves more complicated contours and since we have other ways to control that case (namely, (B.3) and (B.4)) we forgo that additional complexity.

**Proposition B.10.** For any $\varepsilon \in (0, 1/4)$, there exists $c = c(\varepsilon) > 0$ such that the following holds. Adopt the notation of Proposition B.9, and set $X = \nu T + 1$. Assume that

$$\rho \in [\varepsilon, 1], \quad \nu \in [-1-\varepsilon, 1-\varepsilon], \quad p = p(T, \nu, s) = sf_\nu T^{1/3} - m_\nu T, \quad s \geq 0,$$

where

$$m_\nu = \left( 1 - \frac{\nu}{2} \right)^2, \quad f_\nu = \left( 1 - \frac{\nu^2}{4} \right)^{2/3}.$$ 

(B.17)
If $\nu \geq 1 - 2\rho + T^{-1/3}$, then

$$\left| \det \left( \text{Id} + K^{(p)} \right)_{L^2(C)} - 1 \right| \leq c^{-1}(e^{-cs} + e^{-cT}).$$

(B.18)

Given Proposition B.10, we can quickly establish (B.2).

Proof of Equation (B.2). By (B.15) and (B.18) (and replacing $s$ with $f^{-1}_0s$ in the latter), we find that there exists $c = c(\varepsilon) > 0$ such that

$$\mathbb{E}\left[ \left( - q^{h_T(X; \eta)} - m_\nu T + sT^{1/3} \right)^{-1} \right] \geq 1 - c^{-1}(e^{-cs} + e^{-cT}).$$

(B.19)

This, together with (B.10) (applied with $A = h_T(X; \eta) - m_\nu T + sT^{1/3}$), yields (B.2). \qed

Appendix C: Fredholm determinant estimates

In this section we establish Proposition B.10; we assume throughout that $\nu > 1 - 2\rho + T^{-1/3}$ and that $\rho \in [-(1 - \varepsilon), 1 - \varepsilon]$. We closely follow [AB19, Section 6], which asymptotically analyzed the Fredholm determinant $\det \left( \text{Id} + K^{(p)} \right)_{L^2(C)}$ but did not control its decay in $s$. In Section C.1 we recall from [AB19, Section 6.1] a useful choice of contours $C$ and $\Gamma$, and we then prove Proposition B.10 in Section C.2.

C.1. Choosing the Contours $C$ and $\Gamma$

In this section we recall from [AB19, Section 6.2.2] a choice of contours $C$ and $\Gamma$ useful for analyzing $\det \left( \text{Id} + K^{(p)} \right)_{L^2(C)}$. To that end, we first rewrite the kernel (dropping the $p$ in our notation below) $K(w, w') = K^{(p)}(w, w')$ from (B.16) as

$$K(w, w') = \frac{1}{2i \log q} \sum_{j \in \mathbb{Z}} \oint_{\Gamma} \frac{\exp \left( T \left( G(w) - G(v) \right) \right)}{\sin \left( \pi (\log q)^{-1} (2\pi ij + \log v - \log w) \right)} \frac{(q^{-1} \beta^{-1} v; q)_\infty}{(q^{-1} \beta^{-1} w; q)_\infty}$$

$$\times \left( \frac{v}{w} \right)^{sf_T^{-1/3}} \frac{dv}{v(v' - v)},$$

where $G(z)$ is given by

$$G(z) = \frac{q}{z + q} + \nu \log(z + q) + m_\nu \log z,$$

and $m_\nu$ and $f_\nu$ are given by (B.17). Observe that

$$G'(z) = \left( \frac{\nu + 1}{2} \right)^2 \frac{(z - \psi)^2}{z(z + q)^2}, \quad \text{with} \quad \psi = \frac{q(1 - \nu)}{1 + \nu}.$$
Thus, $\psi$ is a critical point of $G$, and

$$
G''(\psi) = 0; \quad \frac{G'''(\psi)}{2} = \frac{(\nu + 1)^5}{16\nu^4(1 - \nu)} = \left(\frac{f_\nu}{\psi}\right)^3.
$$

From a Taylor expansion, this implies that

$$
G(z) - G(\psi) = \frac{1}{3} \left(\frac{f_\nu(z - \psi)}{\psi}\right)^3 + R \left(\frac{f_\nu(z - \psi)}{\psi}\right) \quad (C.2)
$$

where, uniformly in $\nu \in [\varepsilon - 1, 1 - \varepsilon]$, as $|z - \psi| \to 0$,

$$
R \left(\frac{f_\nu(z - \psi)}{\psi}\right) = G(z) - G(\psi) - \frac{1}{3} \left(\frac{f_\nu(z - \psi)}{\psi}\right)^3 = O(|z - \psi|^4). \quad (C.3)
$$

Next we recall from [AB19] a choice contours $C$ and $\Gamma$ satisfying the conditions of Proposition B.9 such that $\text{Re} \left( G(w) - G(v) \right) < 0$ for $w \in C$ and $v \in \Gamma$ both away from $\psi$. To explain these contours, it will be useful to recall properties of the level lines of $\text{Re} \left( G(z) = G(\psi) \right)$.

**Proposition C.1** ([AB19, Proposition 6.7]). There exist three simple, closed curves, $L_1$, $L_2$, and $L_3$, that all pass through $\psi$ and satisfy the following properties.

1. For any $z \in \mathbb{C} \setminus \{q\}$, we have $\text{Re} \left( G(z) = G(\psi) \right)$ if and only if $z \in (L_1 \cup L_2 \cup L_3) \setminus \{q\}$.
2. The level lines $L_1$, $L_2$, and $L_3$ are all star-shaped.
3. We have that $L_1 \cap L_2 = L_2 \cap L_3 = L_1 \cap L_3 = \{\psi\}$. Furthermore, $L_1 \setminus \{\psi\}$ is contained in the interior of $L_2$, and $L_2 \setminus \{\psi\}$ is contained in the interior of $L_3$.
4. The level line $L_1$ encloses $0$ but not $-q$, the level line $L_2$ encloses $0$, and the level line $L_3$ encloses $0$ and $-q$. Furthermore, $-q$ lies on $L_2$.
5. The level line $L_1$ meets the positive real axis (at $\psi$) at angles $5\pi/6$ and $-5\pi/6$, the level line $L_2$ meets the positive real axis (at $\psi$) at angles $\pi/2$ and $-\pi/2$, and the level line $L_3$ meets the positive real axis (at $\psi$) at angles $\pi/6$ and $-\pi/6$.
6. For all $z$ enclosed by $L_2$ but outside of $L_1$, we have that $\text{Re} \left( G(z) - G(\psi) \right) > 0$.
7. For all $z$ enclosed by $L_3$ but outside of $L_2$, we have that $\text{Re} \left( G(z) - G(\psi) \right) < 0$.

**Remark C.2.** By the continuity of $G$ and $\psi$ in $\nu$, the level lines $L_1$, $L_2$, and $L_3$ vary uniformly continuously in $\nu \in [-1 - \varepsilon, 1 - \varepsilon]$.

Now, let us explain how to select the contours $C$ and $\Gamma$. They will be the unions of two contours, a “small piecewise linear part” near $\psi$, and a “large curved part” that closely follows the level line $L_2$. The former are given by the following definition.

**Definition C.3** ([AB19, Definition 6.2]). For $r \in \mathbb{R}$ and $\varpi > 0$ (possibly infinite), let $\mathfrak{M}_{r, \varpi}$ denote the piecewise linear curve in the complex plane that connects $r + \varpi e^{-\pi i/3}$ to $r$ to $r + \varpi e^{\pi i/3}$. Similarly, let $\mathfrak{M}_{r, -\varpi}$ denote the piecewise linear curve in the complex plane that connects $r + \varpi e^{-2\pi i/3}$ to $r$ to $r + \varpi e^{2\pi i/3}$. See Figure 12 for depictions.
Fig 12: To the left, the three level lines $L_1$, $L_2$, and $L_3$ are depicted as dashed curves; the contours $\Gamma$ and $\mathcal{C}$ are depicted as solid curves and are labeled. To the right are the two contours $W_{0,\infty}$ and $W_{-1,\infty}$.

Definition C.4 and Definition C.5 define the piecewise linear and curved parts of the contours $\mathcal{C}$ and $\Gamma$, respectively, and Definition C.6 defines the contours $\mathcal{C}$ and $\Gamma$.

Definition C.4 ([AB19, Definition 6.3]). Let $\mathcal{C}^{(1)} = \mathcal{W}_{\psi,\varpi}$ and $\Gamma^{(1)} = \mathcal{W}_{\psi - \psi f_{\nu}^{-1}T^{-1/3},\varpi}$, where $\varpi$ is chosen to be sufficiently small (independently of $T$ and $\nu$) so that:

- The two conjugate endpoints of $\mathcal{C}^{(1)}$ lie strictly between $L_2$ and $L_3$, so that their distance from $L_2$ and $L_3$ is bounded away from 0, independently of $T \geq 1$ and $\nu \in [\varepsilon - 1, 1 - \varepsilon]$.
- The two conjugate endpoints of $\Gamma^{(1)}$ are strictly between $L_1$ and $L_2$, so that their distance from $L_1$ and $L_2$ is bounded away from 0, independently of $T \geq 1$ and $\nu \in [\varepsilon - 1, 1 - \varepsilon]$.
- We have $|R(\psi f_{\nu}^{-1}(z - \psi))| < |f_{\nu}(z - \psi)/2\psi|^3$, for all $z \in \mathcal{C}^{(1)} \cup \Gamma^{(1)}$, for $R$ in (C.3).
- We have that $|v/w| \in (q^{1/2}, 1)$ for all $v \in \Gamma^{(1)}$ and $w \in \mathcal{C}^{(1)}$.

Such a $\varpi > 0$ is guaranteed to exist by part 5 of Proposition C.1 and (C.2).

Definition C.5 ([AB19, Definition 6.4]). Let $\mathcal{C}^{(2)}$ denote a positively oriented contour from the top endpoint $\psi + \varpi e^{\pi i/3}$ of $\mathcal{C}^{(1)}$ to the bottom endpoint $\psi + \varpi e^{-\pi i/3}$ of $\mathcal{C}^{(1)}$, and let $\Gamma^{(2)}$ denote a positively oriented contour from the top endpoint $\psi - \psi f_{\nu}^{-1}T^{-1/3} + \varpi e^{2\pi i/3}$ of $\Gamma^{(1)}$ to the bottom endpoint $\psi + \psi f_{\nu}^{-1}T^{-1/3} + \varpi e^{-2\pi i/3}$ of $\Gamma^{(1)}$, satisfying:

- The contour $\mathcal{C}^{(2)}$ remains strictly between $L_2$ and $L_3$, so that the distance from $\mathcal{C}^{(2)}$ to $L_2$ and $L_3$ remains bounded away from 0, independently of $T \geq 1$ and $\nu \in [\varepsilon - 1, 1 - \varepsilon]$.
- The contour $\Gamma^{(2)}$ remains strictly between $L_1$ and $L_2$, so that the distance from $\mathcal{C}^{(2)}$ to $L_1$ and $L_2$ remains bounded away from 0, independently of $T \geq 1$ and $\nu \in [\varepsilon - 1, 1 - \varepsilon]$.
- The contour $\mathcal{C}^{(1)} \cup \mathcal{C}^{(2)}$ is star-shaped.
- The contour $\Gamma^{(1)} \cup \Gamma^{(2)}$ is star-shaped and does not contain $-q\kappa$. 
The contours $C^{(2)}$ and $\Gamma^{(2)}$ are both sufficiently close to $L_2$ so that the interior of $\Gamma^{(1)} \cup \Gamma^{(2)}$ encloses the image of $C^{(1)} \cup C^{(2)}$ under multiplication by $q$.

Such contours $C^{(2)}$ and $\Gamma^{(2)}$ are guaranteed to exist by part 2 and 4 of Proposition C.1.

**Definition C.6 ([AB19, Definition 6.5]).** Set $C = C^{(1)} \cup C^{(2)}$ and $\Gamma = \Gamma^{(1)} \cup \Gamma^{(2)}$. Examples of the contours $C$ and $\Gamma$ are depicted in Figure 12.

The following lemma states that $C$ and $\Gamma$ satisfy their required conditions, and that $\text{Re} (G(w) - G(v)) < 0$ for each $w \in C$ and $v \in \Gamma^{(2)}$.

**Lemma C.7 ([AB19, Definition 6.6 and Lemma 6.13]).** The contour $\Gamma$ is positively oriented and star-shaped; it encloses 0, but leaves outside $-q$ and $q\beta$. Furthermore, $C$ is a positively oriented, star-shaped contour that is contained inside $q^{-1}\Gamma$; that encloses 0, $-q$ and $\Gamma$; but that leaves outside $q\beta$. Moreover, there exists a positive real number $c = c(\varepsilon) > 0$, such that

$$\max \left\{ \sup_{w \in C} \text{Re} (G(w) - G(v)), \sup_{w \in C^{(2)}} \text{Re} (G(w) - G(v)) \right\} < -c.$$ 

The uniformity in $\nu$ of the constant $c$ in Lemma C.7, was not explicitly stated in [AB19], but it follows from Remark C.2.

**C.2. Proof of Proposition B.10**

We start by analyzing the contribution to the right side of (C.1) when $w \in C^{(1)}$ and $v \in \Gamma^{(1)}$, that is, when both $w$ and $v$ are near $\psi$. To that end, define $\hat{K}(w, w')$ by the same formula as used to define $K(w, w')$ in (C.1), but with the contour $\Gamma$ replaced by $\Gamma^{(1)}$. Now let us change variables, a procedure that will in effect “zoom into” the region around $\psi$.

Denote $\sigma = \psi_1^{-1}T^{-1/3}$, and set

$$w = \psi + \sigma \hat{w}; \quad w' = \psi + \sigma \hat{w}', \quad v = \psi + \sigma \hat{v}; \quad \hat{K}(\hat{w}, \hat{w}') = \sigma \hat{K}(w, w'). \quad (C.4)$$

Also, for any contour $D$, set $\hat{D} = \sigma^{-1}(D - \psi)$, where $\sigma^{-1}(D - \psi)$ denotes all numbers of the form $\sigma^{-1}(z - \psi)$ with $z \in D$. In particular, from Definition C.3 and Definition C.4, we find that $C^{(1)} = \mathcal{W}_{0,\omega/\sigma}$ and $\Gamma^{(1)} = \mathcal{W}_{-1,\omega/\sigma}$. The following lemma provides a bound on $\hat{K}$; its proof is similar to that of [AB19, Lemma 6.11].

**Lemma C.8.** There exists $c = c(\varepsilon) > 0$ such that for each $\hat{w} \in \hat{C}^{(1)}$ and $\hat{w}' \in \hat{C}$

$$|\hat{K}(\hat{w}, \hat{w}')| \leq \frac{c^{-1}}{1 + |\hat{w}|} \exp \left( -c|\hat{w}|^3 - cs \right).$$
To establish this lemma, we first rewrite the kernel $\widehat{K}$. By (C.4) and the fact that $\sigma = \psi f_{\nu}^{-1} T^{-1/3}$, we deduce that

$$
\widehat{K}(\hat{w}, \hat{w}') = \frac{1}{2\pi i} \int_{\Gamma(1)} I(\hat{w}, \hat{w}'; \hat{v}) d\hat{v},
$$

where

$$
I(\hat{w}, \hat{w}'; \hat{v}) = \frac{1}{(1 + \psi^{-1} \sigma \hat{v}) (\hat{w} - \hat{v})} \exp \left( \frac{\hat{w}^3 - \hat{v}^3}{3} + T \left( R(T^{-1/3} \hat{w}) - R(T^{-1/3} \hat{v}) \right) \right).
$$

Proof of Lemma C.9. There exists $\sigma = c(\varepsilon) > 0$ such that

$$
|I(\hat{w}, \hat{w}'; \hat{v})| \leq \frac{c^{-1}}{1 + |\hat{w}'|} \exp \left( cs \text{ Re } \hat{v} - c(|\hat{w}|^3 + |\hat{v}|^3) \right),
$$

for all $\hat{w} \in \mathfrak{M}_{0, \omega/\sigma}$, $\hat{w}' \in \hat{C}$, and $\hat{v} \in \mathfrak{M}_{-1, \omega/\sigma}$.

Proof of Lemma C.8. This follows from Lemma C.9, (C.5), and the fact that $\text{Re } \hat{v} \leq -1$ for each $\hat{v} \in \mathfrak{M}_{-1, \omega/\sigma}$.

Proof of Lemma C.9. Observe that there exist $c = c(\varepsilon) > 0$ such that the six inequalities

$$
\left| \frac{1}{1 + \psi^{-1} \sigma \hat{v}} \right| < c^{-1}, \quad \left| \frac{1}{\hat{v} - \hat{w'}} \right| < c^{-1}, \quad \left| \frac{1}{1 + |\hat{w}'|} \right| \leq c^{-1} \exp \left( cs \text{ Im } \hat{v} \right),
$$

$$
\left| \frac{\pi \psi^{-1} \sigma}{\log q} \sum_{j \neq 0} \frac{1}{\left| \sin \left( \frac{\pi}{\log q} (2\pi i j + \log(1 + \psi^{-1} \sigma \hat{v} - \log(1 + \psi^{-1} \sigma \hat{w})) \right) \right|} \right| \leq c^{-1} T^{-1/3},
$$

$$
\left| \frac{\pi \psi^{-1} \sigma}{\log q} \frac{1}{\sin \left( \frac{\pi}{\log q} (\log(1 + \psi^{-1} \sigma \hat{v} - \log(1 + \psi^{-1} \sigma \hat{w})) \right) \right| \right| < c^{-1},
$$

$$
\left| \frac{(q^{-1} \beta^{-1}(\psi + \sigma \hat{v}); q)_{\infty}}{(q^{-1} \beta^{-1}(\psi + \sigma \hat{w}); q)_{\infty}} \right| < c^{-1} \exp \left( c^{-1} \left( |\hat{w}| + |\hat{v}| \right) \right),
$$

(C.8)
all hold for each \( \hat{w} \in \mathcal{M}_{0,\omega/\sigma}, \hat{w}' \in \hat{C} \), and \( \hat{v} \in \mathcal{M}_{-1,\omega/\sigma} \).

Indeed, the first inequality holds since \( v = \psi(1 + \psi^{-1}\sigma \hat{v}) \) is bounded away from 0 for \( v \in \Gamma \). The second inequality holds since \( |\hat{w}' - \hat{v}| \geq c_1(\text{Re} \hat{v} + 1) \) for \( \hat{w}' \in \hat{C} \) and \( \hat{v} \in \mathcal{M}_{-1,\omega/\sigma} \). The third inequality holds since \( 1 + \psi^{-1}\sigma \hat{w} \) is bounded away from 0, and since \( \text{Re} \hat{v} < \text{Re} \hat{w} \), for \( \hat{w} \in \hat{C} \). The fourth inequality holds since \( \sigma = O(T^{-1/3}) \), since \( \sin \left( \frac{\pi}{\log q} (2\pi ij + \log(1 + \psi^{-1}\sigma \hat{v}) - \log(1 + \psi^{-1}\sigma \hat{w})) \right) \) increases exponentially in \( |j| \), and since that term is also bounded away from 0 (the latter statement is true since \( j \) is nonzero). The fifth inequality follows from a Taylor expansion, the fact that \( v/w \) is always bounded away from any integral power of \( q \), and the fact that \( |\hat{v} - \hat{w}|^{-1} < c^{-1} \) for sufficiently small \( c > 0 \). The sixth inequality is true since its left side grows polynomially in \( |\hat{w}| \) and \( |\hat{v}| \), while its right side grows exponentially in these two quantities. To see this, recall that \( |\hat{v}| \) and \( |\hat{w}| \) are at most \( \omega/\sigma \) (by the assumptions of this lemma), which in particular indicates that both the numerator and denominator on the left-hand side of the sixth inequality are bounded above (since the arguments of those Pochhammer symbols are bounded above).

The concern is then that the denominator might be very small. This can only happen if \( \psi \) is close to \( q\beta \). Observe that \( \psi < q\beta(1 - c'\sigma) \), for some \( c' > 0 \) (by the definition of \( \psi \) and the facts that \( \nu \geq 1 - 2\rho - T^{-1/3} \) and \( \sigma \sim T^{-1/3} \)). Thus it suffices to bound the ratio of

\[
\frac{|(1 - q^{-1}\beta^{-1}(\psi + \sigma \hat{v}))|}{|(1 - q^{-1}\beta^{-1}(\psi + \sigma \hat{w}))|},
\]

as the remaining parts are bounded above and below by constants. Using the previously mentioned bound \( \psi < q\beta(1 - c'\sigma) \), it follows that this ratio is bounded by a polynomial in \( \hat{v} \) and \( \hat{w} \) (actually, linearly in \( \hat{v} \)), as claimed.

The estimates (C.8) address all terms on the right side of (C.6), except for the exponential term. To analyze this term, first recall \( |R(z)| < |z|^3/8 \), for all \( z \in \hat{C}(1) \cup \hat{\Gamma}(1) \); this was stipulated as the third part of Definition C.4. Thus, decreasing \( c = c(\epsilon) > 0 \) if necessary,

\[
|e^{\frac{\alpha}{T}} - e^{\frac{\alpha}{T}} + T(R(T^{-1/3}\hat{w}) - R(T^{-1/3}\hat{v}))| = e^{\frac{\alpha 3}{T}} - e^{\frac{\alpha 3}{T}} + |\hat{w}|^3 + |\hat{v}|^3 < e^{-\frac{1}{2}(|\hat{w}|^3 + |\hat{v}|^3)}. \tag{C.9}
\]

In (C.9), the last estimate follows from the fact that \( \hat{w}^3 - \hat{v}^3 < 0 \), for sufficiently large \( \hat{w} \in \hat{C}(1) \) and \( \hat{v} \in \hat{\Gamma}(1) \), and that it decreases cubically in \( |\hat{w}| \) and \( |\hat{v}| \) as they tend to \( \infty \).

Now, the estimate (C.7) follows from the definition (C.6) of \( I \), the six estimates (C.8), and the exponential estimate (C.9).

We next analyze the integral (C.1) defining \( K(w, w') \) when either \( w \) or \( v \) is not close to \( \psi \), that is, when either \( w \in \mathcal{C}(2) \) or \( v \in \Gamma(2) \). In this case, we will see that the integral decays exponentially in \( T \). Define

\[
\overline{K}(\hat{w}, \hat{w}') = \sigma K(w, w') = \frac{1}{2\pi i} \int_{\Gamma} I(\hat{w}, \hat{w}'; \hat{v}) d\hat{v},
\]
for each \( \hat{w}, \hat{w}' \in \hat{C} \). From the change of variables (C.4), we have that
\[
\det \left( \Id + K \right)_{L^2(C)} = \det \left( \Id + \hat{K} \right)_{L^2(\hat{C})}.
\]

(C.10)

The following lemma indicates that \(|K - \hat{K}|\) decays exponentially on the domain of \( \hat{K} \) and that \(|\hat{K}|\) decays exponentially elsewhere. Although the uniformity in Corollary C.10 of the dependence of \( c \) and \( C \) on \( \nu \) was not stated directly in [AB19], it follows from the uniformity of the constant \( c \) from Lemma C.7 in \( \nu \).

**Corollary C.10 ([AB19, Corollary 6.14]).** There exist \( c = c(\varepsilon) > 0 \) so that
\[
\left| K(\hat{w}, \hat{w}') - \hat{K}(\hat{w}, \hat{w}') \right| < c^{-1} \exp \left( -c(T + |\hat{w}|^3) \right),
\]

(C.11)

for all \( \hat{w} \in \hat{C}(1) \) and \( \hat{w}' \in \hat{C} \cup \mathfrak{M}_{0,\infty} \), and such that
\[
\left| K(\hat{w}, \hat{w}') \right| < c^{-1} \exp \left( -c(T + |\hat{w}|^3) \right),
\]

(C.12)

for all \( \hat{w} \in \hat{C}(2) \) and \( \hat{w}' \in \hat{C} \cup \mathfrak{M}_{0,\infty} \).

To show Proposition B.10, we will make use of the following lemma, which is the \( K_1 = 0 \) case of [AB19, Lemma A.4] that approximates a Fredholm determinant with a small kernel.

**Lemma C.11 ([AB19, Lemma A.4]).** Adopting the notation of Definition B.8, we have
\[
\left| \det \left( \Id + \hat{K} \right)_{L^2(\hat{C})} - 1 \right| \leq \sum_{k=1}^{\infty} \frac{2^k k^{k/2}}{(k-1)!} \int_{\hat{C}} \cdots \int_{\hat{C}} \prod_{i=1}^{k} \left| 1 \sum_{j=1}^{k} |K(x_i, x_j)|^2 \right|^{1/2} \prod_{i=1}^{k} dx_i.
\]

Now we can use Lemma C.8 and Corollary C.10 to establish Proposition B.10.

**Proof of Proposition B.10.** By Lemma C.8 and Corollary C.10,
\[
\left| K(\hat{w}, \hat{w}') \right| \leq c^{-1} \exp \left( -c|\hat{w}|^3 - cs \right) + c^{-1} \exp \left( -c|\hat{w}|^3 - cT \right)
\]

(C.13)

for some \( c = c(\varepsilon) > 0 \). Thus, allowing constants to change between lines we see that
\[
\left| \det \left( \Id + K(\hat{w}) \right)_{L^2(\hat{C})} - 1 \right| = \left| \det \left( \Id + \hat{K} \right)_{L^2(\hat{C})} - 1 \right|
\]
\[
\leq \sum_{k=1}^{\infty} \frac{2^k k^{k/2}}{(k-1)!} \int_{\hat{C}} \cdots \int_{\hat{C}} \prod_{i=1}^{k} \left| 1 \sum_{j=1}^{k} |K(x_i, x_j)|^2 \right|^{1/2} \prod_{i=1}^{k} dx_i
\]
\[
\leq \sum_{k=1}^{\infty} \frac{2^k k^{k/2}}{(k-1)!} \left( c^{-1}(e^{-cs} + e^{-cT}) \int_{\hat{C}} \exp \left( -c|\hat{w}|^3 \right) d\hat{w} \right)^k
\]
\[
\leq \sum_{k=1}^{\infty} \frac{16^k}{k^{k/2}} (e^{-cs} + e^{-cT})^k \leq c^{-1}(e^{-cs} + e^{-cT}),
\]
from which we deduce (B.18). Here, to deduce the first statement we used (C.10), to deduce the second we used Lemma C.11, to deduce the third we used (C.13), and to deduce the fourth we used the facts that $\int_{\mathbb{C}} \exp \left( -c_1 |\hat{w}|^3 \right) d\hat{w}$ is bounded above by a constant and that $(k - 1)! \geq 2^{-k} k! \geq 8^{-k} k^k$.
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