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Abstract

Without positional information, attention-based Transformer neural networks are permutation-invariant. Absolute or relative positional embeddings are the most popular ways to feed Transformer models with positional information. Absolute positional embeddings are simple to implement, but suffer from generalization issues when evaluating on sequences longer than seen at training time. Relative positions are more robust to input length change, but are more complex to implement and yield inferior model throughput due to extra computational and memory costs. In this paper, we propose an augmentation-based approach (CAPE) for absolute positional embeddings, which keeps the advantages of both absolute (simplicity and speed) and relative positional embeddings (better generalization). In addition, our empirical evaluation on state-of-the-art models in machine translation, image and speech recognition demonstrates that CAPE leads to better generalization performance as well as increased stability with respect to training hyper-parameters.

1 Introduction

Transformers have been shown to be highly effective on problems involving sequential modeling, such as machine translation (MT) [48] and natural language processing (NLP) [14, 41, 6]. Following its success on these tasks, the Transformer architecture raised immediate interest in other domains: automatic speech recognition (ASR) [15, 23], music generation [26], object detection [7], and finally image recognition [16, 47] and video understanding [5].

Two major components of the Transformer are the attention mechanism [2, 48] and the positional encoding [48, 44, 26, 11]. Without the latter, vanilla attention Transformers are invariant with respect to input tokens permutations (making “cat eats fish” and “fish eats cat” identical to the model). In the original Transformer publication, sinusoidal positional encoding was introduced [48]. Token positions were encoded in an absolute manner, which was sufficient to achieve state-of-the-art performance in numerous tasks. However, performance issues were later observed when dealing with sequences of length not seen at training time [26, 11, 59, 33, 42, 18]. For most applications relative positions between tokens are more relevant than absolute ones. A number of approaches were thus proposed to encode relative positions in an explicit form [44, 11, 26, 42, 27], leading to improvements in modeling long sequences. However, all these approaches focus on modifying the attention mechanism and suffer from additional computational and memory costs [57]. Relative positional encoding is also
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notably hard to implement efficiently for multidimensional case, and recent advances in Transformer models for computer vision \cite{16, 47} still rely on learnable absolute positional encoding.

Instead of changing the Transformer attention mechanism, we propose to improve absolute sinusoidal positional encodings in two ways: a) instead of discrete positions, rely on continuous ones, which better match the continuous nature of image, sound or video data; b) preserve some information about relative token positions, via a specific augmentation approach for positional embeddings during training. We empirically evaluate our approach, dubbed continuous augmented positional embedding (CAPE), with recent state-of-the-art models in several application domains. We study generalization properties and introduce unique features unlocked by CAPE. The main contributions of this work are:

- new augmented continuous positional embedding (CAPE), which encodes some relative position information in a computationally efficient way, and improves generalization performance compared to other positional embeddings across a variety of domains: machine translation, image and speech recognition;
- a single vision Transformer (UniViT) trained with CAPE on the mix of different resolutions: it outperforms each single-resolution baseline, generalizes better to unseen resolutions and can naturally process images of any size;
- new CAPE-based adaptive training scheme for ASR that eliminates need for padding.

2 Related Works

Since the appearance of Transformers, many works have investigated ways to encode positional information. A detailed analysis of various positional embeddings is available for BERT architecture \cite{49}, where authors empirically relate properties of positional embeddings to performance on downstream NLP tasks. A recent study \cite{28} (also focuses on BERT) highlights the negative impact of spurious correlations between word and positional embeddings, and proposes to explicitly disentangle the contribution of positional and content embeddings in the attention mechanism. In contrast, our approach implicitly enforces this disentanglement by leveraging augmentation. Systematic studies of positional embeddings in audio domain are scarce. Several ways to encode relative positions for Transformer-based speech recognition are compared in \cite{51}. Experiments show that absolute sinusoidal positional embeddings work no better than stacking consecutive frames at each time position (a particular form of convolution). We provide a more thorough evaluation of positional embeddings in ASR, over multiple datasets. We also show that embeddings obtained from a one-layer convolutional frontend benefits from adding positional information.

Transformers for computer vision applications are still in their early days, and most works rely on learnable absolute positional embeddings only \cite{16, 47, 5, 1}. Several recent works complement the Transformer architecture with convolutional layers to induce a spacial relationship between tokens \cite{21, 9, 53}. As we discuss later, this restricts flexibility compared to pure attention-based models. The work \cite{21} suggests injecting learnable attention biases as an alternative mechanism to positional encoding. Evaluation of several positional encodings and their corresponding generalization has been done in a study \cite{9} which is in line with our work. Convolutional elements were introduced in the Transformer architecture, leading to better generalization properties. In contrast, our experiments demonstrate that generalization can be achieved without architecture modification or convolutional inductive bias. Concerning video understanding, an evaluation of the impact of positional encoding was done in \cite{34}: according to the results, positional encoding-free architectures perform best. Other work \cite{5} reports that adding absolute positional embeddings improves models performance, but contribution of encoding space and time vary between datasets.

As a summary, many positional embeddings variants were previously introduced, often modality-specific. In our cross-modal study we focus on generalization properties of popular and widely used embeddings, and improve on absolute sinusoidal positional embedding, leading to a flexible Transformer architecture, with great generalization properties across a number of different tasks.

The closest idea to our work is augmentation of positions in Universal Transformer \cite{12} where \textit{discrete} global shifts are applied to synthetic tasks for encoder-decoder Transformer models. In our work, we introduce \textit{continuous} augmentations, not \textit{discrete}, which are more natural for continuous modalities like images and speech where CAPE benefits most and which are not discussed in \cite{12}. 
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In addition to global shifts our augmentations include global scaling and local shifts, and we also synchronize augmentations between encoder and decoder (Section 5.3).

3 Theoretical Analysis of Absolute Sinusoidal Positional Embeddings

Originally absolute positional $K$-dimensional embeddings were introduced in [48] as
\[
E_{2k}(n) = \cos \omega_k n \quad E_{2k+1}(n) = \sin \omega_k n \quad \omega_k = 10000^{-2k/K} \quad n \in \mathbb{Z}^+
\] (1)
with $k = 1, 2, \ldots, K/2$ enumerating components for a token at position $n$. For simplicity of analysis, we rewrite Eq. (1) as a complex-valued embedding with half the number of components:
\[
\{E(n)\}_k = E_k(n) = e^{i\omega_k n}
\]
This definition can be rewritten in a recursive manner, by introducing a unitary operator $S$:
\[
E(n + 1) = S E(n), \quad \text{with} \quad \{S X\}_k = X_k e^{i\omega_k}
\] (2)
Therefore, the embedding at position $n$ contains sufficient information to compute the embedding of the next or previous positions, as applying $S^m$, $(m \in \mathbb{Z})$ performs a relative shift: $E(n + m) = S^m E(n)$. Variation in $\omega_i$ ensures that no positions $< 10^3$ are assigned similar embeddings. Before introducing augmentations of positional embeddings, we revisit positions parametrizations for different modalities.

Positional encoding for text For natural language processing it is common to split text into words, letters, syllables and other sub-units. Original absolute sinusoidal positional embeddings enumerate these sub-units by their ordinal number $n$, a common choice that we follow.

Positional encoding for images In a framework where patch and image sizes may vary, we find that enumerating patches is not appropriate, as positional embeddings may greatly differ for different scales of an image, leading to generalization issues. In that perspective, we consider scaled coordinates $x$ and $y$ that span interval $[-1, +1]$. While previous works [16, 47] relied on learnable absolute positional embedding, we introduce the following $K$-dimensional absolute sinusoidal positional embedding defined for each position $(x, y) \in \mathbb{R}^2$:
\[
E_{2k}(x, y) = \cos \pi (w_{k,x} x + w_{k,y} y) \quad E_{2k+1}(x, y) = \sin \pi (w_{k,x} x + w_{k,y} y)
\] (3)
\[
w_{k,x} = 10^{2k/K} \cos k \quad w_{k,y} = 10^{2k/K} \sin k
\] (4)
Following Eq. (2), this corresponds to introducing two commuting unitary operators $S_x$ and $S_y$, for each unit shift in either direction on the plane. The choice of $w_{k,x}$ and $w_{k,y}$ is kept simple and deterministic, while giving no preference to any direction on the plane and providing angle of “hatching” (all components have different angle and angles uniformly cover possible directions), see Figure 9. Furthermore, embeddings defined by Eq. (3) allow attending to a specific small region around a point on the image without emphasizing points with only same $x$ or only same $y$ while we expect this artifact to contribute in case of concatenation of $1D$ embeddings for each axis [9, 16, 3, 38].

Positional encoding for sound We propose to tie positional embeddings to timestamps in seconds. The embedding for a frame centered at $t$ seconds is given by:
\[
E_{2k}(t) = \cos \omega_k t \quad E_{2k+1}(t) = \sin \omega_k t \quad \omega_k = 30 \times 10000^{-2k/K}
\]
The choice of $\omega_k$ corresponds to the scaled version of Eq. (1) and ensures that queries with $30ms$ specificity are possible even with minutes-long audio fragments.

Two main factors contribute to the choice of base in the exponentiation of $w_k$ and $w_{k,x}, w_{k,y}$ frequencies: i) how precise the location should be for encoding (e.g. there is no need to encode position in audio much more precisely than one syllable takes); ii) longest reasonable “length” that is expected in the data. CAPE could be parametrized by precision and “length” parameters, but we believe that for all practical cases provided choices are reasonable.

3Work [50] introduces general complex-valued embeddings as continuous word functions over a position.

Authors of [17] also perform coordinates scaling but it spans interval $[0, 1]$. 

3
Continuous Augmented Positional Embeddings (CAPE)

Absolute sinusoidal positional embeddings lack regularization, leading to “in-domain” generalization issues as the model may start learning spurious correlations. For applications where inference input sizes may be significantly different than the training ones, "out-of-domain" issues may also arise, as positions rarely observed at training may lead to improper inference predictions. To ensure that the model does not learn spurious correlations between content and position, we introduce the following augmentations for absolute sinusoidal positional embeddings at training time, see Figure 1.

**Global shift**  Transform every embedding in a sequence using $S^\Delta$ operator with a global random shift from uniform zero-mean distribution $\Delta \sim \mathcal{U}(-\Delta_{\text{max}}, \Delta_{\text{max}})$:
\[
E'(n) = S^\Delta E(n) \quad \{S^\Delta X\}_k = X_k e^{i\omega \Delta} \quad \Delta \in \mathbb{R}
\]

This modification hides the absolute positional information, but relative relations, see Eq. (2), between embeddings still hold. This transformation can be rewritten as augmenting positions by a random shift before encoding with $\sin$ and $\cos$:
\[
n'_i \leftarrow n_i + \Delta \quad x'_i \leftarrow x_i + \Delta_x, \quad y'_i \leftarrow y_i + \Delta_y \quad t'_i \leftarrow t_i + \Delta\quad (5)
\]

**Local shift**  To further increase augmentation and prevent capturing spontaneous correlations, we additionally introduce local shifts from uniform zero-mean distribution $\epsilon_i \sim \mathcal{U}(-\epsilon_{\text{max}}, \epsilon_{\text{max}})$:
\[
n'_i \leftarrow n_i + \epsilon_i \quad x'_i \leftarrow x_i + \epsilon_{x,i}, \quad y'_i \leftarrow y_i + \epsilon_{y,i} \quad t'_i \leftarrow t_i + \epsilon_i\quad (6)
\]

**Global scaling**  To prevent distances memorization, we also introduce random global scale $\lambda$ from $\log \lambda \sim \mathcal{U}(-\log \lambda_{\text{max}}, \log \lambda_{\text{max}})$:
\[
n'_i \leftarrow \lambda n_i \quad x'_i \leftarrow \lambda x_i, \quad y'_i \leftarrow \lambda y_i \quad t'_i \leftarrow \lambda t_i\quad (7)
\]

At training time, computing our continuous augmented positional embedding is performed through four steps: i) mean-normalization of positions (extract mean of sequence positions), ii) global shift Eq. (5), iii) local shift Eq. (6), and iv) global scaling Eq. (7). At inference time, only mean-normalization of positions is performed. The reference implementation can be found in Appendix A.

5 Experiments

5.1 Image Recognition

We evaluate CAPE embedding empirically with a recently proposed Vision Transformer (ViT) \[16, 47\] for image recognition. These works rely on learnable absolute positional embedding (abspos) for both class token and patches, and train ViT models on $224^2$ images with $16^2$ patches. To further improve model quality, \[47\] performs fine-tuning on images of higher resolution $384^2$. The grid of positional embeddings is then upsampled.

Figure 1: Example of CAPE’s transformations for an image: patches positions are scaled to $[-1, 1] \times [-1, 1]$; random global shift, local shift, and global scaling are then applied to the grid of positions.

---

\[^4\text{In the following, we denote the size and resolution } N \times N \text{ as } N^2.\]
Figure 2: Top-1 accuracy on ImageNet and ImageNet-v2 for ViT models trained with different positional embeddings on 224^2 resolution (solid) and further fine-tuned on 384^2 (dashed, “+ft”). Insets focus on higher accuracies. The full list of top-1 and top-5 accuracies can be found in Appendix B.1, Tables 3 and 4.

Data and ViT Models All experiments are performed on the ImageNet [13, 43] dataset. We report top-1 and top-5 accuracies on ImageNet validation set and ImageNet-v2-{a,b,c} [40] test sets. The same convolution-free architecture, identical to the one proposed by [16] (ViT-B) and used by [47] (referred as DeiT-B), is chosen for all experiments. A ViT-B/DeiT-B baseline is trained with abspos on 224^2 images, carefully following Section 6 from [47]. The exact same training configuration is used for models with other positional embeddings: only positional embedding is changed. We evaluate both proposed absolute sinusoidal positional embedding (sinpos), Eq. (3-4), and CAPE (∆max = 0.5, ϵmax = 1/N and λmax = 1.4). As a control experiment we also train a model without any positional embedding (nopos), which can be interpreted as a ‘bag of words patches’, as no patch position information is available. We also train models with different positional embeddings on either 160^2 or 384^2 images. The whole training configuration remains the same as for training on 224^2 images, except for the positional embedding. All models trained on 224^2 images we additionally fine-tune on images of higher resolution 384^2, following [47].

Evaluation To study generalization when image sizes vary, we evaluate all models on different resolutions (160^2, 224^2, 384^2 and 672^2) by resizing all images in validation and test sets. When evaluating on resolutions different from the training one, bicubic interpolation is applied to abspos embeddings as was justified in [47]. In contrast, sinpos and CAPE approaches can ingest any image resolution, thanks to the continuous nature of their positional embeddings.

5.1.1 Results
In Figure 2 we compare generalization performance of models trained with different positional embeddings on 224^2 images (solid). Both proposed sinpos and CAPE approaches perform at least as well, if not better, than the abspos approach on the same-as-train resolution. When performing inference on resolutions different than the training one, CAPE performs best, notably outperforming abspos on high (672^2) and low (160^2) resolutions up to 25% and 2%, respectively. On 160^2 and 384^2 resolutions CAPE trained on 224^2 resolution performs similar to abspos trained on corresponding 160^2 or 384^2 inference resolutions (the latter results being reported in Figure 3). This confirms good generalization properties of CAPE on image resolutions unseen at training time.

Abspos fine-tuned on a higher resolution (384^2) improves in accuracy for both 384^2 and 672^2 resolutions, while degrading on lower ones (original 224^2 and lowest 160^2), as shown in Figure 2

Interpolation is not applied to the class token embedding.
As CAPE-based models can handle any image resolution, we propose a single universal ViT model, called UniViT, which is trained on images of different resolutions: during training we resize all images in a batch to a randomly chosen size, uniformly sampled in the range $[128, 320]^2$ with a step of 32. For experiments with UniViT training configuration remains the same as for ViT. Because of training on the images of different resolution UniViT training time is only 1.1x longer than ViT trained on $224^2$ resolution. In Figure 3 we compare UniViT model trained with CAPE ($\lambda = 1$) against different ViT models trained on each particular resolution: UniViT outperforms single-resolution ViT models for any given resolution and, moreover, generalizes to non-training resolutions well.

Image resolution directly impacts throughput: computational complexity of attention is $O(N^4)$ for a $N \times N$ image. In Figure 4 we show UniViT with CAPE throughput and accuracy with respect to input image resolution. On $96^2$ resolution UniViT with CAPE handles throughput and accuracy

## Table 1: Test time augmentation (TTA) results on ImageNet when predictions on resolutions $r^2$, $(r+32)^2$ and $(r-32)^2$ are combined. Sinpos and CAPE are trained on $224^2$ resolution.

| Model          | $r$ | Top-1 (%) | Top-5 (%) |
|----------------|-----|-----------|-----------|
|                |     | −TTA      | +TTA      | −TTA      | +TTA      |
| sinpos 160     | 224 | 81.32     | 81.47     | 95.44     | 95.54     |
| UniViT, sinpos | 224 | 81.01     | 81.34     | 95.18     | 95.49     |
| CAPE 224       | 224 | 80.82     | 81.34     | 95.40     | 95.57     |
| UniViT, CAPE   | 224 | 81.26     | 81.64     | 95.56     | 95.71     |
| sinpos 384     | 384 | 82.31     | 82.44     | 96.04     | 96.14     |
| UniViT, sinpos | 384 | 82.55     | 82.72     | 96.18     | 96.22     |

No Positional Embedding  With $nopos$ model, we confirm [16]’s observation that positional embedding does not have a critical importance for ImageNet classification (see Figure 2). $nopos$ model’s simplicity and generalization abilities make it a nice baseline for positional embedding study in computer vision. It has generalization accuracy similar to $abspos$ on low $160^2$ and high $672^2$ resolutions, while CAPE outperforms $nopos$ across the board. It is likely that $abspos$ suffers from the embedding interpolation step on extreme resolutions. In contrast, both $sinpos$ and CAPE have the advantage to naturally support variation in resolutions.

### 5.1.2 UniViT: Training Universal Transformer on Different Resolutions

As CAPE-based models can handle any image resolution, we propose a single universal ViT model, called UniViT, which is trained on images of different resolutions: during training we resize all images in a batch to a randomly chosen size, uniformly sampled in the range $[128, 320]^2$ with a step of 32. For experiments with UniViT training configuration remains the same as for ViT. Because of training on the images of different resolution UniViT training time is only 1.1x longer than ViT trained on $224^2$ resolution. In Figure 3 we compare UniViT model trained with CAPE ($\lambda = 1$) against different ViT models trained on each particular resolution: UniViT outperforms single-resolution ViT models for any given resolution and, moreover, generalizes to non-training resolutions well.

Image resolution directly impacts throughput: computational complexity of attention is $O(N^4)$ for a $N \times N$ image. In Figure 4 we show UniViT with CAPE throughput and accuracy with respect to input image resolution. On $96^2$ resolution UniViT with CAPE handles throughput and accuracy
similar to “tiny” vanilla ViT, while “small” UniViT with CAPE has 4% higher accuracy (with identical throughput) on resolution 160$^2$ and 1.4x higher throughput (with identical accuracy) on resolution 128$^2$. Thus, UniViT unlocks the possibility of dynamically adjusting throughput of a model in a production regime under heavy loads, a practical alternative to improving model throughput at inference time via decreasing model size.

We further improve UniViT with CAPE accuracy by resizing each image to its optimal resolution at inference, as shown in Appendix B.2 Table 5. We split ImageNet validation images into 8 bins, according to their size. By selecting an optimal resizing strategy in each bin we are able to improve top-1 accuracy to 82.92% (in comparison, the model has 81.26% on 224$^2$ and 82.55% on 384$^2$).

### 5.1.3 Resizing as Test Time Augmentation (TTA)

As both sinpos- and CAPE-based models handle well different image resolutions, we propose to perform test time resolution augmentation when evaluating a single model. For TTA we average model’s logits evaluated on three resolutions for the same image: $r^2$, $(r - 32)^2$ and $(r + 32)^2$, where $r$ is either 224 or 384. As shown in Table 1, ViT and UniViT models trained with either sinpos or CAPE embeddings get 0.2%-0.5% top-1 accuracy boost with this test time augmentation.

### 5.2 Automatic Speech Recognition (ASR)

Recently it was shown that Transformer [48] architectures are state-of-the-art on different public benchmarks for ASR [55, 53, 50, 8].

#### Data

We evaluate our models on several English speech datasets, both on in-domain data and out-of-domain data. We also analyze our models generalization to long sequences. We consider two standard training benchmarks: Wall Street Journal (WSJ) [20, 29, 52], read speech with 81.5h of training data, and TED-LIUM v3 (TL) [24], oratory speech with 452h of training data. Besides these datasets we use two other sets for evaluation only: i) LibriSpeech (LS) [56], read speech from audiobook recordings (we use only test sets with clean, test-clean, and noisy, test-other, speech); ii) Robust Video (RV), our in-house English video dataset, which is sampled from public social media videos and aggregated and de-identified before transcription; these videos contain a diverse range of speakers, accents, topics, and acoustic conditions making ASR difficult; the test sets are composed of clean and noisy subsets. Details on data and its statistics can be found in Appendix C.1.

#### Evaluation

To evaluate our acoustic models on sequence lengths not seen at training time, we split all evaluation utterances by their duration $T$ into the following bins: $T < 10s$, $T \in [10 - 15)s$, $T \in [15, 20)s$ and $T \geq 20s$. Our performance metric is word error rate (WER) (no language model is involved), reported for each sequence length bin and for the entire evaluation dataset. For RV data a hand-crafted segmentation is available, allowing us to evaluate on the exact same data, but segmented in different ways. More precisely, for RV data we prepare 8 sets where audios have the following respective durations: $T = 10, 15, 20, 25, 30, 35, 40, 45s$.

#### Acoustic Model (AM) Training

All models are trained with Connectionist Temporal Classification [22]. SpecAugment [37] is used as data augmentation in training, and the network architecture follows [30]: the AM encoder is composed of a 1D convolution (kernel 7, stride 3) with a GLU activation and 36 4-heads Transformer layers [48], finally followed by a linear layer which outputs a score for each target token. Our token set consists of 26 English alphabet letters, augmented with the apostrophe and a word boundary token (further details in Appendix C.2).

#### Positional Embedding

As in vision experiments, we evaluate n pos, sinpos, abspos and CAPE-based models. In addition, we evaluate models trained with relative positional embeddings; in that case, no absolute positions are used, and learnable relative positional embeddings [44] (relpos) are trained in each Transformer layer. We follow [30] to train an AM baseline with relpos. For models with other positional embeddings, the training configuration remains identical. Abspos $\{E(t)\}_{t=1}^{N}$ is set to cover 13.8s of context. At training/evaluation time for the longer sequences we define abspos as $E(t) \equiv E(t \mod N)$ for $t > N$. This extrapolation at training time leaves a chance to the acoustic model to generalize to unseen (longer) sequence lengths. Relpos spans a large context, 26.8s to the left/right. CAPE’s global shift covers 60s, while a local shift is set to its maximum to preserve the frames order; $\lambda_{\text{max}} = 1.1$ and $\lambda_{\text{max}} = 2$ for WSJ and TL, respectively.
Figure 5: Word error rate for models trained on WSJ with different positional embeddings.

Figure 6: Word error rate for models trained on TED-LIUM v3 with different positional embeddings.

5.2.1 Results

A model trained on WSJ with CAPE outperforms other positional embeddings on both public and RV data across different audio durations, as shown in Figure 5. A model trained on TL with CAPE outperforms nopos and sinpos on all data, outperforms abspos and relpos for audio longer than 20s, and behaves similarly on shorter durations, see Figure 6. On RV data, CAPE-based models perform uniformly well on different audio durations, including long ones. In contrast, other embeddings-based models are seriously impacted when audio duration increases. Finally, CAPE does not have computational or parameters overheads compared to relpos.

No Positional Embedding As expected, nopos models (both WSJ and TL ones) perform similarly in WER across different audio durations. However, nopos TL model performs surprisingly well: it is competitive to positional embeddings-based models on public data. On RV data, nopos TL model outperforms all other models, except CAPE when $T > 20s$. We perform ablations in Appendix C.4 to show that key ingredients are CTC loss, sufficient model capacity, and large amount of data for this effect to occur.

CAPE as Augmentation CAPE can be viewed as a data augmentation performed on input data (positions), which regularizes the trained model. We demonstrate this by training on TL with either sinpos or CAPE and with/without SpecAugment (no other augmentations are used), see Figure 7. Baseline sinpos without any augmentation performs the worst with a large gap. Including either CAPE or SpecAugment decreases the WER significantly by 4-5%: SpecAugment is more beneficial due to its domain relevance. Combining together CAPE and SpecAugment further decreases the WER by 2.5-3.5%, showing that augmentations are complementary to each other.

5.2.2 Padding-free ASR with CAPE and Variable STFT Hop Distance

In ASR, when batching audios of different duration, one often relies on padding tokens. We propose instead to perform time stretching augmentation on all audios in the batch, such that they will have the
same number of frames. We perform this augmentation by tuning the short-time Fourier Transform (STFT) hop distance when computing the audio features. Positions remain tied to the original audio timestamps. These models trained either on WSJ or TL show better WER across the board, compared to models trained with a padding approach, as shown in Appendix C.3 Figure 15 and 16, and improvements on RV are quite consistent. As before, CAPE-based models outperform sinpos models.

We found this padding-free approach convenient, as it alleviates the implementation of special cases to handle padding tokens in ASR models: e.g. any normalization should be aware which tokens are padding, otherwise normalization constants would depend on the amount of padding; any attention module should be aware which tokens it should not attend to. Moreover, for efficient computations and reducing padding tokens audio samples are often packed together via sorting by their duration; this reduces variability in the batches drastically. Our results demonstrate that with CAPE and padding-free approach we can mix samples of not-too-different lengths within a batch, providing better randomization and utilize all frames. While UniViT adjusts number of tokens by changing resolution, the STFT hop distance achieves the same for audio. By adjusting the hop distance during inference for padding-free ASR, we can achieve higher throughput with similar recognition quality, see Appendix C.3 Figure [17]. However, very low resolution (e.g. 128x128) in images works well enough while speech recognition is far more sensitive to token sparsification as phoneme can last as little as 30-50ms.

5.3 Machine Translation (MT)

Our MT experiments follow the recent results with Transformers combined with a new initialization scheme (ADMIN) [31, 32]. This approach allows to train very deep state-of-the-art Transformers for MT. We did not implement back-translation or other domain-specific augmentations.

**Data and Models Training** Experiments are conducted on standard WMT’14 English-French (FR) and English-German (DE) benchmarks. For both benchmarks we follow [31, 32]: for FR we use a 40k subword vocabulary, and evaluate on the provided “valid” file for validation and newstest14 for test. On DE, we consider a 32K subword vocabulary, newstest2013 for validation, and newstest2014 for test. We reproduce results from [31, 32] by training a sinpos-based model with 6L-6L, 18L-18L for DE and 6L-6L for FR encoder-decoder layers with ADMIN. Training configuration stays the same for other positional embedding-based models, other than positional embeddings being either abspos (covers 1k tokens), relpos (learnable [44], covers max train content: 150 left/right tokens) or CAPE in both encoder and decoder layers. For CAPE to have approximate correspondence in positions of source and target sentences, we first scale positions of source language by a factor $\alpha = \frac{# \text{tokens in target corpus}}{# \text{tokens in source corpus}} \in \mathbb{R}$ so that positions interval is loosely matched between source and target sentences. For each training sample we then apply the same global shift and scale for source and target positions. Local shifts for source/target positions are independently sampled from $U(−0.5, 0.5)$. As no absolute positions are provided anymore, we prepend source sentences with a “begin of sentence” token to hint the decoder with a first position during both training and evaluation.

**Evaluation** We select the best checkpoint according to BLEU on the validation set, using a beam size 4 for DE and 5 for FR. Following convention, BLEU is computed by `multi-bleu.perl` via the
standardized tokenization of the publicly-accessible dataset. As WMT’14 test sets have limited length of sentences being same as train we artificially stack together sentences in test sets (source and target) to have 300+ tokens in each new target sample (3k original pairs of sentences are transformed into 270 pairs): during stacking dots on junctions are replaced with commas and first letters of the next stacked sentence are lower-cased to match one-sentence setup. On these test sets we compute log loss for each position: lower value shows that a model is more likely to predict a correct word at a particular position.

**Results** Comparison between models trained with different positional embeddings on WMT’14 benchmarks is shown in Table 2. CAPE outperforms *sinpos* and *abspos* on all settings, is similar to *relpos* on DE and outperforms it on FR. Figure 8 shows that i) for positions covered in training (<150) all absolute positional embeddings behave similarly and outperform *relpos*; ii) for positions not seen during training (>200) *relpos* outperforms others. However, CAPE generalizes better than *abspos* and *sinpos* and, moreover, is able to generalize similar to *relpos* with more data (FR).

### 6 Discussion and Conclusion

Encoding positional information is a key component of attention-based models. Poor generalization of absolute sinusoidal positional embeddings led to numerous works investigating ways to encode relevant positional information. Existing solutions are often modality-specific, non-trivial to implement and incur computational overhead. We demonstrated in different domains that existing positional embeddings may generalize poorly in certain conditions. We introduced a simple and efficient continuous augmented positional embedding, CAPE, which preserves some information about relative token positions. Thanks to its continuous nature, CAPE allows augmentations which were previously not possible. CAPE makes models more flexible both at training and inference. It generalizes well to input sizes not seen during training across a variety of domains. We expect emergence of new training and production pipelines that leverage the adjustable throughput property when tuning the input size: CAPE provides a relatively simple way of producing more efficient Transformer by down-sampling input (e.g. for image and audio). Going further, CAPE-based architectures are free from baked-in restrictions on patches positions: these could overlap, or be sparse for example – opportunities impossible for convolution-containing Transformers. In contrast to relative positional embeddings which modify attention mechanism, CAPE is ready to be used by novel attention mechanisms, such as “linear” Transformers [46]. Finally, CAPE can be combined with relative positional embeddings like [11] and [45] to limit over-fitting to exact relative positions.

**Limitations** CAPE applies only to attention-based models, and no testing was performed outside described modalities. From a representation perspective we demonstrated that CAPE is capable of providing relative positioning, however, a model should “learn” it. Thus, we can expect that relative positional embeddings should be beneficial in settings with small amount of data because of more appropriate inductive bias. Proposed UniViT model was tested only for image recognition task and further exploration of broader UniViT applicability to other tasks is a subject of future work.
7 Acknowledgments

We would like to thank Mark Tygert and Edouard Grave for relevant references and helpful discussions, Paden Tomasello for English language editing.

References

[1] Anurag Arnab, Mostafa Dehghani, Georg Heigold, Chen Sun, Mario Lučić, and Cordelia Schmid. Vivit: A video vision transformer. *arXiv preprint arXiv:2103.15691*, 2021.

[2] Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio. Neural machine translation by jointly learning to align and translate. *arXiv preprint arXiv:1409.0473*, 2014.

[3] Irwan Bello, Barret Zoph, Ashish Vaswani, Jonathon Shlens, and Quoc V Le. Attention augmented convolutional networks. In *Proceedings of the IEEE/CVF international conference on computer vision*, pages 3286–3295, 2019.

[4] Maxim Berman, Hervé Jégou, Andrea Vedaldi, Iasonas Kokkinos, and Matthijs Douze. Multi-grain: a unified image embedding for classes and instances. *arXiv preprint arXiv:1902.05509*, 2019.

[5] Gedas Bertasius, Heng Wang, and Lorenzo Torresani. Is space-time attention all you need for video understanding? *arXiv preprint arXiv:2102.05095*, 2021.

[6] Tom Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared Kaplan, Prafulla Dhariwal, Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, et al. Language models are few-shot learners. *arXiv preprint arXiv:2005.14165*, 2020.

[7] Nicolas Carion, Francisco Massa, Gabriel Synnaeve, Nicolas Usunier, Alexander Kirillov, and Sergey Zagoruyko. End-to-end object detection with transformers. In *European Conference on Computer Vision*, pages 213–229. Springer, 2020.

[8] William Chan, Daniel Park, Chris Lee, Yu Zhang, Quoc Le, and Mohammad Norouzi. Speech-stew: Simply mix all available speech recognition data to train one large neural network. *arXiv preprint arXiv:2104.02133*, 2021.

[9] Xiangxiang Chu, Zhi Tian, Bo Zhang, Xinlong Wang, Xiaolin Wei, Huaxia Xia, and Chunhua Shen. Conditional positional encodings for vision transformers. *arXiv preprint arXiv:2102.10882*, 2021.

[10] Ekin Dogus Cubuk, Barret Zoph, Jon Shlens, and Quoc Le. Randaugment: Practical automated data augmentation with a reduced search space. *Advances in Neural Information Processing Systems*, 33, 2020.

[11] Zihang Dai, Zhilin Yang, Yiming Yang, Jaime G Carbonell, Quoc Le, and Ruslan Salakhutdinov. Transformer-xl: Attentive language models beyond a fixed-length context. In *Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics*, pages 2978–2988, 2019.

[12] Mostafa Dehghani, Stephan Gouws, Oriol Vinyals, Jakob Uszkoreit, and Łukasz Kaiser. Universal transformers. In *International Conference on Learning Representations*, 2019.

[13] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. Imagenet: A large-scale hierarchical image database. In *2009 IEEE conference on computer vision and pattern recognition*, pages 248–255. Ieee, 2009.

[14] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-training of deep bidirectional transformers for language understanding. In *Proceedings of the 2019 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Volume 1 (Long and Short Papers)*, pages 4171–4186, 2019.

[15] Linhao Dong, Shuang Xu, and Bo Xu. Speech-transformer: a no-recurrence sequence-to-sequence model for speech recognition. In *2018 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, pages 5884–5888. IEEE, 2018.

[16] Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov, Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner, Mostafa Dehghani, Matthias Minderer, Georg Heigold, Sylvain Gelly, et al. An image is worth 16x16 words: Transformers for image recognition at scale. *arXiv preprint arXiv:2010.11929*, 2020.
[17] J. Duchi, E. Hazan, and Y. Singer. Adaptive subgradient methods for online learning and stochastic optimization. *Journal of machine learning research*, 12, 2011.

[18] Philipp Dufter, Martin Schmitt, and Hinrich Schütze. Position information in transformers: An overview. *arXiv preprint arXiv:2102.11090*, 2021.

[19] A. Fan, E. Grave, and A. Joulin. Reducing transformer depth on demand with structured dropout. In *ICML*, 2020.

[20] J. Garofolo, D. Graff, D. Paul, and D. Pallett. CSR-I (WSJ0) complete LDC93S6A. *Web Download. Philadelphia: LDC*, 1993.

[21] Ben Graham, Alaaeldin El-Nouby, Hugo Touvron, Pierre Stock, Armand Joulin, Hervé Jégou, and Matthijs Douze. Leit: a vision transformer in convnet’s clothing for faster inference. *arXiv preprint arXiv:2104.01136*, 2021.

[22] A. Graves, S. Fernández, F. Gomez, and J. Schmidhuber. Connectionist temporal classification: labelling unsegmented sequence data with recurrent neural networks. In *ICML*, 2006.

[23] Anmol Gulati et al. Conformer: Convolution-augmented transformer for speech recognition. In *Interspeech*, 2020.

[24] F. Hernandez et al. TED-LIUM 3: twice as much data and corpus repartition for experiments on speaker adaptation. In *SPECOM*, 2018.

[25] Elad Hoffer, Tal Ben-Nun, Itay Hubara, Niv Giladi, Torsten Hoefler, and Daniel Soudry. Augment your batch: Improving generalization through instance repetition. In 2020 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 8126–8135. IEEE Computer Society, 2020.

[26] Cheng-Zhi Anna Huang, Ashish Vaswani, Jakob Uszkoreit, Ian Simon, Curtis Hawthorne, Noam Shazeer, Andrew M Dai, Matthew D Hoffman, Monica Dinculescu, and Douglas Eck. Music transformer: Generating music with long-term structure. In *International Conference on Learning Representations*, 2018.

[27] Zhiheng Huang, Davis Liang, Peng Xu, and Bing Xiang. Improve transformer models with better relative position embeddings. In *Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing: Findings*, pages 3327–3335, 2020.

[28] Guolin Ke, Di He, and Tie-Yan Liu. Rethinking the positional encoding in language pre-training. *arXiv preprint arXiv:2006.15595*, 2020.

[29] LDC and NIST Multimodal Information Group. CSR-II (WSJ1) complete LDC94S13A. *Web Download. Philadelphia: LDC*, 1994.

[30] Tatiana Likhomanenko, Qiantong Xu, Vineet Pratap, Paden Tomasello, Jacob Kahn, Gilad Avidov, Ronan Collobert, and Gabriel Synnaeve. Rethinking evaluation in asr: Are our models robust enough? *arXiv preprint arXiv:2010.11745*, 2020.

[31] Bin Liu, Zhirong Wu, Han Hu, and Stephen Lin. Deep metric transfer for label propagation with limited annotated data. In *Proceedings of the IEEE International Conference on Computer Vision Workshops*, pages 0–0, 2019.

[32] Xiaodong Liu, Kevin Duh, Liyuan Liu, and Jianfeng Gao. Very deep transformers for neural machine translation. *arXiv preprint arXiv:2008.07772*, 2020.

[33] Abdelrahman Mohamed, Dmytro Okhonko, and Luke Zettlemoyer. Transformers with convolutional context for asr. *arXiv preprint arXiv:1904.11660*, 2019.

[34] Daniel Neimark, Omri Bar, Maya Zohar, and Dotan Asselmann. Video transformer network. *arXiv preprint arXiv:2102.00719*, 2021.

[35] Myle Ott, Sergey Edunov, Alexei Baevski, Angela Fan, Sam Gross, Nathan Ng, David Grangier, and Michael Auli. fairseq: A fast, extensible toolkit for sequence modeling. In *Proceedings of NAACL-HLT 2019: Demonstrations*, 2019.

[36] V. Panayotov et al. Librispeech: an ASR corpus based on public domain audio books. In *ICASSP*, 2015.

[37] D. S. Park et al. SpecAugment: A simple data augmentation method for automatic speech recognition. In *Interspeech*, 2019.
[38] Niki Parmar, Ashish Vaswani, Jakob Uszkoreit, Lukasz Kaiser, Noam Shazeer, Alexander Ku, and Dustin Tran. Image transformer. In *International Conference on Machine Learning*, pages 4055–4064. PMLR, 2018.

[39] D. Povey and other. The Kaldi speech recognition toolkit. In *ASRU*, 2011.

[40] Benjamin Recht, Rebecca Roelofs, Ludwig Schmidt, and Vaishaal Shankar. Do imagenet classifiers generalize to imagenet? In *International Conference on Machine Learning*, pages 5389–5400. PMLR, 2019.

[41] Stephen Roller, Emily Dinan, Naman Goyal, Da Ju, Mary Williamson, Yinhan Liu, Jing Xu, Myle Ott, Kurt Shuster, Eric M Smith, et al. Recipes for building an open-domain chatbot. *arXiv preprint arXiv:2004.13637*, 2020.

[42] Jan Rosendahl, Viet Anh Khoa Tran, Weiyoue Wang, and Hermann Ney. Analysis of positional encodings for neural machine translation. *IWslt, Hong Kong, China*, 2019.

[43] Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng Huang, Andrej Karpathy, Aditya Khosla, Michael Bernstein, et al. Imagenet large scale visual recognition challenge. *International journal of computer vision*, 115(3):211–252, 2015.

[44] Peter Shaw, Jakob Uszkoreit, and Ashish Vaswani. Self-attention with relative position representations. In *Proceedings of the 2018 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Volume 2 (Short Papers)*, pages 464–468, 2018.

[45] Jianlin Su, Yu Lu, Shengfeng Pan, Bo Wen, and Yunfeng Liu. Roformer: Enhanced transformer with rotary position embedding. *arXiv preprint arXiv:2104.09864*, 2021.

[46] Yi Tay, Mostafa Dehghani, Samira Abnar, Yikang Shen, Dara Bahri, Philip Pham, Jinfeng Rao, Liu Yang, Sebastian Ruder, and Donald Metzler. Long range arena: A benchmark for efficient transformers. In *International Conference on Learning Representations*, 2021.

[47] Hugo Touvron, Matthieu Cord, Matthijs Douze, Francisco Massa, Alexandre Sablayrolles, and Hervé Jégou. Training data-efficient image transformers & distillation through attention. *arXiv preprint arXiv:2012.12877*, 2020.

[48] A. Vaswani et al. Attention is all you need. In *Advances in Neural Information Processing Systems*, 2017.

[49] Benyou Wang, Lifeng Shang, Christina Lioma, Xin Jiang, Hao Yang, Qun Liu, and Jakob Grue Simonsen. On position embeddings in bert. In *International Conference on Learning Representations*, volume 2, pages 12–13, 2021.

[50] Benyou Wang, Donghao Zhao, Christina Lioma, Qiuchi Li, Peng Zhang, and Jakob Grue Simonsen. Encoding word order in complex embeddings. In *International Conference on Learning Representations*, 2020.

[51] Yongqiang Wang, Abdelrahman Mohamed, Due Le, Chunxi Liu, Alex Xiao, Jay Mahadeokar, Hongzhao Huang, Andros Tjandra, Xiaohui Zhang, Frank Zhang, et al. Transformer-based acoustic modeling for hybrid speech recognition. In *ICASSP 2020-2020 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, pages 6874–6878. IEEE, 2020.

[52] P. C. Woodland et al. Large vocabulary continuous speech recognition using HTK. In *ICASSP*, 1994.

[53] Haiping Wu, Bin Xiao, Noel Codella, Mengchen Liu, Xiyang Dai, Lu Yuan, and Lei Zhang. Cv2t: Introducing convolutions to vision transformers. *arXiv preprint arXiv:2103.15808*, 2021.

[54] Sangdoo Yun, Dongyoon Han, Sanghyuk Chun, Seong Joon Oh, Youngjoon Yoo, and Junsuk Choe. Cutmix: Regularization strategy to train strong classifiers with localizable features. In *IEEE/CVF International Conference on Computer Vision (ICCV)*, pages 6022–6031. IEEE, 2019.

[55] Albert Zeyer, Parnia Bahar, Kazuki Irie, Ralf Schlüter, and Hermann Ney. A comparison of transformer and lstm encoder decoder models for asr. In *2019 IEEE Automatic Speech Recognition and Understanding Workshop (ASRU)*, pages 8–15. IEEE, 2019.

[56] Hongyi Zhang, Moustapha Cisse, Yann N Dauphin, and David Lopez-Paz. mixup: Beyond empirical risk minimization. *arXiv preprint arXiv:1710.09412*, 2017.
[57] Yu Zhang, James Qin, Daniel S Park, Wei Han, Chung-Cheng Chiu, Ruoming Pang, Quoc V Le, and Yonghui Wu. Pushing the limits of semi-supervised learning for automatic speech recognition. *arXiv preprint arXiv:2010.10504*, 2020.

[58] Zhun Zhong, Liang Zheng, Guoliang Kang, Shaozi Li, and Yi Yang. Random erasing data augmentation. In *Proceedings of the AAAI Conference on Artificial Intelligence*, volume 34-07, pages 13001–13008, 2020.

[59] Pan Zhou, Ruchao Fan, Wei Chen, and Jia Jia. Improving generalization of transformer for speech recognition with parallel schedule sampling and relative positional embedding. *arXiv preprint arXiv:1911.00203*, 2019.
A \hspace{1em} \textbf{CAPE Implementation in Python}

```python
import numpy as np

def augment_positions_id(
    positions_id: np.ndarray,
    mean_normalize: bool,
    augment: bool, # True during training
    max_global_shift, # delta max
    max_local_shift, # epsilon max
    max_scale, # lambda max
    rng=np.random.RandomState(42)
):

    """Takes original positions, returns modified ones.
    Can reuse sin/cos embedding from "Attention is all you need".
    Code handles NaNs is positions_id input as if those correspond to pad tokens
    """
    assert max_scale > 1
    batch_size, n_tokens = positions_id.shape
    if mean_normalize:
        positions_id = np.nanmean(positions_id, axis=1, keepdims=True)
    if augment:
        delta = rng.uniform(-max_global_shift, max_global_shift, size=[batch_size, 1])
        delta_local = rng.uniform(-max_local_shift, max_local_shift, size=[batch_size, n_tokens])
        log_lambdas = rng.uniform(-np.log(max_scale), np.log(max_scale), size=[batch_size, 1])
        new_positions = (positions_id + delta + delta_local) * np.exp(log_lambdas)
        return new_positions
    else:
        return positions_id

def CAPE_id(
    n_patches: int, # number of patches, default in ViT is 14
    batch_size: int,
    augment: bool, # True during training
    n_channels: int, # embedding size for one patch
    max_global_shift, # delta max
    max_local_shift, # epsilon max
    max_scale, # lambda max
    rng=np.random.RandomState(42)
):

    """Prepares grid of CAPE embeddings for provided grid size"""
    x = np.zeros([batch_size, n_patches, n_patches])
    y = np.zeros([batch_size, n_patches, n_patches])
    x = np.linspace(-1, 1, n_patches)[None, :, None]
    y = np.linspace(-1, 1, n_patches)[None, None, :]
    if augment:
        # global shift
        x += rng.uniform(-max_global_shift, max_global_shift, size=[batch_size, 1, 1])
        y += rng.uniform(-max_global_shift, max_global_shift, size=[batch_size, 1, 1])
        # local shift
        x += rng.uniform(-max_local_shift, max_local_shift, size=x.shape)
        y += rng.uniform(-max_local_shift, max_local_shift, size=y.shape)
        # scaling
        lambdas = np.exp(rng.uniform(-np.log(max_scale), np.log(max_scale), size=[batch_size, 1, 1]))
        x *= lambdas
        y *= lambdas

    assert n_channels % 2 == 0
    half_channels = n_channels // 2
    rho = 10 ** ((np.arange(1, half_channels + 1) / half_channels))
    # recommended simpler approximate implementation
    # rho = 10 ** np.linspace(0, 1, half_channels)
    w_x = rho * np.cos(np.arange(half_channels))
    w_y = rho * np.sin(np.arange(half_channels))

    phase = np.pi * (w_x * x[:, :, :, None] + w_y * y[:, :, :, None])
    return np.concatenate([np.cos(phase), np.sin(phase)], axis=-1)
```
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B Image Recognition Experiments

B.1 Technical Details

Table 3: Top-1 accuracy (%) for ViT and UniViT models evaluated on ImageNet validation set and ImageNet-v2 test sets with images resized to different resolutions: 1602, 2242, 3842 and 6722. Models trained on 2242 and further fine-tuned on 3842 resolution are marked with "+rf", "+S" and "+Ti" refer to small and tiny architectures [16], respectively.

| Model | Train | ImageNet | ImageNet-v2-a | ImageNet-v2-b | ImageNet-v2-c | ImageNet-v2-d |
|-------|-------|-----------|---------------|---------------|---------------|---------------|
|        |        | 100%      | 2242         | 3842          | 6722          | 100%          | 2242         | 3842          | 6722          |
|        | Res.   |           | 1602         |               |               | 1602          |           |               |               |
| tanos  | 77.33  | 78.98     | 62.08        | 52.00         | 44.61         | 66.28         | 58.65       | 48.58         | 57.77         | 55.28         |
|        |        | 75.88     | 67.58        | 55.36         | 44.75         | 66.02         | 56.18       | 45.23         | 57.09         | 55.34         |
|        |        | 60.56     | 50.16        | 49.69         | 44.42         | 66.67         | 53.65       | 43.45         | 56.52         | 55.61         |
|        | 1602   |           |              |               |               | 1602          |           |               |               |
| tanos  | 78.74  | 79.60     | 62.84        | 52.00         | 44.61         | 66.28         | 58.65       | 48.58         | 57.77         | 55.28         |
|        |        | 75.93     | 67.58        | 55.36         | 44.75         | 66.02         | 56.18       | 45.23         | 57.09         | 55.34         |
|        |        | 60.56     | 50.16        | 49.69         | 44.42         | 66.67         | 53.65       | 43.45         | 56.52         | 55.61         |
| CAPE. L= 1 |        | 78.74     | 79.60     | 62.84        | 52.00         | 44.61         | 66.28         | 58.65       | 48.58         | 57.77         | 55.28         |
|        |        | 75.93     | 67.58        | 55.36         | 44.75         | 66.02         | 56.18       | 45.23         | 57.09         | 55.34         |
|        |        | 60.56     | 50.16        | 49.69         | 44.42         | 66.67         | 53.65       | 43.45         | 56.52         | 55.61         |
| tanos  | 78.70  | 79.73     | 62.59        | 51.99         | 42.38         | 65.08         | 56.84       | 44.49         | 56.66         | 55.78         |
|        |        | 75.98     | 67.58        | 55.36         | 44.75         | 66.02         | 56.18       | 45.23         | 57.09         | 55.34         |
|        |        | 60.56     | 50.16        | 49.69         | 44.42         | 66.67         | 53.65       | 43.45         | 56.52         | 55.61         |
|        |        | 78.70     | 79.73     | 62.59        | 51.99        | 42.38        | 65.08        | 56.84       | 44.49        | 56.66     |

Table 4: Top-5 accuracy (%) for ViT and UniViT models evaluated on ImageNet validation set and ImageNet-v2 test sets with images resized to different resolutions: 1602, 2242, 3842 and 6722. Models trained on 2242 and further fine-tuned on 3842 resolution are marked with "+rf", "+S" and "+Ti" refer to small and tiny architectures [16], respectively.

| Model | Train | ImageNet | ImageNet-v2-a | ImageNet-v2-b | ImageNet-v2-c | ImageNet-v2-d |
|-------|-------|-----------|---------------|---------------|---------------|---------------|
|        |        | 100%      | 2242         | 3842          | 6722          | 100%          | 2242         | 3842          | 6722          |
|        | Res.   |           | 1602         |               |               | 1602          |           |               |               |
| tanos  | 75.30  | 76.07     | 49.02        | 35.56         | 28.41         | 38.41         | 28.41       | 35.56         | 28.41         | 38.41         |
|        |        | 72.41     | 62.08        | 55.36         | 44.75         | 66.02         | 56.18       | 45.23         | 57.09         | 55.34         |
|        |        | 60.56     | 50.16        | 49.69         | 44.42         | 66.67         | 53.65       | 43.45         | 56.52         | 55.61         |
| tanos  | 75.30  | 76.07     | 49.02        | 35.56         | 28.41         | 38.41         | 28.41       | 35.56         | 28.41         | 38.41         |
|        |        | 72.41     | 62.08        | 55.36         | 44.75         | 66.02         | 56.18       | 45.23         | 57.09         | 55.34         |
|        |        | 60.56     | 50.16        | 49.69         | 44.42         | 66.67         | 53.65       | 43.45         | 56.52         | 55.61         |
| tanos  | 75.30  | 76.07     | 49.02        | 35.56         | 28.41         | 38.41         | 28.41       | 35.56         | 28.41         | 38.41         |
|        |        | 72.41     | 62.08        | 55.36         | 44.75         | 66.02         | 56.18       | 45.23         | 57.09         | 55.34         |
|        |        | 60.56     | 50.16        | 49.69         | 44.42         | 66.67         | 53.65       | 43.45         | 56.52         | 55.61         |
| tanos  | 75.30  | 76.07     | 49.02        | 35.56         | 28.41         | 38.41         | 28.41       | 35.56         | 28.41         | 38.41         |
|        |        | 72.41     | 62.08        | 55.36         | 44.75         | 66.02         | 56.18       | 45.23         | 57.09         | 55.34         |
|        |        | 60.56     | 50.16        | 49.69         | 44.42         | 66.67         | 53.65       | 43.45         | 56.52         | 55.61         |


For all ViT/UniViT models presented in Figures 2 and 3, and in the ablation study below, we report their top-1 and top-5 accuracies in Tables 3 and 4, respectively, evaluated on the ImageNet validation and ImageNet-v2 test sets and on images with different resolutions.

We train models in Flashlight framework where ViT/DeiT training is reproduced following an original implementation: initialization is set to the truncated normal distribution, Rand-Augment, Mixup and Cutmix, random erasing and repeated augmentation are used as data augmentations; training is done with AdamW optimizer for 300 epochs. All models use learnable absolute positional embedding for the class token. We train ViT (UniViT) models on 16 GPUs, V100 32GB, with mixed-precision and batch size 64 per GPU for 19-56h (37h) depending on the input resolution (384² resolution is trained on 32 GPUs with batch size 32 per GPU).

In Figure 4 the throughput is measured as the number of images that can be processed per second on single 16GB V100 GPU following the benchmarking method from: for each image resolution we pass the largest possible batch size and calculate the average time over 30 runs to process that batch.

### B.2 Finding the Best Resolution for UniViT Evaluation

In this section we describe an evaluation procedure that improves UniViT with CAPE performance by resizing input images to an optimal resolution. We split ImageNet validation images into 8 bins, according to their size $s = \min(h, w)$, where $h$ and $w$ are image height and width, respectively: $s \in [54, 100)$, $s \in [101, 150)$, $s \in [151, 200)$, $s \in [201, 250)$, $s \in [251, 300)$, $s \in [301, 350)$, $s \in [351, 384)$, $s \in [385, \infty)$. For each bin we consider several resizing strategies: i) resize all images in a bin either to 160², or 224², or 384²; ii) resize all images to the minimum $s$ value in a bin, Min; iii) resize all images to the maximum $s$ value in a bin, Max; iv) use image’s original size but still perform a central rectangular crop in a similar manner as standard evaluation is done for ImageNet, Original; v) use image’s original size, Original (no crop). For the bin with high resolution images [385, inf] we use 500² as the maximum resize value and apply neither iv) nor v) strategies as there are images with $s > 5000$ px. We report top-1 accuracy for this evaluation procedure with different strategies per each bin (table row) and the drop in accuracy compared to the best value. Best values are additionally marked in bold.

| # Images | Min Res. | Max Res. | 160² | 224² | 384² | Min | Max | Original | Original (no crop) |
|----------|----------|----------|------|------|------|-----|-----|----------|-------------------|
| 146      | 54       | 100      | **84.25** | -0.69 | -0.69 | -19.86 | -1.37 | -6.16 | -8.22 |
| 221      | 101      | 150      | -0.81 | -1.36 | -0.45 | -5.43 | -2.71 | -5.43 | **74.66** |
| 372      | 151      | 200      | -1.61 | -1.08 | -2.42 | -3.23 | -2.42 | **78.49** | 1.61 |
| 538      | 201      | 250      | -3.16 | -1.30 | -1.49 | -2.60 | -1.86 | **81.97** | 2.42 |
| 1090     | 251      | 300      | -4.40 | -1.47 | -0.28 | -1.56 | -1.01 | **79.72** | -0.37 |
| 8496     | 301      | 350      | -3.83 | -1.88 | -0.48 | -1.39 | -1.08 | **83.57** | -0.48 |
| 24538    | 351      | 384      | -4.14 | -1.88 | -0.43 | -0.79 | -0.43 | **82.10** | -0.13 |
| 14599    | 385      | -        | -3.30 | -1.25 | -0.14 | -0.13 | -84.46 | - | - |

#### B.3 Visualization of Positional Embeddings

We visualize positional embeddings (excluding class token) for ViT models trained on 224² input resolution in Figure 9: for each positional embedding we plot every 20th among 768 components (each row corresponds to a particular component) and visualize its values with the image of shape $(r/16)^2$ where $r^2$ is an input image resolution. We consider input resolutions 160², 224² and 384² shown as left, middle and right sub-columns for each positional embedding in Figure 9.
Figure 9: Visualization of positional embeddings for ViT models trained on 224² resolution: abspos (left), sinpos (middle) and CAPE (right). Each column consists of 3 sub-columns corresponding to input resolutions 160², 224² and 384². Only some components (each 20th out of 768) are shown. When sinpos applied to low-resolution images, spacial aliasing is visible in latest components of embeddings. CAPE’s augmentations destruct this patterns and prevent model from over-fitting.

B.4 Ablations

Both sinpos and CAPE first re-scale patch positions \((x, y)\) to the \([-1, 1]\) interval independently from the image resolution. We study if an alternative re-scaling of patch positions during inference improves performance on resolutions other than training ones. For ViT models trained with either sinpos or CAPE on 224² resolution we perform evaluation on \(r^2 = 160^2\) and \(r^2 = 384^2\) resolutions.
by re-scaling \((x, y)\) to \([-\gamma, \gamma]\): \(\gamma\) is set to either 1 (baseline strategy), \(r/224\), or \(\sqrt{r/224}\). Results of this comparison, Table 6, are consistent across models and suggest that for applying to smaller resolution \((160^2)\) decreasing scale \(\gamma\) to match density of patches on a plane to train-time is beneficial; however, opposite effect is observed when model is applied to higher resolution \((384^2)\) inputs, potentially because distances between patch positions in this case were not observed at training time. For simplicity we use re-scaling to \([-1, 1]\) in the rest of our experiments.

Table 6: Ablation study on re-scaling positions to the range \([-\gamma, \gamma]\) for ViT models trained on \(224^2\) images with sinpos or CAPE. We report top-1 accuracy (\%) on ImageNet validation set evaluated on images scaled to \(160^2\) and \(384^2\) resolutions.

| Model       | \(\gamma\) | Top-1, \(r = 160\) | Top-1, \(r = 384\) |
|-------------|-------------|---------------------|---------------------|
| sinpos      | \(r/224\)  | 77.89               | 72.01               |
|             | \(\sqrt{r/224}\) | 77.11               | 76.94               |
|             | 1           | 77.15               | 79.72               |
| CAPE, \(\lambda = 1\) | \(r/224\)  | 77.96               | 80.18               |
|             | \(\sqrt{r/224}\) | 77.80               | 80.51               |
|             | 1           | 77.70               | 80.38               |
| CAPE        | \(r/224\)  | 77.28               | 80.20               |
|             | \(\sqrt{r/224}\) | 77.18               | 80.28               |
|             | 1           | 77.14               | 80.33               |

In Figure 10 we compare sinpos and CAPE for ViT models in more detail. Overall, CAPE performs better or similar to sinpos on the training resolution while it significantly outperforms sinpos on other resolutions. In Figure 11 we study the importance of scale \(\lambda\) for CAPE in ViT models. Scale \(\lambda_{max} > 1\) slightly improves generalization for higher and lower resolutions.

In Figure 12 we study the importance of global \(\Delta\) and local \(\epsilon\) shifts for CAPE in ViT models trained on \(224^2\) resolution. On higher resolutions, \(384^2\) and \(672^2\), models with both shifts (solid) perform similar or better than models trained with either local (dotted-dashed) or global (dashed) shifts. Overall, only one of the shifts, global or local, can be used while the most important CAPE’s parameter is the global scale. On the other hand, any combination of augmentations in CAPE clearly outperforms sinpos on resolutions different from training one.

In Figure 13 we study if CAPE’s augmentations are beneficial for UniViT model, compared to using UniViT with sinpos. Overall sinpos performs worst among UniViT models, while outperforming UniViT with CAPE and global scaling on \(672^2\) resolution. UniViT with CAPE and no global scaling \((\lambda_{max} = 1)\) performs the best on all resolutions, suggesting that variability in training resolutions provides a sufficient base for generalization to higher resolutions.
Figure 11: Comparison of top-1 accuracy for CAPE with $\lambda_{\text{max}} = 1$ (dashed) and $\lambda_{\text{max}} = 1.4$ (solid) trained on either 160$^2$, or 224$^2$, or 384$^2$ resolutions and evaluated across the board. Models trained on 224$^2$ resolution and further fine-tuned on 384$^2$ resolution are marked with “+ft”.

Figure 12: Comparison of top-1 accuracy between $\text{sinpos}$ and CAPE with different configurations on global, local shifts and global scaling trained on 224$^2$ resolution.

Figure 13: Comparison of top-1 accuracy between $\text{sinpos}$ and CAPE (with and without global scaling) trained on the mixture of resolutions $\{128^2, 160^2, 192^2, 224^2, 256^2, 288^2, 320^2\}$. 
C Automatic Speech Recognition Experiments

C.1 Data

For WSJ data we consider the standard subsets si284, nov93dev and nov92 for training, validation and test, respectively. We remove any punctuation tokens from si284 transcriptions before training. TED-LIUM v3 dataset is based on TED conference videos. We use the last edition of the training set (v3); validation and test sets are kept consistent (and thus numbers are comparable) with the earlier releases. We follow the Kaldi recipe [39] for data preparation. In Tables 7 and 8 we present statistics of the datasets used in Section 5.2. One could notice that TED-LIUM v3 validation and test sets have samples with significantly longer duration and larger number of words in their transcriptions, which makes these sets the most challenging among other public data.

Table 7: Statistics on datasets: sampling frequency, duration (in hours), and speech type.

| Data | kHz | Train (h) | Valid (h) | Test (h) | Speech |
|------|-----|-----------|-----------|----------|--------|
| WSJ  | 16  | 81.5      | 1.1       | 0.7      | read   |
| TL   | 16  | 452       | 1.6       | 2.6      | oratory|
| LS   | 16  | -         | -         | 5.4+5.4  | read   |
| RV   | 16  | -         | -         | 18.8+19.5| diverse|

Table 8: Statistics on datasets: mean sample duration (in seconds) and mean sample transcription length (in words).

| Data | Train $\mu \pm \sigma$ (s) | Valid $\mu \pm \sigma$ (s) | Test $\mu \pm \sigma$ (wrd) | Train $\mu \pm \sigma$ (wrd) | Valid $\mu \pm \sigma$ (wrd) | Test $\mu \pm \sigma$ (wrd) |
|------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| WSJ  | 7.8 ± 2.9                  | 7.8 ± 2.9                  | 7.6 ± 2.5                  | 17 ± 7                      | 16 ± 7                      | 17 ± 6                      |
| TL   | 6 ± 3                      | 11.3 ± 5.7                 | 8.1 ± 4.3                  | 17 ± 10                     | 35 ± 20                     | 24 ± 15                     |
| LS   | -                          | -                          | 7 ± 4.9                    | -                           | -                           | 19 ± 13                     |

C.2 Acoustic Model Training

For all experiments we compute 80 log-mel spectrogram features for a 25ms sliding window, strided by 10ms (unless we explicitly vary STFT hop distance). All features are normalized to have zero mean and unit variance per input sequence before feeding into the neural network.

The self-attention dimension is 768 and the feed-forward network (FFN) dimension is 3072 in each Transformer layer. We use dropout 0.3 after the convolution layer; for all Transformer layers, we use dropout on the self-attention and on the FFN, and layer drop [19], dropping entire layers at the FFN level. Transformer dropout and layer drop values are set to be 0.4 for WSJ and 0.1 for TED-LIUM v3 training.

SpecAugment [37] is used for data augmentation during training: there are two frequency masks, and ten time masks with maximum time mask ratio of $p = 0.1$, the maximum frequency bands masked by one frequency mask is 30, and the maximum frames masked by the time mask is 50; time warping is not used. We use the Adagrad optimizer [17]. All models are trained with dynamic batching (average batch size is 240s/GPU) and mixed-precision computations on 16 GPUs (Volta 32GB) for 1 day on WSJ and 3-4 days on TED-LIUM v3. All ASR experiments are done within Flashlight framework on top of the publicly available training configurations for baselines with relpos from [30].

C.3 Padding-free ASR with CAPE and Variable STFT Hop Distance

We have implemented pipeline where padding is no longer used to form a batch from samples with different input duration. For each audio in the batch short-time Fourier Transform (STFT) hop distance $H$ is set in a way that output number of frames is the same (except rounding) as for hypothetical audio which has duration equal to the mean over batch and is processed with $H = 10$ms. Because

https://github.com/flashlight/wavletter/tree/master/recipes/rasr
the hop distance is an integer number, number of frames after STFT is matched only approximately within a batch, so we reduce the number of frames in each sample to match the shortest sample in the batch by randomly and uniformly skipping frames. To have low variation of samples duration in a batch (which implies limited variation in $H$) the following shuffling strategy is performed for every epoch: i) compute perturbed sample duration by multiplying original sample duration by a random number from $U(0.85,1.15)$; ii) sort samples by their perturbed duration; iii) batches are formed by grouping sequential samples. Example of hop distance distribution after proposed shuffling strategy for WSJ and TL data is shown in Figure 14. For both sinpos and CAPE embeddings we train models with this new pipeline and observe mostly lower WER and improved generalization, especially on TL test and RV data which are the most challenging among evaluation sets, Figures 15 and 16.\footnote{For all models evaluation the batch size is set to 1 and $H = 10$ms, thus padding never affects the performance on validation and test sets.}

Figure 14: Hop distance distribution for WSJ (left) and TED-LIUM v3 (right) data.

Figure 15: Word error rate comparison for models trained on WSJ data with sinpos or CAPE ($\lambda = 1$) with classical pipeline (solid) or with variable STFT hop distance (dashed).

Figure 16: Word error rate comparison for models trained on TED-LIUM v3 data with sinpos or CAPE ($\lambda = 1$) with classical pipeline (solid) or with variable STFT hop distance (dashed).
As discussed in Section 5.2, STFT hop distance can be viewed as image resolution in vision and padding-free ASR – as UniViT. By adjusting hop distance during inference for padding-free ASR we can achieve higher throughput with similar recognition quality, see Figure 17. Moreover, it is robust to STFT hop distance variation having almost the same WER for $H \in [5, 12]$ ms and less performance degradation for $H > 12$ ms.

Figure 17: Dependence between throughput and word error rate on TED-LIUM v3 test set for models trained with CAPE ($\lambda = 1$) on TED-LIUM v3 data: with classical pipeline (orange) and with variable STFT hop distance (purple). Different throughput values correspond to different STFT hop distances in ms (crosses) used during evaluation.

C.4 Ablations

First, we study dependence between the global shift value $\Delta_{max}$ and model’s performance and generalization abilities to the long duration. Varying the global shift we observe in Figure 18 that larger global shift leads to a better generalization on longer audios, so that CAPE with 30-60s global shifts is able to process 45s audio with the same performance as 10s on RV data.

Secondly, we study the necessity of the local shift in CAPE. In Figure 19 we observe that local shift absence hurts the performance and generalization across the board.

Thirdly, we study the necessity of the global scaling in CAPE. In Figure 20 we observe that for WSJ models global scaling hurts a bit performance on public data while performs and generalizes better for RV data. In contrast, for TL models we observe in Figure 21 that overall the global scaling improves performance on public data while hurts performance on RV data. Thus, the global scaling should be tuned separately depending on the data type.

As an ablation study we perform additional experiments with relpos. First, we restrict relpos context to small duration, 6s, to prevent over-fitting to relative positions: relpos 6s outperforms relpos on both public and RV data for both models trained on WSJ and TL having significantly better generalization to long audio durations. Relpos 6s is performing similar to abspos for duration $> 20$s while CAPE still...
Figure 19: Word error rate comparison for CAPE models trained on WSJ data with global shift only (solid) or with global and local shifts together (dashed). The global scale is set to be $\lambda_{max} = 1$.

Figure 20: Word error rate comparison for models trained on WSJ data with different positional embeddings. Relpos first layer refers to a model where relpos is used only in the first Transformer layer with 27.6s context to the left/right and no other positional embeddings are used.

Figure 21: Word error rate comparison for models trained on TED-LIUM v3 data with different positional embeddings. Relpos first layer refers to a model where relpos is used only in the first Transformer layer with 27.6s context to the left/right and no other positional embeddings are used.

outperforms relpos 6s on > 20s, Figures 20 and 21. Independently, we also tried sinusoidal relative positional embedding but it performed worse than learnable relative positional embedding.

Second, having in mind that nopos performs well for a model trained on TL and CAPE’s ability to learn spatial relations using a single layer, we wonder if relpos should be used only in the first Transformer layer (in literature relpos, when used, is applied in every attention layer). We modify nopos model by injecting relpos embedding (27.6s context to the right/left) only in the first Transformer layer: no any other Transformer layers use any positional embeddings, Figures 20 and 21.
This *relpos first layer* model behaves surprisingly well: for a WSJ model it outperforms CAPE on both public and RV data; for a TL model it behaves similar to CAPE on public data and a bit better on RV data. Both CAPE and *relpos first layer* have similar mostly uniform performance profiles across different audio durations on RV data. This observation asks for reconsidering the standard usage of positional embedding for CTC-based models in speech recognition.

### C.5 No Positional Embedding Discussion

As demonstrated above in Figure 6, *nopos* performs similar to different positional embeddings on both public and RV data while having reliable generalization to the long audio fragments. We figured out that the key components of this phenomenon and *nopos* success are i) enough training data; ii) sufficient model capacity and iii) CTC loss.

For the first point we saw that *nopos* model trained on WSJ, a 5x smaller dataset than TL, performs poorly having 45-50% WER even on in-domain data. For the second point we perform an additional ablation on WSJ data by decreasing dropout and layer drop in each Transformer layer from 0.4 to 0.1: with increased model capacity *nopos* reduces the WER by 30% and gets closer to other positional embeddings, Figure 22. For the third point we perform another ablation by comparing with sequence-to-sequence (seq2seq) training: we use exactly the same encoder $H^{L_e}$ (with various positional embeddings) but replace last linear layer and CTC loss with the decoder, encoder-decoder attention, and cross-entropy loss where the probability distribution of the transcription is factorized as

$$p(y_1, \ldots, y_n) = \prod_{i=1}^{n} p(y_i \mid y_0, \ldots, y_{i-1}, H^{L_e})$$

where $y_0$ is a special symbol indicating the beginning of the transcription. The decoder is a stack of 6 Transformer layers with encoding dimension 256, learnable relative positional embedding with 9.6s left-only context and 4 attention heads. Dropout and layer drop in the decoder layers are set to 0.2.

![Figure 22: Word error rate comparison for models trained on WSJ data with different positional embeddings. Baseline models, *nopos* and CAPE, use 0.4 dropout and 0.4 layer drop in every Transformer layer, while *nopos, dropout=0.1* uses 0.1 for both values.](image)

In Figure 23 we show comparison between CTC and seq2seq models trained on TL with either *nopos* or *relpos* in the encoder\textsuperscript{10} Seq2seq *nopos* performs significantly worse than seq2seq *relpos* and moreover has higher WER variation on validation data. This result is opposite to the *nopos* CTC-based training, suggesting that CTC loss is able to train with enough data or model capacity and no positions provided.

These observations only partially overlap with known results: for seq2seq training it was shown recently that relative positions can be modeled via a deep stack of convolutional layers in the encoder \textsuperscript{33} or via convolutions inserted directly in each encoder’s Transformer layer \textsuperscript{57}. In contrast to the listed works, our encoder has vanilla Transformer layers and only one convolutional layer at the beginning. Thus, *nopos* model has very limited context to model relative positions, which affects seq2seq training (it has to “locate” corresponding timepoint in audio with attention) more than

\textsuperscript{10} Encoder remains the same for both CTC and seq2seq models; for seq2seq models decoder is also identical.
Figure 23: Word error comparison for CTC and seq2seq models trained on TED-LIUM v3 data without any positional embedding in the encoder (nopos) or with learnable relative positional embedding in every encoder-Transformer layer (relos).

CTC-based, which uses explicit time ordering. In line with this interpretation, for the hybrid ASR systems dropping positional information does not drive to significant deterioration of quality [51].

D Machine Translation

D.1 Technical Details

For machine translation experiments we have implemented CAPE within ADMIN’s open-sourced code [31, 32] which is based on Fairseq toolkit [35]. We precisely follow open-sourced recipes for ADMIN with sinpos [31] including data preparation step; the only change we introduce is usage of different positional embeddings. Besides, we do not perform model averaging as was done in [31, 32].

All English-German (DE) models are trained for 150 epochs on 4 GPUs (Volta V100 16GB) for 30h (6L-6L) or 70h (18L-18L). English-French (FR) 6L-6L models are trained for 75 epochs on 8 GPUs (Volta V100 16GB) for 60h. Each configuration is trained starting from 3 different random seeds.

As mentioned in Section 5.3 we scale positions of source language by a factor $\alpha$ computed based on train data statistics only as $\alpha = \frac{\# \text{tokens in target corpus}}{\# \text{tokens in source corpus}} \in \mathbb{R}$: it is set to $\alpha = 1.0337$ for DE and $\alpha = 1.1632$ for FR. For all machine translation experiments with CAPE we skip the mean-normalization step to have source and target sentences aligned at the first position and prepend “begin of sentence” in the source sentences to give a hint of first position for the model’s decoder (as after global shift there is no way to determine the first position from its positional embedding anymore). Additionally, we do not apply any global scaling. For the global shift we sweep values 5, 10 and 50 while the local shift is set to maximum to preserve positions order, $\epsilon_{max} = 0.5$.

Table 9: Slowdown for relos / no relos. (Top) 1000 context left/right, (Bottom) 100 context left/right. Run on V-100 GB32, 100 runs, 10 runs warmup, batch 50, emb 768, head 8.

| Model       | FP16 Len-10 | FP32 Len-10 | FP16 Len-100 | FP32 Len-100 | FP16 Len-1000 | FP32 Len-1000 |
|-------------|-------------|-------------|--------------|--------------|---------------|---------------|
| Transformer layer | 2.1         | 2.3         | 2.3          | 2.2          | 2.2           | 1.7           |
| Encoder     | 2.2         | 2.2         | 2.6          | 1.7          | 2.0           | 1.6           |
| Decoder     | 1.8         | 1.7         | 1.9          | 1.4          | 1.6           | 1.4           |
| Transformer layer | 2.1         | 2.1         | 1.9          | 1.2          | 1.4           | 1.2           |
| Encoder     | 2.3         | 2.4         | 1.5          | 1.1          | 1.4           | 1.2           |
| Decoder     | 1.7         | 1.7         | 1.2          | 1.1          | 1.2           | 1.1           |

11 https://github.com/LiyuanLucasLiu/Transformer-Clinic
12 https://github.com/pytorch/fairseq
13 https://github.com/LiyuanLucasLiu/Transformer-Clinic/blob/master/nmt-experiments/wmt16_en-de.md and wmt16_en-fr.md
D.2 Computational Cost

For machine translation experiments we estimate the forward and backward time slowdown when learnable relative positional embedding is used in Transformer layer compared to vanilla Transformer layer. Besides we evaluate slowdown for entire encoder and decoder. Forward and backward time benchmarking is done in Fairseq (PyTorch) for different input sequences length (10, 100, 1000), for different context size of relative positional embedding (100 and 1000 tokens to left/right) in full-precision (fp32) and half-precision (fp16) floating-point computations. We use Volta V-100 32GB GPU and report slowdown for average time of forward and backward passes measured across 100 updates with 10 updates of warmup, see Table 9. The batch size is set to 50, attention heads are set to 8 and embedding dimension is 768 (typical use case), there are 6 Transformer layers in encoder and decoder. Results in Table 9 demonstrate that relative positional embedding indeed has additional computational cost which is even more pronounced with mixed-precision computations.