I. INTRODUCTION

At the beginning of the century, the Small-World effect observed by Milgram [1] came to prominence after Watts and Strogatz [2] quantify their structural properties through graph theory. The Watts-Strogatz model [2] (WS-model) is based on the idea that the vertices of a graph are the network sites, and the edges are connections between two sites of this network. As well, by introducing a disorder parameter $p$, as the probability of rewiring randomly each one of the connections in a regular lattice, we obtain the small-world network (SWN) in specific regions of the interval $0 < p \leq 1$. These regions of $p$ in which we have the SWN regime, it is identified when the network has the local clustering of a regular lattice, but at the same time have an average distance between any two sites of the network characteristic of a random lattice [2].

The structural properties of the WS-model were investigated [2] and applied in the study of the disease transmission with the probability reaching the epidemic behavior [2] once in the Milgram experiment [1] is suggested that on average, exist intermediaries separating two people in the world, inducing that one high infectious disease could spread across the whole planet in about six incubation periods for the disease [8].

In addition to the WS-model, some variants of this model were also developed to describe the properties of an SWN. In one of these variants [4], there is a regular square lattice where each site has $n$ edges, i.e., degree $n$, and with a certain probability $p$ is possible to add long-range interactions to each site in the network, being each site able to receive $n$ long-range interactions. Therefore, we can obtain a small typical separation, while the clustering property of the regular lattice is always preserved.

A simplified version of this variant can be made if we decrease the number of long-range interactions that each site can receive. These variants are called additive SWN (A-SWN), while we have the in the WS-model we have defined the rewiring SWN (R-SWN) [2].

Since the first SWN model was proposed, these networks have been implemented in a variety of physical models [9–12], including the Ising model, which was studied by Monte Carlo simulations with the A-SWN in 1D [13, 14] and with the R-SWN in 1D, 2D e 3D [15–19]. We also have exact and approximate analytical results for the A-SWN and R-SWN in 1D [5, 17] [18]. These results in 1D show that an ordered to the disordered phase transition is obtained for $T \neq 0$ with $0 < p \leq 1$, and for 1D, 2D e 3D is observed a change in the critical behavior of the system by the addition of long-range interactions.

In this work, we have investigated the Ising model in a two-dimensional A-SWN, where each site of the network is occupied by a spin variable $\sigma = 1/2$ that can assume values $\pm 1$. We limit by one the number of long-range interactions that each site can receive with probability $p$ and dividing our network in two sublattices, each new interaction created should connect these sublattices. A similar model was proposed by Zhang and Novotny [19] in his SW-model, where the long-range interactions are completely random and always present on all sites of the network, i.e., $p$ is always 1. They have found a mean-field critical behavior in his model, so here we will verify if the limitation on the randomness of the long-range interactions changes the predicted mean-field critical behavior for $p = 1$, and what is the critical behavior of the system in other points of the A-SWN regime, i.e., other regions of $p$ where the A-SWN behavior is also observed.

This article is organized as follows: In Section [I], we describe the network used and the Hamiltonian model of the system. In Section [III] we present the Monte Carlo simulation method used, some details concerning the simulation procedures, and the thermodynamic quantities of the system necessary for the application of FSS analysis. The behavior of the phase transitions, phase diagrams,
and critical exponents by FSS analysis are described in Section IV and finally, in Section V we present our conclusions.

II. MODEL

In this work, the studied model is the Ising model with \( N = L^2 \) spins \( \sigma_i = \pm 1 \) on a regular square lattice \( L \times L \), with periodic boundary conditions, and a nearest-neighbor ferromagnetic interaction of strength \( J \) (see Fig. 1(a)). On the other hand, using the same regular square lattice \( N = L \times L \), with a certain probability \( p \), we can add one long-range interaction \( J_{ik} \) to each site of the lattice. To add the long-range interaction \( J_{ik} \), we divide the system in two sublattices, where one sublattice plays the role of central spins, while the other sublattice contains the spins in which the central spins can connect, beyond the nearest neighbors. Thus, to choose a long-range interaction \( J_{ik} \) for a site \( i \), the sublattice of \( i \) will be the sublattice of the central spins, then, we choose randomly another site \( k \) from another sublattice. If the site \( k \) does not be one of its nearest neighbors already naturally coupled with \( i \), we picked a random number \( 0 < r < 1 \), and if \( r \leq p \) (with \( p \) predefined), we couple the site \( k \) to the neighbors of the site \( i \), and for the site \( k \) we couple the site \( i \) to its neighbors. The try to add a long-range interaction \( J_{ik} \) is made once to each site that do not have a long-range interaction \( J_{ik} \) in the network, and as result we have a network with average coordination number \( z = 4 + p \).

We can see the evolution of the system for some values of \( p \neq 0 \) (see Fig. 1(b) and (c)). To reach the A-SWN state as defined in WS-model with the R-SWN, we need to have two structural properties on the network: 1) a high clustering coefficient \( C(p) \), which is characteristic of regular lattices and is defined as the ratio between the number of connections among neighbors at any site of the network and the possible number of connections among this quantity of neighbors. 2) a small characteristic length path \( l(p) \), which is observed in random networks and defined as the shortest distance between two any sites of the network.

Thus, as our regular structure in \( p = 0 \) keeps unaltered, we have a high \( C(p) \) for any value of \( p \), and conform we increase \( p \), the long-range interaction \( J_{ik} \) is added to the network, creating shortcuts between the sites that before in the simple regular lattice would be more distant, consequently decreasing the \( l(p) \) of the network. The \( l(p) \) scales linearly \( l(p \to 0) \sim L/2 \), and logarithmically \( l(p \to 1) \sim \ln(L^{1.77}) \), being these regimes referred as the “large-world” and “small-world” respectively. The crossover between these regimes occurs when the average number of shortcuts is about one, or in the other words, we can say in the SWN regime when \( p \geq L^{-2} \). Versed on this, our study is based on \( p \geq 0.25 \) values, where the A-SWN is found and the decay of \( l \) as a function of \( p \) undergoes less, i.e., having approximately the same value of \( l \).

The ferromagnetic Ising spin energy is described by the Hamiltonian of the form

$$\mathcal{H} = -J \sum_{(i,j)} \sigma_i \sigma_j - \sum_{(i,k)} J_{ik} \sigma_i \sigma_k, \quad (1)$$

where \( J \) is the nearest-neighbor ferromagnetic interaction, \( J_{ik} \) is the long-range interaction on the A-SWN. The first sum is over all the pair of nearest-neighbor spins on the square regular lattice and the second sum is made over all the pairs of spins \( (i,k) \) connected through long-range interaction on the A-SWN.

The long-range interaction \( J_{ik} \) is distribute randomly and satisfy the following probability distributions:

$$P(J_{ik}) = (1 - p)\delta(J_{ik} - 0) + p\delta(J_{ik} - J), \quad (2)$$

where the term \((1 - p)\delta(J_{ik} - 0)\) indicated that one fraction \((1 - p)\) of pairs of spins \( (i,k) \) on the lattice are free of the long-range interactions, while the terms \(p\delta(J_{ik} - J)\) indicated that one fraction \( p \) of pairs of spins \( (i,k) \) are connected through a long-range interaction. Here, we always are considering \( J_{ik} = J = 1 \).

III. MONTE CARLO SIMULATIONS

We simulate the system specified by the Hamiltonian in Eq. (1) on a \( L \times L \) square lattice under periodic boundary conditions applied in all directions. We have chosen the initial state of the system with all spins aligned in the same direction, and a new configuration is generated by the following Markov process: for a given temperature \( T \)

![Figure 1. Schematic representation of the system and the A-SWN. The black square dots indicate the sites on one of the sublattices, the red square dots are the sites on the other sublattice, the solid black lines are the nearest-neighbor interactions \( J \) between pairs of spins, and the red-dashed lines are long-range interaction \( J_{ik} \) added to the network with a certain probability \( p \). In a) we have \( p = 0 \), i.e., the probability of adding a long-range interaction \( J_{ik} \) to any site on the lattice is zero, therefore, we have a regular square lattice. b) \( p = 0.5 \), we are in the A-SWN regime because in addition to the conservation of \( C(p) \), and we also have an average short path length between network sites, through the shortcuts created by the long-range interaction \( J_{ik} \) added between the sublattices. c) \( p = 1 \), all sites on the network have a long-range interaction \( J_{ik} \) connecting the two sublattices, and consequently, it is the network with the shortest typical separation between the sites on the network.](image)
and an additive probability \( p \), we choose a random spin \( \sigma_i \) from the square lattice, and then run the one-spin flip dynamic. In this dynamic the flipping probability is dependent on the transition rate \( W(\sigma_i \rightarrow \sigma_i') \), which is given by the Metropolis prescription as follows

\[
W(\sigma_i \rightarrow \sigma_i') = \begin{cases} 
  e^{-\Delta E / k_B T} & \text{if } \Delta E > 0 \\
  1 & \text{if } \Delta E \leq 0,
\end{cases}
\]

(3)

where \( \Delta E \) is the change in energy after flipping the spin, \( \sigma_i \rightarrow \sigma_i' \), \( k_B \) is the Boltzmann constant, and \( T \) the temperature of the system. The new state is accepted if \( \Delta E \leq 0 \), in the case of \( \Delta E > 0 \) we choose another random number \( 1 < \xi < 0 \) and if \( \xi \leq \exp(-\Delta E / k_B T) \) the new state is also accepted, but if none of the conditions are satisfied, we do not change the state of the system. Repeating the Markov process \( N \) times, we have one Monte Carlo Step (MCS). In our simulation, we have waited for \( 2 \times 10^4 \) MCS for the system to reach the stationary state for all the lattice sizes. We used more \( 5 \times 10^3 \) MCS to calculate the thermal averages of the quantities of interest. The average over the samples was done using 25 independent samples for any lattices.

The measured thermodynamic quantities in our simulations are: magnetization per spin \( m_L \), magnetic susceptibility \( \chi_L \) and reduced fourth-order Binder cumulant \( U_L \):

\[
m_L = \frac{1}{N} \left[ \sum_{i=1}^{N} \sigma_i \right], \quad \chi_L = \frac{N}{k_B T} \left[ \langle m_L^2 \rangle - \langle m_L \rangle^2 \right], \quad U_L = 1 - \frac{\langle m_L^4 \rangle}{3 \langle m_L^2 \rangle^2},
\]

(4) (5) (6)

where \([\ldots]\) denotes the average over the 25 samples and \( \langle \ldots \rangle \) is the thermal average over the \( 5 \times 10^3 \) MCS. The lattice sizes from \( L = 24 \) to \( L = 256 \) are simulated and the data are analyzed via the FSS theory. The above-defined quantities obey the following FSS relations in the neighborhood of the critical temperature \( T_c \):

\[
m_L = L^{-\beta / \nu} m_0 (L^{1/\nu} \epsilon), \quad \chi_L = L^{\gamma / \nu} \chi_0 (L^{1/\nu} \epsilon), \quad U_L = U_0 (L^{1/\nu} \epsilon),
\]

(7) (8) (9)

where \( \epsilon = (T - T_c) / T_c \), and \( m_0 (L^{1/\nu} \epsilon) \), \( \chi_0 (L^{1/\nu} \epsilon) \), and \( U_0 (L^{1/\nu} \epsilon) \) are scaling functions, and \( \beta, \gamma \) and \( \nu \) are the magnetization, magnetic susceptibility and length correlation critical exponents, respectively. The derivative of Eq. (9) with respect to the parameter \( T \) gives us the following scaling relation:

\[
U_L' = L^{1/\nu} \frac{U_0'(L^{1/\nu} \epsilon)}{T_c}.
\]

(10)

We have determined the critical exponents \( \beta / \nu, \gamma / \nu \) and \( \nu \) from slope of a log-log plot of \( m_L(T_c), \chi_L(T_c) \) or \( U_L'(T_c) \) versus lattice size \( L \), respectively. We also have used another alternative method to estimate the values of the critical exponents, the data collapse from the scaling functions \([20,22]\).

IV. RESULTS

In this section, we present the results for the magnetic properties of the Ising model on a 2D A-SWN. The Ising model is very useful to identify the phase transitions in magnetic systems. This can be made by observing the behavior of the magnetic susceptibility due to its discontinuity at the critical point and thermodynamic limit. On the other hand, computationally this limit is impracticable, so we use some techniques to study the critical behavior for finite-size lattices \([20,22]\). One of these techniques is to calculate the temperature \( T(x^\max) \) for the locations of the maxima magnetic susceptibility peaks for each \( L \) and to plot versus \( L^{-1} \). The critical temperature can be estimated from an infinite-size extrapolation in according to \( T(x^\max) - T_c(\infty) = \alpha L^{-1} \). In addition, to here we also have used the crossing of the reduced fourth-order Binder cumulant \( U_L \) for different lattice sizes \( L \) to identify the critical temperature and the second-order phase transition in the system \([24]\). For \( L \rightarrow \infty \), we have that \( U_\infty \rightarrow 2/3 \) in the ordered phase, and \( U_\infty \rightarrow 0 \) in the disordered phase. We observed a singular point independent of the lattice sizes and correspond to the critical point of the phase transitions \([20,23]\). The critical temperature obtained by this method is in agreement with those obtained from the maxima of the magnetic susceptibility.

In the A-SWN regime \((0 < p \leq 1)\), we have used \( p = 0.25, 0.50, 0.75 \), and \( p = 1 \) to study the critical behavior of the system. The best results are obtained from \( p = 1 \) and \( p = 0.75 \), where the majority quantity of the sites contains the same coordination number \( z = 5 \). In Fig. 2, we can see the finite-size behavior of some thermodynamic quantities, such as the magnetization \( m_L \), the fourth-order Binder cumulant \( U_L \), and the magnetic susceptibility \( \chi_L \) as a function of temperature \( T \) and for several lattice sizes \( L \), in the A-SWN regime with \( p = 0.75 \). The finite-size behavior is observed when the magnetization vanishes with increasing the temperature \( T \) (see Fig. 2a)) and the magnetic susceptibility presents


Figure 2. Finite-size behavior of the a) magnetization $m_L$, b) fourth-order Binder cumulant $U_L$, and c) magnetic susceptibility $\chi_L$ as a function of temperature $T$ for several lattice sizes $L$, as indicated in the figures. Here, we have used a fixed additive probability $p = 0.75$. The error bars are within the symbol size.

Figure 3. a) Magnetization $m_L$, b) fourth-order Binder cumulant $U_L$, and c) magnetic susceptibility $\chi_L$ as a function of temperature $T$ for two different lattice sizes $L = 256$ ($\triangle$) and $L = 24$ ($\times$), and for several values of $p$, as indicated in the figures. The error bars are within the symbol size.

...a peak around the critical temperature $T_c$, which grows in height with the increase of $L$ indicating the existence of a phase transition (see Fig. 2(c)). The position of the magnetic susceptibility peaks can be defined at a pseudo-critical temperature $T(\chi^{\text{max}}_L)$. The $T(\chi^{\text{max}}_L)$ approaches $T_c(\infty)$ of the system when $L \to \infty$. To study the phase transition in more detail, we also used the fourth-order cumulants $U_L$ intersection method to determine the value of temperature at which the transition occurs. In order to find the critical temperature, we display in Fig. 2(b) the cumulants $U_L(T)$ vs temperature $T$ for several system sizes $L$. For example, our estimate for the dimensionless critical temperature is $T_c = 3.73 \pm 0.02$.

In Fig. 3 we observed the same behavior of the finite-size lattice of the magnetization $m_L$ (Fig. 3(a)), the fourth-order Binder cumulant $U_L$ (Fig. 3(b)), and the...
magnetic susceptibility \( \chi_L \) (Fig. 3(c)) as a function of temperature \( T \) for other values of \( p \) (0 ≤ \( p \) ≤ 1). In this case, we present only two different lattice sizes \( L = 256 \) and \( L = 24 \). Together with the values of \( p \) in the A-SWN regime (0 < \( p \) ≤ 1), we also calculate \( p = 0 \), which is a very know result of the two-dimensional Ising model in the regular lattice, and it is calculated here by comparison with the different critical behaviors.

The infinite-size extrapolation of the magnetic susceptibility peaks at the critical point can be seen in Fig. 4 for some values \( p \) selected here. The values of \( T_c(\infty) \) obtained by extrapolation of \( T(\chi_L^{\text{max}}) \) for the linear size \( 24 \leq L \leq 256 \) with \( L \to \infty \) can be found in Table I and the \( T_c^L \) calculated by the crossing of the \( U_L \) curves can be seen in Table II both for the different values of \( p \). In relation to \( T_c \), we can see an agreement with the two methods utilized here. When we increase the additive probability \( p \), also increase the \( T_c \) of the system due to addition of long-range interaction \( J_{ik} \) to the system and this consequently increase the mean coordination number of the A-SWN. With \( p = 1 \) all the sites have one long-range interaction \( J_{ik} \), therefore, the coordination number \( z \) is the same obtained in the SW-model studied in reference [19]. We can see that the critical temperature obtained here \( T_c(\infty) = 3.79 \pm 0.02 \) agrees with that obtained in the Ref. [19], showing that the sublattices do not change the critical behavior of the system and it is subjected to the same random long-range interaction \( J_{ik} \).

We also have constructed the phases diagram showing the behavior of temperature \( T \) as a function of the addition probability \( p \), and can be seen in Fig. 5. The phase diagram presents the \( F \) ferromagnetic and \( P \) paramagnetic phases and the full black line represents a second-order transition line. We can see the critical temperature increases with the addition of \( J_{ik} \), beginning from the standard Ising model in \( p = 0 \), and increasing logarithmically in order to \( T \sim \ln(p^{0.45}) \) for \( p > 0.1 \) until \( p = 1 \).

The critical point and the critical exponents for a phase transition can be determined using the FSS analysis. We calculated the critical exponents of the system by the slope of the best fit in the log-log plot using the scaling relations Eq. (7), (5), and (10). From the slope of the log-log plot for the magnetization \( m_L \) at the critical point for the different lattice sizes \( L \) as indicated in Eq. (7), we found the ratio \(-\beta/\nu\), and can be seen in Fig. 6(a). In the same way, the slope of the log-log plot of the Eq. (8) gives us the relation \( \gamma/\nu \) (see Fig. 6(b)), and for the \( \nu \) exponent related to the correlation length of the system, we used the derivative of the cumulant of the scaling relations Eq. (10), where its slope in the log-log plot give us the relation \( 1/\nu \), see Fig. 6(c) [20, 22]. The log-log plot for scaling relations for the some select values of \( p \) can be seen in Figs. 5 which are in the A-SWN regime and for \( p = 0 \) in contrast to the critical behavior in a regular lattice and the A-SWN. As our interest is in the slope of the log-log plot, we changed the linear coefficients of the straight lines to separate the lines and thus making it easier for the reader to see the fits.

We also have employed another procedure such that a family of curves \( m_L(T) \) and \( \chi_L(T) \) collapse onto a single curve, the scaling functions \( m(L^{1/\nu}) \) and \( \chi(L^{1/\nu}) \) respectively, as well as possible [20, 22]. In this procedure, the best fitting can be obtained by adjusting the critical exponents in the log-log plot of the isolated scaling functions as a function of its variable \( L^{1/\nu} \). Thus the critical exponents that best collapse the curves are the possible critical exponents of the system, having the verification of the exponent \( \nu_m \) and \( \nu_c \) (ver isso) by the magnetization and magnetic susceptibility collapsed curves, respectively. For the values of \( T \), we have \( \varepsilon > 0 \) and \( \varepsilon < 0 \), respectively.
resulting in two curves on the data collapse, where the best collapse should be near critical point and for the largest values of \( L \), because is in this region that the scale relations are defined.

The best data collapse was obtained for \( p = 0.75 \), and they are present in Fig. 6. In this figure, we have displayed the collapsed curve for the magnetization \( m_L(T) \) (Fig. 6(a)) and for the magnetic susceptibility \( \chi_L(T) \) (Fig. 6(b)), and in both figures we have two curves representing the data with \( \varepsilon < 0 \) and \( \varepsilon > 0 \). The data magnetization for \( \varepsilon < 0 \) corresponds to the slope \( \Theta = \beta \), and the data for \( \varepsilon > 0 \) we have the slope \( \Theta = \beta - \nu \). On the other hand, for the magnetic susceptibility in both cases we have the slope \( \Theta = -\gamma \), being the superior curve referent to \( T < T_c \) and the inferior curve are data for \( T > T_c \). For the other values of \( p \), we have obtained the best-fitting and the collapsed curves for the lattice sizes \( L = 24 \) and \( L = 256 \), which can be seen in Fig. 8(a) for \( m_L(T) \) and in Fig. 8(b) for \( \chi_L(T) \).

The results for critical exponents obtained by the best fit of the log-log plots of thermodynamic quantities near \( T_c \) are exhibited in Table II and the critical exponents based on the data collapses are shown in Table III. In the both methods we found equivalent values for the critical exponent for each \( p \), being the best results here based on the data collapse, i.e., due to the fact that the values are approximately closer to the values of the Ising model.
in the regular lattice. When $p = 0$, we have the known critical exponents of the 2D Ising model (regular square lattice) for exact solutions and Monte Carlo simulations [24] and given by $\beta = 1/8$, $\gamma = 7/4$ and $\nu = 1$. On the other hand, when we increase the addition probability $p$, the $J_{ik}$ change these critical exponents until to reach the mean-field behavior as observed in Ref. [19], $\beta = 1/2$, $\gamma = 1$ and $\nu = 1/2$ (using $L^2 = N$ in the scaling relations instead of only $L$). We also can observe a smooth variance of these exponents along the A-SWN regime, tending to the regular lattice Ising model exponents as the $p$ decrease.

We know that the critical exponents are not independent of each other, but related by simple scaling relations. The scaling relation well-called is the hyperscaling relation $d = 2\beta/\nu + \gamma/\nu$ (scaling laws in which the spatial dimension $d$ appears explicitly) and which give us the spatial dimension $d$ of the system [24]. Therefore, with the hyperscaling relation, we can see that the system has approximately the same critical exponents in the A-SWN regime (see Table I and II for $0 < p \leq 1$) and its spatial dimension is $d \approx 2.0$. The universality class can be defined as the complete set of exponents at the phase transition, as in the case of the second-order phase transition, where very different systems from each other can share the same set of critical exponents. In general, these systems share the same spatial dimensions, symmetries, and range interactions. Thus, here we have a system with the same symmetries (up-down) and spatial dimensionality $d = 2$ but the range of interactions can be different by adding the long-range interactions $J_{ik}$. Therefore, here we have a system with a set of critical exponents, and consequently indicating a universality class from the mean-field critical exponents of Ising-like systems, for the A-SWN regime ($0 < p \leq 1$).

### Table I. Critical exponents obtained by the best fit of the log-log plots of thermodynamic quantities near $T_c$ (see Fig. 6), $T_c(\infty)$ based in the values of the infinite-lattice critical temperature (see Fig. 4) and for the different values of $p$.

| $p$  | $\beta/\nu$ | $\gamma/\nu$ | $\nu$     | $T_c(\infty)$ |
|------|-------------|-------------|----------|--------------|
| 0    | 0.120 ± 0.007 | 1.64 ± 0.08 | 1.00 ± 0.09 | 2.27 ± 0.03  |
| 0.25 | 0.44 ± 0.08  | 1.03 ± 0.06 | 1.14 ± 0.08 | 3.19 ± 0.04  |
| 0.5  | 0.45 ± 0.03  | 1.08 ± 0.03 | 1.05 ± 0.06 | 3.54 ± 0.04  |
| 0.75 | 0.49 ± 0.01  | 1.01 ± 0.02 | 1.00 ± 0.09 | 3.73 ± 0.01  |
| 1    | 0.54 ± 0.01  | 0.95 ± 0.02 | 1.02 ± 0.08 | 3.79 ± 0.02  |

### V. CONCLUSIONS

In this work, we have developed the Monte Carlo simulations to study of thermodynamic quantities and critical behavior of the Ising model on a 2D A-SWN. With the thermodynamic quantities and the fourth-order Binder cumulant we have obtained the critical point of the second-order phase transitions in the A-SWN regime ($0 < p \leq 1$). The ordered to disordered phase transitions result in a phase diagram from the ferromagnetic $F$ to paramagnetic $P$ phase transitions, in which we can observe an increase in the critical temperature $T_c$ of the system as the addition of the long-range interactions $J_{ik}$. Through Monte Carlo simulations and finite-size scaling arguments, we calculated the static critical exponents $\beta$, $\gamma$, and $\nu$, and we concluded that based on the critical exponents, this model is in the same universality class of the pure Ising model in two dimensions on mean-field approximation in the A-SWN regime ($0 < p \leq 1$). However, we also have obtained the critical exponents for the system in the case $p = 0$, and we have observed that the system has a critical behavior from the regular square lattice Ising model with critical exponents calculated using exact calculation and Monte Carlo simulation. Our results, of the change in $T_c$ and the mean-field behav-
Table II. Critical exponents obtained by the best data collapse (see Fig. 7 and Fig. 8), $T^{U}_c$, based on the crossing of the $U_L$ curves for different lattice sizes $L$ and for the several values of $p$. The spatial dimension is calculated by hyperscaling relation $d = 2\beta/\nu + \gamma/\nu$.

| $p$ | $\beta$  | $\gamma$ | $\nu_m$ | $\nu_x$ | $T^{U}_c$ | $d$  |
|-----|----------|----------|---------|---------|------------|-----|
| 0   | $0.125 \pm 0.002$ | $1.75 \pm 0.05$ | $1.00 \pm 0.05$ | $1.00 \pm 0.05$ | $2.27 \pm 0.01$ | $2.0$ |
| 0.25| $0.44 \pm 0.04$   | $1.12 \pm 0.05$ | $0.95 \pm 0.05$ | $1.05 \pm 0.09$ | $3.18 \pm 0.03$ | $2.0$ |
| 0.5 | $0.45 \pm 0.03$   | $1.15 \pm 0.03$ | $0.95 \pm 0.05$ | $1.05 \pm 0.03$ | $3.54 \pm 0.02$ | $2.05$ |
| 0.75| $0.48 \pm 0.02$   | $1.02 \pm 0.03$ | $0.98 \pm 0.04$ | $0.98 \pm 0.04$ | $3.73 \pm 0.02$ | $2.02$ |
| 1   | $0.52 \pm 0.03$   | $1.00 \pm 0.04$ | $0.98 \pm 0.03$ | $1.00 \pm 0.03$ | $3.79 \pm 0.01$ | $2.06$ |
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