Weak averaging principle for multiscale stochastic dynamical systems driven by $\alpha$-stable processes
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Abstract

We study the averaging principle for a family of multiscale stochastic dynamical systems. The fast and slow components of the systems are driven by two independent stable Lévy noises, whose stable indexes may be different. Moreover, the slow components contain homogenization terms, whose homogenizing index $r_0$ has a relation with the stable index $\alpha_1$ of the noise of fast components given by $0 < r_0 < 1 - 1/\alpha_1$. By first studying a nonlocal Poisson equation and then constructing suitable correctors, we obtain the tightness of slow processes. It turns out that the slow components weakly converge to a Lévy process as the scale parameter goes to zero.

Keywords: Nonlocal Poisson equation, averaging principle, tightness, stable Lévy noises.

1. Introduction.

The multiscale stochastic dynamical systems arise widely in various areas. Finding a coarse-grained model that can effectively characterize the asymptotic behavior of such systems has always been an active research field. The multiscale stochastic dynamical systems driven by Gaussian noises were originally studied by Khasminski. Later on, Stroock et al. and Pardoux et al. verified the relatively weak compactness of slow components by different approaches, one is martingale method and the other is to construct a corrector by utilizing the Poisson equation. Then, E et al. showed the weak and strong convergence results by using the heterogeneous multiscale method. Recently, Cerrai et al. extended the averaging principles to infinite dimensional case, while Hairer et al. investigated a multiscale system driven by fractional Brownian motion. Röckner et al. figured out the sharp rates, normal derivations and the functional central limit theorem for multiscale stochastic dynamical systems.

However, random fluctuations are often non-Gaussian in nonlinear systems. The multiscale dynamical systems driven by stable Lévy noises have also been studied by some authors. To name a few, in Bao et al. illustrated that their limit process is a solution of either a stochastic partial differential equation (SPDE) or an SPDE with switching. In the first author and the collaborators combined the averaging principles with the stochastic filtering problems and showed the
convergence of filters. Sun et al. [18] studied the strong and weak convergence order respectively. It is noteworthy that all the above results are based on the fact that the ratio of the time between fast and slow components in their systems is $O(1/\varepsilon)$. A natural and important question is: for the multiscale stochastic dynamical systems with homogenization terms in the slow components, how to obtain the corresponding averaged systems when the fast-slow ratio of the time is $O(1/\varepsilon^2)$?

More precisely, let us consider the following inhomogeneous multiscale system in $\mathbb{R}^{n+m}$:

$$
\begin{aligned}
&dX^\varepsilon_t = \frac{1}{\varepsilon^2} b(X^\varepsilon_t, Y^\varepsilon_t)dt + \frac{1}{\varepsilon^\alpha_1} dL^\alpha_1, \quad X_0^\varepsilon = x \in \mathbb{R}^n, \\
&dY^\varepsilon_t = F(X^\varepsilon_t, Y^\varepsilon_t)dt + \frac{1}{\varepsilon^\alpha_2} G(X^\varepsilon_t, Y^\varepsilon_t)dt + dL_i^\alpha_2, \quad Y_0^\varepsilon = y \in \mathbb{R}^m,
\end{aligned}
$$

where $F,G$ are two Borel measurable functions, the noises $L^\alpha_i, i = 1,2$ are independent symmetric $\alpha_i$-stable ($1 < \alpha_i < 2$) Lévy processes with triplets $(0, 0, \nu_i)$, and $\nu_i$'s are symmetric $\alpha_i$-stable Lévy measures on $\mathbb{R}^n$ and $\mathbb{R}^m$ respectively (see, e.g. [23, Section 14]), $\varepsilon > 0$ is a scaling parameter, the homogenizing index $r_0$ in the slow component satisfies $0 < r_0 < 1 - 1/\alpha_1$. The solution process $(X^\varepsilon, Y^\varepsilon)$ is an $\mathbb{R}^n \times \mathbb{R}^m$-valued process, in which $X^\varepsilon$ is called the fast component and $Y^\varepsilon$ is the slow one. The detailed assumptions on the coefficients can be found in Section 2. The infinitesimal generator $\mathcal{L}^\varepsilon$ corresponding to the solution $(X^\varepsilon, Y^\varepsilon)$ of system (1.1) has the following form

$$
\mathcal{L}^\varepsilon := \frac{1}{\varepsilon^2} \left[ -(-\Delta_x) \frac{\alpha_1}{\alpha_2} + b \cdot \nabla_x \right] + \frac{1}{\varepsilon^\alpha_2} G \cdot \nabla_y + \left[ -(-\Delta_y) \frac{\alpha_2}{\alpha_1} + F \cdot \nabla_y \right].
$$

We shall study the weak convergence of the averaging principle for the system (1.1). Our study is divided into two parts. In the first part, we examine the well-posedness of a nonlocal Poisson equation corresponding to an ergodic jump process, and give the probability representation of the solution. In the second part, we study the weak averaging principle for the system (1.1). By constructing suitable correctors via the nonlocal Poisson equation in the first part, we show that the slow component $Y^\varepsilon$ of system (1.1) weakly converges to the averaged system as the scale parameter tends to zero. The main result is as follows.

**Theorem 1.** Under Hypotheses $(A_b)$, $(A_F)$, $(A_{G1})$, $(A_{G2})$, the slow component $Y^\varepsilon$ converges weakly to a process $Y$ as the scale parameter $\varepsilon$ goes to zero. Moreover, the limit process $Y$ is the unique solution of the martingale problem associated to the following operator,

$$
\mathcal{L}_2 = -(-\Delta_y) \frac{\alpha_2}{\alpha_1} + \bar{F}(y) \cdot \nabla_y,
$$

where $\bar{F}$ is the homogenized drift given by

$$
\bar{F}(y) = \int_{\mathbb{R}^n} F(x, y) \mu(\varepsilon)(dx).
$$

Moreover, for any bounded function $\Phi$ on $\mathbb{D}([0, T]; \mathbb{R}^m)$ that is measurable with respect to the sigma-field $\sigma(\omega, \omega \in \mathbb{D}([0, T]; \mathbb{R}^m), t \leq t')$ and any function $\phi \in C^\infty_0(\mathbb{R}^m)$,

$$
\mathbb{E} \left[ \left( \phi(Y_t) - \phi(Y_{t_0}) - \int_{t_0}^t \mathcal{L}_2 \phi(Y_s)ds \right) \Phi_{t_0}(Y) \right] = 0.
$$

In comparison with the existing work for the case of Brownian noise in [1], there are several difficulties to be solved. First, since the Lévy noise in our case is not square integrable, the solution $(X^\varepsilon_t, Y^\varepsilon_t)$ has finite $p$-th moment only for $p \in (0, \alpha_1 \land \alpha_2)$ (cf. [23, Theorem 25.3]). Second, we need to show the existence for a Poisson equation and give the
probability representation for its solution, while this Poisson equation associates to the generator of a jump process and is nonlocal. Third, we need to determine the homogenizing index \( r_0 \) in the slow component of (1.1) so that \( \{ Y^\varepsilon \} \varepsilon > 0 \) is tight.

This paper is organized as follows. In Section 2, we list all assumptions for the coefficients. In Section 3, we prove the existence of nonlocal Poisson equation in the whole space and give the probability representation. In Section 4, we apply the technique of nonlocal Poisson equation to examine the weak averaging principle for the multiscale stochastic dynamical system driven by stable noises. In Section 5, we present a specific example to illustrate our result. Some concluding remarks are made in Section 6.

To end this section, we introduce some notations. The capital letter \( C \) denotes a positive constant, whose value may changes from one line to another. The notation \( C_p \) is used to emphasize that the constant only depends on the parameter \( p \). When there are more than one parameters, we use \( C(\cdots) \) to emphasize the dependence. We will use \( \langle \cdot, \cdot \rangle \) and \( |\cdot| \) to denote the scalar product and norm in Euclidean space. For any positive integer \( k \), we define

\[
B_0(\mathbb{R}^n) := \{ f : \mathbb{R}^n \to \mathbb{R} \mid f \text{ is Borel bounded measurable } \},
\]
\[
C_0(\mathbb{R}^n) := \{ f : \mathbb{R}^n \to \mathbb{R} \mid f \text{ is continuous with compact support } \},
\]
\[
C_0^0(\mathbb{R}^n) := \{ f \in C_0(\mathbb{R}^n) \mid f \text{ is centered with respect to the invariant measure } \mu \},
\]
\[
C_k(\mathbb{R}^n) := \{ f : \mathbb{R}^n \to \mathbb{R} \mid f \text{ and all its partial derivative up to order } k \text{ are continuous} \},
\]
\[
C_k^k(\mathbb{R}^n) := \{ f \in C_k(\mathbb{R}^n) \mid 1 \leq i \leq k, \text{ the } i\text{-th order partial derivative are bounded} \},
\]
\[
C_b^k(\mathbb{R}^n) := \{ f(x,y) \mid 1 \leq |\beta|_1 \leq k \text{ and } 1 \leq |\beta|_2 \leq l, \nabla_x^\beta \nabla_y^{\beta_2} f \text{ is uniformly bounded} \}.
\]

Set \( \|f\|_0 = \sup_{x \in \mathbb{R}^n} f(x) \), then the space \( C^k_b(\mathbb{R}^n) \) is a Banach space endowed with the norm \( \|f\|_k = \|f\|_0 + \sum_{j=1}^k \|\nabla^\otimes f\|_j \).

2. Assumptions

In this section, we introduce all assumptions for the coefficients that we will need to obtain our main result. First of all, we need some regularity assumptions for the drifts \( b, F \) and \( G \).

(A) Assume that \( b \in C^{2,2}_b \), and there exists a positive constant \( \gamma \) such that for all \( x_1, x_2 \in \mathbb{R}^n, y \in \mathbb{R}^m \),

\[
\sup_{y \in \mathbb{R}^m} |b(0, y)| < \infty, \quad \langle b(x_1, y) - b(x_2, y), x_1 - x_2 \rangle \leq -\gamma |x_1 - x_2|^2. \tag{2.1}
\]

Notably, the assumption (A) will be applied to the coupled multiscale stochastic dynamical systems (1.1).

(\( A_F \)): The function \( F \) satisfies the Lipschitz condition and linear growth condition, i.e., there exists a positive constant \( K_1 > 0 \) such that

\[
|F(x_1, y_1) - F(x_2, y_2)|^2 \leq K_1 |x_1 - x_2|^2 + |y_1 - y_2|^2,
\tag{2.2}
\]

and

\[
|F(x, y)| \leq K_1. \tag{2.3}
\]

(\( A_G \) 1) The function \( G \) satisfies the following condition: there exists a positive constant \( K_2 \) such that

\[
|G(x_1, y_1) - G(x_2, y_2)|^2 \leq K_2 |x_1 - x_2|^2 + |y_1 - y_2|^2,
\tag{2.4}
\]

\( Y^\varepsilon \),
\[ |G(x, y)| \leq K_2, \quad \sup_{x, y} |\nabla_x G(x, y)| \leq K_2, \]
\[ \sup_y |\nabla_y G(x, y)| \leq K_2(1 + |x|), \quad \sup_{x, y} |\nabla^2_x G(x, y)| \leq K_2, \]
\[ \sup_{x, y} |\nabla^2_x \nabla_y G(x, y)| \leq K_2, \quad \sup_{x, y} |\nabla^3_x G(x, y)| \leq K_2. \]
\[(2.5)\{??\}\]

\[ (A_{G2}): \text{For each } y \in \mathbb{R}^m, \text{ the function } G(\cdot, y) \text{ is } \text{“centered” with respect to } \mu^y, \text{ i.e.,} \]
\[ \int_{\mathbb{R}^m} G(x, y) \mu^y(dx) = 0, \quad (2.6)\{??\} \]

where \( \mu^y(dx) \) is the unique invariant measure of an ergodic Markov process \( X^{x,y} \)(see (4.1) below).

3. The Poisson equation in \( \mathbb{R}^n \).

In this section, we devote to study the Poisson equation in \( \mathbb{R}^n \) and give the probability representation. More precisely, consider the following Poisson equation in \( \mathbb{R}^n \),
\[ \mathcal{L} u(x) = -f(x), \quad (3.1) \text{poisson} \]
where
\[ \mathcal{L} = -(-\triangle_x)^{\alpha_1} + \sum_i b_i(x) \partial_{x_i}, \quad \int_{\mathbb{R}^n} f(x) \mu(dx) = 0, \quad (3.2)\{??\} \]
and \( \mu \) is the invariant probability measure of the following Markov process \( X \), which satisfies the following stochastic differential equation (SDE)
\[ dX_t = b(X_t)dt + dL_t^{\alpha_1}, \quad X_0 = x \in \mathbb{R}^n. \]
\[ (3.3) \text{gnde} \]

Here we need to give the regularity assumption for the drifts \( b \) in \( (3.3) \).

\( (A'_b) \): The function \( \hat{g} \) defined by
\[ \hat{g}(r) := \inf \left\{ -\frac{(b(x_1) - b(x_2), x_1 - x_2)}{|x_1 - x_2|^2} : x_1, x_2 \in \mathbb{R}^n, |x_1 - x_2| = r \right\}, \quad (3.4) \text{cond} \]
satisfies
\[ \lim_{r \to \infty} \inf \hat{g}(r) > 0. \quad (3.5) \{??\} \]

Remark 1. The condition \( (3.4) \) implies that the drift coefficient \( b \) is dissipative outside certain open ball. To be more precise, there exist positive constants \( M \) and \( R \) such that for all \( x_1, x_2 \in \mathbb{R}^n \) with \( |x_1 - x_2| \geq R \), we have
\[ (b(x_1) - b(x_2), x_1 - x_2) \leq -M|x_1 - x_2|^2. \quad (3.6) \{??\} \]

In the following, one expects that under Hypothesis \( (A'_b) \) the solution of \( (3.1) \) has the probability representation
\[ u(x) = \int_{0}^{\infty} \mathbb{E}f(X_s)ds, \quad (3.7) \text{rep_u} \]
where \( X_t \) is given in \( (3.3) \).
3.1. Exponential ergodicity property.

In the following, we will give the exponential ergodicity and moments estimate for the SDE (3.3).

Lemma 1. Let \((A'_b)\) hold, and assume further that the semigroup \(\{P_t\}_{t \geq 0}\) preserves finite first moment, then the process \(X\) possesses an invariant distribution \(\mu\) on \(\mathbb{R}^n\). Moreover, there exist positive constants \(C_x\) and \(\rho\), such that for any \(Q \in \mathcal{B}_b(\mathbb{R}^n)\) and \(t \geq 0\), we have

\[
|P_tQ(x) - \int_{\mathbb{R}^n} Q(y)\mu(dy)| \leq C_x \sup_{x \in \mathbb{R}^n} |Q(x)|e^{-\rho t}.
\]

(3.8)

Proof. The existence of invariant distribution \(\mu\) follows from [17, Corollary 1.8]. Also by the same corollary, for all \(r > 0\), there exist a concave function \(\phi : [0, \infty) \to [0, \infty)\) with \(\phi(0) = 0\) and \(\phi(r) > 0\), and two positive constants \(C\) and \(\rho\), such that for all nonnegative \(t \geq 0\) and any probability measure \(\eta\), we have

\[
\|\mu - P^*_t\eta\|_{TV} \leq Ce^{-\rho t}W_{\phi}(\mu, \eta),
\]

where \(\{P^*_t\}_{t \geq 0}\) is the dual semigroup of \(\{P_t\}_{t \geq 0}\), \(W_{\phi}\) is the \(p\)-Wasserstein distance associated with the cost function \(\phi\).

Now we fix \(x \in \mathbb{R}^n\) and take \(\eta = \delta_x\), then we have

\[
W_{\phi}(\mu, \eta) = W_{\phi}(\mu, \delta_x) = \left(\int_{\mathbb{R}^n} \phi(|x - y|)\mu(dy)\right)^{1/p}.
\]

Hence,

\[
|P_tQ(x) - \int_{\mathbb{R}^n} Q(y)\mu(dy)| \leq \sup_{x \in \mathbb{R}^n} |Q(x)| \cdot \|P_t(x, \cdot) - \mu\|_{TV} = \sup_{x \in \mathbb{R}^n} |Q(x)| \cdot \|P^*_t\delta_x - \mu\|_{TV}
\]

\[
\leq Ce^{-\rho t}W_{\phi}(\mu, \delta_x) = C_x e^{-\rho t}.
\]

Remark 2. The semigroup \(\{P_t\}_{t \geq 0}\) preserves finite first moment, i.e., if a measure \(\eta\) has a finite first moment, then the measure \(P^*_t\eta\) also has a finite first moment.

Remark 3. The function \(W_{\phi}(\mu, \eta)\) is defined by the following formula

\[
W_{\phi}(\mu, \eta) = \left(\inf_{\pi \in \Pi(\mu, \eta)} \int_{\mathbb{R}^n \times \mathbb{R}^n} \phi(|x - y|)\pi(dx, dy)\right)^{1/p},
\]

where \(\Pi(\mu, \eta)\) denotes the collection of all measures on \(\mathbb{R}^n \times \mathbb{R}^n\) with marginals \(\mu\) and \(\eta\) respectively.

Lemma 2. Let \((A'_b)\) hold. Then for any \(1 \leq p < \alpha_1\) and \(T > 1\), we have

\[
\mathbb{E} \left(\sup_{0 \leq t \leq T} |X_t|^p\right)^{\frac{1}{p}} \leq C_p T^{\frac{p}{\alpha_1}} + |x|^p.
\]

(3.9)
By the same lines of arguments as in [18, Lemma 3.2], we have

\[ E \left[ \sup_{t \in [0,T]} U_T(X_t) \right] \leq \frac{1}{2} E \left( \sup_{t \in [0,T]} |X_t|^p \right) + C_p T^\frac{p}{2} + |x|^p. \]  

(3.11) (?)

This implies

\[ E \left[ \sup_{t \in [0,T]} |X_t|^p \right] \leq C_p T^\frac{p}{2} + |x|^p. \]  

(3.12) (?)

3.2. Existence of the solution of nonlocal Poisson equation.

Now, we are in the position to show the existence of the solution of nonlocal Poisson equation (3.1).

Lemma 3. Under Hypothesis (A^λ_b), for all \( f \in C^0_0(\mathbb{R}^n) \), the function \( u \) defined in (3.7) is a solution to the equation (3.1) in \( C^0_0(\mathbb{R}^n) \).

Proof. We divide the proof into the following three steps.  

Step 1. We firstly show that the right hand side of (3.7) does make sense. This is directly verified as follows, using the estimate (3.8) and the fact that \( f \) is centered with respect to \( \mu \), we have

\[ \left| \int_0^\infty E f(X_s) ds \right| = \left| \int_0^\infty P_s f(x) ds \right| \leq C(x) \sup_{x \in \mathbb{R}^n} |f(x)| \int_0^\infty e^{-\rho s} ds < \infty. \]

Obviously the semigroup \( \{P_t\}_{t \geq 0} \) is a Feller semigroup on \((C_0(\mathbb{R}^n), \| \cdot \|_0) \) (see [16, Theorem 6.7.4]). The classical theory of semigroups of operators yields (see [19, Lemma II.1.3])

\[ \mathcal{L} \int_0^t P_s f ds = P_t f - f. \]

Step 2. We fix \( x \in \mathbb{R}^n \). Since \( f \in C^0_0(\mathbb{R}^n) \), the estimate (3.8) implies that \( P_t f(x) \) converges uniformly in \( t \) to 0, as \( t \to \infty \). Hence, a straightforward interchange of limits yields

\[ \mathcal{L} u(x) = \mathcal{L} \left( \lim_{t \to \infty} \int_0^t P_s f(x) ds \right) = \lim_{t \to \infty} \mathcal{L} \int_0^t P_s f(x) ds \]

\[ = \lim_{t \to \infty} P_t f(x) - f(x) = -f(x). \]

This shows that the function \( u \) defined in (3.7) is a solution of (3.1).

Step 3. We prove that \( u \) is also centered with respect to \( \mu \). By Fubini’s theorem, we have

\[ \int_{\mathbb{R}^n} u(x) \mu(dx) = \int_{\mathbb{R}^n} \int_0^\infty P_s f(x) ds \mu(dx) = \int_0^\infty \int_{\mathbb{R}^n} P_s f(x) \mu(dx) ds \]

\[ = \int_0^\infty \int_{\mathbb{R}^n} f(x) \mu(dx) ds = 0. \]

This implies that the function \( u \) is centered. 

Remark 4. One can also use the Fredholm alternative to obtain the existence of the equation (3.1) directly, as in [15, Proposition 4.12].
4. Weak convergence in the averaging principle.

Now we are going to apply the technique of nonlocal Poisson equation to exam the averaging principle for the multiscale stochastic dynamical systems driven by stable Lévy noises in (1.1), i.e.,

\[
\begin{cases}
   dX_t^\varepsilon = \frac{1}{\varepsilon^2} b(X_t^\varepsilon, Y_t^\varepsilon)dt + \frac{1}{\varepsilon^\alpha_1} dL_{t}^{\alpha_1}, \quad X_0^\varepsilon = x \in \mathbb{R}^n, \\
   dY_t^\varepsilon = F(X_t^\varepsilon, Y_t^\varepsilon)dt + \frac{1}{\varepsilon^\alpha_2} G(X_t^\varepsilon, Y_t^\varepsilon)dt + dL_{t}^{\alpha_2}, \quad Y_0^\varepsilon = y \in \mathbb{R}^m.
\end{cases}
\]

Introduce the following frozen equation associated to the fast component,

\[
dX_{t}^{x,y} = b(X_{t}^{x,y}, y)dt + dL_{t}^{\alpha_1}, \quad X_0^{x,y} = x \in \mathbb{R}^n.
\]

One can show that, for any frozen \( y \in \mathbb{R}^m \), the equation (4.1) has a unique strong solution \( X_{t}^{x,y} \). Moreover, Lemma 1 ensure that the solution process \( X_{t}^{x,y} \) possesses an invariant distribution \( \mu^y \) on \( \mathbb{R}^n \).

Motivated by Lemma 3, we consider the following Poisson equation

\[
L_1 \tilde{G}_j(x, y) = -G_j(x, y),
\]

where

\[
L_1 \tilde{G}(x, y) = -(-\Delta)^{\alpha_1} \tilde{G}(x, y) + \left\langle b(x, y), \nabla_x \tilde{G}(x, y) \right\rangle.
\]

Then Lemma 3 yields that the nonlocal Poisson equations (4.2) have a unique centered solution

\[
\tilde{G}_j(x, y) = \int_0^{\infty} E G_j(X_{t}^{x,y}, y)dt.
\]

4.1. Some a-priori estimates of \( X_{t}^{x,y} \).

In the following, we will give some prior estimates for the jump process \( X_{t}^{x,y} \).

Lemma 4. Under Hypotheses (A\( _b \)), (A\( _F \)), (A\( _G1 \)),(A\( _G2 \)), for all \( t \geq 0 \), and \( x_i \in \mathbb{R}^n, y_i \in \mathbb{R}^m, i = 1, 2 \), we have

\[
|X_{t}^{x_1,y_1} - X_{t}^{x_2,y_2}|^2 \leq e^{-\frac{\gamma}{2}t}|x_1 - x_2|^2 + C(||b||_1, \gamma)|y_1 - y_2|^2,
\]

where \( C(||b||_1, \gamma) \) is a constant independent of \( t \).

Proof. See Appendix A.1.

Lemma 5. Under Hypotheses (A\( _b \)), (A\( _F \)), (A\( _G1 \)),(A\( _G2 \)), for all \( t \geq 0 \), and \( x_i \in \mathbb{R}^n, y_i \in \mathbb{R}^m, i = 1, 2 \), we have

\[
|\nabla_y X_{t}^{x_1,y_1} - \nabla_y X_{t}^{x_2,y_2}|^2 \leq C(||b||_2, \gamma)te^{-\frac{\gamma}{2}t}|x_1 - x_2|^2 + C(||b||_2, \gamma)|y_1 - y_2|^2,
\]

where \( C(||b||_2, \gamma) \) is a constant independent of \( t \).

Proof. See Appendix A.2.
Lemma 6. Under Hypotheses \((A_b), (A_F), (A_{G1}), (A_{G2})\), for all \(t \geq 0\), \(x_i \in \mathbb{R}^n\) and \(y_i \in \mathbb{R}^m\), \(i = 1, 2\), we have

\[
|\nabla_x X_t^{x_1:y_1} - \nabla_x X_t^{x_2:y_2}|^2 \leq C(\|b\|_2, \gamma)te^{-\gamma t} (|y_1 - y_2|^2 + |x_1 - x_2|^2),
\]

where \(C(\|b\|_2, \gamma)\) is a constant independent of \(t\).

Proof. See Appendix A.3.

Now, we give the exponential ergodicity for the equation \((4.1)\).

Proposition 1. Under Hypotheses \((A_b), (A_F), (A_{G1}), (A_{G2})\), for each function \(\tilde{\varphi} \in C_b^1\), there exists a positive constant \(C\) such that for all \(t \geq 0\) and \(x \in \mathbb{R}^n\), we have

\[
\sup_{y \in \mathbb{R}^m} |P^y_t \tilde{\varphi}(x) - \mu^y(\tilde{\varphi})| \leq C\|\tilde{\varphi}\|_1 e^{-\gamma t} (1 + |x|^\frac{1}{2}),
\]

where

\[
P^y_t \tilde{\varphi}(x) = E^y_t(\tilde{\varphi}^{x,y}).
\]

Proof. By the definition of invariant measure, Lemma 5, Lemma 3 and Hölder inequality, we have

\[
|E^y_t(\tilde{\varphi}^{x,y}) - \mu^y(\tilde{\varphi})| = |E^y_t(\tilde{\varphi}^{x,y}) - \int_{\mathbb{R}^n} \tilde{\varphi}(z) \mu^y(dz)|
\leq \int_{\mathbb{R}^n} |E^y_t(\tilde{\varphi}^{x,y}) - E^y_t(\tilde{\varphi}^{x,y})| \mu^y(dz)
\leq 2(\|\tilde{\varphi}\|_0 + \|\nabla \tilde{\varphi}\|_0) \int_{\mathbb{R}^n} E|X_t^{x,y} - X_t^{x,y}|^\frac{1}{2} \mu^y(dz)
\leq C\|\tilde{\varphi}\|_1 e^{-\gamma t} \int_{\mathbb{R}^n} |x - z|^\frac{1}{2} \mu^y(dz)
\leq C\|\tilde{\varphi}\|_1 e^{-\gamma t} (1 + |x|^\frac{1}{2}).
\]

Lemma 7. Under Hypotheses \((A_b), (A_F), (A_{G1}), (A_{G2})\), there exists a positive constant \(C\) such that

(i)

\[
\sup_{y \in \mathbb{R}^m} |\tilde{G}(x, y)| \leq C(1 + |x|^\frac{1}{2}).
\]

(ii)

\[
\sup_{x \in \mathbb{R}^n, y \in \mathbb{R}^m} |\nabla_x \tilde{G}(x, y)| \leq C.
\]

(iii)

\[
\sup_{y \in \mathbb{R}^m} |\nabla_y \tilde{G}(x, y)| \leq C \left(1 + |x|^\frac{1}{2}\right).
\]

(iv)

\[
\sup_{y \in \mathbb{R}^m} |\nabla^2_y \tilde{G}(x, y)| \leq C(1 + |x|).
\]

Proof. See Appendix A.4.

One can also deduce the following moment property for fast component \(X_t\).
Lemma 8. Let \((A_b)\) hold. Then for each \(1 \leq p < \alpha_1\), \(r_1 > \frac{2p}{\alpha_1}\) and \(T > 1\), we have

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |X_t^\varepsilon|^p \right) \leq C_p T^\frac{p}{\alpha_1} \varepsilon^{-2p/\alpha_1}. \tag{4.15}\]

This implies

\[
\varepsilon^{r_1} \mathbb{E} \left( \sup_{0 \leq t \leq T} |X_t^\varepsilon|^p \right) \rightarrow 0, \text{ as } \varepsilon \to 0. \tag{4.16}\]

**Proof.** Note that for each \(\varepsilon > 0\), we have

\[
X_t^{\varepsilon, x} = x + \frac{1}{\varepsilon} \int_0^{t \varepsilon} b(X_s^\varepsilon, Y_s^\varepsilon) ds + \frac{1}{\varepsilon^{\alpha_1}} L_t^\alpha_1 \tag{4.17},
\]

where \(\{\tilde{L}_t^\alpha_1 = \frac{1}{\varepsilon^{\alpha_1}} L_t^{\alpha_1}, t \geq 0\}\) is also \(\alpha\)-stable process with the same law as \(L_t^{\alpha_1}\).

Define the auxiliary process \(\{\tilde{X}_t^\varepsilon\}\) by

\[
\tilde{X}_t^\varepsilon = y + \int_0^t b(\tilde{X}_s^\varepsilon, Y_s^\varepsilon) ds + \tilde{L}_t^\alpha_1. \tag{4.18}.
\]

Using the condition \(\sup_{y \in \mathbb{R}^m} |b(0, y)| < \infty\) and the same argument as Lemma 2, we yield that

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |\tilde{X}_t^\varepsilon|^p \right] \leq C_p T^{p/\alpha_1} + |x|^p. \tag{4.19}
\]

This implies

\[
\mathbb{E} \left( \sup_{t \in [0, T]} |X_t^\varepsilon|^p \right) = \mathbb{E} \left( \sup_{0 \leq t \leq T/\varepsilon^2} |\tilde{X}_t^\varepsilon|^p \right) \leq C_p T \varepsilon^{-2p/\alpha_1} + |x|^p. \tag{4.20}
\]

Therefore for each \(1 \leq p < \alpha_1\), \(r_1 > \frac{2p}{\alpha_1}\) and \(T > 1\), we have

\[
\varepsilon^{r_1} \mathbb{E} \left( \sup_{0 \leq t \leq T} |X_t^\varepsilon|^p \right) \rightarrow 0, \text{ as } \varepsilon \to 0. \tag{4.21}.
\]

\[
\square
\]

4.2. The tightness of slow component.

In this subsection, we will show that the effective low dimensional system weakly converges to the slow component of original system as the scale parameter tends to zero, by viewing the solution of nonlocal Poisson equation as a corrector.

Define

\[
f^\varepsilon(x, y) = f_1(y) + \varepsilon^{2-r_0} u(x, y), \tag{4.22}\]

where \(\varepsilon u\) is a corrector to \(f_1\), \(u\) is the solution of Poisson equation

\[
\mathcal{L}_1 u(x, y) = - \langle \nabla_y f_1(y), G(x, y) \rangle. \tag{4.23}
\]

By Lemma 3, we have

\[
u(x, y) = \langle \nabla_y f_1(y), \tilde{G}(x, y) \rangle. \tag{4.24}\]
Lemma 9. In the following, we will show the relative compactness of

By Itô’s formula, we get

\[
f^{\varepsilon}(X_t^\varepsilon, Y_t^\varepsilon) - f^\varepsilon(x, y) = f_1(Y_t^\varepsilon) - f_1(y) + \varepsilon^{2-\alpha} u(X_t^\varepsilon, Y_t^\varepsilon) - \varepsilon^{2-\alpha} u(x, y) \\
= \int_0^t \left( - (\Delta_y) \frac{\partial}{\partial y} f_1(Y_s^\varepsilon) \right) ds + \int_0^t \int_{\mathbb{R}^m \setminus \{0\}} [f_1(Y_{s-}^\varepsilon) - f_1(Y_s^\varepsilon)] \tilde{N}_2(ds, dy) \\
+ \varepsilon^{2-\alpha} \int_0^t \left( - (\Delta_y) \frac{\partial}{\partial y} f_1(Y_s^\varepsilon) \right) ds + \int_0^t \int_{\mathbb{R}^m \setminus \{0\}} [u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon) - u(X_s^\varepsilon, Y_s^\varepsilon)] \tilde{N}_2(ds, dy) \tag{4.25}
\]

where

\[- (\Delta_y) \frac{\partial}{\partial y} f_1(y) = \int_{\mathbb{R}^m \setminus \{0\}} [f_1(y + z) - f_1(y) - I_{\{z \in \{0\}\}}(z, \partial_y f_1(y)) \nu_2(dz). \tag{4.26}\]

By the definition of \( u \), the summation of all terms of order \( \varepsilon^{-1} \) in (4.25) vanishes. Then we obtain

\[
f_1(Y_t^\varepsilon) = f_1(y) + \int_0^t \left( \nabla_y f_1(Y_s^\varepsilon), F(X_s^\varepsilon, Y_s^\varepsilon) + \varepsilon^{2-2\alpha} \sum_i G_i(X_s^\varepsilon, Y_s^\varepsilon) \partial_y \tilde{G}(X_s^\varepsilon, Y_s^\varepsilon) \right) ds \\
+ \varepsilon^{2-\alpha} \int_0^t \left( - (\Delta_y) \frac{\partial}{\partial y} f_1(Y_s^\varepsilon) \right) ds + \int_0^t \int_{\mathbb{R}^m \setminus \{0\}} [u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon) - u(X_s^\varepsilon, Y_s^\varepsilon)] \tilde{N}_2(ds, dy) + \varepsilon^{2-\alpha} R^\varepsilon_0(0, t), \tag{4.27}
\]

where

\[
R^\varepsilon_0(0, t) = u(x, y) - u(X_t^\varepsilon, Y_t^\varepsilon) + \int_0^t \left( \nabla_y u(X_s^\varepsilon, Y_s^\varepsilon), F(X_s^\varepsilon, Y_s^\varepsilon) \right) ds \\
+ \int_0^t \left( - (\Delta_y) \frac{\partial}{\partial y} u(X_s^\varepsilon, Y_s^\varepsilon) \right) ds + \int_0^t \int_{\mathbb{R}^m \setminus \{0\}} [u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon) - u(X_s^\varepsilon, Y_s^\varepsilon)] \tilde{N}_2(ds, dy) \tag{4.28}
\]

In the following, we will show the relative compactness of \( \{Y^\varepsilon\}_{\varepsilon > 0} \) in the metric space \( D([0, T], \mathbb{R}^m) \).

**Lemma 9.** The family \( \{Y^\varepsilon\}_{\varepsilon > 0} \) of second solution processes of (1.1) satisfies the following conditions:

(i) For all \( T > 0 \) and \( \delta > 0 \), there exists \( N > 0 \) such that

\[
\mathbb{P} \left( \sup_{0 \leq t \leq T} |Y_t^\varepsilon| > N \right) \leq \delta, \quad \forall 0 < \varepsilon < 1. \tag{4.29}
\]

(ii) For all \( T > 0 \), it holds that

\[
\lim_{\delta \to 0} \limsup_{\varepsilon \to 0} \sup_{0 \leq \tau < T-\delta} \mathbb{P}(|Y_{\tau+\delta}^\varepsilon - Y_\tau^\varepsilon| > \lambda) = 0, \quad \forall \lambda > 0, \tag{4.30}
\]

where the second supremum is taken over all stopping time \( \tau \) satisfying \( 0 \leq \tau < T - \delta \).
Therefore, by Theorem VI.4.5, yields that the family \( \{Y^x\}_{x > 0} \) is relative compact.

**Proof. Step 1.** Choose in (4.22) that \( f_1(y) = \log(1 + |y|^2) \). Then we get

\[
(1 + |y|) \cdot |\nabla_y f_1(y)| + (1 + |y|)^2 \cdot |\nabla^2_y f_1(y)| + (1 + |y|)^3 \cdot |\nabla^3_y f_1(y)| 
\]

For the term by Lemma 7 and (4.24), we have for every \( x \in \mathbb{R}^n, y \in \mathbb{R}^m \),

\[
|u(x, y)| \leq C(1 + |x|^\frac{1}{2}),
\]

and

\[
|\nabla_x u(x, y)| \leq C, \quad |\nabla_y u(x, y)| \leq C(1 + |x|^\frac{1}{2}), \quad |\nabla^2_y u(x, y)| \leq C(1 + |x|^\frac{1}{2}) + C(1 + |x|).
\]

By corollary we have

\[
E_{x,y} \sup_{0 \leq t \leq T} |u(X^x_t, Y^x_t)| \leq CE_{x,y} \sup_{0 \leq t \leq T} (1 + |X^x_t|^\frac{1}{2}),
\]

and

\[
E_{x,y} \sup_{0 \leq t \leq T} |\nabla_y u(X^x_t, Y^x_t)|^2 \leq CE_{x,y} \sup_{0 \leq t \leq T} (1 + |X^x_t|),
\]

\[
E_{x,y} \sup_{0 \leq t \leq T} |\nabla^2_y u(X^x_t, Y^x_t)| \leq CE_{x,y} \sup_{0 \leq t \leq T} (1 + |X^x_t|).
\]

We recall

\[
f_1(Y^x_t) = f_1(Y^x_0) + \int_0^t \left\langle \nabla_y f_1(Y^x_s), F(X^x_s, Y^x_s) + \varepsilon^{2-2\alpha} \sum_i G_i(X^x_s, Y^x_s) \partial_y G(X^x_s, Y^x_s) \right\rangle ds
\]

\[
+ \varepsilon^{2-2\alpha} \int_0^t \left\langle \nabla_y f_1(Y^x_s), \sum_i \partial_y \partial_{x_i} f_1(Y^x_s) \tilde{G}_i(X^x_s, Y^x_s) \right\rangle ds + \int_0^t \left\langle \varepsilon^{2-2\alpha} f_1(Y^x_s), \right\rangle ds
\]

\[
+ \int_0^t \int_{\mathbb{R}^m \setminus \{0\}} \left[ f_1(Y^x_s - y) - f_1(Y^x_s - y) \varepsilon^{2-\alpha} \left\langle u(X^x_0, Y^x_0) - u(X^x_t, Y^x_t) \right\rangle ds, dy \right.
\]

\[
+ \varepsilon^{2-\alpha} \int_0^t \left\langle u(X^x_s, Y^x_s) \right\rangle ds \left[ \varepsilon^{2-\alpha} \int_0^t \left\langle \nabla_y u(X^x_s, Y^x_s) \right\rangle ds \right] + \varepsilon^{2-\alpha} \left[ \varepsilon^{2-\alpha} \int_0^t \left\langle \nabla_y u(X^x_s, Y^x_s) \right\rangle ds \right]
\]

\[
+ \varepsilon^{2-\alpha} \left[ \varepsilon^{2-\alpha} \int_0^t \left\langle u(X^x_s, Y^x_s) \right\rangle ds \right] + \varepsilon^{2-\alpha} \left[ \varepsilon^{2-\alpha} \int_0^t \left\langle \nabla_y u(X^x_s, Y^x_s) \right\rangle ds \right]
\]

\[
=: f_1(Y^x_0) + I_1 + I_2 + I_3 + I_4 + J_1 + J_2 + J_3 + J_4 + J_5.
\]

For the term \( I_1 \), by the inequality (4.31), Hypothesis (A_F), Hypothesis (A_G_1), \( 0 < r_0 < 1 - 1/\alpha \) and Lemma (iii), we have

\[
E \left[ \sup_{0 \leq t \leq T} |I_1| \right] \leq C_T + \varepsilon^{2-2\alpha} E \left[ \int_0^T \left( 1 + |X^x_t|^\frac{1}{2} \right) \right]
\]

\[
\leq C \int_0^T E \left[ \left( 1 + |X^x_t| \right) \right] ds.
\]

For the term \( I_2 \), by the same argument as \( I_1 \), we also have

\[
E \left[ \sup_{0 \leq t \leq T} |I_2| \right] \leq C \int_0^T E \left[ \left( 1 + |X^x_t| \right) \right] ds.
\]
For the term $I_3$, by the choice of $f_1$ and (4.31), we have
\[
E \left[ \sup_{0 \leq t \leq T} \int_0^t \left( -(-\triangle_y)^{\frac{s}{2}} f_1(Y_s^\varepsilon) \right) ds \right] 
= E \left[ \sup_{0 \leq t \leq T} \int_0^t \left\{ \int_{[|z| < 1]} \left[ f_1(Y_s^\varepsilon + z) - f_1(Y_s^\varepsilon) - I_{\{|z| \leq 1\}} \langle z, \nabla_y f_1(Y_s^\varepsilon) \rangle \right] \nu_2(dz) \right\} ds \right] 
\leq \int_0^T \|\nabla_y f_1\|_0 \int_{|z| > 1} z \nu_2(dz) + C_T \|\nabla_y f_1\|_0 \int_{|z| \leq 1} z^2 \nu_2(dz) \right\} ds 
\leq C_T. 
\] (4.39) ?

For the term $I_4$, by the Burkholder-Davis-Gundy inequality, Jensen’s inequality, (4.31) and Hölder inequality, we have
\[
E \left( \sup_{0 \leq t \leq T} |I_4| \right) \leq E \left[ \sup_{t \in [0, T]} \int_0^t \int_{|y| < 1} \left[ f_1(Y_s^\varepsilon + y) - f_1(Y_s^\varepsilon) \right] \bar{N}_2(ds, dy) \right] 
+ E \left[ \sup_{t \in [0, T]} \int_0^t \int_{|y| \geq 1} \left[ f_1(Y_s^\varepsilon + y) - f_1(Y_s^\varepsilon) \right] \bar{N}_2(ds, dy) \right] 
\leq \left\{ \int_0^T \int_{|y| < 1} E \left[ f_1(Y_s^\varepsilon + y) - f_1(Y_s^\varepsilon) \right]^2 \nu_2(dy) ds \right\} ^{\frac{1}{2}} 
\quad + \left\{ \int_0^T \int_{|y| \geq 1} E \left[ f_1(Y_s^\varepsilon + y) - f_1(Y_s^\varepsilon) \right]^2 \nu_2(dy) ds \right\} ^{\frac{1}{2}} 
\leq C \left[ \int_0^T \int_{|y| < 1} |y|^2 \nu_2(dy) ds \right] ^{\frac{1}{2}} + C \left[ \int_0^T \int_{|y| \geq 1} |y|^2 \nu_2(dy) ds \right] 
\leq C_T. 
\] (4.40) ?

For the term $J_1$, by the inequality (4.32), we have
\[
E \left[ \sup_{0 \leq t \leq T} |J_1| \right] \leq C \varepsilon^{2-\gamma_0} \left\{ 1 + E \left[ \sup_{0 \leq t \leq T} |X_t^\varepsilon| \right] \right\} ^{1/2}. 
\] (4.41) ?

For the term $J_2$, by the inequality (4.34), Hölder inequality and Hypotheses (A_F), we have
\[
E \left[ \sup_{0 \leq t \leq T} |J_2| \right] \leq \varepsilon^{2-\gamma_0} E \left[ \left( 1 + \sup_{0 \leq t \leq T} |X_t^\varepsilon| \right) \right]. 
\] (4.42) ?
For the term $J_3$, by (4.24), Lemma 7, Hypotheses (A_F) and (A_{G1}), (4.31) and (4.35), we obtain

$$
E \left[ \sup_{0 \leq t \leq T} |J_3| \right] = E \left[ \sup_{0 \leq t \leq T} \left\{ \int_0^t \left\{ \int_{|z| \leq 1} \left[ u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon + z) - u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon) - I_{([z] \leq 1)}(z, \nabla_y u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon)) \right] v_2(dz) \right\} ds \right\} \right]
$$

Lower bounded by (4.32), inequality (4.33) and Lemma 7, we have

$$
\leq \varepsilon^{2-r_0} \int_0^T E \left\{ \|\nabla_y u(X_{s-}^\varepsilon, \cdot)\|_0 \int_{|z| > 1} z^2 \nu_2(dz) + \|\nabla_y^2 u(X_{s-}^\varepsilon, \cdot)\|_0 \int_{|z| \leq 1} z^2 \nu_2(dz) \right\} ds
$$

$$
\leq \varepsilon^{2-r_0} C_{\|u\|_2, \alpha_2} \int_0^T \left( 1 + E \left[ \sup_{0 \leq t \leq T} |X_{s-}^\varepsilon| \right] \right) ds.
$$

For the term $J_4$, by the Burkholder-Davis-Gundy inequality, Jensen’s inequality, inequality (4.32), inequality (4.33) and Lemma 7, we have

$$
E \left( \sup_{0 \leq t \leq T} |J_4| \right) \leq \varepsilon^{2-r_0} E \left[ \sup_{t \in [0, T] \cap \mathbb{R}} \left( \int_0^t \int_{|y| < 1} \left[ u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon + y) - u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon) \right] \bar{N}_2(ds, dy) \right) \right]
$$

$$
+ \varepsilon^{2-r_0} E \left[ \sup_{t \in [0, T] \cap \mathbb{R}} \left( \int_0^t \int_{|y| \geq 1} \left[ u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon + y) - u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon) \right] \bar{N}_2(ds, dy) \right) \right]
$$

$$
\leq \varepsilon^{2-r_0} \left( \int_0^T \int_{|y| < 1} E \left[ u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon + y) - u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon) \right] ^2 \nu_2(dy) ds \right)^{\frac{1}{2}}
$$

$$
+ \varepsilon^{2-r_0} \left( \int_0^T \int_{|y| \geq 1} E \left[ u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon + y) - u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon) \right] ^2 \nu_2(dy) ds \right)^{\frac{1}{2}}
$$

$$
\leq C \varepsilon^{2-r_0} \left[ E \int_0^T \int_{|y| < 1} |y|^2 \nu_2(dy)(1 + |X_{s-}^\varepsilon|) ds \right]^{\frac{1}{p}}
$$

$$
+ C \varepsilon^{2-r_0} \left[ E \int_0^T \int_{|y| \geq 1} |y| \nu_2(dy)(1 + |X_{s-}^\varepsilon|) ds \right]^{\frac{1}{p}}
$$

$$
\leq \varepsilon^{2-r_0} \left( 1 + \sup_{0 \leq t \leq T} |X_{s-}^\varepsilon| \right).
$$

For the term $J_5$, by the Burkholder-Davis-Gundy inequality, Jensen’s inequality, inequality (4.33) and Lemma 7, we
have
\[
E \left( \sup_{0 \leq t \leq T} |J_5| \right) \leq \varepsilon^{2-\rho_0} E \left[ \sup_{t \in [0,T]} \left| \int_0^t \int_{|x| < 1} \left[ u(X_{s-} + \varepsilon^{-\frac{2}{\alpha_1}} x, Y_{s-}^\varepsilon) - u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon) \right] \tilde{N}_i(ds, dx) \right| \right]
+ \varepsilon^{2-\rho_0} E \left[ \sup_{t \in [0,T]} \left( \int_0^T \int_{|x| \geq 1} \left[ u(X_{s-} + \varepsilon^{-\frac{2}{\alpha_1}} x, Y_{s-}^\varepsilon) - u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon) \right]^2 \tilde{N}_1(ds, dx) \right)^{\frac{1}{2}} \right]
\leq \varepsilon^{2-\rho_0} \left\{ \int_0^T \int_{|x| < 1} E \left[ u(X_{s-} + \varepsilon^{-\frac{2}{\alpha_1}} x, Y_{s-}^\varepsilon) - u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon) \right]^2 \nu_1(dx)ds \right\}^{\frac{1}{2}}
+ \varepsilon^{2-\rho_0} \left\{ \int_0^T \int_{|x| \geq 1} E \left[ u(X_{s-} + \varepsilon^{-\frac{2}{\alpha_1}} x, Y_{s-}^\varepsilon) - u(X_{s-}^\varepsilon, Y_{s-}^\varepsilon) \right]^2 \nu_1(dx)ds \right\}^{\frac{1}{2}}
\leq C \varepsilon^{2-\rho_0-2/\alpha_1} \left[ \int_0^T \int_{|x| < 1} |x|^2 \nu_1(dx)ds \right]^{\frac{1}{2}} + C \varepsilon^{2-\rho_0-2/\alpha_1} \left[ \int_0^T \int_{|x| \geq 1} |x|^2 \nu_1(dx)ds \right]^{\frac{1}{2}}
\leq C \varepsilon^{2-\rho_0-2/\alpha_1}.
\]

Taking the above estimates (4.37)-(4.35) in (4.36) and (4.28), we obtain
\[
\sup_{0 < \varepsilon \leq 1} E_{\varepsilon,y} \left( \sup_{0 \leq t \leq T} \log \left( 1 + |Y_t^\varepsilon|^2 \right) \right) < \infty.
\]

In view of (4.46), we use Chebyshev’s inequality to get
\[
P \left( \sup_{0 \leq t \leq T} |Y_t^\varepsilon| > N \right) = P \left( \log \left( 1 + \sup_{0 \leq t \leq T} |Y_t^\varepsilon|^2 \right) > \log(1 + N^2) \right)
\leq \sup_{0 < \varepsilon \leq 1} E_{\varepsilon,y} \left( \sup_{0 \leq t \leq T} \log \left( 1 + |Y_t^\varepsilon|^2 \right) \right)
\log(1 + N^2)
\rightarrow 0, \quad N \rightarrow \infty.
\]

(ii) Let \( \tau \leq T - \delta_0 \) be a bounded stopping time. For any \( \delta \in (0, \delta_0) \), by the strong Markov property, we have
\[
P \left( |Y_{\tau+\delta}^\varepsilon - Y_{\tau}^\varepsilon| > \lambda \right) = E \left( P \left( |Y_{s+\delta}^\varepsilon - y| > \lambda \right) \right)_{(s,y) = (\tau, Y_{\tau}^\varepsilon)}.
\]

Define
\[
\overline{Y}_t^\varepsilon = Y_t^\varepsilon - y,
\]
then we have
\[
\left\{ \begin{array}{l}
\frac{d\overline{Y}_t^\varepsilon = F(X_t^\varepsilon, \overline{Y}_t^\varepsilon + y)dt + \frac{1}{\varepsilon} G(X_t^\varepsilon, \overline{Y}_t^\varepsilon + y)dt + dL_t^{\varepsilon^2}}
\overline{Y}_0^\varepsilon = 0 \in \mathbb{R}^m.
\end{array} \right.
\]
Let us write (4.30) in the particular case of the vector function $f_1(y) = y$. We obtain

$$
\bar{Y}_t^\varepsilon = \bar{Y}_0^\varepsilon + \int_0^t \left\langle I, F(X_s^\varepsilon, \bar{Y}_s^\varepsilon) + \varepsilon^{2-r_0} \sum_i G_i(X_s^\varepsilon, Y_s^\varepsilon) \right\rangle ds + \int_0^t \left( - (\Delta y) \overrightarrow{\bar{Y}_s^\varepsilon} \right) ds + \int_0^t \int_{\mathbb{R}^m \setminus \{0\}} y \bar{N}_2(ds, dy) + \varepsilon^{2-r_0} \left[ u(X_0^\varepsilon, \bar{Y}_0^\varepsilon) - u(X_t^\varepsilon, \bar{Y}_t^\varepsilon) \right] dI_s ds,
$$

(4.51)

$$
\text{Combining with (4.48) and (4.52), we obtain such that}
$$
$$
+ \varepsilon^{2-r_0} \left[ \int_0^t \left( \nabla_y u(X_s^\varepsilon, \bar{Y}_s^\varepsilon), F(X_s^\varepsilon, \bar{Y}_s^\varepsilon) \right) ds \right] + \varepsilon^{2-r_0} \left[ \int_0^t \left( - (\Delta y) \overrightarrow{\bar{Y}_s^\varepsilon} \right) ds \right]
$$

(4.52)

Thus we have

$$
\bar{P}_{s,y} \left( |\bar{Y}_{s+\delta}^\varepsilon| > \lambda \right) \leq \frac{\bar{E}_{s,y} \left( |Y_{s+\delta}^\varepsilon| \right)}{\lambda} \leq C\delta^{1/\lambda}.
$$

(4.53)

Combining with (4.48) and (4.52), we obtain

$$
\bar{P} \left( |Y_{s+\delta}^\varepsilon - Y_s^\varepsilon| > \lambda \right) \leq \bar{P} (|Y_{s+\delta}^\varepsilon| > R) + \frac{C\delta^{1/\lambda}}{\lambda}
$$

(4.54)

Letting $\delta \to 0$ first and then $R \to \infty$, one sees that (ii) is satisfied.

\square

### 4.3. Proof of Theorem 2.

Consider the Skorokhod space $\mathbb{D}([0,T], \mathbb{R}^m)$ consisting of all $\mathbb{R}^m$-valued càdlàg functions on $[0,T]$, equipped with the Skorokhod topology. It is well-known that $\mathbb{D}([0,T], \mathbb{R}^m)$ is a Polish space (e.g., [24, Section VI.1] or [25, Section 14]).

Next, we will present the uniform approximation of càdlàg functions by step functions, which comes from [21, Lemma 9, Appendix A].

(stea)

#### Lemma 10

Let $h$ be a càdlàg function on $[0,T]$. If $(t^n_k)$ is a sequence of subdivisions $0 = t^n_0 < t^n_1 < \cdots < t^n_{k_n} = t$ of $[0,T]$ such that

$$
\sup_{0 \leq i \leq k-1} |t^n_{i+1} - t^n_i| \to 0, \quad \sup_{u \in [0,T] \setminus \{t^n_0, \cdots, t^n_{k_n}\}} |\Delta h(u)| \to 0, \quad \text{as} \quad n \to \infty.
$$

Then we have

$$
\sup_{u \in [0,T]} \left| h(u) - \sum_{i=0}^{k_n-1} h(t^n_i) I_{t^n_i, t^n_{i+1}}(u) + h(t^n_{k_n}) I_{t^n_{k_n}}(u) \right| \to 0.
$$

(4.55)

Due to the tightness of the family $\{Y^\varepsilon\}_{\varepsilon > 0}$, there exists a subsequence $\varepsilon_n \to 0$ and a stochastic process $Y$, such that $Y^\varepsilon_n$ converges weakly to $Y$, as $n \to \infty$. Based on Lemma 10, we have the following result.
Lemma 11. For sufficient small $\delta > 0$, there exist a $N \in \mathbb{N}$ and $\mathbb{R}^m$-valued step functions $y^1, y^2, \cdots, y^N$ s.t.

$$
\begin{align*}
\mathbb{P} \left( \bigcap_{k=1}^N \{ d_R(Y^{\varepsilon_n}, y^k) > \delta \} \right) &< \delta, \quad \forall n \in \mathbb{N}, \\
\mathbb{P} \left( \bigcap_{k=1}^N \{ d_R(Y, y^k) > \delta \} \right) &< \frac{\delta}{2}.
\end{align*}
$$

(4.56) (?)

Proof. Step 1. By the tightness of the set $\{Y; Y^{\varepsilon_n}, n \in \mathbb{N}\}$, there exists a compact set $K \subseteq D([0, T]; \mathbb{R}^m)$ such that for each $0 < \delta << 1$, we have

$$
\begin{align*}
\mathbb{P}(Y^{\varepsilon_n} \in K) &> 1 - \delta, \\
\mathbb{P}(Y \in K) &> 1 - \delta.
\end{align*}
$$

(4.57) (?)

Since $K$ is compact, it is totally bounded. Hence, $K$ admits a finite $\delta/2$-net, i.e., there exists a finite subset $\{\tilde{y}^1, \tilde{y}^2, \cdots, \tilde{y}^N\} \subseteq D([0, T]; \mathbb{R}^m)$ s.t.

$$
K \subseteq \bigcup_{k=1}^N \left\{ x \in D([0, T]; \mathbb{R}^m) : d_R(\tilde{y}^k, x) < \frac{\delta}{2} \right\}.
$$

(4.58) (?)

Set $A_k = \{ x \in D([0, T]; \mathbb{R}^m) : d_R(\tilde{y}^k, x) < \frac{\delta}{2} \}$, then we have

$$
\bigcap_{k=1}^N A_k^c \subseteq K^c.
$$

(4.59) (?)

This implies

$$
\begin{align*}
\mathbb{P} \left( \bigcap_{k=1}^N \left\{ d_R(Y^{\varepsilon_n}, \tilde{y}^k) > \frac{\delta}{2} \right\} \right) &< \frac{\delta}{2}, \quad \forall n \in \mathbb{N}, \\
\mathbb{P} \left( \bigcap_{k=1}^N \left\{ d_R(Y, \tilde{y}^k) > \frac{\delta}{2} \right\} \right) &< \frac{\delta}{2}.
\end{align*}
$$

(4.60) (?)

Step 2. By Lemma 10 for fixed $t \geq 0$, we can find the step function $y^k$, which is arbitrarily close to the càdlàg function in supremum norm, i.e.,

$$
\sup_{0 \leq t \leq T} |y^k - \tilde{y}^k| < \frac{\delta}{2}.
$$

(4.61) (?)

On the one hand, we have

$$
\begin{align*}
\{ d_R(Y^{\varepsilon_n}, y^k) > \delta \} &\subseteq \left\{ d_R(Y^{\varepsilon_n}, \tilde{y}^k) > \frac{\delta}{2} \right\} \cup \left\{ d_R(y^k, \tilde{y}^k) > \frac{\delta}{2} \right\} \\
&\subseteq \left\{ d_R(Y^{\varepsilon_n}, \tilde{y}^k) > \frac{\delta}{2} \right\} \cup \left\{ \sup |y^k - \tilde{y}^k| > \frac{\delta}{2} \right\},
\end{align*}
$$

(4.62) (?)

and

$$
\begin{align*}
\{ d_R(Y, y^k) > \delta \} &\subseteq \left\{ d_R(Y, \tilde{y}^k) > \frac{\delta}{2} \right\} \cup \left\{ d_R(y^k, \tilde{y}^k) > \frac{\delta}{2} \right\} \\
&\subseteq \left\{ d_R(Y, \tilde{y}^k) > \frac{\delta}{2} \right\} \cup \left\{ \sup |y^k - \tilde{y}^k| > \frac{\delta}{2} \right\}.
\end{align*}
$$

(4.63) (?)
Therefore we have
\[
\mathbb{P}
\left(\bigcap_{k=1}^{N} \left\{ d_R(Y^{\varepsilon_n}, y^k) > \delta \right\} \right) < \delta, \quad \forall n \in \mathbb{N},
\]

\[
\mathbb{P}
\left(\bigcap_{k=1}^{N} \left\{ d_R(Y, y^k) > \delta \right\} \right) < \delta.
\]

\[\text{(4.64)}\]

In what follows, we will fix a $\delta > 0$ and let $y^1, y^2, \cdots, y^N$ be the corresponding $N$ step functions in Lemma 11. For each $y \in \mathbb{D}([0,T]; \mathbb{R}^m)$ and $k = 1, 2, \cdots, N$, we define
\[
\beta_k(y) := d_R(y, y^k).
\]

Let $\psi, \varphi_1, \cdots, \varphi_N : \mathbb{D}([0,T]; \mathbb{R}^m) \to [0,1]$ be smooth mappings such that

(i) $\psi(y) + \sum_{k=1}^{N} \varphi_k(y) = 1, \quad \forall y \in \mathbb{D}([0,T]; \mathbb{R}^m)$;

(ii) $\text{supp} \psi \subset \bigcap_{k=1}^{N} \{ y; \beta_k(y) > \delta \};$

(iii) $\text{supp} \varphi_k \subset \bigcap_{k=1}^{N} \{ y; \beta_k(y) < 2\delta \}, \quad 1 \leq k \leq N$.

We shall introduce the following $[0,1]$-valued random variables:
\[
\xi_n := \psi(Y^{\varepsilon_n}), \quad \xi := \psi(Y),
\]

\[
\eta^k_n := \varphi_k(Y^{\varepsilon_n}), \quad \eta^k := \varphi_k(Y),
\]

and two measurable sets
\[
\tilde{A}_n := \bigcap_{k=1}^{N} \{ \omega; d_R(Y^{\varepsilon_n}(\omega), y^k) > \delta \},
\]
\[
\tilde{A} := \bigcap_{k=1}^{N} \{ \omega; d_R(Y(\omega), y^k) > \delta \}.
\]

In view of Lemma 11 we clearly have
\[
\text{supp} \xi_n \subseteq \tilde{A}_n, \quad \text{supp} \xi \subseteq \tilde{A},
\]

\[\text{(4.67)}\]

where for a real-valued random variable $\zeta$, its support $\text{supp} \zeta$ is defined by
\[
\text{supp} \zeta := \{ \omega \in \Omega; \zeta(\omega) \neq 0 \}.
\]

\[\text{(4.68)}\]

Set
\[
\Lambda_n(t) := \Gamma_n(t) - \varepsilon_n 2^{-r_0} R^\omega u(t_0,t) \Phi_{t_0} (Y^{\varepsilon_n}),
\]
\[
\Gamma_n(t) := \left[ \phi(Y^{\varepsilon_n}) - \phi(Y_{t_0}^{\varepsilon_n}) - \int_{0}^{t} (\nabla_y \phi(Y_s^{\varepsilon_n}), F(X_s^{\varepsilon_n}, Y_s^{\varepsilon_n})) \right] ds - \int_{0}^{t} \left( -(-\Delta)^{\frac{m}{2}} \phi(Y_s^{\varepsilon_n}) \right) ds \Phi_{t_0} (Y^{\varepsilon_n}),
\]

where $\Phi_{t_0} (\cdot)$ is a bounded function on $\mathbb{D}([0,T])$, which is measurable with respect to the sigma-field $\sigma(\omega, \omega \in \mathbb{D}([0,T]), 0 \leq t \leq t_0)$, $\phi$ is a $C_0^\infty$ function on $\mathbb{R}^m$.

For the convenience of expression, we assume that $X_{t_0}^{\varepsilon} = x, Y_{t_0}^{\varepsilon} = y$. It follows from the similar arguments used in the
proof of tightness in Lemma 9 we have
\[ \lim_{\varepsilon_n \to 0} \varepsilon_n^{2-r_0} E_{x,y} \left[ R_{\varepsilon_n}^c(t_0, t) \Phi_{t_0}(Y^\varepsilon) \right] = 0, \] (4.70)

and
\[ \lim_{\varepsilon_n \to 0} \varepsilon_n^{2-r_0} \sum_{i=1}^m E_{x,y} \left[ \int_{t_0}^t \left\langle \nabla_y \phi(Y_s^\varepsilon), G_t(X_s^\varepsilon, Y_s^\varepsilon) \partial_y G_t(X_s^\varepsilon, Y_s^\varepsilon) \right\rangle ds \Phi_{t_0}(Y^\varepsilon) \right] = 0. \] (4.71)

By the integral \( \int_0^t \int_{\mathbb{R}^m \setminus \{0\}} \vec{N}_2(ds, dy) \) in \( \mathbb{R}^m \) is a martingale with respect to the \( \sigma \)-algebras \( \mathcal{F}_t \) generated by \( \{ \vec{N}_2(s, dy); s \leq t \} \), we have
\[ E_{x,y} \left[ \int_{t_0}^t \int_{\mathbb{R}^m \setminus \{0\}} \left[ \phi(Y_s^\varepsilon + y) - \phi(Y_s^\varepsilon) \right] \vec{N}_2(ds, dy) \Phi_{t_0}(Y^\varepsilon) \right] = 0. \] (4.72)

In view of (4.71) and (4.70)–(4.72), we also have
\[ E_{x,y} [\Gamma_n(t)] \to 0, \quad n \to \infty. \] (4.73)

Define \( \Gamma_n^k \) as the random variable \( \Gamma_n \), where \( Y_s^\varepsilon \) is replaced by \( y^k \). Then we have the following result.

\textbf{Lemma 12.} For every \( \delta > 0 \), there exists a positive integer \( M_0 \), such that
\[ \sum_{k=1}^N \mathbb{E} \left[ (\Gamma_n(t) - \Gamma_n^k(t)) \eta_n^k(t) \right] \leq M_0 \delta. \] (4.74)

\textit{Proof.} By the definition of the function \( \psi \) and \( \varphi_k, k = 1, 2, \cdots, N \) in (4.65) and the equation (4.73), we have
\[ E_{x,y} (\Gamma_n \xi_n) + \sum_{k=1}^N E_{x,y} (\Gamma_n \eta_n^k) \to 0, \] (4.75)

as \( n \to \infty \).

For each positive integral \( k = 1, 2, \cdots, N \), we have
\[ \mathbb{E} \left[ (\Gamma_n(t) - \Gamma_n^k(t)) \eta_n^k(t) \right] = \mathbb{E} \left[ \phi(Y_s^\varepsilon) - (\phi(Y_s^\varepsilon) \right] \Phi_{t_0}(Y^\varepsilon) - \mathbb{E} \left[ \phi(y^k) - \phi(y^k) \right] \Phi_{t_0}(y^k) \right] \]
\[ - \left\{ \mathbb{E} \left[ \int_{t_0}^t \left\langle \nabla_y \phi(Y_s^\varepsilon), F(X_s^\varepsilon, Y_s^\varepsilon) \right\rangle ds \right] \Phi_{t_0}(Y^\varepsilon) - \mathbb{E} \left[ \int_{t_0}^t \left\langle \nabla_y \phi(y^k), F(X_s^\varepsilon, y^k) \right\rangle ds \right] \Phi_{t_0}(y^k) \right\} \]
\[ - \left\{ \mathbb{E} \left[ \int_{t_0}^t \left\langle -(-\Delta_y)^{\frac{a_2}{2}} \phi(Y_s^\varepsilon) \right\rangle ds \right] \Phi_{t_0}(Y^\varepsilon) - \mathbb{E} \left[ \int_{t_0}^t \left\langle -(-\Delta_y)^{\frac{a_2}{2}} \phi(y^k) \right\rangle ds \right] \Phi_{t_0}(y^k) \right\}. \] (4.76)

By \( \phi \in C_0^\infty \), Hypothesis (A_F) and the boundedness of \( \Phi_{t_0}(\cdot) \), we get the required result.

Set
\[ \Gamma(t) = \left[ \phi(Y_t) - \phi(Y_{t_0}) - \int_{t_0}^t \left\langle \nabla_y \phi(Y_s), \tilde{F}(Y_s) \right\rangle ds - \int_{t_0}^t \left( -(-\Delta_y)^{\frac{a_2}{2}} \phi(Y_s) \right) ds \right] \Phi_{t_0}(Y), \] (4.77)

where the function \( \tilde{F}(y) \) is defined by
\[ \tilde{F}(y) = \int_{\mathbb{R}^n} F(x, y) \mu^y(dx). \] (4.78)

Define \( \Gamma^k \) as the quantity obtained by replacing \( Y \) by \( y^k \) in the expression for \( \Gamma \). By the same technique as Lemma 12 we get the following corollary.
**Corollary 1.** For every \( \delta > 0 \), there exists a positive integer \( M \), such that

\[
\sum_{k=1}^{N} \mathbb{E} \left[ \left( \Gamma(t) - \Gamma^{k}(t) \right) \eta^{k}(t) \right] \leq M\delta. \tag{4.79}
\]

Next we will give the \( L^{1}(\Omega) \)-convergence of \( \Gamma^{k}_{n}(t) \).

**Lemma 13.** Let \( K \in \mathcal{C}^{1,0}_{\partial} \) and \( \bar{K}(y) := \int_{\mathbb{R}^{n}} K(x, y) \mu(dx) \), then for every \( 0 < t < T \), we have

\[
\mathbb{E} \left| \int_{0}^{t} (K(X_{s}^{x}, y_{s}^{k}) - \bar{K}(y_{s}^{k})) \, ds \right| \to 0, \quad n \to \infty. \tag{4.80}
\]

**Proof.** Let \( (a_{k}, b_{k}) \subseteq [0, T] \) be an interval on which \( y_{s}^{k} \) is a constant, denoted by \( z^{k} \). This can be done by Lemma 10. Then we will only show

\[
\mathbb{E} \left| \int_{a_{k}}^{b_{k}} [K(X_{s}^{x}, z^{k}) - \bar{K}(z^{k})] \, ds \right| \to 0, \quad n \to \infty. \tag{4.81}
\]

By the equation 1.1, we know that

\[
X_{t}^{x} = x + \int_{0}^{t} b(X_{u}^{x}, Y_{u}^{x}) \, du + \frac{1}{\varepsilon_{n}} L_{t}^{\alpha_{1}},
\]

\[
Y_{t}^{x} = y + \varepsilon_{n}^{2} \int_{0}^{t} F(X_{u}^{x}, Y_{u}^{x}) \, du + \varepsilon_{n}^{2} \int_{0}^{t} G(X_{u}^{x}, Y_{u}^{x}) \, du + L_{t}^{\alpha_{2}}.
\]

Then by Hypotheses (\( \mathcal{A}_{F} \)),(\( \mathcal{A}_{G} \)) and Lemma \( \mathcal{S} \) we have

\[
\mathbb{E} \left| Y_{t}^{x} - y \right| \to 0, \quad n \to \infty. \tag{4.83}
\]

On the one hand, by the self-similarity of \( \alpha \)-stable process, we have

\[
\mathbb{E} \left| \frac{1}{\varepsilon_{n}^{2}} L_{t}^{\alpha_{1}} \right| = \mathbb{E} |L_{t}^{\alpha_{1}}| < \infty. \tag{4.84}
\]

Therefore we have

\[
\mathbb{E} \left| X_{t}^{x} - X_{t}^{y} \right| = \mathbb{E} \left| \int_{0}^{t} \left[ b(X_{u}^{x}, Y_{u}^{x}) - b(X_{u}^{y}, y) \right] \, du \right| + \mathbb{E} \left| \frac{1}{\varepsilon_{n}^{2}} L_{t}^{\alpha_{1}} - L_{t}^{\alpha_{1}} \right| \leq \| \nabla b \|_{0} \int_{0}^{t} \mathbb{E} |X_{u}^{x} - X_{u}^{y}| \, ds + \| \nabla b \|_{0} \int_{0}^{t} \mathbb{E} |Y_{u}^{x} - y| \, du + \mathbb{E} \left| \frac{1}{\varepsilon_{n}^{2}} L_{t}^{\alpha_{1}} - L_{t}^{\alpha_{1}} \right|. \tag{4.85}
\]

By Grönwall’s inequality, (4.83) and (4.84), we have

\[
\mathbb{E} \left| X_{t}^{x} - X_{t}^{y} \right| \to 0, \quad n \to \infty. \tag{4.86}
\]
On the other hand, by $K \in C_b^{1,0}$ and Proposition 11, we know

\[ \mathbb{E} \left[ \int_{a_n}^{b_n} \left[ K(X_{s_n}^{\varepsilon_n}, z^k) - K(z^k) \right] ds \right] = \varepsilon_n^2 \mathbb{E} \left[ \int_{a_k/\varepsilon_n^2}^{b_k/\varepsilon_n^2} \left[ K(X_{s_n}^{\varepsilon_n}, z^k) - K(z^k) \right] ds \right] \]
\[ \leq \varepsilon_n^2 \mathbb{E} \left[ \int_{a_k/\varepsilon_n^2}^{b_k/\varepsilon_n^2} \left[ K(X_{s_n}^{\varepsilon_n}, z^k) - K(X_{s_n}^{z^k}, z^k) \right] ds + \varepsilon_n^2 \int_{a_k/\varepsilon_n^2}^{b_k/\varepsilon_n^2} \mathbb{E} \left( K(X_{s_n}^{z^k}, z^k) \right) ds - \int_{a_k/\varepsilon_n^2}^{b_k/\varepsilon_n^2} \int R^n K(x, z^k) \mu^k (dx) ds \right] \]
\[ \leq \varepsilon_n^2 \| \nabla x_k \|_0 \mathbb{E} \left[ \int_{a_k/\varepsilon_n^2}^{b_k/\varepsilon_n^2} |X_{s_n}^{\varepsilon_n} - X_{s_n}^{z^k}| ds \right] + \varepsilon_n^2 \int_{a_k/\varepsilon_n^2}^{b_k/\varepsilon_n^2} C \| K \|_{1,0} e^{-\gamma s} \left( 1 + |x|^\frac{2}{q} \right) ds \]
\[ \to 0, \quad n \to \infty. \]

(4.87) \{?\}

4.3.1. Proof of Theorem 1.

Now, we are in the position to give:

Proof of Theorem 1. We divide the proof into the following two steps.

Step 1. By Lemma 9, there exists a subsequence $\{\varepsilon_n\} \to 0$, such that $Y^{\varepsilon_n}$ converges weakly to a limit point $Y$, as $n \to \infty$.

For any $p, q > 1$ and $\frac{1}{p} + \frac{1}{q} = 1$, by Hölder inequality, Lemma 11 and $\phi \in C_0^\infty$, we have

\[ |\mathbb{E} (\Gamma_n(t) \xi_n(t))| \leq (\mathbb{E}(\Gamma_n(t))^{p})^{1/p} \left( \mathbb{P}(\tilde{A}_n(t)) \right)^{1/q} \leq C \delta^{1/q}, \]

(4.88) \text{Step}

\[ |\mathbb{E} (\Gamma(t) \xi(t))| \leq (\mathbb{E}(\Gamma(t))^{p})^{1/p} \left( \mathbb{P}(\tilde{A}(t)) \right)^{1/q} \leq C \delta^{1/q}. \]

Since $\eta_n^k \Rightarrow \eta^k$ and $\eta_n^k \leq 1$. Thus for each $k = 1, 2, \cdots, N$, we have

\[ |\mathbb{E} (\Gamma_n^k \eta_n^k - \Gamma^k \eta^k)| \leq \mathbb{E} |(\Gamma_n^k - \Gamma^k) \eta_n^k| + |\eta_n^k| \mathbb{E} |(\eta_n^k - \eta^k)| \]
\[ \leq \mathbb{E} |\Gamma_n^k - \Gamma^k| + \mathbb{E} |\eta_n^k - \eta^k| \times \Gamma^k. \]

(4.89) \text{Real}

Step 2. By the definitions of $\psi$ and $\varphi$, we yield the following fact

\[ \mathbb{E} (\Gamma_n \xi_n(t)) + \sum_{k=1}^{N} \mathbb{E}_{x,y} (\Gamma_n \eta_n^k(t)) \to 0, \quad as \quad n \to \infty, \]

(4.90) \{?\}

\[ \mathbb{E}(\Gamma) = \mathbb{E}(\Gamma \xi_t) + \sum_{k=1}^{N} \mathbb{E}_{x,y} (\Gamma \eta_n^k), \]

and

\[ \sum_{k=1}^{N} \mathbb{E}(\Gamma_n \eta_n^k) = \sum_{k=1}^{N} \mathbb{E} \left[ (\Gamma_n - \Gamma^k) \eta_n^k \right] + \sum_{k=1}^{N} \mathbb{E}(\Gamma_n \eta^k), \]

(4.91) \text{Step}

\[ \sum_{k=1}^{N} \mathbb{E}(\Gamma \eta^k) = \sum_{k=1}^{N} \mathbb{E} \left[ (\Gamma - \Gamma^k) \eta_k \right] + \sum_{k=1}^{N} \mathbb{E}(\Gamma \eta^k). \]

By Lemma 12, 14.88, 14.89 and 14.91, we get

\[ \mathbb{E}[\Gamma_n] \to \mathbb{E}[\Gamma], \quad as \quad n \to \infty. \]

(4.92) \text{Conver}
Combining \((4.73)\) and \((4.92)\), we have
\[
E \left[ \left( \phi(Y_t) - \phi(Y_{t_0}) - \int_{t_0}^{t} \mathcal{L}_2 \phi(Y_s) ds \right) \Phi_{t_0}(Y_{t_0}) \right] = 0,
\]
(4.93) \(\square\)
where
\[
\mathcal{L}_2 \phi(y) = \langle \nabla_y \phi(y), \bar{F}(y) \rangle - (-\Delta_y)^{\frac{\alpha}{2}} \phi(y).
\]
(4.94) \(\square\)

5. Application to a specific example.

In this section, we will apply our main results to establish the weak averaging principle for a class of multiscale stochastic dynamical systems driven by \(\alpha\)-stable noises.

**Example.** Consider the following toy model
\[
\begin{cases}
    dX_t^\varepsilon = -\frac{X_t^\varepsilon}{\varepsilon^2} dt + \frac{1}{\varepsilon^{\alpha_1}} dL_t^{\alpha_1}, & X_0^\varepsilon = x \in \mathbb{R}, \\
    dY_t^\varepsilon = \sin \frac{X_t^\varepsilon}{\varepsilon^{r_0}} dt + dL_t^{\alpha_2}, & Y_0^\varepsilon = y \in \mathbb{R},
\end{cases}
\]
(5.1) \(\square\)
where \(b(x) = -x, \alpha_1 = 1.5, F(x,y) = 0, G(x,y) = \sin x\) and \(r_0 = 1 - \frac{1}{\alpha_1} = \frac{1}{3}\). It is easy to justify that \(b,F,G\) satisfy Hypotheses \((A_b), (A_F), (A_G1),(A_G2)\). Using a result in [22], we find the invariant measure \(\mu(dx) = \rho(x)dx\) with density
\[
\rho(x) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{ix\xi} e^{-\frac{1}{\alpha_1} |\xi|^\alpha} d\xi = \frac{1}{\pi} \int_0^{\infty} \cos x\xi \cdot e^{-\frac{1}{\alpha_1} \xi^\alpha} d\xi.
\]
(5.2) \(\square\)

By Theorem \(\square\) the averaged equation for \(Y_t^\varepsilon\) is
\[
d\bar{Y}_t = dL_t^{\alpha_2}, \quad \bar{Y}_0 = y,
\]
(5.3) \(\square\)
and the slow component \(Y^\varepsilon\) converges weakly to a process \(Y\) as the scale parameter \(\varepsilon\) goes to zero.

6. Concluding remarks.

In this paper, we study the weak averaging principle for the multiscale systems driven by \(\alpha\)-stable noises. First we exam the existence of the solution of a Poisson equation for the nonlocal elliptic operator corresponding to an ergodic jump process. Then by constructing suitable correctors, we obtain the tightness of slow processes. It turns out that the slow components weakly converge to a Lévy process as the scale parameter goes to zero.

There are some limitations for this paper. Firstly, the condition \(1 < \alpha_i < 2, i = 1, 2\) plays an important role in deriving the effective dynamical system. How to obtain the effective low dimensional system and estimate the effect that the fast components have on slow ones is still an open problem with \(\alpha_i \in (0,1)\) ? Secondly, the slow components contain homogenization terms, whose homogenizing index \(r_0\) has a relation with the stable index \(\alpha_1\) of the noise of fast components given by \(0 < r_0 < 1 - 1/\alpha_1\). How to relax the restriction for the homogenizing index is also an active issue ? Thirdly, the multiscale stochastic dynamical systems are driven by additive stable Lévy noises. For a family of multiscale stochastic dynamical systems driven by multiplicative noises, how to obtain the effective low dimensional system and estimate the effect that the fast components have on slow ones is also an open problem ? Finally, it is worth emphasizing that the
estimate for (3.8) depends on the variable \(x\), so the classical semigroup method will be no longer suitable. Therefore, for such a case, it is necessary to find some new approaches to study.

In the future works, we will exam the uniqueness and regularity of nonlocal elliptic equation under the assumption of exponential ergodicity. Further, we will give the relationship between the convergence and regularity of the coefficients of the systems with respect to the slow variable. With that, we will exam the central limit theorem with homogenization and apply these results to a nonlinear filtering problem.
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7. Appendix A. Further Proofs

A.1. Proof of Lemma 4. By the equation (4.4), we have

\[
d(X_t^{x_1,y_1} - X_t^{x_2,y_2}) = [b(X_t^{x_1,y_1}, y_1) - b(X_t^{x_2,y_2}, y_2)] dt, \quad X_0^{x_1,y_1} - X_0^{x_2,y_2} = x_1 - x_2.
\] (7.1)

Multiplying both sides by \(2 (X_t^{x_1,y_1} - X_t^{x_2,y_2})\), by Assumption \((A_0)\) and Young’s inequality, we have

\[
\frac{d}{dt} |X_t^{x_1,y_1} - X_t^{x_2,y_2}|^2 = 2 \langle b(X_t^{x_1,y_1}, y_1) - b(X_t^{x_2,y_2}, y_2), X_t^{x_1,y_1} - X_t^{x_2,y_2}\rangle \\
\leq 2 \langle b(X_t^{x_1,y_1}, y_1) - b(X_t^{x_2,y_2}, y_2), X_t^{x_1,y_1} - X_t^{x_2,y_2}\rangle \\
+ 2 \langle b(X_t^{x_2,y_2}, y_1) - b(X_t^{x_2,y_2}, y_2), X_t^{x_1,y_1} - X_t^{x_2,y_2}\rangle \\
\leq -2\gamma |X_t^{x_1,y_1} - X_t^{x_2,y_2}|^2 + C(\|\nabla b\|_0, \gamma) |y_1 - y_2|^2 |X_t^{x_1,y_1} - X_t^{x_2,y_2}| \\
\leq -\gamma |X_t^{x_1,y_1} - X_t^{x_2,y_2}|^2 + C(\|\nabla b\|_0, \gamma) |y_1 - y_2|^2.
\] (7.2)

Hence, the comparison theorem yields that

\[
|X_t^{x_1,y_1} - X_t^{x_2,y_2}|^2 \leq e^{-2\gamma t} |x_1 - x_2|^2 + C(\|b\|_1, \gamma) |y_1 - y_2|^2.
\] (7.3)

A.2. Proof of Lemma 5. Note that

\[
d(\nabla_y X_t^{x,y}) = (\nabla_x b)(X_t^{x,y}, y) \nabla_y X_t^{x,y} dt + (\nabla_y b)(X_t^{x,y}, y) dt, \quad \nabla_y X_t^{x,y} = 0.
\] (7.4)

This implies that

\[
d(\nabla_y X_t^{x_1,y_1} - \nabla_y X_t^{x_2,y_2}) = ((\nabla_x b)(X_t^{x_1,y_1}, y_1) \nabla_y X_t^{x_1,y_1} - (\nabla_x b)(X_t^{x_2,y_2}, y_2) \nabla_y X_t^{x_2,y_2}) dt \\
+ ((\nabla_y b)(X_t^{x_1,y_1}, y_1) - (\nabla_y b)(X_t^{x_2,y_2}, y_2)) dt.
\] (7.5)
Multiplying both sides by \(2(\nabla_y X_t^{x_1,y_1} - \nabla_y X_t^{x_2,y_2})\), we have

\[
\frac{d}{dt} |\nabla_y X_t^{x_1,y_1} - \nabla_y X_t^{x_2,y_2}|^2
= 2(\nabla_x b)(X_t^{x_1,y_1}, y_1) \nabla_y X_t^{x_1,y_1} - (\nabla_x b)(X_t^{x_2,y_2}, y_2) \nabla_y X_t^{x_2,y_2} \nabla_y X_t^{x_1,y_1} - \nabla_y X_t^{x_2,y_2})
+ 2(\nabla_y b)(X_t^{x_1,y_1}, y_1) - (\nabla_y b)(X_t^{x_2,y_2}, y_2), \nabla_y X_t^{x_1,y_1} - \nabla_y X_t^{x_2,y_2})
\]
(7.6) \(?\)

For the term \(\Sigma_1\), observe that by substituting \(x_2 = x_1 + \epsilon h\) and letting \(\epsilon \to 0\) in the dissipative condition 2.7, we have for all \(x, h \in \mathbb{R}^n, y \in \mathbb{R}^m,\)

\[ (\nabla_x b(x, y) h, h) \leq -\gamma |h|^2. \]  
(7.7) \(\text{diss}^y\)

Therefore we have

\[
\Sigma_1 \leq 2(\nabla_x b)(X_t^{x_1,y_1}, y_1) \nabla_y X_t^{x_1,y_1} - (\nabla_x b)(X_t^{x_1,y_1}, y_1) \nabla_y X_t^{x_2,y_2} \nabla_y X_t^{x_1,y_1} - \nabla_y X_t^{x_2,y_2})
+ 2(\nabla_y b)(X_t^{x_1,y_1}, y_1) - (\nabla_y b)(X_t^{x_2,y_2}, y_2), \nabla_y X_t^{x_1,y_1} - \nabla_y X_t^{x_2,y_2})
\leq -2\gamma |\nabla_y X_t^{x_1,y_1} - \nabla_y X_t^{x_2,y_2}|^2
\]
(7.8) \(?\)

For the term \(\Sigma_2\), we have

\[
\Sigma_2 \leq 2(\nabla_y b)(X_t^{x_1,y_1}, y_1) - (\nabla_y b)(X_t^{x_2,y_2}, y_2)||\nabla_y X_t^{x_2,y_2}|^2
+ 2(\nabla_y b)(X_t^{x_1,y_1}, y_1) - (\nabla_y b)(X_t^{x_2,y_2}, y_2)||\nabla_y X_t^{x_2,y_2}|^2
\leq 2||\nabla_y b||_0 |y_1 - y_2| ||\nabla_y X_t^{x_2,y_2}|^2
\]
(7.9) \(?\)

Obviously, Lemma 4 implies that

\[
\sup_{t \geq 0, x \in \mathbb{R}^n, y \in \mathbb{R}^m} |\nabla_y X_t^{x,y}| \leq C(\|b\|_1, \gamma). \]  
(7.10) \(\text{deryb}\)

Hence, by the assumption \(b \in C_b^{2,2}\) and Young’s inequality, we have

\[
\frac{d}{dt} |\nabla_y X_t^{x_1,y_1} - \nabla_y X_t^{x_2,y_2}|^2 \leq -\gamma |\nabla_y X_t^{x_1,y_1} - \nabla_y X_t^{x_2,y_2}|^2 + C(\|b\|_2, \gamma) \left( |y_1 - y_2|^2 + e^{-\frac{\gamma}{2}t} |x_1 - x_2|^2 \right). \]  
(7.11) \(?\)

By the comparison theorem, we yields that

\[
|\nabla_y X_t^{x_1,y_1} - \nabla_y X_t^{x_2,y_2}|^2 \leq C(\|b\|_2, \gamma) \left( t e^{-\frac{\gamma}{2}t} |x_1 - x_2|^2 + |y_1 - y_2|^2 \right). \]  
(7.12) \(?\)

A.3. Proof of Lemma 6. Note that

\[
d\nabla_x X_t^{x,y} = (\nabla_x b)(X_t^{x,y}, y) \cdot \nabla_x X_t^{x,y} dt, \quad \nabla_x X_0^{x,y} = I. \]  
(7.13) \(?\)
This implies

\[ d(\nabla_x X_{t}^{x_1,y_1} - \nabla_x X_{t}^{x_2,y_2}) = [(\nabla_x b)(X_t^{x_1,y_1}, y_1) \cdot \nabla_x X_{t}^{x_1,y_1} - (\nabla_x b)(X_t^{x_2,y_2}, y_2) \cdot \nabla_x X_{t}^{x_2,y_2}] dt. \] (7.14)

Multiplying both sides by \(2(\nabla_x X_{t}^{x_1,y_1} - \nabla_x X_{t}^{x_2,y_2})\), and using the inequality (7.7), we have

\[
\frac{d}{dt}|\nabla_x X_{t}^{x_1,y_1} - \nabla_x X_{t}^{x_2,y_2}|^2
\]

\[= 2((\nabla_x b)(X_t^{x_1,y_1}, y_1)\nabla_x X_{t}^{x_1,y_1} - (\nabla_x b)(X_t^{x_2,y_2}, y_2)\nabla_x X_{t}^{x_2,y_2}, \nabla_x X_{t}^{x_1,y_1} - \nabla_x X_{t}^{x_2,y_2})\]

\[\leq 2((\nabla_x b)(X_t^{x_1,y_1}, y_1)\nabla_x X_{t}^{x_1,y_1} - (\nabla_x b)(X_t^{x_2,y_2}, y_1)\nabla_x X_{t}^{x_2,y_2}, \nabla_x X_{t}^{x_1,y_1} - \nabla_x X_{t}^{x_2,y_2})\]

\[+ 2((\nabla_x b)(X_t^{x_1,y_1}, y_1)\nabla_x X_{t}^{x_2,y_2} - (\nabla_x b)(X_t^{x_1,y_1}, y_1)\nabla_x X_{t}^{x_2,y_2}, \nabla_x X_{t}^{x_2,y_2} - \nabla_x X_{t}^{x_2,y_2})\]

\[+ 2((\nabla_x b)(X_t^{x_1,y_1}, y_2)\nabla_x X_{t}^{x_2,y_2} - (\nabla_x b)(X_t^{x_2,y_2}, y_2)\nabla_x X_{t}^{x_2,y_2}, \nabla_x X_{t}^{x_1,y_1} - \nabla_x X_{t}^{x_2,y_2})\]

\[\leq -2\gamma|\nabla_x X_{t}^{x_1,y_1} - \nabla_x X_{t}^{x_2,y_2}|^2\]

\[+ 2||\nabla_x b||_0|\nabla_x X_{t}^{x_2,y_2}||y_1 - y_2||\nabla_x X_{t}^{x_1,y_1} - \nabla_x X_{t}^{x_2,y_2}|\]

\[+ 2||\nabla_x b||_0|\nabla_x X_{t}^{x_2,y_2}||X_{t}^{x_1,y_1} - X_{t}^{x_2,y_2}||\nabla_x X_{t}^{x_1,y_1} - \nabla_x X_{t}^{x_2,y_2}|.\] (7.15)

By Lemma 4 we have

\[\sup_{t \geq 0, x \in \mathbb{R}^n, y \in \mathbb{R}^m}|\nabla_x X_{t}^{x,y}|^2 \leq e^{-\frac{2\gamma t}{2}}.\] (7.16)

Hence, by the assumption \(b \in C^2_b\) and Young’s inequality, we have

\[\frac{d}{dt}|\nabla_x X_{t}^{x_1,y_1} - \nabla_x X_{t}^{x_2,y_2}|^2 \leq -\gamma|\nabla_y X_{t}^{x_1,y_1} - \nabla_y X_{t}^{x_2,y_2}|^2 + C(||b||_2, \gamma)e^{-\frac{2\gamma t}{2}} (|y_1 - y_2|^2 + |x_1 - x_2|^2),\] (7.17)

and then the comparison theorem yields,

\[|\nabla_x X_{t}^{x_1,y_1} - \nabla_x X_{t}^{x_2,y_2}|^2 \leq C(||b||_2, \gamma)t e^{-\frac{2\gamma t}{2}} (|y_1 - y_2|^2 + |x_1 - x_2|^2).\] (7.18)

**A.4. Proof of Lemma 7.** (i) Set

\[\bar{G}(y) = \int_{\mathbb{R}^n} G(x, y) \mu(dx).\] (7.19)

Then Hypothesis (A_G2) yields \(\bar{G} \equiv 0\). By Proposition 1 and Hypothesis (A_G1), we have

\[|\bar{G}(x, y)| \leq \int_0^\infty |\mathbb{E}[G(X_t^{x,y}, y)] - \bar{G}(y)| dt,
\]

\[\leq C(1 + |x|^\frac{1}{2}) \int_0^\infty e^{-\frac{\alpha t}{2}} dt\]

\[\leq C(1 + |x|^\frac{1}{2}).\] (7.20)

(ii) Note that

\[\nabla_x \bar{G}(x, y) = \int_0^\infty \mathbb{E}[\nabla_x G(X_t^{x,y}, y) \cdot \nabla_x X_t^{x,y}] dt,\] (7.21)

where \(\nabla_x X_t^{x,y}\) satisfies

\[\left\{ \begin{array}{l}
\frac{d}{dt}X_t^{x,y} = \nabla_x b(X_t^{x,y}, y) \cdot \nabla_x X_t^{x,y} dt, \\
\nabla_x X_t^{x,y}|_{t=0} = I.
\end{array} \right.\] (7.22)
By Lemma 4 we have

\[ \sup_{x,y} |\nabla_x X_t^{1,y}| \leq C e^{-\frac{t}{2}}. \tag{7.23} \]

Thus by Hypothesis (A1), we have

\[ \sup_{x,y} |\nabla_x \tilde{G}(x,y)| \leq C. \tag{7.24} \]

(iii) Set

\[ \tilde{G}_{t_0}(x,y,t) := EG(X_t^{x,y},y) - EG(X_t^{x,y},y) =: \tilde{G}(x,y,t) - \hat{G}(x,y,t + t_0). \tag{7.25} \]

Then Proposition 1 implies that

\[ \lim_{t_0 \to \infty} \tilde{G}_{t_0}(x,y,t) = EG(X_t^{x,y},y) - \hat{G}(y) = EG(X_t^{x,y},y). \tag{7.26} \]

On the one hand, by the Markov property, we have

\[ \tilde{G}_{t_0}(x,y,t) = \hat{G}(x,y,t) - \mathbb{E} \tilde{G}(X^{x,y}_{t_0},y,t). \tag{7.27} \]

Thus we have

\[ \nabla_y \tilde{G}_{t_0}(x,y,t) = \nabla_y \hat{G}(x,y,t) - \mathbb{E} \left[ \nabla_y \tilde{G}(X^{x,y}_{t_0},y,t) \right] - \mathbb{E} \left[ \nabla_x \tilde{G}(X^{x,y}_{t_0},y,t) \cdot \nabla_y X^{x,y}_{t_0} \right]. \tag{7.28} \]

Moreover, we also have

\[ \nabla_x \hat{G}(x,y,t) = \mathbb{E} \left[ \nabla_x G(X_t^{x,y},y) \cdot \nabla_x X_t^{x,y} \right]. \tag{7.29} \]

By Hypothesis (A1) and Lemma 4 we have

\[ \sup_{x,y} |\nabla_x \hat{G}(x,y,t)| \leq C e^{-\frac{t}{2}}. \tag{7.30} \]

On the other hand, we have

\[
\begin{align*}
|\nabla_y \hat{G}(x_1,y,t) - \nabla_y \hat{G}(x_2,y,t)| &= |\nabla_y (\mathbb{E} G(X_t^{x_1,y},y)) - \nabla_y (\mathbb{E} G(X_t^{x_2,y},y))| \\
&= \mathbb{E} |\nabla_x G(X_t^{x_1,y},y) \cdot \nabla_y X_t^{x_1,y} - \nabla_x G(X_t^{x_2,y},y) \cdot \nabla_y X_t^{x_2,y}| \\
&\quad + \mathbb{E} |\nabla_y G(X_t^{x_1,y},y) - \nabla_y G(X_t^{x_2,y},y)| \\
&\leq \mathbb{E} |\nabla_x G(X_t^{x_1,y},y) \cdot \nabla_y X_t^{x_1,y} - \nabla_x G(X_t^{x_2,y},y) \cdot \nabla_y X_t^{x_1,y}| \\
&\quad + \mathbb{E} |\nabla_x G(X_t^{x_2,y},y) \cdot \nabla_y X_t^{x_1,y} - \nabla_x G(X_t^{x_2,y},y) \cdot \nabla_y X_t^{x_2,y}| \\
&\quad + \mathbb{E} |\nabla_y G(X_t^{x_1,y},y) - \nabla_y G(X_t^{x_2,y},y)| \\
&:= S_1 + S_2 + S_3. \tag{7.31} \end{align*}
\]

For the term $S_1$, by the boundedness of $\nabla_x G$ and $\nabla_x \nabla_y G$ in Hypothesis (A1), (7.10) and Lemma 4 we have

\[ S_1 \leq C \mathbb{E} \left[ \frac{1}{2} \left( |X_t^{x_1,y} - X_t^{x_2,y}| \right)^{1/2} \right] \leq C e^{-\frac{t}{2}} |x_1 - x_2|. \tag{7.32} \]
For the term $S_2$, by the boundedness of $\nabla_x G$ and Lemma 5, we have

$$S_2 \leq C \mathbb{E} \left[ \left\| \nabla_y X^{x^{1:y}}_t - \nabla_y X^{x^{2:y}}_t \right\|^{1/2} \right] \leq C t^{\frac{4}{7}} e^{-\frac{2t}{7}} |x_1 - x_2|^{\frac{1}{7}}. \quad (7.33)$$

For the term $S_3$, by the boundedness of $\nabla_y G$ and $\nabla_x \nabla_y G$ and Lemma 4, we have

$$S_3 \leq C \mathbb{E} \left[ |X^{x^{1:y}}_t - X^{x^{2:y}}_t|^{1/2} \right] \leq C e^{-\frac{2t}{7}} |x_1 - x_2|^{\frac{1}{7}}. \quad (7.34)$$

Combining these together, we achieve from (7.31) that

$$|\nabla_y \tilde{G}(x_1, y, t) - \nabla_y \tilde{G}(x_2, y, t)| \leq C(1 + t^{\frac{4}{7}}) e^{-\frac{4}{7} \gamma_1} |x_1 - x_2|^{\frac{1}{7}}. \quad (7.35)$$

Therefore, by (7.30) - (7.35), Lemma 4 and Lemma 2, we have

$$\left| \nabla_y \tilde{G}_{t_0}(x, y, t) \right| = \left| \mathbb{E} \left[ \nabla_y \tilde{G}(x, y, t) - \nabla_y \tilde{G}(X^{x,y}_{t_0}, y, t) \right] \right| - \mathbb{E} \left[ \nabla_x \tilde{G} (X^{x,y}_{t_0}, x, y) \cdot \nabla_y X^{x,y}_{t_0} \right]$$

$$\leq C(1 + t^{\frac{4}{7}}) e^{-\frac{4}{7} \gamma_1} \mathbb{E} \left[ |X^{x,y}_{t_0} - x|^{\frac{1}{7}} \right] + C e^{-\frac{2t}{7}}$$

$$\leq C(1 + t^{\frac{4}{7}}) e^{-\frac{4}{7} \gamma_1} (1 + |x|^{\frac{1}{7}}). \quad (7.36)$$

This together with (7.26) implies that

$$\left| \nabla_y \tilde{G}(x, y) \right| = \left| \int_0^\infty \left( \lim_{t_0 \to \infty} \nabla_y \tilde{G}_{t_0}(x, y, t) \right) dt \right|$$

$$\leq \int_0^\infty C(1 + t^{\frac{4}{7}}) e^{-\frac{4}{7} \gamma_1} (1 + |x|^{\frac{1}{7}}) dt$$

$$\leq C(1 + |x|^{\frac{1}{7}}). \quad (7.37)$$

(iv) Note that by (7.26),

$$\left| \nabla^2_y \tilde{G}(x, y) \right| = \left| \int_0^\infty \left( \lim_{t_0 \to \infty} \nabla^2_y \tilde{G}_{t_0}(x, y, t) \right) dt \right|, \quad (7.38)$$

and

$$\nabla^2_y \tilde{G}_{t_0}(x, y, t) = \mathbb{E} \left[ \nabla^2_y \tilde{G}(x, y, t) - \nabla^2_y \tilde{G}(X^{x,y}_{t_0}, y, t) \right] - \mathbb{E} \left[ \nabla_x \nabla_y \tilde{G} (X^{x,y}_{t_0}, x, y) \cdot \nabla_y X^{x,y}_{t_0} \right]$$

$$- \mathbb{E} \left[ \nabla_x \tilde{G} (X^{x,y}_{t_0}, x, y) \cdot \nabla^2_y X^{x,y}_{t_0} \right] - \mathbb{E} \left[ \nabla_y \tilde{G} (X^{x,y}_{t_0}, y, t) \cdot \nabla^2_y X^{x,y}_{t_0} \right]$$

$$=: T_1 - T_2 - T_3 - T_4 - T_5. \quad (7.39)$$

where $\nabla_y X^{x,y}_t$ satisfies

$$\begin{cases} d\nabla_y X^{x,y}_t = \nabla_x b(X^{x,y}_t, y) \cdot \nabla_y X^{x,y}_t dt + \nabla_y b(X^{x,y}_t, y) dt, \\ \nabla_y X^{x,y}_t|_{t=0} = 0, \end{cases} \quad (7.40)$$

and $\nabla^2_y X^{x,y}_t$ satisfies

$$\begin{cases} d\nabla_y^2 X^{x,y}_t = \nabla^2_y b(X^{x,y}_t, y) \cdot (\nabla_y X^{x,y}_t)^2 dt + \nabla_y b(X^{x,y}_t, y) \cdot \nabla_y X^{x,y}_t dt \\ + (\nabla_x b(X^{x,y}_t, y) \cdot \nabla^2_y X^{x,y}_t dt + \nabla_x (\nabla_y b(X^{x,y}_t, y) \cdot \nabla_y X^{x,y}_t) dt + \nabla^2_y b(X^{x,y}_t, y) dt, \end{cases} \quad (7.41)$$

and $\nabla^2_y X^{x,y}_t|_{t=0} = 0$. \quad \square
To estimate the term $T_1$, we recall that $\hat{G}(x, y, t) = \mathbb{E}G(x_t^{x,y}, y)$. We derive

$$
\nabla_y^2 \hat{G}(x_t^{x,y}, y) - \nabla_y^2 G(x_t^{x,y}, y) = \left(\nabla_y x_t^{x,y}\right)^T \cdot \nabla_y^2 G(x_t^{x,y}, y) \cdot \nabla_y x_t^{x,y} - \left(\nabla_y x_t^{x,y}\right)^T \cdot \nabla_y^2 G(x_t^{x,y}, y) \cdot \nabla_y x_t^{x,y} \\
+ 2 \left[\nabla_x \nabla_y G(x_t^{x,y}, y) \cdot \nabla_y x_t^{x,y} - \nabla_x \nabla_y G(x_t^{x,y}, y) \cdot \nabla_y x_t^{x,y}\right] \\
+ \left[\nabla_y^2 G(x_t^{x,y}, y) \cdot \nabla_y x_t^{x,y}\right].
$$

Therefore we have

$$
= T_{11} + T_{12} + T_{13}.
$$

For the term $T_{11}$, we use Lemma 4 and Lemma 5 to get

$$
\mathbb{E} (|T_{11}|) \leq \mathbb{E} \left[ \left| \left(\nabla_y x_t^{x,y}\right)^T \cdot \nabla_y^2 G(x_t^{x,y}, y) \cdot \nabla_y x_t^{x,y} - \left(\nabla_y x_t^{x,y}\right)^T \cdot \nabla_y^2 G(x_t^{x,y}, y) \cdot \nabla_y x_t^{x,y} \right| \right] \\
+ \mathbb{E} \left[ \left(\nabla_y x_t^{x,y}\right)^T \cdot \nabla_y^2 G(x_t^{x,y}, y) \cdot \nabla_y x_t^{x,y} - \left(\nabla_y x_t^{x,y}\right)^T \cdot \nabla_y^2 G(x_t^{x,y}, y) \cdot \nabla_y x_t^{x,y} \right] \\
+ \mathbb{E} \left[ \left(\nabla_y x_t^{x,y}\right)^T \cdot \nabla_y^2 G(x_t^{x,y}, y) \cdot \nabla_y x_t^{x,y} - \left(\nabla_y x_t^{x,y}\right)^T \cdot \nabla_y^2 G(x_t^{x,y}, y) \cdot \nabla_y x_t^{x,y} \right] \\
\leq \|\nabla_y^2 G\|_0 \mathbb{E} \left[ |x_t^{x,y} - x_t^{x,y}| \cdot \nabla_y x_t^{x,y} | \nabla_y x_t^{x,y} |^2 \right] + \|\nabla^2 G\|_0 \mathbb{E} \left[ |\nabla_y x_t^{x,y} + |\nabla_y x_t^{x,y}| \cdot |\nabla_y x_t^{x,y} - \nabla_y x_t^{x,y} | \right] \\
\leq C(1 + t^{\frac{2}{4}}) e^{-\frac{2t}{4}} |x_1 - x_2|.
$$

Similarly, for the term $T_{12}$ and $T_{13}$, we have

$$
\mathbb{E} (|T_{12}|) \leq 2 \|\nabla_y^2 G\|_0 \mathbb{E} \left[ |x_t^{x,y} - x_t^{x,y}| \cdot |\nabla_y x_t^{x,y} | \right] \\
+ 2 \|\nabla_y^2 G\|_0 \mathbb{E} \left[ |\nabla_y x_t^{x,y} - \nabla_y x_t^{x,y} | \right] \\
\leq C(1 + t^{\frac{2}{4}}) e^{-\frac{2t}{4}} |x_1 - x_2|,
$$

and

$$
\mathbb{E} (|T_{13}|) \leq \|\nabla x \nabla_y^2 G\|_0 |x_t^{x,y} - x_t^{x,y}| \leq C e^{-\frac{2t}{4}} |x_1 - x_2|.
$$

Combining (7.43) - (7.45), we obtain

$$
|T_1| \leq C(1 + t^{\frac{2}{4}}) e^{-\frac{2t}{4}} \mathbb{E}|X_t^{x,y} - x| \leq C(1 + t^{\frac{2}{4}}) e^{-\frac{2t}{4}} (1 + |x|).
$$

For the term $T_2$, again by the definition of $\hat{G}(x, y, t)$, we have

$$
\nabla_x \nabla_y \hat{G}(x, y, t) = \mathbb{E} \left[ (\nabla_x x_t^{x,y})^T \cdot \nabla_y^2 G(x_t^{x,y}, y) \cdot \nabla_y x_t^{x,y} + \nabla_x G(x_t^{x,y}, y) \cdot \nabla_x \nabla_y G(x_t^{x,y}, y) \cdot \nabla_x x_t^{x,y} \right].
$$

By Lemma 4 and Lemma 5 we get

$$
|\nabla_x \nabla_y \hat{G}(x, y, t)| \leq C(1 + t^{\frac{2}{4}}) e^{-\frac{2t}{4}}.
$$

Therefore we have

$$
|T_2| \leq C(1 + t^{\frac{2}{4}}) e^{-\frac{2t}{4}}.
$$

For the term $T_3$, we have

$$
\nabla_x^2 \hat{G}(x, y, t) = \mathbb{E} \left[ (\nabla_x x_t^{x,y})^T \cdot \nabla_y^2 G(x_t^{x,y}, y) \cdot \nabla_x x_t^{x,y} + \nabla_x G(x_t^{x,y}, y) \cdot \nabla_x^2 x_t^{x,y} \right].
$$
By Lemma 4 and Lemma 6,

\[ |T_3| \leq C \left( e^{-\frac{t}{4}} + t^2 e^{-\frac{t}{4}} \right). \]  

(7.51) \{?\}

For the term \( T_4 \), we have

\[ \nabla_y \nabla_x \tilde{G}(x,y,t) = \mathbb{E} [(\nabla_y X_t^{x,y})^T \cdot \nabla^2_s G(X_t^{x,y},y) \cdot \nabla_x X_t^{x,y} + \nabla_y \nabla_x G(X_t^{x,y},y) \cdot \nabla_x X_t^{x,y} + \nabla_x G(X_t^{x,y},y) \cdot \nabla_y \nabla_x X_t^{x,y}]. \]  

(7.52) \{?\}

By Lemma 4 and 6, we have

\[ |T_4| \leq C(1 + t^\frac{1}{2})e^{-\frac{t}{4}}. \]  

(7.53) \{?\}

For the term \( T_5 \), we have

\[ \nabla_x \tilde{G}(x,y,t) = \mathbb{E} [\nabla_x G(X_t^{x,y},y) \cdot \nabla_x X_t^{x,y}]. \]  

(7.54) \{?\}

By Lemma 4 and Lemma 5 we get

\[ |T_5| \leq Ce^{-\frac{t}{4}}. \]  

(7.55) \{15\}

By (7.46)-(7.55), we get

\[ |\nabla_y^2 \tilde{G}(x,y)| \leq C \int_0^\infty \left[ (1 + t^\frac{1}{2})e^{-\frac{t}{4}}(1 + |x|) + e^{-\frac{t}{4}} \right] dt \leq C(1 + |x|). \]  

(7.56) \{?\}
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