Generative and reproducible benchmarks for comprehensive evaluation of machine learning classifiers
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Understanding the strengths and weaknesses of machine learning (ML) algorithms is crucial for determine their scope of application. Here, we introduce the DIverse and GENerative ML Benchmark (DIGEN) – a collection of synthetic datasets for comprehensive, reproducible, and interpretable benchmarking of machine learning algorithms for classification of binary outcomes. The DIGEN resource consists of 40 mathematical functions which map continuous features to discrete endpoints for creating synthetic datasets. These 40 functions were discovered using a heuristic algorithm designed to maximize the diversity of performance among multiple popular machine learning algorithms thus providing a useful test suite for evaluating and comparing new methods. Access to the generative functions facilitates understanding of why a method performs poorly compared to other algorithms thus providing ideas for improvement. The resource with extensive documentation and analyses is open-source and available on GitHub.
Introduction

The development of new machine learning algorithms has accelerated to meet the demands of a variety of big data applications. An important type of machine learning algorithm is the classifier which is designed to accept discrete and/or continuous input features and produce a binary prediction or outcome which matches as close as possible a binary target such as presence or absence of disease or success or failure of a device. This class of algorithms, sometimes referred to as supervised machine learning, is useful in many domains and is often used to complement parametric statistical methods such as logistic regression. Examples include tree-based methods such as decision trees (5), random forests (4), kernel-based methods such as support vector machines (8), and gradient boosted trees (14), as well as and their many variants (7, 15).

Central to the development of machine learning algorithms is their evaluation. A good evaluation should document the strengths and weaknesses of the method and allow a fair and robust comparison to other state-of-the-art methods. Evaluation criteria often include measures of the accuracy of the predictions made, the computational efficiency of the algorithms, the degree of fairness and bias, and the user’s ability to interpret the results from a fitted model. Evaluation results help practitioners understand when it is appropriate to use the method, help readers assess the trustworthiness of the results, and help developers generate ideas for how to make improvements. One approach to evaluation is to use real and/or simulated datasets as ‘benchmarks’. Two commonly used collections of real and synthetic data are the University of California Irvine (UCI) machine learning repository (11), and the Library for Support Vector Machines (LIBSVM) (6) which provide hundreds real datasets with open access. Public efforts focused on reorganizing, standardizing, and expanding those repositories lead to emergence of benchmarking repositories, such as the Penn Machine Learning Benchmark (PMLB) (20), Open Machine Learning 100 (OpenML100) and its curated successor OpenML-CC18 (3). Lot of effort has been made in order to organize benchmarks for regression problems (16,20,21,25). Benchmarks have also become more popular by competitions such as Kaggle (19) that provide data for the comparison of algorithms provided by contestants. The results of such competitions have helped the machine learning community evaluate and improve numerous algorithms.

Increased data accessibility allowed extensive testing of different ML algorithms. A common benchmarking practice is to select a subset of these datasets to illustrate one method performing better than others. There are several problems with this approach. Most importantly, it
is rare to know what the true patterns are in real data. As such, it is difficult know whether an algorithm is performing well because it is modeling the truth or exploiting the noise in the data (i.e. overfitting). This issue can be addressed by the inclusion of replicate datasets drawn from the same experiment or observational study. Ideally, at least three datasets of sufficient sample size and consistent structure would be available for training a model (dataset one), tuning the parameters of the model (dataset two), and validation (dataset three). Additional validation datasets provide additional confidence that the model is generalizable and thus likely to be modeling the signal in the data. However, real data are time consuming and expensive and thus multiple real datasets are rarely available. Even when multiple datasets are available, it is often difficult to know whether the examples are representative of the population they were drawn from or whether the features were measured in the same way. Further, the release of real data to the public can be problematic because of privacy, intellectual property, or confidentiality issues. These limitations have led some to turn to simulated data.

A major advantage of simulated data is that the ground truth is known because the signal and noise are specifically engineered. This may provide some insights into why a method perform better or worse on certain datasets. Further, a generative function makes it possible for the user to generate as many replicate datasets and with any shape to evaluate the methods. Of course, an important limitation of simulated data is that it may not be possible to know whether the patterns being generated are consistent with those from real data. Despite the strengths, there is a noticeable lack of simulated data for benchmarking classification algorithms. Additional limitation is that existing datasets are not focused on differentiating the accuracy of the classifiers. Thus, multiple methods commonly end up having similar performance for multiple available datasets. Those datasets in terms of benchmarking are non-informative and abundant as they do not highlight sufficiently strengths and weaknesses of classification methods.

There are several aspects that a good synthetic benchmark should deliver. A desirable quality of a good synthetic benchmark is not only the ability to differentiate the performance of multiple methods within a dataset, but also between datasets, such that no one method would dominate all the others (this is commonly referred as no free lunch theorem in machine learning). A useful benchmark should also deliver insights regarding types of generative functions that are not suitable for the method being evaluated so that strategies for improving the method can be developed. It should be compact to offer rapid evaluation, yet comprehensive to cover varying types of problems. Ideally, it would cover small problems, but would also provide possibility to scale them to larger problems of any size, with the same built-in ground truth. It
would be also great if the benchmark provided pre-computed information on expected performance of the methods on replicated datasets initialized with different random seeds. Finally, the benchmark should be reproducible, so that the results across multiple machines and operating systems remained the same.

With aforementioned qualities in mind, we introduce the **Diverse and GENerative (DIGEN)**, a synthetic data resource for comprehensive, reproducible, and interpretable benchmarking of machine learning algorithms for classification of binary outcomes. A central goal is to generate a diverse set of mathematical functions which map continuously distributed features to binary outcomes or class variables for the purpose of revealing the strengths and weaknesses of the machine learning algorithms being evaluated.

**Methods**

The resulting collection of datasets has been created as a result of multi-step optimization built on top of a heuristic algorithm that discovers the generative mathematical functions. The datasets are simulated in a specific way that yields maximum diversity of the performance of multiple commonly used machine learning algorithms. The heuristic algorithm has two optimization objectives: accuracy (measured as AUROC between two selected methods), and standard deviation between the remaining methods. The candidate functions have emerged as the result of duels between pairs of machine learning algorithms from the following list: decision trees, gradient boosting, k-nearest neighbors (9), light gradient boosting (LightGBM) (15), logistic regression (17), random forests, support vector machines, and extreme gradient boosting (XGBoost) (7). Within each duel, the endpoint of the datasets was modified so that one method excelled and the other underperformed. Additional requirement was to maximize diversity of the performance of all the algorithms. Using the optimization objectives, we selected 40 benchmarks with unique generative mathematical functions maximizing the diversity and ranking of machine learning algorithm performance. We provide not only synthetic datasets, but also the generative functions used as the ground truth, multiple different analyses for each of the datasets, source code for running analysis and a Docker script to replicate our study - everything as an open-source contribution for the machine learning community.

Details of the heuristic algorithm and its implementation can be found in the Supplementary material, which is available on GitHub Pages. Briefly, the DIGEN resource was built using a heavily modified version of the Heuristic Identification of Biological Architectures for
Simulating Complex Hierarchical Genetic Interactions (HIBACHI) method and software (18) reinforced by selection of Pareto-optimal solutions using NSGA-III strategy (10) and the state-of-the-art hyper-parameters optimization framework Optuna (1). The popular scikit-learn machine learning library (22) was used for analysis with addition of xgboost (2) and lightgbm (3) Python packages. Parameter ranges were set based on the recommendations of the leading hyper-optimization frameworks, such as Optuna, auto-sklearn (12, 13), hyperopt (2), and expert knowledge. The training and testing datasets were split 80/20, we used 10-fold cross-validation. The exact parameter settings of the methods could be found on GitHub.

The DIGEN benchmark resource includes 40 datasets simulated from each of the generative mathematical functions. Each includes 10 features or independent variable generated from a normal distribution with a mean of zero and a variance of one - $N(0, 1)$. The generative mathematical function accepts these features as input returning a continuously distributed outcome variable. We then sort and convert this outcome to binary values $(0, 1)$ in order to create a balanced binary class variable. Each of the 40 datasets has a sample size of $n = 1000$. We provide each of these 40 datasets as the benchmark. Datasets initiated with different random seeds, or with different sizes, could be generated using a Docker container available at GitHub. The functions themselves can be used with features drawn from the same normal distribution to generate as many datasets as desired with any sample and feature sizes. It would not be difficult to extend the heuristic algorithm to generate functions mapping other distributions of input and output data for problems such as those with binary inputs or multi-class or continuous outcomes.

Results

There are several properties which make DIGEN a unique benchmark in the machine learning community. First, DIGEN differentiates the performance of multiple machine learning methods. Figure 1A shows a heatmap of the performance of reference machine learning algorithms (presented in columns) initialized with the default random seed and optimized with 200 hyper-parameter evaluations across all 40 benchmark datasets (rows). The shade of the color is proportional to the area under the receiver operating characteristic (AUROC). Also shown is the results of a hierarchical cluster analysis of the rows and columns visualized using dendro-
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1https://pypi.org/project/scikit-learn/
2https://pypi.org/project/xgboost/
3https://pypi.org/project/lightgbm/
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Figure 1: Performance and similarity of machine learning methods across the 40 DIGEN benchmark datasets. A: Heatmap of AUROC scores for each machine learning method (columns) with respect to each of the datasets (rows). B: Heatmap of Ruzicka similarity (23) between each pair of datasets with regard to the number of common mathematical operators executed in proper order in the generative functions. All machine learning methods were tuned with respect to their hyper-parameters.}

grams with shorter branches indicating higher similarity. Note that no method dominates all datasets. Second, DIGEN includes a diverse set of generative mathematical functions. Figure B shows a heatmap of the Ruzicka similarity of the 40 generative functions. The Ruzicka similarity between each pair of datasets represented as vectors $x$ and $y$ is calculated as the number of mathematical pairs of operators used one after another in the generative function, and is defined as \[
\sum \min(x_i, y_i) / \sum \max(x_i, y_i).
\] Note the low similarity between all benchmark functions. Third, DIGEN is comprehensive. The heuristic algorithm optimization considered hundred of thousands of combinations of mathematical operators using millions of hours of computing time. Further, every machine learning algorithm considered by the heuristic algorithm was tuned by with 200 hyper-parameter combinations evaluated based on AUROC score computed with 10-fold cross-validation.

In addition to the computational properties outlined above, DIGEN has several practical qualities for benchmarking. First, DIGEN datasets and results are reproducible. We have provided a Docker container which allows to reproduce our analyses. New datasets can be
Figure 2: A. Boxplot showing performance of each tuned machine learning method after 100 iterations of hyper-parameter tuning on 100 replicate datasets initialized with different random seeds. B. The mathematical model used to generate the discrete outcome for this dataset (safeDiv performs a safe division which prevents dividing by zero). C. Plot showing combined ROC curves for machine learning methods run on the dataset initiated with the default seed. D. Plot showing combined PRC plots for machine learning methods.

generated from the same feature distributions and mathematical functions producing the same patterns. This will allow the benchmark to be recreated as necessary yielding similar machine learning results depending on the random seed used. Second, DIGEN is scalable. The generative functions allow users to generate as many datasets as they want and with any desired sample size. DIGEN is also compact. The 40 benchmarks were selected from all of those generated by the heuristic to be diverse and to avoid unnecessary redundancy. The goal was to
maximize the utility without burdening the user with too many benchmarks to evaluate. Third, DIGEN is *simple*, as it allows the user to very quickly discover where and why their method is not performing as good as the reference methods. To facilitate this, we have provided the code in Jupyter Notebooks for running the analyses and comparing the machine learning methods covered in the benchmark. We have included multiple pre-computed statistics for each of the 40 generative functions, such as a feature correlation chart, boxplots (Fig. 2A) which reflect the optimized performance with 100 evaluations of the machine learning algorithms across 100 replicate datasets initiated with different random seeds (Fig. 2B), ROC plots (Fig. 2C) and precision-recall curve (PRC) plots (Fig. 2D). All the statistics were computed using tuned machine learning methods with a specific random seed given next to the name of the DIGEN dataset. Finally, DIGEN is *open source*. All the source code along with the benchmark datasets are available on GitHub.

![Graph.png](https://example.com/graph.png)

**Figure 3:** Comparative performance of different ML models on DIGEN. Positive values indicate that the analyzed ML method had better accuracy than the mean accuracy across all of the methods.

## Discussion

Despite the widespread use of benchmarks, there is general recognition that they have important limitations both in their design and their application. We review a few of those limitations here and then present the results of a study designed to generate a comprehensive suite of simulated...
benchmarks designed to reveal the strengths of weaknesses of machine learning classification methods.

In summary, we have generated a comprehensive set of synthetic benchmark data to facilitate the evaluation and comparison of machine learning algorithms for classification of discrete outcomes. Each benchmark dataset comes with the generative mathematical function which can be used to create additional datasets or be used to provide some clues as to why a machine learning algorithm might not be performing well on that particular generative function. The resource is diverse, easy to use, and open-source. Further, it includes tutorials, the source code and mathematical formulas used to simulate the data. This allows to easily extend the resource or benchmark the methods under similar environment. As emphasized by Sculley et al. (24), DIGEN is not only a tool to count the wins of a particular machine learning method, but is intended to be a helpful tool for explaining where the method under performs and hopefully also why.
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Supplementary materials

All the source code along with the tutorials and extensive documentations are open source and available at [https://github.com/EpistasisLab/digen/](https://github.com/EpistasisLab/digen/) Living version of Supplementary material with description of the methods is available at [https://epistasislab.github.io/digen/](https://epistasislab.github.io/digen/)

Abbreviations

AUROC - area under receiver operating characteristics curve

ROC - receiver operating characteristics

PRC - precision-recall curve

ML - Machine Learning