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Abstract—The problem of estimating the angular speed of a solid body from attitude measurements is addressed. To solve this problem, we propose an observer whose dynamics are not constrained to evolve on any specific manifold. This drastically simplifies the analysis of the proposed observer. Using Lyapunov tools, sufficient conditions for global asymptotic stability of a set wherein the estimation error is equal to zero are established. In addition, the proposed methodology is adapted to deal with angular speed estimation for systems evolving on the unit circle. The approach is illustrated through several numerical simulations.
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I. INTRODUCTION

A. Background

Handling rigid bodies, as in aerial or underwater vehicle applications, has been a source of control challenges for several decades now. In particular, the problem of estimating the state of a system evolving on the special group SO(3) has attracted the interest of researchers; see, e.g., [9], [11] and the references therein. It is worth noting that although the problem of attitude filtering has received a lot of attention, only a few contributions addressing angular speed estimation can be found. In [14] for instance, an observer based on quaternion description and discontinuous correction is proposed, and in [18], an observer is designed directly on SO(3), providing almost global asymptotic stability. In [1], another design on SO(3) can be found, providing global convergence. The strategy therein relies on a hybrid mechanism reminiscent of the results in [12]. Recently, angular speed estimators, yet for system spinning around a fixed axis have been presented in [2], [4].

B. Contributions and outline of the paper

The main contribution of this paper pertains to a novel observer for angular speed estimation of rigid bodies from attitude measurements on SO(3) expressed in an inertial frame. The key feature of the solution we propose consists of avoiding the common paradigm requiring to confine angular speed observers on the manifold SO(3). This enables to considerably simplify the structure and the convergence analysis of the observer, which does not require the use of sophisticated geometrical tools. The leading idea of our work is that estimating the angular speed does not require to estimate the attitude. This makes our approach unique when compared to recent results [1], [18]. The price to pay to obtain such a simplification is that our solution does not enable to obtain an estimate of the attitude [18].

The proposed methodology is specialized to the case of a body rotating around a fixed axis. This leads to an angular speed observer that can be exploited in the presence of “wrapped” angular measurements, which is a case of practical relevance. As an additional contribution, we show that in this setting, the observer can be coupled to a specific projection map and be also used for angular position filtering.

The remainder of the paper is organized as follows. Section II presents the problem we solve and the outline of the proposed observer. Section III provides sufficient conditions to ensure global asymptotic stability of the estimation error dynamics and characterizes robustness to small measurement noise. Section IV specializes the results presented in the previous sections to the specific, yet practically relevant, case of a body spinning around a fixed axis, and presents a thorough discussion about angular position estimation. Section V illustrates the proposed methodology in two numerical examples.

C. Notation and Preliminaries

The symbol $\mathbb{R}_{\geq 0}$ ($\mathbb{R}_{>0}$) denotes the set of nonnegative (positive) reals, $\mathbb{R}^n$ is the Euclidean space of dimension $n$, $\mathbb{R}^{n\times m}$ is the vector space of $n \times m$ real matrices represented by the canonical basis, $\mathbb{S}^n_+$ is the set of $n \times n$ symmetric positive definite matrices, and $\text{id}$ is the identity function. Given two topological spaces $X$ and $Y$, $C^0(X; Y)$ is the set of continuous functions from $X$ to $Y$. For a matrix $M \in \mathbb{R}^{n \times m}$ (vector $x \in \mathbb{R}^n$), $M^T$ ($x^T$) denotes the transpose of $M$ (of $x$). For a symmetric matrix $M$, $M \succ 0$ denotes positive definiteness of $M$. Given a metric space $\mathcal{M}$, the symbol $\mathbb{B}$ denotes the closed unit ball in $\mathcal{M}$. For Euclidean vectors, we use the equivalent notation $(x, y) = [x^T \ y^T]^T$. Let $\mathcal{U}$ be a normed linear vector space, $|x|$ stands for the norm of $x$. Let $x \in \mathcal{U}$ and $A \subset \mathcal{U}$ be nonempty, the distance of $x$ to $A$ is defined as $d(x, A) := \inf_{y \in A} |x - y|$. Let $A \subset \mathbb{R}^{n \times n}$ and $B \subset \mathbb{R}^{n \times n}$,

\[
\langle A, B \rangle_{F} := \text{trace}(A^T B)
\]

denotes the Frobenius inner product, and $|A|_{F} = \sqrt{\langle A, A \rangle_{F}}$ the corresponding induced norm. The symbol $\text{so}(3)$ stands for the set of $3 \times 3$ skew symmetric matrices. For any positive integer $n$, $\text{SO}(n) := \{ R \in \mathbb{R}^{n \times n} : R^T R = I, \det(R) = 1 \}$, where $I$ denotes the identity matrix. Given $x \in \mathbb{R}^3$, we define $[x]_{\times} := \begin{bmatrix} 0 & -x_3 & x_2 \\ x_3 & 0 & -x_1 \\ -x_2 & x_1 & 0 \end{bmatrix}$. Notice that...
Property 1. Let $\Theta \in \mathbb{R}^{3 \times 3}$ and $\omega \in \mathbb{R}^{3}$. Then,
$$\operatorname{trace} (\{ [\omega] \}_{\times} \Theta) = \omega^T \operatorname{vec}(\Theta^T - \Theta)$$

Property 2. Let $\Theta \in \mathbb{R}^{3 \times 3}$ and $\omega \in \mathbb{R}^{3}$. Assume that $\Theta$ is nonsingular. Then, $[\omega] \times \Theta = 0 \iff \omega = 0$.

Proof. The implication $\omega = 0 \implies [\omega] \times \Theta = 0$ is trivial.

To conclude the proof, observe that for all $\omega \in \mathbb{R}^{3} \setminus \{0\}$, $\operatorname{rk}[\omega] \times = 2$. Therefore, for all $\omega \in \mathbb{R}^{3} \setminus \{0\}$, $\dim \ker [\omega] \times = 1$.

This implies that for any set of linear independent vectors $\mathcal{V} := \{v_1, v_2, v_3\}$, one has $\mathcal{V} \not\subseteq \ker [\omega] \times$. This concludes the proof. \hfill \square

D. Preliminaries on Constrained Differential Inclusions

In this paper we consider dynamical systems of the form:
$$\dot{x} = F(x), \quad x \in C,$$
where $x \in \mathcal{U}$ is the system state, $\mathcal{U}$ is a normed finite dimensional linear vector space, $C \subset \mathcal{U}$, and the set valued map $F: \operatorname{dom} F \rightrightarrows \mathcal{U}$. In particular, we say that (1) satisfies the so-called \textit{basic conditions} if: $C$ is closed in $\mathcal{U}$, $F$ is outer semicontinuous and locally bounded on $C$, $C \subset \operatorname{dom} F$, and for all $x \in C$, $F(x)$ is convex. A function $\phi: \operatorname{dom} \phi \rightarrow \mathcal{U}$ is a solution to (1) if $\phi$ is an interval of $\mathbb{R}_{\geq 0}$ including zero, $\phi(0) \in C$, $\phi$ is locally absolutely continuous, and for almost all $t \in \operatorname{dom} \phi$, $\phi(t) \in C$ and $\phi(t) \in \mathcal{F}(\phi(t))$. A solution to (1) is said to be maximal if its domain cannot be extended and complete if its domain is unbounded. The following stability notion for compact sets is considered.

Definition 1. Let $A \subset \mathcal{U}$ be compact. We say that $A$ is:
(i) stable for (1) if for any $\varepsilon > 0$, there exists $\delta > 0$ such that any solution $\phi$ to (1) with $d(\phi(0), A) \leq \delta$ satisfies for all $t \in \operatorname{dom} \phi$, $d(\phi(t), A) \leq \varepsilon$;
(ii) globally pre-attractive for (1) if for any $\mu > 0$ every solution $\phi$ to (1) with $d(\phi(0), A) \leq \mu$ is bounded and, if $\phi$ is complete, $\lim_{t \rightarrow \infty} d(\phi(t), A) = 0$;
(iii) globally pre-asymptotically stable (GpAS) for (1) if it is both stable and globally pre-attractive.

The following definition is used in the paper.

Definition 2. Given a nonempty set $A$ and a function $V: \operatorname{dom} V \rightarrow \mathbb{R}$, with $\operatorname{dom} V \supset A$, we say that $V$ is positive definite with respect to $A$ if for all $x \in (\operatorname{dom} V \setminus A), V(x) > 0$ and $V(A) = \{0\}$.

See [8] for more details on these assumptions and definitions for the more general case of hybrid dynamical systems.

II. Problem Statement and Solution Outline

We consider the attitude dynamics of a rigid body in $\mathbb{R}^3$ actuated via a torque $u \in \mathbb{R}^3$, that is:
$$\dot{\mathcal{R}} = [\mathcal{R}J_0^{-1}\mathcal{R}^T]q \times \mathcal{R}$$
$$\dot{q} = u$$
$$\omega = \mathcal{R}J_0^{-1}\mathcal{R}^Tq,$$
where $\mathcal{R} \in \text{SO}(3), \ q \in \mathbb{R}^3$, and $\omega \in \mathbb{R}^3$ represent the body attitude, angular momentum, and angular speed (all) expressed in an inertial reference frame, respectively; see, e.g., [18]. The matrix $J_0 \in \mathbb{S}^{3 \times 3}_0$ represents the body inertia matrix expressed in a body-fixed frame. We assume that the input torque is selected such that the angular momentum $q$ belongs to some compact set $K_q \subset \mathbb{R}^3$, i.e., the angular speed is bounded.

Assuming that a measurement of $\mathcal{R}$ is accessible, our goal is to design an observer providing an estimate $\hat{\omega}$ of the angular speed $\omega$. To solve this problem, we propose the following observer with state $1$ ($\hat{\mathcal{R}}, \hat{q}$) $\in \mathbb{R}^{3 \times 3} \times \mathbb{R}^3$:
$$\hat{\mathcal{R}} = [\mathcal{R}J_0^{-1}\mathcal{R}^T]q \times \mathcal{R} + \Gamma(\hat{\mathcal{R}})$$
$$\dot{\hat{q}} = u + K\mathcal{R}J_0^{-1}\mathcal{R}^T\operatorname{vec}(\mathcal{R}\mathcal{R}^T - \mathcal{R}\hat{\mathcal{R}}^T)$$
$$\omega = \hat{K}J_0^{-1}\mathcal{R}^T\hat{q},$$
where $\hat{\mathcal{R}} := \mathcal{R} - \hat{\mathcal{R}}$, while $K \in \mathbb{R}^{3 \times 3}$ and $\Gamma \in C^0(\mathbb{R}^{3 \times 3} \times \mathbb{R}^{3 \times 3})$ are to be designed.

The state $\hat{\mathcal{R}}$ represents a sort of estimate of the attitude $\mathcal{R}$, while $\hat{q}$ represents an estimate of the angular momentum. In this sense, the observer we propose is a full-order observer. On the other hand, it is worthwhile to remark that the state $\hat{\mathcal{R}}$ is not constrained to belong to $\text{SO}(3)$, i.e., $\hat{\mathcal{R}}$ does not represent a meaningful attitude estimate. In other words, the proposed angular speed observer does not comply with the geometry of the special group $\text{SO}(3)$, yet, as shown in Section III, it generates an asymptotically converging estimate of the angular speed $\omega$. This enables to dramatically simplify the analysis of the observer.

To analyze the considered state estimation problem, let us define the following estimation error for the angular momentum $\hat{\omega} := q - \hat{q}$. Moreover, to simplify the analysis, inspired by [10], [12], we assume the input torque $u$ is generated by the following exosystem:
$$\dot{u} \in M\mathcal{B}, \quad u \in K_u,$$
where $M > 0$ and $K_u \subset \mathbb{R}^3$ is compact. Notice that solutions to (4) are bounded but not necessarily differentiable, which allows (4) to capture a large class of inputs.

By taking as a state $x := (\mathcal{R}, q, \hat{\mathcal{R}}, \hat{q}, u) \in U := \mathbb{R}^{3 \times 3} \times \mathbb{R}^3 \times \mathbb{R}^{3 \times 3} \times \mathbb{R}^3 \times \mathbb{R}^3$, endowed with the norm
$$|x| := \sqrt{\langle \mathcal{R}, \mathcal{R} \rangle \dot{x} + q^Tq + \langle \hat{\mathcal{R}}, \hat{\mathcal{R}} \rangle \dot{\hat{q}} + \dot{q}^T \hat{q} + u^Tu},$$
$1$ and $\mathcal{R}^T$ are swapped in (3).
the interconnection of plant (2) and observer (3) can be represented as the following constrained differential inclusion

$$\dot{x} \in F(x), \quad x \in \mathcal{X},$$

(5)

where $\mathcal{X} := \text{SO}(3) \times K_q \times \mathbb{R}^{3 \times 3} \times \mathbb{R}^3 \times K_u \subset \mathcal{U}$ and

$$F(x) := \begin{bmatrix} [RJ_0^{-1}RT q] \times \mathcal{R} \\ u \\ [RJ_0^{-1}RT q] \times \mathcal{R} - \Gamma(\mathcal{R}) \\ -KRJ_0^{-1}RT \text{vec}(\mathcal{R}RT - \mathcal{R}R^T) \end{bmatrix}, \quad \forall x \in \mathcal{X}.$$ 

(6)

**Remark 1.** Maximal solutions to (5) are not necessarily complete. On the other hand, any bounded solution to (2)-(3)-(4) can be captured by (5) by taking the compact set $K_q$ large enough.

The following result can be established for (5).

**Lemma 1.** The set $\mathcal{X}$ is closed in $\mathcal{U}$, $F$ is locally bounded and outer semicontinuous relative to $\mathcal{X}$, and for all $x \in \mathcal{X}$, $F(x)$ is convex. Namely, (5) satisfies the basic conditions in Section 1-D.

**Proof.** Closedness of $\mathcal{X}$ follows directly from $\text{SO}(3)$, $K_q$, and $K_u$ being compact. Local boundedness of $F$ relative to $\mathcal{X}$ follows from the continuity of the first four entries of $F$ and the compactness of the last entry, i.e., $M/\mathbb{B}$. The same continuity property, along with the closedness of $M/\mathbb{B}$ imply that the graph of $F$ is relatively closed in $\mathcal{X} \times \mathcal{U}$, hence from [8, Lemma 5.10] $F$ is outer semicontinuous relative to $\mathcal{X}$. To conclude, notice that for all $x \in \mathcal{X}$, $F(x) = \{f_1\} \times \{f_2\} \times \{f_3\} \times \{f_4\} \times M/\mathbb{B}$ for some $f_i$’s. This shows that $F(x)$ is convex for all $x \in \mathcal{X}$. 

To solve the state estimation problem, we introduce the following compact attractor

$$A := \{x \in \mathcal{X}: \mathcal{R} = 0, \hat{q} = 0\} \subset \mathcal{X},$$

(7)

and design the observer gains $\Gamma$ and $K$ to ensure that $A$ is globally pre-asymptotically stable for (5), thereby ensuring that $\hat{\omega}$ in (3) asymptotically approaches $\omega$ (along with complete solutions). In particular, notice that for all $x \in \mathcal{X}$, one has $d(x, A) = \sqrt{[R]_q^2 + \hat{q}^2} \hat{q}^2$.

### III. Analysis of the Observer

#### A. Nominal case

Before stating the main result of this section, we recall the following obvious result that applies to (2).

**Proposition 1.** Let $\phi$ be any complete solution to (2) and let $(\phi_{\mathcal{R}}, \phi_q)$ be, respectively, the $\mathcal{R}$ and $q$ components of $\phi$. Then, $(\phi_{\mathcal{R}}, \phi_q)$ is bounded.

**Proof.** The proof simply follows from the fact that $\text{rge}(\phi_{\mathcal{R}}, \phi_q) \subset \text{SO}(3) \times K_q$, which is a compact set. 

In the result given next, we provide sufficient conditions on the nonlinear gain $\Gamma$ and on the gain $K$ to ensure global pre-asymptotic stability of the set $A$ for (5). The result relies on the use of an invariance principle, whose application is enabled by the fact that (5) satisfies the basic conditions (see Lemma 1); see [15] for more details on invariance principles for constrained differential inclusions.

**Theorem 1.** Let $\Gamma$ be positive definite, i.e., for all $R \in \mathbb{R}^{3 \times 3} \setminus \{0\}$, $\langle \Gamma(R), R \rangle > 0$, $\Gamma(0) = 0$, and $K \in \mathbb{S}_+^3$. Then, the set $A$ defined in (7) is $GpAS$ for (5).

**Proof.** Consider the following Lyapunov candidate:

$$V(x) = \frac{1}{2} \langle \tilde{\Gamma}(\mathcal{R}), \mathcal{R} \rangle_x + \frac{1}{2} \mathcal{q}^T K^{-1} \mathcal{q} \quad \forall x \in \mathcal{U}. \quad (8)$$

Notice that $V$ is continuously differentiable on $\mathcal{U}$ and positive definite with respect to the set $A$ defined in (7) on $\mathcal{X}$. With a slight abuse of notation, let for all $x \in \mathcal{X}$, $\dot{V}(x) := \langle \nabla V(\mathcal{R}, \hat{q}), h(x) \rangle$,

$$h(x) := \begin{bmatrix} [RJ_0^{-1}RT q] \times \mathcal{R} - \Gamma(\mathcal{R}) \\ -KRJ_0^{-1}RT \text{vec}(\mathcal{R}RT - \mathcal{R}R^T) \end{bmatrix},$$

and for all $(R_1, q_1), (R_2, q_2) \in \mathbb{R}^{3 \times 3} \times \mathbb{R}^3$,

$$\langle (R_1, q_1), (R_2, q_2) \rangle := \langle R_1, R_2 \rangle_x + \mathcal{q}_1^T \mathcal{q}_2. \quad \text{Then, direct computations (see also [3, Proposition 10.7.4, page 631] for trace differentiation rules) show that for all } x \in \mathcal{X}, \text{ one has:}$$

$$\dot{V}(x) = \text{trace} (\tilde{\mathcal{R}}^T [RJ_0^{-1}RT q] \times \mathcal{R} - \mathcal{R}) - \text{trace} (\tilde{\mathcal{R}}^T \Gamma(\mathcal{R}))$$

$$- \mathcal{q}^T R J_0^{-1}RT \text{vec}(\mathcal{R}RT - \mathcal{R}R^T). \quad (9)$$

In particular, by using the cyclic property of the trace, one has, for all $x \in \mathcal{X}$

$$\dot{V}(x) = \text{trace} ([RJ_0^{-1}RT q] \times \mathcal{R}RT) - \text{trace} (\tilde{\mathcal{R}}^T \Gamma(\mathcal{R}))$$

$$- \mathcal{q}^T R J_0^{-1}RT \text{vec}(\mathcal{R}RT - \mathcal{R}R^T). \quad (10)$$

At this stage, notice that from Property 1 for all $x \in \mathcal{X}$

$$\text{trace} ([RJ_0^{-1}RT q] \times \mathcal{R}RT) = \mathcal{q}^T R J_0^{-1}RT \text{vec}(\mathcal{R}RT - \mathcal{R}R^T).$$

Hence, plugging the above expression into (10) gives:

$$\dot{V}(x) = -\text{trace} (\tilde{\mathcal{R}}^T \Gamma(\mathcal{R})) = -\langle \mathcal{R}, \Gamma(\mathcal{R}) \rangle_x \quad \forall x \in \mathcal{X}. \quad (11)$$

Using positive definiteness of $\Gamma$, one has that for all $x \in \mathcal{X}$, $\dot{V}(x) \leq 0$. Hence, since $V$ is continuous and positive definite with respect to $A$ on $\mathcal{X}$, from [8, Theorem 8.8] it follows that $A$ is stable for (5). To conclude the proof, we show that the assumption in [8, Theorem 8.8, item b)] holds. In particular, we show that for all $r^* > 0$, the largest weakly invariant subset of

$$V^{-1}(r^*) \cap \hat{V}^{-1}(0) \quad (12)$$

is empty. Pick $r^* > 0$ and assume by contradiction that there exists a nonempty weakly invariant set $\Omega$, such that $\Omega \subset V^{-1}(r^*) \cap V^{-1}(0)$. This implies that there exists a solution $\psi$ to (5) such that for all $t \in \text{dom } \psi$, $V(\psi(t)) = r^*$ and $V(\psi(t)) = 0$. Namely, due to $\Gamma$ being positive definite and $\Gamma(0) = 0^2$, for all $t \in \text{dom } \psi$:

$$\frac{1}{2} \mathcal{q}_t^T K^{-1} \mathcal{q}_t(t) = r^*, \quad \psi_{\mathcal{R}}(t) = 0. \quad (13)$$

The fact that $\Gamma(0) = 0$ is not needed here but it is used below to restrict the dynamics of (5).
Combining the above expression with (5) implies that for all \( t \in \text{dom} \, \psi \), \([\psi_R(t) J_0^{-1} \psi_T^r(t) \psi_T^l(t)] \psi_T^l(t) = 0\). Therefore, since \( \text{rge} \, \psi_T^l \subseteq \text{SO}(3) \), using Property 2, one has that for all \( t \in \text{dom} \, \psi \), \( \psi_T^l(t) J_0^{-1} \psi_T^r(t) \psi_T^l(t) = 0 \). Hence, from \( J_0 > 0 \), it turns out that \( \psi_T^l = 0 \). This, due to (13), contradicts the fact that \( \rho^* > 0 \). To show global pre-attractivity, observe that from Proposition 1 and (11), it follows that any solution to (5) is bounded. Therefore, from [8, Corollary 8.4] it follows that for some \( \rho^* > 0 \) any complete solution to (5) converges to the nonempty largest weakly invariant subset of (12). Hence, since we showed above that \( \rho^* \) must be zero, it follows that complete solutions to (5) converge to \( \mathcal{A} \). This establishes the result. \( \square \)

**B. Robustness to small measurement noise**

We assume that measurements of the rotation matrix \( \mathcal{R} \) are affected by a bounded additive measurement noise \( \eta \in \mathbb{R}^{3 \times 3} \). In this scenario, the interconnection of the plant and the observer can be modeled as

\[
\dot{x} = F_n(x, \eta), \quad x \in \mathcal{X} \cap \mathcal{O}, \quad \eta \in \mathbb{R}^{3 \times 3},
\]

where for all \( x \in \mathcal{X}, \eta \in \mathbb{R}^{3 \times 3}, F_n(x, \eta) \) are the dynamics of \( x \) when \( \mathcal{R} \) is replaced by \( \mathcal{R} + \eta \) in the observer dynamics (3) and \( \mathcal{O} \subset \mathcal{U} \) is an arbitrary compact set that is introduced to simplify the analysis.

**Proposition 2** (Robustness to small measurement noise). Suppose that the set \( \mathcal{A} \) in (7) is GpAS for system (5). Then, there exists \( \beta \in KL \) such that the following holds. Let \( \mathcal{O} \subset \mathcal{U} \) be compact and \( \varepsilon > 0 \). Then, there exists \( \delta > 0 \) such that any maximal solution pair \( (\phi, \eta) \) to (14) with \( \text{rge} \eta \subseteq \delta \mathbb{B} \) satisfies:

\[
d(\phi(t), \mathcal{A}) \leq \beta(d(\phi(0), \mathcal{A}), t) + \varepsilon \quad \forall t \in \text{dom} \phi.
\]

**Proof.** Let \( \rho > 0 \) and define the following \( \rho \)-perturbation of (5):

\[
\dot{x} = F'_n(x), \quad x \in \mathcal{X} \cap \mathcal{O},
\]

with \( F'_n(x) \coloneqq F(x) + \rho \mathbb{B} \). Since (5) satisfies the basic conditions and from Theorem 1, \( \mathcal{A} \) is GpAS for (5), by applying [8, Theorem 6.30, Theorem 7.12, and Lemma 7.20], it follows that there exists \( \beta \in KL \) and \( \rho^* > 0 \) such that any maximal solution \( \phi \) to (16) with \( \rho \in (0, \rho^*) \) satisfies \( d(\phi(t), \mathcal{A}) \leq \beta(d(\phi(0), \mathcal{A}), t) + \varepsilon \) for all \( t \in \text{dom} \phi \), which reads as the bound in (15). To conclude, we relate solutions to (14) and solutions to (16). To this end, notice that by continuity of the observer dynamics and compactness of \( \mathcal{X} \cap \mathcal{O} \), there exists a continuous function \( \sigma : \mathbb{R}^2_0 \rightarrow \mathbb{R}^2_0 \) with \( \sigma(0) = 0 \) such that for all \( \delta \geq 0 \) and \( (x, \eta) \in (\mathcal{X} \cap \mathcal{O}) \times \delta \mathbb{B} \), \( F_n(x, \eta) \subseteq F'_n(\sigma(x, \eta)) \). Select \( \delta > 0 \) small enough so that \( \sigma(\delta) \leq \rho^* \). Then, given any maximal solution pair \( (\phi, \eta) \) to (14) with \( \text{rge} \eta \subseteq \delta \mathbb{B} \), \( \phi \) is a solution to (16) with \( \rho = \rho^* \). Hence, due to the bound established above for solutions to (16), (15) holds for \( \phi \) and this concludes the proof. \( \square \)

**IV. Angular Speed Estimation on SO(2)**

In this section, we show how the construction proposed in this paper can be also adopted to build an angular speed observer whenever rotations occur around a fixed axis. This problem has been recently considered in [4] via hybrid systems tools. The approach proposed by the authors in that reference essentially relies on the idea that discontinuities induced by phase wrap can be thought as instantaneous changes of the angular position. A wholly similar approach has been adopted in the literature of pulse coupled oscillators; see, e.g., [6], [7], [13], just to mention a few. A similar instance of this state estimation problem has also appeared in [2] in the context of sensorless control of permanent magnets motors.

To fully capitalize on the approach proposed in this paper, as opposed to [2], [4], we represent the dynamics of a body spinning around a fixed axis as a dynamical system in the state space \( \mathbb{R}^{2 \times 2} \times \mathbb{R} \) evolving in \( SO(2) \times U \), where \( U \) is a compact interval, namely:

\[
\dot{R} = \omega SR, \quad \dot{\omega} = \frac{1}{J} u.
\]

The state \( R \in \mathbb{R}^{2 \times 2} \) represents the attitude of the body that is assumed to be measured, \( \omega \) is the angular speed to be estimated, \( u \in \mathbb{R} \) is the input torque, \( J > 0 \) the inertia of the body around the spinning axis, and \( S := \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \).

For the sake of exposition, we assume that \( u = 0 \); nonzero input torques can be easily included in the analysis, e.g., by following the approach outlined in Section II.

**Remark 2.** In [2], [4], the authors assume that only “wrapped measurements” for the angular position are available. On the other hand, by observing that there exists a natural bijection between \( SO(2) \) and \( (-\pi, \pi) \), wrapped measurements, say in \( (-\pi, \pi) \), are nothing but the image of elements in \( SO(2) \) via the above mentioned bijection. Thus, the approach we propose in this paper can be directly employed in the settings analyzed in [2], [4].

**A. Angular speed observer**

Following Section II, we propose the following observer:

\[
\dot{\hat{R}} = \hat{\omega} SR + \Gamma (R - \hat{R}), \quad \dot{\hat{\omega}} = \kappa \text{trace}((R - \hat{R})^T SR)
\]

where \( \Gamma \in C^0(\mathbb{R}^{2 \times 2}; \mathbb{R}^{2 \times 2}) \) and \( \kappa \in \mathbb{R} \) are to be designed. By introducing the error coordinates \( \tilde{R} := R - \hat{R}, \tilde{\omega} := \omega - \hat{\omega} \),

6 Typo in published version, i.e., \( 1 \) and \( -1 \) swapped in \( S \).

7 In the published version, the statement “SO(2) and \((-\pi, \pi)\) are isomorphic” should read “there exists a bijection between SO(2) and \((-\pi, \pi)\)”. Indeed, obviously there is no continuous mapping from SO(2) to \((-\pi, \pi)\). Notice, our argument to relate wrapped measurements to elements in SO(2) does not rely on the continuity of such a mapping but only on its bijectivity; see Section B in the Appendix for more details.

8 A reduced order observer may be easily derived by replacing the measurement \( R \) by \( R_v \), with \( 0 \neq v \in \mathbb{R}^2 \). However, the resulting observer cannot be employed for angular position filtering as in Section IV-B.
the interconnection of (17) and (18) can be written as the following dynamical system with state \( \chi := (R, \omega, \tilde{R}, \tilde{\omega}) \in \mathcal{V} := \mathbb{R}^{2 \times 2} \times U \times \mathbb{R}^{2 \times 2} \times \mathbb{R} \)

\[
\begin{align*}
\dot{R} &= \omega SR \\
\dot{\omega} &= 0 \\
\dot{\tilde{R}} &= \tilde{\omega} SR - \Gamma(\tilde{R}) \\
\dot{\tilde{\omega}} &= -\kappa \text{trace}(\tilde{R}^T SR)
\end{align*}
\]

where \( \mathcal{T} := SO(2) \times U \times \mathbb{R}^{2 \times 2} \times \mathbb{R} \).

Similarly to Section III, we introduce the compact set:

\[
\mathcal{W} := \{ \chi \in \mathcal{T} : \tilde{R} = 0, \tilde{\omega} = 0 \} \subset \mathcal{V},
\]

wherein the estimation error is equal to zero and provide sufficient conditions for global pre-asymptotic stability of \( \mathcal{W} \).

**Theorem 2.** Let \( \Gamma \) be positive definite (with respect to the Frobenius inner product on \( \mathbb{R}^{2 \times 2} \)), \( \Gamma(0) = 0 \), and \( \kappa > 0 \). Then, the set \( \mathcal{W} \) in (20) is GpAS for (19).

The above result can be easily proven via a simple adaptation of the proof of Theorem 1, therefore its proof is omitted.

### B. Discussion on Angular Position Filtering

The objective of the proposed observer is to generate an estimate of the angular speed based on attitude measurements. In this section, we briefly discuss the problem of attitude filtering, which is a relevant problem in the presence of noisy measurements. As mentioned in Section II, the proposed observer does not provide a meaningful estimate of the attitude. A possible approach to solve this problem consists of computing online the “nearest” rotation matrix to the estimate generated by the observer. However, obtaining a closed-form expression of such a “projection” operation turns out to be a difficult problem; see [16]. Nonetheless, in this section we show how such an explicit expression can be obtained in the context of SO(2).

The set of nearest matrices to a given matrix \( H \in \mathbb{R}^{2 \times 2} \) can be implicitly represented by the set-valued map \( \Pi : \mathbb{R}^{2 \times 2} \ni SO(2) \) defined for all \( H \in \mathbb{R}^{2 \times 2} \) as:

\[
\Pi(H) = \arg \min_{\tilde{R}} \{ ||R - H||^2_F \mid R^T R = I, \det(R) = 1 \}.
\]

The result given next provides a closed-form expression of the set valued map \( \Pi \).

**Proposition 3.** Let \( \Upsilon := \{ H \in \mathbb{R}^{2 \times 2} \mid H = H^T, \text{trace}(H) = 0 \} \). Define, for all \( H \in \mathbb{R}^{2 \times 2} \setminus \Upsilon \):

\[
\begin{align*}
\vartheta(H) &= \frac{h_{11} + h_{22}}{\sqrt{(h_{11} + h_{22})^2 + (h_{12} - h_{21})^2}} \\
\varphi(H) &= \frac{h_{12} - h_{21}}{\sqrt{(h_{11} + h_{22})^2 + (h_{12} - h_{21})^2}}
\end{align*}
\]

where for all \( (i, j) \in \{1, 2\}^2 \), \( h_{ij} \) is the \( i, j \)-entry of \( H \). Then, the following identity holds:

\[
\Pi(H) = \begin{cases} 
\text{SO}(2) & \text{if } H \in \Upsilon \\
\{ \begin{bmatrix} \vartheta(H) & \varphi(H) \\ -\varphi(H) & \vartheta(H) \end{bmatrix} \} & \text{otherwise.}
\end{cases}
\]

**Proof.** The proof of the result is established applying Lagrange multiplier method. In particular, by recalling that \( \text{SO}(2) = \left\{ \begin{bmatrix} x & y \\ -y & x \end{bmatrix} : x^2 + y^2 = 1, x, y \in \mathbb{R} \right\} \), the optimization problem associated to (21) can be equivalently rewritten as:

\[
\begin{aligned}
&\text{minimize}_{x, y \in \mathbb{R}} \frac{2}{2} (h_{21} + y)^2 + (h_{11} - x)^2 + (h_{22} - x)^2 + (h_{12} - y)^2 \\
&\text{subject to } x^2 + y^2 = 1
\end{aligned}
\]

The Lagrangian associated to (23) reads:

\[
L_H(R, \lambda) = \frac{(h_{21} + y)^2 + (h_{11} - x)^2 + (h_{22} - x)^2 + (h_{12} - y)^2}{2} + \lambda (1 - x^2 - y^2)
\]

where \( \lambda \in \mathbb{R} \) is the Lagrange multiplier. Therefore, the necessary conditions for optimality read:

\[
(2 - \lambda^*)x^* - h_{11} - h_{22} = 0, \quad (2 - \lambda^*)y^* + h_{21} - h_{12} = 0
\]

\[
x^*^2 + y^*^2 = 1
\]

Now we analyze two possible cases:

- **Case I:** \( H \in \Upsilon \). In this case, solving (24) one gets \( (2 - \lambda^*)x^* = 0, (2 - \lambda^*)y^* = 0, x^*^2 + y^*^2 = 1 \), which gives \( R^* \in \text{SO}(2) \), \( \lambda^* = 2 \), thereby showing (22) for all \( H \in \Upsilon \).

- **Case II:** \( H \notin \Upsilon \). In this case (24) yields \( x_{1,2}^* = \pm \vartheta(H) \), \( y_{1,2}^* = \pm \varphi(H) \), \( \lambda_{1,2}^* = 2 \pm \sqrt{(h_{11} + h_{22})^2 + (h_{12} - h_{21})^2} \). At this stage, notice that

\[
\begin{aligned}
&g \left( \begin{bmatrix} -\vartheta(H) & -\varphi(H) \\ \varphi(H) & -\vartheta(H) \end{bmatrix} \right) - g \left( \begin{bmatrix} \varphi(H) & \vartheta(H) \\ -\varphi(H) & -\vartheta(H) \end{bmatrix} \right) \\
&= \frac{4}{\sqrt{(h_{11} + h_{22})^4 + (h_{12} - h_{21})^4}} \leq 0
\end{aligned}
\]

Namely, the unique element of (21) reads as \( R^* = \begin{bmatrix} \vartheta(H) & \varphi(H) \\ -\varphi(H) & \vartheta(H) \end{bmatrix} \). This concludes the proof.

The property below holds for set valued map \( \Pi \).

**Lemma 2.** Let \( \Pi \) be any selection of \( \Pi \) and \( Q := \mathbb{R}^{2 \times 2} \setminus \Upsilon \). Then, \( \pi \) is continuously differentiable on \( Q \).

**Proof.** The proof simply follows by noticing that \( Q \) is open, for all \( H \in Q \), \( \pi(H) = \frac{\vartheta(H) \varphi(H)}{\varphi(H) \vartheta(H)} \), and that \( H \mapsto T(H) \) is continuously differentiable.
Lemma 2 ensures that for all $\mathbb{R}_{>0} \ni t \mapsto R(t) \in SO(2)$ and $\mathbb{R}_{>0} \ni t \mapsto \tilde{R}(t)$, the following implication holds:

$$\lim_{t \to \infty} \tilde{R}(t) = 0 \implies \lim_{t \to \infty} \Pi(R(t) - \tilde{R}(t)) - R(t) = 0$$

Roughly speaking, this ensures that projecting $\tilde{R}$ onto $SO(2)$ yields a proper converging estimate of the attitude $R$.

V. NUMERICAL EXAMPLES

A. Angular Speed estimation on $SO(3)$

In this example, we showcase the effectiveness of the results proposed in Section III via numerical simulations. In particular, we consider the scenario of [18, Section VI] in which $J_0 = \begin{bmatrix} 5 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 2 \end{bmatrix}$ and (2) is initialized as $R(0) = \exp(\pi/4[e_1]_\times)$, $\omega(0) = (1, -1.5, 2.5)$, where $e_1 = (1, 0, 0)$. The observer (3) is initialized at $\tilde{R}(0) = R_0$, $\tilde{\omega}(0) = 0$ and for simplicity we set $u = 0$. Fig. 1 depicts the evolution of $\omega - \tilde{\omega}$ with $\Gamma = 20id$ and different selections of $K$ and $\Gamma$. Fig. 1 clearly shows that the proposed observer yields a converging estimate of $\omega$ and underlines the impact of the parameters $K$ and $\Gamma$ on the convergence speed. Namely, for $K = 100J_0$ and $\Gamma = 20id$ the proposed observer practically converges in 1.5 seconds, which appears to be much faster when compared with the numerical results in [18]. Notice also that for the same selection of $K$, taking $\Gamma = 10^3id$ negatively affects the convergence speed. To assess the impact of measurement noise on the observer, in Fig. 2 we report the evolution of $\omega - \tilde{\omega}$ (after transient) in the presence of a band-limited white measurement noise. The figure underlines that fast convergence speed comes at the price of increased noise sensitivity.

![Fig. 1: Evolution of the angular speed estimation error for the example in Section V-A for different tunings: $K_1 = 100J_0$, $\Gamma = 20id$ (blue), $K_2 = 10J_0$, $\Gamma = 20id$ (orange), $K_3 = 30J_0$, $\Gamma = 20id$ (yellow), $K_4 = 5I$, $\Gamma = 20id$ (dashed black), and $K_4 = 100J_0$, $\Gamma = 10^3id$ (green).](image1)

![Fig. 2: Evolution of angular speed estimation error for the example of Section V-A with $\Gamma = 20id$ for different selections of $K$: $K_1 = 100J_0$, $K_2 = 10J_0$, and $K_3 = 30J_0$ in the presence of measurement noise. Simulations are performed with a band-limited white noise with noise power $10^{-5}$.](image2)

B. Angular speed estimation on $SO(2)$

In this section, we illustrate the results of Section IV via numerical simulations. As in [2], [4], we assume to have access to measurements of the angular position $\theta$ wrapped in the interval $(-\pi, \pi]$ and map those to $SO(2)$ via the standard bijection from $(-\pi, \pi]$ to $SO(2)$. Fig. 3 shows the evolution of $\theta, \omega, \tilde{\omega}$, and $\theta$ from the following initial condition: $\theta(0) = \pi/2$, $\tilde{R}(0) = I$, $\omega(0) = 10$, $\tilde{\omega}(0) = 0$, when $\Gamma = 40id$ and $K = 200$. The estimate $\hat{\theta}$ is obtained via (22) by mapping $\Pi(\tilde{R}) \in SO(2)$ to $(-\pi, \pi]$. The picture points out that, despite wrapped measurements, the proposed observer provides a convergent estimate of the angular speed. To illustrate the results of Section IV-B, we perform some simulations in which angular measurements are affected by a bounded additive noise $\eta(t) = 0.1 \sin(10^4t)$. Fig. 4 reports the evolution of the estimate $\hat{\theta}$ of the angular position along with the angular speed estimation error. Simulations show that the proposed observer is robust to measurement noise and that the attitude filtering technique of Section IV-B is effective in yielding a smoother estimate of the angular position.

VI. CONCLUSION

In this letter, we provided new insights on the angular speed estimation problem for rigid bodies. The main contribution is an angular speed observer freed from the typical geometrical constraints induced by the manifold $SO(3)$. Global asymptotic stability of the estimation error dynamics was established via a Barbasin-Krasovskii-LaSalle principle. The methodology was specialized to the case of systems rotating around a fixed axis. In this specific case, we showed how the proposed observer can also be used to filter noisy angular measurements. Future research directions include an extension towards exponential convergence as in [17] and a finer analysis of the effect of...
measurement noise. In addition, experimental validation and sampled-data implementations will be considered.
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APPENDIX
A. Additional details for the proof of Theorem 1
The proof of Theorem 1 relies on the computation of vector \(\nabla V(\widetilde{R}, \widetilde{q})\), where
\[
(\widetilde{R}, \widetilde{q}) \mapsto V(\widetilde{R}, \widetilde{q}) = \frac{1}{2} \langle \widetilde{R}, \widetilde{R} \rangle_F + \frac{1}{2} \widetilde{q}^T K^{-1} \widetilde{q}
\]
which enables to express the directional derivative of \(x \mapsto V(\widetilde{R}, \widetilde{q})\) along the dynamics of system (5) as
\[
\langle \nabla V(\widetilde{R}, \widetilde{q}), h(x) \rangle
\]
where for all \(x \in X\)
\[
h(x) := \left[ \frac{[\mathcal{R} J_0^{-1} \mathcal{R}^T \hat{q}] \times \mathcal{R} - \Gamma(\widetilde{R})}{- \mathcal{K} \mathcal{R} J_0^{-1} \mathcal{R} \mathcal{R}^T \mathcal{R} \Gamma(\mathcal{R}) - \mathcal{R} \Gamma(\mathcal{R})} \right],
\]
and for all \((R_1, q_1), (R_2, q_2) \in \mathbb{R}^{3 \times 3} \times \mathbb{R}^3\),
\[
\langle (R_1, q_1), (R_2, q_2) \rangle := \langle R_1, R_2 \rangle_F + q_1^T q_2.
\]
By definition
\[
\nabla V(\widetilde{R}, \widetilde{q}) = \sum_{i=1}^{12} (\nabla V(\widetilde{R}, \widetilde{q}) e_i) e_i \in \mathbb{R}^{3 \times 3} \times \mathbb{R}^3
\]
where \(\{e_i\}_{i=1}^{12}\) is any orthonormal basis of \(\mathbb{R}^{3 \times 3} \times \mathbb{R}^3\) (ended with the standard inner product \(\langle \cdot, \cdot \rangle_F + \langle \cdot, \cdot \rangle_{\mathbb{R}^3}\)). In particular, \(\nabla V(\widetilde{R}, \widetilde{q})\) is the Riesz representation of \(DV(\widetilde{R}, \widetilde{q})\), which, being unique, does not depend on the basis \(\{e_i\}_{i=1}^{12}\).
To perform this computation, we select the canonical basis of \(\mathbb{R}^{3 \times 3} \times \mathbb{R}^3\), that is:
\[
\{(E_i)_{ij}^3 \times \{0\} \} \cup \{(0) \times (g_i)_{i=1}^3\}
\]
where \(E_i\) and \(g_i\) are, respectively, the canonical basis of \(\mathbb{R}^{3 \times 3}\) and \(\mathbb{R}^3\). Following this approach, it easy to see that for all \((\varepsilon, 0) \in \{(E_i)_{ij}^3 \times \{0\}\}, one has
\[
\langle DV(\widetilde{R}, \widetilde{q})(\varepsilon, 0))(\varepsilon, 0) = \langle \widetilde{R}, \varepsilon \rangle_F
\]
and that for all \((0, w) \in \{(0) \times \{g_i\}_{i=1}^3\}\)

\[(DV(\tilde{R}, \tilde{q})(0, w))(0, w) = \tilde{q}^T K^{-1} w\]

Thus

\[\nabla V(\tilde{R}, \tilde{q}) = (\tilde{R}, K^{-1} \tilde{q}) \in \mathbb{R}^{3 \times 3} \times \mathbb{R}^3\]

B. Discussion on wrapped angular measurements.

The set \(SO(2)\) is isomorphic to the set of equivalence classes \([-\pi, \pi]/\sim\), where \(\sim\) is the “gluing” equivalence: \(x \sim x'\) if \(x = x'\) or \(x = -\pi\) and \(x' = \pi\), or \(x = \pi\) and \(x' = -\pi\). The isomorphism is given by

\[([-\pi, \pi]/\sim) \ni [x] \mapsto f(x) = \begin{bmatrix} \cos(x) \\ -\sin(x) \\ \sin(x) \cos(x) \end{bmatrix} \in SO(2)\]

\[SO(2) \ni y \mapsto f^{-1}(y) = \begin{cases} \{\text{atan2}(y_{21}, y_{11})\} & \text{if } y_{21} \neq 0 \\ \{\pm \pi\} & \text{else} \end{cases}\]

where \([x]\) stands for the equivalence class of \(x \in [-\pi, \pi]\) and \(\text{atan2}\) stands for the 2-argument arctangent function. Clearly \(f\) is continuous, while continuity of \(f^{-1}\) can be proven by observing that \(f^{-1}\) sends closed sets in \(SO(2)\) into closed sets into \([-\pi, \pi]/\sim\). In this sense, wrapped measurements of the angular position can be thought as the image in \((-\pi, \pi]\) of points in \((-\pi, \pi]/\sim\) through the map:

\[g([x]) = \begin{cases} x & \text{if } [x] \cap \{\pm \pi\} = \emptyset \\ \pi & \text{else} \end{cases}\]

It can be shown that \(g\) is discontinuous and this is what leads to “jumps” in wrapped measurements.