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Abstract

Autism spectrum disorder (ASD) is an inherited and neurological developmental disorder characterized by poor social interaction and communication weaknesses. In addition to the clinical methods, machine learning methods have been successfully applied to shorten the duration of the diagnosis and to increase the performance of the diagnosis of the ASD disease. Machine learning methods demonstrate high performance in the diagnosis of diseases with the objective algorithms they offer for the analysis of high-dimensional and multimodal biomedical data. Machine learning methods are successful in identifying the behavioral disorders such as OSB that include heterogeneous conditions because they capture the multivariate relationships in the data and therefore can detect subtle differences in data. In this study, analyzes are performed for the fast and accurate diagnosis of the ASD status using support vector machines (SVM), k-nearest neighbors (kNN) and random forest (RF) machine learning methods using ASD adolescent scan data and the performance of these methods are compared. Accuracy rates of 95%, 89%, and 100% are achieved as a result of binary classification with 10-fold cross-validation (CV) using SVM, kNN, and RF methods, respectively. Furthermore, 100% sensitivity and specificity values were obtained from the classification with RF method. With this study, it has been shown that ASD cases can be detected with complete success as a result of classification with RF method using ASD adult screening data.
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1. Introduction

Autism is a developmental disorder diagnosed on the basis of social interaction and communication weaknesses and fixed and repetitive behavioral patterns. It varies greatly depending on age and skill. An autism spectrum has been introduced to recognize this diversity. The prevalence of autism seen as a rare event in the past has risen to 1.5% for a broad spectrum. Autism spectrum...
disorder (ASD) is inherited and the frequency of occurrence in males is 4 times higher than that of females. In 15-30% of children with ASD, there is a loss of ability such as development retardation and speech. ASD usually brings together sleep and eating problems as well as additional diagnoses such as attention deficit hyperactivity disorder and anxiety. IQ level of about 50% of people with ASD is in the range of mental disabilities. The information needed for the diagnosis includes a detailed story of development, a description of the child’s daily behavior, an assessment of the child’s social interaction and communication and intellectual functioning. The course and outcomes of ASD are mostly dependent on language and intelligence and vary considerably from person to person [1, 2].

There are numerous clinical and nonclinical methods for the diagnosis of ASD. Autism Diagnostic Interview-Revised (ADI-R) and Autism Diagnostic Observation Schedule -Revised (ADOS-R) can be given as examples of clinical diagnostic methods. These methods have close diagnostic accuracy with similar sensitivity and specificity. In addition to the clinical methods, there are self- or parent-based nonclinical methods such as Autism Spectrum Quotient (AQ) and Social Communication Questionnaire (SCQ).

The methods used for the diagnosis of ASD have several disadvantages. For example, the vast majority of these methods use the sum of the scores obtained from the tests to set the appropriate diagnosis. For this reason, these methods need to be performed with extreme caution by a pediatrician and child psychologist and a series of diagnostic assessments must be implemented by certified professionals. These meticulous diagnostic examinations usually take a few hours. The increasing demand for the appointments for ASD diagnosis exceeds the maximum capacity of the developmental pediatric clinics. This extends the waiting period from initial concerns to the diagnosis [3-5].

Machine learning has tremendous potential to enrich diagnosis and intervention studies in behavioral sciences. It can be particularly useful in research involving the rather widespread and heterogeneous syndrome of ASD conditions. The use of machine learning methods in the diagnosis of ASD is utilized to shorten the duration of diagnosis in order to provide faster access to health services, to increase diagnostic performance and to reduce the size of the input data set by determining the most successful features in ASD diagnosis [4, 6].

Kozmicki et al. [7] used eight machine learning algorithms to differentiate the children with ASD from the normal children. They performed a feature selection before classification to determine the best subset of behaviors for the diagnosis on the module 2 and module 3 of the ADOS test that are related to the vocabulary and higher levels of cognitive functioning. They achieved 98.27% and 97.66% accuracy to detect ASD risk with the 9 of the 28 behaviors of module 2 and 12 of the 28 behaviors of module 3 respectively. that 21 of the 56 features are sufficient to detect ASD risk. Abbas et al. [8] used RF to classify the ASD cases based on the short, semi-structured parent-report questionnaires and the short, semi-structured home videos of 162 children. They trained two independent classifiers and combined their outputs into a single screening assessment. They obtained a significant accuracy improvement over standard screening tools. Maenner et al. [9] used the words and phrases data of 1,162 children from 2008 Georgia The Autism and Developmental Disabilities Monitoring (ADDMD) site to train RF for classification of the ASD. They evaluated the performance of the RF on the data of 1,450 children from the 2010 Georgia ADDM surveillance data. Their machine learning approach predicted ASD case with an 86.5% accuracy, 84.0% sensitivity and 89.4% positive predictive value.

In current clinical tests that are used in ASD diagnosis, the diagnostic period is very long and a specialist pediatrician is needed for the diagnosis. Previous studies using machine learning methods are used to analyze responses to these clinical tests. In this study, it was aimed to provide a quick preliminary diagnosis through a questionnaire which includes questions proved to be effective in the diagnosis of ASD and can be answered by the caregiver. Thus, the concerns of the families that need to wait a long time to be assessed by the developmental pediatric clinics can be addressed by this initial assessment. Machine learning methods provide an in-depth analysis of the answers given to the questionnaire.

In this study, analyzes were performed for fast and accurate diagnosis of the ASD cases by using SVM, kNN and RF machine learning methods. For this purpose, a dataset with a total of 20 properties including behavioral and characteristic data of 104 individuals was used. The performance of the machine learning methods was compared using the result obtained from 10-fold CV. As a result of the performed binary classification operation, 100% classification accuracy is achieved with RF method.

2. Material and Method

2.1. Dataset

In this study, ASD adolescent scan data from UCI Machine Learning Repository is used. This dataset contains data that are effective in determining autistic characteristics and are intended to be used for further analysis to develop the classification performance of the ASD cases. The dataset contains 20 features of adolescents' screening data for autism. In this dataset, there are 10 behavioral features that are proven to be effective in differentiating ASD cases from the controls and 10 individual features [3, 4, 10].

The features used in this study along with their types and properties are given in Table 1. Three features namely who is the person performing the test (parent, caregiver, etc.), the country of residence and whether the test has been done previously are not used in this study since they do not contribute to the classification of the ASD cases.
The key parameter of the kNN’s algorithm is the k that is the number of nearest training instances in the feature domain that must be found for classification. The prediction performance of the kNN algorithm increases as the size of the training data increases. The main disadvantage of the kNN algorithm is that it has high computational costs. The kNN method is preferred in clinical decision support systems because it has a very simple algorithm and has a stable performance [12, 14].

RF is a powerful ensemble method that is the combination of many decision trees. A decision tree consists of nodes and edges. In binary decision trees, there are inner and leaf nodes where all nodes have two coming and one going edges. A test function is applied to the input of each inner node, and the outgoing edge represents the result of the test. The input data continues to progress through the inner nodes until it arrives a leaf node representing a class tag.

Optimization of the test function of the inner nodes and deciding the predictions related to the leaf nodes should be performed for training. Multiple trees are created on different sub-samples of the dataset to create a RF. Trees in the forest are trained independently. Results obtained from all the trees in the forest are put together after classification. Result of the RF is determined as the class that is the most voted one. The power of each tree and the relationship between trees determine the generalization success of the forest [15-17].

3. Results and Discussion

Classification of ASD cases is performed using the scan data of the 104 adolescents and SVM, kNN and RF machine learning methods. Categorical features in the dataset as detailed in Table 1 were converted into numerical values before the classification process. The \{m, f\} information given for gender was taken as 0 for men and 1 for women. A numeric value is assigned for each different value of the features given in text format. The answers to the questions like, whether born with jaundice and whether or not there was an autism

Table 1. Features and their descriptions.

| Feature                     | Type     | Description                                                                 |
|-----------------------------|----------|-----------------------------------------------------------------------------|
| Age                         | Number   | Age in years                                                                |
| Gender                      | String   | Male or Female                                                              |
| Ethnicity                   | String   | List of common ethnicities in text format                                  |
| Born with jaundice          | Boolean  | Whether the case was born with jaundice                                     |
| Family member with         | Boolean  | Whether any immediate family member has a PDD                              |
| Pervasive Development      | (yes or  | integer                                                                    |
| Disorder (PDD)             | no)      | The type of screening methods chosen based on age category                  |
| Screening Method Type      | Integer  | 10 questions related to the behavioral features                             |
| Questions (1-10)           | Binary   | The final score obtained based on the scoring algorithm of the screening    |
| Answers                     | (0, 1)   | used. This was computed in an automated manner                             |

2.2. Machine Learning Methods

In this study, SVM, kNN and RF machine learning methods have been used to detect ASD cases. SVM is a machine learning method used for binary classification purposes. It is used widely in clinical decision support systems to diagnose diseases automatically [11, 12]. SVM uses a supervised learning algorithm that learns the difference between classes through labeled samples. The binary labeled data is mapped to a very high dimensional feature space with a nonlinear approach to perform the classification operation. The input data is separated into two classes by a separating hyperplane formed in the feature space. The decision surface is organized using the supportive and instructive examples of the training data. Training is completed by identifying two sub-spaces corresponding to the two classes to be classified [13]. Sigmoid, polynomial, and radial basis function (RBF) kernel functions are the most widely used functions for nonlinear feature mapping of the SVM.

In this study, Gaussian RBF kernel function and sequential minimal optimization (SMO) learning algorithm are used together to train SVM. The width of the RBF function is determined by the \(\sigma\) parameter. The \(\sigma\) parameter is used for the soft-margin SVM where the data cannot be separated linearly. Linearly separable conditions can be handled with high C values while a large margin is obtained with small C values. The choice of C and \(\sigma\) parameters determine the performance of the RBF function [11-13].

k-nearest neighbor (kNN) uses a nonparametric supervised classification algorithm. It compares the data sample to be classified with the existing training samples and finds the closest examples. In the next step of the algorithm, the majority class tag between the labels of the k-nearest training samples is determined and assigned to the data sample to be classified.
between and near relatives, that are answered as yes/no were expressed by Boolean 0 and 1 values. The value of each feature is a normalized between [0 1] range before training and testing.

All classification tasks have been implemented using MATLAB. Parameter selection for all methods was performed using 10-fold CV to remove parameter-dependent bias. The best parameters determined were used in the training process. The resulting model was used to test the performance of the methods. 10-fold CV was also used to evaluate the classification performance. Accuracy, sensitivity, and specificity were used as evaluation criteria. In Table 2, the success of the SVM, kNN and RF machine learning methods in classifying ASD cases is given for each CV.

RBF was selected as the feature mapping function of the SVM. SMO is used as the learning algorithm. Since the classification success of the SVM method that uses the RBF kernel function depends on the C and σ parameters, a grid search is performed with 10-fold CV so that the best values can be obtained for these parameters. A grid was created for the values of C = [2^{-9}, 2^{-8}, ..., 2^{15}] and σ = [2^{-5.24}, ..., 2^{15}]. The values that give the best results are determined on this grid [18].

The most important parameter that affects the classification success of the kNN algorithm, the k value, has been determined experimentally that gives the best result. For this purpose, different k values were used and the k value that gives the highest classification performance is used. Table 3 shows the classification accuracy, sensitivity and specificity results obtained with different k values. Euclidean distance is used as distance function of the kNN.

The parameters that should be determined when creating a RF are the number of trees in the forest, the proportion of input data sampled with replacement, and the number of randomly selected variables for each decision partition. There is no standard way to determine the number of trees in the RF. For this reason, the number of trees must be determined experimentally. In this study, the success of the forests with different numbers of trees was tested with 10-fold CV to find the best classification accuracy. The classification accuracy, sensitivity, and specificity obtained from the RFs generated with different numbers of trees are given in Table 4.

Table 2. The success of SVM, RF and kNN methods in classifying the ASD cases

|        | SVM     | RF      | kNN     |
|--------|---------|---------|---------|
|        | Accuracy| Sensitivity| Specificity| Accuracy| Sensitivity| Specificity| Accuracy| Sensitivity| Specificity|
| CV-1   | 0,90    | 1,00    | 0,86    | 1,00    | 1,00    | 0,70    | 1,00    | 0,74    |
| CV-2   | 1,00    | 1,00    | 1,00    | 1,00    | 1,00    | 1,00    | 1,00    | 1,00    |
| CV-3   | 1,00    | 1,00    | 1,00    | 1,00    | 1,00    | 0,90    | 1,00    | 0,66    |
| CV-4   | 1,00    | 1,00    | 1,00    | 1,00    | 1,00    | 1,00    | 1,00    | 1,00    |
| CV-5   | 1,00    | 1,00    | 1,00    | 1,00    | 1,00    | 0,90    | 1,00    | 0,80    |
| CV-6   | 1,00    | 1,00    | 1,00    | 1,00    | 1,00    | 1,00    | 1,00    | 1,00    |
| CV-7   | 0,90    | 0,86    | 1,00    | 1,00    | 1,00    | 1,00    | 1,00    | 0,80    |
| CV-8   | 0,90    | 0,86    | 1,00    | 1,00    | 1,00    | 1,00    | 0,80    | 1,00    | 0,33    |
| CV-9   | 0,80    | 0,80    | 0,80    | 1,00    | 1,00    | 0,70    | 1,00    | 0,40    |
| CV-10  | 1,00    | 1,00    | 1,00    | 1,00    | 1,00    | 0,86    | 1,00    | 0,67    |
| Mean   | 0,95    | 0,95    | 0,97    | 1,00    | 1,00    | 0,89    | 1,00    | 0,74    |
| Standard Deviation | 0,07 | 0,08 | 0,07 | 0,00 | 0,00 | 0,12 | 0,00 | 0,26 |

Table 3. Performance values with different k values in the KNN method

| k    | Accuracy | Sensitivity | Specificity |
|------|----------|-------------|-------------|
| 1    | 0,89     | 1,00        | 0,74        |
| 3    | 0,86     | 0,98        | 0,72        |
| 5    | 0,85     | 1,00        | 0,66        |
| 7    | 0,84     | 0,98        | 0,64        |
| 9    | 0,84     | 1,00        | 0,62        |
| 11   | 0,83     | 1,00        | 0,60        |
| 13   | 0,83     | 1,00        | 0,59        |
| 15   | 0,82     | 1,00        | 0,56        |
Table 4. Performance of the RF with different number of trees

| n  | Accuracy | Sensitivity | Specificity |
|----|----------|-------------|-------------|
| 3  | 0.98     | 0.98        | 0.99        |
| 4  | 0.99     | 1.00        | 0.98        |
| 5  | 0.99     | 0.99        | 1.00        |
| 6  | 0.99     | 0.99        | 1.00        |
| 7  | 0.99     | 0.99        | 1.00        |
| 8  | 0.90     | 0.99        | 0.99        |
| 9  | 1.00     | 1.00        | 0.99        |
| 10 | 1.00     | 1.00        | 1.00        |

Table 5. Comparisons of the study with other studies that use the same dataset

| Study                        | Method      | Performance |
|------------------------------|-------------|-------------|
| Guttenberg and Ryota [19]    | kNN         | %79         |
| Guttenberg and Ryota [19]    | SVM (RBF)   | %83         |
| Guttenberg and Ryota [19]    | RF          | %85         |
| Guttenberg and Ryota [19]    | XGBoost     | %88         |
| Basu [20]                    | Naïve Bayes | %89         |
| Basu [20]                    | Decision Tree | %95   |
| Basu [20]                    | RF          | %99         |
| Basu [20]                    | SVM (Linear) | %100    |
| This study                   | kNN         | %89         |
| This study                   | SVM (RBF)   | %95         |
| This study                   | RF          | %100        |

The proportion of input data sampled with replacement is chosen 1. The number of randomly selected variables for each decision partition is determined as the square root of the total number of variables. These parameters are the values recommended by Breiman, known as the person who invented the RF method [16].

Since the dataset used in this study is released recently in December 2017 there is no published study that use this dataset. Nevertheless, the results obtained from this study were compared with those of Guttenberg and Ryota [19] and Basu [20] that are early published in arXiv and GitHub. The comparison results are given in Table 5. Both studies were performed using the Scikit-Learn package.

Guttenberg and Ryota [19] achieved a lower classification performance, even though they used the same methods in this study. The reason for this may be that using the default parameter values of the training package and not investigating the parameters sufficiently that will give the best results. It can be seen from the table that the grid search method performed for the selection of C and σ parameters of the SVM method improved the performance greatly. Same applies to the kNN and RF methods, too. The classification accuracy of Basu [20] was also obtained by 10-fold CV as in this study. In the SVM method, they achieved a higher classification performance with the linear kernel function than the RBF kernel function.

4. Conclusion

In this study, the performance of the machine learning methods is evaluated for the classification of ASD cases using 104 adolescent scan data. All the parameter selection processes are performed using 10-fold CV to reduce the bias that would arise from the parameters. 10-fold CV is also used for the classification tasks to eliminate the bias based on the training and test dataset selections. SVM, kNN and RF machine learning methods are used to analyze the answers given to a questionnaire which includes questions proved to be effective in differentiating the ASD cases. Accuracy, sensitivity and specificity performance metrics are used for the evaluation of the trained models. Accuracy rates of 95%, 89%, and 100% were achieved as a result of binary classification using SVM, kNN and RF methods, respectively. The lowest performance in the classification of ASD events is obtained from the kNN algorithm. The relatively low specificity rates obtained with kNN indicate that healthy people are frequently labeled with ASD by this method. The SVM method performed between RF and kNN. The results obtained with the RF method show that this method can classify ASD cases with complete success. The 100% sensitivity and specificity values obtained from RF are other indications of this success.
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