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Frustration occurs when a system cannot find a lowest-energy configuration due to conflicting constraints. We show that a frustrated superradiant phase transition occurs when the ground-state superradiance of cavity fields due to local light-matter interactions cannot simultaneously minimize the positive photon hopping energies. We solve the Dicke trimer model on a triangle motif with both negative and positive hopping energies and show that the latter results in a six-fold degenerate ground-state manifold in which the translational symmetry is spontaneously broken. In the frustrated superradiant phase, we find that two sets of diverging time and fluctuation scales coexist, one governed by the mean-field critical exponent and another by a novel critical exponent. The latter is associated with the fluctuation in the difference of local order parameters and gives rise to site-dependent photon number critical exponents, which may serve as an experimental probe for the frustrated superradiant phase. We provide a qualitative explanation for the emergence of unconventional critical scalings and demonstrate that they are generic properties of the frustrated superradiant phase at the hand of a one-dimensional Dicke lattice with an odd number of sites. The mechanism for the frustrated superradiant phase transition discovered here applies to any lattice geometries where the anti-ferromagnetic ordering of neighboring sites is incompatible and therefore our work paves the way towards the exploration of frustrated phases of coupled light and matter.

\textit{Introduction.---} Competing interactions that cannot be simultaneously satisfied induce frustration that is often responsible for exotic physical properties \cite{1–3}. For interacting spin systems, frustration may prevent symmetry breaking and magnetic order, leading to novel phases characterized by highly degenerate and entangled ground states such as quantum spin liquids \cite{3–9}. Controlled quantum systems such as trapped-ions and ultracold atoms have emerged as promising platforms for a quantum simulation of frustrated spin physics thanks to the possibility to engineer desired interactions and lattice geometries \cite{10–13}.

A superradiant phase transition (SPT) occurs in a system of coupled bosons and spins when the spin-boson coupling strength exceeds a critical value, whereby the bosonic modes exhibit a ground-state superradiance. The Dicke model is a paradigmatic model exhibiting the SPT \cite{14–23}, which describes a single bosonic mode coupled to \(N\) two-level atoms and has been realized in disparate physical systems including cavity QED systems \cite{24–28} and trapped-ions \cite{29, 30}. The SPTs have also been found in various generalizations of the Dicke models including the finite-component systems \cite{31–37} and lattice systems \cite{38}.

In this paper, we consider the Dicke trimer model where each site on a triangle motif realizes the Dicke model and neighboring sites are coupled by hopping interaction between oscillators. We show that the Dicke trimer with positive hopping energy undergoes a frustrated SPT. The mechanism for the frustrated SPT identified here is that the positive hopping energy favors opposite signs for the spontaneous ground-state superradiance of neighboring cavities, a configuration that becomes incompatible with a triangle motif. Therefore, the frustrated SPT can occur in any lattice geometries where the anti-ferromagnetic ordering of neighboring sites is incompatible. We demonstrate this possibility using the 1D Dicke lattice model with an odd number of lattice sites as an example, for which a negative photon hopping energy leads to a standard SPT \cite{39}. Note that previous studies have focused on spin frustrations induced by a multimode cavity with disorder \cite{40–46}.

In the frustrated superradiant phase (FSP), we find a frustrated ground-state manifold with an extensive degeneracy and a broken translational symmetry, in addition to the broken parity symmetry of the total number of excitations. Moreover, there are two non-degenerate excitations closing their gaps at the critical point with distinct critical exponents: one is the mean-field exponent of the Dicke model \cite{16} and the other is a novel frustration critical exponent that depends on the lattice size. In addition, we show that the inhomogeneous spatial distribution of the critical excitations results in site-dependent local photon number exponents, which can be used as a probe for the frustrated SPT.

\textit{Model.---} We consider a Dicke lattice model, which consists
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\caption{Frustrated superradiance in the Dicke trimer. (a) The opposite signs for ground-state superradiance \(\alpha\) for neighboring cavities, favored by the positive hopping energy \(J\), cannot be satisfied on a triangle, leading to geometric frustration analogous to anti-ferromagnetic triangular Ising spins. (b) One of the six degenerate ground-state solutions for the renormalized cavity and atomic coherence of \(n\)-th cavity, \(\alpha_n\) and \(\langle J_n^z \rangle / J\), respectively. Shapes are numerical solutions and lines are approximate analytic solutions. We set \(\omega_0 = \Omega = 1\) and \(J = 0.01\).}
\end{figure}
of $N$ coupled cavities, each containing $N_a$ two-level systems realizing the Dicke model, as shown in Fig. 1(a) for $N = 3$. The Hamiltonian reads

$$H_N = \sum_{n=1}^{N} \left[ H_{\text{Dicke}}^{n} + J(a_{n+1}^\dagger a_{n} + h.c.) \right]$$

(1)

with $H_{\text{Dicke}}^{n} = \omega_n a_{n}^\dagger a_{n} + \Omega J_n^x + \frac{2\sqrt{\omega_n \Omega}}{\Omega} (a_{n} + a_{n}^\dagger) J_n^x$ and $a_{n+1} = a_{1}$. Here, $a_{n}$ is the annihilation operator for the $n$-th cavity with frequency $\omega_n$ and $J_n^x/2\pi$ are collective spin operators with a total spin $J = N_a/2$ for the $n$-th atomic ensemble with frequency $\Omega$. The on-site atom-photon coupling is $\lambda$ and the photon hopping energy is $J$. The Hamiltonian possesses a global $Z_2$ symmetry as $[H_N, e^{i\pi \sum_{n=1}^{N} (a_{n}^\dagger a_{n} + J_n^x + J_n^z)}] = 0$. We define the mean-value of cavity and atomic coherence for the ground state, $\alpha_n \equiv \langle a_{n} \rangle$ and $\langle \langle J_n^x \rangle, \langle J_n^y \rangle, \langle J_n^z \rangle \rangle = N_a^{-1/2} (\sin \theta_n \cos \phi_n, \sin \theta_n \sin \phi_n, \cos \theta_n)$ with $\theta_n \in [0, \pi]$ and $\phi_n \in [0, 2\pi)$.

Let us consider the thermodynamic limit $N \to \infty$. It is convenient to separate the mean-values and fluctuations by $\bar{H}_N = U^\dagger H_N U$ with $U = \prod_{n=1}^{N} e^{-i \phi_n J_n^z} e^{-i \theta_n J_n^y} e^{i \alpha_n J_n^x - \alpha_n^* a_{n}^\dagger a_{n}}$ and then apply the Holstein-Primakoff transformation to rotated collective spins, $J_n^x = \sqrt{N_a - b_{n}^\dagger b_{n}} b_{n}$ and $J_n^y = \frac{N_a}{2} - b_{n}^\dagger b_{n}$, where $b_{n}$ satisfies $[b_{n}, b_{n}^\dagger] = 1$ [16, 47]. The transformed Hamiltonian is given by [48]

$$\bar{H}_N = E_{GS}(\{\alpha_n, \theta_n, \phi_n\}) + \sum_{s=1,q} H_s(\{\alpha_n, \theta_n, \phi_n, a_{n}, b_{n}\}),$$

(2)

where $E_{GS}$ is the ground-state energy, and $H_q (H_s)$ is a quadratic (linear) Hamiltonian in $a_{n}$ and $b_{n}$. A SPT occurs when $E_{GS}$ minimizes for $\alpha_n \neq 0$ or $\theta_n \neq \pi$, giving rise to non-zero spontaneous superradiance. We show that the global minimum of $E_{GS}$ occurs always for $\alpha_n \in \mathbb{R}$ and for

$$\cos \phi_n = -\bar{\alpha}_n/|\bar{\alpha}_n|, \quad \cos \theta_n = -1/\sqrt{1 + 4g^2\bar{\alpha}_n^2},$$

(3)

which leads to

$$E_{GS}(\{\bar{\alpha}_n\}) = \sum_{n=1}^{N} \left( \bar{\alpha}_n^2 - \frac{1}{2} \sqrt{1 + 4g^2\bar{\alpha}_n^2} + 2J \bar{\alpha}_n\bar{\alpha}_{n+1} \right),$$

(4)

where $\bar{\alpha}_n = \sqrt{\omega_0/N_a}\Omega \alpha_n$, $g = 2\lambda/\sqrt{\omega_0\Omega}$, $E_{GS} = E_{GS}/(N_a\Omega)$, and $J = J/\omega_0$ [48].

**Frustrated superradiance.—** Let us first introduce the notion of frustrated superradiance using Eq. (4). For $J = 0$, each cavity takes the form of a double well potential for $g > 1$ and $\bar{\alpha}_n$ has two possible solutions $\bar{\alpha}_n = \pm \sqrt{g^2 - g^2/2}$. A non-zero photon hopping, on the other hand, makes neighboring cavities to be correlated. For $J > 0$, opposite signs (anti-aligned) for $\bar{\alpha}_n$ of the neighboring sites are favored. Therefore, if the underlying lattice geometry is not compatible with anti-aligned configurations for spontaneous superradiance, the system becomes frustrated [Fig. 1 (a)]. It is the same principle as frustrated Ising spins [6] and here the sign of $\bar{\alpha}_n$ plays the role of spin direction. We emphasize however that $\bar{\alpha}_n$ is allowed to vary its magnitude unlike the spin and we will show its striking consequences on the fluctuation below. In contrast, for $J < 0$, all sites can be aligned to realize the global minimum without frustration.

To corroborate this expectation, we first consider the Dicke trimer ($N = 3$). For $E_{GS}(\{\bar{\alpha}_n\})$ in Eq. (4), the origin ($\bar{\alpha}_n = 0$ for $\forall n$) is always an extreme point, at which all eigenvalues of Hessian matrix are positive when $g < |\min(\sqrt{1-J}, \sqrt{1+2J})|$. Therefore, the critical point depends on the sign of $J$,

$$g_c^- = \sqrt{1+2J} \quad (\text{for } J < 0), \quad g_c^+ = \sqrt{1-J} \quad (\text{for } J > 0),$$

(5)

where the superscript $\pm$ indicates the sign of $J$. For $g < g_c^+$, we find the normal phase solution, i.e., $\bar{\alpha}_n = 0$, $\theta_n = \pi$ for $\forall n$ with arbitrary $\phi_n$, which is stable for small hopping rates $-1/2 < J < 1$. For $J < 0$ and $g > g_c^-$, we show that $E_{GS}$ is minimized when $\bar{\alpha}_1 = \bar{\alpha}_2 = \bar{\alpha}_3$ using Cauchy-Schwarz inequality [48], leading to $E_{GS} = 3(1+2J)\bar{\alpha}_2^2 - \frac{3}{2} \sqrt{1+4g^2\bar{\alpha}_2^2}$. Therefore, we find a non-frustrated superradiant phase (NSFP) solution, $\bar{\alpha}_n = \pm \frac{1}{2g} \sqrt{(g/g_c^-)^2 - 1}$, which is identical to the single Dicke model except the critical point being shifted by the photon hopping.

For $J > 0$ and $g > g_c^+$, the energy minimum of Eq. (4) cannot be analytically solved. To gain insights beyond numerical solutions shown in Fig. 1, we derive an approximate solution for $|g - g_c^+| \ll 1$, which reads

$$\bar{\alpha}_1(g) \approx -\frac{2|g - g_c^+|^1/2}{\sqrt{3}(g_c^+)3/2} - \frac{|g - g_c^+|^{3/2}}{6\sqrt{3}(g_c^+)5/2},$$

(6a)

$$\bar{\alpha}_2(g) = \bar{\alpha}_3(g) \approx \frac{|g - g_c^+|^{1/2}}{\sqrt{3}(g_c^+)3/2} + \frac{(8-7J)|g - g_c^+|^{3/2}}{12\sqrt{3}(g_c^+)5/2}.$$ 

(6b)

They agree well with the numerical solution for $|g - g_c^+| \ll 1$ [Fig. 1 (b)]. Note that this is one of the six degenerate solutions for which there are two sites having the same sign and a remaining site with the opposite sign, analogously to the antiferromagnetic triangular Ising spins [6]. We call the former a ferromagnetic pair and the latter an *unpaired* site. Unlike the spin however the amplitude is not uniform: the ferromagnetic pair has the same magnitude, which is different from that of the unpaired site. In fact, we prove that this amplitude relation holds for any values of $g > g_c^+$ [48].

**Excitations and fluctuations with no frustration.—** Having derived the ground state solution $\{\bar{\alpha}_n, \theta_n, \phi_n\}$, which gives $H_1 = 0$, we investigate the excitation spectra and fluctuations using $H_q$ in Eq. (2).

$$H_q = \sum_{n=1}^{N} \left[ \frac{\omega_0}{2} (q_n^2 + p_n^2) + \frac{\Omega}{2 \cos \theta_n} (q_n^2 + p_n^2) \right.$$

$$\left. + 2\lambda \cos \theta_n \cos \phi_n Q_n q_n + J(q_n q_{n+1} + p_n p_{n+1}) \right],$$

(7)
FIG. 2. Top panel: Excitation energies as a function of the coupling strength $g/g_c^+$ for (a) $J < 0$ and (b) $J > 0$. In (b), for $g/g_c^+ > 1$, shapes and lines are numerical and approximate solutions, respectively, for the two critical modes with distinct power-laws with exponents $\gamma_{MF} = 1/2$ and $\gamma_F = 1$. Bottom panel: The weight of the local fields for (c) the mean-field mode and (d) the frustrated mode for $J > 0$ case. The frustrated mode is decoupled completely from the site 1 as shown in (d).

where $a_n = (q_n + ip_n)/\sqrt{2}$ and $b_n = (Q_n + iP_n)/\sqrt{2}$. In the normal phase ($g < g_c^+$) and the NFSP ($g > g_c^+$), we apply the discrete Fourier transform $q_n = \sum_k e^{-ikn}a_k/\sqrt{3}$, $Q_n = \sum_k e^{-ikn}Q_k/\sqrt{3}$ with $k = 0, \pm 2\pi/3$ to Eq. (7) and diagonalize it. For each $k$-momentum mode, there are two branches of excitations (See Supplemental Material [48] for analytic expressions), only the lower branch is shown in Fig. 2 (a) and (b). While $k = 0$ mode becomes critical for $J < 0$, the degenerate $k = \pm 2\pi/3$ modes become critical for $J > 0$. We also calculate the photon number $\langle a_k^\dagger a_k \rangle$, a fluctuation of the order parameter, and present the result in Fig. 3. In both normal phase and NFSP, we find that the closing energy gap and the diverging photon number, as well as the diverging cavity squeezing $\langle q_n^2 \rangle - \langle q_n \rangle^2$, are governed by the mean-field exponent $1/2$ [48].

Two critical scalings in the FSP.— In the FSP, the elementary excitations do not carry a definite momentum because the ground-state solutions given in Eq. (6) break the translational symmetry. By solving $H_q$ [48], we obtain the excitation spectra and the local photon number. The numerical solutions presented in Fig. 2(b) and Fig. 3(b) exhibit unconventional critical behaviors. First, there are two non-degenerate critical modes closing their gaps at $g = g_c^+$ with two different power-laws. Second, the local photon numbers diverge on all sites, but their critical exponents are different between the unpaired site ($n = 1$) and the ferromagnetic pair ($n = 2, 3$). The emergence of two co-existing critical diverging time scales (inverse of the excitation energies) and the locally varying critical exponents for fluctuation are striking consequences of the frustrated superradiance and we provide a deeper understanding of these observations below.

By using $\alpha_2 = \alpha_3$ for $g > g_c^+$, we derive the lowest excitation energy in the FSP,

$$\varepsilon_F = \omega_0 \left( A^+ - \sqrt{A^2 - \frac{(\Omega g_c^+ g)^2}{1 + 4g^2\alpha_2}} \right)^{1/2},$$

with $2A_{\pm} = (g_c^±)^4 + \Omega^2(1 + 4g^2\alpha_2)^2$, which becomes zero at $g = g_c^+$. Note that it only depends on $\alpha_2 = \alpha_3$ (the ferromagnetic pair), but not on $\alpha_1$ (the unpaired site). We denote the second lowest excitation energy which also becomes zero at $g = g_c^+$ as $\varepsilon_{MF}$. To derive an analytic expression for critical exponents, we use the approximate solution for $\alpha_{1,2,3}$ in Eq. (6) to expand both $\varepsilon_F$ and $\varepsilon_{MF}$ around $g \sim g_c^+$ and find

$$\varepsilon_F \propto |g - g_c^+|^\gamma_F, \quad \varepsilon_{MF} \propto |g - g_c^+|^\gamma_{MF},$$

where

$$\gamma_F = 1, \quad \gamma_{MF} = 1/2.$$
the Hessian matrix of the energy become zero, \( \lambda_{\text{MF}} \propto |g - g_c|^1 \) and \( \lambda_F \propto |g - g_c|^2 \), which in turn give correct critical exponents as \( 5_{\text{MF}}^F \propto \sqrt{\lambda_{\text{MF}}F} \) [48]. The corresponding eigenvector \( \gamma_F \propto (0, 1, -1) \) of \( \lambda_F \) is indeed a difference mode between the ferromagnetic pair.

The two critical scalings also appear in the local photon number \( \langle a_1^\dagger a_1 \rangle \). As shown in Fig. 3(b), we find that the photon numbers of the ferromagnetic pair diverge with \( \gamma_F \), while the unpaired site diverges with \( \gamma_{\text{MF}} \), namely,

\[
\langle a_1^\dagger a_1 \rangle \propto |g - g_c|^{-\gamma}, \quad \langle a_2^\dagger a_2 \rangle = \langle a_3^\dagger a_3 \rangle \propto |g - g_c|^{-\gamma}.
\]

The photon number exponent varies locally because the divergence of the local photon number has two contributions, i.e., the diverging excitation numbers of the mean-field mode and the frustrated mode. While the mean-field mode contributes to all three sites with the exponent \( \gamma_{\text{MF}} \), the frustrated mode contributes only to the ferromagnetic pair with the exponent \( \gamma_F \), which is the dominant contribution. As the local photon number is readily accessible in cavity QED [24] or trapped-ion [36] experiments, Eq. (11) can serve as a probe for the frustrated SPT and its unconventional scaling behaviors.

**Frustrated SPTs in lattice systems.**—The mechanism for the frustrated superradiance we discussed using the triangle motif can be generalized to a higher dimensional system. Here, we consider the simplest example of the 1D Dicke lattice in Eq. (1) with odd \( N \) sites to identify generic features of the frustrated SPT and leave the investigation of the 2D lattice models for future works. We first find that the critical point for \( J < 0 \) is independent of \( N \), \( g_c(N) = \sqrt{1 - 2J} \); meanwhile, for \( J > 0 \), the critical point depends on \( N \),

\[
g_c^+(N) = \sqrt{1 + 2J \cos \left( \frac{N - 1}{N} \pi \right)}.
\]

For \( g > g_c^+(N) \), we find the frustrated ground-state solutions with 2\( N \)-fold degeneracy. As in the Dicke trimer case, there is a single unpaired site with mean-value \( \alpha_1 \) and \((N - 1)/2\) ferromagnetic pairs with the same mean-value \( \alpha_{N+1-j} = \alpha_{N+1-j} \) where \( j = 1, 2, \ldots, (N - 1)/2 \) [48]. All neighboring sites are anti-aligned except for \( \alpha_1 = \alpha_{(N+1)/2} = \alpha_{(N+3)/2} \). We numerically calculate the excitation spectra and the local photon numbers and find that the coexistence of two critical scalings, i.e., the mean-field mode and the single frustrated mode, appears for any odd \( N \) [See Fig. 4]. Moreover, numerical results show that the frustration critical exponent becomes lattice-size dependent, i.e.,

\[
\gamma_F(N) = (N - 1)/2.
\]

We generalize the insight gained from the Dicke trimer to any odd \( N \) sites, namely, the frustrated mode is decoupled from the single unpaired site and describes the fluctuation for the difference in order parameters of ferromagnetic pairs [48]. The decoupling of the unpaired site from the frustrated mode explains why the local photon number on the unpaired site diverges with \( \gamma_{\text{MF}} \) and on all the other sites with \( \gamma_F(N) \), namely, \( \langle a_1^\dagger a_1 \rangle \propto |g - g_c^+(N)|^{-\gamma_{\text{MF}}} \) and \( \langle a_1^\dagger a_{N\neq1}^\dagger \rangle \propto |g - g_c^+(N)|^{-\gamma_F(N)} \). The lattice-size dependent critical exponent \( \gamma_F(N) \) suggests a distinct universality class of the frustrated SPT for each odd \( N \).

**Physical realizations.**—Our model could be explored in various quantum systems consisting of ubiquitous coupled spins and bosons. The Dicke model could be realized with ion-traps [29, 49], superconducting circuits [20, 21, 38], and cavity QED [24, 26, 28], wherein the photon or phonon hopping energy and phase could also be engineered to form a desired lattice [10, 11, 50–53]. Moreover, the proposed mechanism for the frustrated SPT is also applicable to the quantum Rabi model in the limit of \( \Omega/\omega_0 \rightarrow \infty \) [31, 54, 55]; this leads to the possibility of finite-component system frustrated SPTs, which could be realized with a small number of qubits and oscillators [33, 36, 37].

**Conclusion.**—We have demonstrated that the geometric frustration of the ground-state superradiance of local fields leads to a frustrated SPT and that the emergent FSP exhibits unconventional critical scalings. The frustrated SPT could occur in various lattice geometries and dimensions that go beyond the triangle and 1D lattice considered here and could be realized with a variety of quantum systems. Therefore, our work opens the door for exploring the physics of frustrated superradiant phases both theoretically and experimentally in a wide range of lattice models of coupled bosons and spins.
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I. EFFECTIVE HAMILTONIAN IN THE THERMODYNAMIC LIMIT

In this section, we derive the effective Hamiltonian of the Dicke lattice model in the thermodynamic limit $N_a \to \infty$, given in Eq. (2) in the main text. We will first apply a unitary transformation that separates the mean-field contribution, $\alpha_n = \langle a_n \rangle$ and $(\langle J_n^a \rangle, \langle J_n^b \rangle, \langle J_n^c \rangle) \to \frac{N}{2\pi} (\sin \theta_n \cos \phi_n, \sin \theta_n \sin \phi_n, \cos \theta_n)$ and the fluctuation around the mean-value, namely,

$$U(\alpha_n, \theta_n, \phi_n) = \prod_{n=1}^{N} e^{-i\phi_n J_n^a} e^{-i\theta_n J_n^b} e^{i\alpha_n a_n^\dagger - \alpha_n^* a_n}, \quad (S1)$$

to Eq. (1) in the main text. Here, $\theta_n \in [0, \pi]$ and $\phi_n \in [0, 2\pi)$. The transformed Hamiltonian reads

$$\tilde{H}_N = U^\dagger H_N U = \sum_{n=1}^{N} \left[ \omega_0 (a_n^\dagger + \alpha_n^*) (a_n + \alpha_n) + \Omega (-\sin \theta_n J_n^a + \cos \theta_n J_n^b) + \frac{2\lambda}{\sqrt{N_a}} (a_n + a_n^\dagger + 2Re[\alpha_n]) \times \right.$$  
$$\left. \left( \cos \theta_n \cos \phi_n J_n^c + \sin \theta_n \cos \phi_n J_n^b - \sin \phi_n J_n^a \right) + J \left( a_n^\dagger + \alpha_n^* \right) (a_n + a_n^\dagger + h.c.) \right]. \quad (S2)$$

We then apply the Holstein-Primakoff transformation to the collective spin operators, $J_n^+ = \sqrt{N_a - b_n^\dagger b_n}$, $J_n^- = b_n \sqrt{N_a - b_n^\dagger b_n}$, and $J_n^z = \frac{N}{2} - b_n^\dagger b_n$, where $b_n$ is a bosonic operator satisfying $[b_n, b_n^\dagger] = 1$. In the thermodynamic limit $N_a \to \infty$, we have $J_n^+=\sqrt{N_a}b_n$, $J_n^-=\sqrt{N_a}b_n^\dagger$, and $J_n^z = \frac{N}{2} - b_n^\dagger b_n$.

The ground-state energy consists of terms that depend only on the mean values in $\tilde{H}_N$, which reads

$$E_{GS} = \sum_{n=1}^{N} \left[ \omega_0 \alpha_n^* \alpha_n + \frac{\Omega N}{2} \cos \theta_n + 2\lambda \sqrt{N_a} \text{Re}(\alpha_n) \sin \theta_n \cos \phi_n + J \left( \alpha_n^* \alpha_{n+1} + \alpha_n \alpha_{n+1}^* \right) \right]. \quad (S3)$$

The mean values that minimize the ground-state energy become the ground-state solution. We notice that the energy terms that depend on $\text{Im}(\alpha_n)$ is decoupled from other degrees of freedom $E_{\text{Im}} = \sum_{n=1}^{N} \left[ \omega_0 \text{Im}(\alpha_n)^2 + 2J \text{Im}(\alpha_n) \text{Im}(\alpha_{n+1}) \right]$. Therefore, at minimum energy, we require $2\omega_0 \text{Im}(\alpha_n) + 2J \text{Im}(\alpha_{n+1}) + 2J \text{Im}(\alpha_{n+1}) = 0$, which holds only if $\text{Im}(\alpha_n) = 0$.

We can further simplify the ground-state energy by finding the relation between the mean-values of the cavity and atoms (given in Eq. (3) of the main text) and then derive the ground-state energy as a function of cavity fields $\alpha_n$ only, as given in Eq. (4) of the main text. To this end, it is convenient to rescale the energy by $\bar{\alpha}_n = \sqrt{\omega_0/N_a} \Omega$, $\gamma = 2\lambda/\sqrt{\omega_0}H$ to have

$$\bar{E}_{GS} = \sum_{n=1}^{N} \left( \bar{\alpha}_n^2 + \frac{1}{2} \cos \theta_n + \gamma \bar{\alpha}_n \sin \theta_n \cos \phi_n + 2J \bar{\alpha}_n \bar{\alpha}_{n+1} \right), \quad (S4)$$

where $\bar{E}_{GS} = E_{GS}/N_a \Omega$ and $\bar{J} = J/\omega_0$. First, since $\sin \theta_n \geq 0$, at minimum we have $\cos \phi_n = -\bar{\alpha}_n/|\bar{\alpha}_n|$; this ensures that the third term has a negative sign with a maximum absolute value. Notice that $\cos \phi_n$ is not defined at $\alpha_n = 0$, but it is trivial to $\bar{E}_{GS}$ at the origin. Second, by solving $\frac{\partial \bar{E}_{GS}}{\partial \theta_n} = 0$, we have

$$\sin \theta_n = 2g|\bar{\alpha}_n|/\sqrt{1 + 4g^2\bar{\alpha}_n^2}, \quad \cos \theta_n = -1/\sqrt{1 + 4g^2\bar{\alpha}_n^2}, \quad (S5)$$

where the sign of $\cos \theta_n$ is fixed to ensure the second term of Eq. (S4) is negative. Using the above conditions for $\theta_n$ and $\phi_n$, we finally have the mean-field energy

$$\bar{E}_{GS}(\{\alpha_n\}) = \sum_{n=1}^{N} \left( \bar{\alpha}_n^2 - \frac{1}{2} \sqrt{1 + 4g^2\bar{\alpha}_n^2} + 2\bar{J} \bar{\alpha}_n \bar{\alpha}_{n+1} \right), \quad (S6)$$

which is Eq. (4) in the main text.

Let us now consider the terms that are linear in bosonic operators,

$$H_l = \sum_{n=1}^{N} \left[ A_n (a_n + a_n^\dagger) + B_n (b_n + b_n^\dagger) \right], \quad (S7)$$
where \( A_n = \omega_0 \alpha_n + J \alpha_{n-1} + J \alpha_{n+1} + \lambda \sqrt{N_n} \sin \theta_n \cos \phi_n \) and \( B_n = -\sqrt{N_n} \Omega \sin \theta_n + 2 \lambda \alpha_n \cos \theta_n \cos \phi_n \). Note that both \( A_n \) and \( B_n \) vanish for the minimum of \( E_{GS} \), so does \( H_I \). Finally, we find that the quadratic term \( H_q \) is given by

\[
H_q = \sum_{n=1}^{N} \left[ \omega_0 a_n^\dagger a_n - \left( \Omega \cos \theta_n + 4 \frac{\lambda}{\sqrt{N_n}} \alpha_n \sin \theta_n \right) b_n^\dagger b_n + \lambda \cos \theta_n \cos \phi_n \left( a_n + a_n^\dagger \right) \left( b_n + b_n^\dagger \right) + J \left( a_n^\dagger a_{n+1} + h.c. \right) \right].
\] (S8)

Therefore, the effective Hamiltonian of the Dicke lattice model becomes Eq. (2) in the main text with \( H_I = 0 \), which is exact in the thermodynamic limit where all terms that are inversely proportional to \( N_n \) vanish.

## II. MEAN-FIELD SOLUTION FOR THE GROUND STATE OF THE DICKE TRIMER

In this section, we find the mean-values that minimize the ground state energy given in Eq. (4) in the main text for the Dicke trimer \((N = 3)\) with a positive hopping \((J > 0)\) or a negative hopping \((J < 0)\) energy.

### A. Instability at the origin

Due to the parity symmetry of the Dicke trimer model, the symmetry preserving ground-state has zero mean-values, \( \alpha_n = 0 \), which is the origin of parameter space of \((\alpha_1, \alpha_2, \alpha_3) \in \mathbb{R}^3 \). The Hessian of \( E_{GS} \) given in Eq. (4) in the main text for \( N = 3 \), is given by

\[
\text{Hess}_3[(\alpha_1, \alpha_2, \alpha_3)] = \begin{pmatrix}
\frac{\partial^2 E}{\partial \alpha_1^2} & \frac{\partial^2 E}{\partial \alpha_2 \partial \alpha_1} & \frac{\partial^2 E}{\partial \alpha_3 \partial \alpha_1} \\
\frac{\partial^2 E}{\partial \alpha_2 \partial \alpha_1} & \frac{\partial^2 E}{\partial \alpha_2^2} & \frac{\partial^2 E}{\partial \alpha_3 \partial \alpha_2} \\
\frac{\partial^2 E}{\partial \alpha_3 \partial \alpha_1} & \frac{\partial^2 E}{\partial \alpha_3 \partial \alpha_2} & \frac{\partial^2 E}{\partial \alpha_3^2}
\end{pmatrix} = \begin{pmatrix}
2 - \frac{2g^2}{(1+4g^2 \alpha^2)}^{1/2} & 2\bar{J} & 2\bar{J} \\
2\bar{J} & 2 - \frac{2g^2}{(1+4g^2 \alpha^2)}^{1/2} & 2\bar{J} \\
2\bar{J} & 2\bar{J} & 2 - \frac{2g^2}{(1+4g^2 \alpha^2)}^{1/2}
\end{pmatrix}.
\] (S9)

At the origin, we have

\[
\text{Hess}_3[(0,0,0)] = \begin{pmatrix}
2 - 2g^2 & 2\bar{J} & 2\bar{J} \\
2\bar{J} & 2 - 2g^2 & 2\bar{J} \\
2\bar{J} & 2\bar{J} & 2 - 2g^2
\end{pmatrix},
\] (S10)

whose eigenvalues are \( 2 \left(1 - \bar{J} - g^2\right), 2 \left(1 - \bar{J} - g^2\right), \) and \( 2 \left(1 + 2\bar{J} - g^2\right) \). Therefore, the origin becomes unstable if \( g \geq \min \left\{ \sqrt{1 - \bar{J}}, \sqrt{1 + 2\bar{J}} \right\} \), which indicates the emergence of the superradiant solutions for \( g > g_c^+ \equiv \sqrt{1 - \bar{J}} \) for \( J > 0 \) and \( g > g_c^- \equiv \sqrt{1 + 2\bar{J}} \) for \( J < 0 \).

Note that \( g_c^\pm \) becomes imaginary for \( \bar{J} < -1/2 \) and \( \bar{J} > 1 \). This is because the coupled harmonic oscillators become unstable when the hopping rates become comparable or larger than the oscillator frequency. To find the range of stability for the normal phase, we set \( \alpha_n = 0 \) and \( \lambda = 0 \) in Eq. (S8) and then apply a Fourier transform \( a_n = \sum_k e^{ikn} a_k^\dagger / \sqrt{3}, b_n = \sum_k e^{ikn} b_k^\dagger / \sqrt{3} \) with \( k = 0, \pm 2\pi / 3 \)

\[
H_q = \sum_k \left[ (\omega_0 + 2J \cos k)a_k^\dagger a_k + \Omega b_k^\dagger b_k \right].
\] (S11)

Therefore, the Dicke lattice model becomes unstable for \( \bar{J} < -1/2 \) and \( \bar{J} > 1 \) as one of the normal mode frequencies, \( \omega_0 + 2J \cos k \), become negative. In the main text, we consider only small hopping rates \(-1/2 < \bar{J} < 1\), where the model is stable. One can see that the atomic part remains always stable and therefore the range of stability is identical for the Rabi lattice model.

### B. Frustrated superradiant solution \((J > 0)\)

For \( J > 0 \), the ground state energy in the Eq. (4) of the main text is minimized when only one neighboring pair takes the same sign and all the other pairs have opposite signs. For \( N = 3 \), therefore, we assume without loss of generality that \( \bar{a}_1 \leq 0 \)
and \( \tilde{\alpha}_2, \tilde{\alpha}_3 \geq 0 \), which includes the origin. The first order partial derivatives of Eq. (4) from the main text must vanish at local extreme points, i.e.,

\[
2\tilde{\alpha}_{n-1} + 2\tilde{J}\tilde{\alpha}_n + 2\tilde{J}\tilde{\alpha}_{n+1} - \frac{2g^2\tilde{\alpha}_n}{\sqrt{1 + 4g^2\tilde{\alpha}^2_n}} = 0, \tag{S12}
\]

which we rearrange to get

\[
\tilde{J}(\tilde{\alpha}_{n-1} + \tilde{\alpha}_n + \tilde{\alpha}_{n+1}) = \frac{g^2\tilde{\alpha}_n}{\sqrt{1 + 4g^2\tilde{\alpha}^2_n}} + (\tilde{J} - 1)\tilde{\alpha}_n. \tag{S13}
\]

Therefore, \( \tilde{\alpha}_{1,2,3} \) that satisfy the above equation can be considered as the roots of \( f(\tilde{\alpha}) = k \), where

\[
f(\tilde{\alpha}) = \frac{g^2\tilde{\alpha}}{\sqrt{1 + 4g^2\tilde{\alpha}^2}} + (\tilde{J} - 1)\tilde{\alpha}, \quad k = \tilde{J}(\tilde{\alpha}_1 + \tilde{\alpha}_2 + \tilde{\alpha}_3). \tag{S14}
\]

In the following, we will use this condition for the extreme points to prove that i) for \( g < g_c^+ \), the origin is the global minimum and ii) for \( g > g_c^+ \), the neighboring pair with the same sign in the frustrated solution is in fact identical, i.e., \( \tilde{\alpha}_2 = \tilde{\alpha}_3 \).

1. A proof for the origin being the global minimum for \( g < g_c^+ \)

For \( g < g_c^+ \), \( f(\tilde{\alpha}) \) is a monotonically decreasing function that passes through the origin as shown in Fig. S1 (a). From this, we can show that the only possible extreme point is the origin: if we have \( \tilde{\alpha}_1 + \tilde{\alpha}_2 + \tilde{\alpha}_3 < 0 \) and thus \( \tilde{J}(\tilde{\alpha}_1 + \tilde{\alpha}_2 + \tilde{\alpha}_3) < 0 \), then the solution of Eq. (S14) will satisfy \( \tilde{\alpha}_1 = \tilde{\alpha}_2 = \tilde{\alpha}_3 > 0 \) (indicated by the red dashed line), which contradicts with our assumption. Similarly, \( \tilde{\alpha}_1 + \tilde{\alpha}_2 + \tilde{\alpha}_3 > 0 \) is also not possible. Therefore, we conclude that \( y = f(\tilde{\alpha}) \) and \( y = \tilde{J}(\tilde{\alpha}_1 + \tilde{\alpha}_2 + \tilde{\alpha}_3) \) can only intersect at the origin,

\[
\phi_n = \tilde{\alpha}_n = 0, \quad \theta_n = \pi, \tag{S15}
\]

with ground-state energy \( E_{GS}^{np} = -3/2 \). As the origin is the only extreme point, together with the Hessian analysis in Sec. II-A, we conclude that it is a global minimum.

2. A proof that \( \tilde{\alpha}_2 = \tilde{\alpha}_3 \) for the frustrated solution for \( g > g_c^+ \)

For \( g > g_c^+ \), \( f(\tilde{\alpha}) \) becomes non-monotonic as shown in Fig. S1 (b). Our strategy is as follows: (a) We first show that there are no extreme points satisfying \( \tilde{\alpha}_1 + \tilde{\alpha}_2 + \tilde{\alpha}_3 < 0 \). (b) We then prove that there exists an extreme point giving rise to \( \tilde{\alpha}_1 + \tilde{\alpha}_2 + \tilde{\alpha}_3 = 0 \), i.e., \( \alpha_3 = 0, \alpha_1 = -\alpha_2 \), but we show that this is a saddle point. (c) Finally, we show that \( \tilde{\alpha}_1 < 0 \) and \( \tilde{\alpha}_2 = \tilde{\alpha}_3 \) is the only allowed solution that leads to \( \tilde{\alpha}_1 + \tilde{\alpha}_2 + \tilde{\alpha}_3 > 0 \).

For the point (a), if one assumes \( \tilde{\alpha}_1 + \tilde{\alpha}_2 + \tilde{\alpha}_3 < 0 \), there are two possibilities as indicated by two red dashed lines in Fig. S1 (b). The lower red dashed line cannot be satisfied by the same reason for \( g < g_c^+ \) case. For the upper red dashed line case, the

**FIG. S1.** Monotonicity of function \( f(\tilde{\alpha}) \) for (a) \( g < \sqrt{1 - J} \) and (b) \( g > \sqrt{1 - J} \). The blue line displays the function \( f(\tilde{\alpha}) \), black dashed lines mark the possible solutions for the local minimum, the green line marks the solution for a saddle point, and red dashed lines indicate impossible solutions for an extreme point.
only allowed combination is \( \bar{\alpha}_2 = \bar{\alpha}_3 > \bar{\alpha}_{\text{zero}} \) and \( \bar{\alpha}_1 > -\bar{\alpha}_{\text{zero}} \), where \( \bar{\alpha}_{\text{zero}} \) is defined by \( f(\bar{\alpha}_{\text{zero}}) = 0 \) and \( \bar{\alpha}_{\text{zero}} > 0 \). It then leads to \( \bar{\alpha}_1 + \bar{\alpha}_2 + \bar{\alpha}_3 > \bar{\alpha}_{\text{zero}} > 0 \) which contradicts the assumption \( \bar{\alpha}_1 + \bar{\alpha}_2 + \bar{\alpha}_3 < 0 \). Therefore, we conclude that there is no solution satisfying \( \bar{\alpha}_1 + \bar{\alpha}_2 + \bar{\alpha}_3 < 0 \).

For the point (b), we assume \( \bar{\alpha}_1 + \bar{\alpha}_2 + \bar{\alpha}_3 = 0 \), which is indicated as a green dashed line Fig. S1(b). There is an allowed solution satisfying this condition, namely,

\[
\bar{\alpha}_3 = 0, \quad \bar{\alpha}_2 = -\bar{\alpha}_1 = \frac{1}{2g} \sqrt{\left( \frac{g}{g_c} \right)^4 - 1}, \quad (S16)
\]

which is therefore an extreme point. The Hessian given in Eq. (S9) at this point Eq. (S16) becomes

\[
\text{Hess}_3 \begin{bmatrix} -\frac{1}{2g} \sqrt{\left( \frac{g}{g_c} \right)^4 - 1}, & \frac{1}{2g} \sqrt{\left( \frac{g}{g_c} \right)^4 - 1}, & 0 \end{bmatrix} = \begin{bmatrix} 2 - \frac{2(1-J)^3}{2J} & 2\bar{J} & 2\bar{J} \\ \frac{2J}{2J^3} & 2 - \frac{2(1-J)^3}{2J^3} & 2\bar{J} \\ 2\bar{J} & 2\bar{J} & 2 - 2g^2 \end{bmatrix}, \quad (S17)
\]

whose eigenvalues are given by \( \beta_1 = 2(A_2 - \bar{J}), \quad \beta_{2(3)} = A_1 + A_2 + \bar{J} \pm \sqrt{(A_2 - A_1)^2 + 2\bar{J}(A_2 - A_1) + 9\bar{J}^2}. \) (S18) where \( A_1 = 2 - 2g^2, A_2 = 2 - 2(1 - \bar{J})^3/g^4 \). Note that \( \beta_1, \beta_2 > 0 \) and \( \beta_3 < 0 \) for \( g > g_c^+ \) and the point in Eq. (S16) is therefore a saddle point.

Finally, the only possibility is then \( \bar{\alpha}_1 + \bar{\alpha}_2 + \bar{\alpha}_3 > 0 \). The case indicated by the top black dashed line in Fig. S1(b) is the only solution consistent with our assumption. This leads to \( \bar{\alpha}_1 < 0 \) and \( \bar{\alpha}_2, \bar{\alpha}_3 > 0 \), which allows two types of solutions, i.e., \( \bar{\alpha}_2 < 0 < \bar{\alpha}_3 \) and \( \bar{\alpha}_1 < 0 < \bar{\alpha}_2 < \bar{\alpha}_3 \). We provide a proof below that the latter contradicts with \( \bar{\alpha}_1 + \bar{\alpha}_2 + \bar{\alpha}_3 > 0 \), leaving the former as the only possibility.

**Proof.** Suppose we have \( \bar{\alpha}_1 + \bar{\alpha}_2 + \bar{\alpha}_3 > 0 \) and \( \bar{\alpha}_1 < 0 < \bar{\alpha}_2 < \bar{\alpha}_3 \). Eq. (S14) can be rewritten as

\[
g^2\bar{\alpha} = \left[k + (1 - \bar{J})\bar{\alpha}\right] \sqrt{1 + 4g^2\bar{\alpha}^2}. \quad (S19)
\]

Since \( \sqrt{1 + 4g^2\bar{\alpha}^2} > 0 \), we require \( \bar{\alpha} \) to satisfy

\[
g^2\bar{\alpha} / \left[k + (1 - \bar{J})\bar{\alpha}\right] > 0. \quad (S20)
\]

Squaring both sides of Eq. (S19) gives

\[
g^4\bar{\alpha}^2 = \left[k + (1 - \bar{J})\bar{\alpha}\right]^2 (1 + 4g^2\bar{\alpha}^2). \quad (S21)
\]

The sum of roots for a quartic equation \( c_4x^4 + c_3x^3 + c_2x^2 + c_1x + c_0 = 0 \) is given by \( -c_3/c_4 \). In Eq. (S21), we have \( c_4 = 4g^2(1 - \bar{J})^2, \quad c_3 = 8g^2k(1 - \bar{J}) \). Therefore, one finds \( \bar{\alpha}_1 + \bar{\alpha}_2 + \bar{\alpha}_3 + \bar{\alpha}_4 = -c_3/c_4 = -2k/(1 - \bar{J}) < 0 \). From our assumption \( \bar{\alpha}_1 + \bar{\alpha}_2 + \bar{\alpha}_3 > 0 \), we conclude that, by squaring Eq. (S19), a new root \( \bar{\alpha}_4 < 0 \) is added to Eq. (S21), which is not a solution of Eq. (S19). Hence, \( \alpha_4 \) must contradict Eq. (S20) and satisfy

\[
k + (1 - \bar{J})\bar{\alpha}_4 > 0 \Rightarrow \bar{\alpha}_4 > -\frac{k}{1 - \bar{J}}. \quad (S22)
\]

Using this bound for \( \alpha_4 \) together with the sum of all four roots, we find

\[
\bar{\alpha}_1 + \bar{\alpha}_2 + \bar{\alpha}_3 = -\frac{2k}{1 - \bar{J}} - \bar{\alpha}_4 < -\frac{k}{1 - \bar{J}} < 0, \quad (S23)
\]

which contradicts \( \bar{\alpha}_1 + \bar{\alpha}_2 + \bar{\alpha}_3 > 0 \). Therefore, \( 0 < \bar{\alpha}_2 < \bar{\alpha}_3 \) is not an allowed solution. We briefly remark on the role of \( \bar{\alpha}_2 < \bar{\alpha}_3 \) in this proof. It ensures \( \{\bar{\alpha}_1, \bar{\alpha}_2, \bar{\alpha}_3\} \) corresponds to three distinct roots of \( f(\bar{\alpha}) = k \), so we can apply the sum of roots of Eq. (S21). On the other hand, if \( \bar{\alpha}_2 = \bar{\alpha}_3, \{\bar{\alpha}_1, \bar{\alpha}_2, \bar{\alpha}_3\} \) consists of two of the three roots of \( f(\bar{\alpha}) = k \) [as long as \( \bar{\alpha}_2 = \bar{\alpha}_3 \) is not a multiple root at the extreme point of \( f(\bar{\alpha}) \), which can be easily verified by partial derivatives]; in this case, the sum of \( \alpha_{mn} \) is no longer the sum of roots, and therefore the above contradiction no longer holds.
3. Approximate Solution

Using $\bar{\alpha}_2 = \bar{\alpha}_3$ for the global minimum, we can reduce Eq. (S12) to

\[
\bar{\alpha}_1 + 2\bar{J}\bar{\alpha}_2 - \frac{g^2\bar{\alpha}_1}{\sqrt{1 + 4g^2\bar{\alpha}_1^2}} = 0, \quad \text{(S24a)}
\]

\[
(1 + \bar{J})\bar{\alpha}_2 + \bar{J}\bar{\alpha}_1 - \frac{g^2\bar{\alpha}_2}{\sqrt{1 + 4g^2\bar{\alpha}_2^2}} = 0. \quad \text{(S24b)}
\]

While the above coupled equations cannot be solved analytically, we find approximate solutions for $\alpha_n$ for $|g - g^+_c| \ll 1$, which reads

\[
\bar{\alpha}_1 \approx -\frac{2|g - g^+_c|^{1/2}}{3g^+_c} - \frac{|g - g^+_c|^{3/2}}{6\sqrt{3}(g^+_c)^{3/2}} + O\left(\left|g - g^+_c\right|^{5/2}\right), \quad \text{(S25a)}
\]

\[
\bar{\alpha}_2 = \bar{\alpha}_3 \approx \frac{|g - g^+_c|^{1/2}}{3g^+_c} + \frac{(8 - 7\bar{J})|g - g^+_c|^{3/2}}{12\sqrt{3}J(g^+_c)^{5/2}} + O\left(\left|g - g^+_c\right|^{5/2}\right), \quad \text{(S25b)}
\]

which is Eq. (6) of the main text. Using Eq. (S5), we find the mean-values for atoms up to the same order in $|g - g^+_c| \ll 1$ as

\[
\cos \theta_1 \approx -1 + \frac{8(g - g^+_c)}{3g^+_c} - \frac{44(g - g^+_c)^2}{9(g^+_c)^2} + O\left(\left|g - g^+_c\right|^3\right), \quad \text{(S26a)}
\]

\[
\cos \theta_2 = \cos \theta_3 \approx -1 + \frac{2(g - g^+_c)}{3g^+_c} + \frac{(8 - 7\bar{J})(g - g^+_c)^2}{9J(g^+_c)^2} + O\left(\left|g - g^+_c\right|^3\right). \quad \text{(S26b)}
\]

Moreover, $\phi_1 = 0$ and $\phi_2 = \phi_3 = \pi$. The rescaled ground-state energy near the critical point therefore is given by

\[
E_{GS}^{\text{res}} \approx -\frac{3}{2} - \frac{2(g - g^+_c)^2}{(g^+_c)^2} + O\left(\left|g - g^+_c\right|^3\right) \quad \text{(S27)}
\]

C. Non-frustrated superradiant solution ($J < 0$)

For $J < 0$, we find an exact analytic solution of the mean-values. To this end, we use following inequalities,

\[
\sum_{i=1}^{3}\sqrt{1 + 4g^2\bar{\alpha}_i^2} \leq 3\sqrt{1 + \frac{4}{3}g^2\left(\sum_{i=1}^{3}\bar{\alpha}_i^2\right)}, \quad \text{(S28a)}
\]

\[
\bar{\alpha}_1 \bar{\alpha}_2 + \bar{\alpha}_1 \bar{\alpha}_3 + \bar{\alpha}_2 \bar{\alpha}_3 \leq \bar{\alpha}_1^2 + \bar{\alpha}_2^2 + \bar{\alpha}_3^2, \quad \text{(S28b)}
\]

where the equalities hold if and only if $\bar{\alpha}_1^2 = \bar{\alpha}_2^2 = \bar{\alpha}_3^2$ and $\bar{\alpha}_1 = \bar{\alpha}_2 = \bar{\alpha}_3$, respectively. The first inequality is the Cauchy-Schwarz inequality (AM-QM inequality). Using Eq. (S28) and $J < 0$, we find the lower-bound for the ground-state energy

\[
\bar{E}_{GS} \geq (\bar{\alpha}_1^2 + \bar{\alpha}_2^2 + \bar{\alpha}_3^2) - \frac{3}{2}\sqrt{1 + \frac{4}{3}g^2(\bar{\alpha}_1^2 + \bar{\alpha}_2^2 + \bar{\alpha}_3^2)} + 2\bar{J}(\bar{\alpha}_1 \bar{\alpha}_2 + \bar{\alpha}_1 \bar{\alpha}_3 + \bar{\alpha}_2 \bar{\alpha}_3)
\]

\[
\geq (1 + 2\bar{J})(\bar{\alpha}_1^2 + \bar{\alpha}_2^2 + \bar{\alpha}_3^2) - \frac{3}{2}\sqrt{1 + \frac{4}{3}g^2(\bar{\alpha}_1^2 + \bar{\alpha}_2^2 + \bar{\alpha}_3^2)}, \quad \text{(S29)}
\]

where the equality holds if and only if $\bar{\alpha}_1 = \bar{\alpha}_2 = \bar{\alpha}_3$. Therefore, the minimum ground-state energy can be obtained by minimizing

\[
\bar{E}_{GS} = 3(1 + 2\bar{J})\bar{\alpha}^2 - \frac{3}{2}\sqrt{1 + 4g^2\bar{\alpha}^2} = 3\left(g_c^- \bar{\alpha}\right)^2 - \frac{1}{2}\sqrt{1 + 4(g/g_c^-)^2(g_c^- \bar{\alpha})^2}. \quad \text{(S30)}
\]

where $\bar{\alpha} \equiv \bar{\alpha}_1 = \bar{\alpha}_2 = \bar{\alpha}_3$. Note that in the second equality, the ground-state energy can be expressed in the same functional form with the single Dicke model. This shows that the nature of superradiant phase transition for the Dicke trimer with $J < 0$ is
identical to that of the single Dicke model, with the only change being the shift of the critical point. It therefore follows that for $g < g_c^-$, the global minimum locates at

$$\tilde{\alpha}_1 = \tilde{\alpha}_2 = \tilde{\alpha}_3 = 0,$$

with the ground-state energy $E_{\text{GS}}^{\text{np}} = -3/2$. For $g > g_c^-$, the global minimum locates at

$$\tilde{\alpha}_1 = \tilde{\alpha}_2 = \tilde{\alpha}_3 = \frac{1}{2g} \sqrt{\left(\frac{g}{g_c}\right)^4 - 1}.$$

(S32)

Note that $\tilde{\alpha}_n$ can also be negative, indicating a two-fold degenerate ground state energy,

$$E_{\text{GS}}^{\text{np}} = -\frac{3}{4} \left(\frac{g_c^-}{g_c}\right)^2 + \frac{g^2}{(g_c^-)^2}.$$

(S33)

Finally, from the ground-state energy studied in this section, we show that both the non-frustrated and frustrated are the second-order phase transition (see Fig. S2). For $J < 0$, $d^2E_{\text{GS}}/dg^2$ is monotonically increasing for $g > g_c^-$, which is consistent with the behavior of QPT for the single Dicke model [S1]. Interestingly, we observe that the second derivative of the ground state energy for $J > 0$ exhibits non-monotonicity where there exists a point $g_0 > g_c^-$, below which it monotonically decreases and above which it monotonically increases. At $g = g_c^+$, we have $d^2E_{\text{GS}}/dg^2 = -4/(g_c^+)^2$, which can be derived from Eq. (S27). Meanwhile, the ground-state energy $E_{\text{GS}}$ as a function of intercavity hopping $J$ exhibits a discontinuity in the first order derivative in the superradiant phase, indicating a first-order QPT at $J = 0$, where we have three decoupled Dicke model. Therefore, $g = 1, J = 0$ locates a tricritical point.

III. EXCITATION SPECTRA FOR THE DICKE TRIMER

In this section, we will present the solution for the quadratic Hamiltonian of the Dicke trimer for both signs of $J$. To begin with, we express the quadratic Hamiltonian given in Eq. (S8) using cavity quadratures $q_n = (a_n + a_n^\dagger)/\sqrt{2}, p_n = i (a_n^\dagger - a_n)/\sqrt{2}$ and atomic quadratures $Q_n = (b_n + b_n^\dagger)/\sqrt{2}, P_n = i (b_n^\dagger - b_n)/\sqrt{2},$

$$H_q = \sum_{n=1}^{3} \left[ \frac{\omega_0}{2} (q_n^2 + p_n^2) - \frac{\Omega}{2 \cos \theta_n} (Q_n^2 + P_n^2) + 2 \lambda \cos \theta_n \cos \phi_n Q_n q_n + J (q_n q_{n+1} + p_n p_{n+1}) \right],$$

(S34)

which is Eq. (8) in the main text. $H_q$ is a bilinear Hamiltonian in terms of quadrature operators and can therefore be written in the form

$$H_q = \frac{1}{2} r^\dagger \mathcal{H}_q r,$$

(S35)

where $r = (q_1, p_1, Q_1, P_1, q_2, p_2, Q_2, P_2, q_3, p_3, Q_3, P_3)^\dagger$ and $\mathcal{H}_q$ is a symmetric, positive-definite $12 \times 12$ matrix

$$\mathcal{H}_q = \begin{pmatrix} \mathcal{H}_1 & \mathcal{H}_J & \mathcal{H}_J \\ \mathcal{H}_J & \mathcal{H}_2 & \mathcal{H}_J \\ \mathcal{H}_J & \mathcal{H}_J & \mathcal{H}_3 \end{pmatrix}.$$
Here, \( \mathcal{H}_n \) and \( \mathcal{H}_f \) are defined by
\[
\mathcal{H}_n = \begin{pmatrix}
\omega_0 & 0 & g \cos \theta_n \cos \phi_n \sqrt{\omega_0} \\
0 & \omega_0 & 0 \\
g \cos \theta_n \cos \phi_n \sqrt{\omega_0} & 0 & -\Omega / \cos \theta_n
\end{pmatrix}, \quad \mathcal{H}_f = \begin{pmatrix}
J & 0 & 0 & 0 \\
0 & J & 0 & 0 \\
0 & 0 & J & 0 \\
0 & 0 & 0 & J
\end{pmatrix}.
\] (S37)

According to Williamson theorem [S2], one can find a symplectic matrix \( S \) such that
\[
S \mathcal{H}_q S^\top = V, \quad V = \text{diag} (\varepsilon_1, \varepsilon_1, \varepsilon_2, \varepsilon_2, \varepsilon_3, \varepsilon_3, \varepsilon_4, \varepsilon_4, \varepsilon_5, \varepsilon_5, \varepsilon_6, \varepsilon_6)
\] (S38)

where \( \varepsilon_n \geq 0 \) are the symplectic eigenvalues computed by taking modulus of the 12 eigenvalues of the matrix \( i \Omega_0 \mathcal{H}_q \). A symplectic matrix satisfies \( S \Omega_0 S^\top = \Omega_0 \), where the symplectic form, \( \Omega_0 \) is defined by
\[
\Omega_0 = \bigoplus_{n=1}^{6} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\] (S39)

Transforming to a new set of quadratures \( r' = (S^{-1})^\top r = (q'_1, p'_1, q'_2, q'_3, q'_4, q'_5, q'_6, p'_6) \) diagonalizes \( \mathcal{H}_q \) as
\[
\mathcal{H}_q = \frac{1}{2} \sum_{n=1}^{6} \varepsilon_n (q'_n^2 + p'_n^2).
\] (S40)

The ground state is Gaussian and therefore can be characterized by the covariance matrix [S2]
\[
C = \frac{1}{2} S^\top S.
\] (S41)

In our model, the covariance matrix need to be computed numerically, from which we obtain the cavity population and squeezing variances.

### A. Normal Phase

At the origin, \( \bar{\alpha}_{1,2,3} = 0 \), Eq. (S34) becomes
\[
H_{np} = \sum_{n=1}^{3} \left[ \frac{\omega_0}{2} (q_n^2 + p_n^2) + \frac{\Omega}{2} (Q_n^2 + P_n^2) - g \sqrt{\omega_0} Q_n q_n + J (q_n q_{n+1} + p_n p_{n+1}) \right],
\] (S42)

which respects the translational symmetry. We then perform a Fourier transformation \( q_n = \sum_{k} e^{-ikn} q_k / \sqrt{3} \), \( Q_n = \sum_{k} e^{-ikn} Q_k / \sqrt{3} \) with quasimomentum \( k = 0, \pm 2\pi / 3 \) to get
\[
H_{np} = \sum_{k} \left[ \frac{\omega_0}{2} (q_k q_{-k} + p_k p_{-k}) + \frac{\Omega}{2} (Q_k Q_{-k} + P_k P_{-k}) - g \sqrt{\omega_0} Q_k q_{-k} + J \left( e^{ik} q_k q_{-k} + e^{-ik} p_k p_{-k} \right) \right].
\] (S43)

It can be observed that the zero momentum mode \( k = 0 \) is decoupled from the other two modes \( k = \pm 2\pi / 3 \), so we diagonalize the zero momentum mode and finite momentum modes separately by symplectic transform. The excitation of the zero momentum mode is
\[
\varepsilon_{np}^{0,\pm} = \frac{\omega_0}{\sqrt{2}} \left( (1 + 2 \bar{J})^2 + \bar{\Omega}^2 \pm \sqrt{[(1 + 2 \bar{J})^2 - \bar{\Omega}^2]^2 + 4 \bar{\Omega}^2(1 + 2 \bar{J})g^2} \right)^{1/2},
\] (S44)

where \( \bar{\Omega} = \Omega / \omega_0 \). Two finite momentum modes \( (k = \pm 2\pi / 3) \) have degenerate excitation energies,
\[
\varepsilon_{np}^{\pm} = \varepsilon_{np}^{-\pm} = \frac{\omega_0}{\sqrt{2}} \left( (1 - \bar{J})^2 + \bar{\Omega}^2 \pm \sqrt{[(1 - \bar{J})^2 - \bar{\Omega}^2]^2 + 4 \bar{\Omega}^2(1 - \bar{J})g^2} \right)^{1/2}.
\] (S45)

Here, \((-\pm)\) denotes the lower branch in the energy spectra, while \( (+\pm)\) denotes the higher branch. Only the lower branch of the energy spectra is shown in Fig. 2 of the main text. Crucially, the excitation energy \( \varepsilon_{np}^{0,-} \) is real only when
\[
(1 + 2 \bar{J})^2 + \bar{\Omega}^2 > \sqrt{[(1 + 2 \bar{J})^2 - \bar{\Omega}^2]^2 + 4 \bar{\Omega}^2(1 + 2 \bar{J})g^2},
\] (S46)
of the zero momentum mode as

\[ (1 - J)^2 + \Omega^2 > \sqrt{[(1 - J)^2 - \Omega^2]^2 + 4\Omega^2(1 - J)g^2}, \]

(S47)

or equivalently, \( g < g_c^- \). Therefore, we conclude that i) for \( J < 0 \), the zero momentum mode becomes critical and ii) for \( J > 0 \), the two degenerate finite momentum modes become critical. Moreover, in both cases, the critical excitation energy closes their energy gap with an exponent 1/2, namely,

\[ \varepsilon_{np}^{\text{nfsp}}(g \sim g_c^-) \propto |g - g_c|^1/2 \quad (J < 0), \]

\[ \varepsilon_{np}^{\text{nfsp}}(g \sim g_c^+) \propto |g - g_c|^1/2 \quad (J > 0). \]

(B. Non-frustrated Superradiant Phase \( J < 0 \))

For \( J < 0 \) and \( g > g_c^- \), we insert the non-frustrated mean-value solutions, given in Eq. (7) from the main text, to Eq. (S34) and derive the effective Hamiltonian in the non-frustrated superradiant phase (NFSP)

\[ H_{\text{nfsp}} = \sum_{n=1}^{3} \left[ \frac{\omega_0}{2} (q_n^2 + p_n^2) + \frac{\Omega'}{2} (Q_n^2 + P_n^2) - g' \sqrt{\omega_0 \Omega} Q_n q_n + J (q_n q_{n+1} + p_n p_{n+1}) \right], \]

(S49)

where \( \Omega' = (g/g_c^-)^2 \Omega \) and \( g' = (g_c^-)^2/g \). Since the translational symmetry is preserved, we perform a Fourier transformation as done in the normal phase to find

\[ H_{\text{nfsp}} = \sum_k \left[ \frac{\omega_0}{2} (q_k q_{-k} + p_k p_{-k}) + \frac{\Omega'}{2} (Q_k Q_{-k} + P_k P_{-k}) - g' \sqrt{\omega_0 \Omega} Q_k q_{-k} + J (e^{ik} q_k q_{-k} + e^{-ik} p_k p_{-k}) \right]. \]

(S50)

Note that the zero momentum mode is decoupled from finite momentum modes. Therefore, we first derive the excitation energies of the zero momentum mode as

\[ \varepsilon_{0(\pm)}^{\text{nfsp}} = \frac{\omega_0}{\sqrt{2}} \left\{ \frac{g^4 \Omega^2}{(1 + 2J)^2} + (1 + 2\bar{J})^2 \pm \sqrt{\left[ \frac{g^4 \Omega^2}{(1 + 2J)^2} - (1 + 2\bar{J})^2 \right]^2 + 4\Omega^2(1 + 2\bar{J})^2} \right\}^{1/2}, \]

(S51)

and the excitation energies of finite momentum modes are given by

\[ \varepsilon_{\pm}^{\text{nfsp}} = \varepsilon_{\mp}^{\text{nfsp}} = \frac{\omega_0}{\sqrt{2}} \left\{ \frac{g^4 \Omega^2}{(1 + 2J)^2} + (1 - \bar{J})^2 \pm \sqrt{\left[ \frac{g^4 \Omega^2}{(1 + 2J)^2} - (1 - \bar{J})^2 \right]^2 + 4\Omega^2(1 + 2\bar{J})(1 - \bar{J})} \right\}^{1/2}, \]

(S52)

The excitation energy \( \varepsilon_{0(-)}^{\text{nfsp}} \) is real only when

\[ \frac{g^4 \Omega^2}{(1 + 2J)^2} + (1 + 2\bar{J})^2 > \sqrt{\left[ \frac{g^4 \Omega^2}{(1 + 2J)^2} - (1 + 2\bar{J})^2 \right]^2 + 4\Omega^2(1 + 2\bar{J})^2}, \]

(S53)

or equivalently, \( g > g_c^- \). Therefore, for \( J < 0 \), it is still the zero momentum mode that becomes critical in the superradiant phase. Moreover, near the critical point, the zero momentum mode closes its energy gap with an exponent 1/2,

\[ \varepsilon_{0(-)}^{\text{nfsp}}(g \sim g_c^-) \propto |g - g_c|^1/2 \quad (J < 0) \]

(S54)

The excitation energies in the lower branch (\(-\)) are shown in Fig. 2(a) from the main text, and that of the higher branch (\(+\)) are shown in Fig. (S3).
C. Frustrated Superradiant Phase ($J > 0$)

When $J > 0$, the mean-value solutions given in Eq. (6) of the main text and Eq. (S26) break the translational symmetry and so does the resulting quadratic Hamiltonian. We first diagonalize Eq. (S34) directly by a symplectic transform, and then use the approximate solution in Eq. (S26) to investigate critical behaviors in the excitation spectra. We find that there are two critical excitation energies, and the components of corresponding normal modes are provided in Fig. 2(c) and (d) from the main text. There exists a mean-field mode where contributions of the cavities 2 and 3 are equal and have an opposite sign with that of the cavity 1. For the corresponding atomic quadratures, we note that $\phi_1 = 0$ and $\phi_2 = \phi_3 = \pi$ for the third term in Eq. (S34), so $Q_1$ has the same sign with $Q_2, Q_3$ in Fig. 2(d). Meanwhile, there is a frustrated mode that consists only of the cavities 2 and 3 and decouples the cavity 1, whose excitation energy reads

$$
\varepsilon_F^2 = \frac{\omega_0^2}{2} \left( (g_c^+)^4 + \left( \frac{\Omega}{\cos \theta_2} \right)^2 - \sqrt{ \left( (g_c^+)^4 - \left( \frac{\Omega}{\cos \theta_2} \right)^2 \right)^2 + 4 \Omega^2 (g_c^+)^2 g^2 \cos \theta_2 } \right). 
$$

(S55)

Note that $\cos \theta_2$ is a function of $g$ as given in Eq. (S26). We then expand $\varepsilon_F^2$ around $g = g_c^+$ and plug in $\cos \theta_2(g_c^+) = -1$ to get

$$
\varepsilon_F^2 = \frac{2 \omega_0^2 \Omega^2 (g_c^+)^4}{(g_c^+)^4 + \Omega^2} \left( 3 \cos \theta_2 \bigg|_{g=g_c^+} - \frac{2}{g_c^+} \right) (g - g_c^+) + O \left( (g - g_c^+)^2 \right). 
$$

(S56)

where $\cos \theta_2'(g)$ denotes the first derivative with respect to $g$. From Eq. (S26a) we have $\cos \theta_2'(g_c^+) = \frac{2}{g_c^+}$, so that the first order term of Eq. (S56) vanishes. Note that $\cos \theta_2'(g)$ is determined by the first term in $\alpha_2$ from Eq.(6b) in the main text. To derive the second order term in Eq. (S56), one has to take into account the second order term in $\cos \theta_2$, or equivalently, the second term in $\alpha_2$. In short, we show that

$$
\varepsilon_F = 2 \omega_0 \sqrt{ \frac{(1 - \bar{J})(2 + J)}{3J \left( (1 - \bar{J})^2 + \Omega^2 \right)} } (g - g_c^+) + O \left( (g - g_c^+)^2 \right). 
$$

(S57)

which is the expression we use for Fig. 2(b) in the main text. On the other hand, we find that the lowest order term of the mean-field mode is given by

$$
\varepsilon_{MF} = 2 \omega_0 \sqrt{ \frac{(1 - \bar{J})^{3/2}}{\left( (1 - \bar{J})^2 + \Omega^2 \right)} } (g - g_c^+)^{1/2} + O \left( (g - g_c^+)^{3/2} \right). 
$$

(S58)

We note that while the critical behavior of the frustrated and mean-field mode near critical point is qualitatively different with each other with distinct critical exponents, they become nearly degenerate for as $g$ moves away from the critical point, as shown in Fig. S4(a).

The non-mean-field exponent 1 for the frustrated mode and the mean-field exponent 1/2 for the MF mode can be understood from the curvature of the mean-field energy functions near the frustrated superradiant solution, which is captured by the eigenvalues of Hessian given in Eq. (S18). By inserting Eq. (6) from the main text to $\beta_1$ from Eq. (S18), which is a general form for the eigenvalue of Eq. (S9) when $\alpha_2 = \alpha_3$, and expanding around $g = g_c^+$, one finds

$$
\beta_F \approx \frac{4(2 + \bar{J})}{3J} (g - g_c^+)^2 + O \left( (g - g_c^+)^3 \right). 
$$

(S59)
field exponent because the translational symmetry is broken and two critical exponents \( \gamma \) for (a) \( J < 0 \) and (b) \( J > 0 \). In the non-frustrated superradiant phase, quadrature variances of the three cavities are identical and have the critical exponent \( 1/2 \). In the frustrated superradiant phase, the translational symmetry is broken and two critical exponents \( \gamma_{MF} = 1/2 \) and \( \gamma_F = 1 \) coexist.

with an eigenvector \( \mathbf{y}_F = (0, 1, -1) \). On the other hand, by inserting Eq. (6) to \( \beta_2 \) from Eq. (S18) and expanding around \( g = g_c^{-} \), one finds

\[
\beta_{MF} \simeq 8 \sqrt{1 - J} (g - g_c^{-}) + O ((g - g_c^{-})^2),
\]

(S60)

whose corresponding eigenvector can be written as \( \mathbf{y}_{MF} = (y_1, y_2, y_3) \), where \( y_2 < 0 < y_1 \). Note that \( \beta_{MF} \) is typical behavior of Landau potential when expanded around the minimum of a double well potential and it gives rise to the closing gap with a mean-field exponent because \( \epsilon_{MF} \propto \sqrt{\beta_{MF}} \). In the Landau potential, however, all transverse directions to the mean-field vector \( \mathbf{y}_{MF} \) have a finite curvature, making all the other modes remain gapped at the critical point. The essential non-mean-field behavior of the frustrated superradiance therefore stems from the emergence of a transverse mode \( \mathbf{y}_F \), that is orthogonal to \( \mathbf{y}_{MF} \), whose curvature at the critical point vanishes slower than the mean-field direction, leading to a soft mode \( \epsilon_F \) with a non-mean-field exponent.

IV. SQUEEZING FOR THE DICKE TRIMER

The squeezing variances can be numerically derived from the covariance matrix from Eq. (S41). As shown in Fig. S5, we find that in the normal phase and non-frustrated superradiant phase, all cavities have \( (\Delta q_n)^2 \propto |g - g_c^{+}|^{-\gamma_F} \). However, in the frustrated superradiant phase, we find \( (\Delta q_1)^2 \propto |g - g_c^{-}|^{-\gamma_{MF}} \) and \( (\Delta q_2)^2 = (\Delta q_3)^2 \propto |g - g_c^{+}|^{-\gamma_F} \). Note that the first cavity is displaced by \( \alpha_1 \) which is anti-aligned with \( \alpha_2 = \alpha_3 \).

V. GENERALIZATION TO ODD NUMBER OF SITES

Here, we consider the Dicke lattice model with an odd \( N \) number of sites. As shown in Fig. S6 (a), given the positive hopping energies, an odd number of sites may give rise to a frustrated superradiant phase. Solving this model requires solving \( N \) coupled linear equations and diagonalizing \( 4N \times 4N \) matrices, which are in general analytically intractable. Nonetheless, here by exploiting appropriate symmetries of the model we obtain important analytical results. In Sec. A, we use the translational
The critical point given in Ref. [S3], we find that
\[ g_c > g > g_c \]
Therefore, the Hessian matrix at origin is given by
\[ \text{Hess}_N(\{\alpha_n\}) = \begin{pmatrix}
2 - \frac{2g^2}{(1+4g^2\alpha_n^2)^{1/2}} & 2\bar{J} & 0 & \ldots & 2\bar{J} \\
2\bar{J} & 2 - \frac{2g^2}{(1+4g^2\alpha_n^2)^{1/2}} & 2\bar{J} & \ldots & 0 \\
0 & 2\bar{J} & \ddots & \ddots & 0 \\
\vdots & \vdots & \ddots & \ddots & 2\bar{J} \\
2\bar{J} & 0 & \ldots & 2\bar{J} & 2 - \frac{2g^2}{(1+4g^2\alpha_n^2)^{1/2}}
\end{pmatrix}. \quad (S61)

Therefore, the Hessian matrix at origin is given by
\[ \text{Hess}_N(\{\alpha_n = 0\}) = \begin{pmatrix}
2 - 2g^2 & 2\bar{J} & 0 & \ldots & 2\bar{J} \\
2\bar{J} & 2 - 2g^2 & 2\bar{J} & \ldots & 0 \\
0 & 2\bar{J} & 2 - 2g^2 & 2\bar{J} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & 2\bar{J} \\
2\bar{J} & 0 & \ldots & 0 & 2\bar{J} & 2 - 2g^2
\end{pmatrix}. \quad (S62)

The critical point \( g_c \) can be determined by solving \( \min\{\lambda_t\} = 0 \), where \( \{\lambda_t=0,1,\ldots,N-1\} \) are the eigenvalues of Hess\( _N(\{\alpha_n = 0\}) \). We note that due to the translational symmetry in the normal phase, Hess\( _N(\alpha_n = 0) \) is a circulant matrix. Using the method given in Ref. [S3], we find that
\[ \lambda_t = 1 - g^2 + 2\bar{J} \cos \left( \frac{2\pi t}{N} \right) \quad \text{for} \quad t = 0, 1, 2, \ldots, N - 1. \quad (S63) \]

From the above equation, one can see the difference between the positive and negative intercavity hopping. For \( J < 0 \), one eigenvalue, \( \lambda_t=0 \), becomes negative if \( g > g^-_c = \sqrt{1 - 2\bar{J}} \). Therefore, the critical point becomes independent of \( N \) for \( J < 0 \). This is because it is the zero momentum mode that becomes critical, which has no spatial variation. However, for \( J > 0 \), two eigenvalues, \( \lambda_{t=(N-1)/2} \) and \( \lambda_{t=(N+1)/2} \), become negative simultaneously if
\[ g > g^+_c(N) = \sqrt{1 + 2\bar{J} \cos \left( \frac{N - 1}{N - \pi} \right)}. \quad (S64) \]
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FIG. S6. (a) Illustration for the mechanism of frustration for \( N = 5 \) when neighboring \( \alpha_n \), being anti-aligned becomes incompatible with the underlying geometry. Similarly, frustration will occur for any odd \( N \). (b) Frustrated superradiance gives rise to a single unpaired cavity (cavity 1) and (N-1)/2 aligned pairs that respect a mirror symmetry about the unpaired cavity. (c) Numerical solution of \( \bar{\alpha}_n(g) \) for \( N = 5 \), where \( \bar{\alpha}_2 = \bar{\alpha}_5, \bar{\alpha}_3 = \bar{\alpha}_4 \) and \( \bar{\alpha}_1 \) is isolated as schematically depicted in (b). Here we show one configuration of \( \alpha_n \), and there are \( 2N \) degenerate ground states in total.
The two fold degeneracy of the critical modes in $J > 0$ is because they have a finite momentum, which always comes in degenerate pairs (+ and − signs) due to the time-reversal symmetry.

B. The frustrated mode

For the Dicke trimer case, we have identified that the frustrated superradiant phase is characterized by the emergence of two critical scalings and that the frustrated mode decouples a single site that does not form a pair through mirror symmetry. See Fig. 2(c) and (d) from the main text. Here, we show that these two properties are generic features of the frustrated superradiant phase in a 1D lattice.

As described in the main text, we find that there are always two critical modes in $J > 0$ case. As in the trimer case, we examine the scaling of the smallest eigenvalue of Eq. (S61) and find

$$
\lambda_{MF} \propto |g - g_c(N)|^{1/2}, \quad \lambda_F \propto |g - g_c(N)|^{N-1}
$$

for $N = 3, 5, 7$. The scaling of the frustrated curvature is shown in Fig. S7, which agrees with the critical scaling of the frustrated mode presented in the main text obtained by using symplectic diagonalization of the quadratic Hamiltonian. We also calculate the eigenvectors corresponding to $\lambda_{MF}$ and $\lambda_F$ and find that they have the same structure with $N = 3$ case. Namely, the frustrated mode eigenvector decouples the unpaired site 1 and has anti-symmetric weights for each ferromagnetic pair and it is always orthogonal to the mean-field mode eigenvector. Therefore, we conclude that the emergence of the frustrated mode that is orthogonal to the mean-field mode is a generic property of the frustrated superradiance of the 1D Dicke lattice. To support this claim for any $N$, below we show that there always exists $(N - 1)/2$ eigenvectors of the Hessian matrix which share the property of the frustrated mode for odd $N$, one of which we expect to become critical, given the configuration of $\alpha_n$ described in the main text and shown in Fig. S6 for $N = 5$ case, i.e. $\alpha_{1+j} = \alpha_{N+1-j}$ where $j = 1, 2, \ldots, (N - 1)/2$.

**Proof.** Under the assumption $\alpha_{1-j} = \alpha_{N+1-j}$, we can rewrite the Hessian of Eq. (S61) as

$$
\text{Hess}_N = \begin{pmatrix}
A_1 & \bar{J} & 0 & 0 & 0 & 0 & 0 & \bar{J} \\
\bar{J} & A_2 & \bar{J} & 0 & 0 & 0 & 0 & 0 \\
0 & \bar{J} & A_3 & \bar{J} & 0 & 0 & 0 & 0 \\
0 & 0 & \bar{J} & \ddots & \ddots & 0 & 0 & 0 \\
0 & 0 & 0 & \ddots & A_{(N+1)/2} & \bar{J} & 0 & 0 \\
0 & 0 & 0 & 0 & \ddots & \ddots & \bar{J} & 0 \\
\bar{J} & 0 & 0 & 0 & 0 & \ddots & \ddots & \bar{J} \\
\bar{J} & 0 & 0 & 0 & 0 & 0 & \ddots & \bar{J} \\
\end{pmatrix}, \quad A_n = 1 - \frac{g^2}{(1 + 4g^2\alpha_n^2)^{3/2}}
$$

(S65)

FIG. S7. Scaling of the critical eigenvalues of $\text{Hess}_N$ for $N = 5, 7$. Shapes are numerical solutions and lines indicate corresponding power-laws. The scaling properties agree with the results by symplectic transform, as shown in Fig. (4) of the main text.
Let us consider a \((N - 1) \times (N - 1)\) submatrix of \(\text{Hess}_N\) that excludes the first column and first row, namely,

\[
\text{Hess}'_N = \begin{pmatrix}
A_2 & \bar{J} & 0 & 0 & 0 & 0 & 0 \\
\bar{J} & A_3 & \bar{J} & 0 & 0 & 0 & 0 \\
0 & \bar{J} & \ddots & \ddots & 0 & 0 & 0 \\
0 & 0 & \ddots & A_{(N+1)/2} & \bar{J} & 0 & 0 \\
0 & 0 & 0 & \bar{J} & A_{(N+1)/2} & \ddots & 0 \\
0 & 0 & 0 & 0 & \ddots & \ddots & \bar{J} \\
0 & 0 & 0 & 0 & 0 & \bar{J} & A_2
\end{pmatrix},
\]

(S66)

which respects the mirror symmetry about the minor-diagonal. Therefore, its eigenvector \(x\) should be an eigenvector of the corresponding symmetry operator. In order words, \(x'(j) = \pm x'(N - j)\) for \(j = 1, 2, \ldots, (N - 1)/2\). If we choose an anti-symmetric eigenvector \(x'_F\) that satisfies \(x'_F(j) = -x'_F(N - j)\) with eigenvector \(\lambda_F\), then one can verify that \((0, x'_F)^\top\) is an eigenvector of the original Hessian in Eq. (S65), namely,

\[
\text{Hess}_N \begin{pmatrix}
0 \\
x'_F
\end{pmatrix} = \begin{pmatrix}
\bar{J} [x'_F(1) + x'_F(N - 1)] \\
\lambda_F x'_F
\end{pmatrix} = \lambda_F \begin{pmatrix}
0 \\
x'_F
\end{pmatrix}
\]

(S67)

Therefore, in the frustrated superradiant phase of the Dicke lattice model for any odd \(N\), there are always \((N - 1)/2\) normal modes in the mean-field energy, which decouple a single unpaired site and anti-symmetric for the ferromagnetic pairs.
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