ABSTRACT
We study the problem of computing public transit traffic assignments in a multi-modal setting: Given a public transit timetable, an additional unrestricted transfer mode (in our case walking), and a set of origin-destination pairs, we aim to compute the utilization of every vehicle in the network. While it has been shown that considering unrestricted transfers can significantly improve journeys, computing such journeys efficiently remains algorithmically challenging. Since traffic assignments require the computation of millions of shortest paths, using a multi-modal network has previously not been feasible. A recently proposed approach (ULTRA) enables efficient algorithms with UnLimited TRAnsfers at the cost of a short preprocessing phase. In this work we combine the ULTRA approach with a state-of-the-art assignment algorithm, making multi-modal assignments practical. Careful algorithm engineering results in a new public transit traffic assignment algorithm that even outperforms the algorithm it builds upon, while enabling unlimited walking which has not been considered previously. We conclude our work with an extensive evaluation of the algorithm, showing its versatility and efficiency. On our real world instance, the algorithm computes over 15 million unique journeys in less than 17 seconds.
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1 INTRODUCTION
Traffic assignments are an important tool for planning and analyzing transportation networks. Efficient assignment algorithms allow to predict how new infrastructure could improve traffic flows, or to test the limits of existing networks, based on historic, empiric, or expected passenger demand data. For this, the demand is given as a list of origin-destination pairs, where each pair is associated with a desired departure time. A basic variant of the assignment problem
then asks for the expected utilization of each vehicle (i.e., the number of passengers using the vehicle) in the public transit network at each point in time. A more intricate second variant additionally asks for a mapping from the origin-destination pairs onto actual journeys through the network that constitute the overall utilization of the vehicles. Solving either of these problems efficiently requires both a fast route planning algorithm (in order to compute possible journeys for every origin-destination pair) and sophisticated decision models (in order to reflect adequately which journeys would be chosen by passengers in the real world).

Research on shortest path algorithms has made astounding progress throughout the past decade [3]. Highly efficient route planning algorithms in turn enable practicable assignment algorithms for decision models and settings of increasing complexity. However, extending the underlying public transit network by other modes of transportation increases the difficulty of the problem significantly. Nevertheless, considering walking without any limitation during journey planning can improve travel times substantially, as shown in [19, 24]. The efficiency of public transit routing algorithms that can handle unrestricted transfers has recently been improved by a new approach called ULTRA [5], which promises to be easily adaptable for a wide range of route planning applications. In this work we show how the public transit traffic assignment algorithm presented in [7] can be adapted to work with ULTRA. Moreover, we propose improvements to the algorithm that are independent from the used transfer graph, such that the resulting algorithm with unlimited transfers surpasses the performance of the base algorithm.

1.1 Related Work

In general, traffic assignment problems can be subdivided into two mostly independent sub-problems. First, computing high quality traffic assignments requires solving a classical route planning problem: Given the origin, destination, and desired departure time of a passenger, find a set of all journeys that the passenger could reasonably use. Second, a discrete choice model is required, which reflects the behavior of passengers in the real world and predicts the likelihood of each journey actually being used. Both of these problems are widely studied on their own. In the following we give a short overview of the most important results for each sub-problem.

Shortest Path Algorithms. Regarding the route planning aspect of the traffic assignment problem, many efficient algorithms and speedup techniques have been developed in recent years. A comprehensive overview of state-of-the-art route planning algorithms is given in [3]. Regarding the special case of route planning in public transit networks, many algorithms have been developed that exploit the special structure of timetables. The RAPTOR algorithm [10] is one of the first techniques based solely on an efficient timetable representation instead of a graph representation. With Transfer Patterns [2, 4], a first approach that utilizes preprocessing in order to enable fast public transit queries was introduced. A preprocessing technique called HypRAPTOR [9] uses hypergraph partitioning to accelerate RAPTOR. Using a data model that is focused on the trips made by the public transit vehicles, Trip-Based Routing [25] and its accelerated version [26] enable fast profile queries on public transit networks. Yet another data model is used by the Connection Scan Algorithm (CSA) [11]. Here, the complete timetable is represented by a single sorted array of connections, which has to be scanned only once to solve earliest arrival or profile queries. An accelerated version of this algorithm was proposed in [22]. The approach of CSA was also used in the MEAT technique [13], which takes possible delays into account during journey planning. All algorithms mentioned so far were designed for pure public transit networks. For multi-modal networks (i.e., networks with at least one additional mode of transportation besides public transit) these algorithms are either not applicable or lose much of their efficiency. However, a few algorithms have been proposed specifically for multi-modal routing: MCR [8] interleaves RAPTOR with Dijkstra’s algorithm [14], UCCH [12] adapts Contraction Hierarchies [15] for multi-modal settings, and HLRaptor and HLCSA [19] combine Hub Labeling [1] with RAPTOR and CSA, respectively. The most efficient approach to multi-modal route planning is currently ULTRA [5]. This technique precomputes a small number of shortcuts that are sufficient to answer all queries correctly. These shortcuts can then be easily incorporated into most one-to-one query algorithms.

Assignment Algorithms. While route planning algorithms generally focus on finding journeys for a single user, traffic assignments aim at computing the overall traffic flow in a transportation network. An overview of various traffic assignment models and algorithms can be found in [21]. In order to estimate the effects of congestion within parts of the network, equilibrium models are used, which are discussed in detail in [18]. Similar to shortest path problems, the difficulty of traffic assignment problems increases when switching from road to public transit networks. Thus, specialized traffic assignment techniques have been developed for public transit networks [18]. An important part of most assignment algorithms are discrete choice models, which model the decision making process of the passengers mathematically. Research on discrete choice models has a long history, as they are used in many areas, from operations research to economics. An extensive overview of the most relevant choice models is given in [23]. A natural approach to the integration of discrete choice models into public transit traffic assignment are sequential route choice models, where the computation of reasonable routes and the choice model are integrated. Here, instead of computing complete routes from origin to destination and applying the choice model afterwards, routes are computed one leg at a time [16]. Combining this approach with a suitable route planning algorithm (such as CSA) results in a very efficient traffic assignment algorithm [7]. The basic idea of the CSA-based assignment algorithm is to compute for each connection in the network a perceived arrival time (PAT) that reflects how useful the connection is in order to reach a certain destination. A decision model is then used to decide whether a passenger would actually use the connection based on the PAT. Because of its efficiency, this approach has already been adapted for the travel demand simulation tool mobiTopp [6].

1.2 Our Contribution

In this work we present a novel public transit traffic assignment algorithm that considers not only the transit network but also unrestricted transfers. For our new algorithm we combine the ULTRA preprocessing with the CSA-based assignment algorithm presented in [7]. Since ULTRA is designed for one-to-one queries while the assignment algorithm requires one-to-many queries, integration of
the two techniques is not straightforward. Therefore, we provide a detailed description of the steps necessary to adapt ULTRA for the assignment algorithm. Furthermore, we present optimizations for the original assignment algorithm that increase the result accuracy and reduce computation time. Finally, we demonstrate that the discrete choice model used by the algorithm can be exchanged with other choice models without affecting the efficiency.

Outline. In Section 2 we formalize the public transit traffic assignment problem as well as required network and demand models. Furthermore, we provide a detailed introduction to the algorithms and techniques that our new approach builds upon in this section. We proceed with the description of our new ULTRA-Assignment algorithm in Section 3. Afterwards we present the results of an extensive experimental evaluation in Section 4, showing that our algorithm outperforms the state of the art. We conclude our work with some final remarks in Section 5.

2 PRELIMINARIES

In this section we introduce the notation used throughout the paper. Furthermore, we present a short introduction of discrete choice models, the CSA-based assignment algorithm, and ULTRA, since our algorithm will build upon them.

2.1 Public Transit Routing

We model a public transit network as a 4-tuple \((S, C, T, G)\) consisting of a set of stops \(S\), a set of connections \(C\), a set of trips \(T\), and a directed, weighted walking graph \(G = (V, E)\). Each connection \(c \in C\) is a 5-tuple \((v_{dep}(c), v_{arr}(c), \tau_{dep}(c), \tau_{arr}(c), \tau_{trip}(c))\). It represents a vehicle driving from a departure stop \(v_{dep}(c)\) in \(S\) to an arrival stop \(v_{arr}(c)\) in \(S\) without halting in-between, departing at the departure time \(\tau_{dep}(c)\) and arriving at the arrival time \(\tau_{arr}(c)\). A trip \(tr = (c_1, \ldots, c_k) \in T\) is a sequence of connections served consecutively by a vehicle. Every connection is part of exactly one trip, which is indicated by \(\tau_{trip}(c)\).

The walking graph \(G = (V, E)\) consists of a set of vertices \(V\) with \(S \subseteq V\) and a set of edges \(E \subseteq V \times V\). Each edge \((v, w) \in E\) has a walking time \(?_{walk}(v, w) \in \mathbb{N}_0\) which defines the time needed to traverse the edge. The definition of walking time can be extended naturally to paths in \(G\): For a path \(P = (v_1, \ldots, v_k)\), we define \(?_{walk}(P) := \sum_{i=2}^{k} ?_{walk}(v_{i-1}, v_i)\). We denote the walking time of the shortest path in \(G\) from \(v\) to \(w\) by \(?(v, w)\). Unlike in restricted walking scenarios, we require neither that \(G\) is transitively closed, nor that it fulfills the triangle inequality.

Each stop \(v \in S\) is associated with a departure buffer time \(?_{buf}(v)\). When arriving at \(v\) with arrival time \(\tau\), passengers must observe the departure buffer time \(?_{buf}(v)\) before they can enter a connection \(c\) departing at \(v\), i.e., \(\tau + \tau_{buf}(v) \leq \tau_{dep}(c)\) must hold. The only exception to this is if the passengers arrived via the previous connection of \(\tau_{trip}(c)\). In this case, they can simply remain seated in the vehicle and do not have to enter it. An example for the departure buffer time is shown in Figure 2. Formally, transferring between two connections \(c_1\) and \(c_2\) is possible if \(?_{trip}(c_1) = ?_{trip}(c_2)\) and \(c_2\) immediately follows \(c_1\) in the trip, or if there is a path \(P = (v_{arr}(c_1), \ldots, v_{dep}(c_2))\) in the walking graph \(G\) connecting the stops \(v_{arr}(c_1)\) and \(v_{dep}(c_2)\) such that \(?_{arr}(c_1) + ?_{walk}(P) + ?_{buf}(v_{dep}(c_2)) \leq \tau_{dep}(c_2)\) holds. Note that in the special case of \(?_{arr}(c_1) = v_{dep}(c_2)\), \(P\) may consist only of a single vertex.

The departure buffer time models the time that is needed to walk to the platform where the vehicle departs and enter the vehicle, which may be considerable if the stop represents a large station. Many other works, including the CSA-based assignment algorithm we want to build upon, instead consider minimum change times [2, 6, 10, 11]. The minimum change time must only be observed when transferring between trips at the same stop, but not when entering a trip after arriving via a footpath. In addition to arguably being unrealistic, this modeling choice also leads to problems when the walking graph (including loop edges representing the minimum change time) is not required to be transitively closed. Consider the situation depicted in Figure 3, where the minimum change time at a stop can be bypassed by taking a footpath that loops back to the stop. In restricted walking scenarios, minimum change times are typically modeled as loop edges, and since the triangle inequality must be fulfilled, this situation is impossible. To prevent this problem from occurring in the case of unrestricted walking, we use a departure time buffer time which must always be observed when entering a vehicle. Note that loop edges in \(G\) are allowed in our model, but they are superfluous since they can never improve the arrival time. In contrast to the CSA-based assignment algorithm, ULTRA already considers departure buffer times.

We call the movement of a passenger from an origin vertex to a destination vertex through the public transit network a journey. Formally a journey is an alternating sequence of the vehicles used...
by the passenger and paths in the transfer graph that allow for transferring between these vehicles. By $\tau_{\text{arr}}(J)$ we denote the arrival time of the journey $J$ at its destination $d$. If the journey uses at least one connection, then its arrival time is $\tau_{\text{arr}}(c) + \text{dist}(\tau_{\text{arr}}(c), d)$, where $c$ is the last connection used within the journey. If the journey uses no public transit vehicles, then its arrival time is simply the sum of the departure time at its origin and the distance from the origin to the destination.

The **perceived arrival time (PAT)** $\tau_{\text{pat}}(J)$ of a journey $J$ is the sum of the actual arrival time $\tau_{\text{arr}}(J)$ and several penalties for inconveniences during the journey. For each transfer between two vehicles (regardless of whether walking is required for the transfer or not), a transfer penalty $\lambda_{\text{trans}} \in \mathbb{R}^+_0$ is added to the perceived arrival time. The time the passenger spends waiting for a vehicle to arrive is multiplied by a waiting penalty $\lambda_{\text{wait}} \in \mathbb{R}^+_0$. Similarly, the time the passenger spends walking is multiplied by a walking penalty $\lambda_{\text{walk}} \in \mathbb{R}^+_0$. Observe that the waiting and walking times contribute twice to the PAT: once in unweighted form as part of the actual arrival time, and then a second time as a weighted penalty. Additionally, the perceived arrival time also takes into account the possibility of delays by incorporating alternative choices when a connection is delayed. The precise formal definition of the perceived arrival time is given in [7].

A $w$-profile $f^{v, w}(\tau)$ between two vertices $v, w \in V$ is a function that maps each departure time $\tau$ to the minimal perceived arrival time among all $w$-journeys that depart at $\tau$ no earlier than $\tau$. If no feasible journey exists, we define $f^{v, w}(\tau)$ as $\infty$. Note that every journey that involves taking at least one connection has a fixed departure time that depends solely on the first taken connection. The profile can therefore be represented as a piecewise linear function where each segment has a fixed slope and ends with a breakpoint $(\tau_{\text{dep}}, \tau_{\text{arr}})$, which represents a journey with the departure time $\tau_{\text{dep}}$ and perceived arrival time $\tau_{\text{arr}}$. Additionally, there may be at most one optimal journey which consists purely of walking from $v$ to $w$, which we represent with an additional value $\tau_{\text{walk}} = \lambda_{\text{walk}} \cdot \text{dist}(v, w)$. Evaluating a profile at a time $\tau$ is then done by returning the minimum of $\tau_{\text{walk}}$ and the value of the function at $\tau$.

### 2.2 Problem Statement

A traffic assignment problem takes as input a public transit network and a demand $D$, which is a set of origin-destination pairs. Each origin-destination pair $p = (o, d) \in D$ is also associated with a desired departure time $\tau_{\text{dep}}(p)$. The pair $p = (o, d)$ represents a passenger who wants to travel from the origin vertex $o \in V$ to the destination vertex $d \in V$, starting at $\tau_{\text{dep}}(p)$. The objective of the traffic assignment problem is to assign each origin-destination pair $p = (o, d) \in D$ to a probability space consisting of journeys that satisfies the demand. The demand is satisfied if each journey in the probability space departs at $\tau_{\text{dep}}(p)$ and ends at $d$. The probabilities associated with each journey in the probability space should reflect the likelihood of a real passenger using the journey. Summing the probabilities of all journeys containing a connection $c$ yields the utilization $\mu(c)$, which is the expected number of passengers using $c$.

### 2.3 Decision Models

Most traffic assignment algorithms use discrete choice models in order to obtain the probability space for each origin-destination pair. Given a choice set, for example a set of possible journeys that end at the desired destination, a decision model can be used to determine the likelihood of each option in the choice set being used. For this purpose every option is rated with a scalar value, called *gain*, that reflects how useful the option is. A decision model is then simply a function $P : \mathbb{R}^n \to [0, 1]^n$ that maps a vector containing the gains of all options onto a vector of probabilities. Note that this requires $\parallel P(x) \parallel_1 = 1$ for all $x$. We now briefly introduce some of the decision models that we want to use with our algorithm.

**Logit.** The Logit model is a special case of a random utility model using a Generalized Extreme Value distribution Type-I. This decision model is widely used since it has some useful properties and its corresponding probability function $P_{\text{logit}}(x)$ is comparatively simple. Given $n$ options with gains $x_1, \ldots, x_n$ and a tuning parameter $\beta$, the Logit model defines the probability of choosing the $i$-th option as

$$P_{\text{logit}}(x)_i := \frac{e^{\beta x_i}}{\sum_{j=1}^n e^{\beta x_j}}.$$  

**Kirchhoff.** In contrast to Logit, the Kirchhoff model is not rooted in discrete choice theory, but rather lends ideas from Kirchhoff’s circuit laws. The probability function $P_{\text{kirchhoff}}$ again depends on a tuning parameter $\beta$ and is defined as

$$P_{\text{kirchhoff}}(x)_i := \frac{x_i^\beta}{e^{\beta x_i} + \sum_{j=1}^n x_j^\beta}.$$  

**Linear.** The Linear decision model was proposed together with the CSA-based assignment algorithm in [7]. Given only two options, the probability of each option depends linearly on the difference between the options’ gains, hence the name. Let $\bar{x}$ be the option with maximum gain and $\delta$ the difference between the gains of the two best options. Then the probability function $P_{\text{linear}}$ is defined as

$$P_{\text{linear}}(x)_i := \frac{\max(x_i, 2\bar{x} - x_i - \delta)}{\delta + \sum_{j=1}^n x_j^\beta}.$$  

### 2.4 CSA-Based Assignment

The CSA-based assignment algorithm from [7] computes a traffic assignment by simulating the movement of individual passengers through the public transit network. The algorithm works by partitioning the origin-destination pairs based on their destination vertex and processing all pairs with the same destination vertex $d$ simultaneously. The assignment for the origin-destination pairs with destination $d$ is done in three phases: (1) the PAT profile computation, (2) the actual assignment phase, and (3) an optional cycle removal phase.

The first phase computes a partial PAT profile $f^{v, d}_w$ for each vertex $v$ in the network, which is restricted to only consider journeys that start with a connection departing at $v$. Thus, $f^{v, d}_w(\tau)$ is the minimum perceived arrival time for a passenger that is waiting at $v$ for the best vehicle departing after $\tau$. The CSA-based assignment algorithm computes these profiles with a single scan of the connection array in decreasing order of departure time. During this scan...
the algorithm additionally computes three PATs for every connection that are later used to decide if passengers use the connection on their journey to the destination.

The second phase uses the PATs computed in the first phase to compute reasonable journeys with destination \( d \) and assign them to the origin-destination pairs. This is done by simulating the movement of individual passengers through the network and recording the journey they take. In order to obtain an actual probability space for each origin-destination pair \( p = (o, d) \), and not just a single journey, the algorithm generates multiple passengers for \( p \) and places them at \( o \). The number of passengers per origin-destination pair is controlled by the passenger multiplier \( \lambda_{\text{mul}} \in \mathbb{N} \). The passengers are then routed through the network using a variant of CSA, processing the connections in increasing order of departure time. For each connection \( c \) the algorithm first decides whether passengers waiting at \( v_{\text{dep}}(c) \) enter the connection in order to reach their destination. Next, the algorithm decides whether passengers that actually use the connection disembark at \( v_{\text{arr}}(c) \). Finally, the algorithm decides for passengers that disembark if they walk to another stop or keep waiting at \( v_{\text{arr}}(c) \). In all three cases the PATs of all available options for the passengers are already known, since they were computed in the first phase. Given \( k \) options with PATs \( p_1, \ldots, p_k \), the gain \( g_i \) of the \( i \)-th option is computed with the formula

\[
g_i := \max(0, \min(\tau^p_j, j \neq i) - \tau^p_i + \lambda_{\text{max}}),
\]

where \( \lambda_{\text{max}} \in \mathbb{R}_+^* \) is the delay tolerance. This causes options that differ from the best option by more than \( \lambda_{\text{max}} \) to have a gain of 0, eliminating them from the choice set. Using these gains, the probability for each option is computed with the Linear decision model. A decision is then made for each passenger by choosing an option randomly according to the probabilities. Doing this for each connection results in the passengers gradually moving towards the destination.

As the passengers move randomly (but guided by the PATs) through the network, cycles can occur in their journeys. If such cycles are undesired, they are removed in an optional third phase. This is done by scanning all journeys recorded during the second phase for cycles and removing them.

The CSA-based algorithm obtains its efficiency from processing all passengers with the same destination at once. Because of this, passengers coalesce as they get closer to their destination and the algorithm can evaluate the decision model for all of them at once. Furthermore, in all three phases the computations for passengers with different destinations are completely independent of each other. Thus, they can be performed in parallel.

2.5 ULTRA

The ULTRA approach [5] is based on the observation that vehicles in a public transit network are often coordinated. Thus, long walking paths between vehicles are only rarely required, while long walking paths as the first or last leg of a journey occur quite frequently. In order to exploit this, ULTRA uses a short preprocessing phase during which a shortcut graph \( G' = (S, E') \) containing all possible inter-vehicle transfers is computed. Public transit algorithms can then find transfers between trips by scanning these shortcuts instead of the (much larger) original unrestricted transfer graph. However, computing possible walking paths from the origin to the first stop and from the last stop to the destination still has to be done by the query algorithm. The query algorithms proposed together with ULTRA do this efficiently by utilizing a specialized one-to-many shortest path algorithm called Bucket-CH [15, 17]. This approach is only viable for solving one-to-one queries in the public transit network. However, as the CSA-based assignment algorithm is based on an all-to-one CSA during the PAT computation and assignment phase, integrating ULTRA is not straightforward.

3 ULTRA-ASSIGNMENT ALGORITHM

In this section we give an overview of our ULTRA-Assignment algorithm, focusing on the differences to the original assignment algorithm introduced in [7]. In particular, we explain how departure buffer times and unrestricted walking can be integrated. Furthermore, we outline how passengers representing the same origin-destination pair can be grouped to improve the running time and the accuracy of the results. Pseudocode is given in Algorithm 1.

Preprocessing for Zone Based Demand. The input to the assignment algorithm consists of a public transit network with an unrestricted walking graph and a demand. Often, the demand data has a lower spatial resolution than the walking graph. Origins and destinations are not supplied as precise locations, but rather as zones, which represent larger areas such as city districts. In this case, distances between zones and nearby stops are supplied in the demand data. Before the assignment algorithm can be executed, the zones have to be integrated into the public transit network. However, simply adding vertices and edges for these zones to the walking graph may create new paths between stops that are too short and violate the triangle inequality. This is because the zones represent regions with a non-zero expanse and the distances to nearby stops may be measured from any point within the region, not necessarily the center. Two edges whose distances are measured from different endpoints within the region may form a path between stops that is too short, since it does not include the time needed to travel between the two endpoints. An example of this is shown in Figure 4. To prevent this, we create two vertices for each zone: a source vertex that only has outgoing edges to stops and sink vertex that only has incoming edges from stops. By not connecting the source and sink vertex, we prevent unwanted paths through zones from forming.
Once the zones have been integrated, we run the ULTRA pre-processing phase. This involves computing a core graph for the shortcut computation, the shortcut computation itself, and computing the Bucket-CH data for the initial and final transfers.

**Handling Departure Buffer Times.** A consequence of using ULTRA is that we must switch from the minimum transfer time model to the departure buffer time model. Accordingly, passengers must observe the departure buffer time whenever a connection is entered, regardless of how it was reached. In the original CSA-based assignment algorithm, the minimum transfer time was considered part of the waiting time and therefore the waiting penalty \( \lambda \) was applied to it. However, since the departure buffer time must always be observed, it may not be desirable to penalize it to the same degree as waiting, or at all. Therefore we introduce a new buffer time penalty \( \lambda_{\text{buf}} \) that may be different from the waiting penalty \( \lambda \). Whenever a connection is entered, the departure buffer time multiplied by \( \lambda_{\text{buf}} \) is added to the PAT. Any time spent waiting before that, excluding the departure buffer time itself, is multiplied by \( \lambda_{\text{wait}} \) and added to the PAT.

**Unrestricted Walking Using ULTRA.** The original assignment algorithm used CSA variants with restricted walking in both the PAT computation phase and the assignment phase. We extend the algorithm to unrestricted walking by replacing CSA with ULTRA-CSA in both phases. This requires several changes. The original PAT computation phase computed PAT profiles at every stop with a backward CSA search. We replace this with a backward ULTRA-CSA search (line 11), using the shortcut graph for intermediate transfers and a backward Bucket-CH search from the destination \( d \) for the final transfers. These profiles exclude the initial transfers from the origin vertices, which are evaluated at the start of the assignment phase, when the passengers are generated and choose which stop they transfer to.

Evaluating the initial transfers constitutes the main algorithmic challenge. The ULTRA technique was designed for one-to-one queries, where initial transfers can be computed with a single Bucket-CH query from the origin vertex. In our case, there are typically multiple origin-destination pairs for the current destination vertex and therefore multiple origin vertices. Thus we have to perform one Bucket-CH search for each origin vertex. Once the initial transfers are computed, a further challenge is the efficient evaluation of the resulting transfer options. In the restricted walking scenario, the choice set for initial and intermediate transfers was fairly small because passengers could only transfer to stops which were reachable via a direct edge. This made it feasible to simply iterate over all outgoing edges, compute the PATH, gain, and probability for each reached stop, and then make a decision. For the intermediate transfers, we can retain this approach in the unrestricted case by using the shortcut edges computed by ULTRA. However, the shortcuts do not cover initial transfers. When walking is unrestricted, almost all stops are reachable by initial walking from most origins. Therefore it is no longer practical to explicitly collect all choices and compute their probabilities before making a decision. In practice, however, the probability for the vast majority of options will be 0 because the required footpath is so long that the resulting PAT will exceed the delay tolerance \( \lambda_{\text{max}} \).

---

**Algorithm 1: ULTRA Assignment.**

**Input:** Public transit network \((S, C, T, G = (V, E))\), shortcut graph \(G' = (S, E')\), and demand \(D\)

**Output:** Utility \(u: C \rightarrow \mathbb{R}_0^+\) for every connection, a set of journeys \(J\) for each origin-destination pair

1. Let \(O\) be the set of all origins with demand in \(D\)
2. Let \(D\) be the set of all destinations with demand in \(D\)
3. for each \(o \in O\) do
   4. \(N(o) \leftarrow \{(v, \text{dist}(o, v)) | v \in S\} \quad //\text{ Using Bucket-CH}\)
   5. Sort \(N(o)\) in ascending order of distance \(\text{dist}(o, \cdot)\)
   6. Sort \(D\) by destination
   7. Sort \(C\) ascending by departure time
4. for each \(d \in D\) do
   9. Let \(D_d\) be the subset of \(D\) with destination \(d\)
   10. Sort \(D_d\) by origin
   11. Compute PAT profiles from every stop to \(d\)
   12. for each \(p = (o, d) \in D_d\) do
   13. Generate passenger group \(g\) of size \(\lambda_{\text{mul}}\) for \(p\)
   14. \(J \leftarrow J \cup \{J_g = \{\}\}\)
   15. Let \(C\) be an empty choice set for \(p\)
   16. for each \((v, \text{dist}(o, v)) \in N(o)\) do
   17. \(r_{\text{dep}} \leftarrow r_{\text{dep}}(p) + \text{dist}(o, v)\)
   18. \(r_p \leftarrow r_{\text{dep}} + \lambda_{\text{walk}} \cdot \text{dist}(o, v)\)
   19. \(r_{\text{walk}} \leftarrow \min\{r_p | (r_p, \cdot) \in C\} + \lambda_{\text{max}}\)
   20. if \(r_{\text{dep}} + r_{\text{walk}} > r_{\text{arr}}\) then
      21. \(\text{break}\)
   22. \(r_{\text{arr}} \leftarrow r_{\text{walk}} + r_{\text{buf}}(v) + r_p + \lambda_{\text{buf}} \cdot \tau_{\text{buf}}(v)\)
   23. \(C \leftarrow C \cup \{(r_{\text{arr}}, v, r_{\text{dep}})\}\)
   24. Evaluate which choice from \(C\) the passengers use
5. for each \(c \in C\) do
   26. Evaluate if passengers waiting at \(r_{\text{dep}}(c)\) enter \(c\)
   27. \(u(c) \leftarrow \text{Number of passengers in } c\)
   28. Add \(c\) to journeys \(J_g\) of groups \(g\) in \(c\)
   29. Evaluate if passengers using \(c\) disembark at \(v_{\text{arr}}(c)\)
   30. Evaluate if passengers at \(v_{\text{arr}}(c)\) can transfer to \(d\)
   31. Evaluate to which stop passengers at \(v_{\text{arr}}(c)\) transfer
   32. for each \(J_g \in J\) do
      33. Remove cycles from \(J_g\)
34. return \(u, J\)

To evaluate the initial transfers efficiently, we precompute the distances between the origin vertices and stops. For each origin \(o\) that occurs in the demand, we perform a Bucket-CH search from \(o\) to all stops (line 4). We store the distances from \(o\) to all reachable stops in a list of stop-distance tuples \((v, \text{dist}(o, v))\), sorted in ascending order of distance (line 5). After generating the passengers for an origin-destination pair \(p = (o, d)\) (line 13), we iterate over the stop-distance tuples (line 16), compute the corresponding PATs and add them to the choice set \(C\). For each tuple \((v, \text{dist}(o, v))\), we can compute the corresponding PAT by evaluating the profile \(r_{\text{wait}}^vd\) via
binary search and adding the penalties for walking and the buffer time (line 22). Note that an option only has a non-zero gain and probability if its PAT does not exceed the PAT of the best option by more than $\lambda_{\text{max}}$. To avoid iterating through the entire list of stop-distance tuples, we compute a lower bound for the PAT that increases monotonically with each tuple. The lower bound consists of the departure time $t_{\text{dep}}$ at $v$ (line 17) plus the perceived walking time $t_{\text{walk}}^P$ (line 18). Once this lower bound exceeds the best PAT found so far by more than $\lambda_{\text{max}}$, we can stop iterating through the list since all further options will have a probability of 0 (line 20).

After we have collected all relevant options, we evaluate the choice set $C$. This involves computing the gain of each option, using a decision model to compute the probabilities and distributing the passengers to the stops according to the probabilities (line 24). The rest of the assignment phase (lines 25–31) then continue as usual, except that we use the shortcut graph for intermediate transfers and the final transfers computed by the Bucket-CH search from $d$. For each connection $c$, four decisions are made: First it is decided which passengers waiting at $v_{\text{dep}}(c)$ enter $c$ (line 26). The utilization of $c$ is then calculated as the number of passengers using $c$, including those that entered at $v_{\text{dep}}(c)$ and those that used a previous connection on the trip and remained seated (line 27). Then, $c$ is added to the journey of each passenger using it (line 28). Passengers in $c$ either decide to disembark at $v_{\text{arr}}(c)$ or remain in trip($c$) (line 29). Those that disembark evaluate if they transfer directly to $d$ (line 30). If they do not, they choose a stop to transfer to next (line 31). Each decision is made by using a decision model to compute the probabilities and distributing the passengers accordingly. The cycle canceling phase (lines 32 and 33) remains unchanged.

Grouping Multiplied Passengers. The CSA-based assignment algorithm only approximates the unique solution defined by decision model, as the algorithm is based on the Monte Carlo method. The accuracy of this approximation is primary influenced by the number of journeys that are sampled per origin-destination pair, which is controlled by the passenger multiplier $\lambda_{\text{mul}}$. The original assignment algorithm generates $\lambda_{\text{mul}}$ copies of each passenger in the demand and then simulates the movement of all these copies independently. While the gain computation and evaluation of the decision model can be shared among all passengers in the same location, each passenger still has to make an individual random decision and move accordingly. This approach leads to redundant work because different copies of the same passenger will often make the same choices. We solve this problem by grouping passengers that make the same choices together.

Instead of individual passengers, we now route passenger groups through the public transit network. The number of passengers in a group is indicated by the group size $\gamma$. At the start of the assignment phase, we generate one group of size $\lambda_{\text{mul}}$ for each origin-destination pair. Previously, whenever we had to make a choice between options with probabilities $P_1, \ldots, P_k$, we made an individual decision for each passenger by randomly picking an option according to the probabilities. Now, when making a decision for a group of size $\gamma$, we split it into $k$ groups of sizes $\lfloor \gamma P_1 \rfloor, \ldots, \lfloor \gamma P_k \rfloor$ and route each group according to the corresponding option because the group sizes are rounded down, some of the original $\gamma$ passengers may still be left over afterwards. These passengers are still handled individually. As before, we randomly choose an option for each passenger according to the probabilities and add the passenger to the corresponding group. If the probability of an option is lower than $1/\gamma$ and none of the leftover passengers are assigned to it, the corresponding group has a size of 0 and will be deleted.

When groups that represent different origin-destination pairs encounter each other at a stop, we do not merge them into a single large group. While doing so would further reduce the computational effort, it would not allow us to reconstruct the journey that is assigned to each group in a straightforward manner.

The expected value for the share of passengers that are assigned to an option $i$ is exactly $P_i$, regardless of whether the passengers are grouped or not. However, by grouping the passengers and splitting the groups according to the probabilities, a large portion of the assignment becomes deterministic. Only the assignment of the leftover passengers created by rounding errors is still randomized. Therefore, the computed utilization will not vary as strongly between different executions of the algorithm.

Instead of interpreting each unit in the simulation as a group of $\gamma$ passengers, we can also view it as a single passenger and interpret the group size as a fixed-point representation of the probability that the passenger will reach the current location, with $\lambda_{\text{mul}}$ representing a probability of 1. In this view, $\lambda_{\text{mul}}$ is a parameter controlling the precision of the fixed-point representation and thereby the accuracy of the results. If the precision was unlimited, rounding errors would no longer occur and the computed group sizes would conform exactly to the probabilities. In this case, our algorithm would no longer be a Monte Carlo simulation but rather compute an exact solution of the assignment problem.

When decisions are made for each passenger individually, the computational effort of the algorithm is proportional to $\lambda_{\text{mul}}$. With the grouped approach, the effort does not depend directly on $\lambda_{\text{mul}}$, but only on the number of group splits that are performed during the simulation. This is limited by the number of feasible options. Once the precision becomes high enough that each option with a non-zero probability is represented by a non-empty group, increasing the precision further may still improve the accuracy of the results, but it will not impact the running time.

Integrating Different Decision Models. The original CSA-based assignment algorithm used the Linear decision model to compute probabilities out of the gains for each option. However, any decision model that converts gains into probabilities without any additional information can be integrated directly into our assignment algorithm. In this work, we implemented and evaluated the Logit and Kirchhoff model in addition to the Linear model. Additionally, we implemented an optimal decision model, which deterministically chooses the best option. While this defies the purpose of a probabilistic assignment algorithm, it is nevertheless useful for comparing and analyzing the results.

4 EXPERIMENTS
All algorithms were implemented in C++17 compiled with GCC version 7.3.1 and optimization flag -O3. All experiments were conducted on a machine with two 8-core Intel Xeon Skylake SP Gold 6144 CPUs clocked at 3.5 GHz, 192 GiB of DDR4-2666 RAM, and 24.75 MiB of L3 cache.
walking between stops, we did not only extract streets, but also long distance services to nearby cities such as Frankfurt, work representing the greater region of Stuttgart in Germany, as well as long distance services to nearby cities such as Frankfurt, Munich, and Basel. The timetable data of this network and the accompanying demand data was also used in [7] and was first introduced in [20]. The data covers the public transit service of one day, with the first connection departing at 0:39 a.m. and the last connection arriving at 2:37 a.m. of the following day. We combine this timetable data with a transfer graph that was extracted from OpenStreetMap\(^1\). As we aimed for a transfer graph that represents walking between stops, we did not only extract streets, but also pedestrian zones and stairs from OpenStreetMap and computed walking times by assuming an average walking speed of 4.0 km/h. The transfer graph was combined with the timetable by identifying vertices of the graph with stops of the timetable if they were less than 5 meters apart from one another. For stops that could not be identified with a vertex, we added transfer edges to their nearest vertex if the distance was less than 100 meters. Nevertheless, after these steps 87 stops still remain without any connection to the transfer graph. Finally we contracted vertices with degree one and two in the transfer graph, except for those vertices that were identified with a stop. The size of the resulting combined network is shown in Table 1.

### 4.1 Preprocessing

Before the actual ULTRA-Assignment algorithm can be executed, we have to compute the required data structures in a preprocessing step. As our query algorithm utilizes Bucket-CH queries, we have to compute a CH. Additionally we need the ULTRA transfer shortcuts, which in turn require a core graph for their computation. The CH was computed in 2:30 min (using one thread) and introduced 5 469 298 shortcuts. The core graph was computed using CH with a limit of 16 for the average vertex degree within the core. This resulted in a preprocessing time of 2:30 min (using one thread) and a core graph containing 25 477 vertices and 407 664 edges. The core graph was then used for the ULTRA preprocessing, which took another 2:03 min (using 16 threads) and resulted in 74 038 inter-vehicle shortcuts.

### 4.2 ULTRA-Assignment

The preprocessing step computing the ULTRA shortcuts and CH has to be repeated every time the used network changes. However, the precomputed data structures can be reused for different demands. In our evaluation of the assignment algorithm we used both the real demand data from [20] and a demand of the same size but with origin and destination vertices picked uniformly at random. For both demands we also evaluate how adding unrestricted walking transfers influences the resulting assignment. An overview of the results is given in Table 2.

In order to achieve reasonable precision in the result, we use a passenger multiplier of 100 for all experiments, unless stated otherwise. Recall that this means we record 100 journeys for every origin-destination pair in the demand and thus compute the probability space of possible journeys for the demand pair accurately up to the second decimal place. Furthermore, when comparing qualitative figures of the assignment (such as average travel time or number of used vehicles), we only consider origin-destination pairs that could be assigned to at least one journey in both networks, with and without unrestricted walking. Using the original network, only 1 209 761 of the 1 249 910 origin-destination pairs could be assigned. For all other pairs no feasible journey exists. Using the unrestricted transfer graph, the number of assignable pairs increases to 1 249 910. In both cases the reason for some pairs not being assignable is that our network represents only one day and the pairs have a departure time that is too late to reach their respective destination.

Comparing the efficiency of our algorithm with the original algorithm from [7], we observe that despite solving a more difficult problem our algorithm outperforms the previous solution by a factor of about two regarding execution time (compare row 1 and 2 of Table 2). For either demand, the parallel version of the ULTRA-Assignment algorithm runs in below 20 seconds. We also observe that assigning a random demand takes significantly longer than assigning the real demand. A possible reason for this is that picking origin and destination vertices uniformly at random tends to produce long-distance demand pairs, while real demand contains more short-distance origin-destination pairs. This assumption is backed by the different average travel times for both demands. While a journey for a real origin-destination pair takes about 48 minutes, a journey for the random demand takes almost twice as long at

---

1. [http://download.geofabrik.de/](http://download.geofabrik.de/)

---

**Table 1: Sizes of the used public transit network, transfer graph, and demand.**

| Vertices  | Stops   | Edges   | Connections | Trips | Passengers |
|-----------|---------|---------|-------------|-------|------------|
| 1 170 198 | 13 941  | 3 710 524 | 780 042 | 47 844 | 1 249 910  |

---

**Table 2: Comparison of assignments with and without unrestricted transfers for real and random demand data.** Results for networks with restricted transfers were obtained using the algorithm from [7]. Results with unrestricted transfers use our new ULTRA-Assignment algorithm. Parallel execution times were measured using 16 cores. Figures concerning the quality of the computed assignment are averaged over all origin-destination pairs that were assigned to valid journeys both with and without unrestricted transfers.

| Measured metric | Real demand | Random demand |
|-----------------|-------------|---------------|
|                 | Ref. [7]    | Our           | Ref. [7] | Our   |
| Execution time (seq.) [s] | 299.6 | 181.9 | 494.8 | 258.8 |
| Execution time (par.) [s] | 36.9 | 16.8 | 52.9 | 19.7  |
| Travel time [min] | 49.1 | 46.8 | 91.2 | 82.2  |
| Walking time [min] | 22.2 | 22.2 | 23.7 | 24.0  |
| Time in vehicle [min] | 21.8 | 20.7 | 53.5 | 48.5  |
| Connections per passenger | 10.76 | 10.19 | 22.02 | 19.16 |
| Trips per passenger | 1.88 | 1.85 | 3.06 | 2.88  |
| Journeys per passenger | 9.27 | 12.79 | 13.43 | 17.85 |
about 80 to 90 minutes. Additionally, a longer distance between origin and destination vertices tends to lead to a larger set of possible journeys. Our measurements also confirm this correlation, with the number of assigned journeys increasing by about 50% when switching from real demand to random demand. A larger number of assigned journeys implies that more groups have to be split during the assignment phase, which directly affects the execution time of the algorithm and thus explains why the assignment for random demand takes longer. For the real demand our algorithm assigns 12.79 journeys on average to each origin-destination pair. Since the demand contains 1,209,761 pairs, this means that we can compute over 15 million individual journeys in less than 17 seconds.

Impact of Unrestricted Walking. Compared to observations made in [19] and [24], adding unrestricted transfers to the network only has a small effect on the average travel times in our assignment. For the real demand average travel times are only reduced by 4.6% when switching from the original network to the unrestricted network. However, results in [19, 24] were obtained on country-sized networks using random queries. In contrast to country-sized networks, our network is much denser. Furthermore, it can be assumed that the network was designed to match demand similar to our real demand data. When considering random demand, the effect of unrestricted transfers already becomes more profound, as it reduces travel times by 9.8% in this case.

A visualization of the assignment computed by our algorithm for the real demand on the network with unrestricted transfers is shown in Figure 1. The figure shows a small section from the center of the network, where every connection is colored according to the number of passengers assigned to it. The visualization shows quite nicely the existence of a few main train lines (colored in red) that connect the outer parts of the network with the city center and are used by commuters in the morning.

### 4.3 Passenger Multiplier

The most important tuning parameter of our ULTRA-Assignment algorithm is the passenger multiplier $\lambda_{\text{mul}}$, which influences both the execution time of the algorithm and the accuracy of the computed assignment. As stated before in Section 3, the effect of $\lambda_{\text{mul}}$ on the result is quite direct, as the logarithm of $\lambda_{\text{mul}}$ corresponds to the number of decimal places in the probability space that are computed exactly. However, the effect of $\lambda_{\text{mul}}$ on the execution time is not as clear. We therefore evaluate the performance of our algorithm depending on the passenger multiplier in Figure 5. The plot shows that the total execution time increases with increasing $\lambda_{\text{mul}}$. However, the impact of $\lambda_{\text{mul}}$ on the total execution time decreases notably for high $\lambda_{\text{mul}}$. The reason for this flattening of the curve is that the execution time of our algorithm does not depend directly on the passenger multiplier, but only on the number of group splits. As more passengers are added, new groups are created less frequently since they represent options with increasingly small probabilities. This result demonstrates the usefulness of our new grouping approach during the assignment phase of the algorithm.

For comparison with the state of the art we also include the execution time from the algorithm from [7]. Direct comparison shows that the reference algorithm outperforms our algorithm for passenger multipliers below 50. However, this is expected since our...
algorithm operates on a more complex network with unrestricted transfers. On the other hand, for higher passenger multipliers our algorithm outperforms the previous approach.

Figure 5 additionally shows running times for the four sub-phases of our algorithm. The colors of the four sub-phase curves correspond to the colors of the line numbers in Algorithm 1. The plot shows that the most costly phase of our algorithm is the PAT computation phase. This observation matches our expectations, as the PAT computation phase has to scan the complete multi-modal transportation network, including initial transfers.

4.4 Decision Models

With our last experiment we demonstrate the versatility of the ULTRA-Assignment algorithm by showing that our approach is compatible with a multitude of decision models. We therefore evaluate the performance of our assignment algorithm combined with the Logit, Kirchhoff, and Linear decision model. Additionally we test each decision model with different parameter settings. The resulting execution times are shown in Figure 6. Depending on the used decision model and its parameter settings, the execution time varies between 11 seconds and 26 seconds. As before, the reason for this is primarily the number of different journeys that are assigned to each origin-destination pair, which correspond to the number of times that groups have to be split during the assignment phase. To demonstrate this, we plotted the running time of the different models against the number of paths per passenger. This plot clearly shows the linear correlation between the number of journeys per passenger and the execution time, confirming that our algorithm achieves the same efficiency for all tested decision models.

Besides execution time and number of assigned journeys, all decision models yield similar assignments. The average travel time, for example, ranges from 46:28 minutes for the optimal assignment to 47:10 minutes for the Kirchhoff model with $\beta = 0.05$. The reason for this is that additional suboptimal paths found by the algorithm are either only slight variations of the optimal path or have only a small probability and thus do not contribute much to the average. Similar observations can be made for other quality metrics such as average number of vehicles used or average walking time.

5 CONCLUSION

We presented a new public transit traffic assignment algorithm that can handle unrestricted walking and is faster than previous approaches that were restricted to the pure public transit network. We achieved this by integrating the novel ULTRA approach for handling unrestricted transfers into a state-of-the-art assignment algorithm. By doing this, we developed the first one-to-many query algorithm that is able to use ULTRA shortcuts. We proceeded with improving the overall performance of the assignment algorithm, so that we can compute an assignment for over 1.2 million origin-destination pairs in less than 17 seconds. In a thorough experimental study we demonstrated the validity of our approach. In particular we showed that our algorithm solves the assignment problem efficiently, regardless of the applied discrete choice model, the demand data, or the requested accuracy.

For future work, we would like to improve the overall quality of the computed assignments by integrating more complex journey choice models. More sophisticated models could for example consider vehicle capacities and reduce the likelihood of assigning passengers to overcrowded vehicles. Furthermore, it would be interesting to correlate the probabilities of journeys that overlap partially, for example if both use the same vehicle as a leg of the journey.
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