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ABSTRACT Networks on the cyber-physical systems (CPSs) configure feedback control loops between physical systems in the real world and control software in the cyber world. Malicious behaviors on the networks can increase network delays by exhausting limited network resources and security vulnerabilities to destabilize CPSs, which are entitled the network delay attack. In this paper, we focus on the problem of how to guarantee the stability of CPS under the network delay attack. We propose a real-time controller reconfiguration to ensure the resiliency of the physical systems against the network delay attack. Our controller reconfiguration consists of two algorithms: controller gain tuning and access point (AP) handover, which give a delay tolerance and an attack avoidance, respectively. Depending on the network delays, the computing system adopts one of these two algorithms and mitigates the physical impacts of the network delay attack. We validate that the proposed controller reconfiguration can ensure the resiliency of CPS against the network delay attack by implementing a testbed with wireless networks.

INDEX TERMS Attack-resilient CPS, controller reconfiguration, cyber-physical systems, flooding attack.

I. INTRODUCTION

Networks on the cyber-physical systems (CPSs) connect the real and cyber world, where the physical systems in the real world and computing systems in the cyber world interact by exchanging packets [1], [2]. With the advancement in communication technologies, sensors, and actuators on the physical systems support real-time wireless communications, which configure remote connections to the computing systems. Introducing the wireless networks in the CPS has more advantages for maintenance cost reduction, energy-saving, and mobility than conventional wired control systems [3]. Therefore, wireless networks are the key component in industrial CPSs, such as industrial control systems, intelligent transport systems, and various societal infrastructure (e.g., water distribution systems).

Feedback control over wireless networks is a time-critical CPS application, where the control input signals and sensor measurements are periodically transmitted through the networks in a certain packet format [4]. Over the wireless networks, CPSs conduct feedback control, which exchanges sensor measurement for physical system monitoring in the computing systems and control input signals for actuating the physical systems as a user intention [5]. In the viewpoint of the control theory, sensing and actuating delays affect control performance of the physical systems, where the network delays for exchanging sensor measurements and control input signals are dominant [6], [7].

However, wireless networks have limited network resources and inherent security vulnerabilities [8], [9]. The malicious attacker can easily access the wireless networks from the security vulnerabilities and can inject various network attacks to disturb interactions between physical and computing systems. For instance, network delay attacks, implemented by exhausting limited network resources, remotely impede the transmissions of sensor measurements and control input signals. Resulting of network delay attacks, attack-induced network delays disrupt the physical systems...
without physical damage. Therefore, a resilient CPS design strategy is essential to ensure the stability of the physical systems under network delay attacks [10].

In this paper, we first analyze the impact of network delay attacks that violate the stability conditions of the physical systems. Then, we derive the maximum allowable delay bound of the feedback control system. We propose a resilient controller reconfiguration based on the physical impact analysis with the delay bound to handle network delay attacks in wireless networks. The proposed controller reconfiguration consists of two attack handling algorithms: controller gain tuning and access point (AP) handover. If the attack-induced network delay remains in the feasible stability region, the controller gain tuning algorithm provides delay tolerance to the physical systems. Otherwise, the AP handover algorithm neutralizes network delay attacks by reconstructing a new control loop with another computing system. The main contributions of the paper are summarized as follows:

- We analyze the stability condition of CPS with time-varying network delays. Then, we derive the maximum allowable delay bound for the stability region.
- We propose a real-time resilient controller reconfiguration against the network delay attack. The proposed approach provides a delay-aware controller reconfiguration to ensure the stability of CPS.
- We conduct an empirical study to validate the performance of the proposed controller reconfiguration by implementing a testbed with wireless networks. The experimental results show that the proposed controller reconfiguration ensures the stability of the physical system against network delay attacks.

The remainder of the paper is organized as follows: In Section II, we discuss related work on wireless networked control systems (NCSs) and the effects of network delay attacks on CPSs. Section III provides the mathematical models of CPSs and an analysis of the maximum allowable delay bound of the feedback control systems. In Section IV, we propose a controller reconfiguration for delay-resiliency of CPSs. We empirically evaluate the network delay attack mitigation performance of the proposed controller reconfiguration in Section V. Finally, Section VI presents the conclusion.

II. RELATED WORK
A. PHYSICAL IMPACTS OF NETWORK DELAYS IN CPS
Network delays on CPSs degrade the control performance and affect the stability of physical systems. In control theory, CPSs are modeled as NCSs consisting of physical systems, feedback controllers, and networks, where the feedback control is conducted through the networks [9].

The impact of network delays on CPSs is traditionally analyzed in control-theoretic approaches using a mathematical NCS model. A physical impact of constant delays is analyzed in [11] and provides the stability region of an NCS model. The authors in [12] presented a physical impact of the time-varying network delays of NCSs to reflect the realistic network on NCSs, where a sequence of delays in the stability region can destabilize NCSs. Furthermore, the stability analysis of [12] shows that the stability condition depends on the controller design in computing systems and the sampling period of the physical systems. An empirical study in [13] showed the impact of network delay attacks over a wireless network for a realistic drone control system. The study [13] considered the network delay attack as consumption of limited network resources, which is implemented as the Internet control message protocol (ICMP) flooding attack that transmits large ICMP packets within a short time interval. The experimental results in [13] showed that network delays by the ICMP flooding attack incur time-outs of sensor measurement deliveries, resulting in the activation of fail-safe mode on the drone system.

B. CONTROLLER RECONFIGURATION AGAINST CYBER ATTACKS
Controller reconfiguration techniques make control systems robust against cyber attacks and system faults. However, most studies mainly focus on the sensor and actuator faults, or simple communication failure. In [14], a fault-tolerant control mechanism for power systems is proposed against sensor measurement failure. The proposed control mechanism augments legitimate sensor measurements to provide state estimation when the observability of control systems is lost by sensor faults or communication errors. Authors in [15] propose a virtual actuator method with a reconfiguration block in the feedback control loop, which does not require modification of the original controller. In [15], the power system has redundant actuators, and the VA method redirects control signals to the redundant actuators when actuation faults are detected. Furthermore, the study in [16] extends the VA methods in [15] into multi-input multi-output (MIMO) control systems. When a certain actuator suffers from failure, the VA method in [16] redistributes control input signals to other available actuators, which is independent to the actuator redundancy [15]. Both VA methods in [15] and [16] mitigate physical effects on the actuator fault, and show a better settling time than the case without the VA.

For network delay attacks, most conventional studies consider network delays as constant. A fuzzy control method is proposed in [17], which simultaneously considers physical states and communication delays to ensure the stability of the control systems. The proposed method divides communication latency into three sections, and provide proper control input signals to mitigate the delay effect in physical systems. The study [18] proposed a piece-wise constant control technique for recovering control performance against various cyber-physical attacks, including a constant network delay attack. The proposed control technique estimates the effect of cyber-physical attacks and generates control input signals to stabilize the physical systems under the attacks by solving a linear programming problem. In [19], a machine learning (ML)-based safety guaranteeing strategy was proposed for power grid systems under a constant delay attack.
The proposed strategy consists of an ML-based safety checking algorithm and two attack mitigation methods: proportional-integral-derivative (PID) controller gain adjustment and load shedding. If the PID gain adjustment is impossible to stabilize the power grid systems, the proposed strategy sheds the load of the systems.

A robust controller design mechanism is proposed in [20] against network delays and model uncertainty for power systems. The authors in [20] show that the proposed controller stabilizes the power system under bounded time-varying delays. The study [21] proposed a sampling rate optimization to mitigate the delay effect of an NCS with massive physical systems. Furthermore, study [21] formulated a physical instability by network delays as a network saturation problem and proposes a convex optimization problem considering control performance and network energies.

Conventional controller reconfiguration methods mainly consider a control theoretical perspective. However, both control theory and networks should be considered at the same time against network delay attacks. To mitigate the physical impact of network delay attacks, in this paper, our controller reconfiguration provides a controller gain tuning algorithm and AP handover in the viewpoints of control theory and network knowledge, respectively. Furthermore, most of studies considers network delays as a constant value, which is not practical in realistic CPSs with wired/wireless networks. We evaluate our controller reconfiguration in the testbed with realistic wireless networks, which shows attack mitigation performance under time-varying delays.

III. PHYSICAL IMPACT OF NETWORK DELAY ATTACKS

In this section, we analyze the impact of network delay attacks on the physical system from the stability viewpoint. We employ the NCS model proposed in [12] under time-varying network delays and derive the maximum allowable delay bound. The maximum allowable delay bound provides a stability region of the physical system by changing feedback controller gains. The stability region in our proposed controller reconfiguration is a criterion to select between controller gain tuning and AP handover after network delay attack detection.

A. NETWORKED CONTROL SYSTEM MODEL

We simplify the CPS as an NCS consisting of a physical system, network, and computing system, as shown in Fig. 1. As a physical system, we consider a linear time-invariant (LTI) system in the continuous time domain given by

$$\dot{x}(t) = Ax(t) + Bu(t), \quad (1)$$

where $x(k) \in \mathbb{R}^n$ is the state of the physical system with $n$ dimension; $A \in \mathbb{R}^{n \times n}$ is the system matrix; $B \in \mathbb{R}^n$ is the input matrix; $u(t) \in \mathbb{R}$ is the control input signal. For the LTI system (1), we assume that a matrix pair $(A, B)$ is controllable.

The feedback control in CPS is conducted by exchanging the physical state $x(t)$ and the control input signal $u(t)$ in a certain packet format. Therefore, the physical system (1) should be controlled in the discrete-time domain. We consider a full-state feedback control system with a single control input signal $u(t)$ in discrete-time domain with sampling period $t_s$. The sensors on the physical system periodically collect and transmit the physical state $x(k)$ in every time step $k$. Then, the computing system calculates and returns the control input signal $u(k)$. The discrete-time model of the feedback control system with zero-order hold is given as follows:

$$x(k+1) = A_dx(k) + B_du(k),$$
$$u(k) = -Kx(k), \quad (2)$$

where $A_d$ is the system matrix in the discrete-time domain; $B_d$ is the input matrix in the discrete-time domain; $K \in \mathbb{R}^{1 \times n}$ is the controller gain in the computing system. We assume that the controller gain $K$ is appropriately selected to place the poles of the closed-loop control system model (2), i.e., poles of the matrix $A_d - B_dK$ lie in a unit circle [22].

To utilize the NCS model under time-varying network delay proposed in [12], we consider the bound in the network delays $\tau_{net}$ between minimum delay bound $\tau_{min}$ and maximum delay bound $\tau_{max}$. We denote the time instant $t_j^k$ as follows:

$$t_j^k = \min \{ \max \{ 0, \tau_{k+j-\tilde{d}} + (j - \tilde{d})t_s \}, \max \{ 0, \tau_{k+j-\tilde{d}} + (j - \tilde{d} + 1)t_s \}, \ldots, \max \{ 0, \tau_{k+j-\tilde{d}} + dt_s - t_s \}, t_j \},$$

where $0 = t_0^k < \cdots < t_j^k < t_{j+1}^k < \cdots < t_j^{d+1} = t_s$.

From the time instant $t_j^k$, we rewrite the discrete-time NCS model (2) as follows:

$$x(k+1) = A_dx(k) + \sum_{j=0}^{d-\tilde{d}} \int_{t_{j+1}}^{t_j} e^{A_s(s - t_j')} Bu(k + j - \tilde{d}), \quad (3)$$
where \( \tilde{d} \triangleq \frac{\tau_{\text{min}}}{t_s} \) and \( \bar{d} \triangleq \frac{\tau_{\text{max}}}{t_s} \). The revised NCS model (3) shows that the current physical state \( x(k) \) depends on the current control input signal \( u(k) \) and the previous control input signals due to the network delay \( \tau_{\text{net}} \).

To describe the behavior of the state \( x(k) \) under delayed control input signals, we introduce \( \xi \) dynamics in the state space form as follows:

\[
\xi(k + 1) = \tilde{A}(t^k)\xi(k) + \tilde{B}(t^k)u(k),
\]

where \( \xi(k) \triangleq [x(k)^T u(k)^T u(k-1)^T \ldots x(k-\bar{d})^T]^T \) is the augmented state vector with physical state \( x(k) \) and delayed control inputs. For more details for matrices \( \tilde{A}(t^k) \) and \( \tilde{B}(t^k) \) in the state space of \( \xi \) dynamics (4), see [12].

**B. MAXIMUM ALLOWABLE DELAY BOUND OF NCS**

The matrices \( \tilde{A}(t^k) \) and \( \tilde{B}(t^k) \) in the \( \xi \) dynamics (4) have an infinite number of conditions because of time instant set \( t^k \), making it hard to analyze precise state \( x(t) \) under the network delay. The number of conditions for the matrices \( \tilde{A}(t^k) \) and \( \tilde{B}(t^k) \) should be limited to analyze the stability bound of the NCS model (3) in finite time.

By over-approximation of the matrices \( \tilde{A}(t^k) \) and \( \tilde{B}(t^k) \) in [12], we present a set of these matrices as linear combinations as follows:

\[
\mathcal{H}_{FG} = \left\{ \begin{pmatrix} F_0 + \sum_{i=1}^v \sum_{j=1} \alpha_{ij} F_{ij}, G_0 + \sum_{i=1}^v \sum_{j=1} \alpha_{ij} G_{ij} \end{pmatrix} : \alpha_{ij} \in \left\{ \alpha_{ij}, \bar{\alpha}_{ij} \right\}, i = 1, \ldots, v, j = 1, \ldots, \bar{d} - \tilde{d} \right\},
\]

where \( F_0, G_0, F_{ij}, \) and \( G_{ij} \) are constant matrices decomposed by the Jordan form; \( \alpha_{ij}(t^k) \) is a time-varying function for continuous time instant \( t^k \). Details for \( v \) and \( \alpha_{ij}(t^k) \) in (5) are described in [23]. Additionally, the upper and lower bounds of the time-varying function \( \alpha_{ij}(t^k) \) are defined as \( \bar{\alpha}_{ij} \triangleq \max_{t^k \in [\tau_{\text{min}}, \tau_{\text{max}}]} \alpha_{ij}(t^k) \) and \( \tilde{\alpha}_{ij} \triangleq \min_{t^k \in [\tau_{\text{min}}, \tau_{\text{max}}]} \alpha_{ij}(t^k) \) with time instants

\[
t_{j,\text{min}} = \begin{cases} \tau_{\text{min}} - \tilde{d}t_s & \text{if } j = \bar{d} - \tilde{d} - 1, \\ 0 & \text{if } 1 < j < \bar{d} - \tilde{d}, \\ \tau_{\text{max}} - \tilde{d}t_s & \text{if } j = 1. \end{cases}
\]

\[
t_{j,\text{max}} = \begin{cases} \tau_{\text{min}} - \tilde{d}t_s & \text{if } j = \bar{d} - \tilde{d} - 1, \\ 0 & \text{if } 1 < j < \bar{d} - \tilde{d}, \\ \tau_{\text{max}} - \tilde{d}t_s & \text{if } j = 1. \end{cases}
\]

The sets \( \mathcal{H}_F \triangleq \left\{ \begin{pmatrix} F_0 + \sum_{i=1}^v \sum_{j=1} \bar{\alpha}_{ij} F_{ij} \end{pmatrix} \right\} \) and \( \mathcal{H}_G \triangleq \left\{ G_0 + \sum_{i=1}^v \sum_{j=1} \bar{\alpha}_{ij} G_{ij} \right\} \) correspond to time-varying matrices \( \tilde{A}(t^k) \) and \( \tilde{B}(t^k) \) in \( \xi \) dynamics (4), respectively.

For all matrix pairs \( \mathcal{H}_{FG} \) under bounded network delays \( \tau_{\text{net}} \in [\tau_{\text{min}}, \tau_{\text{max}}] \), we can verify the destabilization of the physical system by solving linear matrix inequalities (LMIs) as follows:

\[
P \left( \mathcal{H}_F - \mathcal{H}_G \bar{K} \right) \left( \mathcal{H}_F - \mathcal{H}_G \bar{K} \right)^TP \right) > 0,
\]

where \( \bar{K} \triangleq \left[ \begin{array}{cc} K_1 \\ K_2 \end{array} \right] \). If a positive definite matrix \( P \) exists in LMIs (6) for a given controller gain \( K \), the NCS in (3) ensures the stability under the attack-induced delays \( \tau_{\text{net}}' < \tau_{\text{max}} \) [12].

**IV. DELAY-AWARE CONTROLLER RECONFIGURATION**

In this section, we propose a delay-aware controller reconfiguration under network delay attacks. We consider a DC motor position control system as an example of a physical system. Based on the analysis of the physical system for network delays, we describe details of the controller reconfiguration with two algorithms: controller gain tuning and AP handover.

The controller gain tuning algorithm makes physical systems delay-tolerant by enlarging the maximum allowable delay bound \( \tau_{\text{max}} \) exceeding the attack-induced delay \( \tau_{\text{net}}' \), providing seamless control to the feedback control system. The AP handover algorithm replaces the controller with a new one by re-establishing the control loop of the physical system; thereby, neutralizing the attack. Furthermore, we assume that the CPS has multiple wireless networks and computing systems to apply the AP handover in the proposed controller reconfiguration.

**A. DC MOTOR CONTROL UNDER NETWORK DELAYS**

We consider the well-known DC motor position control system as a physical system [24]. The control object is to regulate the angle of the DC motor to zero by adjusting the input voltage. We adopt the second-order LTI model of the DC motor position control system as follows:

\[
x(t) = \begin{pmatrix} 0 & -k_m & 0 \\ -k_m & -\frac{J_mk_g^2}{R_m} & J_l \\ 0 & \frac{R_m(J_mk_g^2 + J_l)}{R_m} & 0 \end{pmatrix} x(t) \\
+ \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} u(t),
\]

where \( x(t) = \left[ \theta(t) \dot{\theta}(t) \right]^T \) is the state vector of the DC motor system; \( \theta(t) \) is the motor angle; \( k_m \) is the back-electromotive force constant; \( k_g \) is the gear ratio; \( J_m \) is the motor inertia; \( J_l \) is the load inertia; \( R_m \) is the motor armature resistance. In the motor system in (7), our main focus is on the stability of the physical system. In addition, we do not consider the limitation of control input signals and state variables in order to show the state divergence of the physical system due to network delay attacks. For networks, we assume that all state variables on the physical system (7) are aggregated in a packet, and are transmitted at once. Therefore, simultaneously sampled state variables at a certain time have the same network delay \( \tau_{\text{net}} \).

We analyze the maximum allowable delay bound of the DC motor position control system model (7) using LMIs (6). Fig. 2 shows the stability region of the DC motor position control system analyzed using LMIs (6). Here, we numerically evaluate the delay bound \( \tau_{\text{max}} \) by changing controller gain \( K = [k_1 \ k_2] \).
The delay bound analysis illustrated in Fig. 2 shows that there is a trade-off between control performance and delay tolerance. Generally, a high-gain controller provides faster state tracking speed than a low-gain controller. However, the high-gain controller provides a lower maximum allowable delay bound of DC motor control system.

FIGURE 2. Controller gain tuning mechanism with respect to maximum allowable delay bound of DC motor control system.

B. CONTROLLER GAIN TUNING

The network delay attacks impede transmissions of sensor measurements and control input signals. The physical systems are destabilized when attack-induced delays exceed the maximum allowable delay bound derived from (6). The trade-off between control performance and delay tolerance illustrated in Fig. 2 shows that the delay bound of the physical system can be enhanced by tuning the controller gain $K$.

Here, we assume that the computing systems measure the network delays using a suitable method. As shown in Fig. 2, the computing system cannot guarantee the stability of the physical system when the attack-induced delay $\tau_{net}$ exceeds the delay bound of controller gain $K$. Meanwhile, when the network delay attacks are detected, the computing systems guarantee the stability of the physical system by replacing the controller gain $K$ into the new controller gain $K'$ that has a larger delay bound than the attack-induced delay $\tau_{net}'$. The controller gain tuning algorithm selects the gain $K'$ by solving the following optimization problem:

$\text{Find } K'$,

s.t. $|\lambda(\begin{bmatrix} A_d & -B_dK' \end{bmatrix})| < 1$,

$\tau_{max}' > \tau_{net}'$,\n
$\begin{pmatrix} P & (H_F - H_GK')^T \\ (H_F - H_GK') & P \end{pmatrix} > 0$. \hspace{1cm} (8)

Here, $\lambda(\cdot)$ is the eigenvalue of the matrix; $\tau_{net}'$ is the attack-induced network delay; $\tau_{max}'$ is the updated maximum allowable delay bound with the new controller gain $K'$. The physical impact of the attack-induced delays $\tau_{net}'$ can be mitigated by enhanced maximum allowable delay bound $\tau_{max}'$ from the updated controller gain $K'$.

The controller gain tuning algorithm has no network overheads from a change of the sampling period $t_s$ or temporal network disconnection for a network policy update. Therefore, the controller gain tuning algorithm can provide seamless network delay attack mitigation with a fixed sampling period $t_s$. It is worth noting that the controller gain tuning algorithm reduces the control performance of the physical systems because of the trade-off between control performance and delay tolerance, as shown in Fig. 2.

C. ACCESS POINT (AP) HANDOVER

When attack-induced delay $\tau_{net}'$ is beyond the stability region, the controller gain tuning algorithm cannot ensure the stability of the physical systems. In this case, the controller gain selection problem (8) has no solution. Then, we execute the AP handover algorithm to replace the computing system with a new one to maintain the stability of the physical system.

We assume that there are two computing systems and two APs, as shown in Fig. 3, where the physical system is connected to controller 1 through AP 1. When the attack-induced delay $\tau_{net}'$ is beyond the stability region, the computing system 1 tries to solve the problem (8). However, no controller gain can stabilize the physical system under the attack-induced delay $\tau_{net}'$. Then, the controller 1 requests an AP handover to the physical system. The physical system disconnects the original link with AP 1 and tries to access AP 2. Finally, the physical system configures a new feedback control loop to the computing system 2. The network handover eliminates the attack-induced delay $\tau_{net}'$ to neutralize the physical impact of attack-induced delay $\tau_{net}'$.

We define a network overhead as the duration from the time the physical emulator receives an AP handover command from computing system 1 to the time it receives the first control input signal from the computing system 2. The AP handover mechanism has some network overheads that degrade the control performance. In the AP handover request procedure, the AP handover request packet suffers
the attack-induced network delays $\tau_{net}$, impeding the AP handover execution on the physical system. Furthermore, the wireless link with computing system 1 is removed during the AP handover. Then, the physical system becomes an open-loop control until the new connection is established with the computing system 2. Therefore, the AP handover procedures must be finished before the physical system becomes unstable.

V. PERFORMANCE EVALUATION

In this section, we evaluate the resiliency of the proposed controller reconfiguration under the network delay attack. We implement a wireless NCS testbed, as shown in Fig. 4. Then, we validate the control performance recovery of the physical system for controller gain tuning and AP handover.

A. TESTBED ENVIRONMENT

We implement a wireless NCS testbed. The testbed consists of a physical system emulator [25], two computing systems, two APs, and an attacker, as shown in Fig. 4. The physical system emulator, computing systems, and attacker are implemented in PCs. We embed DC motor position dynamics (7) in the physical emulator to sample and send the physical state $x(kt_s)$ to the computing system in every sampling period $t_s$. Then, the computing system connected to the physical system emulator calculates and returns the control input signal $u(kt_s)$ to the physical system emulator. We use IEEE 802.11 wireless networks with two APs, where the state $x(kt_s)$ and the control input signal $u(kt_s)$ are delivered by user datagram protocol (UDP) packets. These two APs use physically different wireless channels to avoid the interference of the ICMP flooding.

We consider a realistic network delay attack as the ICMP flooding [13] that exhausts wireless network resources by emitting large-size ICMP packets with high frequency. When the attacker launches ICMP flooding to the AP 1, as shown in Fig. 4, the network delays increase drastically by the wireless network resource consumption for massive ICMP packets.

We measure the network delays $\tau_{net}$ using the round trip time (RTT) of UDP packets for every sensing period $t_s$ in the controller. However, the RTT can be temporarily increased under an attack-free environment because of network jitters by inherent a random access property of IEEE 802.11 wireless networks and channel uncertainty. These RTT noises can activate false-positive attack detection in an attack-free environment. To avoid false-positive detection by these RTT noises, we use the moving average (MA) as follows:

$$RTT_{MA}(k) = \frac{\sum_{i=0}^{W-1} RTT(k-i)}{W},$$

where $RTT(k)$ is the network delay in time step $k$; $RTT_{MA}(k)$ is the MA of the measured delays; $W$ is the MA window size. From the repetitive trials for the RTT measurements in the testbed, we select the window size $W$ as 3 without the false-positive alarms. The proposed controller determines the intensity of the attack-induced delay $\tau'_{net}$ by the $RTT_{MA}(k)$ and selects the algorithm.

B. ATTACK SCENARIOS

We consider two types of ICMP flooding attacks to evaluate the recovery performance of controller gain tuning and AP handover.

1) WHEN THE ATTACK-INDUCED DELAY IS IN THE FEASIBLE STABILITY REGION

The solution to the optimization problem (8) exists if the attack-induced delay $\tau'_{net}$ remains in the feasible stability region. Therefore, the computing system replaces the feedback controller gain $K$ with tuned gain $K'$ guaranteeing stability against the attack-induced delay $\tau'_{net}$.

2) WHEN THE ATTACK-INDUCED DELAY IS BEYOND THE STABILITY REGION

However, there is no solution to the optimization problem (8) if the attack-induced delay $\tau'_{net}$ is beyond the feasible stability region. Therefore, the controller gain tuning algorithm is insufficient to ensure the stability of the physical systems. In this case, the computing system 1 sends an AP handover request packet to the physical system emulator. Then, the physical emulator disconnects to the conventional wireless link through AP 1 and attempts access to AP 2. During the AP handover, the physical emulator holds the last control input signal $u(k)$ until it receives a new control input signal from the computing system 2. After the AP handover, the computing system 2 conducts feedback control to recover the control performance of the physical emulator from the damage by the ICMP flooding attack.

C. EXPERIMENTAL RESULTS

1) WHEN THE ATTACK-INDUCED DELAY IS IN THE FEASIBLE STABILITY REGION

First, we analyze the control performance recovery of CPS using the gain tuning algorithm when the attack-induced delay $\tau'_{net}$ remains in the stability region. Fig. 5 shows the performance recovery of the DC motor system. The physical emulator runs for $t_f = 25$ s, and we launch the ICMP flooding attack at $t_a = 5$ s. Then, the computing system 1 detects the network delay $\tau_{net}$ at $t = 5.6$ s. After the attack detection, the computing system immediately replaces the controller gain $K$ with $K'$ derived from the optimization problem (8).

As shown in the red graph of Fig. 5, the DC motor angle diverges with oscillation by the attack network delay $\tau'_{net}$ that
exceeds the delay bound $\tau_{\text{max}}$. However, the gain tuning algorithm regulates the DC motor angle to remain around zero, as shown in the blue graph of Fig. 5. The experimental results show that the proposed gain tuning algorithm can ensure the stability of the physical systems when the attack-induced delay $\tau_{\text{net}}$ is in the feasible stability region.

The AP handover algorithm can also ensure the stability of the DC motor control system. In [26], an AP handover algorithm is activated when a certain attack is detected. However, the DC motor control system temporally becomes an open-loop control state due to the inherent network overhead during AP handover. Therefore, the AP handover algorithm provides poorer recovery performance than the controller gain tuning algorithm. To compare the recovery performance of the proposed controller gain tuning algorithm and the AP handover algorithm in [26], we conduct experiments 100 times for each algorithm.

We use an integrated absolute error (IAE) as a metric to evaluate the recovery performance [25], [27]. IAE is defined as an integral of the absolute value of an error between the DC motor angle $\theta(t)$ and reference angle $\theta_r(t)$. It is calculated as follows:

$$\text{IAE} = \int_{t_a}^{t_f} |\theta(t) - \theta_r(t)| \, dt,$$

where $t_a$ is the attack start time; $t_f$ is the experiment time; $\theta_r(t)$ is the reference angle of the DC motor dynamics. Next, we set the reference angle $\theta_r(t) = 0$ based on the control objective mentioned in Section IV. The larger IAE metric indicates poorer recovery performance. We calculate the IAE metric for each experimental result of the controller gain tuning and AP handover algorithms.

Fig. 6 shows the cumulative distribution functions of the IAEs. It shows the recovery performances of the experimental results for the controller gain tuning and AP handover algorithm. The blue graph in Fig. 6 shows that the controller gain tuning algorithm provides better recovery performance than the AP handover algorithm in most cases. The physical system becomes an open-loop state during the network overhead of the AP handover; thereby, degrading the recovery performance. However, the controller gain tuning has no network overhead because the computing system replaces the controller gain. Therefore, the controller gain tuning can provide better recovery performance than the AP handover when the attack-induced delay is in the feasible stability region.

2) WHEN THE ATTACK-INDUCED DELAY IS BEYOND THE STABILITY REGION

If the network delay attack is very intensive, there is no solution to the optimization problem (8). Therefore, the controller gain tuning is insufficient to ensure the stability of the physical system. Fig. 7 shows the recovery failure of the controller gain tuning algorithm when the attack-induced delay is beyond the stability region. The attacker launches the ICMP flooding attack at $t_a = 5$ s, and the controller gain tuning is executed at $t = 5.6$ s. We use the replaced controller gain $K'$ selected in the first scenario.

Fig. 7 shows the divergence of the DC motor angle under intensive network delay attacks in spite of the controller gain tuning. Therefore, the controller gain tuning is limited to control performance recovery. The existence of a solution for the optimization problem (8) determines the execution of the controller gain tuning.
However, there is no solution for the optimization problem (8), the computing system 1 sends the AP handover request packet to the physical system. Fig. 8 shows the control performance recovery of the AP handover. The attacker launches the ICMP flooding attack at $t_a = 5$ s, and the physical emulator receives the AP handover request packet from the computing system 1 at $t = 6.17$ s. Then, the physical emulator becomes an open-loop state during the network overhead of 15.65 s and receives a control input signal from the computing system 2 at $t = 21.82$ s. The physical emulator suffers a transient fluctuation immediately after the AP handover because of the impact of the ICMP flooding attack and open-loop state during the network overhead. Then, the DC motor angle is well regulated to zero.

In contrast to the controller gain tuning, the AP handover has a network overhead that degrades the recovery performance. However, the AP handover can neutralize the physical impact of the attack regardless of the level of attack-induced delays.

VI. CONCLUSION

In this paper, we proposed a controller reconfiguration that can ensure the resiliency of CPS against the network delay attack. The proposed controller reconfiguration consists of the controller gain tuning and AP handover algorithm. The selection of these two algorithms is determined by whether the attack-induced delay remains in the stability region or not.

We implemented a testbed and measured the recovery performances by two attack-induced delay scenarios to evaluate the effectiveness of the proposed controller reconfiguration. The experimental results show that the proposed controller reconfiguration can ensure the resiliency of CPS against the intentionally increased network delays. The proposed controller reconfiguration can also enhance the recovery performance more than only AP handover-based attack neutralization when the attack-induced delay is in the feasible stability region.
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