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Abstract
Recent exploration of the multi-agent backdoor attack demonstrated the backfiring effect, a natural defense against backdoor attacks where backdoored inputs are randomly classified. This yields a side-effect of low accuracy w.r.t. clean labels, which motivates this paper’s work on the construction of multi-agent backdoor defenses that maximize accuracy w.r.t. clean labels and minimize that of poison labels. Founded upon agent dynamics and low-loss subspace construction, we contribute three defenses that yield improved multi-agent backdoor robustness.

1. Introduction
In many practical scenarios, collaborative learning and outsourced data collection regimes are adopted to scale-up model accuracy, certainty and diversity. These settings can thus be prone to malicious agents with the intent of compromising such models, one exploit being known as a backdoor attack (Gu et al., 2019a). A subsequent string of attacks and defenses have been studied to counter the single-agent backdoor attack (Gao et al., 2020; Li et al., 2021), where a single malicious agent inserts train-time perturbations into the joint dataset such that the perturbation at test-time yields a specific target label.

Datta & Shadbolt (2022a) evaluated the multi-agent backdoor attack, where multiple agents fail to mount a successful attack. Despite a broad enumeration of different attack configurations, including simulated cooperation, stylization, or escalation, if the defender opts to use a defense, then the equilibrium accuracy w.r.t. poisoned labels tends to \( \frac{1}{|Y|} \). They denote this phenomenon as the backfiring effect, and explain that in the presence of a backdoor perturbation, the model randomly samples the predicted label.

Further inspecting the multi-agent backdoor attack, we find that one of the downsides of the backfiring effect (though not in conflict with the objectives of backdoor defense) is that the accuracy w.r.t. clean labels also tends to be low and approximates \( \frac{1}{|Y|} \) if the input contains the backdoor perturbation. In this work, we evaluate existing single-agent backdoor defenses to find that they cannot increase the accuracy w.r.t. clean labels during a backdoor attack, and furthermore contribute three multi-agent backdoor defenses motivated by agent dynamics. In addition, we are among the first to construct multi-distributional subspaces to tackle joint distribution shifts. We hope our contribution can push for robust model deployment in practical settings, and counter backdoor defense considerations previously not considered.

2. Preliminaries & Related Work
In single-agent backdoor attacks (Gu et al., 2019a), the attack objective is to maximize the attack success rate in the presence of the trigger while retaining the accuracy of the model on clean samples. To achieve this attack objective, a common attack vector is through that of outsourced data collection (Gu et al., 2019a; Chen et al., 2017; Shafahi et al., 2018; Zhu et al., 2019; Saha et al., 2020; Lovisotto et al., 2020; Datta & Shadbolt, 2022b). Backdoor attacks (Suresh et al., 2019; Wang et al., 2020; Bagdasaryan et al., 2020; Huang, 2020) and poisoning attacks (Hayes & Ohrimenko, 2018; Mahloujifar et al., 2018; 2019; Chen et al., 2021; Fang et al., 2020) against federated learning systems and against multi-party learning models have been demonstrated, but with a single attacker intending to compromise multiple victims (i.e. single attacker vs multiple defenders); for example, with a single attacker controlling multiple participant nodes in the federated learning setup (Bagdasaryan et al., 2020); or decomposing a backdoor trigger pattern into multiple distributed small patterns to be injected by multiple participant nodes controlled by a single attacker (Xie et al., 2020). Datta & Shadbolt (2022a) evaluated the multi-agent backdoor attack, to evaluate multiple attackers against each other and a defender, and the attack objective is individualized for each attacker. Though some upsides presented in the work include a natural robustness to backdoor attackers when more than one attacker attempts to backdoor a model (resulting in
collective minimization of attack success rate attributed to the backfiring effect), further inspection of the setup leads us to believe there are remaining aspects of robustness to be addressed, one of which being the low accuracy w.r.t. clean labels in the presence of backdoor perturbations.

2.1. Multi-Agent Backdoor Attacks

After \( N \) attackers contribute private datasets \( D_i \) to joint dataset \( D \), the trained model evaluates backdoored inputs to compute the payoffs. Let \( X \in \mathbb{R}^{l \times w \times c}, Y = 1, 2, \ldots, k \), \( \Theta \) be the input, output, and parameter space respectively. \( \{D_i\}_i \sim X \times Y \) are sources of shifted \( X:Y \) distributions from which an observation \( x \) can be sampled. \( x \) can be decomposed \( x = x + \varepsilon \), where \( x \) is the set of clean features in \( x \), and \( \varepsilon : \{\varepsilon \geq 0\} \) is the set of perturbations that can exist. \( f \) is a base learner function that accepts inputs \( x, \theta \) to return predicted labels \( \hat{y} = f(x; \theta) \). The model parameters \( \theta \sim \Theta \) are sampled from the parameter space such that it minimizes the loss between the ground-truth and predicted labels: \( L(\theta; x, y) = \frac{1}{|\mathcal{D}|} \sum_i (f(x; \theta) - y)^2 \).

Each attacker is a player \( a_i \in \mathcal{N} \) that generates backdoored inputs \( X^\text{poison} \) to insert into their private dataset contribution \( \{X^\text{poison} \in D_i\}_i \in \mathcal{N} \in \mathcal{D} \). Attackers use backdoor attack algorithm \( b_i \), which accepts a set of inputs mapped to target poisoned labels \( \{X_i : Y^\text{poison}_i\} \in D_i \) to specify the intended label classification, backdoor perturbation rate \( \varepsilon_i \) to specify the proportion of an input to be perturbed, and the poison rate \( p_i \) to specify the proportion of the private dataset to contain backdoored inputs, to return \( X^\text{poison}_i = b_i(X_i, Y^\text{poison}_i, \varepsilon_i, p_i) \). An attacker \( a_i \) aims to maximize the accuracy of the predicted outputs in test-time against the target poisoned labels as their payoff (Eqt 2),

\[
\pi^a_i = \text{Acc}(f(X_i; (\theta, D_i); (r_j, s_j)), Y^\text{poison}_i)
\]

(2)

The collective attacker and defender payoff is \( \pi^a = \text{mean} \pm \text{std} \) and \( \pi^d = ((1 - \text{mean}) \pm \text{std}) \) respectively. The equilibrium \( \pi^a, \pi^d \) is the collective payoff \( (\pi^a, \pi^d) \) where payoffs are maximized w.r.t. the opponent’s dominant strategy. Through the backfiring effect, the equilibrium \( \pi^a, \pi^d \) tends to \( \frac{1}{|\mathcal{D}|} \).

2.2. Backfiring effect

In a backdoor attack, the predicted label can be evaluated against the poison label or the clean label, resulting in 3 metrics: \( \bar{1} \) run-time accuracy of the predicted labels w.r.t. poisoned labels given backdoored inputs, \( \bar{2} \) run-time accuracy of the predicted labels w.r.t. clean labels given clean inputs, \( \bar{3} \) run-time accuracy of the predicted labels w.r.t. clean labels given backdoored inputs. The defender’s primary objective is to minimize the individual and collective attack success rate of a set of attackers (minimize \( \bar{1} \)), and its secondary objective is to retain accuracy against clean inputs (maximize \( \bar{2} \)). In the traditional backdoor setting, the defender is less concerned with maximizing \( \bar{3} \) as long as \( \bar{1} \) is minimized. The backfiring effect has been beneficial as a natural defense against backdoor attacks, in particular with respect to the traditional metrics \( \bar{1} \) and \( \bar{2} \).

(Observation 0: Backfire results in reduced accuracy w.r.t. clean labels against backdoored inputs) An observation made in Datta & Shadbolt (2022a), denoted as the backfiring effect, is that if \( N \to \infty \), then the predicted label is uniformly sampled \( y^* = f(x + \varepsilon; \theta) \sim U(Y) \) s.t. \( \mathbb{P}(y^*) = \frac{1}{|\mathcal{Y}|} \). Refactoring this for an \( l \)-layer neural network:

\[
\mathbb{P}(y^*) = \frac{\prod_{l=1}^{L} |\mathcal{Y}|}{\prod_{l=1}^{L} |\mathcal{Y}|}.
\]

A defender trains a model \( f \) on the joint dataset \( D \), which may contain backdoored inputs, until it obtains model parameters \( \theta \). The defender can query the joint dataset and contributions \( D_i \); whether the index of the train-time agent is known at test-time is also evaluated in this work. The defender can choose a model architecture (action \( r_j \)) and backdoor defense (action \( s_j \)). The multi-agent backdoor attack is focused on minimizing the collective attack success rate hence, the defender’s payoff can be approximated as the complementary of the mean attacker payoff (Eqt 3).

\[
\pi^a = \text{Acc}(f(X; (\theta, D_i); (r_j, s_j)), Y^\text{poison}_i)
\]

(3)
network, if the \((\ell - 1)\)th layer is the layer before the prediction layer that returns class probabilities, and \(\phi_i\) is a specific subnetwork responsible for classifying \(\{\varepsilon_i \mapsto \phi_i\}\), then it follows that, while the backfiring effect induces \(f_{\ell-1}(\varepsilon; \theta + \phi_i) = \{y : \frac{1}{|\mathcal{Y}|}\}\), it also induces random sampling for clean labels.

\begin{align*}
y^* &= f(x + \varepsilon; \theta) \sim \mathcal{U}(\mathcal{Y}) \text{ s.t.} \\
y^* &= \arg\max_{y \sim \mathcal{Y}} \left\{ f_{\ell-1}(x; \theta) + \sum_{i} f_{\ell-1}(\varepsilon; \theta + \phi_i) \right\} \\
&= \arg\max_{y \sim \mathcal{Y}} \left\{ f_{\ell-1}(x; \theta) + \{y : \frac{1}{|\mathcal{Y}|}\} \right\} \tag{4}
\end{align*}

Validating with empirical evaluation (Figure 1), we find a side effect from the backfiring effect is not merely, given a backdoored input that accuracy w.r.t. poison labels tend to \(\frac{1}{|\mathcal{Y}|}\), but accuracy w.r.t. clean labels also tends to \(\frac{1}{|\mathcal{Y}|}\). Hence, to mitigate \(\overline{3}\), we explore methods that result in \(f_{\ell-1}(\varepsilon; \theta + \phi_i) = \{y : 0\}\), i.e., \(\phi_i \mapsto 0\).

The question that motivates this paper is what strategy can a defender take to further maximize its welfare? To suppress the equilibrium accuracy w.r.t. poison labels, it is shown in Datta & Shadbolt (2022a) that a (single-agent) defense should be employed. Since the accuracy w.r.t. poison labels is already at the lower bound, it is not meaningful to pursue a variant multi-agent defense that further attempts to suppress the accuracy w.r.t. poison labels, at least given the current knowledge of its failure modes. Hence, to make the most out of a deployed defense and maximize defender welfare, we motivate this work on multi-agent defenses to jointly optimize all 3 metrics, in particular maximizing accuracy w.r.t. clean labels in the presence of backdoor perturbations.

### 2.3. Compressed Low-Loss Subspaces

The parameter space \(\Theta \in \mathbb{R}^M\) is a topological space, where \(M\)-dimensional parameter point-estimates \(\theta \sim \Theta\) are sampled and loaded into a base learner function \(f(\theta; \cdot)\). A parameter subspace \(\vartheta\) is a bounded subspace contained in \(\Theta\) such that:

\begin{align*}
\vartheta &= \left\{ \sum_{i} \alpha_i \theta_i \in \Theta \middle| 0 \leq \alpha_i \leq 1, 0 \leq \sum_{i} \alpha_i \leq N, \right. \\
&\left. \{\min \mathcal{L}(\theta_i; X_i, Y_i)\}_{i \in \mathbb{N}} \right\} \tag{5}
\end{align*}

A compressed low-loss subspace is a parameter subspace with the added constraint that the distance between the set of end-point parameters should be minimized (Algorithm 2) such that:

\begin{align*}
\vartheta &= \left\{ \sum_{i} \alpha_i \theta_i \in \Theta \middle| 0 \leq \alpha_i \leq 1, 0 \leq \sum_{i} \alpha_i \leq N, \right. \\
&\left. \{\min \mathcal{L}(\theta_i; X_i, Y_i)\}_{i \in \mathbb{N}}, \min \text{dist}(\{\theta_i\}_{\mathbb{N}}) \right\} \tag{6}
\end{align*}

**Theorem 1.** Evaluating a backdoored input \(x_i = x + \varepsilon_i\) against an interpolated parameter \(\theta_{ij}\) sampled from a compressed low-loss subspace will tend to return a higher accuracy w.r.t. clean labels.

**Proof sketch of Theorem 1.** Suppose \(N\) parameters are trained in parallel to construct a compressed low-loss subspace, where each parameter is mapped to a shifted distribution \(x + \varepsilon_i \mapsto \theta_i\). For simplicity, we assume \(f(x; \theta) = \theta x\). We sample any two end-point parameters, \(\theta_i\) and \(\theta_j\), and linearly- interpolate along this compressed low-loss line.
We denote the following loss values:
\[ \mathcal{L}_1 = \mathcal{L}(\theta; x_i, y_i^{\text{poison}}), \mathcal{L}_2 = \mathcal{L}(\theta; x_i, y_i^{\text{clean}}), \]
\[ \mathcal{L}_3 = \mathcal{L}(\theta; x_i, y_i^{\text{poison}}), \mathcal{L}_4 = \mathcal{L}(\theta; x_i, y_i^{\text{clean}}). \]
Based on the definition of backdoor attack, we know that \( \mathcal{L}_1 < \mathcal{L}_3, \mathcal{L}_4 < \mathcal{L}_2; \mathcal{L}_4 \approx \mathcal{L}_3 \Rightarrow \mathcal{L}_3 \to \infty \) (i.e. rejected).

First, we compute the loss of \( \theta \) w.r.t. \( x_i \) under distance-regularization (squared Euclidean distance).

\[
\mathcal{L}(\theta) = (\theta, x_i - y_i^{\text{poison}}) + (\theta - \theta)^2
\]
\[
= \theta, x_i - y_i^{\text{poison}} + \theta^2 - 2\theta, \theta_j + \theta_j^2
\]
\[
\approx \theta^2 - \theta, (x_i - 2\theta_j) + (\theta_j^2 - y_i^{\text{poison}})
\]

Upon convergence of all loss terms \( \mathcal{L}(\theta_i) \to 0 \),

\[
\theta_i := \frac{2\theta_j - x_i \pm \sqrt{(x_i - 2\theta_j)^2 - 4(\theta_j^2 - y_i^{\text{poison}})}}{2}
\]
\[
\theta_j := \frac{2\theta_i - x_j \pm \sqrt{x_i^2 - 2x_i\theta_i + 4y_i^{\text{poison}}}}{2}
\]

And vice versa,

\[
\theta_j := \frac{2\theta_i - x_j \pm \sqrt{x_i^2 - 2x_j\theta_i + 4y_j^{\text{poison}}}}{2}
\]

Eqs 8 and 9 show that each boundary parameter is a function of the opposing parameter(s) in addition to their mapped datasets. Subsequently, we can compose an interpolated parameter \( \theta_{ij} \) weighted by interpolation coefficient \( \alpha \sim [0, 1] \) as follows.

\[
\theta_{ij} = \alpha \theta_i + (1 - \alpha) \theta_j
\]
\[\begin{align*}
  &= \frac{\alpha}{2} \left[ 2\theta_j - x_i \pm \sqrt{x_i^2 - 2x_i\theta_j + 4y_i^{\text{poison}}} \right] \\
  &\quad + \frac{1 - \alpha}{2} \left[ 2\theta_i - x_j \pm \sqrt{x_j^2 - 2x_j\theta_i + 4y_j^{\text{poison}}} \right] \\
  &= 2\alpha \theta_j - \alpha x_i + 2\theta_i - 2\alpha \theta_i + x_j - \alpha x_j \\
  &\quad \pm \alpha \sqrt{x_i^2 - 2x_i\theta_j + 4y_i^{\text{poison}}} \\
  &\quad \pm \left(1 - \alpha\right) \sqrt{x_j^2 - 2x_j\theta_i + 4y_j^{\text{poison}}} \\
  &= \frac{2\alpha(L_4 + y_i^{\text{clean}} - \alpha x_i^2 + 2(1 - \alpha)(L_1 + y_i^{\text{poison}})}{2}
\end{align*}
\]
\[\begin{align*}
  &\quad + (1 - \alpha)x_i x_j \pm \alpha \sqrt{x_i^2 - 2x_i(L_4 + y_i^{\text{clean}}) + 4y_i^{\text{poison}}} \\
  &\quad \pm (1 - \alpha) \sqrt{x_j^2 - 2x_j(L_1 + y_i^{\text{poison}}) + 4x_j^2 y_j^{\text{poison}}} \\
  &= \frac{2\alpha(L_4 + y_i^{\text{clean}} - \alpha x_i^2 + 2(1 - \alpha)(L_1 + y_i^{\text{poison}})}{2}
\end{align*}
\]

Hence, with respect to \( x_i \), when \( \alpha \to 1 \), then \( \mathcal{L}_4 \) manifests to a larger magnitude than \( \mathcal{L}_1 \) such that \( \theta_{ij} x_i - y_i^{\text{clean}} < \theta_{ij} x_i - y_i^{\text{poison}} \). Therefore, we observe that the accuracy w.r.t. clean labels should increase when interpolating within a parameter subspace regularized by distance.

Constructing subspaces enables us to sample diverse ensembles and parameters, which has been indicated to perform well against distribution shifts. Fort et al. (2020) and Wortsman et al. (2021) validate the robustness of sampled ensembles against adversarial perturbations. Wortsman et al. (2021) validates its ability to improve general uncertainty estimation. Existing literature (Draxler et al., 2019; Garipov et al., 2018; Frankle et al., 2020; Fort & Jastrzewska, 2019; Goodfellow et al., 2015; Li et al., 2018; Izmailov et al., 2019a; Fort et al., 2020; Wortsman et al., 2020; Ratzlaff & Fuxin, 2020; von Oswald et al., 2021; Wortsman et al., 2021; Nunez et al., 2021) investigate how to connect optima given random initializations. We start with a constant initialization, and we would be amongst the first to evaluate the compression of a parameter subspace with respect to multiple different input-output distributions. Prior work train for explicit pathways and connections between optima; we focus on compressing the space without explicit linear interpolation regularization, and find that random sampling points for ensembling can return sufficient low-loss parameters for inference, and evaluate its fitness as a robustness measure against joint distribution shift.

3. Multi-Agent Backdoor Defenses

3.1. Agent Subspace

Based on our discussion in Section 2.3, we propose the Agent Subspace defense against multi-agent backdoor attacks, in particular to maximize the accuracy w.r.t. clean labels. Referring to Algorithm 1, we initialize \( N \) parameters at the same point, train parameters in parallel such that the cosine distance between their weights matrices is minimized, where each parameter \( \theta_i \) is evaluated on its corresponding agent indexing dataset. During inference (Algorithm 2), we compute with the subspace centre, or sample and ensemble \( N = 1000 \) point-estimates. We train the subspace for 5000 epochs, with 3 attackers, and \( \beta = 0.05 \).

3.2. Agent Indexing

In agent indexing, a baseline multi-agent backdoor defense, the defender has knowledge of agent index/identity between train-time and test-time to isolate the learning effects introduced by data provided by specific agents (including triggers). The intuition of this defense is to leverage the non-uniformity of backdoor perturbations and subnetworks
between agents, as the backdoor subnetwork of \( \sim i \) backfiring agents is unlikely to perform well across other unique backdoor perturbations. In this case, we assume that the number of agents that interact in the system is known and that at test-time the defender knows which agent provided the sample to run inference on. This form of inference, where an adaptation method changes parameters given some distributional meta-data or headers, is frequently used in other distribution shift settings such as continual learning or domain adaptation, and is also practically-relevant.

Rather than training a single model with all the available data, the defender trains a set of models, one for each agent in the system. For an agent \( a_i \), its corresponding model will only be trained on data \( S_i \) provided by different agents \( \sim i \), i.e., \( S_i \) \( \sim i \) \( \cup \) \( \bigcup \) \( j \neq i \) \( D_j \) \( \sim i \). At test-time, the defender selects which model to use based on the agent requesting the inference.

### 3.3. Agent Augmentation

In agent augmentation, a baseline multi-agent backdoor defense, a defender simulates the presence of fake backdoor attackers and introduce simulated backdoored samples in the training data. The implementation is similar to backdoor adversarial training (Geiping et al., 2021) in the respect that we make use of the backdoor attack algorithm to poison our own dataset; the difference is that in order to simulate an augmented number of agents, we specifically set the number of agents to be high (\( N = 200 \) here, while \( N = 20 \) in backdoor adversarial training). This defense scales the backfiring effect to ensure the accuracy w.r.t. poison labels stays low, but expectedly the accuracy w.r.t. clean labels should not be greatly improved.

Defenders can insert backdoor triggers into subsets of their clean dataset (the sub-dataset that the defender contributes). To evaluate agent augmentation, we allocate 40% of the defender’s contributed sub-dataset to be clean, and the remaining 60% of samples to be poisoned with defender-generated triggers. The defender sets the number of simulated attackers \( n \), then generates unique random trigger patterns (one per attacker). Each of the \( n \) simulated attackers is allocated an equal amount of samples out of the total 60%; we set the poison rate of simulated attackers \( \varepsilon, \rho = 0.2 \).

### Algorithm 1 AgentSubspace: Evaluate

```
Algorithm 1 AgentSubspace: Evaluate

evalSpace \{ \theta \}_{i=1}^{N}

\textbf{Input}: Input \( x \), Trained parameters \( \{ \theta \}_{i=1}^{N} \)
\textbf{Output}: Predicted output \( \hat{y} \)
Sample \( \alpha_i \sim [0, 1] \) s.t. \( \sum_{i=1}^{N} \alpha_i = 1 \)
\( \theta \leftarrow \sum_{i=1}^{N} \alpha_i \theta_i \)
\( \hat{y} \leftarrow f(x, \theta) \)
\text{return} \( \hat{y} \)
```

### Algorithm 2 AgentSubspace: Train

```
Algorithm 2 AgentSubspace: Train

\textbf{Input}: model \( f \), parameters \( \{ \theta_i \}_{i=1}^{N} \), train set \( \{ D_i \}_{i=1}^{N} \), coefficient \( \beta \), epochs \( E \)
\textbf{Output}: Trained parameters \( \{ \theta \}_{i=1}^{N} \)
\textbf{Constant initialization} \( \theta_{init} \leftarrow \theta_i \)
Agent-indexed sets \( \{ S_i \}_{i=1}^{N} \leftarrow \{ \bigcup_{j \neq i} D_j \}_{i=1}^{N} \)
Train each parameter against their agent-indexed set in parallel per epoch
\textbf{foreach} epoch \( e \in \{ 1, 2, \ldots, E \} \) \textbf{do}
\textbf{foreach} \( S_i \in \{ S_i \}_{i=1}^{N} \) \textbf{do}
\textbf{foreach} batch \( x, y \in S_i \) \textbf{do}
\( \hat{y} \leftarrow f(x, \theta_i) \)
\( \mathcal{L} \leftarrow (\hat{y}, y) + \beta \text{cos}(\{ \theta_i \}_{i=1}^{N}) \)
Backprop \( \theta_i \) w.r.t. \( \mathcal{L} \)
\text{return} \( \{ \theta \}_{i=1}^{N} \)
```

### 4. Evaluation

#### 4.1. Methodology

We evaluate on CIFAR10 (10 classes, 60,000 inputs, 3 colour channels) (Krizhevsky, 2009). The train-time-test split of each attacker is 80-20% (80% of the attacker’s private dataset is contributed to the joint dataset, 20% reserved for in test-time). The train-validation split for the defender was 80-20% (80% of joint dataset used for training, 20% for validation). We trained a small CNN (channels [16, 32, 32]; 15,722 parameters) model with batch size 128 with early stopping when loss converges (approximately 30 epochs, validation accuracy of 92 – 93%; loss convergence depends on joint dataset structure and number of attackers). We optimize with Stochastic Gradient Descent at 0.001 learning rate and 0.9 momentum, and cross entropy loss function. For \( N \) attackers and \( V_d = 0.1 \) being the proportion of the dataset allocated to the defender, the real poison rate (absolute proportion of the joint dataset backdoored by attacker \( a_j \) is \( \rho = (1 - V_d) \times \frac{1}{N} \times p \). We generate backdoor perturbations with Random-BadNet (Datta & Shadbolt, 2022a), hold \( p, \varepsilon = 0.4 \), backdoor target labels are randomly chosen by each attacker. Seed is 3407 for all procedures except those requiring each attacker to have distinctly different randomly-sampled values (e.g. trigger pattern generation), in which cases the seed is the index of the attacker.

The primary variables are the existing single-agent and hypothesized multi-agent defenses. We evaluate 2 augmentative (data augmentation, backdoor adversarial training), 2 removal (spectral signatures, activation clustering) defenses, and 2 ensembling methods (as baseline to our hypotheses). For augmentative defenses, 50% of the defender’s allocation of the dataset is assigned to augmentation: for \( V_d = 0.8 \), 0.4 is clean, 0.4 is augmented. The number of trained point-estimates is set as the number of attackers, e.g. 3 ensemble models, 3 parameters trained in parallel for Agent Subspace.
Data Augmentation (Borgnia et al., 2021) (e.g., CutMix (Yun et al., 2019) or MixUp (Zhang et al., 2018)) has been shown to reduce backdoor attack success rate. We implement CutMix (Yun et al., 2019), where augmentation takes place per batch, and training completes in accordance with aforementioned early stopping. Backdoor Adversarial Training (Geiping et al., 2021) extend the concept of adversarial training on defender-generated backdoor examples to insert their own triggers to existing labels. We implement backdoor adversarial training (Geiping et al., 2021), where the generation of backdoor perturbations is through Random-BadNet (Datta & Shadbolt, 2022a), where 50% of the defender’s allocation of the dataset is assigned to backdoor perturbation, $p, \varepsilon = 0.4$, and 20 different backdoor triggers used (i.e. allocation of defender’s dataset per backdoor trigger pattern is $(1 - 0.5) \times 0.8 \times \frac{1}{20}$).

Spectral Signatures (Tran et al., 2018) is an input inspection method used to perform subset removal from a training dataset. For each class in the backdoored dataset, the method uses the singular value decomposition of the covariance matrix of the learned representation for each input in a class in order to compute an outlier score, and remove the top scores before re-training. In-line with existing implementations, we remove the top 5 scores for $N = 1$ attackers. For $N = 10$, we scale this value accordingly and remove the top 50 scores. Activation Clustering (Chen et al., 2018) is an input inspection method used to perform subset removal from a training set. In-line with Chen et al. (2018)’s implementation, we perform dimensionality reduction using Independent Component Analysis (ICA) on the dataset activations, then use k-means clustering to separate the activations into two clusters, then use Exclusionary Re-classification to score whether a given cluster corresponds to backdoored data and remove it.

Deep Ensembles (Lakshminarayanan et al., 2017) is a baseline for uncertainty estimation and sampling parameters for ensembling. It is constructed by training multiple networks independently in parallel with adversarial training. Fast Geometric Ensembles (Garipov et al., 2018) train multiple networks to find their respective modes such that a high-accuracy path is formed that connects the modes in the parameter space. The method collects parameters at different checkpoints, which can be used as an ensemble.

4.2. Findings

(Observation 1: Compressed subspace sampling optimally minimizes and maximizes accuracy w.r.t. poisoned and clean labels respectively) Across wide variations, we find that sampling with an agent subspace yields the optimal trade-off between maximizing accuracy w.r.t. clean labels and minimizing accuracy w.r.t. poisoned labels.

Summarized in Tables 1 and 2, where we vary the poison parameters $p = \varepsilon$ and number of attackers respectively, the agent subspace method outperforms for most evaluated values. Evaluating on SVNH (digit dataset of 10 classes, 630,420 inputs, 3 colour channels) (Netzer et al., 2011) (Figure 2b), on ResNet-50 (He et al., 2015) for the same training configurations (Figure 2c), and $\alpha = 1.0$ stylization with Adaptive Instance Normalization (AdaIN) (Huang & Belongie, 2017) and the Paintings by Numbers dataset (in-line with Datta & Shadbolt (2022a) and Geirhos et al. (2019)) (Figure 2d), we observe the agent subspace method consistently remains in the top-left region while baselines sporadically outperform marginally in different settings.

Compared to single point-estimate defenses (e.g. agent augmentation), subspace sampling methods and other ensembling methods have demonstrated marginal utility from sampling diverse regions of the function space. Not only
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Figure 3: Convergence of loss w.r.t. respective inputs and cosine distance: as epoch increases, SGD finds an equilibrium subspace for sampling across distributions.

Figure 4: Accuracy plots of agents with respect to each other

does the agent subspace method outperform all the augmentative and removal strategies, but it also outperforms the agent indexing defense, presumably the upper bound as it is the boundary of the constructed subspace; accuracy w.r.t. clean labels exceed that at this point due to the diversity of functions sampled in ensemble. Compared to non-agent-dynamics-driven strategies (e.g. ensembles), the marginal performance gain is validation that exerting correctness or structure to the subspace for sampling can yield marginal benefits, that subspaces expected to handle multiple distribution shifts should be crafted with multiple distributions in mind, rather than aggregating 1 training set.

We also observe extended optionality in inference with the agent subspace method. Based on Figure 4, upon convergence we note that evaluating the test-time backdoored set with either the centre of the subspace or ensembling 1000 point-estimates return a similar terminal accuracy w.r.t. clean labels. This implies various storage strategies, ranging from storing a single centre point-estimate, or storing the 3 boundary point-estimates for each attacker. We would recommend pursuing further study into crafting efficient heuristics to navigate the subspace: based on the maximum accuracy obtained from a sampled point, we observe that there do exist points within the subspace that offer at least 10% gains on accuracy w.r.t. clean labels. Possible heuristics could be using meta-data as headers (similar to agent indexing), or using test-time inputs for experience replay.

(Observation 2: Distributional robustness play an important role in subspace construction) We motivated the 3 defenses based on agent dynamics, which is a manifestation of (joint) distribution shift. Including multiple train-time perturbations mapped to different labels is a form of joint label shift, and stylizing each attacker’s private dataset introduces additional domain/texture shift; agent subspacing has exemplified robustness against different variations of joint distribution shift. The marginal utility of agent subspacing indicates intrinsic robustness to joint distribution shift.

The performance of this method is implied to be applicable to tasks with shift-agnosticity rather than shift-specificity. In the multi-agent backdoor attack, or other task setups where the defender would like to craft a robust adaptation method that performs inference w.r.t. the source distribution rather than the target distribution, the agent subspace may contain point-estimates that contain specific subnetworks corresponding to specific distributional shift types (e.g. specific tasks or domains), but an expectedly larger proportion of the subspace would contain overlapping, transferable subnetworks. The inference strategies proposed, including inference with the centre or sampling across the entire subspace, empirically performs well when the shifted distributions share one common source distribution, but a heuristic-sampling method could be investigated for searching for specific subnetworks for specific target distributions.

Prior work in mode connectivity and subspace construction rely on a single train set, even when showing improvements to adversarial robustness. Reflecting on single-agent defenses, we train on segregated subpopulations, particularly if the distance between the input distributions in the input space is increasingly distant (e.g. stylization). If we train each agent’s point-estimate on their private dataset and com-
press the subspace, the accuracy w.r.t. clean labels is also low, and this may occur because (similarly with the agent-indexing defense): (i) the backfiring effect would occur in that sub-dataset (and not occur if there is only 1 backdoor perturbation type), and (ii) parameters are expected to learn backdoor subnetworks to minimize loss w.r.t. inputs.

Prior work in mode connectivity and subspace construction make use of random initializations for each point-estimate. This has resulted in lower accuracy in clean labels, and we could attribute this to: (i) additional difficulty in overcoming the marginal parameter space distance between the random initializations, or (ii) the optimization trajectories taken by each training point-estimate has sustained sufficient inertia that it optimizes towards minimizing loss w.r.t. inputs and ignores loss w.r.t. cosine distance.

Wortsman et al. (2021) constructed a low-loss subspace by jointly training the point-estimates by sampling \( \alpha \) coefficients during training to evaluate loss on weighted-average parameters, and additionally regularized for the maximization of cosine distance to include diverse point-estimates. Differently, when training on different distributions, we were not able to meaningfully converge the loss of the point-estimates when using \( \alpha \) coefficients during training. Maximizing the cosine distance also resulted in reduced accuracy w.r.t. clean labels. We do not use \( \alpha \) coefficients during train-time but during test-time for inference, yet the loss on test-time inputs is low. We suspect this contradiction is due to the interference between sampled subnetworks: when trained on a single distribution, functionally-different subnetworks mapped to different regions of the function space can stochastically adjust their position in the network given that, though functionally-different, they contribute to minimizing the same input loss (i.e. they are transferable subnetworks). When trained on multiple distributions, the subnetworks interfere with each other, and the subspace cannot be constructed such that a partial subnetwork on one end of the subspace can exist on the other end without skewness.

We evaluated the construction of the subspace through sequential point-estimate training, where we optimize the first parameter to its agent-indexed set, then train all subsequent points while minimizing their cosine distances with respect to the first trained point. Despite sharing a source distribu-

Table 1: Defenses: Carefully-configured agent subspace is robust to shifts.

Table 2: Defenses: Agent subspace is the optimal strategy.

5. Conclusion

This work contributed a robust, practical defense against multi-agent backdoor attacks, specifically maximizing the accuracy w.r.t. clean labels which was harmed during backfire. We also contributed novel methodology using compressed low-loss subspaces to mitigate distribution shifts.
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