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Abstract—Reinforcement learning (RL) has recently proven great success in various domains. Yet, the design of the reward function requires detailed domain expertise and tedious fine-tuning to ensure that agents are able to learn the desired behaviour. Using a sparse reward conveniently mitigates these challenges. However, the sparse reward represents a challenge on its own, often resulting in unsuccessful training of the agent. In this paper, we therefore address the sparse reward problem in RL. Our goal is to find an effective alternative to reward shaping, without using costly human demonstrations, that would also be applicable to a wide range of domains. Hence, we propose to use model predictive control (MPC) as an experience source for training RL agents in sparse reward environments. Without the need for reward shaping, we successfully apply our approach in the field of mobile robot navigation both in simulation and real-world experiments with a Kuboki Turtlebot 2. We furthermore demonstrate great improvement over pure RL algorithms in terms of success rate as well as number of collisions and timeouts. Our experiments show that MPC as an experience source improves the agent’s learning process for a given task in the case of sparse rewards.

I. INTRODUCTION

Reinforcement learning (RL) as well as model predictive control (MPC) have been applied lately to various fields and shown impressive results. However, there are still great challenges that need to be dealt with in both approaches. One major challenge in RL is the design of the reward function. Shaping the reward function to achieve desired results requires lots of trials to get the expected behaviour of the trained policy. This is mainly due to the fact that during the training, the agents exploit any opportunity given by the reward function. An obvious solution to this issue would be to use sparse rewards, i.e., rewarding the agent only for achieving the goal and giving zero rewards otherwise. While this approach encourages the agent to complete a certain task, it is more difficult for the agent to identify promising behaviour. Since the agent has no idea how well it is performing during the training before reaching the goal, it may fail to find the optimal policy. Handling sparse rewards has been an active topic in the field of reinforcement learning [1]–[5]. However, it still remains an open question how an RL agent be successfully trained in a sparse reward setting using an approach that is applicable to a variety of domains.
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One possibility is to use demonstrations to provide the agent with a course of actions that solve the task at hand. While demonstrations have been shown to improve the training process in case of sparse rewards [6]–[8], and human demonstrations specifically are commonly used in the literature, providing these demonstrations can be quite costly. In addition to that, human demonstrations typically require hardware equipment or virtual reality sets to provide the demonstrations [6], [9]–[11]. In this work, we therefore propose to use MPC as an experience source for RL in the case of sparse rewards. MPC has been very popular lately in robotics and industry [12]–[17] as it is able to handle constraints on both states and control signals, can handle multiple-input multiple-output systems as well as nonlinear systems, and the cost function can be constructed in a straightforward way by minimizing the deviation between the reference states and the current states. The aim of our work is therefore to show that MPC can be used to provide demonstrations for an RL agent in sparse reward settings.

The motivation of using RL with MPC demonstrations is as follows: First, MPC is computationally demanding since it solves an optimization control problem at each time step. For highly nonlinear models with numerous states, this may not be feasible to run in real time on real-world applications [16]. In contrast, inferring a trained policy online for actions is less demanding even for systems with large state spaces. Second, while MPC can be tuned to satisfying performance in a certain scenario, the performance will not be as satisfying when the same controller is deployed in another scenario. This becomes obvious in trajectory tracking, where the weight matrices have to be further tuned for different
trajectories [18]. Third, unlike MPC which demands the full state of the robot dynamic model, RL agents need only to attain partial observations from the environment which can be provided using onboard sensors [19].

We investigate our approach in the field of robot navigation for the following reasons: 1) For MPC, the kinematic prediction model of mobile robots is straightforward. 2) The state and action space of mobile robots is small in comparison to, e.g., humanoids, so that tuning of the MPC is not time-consuming. 3) The learned policy can easily be tested in different scenarios and usually successfully be transferred to a real mobile robot.

To summarize, our main contribution is to demonstrate that MPC as an experience source improves the training process of RL agents in sparse rewards settings. We showcase our approach in a mobile robot navigation scenario with static and dynamic obstacles, both in simulations and on a real robot. We also perform an ablation study to analyze the effect of varying the number of MPC demonstrations during the training. We make the following key claims: (i) MPC guides the RL agent to learn tasks in a pure sparse reward setting. (ii) The learned behavior policy leads to higher success rates than pure RL. (iii) The balance between MPC demonstrations and RL exploration influences the convergence rate of the training. (iv) Our approach can successfully be applied to the task of mobile robot navigation.

II. RELATED WORK

We will first discuss the use of human demonstrations in the context of RL, followed by non-human demonstrations, and finally previous approaches combining MPC with RL.

Human Demonstrations in Reinforcement Learning:
Several approaches have been presented that use human expert demonstrations to boost the training process of RL agents by showing examples of how to perform a certain task. The agents subsequently learn faster in comparison to exploring randomly. For example, [20] used human demonstrations to boost the training of deep Q-networks and showed great improvement over different RL approaches in Atari games. A similar approach [2] used human demonstrations to improve the training of deep deterministic policy gradient (DDPG) in robotics tasks. Recently, [6] and [21] proposed combining supervised learning with RL and providing expert samples to play a video game and control a self-driving vehicle, respectively. Additionally, [10] also combined supervised learning with RL and human demonstrations to perform robot arm tasks and showed that using demonstrations outperforms the Hindsight Experience Replay (HER) approach [1].

Non-Human Demonstrations: To overcome the need for costly human demonstrations, several approaches for providing non-human demonstrations have been proposed. [3] applied a hand-crafted policy of low success rate to improve the training of an unmanned aerial vehicle (UAV) in a sparse reward setting. As stated in that work, these hand-crafted policies cannot be applied to diverse scenarios since they are only able to perform fixed maneuvers. [22] used a partially trained RL agent with shaped rewards to provide demonstrations for another RL agent in sparse reward settings on MuJoCo [23] simulations and to mobile robot navigation. [24], [25] proposed using proportional controllers to provide the demonstrations for RL agents for mobile robot navigation and robotic arm manipulation, respectively. [5] used demonstrations generated by a global planner to train a network using imitation learning along with RL for mobile robot navigation. Unlike the discussed approaches, we use a model predictive controller as an experience source since MPC can be applied to a variety of applications and does not involve reward shaping.

Combining MPC with RL: Several approaches using MPC and differential dynamic programming (DDP) along with RL have been presented. In [19] and [26] the authors implemented the guided policy search (GPS) approach where they transform the RL problem into a supervised learning problem using demonstrations from MPC and DDP respectively to train a UAV and MuJoCo environments. [27] used MPC as an experience source and trained their network using supervised learning for the navigation of a simulated car model. However, their approach keeps the MPC running as a safe fail policy in case the RL agent fails to find a better action than the MPC. In [28] the authors proposed to apply meta reinforcement learning along with MPC for demonstrations to train a mobile robot navigate through randomly
moving obstacles. The authors used shaped rewards and the MPC is always running in case the agent cannot find an action specially when the robot is close to obstacles or the goal location. Furthermore, [29] trained the RL agent as a higher layer on top of the MPC to provide correction actions for the MPC to push objects using a robot arm. Unlike the previous approaches, we rely solely on RL training to learn from the MPC demonstrations and do not include supervised learning loss. Furthermore, we use a sparse reward setting to avoid reward shaping.

In [30] the authors applied DDPG after being trained offline to calculate a reference trajectory that is tracked by the MPC to control a Pendubot. [31] deployed imitation learning to learn from the MPC in cart-pole and autonomous driving scenarios. If the uncertainty of the network is high, the control is given solely to the MPC. To learn the threshold of uncertainty for switching the control authors applied an RL agent. Furthermore, [32] trained an RL agent to generate subgoals that are tracked using a MPC controller. This approach was implemented in a robot navigation scenario. Despite the improved performance of these approaches over pure RL methods, all of them require the MPC to be running the whole time which can be computationally demanding. In our work, we only use the MPC during the training process. During testing solely the learned RL policy is applied without the need for MPC as a fallback policy.

To the best of our knowledge, using MPC as an experience source to improve the training of RL agents in the case of sparse rewards has not been tackled before.

III. OUR APPROACH

The goal of our work is to run the RL agent independently of the MPC after training, while relying on the MPC demonstrations before. During training, we use a parallel architecture where the MPC and the RL agent run simultaneously and only one of the two output actions is chosen. To demonstrate our approach, we focus on solving mobile robot navigation around obstacles using only the laser scan as input to the RL agent. We run the chosen policy for the whole episode to provide demonstrations showing how the robot can navigate from the start position to the goal while avoiding obstacles. To choose between the MPC action and the RL action, we define the MPC rate $\epsilon$ that determines whether the MPC output or the RL action is taken for the whole upcoming episode. In the following, we present the components of our architecture in detail, a schematic overview can be found in Fig. 2.

A. Nonlinear Model Predictive Control

The nonlinear model predictive control (NMPC) is a variant of the MPC that can handle nonlinear systems. In MPC schemes, there are two main components: the prediction model and the optimal control problem (OCP). The prediction model is the robot dynamics model that is used to calculate the future states of the robot in a receding horizon fashion, i.e., the next future states of the robot are estimated at each new time step. The OCP consists of the cost function that has to be minimized while respecting the control and state constraints of the robot. To implement the NMPC, we used acados [33], a software package that provides the building blocks for describing and solving nonlinear optimal control problems.

Prediction Model: The choice of the prediction model is critical for the design of the NMPC. A high fidelity model can accurately represent the nonlinearities of the actual robot but at the cost of high computational cost. While a simple mathematical model can lower the computational cost but at the cost of less accurate predictions. In this work, we represent the mobile robot using a nonlinear kinematic model (Fig. 2). The state space representation of the model $X = f(X, U)$ is as follows:

$$
\dot{x} = v\cos(\theta)
$$

$$
\dot{y} = v\sin(\theta)
$$

$$
\dot{\theta} = \omega
$$

where $X$ represents the state of the mobile robot, i.e., its 2D position $(x, y)$ in space, and the heading of the robot $\theta$. $U$ represents the controls which are the linear and angular velocities, $v$ and $\omega$, respectively.

Optimal Control Problem: The OCP solved at each time step is formulated by setting the cost function and the constraints on the controls and the states and is as follows:

$$
\min_{x_{k=1}^N, u_{k=1}^{N-1}} J = \sum_{k=1}^N \|x_{ref} - x_k\|_Q^2 + \|u_k\|_R^2 + \frac{1}{\epsilon} \|dist_k\|_D^2
$$

subject to

$$
x_{i+1|k} = f(x_{i|k}, u_{i|k}),
$$

$$
x_{i|k} \in X,
$$

$$
u_{i|k} \in U,
$$

$$
x_{i|k} \in X$$

Where $J$ represents the cost function to be minimized. The first term penalizes the difference between the predicted states $x_k$ and the target state $x_{ref} at instant k$. The second term penalizes the control signals $u_k$. The final term penalizes the nearness to the closest obstacle, where $dist_k is the Euclidean distance to the nearest obstacle at instant k. $Q$ and $R$ are diagonal weight matrices for the states and controls respectively. The weighting factor $D$ balances the collision avoidance term. Constraint (2b) defines the initial state, (2c) forces the system’s dynamic constraints, while (2d) and (2e) ensure that the controller satisfies the control and state limits at each time step. The weight matrices along with the MPC parameters are shown in Tab. I. Note that the cost function uses the full state of the robot, while the RL uses only partial observations as defined in Section III C. Hence, the cost

| Parameter | Value |
|-----------|-------|
| $Q$       | diag([0.1, 0.1, 0.05]) |
| $Q_c$     | diag([1.1, 0.1, 0.1]) |
| $R$       | diag([0.001, 0.01]) |
| $D$       | 20 |
| $N$       | 30 |
| $T$       | 6 seconds |
B. Reinforcement Learning Agent

The foundation of reinforcement learning relies on the description of the world as a Markov decision process (MDP), which is described by a tuple $M = (S, A, R, P, \gamma)$. Where $S$ is the set of states, $A$ is the set of actions, $R(s,a)$ is the reward function, $P(s'|s,a)$ is the transition probability, and $\gamma$ is the discount factor. An agent in state $s \in S$ takes an action $a \in A$ resulting in the next state $s' \in S$, which is rewarded by reward $r$ and discounted by factor $\gamma$. The action $a$ is chosen according a policy $\pi$ that determines for each state which action the agent will take. The transition from state $s$ to state $s'$ upon taking action $a$ is determined by the transition probability $P$ which is also environment dependent. The main goal of the RL agent is then to maximize the total cumulative reward:

$$R_{total} = \sum_{t=0}^{\infty} \gamma^t r_t$$  \hspace{1cm} (3)

We use an off-policy algorithm to control the mobile robot and use soft actor-critic (SAC) [34] as the main agent. SAC maximizes the entropy of the policy along with the reward which resulted in a better exploration strategy and showed improved convergence rates compared to other algorithms in our experiments.

1) Soft Actor-Critic: The soft actor-critic aims to maximize the expected reward and the entropy of the policy by optimizing the following objective function:

$$J = \sum_{t=0}^{T} E_{(s_t, a_t) \sim \rho_\pi} \big[ r(s_t, a_t) + \alpha H(\pi(.|s_t)) \big],$$  \hspace{1cm} (4)

where $r$ is the reward the agent gets for executing action $a_t$ at state $s_t$, $\pi$ is the policy, $\rho_\pi$ is the trajectory distribution induced by the policy $\pi$, $\alpha$ is the temperature of the entropy $H$, and $H(\pi(.|s_t)) = -E_{\pi}[\log \pi(.|s_t)]$ is the entropy of the policy.

We used the same architecture as in [34] and also implemented the entropy regularization by optimizing $\alpha$ during the training. Our hyperparameters for the SAC are summarized in Tab. II.

2) MPC Rate: The MPC rate $\epsilon$ refers to the probability of choosing the MPC actions over the RL actions. Hence, this parameter can greatly affect the training performance since a high contribution of the MPC would mean less exploration of the RL agent and would result in a policy that acts more similarly to the MPC but is limited by the scenarios that only the MPC controller has experienced. A small $\epsilon$ would lead to more exploration and less demonstrations from the MPC. In our experiments, we provide an ablation study regarding different values for this parameter and its effect on the training. We found it beneficial to decay the influence of the MPC over the course of training. Hence, we decay $\epsilon$ over episodes by a decay rate of 0.5% as the episodes ($n$) progress:

$$\epsilon_n = \epsilon_0 (0.995)^{n/4}$$  \hspace{1cm} (5)

Where $\epsilon_0$ is the initial value for the MPC rate at the beginning of the training and $\epsilon_n$ is the updated MPC rate.

C. Implementation of the RL Agent

For the implementation of the RL agent in the navigation task, we defined the following action space, observation space, and reward function (see also Fig. 2).

**Action space:** We use continuous action spaces for both the linear and angular velocities of the mobile robot. The limits for the linear and angular velocities are $[-0.5 \text{ m/s}, 0.5 \text{ m/s}]$ and $[-0.785 \text{ rad/s}, 0.785 \text{ rad/s}]$, respectively.

**Observation space:** At each time step, the RL agent receives a scan of 20 lidar distance measurements, as well as the distance and heading difference to the target location as input. We furthermore provide the explicit distance and heading to the nearest obstacle as calculated from the laser scan.

**Rewards:** The sparse reward is defined as follows:

$$R = \begin{cases} 
  r_{\text{success}} & \text{if goal reached,} \\
  r_{\text{collision}} & \text{if collision or stuck,} \\
  0 & \text{otherwise.}
\end{cases}$$  \hspace{1cm} (6)
SAC shows better performance than (a) Generalization test (b) Real-world environment.

Fig. 4: (a) Generalization test: The robot is trained in the five left environments and is evaluated in the right one. The evaluation environment has moving walls and spheres which the agent has not jointly experienced during training. (b) The real environment for testing the Turtlebot has a size of $3.7 \times 3.7 \text{m}^2$ with two static obstacles. The goals are spawned randomly around the area.

IV. EXPERIMENTAL EVALUATION

The main focus of this work is to show how MPC can improve the training of RL agents in a sparse reward setting. We use Gazebo [35] in combination with ROS [36] as a simulator during training and evaluation, and as a real-robot platform the Kuboki Turtlebot 2. We applied an MPC rate of 25% during the experiments. To show that the MPC guides the RL agent to reach better behavior policies than pure RL in a sparse reward settings, and that our approach can be applied to mobile robot navigation, we evaluate our approach in the following scenarios: (i) A static environment, where the robot has to navigate around obstacles to reach different target positions. (ii) A dynamic environment, where four dynamic obstacles are rotating in the environment and the robot has to navigate between them to reach the target. (iii) We test whether our agent is able to generalize to unseen scenarios, i.e., we trained the agent in different environments and evaluate its performance in a further, unseen environment. (iv) Finally, we evaluate the learned policy on a real robot. The experiments can be seen in the video.

A. Static Environment

The first experiment shows the performance of our approach in the case of static obstacles. The environment is shown in Fig. 3a. We tested our approach with soft actor critic (SAC) as described before and, additionally, with twin delayed deep deterministic policy gradient (TD3) [37] to show the general applicability. We trained the agents with and without the MPC for 7,000 episodes, where each episode ran for 1,000 steps. During each episode, we spawned a new random goal every time the previous goal had been reached. An episode terminates if the agent collides with an obstacle or if the robot is stuck in place for 20 consecutive steps.

As a further baseline, we implemented guided policy search (GPS) [19], [26] and trained a deep neural network in a supervised learning manner. We use the partially observed state (same state used by the RL agents) as the input to the network to predict the actions and use the actions from the MPC to calculate the mean squared error loss for the network. Simultaneously, we minimize the deviation of the MPC action from the inferred action at each time step. In Fig. 5a we show the convergence curves for our approach with SAC (cf. MPC-SAC) plotted against the pure SAC. As can be seen, our MPC-SAC shows better performance than the pure SAC in terms of collected reward.

For evaluation of the trained agents, we spawned a fixed sequence of 70 random goals and calculated the success rate, collision rate, and timeout rate, the results are shown in Tab. III and demonstrate that the MPC successfully guides the RL agent to learn tasks in a sparse reward setting and that the learned policy has higher success rates than pure RL. The SAC on its own was able to reach the targets if it is spawned directly in front of the robot, but fails to navigate through the obstacles to reach further targets. Introducing the MPC to the training process makes the agent able to navigate around the obstacles to reach its targets. While the pure TD3 was stuck most of the time, with the MPC it was able to reach an impressive performance, i.e., the agent showed higher success rates as well as fewer collisions and timeouts. Also, GPS outperforms the pure RL agents, however, our approach shows superior performance compared to GPS, which can be credited to the exploration involved in the RL training.

B. Dynamic Environment

In the second experiment, we tested our approach in scenarios with dynamic obstacles, i.e., four obstacles rotating in the environment (see Fig. 3b) where the robot has no information about the behavior of the obstacles. The training performance shown in Fig. 5b indicates that including the MPC improves the navigation performance per episode by one goal (+100 reward) on average.

This improvement is also reflected in the success rate during testing, which increased by almost 50% (see Tab. III), indicating the improvement achieved by introducing the MPC as demonstrations during training.

C. Generalization to Different Environments

The aim of this experiment is to test whether the demonstrations provided by the MPC can aid the RL agent to handle unforeseen scenarios. We trained the agents in five different environments to gather diverse experience and then evaluate its performance in a sixth environment (see Fig. 4a). The results are also included in Tab. III. The agent was unable to handle obstacles not experienced before such as moving walls and spheres, however, we found that the robot learned a primitive strategy that enables it to reach its target at some

1https://youtu.be/Au6R92JHH5Q
instances. More specifically, the agent waits for the moving obstacles until they do not block the way towards the goal anymore.

D. Real-Robot Experiment

Finally, we demonstrate that our approach is transferable to real mobile robots. We trained an agent in the static environment. To improve the sim-to-real transfer in terms of sensor noise, we added Gaussian noise ($\mu = 0, \sigma = 0.15$) to the lidar observation and Gaussian noise to the relative distance to the goal during training. The environment for the real-robot experiments is shown in Fig. 4b and the mean success rate for three trials with 20 random goals each is included in Tab. III. The robot had a mean success rate of 85%, a mean collision rate of 6.7% and a mean timeout rate of 8.3%, over 3 runs.

E. Ablation Study

The balance between RL and MPC influences the training performance. Hence, we conducted an ablation study to evaluate different MPC rates $\epsilon_0$ for the contribution of the MPC controller. We investigate how including more or less MPC episodes affects the training of the RL agent (see Fig. 5c), i.e., we evaluated the performance for $\epsilon_0 = [5\%, 15\%, 25\%, 50\%, 75\%, 100\%]$. Note that those are the initial rates, which decay during training, see Eq. (5). We experimentally found that a MPC rate of 25% gave the best results in terms of reached rewards. This is a similar to [28], where an activation rate for the MPC of 20% was found to be best.

V. Conclusion

In this paper, we presented a novel approach to handle the challenges of sparse rewards in reinforcement learning (RL) using model predictive control (MPC) as an experience source. We show that the MPC demonstrations guide the RL agent to converge faster and find better policies. In the domain of robot navigation, our approach outperforms pure RL (SAC [34] and TD3 [37]) and GPS (Guided Policy Search) [26] approaches.

| Static Environment | Agent | Success rate | Collisions | Timeout |
|--------------------|-------|--------------|------------|---------|
| SAC                | 52.5% | 14.7%        | 32.8%      |
| MPC_SAC            | 97.2% | 0%           | 2.8%       |
| TD3                | 34.4% | 2.8%         | 62.8%      |
| MPC_TD3            | 98.6% | 1.4%         | 0%         |
| GPS                | 88.5% | 0%           | 11.5%      |

| Dynamic Environment | Agent | Success rate | Collisions | Timeout |
|--------------------|-------|--------------|------------|---------|
| SAC                | 42.8% | 34.4%        | 22.8%      |
| MPC_SAC            | 91.4% | 7.2%         | 1.4%       |
| GPS                | 82.8% | 4.3%         | 12.9%      |

| Generalization to Different Environments | Agent | Success rate | Collisions | Timeout |
|-----------------------------------------|-------|--------------|------------|---------|
| MPC_SAC                                 | 78.6% | 20.7%        | 4.7%       |

| Real-Robot Experiments                  | Agent | Success rate | Collisions | Timeout |
|-----------------------------------------|-------|--------------|------------|---------|
| MPC_SAC                                 | 85 ± 5% | 6.7 ± 2.3% | 8.3 ± 2.3% |

TABLE III: Evaluation in different test scenarios. For each scenario, a fixed sequence of random goals was spawned. Timeout is the fraction of goals that the agent missed to reach within a fixed number of time steps. Our approach using the MPC experience outperforms both pure RL (SAC [34] and TD3 [37]) and GPS (Guided Policy Search) [26] approaches.

Fig. 5: Training performance for different setups. (a), (b) Including MPC as an experience source significantly increases the training performance by means of collected reward. (c) We found an initial MPC rate of 25% to give the best results. The bold lines show the mean of five different seeds while the shaded areas as the standard error.
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