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Abstract. A Grid is a very dynamic, complex and heterogeneous system, whose reliability can be adversely conditioned by several different factors such as communications and hardware faults, middleware bugs or wrong configurations due to human errors. As the infrastructure scales, spanning a large number of sites, each hosting hundreds or thousands of hosts/resources, the occurrence of runtime faults following job submission becomes a very frequent and phenomenon. Therefore, fault avoidance becomes a fundamental aim in modern Grids since the dependability of individual resources spread upon widely distributed computing infrastructures and often used outside of their native organizational boundaries, cannot be guaranteed in any systematic way. Accordingly, we propose a simple job optimization solution based on a user-driven fault avoidance strategy. Such strategy starts from the introduction within the grid information system of several on-line service-monitoring metrics that can be used as specific hints to the workload management system for driving resource discovery operations according to a fault-free resource-scheduling plan. This solution, whose main goal is to minimize the execution time by avoiding execution failures, demonstrated to be very effective in incrementing both the user perceivable quality and the overall grid performance.
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1. Introduction

1.1 The reliability in Grid environment

The main Grid computing aim is in supplying computing power as an utility, providing an ubiquitous on-demand service through a semi-persistent virtual environment created for solving specific tasks. The most attractive Grid feature is unquestionably the ability for a client to send out very complex and computationally expensive jobs that will be transparently an dynamically located on the Grid nodes and sites providing all the specific runtime resources needed by the involved application to be executed successfully. What is striking about the above feature is how few assumptions can be made about the resource that may be available on such a complex and widely distributed infrastructure. These resources may be widely heterogeneous; each may run a different combination of hardware, operating system and application middleware environment. Furthermore, some of them may be privately available within corporate intranets, whilst others may be publically available over the Internet. Some clusters of resources may be stored in a single location/site, whilst others may be geographically distributed. In this scenario is very likely that the jobs submitted from an unaware client will be transparently relocated for execution on remote machines upon which no trust can be placed. For example, the machines may be outside from the originating client’s organizational boundaries, or may be desktop machines or workstation sharing their computing resources during idle working time that many people have access to and are not strictly dedicated to the Grid tasks.

A runtime optimization strategy ensuring fault avoidance to the submitted jobs may therefore be very desirable in order to potentially prevent a defective, unreliable or wrongly configured node to be selected for running a job that it is not be able to complete, adversely affecting the overall success or performance of the requiring Grid applications. Starting from the above considerations we developed a simple and flexible fault avoidance solution that can be seamlessly implemented within the most common existing middleware frameworks. This solution is based on the introduction within the grid information system of several advanced on-line service status monitoring objects, associated to the individual resources. That object are continuously kept up-to-date and can be used, under the control of client applications, as
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specific hints to the workload management system conditioning its resource discovery and selection decisions according to a scheduling plan that ensures the occurrence of no (avoidable) faults. Such objects are produced and continuously kept up to date by specific sensor modules deployed within each local site monitoring system that perform sanity checks on the resources of interest and directly interface the Grid information system catalogs by publishing and consuming the associated monitoring information. A simple prototype of the above framework has been implemented on a test Virtual Organization on the gLite based “GRISU” grid infrastructure spanning several universities and research centers in the south of Italy. The preliminary functional tests ran on it showed interesting performance improvements both in terms of response to user’s reliability and responsiveness demand and in terms of computing infrastructure throughput.

This paper is organized as follows: In section 2 we introduce the fault avoidance concept and the dynamic approach test in our work. In section 3, we describe the interaction between the Grid monitoring system and the Information Index then we introduce the use case of MPI jobs. Section 4 describes the experimental framework used to evaluate the performance of our approach and shows the results obtained in several tests performed in a real Grid environment. In section 5 we discuss related works, we finally provide summary and conclusion in section 6.

2. Fault Avoidance in grid infrastructures

Fault avoidance is a fundamental property in modern Grid infrastructures, deployed over a large number of geographically distributed sites managed by different organizations, since the dependability of individual resources and localized middleware services cannot be guaranteed. In fact, the increased number of interactions between large numbers of computing nodes and Grid services (e.g. runtime capabilities, connectivity, libraries etc.), many of which may be dynamically bound at the execution time and hence not known to the original application developers, will undoubtedly lead to an increased incidence of interaction faults. This may be due to different services supporting different protocols or capabilities, or may also be due to computing nodes that are faulty (also partially) in some way. That’s worse as Grid applications may feature dozens – if not hundreds – of services, a fault in one service may be amplified as the effects of the fault move further down the chain. Clearly, one of the key factors for handling these runtime faults is the Grid’s resource scheduling system that with its selection policies and choices could greatly reduce or exacerbate the above phenomena. Unfortunately, most of the state-of-the-art scheduling approaches have been inherited from the legacy distributed clusters. They are almost exclusively batch systems offering good levels of reliability while sacrificing utilization levels, interactivity experience and dynamic resource control and monitoring. Such trade-off is currently acceptable in production environments mostly due to the lack of stable and really usable alternatives but is no more sufficient to ensure the needed performance and user satisfaction degree as the grid technology scales and attracts new sophisticated and demanding applications.

Most of the widely used schedulers have a static view of many resource features and runtime capabilities and operate almost blindly in their selection without considering up-to-date monitoring information and online functional probes/checks. Accordingly, a really effective fault avoidance solution needs to identify in advance and categorize the most common runtime faults that may occur in a grid and specifically on its available resources and services, in order to provide clues to the underlying scheduling system on how to avoid choosing them and hence prevent as possible application faults with continuous job resubmission, with the effect of greatly improving the overall Grid performance. It is clear that the exact knowledge of the real operational status of the various services offered by the available Grid resources is the crucial information needed to support such a fault avoidance strategy. Hence, a scheduling plan ensuring that no (or minimum) faults will occur could then be made by using online operational information periodically gathered from specific Grid monitoring facilities.

3. Implementing an optimization strategy based on fault avoidance

As a reference platform for implementation we considered the gLite [1] middleware stack, deployed within the EGI (European Grid Initiative) Infrastructure and in some regional Grid Initiatives [2]. The
EGI implementation currently represents one of the largest Grid infrastructures available all over the world. In order to implement the above fault avoidance strategy within the gLite environment, we introduced some simple modifications to several middleware services belonging to the grid monitoring subsystem allowing the end-users to recognize the faulty resources and to avoid them as possible by issuing the proper requests to the Grid resource broker.

Currently all the production sites belonging to the EGI Infrastructure, are monitored through a central system named Service Availability Monitoring (SAM) [3]. SAM is a nagios-like application that periodically performs several probes/checks on Grid sites and nodes of interest, in order to verify the certification status, the data transfer capability and the interaction with some basic gLite services/roles. SAM is actually used to individuate faulty nodes/sites and raise alarms to the relative site administrator in order to fix the problem. The involved nodes and sites are excluded from the Grid and from user visibility only if the error persists beyond a specific time threshold. However, SAM doesn’t contribute directly to increase the Grid reliability as it can be perceived from the user point of view, thus new and more flexible monitoring facilities have to be introduced. We started from the consideration that the computing resources participating to a Grid usually don’t publish any online information about the runtime operational status of their service portfolio or about the possible faults occurred on it (e. g. an host certificate is expired or some crucial service is down for some reason). Moreover, due the strong interdependency among the Grid resources, we considered that the best monitoring approach is performing periodical sanity checks on the services offered on the individual resources and providing such information to the users through the Grid information system. To do that, we reengineered the SAM online service health probing architecture by introducing a new set of monitoring objects managed by a local instance of Grid Nagios, a customized version of Nagios released within the gLite middleware platform to create personalized probes.

We identified a set of typical fault scenarios that are crucial for the success of Grid jobs and data-management activities and developed the corresponding runtime functional probes within the Nagios [4] monitoring environment. These custom “sensors” are written in Perl and have similar behavior. Each nagios sensor simulates typical grid client behavior. It uses the required grid service interface to perform a specific operation to be probed on a node (e.g. submit job, transfer file). In particular, the result of each sensor check has been represented by a string containing the probed status. For example, if the probed service does not respond, the sensor returns status Unknown. If the service responds, sensor analyzes the output and if the output is correct, the returned status is Ok, otherwise it is set to Failure. Each sensor is periodically scheduled by the Site Nagios services to perform its checks and publish the corresponding results on the site-BDII catalog. New data structures needed for representing the status/operational information returned by the sensors within the Grid information systems have been developed by defining specific Job Description Language (JDL) [5] parameters, associated to job requests, to be checked by the glite Resource Manager, the Workload Management System (WMS) during the first stage of the resource brokering process. These parameters are based on Condor classified advertisements (ClassAds) and structured as attribute-value pairs published on the Grid top-level information system database. In such a way, we can easily embed some specific service operational status request into the scheduling strategy in order to improve the efficiency and the utilization of the Grid and avoiding, as possible, execution failures. ClassAds comparisons are performed in the matchmaking phase starting from JDL attributes in an evaluation environment that maps any attribute accessed to the match candidate under consideration.

In detail, the users submitting a job to the Grid, can describe in advance their service status requirements by referencing the proper monitoring metric, by using JDL expressions containing a Requirements and a Rank ClassAds expression. This drives the discovery of grid-resources that are “certified” to support the needed services. Requirements is an expression that defines the conditions to be met by the resource. It can include the check for extended attributes or specific runtime environment variables that can be used for referencing the proper service support capabilities on the involved node.
Rank specifies the preference criteria to be adopted to select one of the resource instances that satisfy the Requirements. In addition, authorization checks are also performed against the Virtual Organization attributes. This lead to the formulation of a schedule plan conditioned, if possible, from the above requirements. In the following script (figure 1) we show a JDL example with the requirements of discovering grid-resources that support the MPICH library service. Specifically, we are looking for computational resources within the “matisse” Virtual Organization that publish the VO-matisse-MONITOR-MPICH-OK variable in their runtime environment. Such variable indicates that the MPICH library is correctly configured and is fully operational so that the involved job can run, if possible on sites/nodes supporting MPICH services.

| Type        | "Job"                           |
|-------------|---------------------------------|
| JobType     | "MPICH"                         |
| CpuNumber   | 16                              |
| Executable  | "mpi-start-wrapper.sh"           |
| Arguments   | "mpi MPICH"                     |
| StdOutput   | "mpich-test.out"                |
| StdError    | "mpich-test.err"                |
| InputSandbox| {"mpi-start-wrapper.sh","mpi-hooks.sh","cpi.c"} |
| OutputSandbox| {"mpich-test.err","mpich-test.out"} |
| RetryCount  | 1                               |
| Requirements| Member("VO-matisse-MONITOR-MPICH-OK", other.GlueHostApplicationSoftwareRunTimeEnvironment) && Member("MPICH",other.GlueHostApplicationSoftwareRunTimeEnvironment) |

Figure 1. Simple JDL for MPICH test

4. Performance evaluation and analysis

In the following section, we evaluated both the performance and effectiveness of the proposed fault-avoidance framework by working on a simple proof of concept prototype implementation built on the gLite based “GRISU” grid infrastructure, the southern Italian EGEE component, consisting of more than 10,000 CPU distributed on 4 geographical regions: Puglia, Sicilia, Sardegna and Campania. The evaluation tests, ran on the test virtual organization Matisse, have been selected from the common simulation framework used by the local scientific community, in order to match a real use case. We submitted a large bunch of parallel jobs, requesting the Message Passing Interface (MPI) library services, which perform basic simulation activities by using 16 processors at a time. MPI is the most popular programming library for parallel computing available in the C, C++, and Fortran programming environments. Its diffusion within the European gLite-based Grids has greatly increased in the last years to support the emerging needs of scientific applications featuring a large degree of parallelism. The setup and configuration of MPI services on the generic worker nodes is a complex duty, especially when the site administrator has to manage different library implementation flavors, different programming environments and different underlying network fabrics. Moreover, the support of different MPI configurations is a requirement for many scientific communities and the online verification of a correctly working configuration is fundamental to avoid job aborts or abnormal behaviors.

Currently MPICH, OPENMPI and MVAPICH are the most popular MPI flavors, and whereas in the EGEE production infrastructure more than 30% of the working sites publish the support for these libraries, a consistent part of them does not pass the basic SAM configuration sanity check. In figure 2 we can observe a screenshot of the SAM web interface, where a set of sites that haven’t passed the MPI certification test are evidenced.
In our prototype implementation we modified the standard nagios sensor performing the MPICH SAM TEST sanity checks in order to publish the positive results on the Grid information system through the specific runtime variable VO-matisse-MONITOR-MPICH-OK. This value is propagated to the collective Grid information system (the top BDII in the gLite environment), so that the user can set the presence of this tag as a mandatory job requirement in the associated JDL script. To analyze the improvements on the runtime stability of the grid directly perceivable by the users we at first calculated an approximation of the worst-case job execution failure rate when no fault avoidance strategy is implemented. By querying the Top BDII services (the collective informative system) we discovered 49 resources that publish the MPICH support available within the Matisse Virtual Organization. We then verified that only 36 resources between the above ones passed the MPICH nagios test at job execution time, so that we calculated a worst-case failure rate value of 0.265. We ran two sequences of tests needed to evaluate the introduced performance improvements on a significant number of jobs:

1. Submission and analysis of 550 jobs on the Grid through the WMS without failure-avoidance management.
2. Submission and analysis of 550 jobs on the Grid through the WMS with the specific requirement for the tag VO-matisse-MONITOR-MPICH-OK on the runtime environment.

To achieve more confidence in the obtained results, each run has been repeated 10 times and the average performance metric values have been calculated. During the first test sequence, we obtained a total of 144 job faults, with a failure rate equal 0.261, that seems to be in accordance with the calculated value. So we can argue that, in absence of any specific Requirements or Ranking tag in JDL, an increasing load on the Grid produces a uniform usage of the available resources. The aim of the second test block is quantifying the effective performance improvements introduced by our fault-avoidance strategy within the grid runtime system. First, by using the standard gLite matchmaking client (glite-wms-job-list-match) we observed that the Requirements expression in the JDL script worked correctly forcing the WMS to filter out the 13 resources, which failed the nagios MPICH probe. After the complete execution of all the 550 jobs enforcing the MPI runtime status check through the JDL requirements mechanism, we detected a total of only 4 aborted jobs with a failure rate equal to 0.007, two order less than the previous case. The graph in figure 3 shows the percentage of job successfully completed when the fault-avoidance strategy is enforced, compared with the standard WMS behaviour.
5. Related work and discussion

The interest in making Grid infrastructures fault-aware has received a certain attention in literature [6], [7], [8], [9]. For example, several fault detection service architectures have been developed for grid computing systems (e.g., [10], [11], [12]. Other applications adopted some ad hoc fault-tolerance mechanisms, which cannot be reused, nor shared among them [13]. All the above approaches require the introduction of new complex services and significant modifications to several crucial components of the grid architecture (i.e. the resource broker). On the other side, our proposed approach is based on the specialized use of already available features and mechanisms with no impact on strategic middleware services. We only require the introduction of some simple, flexible and modular monitoring plugins each dedicated to specific sanity checks. These features make our fault avoidance solution implementable in a seamless and straightforward way in existing production grids. It can also be easily extended, by adding new plugins specialized for checking new services, as they are added to the grid middleware platform.

6. Conclusions

The introduction of monitoring metrics on the Grid information system that can be used to easily implement a user-driven fault avoidance strategy opens up new interesting scenarios to increase the grid stability and facilitate operations in a production infrastructure. By implementing the above strategy in the gLite environment we obtained interesting performance improvements particularly perceivable from the user’s point of view. This effect has been evidenced through a set of preliminary tests that showed the positive impact of the proposed approach in terms of number of jobs successfully completed. In future works we plan to deploy this approach in a large scale Grid and obtain further feedbacks in order to detect the best metrics to publish, to improve the data model and maximize the improvements on the infrastructure’s stability and reliability. Finally, we plan to investigate the introduction of a site reputation concept as a new metric to be used during the resource discovery process.
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