Accelerated Minimax Algorithms Flock Together
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Abstract

Several new accelerated methods in minimax optimization and fixed-point iterations have recently been discovered, and, interestingly, they rely on a mechanism distinct from Nesterov’s momentum-based acceleration. In this work, we show that these accelerated algorithms exhibit what we call the merging path (MP) property; the trajectories of these algorithms merge quickly. Using this novel MP property, we establish point convergence of existing accelerated minimax algorithms and derive new state-of-the-art algorithms for the strongly-convex-strongly-concave setup and for the prox-grad setup.

1 Introduction

Minimax optimization problems of the form

\[
\min_{x \in \mathcal{X}} \max_{y \in \mathcal{Y}} L(x, y) \tag{1}
\]

have recently received increased attention in many machine learning applications including robust optimization [86], adversarial training [55], fair machine learning [29], and GANs [32]. Consequently, there has been a large body of research on efficient algorithms for solving minimax optimization. For the deterministic smooth convex-concave setup, the classical extragradient (EG) [47] and the optimistic gradient descent (OG) [78, 80, 21] methods converge with $O(1/k)$ rate on the squared gradient norm [85, 33], and accelerated algorithms [100, 49, 92] with $O(1/k^2)$ rate, based on an anchoring mechanism retracting iterates toward the initial point, were recently discovered.

In a different line of work on the fixed-point problem

\[
\text{find } z \in \mathbb{R}^d \quad z = T(z), \tag{2}
\]

the Halpern iteration [35], which averages the iterates with the initial point, was shown to achieve an accelerated $O(1/k^2)$ rate on the squared fixed-point residual norm when executed with optimal parameters [51, 43]. Interestingly, both the Halpern iteration and the accelerated minimax algorithms rely on the anchoring mechanism, but a precise theoretical explanation of such apparent similarity was, to the best of our knowledge, yet missing.

Contribution. In this work, we identify the merging path (MP) property among anchoring-based algorithms, which state that the trajectories of these algorithms quickly merge, and use this novel property to develop new accelerated algorithms. First, we show that known accelerated minimax algorithms [100, 49, 92] have $O(1/k^2)$-merging paths with the optimized Halpern iteration [35, 51] and thereby identify their point convergence. Second, we present a new accelerated minimax algorithm for smooth strongly-convex-strongly-concave setup designed to approximate, in the MP sense, the OC-Halpern method, which has an optimal accelerated rate. Third, we present a near-optimal accelerated proximal gradient type algorithm, designed to approximate, in the MP sense, the Halpern-accelerated Douglas-Rachford splitting [27, 53].
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Figure 1: Trajectories of (left) Nesterov’s accelerated algorithms (AGM [69, 8, 11]; described in Appendix A.2) with distinct momentum parameters and (right) anchoring-based algorithms. On the right, paths quickly merge and become indistinguishable in 50 iterations. All algorithms are executed on the convex minimization problem with $f(x_1, x_2) = \frac{4x_2^2}{x_2}$, starting at $(x_1, x_2) = (-2, 3)$.

1.1 The merging path (MP) property

Let $\mathfrak{A}$ be a deterministic algorithm. Write $\mathfrak{A}(x_0; \mathcal{P}) = (x_0, x_1, x_2, \ldots)$ to denote that $\mathfrak{A}$ applied to problem $\mathcal{P}$ with starting point $x_0$ produces iterates $x_1, x_2, \ldots$. We say two algorithms $\mathfrak{A}_1$ and $\mathfrak{A}_2$ have $O(r(k))$-merging paths if for any problem $\mathcal{P}$ and $x_0 \in \mathbb{R}^d$, the iterates $\mathfrak{A}_\ell(x_0; \mathcal{P}) = (x_0, x_1^{(\ell)}, x_2^{(\ell)}, \ldots)$ for $\ell = 1, 2$ satisfy $\|x_k^{(1)} - x_k^{(2)}\|^2 = O(r(k))$. More concisely, we say $\mathfrak{A}_1$ and $\mathfrak{A}_2$ are $O(r(k))$-MP if they have $O(r(\ell))$-merging paths.

The MP property precisely formalizes a notion of near-equivalence of algorithms. In particular, it is a stronger notion of approximation compared to the conceptual ones of prior work [63, 1]. Classical first-order algorithms for smooth convex minimization are not $O(r(k))$-MP with $r(k) \to 0$. Figure 1 shows that accelerated gradient methods with different momentum coefficients have divergent paths, even though their function values (of course) converge to the same optimal value. In this paper, we show that the accelerated minimax algorithms for smooth convex-concave minimax optimization are $O(1/k^2)$-MP (which is faster than the $o(1)$-point convergence). Figure 1b shows that the algorithms’ paths indeed merge far before they converge to the limit.

1.2 Related work

An overview of convex-concave minimax optimization. The extragradient (EG) [47] and Popov’s algorithm [78], also known as optimistic gradient (OG) descent [80, 21], have initiated the long stream of research in the optimization literature on the closely interconnected topics of minimax optimization [68, 38, 46, 61, 63, 64, 5, 36], variational inequalities [74, 71, 73, 42, 9, 10, 59, 56, 16, 40, 57], and monotone inclusion problems [87, 93, 65, 66, 54]. A number of advances in minimax optimization have been made in the context of practical machine learning applications, including the multi-player game dynamics [20, 88, 31, 39] and GANs [97, 30, 14, 50, 61, 85, 77]. A recent trend of the field focuses on achieving near-optimal efficiency with respect to primal-dual gap or distance to the optimum for convex-concave minimax problems with distinct strong convexity, strong concavity and smoothness parameters for each variable [91, 52, 95, 2, 99, 41].

Proximal point methods and proximal approximation approaches. The proximal point method (PPM) [67, 60, 83] is an implicit algorithm for solving convex minimization, minimax optimization, and, more generally, monotone inclusion problems. Although PPM is not always directly applicable, it has been used as the conceptual basis for developing many algorithms with approximate proximal evaluations [82, 34, 87, 68, 37, 13, 28, 23, 79]. Several prior works [63, 1] interpreted prominent forward algorithms such as Nesterov’s accelerated gradient method (AGM), EG, and OG as conceptual approximations of PPM.

Acceleration with respect to gradient norm. Since the seminal work of Nesterov [69], acceleration of first-order algorithms has been extensively studied for convex minimization problems
Composite minimax problems and prox-grad-type algorithms. The particular case of bilinearly-coupled minimax problems, \( \mathbf{L}(x, y) = f(x) + (x, Ay) - g(y) \) for some convex functions \( f \) and \( g \) and a linear operator \( A \), have been studied by many researchers. A line of works [70, 96, 90] considered the setups where \( f \) and \( g \) are smooth and one can only access their gradients. Another line of works, more closely connected to the setup we study in Section 5, considered the cases when \( f \) or \( g \) is proximable, and used primal-dual splitting algorithms to solve those problems [12, 18, 94, 15, 38, 46, 98, 84]. Primal-dual problem setups can often be reformulated into a more flexible format of composite monotone inclusion problems and addressed via forward-backward splitting algorithms [93, 17, 18, 56, 19, 58], which also extend the prox-grad-type methods including the iterative shrinkage-thresholding algorithms (ISTA) [22, 8]. Our result of Section 5 can be understood as acceleration of forward-backward algorithms with respect to the forward-backward residual, which generalizes the gradient magnitude. For the special case of the projected-gradient setup, the prior work [24] has also achieved a near-optimal acceleration.

### 2 Background and preliminaries

#### Convex-concave functions and minimax optimization

A function \( \mathbf{L}(\cdot, \cdot) : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \) is convex-concave if \( \mathcal{X} \) and \( \mathcal{Y} \) are convex sets, \( \mathbf{L}(x, y) \) is convex as a function of \( x \) for all \( y \), and \( \mathbf{L}(x, y) \) is concave as a function of \( y \) for all \( x \). A point \((x_\star, y_\star) \in \mathcal{X} \times \mathcal{Y}\) is a saddle point, or (minimax) solution of (1) if \( \mathbf{L}(x_\star, y_\star) \leq \mathbf{L}(x, y_\star) \leq \mathbf{L}(x_\star, y) \) for all \((x, y) \in \mathcal{X} \times \mathcal{Y}\).

#### Operators and monotonicity

An operator \( \mathbf{A} \) on \( \mathbb{R}^d \), denoted \( \mathbf{A} : \mathbb{R}^d \rightrightarrows \mathbb{R}^d \), is a set-valued function, i.e., \( \mathbf{A}(z) \subseteq \mathbb{R}^d \) for all \( z \in \mathbb{R}^d \). For simplicity, we often write \( Az = \mathbf{A}(z) \). If \( Az \) contains exactly one element for all \( z \in \mathbb{R}^d \), then we say \( \mathbf{A} \) is single-valued and view it as a function. An operator \( \mathbf{A} : \mathbb{R}^d \rightrightarrows \mathbb{R}^d \) is monotone if

\[
(\mathbf{Az} - \mathbf{A}z' , z - z') \geq 0, \quad \forall z, z' \in \mathbb{R}^d,
\]

where the notation means that \((u,v,z-z') \geq 0\) for any \( u \in Az \) and \( v \in A\mathbf{z'} \). For \( \mu > 0 \), an operator \( \mathbf{A} \) is \( \mu \)-strongly monotone if

\[
(\mathbf{Az} - \mathbf{A}z' , z - z') \geq \mu \| z - z' \|^2, \quad \forall z, z' \in \mathbb{R}^d.
\]

The graph of \( \mathbf{A} \) is denoted \( \text{Gra} \mathbf{A} = \{ (z, u) : u \in Az \} \). A monotone operator \( \mathbf{A} \) is maximally monotone if there is no monotone operator \( \mathbf{A}' \) such that \( \text{Gra} \mathbf{A} \subset \text{Gra} \mathbf{A}' \) strictly. In particular, if \( \mathbf{A} \) is monotone, single-valued, and continuous as a function, then it is maximally monotone [7, Corollary 20.28]. Define

\[
(\mathbf{A} + \mathbf{B})(z) = \{ u + v \in \mathbb{R}^d | u \in Az, v \in Bz \}, \quad (\alpha \mathbf{A})(z) = \{ \alpha u \in \mathbb{R}^d | u \in Az \}
\]

for operators \( \mathbf{A} \) and \( \mathbf{B} \) and scalar \( \alpha \in \mathbb{R} \). The inverse of an operator \( \mathbf{A} \) is the operator \( \mathbf{A}^{-1} : \mathbb{R}^d \rightrightarrows \mathbb{R}^d \) defined by \( \mathbf{A}^{-1}(u) = \{ z \in \mathbb{R}^d | u \in Az \} \).

#### Monotone inclusion and fixed-point problems

In a monotone inclusion problem,

\[
0 \in \mathbf{A}(z),
\]

where \( \mathbf{A} : \mathbb{R}^d \rightrightarrows \mathbb{R}^d \) is monotone, one finds zeros of an operator \( \mathbf{A} \). For any \( \alpha > 0 \), we have

\[
0 \in \mathbf{A}(z) \iff z \in (I + \alpha \mathbf{A})(z) \iff z \in (I + \alpha \mathbf{A})^{-1}(z).
\]

Therefore, (3) is equivalent to the fixed-point problem (2) with \( \mathbf{T} = (I + \alpha \mathbf{A})^{-1} = J_{\alpha \mathbf{A}} \). We call \( J_{\alpha \mathbf{A}} \) the resolvent of \( \alpha \mathbf{A} \).

We say \( \mathbf{T} : \mathbb{R}^d \to \mathbb{R}^d \) is nonexpansive if it is 1-Lipschitz continuous and contractive if it is \( \rho \)-Lipschitz with \( \rho < 1 \). If \( \mathbf{A} \) is maximally monotone, then \( J_{\alpha \mathbf{A}} \) has full domain [62] and is nonexpansive [83] for any \( \alpha > 0 \). Denoting \( \text{Zer} \mathbf{A} = \{ z \in \mathbb{R}^d | 0 \in \mathbf{A}(z) \} \) and \( \text{Fix} \mathbf{T} = \{ z \in \mathbb{R}^d | z = \mathbf{T}(z) \} \), we have \( \text{Zer} \mathbf{A} = \text{Fix} J_{\alpha \mathbf{A}} \). We call the algorithm \( z_{k+1} = J_{\alpha \mathbf{A}}(z_k) \) the proximal point method (PPM) for \( \mathbf{A} \).
Minimax optimization as monotone inclusion problems. For differentiable and convex-concave \( \mathbf{L} : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \), define \( \nabla_+ \mathbf{L}(x, y) = (\nabla_y \mathbf{L}(x, y), -\nabla_y \mathbf{L}(x, y)) \) and call it the saddle operator of \( \mathbf{L} \). Then \( \nabla_+ \mathbf{L} \) is monotone [82], and \( z_* = (x_*, y_*) \) is a solution of (1) if and only if \( \nabla_+ \mathbf{L}(z_*) = 0 \). Therefore, a convex-concave minimax optimization problem (1) can be reformulated as a monotone inclusion problem (3) with \( \mathbf{A} = \nabla_+ \mathbf{L} \) and as a fixed-point problem (2) with \( \mathbf{T} = \mathbf{J}_{\nabla_+ \mathbf{L}} \).

The fixed-point residual norm \( \|z - \mathbf{T}z\| \) quantifies the rate of convergence of an algorithm for finding fixed points. When \( \mathbf{T} = \mathbf{J}_{\alpha \mathbf{B}} \), we have \( z - \mathbf{T}z = z - \mathbf{J}_{\alpha \mathbf{B}}(z) \in \alpha \mathbf{B}(\mathbf{J}_{\alpha \mathbf{B}}(z)) \), because

\[
\mathbf{u} = \mathbf{J}_{\alpha \mathbf{B}}(z) = (\mathbf{I} + \alpha \mathbf{B})^{-1}(z) \iff z \in (\mathbf{I} + \alpha \mathbf{B})(\mathbf{u}) = \mathbf{u} + \alpha \mathbf{Bu}.
\]

Thus, when \( \mathbf{T} = \mathbf{J}_{\alpha \mathbf{B}} \) and \( \mathbf{B} \) is single-valued, a convergence rate on \( \|z - \mathbf{T}z\| \) is equivalent to a convergence rate on \( \|\mathbf{B}(\cdot)\| \).

3 Accelerated algorithms for smooth minimax optimization are \( \mathcal{O}(1/k^2) \)-MP

In this section, we prove the \( \mathcal{O}(1/k^2) \)-MP property among accelerated minimax algorithms and the optimized Halpern iteration. The problem setup is: minimax problems with convex-concave \( \mathbf{L} \) such that \( \nabla_+ \mathbf{L} \) is \( L \)-Lipschitz. For notational convenience, write \( \mathbf{B} = \nabla_+ \mathbf{L} \). Our MP result provides new insight into these acceleration mechanisms and allows us to establish their point convergence.

Preliminaries: Accelerated minimax and proximal algorithms. Recently, several accelerated minimax algorithms with rate \( \|\mathbf{B}z_k\|^2 = \mathcal{O}(1/k^2) \) have been proposed. The list includes the extra anchored gradient (EAG) algorithm [100]

\[
z_{k+1/2} = \beta_k z_0 + (1 - \beta_k)z_k - \alpha \mathbf{B}z_k
\]

\[
z_{k+1} = \beta_k z_0 + (1 - \beta_k)z_k - \alpha \mathbf{B}z_{k+1/2},
\]

the fast extragradient (FEG) algorithm [49]

\[
z_{k+1/2} = \beta_k z_0 + (1 - \beta_k) (z_k - \alpha \mathbf{B}z_k)
\]

\[
z_{k+1} = \beta_k z_0 + (1 - \beta_k)z_k - \alpha \mathbf{B}z_{k+1/2},
\]

and the anchored Popov’s scheme (APS) [92], with \( v_0 = z_0 \)

\[
v_{k+1} = \beta_k z_0 + (1 - \beta_k)z_k - \alpha \mathbf{B}v_k
\]

\[
z_{k+1} = \beta_k z_0 + (1 - \beta_k)z_k - \alpha \mathbf{B}v_{k+1}.
\]

Prior to the development of these minimax algorithms, the optimized Halpern’s method (OHM) [51, 43] was presented for solving the fixed-point problem (2) with nonexpansive operator \( \mathbf{T} : \mathbb{R}^d \to \mathbb{R}^d \):

\[
w_{k+1/2} = \beta_k w_0 + (1 - \beta_k)w_k
\]

\[
w_{k+1} = \mathbf{T}(w_{k+1/2}),
\]

where \( \beta_k = \frac{1}{k+1} \). OHM converges with rate \( \|w_{k+1/2} - \mathbf{T}w_{k+1/2}\|^2 \leq 4\|w_0 - w_*\|^2/(k + 1)^2 \), if a fixed point \( w_* \) exists.

To clarify, the prior works [100, 92] study further general forms of EAG and APS with iteration-dependent step-sizes. For the sake of simplicity, we consider the case of constant step-sizes and defer the discussion on varying step-sizes to Appendix A and F.

MP property among accelerated algorithms. The accelerated forward algorithms, EAG, FEG, and APS, do not merely resemble OHM in their form. The algorithms are, in fact, near-equivalent in the sense that they have quickly merging paths.

Theorem 1 (EAG≈FEG≈APS≈OHM). Let \( \mathbf{B} : \mathbb{R}^d \to \mathbb{R}^d \) be monotone and \( L \)-Lipschitz and assume \( z_* \in \text{Zer} \mathbf{B} = \text{Fix} \mathbf{J}_{\alpha \mathbf{B}} \) exists. Let \( \mathbf{T} = \mathbf{J}_{\alpha \mathbf{B}} \) and \( \beta_k = \frac{1}{k+1} \). Then FEG and OHM are \( \mathcal{O}(\|z_0 - z_*\|^2/k^2) \)-MP for \( \alpha \in (0, \frac{1}{2}) \), and there exists \( \eta > 0 \) such that EAG, APS, and OHM are \( \mathcal{O}(\|z_0 - z_*\|^2/k^2) \)-MP for \( \alpha \in (0, \frac{\eta}{2}) \).
Proof. We provide the proof for the FEG case and defer the proofs for EAG and APS to Appendix B.2. Let \( \{w_k\}_{k=0,1,...} \) be the OHM iterates and \( \{z_k\}_{k=0,1,...} \) the FEG iterates, and assume \( z_0 = w_0 \). Then

\[
\begin{align*}
  z_{k+1} - w_{k+1} &= (\beta_k z_k + (1 - \beta_k) w_k - \alpha B z_{k+1/2}) - (\beta_k w_0 + (1 - \beta_k) w_k - \alpha B w_{k+1}) \\
  &= (1 - \beta_k) (z_k - w_k) + \alpha (B w_{k+1} - B z_{k+1/2})
\end{align*}
\]

where we used \((I + \alpha B)(w_{k+1}) = w_{k+1/2}\) in the first inequality and \(z_0 = w_0\) in the second. Thus,

\[
\begin{align*}
  \|z_{k+1} - w_{k+1}\|^2 &= (1 - \beta_k)^2 \|z_k - w_k\|^2 + 2 \alpha (1 - \beta_k) (z_k - w_k) \langle z_k - w_k, B w_{k+1} - B z_{k+1/2} \rangle \\
  &\quad + \alpha^2 \|B w_{k+1} - B z_{k+1/2}\|^2.
\end{align*}
\]

(5)

Now use the similar identity

\[
\begin{align*}
  z_{k+1/2} - w_{k+1} &= (1 - \beta_k) (z_k - w_k) - \alpha (1 - \beta_k) B z_k + \alpha B w_{k+1}
\end{align*}
\]

to rewrite the inner product term in (5)

\[
2 \langle \alpha (1 - \beta_k) (z_k - w_k), B w_{k+1} - B z_{k+1/2} \rangle
\]

\[
= 2 \langle \alpha (z_k - w_{k+1}) + \alpha^2 (1 - \beta_k) B z_k - \alpha^2 B w_{k+1}, B w_{k+1} - B z_{k+1/2} \rangle
\]

\[
\leq 2 \alpha^2 \langle (1 - \beta_k) B z_k - B w_{k+1}, B w_{k+1} - B z_{k+1/2} \rangle,
\]

where the last inequality follows from monotonicity of \(B\). Combining this with (5), we obtain

\[
\begin{align*}
  \|z_{k+1} - w_{k+1}\|^2 &\leq (1 - \beta_k)^2 \|z_k - w_k\|^2 + 2 \alpha^2 \langle (1 - \beta_k) B z_k - B w_{k+1}, B w_{k+1} - B z_{k+1/2} \rangle \\
  &\quad + \alpha^2 \|B w_{k+1} - B z_{k+1/2}\|^2
\end{align*}
\]

\[
= (1 - \beta_k)^2 \|z_k - w_k\|^2 - 2 \alpha^2 (1 - \beta_k) \langle B z_k, B z_{k+1/2} \rangle + \alpha^2 \|B z_{k+1/2}\|^2.
\]

Plugging in \(\beta_k = \frac{1}{k+1}\) and multiplying both sides by \((k + 1)^2\), we obtain

\[
(k + 1)^2 \|z_{k+1} - w_{k+1}\|^2 \leq k^2 \|z_k - w_k\|^2 + \alpha^2 \|B z_k - (k + 1) B z_{k+1/2}\|^2.
\]

The conclusion then follows from the following Lemma 2. 

Lemma 2. Let \(B : \mathbb{R}^d \to \mathbb{R}^d\) be monotone and \(L\)-Lipschitz and assume \(z_\ast \in \text{Zer} B\) exists. Let \(\{z_k\}_{k=0,1,...}\) be the iterates of FEG with \(\beta_k = \frac{1}{k+1}\). For \(\alpha \in (0, \frac{1}{L})\),

\[
\sum_{k=0}^{\infty} \|k B z_k - (k + 1) B z_{k+1/2}\|^2 \leq \frac{1}{\alpha^2 (1 - \alpha^2 L^2)} \|z_0 - z_\ast\|^2 < \infty.
\]

Proof outline of Lemma 2. We show \(V_k = \frac{\alpha (1 - \alpha^2 L^2)}{2} \|B z_k\|^2 + k \langle B z_k, z_k - z_\ast \rangle + \frac{1}{2 \alpha^2} \|z_0 - z_\ast\|^2\) satisfy

\[
V_k - V_{k+1} \geq \frac{\alpha (1 - \alpha^2 L^2)}{2} \|k B z_k - (k + 1) B z_{k+1/2}\|^2
\]

and \(V_k \geq 0\) for \(k = 0, 1, \ldots\) (details presented in Appendix B.1). The conclusion follows by taking \(N \to \infty\) in \(\frac{\alpha (1 - \alpha^2 L^2)}{2} \sum_{k=0}^{N} \|k B z_k - (k + 1) B z_{k+1/2}\|^2 \leq V_0 - V_{N+1} \leq \frac{1}{2 \alpha^2} \|z_0 - z_\ast\|^2\). 

As it is well known [7, Theorem 30.1] that OHM converges to

\[
\Pi_{\text{Fix}T}(z_0) = \arg\min_{z \in \text{Fix} T} \|z - z_0\|,
\]

Theorem 1 immediately implies point convergence of EAG, FEG, and APS.

Corollary 3. In the setup of Theorem 1, iterates of EAG, FEG, and APS converge to \(\Pi_{\text{Zer} B}(z_0)\).
4 Fastest algorithm for smooth strongly-convex-strongly-concave minimax optimization with respect to gradient norm

In Section 3, we identified that prior accelerated minimax algorithms approximate, in the MP sense, the optimal proximal algorithm OHM. In this section, we design a novel algorithm to approximate, in the MP sense, the optimal proximal algorithm OC-Halpern [76] and thereby achieve the state-of-the-art rate for minimax problems with $L$-smooth $\mu$-strongly-convex-strongly-concave $L$ (so $\nabla_2 L$ is $L$-Lipschitz and $\mu$-strongly monotone). Later in Section 5, we repeat the strategy of designing an algorithm to approximate, in the MP sense, a known accelerated proximal algorithm.

We design the novel algorithm **Strongly Monotone Extra Anchored Gradient**+\(^1\)

\[
\begin{align*}
z_{k+1/2} & = \beta_k z_0 + (1 - \beta_k) z_k - \eta_k \alpha \mathbf{B} z_k, \\
z_{k+1} & = \beta_k z_0 + (1 - \beta_k) z_k - \alpha \mathbf{B} z_{k+1/2},
\end{align*}
\]

(SM-EAG+)

where $\mathbf{B} = \nabla_\pm L$, $\beta_k = \frac{1}{\sum_{j=0}^{k} (1 + 2\alpha \mu)^j}$, $\eta_k = \frac{1 - \beta_k}{1 + 2\alpha \mu}$, and $0 < \alpha \leq \frac{\sqrt{L^2 + \mu^2 + \mu}}{L^2}$, to approximate OC-Halpern in the MP sense. SM-EAG+ inherits the accelerated rate of OC-Halpern and achieves the fastest known rate in the setup with respect to the gradient norm, improving upon the prior rates of EG and OG by factors of 8 and 4, respectively. (OC-Halpern is not a forward algorithm as it uses the proximal operator $J_{\alpha \mathbf{B}}$, while SM-EAG+ is a forward algorithm using evaluations of $\mathbf{B}$.)

**Preliminaries: Proximal algorithm with exact optimal complexity.** For the fixed-point problem (2) with a $\gamma^{-1}$-contractive $T$, the recently presented **OC-Halpern** [76, Corollary 3.3, Theorem 4.1], which has the same form (4) as OHM but with $\beta_k = \left(\sum_{j=0}^{k} \gamma^{2j}\right)^{-1}$, achieves the exact optimal accelerated rate of $\|w_{k+1/2} - Tw_{k+1/2}\|^2 \leq (1 + \gamma^{-1})\left(\sum_{j=0}^{k} \gamma^{2j}\right)^{-2} \|w_0 - w_*\|^2$, where $w_* \in \text{Fix } \mathbf{B}$. We consider OC-Halpern with $T = J_{\alpha \mathbf{B}}$, which is contractive if $\mathbf{B}$ is maximally monotone and $\mu$-strongly monotone [7, Proposition 23.8, 23.13].

**MP property and convergence analysis of SM-EAG+.** SM-EAG+ approximates OC-Halpern in the MP sense.

**Lemma 4 (SM-EAG+≈OC-Halpern).** Let $\mathbf{B} : \mathbb{R}^d \rightarrow \mathbb{R}^d$ be $\mu$-strongly monotone and $L$-Lipschitz with $0 < \mu \leq L$. Let $z_*$ be the zero of $\mathbf{B}$. If $\alpha \in (0, \frac{\sqrt{L^2 + \mu^2 + \mu}}{L^2})$ and $\epsilon \in (0, 1)$, then for any $\epsilon \in (0, 1)$, SM-EAG+ and OC-Halpern with $T = J_{\alpha \mathbf{B}}$ and $\beta_k = \frac{1}{\sum_{j=0}^{k} (1 + 2\alpha \mu)^j}$ are \(O\left(\frac{\|z_0 - z_*\|^2}{(1 + 2\alpha \mu (1 - \epsilon)^{\epsilon})^2}\right)\)-MP.

To clarify, in Lemma 4, we view $J_{\alpha \mathbf{B}}$ as a $\gamma^{-1}$-contractive operator with $\gamma^{-1} = \frac{1}{\sqrt{1 + 2\alpha \mu}} > \frac{1}{1 + \alpha \mu}$, where $\frac{1}{1 + \alpha \mu}$ is the tight contraction factor for $J_{\alpha \mathbf{B}}$ [7, Proposition 23.13], and then apply OC-Halpern. This slack, which is negligible in the regime $L/\mu \rightarrow \infty$, is necessary for proving the MP result.

SM-EAG+ inherits the convergence rate of OC-Halpern, since the paths of OC-Halpern and SM-EAG+ merge at rate \(O\left(\frac{\|z_0 - z_*\|^2}{(1 + 2\alpha \mu (1 - \epsilon)^{\epsilon})^2}\right)\) for any $\epsilon > 0$, arbitrarily close to the order of convergence $\|\alpha \mathbf{B} w_{k+1}\|^2 = O\left(\frac{\|w_0 - w_*\|^2}{(1 + 2\alpha \mu)^{\epsilon}}\right)$ of OC-Halpern [76]. On the other hand, EG and OG can be viewed as approximations of the proximal point method (PPM) [63], which is slower than OC-Halpern. Additionally, it is unclear whether EG and OG exhibit an MP property to PPM fast enough to preserve PPM’s convergence rate since EG and OG have no anchoring mechanism inducing the MP property.

**Theorem 5** (Fast rate of SM-EAG+). Let $\mathbf{B} : \mathbb{R}^d \rightarrow \mathbb{R}^d$ be $\mu$-strongly monotone and $L$-Lipschitz with $0 < \mu \leq L$. Let $z_*$ be the zero of $\mathbf{B}$. For $\alpha \in \left(0, \frac{\sqrt{L^2 + \mu^2 + \mu}}{L^2}\right]$, then SM-EAG+ exhibits the rate

\[
\|\alpha \mathbf{B} z_k\|^2 \leq \frac{(\sqrt{1 + 2\alpha \mu} + 1)^2}{\alpha^2 \left(\sum_{j=0}^{k-1} (1 + 2\alpha \mu)^{j/2}\right)} \|z_0 - z_*\|^2, \quad \text{for } k = 1, 2, \ldots
\]

\(^1\)The “+” follows the nomenclature of [25], where the two-time-scale EG was named EG+. 
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We reformulate the minimax optimization problem into the monotone inclusion problem

\[ \text{APG} \]

As a final remark, when a broader range of problems, such as constrained minimax optimization problems, it is necessary the convex subdifferential with respect to the \( x \) (saddle) subdifferential

\[ L \]

If

\[ 5.1 \text{ Preliminaries: Subdifferential operators and forward-backward residual} \]

Consider the setup with minimax objective of the form

\[ L(x, y) = L_p(x, y) + L_s(x, y), \]

where \( L_s \) is \( L \)-smooth. Informally assume that \( L_p \) is nonsmooth and proximable (we clarify this notion below). We reformulate the minimax optimization problem into the monotone inclusion problem

\[ \text{find } z \in \mathbb{R}^d : \quad 0 \in (\partial_{\pm} L_p + \nabla_{\pm} L_s)(z), \quad (6) \]

where \( \partial_{\pm} \) is the analog of \( \nabla_{\pm} \) for nonsmooth convex-concave functions (precisely defined in Section 5.1). We design the Anchored Proximal Gradient” (APG)

\[ \text{SM-EAG+} \quad (I + \alpha B - \xi_k, \epsilon_k) \]

\[ \text{ξ}_k + 1 = \beta_k z_0 + (1 - \beta_k) (J_{\alpha A}(z_k - \alpha B z_k) + \alpha B z_k), \quad (APG) \]

where \( A = \partial_{\pm} L_p, B = \nabla_{\pm} L_s, z_0 \in \mathbb{R}^d \) is the initial point, and \( \text{SM-EAG+} \quad (I + \alpha B - \xi_k, \epsilon_k, \epsilon_k) \) denotes the execution of SM-EAG+ with the 1-strongly monotone \( (1 + \alpha L) \)-smooth operator \( z \mapsto (I + \alpha B)(z) - \xi_k \) with the initial point using the step-size \( \sqrt{(1 + \alpha L)^2 + 1 + \epsilon_k} \) until reaching the tolerance \( \| \xi_k \| \leq \epsilon_k \).

APG is a proximal-gradient-type algorithm; each iteration, APG uses a single proximal operation \( J_{\alpha_{\pm} L_p} \) and multiple (logarithmically many) gradient operations \( \nabla_{\pm} L_s \). (The superscript * in the name APG indicates the multiple gradient evaluations per iteration.) Thus, APG is useful when \( L_p \) is proximable in the sense that \( J_{\alpha_{\pm} L_p} \) can be computed efficiently. APG is designed to approximate the accelerated proximal algorithm ÖHM-DRS, described soon, in the MP sense and thereby achieves a near-optimal accelerated rate.

5 Near-optimal prox-grad-type accelerated minimax algorithm

Consider the setup with minimax objective of the form \( L(x, y) = L_p(x, y) + L_s(x, y) \), where \( L_s \) is \( L \)-smooth. Informally assume that \( L_p \) is nonsmooth and proximable (we clarify this notion below). We reformulate the minimax optimization problem into the monotone inclusion problem

\[ \text{find } z \in \mathbb{R}^d : \quad 0 \in (\partial_{\pm} L_p + \nabla_{\pm} L_s)(z), \quad (6) \]

where \( \partial_{\pm} \) is the analog of \( \nabla_{\pm} \) for nonsmooth convex-concave functions (precisely defined in Section 5.1). We design the Anchored Proximal Gradient” (APG):

\[ z_k = \text{SM-EAG+} \quad (I + \alpha B - \xi_k, \epsilon_k) \]

\[ \text{ξ}_k + 1 = \beta_k z_0 + (1 - \beta_k) (J_{\alpha A}(z_k - \alpha B z_k) + \alpha B z_k), \quad (APG) \]

where \( A = \partial_{\pm} L_p, B = \nabla_{\pm} L_s, z_0 \in \mathbb{R}^d \) is the initial point, and \( \text{SM-EAG+} \quad (I + \alpha B - \xi_k, \epsilon_k, \epsilon_k) \) denotes the execution of SM-EAG+ with the 1-strongly monotone \( (1 + \alpha L) \)-smooth operator \( z \mapsto (I + \alpha B)(z) - \xi_k \) with the initial point using the step-size \( \sqrt{(1 + \alpha L)^2 + 1 + \epsilon_k} \) until reaching the tolerance \( \| \xi_k \| \leq \epsilon_k \).

APG is a proximal-gradient-type algorithm; each iteration, APG uses a single proximal operation \( J_{\alpha_{\pm} L_p} \) and multiple (logarithmically many) gradient operations \( \nabla_{\pm} L_s \). (The superscript * in the name APG indicates the multiple gradient evaluations per iteration.) Thus, APG is useful when \( L_p \) is proximable in the sense that \( J_{\alpha_{\pm} L_p} \) can be computed efficiently. APG is designed to approximate the accelerated proximal algorithm ÖHM-DRS, described soon, in the MP sense and thereby achieves a near-optimal accelerated rate.

5.1 Preliminaries: Subdifferential operators and forward-backward residual

If \( L_p : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \) is a finite-valued, not necessarily differentiable convex-concave function, then its (saddle) subdifferential operator \( \partial_{\pm} L_p : \mathbb{R}^n \times \mathbb{R}^m \rightrightarrows \mathbb{R}^n \times \mathbb{R}^m \) defined by

\[ \partial_{\pm} L_p(x, y) = \{ (v, w) \in \mathbb{R}^n \times \mathbb{R}^m : v \in \partial_\pm L_p(x, y), w \in \partial_\mp (-L_p)(x, y) \} \]

is maximal monotone [7, Theorem 35.1, Corollary 37.5.2], where \( \partial_x \) and \( \partial_y \) respectively denote the convex subdifferential with respect to the \( x \)- and \( y \)-variables. However, in order to encompass a broader range of problems, such as constrained minimax optimization problems, it is necessary
We now describe the design of APG with $\beta$ (APG).

The second lines are identical. In the first lines, the resolvent computation of OHM-DRS, and if $O$ is an instance of the problem class of Section 4, and SM-EAG+ can efficiently solve it to accuracy and $\varepsilon$.

Of particular interest are problems with $L(x, y) = f(x) + \langle Ax, y \rangle - g(y)$, where some $A \in \mathbb{R}^{m \times n}$, or, more generally, $L(x, y) = f(x) + L_* (x, y) - g(y)$, where some $L$-smooth convex-concave $L_*$. In this case, $\partial L_p (x, y) = (\partial f)(x, \partial g(y))$, and $J_{\alpha g}(x, y) = (\text{Prox}_{\alpha f}(x), \text{Prox}_{\alpha g}(y))$, where

$$\text{Prox}_{\alpha f}(x) = \text{argmin}_{x' \in \mathbb{R}^n} \left\{ \alpha f(x') + \frac{1}{2} \|x' - x\|^2 \right\}, \quad \text{Prox}_{\alpha g}(y) = \text{argmin}_{y' \in \mathbb{R}^m} \left\{ \alpha g(y') + \frac{1}{2} \|y' - y\|^2 \right\}$$

are the proximal operators. When $f(x) = \delta_X(x) = \begin{cases} 0 & x \in \mathcal{X} \\ +\infty & x \notin \mathcal{X} \end{cases}$, the proximal operator becomes the projection operator: $\text{Prox}_{\alpha f}(x) = \Pi_X(x)$ for any $\alpha > 0$. Therefore, the constrained problem (1) with $\mathcal{X} \subseteq \mathbb{R}^n$, $\mathcal{Y} \subseteq \mathbb{R}^m$ is recovered with $L_p(x, y) = \delta_X(x) - \delta_Y(y)$.

Note that $z_*$ is a solution of (6) if and only if $z_* = J_{\alpha A}(z_\alpha - \alpha B z_\alpha)$. Therefore, the norm of the forward-backward residual $G_\alpha(z) = \frac{1}{\alpha} (z - J_{\alpha A}(z - \alpha B z))$ serves as a measure for the convergence of algorithms solving (6), and it generalizes the operator norm and the fixed-point residual norm.

### 5.2 Preliminaries: Accelerated proximal splitting algorithm

Consider

$$w_k = J_{\alpha B}(u_k)$$

$$u_{k+1} = \beta_k u_0 + (1 - \beta_k) (J_{\alpha A}(w_k - \alpha B w_k) + \alpha B w_k)$$

(OMH-DRS)

with $\beta_k = \frac{1}{k+2}$, which is the application of OHM to the Douglas–Rachford splitting (DRS) operator [27, 53] defined by $T_{\text{DRS}} = I - J_{\alpha B} + J_{\alpha A} \circ (2J_{\alpha B} - 1)$. Since $T_{\text{DRS}}$ is nonexpansive [53], OHM-DRS exhibits the accelerated rate $\|\alpha G_\alpha(w_k)\|^2 = \|w_k - T_{\text{DRS}}(u_k)\|^2 = O(1/k^2)$. (Here we use the alternative representation of OHM $u_{k+1} = \beta_k u_0 + (1 - \beta_k) T u_k$ with $\beta_k = \frac{1}{k+2}$, which is equivalent to (4) under the identification $u_k = w_{k+1/2}$. We clarify some details in Appendix A.6).

OMH-DRS will serve as a conceptual algorithm (not implemented) that our APG* (implementable) is designed to $O(1/k^2)$-MP approximate, so that APG* inherits the accelerated rate of OHM-DRS. (OMH-DRS is not prox-grad-type, while APG* is.)

### 5.3 MP property and convergence of APG*

We now describe the design of APG*. The forms of APG* and OHM-DRS bear a clear resemblance. The second lines are identical. In the first lines, the resolvent computation $J_{\alpha B}$ of OHM-DRS is replaced in APG* by an inner loop with SM-EAG+. Note, $z = J_{\alpha B}(\xi_k)$ if and only if it solves

$$\text{find } z \in \mathbb{R}^d \quad 0 = z + \alpha B z - \xi_k = (\mathbf{I} + \alpha B - \xi_k)(z),$$

(7)

and $I + \alpha B - \xi_k$ is a 1-strongly monotone, $(1 + \alpha L)$-Lipschitz operator. Therefore, (7) is an instance of the problem class of Section 4, and SM-EAG+ can efficiently solve it to accuracy $\|I + \alpha B\|(z) - \xi_k \leq \varepsilon_k$ in $O(\log(1/\varepsilon_k))$ iterations. Therefore the $z_k$-iterate of APG* approximates the $w_k = J_{\alpha B}(u_k)$-iterate of OHM-DRS.

**Theorem 6** (APG* ≈ OHM-DRS). With $\alpha \in (0, \frac{1}{L})$, $\beta_k = \frac{1}{k+2}$, and $\varepsilon_k = \frac{1 + L^{-1} \|\xi_0\|}{(k+1)(k+2)}$, APG* is $O(1/k^2)$-MP to OHM-DRS; specifically, if $\xi_k, z_k$ are the APG* iterates and $u_k, w_k$ are the iterates of OHM-DRS, and if $\xi_0 = u_0$, then

$$\max \left\{ \|\xi_k - u_k\|^2, \|z_k - w_k\|^2 \right\} \leq \frac{C(\xi_0)^2}{L^2(k + 1)^2}, \quad \text{for } k = 0, 1, \ldots,$$

where $C(\xi_0) = L(\|\xi_0 - \xi_*\| + 1) + \|B \xi_*\|$ and $\xi_* = \Pi_{\text{Fix}(T_{\text{DRS}})}(\xi_0)$.
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Corollary 7 (Fast rate of APG'). With the conditions and notations of Theorem 6, $\xi_k \to \xi^*$ and $z_k \to J_{\alpha \beta}(\xi^*) \in \text{Zer}(A + B)$ as $k \to \infty$. Additionally,

$$\|G_\alpha(z_k)\|^2 \leq \frac{(3 + \alpha L)^2 C(\xi_0)^2}{\alpha^2 L^2(k + 1)^2}, \quad \text{for } k = 0, 1, \ldots.$$ 

Corollary 8 (Oracle complexity of APG'). With the conditions and notations of Theorem 6, the $k$th inner loop of SM-EAG+ in APG' requires $\mathcal{O}(\log(1/\epsilon))$ oracle calls of $B$ for $k = 0, 1, \ldots$. This implies that the total computational cost needed to achieve $\|G_\alpha(z_k)\| \leq \epsilon$ is

$$\mathcal{O}\left(\frac{C(\xi_0)}{\epsilon} \left(C_A + C_B \log \frac{C(\xi_0)}{\epsilon}\right)\right),$$

where $C_A, C_B$ are upper bounds on the respective costs of evaluating $J_{\alpha \beta}$ and $B$.

Discussion. We clarify some key differences between APG' and the prior work of Diakonikolas [24, Algorithm 3]. First, APG' is a more general proximal-gradient-type algorithm, while the prior algorithm of Diakonikolas is a projected-gradient-type algorithm. Second, APG' is an anytime algorithm, as it requires no a priori specification of the terminal accuracy or the total iteration count, while the prior algorithm is not an anytime algorithm, as it requires the terminal accuracy to be pre-specified. Third, APG' has $\mathcal{O}\left(\frac{C_A}{\epsilon} + C_B \log \frac{C(\xi_0)}{\epsilon}\right)$ total cost (hiding dependency on $\xi_0, \xi^*$ and $L$), while the prior algorithm has $\mathcal{O}\left(\frac{C_A + C_B \log \frac{C(\xi_0)}{\epsilon}}{\epsilon}\right)$ total cost, as its inner loops require projections (corresponding to $J_{\alpha \beta}$). Therefore, APG' offers a speedup for constrained minimax problems when the projection represents the dominant cost, i.e., when $C_A \gg C_B$.

The initial point $\xi_k$ for the inner loop SM-EAG+ ($I + \alpha B - \xi_k, \xi_k, \epsilon_k$) of APG' is a crude choice. However, while a more careful warm starting may improve the iteration complexity by a constant factor, we do not believe it alone can eliminate the $\mathcal{O}(\log(1/\epsilon))$-factor. In our analysis of APG' presented in Appendix D, we induce the MP property by solving the $k$th inner loop up to accuracy $\epsilon_k$ satisfying $\sum_{k=0}^{\infty} k \epsilon_k < \infty$. Therefore, unless a mechanism for finding a warm-starting point $z$ satisfying $\|(I + \alpha B)(z) - \xi^*\| = O(\epsilon_k) = o(1/k)$ is proposed (which seems nontrivial), the $\mathcal{O}(\log(1/\epsilon))$-factor will persist. Eliminating the logarithmic factor probably requires a new additional insight, and we leave it as a future work.

6 Conclusion

In this paper, we identified the novel merging path (MP) property among accelerated minimax algorithms, EAG [100], FEG [49], and APS [92], and the accelerated proximal algorithm OHM [35, 51, 43]. We then used this MP property to design new state-of-the-art algorithms.

We quickly mention that our results straightforwardly extend to the setup where the underlying space $\mathbb{K}^d$ is replaced with an infinite-dimensional Hilbert space, since our proofs do not rely on the finite-dimensionality of $\mathbb{K}^d$. In particular, the point convergence results of Corollaries 3 and 7 hold as strong convergence.

The MP property provides the insight that the four different accelerated algorithms, EAG, FEG, APS, and OHM, actually reduce to one single acceleration mechanism. However, elucidating the fundamental principle behind this single anchoring-based acceleration mechanism still remains an open problem, and further investigating the phenomenon from multiple different viewpoints, as was done for Nesterov’s acceleration, would be an interesting direction of future work.

The presence or applicability of the MP property in other setups is another interesting direction of future work. One question is whether other prior optimization algorithms exhibit the MP property. In our analysis, we found that anchoring induces the MP property, so algorithms using similar regularizations, such as the recursive regularization [4] or the Katyusha momentum [3], may be approximating some other conceptual algorithm. Another question is whether the MP property can be used to design new algorithms in other setups. The strategy of designing efficient algorithms by approximating a conceptual algorithm, in the MP sense, may be widely applicable in setups beyond non-stochastic minimax optimization.
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A Algorithm specifications

A.1 Classical minimax optimization algorithms

Simultaneous gradient descent-ascent for smooth minimax optimization is defined by

\[
\begin{align*}
x_{k+1} &= x_k - \alpha \nabla_x L(x_k, y_k) \\
y_{k+1} &= y_k + \alpha \nabla_y L(x_k, y_k)
\end{align*}
\]

where \(\alpha > 0\) is the step-size. Writing \(z_k = (x_k, y_k)\) and using the \(\nabla_\pm\) notation, we can more concisely rewrite this as

\[
z_{k+1} = z_k - \alpha \nabla_\pm L(z_k).
\]

The extragradient (EG) algorithm is defined by

\[
z_{k+1/2} = z_k - \alpha \nabla_\pm L(z_k),
\]

\[
z_{k+1} = z_k - \alpha \nabla_\pm L(z_{k+1/2}).
\]

The optimistic gradient descent (OG) algorithm is defined by

\[
z_{k+1} = z_k - \alpha \nabla_\pm L(z_k) - \alpha (\nabla_\pm L(z_k) - \nabla_\pm L(z_{k-1})),
\]

where \(z_0 = z_{-1}\) are the starting points.

A.2 Nesterov’s AGM and its momentum parameters

In his seminal work [69], Nesterov developed the accelerated gradient method (AGM) for the smooth convex minimization problem

\[
\text{minimize } f(x)
\]

where \(f: \mathbb{R}^n \to \mathbb{R}\) is convex and \(L\)-smooth (i.e., differentiable with \(L\)-Lipschitz continuous gradient). Nesterov’s original AGM has the form

\[
\begin{align*}
x_{k+1} &= y_k - \alpha \nabla f(y_k) \\
y_{k+1} &= x_{k+1} + \frac{t_k - 1}{t_k} (x_{k+1} - x_k)
\end{align*}
\]

with parameters \(\alpha = \frac{1}{1+\sqrt{1+4t_k^2}}\) for \(k = 0, 1, \ldots\) and has the convergence rate

\[
f(x_k) - f_* \leq \frac{\|x_0 - x_*\|^2}{2\alpha t_k^2} = \mathcal{O}\left(\frac{L\|x_0 - x_*\|^2}{k^2}\right)
\]

for \(k = 1, 2, \ldots\), where \(f_* = \min_{x \in \mathbb{R}^d} f(x)\).

In the study [11] on the point convergence of the fast iterative shrinkage-thresholding algorithm (FISTA), which generalizes AGM to the prox-grad setup, a relaxed parameter selection rule \(\alpha \leq \frac{1}{L}\) and \(t_{k+1}^2 - t_{k+1} - t_k^2 \leq 0\) was used. In particular, with the choice \(t_k = (k + a - 1)/a\) with \(a > 2\), the AGM (and FISTA) exhibits point convergence to a minimizer \((x_k \to x_*)\) for some minimizer \(x_*\) while retaining \(\mathcal{O}(\|x_0 - x_*\|^2/\alpha k^2)\) convergence rate [11]. (While \(a = 2\) leads to the fastest rate in terms of the function value suboptimality, whether the iterates convergence when \(a = 2\) remains an open question.) In Figure 1, we use AGM with parameters \(t_k = k+a-1\).

A.3 EAG and APS with iteration-dependent step-sizes

In Section 3, we introduced EAG and APS with constant step-size \(\alpha\). On the other hand, in the prior works introducing EAG [100] and APS [92], these algorithms were used with iteration-dependent step-sizes. Specifically, the EAG-V algorithm [100] takes the form

\[
\begin{align*}
z_{k+1/2} &= \beta_k z_0 + (1 - \beta_k) z_k - \alpha_k B z_k \\
z_{k+1} &= \beta_k z_0 + (1 - \beta_k) z_k - \alpha_k B z_{k+1/2}
\end{align*}
\]
where $\alpha_{k+1} = \alpha_k \left(1 - \frac{1}{(k+1)(k+3)} \frac{\alpha_k^2 L^2}{1-\alpha_k^2 L^2}\right)$ and $\beta_k = \frac{1}{k+2}$. The original anchored Popov’s scheme [92] takes the form

\begin{align*}
    w_{k+1} &= \beta_k z_0 + (1 - \beta_k) z_k - \alpha_k B u_k \\
    z_{k+1} &= \beta_k z_0 + (1 - \beta_k) z_k - \alpha_k B u_{k+1}
\end{align*}

and the convergence analysis was done for $\alpha_{k+1} = \frac{\alpha_k \beta_{k+1} (1 - \beta_k^2 - M \alpha_k^2)}{(1-M \alpha_k^2) \beta_k (1-\beta_k)}$, $\beta_k = \frac{1}{k+2}$, and $M = 2L^2(1 + \theta)$ for some $\theta > 0$. We provide a brief discussion on the MP results for algorithms with iteration-dependent step-sizes in Section F.

### A.4 Equivalent forms of OHM and their convergence

Recall that we used the two distinct forms of OHM (in Sections 3 and 5):

\begin{align*}
    u_{k+1} &= \frac{1}{k+1} u_0 + \frac{k}{k+1} w_k \\
    w_{k+1} &= T(w_{k+1/2})
\end{align*}

and

\begin{align*}
    u_{k+1} &= \frac{1}{k+2} u_0 + \frac{k+1}{k+2} T u_k. \\
    w_{k+1/2} &= u_k
\end{align*}

We show that the two forms are equivalent under the identification $w_{k+1/2} = u_k$ in the sense that if $u_0 = w_0 = w_{1/2}$, then $w_{k+1/2} = u_k$ for all $k = 0, 1, \ldots$. Suppose that $w_{k+1/2} = u_k$ holds for some $k \geq 0$. Then $w_{k+1} = T w_{k+1/2} = T u_k$, so

\begin{align*}
    w_{k+3/2} &= \frac{1}{k+2} w_0 + \frac{k+1}{k+2} w_{k+1} = \frac{1}{k+2} u_0 + \frac{k+1}{k+2} T u_k = u_{k+1}.
\end{align*}

By induction, this shows that if $u_0 = w_0$, then $w_{k+1/2} = u_k$ for all $k = 0, 1, \ldots$.

It is well-known that if $T$ is nonexpansive and $\text{Fix } T \neq \emptyset$, the Halpern iteration of the form

\begin{align*}
    u_{k+1} &= \beta_k u_0 + (1 - \beta_k) T u_k
\end{align*}

satisfying $\beta_k \in (0, 1)$, $\sum_{k=0}^\infty \beta_k = \infty$, and $\sum_{k=0}^\infty |\beta_k - \beta_{k+1}| < \infty$ strongly converges to $\Pi_{\text{Fix } T}(u_0)$ in Hilbert spaces [7, Theorem 30.1]. The particular choice $\beta_k = \frac{1}{k+2}$ satisfies these assumptions, so we see that the OHM iterates $u_k$ converge to $\Pi_{\text{Fix } T}(u_0)$. Because $T$ is continuous, this implies $w_{k+1} = T w_{k+1/2} = T u_k \rightarrow T \left( \Pi_{\text{Fix } T}(u_0) \right) = \Pi_{\text{Fix } T}(u_0)$ as $k \rightarrow \infty$. The tight convergence rate of OHM with respect to the fixed-point residual is [51, Theorem 2.1]

\begin{align*}
    \|w_{k+1/2} - T w_{k+1/2}\|^2 &= \|u_k - T u_k\|^2 \leq \frac{4\|u_0 - u_*\|^2}{(k+1)^2}
\end{align*}

for any $u_* \in \text{Fix } T$ and $k = 0, 1, \ldots$.

### A.5 Equivalent forms of OC-Halpern

The original form of OC-Halpern [76] was given by

\begin{align*}
    u_{k+1} &= \frac{u_0}{\varphi_k} + \left(1 - \frac{1}{\varphi_k}\right) T u_k
\end{align*}

where $\varphi_k = \sum_{j=0}^{k+1} \gamma_j$. Through similar analysis as in Section A.4, one can check that under the identification $w_{k+1/2} = u_k$, the above form is equivalent to

\begin{align*}
    w_{k+1/2} &= \frac{1}{\sum_{j=0}^{k+1} \gamma_j} w_0 + \left(1 - \frac{1}{\sum_{j=0}^{k+1} \gamma_j}\right) w_k \\
    w_{k+1} &= T(w_{k+1/2})
\end{align*}

which takes the form of (4) with $\beta_k = \left(\sum_{j=0}^{k+1} \gamma_j\right)^{-1}$, as we described in Section 4.
A.6 Halpern-accelerated Douglas–Rachford splitting

The DRS operator, defined by $T_{\text{DRS}} = I - J_{\alpha B} + J_{\alpha A} \circ (2J_{\alpha B} - I)$, is connected to the monotone inclusion problem

$$\begin{align*}
\text{find } z &\in \mathbb{R}^d \quad 0 \in (A + B)(z)
\end{align*}$$

in the following way: $u_* \in \text{Fix } T_{\text{DRS}}$ if and only if $w_* = J_{\alpha B}(u_*) \in \text{Zer } (A + B)$. This holds because

$$\begin{align*}
u_* \in \text{Fix } T_{\text{DRS}} &\iff u_* = T_{\text{DRS}}(u_*) = u_* - J_{\alpha B}(u_*) + J_{\alpha A} \circ (2J_{\alpha B} - I)(u_*) \\
&\iff w_* = J_{\alpha A}(2w_* - u_*) = J_{\alpha A}(w_* - \alpha Bw_*) \\
&\iff w_* + \alpha Aw_* = (I + \alpha A)(w_*) \ni w_* - \alpha Bw_* \\
&\iff 0 \in (A + B)(w_*),
\end{align*}$$

where in the second line, we use $u_* = (I + \alpha B)(w_*) \implies 2w_* - u_* = w_* - \alpha Bw_*$. Given $u_k$, letting $w_k = J_{\alpha B}(u_k)$ and $v_k = J_{\alpha A} \circ (2J_{\alpha B} - I)(u_k) = J_{\alpha A}(2w_k - u_k)$, we can write $T_{\text{DRS}}(u_k) = u_k - w_k + v_k$. Therefore, the OHM (11) applied with $T = T_{\text{DRS}}$ can be written as

$$\begin{align*}
w_k &= J_{\alpha B}(u_k) \\
v_k &= J_{\alpha A}(2w_k - u_k) \\
u_{k+1} &= \beta_k u_0 + (1 - \beta_k)(u_k + v_k - w_k)
\end{align*}$$

(13)

where $\beta_k = \frac{1}{k+2}$. But $2w_k - u_k = 2w_k - (w_k + \alpha Bw_k) = w_k - \alpha Bw_k$, so $v_k = J_{\alpha A}(w_k - \alpha Bw_k)$. Therefore, we can rewrite (13) as

$$\begin{align*}
w_k &= J_{\alpha B}(u_k) \\
u_{k+1} &= \beta_k u_0 + (1 - \beta_k)(J_{\alpha A}(w_k - \alpha Bw_k) + \alpha Bw_k)
\end{align*}$$

by eliminating the second line and replacing $u_k$ by $w_k + \alpha Bw_k$ and $v_k$ by $J_{\alpha A}(w_k - \alpha Bw_k)$ in the third line of (13). The rewritten version precisely agrees with OHM-DRS we presented in Section 5.2. Additionally, observe that

$$u_k - T_{\text{DRS}}(u_k) = w_k - v_k = w_k - J_{\alpha A}(w_k - \alpha Bw_k) = \alpha G_{\alpha}(w_k).$$

As $T_{\text{DRS}}$ is nonexpansive [53], by the discussion of Section A.4, (13) and OHM-DRS satisfy

$$\|\alpha G_{\alpha}(w_k)\|^2 = \|u_k - T_{\text{DRS}}(u_k)\|^2 \leq \frac{4\|u_0 - u_*\|^2}{(k+1)^2}$$

(14)

where $u_* \in \text{Fix } T_{\text{DRS}}$.

B Omitted proofs for Section 3

B.1 Proof of Lemma 2

It remains to prove that

$$V_k = p_k \|Bz_k\|^2 + q_k \langle Bz_k, z_k - z_0 \rangle + \frac{1}{2\alpha} \|z_0 - z_*\|^2$$

with $p_k = \frac{\alpha k^2}{2}$ and $q_k = k$ satisfies $V_k \geq 0$ and

$$V_k - V_{k+1} \geq \frac{\alpha (1 - \alpha^2 L^2)}{2} \|kBz_k - (k + 1)Bz_{k+1/2}\|^2$$

(15)

for $k = 0, 1, \ldots$. The first part (nonnegativity) is easy to show:

$$V_k \geq \frac{\alpha k^2}{2} \|Bz_k\|^2 + k \langle Bz_k, z_* - z_0 \rangle + \frac{1}{2\alpha} \|z_0 - z_*\|^2 \geq 0,$$

where the first inequality follows from monotonicity $\langle Bz_k, z_k - z_* \rangle \geq 0$ (as $Bz_* = 0$) and the second one is Young’s inequality. Next, we show (15).
Case $k = 0$. We have $z_{1/2} = z_0$ and $z_1 = z_0 - \alpha B z_{1/2} = z_0 - \alpha B z_0$, $V_0 = \frac{1}{2\alpha} \|z_0 - z_*\|^2$, and
\[
V_1 = \frac{\alpha}{2} \|B z_1\|^2 + \langle B z_1, z_1 - z_0 \rangle + \frac{1}{2\alpha} \|z_0 - z_*\|^2
\]
\[
= \frac{\alpha}{2} \|B z_1\|^2 - \alpha \langle B z_1, B z_0 \rangle + \frac{1}{2\alpha} \|z_0 - z_*\|^2.
\]
Because $B$ is $L$-Lipschitz,
\[
\|B z_1 - B z_0\|^2 \leq L^2 \|z_1 - z_0\|^2 = \alpha^2 L^2 \|B z_0\|^2
\]
and by multiplying $\frac{\alpha}{2}$ on both sides and rearranging terms, we get
\[
\frac{\alpha}{2} \|B z_1\|^2 - \alpha \langle B z_1, B z_0 \rangle \leq -\frac{\alpha}{2} (1 - \alpha^2 L^2) \|B z_0\|^2 = -\frac{\alpha}{2} (1 - \alpha^2 L^2) \|B z_{1/2}\|^2.
\]
Adding $\frac{1}{2\alpha} \|z_0 - z_*\|^2$, the above inequality becomes
\[
V_1 \leq V_0 - \frac{\alpha}{2} (1 - \alpha^2 L^2) \|B z_{1/2}\|^2,
\]
proving (15) for $k = 0$.

Case $k \geq 1$. From the definition of the FEG iterates, we have the identities
\[
z_{k+1} - z_0 = (1 - \beta_k)(z_k - z_0) - \alpha B z_{k+1/2}
\]
\[
z_k - z_{k+1} = \beta_k(z_k - z_0) + \alpha B z_{k+1/2}
\]
\[
z_{k+1/2} - z_k = \alpha B z_{k+1/2} - \alpha (1 - \beta_k) B z_k.
\]
Therefore, because $q_{k+1} = \frac{q_k}{\beta_k}$,
\[
V_k - V_{k+1} \geq V_k - V_{k+1} - \frac{q_k}{\beta_k} \langle z_k - z_{k+1}, B z_k - B z_{k+1} \rangle
\]
\[
= p_k \|B z_k\|^2 + q_k \langle B z_k, z_k - z_0 \rangle
\]
\[
- p_{k+1} \|B z_{k+1}\|^2 - q_k (1 - \beta_k) (z_k - z_0) - \alpha B z_{k+1/2}
\]
\[
- \frac{q_k}{\beta_k} \beta_k (z_k - z_0) + \alpha B z_{k+1/2}, B z_k - B z_{k+1})
\]
\[
= p_k \|B z_k\|^2 - \frac{q_k}{\beta_k} \|B z_k, z_{k+1/2}\|^2 + \frac{q_k}{\beta_k} \frac{1}{1 - \beta_k} \|B z_{k+1/2}, B z_{k+1}\| - p_{k+1} \|B z_{k+1}\|^2.
\]
Plugging in $\beta_k = \frac{1}{k+1}$, $p_k = \frac{k^2}{2}$, $p_{k+1} = \frac{q(k+1)^2}{2}$ and $q_k = k$, the inequality becomes
\[
V_k - V_{k+1} \geq \frac{\alpha k^2}{2} \|B z_k\|^2 - k \|B z_k, B z_{k+1/2}\| - \frac{\alpha (k+1)^2}{2} \|B z_{k+1}\|^2.
\]
(16)
Recall that $B$ is $L$-Lipschitz, so
\[
0 \geq L^2 \|z_{k+1/2} - z_k\|^2 - \|B z_{k+1/2} - B z_k\|^2
\]
\[
= \alpha^2 L^2 \left( B z_{k+1/2} - \frac{k}{k+1} B z_k \right)^2 - \|B z_{k+1/2} - B z_k\|^2.
\]
Multiplying $\frac{\alpha (k+1)^2}{2}$ to the above inequality and combining with (16), we lower-bound $V_k - V_{k+1}$ as
\[
\geq \frac{\alpha k^2}{2} \|B z_k\|^2 - \alpha k (k+1) \langle B z_k, B z_{k+1/2} \rangle + \alpha (k+1) \langle B z_{k+1/2}, B z_k \rangle - \frac{\alpha (k+1)^2}{2} \|B z_{k+1}\|^2
\]
\[
- \frac{\alpha (k+1)^2}{2} \left( \frac{k^2}{2} \left| B z_{k+1/2} - \frac{k}{k+1} B z_k \right| - \|B z_{k+1/2} - B z_k\|^2 \right)
\]
\[
= \frac{\alpha k^2}{2} - \frac{\alpha^3 L^2}{2} \|B z_k\|^2 + \alpha^3 L^2 k \|B z_{k+1/2}\|^2 - \alpha (k+1)(B z_k, B z_{k+1/2})
\]
\[
- \frac{\alpha (k+1)^2}{2} (1 - \alpha^2 L^2) \|B z_{k+1/2}\|^2
\]
\[
= \frac{\alpha (1 - \alpha^2 L^2)}{2} \|B z_k - (k+1) B z_{k+1/2}\|^2.
\]
We first consider the case of EAG. As before, denote the Halpern iterates by \( \{z_k\}_{k=0,1,...} \) and the EAG iterates by \( \{w_k\}_{k=0,1,...} \). Then in the exact same way as before, we have
\[
z_{k+1} - w_{k+1} = (\beta_k z_k + (1 - \beta_k) w_k - \alpha B z_{k+1/2}) - (\beta_k w_0 + (1 - \beta_k) w_k - \alpha B w_{k+1})
\]
and
\[
\|z_{k+1} - w_{k+1}\|^2 = (1 - \beta_k)^2 \|z_k - w_k\|^2 + 2 \langle \alpha(1 - \beta_k)(z_k - w_k), B w_{k+1} - B z_{k+1/2} \rangle
+ \alpha^2 \|B w_{k+1} - B z_{k+1/2}\|^2.
\]
(17)
The different part is
\[
z_{k+1/2} - w_{k+1} = (1 - \beta_k)(z_k - w_k) - \alpha B z_k + \alpha B w_{k+1}
\]
so that inner product term in (17) is rewritten as
\[
2 \langle \alpha(1 - \beta_k)(z_k - w_k), B w_{k+1} - B z_{k+1/2} \rangle
= 2 \langle \alpha(z_{k+1/2} - w_{k+1}) + \alpha^2 (B z_k - B w_{k+1}), B w_{k+1} - B z_{k+1/2} \rangle
\]
\[
\leq 2\alpha^2 \|B z_k - B w_{k+1}, B w_{k+1} - B z_{k+1/2}\|.
\]
Combining this with (17), we obtain
\[
\|z_{k+1} - w_{k+1}\|^2
\leq (1 - \beta_k)^2 \|z_k - w_k\|^2 + 2\alpha^2 \langle B z_k - B w_{k+1}, B w_{k+1} - B z_{k+1/2} \rangle + \alpha^2 \|B w_{k+1} - B z_{k+1/2}\|^2
\]
\[
= (1 - \beta_k)^2 \|z_k - w_k\|^2 - \alpha^2 \|B w_{k+1}\|^2 + 2\alpha^2 \langle B z_k, B w_{k+1} \rangle - 2\alpha^2 \|B z_k, B z_{k+1/2} \rangle + \alpha^2 \|B z_{k+1/2}\|^2
\]
Plugging in \( \beta_k = \frac{1}{k+1} \) and multiplying both sides by \((k + 1)^2\) gives
\[
(k + 1)^2 \|z_{k+1} - w_{k+1}\|^2 \leq k^2 \|z_k - w_k\|^2 + \alpha^2(k + 1)^2 \|B z_k - B z_{k+1/2}\|^2.
\]
Now, with the following Lemma 9, the proof for EAG is done.

**Lemma 9.** Let \( B : \mathbb{R}^d \rightarrow \mathbb{R}^d \) be monotone and \( L\)-Lipschitz and assume \( z* \in \text{Zer} B \) exists. Let \( \{z_k\}_{k=0,1,...} \) be the iterates of EAG with \( \beta_k = \frac{1}{k+1} \). Then there exists \( \eta \in (0,1) \) and \( C > 0 \) such that for \( \alpha \in (0, \frac{1}{L}) \),
\[
\sum_{k=0}^{\infty} (k + 1)^2 \|B z_k - B z_{k+1/2}\|^2 \leq \frac{C}{\alpha^2} \|z_0 - z*\|^2 < \infty.
\]
For the case of APS, proceeding with \( B z_k, B z_{k+1/2} \) replaced by \( B v_k, B v_{k+1} \) respectively, we get
\[
(k + 1)^2 \|z_{k+1} - w_{k+1}\|^2 \leq k^2 \|z_k - w_k\|^2 + \alpha^2(k + 1)^2 \|B v_k - B v_{k+1}\|^2
\]
and the proof is complete once we show:

**Lemma 10.** Let \( B : \mathbb{R}^d \rightarrow \mathbb{R}^d \) be monotone and \( L\)-Lipschitz and assume \( z* \in \text{Zer} B \) exists. Let \( \{z_k\}_{k=0,1,...} \) be the iterates of APS with \( \beta_k = \frac{1}{k+1} \). Then there exists \( \eta \in (0,1) \) and \( C > 0 \) such that for \( \alpha \in (0, \frac{1}{L}) \),
\[
\sum_{k=0}^{\infty} (k + 1)^2 \|B v_k - B v_{k+1}\|^2 \leq \frac{C}{\alpha^2} \|z_0 - z*\|^2 < \infty.
\]
The proofs of Lemmas 9 and 10 follow from arguments similar to that of Lemma 2. However, they are much more lengthy, so defer their proofs to Appendix E.
C Omitted proofs for Section 4

C.1 Proof of Lemma 4

Denote the iterates of OC-Halpern (12) by \( \{w_k\}_{k=0,1,...} \) and SM-EAG+ iterates by \( \{z_k\}_{k=0,1,...} \). Then as in Section 3, we have

\[
\|z_{k+1} - w_{k+1}\|^2 = (1 - \beta_k)^2 \|z_k - w_k\|^2 + 2 \langle \alpha(1 - \beta_k)(z_k - w_k), Bw_{k+1} - Bz_{k+1/2} \rangle \\
+ \alpha^2 \|Bw_{k+1} - Bz_{k+1/2}\|^2.
\]

Using

\[
z_{k+1/2} - w_{k+1} = (1 - \beta_k)(z_k - w_k) - \eta_k \alpha B z_k + \alpha B w_{k+1},
\]
we get

\[
2 \langle \alpha(1 - \beta_k)(z_k - w_k), Bw_{k+1} - Bz_{k+1/2} \rangle \\
= 2 \langle \alpha(z_{k+1/2} - w_{k+1}) + \alpha^2(\eta_k B z_k - B w_{k+1}), B w_{k+1} - B z_{k+1/2} \rangle \\
\leq -2 \mu \|z_{k+1/2} - w_{k+1}\|^2 + 2 \alpha^2 \langle \eta_k B z_k - B w_{k+1}, B w_{k+1} - B z_{k+1/2} \rangle
\]

where the last line uses \( \mu \)-strong monotonicity of \( B \). For any \( \epsilon \in (0, 1) \) and \( x, y \in \mathbb{R}^d \), we have

\[
\epsilon \|x\|^2 + \frac{1}{\epsilon} \|y\|^2 \geq 2 \langle x, y \rangle \implies \|x - y\|^2 \geq (1 - \epsilon) \|x\|^2 - \left( \frac{1}{\epsilon} - 1 \right) \|y\|^2.
\]

Using the last inequality with \( x = z_{k+1} - w_{k+1} \) and \( y = z_{k+1} - z_{k+1/2} = \alpha(\eta_k B z_k - B z_{k+1/2}) \), we can upper-bound (18) by

\[
-2 \mu \left( (1 - \epsilon) \|z_k - w_k\|^2 - \frac{1}{\epsilon} \|w_{k+1}\|^2 \right) + 2 \alpha^2 \|\eta_k B z_k - B w_{k+1}, B w_{k+1} - B z_{k+1/2}\|^2.
\]

Thus,

\[
\|z_{k+1} - w_{k+1}\|^2 \\
\leq (1 - \beta_k)^2 \|z_k - w_k\|^2 - 2 \alpha \mu \left( (1 - \epsilon) \|z_k - w_k\|^2 - \frac{1}{\epsilon} \|w_{k+1}\|^2 \right) + 2 \alpha^2 \|\eta_k B z_k - B w_{k+1}, B w_{k+1} - B z_{k+1/2}\|^2
\]

and rearranging, we obtain

\[
(1 + 2 \alpha \mu(1 - \epsilon))\|z_{k+1} - w_{k+1}\|^2 \\
\leq (1 - \beta_k)^2 \|z_k - w_k\|^2 + 2 \alpha \mu \left( \frac{1}{\epsilon} - 1 \right) \|\eta_k B z_k - B z_{k+1/2}\|^2 \\
- \alpha^2 \|B w_{k+1}\|^2 + 2 \epsilon \alpha \|B w_{k+1}, B z_k\|^2 - 2 \eta \alpha^2 \|z_k, B z_{k+1/2}\| + \alpha^2 \|B z_{k+1/2}\|^2
\]

\[
\leq (1 - \beta_k)^2 \|z_k - w_k\|^2 + \left( 1 + 2 \alpha \mu \left( \frac{1}{\epsilon} - 1 \right) \right) \|\eta_k B z_k - B z_{k+1/2}\|^2.
\]

Thus, provided that the following Lemma 11 (in particular (19)) holds, we have

\[
(1 + 2 \alpha \mu(1 - \epsilon))^{k+1}\|z_{k+1} - w_{k+1}\|^2 \\
\leq (1 + 2 \alpha \mu(1 - \epsilon))^k \|z_k - w_k\|^2 + (1 + 2 \alpha \mu)^k \left( 1 + 2 \alpha \mu \left( \frac{1}{\epsilon} - 1 \right) \right) \|\eta_k B z_k - B z_{k+1/2}\|^2
\]

\[
\leq \cdots \leq \left( 1 + 2 \alpha \mu \left( \frac{1}{\epsilon} - 1 \right) \right) \alpha^2 \sum_{j=0}^{k} (1 + 2 \alpha \mu)^j \|\eta_j B z_j - B z_{j+1/2}\|^2
\]

\[
\leq \left( 1 + 2 \alpha \mu \left( \frac{1}{\epsilon} - 1 \right) \right) \frac{1 + 2 \alpha \mu}{1 + 2 \alpha \mu - \alpha^2 \epsilon^2} \|z_0 - z_*\|^2,
\]

i.e., the two algorithms have \( \mathcal{O} \left( \frac{\|z_0 - z_*\|^2}{(1 + 2 \alpha \mu(1 - \epsilon))^k} \right) = \mathcal{O} \left( e^{-2k \alpha \mu(1 - \epsilon)} \|z_0 - z_*\|^2 \right) \)-MP.
Lemma 11. Let \( B : \mathbb{R}^d \to \mathbb{R}^d \) be a \( \mu \)-strongly monotone, \( L \)-Lipschitz operator \((0 < \mu \leq L)\), and let \( \{z_k\}_{k=0}^{\infty} \) be the iterates of SM-EAG+ with \( \beta_k = \frac{1}{\sum_{j=0}^{\infty} (1 + 2\alpha\mu)^j} \). Then, the quantities

\[
V_k = p_k \|Bz_k\|^2 + q_k \langle Bz_k - \mu(z_k - z_0), z_k - z_0 \rangle + \left( \frac{1}{2\alpha} + \mu \right) \|z_0 - z_*\|^2
\]

with \( p_0 = q_0 = 0 \) and \( q_k = \frac{1}{(1 + 2\alpha\mu)^k - 1} \), \( p_k = \frac{m^\alpha k}{2\beta_k} \) for \( k = 1, 2, \ldots \) satisfy \( V_k \geq 0 \). Then, the quantities

\[
V_k - V_{k+1} \geq \frac{\alpha(1 + 2\alpha\mu - \alpha^2 L^2)q_k}{2\beta_k(1 - \beta_k)} \|\eta_k Bz_k - Bz_{k+1/2}\|^2
\]

for \( k = 1, 2, \ldots \). In particular, if \( \alpha \in \left(0, \frac{\sqrt{L^2 + \mu^2} + \mu}{L^2}\right)\), \( V_k \) is a Lyapunov function for the algorithm, and if \( \alpha \in \left(0, \frac{\sqrt{L^2 + \mu^2} + \mu}{L^2}\right)\), we additionally have the summability result

\[
\sum_{k=0}^{\infty} (1 + 2\alpha\mu)^k \|\eta_k Bz_k - Bz_{k+1/2}\|^2 \leq \frac{1 + 2\alpha\mu}{\alpha^2(1 + 2\alpha\mu - \alpha^2 L^2)} \|z_0 - z_*\| < \infty. \tag{19}
\]

C.2 Proof of Lemma 11

Due to the subtlety caused by setting \( \beta_0 = 1 \), we divide the cases \( k = 0 \) and \( k \geq 1 \).

Case \( k = 0 \). We have \( z_{1/2} = z_0, z_1 = z_0 - \alpha Bz_0, V_0 = \left( \frac{1}{2\alpha} + \mu \right) \|z_0 - z_*\|^2 \), and

\[
V_1 = \frac{\alpha}{2} \|Bz_1\|^2 + \langle Bz_1 - \mu(z_1 - z_0), z_1 - z_0 \rangle + \left( \frac{1}{2\alpha} + \mu \right) \|z_0 - z_*\|^2
\]

\[
= \frac{\alpha}{2} \|Bz_1\|^2 - \alpha \langle Bz_1, Bz_0 \rangle - \alpha^2 \mu \|Bz_0\|^2 + \left( \frac{1}{2\alpha} + \mu \right) \|z_0 - z_*\|^2.
\]

Because \( B \) is \( L \)-Lipschitz,

\[
0 \leq L^2 \|z_1 - z_0\|^2 - \|Bz_1 - Bz_0\|^2
\]

\[
= (\alpha^2 L^2 - 1) \|Bz_0\|^2 + 2 \langle Bz_0, Bz_1 \rangle - \|Bz_1\|^2.
\]

Therefore,

\[
V_0 - V_1 = \alpha^2 \mu \|Bz_0\|^2 + \alpha \langle Bz_0, Bz_1 \rangle - \frac{\alpha}{2} \|Bz_1\|^2
\]

\[
= \frac{\alpha}{2} \left(1 + 2\alpha\mu - \alpha^2 L^2\right) \|Bz_0\|^2 + \frac{\alpha}{2} \left((\alpha^2 L^2 - 1) \|Bz_0\|^2 + 2 \langle Bz_0, Bz_1 \rangle - \|Bz_1\|^2\right)
\]

\[
\geq \frac{\alpha}{2} \left(1 + 2\alpha\mu - \alpha^2 L^2\right) \|Bz_0\|^2
\]

\[
= \frac{\alpha}{2} \left(1 + 2\alpha\mu - \alpha^2 L^2\right) \|\eta_0 Bz_0 - Bz_{1/2}\|^2
\]

where the last equality holds because \( \eta_0 = 0 \) and \( z_{1/2} = z_0 \).

Case \( k \geq 1 \). We have the identities

\[
z_{k+1} - z_0 = (1 - \beta_k)(z_k - z_0) - \alpha Bz_{k+1/2}
\]

\[
z_k - z_{k+1} = \beta_k (z_k - z_0) + \alpha Bz_{k+1/2}
\]

\[
z_{k+1/2} - z_{k+1} = \alpha Bz_{k+1/2} - \eta_k \alpha Bz_k.
\]

Note that \( \beta_k = \frac{1}{\sum_{j=0}^{\infty} (1 + 2\alpha\mu)^j} \) satisfies

\[
\frac{1}{\beta_{k+1}} = \sum_{j=0}^{k+1} (1 + 2\alpha\mu)^j = 1 + (1 + 2\alpha\mu) \sum_{j=0}^{k} (1 + 2\alpha\mu)^j = 1 + \frac{1 + 2\alpha\mu}{\beta_k}
\]
for all $k = 0, 1, \ldots$, so $q_k = \frac{1}{(1 + 2\alpha \mu)^k}$ satisfies the recurrence relation

$$q_{k+1} = \frac{q_k}{\beta_k} \frac{\beta_{k-1}}{(1 + 2\alpha \mu)} = \frac{q_k}{\beta_k} \frac{1}{1 - 1/\beta_k} = \frac{q_k}{2} \quad (23)$$

for $k = 1, 2, \ldots$. Additionally, because $\eta_k = \frac{1 - \beta_k}{1 + 2\alpha \mu}$ and $p_k = \frac{\eta_k q_k}{\beta_k}$,

$$p_k = \frac{\alpha (1 - \beta_k) q_k}{2 \beta_k (1 + 2\alpha \mu)} = \frac{\alpha}{2} \left( \frac{1}{\beta_k} - 1 \right) \frac{q_k}{1 + 2\alpha \mu} = \frac{\alpha}{2} \frac{1}{\beta_{k-1}} q_k = \frac{\alpha}{2} (1 + 2\alpha \mu)^{k-1} q_k^2 \quad (24)$$

and

$$p_{k+1} = \frac{\alpha \eta_{k+1} q_{k+1}}{2 \beta_{k+1}} = \frac{\alpha q_{k+1} 1 - \beta_{k+1}}{2 \beta_{k+1} (1 + 2\alpha \mu)} = \frac{\alpha q_k}{2 (1 - \beta_k) (1 + 2\alpha \mu) \beta_{k+1}} (1 - 1/\beta_k) = \frac{\alpha q_k}{2 \beta_k (1 - \beta_k)} \quad (25)$$

The identities (23) through (25) will be useful for the subsequent arguments.

Using $\mu$-strong monotonicity of $B$ and the identities (20), (21) and (23), we have

$$V_k - V_{k+1} - \frac{q_k}{\beta_k} (z_k - z_{k+1}, B z_k - B z_{k+1} - \mu(z_k - z_{k+1}))$$

$$= p_k \|B z_k\|^2 + q_k (B z_k, z_k - z_0) - q_k \|z_k - z_0\|^2$$

$$- p_{k+1} \|B z_{k+1}\|^2 - q_{k+1} (B z_{k+1}, (1 - \beta_k)(z_k - z_0) - \alpha B z_{k+1})$$

$$+ q_{k+1} \|z_k - (1 - \beta_k)(z_k - z_0) - \alpha B z_{k+1}\|^2$$

$$- \frac{q_k}{\beta_k} (\beta_k(z_k - z_0) + \alpha B z_{k+1})$$

$$+ q_k \mu \|\beta_k(z_k - z_0) + \alpha B z_{k+1}\|^2$$

$$= p_k \|B z_k\|^2 - \frac{\alpha q_k}{\beta_k} (B z_k, B z_{k+1}/\beta_k) + \mu \alpha^2 \left( \frac{q_k}{\beta_k} + q_{k+1} \right) \|B z_{k+1}/\beta_k\|^2$$

$$+ \alpha \left( \frac{q_k}{\beta_k} + q_{k+1} \right) \|B z_{k+1}/\beta_k\|$$

$$+ 2 \mu \alpha \left( q_k - (1 - \beta_k) q_{k+1} \right) (B z_{k+1}/\beta_k, z_k - z_0)$$

$$+ (q_k - (1 - \beta_k) q_{k+1}) (B z_{k+1}/\beta_k - B z_k - \beta_k)$$

$$+ \mu (1 - \beta_k)(1 - \beta_k) \|z_k - z_0\|^2$$

$$= p_k \|B z_k\|^2 - \frac{\alpha q_k}{\beta_k} (B z_k, B z_{k+1}/\beta_k) + \frac{\mu \alpha^2 q_k}{\beta_k (1 - \beta_k)} \|B z_{k+1}/\beta_k\|^2$$

$$+ \frac{\alpha q_k}{\beta_k (1 - \beta_k)} (B z_{k+1}/\beta_k - B z_k - \beta_k) \|B z_{k+1}/\beta_k\|^2 \quad (26)$$

Now because $B$ is $L$-Lipschitz,

$$\|B z_{k+1}/\beta_k - B z_k\|^2 \leq L^2 \|z_{k+1}/\beta_k - z_k\|^2 = L^2 \|\eta_k \alpha B z_k\|^2$$

where we applied the identity (22) for the last equality. Hence, using the above inequality, we obtain

$$(26) - p_{k+1} \left( L^2 \|\eta_k \alpha B z_k\|^2 - \|B z_{k+1}/\beta_k - B z_k\|^2 \right)$$

$$= (p_k - q_{k+1} \eta_k \alpha^2 L^2) \|B z_k\|^2 - \left( \frac{\alpha q_k}{\beta_k} - 2 p_{k+1} \eta_k \alpha^2 L^2 \right) (B z_k, B z_{k+1}/\beta_k)$$

$$+ \left( \frac{\mu \alpha^2 q_k}{\beta_k (1 - \beta_k)} + p_{k+1} (1 - \alpha^2 L^2) \right) \|B z_{k+1}/\beta_k\|^2 + \left( \frac{\alpha q_k}{\beta_k (1 - \beta_k)} - 2 p_{k+1} \right) (B z_{k+1}/\beta_k, B z_k)$$

$$= \frac{\eta_k \alpha q_k}{\beta_k (1 - \beta_k)} \left( 1 - \eta_k \alpha^2 L^2 \right) \|B z_k\|^2 - \frac{\alpha q_k}{\beta_k} \left( 1 - \eta_k \alpha^2 L^2 \right) \|B z_{k+1}/\beta_k\|^2$$

$$+ \frac{\alpha q_k}{\beta_k (1 - \beta_k)} (1 + 2 \mu - \alpha^2 L^2) \|B z_{k+1}/\beta_k\|^2 \quad (27)$$
where the coefficient of the \( \|Bz_{k+1}\|^2 \) vanishes due to (25). Because \( \eta_k = \frac{1 - \beta_k}{1 + 2\alpha \mu} \), we have
\[
1 - \eta_k \alpha^2 L^2 \frac{1}{1 - \beta_k} = \eta_k \left( \frac{1}{\eta_k} - \alpha^2 L^2 \frac{1}{1 - \beta_k} \right) = \frac{\eta_k (1 + 2\alpha \mu - \alpha^2 L^2)}{1 - \beta_k}
\]
and thus, (27) becomes
\[
\frac{\alpha (1 + 2\alpha \mu - \alpha^2 L^2) q_k}{2\beta_k (1 - \beta_k)} \| \eta_k Bz_k - Bz_{k+1/2} \|^2.
\]
As \( 1 + 2\alpha \mu - \alpha^2 L^2 \geq 0 \) if \( 0 < \alpha \leq \frac{\sqrt{L^2 + \mu^2 + \mu}}{L^2} \), for this range of \( \alpha \),
\[
V_k - V_{k+1} \geq \frac{\alpha (1 + 2\alpha \mu - \alpha^2 L^2) q_k}{2\beta_k (1 - \beta_k)} \| \eta_k Bz_k - Bz_{k+1/2} \|^2
\]
\[
\geq \frac{\alpha (1 + 2\alpha \mu - \alpha^2 L^2)}{2} (1 + 2\alpha \mu)^k \| \eta Bz_k - Bz_{k+1} \|^2 \geq 0,
\]
where we used \( \frac{q_k}{1 - \beta_k} = q_{k+1} > 1 \) and \( \frac{1}{\beta_k} = \sum_{j=0}^{k} (1 + 2\alpha \mu)^j > (1 + 2\alpha \mu)^k \). Therefore, once we show that \( V_N \geq 0 \) holds for any \( N \in \mathbb{N} \), we obtain
\[
\sum_{k=0}^{N} (1 + 2\alpha \mu)^k \| \eta Bz_k - Bz_{k+1} \|^2 \leq \frac{2}{\alpha (1 + 2\alpha \mu - \alpha^2 L^2)} (V_0 - V_{N+1})
\]
\[
\leq \frac{2}{\alpha (1 + 2\alpha \mu - \alpha^2 L^2)} \left( \frac{1}{2\alpha} + \mu \right) \| z_0 - z_* \|^2 = \frac{1 + 2\alpha \mu}{\alpha^2 (1 + 2\alpha \mu - \alpha^2 L^2)} \| z_0 - z_* \|^2.
\]
Taking \( N \to \infty \), we conclude that (19) holds.

**Nonnegativity of \( V_k \).** Define
\[
W_k = V_k - \left( \frac{1}{2\alpha} + \mu \right) \| z_0 - z_* \|^2 = p_k \| Bz_k \|^2 + q_k (Bz_k - \mu(z_k - z_0), z_k - z_0),
\]
which is a shifted version of \( V_k \). Because \( B \) is \( \mu \)-strongly monotone, we have
\[
\langle Bz_k - \mu(z_k - z_*), z_k - z_* \rangle \geq 0.
\]
Subtracting \( \lambda \geq 0 \) times the above inequality from \( W_k \) gives
\[
W_k \geq p_k \| Bz_k \|^2 + q_k (Bz_k - \mu(z_k - z_0), z_k - z_0) - \lambda (Bz_k - \mu(z_k - z_*), z_k - z_*)
\]
\[
= p_k \| Bz_k \|^2 + (Bz_k, q_k(z_k - z_0) - \lambda(z_k - z_*)) - q_k \mu \| z_k - z_0 \|^2 + \lambda \mu \| z_k - z_* \|^2
\]
\[
= p_k \| Bz_k \|^2 + (Bz_k, (q_k - \lambda)(z_k - z_0)) + \mu (\lambda - q_k) \| z_k \|^2 + 2\mu (z_k, q_k z_0 - \lambda z_* - q_k \mu z_0)^2 + \lambda \mu \| z_* \|^2 \tag{28}
\]
Observe that if \( \lambda > q_k \), we can rewrite the terms not involving \( Bz_k \) in (28) as
\[
\mu (\lambda - q_k) \| z_k \|^2 + 2\mu (z_k, q_k z_0 - \lambda z_* - q_k \mu z_0)^2 + \lambda \mu \| z_* \|^2
\]
\[
= \frac{\mu \lambda - q_k}{\lambda - q_k} \| z_k + q_k z_0 - \lambda z_* \|^2 - \frac{\mu}{\lambda - q_k} \| q_k z_0 - \lambda z_* \|^2 - q_k \mu \| z_0 \|^2 + \lambda \mu \| z_* \|^2
\]
\[
= \frac{\mu \lambda - q_k}{\lambda - q_k} \| z_k + q_k z_0 - \lambda z_* \|^2 - \frac{\mu}{\lambda - q_k} \| q_k z_0 - \lambda z_* \|^2 + \frac{2q_k \lambda \mu}{\lambda - q_k} (z_0, z_*)
\]
\[
= \frac{\mu}{\lambda - q_k} \| (\lambda - q_k) z_k + q_k z_0 - \lambda z_* \|^2 - \frac{q_k \lambda \mu}{\lambda - q_k} \| z_0 - z_* \|^2.
\]
Therefore, by adding \( \frac{q_k \lambda \mu}{\lambda - q_k} \| z_0 - z_* \|^2 \) to both sides of the inequality (28), we obtain

\[
W_k + \frac{q_k \lambda \mu}{\lambda - q_k} \| z_0 - z_* \|^2 \geq p_k \| B z_k \|^2 + (B z_k, (q_k - \lambda) z_k - q_k z_0 + \lambda z_*)
\]

\[
+ \frac{\mu}{\lambda - q_k} \left( \frac{\lambda - q_k}{4 \mu} \right) \| B z_k \|^2
\]

\[
= \left( p_k - \frac{\lambda - q_k}{4 \mu} \right) \| B z_k \|^2 + \frac{\mu}{\lambda - q_k} \left( \frac{\lambda - q_k}{2 \mu} \right) \| B z_k - (\lambda - q_k) z_k - q_k z_0 + \lambda z_* \|^2
\]

(29)

provided that \( \lambda > q_k \). In particular, taking \( \lambda = q_k + 4 \mu p_k \) in (29), we conclude that

\[
0 \leq \frac{1}{4 p_k} \| 2 p_k B z_k - 4 \mu p_k z_k - q_k z_0 + (q_k + 4 \mu p_k) z_* \|^2
\]

\[
\leq W_k + \left( \frac{q_k^2}{4 p_k} + \mu q_k \right) \| z_0 - z_* \|^2
\]

\[
= W_k + \left( \frac{1}{2 \alpha (1 + 2 \alpha \mu)^{k-1}} + \frac{\mu (1 + 2 \alpha \mu)^k - 1}{2 \alpha \mu (1 + 2 \alpha \mu)^{k-1}} \right) \| z_0 - z_* \|^2
\]

\[
= W_k + \frac{1 + 2 \alpha \mu}{2 \alpha} \| z_0 - z_* \|^2 = V_k,
\]

where in the third line we use (24) and \( q_k = \frac{1}{(1 + 2 \alpha \mu)^{k-1} \beta_{k-1}} = \frac{1}{(1 + 2 \alpha \mu)^{k-1}} \).\( \frac{1 + 2 \alpha \mu}{2 \alpha} \). \( \frac{1}{\beta_{k-1}} \)

### C.3 Proof of Theorem 5

Recall the shifted version \( W_k \) of \( V_k \), defined within the proof of Lemma 11. Because the subtracted term \( \left( \frac{1}{2 \alpha \mu} + \mu \right) \| z_0 - z_* \|^2 \) does not depend on \( k \), we immediately see that \( W_k \) inherits nonincreasingness from \( V_k \), i.e., \( W_k \leq \cdots \leq W_0 = 0 \). Therefore, from (29), we have

\[
\frac{q_k \lambda \mu}{\lambda - q_k} \| z_0 - z_* \|^2 \geq W_k + \frac{q_k \lambda \mu}{\lambda - q_k} \| z_0 - z_* \|^2 \geq \left( p_k - \frac{\lambda - q_k}{4 \mu} \right) \| B z_k \|^2
\]

\[
\iff \| B z_k \|^2 \leq \left( p_k - \frac{\lambda - q_k}{4 \mu} \right)^{-1} \frac{q_k \lambda \mu}{\lambda - q_k} \| z_0 - z_* \|^2
\]

(30)

provided that \( q_k < \lambda < q_k + 4 \mu p_k \). One can straightforwardly verify that

\[
\lambda_* = (q_k (q_k + 4 \mu p_k))^{1/2}
\]

(31)

lies between \( q_k \) and \( q_k + 4 \mu p_k \), and minimizes the factor \( \left( p_k - \frac{\lambda - q_k}{4 \mu} \right)^{-1} \frac{q_k \lambda \mu}{\lambda - q_k} \) in the convergence rate (30). Plugging in the explicit expressions

\[
q_k = \frac{(1 + 2 \alpha \mu)^k - 1}{2 \alpha \mu (1 + 2 \alpha \mu)^{k-1}}
\]

\[
p_k = \frac{\alpha}{2} \left( (1 + 2 \alpha \mu)^{k-1} q_k^2 = \frac{(1 + 2 \alpha \mu)^k - 1)^2}{8 \alpha \mu^2 (1 + 2 \alpha \mu)^{k-1}}
\]

into (31) (where the second line uses (24)), we obtain

\[
4 \mu p_k + q_k = \frac{(1 + 2 \alpha \mu)(1 + 2 \alpha \mu)^k - 1)}{2 \alpha \mu} = (1 + 2 \alpha \mu)^k q_k
\]

\[
\lambda_* = (1 + 2 \alpha \mu)^{1/2} q_k
\]
and therefore,
\[
\left(\frac{p_k - \lambda_* - q_k}{4\mu}\right)^{-1} q_k \frac{\lambda_*}{\lambda_* - q_k} = \frac{4\mu^2}{(1 + 2\alpha\mu)^2 - 1} = \frac{4\mu^2}{(\sqrt{1 + 2\alpha\mu} - 1)^2 \left(\sum_{j=0}^{k-1}(1 + 2\alpha\mu)^{\frac{j}{2}}\right)^2} = \frac{\alpha^2}{\alpha^2 \left(\sum_{j=0}^{k-1}(1 + 2\alpha\mu)^{\frac{j}{2}}\right)^2},
\]
which concludes the proof.

D Omitted proofs for Section 5

D.1 Proof of Theorem 6

We first state and prove some preliminary results. The following Lemma 12, which characterizes the forward-backward residual, has been used in [92] for developing accelerated splitting algorithms.

Lemma 12 ([92, Lemma 3]). Suppose that \(A, B\) are maximal monotone operators on \(\mathbb{R}^d\), and \(B\) is single-valued. For \(\alpha > 0\), let \(G_\alpha(v) = \frac{1}{\alpha} (v - J_{\alpha A}(v - \alpha Bv))\). Then for any \(v, w \in \mathbb{R}^d\),
\[
\langle G_\alpha(v) - G_\alpha(w), (I + \alpha B)(v) - (I + \alpha B)(w) \rangle \geq \alpha \|G_\alpha(v) - G_\alpha(w)\|^2.
\]

Proof. Observe that
\[
G_\alpha(v) = M_{\alpha A}(v - \alpha Bv) + Bv,
\]
where \(M_{\alpha A}(u) := \frac{1}{\alpha}(u - J_{\alpha A}(u))\) of \(A\) is the Moreau–Yosida approximation of \(A\). It is known that \(M_{\alpha A}\) is \(\alpha\)-cocoercive [7, Corollary 23.11], and in particular, for \(\bar{v} = v - \alpha Bv\) and \(\bar{w} = w - \alpha Bw\), we have
\[
\alpha \|M_{\alpha A}(\bar{v}) - M_{\alpha A}(\bar{w})\|^2 \
= \langle M_{\alpha A}(\bar{v}) - M_{\alpha A}(\bar{w}), \bar{v} - \bar{w} \rangle \
= \langle (G_\alpha(v) - G_\alpha(w)) - (Bv - Bw), (v - w) - \alpha(Bv - Bw) \rangle.
\]

Expanding and rearranging the terms, and using monotonicity of \(B\), we get
\[
\alpha \|G_\alpha(v) - G_\alpha(w)\|^2 \leq \langle G_\alpha(v) - G_\alpha(w), (v - w) + \alpha(Bv - Bw) \rangle - \langle Bv - Bw, v - w \rangle
\leq \langle G_\alpha(v) - G_\alpha(w), (v - w) + \alpha(Bv - Bw) \rangle
\]
as desired. \(\square\)

Lemma 13. Let \(\{(u_k, w_k)\}_{k=0,1,...}\) be the iterates of OHM-DRS and \(\{(\xi_k, z_k)\}_{k=0,1,...}\) be the iterates of APG*. If \(u_0 = \xi_0\), then for \(k = 1, 2, \ldots\), we have
\[
(k + 1)\|\xi_k - u_k\| \leq k\|\xi_{k-1} + \alpha Bz_{k-1} - u_{k-1}\| \tag{32}
\]
and
\[
(k + 1)\|z_k + \alpha Bz_k - u_k\| \leq k\|\xi_{k-1} + \alpha Bz_{k-1} - u_{k-1}\| + (k + 1)\epsilon_k. \tag{33}
\]
where each \(\epsilon_k\) is an upper bound on \(\|z_k + \alpha Bz_k - \xi_k\|\).

Proof. Observe that \(J_{\alpha A}(z - \alpha Bz) + \alpha Bz = z + \alpha Bz - \alpha G_\alpha(z)\) for any \(z \in \mathbb{R}^d\), so
\[
\xi_k = \frac{1}{k + 1}\xi_0 + \frac{k}{k + 1}(z_{k-1} + \alpha Bz_{k-1} - \alpha G_\alpha(z_{k-1})).
\]
Similarly, we have
\[ u_k = \frac{1}{k+1} u_0 + \frac{k}{k+1} (w_{k-1} + \alpha B w_{k-1} - \alpha G_{\alpha}(w_{k-1})). \]
Therefore, provided that \( u_0 = \xi_0 \),
\[ \xi_k - u_k = \frac{k}{k+1} \left( (I + \alpha B)(z_{k-1}) - (I + \alpha B)(w_{k-1}) - \alpha \left( G_{\alpha}(z_{k-1}) - G_{\alpha}(w_{k-1}) \right) \right), \]
which gives
\[
\|\xi_k - u_k\|^2 = \left( \frac{k}{k+1} \right)^2 \left\| (I + \alpha B)(z_{k-1}) - (I + \alpha B)(w_{k-1}) - \alpha \left( G_{\alpha}(z_{k-1}) - G_{\alpha}(w_{k-1}) \right) \right\|^2 \\
= \left( \frac{k}{k+1} \right)^2 \left\| (I + \alpha B)(z_{k-1}) - (I + \alpha B)(w_{k-1}) \right\|^2 + \alpha^2 \left\| G_{\alpha}(z_{k-1}) - G_{\alpha}(w_{k-1}) \right\|^2 \\
- 2\alpha \,( (I + \alpha B)(z_{k-1}) - (I + \alpha B)(w_{k-1}), G_{\alpha}(z_{k-1}) - G_{\alpha}(w_{k-1})) \\
\leq \left( \frac{k}{k+1} \right)^2 \left\| (I + \alpha B)(z_{k-1}) - (I + \alpha B)(w_{k-1}) \right\|^2 + \alpha^2 \left\| G_{\alpha}(z_{k-1}) - G_{\alpha}(w_{k-1}) \right\|^2 \\
= \left( \frac{k}{k+1} \right)^2 \left\| (I + \alpha B)(z_{k-1}) - u_{k-1} \right\|^2 \\
\end{align*}
where the first inequality follows from Lemma 12 and the last equality from \( w_{k-1} = J_{\alpha B}(u_{k-1}). \)
This proves (32). Then (33) follows from
\[
\|z_k + \alpha B z_k - u_k\| \leq \|z_k + \alpha B z_k - \xi_k\| + \|\xi_k - u_k\| \\
\leq \epsilon_k + \frac{k}{k+1} \|(z_{k-1} + \alpha B z_{k-1}) - u_{k-1}\|.
\]

We now prove Theorem 6.

**Proof of Theorem 6.** Let \( M = 1 + \frac{1}{2} \|B\| \|\xi_0\| \), so that \( \epsilon_j = \frac{M}{(j+1)(j+2)} \) and
\[ M = \sum_{j=0}^{\infty} (j+1)\epsilon_j, \]

Then by Lemma 13, for each \( k = 1, 2, \ldots, \)
\[
(k+1)\|\xi_k - u_k\| \leq k\|z_{k-1} + \alpha B z_{k-1} - u_{k-1}\| \\
\leq (k-1)\|z_{k-2} + \alpha B z_{k-2} - u_{k-2}\| + k\epsilon_k \\
\leq \cdots \leq \|z_0 + \alpha B z_0 - u_0\| + \sum_{j=1}^{k} (j+1)\epsilon_j \\
\leq \sum_{j=0}^{k} (j+1)\epsilon_j \leq M.
\]
This shows that \( \|\xi_k - u_k\|^2 \leq \left( \frac{M}{k+1} \right)^2 \) for \( k = 0, 1, \ldots \) (note that \( \|\xi_0 - u_0\| = 0 \)). Additionally, for each \( k = 0, 1, \ldots \) we have \( (k+1)\|z_k + \alpha B z_k - u_k\| \leq M \), and because \( J_{\alpha B} = (I + \alpha B)^{-1} \) is nonexpansive, we have
\[
(k+1)\|z_k - u_k\| = (k+1)\|J_{\alpha B} \circ (I + \alpha B)(z_k) - J_{\alpha B}(u_k)\| \\
\leq (k+1)\|z_k + \alpha B z_k - u_k\| \leq M,
\]
26
We first state and prove some lemmas, which will be useful for the main proof.

D.2 Proof of Corollary 7

As $T_{\text{DRS}}$ is nonexpansive [53], by the discussion of Section A.4, we have $u_k \rightarrow \Pi_{\text{Fix}(T_{\text{DRS}})}(u_0) = \Pi_{\text{Fix}(T_{\text{DRS}})}(\xi_0) = \xi_*$. Because $J_{\alpha \beta}$ is nonexpansive, this implies $z_k = J_{\alpha \beta}(u_k) \rightarrow J_{\alpha \beta}(\xi_*) \in \text{Zer } (A + B)$. Due to the MP property proved in Theorem 6, we immediately obtain $\xi_k \rightarrow \xi_*$ and $z_k \rightarrow J_{\alpha \beta}(\xi_*)$.

Next, note that Lemma 12 implies that $G_\alpha$ is $(\frac{1 + \alpha L}{\alpha})$-Lipschitz, because

\[ \alpha \| G_\alpha(v) - G_\alpha(w) \|^2 \leq \langle G_\alpha(v) - G_\alpha(w), (I + \alpha B)(v) - (I + \alpha B)(w) \rangle \]

\[ \leq \| G_\alpha(v) - G_\alpha(w) \| \| (I + \alpha B)(v) - (I + \alpha B)(w) \| \]

\[ \leq \| G_\alpha(v) - G_\alpha(w) \| (1 + \alpha L) \| v - w \| \]

for any $v, w \in \mathbb{R}^d$. Therefore, we obtain

\[ \| G_\alpha(z_k) \|^2 = \| G_\alpha(w_k) + (G_\alpha(z_k) - G_\alpha(w_k)) \|^2 \]

\[ \leq (1 + \nu) \| G_\alpha(w_k) \|^2 + \left( 1 + \frac{1}{\nu} \right) \| G_\alpha(z_k) - G_\alpha(w_k) \|^2 \]  \hspace{1cm} (34)

\[ \leq (1 + \nu) \frac{4\| \xi_0 - \xi_* \|^2}{\alpha^2 (k + 1)^2} + \left( 1 + \frac{1}{\nu} \right) \frac{1 + \alpha L}{\alpha} \| z_k - w_k \|^2 \]  \hspace{1cm} (35)

\[ \leq (1 + \nu) \frac{4C(\xi_0)^2}{\alpha^2 L^2 (k + 1)^2} + \left( 1 + \frac{1}{\nu} \right) \frac{1 + \alpha L}{\alpha} \frac{C(\xi_0)^2}{L^2 (k + 1)^2} \]  \hspace{1cm} (36)

\[ = \frac{C(\xi_0)^2}{\alpha^2 L^2 (k + 1)^2} \left( 4(1 + \nu) + \left( 1 + \frac{1}{\nu} \right) (1 + \alpha L) \right) \]  \hspace{1cm} (37)

where $\nu > 0$ is arbitrary, (34) uses Young’s inequality, (35) uses the convergence rate of OHM (from Section A.4) and Lipschitzness of $G_\alpha$, and (36) uses $L\| \xi_0 - \xi_* \| \leq C(\xi_0)$ and Theorem 6. Now choosing $\nu = \frac{1 + \alpha L}{2}$, which minimizes the quantity (37), we obtain

\[ \| G_\alpha(z_k) \|^2 \leq \frac{C(\xi_0)^2}{\alpha^2 L^2 (k + 1)^2} \left( 4 + (1 + \alpha L)^2 + 4(1 + \alpha L) \right) = \frac{(3 + \alpha L)^2 C(\xi_0)^2}{\alpha^2 L^2 (k + 1)^2}, \]

which completes the proof.

D.3 Proof of Corollary 8

We first state and prove some lemmas, which will be useful for the main proof.

Lemma 14. Let $B : \mathbb{R}^d \rightarrow \mathbb{R}^d$ be a monotone, $L$-Lipschitz operator, and let $\alpha \in (0, \frac{1}{2L})$. Then for any $u \in \mathbb{R}^d$,

\[ \| u - J_{\alpha \beta}(u) \| \leq \frac{\alpha}{1 - \alpha L} \| Bu \|. \]

Proof. Let $v = J_{\alpha \beta}(u)$. Then $u = v + \alpha Bv$, so

\[ \| Bu \| - \| Bu \| \leq \| Bv - Bu \| \leq L \| v - u \| = \alpha L \| Bv \| \implies \| Bv \| \leq \frac{1}{1 - \alpha L} \| Bu \|. \]

Therefore,

\[ \| u - J_{\alpha \beta}(u) \| = \| u - v \| = \alpha \| Bv \| \leq \frac{\alpha}{1 - \alpha L} \| Bu \|. \]
Lemma 15. Let $\xi_* \in \text{Fix } T_{\text{DRS}}$ and $z_* = J_{\alpha B}(\xi_*)$. $\epsilon_k > 0 \quad (k = 0, 1, \ldots)$ satisfy

$$\sum_{k=0}^{\infty} (k+1)\epsilon_k = M < \infty.$$ 

Then APG* iterates $\xi_k, z_k$ satisfy $\max \{\|\xi_k - \xi_*\|, \|z_k - z_*\|\} \leq \|\xi_0 - \xi_*\| + M$ for $k = 0, 1, \ldots$.

Proof. Let $u_k, w_k$ be the iterates of OHM-DRS with $u_0 = \xi_0$. Because $\xi_* \in \text{Fix}(T_{\text{DRS}})$ and $T_{\text{DRS}}$ is nonexpansive, we have

$$\|u_{k+1} - \xi_*\| = \|\beta_k u_k + (1 - \beta_k) T_{\text{DRS}}(u_k) - \xi_*\|
\leq \beta_k \|u_k - \xi_*\| + (1 - \beta_k) \|T_{\text{DRS}}(u_k) - \xi_*\|
\leq \beta_k \|\xi_0 - \xi_*\| + (1 - \beta_k) \|u_k - \xi_*\|$$

for $k = 0, 1, \ldots$. Therefore, by induction on $k$, $\|u_k - \xi_*\| \leq \|\xi_0 - \xi_*\|$ for all $k = 0, 1, \ldots$. Then by Theorem 6,

$$\|\xi_k - \xi_*\| \leq \|\xi_k - u_k\| + \|u_k - \xi_*\| \leq \frac{M}{k+1} + \|\xi_0 - \xi_*\| \leq \|\xi_0 - \xi_*\| + M$$

and

$$\|z_k - z_*\| \leq \|z_k - w_k\| + \|w_k - z_*\| \leq \frac{M}{k+1} + ||J_{\alpha B}(u_k) - J_{\alpha B}(\xi_*)||
\leq \frac{M}{k+1} + \|u_k - \xi_*\| \leq \|\xi_0 - \xi_*\| + M$$

for $k = 0, 1, \ldots$. \hfill \Box

We now prove Corollary 8.

Proof of Corollary 8. Recall that each outer loop of APG* performs a single evaluation of $J_{\alpha A}$, a forward evaluation $Bz_k$, and an inner loop, which starts with $z_k^{(0)} = \xi_k$ and solves

$$\text{find } z \in \mathbb{R}^d \quad 0 = z + \alpha Bz - \xi_k$$

using SM-EAG+. The distance from the initial point $z_k^{(0)}$ to the true solution $J_{\alpha B}(\xi_k)$ of (38) is

$$d_k^{(0)} := \|z_k^{(0)} - J_{\alpha B}(\xi_k)\| = \|\xi_k - J_{\alpha B}(\xi_k)\| \leq \frac{\alpha}{1 - \alpha L} \|B\xi_k\|$$

where the inequality holds due to Lemma 14. Observe that by $L$-Lipschitzness of $B$ and Lemma 15, we have

$$\|B\xi_k\| \leq \|B\xi_*\| + \|B(z_k - B\xi_*)\| \leq \|B\xi_*\| + L\|z_k - \xi_*\| \leq \|B\xi_*\| + L\|\xi_0 - \xi_*\| + LM,$$

so $d_k^{(0)} \leq \frac{\alpha}{1 - \alpha L} (\|B\xi_*\| + L\|\xi_0 - \xi_*\| + LM)$. Because the inner loop objective (38) is 1-strongly monotone and $(\alpha L + 1)$-Lipschitz, by Theorem 5, the total number of inner loop iterations needed to achieve the error $\|z + \alpha Bz - \xi_k\| \leq \epsilon_k$ is

$$\mathcal{O} \left( (\alpha L + 1) \log \frac{d_k^{(0)}}{\epsilon_k} \right) = \mathcal{O} \left( \frac{d_k^{(0)}}{\epsilon_k} \right) = \mathcal{O} \left( \frac{\log k \left( \|B\xi_0\| + 2L\|\xi_0 - \xi_*\| + LM \right)}{LM} \right)$$

where the last $\mathcal{O}$ expression holds because $\alpha L \in (0, 1)$ is a constant. Now recalling that $M = 1 + \frac{1}{L} \|B\xi_0\|$, we obtain

$$\log \frac{k \left( \|B\xi_0\| + 2L\|\xi_0 - \xi_*\| + LM \right)}{LM} \leq \log \left( k \left( \frac{\|B\xi_0\| + 2\|\xi_0 - \xi_*\|}{LM} + 1 \right) \right)
\leq \log (k (1 + 2\|\xi_0 - \xi_*\| + 1)) = \mathcal{O}(\log(k(\|\xi_0 - \xi_*\| + 1))).$$
We first state a simple lemma, which will be useful within the proofs of Lemmas 9 and 10 for arguing

\[ H(0) = H(N)(r)k^N + \cdots + H(1)(r)k + H(0). \]

If \( H(N)(0) > 0 \) and \( H(1)(0) \geq 0 \) for all \( \ell = 0, \ldots, N - 1 \), then there exists \( \eta > 0 \) such that \( H(r, k) > 0 \) for all \( r \in (0, \eta) \) and \( k = 1, 2, \ldots \).

**Proof.** Let \( J = \{ \ell \in \{0, \ldots, N-1\} \mid H^{(\ell)}(0) = 0 \} \) (so \( H^{(\ell)}(r) > 0 \) for \( \ell \in \{0, \ldots, N-1\} \setminus J \)). As \( H^{(\ell)}(r) \) are continuous, one can choose \( \eta > 0 \) small enough so that \( |r| < \eta \) implies

\[
\sum_{\ell \in J} |H^{(\ell)}(r)| < \frac{H^{(N)}(0)}{2}
\]

and \( H^{(\ell)}(r) > 0 \) for all \( \ell \in \{0, \ldots, N-1\} \setminus J \). Then for \( k = 1, 2, \ldots \), we have

\[
H(r, k) = k^N \left( H^{(N)}(0) + \sum_{\ell=0}^{N-1} H^{(\ell)}(r) k^{\ell-N} \right)
> k^N \left( H^{(N)}(0) + \sum_{\ell \in J} H^{(\ell)}(r) k^{\ell-N} \right)
\geq k^N \left( H^{(N)}(0) - \sum_{\ell \in J} |H^{(\ell)}(r)| k^{\ell-N} \right)
\geq k^N \left( H^{(N)}(0) - \sum_{\ell \in J} |H^{(\ell)}(r)| \right)
> \frac{H^{(N)}(0)k^N}{2} > 0
\]

provided that \( r \in (0, \eta) \). \qed

**Proof of Lemma 9.** We show the given statement by establishing the following result: by defining the sequences \( p_k, q_k \) by \( q_k = k \) \( (k = 0, 1, \ldots) \) and

\[
p_0 = \frac{\alpha(1 - 3\alpha L + 6\alpha^2 L^2 - 2\alpha^4 L^4)}{2(1 - \alpha L)^2(1 + \alpha L)(2 + \alpha L)}
\]

\[
p_k = \frac{\alpha(k+1)(k + \alpha L(k-1))}{2(1 + \alpha L)}, \quad k = 1, 2, \ldots.
\]
we have $p_0 > 0$,
\[
V_k = p_k \|Bz_k\|^2 + q_k (Bz_k, z_k - z_0) + \frac{1}{2\alpha} \|z_0 - z_*\|^2 \geq 0,
\]
and
\[
V_k - V_{k+1} \geq \epsilon (k + 1)^2 \|Bz_k - Bz_{k+1/2}\|^2
\]
for $\alpha \in (0, \frac{\eta}{2})$, $\epsilon = \frac{\alpha^2 L(1 - \alpha^2 L^2)}{2}$ with $\eta \in (0, 1)$ sufficiently small. Once this is shown, we can conclude that for any positive integer $N$,
\[
\frac{\alpha^2 L(1 - \alpha^2 L^2)}{2} \sum_{k=0}^{N} (k + 1)^2 \|Bz_k - Bz_{k+1/2}\|^2 \leq V_0 - V_{N+1}
\]
holds, which gives
\[
\sum_{k=0}^{N} (k + 1)^2 \|Bz_k - Bz_{k+1/2}\|^2 \leq \frac{2}{\alpha^2 L(1 - \alpha^2 L^2)} \left( p_0 L^2 + \frac{1}{2\alpha} \|z_0 - z_*\|^2 \right)
\]
where
\[
C = \frac{2 - r - 2r^2 - 2r^3 + 7r^4 - 2r^6}{r (1 - r)^3 (1 + r)^2 (2 + r)} \quad (r = \alpha L)
\]
is a positive constant provided that $r < \eta$ for $\eta$ small enough.

**Case $k = 0$.** We have $z_{1/2} = z_0 - \alpha Bz_0$ and $z_1 = z_0 - \alpha Bz_{1/2}$. By monotonicity and Lipschitzness of $B$, we have
\[
V_1 + \frac{\alpha^2 L(1 - \alpha^2 L^2)}{2} \|Bz_0 - Bz_{1/2}\|^2
\]
\[
= \alpha \|Bz_1\|^2 + \langle Bz_1, z_1 - z_0 \rangle + \frac{1}{2\alpha} \|z_0 - z_*\|^2 + \frac{\alpha^2 L(1 - \alpha^2 L^2)}{2} \|Bz_0 - Bz_{1/2}\|^2 \quad (39)
\]
\[
\leq \alpha \|Bz_1\|^2 + \langle Bz_1, z_1 - z_0 \rangle + \frac{1}{2\alpha} \|z_0 - z_*\|^2 + \frac{\alpha^2 L(1 - \alpha^2 L^2)}{2} \|Bz_0 - Bz_{1/2}\|^2
\]
\[
+ \frac{\alpha}{1 + \alpha L} \left[ L^2 (z_{1/2} - z_1)^2 - \|Bz_{1/2} - Bz_1\|^2 \right] + \frac{1 - \alpha L}{1 + \alpha L} \langle z_0 - z_1, Bz_0 - Bz_1 \rangle
\]
\[
= \frac{\alpha}{1 + \alpha L} \|Bz_1\|^2 + \langle Bz_1, -\alpha Bz_{1/2} \rangle + \frac{1}{2\alpha} \|z_0 - z_*\|^2 + \frac{\alpha^2 L(1 - \alpha^2 L^2)}{2} \|Bz_0 - Bz_{1/2}\|^2
\]
\[
+ \frac{\alpha}{1 + \alpha L} \left[ \alpha^2 L^2 \|Bz_0 - Bz_{1/2}\|^2 - \|Bz_{1/2} - Bz_1\|^2 \right] + \frac{1 - \alpha L}{1 + \alpha L} \langle \alpha Bz_{1/2}, Bz_0 - Bz_1 \rangle
\]
\[
= \frac{\alpha}{2(1 + r)} \left( r(1 + 3r - r^2 - r^3) \right) \|Bz_0\|^2 - (1 - r)^2 (1 + r)(2 + r)\|Bz_{1/2}\|^2
\]
\[
+ 2(1 + r)(1 - 3r + r^3) \langle Bz_0, Bz_{1/2} \rangle + \frac{1}{2\alpha} \|z_0 - z_*\|^2 \quad (40)
\]
where $r = \alpha L$. Next, using Young’s inequality, we can bound the inner product term in (40) as
\[
2(1 + r)(1 - 3r + r^3) \langle Bz_0, Bz_{1/2} \rangle
\]
\[
\leq (1 - r)^2 (1 + r)(2 + r) \|Bz_{1/2}\|^2 + \frac{(1 + r)(1 - 3r + r^3)^2}{(1 - r)^2 (1 + r)(2 + r)} \|Bz_0\|^2.
\]
Plugging this back into (40) and rearranging, we obtain
\[
V_1 + \frac{\alpha^2 L(1 - \alpha^2 L^2)}{2} \|Bz_0 - Bz_{1/2}\|^2 \leq \frac{\alpha(1 - 3r + 6r^2 - 2r^4)}{2(1 + r)(1 - r)(2 + r)} \|Bz_0\|^2 + \frac{1}{2\alpha} \|z_0 - z_*\|^2 = V_0.
\]
Clearly, if $r$ is small enough, $p_0 = \frac{\alpha(1 - 3r + 6r^2 - 2r^4)}{2(1 - r)^2 (1 + r)(2 + r)} > 0$.  

30
Case $k \geq 1$. From the definition of the EAG iterates, we have
\[
\begin{align*}
z_{k+1} - z_0 &= (1 - \beta_k)(z_k - z_0) - \alpha B z_{k+1/2} \\
z_k - z_{k+1} &= \beta_k (z_k - z_0) + \alpha B z_{k+1/2} \\
z_{k+1/2} - z_k &= \alpha B z_{k+1/2} - \beta_k B z_k
\end{align*}
\]
Therefore, as in previous sections, we can lower-bound $V_k - V_{k+1}$ as
\[
V_k - V_{k+1} \geq \frac{q_k}{\beta_k} (z_k - z_{k+1}) - \frac{\alpha q_k}{\beta_k^2} (z_k, B z_{k+1/2}) + \alpha q_k (B z_{k+1/2}, B z_k) - p_{k+1} \|B z_{k+1}\|^2
\]
As $B$ is $L$-Lipschitz,
\[
0 \leq L^2 \|z_{k+1/2} - z_k\|^2 - \|B z_{k+1/2} - B z_k\|^2
\]
Combining this with (41), we obtain
\[
V_k - V_{k+1} - \epsilon (k+1)^2 \|B z_k - B z_{k+1/2}\|^2 \\
\geq \frac{p_k}{\beta_k} \|B z_k\|^2 - \alpha k (k + 1) (B z_k, B z_{k+1/2}) + \alpha (k + 1)^2 (B z_{k+1/2}, B z_k) - p_{k+1} \|B z_{k+1}\|^2
\]
\[
- \epsilon (k+1)^2 \|B z_k - B z_{k+1/2}\|^2 - \tau (\alpha^2 L^2 \|B z_{k+1/2} - B z_k\|^2 - \|B z_{k+1/2} - B z_k\|^2)
\]
\[
= (p_k - \alpha^2 L^2 \tau - \epsilon (k+1)^2) \|B z_k\|^2 + (\tau (1 - \alpha^2 L^2) - \epsilon (k+1)^2) \|B z_{k+1/2}\|^2 + (\tau - p_{k+1}) \|B z_{k+1}\|^2
\]
\[
+ (2 \alpha^2 L^2 \tau + 2 \epsilon (k+1)^2 - \alpha (k+1)) \langle B z_k, B z_{k+1/2} \rangle + (\alpha (k+1)^2 - 2 \tau) \langle B z_{k+1/2}, B z_k \rangle
\]
\[
= \tau \text{Tr} (M_k S_k M_k^T),
\]
where $\tau > 0$, $M_k := [B z_k, B z_{k+1/2}, B z_{k+1}]$ and
\[
S_k = \begin{bmatrix}
p_k - \alpha^2 L^2 \tau - \epsilon (k+1)^2 & \alpha^2 L^2 \tau + \epsilon (k+1)^2 - \frac{1}{2} k (k+1) & 0 \\
\alpha^2 L^2 \tau + \epsilon (k+1)^2 - \frac{1}{2} k (k+1) & \tau (1 - \alpha^2 L^2) - \epsilon (k+1)^2 & \frac{1}{2} \alpha (k+1)^2 - \tau \\
0 & \frac{1}{2} \alpha (k+1)^2 - \tau & \tau - p_{k+1}
\end{bmatrix}
\]
Now, we choose $\tau$ as
\[
\tau = \frac{(k+1) (k(1 - \alpha L + \alpha^2 L^2 + \alpha^3 L^3) - \alpha L (2 - \alpha L - \alpha^2 L^2))}{4 \alpha L^2}
\]
For notational simplicity, let $\alpha L = r$. Then by direct computation we obtain
\[
s_{11} = \frac{\alpha}{4 (1 + r)} \left( (1 - r^2)^2 k^2 + (1 - 2r - 3r^2 + 2r^4) k - r^2 (2 + r - r^3) \right)
\]
\[
s_{12} = - \frac{\alpha (1 - r)(k+1) ((1 - r^2) k - r^2)}{4}
\]
By Lemma 16, $s_{11} > 0$ for sufficiently small $r$, and in that case, Young’s inequality gives
\[
s_{11} \|B z_k\|^2 + 2 s_{12} \langle B z_k, B z_{k+1/2} \rangle + \frac{s_{12}^2}{s_{11}} \|B z_{k+1/2}\|^2 \geq 0.
\]
Continuing on, we compute
\[
t_{22} = s_{22} - \frac{s_{12}^2}{s_{11}}
\]
\[
= \frac{(1 - r^2) T_{22}^{(3)}(r) k^3 + T_{22}^{(4)}(r) k^2 + T_{22}^{(1)}(r) (k + T_{22}^{(0)}(r))}{4 L r (1 - r^2)^2 k - r (2 + r - r^3)}
\]
where $T_{22}^{(\ell)}(r)$, $\ell = 0, 1, 2, 3,$ are polynomials in $r$ defined by

\[
T_{22}^{(0)}(r) = r^2(4 + r^2 - r^3)
\]

\[
T_{22}^{(1)}(r) = -r(4 - 6r - 2r^2 - 3r^3 + 3r^4)
\]

\[
T_{22}^{(2)}(r) = 1 - 5r + 4r^3 + 3r^4 - 3r^5
\]

\[
T_{22}^{(3)}(r) = (1 + r)^2(1 - r)^3,
\]

and

\[
s_{23} = \frac{(1 + r)(k + 1)((1 - r)^2 k - r(2 - r))}{4Lr}
\]

By Lemma 16 again, $t_{22} > 0$ for sufficiently small $r$ and then Young’s inequality implies that

\[
t_{22} ||Bz_{k+1/2}||^2 + 2s_{23}(Bz_{k+1/2}, Bz_{k+1}) + \frac{s_{23}^2}{t_{22}} ||Bz_{k+1}||^2 \geq 0.
\]

Finally, we have

\[
\text{Tr}(M_k S_k M_k^T)
\]

\[
= \left(s_{11} ||Bz_k||^2 + 2s_{12}(Bz_k, Bz_{k+1/2}) + \frac{s_{12}^2}{s_{11}} ||Bz_{k+1/2}||^2\right)
\]

\[
+ \left(t_{22} ||Bz_{k+1/2}||^2 + 2s_{23}(Bz_{k+1/2}, Bz_{k+1}) + \frac{s_{23}^2}{t_{22}} ||Bz_{k+1}||^2\right) + \left(s_{33} - \frac{s_{33}^2}{t_{22}} \right) ||Bz_{k+1}||^2
\]

\[
\geq 0,
\]

as the following computation and Lemma 16 shows that $s_{33} - \frac{s_{33}^2}{t_{22}} > 0$ for sufficiently small $r$:

\[
s_{33} - \frac{s_{33}^2}{t_{22}} = \frac{\alpha r ((1 - 4r - 2r^2 + r^4) k - r(6 - r - r^3))}{2(1 - r^2)((1 + r)^2(1 - r)k - r(2 + r + r^2))}.
\]

Therefore, we have established $V_k - V_{k+1} \geq 0$ for small $r$.

**Nonnegativity.** Observe that

\[
p_k - \frac{\alpha k^2}{2} = \frac{\alpha(k + 1)(k + \alpha L(k - 1))}{2(1 + \alpha L)} - \frac{\alpha(1 + \alpha L)k^2}{2(1 + \alpha L)} = \frac{\alpha(k - \alpha L)}{2(1 + \alpha L)} > 0
\]

provided that $k \geq 1$ and $\alpha < \frac{1}{2}$. Thus,

\[
V_k \geq \frac{\alpha k^2}{2} ||Bz_k||^2 + k||Bz_k, z_k - z_0|| + \frac{1}{2\alpha} ||z_0 - z_*||^2
\]

\[
\geq \frac{\alpha k^2}{2} ||Bz_k||^2 + k||Bz_k, z_k - z_0|| + \frac{1}{2\alpha} ||z_0 - z_*||^2 \geq 0
\]

by monotonicity and Young’s inequality.

**Proof of Lemma 10.** We establish the following Lyapunov analysis: with same $p_k, q_k$ as in Lemma 9,

\[
V_k = p_k ||Bz_k||^2 + q_k(Bz_k, z_k - z_0) + p_k L^2 ||z_k - v_k||^2 + \frac{1}{2\alpha} ||z_0 - z_*||^2
\]

satisfies $V_k \geq 0$ and $V_k - V_{k+1} \geq \epsilon(k + 1)^2 ||Bv_k - Bv_{k+1}||^2$ for $k = 0, 1, \ldots, \alpha \in (0, \frac{1}{2})$, and

\[
\epsilon = \frac{\alpha^2 L^2 (1 - \alpha L - \alpha^2 L - \alpha^2 L^2)}{(1 + \alpha L)}
\]

with $\eta \in (0, 1)$ sufficiently small. This will imply

\[
\epsilon \sum_{k=0}^{N} (k + 1)^2 ||Bz_k - Bz_{k+1/2}||^2 \leq V_0 \leq \left(p_0 L^2 + \frac{1}{2\alpha}\right) ||z_0 - z_*||^2,
\]
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so that
\[
\sum_{k=0}^{\infty} (k+1)^2 \| B v_k - B v_{k+1} \|^2 \leq \frac{1}{\epsilon} \left( p_0 L^2 + \frac{1}{2\alpha} \right) \| z_0 - z_* \|^2 = \frac{C}{\alpha^2} \| z_0 - z_* \|^2
\]
with
\[
C = \frac{2 - r - 2r^2 - 2r^3 + 7r^4 - 2r^6}{r(1 - r)^2(2 + r)(1 - r - r^2 - r^3)} > 0
\]
provided that \( r = \alpha L \in (0, \eta) \) for \( \eta \) small enough.

**Nonnegativity.** Proved in the exact same way as in Lemma 9, except that we have an additional nonnegative term \( p_k L^2 \| z_k - v_k \|^2 \).

**Case** \( k = 0 \). We have \( v_1 = z_0 - \alpha B v_0 = z_0 - \alpha B z_0 \) and \( z_1 = z_0 - \alpha B v_1 \). Observe that
\[
V_1 + \epsilon \| B v_0 - B v_1 \|^2 = \frac{\alpha}{1 + \alpha L} \| B z_1 \|^2 + \langle B z_1, z_1 - z_0 \rangle + p_1 L^2 \| z_1 - v_1 \|^2 + \frac{1}{2\alpha} \| z_0 - z_* \|^2 + \epsilon \| B z_0 - B v_1 \|^2
\]
\[
= \frac{\alpha}{1 + \alpha L} \| B z_1 \|^2 + \langle B z_1, -\alpha B v_1 \rangle + p_1 L^2 \| \alpha (B z_0 - B v_1) \|^2 + \frac{1}{2\alpha} \| z_0 - z_* \|^2 + \epsilon \| B z_0 - B v_1 \|^2
\]
\[
= \frac{\alpha}{1 + \alpha L} \| B z_1 \|^2 + \langle B z_1, -\alpha B v_1 \rangle + \frac{1}{2\alpha} \| z_0 - z_* \|^2 + (\alpha^2 L^2 p_1 + \epsilon) \| B z_0 - B v_1 \|^2. \quad (42)
\]
Because
\[
\alpha^2 L^2 p_1 + \epsilon = \alpha^2 L^2 \frac{\alpha}{1 + \alpha L} + \frac{\alpha^2 L (1 - \alpha L - \alpha^2 L^2 - \alpha^3 L^3)}{2(1 + \alpha L)} = \alpha^2 L (1 - \alpha^2 L^2) / 2,
\]
we see that the expression (42) coincides with (39), except that \( B z_{1/2} \) is replaced with \( B v_1 \). Therefore, the rest of the proof is exactly the same as in Lemma 9 (add the same set of inequalities to (42) with \( v_1 \) and \( B v_1 \) in places of \( z_{1/2} \) and \( B z_{1/2} \), respectively).

**Case** \( k \geq 1 \). Using the identities
\[
z_{k+1} - z_0 = (1 - \beta_k) (z_k - z_0) - \alpha B v_{k+1}
\]
\[
z_k - z_{k+1} = \beta_k (z_k - z_0) + \alpha B v_{k+1}
\]
\[
v_k - z_k = \alpha B v_k - \alpha B v_{k+1}
\]
\[
v_{k+1} - z_{k+1} = \alpha B v_{k+1} - \alpha B v_k,
\]
we begin with
\[
V_k - V_{k+1} \geq V_k - V_{k+1} - \frac{q_k}{\beta_k} (z_k - z_{k+1}, B z_k - B z_{k+1})
\]
\[
= p_k \| B z_k \|^2 - \frac{\alpha q_k}{\beta_k} (B z_k, B v_{k+1}) + \frac{\alpha q_k}{\beta_k (1 - \beta_k)} (B v_{k+1}, B z_{k+1}) - p_{k+1} \| B z_{k+1} \|^2
\]
\[
+ \alpha^2 p_k L^2 \| B v_{k-1} - B v_k \|^2 - \alpha^2 p_{k+1} L^2 \| B v_k - B v_{k+1} \|^2
\]
\[
= p_k \| B z_k \|^2 - \alpha (k+1) (B z_k, B v_{k+1}) + \alpha (k+1)^2 (B v_{k+1}, B z_{k+1}) - p_{k+1} \| B z_{k+1} \|^2
\]
\[
+ \alpha^2 p_k L^2 \| B v_{k-1} - B v_k \|^2 - \alpha^2 p_{k+1} L^2 \| B v_k - B v_{k+1} \|^2. \quad (43)
\]
Following the idea in the prior work [92] which introduced the anchored Popov’s scheme, we use the following inequality:
\[
\| B v_k - B v_{k+1} \|^2 = \| (B v_k - B z_k) + (B z_k - B v_{k+1}) \|^2
\]
\[
\leq 2 \| B v_k - B z_k \|^2 + 2 \| B z_k - B v_{k+1} \|^2
\]
\[
\leq 2 L^2 \| v_k - z_k \|^2 + 2 \| z_k - B v_{k+1} \|^2
\]
\[
= 2 \alpha^2 L^2 \| B v_k - B v_{k-1} \|^2 + 2 \| z_k - B v_{k+1} \|^2,
\]
\[
= 2 \alpha^2 L^2 \| B v_{k+1} - B v_k \|^2 + 2 \| z_{k+1} - B v_{k+1} \|^2.
\]
which implies
\[ 2\alpha^2 L^2 \|B v_k - B v_{k-1}\|^2 + 2 \|B z_k - B v_{k+1}\|^2 - \|B v_k - B v_{k+1}\|^2 \geq 0. \]  
(44)

Additionally, note the simple Lipschitzness inequality
\[ 0 \leq \alpha^2 L^2 \|B v_k - B v_{k+1}\|^2 + \|B v_k - B v_{k+1}\|^2 - \|B ^{z_k+1} - B v_{k+1}\|^2 \geq 0. \]  
(45)

Then, given positive constants \( \tau_1, \tau_2 \), we can lower-bound \( V_k - V_{k+1} - \epsilon (k + 1)^2 \|B v_k - B v_{k+1}\|^2 \) by using (43) and subtracting \( \frac{\tau_1}{2} \times (44) \) and \( \tau_2 \times (45) \) as
\[
V_k - V_{k+1} - \epsilon (k + 1)^2 \|B v_k - B v_{k+1}\|^2 \\
\geq p_k \|B z_k\|^2 - \alpha (k + 1) (B z_k, B v_{k+1}) + \alpha (k + 1)^2 (B v_{k+1}, B z_k) - p_{k+1} \|B z_{k+1}\|^2 \\
+ \alpha^2 p_k L^2 \|B v_{k-1} - B v_k\|^2 - \alpha^2 p_{k+1} L^2 \|B v_k - B v_{k+1}\|^2 - \epsilon (k + 1)^2 \|B v_k - B v_{k+1}\|^2 \\
- \frac{\tau_1}{2} (2\alpha^2 L^2 \|B v_k - B v_{k-1}\|^2 + 2 \|B z_k - B v_{k+1}\|^2 - \|B v_k - B v_{k+1}\|^2) \\
- \tau_2 (\alpha^2 L^2 \|B v_k - B v_{k+1}\|^2 - \|B z_{k+1} - B v_{k+1}\|^2) \\
= \alpha^2 L^2 (p_k - \tau_1) \|B v_{k-1} - B v_k\|^2 \\
+ \left( \frac{\tau_1}{2} - \alpha^2 L^2 \tau_2 - \alpha^2 L^2 p_{k+1} - \epsilon (k + 1)^2 \right) \|B v_k - B v_{k+1}\|^2 \\
+ \left( p_k - \tau_1 \right) \|B z_k\|^2 + (2\tau_1 - \alpha (k + 1)) (B z_k, B v_{k+1}) + (\tau_2 - \tau_1) \|B v_{k+1}\|^2 \\
+ \left( \alpha (k + 1)^2 - 2\tau_2 \right) (B v_{k+1}, B z_{k+1}) + (\tau_2 - p_{k+1}) \|B z_{k+1}\|^2. \\
\]  
(46)

We take
\[
\tau_1 = \frac{\alpha (k + 1) \left((1 + 2\alpha^2 L^2)k - \alpha L(1 - 2\alpha L)\right)}{3}, \quad \tau_2 = \frac{\tau_1}{4\alpha^2 L^2},
\]
which are positive for \( \alpha L \) sufficiently small (by Lemma 16), and plug in \( \epsilon = \frac{\alpha^2 L (1 - \alpha L - \alpha^2 L^2 - \alpha^3 L^3)}{2(1 + \alpha L)} \) and
\[
p_k = \frac{\alpha (k + 1) (k + \alpha L (k - 1))}{2(1 + \alpha L)}, \quad p_{k+1} = \frac{\alpha (k + 2) (k + 1 + \alpha L)}{2(1 + \alpha L)}
\]




to obtain
\[
p_k - \tau_1 = \frac{\alpha (k + 1) \left((1 + r - 4r^2 - 4r^3)k - r(1 + 2r + 4r^2)\right)}{6(1 + r)}
\]
(47)
and
\[
\frac{\tau_1}{2} - \alpha^2 L^2 \tau_2 - \alpha^2 L^2 p_{k+1} - \epsilon (k + 1)^2 = \frac{\alpha \left(T(2)(r)k^2 + T(1)(r)k + T(0)(r)\right)}{12(1 + r)}
\]
where \( r = \alpha L \) and \( T(\ell)(r) \), \( \ell = 0, 1, 2 \), are polynomials in \( r \) defined by
\[
T(0)(r) = -r(7 + 5r - 8r^2 - 6r^3) \\
T(1)(r) = 1 - 12r - 3r^2 + 4r^3 + 12r^4 \\
T(2)(r) = 1 - 5r + 2r^2 + 2r^3 + 6r^4.
\]
Therefore, by Lemma 16, \( \tau_1, \tau_2 \) and the coefficients of the first two norm square terms in (46) are positive provided that \( r \) is sufficiently small, and thus we obtain
\[
V_k - V_{k+1} - \epsilon (k + 1)^2 \|B v_k - B v_{k+1}\|^2 \\
\geq (p_k - \tau_1) \|B z_k\|^2 + (2\tau_1 - \alpha (k + 1)) (B z_k, B v_{k+1}) + (\tau_2 - \tau_1) \|B v_{k+1}\|^2 \\
+ \left( \alpha (k + 1)^2 - 2\tau_2 \right) (B v_{k+1}, B z_{k+1}) + (\tau_2 - p_{k+1}) \|B z_{k+1}\|^2 \\
= \text{Tr}(M_k S_k M_k^T),
\]
We have seen in (47) that $s_{11} = p_k - \tau_1 > 0$ if $r$ is small. Next, we have

$$t_{22} = s_{22} - \frac{s_{22}^2}{s_{11}} = \frac{(1 - 2r)(k + 1) \left((1 + 3r + 2r^2)k - r(1 - 2r)\right) \left((1 - 4r^2)k - r(1 + 4r)\right)}{12lr \left((1 + r - 4r^2 - 4r^3)k - r(1 + 2r + 4r^2)\right)}$$

and

$$t_{33} = s_{33} - \frac{s_{23}^2}{t_{22}} = \alpha r \frac{((1 - 8r - 4r^2 - 4r^3)k - 2r(5 - 2r + 2r^2))}{2(1 + r)(1 - 2r)\left((1 + 3r + 2r^2)k - r(1 - 2r)\right)}.$$

and as Lemma 16 shows that these quantities are positive for small $r$, we conclude that

$$V_k - V_{k+1} - \epsilon(k + 1)^2 \|BV_k - Bv_{k+1}\|^2 \geq \text{Tr}(M_k S_k M_k^\top)$$

$$= (s_{11} \|Bz_k\|^2 + 2s_{12}(Bz_k, Bv_{k+1}) + \frac{s_{22}^2}{s_{11}} \|Bv_{k+1}\|^2)$$

$$+ \left(t_{22} \|Bv_{k+1}\|^2 + 2s_{23}(Bv_{k+1}, Bz_{k+1}) + \frac{s_{23}^2}{t_{22}} \|Bz_{k+1}\|^2\right) + t_{33} \|Bz_{k+1}\|^2$$

$$\geq 0.$$

\[\square\]

### F MP analysis for algorithms with iteration-dependent step-sizes

In order to perform the MP analysis of Section 3 for the algorithms with step-sizes varying over iterations such as (9) and (10), we must consider the Halpern iteration with varying resolvent parameters:

$$w_{k+1/2} = \beta_k w_0 + (1 - \beta_k) w_k$$

$$w_{k+1} = J_{\alpha_k B}(w_{k+1/2}).$$

(48)

This is an instance of the generalized Halpern iteration using operators with common fixed points, i.e.,

$$u_{k+1} = \beta_k u_0 + (1 - \beta_k) T_k u_k,$$

where each $T_k : \mathbb{R}^d \to \mathbb{R}^d$ is nonexpansive and $\bigcap_{k=0}^\infty \text{Fix } T_k \neq \emptyset$.

Proceeding in the same way as in Section B.2, denoting by $z_k$ the iterates of (9) and $w_k$ the generalized Halpern iterates (48), we have

$$(k + 1)^2 \|z_{k+1} - w_{k+1}\|^2 \leq k^2 \|z_k - w_k\|^2 + \alpha_k^2 (k + 1)^2 \|Bz_k - Bz_{k+1/2}\|^2.$$

Therefore, once $\{\alpha_k\}_k$ are chosen appropriately so that a summability result

$$\sum_{k=0}^\infty \alpha_k^2 (k + 1)^2 \|Bz_k - Bz_{k+1/2}\|^2 \leq C \|z_0 - z_*\|^2 < \infty$$

holds (which analogous to Lemma 9), then an MP result between the two algorithms can be established. The same analysis can be carried out for the APS algorithm as well. Assuming that the step-size sequence $\{\alpha_k\}_k$ converges to some positive limit $\alpha_\infty$ (which is the case for EAG-V [100] and the original APS [92]), the operators $T_k = J_{z_0 B}$ uniformly converges to $T_\infty = J_{z_\infty B}$ on every compact subset of $\mathbb{R}^d$ [7, Proposition 23.31], and we anticipate that (48) will behave asymptotically similarly as the ordinary Halpern iteration for $T_\infty$ and that the formal convergence analysis could be carried out without significant obstacles. However, we do not further pursue this direction in the interest of keeping the length of this paper manageable.
### G Regularity of convex and convex-concave functions

Consider an extended real-valued convex function \( f : \mathbb{R}^n \to \mathbb{R} \cup \{\pm \infty\} \). We say \( f \) is proper if \( f(x) > -\infty \) for all \( x \in \mathbb{R}^n \) and \( f(x) < +\infty \) for at least one \( x \in \mathbb{R}^n \). The closure \( f \), written as \( \text{cl} f \), is defined as the constant function \( \text{cl} f \equiv -\infty \) if \( f(x) = -\infty \) for some \( x \in \mathbb{R}^n \) and otherwise
\[
\text{cl} f(x) := \lim_{x' \to x} f(x').
\]

We say \( f \) is closed if \( \text{cl} f = f \) (when \( f \) is proper, this is equivalent to lower semicontinuity). If \( f \) is closed, convex, and proper (CCP), its convex subdifferential operator \( \partial f : \mathbb{R}^n \rightharpoonup \mathbb{R}^n \) defined by
\[
\partial f(x) = \{ v \in \mathbb{R}^n \mid f(x') \geq f(x) + \langle v, x' - x \rangle, \quad \forall x' \in \mathbb{R}^n \}
\]
is maximal monotone [81, Corollary 31.5.2]. For an extended real-valued concave function \( g \), we define \( \text{cl} g = -\text{cl} (-g) \) and say it is proper (resp. closed) if \(-g\) is proper (resp. closed) as a convex function.

Let \( K : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \cup \{\pm \infty\} \) be an extended real-valued convex-concave function. Define
\[
\begin{align*}
dom_x K &= \{ x \in \mathbb{R}^n \mid K(x, y) < +\infty, \quad \forall y \in \mathbb{R}^m \} \\
\dom_y K &= \{ y \in \mathbb{R}^m \mid K(x, y) > -\infty, \quad \forall x \in \mathbb{R}^n \} \\
\dom K &= \dom_x K \times \dom_y K.
\end{align*}
\]

We say \( K \) is proper if \( \dom K \neq \emptyset \). Define \( \text{cl}_x K(x, y) \) as the function obtained by taking the convex closure of \( K(x, y) \) with respect to \( x \) for each fixed \( y \), and define \( \text{cl}_y K(x, y) \) analogously. Then both \( \text{cl}_x K \) and \( \text{cl}_y K \) are convex-concave [81, Corollary 33.1.1]. Respectively define the lower and upper closures of \( K \) by
\[
\begin{align*}
\underline{K} &= \text{cl}_x \text{cl}_y K, \quad \overline{K} = \text{cl}_y \text{cl}_x K,
\end{align*}
\]

which satisfy \( \underline{K} \leq \overline{K} \). We say \( K \) is closed if \( \text{cl}_x K = \text{cl}_x \text{cl}_y K \) and \( \text{cl}_y K = \text{cl}_y \text{cl}_x K \).

The saddle subdifferential operator \( \partial_{\pm} K : \mathbb{R}^n \times \mathbb{R}^m \rightharpoonup \mathbb{R}^n \times \mathbb{R}^m \) is defined by
\[
\partial_{\pm} K(x, y) = \{ (v, w) \in \mathbb{R}^n \times \mathbb{R}^m \mid v \in \partial_x K(x, y), \quad w \in \partial_y (\pm K)(x, y) \},
\]
where \( \partial_x K(x, y) \) denotes the convex subdifferential of \( K(x, y) \) as a convex function of \( x \) (for each fixed \( y \)), and \( \partial_y (\pm K)(x, y) \) denotes the convex subdifferential of \( \pm K(x, y) \) as a convex function of \( y \) (for each fixed \( x \)). If \( K \) is closed, convex-concave, and proper (CCCP), then \( \partial_{\pm} K \) is maximal monotone [81, Corollary 35.7.2] and \((x, y)\) is a minimax solution to
\[
\begin{align*}
\text{minimize} & \quad K(x, y) \\
\text{maximize} & \quad K(x, y)
\end{align*}
\]
if and only if \( 0 \in \partial_{\pm} K(x, y) \). Given \( z \in \mathbb{R}^n \times \mathbb{R}^m \), \( K \) is differentiable at \( z \) if and only if \( \partial_{\pm} K \) is singleton, and in that case, \( \partial_{\pm} K(z) = \nabla_{\pm} K(z) \) [81, Theorem 35.8].

We say two convex-concave functions \( K, L \) are equivalent if \( \text{cl}_x K = \text{cl}_x L \) and \( \text{cl}_y K = \text{cl}_y L \). If \( K, L \) are equivalent, then they share the set of minimax solutions, the function values at the solutions (if any) are equal, and \( \partial_{\pm} K = \partial_{\pm} L \) [81, Theorem 36.4, Corollary 37.4.1]. If \( K \) is a closed convex-concave function, then the equivalence class of closed convex-concave functions containing \( K \) is precisely characterized [81, Theorem 34.2] by
\[
\{ L : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \cup \{\pm \infty\} \mid L \text{ is closed, convex-concave, and } \underline{K} \leq L \leq \overline{K} \}.
\]

When \( f \) and \( g \) are respectively CCP functions on \( \mathbb{R}^n \) and \( \mathbb{R}^m \), we define
\[
f(x) - g(y) = \begin{cases} f(x) - g(y) & x \in \text{dom} f, \ y \in \text{dom} g \\ +\infty & x \notin \text{dom} f, \ y \in \text{dom} g \\ -\infty & x \in \text{dom} f, \ y \notin \text{dom} g \end{cases}
\]
but when \( x \notin \text{dom} f, \ y \notin \text{dom} g \), it seems unclear how to define \( f(x) - g(y) = +\infty - \infty \). However, it turns out that one can extend (49) to a CCCP function on \( \mathbb{R}^n \times \mathbb{R}^m \), and any such extensions are equivalent to one another [81, Theorem 34.4]. In particular, using the convention \( +\infty - \infty = -\infty \), one gets the lower closure (minimal element) of the equivalence class containing the equivalent CCCP extensions of (49). Alternatively, using the convention \( +\infty - \infty = +\infty \), one gets the upper closure (maximal element) of the equivalence class. In this regard, we can safely deal with the case \( \text{L}_{p}(x, y) = f(x) - g(y) \) (where the equality in fact means \( \text{L}_{p} \) belongs to the equivalence class of CCCP extensions of (49)) without pathology or ambiguities.