Tighter Expected Generalization Error Bounds via Wasserstein Distance
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Abstract

This work presents several expected generalization error bounds based on the Wasserstein distance. More specifically, it introduces full-dataset, single-letter, and random-subset bounds, and their analogues in the randomized subsample setting from Steinke and Zakynthinou [1]. Moreover, when the loss function is bounded and the geometry of the space is ignored by the choice of the metric in the Wasserstein distance, these bounds recover from below (and thus, are tighter than) current bounds based on the relative entropy. In particular, they generate new, non-vacuous bounds based on the relative entropy. Therefore, these results can be seen as a bridge between works that account for the geometry of the hypothesis space and those based on the relative entropy, which is agnostic to such geometry. Furthermore, it is shown how to produce various new bounds based on different information measures (e.g., the lautum information or several $f$-divergences) based on these bounds and how to derive similar bounds with respect to the backward channel using the presented proof techniques.

1 Introduction

A learning algorithm is a mechanism that takes a dataset $s = (z_1,\ldots,z_n)$ of $n$ samples $z_i \in Z$ taken i.i.d. from a distribution $P_Z$ as an input, and produces a hypothesis $w \in W$ by means of the conditional probability distribution $P_{W|S}$.

The ability of a hypothesis $w$ to characterize a sample $z$ is described by the loss function $\ell(w,z) \in \mathbb{R}$. More precisely, a hypothesis $w$ describes well the samples from a population $P_Z$ when its population risk, i.e., $\mathcal{L}_{P_Z}(w) \triangleq \mathbb{E}[\ell(w,Z)]$, is low. However, the distribution $P_Z$ is often not available and the empirical risk on the dataset $s$, i.e., $\mathcal{L}_s(w) \triangleq \frac{1}{n} \sum_{i=1}^{n} \ell(w,z_i)$, is considered as a proxy. Therefore, it is of interest to study the discrepancy between the population and empirical risks, which is defined as the generalization error:

$$\text{gen}(w, s) \triangleq \mathcal{L}_{P_Z}(w) - \mathcal{L}_s(w).$$

Classical approaches bound the generalization error in expectation and in probability (PAC Bayes) either by studying the complexity and the geometry of the hypothesis’ space $W$ or by exploring properties of the learning algorithm itself; see, e.g., [2, 3] for an overview.

More recently, the relationship (or amount of information) between the generated hypothesis and the training dataset has been used as an indicator of the generalization performance. In [4], based on
After that, a more structured setting is introduced in [1], studying instead the relationship between the data shown that a similar result holds, if the metric is the Minkowski distance, for the distribution of the are finite when a suitable metric is chosen but are difficult to evaluate. Concurrently, in [17] it is

distribution after observing a single sample

In parallel, there were some attempts to bridge the gap between employing the geometry and information counterparts [10], e.g., these conditional notions of information are always finite [1] and smaller than their “unconditional” mutual information [9], i.e.,

The authors consider a super-sample of $2n$ i.i.d. Bernoulli trial outcomes $\tilde{s}_i$ from $P_Z$, i.e., $\tilde{s} = (\tilde{s}_1, \ldots, \tilde{s}_{2n})$. This super sample is used to construct the dataset $\hat{s}$ by choosing between the samples $\tilde{s}_i$ and $\tilde{s}_{i+n}$ using a Bernoulli random variable $U_i$ with probability $\frac{1}{2}$, i.e., $\tilde{s}_i = \tilde{s}_{i+n}$.

In this paper, the two settings are referred to as the standard and randomized-subsample settings. In the randomized-subsample setting, the empirical generalization error is defined as the difference between the empirical risk on the samples from $\tilde{s}$ not used to obtain the hypothesis, i.e., $\hat{s} = \tilde{s} \setminus s$, and the empirical risk on the dataset $s$, i.e.,

where $u$ is the sequence of $n$ i.i.d. Bernoulli trial outcomes $u_i$. The expected value of the empirical and the (standard) generalization errors coincide, i.e.,

Some steps towards unifying these results are taken in [8], where the authors develop a framework that makes it possible to recover the expected generalization error bounds based on the mutual information $I(W; S)$ and the conditional mutual information $I(W; U|S)$. Then, the aforementioned framework is further exploited in [9] to recover the single-sample and the random-subsets bounds, which are based on $I(W; Z_i)$, $D_{KL}(P_W|S \| P_W|S_{jc})$, and $D_{KL}(P_W|\tilde{s}, U|S \| P_W|\tilde{s}, U_{jc})$, and to generate new individual conditional mutual information bounds, i.e., $I(W; U_i|Z_i, Z_{i+n})$. Finally, in [11, 12], other systematic ways to recover some of the said bounds and obtain similar new ones are studied.

In parallel, there were some attempts to bridge the gap between employing the geometry and complexity of the hypothesis space and the relationship between the hypothesis and the training samples. In [13], the authors bound $\mathbb{E}[\text{gen}(W, S)]$ with a function of weighted dependencies between the dataset and increasingly finer quantizations of the hypothesis, i.e., $\left\{2^{-k/2}I([W]|S)\right\}_k$, which can be finite even if $I(W; S) \to \infty$. This result stems from a clever usage of the chaining technique [14, Theorem 5.24], and a comparison with this kind of approaches is given in Appendix A. Later, in [15] and [16], it is shown that the expected generalization error is bounded from above by a function of the Wasserstein distance between the hypothesis distribution after observing the dataset $P_{W|S}$ and its prior $P_W$, i.e., $W_p(P_{W|S}, P_W)$, and by a function of the Wasserstein distance between the hypothesis distribution after observing a single sample $P_{W|Z}$, and its prior $P_W$, i.e., $W_p(P_{W|Z}, P_W)$, which are finite when a suitable metric is chosen but are difficult to evaluate. Concurrently, in [17] it is shown that a similar result holds, if the metric is the Minkowski distance, for the distribution of the data $P_S$ and the backward channel $P_{S|W}$, i.e., $W_p(P_{S|W}, P_S)$.

The main contributions of this paper are the following:

- It introduces new, tighter single letter and random-subset Wasserstein distance bounds for the standard and randomized-subsample settings (Theorems 1, 2, 3, and 4).
- It shows that when the loss is bounded and the geometry of the space is ignored, these bounds recover from below (and thus are tighter than) the current relative entropy and mutual

---

1In [8] the latter is called the random-subset setting. However, this may cause confusion with the random-subset bounds in the present work.
information bounds on both the standard and randomized-subsample settings. In fact, they are also tighter when the loss is additionally subgaussian or under certain milder conditions on the geometry. However, these results are deferred to Appendix B to expose the main ideas more clearly. Moreover, Corollaries 1 and 2 overcome the issue of potentially vacuous relative entropy bounds on the standard setting.

• It introduces new bounds based on the backward channel, which are analogous to those based on the forward channel and more general than previous results in [17].

• It shows how to generate new bounds based on a variety of information measures, e.g., the Kullback–Leibler information or several f-divergences like the Hellinger distance or the χ²-divergence, thus making the characterization of the generalization more flexible.

2 Preliminaries

2.1 Notation

Random variables X are written in capital letters, their realizations x in lower-case letters, their set of outcomes Ξ in calligraphic letters, and their Borel σ-algebras Ξ in script-style letters. Moreover, the probability distribution of a random variable X is written as PX : Ξ → [0, 1]. Hence, the random variable X or the probability distribution PX induce the probability space (Ξ, Ξ, PX). When more than one random variable is considered, e.g., X and Y, their joint distribution is written as PX, Y : Ξ⊗Y → [0, 1] and their product distribution as PX ⊗ PY : Ξ⊗Y → [0, 1]. Moreover, the conditional probability distribution of Y given X is written as PY |X : Y ⊗ Ξ → [0, 1] and defines a probability distribution PY |X=x (or PY|x for brevity) over Y for each element x ∈ X. Finally, there is an abuse of notation writing PX, Y = PY |X × PX since PX, Y(B) = ∫ (∫ θB ((x, y)) dPY |X=x(y)) dPX(x) for all B ∈ Ξ ⊗ Y, where θB is the characteristic function of the set B. The natural logarithm is log.

2.2 Necessary definitions, remarks, claims, and lemmas

Definition 1. Let ρ : Ξ × Ξ → ℜ+ be a metric. A space (Ξ, ρ) is Polish if it is complete and separable. Throughout it is assumed that all Polish spaces (Ξ, ρ) are equipped with the Borel σ-algebra Ξ generated by ρ. When there is no ambiguity, both the metric space (Ξ, ρ) and the generated measurable space (Ξ, Ξ) are written as Ξ.

Definition 2. Let (Ξ, ρ) be a Polish metric space and let p ∈ [1, ∞). Then, the Wasserstein distance of order p between two probability distributions P and Q on Ξ is

$$\mathbb{W}_p(P, Q) \triangleq \left( \inf_{R \in \Pi(P, Q)} \int_{\Xi \times \Xi} \rho(x, y)^p dR(x, y) \right)^{1/p},$$

where Π(P, Q) is the set of all couplings R of P and Q, i.e., all joint distributions on Ξ × Ξ with marginals P and Q, that is, P(B) = R(B, Ξ) and Q(B) = R(Ξ, B) for all B ∈ Ξ.

Remark 1. Hölder’s inequality implies that $\mathbb{W}_p \leq \mathbb{W}_q$ for all $p \leq q$ [18, Remark 6.6]. Hence, since this work is centered on upper bounds the focus is on $\mathbb{W}_1$.

Definition 3. A function f : Ξ → ℜ is said to be L-Lipschitz under the metric ρ, or simply $f \in L\text{-}\text{Lip}(\rho)$, if $|f(x) - f(y)| \leq L\rho(x, y)$ for all x, y ∈ Ξ.

Lemma 1 (Kantorovich-Rubinstein duality [18, Remark 6.5]). Let $\mathcal{P}_1(\Xi)$ be the space of probability distributions on Ξ with a finite first moment. Then, for any two distributions P and Q in $\mathcal{P}_1(\Xi)$

$$\mathbb{W}(P, Q) = \sup_{f \in L\text{-}\text{Lip}(\rho)} \left\{ \int_{\Xi} f(x) dP(x) - \int_{\Xi} f(x) dQ(x) \right\}. \tag{KR duality}$$

Definition 4. The total variation between two probability distributions P and Q on Ξ is

$$\text{TV}(P, Q) \triangleq \sup_{A \in \Sigma} \{ P(A) - Q(A) \}.$$

Definition 5. The discrete metric is $\rho_{\delta}(x, y) \triangleq 1[x \neq y], \text{ where } 1 \text{ is the indicator function.}$

Remark 2. A bounded function f : Ξ → [a, b] is (b − a)-Lipschitz under the discrete metric $\rho_{\delta}$.

Remark 3. The Wasserstein distance of order 1 is dominated by the total variation. For instance, if P and Q are two distributions on Ξ then $\mathbb{W}(P, Q) \leq d_{\rho}(\Xi)\text{TV}(P, Q)$, where $d_{\rho}(\Xi)$ is the diameter of Ξ. In particular, when the discrete metric is considered $\mathbb{W}(P, Q) = \text{TV}(P, Q)$ [18, Theorem 6.15].
Lemma 2 (Pinsker’s and Bretagnolle–Huber’s (BH) inequalities). Let $P$ and $Q$ be two probability distributions on $X$ and define $\Psi(x) \triangleq \sqrt{\min\{x/2, 1 - \exp(-x)\}}$, then [19, Theorem 6.5] and [20, Proof of Lemma 2.1] state that

$$\TV(P, Q) \leq \Psi(D_{KL}(P \parallel Q)).$$

3 Expected Generalization Error Bounds

This section presents our main results. First, in §3.1 and §3.2, single-letter and random-subset bounds based on the Wasserstein distance are introduced for the studied settings. These subsections also show how these bounds are tighter than current bounds based on the Wasserstein distance and the relative entropy. Moreover, an example where these bounds outperform current bounds is provided. Then, in §3.3 it is shown how to obtain analogous bounds to those in §3.1 and §3.2 for the backward channel. Finally, §3.4 shows how the presented results lead to a rich set of new bounds based on different information measures. All complete proofs and technical details are deferred to the appendix.

3.1 Standard setting

In [15, Theorem 2], the authors show that the expected generalization error is bounded from above by the Wasserstein distance between the forward channel distribution $P_{W|S}$ and the marginal distribution of the hypothesis $P_W$. More specifically, when the loss function $\ell$ is $L$-Lipschitz under a metric $\rho$ for all $z \in Z$ and the hypothesis space $\mathcal{W}$ is Polish, then

$$|\text{gen}(W, S)| \leq LE[\mathcal{W}(P_{W|S}, P_W)] = L \int_{\mathcal{Z}^n} \mathcal{W}(P_{W|S=s}, P_W) dP_Z^\otimes n(s).$$

(1)

This bound considers both the geometry of the hypothesis space by means of the metric $\rho$ and the dependence between the hypothesis and the dataset via the discrepancy between the forward channel $P_{W|S}$ and the marginal $P_W$. Nonetheless, it is not clear how it relates with other results agnostic to the geometry of the space. For instance, when the loss function $\ell$ is bounded in $[a, b]$, if the geometry is ignored (i.e., the discrete metric is considered), then

$$|\text{gen}(W, S)| \leq (b - a)E[\mathcal{W}(P_{W|S}, P_W)] \leq (b - a)\Psi(I(W; S)),$$

where the inequalities follow from Remark 2, Lemma 2, and Jensen’s inequality (note $\Psi(x)$, defined in Lemma 2, is concave on $x$). This result compares negatively with other results employing the mutual information, e.g., [4, Theorem 1], where the bound has a decaying factor of $1/\sqrt{n}$.

Nonetheless, it is possible to find a single-letter version of [15, Theorem 2] using a similar strategy to [6, Proposition 1] and [9, Propositions 1 and 3], which generalizes [16, Theorem 1] to algorithms that may consider the ordering of the samples. More concretely, the expected generalization error is controlled by a function of the Wasserstein distance of the hypothesis’ distribution before and after observing a single sample $Z_i$, i.e., $\mathcal{W}(P_{W|Z_i}, P_W)$.

**Theorem 1.** Suppose that the loss function $\ell$ is $L$-Lipschitz for all $z \in Z$ and that the hypothesis space $\mathcal{W}$ is Polish. Then,

$$|\text{gen}(W, S)| \leq \frac{L}{n} \sum_{i=1}^n E[\mathcal{W}(P_{W|Z_i}, P_W)].$$

Moreover, when the loss function is bounded and the geometry of the space is ignored by considering the discrete metric, this single-letter result can improve upon current relative entropy and mutual information bounds.

**Corollary 1.** Under the conditions of Theorem 1, if the loss $\ell$ is bounded in $[a, b]$, then

$$|\text{gen}(W, S)| \leq \frac{b - a}{n} \sum_{i=1}^n E[\mathcal{W}(P_{W|Z_i}, P_W)] \leq \frac{b - a}{n} \sum_{i=1}^n E[\Psi(I(P_{W|Z_i} \parallel P_W))]$$

(2)
It is also possible to obtain a random-subset version of [15, Theorem 2] using a similar strategy to [9, Propositions 2 and 4]. This kind of bounds, rather than looking at how knowing a single sample \(Z_i\) modifies the hypothesis distribution, i.e., \(\mathcal{W}(P_W|Z_i, P_W)\), look at how the knowledge of a set of samples \(S_j\) alters the hypothesis distribution when all the other samples, \(S_{j^c}\), used to obtain the hypothesis are known too, i.e., \(W(P_W|S, P_W|S_{j^c})\).

**Theorem 2.** Suppose that the loss function \(\ell\) is \(L\)-Lipschitz for all \(z \in \mathcal{Z}\) and that the hypothesis space \(\mathcal{W}\) is Polish. Let \(J\) be a uniformly random subset of \([n]\) such that \(|J| = m\), and that is independent of \(W\) and \(S\). Let also \(R\) be a random variable independent of \(S\) and \(J\). Then,

\[
\mathbb{E}[\mathcal{W}(W, S)] = L \mathbb{E}[\mathcal{W}(P_W|S, R, P_W|S_{j^c}, R)] \quad \text{and} \quad \mathbb{E}[\mathcal{W}(W, S)] = \mathbb{E}[\mathcal{W}(P_W|S, R, P_W|S_{j^c}, R) | J].
\]

In particular, when \(m = 1\), the two equations from Theorem 2 reduce to [21, Lemma 3]

\[
\mathbb{E}[\mathcal{W}(W, S)] = \mathbb{E}[\mathcal{W}(W|S, R, P_W|S_{j^c}, R)],
\]

where \(S^{-J} = S \setminus Z_J\), i.e., the whole dataset except sample \(Z_J\). Moreover, if the loss is bounded and the geometry is ignored, Theorem 2 improves upon the tightest bounds in terms of the relative entropy of random subsets, cf. [7, Theorem 2.5].

**Corollary 2.** In the conditions of Theorem 2, if the loss is bounded in \([a, b]\), then

\[
\mathbb{E}[\mathcal{W}(W, S)] \leq (b - a) \mathbb{E}[\mathcal{W}(P_W|S, R, P_W|S_{j^c}, R)] \leq \frac{b}{n} \left(1 + \frac{1}{n}\right) \sum_{i=1}^{n} \mathbb{E}[\mathcal{W}(P_W|S, R, P_W|S_{j^c}, R)].
\]

These data-dependent bounds characterize the expected generalization error of the Langevin dynamics (LD) and stochastic gradient Langevin dynamics (SGLD) algorithms [7, Theorems 3.1 and 3.3], where \(R\) is an artificial random variable used to encode some knowledge necessary to characterize the hypothesis distribution, such as the batch indices of SGLD. In particular, Corollary 2 improves upon [7, Theorem 2.5] tightening the elements of the expectation with respect to \(J\) for which the divergence is large (\(\geq 1.6\)).

It is possible to prove that Theorem 1 is tighter than [15, Theorem 1]. This results by studying the KR dual representation of the Wasserstein distance and noting that the conditional distribution \(P_W|Z_i\), is a smoothed version of the forward channel, i.e., \(P_W|Z_i = \mathbb{E}[P_W|Z_i]\). Comparisons with Theorem 2 are also possible using similar arguments and the triangle inequality. These results are informally summarized below and presented with more details and the proofs in Appendix D.1.

**Proposition 1.** Consider the standard setting. Then, for all \(j \subseteq [n]\) and all \(i \in j\):

\[
\mathbb{E}[\mathcal{W}(P_W|Z_i, P_W)] \leq \mathbb{E}[\mathcal{W}(P_W|S, P_W)], \quad \text{where} \quad j = [n]. \quad (\Rightarrow \text{Theorem 1} \leq [15, \text{Theorem 1})
\]

\[
\mathbb{E}[\mathcal{W}(P_W|Z_i, P_W)] \leq \mathbb{E}[\mathcal{W}(P_W|S, P_W|S_{j^c})], \quad \text{and} \quad (\Rightarrow \text{Theorem 1} \leq \text{Theorem 2})
\]

\[
\mathbb{E}[\mathcal{W}(P_W|S, P_W|S_{j^c})] \leq 2\mathbb{E}[\mathcal{W}(P_W|S, P_W)], \quad \text{and} \quad (\Rightarrow \text{Theorem 2} \leq 2[15, \text{Theorem 1})
\]

The following example showcases a situation where the presented bounds outperform the current known bounds based on the Wasserstein distance and the mutual information.

**Example 1** (Gaussian location model). Consider the problem of estimating the mean \(\mu\) of a \(d\)-dimensional Gaussian distribution with known covariance matrix \(\sigma^2 I_d\). Further consider that there are \(n\) samples \(S = (Z_1, \ldots, Z_n)\) available, the loss is measured with the Euclidean distance \(\ell(w, z) = \|w - z\|_2\), and the estimation is their empirical mean \(W = \frac{1}{n} \sum_{i=1}^{n} Z_i\).

In this example, the expected generalization error can be calculated exactly (see Appendix E):

\[
\mathbb{E}[\mathcal{W}(W, S)] = \sqrt{\frac{2\sigma^2}{n} \left(\sqrt{n + 1} - \sqrt{n - 1}\right)} \frac{\Gamma\left(\frac{d+1}{2}\right)}{\Gamma\left(\frac{d}{2}\right)} \in O\left(\sqrt{\frac{\sigma^2}{n}}\right).
\]

As discussed in [6], the bound from [4] is not applicable in this setting since \(I(W; S) \rightarrow \infty\) and since \(\ell(w, Z)\) is not subgaussian given that \(\text{Var}(\ell(w, Z)) \rightarrow \infty\) as \(\|w\|_2 \rightarrow \infty\). When \(d = 1\), the loss \(\ell(W, Z)\) is 1-subgaussian and the individual sample mutual information (ISMI) bound from [6] produces a bound in \(O(\sqrt{\sigma^2/n})\), which decreases slower than the true generalization error, see Figure 1. This happens since the bound grows as the square root of \(I(W; Z_i)\), which is in \(O(1/n)\).
In this scenario, the loss is 1-Lipschitz under $\rho(w, w') = \|w - w'\|_2$, and thus the bounds based on the Wasserstein distance are applicable. Applying the bound from [15] yields a bound in $O(\sqrt{\sigma^2 d/n})$, which decreases at the same sub-optimal rate as the ISMI bound. However, both the individual and random-subset Wasserstein distance bounds from Theorems 1 and 2 produce bounds in $O(\sqrt{\sigma^2 d/n})$, which decrease at the same rate as the true generalization error (see Figure 1).

3.1.1 Outline of the proofs

Similarly to [15, 16], the proofs of the theorems in this section are based on operating with $\gen(W, S)$ until an expression of the type $\mathbb{E}[f(X', Y) - f(X, Y)]$ is reached, where $X'$ is an independent copy of $X$ such that $P_{X', Y} = P_X \otimes P_Y$, and then applying the KR duality. For example, in Theorem 1 such an expression is achieved with $X = W', Y = Z_i$, and $f = \ell$. To arrive at these expressions, the proofs of Theorem 3 and 4 operate with $\gen(W, S)$ in different forms. More precisely,

(Th. 1) Since the samples $Z_i$ are independent and the expectation is a linear operator, the proof follows working with the quantity $\gen(W, S) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[\ell(W', Z_i) - \ell(W, Z_i)]$.

(Th. 2) Note that $\mathbb{E}[\mathcal{L}_{s_j}(w)] = \mathcal{L}_{s}(w)$, where $J$ is a uniformly random subset of $[n]$ of size $m$ and $s_j$ is the subset of $s$ indexed by $J$. This equality follows since there are $\binom{n}{m}$ subsets of size $m$ and each sample $z_i$ belongs to only $\binom{n-1}{m-1}$ of them. Hence,

$$\mathbb{E}[\mathcal{L}_{s_j}(w)] = \frac{1}{\binom{n}{m}} \sum_{j \in J} \frac{1}{m} \sum_{i \in J} \ell(w, z_i) = \frac{1}{n} \sum_{i=1}^{n} \ell(w, z_i) = \mathcal{L}_{s}(w).$$

Then, the proof follows working with the quantity $\gen(W, S) = \mathbb{E}[\mathcal{L}_{s_j}(W') - \mathcal{L}_{s_j}(W)]$.

3.2 Randomized-subsampling setting

In the randomized-subsampling setting the focus shifts from studying the impact of the samples on the hypothesis distribution to the impact of the samples’ identities on the hypothesis distribution. For example, the analogous result to (1) is

$$|\gen(W, S)| \leq 2L \mathbb{E}[\mathcal{W}(P_{W|S}, P_{W})].$$

Similarly to the standard setting, considering the discrete metric and applying Pinsker’s and Jensen’s inequalities leads to a less favorable bound than current bounds based on the mutual information [1, Theorem 5.1] since it does not explicitly decrease as $1/\sqrt{n}$. However, the bound still admits a tighter (see Appendix D.1) single-letter version.

**Theorem 3.** Suppose that the loss function $\ell$ is $L$-Lipschitz for all $z \in Z$ and that the hypothesis space $\mathcal{W}$ is Polish and let $S_i \triangleq (Z_i, Z_{i+n})$. Then,

$$|\gen(W, S)| \leq \frac{2L}{n} \sum_{i=1}^{n} \mathbb{E}\left[\mathcal{W}(P_{W|S_{i}}, P_{W})\right].$$

As in the standard setting, when the loss function is bounded and the geometry of the space is ignored, this result improves upon current single-letter bounds based on the mutual information [9, 12] by

Figure 1: Expected generalization error and generalization error bounds for the Gaussian location model with $\mathcal{N}(\mu, 1)$ (left) and $\mathcal{N}(\mu, I_{250})$ (right). See Appendix E for the details.
pulling the expectation with respect to the samples $P_{\bar{S}}$ out of the square root. Here, the BH inequality is not considered since $D_{KL}(P_{W|\bar{S},U} \parallel P_{W|\bar{S}}) \leq \log(2)$; see Appendix F for the details.

**Corollary 3.** Under the conditions of Theorem 3, if the loss $\ell$ is bounded in $[a, b]$, then

$$\left|\hat{\text{gen}}(W, S)\right| \leq \frac{2(b-a)}{n} \sum_{i=1}^{n} \mathbb{E}\left[\text{TV}(P_{W|\bar{S},U_i}, P_{W|\bar{S}})\right]$$

$$\leq \frac{b-a}{n} \sum_{i=1}^{n} \mathbb{E}\left[\sqrt{2D_{KL}(P_{W|\bar{S},U_i} \parallel P_{W|\bar{S}})}\right].$$

In this setting, Corollary 3 also decreases at a $1/\sqrt{n}$ rate and is tighter than [1, Theorem 5.1].

$$\left|\hat{\text{gen}}(W, S)\right| \leq \frac{2(b-a)}{n} \sum_{i=1}^{n} \mathbb{E}\left[\mathbb{W}(P_{W|\bar{S},\bar{Z}_{i+n},U_i}, P_{W|\bar{Z}_{i},\bar{Z}_{i+n}})\right] \leq \frac{\sqrt{2(b-a)^2 I(W; U|\bar{S})}}{n}.$$

Finally, the randomized-subsample setting also accepts random-subset bounds. These bounds study how the knowledge of the identities of a set of samples that where used for training, $U_j$, alters the hypothesis distribution when all the other identities, $U_{j'}$, and all the samples, $\bar{S}$, are known.

**Theorem 4.** Suppose that the loss function $\ell$ is $L$-Lipschitz for all $z \in Z$ and that the hypothesis space $\mathcal{W}$ is Polish. Let $J$ be a uniformly random subset of $[n]$ such that $|J| = m$, and that is independent of $W$, $\bar{S}$, and $U$. Let also $R$ be a random variable independent of $\bar{S}, U$, and $J$. Then,

$$\left|\hat{\text{gen}}(W, S)\right| \leq 2L \mathbb{E}\left[\mathbb{W}(P_{W|\bar{S},U,R}, P_{W|\bar{S}})\right]$$

$$\text{and}$$

$$\left|\hat{\text{gen}}(W, S)\right| \leq \frac{2L}{m} \mathbb{E}\left[\sum_{i\in J} \mathbb{E}\left[\mathbb{W}(P_{W|\bar{S},U_{J\setminus U_i},R}, P_{W|\bar{S}}) | J\right]\right].$$

Although these bounds are weaker than Theorem 3 (see Appendix D.1), their data-dependent nature may lead to more tractable and sharper bounds in practice. For example, when the discrete metric is considered, Theorem 4 recovers from below current random-subset bounds based on the relative entropy, which are used to obtain some of the tightest bounds for LD and SGLD [9, 10].

**Corollary 4.** In the conditions of Theorem 4, for $m = 1$, if the loss is bounded in $[a, b]$, then

$$\left|\hat{\text{gen}}(W, S)\right| \leq \frac{2(b-a)}{n} \mathbb{E}\left[\text{TV}(P_{W|\bar{S},U,R}, P_{W|\bar{S},U-J,R})\right]$$

$$\leq \frac{b-a}{n} \sum_{i=1}^{n} \mathbb{E}\left[\sqrt{2D_{KL}(P_{W|\bar{S},U,R} \parallel P_{W|\bar{S},U-J,R})}\right].$$

### 3.2.1 Outline of the proofs

The proofs of the results in this section are similar to those of the standard setting, hence their similar expressions. However, instead of operating with the expected generalization error in the form of $\mathbb{E}[\hat{\text{gen}}(W, S)]$ they operate with $\mathbb{E}[\hat{\text{gen}}(W, \bar{S}, U)]$.

There are two issues that complicate the application of the KR duality as in the previous proofs. For instance, consider $\text{gen}(W, \bar{S}, U)$, then:

- Both $\mathcal{L}_S(W)$ and $\mathcal{L}_S(U)$ depend on $P_U$. Hence, considering a copy $W'$ of $W$ such that $P_{W',\bar{S},U} = P_{W,\bar{S}} \otimes P_U$ does not help since $\mathbb{E}[\hat{\text{gen}}(W, \bar{S}, U)] \neq \mathbb{E}[\mathcal{L}_S(W') - \mathcal{L}_S(W)]$.
- Even if $\mathbb{E}[\hat{\text{gen}}(W, \bar{S}, U)] = \mathbb{E}[\mathcal{L}_S(W') - \mathcal{L}_S(W)]$ were true, for some fixed $\bar{S}$ and $U$, the functions $\mathcal{L}_S(w)$ and $\mathcal{L}_S(u)$ on $w$ are different, and thus the KR duality cannot be invoked. Nonetheless, these two issues are resolved considering instead

$$\text{gen}(W, \bar{S}, U) = \mathcal{L}_S(W') - \mathcal{L}_S(W) - \mathbb{E}[\mathcal{L}_S(W') - \mathcal{L}_S(W)],$$

where $W'$ is an independent copy of $W$ such that $P_{W',\bar{S},U} = P_{W,\bar{S}} \otimes P_U$. Hence, the inequalities $\mathbb{E}[\mathcal{L}_S(W') - \mathcal{L}_S(W')] = 0$ and $|x + y| \leq |x| + |y|$ lead to the upper bound

$$\mathbb{E}[\hat{\text{gen}}(W, \bar{S}, U)] \leq \mathbb{E}[\mathcal{L}_S(W') - \mathcal{L}_S(W)] + \mathbb{E}[\mathcal{L}_S(W') - \mathcal{L}_S(W)]$$

where the KR duality can be applied to each of the terms, albeit at the expense of an extra factor of 2.
3.3 Backward channel

In [17], the authors study the characterization of the expected generalization error in terms of the discrepancy between the data distribution $P_S$ and the backward channel distribution $P_{S|W}$ motivated by its connection to rate–distortion theory, see e.g., [19, Chapters 25–57] or [22, Chapter 10]. An approach formalizing this intuitive connection is given in Appendix G and different angles, based on chaining mutual information [13] and compression, are found in [11, Section 5] and [23].

More concretely, they proved that the generalization error is bounded from above by the discrepancy of these distributions, where the discrepancy is measured by the Wasserstein distance of order $p$ with the Minkowski distance of order $p$ as a metric, i.e., $\rho(x, y) = \|x - y\|_p$. Namely,

$$\gen(W, S) \leq \frac{L}{n^{1/p}} \mathbb{E}[\|W\|_{p,1}^{p}(P_S, P_{S|W})^{1/p}].$$

Similarly, the results from §3.1 and §3.2 can be replicated considering the backward channel instead of the forward channel, e.g., $P_{S|W}$ instead of $P_{W|S}$ in (1), $P_{Z_i|W}$ instead of $P_{W|Z_i}$ in Theorem 1. However, in this case, the loss $\ell$ would be required to be Lipschitz with respect to the samples space $\mathcal{Z}$ and not the hypothesis space $\mathcal{W}$, i.e., Lipschitz for all fixed $w \in \mathcal{W}$, thus exploiting the geometry of the samples’ space and not the hypotheses’ one.

As an example, noting that $\gen(W, S) = \mathbb{E}[\mathcal{L}_S(W) - \mathcal{L}_S(W)]$, where $S'$ is an independent copy of $S$ such that $P_{W,S'} = P_W \otimes P_S$ produces the bound

$$\gen(W, S) \leq \mathbb{E}[\mathcal{W}(P_S, P_{S|W})].$$

Compared to [17], these results (i) are valid for any metric $\rho$ as long as the loss $\ell$ is Lipschitz under $\rho$, and (ii) have single-letter and random-subset versions, and (iii) have variants in both the standard and randomized-subsample settings.

3.4 Other information measures

The bounds obtained in §3.1 and §3.2 may be manipulated to produce a variety of new bounds based on common information measures. For example, once the discrete metric is assumed and since the total variation is symmetric, applying Pinsker’s inequality with the distributions in the opposite order to Corollaries 1, 2, 3, and 4 and further applying Jensen’s inequality yields bounds based on the lautum information $L$ [24]. For instance, a corollary of Theorem 3 is

$$\gen(W, S) \leq \frac{b - a}{n} \sum_{i=1}^{n} \Psi(L(W; Z_i)).$$

Similarly, several new bounds based on different $f$-divergences [19, Chapter 7] may be obtained employing the joint range strategy once the discrete metric is assumed. As an example, some corollaries of Theorem 1 based on the Hellinger distance $H$ and the $\chi^2$-divergence (see Appendix H for a tighter and more general version of (6)) are

$$\gen(W, S) \leq \frac{L}{2n} \sum_{i=1}^{n} \mathbb{E} \left[ H(P_{W|Z_i}, P_W) \sqrt{4 - H^2(P_{W|Z_i}, P_W)} \right], \quad (4)$$

$$\gen(W, S) \leq \frac{L}{\sqrt{2n}} \sum_{i=1}^{n} \mathbb{E} \left[ \log \left( 1 + \chi^2(P_{W|Z_i}, P_W) \right) \right], \quad (5)$$

$$\gen(W, S) \leq \frac{L}{2n} \sum_{i=1}^{n} \mathbb{E} \left[ \chi^2(P_{W|Z_i}, P_W) \right]. \quad (6)$$

3.5 Final remarks on the generality of the results

Due to Bobkov–Götze’s theorem [14, Theorem 4.8], the relative entropy results still hold when the loss is both Lipschitz and subgaussian. Hence, the presented Wasserstein distance bounds are tighter than [4, 6, 7, 9, 10] in a more general setting. Moreover, the total variation results also hold for any metric with the added factor of $d_p(\mathcal{W})$ as per Remark 3. These results were omitted in the main text for clarity of exposition, but are included in Appendix B.

Therefore, only when the loss is not Lipschitz but is subgaussian or has a bounded cumulant function, or $\mathcal{W}$ is not Polish, the bounds from [6, 7, 10, 12] are preferred. As an example, some common loss functions such as the cross-entropy, the Hinge loss, the Huber loss, or any $L_p$ norm are Lipschitz [25, 26] under an appropriate metric $\rho$, see Appendix A for a discussion of the role of the metric and the space geometry in the presented bounds.
Appendix B for stronger, more general statements. Furthermore, the obtained total variation and relative-entropy bounds on the standard setting are ensured to be non-vacuous, i.e., smaller or equal than the trivial bound, thus resolving the issue of potentially vacuous relative-entropy and mutual-information bounds on the standard setting. Interestingly, the results for the randomized-subsample setting are tighter than their analogous in the standard setting only if their Wasserstein distance (or total variation) is twice as small.

Moreover, the techniques employed to obtain these bounds can also be used to obtain analogous bounds considering the backward channel and the samples’ space geometry, aiming to facilitate connections between the generalization error characterization and rate–distortion theory, as suggested by Lopez and Jog [17]. Nonetheless, when the backward channel can be characterized, these bounds are interesting in their own right. Finally, the presented bounds may be used to generate a variety of new bounds in terms of, e.g., the lautum information or $f$-divergences like the total variation, the relative entropy, the Hellinger distance, or the $\chi^2$-divergence.

4.1 Limitations and future work

**PAC-Bayes bounds** PAC-Bayes bounds ensure that $\mathbb{E}[\text{gen}(W, S) \mid S] \geq \alpha(\beta^{-1})$ with probability no greater than $\beta \in (0, 1)$. Similarly, single-draw PAC-Bayes bounds ensure that $\text{gen}(W, S) \geq \alpha(\beta^{-1})$ with probability no greater than $\beta \in (0, 1)$. These concentration bounds are of high probability when the dependency on $\beta^{-1}$ is logarithmic, i.e., $\log(1/\beta)$. See, [27, 2] for an overview.

The bounds from this work may be used to obtain single-draw PAC-Bayes bounds applying Markov’s inequality [22, Problem 3.1] directly. For instance, employing it in Theorem 1 implies that

$$P_{W,S}(\text{gen}(W, S) \geq \frac{L}{\beta n} \sum_{i=1}^{n} \mathbb{E}[\mathbb{W}(P_{W|Z_i}, P_{W})]) \leq \beta,$$

for all $\beta \in (0, 1)$. However, this is not a high-probability bound since the dependency on $\beta^{-1}$ is linear. Hence, high-probability concentration bounds based on the Wasserstein distance and the total variation are a path of future research. As an example, [28–31] provide high-probability single-draw PAC-Bayes bounds based on, respectively, max-information, differential privacy, $\alpha$-mutual information, and uniform stability. Similarly, high-probability PAC-Bayes bounds based on the relative entropy and the hypothesis’ space geometry are given in [8] and [32, 33], respectively.

**New bounds to specific algorithms** The Wasserstein distance is difficult to characterize and/or estimate. Nonetheless, some of the bounds that can be obtained from it, e.g., mutual-information and relative-entropy bounds, have been used to obtain analytical bounds on specific algorithms, e.g., Langevin dynamics and stochastic gradient Langevin dynamics [6, 7, 9, 10]. Some of these results can be readily tightened with Corollaries 1, 2, and 4. Hence, deriving new analytical bounds for specific algorithms based on the presented results is also a topic for further research.

**Connections to stability and privacy measures** A learning algorithm is said to be stable if a small change on the input dataset produces a small variation in the output hypothesis. There are various attempts at quantifying this notion such as uniform stability [34], where the variation in the output hypothesis is seen in terms of the loss, and differential privacy (DP) [28], where this variation is seen in terms of the hypothesis distribution. These notions are tied to the generalization capability of an algorithm, i.e., the less a hypothesis depends on the specifics of the data samples, the better it will generalize, and hence there are works obtaining generalization bounds based on stability, see e.g., [29, 31]. In particular, there are some works that, assuming some stability notion such as DP, bound from above the relative entropy and the mutual information appearing in some of the bounds that can be derived from the results presented in this work, hence also tying stability and generalization, c.f. [1, 35, 36]. Therefore, a future line of research is to investigate how different notions of stability can be combined with the measures of similarity between distributions employed in this work to characterize the generalization error.
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A A short note on geometry and generalization error bounds

A.1 Chaining- and Wasserstein-based bounds

Ever since it was shown that some infinitely-dimensional hypothesis spaces where PAC-learnable thanks to the VC dimension [2, Chapter 6], there has been an interest in studying the role of the space complexity and its geometry in determining the generalization of an algorithm, e.g. [37].

Some of the most interesting results come from the theory of random processes. Adapted to our notation, this theory considers the set of random variables (or random process) \{\text{gen}(w, S)\}_{w \in \mathcal{W}}. Then, this theory bounds the generalization error using the \(\varepsilon\)-covering number of the hypothesis space \(\mathcal{N}(\mathcal{W}, \rho, \varepsilon)\) with some requirements on the smoothness of the hypothesis’ space \(\mathcal{W}\) under a metric \(\rho\). Here, the geometry of the space captures its complexity via the \(\varepsilon\)-covering number, which is defined as the cardinality of the minimum set \(N\) such that for all hypothesis \(w\) in \(\mathcal{W}\), there is an element of the set \(x \in N\) such that \(\rho(x, w) \leq \varepsilon\). The two main techniques from this line of work are:

- The Lipschitz maximal inequality [14, Lemma 5.7]. Here, the smoothness condition is to require the process to be Lipschitz; that is, there is a random variable \(C\) such that for all \(w, \ w' \in \mathcal{W}\)
  \[|\text{gen}(w, S) - \text{gen}(w', S)| \leq C\rho(w, w').\]
  Then, with the additional condition that \(\text{gen}(w, S)\) should be \(\sigma\)-subgaussian under \(P_S\) for all \(w \in \mathcal{W}\), this inequality bounds the generalization error as follows:
  \[\mathbb{E}[\text{gen}(W, S)] \leq \inf_{C \in \mathbb{R}} \{\varepsilon \mathbb{E}[C] + \sqrt{2\sigma^2 \log \mathcal{N}(\mathcal{W}, \rho, \varepsilon)}\}.\]
  Note how this technique creates a tension between the fineness \(\varepsilon\) of the covering and the smoothness of the process \(\mathbb{E}[C]\).
- Dudley’s chaining technique [14, Theorem 5.24]. Here, the smoothness condition is to require the process to be subgaussian; that is, for all \(w, \ w' \in \mathcal{W}\) and all \(\lambda \geq 0\),
  \[\log \mathbb{E}\left[ e^{\lambda (\text{gen}(w, S) - \text{gen}(w', S))}\right] \leq \frac{\lambda^2 \rho(w, w')^2}{2}\]
  and \(\mathbb{E}[\text{gen}(w, S)] = 0\). Then, with the additional condition that the process is separable, this inequality bounds the generalization error as follows:
  \[\mathbb{E}[\text{gen}(W, S)] \leq 6 \sum_{k \in \mathbb{Z}} 2^{-k} \sqrt{\log \mathcal{N}(\mathcal{W}, \rho, 2^{-k})}.\]
  Note that the subgaussian requirement is a relaxation of the Lipschitz requirement. As such, now the bound is expressed as a sum where each finer covering number of the space is weighted by the fineness \((2^{-k})\) of such a covering. Further refined bounds based on this technique can be found in [32, 33].

The first work that included the relationship between the hypothesis and the training samples to the analysis using random processes was [13]. There, the authors combined the chaining technique with [4, Lemma 1] to derive a formula which bounds the generalization error by a weighted average of the mutual information between the dataset and increasingly finer quantizations \(\mathcal{W}_k\) of the hypothesis. More precisely, they proved that
  \[\mathbb{E}[\text{gen}(W, S)] \leq 3\sqrt{2} \sum_{k \in \mathbb{Z}} 2^{-k} \sqrt{I(\mathcal{W}_k; S)}.\]
  Therefore, in [13], the geometry of the hypothesis space \(\mathcal{W}\) under the metric \(\rho\) is expressed as the amount of information that the quantizations of the hypothesis under \(\rho\) contain about the dataset \(S\).

On the other hand, in [15] and this paper, a stronger smoothness requirement is considered. Namely that the loss function is \(L\)-Lipschitz; i.e., \(|\ell(w, z) - \ell(w', z)| \leq L\rho(w, w')\) for all \(w, w' \in \mathcal{W}\) and all \(z \in Z\). This is a stronger statement since the subgaussian assumption can be viewed as an “in-probability” version of the Lipschitz assumption. Nonetheless, this stronger assumption allows these bounds to bound the generalization error by the minimum cost to go from the distribution of the hypothesis after observing some samples to its marginal distribution, e.g., \(\mathcal{W}(P_{\mathcal{W}|Z}, P_{\mathcal{W}})\). Here the
An interesting property of the presented bounds is that they have the flexibility to consider either the hypothesis or the sample space (backward channel). For instance, for \cite[Example 1]{13}, the presented bounds using the backward channel are tighter than the bounds arising from the chaining technique.

In this example, the authors consider the canonical Gaussian process. The hypothesis space is \( \mathcal{W} = \{ w \in \mathbb{R}^2 : \|w\|_2 = 1 \} \), the samples are \( Z_i \sim \mathcal{N}(0, I_2) \), the loss function is \( \ell(w, z) = -w^T z \), and the hypothesis is selected with the empirical risk minimization (ERM) algorithm, i.e., \( w^* = \arg \min_{w \in \mathcal{W}} \left\{ \frac{1}{n} \sum_{i=1}^{n} \ell(w, z_i) \right\} \). In this setting, by Cauchy–Schwarz we see that the loss \( \ell(w, \cdot) \) is 1-Lipschitz for all \( w \in \mathcal{W} \); i.e., \( |z^T z + w^T z'| \leq \|w\|_2 \|z - z'\|_2 \leq \|z - z'\|_2 \) for all \( z, z' \in Z \). Therefore, the backward channel equivalent of Theorem 1 holds. Moreover, the function is 1-subgaussian under \( P_Z \) for all \( w \in \mathcal{W} \). Therefore, as shown in Appendix B.1 the presented bound is tighter than \cite{23}, which is shown to be tighter than \cite{13} in this setting (see \cite[Section IV-B]{23}).

### A.2 Choice of the metric

The presented bounds in Sections 3.1, 3.2, and 3.3 are valid for any metric \( \rho \) under which the loss is Lipschitz. The Lipschitz property is a property of the hypothesis space \( \mathcal{W} \) (forward channel bounds) or the sample space \( Z \) (backward channel bounds) and not of the algorithm. That is, if two different algorithms operate on the same sample space and produce the same hypothesis space, then they can be characterized with the same metric.

The choice of the metric can be decisive for a tight analysis of the presented bounds, and there are times where a loss function can be Lipschitz under several metrics. For example, a bounded loss function represented as a norm is Lipschitz with respect to that norm and the discrete metric. Nonetheless, in many situations the metric of choice becomes apparent based on the loss function. For instance, if we consider the forward channel bounds and samples of the type \( z = (x, y) \) and the following two common supervised tasks:

- **Regression.** If a norm is used as the loss function \( \ell(w, z) = \|w - y\| \), then such a norm is also a good choice for a metric since by the reverse triangle inequality the loss is 1-Lipschitz under that metric: \( \|w - y\| - \|w' - y\| \leq \|w - w'\| \) for all \( w, w' \in \mathcal{W} \).
- **Classification.** If the 0-1 loss is used as the loss function \( \ell(w, z) = \text{Ind}(w \neq y) \), then the discrete metric is a good choice since the loss is also 1-Lipschitz under this metric: \( \text{Ind}(w \neq y) - \text{Ind}(w' \neq y) \leq \text{Ind}(w \neq w') \).

Similarly, for the backward channel bounds, it is known that the logistic loss, the softmax loss,\(^2\) the Hinge loss, and many distance-based losses like norms, the Huber, \( \epsilon \)-insensitive, and pinball losses, are Lipschitz under the \( L_1 \) norm metric \( \rho(z, z') = |z - z'| \) \cite{25, 26}.

### B Generality of the results

The main text only presents total variation and relative entropy bounds for bounded losses. This is to clarify the (geometrical) relationship between the bounds based on the Wasserstein distance and those based on the relative entropy. That is, that the former recover the latter when the geometry of the hypothesis space is ignored.

Nonetheless, these bounds hold more generally for any metric under certain mild modifications. More concretely, the relative entropy bounds hold when the loss is also subgaussian\(^3\). Furthermore, at the cost of an extra factor of \( d_\rho(\mathcal{W}) \), the two kinds of bound still hold.

#### B.1 Extension of the relative entropy bounds to subgaussian losses

Consider a Polish space \( (\mathcal{X}, \rho) \) and a probability distribution \( P \) on \( \mathcal{X} \) with a finite first moment. Then, the Bobkov–Götze’s theorem \cite[Theorem 4.8]{14} says that the following statements are equivalent:

\(^2\)This result can be derived from \cite[Proposition 3]{26} and the \( L_1 - L_2 \) inequality.

\(^3\)A random variable \( X \) is said to be \( \sigma \)-subgaussian if \( \log \mathbb{E}[\exp \lambda (X - \mathbb{E}[X])] \leq \frac{\lambda^2 \sigma^2}{2} \) for all \( \lambda \in \mathbb{R} \). Also, a function \( f : \mathcal{X} \to \mathbb{R} \) is said to be \( \sigma \)-subgaussian under \( P \) if \( f(X) \) is \( \sigma \)-subgaussian and \( X \sim P \).
• $f$ is $\sigma$-subgaussian under $P$ for every 1-Lipschitz function $f: \mathcal{X} \to \mathbb{R}$; and,

• $\mathcal{W}(Q, P) \leq \sqrt{2\sigma^2 D_{\text{KL}}(Q \| P)}$ for all $Q$ on $\mathcal{X}$.

Therefore, the results from Corollaries 1, 2, 3, and 4 are valid in a more general setting, namely when the loss function $\ell$ is both $L$-Lipschitz and $\sigma$-subgaussian for all $z \in \mathcal{Z}$. To realize this, note that if $X \sim P$ is $L$-Lipschitz and $\sigma$-subgaussian, then $X/L$ is 1-Lipschitz and $(\sigma/L)$-subgaussian. Hence, if $|X - \mathbb{E}[X]| \leq L\mathcal{W}(Q, P)$, then it follows that $|X - \mathbb{E}[X]| \leq L\sqrt{2(\sigma/L)^2 D_{\text{KL}}(Q \| P)}/\sqrt{2\sigma^2 D_{\text{KL}}(Q \| P)}$.

As an example, assume that the loss function $\ell$ is $L$-Lipschitz and $\sigma$-subgaussian under $P_W$ for all $z \in \mathcal{Z}$ and that $\mathcal{W}$ is Polish. Then,

$$\left| \text{gen}(W, S) \right| \leq \frac{L}{n} \sum_{i=1}^{n} \mathbb{E}\left[ \mathcal{W}(P_{W|Z_i}, P_W) \right] \leq \frac{1}{n} \sum_{i=1}^{n} \sqrt{2\sigma^2 I(W; Z_i)} \leq \sqrt{\frac{2\sigma^2 I(W; S)}{n}}$$

is a corollary of Theorem 1 due to Bobkov–Götze’s theorem. As when the loss is bounded, this equation shows that Theorem 1 is tighter than [6, Proposition 2] and [4, Theorem 1] and exhibits a decaying factor of $1/\sqrt{n}$. Moreover, this result encompasses the case where the loss is bounded in $[a, b]$ since if a random variable is bounded in $[a, b]$ it is $(b-a)/2$-subgaussian.

Note, however, that in this case the subgaussianity constant is different than the constant from, e.g. [4], where the loss $\ell$ was supposed to be $\nu$-subgaussian under $P_Z$ for all $w \in \mathcal{W}$. Considering the bounds based on the backward channel (§3.3), these constants are exactly the same, since assuming that the loss function $\ell$ is $L$-Lipschitz and $\nu$-subgaussian under $P_Z$ for all $w \in \mathcal{W}$ and that $\mathcal{Z}$ is Polish, means that

$$\left| \text{gen}(W, S) \right| \leq \frac{L}{n} \sum_{i=1}^{n} \mathbb{E}\left[ \mathcal{W}(P_{Z_i|W}, P_{Z_i}) \right] \leq \frac{1}{n} \sum_{i=1}^{n} \sqrt{2\nu^2 I(W; Z_i)} \leq \sqrt{\frac{2\nu^2 I(W; S)}{n}},$$

which is always tighter than [4, 6]. As mentioned above, when the loss is bounded the subgaussianity constant is the same under any distribution.

B.2 Extension to the total variation bounds for any metric

As per Remark 3, the results based on the total variation also hold for any metric with the extra factor $d_\rho(\mathcal{W})$, where $d_\rho(\mathcal{W})$ is the diameter of the hypothesis space $\mathcal{W}$ under the metric $\rho$. For instance, Corollary 1 results in

$$\left| \text{gen}(W, S) \right| \leq \frac{L d_\rho(\mathcal{W})}{n} \sum_{i=1}^{n} \mathbb{E}\left[ \text{TV}(P_{W|Z_i}, P_W) \right] \leq \frac{L d_\rho(\mathcal{W})}{n} \sum_{i=1}^{n} \mathbb{E}\left[ \Psi\left( D_{\text{KL}}(P_{W|Z_i} \| P_W) \right) \right].$$

Note that, since the results based on the total variation hold for any metric, all the derived results based on different information measures from §3.4 hold too.

The extra term can be arbitrarily large as, for example, when the hypothesis is the weights of a neural network and metric $\rho$ is the $\ell_2$ norm $\|\|_2$. Nonetheless, this term can still be small and relevant for practical settings. For instance, consider again that the hypothesis is the weights of a neural network. However, consider now that the metric $\rho$ is the infinity norm $\|\|_\infty$ and that each weight is enforced to be smaller than some small constant $C$. Then, the diameter of the space $d_{\|\|_\infty}(\mathcal{W})$ is (at most) equal to $C$. 
C Proofs of the theorems from Section 3

C.1 Proof of Theorem 1

Note that
\[ \mathbb{E}[\mathcal{L}_{P_{\mathcal{Z}}}(W)] = \int_{W \times \mathcal{Z}} \ell(w, z) d(P_W \otimes P_{\mathcal{Z}})(w, z). \]
If \( W' \) is an independent copy of \( W \) such that \( P_{W', \mathcal{Z}_i} = P_W \otimes P_{\mathcal{Z}_i} \) for all \( i \in [n] \), then
\[
\begin{align*}
|\text{gen}(W, S)| &= \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left[ \ell(W', Z_i) - \ell(W, Z_i) \right] \\
&= \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left[ \ell(W', Z_i) - \ell(W, Z_i) \mid Z_i \right] \\
&\leq \frac{L}{n} \sum_{i=1}^{n} \mathbb{E} \left[ \mathcal{W}(P_{W|Z_i}, P_W) \right],
\end{align*}
\]
where the last inequality stems from the KR duality and the Lipschitzness of \( \ell \) for all \( z \in \mathcal{Z} \). The absolute value is removed since \( \rho \) is a metric.

C.2 Proof of Theorem 2

Consider the quantity
\[ \text{gen}_{j, s_j}(w) \triangleq \mathcal{L}_{P_{\mathcal{Z}}}(w) - \mathcal{L}_{s_j}(w), \]
where \( \mathcal{L}_{s_j} = \frac{1}{m} \sum_{i \in j} \ell(w, z_i) \). Then, note that \( \mathbb{E} \left[ \text{gen}(W, S) \right] = \mathbb{E} \left[ \text{gen}_{j, S_j} \right] \) if \( \mathcal{L}_s(w) = \mathbb{E} \left[ \mathcal{L}_{s_j}(w) \right] \). This last equality follows since \( J \) is uniformly distributed, there are \( \binom{n}{m} \) possible subsets of size \( m \) in \([n]\), and each sample \( z_i \) belongs to \( \binom{n-1}{m-1} \) of those subsets; hence
\[
\mathbb{E}[\mathcal{L}_{s_j}(w)] = \frac{1}{\binom{n}{m}} \sum_{j \in J} \frac{1}{m} \sum_{i \in j} \ell(w, z_i) = \frac{1}{n} \sum_{i=1}^{n} \ell(w, z_i) = \mathcal{L}_s(w). \tag{7}
\]
Subsequently, the two bounds from the theorem are obtained after bounding the innermost expectation on the right hand side of the following equation:
\[
|\text{gen}(W, S)| = \mathbb{E} \left[ \text{gen}_{j, S_j} \right] \leq \mathbb{E} \left[ \mathbb{E} \left[ \text{gen}_{j, S_j} \mid J, S_{j', r} \right] \right],
\]
where the last step follows from Jensen’s inequality.

(a) Consider, until stated otherwise, that all random objects and expectations are conditioned to a fixed \( j, s_{j'}, \) and \( r \). Then note that \( \mathbb{E}[\mathcal{L}_{P_{\mathcal{Z}}}(W)] = \mathbb{E}[\mathcal{L}_{s_j}(W')] \), where \( W' \) is an independent copy of \( W \) such that \( P_{W', s_j|s_{j'}, r} = P_{W|s_{j'}, r} \otimes P_{s_j} \). Therefore
\[
|\mathbb{E}[\text{gen}_{j, S_j}]| \leq |\mathbb{E}[\mathcal{L}_{s_j}(W') - \mathcal{L}_{s_j}(W)]| \leq L \mathbb{E}[\mathcal{W}(P_{W|s_{j'}, r}, P_{W|s_{j'}, r})],
\]
where the last inequality stems from the KR duality. Finally, taking the expectation with respect to \( P_{J, S_{j'}, r} \) in both sides of the equation completes the proof.

(b) Consider again, until stated otherwise, that all random objects and expectations are conditioned to a fixed \( j, s_{j'}, \) and \( r \). Then, similarly to the proof of Theorem 1
\[
|\mathbb{E}[\text{gen}_{j, S_j}]| \leq \frac{1}{m} \sum_{i \in j} \mathbb{E}[\ell(W', Z_i) - \ell(W, Z_i)] \\
\leq \frac{L}{m} \sum_{i \in j} \mathbb{E}[\mathcal{W}(P_{W|Z_i, s_{j'}, r}, P_{W|s_{j'}, r})],
\]
where the last inequality stems from the KR duality and \( W' \) is an independent copy of \( W \) such that \( P_{W', Z_i|s_{j'}, r} = P_{W|s_{j'}, r} \otimes P_{Z_i} \) for all \( i \in j \). Finally, taking the expectation with respect to \( P_{J, S_{j'}, r} \) in both sides of the equation completes the proof.
C.3 Proof of Equation 3

Consider an independent copy $W'$ of $W$ such that $P_{W',S,U} = P_{W',S} \otimes P_U$. Then, $\mathbb{E}[\mathcal{L}_S(W')] = \mathbb{E}[\mathcal{L}_S(W')]$, and therefore

$$\hat{\text{gen}}(w, \tilde{s}, u) = \mathcal{L}_{\tilde{s}}(w) - \mathcal{L}_{\tilde{s}}(w) - \mathbb{E}[\mathcal{L}_S(W') - \mathcal{L}_S(W')].$$

Then, re-arranging the expectation of the above expression and using the fact that $|x + y| \leq |x| + |y|$ results in

$$\mathbb{E}[\hat{\text{gen}}(W, \tilde{S}, U)] \leq |\mathbb{E}[\mathcal{L}_S(W') - \mathcal{L}_S(W)]| + |\mathbb{E}[\mathcal{L}_S(W') - \mathcal{L}_S(W)]|
= |\mathbb{E}[\mathcal{L}_S(W') - \mathcal{L}_S(W) | \tilde{S}, U]| + |\mathbb{E}[\mathcal{L}_S(W') - \mathcal{L}_S(W) | \tilde{S}, U]|,
\leq 2L\mathbb{E}[\mathbb{W}(P_{W'|\tilde{S},U}, P_{W'|\tilde{S}})],$$

where the last step stems from the KR duality. Finally, noting that $\mathbb{E}[\hat{\text{gen}}(W, \tilde{S}, U)] = \text{gen}(W, S)$ completes the proof.

C.4 Proof of Theorem 3

Similarly to the proof of (1), consider an independent copy $W'$ of $W$ such that $P_{W',S,U} = P_{W',S} \otimes P_U$. Then $\mathbb{E}[\ell(W', \tilde{Z}_i)] = \mathbb{E}[\ell(W', Z_i)]$, where $Z_i = \tilde{Z}_i + U_i$, $\tilde{Z}_i = \tilde{Z}_i(1-U_i)n$, and $\tilde{S}_i = (Z_i, \tilde{Z}_i)$. Therefore,

$$\hat{\text{gen}}(w, \tilde{s}, u) = \frac{1}{n} \sum_{i=1}^n \left( \ell(w, \tilde{z}_i) - \ell(w, z_i) - \mathbb{E}[\ell(W', \tilde{Z}_i) - \ell(W', Z_i)] \right).$$

Then, re-arranging the expectation of the above expression and using the fact that $|\sum_{i=1}^n x_i| \leq \sum_{i=1}^n |x_i|$ results in

$$|\hat{\text{gen}}(W, \tilde{S}, U)| \leq \frac{1}{n} \sum_{i=1}^n \left( |\mathbb{E}[\ell(W', \tilde{Z}_i) - \ell(W', Z_i)]| + |\mathbb{E}[\ell(W', Z_i) - \ell(W, Z_i)]| \right)
= \frac{1}{n} \sum_{i=1}^n \left( |\mathbb{E}[\mathcal{L}_S(W', \tilde{Z}_i) - \mathcal{L}_S(W, \tilde{Z}_i) | \tilde{S}_i, U_i]| + |\mathbb{E}[\mathcal{L}_S(W', Z_i) - \mathcal{L}_S(W, Z_i) | \tilde{S}_i, U_i]| \right)
\leq \frac{2L}{n} \sum_{i=1}^n \mathbb{E}[\mathbb{W}(P_{W'|\tilde{S},U}, P_{W'|\tilde{S}})],$$

where the last step stems from the KR duality. Finally, noting that $\mathbb{E}[\hat{\text{gen}}(W, \tilde{S}, U)] = \text{gen}(W, S)$ completes the proof.

C.5 Proof of Theorem 4

Similarly to the proof of Theorem 2, consider the quantity

$$\hat{\text{gen}}_j(w, \tilde{s}_j, u_j) \triangleq \mathcal{L}_{\tilde{s}_j}(w) - \mathcal{L}_{s_j}(w),$$

where $\tilde{s}_j = (s_j, \tilde{s}_j)$ and $s_j$ and $\tilde{s}_j$ are the subsets of $s$ and $\tilde{s}$, respectively, indexed by $j$. Then, note that $\mathbb{E}[\hat{\text{gen}}(W, \tilde{S}, U)] = \mathbb{E}[\hat{\text{gen}}_j(W, \tilde{S}_j, U_j)]$ since, as shown in (7), the equalities $\mathbb{E}[\mathcal{L}_{s_j}(w)] = \mathcal{L}_s(w)$ and $\mathbb{E}[\mathcal{L}_{\tilde{s}_j}(w)] = \mathcal{L}_{\tilde{s}}(w)$ hold.

Then, the two bounds from the theorem are obtained after bounding the innermost expectation on the right hand side of the following equation:

$$\mathbb{E}[\hat{\text{gen}}(W, \tilde{S}, U)] = \mathbb{E}[\hat{\text{gen}}_j(W, \tilde{S}_j, U_j)] \leq \mathbb{E}[\mathbb{E}[\hat{\text{gen}}_j(W, \tilde{S}_j, U_j) | J, \tilde{S}, U_J', R]],$$

where the last step follows from Jensen’s inequality.
(a) Consider, until stated otherwise, that all random objects and expectations are conditioned to a fixed \( j, \tilde{s}, u_{j'}, \text{ and } r \). Then note that \( \mathbb{E}[\mathcal{L}_{s_j}(W')] = \mathbb{E}[\mathcal{L}_{s_j}(W')] \), where \( W' \) is an independent copy of \( W \) such that \( P_{W',U_{j}\tilde{s},u_{j'},r} = P_{W|\tilde{s},u_{j'},r} \otimes P_{U_{j}} \). Therefore,

\[
\mathbb{E}[\mathcal{L}_{s_j}(W) - \mathcal{L}_{s_j}(w) - \mathbb{E}[\mathcal{L}_{s_j}(W') - \mathcal{L}_{s_j}(W')].
\]

Then, re-arranging the expectation of the above expression and using the fact that \(|x + y| \leq |x| + |y|\) results in

\[
\mathbb{E}[\mathcal{L}_{s_j}(W,\tilde{s}_{j},U_{j})] \leq \frac{1}{m} \sum_{i \in \mathcal{J}} \left( |\mathbb{E}[\ell(W',\tilde{Z}_i) - \ell(W,\tilde{Z}_i)]| + |\mathbb{E}[\ell(W',Z_i) - \ell(W,Z_i)]| \right)
\]

\[
= \frac{1}{m} \sum_{i \in \mathcal{J}} \left( |\mathbb{E}[\ell(W',\tilde{Z}_i) - \ell(W,\tilde{Z}_i)]| + |\mathbb{E}[\ell(W',Z_i) - \ell(W,Z_i)]| \right)
\]

\[
\leq \frac{2L}{m} \mathbb{E}[\mathcal{W}(P_{W'|U_i,\tilde{s},u_{j'},r},P_{\tilde{s},u_{j'},r})],
\]

where the last inequality stems from the KR duality. Finally, taking the expectation with respect to \( P_{J,\tilde{S},U_{j'},r} \) in both sides of the equation completes the proof.

(b) Consider again, until stated otherwise, that all random objects and expectations are conditioned to a a fixed \( j, \tilde{s}, u_{j'}, \text{ and } r \). Then, similarly to the proof of Theorem 3

\[
|\mathbb{E}[\mathcal{L}_{s_j}(W,\tilde{s}) - \mathbb{E}[\mathcal{L}_{s_j}(W)|U_{j}]]| 
\]

\[
= \frac{1}{m} \sum_{i \in \mathcal{J}} \left( |\mathbb{E}[\ell(W',\tilde{Z}_i) - \ell(W,\tilde{Z}_i)]| + |\mathbb{E}[\ell(W',Z_i) - \ell(W,Z_i)]| \right)
\]

\[
\leq \frac{2L}{m} \mathbb{E}[\mathcal{W}(P_{W'|U_i,\tilde{s},u_{j'},r},P_{\tilde{s},u_{j'},r})],
\]

where the last inequality stems from the KR duality. Finally, taking the expectation with respect to \( P_{J,\tilde{S},U_{j'},r} \) in both sides of the equation completes the proof.

### D Comparison of the bounds

In this section of the appendix, the full-dataset, single-letter, and random-subset bounds are compared. First, remember that the bounds based on the Wasserstein distance are tighter than the respective ones based on the relative entropy, and thus, those based on the mutual information under the conditions specified in Appendix B. The comparison in terms of the Wasserstein distance and in terms of the mutual information are found in §D.1 and in D.2, respectively.

When the bounds are compared in terms of the mutual information and in terms of the Wasserstein distance, the individual-sample bounds are shown to be tighter than the full-dataset bounds. Therefore, the idea that the individual forward channels \( P_{W|Z_i} \), which are smoothed versions of the full-dataset forward channel \( P_{W|S} \), are closer to the hypothesis marginal distribution \( P_W \) is backed by the theory in both cases.

Then, both cases also agree in that individual-sample bounds are tighter than random-subset bounds. Even though the proof for the Wasserstein distance based bounds also follows from a smoothing argument, a better insight is gained through the proof for the mutual information. These are based on the fact that \( I(W;Z_i) \leq I(W;Z_i|S_A) \), where \( A \) is a subset of \([n]\) where \( i \) is not included. This inequality holds since the knowledge of the samples \( S_A \) provides information about \( Z_i \) through \( W \).

More precisely,

\[
I(W;Z_i) \leq I(W;Z_i) + I(S_A;Z_i|W)
\]

\[
\leq I(W;S_A;Z_i)
\]

\[
\leq I(W;Z_i|S_A) + I(Z_i;S_A)
\]

\[
I(W;Z_i|S_A),
\]

where (a) is due to the non-negativity of the mutual information, (b) and (c) follow from the chain rule, and (d) stems from the fact that \( Z_i \) and \( S_A \) are independent.
Finally, the comparison of the random-subset and full-dataset bounds behaves differently when the Wasserstein distance or the mutual information is employed. The analysis using the Wasserstein distance suggests that the random-subset bounds are sharper than the full-dataset bounds with an extra factor of two, namely
\[
\mathbb{E}[W(P_{W|S}, P_{W|S^c})] \leq 2\mathbb{E}[W(P_{W|S}, P_{W})].
\]

On the other hand, the analysis using the mutual information indicates that the random-subset bounds are looser than the full dataset bounds.

This discrepancy might help understand the reason why, in practice, the random-subset bounds from [7, 10, 9] with the expectation of the square root of the relative entropy result in tighter characterizations of the generalization error than the full-dataset bounds from [4, 1] using the mutual information. To be precise, this suggests that the loss of performance of a further application of the Jensen’s inequality to incorporate the expectations inside the square root of the bounds from [7, 10, 9] is big. In other words, that \(D_{KL}(P_{W|S} \| P_{W|S^c})\) has high variance in practical settings.

A summary of these comparisons is shown in Figure 2. Note that the mutual information bounds are written after Jensen’s inequality is applied in order to allow comparisons between them. However, the relationships between the Wasserstein and mutual information based bounds still hold when the expectations of the relative entropy are outside of the square root.

## D.1 Comparison of the Wasserstein distance based bounds

### D.1.1 Standard setting

**Proposition 2.** Consider the standard setting. Then,
\[
\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[W(P_{W|Z_i}, P_{W})] \leq \mathbb{E}[W(P_{W|S}, P_{W})].
\]

**Proof.** The proposition follows by noting that, for all \(i \in [n]\),
\[
\mathbb{E}[W(P_{W|Z_i}, P_{W})] \leq \mathbb{E}[W(P_{W|S}, P_{W})],
\]
which is a stronger statement than the original. More precisely, it can be shown that, for all \(i \in [n]\),
\[
\mathbb{E}\left[\sup_{f \in \text{Lip}(\rho)} \left\{ \mathbb{E}[f(W) | Z_i] - \mathbb{E}[f(W)] \right\} \right] \leq \mathbb{E}\left[\sup_{f \in \text{Lip}(\rho)} \left\{ \mathbb{E}[f(W) | S] - \mathbb{E}[f(W)] \right\} \right],
\]
which is equivalent to (8) due to the KR duality.

After writing \(\mathbb{E}\left[\sup_{f \in \text{Lip}(\rho)} \left\{ \mathbb{E}[f(W) | S] - \mathbb{E}[f(W)] \right\} \right]\) in integral form, the result is shown as follows:
\[
\int_{\mathbb{Z}^n} \sup_{f \in \text{Lip}(\rho)} \left\{ \int_{\mathbb{W}} f(w)dP_{W|s}(w) - \int_{\mathbb{W}} f(w)dP_{W}(w) \right\} dP_{S}(s)
\]
\[
\overset{(a)}{=} \int_{\mathbb{Z}^n} \sup_{f \in \text{Lip}(\rho)} \left\{ \int_{\mathbb{Z}^{n-1}} \left( \int_{\mathbb{W}} f(w)dP_{W|s}(w) - \int_{\mathbb{W}} f(w)dP_{W}(w) \right) P_{\mathbb{Z}^{n-1}}(s^{-i}) \right\} dP_{Z}(z_i)
\]
\[
\overset{(b)}{=} \int_{\mathbb{Z}^n} \sup_{f \in \text{Lip}(\rho)} \left\{ \int_{\mathbb{W}} f(w)dP_{W|z_i}(w) - \int_{\mathbb{W}} f(w)dP_{W}(w) \right\} dP_{Z}(z_i),
\]
where \(s^{-i} = (z_1, \ldots, z_{i-1}, z_{i+1}, \ldots, z_n)\). (a) is due to the fact that \(\sup_{g} \mathbb{E}[g(X)] \leq \mathbb{E}[\sup_{g} g(X)]\), and (b) follows from Fubini–Tonelli’s theorem and the fact that \(P_{W|Z_i} = \mathbb{E}[P_{W|S} | Z_i]\).

Finally, noting that (b) is the integral form of \(\mathbb{E}\left[\sup_{f \in \text{Lip}(\rho)} \left\{ \mathbb{E}[f(W) | Z_i] - \mathbb{E}[f(W)] \right\} \right]\) concludes the proof. \(\square\)
Figure 2: Summary of the comparison between the current and presented bounds based on the Wasserstein distance and the mutual information.
Proposition 3. Consider the standard setting. Consider also a uniformly random subset of indices $J \subseteq [n]$ of size $m$. Then,

$$\frac{1}{n} \sum_{i=1}^{n} E \left[ \mathbb{W}(P_{W|Z_i}, P_W) \right] \leq E \left[ \mathbb{W}(P_{W|S}, P_{W|S_{\cap}}) \right].$$

Proof. The proof of this proposition follows closely that of Proposition 2. First note that the statement may be written as

$$\frac{1}{n} \sum_{i=1}^{n} E \left[ \mathbb{W}(P_{W|Z_i}, P_W) \right] \leq \frac{1}{(m)} \sum_{j \in J} E \left[ \mathbb{W}(P_{W|S}, P_{W|S_{\cap}}) \right],$$

where the expectation with respect to $P_j$ has been written explicitly. Then, this result follows by noting that, for all $i \in [n]$ and all $j \subseteq [n]$ such that $i \in j$

$$E \left[ \mathbb{W}(P_{W|Z_i}, P_W) \right] \leq E \left[ \mathbb{W}(P_{W|S}, P_{W|S_{\cap}}) \right],$$

which is a stronger statement than the original. This is stronger since one can, without loss of generality, consider the samples $Z_i$ ordered so that the sequence $\{E[\mathbb{W}(P_{W|Z}, P_W)]\}_{i \in [n]}$ is decreasing. Then, $E[\mathbb{W}(P_{W|Z}, P_W)]$ is smaller than $E[\mathbb{W}(P_{W|S}, P_{W|S_{\cap}})]$ for the $(m-1)$ sets $j$ in which sample 1 appears, $E[\mathbb{W}(P_{W|Z}, P_W)]$ is smaller than $E[\mathbb{W}(P_{W|S}, P_{W|S_{\cap}})]$ for the sets $j$ in which sample 2 appears and sample 1 does not, and so on.

More precisely, it can be shown that, for all $i \in [n]$ and all $j \subseteq [n]$ such that $i \in j$,

$$E \left[ \sup_{f \in 1-Lip(\rho)} \left\{ E[f(W) \mid Z_i] - E[f(W)] \right\} \right] \leq E \left[ \sup_{f \in 1-Lip(\rho)} \left\{ E[f(W) \mid S] - E[f(W) \mid S_{\cap}] \right\} \right],$$

which is equivalent to (9) due to the KR duality.

After writing $E \left[ \sup_{f \in 1-Lip(\rho)} \left\{ E[f(W) \mid S] - E[f(W) \mid S_{\cap}] \right\} \right]$ in integral form, the result is shown as follows:

$$\int_{Z^n} \sup_{f \in 1-Lip(\rho)} \left\{ \int_{W} f(w) dP_{W|s}(w) - \int_{W} f(w) dP_{W|s_{\cap}}(w) \right\} dP_{S}(s)$$

$$\geq \int_{Z} \sup_{f \in 1-Lip(\rho)} \left\{ \int_{Z^{n-1}} \left( \int_{W} f(w) dP_{W|s}(w) - \int_{W} f(w) dP_{W|s_{\cap}}(w) \right) P_{Z|s_{1}}^{\cap n-1}(s_{1}) \right\} dP_{Z}(z_i)$$

$$= \int_{Z} \sup_{f \in 1-Lip(\rho)} \left\{ \int_{W} f(w) dP_{W|s}(w) - \int_{W} f(w) dP_{W}(w) \right\} dP_{Z}(z_i),$$

where (a) stems from the fact that $\sup_{s} E[g(X)] \leq E[\sup_{s} g(X)]$, and (b) follows from Fubini–Tonelli’s theorem and the fact that $P_{W|Z_i} = E[P_{W|S} \mid Z_i]$ and $P_{W} = E[P_{W|S_{\cap}} \mid Z_i]$, since $i \in j$ and therefore $i \notin j^\cap$.

Finally, noting that (b) is the integral form of $E \left[ \sup_{f \in 1-Lip(\rho)} \left\{ E[f(W) \mid Z_i] - E[f(W)] \right\} \right]$ concludes the proof.

Proposition 4. Consider the standard setting. Consider also a uniformly random subset of indices $J \subseteq [n]$ of size $m$. Then,

$$E \left[ \mathbb{W}(P_{W|S}, P_{W|S_{\cap}}) \right] \leq 2E \left[ \mathbb{W}(P_{W|S}, P_W) \right].$$

Proof. An application of the triangle inequality on Wasserstein distances [18, Chapter 6] states that, for all $j \subseteq [n]$ such that $|j| = m$ and all $s \in Z^n$

$$\mathbb{W}(P_{W|s}, P_{W|s_{\cap}}) \leq \mathbb{W}(P_{W|s}, P_W) + \mathbb{W}(P_{W|s_{\cap}}, P_W).$$

Then, the inequality $E[\mathbb{W}(P_{W|S_{\cap}}, P_W)] \leq E[\mathbb{W}(P_{W|S}, P_W)]$ holds by the same arguments of Proposition 2. That is, writing the Wasserstein distance in its KR dual form and noting that the integral of a supremum is greater than the supremum of the integral and that $P_{W|S_{\cap}} = E[P_{W|S} \mid S_{\cap}]$ for all $j \subseteq [n]$. Hence, taking expectations on both sides of (10) results in

$$E \left[ \mathbb{W}(P_{W|S}, P_{W|S_{\cap}}) \right] \leq 2E \left[ \mathbb{W}(P_{W|S}, P_W) \right],$$

which completes the proof.
D.1.2 Randomized-subsample setting

**Proposition 5.** Consider the randomized-subsample setting. Then,

\[ \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[\mathcal{W}(P_{W|S_i, U_i}, P_{W|\tilde{S}_i})] \leq \mathbb{E}[\mathcal{W}(P_{W|\tilde{S}, U}, P_{W|\tilde{S}})], \]

where \(\tilde{S}_i\) is defined in Theorem 3.

**Proof.** The proposition follows noting that, for all \(i \in [n]\)

\[ \mathbb{E}[\mathcal{W}(P_{W|\tilde{S}, U}, P_{W|\tilde{S}_i})] \leq \mathbb{E}[\mathcal{W}(P_{W|\tilde{S}, U}, P_{W|\tilde{S}})], \tag{11} \]

which is a stronger statement than the original. Then, Equation (11) follows by the same arguments as Propositions 2 and 4. That is, writing the Wasserstein distance in its KR dual form and noting that the integral of a supremum is greater than the supremum of the integral and that \(P_{W|\tilde{S}, U} = \mathbb{E}[P_{W|\tilde{S}, U} | \tilde{S}_i, U_i] \) and \(P_{W|\tilde{S}_i} = \mathbb{E}[P_{W|\tilde{S}_i} | \tilde{S}_i, U_i]\).

**Proposition 6.** Consider the randomized-subsample setting. Consider also a uniformly random subset of indices \(J \subseteq [n]\) of size \(m\). Then,

\[ \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[\mathcal{W}(P_{W|\tilde{S}_i, U_i}, P_{W|\tilde{S}_i})] \leq \mathbb{E}[\mathcal{W}(P_{W|\tilde{S}, U}, P_{W|\tilde{S}_J}')], \]

**Proof.** Note that the statement of the proposition may be written as

\[ \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[\mathcal{W}(P_{W|\tilde{S}_i, U_i}, P_{W|\tilde{S}_i})] \leq \frac{1}{m} \sum_{j \in J} \mathbb{E}[\mathcal{W}(P_{W|\tilde{S}_j, U_j}, P_{W|\tilde{S}_j'})], \tag{12} \]

where the expectation with respect to \(P_j\) has been written explicitly. Then, this result follows by noting that, for all \(i \in [n]\) and all \(j \in [n]\) such that \(i \neq j\)

\[ \mathbb{E}[\mathcal{W}(P_{W|\tilde{S}_j, U_j}, P_{W|\tilde{S}_i})] \leq \mathbb{E}[\mathcal{W}(P_{W|\tilde{S}, U}, P_{W|\tilde{S}_J'})], \]

which is a stronger statement than the original. Similarly to Proposition 4, this is stronger since one can, without loss of generality, consider the tuple of pairs of samples and their deciding index \((\tilde{S}_i, U_i) = (\tilde{Z}_i, Z_{i+n}), U_i)\) ordered so that the sequence \(\{\mathbb{E}[\mathcal{W}(P_{W|\tilde{S}_i, U_i}, P_{W|\tilde{S}_i})]\}_{i \in [n]}\) is decreasing. Then, \(\mathbb{E}[\mathcal{W}(P_{W|\tilde{S}_j, U_j}, P_{W|\tilde{S}_j'})] = \mathbb{E}[\mathcal{W}(P_{W|\tilde{S}, U}, P_{W|\tilde{S}_J'})]\) for the \((m - 1)\) sets \(j\) in which the tuple 1 appears, \(\mathbb{E}[\mathcal{W}(P_{W|\tilde{S}_2, U_2}, P_{W|\tilde{S}_2'})] = \mathbb{E}[\mathcal{W}(P_{W|\tilde{S}, U}, P_{W|\tilde{S}_J'})]\) for the sets \(j\) in which tuple 2 appears and tuple 1 does not, and so on.

Then, Equation (12) follows by the same arguments than Propositions 2 and 4. That is, writing the Wasserstein distance in its KR dual form and noting that the integral of a supremum is greater than the supremum of the integral and that \(P_{W|\tilde{S}, U} = \mathbb{E}[P_{W|\tilde{S}, U} | \tilde{S}_i, U_i] \) and \(P_{W|\tilde{S}_i} = \mathbb{E}[P_{W|\tilde{S}_i} | \tilde{S}_i, U_i]\), since \(i \neq j\) and therefore \(i \notin J^c\).

**Proposition 7.** Consider the randomized-subsample setting. Consider also a uniformly random subset of indices \(J \subseteq [n]\) of size \(m\). Then,

\[ \mathbb{E}[\mathcal{W}(P_{W|\tilde{S}, U}, P_{W|\tilde{S}_J})] \leq 2\mathbb{E}[\mathcal{W}(P_{W|\tilde{S}}, P_{W|\tilde{S}})]. \]

**Proof.** An application of the triangle inequality on Wasserstein distances [18, Chapter 6] states that, for all \(j \subseteq [n]\) such that \(|j| = m\), all \(\tilde{s} \in \mathbb{Z}^{2n}\), and all \(u \in [0, 1]^{n}\)

\[ \mathcal{W}(P_{W|\tilde{s}, u}, P_{W|\tilde{s}_J}) \leq \mathcal{W}(P_{W|\tilde{s}, u}, P_{W|\tilde{s}}) + \mathcal{W}(P_{W|\tilde{s}_J}, P_{W|\tilde{s}}). \tag{13} \]

Then, the inequality \(\mathbb{E}[\mathcal{W}(P_{W|\tilde{s}, U_j}, P_{W|\tilde{s}})] \leq \mathbb{E}[\mathcal{W}(P_{W|\tilde{s}, U_j}, P_{W|\tilde{s}})]\) holds by the same arguments of Proposition 2. That is, writing the Wasserstein distance in its KR dual form and noting that the integral of a supremum is greater than the supremum of the integral and that \(P_{W|\tilde{s}, U_j} = \mathbb{E}[P_{W|\tilde{s}, U} | \tilde{S}_i, U_i]\) for all \(j \subseteq [n]\). Hence, taking expectations on both sides of (13) results in

\[ \mathbb{E}[\mathcal{W}(P_{W|\tilde{s}, U}, P_{W|\tilde{s}_J})] \leq 2\mathbb{E}[\mathcal{W}(P_{W|\tilde{s}, U}, P_{W|\tilde{s}})], \]

which completes the proof. \(\square\)
D.1.3 Comparison between the settings

**Proposition 8.** Consider the standard and the randomized-subsample settings. Consider also a uniformly random subset of indices \( J \subseteq [n] \) of size \( m \). Then,

\[
\mathbb{E}[\mathcal{W}(P_W|S, P_W)] \leq 2 \mathbb{E}[\mathcal{W}(P_W|S, S)],
\]

\[
\mathbb{E}[\mathcal{W}(P_W|\bar{s}, S, P_W)] \leq 2 \mathbb{E}[\mathcal{W}(P_W|S, P_W)], \quad \text{and}
\]

\[
\mathbb{E}[\mathcal{W}(P_W|\bar{s}, U, P_W)] \leq 2 \mathbb{E}[\mathcal{W}(P_W|S, P_W)].
\]

**Proof.** The proofs of the three statements are analogous. Therefore only the proof of the first statement is explicitly written.

An application of the triangle inequality on Wasserstein distances [18, Chapter 6] states that, for \( \bar{s} \in 2^2 \) and all \( u \in [0,1]^n \) such that \( s \) is obtained through \( \bar{s} \) and \( u \) as explained in the introduction,

\[
\mathcal{W}(P_W|\bar{s}, u, P_W) \leq \mathcal{W}(P_W|\bar{s}, P_W) + \mathcal{W}(P_W|\bar{s}, P_W).
\]

(14)

Then, the inequality \( \mathbb{E}[\mathcal{W}(P_W|\bar{s}, P_W)] \leq \mathbb{E}[\mathcal{W}(P_W|\bar{s}, U, P_W)] \) holds by the same arguments of Proposition 2. That is, writing the Wasserstein distance in its KR dual form and noting that the integral of a supremum is greater than the supremum of the integral and that \( P_W|\bar{s} = \mathbb{E}[P_W|\bar{s}, U] \).

Hence, taking expectations on both sides of (14) and noting that \( P_{\bar{s}, U} = P_{\bar{s}} \) almost surely results in

\[
\mathbb{E}[\mathcal{W}(P_W|\bar{s}, U, P_W)] \leq 2 \mathbb{E}[\mathcal{W}(P_W|S, P_W)],
\]

which completes the proof. \( \square \)

D.2 Comparison of the mutual information based bounds

D.2.1 Standard setting

In the standard setting, after a further application of Jensen’s inequality, the bounds derived from Corollary 1 or [6, Proposition 1] are the tightest, followed by [4, Theorem 1] and the bounds derived from Corollary 2 when \( |J| = 1 \) or [7, Theorem 2.4] if the arbitrary random variable \( R \) is not considered. This follows since by [6, Proposition 2] and [38, Lemma 3.7] or [9, Lemma 2]

\[
\sum_{i=1}^{n} I(W; Z_i) \leq I(W; S) \leq \sum_{i=1}^{n} I(W; Z_i|S^{-i}),
\]

where \( S^{-i} = S \setminus Z_i \). More generally, with trivial modifications to the proof from [9, Lemma 2], it can be shown that

\[
\sum_{i=1}^{n} I(W; Z_i) \leq I(W; S) \leq \mathbb{E}[I(W; S_j|S_{j'})],
\]

noting that, for any \( j \subseteq [n] \) of size \( m \), if the elements of \( s_j \) are ordered as \( Z_{k_1}, \ldots, Z_{k_m} \),

\[
I(W; S) = \sum_{i=1}^{n} I(W; Z_i|S^{-i}) \leq \frac{1}{m} \sum_{i=1}^{m} I(W; Z_{k_i}|S_{k_i-1}, S_{k_i-1}^{j-1}),
\]

since every time that \( i = k \), then \( S_{i-1}^{j-1} \subseteq (S_{j'} \cup S_{j}^{k_i-1}) \), where \( S_{j}^{k_i-1} \) are the first \( i-1 \) elements of \( S_j \).

D.2.2 Randomized-subsample setting

With a similar argument to the one for the standard setting, after a further application of Jensen’s inequality, the bounds derived from [10, Theorem 3.4] are tighter than [1, Theorem 5.1], which in turn are tighter than the bounds derived from Corollary 4 when \( |J| = 1 \) or [10, Theorem 3.7] if the arbitrary random variable \( R \) is not considered, since

\[
\sum_{i=1}^{n} I(W; U_i|\bar{S}) \leq I(W; U|\bar{S}) \leq \mathbb{E}[I(W; U_j|\bar{S}, U_{j'})].
\]
Furthermore, the bounds derived from Corollary 3 or [9, Proposition 3] are the tightest as dictated by [9, Lemma 3] or [12, Lemma 2]. This way, the relationship between the conditional mutual information terms is
\[
\sum_{i=1}^{n} I(W; U_i | Z_i, Z_{i+n}) \leq \sum_{i=1}^{n} I(W; U_i | S) \leq I(W; U | S) \leq \mathbb{E}[I(W; U_j | S, U_{j'})],
\]

D.2.3 Comparison between the settings

Similarly, one may note that \(I(W; U | S) \leq I(W; S)\) by [10], \(I(W; U_i | Z_i, Z_{i+n}) \leq I(W; Z_i)\), and \(I(W; U_j | S) \leq I(W; S_j | S_{j'})\) for any subset of indices \(j \subseteq [n]\). Nonetheless, the additional factor of two in the bounds of the randomized-subsample setting makes the comparison between the bounds of the different settings harder.

An attempt for this comparison is given in [8], where they note that, since \((U, S) \leftrightarrow S \leftrightarrow W\) form a Markov chain and \(S\) is a deterministic function of \(\tilde{S}\) and \(U\), then \(I(W; S) = I(W; \tilde{S}) + I(W; U | S)\), and hence the bound from the randomized-subsample setting [1, Theorem 5.1] is tighter than the one from the standard setting [4, Theorem 1] if \(3I(W; U | S) \leq I(W; S)\). There are similar requirements for the single-letter and random-subset bounds, namely:

- The bound derived from Corollary 3 or [9, Proposition 3] is tighter than [6, Proposition 1] if \(3I(W; U_i | Z_i, Z_{i+n}) \leq I(W; Z_i, Z_{i+n})\).
- The bound derived from Corollary 4 or [10, Theorem 3.7] is tighter than [7, Theorem 2.4] if \(3I(W; U_j | S, U_{j'}) \leq I(W; \tilde{S}_j | S_{j'})\).

**Remark 4.** Note that, sometimes, seemingly looser bounds can lead to tighter or more tractable bounds for specific algorithms. For instance, the random-subset bounds from [7, 9, 10] lead to tighter Langevin dynamics and stochastic gradient Langevin dynamics than the single-letter bounds from [6].

E Derivations for the Gaussian location model example

The problem considered in the example is the estimation of the mean \(\mu\) of a \(d\)-dimensional Gaussian distribution with known covariance matrix \(\sigma^2 I_d\). Furthermore, there are \(n\) samples \(S = (Z_1, \ldots, Z_n)\) available, the loss is measured with the Euclidean distance \(\ell(w, z) = \|w - z\|_2\), and the estimation is their empirical mean \(W = \frac{1}{n} \sum_{i=1}^{n} Z_i\).

To calculate the expected generalization error and derive different bounds, it is convenient to know how the random variables are distributed. For example, in this setting \(P_S = \mathcal{N}(\mu, \sigma^2 I_d)\), \(P_W = \mathcal{N}\left(\mu, \frac{\sigma^2}{n} I_d\right)\), \(P_{W|Z} = \mathcal{N}\left((\frac{n-1}{n})\mu + \frac{1}{n} Z, \sigma^2 (\frac{n-1}{n^2}) I_d\right)\), \(P_{W|S} = \delta\left(\frac{1}{n} \sum_{i=1}^{n} Z_i\right)\). Another important feature of this problem is that the loss function is 1-Lipschitz under \(\rho(w, w') = \|w - w'|\_2\).

E.1 Expected generalization error

In order to derive an exact expression of the generalization error, it is suitable to write it in the following explicit form:
\[
\mathbb{E}[\text{gen}(W, S)] = \mathbb{E}[\ell(W, Z)] - \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[\ell(W, Z_i)],
\]
where \(Z \sim P_S\) is independent of \(W\). Then, the two terms can be evaluated independently.

The first term is equivalent to
\[
\mathbb{E}[\ell(W, Z)] = \mathbb{E}[\|W - Z\|_2] = \sqrt{2\sigma^2 \left(1 + \frac{1}{n}\right) \frac{\Gamma\left(\frac{d+1}{2}\right)}{\Gamma\left(\frac{d}{2}\right)}},
\]
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where the first equality follows from the definition of the loss function. The second equality follows from noting that $(W - Z) \sim N(0, \sigma^2 (1 + \frac{1}{n}) I_d)$ and therefore $\|W - Z\|_2 = \sqrt{\sigma^2 (1 + \frac{1}{n})} X$, where $X$ is distributed according to the chi distribution with $d$ degrees of freedom.

Similarly, the summands of the second term are equivalent to

$$E[\epsilon(W, Z_i)] = E[\|W - Z_i\|_2] = \sqrt{2\sigma^2 \left(1 - \frac{1}{n}\right)} \frac{\Gamma \left(\frac{d+1}{2}\right)}{\Gamma \left(\frac{d}{2}\right)},$$

where as before the first equality follows from the definition of the loss function. The second equality follows from noting that $(W - Z_i) \sim N(0, \sigma^2 (1 - \frac{1}{n}) I_d)$ and therefore $\|W - Z_i\|_2 = \sqrt{\sigma^2 (1 - \frac{1}{n})} X$, where $X$ is distributed according to the chi distribution with $d$ degrees of freedom.

In this case, $W$ and $Z_i$ are not independent random variables. In fact, $(W, Z_i)$ is normally distributed with covariance matrix

$$\left(\begin{array}{cc}
\frac{\sigma^2}{n} I_d & \frac{\sigma^2}{n} I_d \\
\frac{\sigma^2}{n} I_d & \sigma^2 I_d
\end{array}\right),$$

from which the distribution of $W - Z_i$ is deduced.

Finally, subtracting both terms results in

$$\text{gen}(W, S) = \sqrt{\frac{2\sigma^2}{n} \left(\sqrt{n+1} - \sqrt{n-1}\right)} \frac{\Gamma \left(\frac{d+1}{2}\right)}{\Gamma \left(\frac{d}{2}\right)} \leq \sqrt{\frac{2\sigma^2 d}{n}}.$$

where the inequality follows from the following two bounds: (i) $\sqrt{n+1} - \sqrt{n-1} \leq \sqrt{\frac{2}{n}}$, which is obtained by multiplying and dividing by $\sqrt{n+1} + \sqrt{n-1}$ and noting that $\sqrt{n+1} + \sqrt{n-1} \geq \sqrt{2n}$, and (ii) the upper bound on the ratio of gamma distributions by $\sqrt{\frac{2}{n}}$ using the series expansion at $d \to \infty$.

### E.2 Wasserstein distance bound

The bound from [15] can be calculated exactly since $P_{W|S}$ is a delta distribution, that is

$$E[\mathbb{W}(P_{W|S}, P_W)] = E\left[\left\|\frac{1}{n} \sum_{i=1}^n Z_i - \frac{1}{n} \sum_{i=1}^n Z_i\right\|_2\right] = \sqrt{\frac{4\sigma^2 n \Gamma \left(\frac{d+1}{2}\right)}{\Gamma \left(\frac{d}{2}\right)}} \leq \sqrt{\frac{2\sigma^2 d}{n}}$$

where $Z_i \sim P_Z$ are independent copies of $Z_i$. Hence, the difference is distributed as a normal distribution with mean 0 and covariance $\frac{2\sigma^2}{n} I_d$, which means that the norm is $\sqrt{\frac{2\sigma^2}{n}} X$, where $X$ is a chi random variable with $d$ degrees of freedom.

### E.3 Individual sample Wasserstein distance bound

An exact calculation of the bound from Theorem 1 is cumbersome. However, the Wasserstein distance of order one can be bounded from above by the Wasserstein distance of order two (Remark 1), which has a closed form expression for Gaussian distributions. More specifically,

$$E[\mathbb{W}(P_{W|Z_i}, P_W)] \leq E[\mathbb{W}_2(P_{W|Z_i}, P_W)] \leq \frac{\sqrt{2\sigma^2 \Gamma \left(\frac{d+1}{2}\right)}}{n \Gamma \left(\frac{d}{2}\right)} + \frac{\sigma^2 d}{n^2} \leq \frac{\sqrt{\sigma^2 d}{n}}{n} + \sqrt{\frac{\sigma^2 d}{n^3}}.$$

The second inequality follows from the closed-form expression for the squared Wasserstein distance of order 2, namely

$$\mathbb{W}(P_{W|Z_i}, P_W)^2 = \frac{1}{n^2} \left\|\mu - Z_i\right\|^2 + \frac{\sigma^2 d}{n} \left(1 + \frac{n-1}{n} - 2\sqrt{\frac{n-1}{n}}\right),$$

where the term $\left(1 + \frac{n-1}{n} - 2\sqrt{\frac{n-1}{n}}\right)$ is a perfect square that is bounded from above by $\frac{1}{d}$. Then the expression results from employing the inequality $\sqrt{x + y} \leq \sqrt{x} + \sqrt{y}$ and noting that $\|\mu - Z_i\|_2 = \sigma X$, where $X$ is a chi distributed random variable with $d$ degrees of freedom.
E.4 Random subset Wasserstein distance bound

As in E.2, since \( P_{W|S} \) is a delta distribution, the bound from Theorem 2 can be calculated exactly. In particular, the bound assuming that \(|J| = 1\) is

\[
\mathbb{E}[\mathcal{W}(P_{W|S}, P_{W|S-J})] = \mathbb{E}
\left[
\frac{1}{n} \sum_{i=1}^{n} Z_i - \left( \frac{Z_j'}{n} + \frac{1}{n} \sum_{i \neq j} Z_i \right)\right]_2
\leq \frac{\sqrt{4\pi^2} \Gamma\left(\frac{d+1}{2}\right)}{\Gamma\left(\frac{d}{2}\right)} \leq \frac{\sqrt{2\pi d}}{n},
\]

where \( Z_j' \sim P_{Z_j} \) is an independent copy of \( Z_j \). Hence, the norm is \( \sqrt{\frac{2\pi d}{n}} X \), where \( X \) is a chi random variable with \( d \) degrees of freedom.

E.5 Individual sample mutual information bound

The individual sample mutual information is \( I(W; Z_i) = \frac{d}{2} \log \left( \frac{n}{n-1} \right) \) for all \( i \in \{n\} \) [6]. Nonetheless, in order to employ the bound from [6], the loss function \( \ell(W, Z) \) needs to have a cumulant generating function \( \Lambda(\lambda) \) bounded from above by a convex function \( \psi(\lambda) \) such that \( \psi(0) = \psi'(0) = 0 \) for all \( \lambda \in (-b, 0) \) for some \( b \in \mathbb{R}_+ \), where \( Z \sim P_Z \) is independent of \( W \).

The loss function \( \ell(W, Z) = \|W - Z\|_2 \) is \( \sqrt{\sigma^2(1 + \frac{1}{n})} X \), where \( X \) is a chi random variable with \( d \) degrees of freedom. The moment generating function \( M(\lambda) \) of such a random variable is

\[
M(\lambda) = M\left(\frac{d}{2}, 1, \frac{\lambda^2}{2}\right) + \frac{\lambda \sqrt{2\pi} \Gamma\left(\frac{d+1}{2}\right)}{\Gamma\left(\frac{d}{2}\right)} \tilde{M}\left(\frac{k + 1}{2}, \frac{3}{2}, \frac{\lambda^2}{2}\right),
\]

where \( \tilde{M} \) is the Kummer’s confluent hypergeometric function.

The expression of this moment generating function is too convoluted to study for \( d > 1 \). Nonetheless, for \( d = 1 \) it has a closed form expression, namely

\[
M(\lambda) = e^{\frac{\lambda^2}{2}} \left( 1 + \text{erf}\left(\frac{\lambda}{\sqrt{2}}\right)\right).
\]

Therefore, the cumulant generating function is \( \Lambda(\lambda) = \frac{\lambda^2}{2} + \log(1 + \text{erf}(\frac{\lambda}{\sqrt{2}})) \), which is bounded from above by the convex function \( \psi(\lambda) = \frac{\lambda^2}{2} \) for all \( \lambda \in (-\infty, 0] \). Hence, the bound from [6] can be applied yielding

\[
\text{gen}(W, S) \leq \frac{1}{n} \sum_{i=1}^{n} \sqrt{\sigma^2(1 + \frac{1}{n}) I(W; Z_i)} \leq \sqrt{\sigma^2(1 + \frac{1}{n})} \log \left( \frac{n}{n-1} \right) \leq \sqrt{\frac{2\sigma^2}{n-1}},
\]

where the last inequality stems from noting that \( \frac{n}{n-1} = 1 + \frac{1}{n-1} \), the fact that \( \log(1 + x) \leq x \), and bounding \( (1 + \frac{1}{n}) \) from above by 2.

F Randomized-subsample setting and the BH inequality

In Corollaries 3 and 4, the immediate bound that stems from the use of the BH inequality is not included. The reason for this is that the relative entropies \( D_{KL}(P_{W|Z_i, Z_{i+n}, U_i} \| P_{W|Z_i, Z_{i+n}}) \) and \( D_{KL}(P_{W|S, U, R} \| P_{W|S, U, R}) \), when \(|J| = 1\), are never greater than \( \log(2) \) as shown in Lemma 3 below. Hence, the range of these relative entropies is inside the range where Pinsker’s inequality is tighter than the BH inequality.

**Lemma 3.** Let \( P_{X|A, B} \) be a conditional probability distribution on \( X \), where \( B \) is a Bernoulli random variable with probability \( 1/2 \) and \( A \in \mathcal{A} \) is a random variable independent of \( B \). Let also \( P_{X|A} = \mathbb{E}[P_{X|A, B} \mid A] \). Then, \( D_{KL}(P_{X|A, B} \| P_{X|A}) \leq \log(2) \).
A celebrated result in rate–distortion theory is its duality. More precisely, instead of looking for bounds derived from Pinsker’s inequality, it is shown that the derived mutual-information bounds are the tightest possible. Namely, for $A,B$, we have that

$$ D_{KL}(P_{X|A} \parallel P_{X|A}) = \mathrm{E} \left[ \log \left( \frac{dP_{X|A}}{dP_{X|A} + \frac{1}{2} P_{X|A,(1-B)}} \right) \right]_{A,B} $$

where (a) stems from [39, Exercise 9.27], (b) follows from the linearity of $P_{X|A,B}$-a.e. of the Radon–Nikodym derivative, and (c) is due to the fact that $\log(1+x) \geq 0$ for all $x \geq 0$ and the fact that $dP_{X|A,(1-B)}/dP_{X|A,B}$ is always positive. Also, steps (a), (b), and (c) are possible since the expectation integrates over the support of $P_{X|A,B}$, avoiding the problems of absolute continuity in (c) and absorbing the $P_{X|A,B}$-a.e. properties for (a) and (b).

**Remark 5.** Lemma 3 can be easily extended to the case where $B$ is a sequence of $k$ Bernoulli random variables $B_i$, noting that $P_{X|A} = 2^k \sum_{j=1}^{2^k} P_{X|A,B_j}$, where $B$ are all the $2^k$ random sequences $B_j$ where the $i$-th element can be either $B_i$ or $(1 - B_i)$. In that case, we have that $D_{KL}(P_{X|A,B} \parallel P_{X|A}) \leq k \log(2)$.

Then, note that $D_{KL}(P_{W|Z_i,z_{i+n},U_i} \parallel P_{W|Z_i,z_{i+n}}) \leq \log(2)$ if $A = \langle \tilde{Z}_i, \tilde{Z}_{i+n} \rangle$, $B = U_i$, and $X = W$. Similarly, for $|J| = 1$, note that $D_{KL}(P_{W|S,U,R} \parallel P_{W|S,U,J,c,R}) \leq \log(2)$ if $A = \langle \tilde{S}, U_{J,c}, R \rangle$, $B = U_J$, and $X = W$.

**Remark 6.** In Corollary 4, when $|J| > 2$, it is not guaranteed that the inequality obtained from Pinsker’s inequality is tighter than the one obtained with the BH inequality. For instance, as per Remark 5, $D_{KL}(P_{W|S,U,R} \parallel P_{W|S,U,J,c,R})$ could be as large as $|J| \log(2)$, which is already larger than 1.6 for $|J| = 3$. Hence, for $|J| > 2$, one should also consider that inequality if one desires the tightest bound.

However, the bound derived from the BH inequality was not included since this kind of bounds are usually employed for $|J| = 1$, e.g., [10, Theorem 4.2] and [9, Proposition 6]. Moreover, after applying Jensen’s inequality, it is shown that the derived mutual-information bounds are the tightest when $|J| = 1$ [10, Corollary 3.3].

**G Rate-distortion theory and generalization**

**G.1 Rate–distortion theory**

Rate–distortion theory [22, 19] deals with the problem of determining the minimum number of bits, determined by the rate $R$, that should be employed to characterize a signal $X$ by $Y$ so that this signal can later be recovered with an expected distortion lower than $\delta$. Formally, given a signal $X$ with distribution $P_X$ and a distortion measure $d$, the rate–distortion function $R(\delta)$ finds the optimal encoding distribution $P_{Y|X}^*$, i.e., the channel $P_{Y|X}$ that generates a representation $Y$ with the minimum amount of bits $R(\delta)$ and an expected distortion lower than $\delta$. Namely,

$$ R(\delta) = \inf_{P_{Y|X}: \mathbb{E}[d(X,Y)] \leq \delta} I(X;Y). $$

A celebrated result in rate–distortion theory is its duality. More precisely, instead of looking for the channel $P_{Y|X}$ that most compresses a signal $X$ with a limited distortion $\delta$, one can look for the channel $P_{Y|X}$ that less distorts the signal $X$ with a limited budget of bits $r$. That is, one can solve the distortion–rate function

$$ D(r) = \inf_{P_{Y|X}: I(X;Y) \leq r} \mathbb{E}[d(X,Y)]. $$
Then, the duality theorem states that $R(\delta) = D^{-1}(\delta)$ and $D(r) = R^{-1}(r)$ [40, Lemma 4.1.2], or, in words, that the inverse of the rate–distortion function is the distortion–rate function, and vice versa.

**Remark 7.** Rate–distortion theory is a well-studied field and the rate–distortion and distortion–rate functions have many more interesting properties and analytical solutions and bounds for particular (and common) cases.

**Single-letterization** Sometimes, if $X$ is a sequence of signals $X = (X_1, \ldots, X_n)$, solving the rate–distortion function is challenging. Assume that the signals $X_i$ are independent and the distortion $d$ is separable, i.e., $\mathbb{E}[d(X, Y)] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[d(X_i, Y_i)]$. Then, a simpler task is to solve the single-letter version of the rate–distortion function. Namely, for any $i \in [n]$, to solve

$$R_i(\delta_i) = \inf_{P_{X_i|X_i} : \mathbb{E}[d(X_i, Y_i)] \leq \delta} I(X_i; Y_i).$$

Then, for any $i$, the equality $nR_i(\delta_i) = R(\delta)$ [19, Theorem 26.1] holds. Hence, the channel $P_{Y|X} = P_{Y_i|X_i}^{\otimes n}$ can be used as a proxy for $P_{Y_i|X_i}^*$.

**Backward-channel** Sometimes, working with the backward channel $P_{X|Y}$ is convenient to derive an analytical solution to the rate–distortion function for a particular input signal distribution, e.g., Bernoulli or Gaussian [19, Chapter 27.1]; to derive an analytical bound for certain distribution families, e.g., bounded variance; or to derive an analytical bound for certain distortion families, e.g., difference, additive, or autoregressive distortions [40, Sections 4.3, 4.6, and 4.7]

### G.2 Connection to the generalization error

When designing a learning algorithm $P_{W|S}$, the aim is an algorithm that attains a low accuracy error (or risk) while generalizing well. This informal sentiment can be posed as constrained optimization as follows: to design an algorithm $P_{W|S}$ that has the minimum possible expected generalization error $G(\epsilon)$ while maintaining a population risk lower than $\epsilon$. Namely, one may consider the **generalization–risk function** to be

$$G(\epsilon) = \inf_{P_{W|S} : \mathbb{E}[L_{\epsilon}(W)] \leq \epsilon} \mathbb{E}[\text{gen}(W, S)],$$

and select the algorithm $P_{W|S}^*$ that solves it.

Furthermore, the expected generalization error increases with $I(W; S)$ as shown in [4, Theorem 1] or (2). Therefore, one may instead consider the **information-generalization–risk function**

$$G^\bullet(\epsilon) = \inf_{P_{W|S} : \mathbb{E}_{P_{W,S}}[L_{\epsilon}(W)] \leq \epsilon} I(W; S),$$

and use it as a surrogate of the generalization–risk function to choose the algorithm $P_{W|S}^*$ that solves $G^\bullet(\epsilon)$ as a proxy for $P_{W|S}^*$. Therefore, the powerful rate–distortion theory may be employed to select a sensible learning algorithm or, at least, to better understand the trade-off between generalization and risk.

**Remark 8.** There are several issues to be considered when applying rate–distortion theory to the information-generalization–risk function. For instance, usually a hypothesis is not separable, i.e., $W \neq (W_1, \ldots, W_n)$, and hence the single-letterization of the problem must be carried out obtaining $P_{W|Z}$ instead of $P_{W_i|Z_i}$, which is inconvenient since then obtaining $P_{W|S}$ from $P_{W|Z}$ is cumbersome. Nonetheless, the aim of this section is just to give some intuition about the connection between rate–distortion and generalization, and a proper formal framework is beyond the objective of this paper. The reader is referred to [11] and [23] for other connections between these two concepts.

### H Additional remarks on the chi-squared based bounds

As mentioned in §3.4, the presented bounds in terms of the total variation result in bounds based on the $\chi^2$-divergence and other $f$-divergences employing the joint range strategy [19, Chapter 7]. In order to do so, the loss function $\ell$ is required to be $L$-Lipschitz for all $z \in \mathcal{Z}$ under the discrete metric, or, in other words, to be bounded in a range $[c, c + L]$ for some $c \in \mathbb{R}$.
Claim 1. If a function $f$ is $L$-Lipschitz under the discrete metric, it is bounded in $[c, c + L]$ for some $c \in \mathbb{R}$.

Proof. If $|f(x) - f(y)| \leq L \rho_W(x, y)$ for all $x, y \in \mathcal{X}$ then $|f(x) - f(y)| \leq L$. This holds if and only if $f : \mathcal{X} \to [c, c + L]$ for some $c \in \mathbb{R}$. \hfill \Box

As an example, Equation (6) is obtained as a corollary of Theorem 1. However, note that Theorems 1, 2, 3, and 4 using the discrete metric and the joint range strategy, Equation (15) becomes looser as soon as $\chi^2$, 2, 3, and 4, and Equations (1) and (3) can be replicated using the variational representation of the $\chi^2$-divergence [41, Example 6.4], which states that for all distributions $P, Q$ over $\mathcal{X}$

$$\chi^2(P, Q) = \sup_{f : \mathcal{X} \to \mathbb{R}} \left\{ \frac{\left(\mathbb{E}[f(X)] - \mathbb{E}[f(X)]\right)^2}{\text{Var}[Y]} \right\},$$

where $X \sim P, Y \sim Q$, and the supremum is taken over all functions $f$ with finite expectation with respect to $P$ and $Q$ and finite variance with respect to $Q$. Using this tool instead of the KR duality, Theorem 1 would result in

$$|\text{gen}(W, S)| \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left[ \sqrt{\text{Var}[\ell(W', Z_i)]} \chi^2(P_{W|Z_i}, P_W) \right], \tag{15}$$

where $W'$ is an independent copy of $W$ such that $P_{W,Z_i} = P_W \otimes P_{Z_i}$, for all $i \in [n]$. Equation (15), instead of requiring that the loss $\ell$ is $L$-Lipschitz under the discrete metric for all $z \in \mathcal{Z}$, it requires that the function $\ell(w, z)$ has finite expectation with respect to $P_{W|Z_i=z}$ and $P_W$ and finite variance with respect to $P_W$ for all $z \in \mathcal{Z}$. Note that this is a weaker requirement since Lipschitzness under the discrete metric implies boundedness (Claim 1) and Popoviciu’s inequality states that a bounded random variable has finite variance.

In particular, under the assumption that $\ell$ is bounded with a range $[c, L + c]$, one may use Popoviciu’s inequality [42], i.e., $\text{Var}[\ell(W', Z_i)] \leq L^2/4$, to recover the corollaries of Theorems 1, 2, 3, and 4 using the discrete metric and the joint range. As an example, using Popoviciu’s inequality in combination with (15) recovers (6). Hence, the bounds obtained through the variational representation of the $\chi^2$-divergence are both tighter and more general than those obtained after applying the joint range strategy as in [43, §IV-B] to the total variation bounds obtained through the KR duality. Compared to the bound from (5), obtained after applying first Pinsker’s inequality and then the joint range strategy, Equation (15) becomes looser as soon as

$$\chi^2(P_{W|Z_i}, P_W) \geq \frac{1}{\alpha} \left( \hat{w}(-\alpha e^{-\alpha}) + \alpha \right),$$

where $\hat{w}$ denotes the Lambert or product-log function and $\alpha = \text{Var}[\ell(W', Z_i)]/2$. In the extreme case where $\text{Var}[\ell(W', Z_i)] = L^2/4$, Equation (5) is tighter than (15) as soon as $\chi^2(P_{W|Z_i}, P_W) \geq 2.51$, a restriction that becomes more favorable to (15) as the variance decreases. More precisely, the bound obtained from the variational representation of the $\chi^2$-divergence is tighter than (5) in the range where both bounds are non-vacuous, i.e., when $\text{Var}[\ell(W', Z_i)] \leq (\alpha^2 - 1)^{-1} L^2$. 
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