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Abstract

Purpose – The study’s purpose is threefold: (i) to propose partial least squares path modeling (PLS-PM) as a way to estimate models containing composites of composites and to compare the performance of the PLS-PM approaches in this context, (ii) to provide and evaluate two testing procedures to assess the overall model fit of such models, and (iii) to introduce user-friendly step-by-step guidelines.

Design/methodology/approach – A simulation is conducted to examine the PLS-PM approaches and the performance of the two proposed testing procedures.

Findings – The simulation results show that the two-stage approach, its combination with the repeated indicators approach and the extended repeated indicators approach perform similarly. However, only the former is Fisher consistent. Moreover, our simulation shows that guidelines that neglect model fit assessment miss an important opportunity to detect misspecified models. Finally, the results show that both testing procedures based on the two-stage approach allow for assessment of the model fit.

Practical implications – Analysts who estimate and assess models containing composites of composites should use our guidelines, since the majority of guidelines neglect model fit assessment and thus omit a crucial step of structural equation modeling.

Originality/value – This study contributes to the understanding of the discussed approaches. Moreover, it highlights the importance of overall model fit assessment and provides insights about testing the fit of models containing composites of composites. Based on these findings, step-by-step guidelines are introduced to estimate and assess models containing composites of composites.
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1 Introduction

Structural equation modeling (SEM) has become a highly appreciated modeling framework in social and behavioral sciences including information systems (IS) research (Chin and Todd, 1995; Green and Inman, 2007). It allows for operationalizing theoretical concepts by a set of observable variables and connecting constructs, the statistical representations of the concepts, via a structural model (Bollen, 1989). In doing so, random measurement errors and reciprocal relationships among the constructs can be taken into account. Hence, SEM allows researchers to statistically model complex theories. Moreover, it can be used to empirically assess these theories, which makes it a favorable tool in many disciplines.

In SEM, several ways of operationalizing theoretical concepts have been established. Arguably, the most widespread ways are the common factor model and the composite model (Fornell and Bookstein, 1982; Rigdon, 2016; Henseler, 2017). The common factor model – also known as the reflective measurement model – is the prevalent modeling approach in social and behavioral sciences. It assumes that each indicator is a measurement-error-prone consequence of the theoretical concept. Consequently, there is a presumed causal relationship between the common factor, a latent variable representing the theoretical concept, and its belonging indicators. Examples of concepts in the field of IS that have been operationalized by a reflective measurement model are trust in mobile applications (Hajiheydari and Ashkani, 2018) and purchase intention (Hsu, 2017). Next to the reflective measurement model, the composite model can be used to operationalize concepts (Rigdon, 2012). In the composite model, the theoretical concept is represented as an emergent variable (Cohen et al., 1990; Cole et al., 1993; Benitez et al., 2020), i.e., a composite of (measurement-error-free) indicators. In contrast to the reflective measurement model, the relationship between the indicators and the construct is a definitional and not a causal one (Henseler, 2017). Hence, the relationship between the indicators and the construct is modeled from the indicators to the construct, rather than from the construct to the indicators. Examples of concepts from IS research that have been operationalized by the composite model are organizational Internet use (Brock and Zhou, 2005) and IT infrastructure capabilities (Benitez et al., 2018b).

Hierarchical constructs – so-called higher-order constructs – have gained increasing popularity in SEM (see, e.g., Law and Wong, 1999; Johnson et al., 2012; Polites et al., 2012). In contrast to unidimensional constructs, a higher-order construct contains several layered structures of constructs and therefore involves several dimensions. Its application allows researchers to match the level of abstraction of predictor and outcome variables and reduces model complexity. As a result, a model’s parsimony increases because fewer parameters must be estimated (Edwards, 2001). Although generally any number of levels of abstraction is conceivable, second-order constructs clearly prevail in empirical studies.

The choice between common factors and composites is not limited to unidimensional constructs but rather equally applies to both higher- and lower-order constructs. Consequently, we can distinguish between four types of second-order constructs: common factors of common factors, common factors of composites, composites of common factors, and composites of composites. Figure 1 contrasts the four main types of second-order constructs. In doing so, we follow common symbol usage and use circles to represent common factors and error terms, hexagons to represent composites, and squares to represent observable variables.

– INSERT FIGURE 1 HERE –
The most well-explored type of second-order construct in the SEM literature is the common factor of common factors, also known as the reflective-reflective second-order construct, as displayed in Figure 1a (e.g., Bollen, 1989; Mulaik and Quartetti, 1997). It is used to operationalize a multidimensional concept that is assumed to cause several concepts, each itself measured by a set of observable variables. Examples include green supply chain management (Lee et al., 2012), IT competency (Pérez-López and Alegre, 2012), or a study by Hong et al. (2008) investigating the effect of knowledge on system integration project performance. Furthermore, the common factor of composites as depicted in Figure 1c can be used to operationalize a unidimensional concept that causes other concepts which are assumed to be composed of their observable variables. However, they are not often found in empirical research and thus are currently of less practical relevance (Becker et al., 2012). In contrast, composites of common factors, as shown in Figure 1b, are often encountered in the literature, e.g., to model personal traits with its big five dimensions (Leong et al., 2017), or tourist engagement (Rasoolimanesh et al., 2019). This kind of second-order construct was investigated quite recently, and guidelines on their estimation and assessment have been proposed (Van Riel et al., 2017). Finally, second-order constructs of the composite of composites type, as displayed in Figure 1d, are assumed to be composed of its first-order constructs, which are in turn built by a weighted linear combination of observable indicators. In doing so, the composite of composites can be used to operationalize concepts which are assumed to consist of other concepts that are again assumed to be composed. The practical relevance of this kind of second-order construct for IS research is highlighted by the study of Becker et al. (2012), who reviewed 25 models containing second-order constructs in the journal ‘Management Information Systems Quarterly’ and identified that this type of second-order construct is the second most often employed. Concrete empirical examples employing second-order composites are the studies of Gómez-Cedeño et al. (2015); Benitez et al. (2018a) and Benitez et al. (2018b). However, the SEM literature has hardly studied this type of second-order construct.

Various estimators have been proposed to estimate structural equation models. The most well-known one is the maximum-likelihood (ML) estimator which minimizes the discrepancy between the model-implied and sample variance-covariance matrix to obtain the parameter estimates (Jöreskog, 1970). However, in its current form, the ML estimator is hardly suitable to estimate models containing composites, particularly when they are in an endogenous position in the structural model (Cadogan and Lee, 2013; Rigdon, 2014). In contrast, an estimator that is able to cope with this type of model is the composite-based estimator partial least squares path modeling (PLS-PM, Lohmöller, 1989). It first creates proxies, i.e., linear combinations of observable variables, for the constructs, and the model parameters are subsequently estimated based on these proxies. For a recent overview of the methodological research on PLS-PM, we refer to Khan et al. (2019).

The PLS-PM literature provides several approaches to estimate models containing second-order constructs, such as the repeated indicators approach (Wold, 1982), the two-stage approach (Agarwal and Karahanna, 2000), and the hybrid approach (Wilson and Henseler, 2007). Although there are some theoretical research papers investigating these approaches (Wilson and Henseler, 2007; Becker et al., 2012; Van Riel et al., 2017; Duarte and Amaro, 2018; Sarstedt et al., 2019), their statistical evaluation has received only minimal attention in the past. Particularly, the performance of the approaches for models containing composites of composites is largely unexplored because existing studies have mainly focused on composites of common factors. This is not without problems, since choosing the wrong approach can substantially impact on the estimation. For example, Becker et al. (2012) showed that the hybrid approach produces severely biased path coefficient estimates in the case of composites of common factors. Consequently, researchers studying models containing composites of composites are left in the dark about the choice of the approach to estimate this type of model, and thus are not
prevented from an inappropriate choice which may lead to questionable results.

Although several guidelines have been proposed recently to estimate and assess models containing second-order constructs in the context of PLS-PM (e.g., Sarstedt et al., 2019; Cheah et al., 2019), the majority of these guidelines omit a crucial step of SEM, namely the assessment of the overall model fit (Mulaik et al., 1989; Yuan, 2005; Barrett, 2007; Steiger, 2007; Henseler, 2018). Overall model fit assessment is crucial because it investigates whether the proposed model is consistent with the collected data and thus can be used to falsify a researcher’s theory. Moreover, it can help to identify potential problems in the estimated model (Henseler et al., 2014). In SEM, the chi-square test is typically used for that purpose, which is closely tied to the ML estimator and its accompanying assumptions (e.g., Lawley and Maxwell, 1962; Jöreskog, 1969). As these assumptions are not necessary for PLS-PM, Dijkstra and Henseler (2015) propose a bootstrap-based test, also known as Bollen-Stine bootstrap (Bollen and Stine, 1992), to assess the exact overall fit of models estimated by PLS-PM. This testing procedure has been adopted by only a single guidelines paper on second-order constructs using PLS-PM (Van Riel et al., 2017). However, these guidelines focus on second-order constructs of the composite of common factors type. So far, no similar guidelines for assessing models containing composites of composites have been introduced. Moreover, the testing procedure proposed by Van Riel et al. (2017) has not yet been subject of a simulation study. As a consequence, researchers who follow current guidelines that omit the overall model fit assessment miss an important opportunity to detect misspecified models. Moreover, researchers have only little guidance with respect to how to assess the exact fit of models containing composites of composites and generally know little about the performance of this testing procedure.

To overcome the previously mentioned gaps in the literature, the study at hand contributes in three ways: first, it shows how PLS-PM can be employed to estimate models containing second-order composites of composites. In doing so, it investigates the performance of various approaches proposed in the context of PLS-PM to estimate this type of model. Second, it proposes two testing procedures to assess the exact overall fit of models containing such second-order constructs and assesses their efficacy. Third, based on the empirical findings, it provides guidelines for analysts to estimate and assess models containing composites of composites using PLS-PM.

The remainder of the paper is organized as follows. The next section, Section 2, presents the extant approaches commonly used to estimate models containing composites of composites by PLS-PM. Section 3 introduces two testing procedures to examine whether the estimated model containing composites of composites is consistent with the collected data. In Section 4, the performance of the commonly used approaches to estimate models containing composites of composites of composites and the efficacy of the two testing procedures are evaluated by means of a Monte Carlo simulation. In doing so, it is demonstrated on the population level that recently proposed guidelines that ignore overall model fit assessment are unable to detect misspecified models containing composites of composites that would have been detected by an overall model fit assessment. Additionally, the results are reported, and the most important findings are discussed. Based on our findings, in Section 5 we provide user-friendly guidelines on estimating and assessing this kind of model. In doing so, we recommend use of the two-stage approach and the proposed two-step testing procedure. The paper closes with a discussion and an outlook for future research in Section 6.
2 Extant approaches to estimate models containing composites of composites

In the following section, we present the approaches that are often employed in the context of PLS-PM to estimate models containing second-order constructs. In doing so, two models containing second-order constructs must be distinguished: (i) models where the second-order construct is not embedded in a structural model and (ii) models where the second-order construct is embedded in a structural model. Since the former is generally not identified in the case of a second-order construct specified as a composite of composites (see Section 5), in the following, we mainly focus on models where the second-order construct is embedded in a nomological net.

To review commonly used approaches in the context of PLS-PM to estimate models containing second-order constructs, Figure 2 depicts a model example containing a composite of composites in an endogenous position in the structural model. Such a setting highlights the importance of applying PLS-PM, since models with endogenous composites cannot currently be estimated by commonly employed estimators for SEM, such as ML. Moreover, it allows us to demonstrate how the original PLS-PM approaches need to be modified to overcome their shortcomings, i.e., that the effects of independent constructs on the endogenous composite of composites cannot be estimated.

The example model consists of one second-order composite (C) that is built by two first-order composites (c_1 and c_2). This represents a situation where two composed concepts compose a second concept. To model such a situation in SEM, composites of composites can be employed. In our example model, two sets of indicators (y_{1i} and y_{2i}, i = 1, 2) completely define the respective first-order composites which in turn fully determine the second-order composite. Consequently, the correlations between the two sets of indicators and variables not forming the respective first-order composite, and the correlations between the first-order composites and variables not forming the second-order composite (x_1 and x_2 in this example), are fully mediated by the first-order and the second-order composites, respectively. Furthermore, the model contains an exogenous common factor (ξ) that, in contrast to the first-order composites, causally affects the second-order composite (C). The common factor is connected to two indicators (x_1 and x_2). To preserve clarity, the structural error, measurement errors, and correlations among the variables are not displayed.

Originally, the extant PLS-PM literature provides three approaches to estimate models containing second-order constructs: (i) the repeated indicators approach, (ii) the two-stage approach, and (iii) the hybrid approach. Since scholars have recognized the shortcomings of the repeated indicators and the hybrid approach in the case of antecedent constructs affecting the second-order construct (here, common factor ξ, which affects the second-order composite C), two adjustments have been proposed: (i) specification of indirect effects through the first-order constructs (extended repeated indicators approach and extended hybrid approach respectively, Becker et al., 2012) and (ii) a combination of the repeated indicators and the two-stage approach (embedded two-stage approach, Wilson, 2010). According to Ringle et al. (2012) and Sarstedt et al. (2019), the repeated indicators and the two-stage approach, respectively, are currently the most widely applied approaches. Table 1 summarizes and illustrates the approaches by means of the model example illustrated in Figure 2.
2.1 The repeated indicators approach

The repeated indicators approach was originally proposed by Wold (1982) and is also known as the superblock approach (Tenenhaus et al., 2005). To estimate models containing a second-order construct, it reuses all indicators of the first-order constructs as indicators of the second-order construct (Lohmöller, 1989). Consequently, the indicators of the first-order constructs are used twice in the estimation process. A known caveat is that the first-order construct with the majority of indicators is likely to explain the largest share of variation in the second-order construct. Hence, the repeated indicators approach may face problems in situations where an unequal number of indicators is connected to the first-order constructs (Ringle et al., 2012).

However, it allows for the estimation of models containing second-order constructs by PLS-PM in one step and can be extended in a straightforward manner to estimate models containing constructs of an even higher order, such as third-order or fourth-order constructs (Wetzels et al., 2009). Moreover, this approach can be used to mimic principal component analysis (PCA) or approaches to generalized canonical correlation analysis (GCCA) when applied to an isolated second-order construct (Lohmöller, 1989, p. 132).

2.2 The two-stage approach

As its name suggests, the two-stage approach consists of two stages (Agarwal and Karahanna, 2000; Henseler et al., 2007). In the first stage, the model is estimated without the second-order constructs in order to obtain construct scores for the first-order constructs. Technically, after removing the second-order constructs, researchers may use any structural model specification involving the remaining constructs to obtain construct scores. However, for testing purposes, it offers advantages with respect to specifying a saturated structural model, i.e., a structural model with zero degrees of freedom. In the second stage, the first-order constructs are removed from the structural model, and their construct scores are utilized as indicators of the second-order construct. Moreover, prior to the estimation of the model containing the second-order construct, the indicators of the remaining constructs are replaced by the corresponding construct scores, i.e., the remaining constructs become single-indicator constructs. Consequently, in contrast to the repeated indicators approach, two estimation steps are required to estimate the parameters of models containing composites of composites. If the second-order construct is modeled as a common factor or if any of the first-order constructs are modeled as common factors, a correction for attenuation is necessary to obtain consistent parameter estimates (Van Riel et al., 2017). The authors label this the three-stage approach.

2.3 The hybrid approach

The hybrid approach (Wilson and Henseler, 2007) is similar to the repeated indicators approach but avoids reusing the indicators of the first-order constructs. In doing so, the sets of indicators of the first-order constructs are split in half: one half of each set of indicators is used as indicators of the second-order construct, while the other half remains as indicators of the respective first-order constructs. The primary intention of this procedure is to avoid artificially correlated errors (Wilson and Henseler, 2007). However, in the case of constructs specified as composites, this is not an issue, and contradicts the concept of a composite that assumes that a composite is
fully defined by a unique set of indicators (Bollen and Bauldry, 2011). Consequently, the hybrid approach is not a viable approach to estimate models containing composites of composites.

### 2.4 Adjustments to the original approaches

A drawback of both the repeated indicators approach and the hybrid approach is that almost all of the variation in the second-order constructs is explained by the first-order constructs (Ringle et al., 2012). Therefore, path coefficients of potential predictors are estimated towards zero, which likely leads to incorrect conclusions. Two modified versions of the original approaches overcome this shortcoming: Becker et al. (2012) propose to additionally specify indirect effects of potential predictors through the first-order constructs, which we call the extended repeated indicators approach and the extended hybrid approach, respectively, in the following. Hence, the effect of a predictor construct on the second-order construct can be assessed by its total effect on the second-order construct. Furthermore, a combination of the repeated indicators approach and the two-stage approach was proposed (Ringle et al., 2012; Wilson, 2010), which is also known as the embedded two-stage approach (Sarstedt et al., 2019). In doing so, the embedded two-stage approach applies the repeated indicators approach in the first stage to obtain the first-order construct scores. In contrast, for the two-stage approach, we employ a model with a saturated structural model in the first stage. Subsequently, in the second stage, both approaches utilize these construct scores as indicators of the second-order construct to estimate the structural model.

### 3 Overall fit assessment of models containing composites of composites

In general, rigorous research demands researchers to maintain a critical distance to their own work and constantly question their proposals and findings. Of course, this is also true for models proposed in the context of explanatory and confirmatory research using SEM, in which the model reflects the underlying mechanisms of a studied population. For our specific case, this means that researchers should investigate whether a proposed model containing a second-order construct of the composite of composites type adequately reflects the mechanisms of the studied population.

To address this issue, the overall model fit is usually assessed in SEM. Overall model fit assessment is an integral part of SEM (Yuan, 2005). It investigates whether the specified model is consistent with the collected data. This is important because “[i]f a model is consistent with reality, then the data should be consistent with the model” (Bollen, 1989, p. 68). The importance of overall model fit assessment is acknowledged across various disciplines and emphasized in literally every textbook on SEM (e.g., Bollen, 1989; Schumacker and Lomax, 2009; Kline, 2015); in other words, “if SEM is used, then model fit testing and assessment is paramount, indeed crucial, and cannot be fudged for the sake of ‘convenience’ or simple intellectual laziness on the part of the investigator” (Barrett, 2007, p. 823).

To examine whether the estimated model fits the collected data, the estimated model is compared to the saturated model; in other words, the discrepancy between the estimated model-implied correlation matrix is compared to the empirical correlation matrix of the indicators. Hence, how well the constraints imposed by the model hold is investigated. Because the model fit indicates whether the underlying theory is reflected in the data, an acceptable fit is required before interpreting the estimated model parameters. In general, the overall model fit can be
assessed in two nonexclusive ways: (i) fit indices; and (ii) tests for exact overall model fit.\footnote{For an elaborate discussion about model fit testing and fit indices, we refer to the special issue on SEM in the journal ‘Personality and Individual Differences’ (Vernon and Eysenck, 2007).}

Instead of merely defining perfect fit as the only desirable objective, fit indices quantify model fit on a continuous scale to assess how well the proposed model corresponds to the collected data. To judge whether the fit of a model is acceptable on the basis of fit indices, the decision typically relies on heuristic rules and not on statistical inferences, i.e., the values of fit indices are compared to threshold values to decide whether the model exhibits an acceptable model fit. The most often used fit index in the context of PLS-PM is the standardized root mean square residual (SRMR, \cite{Hu1999, Henseler2014}). Moreover, indices such as the comparative fit index (CFI, \cite{Bentler1990}, the normed fit index (NFI, \cite{Bentler1980}), and the root mean square outer residual covariance (RMS\(_\theta\), \cite{Lohmoeller1989}) can be applied. However, their efficacy in the context of composite models is not yet well understood. Therefore, we recommend reporting fit indices but not judging the model fit simply based on thresholds proposed for common factor models.

Next to employing fit indices, researchers can rely on statistical testing to assess the exact overall model fit. In the context of PLS-PM and composite models, a bootstrap-based test has been proposed to assess the exact overall model fit (\cite{Dijkstra2015, Schuberth2018}). In doing so, discrepancy measures such as the geodesic distance (\(d_\text{G}\)), the squared Euclidean distance (\(d_L\)), and the standardized root mean square residual (SRMR) are embedded in a bootstrap-based procedure to obtain their reference distributions (\cite{Beran1985, Bollen1992}). This allows for statistical inferences of the exact fit of the estimated model, i.e., whether the collected data are consistent with the postulated correlation structure of the model.\footnote{Although doubts were recently raised about the applicability of the bootstrap-based test in the context of PLS-PM (\cite{Hair2019a,Bhair2019b,Hair2020}), they are unfounded, as can be determined by the mathematical proofs derived by \cite{Beran1985} on the testing procedure. The bootstrap-based test does not require an estimator that minimizes the discrepancy between the model-implied and the empirical correlation matrix to obtain the estimates; instead, it requires a consistent estimate of the model-implied indicator correlation matrix, which typically requires consistent parameter estimates. For composite models, PLS-PM using Mode B provides such consistent estimates (\cite{Dijkstra2017}).}

For decision making, the calculated discrepancy measure based on the original dataset is usually compared to the 95\% or 99\% quantiles of the reference distribution (\cite{Henseler2016}). The null hypothesis assuming that the population variance-covariance matrix of the indicators equals the population variance-covariance matrix implied by the model (\(H_0 : \Sigma = \Sigma(\theta)\)) is rejected when the calculated discrepancy measure is larger than the quantile of the reference distribution.

The overall fit assessment of models containing composites of composites in the context of PLS-PM depends on the estimation approach. Compared to the other approaches, the two-stage approach has the following conceptual and practical advantages: (i) the dimension of the indicator correlation matrix remains untouched, as no indicators are added, and (ii) due to its way of estimation, it allows for a more in-depth model fit assessment. In the case of the (extended) repeated indicators and (extended) hybrid approach, the originally specified model is modified, i.e., indicators are added or differently assigned. Consequently, it is not clear how to test the originally specified model. The same applies to the embedded two-stage approach, which modifies the model of the first stage. Hence, in terms of model fit assessment, the two-stage approach can be regarded as superior. Therefore, in the following, overall model fit assessment is only considered for models estimated by the two-stage approach based on a saturated structural model.

To assess the exact overall fit of models containing second-order composites estimated by the two-stage approach, we propose two strategies: (i) following a two-step testing procedure, and (ii) assessing the complete postulated model all at once. The two-step testing procedure
has already been suggested in the PLS-PM literature to assess models containing composites of common factors (Van Riel et al., 2017). In the first step, the fit of the model without the second-order composite and a saturated structural model is assessed. In doing so, the indicator correlation matrix implied by the model of the first stage is compared to the empirical indicator correlation matrix. In this step, potential misspecifications of the structural model are ignored, and the model assessment solely focuses on problems in the operationalization of the concepts. Since all concepts of the first stage are operationalized by composites that are embedded in a saturated structural model, the first stage resembles a confirmatory composite analysis (CCA, Schuberth et al., 2018). If no empirical evidence against the operationalization was found, in the second step, the structural model containing the second-order composites with its first-order composites is assessed. Hence, the estimated implied correlation matrix of the model from the second stage is compared to the construct correlation matrix of the first stage. It is noted that the latter does not contain any constraints, as the structural model of the first stage is saturated. In contrast, in the case of the complete model assessment, the estimated model-implied indicator correlation matrix based on the originally specified model, i.e., the model in the researcher’s mind, is compared to the sample counterpart. To construct the model-implied indicator correlation matrix of the originally specified model containing the second-order composite, we slightly modified the implied correlation matrix for linear composite models containing no second-order constructs (Dijkstra, 2017). As parameters, the estimated weights and indicator intra-block correlations of the first stage and the first-order composite weights, and the correlations among the first-order composites and the path coefficient estimates of the second stage, are used to build the model-implied indicator correlation matrix.

Although both strategies of model fit assessment are conceptually sound, in the case of a significant test result, the complete model assessment gives the researcher no indication as to which part of the model is misspecified, i.e., the operationalization of the concepts or the structural model containing the second-order composites. Moreover, no simulation study has yet been conducted to assess their performance.

4 A Monte Carlo simulation

A Monte Carlo simulation is conducted to further contribute to the understanding of the approaches used to estimate models containing second-order composites and to investigate the performance of two proposed ways of model fit assessment. Due to the well-known drawback of the original repeated indicators approach in the case of potential predictors of the second-order constructs (Becker et al., 2012; Ringle et al., 2012) and the inherent inappropriateness of the hybrid approach for concepts modeled as composites, in the following, we only investigate the two-stage approach based on a saturated structural model in the first stage, the embedded two-stage approach that combines the repeated indicators and the two-stage approach, and the extended repeated indicators approach that specifies additional effects.

3To construct the model-implied indicator matrix of the originally specified model, we first construct the model-implied correlation matrix for the structural model containing the second-order composite with its first-order composites. In line with the composite model, this matrix contains no constraints on the correlations among the first-order composites, but constraints are contained for the correlations between the first-order composites and the other constructs, namely, that this correlation matrix is of rank one. Second, the model-implied indicator correlation matrix is obtained. In doing so, the main diagonal blocks containing the correlations among the indicators forming a composite are set to the corresponding sample correlations of the indicators. The off-diagonal blocks, which contain the correlations between the indicators of two different blocks, equal the product of the correlations between the indicators and their respective composite and the corresponding construct correlation. Finally, the model-implied indicator correlation matrix is constructed. To determine how the model-implied indicator variance-covariance matrix is constructed for linear composite models without second-order constructs, we refer to Dijkstra (2017).
4.1 Simulation design

To assess the performance of the various approaches, we choose a population model that consists of one second-order composite ($\eta_3$) built by three first-order composites $c_i = w'_i x_i$, $i = 1, 2, 3$. In selecting the population weights to form the second-order composite and the population correlations among the first-order composites, we choose parameters that conform with recent guidelines about the assessment of models containing this type of second-order construct (Sarstedt et al., 2019), i.e., each first-order composite contributes substantially to the second-order composite, and the correlations among the first-order composites are below the recommended threshold of 0.5 (Hair et al., 2017b). The population weights of the first-order composites are $\mathbf{w}_1' = (0.4 \ 0.4 \ 0.5)$, and their population correlations are set to: $r_{c_1c_2} = 0.49$, $r_{c_1c_3} = 0.27$, and $r_{c_2c_3} = 0.413$.

The first-order composites $c_1$ to $c_3$ are built by two ($y_{11}$ and $y_{12}$), four ($y_{21}$ to $y_{24}$), and six ($y_{31}$ to $y_{36}$) indicators, respectively. The number of indicators per first-order composite intentionally differs in order to investigate the claim that an unequal number of indicators exerts an adverse effect on the parameter estimates of the repeated indicators approach. The weights of the indicators forming the first-order composites $c_1$ to $c_3$ and the correlations among these indicators are again chosen to conform with the previously mentioned guidelines, i.e., all indicators contribute substantially to their composites, and the correlations among the indicators forming a composite are below 0.5. The employed population weights are as follows: $\mathbf{w}_1' = (0.8 \ 0.4)$, $\mathbf{w}_2' = (0.5 \ 0.3 \ 0.2 \ 0.4)$, and $\mathbf{w}_3' = (0.3 \ 0.3 \ 0.2 \ 0.2 \ 0.4 \ 0.3)$. The population correlation between the two indicators of $c_1$ is set to 0.3125, and the population correlation matrices of the indicators forming $c_2$ and $c_3$, respectively, are given in Equations 1 and 2. To preserve clarity, the correlations are rounded to the second decimal place.

\[
\Sigma_{c_2} = \begin{pmatrix}
y_{21} & y_{22} & y_{23} & y_{24} \\
0.31 & 0.30 & 0.30 & 0.31 & 0.40 & 0.30
\end{pmatrix} \quad (1)
\]

\[
\Sigma_{c_3} = \begin{pmatrix}
y_{31} & y_{32} & y_{33} & y_{34} & y_{35} & y_{36} \\
0.31 & 0.25 & 0.13 & 0.10 & 0.30 & 0.10 \\
0.10 & 0.20 & 0.40 & 0.30 & 0.20 & 0.30 \\
0.25 & 0.40 & 0.30 & 0.10 & 0.30 & 0.20 \\
0.13 & 0.30 & 0.10 & 0.30 & 0.20 & 0.20 \\
0.10 & 0.20 & 0.40 & 0.30 & 0.20 & 0.10 \\
0.30 & 0.30 & 0.10 & 0.30 & 0.20 & 0.10 \\
0.10 & 0.20 & 0.40 & 0.30 & 0.20 & 0.10 \\
1.00 & 1.00 & 1.00 & 1.00 & 1.00 & 1.00
\end{pmatrix} \quad (2)
\]

In addition to the second-order composite $\eta_3$, the structural model consists of three composites ($\xi$, $\eta_1$, and $\eta_2$) that are antecedents of this second-order composite. The second-order composite is deliberately in an endogenous position to investigate the efficacy of the extended repeated indicators approach that was proposed to overcome the drawbacks of the original repeated indicators approach in such a situation. In designing the structural model, we choose a complexity that can be similarly found in the empirical literature, such as Ainin et al. (2015); 

---

4Additionally, we considered a population model with three indicators per first-order composite. The results were almost identical, except that the bias in the weights of the first-order composite slightly differed. This is in line with recent findings based on an empirical example which shows that an unequal number of indicators of the first-order composites does not substantially influence the estimates (Cheah et al., 2019).
Yim and Leem (2013); Hsieh et al. (2006). To ensure a sufficient amount of degrees of freedom of the structural model, which is required for the assessment of the structural model, we opt for a multiple mediation structure. In doing so, we choose the following population path coefficients: $\gamma_1 = 0.2$, $\gamma_2 = -0.4$, $\gamma_3 = 0.35$, $\beta_1 = 0.4$, and $\beta_2 = 0.2$. As a consequence, the effect sizes ($f^2$) range from 0.04 to 0.22, indicating small and medium effects (Cohen, 1992).

Moreover, the structural error terms are mutually independent. The whole model is depicted in Figure 3. For clarity, we conceal error terms and correlations among variables forming a composite.\(^5\)
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To assess the performance of the various approaches, we consider the estimated bias and the estimated root mean square error (RMSE), which are defined as follows:

$$\text{Bias} = \frac{1}{N} \sum_{i=1}^{N} \hat{\theta}_i - \theta$$

and

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{\theta}_i - \theta)^2}$$

(3)

where $\theta$ represents a generic population parameter, $\hat{\theta}_i$ is its corresponding estimate from the $i$-th Monte Carlo simulation run, and $N$ denotes the total number of all Monte Carlo simulation runs. While the estimated bias indicates how much an estimate differs on average from its population counterpart, the RMSE combines the bias and the uncertainty involved in an estimate, namely, its standard error. While a value close to 0 is desired for the estimated bias, small values are preferred for the estimated RMSE.

To estimate the bias and the RMSE, a model that equals the baseline population model from Figure 3 is estimated by each approach 1,000 times using sample sizes of 100, 300, 500, and 1,000. We check each estimation for admissibility and replace inadmissible results with admissible ones. Hence, each condition is based on exactly 1,000 admissible estimations. Additionally, we assess whether the approaches are Fisher consistent, i.e., whether they are able to retrieve the population parameters when the indicator population correlation matrix is provided. Finally, it is noted that all specified models, i.e., the two models of the two-stage approach and the model of the repeated indicators approach, are identified. A necessary condition to achieve identification of composite models is that the scale of each composite is fixed (Schuberth et al., 2018). As is common in PLS-PM, this is achieved by scaling the weights to obtain composites with a unit variance. Moreover, each composite must be formed by at least one indicator and no composite is allowed to be isolated in the structural model. Similarly, each second-order composite must be composed of at least one first-order composite, and no second-order composite must be isolated in the structural model. Both are the cases here. Finally, the structural model must also be identified. According to the 'recursive rule', recursive structural models with uncorrelated error terms, such as ours, are always identified (Bollen, 1989, p. 104). As a consequence, all specified models are identified.

To study the performance of the two presented testing procedures, we assess their type I error rate, i.e., the probability of falsely rejecting the null hypothesis, and their power, i.e., the probability of correctly rejecting the null hypothesis, under various conditions. In doing so, the two-stage approach with a saturated structural model in the first stage is employed for the

\(^5\)The complete indicator population correlation matrix is provided in Table 5 of the Online Supplementary Material.
estimation. For the assessment of the type I error rate, we estimate the model that matches the population model from Figure 3. Hence, the model is correctly specified in this situation. In the case of the complete model assessment, the estimated model-implied indicator correlation matrix of the originally specified model, i.e., the specification that matches the population model from Figure 3, is compared to the sample correlation matrix of the indicators. In the case of the two-step testing procedure, in the first step, the fit of the model from the first stage of the two-stage approach is assessed, i.e., the model without the second-order composite and a saturated structural model. Subsequently, in the second step, the fit of the structural model containing the second-order composite and the corresponding first-order composites is tested. In doing so, only the estimations that exhibit an acceptable model fit in the first step are tested in the second step. In this scenario, we expect rejection rates close to the predefined significance level.

To assess the tests’ power, we consider population models that differ from the specified model containing the second-order composite. In doing so, the same population weights are chosen as in the baseline population model depicted in Figure 3; however, the structural model is different. As displayed in Figure 4, it does not contain a second-order composite, and \( \xi, \eta_1, \) and \( \eta_2 \) directly affect \( c_1 \) to \( c_3 \). In contrast to the baseline population model, the composites \( c_1 \) to \( c_3 \) are now in an endogenous position. The variance that cannot be explained by their antecedents is captured by the structural error terms \( \zeta_3 \) to \( \zeta_5 \), which are uncorrelated with all other variables in the model. As a consequence, the researcher’s model is misspecified because he/she wrongly assumes that a second-order composite exists, although the world functions according to a different model.

To determine various degrees of model misspecification, we generate approximately 110,000 population models with a structural model as displayed in Figure 4. To obtain these models, only the population path coefficients are varied. The number of indicators attached to each composite, the magnitude of the weights and the indicator correlations remain identical to the baseline population model. Subsequently, we estimate each population by the two-stage approach using the specification that contains the second-order composite and calculate the SRMR as a measure of model misfit. Finally, we determine the 5%, 50%, and 95% quantiles of the SRMR values to obtain relatively small, medium, and large misspecifications, and we choose sets of population path coefficients that produce SRMR values which are close to these quantiles. The sets of path coefficients and the corresponding SRMR values are displayed in Table 2. The three indicator population correlation matrices are provided in Table 6 to 8 of the Online Supplementary Material, which also contains the R code used to obtain the three population models. As highlighted by the positive SRMR values, there exists no population model with the same structure as the baseline model but different values of the parameters, which implies one of the three indicator population correlation matrices. This is important for a testing procedure that compares the sample and model-implied indicator variance-covariance matrix because otherwise a model specification matching the baseline population model would

--- INSERT FIGURE 4 HERE ---

As asked by an anonymous reviewer, we also use a second model specification that matches the population of Figure 4 and assess the test’s performance for the 4 population models, i.e., the original baseline population model and the three population models that were originally used to assess the tests’ power. The results are provided in the Online Supplementary Material: see Figures 10 and 11.
still be incorrectly specified, but it would not be detected by the testing procedure. This problem is well-known in the SEM literature as ‘equivalent models’ (Raykov and Penev, 1999).

Additionally, Table 2 reports the SRMR for a model without the second-order composite and a saturated structural model, i.e., the model from the first stage of the two-stage approach (SRMR$_{1st}$) and the SRMR for the structural model containing the second-order composites with its first-order composites, i.e., the model from the second stage of the two-stage approach (SRMR$_{2nd}$). As seen, the misfit is fully caused by the structural model, since the SRMR for the model from the first stage is zero, while the SRMR for the model from the second stage is larger than zero. Consequently, we expect rejection rates close to the predefined significance level in the first step of the two-step testing procedure. In contrast, for the second step and the complete model testing, we expect rejection rates which are larger than the significance level. In these situations, rejection rates above 80% are desired (Cohen, 1988), and we expect that rejection rates will increase for larger misspecifications and larger sample sizes.

To assess the tests’ performance, we conducted 1,000 simulation runs for each sample size of 100, 300, 500, and 1,000, with the four different population models. As significance levels, we consider $\alpha = 1\%$ and 5\%. All bootstrap-based model fit tests are based on the SRMR to measure the discrepancy between the empirical and the model-implied indicator correlation matrix.\textsuperscript{7} The number of bootstrap runs per test is set to 1,000 and nonconverged estimations during the bootstrapping are replaced such that each test is based on exactly 1,000 admissible bootstrap runs.

Our simulation design highlights the importance of model fit assessment and emphasizes the need for updated guidelines on the assessment of models containing second-order composites. Current guidelines for the assessment of formative measurement models\textsuperscript{8} (Sarstedt et al., 2019; Hair et al., 2017a;b; Ramayah et al., 2016; Becker et al., 2012) fail to detect our incorrectly specified models. On the population level, all four estimated models, i.e., the correctly specified and the three misspecified models, are not indicated as problematic by current guidelines on the assessment of models containing composite of composites.\textsuperscript{9} The necessary results to apply these guidelines can be found in Tables 6, 7, 8, and 10 of the Online Supplementary Material. In all cases, all indicators and first-order composites contribute substantially to their composite, i.e., all weights are sizable. Moreover, the respective correlations among the indicators and first-order composites forming a composite are all below the recommended threshold of 0.5 (Hair et al., 2017b). As a consequence, researchers are not alerted that their models are misspecified and will draw the wrong conclusions.

The complete simulation is conducted in the statistical programming environment R (R Core Team, 2019). All samples are drawn from a multivariate normal distribution using the \texttt{mvrnorm()} function of the MASS package (Venables and Ripley, 2002). In doing so, the means

\textsuperscript{7}Since the squared Euclidean and the geodesic distances have also been proposed to assess the discrepancy (Dijkstra and Henseler, 2015), we additionally employed these two distance measures. However, the results are hardly affected.

\textsuperscript{8}In PLS-SEM parlance, a formative measurement model is a composite model for which the weights are estimated by PLS-PM Mode B (Hair et al., 2017b, Glossary).

\textsuperscript{9}It is noted that significance of the weights has not been assessed, since the parameters are retrieved from the population and not estimated for a sample. Thus, statistical inference is not required. Moreover, convergent validity cannot be assessed, since the model does not contain any reflective measurement models.
of the indicators are set to zero, and we use the respective indicator population correlation matrix as variance-covariance matrix. The PLS-PM parameter estimates are obtained by the \texttt{csem()} function of the cSEM package (Rademaker and Schuberth, 2020). Outer weighting scheme Mode B is employed for all constructs since it has been shown to produce consistent estimates for composite models (Dijkstra, 2017). As stopping criterion, the absolute change of the weights is considered, i.e., during the PLS-PM algorithm, the largest absolute difference between the current weights and the weights from the previous iteration step are compared. In the case that the largest absolute difference is smaller than $10^{-5}$, the algorithm stops. Furthermore, the maximum number of iterations is set to 100. For models without second-order constructs, all inner weighting schemes produce similar results (Noonan and Wold, 1982), and there is only minimal advice regarding which scheme to use for models containing second-order composites (Becker et al., 2012; Sarstedt et al., 2019). Although the path weighting scheme seems to be favored for models containing composites of composites (Becker et al., 2012), we further examine whether the choice of the inner weighting scheme affects the behavior of the different approaches. Therefore, the path, the factorial, and the centroid weighting scheme are employed for every approach. Finally, the exact overall model fit tests are conducted using the \texttt{testOMF()} function of the cSEM package. For the complete R code, we refer to the Online Supplementary Material.

4.2 Simulation results

4.2.1 Behavior of the various approaches

Table 3 displays the results for the estimated bias, the estimated RMSE, Fisher consistency, and the share of converged estimations of the three investigated approaches using the path, factorial, and centroid weighting scheme during PLS-PM’s inner estimation. Due to space constraints, we present the results only for the estimates of two path coefficients ($\gamma_1$ and $\beta_1$), the first weight of the first-order composite $c_1 (w_{11})$, and the three weights used to build the second-order composite ($w_{c_1}, w_{c_2},$ and $w_{c_3}$). The remaining estimates behave similarly to those presented.

The two-stage approach based on a saturated structural model in the first stage appears to produce consistent estimates. The average estimates of all parameters converge to their population counterparts for increasing sample size. Moreover, the decrease in the estimated RMSE reflects that the standard errors of the parameter estimates decrease when the sample size increases. This result is hardly affected by the choice of the inner weighting scheme. Among the approaches considered, it produces the smallest number of nonconverged estimations. In none of the conditions have more than 0.6% of the estimations not converged. Finally, it returns the population parameters when provided with the indicator population correlation matrix, showing the Fisher consistency of the two-stage approach.

10 Since the cSEM package has been released on CRAN only recently, we cross-validated the initial estimations with ADANCO (Henseler, 2019), SmartPLS (Ringle et al., 2015) and matrixpls (Rönkkö, 2019).
The embedded two-stage approach behaves similarly to the original two-stage approach, but it produces a larger share of nonconverged estimations. The highest share of 10.9% is observed for small sample sizes \((n = 100)\) in combination with the path weighting scheme. However, the number of converged estimations decreases for an increasing sample size and diminishes for sample sizes \(n \geq 300\). Considering the estimated bias, it decreases for all parameters with an increasing sample size and almost diminishes for a sample size of 1,000 observations. The estimated RMSE also decreases for all parameters with increasing sample size, as the standard errors of the estimates decrease. In contrast to the two-stage approach, the embedded two-stage approach cannot retrieve all population parameters from the indicator population correlation matrix. The retrieved weights to build the first-order composites slightly differ from their population counterparts. Consequently, the embedded two-stage approach is not Fisher consistent. Considering the three inner weighting schemes, the path weighting scheme produces the smallest deviations from their population counterparts for the weights used to build the first-order composites.

The extended repeated indicators approach, i.e., indirect effects of \(\xi, \eta_1,\) and \(\eta_2\) on the second-order composite \(\eta_3\) specified through the first-order composites, behaves similarly to the two other approaches when the centroid or the factorial schemes are employed. In the case of the path weighting scheme, the estimated weights to build the second-order composite considerably deviate on average from their population counterparts. In contrast to the other model parameters, the estimated bias of these weights does not diminish with increasing sample size. The large values of the estimated RMSE for these weights show that the estimates have larger standard errors compared to the other approaches. As expected, the direct effects of constructs on the second-order composites are biased towards zero. However, the results confirm that the total effects can be used to capture these effects. Moreover, in none of the conditions is the share of nonconverged estimations is above 1.8%. However, not all population parameters can be retrieved when the indicator population correlation matrix is provided as input. Hence, the extended repeated indicators approach is not Fisher consistent. This result is unaffected by the employed inner weighting scheme.

### 4.2.2 Performances of the two testing procedures

In the following, we present the results of our simulation for the two testing procedures. We only report the rejection rates for the two-stage approach in combination with the path weighting scheme. The results using the centroid and the factorial weighting scheme are very similar.

--- INSERT FIGURE 5 HERE ---

Figure 5 displays the tests’ rejection rates in the case of no model misspecification, i.e., the null hypothesis is true. The complete model testing procedure produces rejection slightly below the predefined significance level. Particularly, for a small sample size and a significance level of 5%, the rejection rates are too small. However, the rejection rates converge to the predefined significance level with increasing sample size. Similar results can be observed for

---

11 Although it is not presented that in the case of the path weighting scheme, the retrieved weights used to build \(c_3\) deviate from their population counterparts. A table containing all retrieved parameters can be found in the Online Supplementary Material: see Table 9.
the first step of the two-step testing procedure. In contrast, in the second step of the two-step testing procedure, the rejection rates are too conservative, i.e., the model is rejected too often. However, with increasing sample size, the rejection rates converge to the predefined significance level.

Figure 6 depicts the tests’ rejection rates in cases of the various misspecifications and the two considered significance levels of 1% and 5%. The complete model testing reliably detects medium and large misspecified models, except for small sample sizes, if a significance level of 1% is assumed. In the case of the small misspecification, small sample sizes are not sufficient to reliably reject the null hypothesis, and larger sample sizes are required. Considering the two-step testing procedure, in the first step the rejection rates are close to the predefined significance level. In contrast, in the second step of the two-step testing procedure almost all misspecifications are reliably detected, except small misspecifications in cases of small sample sizes.

4.3 Simulation insights

The Monte Carlo simulation shows that, for finite sample sizes, all three approaches perform similarly with respect to estimated bias and RMSE. An exception is the extended repeated indicators approach in combination with the path weighting scheme, which produces considerably biased estimates for those weights that are used to build the second-order composite. Moreover, our simulation confirms that the extended repeated indicators approach is able to estimate the constructs’ direct effects on the second-order composite by their total effects. Considering Fisher consistency, only the two-stage approach returns all population parameters when the indicator population correlation matrix is applied. Additionally, its results are hardly affected by the inner weighting scheme.

Considering the results of the two presented testing procedures, the overall results are largely in line with our expectations. In the case that the specified model is consistent with the data, both testing procedures produce rejection rates which are close to the predefined significance levels: even though they slightly deviate for smaller sample sizes, they converge to the significance level with increasing sample size. Moreover, the complete model test reliably detects most of the misspecifications, even though small misspecifications require larger sample sizes. The two-step testing procedure produces rejection rates close to the significance level in the first step. This is not surprising, since a model with a saturated structural model is employed in the first stage of the two-stage approach. Hence, misspecifications in the structural model are ignored and remain undetected. However, in the second step, the two-step test reliably detects the misspecifications of the structural model. In general, and as expected, the power of the tests increases with increasing sample size.
5 Guidelines for estimating and assessing models containing composites of composites

To enable researchers to appropriately estimate and assess models containing composites of composites, particularly in the context of confirmatory and explanatory research, we provide guidelines embracing the two-stage approach and the two-step testing procedure. Although our simulation study shows that both testing procedures detect similarly reliable misspecifications in the structural model, the two-step testing procedure is recommended in the following because it allows for separate assessment of the operationalization of the concepts and the structural model. To fully leverage the strength of the two-step testing procedure, a saturated structural model should be specified in the first stage of the two-stage approach. This allows for localizing the misspecification, i.e., determining whether it occurs in the operationalization of the concepts or in the structural model.

Prior to the estimation of the model and its assessment, the researcher should ensure that the model is identified, guaranteeing that the model parameters can be uniquely retrieved from the system of equations. Although model identification is straightforward in the case of composite models (Dijkstra, 2017; Schuberth et al., 2018), it must not be disregarded. A necessary condition for the identification of a composite model is that each (higher-order) composite is built by at least one (lower-order composite) indicator and that no (higher-order) composite is isolated in the structural model. Apart from all composites being connected via the structural model, it must be additionally ensured that the structural model is also identified. Since the study at hand focuses only on recursive models, we refer to the 'recursive rule', which states that recursive models with uncorrelated structural error terms are always identified (Bollen, 1989, p. 104).

After model identification is ensured, the model can be estimated, and its fit can be assessed. For this purpose, guidelines are developed and depicted in Table 4. In the following, we elaborate each step of our proposed guidelines to estimate and assess linear recursive models containing composites of composites. In doing so, the two-stage approach is employed for model estimation based on a saturated structural model in the first stage. To illustrate our guidelines, we use the example model from Figure 2.

Stage 1

In the first stage, as suggested by the two-stage approach, the model is estimated without second-order composites. The goal of this stage is to calculate the construct scores and to assess the operationalization of the concepts represented in the structural model. If all concepts are modeled as composites, this stage largely resembles a CCA (Schuberth et al., 2018).

Step 1: Estimating the model without second-order composites

In Step 1, the model without the second-order composites is estimated. As explained earlier, a model with a saturated structural model should be used. Figure 7 illustrates a potential model

– INSERT TABLE 4 HERE –
specification with a saturated structural model for our example model.

For concepts that are conceptualized as composites, regression weights (PLS-PM Mode B) should be employed, since Mode B produces consistent estimates (Dijkstra, 2017). If the model contains common factors, the use of correlation weights (PLS-PM Mode A) in combination with a correction for attenuation is recommended for these constructs, i.e., PLSc (Dijkstra and Henseler, 2015), as traditional PLS-PM is known to produce inconsistent estimates for common factors (Dijkstra, 1981).

**Step 2: Assessing the overall model fit**

Once the model is estimated, it is necessary to evaluate whether it makes sense to continue forming second-order composites from the first-order composites. Thus, the fit of the estimated model from Step 1 needs to be assessed to examine whether the model is consistent with the collected data. For this purpose, and as shown by our simulation, the bootstrap-based test based on a discrepancy measure – such as the SRMR – can be used (see Section 3). For decision making in the context of hypothesis testing, the 95% or 99% quantiles should be used as critical values (Henseler et al., 2016), i.e., the value of the discrepancy measure based on the original dataset is compared to the 95% or 99% quantiles of its reference distribution, to decide whether the null hypothesis that the indicator population correlation matrix equals the model-implied counterpart is rejected. Next to the tests for exact overall model fit, fit indices can be employed to judge the fit of the model. However, fit indices for composite models have not yet been thoroughly examined, and therefore they should be used with caution (Hair et al., 2019b). If researchers encounter a significant inconsistency, they are advised to rethink their operationalization of the concepts. For general guidelines on assessing models estimated by PLS-PM in the context of explanatory and confirmatory research, we refer to Benitez et al. (2020).

**Step 3: Extracting construct scores**

Once the estimated model from Step 1 has exhibited acceptable fit, the construct scores are extracted for the first-order composites and the constructs not belonging to a second-order composite. The standardized scores are appended as new indicators to the file containing the observations of the original indicators.

**Stage 2**

In the second stage, the model containing the second-order composite with the originally pos-
tulated structural model is specified. Similar to Stage 1, the model is estimated and its overall model fit is assessed.
Step 4: Estimating the structural model containing second-order composites

In Step 4, the second-order composite is included in the structural model and the first-order composites are replaced by their construct scores. In doing so, the construct scores of the first-order composites are utilized as indicators to build the second-order composite. Similarly, the indicators of the other constructs are replaced by their construct scores, i.e., the constructs become single-indicator constructs. It is noted that in the case of factor scores, the reliability of these scores needs to be adjusted. For the estimation of the weights used to build the second-order composite, the use of Mode B is recommended because it is a consistent estimator (Dijkstra, 2017). The model specification of the second stage for our example model is depicted in Figure 8.

– INSERT FIGURE 8 HERE –

Step 5: Assessing model fit

In the last step, which is similar to Step 3, the overall model fit must be assessed. In doing so, we investigate whether the structural model containing the second-order composite is consistent with the data, and thus whether it is at all useful to build a second-order composite from the first-order composites. Supported by our simulation results, the bootstrap-based test of exact overall model fit from Section 3 can be used again for this purpose. As mentioned in Step 2 of our guidelines, the threshold of fit indices as known from common factor analysis should be used cautiously, since they are hardly explored in the context of composite models. In case researchers face misfitting in the second step, they are advised to reconsider their specified structural model, including the specification of the second-order composite.

6 Discussion and future research

Estimating and assessing models containing composites including second-order composites poses a challenge for researchers employing SEM, particularly when composites, including second-order composites, are located in an endogenous position in the structural model. To overcome these difficulties, the study at hand suggests employing PLS-PM and provides step-by-step user-guidelines for estimating and assessing the fit of models containing composites of composites. In doing so, we propose to employ the two-stage approach for estimation and a two-step testing procedure for overall model fit assessment. This enables researchers from the field of IS to appropriately estimate models containing second-order composites of composites and to assess their overall model fit. The latter is particularly important in causal research, i.e., explanatory and confirmatory research, as it can indicate inconsistencies between the model and the collected data and thus provide evidence against a researcher’s postulated theory.

Although several guidelines on estimating and assessing models containing second-order constructs have been published in the context of PLS-PM, they either focus on a different type of second-order construct or ignore the assessment of overall model fit – a crucial step in SEM. The need for updated guidelines for models containing composites of composites in the context of explanatory and confirmatory research is additionally emphasized by our simulation design.
Similar to Schuberth (forthcoming), it shows on the population level that existing guidelines, which neglect overall model fit assessment and focus mainly on measurement quality evaluation (e.g., Sarstedt et al., 2019; Hair et al., 2020; 2019a; 2017a;b; Ramayah et al., 2016; Becker et al., 2012), are unable to detect incorrectly specified models that would have been detected through overall model fit assessment. Hence, they miss an important opportunity to detect potential model misspecifications and leave researchers unaware of whether their specified models are (in)consistent with the collected data. Although recently proposed guidelines in the context of PLS-PM recommend evaluating the predictive power of a model (e.g., Hair et al., 2019b), it is emphasized that such an evaluation cannot replace the overall model fit assessment in explanatory and confirmatory research. This is highlighted by the fact that erroneous models can result in accurate prediction and that well-specified models can result in poor prediction (Shmueli, 2010). Therefore, guidelines in the context of causal research that currently ignore overall model fit assessment should be extended.

Considering our proposed guidelines, we recommend employing Mode B to estimate composite models because it produces consistent estimates (Dijkstra, 2017). However, in some situations, e.g., in the case of a large degree of multicollinearity among the indicators forming a composite, it can be beneficial to desist from consistent estimators and choose an estimator that is inconsistent but robust against multicollinearity. In doing so, the use of Mode A might be worthwhile. Although its estimates are inconsistent for composite models, and thus will not converge in probability to the population weights for an increasing sample size, they are unaffected by multicollinearity. An analogous approach is customary in the context of regression analysis, where ridge regression can be employed when researchers face multicollinearity issues (Mason and Brown, 1975). Moreover, the use of predefined weights or weights obtained by other techniques can be beneficial (Dijkstra, 2013; 2016) to overcome issues caused by multicollinearity.

To support our proposed guidelines and to further illuminate the performance of the commonly applied approaches in the context of PLS-PM to estimate models containing composites of composites, a Monte Carlo simulation was conducted. The results of our simulation showed that, for finite sample sizes, none of the approaches considered are superior in terms of estimated bias and RMSE. For most approaches, the average parameter estimates converged to the population counterpart and the standard errors of the estimates decreased with increasing sample size. However, for the extended repeated indicators approach, we observed a slightly different behavior compared with the findings of previous simulation studies. For example Becker et al. (2012) concluded that the path weighting scheme is the preferable option for the repeated indicators approach, and we observed in our simulation that this inner weighting scheme produces more biased first-order composite weight estimates compared with the centroid and the factorial inner weighting scheme. Overall, only the two-stage approach is Fisher consistent, i.e., it retrieves the population parameters when the indicator population correlation matrix is applied. Moreover, its results were hardly affected by the choice of the inner weighting scheme and it produced a low share of nonconverged estimations. Additionally, the way of the two-stage approach to estimate models containing composites offers advantages over the other two approaches because in model testing the source of misspecification can be located. Therefore, for models containing a composite of composites, we recommend use of the two-stage approach based on a saturated structural model in the first stage.

Similarly, to investigate the efficacy of the two presented testing procedures, i.e., complete testing and two-step testing, a Monte Carlo simulation was conducted. The results showed that both testing procedures produce rejection rates which are slightly different from the predefined significance, particularly for small sample sizes. However, for an increasing number of observations, the rejection rates converged to the predefined significance level. Moreover, both tests were capable of reliably detecting misspecifications, except for small misspecifications and
in the case of a small sample size. In this case, the null hypothesis was rejected too rarely. Therefore, researchers should ensure a sufficient sample size to avoid underpowered statistical tests. Moreover, it is noted that our proposed testing procedures for exact model fit are not a panacea to detect all types of model misspecifications. As is well-known in the SEM literature, tests for model fit do not sound an alarm if a model is misspecified but equivalent to the correctly specified model, i.e., both produce the same model-implied variance-covariance matrix (Raykov and Penev, 1999). This highlights the importance of the theory from which a model is derived, and the fact that it is not sufficient that models are solely statistical sound: “if the data are consistent with the model, this does not imply that the model corresponds to reality.” (Bollen, 1989, p. 68)

A limitation of our guidelines is that they focus solely on linear models, i.e., models without interaction terms; however, there are instances in which researchers want to include a second-order composite of composites in a moderation. In this case, the two-stage approach used for moderation analysis in the context of PLS-PM (Henseler and Fassott, 2009; Dijkstra and Schermelleh-Engel, 2014) needs to be slightly modified. First, identical to the Step 1 of our proposed guidelines, a model with a saturated structural model and without the second-order composite and interaction term is estimated. Second, a model with a saturated structural model is again specified; however, in contrast to the previous model, the constructs’ indicators are replaced by the corresponding construct scores from the previous step, and the second-order composite with first-order constructs’ scores as indicators is included. This stage resembles Step 4 of our guidelines, except for the specification of the structural model. Finally, the originally proposed structural model is specified. In doing so, all constructs are modeled as single-indicator constructs, including the second-order composite, using their corresponding construct scores, and the interaction term is incorporated as the product of the scores of the involved constructs. It is noted that in all stages, a correction for attenuation is required to obtain consistent estimates if common factors are involved. A software implementation of this approach can be found in the R package cSEM (Rademaker and Schuberth, 2020). Unfortunately, the exact fit of models containing interaction terms, i.e., the model from the last step, can currently not be tested in the context of PLS-PM.

Furthermore, we only focus on the assessment of a single model; however in empirical research it is not uncommon that researchers face several theoretically well-motivated models. In such a situation, the use of model selection criteria such as the Akaike’s information criterion (AIC, Akaike, 1998) and the Bayesian information criterion (BIC, Schwarz, 1978) can be helpful to decide between the competing models. With respect to how to apply model selection criteria in the context of PLS-PM, we refer to Sharma et al. (2019); Danks et al. (2020); Liengaard et al. (accepted).

Since a simulation study is always limited by its design, we recommend future research to conduct more complex simulation studies. For instance, researchers should further vary the distributional assumption and the model complexity to broaden the understanding of the behavior of the different approaches. This is particularly important for the repeated indicators approach, since we observed a different behavior with regard to the preferable inner weighting scheme compared with previous simulation studies, e.g., Becker et al. (2012). Future research should study these contradictory findings in more detail. Similarly, future research should strive for explanations as to why the repeated indicators approach and its modifications are not Fisher consistent in order to mathematically support our findings. Moreover, the performances of the PLS-PM approaches to estimate models containing composites of composites should be compared to other estimators such as generalized structured component analysis (GSCA). Considering the testing procedures, our simulation study is limited to misspecifications in the structural model. However, there is a simulation study showing that the test is also capable of detecting misspecifications in the composite models (Schuberth et al., 2018). This provides a
starting point to further investigate the performance of the testing procedures with respect to misspecifications in both, the structural model and the operationalization of the concepts.

Moreover, we only investigate the performances of the approaches for models containing second-order constructs specified as composites of composites. However, second-order constructs specified as mixtures of different constructs are conceivable. To the best of our knowledge, this type of second-order construct is not yet applied in the literature; however, it may open new avenues for modeling theories in IS and beyond. Potential candidates are a second-order construct that is specified as a common factor of a mixture of composites and common factors and a second-order construct that is specified as a composite of a mixture of composites and common factors. Figure 9 displays two possibilities. An investigation into the performances of the commonly employed approaches and the assessment of such models would further contribute to the literature.

– INSERT FIGURE 9 HERE –

The indicators building a composite are typically assumed to be free of measurement errors, which can limit the applicability of the composite model in practice. To overcome this shortcoming, the composite reliability can be adjusted if the researcher doubts this assumption (Henseler, 2017). In doing so, the share of measurement error in the indicator must be determined externally, e.g., by previous studies. Subsequently, the composite reliability can be taken into account during the estimation (Van Riel et al., 2017). Finally, it is straightforward to extend our guidelines to estimate and assess models with third-, fourth-, or even higher-order composites, e.g., Wetzels et al. (2009). However, future research must investigate the behaviors of the approach and testing procedures.
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Figure 1: The four main types of second-order constructs
Figure 2: Example of a model containing a second-order composite formed by composites
Figure 3: Baseline population model
Figure 4: Population structural model in the case of misspecification
Figure 5: Tests’ rejection rates in the case of no misspecification
Figure 6: Tests’ rejection rates for various degrees of misspecification
Figure 7: Model specification of the first stage for our example model
Figure 8: Model specification of the second stage for our example model
Type V: Common factor of composites and common factors

Type VI: Composite of composites and common factors

Figure 9: Specifications of mixed second-order constructs
Tables
Table 1: PLS-PM approaches to estimate models containing composites of composites

| Approach                                      | Illustration                                      | Description                                                                                                                                                                                                                                                                                                                                 |
|-----------------------------------------------|---------------------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| (Extended) Repeated indicators approach       | ![Repeated Indicators Diagram](image1)             | All indicators of the first-order constructs building the second-order construct are used as indicators for the second-order construct. Originally, it was proposed to specify only the direct effect of the antecedent construct on the second-order construct. As a consequence, the second-order construct is fully explained by the first-order constructs $c_1$ and $c_2$, and all path from antecedent constructs (here, the path from $\xi$ on $C$) are estimated towards zero. To address this shortcoming, it was proposed to additionally specify the indirect effects of the antecedent constructs on the second-order construct through the first-order constructs (dotted lines) to estimate the effect of the respective antecedent construct on the second-order construct as the total effects (Becker et al., 2012). |
| Two-stage approach                            | ![Two-Stage Approach Diagram](image2)              | Stage 1: Construct scores ($\tilde{c}_1$, $\tilde{c}_2$, and $\tilde{\xi}$) are calculated based on a (saturated) structural model without the second-order construct. Stage 2: Construct scores are used as indicators to estimate the structural model containing the second-order construct.                                                                                                                                 |
| Embedded two-stage approach                    | ![Embedded Two-Stage Approach Diagram](image3)     | Stage 1: Construct scores ($\tilde{c}_1$, $\tilde{c}_2$, and $\tilde{\xi}$) are calculated by the repeated indicators approach. Stage 2: Construct scores are used as indicators to estimate the structural model containing the second-order construct.                                                                                                                                 |
| (Extended) Hybrid approach                     | ![Hybrid Approach Diagram](image4)                 | Split the sets of original indicators of the first-order constructs in half, such that one half of each set is used as indicators of the first-order constructs, while the other half of each set is used as indicators of the second-order construct. Originally, it was proposed to specify only the direct effect of the antecedent construct on the hierarchical construct. As a consequence, the second-order construct is fully explained by the first-order constructs $c_1$ and $c_2$, and all path from antecedent constructs (here, the path from $\xi$ on $C$) are estimated towards zero. To address this shortcoming, it was proposed to additionally specify the indirect effects of the antecedent constructs on the second-order construct through the first-order constructs (dotted lines) to estimate the effect of the respective antecedent construct on the second-order construct as the total effects (Becker et al., 2012). |
Table 2: Population path coefficients in the case of misspecifications

| Misspecification | SRMR | SRMR$_{1st}$ | SRMR$_{2nd}$ | $\gamma_3$ | $\gamma_4$ | $\gamma_5$ | $\beta_1$ | $\beta_2$ | $\beta_3$ | $\beta_4$ | $\beta_5$ | $\beta_6$ |
|------------------|------|--------------|--------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|
| Small            | 0.0302 | 0.000 | 0.0626 | 0.4 | 0.1 | 0.5 | 0.1 | 0.5 | 0.6 | 0.1 | 0.2 | 0.5 |
| Medium           | 0.0629 | 0.000 | 0.1262 | −0.4 | 0.1 | 0.5 | 0.1 | 0.5 | 0.6 | 0.2 | 0.2 | 0.5 |
| Large            | 0.0949 | 0.000 | 0.1718 | 0.4 | 0.1 | 0.5 | 0.5 | 0.4 | 0.6 | −0.4 | 0.2 | 0.5 |
Table 3: Results for the estimated bias, estimated RMSE, Fisher consistency, and number of converged estimations

| Inner weighting scheme | Sample size | Approach          | % converged estimations | Estimated bias and Fisher consistency | Estimated RMSE |
|------------------------|-------------|-------------------|-------------------------|---------------------------------------|----------------|
|                        |             |                   | γ₁  β₁ w₁₁ w₁₃ w₂₁ w₂₃ κ₂ | γ₁  β₁ w₁₁ w₁₃ w₂₁ w₂₃ κ₂ |                |
|                        |             |                   | 0.037 0.003 -0.024 -0.055 0.008 -0.016 0.003 | 0.101 0.081 0.147 0.197 0.209 0.181 0.081 |                |
|                        |             |                   | 0.048 -0.002 -0.021 -0.061 0.000 0.004 -0.002 | 0.108 0.083 0.149 0.194 0.193 0.158 0.083 |                |
|                        |             |                   | 0.033 -0.389 -0.031 -0.000 0.022 -0.045 0.017 | 0.099 0.389 0.171 0.054 0.063 0.060 0.081 |                |
|                        |             |                   | 0.005 0.000 -0.000 -0.014 0.009 -0.008 0.000 | 0.042 0.035 0.057 0.097 0.096 0.085 0.035 |                |
|                        |             |                   | 0.007 -0.002 0.001 -0.015 0.006 -0.002 -0.002 | 0.042 0.035 0.056 0.090 0.091 0.076 0.035 |                |
|                        |             |                   | 0.003 -0.398 -0.001 0.019 0.025 -0.048 0.002 | 0.042 0.398 0.067 0.032 0.036 0.051 0.035 |                |
|                        |             |                   | 0.004 0.003 -0.005 -0.005 0.000 0.002 0.003 | 0.030 0.026 0.042 0.064 0.070 0.060 0.026 |                |
|                        |             |                   | 0.005 0.002 -0.005 -0.006 -0.001 0.001 0.002 | 0.030 0.026 0.042 0.061 0.067 0.056 0.026 |                |
|                        |             |                   | 0.003 -0.399 -0.006 0.022 0.023 -0.048 0.004 | 0.030 0.399 0.049 0.028 0.030 0.051 0.026 |                |
|                        |             |                   | -3.89e-16 5.00e-16 7.77e-16 1.55e-15 2.11e-15 -1.22e-15 5.00e-16 |                  |                |
|                        |             |                   | -3.33e-16 -2.27e-11 -1.24e-05 -6.66e-11 1.39e-10 -3.03e-11 -2.27e-11 |                  |                |
|                        |             |                   | -3.61e-16 -4.00e-01 -6.21e-06 2.41e-02 2.41e-02 -4.94e-02 -5.00e-04 |                  |                |
|                        |             |                   | -6.66e-16 2.78e-16 5.55e-16 6.66e-11 1.44e-15 -2.33e-15 2.78e-16 |                  |                |
|                        |             |                   | -6.94e-16 -1.44e-11 -8.52e-06 -1.75e-12 3.05e-11 5.66e-12 -1.44e-11 |                  |                |
|                        |             |                   | -6.94e-16 -4.00e-01 -5.33e-06 1.97e-02 5.69e-02 -8.20e-02 -1.34e-03 |                  |                |
|                        |             |                   | -6.94e-16 2.78e-16 9.44e-16 -1.67e-16 -1.11e-15 2.78e-16 |                  |                |
|                        |             |                   | -6.94e-16 -1.05e-10 -4.38e-10 2.18e-10 5.74e-10 -6.17e-10 -1.05e-10 |                  |                |
|                        |             |                   | -6.94e-16 -4.00e-01 -1.35e-09 -1.42e-01 5.05e-02 7.01e-02 -3.63e-03 |                  |                |

Note: embedded TS: embedded two-stage approach; extended RI: extended repeated indicators approach; two-stage: two-stage approach based on a saturated structural model in the first stage; Σ: the indicator population correlation matrix is provided as input; κ₂: the total effect of η₁ on η₃.
Table 4: Guidelines for estimating and assessing models containing second-order composites made of composites

| Stage 1 |
|------------------|
| Step 1: Estimate the model without second-order composites |
| Step 2: Validate the first-order constructs by means of overall model fit |
| Step 3: Extract construct scores |

| Stage 2 |
|------------------|
| Step 4: Estimate the structural model containing second-order composites |
| Step 5: Validate the second-order composites by means of overall model fit |
Online Supplementary Material
Table 5: Indicator population correlation matrix of the baseline model

|     | \(y_{11}\) | \(y_{12}\) | \(y_{21}\) | \(y_{22}\) | \(y_{31}\) | \(y_{32}\) | \(y_{33}\) | \(y_{41}\) | \(y_{42}\) | \(y_{43}\) | \(y_{51}\) | \(y_{52}\) | \(y_{53}\) | \(y_{61}\) | \(y_{62}\) | \(y_{63}\) |
|-----|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|
| \(y_{11}\) | 1.00       | 0.31       | 0.36       | 0.31       | 0.25       | 0.32       | 0.13       | 0.16       | 0.13       | 0.14       | 0.15       | 0.15       | 0.19       | 0.18       | 0.18       | 0.16       | 0.22       | 0.27       | 0.02       | 0.01       | 0.01       |
| \(y_{12}\) | 0.31       | 0.26       | 0.22       | 0.18       | 0.23       | 0.09       | 0.11       | 0.09       | 0.10       | 0.10       | 0.14       | 0.12       | 0.12       | 0.12       | 0.12       | 0.15       | 0.19       | 0.01       | 0.01       | 0.01       |
| \(y_{21}\) | 0.36       | 0.26       | 1.00       | 0.40       | 0.30       | 0.31       | 0.18       | 0.21       | 0.18       | 0.19       | 0.20       | 0.20       | 0.19       | 0.17       | 0.17       | 0.16       | 0.21       | 0.26       | 0.02       | 0.01       | 0.01       |
| \(y_{22}\) | 0.31       | 0.22       | 0.10       | 0.28       | 0.31       | 0.15       | 0.18       | 0.15       | 0.16       | 0.16       | 0.17       | 0.17       | 0.16       | 0.14       | 0.14       | 0.13       | 0.18       | 0.22       | 0.01       | 0.01       | 0.01       |
| \(y_{31}\) | 0.25       | 0.18       | 0.30       | 0.28       | 1.00       | 0.30       | 0.12       | 0.15       | 0.12       | 0.13       | 0.14       | 0.14       | 0.13       | 0.12       | 0.12       | 0.11       | 0.14       | 0.18       | 0.01       | 0.01       | 0.01       |
| \(y_{32}\) | 0.32       | 0.23       | 0.31       | 0.30       | 1.00       | 0.16       | 0.19       | 0.15       | 0.16       | 0.18       | 0.17       | 0.16       | 0.15       | 0.14       | 0.18       | 0.23       | 0.01       | 0.01       | 0.01       | 0.01       |
| \(y_{33}\) | 0.13       | 0.09       | 0.18       | 0.15       | 0.12       | 0.16       | 1.00       | 0.10       | 0.25       | 0.13       | 0.10       | 0.30       | 0.12       | 0.11       | 0.11       | 0.10       | 0.13       | 0.17       | 0.01       | 0.01       | 0.01       |
| \(y_{41}\) | 0.16       | 0.11       | 0.21       | 0.18       | 0.15       | 0.19       | 0.10       | 1.00       | 0.20       | 0.40       | 0.30       | 0.20       | 0.14       | 0.13       | 0.13       | 0.12       | 0.16       | 0.20       | 0.01       | 0.01       | 0.01       |
| \(y_{42}\) | 0.13       | 0.09       | 0.18       | 0.15       | 0.12       | 0.15       | 0.25       | 0.20       | 1.00       | 0.30       | 0.10       | 0.12       | 0.11       | 0.11       | 0.10       | 0.13       | 0.17       | 0.01       | 0.01       | 0.01       |
| \(y_{43}\) | 0.14       | 0.10       | 0.19       | 0.16       | 0.13       | 0.16       | 0.13       | 0.40       | 0.30       | 1.00       | 0.20       | 0.20       | 0.13       | 0.11       | 0.11       | 0.11       | 0.14       | 0.18       | 0.01       | 0.01       | 0.01       |
| \(y_{51}\) | 0.15       | 0.11       | 0.20       | 0.17       | 0.14       | 0.18       | 0.10       | 0.30       | 0.10       | 0.20       | 1.00       | 0.10       | 0.14       | 0.12       | 0.12       | 0.12       | 0.15       | 0.19       | 0.01       | 0.01       | 0.01       |
| \(y_{52}\) | 0.15       | 0.10       | 0.20       | 0.17       | 0.14       | 0.17       | 0.30       | 0.20       | 0.30       | 0.20       | 0.10       | 1.00       | 0.10       | 0.13       | 0.12       | 0.12       | 0.11       | 0.15       | 0.19       | 0.01       | 0.01       | 0.01       |
| \(y_{53}\) | 0.19       | 0.14       | 0.19       | 0.16       | 0.13       | 0.16       | 0.12       | 0.14       | 0.12       | 0.13       | 0.14       | 0.13       | 1.00       | 0.40       | 0.40       | 0.09       | 0.12       | 0.15       | 0.29       | 0.18       | 0.02       |
| \(y_{61}\) | 0.18       | 0.12       | 0.17       | 0.14       | 0.12       | 0.15       | 0.11       | 0.13       | 0.11       | 0.11       | 0.12       | 0.12       | 0.40       | 1.00       | 0.40       | 0.08       | 0.11       | 0.13       | 0.26       | 0.17       | 0.20       |
| \(y_{62}\) | 0.18       | 0.12       | 0.17       | 0.14       | 0.12       | 0.15       | 0.11       | 0.13       | 0.11       | 0.11       | 0.12       | 0.12       | 0.40       | 1.00       | 0.40       | 0.08       | 0.11       | 0.13       | 0.26       | 0.17       | 0.20       |
| \(y_{63}\) | 0.16       | 0.12       | 0.16       | 0.13       | 0.11       | 0.14       | 0.10       | 0.12       | 0.10       | 0.11       | 0.12       | 0.11       | 0.09       | 0.08       | 0.08       | 1.00       | 0.20       | 0.30       | 0.04       | 0.02       | 0.03       |
Table 6: Indicator population correlation matrix in the case of the small model misspecification

|   | 1.00 | 0.31 | 0.22 | 0.18 | 0.15 | 0.19 | 0.11 | 0.13 | 0.13 | 0.11 | 0.11 | 0.12 | 0.12 | 0.17 | 0.15 | 0.15 | 0.07 | 0.09 | 0.12 | 0.27 | 0.17 | 0.20 |
|---|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 1.00| 0.31 | 0.15 | 0.13 | 0.10 | 0.13 | 0.08 | 0.09 | 0.07 | 0.08 | 0.09 | 0.08 | 0.12 | 0.11 | 0.11 | 0.05 | 0.06 | 0.08 | 0.06 | 0.08 | 0.19 | 0.12 | 0.14 |
| 0.31| 0.15 | 1.00 | 0.40 | 0.30 | 0.31 | 0.15 | 0.18 | 0.15 | 0.16 | 0.17 | 0.17 | −0.03 | −0.02 | −0.02 | 0.20 | 0.27 | 0.34 | 0.37 | 0.23 | 0.27 |      |
| 0.22| 0.18 | 0.15 | 1.00 | 0.28 | 0.31 | 0.13 | 0.15 | 0.13 | 0.13 | 0.15 | 0.14 | −0.02 | −0.02 | −0.02 | 0.17 | 0.23 | 0.29 | 0.31 | 0.20 | 0.23 |      |
| 0.18| 0.15 | 0.10 | 0.30 | 0.28 | 1.00 | 0.30 | 0.10 | 0.12 | 0.10 | 0.11 | 0.12 | 0.12 | −0.02 | −0.02 | −0.02 | 0.14 | 0.18 | 0.23 | 0.26 | 0.16 | 0.19 |      |
| 0.15| 0.10 | 0.15 | 0.31 | 0.31 | 0.30 | 1.00 | 0.13 | 0.16 | 0.13 | 0.14 | 0.15 | 0.15 | −0.02 | −0.02 | −0.02 | 0.18 | 0.24 | 0.30 | 0.33 | 0.20 | 0.24 |      |
| 0.19| 0.13 | 0.13 | 0.10 | 0.13 | 1.00 | 0.10 | 0.25 | 0.13 | 0.10 | 0.30 | −0.03 | −0.02 | −0.02 | 0.05 | 0.07 | 0.09 | 0.21 | 0.13 | 0.16 |      |
| 0.11| 0.08 | 0.15 | 0.13 | 0.10 | 0.13 | 1.00 | 0.10 | 0.25 | 0.13 | 0.10 | 0.30 | −0.03 | −0.02 | −0.02 | 0.05 | 0.07 | 0.08 | 0.21 | 0.13 | 0.15 |      |
| 0.13| 0.09 | 0.18 | 0.15 | 0.12 | 0.16 | 0.10 | 1.00 | 0.20 | 0.30 | 0.20 | −0.03 | −0.03 | −0.03 | 0.06 | 0.08 | 0.10 | 0.25 | 0.16 | 0.18 |      |
| 0.11| 0.07 | 0.15 | 0.13 | 0.10 | 0.13 | 0.25 | 0.20 | 1.00 | 0.30 | 0.10 | 0.30 | −0.03 | −0.02 | −0.02 | 0.05 | 0.07 | 0.08 | 0.21 | 0.13 | 0.15 |      |
| 0.15| 0.13 | 0.11 | 0.14 | 0.13 | 0.40 | 0.30 | 1.00 | 0.20 | 0.20 | −0.03 | −0.03 | −0.03 | 0.05 | 0.07 | 0.09 | 0.22 | 0.14 | 0.16 |      |
| 0.12| 0.09 | 0.17 | 0.15 | 0.15 | 0.10 | 0.30 | 1.00 | 0.20 | 1.00 | 0.10 | −0.03 | −0.03 | −0.03 | 0.06 | 0.08 | 0.10 | 0.24 | 0.15 | 0.18 |      |
| 0.12| 0.08 | 0.17 | 0.14 | 0.12 | 0.15 | 0.30 | 0.20 | 0.30 | 0.20 | 1.00 | −0.03 | −0.03 | −0.03 | 0.06 | 0.08 | 0.10 | 0.23 | 0.15 | 0.17 |      |
| 0.17| 0.12 | −0.03 | −0.02 | −0.02 | −0.02 | −0.03 | −0.03 | −0.03 | −0.03 | −0.03 | 1.00 | 0.40 | 0.40 | 0.09 | 0.12 | 0.15 | −0.29 | −0.18 | −0.22 |      |
| 0.15| 0.11 | −0.02 | −0.02 | −0.02 | −0.02 | −0.03 | −0.02 | −0.02 | −0.03 | −0.03 | 0.40 | 1.00 | 0.40 | 0.08 | 0.11 | 0.13 | −0.26 | −0.17 | −0.20 |      |
| 0.15| 0.11 | −0.02 | −0.02 | −0.02 | −0.02 | −0.03 | −0.02 | −0.02 | −0.03 | −0.03 | 0.40 | 0.40 | 1.00 | 0.08 | 0.11 | 0.13 | −0.26 | −0.17 | −0.20 |      |
| 0.07| 0.05 | 0.20 | 0.17 | 0.14 | 0.18 | 0.05 | 0.06 | 0.05 | 0.05 | 0.06 | 0.06 | 0.09 | 0.08 | 1.00 | 0.20 | 0.30 | −0.04 | −0.02 | −0.03 |      |
| 0.09| 0.06 | 0.27 | 0.23 | 0.18 | 0.24 | 0.07 | 0.08 | 0.07 | 0.08 | 0.08 | 0.12 | 0.11 | 0.11 | 0.20 | 1.00 | 0.40 | −0.05 | −0.03 | −0.04 |      |
| 0.12| 0.08 | 0.34 | 0.29 | 0.23 | 0.30 | 0.09 | 0.10 | 0.08 | 0.09 | 0.10 | 0.10 | 0.15 | 0.13 | 0.30 | 0.40 | 1.00 | −0.06 | −0.04 | −0.05 |      |
| 0.27| 0.19 | 0.37 | 0.31 | 0.26 | 0.33 | 0.21 | 0.25 | 0.21 | 0.22 | 0.24 | 0.23 | −0.29 | −0.26 | −0.26 | −0.04 | −0.05 | −0.06 | 1.00 | 0.25 | 0.40 |      |
| 0.17| 0.12 | 0.23 | 0.20 | 0.16 | 0.20 | 0.13 | 0.16 | 0.13 | 0.14 | 0.15 | 0.15 | −0.18 | −0.17 | −0.17 | −0.02 | −0.03 | −0.04 | 0.25 | 1.00 | 0.16 |      |
| 0.20| 0.14 | 0.27 | 0.23 | 0.19 | 0.24 | 0.16 | 0.18 | 0.15 | 0.16 | 0.18 | 0.17 | −0.22 | −0.20 | −0.20 | −0.03 | −0.04 | −0.05 | 0.40 | 0.16 | 1.00 |      |
Table 7: Indicator population correlation matrix in the case of the medium model misspecification

|     | y11 | y12 | y21 | y22 | y31 | y32 | y33 | y34 | y35 | y36 | y41 | y42 | y43 | y51 | y52 | y53 | y61 | y62 | y63 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| y11 | 1.00| 0.31| 0.24| 0.20| 0.17| 0.21| 0.10| 0.12| 0.10| 0.11| 0.12| 0.11| -0.44| -0.40| -0.40| -0.01| -0.01| -0.02| 0.54| 0.34| 0.40|
| y12 | 0.31| 1.00| 0.17| 0.14| 0.12| 0.15| 0.07| 0.08| 0.07| 0.08| 0.08| -0.31| -0.28| -0.28| -0.01| -0.01| -0.01| 0.38| 0.24| 0.28|
| y21 | 0.24| 0.17| 1.00| 0.40| 0.30| 0.31| 0.15| 0.18| 0.15| 0.16| 0.17| 0.17| -0.03| -0.02| -0.02| 0.20| 0.27| 0.34| 0.37| 0.23| 0.27|
| y22 | 0.20| 0.14| 0.40| 1.00| 0.28| 0.31| 0.13| 0.15| 0.12| 0.13| 0.14| 0.14| -0.02| -0.02| -0.02| 0.17| 0.23| 0.29| 0.31| 0.20| 0.23|
| y31 | 0.17| 0.12| 0.30| 0.28| 1.00| 0.30| 0.10| 0.12| 0.10| 0.11| 0.12| 0.11| -0.02| -0.02| -0.02| 0.14| 0.18| 0.23| 0.26| 0.16| 0.19|
| y32 | 0.21| 0.15| 0.31| 0.31| 0.30| 1.00| 0.13| 0.16| 0.13| 0.14| 0.15| 0.15| -0.02| -0.02| -0.02| 0.18| 0.24| 0.30| 0.33| 0.20| 0.24|
| y33 | 0.10| 0.07| 0.15| 0.13| 0.10| 0.13| 1.00| 0.10| 0.25| 0.13| 0.10| 0.30| 0.02| 0.02| 0.02| 0.06| 0.08| 0.10| 0.19| 0.12| 0.14|
| y34 | 0.12| 0.08| 0.18| 0.15| 0.12| 0.16| 0.10| 1.00| 0.20| 0.40| 0.30| 0.20| 0.02| 0.02| 0.02| 0.07| 0.09| 0.11| 0.22| 0.14| 0.16|
| y35 | 0.10| 0.07| 0.15| 0.12| 0.10| 0.13| 0.25| 0.20| 1.00| 0.30| 0.10| 0.30| 0.02| 0.02| 0.02| 0.06| 0.07| 0.09| 0.19| 0.12| 0.14|
| y36 | 0.11| 0.08| 0.16| 0.13| 0.11| 0.14| 0.13| 0.40| 0.30| 1.00| 0.20| 0.20| 0.02| 0.02| 0.02| 0.07| 0.09| 0.11| 0.22| 0.14| 0.16|
| y41 | -0.44| -0.31| -0.03| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02|
| y42 | -0.40| -0.28| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02|
| y43 | -0.40| -0.28| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02| -0.02|
| y51 | -0.01| -0.01| 0.20| 0.17| 0.14| 0.18| 0.06| 0.07| 0.06| 0.06| 0.07| 0.06| 0.09| 0.08| 0.08| 1.00| 0.20| 0.30| -0.04| -0.02| -0.03|
| y52 | -0.01| -0.01| 0.27| 0.23| 0.18| 0.24| 0.08| 0.09| 0.07| 0.08| 0.09| 0.08| 0.12| 0.11| 0.11| 0.20| 1.00| 0.40| -0.05| -0.03| -0.04|
| y53 | -0.02| -0.01| 0.34| 0.29| 0.23| 0.30| 0.10| 0.11| 0.09| 0.10| 0.11| 0.15| 0.13| 0.13| 0.30| 0.40| 1.00| -0.06| -0.04| -0.05| -0.05|
| y61 | 0.54| 0.38| 0.37| 0.31| 0.26| 0.33| 0.19| 0.23| 0.19| 0.20| 0.22| 0.21| -0.29| -0.26| -0.26| -0.04| -0.05| -0.06| 1.00| 0.25| 0.40|
| y62 | 0.34| 0.24| 0.23| 0.20| 0.16| 0.20| 0.12| 0.14| 0.12| 0.13| 0.14| 0.13| -0.18| -0.17| -0.17| -0.02| -0.03| -0.04| 0.25| 1.00| 0.16|
| y63 | 0.40| 0.28| 0.27| 0.23| 0.19| 0.24| 0.14| 0.17| 0.14| 0.15| 0.16| 0.16| -0.22| -0.20| -0.20| -0.03| -0.04| -0.05| 0.40| 0.16| 1.00|
Table 8: Indicator population correlation matrix in the case of the large model misspecification

|   | $y_{11}$ | $y_{12}$ | $y_{21}$ | $y_{22}$ | $y_{23}$ | $y_{24}$ | $y_{31}$ | $y_{32}$ | $y_{33}$ | $y_{34}$ | $y_{35}$ | $y_{41}$ | $y_{42}$ | $y_{43}$ | $y_{51}$ | $y_{52}$ | $y_{53}$ | $y_{61}$ | $y_{62}$ | $y_{63}$ |
|---|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| 1.00 | 0.31 | 0.27 | 0.23 | 0.19 | 0.24 | 0.05 | 0.06 | 0.05 | 0.06 | 0.06 | 0.17 | 0.15 | 0.15 | 0.07 | 0.09 | 0.12 | 0.27 | 0.17 | 0.20 |
| 0.31 | 1.00 | 0.19 | 0.16 | 0.17 | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 | 0.12 | 0.11 | 0.11 | 0.05 | 0.06 | 0.08 | 0.19 | 0.12 | 0.14 |
| 0.27 | 0.19 | 1.00 | 0.40 | 0.30 | 0.31 | 0.06 | 0.07 | 0.06 | 0.07 | 0.07 | 0.23 | 0.20 | 0.20 | 0.19 | 0.26 | 0.32 | 0.26 | 0.16 | 0.19 |
| 0.23 | 0.16 | 0.40 | 1.00 | 0.28 | 0.31 | 0.05 | 0.06 | 0.05 | 0.06 | 0.06 | 0.19 | 0.17 | 0.17 | 0.16 | 0.22 | 0.27 | 0.22 | 0.14 | 0.16 |
| 0.19 | 0.13 | 0.30 | 0.28 | 1.00 | 0.30 | 0.04 | 0.05 | 0.04 | 0.05 | 0.05 | 0.16 | 0.14 | 0.14 | 0.13 | 0.18 | 0.22 | 0.18 | 0.11 | 0.13 |
| 0.24 | 0.17 | 0.31 | 0.31 | 0.30 | 1.00 | 0.05 | 0.06 | 0.05 | 0.06 | 0.06 | 0.20 | 0.18 | 0.18 | 0.17 | 0.23 | 0.28 | 0.23 | 0.14 | 0.17 |
| 0.05 | 0.04 | 0.06 | 0.05 | 0.04 | 0.05 | 1.00 | 0.10 | 0.25 | 0.13 | 0.10 | 0.30 | -0.25 | -0.23 | -0.23 | 0.02 | 0.03 | 0.04 | 0.31 | 0.19 | 0.25 |
| 0.06 | 0.04 | 0.07 | 0.06 | 0.05 | 0.06 | 0.10 | 1.00 | 0.20 | 0.40 | 0.30 | 0.20 | -0.29 | -0.26 | -0.26 | 0.03 | 0.04 | 0.05 | 0.36 | 0.23 | 0.27 |
| 0.05 | 0.04 | 0.06 | 0.05 | 0.04 | 0.05 | 0.25 | 0.20 | 1.00 | 0.30 | 0.10 | 0.30 | -0.24 | -0.22 | -0.22 | 0.02 | 0.03 | 0.04 | 0.30 | 0.19 | 0.22 |
| 0.06 | 0.04 | 0.06 | 0.05 | 0.04 | 0.06 | 0.13 | 0.40 | 0.30 | 1.00 | 0.20 | 0.20 | -0.26 | -0.24 | -0.24 | 0.02 | 0.03 | 0.04 | 0.32 | 0.20 | 0.24 |
| 0.06 | 0.04 | 0.07 | 0.06 | 0.05 | 0.06 | 0.10 | 0.30 | 0.20 | 1.00 | 0.10 | -0.28 | -0.26 | -0.26 | 0.03 | 0.03 | 0.04 | 0.35 | 0.22 | 0.26 |
| 0.06 | 0.04 | 0.07 | 0.06 | 0.06 | 0.30 | 0.20 | 0.30 | 0.20 | 1.00 | 0.10 | -0.27 | -0.25 | -0.25 | 0.03 | 0.03 | 0.04 | 0.34 | 0.21 | 0.25 |
| 0.17 | 0.12 | 0.23 | 0.19 | 0.16 | 0.20 | -0.25 | -0.29 | -0.24 | -0.26 | -0.28 | -0.27 | 1.00 | 0.40 | 0.40 | 0.09 | 0.12 | 0.15 | -0.29 | -0.18 | -0.22 |
| 0.15 | 0.11 | 0.20 | 0.17 | 0.14 | 0.18 | -0.23 | -0.26 | -0.22 | -0.24 | -0.26 | -0.25 | 0.40 | 1.00 | 0.40 | 0.08 | 0.11 | 0.13 | -0.26 | -0.17 | -0.20 |
| 0.15 | 0.11 | 0.20 | 0.17 | 0.14 | 0.18 | -0.23 | -0.26 | -0.22 | -0.24 | -0.26 | -0.25 | 0.40 | 0.40 | 1.00 | 0.08 | 0.11 | 0.13 | -0.26 | -0.17 | -0.20 |
| 0.07 | 0.05 | 0.19 | 0.16 | 0.13 | 0.17 | 0.02 | 0.03 | 0.02 | 0.02 | 0.03 | 0.09 | 0.08 | 0.08 | 1.00 | 0.20 | 0.30 | -0.04 | -0.02 | -0.03 |
| 0.09 | 0.06 | 0.26 | 0.22 | 0.18 | 0.23 | 0.03 | 0.04 | 0.03 | 0.03 | 0.03 | 0.12 | 0.11 | 0.11 | 0.20 | 1.00 | 0.40 | -0.05 | -0.03 | -0.04 |
| 0.12 | 0.08 | 0.32 | 0.27 | 0.22 | 0.23 | 0.04 | 0.05 | 0.04 | 0.04 | 0.04 | 0.15 | 0.13 | 0.13 | 0.30 | 0.40 | 1.00 | -0.06 | -0.04 | -0.05 |
| 0.27 | 0.19 | 0.26 | 0.22 | 0.18 | 0.23 | 0.31 | 0.36 | 0.30 | 0.32 | 0.35 | 0.34 | -0.29 | -0.26 | -0.26 | -0.04 | -0.05 | -0.06 | 1.00 | 0.25 | 0.40 |
| 0.17 | 0.12 | 0.16 | 0.14 | 0.11 | 0.14 | 0.19 | 0.23 | 0.19 | 0.20 | 0.22 | 0.21 | -0.18 | -0.17 | -0.17 | -0.02 | -0.03 | -0.04 | 0.25 | 1.00 | 0.16 |
| 0.20 | 0.14 | 0.19 | 0.16 | 0.13 | 0.17 | 0.23 | 0.27 | 0.22 | 0.24 | 0.26 | 0.25 | -0.22 | -0.20 | -0.20 | -0.03 | -0.04 | -0.05 | 0.40 | 0.16 | 1.00 |
## Table 9: Approaches’ Fisher consistency

| Parameter | Centroid scheme | Factorial scheme | Path scheme |
|-----------|-----------------|------------------|-------------|
|           | two-stage | embedded TS | extended RI | two-stage | embedded TS | extended RI | two-stage | embedded TS | extended RI |
| $\gamma_1$ | -3.89e-16 | -3.33e-16 | -3.61e-16 | -6.66e-16 | -6.94e-16 | -6.94e-16 | -6.94e-16 | -6.94e-16 | -6.94e-16 | -6.94e-16 |
| $\gamma_2$ | 6.66e-16 | 6.11e-16 | 5.55e-16 | -2.22e-16 | -1.11e-16 | -2.22e-16 | -1.11e-16 | -1.11e-16 | -1.11e-16 | -1.11e-16 |
| $\gamma_3$ | -7.77e-16 | -1.98e-11 | -3.50e-01 | -1.67e-16 | -1.26e-11 | -3.50e-01 | 0.00e+00 | -9.16e-11 | -3.50e-01 | -1.11e-16 |
| $\beta_1$ | 5.00e-16 | -2.27e-11 | -4.00e-01 | 2.78e-16 | -1.44e-11 | -4.00e-01 | 2.78e-16 | -1.05e-10 | -4.00e-01 | -1.05e-10 |
| $\beta_2$ | -1.39e-16 | -1.13e-11 | -2.00e-01 | -8.33e-17 | -7.22e-12 | -2.00e-01 | 5.55e-17 | -5.24e-11 | -2.00e-01 | -2.00e-01 |
| $w_{11}$ | 7.77e-16 | -1.24e-05 | -6.21e-06 | 5.55e-16 | -8.52e-06 | -5.33e-06 | 0.00e+00 | -4.58e-10 | -1.35e-09 |
| $w_{12}$ | -8.33e-16 | 1.77e-05 | 8.83e-06 | -4.44e-16 | 1.21e-05 | 7.59e-06 | 0.00e+00 | 6.52e-10 | 1.92e-09 |
| $w_{21}$ | -3.33e-16 | -4.20e-06 | -2.80e-06 | 3.89e-16 | -7.99e-06 | -5.29e-06 | 9.99e-16 | -3.14e-07 | -3.77e-07 |
| $w_{22}$ | 5.00e-16 | 1.98e-06 | 1.32e-06 | 4.44e-16 | 3.78e-06 | 2.50e-06 | 1.67e-16 | 1.48e-07 | 1.78e-07 |
| $w_{23}$ | -5.55e-16 | 5.07e-06 | 3.39e-06 | -5.83e-16 | 9.66e-06 | 6.39e-06 | -1.30e-15 | 3.80e-07 | 4.56e-07 |
| $w_{24}$ | -5.55e-17 | -1.11e-06 | -7.40e-07 | -3.89e-16 | -2.11e-06 | -1.39e-06 | -3.33e-16 | -8.29e-08 | -9.94e-08 |
| $w_{31}$ | -3.33e-16 | -1.28e-06 | -4.71e-07 | -2.22e-15 | -9.20e-07 | -3.60e-07 | -8.33e-16 | -3.96e-06 | -1.46e-06 |
| $w_{32}$ | -1.67e-16 | -1.28e-06 | -4.71e-07 | 1.61e-15 | -9.20e-07 | -3.60e-07 | 1.11e-15 | -3.96e-06 | -1.46e-06 |
| $w_{33}$ | 1.11e-16 | 8.07e-06 | 2.96e-06 | -8.33e-16 | 5.78e-06 | 2.26e-06 | -1.30e-15 | 2.48e-05 | 9.19e-06 |
| $w_{34}$ | 2.66e-15 | 8.07e-06 | 2.96e-06 | 3.61e-15 | 5.78e-06 | 2.26e-06 | 1.17e-15 | 2.48e-05 | 9.19e-06 |
| $w_{35}$ | -1.17e-15 | -1.06e-05 | -3.90e-06 | -1.39e-15 | -7.62e-06 | -2.98e-06 | 2.78e-16 | -3.28e-05 | -1.21e-05 |
| $w_{36}$ | -1.17e-15 | -1.28e-06 | -4.71e-07 | -8.88e-16 | -9.20e-07 | -3.60e-07 | -4.44e-16 | -3.96e-06 | -1.46e-06 |
| $w_{41}$ | 4.44e-16 | 4.44e-16 | 2.22e-16 | 3.33e-16 | 6.66e-16 | 0.00e+00 | -5.55e-16 | -3.33e-16 | -6.66e-16 |
| $w_{42}$ | -5.00e-16 | -3.33e-16 | -6.11e-16 | 6.11e-16 | 5.55e-17 | 5.00e-16 | -6.11e-16 | -9.44e-16 | -7.22e-16 |
| $w_{43}$ | 1.11e-16 | 1.67e-16 | 6.66e-16 | -8.88e-16 | -8.88e-16 | -5.55e-16 | 1.11e-15 | 1.28e-15 | 1.39e-15 |
| $w_{51}$ | 2.00e-15 | 2.16e-15 | 1.67e-15 | 1.05e-15 | 1.33e-15 | 1.28e-15 | 7.77e-16 | 1.17e-15 | 1.11e-15 |
| $w_{52}$ | -2.16e-15 | -1.28e-15 | -1.94e-15 | -1.44e-15 | -1.28e-15 | -1.94e-15 | -2.11e-15 | -1.89e-15 | -2.05e-15 |
| $w_{53}$ | 3.33e-16 | -3.33e-16 | -2.22e-16 | 3.33e-16 | -1.11e-16 | 6.66e-16 | 1.33e-15 | 7.77e-16 | 9.99e-16 |
| $w_{61}$ | -3.11e-15 | -2.89e-15 | -7.88e-15 | 1.11e-15 | 7.77e-16 | 9.99e-16 | -1.11e-16 | -6.66e-16 | -3.33e-16 |
| $w_{62}$ | 3.66e-15 | 3.89e-15 | 6.16e-15 | -7.22e-16 | -1.11e-16 | -5.00e-16 | -1.72e-15 | -1.44e-15 | -1.78e-15 |
| $w_{63}$ | 1.61e-15 | 1.17e-15 | 6.16e-15 | -7.77e-16 | -4.44e-16 | -5.55e-16 | 2.22e-15 | 2.61e-15 | 2.61e-15 |

Note: embedded TS: embedded two-stage approach; extended RI: extended repeated indicators approach; two-stage: two-stage approach based on a saturated structural model in the first stage;

$\kappa_1$: the total effect of $\xi$ on $\eta_3$; $\kappa_2$: the total effect of $\eta_1$ on $\eta_3$; $\kappa_3$: the total effect of $\eta_2$ on $\eta_3$. 
|         | small misspecification | medium misspecification | large misspecification |
|---------|------------------------|-------------------------|------------------------|
|         | TS         | Emb. TS   | Ext. RI | TS         | Emb. TS   | Ext. RI | TS         | Emb. TS   | Ext. RI |
|         | $w$ | VIF | $\lambda$ | $w$ | VIF | $\lambda$ | $w$ | VIF | $\lambda$ | $w$ | VIF | $\lambda$ | $w$ | VIF | $\lambda$ |
| $\xi$  | .39 | 1.9 | .75     | .39 | 1.9 | .75     | .39 | 1.9 | .75     | .39 | 1.9 | .75     | .39 | 1.9 | .75     |
| $\eta_1$ | .26 | 1.8 | .54   | .26 | 1.8 | .54   | .26 | 1.8 | .54   | .26 | 1.8 | .54   | .26 | 1.8 | .54   |
| $\eta_2$ | .33 | 1.8 | .56   | .33 | 1.8 | .56   | .33 | 1.8 | .56   | .33 | 1.8 | .56   | .33 | 1.8 | .56   |
| $c_1$  | .40 | 1.5 | .65   | .40 | 1.5 | .65   | .40 | 1.5 | .65   | .40 | 1.5 | .65   | .40 | 1.5 | .65   |
| $c_2$  | .20 | 1.9 | .55   | .20 | 1.9 | .55   | .20 | 1.9 | .55   | .20 | 1.9 | .55   | .20 | 1.9 | .55   |
| $c_3$  | .20 | 1.9 | .53   | .20 | 1.9 | .53   | .20 | 1.9 | .53   | .20 | 1.9 | .53   | .20 | 1.9 | .53   |
| $\eta_3$ | .27 | 1.7 | .55   | .27 | 1.7 | .55   | .27 | 1.7 | .55   | .27 | 1.7 | .55   | .27 | 1.7 | .55   |

Note: values in columns $w$ and $\lambda$, respectively, show the smallest weight and loading, respectively, among the indicators attached to the corresponding composite; Values in column VIF show the largest VIF value of the indicators’ weight used to build the corresponding composite.
Figure 10: Tests’ rejection rates for the alternative population models obtained for a correctly specified model
Figure 11: Tests’ rejection rates for the baseline population model obtained for a specification that matches the alternative population models.