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Abstract

Redshifted components of chromospheric emission lines in the hard X-ray impulsive phase of solar flares have recently been studied through their 30 s evolution with the high resolution of the Interface Region Imaging Spectrograph. Radiative-hydrodynamic flare models show that these redshifts are generally reproduced by electron-beam-generated chromospheric condensations. The models produce large ambient electron densities, and the pressure broadening of the hydrogen Balmer series should be readily detected in observations. To accurately interpret the upcoming spectral data of flares with the DKIST, we incorporate nonideal, nonadiabatic line-broadening profiles of hydrogen into the RADYN code. These improvements allow time-dependent predictions for the extreme Balmer line wing enhancements in solar flares. We study two chromospheric condensation models, which cover a range of electron-beam fluxes (1 − 5 × 1011 erg s−1 cm2) and ambient electron densities (1 − 60 × 1013 cm−3) in the flare chromosphere. Both models produce broadening and redshift variations within 10 s of the onset of beam heating. In the chromospheric condensations, there is enhanced spectral broadening due to large optical depths at Hα, Hβ, and Hγ, while the much lower optical depth of the Balmer series H12−H16 provides a translucent window into the smaller electron densities in the beam-heated layers below the condensation. The wavelength ranges of typical DKIST/VIS spectra of solar flares will be sufficient to test the predictions of extreme hydrogen wing broadening and accurately constrain large densities in chromospheric condensations.

Unified Astronomy Thesaurus concepts: Solar flares (1496); Solar flare spectra (1982)

1. Introduction

Sunspot cycle 25 has begun, and predictions for the severity of space weather range from one of the weakest maxima on record15 to one of the strongest (McIntosh et al. 2020). Solar flares are one such manifestation of magnetic activity and space weather that will increase in regularity. We are continuing to learn much about the solar flares that occurred in sunspot cycle 24, due in part to missions such as RHESSI, Hinode, the Goode Solar Telescope, and the Interface Region Imaging Spectrograph (IRIS; Metcalf 2018; Kerr et al. 2020a, 2020b; De Pontieu et al. 2011). In particular, power-law (hereafter, beam) electrons with an order-of-magnitude greater inferred heating fluxes than were typically reported in the past (e.g., Neidig et al. 1994) have become commonplace (Neidig et al. 1993; Krucker et al. 2011; Milligan et al. 2014; Alaoui & Holman 2017; Graham et al. 2020). Over the next cycle maximum, the National Science Foundation’s Daniel K. Inouye Solar Telescope (DKIST) will provide solar flare optical and near-infrared spectra at the highest-ever spatial, temporal, and spectral resolution (Rimmele et al. 2020; Rast et al. 2021). As a result, there will be a growing interest in the diagnostic potential of the hydrogen Balmer and Paschen series in solar flares, especially in bright flare kernels, where the high fluxes in power-law electrons occur. Hydrogen lines are among the brightest and broadest emission lines in solar flares. They are thought to form a crucial connection between the enhanced pressures in the tenuous flare corona through line center intensity and the heating in lower layers through line wing broadening (Canfield et al. 1984; Canfield & Gayley 1987; Gayley & Canfield 1991; Hawley & Fisher 1994; Namekata et al. 2020).

A model paradigm connecting the upper and lower chromospheric heating in flares was recently developed in

15 https://www.weather.gov/news/201509-solar-cycle
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Kowalski et al. (2015b, 2017a; hereafter, Paper I), and Kowalski & Allred (2018) using radiative-hydrodynamic (RHD) simulations of the response to high-flux electron-beam heating calculated with the RADYN code (Carlsson & Stein 1992, 1995, 1997; Abbett 1998; Carlsson & Stein 2002; Allred et al. 2015). In these models, the redshifted emission line components originate from a downflowing $T \approx 10^4$ K chromospheric condensation with an ambient charge density that attains values that are factors of $\geq 3$ – 100 larger than inferred from uniform slab, static modeling of solar flare spectra in the past (e.g., Fritzová-Švestková & Švestka 1967; Neidig 1983; Donati-Falchi et al. 1985). The lower chromosphere below the condensation is heated by the highest-energy electrons in the beam. Compared to the condensation, these layers attain lower electron densities by factors of $\approx 10$ or more but extend over much larger path lengths. Since they are far less dynamic than the condensation and produce chromospheric line intensity around the rest wavelength, these layers are referred to as the stationary chromospheric flare layers. Chromospheric condensations\textsuperscript{16} can be produced by beam heating and thermal heat flux originating from the coronal apex (Fisher 1989; Ashfield & Longcope 2021; Paper I). Chromospheric condensations have long been thought to be important in explaining many solar flare spectral lines (Livshits et al. 1981; Ichimoto & Kurokawa 1984; Gan et al. 1993; Gan & Mauas 1994; Falchi et al. 1997; Abbett & Hawley 1999; Libbrecht et al. 2019), but only recently have they been calculated through their full evolution in RHD models using high electron-beam fluxes, as inferred from modern measurements of impulsive phase hard X-ray radiation. These RHD models self-consistently account for the heating in the deeper layers (stationary chromospheric flare layers and the upper photosphere) as well.

Graham et al. (2020) recently presented stunning spectral line observations of a $10^{15}$ erg solar flare (SOL2014-09-10T17:45) observed by IRIS. They showed that the chromospheric emission lines of Fe I, Fe II, Si II, C I, and Mg II exhibit a common temporal evolution: a highly redshifted satellite component that becomes less redshifted and brighter over time as it merges with the emission at the rest wavelength, resulting in an apparently single, broad line. The RADYN models of the evolution of the stationary chromospheric flare layers and chromospheric condensation were found to be largely consistent in spectro-temporal comparisons with the observations. One glaring discrepancy is that the modeled redshifted satellite component becomes far too bright relative to the rest-wavelength emission line component at late times in the beam heating. Also, the duration of the red satellite component is a factor of three too short compared to the observed development. Paper I found that a larger-than-observed relative brightness in the redshifted component in the RHD model of the SOL2014-03-29T17:48 flare could be explained by averaging over exposure times during the first 8 s. However, Graham et al. (2020) demonstrated that such temporal averaging of the model spectra could not abate this problem when compared to the SOL2014-09-10T17:45 flare observations with much higher time resolution.

Are the electron-beam-generated chromospheric condensation models too dense, thus resulting in far too much emergent intensity in the predicted redshifted emission line component? This presents a conundrum: a lower ambient electron density in the condensation model in Graham et al. (2020) would also produce less near-ultraviolet (NUV) continuum brightness, which was found to be consistent with the IRIS observations. A better understanding of the maximum densities achieved in chromospheric condensations would facilitate progress in establishing fundamental physical links between RHD in the lower atmosphere and particle acceleration physics in the highly magnetized corona (Liu et al. 2009; Rubio de Costa et al. 2015; Allred et al. 2020; Arnold et al. 2021).

With the Visible Spectropolarimeter (ViSP; Nelson et al. 2010; de Wijn et al. 2012; Rimmele et al. 2020; Rast et al. 2021, de Wijn et al. 2022) on the DKIST, spectral measurements of the optical hydrogen lines with wavelength coverage into the far wings and high spatial resolution will provide new estimates on the ambient charge density and optical depth in chromospheric condensations in bright flare kernels. Due to a high sensitivity to pressure broadening, the H I emission line properties are (potentially) much better probes of the ambient charged-particle densities in flare chromospheres than the measured brightness and broadening properties of Fe II, Mg II, and Ca II. The physical interpretation of the emission line broadening from these ions is much more affected by free parameters in stellar atmospheric modeling, such as nonthermal broadening due to microturbulence and macroturbulence (Rubio de Costa & Kleint 2017; Kowalski et al. 2017a; Zhu et al. 2019). Further, semiempirical enhancements to damping constants are required to account for the apparent limitations of applying the standard electronic collisional broadening theory to models of nonhydrogenic lines in stellar atmosphere conditions (Zhu et al. 2019). For proper modeling of the resonance lines of Mg II and Ca II, the partial frequency redistribution of opacity in dynamic atmospheres must also be considered (Hawley et al. 2007; Rubio de Costa & Kleint 2017; Kerr et al. 2019a, 2019b; Zhu et al. 2019). In the model of Paper I (see also Kowalski et al. 2019a), the variation in the red wing intensity relative to the rest-wavelength intensity in Fe II $\lambda$2814, Fe II $\lambda$2832, and Mg II $\lambda$2791.6 was argued to vary with the optical depth of the line. As hydrogen lines are much more optically thick than these lines, they are expected to be formed over a narrower height range. Thus, the hydrogen line broadening from the brightest flare kernels is expected to be less affected by the strong atmospheric velocity gradients in semiempirical models of resonance lines (Rubio de Costa & Kleint 2017) and RHD models of Fe II lines (Kowalski et al. 2017a; Graham et al. 2020).

Here we present DKIST/ViSP model spectra of the hydrogen Balmer lines from the RADYN flare code with a critical update to the broadening by ambient charge density, which is referred to as electronic and ionic “electric pressure broadening.” This update was deployed in several recent RADYN flare models published in Zhu et al. (2019), Graham et al. (2020), Kuridze et al. (2020), and Namekata et al. (2020; see discussions therein). In Section 2, we introduce the broadening theory for hydrogen lines and summarize the various formulations that have been used in RADYN flare...
models in the past. In Section 3, we describe the method of implementing the new hydrogen profiles in RADYN. In this section, we also summarize the hydrodynamics of the two chromospheric condensation models that are used in the broadening analysis and ViSP predictions, which are presented in Section 4. In Section 5, we discuss the connection to models and observations of M-dwarf flares gazed by the new line-broadening treatment, and we speculate on several areas of improvement in models of solar and stellar flare chromospheric condensations. In Section 6, we summarize our findings and conclusions.

2. The Broadening of Hydrogen Lines in Stellar Atmospheres

Electric fields split the degenerate energy levels of hydrogen atoms, Rydberg atoms, and hydrogen-like ions by shifts that are directly proportional to the field magnitude ($\propto E^3$; e.g., Condon & Shortley 1963; Gallagher 2006; Goldman & Cassar 2006), which is commonly known as the linear Stark, or Stark-Lo Surdo,\(^{17}\) effect. Electric microfields from ambient charges in partially ionized plasmas lead to the broadening of spectral lines, which is well established as the source of prominent hydrogen absorption wings in main-sequence A stars and white dwarfs. This is sometimes called pressure, or collisional, broadening and is thought to be an important effect in the interpretation of the symmetric broadening of solar and stellar flare hydrogen lines as well (Svestka 1962, 1963; Svestka 1965; Svestka & Fritzová-Svestková 1967; Cram & Woods 1982; Neidig 1983; Worden et al. 1984; Canfield & Gayley 1987; Johns-Krull et al. 1997; Hawley & Pettersen 1991; Allred et al. 2006; Paulson et al. 2006; Namekata et al. 2020).

The densities of ambient protons ($n_p$) and electrons ($n_e$) affect the broadening of radiative transitions differently (for modern reviews, see Gigosos 2014; Hubeny & Mihalas 2014). The slow-moving ambient protons and ions produce quasi-static microfields, meaning that the microfield changes slowly compared to the timescale over which radiation is emitted or absorbed (Baranger 1962; Grier 1974; Hummer & Mihalas 1988; Barklem 2016). The ionic microfield splits the energy levels of hydrogen into substates given by quantum numbers ($n$, $m_f$, $q$). The microfield magnitude probability distribution is described by a Hooper distribution, which is essentially a Boltzmann distribution that accurately accounts for Debye screening and plasma correlations (Nayfonov et al. 1999). The perturbations from ambient electrons are more complicated (Baranger 1958a; Vidal et al. 1970). The electron collisions produce quasi-static broadening at large detunings ($|\Delta \nu| = |\nu - \nu_\text{center}|$; in this paper, we use detuning interchangeably to refer to the wavelength, frequency, angular frequency distance from the rest value, which is denoted by the zero subscript). At smaller detunings, the large thermal speeds of ambient electrons lead to damping, which is given by a Lorentzian/impact line profile. This damping includes lifetime broadening through collisional population (Bransden & Joachain 2000; Böhm-Vitense 1989; Hummer & Mihalas 1988; Kunze 2009) and cumulative phase shifts (e.g., Foley 1946; Cooper 1966; Jeffries 1968; Grier 1974) that can be comparable in magnitude to the ionic microfield energy-level splitting (e.g., Grier et al. 1959). Transient electron collisions with hydrogen can be nonadiabatic within a large range of impact parameters, which means that there are broadening effects due to transitions among the microfield-split states within the same principal quantum number $n$ (e.g., Baranger 1958b; Kolb & Grier 1958; Smith et al. 1969). Thus, quantum calculations are necessary.

There are two widely used theoretical frameworks that include accurate calculations of the broadening due to ambient electrons from their quasi-static (far wing) through their impact (near wing and line center) limits self-consistently with the ionic microfield splitting. These are the model microfield method (Brissaud & Frisch 1971; Frisch & Brissaud 1971; Seidel 1977; Stehle & Jacquemot 1993; Stehle 1994; Stehle & Hutcheon 1999) and the “unified theory” (Vidal et al. 1970, 1971, 1973, hereafter, VCS; see Barklem et al. (2000), Tremblay & Bergeron (2009), Hubeny & Mihalas (2014), and Barklem (2016) for reviews. The VCS unified theory is used in models of hot star main-sequence atmospheres (Kurucz 1979).\(^{18}\) Tremblay & Bergeron (2009; hereafter, TB09) extended the VCS profile calculations to hydrogen line series members with higher upper levels ($n_f$) and recalculated their profiles to account for the nonideal gas effects (level dissolution) due to large ionic microfield splittings (Seaton 1990) and inelastic collisions with electrons (Hummer & Mihalas 1988, hereafter, HM88). Here, we implement the updated VCS broadening profile calculations from TB09 into the time-dependent RADYN flare code. Following Kowalski et al. (2017b), we use the nomenclature “TB09+HM88” to refer to these line profile functions, $\phi$, which have been widely adopted into modern-day models of hot star atmospheres (Tremblay et al. 2011; Bohlin et al. 2014; Hubeny & Lanz 2017; Bohlin et al. 2020) and high-density, laboratory experiments (Falcon et al. 2015; Gomez et al. 2016).

2.1. Previous Implementation of Hydrogen Broadening in RADYN

RADYN and other synthesis codes used in solar and stellar physics have implemented several schemes for the broadening of hydrogen lines. These schemes are summarized and compared to the TB09+HM88 profiles in Figure 1 for spectra of the hydrogen Balmer $\gamma$ transition ($n_f = 2 \rightarrow n_i = 5$; $\lambda_0 = 4340.472$ Å in air), hereafter $H\gamma$. The peak-normalized emergent intensity, $I_\lambda/I_{\lambda,\text{max}}$, spectra from a slab with uniform gas density, $\rho = 10^{10}$ g cm$^{-3}$, and temperature, $T = 10^4$ K, over a physical depth range, $\Delta l$, are calculated with the bound-bound opacity in local thermodynamic equilibrium (LTE).

Optical-depth effects are critical in accurate inferences of electron densities from hydrogen line spectra in flares (e.g., Svestka 1962; Johns-Krull et al. 1997; Namekata et al. 2020). The emergent intensity differences in the wings of the spectra in Figure 1(a) demonstrate the broadening enhancements that result from optical-depth variations in the general curve-of-growth analyses of hydrogen lines (e.g., Sutton 1978; Böhm-Vitense 1989). These broadening effects are related to what is sometimes described as “self-absorption” over the line profile (e.g., Kunze 2009). Wing enhancements occur when the emergent intensity profile at wavelengths around $\lambda_0$ experience strong amounts of “opacity broadening,” which is defined for

---

\(^{17}\) This effect was discovered nearly simultaneously in experiments conducted by Johannes Stark and Antonino Lo Surdo in 1913 and 1914. The relevant history is thoroughly summarized in Leone et al. (2004) and Longair (2013). See Kleppner et al. (1981) for an excellent high-level overview.

\(^{18}\) http://kurucz.harvard.edu/grids/gridp001/
optically thick, nonhydrogenic lines formed over a height-dependent, non-LTE source function in the quiet Sun in Rathore & Carlsson (2015). The optical depth through the maximum extent of the slab at $\lambda_o$ is indicated for each calculation in Figure 1(a); the emergent intensities for the $\tau_o = 0$ calculations are optically thin and are directly proportional to the line profile function $\phi$. The intensity spectra plotted as black curves (1, 2, 3) are the TB09+HM88 profiles for a range of values of $\tau_o = 0, 3,$ and 100, which are calculated by varying $\Delta l$. These simplified profile calculations demonstrate that the optically thin wings become enhanced relative to the saturated line core as the optical depth (path length) increases.

A curve-of-growth of Hγ at this density and temperature is shown in Figure 1(b) compared to Voigt profiles with a range of generic damping constants $\Gamma$; note that the term curve-of-growth here is not related to typical applications in abundance analyses of nonhydrogenic photospheric lines. In the quasi-static wing regime of the curve-of-growth, $\log_{10}(I)$ versus $\lambda - \lambda_o$ shows the effect of increasing damping constant $\Gamma$. For reference, we show Voigt profiles with the same range of damping constants as in panel (b); note that the profiles with the two lowest damping constants overlap.

Figure 1. (a) Emergent intensity spectra of hydrogen Balmer $\gamma$ ($H\gamma$) calculated in LTE, summarizing the long history of pressure broadening employed in model hydrogen spectra of solar flares. All profiles include thermal Doppler broadening for $T = 10,000$ K. All profiles in this figure are calculated at the detuning grid of the original TB09+HM88 profiles, indicated by circles in spectrum (2). These are interpolated to the detuning grid in the RADYN models (see text), which is indicated for $H\gamma$ by the vertical gray lines. For those calculations with a $E_1G$ in the legend, a Voigt profile is used as $\phi$. The black curves show the spectra using the TB09+HM88 profiles, which are now incorporated into detailed calculations of hydrogen in RADYN. For the spectra with solid line styles (except for (3)), a path length ($\Delta l$) of 0.72 km is used in the calculations. Over the maximum extent of the slab, $\tau = 1$ occurs at 4.4 Doppler widths ($\Delta \lambda_{Dopp} = 0.19$ Å) for the calculation of spectrum (2), which has an effective width of 2.6 Å, assuming symmetry about the rest wavelength. In spectrum (1), the perturbing electrons are in the impact limit at $|\lambda - \lambda_o| \approx 20$ Å (Mihalas 1978). (b) Curve-of-growth for the TB09+HM88 $H\gamma$ line at $n_e = 3.16 \times 10^{14}$ cm$^{-3}$ and $T = 10,000$ K. The TB09+HM88 effective width is calculated and shown on the right axis. In the Holtsmark wing regime at $\tau \leq 5$, the effective width and wavelength-integrated line intensity (left axis) increase as $\tau^{5/2}$. For reference, we show the curve-of-growths for Voigt profiles with a range of damping parameters, $\alpha = 0.0027, 0.027, 2.7, 27$, and 27 with $\Delta \nu_{Dopp} = 2.95 \times 10^{10}$ Hz. (c) Several more broadening schemes that have been implemented in older studies of solar flare Balmer lines. For reference, we show Voigt profiles with the same range of damping constants as in panel (b); note that the profiles with the two lowest damping constants overlap.
$\log_{10} (\tau_o)$ (where $I$ is the wavelength-integrated intensity), the slope is $\approx 2$, as expected for H$_2$ at these densities where nonideal effects are not important. The linear and quasi-static slopes are indicated in Figure 1(b). The three representative optical depths ($\tau_o = 0, 3, 100$) in Figure 1(a) respectively span the linear, saturated, and quasi-static wing regimes in the curve-of-growth of this line. In flare atmospheres, the Balmer-emitting atmospheric regions exhibit large optical depths over small path lengths ($\approx 0.5–20$ km) with heterogeneous densities and temperatures, which rapidly evolve on short timescales ($\approx 1$ s).

Prior to 2015, Voigt profiles with electric pressure-broadening damping constants $\Gamma_{e'i'}$ have been used in RADYN to model hydrogen lines, according to the expression

$$\Gamma_{e'i'} = G_S \times n_e. \tag{1}$$

The $G_S$ values are specified in the atomic input files and have typically varied among modeling applications. Several representative values that have been chosen for flare modeling with RADYN in the past are $G_S = 3.836 \times 10^{-2}$ for Balmer $\beta$ (H$_3$), $G_S = 6.715 \times 10^{-2}$ for H$_\gamma$, $G_S = 3.212 \times 10^{-2}$ for Paschen $\alpha$. The value of $G_{e'i'}$ for Balmer $\alpha$ (H$\alpha$) is given by $4.737 \times 10^{-7} \times n_{\mathrm{H}, 19}$, where the prescription for H$_\alpha$ is shown in Figure 1(a) as spectrum (7), which is clearly far too broad at this electron density ($n_e = 3.16 \times 10^{14}$ cm$^{-3}$) in comparison to the TB09+HM88 spectrum (2).

In most RADYN flare models presented in the literature from 2015–2017, the value of $\Delta \lambda$ from Equation (17) in Sutton (1978; hereafter, S78) was equated to $\Gamma_{e'i'}$ in the Voigt profiles in RADYN (see the description in Section 5.2 of Allred et al. 2015). This implementation is used in the calculation of spectrum (4) in Figure 1(a), in the solar flare models in Paper I, and in the M-dwarf flare models of Kowalski et al. (2015b, 2016). This simplification was done for direct comparisons to spectra calculated by the standard version of the RH code (Uitenbroek 2001) and was a temporary placeholder in RADYN, as discussed in these papers. It has long been recognized that the S78 profiles result in significantly narrower lines for transitions with high $n_e$ compared to proper theoretical treatments (Johns-Krull et al. 1997; Kowalski et al. 2017b).

The radiative transfer codes MULTI (Carlsson 1986; Carlsson & Sun 1992) and MULTI3D (Leenaarts et al. 2009) are also widely used in the solar and stellar atmospheric modeling community. The MULTI code multiplies the expression for $d\chi$ in S78 by 0.425 $\times 4\pi$ to obtain $\Gamma_{e'i'}$ for the electron damping constant. This is equivalent to Method (2) in S78 with an additional $4\pi$ factor that converts from the S78 form of $\gamma$ (which is half of a Lorentzian full width at half maximum in units of $s^{-1}$) to the proper form of $\Gamma$ (the FWHM of a Lorentzian in units of rad $s^{-1}$) that is added into the typical Voigt damping parameter $\alpha = \frac{1}{4\pi\Delta \gamma d\chi}$ (e.g., Böhm-Vitense 1989; Rutten 2003). MULTI’s implementation has been used in the solar flare models of Hawley & Fisher (1994) and is shown in Figure 1(a) as spectrum (5) with $\Gamma_{e'i'} = 3.1 \times 10^{11}$ rad $s^{-1}$. For this density and path length, the spectrum is nearly half as broad as the TB09+HM88 spectrum (2). For the infrared hydrogen lines ($n_e \geq 4$), MULTI adds additional damping from ambient proton and ion densities, and the resulting spectra well match the quiet-Sun absorption profiles (Carlsson & Rutten 1992).

Spectrum (6) is the result of multiplying the value of $\Gamma_{e'i'}$ in MULTI’s calculation by a factor of 2.5, which was determined by equating the effective width to that of the TB09+HM88 spectrum (2). The effective width is

$$\Delta \lambda_{\text{eff}} = \int_{\lambda_1}^{\lambda_2} I_\lambda(\lambda) - I_\text{cont}(\lambda) d\lambda \tag{2}$$

where $\lambda_{\text{max}}$ is the wavelength of maximum emergent intensity over the emission line, $I_\text{cont}$ is the local continuum intensity that is interpolated to the emission line wavelengths, and $\lambda_1$ and $\lambda_2$ define the limits of the emission line. The units of $I_\lambda(\lambda)$ are those of a specific intensity (erg cm$^{-2}$ s$^{-1}$ sr$^{-1}$ Å$^{-1}$). The effective width will be used to compare the broadening magnitudes for the model spectra in Section 4. Spectrum (6) highlights the different shapes of Lorentzian and Holtsmark wings after the respective saturation regimes in the curve-of-growth (Figure 1(b)). The unified theory profiles can indeed be accurately represented with a Lorentzian profile that has a detuning-dependent damping (Vidal et al. 1970; Griem 1974; Cooper et al. 1989; and for a succinct review see Section 8.5 of Hubeny & Mihalas 2014). However, these approximations do not include the improvements implemented in TB09. For very low electron densities ($n_e < 10^{12}$ cm$^{-3}$), Lorentzian profiles with detuning-independent damping have been used for the H$_\alpha$ line (Steinh et al. 1983; Stehlé & Feautrier 1984; Stehle et al. 1988). For the electron density in Figure 1, however, spectrum (1) has a slope of $-\frac{5}{2}$ in $\log_{10} I_\lambda$ versus $\log_{10} |\lambda - \lambda_0|$ space from detunings of $\approx$1.4 to 60 Å. S78 proposed a different analytic profile function (their Method (1)) that approaches a Holtsmark power law $(\propto|\lambda - \lambda_0|^{-5/2})$ in the wings; this is convolved with Doppler broadening and is shown as spectrum (8), which is clearly not sufficiently accurate in comparison to the TB09+HM88 spectrum (2).

To facilitate a comparison with older solar flare analyses, we show two additional methods compared to spectrum (1) for $\tau_o = 0$ in Figure 1(c), van Dieren (1949) parameterized the microfield splitting, which was adopted in Voigt profiles as the ion damping in the solar spectral analysis in Redman & Suemoto (1954) and Svestka (1963). This approach is discussed in Johns-Krull et al. (1997) and is shown as spectrum (9). This is close to the TB09+HM88 line profile function in this wavelength range. Světka (1965) and Světka & Fritzová-Světková (1967) later added detuning-dependent electron damping from the modified impact theory (Griem 1960, 1962) to the Voigt profiles in solar flare spectral analyses. The models of high $-\eta_1$ Balmer lines in solar flares in Donati-Falchi et al. (1985) used Griem’s electron damping half, half-widths (see also de Feiter 1964) to normalize the Voigt profiles with effective electron damping constants, which were added to estimates of the ion broadening from Griem (1960). This method is applied to H$\gamma$ and is shown as spectrum (10). At $|\lambda - \lambda_0| \gtrsim 5$ Å, the Holtsmark wings of the TB09+HM88 spectrum (1) diverge from the Lorentzian power law in spectra (9–10). The various implementations of Sutton’s formulae,

---

19 For a Lorentzian and a Gaussian profile with the same FWHM, the effective width for a Gaussian is 5% greater than the FWHM, while the effective width for a Lorentzian is 50% greater. The effective width is a full width across a spectral line, and it is sometimes referred to as an equivalent width in light-curve analysis (Aschwanden et al. 1995).
Griem’s modified electron damping constants, and van Dien’s microfield broadening parameterizations have lead to large systematic errors by factors of $\approx 3 - 10$ in inferences of the electron densities from solar and stellar flare spectra (Švestka & Fritzová-Švestková 1967; Johns-Krull et al. 1997; Kowalski et al. 2017b). Generic Voigt profiles with $\tau_\alpha = 0$ and a range of damping constants are shown for comparison in Figure 1(c). Their curve-of-growth variations in Figure 1(b) further demonstrate that carefully chosen damping parameters may show an approximate match in intensity spectra at $\tau_\alpha = 0$ but are increasingly inaccurate at larger values of $\tau_\alpha$.

The broadening differences in Figures 1(a)-(b) are far more severe for higher-$n_f$ Balmer lines, such as H10 and H14 (cf. Figure 1 of Kowalski et al. 2017b; and Figure 7 of Johns-Krull et al. 1997), but the differences are far less severe for Hα. Thus it is desirable to implement a self-consistent theory of the broadening of all the hydrogen Balmer lines into the far wings (e.g., Figure 8 of Vidal et al. 1971) for large ambient densities, which are expected to be generated from the Coulomb heating of the solar chromosphere by high fluxes of nonthermal electrons during flares.

3. New Hydrogen-broadening Profiles in RADYN

In our modifications to the RADYN code, we interpolate the grid of the TB09+HM88 line profile functions, $\phi_{ij}(\alpha, n_v, T [n_l \rightarrow n_j])$. These profiles have been convolved with thermal Doppler broadening outside of RADYN. The grid of $n_v$ ranges from $10^{15}$ to $10^{20}$ cm$^{-3}$, and the temperature grid ranges from 2500 to 160,000 K. The detuning parameter $\alpha$ is $(\lambda - \lambda_0)/F_{\text{Norm}}$, where $\lambda$ is in angstroms, $F_{\text{Norm}} = 1.25 \times 10^{-9} Z_p^3 n_e^2 / n_f^3$ in cgs units (1 statvolt cm$^{-1}$ = 30,000 V m$^{-1}$), and $Z_p = 1$. $F_{\text{Norm}}$ is known as the normal field strength (sometimes referred to as $F_\alpha$), and it is assumed that all the ion charge is distributed through the plasma as protons (see HM88) giving $n_v = n_f$. In the TB09+HM88 line profiles, there is no nonthermal Doppler broadening (microturbulent velocity), which is 2 km s$^{-1}$ in RADYN by default for nonhydrogen lines that are calculated in detail. The self-broadening (resonance and van der Waals broadening due to H-H collisions) from Barklem et al. (2000) and natural damping for the Balmer lines are a factor of $10^{-4}$ of the TB09+HM88 broadening at the densities, temperatures, and ionization fractions expected in flare chromospheres (e.g., Figure 1); these damping contributions are excluded in the new RADYN flare simulations.

RADYN uses a 6-level hydrogen atom including the HII ionization stage in its detailed calculations. Thus, only TB09+HM88 profiles for Ly $\gamma$ and Ly $\delta$, H$\alpha$, H$\beta$, and H$\gamma$, Paschen (Pa) $\alpha$, and Pa $\beta$, and Brackett (Br) $\alpha$ are included. We do not change the Ly $\alpha$ and Ly $\beta$ profiles from previous implementations in RADYN; these two lines are least affected by the choice of pressure-broadening scheme, but they will be investigated in detail (e.g., following Cooper et al. 1989; Kerr et al. 2019a) in future work. We use bilinear interpolation$^{20}$ of $\log_{10} \phi_{ij}(\alpha, n_v, T)$ over the grid of $(n_v, T)$. Beyond the grid ranges, we experimented with several methods. We found that setting the hydrogen profiles to the profiles at the nearest edge of the grid prevented RADYN from stalling with small time-steps in the relaxation of the starting atmosphere in the transition region at $T = 160,000$ K, where the neutral hydrogen density is only $10^{-10}$ to $10^{-12}$ of the total population density. By adapting the profiles at the edges of our line profile grid at locations in the atmosphere that exceed the range in one or both variables (electron density and/or temperature), we ensure smooth derivatives in the population densities even where the population densities are relatively small but not quite small enough that they are ignored in the error terms in the convergence.

The line profile function $\phi_{ij}(\alpha)$ is the conditional transition probability density, which is symmetric and unit-normalized from $\alpha = -\infty \rightarrow +\infty$ (Vidal et al. 1973). A change of variables is done according to

$$\phi_{ij}(\alpha) d\alpha = \phi_{ij}(\nu) d\nu \Rightarrow \phi_{ij}(\nu) = \phi_{ij}(\alpha) \frac{c}{F_{\text{Norm}} \nu^2}, \quad (3)$$

and $\phi_{ij}(\nu)$ has units of probability per unit frequency. The NLTE bound–bound opacity (Mihalas 1978) for $n_i \rightarrow n_j$ is given by

$$\chi(\nu, n_i \rightarrow n_j) [\text{cm}^{-1}] = \frac{\pi e^2}{m_e c} f_{\text{osc}} \left(n_e - \frac{g_i}{g_j}\right) \phi_{ij}(\nu | n_i \rightarrow n_j) \quad (4)$$

where $f_{\text{osc}}$ is the oscillator strength, and $n_i$ and $n_j$ are the nonequilibrium population densities for the lower and upper levels, respectively, of the transition. The opacity is shifted by the gas velocity at each depth point, and the complete frequency redistribution (i.e., the line absorption profile function, $\phi_{\nu}$, is equal to the line emission profile function, $\psi(\nu)$) over each transition is assumed in RADYN. The TB09+HM88 profiles are linearly interpolated to the observer-frame frequency grids, which are set a priori for each line in RADYN. These calculations are implemented in one new routine, $\text{phi}_t b09.f$.

The Balmer H$\gamma$, H$\beta$, and H$\alpha$ profiles are the only hydrogen lines that are analyzed in detail in this study. The H$\gamma$ and H$\beta$ lines are calculated on a frequency grid with 31 points (the sampling near $\lambda_0$ on the red side of H$\gamma$ is indicated by vertical thin gray lines in Figure 1(a)), whereas the H$\alpha$ profile is calculated at 51 frequency points. Due to the different wavelength sampling in the wings, we find that trapezoidal integrations of the line profile functions systematically result in 5% larger integrations (e.g., Equation (2)) of H$\gamma$ compared to H$\alpha$. These interline systematic errors were evaluated by shifting the TB09+HM88 line profile functions on their original detuning grids (e.g., circle symbols in Figure 1) by $-45$ km s$^{-1}$, linearly interpolating to RADYN’s frequency grid as in $\text{phi}_t b09.f$, and comparing to other interpolation schemes, such as a four-point, third-order polynomial interpolation scheme in $\log_{10} \phi_{\nu}$ versus $\log_{10} \alpha$ space, on a very fine frequency grid. To estimate systematic effects on the emergent line intensity, we use a solver of the equation of radiative transfer (by the Feautrier method as described in Carlsson 1986) with several line profile interpolation schemes$^{21}$ on coarse frequency grids. Such tests show systematic 1%–5% variations of the integrated emergent intensity for a wide range of flare atmospheres in our models. The RADYN interpolations

---

20 We experimented with interpolation of $\log_{10} \phi_{ij}(\alpha)$ on a grid of $(\log_{10} n_v, \log_{10} T)$ but found no differences. In the density regime of $n_v = 3 \times 10^{15}$ to $10^{20}$ cm$^{-3}$, the $\phi_{ij}(\alpha)$ curves overlap within each low-$n_j$ transition. Thus, uncertainties in the interpolation are minimized in $\alpha$ space. This would not be true if instead $\log_{10} \phi_{ij}(\lambda)$ were interpolated.

21 Now provided in RADYN’s Python and IDL analysis tools.
systematically overpredict the wings by this percentage range in comparison to more sophisticated detuning interpolation schemes on a coarse grid. However, RADYN well reproduces the Holtsmark limit in the power law in the optically thin wings of the emergent intensity spectra.

To our knowledge, the modifications to RADYN described above encompass the first time that an accurate theory of hydrogen Balmer line broadening due to charged-particle perturbations has been included in a time-dependent modeling code that is widely used by the solar and stellar atmospheres communities. Our method dramatically reduces the intractable systematic errors of 100% and larger in many previous time-dependent models (see Figure 1(a)). The new levels of systematics discussed above are tractable, and, moreover, are far smaller than the trends that we discuss in detail in Section 4. If finer frequency grid sampling is required, emergent intensity spectra can be calculated with the RH code as discussed in Kowalski et al. (2017b) and in Section 4.4 here.

### 3.1. Solar Flare Simulations

The RADYN flare simulations that are used for the hydrogen Balmer line spectra analysis (Section 4) are described and analyzed in Graham et al. (2020), Kuridze et al. (2020), and Paper I. These simulations employ collisional heating due to a nonthermal electron beam using a Fokker-Planck solver (Allred et al. 2015, 2020). The model IDs are listed in Table 1 with the injected beam energy flux density (F11 or 5F11), the power-law index ($\delta$), the low-energy cutoff ($E_c$), the injected pitch-angle distribution for the beam electrons ($\mu_a$), and the duration of the beam energy injection. The initial atmosphere from Paper I was relaxed to hydrostatic equilibrium with the TB09+HM88 profiles. This initial atmosphere is representative of an active region plage with a transition region at a mass column density of $\log_{10} m = -4.9$ g cm$^{-2}$ (Metcalfe et al. 1990; Hawley & Fisher 1994; Abbett 1998). The 5F11 models of Paper I have been recalculated with the TB09+HM88 profiles, and the F11 models in Graham et al. (2020) and Kuridze et al. (2020) already include the new profiles. We refer the reader to these works for further details about the model setup. Other updates to the RADYN flare code that have been made since Allred et al. (2015) are outside of the scope of this paper to describe them in full. These updates do not impact the results in this study, and all the models in Table 1 were calculated with the same input files and same version of the RADYN source code.

The three models in Table 1 were chosen because they sample a range of chromospheric condensation densities and beam parameters. We focus the analysis of the broadening differences over the time interval of $t = 0 - 10$ s in the c15s-5F11-25-4.2 (hereafter, 5F11-25-4.2) and the c20s-F11-15-5 (hereafter, F11-15-5) models. The evolution of the thermodynamic properties at the maximum gas mass density ($\rho_{\text{max}}$) in the chromospheric condensations in these two models is summarized in Figure 2, following the analyses in Paper I and Kowalski et al. (2015b). The height locations (middle panel, right axis) of the maximum densities descend as the
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condensations accrete mass, radiatively cool, and decelerate. The temporal maximum of the electron densities at \( \rho_{\text{max}}(t) \) are \( 1.5 \times 10^{14} \, \text{cm}^{-3} \) and \( 4.5 \times 10^{14} \, \text{cm}^{-3} \) in these two models, respectively. Remarkably, the maximum downflow velocities are consistent with the analytic relationship of Fisher (1989), who predicts (see their Equation 34(b) \(-86 \, \text{km s}^{-1} \) and \(-100 \, \text{km s}^{-1} \) for the F11 and and 5F11 beams, respectively. Though the F11 beam has a factor of five less energy flux, its lower low-energy cutoff \( (E_c=15 \, \text{keV}) \) and softer \( (\delta = 5) \) power law produces a runaway temperature increase higher up in the chromosphere at lower ambient density, thus resulting in a similar dynamical evolution. The F11 model with a higher low-energy cutoff and harder beam (c20s-F11-25-4, hereafter F11-25-4) develops a condensation after \( t \approx 10 \, \text{s} \) of heating. However, the condensation cools to only \( T \approx 35,000 \, \text{K} \) by the end of the beam heating at \( t = 20 \, \text{s} \), producing the enhancement in the violet peak of \( \text{H}\alpha \) spectrum as described in Kuridze et al. (2015).

As discussed in Paper I and Graham et al. (2020), the flaring layers below the condensation consist of a radiatively backwarmed photosphere and lower chromospheric flare layers that are directly heated by the highest-energy beam electrons. In this paper, we refer to the arc-distance \( z \) along the semicircular flare loop from \( \tau_{500} = 1 \) as the height. The chromospheric flaring layers from \( z \approx 400 \, \text{km} \) up to the heights of the bottom of the condensation are referred to as the “stationary chromospheric flare layers,” following the terminology\(^{22} \) used in previous works. Since the negative velocities in RADYN models correspond to flows toward the bottom of the loop, the negative velocities represent spectral redshifts, and the positive velocities represent spectral blueshifts throughout this paper.

### 4. Modeling Analysis and Results

From the models in Table 1, we first present revised predictions of \( \text{H}\alpha \) spectra that have been previously analyzed using the broadening method (4) in Figure 1 (Section 4.1). In Section 4.1, the updated 5F11-25-4.2 emergent intensity spectra are presented for \( \mu = 0.77 \), which is the viewing angle for this model that was analyzed in Paper I. All other emergent intensity spectra are presented for \( \mu = 0.95 \). In Section 4.2, we analyze the high-time resolution evolution of the broadening of the \( \text{H}\gamma \) line in the two models (5F11-25-4.2 and F11-15-5) in Figure 2 with prompt chromospheric condensations that develop and cool rapidly. We further focus our analysis on the \( \text{H}\gamma \) line for the 5F11 model: we discuss its formation properties using the Eddington–Barbier relation, the emergent spectral broadening that results from large optical depths and electron densities, and the degree to which this line is formed near LTE. In Section 4.3, we compare the broadening and wavelength-integrated intensity of \( \text{H}\gamma \) to the other low-\( \eta \), Balmer lines and to \( \text{Ca II} \) in both models. In Section 4.4, we complement these predictions to the new calculations of the extremely broad hydrogen lines at the Balmer limit \( (\lambda = 3646 \, \text{Å}) \) using the RH code (Uitenbroek 2001), which reveals a new diagnostic of the electron densities below the optically thick layers in the condensation where the \( \text{H}\alpha, \text{H}\beta, \) and \( \text{H}\gamma \) lines are formed.

\(^{22} \)There are very small upflows in these layers, \(< 1 \, \text{km s}^{-1} \) by \( 10 \, \text{s} \) in the 5F11 model, as expected from the thermal pressure gradient formed in these layers in the flare.

#### 4.1. Revised Predictions for Fabry–Perot Spectral Imaging Observations of \( \text{H}\alpha \)

Fabry–Perot imaging spectrographs are some of the most unique instruments in solar physics. The IBIS instrument on the Dunn Solar Telescope and the CRISP instrument on the Swedish Solar Telescope provide line scans of \( \text{H}\alpha, \text{Ca II}, \text{Na I}, \) and \( \text{He I} \) at high spatial resolution in solar flares (e.g., Kuridze et al. 2015; Kleint et al. 2015; Libbrecht et al. 2019). The prefilters employed on Fabry–Perot spectrographs have typically sampled out to \( \lambda_e \approx 1.5 \, \text{Å} \) or \( \approx 1.7 \, \text{Å} \) and do not cover the broad wing profiles in flares. This has led to incomplete coverage in these otherwise stunning flare observations. Rubio da Costa et al. (2016) compared RADYN flare models to \( \text{H}\alpha \) and \( \text{Ca II} \) spectra from IBIS. The observed \( \text{H}\alpha \) spectra exhibit rather flat profiles, which slope gently to the red. Paper I discusses the \( \text{H}\alpha \) profiles from the dense chromospheric condensation in RADYN models with a higher beam flux of 5F11. The recalculated 5F11 model \( \text{H}\alpha \) spectrum from Paper I (5F11-25-4.2) at \( t = 3.8 \, \text{s} \) is shown in Figure 3(a), compared to the intensity profile at the most similar state of temperature, density, and velocity in the \( t = 3.97 \, \text{s} \) snapshot that is analyzed in Paper I. The TB09+HM88 broadening greatly enhances the wings compared to the hydrogen-broadening prescription (4) in Figure 1) in Paper I, resulting in an increase in the effective width by over 100%. Notably, the entire line profile is shifted to the red by \( \approx−40 \, \text{km s}^{-1} \). The IBIS wavelength sampling and the observed profile at 17:46:13 from Rubio da Costa et al. (2016: cf their Figure 2(b)) are overplotted. While the new model ostensibly explains the shape of the \( \text{H}\alpha \) profile over the limited wavelength range of IBIS, the intensity is \( \approx\text{7x} \) too bright, which could be attributed to a modest filling factor. In the model comparison in Figure 3(a), we have not taken into account the irregular wavelength step cadence over 18 s or the effects from variable seeing (Rubio da Costa et al. 2016).

Kuridze et al. (2015) and Kuridze et al. (2016) analyzed the evolution of \( \text{H}\alpha \) profiles in response to lower flux beam heating in the c20s-F11-25-4 model, which is also discussed in Paper I. Kuridze et al. (2015) found a similarity in the evolution of the relative brightness of the peaks to the red (2r; following standard labeling of quiet-Sun emission line profiles of NUV resonance lines) and violet (2v) of the central reversal of the \( \text{H}\alpha \) model in comparison to CRISP data. In Figure 3(b), we show the model with the TB09+HM88 hydrogen-broadening profiles. Though the broadening of \( \text{H}\alpha \) is larger in the new calculation, the asymmetries in the 2v and 2r features of \( \text{H}\alpha \) follow a nearly identical evolution as in Kuridze et al. (2015). Notably, the 5F11 model profile of \( \text{H}\alpha \) also exhibits broad 2v and 2r peaks due to opacity broadening and a central reversal due to NLTE effects, which are discussed in detail in Section 4.2.1.

From all the models in Table 1, representative predictions for \( \text{H}\alpha \) within a typical wavelength range of IBIS are shown in Figure 4. These spectra have been normalized to the peak intensity to facilitate comparison of the spectral slopes. A wide range of behaviors among the line broadening for different electron densities are evident. Even for the narrowband wavelength sampling in Figure 4, the slope in the blue wing varies as a function of the flare heating. However, the spectra that extend farther into the wings are essential for a robust physical interpretation of the broadest and most highly redshifted 5F11 profiles produced in these models. The extended wavelength ranges of Figures 3(a) and (b) are shown.
4.2. Predictions for the Time Evolution of \( H\gamma \) in ViSP Observations

With the DKIST/ViSP, it will be possible to observe several hydrogen lines simultaneously with coverage of their far wings. The large number of possible line-window combinations with the ViSP beckons for novel observational strategies to reveal critical, missing microphysical processes in current models of solar flares (e.g., Section 5). \( H\alpha \) has traditionally been the most popular line for solar flare studies, but it will not always be possible to include this line in configurations with the ViSP when combined with other instruments on the DKIST. The \( H\gamma \) line will be readily observable with the ViSP and is the highest-\( n_J \) Balmer line calculated in RADYN. Thus we focus the model analysis on the spectra of this emission line. The interpretation of symmetric broadening of higher-\( n_J \) Balmer lines at high spatial and temporal resolution is generally less obfuscated compared to \( H\alpha \) for several reasons. Even at low electron densities around \( 3 \times 10^{13} \) cm\(^{-3} \), the \( H\gamma \) line is less optically thick by a factor of \( \approx 30 \) (estimated from LTE at \( \lambda_0 \)), it experiences larger pressure broadening from ambient charged particles by a factor of six (measured in the wings at \( \lambda_0 + 5 \) Å), and the relative contributions from self-broadening are less by a factor of three (measured at \( \lambda_0 + 5 \) Å; Barklem et al. 2000). While thermal Doppler broadening at \( T = 10,000–20,000 \) K affects the line opacity significantly for both lines within \( \pm 1 \) Å of their respective values of \( \lambda_0 \) (at this particular electron density), the broadening of the \( H\gamma \) line profile function is 6–8x more sensitive to electron density variations around

for a representative configuration with the ViSP using its online instrument performance calculator.\(^{23} \)

\[^{23} \text{https://nso.edu/telescopes/dkist/instruments/visp/} \]
Dramatic changes occur in the brightness, broadening, and Doppler shift of the low – \( n_I \) Balmer lines within the first 10 s of heating in the 5F11-25-4.2 and F11-15-5 models. Figure 5 shows the time evolution of the emergent H\(_\gamma\) intensity spectra (\( \mu = 0.95 \)) for the 5F11-25-4.2 (a) and F11-15-5 (b) models over a wavelength range that is possible with the ViSP. Though the 5F11-25-4.2 exhibits profiles that are \( \approx 2x \) brighter and broader than the lower flux model, there are some remarkable similarities. Throughout the paper, we quantify the Doppler shift of broadened and symmetric profiles using the mean wavelength, \( \lambda_{\text{cen}} \), which is calculated from the continuum-subtracted, emergent intensity flare spectra. For H\(_\gamma\), \( \lambda_{\text{cen}} \) typically corresponds to \( \lambda_{\text{max}} \). At first (\( t = 1 \) s), relatively narrow, nearly symmetric emission lines form at \( \lambda_{\text{cen}} \approx 6 \) km s\(^{-1}\), where \( \lambda_o \) is the rest wavelength. In the F11 model, the far red wing within \( -100 \) km s\(^{-1}\) of \( \lambda_o \) is enhanced over the blue wing. In the F11 model, a similar faint redshifted emission component develops at \( t \approx 2 \) s at a small displacement from \( \lambda_o \). These prompt, redshifted components are due to the condensations cooling to \( T \approx 25,000–35,000 \) K but not yet accruing enough density to become very optically thick over a broad wavelength range. The redshift in the 5F11 shows up before the similar feature in the F11 because the 5F11 condensation cools slightly quicker, and its electron density is already near \( 10^{14} \) cm\(^{-3}\) by \( t = 1 \) s (Figure 2). The optical depth corresponding to \( \approx 1 \) at \( \lambda_o \) occurs in the deeper stationary flare layers at these early times, and thus the emergent intensity spectra are mostly symmetric around \( \lambda_o \) within the first few seconds. As the condensations cool further and accrue more mass, they become optically thick within an increasingly large spectral range around the rest wavelength in the frame of the condensation. Extremely broad wings form in the spectra, and the entire profiles become more symmetric and redshifted at \( \lambda_{\text{cen}} \approx -40 \) km s\(^{-1}\) (Figure 5(a)–(b)). These spectral changes occur over only \( \Delta t \approx 2 \) s in each model. Over the next \( \Delta t \approx 6 \) s, the maximum emergent intensities over the spectra then become fainter and less redshifted at \( \approx -20 \) km s\(^{-1}\), while the symmetric broadening further increases. At smaller values of \( \mu \), the wings are slightly broader while the bulk redshifts are slightly smaller due to line-of-sight (LOS) projection effects.

Following Carlsson & Stein (1997), we calculate the contribution function to the emergent intensity for the H\(_\gamma\) and H\(_\alpha\) spectra. The contribution functions are analyzed at all the time steps in all models. Here, we summarize the most relevant points for the H\(_\gamma\) formation from \( t = 3.8 \) s until \( t = 10 \) s in the 5F11 model. The contribution functions to the emergent intensity (\( \mu = 0.95 \)) at \( t = 0 \) s and \( t = 3.8 \) s are shown in Figure 6(a)–(b). The chromospheric condensation is evident as the \( \Delta z \approx 25 \) km, downflowing region with an LOS gas velocity of \( v \approx -5 \) to \( v \approx -50 \) km s\(^{-1}\), at locations where the contribution function across the line is brightest. The \( \tau = 1 \) contours indicate that the broad wings start to become optically thin in the condensation beyond \( \lambda_{\text{cen}} \pm 1.5 \) \( \AA \).

We also calculate the normalized cumulative contribution function (Paper I) and the optical depth at the bottom of the chromospheric condensation, \( \tau_{\text{CC}} \). Following Paper I, the normalized cumulative contribution function is calculated with limits of integration as \( z=10,000 \) km (the top of the model atmosphere) and \( z = 400 \) km (the bottom of the chromospheric flare layers). The contours corresponding to 10% and 90% in Figure 6(b) indicate where the majority of the emergent flare intensity originates in the chromosphere. Only a small fraction of the emergent wing intensity over this wavelength range is formed below the condensation in the stationary flare chromospheric layers (\( z \approx 400–865 \) km). At \( \lambda_{\text{cen}} \approx \lambda_o - 40 \) km s\(^{-1}\), the emergent intensity is formed in a very narrow height range around \( \tau = 1 \) at the top of the condensation (\( T \approx 15,400 \) K), and \( \tau_{\text{CC}} \) attains large values (\( \tau_{\text{CC}} \approx 35 \)) at the bottom of the condensation where \( T \approx 9500 \) K. At wavelengths beyond the range of Figure 6(b), the value of \( \tau_{\text{CC}} \) for the H\(_\gamma\) line decreases to \( \tau_{\text{CC}} \lesssim 1 \) of the bound–free continuum, and the 90% contour extends as deep as \( z \approx 700 \) km.

H\(_\alpha\) (not shown) is far more optically thick in the condensations than H\(_\gamma\). At \( t = 3.8 \) s in the 5F11 model, the formation height at \( \lambda_{\text{cen}} \) is higher in the atmosphere at hotter temperatures at the interface between the condensation and the flare transition region: \( \tau = 1 \) occurs at \( T \approx 22,000 \) K. The maximum value of \( \tau_{\text{CC}} \) over the H\(_\alpha\) line profile is 1750, and there is a decrease at larger wavelength distances from \( \lambda_{\text{cen}} \). The wavelengths over H\(_\alpha\) at which \( \tau_{\text{CC}} < 1 \) are indicated with.

Figure 5. Time evolution of H\(_\gamma\) for a wavelength window (\( \Delta \lambda = 12.9 \) \( \AA \)) that is possible with a blue arm of the DKIST/ViSP. The profiles are shown at the same times for the 5F11 model (a) from Paper I and the F11 model and (b) from Graham et al. (2020). Vertical dashed lines indicate velocity shifts from 0 to \(-50 \) km s\(^{-1}\) in increments of \(-10 \) km s\(^{-1}\), where negative velocities correspond to redshifts in the spectra and downflows in the hydrodynamics. The spectra are labeled by their calculated effective widths (see text). Note the different intensity scales for these two panels.
arrows in the emergent intensity spectrum that is shown in Figure 3(a). These results suggest that the large optical depths in the low-η_j Balmer line profiles probe the RHD evolution of the thermodynamics within the chromospheric condensation. In the following analysis sections, we explain in detail how the measurements of line broadening in the model spectra quantitatively relate to the electron densities in chromospheric condensations.
4.2.1. The Eddington–Barbier Approximation: The Origin of Decreasing Line Intensity

After \( t = 3.8 \) s, the condensations decelerate and cool while accreting more material and encountering larger pressures in their paths (Fisher 1989; our Figure 2). The Doppler shift of \( \lambda_{\text{cen}} \) decreases from \( \approx -40 \) km s\(^{-1}\) to \( \approx -20 \) km s\(^{-1}\) by 10 s. The broadest profiles are less redshifted and smaller in intensity than the profiles that are brightest and most redshifted, which occur at \( t \approx 3.8 \) s in both 5F11-25-4.2 and F11-15-5 models. We first explain this decrease in emergent intensity at \( \lambda_{\text{cen}} \) using the Eddington–Barbier approximation. We argue that, since the H\( \gamma \) line source function approaches LTE in the chromospheric condensation, the value of \( I_s(\lambda_{\text{cen}}) \) is a probe of the temperature evolution at the top of the condensation.

We equate the H\( \gamma \) NLTE source function values to a Planck function to display an equivalent source function temperature in the right panels of Figure 6. In the following argument, however, the NLTE line source function and ambient Planck function values are compared in units of erg cm\(^{-2}\) s\(^{-1}\) sr\(^{-1}\) Å\(^{-1}\). Over the heights corresponding to 10% and 90% of the line source function, it is mostly within 5%. At \( \lambda_{\text{cen}} \) of the H\( \gamma \) source function is 10% of the Planck function at \( \tau = 1 \); however, the departures from LTE become larger when the temperature exceeds \( T \approx 15,000 \) K within 3 km of the top of the condensation and into the flare transition region. The H\( \alpha \) source function is within 5% of the Planck function where the contribution function is large in its wings. Around \( \lambda_{\text{cen}} \), the \( \tau = 1 \) surface for H\( \alpha \) occurs at heights where the source function is only 0.5–0.6 of the Planck function. This is a much larger departure from LTE than for H\( \gamma \) at this Doppler shift from \( \lambda_{\text{cen}} \), and it results in the small central reversal in the H\( \alpha \) spectrum (e.g., Figure 3(a)).

The source functions for all the Balmer lines further approach LTE in the condensations at \( t > 4 \) s. For example, most of the H\( \gamma \) line profile source function is within 3% of the Planck function at \( t = 10 \) s in the 5F11. Even H\( \alpha \) is within 15% of the Planck function at \( \tau = 1 \) at \( \lambda_{\text{cen}} \), and its central reversal is filled in. The condensation attains higher density over time, which results in larger radiative cooling, leading to a gradual drop in temperature below 10,000 K (Figure 2). Because the source function approaches the Planck function and also decreases by a factor of \( \approx 1.5 \) in the region of \( \lambda_{\text{cen}} \) formation, the emergent intensity at \( \lambda_{\text{cen}} \) decreases with this temperature drop in the condensation. This is consistent with the Eddington–Barbier approximation for emergent intensity formation around \( \lambda_{\text{cen}} \) at the top of the condensation, where the source function decreases monotonically, and approximately linearly, as a function of \( \tau \) over most of the heights where the contribution function is significant. At earlier times, around \( t = 3.8 \) s, the H\( \alpha \) emergent intensity at \( \lambda_{\text{cen}} \) is consistent with the Eddington–Barbier approximation using the NLTE source function.

4.2.2. Broadening due to Large Optical Depths: The Origin of Increasing Effective Widths

As previously noted, the wings of H\( \gamma \) in the model spectra in Figures 5(a) and (b) become broader as the intensity at \( \lambda_{\text{cen}} \) becomes fainter. In the far wings, the Eddington–Barbier approximation is no longer helpful because the condensation ceases to be a semi-infinite \( (\tau_{\text{bottom}} \gg 1) \) atmosphere as the optical depth drops according to the \( \tau = 1 \) surface in Figure 6(b). To quantify the wing broadening in the spectra, we calculate the effective widths of H\( \gamma \) (Equation 2). These widths vary from \( \Delta \lambda_{\text{eff}} = 1.8 \) Å at \( t = 1 \) s, \( \Delta \lambda_{\text{eff}} = 4.9 \) Å at \( t = 3.8 \) s, and \( \Delta \lambda_{\text{eff}} = 6.5 \) Å at \( t = 10 \) s in the 5F11-25-4.2 model. In the F11-15-5 model, they vary from \( \Delta \lambda_{\text{eff}} = 0.4 \) to 2.1 Å. The effective widths are far larger than expected from any electron density in the region of line formation due to optical-depth effects.

The increasing bound–bound optical depths and electron densities over the evolution of the chromospheric condensation (e.g., Kowalski et al. 2015b) generate the variations in the broadening in the low-\( \eta \) Balmer line spectra. Figure 2 suggests that the condensations accrue a factor of three enhancement in mass density from \( t = 3.8 \) s to \( t = 10 \) s while the electron density decreases by a factor of three. Depending on the optical depth of a line, the quantities at maximum mass density in the chromospheric condensation in Figure 2, however, are not necessarily equal to the quantities over which most of the Balmer lines form in the condensation. Thus, we calculate the contribution-function-weighted atmospheric parameters at each wavelength, and we subsequently compute a weighted average over the emergent intensity within two effective widths of \( \lambda_{\text{cen}} \). The weighted mass density increases by a factor of two, and the weighted electron density increases by factors of \( \approx 1.2–1.3 \) from \( t = 3.8 \) s to 10 s in the two models. The cooling of the condensations due to increasing mass densities and diminishing amounts of beam energy reaching depths below the top of the condensation over time (Paper I) leads to decreasing ionization fractions where the Balmer lines are formed. These combined effects generate larger bound–bound optical depths and an enhancement in broadening over that due to the ambient charged-particle density alone. In the 5F11 model, the optical depth at the bottom of the condensation at \( \lambda_{\text{cen}} \) for the H\( \gamma \) line remarkably increases from \( \tau_{\text{CC}} \approx 35 \) at \( 3.8 \) s to \( \tau_{\text{CC}} \approx 110 \) at 10 s.

The broadening of the emergent intensity of H\( \gamma \) due to large optical depths was demonstrated for an isodensity, isothermal, finite slab in LTE in Figure 1, where the connection between the broadening and a curve-of-growth of the H\( \gamma \) TB09+HM88 profile is illustrated. To quantify the broadening in emergent spectra from a nonequilibrium, inhomogeneous atmosphere, we follow Rathore & Carlsson (2015) who defined an opacity broadening factor for the CII profiles in the nonflaring solar chromosphere. Opacity broadening follows from the Eddington–Barbier approximation in a semi-infinite atmosphere with a depth-dependent source function (see also Wood et al. 1996; Carlsson et al. 2015, 2019). In the flare case, the TB09+HM88 profiles are dominated by Holtsmark wings rather than a Doppler core or damping/Lorentzian wings, and the opacity broadening occurs at relatively small detunings where the Eddington–Barbier relation approximately holds (Section 4.2.1). As detuning increases out to \( \approx 5 \) Doppler widths, \( \tau_{\text{CC}} \) is still large near 10, and the \( \tau = \mu \) location occurs deeper into the condensation where there is a lower source function. At even larger detunings from \( \lambda_{\text{cen}} \) where the emergent intensity in the wings transition to a formation over lower optical depths, a relatively low b–b wing emissivity is compensated by photons escaping over a larger physical depth range (see the 90% for example, the maximum mass density and electron densities correspond to the same height at \( t = 3.8 \) s, while the maximum electron density occurs higher in the condensation at later times.)
cumulative contribution contour in Figure 6). At these wavelengths, the condensation is no longer semi-infinite, and the source function exhibits a rather complex variation over the relevant heights. To quantify all the optical-depth effects (opacity broadening and the relative far-wing enhancement) for a line with large Holtsmark wing opacity, we define an optical-depth broadening factor. We calculate this as the effective width (Equation (2)) of the emergent intensity profile from the RADYN simulation divided by the effective width of an optically thin, bound–bound emergent intensity calculation from the same atmospheric model structure, including the gas velocities. For the optically thin intensity calculation, we use the TB09+HM88 profiles and the nonequilibrium-level populations from RADYN at heights above 400 km. The optically thin calculation gives the expected broadening due solely to broadening from ambient charged-particle perturbations in a dynamic, heterogeneous chromosphere. Note that the nearby broadening from ambient charged-particle perturbations in a calculation gives the expected broadening due solely to RADYN at heights above 400 km. The optically thin calculation in this range in Figure 6 is Δτ ≈ 30 km. At larger optical depths than at the maximum of \( n_e \) (vertical dotted line), the widths of the line increase further until reaching values near 4.9 Å in the emergent intensity spectrum. Bottom: the cumulative of the contribution function at λ_{cen} ± 2.7 Å relative to the cumulative of the contribution function at λ_{cen}. This closely follows the cumulative variation in effective width in the top panel.

Figure 7. Top: the curve-of-growth of the effective width of Hγ through the chromospheric condensation at t = 3.8 s in the 5F11 model. The physical depth range in this figure is Δt ≈ 30 km. At larger optical depths than at the maximum of \( n_e \) (vertical dotted line), the widths of the line increase further until reaching values near 4.9 Å in the emergent intensity spectrum. Bottom: the cumulative of the contribution function at λ_{cen} ± 2.7 Å relative to the cumulative of the contribution function at λ_{cen}. This closely follows the cumulative variation in effective width in the top panel.

To clarify the role of optical-depth enhancement in the wing broadening in the chromospheric condensations, we calculate a curve-of-growth of Hγ at t = 3.8 s in the 5F11 model. Specifically, we calculate the effective widths of the cumulative contribution function at each height, integrating from the top of the atmosphere to height \( z \). We refer to this quantity as a cumulative effective width, which is plotted against \( \tau \) at λ_{cen} in Figure 7 at each height within the 5F11 chromospheric condensation. The increase in the cumulative effective width occurs through deeper layers than the maximum of the electron density, which is indicated by a vertical dotted line in Figure 7. This is only a result of further optical-depth effects causing a relative enhancement of the wing photons that escape. This occurs as large values of \( \tau = 5–35 \) at λ_{cen} are attained (see the effective width curve-of-growth in Figure 1(b)). The variation in the cumulative contribution function at λ = λ_{cen} ± 2.7 Å relative to the cumulative contribution function at λ_{cen} quantifies the cumulative enhancement of the wings at the wavelengths where \( \tau_{cc} \) decreases below \( \approx 1 \). This quantity exhibits a similar variation (Figure 7, bottom panel) as the cumulative effective width in the top panel.

The photosphere and upper photosphere in the 5F11 model experience a gradual temperature increase from \( t = 1 \) s to \( t = 10 \) s due to radiative backwarming, which results in enhanced optical bound-free radiation. As discussed in Appendix A of Paper I, the emergent continuum intensity response in the 5F11 is a rather complicated superposition of the H-minus emission from the backwarmed upper photosphere, stationary chromospheric flare layers, and condensation, in addition to Paschen recombination radiation from the condensation. If we include all heights in the cumulative contribution function of Hγ, 90% of the emergent intensity originates from the condensation at wavelengths within a half effective width from λ_{cen}. Therefore, the photospheric response does not largely affect the emergent intensity and broadening over the Balmer lines at wavelengths that are opaque in the condensation. For further discussion on the physics of radiative backwarming in RADYN flare models, see Allred et al. (2005) and Cheng et al. (2010).

4.3. Comparisons of \( \text{Ca} \, \text{II} \, K, \, \text{H} \alpha, \, H \beta, \, \text{and} \, H \gamma \)

Comparisons of the widths and wavelength-integrated intensities among the hydrogen series members are often employed as a multilinear diagnostic of the flaring plasma’s temperature, optical depth, and electron density (Svestka 1963; Svestka 1965; Drake & Ulrich 1980; Johns-Krull et al. 1997; García-Alvarez et al. 2002; Allred et al. 2006; Crespo-Chacón et al. 2006; Paulson et al. 2006; Hilton et al. 2010; Schmidt et al. 2012; Kowalski 2012; Kowalski et al. 2015a). The TB09+HM88 broadening increases the wavelength-integrated emergent intensity in the Balmer lines by a factor of two (Kowalski et al. 2017b; see also Figure 1), allowing for updated calculations of the Balmer decrement. The Balmer decrement is the ratio of the wavelength-integrated intensity (or flux) in a
Balmer emission line relative to another series member, usually taken to be H$\gamma$. Until relatively recently (Allred et al. 2006), most analyses (e.g., Kowalski et al. 2015a) of the decrement have relied on the static slab model predictions of Drake & Ulrich (1980) for interpretation of flare decrements. In this section, we explore the time evolution of the decrement of the H$\alpha$, H$\beta$, and H$\gamma$ lines that are predicted in high-density chromospheric condensations in the 5F11-25-4.2 and F11-15-5 models. The wavelength-integrated emergent intensities are intrinsically related to the spectral line broadening through the effective width calculation (Equation (2)).

The theory of hydrogen line pressure broadening due to charged ambient particles dictates that the widths (in units of $\Delta\lambda$) of hydrogen lines increase approximately linearly with increasing $n_{j}$, assuming sufficiently low densities and low $n_{j}$ such that nonideal effects, as in TB09 (cf their Figure 5), are not large. The theory also predicts that the widths of the hydrogen series in the blue and in the Johnson $U$ band ($\lambda \approx 3200–4000$ Å) should be much larger than the widths of the nearby resonance lines of CaII H and K, which are not broadened due to energy-level splittings with a linear $\lambda$ dependence on the perturbing field. The impact broadening of CaII H and K by ambient electrons has been calculated by Griem (1974), Dimitrijević & Sahal-Bréchot (1992), and Dimitrijević & Sahal-Bréchot (1993). At the highest electron densities in the condensations, the Lorentzian FWHM values are only $1–1.5 \times 10^{-3}$ Å. Large differences in broadening are often reported in echelle observations of solar (Neidig 1983; Neidig & Wiborg 1984) and stellar flares (Hawley & Pettersen 1991; Paulson et al. 2006; Fuhrmeister et al. 2020). The chromospheric condensation models predict dramatic differences in broadening between CaII K and H$\gamma$, as shown in Figure 8(a) for the 5F11 model at $t = 3.8$ s.

In Figure 8(b), the evolution of the effective widths from the RADYN models are shown for H$\alpha$, H$\beta$, and H$\gamma$ at $\mu = 0.95$. Widths calculated from optically thin, uniform slabs are indicated by the lines connecting square symbols, labeled by electron density. As expected, the widths increase up the series (increasing $n_{j}$) for the optically thin spectra, except at the lowest electron density where the thermal broadening is more important than the ambient charged-particle broadening for the lowest $n_{j}$. The interline trends in the effective widths remain approximately constant over the evolution of the condensations in both models. Optical-depth broadening factors are shown in Figure 8(c). To compare the optical-depth effects between the two chromospheric condensation models, we calculate the optical depth broadening factors using the ratio of the effective widths of the cumulative contribution functions (Section 4.2.2) at the bottoms of the condensations. Because the H$\alpha$ line transition is the most optically thick, the emergent spectra from the flare atmospheres exhibit much larger optical-depth broadening factors than H$\beta$ and H$\gamma$. In fact, the weighted electron densities over the line formation (Section 4.2.2) of H$\alpha$ are no larger than those weighted over the H$\gamma$ profile contribution function.

The Balmer decrement (Figure 8(d)) is reversed in these models, and especially so in the 5F11-25-4.2 model. A reversed decrement results when the H$\alpha$ wavelength-integrated intensity is less than H$\gamma$, and H$\beta$ is comparable to or less than H$\gamma$. Though the H$\alpha$ line is broader than H$\gamma$, it is a factor of two less bright at $\lambda_{\text{cen}}$, which is clear from the values of $I_{\lambda} (\lambda_{\text{cen}})$ in Figure 3(a) and Figure 5 at $t = 3.8$ s. Again, we use the Eddington–Barbier approximation to provide insight: the source function equivalent temperature for H$\alpha$ falls below the source function equivalent temperature for H$\gamma$ (Figure 6(b)) in the 3 km over which $I_{\lambda} (\lambda_{\text{cen}})$ is formed in the condensation. Even where the source function equivalent temperatures (e.g., as in the near-wing) are nearly the same, larger emergent intensities in H$\gamma$ are expected as long as the source function equivalent temperature at $\tau = \mu$ is $\geq 10^{4}$ K. By definition (Equation (2)), the effective widths in Figure 8(b) multiplied by the maximum emergent specific intensity, $I_{\lambda} (\lambda_{\text{max}})$, which is determined by the source function and Eddington–Barbier relation, are equal to the wavelength-integrated emergent intensities, $I$, in the decrements in Figure 8(d).

### 4.3.1. A New Line-to-continuum Ratio Diagnostic in Optical Solar Flare Spectra

Reversed Balmer decrements in Figure 8(d) provide stringent tests of the large optical depths produced in chromospheric condensation models. However, accurate measurements of the decrements rely on intensity calibration over a broad wavelength range, which is technically difficult to achieve and validate using ground-based data (Kowalski et al. 2015a; Prochážka et al. 2017). A line-to-continuum ratio is an alternative diagnostic that can be calculated from spectra with a narrow wavelength range (Silverberg et al. 2016; Kowalski et al. 2019b). The motivation is similar to the line-to-continuum ratio of FeII $\lambda 2814$ to the $\lambda \approx 2826$ Å continuum radiation in IRIS/NUV solar flare spectra (Kowalski et al. 2019a). Here we use the wavelength-integrated, continuum-subtracted intensity of H$\gamma$ divided by the preflare-subtracted continuum intensity at $\lambda = 4170$ Å. We denote this line-to-continuum ratio as H$\gamma$/C4170', where the prime (') symbol indicates that the preflare spectrum is subtracted.

The low-$n_{j}$ Balmer lines are optically thick within an effective width of $\lambda_{\text{cen}}$, and thus the wavelength-integrated intensity primarily probes the ambient charge density, temperature, and optical depth in the condensation (Section 4.2). The nearby continuum flare intensity is much more optically thin than the Balmer lines around $\lambda_{\text{cen}}$ in the condensation and includes larger contributions from the stationary chromospheric flare layers and the upper photospheric backwarmed layers. In the solar models here, the line-to-continuum ratios decrease from H$\gamma$/C4170' $\approx 1200$ to $\approx 800$ over $t = 1–10$ s in the F11 model and from H$\gamma$/C4170' $\approx 1000$ to $\approx 500$ in the 5F11 model. As the wavelength-integrated H$\gamma$ intensities decrease at $t \geq 6.4$ s, the C4170' continuum intensity$^{25}$ increases to $\geq 10^{6}$ erg cm$^{-2}$ s$^{-1}$ sr$^{-1}$ Å$^{-1}$ by $t = 10$ s (see Footnote 11). We discuss the broader empirical context of these line-to-continuum ratio values in Section 5.1.

### 4.4. Balmer Series Broadening in the U Band

The TB09+HM88 profiles were incorporated into the RH code (Uitenbroek 2001) in Kowalski et al. (2017b) for the M-dwarf flare spectral modeling of the Balmer lines. RH is a static code that employs a numerical convolution of the TB09+HM88 profiles with a Voigt profile, thus requiring long computation times for 1000–1500 wavelength points across

---

26 Griem: https://griem.obspm.fr/, Stark-B: https://stark-h.obspm.fr/.

25 For reference, the local continuum intensity at $\lambda \approx 4170$ Å is $I_{\lambda} \approx 4.6 \times 10^{6}$ erg cm$^{-2}$ s$^{-1}$ sr$^{-1}$ Å$^{-1}$ at disk center (Neckel & Labs 1984).
each line. We use the RH code to compute the 5F11 model spectrum at $t = 3.8$ s using the nonequilibrium electron density and the six hydrogen-level population densities from the RADYN snapshot. A comparison of the RH calculation to the RADYN spectrum is shown in Figure 9, which demonstrates visual consistency in the two methods. The calculated effective widths ($\Delta \lambda_{\text{eff}} = 5.2$ Å) agree very well and approximately indicate the wavelength distances from $\lambda_{\text{cen}}$ at which the wings of H$_\gamma$ become optically thin in the condensation. As expected, the effective widths in the broadening factors were calculated from the cumulative contribution function at the deepest height of the condensation at each time step. Note that the optical-depth broadening factor of H$_\gamma$ at $t = 1$ s in the 5F11 model is slightly less than 1, which is due to a low but nonnegligible ($\approx 0.1$) optical depth in the condensation and velocity gradients that lead to broadening in the $\tau = 0$ calculation.

In addition to providing arbitrarily fine wavelength resolution, RH calculates the overlapping wings of the high $- n_j$ Balmer series self-consistently with the dissolved level, Balmer bound–free and bound–bound opacity modifications (Dappen et al. 1987), as described in Kowalski et al. (2015b) and Kowalski et al. (2017b). Dissolved-level opacity modifications are based on the occupational probability ($w_n$) formalism that was developed by Mihalas (1966), HM88, and Dappen et al. (1987). Following TB09, the NLTE bound–bound opacity (Equation (4)) in RH is multiplied by $w_{l_j} / w_{l_i} \approx w_{l_i}$, and the $n_1 \rightarrow n_k$ bound–free opacity is multiplied by the dissolved-level fraction (Dappen et al. 1987). Occupational probability formalism

Figure 8. Comparisons of several optical emission lines in the flare models. (a) Large differences in the broadening of H$_\gamma$ and Ca II K in the 5F11–25–4.2 model agree qualitatively with the observed phenomena in solar and stellar flares (e.g., Neidig 1983). (b) Evolution of the effective widths of the H$_\gamma$, H$_\beta$, and H$_\alpha$ lines in the 5F11–25–4.2 and F11–15-5 models. The effective width trends of the TB09+HM88 profiles without optical-depth effects (black dashed lines) for several representative ambient electron densities increase up the series, as expected. (c) Optical-depth broadening factors through the chromospheric condensation (CC) increase from H$_\gamma$ to H$_\alpha$. The effective widths in the broadening factors were calculated from the cumulative contribution function at the deepest height of the condensation at each time step. (d) The Balmer decrement with respect to H$_\gamma$. In panels (b), (c), and (d), the color coding according to time is the same as in Figures 5(a)–(b).

28 In RH, we set N_\_ITER=0 so that populations are fixed.
is widely adopted in many\textsuperscript{29} state-of-the-art stellar, white dwarf, neutron star, and hot subdwarf atmospheric modeling codes (Rauch et al.\textsuperscript{2013}; Hubeny & Mihalas\textsuperscript{2014}; Suleimanov et al.\textsuperscript{2014}; Hubeny & Lanz\textsuperscript{2017}; Bohlin et al.\textsuperscript{2020}).

We extend these RH calculations of M-dwarf heating models from Kowalski et al.\textsuperscript{(2017b)} to the 5F11-25-4.2 solar flare chromospheric condensation model. We calculate the spectrum using a 20-level hydrogen atom (\(n_j = 19\)) and a Ca II ion as described in Kowalski et al.\textsuperscript{(2017b)}. It is informative to compare the RH and RADYN calculations of \(H\gamma\). The 20-level RH calculation is shown in Figure\textsuperscript{9} and results in a lower emergent intensity by only 5\% at \(\pm 1\) Å from \(\lambda_{cen}\); the wings are not affected. We are thus confident that the statistical equilibrium solution in the 20-level calculation is a reasonable approximation in the large density environment that is attained in the 5F11 model flare chromosphere.

The model flare spectrum at the Balmer limit in the \(U\) band is shown in Figure\textsuperscript{10(a)} compared to the \(t = 0\) s model with the same RH calculation setup. The wings of the high-\(n_j\) Balmer lines broaden, fade, and merge into the dissolved-level Balmer continuum. The main features of this spectrum are qualitatively similar to the observations of solar and stellar flare spectra (Donati-Falchi et al.\textsuperscript{1985}; Hawley & Pettersen\textsuperscript{1991}; Procházka et al.\textsuperscript{2017}). Figure\textsuperscript{10(b)} enlarges a wavelength region redward of the Balmer limit (3646 Å) where the \(n_j = 12\) (H12) to \(n_j = 16\) (H16) Balmer lines fade away due to decreasing oscillator strengths and occupational probabilities, \(w_p\), of the upper levels of these transitions.

\textsuperscript{29}The generalized NLTE bound–bound and bound–free opacities with the occupational probability formalism are given in Hubeny et al.\textsuperscript{(1994)}. The forms in Hubeny et al.\textsuperscript{(1994)} are appropriate for code frameworks that have occupational probabilities in the collisional and radiative rates as well as the opacity calculations.
5F11 model. The Doppler shifts of $\lambda_{cen}$ for the Balmer lines in Figure 10(b) are negligible, in contrast to Hα, Hβ, and Hγ (Section 4.2). The effective widths of the H12–H16 lines ($\Delta \lambda_{eff} \approx 4$–5 Å, measured by linearly interpolating and subtracting the pseudcontinuum intensity in the troughs between the lines) are less than expected ($\Delta \lambda_{eff} \gtrsim 13$ Å) from the electron densities and optical-depth broadening factors in the condensation. Furthermore, the effective widths decrease with larger $n_j$ in Figure 10(b), which is also contrary to expectation. To explain these effects, we investigate the contribution function to the emergent intensity in this spectral region. The optical depth, $\tau_{CC}$, at $\lambda_{cen}$ for these high-$n_j$ lines and the optical depth in the troughs between the lines converge to the low optical-depth values, $\tau_{CC} \approx 0.1$, of the Balmer continuum at $\lambda \approx 3646$ Å. The relatively low optical depth through the condensation at H13 results in a large percentage, $\approx 40\%$, of the emergent intensity at $\lambda_{cen}$ from the stationary chromospheric flare layers where the electron density is $n_e \approx 1.5$–$6 \times 10^{13}$ cm$^{-3}$. In the condensation, the occupational probabilities are much smaller ($w_{13} \approx 0.5$, $w_{16} < 0.1$) for the upper levels of these transitions because the electron density is much larger, $n_e \approx 5 \times 10^{14}$ cm$^{-3}$ (see Figure 9 of Kowalski et al. 2015b). The condensation contributes most to the emergent intensity in the wings and in the smooth dissolved-level Balmer continuum throughout the spectral range.

There are several effects that generate the magnitude and shape of the spectral broadening of the high-$n_j$ hydrogen Balmer lines. In the unified theory profiles, the wings at $|\lambda – \lambda_o| \approx 1$–7 Å occur in the transition from the impact to the Holtsmark limits in the line profile functions (see Figure 8 of Vidal et al. 1971). Thus, a power law does not accurately describe the emergent spectral intensities at these wing wavelengths. Furthermore, the nonideal gas effects in the TB09 recalculation cause the line profile shapes in the far wings ($|\lambda – \lambda_{cen}| \approx 3$–7 Å) to be steeper than a Holtsmark power law even at relatively small electron densities (see Figure 1 of Kowalski et al. 2017b). In contrast, the Hγ line profile function (Figure 1) exhibits a Holtsmark power law at $|\lambda – \lambda_o| \gtrsim 1.5$ Å. The emergent intensity spectrum of Hγ from RH (Figure 9) exhibits a Holtsmark power law in the far wings at $|\lambda – \lambda_{cen}| \gtrsim 4$ Å, where the line intensity decreases below 15% of the maximum intensity (at $\lambda_{cen}$) and where nonideal gas effects are not important.

In summary, the measured broadening of the high – $n_j$ Balmer lines is affected by the lower electron densities in the stationary flare layers just below the condensation, the highly broadened bound–bound transitions in the condensation, and the large range of occupational probabilities (level dissolutions) for a given $n_j$ in the condensation and the stationary flare layers. In addition to the inhomogeneity of the atmosphere, the spectral line shapes are also affected by the details of the unified line-broadening theory in the transition from the impact limit to the far-wing limit, which is steeper than the Holtsmark limit due to nonideal effects (level dissolutions). These issues together present a cautionary lesson for using the Inglis-Teller relation (Inglis & Teller 1939; Kurochka & Maslennikova 1970; Neidig & Wiborg 1984) and generic Lorentzian or Holtsmark profiles to estimate a single electron density value from spectra formed in a heterogeneously stratified flaring chromosphere.

Figure 10(c) displays an archival observation (Neidig 1983) of the large solar flare on 1981 April 24. Despite the large differences in flare excess intensity between the model in Figure 10(b) and the observation in Figure 10(c), as already noted for the Hα line compared to more modern observations in Section 4.1, the broadening and merging of the H12–H16 wings are apparently satisfactory. The electron densities that have been inferred from Balmer line widths in this spectral region in the solar flares have typically been in the range of $n_e \approx 2$–$6 \times 10^{13}$ cm$^{-3}$ (Švestka 1965; Fritzová-Švestková & Švestka 1967; Donati-Falchi et al. 1985), which are similar to the electron densities in the stationary chromospheric flare layers just below the condensation in the 5F11 model. The upper levels of the H12–H16 transitions are very close to LTE in the chromospheric condensation and stationary flare layers in the 5F11 model, and a detailed parameter study of this spectral region using the approach from Kowalski & Allred (2018) will be presented elsewhere.

5. Discussion and Speculation

The RH code was not originally envisioned to robustly calculate many types of atmospheres with steep velocity gradients and shocks (Uitenbroek 2001). It is thus invaluable for the accurate TB09+HM88 hydrogen-broadening calculations to be included in the time-dependent, detailed spectra from the RADYN code as opportunities for new flare observations become available in sunspot cycle 25. The nonequilibrium ionization and bound–bound cooling rates are now self-consistently calculated with the spectral broadening in RADYN, which is especially important in the first few seconds before flare condensations accrete large densities. RH synthesis is yet necessary for accurate treatment of overlapping transitions of higher-$n_j$ hydrogen lines at the Balmer and Paschen series limits and the overlapping Mg II h and k lines (Kerr et al. 2019a, 2019b). The accurate theoretical treatment of the charged-particle perturbations of hydrogen lines in RADYN provides a fulcrum that anchors state-of-the-art models of flare atmospheric evolution to spectral observations. The TB09+HM88 hydrogen profiles in RADYN will facilitate efficient model comparisons to future observations with the DKIST/ViSP, which will clarify how the different condensations in current flare models are very similar, too optically thick, and too rapid in their dynamical evolution.

A wide variety of Hα broadening magnitudes, profile shapes, and Doppler shifts have been reported in previous solar flare spectra (Ichimoto & Kurokawa 1984; Canfield et al. 1990; Johns-Krull et al. 1997). A modern-day, comprehensive survey of the hydrogen line broadening from bright flare kernels observed at factors of 10–50 better spatial resolution than in the past is now possible and would be enormously useful. Spectral observations are urgently needed to test the large differences in the chromospheric condensations in response to high electron-beam heating rates. The DKIST/ViSP setup will provide spectral coverage into the wings of hydrogen lines with high spatio-temporal resolution. One possible ViSP setup in the blue employs three spectral arms at Hγ, at the flare continuum wavelengths near $\lambda \approx 4170$ Å, and at the wavelength around Ca II H and Balmer ε. These combinations mitigate relative spatial alignment uncertainties introduced by atmospheric differential refraction. The $\lambda \approx 4170$ Å spectral region is largely free of emission lines in stellar flare observations (Hawley & Pettersen 1991; Kowalski et al. 2016) and corresponds to an opacity minimum in the optical for a large range of atmospheric temperatures and densities. The effective width (Equation (2)) is a convenient measurement that
can be readily calculated from ViSP spectra. The effective widths of the low-\(n_j\) Balmer lines roughly correspond to the wavelength distances from \(\lambda_{cen}\) at which the model condensations drop below \(\tau = 1\). For symmetric profiles, the effective widths also correspond to the wavelengths at which the emergent intensity over the low-\(n_j\) Balmer line spectra decreases to \(e^{-1}\) of the line maximum (see Figures 3 and 9) and beyond which the bound–bound wing intensity approaches a Holtsmark power law. Like the calculation of equivalent widths, intensity calibration is not required for interline comparisons of the effective widths. This observational strategy facilitates comparison to and resolution of some of the longstanding problems in stellar (M-dwarf) flare RHD modeling.

5.1. Solar-stellar Connection

Kowalski et al. (2017b) presented F13 models of M-dwarf flares with the TB09+HM88 profiles calculated using the RH code from a condensation model with electron density of \(n_e \approx 5 \times 10^{15} \text{ cm}^{-3}\) and optical depth \(\tau_{CC} \approx 0.5–5\) in the optical and NUV continuum. At times when the model continuum spectra reproduce the observed characteristics of M-dwarf flares, the Balmer series broadening has been shown to be far too large. A linear superposition of multiple emitting regions was developed (Osten et al. 2016) and was invoked to better explain both the continuum and Balmer line properties in an M-dwarf "megafare," including a small line-to-continuum ratio of \(H\alpha/C4170' \approx 40\) (Kowalski et al. 2017b). Models with extremely dense chromospheric condensations have been further explored as the building blocks in multithread modeling for less energetic M-dwarf flares (Kowalski et al. 2019b); the late phase evolution of condensations may be important in explaining the red-optical continuum with a color temperature of \(T \approx 5000\) K in the gradual decay phase of impulsive-type events (Kowalski et al. 2013) and in the impulsive phase of gradual-type events (Kowalski et al. 2019b). The beam-generated condensation models should be complemented with Balmer line broadening predictions for high-density "post-flare" loop models using the inferred parameters of Heinzel & Shibata (2018).

It is important to consider the \(H\gamma/C4170'\) quantity in future observations of solar flares. This measurement can determine if there is a major discrepancy in the models of solar flare electron-beam-heated atmospheres, as in the stellar case (Kowalski et al. 2013). The \(H\gamma/C4170'\) values predicted by models of solar flare chromospheric condensations are very large, \(H\gamma/C4170' \approx 600–1200\) (Section 4.3.1), and F11 models without condensations also produce very large values (Allred et al. 2006; Kowalski et al. 2016, 2019b). The observed \(H\gamma/C4170'\) line-to-continuum ratios in impulsive phase optical spectra of M-dwarf flares are much smaller, \(\approx 20–40\) (Kowalski et al. 2013), and ratios as large as 150–200 are sometimes reported (Kowalski et al. 2019b). Such small values are interpreted as evidence for the failure of low-energy electron beams in explaining the heating in M-dwarf flares (Kowalski et al. 2013, 2019b). Even very large F13 electron-beam fluxes are unable to reproduce the low end of the distribution of \(H\gamma/C4170'\) values near 20 (Kowalski et al. 2017b). Solar flare models that match the observed Balmer line broadening and intensity, while failing to reproduce the line-to-continuum ratio, would better constrain whether the model deficiencies are in the stationary flare layers where the highest-energy beam electrons heat the atmosphere (Graham et al. 2020). The problem could also lie in the physical treatment of upper photospheric heating in RADYN models, which predict that only radiative backwarming can cause a significant amount of temperature increase (Allred et al. 2005, 2006). The higher-\(n_j\) Balmer lines in the \(U\) band or the high-\(n_j\) Paschen lines, which are even more optically thin in chromospheric condensations, could provide direct measurements of the electron densities in these deeper regions.

Intriguingly, there have been several recent reports of small optical Balmer line-to-continuum ratios in solar flares (Kowalski et al. 2015a; Procházka et al. 2017), but such spectra may be representative of the so-called Type II white-light flare phenomenon (Boyer et al. 1985; Fang & Ding 1995; Ding et al. 1999; Procházka et al. 2017), which is thought to result from a yet-unknown source of deep heating, possibly proton beams (Procházka et al. 2018) or Alfvén waves (Russell & Fletcher 2013). Our models here seek instead to reproduce the fundamental RHD physics of the flaring chromosphere and the self-consistent photospheric backwarming in the footpoints where high fluxes of mildly relativistic (\(E = 20–40\) keV) electrons are inferred from RHESSI observations (e.g., Fletcher et al. 2007; Krucker et al. 2011; Kleint et al. 2016).

Recently, Namekata et al. (2020) presented broad H\(\alpha\) lines in an M-dwarf flare, which was reproduced with short-burst, F12 models using the TB09+HM88 profiles in RADYN. The effective widths (which we estimate as \(\approx 8–15\) \(\AA\)) of their H\(\alpha\) model spectra at \(R \approx 2000\) are comparable to the effective widths (\(\approx 12\) \(\AA\); Section 4.3) in the 5F11 model of solar flare chromospheric condensations. However, the Balmer line formation is much different in the 5F11 solar model. In the M-dwarf F12 models of Namekata et al., the H\(\alpha\) wing broadening is a result of deep heating from a much harder (\(\delta = 3\)) electron beam, combined with the self-absorption effect. The larger flux of high-energy electrons in the \(\delta = 3\) F12 beam generates electron densities of \(n_e \approx 10^{14} \text{ cm}^{-3}\) in deeper, stationary chromospheric flare layers. In the 5F11 solar flare model, only about 25% of the far H\(\alpha\) wing and nearby continuum intensity at \(z > 400\) km is produced in the stationary flare layers, which exhibit a lower electron density of \(n_e < 10^{14} \text{ cm}^{-3}\) (Section 4.4; see also Paper I). The remaining emergent intensity originates in the condensation region with \(n_e \approx 5 \times 10^{14} \text{ cm}^{-3}\). Intriguingly, chromospheric condensations do not promptly form in response to the short-duration heating employed in the Namekata et al. beam models. Instead, relatively slow upflows initially develop that are similar to those within the first 10 s of the F11-25-4 solar flare model (Table 1; see Figure 10 in Namekata et al. at \(z > 300\) km; and Figure 8 in Kuridze et al. 2015). For the same low-energy cutoff and power-law index as in Namekata et al. (2020), larger beam fluxes near F13 produce dense chromospheric condensations in M-dwarf models. A larger fraction of the emergent wing and optical/NUV continuum intensity originates from the condensation due to the large optical depths that form in the compressed \(T \approx 10^6\) K gas (Kowalski et al. 2015b, 2016; Kowalski & Allred 2018). As mentioned above, these models produce profiles that are far too broad unless several ad hoc, spatially separated flare kernels or ribbons—one region producing most of the blue continuum and broad Balmer wings and another producing most of the narrow emission line flux around \(\lambda_{cen}\)—are employed (see Figure 9 of Kowalski et al. 2017b; A. F. Kowalski et al. 2022, in preparation). High-
resolution solar longslit data could directly constrain the roles of spatial inhomogeneity in the stellar flare observations of Balmer wing broadening.

5.2. The Short Timescales and Large Densities of Chromospheric Condensation Models

The equations of RHD inextricably link the timescales and densities in flare models. Throughout the atmosphere, the time evolution of the mass and momentum flux gradients are self-consistent with the instantaneous densities, which are constrained by accurate models of the broadening of hydrogen emission lines. The half-lives of chromospheric condensation speeds in solar flare models are known to be \( \approx 3 \times 10^3 \) s too short compared to the observational development of the redshifted satellite components in chromospheric lines (see discussion related to \( t_{1/2} \) in Fisher 1989). Fisher (1989) speculated that this discrepancy could be due to the spatial resolution of H\( \alpha \) observations, but Graham et al. (2020) found that similar lifetimes were present at a spatial resolution of 0.\( \alpha \).4 in IRIS spectra of Fe II. In our RHD models that produce prompt chromospheric condensations that decelerate from \(-100\) km s\(^{-1}\) to \(-15\) km s\(^{-1}\) within \( \Delta t \approx 10\) s (Figure 2, Section 4), the redshifts of \( \lambda_{\text{cen}} \) in the Balmer lines show the turn-end of rapid decrease of condensation speed by a factor of \( \approx 2 \) within just \( \Delta t \approx 6\) s. The timescale problem seems to be worse in lower flux models. Kuridze et al. (2015) discusses that the H\( \alpha \) 2\( \nu \) and 2\( \nu \) variations are well reproduced in the F11-25-4 RADYN model here but that the modeled variations occur over a time of 20 s instead of the observed duration of 5 minutes. Kerr et al. (2021) used RADYN to reproduce the magnitude of He I 10830 Å dimming that was observed at the fronts of solar flare ribbons (Xu et al. 2016), but the duration of the dimming is too short-lived in the models with beam fluxes above 5F10. The spatial resolution of the observations is discussed as a potential source of the discrepancy.

With the VISP, the spatial resolution along the spectrograph slit in the blue is expected to be better than 0.\( \alpha \).06. Combined with high-time resolution, such new observations will clarify the interconnected problems of larger-than-observed model intensities, faster-than-observed condensation development and deceleration, and broader-than-observed Balmer line profiles in the models with large electron-beam fluxes. Evidence that the model chromospheric condensations of bright flare kernels are too dense and too optically thick could be found in observational detections of persistent emission line components around \( \lambda_{\nu} \) in spectra of low-\( n_{\nu} \) Balmer lines at times when the red satellite components brighten and broaden (Figure 5). It will also be important to quantify the observational bias in the previous spectral observations toward longer timescales of \( \approx 10-30\) s: much shorter chromospheric radiation bursts have been reported with durations of \( \approx 0.3-4\) s (e.g., Aschwanden et al. 1995; Radziszewski et al. 2007; Nishizuka et al. 2009; Qiu et al. 2012; Penn et al. 2016; Knuth & Glesener 2020; see also Figure 3 of Kowalski et al. 2019a).

Improvements to the realism of chromospheric condensation modeling in solar flares may be warranted by critical assessments of the new hydrogen wing broadening predictions. We have identified several areas of improvement for flare RHD model calculations of the self-consistent evolution of densities, velocities, decelerations, and spectral broadening. Briefly, they are the following:

1. A magnetic nozzle caused by field convergence in the low atmosphere. Emslie et al. (1992) found that downward flows are compressed/decelerated and upward flows are rarefied/accelerated when a varying cross-sectional (tapered) loop area is included in the hydrodynamic equations (see also Reep et al. 2020, and references therein). The magnetic field convergence in flare loops is poorly constrained but will likely be improved with the DKIST and Expanded Owens Valley Solar Array.

2. Advances in conductive heat transport physics. The nonthermal beam energy is deposited in the center of an expanding, million K temperature explosion in the middle or upper chromosphere. Heat flux occurs from the center of the temperature explosion to the upward- and downward-moving fronts through thermal conduction. At these fronts, there is a spike in thermal conductive energy deposition as the temperature drops to \( T < 350,000 \) K (see the energy balance analysis of the upward-moving front in Kennedy et al. 2015). This generates a propagating nonequilibrium, \( T \approx 10^7 \) K, high-density, He II \( \rightarrow \) II ionization front with radiative losses primarily in optically thin transitions and He II 304 Å. The thermal pressure spike is very narrow but is well resolved with the adaptive grid in RADYN, and it appears to occur in all RADYN flare simulations of chromospheric condensation phenomena (see also the models of Gan et al. 1991). The hydrodynamic variables at this pressure spike are roughly consistent with the self-similar relations expected behind the front of a Sedov–Taylor blast wave (e.g., Gehmeyer & Mihalas 1994; Thorne & Blandford 2017), while the cool, chromospheric condensation that is in front of the downward-propagating conduction spike resembles a “snow-plow” region (Shu 1992). The thermodynamic and hydrodynamic properties within the spike are self-consistent with the expected relationships among the ambient macroscopic variables, such as the ideal gas equation of state and the equation of momentum conservation. However, the conduction spike may be abated if additional microphysical processes are included in RADYN. Though thermal heat flux saturation is employed in RADYN at steep temperature gradients (Smith & Auer 1980; Fisher et al. 1985), recent work has shown that further suppression may occur due to turbulent magnetic field fluctuations along the flare loop (Bian et al. 2018; Emslie & Bian 2018); work is ongoing to include this in RADYN (J. C. Allred et al., in preparation). Nonlocal conductive heat transport (Karpen & DeVore 1987) and particle diffusion (Fontenla et al. 2002) may also “smear” out the conduction fronts, leading to less dramatic pressure gradients in flare simulations.

3. Limits on radiative cooling rates at flare transition region densities and temperatures (Carlsson & Leenaarts 2012). As evident in Figure 2, the temperature in the condensation drops precipitously within the first second. The detailed radiative cooling in the condensation at \( r = 0.4 - 1\) s originates primarily from He II 304 Å and in the bound–free Lyman continuum. However, the major source of radiative cooling occurs from minor species that are calculated in the optically thin limit using CHIANTI (Dere et al. 1997). Thermal nonequilibrium ionization (e.g., Bradshaw & Mason 2003; Doyle et al. 2012) and
beam collisional excitation and ionization rates (e.g., Zharkova & Kobylinskii 1993; Karlický et al. 2004; Kašparová et al. 2009; Kerr et al. 2021) may also be important for minor species at early times in the beam injection. However, the densities in the condensation (Figure 2) are large enough that assumptions about the opacity in transition region lines of minor species (Carlsson & Leenaarts 2012; Kerr et al. 2019c; Mathioudakis et al. 1999) are possibly a more important source of systematic modeling inaccuracy.

4. **Time-variable injection of the beam energy.** We use a step-function for the beam heating impulse with a dwell time of 10–20 s in the models in Table 1. One may expect that in reality the injected nonthermal heating flux ramps up to a maximum, and then it ramps down. A pulsed variation in heating (Aschwanden 2004) was investigated in Zhu et al. (2019) with a rise time of 9 s to a maximum beam flux of 5F11, and a pulse FWHM of 20 s. We analyze the hydrogen lines from this simulation but do not find notable differences in the timescales of the hydrodynamics or line broadening in the spectra after the condensation starts to decelerate.

5. **The horizontal expansion of plasma in chromospheric flare footpoints, which may result from large thermal pressure gradients as described above.** If magnetohydrodynamical forces are considered (e.g., Low 1975; Uitenbroek et al. 2003; Abbett 2007; Gudiksen et al. 2011; Rempel 2017), we speculate that a drop in density and optical depth in the model condensations may occur. However, it is not immediately evident how currently established frameworks of solar 3D MHD models are modified (Cheung et al. 2019) to resolve geometrically thin condensation regions with high-emissivity gas/plasma in flare footpoints.

A major improvement to RADYN flare modeling has recently been made possible with the FP code (Allred et al. 2020), allowing for the return current effects and magnetic mirroring of particles to be accurately included in the simulations. A predecessor to the Coulomb collision module of the FP code was used to calculate the beam heating at each time step in the RADYN simulations in this work and in those that have been previously presented with the TB09+HM88 profiles. We are working to integrate the FP code and the TB09+HM88 profiles into a common version of RADYN, which will be released on GitHub at a future date. Notably, this merged version of the RADYN source code employs 201 wavelength points across the hydrogen lines, thus allowing a more detailed analysis of line profiles than with 31–51 points across the profiles that are presented here.

6. **Summary and Conclusions**

This is the second paper in a series that explores the atmospheric response to heating from a large flux of deka-keV power-law electrons in solar flares. In Paper I, we compared high-flux models of chromospheric condensations to the observations of the IRIS/NUV Fe II lines in the 2014 March 29 solar flare. In the model spectra, these lines exhibit emission components from the condensation in the mid-upper chromosphere and from the stationary flare layers in the lower-mid chromosphere. Here, we extend the predictions of Paper I to hydrogen Balmer lines using an updated treatment of the pressure broadening due to ambient (thermal) electrons and protons/ions. Unlike other chromospheric flare lines, such as Fe II and Mg II, electronic and ionic pressure broadening of hydrogen lines dominates over other sources of microphysical broadening by several orders of magnitude, and its fundamental physics is well understood and extensively tested against laboratory and astrophysical plasmas. The results from sophisticated quantum calculations are readily incorporated in stellar atmospheric modeling codes. “Quiet Sun” synthesis models have started to consider the advantages of these accurate, self-consistent hydrogen-broadening profiles as well (Bjørgen et al. 2019; Marchenko et al. 2021). Here we describe the implementation of new line profile functions in the state-of-the-art RHD code RADYN, which is widely used for simulations of a wide variety of solar flare phenomena (Simões et al. 2017; Polito et al. 2019; Sadykov et al. 2020; Monson et al. 2021), Ellerman bombs (Hong et al. 2017; Reid et al. 2017), nanoflares (Testa et al. 2014; Polito et al. 2018), and chromospheric dynamics such as spicules and shocks (Carlsson & Stein 2002; Wedemeyer-Böhm & Carlsson 2011; Guererro et al. 2013; Molnar et al. 2021). The updated hydrogen line profile functions are known as the TB09+HM88 profiles, which are extensions of the VCS unified theory calculations to higher-\(n\) lines with self-consistent, nonideal broadening from electron collisions and proton/ion perturbations.

We focused our analysis on \(H\gamma\) spectra from two solar flare models that produce prompt chromospheric condensations with a range of ambient electron/proton densities from \(\approx 1\times 10^{14}\ \text{cm}^{-3}\). Previous RADYN models of chromospheric condensations show a bright redshifted component in Ca II K (Abbett & Hawley 1999), Mg II (Zhu et al. 2019), and Fe II (Paper I), but the small broadening that is expected from proton and electron collisions with nonhydrogenic ions is not helpful as a direct diagnostic of chromospheric flare electron densities. To quantify the broadening in the emergent model spectra and characterize its relationship to electron density in flare atmospheres, we calculate the effective widths, which are more dependent on the wing broadening than the traditional FWHM measure. Large optical depths in the condensations create line-core saturation in the emergent intensity that is given by the Eddington–Barbier approximation. The optical depths generate an opacity broadening in the emergent intensity around \(\lambda_{\text{cen}}\) where the Eddington–Barbier approximation holds and the source function decreases. Additionally, a broadening enhancement occurs through the transition to the optically thin wings where photons escape over a much larger fraction of the high-density condensation. The optical-depth broadening factors of the emergent intensity spectra of \(H\gamma\) range from a factor of two to five above the optically thin spectral broadening calculated from the heterogeneous distribution of charged-particle densities in the dynamic flare chromosphere. It has long been known that column hydrogen density in \(n = 2\) (optical depth) and charge particle density must be fit simultaneously to infer the electron densities from solar flare spectra of Balmer lines (Švestka 1965). The TB09+HM88 profiles facilitate self-consistent inferences of these parameters from nonuniform, nonequilibrium flare models.

Unlike emission line flare models of Fe II in the NUV (Paper I; and Graham et al. 2020), the entire line profiles of H\(_\alpha\), H\(\beta\), and H\(\gamma\) shift by the maximum downward velocity in the condensation and are symmetric about this shift (see also the Mg II spectra in Zhu et al. 2019) by \(t = 4\) s. This is due to the
very large optical depths of the low-$n_f$ Balmer lines in the chromospheric condensation at $T \approx 10,000$–$20,000$ K. None of the emergent intensity at $\lambda_{\text{cen}}$ originates from the stationary flare layers with lower electron density below the condensation. An optical line-to-continuum ratio ($H_\gamma/C4170'$) is thus useful in determining missing physics in the deeper regions of the atmosphere. The condensation models exhibit much broader $H_\gamma$ lines than Ca II H and K, which constrain the contributions from nonthermal unresolved mass motions (e.g., microturbulence and macroturbulence) in the flare chromosphere. The models also predict that the H$\alpha$ line is broadened more than the $H_\gamma$ line due to much larger optical depths in H$\alpha$ through the condensations. However, the intensity at $\lambda_{\text{cen}}$ for H$\alpha$ is less than $H_\gamma$, which we attribute to differences in the respective source functions over the heights where $\lambda_{\text{cen}}$ is formed. The use of the Eddington–Barbier approximation is justified by the approximately linear decrease in source function with $\tau$ as $\tau \gg 1$ within the upper layers of the condensation. The wavelength-integrated intensity is a product of the intensity at $\lambda_{\text{cen}} \approx \lambda_{\text{max}}$ and the effective width (through Equation (2)), which explains the reversed Balmer decrement values in the model spectra.

In each spectrum of the low-$n_f$ hydrogen Balmer lines, the broadening changes rapidly over the first 4 s of beam heating for a range of beam fluxes. The condensations in our models begin in a state that is far from equilibrium for Balmer line formation but evolve toward LTE after only several seconds as collisional rates for Balmer lines increase in the condensation. As the condensation continues to plow through the lower atmosphere and accrete mass after 4 s, the Balmer line source functions further approach LTE. Around the centroid ($\lambda_{\text{cen}}$) of the low-$n_f$ Balmer lines, the emergent intensity is closely related to the decreasing temperature evolution in the upper $\approx 3$ km of the chromospheric condensation. The optically thick wavelengths over the profiles thus become fainter over time as the condensations cool. Within half of the effective widths of the low-$n_f$ Balmer line centroids, the spectra broaden over time due to increasing bound–bound optical depths and electron/proton densities in the region of line formation in the chromospheric condensation. In the far wings, the optical-depth broadening and large charged-particle densities cause the large widths, and there are minor amounts of additional broadening in the emergent intensity spectra due to the increased bound–free radiation that escapes from the backwarmed photosphere.

The high-flux (5F11) beam heating model results in the broadening of the emergent spectra of high-$n_f$ Balmer series members (H12–H16) that is in reasonable agreement with a unique archival observation of a solar flare that was observed in the early 1980s. The high-$n_f$ Balmer lines at $\lambda = 3700$–3760 Å are much more optically thin than $H_\gamma$, H$\beta$, and H$\alpha$, and their upper levels are largely dissolved in the chromospheric condensation ($n_e \approx 5 \times 10^{14}$ cm$^{-3}$). These two effects create a translucent opacity window into the deeper layers of the flare atmosphere and explain why the bright 5F11 model spectrum is consistent with previous inferences of much lower electron densities using this spectral range. The widths of H12–H16 lines are formed by lower charged-particle densities ($n_e \approx 1.5 \times 10^{13}$ cm$^{-3}$) and small curve-of-growth broadening enhancements in the stationary flare layers just below the condensation. Thus, the Inglis–Teller relationship cannot be accurately applied to spectra from heterogeneous flare atmosphere models; detailed analyses of contribution functions and occupational probabilities are crucial. The higher-$n_f$ lines from H$\gamma$ through H16 are much closer to LTE than H$\alpha$. This offers a promising path toward modeling beam-heated chromospheric condensations late into their evolution using simplified approaches (e.g., Kowalski & Allred 2018).

The extreme broadening and large redshifts of H$\alpha$ in our high-flux model are ostensibly consistent with recent IBIS observations (Rubio da Costa et al. 2016) of flat profiles over a narrow spectral range ($\lambda_e \pm 1.5$ Å). A different modeling approach in Druett & Zharkova (2018) reached a similar conclusion from their comparisons to these observations, but a factor of 100 smaller densities produce the Balmer line broadening in their chromospheric condensation models. To our knowledge, the electron/proton densities that broaden the low-$n_f$ Balmer line profiles in our chromospheric condensation models are higher than any previously inferred values from broadening analyses of solar flare hydrogen lines, which are typically in the range of $n_e \approx 2 \times 10^{13}$ cm$^{-3}$ (Suemoto & Hiei 1959; Svenskta 1962, 1963; Svenskta 1965; Svenskta & Fritzová-Svenskova 1967; Fritzová–Svenskova & Svenskta 1967; Machado & Rust 1974; Neidig 1983; Donati-Falchi et al. 1985; Johns-Krull et al. 1997). However, lower electron densities have been inferred as well (Hiei 1982; Neidig & Wiborg 1984; Kowalski et al. 2015a).

The new, pressure-broadened, redshifted hydrogen profiles in RHD models need to be verified against future observations of solar flares. Spectral observations from the ViSP on the DKIST (or the Horizontal Spectrograph on the Dunn Solar Telescope) into the wings of hydrogen lines will readily determine if the large densities, optical depths, and the rapid development and deceleration of chromospheric condensations as predicted by state-of-the-art RADYN flare models are realistic. Notable differences can provide specific guidance for concerted efforts to improve the physics in models of solar and stellar flares. Agreement between the hydrogen spectral observations and models may be crucial in resolving some of the most widely debated issues from sunspot cycle 24. For example, Kennedy et al. (2015) discusses how chromospheric condensations in RADYN models descend (e.g., middle panel of Figure 2) toward the temperature minimum region and may explain the surprisingly low heights of the SDO/HMI and hard X-ray sources that were reported in Martínez Oliveros et al. (2012; but see also the height inferences in the same flare reported in Battaglia & Kontar 2011). Our new RADYN chromospheric condensation models predict very broad, symmetric spectra of H$\alpha$, H$\beta$, and H$\gamma$ that are redshifted by less than 15 km s$^{-1}$ at late times in the atmospheric response. Until high-resolution observations of the wings of the Balmer lines are available, we suggest a closer inspection of the vast amount of IBIS and CRISP data of solar flares from sunspot cycle 24. Many unpublished spectra from IBIS exhibit flat profiles with slopes increasing to the red side (A. Tritschler 2019, private communication; L. Klein 2018, private communication).

All spectral profiles of the Balmer lines from the models in this work are readily available as FITS files through Zenodo. The atmospheric variables and contribution functions are available upon request.
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