Bayesian Sensor Fusion Methods for Dynamic Object Tracking — A Comparative Study

In this paper we study the problem of Bayesian sensor fusion for dynamic object tracking. The prospects of utilizing measurements from several sensors to infer about a system state are manyfold and they range from increased estimate accuracy to more reliable and robust estimates. Sensor measurements may be combined, or fused, at a variety of levels; from the raw data level to a state vector level, or at the decision level. In this paper we mainly focus on the Bayesian fusion at the likelihood and state vector level. We analyze two groups of data fusion methods: centralized independent likelihood fusion, where the sensors report only its measurement to the fusion center, and hierarchical fusion, where each sensor runs its own local estimate which is then communicated to the fusion center along with the corresponding uncertainty. We compare the prospects of utilizing both approaches, and present explicit solutions in the forms of extended information filter, unscented information filter, and particle filter. Furthermore, we also propose a solution for fusion of arbitrary filters and test it on a hierarchical fusion example of two of the aforementioned filters. Hence, the main contributions of this paper are systematic comparative study of Bayesian fusion methods, and a method for hierarchical fusion of arbitrary filters. The fusion methods are tested on a synthetic data generated by multiple Monte Carlo runs for tracking of a dynamic object with several sensors of different accuracies by analyzing the quadratic Rényi entropy and root-mean-square error.
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1 INTRODUCTION

The prospects of utilizing measurements from several sensors to infer about a system state are manyfold. To begin with, the use of multiple sensors results in increased sensor measurement accuracy, and moreover, additional sensors will never reduce the performance of the optimal estimator [1]. However, in order to ensure this performance, special care must be taken when choosing the process model [2]. Furthermore, system reliability increases with additional sensors, since the system itself becomes more resilient to sensor failure [3]. Therefore, by combining data from multiple sensors, and perhaps related information from associated databases, we can achieve im-
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proved accuracies and more specific inferences than using only a single sensor \[4\].

Sensor measurements may be combined, or fused, at a variety of levels; from the raw data level to a state vector level, or at the decision level \[4\]. Raw sensor data can be directly combined if the sensor data are commensurate (i.e., if the sensors are measuring the same physical phenomena), while if the sensor data are noncommensurate, then the sensor data, i.e. sensor information, must be fused at a feature/state vector level or decision level.

Information from multiple sensors can be classified as redundant or complementary \[3\]. Redundant information is provided from multiple sensors (or a single sensor over time) when each sensor perceives the same feature in the environment. On the other hand, complementary information from multiple sensors enables the system to perceive features impossible to perceive by using just a single sensor. But what is in common for both classifications, is that all the sensors are used to somehow infer about a system state. It is important to note that complementary sensors do not have to necessarily provide information about the full system state. Some sensors, like omnidirectional cameras and microphone arrays, measure angle and not the range of the detected objects, while laser range scanners and depth cameras can give measurements in 2D or 3D. Moreover, some sensors can provide measurements at higher rates than others, thus making sensor fusion an even more challenging problem.

One way of approaching the problem of sensor fusion is at the likelihood level. Basically, each sensor measurement is modelled as a Gaussian random variable and the resulting fused distribution is also Gaussian with the new fused mean and covariance. In \[5\], the fused moments are calculated by optimizing a weighted sum of Gaussian random variables so as to minimise the volume of the fused uncertainty ellipsoid. The resulting moments are equal to as if they were obtained by calculating the product of Gaussian distributions. Similar results were obtained in \[6\] where the fused moments are calculated by estimating the moments of a product of Gaussians via maximum likelihood approach. Both of these methods do not take any past measurements into account, and if tracking is needed then a different approach needs to be utilised.

If the system is linear and the system state is modeled as Gaussian, then multisensor fusion can be performed with the decentralized Kalman filter (DKF) proposed in \[7\]. The DKF enables us to fuse not only the measurements, but also the local independent Kalman filters. The inverse covariance form is utilized, thus resulting in additive fusion equations, which can further be elegantly translated to the information filter form as shown in \[8\]. For the case of non-linear systems the extended information filter (EIF) or the unscented information filter (UIF) \[9\] can be utilised. Another approach, proposed in \[10\], is to define for each sensor system, a separate and specific Gaussian probability distribution and to fuse them using covariance intersection method \[11\]. If the underlying distribution characterizing the system is not Gaussian and possibly non-linear, then usually particle filters (PF) are utilized.

In \[12\] a distributed particle filtering algorithm is proposed where each sensor maintains a particle filter and the information is propagated in a sensor network in the form of partial likelihood functions. The last sensor then back-propagates the final importance distribution so that a new set of particles is generated at each sensor using the final distribution. The standard particle filter algorithm was decentralized in \[13\] by communicating and fusing only the most informative subsets of samples. It was applied on mobile robots playing the game of laser tag. In \[14\] a speaker tracking system was implemented by using a camera and a microphone array. Each sensor estimate was modeled as a Gaussian distribution in order to obtain the overall likelihood function. The fusion was performed by a global particle filter which used the sum of the former Gaussians as the proposal distribution and their product as the likelihood function for calculating the weights of particles.

In order to perform fusion between decentralized tracking filters, we have to take into account the common information that the distributions might share. This usually entails a product and a division of particle sets and a solution for consistent fusion was proposed in \[15, 16\]. An overview of decentralized fusion methods and non-Gaussian estimation techniques can be found in \[17, 18\].

In \[19\] we implicitly used centralized independent likelihood fusion via joint probabilistic data association filter in the problem of multi-target tracking with multiple sensors on a mobile robot.

In this paper we study the problem of Bayesian sensor fusion for dynamic object tracking focusing mainly on the Bayesian fusion at the likelihood and state vector level. We analyze two groups of data fusion methods: centralized independent likelihood fusion, where the sensors report only its measurement to the fusion center, and hierarchical fusion, where each sensor runs its own local estimate which is then communicated to the fusion center along with the corresponding uncertainty. Both approaches are compared and explicit solutions are presented in the form of extended information filter, unscented information filter and particle filter. Furthermore, we also propose a solution for fusion of arbitrary filters and test it on a hierarchical fusion example of two of the aforementioned filters. The main contributions of this paper are a systematic comparative study of Bayesian fusion methods, and a method for hierarchical fusion of arbitrary filters. The results are tested on a synthetic data experiment of tracking a dynamic object with several sensors of different accuracies by analyzing the quadratic
Rényi entropy and root-mean-square error.

In Section 2 we start with the mathematical background for Bayesian sensor fusion approaches where we assume that we have a centralized processor in charge of fusion from various sensor modalities. These approaches involve system dynamics modeling and state estimation, where we focus mainly on centralized independent likelihood fusion (each sensor modality reports only its likelihood), and hierarchical fusion (each sensor reports its estimated state and uncertainty). In Sections 3 and 4 we give explicit solutions to the problems in forms of extended information filter, uncentered information filter and particle filter. Furthermore, we propose a solution for arbitrary filter fusion, i.e. how to fuse estimates from a Kalman and a particle filter. Moreover, we also present a solution for the case of asynchronous data arrival. In Section 5 the methods are tested and analyzed with filter entropy and tracking error on a synthetic data experiment involving dynamic object tracking, while Section 6 concludes the paper.

2 MATHEMATICAL BACKGROUND OF BAYESIAN SENSOR FUSION

The most fundamental approaches to sensor fusion were based on modeling each measurement as a Gaussian random variable, where the results were obtained with geometrical redundant fusion method proposed in [5] and by maximum likelihood estimation approach derived in [6]. The result would be a new Gaussian with an updated mean and covariance. However, it is important to note that these approaches do not take into account any past system states and depend completely on the current sensors measurements and their likelihoods.

In the present paper, the goal of sensor fusion is to estimate the system state \( x_k \) at time \( k \) based on all previous control inputs \( u_{1:k} \), and all previous sensor measurements from all the \( m \) available sensors \( z^1_{1:k} \). In other words, from a probabilistic perspective, we need to estimate the posterior distribution \( p(x_k|u_{1:k}, z_1^{1:m}, z_1^{2:m}, \ldots, z_m^{1:m}) \) = \( p(x_k|u_{1:k}, z_1^{1:m}) \). By applying the Bayes theorem, we can reformulate the problem as follows (convenience we drop the condition on \( u_{1:k} \) since in tracking this is usually not known) [18]:

\[
p(x_k|z_1^{1:m}) = \frac{p(x_k|z_1^{1:m}, z_1^{2:m})}{p(z_1^{1:m})} = \frac{p(z_1^{1:m}|x_k, z_1^{1:m}) p(x_k|z_1^{1:m})}{p(z_1^{1:m})}.
\]

Furthermore, we assume that (i) given the state \( x_k \) the measurement at the \( i^\text{th} \) sensor is independent of the measurements obtained from other sensors, and (ii) that the current state \( x_k \) includes all the required information to evaluate the likelihood meaning that we can drop the conditional dependency of the current measurement of the \( i^\text{th} \) sensor \( z^i_k \) on all the previous measurements of all the sensors \( z^1_{1:k-1} \):

\[
p(z^i_k|x_k, z_1^{1:m}) = \prod_{i=1}^{m} p(z^i_k|x_k, z_1^{1:m}) = \prod_{i=1}^{m} p(z^i_k|x_k).
\]

At this point, we can proceed further in three different directions: (i) centralized independent likelihood fusion, (ii) hierarchical fusion without feedback, and (iii) hierarchical fusion with feedback. If each sensor reports only its measurement modeled in a probabilistic manner, i.e. likelihood or the sensor model, then this leads us to the first solution, in which we have a global estimate of the system state updated by fusing only the likelihoods communicated from each sensor:

\[
p(x_k|z_1^{1:m}) = p(x_k|z_1^{1:m}) \prod_{i=1}^{m} p(z^i_k|x_k),
\]

where \( p(z^i_k|z_1^{1:m}) \) is omitted since it only accounts for the normalization of the calculated posterior. This is an example of centralized independent likelihood fusion.

Now, the second solution amounts to each sensor modality estimating its own local system state based only on its local observations. These local posterior estimates are then fused on a global level. Since all sensors operate without having any knowledge of other sensor measurements, at each sensor \( i \) we have \( p(x_k|z_1^{i:m}) \) as the local posterior. By inspecting (3) we can see that we need to ‘extract’ the likelihood \( p(z^i_k|x_k) \) from the local posterior. By using a similar procedure as in (1) we can derive the expression for the needed likelihood:

\[
p(z^i_k|x_k) \propto \frac{p(x_k|z_1^{1:m})}{p(x_k|z_1^{i:m-1})}.
\]

This leads us to the following expression:

\[
p(x_k|z_1^{i:m}) \propto p(x_k|z_1^{i:m-1}) \prod_{i=1}^{m} p(x_k|z_1^{i:m}).
\]

This is an example of hierarchical fusion without feedback which suggests that if we want to fuse a global prediction based on all the sensors \( p(x_k|z_1^{1:m-1}) \) with local independent sensor posterior \( p(x_k|z_1^{i:m}) \), we need to first remove the local prediction \( p(x_k|z_1^{i:m-1}) \), i.e. the local prior knowledge, by a division. This is logical since we have already all the prior knowledge in the global prediction \( p(x_k|z_1^{1:m-1}) \) and are only interested in acquiring new knowledge arising from new measurements. If the local predictions \( p(x_k|z_1^{i:m}) \) shared common or very similar prior information and were not removed during the fusion,
each of them would implicitly through \( p(x_k | z^m_{1:k}) \) count with each multiplication, thus resulting in a posterior being too confident, or swayed, by all the multiply-counted prior information.

For the third solution we have the global prediction based on all the measurements communicated back to each sensor \( i \) to serve as a new local prior which will then be updated only with the local measurement \( z^m_i \). Therefore, at each sensor \( i \) we have \( p(x_k | z^m_{1:k-1}, z^m_i) \) as the local posterior from which we will need to ‘extract’ the likelihood \( p(z^m_i | x_k) \). Again, by following a similar procedure as in (1) we calculate the needed expression for the likelihood:

\[
p(z^m_i | x_k) \propto \frac{p(x_k | z^m_{1:k-1})}{p(x_k | z^m_{1:k-1}, z^m_i)},
\]

which leads us to the following equation for the hierarchical fusion with feedback:

\[
p(x_k | z^m_{1:k}) \propto p(x_k | z^m_{1:k-1}) \prod_{i=1}^{m} \frac{p(x_k | z^m_{1:k-1}, z^m_i)}{p(x_k | z^m_{1:k-1}, z^m_i)}. \tag{7}
\]

Each approach has its benefits. The centralized independent likelihood fusion is quite elegant since we only need to communicate the likelihoods to the fusion center, thus requiring only that each likelihood represents each sensor measurements faithfully. The hierarchical approach without feedback requires each sensor to run its own local estimate independent of other sensors, while the hierarchical fusion with feedback takes one step further and communicates the global fused posterior back to each sensor to serve as the next prior in the local estimation process. In this way each sensor benefits by having the same global prior, even in situations when the sensor itself has no measurements. This approach is closely related to decentralized systems where we could have several independent agents exchanging estimations in an unstructured or arbitrary network, but without central fusion processor. Although decentralization has many advantages [7, 8], it requires dealing with delayed and asequeent observations, and filtering of previously exchanged common information which is a much broader topic and out of the scope of this paper. In this paper we shall concentrate on the centralized independent likelihood fusion and the hierarchical fusion without feedback, since we want to explore the effects of fusion of sensor modalities which share no common information.

### 2.1 Mathematical model of the tracked object

Let matrices \( A_k, B_k \) and \( G_k \) define the propagation of the systems state, \( H_k \) be the observation matrix, \( z_k \) be the sensor measurement, and \( x_k \) be the states associated with the system, then the state transition and observation equations can be written as:

\[
x_k = A_k x_{k-1} + B_k u_k + G_k v_k, \tag{8}
\]

\[
z_k = H_k x_k + n_k, \tag{9}
\]

where \( v_k \) and \( n_k \) describe uncertainty in the evolution of the system state and uncertainty in the measurement, respectively. Naturally, both of them are assumed to be normal, zero-mean and white. The associated local process noise and measurement noise covariance matrices are denoted as \( Q_k \) and \( R_k \).

In the present paper we use a fairly general piecewise constant white acceleration model in order to describe the system behavior [20]. The system state is defined as a vector \( x_k = [x_k, \dot{x}_k, y_k, \dot{y}_k] \), where \( x_k, y_k \) are the Cartesian coordinates, while \( \dot{x}_k \) and \( \dot{y}_k \) represent their respective velocities in the \( x, y \)-plane. The model itself is given by:

\[
x_k = A x_{k-1} + G v_k = \begin{bmatrix} 1 & \Delta T & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & \Delta T \\ 0 & 0 & 0 & 1 \end{bmatrix} x_{k-1} + \begin{bmatrix} \Delta T^2/2 \\ \Delta T \\ 0 \\ \Delta T \end{bmatrix} v_k, \tag{10}
\]

where \( \Delta T \) is the sampling period.

For the measurement model, we assume that the sensors measure both range and bearing, thus yielding a non-linear measurement equation:

\[
z_k = h(x_k) + n_k = \sqrt{\frac{x_k^2 + y_k^2}{\arctan \left( \frac{y_k}{x_k} \right)}} + n_k. \tag{11}
\]

### 3 CENTRALIZED SENSOR FUSION

#### 3.1 Centralized extended information filter

With transition and observation equations defined with (10) and (11), respectively, for the Kalman filter the a priori predicted values of the system state and covariance are calculated as follows:

\[
\hat{x}_{k|k-1} = A_k \hat{x}_{k-1|k-1} + B_k u_k, \tag{12}
\]

\[
\text{P}_{k|k-1} = A_k \text{P}_{k-1|k-1} A_k^T + G_k Q_k G_k^T. \tag{13}
\]

Instead of continuing with the Kalman filter update equations, we shall now revert to its equivalent information filter form, whose advantages in sensor fusion will become apparent soon.
The information matrix $Y_{k|k}$ and the information vector $\hat{y}_{k|k}$ are defined as follows:

$$
Y_{k|k} = P_{k|k}^{-1}, \quad \hat{y}_{k|k} = P_{k|k}^{-1}\tilde{x}_{k|k}.
$$ (14)

If we define the information associated with the observation taken at time $k$ as:

$$
i_k = H_k^T R_k^{-1} (\nu_k + H_k \hat{x}_{k|k-1}), \quad I_k = H_k^T R_k^{-1} H_k,
$$ (15)

where $\nu_k = z_k - h(\hat{x}_{k|k-1})$ is the innovation vector, we can write the update stage of the information filter as:

$$\hat{y}_{k|k} = \hat{y}_{k|k-1} + i_k, \quad Y_{k|k} = Y_{k|k-1} + I_k.
$$ (16), (17)

From (16) and (17) we can see that the update stage of the information filter is additive. In fact, this very property of the information filter is the main reason for its utility in multisensor fusion.

If we have $N$ sensors, then for each sensor $i$ we can define an observation equation:

$$
z_i^k = H_i^k x_k + n_i^k, \quad i = 1, \ldots, N.
$$ (18)

Since the measurement model can be linearised about the predicted state vector, the Jacobian matrix may be introduced:

$$H_i^k = \frac{\partial h^i(x)}{\partial x}|_{x = \hat{x}_{k|k-1}}.
$$ (19)

For the measurement model (11) the Jacobian takes the following form:

$$\frac{\partial h(x)}{\partial x} = \begin{bmatrix}
x & 0 & -\sqrt{x^2 + y^2} \\
\sqrt{x^2 + y^2} & 0 & \sqrt{x^2 - y^2} \\
-x^2 + y^2 & 0 & x^2 + y^2 \\
-x^2 - y^2 & 0 & x^2 - y^2
\end{bmatrix}.
$$ (20)

In the standard Kalman filter notation, contributions from multiple sensors cannot be additively combined, since, although the sensor measurements given the system state are themselves independent, the innovations are correlated through common information from the prediction stage in (12). However, in the information form, the terms $i_k^i$ from each sensor are uncorrelated, thus resulting with additive update stage with contributions from each sensor [7, 8]:

$$\hat{y}_{k|k} = \hat{y}_{k|k-1} + \sum_{i=1}^{N} i_k^i, \quad Y_{k|k} = Y_{k|k-1} + \sum_{i=1}^{N} I_k^i.
$$ (21), (22)

where now $\hat{y}_{k|k}$ and $Y_{k|k}$ represent the central fused information vector and information matrix. The central fused estimate of the system state may be found via $\hat{x}_{k|k} = \frac{1}{\alpha} \hat{y}_{k|k}$.

By inspecting (21) and (15), we can see that during fusion each sensor measurement is weighted by its corresponding variance. In essence, this approach is similar to the product of Gaussians, except that it does take past values into account through $\hat{y}_{k|i-1}$, which we can see from (14) that it is just the predicted global system state weighted by the corresponding global predicted variance.

The previous approach to sensor fusion was derived in [7] following the work in [21], and was termed decentralized Kalman filter (DKF). The main idea was to offer a flexible method for decomposing the linear Kalman filter into autonomous local processors associated with each sensor modality. However, so far we have presented only the means for fusing multiple sensor measurements. If we want to fuse estimates form several running filters each adjoined to a sensor (for which the DKF was initially derived for), then we have to further extend the fusion approach.

### 3.2 Centralized unscented information filter

In this section the unscented version [22, 23] of the information filter is utilized for centralized sensor fusion. Unlike EIF which approximates the non-linear function by a Taylor series expansions, the UIF deterministically generates sigma points and uses them to estimate the mean and the covariance. Therefore, for an $n$ dimensional system we need to generate $2n + 1$ sigma points $\mathbf{X}_{j,k-1}$ by:

$$X_{0,k-1|k-1} = x_{k-1|k-1},
X_{j,k-1|k-1} = \hat{x}_{k-1|k-1} + \left(\sqrt{\lambda + n}\right)P_{k-1|k-1}^{1/2}n_j,
X_{j,k-1|k-1} = \hat{x}_{k-1|k-1} - \left(\sqrt{\lambda + n}\right)P_{k-1|k-1}^{1/2}n_j,
$$ (23)

where $\lambda = \alpha^2(n + \kappa) - n$ is a scaling parameter with $0 \leq \alpha \leq 1$ and $\kappa$ usually chosen by the heuristic $n + \kappa = 3$, and $\left(\sqrt{\lambda + n}\right)P_{k-1|k-1}^{1/2}$, is the $j$th column of the square root matrix of the multiplied covariance matrix.

The corresponding weights for recovering the mean and the covariance are calculated as follows:

$$u_0^{(0)} = \lambda/(\lambda + n)
$$
$$u_j^{(0)} = 1/[2(\lambda + n)]
$$
$$u_0^{(\alpha)} = \lambda/(\lambda + n) + (1 - \alpha^2 + \beta)
$$
$$u_j^{(\alpha)} = 1/[2(\lambda + n)],
$$ (24)

where the parameter $\beta$ is for encoding additional higher order effects. If the underlying distribution is a Gaussian, then $\beta = 2$ is the optimal choice.
The information prediction equations are:
\[
\dot{y}_{k|k-1} = Y_{k|k-1} \sum_{j=0}^{2n} u_j^{(m)} X_{j,k|k-1},
\]
(25)
\[
Y_{k|k-1} = P_{k|k-1}^{-1},
\]
(26)
where \(X_{j,k|k-1}\) are predicted sigma points calculated by the process model (10), and the predicted covariance matrix is computed by:
\[
P_{k|k-1} = \sum_{j=0}^{2n} u_j^{(c)} \left[ X_{j,k|k-1} - \hat{x}_{k|k-1} \right] \cdot \left[ X_{j,k|k-1} - \hat{x}_{k|k-1} \right]^T + GQ_k G_k^T.
\]
(27)
In order to present the UIF update equations, let us first define a pseudo measurement matrix \(H_k\) as [9]:
\[
H_k = P_{k|k-1}^{-1} P^{X,Z}_{k|k-1},
\]
(28)
where the cross-covariance matrix is calculated by:
\[
P^{X,Z}_{k|k-1} = \sum_{j=0}^{2n} u_j^{(c)} \left[ X_{j,k|k-1} - \hat{x}_{k|k-1} \right] \cdot \left[ Z_{j,k|k-1} - \hat{z}_{k|k-1} \right]^T,
\]
(29)
where \(Z_{j,k|k-1} = h(X_{j,k|k-1})\) are observation sigma points, and the predicted measurement vector is obtained by \(\hat{z}_{k|k-1} = \sum_{j=0}^{2n} u_j^{(m)} Z_{j,k|k-1}\). Then, in terms of pseudo-measurement matrix, information contribution for sensor \(i\) can be expressed as \(^1\):
\[
\hat{q}_{i,k} = H_{i,k}^T R_{i,k}^{-1} \left[ \hat{z}_{k|k-1} - \hat{z}_{k|k-1} + H_{i,k} \hat{\epsilon}_{k|k-1} \right],
\]
(30)
\[
I_{i,k} = H_{i,k}^T R_{i,k}^{-1} H_{i,k},
\]
(31)
Now, the measurements are fused just as in the case of EIF, through (21) and (22).

3.3 Centralized particle filter

In the previous sections we have focused mainly on filters which assume unimodal (Gaussian) distribution over the system state. In many applications this assumption may not be adequate and more versatile representations may be needed. In this section we present methods for sensor fusion via particle filters which due to their specific representation of density need additional tools to calculate the update equations.

Let \(\{x^p, w^p\}_{p=1}^P\) denote a random measure that characterises the posterior pdf \(p(x)\), where \(\{x^p, p = 1, \ldots, P\}\) is a set of particles with associated weights \(\{w^p, p = 1, \ldots, P\}\). The weights are normalised so that \(\sum p w^p = 1\). Then, the posterior density can be approximated as [24, 25]:
\[
p(x_k) \approx \sum_{p=1}^P w^p_k \delta(x_k - x^p_k),
\]
(32)
where \(P\) is the number of particles and \(\delta(\cdot)\) is the Dirac delta measure. The expectation of some function \(f(x)\) integrable with respect to the pdf \(p(x)\) is:
\[
E[f(x)] = \int f(x)p(x) \, dx,
\]
(33)
and the approximation of the integral with particles is:
\[
E[f(x)] \approx \frac{1}{P} \sum_{p=1}^P f(x^p),
\]
(34)
where \(x^p \sim p(x)\) and the expectation converges to the true values as \(P \to \infty\). Often, it is hard to sample from the true distribution, hence importance sampling is used. The main idea is to sample from a proposal distribution \(q(x)\) which encompassed the support space of \(p(x)\), and then we can rewrite (33) as:
\[
E[f(x)] = \int f(x) \frac{p(x)}{q(x)} q(x) \, dx = \int f(x) w(x) q(x) \, dx,
\]
(35)
where the importance weights \(w(x)\) is given as \(w(x) = p(x)/q(x)\). An estimate of the expectation is then given by:
\[
E[f(x)] \approx \frac{1}{P} \sum_{p=1}^P f(x^p)w(x^p).
\]
(36)
In the centralized solution all the sensor modalities report only their measurements (likelihoods), which corresponds to estimating the posterior via (3). After similar derivation to the one in [24] we obtain the expression for weights calculation:
\[
w(x^p_k) \propto w(x^p_{k-1}) \frac{p(x^p_k|x^p_{k-1})}{q(x^p_k|x^p_{k-1}, z^p_{k-1:m})} \prod_{i=1}^m p(z^p_i | x^p_k)
\]
(37)
If we choose the prior as the proposal density, \(q(x^p_k|x^p_{k-1}, z^p_{k-1:m}) = p(x^p_k|x^p_{k-1})\), then weights are calculated from the following expression:
\[
w(x^p_k) \propto w(x^p_{k-1}) \prod_{i=1}^m p(z^p_i | x^p_k),
\]
(38)
where the sensor likelihood is defined by:

\[
p(z_k^i | x_k) = \frac{1}{2\pi\sqrt{|R_{i,k}|}} \exp \left\{ -\frac{1}{2} \left[ z_i^i - h^i(x_k) \right]^T R_{i,k}^{-1} \left[ z_i^i - h^i(x_k) \right] \right\}.
\]

(39)

Once the weights are calculated we can estimate the state as follows:

\[
\hat{x}_{k|k} = E[x_k|z_k] \approx \frac{1}{P} \sum_{p=1}^{P} w(x_k^p)x_k^p.
\]

(40)

The resampling of the particles is done at each iteration via the sequential importance resampling (SIR) algorithm [24]. At this point, also sample size adaption could be performed [26]. Concerning the prediction stage of the filter, we use the model (10) to predict the state of each particle.

4 HIERARCHICAL SENSOR FUSION

4.1 Hierarchical fusion of information filters

In this example each sensor runs its own local instance of the EIF; prediction through (12) and (13), and update through (16) and (17). Furthermore, all sensor modalities utilise the same process model (10). The central processor, on the other hand, also runs its own instance of EIF; prediction through (12) and (13) with the same process model (10) as the sensors utilise, but the global update, i.e. fusion, should be performed in the following manner [8]:

\[
\hat{y}_{k|k} = \hat{y}_{k|k-1} + \sum_{i=1}^{N} \left[ \hat{y}_{i,k|k} - \hat{y}_{i,k|k-1} \right],
\]

(41)

\[
Y_{k|k} = Y_{k|k-1} + \sum_{i=1}^{N} \left[ Y_{i,k|k} - Y_{i,k|k-1} \right].
\]

(42)

We can see that the sensor modalities only have to communicate the difference between the updated, \(\hat{y}_{i,k|k}\), and the predicted, \(\hat{y}_{i,k|k-1}\), information vector. The same applies for the update of the information matrix. This ensures that only the new information is used for fusion.

Hierarchical sensor fusion with UIF is performed in a similar manner as with EIF. Both sensor modalities run their own local, independent, and autonomous EIF and report their estimates to the central fusion processor. The central processor runs a global UIF, and performs the global update, i.e. fusion, through (41) and (42).

4.2 Hierarchical sensor fusion with particle filtering

In this hierarchical solution with particle filters each sensor modality runs its own local independent particle filter, which needs to be fused with the global particle filter. This corresponds to estimating the posterior via (5). Therefore, the importance weights are given by:

\[
w(x_k^p) \propto \frac{p(x_k^p|p(z_k^i|z_k^i))}{q(x_k^p|z_k^i, z_k^1, m)} \prod_{i=1}^{m} \frac{p(x_k|z_k^i)}{p(x_k|z_k^1)}.
\]

(43)

If we again choose the global prior as the proposal density, \(q(x_k^p|x_k^p, z_k^1, m) = p(x_k^p|x_k^p)\), then weights are calculated from the following expression:

\[
w(x_k^p) \propto w(x_k^p) \prod_{i=1}^{m} \frac{p(x_k|z_k^i)}{p(x_k|z_k^1)}.
\]

(44)

By inspecting (44) we can see that we need to explicitly calculate functions \(p(x_k|z_k^1)\) and \(p(x_k|z_k^1, m)\), but we only have particles estimating the mentioned densities. If all the \(P\) weights from all the \(m\) distributions were on the same support space, then explicit multiplication and division of weights would be possible. But since most weights are assigned to an infinitesimally small point mass, direct multiplication and division is not applicable. To solve this problem we need a way to estimate the density function from a particle set. One such method is the Parzen window method [27] which involves placing a kernel function on top of each sample and then evaluating the density as a sum of the kernels. We continue this approach as proposed in [17, 28], and convert each sample to a kernel:

\[
K_{h}(x_k) = h^n K(x_k),
\]

(45)

where \(K(\cdot)\) is the particle set covariance, and \(h > 0\) is the scaling parameter. For the kernel, we choose:

\[
h = \left( \frac{4}{n + 2} \right)^{P} e^{-c},
\]

(46)

where \(c = \frac{1}{1+P}\), and \(P\) is the number of particles. At this point, the estimated density function is described as a sum of Gaussian kernels:

\[
p(x_k | z_k^1) = \sum_{p=1}^{P} N(x_k; x_k^p, 2K_h(x_k | z_k^1)).
\]

(47)

In [15, 16] the authors propose how to utilize this function estimation for particle set multiplication and division.

4.3 Hierarchical fusion of arbitrary filters

In the previous sections we have addressed centralized and hierarchical fusion of EIFs, UIFs, and PFs. But what if we need to fuse a combination of these filters? For an example, an EIF and a PF? In this section we propose a solution to such a problem.
To answer the question, we first need to choose the global filter which will actually keep the global track and fuse the local filters. In most cases we will utilize the filter which has better or higher modeling capabilities. For an example, UIF is known to handle better high non-linearities than the EIF. Thus if fusing an UIF and an EIF, we might choose a UIF for the global filter. Furthermore, if one of the filters is a PF, then we might choose also a PF for the global filter, since it is capable of handling both non-linearities and multimodal distributions. This reasoning stems from the fact that if we are using a more versatile filter for local estimation, there must have been a good reason for such a choice, and the global filter should be equally versatile. However, this might not always be the case and there may be situations in which a less versatile and computationally less complex filter could be applied for fusion. Therefore, in this section we shall analyze both of the aforementioned situations, i.e. fusion of a local EIF and PF with a hierarchical EIF, and the fusion of local EIF and PF with a hierarchical PF.

For the case of fusion with the hierarchical EIF we have equations defined in Section 4.1, from which we can see that in order to calculate the weights of the hierarchical case? we will need to resort to the kernel density estimation calculation of the weights \( w(x^p_k) \) of the global PF which relies on the expressions derived for hierarchical sensor fusion (5) and on the calculation of the hierarchical particle filter weights (44).\(^2\)

\[
w(x^p_k) \propto w(x^q_{k-1}) \cdot \frac{\sum_{p=1}^{P} \mathcal{N}(x^p_k; x^p_{k-1}, 2K_h(x_k|x^q_{k-1}))}{\sum_{p=1}^{P} \mathcal{N}(x^p_k; \hat{x}_{k-1}, K_h(x_k|x^q_{k-1}))} \cdot \mathcal{N}(x_k^p; \hat{x}_k^{q|k}, P_k^{q|k}).
\]

\[(50)\]

### 4.4 Asynchronous fusion

In the analysis thus far, we have assumed that all the measurements/estimates arrive synchronously to the fusion center. In most real world applications this might not be the case. So, the question is, how should the fusion be calculated if the measurements/estimates arrive asynchronously? Is there a difference for the centralized and hierarchical case?

Let us assume at this point that all the sensors send their measurements/estimates in fixed, but different time intervals. For an example, if we have three sensors, two might report each 25 ms, while the third might report each 60 ms. In such a case, only the fusion center has to change in order to accommodate asynchronous arrivals, since from a local sensor’s point of view, nothing has actually changed.

By inspecting (3) and (5), we see that for the sheer aspect of fusion itself, we only need to change \( m \), the number of sensors that we are fusing at a certain point. But there is also one more very subtle change that needs to be addressed. When we use (10) for state prediction we assume that the object undergoes a constant acceleration during a given sampling period, which makes it inappropriate for asynchronous fusion where the prediction and update occurs in practically arbitrary time intervals [20]. This, in effect, changes the way we must calculate the prediction of the state, and the solution is to switch to discretized continuous white noise acceleration model.

Basically, the state prediction equation remains the same, only the process noise covariance matrix needs to

\(^2\)Note that the particular particle in the hierarchical PF is now denoted with \( q \) instead of \( p \) in order to leave the \( p \) to denote the particles in the local PF
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be evaluated differently [20]:

\[ Q_k = E[v_kv_k^T] = \hat{q} \int_0^{\Delta T} \begin{bmatrix} \Delta T - \tau & 0 \\ 0 & \Delta T - \tau \end{bmatrix} d\tau \]

\[ = \frac{1}{2} \Delta T^3 \begin{bmatrix} \frac{1}{2} \Delta T^2 & 0 \\ 0 & \frac{1}{2} \Delta T^2 \end{bmatrix} \]

where \( \hat{q} \) is the continuous-time process noise intensity assumed to be a constant. Recommendations on how to choose \( \hat{q} \) can be found in [20]. This implicitly means that \( G_k^{-1} Q_k G_k^T \rightarrow Q_k \) in (13).

The result above suggests that regardless of the type of fusion, centralized or hierarchical, we only need to correctly calculate the process noise covariance if the measurements/estimates arrive in asynchronous, but locally fixed, time intervals.

5 EVALUATION

In this section we test the sensor fusion methods on the problem of object tracking with multiple sensors. For the purpose of simulating a moving object we used a nearly coordinated turn rate model with large process noise [20] (see APPENDIX A). This model differs intentionally from the model used in prediction which is defined in Section 2.1 since it is possible that true dynamics of the object are unknown (consider the problem of people tracking). The tracked object is observed at all time by two sensors, one being more precise than the other. The measurements of the first and the second sensor are both corrupted with white Gaussian noise. Figure 1 shows an example of the simulated trajectory and the measurements of the sensors. For the purpose of more extensive analysis we have performed 50 Monte Carlo runs, each of which consisted of randomly generated trajectories like the one presented in Fig. 1. Hereafter, we assume that only one object is being tracked and that all the sensor measurements arrive synchronously. For monitoring tracker performance we utilize entropy and root-mean-square-error (RMSE).

5.1 Entropy and RMSE

We utilize entropy \( H(x_t) \) as a measure of the tracker performance. Entropy is a very useful measure of informativeness, and therefore we use it to track ‘confidence’ of the tracker in its estimates. This way we can analyze how sensor fusion affects the tracker’s informativeness. Ideally, by including more sensors, even the less precise ones, we should experience an increase in informativeness, i.e. a decrease in entropy.

A measure of entropy can take many analytical forms. Shannon entropy can be difficult to analytically work with, e.g. Shannon entropy of a mixture of distributions cannot be expressed in closed-form, and therefore we chose to work with Rényi entropy which usually offers a more suitable framework for analytical calculations [29]. The Rényi quadratic entropy of a random variable \( x_t \) with a Gaussian distribution is given by

\[ H_2(x_t) = \frac{n}{2} \log 4\pi + \frac{1}{2} \log |P_t|, \]

where \( n \) is the state dimension and the entropy is proportional to the logarithm of the determinant of the covariance \( P_t \).

Entropy calculation of continuous random variables is based on the probability density functions of these variables. In order to calculate entropy of a particle filter, which rather represents the density and not the function, we need a non-parametric method to estimate the pdf. As in Section 4.2 we will utilize the Parzen window method [27] which estimates the density as a sum of Gaussian kernels for which an analytical solution for the quadratic Rényi entropy exists [30]:

\[ H_2(x_t) = - \log \frac{1}{P^2} \sum_{i=1}^{P} \sum_{j=1}^{P} \mathcal{N}(x_t^i - x_t^j; 0, 2K_k(x_t)). \]
Table 1. Evaluation results of the sensor fusion for 50 Monte Carlo runs (number of particles was 250)

|                | EIF       | UIF       | PF       |
|----------------|-----------|-----------|----------|
| Centralized    | 0.11 (0.17) | 0.08 (0.17) | 0.08 (0.34) |
| Sensor 1       | 0.19 (0.24) | 0.13 (0.32) | 0.18 (0.45) |
| Sensor 2       | 0.12 (0.18) | 0.13 (0.34) | 0.08 (0.26) |
| Hierarchical   | 0.11 (0.17) | 0.13 (0.34) | 0.09 (0.31) |
| Arbitrary      | local EIF | local PF  | fused EIF |
|                | 0.06 (0.20) | 0.25 (0.47) | 0.07 (0.34) |
|                | local EIF | local PF  | fused PF  |
|                | 0.06 (0.20) | 0.25 (0.47) | 0.29 (0.60) |

Table 2. Evaluation results of the sensor fusion for the given synthetic data example (number of particles was 1000)

|                | EIF       | UIF       | PF       |
|----------------|-----------|-----------|----------|
| Centralized    | 0.69 (1.59) | 0.46 (0.85) | 0.10 (0.59) |
| Sensor 1       | 1.10 (2.13) | 0.23 (0.70) | 0.25 (0.98) |
| Sensor 2       | 0.77 (1.72) | 0.22 (0.68) | 0.10 (0.66) |
| Hierarchical   | 0.70 (1.61) | 0.22 (0.69) | 0.13 (0.54) |
| Arbitrary      | local EIF | local PF  | fused EIF |
|                | 0.10 (0.66) | 0.11 (0.66) | 0.09 (0.59) |
|                | local EIF | local PF  | fused PF  |
|                | 0.10 (0.66) | 0.11 (0.66) | 0.11 (0.60) |

The RMSE is calculated both for the position and velocity as follows

\[
e_{pos} = \sqrt{\frac{1}{T} \sum_{k=1}^{T} (\hat{x}_t - x_t)^2 + (\hat{y}_t - y_t)^2}
\]

\[
e_{vel} = \sqrt{\frac{1}{T} \sum_{k=1}^{T} (\hat{\dot{x}}_t - \dot{x}_t)^2 + (\hat{\dot{y}}_t - \dot{y}_t)^2}
\]

where \(T\) is the simulation length, \((\hat{x}_t, \hat{y}_t)\) are estimated coordinates and \((x_t, y_t)\) are true coordinates at time index \(k\), while \((\hat{\dot{x}}_t, \hat{\dot{y}}_t)\) are the estimated velocities and \((\dot{x}_t, \dot{y}_t)\) are true velocities at time index \(k\).

5.2 Comparative analysis

In this section we will present the entropy and the RMSE for the cases of centralized, hierarchical fusion and for the examples of fusing an EIF and a PF through a global EIF and PF. Table 1 shows the the obtained position and velocity RMSE results of 50 Monte Carlo runs, where the the top and bottom performing 10% were removed and the mean was taken from the rest of the results. Table 2 shows the obtained position and velocity RMSE for the given example of the simulated trajectory. In centralized fusion all the measurements from the sensors were communicated to the fusion node which in turn ran an estimator and fused the measurements via (21) and (22), (30) and (31), and (38) for the cases of EIF, UIF, and PF, respectively. In the case of hierarchical fusion each sensor ran its own local estimator, which communicated its estimate to the fusion node, which then via (41) and (42), and (44) fused the local estimates. Figs. 2, 3 and 4 show the given example entropy of sensor 1, sensor 2, and the fused EIF, UIF and PF, respectively. For all the examples of hierarchical fusion we can notice a pattern in which the fused estimator had similar RMSE as the more precise sensor, but smaller entropy than any of local sensor estimators indicating a reduction in uncertainty as can be seen in Figs. 2, 3, and 4. This result showed that although we fused a very precise sensor with a less precise one, the resulting estimator did in fact have a benefit in form of a reduced uncertainty.

Another parameter that has been analyzed is the execution time \(^3\) of each of the fusion algorithms by averaging the time of each of the 50 Monte Carlo runs. Consider-

\(^3\)The experiments were conducted on a laptop computer with an Intel Core i7 CPU@1.60GhZ, Matlab 2010a and Ubuntu 12.04 operating system
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Fig. 3. Entropy of the UIF with the first sensor, with the second sensor, and the entropy of the fused hierarchical UIF for the given synthetic example

Fig. 4. Entropy of the PF with the first sensor, with the second sensor, and the entropy of the fused hierarchical PF for the given synthetic example

(41) and (42) needed to be calculated. The reason behind the complexity of the PF fusion step is that both the predicted pdf and the posterior pdf need to be first estimated by means of kernel density estimation, thus resulting in a fusion process where the weights of the particles of the fusion filter need to be evaluated on both of the density estimate mixtures. Considering arbitrary filter fusion, for the cases when the global filter was EIF and PF the execution times were 0.38 ms and 240.28 ms, respectively.

6 CONCLUSION

In this paper we have presented Bayesian methods for sensor fusion which were divided in two groups based on the information that each sensor modality reported: a centralized independent likelihood fusion where each sensor only reported its measurement, and hierarchical fusion where each sensor ran its filter and reported its own estimate along with the uncertainty. The solution for sensor fusion in the former case was an elegant multiplication of local sensor likelihoods and the central (global) prior, while the solution for the latter case was a bit more involved and required a division of the local posterior and prior in order to extract only the new information which was then multiplied with the central (global) prior. The aforementioned approaches were given concrete expressions in the form of the EIF, UIF, and PF. The experiments were conducted on synthetic data generated from multiple Monte Carlo runs modeling a situation of dynamic object tracking with several sensor modalities.

The benefits and the importance of proper sensor fusion was demonstrated by depicting entropy of the trackers. We have shown that the fused estimates have lower entropy than the most precise sensor, even when being fused with a more imprecise sensors. Furthermore, we also discussed the problem of arbitrary sensor fusion, i.e. situations in which one sensor tracks the object with one type of a filter, e.g. a EIF, while the other tracks the object with a PF. We proposed a solution and demonstrated the approach by fusing local EIF and PF with a global PF and a global EIF. All the previous results were based on the assumption that the measurements/estimates arrive synchronously to the fusion center. Furthermore, we also discussed a solution with necessary modifications in the case of asynchronous fusion, which mostly pertained to the correct system prediction, i.e. calculation of the process noise covariance matrix.

APPENDIX A

The dynamics of the simulated moving object were governed by the nearly coordinated turn model given by...
the following expression [20]:

\[
x_k = A x_{k-1} + G w_k
\]

\[
= \begin{bmatrix}
1 & \frac{\sin \omega \Delta T}{\omega} & 0 & -\frac{1-\cos \omega \Delta T}{\omega} & 0 \\
0 & \cos \omega \Delta T & 0 & -\sin \omega \Delta T & 0 \\
0 & \frac{1-\cos \omega \Delta T}{\omega} & 1 & \sin \omega \Delta T & 0 \\
0 & \sin \omega \Delta T & 0 & \cos \omega \Delta T & 1
\end{bmatrix}
\begin{bmatrix}
x_{k-1} \\
\Delta T^2 \\
\Delta T \\
\end{bmatrix}
+ \begin{bmatrix}
\frac{\Delta T^2}{2} \\
0 \\
0 \\
\Delta T \\
\end{bmatrix} v_k,
\]

(55)

where the state vector from the Section 2.1 was augmented with the turn rate \( \omega = 0.5 \text{ rad/s} \), and the process noise was simulated with \( v_k \sim \mathcal{N}_3(0, 0.5) \). This solution is presented here for completeness only, and was not used in the simulations.
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