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Abstract—Recent advances in wireless radio frequency (RF) energy harvesting allows sensor nodes to increase their lifespan by remotely charging their batteries. The amount of energy harvested by the nodes varies depending on their ambient environment, and proximity to the source. The lifespan of the sensor network depends on the minimum amount of energy a node can harvest in the network. It is thus important to learn the least amount of energy harvested by nodes so that the source can transmit on a frequency band that maximizes this amount. We model this learning problem as a novel stochastic Maximin Multi-Armed Bandits (Maximin MAB) problem and propose an Upper Confidence Bound (UCB) based algorithm named Maximin UCB. Maximin MAB is a generalization of standard MAB and enjoys the same performance guarantee as that of the UCB1 algorithm. Experimental results validate the performance guarantees of our algorithm.
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I. INTRODUCTION

The recent advances of RF-energy harvesting (RFEH) networks have emerged as a feasible option for next-generation wireless communication networks. Wireless systems can increase their lifespan and environmentally friendly by extracting RF energy from natural ecosystems or by dedicated energy sources. In this work, we focus on RFHN, where a dedicated source transmits energy that Wireless Sensors Nodes (WSN) can harvest to charge their batteries. This setup arises in many IoT systems where battery-powered sensors are deployed in remote environments, and an energy source can keep them active through wireless charging from a point where uninterrupted power supply is available.

Energy harvested at WSN depends on the circuits used, their performance, processing capabilities, and these may vary depending on the ambient conditions in which the sensors operate. Also, the amount of energy harvested depends on the frequency bands. The source can send energy on the entire band or divide it into sub-bands and concentrate all power on one of the sub-bands, which can improve the RF potential of the bands [1], [2]. The energy source has to decide then on which frequency sub-band to transmit energy so that the amount of energy harvested by the WSN is maximized. However, the amount of energy harvested on each of the sub-bands could be unknown and has to be first learned by the source. Henceforth, we refer the frequency sub-bands as channels.

In sensors networks, all the nodes must be kept alive so that all of them can transmit information. However, the nodes may be at different locations, and the amount of energy harvested may be different. Then the source has to be ‘fair’ in selecting a channel for energy transmission so that all the nodes can harvest energy. While one can look at many fairness criteria, one possibility is that the source transmits on the maximin optimal channel where the smallest energy harvested by a node is maximized, i.e., the source selects a channel based on maximin framework. Following this criterion, the source can ensure that all the nodes are active as long as possible.

Due to the stochastic nature of the wireless channels, the amount of energy harvested by nodes on each channel could be random. Further, the source may not know a priori the distribution of the amount of energy harvested by the nodes on a channel, and hence the source is faced with decision making in an uncertain environment. We set up our problem as a Multi-Armed Bandits (MAB) problem, where we refer the source as learner and the channels as arms. We model our problem as Maximin MAB where the goal is to identify a frequency band (channel) that is maximin optimal. In contrast to the classical MAB set up [3], which identifies an arm (channel) with the highest average reward, in Maximin MAB set up, the goal is to identify the channel that maximizes the minimum average rewards by any node. As we will see later, our structure generalizes the standard MAB setup for vector-valued rewards and, as a special case, includes the standard MAB when there is only one node in the network. Specifically, our contributions can be summarized as follows:

- In Section II, We introduce the Maximin MAB set up to study the aspects of learning and fairness in RFHN with a dedicated source.
- We propose an Upper Confidence Bound (UCB) based algorithm named as Maximin UCB for the new setup and provide its performance guarantee in Section III.
- We empirically validate the performance of Maximin UCB on the synthetic problem in Section IV.

Related Work: Various aspects of RFEH networks are studied in the literature. Here we discuss the learning and fairness related issues which is the focus of this work. For a detailed survey on RFEH, we refer to [4], [5], [6]. The paper [7] studies the problem of rate maximization in EH communication with unknown channel states. The authors develop a learning policy to maximize the rate achieved by the transmitter, modeling it as Markov Decision Process (MDP). [8] provides a policy using...
the Bayesian MAB algorithm to select frequency bands based on their RF potential, particularly in the dynamic spectrum setting. The authors in [9] propose a multi-armed mean-field bandit based distributed approach for user association in an EH dense small scale network. The authors in [10] consider the problem of energy management and data routing to maximize the information collected under the energy budget. For energy management, they use MAB based learning for allocation energy to sample, receive, and transmit.

The fairness issues in RFEH are considered in [11], [12], [13]. In networks where EH nodes receive energy from a source and transmit back information, unfair rate allocation occur as nodes far from the source receive less energy, but has to use more energy for transmission (doubly-near-far problem). The authors in [11], [12] proposes fairness constraints named common-throughput so that all the nodes achieve the same throughput. In [13], the authors consider fair rate allocation in a massive MIMO RFEH network where a Hybrid Access Point (H-AP) wirelessly charges the nodes on the downlink and receives data from them on the uplink. The authors comprised a scheme that asymptotically maximizes the minimum rate among all the nodes. Our work differs from the existing literature as we consider both learning and fairness issues together using a Maximin MAB approach.

II. PROBLEM SETTING

We consider a source that wirelessly charges $p$ nodes. The source divides its available bandwidth for energy transmission into $m$ channels. We assume that the source transmits a fixed amount of power at any time on one of the channels. The amount of energy harvested by nodes on a channel is stochastic and depends on their location, distance from the source, and hardware capabilities. The energy harvesting setup with an energy source wirelessly charging 5 nodes using 3 channels is depicted in Fig. 1.

Fig. 1: Energy Harvesting setup. Refer [5] for a detailed architecture.

We assume that the time is slotted, and in each slot, the source decides which channel to use for wireless charging. At the end of the time slot, the nodes inform the source how much energy they could harvest in that round. The source uses the feedback from the nodes to decide which channel to use in the next round. The goal of the source is to select a maximin optimal channel in which the minimum average energy harvested by any node is maximized.

We model the problem as Maximin MAB as follows: Let $m$ be the number of channels, $p$ be the number of nodes and $X_{ij}^{(t)}$ denote the energy harvested by node $j \in [p]$ on channel $i \in [m]$ in round $t$. For each channel-node pair $(i, j)$ where $i \in [m], j \in [p]$, the sequence $\{X_{ij}^{(t)}\}_{t\geq 1}$ is drawn independently and identically from an unknown distribution with mean $\mu_{ij}$. Further, these sequences are independent across $i$ and $j$. We assume that the distributions associated with each channel-node pair are sub-Gaussian with parameter $\sigma$ where $\sigma > 0$. Thus a problem instance of the Maximin MAB is identified by a mean matrix given as follows:

$$\begin{pmatrix}
\mu_{11} & \mu_{12} & \cdots & \mu_{1p} \\
\mu_{21} & \mu_{22} & \cdots & \mu_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
\mu_{m1} & \mu_{m2} & \cdots & \mu_{mp}
\end{pmatrix}$$

Following the terminology of the MAB setup, we refer to the source as the learner and the channels as the arms. The interaction between the source and the environment that governs the rewards for the channel-node pair is as follows. In round $t$, the source selects the channel $i_t$, and it receives as feedback the energy harvested by all the nodes on the channel $i_t$, i.e., the reward vector $\{X_{i_t,1}^{(t)}, X_{i_t,2}^{(t)}, \ldots, X_{i_t,p}^{(t)}\}$. The goal of the source is to select a channel that maximizes minimum average energy harvested by any node which is given as follows:

$$i^* = \arg \max \left( \min_{i \in [m]} \min_{j \in [p]} \mu_{ij} \right)$$

A policy of the source consists of selecting a channel in each round based on past observations. Let $\pi$ denote a policy that selects the channel $i_t$ in round $t$. Then, we define the regret of Maximin MAB problem for $n$ rounds as follows:

$$R_n = n\mu_{r^*} - \sum_{t=1}^{n} \mathbb{E} \left[ \min_{j \in [p]} \mu_{i_t,j} \right]$$

(1)

where $\mu_{r^*} = \min_{j \in [p]} \mu_{i_t,j}$ and the expectation is with respect to the randomness in $i_t$. We say that the policy is good if the regret is sub-linear, i.e., $R_n/n \to 0$ as $n \to \infty$.

III. ALGORITHM

In this section, we develop an algorithm named Maximin UCB that adapt UCB1 algorithm [14] to our setting. The pseudo code of proposed algorithm is given in Maximin UCB.

Recall that in our setup selecting a channel gives feedback from all the nodes. Let $i \in [m], j \in [p],$ and $T_i(t)$ be the number of times the channel $i$ is selected till time $t$. At beginning of round $t$, the empirical mean energy harvested by node $j$ on channel $i$ is computed using $T_i(t-1)$ samples, and it is denoted by $\hat{\mu}_{i,j}(t-1)$.
Maximin UCB works as follows: It takes \( m, p, \sigma \) and \( \delta \) as inputs, where \( \sigma \) is the sub-Gaussian parameter and \( \delta \) is the confidence parameter. In the first \( m \) rounds, each channel is selected in a round-robin fashion. In the subsequent round \( t \), UCB index is calculated for each channel \( i \) and denoted by \( UCB_i(t, \delta) \). The channel with the highest value of \( UCB_i(t, \delta) \) is selected, and corresponding estimates of \( \hat{\mu}_{ij} \) are updated.

Maximin UCB

1: Input: \( m, p, \sigma, \delta \)
2: Select each channel once in first \( m \) rounds
3: Update \( \hat{\mu}_{ij} \) for all \( i \in [m], j \in [p] \)
4: for \( t = k + 1, k + 2, \ldots, n \) do
5: For each channel \( i \in [m] \) calculate

\[
UCB_i(t, \delta) \leftarrow \min_{j \in [p]} \hat{\mu}_{ij}(t - 1) + \sqrt{\frac{2\sigma^2 \log(1/\delta)}{T_i(t - 1)}}
\]

6: Set \( i_t \leftarrow \arg \max_i UCB_i(t, \delta) \)
7: \( \forall j \in [p] : X_{i_t,j} \) and update the estimate of \( \mu_{i_t,j} \)
8: end for

A. Regret Analysis

The regret for any policy \( \pi \) can be decomposed as

\[
\mathcal{R}_n = \sum_{i=1}^{m} \Delta_i \mathbb{E}[T_i(n)], \quad \text{where} \quad \Delta_i \equiv \mu_{ij} - \min_{j \in [p]} \mu_{ij}, \quad \text{called as the sub-optimality gap.}
\]

Notice that when \( p = 1 \), our Maximin MAB setup reduces to the standard MAB setup. Now we are ready to give theoretical guarantee for Maximin UCB.

Theorem 1. Let Maximin UCB runs for \( n \) rounds and \( \delta = 1/n^2 \). Then the regret of Maximin UCB on an instance \( \mu = \{\mu_{ij}\}_{i \in [m], j \in [p]} \) is upper bounded by

\[
\mathcal{R}_n \leq 3 \sum_{i=1}^{m} \Delta_i + \sum_{i: \Delta_i > 0} \frac{16\sigma^2 \log(n)}{\Delta_i}.
\]

Next we give a problem independent upper bound on regret.

Theorem 2. Let Maximin UCB runs for \( n \) rounds and \( \delta = 1/n^2 \). Then the regret of Maximin UCB for any instance is upper bounded by

\[
\mathcal{R}_n \leq 8\sqrt{nm\sigma^2 \log(n)} + 3 \sum_{i=1}^{m} \Delta_i.
\]

Note that both of the above bounds do not depend on the number of nodes \( (p) \). It is because we observe samples from all the nodes for the selected arm. Hence even though \( m \) and \( p \) are unknown parameters, we obtain \( p \) samples in each round.

IV. Experiments

We empirically evaluate the performance of Maximin UCB for two sets of experiments. In first experiment, the behaviour of regret on varying minimum sub-optimality gap where \( \Delta_{\text{min}} = \min_i \mathbb{E}[T_i]| \Delta_i \). Whereas in second experiment, the regret behaviour on different numbers of channels and nodes. We initially set our energy harvesting setup for channels \( m = 6 \) and nodes \( p = 5 \) where each \( (i, j) \) channel-node pair has Bernoulli distribution with the mean energy harvested as \( \mu_{ij} \) where \( \mu_{ij} = 0.5 - 0.05(i - j) \). We measure the performance of our policy over a time horizon \( T = 50000, \delta = 1/T \) and \( \sigma = 1 \). We repeat each experiment 1000 times and present the average regret with a 95% confidence interval. The vertical line on each curve shows the confidence interval.

Regret v/s Minimum sub-optimality gap: We investigate the impact of regret on different minimum sub-optimality gaps \((0.03, 0.04, 0.05, 0.06, 0.07)\). As expected, the regret decreases as the minimum sub-optimality gap increases (see Fig. 2a).

Regret v/s Number of Channels and Nodes: We run this experiment on the different number of channels \((4, 6, 8)\) and number of nodes \((4, 6, 8)\). As shown in Fig. 2b, the average regret is almost equal for different numbers of nodes for a fixed number of channels. But the regret increases as we increase the number of channels for a fixed number of nodes. As per our theoretical analysis, the simulated results also verify that regret is independent of the number of nodes.

V. Conclusion and Future Extensions

We considered Radio Frequency Energy Harvesting (RFEH) in a sensor network with a dedicated energy source. The source can transmit energy on one of the frequency bands, and the amount of energy harvested by the nodes is random with an unknown distribution. The goal is to ensure every node gets energy and remains active for a longer duration. We thus address learning and fairness issues in RFEN sensor networks. We cast the problem as Maximin Multi-Armed Bandits, where the goal is to identify a frequency band (arm) on which minimum mean energy harvested by each node is maximized. We developed an algorithm named Maximin UCB for this setup and showed that it enjoys the same regret guarantee as that of the well known UCB algorithm.

In our study, we ignored the current energy requirement of each node. In the future, it is interesting for the source to transmit on a band based on the current battery levels of the nodes and the amount of information they have to transmit. As the amount of energy harvested by nodes is often non-linear as a function of power level, in addition to the selection of bands, the source may also decide on power levels to transmit energy so that the efficiency of harvested energy improves.
VI. APPENDIX

Lemma 1. \[\text{Corollary 5.5}\] Let \(X_i - \mu\) be the independent \(\sigma\)-sub-Gaussian random variables and \(\bar{\mu} = \frac{1}{n} \sum_{i=1}^{n} X_i\). Then for any \(\epsilon \geq 0\)
\[
\Pr \{ |\bar{\mu} - \mu| \geq \epsilon \} \leq \exp \left( - \frac{n \epsilon^2}{2 \sigma^2} \right).
\]

Proof of Theorem 1. Let \(\{X_{ij}^t : t \in [n], i \in [m], j \in [p]\}\) be the collection of independent random variables. We define
\[
\hat{\mu}_{ij}^{(s)} = \frac{1}{s} \sum_{u=1}^{s} X_{ij}^{(u)}
\]
as the empirical mean of \(i\)th channel and \(j\)th node based on first \(s\) samples, and \(\mu_{ij}^{(t)}\) as the empirical mean of the \(i\)th channel and \(j\)th node after round \(t\). After selecting channel \(i_t\) at round \(t\), we obtain the reward \(X_{ij}^{(t)}\) for the \((i_t, j)\) channel-node pair.

Following the standard arguments, expected regret can be decomposed as \(\mathcal{R}_n = \sum_{i=1}^{n} \Delta_i \mathbb{E} [T_i(n)]\) where \(\Delta_i = \mu^{*} - \min_{j \in [p]} \mu_{ij}\). After selecting each channel once by the algorithm, channel \(i\) can only be selected if its index is higher than an optimal channel, which happens if at least one of the following holds:

(i) The channel index \(i\) is greater than the true mean of the particular optimal channel.

(ii) The specific optimal channel index is smaller than its true mean.

The index of the ideal channel is always assumed to be above its mean, as it is an upper bound on its mean with reasonably high probability. However, when the sub-optimal channel \(i\) is played often enough, its exploration bonus is low. At the same time, the empirical estimate of its mean converges to the true value, with an upper limit on the expected total number of times when its index stays above the optimal channel’s mean. Without loss of generality, let the first channel is optimal i.e. \(\mu_1 = \max_{j \in [m]} \min_{i \in [p]} \mu_{ij} = \min_{j \in [p]} \mu_{1j}\). We will bound \(\mathbb{E} [T_i(n)]\) for each sub-optimal channel \(i\).

Let us define a good event \(G_i\) such that the first channel’s upper confidence limit never underestimates the true mean of the optimal channel i.e. \(\mu_1\), and the upper confidence bound of the channel \(i\) based on \(u_i\) number of observations is below the optimum channel’s payoff.
\[
G_i = \left\{ \mu_1 < \min_{t \in [n]} \text{UCB}_i(t) \right\} \bigcap \left\{ \min_{j \in [p]} \hat{\mu}_{ij}^{(u_i)} + \frac{2\sigma^2 \log(1/\delta)}{u_i} < \mu_1 \right\}
\]  \hspace{1cm} (2)

where \(u_i \in [n]\) is a constant to be chosen later.

To show: (i) If \(G_i\) occurs then \(T_i(n) \leq u_i\).

(ii) \(G^c_i\) occurs with low probability.

Since \(T_i(n) \leq n\) no matter what, it means that
\[
\mathbb{E} [T_i(n)] = \mathbb{E} [I(G_i)T_i(n)] + \mathbb{E} [I(G^c_i)T_i(n)] \leq u_i + n \Pr \{ G^c_i \}
\]  \hspace{1cm} (3)

Claim 1: \(G_i\) occurs \(\Rightarrow T_i(n) \leq u_i\)

Let \(T_i(n) > u_i\) i.e. the channel \(i\) played more than \(u_i\) times over the \(n\) rounds and \(\exists t \in [n] \ni T_i(t-1) = u_i \) and \(i_t = i\). Following by the definition of UCB\(_i(t-1)\) and \(G_i\),
\[
\text{UCB}_i(t-1) = \min_{j \in [p]} \hat{\mu}_{ij}^{(u_i)} + \frac{2\sigma^2 \log(1/\delta)}{u_i}\]
\[
< \mu_1 < \text{UCB}_i(t-1)
\]
\[
\Rightarrow A_t = \arg \max_j \text{UCB}_j(t-1) \neq i. \text{ Hence contradiction.}
\]
\[
\Rightarrow \text{if } G_i \text{ occurs then } T_i(n) \leq u_i
\]

Claim 2: Upper bound on \(\Pr \{ G^c_i \}\)

According to (2),
\[
G^c_i = \left\{ \mu_1 \geq \min_{t \in [n]} \text{UCB}_i(t) \right\} \bigcup \left\{ \min_{j \in [p]} \hat{\mu}_{ij}^{(u_i)} + \frac{2\sigma^2 \log(1/\delta)}{u_i} \geq \mu_1 \right\}
\]

- We provide an upper bound of the first component.
\[
\Pr \left\{ \mu_1 \geq \min_{t \in [n]} \text{UCB}_i(t) \right\} \leq \sum_{s=1}^{[n]} \Pr \left\{ \mu_1 \geq \min_{j \in [p]} \hat{\mu}_{ij}^{(s)} + \frac{2\sigma^2 \log(1/\delta)}{s} \right\}
\]

Applying probability on both sides we get,
\[
\frac{\mu_1 \geq \min_{j \in [p]} \hat{\mu}_{ij}^{(s)} + \frac{2\sigma^2 \log(1/\delta)}{s}}{\mathbb{E} [T_i(n)]}
\]

- We provide an upper bound of the second component.

Since nodes are independent for each channel,
\[
\sum_{s=1}^{[n]} \prod_{j=1}^{p} \Pr \left\{ \mu_{1j}^{(s)} \geq \hat{\mu}_{1j}^{(s)} + \frac{2\sigma^2 \log(1/\delta)}{s} \right\}
\]

Applying from Lemma 1 in this we get,
\[
\Pr \left\{ \mu_1 \geq \min_{t \in [n]} \text{UCB}_i(t) \right\} \leq n \delta
\]  \hspace{1cm} (4)

- We provide an upper bound of the second component.
We choose \( u_i \) sufficiently large such that,
\[
\Delta_i = \sqrt{\frac{2\sigma^2 \log(1/\delta)}{u_i}} \geq c \Delta_i,
\]
for some \( c \in (0, 1) \), where \( c \) is chosen later.

Since, \( \mu_1 = \min_{j \in [p]} \mu_{ij} + \Delta_i \)
\[
\mathbb{P} \left\{ \min_{j \in [p]} \mu_{ij}^*(u_i) + \sqrt{\frac{2\sigma^2 \log(1/\delta)}{u_i}} \geq \mu_1 \right\}
= \mathbb{P} \left\{ \min_{j \in [p]} \mu_{ij}^*(u_i) - \min_{j \in [p]} \mu_{ij} \geq \Delta_i - \sqrt{\frac{2\sigma^2 \log(1/\delta)}{u_i}} \right\}
\leq \mathbb{P} \left\{ \min_{j \in [p]} \mu_{ij}^*(u_i) - \min_{j \in [p]} \mu_{ij} \geq c \Delta_i \right\}
\leq \exp \left( -\frac{u_i c^2 \Delta_i^2}{2\sigma^2} \right) \quad \text{(from Lemma 1.)} \quad (6)
\]
Adding Eq. (4) and Eq. (6).
\[
\mathbb{P} \{ G_t^i \} \leq n \delta + \exp \left( -\frac{u_i c^2 \Delta_i^2}{2\sigma^2} \right)
\]
Substituting this in Eq. (3), we have
\[
\mathbb{E} \{ T_i(n) \} \leq u_i + n \left\{ n \delta + \exp \left( -\frac{u_i c^2 \Delta_i^2}{2\sigma^2} \right) \right\} \quad (7)
\]
- We choose \( u_i \in [n] \) as \( u_i = \left[ \frac{2\sigma^2 \log(1/\delta)}{(1-\sigma^2)^2 \Delta_i^2} \right] \) such that it satisfies Eq. (5). This choice of \( u_i \) can be larger than \( n \) which makes the Eq. (7) trivially true as \( T_i(n) \leq n \).
- We find that the second term has polynomial dependence on \( \delta \) (which depends on \( n \)) unless \( \frac{\sigma^2}{(1-\sigma^2)^2} \geq 1 \). However, if \( c \) is chosen close to 1, the first term will blow up. So we consider an arbitrary choice of \( c \in (0, 1) \) as \( c = 1/2 \).

Applying the choices of \( u_i \) and \( c \) in Eq. (7),
\[
\mathbb{E} \{ T_i(n) \} \leq \left[ \frac{8\sigma^2 \log(1/\delta)}{\Delta_i^2} \right] + n(n \delta + \delta) \quad (8)
\]
Let us choose \( \delta = \frac{1}{n^2} \) and apply in Eq. (8)
\[
\mathbb{E} \{ T_i(n) \} \leq 3 + \left[ \frac{16\sigma^2 \log(n)}{\Delta_i^2} \right], \text{where } n \geq 1
\]
Therefore,
\[
\mathcal{R}_n \leq 3 \sum_{i=1}^m \Delta_i + \sum_{i: \Delta_i > 0} \left[ \frac{16\sigma^2 \log(n)}{\Delta_i} \right] \quad \square
\]

**Proof of Theorem 2** Let \( \Delta > 0 \) be some value to be tuned subsequently and from Theorem 1 we can bound,
\[
\mathbb{E} \{ T_i(n) \} \leq 3 + \frac{16\sigma^2 \log(n)}{\Delta_i^2} \quad (9)
\]
Using regret decomposition, we have
\[
\mathcal{R}_n = \sum_{i=1}^m \Delta_i \mathbb{E} \{ T_i(n) \}
= \sum_{i: \Delta_i < \Delta} \Delta_i \mathbb{E} \{ T_i(n) \} + \sum_{i: \Delta_i \geq \Delta} \Delta_i \mathbb{E} \{ T_i(n) \}
\]
Applying \( \sum_{i: \Delta_i < \Delta} T_i(n) \leq n \) and Eq. (9)
\[
\Rightarrow \mathcal{R}_n \leq n \Delta + \sum_{\Delta_i \geq \Delta} \left( 3 \Delta_i + \frac{16\sigma^2 \log(n)}{\Delta_i} \right)
\]
Choosing \( \Delta = \sqrt{\frac{16\sigma^2 \log(n)}{n}} \), we get
\[
\mathcal{R}_n \leq 8 \sqrt{n \sigma^2 \log(n)} + 3 \sum_{i=1}^m \Delta_i \quad \square
\]
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