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Abstract

We prove local Lipschitz regularity for bounded minimizers of functionals with nonstandard \(p, q\)-growth with the source term in the Lorentz space \(L(N, 1)\) under the restriction \(q < p + 1 + p \min \left\{ \frac{1}{N}, \frac{2(p-1)}{Np - 2p + 2} \right\} \). This extends the recent work by Beck-Mingione to bounded minimizers under weaker hypothesis and is sharp for some special ranges of \(p, q\) and \(N\).
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1. Introduction

Let $\Omega \subset \mathbb{R}^N$ be an open set and consider the following local minimization problem: Find $U \in W^{1,p}_{\text{loc}}(\Omega)$ such that for every $\Omega' \Subset \Omega$, the following problem admits a minimizer:

$$\hat{\mathcal{F}}(U, \Omega') := \min_{v \in U \in W^{1,p}_{\text{loc}}(\Omega')} \hat{\mathcal{F}}(v) := \min_{v \in U \in W^{1,p}_{\text{loc}}(\Omega')} \int_{\Omega'} F(\nabla v) - f v \, dx,$$

where $f \in L(N,1)(\Omega)$ and $F \in C^2(\mathbb{R}^N)$ satisfies the following growth and ellipticity conditions: there exists $m, M \in (0,\infty)$ such that for $1 < p \leq q < \infty$, $z \in \mathbb{R}^N$ and $\xi \in \mathbb{R}^N$, the following is satisfied:

$$m|z|^p \leq F(z) \leq M|z|^p + M|z|^q,$$

$$|DF(z)| \leq M|z|^{p-1} + M|z|^{q-1},$$

$$m|z|^{p-2}|\xi|^2 \leq (D^2F(z)\xi,\xi) \leq M|z|^{p-2}|\xi|^2 + M|z|^{q-2}|\xi|^2,$$

Definition 1.1. A function $f \in L(N,1)(\Omega)$ if the following holds:

$$f \in L(N,1)(\Omega) := \left\{ g \in L^p(\Omega) : \int_0^\infty |\{ x \in \Omega : |g(x)| > \lambda \}|^{1/N} \, d\lambda < \infty \right\}.$$

The main theorem we prove in this paper is given next.

Theorem 1.2. Let $1 < p \leq q < \infty$ with $N \geq 3$ and further assume that the following restrictions are in force:

$$q < p + 1 + p \min \left\{ \frac{1}{N}, \frac{2(p-1)}{Np + 2 - 2p} \right\} \quad \text{and} \quad f \in L(N,1)(\Omega). \quad (1.2)$$

Let $U \in W^{1,p}_{\text{loc}}(\Omega) \cap L^\infty_{\text{loc}}(\Omega)$ be a bounded local minimizer of $\hat{\mathcal{F}}$ as in (1.1), then $\nabla U \in L^\infty_{\text{loc}}(\Omega)$ and for all $\alpha > 0$ satisfying

$$\frac{2(p-1)}{p} \leq \alpha < 2 + \min \left\{ \frac{2}{N}, \frac{4(p-1)}{Np + 2 - 2p} \right\},$$

we have the following estimate

$$||\nabla U||^p_{L^\infty(B_{R/2})} \leq \left\{ \frac{|B|}{|B_R|} \left( \int_B F(\nabla U) \, dx + ||f||^p_{L^p(N,B)} \right) \right\}^{\frac{p}{p-2}} + 1 + ||f||_{L^p(N,1)(B_R)} + \left( \int_{B_R} u \right)^{2-N}.$$

for some ball $B$ such that $B_R \Subset B \Subset \Omega$ and for some constant $C$ depending on $N$, $p$, $||U||_{L^\infty(2B)}$, $||f||_{L^p(\Omega)}$, $M$ and $m$.

1.1. Comparison to Previous Results

This proof uses the techniques in Beck-Mingione [1], where the same theorem was proved for unbounded minimizers under the restriction

$$\frac{q}{p} < 1 + \min \left\{ \frac{2}{N}, \frac{4(p-1)}{p(N-2)} \right\} \quad \text{and} \quad f \in L(N,1)(\Omega), \, N \geq 3. \quad (1.3)$$

The bound (1.3) is an extension of the classical results of Marcellini [19, 20], who has made some of the first contributions in the regularity theory of problems of nonstandard growth in the Western world. There have been parallel contributions from the Soviet school [15, 16, 25]. In a very nice recent paper, P.Bella and M.Schöffner [2] improved the restriction to

$$\frac{q}{p} < 1 + \min \left\{ \frac{2}{N-1}, \frac{4(p-1)}{p(N-3)} \right\}, \quad \text{for } N \geq 3 \quad \text{and} \quad p > 1, \quad (1.4)$$

by employing a specialized test function that enables them to use Sobolev embedding on the sphere. There is a large body of work dealing with problems of $(p,q)$-growth as well as other nonstandard growth problems, for which we refer to the detailed surveys in [21, 22].
It is well known that Lipschitz continuity and even boundedness for (1.1) fail when $p$ and $q$ are far apart as evidenced by the following example of Hong [14], which is a variation on the famous counterexample of Giaquinta [11]:

$$
\int_\Omega |\nabla u|^2 + |u_{x_n}|^4 \, dx,
$$

which satisfies the hypothesis for $p = 2$, $q = 4$ and $f \equiv 0$ and admits an unbounded minimizer if $N \geq 6$ (more examples of unbounded minimizers of (1.1) may be found in [18]). It was shown in [20, Section 6] that if $q > \frac{(N-1)p}{N-1-p}$, then one cannot expect boundedness and only recently, this restriction was found to be sharp in [13], where it is proved that the minimizer is bounded provided

$$
\frac{1}{p} - \frac{1}{q} \leq \frac{1}{N-1}.
$$

The aim of this article is to employ the technique of integration by parts which is already used by DiBenedetto [9] and has been used to great effect in the works of Bildhauer and Fuchs [4]. Recently, the same technique was used very effectively by Bousquet and Brasco [6] to prove Lipschitz regularity for bounded minimizers of the anisotropic functional with nonstandard growth conditions without imposing any restrictions on the exponents.

It is easy to see that there is a gap between the restrictions in (1.5) and (1.4) and in this context, the authors in [3, 22] asked if one could obtain a Sobolev-type restriction (as in (1.5)) in order for the minimizer to be Lipschitz regular. In this regard, we improve the restriction in (1.4) in some special ranges of $p, q$ and $N$ and also partially provide an answer to the question from [3, 22] by obtaining a Sobolev type restriction when $N > \frac{1}{2} \left( p^2 + \sqrt{p^4 + 6p^2 + 4p + 1} + 1 \right)$ and $p \geq 2$.

We make the following observations regarding the sharpness of the results. Since the thresholds of sharpness are sometimes cumbersome to state, we only point them out in special ranges:

(i) For bounded minimizers, we require $q < p + 1 + p \min \left\{ \frac{1}{N}, \frac{2(p-1)}{Np + 2 - 2p} \right\}$ and $f \in L(N,1)(\Omega)$, see Theorem 1.2.

For $p > \frac{2(N+1)}{(N+2)}$, and therefore, in particular, for $p \geq 2$, the restriction for bounded minimizers simplifies to

$$
q < p + 1 + \frac{p}{N}.
$$

On the other hand, for $p < \frac{2(N+1)}{(N+2)}$, the restriction for bounded minimizers simplifies to

$$
q < p + 1 + \frac{2p(p-1)}{Np + 2 - 2p}.
$$

(ii) Combining the restriction $q < p + 1 + p \min \left\{ \frac{1}{N}, \frac{2(p-1)}{Np + 2 - 2p} \right\}$ with the optimal restriction for boundedness from (1.5), we see that Lipschitz regularity for minimizers holds provided

$$
\frac{q}{p} < 1 + \min \left\{ \frac{p}{N-1-p}, \frac{1}{N}, \frac{1}{p}, \frac{2(p-1)}{Np + 2 - 2p} \right\},
$$

and $f \in L(N,1)(\Omega)$.

(iii) In the case $2 \leq p \leq \frac{N(N-1)}{N+1}$, we see that $\frac{1}{p} + \frac{1}{N} \geq \frac{2}{N-1}$, which suggests that Theorem 1.2 improves the restriction given in (1.4) in this range. But it must be noted that our result additionally requires that the solutions are bounded which also requires the restriction (1.5) to be satisfied.

(iv) **Case:** $p \geq \frac{2(N+1)}{(N+2)}$; Since we require bounded solutions, we see that for minimizers, Lipschitz regularity
would then require \( \frac{q}{p} < 1 + \min \left\{ \frac{p}{N - 1 - p}, \frac{1}{p} + \frac{1}{N} \right\} \). In particular, if \( N > \frac{1}{2} \left( p^2 + \sqrt{p^4 + 6p^2 + 4p + 1} + 1 \right) \) and \( p \geq \frac{2(N + 1)}{(N + 2)} \), then \( \frac{1}{p} + \frac{1}{N} > \frac{p}{N - 1 - p} \) and thus Lipschitz regularity holds for any minimizer as they are automatically bounded. In particular, due to the sharpness of the condition (1.5), we automatically obtain sharpness of the Lipschitz regularity in this range.

(v) **Case: \( p < \frac{2(N + 1)}{(N + 2)} \):** Once again, since we require bounded solutions, we see that for minimizers, Lipschitz regularity would then require \( \frac{q}{p} < 1 + \min \left\{ \frac{p}{N - 1 - p}, \frac{1}{p} + \frac{2(p - 1)}{Np + 2 - 2p} \right\} \). In particular, if \( \frac{1}{p} + \frac{2(p - 1)}{Np + 2 - 2p} > \frac{p}{N - 1 - p} \) then Lipschitz regularity holds for any minimizer as they are automatically bounded. In particular, due to the sharpness of the condition (1.5), we automatically obtain sharpness of the Lipschitz regularity in this range. However, in this case, an explicit condition on \( N \) looks unwieldy and is omitted.

(vi) Our theorem improves the previous restriction for bounded minimizers of (1.1) which was found to be \( q < p + 1 \) for \( f \equiv 0 \) in [7, 8].

Let us now briefly describe the method of proof: In Section 2, we start with the notations and auxiliary results that will be used in the course of the paper. In Section 3, we describe a regularization procedure noting that the regularized solution belongs to \( W^{1, \infty} \cap W^{2, 2} \). In Section 4, we obtain an energy estimate to be used for a De Giorgi-type iteration. In Section 5, we apply the integration by parts technique and make use of restrictions on \( q \) to get an improved Caccioppoli inequality. At this point, in Section 6, we apply the De Giorgi iteration to obtain a boundedness estimate for \( \nabla U \). This is followed followed by an interpolation estimate which results in the quoted restriction (1.2) (see Section 7). Finally, we pass to the limit in the regularization parameter in Section 8.

2. Notations and Preliminaries

2.1. Notations

We begin by collecting the standard notation that will be used throughout the paper.

- We shall denote \( N \) to be the space dimension. A point in \( \mathbb{R}^N \) will be denoted by \( x \).

- Let \( \Omega \) be a domain in \( \mathbb{R}^N \) of boundary \( \partial \Omega \).

- The notation \( a \lesssim b \) is shorthand for \( a \leq Cb \) where \( C \) is a constant independent of the regularization parameters \( \sigma \) and \( \varepsilon \) and depends only on the data.

2.2. Preliminaries for Regularization

We list some of the preliminaries that are required in the subsequent sections. Bousquet and Brasco [5] have proved a general theorem on the local Lipschitz regularity of minimizers to convex minimization problems posed on convex domains with boundary values satisfying the bounded slope condition. It is important to note that such a theorem does not require any growth condition on the functional. Let us recall the following definitions.
Definition 2.1. A bounded, open set $B \subset \mathbb{R}^N$ is said to be uniformly convex if there exists $\nu > 0$ such that for every boundary point $x_0 \in \partial B$ there exists a hyperplane $H_{x_0}$ passing through that point satisfying
$$\text{dist}(y, H_{x_0}) \geq \nu |y - x_0|^2,$$
for any $y \in \partial B$.

Definition 2.2 (Bounded Slope Condition). Let $K$ be a positive real number and $B$ an open bounded convex subset of $\mathbb{R}^N$. We say that a function $\phi : \partial B \to \mathbb{R}$ satisfies the bounded slope condition of rank $K$ if for any $x_0 \in \partial B$ there exist vectors $l^-_{x_0}$ and $l^+_{x_0}$ satisfying $||l^-_{x_0}|| \leq K$, $||l^+_{x_0}|| \leq K$ such that
$$l^-_{x_0} \cdot (x - x_0) \leq \phi(x) - \phi(x_0) \leq l^+_{x_0} \cdot (x - x_0),$$
for any $x \in \partial B$.

The following proposition gives a sufficient condition for a function to satisfy the bounded slope condition, the proof of which can be found in [23, p. 234, Theorem 1.2].

Proposition 2.3. Let $B \subset \mathbb{R}^N$ be a uniformly convex domain. Then, any function $\phi \in C^2(\mathbb{R}^N)$ satisfies the bounded slope condition on $\partial B$.

We finally state the theorem of Bousquet and Brasco on Lipschitz regularity of convex minimization problems, see [5, p. 1406, Main Theorem] for the details.

Theorem 2.4. Let $G \subset \mathbb{R}^N$ be a bounded open convex set, $\phi : \mathbb{R}^N \to \mathbb{R}$ a Lipschitz continuous function, $H : \mathbb{R}^N \to \mathbb{R}$ a convex function and $g \in L^\infty(G)$. Consider the following problem
$$\inf \left\{ \mathcal{H}(u) := \int_G H(\nabla u) - gu \, dx : u - \phi \in W^{1,1}_0(G) \right\}.$$
Assume that $\phi|_G$ satisfies the bounded slope condition of rank $K > 0$ and that $H$ satisfies
$$\theta H(z) + (1 - \theta)H(z') - H(\theta z + (1 - \theta)z') \geq c\theta(1 - \theta)(|z| + |z'|)^{p-2}|z - z'|^2,$$
for all $z, z' \in \mathbb{R}^N$, for some $c > 0$ and for all $\theta \in [0,1]$. Then the minimization problem admits at least one solution and every solution is Lipschitz continuous.

2.3. Preliminaries on Lorentz spaces and Nonlinear Potentials

We follow the notation of [1] for the potential theoretic quantities of interest. Let us define the modified nonlinear potential of $g \in L^2_{loc}(\mathbb{R}^N)$ as
$$P^g_1(x_0, R) := \int_0^R \left( \rho^2 \int_{B_\rho(x_0)} |g(x)|^2 \, dx \right)^{1/2} \frac{d\rho}{\rho},$$
for some $x_0 \in \mathbb{R}^N$ and $R > 0$. In subsequent sections, we need to know the action of the potential on Lorentz space $L(N,1)$, more specifically, we require the following lemma, whose proof may be found in [17, Lemmas 2.3-2.4].

Lemma 2.5. Let $g \in L^2_{loc}(\mathbb{R}^N)$, then on any $B_R(x_0) \subset \mathbb{R}^N$, we have the following bound:
$$||P^g_1(\cdot, R)||_{L^\infty(B_R)} \leq c||g||_{L(N,1)(B_{2R})}.$$

2.4. Some well-known results

We shall make use of the following well-known iteration lemma whose proof may be found in [12, Lemma 6.1].
Lemma 2.6. Let $Z(t)$ be a bounded non-negative function in the interval $\rho, R$. Assume that for $\rho \leq t < s \leq R$ we have

$$Z(t) \leq [A(s-t)^{-\alpha} + B(s-t)^{-\beta} + C] + \vartheta Z(s),$$

with $A, B, C \geq 0$, $\alpha, \beta > 0$ and $0 \leq \vartheta < 1$. Then,

$$Z(\rho) \leq c(\alpha, \vartheta)[A(R-\rho)^{-\alpha} + B(R-\rho)^{-\beta} + C].$$

We shall also need the following standard uniqueness result which can be found in [24, Proposition 2.10].

Theorem 2.7. Let $\mathcal{H} : W^{1,r}(\Omega) \to \mathbb{R}$, $r \in [1, \infty)$, be an integral functional with a $C^2$ integrand $H : \mathbb{R}^N \to \mathbb{R}$. If $H$ is strictly convex, that is

$$H(\theta z_1 + (1-\theta)z_2) < \theta H(z_1) + (1-\theta)H(z_2),$$

for all $z_1, z_2 \in \mathbb{R}^N$ with $z_1 \neq z_2$, $\theta \in (0,1)$, then the minimizer $u_* \in W^{1,r}_g(\Omega) = \{u \in W^{1,r}(\Omega) : u|_{\partial\Omega} = g\}$, where $g \in W^{1-1/r, r}(\partial\Omega)$, of $\mathcal{H}$, if it exists, is unique.

We end this subsection by recalling a maximum principle, whose proof may be adapted from [26, Chapter 4, Theorem 4.1.2].

Theorem 2.8 (Maximum Principle). Let $p \in (1, \infty)$. Let $a_{ij}(x, z), i, j = 1, 2, \ldots, N$ be measurable and bounded functions for $x \in B$ and $C^2$ for $z \in \mathbb{R}^N$ such that

$$\mu_1|z|^{p-2}|\xi|^2 \leq a_{ij}(x, z)\xi_i\xi_j, \text{ a.e. } x \in B, \text{ for all } \xi, z \in \mathbb{R}^N,$$

and $f \in L^s(B)$ for $s > N/p$. If $u \in W^{1,p}(B)$ satisfies

$$\int_B a_{ij}(x, z)u_{x_i}(x)v_{x_j}(x) \, dx = \int_B fv \, dx, \text{ for all } v \in H^1_0(B),$$

then we have

$$\|u\|_{L^\infty(B)} \leq \max_{x \in \partial B} u(x) + C\|f\|_{L^s(B)}.$$

3. Regularization

3.1. Approximation Scheme

Let us fix a ball $4B \subset \Omega$ and take $\varepsilon_0 = \min\left\{1, \frac{\text{diam}(B)}{2}\right\} > 0$. Now, we take a sequence $\{\varepsilon_n\}$ of positive numbers such that $\varepsilon_n \to 0$ as $n \to \infty$ and $\varepsilon_n \in (0, \varepsilon_0)$ for all $n \in \mathbb{N}$. Using a standard mollifier $\rho_{\varepsilon_n}(z) := \varepsilon^{-N}\rho(z/\varepsilon_n)$, where $\rho \in C^\infty(\mathbb{R}^N)$ is such that

$$\text{supp } \rho = \overline{B_1(0)} \text{ and } \int_{\mathbb{R}^N} \rho(z) \, dz = 1,$$

we define $U_n := U * \rho_{\varepsilon_n}$.

Furthermore, we define the regularized functional

$$\mathcal{F}_n(w) := \int_\Omega F_n(\nabla w) - f_n w \, dx,$$

where $F_n(z) = F*\rho_{\varepsilon_n}(z) \in C^\infty(\mathbb{R}^N)$ satisfies the following growth and ellipticity conditions with some new constants $m_0 = m_0(m, M, p, q, N)$ and $M_0 = M_0(m, M, p, q, N)$ (see [10, Lemma 3.1] for more details): for $1 < p \leq q < \infty,$
z ∈ \mathbb{R}^N and ξ ∈ \mathbb{R}^N, we assume the following holds:

\begin{align}
    m_0(\varepsilon_n^2 + |z|^2)^\frac{p}{2} & \leq F_n(z) \leq M_0(\varepsilon_n^2 + |z|^2)^\frac{p}{2} + M_0(\varepsilon_n^2 + |z|^2)^\frac{p}{4}, \\
    |DF_n(z)| & \leq M_0(\varepsilon_n^2 + |z|^2)^\frac{p}{4} + M_0(\varepsilon_n^2 + |z|^2)^\frac{p}{8}, \\
    m_0(\varepsilon_n^2 + |z|^2)^\frac{p}{4} |\xi|^2 & \leq \langle D^2 F_n(z) \xi, \xi \rangle \leq M_0(\varepsilon_n^2 + |z|^2)^\frac{p}{8} |\xi|^2 + M_0(\varepsilon_n^2 + |z|^2)^\frac{p}{16} |\xi|^2,
\end{align}

and \( f_n(x) := \min \{ \max \{ f(x) - n \}, n \} \). It is easy to see that \( f_n ∈ L^∞(B) \) and \( |f_n| ≤ \min \{ |f|, n \} \).

We denote \( u_n \) to be the minimizer of \( \mathcal{F}_n \) in \( B \), i.e.,

\[ \mathcal{F}_n(u_n) = \min_{v ∈ U_n + W^{1,p}_0(B)} \int_Ω F_n(\nabla v) - f_n v \, dx. \tag{3.3} \]

3.2. Existence and Regularity of minimizers

**Lemma 3.1.** There exists a unique \( u_n ∈ U_n + W^{1,1}_0(B) \) satisfying (3.3). In particular, we have

\[ \mathcal{F}_n(u_n) ≤ \mathcal{F}_n(v), \]

for all \( v ∈ U_n + W^{1,p}_0(B) \). Moreover, \( u_n ∈ W^{1,∞}(B) \cap W^{2,2}(B) \) and for all \( 0 < \varepsilon_n < \varepsilon_0 \), the following holds:

\[ ||u_n||_{L^∞(B)} ≤ ||U||_{L^∞(2B)} + C||f||_{L^∞(B)}. \]

**Proof.** Since \( U_n ∈ C^2(\overline{B}) \), we see that \( U_n \) satisfies the bounded slope condition. Moreover, by (3.2a), \( F_n \) satisfies the convexity condition (2.1). Therefore, by Theorem 2.4, we have the existence of a minimizer \( u_n \) such that \( u_n ∈ W^{1,∞}(B) \). The condition (2.1) implies strict convexity of \( F_n \) and hence, \( u_n \) is a unique minimizer of \( \mathcal{F}_n \) by Theorem 2.7.

Let us denote the number \( l_n := ||\nabla u_n||_{L^∞(B)} < ∞ \). Clearly the function \( u_n \) satisfies the following Euler-Lagrange equation

\[ \nabla \cdot (\nabla F_n(\nabla u_n)) = f_n \quad \text{in} \quad B. \]

By (3.2a), we have

\[ m_0\varepsilon_n^{p-2} |\xi|^2 \leq \langle D^2 F_n(\nabla u_n) \xi, \xi \rangle \leq M_0 \left[ (\varepsilon_n^2 + l_n^2)^\frac{p}{2} + (\varepsilon_n^2 + l_n^2)^\frac{p}{4} \right] |\xi|^2. \]

Hence, by a standard argument involving difference quotients, we can prove that \( u_n ∈ W^{2,2}(B) \).

To prove the required estimate, we invoke the Maximum principle from Theorem 2.8 along with the lower bound from (3.2a) to conclude that

\[ \max_B |u_n| ≤ \max_{∂B} |u_n| + C||f||_{L^∞(B)} = \max_{2B} |U_n| ≤ \max_{2B} |U| + C||f||_{L^∞(B)}. \]

Note that the \( L^∞ \) estimate is uniform and independent of \( n \) and \( \varepsilon_n \). \( \square \)

**Remark 3.2.** Indeed, the \( W^{1,∞} \cap W^{2,2} \) estimates in Lemma 3.1 depend on \( n \) and \( \varepsilon_n \). However, in subsequent sections, we only require the qualitative fact that \( u_n ∈ W^{1,∞}(B) \cap W^{2,2}(B) \) in order to rigorously justify all the calculations.

**Remark 3.3.** In subsequent sections excepting the final two sections, we shall suppress writing the subscript of \( u_n, F_n, f_n \) for ease of notation. Moreover, in place of \( \varepsilon_n \), we will write \( \varepsilon \).
4. Caccioppoli Inequality

In this section, we derive a Caccioppoli inequality needed to apply De Giorgi iteration. Let us first define the following notation:

\[ v := (\varepsilon^2 + |\nabla u|^2)^{p/2}, \quad g_1(t) := (\varepsilon^2 + t^2)^{(p-2)/2} \quad \text{and} \quad g_2(t) := (\varepsilon^2 + t^2)^{(p-2)/2} + (\varepsilon^2 + t^2)^{(q-2)/2}. \]  

(4.1)

**Proposition 4.1.** Let \( u \) be the solution to (3.3) and let us take \( 0 < \rho < r < \infty \) such that the ball \( B_r(x_0) \subseteq B \), for some \( x_0 \in B \) (recall that \( B \) is a fixed ball as defined in subsection 3.1). Let us denote the Lipschitz bound by \( L \), i.e., the following bound holds:

\[ \|D\|_{L^\infty (B \cap (x_0))} \leq L. \]

Then, for each \( k \geq 0 \), the following estimate holds:

\[
\int_B g_1(|\nabla u|)|\nabla^2 u|^2(v - k)_+ \eta^4 \, dx + \int_B |\nabla(v - k)_+|\eta^4 \, dx \leq \frac{C}{(r - \rho)^2} \int_B g_2(|\nabla u|)(v - k)_+^2 \eta^2 \, dx \]

\[ + CL^2 \int_B |f|^2|\eta|^4 \, dx, \]

(4.2)

for a constant \( C \) independent of \( L, k, \varepsilon \) where \( \varepsilon \) is from (4.1). Without loss of generality, we have assumed that \( \varepsilon \leq L \).

**Proof.** The minimizer \( u \) of (3.3) satisfies the following Euler-Lagrange equation:

\[
\int_B \langle DF(\nabla u), \nabla \phi \rangle \, dx = \int_B f \phi \, dx.
\]

By choosing \( \phi = \psi_{x_j} \in H^1_0(B) \) and integrating by parts, we get

\[
\int_B \langle D^2 f_{x} \nabla u, \nabla^2 u \phi \rangle \, dx = -\int_B f \psi_{x_j} \, dx.
\]

Now, we choose \( \psi = u_{x_j}(v - k)_+ \eta^4 \), where \( \eta \in C_0^\infty(B) \) such that \( 0 \leq \eta \leq 1 \) in \( B_r(x_0) \), \( \eta \equiv 1 \) in \( B_\rho(x_0) \) and \( |\nabla \eta| \leq C/(r - \rho) \) and after summing over \( j \in \{1, 2, \ldots, N\} \), we get

\[
\sum_{j=1}^N \int_B \left\langle D^2 F(\nabla u)\nabla u_{x_j}, \nabla (v - k)_+ \right\rangle \eta^4 \, dx = \sum_{j=1}^N \int_B \left\langle D^2 F(\nabla u)\nabla u_{x_j}, \nabla (v - k)_+ \right\rangle u_{x_j} \eta^4 \, dx
\]

\[
= -4 \sum_{j=1}^N \int_B \langle D^2 F(\nabla u)\nabla u_{x_j}, \nabla \eta \rangle u_{x_j} \eta^3 (v - k)_+ \, dx - \sum_{j=1}^N \int_B f \psi_{x_j} \, dx.
\]

We substitute \( \nabla(v - k)_+ = \nabla v = p g_1(|\nabla u|) \sum_{j=1}^N u_{x_j} \nabla u_{x_j}, \) which holds whenever \( v > k \), in II and III to obtain:

\[
\sum_{j=1}^N \int_B \langle D^2 F(\nabla u)\nabla u_{x_j}, \nabla u_{x_j} \rangle (v - k)_+ \eta^4 \, dx + \int_B \frac{1}{p g_1(|\nabla u|)} \langle D^2 F(\nabla u)\nabla (v - k)_+, \nabla (v - k)_+ \rangle \eta^4 \, dx
\]

\[
= -4 \int_B \frac{1}{p g_1(|\nabla u|)} \langle D^2 F(\nabla u)\nabla (v - k)_+, \nabla \eta \rangle \eta^3 (v - k)_+ \, dx - \sum_{j=1}^N \int_B f \psi_{x_j} \, dx.
\]

(4.3)

Now observe that due to the coercivity of \( D^2 f_{x_0}(z) \), we have

\[
\langle D^2 F(\nabla u)\nabla u_{x_j}, \nabla \eta \rangle \leq \langle D^2 F(\nabla u)\nabla u_{x_j}, \nabla u_{x_j} \rangle^{1/2} \langle D^2 F(\nabla u)\nabla \eta, \nabla \eta \rangle^{1/2},
\]

which follows from a Cauchy-Schwartz inequality \( \langle Ax, y \rangle \leq \langle Ax, x \rangle^{1/2} \langle Ay, y \rangle^{1/2} \).

As a consequence, by an application of Young’s inequality, for the right hand side (subsequently RHS), we obtain

\[
III \leq \frac{1}{2} \int_B \frac{1}{p g_1(|\nabla u|)} \langle D^2 F(\nabla u)\nabla (v - k)_+, \nabla (v - k)_+ \rangle \eta^4 \, dx + 2 \int_B \frac{1}{p g_1(|\nabla u|)} \langle D^2 F(\nabla u)\nabla \eta, \nabla \eta \rangle (v - k)_+^2 \eta^2 \, dx.
\]

(4.4)
Substituting (4.4) in (4.3), we get
\[
\sum_{j=1}^{N} \int_B \langle D^2 F(\nabla u) \nabla u_{x_j}, \nabla u_{x_j} \rangle (v-k)_+ \eta^4 \, dx + \int_B \frac{1}{2p} g_1(|\nabla u|) \langle D^2 F(\nabla u) \nabla (v-k)_+, \nabla (v-k)_+ \rangle \eta^4 \, dx \\
\leq 2 \int_B \frac{1}{p} g_1(|\nabla u|) \langle D^2 F(\nabla u) \nabla \eta, \nabla \eta \rangle (v-k)_+^2 \eta^2 \, dx - \sum_{j=1}^{N} \int_B f \psi_j \, dx.
\]

Now, we shall apply (3.2a) and estimate from below to get
\[
m_0 \int_B g_1(|\nabla u|)|\nabla^2 u|^2 (v-k)_+ \eta^4 \, dx + \frac{m_0}{2p} \int_B |\nabla (v-k)_+|^2 \eta^4 \, dx \\
\leq \frac{2M_0}{p} \int_B \frac{g_2(|\nabla u|)}{g_1(|\nabla u|)} (v-k)_+^2 |\nabla \eta|^2 \eta^2 \, dx - \sum_{j=1}^{N} \int_B f \psi_j \, dx. \tag{4.5}
\]

For suitably chosen \(\sigma_1, \sigma_2 \in \mathbb{R}\), the term involving \(f\) is estimates as follows:
\[
\sum_{j=1}^{N} \int_B f \psi_j \, dx \leq \sigma_1 \int_B g_1(|\nabla u|)|\nabla^2 u|^2 (v-k)_+ \eta^4 \, dx + \sigma_2 \int_B |\nabla (v-k)_+|^2 \eta^4 \, dx \\
+ C \int_B (v-k)_+^2 |\nabla \eta|^2 \eta^2 \, dx \\
+ C \int_B |f|^2 \left\{ g_1(|\nabla u|)^{-1} (v-k)_+ + |\nabla u|^2 \right\} \eta^4 \, dx. \tag{4.6}
\]

Combining (4.5) and (4.6), we obtain
\[
\frac{m_0}{2} \int_B g_1(|\nabla u|)|\nabla^2 u|^2 (v-k)_+ \eta^4 \, dx + \frac{m_0}{4p} \int_B |\nabla (v-k)_+|^2 \eta^4 \, dx \\
\leq C \int_B \frac{g_2(|\nabla u|)}{g_1(|\nabla u|)} (v-k)_+^2 |\nabla \eta|^2 \eta^2 \, dx + C \int_B |f|^2 (\varepsilon^2 + |\nabla u|^2) \eta^4 \, dx,
\]
where we have used the facts that \(g_2(|\nabla u|)/g_1(|\nabla u|) \geq 1\) and \(g_1(|\nabla u|)^{-1} (v-k)_+ \leq C(\varepsilon^2 + |\nabla u|^2)\). This finishes the proof of the proposition.

\[\square\]

5. Improvement through integration by parts

In this section, we will apply integration by parts to the RHS of Proposition 4.1 to obtain an improved Caccioppoli inequality.

**Proposition 5.1.** Let \(u\) be the solution to (3.3). Let \(0 < r < R < \infty\) such that the ball \(B_r(x_0) \subseteq B\), for \(x_0 \in B\). Let \(L\) such that \(|Du|_{L^\infty(B_r(x_0))} \leq L\), then, for each \(k \geq 0\), it holds that
\[
\int_{B_r(x_0)} |\nabla (v-k)_+|^2 \eta^4 \, dx \leq \frac{C}{(r-\rho)^2} \left( \int_{B_{r}(x_0)} v^\alpha \chi_{\{v > k\}} \, dx + 1 \right) + CL^2 \int_{B_r(x_0)} |f|^2 \, dx, \tag{5.1}
\]
for a constant \(C\) depending on \(|U|_{L^\infty(2B)}\), \(|f|_{L^\infty(B)}\) but independent of \(L, k, \varepsilon\). Here we have taken \(\alpha\) satisfying
\[
\alpha \geq \left\{ \frac{q+p-2}{p}, \frac{2(q-1)}{p} \right\}. \tag{5.2}
\]

**Proof.** From (4.2), we have
\[
\int_B g_1(|\nabla u|)|\nabla^2 u|^2 (v-k)_+ \eta^4 \, dx + \int_B |\nabla (v-k)_+|^2 \eta^4 \, dx \leq \frac{C}{(r-\rho)^2} \int_B g_1(|\nabla u|) (v-k)_+^2 \eta^2 \, dx + CL^2 \int_B |f|^2 |\eta|^4 \, dx, \tag{5.3}
\]
We estimate the first term appearing on the right hand side of (5.3) by
\[
\frac{1}{(r-\rho)^2} \int_B g_1(|\nabla u|) (v-k)_+^2 \eta^2 \, dx = \frac{1}{(r-\rho)^2} \int_B (1 + (\varepsilon^2 + |\nabla u|^2) \frac{2\alpha}{\alpha+1}) (v-k)_+^2 \eta^2 \, dx
\]
\[ \frac{1}{(r - \rho)^2} \int_B (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} (v - k)^2 \eta^2 \, dx = \frac{1}{(r - \rho)^2} \int_B (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} (v - k)^2 \eta^2 \, dx \]

The first term on the right hand side of (5.4) is in the correct form and does not require further analysis. For the second term on the right hand side of (5.4), we expand to get

\[ \frac{1}{(r - \rho)^2} \int_B (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} (v - k)^2 \eta^2 \, dx = \frac{1}{(r - \rho)^2} \int_B (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} (v - k)^2 \eta^2 \, dx \]

The first term in (5.5) is estimated as

\[ \frac{1}{(r - \rho)^2} \int_B (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} (v - k)^2 \eta^2 \, dx \leq \frac{1}{(r - \rho)^2} \int_B (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} \varepsilon^2 \chi_{(v > k)} \eta^2 \, dx \]

\[ = \frac{1}{(r - \rho)^2} \int_B (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} \chi_{(v > k)} \eta^2 \, dx \]

\[ \leq \frac{1}{(r - \rho)^2} \left( \int_B v^\alpha \chi_{(v > k)} + 1 \, dx \right) , \]

where we have used Hölder inequality with exponent \( \frac{p\alpha}{q + p - 2} \geq 1 \) using the choice of \( \alpha \) from (5.2).

The second term in (5.5) is estimated by using integration by parts as follows:

\[ \int_B |\nabla u|^2 (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} (v - k)^2 \eta^2 \, dx \leq \int_B |\nabla u|^2 (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} |\nabla (v - k) + \eta|^2 \, dx \]

\[ = \int_B (\nabla u \cdot \nabla u)^2 (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} (v - k)^2 \eta^2 \, dx \]

\[ \leq C \|u\|_{L^\infty(B)} \left( \int_B |D^2 u|^2 (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} (v - k)^2 \eta^2 \, dx \right) \]

\[ + \int_B |\nabla u|^2 (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} |D^2 u|^2 (v - k)^2 \eta^2 \, dx \]

\[ + \int_B |\nabla u|^2 (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} \nabla (v - k)^2 \eta^2 \, dx \]

\[ + \int_B |\nabla u|^2 (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} (v - k)^2 \eta^2 \, dx \]

\[ \leq \int_B |\nabla u|^2 (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} (v - k)^2 \eta^2 \, dx \]

The terms in (5.6) containing the Hessian will be estimated using Young’s inequality and absorbed to the left hand side. For \( \tau > 0 \) to be chosen, we have

\[ I \leq \tau (r - \rho)^2 \int_B |D^2 u|^2 (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} (v - k)^2 \eta^2 \, dx + \frac{C}{\tau (r - \rho)^2} \int_B (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} (v - k)^2 \eta^2 \, dx \]

\[ \leq \tau (r - \rho)^2 \int_B |D^2 u|^2 (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} (v - k)^2 \eta^2 \, dx + \frac{C}{\tau (r - \rho)^2} \int_B (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} \chi_{(v > k)} \, dx \]

\[ \leq \tau (r - \rho)^2 \int_B |D^2 u|^2 (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} (v - k)^2 \eta^2 \, dx + \frac{C}{\tau (r - \rho)^2} \left( \int_B v^\alpha \chi_{(v > k)} + 1 \, dx \right) , \]

where we use Hölder inequality noting the restriction (5.2).

Since \( II \leq I \), it is majorized in the same way as (5.7).

For \( III \), we proceed analogously to get

\[ III \leq \tau (r - \rho)^2 \int_B |\nabla (v - k) + \eta|^2 \eta^4 \, dx + \frac{C}{\tau (r - \rho)^2} \int_B |\nabla u|^2 (\varepsilon^2 + |\nabla u|^2)^{\frac{q-2}{q}} \chi_{(v > k)} \, dx \]

\[ \leq \tau (r - \rho)^2 \int_B |\nabla (v - k) + \eta|^2 \eta^4 \, dx + \frac{C}{\tau (r - \rho)^2} \int_B (\varepsilon^2 + |\nabla u|^2)^{q-2} \chi_{(v > k)} \, dx \]

\[ \leq \tau (r - \rho)^2 \int_B |\nabla (v - k) + \eta|^2 \eta^4 \, dx + \frac{C}{\tau (r - \rho)^2} \left( \int_B v^\alpha \chi_{(v > k)} + 1 \, dx \right) , \]

where we use Hölder inequality noting the restriction (5.2).
For IV, we again apply Young’s inequality to get

\[
IV \leq \tau (r - \rho)^2 \int_B |\nabla u|^2 (\varepsilon^2 + |\nabla u|^2)^{\frac{N-2}{2}} (v-k)^2 \eta^2 \, dx + \frac{1}{\tau (r - \rho)^2} \int_B (\varepsilon^2 + |\nabla u|^2)^{\frac{N-2}{2}} \chi\{v>k\} \, dx
\]

\[
\leq \tau (r - \rho)^2 \int_B |\nabla u|^2 (\varepsilon^2 + |\nabla u|^2)^{\frac{N-2}{2}} (v-k)^2 \eta^2 \, dx + \frac{1}{\tau (r - \rho)^2} \left( \int_B v^\alpha \chi\{v>k\} + 1 \, dx \right),
\]

where we use Young’s inequality along with (5.2).

Now, we choose \( \tau \) small enough to absorb terms to the left hand side and combine the estimates to complete the proof of the lemma.

6. De Giorgi Iteration

In this section, we will prove a preliminary Lipschitz bound for the regularized minimizers where the constants do not depend on the regularizing parameter. This is a standard De Giorgi iteration method adapted to the setting of Potential estimates.

**Proposition 6.1.** Let \( u \) be the solution to (3.3) and \( B_{R_0}(x_0) \subset B \) be a ball. Let \( L \) be such that \( |Du|_{L^\infty(B_{R_0}(x_0))} \leq L \) and further suppose that \( \alpha \in \left[ 2, \frac{2N}{N-2} \right) \). Then the following estimate holds

\[
|v|_{L^\infty(B_{R_0/2}(x_0))} \leq C \left( \int_{B_{R_0}(x_0)} v^\alpha \, dx + 1 \right)^{\frac{1}{(1-\frac{4}{N}+\frac{2}{\alpha})}} + CL \left( \mathcal{P}_1^I(x_0, 2R_0) \right)^{\frac{1}{(1-\frac{4}{N}+\frac{2}{\alpha})}},
\]

for a constant \( C \) depending on \( R_0, N, p, |U|_{L^\infty(B)}, |f|_{L^\infty(B)}, M \) and \( m \) but independent of \( L, \varepsilon \).

**Proof.** We start by defining a sequence of decreasing radii \( r_j = \frac{R_0}{2^j} + \frac{R_0}{2^{j+1}} \), \( j = 0, 1, 2, \ldots \) so that \( r_0 = R_0 \) and \( r_\infty = \frac{R_0}{2} \). Also define \( k_j = k - \frac{k}{2^j} \) so that \( k_0 = 0 \) and \( k_\infty = k \). We define a sequence of test functions \( \eta_j \in C_c^\infty(B_{r_j}(x_0)) \) with the property that \( 0 \leq \eta \leq 1 \), \( \eta = 1 \) on \( B_{r_{j+1}}(x_0) \) and \( |\nabla \eta_j| \leq \frac{C}{(r_j - r_{j+1})^2} \). With these choices, the improved Caccioppoli inequality from (5.1) becomes

\[
\int_{B_{r_j}(x_0)} |\nabla((v-k_{j+1})+\eta_j^2)|^2 \, dx \leq \left(\frac{C}{(r_j - r_{j+1})^4} + \frac{C}{(r_j - r_{j+1})^2}\right) \left( \int_{B_{r_j}(x_0)} v^\alpha \chi\{v>k_{j+1}\} + 1 \, dx \right) + CL^2 \int_{B_{r_j}(x_0)} f^2 \, dx,
\]

where we have taken the test function inside the gradient on the left hand side of (5.1) and made use of \( \alpha \geq 2 \).

We transform the above equation by an application of Sobolev’s inequality for \( p = 2 \) on the LHS as follows: Let \( \theta = \frac{N}{N-2} \), then we have

\[
\left( \int_{B_{r_{j+1}}(x_0)} (v-k_{j+1})^2 \, dx \right)^{1/\theta} \leq \left( \frac{C}{(r_j - r_{j+1})^4} + \frac{C}{(r_j - r_{j+1})^2}\right) \left( \int_{B_{r_j}(x_0)} v^\alpha \chi\{v>k_{j+1}\} + 1 \, dx \right) + C r_j^2 L^2 \int_{B_{r_j}(x_0)} f^2 \, dx. \tag{6.1}
\]

Now, notice that

\[
\frac{r_j^2}{(r_j - r_{j+1})^4} + \frac{r_j^2}{(r_j - r_{j+1})^2} \leq C b^j
\]

for some \( b > 1 \) and \( C \) depending on \( R_0 \). Similarly

\[
r_j^2 = \frac{R_0^2}{4} \left( 1 + \frac{1}{2j} \right)^2 = \left( \frac{R_0}{2^{j+1}} \right)^2 (2^j + 1)^2 \leq C b^j (r_{j-1} - r_j)^2
\]
for some $b > 1$ and $C$ depending on $R_0$, since $(r_j - 1 - r_j) = \frac{R_0}{2j+1}$. Substituting these estimations in (6.1), we get

$$
\left( \int_{B_{r_{j+1}}(x_0)} (v - k_{j+1})^{2b} dx \right)^{1/2} \leq C b^j \left( \int_{B_{r_j}(x_0)} v^n \chi_{\{v > k_{j+1}\}} dx + 1 \right) + (r_j - 1 - r_j)^2 L^2 \int_{B_{r_j}(x_0)} f^2 dx \right).$$

We also have the following estimate:

$$
\int_{B_{r_j}} (v - k_j)^\alpha dx \geq C' \int_{B_{r_j}} v^n \chi_{\{v > k_j+1\}} dx \geq \int_{B_{r_j}} v^n \left( 1 - \frac{2j+1 - 2}{2j+1 - 1} \right)^\alpha \chi_{\{v > k_j+1\}} dx
$$

so that

$$
\left( \int_{B_{r_{j+1}}(x_0)} (v - k_{j+1})^{2b} dx \right)^{1/2} \leq C b^j \left( \int_{B_{r_j}(x_0)} (v - k_j)^\alpha dx + 1 \right) + (r_j - 1 - r_j)^2 L^2 \int_{B_{r_j}(x_0)} f^2 dx \right), \tag{6.3}
$$

Now, define $V_j := \left( \int_{B_{r_j}(x_0)} (v - k_j)^\alpha dx \right)^{1/2}$ and $W_j := (r_j - 1 - r_j) \left( \int_{B_{r_j}(x_0)} f^2 dx \right)^{1/2}$. We are now ready to write an iterative estimate for $V_j$. Observe that from the restriction $\alpha < \frac{2N}{N-2}$, we have

$$
V_{j+1} = \left( \int_{B_{r_{j+1}}(x_0)} (v - k_{j+1})^{\alpha} dx \right)^{1/\alpha} \leq C \left( \int_{B_{r_{j+1}}(x_0)} (v - k_{j+1})^{2b} dx \right)^{1/2} \left( \frac{|\{|v > k_{j+1}\}|}{|B_{r_j}|} \right)^{(2b-\alpha)/2\alpha}.
$$

In order to estimate the last term appearing on the right hand side, we have

$$
\int_{B_{r_j}} (v - k_j)^\alpha \chi_{\{v > k_{j+1}\}} dx \geq (k_{j+1} - k_j)^\alpha |\{|v > k_{j+1}\}| = \frac{k^\alpha}{2\alpha(j+1)} |\{|v > k_{j+1}\}|
$$

so that

$$
V_{j+1} = \left( \int_{B_{r_{j+1}}(x_0)} (v - k_{j+1})^{\alpha} dx \right)^{1/\alpha} \leq C \left( \int_{B_{r_{j+1}}(x_0)} (v - k_{j+1})^{2b} dx \right)^{1/2} \left( \frac{k^\alpha(j+1)}{k^{\alpha/N} V_j} \right)^{(2b-\alpha)/2\alpha}. \tag{6.4}
$$

On substituting (6.3) in (6.4), we get

$$
V_{j+1} \leq C b^j \frac{k^\alpha}{k^{\alpha/N}} \left( V_j^{\frac{\alpha}{2b} + 1 + L W_j} \right)^{\frac{2b-\alpha}{2b}}
$$

$$
\leq C b^j \frac{k^\alpha}{k^{\alpha/N}} (V_j + 1 + L W_j)^{\frac{2b-\alpha}{2b}} = C \frac{b^j}{k^{\alpha/N}} (V_j + 1 + L W_j)^{1 + \frac{\alpha}{N}}
$$

$$
\leq C \frac{b^j}{k^{\alpha/N}} \left( V_j^{\frac{2b-\alpha}{2b} + 1} (1 + L W_j)^{1 + \frac{\alpha}{N}} + 1 + L W_j \right)^{1 + \frac{\alpha}{N}}
$$

$$
\leq \left( C \frac{b^j}{k^{\alpha/N}} \right)^{1 + \frac{\alpha}{N}} (V_j^{\frac{2b-\alpha}{2b} + 1} (1 + L W_j)^{1 + \frac{\alpha}{N}} + 1 + L W_j)^{1 + \frac{\alpha}{N}}
$$

$$
\vdots
$$

$$
\leq \left( C \frac{b^j}{k^{\alpha/N}} \right)^{1 + \frac{\alpha}{N}} (V_j^{\frac{2b-\alpha}{2b} + 1} (1 + L W_j)^{1 + \frac{\alpha}{N}} + 1 + L W_j)^{1 + \frac{\alpha}{N}}
$$

A standard iteration lemma implies $V_\infty = 0$ provided $V_0 \leq \left( C \frac{b^j}{k^{\alpha/N}} \right)^{-\frac{N}{\alpha}} b^{N^2/\alpha^2}$ is satisfied. This requires

$$
k^{1 - \frac{N}{\alpha} + \frac{N}{\alpha^2}} = C^{N/\alpha} b^{N^2/\alpha^2} \left( V_0 + 1 + L \sum_{j=1}^{\infty} W_j \right),
$$
assuming that \( \sum_{j=1}^{\infty} W_j < \infty \). Notice that,

\[
\sum_{j=1}^{\infty} W_j = \sum_{j=1}^{\infty} (r_{j-1} - r_j) \left( \int_{B_{r_j}(x_0)} f^2 \, dx \right)^{1/2} \\
= \sum_{j=1}^{\infty} \int_{r_{j-1}}^{r_j} \rho \, d\rho \left( \int_{B_{\rho}(x_0)} f^2 \, dx \right)^{1/2} \\
\leq 2^{N/2} \sum_{j=1}^{\infty} \int_{r_{j-1}}^{r_j} \left( \rho^2 \int_{B_{\rho}(x_0)} f^2 \, dx \right)^{1/2} d\rho \\
\leq 2^{N/2} \int_{R_0/2}^{3R_0/2} \left( \rho^2 \int_{B_{\rho}(x_0)} f^2 \, dx \right)^{1/2} d\rho \\
\leq 2^{N/2} \int_0^{2R_0} \left( \rho^2 \int_{B_{\rho}(x_0)} f^2 \, dx \right)^{1/2} d\rho = 2^{N/2} P_1^f(x_0, 2R_0).
\]

Since \( v \leq k \) in \( B_{R_0/2}(x_0) \), we get the result.

\[ \square \]

7. Interpolation estimates

In this section, we will prove a Lipschitz bound for the regularized minimizers where the right hand side is in terms of \( L^p \) norm of \( \nabla u \). This is achieved by a standard interpolation.

**Proposition 7.1.** Let \( u_n \) be the solution to (3.3). Let \( B_R \subset B \) be a ball and denote \( f_{B_R} = f \chi_{B_R} \) so that \( f_{B_R} \in L^2(\mathbb{R}^N) \). Further suppose that

\[
\frac{2(q-1)}{p} \leq \alpha < 2 + \min \left\{ \frac{2}{N}, \frac{4(p-1)}{Np+2-2p} \right\}.
\]

Let \( F_n \) be a sequence of regularized integrands as in (3.1). Then it holds that

\[
||\nabla u_n||_{L^\infty(B_{R/2})}^p \leq C \left( \int_{B_R} F_n(\nabla u_n) \, dx \right)^{\frac{p}{N}} + C \left( || P_1^{f_{B_R}}(\cdot, 2R_0) ||_{L^\infty(B_R)} \right)^{\frac{2p}{p(2n-2N)-2m}}, \tag{7.2}
\]

for a constant \( C \) depending on \( R_0, N, p, ||U||_{L^\infty(2B)}, ||f||_{L^\infty(B)}, M \) and \( m \) but independent of \( \varepsilon \).

**Proof.** Consider concentric balls \( B_{R/2} \subset B_s \subset B_t \subset B_R \), a point \( x_0 \in B_s \) and \( R_0 = t - s \) such that \( B_{R_0}(x_0) \subset B_t \), then we have \( ||\nabla u||_{L^\infty(B_{R_0}(x_0))} \leq ||\nabla u||_{L^\infty(B_t)} = L \), so that

\[
||v||_{L^\infty(B_s)} \leq C \left( \int_{B_{R_0}(x_0)} v^a \, dx \right)^{\frac{1}{a(1-\frac{1}{2} + \frac{1}{N})}} + C \left( ||\nabla u||_{L^\infty(B_t)} \right)^{\frac{1}{a(1-\frac{1}{2} + \frac{1}{N})}} P_1^{f_{B_R}}(x_0, 2R_0)^{\frac{1}{a(1-\frac{1}{2} + \frac{1}{N})}} + C
\]

\[
\leq C \left( \int_{B_{R_0}(x_0)} v^a \, dx \right)^{\frac{1}{a(1-\frac{1}{2} + \frac{1}{N})}} + C \left( ||\nabla u||_{L^\infty(B_t)} \right)^{\frac{1}{a(1-\frac{1}{2} + \frac{1}{N})}} || P_1^{f_{B_R}}(\cdot, 2(t-s)) ||^{\frac{1}{a(1-\frac{1}{2} + \frac{1}{N})}} + C
\]

\[
\leq C \left( \int_{B_{R_0}(x_0)} v^a \, dx \right)^{\frac{1}{a(1-\frac{1}{2} + \frac{1}{N})}} + C \left( ||\nabla u||_{L^\infty(B_t)} \right)^{\frac{1}{a(1-\frac{1}{2} + \frac{1}{N})}} || P_1^{f_{B_R}}(\cdot, 2(t-s)) ||^{\frac{1}{a(1-\frac{1}{2} + \frac{1}{N})}} + C
\]

\[
\leq C \left( \int_{B_{R_0}(x_0)} v^a \, dx \right)^{\frac{1}{a(1-\frac{1}{2} + \frac{1}{N})}} + C \left( ||\nabla u||_{L^\infty(B_t)} \right)^{\frac{1}{a(1-\frac{1}{2} + \frac{1}{N})}} || P_1^{f_{B_R}}(\cdot, 2(t-s)) ||^{\frac{1}{a(1-\frac{1}{2} + \frac{1}{N})}} + C
\]

where to obtain the last inequality, we have used Young’s inequality along with the restrictions in (7.1). Now, the result follows from an application of Lemma 2.6.

\[ \square \]
8. Passage to limit in the regularization process

In this section, we will pass to the limit in (7.2) as \( n \to \infty \).

Proof of Theorem 1.2. We begin with the following estimates where \( \gamma^* = \frac{Np}{N-p} \) for \( p < N \) and \( \gamma^* = \frac{2N}{N-1} \) otherwise.

\[
\int_B |f_n(u_n - U_n)| \, dx \leq \left( \int |f_n|^N \, dx \right)^{1/N} \left( \int |u_n - U_n|^\frac{N}{N-1} \right)^{\frac{N-1}{N}}
\]

\[
\leq \left( \int |f_n|^N \, dx \right)^{1/N} \left( \int |\nabla u_n - \nabla U_n|^p \right)^{1/p}
\]

\[
\leq C \left( \int |f_n|^N \, dx \right)^{1/N} \left( \int |\nabla u_n - \nabla U_n|^p \right)^{1/p}
\]

\[
\leq C \left( \int |f_n|^N \, dx \right)^{1/N} \left( \int f_n(\nabla u_n) \, dx + \frac{|B + \varepsilon_n B|}{|B|} \int_{B + \varepsilon_n B_1} f_n(\nabla U) \, dx \right)^{1/p}
\]

\[
\leq C||f_n||_{L^N(B)} + \left( \int_B f_n(\nabla u_n) \, dx + \frac{|B + \varepsilon_n B_1|}{|B|} \int_{B + \varepsilon_n B_1} f_n(\nabla U) \, dx \right)^{1/p}
\]

where the second inequality is due to Hölder’s inequality, the third inequality is by Sobolev’s inequality, the fifth inequality is by Jensen’s inequality and the sixth inequality is by Young’s inequality.

On the other hand, by minimality of \( u_n \), we have

\[
\int_B f_n(\nabla u_n) \, dx \leq \int_B f_n(\nabla U) + \int_B f_n(u_n - U_N) \, dx
\]

\[
\leq \frac{|B + \varepsilon_n B_1|}{|B|} \int_{B + \varepsilon_n B_1} f_n(\nabla U) \, dx + \int_B f_n(u_n - U_N) \, dx
\]

\[
\leq \frac{1}{2} \int_B f_n(\nabla u_n) \, dx + C \int_{B + \varepsilon_n B_1} f_n(\nabla U) \, dx + C||f_n||_{L^N(B)}.
\]

After absorbing the first term to the left, we get,

\[
\int_B f_n(\nabla u_n) \, dx \leq C \int_{B + \varepsilon_n B_1} f_n(\nabla U) \, dx + C||f_n||_{L^N(B)}. \tag{8.1}
\]

Combining (8.1) and (7.2), we get

\[
||\nabla u||_{L^\infty(B_{R/2})} \leq C \left( \frac{|B|}{|B_R|} \left( \int_{B + \varepsilon_n B_1} f_n(\nabla U) \, dx + ||f_n||_{L^N(B)} \right) \right)^{2p \alpha \gamma^* + \frac{2p \alpha \gamma^*}{2 \alpha N - \alpha N}}
\]

\[
+ C + C||\mathbf{P}_{1}^{f_{B_R}}(\cdot, 2R_0)||_{L^\infty(B_R)}
\]

where the constant only depends on \( R_0, N, p, ||U||_{L^\infty(2B)}, ||f||_{L^N(B)}, M \) and \( m \). However, by definition of \( f_n \), we have

\[
F_n(z) \lesssim F(z) + \varepsilon_n, \tag{8.2}
\]

where the constant does not depend on \( n \). Therefore, we can write

\[
||\nabla u||_{L^\infty(B_{R/2})} \leq C \left( \frac{|B|}{|B_R|} \left( \int_{B + \varepsilon_n B_1} f(\nabla U) \, dx + 1 + ||f||_{L^N(B)} \right) \right)^{2p \alpha \gamma^* + \frac{2p \alpha \gamma^*}{2 \alpha N - \alpha N}}
\]

\[
+ C + C||\mathbf{P}_{1}^{f_{B_R}}(\cdot, 2R_0)||_{L^\infty(B_R)}
\]

Also,

\[
||\mathbf{P}_{1}^{f_{B_R}}(\cdot, R)||_{L^\infty(B_R)} \leq C||f_{B_R}||_{L(N,1)(B_{2R})} = C||f||_{L(N,1)(B_R)},
\]
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therefore,
\[
||\nabla u||_{L^\infty(B_{R/2})}^p \leq C \left\{ \frac{|B|}{|B_R|} \left( \int_{B+\varepsilon_n B_1} F(\nabla U) \, dx + ||f||_{L^p(B)}^{\frac{p}{p-\alpha N}} \right) \right\} \frac{2}{2+2N-\alpha N} + C + C ||f||_{L^{(N+1)}(B_R)}^{\frac{2}{2+2N-\alpha N}}, \tag{8.3}
\]
Since \( ||F_n(\nabla U)||_{L^1(B+\varepsilon_n B_1)} \) is bounded by (8.2), therefore so is \( ||F_n(\nabla u_n)||_{L^1(B)} \) by (8.1). Therefore, \( u_n \) is bounded in \( W^{1,p}(B) \). From (8.3), \( u_n \) is bounded in \( W^{1,\infty}(B_{R/2}) \). As a result, there exists \( u_0 \in U + W^{1,p}_0(B) \) such that
\[
\begin{align*}
&u_n \rightharpoonup u_0 \text{ in } W^{1,p}(B) \\
&u_n \to u_0 \text{ in } L^{\infty}(B) \\
&u_n \to u_0 \text{ in } W^{1,p}(B_{R/2}) - \text{weak}^*. 
\end{align*}
\]
By lower-semicontinuity of norm, we have
\[
||\nabla u_0||_{L^\infty(B_{R/2})}^p \leq \liminf_{n \to \infty} ||\nabla u_n||_{L^\infty(B_{R/2})}^p \leq C \left\{ \frac{|B|}{|B_R|} \left( \int_{B} F(\nabla U) \, dx + ||f||_{L^p(B)}^{\frac{p}{p-\alpha N}} \right) \right\} \frac{2}{2+2N-\alpha N} + C + C ||f||_{L^{(N+1)}(B_R)}^{\frac{2}{2+2N-\alpha N}},
\]
It remains to show that \( u_0 = U \). We will show that \( u_0 \) is also a solution to (1.1). Observe that, by lower semicontinuity of norms,
\[
\int_B F(\nabla u_0) \, dx \leq \liminf_{n \to \infty} \int_B F(\nabla u_n) \, dx = \liminf_{n \to \infty} \int_B F_n(\nabla u_n) \, dx,
\]
since
\[
\lim_{n \to \infty} \int_B F(\nabla u_n) \, dx = \lim_{n \to \infty} \int_B F_n(\nabla u_n) \, dx
\]
due to the fact that \( F_n \) converges to \( F \) on compact sets and \( \nabla u_n \) is bounded independent of \( n \) by (7.2).

Hence, by minimality of \( u_n \) for \( \mathfrak{F}_n \), the strong convergence of \( U_n \to U \), and that of \( u_n \to u_0 \) in \( L^{\infty}(B) \), and the strong convergence of \( f_n \to f \) in \( L^N \), we have
\[
\mathfrak{F}(u_0, B) \leq \liminf_{n \to \infty} \mathfrak{F}_n(u_n, B) \leq \liminf_{n \to \infty} \mathfrak{F}_n(U_n, B) \leq \lim_{n \to \infty} \int_{B+\varepsilon_n B_1} F_n(\nabla U) \, dx - \lim_{n \to \infty} f_n U_n \, dx = \mathfrak{F}(\nabla U, B).
\]
By strong convexity of \( \mathfrak{F} \), we have \( u_0 = U \). \qed
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