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Abstract
Non-commutative Hilbert schemes, introduced by M. V. Nori, parametrize left ideals of finite codimension in free algebras. More generally, parameter spaces of finite codimensional submodules of free modules over free algebras are considered. Cell decompositions of these varieties are constructed, whose cells are parametrized by certain types of forests. Asymptotics for the corresponding Poincaré polynomials and properties of their generating functions are discussed.

1 Introduction

1.1 Non-commutative Hilbert schemes

Let $k$ be an arbitrary algebraically closed field. Denote by $A$ the free associative algebra $A = k\langle x_1, \ldots, x_m \rangle$ in $m$ letters. A representation of $A$ on a finite dimensional $k$-vector space $W$ of dimension $d$ consists of a tuple $\varphi$ of $m$ linear endomorphisms $\varphi_1, \ldots, \varphi_m$ of $W$.

The group $\text{GL}(W)$ acts on the space $\text{End}(W)^m$ via base change in $W$, thus

$$g(\varphi_1, \ldots, \varphi_m) = (g\varphi_1g^{-1}, \ldots, g\varphi_mg^{-1}).$$

The orbits of $\text{GL}(W)$ in $\text{End}(W)^m$ correspond bijectively to the isomorphism classes of $d$-dimensional representations of $A$.

Denote the quotient variety $\text{End}(W)^m/\text{GL}(W)$ by $V_d^{(m)}$. Thus, $V_d^{(m)}$ is the affine $k$-variety with coordinate ring isomorphic to the invariant ring

$$R = k[\text{End}(W)^m]^{\text{GL}(W)}.$$

The $k$-points of $V_d^{(m)}$ are in bijection with the $d$-dimensional semisimple representations of $A$ (see [1]), since an orbit of $\text{GL}(W)$ in $\text{End}(W)^m$ is closed if and
only if the corresponding representation of $A$ is semisimple.

By a result of C. Procesi [21], the ring $R$ is generated (at least if $k$ is of characteristic 0) by the functions

$$(\varphi_1, \ldots, \varphi_m) \mapsto \text{tr}(\varphi_{i_1} \cdots \varphi_{i_s})$$

for sequences $(i_1 \ldots i_s)$ in $\{1, \ldots, m\}$. In fact, $R$ is already generated by such functions for $s \leq d^2 + 1$.

One of the problems in dealing with the varieties $V_{d}^{(m)}$ is that they are highly singular, except in the cases $m = 1$ (where $V_{d}^{(m)} \cong A^d$), $d = 1$ (where $V_{d}^{(m)} \cong A^m$) and $d = 2 = m$ (where $V_{d}^{(m)} \cong A_5$). Although no explicit desingularizations of the varieties $V_{n}^{(m)}$ are known (except in case $d = 2$; see [20]), there exists nevertheless a class of closely related smooth varieties, namely the non-commutative Hilbert schemes introduced in [20]. Their construction (in a slightly more general setup) will be reviewed in the following.

Fix another $k$-vector space $V$ of dimension $n$, together with a basis $v_1, \ldots, v_n$. Analogous to the above, the affine space $X = \text{Hom}(V, W) \oplus \text{End}(W)^m$ parametrizes $d$-dimensional representations of $A$, together with a fixed linear map from $V$ to $W$. Again, the group $\text{GL}(W)$ acts on $X$ via base change in $W$, that is,

$$g(f, \varphi_1, \ldots, \varphi_m) = (gf, g\varphi_1g^{-1}, \ldots, g\varphi_mg^{-1})$$

for $g \in \text{GL}(W)$, $f \in \text{Hom}(V, W)$ and $\varphi_1, \ldots, \varphi_m \in \text{End}(W)$.

Define a tuple $(f, \varphi_*)$ in $X$ to be stable if

$$k\langle \varphi_1, \ldots, \varphi_m \rangle f(V) = W;$$

that is, the image of $f$ generates $W$ as a representation of $A$. Denote by $X^s$ the subset of $X$ consisting of stable tuples. It is easy to see that the stabilizer in $\text{GL}(W)$ of any stable tuple is trivial.

**Definition 1.1** ([20]) Define $H_{d,n}^{(m)} = X^s/\text{GL}(W)$ as the quotient variety of $X^s$ by $\text{GL}(W)$.

The variety $H_{d,n}^{(m)}$ is smooth and irreducible, of dimension $N = nd + (m - 1)d^2$.

It is a principal $\text{GL}(W)$-bundle over $H_{d,n}^{(m)}$.

All these facts can be easily seen by viewing $X^s$ as the set of stable representations (in the sense of [13]) of the quiver $Q_{n}^{(m)}$ with set of vertices $\{i, j\}$, $n$ arrows from $i$ to $j$, and $m$ loops at $j$, for the dimension vector $e_i + de_j$, and stability $-de_i^* + e_j^*$ (see [22]).

The variety $H_{d,n}^{(m)}$ has several different interpretations:

**Lemma 1.2** The $k$-points of $H_{d,n}^{(m)}$ parametrize each of the following sets:
1. Equivalence classes of \(d\)-dimensional representations \(W\) of \(A\), together with an \(n\)-tuple of vectors generating \(W\) as a representation of \(A\).

2. Equivalence classes of \(d\)-dimensional representations \(W\) of \(A\), together with a surjective \(A\)-homomorphism from the free representation \(A^n\) to \(W\).

3. \(A\)-subrepresentations of codimension \(d\) of the free representation \(A^n\).

4. Isomorphism classes of stable representations of the quiver \(Q_n^{(m)}\) as above.

**Proof:** The first interpretation follows directly from the definition of \(H_{d,n}^{(m)}\) as the quotient of \(X^s\) by GL(\(W\)); the \(n\)-tuple generating \(W\) is \((f(v_1), \ldots, f(v_n))\). The second interpretation follows by associating to the linear map \(f: V \to W\) the \(A\)-homomorphism \(p_f: A \otimes_k V \to W\) uniquely determined by \(1 \otimes v \mapsto f(v)\) for \(v \in V\). Now the tuple \((f, \varphi, \lambda)\) is stable if and only if \(p_f\) is surjective. The third interpretation can be derived from the second: the kernel of \(p_f\) is obviously a subrepresentation of \(A \otimes V\) of codimension \(d\), and any such subrepresentation \(U \subset A \otimes V\) yields a surjection onto a \(d\)-dimensional \(A\)-representation by considering the canonical projection \(A \otimes V \to (A \otimes V)/U\). The fourth interpretation again follows from the definitions.

**Remarks:**

- In particular, the variety \(H_{d,1}^{(m)}\) parametrizes left ideals of codimension \(d\) in \(A\). Thus, it can be viewed as a non-commutative Hilbert scheme for the free algebra in \(m\) generators, in the same way as the Hilbert scheme \(\text{Hilb}^d(A^m)\) parametrizes ideals of codimension \(d\) in the polynomial ring \(k[x_1, \ldots, x_m]\). Under this name, this variety was introduced in [20].

- Another interpretation of \(H_{d,1}^{(m)}\) is given in [26], in the framework of Brauer-Severi varieties.

- The fourth interpretation in Lemma 1.2 shows that \(H_{d,n}^{(m)}\) can also be viewed as a framed moduli space for representations of the \(m\)-loop quiver, in the sense of [19]. See the forthcoming paper [23] for a general discussion of framed quiver moduli.

- In the special case \(m = 1\), the varieties \(H_{d,n}^{(1)}\) can be described much more explicitly as vector bundles over Grassmannians; see [17].

Coming back to the original problem of finding a variety closely related to \(V_d^{(m)}\), but with better geometric properties, we have the following:

The obvious map \(X^s \to \text{End}(W)^m\), forgetting the extra datum \(f \in \text{Hom}(V, W)\), is GL(\(W\))-equivariant. Thus it descends to a projective morphism

\[ p: H_{d,n}^{(m)} \to V_d^{(m)} \]

on the level of quotients by GL(\(W\)). Although the fibres of \(p\) are difficult to determine in general, they are at least tractable using the Luna stratification of
and allows to derive, for example, a determination of the irreducible components of the fibres and their dimensions.

It should also be noted that the morphism $p$ extends the canonical map from the Hilbert scheme $\text{Hilb}^d(A^m)$ to the $d$-th symmetric power $(A^m)^d/S_d$. More precisely, we have the following commutative diagram:

$$
\begin{array}{ccc}
\text{Hilb}^d(A^m) & \rightarrow & H_{d,1}^{(m)} \\
\downarrow & & \downarrow \\
(A^m)^d/S_d & \rightarrow & V_d^{(m)}.
\end{array}
$$

The map in the top row is given by pulling back an ideal via the canonical map $k[x_1, \ldots, x_m] \rightarrow k[x_1, \ldots, x_m]$. The map in the bottom row is given by viewing points of $A^m$ as one-dimensional representations of $A$, and mapping a $d$-tuple of such to their direct sum.

1.2 Results

The main aim of this note is to prove the following results on the geometry of the varieties $H_{d,n}^{(m)}$.

**Theorem 1.3** The variety $H_{d,n}^{(m)}$ has a cell decomposition, whose cells are parametrized by $m$-ary forests with $n$ roots and $d$ nodes.

The precise definition of such forests (and related combinatorial objects) will be given in section 2. The cell decomposition will be constructed in section 3.

As a consequence, the Betti numbers in cohomology of $H_{d,n}^{(m)}(\mathbb{C})$ can be described. This is possible in a compact form by assembling the Poincaré polynomials into a generating function.

**Theorem 1.4** Define

$$
\zeta_n^{(m)}(q, t) = \sum_{d=0}^{\infty} q^{(m-1)} \frac{(d+1)!(n-1)d}{(n-d)!} \sum_k H^k(H_{d,n}^{(m)})q^{-k/2}t^d \in \mathbb{Q}[q][[t]].
$$

Then, as an element of $\mathbb{Q}[q][[t]]$, the generating function $\zeta_n^{(m)}(q, t)$ is determined by the functional equations

$$
\zeta_n^{(m)}(q, t) = \prod_{i=0}^{n-1} \zeta_1^{(m)}(q, q^it) \quad \text{and} \quad \zeta_1^{(m)}(q, q^it) = 1 + t \cdot \prod_{i=0}^{m-1} \zeta_1^{(m)}(q, q^it).
$$

In particular, the cohomological Euler characteristic of $H_{d,n}^{(m)}$ is given by

$$
\chi(H_{d,n}^{(m)}) = \frac{n}{(m-1)d+n} \binom{md+n-1}{d}.
$$
This theorem will be proved in section 5 after computing the Poincaré polynomials of the varieties $H_{d,n}^{(m)}$ in section 4.

Finally, in section 6, we consider the asymptotic behaviour of both the Euler characteristic and the Poincaré polynomials, in the spirit of [13]. The main result is:

**Theorem 1.5** After a suitable renormalization, the distribution of the Betti numbers of $H_{d,1}^{(m)}$ for large $d$ has the Airy distribution as a limit law.

The results of Theorem 1.4 were predicted by computer experiments using the formula [22, Theorem 6.7] for the cohomology of quiver moduli. Namely, these experiments suggested the above formula for the Euler characteristic. Since these numbers are just the Catalan numbers in the special case $m = 2, n = 1$, a relation to trees could be expected. This relation could then be established by using a construction in [26]; see section 3.
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**2 Words and forests**

Denote by $\Omega = \Omega^{(m)}$ the set of finite words in the alphabet $\{1, \ldots, m\}$. The length $l(w)$ of a word $w = (i_1 \ldots i_s)$ is defined to be $s$. The unique word of length 0 is denoted by (). The concatenation of words $w$ and $w'$ is written as $ww'$; in particular, the concatenation of a word $w$ with a letter $i$ is denoted by $wi$.

For a word $w = (i_1 \ldots i_s) \in \Omega$, define $x_w = x_{i_1} \ldots x_{i_s} \in A$. The elements $x_w$ for $w \in \Omega$ thus form a $k$-basis for $A$. Furthermore, for any representation of $A$ given by a tuple $(\varphi_1, \ldots, \varphi_m)$ of endomorphisms of the vector space $W$, define $\varphi_w = \varphi_{i_1} \cdots \varphi_{i_s} \in \text{End}_k(W)$.

The set $\Omega$ can also be viewed as the free $m$-ary tree, with the empty word () as the root, and with each word $w$ having $w1, \ldots, wm$ as its $m$ successors.

**Example:** The set $\Omega^{(3)}$ can be viewed as the free ternary tree as follows:
Consequently, we view \( \{1, \ldots, n\} \times \Omega \) as the free \( m \)-ary forest with \( n \) roots, since by definition a forest is nothing else than an ordered tuple of trees.

Since any finite \( m \)-ary tree can be embedded into the free tree \( \Omega \), we arrive at the following definition:

**Definition 2.1**

1. A finite subset \( S \subset \Omega \) is called an \( m \)-ary tree if it is closed under taking left subwords, that is, \( w \in S \) provided \( ww' \in S \) for some \( w' \in \Omega \).

2. An \( m \)-ary forest with \( n \) roots is an \( n \)-tuple of (possibly empty) \( m \)-ary trees \( S_* = (S_1, \ldots, S_n) \).

Via this definition, the nodes of a forest \( S_* \) are parametrized by pairs \( (k, w) \), where \( w \in S_k \) and \( k = 1, \ldots, n \). We simply write \( (k, w) \in S_* \). In particular, the number of nodes \( |S_*| \) of a forest \( S_* \) is just the sum of the cardinalities

\[
|S_*| = \sum_{i=1}^{n} |S_i|.
\]

Denote the set of \( m \)-ary forests with \( n \) roots and \( d \) nodes by \( \mathcal{F}_{d,n}^{(m)} \).

A pair \( (k, w) \in \{1, \ldots, m\} \times \Omega \) is called critical for a forest \( S_* \) if either \( w = () \) and \( S_k = \emptyset \), or \( w \notin S_k \), but \( w' \in S_k \) for \( w = w' i \). Denote by \( C(S_*) \) the set of pairs \( (k, w) \) which are critical for \( S_* \), and denote the cardinality of the critical set \( C(S_*) \) by \( c(S) \). An easy induction on the cardinality of the forest \( S_* \) immediately yields the formula

\[
c(S_*) = (m - 1)|S_*| + n.
\]

The set \( \Omega \) is totally ordered with respect to the lexicographical ordering: suppose \( w = (i_1 \ldots i_s) \) and \( w' = (j_1 \ldots j_t) \). Let \( k \) be the maximal index such that \( i_k = j_k \).
(we set \(k = 0\) if no such index exists). Then \(w \leq w'\) if either \(k = s = l(u)\), or \(i_{k+1} \leq j_{k+1}\).

We extend this to a total ordering on trees by setting \(S \leq S'\) if either \(|S| > |S'|\), or \(|S| = |S'|\) and, writing \(S = \{w_1 < \ldots < w_s\}\) and \(S' = \{w'_1 < \ldots < w'_s\}\), we have \(w_p < w'_p\) for the minimal \(p\) such that \(w_p \neq w'_p\).

Finally, we extend this to a total ordering on each set \(\mathcal{F}_d^{(m)}\) by defining \(S_* \leq S'_*\) if either \(|S_*| > |S'_*|\), or \(|S_*| = |S'_*|\) and, writing \(S_* = \{w_1 < \ldots < w_s\}\) and \(S'_* = \{w'_1 < \ldots < w'_s\}\), we have \(w_p < w'_p\) for the minimal \(p\) such that \(w_p \neq w'_p\).

We also order the free forest \(\{1, \ldots, n\} \times \Omega\) by setting \((k, w) \leq (l, w')\) if either \(k < l\), or \(k = l\) and \(w \leq w'\). In particular, this induces a total ordering on the nodes of any forest \(S_*\).

**Remark:** If \(S < S'\) are trees of the same cardinality, then \(w_p \not\in S'_*\) for the element \(w_p\) defined above: otherwise, \(w_p = w'_q\) for some \(q < p\) since \(w_p < w'_p\). But then \(w_p = w'_q = w_q\) by the choice of \(p\); a contradiction.

For each forest \(S_*\), define \(D(S_*)\) as the set of all tuples \((k, w, l, w')\) in

\[\{(1, \ldots, m) \times \Omega\} \times (\{1, \ldots, m\} \times \Omega)\]

such that

\[(k, w) \in S_*, \ (l, w') \in C(S_*), \ (k, w) < (l, w').\]

Denote by \(d(S_*)\) the cardinality \(|D(S_*)|\) of \(D(S_*)\).

**Example:** The binary trees with four nodes are given in their lexicographical ordering as follows:

```
  1   2   3   4
 / \
  1   2
 / \
  1
```

### 3 The cell decomposition

The starting point for the construction of a cell decomposition of \(H_{d,n}^{(m)}\) is the construction, due to M. Van den Bergh [20], of a covering by open affine set for the varieties \(H_{d,1}^{(m)}\). We will first translate this to the language of forests. Then, by using the total ordering on forests, successive complements of these open affine sets will be shown to yield a cell decomposition. This might be compared with the construction of the cell decomposition by Schubert cells for Grassmannians (which constitute the case \(m = 0\) in the present setup).

Note that, in contrast to the commutative Hilbert schemes \(\text{Hilb}^d(A^2)\) (see [7]), it is not possible to apply the Bialynicki-Birula method [2] to the varieties \(H_{d,n}^{(m)}\),
since the natural torus action has infinitely many fixed points; see the example at the end of this section.

**Definition 3.1** For each forest $S_*$ in $\mathcal{F}_{d,n}^{(m)}$, define $U_{S_*}$ as the set of all tuples $(f, \varphi_*) \in H_{d,n}^{(m)}$ such that the set

$$\{ \varphi_wf(v_k) : (k, w) \in S_* \}$$

forms a basis of $W$.

**Remark:** From the definition of $U_{S_*}$, it is clear that $\dim k(\varphi_*)f(v_k) \geq |S_k|$ for all $k = 1, \ldots, m$, and all $(f, \varphi_*) \in U_{S_*}$.

Let $(f, \varphi_*)$ be a point in $U_{S_*}$. For any $(l, w') \in C(S_*)$, we can write uniquely

$$\varphi_{w'}f(v_l) = \sum_{(k, w) \in S_*} \lambda_{(k, w, l, w')} \varphi_wf(v_k).$$

It is easy to see that the map assigning to $(f, \varphi_*)$ the coefficient $\lambda_{(k, w, l, w')} : U_{S_*} \to k$.

**Lemma 3.2** Let $(f, \varphi_*)$ be a point in $H_{d,n}^{(m)}$. Let $\overline{S}_*$ be a forest such that the vectors $\varphi_wf(v_k)$ for $(k, w) \in \overline{S}_*$ are linearly independent in $W$. Then there exists a forest $S_* \in \mathcal{F}_{d,n}^{(m)}$, containing $\overline{S}_*$, such that $(f, \varphi_*) \in U_{S_*}$.

**Proof:** We proceed by downward induction on the cardinality $|\overline{S}_*|$ of $\overline{S}_*$. If this equals $d$, there is nothing to prove. Otherwise, let $U$ be the span of the vectors $\varphi_wf(v_k)$ for $(k, w) \in \overline{S}_*$, and consider $k(\varphi_*)U \subset W$.

If this space strictly contains $U$, we can choose an index $k$, a word $w \in \overline{S}_k$ and some $i \in \{1, \ldots, m\}$ such that $\varphi_{w_i}f(v_k) \notin U$. Define $\overline{S}'_i$ as $\overline{S}_i$ if $l \neq k$, and as $\overline{S}_k \cup \{w_i\}$ if $l = k$. By definition, $\overline{S}'_*$ forms a forest fulfilling the conditions of the lemma, of strictly larger cardinality than $\overline{S}_*$. By induction, we are done.

If $k(\varphi_*)U = U$, we have $f(V) \not\subset U$, since otherwise $W = k(\varphi_*)f(V) \subset k(\varphi_*)U = U \neq W$, a contradiction. Thus, there exists an index $k$ such that $\overline{S}_k = \emptyset$ and $f(v_k) \notin U$. Defining $\overline{S}'_i$ as $\overline{S}_i$ for $l \neq k$, and as $\{()\}$ for $l = k$, we can proceed as above.

Applying the lemma to the empty forest, we get:

**Corollary 3.3** The variety $H_{d,n}^{(m)}$ is the union of the $U_{S_*}$, ranging over all forests $S_*$ in $\mathcal{F}_{d,n}^{(m)}$.

**Lemma 3.4** Each $U_{S_*}$ is an open subset of $H_{d,n}^{(m)}$, isomorphic to an affine space of dimension $N = (m - 1)d^2 + nd$. 
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Proof: The defining condition of $U_{S*}$ can be rephrased as the non-vanishing of a determinant, and is therefore open. The isomorphism to an affine space is easily seen to be provided by the functions $\Lambda((k,w,l,w'))$ on $U_{S*}$ for $(k,w) \in S*$ and $(l,w') \in C(S*)$: note that, by the formula for $c(S*)$ above, there are precisely $|S*| \cdot ((m-1)|S*| + n)$ of them.

Now we come to the definition of certain locally closed subvarieties of $H^{(m)}_{d,n}$, which will be shown to provide a cell decomposition.

Definition 3.5 For each forest $S*$, define $Z_{S*}$ as the set of all points $(f, \varphi_*)$ of $U_{S*}$ such that the following holds:

For all critical pairs $(k,w) \in C(S*)$, the vector $\varphi_w f(v_k)$ is contained in the span of the vectors $\varphi_{w'} f(v_l)$ for $(l,w') < (k,w)$.

Example: Consider the case $m = 3$, $d = 6$, $n = 3$. Let $S*$ be the following forest:

```
---
(1)    (2)    (3)
---
```

In the notation introduced above, we have $S* = \{((), (1), (13), (2)), \emptyset, ((), (3))\}$.

The critical set $C(S*)$ consists of the pairs

$C(S*) = \{(1, (11)), (1, (12)), (1, (131)), (1, (132)), (1, (133)), (1, (21)), (1, (22)), (1, (23)), (1, (3)), (2, ()), (3, (1)), (3, (2)), (3, (31)), (3, (32)), (3, (33))\}$.

Assume that $(f, \varphi_*) \in U_{S*}$. Then the following elements form a basis $B$ of $W$:

$f(v_1), \varphi_1 f(v_1), \varphi_3 \varphi_1 f(v_1), \varphi_2 f(v_1), f(v_3), \varphi_3 f(v_3)$.

If $(f, \varphi_*) \in Z_{S*}$, then, with respect to the above basis $B$, the matrices representing $f$ and the $\varphi_1$, respectively, are of the form:

$$f = \begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \varphi_1 = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}$$
that $\phi$ and thus $(p, wi)$.

We arrive at the situation $(p, wi) \notin S_p$, which by definition of $Z_{S_\ast}$ means that $\varphi_{wi} f(v_p)$ is contained in the span of the vectors $\varphi_{w'} f(v_s)$ for $(s, w') < (p, wi)$. If $s < p$, then $w' \in S'_s$ since $S'_s = S_s$. If $s = p$, then $w' < wi = w'_q < w_q$, and thus $w' = w_t = w'_t \in S'_p$ for some $t < q$.

We conclude that $\varphi_{wi} f(v_p)$ is contained in the span of vectors $\varphi_{w'} f(v_s)$ for $(s, w') \in S'_s$, which is impossible, since by the assumption $(f, \varphi_\ast) \in U_{S'_s}$, all the vectors $\varphi_{w'} f(v_s)$ for $w' \in S_s$ are linearly independent.  

\[ \varphi_2 = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad \varphi_3 = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \]

where $\square$ indicates an arbitrary entry.

We now study the properties of the sets $Z_{S_\ast}$.

**Remark:** From the definition of $Z_{S_\ast}$, it is clear that

$$\dim \sum_{i=1}^{k} k(\varphi_\ast) f(v_i) = |S_1| + \ldots + |S_k|$$

for all $k = 1, \ldots, m$, and all $(f, \varphi_\ast) \in Z_{S_\ast}$.

**Theorem 3.6** For all forests $S_\ast$, we have $Z_{S_\ast} = U_{S_\ast} \setminus \bigcup_{S' \prec S_\ast} U_{S'_\ast}$.

The proof of this theorem will be given in the two obvious steps; namely, we prove each inclusion in the claimed equality separately.

**Lemma 3.7** For all forests $S_\ast$, we have $Z_{S_\ast} \subset U_{S_\ast} \setminus \bigcup_{S' \prec S_\ast} U_{S'_\ast}$.

**Proof:** Let $(f, \varphi_\ast)$ be a point in $Z_{S_\ast}$, and suppose that $(f, \varphi_\ast)$ belongs to $U_{S'_p}$ for some $S'_p < S_\ast$. Let $p$ be minimal such that $S'_p \neq S_p$, so that $S'_p < S_p$. Then, by the remarks following the definitions of $U_{S_\ast}$ and $Z_{S_\ast}$, respectively, we have

$$|S_1| + \ldots + |S_p| = \dim \sum_{k=1}^{p} k(\varphi_\ast) f(v_k) \geq |S'_1| + \ldots + |S'_p|.$$

Thus $|S'_p| = |S_p|$ by the choice of $p$. Writing

$$S_p = \{ w_1 < \ldots < w_s \}, \quad S'_p = \{ w'_1 < \ldots < w'_s \},$$

and choosing $q$ minimal such that $w_q \neq w'_q$, we thus have $w'_q < w_q$. By the remark following the definition of the ordering on trees, we get $w'_q \notin S_p$. Note that this implies $w'_q \neq ()$, since otherwise $(()) \notin S_p$, thus $S_p = \emptyset$, contradicting $S_p \neq S'_p$ and $|S_p| = |S'_p|$. Thus we can write $w'_q = w_i$. Since $S_p$ is a tree, we have $w \in S'_p$, and also $w < w'_q$, thus $w = w'_r = w_r$ for some $r < q$, and thus $w \in S_p$.

We arrive at the situation $w \in S_p$, $wi \notin S_p$, which by definition of $Z_{S_\ast}$ means that $\varphi_{wi} f(v_p)$ is contained in the span of the vectors $\varphi_{w'} f(v_s)$ for $(s, w') < (p, wi)$. If $s < p$, then $w' \in S'_s$ since $S'_s = S_s$. If $s = p$, then $w' < wi = w'_q < w_q$, and thus $w' = w_t = w'_t \in S'_p$ for some $t < q$.

We conclude that $\varphi_{wi} f(v_p)$ is contained in the span of vectors $\varphi_{w'} f(v_s)$ for $(s, w') \in S'_s$, which is impossible, since by the assumption $(f, \varphi_\ast) \in U_{S'_s}$, all the vectors $\varphi_{w'} f(v_s)$ for $w' \in S_s$ are linearly independent.  

\[ \Box \]
Lemma 3.8 For all forests $S_*$, we have $Z_{S_*} \supset U_{S_*} \setminus \bigcup_{S_* < S_*} U_{S_*}$.

Proof: Let $(f, \varphi_*)$ be in $U_{S_*}$, and assume that $(f, \varphi_*) \not\in Z_{S_*}$. Then there exists some pair $(k, w) \in C(S_*)$, such that $\varphi_w f(v_k)$ is not contained in the span of the vectors $\varphi_{w'} f(v_k)$ for $(l, w') < (k, w)$.

Among such pairs, choose one with minimal index $k$, and with minimal $w$. Define a forest $S*$ by setting $S_i = S_i$ for $l < k$, $S_k = \{ w' \in S_k : w' \leq w \}$, and $S_l = \emptyset$ for $l > k$. The assumptions of Lemma 3.8 are satisfied, yielding a forest $S'_* \supset S*$ such that $(f, \varphi_*) \in U_{S'_*}$. It remains to prove that $S'_* < S_*$, yielding a contradiction.

We first prove $S'_* = S_*$ for $l < k$: suppose not, then we can choose a word $w' \in S'_* \setminus S_*$. Without loss of generality, $w'$ can be chosen to be critical for $S_*$. Since $(f, \varphi_*) \in U_{S'_*}$, the vector $\varphi_{w'} f(v_l)$ is linearly independent of the vectors $\varphi_{w''} f(v_p)$ for $(p, w'') < (l, w')$. But $l < k$, contradicting the minimality of $k$.

Now we compare $S_k$ and $S'_k$: since $w \not\in S_k$, but $w \in S'_k \subset S'_k$, we have $S'_k \neq S_k$. By the remark following the definition of $U_{S_*}$, we have $\dim \langle \varphi_* \rangle f(v_k) \geq |S_k|$. We can thus assume that the extension $S'_k$ of $S_k$ is chosen in such a way that $|S'_k| \geq |S_k|$. If $|S'_k| > |S_k|$, we have proved $S'_* < S_*$ by definition; so assume $|S'_k| = |S_k|$. We have $w \neq ()$, since otherwise $S_k = \emptyset$, and thus $\emptyset = S'_k \supset S_k \neq \emptyset$, a contradiction.

Write $\overline{S}_k \setminus \{ w \} = \{ w_1 < \ldots < w_p \}$.

By definition of $\overline{S}_k$, we then have $S_k = \{ w_1 < \ldots < w_{p-1} < w_p < \ldots \}$.

Assume $w' \in S'_k \setminus \overline{S}_k$. Then $w' > w$, since otherwise, we get a contradiction to the minimality of $w$ as above. Thus, we can write $S'_k = \{ w_1 < \ldots < w_{p-1} < w < \ldots \}$.

But $w_p \in S_k \setminus \overline{S}_k$, thus $w_p > w$ by definition of $\overline{S}_k$, which proves $S'_k < S_k$.

Thus, Theorem 3.8 is proved.

Lemma 3.9 The variety $Z_{S_*}$ is isomorphic to an affine space of dimension $d(S_*)$.

Proof: Identify the affine space $A^{d(S_*)}$ with the $k$-space $Y_{S_*}$ with basis $e_{(k, w, l, w')}$ for $(k, w, l, w') \in D(S_*)$. We define a morphism $\Psi_{S_*} : Y_{S_*} \to Z_{S_*}$. Let a vector $y = \sum_{(k, w, l, w') \in D(S_*)} \lambda_{(k, w, l, w')}(k, w, l, w')e_{(k, w, l, w')}$ in $Y_{S_*}$ be given. Choose a basis $\{ b_{(k, w)} \}$ of $W$, parametrized by the pairs $(k, w) \in S_*$. Define a point $\Psi_{S_*}(y)$ of $Z_{S_*}$ by the following formulas:
Using the functions $\Lambda_{k,w,l,w'}$ for $(k, w, l, w') \in D(S_*)$, the map $\Psi_{S_*}$ thus defined is easily seen to provide an isomorphism $Y_{S_*} \simeq Z_{S_*}$ by definition of $Z_{S_*}$.

\[ \text{Proof (of Theorem 1.3):} \]
For each forest $S_*$, define
\[ A_S = H_{d,n}^{(m)} \setminus \bigcup_{S_*' < S_*} S_*', \]
which is a closed subvariety of $H_{d,n}^{(m)}$. Enumerate the set $F_{d,n}^{(m)}$ as $S_1^* < \ldots < S_k^*$, and define $A_i = A_{S_i^*}$. Then $H_{d,n}^{(m)} = A_1 \supset \ldots \supset A_n \supset 0$ defines a filtration of $H_{d,n}^{(m)}$ by closed subvarieties. Each of the successive complements
\[ A_i \setminus A_{i+1} = Z_{S_i^*} \]
is isomorphic to an affine space by Lemma 3.9.

\[ \text{Example:} \]
As noted at the beginning of this section, it is not possible to apply the Bialynicki-Birula method to the varieties $H_{d,n}^{(m)}$: they carry a natural action of the $m$-torus $(k^*)^m$ via
\[ (t_1, \ldots, t_n)(f, \varphi_1, \ldots, \varphi_m) = (f, t_1\varphi_1, \ldots, t_m\varphi_m), \]
but this action has infinitely many fixed points already in the case $n = 1$, $m = 2$ and $d = 4$, as the example
\[ f = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad \varphi_1 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 \end{bmatrix}, \quad \varphi_2 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 \end{bmatrix}, \quad \lambda \in k \]
with $\lambda \in k$ shows by a direct calculation. Note that $\varphi_1 \varphi_2 = \lambda \varphi_2 \varphi_1$ in this example, which shows that the problem arises precisely due to the non-commutativity of the situation.

4 Applications of the cell decomposition

4.1 Normal forms for representations and submodules

As an application of the cell decomposition constructed above, we can derive normal forms for representations of $A$ equipped with generating vectors, as well as for finite codimensional subspaces of free modules over free algebras.

In the first case, we just have to rephrase the proof of Lemma 3.9.
Proposition 4.1 If a tuple \((f, \varphi_*)\) belongs to \(Z_{S_*}\), then there exists a basis \(\{b_{(k,w)}\}\) of \(W\), parametrized by the pairs \((k, w) \in S_*\), such that \((f, \varphi_*)\) can be written in the form:

\[f(v_k) = b_{(k,())} \text{ if } S_k \neq \emptyset,\]
\[f(v_k) = \sum_{(l,w,k,()) \in D(S_*)} \lambda(l,w,k,()) b_{(l,w)} \text{ if } S_k = \emptyset,\]
\[\varphi_i(b_{(k,w)}) = b_{(k,wi)} \text{ if } w \in S_k, \, wi \in S_k,\]
\[\varphi_i(b_{(k,w)}) = \sum_{(l,w',k,wi) \in D(S_*)} \lambda(l,w',k,wi) b_{(l,w')} \text{ if } w \in S_k, \, wi \notin S_k.\]

In the second case, we use the third interpretation of the variety \(H_{d,n}^{(m)}\) from Lemma 1.2. Recall that, to any tuple \((f, \varphi_*) \in H_{d,n}^{(m)}\), we associate the subspace \(U = \text{Ker}(A \otimes V \to W) \subset A \otimes V\).

The next result now follows directly from the definition of the cell \(Z_{S_*}\).

Proposition 4.2 If \(U \subset A \otimes V\) corresponds to a tuple \((f, \varphi_*) \in Z_{S_*}\) for a forest \(S_* \in F_{d,n}^{(m)}\), then \(U\) is generated by elements
\[x_{w'} \otimes v_l - \sum_{(k,w,l,w') \in D(S_*)} \lambda(k,w,l,w') x_w \otimes v_k,\]
where \((l, w')\) runs over all elements of \(C(S_*)\).

This gives a normal form for arbitrary finite codimensional subspaces, which - in the case \(n = 1\) - one might view as a more precise version of [3, Theorem 6.8].

4.2 (Co-)homology

Applying [9, Chapter 1] to Theorem 1.3, we get immediately:

Corollary 4.3 The intersection theory \(A_*(H_{d,n}^{(m)})\) is a free abelian group, with a basis given by the classes of the closures \(\overline{Z_{S_*}}\), for \(S_*\) running through \(F_{d,n}^{(m)}\).

The Poincaré polynomial in intersection theory of \(H_{d,n}^{(m)}\) is thus given as follows:
\[\sum_i \dim \mathbb{Z} A_i(H_{d,n}^{(m)}) q^i = \sum_{S_* \in F_{d,n}^{(m)}} q^{d(S_*)}.\]

From now on, consider the special case \(k = \mathbb{C}\) of the complex numbers as the ground field.

Then, by [9, Example 19.1.11.(d)], the cycle map
\[A_*(H_{d,n}^{(m)}) \to H_{2*}^{BM}(H_{d,n}^{(m)})\]
induces an isomorphism between intersection theory and even Borel-Moore homology (with integer coefficients), whereas the odd Borel-Moore homology vanishes. Moreover, the smoothness of $H_{d,n}^{(m)}$ allows us to apply Poincaré duality to identify the Borel-Moore homology with the cohomology

$$H_k^{BM}(H_{d,n}^{(m)}) \simeq H^{2N-k}(H_{d,n}^{(m)}),$$

where $N$ equals the dimension of $H_{d,n}^{(m)}$. This discussion yields the following formula:

**Corollary 4.4** The Poincaré polynomial in cohomology of $H_{d,n}^{(m)}$ is given by

$$\sum_i \dim H^i(H_{d,n}^{(m)}) t^i = \sum_{S_* \in \mathcal{F}_{d,n}^{(m)}} t^{2((m-1)d^2 + nd - d(S_*)}).$$

In particular, specializing $q$ to $-1$, we see that the cohomological Euler characteristic of $H_{d,n}^{(m)}$ equals the cardinality of $\mathcal{F}_{d,n}^{(m)}$, which can be explicitly calculated:

**Corollary 4.5** The Euler characteristic of $H_{d,n}^{(m)}$ equals

$$\chi(H_{d,n}^{(m)}) = \frac{n}{(m-1)d + n} \binom{md+n-1}{d}.$$
5 Properties of the generating functions

In this section, we will consider the formal power series

\[ \zeta_{n}^{(m)}(q, t) = \sum_{d=0}^{\infty} \sum_{k} \dim A_{k}(H_{d,n}^{(m)}) q^{k} t^{d} \in \mathbb{Q}[q][t]. \]

First we give a heuristic motivation for the terminology "zeta function":

Let \( C \) be a smooth affine curve over the finite field \( \mathbb{F}_q \) with \( q \) elements. Then the Hasse-Weil zeta function of \( C \) is defined by

\[ \zeta_{C}^{HW}(q, t) = \exp \sum_{d=1}^{\infty} |C(\mathbb{F}_{q^d})| \frac{t^d}{d}. \]

Define also the motivic zeta function (see \[12\]) of \( C \) by

\[ \zeta_{C}^{mot}(q, t) = \sum_{d=0}^{\infty} |C^{(d)}(\mathbb{F}_{q})| t^{d}, \]

where \( C^{(d)} = C^{d}/S_{d} \) denotes the \( d \)-th symmetric product of \( C \). Then

\[ \zeta_{C}^{HW} = \zeta_{C}^{mot} \]

by \[4\]. On the other hand, we have an isomorphism \( C^{(d)} \simeq \text{Hilb}^{d}(C) \) to the Hilbert scheme of \( d \) points in \( C \), so that the motivic zeta function of \( C \) can also be viewed as the generating function for the number of ideals of finite codimension in the coordinate ring \( \mathbb{F}_{q}[C] \).

On the other hand, we can argue that none of the constructions in section \[3\] depended on the ground field, which yields

\[ \zeta_{n}^{(m)}(q, t) = \sum_{d=0}^{\infty} |H_{d,n}^{(m)}(\mathbb{F}_{q})| t^{d}, \]

and thus \( \zeta_{n}^{(m)}(q, t) \) can be viewed as the generating function for the number of ideals of finite codimension in \( A \).

By M. Kontsevich’s philosophy of non-commutative geometry \[14\], the free algebra \( A \) has some curve-like behaviour, since \( \text{gl.dim} A = 1 \).

Thus, it is tempting to view \( \zeta_{1}^{(m)}(q, t) \) as the zeta function of “the non-commutative variety with coordinate ring \( A \)”. This makes it desirable to study properties of the functions \( \zeta_{n}^{(m)}(q, t) \) in general.

Using the cell decomposition \[3.4\] this immediately reduces to a combinatorial problem: by Corollary \[1.3\] we have

\[ \zeta_{n}^{(m)}(q, t) = \sum_{S_{*}} q^{d(S_{*})} t^{[S_{*}]}, \]
where the sum runs over the set
\[ F_n^{(m)} = \bigcup_d F_{d,n}^{(m)} \]
of all \( m \)-ary forests with \( n \) roots.

It turns out that a slightly modified form of this zeta-function is more convenient. Therefore, we define
\[
d'(S_s) = d(S_s) - (m - 1) \frac{|S_s|(|S_s| + 1)}{2} - |S_s|.
\]
This has the effect of “normalizing” the Poincaré polynomial in intersection theory, so that it has a non-zero value at \( q = 0 \). We introduce the modified zeta-function
\[
\zeta_n^{(m)}(q, t) = \sum_{S \in F_n^{(m)}} q^{d'(S_s)} t^{|S_s|}.
\]

**Remark:** No nice structural properties, like for example functional equations, have been found for the unmodified generating function \( \zeta_n^{(m)} \). It would be interesting to have a conceptual explanation for this.

To study the modified zeta-function, we first restrict to the case \( n = 1 \), thus we consider \( m \)-ary trees with \( d \) nodes. On such trees, we have the operation of grafting. Translated to our description of trees via subsets \( S \) of \( \Omega \) stable under taking left subwords, we have the following:

**Definition 5.1** Given trees \( S_1, \ldots, S_m \in \Omega \), define the grafting of \( S_1, \ldots, S_m \) as the tree
\[
g(S_1, \ldots, S_m) = \{ iw : w \in S_i, \ i = 1, \ldots, m \} \cup \{()\}.
\]

Note that the cardinality \( |g(S_1, \ldots, S_m)| \) of the grafting equals \( \sum_{i=1}^{m} |S_i| + 1 \).

The grafting operation clearly gives a bijection
\[
g : \bigcup_{d_1 + \ldots + d_m = d-1} F_{d_1,1}^{(m)} \times \ldots \times F_{d_m,1}^{(m)} \sim F_{d,1}^{(m)}
\]
for all \( d \geq 1 \). We aim at a description of \( d(g(S_1, \ldots, S_m)) \).

**Lemma 5.2** For any \( m \)-tuple of trees \( S_1, \ldots, S_m \), there is a bijection
\[
D(g(S_1, \ldots, S_m)) \simeq \bigcup_{i=1}^{m} D(S_i) \cup \bigcup_{1 \leq i < j \leq m} S_i \times C(S_j) \cup \bigcup_{i=1}^{m} C(S_i).
\]

**Proof:** Suppose we are given \( (w_1, w_2) \in D(g(S_1, \ldots, S_m)) \). If \( w_1 = () \), then \( w_2 \) is of the form \( w_2 = iw'_2 \) for a word \( w'_2 \in S_i \). This gives the third component in the claimed bijection.
If \( w_1 \neq () \), then clearly \( w_2 \neq () \), and thus we can write
\[
w_1 = iw'_1 \quad \text{and} \quad w_2 = jw'_2
\]
for words \( w'_1 \in S_i \) and \( w'_2 \in C(S_j) \). Note that \( i \leq j \). If \( i < j \), then there is no further condition on \( w'_1, w'_2 \), giving the second component in the claimed bijection.

If \( i = j \), then clearly \( (w'_1, w'_2) \) has to belong to \( D(S_i) \), giving the first component.

\( \square \)

**Corollary 5.3** For any \( m \)-tuple of trees \( S_1, \ldots, S_m \), we have
\[
d(g(S_1, \ldots, S_m)) = \sum_{i=1}^{m} d(S_i) + (m-1) \cdot \sum_{i<j} |S_i| \cdot |S_j| + \sum_{i=1}^{m} (2m-i-1)|S_i| + m.
\]

**Proof:** This follows immediately from the previous lemma, together with the formula for \( c(S_i) \).

\( \square \)

**Corollary 5.4** For any \( m \)-tuple of trees \( S_1, \ldots, S_m \), we have
\[
d'(g(S_1, \ldots, S_m)) = \sum_{i=1}^{m} d'(S_i) + \sum_{i=1}^{m} (m-i)|S_i|.
\]

**Proof:** This is a direct calculation using the previous corollary, and the formula \( |g(S_1, \ldots, S_m)| = \sum_{i=1}^{m} |S_i| + 1 \).

\( \square \)

**Theorem 5.5** The modified zeta function \( \zeta_1^{(m)} \) fulfills the functional equation
\[
\zeta_1^{(m)}(q, t) = 1 + t \cdot \prod_{i=0}^{m-1} \zeta_1^{(m)}(q, q^{m-1}t).
\]

**Proof:** We use the fact that any non-empty tree can be written as a grafting, together with the previous corollary, to calculate:
\[
\zeta_1^{(m)}(q, t) = \sum_{S \in \mathcal{F}_1^{(m)}} q^{d'(S)} t^{|S|}
= 1 + \sum_{S_1, \ldots, S_m \in \mathcal{F}_1^{(m)}} q^{d'(g(S_1, \ldots, S_m))} t^{|g(S_1, \ldots, S_m)|}
= 1 + t \sum_{S_1, \ldots, S_m} q^{|S_1|} \cdot \frac{1}{q^{|S_1|}} \cdot \sum_{i=1}^{m-1} (m-i)|S_i| t^{|S_i|}
= 1 + t \sum_{S_1, \ldots, S_m} q^{\sum_{i=1}^{m} d'(S_i)} (q^{m-1}t)^{|S_1|} (q^{m-2}t)^{|S_2|} \cdots (q^{m-m}t)^{|S_m|}
= 1 + t \prod_{i=1}^{m} \zeta_1^{(m)}(q, q^{m-i}t).
\]
It is now an easy task to generalize from the case $n = 1$ to arbitrary $n$.

**Lemma 5.6** For a forest $S \in \mathcal{F}_{d,n}^{(m)}$, we have

$$d'(S) = \sum_{i=1}^{n} d'(S_i) + \sum_{i=1}^{n} (n-i)|S_i|.$$ 

**Proof:** This is proved similarly to Corollary 5.3. □

Finally, similarly to Theorem 5.5 we prove:

**Proposition 5.7** The modified zeta-function $ζ_n^{(m)}$ is given by

$$ζ_n^{(m)}(q,t) = \prod_{i=0}^{n-1} ζ_{1}^{(m)}(q,q^i t).$$

**Proof:** (of Theorem 1.4): Using Corollary 4.4 the function $ζ_n^{(m)}(q,t)$ can be identified with the function defined in the statement of Theorem 1.4. The functional equations are precisely Theorem 5.5 and Proposition 5.7. Uniqueness is immediate. □

**Corollary 5.8** The specialization $ζ_n^{(m)}(1,t) \in \mathbb{Q}[[t]]$ at $q = 1$, which is the generating function for the Euler characteristics of the $H_{d,n}^{(m)}$, is uniquely determined by the functional equations

$$ζ_n^{(m)}(1,t) = ζ_1^{(m)}(1,t)^n, \quad ζ_1^{(m)}(1,t) = 1 + t \cdot ζ_1^{(m)}(1,t)^m.$$ 

**Examples:**

- In the case $m = 1$, we have

$$ζ_1^{(1)}(q,t) = \frac{1}{(1-t) \cdot \ldots \cdot (1-q^{n-1}t)},$$

as already observed in [17].

- In the case $m = 2$, we have

$$ζ_1^{(2)}(1,t) = \frac{1 - \sqrt{1-4t}}{2t},$$

which is the well-known generating function for the Catalan numbers.
• The modified zeta function $\zeta_1^{(2)}(q, t)$ itself at least admits a continued fraction expansion
  
  $$\zeta_1^{(2)}(q, t) = \frac{1}{1 - \frac{1}{1 - \frac{t}{1 - \frac{qt}{1 - \frac{q^2 t}{\ddots}}}}}.$$  

• It is easy to see that the function $\zeta_1^{(m)}(1, t)$ has a singularity at $t = \frac{(m-1)(m-1)}{m^m}$, with value $\frac{m}{m-1}$. This, together with Corollary 5.8, yields the explicit formula
  
  $$\sum_{d=0}^{\infty} \chi(H_{d,n}^{[m]}) \cdot \left( \frac{(m-1)(m-1)}{m^m} \right)^d = \left( \frac{m}{m-1} \right)^n.$$  

As a conclusion to the discussion of the beginning of that section, we see that the (modified) zeta-functions $\zeta_1^{(m)}(q, t)$ of the free associative algebras satisfy some algebraic functional equation, although they are not rational for $m \geq 2$ (which can be proven by first assuming rationality: $\zeta_1^{(m)}(1, t) = R(t)/S(t)$ for some polynomials $R(t), S(t) \in \mathbb{Q}[t]$, applying the functional equation 5.8 and computing the degree of $R(t), S(t)$ to get a contradiction).

We finish by giving (without proof) three other properties of $\zeta_1^{(m)}(q, t)$:

• The relation between trees and lattice paths (see [24, Proposition 6.2.1]) can be extended to provide a bijection between $\mathcal{F}_{d,n}^{[m]}$ and the set of lattice paths from $(0,0)$ to $(d, (m-1)d + n - 1)$, using steps $(1,0)$ and $(0,1)$, and never rising above the line defined by $y = (m-1)x + n - 1$. The statistics $d'$ on forests then translates into the area statistics (see [25]) for such lattice paths. Using this, one can prove that
  
  $$\zeta_1^{(m)}(q, t) = \sum_{d=0}^{\infty} \sum_{\lambda} q^{(m-1)d(d-1)} t^{(n-1)d - |\lambda|d},$$

  where the inner sums runs over all sequences $0 \leq \lambda_1 \leq \ldots \leq \lambda_d$ of integers such that
  
  $$\lambda_i \leq (m-1)i + n - 1$$

  for all $i = 1, \ldots, d$.

• Consider the $q$-hypergeometric function
  
  $$\gamma^{(m)}(q, t) = \sum_{d=0}^{\infty} (-1)^d \frac{q^{(m-1)d(d-1)} t^d}{(1-q) \cdots (1-q^d)}.$$  

Then
  
  $$\zeta_1^{(m)}(q, t) = \frac{\gamma^{(m)}(q, qt)}{\gamma^{(m)}(q, t)}.$$  

This is an easy generalization of [24, Solution to Exercise 6.34.]; see also [6].
The modified zeta-function $\zeta_{1}^{(2)}(q, t)$ appears in the context of commutative Hilbert schemes of points in the plane $A^{2}$, see [11]. It would be very interesting to find an explanation.

6 Asymptotics

The explicit formula 4.5 allows us to consider the asymptotic behaviour of the Euler characteristic $\chi(H_{d,n}^{(m)})$ for large $d$. Using the Stirling approximation

$$n! \sim \sqrt{2\pi} \cdot n^{n+\frac{1}{2}} \cdot e^{-n},$$

one easily derives:

**Proposition 6.1** The asymptotic behaviour of the Euler characteristic of $H_{d,n}^{(m)}$ for large $d$ is given by:

$$\chi(H_{d,n}^{(m)}) \sim \left(\frac{n}{\sqrt{2\pi}} \cdot \left(\frac{m}{m-1}\right)^{n+\frac{1}{2}} \right) \cdot d^{-\frac{3}{2}} \cdot \left(\frac{m^{m}}{(m-1)^{(m-1)}}\right)^{d}.$$ 

This shows a fundamental difference to the asymptotic behaviour of the Euler characteristic of the Hilbert schemes $Hilb^{d}(A^{2})$ of length $d$ subschemes of the affine plane, which equals the number $p(d)$ of partitions of $d$ by [10]. By the classical result of Hardy-Ramanujan, the asymptotic behaviour is thus

$$\chi(Hilb^{d}(A^{2})) \sim \frac{1}{4\sqrt{3}} \cdot d^{-1} \cdot \exp(\pi \sqrt{2/3 \cdot d}).$$

Note that the behaviour is thus sub-exponential in this case, whereas it is exponential in the case of the non-commutative Hilbert schemes.

Finally, it is possible to identify the Airy distribution as a limit distribution of the Betti numbers of the varieties $H_{d,1}^{(m)}$.

The Airy distribution is defined as the law of a positive random variable $X$ which is uniquely determined by its $k$-th moments

$$\mathbb{E}(X^{k}) = \frac{2\sqrt{\pi}}{\Gamma(\frac{3k-1}{2})} \cdot \Omega_{k},$$

where the $\Omega_{k}$ are defined recursively by $\Omega_{0} = -1$ and

$$2\Omega_{k} = (3k-4)\Omega_{k-1} + \sum_{i=1}^{k-1} \binom{k}{i} \Omega_{i} \Omega_{k-i}.$$ 

See [8] for a detailed discussion of this distribution.

Using the results of section 5 we can easily apply a theorem due to P. Duchon [5, Theorem 2] to get:
Theorem 6.2 For each $d \in \mathbb{N}$, define a discrete random variable $X_d$ by

$$P(X_d = k) = \frac{1}{\chi(H^{(m)}_{d,1})} \cdot \dim H^{(m-1)d(d-1)-2k}(H^{(m)}_{d,1}).$$

Then the sequence of discrete random variables

$$\sqrt{\frac{8}{m(m-1)}} \cdot d^{-\frac{3}{2}} \cdot X_d$$

has the Airy distribution as a limit law.

References

[1] M. Artin: On Azumaya algebras and finite-dimensional representations of rings. J. Algebra 11 (1969), 523-563.

[2] A. Bialynicki-Birula: Some theorems on actions of algebraic groups. Ann. of Math. (2) 98 (1973), 480–497.

[3] P. M. Cohn: Free rings and their relations. Academic Press, London, New York, 1971.

[4] J. Denef, F. Loeser: On some rational generating series appearing in algebraic geometry. [math.NT/0212202].

[5] P. Duchon: q-grammars and wall polyominoes. Ann. Comb. 3 (1999), no. 2-4, 311–321.

[6] P. Duchon: On the enumeration and generation of generalized Dyck words. Formal power series and algebraic combinatorics (Toronto, ON, 1998). Discrete Math. 225 (2000), no. 1-3, 121–135.

[7] G. Ellingsrud, S. A. Strømme: On the homology of the Hilbert scheme of points in the plane. Invent. Math. 87 (1987), no. 2, 343–352.

[8] P. Flajolet, G. Louchard: Analytic variations on the Airy distribution. Algorithmica 31 (2001), no. 3, 361–377.

[9] W. Fulton: Intersection theory. Second edition. Ergebnisse der Mathematik und ihrer Grenzgebiete. Springer-Verlag, Berlin, 1998.

[10] L. Göttsche: Hilbert schemes of zero-dimensional subschemes of smooth varieties. Lecture Notes in Mathematics 1572. Springer, Berlin, 1994.

[11] M. Haiman: $t,q$-Catalan numbers and the Hilbert scheme. Selected papers in honor of Adriano Garsia (Taormina, 1994). Discrete Math. 193 (1998), no. 1-3, 201–224.
[12] M. Kapranov: *The elliptic curve in the S-duality theory and Eisenstein series for Kac-Moody groups.* math.AG/0001005.

[13] A. King: *Moduli of representations of finite-dimensional algebras.* Quart. J. Math. Oxford Ser. (2) 45 (1994), 180, 515–530.

[14] M. Kontsevich: *Non-commutative smooth spaces.* Talk at the Arbeitstagung Bonn 1999. Preprint MPI 1999-50-h.

[15] L. Le Bruyn: *Nilpotent representations.* J. Algebra 197 (1997), 153-177.

[16] L. Le Bruyn, C. Procesi: *Semisimple representations of quivers.* Trans. Amer. Math. Soc. 317 (1990), 585-598.

[17] L. Le Bruyn, M. Reineke: *Canonical systems and non-commutative geometry.* math.AG/0303304.

[18] L. Le Bruyn, G. Seelinger: *Fibers of generic Brauer-Severi schemes.* J. Algebra 214 (1999), no. 1, 222–234.

[19] H. Nakajima: *Varieties associated with quivers.* Representation theory of algebras and related topics (Mexico City, 1994), 139–157, CMS Conf. Proc., 19, Amer. Math. Soc., Providence, RI, 1996.

[20] M. V. Nori: Appendix to the paper by C. S. Seshadri: Desingularisation of the moduli varieties of vector bundles over curves. Intl. Symp. on Algebraic Geometry, 1977, pp. 155–184.

[21] C. Procesi: *The invariant theory of n×n matrices.* Adv. in Math. 19 (1976), 306-381.

[22] M. Reineke: *The Harder-Narasimhan system in quantum groups and cohomology of quiver moduli.* Invent. Math. 152 (2003), 349–368.

[23] M. Reineke: *On framed quiver moduli.* In preparation.

[24] R. P. Stanley: *Enumerative combinatorics. Vol. 2.* Cambridge Studies in Advanced Mathematics, 62. Cambridge University Press, Cambridge, 1999.

[25] L. Takacs: *A Bernoulli excursion and its various applications.* Adv. in Appl. Probab. 23 (1991), no. 3, 557–585.

[26] M. Van den Bergh: *The Brauer-Severi scheme of the trace ring of generic matrices.* Perspectives in ring theory (Antwerp, 1987), 333–338, NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci., 233, Kluwer Acad. Publ., Dordrecht, 1988.

22