Spatially Resolved Decoherence of Donor Spins in Silicon Strained by a Metallic Electrode
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Electron spins are amongst the most coherent solid-state systems known. However, to be used in devices for quantum sensing and information processing applications, they must typically be placed near interfaces. Understanding and mitigating the impacts of such interfaces on the coherence and spectral properties of electron spins is critical to realizing such applications, but it is also challenging: Inferring such data from single-spin studies requires many measurements to obtain meaningful results, while ensemble measurements typically give averaged results that hide critical information. Here, we report a comprehensive study of the coherence of near-surface bismuth donor spins in 28-silicon at millikelvin temperatures. In particular, we use strain-induced frequency shifts caused by a metallic electrode to infer spatial maps of spin coherence as a function of position relative to the electrode. By measuring magnetic-field-insensitive clock transitions, we separate magnetic noise caused by surface spins from charge noise. Our results include quantitative models of the strain-split spin resonance spectra and extraction of paramagnetic impurity concentrations at the silicon surface. The interplay of these decoherence mechanisms for such near-surface electron spins is critical for their application in quantum technologies, while the combination of the strain splitting and clock transition extends the coherence lifetimes by up to 2 orders of magnitude, reaching up to 300 ms at a mean depth of only 100 nm. The technique we introduce here to spatially map coherence in near-surface ensembles is directly applicable to other spin systems of active interest, such as defects in diamond, silicon carbide, and rare earth ions in optical crystals.
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I. INTRODUCTION

The electron and nuclear spins of donors in silicon are promising qubit candidates for solid-state quantum computing [1–8] because of their exceptionally long coherence times when the silicon substrate is isotopically enriched in the nuclear-spin-free isotope $^{28}\text{Si}$, reaching seconds for the donor electron spin [9,10] and minutes for its nuclear spin [5]. Donors in silicon are therefore also suitable for implementing long-lived and multimode microwave quantum memories for superconducting qubits [11–13].

Electron spins are amongst the most coherent solid-state systems known. However, to be used in devices for quantum sensing and information processing applications, they must typically be placed near interfaces. Understanding and mitigating the impacts of such interfaces on the coherence and spectral properties of electron spins is critical to realizing such applications, but it is also challenging: Inferring such data from single-spin studies requires many measurements to obtain meaningful results, while ensemble measurements typically give averaged results that hide critical information. Here, we report a comprehensive study of the coherence of near-surface bismuth donor spins in 28-silicon at millikelvin temperatures. In particular, we use strain-induced frequency shifts caused by a metallic electrode to infer spatial maps of spin coherence as a function of position relative to the electrode. By measuring magnetic-field-insensitive clock transitions, we separate magnetic noise caused by surface spins from charge noise. Our results include quantitative models of the strain-split spin resonance spectra and extraction of paramagnetic impurity concentrations at the silicon surface. The interplay of these decoherence mechanisms for such near-surface electron spins is critical for their application in quantum technologies, while the combination of the strain splitting and clock transition extends the coherence lifetimes by up to 2 orders of magnitude, reaching up to 300 ms at a mean depth of only 100 nm. The technique we introduce here to spatially map coherence in near-surface ensembles is directly applicable to other spin systems of active interest, such as defects in diamond, silicon carbide, and rare earth ions in optical crystals.
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achieve this goal with an ensemble of donors in silicon in the vicinity of a micron-wide aluminum electrode. Using strain-induced frequency shifts combined with extensive coherence time measurements, we infer magnetic and charge noise as a function of depth and position relative to the electrode. In addition to insights into the decoherence mechanisms at play for near-surface donors in silicon, our results are of broader significance in two distinct ways: First, the techniques of spatial mapping can be readily applied to other spins that show coupling to strain, not just in silicon (such as acceptors [18]) but also systems such as NV (nitrogen vacancy) centers in diamond [19] or rare earth ions [20]. Second, spins with an adjustable sensitivity to magnetic-field noise, such as the Bi donors used here, act as a versatile probe to distinguish magnetic and charge noise near an interface, which can be critical for the performance of, e.g., superconducting qubits [21].

The measurements are made possible by the properties of bismuth donors in silicon, a particularly interesting system to probe the physical mechanisms at play near interfaces. Because of the strong hyperfine interaction of the donor electron spin $S = 1/2$ with the $I = 9/2$ nuclear spin of the bismuth atom, bismuth donors are sensitive to strain [22] and electric fields, and have transitions with widely varying effective gyromagnetic ratios, which allows us to distinguish the various sources of noise by comparing coherence times on different transitions. Our device consists of an ensemble of shallow-implanted bismuth donors in a silicon substrate isotopically enriched in $^{28}$Si, magnetically coupled to an aluminum wire deposited on top of the substrate. The wire is the inductor in a superconducting LC resonator used for quantum-limited electron paramagnetic resonance (EPR) spectroscopy at millikelvin temperatures [23–25] (Secs. II and III). The bismuth donor spin spectrum of a similar device was shown to be governed by the strain imparted by the differential thermal contraction of the aluminum wire with respect to the underlying silicon substrate [26,27]. Here, we confirm these results by showing that such a model also quantitatively predicts the line shape when varying the wire width (Sec. IV). Furthermore, we use the phenomenon of instantaneous diffusion to demonstrate that strain is locally inhomogeneous (Sec. V). We then study the Hahn-echo coherence time $T_2$ for various spin transitions, wire geometries, and strain values. We observe a strong dependence of $T_2$ on strain. Because in our device geometry the strained donors are also closer to the surface, this provides evidence that $T_2$ is limited by magnetic noise originating from the device interfaces, in agreement with previous work [14,16]. Taking advantage of the strain gradient around the wire, our measurements provide some amount of spatial resolution, indicating a paramagnetic defect density of $4 \times 10^{12}$ cm$^{-2}$ away from the wire, and $10^{12}$ cm$^{-2}$ below the wire (Sec. VI). We finally measure $T_2$ on a magnetic-noise-insensitive clock transition, finding, again, a strong dependence on strain, with the largest measured value being $T_2 = 300$ ms. We argue that this $T_2$ is limited by charge noise at the silicon/silicon-oxide interface (Sec. VII). We support our findings with complementary measurements of both the magnetic and charge noise dependence on pulse sequence (via dynamical decoupling experiments), temperature, and artificially introduced microwave noise (Sec. VIII).

II. BISMUTH DOPANTS IN SILICON

We briefly summarize the properties of bismuth donor spins in silicon that are relevant to this work. More details can be found in Refs. [28,29] and the Appendix A.

As a group-V element, bismuth is an electron donor when inserted in the silicon lattice where it forms four covalent bonds. At low temperature, the extra electron ($S = 1/2$) can be trapped around the $\text{Bi}^+$ ion (with nuclear spin $I = 9/2$) by the Coulomb interaction, forming a coupled electron-nuclear spin system [28]. Group-V donors have a symmetric $s$-wave electronic wave function in the ground state, similar to a hydrogen atom, albeit with a Bohr radius spanning several lattice constants [Fig. 1(a)]. The Hamiltonian of a donor spin system under a static magnetic field $B_0$ is given by

$$H/\hbar = A S \cdot I + (\gamma_e S + \gamma_n I) \cdot B_0,$$

where $\gamma_e/2\pi = 28$ MHz/mT and $\gamma_n/2\pi = 7$ kHz/mT are the electronic and nuclear gyromagnetic ratios, and $A/2\pi = 1.475$ GHz is the hyperfine coupling constant between electron and nuclear spins. One specificity of bismuth donor spins compared to other group-V donors such as phosphorus is the large value of $A$. This value makes it possible to explore the low-field limit $|\gamma_e B_0| \ll A$ (corresponding to $B_0 < 10–20$ mT), in which the energy eigenstates’ wave functions are hybridized electronuclear spin wave functions dominated by the hyperfine interaction. All the results presented here are in this low-field limit.

Under Hamiltonian Eq. (1), the total angular-momentum projection $m$ on the $z$ direction, along which $B_0$ is applied, is a good quantum number, and the total angular momentum (of the operator $F = S + I$) is an approximate one in the low-field limit. The energy levels can be determined numerically or analytically [29] and are shown in Fig. 1(c). They can be approximated by states $|F, m\rangle$ and are distributed into a low-energy ($F = 4$) manifold of nine states and a high-energy ($F = 5$) manifold of 11 states separated by a zero-field splitting (ZFS) of $5A/2\pi = 7.375$ GHz. The ZFS makes it particularly suitable for EPR spectroscopy using superconducting resonators since it can be performed even at low magnetic fields if the resonator frequency is close to the ZFS.

EPR transitions driven resonantly by a transverse ac magnetic field $B_1$ are allowed between levels satisfying $|\Delta m| = 1$. In Fig. 1(d), we show the 18 allowed EPR
transition frequencies as a function of $B_0$ in the vicinity of the ZFS. Because eight pairs of these transitions are quasidegenerate, only ten curves are resolved. It can be shown that in the low-field limit (except near the clock transition), the transition frequency $\omega(m)$ of $|4, m\rangle \leftrightarrow |5, m + 1\rangle$ with $m \in [-4, 4]$, as well as $|4, m\rangle \leftrightarrow |5, m\rangle$ with $m \in [-5, 3]$, is given by

$$\omega(m) \approx 5A + \frac{2m + 1}{10} \gamma e B_0.$$  \hspace{1cm} (2)

We refer to these ten resonances by the labels $i = 1, 2, \ldots, 10$ from the lowest to the highest frequency [see Fig. 1(d)]. It is notable that the effective gyromagnetic ratio $\gamma_{\text{eff}} \equiv \frac{d\omega}{dB_0} \approx (2m + 1)\gamma e/10$ strongly depends on $m$ and therefore on $i$. In the following, we exploit the transition-dependent $\gamma_{\text{eff}}$ and hence variable sensitivity to magnetic noise in our analysis of decoherence.

In addition to the obvious sensitivity to magnetic fields via the Zeeman effect, bismuth donor spins are also sensitive to strain (described by the tensor $\epsilon$) and electric field $E$ via the hyperfine coupling constant $A(\epsilon, E)$ [22].

Strain modifies the donor wave function and, therefore, also the Fermi-contact hyperfine constant $A$. This effect was quantitatively studied in Ref. [22], where the change $\Delta A(\epsilon)$ with respect to the unperturbed value $A_0$ was found to be

$$\frac{\Delta A(\epsilon)}{A_0} = \frac{K}{3}(\epsilon_{xx} + \epsilon_{yy} + \epsilon_{zz})$$

$$- \frac{L}{2}[2(\epsilon_{xx} - \epsilon_{yy})^2 + (\epsilon_{yy} - \epsilon_{zz})^2 + (\epsilon_{zz} - \epsilon_{xx})^2],$$  \hspace{1cm} (3)

where $\epsilon_{ij}$ are the uniaxial components of the strain tensor, $K = 19.1$ is determined by the measurements, and $L = 9720$ by the valley repopulation model (VRM) [22]. For strain values less than $10^{-3}$, the hydrostatic component of strain dominates the shift in $\omega(m)$ whose sign, unlike the prediction from the VRM, can be
both positive and negative. Besides modifying the spin Hamiltonian parameters, strain can also affect the spin-lattice relaxation time, as shown recently [17].

The hyperfine coupling constant $A$ is also dependent on an applied electric field $E$. This Stark effect $\Delta A(E)/A_0 = \eta E^2$ is quadratic with $\eta = (-0.26 \pm 0.05) \times 10^{-3} \mu m^2/V^2$ for bismuth donors, a value obtained by measurements that is close to the value calculated by a multivalley effective mass theory [30].

Interestingly, because each transition frequency satisfies $\partial \omega / \partial A \approx 5$ [see Eq. (2)] in the low-field regime, both strain and electric field have a very simple effect on the complex bismuth energy spectrum: They cause a frequency shift $f_\Delta(v, E) = 5[\Delta A(v) + \Delta A(E)]/2\pi$, which is identical for all bismuth donor transitions.

Another feature of bismuth donor spins relevant to this work is the existence of biasing conditions where $E_{\text{eff}} = 0$. Such clock transitions (CT) [10] are the result of the competition between the hyperfine and Zeeman interactions, in a regime where the low-field approximation, Eq. (2), is no longer strictly valid. At a CT, the donor becomes insensitive to magnetic noise to first order, allowing us to probe other sources of noise. In the following, we use the CT that occurs at 27 mT [see Fig. 1(d)] to investigate nonmagnetic sources of decoherence, such as charge noise, which is known to exist in silicon CMOS structures.

### III. MATERIALS AND METHODS

Our device is fabricated on a silicon (100) chip, having an isotopically purified epitaxial layer of $^{28}\text{Si}$ (0.05% of $^{29}\text{Si}$), in which bismuth atoms are implanted about 75 nm below the surface [Fig. 1(e)]. The chip is cleaned in a Piranha solution (3:1 mix of H$_2$SO$_4$ and H$_2$O$_2$ at 120°C for 15 minutes). Thus, the chip has a native silicon-oxide layer. Finally, three LC superconducting resonators are patterned on top by standard electron-beam lithography, followed by oxygen ashing and evaporation of aluminum. The inductors of the resonators are fabricated along the [011] crystallographic axis (z-frame axis) and have different widths ($w = 5 \mu m$, $2 \mu m$, and $1 \mu m$ for Res1, Res2, and Res3, respectively). The resonance frequencies $\omega_0$ are designed to be close to the ZFS for accessing multiple transitions at small magnetic fields and thus preserving low loss rates of the superconducting resonators.

The chip is mounted inside a copper box with a hole and an antenna terminating at a 50 Ω line. The line and the antenna fix the energy decay rates $\kappa_\ell$ of the resonators and allow us to drive and measure the spins in reflection [see Fig. 1(e) and Ref. [23]]. The copper box is installed inside a homebuilt coil that produces a magnetic field parallel to the inductor. All measurements are performed in a dilution refrigerator at about 15 mK (unless otherwise mentioned), its base temperature. By measuring the reflection coefficient of each resonator with a vector network analyzer, we extract $\kappa_\ell$, the internal loss rate $\kappa_c$, and the total loss rate $\kappa = \kappa_\ell + \kappa_c$, at an average intracavity photon number $n_{\text{cav}} \sim 1$ (see Table I). All spectroscopy and coherence time measurements are achieved using a two-pulse Hahn-echo sequence $\pi/2 - \tau - \pi - \tau -$ echo and computing the echo integral $\chi_e$. Control pulses are either square or shaped [31] to exceed the resonator bandwidth limitation. Their absolute amplitude at the level of the resonators is deduced from the Rabi oscillation measurements (Appendix A).

Bismuth spins are inductively coupled to the resonator with a single-spin photon coupling strength, $g_0 = \gamma_e (4, m|S_z|5, m \pm 1) \cdot \delta B_1$, where $\delta B_1$ is the rms vacuum fluctuation of the resonator magnetic field [23]. The corresponding Rabi frequency is given by $\Omega_R = 2g_0 \sqrt{n_{\text{cav}}}$. We calculate $\delta B_1$ for different resonators using finite element simulations by solving for a current $\delta i = \omega_0 \hbar/2Z_0$ flowing through the inductor with an appropriate spatial density in the superconducting film [32]. Here, $Z_0$ is the impedance of the resonator estimated independently from electromagnetic simulations.

One specificity of our setup is the small mode volume of the superconducting resonators, enabling $g_0/\omega_0$ to reach large values $10^2$—$10^3$ Hz. This enhances the spin-radiative-energy relaxation rate via the Purcell effect [33—35], at a rate $\Gamma_p = 4g_0^2/\kappa$ for resonant spins. Because of the Purcell effect, spins have $T_1$ times in the order of a second or lower (see below) instead of hours [9,34], which makes signal averaging possible. Another specificity is the use of a superconducting parametric amplifier [36] to amplify the echo signal, which results in detection sensitivities in the $10^2$—$10^3$ spins/√Hz [23—25] range. On the other hand, the use of planar microresonators leads to large spatial inhomogeneity of the $B_1$ field and thus also of $g_0$, as shown in Fig. 1(f). The resulting spatially inhomogeneous Rabi frequency and spin relaxation times lead to a complex echo response when subject to varying pulse amplitudes and repetition rates of the measurement [37]. Some of these complex responses are described further below.

### IV. SPECTROSCOPY

The spectrum of bismuth donors in silicon coupled to an aluminum superconducting microresonator patterned on top was measured recently [26] in a geometry very similar

| TABLE I. Resonator parameters. |
|-----------------------------|
| Res1|m| Res2|m| Res3|m|
| $w$ (µm)| 5 | 2 | 1 |
| $l$ (µm)| 700 | 450 | 450 |
| $\omega_0/2\pi$ (GHz)| 7.338 | 7.402 | 6.945 |
| $Z_0$ (Ω)| 40 | 40 | 45 |
| $\kappa_\ell$ (s$^{-1}$) at $B_0 = 0$| 4.6 x $10^5$ | 4.6 x $10^5$ | 5.5 x $10^5$ |
| $\kappa_c$ (s$^{-1}$) at $B_0 = 0$| 9.2 x $10^5$ | 9.2 x $10^5$ | 7 x $10^5$ |
to the one used in our device. The spectrum was shown to be strongly distorted by strain in the substrate resulting from differential thermal contractions between the resonator and the silicon. The aim of this section is to support these earlier findings with complementary measurements performed on resonators having a different geometry.

Strain arises during cooldown from room temperature, at which the device is fabricated, to millikelvin temperatures, at which it is measured. The strain tensor \( \epsilon \) can be calculated using finite element simulations from COMSOL [26,38], with the known parameters for the differential thermal contraction of silicon relative to aluminum (see Appendix B). From the strain tensor, the frequency shift \( f_\Delta(x,y) \) is computed using Eq. (3). An essential aspect of the present measurements is that, because of the strain gradient, \( f_\Delta(x,y) \) depends on the location \( (x,y) \) of the donor. It also strongly depends on the width of the inductive wire, as can be seen in Fig. 2(d).

The computed strain-induced frequency shift \( f_\Delta(x,y) \) is shown in Fig. 1(e) for the geometry of Res1. The values are in the 1–10-MHz range, much larger than both the resonator linewidth \( (\kappa/2\pi \sim 150 \text{ kHz}) \) and the linewidth of about 100 kHz [39] due to the dipolar interaction with the bath of residual \( ^{28}\text{Si} \) nuclear spins. Therefore, the bismuth donor spin spectrum is expected to be entirely dominated by strain shifts, as confirmed experimentally in the following. We also note that the strain, and thus \( f_\Delta(x,y) \), only weakly depends on \( y \) unless \( x \) is close to \( \pm w/2 \) [Figs. 2(e) and 2(f)].

Echo-detected spectra are measured with the sequence shown in the inset of Fig. 2(a), consisting of two square pulses of amplitude \( \beta/2 \) and \( \beta \) and duration \( t_p \), separated by a delay \( \tau \), giving rise to an echo after a further delay \( \tau \). The sequence is performed with a repetition time greater than or equal to \( 3T_1 \). The integral \( \chi_e \) of the resulting echo is plotted as a function of \( B_0 \) in Fig. 2 for the three resonator geometries. Moreover, for Res1, spectra are acquired with two different pulse amplitudes \( \beta \).

We first notice that each spectral feature in Fig. 2(a) is composed of two split peaks. Moreover, the right peak amplitude strongly depends on \( \beta \), contrary to the left peak whose amplitude is barely changed. These observations can be qualitatively understood as follows. Spins located below the inductor have negatively shifted \( f_\Delta \) and form the low-field peak. These have larger \( g_\text{zh} \) than those far away from the wire, and they undergo Rabi angles close to \( 3\pi \) and \( \pi \) for the two chosen \( \beta \) values, leading to similar peak amplitudes. On the other hand, the high-field peaks are formed by weakly strained spins \( (f_\Delta \sim 0) \) located far from the wire; thus, they appear near the frequency of the unperturbed donor spectrum. Because of the weaker \( g_\text{zh} \) such distant spins undergo smaller Rabi angles than in the left peak, closer to \( \pi \) and \( \pi/3 \), respectively, leading to very different echo amplitudes. The low-field (high-field) tails are formed by spins near the inner (outer) edges of the inductor that are also the most strained ones and closer to the sample surface.

Spectra acquired with Res2 and Res3 are presented in Figs. 2(b) and 2(c). We again observe a split-peak behavior, though there are significant overlaps in the case of Res2 due to the close spacing of the peaks. Another observation is that the peak splitting progressively increases from Res1 to Res3. For example, in Res3, the splitting is about 0.5 mT compared to about 0.1 mT in Res1. This case is readily explained by the value of the hydrostatic strain at \( x = 0 \), 
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which is indeed about 5 times larger in Res3 than in Res1 [Fig. 2(d)]. Another visible feature in the measurements is the dependence of the linewidth on the transition. This feature is also consistent with strain broadening, which causes a frequency broadening \( \Delta \omega = (\partial \omega / \partial \lambda) \Delta \lambda \), uniform across all transitions [see Eq. (2)], and therefore a transition-dependent peak width of \( \Delta \omega / \gamma_{\text{eff}}(i) \) upon a magnetic-field sweep. Note that Res2 frequency is larger than the ZFS, so the split peaks are inverted compared to Res1 and Res3; i.e., spins below the wire now give rise to the high-field peaks, and spins away from the wire give rise to the low-field peaks.

To go beyond these qualitative arguments, a simple model is developed. It incorporates two physical effects: the spatial inhomogeneity of the strain shift \( f_{\Delta}(x, y) \) and of the coupling constant \( g_0(x, y) \), which leads to a spatially inhomogeneous Rabi angle \( \theta(x, y) = 4g_0\beta/\sqrt{\kappa t_p} \) and Purcell relaxation rate \( \Gamma_p(x, y) \). We compute the echo amplitude at a certain field \( B_0 \) due to transition \( i \) as follows:

(i) Compute the corresponding shift \( f_{\Delta}(i, B_0) = [\omega_0 - \omega(i, B_0)]/2\pi \).

(ii) Determine the total areas \( A(i, B_0) \) of the regions in the \( xy \) plane, where the strain-induced shift is comprised between \( f_{\Delta}(i, B_0) - \kappa/(2\pi) \) and \( f_{\Delta}(i, B_0) + \kappa/(2\pi) \).

Examples in Fig. 2(f) show that for larger values of \( f_{\Delta}(i, B_0) \), the areas \( A(i, B_0) \) are closer to the edges of the wire and also to the sample surface because strain increases close to the wire edges and substrate surface, as is apparent in Figs. 2(e) and 2(f). Therefore, donuts that display a large strain shift are only found in the area close to the wire edge and sample surface.

(iii) Compute the echo amplitude due to transition \( i \) as

\[
\chi_e(i, B_0) = \frac{2\sqrt{\kappa}}{\kappa} \int_{A(i, B_0)} dx dy \rho(y) g_0(x, y) \times [1 - \exp(-\Gamma_p(x, y) t_{\text{rep}})] \sin^3[\theta(x, y)],
\]

where \( \rho(y) \) is the implanted bismuth donor density and \( l \) the wire length [37].

(v) We account for a possible inhomogeneity of the strain field by convolving the result with a Gaussian \( C(x) = (1/\sigma_B \sqrt{2\pi}) \exp(-x^2/2\sigma_B^2) \) of standard deviation \( \sigma_B \):

\[
\tilde{\chi}_e(i, B_0) = \int \chi_e(i, B) C(B_0 - B) dB.
\]

(vi) The resulting echo amplitudes are finally summed over all transitions, with individual weights \( p_i \):

\[
\chi_e(B_0) = \sum_i p_i \tilde{\chi}_e(i, B_0).
\]

This model is slightly more complete than the one used in Ref. [26], as it takes into account the spectrum distortions due to the finite repetition time and to the spatial distribution of the Purcell relaxation rate [37]. The adjustable parameters are the local strain inhomogeneity \( \sigma_B \) and the relative weights \( p_i \) of the various transitions. Moreover, we allow ourselves to slightly adjust the Al deposition temperature in the strain calculation for each resonator geometry to match the measurements best. In Ref. [26], the implanted donor density \( \rho(y) \) was, moreover, multiplied by the probability that a donor is ionized because of the Schottky barrier formed between the aluminum and the silicon, which leads to the formation of a depletion area below the wire. Here, we find a better agreement if we consider that the depletion area is of negligible extent, as shown in Appendix C. This result could be due to the existence of positive charges in the native silicon-oxide layer or to the exceedingly long time it takes to reach charge equilibrium. Based on this observation, we entirely neglect the possible existence of a Schottky barrier in all the calculations described below. More work would be needed to determine the characteristics of the contact interface between aluminum and silicon in our device.

The result of the spectrum calculations is shown in Fig. 2 for all resonator geometries, after optimization of the adjustable parameters. We find that a good agreement is obtained for all resonator geometries by taking \( \sigma_B = 0.2 f_{\Delta}(i, B_0)/\gamma_{\text{eff}}, \) suggesting that the strain tensor displays some amount of fluctuations around the value obtained by modeling the thin film and substrate with a continuous medium theory. The next section will prove that this inhomogeneity of about 20% of the strain field is actually local and happens on a scale of about 50 nm, which may be linked to the polycrystalline nature of the aluminum thin film.

The model semiquantitatively reproduces the two spectra measured on Res1 for different pulse amplitudes, for an initial temperature of 300 K. It also reproduces most of the spectral features measured for Res2 and Res3, for a deposition temperature of, respectively, 270 K and 250 K, reasonably close to room temperature. The difference in deposition temperature may be due to the fact that the native silicon oxide is not included in the strain calculation. Interestingly, we need to assume different relative individual weights \( p_i \) to reproduce the spectra: \( p_1 = 1 \), \( p_2 = 1.2 \) for Res1, and \( p_{10} = 1 \), \( p_9 = 1.2 \), \( p_8 = 1.5 \), \( p_7 = 1.8 \) for Res2, whereas all \( p_i \) should be approximately equal at thermal equilibrium at 20 mK. An out-of-equilibrium distribution of hyperfine states is not surprising, considering that the phonon relaxation rates in between these levels become exceedingly long at low temperatures (likely on the order of days). First, we note that, because the peaks are not distorted but simply multiplied by a weighting factor, the
observed hyperfine population imbalance cannot be caused by or even correlated to the strain profile in our sample. On the other hand, above-gap infrared radiation has been shown to efficiently induce hyperpolarization among the hyperfine sublevels of donors in silicon [40]; therefore, stray infrared photons reaching our sample and originating from higher temperature stages in the cryostat may be the cause of the observed hyperfine imbalance, similar to recent observations of ultraslow and out-of-equilibrium dynamics between hyperfine sublevels of bismuth donors in silicon [41].

The quantitative understanding of the spectra achieved for various resonator geometry and pulse amplitudes confirms the results presented in Ref. [26], stating that strain shifts are the dominant broadening mechanism in this kind of device. The refined analysis enables us to find two new features: (1) The strain tensor appears to fluctuate by about 20% around the value determined by finite-element modeling with a continuous-medium approach; it is tempting to link this inhomogeneity with the polycrystalline nature of the aluminum film, which is not taken into account in the modeling. (2) The population distribution in the hyperfine manifold appears to be out of equilibrium. In the rest of this work, we leverage the correlation between position in the spectrum [corresponding to a given strain shift \( f_{\Delta}(B_0) \)] and spatial location [the area \( A(i, B_0) \)] to obtain spatially resolved information on the donor coherence properties and therefore on the noise they experience. However, we note that the spatial resolution is mainly in the lateral dimension \( x \) since strain is only weakly dependent on \( y \), except close to the wire edges.

### V. INSTANTANEOUS DIFFUSION

In this section, we use the phenomenon of instantaneous diffusion (ID) to demonstrate that the 20% strain inhomogeneity evidenced by the spectral measurements described in the previous section is local.

Various decoherence mechanisms for dilute paramagnetic impurities arise through dipolar interactions with other spins. Dipolar interactions between some “central spins” and its neighbors can be refocused using a Hahn-echo sequence \( \pi/2 - \tau - \pi - \tau - \text{echo} \); however, if the neighboring spins also fall within the bandwidth of the \( \pi \) pulse, they are also flipped and the sign of the dipolar interaction term is not reversed. The effect of such dipolar interactions between similar spins can be probed by repeating the Hahn-echo sequence using a smaller refocusing angle \( \theta \), which can be interpreted as flipping only a fraction of spins. At the cost of a reduced echo intensity [due to the reduced probability \( \sin^2(\theta/2) \) of flipping the central spin], the dipolar interaction with its neighbors is correspondingly refocused. The resulting coherence decay time constant \( T_2 \) thus follows [42]:

\[
1/T_2 = \Gamma_{\text{res}} + \rho \gamma^2 \frac{\pi \hbar \mu_0}{9 \sqrt{3}} \sin^2 \left( \frac{\theta}{2} \right),
\]

where \( \rho \) is the number of spins per unit volume and \( \Gamma_{\text{res}} \) the residual decoherence rate due to other spectral diffusion or decoherence mechanisms. Measuring the dependence of \( T_2 \) on \( \theta \) thus provides a convenient method to determine the sample concentration \( \rho \). Note that local inhomogeneous broadening tends to suppress ID, if this broadening is comparable to or larger than the pulse excitation bandwidth. Here, we measure ID for various pulse excitation bandwidths and extract some information about local inhomogeneous broadening.

For this purpose, we select spins located in the middle of the wire of Res1 [left peaks in Fig. 2(a), corresponding to \( f_{\Delta} = -2.5 \text{ MHz} \)]. Well-defined Rabi oscillations are obtained, enabling quantitative knowledge of \( \theta \) (see Appendix A). The coherence time \( T_2 \) is measured by varying the delay \( \tau \) in a Hahn-echo sequence and fitting an exponential \( \exp(-2\tau/T_2) \) to the measured decay of the echo area \( \chi_e \). The decoherence rate \( 1/T_2 \) is shown in Fig. 3(a) as a function of \( \sin^2(\theta/2) \), for different transitions and pulse excitation bandwidth \( \Omega \). A linear dependence is found in all cases, indicative of ID. For a given bandwidth \( \Omega/(2\pi) = 1 \text{ MHz} \), the ratio of slopes between the two transitions matches the expected \( \gamma_{\text{eff}}^2 \) dependence characteristic of ID [Eq. (7)]. The slope is seen to strongly depend on \( \Omega \) [Fig. 3(a)], which we interpret as evidence for inhomogeneous broadening on a length scale corresponding to the distance between neighboring donors in the same level (thus, susceptible to be flipped by the same control pulse), which, in our case, is about 50 nm. Note that because of the limited microwave power, it is impossible to increase \( \Omega/2\pi \)

![FIG. 3. Instantaneous diffusion in Res1. (a) Measured echo amplitude decay rate \( T_2^{-1} \) as a function of \( \sin^2(\theta/2) \), with \( \theta \) being the Rabi angle achieved during the refocusing pulse, for the first transition (red symbols) and the fourth transition (blue symbols). Solid circles, crosses, and open circles are data for refocusing pulse bandwidths of 150 kHz (\( \kappa/(2\pi) \)), 500 kHz, and 1 MHz, respectively. Dashed lines are linear fits to the data. (b) Decay rate \( T_2^{-1} \) of the echo amplitude as a function of the pulse bandwidth \( \Omega \), for transition \( i = 1 \), and at a refocusing angle of \( \pi \). Measurements are done with square pulses of duration 64 \( \mu \)s, 32 \( \mu \)s, 16 \( \mu \)s, and 2 \( \mu \)s, and shaped pulses of duration 0.5 \( \mu \)s and 1 \( \mu \).](image)
above 1 MHz, but ID keeps getting stronger up to that value, indicating that the broadening can be greater than or equal to 1 MHz.

Sources of local broadening include the Overhauser field due to the residual $^{29}$Si nuclear spins, which should be of order 100 kHz given the $5 \times 10^{-4}$ relative $^{29}$Si concentration, significantly lower than what is needed to explain the data in Fig. 3(b). Local electric-field variations would need to be excessively large to explain our data and are thus unlikely. We believe that local variations of the strain tensor are the most likely explanation for our data, especially since strain inhomogeneity is also required to quantitatively fit the spectra, as explained in the previous section. The polycrystalline nature of the aluminum film (with grain size on the order of tens of nanometers) may be the cause of the strain tensor variations. If this is indeed the case, such local variations should be a general phenomenon occurring below all superconducting devices since they are, in general, patterned out of polycrystalline films (aluminum, niobium, niobium nitride, etc.), with the magnitude of strain inhomogeneity depending on the film material and thickness. Studying instantaneous diffusion of paramagnetic impurities—and, in particular, of bismuth donors in silicon because of their exceptionally strong sensitivity to strain—is evidently a powerful technique for characterizing strain variations on a local scale.

Using Eq. (7), we extract from the data of Fig. 3(a) at $\Omega/2\pi = 1$ MHz a concentration $\rho = 5 \times 10^{14}$ cm$^{-3}$ for bismuth donor spins in level $|4, -4\rangle$. This value is still an order of magnitude lower than the one expected from the nominal average bismuth concentration assuming a thermal distribution within the nine hyperfine levels of the ground-state manifold. We attribute this difference to a combination of finite donor activation yield [39], insufficiently large $\Omega$ to fully compensate the strain inhomogeneity, and out-of-equilibrium distribution of the donors within the hyperfine manifold (as seen in Sec. IV).

VI. DECOHERENCE DUE TO MAGNETIC NOISE

We now leverage the transition- and magnetic-field-dependent $\gamma_{\text{eff}}(i)$ [see Fig. 1(d) and Eq. (2)], as well as the correlation between spatial position and strain-induced frequency shift, to quantify the magnetic noise seen by bismuth donor spins, and we obtain information about its spatial origin. In the following, all measurements are done with pulses limited by the resonator bandwidth ($\Omega/2\pi \sim 0.15$ MHz), such that the effect of ID is less than 20% (see Fig. 3). Moreover, we adjust the repetition time to always be longer than $3T_1$ (see Appendix A) so that the spins are fully polarized for each measurement discussed below.

Using Res1, we first compare the coherence time $T_2$ obtained across different transitions, from donor spins located in a region characterized by a given strain shift $f_\Delta$. Figure 4(a) shows the Hahn-echo integrals $\chi_e(2\tau)$ on transitions $i = 1$ to 4, at $f_\Delta = -2.5$ MHz ($\langle \chi \rangle \sim 0.5$ μm). Exponential decays are systematically observed. The extracted exponential decay constant $T_2$ shows an increase from 7.5 ms ($i = 1$, $\gamma_{\text{eff}}/\gamma_e = 0.9$) to 24 ms ($i = 4$, $\gamma_{\text{eff}}/\gamma_e = 0.3$) [see Fig. 4(b)]. The same comparison is performed for two other values of $f_\Delta$, corresponding to spins below the wire but not in the middle ($f_\Delta = -4$ MHz, $\langle \chi \rangle \sim 1.5$ μm), and as far from the wire as possible ($f_\Delta \approx 0$, $\langle \chi \rangle \sim \infty$). As seen in Fig. 4(b), we find that $T_2^{-1}$ linearly depends on $\gamma_{\text{eff}}$ for each of the three locations.

![FIG. 4. Spatial magnetic noise. (a) Echo integral $\chi_e$ as a function of the delay $2\tau$ between the $\pi/2$ pulse and the echo, measured with Res1 for transitions $i = 1$–4, at fields $B_0$ corresponding to the same $f_\Delta = -2.5$ MHz (i.e., $\langle \chi \rangle \sim 0.5$ μm). Open circles are the data, and solid lines are exponential fits yielding the decay rate $T_2^{-1}$. (b) Extracted echo amplitude decay rate $T_2^{-1}$ with Res1 as a function of $\gamma_{\text{eff}}$ for transitions $i = 1$–4 and $f_\Delta = -2.5$ MHz (spins below the wire, red dots), $f_\Delta = -4$ MHz (spins closer to the wire edge, red circles), and $f_\Delta = 0$ MHz (spins far away from the wire, blue dots). The dashed lines are linear fits. (c, d) Comparison between resonators. Echo amplitude decay rate $T_2^{-1}$ as a function of $\gamma_{\text{eff}}$ measured with Res1 (transitions $i = 1$–4, red dots) and with Res2 (transitions $i = 6$–10, blue squares). Panel (c) shows the data for $f_\Delta = 0$ (spins far away from the wire) and panel (d) for spins below the wire. (e) Coherence time $T_2$ measured with Res1 as a function of $B_0$ on the low-field peak of the $i = 1$ transition. (f) Coherence time $T_2$ measured with Res1 as a function of $B_0$ on the high-field peak of the $i = 4$ transition.]
with linear extrapolation at $\gamma_{\text{eff}} = 0$ very close to 0. This finding establishes that the dominant source of decoherence on the transitions considered here is of magnetic origin, for all three spin locations.

Without having to assume any decoherence model, we can reexpress the measured coherence times $T_2$ into an effective magnetic noise by computing $\delta B = 2\pi/(\gamma_{\text{eff}} T_2)$. As seen from the line slopes in Fig. 4(b), we observe a marked dependence of $\delta B$ on the location of the probed donor spins relative to the wire and substrate surface. Complementary measurements are provided by comparing $\delta B$ in Res1 and Res2. As seen in Fig. 4(c), $\delta B$ is found to be the same in Res1 and Res2 for spins away from the wire ($x \rightarrow \infty, f_\Delta \approx 0$), whereas $\delta B$ is twice as large in Res2 as in Res1 for spins at $\langle x \rangle \sim 0.5 \mu m$, right below the wire. To obtain a comprehensive measurement of $\delta B$, we measure $T_2$ as a function of $B_0$ on the edge of the low-field peak on transition $i = 1$ [Fig. 4(e)] and on the edge of the high-field peak of transition $i = 4$ [Fig. 4(f)], as the latter has negligible overlap with other transitions; $T_2$ is seen to vary by as much as 1 order of magnitude. Similar results are obtained with Res2 and Res3. Using our knowledge of $\Delta(i, B_0)$, we obtain a spatial mapping of $T_2$ as a function of $B_0$ (or, equivalently, of the noise $\delta B$). Figure 5(a) shows the 2D map of $T_2$ for Res1 on the transition $i = 1$; Fig. 5(c) [respectively, 5(d)] shows the magnetic noise $\delta B$ as a function of the average lateral position $\langle x \rangle$ [respectively, average depth $\langle y \rangle$]. A clear trend emerging from Figs. 5(c) and 5(d) is that the magnetic noise $\delta B$ increases for spins closer to the wire edge, and to the sample surface.

The observation that the magnetic noise $\delta B$ causing bismuth donor spin decoherence is spatially dependent is one of the main results of our work, as it has important implications on the possible physical origin of this noise. Magnet noise, which is a common decoherence mechanism [5], is incompatible with our measurements because it would act uniformly on all donor spins. Another common mechanism is spectral diffusion caused by a spin bath present in the bulk of the sample. The $^{29}$Si nuclear spin bath is uniformly distributed in the bulk, and its properties do not depend on strain or position in the sample; it is thus also incompatible with our data.

Spectral diffusion can also be caused by a bath of unpolarized paramagnetic impurities, which induce magnetic noise at the donor spin location because of spin flips due to either spin-lattice relaxation or flip-flops between spin pairs. Our observations shed light on the properties of this bath and help identify its nature. From the data in Fig. 5, we see that the noise is maximum in areas where the strain is maximum, which happen to be close to the wire edge and to the substrate surface. These observations are difficult to explain, considering a paramagnetic impurity bath uniformly distributed in the bulk. Indeed, low levels of strain as encountered here (in the $\sim 10^{-4}$ range) may cause small shifts of the paramagnetic impurity resonance frequency (e.g., in the MHz range for Bi:Si donors), which would then detune paramagnetic impurity pairs and reduce spectral diffusion; thus, one would find the longest donor coherence times in the most highly strained regions, contrary to our observations. Moreover, EPR spectra acquired on samples identical to the ones measured here [39] only detect bismuth donors and dangling bonds and no extra bulk paramagnetic impurity.

On the other hand, the measurements of Figs. 5(c) and 5(d) are compatible with a paramagnetic impurity bath residing at the sample surface, which would naturally explain the stronger noise $\delta B$ for lower average depth $\langle y \rangle$. Such a spin bath likely consists of dangling bonds at the interface between silicon and silicon oxide (the $P_b$ defects), which
are indeed detected in the EPR spectra [39]. Donor spin decoherence by dangling bonds is an established phenomenon, which was discussed in Ref. [15] and reported in Refs. [14,16].

Decoherence of a spin located at a depth \( d \) below a noisy surface containing a surface density \( \sigma \) of fluctuating spins was considered in several contexts. The model of de Sousa [15] considers the decoherence of donors in silicon caused by spin-lattice relaxation of paramagnetic \( P_\beta \) defects at the silicon/silicon-oxide interface. It predicts that the echo of an isolated donor with gyromagnetic ratio \( \gamma \) should have a Gaussian decay \( \chi_e(2\tau)/\chi_e(0) = \exp[-(2\tau/T_2)^2] \), with \( T_2 = K/|\gamma \delta b(d)| \), \( \delta b(d) \) being the standard deviation of the magnetic field generated by a distribution of random surface spins at the depth \( d \), and \( K \approx 10 \) a dimensionless parameter linked to the specific modeling of the paramagnetic defect distribution. It can be shown that \( \delta b(d) \) scales like \( \sqrt{\sigma/d^2} \). The less-specific model of Yoneda et al. [43] assumes that the surface spins cause a magnetic noise with power spectrum \( S(\omega) = S_0(d)/\omega^2 \). In our case, we have evidence that \( \alpha \approx 1 \) (see Sec. VIII), which should also lead to a Gaussian Hahn-echo decay with \( T_2 = 2\pi/||\gamma \delta b(d)| \) [43,44]. Because of the \( 1/f \) divergence at low frequencies, in this model, it is not, strictly speaking, possible to define a magnetic-field-noise standard deviation; nevertheless, after introducing proper infrared cutoff frequencies for the noise, one finds that, within a factor of order unity, \( S_0(d) \sim \delta b^2(d) \). In summary, both models predict a Gaussian-shaped decay, with \( T_2 \sim 2\pi/||\gamma \delta b(d)| \) within a factor of order unity, which we will disregard in the following.

In our device, the interface cannot be considered homogeneous because of the metallic wire, and two areas can be distinguished. Away from the wire, the interface is between the silicon substrate and the native silicon oxide, whereas below the wire, the interface is more complex, with the 50-nm-thick aluminum wire on top of the Si/SiO2 interface. This case may lead to differences in surface spin density, which we take into account in a minimal model where the surface spin density evolves from \( \sigma_1 \) away from the wire to \( \sigma_2 \) below the wire, with a smooth interpolation of characteristic width 500 nm. We numerically estimate the resulting magnetic noise by discretizing the surface spins into point dipoles of magnitude Bohr magneton (\( \mu_B \)) with random orientation and summing the squares of the magnetic-field component along the applied-field \( z \) direction, thus obtaining the rms magnetic noise \( \delta B(x,y) \). The echo amplitudes for a given \( f_\Delta \) and delay \( 2\tau \) are then numerically calculated using

\[
\chi_e(f_\Delta, \tau) = 2\sqrt{K_e} \int \int_{A(x,y)} dx dy \mu_p(y) g_0(x,y) \\
\times \{1 - \exp[-\Gamma_p(x,y)t_{\text{rep}}]\} \\
\times \exp\{-2\tau/T_2(x,y)^2\},
\]

with \( 1/T_2(x,y) = \Gamma_{\text{non}} + \delta B(x,y)\gamma_{\text{eff}}/2\pi \), and the non-magnetic coherence time \( 1/\Gamma_{\text{non}} \sim 0.2 \) s being estimated from measurements around the CT (see Sec. VII). Despite the decay of each pixel being Gaussian, we find that the resulting sum decays closer to an exponential, in agreement with the measurements [Fig. 4(a)]. We then fit this exponential and extract the model-predicted \( T_2(f_\Delta) \). We note that, according to this model, the measured \( T_2(f_\Delta) \) contains a contribution of vastly different depth-dependent spin-echo decay curves since strain shift \( f_\Delta \) provides limited resolution in \( y \) [Fig. 5(a)].

In order to compare the model to the data, the model-predicted \( T_2(f_\Delta) \) can be converted into an effective magnetic noise \( \delta B(f_\Delta) = 2\pi/|\gamma_{\text{eff}} T_2(f_\Delta)| \). Figure 5(c) and 5(d) show the experimental and theoretical \( \delta B \) as a function of the average position \( \langle x \rangle, \langle y \rangle \) of the donors for the three resonators. A semiquantitative agreement for all resonators is obtained for \( \sigma_1 = 4 \times 10^{12} \) cm\(^{-2} \) and \( \sigma_2 = 10^{12} \) cm\(^{-2} \) [see Figs. 5(b)–5(d)]. The numerical calculations, in particular, capture the depth dependence of \( T_2^{-1} \) for spins. That the shortest \( T_2 \) is for spins close to the wire edge is expected because choosing \( B_0 \) with large strain probes spins very close to both the surface and wire edge as shown in Fig. 2(f). For Res1, the dashed curve in Fig. 5(c) shows the result of the calculation assuming a constant density \( \sigma_1 = \sigma_2 \); we see that the longer \( T_2 \) time measured below the 5-\( \mu \)m wire cannot be reproduced in this way. Defect densities of about \( 10^{12} \) cm\(^{-2} \) are consistent with typical defect densities at the Si/SiO2 interface [45], and with the numbers reported in Ref. [15]. These numbers are also comparable to the ones inferred from flux-noise measurements in superconducting circuits (in the range \( 1–5 \times 10^{13} \) cm\(^{-2} \)) [21,46,47].

In all of the above discussion, we disregarded the magnetic response of the superconducting aluminum wire, which may have an impact on the field \( \delta B \) generated by the layer of surface dipoles due to the Meissner screening of the magnetic field. This assumption was confirmed by calculations described in Appendix E, which show that the impact of the Meissner screening is negligible in our geometry and cannot explain the spatial dependence of \( T_2 \).

It is interesting to compare our measurements (Fig. 4) to previous decoherence studies of near-surface spins in isotopically purified silicon. Antimony ions of concentration \( 10^{10} \) cm\(^{-3} \) implanted at an average depth of 100 nm in samples without metal electrodes and measured using a bulk EPR spectrometer showed \( T_2 = 1 \) ms [14]. This value is quite similar to the 3 ms measured far from the wire, supporting a similar decoherence mechanism in both cases. In a different experiment, individual phosphorus donors [5] were implanted at much lower depths (15–20 nm) and measured in devices with close spacing of metal electrodes. Using the \( 1/d^2 \) scaling of the noise standard deviation, we conclude that such a phosphorus donor in our device would have a coherence time around 100 \( \mu \)s at most, whereas...
Because the CT happens at a fixed value of $B_0$, it is not possible to study the dependence of coherence time on $f_\Delta$ as thoroughly as was done for magnetic noise (see Sec. VI). Nevertheless, partial data were obtained in two different ways. First, because of the field-sweep-induced vortices in the superconducting aluminum and variations from one experimental run to another, the resonator frequency $\omega_0$ at the CT ($B_0 = 27$ mT) was found to vary over time and from run to run, enabling us to measure $T_2$ for various values of $f_\Delta$ [full circles in Fig. 6(c)]. Another data set is obtained independently, in the course of a single run, using measurements of $T_2$ as a function of $B_0$ around the CT [see Fig. 6(a)]. Because of the known dependence of both the bismuth unperturbed transition frequency [green solid line in Fig. 6(a)] and the resonator frequency [dashed black curve in Fig. 6(a)] on $B_0$, these measurements probe different values of $f_\Delta$. Moreover, we can estimate the magnetic noise contribution using the known transition slopes $\gamma_{\mathrm{eff}}(B_0)$ and $k_1 \sim 5$ nT. Subtracting this contribution from the inverse measured coherence time, we obtain $\Gamma_{\mathrm{non}}(f_\Delta)$ [open circles in Fig. 6(c)]. Both data sets are consistent with one another and show that $T_2$ at the CT decreases for donors located under the wire in more strained areas (i.e., closer to the wire edges). These observations indicate a spatial dependence of the non-magnetic noise responsible for decoherence at the CT.

FIG. 6. Nonmagnetic noise characterization at CT in Res1. (a) Calculated spin transition frequencies (green lines), measured resonator frequency (dashed line, left axis), and measured coherence time $T_2$ (symbols, right axis) as a function of $B_0$. (b) Echo integral $\chi_\Delta$ as a function of the delay $2\tau$ between the $\pi/2$ pulse and the echo. Red dots are data, and the solid line is an exponential fit yielding a coherence time $T_2 = 300$ ms. Magnitude detection is used to circumvent phase noise from the measurement setup. (c) Echo decay rate $\Gamma_{\mathrm{non}}$ as a function of $f_\Delta$. Red dots are measurements at $B_0 = 27$ mT performed over several runs; red circles are extracted from the data in panel (a). The black solid line is the result of the model described in the main text.
A likely phenomenon to explain our data is charge noise originating from the interfaces between silicon, silicon oxide, and aluminum oxide, which can produce Stark shifts of the hyperfine constant. Note that 1/f charge noise is ubiquitous in silicon nanoelectronic devices. Its study was revived recently at low temperatures in the context of research on quantum-dot spin qubits [50,51].

As explained in Sec. II, charge noise couples to the Bi donor spin because of the quadratic Stark effect $\Delta A(E)/A_0 = \eta E^2$, with $\eta = (-0.26 \pm 0.05) \times 10^{-2} \mu m^2/V^2$. In our device, the donors are subject to a residual electric field of order $E_r \sim 0.1 \text{ mV/nm}$ due to the bulk boron doping. We can therefore estimate the coherence time caused by electric-field fluctuations due to charge noise around the residual field $E_r$ as $T_2 = 2\pi/(10\eta A_0 E_r \sqrt{S_E})$, assuming fluctuations with a $1/f$ spectrum $S_E(\omega) = S_E/\omega$, where $S_E$ is the electric-field noise power spectral density at 1 Hz. Using electrostatic simulations, we can, moreover, express the electric-field fluctuations $\sqrt{S_E}$ as if they were entirely caused by voltage fluctuations $\sqrt{S_V}$ of the aluminum gate electrode. We find that for our device, $\sqrt{S_V} = 1.5 \text{ mV}$ yields a coherence time similar to our measurements [see solid line in Fig. 6(c)].

This level of noise is significantly larger than the gate voltage noise measured in quantum-dot devices $\sqrt{S_V} \sim 0.01 \text{ mV}$ [50,51], which may indicate that $E_r$ is larger than estimated or that our electrostatic modeling is too crude. We stress that our simplistic reasoning here is only meant to show that typical charge noise levels may indeed limit the coherence time to the values that we measure at the clock transition.

VIII. ADDITIONAL NOISE CHARACTERIZATION

In this section, we present complementary measurements to further characterize the noise responsible for spin decoherence.

First, we use dynamical decoupling to obtain further information about the noise power spectrum $S(\omega)$. Indeed, assuming that $S(\omega)$ scales as $\omega^{-\alpha}$, it can be shown [52–54] that the coherence time measured in a dynamical decoupling sequence containing $N$ refocusing pulses should scale as $N^{-\gamma}$, with $\gamma = \alpha/(1 + \alpha)$; measuring $\gamma$ therefore gives access to $\alpha$.

We perform coherence time measurements with the Uhrig dynamical decoupling (UDD) and Carr-Purcell-Meiboom-Gill (CPMG) sequences. The data are taken with Res1, at $B_0 = 1.4$ mT (first transition, giving access to the magnetic component of the noise) and $B_0 = 27$ mT (CT, giving access to the charge noise). To obtain reliable data, it was necessary to remove the contribution of spurious echoes due to pulse imperfections using phase cycling [42] (see Appendix D). With both sequences, we find that $T_2$ increases with the number ($N$) of $\pi$ pulses [Fig. 7(a)], with an approximate $N^{1/2}$ scaling, both at the first transition and at the CT. This result suggests that the noise power exponent $\alpha$ is close to 1, indicating an approximate $1/f$ noise spectrum both for the magnetic noise and the charge noise. We note that a similar $T_2 \propto N^{1/2}$ scaling was observed in NV centers close to the diamond surface (therefore, probing surface magnetic noise) [55] and in semiconducting quantum dots subjected to charge noise originating from the silicon/silicon-oxide interface [43]. Magnetic noise originating from surface fluctuators is also commonly believed to be responsible for $1/f$ flux noise in superconducting qubits [56,57]. As discussed earlier, the exponential shape of the echo decay

![FIG. 7. Additional noise characterizations in Res1 at $f_\Delta$ = –2.5 MHz (spins below the wire). (a) Echo decay rate $1/T_2$ as a function of the number of pulses in the dynamical decoupling sequence on transitions $i = 1$ (blue) and $i = 5$ (CT, red). Full (open) symbols correspond to the UDD (CPMG) sequence. The dashed line indicates the $N^{-1/2}$ scaling. (b) Echo decay rate $1/T_2$ as a function of sample temperature $T$ for transitions $i = 1$ (blue), $i = 4$ (green), and $i = 5$ (CT, red). The dashed line is a guide to the eye, suggesting a $T^{-1}$ scaling at high temperatures of the decay times at the CT. Inset: $\delta B = 2\pi/(T_2 \tau_{eff})$ obtained by subtracting the contribution from nonmagnetic noise (values measured at CT), as explained in the main text. (c) Normalized echo amplitude (circles) and spin relaxation time $T_1$ (squares) in the presence of injected thermal noise $n_0$. The symbols and line are, respectively, measurements and theory from Eq. (9). (d) Echo integral $\chi_p$ as a function of the delay $2\tau$ at the $i = 5$ transition (CT), without (red dots) and with (red circles) injection of $n_0 = 0.5$ photons of thermal noise. Solid lines are exponential fits to the data, and they show that the decay rate is not affected by thermal noise.]
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observed on both transitions appears to be the result of an average of Gaussian decays with an inhomogeneous distribution of $T_2$ times due to the varying donor depth.

We also measured the coherence time as a function of temperature $T$, at the CT ($T_{2,\text{CT}}$), and the first ($T_{2,1\text{th}}$) and fourth ($T_{2,4\text{th}}$) transitions in Res1. As seen in Fig. 7(b), $T_{2,\text{CT}}(T)$ shows a strong temperature dependence down to the lowest temperatures, whereas $T_{2,1\text{th}}(T)$ and $T_{2,4\text{th}}$ have a much weaker temperature dependence. We can estimate the temperature dependence of the purely magnetic noise by computing $T_{2,m}^{-1}(T) = T_{2,1\text{th},/4\text{th}}^{-1}(T) - T_{2,\text{CT}}^{-1}(T)$. Note that this subtraction has no rigorous justification since all measured $T_{2,8}$ are in fact averages over various Gaussian decays, for which the magnetic and charge decay rates do not add up as simply; nevertheless, $T_{2,m}^{-1}(T)$ has the merit of being directly accessible from the measurements. We see that $T_{2,m}^{-1}(T)$ is unchanged up to 200 mK, and it slightly increases up to 300 mK. In contrast, $T_{2,\text{CT}}^{-1}(T)$ is 5 times stronger at 300 mK than at 20 mK. This different temperature dependence confirms the different physical origin of the noise at the first transition and at the CT. We also note that a strong temperature dependence in the 10–200-mK range was observed for charge noise [51], which further supports our interpretation.

We also quantify the dependence of $T_2$ on the presence of thermal photons in the resonator, which are a common source of decoherence for superconducting qubits [58]. To that aim, we inject microwave noise in the input line by connecting the output of a pair of amplifiers in series at room temperature while keeping the sample temperature at 20 mK. The average number of thermal noise photons $n_{th}$ is calibrated using the dependence of both the echo amplitude $\chi_e$ and energy relaxation time $T_1$ on $n_{th}$ in the Purcell regime [41],

$$\frac{\chi_e(n_{th})}{\chi_e(0)} = \frac{T_1(n_{th})}{T_1(0)} = \frac{1}{(2n_{th} + 1)}.$$  \hfill (9)

The data showing $\chi_e$ and $T_1$ versus $n_{th}$ are shown in [Fig. 6(c)], closely matching the theoretical prediction and enabling an absolute calibration of $n_{th}$. We then compare echo decays for $n_{th} = 0$ and 0.5. For the latter, the thermal noise corresponds to an effective photon temperature of 0.35 K, and both echo amplitude and $T_1$ are halved. We extract similar $T_2$ values [Fig. 7(d)] and thus conclude that thermal radiation does not limit $T_2$ in our device.

**IX. CONCLUSION**

We have performed spectral and coherence time studies of shallow-implanted bismuth electron spins in $^{28}$Si-enriched silicon, using superconducting microresonators with different device geometries and at temperatures between 20 mK and 300 mK. We quantitatively describe the spin spectra, which we show to be dominated by strain broadening specific to the sample geometry. Our measurements reveal the existence of locally inhomogeneous strain gradients, which largely suppress both instantaneous diffusion and direct flip-flop decoherence.

The spatially dependent frequency shifts caused by strain enable a spatially resolved measurement of donor spin decoherence. Together with the transition dependence of the effective gyromagnetic ratio, this makes it possible to pinpoint spectral diffusion due to surface paramagnetic impurities as the dominant decoherence mechanism. Our data enable some amount of spatial resolution of the surface spin density, which we estimate to be $10^{12}$ cm$^{-2}$ below the aluminum wire and $4 \times 10^{12}$ cm$^{-2}$ away from the wire. These figures are comparable to typical dangling bond densities at the silicon/silicon-oxide interface. The physicochemical origin of the reduced defect spin density below the aluminum is unclear. This result, which deserves to be confirmed by further work, is also relevant for the understanding and mitigation of flux noise in superconducting quantum circuits [21]. At the clock transition, the donors are no longer sensitive to magnetic noise. Our measurements suggest that the residual decoherence is caused by charge noise at the sample surface, still enabling us to reach long $T_2$ values of up to 300 ms, which confirms that donors in silicon can be used for quantum devices despite the detrimental effect of interfaces [13].

The ability to spatially map noise from interfaces, and, in particular, to clearly distinguish noise below and away from a metallic electrode, is a promising new tool for improving the interface quality and therefore increasing the performance of various quantum devices that use a silicon substrate, including superconducting qubits. Surface passivation methods for improving the quality of superconducting circuits fabricated on silicon (including hydrofluoric acid, forming gas anneal, and deposition of various polymers such as HMDS or self-assembled monolayers [59]) have been explored—the method present here could provide a key to quantitatively understand the impact of these treatments on the surface magnetic and electric noise.

Going further, we note that the use of strain-induced frequency shifts as a tool for spatial mapping of decoherence is by no means restricted to bismuth donors in silicon. Indeed, many, if not all, spin defects in solids are sensitive to strain via some parameter of the spin Hamiltonian: zero-field splitting, hyperfine coupling, nuclear quadrupole, or the g-tensor (for example, by a spin-orbit coupling). As a result, we anticipate the methods demonstrated here could be applied to systems such as acceptors in silicon [18], NV [19] and SiV [60] centers in diamond, divacancies in SiC [61], and in rare-earth-doped crystals [20]. Finally, while the use of metallic electrodes with different thermal expansion coefficients to the substrate provides a simple and convenient way to introduce strain, future developments could explore piezoelectric materials to impart a controllable strain gradient across the device and extend the spatial mapping capabilities.
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APPENDIX A: TRANSITION MATRIX ELEMENTS

A strong electronic-nuclear hyperfine interaction in Si:Bi leads to 18 $S_i$ transitions at low magnetic fields. In Fig. 1(b), we have labeled those as 1 and 10 for two nondegenerate, and 2 to 9 for eight quasi doubly degenerate transitions. The latter can be recognized in the coupled basis as $|4,m-1\rangle \leftrightarrow |5,m\rangle$ and $|4,m\rangle \leftrightarrow |5,m-1\rangle$, $|m| \leq 4$. Interestingly, two quasidegenerate transitions are complementary, i.e., sum of their $S_i$ matrix elements is approximately 0.5. For example, the clock transition near 27 mT has $S_i$ matrix elements of $\langle 4,0|S_i|5,-1\rangle = \langle 4,-1|S_i|5,0\rangle = 0.25$. In contrast, for nondegenerate transitions $|4,-4\rangle \leftrightarrow |5,5\rangle$ and $|4,4\rangle \leftrightarrow |5,5\rangle$, labeled 1 and 10, respectively, in Fig. 1(b), it is 0.48. Because matrix elements directly affect spin-photon coupling strength $g_0$, Rabi flops are transition dependent [Fig. 8(a)]. The same happens for spin-energy relaxation times as our spins are in the strong Purcell limit [34]. The $T_1$ measured using inversion recovery sequence for the first transition and CT are shown in Fig. 8 and found to be in excellent agreement with the expected Purcell relaxation time $T_1 = \kappa/4g_0^2$.

The echo amplitude response across different transitions is complex because of $g_0$ variations, which also affect the Rabi angle for a given pulse amplitude and polarization for a given repetition time of the experiment [see Eq. (4)]. For example, Rabi flops performed at $t_{\text{rep}} = 4$ s on the fourth transition [Fig. 8(a)] receive dominant echo contribution from $|4,-1\rangle \leftrightarrow |5,-2\rangle$ with a higher matrix element of 0.32 (extrapolated $T_1 = 2.2$ s) and less so from $|4,-2\rangle \leftrightarrow |5,-1\rangle$ with a matrix element of 0.18 (extrapolated $T_1 = 7$ s). Such transition-dependent changes in $g_0$ are accounted for in the numerical simulations.

APPENDIX B: STRAIN SPECTROSCOPY SIMULATION

We have performed finite element simulations of strain using COMSOL software. To this end, we input the temperature-dependent thermal expansion coefficients of the materials and their stiffness tensor coefficients [26]. Other input parameters are the thickness of Al ($50 \pm 5$ nm measured by AFM) and the effective temperature $T_{\text{eff}}$ of the Al evaporation, which we expect to be close to the room temperature at which the sample was fabricated. Both Al and Si lattices have cubic symmetry, and therefore, their stiffness tensor $C$ can be simplified as follows:

$$C = \begin{pmatrix}
C_{11} & C_{12} & C_{12} & 0 & 0 & 0 \\
C_{12} & C_{11} & C_{12} & 0 & 0 & 0 \\
C_{12} & C_{12} & C_{11} & 0 & 0 & 0 \\
0 & 0 & 0 & C_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & C_{44} & 0 \\
0 & 0 & 0 & 0 & 0 & C_{44}
\end{pmatrix},$$

with $C_{11} = 166$ GPa, $C_{12} = 64$ GPa, and $C_{44} = 80$ GPa for anisotropic Si. However, Al is modeled as an isotropic material, and its stiffness can be characterized by a Young modulus of 70 GPa and a Poisson ratio of 0.33. Material parameters are summarized in Table II.

| TABLE II. Material properties. | Aluminum | Silicon |
|-------------------------------|----------|---------|
| Thermal expansion coefficient (1/K) | $14.3 \times 10^{-6}$ | $0.7 \times 10^{-6}$ |
| Stiffness tensor $C_{11}, C_{12}, C_{44}$ (GPa) | 103, 51, 26 | 166, 64, 80 |

FIG. 8. (a) Measured (symbols) and numerically simulated (lines) Rabi oscillations at transitions $i = 1$ (blue) and $i = 4$ (green) with Res1. (b) Measured spin-energy relaxation with inversion recovery sequence for the transitions $i = 1$ (circles) and CT (squares). Lines are best fits yielding $T_1$ of 1 $\pm$ 0.2 s and 5.5 $\pm$ 1 s, respectively. The resonator loss rate $\kappa$ at CT is 30% larger than the first transition due to magnetic-field-induced vortices.
APPENDIX C: SCHOTTKY BARRIER

In this paragraph, we discuss the characteristics of the aluminum/silicon interface and, more precisely, the potential formation of a Schottky barrier. From electrostatic calculation using the known work function of both silicon and aluminum, we would expect the formation of a Schottky barrier, with a depletion zone of depth about 100 nm for the donor density in our sample. Therefore, a significant fraction of the donors would be ionized, particularly those that are closest to the wire edge, which would have a clear spectroscopic signature. On the other hand, Schottky barriers are notoriously difficult to predict, as the presence of additional charged impurities at the silicon/silicon-oxide/aluminum interface can modify the barrier properties.

We thus use our spectroscopic data as a way to test three Schottky barrier scenarios: a depletion depth of 100 nm (0.7 eV barrier height), 60 nm (0.3 eV), and no depletion zone at all. The computed spectra with depletion zones are shown in Fig. 9 with the same measured experimental data as in Fig. 2(a). The comparison shows better agreement for the scenario without any Schottky barrier, which is the only one quantitatively reproducing the relative height of the low- and high-field peaks. Indeed, the shape and dynamics of the Schottky barrier may be significantly affected by the fact that the aluminum strip and silicon are not connected through a circuit to a common reference of chemical potential. The only way AI and Si can exchange charges is through the SiO2 oxide, which can be very slow.

APPENDIX D: DYNAMICAL DECOUPLING

Here, we provide more details on the two dynamical decoupling pulse sequences used in Sec. VIII.

The CPMG sequence consists of a first $\pi/2$ pulse, followed, after a duration $\tau$, by a sequence of $N \pi$ pulses separated by $2\tau$, generating an echo at time $2\tau$ as seen in Fig. 10. In the UDD sequence, the $\pi$ pulses are shifted in time compared to the CPMG and occur instead at $2\tau \sin^2[k\pi/(2N + 2)]$.

In our experiments, the Rabi rotations are not very precise because of the spatial inhomogeneity of the $B_1$ field. This feature gives rise to spurious echoes because of the phenomenon of stimulated echoes where two consecutive $\pi/2$ pulses store coherence as a polarization comb in the frequency domain, which is restored along $S_z$ by a third $\pi/2$ pulse. Such stimulated echoes have a different dependence on the drive pulse phases than the desired echo, resulting from the periodic refocusing of all control pulses. Therefore, phase cycling is the method of choice to measure only the desired echo.

In the CPMG sequence, because of the equidistance of the $\pi$ pulses, many pulse combinations give rise to a stimulated echo at time $2\tau$. Therefore, a complex phase cycling scheme must be used, varying the phase of each $\pi$ pulse in the sequence (i.e., $2^N$ measurements). The UDD sequence is more favorable since most stimulated echoes do not happen at $2\tau$ and therefore have no overlap with the desired signal. Therefore, only two phase cycling sequences are needed for UDD (all $\pi$ pulses in the first half of the sequence simultaneously take plus or minus sign). The pulse sequences used in this work are shown schematically in Fig. 10.

APPENDIX E: MEISSNER SCREENING

In order to assess the impact of the Meissner effect on magnetic noise, we have computed the screened magnetic field created by a dipole $m = \mu_0 B$ at the Si/SiO2 interface. We assume a 50-nm-thick type-I superconducting film ($\omega \to \infty$), separated from a Si substrate by a 5-nm-thick oxide. The screened magnetic field is calculated for a given London penetration depth $\lambda$ as a Fourier-Bessel series solution of Maxwell’s equations [62]. The squared magnetic-field component along $z$, which drives spin decoherence [15], is then averaged over all dipole orientations and over a homogeneous distribution of paramagnetic centers at the Si/SiO2 interface with a density of $\sigma = 10^{12}$ cm$^{-2}$. In the absence of Meissner screening...
over dipole orientations, Meissner screening results in a net enhancement remains moderate and cannot explain the experimental data (it would, in fact, reduce coherence times). Therefore, Meissner screening is not a leading mechanism in the present experiments.

\( (\lambda \to \infty) \), the resulting \( \sqrt{\langle \delta b^2 \rangle} \) is expected to decrease as \( 1/y^2 \) in the silicon substrate, with \( y \) the distance to the Si/SiO\(_2\) interface [15]. Therefore, \( \sqrt{\langle \delta b^2 \rangle} \times y^2 \) is plotted for different \( \lambda \)'s in Fig. 11. The currents induced in the superconductor screen the dipoles within that material; they also screen perpendicular dipoles within the semiconductor (\( \vec{m} \parallel \vec{y} \)) but enhance parallel dipoles (\( \vec{m} \parallel \vec{x}, \vec{z} \)). On average, over dipole orientations, Meissner screening results in a net enhancement of \( \sqrt{\langle \delta b^2 \rangle} \) in the semiconductor. For London penetration depths \( \lambda > 50 \) nm, relevant for aluminium, this enhancement remains moderate and cannot explain the experimental data (it would, in fact, reduce coherence times under the Al strip). Therefore, Meissner screening is not a leading mechanism in the present experiments.
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