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Abstract

A differentiable function is pseudoconvex if and only if its restrictions over straight lines are pseudoconvex. A differentiable function depending on one variable, defined on some closed interval $[a, b]$ is pseudoconvex if and only if there exist some numbers $\alpha$ and $\beta$ such that $a \leq \alpha \leq \beta \leq b$ and the function is strictly monotone decreasing on $[a, \alpha]$, it is constant on $[\alpha, \beta]$, the function is strictly monotone increasing on $[\beta, b]$ and there is no stationary points outside $[\alpha, \beta]$. This property is very simple. In this paper, we show that a similar result holds for lower semicontinuous functions, which are pseudoconvex with respect to the lower Dini derivative. We prove that a function, defined on some interval, is pseudoconvex if and only if its domain can be split into three parts such that the function is strictly monotone decreasing in the first part, constant in the second one, strictly monotone increasing in the third part, and every stationary point is a global minimizer. Each one or two of these parts may be empty or degenerate into a single point. Some applications are derived.
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1 Introduction

Pseudoconvex functions are among the most useful generalized convex ones. They were introduced independently by Tuy [7] and Mangasarian [4]. Their importance for optimization were firstly expressed in the book [5].

The behavior of the functions involved is very important for studying optimization problems. Therefore, it is useful to have some characterizations of the graphs of the functions. A Fréchet differentiable function, defined on the Euclidean space $\mathbb{R}^n$, is pseudoconvex if and only if its restrictions over the straight lines are pseudoconvex. This leads us to derive characterizations of the graph of pseudoconvex functions, defined on $\mathbb{R}$. It is easy to see that a differentiable function is pseudoconvex on some closed interval $[a, b]$ if and only if there exist some numbers $\alpha$ and $\beta$ such that $a \leq \alpha \leq \beta \leq b$ and the function attains its global minimum over $[a, b]$ on the interval $[\alpha, \beta]$, the function is
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strictly decreasing over \([a, \alpha]\) and strictly increasing over \([eta, b]\) and there is no stationary points outside \([\alpha, \beta]\). The proof of this complete characterization remains simple even if the function is locally Lipschitz pseudoconvex with respect to the Clarke generalized directional derivative. On the other hand, its proof is not so simple if the function is lower semicontinuous.

In this paper, we generalize the characterization to lower semicontinuous functions, which are pseudoconvex with respect to the lower Dini directional derivative. Some applications of the characterization are provided.

2 Complete characterization of pseudoconvex functions

Let \(X \subseteq \mathbb{R}^n\) be an open set. Then the lower Dini directional derivative of the function \(f : X \to \mathbb{R}\) at the point \(x\) in direction \(u\) is defined as follows:

\[
f^-_u(x) = \lim_{t \to 0} \inf \, t^{-1} [f(x + tu) - f(x)],
\]

\[(1)\]

**Definition 2.1.** A function \(f\) defined on some convex set \(X \subseteq \mathbb{R}^n\) is called (strictly) pseudoconvex with respect to the lower Dini directional derivative iff the following implication holds:

\[
x \in X, \, y \in X, \, f(y) < f(x) \implies f^-(x, y - x) < 0
\]

\[
(x \in X, \, y \in X, \, y \neq x, \, f(y) \leq f(x) \implies f^-(x, y - x) < 0).
\]

**Proposition 1.** Let \(X \subseteq \mathbb{R}^n\) be a nonempty convex set and \(f : X \to \mathbb{R}\) be a given function. Then \(f\) is (strictly) pseudoconvex with respect to the lower Dini derivative if and only if for all \(x, y \in X\) the restriction of \(f\) over straight lines \(\varphi : X(x, y) \to \mathbb{R}\), where

\[
X(x, y) = \{t \in \mathbb{R} \mid x + t(y - x) \in X\},
\]

defined by the equality \(\varphi(t) = f(x + t(y - x))\), is (strictly) pseudoconvex.

**Proof.** The proof is easy and it follows from the fact that the lower Dini derivative is radial. \(\square\)

It is said that a function \(\varphi\), depending on one variable, is increasing (decreasing) on the interval \(I\) iff \(\varphi(t_2) \leq \varphi(t_1)\) (\(\varphi(t_2) \geq \varphi(t_1)\)) for all \(t_1 \in I, t_2 \in I\) such that \(t_2 < t_1\). It is said that a function \(\varphi\) is strictly increasing (decreasing) on the interval \(I\) iff \(\varphi(t_2) < \varphi(t_1)\) (\(\varphi(t_2) < \varphi(t_1)\)) for all \(t_1 \in I, t_2 \in I\) such that \(t_2 < t_1\).

**Lemma 1.** Let \(\varphi : I \to \mathbb{R}\), where \(I \subseteq \mathbb{R}\) is an interval, be lower semicontinuous pseudoconvex function. Suppose that \(a, b \in I\), be given numbers such that \(a < b\). Then there exists a number \(s < b\) with the property that \(\varphi\) is strictly monotone increasing over \(I \cap [s, +\infty)\). In particular, \(\varphi\) is strictly monotone increasing over \(I \cap [b, +\infty)\).

**Proof.** Consider the case when \(b\) is an interior point of the interval \(I\). Then we obtain from the lower semicontinuity of \(\varphi\) and by the inequality \(\varphi(a) < \varphi(b)\) that there exist numbers \(s_1, s_2 \in I\) such that \(s_1 < b < s_2\) and

\[
\varphi(a) < \varphi(t) \quad \forall t \in (s_1, s_2).
\]

2
1) We prove that \( \varphi \) is strictly monotone increasing over the open interval \((s_1, s_2)\). Indeed, suppose the contrary that there exist such numbers \( t_1, t_2 \in (s_1, s_2) \) that \( t_1 < t_2 \) and \( \varphi(t_1) \geq \varphi(t_2) \). Consider the function

\[
\psi(t) = (t_2 - t_1)\varphi(t) + (t - t_2)\varphi(t_1) + (t_1 - t)\varphi(t_2), \quad t_1 \leq t \leq t_2.
\]

It is lower semicontinuous and \( \psi(t_1) = \psi(t_2) = 0 \). By Weierstrass extreme value theorem the function \( \psi \) attains its minimal value on the closed interval \([t_1, t_2]\) at some point \( \xi \), \( \xi > t_1 \). According to the minimality of \( \xi \), we have \( \psi[\xi + t(t_1 - t_2)] - \psi(\xi) \geq 0 \) for all sufficiently small positive numbers \( t \). Therefore \( \psi'_-(\xi, t_1 - t_2) \geq 0 \). We obtain from here that

\[
\varphi'_-(\xi, t_1 - t_2) \geq \varphi(t_1) - \varphi(t_2) \geq 0.
\]

It follows from the inequality \( \varphi(a) < \varphi(\xi) \) and pseudoconvexity of \( \varphi \) that \( \varphi'_-(\xi, a - \xi) < 0 \), which is a contradiction because of the positive homogeneity of Dini derivative. Thus \( \varphi \) is strictly monotone increasing over \((s_1, s_2)\).

2) We can suppose without loss of generality that \((s_1, s_2)\) is the maximally wide on the right open interval such that \( \varphi \) is strictly monotone increasing. Really the left end \( s_1 \) is not essential, but \( s_2 = \sup\{c \mid \varphi \text{ is strictly monotone increasing over } (s_1, c)\} \). If \( s_2 \) is the endpoint of \( I \), then the function will be strictly monotone increasing over \((\text{int } I) \cap [s_1, +\infty)\) and \( s = s_1 \). Consider the case when \( s_2 \) is an interior point of \( I \) and \( \varphi(a) < \varphi(s_2) \). Repeating the reasoning above and taking \( s_2 \) instead of \( b \), we can increase the interval \((s_1, s_2)\), keeping the property of strict monotonicity, which contradicts the assumption. Therefore, this case is impossible. It remains to consider the case when \( s_2 \) is an interior point for \( I \) and \( \varphi(s_2) \leq \varphi(a) \). Then it follows from \( \varphi(a) < \varphi(b) \) that \( \varphi(s_2) < \varphi(b) \). By pseudoconvexity, we can make the conclusion that \( \varphi'_-(b, s_2 - b) < 0 \). On the other hand, taking into account that \( \varphi \) is strictly monotone over \((s_1, s_2)\), we obtain that

\[
\varphi(b + t(s_2 - b)) - \varphi(b) > 0
\]

for all sufficiently small positive numbers \( t \). Then

\[
\varphi'_-(b, s_2 - b) = \liminf_{t \to +0} \frac{1}{t} (\varphi(b + t(s_2 - b)) - \varphi(b)) \geq 0,
\]

which contradicts our assumption. Therefore, this case is also impossible.

3) Thus, we proved that \( \varphi \) is strictly monotone increasing over \((\text{int } I) \cap [s_1, +\infty)\). We prove that if \( s_2 \in I \), then \( \varphi(t) < \varphi(s_2) \) for all \( t \) with \( s_1 < t < s_2 \). Assume the contrary that there exists \( \alpha \in (s_1, s_2) \) such that \( \varphi(s_2) \leq \varphi(\alpha) \). Since the interval \((s_1, s_2)\) is open and \( \varphi \) is strictly monotone increasing over it, then there exists such a number \( \beta > \alpha \) that \( \varphi(\alpha) < \varphi(\beta) \), \( \beta \in (\alpha, s_2) \). Therefore \( \varphi(s_2) < \varphi(\beta) \). According to pseudoconvexity \( \varphi'_-(\beta, s_2 - \beta) < 0 \). On the other hand,

\[
\varphi'_-(\beta, s_2 - \beta) = \liminf_{t \to +0} \frac{1}{t} (\varphi(\beta + t(s_2 - \beta)) - \varphi(\beta)) \geq 0,
\]

which is a contradiction.

4) At last, if \( b \) is an endpoint of \( I \), then repeating the reasoning above, we can see that the lemma is also satisfied in this case. \( \square \)
Lemma 2. Let \( \varphi : I \to \mathbb{R} \) be a lower semicontinuous pseudoconvex function, which is defined on some interval \( I \subset \mathbb{R} \). Denote by \( \hat{I} \) the set of points, where the global minimum of \( \varphi \) over \( I \) is attained. Then \( \hat{I} = \emptyset \), in which case \( \varphi \) is strictly monotone over \( I \), or \( \hat{I} \) is an interval, eventually containing only one point, in which case \( \varphi \) is constant over \( \hat{I} \), strictly monotone increasing over \( I_+ = \{ t \in I \mid t \geq \hat{t} \text{ for all } \hat{t} \in \hat{I} \} \) and strictly monotone decreasing over \( I_- = \{ t \in I \mid t \leq \hat{t} \text{ for all } \hat{t} \in \hat{I} \} \).

Proof. 1) The set \( \hat{I} \) is empty or it is an interval, which eventually consists of a unique point. We can prove this showing that the following condition is satisfied for arbitrary \( t_- < t_+ \) with \( t_-, t_+ \in \hat{I} : [t_-, t_+] \subset \hat{I} \). If this not the case, then there is a point \( t_0 \), \( t_- < t_0 < t_+ \) such that \( \varphi(t_-) < \varphi(t_0) \). According to Lemma 1, \( \varphi \) is strictly monotone increasing over \( I \cap [t_0, +\infty) \). Therefore, \( \varphi(t_-) < \varphi(t_0) < \varphi(t_+) \). On the other hand, since both \( t_- \) and \( t_+ \) are points, where the global minimum of \( \varphi \) is reached, then the following holds: \( \varphi(t_-) = \varphi(t_+) \). Thus, we obtained a contradiction.

2) If \( \hat{I} \neq \emptyset \), then \( \varphi \) is strictly monotone increasing over \( I_+ \) and strictly monotone decreasing over \( I_- \). We prove the first claim. The cases when \( I_+ = \emptyset \) or \( I_- \) consists of an unique point are trivial. Let us suppose now that \( I_+ \) is not an empty set, nor consists of an unique point. Let \( t_- \in \hat{I} \) and \( t_+ \in I_+ \) are such that \( t_+ > \inf I_+ \). Then \( t_+ \notin I \). Otherwise the whole interval \([t_-, t_+]\) will be included in \( \hat{I} \) and the inequality \( t_+ > \inf I_+ \) will be not satisfied. Hence \( \varphi(t_-) < \varphi(t_+) \). We conclude from here, according to Lemma 1 that \( \varphi \) is strictly monotone increasing over the interval \( I \cap [t_+, +\infty) \). Since the strict monotonicity is satisfied for every \( t_+ > \inf I_+ \) and \( \varphi \) upper semicontinuous, then it is easy to see that \( \varphi \) is strictly increasing over \( I_+ \). Using similar arguments we can prove that \( a < b, \varphi(a) > \varphi(b) \) implies that the function is strictly monotone decreasing over \( I \cap (-\infty, a] \). It follows from here that \( \varphi \) is strictly monotone decreasing over \( I_- \).

3) If \( \hat{I} = \emptyset \), then \( \varphi \) is strictly monotone. Let us choose a sequence \( \{t_n\}_{n=0}^\infty \), which consists of points from \( I \) with the property \( \varphi(t_0) > \varphi(t_1) > \cdots > \varphi(t_n) > \cdots \) and \( \lim_n \varphi(t_n) = \inf \{ \varphi(t) \mid t \in I \} \). Suppose that \( t_0 > t_1 \). We prove then that \( \{t_n\} \) is strictly monotone decreasing and the function \( \varphi \) is strictly increasing over \( I \). To prove that \( \{t_n\} \) is strictly decreasing, it is enough to show that \( t_2 < t_1 \) (analogously \( t_2 < t_3 \) implies that \( t_3 < t_2 \) and so on). Indeed, we have \( t_2 \notin [t_0, +\infty) \), because for \( t \in [t_0, +\infty) \) is satisfied the inequality \( \varphi(t_0) \geq \varphi(t) \). The inequality \( \varphi(t_1) < \varphi(t_0) \) implies that \( \varphi \) is strictly increasing over \( I \cap [t_0, +\infty) \). We also have \( t_2 \notin [t_1, t_0] \). Otherwise, if \( t_1 < t_2 < t_0 \) it follows from \( \varphi(t_1) > \varphi(t_2) < \varphi(t_0) \) that \( \varphi \) is strictly decreasing over \( I \cap (-\infty, t_1] \) and strictly increasing over \( I \cap [t_0, +\infty) \). Therefore,

\[
\hat{I} = \{ \xi \in [t_1, t_0] \mid \varphi(\xi) = \min_{t_1 \leq t \leq t_0} \varphi(t) \} \neq \emptyset,
\]

since every lower semicontinuous function attains its minimal value over any closed interval by Weierstrass theorem. This fact contradicts the assumption \( \hat{I} = \emptyset \).

The inequality \( \varphi(t_{n+1}) < \varphi(t_n) \) implies that \( \varphi \) is strictly increasing over the interval \( I \cap [t_n, +\infty) \); therefore it is strictly increasing over the set \( J = \bigcup_{n=1}^\infty (I \cap [t_n, +\infty)) \). It remains to prove that \( J = \hat{I} \). If this not the case, then there exists a point \( t_- \in I \setminus J \). Therefore \( t_- < t_n \) for \( n = 0, 1, \ldots \). The following inequality is satisfied for every \( n: \varphi(t_-) \leq \varphi(t_n) \). Otherwise, there is an integer \( n \) such that \( \varphi(t_-) > \varphi(t_{n+1}) < \varphi(t_n) \), which leads us to a contradiction to the assumption \( \hat{I} = \emptyset \). We have also that \( \varphi(t_-) \leq \varphi(t_n) \) for
every \( n \) implies that \( \varphi(t_-) \leq \inf\{\varphi(t) \mid t \in I\} \), Therefore \( t_- \in \hat{I} \), which contradicts to the condition \( \hat{I} = \emptyset \).

**Theorem 1.** Let \( \varphi : I \to \mathbb{R} \) be a lower semicontinuous function, which is defined on some interval \( I \subset \mathbb{R} \). Denote by \( \hat{I} \) the set of points, where the global minimum of \( \varphi \) over \( I \) is attained. Then \( \varphi \) is pseudoconvex with respect to the lower Dini derivative if and only if the following conditions are satisfied:

(i) \( \hat{I} = \emptyset \), in which case \( \varphi \) is strictly monotone over \( I \), or \( \hat{I} \) is an interval, eventually containing only one point, in which case \( \varphi \) is constant over \( \hat{I} \), strictly monotone increasing over \( I_+ = \{t \in I \mid t \geq \hat{t} \text{ for all } \hat{t} \in \hat{I}\} \) and strictly monotone decreasing over \( I_- = \{t \in I \mid t \leq \hat{t} \text{ for all } \hat{t} \in \hat{I}\} \);

(ii) The function has no stationary points in the set \( I \setminus \hat{I} \).

**Proof.** Let the function be pseudoconvex. Condition (i) is satisfied according to Lemmas 1 and 2. We prove (ii). Assume the contrary that there is \( t_1 \in I \setminus \hat{I} \), which is a stationary point. If \( \hat{I} = \emptyset \), then it follows from \( t_1 \notin \hat{I} \) that there exists \( t_2 \in I \) with \( \varphi(t_2) < \varphi(t_1) \). If \( \hat{I} = \emptyset \), then \( \varphi \) is monotone on \( I \). In the case when \( \varphi \) is monotone increasing, then the interval \( I \) is not closed on the left, because \( \hat{I} = \emptyset \). Therefore, again there exists \( t_2 \in I \) with \( \varphi(t_2) < \varphi(t_1) \). The case when \( \varphi \) is monotone decreasing is similar. By pseudoconvexity, we conclude that \( \varphi'(t_1, t_2 - t_1) < 0 \), which contradicts the stationarity of \( t_1 \).

Let conditions (i) and (ii) be satisfied. We prove that \( \varphi \) is pseudoconvex. Choose point \( t_1 \in I \) and \( t_2 \in I \) such that \( \varphi(t_2) < \varphi(t_1) \). It follows from here that \( t_1 \notin \hat{I} \) or \( \hat{I} = \emptyset \). If \( t_1 \notin \hat{I} \), then two cases are possible: \( t_1 \in I_+ \) or \( t_1 \in I_- \). If \( t_1 \in I_+ \), then \( t_1 + t(t_2 - t_1) \in I_+ \) for all sufficiently small \( t > 0 \). Therefore \( \varphi[t_1 + t(t_2 - t_1)] < \varphi(t_1) \), and \( \varphi'(t_1, t_2 - t_1) \leq 0 \). Since \( t_1 \) is not stationary, then the last inequality must be strict, that is \( \varphi'(t_1, t_2 - t_1) < 0 \). The cases \( t_1 \in I_- \) or \( \hat{I} = \emptyset \), \( \varphi \) is monotone increasing or \( \hat{I} = \emptyset \), \( \varphi \) is monotone decreasing are similar. It follows from all cases that \( \varphi \) is pseudoconvex.

The proof of the following theorem is similar to the proof of Theorem 1.

**Theorem 2.** Let \( \varphi : I \to \mathbb{R} \) be a lower semicontinuous function, which is defined on some interval \( I \subset \mathbb{R} \). Then \( \varphi \) is strictly pseudoconvex with respect to the lower Dini derivative if and only if the following conditions are satisfied:

(i) \( \hat{I} = \emptyset \), in which case \( \varphi \) is strictly monotone over \( I \), or \( \hat{I} \) contains only one point \( \hat{t} \), strictly monotone increasing over \( I_+ = \{t \in I \mid t \geq \hat{t}\} \) and strictly monotone decreasing over \( I_- = \{t \in I \mid t \leq \hat{t}\} \);

(ii) The function has no stationary points \( t \neq \hat{t} \).

### 3 Applications of the characterization

In this section, we apply Theorems 1 and 2 to prove some connections between several types of generalized convex functions in the nondifferentiable case. The proofs in the differentiable case are easy.
Definition 3.1. Let $X \subseteq \mathbb{R}^n$ be a convex set. Then a function $f : X \to \mathbb{R}$ is called:

(i) quasiconvex over $X$, iff
$$f(x + t(y - x)) \leq \max(f(x), f(y)) \quad \forall x \in X \quad \forall y \in X \quad \forall t \in [0, 1];$$

(ii) semistrictly quasiconvex over $X$, iff
$$x, y \in X, f(y) < f(x) \text{ imply that } f(x + t(y - x)) < f(x) \quad \forall t \in (0, 1).$$

The following result is well-known and its proof can be seen in the book of Martos [6, Theorem 3.21, p. 51]:

Lemma 3. A scalar function $f$ defined on a convex set $X$ is semistrictly quasiconvex if and only if any segment $[x, y] \subset X$ can be split into three segments (each dividing point belonging to at least one of the segments it closes) such that $f$ is decreasing in the first, constant in the second, and strictly increasing in the third. Any one or two of these segments may be empty or degenerate into one point.

The following theorem was proved in [2]. Our proof is new.

Theorem 3. Let $f : X \to \mathbb{R}$ be radially lower semicontinuous pseudoconvex function defined on the convex set $X$. Then $f$ is semistrictly quasiconvex, and moreover $f$ is quasiconvex.

Proof. It obviously follows from Lemma 3 and Theorem 1 that every pseudoconvex function is semistrictly quasiconvex. On the other hand it is well-known that a lower semicontinuous semistrictly quasiconvex function is quasiconvex.

We introduce several notations from mathematical logic. Denote the negative of the statement $A$ by $\neg A$, the conjunction of the statements $A$ and $B$ by $A \land B$, the disjunction of $A$ and $B$ by $A \lor B$.

Consider the following statements:

$A := \{x \text{ is a stationary point of the function } f\};$
$B := \{t = 0 \text{ is a global minimizer of the function } \varphi \text{ over } X(x, y)\};$
$C := \{t = 0 \text{ is a stationary point of the function } \varphi \text{ over } X(x, y)\}.$

Lemma 4. Let $f : X \to \mathbb{R}$ be radially upper semicontinuous quasiconvex function defined on the convex set $X \subseteq \mathbb{R}^n$. For arbitrary chosen $x \in X$ and $y \in X$ consider the restriction $\varphi : X(x, y) \to \mathbb{R}$ of $f$ such that $\varphi(t) = f[z(t)]$, where
$$z(t) = (1 - t)x + ty \quad \text{and} \quad X(x, y) = \{t \in \mathbb{R} \mid z(t) \in X\}.$$  

Then $\neg A \land \neg B \Rightarrow \neg C$.

Proof. Let both $\neg A$ and $\neg B$ are satisfied. Therefore, $x$ is not a stationary point for $f$ over $X$ and the point $t = 0$ is not a global minimizer of $\varphi$ over $X(x, y)$. Hence, there exists a direction $d$ such that $f'(x, d) < 0$, and there exists $\bar{t} \in X(x, y)$ with $\varphi(\bar{t}) < \varphi(0)$. Therefore, $f(\bar{y}) < f(x)$, where $\bar{y} = x + \bar{t}(y - x)$. It follows from upper semicontinuity of $f$
that there exists \( \tau > 0 \) with \( f(u) < f(x) \) where \( u = \bar{y} - \tau d \). Denote by \( z(s) = x + s(\bar{y} - x) \), \( 0 \leq s \leq 1 \), \( v(s) \) point of intersection between the straight line passing through \( u \) and \( z(s) \) and the ray \{ \( x + s \)d \( \mid s \in (0, \infty) \)\}. Let \( v(s) = x + \alpha(s)d \). Then \( \alpha(s) = s\tau/(1 - s) \). According to the quasiconvexity of \( f \) we have

\[
f[z(s)] \leq \max\{f(u), f[v(s)]\}.
\]

\[
\frac{f[z(s)] - f(x)}{s} \leq \max\left\{ \frac{f(u) - f(x)}{s}, \frac{f[v(s)] - f(x)}{s} \right\}.
\]

Taking into account that \( \lim_{s \to 0^+} \frac{f(u) - f(x)}{s} = -\infty \), then we obtain that

\[
f'(x, \bar{y} - x) \leq \liminf_{s \to 0^+} \frac{f[x + \alpha(s)d] - f(x)}{\alpha(s)} \cdot \frac{\alpha(s)}{s} = \tau f'(x, d) < 0.
\]

Therefore \( \varphi'(0, 1) = f'(x, d) < 0 \) and \( t = 0 \) is not a stationary point for \( \varphi \). We obtain from here that \( \neg C \) is satisfied. \( \square \)

**Lemma 5.** Let \( x \) and \( y \) be arbitrary points from the set \( X \) and all hypothesis of Lemma 4 be satisfied. Then \( A \lor B \iff C \).

**Proof.** It follows from Lemma 4 that \( \neg A \land \neg B \Rightarrow \neg C \). On the other hand \( A \Rightarrow C \) and \( B \Rightarrow C \). Therefore, \( \neg A \Leftarrow \neg C \) and \( \neg B \Leftarrow \neg C \). We obtain from here that \( \neg A \land \neg B \Leftarrow \neg C \). Hence \( \neg A \land \neg B \iff \neg C \). Taking the relation between the negative statements, we conclude from the relation \( \neg(\neg D) \iff D \). \( \neg(\neg A \land \neg B) \iff \neg(\neg C) \). Therefore \( \neg(\neg A) \lor \neg(\neg B) \iff C \), that is \( A \lor B \iff C \). \( \square \)

Let us denote by the pointed parenthesis \( ( \) and \( ) \) that the corresponding endpoint may or may not belong to the segment in question. The following lemma is Theorem 3.17 in page 49 in the book [6]:

**Lemma 6.** The scalar function \( f \), defined on a convex set \( X \), is quasiconvex if and only if for any segment \( [x_1, x_2] \subset X \) one of the following three statements hold:

(i) \( f \) is increasing or decreasing along \( [x_1, x_2] \);

(ii) \( f \) is increasing along \( (x_1, x_2) \), but not along \( [x_1, x_2] \), or decreasing along \( [x_1, x_2] \), but not along \( [x_1, x_2] \);
(iii) there is a point \( \bar{x} \) such that \( f(x) \) is decreasing along \([x_1, \bar{x}]\) and increasing along \((x_1, x_2]\), where at least one of these subsegments is closed.

The following result is Theorem 2 in Ref. [3]; see also [3, Theorem 1]. We provide another proof.

**Theorem 4.** Let \( X \subseteq \mathbb{R}^n \) be a convex set. Suppose that \( f : X \rightarrow \mathbb{R} \) is a radially continuous function. Then \( f \) is pseudoconvex if and only if \( f \) is quasiconvex and every stationary point is a global minimizer.

**Proof.** Let \( f \) be pseudoconvex. Then it follows from Theorem 3 that \( f \) is quasiconvex. It is easy to see that every stationary point is a global minimizer.

Let \( f \) be a quasiconvex and every stationary point be a global minimizer. Then the function \( f \) satisfies Lemma 4. We prove that \( f \) is pseudoconvex. First, we prove that every point, which is not a global minimizer of the restriction, is not stationary for the restriction. Suppose that \( t \) is a point which is not a global minimizer of the restriction \( \varphi \). Without loss of generality \( t \) belongs to some interval where the \( \varphi \) is increasing. According to Lemma 4 we conclude from the hypothesis that \( t \) is not a stationary point of the restriction.

Second, we prove that the restriction is strictly monotone over the set \( I \setminus \hat{I} \). Let \( t_1 \) and \( t_2 \) be two distinct points such that \( \varphi(t_1) = \varphi(t_2) \). Then every \( t \in (t_1, t_2) \) is a stationary point of \( \varphi \). It follows from Proposition 5 that \( x + t(y - x) \) is a stationary point of \( f \) or \( t \) is a global minimizer of \( \varphi \). By the hypothesis both cases imply that \( t \) is a global minimizer of \( \varphi \). Therefore the whole interval \([t_1, t_2]\) belongs to the set of global minimizers of \( \varphi \). Therefore \( \varphi \) is strictly monotone outside the set of global minimizers.

By Theorem 5 taking into account both cases, the function \( f \) is pseudoconvex. □

**Theorem 5.** Let \( X \subseteq \mathbb{R}^n \) be a convex set and \( f : X \rightarrow \mathbb{R} \) radially lower semicontinuous function. Then \( f \) is pseudoconvex on \( X \) if and only if \( f \) is semistrictly quasiconvex on \( X \) and it obey the following property: for any \( x, y \in X \) such that \( f(y) < f(x) \) the number \( t = 0 \) is not an stationary point of the function of one variable

\[
\varphi : X(x, y) \rightarrow \mathbb{R}, \quad \varphi(t) = f(x + t(y - x)),
\]

where \( X(x, y) = \{ t \in \mathbb{R} \mid x + t(y - x) \in X \} \).

**Proof.** Let \( f \) be pseudoconvex. It follows from Theorem 3 that it is semistrictly quasiconvex. By definition of the pseudoconvexity it is easy to see that \( f(y) < f(x) \) implies \( t = 0 \) is not a stationary point of \( \varphi \).

Suppose that \( f \) is semistrictly quasiconvex and \( f(y) < f(x) \) implies \( t = 0 \) is not a stationary point of \( \varphi \). It follows from here that every point, which is not a global minimizer of \( \varphi \), is also not a stationary point. Taking into account Lemma 3, we prove that \( \varphi \) is strictly monotone on the intervals, where the global minimum of \( \varphi \) is not attained. Assume the contrary that there exist points \( x \in X \) and \( y \in X \) and \( t_1 \in \mathbb{R}, t_2 \in \mathbb{R}, t_2 < t_1 \) such that \( f[x + t_1(y - x)] = f[x + t_2(y - x)] \) and the global minimum of \( \varphi \) is not attained at \( t_1 \) and \( t_2 \). We conclude from semistrict quasiconvexity that \( \varphi(t) = \varphi(t_1) = \varphi(t_2) \) for all \( t \in \mathbb{R} \) such that \( t_2 < t < t_1 \). Therefore there exists \( t_3 \) such that \( x + t_3(y - x) \in X \) and \( \varphi(t_3) < \varphi(t_1) \). If \( t_3 < t_2 \), then \( \varphi'_-(t_1, t_3 - t_1) = 0 \), which contradicts, by Lemma 3 the assumption that \( t_1 \) is not a stationary point. It \( t_3 > t_1 \), then \( \varphi'_-(t_2, t_3 - t_2) = 0 \), which contradicts, by Lemma 3 the assumption that \( t_2 \) is not a stationary point. □
Theorem 6. Let $X \subseteq \mathbb{R}^n$ be a convex set and $f : X \rightarrow \mathbb{R}$ pseudoconvex on $X$ radially lower semicontinuous function. Then $f$ is strictly pseudoconvex on $X$ if and only if it is radially nonconstant, that is there is no a line segment, where the function is constant.

Proof. The theorem follows directly from Theorems [1] and [2].
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