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Abstract. Measurements of the non-Gaussianity of the primordial density field have the power to considerably improve our understanding of the physics of inflation. Indeed, if we can increase the precision of current measurements by an order of magnitude, a null-detection would rule out many classes of scenarios for generating primordial fluctuations. Large-scale galaxy redshift surveys represent experiments that hold the promise to realise this goal. Thus, we model the galaxy bispectrum and forecast the accuracy with which it will probe the parameter $f_{NL}$, which represents the degree of primordial local-type non-Gaussianity. Specifically, we address the problem of modelling redshift space distortions (RSD) in the tree-level galaxy bispectrum including $f_{NL}$. We find novel contributions associated with RSD, with the characteristic large scale amplification induced by local-type non-Gaussianity. These RSD effects must be properly accounted for in order to obtain un-biased measurements of $f_{NL}$ from the galaxy bispectrum. We propose an analytic template for the monopole which can be used to fit against data on large scales, extending models used in the recent measurements. Finally, we perform idealised forecasts on $\sigma_{f_{NL}}$ — the accuracy of the determination of local non-linear parameter $f_{NL}$ — from measurements of the galaxy bispectrum. Our findings suggest that current surveys can in principle provide $f_{NL}$ constraints competitive with Planck, and future surveys could improve them further.
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1 Introduction

Inflation in the very early universe is a simple mechanism for generating primordial density fluctuations from vacuum fluctuations. This gives rise to anisotropies in the cosmic microwave background (CMB) and the large-scale structures that we observe in the Universe today [1]. Different realizations of inflation lead to distinctive observational consequences, which can be studied through the predicted statistics for the primordial fluctuations. An important example is the non-Gaussian features associated with the non-vanishing \( n \)-point correlations functions \( \langle \Phi_{\text{in}}(k_1) \ldots \Phi_{\text{in}}(k_n) \rangle \) of the primordial gravitational potential \( \Phi_{\text{in}}(x) \). Reconstructing the initial non-Gaussian pattern of primordial fluctuations from inflation out of late-time observations is a major focus of current cosmology research.

Inflationary mechanisms can lead to primordial non-Gaussian features in different ways [2]: the most studied example is local non-Gaussianity, in which fluctuations of the primordial potential \( \Phi_{\text{in}}(x) \) can be expressed as a power series of a single, Gaussian field \( \varphi_G(x) \) so that [3–5]

\[
\Phi_{\text{in}}(x) = \varphi_G(x) + f_{\text{NL}} \left( \varphi_G^2(x) - \langle \varphi_G^2 \rangle \right) + \ldots ,
\]

with a constant non-linearity parameter \( f_{\text{NL}} \) controlling the deviations from purely Gaussian statistics. In this work, we will focus our attention on local non-Gaussianity.
Local non-Gaussianity in real space leads to a primordial bispectrum for $\Phi$ in (the Fourier transform of the 3-point function) which peaks in the squeezed configuration ($k_1 \simeq k_2 \gg k_3$) in Fourier space. Scenarios leading to local non-Gaussianity — and $f_{NL}$ greater than or of order one — include multiple field inflationary models, or set-ups involving conversion mechanisms as curvatun or modulated reheating (see e.g. [6] for a review). Single field, slow-roll inflation instead predicts an extremely small non-Gaussian signal in the squeezed configuration of the bispectrum, whose size is of the order of the tilt of the power spectrum [7].

The state-of-the-art for measurements of $f_{NL}$ is given by Planck satellite measurements of the CMB bispectrum [8] which gives $-9.2 < f_{NL} < 10.8$ at 95% CL. Distinguishing $|f_{NL}| \ll 1$ from $|f_{NL}| \sim 1$ is a key target to observationally distinguish single-field, slow-roll inflation from other scenarios [9]. However, CMB data alone may not be able to reach this goal, limited on large-scales by cosmic variance and on small scales by Silk damping.

A promising possibility comes from the statistics of large-scale structure (LSS), and was first pointed out in the pioneering paper by Dalal et al. [10]. The coupling between the long and short modes present in local-type non-Gaussianity introduces a scale-dependent relation between dark matter halos and the underlying matter distribution, which scales as $f_{NL}/k^2$ and therefore affects the LSS power spectrum [10–13]. This contribution, induced by primordial non-Gaussianity (PNG), is amplified at large scales; the clustering of LSS objects thus offers a way to measure the non-linear parameter $f_{NL}$ which is complementary to the CMB. By analyzing the galaxy power spectrum, constraints have already been set [12, 14–21] which are competitive with WMAP [22], while future redshift surveys are expected to give results more stringent than Planck [23–26]. Moreover, the use of multi-tracer techniques is expected to allow constraints better than the naive cosmic variance limit [27, 28]. Such techniques are promising for further improving the bounds on $f_{NL}$ [29–32].

Studies of the galaxy bispectrum indicate that an accuracy in determining local $f_{NL}$ of order $\sigma_{f_{NL}} \sim$ few is achievable [33–35]. The accuracy achievable could even be less than one if the survey is optimised for detecting PNG [36]. Considering such higher-order statistics gives access to the full shape information of the non-Gaussian signal, with the primordial one having a scale dependence even stronger than $k^{-2}$ [35, 37, 38]. Additionally, information contained in the bispectrum potentially allows us to break the degeneracy in the power spectrum between $f_{NL}$ and the next-order non-Gaussian parameter $g_{NL}$ [39], as discussed in [37, 38].

On the other hand, there are significant challenges in measuring $f_{NL}$ with LSS that are both theoretical and observational. At the theoretical level, as the Universe evolves density perturbations undergo non-linear evolution through gravitational collapse, and therefore we require an accurate modelling of the density evolution, capable of separating the primordial non-Gaussian signal from the one generated by clustering. Moreover, a precise description of how dark matter halos form starting from the primordial density field is necessary. Further, the high accuracy required for measuring a signal of $f_{NL} \sim 1$ implies that General Relativity (GR) effects cannot be neglected. Although in the simplest halo models they do not give rise to a scale-dependent bias [40–42], GR effects do source contributions to the squeezed limit of the matter bispectrum [43, 44] and generate secondary non-Gaussianities along the path of the photons from the emitting galaxy and the observer, in analogy with the CMB (see for instance [26, 45] and references therein).

At the observational level, several issues should be taken into account, such as mask geometry and systematic effects, which can mimic the scale dependence of PNG [46–48]. Moreover, redshift space distortions (RSD) are an additional source of complexity [49]: since the redshift measurements used to infer the distances of galaxies are contaminated by peculiar
velocities, distortions appear along the line of sight. They can either be due to the in-fall of galaxies into clusters or due to the velocity dispersion inside a cluster, when its non-linear structure is resolved. The former leads to an apparent squashing of the clustering along the line of sight on large scales (say $k \lesssim 0.1 \, h/\text{Mpc}$), modelled at linear level through the Kaiser factor [50], while the latter is responsible for elongation on small scales (say $k \gtrsim 0.1 \, h/\text{Mpc}$), usually referred to as Fingers of God (FoG).\footnote{Historically, the presence of FoG was recognised for the first time in [51].}

In this work we address the problem of computing the galaxy bispectrum in redshift space with PNG of local type. For the purpose of obtaining an analytic result, we focus mainly on large-scale regimes. We point out new potentially significant effects, induced by primordial non-Gaussianity, associated with large-scale amplifications of RSD. By decomposing the line of sight dependence of the bispectrum into spherical harmonics, we also make a prediction for the galaxy monopole, motivated by the recent measurement of [52].

We also use a Fisher matrix analysis to estimate $\sigma_{f_{NL}}$ expected from the bispectrum of BOSS [53], eBOSS [54], DESI [55], Euclid [56]. These results are approximate, but can be compared to forecast constraint from the power spectrum [24, 57] in order to estimate the potential power of bispectrum measurements in future. A comparison suggests that the bispectrum may improve the measurement of $f_{NL}$ by about an order of magnitude respect to the power spectrum of a single tracer.

2 Basics

In this section we briefly discuss how the local non-linear parameter $f_{NL}$ affects the evolution of the density field and the formation of structures. We review our findings of [58] and we define our notation. See also [59] for a detailed review on these topics.

We concentrate on local type non-Gaussianity of the form given in eq. (1.1). Local non-gaussianity induces correlations among fluctuations of different wave numbers, in particular between long and short modes. This becomes apparent when taking the Fourier transform of eq. (1.1): the second term proportional to $f_{NL}$ becomes a convolution, which couples different wavenumbers of the Gaussian mode $\varphi_G$. This fact is important for our discussion.

2.1 Perturbation theory

The evolution equations for perturbations of a cosmic fluid in an expanding Friedman-Robertson-Walker universe can be formulated in terms of the matter overdensity $\delta(x)$ and the corresponding velocity divergence $\theta(x) = \nabla \cdot \mathbf{v}(x)$, and then solved in perturbation theory by [59]

$$
\delta(k, z) = \sum_{n=1}^{\infty} \frac{dk_1}{(2\pi)^3} \cdots \frac{dk_n}{(2\pi)^3} \int dk_n \delta^D(k - \cdots - k_n) \mathcal{F}_n(k_1, \ldots, k_n, z) \delta_{\text{lin}}(k_1, z) \cdots \delta_{\text{lin}}(k_n, z) \tag{2.1}
$$

$$
\theta(k, z) = -fH \sum_{n=1}^{\infty} \frac{dk_1}{(2\pi)^3} \cdots \frac{dk_n}{(2\pi)^3} \int dk_n \delta^D(k - \cdots - k_n) \mathcal{G}_n(k_1, \ldots, k_n, z) \times \\
\times \delta_{\text{lin}}(k_1, z) \cdots \delta_{\text{lin}}(k_n, z), \tag{2.2}
$$

where $H$ is the conformal Hubble parameter at redshift $z$, related to the Hubble parameter $H$ by $H(z) = aH$, and $f$ is the logarithmic derivative of the linear growth factor $D(z)$, $f = d\ln D/d\ln a \approx \Omega_m^{4/7}(z)$ in $\Lambda$CDM [60]. In the matter-era $D(z) \propto (1 + z)^{-1}$ and we...
use the normalization $D(0) = 1$. The linearly evolving density field $\delta_{\text{lin}}$ is related to the primordial gravitational potential through

$$\delta_{\text{lin}}(k, z) = \alpha(k, z)\Phi_{\text{lin}}(k),$$  \hspace{1cm} (2.3)

where the function $\alpha(k, z)$ is defined as

$$\alpha(k, z) \equiv \frac{2k^2c^2T(k)D(z)}{3\Omega_m H_0^2}.$$  \hspace{1cm} (2.4)

$T(k)$ is the transfer function, which goes to one as $k \to 0$. Note that the linearly evolving density (eq. (2.3)) includes non-Gaussian terms in the presence of PNG. Thus it is useful to define the Gaussian part of the linearly evolving density field as

$$\delta_G(k, z) = \alpha(k, z)\varphi_G(k).$$  \hspace{1cm} (2.5)

In general, the kernels $\mathcal{F}_n$ and $\mathcal{G}_n$ are time dependent. However, since they are weakly sensitive to the underlying cosmology, we can compute them for an Einstein-De Sitter universe, where they are constant in time. At linear order they read $\mathcal{F}_1(k) = \mathcal{G}_1(k) = 1$, so that $\delta^{(1)} = \delta_G$ and $\theta^{(1)} = -f\mathcal{H}\delta_G$. The second-order solutions are [59]

$$\delta^{(2)}(k, z) = \int \frac{dk_1}{(2\pi)^3} \int \frac{dk_2}{(2\pi)^3} \delta^{(2)}(k - k_1 - k_2) \left[ \mathcal{F}_2(k_1, k_2) + f_{\text{NL}} \frac{\alpha(k)}{\alpha(k_1)\alpha(k_2)} \right] \delta_G(k_1, z)\delta_G(k_2, z),$$

$$\theta^{(2)}(k, z) = -f\mathcal{H} \int \frac{dk_1}{(2\pi)^3} \int \frac{dk_2}{(2\pi)^3} \delta^{(2)}(k - k_1 - k_2) \times$$

$$\times \left[ \mathcal{G}_2(k_1, k_2) + f_{\text{NL}} \frac{\alpha(k)}{\alpha(k_1)\alpha(k_2)} \right] \delta_G(k_1, z)\delta_G(k_2, z)$$

with the kernels defined as

$$\mathcal{F}_2(k_1, k_2) = \frac{5}{7} + \frac{1}{2} \frac{k_1 \cdot k_2}{k_1 k_2} \left( \frac{k_1}{k_2} + \frac{k_2}{k_1} \right) + \frac{2}{7} \frac{(k_1 \cdot k_2)^2}{k_1^2 k_2^2},$$

$$\mathcal{G}_2(k_1, k_2) = \frac{3}{7} + \frac{1}{2} \frac{k_1 \cdot k_2}{k_1 k_2} \left( \frac{k_1}{k_2} + \frac{k_2}{k_1} \right) + \frac{4}{7} \frac{(k_1 \cdot k_2)^2}{k_1^2 k_2^2}.$$  \hspace{1cm} (2.8) (2.9)

Notice that the couplings between modes of different wavelengths introduce a dependence on $f_{\text{NL}}$ in the second order solutions (eqs. (2.6) and (2.7)).

The quantities $\delta(x)$ and $\theta(x)$ are expressed in Eulerian frame, with the initial spatial coordinate $q$ in the Lagrangian frame being related to the evolved Eulerian coordinate $x$ through the formula

$$x(q, \tau) = q + \Psi(q, \tau),$$

where $\Psi$ is the displacement field. Such relation is useful for obtaining an alternative way to write the second-order solution of eq. (2.6), which will be needed in section 2.4. It is given by [61, 62]:

$$\delta^{(2)}(x, \tau) = \frac{17}{21}\left(\delta_{\text{lin}}(x, z)\right)^2 + \frac{2}{9} s^2(x, z) - \Psi(x, z) \cdot \nabla \delta(x, z),$$

where $s^2 = s_{ij}s^{ij}$ and $s_{ij}$ is the trace-free tidal tensor, defined as

$$s_{ij} \equiv \left( \nabla_i \nabla_j - \frac{1}{3} \delta_{ij} \nabla^2 \right) \nabla^{-2} \delta,$$

and $\delta_{ij}^K$ is the Kronecker delta. From now on, in order to simplify our expressions, we will not explicitly write the redshift dependence in the density and velocity fields.
2.2 Press-Schechter approach

The Press-Schechter approach [63] and its extensions [64, 65] provide a consistent framework for describing the full non-linearly evolved density field, and in particular the number of gravitationally collapsed dark matter halos, in terms of the initial, linearly growing density field (see [66] for a pedagogical review). Dark matter halos are identified as peaks in the linearly growing density field of eq. (2.3), exceeding a suitable threshold value: this is usually assumed to be the linearly growing density amplitude for a spherically collapsed object, \( \delta_c \approx 1.686 \) [1].

The number density of objects with mass \( M \) at redshift \( z \) is called the \textit{mass function}. Defining \( \nu = \delta_c / \sigma \), the Press-Schechter approach predicts the mass function to have the form

\[
n_g(M, z) = f(\nu) \frac{\rho_m}{M} \left| \frac{d \ln \sigma}{dM} \right|,
\]

(2.13)

where the variance of the smoothed linearly-evolved density field is

\[
\sigma^2 = \langle \delta_{lin}^2 \rangle = \int \frac{d^3 p}{(2\pi)^3} \int \frac{d^3 p'}{(2\pi)^3} W_M(p) \alpha(p, z) W_M(p') \alpha(p', z) \langle \Phi_{in}(p) \Phi_{in}(p') \rangle.
\]

(2.14)

We choose the window function \( W_M(k, R) \) to be the real-space top-hat filter of length scale \( R(M) = (3M / 4 \pi \rho_m)^{1/3} \), with Fourier transform

\[
W_M(k, R) = \frac{3}{(kR)^3} \left[ \sin(kR) - kR \cos(kR) \right].
\]

(2.15)

In this work we follow [35] and assume the mass function to be a combination of the Press-Schechter \( f_{PS} \) [63], Sheth-Tormen \( f_{ST} \) [67–69] and Lo Verde \( f_{LV} \) [70] mass functions:

\[
f(\nu) = f_{ST} \frac{f_{LV}}{f_{PS}} = f_{ST}(\nu) \left[ 1 + \frac{1}{6} \left( \kappa_3(M) H_3(\nu) - \frac{d \kappa_3(M)}{d \ln \sigma} \left( \frac{dM}{\nu} \right) \right) \right],
\]

(2.16)

where \( H_n \) is the \( n \)-th Hermite polynomial and the 3rd cumulant \( \kappa_3(M) \) is approximately [71]

\[
\kappa_3(M) \approx f_{NL} (6.6 \times 10^{-4}) \left[ 1 - 0.016 \ln \left( \frac{M}{h^{-1} M_\odot} \right) \right].
\]

(2.17)

Equation (2.16) is assumed to be a reasonable description of objects formed from ellipsoidal collapse with non-Gaussian (nG) initial conditions. Further details on the mass function can be found in appendix A.

2.3 The bivariate model

The fact that primordial non-Gaussianity couples modes of different wavenumber has important consequences for the Press-Schechter theory of structure formation. Since dark matter halos are associated with peaks of the matter density contrast, we can expect that the distribution of halo overdensity depends not only on the local value of the matter density contrast, but also on how it is distributed around a given position. This information is encoded in the correlation functions of the matter density contrast, that in turn are affected by PNG.

A convenient way for describing this fact introduces the concept of peak-background split (PBS), and leads to important consequences when studying the overdensity of halos with PNG of local-type [10, 12, 35, 38, 58, 72, 73]. The PBS approach identifies the primordial Gaussian field \( \varphi_G \) as a superposition of statistically independent long and short modes

\[
\varphi_G(q) = \varphi_{G,l}(q) + \varphi_{G,s}(q),
\]

(2.18)
where the use of $q$ indicates that we work with the initial (or linearly evolved) quantities, therefore in the Lagrangian frame.

The (arbitrary) length scale $l$ is chosen such that the short modes are responsible for the collapse of matter into objects on a scale $R \ll l$, while the long modes only perturb the approximately homogeneous background cosmology. This in turn requires the variable $\nu$ in the mass function to be replaced with a local value

$$\nu = \frac{\delta_c}{\sigma} \rightarrow \nu(q) = \frac{\delta_c - \delta_{\text{lin},l}(q)}{\sigma_l(q)}, \quad (2.19)$$

where the long density modes are defined as

$$\delta_{\text{lin},l}(k) = \delta_{G,l} + f_{\text{NL}} \alpha (\varphi_{G,l}^2 - \langle \varphi_{G,l}^2 \rangle) \quad (2.20)$$

and the effective variance of the short modes is now modulated, through PNG, by $\varphi_{G,l}$,

$$\sigma_l = (1 + 2f_{\text{NL}}\varphi_{G,l})\sigma. \quad (2.21)$$

By treating $\delta_{\text{lin},l}$ and $\sigma_l$ as independent perturbations controlling the halo overdensity in Lagrangian space, $\delta_g^L(q)$, this quantity can be then conveniently expressed as a double Taylor expansion,

$$\delta_g^L(q) = \frac{n_g(q) - \langle n_g \rangle}{\langle n_h \rangle} = b^{L0}_1\delta_{\text{lin}} + b^{L0}_1\varphi_G + b^{L0}_2(\delta_{\text{lin}})^2 + b^{L1}_1\delta_{\text{lin}}\varphi_G + b^{L0}_2\varphi_G^2 + \ldots, \quad (2.22)$$

where we dropped the subscript $l$ in the right hand side to simplify the notation; the Lagrangian bias coefficients $b^{L}_ij$ derived from the mass function of eq. (2.16) are quoted in appendix A. Equation (2.22) is known as the bivariate model for the halo/galaxy overdensity [72] (see also [74] for a recent application of a bivariate model for an effective field theory approach to galaxy biasing).

### 2.4 Galaxy overdensity in the Eulerian frame

The bivariate model describes the statistics of the objects in the Lagrangian frame, while their dynamics are obtained by the transformation to Eulerian coordinates. As we explained, the two frames are linked by $x(q, \tau) = q + \Psi(q, \tau)$, where the displacement field $\Psi$ is the dynamical quantity in the Lagrangian picture. The transformation can be performed under the conservation of the number density of objects in a given volume; if there is no velocity bias between objects and matter, then [75]

$$1 + \delta_g^E(x, z) = [1 + \delta(x, z)] [1 + \delta_g^L(q, z)]. \quad (2.23)$$

In [35, 72], the halo/galaxy overdensity in the Eulerian frame is obtained by assuming spherical collapse. By dropping this assumption, we get a more general (non-local) result [58]:

$$\delta_g^E(k) = b^{E0}_1\delta + b^{E0}_1\varphi_G + b^{E0}_2\delta \ast \delta + b^{E1}_1\delta \ast \varphi_G + b^{E0}_2\varphi_G \ast \varphi_G - \frac{2}{7} b^{E0}_1\sigma^2 - b^{E0}_1n^2, \quad (2.24)$$
where \(*\) stands for a convolution and the Eulerian bias coefficients are related to Lagrangian ones through

\[
\begin{align*}
  b_{10}^E &= 1 + b_{10}^L, \\
  b_{01}^E &= b_{01}^L, \\
  b_{20}^E &= \frac{8}{21} b_{10}^L + b_{20}^L, \\
  b_{11}^E &= b_{01}^L + b_{11}^L, \\
  b_{02}^E &= b_{02}^L.
\end{align*}
\] (2.25)

From now on, we drop the superscript \(E\) to indicate the Eulerian bias coefficients, in order to simplify the notation. However, we continue to write the superscript \(L\) where needed for avoiding confusion. As discussed in section 2.1, the Fourier transform of the density field in Eulerian coordinates is

\[
\delta(k) = \delta_G(k) + \int \frac{d\mathbf{q}}{(2\pi)^3} \left[ \mathcal{F}_2(\mathbf{q}, \mathbf{k} - \mathbf{q}) + f_{\text{NL}} \frac{\alpha(k)}{\alpha(q)\alpha(|\mathbf{k} - \mathbf{q}|)} \right] \delta_G(q)\delta_G(k - q),
\] (2.26)

while the tidal term \(s^2\) reads \([76, 77]\)

\[
s^2(k) = \int \frac{d\mathbf{q}}{(2\pi)^3} S_2(\mathbf{q}, \mathbf{k} - \mathbf{q})\delta_G(q)\delta_G(k - q),
\] (2.27)

with the kernel defined as follows

\[
S_2(k_1, k_2) = \frac{(k_1 \cdot k_2)^2}{k_1^2 k_2^2} - \frac{1}{3}.
\] (2.28)

The non-Gaussian shift term \(n^2\) is a consequence of the displacement of halos/galaxies respect to their initial positions \(q\) in the Lagrangian frame, which affects the field \(\phi_G(x)\):

\[
n^2(k) = 2 \int \frac{d\mathbf{q}}{(2\pi)^3} N_2(\mathbf{q}, \mathbf{k} - \mathbf{q}) \frac{\delta_G(q)\delta_G(k - q)}{\alpha(|\mathbf{k} - \mathbf{q}|)},
\] (2.29)

where the kernel is

\[
N_2(k_1, k_2) = \frac{k_1 \cdot k_2}{2k_1^2}.
\] (2.30)

We use the following standard definitions for the galaxy power spectrum \(P_{gg}\) and bispectrum \(B_{ggg}\):

\[
\langle \delta^E_g(\mathbf{k}_1)\delta^E_g(\mathbf{k}_2) \rangle = (2\pi)^3 \delta^D(\mathbf{k}_1 + \mathbf{k}_2)P_{gg}(\mathbf{k}_1),
\]

\[
\langle \delta^E_g(\mathbf{k}_1)\delta^E_g(\mathbf{k}_2)\delta^E_g(\mathbf{k}_3) \rangle = (2\pi)^3 \delta^D(\mathbf{k}_1 + \mathbf{k}_2 + \mathbf{k}_3)B_{ggg}(\mathbf{k}_1, \mathbf{k}_2, \mathbf{k}_3).
\]

At tree-level, they can be conveniently written as

\[
P_{gg}(\mathbf{k}_1) = E_1^2(\mathbf{k}_1)P(k_1),
\] (2.31)

\[
B_{ggg}(\mathbf{k}_1, \mathbf{k}_2, \mathbf{k}_3) = 2E_1(\mathbf{k}_1)E_1(\mathbf{k}_2)E_2(\mathbf{k}_1, \mathbf{k}_2)P(k_1)P(k_2) + 2 \text{ cyc.},
\] (2.32)

where \(P(k)\) is the matter power spectrum for the Gaussian source field \(\phi_G\), while the kernels \(E_i\) are defined as

\[
E_1(\mathbf{k}_1) = b_{10} + \frac{b_{01}}{\alpha(k_1)},
\] (2.33)
\[ E_2(k_1, k_2) = b_{10} \left[ F_2(k_1, k_2) + f_{NL} \frac{\alpha([k_1 - k_2])}{\alpha(k_1) \alpha(k_2)} \right] + b_{20} - \frac{2}{7} b_{10}^2 S_2(k_1, k_2) \]  
\[ + \frac{b_{11}}{2} \left( \frac{1}{\alpha(k_1)} + \frac{1}{\alpha(k_2)} \right) - b_{12} \left( \frac{N_2(k_1, k_2)}{\alpha(k_1) \alpha(k_2)} + \frac{N_2(k_2, k_1)}{\alpha(k_1)} \right). \]  

The term \( b_{10}/\alpha(k_1) \propto f_{NL}/k_1^2 \) in \( E_1 \) is the so-called scale-dependent bias: it is responsible for deviations on the large-scale clustering, with respect to the scale-independent bias \( b_{10} \). The first and second term that appears in \( E_2 \) account for non-linear clustering and non-linear biasing respectively, while the terms in the bottom line describe the non-linear effects due to PNG. A detailed analysis of the results for the bispectrum is presented in [58].

To conclude this section, let us point out that for avoiding the complexities of a full bispectrum measurement, a new observable is proposed in [78] in terms of position dependent power spectrum. We explore this possibility in appendix B, in light of the result of eq. (2.32).

3 Redshift space distortions

The peculiar velocities of galaxies contaminate the redshift measurements of surveys, resulting in distortions along the line of sight. The in-fall of galaxies into clusters is responsible for large-scale distortions, while the velocity dispersion inside a cluster leads to the Fingers of God (FoG), usually a small-scale effect. In this paper, for the first time, we study how PNG affects the bivariate halo distribution when formulated in redshift space, finding new and potentially sizeable large scale effects. We model RSD within a perturbative approach and focus mainly on the large scale effects, for the purpose of obtaining analytic results.

An object at some position \( \mathbf{x} \) and redshift \( z \) appears in redshift space at position [79]:
\[ \mathbf{x}_s(z) = \mathbf{x} + (1 + z) \frac{\mathbf{v}(\mathbf{x}) \cdot \mathbf{\hat{x}}}{H(z)} \mathbf{\hat{x}} = \mathbf{x} + \frac{\dot{z}}{H(z)} \mathbf{\hat{x}}. \]

In the second line we use \( f \equiv d \ln D / d \ln a \), and we introduce the reduced component along the line of sight, \( u_z \), given by
\[ u_z(\mathbf{k}) = \mathbf{u}(\mathbf{k}) \cdot \mathbf{\hat{z}} = - \frac{i \mu \theta(\mathbf{k})}{k f H} = \frac{i \mu}{k} \eta(\mathbf{k}), \]

where \( \mu \equiv \mathbf{k} \cdot \mathbf{\hat{z}} = \mathbf{k} \cdot \mathbf{\hat{z}}/k \). The second line of eq. (3.1) holds under the plane parallel (or distant observer, or flat sky) approximation. If the distances between galaxies are much smaller than the distance between the observer and the galaxies (resulting therefore in a small transverse component with respect to the radial direction) the line of sight \( \mathbf{\hat{x}} \) can be assumed to be fixed along \( \mathbf{\hat{z}} \), pointing towards the centre of the galaxies of interest. When used to compute the galaxy power spectrum, this approximation has been shown to be valid for pairs separated by an angle less than 10° [80]. If one has to use the full data from surveys such as BOSS and Euclid, where distances between galaxies can be comparable with the observer distance, then wide angle effects must be considered as well. This problem has been addressed in several works with various approaches (see for instance [80–88]), investigated in numerical simulations (for example in [89]) and the impact on measurements considered [90, 91]. However, in this first work about the effect of PNG on the bispectrum in redshift space, as predicted by the bivariate model, we will neglect for simplicity wide angle effects. Since
we will show that PNG could be enhanced by RSD on large scales, in regimes where wide
angle effects may not be negligible, the results of section 3 should be considered as a zero
order approximation of a more general framework which combines PNG, RSD and wide angle
effects. The development of this framework is left for future work.

Equation (3.2) approximates the redshift space mapping of eq. (3.1) as a power series.
By comparing eq. (3.2) with eq. (2.2), it follows that

\[ \eta(k) = \sum_{n=1}^{\infty} \frac{dk_1}{(2\pi)^3} \cdots \frac{dk_{n-1}}{(2\pi)^3} \int \frac{dk_n}{(2\pi)^3} \int \frac{dk_{n-1}}{(2\pi)^3} \int d^3k_0 \delta^D(k - k_1 - \ldots - k_n) \mathcal{G}_n(k_1, \ldots, k_n) \delta_{\text{lin}}(k_1) \cdots \delta_{\text{lin}}(k_n). \]

(3.3)

3.1 Galaxy overdensity in redshift space

The transformation from real to redshift space is obtained by requiring the conservation of
the number density of objects,

\[ [1 + \delta^s_g(x_s)]dx_s = [1 + \delta^E_g(x)]dx, \]

(3.4)

so that in Fourier space we have [92]

\[ \delta^s_g(k) = \int d^3x \delta^s_g(x_s)e^{-ik \cdot x_s} \]

(3.5)

\[ = \int d^3x \left[ \delta^E_g(x) + 1 \right] e^{-ik \cdot (x + f u_s(x) \hat{z})} - \int d^3x e^{-ik \cdot x} \]

(3.6)

\[ = \delta^E_g(k) + \int d^3x e^{-ik \cdot x} \left( e^{-ik \cdot u_z(x)} - 1 \right) \left[ \delta^E_g(x) + 1 \right] \]

(3.7)

\[ = \delta^E_g(k) - \int d^3x e^{-ik \cdot x} \left( if k_z u_z(x) + \frac{1}{2} f^2 k_z^2 u_z^2(x) + \ldots \right) \left[ \delta^E_g(x) + 1 \right] \]

(3.8)

\[ = \delta^E_g(k) + f \mu^2 \eta(k) - \int d^3x e^{-ik \cdot x} \left( if k_z u_z(x) \delta_g(x) + \frac{1}{2} f^2 k_z^2 u_z^2(x) + \ldots \right), \]

(3.9)

where eq. (3.8) holds under the assumption of a small velocity component along the line of
sight, \(|u_z| \ll 1|.

In general, the redshift-space galaxy overdensity can be written as

\[ \delta^s_g(k) = \sum_{n=1}^{\infty} \frac{dk_1}{(2\pi)^3} \cdots \frac{dk_{n-1}}{(2\pi)^3} \int \frac{dk_n}{(2\pi)^3} \int d^3k_0 \delta^D(k - k_1 - \ldots - k_n) Z_n(k_1, \ldots, k_n) \delta_G(k_1) \cdots \delta_G(k_n) \]

(3.10)

where the redshift space kernels \(Z_n(k_1, \ldots, k_n)\) are, up to second order

\[ Z_1 = b_{10} \left( 1 + \beta \mu^2 \right) + \frac{b_{01}}{\alpha}, \]

(3.11)

\[ Z_2 = b_{10} \left[ F_2(k_1, k_2) + f_{NL} \frac{\alpha(k)}{\alpha(k_1) \alpha(k_2)} \right] + \left[ b_{00} - \frac{2}{5} b_{10}^2 \right] \]

\[ + \frac{b_{11}}{2} \left[ \frac{1}{\alpha(k_1)} + \frac{1}{\alpha(k_2)} \right] + \frac{b_{02}}{\alpha(k_1) \alpha(k_2)} - b_{00} \left[ \frac{N_2(k_1, k_2)}{\alpha(k_2)} + \frac{N_2(k_2, k_1)}{\alpha(k_1)} \right] + \]

\[ + \frac{b_{01}}{\alpha(k_1) \alpha(k_2)} \]

\[ \text{Sque} \]

\[ + \frac{b_{01}}{\alpha(k_1) \alpha(k_2)} \]

\[ + \frac{b_{01}}{\alpha(k_1) \alpha(k_2)} \]

\[ + \frac{b_{01}}{\alpha(k_1) \alpha(k_2)} \]

\[ + \frac{b_{01}}{\alpha(k_1) \alpha(k_2)} \]

\[ + \frac{b_{01}}{\alpha(k_1) \alpha(k_2)} \]
with $\mu_i \equiv \hat{k}_i \cdot \hat{z} = k_i \cdot z_i/k_i$. These kernels $Z_i$ are important since they allow us to express the tree-level galaxy power spectrum and bispectrum in redshift space, by replacing $E_{1(2)} \rightarrow Z_{1(2)}$ in eqs. (2.31) and (2.32):

$$P^s_{gg}(k_1) = Z^2_1(k_1) P(k_1)$$

$$B^s_{ggg}(k_1, k_2, k_3) = 2Z_1(k_1)Z_1(k_2)Z_2(k_1, k_2)P(k_1)P(k_2) + 2 \text{cyc.},$$

including the effects of PNG. The resulting expression for $B^s_{ggg}$ — whose physics we will discuss more in detail in the next section — represents one of the main results of this paper.\(^2\)

At this stage we can make some considerations with respect to the various contributions to the $Z_i$, which we will then develop in what comes next.

Considering $Z_1$, it contains the bias $b_{10}$ and the scale-dependent correction (nG1). At linear level, RSD introduce the quantity $\beta \mu^2 \geq 0$, explaining why objects are more clustered in redshift space (compared to real space). The term $(1 + \beta \mu^2)$ is often referred to as the ‘Kaiser factor’ [50], where $\beta = f/b_{10}$ and is regularly accounted for in studies of galaxy clustering (e.g. [94]).

For $Z_2$, we notice that the contributions that we label with SQ1 (linear squashing), NLB (non-linear bias), nG2 (second order non Gaussian effects) are already present in the expressions for $E_2$ (eq. (2.34)) controlling the bispectrum in real space. On the other hand, the remaining three contributions are generated by redshift-space distortions. The quantities SQ2 (second order squashing) and FOG are already well studied in the literature.

Interestingly, we notice the presence of a qualitatively new term (FoGnG), induced by PNG. It mimics the FOG contribution, but with an amplification of $1/\alpha(k)$. In a sense, it is an analogue for RSD of the scale-dependent bias of the galaxy power spectrum induced by PNG. The FoGnG term is sourced by the coupling between $u_z$ and $\varphi_G$ (first integrand in eq. (3.9)), potentially affecting large-scale measurements. Therefore, neglecting it would introduce a systematic error, resulting in a biased $f_{NL}$ measurement from the tree-level of the bispectrum.\(^3\)

As pointed out in [59], the galaxy overdensity of eq. (3.10) is the result of two approximations: one is the power series expansion (eq. (3.2)) of the redshift space mapping (eq. (3.1)), the other one is the perturbative expansion of $\delta(k)$ and $\theta(k)$ (eqs. (2.1) and (2.2)). Therefore, the perturbation theory in redshift space is expected to break down on larger scales than in real space. However, replacing the kernels with effective kernels calibrated against simulations can extend the validity of the results based on eq. (3.10), as shown in [95]. Although we will not implement these techniques here, the replacement is straightforward.

\(^2\)A common factor $D^{\text{PNG}}_{\text{FOG}}(k_3, k_2, k_3, \sigma^{\text{PNG}}_G[z])$ is usually included in the r.h.s. of eq. (3.14), accounting for the FoG damping due to intra-cluster velocity dispersion, beyond linear level [93]. This phenomenological extension, which describes N-body data, will not be considered here for the purpose of getting an analytic result in the next section.

\(^3\)At the power spectrum level, the FoGnG term enters as a loop correction. However, we do not consider its consequences in this paper, since we only focus on large scale effects.
3.2 Galaxy bispectrum monopole

In this section, we choose to investigate the galaxy bispectrum monopole, i.e. the angle averaged bispectrum along the direction of the line of sight. The reason is to extend the monopole model used in the recent measurement by Gil-Marin et al. [52, 95, 96] to the case of PNG.

The galaxy bispectrum in redshift space is a function of five variables: three of them (say \( k_1, k_2 \) and \( \hat{k}_1 \cdot k_2 = \cos \theta_{12} \)) fully define the shape of the triangle, while the polar angle \( \omega = \arccos \mu_1 \) and the azimuthal angle \( \phi \) about \( \hat{k}_1 \) describe how it is oriented with respect to the line of sight. All the angles between the vectors \( k_1, k_2, k_3 \) and the line of sight \( \hat{z} \) can be written in terms of \( \mu_1 \) and \( \phi \) [93]:

\[
\mu_1 = \cos \omega = \hat{k}_1 \cdot \hat{z}, \quad \mu_2 = \mu_1 \cos \theta_{12} - \sqrt{1 - \mu_1^2} \sin \theta_{12} \cos \phi, \quad \mu_3 = -\frac{k_1}{k_3} \mu_1 - \frac{k_2}{k_3} \mu_2. \tag{3.15}
\]

The \((\mu_1, \phi)\)-dependence introduced by redshift space distortions can be conveniently decomposed into spherical harmonics,

\[
B^s_{ggg}(k_1, k_2, \omega, \phi) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} B^s_{ggg}(l,m)(k_1, k_2)Y_{lm}(\omega, \phi). \tag{3.16}
\]

As we mentioned, we focus only on the monopole \((l = 0, m = 0)\), i.e. the average over all the possible orientations of the bispectrum with respect to the line of sight,

\[
B^s_{ggg}(0,0)(k_1, k_2) = \frac{1}{4\pi} \int_{-1}^{+1} d\mu_1 \int_{0}^{2\pi} d\phi B^s_{ggg}(k_1, k_2, \omega, \phi), \tag{3.17}
\]

although the large-scale enhancement of PNG in redshift space, associated with the term called FoGnG (see eq. (3.12)), is found also in higher multipoles, since it is not cancelled by angular integrations.

We start by quoting the monopole for Gaussian initial conditions \((f_{NL} = 0)\) [93, 95]

\[
B^s_{ggg}^{G(0,0)}(k_1, k_2) = b_{10}^4 \left\{ \frac{1}{b_{10}} J_2(k_1, k_2) \mathcal{D}_{SQ1} + \frac{1}{b_{10}} G_2(k_1, k_2) \mathcal{D}_{SQ2} + \right. \left. \left[ \frac{b_{20}}{b_{10}^2} - \frac{2b_{10}}{7} \mathcal{S}_2(k_1, k_2) \right] \mathcal{D}_{NLB} + \mathcal{D}_{FOG} \right\} P(k_1)P(k_2) + 2 \text{ cyc.}. \tag{3.18}
\]

The terms \(\mathcal{D}_{SQ1}\) and \(\mathcal{D}_{SQ2}\) represent the linear and non-linear contributions to the large-scale squashing, \(\mathcal{D}_{NLB}\) the non-linear bias contribution and, finally, \(\mathcal{D}_{FOG}\) accounts for the linear part of FoG, i.e. the damping effect due to velocity dispersion. The labelling that we introduced in eqs. (3.11) and (3.12) helps to understand where these factors come from: schematically \(\mathcal{D}_{SQ1}\) is the result of the angular average of the Kaiser factor squared times the term SQ1, \(\mathcal{D}_{SQ2}\) of the Kaiser factor squared times SQ2 and so on. Appendix C further clarifies these points, with explicit expressions for the \(\mathcal{D}\)-factors. Here and after we omit their explicit dependence \(\mathcal{D}(k_i, k_j, \cos \theta_{ij}, y_{ij}, \beta)\) to simplify the notation, but they are among the quantities to be permuted.

We now generalise the previous result to the case of local-type PNG; it can be written as

\[
B^s_{ggg}^{(0,0)}(k_1, k_2) = b_{10}^4 \left\{ \frac{1}{b_{10}} J_2(k_1, k_2) + f_{NL} \frac{\alpha(k_3)}{\alpha(k_1)\alpha(k_2)} \right\} \mathcal{D}_{SQ1} \mathcal{R}_{SQ1} + \ldots
\]
+ \frac{1}{b_{10}} \left[ a_2(k_1, k_2) + f_{NL} \frac{\alpha(k_3) - \alpha(k_1) \alpha(k_2)}{\alpha(k_1) \alpha(k_2)} \right] D_{SQ2} R_{SQ2} + \\
+ \frac{b_{20}}{b_{10}} - \frac{2 b_{20}}{7 b_{10}} S_2(k_1, k_2) \right] D_{NLB} R_{NLB} + D_{FOG} R_{FOG} + \frac{1}{b_{10}} \left[ \frac{1}{\alpha(k_1)} + \frac{1}{\alpha(k_2)} \right] - b_{01} \left( \frac{N_2(k_1, k_2)}{\alpha(k_2)} + \frac{N_2(k_2, k_1)}{\alpha(k_1)} \right) + \frac{b_{02}}{\alpha(k_1) \alpha(k_2)} \times \\
\times D_{nG2} R_{nG2} + \frac{b_{01}}{b_{10}} D_{FoGnG} R_{FoGnG} \right] P(k_1) P(k_2) + 2 \text{cyc.}, (3.19)

where we have introduced the correction factors

\begin{align}
R_{SQ1} &= 1 + \frac{1}{D_{SQ1}} \left( \frac{b_{01}}{b_{10}} \frac{2}{\alpha(k_1) \alpha(k_2)} + \frac{b_{01}}{b_{10}} D_{nG1}^{SQ1} \right) \\
R_{SQ2} &= 1 + \frac{1}{D_{SQ2}} \left( \frac{b_{01}}{b_{10}} D_{nG1}^{SQ2} + \frac{b_{02}}{b_{10}} D_{nG2}^{SQ2} \right) \\
R_{NLB} &= 1 + \frac{1}{D_{NLB}} \left( \frac{b_{01}}{b_{10}} \frac{2}{\alpha(k_1) \alpha(k_2)} + \frac{b_{01}}{b_{10}} D_{nG1}^{NLB} \right) \\
R_{FOG} &= 1 + \frac{1}{D_{FOG}} \left( \frac{b_{01}}{b_{10}} D_{nG1}^{FOG} + \frac{b_{01}}{b_{10}} D_{nG2}^{FOG} \right) \\
R_{nG2} &= 1 + \frac{1}{D_{nG2}} \left( \frac{b_{01}}{b_{10}} \frac{2}{\alpha(k_1) \alpha(k_2)} + \frac{b_{01}}{b_{10}} D_{nG1}^{nG2} \right) \\
R_{FoGnG} &= 1 + \frac{1}{D_{FoGnG}} \left( \frac{b_{01}}{b_{10}} D_{nG1}^{FoGnG} + \frac{b_{02}}{b_{10}} D_{nG2}^{FoGnG} \right) . (3.25)
\end{align}

We see that PNG enters into the expression (3.19) in four different ways:

- The kernels $F_2$ and $G_2$ acquire a correction proportional to $f_{NL}$, as seen in section 2.1.

- The linear (SQ1) and non-linear (SQ2) squashing, non-linear biasing (NLB) and linear part of FoG (FOG) are modified by the correction factors $R_{SQ1}$, $R_{SQ2}$, $R_{NLB}$ and $R_{FOG}$, respectively. In these, for instance, $D_{nG1}^{nG1}$ comes from the angular average of the Kaiser factor times SQ1 times nG1 (linear effect of PNG), $D_{nG2}^{nG1}$ from the Kaiser factor times NLB time nG1, $D_{SQ2}^{nG2}$ from the SQ2 term times nG1 squared, and so on.

- Non-Gaussianity distortions appear in the non-linear effect of PNG through the term $D_{nG2} R_{nG2}$. In particular, $D_{nG2}$ is generated by the integration of the Kaiser factor squared times the non-linear effect of PNG (nG2) and $D_{nG2}^{nG1}$ by the angular average of the Kaiser factor times nG1 times nG2.

- Importantly, a new set of terms appear, potentially relevant at large scales, related to the quantity called FoGnG in eq. (3.12). $D_{FoGnG}$ is the result of the integration of the Kaiser factor squared times FoGnG, $D_{nG1}^{FoGnG}$ of the Kaiser factor times FoGnG times nG1 and, finally, $D_{nG2}^{FoGnG}$ by the angular average of the FoGnG term times nG1 squared.

Appendix C further discusses in detail all the $D$-factors that we schematically described here.

In order to provide an illustration of the role played by PNG in redshift space, we plot in figure 1 the absolute value of the relative difference between the non-Gaussian and the
Figure 1. The plots show the absolute value of the relative difference between the galaxy bispectrum monopole with PNG and the one without, for objects with mass $M = 10^{13} h^{-1} M_\odot$ and $f_{\text{NL}} = 10$. The colour maps display the amplitude of the signal as a function of $k_2/k_1$ and $k_3/k_1$, under the condition $k_3 \leq k_2 \leq k_1$. Differences above 100% are saturated to the same red colour of the palette.

Gaussian monopole,

$$\text{Diff}(k_1, k_2, k_3) = \left| \frac{B_{999}^{(0,0)} - B_{999}^{G(0,0)}}{B_{999}^{G(0,0)}} \right|,$$

assuming $f_{\text{NL}} = 10$ and objects with mass $M = 10^{13} h^{-1} M_\odot$. The plots are based on the graphical representation of [37], i.e. the amplitude of the signal is presented in a colour map as a function of $k_2/k_1$ and $k_3/k_1$, under the condition $k_3 \leq k_2 \leq k_1$, which avoids multiple visualizations of the same triangle/configuration.

The primordial non-Gaussian signal clearly peaks in the squeezed limit (top left corners) of the galaxy monopole, mainly on large scales and/or high redshift. On the other hand, interestingly, a non-negligible signal propagates also into other configurations, with decreasing amplitude as it approaches the equilateral configuration (top right corners). We interpret this effect, at least partly, as due to the new contributions FoGnG discussed above; primordial non-Gaussianity in redshift space induces distortions that can affect large scale measurements. Failing to include all the non-Gaussian effects together with RSD would result into biased measurements of $f_{\text{NL}}$.

4 Fisher analysis

As the recent measurement of Gil-Marín et al. [52, 96] shows, the bispectrum is a valuable tool for cosmology. In particular, the larger amount of available configurations in a wavelength range between $k_{\text{min}}$ and $k_{\text{max}}$ compared to the power spectrum may well shrink the observational bounds on $f_{\text{NL}}$ even further, as many works show [33–35, 97], potentially below the Planck constraint [98]. The monopole derived in the previous section naturally extends the model considered by Gil-Marín et al. [95] to the case of local-type PNG and can be used to measure $f_{\text{NL}}$. 
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However, it may not be the only way to improve our constraints on inflation: the multi-tracer technique is a promising tool [27]. Even the novel position-dependent power spectrum could be an interesting alternative, although a detailed analysis in the case of PNG is still missing (see the discussion in appendix B). As both involve measurements of the power spectrum, they require less efforts than a full bispectrum analysis.

In this section we present forecasts of the accuracy in determining $f_{NL}$ — a quantity that we call $\sigma_{f_{NL}}$ — based on a Fisher analysis for the bispectrum. Our aim is to give an illustration of the best possible improvement one could get with respect to power spectrum forecasts, when a single tracer is considered [24, 57]. On the other hand, important effects (like the covariance between different triangles) will be neglected and the quoted results are by no means intended to be fully realistic; rather, they are meant to motivate future work. For this reason we will consider only the bispectrum in real space, which is computationally easier to handle than the redshift space result. Although forecasts based on the redshift-space bispectrum can have some small quantitative differences respect to our results, we expect the following qualitative discussion to hold anyway.\(^4\)

The Fisher formalism is a tool for setting a lower limit on the statistical uncertainties that future surveys will have in the measurements of cosmological parameters of interest (see [99–101] for an introduction). The Fisher matrix information is defined as

$$F_{\alpha \beta} \equiv -\left\langle \frac{\partial^2 \ln L(x;p)}{\partial p_\alpha \partial p_\beta} \right\rangle,$$

(4.1)

where $L(x;p)$ is the likelihood function, i.e the probability of the data $x$ given the parameters $p$, and $p_\alpha$ is the $\alpha$-th unknown parameter. If all the parameters are fixed except one (say $p_\alpha$), then the lower limit on the 1$\sigma$ error bar in the $p_\alpha$ measurement is $\sigma_{p_\alpha} = 1/\sqrt{F_{\alpha \alpha}}$. Otherwise, if we marginalise over the parameters, the lower bound becomes $\sigma_{p_\alpha} = \sqrt{F_{\alpha \alpha}^{-1}}$.

The Fisher matrix for the bispectrum is [33, 98]

$$F_{\alpha \beta} \equiv \sum_z \sum_{k_1, k_2, k_3 \geq k_{\text{min}}} \frac{1}{\Delta B^2(k_1, k_2, k_3)} \frac{\partial B(k_1, k_2, k_3)}{\partial p_\alpha} \frac{\partial B(k_1, k_2, k_3)}{\partial p_\beta}$$

(4.2)

where $B$ and $\Delta B^2$ are the bispectrum and covariance estimator respectively and we assume the minimum value of $k$ to be fixed by the survey volume $V$, $k_{\text{min}} = 2\pi/V^{1/3}$, while the maximum is $k_{\text{max}} = 0.1D(0)/D(z)$ — a reasonable limit for the validity of the non-linear analytic model [57].

4.1 Methodology

To compute the Fisher matrix we need to define $B$, $\Delta B^2$ and the set of unknown parameters $p$; our assumptions are described below.

---

\(^4\)Technically, studies on the cumulative signal-to-noise, i.e. summed over all the configurations, show the critical dependence of the halo bispectrum signal on some kind of triangle configurations and the maximum wavenumber, $k_{\text{max}}$, considered [35, 97]. At large scales ($k_{\text{max}} < 0.05 h\text{Mpc}^{-1}$), the signal is strongly suppressed because only few configurations are available, and with a large variance. By increasing $k_{\text{max}}$, the number of triangles considerably grows ($N_{\text{TV}} \sim k_{\text{max}}^3$) and, consequently, the signal. As figure 1 suggests, a large fraction of it is in squeezed configurations. Among these, the FoGnG term can play a role on those that have their smallest $k$ on sufficiently large scales. However, one should bear in mind that these large-scale, squeezed triangles are highly correlated, i.e. the covariance cannot be neglected (see also the discussion in section 4.1). Thus, we expect that forecasts based on the redshift-space bispectrum will have small differences respect to our results, but it is clear that failing to include RSD in the bispectrum model could bias a $f_{NL}$ measurement at the level of accuracy that is now required.
We assume the bispectrum model of eq. (2.32), while the covariance for a survey of volume $V$ is given by [102]

$$
(\Delta B)^2 = s_{123} \frac{V_f}{V_{123}} \left( P_{gg}(k_1) + \frac{1}{n} \right) \left( P_{gg}(k_2) + \frac{1}{n} \right) \left( P_{gg}(k_3) + \frac{1}{n} \right), \quad (4.3)
$$

where the volume of the fundamental cell is $V_f = (2\pi)^3/V$ and $V_{123} \approx 8\pi^2k_1k_2k_3\delta k^3$, with $\delta k$ being the bin size. $n$ is the number density of objects accounting for the shot noise, while $s_{123}$ is the symmetry factor, respectively $s_{123} = 6, 2, 1$ for equilateral, isosceles and general configurations. In the noise estimator, the power spectrum is approximated by the leading contribution $P_{gg}(k) = (b_{10} + b_{01}/\alpha(k))^2 P(k)$.

For simplicity and as in other studies [33–35, 97, 103], we neglect the covariance between different configurations of the bispectrum which is expected to be non-negligible for triangles sharing one or two sides, in particular on large scales [104]. The induced covariance arising from survey selection effects (i.e. complicated survey geometry and mask) is ignored as well.

As explained in [34], the results of [33] suggest that ignoring covariance can over-estimate the constraining power of a given sample by a factor of two for $k < 0.1h\text{Mpc}^{-1}$ and up to a factor of eight for $k < 0.3h\text{Mpc}^{-1}$ at redshift zero. At higher redshift the contribution from a connected 6-point function generated by non-linear gravitational evolution is expected to be less important and thus the (theoretical) covariance reduced. The largest $k$ values used in our forecasts lie between 0.15$h\text{Mpc}^{-1}$ and 0.25$h\text{Mpc}^{-1}$ in the redshift range $0 < z < 2.2$, suggesting covariance could make our forecasts optimistic by a factor of $\sim 5$. However, we will show that the constraining power in current and future surveys would provide competitive $f_{\text{NL}}$ constraints even if the covariance degrades our idealised forecasts by a factor of 5, although a more realistic analysis is needed to fully explore this.

We assume all the cosmological parameters to be fixed to Planck’s central values [105], except for the linear and non-linear bias and $f_{\text{NL}}$, thus $p = \{b_{10}, b_{20}, f_{\text{NL}}\}$. The fiducial model that maximizes the likelihood is assumed to be $p = \{b_{10}^{\text{fid}}, b_{20}^{\text{fid}}, f_{\text{NL}}^{\text{fid}} = 0\}$, where $b_{10}^{\text{fid}}$ is calibrated against real data (either from the particular survey or characteristic of the type of galaxy expected to be observed by the particular survey) and will be quoted in the following paragraphs, depending on the survey and the tracer. $f_{\text{NL}}^{\text{fid}}$ is assumed to be vanishing, this being compatible with current data: the final results will give an idea of the significance level at which a non-null primordial signal can be detected.

Since the non-linear bias is not a well constrained parameter, the choice of the fiducial value is very important. We take it to be the analytic prediction $b_{20}^{\text{fid}}(\nu) = b_{20}(\nu)$, based on eqs. (2.25), (A.10) and (A.11), where the variable $\nu$ is estimated under the assumption $b_{10}(\nu) = \frac{b_{10}^{\text{fid}}}{10}$. We will then show how much $\sigma_{f_{\text{NL}}}$ is affected by the choice of $b_{20}^{\text{fid}}$ by allowing for a $\pm 1$ range around this value. Therefore, the results are presented in table 1 in the following form:

$$
\sigma_{f_{\text{NL}}, b_{20}^{\text{fid}}} \left( \frac{\sigma_{f_{\text{NL}}, b_{20}^{\text{fid}}}}{\sigma_{f_{\text{NL}}, b_{20}^{\text{fid}}}} \right).
$$

In our analysis we consider four redshift surveys: BOSS, eBOSS, DESI and Euclid, briefly presented below. The data used for each of them can be found in the tables in appendix D.

BOSS. SDSS-III’s Baryon Oscillation Spectroscopic Survey [53] is a galaxy redshift survey, which finished observations in 2014. It mapped the spatial distribution of about 1.5 million lu-
minous red galaxies (LRGs),\footnote{Strictly speaking, BOSS also contains a sample of luminous galaxies with more star formation and greater disk morphology than typical LRGs.} covering 10,000 deg$^2$ in the redshift range $0 < z < 0.8$, with the primary goal of detecting the characteristic scale imprinted by sound waves in the early universe, i.e. the Baryon Acoustic Oscillations (BAO). Also, about 160,000 quasars (QSOs) were observed in the redshift range $2.2 < z < 3$, so that correlations can be measured in the Lyman-$\alpha$ forest, which we will not consider here. Table 2 in appendix D shows the basic numbers for BOSS, with the linear bias assumed to be $b_{10}^{\text{LRG}} = 1.7/D(z)$ (see [24] and references therein).

**eBOSS.** The extended Baryon Oscillation Spectroscopic Survey [54] is part of the SDSS-IV project and started observations in 2014. It will extend the BAO measurements to $0.6 < z < 2.2$ by observing LRGs, Emission Line Galaxies (ELGs) and QSOs.

The eBOSS numbers we use match those presented in [57]. LRGs will be observed in the redshift range $0.6 < z < 1$ over 7,000 deg$^2$, with a linear bias assumed to be $b_{10}^{\text{LRG}} = 1.7/D(z)$, while QSOs will fall in the range $0.6 < z < 2.2$ over 7,500 deg$^2$, with bias $b_{10}^{\text{QSO}} = 0.53 + 0.29(1 + z)^2$. The ELG target selection definitions have not been finalised, but each of the three proposals considered in [57] result in samples that have a significant overlap in volume with the LRG sample. We have tested each potential ELG sample and found that even if they are treated independently, they do not add substantial constraining power. Therefore, we omit them from the forecast constraints we present. Tables 3 to 5 show the basic numbers for eBOSS LRGs, QSOs and ELGs respectively. Refer to [57] and references therein for further details.

**DESI.** Dark Energy Spectroscopic Instrument [55] is a redshift survey with the primary target of measuring the effect of dark energy on the expansion of the Universe. It is expected to run between 2018 and 2022 and will map the universe from low to high redshift over 14,000 deg$^2$, measuring the optical spectra for tens of million objects, including LRGs, ELGs and QSOs.

The LRGs will fall in the redshift range $0.1 < z < 1.1$ with a linear bias assumed to be $b_{10}^{\text{LRG}} = 1.7/D(z)$, ELGs in $0.1 < z < 1.8$ with $b_{10}^{\text{ELG}} = 0.84/D(z)$ and QSOs will be considered in redshift range $0.1 < z < 1.9$, with bias $b_{10}^{\text{QSO}} = 1.2/D(z)$. Table 6 shows the basic numbers for DESI (see [24] and references therein).

**Euclid.** Euclid [56] is a space mission developed to study the imprints of dark energy and gravity. The expansion rate of the Universe and the growth of structures will be tracked by using two complementary observables: weak gravitational lensing and galaxy clustering. Its launch is planned for 2020.

We focus on the redshift survey part of the mission, which is expected to detect about 50 million galaxies in the redshift range $0.6 < z < 2.1$, over 15,000 deg$^2$. The fiducial value for the bias is assumed to be $b_{10} = 0.76/D(z)$. Table 7 shows the basic numbers for Euclid (see [24] and references therein).

**4.2 Results**

Given the assumptions listed above, table 1 shows the lower limit on $\sigma_{fNL}$ that could be expected from the bispectrum of BOSS, eBOSS, DESI and Euclid. We also present the forecast results for the power spectrum, in order to provide a comparison. The results combine all the tracers available for each survey (LRGs, ELGs, QSOs), which are treated as independent, except that we omit any ELG sample for eBOSS, as previously noted.
Table 1. Forecasts for $\sigma_{f_{NL}}$ from the bispectrum of BOSS, eBOSS, DESI and Euclid, assuming the fiducial values $p = \{b_{10}^{\text{fid}}, b_{20}^{\text{fid}}, f_{NL}^{\text{fid}} = 0\}$, as described in section 4.1. Forecasts from the power spectrum are obtained considering only the tree-level, with the fiducial model $p = \{b_{10}^{\text{fid}}, f_{NL}^{\text{fid}} = 0\}$. The results with marginalisation over the bias factors are shown on the left columns (bias float), while those without on the right (bias fixed). The numbers inside the parenthesis in the superscripts are the predictions for $\sigma_{f_{NL}}$ considering the fiducial value for the non-linear bias to be $b_{20}^{\text{fid}} + 1$, while those in the subscripts assume $b_{20}^{\text{fid}} - 1$.

If we focus first on the results labelled ‘bias float’ (marginalising over bias) of the bispectrum set of columns, our analysis suggests that BOSS and eBOSS will both be able to reach $\sigma_{f_{NL}} \simeq 1$. eBOSS appears to be penalised compared to BOSS because of the lower number densities. Interestingly, DESI and Euclid may give $\sigma_{f_{NL}} < 1$, regardless of the chosen fiducial value for $b_{20}$, within ±1 range. The DESI result is more stringent than the Euclid one because DESI is assumed to observe more biased objects; however, combining the BOSS and Euclid data tighten the constraint towards the DESI result. Clearly, the $f_{NL}$ measurements improve by fixing the linear and non-linear bias: the results on the last column (bias fixed) of table 1 indicate an improvement factor between 1.3 and 2 on $\sigma_{f_{NL}}$.

A comparison between $\sigma_{f_{NL}}$ expected from the bispectrum and those from the power spectrum of a single tracer (first two columns of table 1, but see also [24, 57]) seems to indicate about an order of magnitude improvement. Even allowing for a factor of five dilution in constraining power potentially caused by covariance between triangle configurations, our forecasts remain impressive. Indeed, we forecast that current BOSS data should allow $f_{NL}$ constraints competitive with those obtained from Planck [8].

5 Conclusions

The target sensitivity of $f_{NL} \sim 1$ sets a new challenge in the search for primordial non-Gaussianity. While future CMB experiments may not be able to achieve this goal, large-scale structure observations hold the promise to reach this level of sensitivity, by exploiting the characteristic scale-dependence introduced by local-type models in the bias relation between collapsed objects and the density field, and the very large amount of data available with future redshift surveys.

In this work, we have studied the sensitivity of galaxy bispectrum measurements to $f_{NL}$, tackling the problem from two separate directions. We first addressed the problem of modelling redshift space distortions in the tree-level galaxy bispectrum with primordial non-Gaussianity of local-type. We examined how redshift space distortions can affect large-scale measurements, and therefore potentially lead to a biased measurement of $f_{NL}$ if not properly...
described. In particular, we identified new contributions to the galaxy bispectrum, which physically correspond to large-scale amplifications — induced by primordial non-Gaussianity — of redshift space distortion effects. Moreover, we proposed an analytic prediction for the monopole which can be used to fit against data, in the large scale regimes where the non-linear part of FoG can be neglected. We analysed the physical consequences of our findings, providing a graphical method for comparing our results for bispectra with the case in which primordial non-Gaussianity is not included.

We then performed idealised forecasts of $\sigma_{f_{NL}}$, the accuracy of the determination of local $f_{NL}$, that could be obtained from measurements of the galaxy bispectrum using data from surveys like BOSS, eBOSS, DESI and Euclid. Our findings suggest that the bispectrum of galaxies in current and future surveys will provide competitive $f_{NL}$ constraints even if the covariance between triangle configurations degrades our idealised forecasts by a factor of 5. In particular, current BOSS data should allow for Planck-like constraints on $f_{NL}$, while future surveys like Euclid and DESI will contain the statistical power to shrink the bound by an additional factor of three.

We leave as a challenge for future work to obtain improved predictions for $\sigma_{f_{NL}}$ fully accounting for the covariance: this will be necessary if we are to completely understand the power of bispectrum measurements to constrain $f_{NL}$ compared to alternative approaches, such as the multi-tracer technique or the position-dependent power spectrum.
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A Halo mass function and Lagrangian bias

Through this paper we assume a mass function,

$$n_g(M, z) = f(\nu) \frac{\rho_m}{M} \left| \frac{d \ln \sigma}{dM} \right|,$$

(A.1)

with $f = f_{ST} (f_{LV}/f_{PS})$. The Press-Schechter mass function $f_{PS}$ [63] for Gaussian initial conditions and spherical collapse is

$$f_{PS}(\nu) = \sqrt{\frac{2}{\pi}} \nu e^{-\frac{\nu^2}{2}},$$

(A.2)

while, allowing for ellipsoidal collapse, the Sheth-Tormen mass function $f_{ST}$ [67–69] is obtained:

$$f_{ST}(\nu) = A(p) \sqrt{\frac{2\gamma}{\pi}} \left[ 1 + (\gamma \nu^2)^{-p} \right] \nu e^{-\gamma \nu^2}. $$

(A.3)

By fitting against simulations, one finds the parameters $\gamma = 0.707$ and $p = 0.3$. Then, requiring all the mass to be collapsed into halos gives $A(p) = 0.322$. 
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By approximating a weakly non-Gaussian initial state with an Edgeworth expansion, the Lo Verde et al. mass function \( f_{\text{LV}} \) is found

\[
f_{\text{LV}}(\nu, M) = f_{\text{PS}}(\nu) \left[ 1 + \frac{1}{6} \left( \kappa_3(M) H_3(\nu) - \frac{d\kappa_3(M)/dM}{d \ln \sigma^{-1}/dM} \nu \right) \right],
\]

where the function \( H_n \) is the \( n \)-th Hermite polynomial and the 3rd cumulant \( \kappa_3(M) \) is defined as \( \kappa_3(M) = \langle \delta^3 \rangle / \sigma^3 \) with

\[
\langle \delta^3 \rangle = \int \frac{d^3 p}{(2\pi)^3} \int \frac{d^3 p'}{(2\pi)^3} \int \frac{d^3 p''}{(2\pi)^3} W_M(p) \alpha(p, z) W_M(p') \alpha(p', z) W_M(p'') \alpha(p'', z) \times \langle \Phi_{\text{lin}}(p) \Phi_{\text{lin}}(p') \Phi_{\text{lin}}(p'') \rangle.
\]

A convenient fitting function for \( \kappa_3(M) \) is given in eq. (2.17). Also, for primordial non-Gaussianity of the form of eq. (1.1), the variance gets a correction proportional to \( f_{\text{NL}}^2 \), that can be written as

\[
\sigma^2 = \langle \delta^2 \rangle = \int \frac{d^3 p}{(2\pi)^3} \int \frac{d^3 p'}{(2\pi)^3} W_M(p) \alpha(p, z) W_M(p') \alpha(p', z) \langle \Phi_{\text{lin}}(p) \Phi_{\text{lin}}(p') \rangle \approx \sigma^2_G (1 + \kappa_2(M)).
\]

Since \( \kappa_2 \) gives a negligible correction to the Gaussian variance \( \sigma_G^2 = \langle \delta^2 \rangle \) for any realistic value of \( f_{\text{NL}} \), we neglect it. Although the LV mass function is no longer universal, as it formally depends not only on \( \nu \) but also on the mass \( M \), the extra dependence on \( M \) through eqs. (2.17) and (A.6) is weak and we practically treat \( f_{\text{LV}} \) as universal.

As explained in section 2.3, local type PNG introduces in the mass function an additional dependence on the local effective variance \( \sigma_l \), so that the halo/galaxy overdensity acquires a bivariate form

\[
\delta^L_g(q) = \beta_{10} \delta_{\text{lin}, l} + \beta_{01} \left( \frac{\sigma_l}{\sigma} - 1 \right) + \frac{1}{2} \left[ \beta_{20} (\delta_{\text{lin}, l})^2 + \beta_{02} \left( \frac{\sigma_l}{\sigma} - 1 \right)^2 + 2 \beta_{11} \delta_{\text{lin}, l} \left( \frac{\sigma_l}{\sigma} - 1 \right) \right],
\]

with the bias coefficients defined as

\[
\beta_{ij} \equiv \left. \frac{(\sigma_l)^i}{n_h} \frac{\partial^{i+j} n_g}{(\partial \delta_{\text{lin}, l})^i (\partial \sigma_l)^j} \right|_{\delta_{\text{lin}, l} = 0, \sigma_l = \sigma}.
\]

By using the explicit form of eq. (2.21) for \( \sigma_l \) and redefining the bias as

\[
\begin{align*}
\beta_{10}^L &= \beta_{10}, \\
\beta_{01}^L &= 2f_{\text{NL}} \beta_{01}, \\
\beta_{20}^L &= \frac{\beta_{20}}{2}, \\
\beta_{11}^L &= 2f_{\text{NL}} \beta_{11}, \\
\beta_{02}^L &= 2f_{\text{NL}}^2 \beta_{02}.
\end{align*}
\]
that we call Lagrangian bias coefficients, one can then easily obtain the bivariate model in the form quoted in eq. (2.22). By using the mass function of eq. (2.16) in the definition of eq. (A.8), the linear and non-linear Lagrangian bias coefficients read

\[
b_{10}^L = \frac{\gamma \nu^2 - 1}{\delta_c} + \frac{2p}{1 + (\gamma \nu^2)^p} \frac{\nu - \nu^1}{\delta_c} + \frac{d \kappa_3/dM}{d \ln \sigma^{-1}/dM} \nu + \nu^1 \]

\[
b_{20}^L = \gamma \nu^2 \frac{2 \gamma \nu^2 - 3}{2 \delta_c^2} + \frac{p}{1 + (\gamma \nu^2)^p} \frac{2 \gamma \nu^2 - 2p - 1}{\delta_c^2} \frac{\nu - \nu^1}{\delta_c^2} + \frac{2p}{1 + (\gamma \nu^2)^p} \frac{\nu^2 - \nu}{\delta_c^2} + \frac{d \kappa_3/dM}{2 d \ln \sigma^{-1}/dM} \left[ \frac{\gamma \nu^3 + (\gamma - 1) \nu}{3 \delta_c^3} + \frac{2p}{1 + (\gamma \nu^2)^p} \frac{\nu - \nu^1}{3 \delta_c^3} \right],
\]

while all the non-Gaussian bias factors are built from a combination of these:

\[
\begin{align*}
\delta_{01}^L &= 2 f_{NL} \delta_c b_{10}^L, \\
\delta_{11}^L &= 2 f_{NL} (\delta_c b_{20}^L - b_{10}^L), \\
\delta_{02}^L &= 4 f_{NL}^2 \delta_c (\delta_c b_{20}^L - 2 b_{10}^L).
\end{align*}
\]

B Position-dependent power spectrum

Although the bispectrum contains more information than power spectrum, it is more challenging to measure and, indeed, only few measurements have been reported so far [33, 52, 96, 106–111]. To overcome this issue, a new observable has been proposed in [78], which measures an integral of the squeezed configuration of the bispectrum. In [112], this has been applied to measure the non-linear bias \( b_{20} \) from the BOSS data release 10.

This new observable, called position-dependent power spectrum, correlates the power spectrum in a subvolume of the survey volume to the mean overdensity of the subvolume itself: basically it measures the response of the spectra of short density modes to a large-scale fluctuation. We briefly describe below how the position-dependent power spectrum is built, referring the reader to [78, 112] for further details.

Given a density field \( \delta(x) \) in a cubic survey volume \( V \) with length side \( L_B \), suppose to split it into \( N \) subvolumes, with side \( L = L_B/N \). If we now focus on the subvolume centred at \( x_L \), we can measure the local mean overdensity as

\[
\delta(x_L) = \frac{1}{V_L} \int d^3 x \, \delta(x) W_L(x - x_L),
\]

where the volume of the subvolume is \( V_L = L^3 \) and the window function is assumed to be

\[
W_L(x) = \prod_{i=1}^3 \theta(x_i), \quad \theta(x_i) = \begin{cases} 1, & |x_i| \leq L/2, \\
0, & \text{otherwise}. \end{cases}
\]

The Fourier transform of the window is \( W_L(k) = L^3 \prod_{i=1}^3 j_0(k_i L/2), \) where the 0-th spherical Bessel function is \( j_0(x) = \sin(x)/x \). The position-dependent power spectrum is defined as

\[
P(k, x_L) \equiv \frac{1}{V_L} |\delta(k, x_L)|^2,
\]

where \( \delta(k, x_L) \equiv \int_{V_L} d^3 x \, \delta(x) e^{-i k \cdot \ell} \) is the Fourier transformation of the density field with integral ranging over the subvolume centred at \( x_L \).
If we now correlate the mean overdensity to the position-dependent power spectrum in the corresponding subvolume, it can be shown that
\begin{equation}
\langle P(k, x_L) \delta(x_L) \rangle = \frac{1}{V_L^2} \int \frac{d^3 p_1}{(2\pi)^3} \int \frac{d^3 p_3}{(2\pi)^3} B(k - p_1, -k + p_1 + p_3, -p_3) \times 
\end{equation}
\begin{equation}
\times W_L(p_1) W_L(-p_1 - p_3) W_L(p_3),
\end{equation}
where \(iB(k)\) is called the integrated bispectrum and \(B(k_1, k_2, k_3)\) can be the matter bispectrum, the galaxy bispectrum or cross-correlations between matter and galaxies. An angular average over \(iB(k)\) removes the remaining \(k\)-dependence due to the choice of a cubic window function and one finally gets
\begin{equation}
iB(k) = \int \frac{d^2 \Omega_k}{4\pi} iB(k) = \frac{1}{V_L^2} \int \frac{d^2 \Omega_k}{4\pi} \int \frac{d^3 p_1}{(2\pi)^3} \int \frac{d^3 p_3}{(2\pi)^3} B(k - p_1, -k + p_1 + p_3, -p_3) \times 
\end{equation}
\begin{equation}
\times W_L(p_1) W_L(-p_1 - p_3) W_L(p_3). \end{equation}
From the behavior of the 0-th spherical Bessel function, the dominant contribution to the integrated bispectrum comes from wavenumbers \(k\) that are larger than \(1/L\), i.e. from the squeezed configuration of the bispectrum \(B(k - p_1, -k + p_1 + p_3, -p_3)\) \(\rightarrow B(k, -k, -p_3)\) with \(p_1 \ll k\) and \(p_3 \ll k\).

If we consider the tree-level matter bispectrum with Gaussian initial conditions \((f_{NL} = 0),\)
\begin{equation}
B_{\text{mmm}}^G(k_1, k_2, k_3) = 2[P(k_1)P(k_2)F_2(k_1, k_2) + 2 \text{perm}],
\end{equation}
it can be shown that the integrated bispectrum is \([78]\)
\begin{equation}
iB_{\text{mmm}}^G(k) \overset{kL \to \infty}{= \approx} \frac{68}{21} \frac{d \ln k^3 P(k)}{3 d \ln k} P(k) \sigma_L^2,
\end{equation}
where \(\sigma_L^2\) is the variance of the density field on the subvolume scale,
\begin{equation}
\sigma_L^2 = \frac{1}{V_L^2} \int \frac{d^3 p_3}{(2\pi)^3} W_L^2(p_3) P(p_3).
\end{equation}
By including local type PNG, the tree-level matter bispectrum reads
\begin{equation}
B_{\text{mmm}}(k_1, k_2, k_3) = 2 \left[ F_2(k_1, k_2) + f_{NL} \frac{\alpha(k_3)}{\alpha(k_1)\alpha(k_2)} \right] P(k_1)P(k_2) + 2 \text{ cyc.}
\end{equation}
and the linear response of the small-scale matter power spectrum to large-scale density perturbation is now
\begin{equation}
iB_{\text{mmm}}(k) \overset{kL \to \infty}{= \approx} \frac{68}{21} \frac{d \ln k^3 P(k)}{3 d \ln k} P(k) \sigma_L^2 + 4f_{NL}\sigma_{\text{G,1}}^2 P(k) + 2f_{NL}\sigma_{\alpha}^2 P^2(k) \alpha^2(k),
\end{equation}
where we have introduced the new quantities
\begin{equation}
\sigma_{\text{G,l}}^2 = \frac{1}{V_L^2} \int \frac{d^3 p_3}{(2\pi)^3} W_L^2(p_3) \frac{P(p_3)}{\alpha^l(p_3)},
\end{equation}
\begin{equation}
\sigma_{\alpha}^2 = \frac{1}{V_L^2} \int \frac{d^3 p_3}{(2\pi)^3} W_L^2(p_3) \alpha(p_3).
\end{equation}
If we now consider the galaxy bispectrum of eq. (2.32), the integrated bispectrum is

\[ iB_{ggg}(k) \approx P(k) \sigma_{L}^2 \left[ b_{10}^3 \left( \frac{68}{21} - \frac{1}{3} \frac{d \ln k^3 P(k)}{d \ln k} \right) + 4 b_{10}^2 b_{20} \right] + \]

\[ + \frac{1}{\alpha(k)} \left[ b_{10}^2 b_{11} + 2 b_{10} b_{01} b_{20} + b_{10}^2 b_{01} \left( \frac{68}{21} - \frac{1}{3} \frac{d \ln k^3 P(k)}{d \ln k} \right) \right] + 2 \frac{b_{10} b_{01} b_{11}}{\alpha^2(k)} \] +

\[ + P(k) \sigma_{G}^2 \left[ b_{10}^2 b_{01} \left( \frac{68}{21} - \frac{1}{3} \frac{d \ln k^3 P(k)}{d \ln k} \right) + 2 b_{10} b_{11} + 2 b_{10} b_{01} b_{20} + 4 f_{NL} b_{10}^2 \right] + \]

\[ + \frac{1}{\alpha(k)} \left[ b_{10}^2 b_{01} \left( \frac{68}{21} - \frac{1}{3} \frac{d \ln k^3 P(k)}{d \ln k} \right) + 4 b_{10}^2 b_{02} + 2 b_{10} b_{01} b_{11} + 4 b_{01}^2 b_{20} \right] + \]

\[ + \frac{2}{\alpha(k)^2} \left[ b_{01}^2 b_{11} + 2 b_{10} b_{01} b_{02} \right] \] +

\[ + P(k) \sigma_{G}^2 \left[ 2 \left( b_{10} b_{01} b_{11} + 2 f_{NL} b_{10}^2 b_{01} \right) + \right. \]

\[ + \frac{2}{\alpha(k)} \left( b_{01}^2 b_{11} + 2 b_{10} b_{01} b_{02} + 2 f_{NL} b_{10} b_{01}^2 \right) + 4 \frac{b_{01}^2 b_{02}}{\alpha^2(k)} \] +

\[ + P^2(k) \sigma_{G}^2 \left[ 2 f_{NL} \left( b_{10}^3 + \frac{1}{\alpha^3(k)} \left( b_{10}^2 b_{01} + b_{10}^2 b_{11} \right) \right) \right] + \]

\[ + \frac{P^2(k)}{V_L} \left[ 2 \left( b_{10}^2 b_{20} - \frac{4}{21} b_{10}^2 b_{01}^2 \right) + \frac{2}{\alpha(k)} \left( b_{10}^2 b_{11} + b_{10} b_{01} b_{20} - \frac{8}{21} b_{10} b_{01} b_{10}^2 \right) + b_{01}^2 b_{11} + 2 b_{10} b_{01} b_{02} + 4 \frac{b_{01}^2 b_{02}}{\alpha^2(k)} \right] + \]

Equations (B.11) and (B.14) are our prediction for \( iB(k) \) coming from the matter and galaxy bispectrum with local-type non-Gaussianity, respectively. In [112], an analysis on \( iB_{ggg} \) shows poor constraints on \( f_{NL} \) compared to those from the power spectrum. However, since the scale-dependent bias due to local-type non-Gaussianity was ignored there, it would be interesting to see how much the constraint on \( f_{NL} \) from the position-dependent power spectrum would improve when the result of eq. (B.14) is used. We leave this for future work.

\section*{C \( \mathcal{D} \) factors}

The factors \( \mathcal{D}(k_i, k_j, \cos \theta_{ij}, y_{ij}, \beta) \) introduced in section 3.2 are defined as the integrals below

\[ \mathcal{D}_{SQ1} = \int_{-1}^{+1} d \mu_1 \int_{0}^{2\pi} d \phi 2 \left( 1 + \beta \mu_1^2 \right) \left( 1 + \beta \mu_2^2 \right) \] \hspace{1cm} (C.1)

\[ \mathcal{D}_{NLB} = \mathcal{D}_{SQ1} \] \hspace{1cm} (C.2)

\[ \mathcal{D}_{SQ2} = \int_{-1}^{+1} d \mu_1 \int_{0}^{2\pi} d \phi 2 \beta \mu_2^2 \left( 1 + \beta \mu_2^2 \right) \left( 1 + \beta \mu_2^2 \right) \] \hspace{1cm} (C.3)

\[ \mathcal{D}_{FOG} = \int_{-1}^{+1} d \mu_1 \int_{0}^{2\pi} d \phi \beta \mu_2 k_k \left( 1 + \beta \mu_2^2 \right) \left( 1 + \beta \mu_2^2 \right) \left[ \beta \mu_k k_k \mu_i \mu_j k_i k_j - (\mu_i \mu_j k_i k_j) \right] \] \hspace{1cm} (C.4)

\[ \mathcal{D}_{SG2} = \mathcal{D}_{SQ1} \] \hspace{1cm} (C.5)
\( \mathcal{D}_{\text{FoGnG}} = -\frac{1}{4\pi} \int_{-1}^{+1} d\mu_1 \int_0^{2\pi} d\phi \beta \mu_k k_k \left( 1 + \beta \mu_j^2 \right) \left( 1 + \beta \mu_i^2 \right) \left( \frac{\mu_i}{k_i \alpha(k_i)} + \frac{\mu_j}{k_j \alpha(k_j)} \right) \)  

(C.6)

\( \mathcal{D}_{\text{SQI}} = \frac{1}{4\pi} \int_{-1}^{+1} d\mu_1 \int_0^{2\pi} d\phi \left( 1 + \beta \mu_i^2 \right) \left( 1 + \beta \mu_j^2 \right) \left( \frac{\mu_i}{\alpha(k_i)} + \frac{\mu_j}{\alpha(k_j)} \right) \)  

(C.7)

\( \mathcal{D}_{\text{NLB}} = \mathcal{D}_{\text{SQI}} \)  

(C.8)

\( \mathcal{D}_{\text{SQG}} = \frac{1}{4\pi} \int_{-1}^{+1} d\mu_1 \int_0^{2\pi} d\phi 2\beta \mu_k^2 \frac{\mu_k k_k}{\alpha(k_k) \alpha(k_j)} \)  

(C.9)

\( \mathcal{D}_{\text{FOG}} = \frac{1}{4\pi} \int_{-1}^{+1} d\mu_1 \int_0^{2\pi} d\phi \beta \mu_k k_k \left( 1 + \beta \mu_i^2 \right) \left( 1 + \beta \mu_j^2 \right) \left[ \beta \mu_k k_k \frac{\mu_i}{k_i \alpha(k_i)} + \frac{\mu_i}{k_i \alpha(k_i)} \right] \)  

(C.10)

\( \mathcal{D}_{\text{SG2}} = \mathcal{D}_{\text{SQI}} \)  

(C.11)

\( \mathcal{D}_{\text{FoGnG}} = -\frac{1}{4\pi} \int_{-1}^{+1} d\mu_1 \int_0^{2\pi} d\phi \beta \mu_k k_k \left( 1 + \beta \mu_i^2 \right) \left( 1 + \beta \mu_j^2 \right) \left( \frac{\mu_i}{k_i \alpha(k_i)} + \frac{\mu_j}{k_j \alpha(k_j)} \right) \)  

(C.12)

\( \mathcal{D}_{\text{SQ2}} = \frac{1}{4\pi} \int_{-1}^{+1} d\mu_1 \int_0^{2\pi} d\phi \frac{2\beta \mu_k^2}{\alpha(k_k) \alpha(k_j)} \)  

(C.13)

\( \mathcal{D}_{\text{FOG}} = \frac{1}{4\pi} \int_{-1}^{+1} d\mu_1 \int_0^{2\pi} d\phi \beta \frac{\mu_k k_k}{\alpha(k_k) \alpha(k_j)} \left[ \beta \mu_k k_k \frac{\mu_i}{k_i \alpha(k_i)} + \frac{\mu_i}{k_i \alpha(k_i)} \right] \)  

(C.14)

\( \mathcal{D}_{\text{SQG}} = \frac{1}{4\pi} \int_{-1}^{+1} d\mu_1 \int_0^{2\pi} d\phi \beta \frac{\mu_k k_k}{\alpha(k_k) \alpha(k_j)} \left( \frac{\mu_i}{k_i \alpha(k_i)} + \frac{\mu_j}{k_j \alpha(k_j)} \right) \)  

(C.15)

yielding the following results:

\( \mathcal{D}_{\text{SQI}} = \frac{2}{15} \left[ 15 + 10\beta + \beta^2 \left( 2x_{ij}^2 + 1 \right) \right] \)  

(C.16)

\( \mathcal{D}_{\text{NLB}} = \mathcal{D}_{\text{SQI}} \)  

(C.17)

\( \mathcal{D}_{\text{SQ2}} = \frac{2\beta}{105} \left[ 2x_{ij}^2 y_{ij} + \frac{y_{ij}^2}{1} \right] \left[ 12\beta^2 y_{ij} x_{ij}^3 + 2\beta x_{ij}^2 (6\beta + 7) \left( y_{ij}^2 + 1 \right) + 
\right. 
\left. + 2x_{ij} y_{ij} (9\beta^2 + 42\beta + 35) + (3\beta^2 + 28\beta + 35) \left( y_{ij}^2 + 1 \right) \right] \)  

(C.18)

\( \mathcal{D}_{\text{FOG}} = \frac{\beta}{315} \left[ 16\beta^3 y_{ij} x_{ij}^4 + 4\beta^2 x_{ij}^3 (5\beta + 9) \left( y_{ij}^2 + 1 \right) + 24\beta x_{ij}^2 y_{ij} \left( 2\beta^2 + 9\beta + 7 \right) + 
\right. 
\left. + 3x_{ij} (5\beta^3 + 33\beta^2 + 63\beta + 35) \left( y_{ij}^2 + 1 \right) + 6 y_{ij} \left( 3\beta^3 + 9\beta^2 + 35\beta + 35 \right) \right] \)  

(C.19)

\( \mathcal{D}_{\text{SG2}} = \mathcal{D}_{\text{SQI}} \)  

(C.20)

\( \mathcal{D}_{\text{FoGnG}} = \frac{\beta}{105 \alpha(k_i) \alpha(k_j) y_{ij}} \left[ 6\beta^2 x_{ij}^3 \left( \alpha(k_i) + \alpha(k_j) y_{ij} \right) + 2\beta (6\beta + 7) x_{ij}^2 y_{ij} \left( \alpha(k_i) + \alpha(k_j) \right) + 
\right. 
\left. + (9\beta^2 + 42\beta + 35) x_{ij} \left( \alpha(k_i) + \alpha(k_j) y_{ij} \right) + (3\beta^2 + 28\beta + 35) y_{ij} \left( \alpha(k_i) + \alpha(k_j) \right) \right] \)  

(C.21)

\( \mathcal{D}_{\text{SQ1}} = \frac{2}{3} (3 + \beta) \left( \frac{1}{\alpha(k_i)} + \frac{1}{\alpha(k_j)} \right) \)  

(C.22)

\( \mathcal{D}_{\text{NLB}} = \mathcal{D}_{\text{SQ1}} \)  

(C.23)

\( \mathcal{D}_{\text{SQG}} = \frac{2\beta}{15 \alpha(k_i) \alpha(k_j) \left( 2x_{ij} y_{ij} + \frac{y_{ij}^2}{1} \right)} \left[ \alpha(k_i) \left( \beta + 2\beta x_{ij}^2 + 2(3\beta + 5) x_{ij} y_{ij} + (3\beta + 5) y_{ij}^2 + 5 \right) + 
\right. 
\left. + \alpha(k_j) (3\beta + 2\beta x_{ij}^2 y_{ij}^2 + 2(3\beta + 5) x_{ij} y_{ij} + (\beta + 5) y_{ij}^2 + 5) \right] \)  

(C.24)
\[ \mathcal{D}_{\text{FOG}}^{nG1} = \frac{\beta}{105\alpha(k_i)\alpha(k_j)y_{ij}} \left[ 6\beta^2 x_{ij}^2 (\alpha(k_i) + \alpha(k_j)y_{ij}^2) + 6\beta(4\beta + 7)x_{ij}y_{ij}(\alpha(k_i) + \alpha(k_j)) + 
\right.
\]
\[+ x_{ij} \left( \alpha(k_i) \left( 9\beta^2 + 42\beta + (15\beta^2 + 42\beta + 35) y_{ij}^2 + 35 \right) + \right.
\]
\[\left. + \alpha(k_j) \left( 15\beta^2 + 42\beta + (9\beta^2 + 42\beta + 35) y_{ij}^2 + 35 \right) \right) + 
\]
\[2 \left( 3\beta^2 + 21\beta + 35 \right) y_{ij}(\alpha(k_i) + \alpha(k_j)) \] \hspace{1cm} (C.25)

\[ \mathcal{D}_{nG2}^{nG1} = \mathcal{D}_{\text{SQ1}}^{nG1} \] \hspace{1cm} (C.26)

\[ \mathcal{D}_{\text{FOGnG}}^{nG1} = \frac{\beta}{15\alpha(k_i)\alpha(k_j)y_{ij}} \left[ 4\alpha(k_i)\alpha(k_j)\beta x_{ij}^2 y_{ij} + 
\right.
\]
\[+ (3\beta + 5)x_{ij} \left( \alpha(k_i)^2 + \alpha(k_i)\alpha(k_j) \left( y_{ij}^2 + 1 \right) + \alpha(k_j)^2 y_{ij}^2 \right) + \right.
\]
\[\left. + y_{ij} \left( \alpha(k_i)^2(3\beta + 5) + 2\alpha(k_i)\alpha(k_j)(\beta + 5) + \alpha(k_j)^2(3\beta + 5) \right) \right] \] \hspace{1cm} (C.27)

\[ \mathcal{D}_{\text{SQ2}}^{nG1} = \frac{2}{3\alpha(k_i)\alpha(k_j)} \] \hspace{1cm} (C.28)

\[ \mathcal{D}_{\text{FOG}}^{nG1^2} = \frac{\beta}{15\alpha(k_i)\alpha(k_j)y_{ij}} \left[ 4\beta x_{ij}^2 y_{ij} + (3\beta + 5)x_{ij} \left( y_{ij}^2 + 1 \right) + 2(\beta + 5)y_{ij} \right] \] \hspace{1cm} (C.29)

\[ \mathcal{D}_{\text{FOGnG}}^{nG1^2} = \frac{\beta}{3\alpha(k_i)\alpha(k_j)y_{ij}} \left[ x_{ij} \left( \alpha(k_i) + \alpha(k_j)y_{ij}^2 \right) + y_{ij} \left( \alpha(k_i) + \alpha(k_j) \right) \right], \] \hspace{1cm} (C.30)

where \( x_{ij} = (k_i \cdot k_j)/k_i k_j \) and \( y_{ij} = k_i/k_j \).

## D Basic numbers for BOSS, eBOSS, DESI, Euclid

Here we present tables with the numbers describing the BOSS, DESI, Euclid [24] and eBOSS [57] surveys, which we use to forecast constraints on primordial non-Gaussianity in section 4.

| \( z \) | \( V \) | \( N_{\text{LRG}} \) | \( b_{10}^{\text{LRG}} \) | \( \nu_{\text{LRG}} \) | \( b_{20}^{\text{LRG}} \) |
|---|---|---|---|---|---|
| 0.05 | 0.03 | 3.14 | 1.74 | 1.68 | -0.04 |
| 0.15 | 0.16 | 3.06 | 1.84 | 1.74 | 0.02 |
| 0.25 | 0.40 | 3.12 | 1.94 | 1.81 | 0.09 |
| 0.35 | 0.70 | 3.17 | 2.04 | 1.88 | 0.18 |
| 0.45 | 1.03 | 3.21 | 2.15 | 1.95 | 0.29 |
| 0.55 | 1.38 | 3.25 | 2.26 | 2.01 | 0.41 |
| 0.65 | 1.71 | 1.22 | 2.37 | 2.08 | 0.55 |
| 0.75 | 2.03 | 0.15 | 2.49 | 2.15 | 0.70 |

**Table 2.** Basic numbers for BOSS LRGs. The shell volume \( V \) is in units of \((\text{Gpc}/h)^3\), while the number density \( N_{\text{LRG}} \) in \(10^{-4} (h/\text{Mpc})^3\). The fiducial value for \( b_{10}^{\text{LRG}} \) and the estimates of \( \nu_{\text{LRG}} \) and the non-linear bias \( b_{20}^{\text{LRG}} \) are also presented.
Table 3. Basic numbers for eBOSS LRGs. The shell volume $V$ is in units of $(\text{Gpc}/h)^3$, while the number density $N_{\text{LRG}}$ in $10^{-4} \,(h/\text{Mpc})^3$. The fiducial value for $b_{10}^{\text{LRG}}$ and the estimates of $\nu_{\text{LRG}}$ and the non-linear bias $b_{20}^{\text{LRG}}$ are also presented.

| $z$ | $V$ | $N_{\text{LRG}}$ | $b_{10}^{\text{LRG}}$ | $\nu_{\text{LRG}}$ | $b_{20}^{\text{LRG}}$ |
|-----|-----|------------------|-----------------------|-------------------|-------------------|
| 0.65| 1.20| 0.810            | 2.37                  | 2.08              | 0.55              |
| 0.75| 1.42| 0.678            | 2.49                  | 2.15              | 0.70              |
| 0.85| 1.63| 0.350            | 2.61                  | 2.21              | 0.87              |
| 0.95| 1.82| 0.097            | 2.73                  | 2.28              | 1.06              |

Table 4. Basic numbers for eBOSS QSOs. The shell volume $V$ is in units of $(\text{Gpc}/h)^3$, while the number density $N_{\text{QSO}}$ in $10^{-4} \,(h/\text{Mpc})^3$. The fiducial value for $b_{10}^{\text{QSO}}$ and the estimates of $\nu_{\text{QSO}}$ and the non-linear bias $b_{20}^{\text{QSO}}$ are also presented.

| $z$ | $V$ | $N_{\text{QSO}}$ | $b_{10}^{\text{QSO}}$ | $\nu_{\text{QSO}}$ | $b_{20}^{\text{QSO}}$ |
|-----|-----|------------------|-----------------------|-------------------|-------------------|
| 0.65| 1.28| 0.119            | 1.32                  | 1.33              | -0.22             |
| 0.75| 1.52| 0.130            | 1.42                  | 1.42              | -0.19             |
| 0.85| 1.74| 0.154            | 1.52                  | 1.51              | -0.16             |
| 0.95| 1.95| 0.171            | 1.63                  | 1.59              | -0.11             |
| 1.05| 2.12| 0.163            | 1.75                  | 1.68              | -0.04             |
| 1.15| 2.28| 0.170            | 1.87                  | 1.77              | 0.04              |
| 1.30| 4.96| 0.175            | 2.06                  | 1.89              | 0.21              |
| 1.50| 5.36| 0.166            | 2.34                  | 2.06              | 0.51              |
| 1.70| 5.65| 0.151            | 2.64                  | 2.23              | 0.93              |
| 1.90| 5.84| 0.137            | 2.97                  | 2.40              | 1.48              |
| 2.05| 2.96| 0.122            | 3.23                  | 2.53              | 1.99              |
| 2.15| 2.98| 0.093            | 3.41                  | 2.61              | 2.39              |

Table 5. Basic numbers for eBOSS ELGs. The labels Fisher, LD, HD stand respectively for Fisher Discriminant, Low Density DECam and High Density DECam selected objects. The shell volume $V$ is in units of $(\text{Gpc}/h)^3$, while the expected number density $N_X$ based on target selection definition $X$ is in $10^{-4} \,(h/\text{Mpc})^3$. The fiducial value for $b_{10}^{\text{ELG}}$ and the estimates of $\nu_{\text{ELG}}$ and the non-linear bias $b_{20}^{\text{ELG}}$ are also presented.

| $z$ | $V$ | $N_{\text{Fisher}}$ | $N_{\text{LD}}$ | $N_{\text{HD}}$ | $b_{10}^{\text{ELG}}$ | $\nu_{\text{ELG}}$ | $b_{20}^{\text{ELG}}$ |
|-----|-----|---------------------|-----------------|-----------------|-----------------------|-------------------|-------------------|
| 0.65| 0.26| 1.41                | 0.183           | 0.205           | 1.40                  | 1.40              | -0.20             |
| 0.75| 0.30| 2.17                | 1.91            | 2.07            | 1.46                  | 1.46              | -0.18             |
| 0.85| 0.35| 1.65                | 2.67            | 3.03            | 1.53                  | 1.51              | -0.15             |
| 0.95| 0.39| 0.624               | 1.14            | 1.61            | 1.60                  | 1.57              | -0.12             |
| 1.05| 0.42| 0.218               | 0.373           | 0.568           | 1.68                  | 1.63              | -0.08             |
| 1.15| 0.46| 0.081               | 0.159           | 0.241           | 1.75                  | 1.68              | -0.04             |
Table 6. Basic numbers for DESI. The shell volume $V$ is in units of $(\text{Gpc}/h)^3$, while the number density $N_X$ for the tracers $X$ (LRGs, ELGs, QSOs) is in $10^{-4} (h/\text{Mpc})^3$. The corresponding fiducial value for $b^{X}_{10}$ and the estimates of $\nu^{X}$ and the non-linear bias $b^{X}_{20}$ are also presented.

| $z$  | $V$  | $N_{\text{ELG}}$ | $b^{\text{ELG}}_{10}$ | $\nu_{\text{ELG}}$ | $b^{\text{ELG}}_{20}$ | $N_{\text{LRG}}$ | $b^{\text{LRG}}_{10}$ | $\nu_{\text{LRG}}$ | $b^{\text{LRG}}_{20}$ | $N_{\text{QSO}}$ | $b^{\text{QSO}}_{10}$ | $\nu_{\text{QSO}}$ | $b^{\text{QSO}}_{20}$ |
|------|------|------------------|------------------------|---------------------|------------------------|------------------|------------------------|---------------------|------------------------|------------------|------------------------|------------------|------------------------|
| 0.15 | 0.23 | 23.0             | 0.91                   | 0.85                | -0.21                  | 3.06             | 1.84                   | 1.74                | 0.02                   | 0.489            | 1.30                    | 1.31             | -0.22                  |
| 0.25 | 0.56 | 8.65             | 0.96                   | 0.92                | -0.22                  | 3.12             | 1.94                   | 1.81                | 0.09                   | 0.574            | 1.37                    | 1.37             | -0.21                  |
| 0.35 | 0.98 | 4.15             | 1.01                   | 0.99                | -0.23                  | 3.17             | 2.04                   | 1.88                | 0.18                   | 0.442            | 1.44                    | 1.44             | -0.19                  |
| 0.45 | 1.45 | 2.76             | 1.06                   | 1.06                | -0.23                  | 3.21             | 2.15                   | 1.95                | 0.29                   | 0.300            | 1.52                    | 1.50             | -0.16                  |
| 0.55 | 1.93 | 3.13             | 1.12                   | 1.12                | -0.23                  | 3.26             | 2.26                   | 2.01                | 0.41                   | 0.233            | 1.59                    | 1.56             | -0.13                  |
| 0.65 | 2.40 | 4.22             | 1.17                   | 1.18                | -0.23                  | 3.29             | 2.37                   | 2.08                | 0.55                   | 0.199            | 1.67                    | 1.62             | -0.08                  |
| 0.75 | 2.84 | 5.48             | 1.23                   | 1.24                | -0.23                  | 3.32             | 2.49                   | 2.15                | 0.70                   | 0.182            | 1.76                    | 1.68             | -0.04                  |
| 0.85 | 3.26 | 5.73             | 1.29                   | 1.30                | -0.22                  | 3.03             | 2.61                   | 2.21                | 0.87                   | 0.189            | 1.84                    | 1.74             | 0.02                   |
| 0.95 | 3.63 | 5.40             | 1.35                   | 1.35                | -0.21                  | 0.35             | 2.73                   | 2.28                | 1.06                   | 0.193            | 1.93                    | 1.80             | 0.09                   |
| 1.05 | 3.97 | 5.19             | 1.41                   | 1.41                | -0.20                  | 0.04             | 2.85                   | 2.34                | 1.26                   | 0.198            | 2.01                    | 1.86             | 0.16                   |
| 1.15 | 4.26 | 4.87             | 1.47                   | 1.46                | -0.18                  | 0               | 0                      | 0                   | 0                      | 0.204            | 2.10                    | 1.92             | 0.24                   |
| 1.25 | 4.52 | 4.40             | 1.53                   | 1.51                | -0.15                  | 0               | 0                      | 0                   | 0                      | 0.214            | 2.19                    | 1.97             | 0.33                   |
| 1.35 | 4.74 | 3.31             | 1.59                   | 1.56                | -0.13                  | 0               | 0                      | 0                   | 0                      | 0.222            | 2.27                    | 2.02             | 0.43                   |
| 1.45 | 4.93 | 2.20             | 1.65                   | 1.61                | -0.10                  | 0               | 0                      | 0                   | 0                      | 0.230            | 2.36                    | 2.08             | 0.54                   |
| 1.55 | 5.09 | 1.27             | 1.72                   | 1.66                | -0.06                  | 0               | 0                      | 0                   | 0                      | 0.228            | 2.45                    | 2.13             | 0.65                   |
| 1.65 | 5.22 | 0.480           | 1.78                   | 1.70                | -0.02                  | 0               | 0                      | 0                   | 0                      | 0.215            | 2.54                    | 2.18             | 0.78                   |
| 1.75 | 5.33 | 0.129           | 1.84                   | 1.75                | 0.02                   | 0               | 0                      | 0                   | 0                      | 0.202            | 2.63                    | 2.23             | 0.91                   |
| 1.85 | 5.41 | 0               | 0                      | 0                   | 0                      | 0               | 0                      | 0                   | 0                      | 0.191            | 2.72                    | 2.28             | 1.05                   |

Table 7. Basic numbers for Euclid. The shell volume $V$ is in units of $(\text{Gpc}/h)^3$, while the number density $N$ in $10^{-4} (h/\text{Mpc})^3$. The fiducial value for $b^{10}$ and the estimates of $\nu$ and the non-linear bias $b^{20}$ are also presented.

| $z$  | $V$  | $N$  | $b^{10}$ | $\nu$ | $b^{20}$ |
|------|------|------|----------|-------|----------|
| 0.65 | 2.57 | 6.42 | 1.06     | 1.06  | -0.23    |
| 0.75 | 3.05 | 14.5 | 1.11     | 1.12  | -0.23    |
| 0.85 | 3.49 | 16.3 | 1.17     | 1.18  | -0.23    |
| 0.95 | 3.89 | 15.0 | 1.22     | 1.23  | -0.23    |
| 1.05 | 4.25 | 13.3 | 1.27     | 1.29  | -0.22    |
| 1.15 | 4.57 | 11.6 | 1.33     | 1.34  | -0.21    |
| 1.25 | 4.84 | 10.1 | 1.38     | 1.39  | -0.20    |
| 1.35 | 5.08 | 8.42 | 1.44     | 1.44  | -0.19    |
| 1.45 | 5.28 | 6.68 | 1.50     | 1.48  | -0.17    |
| 1.55 | 5.59 | 3.69 | 1.61     | 1.58  | -0.12    |
| 1.65 | 5.71 | 2.56 | 1.67     | 1.62  | -0.09    |
| 1.75 | 5.80 | 1.68 | 1.73     | 1.66  | -0.05    |
| 1.85 | 5.87 | 1.02 | 1.78     | 1.70  | -0.02    |
| 2.05 | 5.93 | 0.380| 1.84     | 1.74  | 0.02     |
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