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ABSTRACT

The physical properties of galactic winds are of paramount importance for our understanding of galaxy formation. Fortunately, they can be constrained using background quasars passing near star-forming galaxies (SFGs). From the 14 quasar–galaxy pairs in our Very Large Telescope (VLT)/SINFONI Mg II Program for Line Emitters sample, we reobserved the 10 brightest galaxies in Hα with the VLT/SINFONI with 0′′7 seeing and the corresponding quasar with the VLT/UVES spectrograph. Applying geometrical arguments to these 10 pairs, we find that four are likely probing galactic outflows, three are likely probing extended gaseous disks, and the remaining three are not classifiable because they are viewed face-on. In this paper we present a detailed comparison between the line-of-sight kinematics and the host galaxy emission kinematics for the pairs suitable for wind studies. We find that the kinematic profile shapes (asymmetries) can be well reproduced by a purely geometrical wind model with a constant wind speed, except for one pair (toward J2357−2736) that has the smallest impact parameter \( b = 6 \text{ kpc} \) and requires an accelerated wind flow. Globally, the outflow speeds are \( \sim 100 \text{ km s}^{-1} \) and the mass ejection rates (or \( M_{\text{out}} \)) in the gas traced by the low-ionization species are similar to the star formation rate (SFR), meaning that the mass loading factor, \( \eta = M_{\text{out}}/\text{SFR} \), is \( \sim 1.0 \). The outflow speeds are also smaller than the local escape velocity, which implies that the outflows do not escape the galaxy halo and are likely to fall back into the interstellar medium.
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1. INTRODUCTION

Currently, under the cold dark matter scenario, galaxies form via the growth of initial density fluctuations. This scenario is very successful because the observed large-scale structure is well matched by the clustering of halos in N-body simulations (e.g., Springel et al. 2006). With the help of state-of-the-art hydrodynamical simulations (Genel et al. 2014; Muratov et al. 2015; Schaye et al. 2015), this scenario has recently successfully reproduced more complex observables such as the galaxy morphologies (Genel et al. 2014; Vogelsberger et al. 2014).

A major success of these recent hydro-simulations is a better understanding of disk formation at high redshifts \( z > 1 \). Indeed, these simulations (Genel et al. 2012, 2014) are in good agreement with the morphologies and kinematics observed for Lyman break galaxies, which appear to be dominated by gas-rich rotating disks, based on data from deep Hubble Space Telescope (HST) observations (Elmegreen et al. 2007; Wuys et al. 2011) and large Integral Field Units (IFU) surveys like SINS (Fürster Schreiber et al. 2006, 2009; Genzel et al. 2008) and MASSIV (Contini et al. 2012; Epinat et al. 2012).

One major problem remains, however, namely, that the luminosity function for low-mass galaxies (\( L < L_\odot \)) is difficult to reproduce. For instance, the Illustris simulations (Genel et al. 2014) overpredict the number of \( z = 0 \) low-mass galaxies despite implementing strong galactic outflows (but see Schaye et al. 2015). This tension can be recast in terms of the “galaxy formation efficiency” (Behroozi et al. 2010; Moster et al. 2010; Leauthaud et al. 2011, 2012; Papastergis et al. 2012), which is maximal for \( \sim L_\odot \) galaxies and steeply decreases in the low-mass regime (\( L < L_\odot \)). In the low-mass regime, galactic winds, created by accumulated supernova explosions, are commonly invoked to expel baryons back into the intergalactic medium (Dekel & Silk 1986; White & Frenk 1991) since baryons in these galaxy halos are expected to cool rapidly (White & Rees 1978; White & Frenk 1991; Kereš et al. 2005; Dekel et al. 2009).

Although galactic winds seem to occur in every star-forming galaxy, their properties remain poorly constrained despite many attempts at characterizing them (Lehnert & Heckman 1996; Martin 1998, 1999; Heckman et al. 2000; Rupke et al. 2005; Rubin et al. 2010; Martin et al. 2012). This lack of knowledge prevents us from correctly modeling galaxies in numerical simulations, which often require ad hoc recipes (Oppenheimer and Davé 2006; Dubois & Teyssier 2008; Oppenheimer et al. 2010; Shen et al. 2012, 2013; Rosdahl et al. 2013; Dekel et al. 2013; Roškar et al. 2014). In particular, the best estimates for the ejected mass rate (\( M_{\text{out}} \)) using standard galaxy absorption lines are uncertain by orders of magnitude (e.g., Heckman et al. 1990, 2000; Martin et al. 2002, 2012, 2013; Pettini et al. 2002; Martin 2005).

The main reason for the large uncertainties is that traditional spectroscopy does not give information of the material physical location because the gas could be at a
distance of 100 pc, 1 kpc, or 10 kpc from the galaxy. Indeed, the standard method usually uses the galaxy spectrum and in some cases stacked galaxy spectra, to obtain the absorption lines corresponding to the outflowing materials. However, background quasars have been recently used to constrain the properties of winds (Bouché et al. 2012; Kacprzak et al. 2014) using low-ionization absorption lines, like Mg II λ2796, 2803. Indeed, when the quasar apparent location is close to the galaxy minor axis, the line of sight (LOS) is expected to intercept the wind. Thus, background quasars give us the three main ingredients necessary for determining accurate ejected mass rates: the gas localization (impact parameter), the gas column density, and the wind radial (de-projected) velocity, provided that the galaxy inclination is known.

The background quasar technique also provides the ability to better constrain the ejected mass outflow rate and its relation to the galaxy star formation rate (SFR) via the so-called mass loading factor \( \eta \equiv \dot{M}_{\text{out}}/\dot{M}_{\text{SFR}} \), which is a critical ingredient for numerical simulations (Oppenheimer and Davé 2006; Oppenheimer et al. 2010; Dekel et al. 2013). As opposed to relying only on the galaxy spectra to study outflows, the background quasar method has several advantages: it gives us a more precise location of the absorbing gas relative to the galaxy and, because the quasar is seen as a point source, it also provides us with a good characterization of the point-spread function (PSF), an important ingredient for deriving the intrinsic galaxy properties from IFU data.

Recently, there has been progress in this field with low-redshift \( z \sim 0.1 \) star-forming galaxies (SFGs) (Bouché et al. 2012; Kacprzak et al. 2014) applying this technique. In this paper, we use the sample of 14 intermediate-redshift \( z \sim 1 \) galaxy–quasar pairs from the SINFONI Mg II Program for Line Emitters (SIMPLE, Bouché et al. 2007, hereafter Paper I) to constrain the outflow properties (e.g., mass ejection rate, outflow velocity) of SFGs when the quasar is suitably located relative to the foreground galaxy.

The outline of this paper is as follows: Section 2 describes the sample and the very Large Telescope (VLT) SINFONI/UVES data acquired. In Section 3, we present the analysis of the SINFONI and UVES data together with the selection of pairs suitable for wind studies (wind-pairs). In Section 4, we describe our wind model and the derived outflow rates for the wind-pairs. We end with our conclusions and discussions in Section 5. In this study we used the following cosmological parameters: \( H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1} \), \( \Omega_{\Lambda} = 0.7 \), and \( \Omega_M = 0.3 \).

### 2. THE SIMPLE SAMPLE

Because the probability of finding galaxy–quasar pairs is very low, one must employ targeted strategies for gathering a suitable sample of galaxy–quasar pairs to study the properties of circumgalactic gas (Péroux et al. 2013; Tumlinson et al. 2013; Werk et al. 2014) around galaxies, which can lead to constraints on outflows (Bouché et al. 2012; Kacprzak et al. 2014) or inflows (Bouché et al. 2013). We thus designed the SIMPLE survey to build a sample of intermediate-redshift \( z \sim 1 \) quasar–galaxy pairs (Paper I).

The SIMPLE sample (Bouché et al. 2007) was selected with the following criterion: the rest-frame equivalent width of intervening Mg II \( (W_r^{\lambda 2796}) \) absorptions detected in background quasar spectra had to be at least 2 \( \AA \). This criterion ensures that the associated galaxies will be at small impact parameters \( (b < 3\, r_{\text{HI}}) \), given the \( W_r \)-impact parameter anti-correlation (e.g., Steidel 1995; Bouché et al. 2006; Ménard and Chelouche 2009; Chen 2012), and thus that they will be located within the field of view (FOV) of the IFU SINFONI (8\″ each side). Moreover, the absorber’s redshift must be \( 0.8 < z < 1.0 \) so that the H\( \alpha \) emission line falls inside the SINFONI J band. These criteria led to the detection of 14 galaxies out of 21 (70% success rate) (Bouché et al. 2007).

The SINFONI data presented in Bouché et al. (2007) were shallow with exposure times \( \leq 40 \) minutes and seeing conditions \( > 0.8 \) arcsec. Since we aim to precisely compare the host galaxy kinematics (derived from the H\( \alpha \) emission line) with the kinematics of the absorbing material measured in the quasar LOS, we acquired new VLT/SINFONI and VLT/UVES data. From the sample of 14 galaxies in Bouché et al. (2007), we re-observed a sub-sample of 10 galaxies (Table 1), those with the highest initial H\( \alpha \) fluxes, with longer integration times \( (2–3 \) hr), and in better seeing conditions \( (\leq 0.8\″) \).

The SINFONI observations, done in service mode, were optimized by adopting an “on-source” dithering strategy designed to ensure a continuous integration at the host location.

### Table 1

#### Summary of SINFONI 080.A-0364(B) Observations

| Field | \( z_{\text{QSO}} \) | \( W_r^{\lambda 2796} \) (\( \AA \)) | PSF(″) | \( T_{\exp} \) (s) | Date |
|-------|------------------|-----------------|---------|----------------|------|
| J0147+1258 | 1.503 | 4.025 | 0.6 | 9600 | 2007 Oct 12 2008 Jan 03, 04, 09 |
| J0226–2857 | 2.171 | 4.515 | 0.6 | 9600 | 2007 Oct 07 2008 Jan 03, 05 |
| J0302–3216 | 0.898 | 2.27 | 0.7 | 7200 | 2007 Oct 02 |
| J0448+0950 | 2.115 | 3.169 | 0.8 | 4800 | 2007 Dec 04, 16 |
| J0822+2243 | 1.620 | 2.749 | 0.8 | 4800 | 2007 Dec 18 2008 Jan 03 |
| J0839+1112 | 2.106 | 2.416 | 0.8 | 4800 | 2007 Dec 14, 15, 23 2008 Jan 01 |
| J0943+1034 | 1.239 | 3.525 | 0.6 | 7200 | 2007 Dec 22 2008 Jan 06 |
| J1422–0001 | 1.083 | 3.185 | 0.7 | 9600 | 2008 Feb 15, 25 2008 Mar 14 |
| J1441+0443 | 1.112 | 2.223 | 0.6 | 12000 | 2008 Mar-14, 15, 25 |
| J2357–2736 | 1.732 | 1.940 | 0.6 | 7200 | 2007 Oct 02 |

**Notes:**
1. Quasar name; 2. quasar emission redshift; 3. Mg II rest equivalent width; 4. FWHM of the seeing PSF; 5. exposure time; 6. dates of observations.
The UVES (Dekker et al. 2000) data were taken in both visitor mode and service mode.

2.1. SINFONI Data Reduction

The data reduction was performed as in Bouché et al. (2007, 2012) and Förster Schreiber et al. (2009), using the SINFONI pipeline (SPRED, Schreiber et al. 2004; Abuter et al. 2006) complemented with custom routines such as the OH sky line removal scheme of Davies (2007) and the Laplacian edge cosmic-ray removal technique of van Dokkum (2001).

Regarding the wavelength calibration, we emphasize that we applied the heliocentric correction to the sky-subtracted frames, and each frame was associated with a single reference frame by cross-correlating each of the science frames spectrally against the reference frame (the first science exposure). For each observing block, we use the quasar continuum to spatially register the various sets of observations. Finally, we created a co-added cube from all the individual sky-subtracted 600 s exposures using a median clipping at 2.5σ.

Flux calibration was performed on a night-by-night basis using the broadband magnitudes of the standards from the Two Micron All Sky Survey. The flux calibration is accurate to ~15%. Finally, the atmospheric transmission was calibrated out by dividing the science cubes by the integrated spectrum of the telluric standard.

In Figures 1 and 2 we present the flux, velocity, and dispersion maps for each galaxy.

2.2. UVES Observations

The UVES data were taken during two distinct observing runs: 13 hr in Service Mode (ESO 79.A-0600) and 1.5 n in Visitor Mode (ESO 80.A-0364). We used a combination of 390 + 564, 390 + 580, and 390 + 600 nm central wavelength settings appropriate to the range of wavelengths for the lines we were seeking. The total exposure time for each object was split into two or three equal observing blocks to minimize the effect of cosmic rays. The slit width was 1.2 arcsec, yielding a spectral resolution R = λ/Δλ ~ 45,000. A 2 × 2 CCD binning was used for all observations. The observational setups are summarized in Table 2.

The data were reduced using version 3.4.5 of the UVES pipeline in MIDAS. Master bias and flat images were constructed using calibration frames taken closest in time to the science frames. The science frames were extracted with the optimal option. The blue portion of the spectra was checked order by order to verify that all were properly extracted. The spectra were then corrected to the vacuum heliocentric reference frame. The resulting spectra were combined, weighting each spectrum with its signal-to-noise ratio (S/N).

To perform absorption line analysis, the spectra were normalized using cubic spline functions of the orders of 1–5 as the local continuum. In this paper, we present the UVES data for the four pairs that will be classified as pairs suitable for wind studies, hereafter wind-pair. The remainder will be presented in subsequent papers. We find it important to mention that UVES and SINFONI data have their wavelength calibrations made in vacuum.

2.3. Ancillary Data

For all of the galaxy–quasar pairs, we checked for ancillary data and found two pairs with available HST observations imaging. The first one is J0448+0950, which has HST/WFPC2 (F555W filter) data from Lehner et al. (1999, HST proposal ID 5393). The second one is J0839+1112, which has HST/WFPC2 (F702W filter) data from HST proposal ID 6557 (PI: Steidel), first published in Kacprzak et al. (2010). These HST data are discussed later and shown in Figure 1.

3. RESULTS

3.1. Galaxy Emission Kinematics

In most cases, the PSF cannot be estimated from the data themselves given the small SINFONI IFU FOV (8 × 8 arcsec2). Here, one advantage of using galaxy–quasar pairs is that the knowledge of the PSF can be determined from the quasar continuum in the data cube. This information is crucial for deriving intrinsic values of host galaxy parameters. Moreover, fitting a disk model to seeing-limited data requires good knowledge of the PSF (see Cresci et al. 2009; Epinat et al. 2012).

From IFU data, it is customary to extract moment maps (e.g., flux, velocity, and dispersion maps) from the emission line spectra. This is usually done on a pixel-by-pixel basis, as most algorithms treat the spaxels to be independent (e.g., Law et al. 2007, 2009; Cresci et al. 2009; Epinat et al. 2009; Förster Schreiber et al. 2009), a condition that requires high-quality data with a high S/N in each spaxel, in order to constrain the width and centroid of the emission lines. Here, we avoid shortcomings of the traditional techniques by comparing the three-dimensional (3D) data cubes directly to a 3D galaxy disk model using the GalPak3D tool (Bouché et al. 2015). The algorithm models the galaxy directly in 3D (x, y, λ), and the model is then convolved with the atmospheric PSF and the instrumental line-spread function. The (intrinsic) model parameters are optimized using Monte Carlo Markov Chains (MCMC), from which we compute the posterior distributions on each of the parameters. The form of the rotation curve v(r) is given by an arc tangent profile with v(r) = Vmax 2/rt arc tan (r/r1), where r1 is the turnover radius and Vmax the maximum rotation velocity. The algorithm has several advantages: (i) the dynamical center does not need to be fixed spatially, and (ii) the supernova remnant (SNR) required per spaxel for the creation of 2D velocity maps is relaxed. In addition, since the actual PSF is well known from the quasar continuum, the returned parameters, including the galaxy position angle (PA, which is defined by the angle between the celestial north and the galaxy major axis, anticlockwise), inclination (i), size, and maximum rotation velocity (Vmax), are intrinsic (or deconvolved) galaxy parameters. Extensive tests presented in Bouché et al. (2015) show that the algorithm requires data with a SNRmax > 3 in the brightest pixel. For high SNR, all parameters can be well recovered, but in low SNR data, degeneracies can appear: for instance, between the turnover radius r1 and the maximum rotation velocity Vmax.

In order to first assess the flux profile properties, exponential versus Gaussian surface brightness profile, and

---

6 Since the three-dimensional disk model is inclined, the value Vmax is the deprojected maximum velocity, corrected for inclination.
Figure 1. From left to right: top: the HST/WFPC2 image (when available), the Hα $J$-band SINFONI flux ($\text{erg} \, \text{s}^{-1} \, \text{cm}^{-2}$), the velocity map (in km $\text{s}^{-1}$) derived from the SINFONI data, and the dispersion map (in km $\text{s}^{-1}$). Bottom: the residuals cube represented in 2D (in $\sigma$), the intrinsic reconstructed galaxy with GalPaK$^{3D}$ (deconvolved from the PSF given by the quasar), its velocity map, and the dispersion map. The quasar position is represented by the white contours on the observed flux maps when present in the map. In each panel, north is up and east is to the left.
Figure 1. (Continued.)
Figure 1. (Continued.)
axis ratios, we analyzed the collapsed cubes (i.e., line integrated, continuum-subtracted) with the galfit2D tool. This tool is our custom 2D version of GalPak3D, an equivalent to Galfit (Peng et al. 2010), which fits isophotes to the images (with the PSF convolution) and then uses these isophotes to compute the radial surface brightness profile. With the results from the 2D algorithm, we obtain an initial indication of the galaxy inclination from the axis ratio and the profile shape (exponential versus Gaussian), before analyzing the kinematics in the 3D data. We find that seven galaxy surface
brightness profiles can be described by exponential profiles, while three are best described by a Gaussian profile (e.g., J1422–0001). Using the GalPaK3D tool, we fit the kinematics directly to the data cubes. The results are shown in Table 3. We emphasize that the surface brightness profile breaks the common inclination-\(V_{\text{max}}\) degeneracy in kinematic analysis. For every galaxy, we ran the algorithm for 10,000 iterations and checked that the MCMC converged for each of the parameters and estimated the uncertainties from the last 60% of the iterations. For J1422–0001, some of the kinematic parameters remain unconstrained, because the rotation curve appears shallow such that the turnover radius \(r_t\) and the circular velocity \(V_{\text{max}}\) are degenerate. The parameters relevant for this study for defining the kinematic major axis (PA) are well constrained, however.

As we will see in Section 4 (also illustrated in Figure A1), galaxy inclination is a critical parameter for the wind model. We cross-check the inclination measured using various methods (mainly galfit2D and GalPaK3D) and from the SINFONI and HST data sets when present. In particular, for J0943+1034, the galaxy’s inclination is set to the value obtained from the 2D profile fitting since GalPaK3D did not converge for the turnover radius parameter. For J0839+1112, the galaxy’s inclination is set to the value obtained from the archival HST image. For J0448+0950, the galaxy’s inclination obtained from the SINFONI and HST data is consistent.

In Figure 1 we present the data, i.e., the observed flux and kinematics maps, and the fitted model. For each galaxy, the SINFONI data are shown in the first row, along with the HST image when available. In the second row, we present the results from the 3D kinematic fitting with the GalPaK3D algorithm, where we show the dispersion, velocity, flux, and residual maps, from right to left. The residuals maps are generated from the residual cubes, which are just the difference between the data and the model normalized by the pixel noise. The 2D maps show the mean of the residuals in each spaxel normalized by its standard error. All the panels have north up and east to the left.

### 3.2. Redshifts

An accurate systemic redshift is crucial to characterize the outflow velocity and ultimately the outflow mass loading factor. The GalPaK3D algorithm outputs the wavelength of the H\(\alpha\) emission line from the axisymmetric disk model. Since the galaxy distribution may be somewhat asymmetric, this sometimes leads to a redshift bias.

Therefore, we use two different methods. First, we determine the redshift from the mean of the wavelength of the reddest and the bluest (Gaussian) H\(\alpha\) emission lines along the kinematic major axis. As a second check, we create a pseudo-longslit along the kinematic major axis and determine \(z_{\text{sys}}\) from the sharp transition in the \(p–v\) diagram. We find that both methods yield consistent results. These redshifts are listed in Table 3.

The resulting intrinsic galaxy parameters will now allow us to build a cone model in order to reproduce the data for galactic outflows.

### 3.3. Azimuthal Dependence

In order to begin the wind modeling, we must first select galaxy–quasar pairs for which the quasar LOS intercepts the galactic winds. This can be achieved using the quasar azimuthal angle \(\alpha\) between the galaxy major axis and the quasar (Figure 3), because the presence of strong Mg\(\text{II}\) absorbers is a strong function of \(\alpha\) as demonstrated by numerous recent studies (Bohlin et al. 2011; Bouché et al. 2012; Bordoloi et al. 2014; Lan et al. 2014). Hence, we use the quasar position relative to the associated galaxy major axis, using the inclination and major-axis determined from the SINFONI data (Figure 1), to classify the different galaxy–quasar pairs in two main categories: pairs suitable for wind studies (wind-pair) for likely outflows and pairs suitable for accretion studies (inflow-pair) for likely inflows.

![Figure 3. Scheme showing the alpha angle, corresponding to the angle between the galaxy major axis and the quasar position.](image)

![Figure 4. Galaxy inclinations for the SIMPLE sample as a function of the azimuthal angle \(\alpha\). Note there are three types of galaxies in this sample: the wind-pairs, which have an azimuthal angle larger than 60\(^\circ\) ± 10\(^\circ\); the inflow-pairs, with \(\alpha\) lower than 60\(^\circ\) ± 10\(^\circ\); and pairs that are ambiguous due to uncertainty on \(\alpha\). It is difficult to derive the azimuthal angle for a nearly face-on galaxy. The wind-pair and inflow-pair classes describe the fact of having the quasar absorptions tracing outflows and inflows, respectively.](image)
Figure 4 shows the azimuthal angles $\alpha$ versus the galaxy’s inclinations for our SIMPLE sample of 10 galaxy–quasar pairs. Pairs with $60^\circ \leq \alpha \leq 90^\circ$ are selected to be wind-pairs. Pairs with $0^\circ \leq \alpha \leq 30^\circ$ correspond to the cases where the quasar LOS does not probe outflows but rather probes the extended parts of gaseous disks, where the gas can potentially (or is likely) to be inflowing (inflow-pair) as in Bouché et al. (2013).

Naturally, the azimuthal angle for galaxies with low inclinations, corresponding to face-on cases, is very difficult to constrain. These are then indexed as “face-on” cases. Pairs with $\alpha \sim 45^\circ$ correspond to ambiguous cases where it is difficult to argue for outflows or inflows. For instance, J0226–2857 falls into that category with the additional difficulty that this galaxy has a very low impact parameter ($b = 0.53$ or $<2.0$ kpc), i.e., the LOS is likely dominated by absorption from the galaxy interstellar medium.

Figure 4 shows that four galaxies are favorable to study galactic wind properties: J0448+0950, J2357–2739, J0839 +1112, and J1441+0443 these are classified as wind-pairs in Table 3. J1441+0443 is excluded from subsequent analysis because our SINFONI data do not meet the requirement of SNR $\geq$ 3 imposed by our intensive tests of the GalPaK$^{3D}$ algorithm.

4. WIND PROPERTY ANALYSIS

4.1. Wind Sub-sample Analysis

For each galaxy–quasar pair, we have the quasar spectrum for all the SIMPLE galaxies taken with the VLT/UVES instrument. In these spectra, we identified three main absorption features: the Mg $\Pi$ ($\lambda\lambda 2796, 2803$) doublet and the Mg $I$ $\lambda 2852$ absorption line. Because of our selection in $W_{\lambda 2796}$ of $2$ Å (to ensure that the host was within the SINFONI FOV), the Mg $\Pi$ doublet is saturated. Hence, we use the Mg $I$ absorption line, which is not saturated and in most cases shows an asymmetric profile. This asymmetry can sometimes be seen in the Mg $\Pi$ doublet, but less clearly. We center the spectrum on every absorption line using the derived redshifts. For each absorption line, we transform wavelength to velocity, using the reference wavelengths in the vacuum. From the absorption system kinematics and geometrical properties of the galaxy, we can now build the wind model for the three galaxies.

4.1.1. Cone Wind Modeling

We follow Bouché et al. (2012) and Kacprzak et al. (2014) in modeling the wind as a bi-conical outflow using the geometric parameters (inclination, $\alpha$) set by the SINFONI data. The principle is to create a cone perpendicular to the galactic plane, fill it with uniformly distributed particles, and assume that the mass flux is conserved. The particles represent cold gas clouds entrained in the wind, since the equivalent width of the absorption lines is the sum/combination of several individual components (Ménard and Chelouche 2009), each of which corresponds to a “cold” gas cloud ($10^4$ K) entrained by supernova-heated hot winds ($T > 10^5$ K). Since the galaxy inclination, PA, and azimuthal angle are previously determined from observations using GalPaK$^{3D}$ and other methods, the only free parameters are $V_{\text{out}}$ and the cone opening angle $\theta_{\text{max}}$. For simplicity, we assign the clouds a constant radial velocity $V_{\text{rad}}$, i.e., we assume that the LOS intercepts the clouds far from the acceleration region.

The cone is built along the $x$-, $y$-, and $z$-axes: $x$ and $y$ represent the sky plane, and $z$ corresponds to the cone height. For a galaxy with $0^\circ$ inclination, the cone direction will be along the LOS. We then rotate the cone along the $y$-axis to match the galaxy’s inclination derived from our SINFONI data and create a simulated absorption profile from the distribution of cloud velocities projected along the quasar LOS ($z$-axis).

We generate $\sim 10^6$ particles in a cone, which are grouped by bins of projected velocities. The quasar LOS is set by the impact parameter ($b$) and $\alpha$, both of which are derived from the SINFONI data cubes. Due to the Monte Carlo generation of particles, stochastic effects create fluctuations in the simulated profiles. This noise does not impact the resulting equivalent widths and thus the derived outflow velocities.

We then convolve the particle velocity distribution with the UVES instrument resolution. Additionally, in order to simulate the instrument noise, we add Poisson noise to the simulated profile. This random Poisson noise has the same S/N as the data and provides for a more meaningful comparison. In order to give an intuitive feel for this geometric model, we show in the Appendix examples of simulated profiles using different galaxy inclinations, outflow velocities, and opening angles.

4.1.2. Galaxy Contribution Model

Since our sample consists of pairs with small impact parameters ($b < 20$ kpc) and with inclined galaxies (from $\sim 18^\circ$ to $\sim 55^\circ$), we improve our model by adding the galaxy contribution for the quasar–galaxy pairs with the lowest impact parameters ($b \leq 10$ kpc) such as J2357–2736 (Section 4.2.3). The procedure is nearly the same as the cone model: we generate particles in a disk with an exponential distribution from the center to the edge. We take the galaxy half-light radius derived with GalPaK$^{3D}$ to estimate a realistic contribution from the disk. The thickness of the disk is set to be 0.15 times this radius. We assign the particles a constant circular velocity corresponding to the maximum velocity of the galaxy. The velocity distribution of the disk is naturally strongly dependent on the azimuthal angle with a maximum offset at $\alpha = 0^\circ$ and a distribution centered around $0$ km s$^{-1}$ at $\alpha = 90^\circ$.

4.2. Comments on Individual Wind-pairs

4.2.1. J0448+0950

The galaxy near the quasar J0448+0950 has an impact parameter $b = 13.7$ kpc and an H$\alpha$ flux of $5.03 \times 10^{-16}$ erg s$^{-1}$ cm$^{-2}$. Its azimuthal angle $\alpha$ of $\sim 79^\circ$ and inclination $i$ of $\sim 52^\circ$ make it a wind-pair (Figure 4). This galaxy has an SFR of $\sim 13 M_\odot$ yr$^{-1}$ (see Section 4) and a redshift of 0.8390.

In addition to our SINFONI data, we retrieved ancillary data from HST/WFPC2 (F555W filter). These HST data allow us to compare the morphology of the galaxy (see Figure 1) with the SINFONI one. In both data sets, one sees that the galaxy has an asymmetric flux distribution (Figure 1) with a brighter area somewhat offset with respect to the kinematic center. Comparing the HST image and SINFONI flux map (the quasar was subtracted in SINFONI H$\alpha$ flux), the PA and inclination of the galaxy are in good agreement.
After determining the geometrical parameters for this galaxy, we can build a cone model as described in Section 4.1.1. In Figure 5, we compare the simulated profile for Mg I λ2852 to the observed absorption in the UVES data (right column of the figure). To generate this simulated profile, we adjusted the outflow speed $V_{\text{out}}$ and the cone opening angle $\theta$, while keeping the geometrical parameters fixed. The best values are an outflow speed $V_{\text{out}}$ of $115 \pm 10$ km s$^{-1}$ and a cone opening angle $\theta_{\text{max}}$ of $40^\circ \pm 5^\circ$. The errors represent the maximum allowed range values for $V_{\text{out}}$ and $\theta_{\text{max}}$.

We note that our simulated profile reproduces the asymmetry and equivalent width of the observed profile. Note, our model does not attempt to reproduce the depth of the profile since it is arbitrarily normalized. The fluctuations in the simulated profile are due to stochastic effects from the Monte Carlo particle distribution.

Outflow rates and mass loading factors for each galaxy identified as wind-pairs are detailed in Section 4.3.

4.2.2. J0839+1112

In our sample, the galaxy toward J0839+1112 has the largest impact parameter $b$ 26.8 kpc. With an Hα flux of $1.53 \times 10^{-16}$ erg s$^{-1}$ cm$^{-2}$, an inclination $i$ of $\sim 72^\circ$, and an azimuthal angle $\alpha$ of $\sim 59^\circ$, this galaxy also belongs to the wind-pair subsample defined in Section 3.3. Its SFR is $\sim 3.4 M_\odot$ yr$^{-1}$, and it has a redshift of $z = 0.7866$.

In Figure 1 we compare archival HST/WFPC2 (F702W filter) images to our SINFONI Hα data. Both data sets show a slight asymmetry in the galaxy flux distribution and a similar PA. For the galaxy inclination, we used galfit2D on the HST.

---

7 We use Mg I λ2852 since Mg II λ2796 is saturated.
8 The galaxy contribution is also considered in the simulated profile (the redshifted contribution in upper right of Figure 5).
image to cross-check the results from the 3D fitting and found good agreement (within \( \pm 15^\circ \)) between the two methods.

As for J0448+1112, we generated a simulated profile from the wind cone model using the geometrical parameters from the SINFONI+HST data and adjusted the outflow speed \( V_{\text{out}} \) and the cone opening angle \( \theta \), while keeping the geometrical parameters fixed. Figure 6 shows the simulated profile and the Mg\,\textsc{i} absorption from the UVES data (right column of the figure). We constrained an outflow speed \( V_{\text{out}} \) of 105\( \pm 10 \) km s\(^{-1}\) and a cone opening angle of \( \theta_{\text{max}} \) of 30\( ^\circ \)\( \pm 5^\circ \). The impact parameter \( b \) is too high to consider any contribution from the galaxy.

4.2.3. J2357−2736

The last individual case from our wind subsample is the galaxy along the J2357−2736 LOS. The host galaxy has the smallest impact parameter \( b \) to the quasar LOS with \( b \) of 6.7 kpc. This galaxy has an H\textalpha\ flux of \( 1.29 \times 10^{-16} \) erg s\(^{-1}\) cm\(^{-2}\) and an SFR of \( \sim 3.3 \) \( M_\odot \) yr\(^{-1}\). Its inclination \( i \) is \( \sim 52^\circ \), and it is classified as wind-pair because of its azimuthal angle \( \alpha \) of \( \sim 68^\circ \).

As in the previous two cases, we generated a simulated UVES profile using the wind model described in Section 4.1. Figure 7 (bottom) shows the UVES Mg\,\textsc{i} \( \lambda 2852 \) absorption profile, whose asymmetry is reversed compared to the two other cases with a maximum optical depth at \( V \sim 0 \) km s\(^{-1}\). However, any constant wind speed model will have an outward asymmetry (Figure A1), and the data clearly show the opposite, an inward asymmetry. For a profile with inward asymmetry, the strongest part of the absorption profile is located closer to the systemic velocity (e.g., bottom left of Figure 7). An outward asymmetry profile has the opposite behavior (e.g., Figure 5). This inward asymmetry is seen in the other non-saturated transitions (Zn\textsc{ii} \( \lambda 2026 \), Mg\,\textsc{i} \( \lambda 2026 \), Mn\,\textsc{ii} (\( \lambda \lambda 2576, 2594, 2606 \))) present in the UVES data (Figure 8).

Contrary to the other two cases, this galaxy has a very low impact parameter (\( b \sim 6.7 \) kpc), where the assumption of constant wind speed might break down. Indeed, the low-ionization material in momentum-driven winds and energy-driven winds is thought to be accelerated (e.g., Murray et al. 2005; Steidel et al. 2010) by the hot gas, by the radiation pressure, or both.

Therefore, instead of using a constant wind speed, we added a generic velocity profile such as \( V(r) = V_{\text{out}} \frac{2}{\pi} \arctan \left( \frac{r}{r_0} \right) \),
Figure 7. Left column: Mg I absorption from the J2357−2736 galaxy indicating that the model must include accelerating winds, from top to bottom: simulated absorption profiles with \( r_0 = 1, 5, 10 \) kpc, and the UVES data centered on Mg I \( \lambda 2852 \). Notice that the asymmetry changes as \( r_0 \) increases; it goes from outward to inward asymmetry. Right column: the velocity profile corresponding to the associated simulated profile to the left where the turnover radius of the velocity profile \( (r_0) \) varies, from top to bottom: \( r_0 = 1, 5, 10 \) kpc. The red dashed line represents the distance between the galaxy and the quasar LOS \( (b \sin(\alpha)/\sin(i)) \), corrected for the inclination \( i \). The final simulated profile is the one directly above the data, with \( r_0 = 10 \) kpc.
Figure 8. Absorption lines observed with UVES for J2357–2736. The solid lines are a Gaussian smoothing of the data (with a sigma of 1 pixel) to aid the eye. The gray shaded area in the Zn II (λ2026) panel is the absorption expected from the Mg I λ2026 line (derived by scaling the observed optical depth of the Mg I λ2852 line, ignoring potential saturation effects).

where \( r \) is the distance from the galaxy and \( r_0 \) is the characteristic turnover radius. Figure 7 shows the behavior of this model (dashed line) on the profile asymmetry for different values of \( r_0 \), illustrating that the asymmetry reverses as \( r_0 \) increases. The accelerated wind model that best describes the data is the one with \( r_0 = 10 \) kpc shown above the UVES spectrum in Figure 7. Similar to J0448+0950, we also included a contribution from the galaxy that appears to account for the bluest components.

For this case, we found an outflow speed \( V_{\text{out}} \) of 130 ± 10 km s\(^{-1}\) using a cone opening angle \( \theta_{\text{max}} \) of 45° ± 5°. Note that there is no degeneracy between \( V_{\text{out}} \) and \( r_0 \) as the various simulated profiles shown in Figure 7 are for the same outflow velocity. In other words, \( V_{\text{out}} \) is set by the reddest part of the profile, whereas \( r_0 \) is constrained by the profile shape.

Having determined outflow velocities for the three wind-pairs, we now focus on deriving the ejected outflow rates \( M_{\text{out}} \) together with the mass loading factors \( \eta \).

4.3. Outflow Rate

As discussed in Section 4.2.3, the equivalent width of the Mg I λ2852 absorption lines depends only on \( \theta_{\text{max}} \) and \( V_{\text{out}} \) from the cumulated distribution of projected velocities of gas cloud intercepted along the LOS, while the profile asymmetry depends on the system geometry, the particle density, and the outflow velocity \( (V_{\text{out}}) \). From these constraints, we can constrain the total mass flux of this material traced by the low-ionization lines following Bouché et al. (2012) using the following equation:

\[
M_{\text{out}} \approx \mu \cdot N_{\text{H}}(b) \cdot b \cdot V_{\text{out}} \cdot \frac{\pi}{2} \cdot \theta_{\text{max}},
\]

\[
\frac{M_{\text{out}}}{0.5 \, M_\odot \, \text{yr}^{-1}} \approx \mu \cdot \frac{N_{\text{H}}(b)}{10^{20} \, \text{cm}^{-2}} \cdot \frac{b}{25 \, \text{kpc}} \times \frac{V_{\text{out}}}{200 \, \text{km s}^{-1}} \cdot \frac{\theta_{\text{max}}}{30^\circ},
\]

where \( \mu \) is the mean atomic weight, \( b \) the impact parameter, \( \theta_{\text{max}} \) the cone opening angle,\(^9\) and \( N_{\text{H}}(b) \) the gas column density of hydrogen at the \( b \) distance.

The only parameter that remains to be constrained is the column density \( N_{\text{H}}(b) \). In order to determine the gas column density \( N_{\text{H}} \), we use the empirical relation of Ménard and Chelouche (2009) between neutral gas column density and Mg II equivalent width \( W_{\lambda}^{12796} \):

\[
N_{\text{H}} = \log \left[ (3.06 \pm 0.55) \times 10^{19} \times \left( W_{\lambda}^{12796} \right)^{1.7 \pm 0.26} \right].
\]

This relation, together with the tight correlation between Mg II equivalent width and dust content (as determined statistically from quasar extinction) from Ménard and Chelouche (2009), leads to a gas-to-dust ratio slightly smaller than that of the Milky Way H I column densities of \( \log (N_{\text{HI}}) = 19.5 \) and above. Furthermore, the redshift evolution of the dust content of Mg II absorbers extrapolated to \( z = 0 \) shows that Mg II–selected absorbers extend the local relation between visual extinction \( A_V \) and the total hydrogen column \( N_{\text{H}} \) of Bohlin et al. (1978). This in turn indicates that the ionized gas contribution is negligible in regions with H I columns above \( \log (N_{\text{HI}}) = 19.5 \), as also argued by Jenkins (2009), and that one can use the correlation between Mg II equivalent width and \( N_{\text{HI}} \) as a proxy for the \( N_{\text{HI}} \) gas column density.

Given our selection criteria of \( W_{\lambda}^{12796} > 2 \) Å, we are very likely in a regime where the gas is mostly neutral. For our three wind-pair sight lines, the H I column densities are \( \log (N_{\text{HI}}) \approx 20.3 \) for J0448+0950, \( \log (N_{\text{HI}}) \approx 20.1 \) for J0839+1112, and \( \log (N_{\text{HI}}) \approx 19.9 \) for J2357–2736. The rest equivalent widths \( W_{\lambda}^{12796} \) determined from the UVES data and the corresponding \( N_{\text{HI}} \) column densities for the wind-pair galaxies are listed in Table 4. In future work, we will be able to measure \( N_{\text{HI}} \) directly from UV spectroscopy with HST/Cosmic Origins Spectrograph (COS).

Figure 9 shows the Mg II rest equivalent width \( W_{\lambda}^{12796} \) as a function of impact parameter \( b \) for quasar–galaxy pairs where the quasar is aligned with the minor axis (wind-pairs) from various literature samples (Kacprzak et al. 2011a, 2011b) and this paper. This figure shows that the tight anti-correlation between impact parameter \( b \) and \( W_{\lambda}^{12796} \) (Bouché et al. 2012) is confirmed at \( b < 30 \) kpc. The solid line traces the fiducial \( 1/b \) relation for mass-conserved bi-conical outflows (see Bouché et al. 2012).

\(^9\) \( \theta_{\text{max}} \) is defined from the central axis, and the cone subtends an area \( \Sigma \) of \( \pi \cdot \theta_{\text{max}}^2 \).
Table 4
Results for Galaxies J0448+0950, J2357–2736, J0839+1112 together with Literature Results

| Galaxy          | b (kpc) | log(N_H(b)) | V_{max} (km s^{-1}) | V_{out} (km s^{-1}) | \theta_{out} | SFR (M_\odot yr^{-1}) | M_{out} (M_\odot) | \eta_{out}/\eta_{esc} | \eta | Reference |
|-----------------|---------|-------------|----------------------|---------------------|--------------|-----------------------|------------------|---------------------|-----|-----------|
| J0448+0950      | 13.7    | 20.30 ± 0.3 | 115 ± 10             | 0.25                | 40 ± 5.0     | 13.6 ± 0.3            | 4.6 ± 1.5        | 0.16                | 0.70| This work |
| J0839+1112      | 26.8    | 20.10 ± 0.3 | 115 ± 8              | 0.25                | 30 ± 5.0     | 3.4 ± 0.2             | 3.6 ± 0.5        | 0.43                | 2.11| This work |
| J2357–2736      | 6.7     | 19.92 ± 0.2 | 130 ± 20             | 0.25                | 45 ± 5.0     | 3.3 ± 0.2             | 1.2 ± 0.5        | 0.24                | 0.75| This work |
| J081420G1       | 51.1    | 19.07 ± 0.2 | 175 ± 25             | 0.25                | 30 ± 5.0     | 5.0^a                 | 1.0 ± 0.4        | 0.63                | 0.42| B2012     |
| J091119G1       | 71.2    | 19.34 ± 0.2 | 30 ± 20              | 0.25                | 30 ± 5.0     | 7.8 ± 1.2             | 0.97             | 0.97                | 12.9| B2012     |
| J111850G1       | 89.8    | 18.60 ± 0.2 | 300 ± 25             | 0.25                | 30 ± 5.0     | 9.0^a                 | 1.1 ± 0.5        | 0.95                | 0.23| B2012     |
| J225036G1       | 25.1    | 19.97 ± 0.2 | 175 ± 50             | 0.25                | 30 ± 5.0     | 7.0^a                 | 4.1 ± 0.7        | 0.63                | 1.17| B2012     |
| J1659+3735      | 53.9    | 19.54 ± 0.2 | 225 ± 50             | 0.25                | 30 ± 5.0     | 8.0^a                 | 4.2 ± 0.8        | 0.40                | 1.06| B2012     |

Notes:
(1) Galaxy name; (2) impact parameter (kpc); (3) gas column density at the impact parameter (cm\(^{-2}\)); (4) maximum rotational velocity of the galaxy (km s\(^{-1}\)); (5) wind velocity (km s\(^{-1}\)); (6) cone opening angle (degrees); (7) star formation rate (M_\odot yr\(^{-1}\)); (8) ejected mass rate for one cone (M_\odot yr\(^{-1}\)); (9) ejection velocity divided by escape velocity; (10) mass loading factor: ejected mass rate divided by star formation rate (for both cones); (11) references: B2012: Bouche et al. (2012), K2014: Kacprzak et al. (2014).
* SED-derived SFRs.

Figure 9. \(W_{\alpha}^{2796}\) as a function of impact parameter \(b\) for galaxy–quasar pairs classified as wind-pairs.

Table 4 lists our estimated outflow rates determined using Equation (1). In order to determine the error bars for \(M_{\text{out}}\), we take the maximum error of every parameter used to derive it. We thereby objectively determine the maximum uncertainty on the ejected mass rate. We also note that the errors on \(M_{\text{out}}\) are dominated by the errors on \(N_{\text{H}}\).

From the outflow rates, we compute the mass loading factor \(\eta\) by comparing it to the SFR. We derived the SFR from H\(\alpha\) using the Kennicutt (1998) calibration, which assumes a Salpeter (1955) initial mass function (IMF):

\[
\text{SFR} \left( \text{M}_\odot \text{yr}^{-1} \right) = 7.9 \times 10^{-44} L_{\text{H}\alpha},
\]

where \(L_{\text{H}\alpha}\) is the H\(\alpha\) luminosity in erg s\(^{-1}\) cm\(^{-2}\). We note that the SFRs for the Salpeter IMF with no extinction correction are identical to using a dust correction of 1 mag (Zahid et al. 2013) with the Chabrier (2003) IMF, as the two IMFs are offset by ~0.25 dex (see Table 2 in Bernardi et al. 2010).

The results for the three galaxies are shown in Table 4. If we assume that galactic winds are symmetric with respect to the galactic plane (Figure 3), the total ejected mass rate for a galaxy must be increased by a factor of 2, which gives \(M_{\text{out}} \approx 9 \text{ M}_\odot \text{yr}^{-1}\) for J0448+0950, \(M_{\text{out}} \approx 2 \text{ M}_\odot \text{yr}^{-1}\) for J2357–2736, and \(M_{\text{out}} \approx 7 \text{ M}_\odot \text{yr}^{-1}\) for J0839+1112.

Considering the ejection velocity of the winds (115, 105, and 130 km s\(^{-1}\) for J0448+0950, J0839+1112, and J2357–2736, respectively), it is interesting to test whether this velocity is large enough for the gas to leave the galaxy halo or if it will end up falling back onto the galaxy. The escape velocity \(V_{\text{esc}}\) for an isothermal sphere is given by the following equation (Veilleux et al. 2005):

\[
V_{\text{esc}} = \frac{V_{\text{max}}}{\sqrt{2 \left[ 1 + \ln \left( \frac{R_{\text{vir}}}{R} \right) \right]}},
\]

where \(V_{\text{max}}\) is the maximum rotation velocity of the galaxy and \(R_{\text{vir}}\) is the virial radius. Given that our galaxies’ halos have a mass close to \(10^{12} \text{ M}_\odot\), their virial radius is approximately \(R_{\text{vir}} \approx V_{\text{max}}/10 H(z)\), where \(H(z)\) is the Hubble constant at redshift \(z\). For the wind-pairs, their virial radii are 225 kpc for J0448+0950, 103 kpc for J0839+1112, and 168 kpc for J2357–2736. We give these results in Table 4, along with the results on mass loading factors \(\eta = M_{\text{out}}/\text{SFR}\).

The ratio \(V_{\text{out}}/V_{\text{esc}} < 1\) shows that the ejected gas does not escape from the galaxy halo and should therefore fall back into the galaxy. This gas contributes to the regulation of star formation in the galaxies.

5. CONCLUSIONS AND DISCUSSIONS

In this paper, we studied gas flows around SFGs using the SIMPLE sample of galaxy–quasar pairs (Paper I). The galaxies in this sample are located within \(\leq 3'' (\leq 20\text{kpc})\) of the background quasar sightlines due to the selection of absorption with rest equivalent width \(\geq 2\text{Å}\). Thanks to the SINFONI IFU on the VLT and the new algorithm GalPaK3D, we were able to recover the intrinsic morphological and kinematic properties of the galaxies from their H\(\alpha\) emission (Figure 1). The galaxies in our sample can be classified as wind-pairs or inflow-pairs according to the apparent
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location of the quasar with respect to the galaxy major axis (Figure 4).

With this classification, we focused the analysis on the properties of galactic winds for the sub-sample of four suitable wind-pairs, although one galaxy has an SNR too low for a robust morphological (inclination) measurement. The wind properties are constrained from the high-resolution UVES spectra of the minor-axis quasars. We show that an simple cone model for galactic winds (Section 4.1.1) can reproduce the morphology of the UVES MgII absorption profiles. The wind properties can be summarized as follows:

1. Like other recent works (e.g., Chisholm et al. 2014; Rubin et al. 2014), outflow velocities are smaller than the escape velocities, so the gas traced by low-ionization lines does not escape the galaxy halo.
2. At the lowest impact parameter ($b \sim 6$ kpc), one quasar–galaxy pair (12357–2736) has an absorption profile consistent with an accelerated wind (Section 4.2.3).
3. Loading factors $\eta$ vary between ~0.65 for the two massive galaxies and ~2 for the galaxy with the lowest mass (Figure 10). Our results indicate that the mass loading factors tend to be higher for smaller galaxies, in agreement with theoretical expectations (e.g., Murray et al. 2011; Hopkins et al. 2012).

Figure 10 also includes observational constraints on the mass loading factor from the $z \sim 0.1$ survey of Bouché et al. (2012) (triangles) and $z \sim 0.2$ pair of Kacprzak et al. (2014) (square). For the Bouché et al. (2012) sample, we used spectral energy distribution (SED) derived SFRs (Table 4) given their larger impact parameters and longer travel times ($b/V_{\text{out}} > 100$ s of Myr) compared to the timescale for H\textalpha-derived SFRs (few Myr). The SED-derived SFRs are computed from the UV-to-IR photometry (using Galex +SDSS+Wisr surveys) with the Code Investigating GALaxy Emission software (Noll et al. 2009). The pairs with the largest impact parameters ($>60$ kpc) are shown in gray, since these mass loading factors can suffer strong biases due to even larger travel times ($>300$ Myr). Other measurements at higher redshift from stacked spectra of SFGs (Weiner et al. 2009; Newman et al. 2012) indicate an average mass loading factor of ~2 (Newman et al. 2012).

The different lines in Figure 10 represent various theoretical (Okamoto et al. 2010; Davé et al. 2011; Hopkins et al. 2012; Puchwein & Springel 2013; Vogelsberger et al. 2014; Barai et al. 2015; Muratov et al. 2015) and empirical models (Peeples & Shankar 2011; Zahid et al. 2014). In comparing observations and models, it is important to bear in mind that some are fiducial scaling relations put in the sub-grid physics (e.g., Davé et al. 2011; Puchwein & Springel 2013; Vogelsberger et al. 2014), while others are from more complex numerical approaches (e.g., Hopkins et al. 2012, 2013; Barai et al. 2015; Muratov et al. 2015) and thus are more directly comparable with observations.

Currently our data do not allow us to discriminate between energy- and momentum-driven winds, but thanks to ongoing work at redshift $z \sim 0.2$ with Keck/LRIS (N. Bouché et al. 2015, in preparation; C. L. Martin et al. 2015, in preparation) and to the new-generation IFU Multi Unit Spectroscopic Explorer (MUSE) on the VLT (Bacon et al. 2010, 2015), we will be able to significantly increase the sample size and put tight constraints on the wind scaling relations.

We would like to thank the referee for his/her thorough read of the manuscript and for the useful suggestions and comments. This work is based on observations taken at ESO/VLT in Paranal and partially from the data archive of the NASA/ESA HST, which is operated by the Association of Universities for Research in Astronomy, Inc. We would like to thank the ESO staff. N.B. acknowledges support from a Career Integration Grant (CIG) (PCIG11-GA-2012-321702) within the 7th European Community Framework Program. M.T.M. thanks the Australian Research Council for Discovery Project grant DP130100568 which supported this work. C.P. thanks the Agence Nationale de la Recherche for support (contract ANR-08-BLAN-0316-01). This research made use of Astropy, a community-developed core PYTHON package for astronomy (Astropy Collaboration et al. 2013), NumPy and SciPy (Oliphant 2007), Matplotlib (Hunter 2007), IPython (Perez& Granger 2007), and of NASA’s Astrophysics Data System Bibliographic Services.

---

10 The parameters of some of these models are listed in Table 1 of Zahid et al. (2014). We also took the values of the corrected version of Vogelsberger et al. (2014).

11 Note that the outflow rate from Barai et al. (2015) only includes gas particles with velocities greater than the escape velocity.
APPENDIX
UNDERSTANDING THE GEOMETRIC WIND MODEL

In this appendix we demonstrate how varying different parameters within the cone model impacts the simulated absorption profile. For the cone model (Section 4.1.1), we change three parameters in order to investigate the behavior of the simulated profile: for different galaxy inclinations ($i$), cone opening angles ($\theta$), and wind outflow velocities ($V_{\text{out}}$) (Figure A1). The general trends are as follows. The different inclinations and cone opening angles change the left portion of the simulated absorption profile, while the wind velocity extends the right portion. Note that, except for the case of 90° galaxy inclination, all the simulated absorption profiles in Figure A1 present an outward asymmetry.

We also present in Figure A2 the UVES Mg I $\lambda2852$ absorption lines of our SIMPLE sample galaxies.
Figure A2. Here we present the UVES Mg I λ2852 absorption lines for 8 out of 10 galaxies. We do not have these absorption lines for J0147+1258 and J0226−2857 as they fall in the gap of UVES data. The top row corresponds to UVES Mg I centered data of the four wind-pairs. The bottom row presents the UVES Mg I centered data of the two inflow-pairs and the two ambiguous cases from left to right.
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