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Abstract

We consider a variant of the conventional MsFEM approach with enrichments based on Legendre polynomials, both in the bulk of mesh elements and on their interfaces. A convergence analysis of the approach is presented. Residue-type \textit{a posteriori} error estimates are also established. Numerical experiments show a significant reduction in the error at a limited additional off-line cost. In particular, the approach developed here is less prone to resonance errors in the regime where the coarse mesh size $H$ is of the order of the small scale $\varepsilon$ of the oscillations.

1 Introduction

We consider the problem

$$-\text{div}(A\nabla u) = f \quad \text{in} \quad \Omega, \quad u = 0 \quad \text{on} \quad \partial\Omega,$$

where $\Omega$ is a bounded polygonal domain in $\mathbb{R}^2$, $f$ is a given right-hand side and the symmetric matrix-valued elliptic coefficient $A(x)$ presents heterogeneities at small scales (henceforth denoted by $\varepsilon$) compared with the characteristic size of $\Omega$. Classical approximation techniques such as finite elements are known to poorly perform in such cases, unless the mesh size is taken (possibly prohibitively) small. Multiple alternative dedicated approaches have therefore been introduced. Among those, the multiscale finite element method (henceforth abbreviated as MsFEM), introduced in \cite{1, 20}, uses a Galerkin approach of (1) on a pre-computed basis. The basis functions are obtained by solving \textit{local} problems mimicking (1) at the scale of mesh elements, with carefully chosen right-hand sides and boundary conditions. The vanilla version of the approach, called \textit{linear MsFEM}, uses as basis functions the solutions to these local problems, posed on
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each mesh element, with null right-hand sides and with the coarse P1 elements as Dirichlet boundary conditions (see (12) below for the precise definition of these basis functions). Various improvements of that version are possible. In particular, the so-called oversampling variant, which solves local problems on larger domains and restricts their solutions to the considered element, is very effective. The down side is that the approach is not conformal and the size of the oversampling area must be carefully calibrated, which can be a delicate practical issue.

Our purpose here is to introduce and study an MsFEM method improved differently. It essentially elaborates upon the Approximate Component Mode Synthesis (ACMS) method introduced in [19] and fully analyzed in [18]. In that approach, the linear MsFEM basis is enriched with local eigenvectors related to the scalar product associated with the variational formulation of (1). The approach of [18], which is related to domain decomposition methods for elliptic partial differential equations [12, 13, 15, 25, 29] and to modern component mode synthesis methods [2, 4], is very effective. The resolution of eigenproblems for each element of the coarse discretization can however be computationally challenging, even considering that the work is performed off-line. This is the reason why the approach we present here complements the linear MsFEM basis with enrichments that are not eigenvectors, but solutions of edge and bulk problems using polynomials either as boundary condition or right-hand side (in Section 2 see e.g. (7) for the definition of some of the basis functions of our MsFEM approach and (8)-(9) for the global Galerkin approximation). Similarly to the other MsFEM variants, all basis functions for such enrichments can be computed in parallel. One cannot indeed too much emphasize that, if the dogma of multiscale approaches is to drastically reduce the on-line cost at the expense of an increase of the off-line cost, it might be the case for a large class of complex enough problems that the approach is doomed because of a prohibitively computationally expensive off-line stage. Another advantage of the approach presented here is that the classical Legendre interpolation results apply, allowing one to get rigorous a priori and a posteriori error estimates for the approach more easily. A similar approach has been introduced independently in [14], for the specific case of quadrangles, Legendre polynomials and Gauss-Lobatto quadratures. The approach of [14] shows promising results in time-domain acoustic-wave modeling: it yields approximations that compare well with reference solutions computed with the spectral finite element method. Our aim is to push further the approach by expanding it to triangular meshes and to provide a detailed convergence analysis (see Proposition 6), along with some theoretical tools for adaptivity based on suitable a posteriori error estimates (see Proposition 10). We emphasize that our method is both local and conformal: the support of the enrichment function is either the two elements associated with the edge when an edge element is considered (see (11)), or the element itself when a bulk element is considered (see (7)). Also, as said above, it is fully parallel in the off-line stage. We mention that another, very interesting and efficient, line of thought is exemplified by the approach called Localized Or-
thogonal Decomposition method (LOD) introduced in [22]. There, the classical finite elements are enriched with solutions to specific PDEs. These functions have global supports, in contrast to MsFEM basis functions. They however turn out to rapidly decay away from the element considered. This property allows one to design an approximation space with functions solution to PDEs with smaller, truncated supports (typically of size of order $O(H \mid \ln H)$). The associated error estimates in the energy norm are then independent of the scales of the heterogeneities.

Our article is organized as follows. The enriched MsFEM variant that we introduce is presented in Section 2. We prove (in Section 3) that, with a sufficiently large number of enrichment functions, we can get a convergence rate that does not depend on the oscillations of $A$. The numerical experiments we present in Section 4 moreover show that already a small number of enrichment functions significantly reduces the error. Our analysis applies to both quadrangular and triangular meshes, the latter being more flexible and allowing one to discretize more complex geometries than those accessible to quadrangular meshes. Furthermore, we propose an \textit{a posteriori} estimator that can be used to locally adapt the level of enrichment.

The numerical experiments of Section 4 show that the proposed approach outperforms the linear MsFEM especially in the regime where $H \approx \varepsilon$, allowing for results of comparable quality to those obtained using the ACMS method of [18, 19], is on par with non-conformal approaches such as the variant of MsFEM using oversampling, and that it achieves all this at a reasonable additional computational cost. Our numerical results also seemingly indicate that the \textit{a posteriori} estimator we propose reproduces truly the trend of the error in energy norm.

\section{Discretization approach}

We define a family of meshes $(T_H)_H$ of the two-dimensional domain $\Omega$, i.e. a decomposition of $\Omega$ into a finite number of convex elements (quadrangles or triangles) with straight edges. Note that, throughout the article, we work in two dimensions, both for the analysis and for the numerical tests. Our approach and our analysis can presumably be extended to some three-dimensional meshes (such as cartesian meshes), but we will not proceed in this direction here.

The mesh is assumed \textit{conformal} (there is no hanging nodes and each internal edge is shared by exactly two elements of the mesh) and \textit{regular} in the following sense:

for any element $K$, there exists an affine transformation $F : K_{\text{ref}} \mapsto K$, where $K_{\text{ref}}$ is the reference element (here the reference square or triangle), such that $\|\nabla F\|_{L^\infty} \leq \gamma H$ and $\|\nabla F^{-1}\|_{L^\infty} \leq \gamma H^{-1}$, where $\gamma > 1$ is a constant independent of both $K$ and $H$. \hfill (2)
In practice, this property is ensured using a mesh with quadrangular (or triangular) elements with a minimum angle condition (see e.g. [5, Section 4.4]). We denote by $\Gamma$ the interior skeleton, that is
$$\Gamma = (\cup_{K \in T_H} \partial K) \setminus \partial \Omega.$$ 

The variational formulation of (1) is expressed using, for $u, v \in H^1_0(\Omega)$, the bilinear form $a(u, v) = \int_\Omega (\nabla v)^T A \nabla u$. The associated energy norm is denoted by $\|v\|_E = \sqrt{a(v, v)}$. Since $A$ is assumed symmetric, the unique solution $u$ to (1) also satisfies
$$u = \arg\min_{v \in H^1_0(\Omega)} \left( \frac{1}{2} a(v, v) - \langle f, v \rangle_{L^2(\Omega)} \right).$$

We introduce the set of bubble functions
$$V_B = \{ v \in H^1_0(\Omega), \ v|_K \in H^1_0(K) \text{ for any } K \in T_H \},$$
where the subscript $B$ stands, understandably, for bubbles. We also define
$$V_T = \left\{ E_\Omega \tau \in H^1_0(\Omega), \ \tau \in H^{1/2}_{00}(\Gamma) \right\},$$
which is the subspace of energy-minimizing extensions of trace functions on $\Gamma$, where the extension $E_\Omega(\tau)$ solves the minimization problem $\inf_{v \in H^1_0(\Omega)} a(v, v)$ subject to $v|_{\Gamma} = \tau$, that is
$$\begin{cases}
- \text{div} (A \nabla (E_\Omega \tau)) = 0 & \text{in } K, \text{ for any } K \in T_H, \\
E_\Omega \tau = \tau & \text{on } \Gamma, \\
E_\Omega \tau = 0 & \text{on } \partial \Omega,
\end{cases} \tag{4}$$
in the weak sense. We recall that, in (3), the space $H^{1/2}_{00}(\Gamma)$ is the space of functions $\tau \in H^{1/2}(\Gamma)$ such that their extension $\tau$ on $\Gamma \cup \partial \Omega$ defined by
$$\tau = \tau \quad \text{on } \Gamma, \quad \tau = 0 \quad \text{on } \partial \Omega,$$
is a function in $H^{1/2}(\Gamma \cup \partial \Omega)$. In particular, any function $\tau$ in $H^{1/2}_{00}(\Gamma)$ is such that its extension $\tau$ belongs to $H^{1/2}(\partial K)$ for any element $K$ (thus the well-posedness of (4)). For the convenience of the reader, we collect in Appendix B some more details on $H^{1/2}$ spaces.

Both spaces $V_B$ and $V_T$ are infinite-dimensional. We readily observe that the decomposition
$$H^1_0(\Omega) = V_B \oplus V_T \tag{5}$$
holds and is orthogonal with respect to the scalar product defined by $a(\cdot, \cdot)$ because of the definition of the energy-minimizing extension. Indeed, it holds that
$$\forall v_B \in V_B, \ \forall v_T \in V_T, \ a(v_B, v_T) = 0,$$
by using the variational formulation of (4) with a test function in $H^1_0(K)$.

Following the decomposition (5), the solution $u$ to (1) can be uniquely expressed as $u = u_B + u_\Gamma$ with the bubble part

$$u_B = \operatorname{argmin}_{w \in V_B} \left( \frac{1}{2} a(w, w) - \langle f, w \rangle_{L^2(\Omega)} \right)$$

and the interface part

$$u_\Gamma = \operatorname{argmin}_{w \in V_\Gamma} \left( \frac{1}{2} a(w, w) - \langle f, w \rangle_{L^2(\Omega)} \right).$$

In our approach, instead of approximating $u$ directly, we approximate $u_B$ and $u_\Gamma$ separately. This splitting is motivated as follows.

First, the decomposition (5) implies a natural splitting of the error. If we indeed consider a numerical approximation $u_{B,H}$ of $u_B$ in a finite dimensional space $V_{B,H} \subset V_B$ defined by

$$u_{B,H} = \operatorname{argmin}_{w \in V_{B,H}} \left( \frac{1}{2} a(w, w) - \langle f, w \rangle_{L^2(\Omega)} \right),$$

and likewise a numerical approximation $u_{\Gamma,H}$ of $u_\Gamma$ in some $V_{\Gamma,H} \subset V_\Gamma$, it is then natural to define our approximation of $u = u_B + u_\Gamma$ as $u_H = u_{B,H} + u_{\Gamma,H}$. We then have

$$u_H = \operatorname{argmin}_{w \in V_H} \left( \frac{1}{2} a(w, w) - \langle f, w \rangle_{L^2(\Omega)} \right)$$

for the discretization space $V_H = V_{B,H} \oplus V_{\Gamma,H}$ and the error in energy norm reads as

$$\|u - u_H\|_E^2 = \|u_B - u_{B,H}\|_E^2 + \|u_\Gamma - u_{\Gamma,H}\|_E^2. \quad (6)$$

Second, the analysis of the classical MsFEM suggests that the interface part $u_\Gamma$ is more difficult to approximate than the bubble part $u_B$. Even roughly approximating $u_B$ by $u_{B,H} = 0$ already gives an energy error of order $O(H)$ (see (21) below), which is often considered as a sufficiently small error for multiscale problems. Moreover, $u_B$ is the collection of solutions to independent local problems with homogeneous Dirichlet boundary conditions. Hence, $u_B$ can be computed effectively in parallel by using a FE solver for the Dirichlet problems. The situation is drastically different for $u_\Gamma$. Approximating $u_\Gamma$ by $u_{\Gamma,H} = 0$ yields an error that remains of order $O(1)$ and does not decay with $H$. Moreover (and this is now an argument specific to the multiscale context), when approximating $u_\Gamma$ by $u_{\Gamma,H} = u_{\text{MsFEM-lin}}$, which is the best approximation obtained when considering extensions of continuous and piecewise affine functions on $\Gamma$ (corresponding to the linear MsFEM approximation introduced in [20] and recalled below, see (12)), then the error is of order $O(1)$ when $H$ approaches the small scale $\varepsilon$ (this is what the classical theoretical error bound predicts, and this is also what is observed numerically, see e.g. [20, Table II]). MsFEM type methods are in essence directed towards finding the correct bulk solutions
assuming a certain, unknown shape of the solution along the interfaces. The recent history of the development of this category of methods can be revisited as the quest to determine the “right” interface conditions.

Our approach designs two independent approximation spaces:

- on the one hand, a space to approach $u_B$ by solving problems similar to (1) though localized on the elements and with high order polynomials as right-hand sides (a similar idea is used in the recent work [11]). This space is denoted $V_{B,H,\{M_K\}} \subset V_B$, where $\{M_K\}$ is a set of positive integers associating a polynomial degree $M_K$ to each element $K \in \mathcal{T}_H$.

- on the other hand, a space that approximates $u_\Gamma$ using an harmonic lifting (namely the $A$-harmonic lifting defined by (4)) of high order polynomials. This space is denoted $V_{\Gamma,H,\{N_e\}} \subset V_\Gamma$, where $\{N_e\}$ is a set of positive integers associating a polynomial degree $N_e$ to each edge $e \subset \Gamma$.

We now detail these two approximation spaces.

We first consider the bubble space $V_B$. For any element $K$, we choose a positive integer $M_K$ and consider the space of polynomial functions on $K$ of degree lower than or equal to $M_K$. The degree $M_K$ may depend on the element $K$ that we consider because we have in mind local refinement strategies, based on the $a$ posteriori error estimates we introduce below, which lead to non-uniform discretization parameters. Throughout the article, we adopt the following convention: by degree, we mean total degree if $K$ is a triangle, and partial degree in each variable if $K$ is a quadrangle. We denote by $N_{M_K}$ the dimension of this space of polynomials and introduce a basis of this space, which we denote $\{P_{i}^{B,K}\}_{i=1}^{N_{M_K}}$. For any $1 \leq i \leq N_{M_K}$, we introduce the function $\phi^{B,K,i} \in H^1_0(K)$, which is supported in $K$, and which is the solution to

$$\phi^{B,K,i} = 0 \text{ on } \partial K \quad \text{and} \quad \forall v \in H^1_0(K), \quad \int_K (\nabla v)^T A \nabla \phi^{B,K,i} = \int_K P_i v. \quad (7)$$

If $K$ is a quadrangular element, we readily note that, in practice, $P_i$ can be chosen as the polynomial that has value 1 at the $i$th Gauss-Lobatto point and 0 at the other Gauss-Lobatto points within $K$. Note that we do not consider the case $M_K = 0$.

Then, we define the finite dimensional space

$$V_{B,H,\{M_K\}} = \mathrm{Span}\{\phi^{B,K,i} : 1 \leq i \leq N_{M_K}, \ K \in \mathcal{T}_H\} \subset V_B \quad (8)$$

and the approximation $u_{B,H,\{M_K\}} \in V_{B,H,\{M_K\}}$ of $u_B \in V_B$ as the solution to

$$\forall v_{B,H,\{M_K\}} \in V_{B,H,\{M_K\}}, \quad \int_{\Omega} (\nabla v_{B,H,\{M_K\}})^T A \nabla u_{B,H,\{M_K\}} = \int_{\Omega} f_{B,H,\{M_K\}}, \quad (9)$$

\[6\]
which can equivalently be defined as
\[
    \argmin_{w \in V_{B,H,M_K}} \left( \frac{1}{2} a(w, w) - \langle f, w \rangle_{L^2(\Omega)} \right).
\]

(10)

Besides considering the above finite dimensional space \( V_{B,H,M_K} \), it is also possible to choose \( V_{B,H,M_K} = \{ 0 \} \), in which case \( u_B \) is approximated by \( u_{B,H,M_K} = 0 \). This crude approximation may be sufficient in some situations since, as briefly mentioned above and as will be detailed below in (21), we have in this case \( \| u_B - u_{B,H,M_K} \|_E \leq C H \), which is a small error.

Remark 1. We have mentioned above that, in the case of quadrangles, we can choose polynomials \( P \) associated with the Gauss-Lobatto points. Indeed, such a choice makes the quadrature formulas (to compute the local integrals needed to assemble the stiffness matrix and the right-hand side of (9)) particularly simple, since \( P \) vanishes at all but one integration point. From a theoretical viewpoint, any choice of basis is of course possible.

We now turn to the interface space \( V_\Gamma \). For any interior edge \( e \) of the coarse mesh, we choose a positive integer \( N_e \). For any \( 2 \leq k \leq N_e \), we define the edge enrichment function \( \phi_{\Gamma,e,k} \), which is supported on the two elements sharing the edge \( e \) (see Figure 1), and which satisfies
\[
    \begin{align*}
    - \text{div}(A \nabla \phi_{\Gamma,e,k}) &= 0 \quad \text{in } K, \\
    \phi_{\Gamma,e,k} &= P_k \quad \text{on } e, \\
    \phi_{\Gamma,e,k} &= 0 \quad \text{on } \partial K \setminus e,
    \end{align*}
\]

(11)

where \( K \) is any of the two elements containing the edge \( e \), and where \( P_k \) is a polynomial function of degree \( k \) that vanishes at the vertices of the edge \( e \). In practice, we work with a so-called boundary-adapted basis of the polynomial functions of degree lower than or equal to \( N_e \). By definition (see e.g. the discussion at the bottom of p. 82 and the central column of Fig. 2.12 on p. 83 of [7]), such a basis is composed of two vertex functions (which are affine on the edge, vanish at one end-point and have value 1 at the other end-point) plus internal functions, which vanish at both end-points of the edge. The polynomial \( P_k \) in (11) is chosen to be an internal basis function, and in practice the internal basis function \( \eta_k \) \( (k \geq 2) \) shown on [7] central column of Fig. 2.12 p. 83 and that we denote below as the \( k \)th internal Legendre polynomial.

Formally, the cases \( k = 0 \) and \( k = 1 \) correspond to the linear MsFEM nodal basis functions associated with the two vertices of \( e \). Denoting \( i_e \) and \( j_e \) these two vertices, we set \( \phi_{\Gamma,0} = \phi_{\Gamma,i_e}^{\text{MsFEM}} \) and \( \phi_{\Gamma,1} = \phi_{\Gamma,j_e}^{\text{MsFEM}} \), where \( \phi_{\Gamma,i}^{\text{MsFEM}} \) is the solution on any element \( K \) to
\[
    - \text{div}(A \nabla \phi_{i}^{\text{MsFEM}}) = 0 \quad \text{in } K, \quad \phi_{i}^{\text{MsFEM}} = \phi_i \quad \text{on } \partial K,
\]

(12)

where \( \phi_i \) is the nodal P1 Finite Element basis function associated with the vertex \( i \). Note that the support of \( \phi_{i}^{\text{MsFEM}} \) is the set of elements having the vertex \( i \) as a vertex.
Figure 1: Local problem defining an edge enrichment $\phi_{e,k}$ for some $k \geq 2$. This enrichment is supported on the two elements sharing the edge $e$. Only one of them is represented.

We next define the finite dimensional space

$$V_{\Gamma,H,\{N_e\}} = \text{Span}\left\{ \phi_{e,k}^{\text{MsFEM}}, \ 1 \leq j \leq N_{\text{vertex}}, \ \phi_{e,k}^{\Gamma}, \ 2 \leq k \leq N_e, \ e \subset \Gamma \right\}$$

$$= \text{Span}\left\{ \phi_{e,k}, \ 0 \leq k \leq N_e, \ e \subset \Gamma \right\},$$

where $N_{\text{vertex}}$ is the number of internal vertices of the mesh. We note that $V_{\Gamma,H,\{N_e\}}$ is a subset of $V_{\Gamma}$. We then define the approximation $u_{\Gamma,H,\{N_e\}} \in V_{\Gamma,H,\{N_e\}}$ of $u_\Gamma \in V_\Gamma$ as the solution to

$$\forall u_{\Gamma,H,\{N_e\}} \in V_{\Gamma,H,\{N_e\}}, \quad \Omega \left( \nabla u_{\Gamma,H,\{N_e\}} \right)^T A \nabla u_{\Gamma,H,\{N_e\}} = \int_\Omega f u_{\Gamma,H,\{N_e\}}.$$

Again, $u_{\Gamma,H,\{N_e\}}$ can equivalently be defined as

$$u_{\Gamma,H,\{N_e\}} = \arg\min_{w \in V_{\Gamma,H,\{N_e\}}} \left( \frac{1}{2} a(w,w) - \langle f, w \rangle_{L^2(\Omega)} \right).$$

Similarly to the degrees $\{M_K\}$, the degrees $\{N_e\}$ may vary from one edge to the next, because of possible local refinement strategies.

The next two remarks respectively discuss our choice of using polynomials on the edges and our choice to specifically use internal Legendre polynomials.

**Remark 2.** In order to approximate $V_\Gamma$, we have decided to use liftings of polynomials defined on $\Gamma$. Our choice has been motivated by the versatility of polynomials (simplicity of implementation and efficient approximation properties). Other choices could however have been made. The main challenge here is to build an approximation space that accurately captures the oscillations of $u_\Gamma$ on $\Gamma$. For instance, one can think of approaching such oscillating functions by sine functions with increasing frequencies like in Fourier approximation. It turns out that, if we enrich the MsFEM linear basis with liftings of $P_N(x) = \sin(\pi N x/H)$, then we get similar numerical results as with our polynomials. We have chosen to work with polynomials because proving approximation properties for a
basis made of sine functions is more delicate than for a polynomial basis, for which we can rely on the extensive theory of polynomial approximation (see e.g. Lemma 14 below).

Remark 3. Note that the boundary condition imposed in (11) is continuous on $\partial K$, since we have considered polynomial functions $P_k$ that vanish at the two ends of the edge $e$. If the boundary condition had some jumps on $\partial K$, then the problem (11) would be ill-posed in $H^1(K)$. We have chosen to work with the internal Legendre polynomials (see discussion below (11)) but other choices can be made, as long as the boundary conditions vanish at the two ends of the edge $e$. Our specific choice is motivated by the fact that the internal Legendre polynomials are easy to compute (there is an explicit and simple recursion relation to compute their coefficients, see e.g. [7, Eq. (2.3.31)]).

Since we see our approach as an enrichment of the MsFEM linear method, the affine nodal functions $\phi^{MsFEM}_i$ must be part of the space spanned by our boundary conditions on $\partial K$. What matters for the analysis is that the space spanned by the boundary conditions on each edge $e$ is the space of polynomial functions of degree lower than or equal to some $N_e$.

Denoting by

$$V_{H,M,K,N,e} = V_{B,H,M,K} \oplus V_{\Gamma,H,N,e},$$

our approximation $u_{H,M,K,N,e}$ of $u$ is defined by

$$u_{H,M,K,N,e} = u_{B,H,M,K} + u_{\Gamma,H,N,e}. \quad (16)$$

Note that the choices $V_{B,H,M,K} = \{0\}$ and $N_e = 1$ for each edge $e$ leads to an approximation space (and therefore a discrete solution) which is identical to the space used in the classical linear MsFEM approach.

The sets of positive integers $\{M_K, K \in \mathcal{T}_H\}$ and $\{N_e, e \in \mathcal{E}\}$ define the approximation spaces that are used in the variational problems. As pointed out above, we consider the general case when $M_K$ and $N_e$ may differ from one another to allow for local refinement with respect to the parameters of the method (see Proposition 10 and Section 4.2). For the sake of clarity, in the case when we choose $M_K = M$ for any element $K \in \mathcal{T}_H$ (resp. $N_e = N$ for any edge $e \subset \mathcal{E}$), we replace the notation $\{M_K\}$ by $M$ (resp. $\{N_e\}$ by $N$).

We conclude this section by two general remarks.

Remark 4. In practice, one does not have access to the space $V_{H,M,N}$ itself. Indeed, the enrichments $\phi^{\Gamma}_{e,i}$ or $\phi^{B}_{K,i}$ are solutions to local problems and must be approximated by a finite element approach using a fine mesh of size $h$ adapted to the characteristic length of variation of the diffusion coefficient $A$. Hence, in practice, for the numerical implementation, we use the space $V_{H,M,N,h} = V_{B,H,M,h} \oplus V_{\Gamma,H,N,h}$ spanned by the functions $\phi^{\Gamma,h}_{e,i}$ and $\phi^{B,h}_{K,i}$, which are the approximation (on the mesh of size $h$) of $\phi^{\Gamma}_{e,i}$ and $\phi^{B}_{K,i}$. The study of the convergence of the approach with respect to the parameter $h$ is standard and therefore not considered further in this article.
Remark 5. The construction of our basis during the off-line stage can be performed in parallel. Indeed, the basis functions for either the bubble or the interface approximation spaces are solutions to independent local problems. The stiffness matrix and the right-hand side term for $f = 1$ (for the two problems (9) and (14)) can also be precomputed in parallel during this off-line stage.

3 A priori and a posteriori estimates

We henceforth assume that there exists $0 < \alpha_{\text{min}} \leq \alpha_{\text{max}}$ such that

$$\forall \xi \in \mathbb{R}^2, \quad \alpha_{\text{min}} |\xi|^2 \leq A(x)\xi \cdot \xi \leq \alpha_{\text{max}} |\xi|^2 \quad \text{a.e. in } \Omega.$$  \hfill (17)

Our central a priori error estimate reads as follows:

Proposition 6. Assume that $A$ satisfies (17), that the solution $u$ to (1) belongs to $H^1_0(\Omega) \cap H^s(\Omega)$ for some $s > 3/2$ and that the right hand side $f$ belongs to $H^\ell(\Omega)$ for some integer $\ell \geq 0$. We consider our MsFEM approach (10) – (15) in the case when $M_K = M$ for all elements $K$ and $N_e = N$ for all edges $e$, for some $M,N \in \mathbb{N}^*$. We then have

$$\|u - u_{H,M,N}\|_E \leq \frac{C}{\sqrt{\alpha_{\text{min}}}} \frac{H^{\min(\ell,M+1)+1}}{M^{\ell+1}} \|f\|_{H^\ell(\Omega)}$$

$$+ C\sqrt{\alpha_{\text{max}}} \frac{H^{\min(s,N+1)-1}}{N^{s-1}} \|u\|_{H^s(\Omega)}, \hfill (18)$$

where the constant $C$ is independent of $H, M, N, A, u$ and $f$ (but depends on $\ell$ and $s$).

In the case when no bubble enrichments are used (that is when $V_{B,H,M} = \{0\}$), we have

$$\|u - u_{H,M,N}\|_E \leq \frac{C}{\sqrt{\alpha_{\text{min}}}} H \|f\|_{L^2(\Omega)} + C\sqrt{\alpha_{\text{max}}} \frac{H^{\min(s,N+1)-1}}{N^{s-1}} \|u\|_{H^s(\Omega)}, \hfill (19)$$

where the constant $C$ is again independent of $H, N, A, u$ and $f$ (but depends on $s$).

The two estimates (18) and (19) hold in both cases when we use triangular elements throughout the domain, or quadrangular elements.

Some remarks are in order.

We note that, for $f$ only in $L^2(\Omega)$ (that is $\ell = 0$), increasing the polynomial degree $M$ decreases the error at a rate $O(1/M)$. When $f$ is a more regular function, the error decreases with respect to $M$ at a better rate.

Extending the above result to the case when the degrees $M_K$ may be different from one element $K$ to the next is not difficult. In contrast, it is unclear to us how to extend it to the case when the degrees $N_e$ used on the edges differ from one edge to the next.
We temporarily consider and discuss the classical case of a rescaled periodic matrix coefficient (that is \(A(x) = A_{\text{per}}(x/\varepsilon)\) for some \(\mathbb{Z}^d\)-periodic, symmetric coercive matrix \(A_{\text{per}}\)) and a coarse mesh of size \(H\) comparable to \(\varepsilon\). In that regime, it is observed numerically (see e.g. [20, Table II]), and this is consistent with the theoretical analysis available, that the classical linear MsFEM approach suffers from an error that does not decrease when \(H\) and \(\varepsilon\) simultaneously tend to 0 while remaining of the same order of magnitude. In contrast, it is possible in our approach to increase \(N\) in order to still have a converging approximation. It is indeed expected that \(\|u\|_{H^s(\Omega)} \approx O(\varepsilon^{1-s})\). Choosing \(N\) of the order of \(1/\varepsilon\) thus guarantees a small error.

Note finally that the efficiency of our approach sensitively depends on the regularity of \(u\) and on the norm of its derivatives. On the bright side, this implies that the more regular \(u\) is, the more efficient our approach is. This unfortunately also means, on the other hand, that the more oscillatory the solution is, the larger the norm of the derivatives of the solution is and thus the larger \(N\) has to be taken to obtain a given accuracy. In this respect, the LOD method [22] is way more robust, since the accuracy only depends on \(H\), \(f\) and the contrast of \(A\) but neither on the regularity nor on the scale of the oscillations. These robustness and accuracy are however obtained at the price of computing “not so” local solutions elsewhere than in the given element.

**Remark 7.** In the periodic case \(A(x) = A_{\text{per}}(x/\varepsilon)\) mentioned above, we typically have that \(\|u\|_{H^\ell(\Omega)}\) is of the order of \(\varepsilon^{1-\ell}\). In such a case, for given \(H\), \(M\) and \(N\), the right-hand side in the error estimate (18) blows up when \(\varepsilon \to 0\). This is however not the case of the actual error on the left-hand side. Recall indeed that our approximation space \(V_{H,M,N}\) contains the linear MsFEM approximation space, for which the estimate \(\|u - u_{\text{MsFEM-lin}}\|_E \leq C(H + \sqrt{\varepsilon} + \varepsilon/H)\) holds. The error in our approach being smaller than the linear MsFEM error, our approximation does not blow up when \(\varepsilon\) goes to 0 and \(H\), \(M\) and \(N\) are fixed.

This observation questions the sharpness of our error estimate (18) in the periodic setting. In the present state of our understanding, we have been unable to derive a sharper estimate, even in this restricted setting.

The proof of Proposition 6 is a direct consequence of (6) and of the following Lemma 8 and Lemma 9, which respectively address the bubble approximation and the interface approximation. The proofs of these two lemmas are postponed until Appendices A.1 and A.2.

**Lemma 8.** Assume that \(A\) satisfies (17) and that \(f \in H^\ell(\Omega)\) for some integer \(\ell \geq 0\). In the case when \(M \geq 1\), the components \(u_B\) and \(u_{B,H,M}\) satisfy

\[
\|u_B - u_{B,H,M}\|_E \leq \frac{C_\ell}{\sqrt{\alpha_{\min}}} \frac{H^{\min(\ell,M+1)+1}}{M^{\ell+1}} \|f\|_{H^\ell(\Omega)},
\]

(20)
for some $C_\ell$ independent of $H$, $M$, $A$ and $f$. If $V_{B,H,M} = \{0\}$, then
\[ \|u_B - u_{B,H,M}\|_E \leq \frac{C}{\sqrt{\alpha_{\min}}} H \|f\|_{L^2(\Omega)}, \]
for some universal constant $C$ (with of course $u_{B,H,M} = 0$).

**Lemma 9.** Assume that $A$ satisfies (17) and that the solution $u$ to (1) belongs to $H^s(\Omega) \cap H^1(\Omega)$ for some $s > 3/2$. Then, the components $u_\Gamma$ and $u_{\Gamma,H,N}$ satisfy
\[ \|u_\Gamma - u_{\Gamma,H,N}\|_E \leq C_s \sqrt{\alpha_{\max}} H^{\min(s,N+1)-1} S_{N-1} \|u\|_{H^s(\Omega)}, \]
where the constant $C_s$ is independent of $H$, $N$, $A$ and $u$.

In sharp contrast with the estimates (20) and (21) which do not depend on the oscillations of $A$, the estimate (22) depends on the norm of derivatives of $u$, hence, indirectly on the oscillations of $A$. As expected, the interface component $u_\Gamma$ is more delicate to capture than the bubble component $u_B$.

For the ACMS method, the estimate shown in [18] depends on the $k$th largest eigenvalue $\lambda_k$ for the associated edge eigenproblem. The rate of decrease of $\lambda_k$ with respect to $k$ and $H$ is not known, although the numerical experiments empirically suggest that it is $O(k/H)$, which would give an error estimate similar to (22).

The proof of Lemma 8 and Lemma 9 essentially follows, and it is not unexpected, the pattern of the proof of the classical Céa’s Lemma. The best approximation is estimated using the Legendre projection (for Lemma 8) or the Legendre interpolant on the bulk and the lifting of the interpolant along the edges (for Lemma 9 in the case of quadrangles). Some technicalities arise for Lemma 9 in the case of triangular meshes and an alternative proof (which actually also covers the case of quadrangles) using $hp$-Finite Element methods must be used. We will return to this in Appendix A.2.

We now turn to our *a posteriori* error estimator. In contrast to our *a priori* estimates above, we now consider the general case when the polynomial degrees $N_e$ (resp. $M_K$) associated to each edge $e$ (resp. each element $K$) can be different. For some technical reasons (in particular due to the use of Scott-Zhang interpolation results, see Lemma 19), we assume that the polynomial degrees of the edges are comparable on neighboring edges, in the sense that
\[ \forall e, e' \in \Gamma \text{ s.t. } e \cap e' \neq \emptyset, \quad \frac{N_e}{\sqrt{\gamma}} \leq N_{e'} \leq \sqrt{\gamma} N_e, \]
where $\gamma$ is the mesh regularity constant of $\Omega$.

**Proposition 10.** Assume that the diffusion coefficient matrix $A$ satisfies (17) and belongs to $(C^1(\Omega))^{d\times d}$. We also assume that there exists some integer $\ell$ such that, for any element $K$ of the coarse mesh, $f \in H^\ell(K)$ for some integer $\ell_K \geq 0$ which satisfies $\ell_K \leq 7$.
Consider the MsFEM approach on the discrete space $V_{H,\{M_K\},\{N_e\}}$, where $M_K > 0$ is the maximal degree of the polynomial functions used as right-hand sides for the bubble basis functions in the element $K$, and $N_e > 0$ is the maximal degree of the polynomial functions used as boundary conditions for the interface basis functions associated to the edge $e$. We assume that the degrees $\{N_e\}$ satisfy $\sum_{e \in \partial K} H_e \geq M_K$.

For any $\eta > 0$, the discrete solution $u_{H,\{M_K\},\{N_e\}}$ satisfies the a posteriori estimate

$$
\|u - u_{H,\{M_K\},\{N_e\}}\|_E \leq C_{\eta,A} \frac{H_K}{M_K} \left( \sum_{K \in T_H} H^2_M \|f + \text{div} (A \nabla u_{B,\{M_K\}})\|_{L^2(K)} \right) \frac{H_K}{M_K} \left( \sum_{e \in \partial K} \frac{H_e H_K}{N_e^{1-2\eta}} + \sum_{e \in T} \frac{H_e}{p_e} \|J_e(\nu^T A \nabla u_{T,\{M_K\}})\|_{L^2(e)}^2 \right)^{1/2}
$$

where $J_e(\psi)$ denotes the jump of a given function $\psi$ across the edge $e$, and $\nu$ is a normal vector to the edge. In the above estimate, $H_K$ is the diameter of the element $K$, $H_e$ is the length of the edge $e$ and we have set $p_e = \min\{N_e \mid \bar{e} \subset \partial K^1_e \cup \partial K^2_e\}$ where $K^1_e$ and $K^2_e$ are the two elements sharing the edge $e$. The constant $C_{\eta,A}$ depends only on $\eta$, on the regularity parameter $\gamma$ of the mesh (see (2)), on $\ell$ and on the diffusion coefficient $A$ through $\alpha_{\text{min}}$ and $\|A\|_{C^1(\bar{\Omega})}$.

Without bubble enrichment, that is when $V_{B,\{M_K\}} = \{0\}$, we have the estimate

$$
\|u - u_{H,\{M_K\},\{N_e\}}\|_E \leq C_{\eta,A} \left( \sum_{K \in T_H} H^2_M \|f\|_{L^2(K)} \right) \left( \sum_{e \in \partial K} \frac{H_e H_K}{N_e^{1-2\eta}} + \sum_{e \in T} \frac{H_e}{p_e} \|J_e(\nu^T A \nabla u_{T,\{M_K\}})\|_{L^2(e)}^2 \right)^{1/2}
$$

In contrast to Proposition 3, where our assumptions on the regularity of $f$ and $u$ somehow only implicitly presuppose some regularity of $A$, we explicitly assume in Proposition 10 some given regularity of $A$.

The right-hand side of (24) actually defines an error indicator: the actual error is bounded from above by the product of a computable indicator within the brackets (including the two components of the numerical solution) times a constant independent of $H_K$, $H_e$, $M_K$ and $N_e$.

The proof of Proposition 10, which is postponed until Appendix A.3, follows the analogous proof performed for the ACMS method in [18]. However, Scott-Zhang type polynomial interpolation has to be introduced instead of classical polynomial interpolation.

Some illustrations regarding the behavior (and in particular the effectivity) of the a posteriori estimator are presented in Section 4.
4 Numerical experiments

This section is divided into two parts. We first compare our approach to standard MsFEM approximations (linear MsFEM and oversampling MsFEM approaches), and to the ACMS method of [19, 18]. Second, we investigate the performance of the a posteriori estimator proposed in Proposition 10. All our numerical experiments have been performed with FreeFem++ [17].

4.1 Comparison with other MsFEM approaches and with the ACMS approach

In our numerical experiments, the emphasis is put on the enrichment by edge functions. As already mentioned above, the bubble error (that is, the first term in the right-hand side of (6)) when no bubble enrichments are used behaves like classical FE estimates for the Poisson problem: it decreases linearly with respect to $H$, with a prefactor that only depends on the $L^2$ norm of the right-hand side and the coercivity constant of the diffusion coefficient $A$ (see (21)). In contrast, the interface error (that is, the second term in the right-hand side of (6)) depends on the oscillations of $A$ and has a more intricate behavior. Moreover, in the classical MsFEM approaches (linear and oversampling), the basis functions belong to $V_{Γ}$. Such approaches can hence also be enriched by bubble elements. In order to compare their respective effectiveness, it thus appears that it is best not to consider bubble enrichments. For our tests, we therefore only act on $V_{Γ}$ and use no bubble enrichment, that is we keep $V_{B,H,(M_K)} = \{0\}$. Such a choice will be illustrated below (see Figure 2 and the associated discussion).

In what follows, we work with the uniform choice $\{N_e\} = N$ for all edges $e \subset Γ$. The linear MsFEM approach corresponds to the choice $N = 1$ (and $V_{B,H,(M_K)} = \{0\}$).

We solve (1) for a classical benchmark test introduced in [20], where $A$ is periodic and oscillates at the scale $ε$. More specifically, we consider

$$A_ε(x) = a \left( \frac{x}{ε}, \frac{y}{ε} \right) I_2, \quad a(x,y) = \frac{2 + 1.8 \sin(2πx)}{2 + 1.8 \cos(2πy)} + \frac{2 + \sin(2πy)}{2 + 1.8 \sin(2πx)}, \quad (26)$$

where $I_2$ is the identity matrix, and solve

$$-\text{div}(A_ε \nabla u_ε) = -1 \quad \text{in} \; Ω, \quad u_ε = 0 \quad \text{on} \; ∂Ω, \quad (27)$$

on the domain $Ω = (0,1)^2$. We consider $ε$ ranging from 1/32 to 1/128.

In order to compute errors, we have computed a reference solution to (27) using P2 Finite Elements with a mesh of size $h = 1/2048$. Note that $h \ll ε$ for the range of values of $ε$ that we consider, so that this classical finite element approach can be considered accurate. Similarly, on each element $K$, the interface basis functions $φ_{Γ,i}^ε$ have no analytical expression and are approximated using P1 Finite Elements on a mesh of a small size (of the order of $h$).

To start with, we wish to illustrate our above somewhat intuitive statement regarding the fact that multiscale approaches typically do a better job at approximating the solution in the bulk than on the interfaces, thus the interest
of focusing our study and our efforts on the enrichment (by Legendre polynomials) on the edges. To support this claim, we show on Figure 2 the typical error obtained using the linear version of MsFEM (left). We specifically show the relative error \( \log_{10} \left[ \frac{|\nabla (u_\varepsilon - u_\varepsilon^{H,M,N})|}{|\nabla u_\varepsilon|} \right] \) as a function of \( x \in \Omega \). The largest errors are evidently concentrated on the interfaces (that is on the edges of our quadrangular mesh, which is clearly visible on the figure). Already an enrichment of three Legendre polynomials per edge (i.e. using polynomials of degree up to \( N = 4 \) on the edges) allows one to dramatically reduce the latter error, as shown on the right of Figure 2. Further enriching the description of the solution along the edges with a larger number of Legendre polynomials, say \( N = 10 \), would typically render the error almost homogeneous throughout the computational domain. All in all, the above set of comments justify our tactical choice to keep \( V_{B,H,M} = \{0\} \) and focus on increasing \( N \).

Figure 2: Error on the approximation of the gradient for MsFEM-lin (left) and for our approach with 4 polynomials (right): the accuracy is poor in the red regions, much better in the light green regions, and excellent in the dark blue regions.

Our next observation is the purpose of Figure 3 and concerns the relatively poor performance of the linear MsFEM and of the oversampling MsFEM approaches in the regime \( H \approx \varepsilon \) (often called the resonance regime) where the coarse mesh size matches the typical size of oscillations. Whether one argues in terms of the meshsize \( H \) (left of Figure 3), or in terms of the number of degrees of freedom (right of that figure), these two MsFEM variants saturate, while the Legendre enriched approach performs increasingly better. In Figure 3 and likewise in Figures 4, 5, and 6 below, all errors are relative errors in the energy
while the approaches we test are respectively denominated as MsFEM-lin for the standard version of linear MsFEM, MsFEM-OS for its variant using oversampling (where the oversampling domain is 3 times larger in each direction than the original coarse element: we thus consider quadrangles of size $(3H)^2$ rather than $H^2$, and likewise for triangles), Legendre $N = \ldots$ for the approach presented here using the corresponding degree $N$ of Legendre polynomials on the edges (for instance, Legendre $N=2$ corresponds to adding one enrichment per edge wrt the MsFEM-lin approach), and Eigen $\ldots$ for the ACMS approach.

The relative error (28) is easy to compute. Introduce indeed the energy

$$E(v) = \frac{1}{2} \int_{\Omega} (\nabla v)^T A v - \int_{\Omega} f v,$$

defined for any $v \in H^1_0(\Omega)$. Denoting $E^* = E(u_\varepsilon)$ and using that the matrix $A_\varepsilon$ is symmetric and the variational formulation of (1), we compute that, for any $v \in H^1_0(\Omega)$,

$$E(u_\varepsilon + v) - E^* = \frac{1}{2} \int_{\Omega} (\nabla v)^T A_\varepsilon \nabla v = \frac{1}{2} a(v, v),$$

and thus $E(v) - E^* = \frac{1}{2} a(u_\varepsilon - v, u_\varepsilon - v)$ for any $v \in H^1_0(\Omega)$. We therefore deduce from (28) that

$$E_{rel} = \sqrt{\frac{a(u_\varepsilon - u_{H,M,N}, u_\varepsilon - u_{H,M,N})}{a(u_\varepsilon, u_\varepsilon)}}. \quad (28)$$

Remark 11. This definition of the error is in practice very useful because computing (28) only requires to compare the two scalar quantities $E^*$ and $E(u_{H,M,N})$, which can be obtained independently. We get $E^*$ by computing the energy for our reference solution, while $E(u_{H,M,N})$ can be computed in parallel over the coarse elements $K$ once the global problem has been solved at the on-line stage. In particular, it is neither necessary to store the reference and numerical solutions, nor to compute their difference on a fine common Finite Element space, an operation which would be computationally expensive.

We next perform, for $\varepsilon$ fixed (namely at the value $\varepsilon = 1/32$), and $H$ decreasing from $1/4$ to $1/64$ (or, correspondingly, the number of degrees of freedom increasing), full comparisons of the accuracy obtained for the various methods considered, including the ACMS method. The results are shown on Figures 4 and 5 respectively.

For any fixed $H$, our approach is more accurate than the MsFEM oversampling method when $N$ is large enough, say here $N \geq 9$ (see left side of Figure 4). For $N = 5$, our approach and the MsFEM oversampling method essentially share the same accuracy. The oversampling variant is more accurate for smaller values of $N$. However, for a fixed $H$, our approach uses more
degrees of freedom than the oversampling approach. We thus compare the approaches for a given number of degrees of freedom on the right side of Figure 4. When $H$ is not too small (and thus the number of degrees of freedom is not too large), the MsFEM oversampling method provides better results than our approach. However, for smaller values of $H$ (and thus larger numbers of degrees of freedom, say larger than $10^4$), our approach outperforms the MsFEM oversampling method. We also notice that the oversampling approach suffers from the resonance effect mentioned above (the error is essentially the same for any $H$ between $1/128$ and $1/32$), whereas our approach provides an error which is monotonically decreasing with $H$, a fact which is advantageous from a practical viewpoint.

Our tests of Figure 5 clearly show that our approach is equally accurate as (and in some cases more accurate than) the ACMS method, for each given level of enrichment. We recall that it is however less expensive, since solving boundary value problems is less expensive than solving eigenvalue problems.

Our next test compares the performance of our approach for triangular meshes and for quadrangular meshes. We set $\varepsilon = 1/32$ and present the relative energy error as a function of $1/H$ (left of Figure 6) and of the number of degrees of freedom (right of Figure 6). Our conclusion is that, essentially, the approach performs equally well in both cases, thereby making possible the application to a large class of computational domains, with intricate geometries for which quadrangular meshes cannot be used.

4.2 A posteriori estimator

We now investigate the performance of the a posteriori estimate provided in Proposition 10. As in the previous section, we do not use bubble enrichments. This is why, instead of using as before the full energy error (28), we now use
Figure 4: Comparison of our approach with classical MsFEM approaches.

Figure 5: Comparison of our approach with the ACMS method, at equal number of enrichments per edge (for instance, “Eigen 1” and “Legendre N=2” both correspond to adding one enrichment per edge wrt the MsFEM-lin approach).
Figure 6: Our approach for triangles and quadrangles, in terms of $1/H$ (left) or of the number of degrees of freedom (right). The approaches “Triangle N=1” and “Quadrangle N=1” both correspond to the MsFEM-lin approach, on triangular (resp. quadrangular) meshes. The approaches “Triangle N=2” and “Quadrangle N=2” both correspond to adding one enrichment per edge wrt the MsFEM-lin approach.

the interface error defined by

$$E_{rel,\Gamma} = \sqrt{\frac{a(u_{\Gamma}^\epsilon - u_{H,M,N}^\epsilon, u_{\Gamma}^\epsilon - u_{H,M,N}^\epsilon)}{a(u_{\Gamma}^\epsilon, u_{\Gamma}^\epsilon)}}.$$  (29)

Note that, since $V_{B,H,M} = \{0\}$, the function $u_{H,M,N}^\epsilon$ belongs to $V_{\Gamma}$ and is meant to approximate $u_{\Gamma}^\epsilon$.

We compare this actual relative error with the error indicator given in (25), and more precisely with the indicator of the interface error (where we have set $\eta = 0$), that is

$$E_{post,\Gamma} = \left\{ \sum_{K \in T_H} \left\| f \right\|^2_{L^2(K)} \left( \sum_{e \subset \partial K} \frac{H_e H_K}{N_e p_e} \right) + \sum_{e \subset \Gamma} H_e \left\| J_e (\nu^T A \nabla (u_{\Gamma,H,(N_e)})) \right\|^2_{L^2(e)} \right\}^{1/2}.$$  (30)

**Remark 12.** As above, we compute the relative error (29) using the energy $E$. The orthogonal decomposition [3] ensures that $u_{\Gamma}^\epsilon$ is also the minimizer of the energy on $V_{\Gamma}$. Hence, the error $a(u_{\Gamma}^\epsilon - u_{H,M,N}^\epsilon, u_{\Gamma}^\epsilon - u_{H,M,N}^\epsilon)$ can also be expressed as the difference between the energy of our approximation (which belongs to $V_{\Gamma}$ since $V_{B,H,M} = \{0\}$), which is computed as explained in Remark 11 and the energy of $u_{\Gamma}^\epsilon$. We compute the energy of $u_{\Gamma}^\epsilon$ by computing explicitly a reference solution for $u_{\Gamma}^B$ (this simply requires to solve in parallel homogeneous Dirichlet problems in all the elements $K$). The energy of $u_{\Gamma}^\epsilon$ is equal to $E(u_{\Gamma}^\epsilon) - E(u_{\Gamma}^B)$. This procedure is simpler than computing $u_{\Gamma}^\epsilon$, a task for which we would need to store the value of $u_{\Gamma}$ on $\Gamma$. 
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We consider here \( f(x, y) = -10 \exp \left[ -\frac{80}{\left( x - 0.5 \right)^2 + \left( y - 0.5 \right)^2} \right] \) on \( \Omega = (0, 1)^2 \), keep the definition (26) for \( A_\varepsilon \), and set \( \varepsilon = 1/32 \). On the following figures, we compare the relative interface error (29) with the \( a \) posteriori estimator (30) for several values of \( N \) and \( H \). Figures 7 and 8 show the behavior of both errors when \( N \) increases and when \( 1/H \) increases, respectively.

In Figure 7, we see that, for \( H = 1/4 \) and \( H = 1/8 \), the \( a \) posteriori error estimator is an upper bound of the relative interface error and is a reliable indicator for any \( N < 10 \). When \( H = 1/16, 1/32 \) and \( 1/64 \), the \( a \) posteriori error indicator seems to represent well the relative interface error for any \( N \leq 10 \). For higher polynomial degrees, the relative interface error decreases sharply and the \( a \) posteriori indicator does not present such a behavior. The interpretation of the results for large values of \( N \) is delicate, because several technicalities might affect the quality of these results: we do not know the energy of \( u_{\Gamma,h} \), but only approximate it by the energy of some \( u_{\Gamma,h} \) computed on a fine mesh; likewise, we only manipulate numerical approximations of the basis functions; third, when the difference of the energies is much smaller than the energies themselves, computing a relative error may become challenging.

![Figure 7: Left: a posteriori error (30) and relative interface error (29) as a function of \( N \) for \( H = 1/4 \) and \( 1/8 \). Right: a posteriori error (30) and relative interface error (29) as a function of \( N \) for \( H = 1/16, 1/32 \) and \( 1/64 \).](image)

We now turn to Figure 8 which shows the behavior of the \( a \) posteriori estimator when \( H \) decreases for a fixed value of \( N \). For any \( H \leq 1/16 \), the \( a \) posteriori error seems to behave like the relative interface error for \( N \in \{1, 2, 4, 6, 8\} \). We can see that the \( a \) posteriori estimator does not suffer from any resonance effect: it is decreasing with respect to \( H \) for all values of \( N \) tested.

One of the main interest of an \( a \) posteriori estimator for which the error admits a local decomposition is precisely to allow for local refinement with respect to the parameters of the method: in our case, the polynomial degree \( N_e \) of enrichments on each edge \( e \) and the size \( H_K \) of any element \( K \). To that end, it is important to know whether the local behavior of the \( a \) posteriori estimator represents well the local behavior of the actual error. This question is
Figure 8: A posteriori error (30) and relative interface error (29) as a function of $1/H$ for different polynomial degrees $N = \{1, 2, 4, 6, 8\}$.

investigated on Figures 9, 10 and 11, where we show the error maps for $N = 1$, 5 and 10 respectively (with $H = 1/16$ fixed). We distribute the a posteriori estimator (30) onto the edges. The first term of (30) is element based. For each edge, we therefore add the contributions of this first term associated to the two elements sharing the edge. The second term of (30) is simpler to handle since it is already edge based. Using such a localization procedure, we obtain an a posteriori estimator which reads as a sum of contributions over the edges. Put differently, we write (30) as

$$
\mathcal{E}_{\text{post}, \Gamma} = \sqrt{\sum_{e \subset \Gamma} (\mathcal{E}_{\text{post}, \Gamma}(e))^2}
$$

with

$$
(\mathcal{E}_{\text{post}, \Gamma}(e))^2 = \frac{H_e}{p_e} \left| J_e(u^T A \nabla (u_{\Gamma, H, (N_e)})) \right|^2_{L^2(e)} + \sum_{K \in T_h, e \subset \partial K} \frac{1}{\beta_K} \| f \|^2_{L^2(K)} \left( \sum_{z \subset \partial K} \frac{H_e H_K}{N_e p_e} \right),
$$

where $\beta_K$ is the number of edges of $K$ which belong to $\Gamma$ (for a quadrangular mesh for instance, $\beta_K = 4$ for all elements $K$ except those at the boundary of $\Omega$). Note of course that the way we redistribute the error among the edges is
arbitrary. Other choices could be made. This is a standard difficulty for residue-type estimators consisting of both element-based and edge-based contributions (see e.g. [8]).

We plot on Figures 9, 10 and 11 the resulting values $E_{post,G}(e)$ on a $16 \times 16$ coarse mesh. Regarding the actual error, we compute the relative energy error \( E_{post} \) elements by elements by comparing, on each element, the reference solution with the numerical approximation. Similarly to the first term of (30), we may write the numerator of (29), which is a quantity by definition distributed on all elements, as a sum of contributions among the edges (the denominator of (29) is kept unchanged and is never localized). On the right side of Figures 9, 10 and 11 we plot the error map showing the ratio between the actual local error on an edge $e$ and the local \textit{a posteriori} estimator $E_{post,G}(e)$.

![Figure 9: Error maps edge by edge for $N = 1$. Left: relative interface error; Center: \textit{a posteriori} estimator; Right: ratio of relative interface error and \textit{a posteriori} estimator (the plots are shown in a base-10 log scale).](image)

![Figure 10: Error maps edge by edge for $N = 5$. Left: relative interface error; Center: \textit{a posteriori} estimator; Right: ratio of relative interface error and \textit{a posteriori} estimator (the plots are shown in a base-10 log scale).](image)

When $N = 1$ and $N = 5$ (see the right plot on Figures 9 and 10), we can see that the ratio between the local actual error and the local \textit{a posteriori} estimator does not significantly change over the domain $\Omega$. To be more precise, there is actually an exception near the center of $\Omega$, that may be due to the fact that $|\nabla u|$ is very small there, and thus challenging to approximate with a good accuracy, even when using a relative error. Since the ratio of actual error vs estimated error is close to a constant, it is thus possible to use the local \textit{a posteriori} estimator to drive an adaptive discretization procedure: the edges of
the quadrangular mesh where $E_{\text{post}, \Gamma}(e)$ is large are indeed the edges where the actual error is large.

In contrast, when $N = 10$ (see the right plot on Figure 11), the ratio between the actual and the predicted error widely varies over the domain $\Omega$. This is consistent with the above Figure 7 showing a significant difference between the global actual error and the global estimated error for large values of $N$. For this large value of $N$, the quantity $E_{\text{post}, \Gamma}(e)$ cannot reasonably be used to drive a reliable adaptation procedure.

The above numerical tests hence show that the a posteriori estimator defined in Proposition 10 correctly represents the behavior of the actual error for $N < 10$ and in the regime where $H$ is close to or slightly smaller than $\varepsilon$ (a regime still relevant for numerical multiscale approaches, since a classical $P_1$ approach would need to take $H$ much smaller than $\varepsilon$ to be accurate). In such a regime, the estimator can thus trustfully be used to locally refine the polynomial degree $N_e$ associated with the edge $e$ and the size $H_K$ of the element $K$.

### A Proofs

This section is devoted to the proofs of Lemmas 8 and 9 and of Proposition 10. These proofs heavily rely on technical results about polynomial approximation theory, fractional Sobolev spaces and elliptic regularity, that we recall below as we proceed. Throughout this appendix, the constant denoted $C$ may change from one line to the next. When valid, the independence of that constant with respect to the mesh size and other quantities will always be underlined.

#### A.1 Proof of Lemma 8

The proof of Lemma 8 makes use of the following approximation result, which is shown in [7, Equation (5.8.27) p. 318] for the case of quadrangles and in [7, Section 5.9] for the case of triangles.

**Lemma 13.** Assume that $(T_H)_H$ is a family of conformal meshes of $\Omega$ composed of a finite number of convex quadrangles (resp. triangles) with straight edges.
Assume also that the meshes are regular in the sense of [2]. For any quadrangle $K$ (resp. triangle $K$), let $\Pi^K_M$ be the $L^2(K)$-orthogonal projection on the vector space of polynomials of degree in each variable (resp. total degree) at most $M$. Then, for any non-negative integer $\ell$, there exists $C_\ell$ independent of $H, M$ and of the elements $K$ of the family of meshes such that, for any $v \in H^\ell(K)$,

$$\|v - \Pi^K_M(v)\|_{L^2(K)} \leq C_\ell \frac{H^{\min(\ell, M+1)}}{M^\ell}\|v\|_{H^\ell(K)}.$$  (31)

**Proof of Lemma 8.** We first show that $\|u_B\|_E \leq CH\|f\|_{L^2(\Omega)}/\sqrt{\alpha_{\min}}$. We have that

$$\|u_B\|_E^2 = \int_{\Omega} (\nabla u_B)^T A \nabla u_B = \int_{\Omega} f u_B = \sum_{K \in T_H} \int_K f u_B.$$  

Using the Cauchy-Schwarz inequality and the Poincaré inequality (recall indeed that $u_B \in H^1_0(K)$ for any $K$), it holds that

$$\int_K f u_B \leq \|f\|_{L^2(K)} \|u_B\|_{L^2(K)} \leq C H \|f\|_{L^2(K)} |u_B|_{H^1(K)},$$

for some universal constant $C$, where we recall that $|u_B|_{H^1(K)} = \|\nabla u_B\|_{L^2(K)}$ is the $H^1$ semi-norm on $K$. We hence have

$$\|u_B\|_E^2 \leq C H \sum_{K \in T_H} \|f\|_{L^2(K)} |u_B|_{H^1(K)} \leq C H \|f\|_{L^2(\Omega)} |u_B|_{H^1(\Omega)} \leq C H \sqrt{\alpha_{\min}} \|f\|_{L^2(\Omega)} \|u_B\|_E,$$

from which we deduce that $\|u_B\|_E \leq \frac{C H}{\sqrt{\alpha_{\min}}} \|f\|_{L^2(\Omega)}$ for some universal constant $C$. This proves (21), where we recall that $u_{B,H,M} = 0$.

We now add bubble enrichments for each element $K \in T_H$ with a uniform degree $M \geq 1$. For any $v_{B,H,M} \in V_{B,H,M}$, we have

$$a(u_B - v_{B,H,M}, u_B - v_{B,H,M}) = a(u_B - u_{B,H,M}, u_B - u_{B,H,M}) + a(u_{B,H,M} - v_{B,H,M}, u_{B,H,M} - v_{B,H,M}) + 2a(u_{B,H,M} - u_{B,H,M}, u_{B,H,M} - v_{B,H,M}).$$

The third term above vanishes in view of [3]. The second term is non-negative since $a$ is coercive. We thus obtain that, for any $v_{B,H,M} \in V_{B,H,M}$,

$$a(u_B - u_{B,H,M}, u_B - v_{B,H,M}) \leq a(u_B - v_{B,H,M}, u_B - v_{B,H,M}).$$  (32)

Recall that $V_{B,H,M}$ is the span of the functions $\{\phi^{B}_{K,i}\}_{i=1,...,N_M}$ (see [8]) that solve the problem $-\text{div}(A \nabla \phi^B_{K,i}) = P_i$ in the element $K$ with the boundary
condition $\phi_{K,i}^B = 0$ on $\partial K$, where $\{P_i\}_{i=1,\ldots,N_M}$ is a basis of polynomial functions with degree at most $M$.

Let $\Pi_M(f) = \sum_{K \in T} 1_K \Pi_M^K(f)$, where $\Pi_M^K$ is defined in Lemma 13. The unique $z \in V_B$ such that $a(z, v) = \int_\Omega \Pi_M(f) v$ for any $v \in V_B$ can be written as a linear combination of the functions $\{\phi_{K,i}^B\}_{i=1,\ldots,N_M}$, $K \in T_H$. It thus belongs to $V_{B,H,M}$, and we denote it $v_{B,H,M} \in V_{B,H,M}$, which thus satisfies

$$\forall v \in V_B, \quad a(v_{B,H,M}, v) = \int_\Omega \Pi_M(f) v.$$ 

Using the definition of $u_B$, we next obtain that, for any $v \in V_B$,

$$a(u_B - v_{B,H,M}, v) = \int_\Omega f v - \int_\Omega \Pi_M(f) v$$

$$= \sum_{K \in T_H} \int_K (f - \Pi_M^K(f)) v$$

$$= \sum_{K \in T_H} \int_K (f - \Pi_M^K(f)) (v - \Pi_M^K(v)).$$

Choosing now $v = u_B - v_{B,H,M}$ in the above equality yields

$$a(u_B - v_{B,H,M}, u_B - v_{B,H,M})$$

$$\leq \sum_{K \in T_H} \|f - \Pi_M^K(f)\|_{L^2(K)} \|u_B - v_{B,H,M} - \Pi_M^K(u_B - v_{B,H,M})\|_{L^2(K)}$$

$$\leq C_t \frac{H_{\min(\ell,M+1)+1}}{M^{\ell+1}} \sum_{K \in T_H} \|f\|_{H^\ell(K)} \|u_B - v_{B,H,M}\|_{H^\ell(K)},$$

where we have used in the last line, for each of the two factors, the polynomial projection properties stated in Lemma 13 (using that $f \in H^\ell(K)$ for the first factor and that $u_B - v_{B,H,M} \in H^\ell(K)$ for the second factor). Using a Poincaré inequality in $H^\ell_0(K)$ and that $H \leq 1$, we obtain $\|u_B - v_{B,H,M}\|_{H^\ell(K)} \leq C (1 + H) \|\nabla(u_B - v_{B,H,M})\|_{L^2(K)} \leq C \|\nabla(u_B - v_{B,H,M})\|_{L^2(K)}$. We thus deduce that

$$a(u_B - v_{B,H,M}, u_B - v_{B,H,M})$$

$$\leq C_t \frac{H_{\min(\ell,M+1)+1}}{M^{\ell+1}} \sum_{K \in T_H} \|f\|_{H^\ell(K)} \|\nabla(u_B - v_{B,H,M})\|_{L^2(K)}$$

$$\leq C_t \frac{H_{\min(\ell,M+1)+1}}{M^{\ell+1}} \|f\|_{H^\ell(\Omega)} \|\nabla(u_B - v_{B,H,M})\|_{L^2(\Omega)}$$

$$\leq C_t \frac{H_{\min(\ell,M+1)+1}}{\sqrt{\alpha_{\min}} M^{\ell+1}} \|f\|_{H^\ell(\Omega)} \sqrt{a(u_B - v_{B,H,M}, u_B - v_{B,H,M})}.$$
where we have used a discrete Cauchy-Schwarz inequality in the third line and the lower bound on \( A \) in the last line. We hence obtain
\[
\sqrt{a(u_B - v_{B,H,M}, u_B - v_{B,H,M})} \leq \frac{C_\ell}{\sqrt{\alpha_{\text{min}}}} \frac{H^{\min(\ell,M+1)+1}}{M^{\ell+1}} \| f \|_{H^\ell(\Omega)}. \tag{33}
\]
Inserting (33) into (32), we obtain (20). This concludes the proof of Lemma 8.

A.2 Proof of Lemma 9

For the proof of Lemma 9, we separately consider the case of quadrangles and the case of triangles. For the former case, we need the following approximation result (see in \cite{7} estimates (5.8.26) and (5.8.27) and the discussion following the latter).

**Lemma 14.** Assume that \((T_H)_H\) is a family of conformal meshes of \( \Omega \) composed of a finite number of convex quadrangles with straight edges, and that the meshes are regular in the sense of (2). For any quadrangle \( K \), let \( i^K_N \) be the Legendre interpolant at the \((1+N)^2\) Gauss-Lobatto points in \( K \) (\( i^K_N \) is thus a polynomial function in \( Q_N \)). Let \( s \geq 3/2 \) and \( N \geq 1 \). Then there exists \( C_s \) independent of \( H \), \( N \) and of the elements \( K \) of the family of meshes such that, for any \( v \in H^s(K) \),
\[
|v - i^K_N(v)|_{H^1(K)} \leq C_s \frac{H^{\min(s,N+1)-1}}{N^{s-1}} \| v \|_{H^s(K)},
\]
where we recall that \(| \cdot |_{H^1(K)}\) is the \( H^1 \) semi-norm on \( K \).

Note that a function \( v \in H^s(K) \) with \( s > 1 \) is continuous (recall that we consider a two-dimensional setting), thus \( i^K_N(v) \) is well-defined.

**Proof of Lemma 9 for quadrangles.** Using arguments similar to those used to prove (32), we have, for any \( v_{\Gamma,H,N} \in V_{\Gamma,H,N} \),
\[
\alpha(u_{\Gamma} - v_{\Gamma,H,N}, u_{\Gamma} - v_{\Gamma,H,N}) \leq \alpha(u_{\Gamma} - v_{\Gamma,H,N}, u_{\Gamma} - v_{\Gamma,H,N}). \tag{34}
\]
Since \( u \in H^s(\Omega) \) with \( s > 1 \), \( u \) is continuous on \( \Omega \), hence on \( \Gamma \). We denote by \( i_N^\Gamma(u) \) the interpolant (at the Gauss-Lobatto points on \( \Gamma \)) of \( u \) on the set of continuous functions on \( \Gamma \) which are piecewise equal to polynomial functions of degree lower than or equal to \( N \).

Let \( w = E_{\Omega}(i_N^\Gamma(u)) \in V_{\Gamma,H,N} \) denote the harmonic lifting of \( i_N^\Gamma(u) \), that is the solution to \(-\nabla(A\nabla w) = 0\) on each coarse element \( K \) with the Dirichlet
boundary conditions \( w = i_N^\Gamma(u) \) on \( \Gamma \). We then have

\[
a(u_\Gamma - E_\Omega(i_N^\Gamma(u)), u_\Gamma - E_\Omega(i_N^\Gamma(u))) = \sum_{K \in T_h} \int_K (\nabla u_\Gamma - \nabla E_\Omega(i_N^\Gamma(u)))^T A(\nabla u_\Gamma - \nabla E_\Omega(i_N^\Gamma(u)))
\]

\[
\leq \sum_{K \in T_h} \int_K (\nabla u - \nabla I_{\Gamma,H,N}(u))^T A(\nabla u - \nabla I_{\Gamma,H,N}(u))
\]

\[
\leq \alpha_{\text{max}} \sum_{K \in T_h} |u - I_{\Gamma,H,N}(u)|^2_{H^1(K)},
\]

(35)

where \( I_{\Gamma,H,N}(u) \in H^0_0(\Omega) \) is defined piecewise on each \( K \) as the Legendre interpolant of \( u|_K \) at the Gauss-Lobatto points in \( K \) (it is thus a polynomial function in \( Q_N \)). The first inequality of (35) holds for the following three reasons:

- First, \( E_\Omega(i_N^\Gamma(u)) \) and \( I_{\Gamma,H,N}(u) \) agree on \( \Gamma \) for quadrangular mesh elements. Recall indeed that the Gauss-Lobatto points of each edge of \( \partial K \) are a subset of the Gauss-Lobatto points of \( K \). On each edge, \( E_\Omega(i_N^\Gamma(u)) \) and \( I_{\Gamma,H,N}(u) \) are thus two polynomial functions of degree lower than or equal to \( N \) which are equal on the \((1 + N)\) Gauss-Lobatto points of the edge, and are thus equal.

- Second, \( u_\Gamma \) and \( u \) agree on \( \Gamma \), by definition of \( u_\Gamma \).

- Third, we observe, using the short-hand notation \( v_1 = u - I_{\Gamma,H,N}(u) \) and \( v_2 = u_\Gamma - E_\Omega(i_N^\Gamma(u)) \), that

\[
\int_K (\nabla v_1)^T A \nabla v_1 = \int_K (\nabla v_2)^T A \nabla v_2 + \int_K (\nabla(v_1 - v_2))^T A \nabla(v_1 - v_2) + 2 \int_K (\nabla(v_1 - v_2))^T A \nabla v_2 \geq \int_K (\nabla v_2)^T A \nabla v_2,
\]

where we have used that, in the second line, the second term is non-negative and the third term vanishes (since \( v_1 - v_2 = 0 \) on \( \partial K \) and \(- \text{div}(A \nabla v_2) = 0 \) in \( K \)). This shows the first inequality of (35).

Using Lemma 14 (where the Legendre interpolant \( i_N^K(u) \) there is denoted \( I_{\Gamma,H,N}(u) \) here), we see that

\[
\left( \sum_{K \in T_h} |u - I_{\Gamma,H,N}(u)|^2_{H^1(K)} \right)^{1/2} \leq C_s \frac{H^{\min(s,N+1)-1}}{N^{s-1}} \|u\|_{H^s(\Omega)}.
\]

Collecting this bound with (34) (that we use for \( v_{\Gamma,H,N} = E_\Omega(i_N^\Gamma(u)) \), which indeed belongs to \( V_{\Gamma,H,N} \)) and (35), we deduce (22), which concludes the proof of Lemma 9 for quadrangles.

\[\square\]
We now turn to the proof of Lemma 9 for the case of triangles. The proof given below actually also holds in the case of quadrangles. We have however kept the above proof specific to the case of quadrangles because the choice of \( v_{\Gamma,H,N} \) is therein constructive, in contrast to the proof below. The following result plays in the general case the role of Lemma 14 in the case of quadrangles.

**Lemma 15** (see proof of Theorem 4.6 of [1]). Consider a conformal mesh \( \mathcal{T}_H \), regular in the sense of (2), and composed of triangular (resp. quadrangular) elements with meshsize \( H \). Let \( u \in H^s(\Omega) \cap H^1_0(\Omega) \) with \( s > 3/2 \). Let \( V^N_{H,0} = \{ v \in C^0(\Omega) \cap H^1_0(\Omega); v|_K \in P^K_N \} \) where \( P^K_N \) is the set of polynomial functions on \( K \) that are of partial (resp. total) degree lower than or equal to \( N \). We then have

\[
\min_{v \in V^N_{H,0}} \| u - v \|_{H^s(\Omega)} \leq C_s \frac{H^{\min(s,N+1)-1}}{N^{s-1}} \| u \|_{H^s(\Omega)},
\]

where \( C_s \) is independent of \( H \), \( N \) and \( u \).

**Remark 16.** Theorem 4.6 in [1] considers the problem of approximating the solution \( u \in H^s(\Omega) \cap H^1_0(\Omega) \) to \(-\Delta u + u = f \) in \( \Omega \). Its proof relies on some approximation results, which have their own interest and can be stated as in Lemma 15 for any \( u \in H^s(\Omega) \cap H^1_0(\Omega) \).

**Proof of Lemma 9 for triangles (and alternative proof for quadrangles).** Using arguments similar to those used to prove (32), we have, for any \( v_{\Gamma,H,N} \in V_{\Gamma,H,N} \),

\[
a(u_{\Gamma} - u_{\Gamma,H,N}, u_{\Gamma} - u_{\Gamma,H,N}) \leq a(u_{\Gamma} - v_{\Gamma,H,N}, u_{\Gamma} - v_{\Gamma,H,N}). \tag{36}
\]

Using Lemma 15, there exists a function \( P(u) \in V^N_{H,0} \) such that, for any \( s > 3/2 \),

\[
\| u - P(u) \|_{H^s(\Omega)} \leq C_s \frac{H^{\min(s,N+1)-1}}{N^{s-1}} \| u \|_{H^s(\Omega)}. \tag{37}
\]

We consider the harmonic lifting \( w = E_{\Omega}(P(u)) \) of the restriction of \( P(u) \) on \( \Gamma \). The function \( w \) is defined on \( \Omega \), and is the solution to \(-\text{div}(A\nabla w) = 0\) on each coarse element \( K \) with the Dirichlet boundary conditions \( w = P(u) \) on \( \Gamma \). Note that \( P(u) \) is smooth on each edge, and globally continuous on \( \Gamma \). It thus belongs to \( H^{1/2}(\Gamma) \), which implies that \( w \) is well-defined and belongs to \( H^1(\Omega) \). Moreover, on each edge, \( P(u) \) is a polynomial function of degree lower than or equal to \( N \). We therefore have that \( w \in V_{\Gamma,H,N} \).
We now write
\[
a\left(u_\Gamma - E_\Omega(P(u)), u_\Gamma - E_\Omega(P(u))\right)
= \sum_{K \in T_H} \int_K (\nabla u_\Gamma - \nabla E_\Omega(P(u)))^T A (\nabla u_\Gamma - \nabla E_\Omega(P(u)))
\leq \sum_{K \in T_H} \int_K (\nabla u - \nabla P(u))^T A (\nabla u - \nabla P(u))
\leq \alpha_{\text{max}} \sum_{K \in T_H} |u - P(u)|_{H^1(K)}^2
= \alpha_{\text{max}} |u - P(u)|_{H^2(\Omega)}^2,
\] (38)
where the first inequality above again comes from the fact that $u_\Gamma - E_\Omega(P(u))$ is harmonic in each element $K$ and agrees with $u - P(u)$ on $\partial K$ (similar arguments were used to show the first inequality of (35)). Collecting (36) (that we use for $v_\Gamma, H, N = E_\Omega(P(u))$, which indeed belongs to $V_\Gamma, H, N$, as recalled above), (38) and (37), we conclude the general proof of Lemma 9.

A.3 Proof of Proposition 10

The proof of Proposition 10 requires the following three results, namely Lemmas 17, 18 and 19, which are stated for triangular meshes or quadrangular meshes.

We first need the following elliptic regularity result (see [16, Theorems 2.2.2.3 and 3.2.1.2] and also [27, p. 176]).

**Lemma 17** (from [16]). Consider the reference element $K_{\text{ref}}$ of the mesh $T_H$, and assume that $K_{\text{ref}}$ is convex. Let $g_{\text{ref}} \in L^2(K_{\text{ref}})$ and let $A_{\text{ref}}$ be a symmetric matrix-valued diffusion coefficient satisfying the ellipticity condition (17) in $K_{\text{ref}}$ and such that $A_{\text{ref}} \in (C^1(K_{\text{ref}}))^{d \times d}$. Consider $z_{\text{ref}} \in H^1_0(K_{\text{ref}})$ solution to
\[
-\text{div}(A_{\text{ref}} \nabla z_{\text{ref}}) = g_{\text{ref}} \quad \text{in } K_{\text{ref}},
\] (39)
Then the function $z_{\text{ref}}$ belongs to $H^2(K_{\text{ref}})$ and there exists $C_{A_{\text{ref}}}$, which only depends on $\alpha_{\text{min}}$ and $\|A_{\text{ref}}\|_{C^1(K_{\text{ref}})}$, such that, for any edge $e_{\text{ref}} \subset \partial K_{\text{ref}}$, we have
\[
\|\nabla z_{\text{ref}}\|_{H^{1/2}(e_{\text{ref}})} \leq C_{A_{\text{ref}}} \|g_{\text{ref}}\|_{L^2(K_{\text{ref}})}.
\] (40)

The bound (40) is not shown in [16], but it is a direct consequence of the following facts. Consider the operator $T$ from $E = H^1_0(K_{\text{ref}}) \cap H^2(K_{\text{ref}})$ to $F = L^2(K_{\text{ref}})$ which, to any element $v \in E$, associates $Tv = -\text{div}(A_{\text{ref}} \nabla v)$. The operator $T$ is of course linear and continuous from $E$ to $F$ and injective (i.e. one-to-one). It is also surjective (i.e. onto) in view of [16, Theorems 2.2.2.3 and 3.2.1.2]. It is thus bijective. As a consequence of the open mapping theorem (see e.g. [6, Corollary 2.7]), $T^{-1}$ is continuous from $F$ into $E$, which yields, using a trace estimate, the bound (40).

The above result implies the following one.
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Lemma 18. Consider an element $K$ of diameter $H$ in the mesh $T_H$. We assume that $K$ is convex and that $H \leq 1$. Let $\hat{K}$ be the image of $K$ by the map $x \mapsto x/H$. Let $\hat{g} \in L^2(\hat{K})$ and let $\hat{A}$ be a symmetric matrix-valued diffusion coefficient satisfying the ellipticity condition (17) in $\hat{K}$ and such that $\hat{A} \in \left(C^1 \left( \overline{\hat{K}} \right) \right)^{d \times d}$. Consider $\hat{z} \in H^1_0(\hat{K})$ solution to
\[
- \text{div}(\hat{A} \nabla \hat{z}) = \hat{g} \quad \text{in } \hat{K}.
\] (41)
Then the function $\hat{z}$ belongs to $H^2(\hat{K})$ and there exists $C_{\hat{A}}$, which only depends on the regularity of the mesh (in the sense of (2)), $\alpha_{\text{min}}$ and $\|\hat{A}\|_{C^1(\overline{\hat{K}})}$ (and is thus independent of $H$), such that, for any edge $\hat{e} \subset \partial \hat{K}$, we have
\[
\|\nabla \hat{z}\|_{H^{1/2}(\hat{e})} \leq C_{\hat{A}} \|\hat{g}\|_{L^2(\hat{K})}. \tag{42}
\]
Proof of Lemma 18. The proof is performed using Lemma 17. We recall that, as assumed in (2), there exists a conformal mesh $\hat{F} : K_{\text{ref}} \mapsto \hat{K}$ such that $\|\nabla \hat{F}\|_{L^\infty} \leq \gamma$ and $\|\nabla \hat{F}^{-1}\|_{L^\infty} \leq \gamma$. We define $z_{\text{ref}}(x) = \hat{z}(\hat{F}(x))$ and $g_{\text{ref}}(x) = \hat{g}(\hat{F}(x))$ for any $x$ in the reference element $K_{\text{ref}}$ of unit diameter. Using that $\nabla \hat{F}$ is a constant, we compute that
\[
- \text{div}(A_{\text{ref}} \nabla z_{\text{ref}}) = g_{\text{ref}} \quad \text{in } K_{\text{ref}},
\]
where $A_{\text{ref}} = (\nabla \hat{F}^{-1})^T \hat{A} \nabla \hat{F}^{-1}$. Using the above bounds on $\nabla \hat{F}$ and $\nabla \hat{F}^{-1}$, we observe that the symmetric matrix $A_{\text{ref}}$ is bounded from below by a constant only depending on $\alpha_{\text{min}}$ and $\gamma$, and that $\|A_{\text{ref}}\|_{C^1(\overline{K}_{\text{ref}})} \leq \gamma^2 \|\hat{A}\|_{C^1(\overline{\hat{K}})}$. Using Lemma 17 we obtain that $\|\nabla z_{\text{ref}}\|_{H^{1/2}(\text{ref})} \leq C \|g_{\text{ref}}\|_{L^2(K_{\text{ref}})}$, where $C$ only depends on $\gamma$, $\alpha_{\text{min}}$ and $\|\hat{A}\|_{C^1(\overline{\hat{K}})}$. By a change of variable, we obtain (42). \hfill \square

Our third and last technical lemma is the following approximation result. Consider a mesh $T_H$ and choose a maximal polynomial degree $p_K \in \mathbb{N}^*$ for any element $K \in T_H$. We assume that these degrees are uniformly comparable on neighboring elements, in the sense that
\[
\forall K, K' \in T_H \text{ s.t. } K \cap K' \neq \emptyset, \quad \frac{p_K}{\gamma} \leq p_{K'} \leq \gamma p_K, \tag{43}
\]
where $\gamma$ is the mesh regularity constant of (2). We then have the following result.

Lemma 19 (Scott-Zhang type interpolation result, see Theorem 3.3 of [21]). Assume that $T_H$ is a conformal mesh which is regular in the sense of [2]. For any element $K \in T_H$, we choose a maximal degree $p_K \in \mathbb{N}^*$ and we assume that these degrees $\{p_K\}$ satisfy (13). Then there exists a continuous interpolation operator $SZ$ from $H^1_0(\Omega)$ to $H^1_0(\Omega) \cap S(\{p_K\})$, where
\[
S(\{p_K\}) = \{u \in C^0(\Omega); ~ u|_K \text{ is a polynomial function of degree at most } p_K\}.
\]
Furthermore, there exists a constant $C$ which only depends on the mesh regularity constant $\gamma$ of $\Omega$ such that, for any $u \in H^1_0(\Omega)$ and any edge $e \subset \Gamma$, it holds that
\[ \|u - \mathcal{S}Z(u)\|_{L^2(e)} \leq C \left( \frac{H_e}{p_e} \right)^{1/2} |u|_{H^1(\omega_e)}, \tag{44} \]
where $\omega_e$ is the union of all the elements that share a vertex with the edge $e$, $H_e$ is the length of the edge $e$ and $p_e = \min\{p_K \mid e \subset \partial K\}$.

We are now in position to prove Proposition 10.

**Proof of Proposition 10.** The proof falls in two steps: we first estimate $u_T - u_{\Gamma,H,\{N_e\}}$ and next $u_B - u_{B,H,\{M_K\}}$.

**Step 1: interface approximation.** For the numerical solution $u_{\Gamma,H,\{N_e\}} \in V_{\Gamma,H,\{N_e\}}$, we write, using an integration by parts over every element $K$ and the definition (11) of the basis functions of $V_{\Gamma,H,\{N_e\}}$, that, for any $w_T \in V_{\Gamma}$,
\[
a(u_{\Gamma,H,\{N_e\}}, w_T) = \int_\Omega (\nabla w_T)^T A \nabla u_{\Gamma,H,\{N_e\}}
\]
\[= \sum_{K \in \mathcal{T}_H} \sum_{e \subset \partial K} \int_e (\nu^T A \nabla u_{\Gamma,H,\{N_e\}}) w_T \]
\[= \sum_{e \subset \Gamma} \int_e w_T J_e (\nu^T A \nabla u_{\Gamma,H,\{N_e\}}), \tag{45} \]
where, we recall, $J_e(\psi)$ denotes the jump of a given function $\psi$ across the edge $e$ and $\nu$ is a normal vector to the edge.

Using (14), we write that, for any $v_T \in V_{\Gamma}$ and any $v_{\Gamma,H,\{N_e\}} \in V_{\Gamma,H,\{N_e\}}$,
\[
a(u_T - u_{\Gamma,H,\{N_e\}}, v_T)
\]
\[= a(u_T - u_{\Gamma,H,\{N_e\}}, v_T - v_{\Gamma,H,\{N_e\}})
\]
\[= a(u_T, v_T - v_{\Gamma,H,\{N_e\}}) - a(u_{\Gamma,H,\{N_e\}}, v_T - v_{\Gamma,H,\{N_e\}})
\]
\[= \int_\Omega f (v_T - v_{\Gamma,H,\{N_e\}}) - \sum_{e \subset \Gamma} \int_e (v_{\Gamma,H,\{N_e\}} - v_{\Gamma,H,\{N_e\}}) J_e (\nu^T A \nabla u_{\Gamma,H,\{N_e\}}), \tag{46} \]
where, in the last line, we have used the definition of the exact solution $u_T$ and (45) for $w_T = v_T - v_{\Gamma,H,\{N_e\}}$.

We now make the following specific choices. Since we aim at estimating $u_T - u_{\Gamma,H,\{N_e\}}$, the natural choice for $v_T$ (see the left-hand side of (46)) is $v_T = u_T - u_{\Gamma,H,\{N_e\}}$, a choice we will make at the very end of the present Step 1 (see just above (45)). Next, since the difference $v_T - v_{\Gamma,H,\{N_e\}}$ appears in the right-hand-side of (46) and we intend to have this right-hand-side as small as possible for our estimator (see the bounds (63) and (64) below), we wish to choose $v_{\Gamma,H,\{N_e\}}$ as close as possible to $v_T$, under the constraint that $v_{\Gamma,H,\{N_e\}}$ should belong to $V_{\Gamma,H,\{N_e\}}$, and thus should be the harmonic extension of some function that is piecewise polynomial on $\Gamma$. To this end, we are going to define
\( v_{T,H,(N_e)} \) as the extension (see [19] below) of some function \( \varphi \) defined on \( \Gamma \) and that approximates \( v_T \) in some sense.

We now proceed in details and define the function \( \varphi \) on \( \Gamma \) by

\[
\varphi = S\mathbb{Z}(v_T)|_\Gamma + \sum_{e \in \Gamma} \Pi_{N_e}^{e,0}(v_T - S\mathbb{Z}(v_T)), \tag{47}
\]

where, for any edge \( e \subset \Gamma \), \( \Pi_{N_e}^{e,0} \) is the \( L^2(e) \) projection on the polynomial functions that vanish at both ends of the edge and of degree lower than or equal to \( N_e \) on \( e \) (by construction, for any function \( \psi \), \( \Pi_{N_e}^{e,0}(\psi) \) is supported on the edge \( e \)). Since \( v_T \) and \( S\mathbb{Z}(v_T) \) (see below) belong to \( H^1_0(\Omega) \), they belong to \( L^2(e) \) and \( \Pi_{N_e}^{e,0}(v_T - S\mathbb{Z}(v_T)) \) is well-defined. In [17], \( S\mathbb{Z} \) is the Scott-Zhang type interpolant defined in Lemma 19, where we choose, for each element \( K \), the polynomial degree

\[
p_K = \min\{N_e \mid e \subset \partial K\}. \tag{48}
\]

We next observe that, on each edge \( e \), \( \varphi \) is a polynomial function of degree lower than or equal to \( N_e \) (a property that will be useful below to ensure that the harmonic extension of \( \varphi \) belongs to the right space). This is obviously the case for the second term in (47). This is also the case for the first term, which is indeed a polynomial function of degree \( p_{K_e} \) (resp. \( p_{K_e}^2 \)) on \( K_e^1 \) (resp. \( K_e^2 \)), where \( K_e^1 \) and \( K_e^2 \) are the two elements sharing the edge \( e \). By construction (see [45]), we have \( p_{K_e} \leq N_e \) and likewise for \( p_{K_e}^2 \).

Since \( \varphi \) is globally continuous on \( \Gamma \) (because \( S\mathbb{Z}(v_T) \) is continuous on \( \overline{\Omega} \) and \( \Pi_{N_e}^{e,0} \) is a polynomial that vanishes at the edge boundaries) and smooth on each edge, it belongs to \( H^{1/2}(\Gamma) \) and we can consider its harmonic lifting

\[
v_{T,H,(N_e)} = E_\Omega(\varphi) = E_\Omega(S\mathbb{Z}(v_T)|_\Gamma + \sum_{e \in \Gamma} \Pi_{N_e}^{e,0}(v_T - S\mathbb{Z}(v_T))\bigg), \tag{49}
\]

which belongs to \( H^1(\Omega) \). Since \( \varphi \) is a polynomial function of degree lower than or equal to \( N_e \) on any edge \( e \), we observe that \( v_{T,H,(N_e)} \) belongs to the approximation space \( V_{T,H,(N_e)} \).

In passing, we observe that, by construction, the degrees \( \{p_K\} \) satisfy (43). Consider indeed two neighboring elements \( K \) and \( K' \). Then, denoting \( \bar{e} \) the edge shared by \( K \) and \( K' \), we have

\[
\frac{p_K}{p_{K'}} = \frac{\min\{N_e \mid e \subset \partial K\}}{\min\{N_{e'} \mid e' \subset \partial K'\}} = \frac{\min\{N_e \mid e \subset \partial K\}}{N_{\bar{e}}} \frac{N_{\bar{e}}}{\min\{N_{e'} \mid e' \subset \partial K'\}} \leq \gamma,
\]

where we have used the property (23). We likewise have that \( p_K/p_{K'} \geq 1/\gamma \). Since the degrees \( \{p_K\} \) satisfy (43), we will be in position to use the approximation result (44) in the sequel.

For any \( v_T \in V_T \), we thus define \( v_{T,H,(N_e)} \in V_{T,H,(N_e)} \) by (49). In the sequel of the proof, we bound \( v_T - v_{T,H,(N_e)} \) in \( L^2 \) norm in the bulk of each element and on its boundaries. This is the purpose of Step 1a (see (62) and (53) below).
We next use these bounds to successively majorize in Step 1b the two terms in the right-hand side of (46), which yields the estimate (65) below of the interface approximation and concludes Step 1.

**Step 1a.** To bound the first term of (46), we need to estimate \( \|v_{\Gamma} - v_{\Gamma,H,(N_e)}\|_{L^2(K)} \) for any element \( K \in \mathcal{T}_H \). To this end, we introduce the unique solution \( z \) in \( H^1_0(K) \) to

\[
- \text{div}(A \nabla z) = v_{\Gamma} - v_{\Gamma,H,(N_e)} \quad \text{in } K. 
\]

(50)

Since \( K \) is convex and \( A \in (C^1(\Omega))^{d \times d} \), we know that \( z \in H^2(K) \), by elliptic regularity (see a similar result in Lemma 18).

Using the definition of \( z \), we have

\[
\|v_{\Gamma} - v_{\Gamma,H,(N_e)}\|_{L^2(K)}^2 = \int_K (\nabla (v_{\Gamma} - v_{\Gamma,H,(N_e)}))^T A \nabla z - \sum_{e \subset \partial K} \int_e (v_{\Gamma} - v_{\Gamma,H,(N_e)}) \nu^T A \nabla z 
\]

\[
= - \sum_{e \subset \partial K} \int_e (v_{\Gamma} - v_{\Gamma,H,(N_e)}) \nu^T A \nabla z,
\]

where the first term of the second line vanishes since \( A \) is symmetric, both \( v_{\Gamma} \) and \( v_{\Gamma,H,(N_e)} \) are harmonic and \( z \) vanishes on \( \partial K \). Since \( A \in (C^1(\Omega))^{d \times d} \) and \( z \in H^2(K) \), we have that \( \nu^T A \nabla z \in H^{1/2}(e) \). Setting

\[
w = \nu^T A \nabla z
\]

(51)

and using our specific choice \( 49 \), we get

\[
\|v_{\Gamma} - v_{\Gamma,H,(N_e)}\|_{L^2(K)}^2 = - \sum_{e \subset \partial K} \int_e \left( v_{\Gamma} - S Z(v_{\Gamma}) - \Pi_{N_e}^{e,0}(v_{\Gamma} - S Z(v_{\Gamma})) \right) w
\]

\[
= - \sum_{e \subset \partial K} \int_e \left( v_{\Gamma} - S Z(v_{\Gamma}) - \Pi_{N_e}^{e,0}(v_{\Gamma} - S Z(v_{\Gamma})) \right) \left( w - \Pi_{N_e}^{e,0}(w) \right)
\]

\[
\leq \sum_{e \subset \partial K} \left\| v_{\Gamma} - S Z(v_{\Gamma}) - \Pi_{N_e}^{e,0}(v_{\Gamma} - S Z(v_{\Gamma})) \right\|_{L^2(e)} \left\| w - \Pi_{N_e}^{e,0}(w) \right\|_{L^2(e)},
\]

(52)

where the second equality stems from the fact that \( \Pi_{N_e}^{e,0} \) is a \( L^2(e) \) orthogonal projection. We successively bound the two factors of (52).

Successively using the definition of the projection and Lemma 19, we obtain, for the first factor of (52),

\[
\left\| v_{\Gamma} - S Z(v_{\Gamma}) - \Pi_{N_e}^{e,0}(v_{\Gamma} - S Z(v_{\Gamma})) \right\|_{L^2(e)} \leq \|v_{\Gamma} - S Z(v_{\Gamma})\|_{L^2(e)}
\]

\[
\leq C \sqrt{\frac{H_e}{h_e}} \|v_{\Gamma}\|_{H^1(\omega_e)},
\]

(53)
with

\[ p_e = \min\{p_{K_1}, p_{K_2}\} = \min\{N_c \mid \tilde{e} \subset \partial K_1 \cup \partial K_2\}, \]  

(54)

where \( K_1 \) and \( K_2 \) are the two elements sharing the edge \( e \) and \( p_{K_1} \) and \( p_{K_2} \) are the degrees chosen in [18] for the construction of the Scott-Zhang type interpolation operator \( S\mathcal{Z} \). The explicit expression [51] yields the value of \( p_e \) cited in the statement of Proposition 10.

We now turn to the second factor of (52). Introduce the image \( \hat{K} \) of \( K \) by the map \( x \mapsto x/H_K \), and define \( \hat{w}(x) = w(H_K x) \) on \( \hat{e} \). We then have

\[
\left\| w - \Pi_{N_c}^{0,0}(w) \right\|_{L^2(\hat{e})} = \sqrt{H_K} \left\| \hat{w} - \Pi_{N_c}^{0,0}(\hat{w}) \right\|_{L^2(\hat{e})}. \tag{55}
\]

We are going to bound the right-hand side of (55) by interpolation. By definition of the projection, we have

\[
\forall \hat{w} \in L^2(\hat{e}), \quad \left\| \hat{w} - \Pi_{N_c}^{0,0}(\hat{w}) \right\|_{L^2(\hat{e})} \leq \|\hat{w}\|_{L^2(\hat{e})}. \tag{56}
\]

Second, we have

\[
\forall \hat{w} \in H^1_0(\hat{e}), \quad \left\| \hat{w} - \Pi_{N_c}^{0,0}(\hat{w}) \right\|_{L^2(\hat{e})} \leq \|\hat{w} - I_{N_c}(\hat{w})\|_{L^2(\hat{e})} \leq \frac{C}{N_c} \|\hat{w}\|_{H^1(\hat{e})}, \tag{57}
\]

where \( I_{N_c} \) is the interpolant of degree \( N_c \) at the Gauss Lobatto points of the edge \( \hat{e} \). Note that the first inequality in (57) critically relies on the fact that \( \hat{w} \) vanishes at the two vertices of the edge (hence \( I_{N_c}(\hat{w}) \) also vanishes at the two vertices, and thus can be compared with \( \Pi_{N_c}^{0,0}(\hat{w}) \)). The second inequality in (57) is for instance given in [7, Eq. (5.4.33)] and in [3, Corollaire IV.1.13].

By Sobolev interpolation between \( L^2(\hat{e}) \) and \( H^1_0(\hat{e}) \) (see Appendix B), we deduce from (56) and (57) that, for any \( \eta > 0 \), there exists \( C_\eta \) such that

\[
\forall \hat{w} \in H^{1/2-\eta}(\hat{e}), \quad \left\| \hat{w} - \Pi_{N_c}^{0,0}(\hat{w}) \right\|_{L^2(\hat{e})} \leq \frac{C_\eta}{N_c^{1/2-\eta}} \|\hat{w}\|_{H^{1/2-\eta}(\hat{e})}. \tag{58}
\]

We thus deduce from (55) and (58) that, for our function \( w \) of interest given by (51),

\[
\left\| w - \Pi_{N_c}^{0,0}(w) \right\|_{L^2(e)} \leq C_\eta \frac{\sqrt{H_K}}{N_c^{1/2-\eta}} \|\hat{w}\|_{H^{1/2}(\hat{e})}, \tag{59}
\]

where we recall that \( \hat{w}(x) = w(H_K x) \) on \( \hat{e} \).

Recalling that \( w = \nu^T A \nabla z \) where \( z \in H^1_0(K) \) satisfies (50), which we recast as

\[- \text{div}(A \nabla z) = g \quad \text{in} \ K, \quad g = v_T - v_{\Gamma, H.(N_c)},\]

we introduce \( \hat{z}, \hat{A} \) and \( \hat{g} \) defined on \( \hat{K} \) by \( \hat{z}(x) = z(H_K x), \hat{A}(x) = A(H_K x) \) and \( \hat{g}(x) = g(H_K x) \), and compute that

\[- \text{div}(\hat{A} \nabla \hat{z}) = H^2_K \hat{g} \quad \text{in} \ \hat{K}. \tag{60}\]
Furthermore, \( \tilde{w}(x) = w(H_K x) = v^T A(H_K x)(\nabla z)(H_K x) = H_K^{-1} v^T \hat{A}(x)(\nabla \tilde{z})(x) \) on \( \hat{c} \). We hence write that

\[
\| \tilde{w} \|_{H^{1/2}(\hat{c})} \leq H_K^{-1} \| \hat{A} \nabla \tilde{z} \|_{H^{1/2}(\hat{c})} \leq H_K^{-1} \| \hat{A} \|_{C^1(\hat{c})} \| \nabla \tilde{z} \|_{H^{1/2}(\hat{c})} \\
\leq H_K^{-1} \| A \|_{C^1(\Omega)} \| \nabla \tilde{z} \|_{H^{1/2}(\hat{c})}.
\]

Using next Lemma \[18\] on (60), we deduce that

\[
\| \tilde{w} \|_{H^{1/2}(\hat{c})} \leq H_K^{-1} \| A \|_{C^1(\Omega)} C_{\hat{A}} H_K^2 \| \tilde{g} \|_{L^2(\hat{K})},
\]

where \( C_{\hat{A}} \) only depends on \( \gamma, \alpha_{\min} \) and \( \| \hat{A} \|_{C^1(\hat{K})} \). We thus obtain that

\[
\| \tilde{w} \|_{H^{1/2}(\hat{c})} \leq C(\gamma, \alpha_{\min}, \| A \|_{C^1(\Omega)}) H_K \| \tilde{g} \|_{L^2(\hat{K})} = C(\gamma, \alpha_{\min}, \| A \|_{C^1(\Omega)}) \| g \|_{L^2(\hat{K})}.
\]

Collecting this bound with (59) and recalling that \( g = \nu^T - \nu^T_{\Gamma, H_{\{N_e\}}} \), we obtain

\[
\| w - \Pi^{e,0}_{N_e}(w) \|_{L^2(\hat{c})} \leq C \frac{\sqrt{H_K}}{N_e^{1/2 - \eta}} \| \nu^T - \nu^T_{\Gamma, H_{\{N_e\}}} \|_{L^2(\hat{K})},
\]

where \( C \) only depends on \( \gamma, \eta, \alpha_{\min} \) and \( \| A \|_{C^1(\hat{K})} \). Collecting (52), (53) and (61), we deduce that

\[
\| \nu^T - \nu^T_{\Gamma, H_{\{N_e\}}} \|_{L^2(\hat{K})} \leq C \sum_{e \subset \partial \hat{K}} \frac{H_e H_K}{p_e N_e^{1/2 - \eta}} \| \nu^T |_{H^1(\omega_e)} \|_{H^1(\omega_e)}.
\]

**Step 1b.** Using the above bound (62), we are now in position to bound the first term of (46) by

\[
\left| \int_{\Omega} f(\nu^T - \nu^T_{\Gamma, H_{\{N_e\}}}) \right| \\
\leq \sum_{K \in T_H} \| f \|_{L^2(\hat{K})} \| \nu^T - \nu^T_{\Gamma, H_{\{N_e\}}} \|_{L^2(\hat{K})} \\
\leq C \sum_{K \subset T_H} \| f \|_{L^2(\hat{K})} \left( \sum_{e \subset \partial K} \frac{H_e H_K}{p_e N_e^{1/2 - \eta}} \| \nu^T |_{H^1(\omega_e)} \|_{H^1(\omega_e)} \right) \\
\leq C \sqrt{\sum_{K \subset T_H} \| f \|_{L^2(\hat{K})}^2 \left( \sum_{e \subset \partial K} \frac{H_e H_K}{p_e N_e^{1/2 - \eta}} \right)^2} \sqrt{\sum_{K \subset T_H} \| \nu^T |_{H^1(\omega_K)} \|_{H^1(\omega_K)}^2} \\
\leq C \| \nu^T |_{H^1(\Omega)} \sqrt{\sum_{K \subset T_H} \| f \|_{L^2(\hat{K})}^2 \left( \sum_{e \subset \partial K} \frac{H_e H_K}{p_e N_e^{1/2 - \eta}} \right)},
\]

where \( \omega_K = \cup_{e \subset \partial K} \omega_e \), and where \( C \) only depends on \( \gamma, \eta, \alpha_{\min} \) and \( \| A \|_{C^1(\Omega)} \).
We now consider the second term of (46). We have shown in (53) that
\[ \| v_{H} - v_{H,N} \|_{L^2(e)} \leq C \left( \sum_{e \subset T_c} \frac{H_e}{p_e} \right) \sqrt{\| v_{T} \|_{H^1(\omega)}}, \]
with \( p_e \) given by (54). We therefore have
\[ \left| \sum_{e \subset T_c} \int_{e} (v_{T} - v_{H,N}) J_e (\nu^T A \nabla u_{H,N}) \right| \]
\[ \leq \sum_{e \subset T_c} \| J_e (\nu^T A \nabla u_{H,N}) \|_{L^2(e)} \| v_{T} - v_{H,N} \|_{L^2(e)} \]
\[ \leq C \sqrt{\sum_{e \subset T_c} \frac{H_e}{p_e} \left( \sum_{e \subset T_c} \| J_e (\nu^T A \nabla u_{H,N}) \|_{L^2(e)}^2 \right)} \sqrt{\sum_{e \subset T_c} \frac{H_e}{p_e} \| J_e (\nu^T A \nabla u_{H,N}) \|_{L^2(e)}^2}. \]
Using the discrete Cauchy-Schwarz inequality, we deduce that
\[ \left( \sum_{e \subset T_c} \int_{e} (v_{T} - v_{H,N}) J_e (\nu^T A \nabla u_{H,N}) \right) \]
\[ \leq C \| v_{T} \|_{H^1(\Omega)} \sqrt{\sum_{e \subset T_c} \frac{H_e}{p_e} \left( \sum_{e \subset T_c} \| J_e (\nu^T A \nabla u_{H,N}) \|_{L^2(e)}^2 \right)} \sum_{e \subset T_c} \frac{H_e}{p_e} \| J_e (\nu^T A \nabla u_{H,N}) \|_{L^2(e)}^2. \]
Collecting (46), (63) and (64), we obtain, for any \( v_{T} \in V_{T} \), that
\[ \frac{a(u_{T} - u_{H,N}, v_{T})}{\| v_{T} \|_{H^1(\Omega)}} \leq C \left\{ \sum_{K \subset T_{2Tc}} \| f \|_{L^2(K)}^2 \left( \sum_{e \subset \partial K} \frac{H_e H_K}{N_e^{1-2\eta} p_e} \right) \right. \]
\[ \left. + \sqrt{\sum_{e \subset T_c} \frac{H_e}{p_e} \left( \sum_{e \subset T_c} \| J_e (\nu^T A \nabla u_{H,N}) \|_{L^2(e)}^2 \right)} \right\}. \]
We use the above estimate for the choice \( v_{T} = u_{H} - u_{H,N} \), which obviously belongs to \( V_{T} \). We thus deduce that
\[ \| u_{T} - u_{H,N} \|_{E} \leq C \left\{ \sum_{K \subset T_{2Tc}} \| f \|_{L^2(K)}^2 \left( \sum_{e \subset \partial K} \frac{H_e H_K}{N_e^{1-2\eta} p_e} \right) \right. \]
\[ \left. + \sum_{e \subset T_c} \frac{H_e}{p_e} \left( \sum_{e \subset T_c} \| J_e (\nu^T A \nabla u_{H,N}) \|_{L^2(e)}^2 \right) \right\}^{1/2}. \]

**Step 2: bubble approximation.** In what follows, we establish an *a posteriori* estimate on \( u_{B} - u_{B,H,M_e} \) in the case when bubble enrichments are considered,
i.e. in the case when $M_K \geq 1$ for any element $K$. If no enrichments are used (that is in the case when we approximate $u_B \in V_B$ by $u_{B,M} = 0$), then we simply use the right-hand side of (21), or more precisely 
$\left( \sum_{K \in T_h} H_K^2 \|f\|_{L^2(K)}^2 \right)^{1/2}$, as a posteriori estimator.

For the numerical solution $u_{B,H,\{M_K\}} \in V_{B,H,\{M_K\}}$, we write, using an integration by parts over each element $K$, that, for any $w_B \in V_B$,

\begin{equation}
  a(u_{B,H,\{M_K\}},w_B) = \int_{\Omega} (\nabla w_B)^T A \nabla u_{B,H,\{M_K\}}
  = - \sum_{K \in T_h} \int_K w_B \text{ div} (A \nabla u_{B,H,\{M_K\}}). \tag{66}
\end{equation}

Successively using (9) and (66) for $w_B = v_B - v_{B,H,\{M_K\}}$, we deduce that, for any $v_B \in V_B$ and any $v_{B,H,\{M_K\}} \in V_{B,H,\{M_K\}}$,

\begin{equation}
  a(u_B - u_{B,H,\{M_K\}},v_B)
  = a(u_B - u_{B,H,\{M_K\}},v_B - v_{B,H,\{M_K\}})
  = a(u_B,v_B - v_{B,H,\{M_K\}}) - a(u_{B,H,\{M_K\}},v_B - v_{B,H,\{M_K\}})
  = \int_{\Omega} f (v_B - v_{B,H,\{M_K\}}) + \sum_{K \in T_h} \int_K (v_B - v_{B,H,\{M_K\}}) \text{ div} (A \nabla u_{B,H,\{M_K\}})
  = \sum_{K \in T_h} \int_K (v_B - v_{B,H,\{M_K\}}) \left( f + \text{ div} (A \nabla u_{B,H,\{M_K\}}) \right). \tag{67}
\end{equation}

We now make the following specific choices in (67). Since we aim at estimating $u_B - u_{B,H,\{M_K\}}$, the natural choice for $v_B$ (see the left-hand side of (67)) is

\begin{equation}
  v_B = u_B - u_{B,H,\{M_K\}}. \tag{68}
\end{equation}

Since the difference $v_B - v_{B,H,\{M_K\}}$ appears in the right-hand side of (67) and we aim at having this right-hand side as small as possible for our estimator, this choice of $v_B$ in turn suggests to define $v_{B,H,\{M_K\}}$ as the solution on each element $K$ to

\begin{equation}
  - \text{ div}(A \nabla v_{B,H,\{M_K\}}) = \Pi^K_{M_K}(z) \text{ in } K, \quad v_{B,H,\{M_K\}} = 0 \text{ on } \partial K, \tag{69}
\end{equation}

where

\begin{equation}
  z = - \text{ div}(A \nabla v_B) \text{ in } K, \tag{70}
\end{equation}

and where $\Pi^K_{M_K}$ is the $L^2(K)$-projection on the polynomials of degree at most $M_K$ on the element $K$.

In view of (68) and of the definition of $u_B$, we see that, in $K$,

\begin{equation}
  z = - \text{ div}(A \nabla u_B) + \text{ div}(A \nabla u_{B,H,\{M_K\}}) = f + \text{ div}(A \nabla u_{B,H,\{M_K\}}). \tag{71}
\end{equation}
In view of (7), we thus see that the right-hand side \( \Pi^K_{MK}(z) \) in (69) satisfies
\[
\Pi^K_{MK}(z) = \Pi^K_{MK}(f) + \text{div}(A\nabla u_{B,H,\{MK\}}).
\]
In the sequel of the present Step 2, we successively bound \( v_B - v_{B,H,\{MK\}} \) in Step 2a, in order to next estimate the right-hand side of (67) in Step 2b.

**Step 2a.** Subtracting (69) to (70), we have
\[
- \text{div}(A\nabla (v_B - v_{B,H,\{MK\}})) = z - \Pi^K_{MK}(z) \quad \text{in} \quad K, \quad v_B - v_{B,H,\{MK\}} = 0 \quad \text{on} \quad \partial K.
\]
Successively using \( v_B - v_{B,H,\{MK\}} \) as test function in the variational formulation of that equation, the Poincaré inequality on the mesh element \( K \) and the coercivity of the problem, we obtain
\[
\|v_B - v_{B,H,\{MK\}}\|_{L^2(K)} \leq C \frac{H^2_K}{\alpha_{min}} \|z - \Pi^K_{MK}(z)\|_{L^2(K)} = C \frac{H^2_K}{\alpha_{min}} \|f - \Pi^K_{MK}(f)\|_{L^2(K)},
\]
where the last equality is obtained by subtracting (72) to (71).

**Step 2b.** Inserting (73) in (67), and using there that \( v_B \) is given by (68), we get that
\[
a(u_B - u_{B,H,\{MK\}}, u_B - u_{B,H,\{MK\}}) \leq \sum_{K \in \mathcal{T}_H} H^2_K \|f - \Pi^K_{MK}(f)\|_{L^2(K)} \|f + \text{div}(A\nabla u_{B,H,\{MK\}})\|_{L^2(K)}.
\]
Since \( f \in H^{\ell_K}(K) \) for some integer \( \ell_K \geq 0 \) satisfying \( \ell_K \leq \overline{\ell} \), we know from Lemma 13 that
\[
\|f - \Pi^K_{MK}(f)\|_{L^2(K)} \leq C(\overline{\ell}) \frac{H^\min(\ell_K, M_K+1)}{M^\ell_K^K} \|f\|_{H^{\ell_K}(K)}
\]
with \( C(\overline{\ell}) = \max_{0 \leq \ell \leq \overline{\ell}} C_\ell \), where \( C_\ell \) is the constant in (31). Inserting (75) in (74) yields
\[
\|u_B - u_{B,H,\{MK\}}\|_E \leq \frac{C}{\sqrt{\alpha_{min}}} \left\{ \sum_{K \in \mathcal{T}_H} H^2_K \frac{H^\min(\ell_K, M_K+1)}{M^\ell_K^K} \|f + \text{div}(A\nabla u_{B,H,\{MK\}})\|_{L^2(K)} \|f\|_{H^{\ell_K}(K)} \right\}^{1/2},
\]
where the right-hand side is explicitly computable, apart from the unknown constant \( C \) (which only depends on \( \overline{\ell} \)).

**Step 3.** Collecting (65) and (76), and using the decomposition (6) of the error, we obtain (24). This concludes the proof of Proposition 10.

38
B The Sobolev spaces $H^{1/2}$ and related interpolation results

For the convenience of the reader, we collect in this short appendix some standard results on the Sobolev spaces $H^{1/2}$ and on related interpolation results that we need for the proof of the a posteriori estimate (24). Such results are classical and we refer e.g. to [10, Section 1], [21, Chapter 1], [23, Section 3], [26, Section 2.3 through 2.8] and [28, Chapter 33].

First we recall the definition, see e.g. [10, Definition B.30], of the $H^s$ space for $0 < s < 1$.

**Definition 20.** Let $0 < s < 1$. For any open domain $\omega \subset \mathbb{R}^n$ and any $u \in L^2(\omega)$, we define the norm

$$\|u\|_{H^s(\omega)}^2 = \|u\|_{L^2(\omega)}^2 + |u|^2_{H^s(\omega)},$$

where

$$|u|^2_{H^s(\omega)} = \int_\omega \int_\omega \frac{|u(x) - u(y)|^2}{|x - y|^{2s+n}} \, dx \, dy,$$

and define the space

$$H^s(\omega) = \{ u \in L^2(\omega), \quad \|u\|_{H^s(\omega)} < \infty \}.$$

In dimension $n = 1$, and if $s > 1/2$, functions in $H^s(\omega)$ are continuous on $\overline{\omega}$, and the injection $H^s(\omega) \subset C^0(\overline{\omega})$ is continuous (see [21, Chapter 1, Theorem 9.8]). Moreover, still in that case ($n = 1$ and $s > 1/2$), and assuming that $\omega = \omega_1 \cup \omega_2 \cup \{z\}$, where $z$ is the intersection point of two segments $\omega_1$ and $\omega_2$, we have

$$u \in H^s(\omega) \quad \text{if and only if} \quad \left\{ \begin{array}{l} u|_{\omega_1} \in H^s(\omega_1), \quad u|_{\omega_2} \in H^s(\omega_2) \\ \text{and } u \text{ is continuous at } z. \end{array} \right.$$

Furthermore, the norm $\| \cdot \|_{H^s(\omega)}$ is equivalent to $\| \cdot \|_{H^s(\omega_1)} + \| \cdot \|_{H^s(\omega_2)}$.

In dimension $n = 1$ and for $0 \leq s < 1/2$, we have

$$u \in H^s(\omega) \quad \text{if and only if} \quad u|_{\omega_1} \in H^s(\omega_1) \text{ and } u|_{\omega_2} \in H^s(\omega_2).$$

Furthermore, the norm $\| \cdot \|_{H^s(\omega)}$ is equivalent to $\| \cdot \|_{H^s(\omega_1)} + \| \cdot \|_{H^s(\omega_2)}$.  

The critical case $s = 1/2$ deserves more attention. Let $\varepsilon > 0$, and denote $\sigma_1$ (resp. $\sigma_2$) the unit vector parallel to $\omega_1$ (resp. $\omega_2$) respectively pointing toward $z$. It holds that

$$u \in H^{1/2}(\omega) \quad \text{if and only if} \quad \left\{ \begin{array}{l} u|_{\omega_1} \in H^{1/2}(\omega_1), \quad u|_{\omega_2} \in H^{1/2}(\omega_2), \\ \int_0^\varepsilon \frac{|u(z - t\sigma_1) - u(z + t\sigma_2)|^2}{t} \, dt < \infty. \end{array} \right.$$

(77)
This definition is independent of $\varepsilon$ (of course provided $\varepsilon$ is small enough so that $z - t\sigma_1 \in \omega_1$ and $z + t\sigma_2 \in \omega_2$ for any $t \in (0, \varepsilon)$). We emphasize that the norms $\| \cdot \|_{H^{1/2}(\omega)}$ and $\| \cdot \|_{H^{1/2}(\omega_1)} + \| \cdot \|_{H^{1/2}(\omega_2)}$ are not equivalent.

We next recall (see [21] Chapter 1, Theorem 11.1) that the set $C_c^\infty(\omega)$ of smooth functions with compact support in $\omega$ is dense in $H^s(\omega)$ if and only if $s \leq 1/2$.

We now turn to the space $H^{1/2}_{100}(\omega)$ (sometimes called the Lions-Magenes space, see [28] Chapter 33), which is formally the space of functions in $H^{1/2}(\omega)$ which can be extended by zero and remain of regularity $H^{1/2}$. Restricting our presentation to the case $\omega = (0, 1)$, and following [21] Chapter 1, Theorem 11.7], we introduce

$$H^{1/2}_{100}(\omega) = \left\{ u \in H^{1/2}(\omega), \quad \frac{u}{\sqrt{x(1-x)}} \in L^2(\omega) \right\},$$

with the norm

$$\| u \|_{H^{1/2}_{100}(\omega)} = \left( \| u \|_{H^{1/2}(\omega)}^2 + \left\| \frac{u}{\sqrt{x(1-x)}} \right\|_{L^2(\omega)}^2 \right)^{1/2}.$$

Note that the function $x \in (0, 1) \rightarrow x(1-x)$ is positive on $\omega$ and vanishes at the end-points of $\omega$ with a non-trivial derivative. The space $H^{1/2}_{100}(\omega)$ is strictly contained in $H^{1/2}(\omega)$. This definition is consistent with (77) in the sense that, if $u \in H^{1/2}_{100}(\omega)$, then the extension $\overline{u}$ of $u$, defined say on $(-1, 2)$ by $\overline{u} = u$ on $\omega = (0, 1)$ and $\overline{u} = 0$ elsewhere, indeed belongs to $H^{1/2}(-1, 2)$. Conversely, if $\overline{u} \in H^{1/2}(-1, 2)$, then $u$ belongs to $H^{1/2}_{100}(\omega)$.

We now turn to interpolation properties.

**Lemma 21** (see Theorem 5.1 of Chapter 1 of [21]). Let $(\mathcal{X}, \mathcal{Y})$ be a couple of separable Hilbert spaces with $\mathcal{X} \subset \mathcal{Y}$, such that $\mathcal{X}$ is dense in $\mathcal{Y}$ and such that the injection from $\mathcal{X}$ to $\mathcal{Y}$ is continuous. Let $(X, Y)$ be another couple of Hilbert spaces with analogous properties. Denote by $\mathcal{L}(X, \mathcal{X})$ the set of linear continuous operators from $X$ to $\mathcal{X}$, and likewise for $\mathcal{L}(Y, \mathcal{Y})$. Let $\pi$ be an operator satisfying $\pi \in \mathcal{L}(X, \mathcal{X}) \cap \mathcal{L}(Y, \mathcal{Y})$. Then, for all $0 < \theta < 1$, we have

$$\pi \in \mathcal{L}([X, Y]_\theta, [\mathcal{X}, \mathcal{Y}]_\theta),$$

where the interpolated space $[X, Y]_\theta$ is defined in [21] Chapter 1, Definition 2.1.

It is then well-known that, for any open domain $\omega \subset \mathbb{R}^n$ and any $0 < s < 1$, one can define $H^s(\omega)$ by interpolation as $[H^1(\omega), L^2(\omega)]_s$.

Furthermore, for any $0 < s < 1$ with $s \neq 1/2$, we have $[H^1_0(\omega), L^2(\omega)]_s = H^s_0(\omega)$ (see [21] Chapter 1, Theorem 11.6), where $H^s_0(\omega)$ is the closure of $C_c^\infty(\omega)$ for the $H^s$-norm (we recall, as pointed out above, that $H^s_0(\omega) = H^s(\omega)$ for any $0 < s \leq 1/2$ and that $H^s_0(\omega)$ is a strict subset of $H^s(\omega)$ for any $1/2 < s < 1$).
The case $s = 1/2$ is again critical. For this value, we have $[H^1_0(\omega), L^2(\omega)]_{1/2} = H^{1/2}_0(\omega)$ (see [21, Chapter 1, Theorem 11.7]), which is a strict subset of $H^{1/2}_0(\omega) = H^{1/2}(\omega)$.
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