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Abstract

Inference and forecast problems of the nonlinear dynamical system have arisen in a variety of contexts. Reservoir computing and deep sequential models, on the one hand, have demonstrated efficient, robust, and superior performance in modeling simple and chaotic dynamical systems. However, their innate deterministic feature has partially detracted their robustness to noisy system, and their inability to offer uncertainty measurement has also been an insufficiency of the framework. On the other hand, the traditional state-space model framework is robust to noise. It also carries measured uncertainty, forming a just-right complement to the reservoir computing and deep sequential model framework. We propose the unscented reservoir smoother, a model that unifies both deep sequential and state-space models to achieve both frameworks’ superiorities. Evaluated in the option pricing setting on top of noisy datasets, URS strikes highly competitive forecasting accuracy, especially those of longer-term, and uncertainty measurement. Further extensions and implications on URS are also discussed to generalize a full integration of both frameworks.
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1. Introduction

In this article we develop a integration of reservoir computing (more generally, deep sequential model) framework with the state-space model framework. The attempt to integrate the two framework is meaningful, as the integration lies at the intersection of both parental frameworks, achieving superiority of forecast, control of chaos (Jensen and Tufte, 2017), noise robustness, and uncertainty quantification.

Reservoir computing (Jaeger, 2002; Jaeger and Haas, 2004; Maass and Sontag, 2000; Maass et al., 2002; Crook, 2007; Verstraeten et al., 2007) denotes a family of recurrent neural network (RNN) models where the recurrent part is kept fixed and is either generated randomly or based on custom topologies to facilitate information flow (Jaeger et al., 2007; Lukoševičius and Jaeger, 2009; Scardapane and Wang, 2017; Rodan et al., 2017). Due to the fact that only the readout mapping function is trained, training of RC is generally more stable and faster than training other RNNs such as Long Short Term Memory networks (LSTMs). The recurrence structure in RC is determined by two mappings, namely a reservoir evolution mapping $g : \mathbb{R}^N \times \mathbb{R}^n \rightarrow \mathbb{R}^N$ where $n, N \in \mathbb{N}$, and a reservoir readout (output) mapping $f : \mathbb{R}^N \rightarrow \mathbb{R}$ that can be thought of as transforming (or filtering)
an infinite discrete-time input \( \mathbf{u} = (\ldots, \mathbf{u}_{-1}, \mathbf{u}_0, \mathbf{u}_1, \ldots) \in (\mathbb{R}^n)^\mathbb{Z} \) into an output signal \( \mathbf{y} \in \mathbb{R}^\mathbb{Z} \). An expression using the state-space transformation is given by:

\[
\begin{align*}
\theta_t &= g(\theta_{t-1}, \mathbf{u}_t) \\
y_t &= f(\theta_t)
\end{align*}
\]  

(1)

Although very similar to RNN family, the evolution function \( g \) is not trained via gradient-based methods. Only the readout function \( f \) will be trained. Despite this strong architectural simplification, the recurrent part of the model (the reservoir) is always set to higher dimensions in order to provide a very rich pool of dynamic features, which are suitable for solving a large variety of task, and RC models have already demonstrated excellent performance in many fields, including time series forecasting (see Bianchi et al. (2015a), Bianchi et al. (2015b), Deihimi and Showkati (2012), Li et al. (2012), Shi and Han (2007)) process modelling (Rodan et al., 2017), and speech analysis (Trentin et al., 2015). In machine learning, due to the discrete time system, RC techniques were originally introduced under the name of Echo State Network (ESN). Studies have shown superiorities of the network in modeling complex yet lower dimensional nonlinear dynamical system. Pathak et al. (2018) has demonstrated that ESN is able to precisely forecast the chaotic Kuramoto-Sivashinsky dynamical system within 8 Lyapunov times. However, though chaotic, the system is yet deterministic, while the synthetic data generated is essentially “noise free”. Thus, ESN’s performance on stochastic dynamical system, especially those with greater and time-varying noise, is still of doubt and less professionally studied. Not surprisingly, in reality, this deterministic model is not robust performance to time-varying noise (Skowronski and Harris, 2007). An intuitive explanation would be that the gradient based learning mechanism of ESN treats all the output samples \( \mathbf{y}_t \) with identical weights. However, the time-varying irreducible noise \( \epsilon_{ir}^t \) can be big enough at some timesteps \( t \) to deviate and dominate the induced gradient, thus leading parameter learning to an sub-optimal direction. Hence, we are interested in seeking a solution that remedies RC’s susceptibility to noise.

On the other side, the traditional state space models like Kalman filters (Kalman, 1960), dynamic linear models (DLMs) (Hodges et al., 1991) and their numerous extensions ((Ljung, 1979),(Wan et al., 2000)) have been utilized for probabilistic inference in time series analysis. This general class of state-space models has been very successful for modeling and offering uncertainty quantification for linear or non-linear stochastic systems. Furthermore, for a generalized Kalman filter, its state-space representation can be expressed as

\[
\begin{align*}
\theta_t &= g(\theta_{t-1}, \mathbf{u}_t, \mathbf{W}_t) \\
y_t &= f(\theta_t, \mathbf{x}_t, \mathbf{V}_t)
\end{align*}
\]  

(2)

Where \( \mathbf{W}_t, \mathbf{v}_t \) are respectively evolution uncertainty random variable and output observation uncertainty random variable.

Comparing Equation 1 and Equation 2, the similarity is obvious. This arouses the interest to unify both frameworks to seek for an robust integration that shares good properties of its two parental frameworks—that is, while preserving RC’s richness of dynamics and its control-able weight initialization to modulate system’s of chaotiveness (Jaeger, 2010) through the reservoir spectral radius, the integration should also be robust to system noise and also offers superior uncertainty quantification. Furthermore, due to the proximity of RC and deep sequential models (such as RNN family), such integration can be potentially generalized to more sophisticated deep learning modules such as LSTM (Doerr et al., 2018) and other gated or attention-based network structures. Thus, it is of great interest to investigate the feasibility and technical details of such integration. Furthermore, to meet the need of study the integrated model’s behavior on noisy time-series, we designate option pricing as the ideal setting to establish a comprehensive study, due to the innate noisiness of option datasets.
Our work’s contributions are two fold:

1. We present the unscented reservoir smoother (URS), a methodology that offers both uncertainty quantification and rich dynamics in modeling highly noisy data. A comprehensive study on URS’ behaviour on synthetic data and forecasting performance testing on real world option data are included, showing that URS functions more superior than its competitors.

2. We take the gist of URS as building blocks to explore possible extensions of the model. In the end, we are able to demonstrate the potential of fully integrating sequential deep learning model framework and the state-space model framework.

The remainder of the paper is structured as follows. Section 2 presents commons used notations in the rest of the paper. Section 3 introduces the case background, including necessary technicality in the discipline and its connection to the modeling process. Section 4 formulates the integrated model step-by-step, whereas Section 5 provides discussion of inference methodologies on the formulated model. The rest are experiments. In Section 6 and Section 7 we present model evaluation on synthetic data and real-world data, respectively. Lastly, in Section 8 we present possible extensions to our study and its generalizations.

2. Notation

| Notation | Definition |
|----------|------------|
| $\mathcal{N}(\mu, \sigma^2)$ | Normal distribution with mean $\mu$ and variance $\sigma^2$ |
| $\mathcal{N}(\mu, \Sigma)$ | Multivariate normal distribution with mean $\mu$ and covariance $\Sigma$ |
| $P, E, V$ | Probability, expectation, and variance |
| $G$ | Reservoir state evolution matrix |
| $G_{in}$ | Reservoir input matrix |
| $b$ | Reservoir mean-shift bias |
| $\tau$ | Reservoir activation function |
| $g$ | Reservoir state evolution function |
| $f$ | Reservoir output function; Black-Scholes formula; See Equation 3 |
| $\Xi(X)$ | Unscented transformation of $g$ on random variable $X$ |
| $\Psi(X)$ | Unscented transformation of $f$ on random variable $X$ |
| $y_i$ | The $i^{th}$ Observable Output at timestep $t$; Option Price |
| $D_t$ | $D_t := \{y_1, y_2, \ldots, y_t\}$ observable output up to $t$ |
| $D_T$ | $D_T := \{y_1, y_2, \ldots, y_T\}$ where $T$ is the last observable timestep |
| $m_t, C_t$ | Posterior mean and variance of filtered latent state: $P(\theta_t|D_t)$ |
| $m^*_t, C^*_t$ | Smoothed mean and variance latent state: $P(\theta_t|D_T)$ |

Table 1: Notation of frequently used parameters

A list of frequently appearing notations including their corresponding definitions are included in Table 1. Other notations and definitions will be introduced in relevant paragraphs.
3. Case Background

Our objective in this study is to integrate the versatility of reservoir computing and the probabilistic state-space framework to extract latent temporal feature from highly noisy non-linear dynamical systems. We will also run model on real world dataset to test model robustness against high noise. Option data is an ideal candidate, due to its extreme noisiness and the fact that its observable data are calculated from a certain latent volatility process.

3.1 Option

Options are derivatives that links to a particular asset. An option is essentially a contract made jointly by the seller and the buyer of the option, specifying an exercise date (Maturity Date), on which the buyer of the option has the right to either buy (call) or sell (put) the linked asset at a pre-specified price (Strike Price). There are 2 different option styles, American and European. An American style option gives the right to the buy side of the option to exercise the option anytime from the purchase date of the option to its maturity date. A European style option, however, limits the buy side of the option to exercise the option only on maturity date. Due to the fact that an option is a derivative to an asset, the value of the option depends on various aspects of the asset, including its risk free rate $r$, spot price $p_t$ and volatility $\sigma^2$. Besides, option prices are also affected by the pre-determined option parameters including strike price $K$ and maturity date $T$. Among these all necessary parameters, all but asset volatility are observable. Volatility, however, needs to be inferred from data using distinctive methodologies, therefore leading to potential huge discrepancies on pricing results on the commensurate option. Such discrepancies on option prices are furthermore recorded into market history data, introducing considerable noise that harshly interferes future statistical inference on instantaneous volatility. We’re therefore interested in formulating a model robust and effective in extracting and forecasting volatility trajectory patterns from the highly noisy real-world option market data.

3.2 Option Pricing: Black-Scholes Model

Black and Scholes (1973) proposed the Black-Scholes Model which gives a theoretical estimate of European-style option price from the parameters stated in the Section 3.1. The model proposes a stochastic partial differential equation, commonly known as the Black-Scholes equation, which describes the instantaneous option price over time:

$$\frac{\partial y}{\partial t} + \frac{1}{2} \sigma^2 p^2 \frac{\partial^2 y}{\partial p^2} + rp \frac{\partial y}{\partial p} - ry = 0$$

Where $y$ is the asset’s spot price; $\sigma^2$ is the asset volatility; and $r$ is the risk free interest rate. Black-Scholes formula, on the other hand, is a closed-form evaluation of the partial differential equation above, providing a direct mapping from 5 parameters to the price of call option. The Black-Scholes formula is listed below

$$y = f(p_t, r, \sigma^2, T, K) = p_t \Phi(d_+) - \Phi(d-) Ke^{-rT}$$

$$d_+ = \frac{1}{\sigma \sqrt{T}} \left[ \ln \left( \frac{p_t}{K} \right) + \left( r + \frac{\sigma^2}{2} \right) T \right]$$

$$d_- = \frac{1}{\sigma \sqrt{T}} \left[ \ln \left( \frac{p_t}{K} \right) + \left( r - \frac{\sigma^2}{2} \right) T \right]$$

(3)

Where

- $p_t$ is the spot price of the underlying asset at time $t$. 
• $r$ is the risk free interest rate.
• $\sigma^2$ is quadratic of the volatility of the underlying asset.
• $K$ is the strike price of the call option.
• $T$ is the maturity time since $t$ of the option.
• $\Phi(\cdot)$ is cumulative distribution function of standard normal distribution.

Black-Scholes formula offers pricing only for call option, whereas the corresponding put option price is calculated using the Put-call parity (Stoll, 1969) equation to ensure absence of potential arbitrage in the market. The Put-call parity equation is out of the scope of our study’s interest and focus.

Notice that Black-Scholes formula only incorporate constant $r$ risk free rate and constant $\sigma^2$ volatility, the Black-Scholes is constructed upon strong assumptions. First, the model assumes that the asset holds a constant risk-free return, which is the risk-free rate $r$; Second, the model assumes asset price to follow a geometric Brownian motion. Therefore, the log return of the asset is a random walk process with constant variance. To this reason, standard deviation of the asset’s log price process, commonly known as volatility $\sigma$, is also assumed to be constant.

In the real world situation, Black-Scholes formula including its related extensions are still widely considered for pricing an option. However, as $\sigma^2$ is not latent and unobserved, an estimated or implied volatility $\hat{\sigma}^2$ must be calculated from past asset price data or past option data. However, the inferred $\hat{\sigma}^2$ and actual risk free rate $r$ need not be constant over time. Due to this reason, pricing models needs to constantly reprice the option by utilizing updated $\hat{\sigma}^2$ and $r$. But even so, to price using Black-Scholes is to acquiesce a constant volatility and risk free rate of that asset since the pricing timestep. Due to this insufficiency of Black-Scholes and other reasons such as volatility smile of an asset, real world market data need not strictly obey Black-Scholes formula, as the pricing data might be resulted from calibrated volatility or option price. Such nuance can harshly impact how we conduct real world data model comparison. Details will be further discussed in Section 7.3

To break the strong assumptions made by Black-Scholes model, rough stochastic models such as the Heston model (Heston, 1993), see Equation 4, which breaks the constant volatility process assumption by introducing a rough CIR volatility process to replace that (Cox et al., 1985), are further proposed. Such models have the ability to achieve better pricing results if inference of parameters used in stochastic partial differential equations are conducted properly. However, we decided to stick with Black-Scholes formula the pricing function, though implementing more complex stochastic volatility pricing functions may help improve the result of our model. This is for the purpose of simplicity and concentrate on comparing our model’s performance on filtering, inferring, and forecasting latent volatility process to that of others.

\[
\begin{align*}
    dp_t &= \mu p_t dt + \sqrt{v_t} p_t dW^{(p)}_t \\
    dv_t &= \kappa (\theta - v_t) dt + \xi \sqrt{v_t} dW^{(v)}_t \\
    dW^{(p)}_t W^{(v)}_t &= \rho dt
\end{align*}
\]  

4. Model Formulation

We first want to formulate a complete filtering of nonlinear dynamical system problem in the context of our case study. From market data, we observe a series of option price vectors $y_t$. Each vector $y_t$ is comprised of the top $I$ most traded options $y^{(i)}_t, i \in \{1, 2, \ldots I\}$ quotes on day $t$. The value of $y^{(i)}_t, \forall i \in$
1, 2, ..., I is determined by Black-Scholes formula with ulterior parameters $r_t, v_t, p_t, K_t^{(i)}, T_t^{(i)}$ with stated meaning in the previous Section 3.2

\[
y^{(i)}_t = f(p_t, r_t, \sigma_t^2, T_t^{(i)}, K_t^{(i)}) = p_t \Phi(d_+) - \Phi(d_-) K_t^{(i)} e^{-r_t T_t^{(i)}}
\]

\[
d_+ = \frac{1}{\sigma_t \sqrt{T_t^{(i)}}} \left[ \ln \left( \frac{p_t}{K_t^{(i)}} \right) + \left( r_t + \frac{\sigma_t^2}{2} \right) T_t^{(i)} \right]
\]

\[
d_- = \frac{1}{\sigma_t \sqrt{T_t^{(i)}}} \left[ \ln \left( \frac{p_t}{K_t^{(i)}} \right) + \left( r_t - \frac{\sigma_t^2}{2} \right) T_t^{(i)} \right]
\]

Among the 5 parameters, volatility $\sigma_t$ is then computed from a latent reservoir state vector $\theta_t$ via function $h$. Finally, the $\theta_t$ is updated from the state of the previous timestep $\theta_{t-1}$ together with a input control vector $u_t$ via a predetermined function $g$.

Above summarizes the model structure, which is essentially a state-space model filtering of dynamical system problem. The formal model is defined as below, where the state evolution function $g$ is modeled by an echo state neural network, observation output function $f$ is modeled by the Black-Scholes formula, and the probabilistic setting fits into the unscented Kalman filter framework.

\[
u_t \sim \mathcal{N}(0, \nu)
\]

\[W_t \sim \mathcal{N}(0, W)
\]

We will proceed into the discussion of echo state neural network and unscented Kalman filter (UKF) respectively to formulate each part of our formal model, backed with relevant definitions and derivations in the rest of this section. Methodologies of parameter inference and training algorithm will be further discussed and displayed in Section 5.

### 4.1 Echo State Neural Network

**Echo state neural network (ESN)** (Jaeger (2002), Jaeger et al. (2007)) is a reservoir computing approach (Jaeger and Haas (2004), Maass and Sontag (2000), Maass et al. (2002), Crook (2007), Verstraeten et al. (2007), Lukoševičius and Jaeger (2009)) capable of generating non-linear system of dynamics. The most simple ESN implements the following transition and output functions:

\[
\theta_t = g(\theta_{t-1}, u_t)
\]

\[
tau(x) = \frac{1}{1 + e^{-x}}
\]
Traditionally, function $\sigma$ is default set to tanh function (Jaeger, 2010). However, we’re setting the activation to be logistic function due to the fact that volatility lies in the range of $(0, 1)$. We will first discuss weight initialization design to ensure the *echo state property* (ESP) (see Jaeger (2010), Manjunath and Jaeger (2013)) in Section 4.1.1, and will then further discuss design of function $h$, activation function $\tau$, weight initialization of $G_{in}$, and other components in the echo state neural network in Section 4.1.2.

4.1.1 Echo State Property

An ESN relies on a reservoir evolution function $g$ that must satisfies the echo state property (ESP) to vanish long-term state initialization memory. To establish echo state property, the input control sequence $u_{1:t}$ and reservoir state $\theta_t$ should lie in compact domains:

$\sigma(G\theta_{t-1} + G_{in}u_t^2)$

$f(\theta_t)$

$u_t$

$\theta_t$

$y_t$

Figure 1 A typical echo state neural network structure. In the most fundamental ESN structure, direct output function from input $u_t$ and feedback mapping from $y_t$ are not included.

**Definition 1** Given a nonlinear dynamical systems equipped with transition function $\theta_t = g(\theta_{t-1}, u_t)$, where $u_t \in U$, $\forall t \in \mathbb{N}$ is the control input sequence that lies in a compact domain $U$. If all admissible hidden state $\theta_t \in H$, $\forall t \in \mathbb{N}$, where $H$ is compact, the system is said to satisfy standard compactness conditions.

An alternative way of phrasing the definition is that, whenever the system starts, for instance at step $t'$, $\theta_t \in H$, and $\forall u_{t+1} \in U$, the projected state space estimate $\theta_{t+1} \in U$. Namely, the system state is closed under evolution function $g$.

**Definition 2** Given a Recurrent Neural Network equipped with transition function $g$ that satisfies the standard compactness condition. If the state $\theta_t$ is computed solely on $\theta_{t-1}$ and $u_t$ (i.e. $g$ takes in only $\theta_{t-1}$, $u_t$ as the 2 parameters). Furthermore, if $\theta_t$ is uniquely determined by any left-infinite input sequence $u_{[-\infty:t]}$, and then network satisfies echo state property.

To rephrase definition 2, we consider a network with with transition $g$ that only takes in $\theta_{t-1}, u_t$ as input. The echo state property is satisfied only if and only if given any fixed left-infinite control input sequence $u_{[-\infty:T]} \in U$, given any 2 left-infinite state sequence $\theta_{[-\infty:T]}$, $\theta'_{[-\infty:T]}$, where

$\theta_t = g(\theta_{t-1}, u_t)$ \quad $\theta'_t = g(\theta'_{t-1}, u_t)$ \quad $\forall t \leq T \in \mathbb{Z}$
We can deduce \( \theta_t = \theta'_t \). Namely, echo state property is satisfied when an ESN’s long-term state estimate is determined only by the control input sequence. Discrepancy in initialization of state \( \theta'_t \neq \theta_t \) will eventually vanish, leading to \( \lim_{t \to \infty} (\theta'_t - \theta_t) = 0 \). Thus, dynamics generated by echo state neural network satisfying ESP is robust to arbitrary state initialization given a long enough control sequence \( u_{0:t} \), as the system is state forgetting and will eventually wash out errors caused by initialization and contract to a limiting dynamic. Such property aligns with our case background, where the initial different market estimates of volatility will be guaranteed to converge and agree in a long term.

Next, we’re interested in constructing an ESN with ensured ESP. To have ESP, we need to ensure that \( \forall \theta_{[0:t]}, \theta'_{[0:t]} \), the \( l_1 \) norm \( \| \theta_t - \theta'_t \|_{L_1} \to 0 \) as \( t \to +\infty \). Though an equivalent statement as ESP is hard to find, we can place stronger condition to ensure ESP. A generic way to achieve ESP has been proposed by Jaeger in 2010 by limiting the reservoir state evolution matrix to have spectral radius \( \rho < 1 \):

**Proposition 3** (Jaeger, 2010) Consider an echo state neural network with \( \rho(G) < 1 \). Suppose the network’s sigmoidal function is implemented as logistic function

\[
\tau(x) = \frac{1}{1 + e^{-x}}
\]

Then, \( \forall t \in \mathbb{N}, \forall u_{t0:t}, \forall \theta_t \neq \theta'_t \in \mathcal{H} \) compact, we have

\[
\| \theta_{t+1} - \theta'_{t+1} \|_{L_1} = \| g(\theta_t, u_t) - g(\theta'_t, u_t) \|_{L_1} < \| \theta_t - \theta'_t \|_{L_1}
\]

**Proof** It is easy to show that \( \forall a, b, u \in \mathbb{R}, |g(a, u) - g(b, u)| < |a - b| \), as \( \limsup g' = \frac{1}{2} < 1 \). \( g \) is a contraction on \( \mathbb{R} \). Then we can show that for \( \theta \in \mathbb{R}^p \):

\[
\| \theta_{t+1} - \theta'_{t+1} \|_{L_1} = \| \tau(G\theta_t + G_{in}u_{t}^2) - \tau(G\theta'_t + G_{in}u_{t}^2) \|_{L_1} \\
< \| (G\theta_t + G_{in}u_{t}^2) - (G\theta'_t + G_{in}u_{t}^2) \|_{L_1} \\
= \| G(\theta_t - \theta'_t) \|_{L_1} \\
\leq \rho(G) \| \theta_t - \theta'_t \|_{L_1}
\]

Thus, when \( \rho(G) < 1 \), \( \| \theta'_t - \theta'_t \| \) shrinks in the power of \( \rho(G) \). Thus, \( \| \theta'_t - \theta'_t \| \to 0 \)

From the proposition above, it suffices to initialize and adjust the spectral radius to be smaller than 1 to ensure echo state property of the reservoir.

### 4.1.2 Modification to the model

In our case, we’d specify instantaneous volatility to be calculated from \( h(\theta_t) \). Due to identifiability issue and interpretability purposes, we configure \( h \) to take the mean of each entry of \( \theta_t \) to calculate \( \sigma_t \) as the standard deviation representation of volatility. Averaging assigns the equal weight to each dimension of the reservoir dynamics. Therefore, while resolving identifiability issue introduced by approximating the composite of 2 uncertain functions \( h \circ g \), it also help identify the amount of contribution made by each reservoir dynamic \( \theta_{ti} \) by directly comparing the magnitude of \( \theta_{ti} \) at each time step.

\[
h(\theta_t) := \frac{1}{p} \sum_{i=1}^{p} \theta_{ti} = \sigma_t
\]

As mentioned previously, all sigmoidal functions can be used for reservoir activation. However, a nonlinear activation should have function range that matches the targeting value range. With \( h \)
already specified, we understand that $\forall i \in 1, 2, \ldots, p, \theta_{ti} > 0$ is a requirement as the volatility $\sigma_t$ is a positive value. Furthermore, annualized volatility wouldn’t be larger than 1 (100%). Therefore, all the potential value lies in the admissible state space given the logistic activation function.

Besides, we’re interested in ensuring the stability along $\theta_t$ process when mapping $\theta_t \in (0, 1)$ to $\theta_{t+1}$ using function $g$. Unfortunately, the dynamical system requires more than $G, G_{in}$ to ensure stability. For instance: instantaneous volatility ranges around 0.1 to 0.2. Mapping $\theta_t \in (0, 1)$ to $\theta_{t+1} \in (0, 1)$ is non-feasible without a mean-shift for the function, as the $g((0, 1)) \cap (0, 1) = \emptyset$. Thus, a negative mean-shift bias should be applied within the logistic function to not harm ESP, while shifting the logistic function to along $x$-axis to the negative side, therefore ensures a “domain-range match” of the reservoir state space.

Finally, a reasonable scaling factor of $G_{in}$ should be explored in order to efficiently conduct further parameter inference. For example, in our case, the daily return of an SP500 index is usually within the level of $10^{-2}$. Furthermore, due to the positive relation between quadratic of return and volatility, we use quadratic of $u_{t}^2$ instead of $u_t$ as input (as already shown above in Equation 6) Taking quadratic leads to a diminutive variation within the input control sequence, leaving its control impact on the model system very weak. Therefore, either a scaling on $u_t^2$ or $G_{in}$ or both need to be applied. Although an arbitrary scaling empirically won’t harm the system’s echo state property, but a reasonable scaling will significantly boost efficiency for the parameter inference step, which includes the gradient based generalized EM algorithm.

Therefore, the finalized state evolution function is as follows. Detailed weight initialization procedure is described in Algorithm 1 (Lukoševičius 2012).

$$\theta_t = g(\theta_{t-1}, u_t) = \tau(G\theta_{t-1} + G_{in}u_t^2 + b)$$

$$\tau(x) = \frac{1}{1 + e^{-x}}$$

**Algorithm 1**: Weight initialization for ESN reservoir

**Result**: A short algorithm of initializing reservoir weights with insured echo state property.

- Through empirical experiments, parameters are recommended to be set to $\eta_1 = 0.97, \eta_2 = 0.85, \mu = -2, \epsilon = 1$.
- **Initialize**: weight of $G, G_{in}$ randomly;
- **Calculate**: the spectral radius $\rho$ of $G$;
- **Set**: $G := \eta_1 G/\rho$, where $\eta_1 < 1$ is the evolution shrinkage factor;
- **Set**: $G_{in} := \eta_2 G_{in}$, where $\eta_2 < 1$ is the input shrinkage factor;
- **Initialize**: $b \sim N(\mu, \epsilon I)$;
- **Return**: $G, G_{in}, b$

### 4.2 Unscented Kalman Filter

ESN is a deterministic modeling process, apart from potentially training with noise-added feedback from output (Jaeger, 2005). To provide further uncertainty measurement for latent reservoir states $\theta_t$, we seek to cast ESN framework into the Bayesian Kalman filter framework. This will offer filtered and smoothed uncertainty measurements and also increase learning robustness to in-sample error to improve robustness to noise (Agamennoni et al. 2011). Equation 8 proposes a generalized state-space model framework with not necessarily linear evolution function, where $u_t$ is the input...
control sequence, and $o_t$ are exogenous configuration parameters for function $f$, providing extra variability in the output function.

$$\begin{align*}
\theta_t &= g(\theta_{t-1}, u_t, W_t) \\
y_t &= f_o(\theta_t, o_t, \nu_t) \\
W_t &\sim \mathcal{N}(0, W) \\
\nu_t &\sim \mathcal{N}(0, v)
\end{align*}$$

(8)

By close observation, we found that in general, the reservoir computing framework can be cast into the Kalman filtering framework. Due to this similarity, uncertainty quantification and Bayesian update mechanism could be incorporated into the original deterministic modeling and predicting procedure. This will benefit the deterministic ESN model in 3 ways:

1. Robustness to noisy data: the ESN approach itself tune model parameters by minimizing equally weighted error induced by all training samples. However, due to the fact that output observation $y_t$ are generated from noisy and several biased reservoir states estimate $\hat{\theta}_t$, there can be drastic variation of irreducible error $\epsilon_t^{(ir)}$ within all the output $y_t$. Suppose that the irreducible error $\epsilon_t^{(ir)}$ dramatically increase in some $y_t$ for some $t$, information drawn from $y_t$ should acquire less weight in influencing the model parameter, as higher $\epsilon_t^{(ir)}$ indicates higher uncertainty of information that could be drawn from this timestep. However, deterministic MSE assigns identical weight to all time steps. This can impair learning. Moreover, bigger $\epsilon_t^{(ir)}$ usually leads to more biased $y_t$. Therefore equal weighting of $y_t$ will introduce more learning error in adjusting the model parameter and results in more biased parameter estimate. Thus, modeling and learning should incorporate mechanism in self-adjust learning weight. Bayesian prior and posterior update mechanism from Kalman filter framework is a solution in achieving the desired property, as the update incorporate data precision (inverse of sample variance) from $y_t$ to measure “credibility”, therefore adjust the learning weight correspond to it. Informally and intuitively speaking, Kalman filter framework enables the ESN to learn from some “credible” $y_t$ output, while “doubt” the those $y_t$ output that are more uncertain. This is further discussed in Section 4.2.2.

2. Potential for online learning: unlike deterministic ESN that requires fitting output linear weight every time the next timestep measurement is collected, Kalman filter can adjust future prediction simply via updating the reservoir state estimate through prior posterior update. Furthermore, by applying joint Kalman filter, $G, G_{in}$ can simultaneously updated with $\theta_t$. This enables this model to learning online. Details will be described in Section 5.2.

3. Uncertainty measurement: the Kalman filter framework offers interval estimate of observed states and also predicted state. This shed light on uncertainty of the volatility process $\sigma_t$.

To formally cast the reservoir into the Kalman filter framework, we finalizes the model as follows:
\[ u_t = \left[ \frac{p_t - p_{t-1}}{p_{t-1}}, \frac{p_{t-1} - p_{t-m}}{p_{t-m}}, \ldots, \frac{p_{t-m-1} - p_{t-1}}{p_{t-1}} \right] \]

\[ \theta_t = g(\theta_{t-1}, u_t, W_t) \]

\[ \sigma_t = h(\theta_t) \]

\[ y_t^{(i)} = f_t^{(i)}(p_t, r_t, \sigma_t^2, T_t^{(i)}, K_t^{(i)}) + \nu_t \]

\[ g(\theta_{t-1}, u_t, W_t) = \tau(G\theta_{t-1} + G_{\text{int}}u_t + b) + W_t \]

\[ h(\theta_t) = \frac{1}{\lambda} \sum_{i=1}^{2\lambda} \beta_{ti} \]

\[ f_t^{(i)}(p_t, r_t, \sigma_t^2, T_t^{(i)}, K_t^{(i)}) = \text{Equation 5} \]

\[ W_t \sim \mathcal{N}(0, W) \]

\[ \nu_t \sim \mathcal{N}(0, v) \]

4.2.1 Unscented Transform

The mechanics of Kalman filtering (Kalman (1960), West et al. (1999)) requires the predicted prior state distribution to be Gaussian. In a classical Kalman filter setting, as state transformation is linear, the Gaussian identity of distribution \( \theta_t | D_t \) will be preserved under the transformation. However, under nonlinear transformation, such Gaussian identity is not preserved and therefore stops the Kalman filtering procedure. Thus, it is needed to find a Gaussian distribution that well approximate the transformed distribution. An computational effective yet relatively precise method is unscented transform.

The unscented transformation (UT) (Wan and Van Der Merwe (2000), Wan and Van Der Merwe (2000), Julier and Uhlmann (2004)) approximates a nonlinear-transformed random variable using Gaussian distribution by tracking a set of sigma points along the transformation. Consider a \( p \) dimensional multivariate Gaussian Distributed random variable \( \theta_t \) undergoes nonlinear transformation \( g \)

\[ \theta_t \sim \mathcal{N}(\mu_t, C_t) \]

\[ \theta_{t+1} = g(\theta_t) \]

Then, the optimal set of \( 2p + 1 \) sigma points \( \{ \mathcal{P}_0, \mathcal{P}_1, \ldots, \mathcal{P}_{2p} \} \) required to estimate the targeting distribution \( \theta_{t+1} \) are calculated based on distribution mean and covariance of \( \theta_t \). Among which, the first sigma point is selected to be the mean of \( \theta_t \), and the rest branches around the mean as defined below. Here, the foot note \([i, :]\) denotes the \( i^{\text{th}} \) row of the matrix.

\[ \mathcal{P}_0 = \mu_t \]

\[ \mathcal{P}_i = \mu_t + \left( \sqrt{(p + \lambda)C_t} \right)_{[i,:]} \quad i \in \{1, \ldots, p\} \]

\[ \mathcal{P}_i = \mu_t - \left( \sqrt{(p + \lambda)C_t} \right)_{[i,:]} \quad i \in \{p + 1, \ldots, 2p\} \]

Then, each sigma point is assigned with a pair of weights, one for calculating transformed mean, \( \mathcal{W}_{(m)} \), while the other for calculating transformed covariance, \( \mathcal{W}_{(c)} \).

\[ \mathcal{W}_{(m)}^{(i)} = \frac{\lambda}{(p + \lambda)} \]

\[ \mathcal{W}_{(c)}^{(0)} = \frac{\lambda}{(p + \lambda)} + (1 - \alpha^2 + \beta) \]

\[ \mathcal{W}_{(m)}^{(i)} = \frac{1}{2(p + \lambda)} \quad i = 1, \ldots, 2p \]

\[ \mathcal{W}_{(c)}^{(i)} = \frac{1}{2(p + \lambda)} \quad i = 1, \ldots, 2p \]
In the expression above, $\lambda$, $\alpha$, $\beta$ are hyper-parameters. $\lambda$ denotes the scaling of sigma points. A typical way of setting these parameters has been proposed by Wan and Van Der Merwe (2000) that $\lambda = \alpha^2(p + \kappa) - p$, $\alpha = 0.001$, $\kappa = 0$, and $\beta = 2$. We follow their suggested practice for initialization. Then, each sigma points is transformed by function $g$, and the transformed random variable’s mean and covariance can be estimated as follow:

$$Q_i = g(P_i)$$
$$E[\theta_{t+1}] = \sum_{i=0}^{2p} \mathcal{W}_i^{(m)} Q_i$$
$$\nabla[\theta_{t+1}] = \sum_{i=0}^{2p} \mathcal{W}_i^{(c)} (Q_i - E[\theta_{t+1}]) (Q_i - E[\theta_{t+1}])^T$$

Unscented transform is an efficient algorithm to approximate a transformed random variable by a Gaussian random variable. When applying reservoir computing in an Bayesian framework, the large number of parameter to be inferred makes consistent sampling approach such as particle filter computationally expensive. Thus, unscented transform places a good balance between estimation precision and computation.

4.2.2 Forward Filtering

Unscented forward filtering shares similar procedure as that of Kalman filter. Denote $D_t$ as all the information carried by $\{y_1, y_2, \cdots, y_t\}$. The model make prediction on next step latent state $\theta_{t+1}\mid D_t$ based on current posterior distribution of $\theta_t\mid D_t$ via unscented transform.

$$\theta_t\mid D_t \sim \mathcal{N}(m_t, C_t)$$
$$g(\theta_t\mid D_t) \approx \Xi(\theta_t\mid D_t)$$
$$\sim \mathcal{N}(\Xi_\mu(\theta_t\mid D_t), \Xi_\Sigma(\theta_t\mid D_t))$$
$$\theta_{t+1}\mid D_t = \mathcal{N}(\Xi_\mu(\theta_{t+1}\mid D_t), \Xi_\Sigma(\theta_{t+1}\mid D_t) + W)$$
$$= \mathcal{N}(a_{t+1} , R_{t+1})$$

Here, $\Xi$ denotes the unscented transform that approximates $g$, the reservoir state evolution function. Then, output distribution $y_{t+1}\mid D_t$ is again estimated using Unscented transform of $f$.

$$\theta_{t+1}\mid D_t \sim \mathcal{N}(a_{t+1} , R_{t+1})$$
$$\sigma_{t+1}\mid D_t \sim \mathcal{N}(\frac{a_{t+1} - \sum_i R_{t+1}^i}{p^2})$$
$$f(\sigma_{t+1}\mid D_t) = \Psi(\sigma_{t+1}\mid D_t)$$
$$\sim \mathcal{N}(\Psi_\mu(\sigma_{t+1}\mid D_t), \Psi_\Sigma(\sigma_{t+1}\mid D_t))$$

Therefore, we can perform Bayesian update by

$$P(\theta_{t+1}\mid D_{t+1}) = \frac{P(\theta_{t+1}\mid D_t) \prod_{i=1}^k P(y_{t+1,i}\mid \theta_{t+1}, D_t)}{\prod_{i=1}^k P(y_{t+1,i}\mid D_t)}$$
$$\propto P(\theta_{t+1}\mid D_t) \prod_{i=1}^k P(y_{t+1,i}\mid \theta_{t+1}, D_t)$$

Where the prior and likelihood are both normal distribution. Notice that during normal-normal update, the inverse of prior variance $\nabla[\theta_{t+1}\mid D_t]^{-1}$ and the observed inverse of data quadratic deviation from mean $(y_{t+1,i} - E[y_{t+1,i}\mid \theta_{t+1}, D_t])^{-2}$ are represented as “weights” to calculate weighted
average of the prior mean $\mathbb{E}(\theta_{t+1}|D_t) = a_{t+1}$ and observed data mean. Therefore, when irreducible error $\epsilon_{t+1}^{(i)}$ is high, the latter is low, meaning a less weight on data observation and therefore less information drawn from $y_{t+1,i}$. Thus, latent process $\theta_{t+1}$ remains inert to be deviated from $y_{t+1,i}$.

Different from of extended Kalman filter, unscented Kalman filter’s complex transition function to estimate predicted priori distribution is nonetheless non-closed-form. Due to this reason, the common Kalman filter update equation is not available. Though forward filtering has been shown to be feasible, the absence of tracking cross covariance between $\theta_t, \theta_{t+1}|D_t$ can cause potential problem for backward smoothing and parameter inference, which will be introduced later in Section 4.2.3 and 5.1.

4.2.3 Backward Smoothing

Forward filtering enables us to excavate posterior distribution of $\theta$ given up to time $t$. However, we’d also be intrigued by implications from future observations, $y_{t+1:T}$ on previous latent state distribution—that is, we’re interested in the distribution of $\theta_t|D_T$, where $T > t$ denotes the last time step of all the observable data. This procedure encourages all state estimates to account for global likelihood of the observed output $y_{1:T}$. To achieve this, we walk over the derivation of Unscented RTS smoother and its extension (Särkkä, 2008).

Given $D_T := \{y_1, y_2, y_3, \ldots, y_T\}$ the entire dataset, through forward filtering, we’ve obtained:

$$
\begin{align*}
\theta_t|D_t &\sim \mathcal{N}(m_t, C_t) \\
\theta_{t+1}|D_t &\sim \mathcal{N}(a_{t+1}, R_{t+1})
\end{align*}
$$

Observe that for the last state estimate $\theta_T, \theta_T|D_T$ is obtainable solely from forward filtering as $T$ is already the last time step, we can start from $\theta_T|D_T$, finding relationship between $\theta_t|D_T$ and $\theta_{t-1}|D_T$, and solving pairwise joint distribution of $(\theta_t|D_T, \theta_{t-1}|D_T)^T$ recursively $\forall t \in \{1, 2, \ldots, T\}$.

By induction, assume we already know that

$$
\theta_t|D_T \sim \mathcal{N}(m_t^*, C_t^*)
$$

We are interested in calculating the joint distribution of $(\theta_t, \theta_{t+1})$. Unfortunately, due to that closed form transition function from $\theta_t$ to $\theta_{t+1}$ is not available, we cannot track the cross-covariance between the 2 consecutive random variables, comparing to extended Kalman smoothing (Psiaki, 2005) where Taylor expanding the non-linear transformation can provide a approximated yet closed cross-covariance. However, unscented transform can overcome this difficulty. We could track cross-covariance through concatenating $\theta_t$ to itself in a $2p$ dimensional vector, and perform $g'$ as shown in Equation 9 to represent $g$ by a partial transformation on this random variable. This will not only track the cross-covariance, but also keeps the fidelity of the cross-covariance estimation:

$$
\begin{align*}
\begin{bmatrix} \theta_t \\ \theta_{t+1} \end{bmatrix} | D_t &\sim \mathcal{N}\left( \begin{bmatrix} m_t \\ m_{t+1} \end{bmatrix}, \begin{bmatrix} C_t & C_{t+1} \\ C_{t+1}^T & C_{t+1} \end{bmatrix} \right) \\
\begin{bmatrix} \theta_t \\ \theta_{t+1} \end{bmatrix} | D_t &\sim \mathcal{N}\left( \begin{bmatrix} m_t \\ m_{t+1} \end{bmatrix}, \begin{bmatrix} C_t & C_{t+1} \\ C_{t+1}^T & C_{t+1} \end{bmatrix} \right) \\
\begin{bmatrix} \theta_t \\ \theta_{t+1} \end{bmatrix} | D_t &\sim \mathcal{N}\left( \begin{bmatrix} m_t \\ m_{t+1} \end{bmatrix}, \begin{bmatrix} C_t & C_{t+1} \\ C_{t+1}^T & C_{t+1} \end{bmatrix} \right)
\end{align*}
$$

As shown above, $\Sigma_{t,t+1}$ is the cross-covariance computed through $2p$ dimensional unscented transformation $g'$ which resembles $g$. We proceed by calculating conditional distribution of random variable $\theta_{t+1}|\theta_{t+1}, D_T$. Notice that $\theta_t$ is conditionally independent from $\{y_{t+1}, y_{t+1}, \ldots, y_T\}$ given $\theta_{t+1}$. Therefore, we have

$$
\mathbb{P}(\theta_t|\theta_{t+1}, D_T) = \mathbb{P}(\theta_t|\theta_{t+1}, D_t)
$$
Thus, the desired conditional distribution can be calculated via Equation 9. Due to the fact all distributions above are Gaussian, the conditional distribution can be calculated directly using Multivariate Normal property. Therefore, we have

\[
\begin{align*}
\theta_t | \theta_{t+1}, D_T & \sim \mathcal{N}(m^*_t, C^*_t) \\
D_t & = \Sigma_{t,t+1}(\Xi(\theta_t) + W)^{-1} \\
m^*_t & = m_t + D_t[\theta_{t+1} - \Xi(\mu)] \\
C^*_t & = \theta_t - D_t(\Xi(\theta_t) + W)D_t^T
\end{align*}
\]

As we’ve assumed that we know \( \theta_t | D_T \sim \mathcal{N}(m^*_t, C^*_t) \), multiply \( P(\theta_{t+1} | D_T) \) with the above conditional distribution will result in \( P(\theta_t, \theta_{t+1} | D_T) \). Writing in the matrix representation, the final joint distribution of \( \theta_t, \theta_{t+1} | D_T \) can be calculated as below:

\[
\begin{bmatrix} \theta_t \\ \theta_{t+1} \end{bmatrix} \mid D_T \sim \mathcal{N} \left( \begin{bmatrix} m^*_t \\ m^*_{t+1} \end{bmatrix}, \begin{bmatrix} \Sigma^*_t & C^*_{t,t+1} \\ C^*_{t+1} & \Sigma^*_{t+1,t} \end{bmatrix} \right)
\]

\[
\begin{bmatrix} m^*_t \\ m^*_{t+1} \end{bmatrix} = \begin{bmatrix} m_t + D_t[m^*_{t+1} - m_t] \\ m^*_{t+1} \end{bmatrix}
\]

\[
\begin{bmatrix} C^*_t & \Sigma^*_{t,t+1} \\ \Sigma^*_{t+1,t} & C^*_{t+1} \end{bmatrix} = \begin{bmatrix} D_tC^*_{t+1}D_t^T + C^*_{t+1} & D_tC^*_{t+1} \\ D_tC^*_{t+1} & D_tC^*_{t+1} \end{bmatrix}
\]

\[
\theta_t | D_T \sim \mathcal{N}(m^*_t, C^*_t)
\]

\[
m^*_t = m_t + D_t[m^*_{t+1} - m_t]
\]

\[
C^*_t = D_tC^*_{t+1}D_t^T + C^*_{t+1}
\]

The last step is the marginal distribution extracted from this joint distribution. If we start from \( t + 1 = T \), where \( \theta_{t+1} | D_T = \theta_T | D_T \) is available, repeating the above steps recursively can end up constructing the following incomplete matrix as defined in Equation 10. In this following matrix, parameters in the mean vector and on the covariance matrix diagonal will be sufficient for performing backward smoothing. However, only having marginal smoothing covariance matrices for each time step is not sufficient for parameter inference, which will be discussed in Section 5. All parameters defined in this section including Equation 10 stays the same for future sections. We will revisit all these defined parameters in Equation 10 in the later parameter inference Section 5 in which smoothed cross-covariance matrices \( \Sigma^*_{t,t+1} \) will be further revisited for calculating optimization loss function gradients.

\[
\Theta | D_T = \begin{bmatrix}
\theta_0 \\
\theta_1 \\
\theta_2 \\
\vdots \\
\theta_{T-1} \\
\theta_T
\end{bmatrix} \mid D_T \sim \mathcal{N} \left( \begin{bmatrix} m_0 \\ m_1 \\ m_2 \\ \vdots \\ m_{T-1} \\ m_T \end{bmatrix}, \begin{bmatrix} C^*_0 & \Sigma^*_{0,1} & \ldots \\ \Sigma^*_{1,0} & C^*_1 & \ldots \\ \Sigma^*_{2,1} & C^*_2 & \Sigma^*_{2,3} & \ldots \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ \Sigma^*_T & C^*_T & \ldots & \Sigma^*_{T-1,T} & C^*_T \end{bmatrix} \right)
\]

(10)

Above is a detailed model formulation. An intuitive model illustration can be found below in Figure 2.
Figure 2 Model structure illustration of unscented reservoir smoother. Parameters included in blue boxes represents deterministic values whereas parameters included in orange boxes represent random variable. In our case, the random variable $\theta$ is a stochastic dynamic modeled jointly by ESN and UKF.

5. Model Parameter Inference

In the Kalman filter framework, the latent dynamic is constantly updated and predicted using Bayesian update from observation $D_t$. Such evolution function from $\theta_t$ to $\theta_{t+1}$ is fixed and pre-specified, in which the parameters are not updated or optimized throughout time. Though under ideal circumstances, the predetermined evolution function does capture the temporal patterns of the time series. However, when temporal pattern is complex and unknown, only by adapting the latent state distribution $\theta_t | D_t$ and smoothed distribution $\theta_t | D_T$. Here, though the evolution function $g$ lies in the framework of reservoir computing, serious overfitting may occur while increasing the size of the reservoir $p$. Therefore, it is necessary to make inference on the evolution function $g$ simultaneously while updating $\theta_t$.

In this section, we will provide 2 different model parameter inference methods: The first method is an offline training algorithm that relies on the generalized EM algorithm for parameter optimization. Due to the fact this is essentially a gradient based optimization problem, it is possible to apply proper regularization to penalize expected likelihood, which is the main reason this method outperform the second method. The second method was initially proposed by (Wan and Van Der Merwe 2000), which is an online training algorithm that casts both the parameters $\{G, G_{i, n}, b\}$ of unscented Kalman filter and its latent state vectors $\theta_t$ into a flattened vector for joint UKF update as defined previously in Section 4.2.2. This online algorithm doesn’t rely on optimization, but rather self-update both the weight and latent state estimates using Bayesian Update. Due to this reason, regularization is not available, therefore leading to a weaker performance than the first algorithm. Derivation and description of both models will be further explained in Section 5.1 and 5.2.
5.1 Offline Parameter Inference: Generalized EM

In this section we explain making inference on parameters using generalized EM (GEM) algorithm. There are multiple ways of training unscented Kalman filter equipped with neural network as evolution function. MCMC, a Bayesian inference method, is also well known for providing posterior distribution inference for the parameters. However, we stick to training using EM due to several reasons. First, generalized EM algorithm is essentially an optimization problem. Thus, penalization could be directly applied on parameter values to obtain shrinkage effect. Second, different from general nonlinear evolution function, reservoir computing method introduces vast amount of weight parameters. The high dimensionality of parameters will make MCMC mixing mode difficult and slower to achieve. Besides, prior distribution for matrix valued parameters are more sophisticated to design. Thus, GEM provides relatively faster inference and more flexibility in parameter inference procedure.

EM algorithm is a technique for parameter inference based on observable data. The latent states \( \Theta := \theta_{1:T} \), since not observable, are treated as missing data in this case. The objective of EM algorithm is to maximize the expected conditional log-likelihood of observable data \( D_T \) given a set of not observable latent random variables and model parameters \( G := \{ G, G_{in}, b, W, v \} \in \Omega \)

\[
G = \arg \max_{G \in \Omega} \mathbb{E}_{\Theta \mid G, D_T} \left[ \log L(D_T, \Theta; G) \right]
\]

The challenge is that the closed form marginal conditional distribution \( P(\Theta \mid G, D_T) \) is not available. EM algorithm (Dempster et al., 1977) functions as an iterative method that seeks for local maximum of the above objective function by switching from pre-initialized \( G_j \) to \( G_{j+1} \), which maximizes expected likelihood defined below. This iterative method is composed of 2 steps: the E-step and M-step:

- **E-step:** Instead of directly finding \( \arg \max_{G} \mathbb{E}_{\Theta \mid G, D_T} [\log L(D_T, \Theta; G)] \), EM switch from \( G_j \) to \( G_{j+1} \) by

\[
G_{j+1} = \arg \max_{G \in \Omega} \mathbb{E}_{\Theta \mid D_T, G_j} \left[ \log L(D_T, \Theta; G) \right]
\]

Therefore, we need to calculate the log-likelihood \( \log L(D_T, \Theta; G) = \log P(D_T, \Theta; G) \). It is a function of \( D_T, \Theta, G \), and we will integrate \( \Theta \) out via distribution \( P(\Theta \mid D_T, G_j) \), which will result into a function of \( D_T \) and \( G \).

- **M-step:** As long as expected log-likelihood is calculated, EM algorithm finds the targeting parameter \( G \in \Omega \) that obtains global maximum of the expected log-likelihood. Under most circumstances, a closed form solution cannot be achieved. But the mechanism of EM, in theory, only requires updating \( G \) that increases the expected log likelihood. Therefore, Generalized EM algorithm provides an alternative that only requires parameter \( G_{j+1} \) to increases the expected log-likelihood comparing to \( G_j \). This is sufficient to guarantee finding local maxima. Usually, GEM optimizes by gradient based methods.

EM algorithm iterates over E-step and M-step until a local maxima is obtained. Below, we will dive into derivation of E-step and M-step in our context. By direct calculation can we get expression for log-likelihood

\[
L(D_T, \Theta; G) = \log P(D_T, \Theta; G)
\]

\[
= \sum_{t=1}^{T} \left\{ \log P(\theta_t \mid \theta_{t-1}, D_T) + \sum_{i=1}^{I} \log (P(y_{it} \mid \theta_t, D_T) \right\}
\]
Where we're only interested in the top I most traded options on each date. Then, by expanding likelihood, we end up with non-linear transformation of random variable. Conditional distribution \(\theta_{t+1}|\theta_t, D_t\) could be again approximated via unscented transform as defined in notation Table 1, where

\[
\theta_{t+1} = g(\theta_t) \sim \mathcal{N}(\Xi(\theta_t), \Xi(\theta_t))
\]

\[
y_t^{(i)} = (f^{(i)} \circ h)(\theta_t) \sim \mathcal{N}(\Psi(\theta_t), \Psi(\theta_t))
\]

Therefore, we can approximate the log-likelihood by

\[
\mathcal{L}(D_T, \Theta, \mathcal{G}) = -\frac{T}{2} \log(|W|) - \frac{T I}{2} \log(v)
\]

\[
- \frac{1}{2} \sum_{t=1}^{T} \left[ \theta_t^T W^{-1} \theta_t - 2 \theta_t^T W^{-1} \Xi(\theta_t) \right] + \Xi(\theta_t)
\]

\[
- \frac{1}{2v} \sum_{t=1}^{T} \left[ \sum_{i=1}^{J} (y_t^{(i)})^2 - 2 \sum_{i=1}^{J} y_t^{(i)} \Psi(\theta_t) + \sum_{i=1}^{J} (\Psi(\theta_t))^2 \right] + C
\]

Equation 11 is the log-likelihood of the entire process. See Appendix A.1. Then, we're taking expectation of Equation 11 via conditional probability \(P(\Theta|D_T, \mathcal{G}_j)\) to get expected log-likelihood:

\[
\mathbb{E}_{\Theta|D_T, \mathcal{G}_j}[\log \mathcal{L}(D_T, \Theta)] = -\frac{T}{2} \log(|W|) - \frac{T I}{2} \log(v)
\]

\[
- \frac{1}{2} \sum_{t=1}^{T} \left[ \mathbb{E}[\theta_t^T W^{-1} \theta_t|D_T] - 2 \mathbb{E}[\theta_t^T W^{-1} \Xi(\theta_t)|D_T] + \mathbb{E}[\Xi(\theta_t)|D_T] \right]
\]

\[
- \frac{1}{2v} \sum_{t=1}^{T} \left[ \sum_{i=1}^{J} (y_t^{(i)})^2 - 2 \sum_{i=1}^{J} y_t^{(i)} \mathbb{E}[\Psi(\theta_t)|D_T] + \sum_{i=1}^{J} (\mathbb{E}[\Psi(\theta_t)])^2 \right] + C
\]

Equation 12 is the expected log-likelihood that we want to obtain maximum by picking the optimal \(\mathcal{G}_j\). For detailed derivation, see Appendix A.2. Clearly, we cannot find the closed form global maxima for this expression. However, we may use constrained gradient based optimization methods, such as projected Newton (Bertsekas (1982), Kim et al. (2010)) or proximal quasi-Newton methods (Patriksson (1998), Lee et al. (2014)), to achieve a better set of parameters \(\mathcal{G}_{j+1}\).

Moreover, due to non-linearity, there are 5 non-closed-form expressions within Equation 12. To use gradient based method, these terms need to be in analytical expressions. Such expressions are listed as below, in which all parameter definitions can be found in model formulation Section 4.

i. \(\mathbb{E}[\theta_t^T W^{-1} \theta_t|D_T] = \text{tr}(W^{-1} \mathcal{C}_t^*) + (m_t^*)^T W^{-1} m_t^*\). This is obtained using the standard expectation of quadratic form.

ii. \(\mathbb{E}[\theta_t^T W^{-1} \Xi(\theta_t)|D_T]\) is computation intractable. Details regarding to solving computational intractability of this term will be discussed later in Section 5.1.1 and 5.1.2.

iii. \(\mathbb{E}[\Xi(\theta_t)|D_T] = \text{tr}(W^{-1} \Xi(\theta_t|D_T)) + \Xi(\theta_t|D_T)^T (W^{-1}) \Xi(\theta_t|D_T)\). Similar to 1, this is obtained by expectation of quadratic form.

iv. \(\mathbb{E}[\Psi(\theta_t)|D_T] = \Psi(\mathbb{E}[\theta_t|D_T])\). This is obtained by applying unscented transform on a random variable.
in Section 4.2.3, we could concatenate the following 2 ways to tackle this problem: joint unscented transformation and Taylor linearization.

5.1.1 Joint Unscented Transform

The first way to compute \( E[\theta_1^T W^{-1} \Xi(\theta_{t-1})|D_T] = E[\theta_1] \) is to approximate by unscented transform. The major challenge of estimating the cross covariance is that the nonlinear regression breaks the tractability of cross covariance between \( \theta_t, \theta_{t-1} \). Therefore, it is necessary to design a transformation on the joint random variable \((\theta_t, \theta_{t-1})|D_T \) in order to maintain the tractability of off-diagonal cross-covariance. Following this motivation, similar to the RTS smoothing method that has been described in Section 4.2.3, we could concatenate \( \theta_{t-1}|D_t \) and \( \theta_t|D_t \) into a 2p dimensional joint random vector variable, and define joint transformation function \( g'' \) to represent original transformation \( g \).

\[
g'' \left( \begin{bmatrix} \theta_{t-1} \\ \theta_t \end{bmatrix} \right) | D_T = \left( \begin{bmatrix} g(\theta_{t-1}) \\ \theta_t \end{bmatrix} \right) | D_T = \left[ \begin{bmatrix} \Xi(\theta_{t-1}) \\ \theta_t \end{bmatrix} \right] | D_T
\]

As above, applying unscented transformation to approximate \( g'' \) and keep track of \( \theta|D_T \) and \( \Xi(\theta_{t-1}|D_T) \). To further preserve approximation fidelity, \( g'' \) can be further decomposed as composite of linear transformation and also logistic evolution function \( \tau \). As the linearly transformed random variable can be expressed exactly, we could use unscented transform to approximate only the \( \tau \). The linear transform step is as follow:

\[
\left[ \begin{bmatrix} \theta_{t-1} \\ \theta_t \end{bmatrix} \right] | D_t \sim \mathcal{N} \left( \left[ \begin{bmatrix} m_{\tau_{t-1}}^* \\ m_{\tau_t}^* \end{bmatrix} \right], \left[ \begin{bmatrix} C_{\tau_{t-1}}^* & \Sigma_{\tau_{t-1},\tau_t}^* \\ \Sigma_{\tau_{t-1},\tau_t}^* & C_{\tau_t}^* \end{bmatrix} \right] \right) \]
\]

\[
\left[ \begin{bmatrix} G\theta_{t-1} + G_{in}u_t^2 + b \\ \theta_t \end{bmatrix} \right] | D_t \sim \mathcal{N} \left( \left[ \begin{bmatrix} Gm_{\tau_{t-1}}^* + G_{in}u_t^2 + b \\ m_{\tau_t}^* \end{bmatrix} \right], \left[ \begin{bmatrix} GC_{\tau_{t-1}}G^T & G\Sigma_{\tau_{t-1},\tau_t}^* \\ \Sigma_{\tau_{t-1},\tau_t}^* & C_{\tau_t}^* \end{bmatrix} \right] \right)
\]

Then, apply unscented transform to approximate \( \tau \). This 2 step approximation can further to preserve fidelity of the overall transformation \( g'' \). After that, take the off diagonal matrix \( \Sigma_{t,t-1}^{**} \) as cross covariance matrix to calculate \( E[\theta_t^TW^{-1}\Xi(\theta_{t-1})|D_T] \)

\[
E[\theta_t^TW^{-1}\Xi(\theta_{t-1})|D_T] = \text{tr}(\Sigma_{t,t-1}^{**}) + (m_{\tau_t}^*)^T\Xi(\theta_{t-1})
\]

Thus, the numeric result of the second expectation term can be obtained as above.

5.1.2 Taylor Linearization

Another way to solve intractability problem is to use Taylor linearization, where considerable amount of estimation fidelity are sacrificed in exchange for better computation efficiency. Due to the fact we’re already computing quadratic form, the highest degree we can get for Taylor linearization is degree 1, as higher degree Taylor expansion will incorporate higher order terms whose expectations are again unable to compute. By RTS smoother, we are able to get \( P(\theta_t, \theta_{t-1}|D_T) \), the joint distribution of 2 Gaussian random variables. Therefore,

\[
P(\theta_t, G\theta_{t-1} + G_{in}u_t^2 + b|D_T)
\]
This is still Gaussian and exact distribution is known. We then want to get
\[ \mathbb{E}(\theta_t^T W^{-1} \tau(G\theta_{t-1} + G_{in}u_t^2 + b|D_T)) \]
Notice that we are using \( \tau \) as logistic function. Therefore \( \tau(G\theta_{t-1} + G_{in}u_t^2 + b) \) is logit-normal distribution (Atchison and Shen, 1980), whose distribution has a skewed bell-shaped when the standard deviation its logit is small. Therefore, by expanding at smoothed posterior mean \( m_t^* \), we can obtain that
\[ \mathbb{E}[\theta_t^T W^{-1} \Xi_{\mu}(\theta_{t-1})|D_T] = (m_t^*)^T W^{-1} \tau(Gm_{t-1}^* + M) + N \cdot \text{diag}[W^{-1} \Sigma_{t,t-1} G^T] \]
Where
\[ \eta(x_0) = \frac{e^{-x_0}}{(1 + e^{-x_0})^2} \]
\[ M = G_{in}u_t^2 + b \]
\[ N = \eta(Gm_{t-1}^* + M) \]
This expression is in closed form and is easy to compute. Thus, the Taylor linearization approach returns faster results comparing to the joint unscented transform in Section 5.1.1. For detail derivation of Taylor linearization, see Appendix A.3 for details.

5.1.3 Forming Offline Loss Function

Above are 2 ways to obtain the second conditional expectation term introduced in Equation 12. Choosing between them is the trade-off between computation efficiency and approximation fidelity. Unscented transform, due to its need to compute transformation for each sigma points, usually results in slower computation. But higher precision is guaranteed. On the other hand, Taylor linearization is faster, however can cause more significant estimation error, especially when the Logit normal distribution has bigger Logit standard deviation. To clarify, all further analysis within this article are based on using the unscented method for nonlinear approximation, as we’re more interested in the precision of the model.

As all 5 expectation terms can be computed, Equation 12 becomes part of the loss function the algorithm will be optimizing. Besides, in addition to maximizing the expected log-likelihood, we can regularize parameters of \( G \) and \( G_{in} \). As previously described in Section 4.1.2 \( b \) is introduced in the model only as a mean-shift factor. It serves to self-adjust and to find a proper mean-shift of the evolution function in order to stabilize the state space model, which doesn’t impact the complexity of the model. Therefore, no regularization is placed upon \( b \). Finally, for potential model interpretability concerns, we’d hope to increase sparsity within weights of \( G, G_{in} \). Therefore, we’d regularize \( G, G_{in} \) via Lasso \( L_1 \) loss (Tibshirani, 1996) to promote sparsity within the dynamical system.

The finalized offline training loss function is in Equation 13, where \( \alpha \) is a hyper-parameter coefficient adjusting weight of regularization. A detailed outline of offline learning algorithm is defined in Algorithm 2.

\[
\begin{align*}
R_{\text{em}}(G, D_T) &= \text{Equation 12} \\
R_{\text{lasso}}(G) &= \|G\|_{L_1} + \|G_{in}\|_{L_1} \\
R(G, D_T) &= R_{\text{em}}(G) + \alpha R_{\text{lasso}}(G, D_T)
\end{align*}
\]
that at each iteration, we allow an variance on filtering steps, we’re updating both distribution for parameter sets and latent state vectors. Notice below Equation 9, we define identity transition function over the parameter:

\[ \Theta \sim N(\mu, \Sigma) \]

Assume that the parameters \( \Theta \) determines the entire parameters \( \theta \).

Inspired by Wan and Van Der Merwe (2000), we could filter both the state estimates

\[ \hat{z}_t | D_{t-1} \sim N(\mu, \Sigma) \]

and optimize \( \Theta \) in a similar way, therefore allowing the parameter to re-adapt to the time series if needed.

### 5.2 Online Parameter Inference: Joint UKF

Inspired by Wan and Van Der Merwe (2000), we could filter both the state estimates \( \theta_t \) and parameters \( G, G_{in}, b \) jointly. Rather than treating \( G, G_{in}, b \) as a fixed predetermined parameter that determines the entire \( \Theta \), we could again cast parameters \( G, G_{in}, b \) into the Kalman filter framework.

Consider \( G_{\text{flat}} \) as the concatenation of flattened \( G_{\text{flat}} := \{G, G_{in}, b\} \):

\[ G_{\text{flat}} := [G_{\text{flat}}, G_{in}^{\text{flat}}, b_{\text{flat}}]^T \]

Notice that covariance \( W \) and variance \( v \) are not part of the parameters for training. As we assume that the parameters \( G \) stays the same \( \forall t \), equivalent to the previous model defined in Equation 9, we define identity transition function over the parameter:

\[ G_{\text{flat}}^{t} = G_{\text{flat}}^{t} \]

In this way, we can construct a joint unscented Kalman filter equivalent to previous model as below

\[ \Theta^{(t+1)}(G) = G^{+} \left( \left[ \begin{array}{c} \theta^{(t+1)}_{G(t)} \\ G_{\text{flat}}^{t+1} \end{array} \right] \right) + W^{+} = \left[ \begin{array}{c} g(\theta, G_{\text{flat}}^{t}) \\ f(G_{\text{flat}}^{t}) \end{array} \right] + W^{+} \]

Where \( G_{\text{flat}}^{t} \) are parameters that parametrizes the original transition function \( g \). During forward filtering steps, we’re updating both distribution for parameter sets and latent state vectors. Notice that at each iteration, we allow an variance on \( G_{\text{flat}}^{t} \). This modification endows the parameter set \( G \), the time-varying ability, therefore allowing the parameter to re-adapt to the time series if needed.
SPDE form can be expressed as et al. (1985), which is used by Heston model to model the rough stochastic volatility process. This section evaluates the URS’s performance on forecasting point estimates and uncertainty quantification. To address this, we generate synthetic data using Cox–Ingersoll–Ross (CIR) process Cox et al. (1985), which is used by Heston model to model the rough stochastic volatility process. The SPDE form can be expressed as

\[ \text{Algorithm 3: Online parameter inference} \]

**Result:** A full Smoothed trajectory \( \Theta \) of latent state \( \theta \), and a full trajectory of \( \mathcal{G}^{\text{flat}} := \{G, G_{in}, b\} \)

**Initialize:** \( \{G, G_{in}, b\} \) by Algorithm 1; \( W, \pi; \theta_0 = m_0 \). Then flatten parameters to get \( \mathcal{G}^{\text{flat}} := \{G, G_{in}, b\} \) and concatenate \( (\theta_0, \mathcal{G}^{\text{flat}})^T = (\theta_0, G, G_{in}, b)^T \). Then initialize covariance matrix for concatenated vector \( \Theta_0^{(0)} \sim \mathcal{N}(m_0^*, C_0^*) \)

repeat

\[
\text{for } t \in \{1, 2, \ldots, T\} \text{ do } \\
\quad \text{Approximate } \Theta_{\mathcal{G}}^{(t)}|\mathcal{D}_{t-1} \sim \mathcal{N}(a_t^+, R_t^+) \text{ by unscented.} \\
\quad \text{End for } \\
\text{End for } t \in \{T, T-1, \ldots, 1\} \text{ do } \\
\quad \text{Calculate } \Theta_{\mathcal{G}}^{(t)}|\mathcal{D}_{t} \sim \mathcal{N}(m_t^+, C_t^+) \text{ as Bayesian update of forward filtering.} \\
\quad \text{End for } \\
\text{Reset: } \Theta_{\mathcal{G}}^{(0)} \sim \mathcal{N}(m_0^*, C_0^*) = \mathcal{N}(m_0^*, C_0^*) \\
\text{until Validation set error is minimized; }
\]

**Return:** \( \Theta_{\mathcal{G}} := (\theta, G(t), G_{in}(t), b(t))^T \forall t \in \{0, 1, 2, \ldots, T\} \) the full trajectory of latent state vector \( \Theta \) and reservoir parameters \( \mathcal{G}^t \).

This algorithm, when making prediction, is an online algorithm. Comparing to the offline training algorithm doesn’t require calculating EM loss. Therefore it is faster and more convenient for training. However, due to the inability to include regularization, the algorithm usually result in a less satisfactory result than the offline learning algorithm. To achieve similar performance, the reservoir size \( p \) is considerably smaller than that of the offline learning framework, and therefore leading to an even faster learning speed.

**6. Simulations**

This section evaluates the URS’s performance on forecasting point estimates and uncertainty quantification. To address this, we generate synthetic data using Cox–Ingersoll–Ross (CIR) process Cox et al. (1985), which is used by Heston model to model the rough stochastic volatility process. The SPDE form can be expressed as
\[ dV_t = \theta (\mu - V_t) \, dt + \sigma \sqrt{V_t} \, dW_t \]

Where \( V_t \) denotes the volatility rough process measured in variance, \( \mu \) denotes the long-term volatility, \( \theta \) measures the converging rate of volatility to the \( \mu \), \( \sigma \) is the volatility (standard deviation) of the volatility process, and \( W_t \) is a Brownian motion. The CIR process exhibit the behaviour that converges to the long-term volatility \( \mu \). The process’ parameters have interpretable meanings, making the simulation justifiable. Besides, as we will be comparing results of our model URS and GARCH (Bollerslev, 1986), HARCH (Müller et al., 1997) family, it is reasonable to generate simulated data that satisfies the competitors’, GARCH and HARCH, assumptions, as they are essentially special discrete cases of the generalized CIR process. To best test URS’s capability, for all the CIR process we generated below, we generated by setting \( \sigma = 0.04 \) and \( \theta = 10. \) \( \sigma = 0.04 \) makes the ground truth volatility process \( V_{0t} \) a noisy process, which aligns with the real market behaviour. Other parameters specification are case-specific. The code that we have used to such CIR process samples is from a public available GitHub repository created by Jason Ash (2020) \(^1\).

Essentially, the goal is to simulate option data. Once a volatility trajectory \( V_{0t} \) has been sampled, we use \( V_{0t} \) process as building blocks to generate synthetic option price data. Considering that each economist has estimation error for \( V_t \), we add independent yet identically distributed irreducible error \( \epsilon \) \sim \N(0, \kappa V) \) to \( V_{0t} \) to form \( I \) deviated volatility \( V_t^{(1)}, V_t^{(2)}, \ldots, V_t^{(I)} \) for each time step, and each of them will contribute 1 observed option price. The complete synthetic data generation procedure is summarize as in Algorithm 4.

**Algorithm 4: Synthetic data generation**

**Result:** 1 set of simulated option data

**Initialize:** \( n \): length of the volatility process; \( V_0 \): the initial value of volatility (measured in standard deviation) process; \( \mu \): the long-term limiting volatility of the ground truth volatility process; \( p_0 \): initial price; \( \kappa V \): the irreducible error added to ground truth volatility process; \( K \): the number of observed options on each date.

**Generate:** ground truth volatility process following Cox–Ingersoll–Ross (CIR) process \( V_{1:n} \) with standard deviation of volatility \( \sigma = 0.04 \)

\[ dV_t = \theta (\mu - V_t) \, dt + \sigma \sqrt{V_t} \, dW_t \]

**Generate:** \( k \) deviated volatility processes by adding random noise following \( \N(0, \kappa V) \) at each time step \( V_t \), forming \( \{ V_t^{(1)}, V_t^{(2)}, \ldots, V_t^{(I)} \} \forall t \)

\[ u_t \sim \N(0, V_t) \quad \forall t \]

**Calculate:** observed price process \( p_t \)

\[ p_t = p_{t-1}(u_t + 1) \quad \forall t > 0 \]

**Calculate:** \( y_t^{(i)} \) option prices for the \( i^{th} \) option at time \( t \) using random expiration date \( T_t^{(i)} \), random strike price \( K_t^{(i)} \), and \( p_t, V_t^{(i)} \), and risk free rate \( r_t = 0.02 \).

**Return:** \( u_t, p_t, y_t, T_t^{(i)}, K_t^{(i)} \) for modeling purposes, and \( V_t \) process for ground truth comparison.

---

1. Pyesg Github repository link https://github.com/jason-ash/pyesg
By generating synthetic data, we explore both coverage probability and the point estimate performance of unscented reservoir smoother. Performance has been explored under stationary scenarios and non-stationary scenarios.

For stationary scenario, using algorithm 4, we generated 10 set of simulated data with \( \kappa_V = 0.01, n = 200, \sigma_0 = \mu = 0.15, \) and \( p_0 = 2000. \) By measuring theoretical coverage versus the observed coverage for prediction step from 1 to 20, we observe that URS tends to exhibit better coverage behaviour for larger \( k \) step predictions. This is due to the fact that the logistic mapping function \( \tau \) is a contraction mapping with a bounded range. To sustain posterior predictive distribution variance not from degenerating, innovation variance \( W \) and posterior distribution \( \theta_t|D_t \) need to compensate by increase uncertainty. Thus, a flatter predictive priori distribution \( \theta_{t+1}|D_t \) is obtained. Besides, observable output \( y^{(i)}_t \) are generated based on deviated volatility process \( V^{(i)}_t \), which is obtained adding the additional irreducible error \( \kappa_V \) to ground truth, the predictive distribution variance is thus a result of adding the theoretical irreducible estimate uncertainty \( \kappa_V/\sqrt{I} \) to the modeling induced uncertainty.

Below in Figure 3 (a), we present smoothed (blue) state confidence interval, predicted state uncertainty interval (red), and theoretical irreducible estimate uncertainty \( \kappa_V/\sqrt{I} \) (yellow). We observe that both the smoothed and predicted state confidence interval successfully cover the entire irreducible estimate uncertainty confidence interval, showing that URS uncertainty quantification doesn’t underestimate the irreducible sample error. To obtain modeling induced uncertainty, we minus total uncertainty by the theoretical irreducible estimate uncertainty \( \kappa_V/\sqrt{I} \). In Figure 3 (b), we observe that not too much additional error was induced by the modeling process.

Similarly, for non-stationary scenario, we also generated 10 set of simulated data with \( \kappa_V = 0.01, n = 200, \sigma_0 = 0.2, \mu = 0.15, \) and \( p_0 = 2000. \) Under non-stationarity, we observe that URS is capable of capturing trend due to outside control \( u_t \). Similarly, the posterior variance is big. However, we can verify by observing that the in-sample error \( \kappa_V/\sqrt{I} \) takes much proportion of contribution to total uncertainty. Below in Figure 4 (a), we present smoothed (blue) state confidence interval, predicted state uncertainty interval (red), and theoretical irreducible estimate uncertainty \( \kappa_V/\sqrt{I} \) (yellow). We observe that both the smoothed and predicted state confidence interval successfully cover the entire irreducible estimate uncertainty confidence interval, showing that URS uncertainty quantification doesn’t underestimate the irreducible sample error. Minus total uncertainty by the theoretical irreducible estimate uncertainty \( \kappa_V/\sqrt{I} \), we get only modeling induced uncertainty In Figure 4 (b).

In Figure 5 we explored the observed coverage probability versus the theoretical coverage to evaluate uncertainty measurement of URS comparing to other stochastic volatility models. The first phenomenon is that URS tends to make comparatively wider interval estimates for shorter-term predictions. There are 2 reasons causing this phenomenon, one would be that \( \tau \) is bounded evolution function. Therefore, shorter-term interval estimates are made wider to counter degenerative contraction evolution function. Another is that the predictive distribution contains theoretical irreducible uncertainty which has been discussed above. Thus, shorter-term coverage tends to be higher than expected. Another phenomenon is that URS exhibit better uncertainty measurement for non-stationary process than the stationary process. Generally, URS obviously outperformed in uncertainty measurement comparing to both GARCH and HARCH. Furthermore, in Table 2 URS outperformed in point estimates. To further compare point estimates of URS with that of more models, including deep LSTM (Hochreiter and Schmidhuber, 1997), that doesn’t offer interval estimates, we proceed into testing model comparison on real world data, which is discussed in Section 7.
(a) Uncertainty with in-sampled error $\kappa_{\sqrt{T}}$

(b) After removal of in-sample error $\kappa_{\sqrt{T}}$: modeling induced uncertainty

Figure 3  Predictive distribution of stationary synthetic series. The series is generated via Cox-Ingersoll-Ross with initial volatility not equals its asymptotic converging limit. The smoothed means of training set $\theta_{1:T}$ are plotted blue line with their 95% credible interval estimate in shaded blue. 1 step prediction of training set is plotted in green line. The 1 step forecast of testing set is plotted in red line with its 95% interval in shaded red. Ground truth is plotted in solid black line. The left column indicates the $k$ step prediction error. URS tends to do equally well in both shorter-term and longer-term forecast when non-stationary trend doesn’t present in the time series. (a) The yellow shade indicates the 95% irreducible estimate uncertainty $\kappa_{\sqrt{T}}$. The blue and red shade completely covers the yellow shade, indicating that URS does not underestimate noise within the data. Furthermore, the forecasting mean lies entirely in the yellow shade, indicating URS’ superior point estimate. (b) The blue shade is calculated by subtracting $\kappa_{\sqrt{T}}$ from the original credible interval of $\theta_{1:T}$, indicating the extra modeling induced uncertainty. Its width is narrow, demonstrating URS’ superior uncertainty measurement.
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Figure 4 Predictive distribution under non stationary series. The series is generated via Cox-Ingersoll-Ross with initial volatility not equals its asymptotic converging limit. The smoothed means of training set $\theta_{1:T}$ are plotted blue line with their 95% credible interval estimate in shaded blue. 1 step prediction of training set is plotted in green line. The 1 step forecast of testing set is plotted in red line with its 95% interval in shaded red. Ground truth is plotted in solid black line. The left column indicates the $k$ step prediction error. URS tends to do better in longer-term forecast when non-stationary trend presents in the time series. (a) The yellow shade indicates the 95% irreducible estimate uncertainty $\kappa V / \sqrt{T}$. The blue and red shade completely covers the yellow shade, indicating that URS doesn’t underestimate noise within the data. Furthermore, the forecasting mean lies entirely in the yellow shade, indicating URS’ superior point estimate. (b) The blue shade is calculated by subtracting $\kappa V / \sqrt{T}$ from the original credible interval of $\theta_{1:T}$, indicating the extra modeling induced uncertainty. Its width is still reasonable, demonstrating URS’ valid uncertainty measurement.
Figure 5 Coverage Probability. The coverage probability is obtained by calculating percentage of forecasting credible intervals that covers the ground truth. For a $\alpha$ percentage credible interval, we expect $\alpha$ percent of predicted intervals to contain the ground truth. Thus, the closer the line is to the diagonal line (dotted black line), the better the uncertainty measurement. (a), (b), (c) compares coverage for stationary series. URS obviously outperform its competitors. However, URS tends to produce larger interval estimates. (d), (e), (f) compares coverage for stationary series. URS still outperform the its competitors. (a) and (d) demonstrate that when trend exists, URS’ more conservative (wider) interval estimates increases uncertainty measurement.
Intersection of Deep Sequential Model and State-space Model for Option Pricing

Data Model Relative Prediction Error

| Data     | Model | k = 1 | k = 5 | k = 10 | k = 15 | k = 20 | k = 1 | k = 5 | k = 10 | k = 15 | k = 20 |
|----------|-------|-------|-------|--------|--------|--------|-------|-------|--------|--------|-------|
| Stationary | URS   | 0.0248| 0.0280| 0.0283| 0.0295| 0.0392| 1.0000| 0.9996| 0.9996| 0.9991| 0.9989|
|          | GARCH | 0.0612| 0.0573| 0.0523| 0.0514| 0.0526| 0.0954| 0.4615| 0.7653| 0.8060| 0.8500|
|          | HARCH | 0.0330| 0.0308| 0.0302| 0.0299| 0.0292| 0.2963| 0.4520| 0.5287| 0.5660| 0.5860|
| Non-stationary | URS   | 0.0262| 0.0313| 0.0312| 0.0320| 0.0319| 0.9757| 0.9045| 0.9071| 0.9050| 0.9122|
|          | GARCH | 0.0689| 0.0648| 0.0595| 0.0592| 0.0609| 0.0996| 0.4330| 0.7640| 0.8200| 0.8680|
|          | HARCH | 0.0459| 0.0459| 0.0464| 0.0473| 0.0476| 0.2075| 0.3565| 0.4253| 0.4540| 0.4640|

Table 2: Synthetic data point estimate and coverage probability comparison result

7. Experiments

This section implements the 2 parameter inference algorithms (offline and online) together with some competitor algorithms to demonstrate the behaviour and performance of URS in forecasting real-world data. Training was guided by comparing performance of training set and validation set in a slightly different way which will be described later in this section.

7.1 Data Preparation

The dataset used in the empirical analysis are the Standard and Poor 500 index option from the beginning of year 2015 to the end of 2019. The source of the dataset is from a standard research database, Wharton Research Data Services (wrds) 2 (Wharton School at the University of Pennsylvania, 2013). The database is comprehensive. It records daily option quotes for both call and put options. Due to our interest, we filtered only call options. For each option quote, there are a number of different recorded expiration dates Tᵢ, and for each quote with a specified expiration dates, there are several options tickers with different strike prices Kᵢ. A unique ticker with a defined Tᵢ, Kᵢ defines one row of the dataset. Each row also records the best (highest) bid price of the option and the best offer (lowest) price of the option. These 2 prices sets a reasonable range of strike price Kᵢ in which the option deal could happen. In order to achieve a single value ground truth, we take the average of the 2 prices and use the mean as the ground truth of option price for further analysis.

In our experiment, we pick the top I = 5 mostly traded option for each date. This is important because options prices can be very high or very low depending on expiration date T and strike price K. Thus, it is very possible that the option price is very far away from the truth. By picking the most traded options according to their traded volumes will at least filter out most of the unreasonable ones, therefore ensuring the correctness of our fitting data Dᵢ.

Besides that, we also need two other datasets: one is a standard SP500 historical price dataset 3 (Wankel and Campbell, 2012), which provides the asset price time series, pᵢ. Another is the London InterBank Offer Rate (LIBOR) 3-month rate for U.S. dollars 4 (ICE Benchmark Administration Limited, 2015). We will use this dataset as the risk-free interest rate series, rᵢ, in the Black-Scholes formula.

The option data is broken into 3 parts: training part, validation part, and testing part. Different from the usual situation where the model is trained on some sample time series and making prediction on other sample time series, unscented reservoir smoother trains and forecasts on a single series time series. Therefore, the break up of training, validation, and testing are sequential in time, where training part comes first, followed by a validation part, and then testing part. Notice that the longer the validation, the better we are informed about choice of the hyper-parameter. However, too long a validation set will push testing set further back, which leads to a worse and inaccurate tested model performance. Therefore, we generally only assigned 1 or 2 time steps for validation set, merely used

2. wrds link https://wrds-www.wharton.upenn.edu/
3. SPX500 dataset link: https://finance.yahoo.com/quote/%5ESPX/history/
4. LIBOR dataset link: https://fred.stlouisfed.org/series/USD3M季均
to probe the choice of the hyper-parameters and serves as a guidance to stop the algorithm, and an additional approximately 25 time steps for testing set, while the rest of the series prior to the validation set are all used for training purposes.

7.2 Model Comparison

Unscented reservoir Smoother lays in the interface of both sequential deep learning models and State-space models. Therefore, we’re interested in model performance comparing to both related stochastic volatility models and some deep learning models. A list of stochastic volatility model we’ve incorporated are Generalized Autoregressive Conditional Heteroskedasticity (GARCH) and HARCH, which is an extension from GARCH. On the other hand, the list of deep learning sequential models we will compare with are deep LSTM, and LSTM with Black-Scholes Formula as the output function. The latter is designed to exclude the “burden” of LSTM in approximating the already known output function, and thus makes the model comparison more objective. Finally, we have also incorporate implied volatility from option data as an additional comparison.

The wrds provided dataset already contains a field denoting the implied volatility based on market observation on that date. However, in real world, there is a volatility smile (calibration) that cannot be capture by Black-Scholes formula. This will lead to a systematic underestimate or overestimate of the implied volatility and the output option price that even we know the correct volatility, the output of Black-Scholes formula with the correct volatility doesn’t match the option price. Therefore, merely by transforming the implied volatility using Black-Scholes into option price will result in a very poor prediction. In order to achieve a more reasonable result, we’re also providing a calibrated implied volatility via inverse function that is computed numerically

$$\sigma_t = f^{-1}(y_t)$$

This returns the implied volatility assuming that market makers used exactly the Black-Scholes formula to price the option. Thus, the calculated implied volatility leads to the best possible prediction result. This is crucial as model comparison should compare the result of URS with the best possible results produced by its competitors.

Similarly, for GARCH and HARCH model, we also calibrate the predicted volatility process by adding the best possible constant to achieve their best possible performance.

For LSTM, the deep learning competitor, as the model is trained by directly fitting the option data, no prediction calibration is needed. Besides, We also compare results of LSTM when its output function has been clearly pre-stated as the Black-Scholes formula, hoping that such concatenation can further improve prediction.

7.3 Testing Methodology

The testing performance metric is the relative prediction error, defined as below, where Equation 14 defines error generated from a predictions of a single step and 15 defines the overall average error.

$$\epsilon_{k\text{-step}}^{(i)} = \frac{1}{T} \sum_{t} \frac{|y_t^{(i)} - \hat{y}_t^{(i)}|}{y_t^{(i)}}$$

$$\epsilon_{k\text{-step}} = \text{Mean}\left\{\epsilon_{k\text{-step}}^{(T+2)}, \epsilon_{k\text{-step}}^{(T+3)}, \ldots\right\}$$

Relative prediction error ensures smaller magnitude testing samples are not ignored and dominated. In this context, real world option data $y_t^{(i)}$ exhibits highly uneven magnitude. MSE is not informative as it conceals inefficiencies on testing samples of smaller magnitudes. Thus, relative prediction error ensures model performances on samples of all magnitudes are equally evaluated.

We study both short-term and long-term prediction performance. In this study, we compared $k = \{1, 2, ..., 20\}$ step performances. Forecasting predictions are generated via the following procedure:
1. Since filtered and smoother distribution of the $\theta_T$ are identical, we take the filtered posterior distribution of the last state $\theta_T|D_T$ in the training set as the ground truth.

2. Set $\mathbb{P}(\theta_T|D_T)$ as prior distribution to extend prediction into future. Direct following the training set are the 2 time steps of observations in the validation set, denoted as $y_{T+1}, y_{T+2}$. Validation errors are calculated by comparing ground truth $y_{T+1} := (y_{T+1}^{(1)}, y_{T+1}^{(2)}, \ldots, y_{T+1}^{(I)})^T$ with predicted $\mathbb{E}[y_{T+1}|D_T] := \left(\hat{y}_{T+1}^{(1)}, \hat{y}_{T+1}^{(2)}, \ldots, \hat{y}_{T+1}^{(I)}\right)^T$ and ground truth $y_{T+1}$ with predicted $\mathbb{E}[y_{T+1}|D_T]$ via loss function defined in Equation 14. However, to forecast testing set, we perform Bayesian update at both $T+1$ and $T+2$ to obtain posterior distributions of $\theta_{T+1}|D_{T+1}$ and $\theta_{T+2}|D_{T+2}$. It is obvious that these 2 time steps of validation data did not contribute to inference of any model parameter $G$. Hence, the updated posterior distribution $\theta_{T+2}|D_{T+2}$ is slightly different from ground truth. Due to this, the validation set has to be small and short to prevent large deviation of $\theta_{T+2}|D_{T+2}$ from ground truth. Otherwise, the test set predictions, made available by extending forecast from the incorrect posterior $\theta_{T+2}|D_{T+2}$, will be falsified.

3. To test $k$ step prediction performance, we calculate distribution $\theta_{T+2+k}|D_{T+2}$ from $\theta_{T+2}|D_{T+2}$ without performing Bayesian update. Then, we calculate predictive mean $\mathbb{E}[y_{T+2+k}|D_{T+2}]$ calculate error by Equation 14 with ground truth $y_{T+2+k}$. This generates one $k$ step prediction error $e_{k,\text{step}}$ evaluated at $t = T + 2$, which is temporarily saved.

4. After completing the $k$ step testing at $t = T + 2 + k$, we perform Bayesian update and obtain the next “ground truth” $\theta_{T+3}|D_{T+3}$ from $\theta_{T+2}|D_{T+2}$. Then, by following step 3, we can generates another $k$ step prediction error $e_{k,\text{step}}$ evaluated at $t = T + 3$, which is temporarily saved.

5. Repeating step 3 and step 4 until the $k$-step forward reaches the last available time step of the entire testing set. In this process we have recorded $\{e_{k,\text{step}}, e_{k,\text{step}}, \ldots\}$. Averaging them results the overall $k$ step testing error.

### 7.4 Result

Algorithms exhibit different behaviour provided with different length of training data. Hence, we run all comparable methods on both the longer time series (5 years) and the shorter time series (2 years).

We first present results for the shorter data. To train URS offline, we set $\theta$ dimension equals to 8, and for online training, $\theta$ dimension equals 4; The Lasso shrinkage coefficient $\alpha = 0.05$; $u$ dimension is 10; top $I$ number of options used is 5; Mean shift effect $b$ is initialized to be $-2.3$. The time series started from Jan 1$^{st}$, 2018 and ended on Dec 31$^{st}$, 2019. The last 24 days comprises the testing data. 1 day before testing set comprises the validation data, and the rest are training data. Result are shown in Table 3. Clearly, the offline URS achieves the best prediction results at all prediction steps. Even comparing with calibrated prediction for all stochastic volatility models or with the deep learning sequential model, its prediction is significantly superior. Besides, we notice that offline URS does comparably better prediction in long-term than in short-term. This is resulted from the RTS smoothing procedure that improved the algorithm’s robustness to irreducible noise and also the ability to capture longer term trend. However, we observe that performance of the online algorithm for URS is far less effective.

We then present results for longer time series. To train URS offline, we set $\theta$ dimension equal to 16, and we for online algorithm we still set $\theta$ dimension equal to 4. The Lasso shrinkage coefficient was set to $\alpha = 0.05$; $u$ dimension is still set to 10; top $I$ number of options used is 5; The mean shift effect $b$ is initialized to $-2.3$. The time series started from Jan 1$^{st}$, 2015 and ended on Dec 31$^{st}$, 2019. The last 24 days comprises the testing data. 1 day before testing set comprises the validation data, and the rest are training data. Result are shown in the lower half of Table 3.

In contrast, though URS offline still outperform all other algorithms, we observe a significant performance improvement. The online algorithm typically doesn’t perform as well given a short term
series. However, when doubling the length of training set, its performance becomes comparable with calibrated stochastic volatility models. This is due to the nature of the algorithm’s training mechanism, as longer time series provides more iterations for joint UKF updates. However, comparing to its offline counterpart, the online algorithm still lacks regularization. This provides intuition of why the online algorithm doesn’t outperform the offline algorithm.

| Dataset      | Model                      | 2-year Dataset | 5-year Dataset |
|--------------|----------------------------|----------------|----------------|
|              |                            | Jan 1st, 2018  | Dec 31st, 2019 |
| 2-year Dataset | Implied Volatility (IV)    | 1.2422         | 1.2422         |
|              | IV (calibrated)            | 0.3804         | 0.3804         |
|              | GARCH                     | 0.5768         | 0.5768         |
|              | GARCH (calibrated)        | 0.2821         | 0.2821         |
|              | HARCH                     | 0.5261         | 0.5261         |
|              | HARCH (calibrated)        | 0.9558         | 0.9558         |
|              | LSTM                      | 0.7979         | 0.7979         |
|              | LSTM (Black-Scholes)      | 1.0210         | 1.0210         |
|              | **URS Offline**           | **0.2319**     | **0.2319**     |
|              | **URS Online**            | **0.9036**     | **0.9036**     |
| 5-year Dataset | Implied Volatility (IV)    | 1.2422         | 1.2422         |
|              | IV (calibrated)            | 0.3804         | 0.3804         |
|              | GARCH                     | 0.6096         | 0.6096         |
|              | GARCH (calibrated)        | 0.3743         | 0.3743         |
|              | HARCH                     | 0.4828         | 0.4828         |
|              | HARCH (calibrated)        | 0.4006         | 0.4006         |
|              | LSTM                      | 0.7687         | 0.7687         |
|              | LSTM (Black-Scholes)      | 0.8258         | 0.8258         |
|              | **URS Offline**           | **0.2212**     | **0.2212**     |
|              | **URS Online**            | **0.2833**     | **0.2833**     |

Table 3: Model prediction error comparison

8. Discussion

The former sections present comprehensive study of URS in the context of option pricing. However, the originality of unscented reservoir smoother is not limited to this single case. Due to the fact that URS lies in the intersection of deep learning and state-space model, it triggers our interest to explore further extensions of URS that has more profound implication on general problems. In this section, we discuss two levels of extensions. For simplicity purpose, notations and parameters in this section are not inherited from previous sections.

8.1 Extensions on Control Input

A close observation of Equation 7 shows that the control input variable serves as an additive factor to the transition function. When applying unscented transform, such control only serves has a mean-shift effect on the state estimate distribution. Therefore, the input weight $G_{in}$ doesn’t necessarily need to be linear. It could well be replaced by any functions that is differentiable. For example, input function can be a neural network with arbitrary structures. The input control is still an additive factor that doesn’t impact the class of distribution of $\theta_t$, which is still Gaussian. As for training and making inference on parameters, the offline parameter inference algorithm relies on calculating gradient to optimize E-step. But gradient based optimization is exactly the optimization regime for typical neural network training. Thus, the deep learning framework is fully compatible at the input
control part of our framework. For example, consider an RNN extension based on the framework, we can extend the evolution function in Equation 7 to
\[
\theta_t = \tau(G_{\theta_{t-1}} + g_{in}(u_t) + b) + W_t
\]
\[W_t \sim \mathcal{N}(0, W)\]

The change of input control function doesn’t modify the class of distribution of \(h_t\). Parameter inference is invariant and no additional approximation error is induced.

A further extension would be to consider having multiple layers of recurrent structures before the control input. This includes deep ESN structures (Sun et al. (2017), Chouikhi et al. (2018), Ma et al. (2017)) or in any deep RNN structures with the last layer being ESN. In this case, the URS becomes
\[
\begin{align*}
    h_t^{(1)} &= \tau^{(1)} \left( G^{(1)} h_{t-1}^{(1)} + g_{in}^{(1)}(x_t) + b^{(1)} \right) \\
    h_t^{(2)} &= \tau^{(2)} \left( G^{(2)} h_{t-1}^{(2)} + g_{in}^{(2)}(h_t^{(1)}, x_t) + b^{(2)} \right) \\
    & \vdots \notag \\
    h_t^{(n)} &= \tau^{(n)} \left( G^{(n)} h_{t-1}^{(n)} + g_{in}^{(n)}(h_t^{(n-1)}, x_t) + b^{(n)} \right) \\
    \theta_t &= \tau \left( G_{\theta_{t-1}} + g_{in}(h_t^{(n)}) + b \right) + W_t \\
    W_t &\sim \mathcal{N}(0, W) \notag
\end{align*}
\]

Where \(x_t\) denotes input at \(t\), \(h_t^{(i)}\) denotes the \(i\)th layer of recurrent unit at time \(t\), \(G^{(i)}\), \(b^{(i)}\) denotes the transition weight and bias of the \(i\)th layer, and \(\tau^{(i)}\) is the evolution function of the \(i\)th layer. In this case, simple algebra can show that in E-step, the expected log-likelihood is still a function of \(\{h_t^{(1)}, G^{(1)}, b^{(1)}, x_1:T\}\). Optimization is exactly the same as backpropagation through time. Besides, the probabilistic layer, the last UKF layer, still maintains additive control input. Thus, training no additional approximation error is induced. Therefore, we have demonstrated the full compatibility of deep learning and state space model on the input control level.

8.2 At the Intersection of Deep Learning and State-Space Models

We make the final generalization of URS to integrate the sequential deep learning frameworks and the state-space model frameworks. The major challenge is that for more complex gated network structures, there are usually more than one dynamic whose uncertainty measurement needs to be propagated. To overcome this, we consider the generalization of a typical gated sequential deep learning module, LSTM.

\[
\begin{align*}
    f_t &= \sigma_{gate}(x_t, h_{t-1}) \\
    i_t &= \sigma_{gate}(x_t, h_{t-1}) \\
    o_t &= \sigma_{gate}(x_t, h_{t-1}) \\
    \tilde{c}_t &= g_{cell}(x_t, h_{t-1}) \\
    c_t &= f_t \odot c_{t-1} + i_t \odot \tilde{c}_t \\
    h_t &= o_t \odot f_{out}(c_t)
\end{align*}
\]

The existence of gates demonstrates the existence of more than one time varying states. In this LSTM scenario, the two dynamics whose uncertainty measurements need to be propagated are \(c_t\) and \(h_t\). This differs from all of our previous extensions where only one dynamic \(\theta\) was cast into state-space model framework. For this type of multiple dynamics uncertainty propagation problem,
a solution would be treating the all dynamics jointly as one concatenated dynamic. Thus, the above LSTM could also be cast into the state-space model framework as below

\[
\begin{bmatrix}
    c_t \\
    h_t
\end{bmatrix} = g \left( \begin{bmatrix}
    c_{t-1} \\
    h_{t-1}
\end{bmatrix}, x_t \right) + \begin{bmatrix}
    W_t \\
    V_t
\end{bmatrix}
\]

\[W_t \sim \mathcal{N}(0, W)\]

\[V_t \sim \mathcal{N}(0, V)\]

Where evolution function \( g \) encapsulates all the gating and other composite of functions. Its explicit expression is

\[
g \left( \begin{bmatrix}
    c_{t-1} \\
    h_{t-1}
\end{bmatrix}, x_t \right) = \begin{bmatrix}
\tau^{(f)}(x_t, h_{t-1}) \circ c_{t-1} + \tau^{(i)}(x_t, h_{t-1}) \circ g_{cell}(x_t, h_{t-1}) \\
\tau^{(c)}_{gate}(x_t, h_{t-1}) \circ f_{out} \left( \tau^{(f)}(x_t, h_{t-1}) \circ c_{t-1} + \tau^{(i)}(x_t, h_{t-1}) \circ g_{cell}(x_t, h_{t-1}) \right)
\end{bmatrix}
\]

The general idea is to concatenate all time-varying states into a joint state, and the transformation function could be modeled via joint transformation. This extension holds for deep learning sequential models of fixed dynamic dimension in general, including model proposed by Doerr et al. (2018). Although depending on the number of parameters, inference could switch from unscented Kalman filtering to SMC-type methods to achieve higher fidelity (see Del Moral (1997) and Liu and Chen (1998) ). Thus, the URS model motivates a complete integration of sequential deep learning framework and state-space model framework.

9. Conclusions

Sequential models that lies in the deep learning framework, including reservoir computing, have demonstrated success in capturing complex sequential patterns of deterministic dynamical systems. However, we have demonstrated that these models suffers from learning from highly noisy data. Specifically, when observed output \( y \) contains large unobservable noise, the model performance degenerate. Besides, all time steps’ induced prediction loss contribute by the same weight to the total loss function, so that essentially each training sample has equal power in affecting parameters. Nevertheless, some time steps’ data samples contain larger unobservable irreducible noise \( \epsilon_{tr}^{(ir)} \) and therefore should contribute less in affecting model parameters, as their larger uncertainty indicates them being less informative or credible. This causes deep learning models’ susceptibility to noise. Furthermore, their lack of a uncertainty quantification makes us unable measure and propagate predictive distribution. State-space models, on the other hand, provides measured distribution, allowing us to quantify the uncertainty. Thanks to this uncertainty measurement, information of model parameters drawn from observed outputs with higher irreducible uncertainty are therefore diluted, which improved the model’s robustness to data noise. However, their lack of model complexity makes the framework not as flexible, leaving it harder to extract more complex temporal patterns from sophisticated time series. This study proposes the unscented reservoir smoother (URS) as a fundamental model and studies its behaviour in option pricing setting. This model lies in the intersection of both frameworks, capable of measuring uncertainty for both latent dynamics and outputs while simultaneously obtaining better, especially longer term, forecasting results. Most importantly, using URS as building blocks, we have demonstrated that further extensions could be made and therefore integration of sequential deep learning framework and state-space model framework is ultimately feasible.
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Appendix A. Derivations of Equations

In this section we elaborate on derivations of computationally heavy equations appeared in this paper.

A.1 Derivation of Equation 11

\[ \mathcal{L}(\mathcal{D}_t, \Theta, \mathcal{G}) = \sum_{t=1}^{T} \left\{ \log \mathbb{P}(\theta_t|\theta_{t-1}, \mathcal{D}_T) + \sum_{i=1}^{I} \log(\mathbb{P}(y_t^{(i)}|\theta_t, \mathcal{D}_T)) \right\} \]

\[ = \sum_{t=1}^{T} \left\{ -\frac{1}{2} \log((2\pi)^p|\mathbf{W}|) - \frac{1}{2} (\theta_t - \Xi_{\mu}(\theta_{t-1}))^T \mathbf{W}^{-1} (\theta_t - \Xi_{\mu}(\theta_{t-1})) \right. \]

\[ - \frac{1}{2} \log(2\pi v) - \frac{1}{2v} \sum_{i=1}^{I} (y_t^{(i)} - \psi_{\mu}^{(i)}(\theta_t))^2 \right\} \]

\[ = -\frac{T}{2} \log(|\mathbf{W}|) - \frac{T I}{2} (\log(v)) \]

\[ - \frac{1}{2v} \sum_{i=1}^{I} \left[ \theta_t^T \mathbf{W}^{-1} \theta_t - 2 \theta_t^T \mathbf{W}^{-1} \Xi_{\mu}(\theta_{t-1}) + \Xi_{\mu}(\theta_{t-1})^T \mathbf{W}^{-1} \Xi_{\mu}(\theta_{t-1}) \right] \]

\[ - \frac{1}{2v} \sum_{i=1}^{I} (y_t^{(i)})^2 - 2 \sum_{i=1}^{I} y_t^{(i)} \psi_{\mu}^{(i)}(\theta_t) + \sum_{i=1}^{I} (\psi_{\mu}^{(i)}(\theta_t))^2 + C \]

Equation 11 is the full log-likelihood of the process. Then, we’re taking expectation of Equation 11 via conditional probability \( \mathbb{P}(\Theta|\mathcal{D}_t, \mathcal{G}_j) \) to get expected log-likelihood:

A.2 Derivation of Equation 12

\[ \mathbb{E}_{\Theta|\mathcal{D}_t, \mathcal{G}_j}[\log \mathcal{L}(\mathcal{D}_t, \Theta, \mathcal{G})] \]

\[ = \sum_{t=1}^{T} \mathbb{E}_{\Theta|\mathcal{D}_t, \mathcal{G}_j} \left[ \log \mathbb{P}(\theta_t|\theta_{t-1}, \mathcal{D}_T) \right. \]

\[ - \frac{1}{2} \mathbb{E}_{\Theta|\mathcal{D}_t, \mathcal{G}_j} (\theta_t^T \mathbf{W}^{-1} \theta_t - 2 \theta_t^T \mathbf{W}^{-1} \Xi_{\mu}(\theta_{t-1}) + \Xi_{\mu}(\theta_{t-1})^T \mathbf{W}^{-1} \Xi_{\mu}(\theta_{t-1}) \right] \]

\[ = -\frac{T}{2} \log(|\mathbf{W}|) - \frac{T I}{2} (\log(v)) \]

\[ - \frac{1}{2v} \sum_{i=1}^{I} \mathbb{E}_{\Theta|\mathcal{D}_t, \mathcal{G}_j} \left[ (y_t^{(i)})^2 - 2 y_t^{(i)} \psi_{\mu}^{(i)}(\theta_t) + \psi_{\mu}^{(i)}(\theta_t)^2 \right] + C \]

A.3 Derivation of Taylor Linearization Approach

We consider Taylor expanding \( \tau \) at \( x_0 \) to the first degree:
\[\tau(x) = \frac{1}{1 + e^{-x}} = \frac{1}{1 + e^{-x_0} + (1 + e^{-x_0})^2(x - x_0) + O((x - x_0)^2)}\]
\[\eta(x_0) := \frac{e^{-x_0}}{(1 + e^{-x_0})^2}\]

Take in linearized function evaluated at \(m_{t-1}^*\) into calculation:
\[
\begin{bmatrix}
\theta_t \\
\theta_{t-1}
\end{bmatrix}
\sim \mathcal{N}
\left(
\begin{bmatrix}
m_{t-1}^* \\
\Sigma_{t-1}^*
\end{bmatrix},
\begin{bmatrix}
C_{t-1}^* & \Sigma_{t-1,t}^* \\
\Sigma_{t-1,t}^* & C_{t-1}^*
\end{bmatrix}
\right)
\]
\[M = G_{t_0}u_2 + b\]
\[\tau(G\theta_{t-1} + M) = \tau(Gm_{t-1}^* + M) + \eta(Gm_{t-1}^* + M) \odot G(\theta_{t-1} - m_{t-1}^*) + O((\theta_{t-1} - m_{t-1}^*)^2)\]
\[E[\theta_i^TW^{-1} \Xi(\theta_{t-1}) | D_T] \approx E[\theta_i^TW^{-1}\tau(Gm_{t-1}^* + M)
+ (\theta_i^* - m_{t-1}^*)W^{-1}\eta(Gm_{t-1}^* + M) \odot G(\theta_{t-1} - m_{t-1}^*))]
= (m_i^*)^TW^{-1}\tau(Gm_{t-1}^* + M)
+ E((\theta_i^* - m_{t-1}^*)W^{-1}\eta(Gm_{t-1}^* + M) \odot G(\theta_{t-1} - m_{t-1}^*))\]

Taking another substitution,
\[N = \eta(Gm_{t-1}^* + M) = (q_1, q_2, \cdots, q_p)^T\]
\[E[\theta_i^TW^{-1} \Xi(\theta_{t-1}) | D_T] \approx (m_i^*)^TW^{-1}\tau(Gm_{t-1}^* + M)
+ E((\theta_i^* - m_{t-1}^*)^TW^{-1}\eta(Gm_{t-1}^* + M) \odot G(\theta_{t-1} - m_{t-1}^*))\]

Finally, this could be evaluated by standard Multivariate Gaussian Distribution properties.
\[
\begin{bmatrix}
W^{-1}(\theta_i - m_i^*) \\
G(\theta_{t-1} - m_{t-1}^*)
\end{bmatrix}
\sim \mathcal{N}
\left(
\begin{bmatrix}
0 \\
0
\end{bmatrix},
\begin{bmatrix}
W^{-1}C_{t-1}^*W^{-T} & W^{-1}\Sigma_{t-1,t}^*G_{t-1}^TG_t \\
G_{t-1}^*W^{-1} & G\Sigma_{t-1,t}^*G_{t-1}^T
\end{bmatrix}
\right)
\]
\[E \left\{(\theta_i^* - m_{t-1}^*)^TW^{-1}(N \odot G(\theta_{t-1} - m_{t-1}^*))\right\} = \sum_{i=1}^p q_i [W^{-1}\Sigma_{t-1,t}^*G_{t}^T]_{i,i}\]

Therefore, by taking the calculated result back in, we can get the answer
\[E[\theta_i^TW^{-1} \Xi(\theta_{t-1}) | D_T] = (m_i^*)^TW^{-1}\tau(Gm_{t-1}^* + M) + \sum_{i=1}^p q_i [W^{-1}\Sigma_{t-1,t}^*G_{t}^T]_{i,i}\]
= \left(m_i^*\right)^TW^{-1}\tau(Gm_{t-1}^* + M) + N \cdot \text{diag}[W^{-1}\Sigma_{t-1,t}^*G_{t}^T]\]
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