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Abstract: In this paper, we investigate the (2 + 1)-dimensional Hirota–Satsuma–Ito (HSI) shallow water wave model. By introducing a small perturbation parameter \( \epsilon \), an extended (2 + 1)-dimensional HSI equation is derived. Further, based on the Hirota bilinear form and the Hermitian quadratic form, we construct the rational localized wave solution and discuss its dynamical properties. It is shown that the oblique and skew characteristics of rational localized wave motion depend closely on the translation parameter \( \epsilon \). Finally, we discuss two different interactions between a rational localized wave and a line soliton through theoretic analysis and numerical simulation: one is an absorb-emit interaction, and the other one is an emit-absorb interaction. The results show that the delay effect between the encountering and parting time of two localized waves leads to two different kinds of interactions.
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1. Introduction

In the shallow water wave theory, the (1 + 1)-dimensional Hirota–Satsuma shallow water wave model [1–6]:

\[
\frac{\partial u}{\partial t} - 3uu_t - 3u_x \int_{-\infty}^{\infty} u_t dx - u_{xxt} + u_x = 0, \tag{1}
\]

is introduced to describe the dynamics in the unidirectional propagation of the surface wave in shallow water. This kind of surface wave in shallow water is termed as the shallow water wave, and its wavelength is much larger than the local water depth. Sometimes, the shallow water wave is known as the flow at the free surface of a body of shallow water under the force of gravity or the flow below a horizontal pressure surface in a fluid [1]. In Equation (1), \( u(x,t) \) represents the amplitude of the shallow water wave, and \( t \) and \( x \) are the time coordinate and spatial coordinate variables, respectively. The model (1) is one of the important models in the family of shallow water wave equations and has been investigated by many researchers [1–6]. The multi-soliton solution of Equation (1) was proposed and discussed in References [1,2]. Bäcklund transformation, Lax pair, and some rational solutions were reported in References [3,4]. Periodic wave solutions and their asymptotic analysis were presented in References [5,6].

The Hirota–Satsuma shallow water wave model has a higher dimensional generalized form [7–12]:

\[
\int_{x}^{\infty} u_{t} dx + 3uu_{t} + 3u_{x} \int_{x}^{\infty} u_{t} dx + u_{xxt} + \alpha u_x = 0, \tag{2}
\]
which is called the \((2 + 1)\)-dimensional Hirota–Satsuma–Ito (HSI) equation, where \(\alpha\) is a non-zero real parameter. \(u\) is a function of the variables \(x, y, t\) and represents the amplitude of the shallow water wave, and the subscript variables represent the partial derivatives with respect to the spatial coordinate variables \(x, y\) and the time variable \(t\), respectively. Usually, the \((2+1)\)-dimensional HSI equation is also written as the following two forms [7–12]:

\[
\begin{align*}
&v_t + u_{xxt} + 3(uw)_x + \alpha u_x = 0, \\
&u_y = v_x, \\
&u_t = w_x,
\end{align*}
\]

(3)

and:

\[
\begin{align*}
&w_t = u_{xxt} + 3uu_t - 3u_xv_t + \alpha u_x, \\
&w_x = -u_y, \\
&v_x = -u_t,
\end{align*}
\]

(4)

where \(u, v,\) and \(w\) are the functions of \(x, y,\) and \(t\). Generally, the function \(u\) is the physical field, while the functions \(v\) and \(w\) are the potentials of physical field derivatives. As a \((2 + 1)\)-dimensional extension of the Hirota–Satsuma shallow water wave model, many researchers [7–12] investigated this model. By using the logarithm transformation \(u = 2(\ln f)_{xx}\), the \((2+1)\)-dimensional HSI equation can be converted into the following bilinear form [7–12]:

\[
(D_yD_t + D_x^3D_t + \alpha D_x^2)f \cdot f = 0,
\]

(5)

where the definition of operator \(D\) is as follows:

\[
D^mD_x^nD_y^rF \cdot G = \left(\frac{\partial}{\partial t} - \frac{\partial}{\partial t'}\right)^m \left(\frac{\partial}{\partial x} - \frac{\partial}{\partial x'}\right)^n \left(\frac{\partial}{\partial y} - \frac{\partial}{\partial y'}\right)^r [F(x, y, t)G(x', y', t')]_{x'=x, y'=y, t'=t}.
\]

(6)

where \(m, n,\) and \(r\) are non-negative integers. Based on the bilinear form (5), Yuan Zhou et al. [7] derived the complexiton solutions by using the linear superposition principle. Wen-Xiu Ma and his group [8,9] obtained lump solutions and abundant exact interaction solutions by employing the Hirota direct method. Yaqing Liu et al. [10] investigated the \(N\)-soliton solution and localized wave interaction solutions by using Hirota’s \(N\)-soliton method. By employing the perturbation expansion method, Wei Liu et al. [11] investigated the high-order breathers, lumps, and semi-rational solutions. Jian-Guo Liu et al. [12] studied multi-wave, breather wave, and interaction solutions by using the three wave method. Xing Lü et al. [13] extended the \((2 + 1)\)-dimensional HSI equation to the \((3 + 1)\)-dimensional form and deduced the Bäcklund transformation, exact solutions, and interaction behavior of the \((3 + 1)\)-dimensional Hirota–Satsuma–Ito-like equation. In this paper, by introducing a translation parameter \(\epsilon\), we obtain an extended \((2 + 1)\)-dimensional HSI equation. Further, based on the Hirota bilinear form with the translation parameter \(\epsilon\) and the Hermitian quadratic form, we investigate the novel dynamical properties of the rational localized wave solution. Finally, through theoretic analysis and numerical simulation, we discuss the absorb-emit interactions of a rational localized wave and a line soliton in detail.

The outline of this article is as follows. Section 2 presents the extended \((2 + 1)\)-dimensional HSI equation with the translation parameter \(\epsilon\) and further investigates the rational localized wave solution by using the Hirota bilinear form and the Hermitian quadratic form. Section 3 explores the absorb-emit interactions between a rational localized wave and a line soliton. Conclusions will be given in Section 4.
2. Hermitian Quadratic Form and Rational Localized Wave

In order to investigate the novel dynamical properties of the rational localized wave in the (2 + 1)-dimensional HSI equation, we now consider the following translation transformation:

\[ u = \epsilon + U(x, y, t), \]

where \( \epsilon \) is an arbitrary nonzero real constant. Using the above translation transformation, then Equation (2) becomes the following form:

\[ 3\epsilon U_t + \int_x^\infty U_{ty}dx + 3UU_t + 3U_x \int_x^\infty U_tdx + U_{xxt} + \alpha U_x = 0. \] (8)

Equation (8) can be regarded as a generalization of the (2 + 1)-dimensional HSI equation and is called the extended (2 + 1)-dimensional HSI equation. What is more, if \( U_y = 0, \alpha = 1, \epsilon = -\frac{1}{3} \) and through the transformation \( U = u(x, -t) \), Equation (8) can be reduced to the classical (1 + 1)-dimensional Hirota–Satsuma shallow water wave model (1).

Now, we investigate the extended (2 + 1)-dimensional HSI equation. By employing the logarithmic transformation:

\[ U = 2(\ln f(x, y, t))_{xx}, \]

we can obtain the Hirota bilinear form of the extended (2 + 1)-dimensional HSI equation:

\[ (D_yD_t + 3\epsilon D_xD_t + D_x^2D_t + \alpha D_x^2)f \cdot f = 0. \] (10)

Compared with two Hirota bilinear forms (5) and (10), they are completely different. Obviously, if \( \epsilon = 0 \), the Hirota bilinear form (10) degenerates to (5). Hence, the bilinear form (10) is a generalized form of (5) and has not been discussed in the previous literature [7–15].

Now, we use the extended bilinear form (10) and the Hermitian quadratic form to construct the rational localized wave solution of the (2 + 1)-dimensional HSI equation. Firstly, we introduce the Hermitian matrix and the Hermitian quadratic form.

**Definition 1** ([15]). If a complex matrix \( M \) satisfies \( M = M^H \), then \( M \) is called a Hermitian matrix, where the symbol \( H \) denotes the complex conjugate transpose.

**Definition 2** ([15]). If \( X = (x_1, x_2, \cdots, x_n)^T \in \mathbb{C}^n \) is a column matrix and \( M = (a_{ij}) \in \mathbb{C}^{n \times n} \) is a Hermitian matrix, then the quadratic form:

\[ f(X) = X^HMX, \]

is called a Hermitian quadratic form.

According to the definition of the Hermitian quadratic form and symbolic computation, we directly derive the following result.

**Theorem 1.** The extended bilinear form (10) has the following polynomial solution:

\[ f(x, y, t) = X^HMX + R, \] (11)
where \( R \) is a real non-zero constant, \( X = (x, y, t)^T \) is a real column matrix, the symbol \( H \) represents the complex conjugate transpose, \( M \) is a third-order Hermitian matrix, which is defined by the following matrix:

\[
M = \begin{pmatrix}
a_{11} & a_{12} & a_{13} \\
a_{12}^* & a_{22} & a_{23} \\
a_{13}^* & a_{23}^* & a_{33}
\end{pmatrix},
\]

(12)

and the symbol \( * \) means the complex conjugate. The elements \( \Re(a_{12}), \Re(a_{23}), a_{22}, \) and \( R \) are determined by the following relations:

\[
\begin{align*}
\Re(a_{12}) &= -3\epsilon a_{11} - \frac{a_{11} \Re(a_{13})}{a_{33}}, \\
\Re(a_{23}) &= a_{11} - 3\epsilon \Re(a_{13}) - \frac{2a \Re^2(a_{13})}{a_{33}}, \\
a_{22} &= a_{11}(\alpha^2 a_{11} + 6\epsilon \Re(a_{13}) + 9a_{33} \epsilon^2) \times \frac{a_{33}}{a_{13}}, \\
R &= \frac{3a_{11} a_{33} \Re(a_{13})}{a(\Re^2(a_{13}) - a_{11} a_{33})},
\end{align*}
\]

(13)

where \( \Re(a_{ij}) \) denotes the real part of the complex number \( a_{ij} \), and the parameters \( a_{11}, a_{33}, \) and \( \Re(a_{13}) \) need to satisfy the constraint conditions:

\[
a_{11} a_{33} - \Re^2(a_{13}) > 0, \quad a_{22} \Re(a_{13}) < 0.
\]

(14)

Further, combining with (7), (9), and (11), we can derive the nonsingular rational localized wave solution of the (2+1)-dimensional HSI equation.

Now, we examine that the function \( |X^H M X + R| \) is positive definite under the constraint condition (14). Indeed, the Hermitian quadratic form \( X^H M X \) can be converted into the following form:

\[
X^H \begin{pmatrix}
a_{11} & \Re(a_{12}) & \Re(a_{13}) \\
\Re(a_{12}) & a_{22} & \Re(a_{23}) \\
\Re(a_{13}) & \Re(a_{23}) & a_{33}
\end{pmatrix} X.
\]

(15)

Through the determination method of the positive definite matrix, considering all the principal minors of the matrix of the quadratic form in (15), we can acquire the following results:

(1) If \( a_{11} > 0, a_{33} > 0 \), and \( a_{11} a_{33} - \Re(a_{13})^2 > 0 \), then \( a_{22} > 0 \) and all the principal minors of the matrix of the quadratic form in (15) are nonnegative. Therefore, \( X^H M X \) is semi-positive definite. Furthermore, if \( a \Re(a_{13}) < 0 \), we can obtain that \( R > 0 \). Therefore, the solution (11) is positive definite.

(2) If \( a_{11} < 0, a_{33} < 0 \), and \( a_{11} a_{33} - \Re(a_{13})^2 > 0 \), then \( a_{22} < 0 \) and all the odd order principal minors of the matrix of the quadratic form in (15) are nonpositive, and all even order principal minors are nonnegative. Hence, \( X^H M X \) is semi-negative definite. Furthermore, if \( a \Re(a_{13}) > 0 \), we can obtain that \( R < 0 \). Therefore, the solution (11) is negative definite.

Given the above analysis, we can deduce that the function \( |X^H M X + R| \) is positive definite under the constraint condition (14). Therefore, the rational solution (7) determined by (9) and (11) is a nonsingular solution.

Indeed, after further discussion of Theorem 1, we can derive a more concise result. Assume that the elements in the matrix \( M \) satisfy:

\[
a_{ij} = a_i a_j^*, \quad i, j = 1, 2, 3,
\]

(16)
that is,

\[
A = \begin{pmatrix}
a_1 a_1^* & a_1 a_2^* & a_1 a_3^* \\
a_2 a_1^* & a_2 a_2^* & a_2 a_3^* \\
a_3 a_1^* & a_3 a_2^* & a_3 a_3^*
\end{pmatrix},
\]

(17)

then the Hermitian quadratic form \(X^H M X\) can be simplified as \((a_1 x + a_2 y + a_3 t)(a_1^* x + a_2^* y + a_3^* t)\). Therefore, we can derive the following corollary:

**Corollary 1.** The extended bilinear form (10) has the following positive definite polynomial solution:

\[
f(x, y, t) = (a_1 x + a_2 y + a_3 t)(a_1^* x + a_2^* y + a_3^* t) + R,
\]

(18)

where the parameters \(a_2\) and \(R\) are determined by:

\[
R = \frac{6a_1 a_1^* a_2 a_3^* (a_1 a_3^* + a_2^* a_3)}{a(a_1 a_3^* - a_1^* a_3)}^2, \quad a_2 = -\frac{a_1 (a a_1 + 3a_3 e)}{a_3}
\]

(19)

and \(a_1, a_3\) need to satisfy the constraint conditions:

\[
a(a_1 a_3^* + a_1^* a_3) < 0, \quad a_1 a_3^* - a_1^* a_3 \neq 0.
\]

(20)

Further, combining with (7), (9), and (18), we can derive the nonsingular rational localized wave solution of the (2+1)-dimensional HSI equation.

Now, we consider the dynamical behaviors of the nonsingular rational localized wave solution determined by (18). For the convenience of discussion, let the complex parameters \(a_1\) and \(a_3\) be:

\[
a_1 = m_1 + i p_1, a_3 = n_1 + i q_1,
\]

(21)

where \(m_1, n_1, p_1, q_1\) are arbitrary real parameters and \(i^2 = -1\). Then, \(a_2\) and \(R\) become the following form:

\[
a_2 = m_2 + i n_2, R = -\frac{3(m_1 n_1 + p_1 q_1)(m_1^2 + p_1^2)(n_1^2 + q_1^2)}{a(m_1 q_1 - n_1 p_1)^2},
\]

(22)

where:

\[
m_2 = -3m_1 e - \frac{\alpha (m_1^2 n_1 + 2m_1 p_1 q_1 - n_1 q_1^2)}{m_1^2 + q_1^2},
\]

(23)

\[
n_2 = -3p_1 e - \frac{\alpha (p_1^2 q_1 + 2m_1 n_1 p_1 - q_1 m_1^2)}{n_1^2 + q_1^2}.
\]

On the basis of (21)–(23), inserting (9) with (18) into (7), we can derive the rational localized wave solution of the (2+1)-dimensional HSI equation:

\[
u(x, \xi, \eta) = e + \frac{4(m_1^2 + p_1^2)}{(m_1^2 + m_2^2)^2 + (n_2^2 + p_1^2)^2} + R \left(\frac{(p_1 n_2 + m_1 m_2) q + (m_1^2 + p_1^2) \xi}{(m_1^2 + m_2^2)^2 + (n_2^2 + p_1^2)^2 + R} \right)^2,
\]

(24)

where:

\[
x = x + \frac{2\alpha (m_1 n_1 + p_1 q_1) + 3\epsilon (n_1^2 + q_1^2)}{a(m_1^2 + p_1^2)}, \quad y = y + \frac{n_1^2 + q_1^2}{a(m_1^2 + p_1^2)} t,
\]

(25)
and the conditions of the nonsingular solution are:

\[ a(m_1n_1 + p_1q_1) < 0, \quad m_1q_1 - n_1p_1 \neq 0. \]  

(26)

The solution (24) represents a rational solitary wave, which decays to \( \epsilon \) in all directions in the \((x, y)\)-plane and can be referred to as a rational localized wave. The amplitude is:

\[ u_{max} = \epsilon + 4\delta \left( \frac{m_1q_1 - n_1p_1}{m_1n_1 + p_1q_1} \right)^2, \]

(27)

where:

\[ \delta = -\frac{a(m_1n_1 + p_1q_1)}{3(n_1^2 + q_1^2)}. \]

(28)

From (25), one can see that the rational localized wave solution (24) propagates along the following straight line in the \((x, y)\)-plane with the constant velocity:

\[ x - 3(\epsilon - 2\delta)y = 0, \]

(29)

and the velocity of propagation is given by:

\[ \mathbf{v} = (v_x, v_y) = \left( \frac{n_1^2 + q_1^2}{\alpha(n_1^2 + p_1^2)} (3(\epsilon - 2\delta), 1) \right), \]

(30)

where \( v_x \) and \( v_y \) signify the horizontal and vertical velocities for the rational localized wave, respectively. The signs of \( \alpha \) determine the direction of propagation along the \( y \)-axis. In addition, the condition \( m_1q_1 - n_1p_1 \neq 0 \) suggests that the rational localized wave (24) cannot be converted into a line localized wave [16]. What is more, it is easy to see from the straight line (27) that the inclined direction of the propagation trajectory to the \( x \)-axis is determined by the signs of \( \epsilon - 2\delta \): if \( \epsilon > 2\delta \), then \( \frac{v_y}{v_x} > 0 \), and the propagation trajectory passes through the first and the third quadrant in the \((x, y)\)-plane; if \( \epsilon < 2\delta \), then \( \frac{v_y}{v_x} < 0 \), and the propagation trajectory passes through the second and the forth quadrant in the \((x, y)\)-plane; if \( \epsilon = 2\delta \), then \( v_x = 0 \) and \( v_y \neq 0 \), and the propagation trajectory is the \( y \)-axis. However, the symmetries of the rational localized wave are determined by the signs of \( \epsilon - \delta \): if \( \epsilon > \delta \), the rational localized wave leans to the right in the \((x, y)\)-plane; if \( \epsilon = \delta \), the rational localized wave is an axisymmetric graphic; if \( \epsilon < \delta \), the rational localized wave leans to the left in the \((x, y)\)-plane. Figure 1 illustrates three examples of the rational localized wave, and one of them represents a symmetrical rational localized wave with \( \epsilon = \delta \) (Figure 1b), and another two are the skew rational localized wave figures with \( \epsilon \neq \delta \) (Figure 1a,c). In Figure 1a, the rational localized wave leans to the left in the \((x, y)\)-plane. In Figure 1c, the rational localized wave leans to the right in the \((x, y)\)-plane. Therefore, according to the relations between \( \epsilon \) and \( \delta \), we can come to the following conclusions:

1. When \( \epsilon > 2\delta \), the solution (24) displays the oblique propagation of the skew rational localized wave. The rational localized wave leans to the right in the \((x, y)\)-plane, and its propagation trajectory passes through the first and the third quadrant. However, in this case, the direction of motion for the skew rational localized wave is completely determined by the signs of \( \alpha \): if \( \alpha < 0 \), then \( v_x > 0, v_y > 0 \), and the skew rational localized wave moves up along the straight line (29) in the \((x, y)\)-plane; otherwise, it obliquely propagates along the opposite direction.

2. When \( \epsilon = 2\delta \), then \( v_x = 0 \) and \( v_y \neq 0 \), and the rational localized wave moves along the \( y \)-axis and is asymmetric about the coordinate axis. Moreover, if \( \alpha < 0 \), then \( v_y > 0 \), and the skew rational localized wave moves up along the \( y \)-axis; otherwise, it moves down along the \( y \)-axis.
When $\delta < \epsilon < 2\delta$, the solution (24) also displays the oblique propagation of the skew rational localized wave. However, since $\frac{\partial v_y}{\partial x} < 0$, the propagation trajectory passes through the second and the forth quadrant in the $(x, y)$-plane. The rational localized wave leans to the right, and the direction of motion is completely determined by the signs of $\alpha$: if $\alpha < 0$, then $v_x < 0, v_y > 0$, and the skew rational localized wave obliquely moves up along the straight line (29) in the $(x, y)$-plane; otherwise, it obliquely propagates along the opposite direction.

When $\epsilon = \delta$, the solution (24) displays the oblique propagation of the symmetrical rational localized wave, and its propagation trajectory passes through the second and the forth quadrant. Moreover, if $\alpha < 0$, the symmetrical rational localized wave obliquely moves up along the straight line (29) in the $(x, y)$-plane; otherwise, it obliquely propagates along the opposite direction.

When $\epsilon < \delta$, the solution (24) displays the oblique propagation of the skew rational localized wave, and its propagation trajectory passes through the second and the forth quadrant in the $(x, y)$-plane. However, the rational localized wave leans to the left in the $(x, y)$-plane.

Figure 1. Contour plots of the rational localized wave: (a) $\epsilon < \delta$; (b) $\epsilon = \delta$; (c) $\epsilon > \delta$.

### 3. Interaction of a Rational Localized Wave and a Line Soliton

The interactions of nonlinear waves may demonstrate many interesting and novel dynamical features, and some of the phenomena have important physical meaning. In this section, we investigate the interactions of a rational localized wave and a line soliton. Through the analysis of the delay effect caused by the phase shift, we will show two different types of interaction between a rational localized wave and a line soliton: one is an absorb-emit interaction, and the other one is an emit-absorb interaction.

In order to illustrate the interaction behaviors between two kinds of localized waves, we consider the following interaction test function:

$$f(x, y, t) = L_1(x, y, t) + S(x, y, t)L_2(x, y, t),$$

(31)
where:

\[ S(x, y, t) = e^{kx + ly + st}, \]

\[ L_1(x, y, t) = (a_1x + a_2y + a_3t)(a_1^*x + a_2^*y + a_3^*t) + R, \]

\[ L_2(x, y, t) = (a_1x + a_2y + a_3t + a_4^*)(a_1^*x + a_2^*y + a_3^*t + a_4^*) + R. \]  

(32)

and \(a_1, a_2, a_3, a_4\) are complex numbers and \(k, l, s, R\) real numbers. The solution determined by the interaction test function (31) with (32) contains two kinds of localized waves: one is a rational localized wave, and the other one is a line soliton. This implies the interactions between two kinds of localized waves. The functions \(L_1(x, y, t)\) and \(L_2(x, y, t)\) determine the rational localized wave before or after interaction, respectively. The parameters \(a_1, a_2, a_3\) satisfy the relations (19) and (20). \(a_4\) is a phase shift parameter to be determined later. The line soliton is determined by \(1 + e^{kx + ly + st}\), and through (7) and (9), one can derive the exact expression of the line soliton:

\[ u(\tau) = e + \frac{k^2}{2} \text{sech}^2 \frac{\tau}{2}, \]  

(33)

where \(\tau = kx + ly + st\) and the wave vector \((k, l)\) and the frequency \(s\) satisfy the following relation:

\[ l + k(k^2 + a^{-1}sk + 3c) = 0. \]  

(34)

The solution (33) is localized along the straight line \(\tau = 0\) in the \((x, y)\)-plane, and the velocity is given by:

\[ \mathbf{V} = (V_x, V_y) = -\frac{s}{k^2 + l^2} (k, l). \]  

(35)

Further, substituting (31) with (32) into the extended bilinear form (10), we obtain the following result.

**Theorem 2.** The extended bilinear form (10) has the solution (31), where the parameters \(a_1, a_2, a_3, R, k, l, s\) satisfy the relations (19), (20), and (34), and the phase shift parameter \(a_4\) is given by:

\[ a_4 = \frac{6ksa_1a_3(sa_3 + ka_3)}{a(sa_1 - ka_3)^2 - 3k^2s^2a_1a_3}. \]  

(36)

where \(a(sa_1 - ka_3)^2 \neq 3k^2s^2a_1a_3\). Further, combining with (7), (9), and (31)–(34), we can derive the interaction solution of a rational localized wave and a line soliton in the \((2+1)\)-dimensional HSI equation. In particular, if \((k, s) = (0, 0)\), then the interaction solution degenerates to the rational localized wave solution.

Now, we consider the dynamical behaviors of the interaction solution determined by (31). For convenience in the following discussion, we assume that \(|\mathbf{V}| > |\mathbf{v}|\) and that the parameters \(\alpha, \epsilon, \delta, k, l\) satisfy \(\alpha > 0, \epsilon = 0, s > 0, k > \max\{0, \sqrt[3]{\frac{\sqrt{4\epsilon + 4\delta^2} - 2\sqrt{3}\delta}{2(\sqrt{4\epsilon^2 + 4\delta^2} - 7)}}\}\), then one can obtain \(s < 0, v_x > 0, v_y < 0, V_x > 0,\) and \(V_y > 0\). With the above conditions and results, we can derive that the rational localized wave is symmetrical about the coordinate axes and obliquely moves down along the direction (30) in the \((x, y)\)-plane. The line soliton moves up along the direction (35) in the \((x, y)\)-plane. Therefore, under the above assumption, the interaction solution determined by (31) describes that a fast line soliton with speed \(\mathbf{V}\) overtakes a slow rational localized wave with speed \(\mathbf{v}\).
To display the interaction process between two kinds of localized waves in detail, we firstly discuss the asymptotic form of the interaction solution as \( t \to \pm \infty \). Based on (21)–(23), the functions \( L_1(x, y, t), L_2(x, y, t), \) and \( S(x, y, t) \) can be rewritten respectively as the following form:

\[
L_1(\xi_1, \eta_1) = (m_1 \xi_1 + m_2 \eta_1)^2 + (p_1 \xi_1 + n_2 \eta_1)^2 + R,
\]

\[
L_2(\xi_1, \eta_1) = L_1(\xi_1 - \theta_1, \eta_1 - \theta_2), S(\xi_2, \eta_2) = e^{k_2 + 1} \eta_2,
\]

where:

\[
\xi_1 = x - v_x t, \eta_1 = y - v_y t, \xi_2 = x - V_x t, \eta_2 = y - V_y t, \theta_1 = \frac{d_1 m_2 - r_1 n_2}{m_1 n_2 - p_1 m_2}, \theta_2 = \frac{r_1 p_1 - d_1 m_1}{m_1 n_2 - p_1 m_2},
\]

the parameters \( r_1, d_1 \) denote the real part and imaginary part of the complex parameter \( a_k \), respectively. The condition (20) implies \( a_k \neq 0 \). The velocities \((v_x, v_y)\) and \((V_x, V_y)\) are given by (30) and (35), respectively. To proceed, if \( k(v_x - V_x) + l(v_y - V_y) < 0 \), then we can derive the asymptotic expressions as \( t \to \pm \infty \):

\[
t \to -\infty, f(x, y, t) \simeq \begin{cases} L_1(\xi_1 - \theta_1, \eta_1 - \theta_2)S(\xi_2, \eta_2), \\ L_1(\xi_1, \eta_1)(1 + S(\xi_2, \eta_2)), \end{cases}
\]

and:

\[
t \to +\infty, f(x, y, t) \simeq \begin{cases} L_1(\xi_1, \eta_1), \\ L_1(\xi_1, \eta_1)(1 + S(\xi_2, \eta_2)). \end{cases}
\]

Thus, away from the interaction region, the interaction solution can be expressed as a sum of two noninteracting localized waves:

\[
u = \begin{cases} u_1(\xi_1 - \theta_1, \eta_1 - \theta_2) + u_2(\xi_2, \eta_2), t \to -\infty, \\ u_1(\xi_1, \eta_1) + u_2(\xi_2, \eta_2), t \to +\infty, \end{cases}
\]

where \( u_1(\xi_1, \eta_1) \) denotes the rational localized wave and is given by (24). The localized wave \( u_2(\xi_2, \eta_2) \) denotes the line soliton and is given by (33).

Similarly, if \( k(v_x - V_x) + l(v_y - V_y) > 0 \), one can obtain:

\[
u = \begin{cases} u_1(\xi_1, \eta_1) + u_2(\xi_2, \eta_2), t \to -\infty, \\ u_1(\xi_1 - \theta_1, \eta_1 - \theta_2) + u_2(\xi_2, \eta_2), t \to +\infty, \end{cases}
\]

Figures 2 and 3 display two different interactions between a rational localized wave and a line soliton. As can be seen from Figure 2, when \( t = -85 \), the interaction solution determined by (31) describes the propagation of two separate localized waves; see Figure 2a. Interestingly, with the development of time, when two localized waves get close to each other, we observe that the slow rational localized wave gradually is absorbed by the right side of the fast line soliton. Two localized waves fuse to one line soliton; see Figure 2b. However, some time later, gradually, the slow rational localized wave is emitted from the left side of the fast line soliton; see Figure 2c. This interaction phenomenon can be referred to as an absorb-emmit interaction phenomenon. Figure 3 is quite distinct from Figure 2. When \( t = -25 \), away from the interaction region, the interaction solution describes the propagation of two individual localized waves; see Figure 3a. More interestingly, with time evolution, when two localized waves come together, we find that a new rational localized wave gradually is emitted from the left side of the fast line soliton. Three localized waves are displayed; see Figure 3b. However, some time later, gradually, the original rational localized wave is absorbed by the right side of the line soliton; see Figure 3c. This interaction phenomenon can be referred to as an emit-absorb interaction phenomenon. These interactions are completely different from the completely non-elastic interaction between a rational localized wave and a line soliton in References [17,18].
The above analysis shows two different interactions between a rational localized wave and a line soliton through numerical simulation. Now, we further explore the causes of two interaction phenomena through the theory analysis. Based on the above discussion, if \( k(v_x - V_x) + l(v_y - V_y) < 0 \), we can easily derive the following distance formulas from the rational localized wave to the line soliton before and after interaction in the \((x, y)\)-plane:

\[
D_b = \left| \frac{k(v_x - V_x) + l(v_y - V_y)}{\sqrt{k^2 + l^2}} \right| t + \frac{k\theta_1 + l\theta_2}{\sqrt{k^2 + l^2}} ; D_a = \left| \frac{k(v_x - V_x) + l(v_y - V_y)}{\sqrt{k^2 + l^2}} \right| t,
\]

(43)

where the phase shift parameters \( \theta_1 \) and \( \theta_2 \) are given by (38). Therefore, we can obtain two critical points in time:

\[
T_c = \frac{k\theta_1 + l\theta_2}{k(V_x - v_x) + l(V_y - v_y)}, T_p = 0,
\]

(44)
where $T_e$ and $T_p$ denote the encountering and parting time of two localized waves, respectively. Hence, it easy to see that the phase shift $(\theta_1, \theta_2)$ leads to the time delay $|T_b - T_a|$ between the encountering and parting time. Therefore, according to the relationship between $T_e$ and $T_p$, we can easily draw the conclusion: if $T_e < T_p$, when two localized waves meet, they do not move quickly away from each other. The phase shift leads to a delay in separating time, and the interaction will display the absorb-emit interaction phenomenon; see Figure 2. During this time $(T_e, T_p)$, two localized waves fuse to one line soliton; see Figure 2b. If $T_e > T_p$, when two localized waves come close to each other, the phase shift leads to a delay in encountering time, and the interaction will display the emit-absorb interaction phenomenon; see Figure 3. During this time $(T_p, T_e)$, two rational localized waves and a line soliton coexist; see Figure 3b. In the process of interaction, it seems to generate one new line soliton. Indeed, this line soliton is not a new line soliton, but rather the original line soliton (33). If the total mass of the localized wave is defined by $\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u(x, y) dxdy$, then we can obtain the following relations:

$$\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_r dxdy = 0, \quad (45)$$

and:

$$\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_l dxdy + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_r dxdy = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u_l dxdy, \quad (46)$$

where $u_r$ denotes the rational localized wave (24) and $u_l$ represents the line soliton (33). Equation (46) suggests that the interaction between two localized waves satisfies the mass conservation law. Therefore, the line soliton generated by the interaction between two localized waves is the original line soliton. The absorb or emit phenomenon of the line soliton cannot change the dynamical properties of the original line soliton.

In a word, assume that $T_e$ and $T_p$ denote the encountering and separating time of two localized waves, respectively. Then, the interactions between a rational localized wave and a line soliton can be classified into two categories:

1. When $T_e < T_p$, the phase shift leads to a delay in separating time, and the interaction will display the absorb-emit interaction phenomenon. During this time $(T_e, T_p)$, we can see that two localized waves fuse to one line soliton.
2. When $T_e > T_p$, the phase shift leads to a delay in encountering time, and the interaction will display the emit-absorb interaction phenomenon. During this time $(T_p, T_e)$, two rational localized waves and a line soliton coexist.

Furthermore, by controlling the time delay $|T_p - T_e|$ between the encountering and parting time of two localized waves, one can control the interaction time of two kinds of interaction phenomena.

4. Conclusions

In this work, we investigated the (2+1)-dimensional HSI equation with the translation parameter $\epsilon$. Based on the extended Hirota bilinear form and the Hermitian quadratic form, we derived the rational localized wave solutions and further discussed their dynamical behaviors. It is shown that the oblique and skew characters of rational localized wave motion depend on the parameters $\epsilon$ and $\delta$. When $\epsilon = 2\delta$, the rational localized wave moves along the $y$-axis and is asymmetric about the coordinate axis. Otherwise, the skew rational localized wave moves obliquely with respect to the $x$-axis. When $\epsilon = \delta$, the rational localized wave is symmetric about the coordinate axis. Otherwise, the rational localized wave is asymmetric about the coordinate axis. Finally, through theoretic analysis and numerical simulation, we mainly investigated and displayed the interactions between a rational localized wave and a line soliton. According to the time delay effect between the encountering and parting time of two localized waves, the interactions can be classified into two types: one is an absorb-emit
interaction, and the other one is an emit-absorb interaction. Compared with the previous literature on the (2 + 1)-dimensional HSI equation, the obtained results with the parameter $\epsilon$ have richer dynamical behaviors. The oblique and skew characters of rational localized wave motion depend closely on the perturbation parameter $\epsilon$. Furthermore, two different types of interaction between a rational localized wave and a line soliton were discussed in detail and illustrated graphically. These obtained localized wave solutions may provide some valuable information for understanding the relevant nonlinear wave phenomena. Following these ideas in this work, further study may be needed to see whether the (2 + 1)-dimensional HSI equation has another type of general high-order localized waves.
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