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Inter-method reliability of school effectiveness measures: a comparison of value-added and regression discontinuity estimates

Thomas Perry
School of Education, University of Birmingham, Edgbaston, Birmingham, UK

ABSTRACT
Value-added (VA) measures are currently the predominant approach used to compare the effectiveness of schools. Recent educational effectiveness research, however, has developed alternative approaches including the regression discontinuity (RD) design, which also allows estimation of absolute school effects. Initial research suggests RD is a viable approach to measuring school effectiveness. The present study builds on this pioneering work by using RD and VA designs to estimate school effects at system and school level, comparing estimates from several measurement designs. The study uses a large English dataset (N = 148,135) spanning 342 schools, 10 local authorities, 6 consecutive school year groups (UK Years 3–9) across 3 years. RD is found to be a suitable approach for system-level absolute school effect estimates. Cross-sectional and longitudinal measures are found to lead to markedly different estimates when comparing individual schools. The results also reinforce the need to treat measures based on a single cohort with extreme caution.

Introduction and aims
Recent methodological advances in educational effectiveness research have developed a number of alternative designs for estimating school effects using different methodological logics (Sammons & Luyten, 2009). One promising alternative approach to measuring school effectiveness is the application of a quasi-experimental design known as the regression discontinuity (RD) design. The RD design has been developed and promoted as a tool for estimating school effectiveness in recent educational effectiveness research (Kyriakides & Luyten, 2009; Luyten, 2006; Luyten, Peschar, & Coe, 2008; Luyten, Tymms, & Jones, 2009). One of these papers compared cross-sectional RD estimates with longitudinal RD estimates (henceforth LRD), finding “hardly any difference” for system-level school effects (Luyten et al., 2009, p. 156). There were, however, some differences in the estimates for individual schools. The authors conclude that these two approaches produce fairly consistent estimates but note the relatively small dataset used, covering only one year group and only 18 schools. They observe the value of seeking to replicate their results in larger datasets and using other age ranges, a task which the present study sets out to accomplish.

The present study builds on this pioneering work by (a) comparing several RD and LRD estimates of the system-level absolute school effect (i.e., the mean effect of additional years of schooling for all schools) and (b) comparing the variances and correlations of several RD, LRD, and value-added (VA) measures at school level to examine the extent to which estimates for individual
schools vary. All measures are calculated using a large English dataset \((N = 148,135)\) spanning 342 schools, 10 local authorities, six consecutive school year groups (English school years 3–9) across 3 calendar years.

Comparing various measures using the same data isolates the key differences in measurement design and specification which lead to any discrepancies. The results are a test of inter-method reliability. As discussed below, however, reliability evidence is held to inform debates over validity and methodology in general. The results look both ways, shedding light on the viability of the RD design as an alternative method of estimating school effects as well as providing a source of comparison to understand the validity of VA estimates in this context.

Regression discontinuity measures are found to give consistent estimates of system-level absolute school effects but are found to be problematic for the estimation of school effects for individual schools due to volatility between cohort performances. The school-level VA estimates are found to be highly consistent with differences in the absolute levels of progress made by pupils but, by design, cannot estimate absolute effects. Before proceeding to describe the analyses and these results, it is important to (a) introduce the RD design, (b) review its current use within educational effectiveness research, and (c) explicate the differences in the methodological approaches to inference between various value-added and regression discontinuity designs to inform the subsequent analysis.

An alternative to value-added measures for the estimation of school effects: the regression discontinuity design

Introduction to the regression discontinuity design

RD-based measures estimate treatment effects by considering the outcomes either side of a known cut-off point for the treatment in question. The RD design estimates whether a regression line exhibits a “discontinuity” at the cut-off point. A sudden break in an otherwise continuous regression line yields strong evidence regarding a programme’s effectiveness, and the magnitude of the discontinuity can be used as an estimate of the programme’s effect (Bloom, 2012; Shadish, Cook, & Campbell, 2002; Trochim, 1984). The RD design can be applied to the estimation of school effectiveness: Many school systems admit young children to the 1st year of schooling on the basis of their age relative to a given cut-off date. In England, those born on 31 August will have received a whole year extra of schooling than pupils of almost the same age born a day later on 1 September. Also, within the same year group, there is a strong tendency for older pupils (e.g., those born in September) to outperform relatively younger pupils (e.g., those born in August) (Crawford, Dearden, & Meghir, 2010). This results in an upward sloping regression line for performance against pupil age which can be interpreted as pupil maturity. Any break in the regression line at the administrative cut-off point between adjacent year groups can be interpreted as the effect of an additional year of schooling (Luyten et al., 2006, p. 155). This organisational feature raises an opportunity to separate the effects of age and schooling and, thereby, estimate the absolute effects of schools individually and collectively (Luyten, 2006; Luyten et al., 2009).

Practical use of regression discontinuity designs

The use of the RD design in social research dates back to the mid-20th century (Shadish et al., 2002), and it has become increasingly used in educational research (e.g., Allen, Burgess, & McKenna, 2012; Vardardottir, 2013). The use of the RD specifically for the estimation of school effects is far less common. While there are early examples of RD-based school effects estimation (Cahan & Cohen, 1989; Cahan & Davis, 1987), the practice has only recently come to more general awareness amongst educational effectiveness researchers following research by Luyten (2006), which demonstrated and assessed RD-based school effectiveness estimation, and subsequent work, which extended, tested, and applied the method (Kyriakides & Luyten, 2009; Luyten et al.,
Building on these promising results, researchers are beginning to make use of RD in educational effectiveness studies (Heck & Moriyama, 2010), and it is being recognized as a “fruitful” methodological development in school effectiveness measurement (Reynolds et al., 2014, p. 204).

The existing evidence gives a positive picture of the design and its potential and identifies issues which must be considered. RD designs have been successfully used to estimate absolute school effects on academic outcomes and on attitudinal measures in international datasets such as the Third International Mathematics and Science Study (TIMSS) (Luyten, 2006; Luyten & Veldkamp, 2011) and the Programme for International Student Assessment (PISA) (Luyten et al., 2008), with follow-up studies refining the latter in light of the difficulties of using PISA data (Benton, 2014). For present purposes, this evidence seems to be to the credit of the RD design in that it has been used to estimate absolute school effects using only cross-sectional data. Moreover, regression discontinuity designs can be extended in numerous ways: to include interaction effects with the added-year effect (Luyten, 2006), correct for “the unmeasured variables determining assignment to grades” (Luyten & Veldkamp, 2011, p. 267), and encompass multiple cut-off points (i.e., a series of added-year effects across a number of consecutive school years) (Kyriakides & Luyten, 2009).

There are a number of examples, therefore, of studies using RD to estimate system-level absolute school effects and thereby comparing the effectiveness of national school systems across a range of outcomes. There are currently very few examples, however, of studies which have been in the position to compare the effectiveness of individual schools. The study by Kyriakides and Luyten (2009) is one example which did compare the relative effects of individual schools but with only six schools in the sample did not find clear evidence of variable effectiveness. A study in a better position to make such comparisons was Luyten et al. (2009). This study is of particular importance for the present study as it also compares effectiveness of schools using both cross-sectional (RD) and longitudinal (LRD) data. Luyten et al. (2009) draw on data from the baseline assessment used within the Performance Indicators in Primary Schools (PIPS) project (Tymms, 1999; Tymms & Albone, 2002), estimating overall and relative school effects for 4- and 5-year-old pupils.

In the PIPS data, “less than 1.5% of the pupils were in the ‘wrong’ grade given their date of birth” (Luyten et al., 2009, p. 146). This is therefore excellent for the calculation of RD estimates (see below). Their findings indicate that the overall (system-level) effect of an additional year of schooling is “very similar” in both the cross-sectional and longitudinal dataset for all three outcome areas (Luyten et al., 2009, p. 152). In terms of school-level differences in the added-year effect, variance of the cross-sectional (RD) estimates were consistently higher than for the longitudinal (LRD) estimates. Pairwise correlations of the RD and LRD school effectiveness estimates were 0.78, 0.71, and 0.52 for reading, mathematics, and phonics, respectively; the latter appearing to exhibit ceiling effects in the assessment across the 2 years. These results suggest that estimates produced in cross-sectional data comparing adjacent cohorts are fairly, but not entirely, consistent with longitudinal estimates following the same cohort. As Luyten et al. (2009) compared estimates for only one year group for 18 schools, there is great value in replicating these results in a larger dataset including more schools and a greater range of ages, as is done here.

**Threats to validity when using a RDD**

At the simplest level, RD designs only need a measure of age and test scores for two consecutive year groups. Assuming a valid measure of the outcome is obtained, the key threat to validity of a RD design is non-adherence to the cut-off (Shadish et al., 2002) (i.e., pupils who are in the “wrong” year as predicted by their chronological age). It is common practice in some school systems to “hold back” lower attaining pupils by a year or to “promote” higher attaining pupils to a higher year. The extent of these practices differs substantially by country (Luyten & Veldkamp, 2011). Less than 5% non-adherence is often considered a level which will give reliable estimates (Trochim,
English rates of non-adherence are generally found to be relatively low at around 1% to 2% (Luyten et al., 2008; Luyten et al., 2009; Luyten & Veldkamp, 2011). The RD design uses the lower of two consecutive cohorts in a school as the baseline against which the absolute effect of schooling can be estimated. This raises a second problem: Cohort characteristics in a school fluctuate from year to year, and this may lead to unreliability in estimates of the effect of an additional year of schooling, a problem also faced by VA models (Teddlie & Reynolds, 2000, p. 72). To address this, RD can also be applied to longitudinal data to adjust cohorts’ progress over time by the estimated effect of maturity (Luyten et al., 2009), thus ruling out performance differences between adjacent cohorts as a source of variation. This negates one of the advantages of the RD design: that it can be used to estimate school effects using cross-sectional data.

As noted above, RD can be used across several adjacent year groups, using multiple cut-off points to estimate the added-year effect for each additional year of schooling (Kyriakides & Luyten, 2009). This raises an additional problem of suitable specification for the added-year effect and whether it should be estimated as fixed for all years, as having a non-linear relationship, or whether it should be allowed to vary on a year-by-year basis.

One final difficulty is a relative age effect within a school year. It may be the case that there are relative age effects, where being the oldest or youngest in a year group has an influence over and above this general function describing the link between performance and age. Previous research in this area, however, has concluded that the absolute age effect is approximately linear and that the pupil’s age when taking the test rather than a relative age effect is the overriding factor explaining the link between age and examination performance within a given cohort (Crawford, Dearden, & Greaves, 2013; Crawford et al., 2010).

**Comparing value-added and regression discontinuity designs**

**Absolute versus relative effect**

A major difference between VA and RD is that VA designs estimate the relative effectiveness of schools and require measures of prior attainment (Lenkeit, 2013) and that RD designs estimate the absolute effect and can be used in cross-sectional data. Other things being equal, where a school is highly effective and its pupils made higher rates of progress, this should be reflected in both designs. Absolute estimates have the advantage that all schools are able to improve, but the measure can face difficulties with capturing and comparing attainment over time on a meaningful common scale.

“Like-with-like” comparison

As noted above, cross-sectional RD measures assume that two consecutive cohorts are from a single population, with the lower year group being a suitable baseline to estimate the progress made by the upper year. Therefore, RD is at risk of differences between cohorts distorting the measured absolute effects, particularly when comparing estimates for individual schools. A lower cohort with relatively poor performance, for example, would exaggerate the estimated absolute school effect. Use of longitudinal data to track the same cohort over 2 or more years addresses this problem. Nonetheless, LRD may still be unfair when used to compare individual schools if the absolute added-year effect depends on pupil characteristics that are not controlled.

VA measures make the assumption that the most appropriate comparator against which to judge progress is a statistically similar pupil, as estimated using a regression model taking a number of non-school factors into account. A distinction is typically made between VA measures, which account for only prior attainment, and contextualised value-added (CVA) measures which take other pupil differences such as gender or disadvantage into account (e.g., Evans, 2008).
Adding contextual variables to models will remove non-school factor biases from measures but can potentially also attenuate school effects (Organisation for Economic Co-operation and Development, 2008, p. 126). Theory is required to select contextual variables, and there are theoretical and practical limits to what is possible to measure and therefore control (Creemers, Kyriakides, & Sammons, 2010; Tymms, 1996). As a result, school effects produced using value-added designs are inevitably approximate to some degree and can contain unobserved biases, especially estimates for small or atypical school intakes.

Underlying measures and common problems

Finally, there are many problems common to both measurement designs which could render both measures invalid even if they prove to be in agreement. These problems include the validity of the underlying measure of performance used (discussed below) and problems of generalisation such as differential school effectiveness across ability levels, groups, time and various outcomes (Sammons, 1996; Thomas, 2001). These problems can raise slightly different difficulties for each design, such as the added requirement for the outcome measure used in the RD design to be equally applicable for both year groups in a way which appropriately measures progress across the 2 years (see Cahan & Elbaz, 2000). This study focuses on differences between the robustness and design of VA and RD measures rather than these common problems, although they are certainly important considerations.

Research questions

Several research questions for this paper follow on directly from those of Luyten et al. (2009, p. 148), whose results this study seeks to replicate. These questions are extended to a greater range of concerns allowed by the more extensive data. The more extensive data, for example, allow interaction variables to be included and estimates from across the age range studied (ages 7–14) to be compared. Also, the intention to compare the designs of VA and RD also necessitates model variations to be compared to isolate which assumptions are driving any major differences.

1. What is the system-level absolute effect of additional years of schooling on pupil performance?
2. Do absolute school effects differ according to ability or other contextual factors?
3. To what extent does the absolute school effect vary between schools?
4. How similar are school-level estimates of effectiveness produced using a value-added (VA), contextualised value-added (CVA), cross-sectional regression discontinuity (RD) and a longitudinal regression discontinuity (LRD) design?

Method

Data source and measures

Data were taken from an English Department for Education (DfE) research study known as Making Good Progress (MGP). A report of the data titled, “How Do Pupils Progress During Key Stages 2 and 3?” was produced by the DfE (2011). Note that Key Stages 2 and 3 correspond to National Curriculum (NC) years 3 to 9, or age 7 to 14. The DfE MGP report examined rates of progress over time, how progress related to various pupil characteristics, and how it translated into achievement of government threshold levels (DfE, 2011). The report also compared the sample across a range of pupil background variables with national data for these year groups, finding it to be “broadly representative” of pupils in Years 3 to 9 nationally (DfE, 2011, p. 6). Table 1 gives an
overview of the MGP sample, showing the number of pupils in each cohort (A–I) and their NC year group (3–9) for each of the three study years (T1–T3).

Outcome measures collected in the MGP data were teacher-assessed NC scores in reading, writing, and mathematics. In the present study, only mathematics data were used due to concerns over measure robustness (see below). The teacher-assessed NC scores and several additional variables were collected specifically for the study, and these were matched with National Pupil Database (NPD) data containing prior attainment data at key stages and a large number of pupil background variables. Summary statistics of the outcome and control variables used in the present study are given in Table 2. Further details of the MGP dataset more generally, including more details on the local educational authorities included, variables collected, and methodology of the data collection, can be found in the DfE report (DfE, 2011).

Limitations of the MGP data

There are several notable weaknesses of the MGP data: First, the pupil date of birth (DOB) is given by month and year, and so the specific day is not identified. This is not considered a major difficulty given that, in keeping with previous studies (Luyten et al., 2009), age effects are estimated as fixed effects for the entire sample studied. Moreover, given that the age effect is found to be linear and calculated using the large MGP sample, this lack of fine-grained information will have little effect on a linear trend. It will mean, however, that there will be some level of error in controlling for the
effect of maturity, especially for smaller groups. As each pupil’s DOB is recorded as the 15th of the month, pupils may be as much as half a month away from the recorded age value against which their results are adjusted. Given the small likely size of this discrepancy and the likelihood that some of the bias will be smoothed when considering school-level effects, the problem posed by these weaknesses for the present purposes is thought to be small. Also note that estimating the age effect using an entire cohort or several cohorts makes the school-level estimates less sensitive to problems of volatility in the model fitting: If there were few pupils near the cut-off or if the pupils at the cut-off were disproportionately high or low attaining, a model allowing the age effect to vary at school level may attribute too much or too little variance to maturity, biasing the added-year effect.

In some respects, the NC scale is highly suitable for RD analysis as the NC levels are designed to be a single scale tracking attainment from age 5 to age 14. Also, these levels are widely understood by teachers and are aligned with tests at age 7, 11, and 14. Nevertheless, the quality of the teacher-assessed performance measures is less than ideal. Scores are recorded in NC sublevels, with each sublevel representing about eight months of typical progress. Teachers used evidence of pupils’ work, their professional knowledge, and the results of classroom tests to assess pupils’ attainment level against best-fit NC level descriptors. It is questionable whether teacher assessment is entirely reliable and whether the interpretation of the level criteria will be consistent across teachers or the full age range. To examine this problem, the MGP report compares the teacher-assessed levels to those obtained in the Key Stage (KS) 2 and 3 examinations (DfE, 2011, p. 41). Agreement between the teacher-assessed levels varied from 56% to 77% in KS2 writing, from 36% to 95% for KS2 reading, and from 64% to 89% in KS2 mathematics. Some of the discrepancy stems from differences in timing between the two measures, with teachers’ scores being lower than the examined results due to being recorded some time earlier (DfE, 2011). The correspondence between the teacher-assessed levels and the examination levels increased over the time period from 2008 to 2010 due to moderation activities which took place in schools during the study. The quality was found to improve as the “processes bedded” (DfE, 2011, p. 7). The analysis in the present paper is confined to the mathematics outcome data, which had higher consistency and showed little systematic tendency to be biased in a particular direction.

Another weakness of the data relates to the NC scale used for the performance measures: As well as not being as finely grained as would be desired, it is questionable whether the NC levels can be considered an interval scale (where the magnitude of differences between levels is consistent across the scale). On inspection, however, the scores were normally distributed with no obvious ceiling or floor effects. It is likely that the school-level estimates, especially for smaller cohorts, will be affected by these problems in the data. Note, however, that the problems will affect all measures (e.g., inconsistency in teacher assessment across adjacent NC years will also be present for longitudinal estimates as pupils move across NC years).

Model specifications – value-added models

In the analysis which follows in the next section, performance (P) of pupils (i), within cohorts (j), within schools (k) was compared across the 3 years (t) for which data are available. Note that performance (P) strictly refers to the teacher-assessed mathematics point scores at Time periods 1, 2, and 3, where the time period is given in subscript.

The value-added measure used in this study is a simple contextualised value-added measure. As well as controlling for performance in the previous time period, the CVA model used controls for prior attainment at age 7 (Key Stage 1), free school meals status (a binary measure of poverty), and gender. This is thought a good compromise between the risk of non-school factor bias and overcorrection of the model (see above). School-level averages were also considered in earlier analyses but found to have a negligible effect on overall results and are not included in what follows.
Value-added scores for school cohorts were estimated using multilevel models, where the residual variance was partitioned between school level ($u$) and pupil level ($e$) and the school-level residual recorded as the value-added score of the school for time period $t$. The school-level residual can be considered a value-added score for the school as it gives the mean difference of the schools’ pupils’ actual scores from their predicted scores based on the model. The model is formally specified as follows:

$$VA_j = P_{ijk}(t) = \beta_0 + \beta_1 P_{ijk(t-1)} + \beta_2 KS1_{ijk} + \beta_3 FSM_{ijk} + \beta_4 GENDER_{ijk} + \epsilon_{ij}$$

School- and pupil-level residuals are calculated in a multilevel model such that:

$$VA_{b} = \epsilon_{ij} = u_j + e_{ij}$$

Ten CVA measures were produced, one for each cohort-time combination emboldened and italicised in Table 1. These are referred to below as cohort-time combinations $i$ to $x$, where $i$ to $v$ refer to NC Years 4, 5, 6, 8, and 9 in T2, respectively, and $vi$ to $x$ refer to the same NC years in T3. All of these had a prior performance score for the given individuals available, and a corresponding RD estimate could be produced for two consecutive year groups within a single school (i.e., not spanning separate primary and secondary schools as would be the case between Year 6 and Year 7).

In summary, the CVA measure estimates cohort performances by comparing each cohort’s level of attainment to its attainment in the previous time period, adjusting this for KS1 attainment and a small number of contextual variables. The CVA estimates look at a given cohort’s attainment across two time periods (left to right in Table 1).

**Model specifications – regression discontinuity models**

The RD model separates an age effect (pupil maturity) from an added-year effect (the school effect) using two or more consecutive school year groups. The first RD estimate (RD$_i$) is calculated using Year 3 cohort B and Year 4 cohort C, both from Time period 2, so looking vertically up Table 1. The corresponding CVA score for Year 4 cohort C (CVA$_i$) is calculated using the performance of Year 4 cohort C in Time period 2 compared with its performance in Time period 1. Both of these are designed to estimate a school effect for Year 4 cohort C in Time period 2. The basic model used is identical to that used in Luyten et al. (2009) with the exception that age is recorded in months rather than days, as discussed above.

The basic RD model (RD1) is formally stated below. In this case, the cohort ($j$) refers to the cohort for which the school effect estimate is desired pooled with the consecutive cohort below it. The age variable is calculated as the difference in age in months from the August before the cut-off, with July scored as 1, June as 2, and so forth.

$$RD_{1a} \quad P_{ijk(t)} = \beta_{0k} + \beta_1 \text{Age}_{ijk} + \beta_2 \text{Year}_{ijk} + \epsilon_{ijk}$$

Note that the intercept term, $\beta_{0k}$, and the coefficient on the added-year effect (Year) both refer to a specific school ($k$). To estimate a school effect, the coefficient on the added-year effect ($\beta_{2k}$) can be separated into an overall fixed effect of an added year of schooling for all schools and a school-specific deviation ($S_{2j}$) (Luyten et al., 2009), as follows:

$$RD_{1b} \quad \beta_{2k} = \beta_{20} + S_{2j}$$

This was calculated for each cohort ($j$) at a time. Each school-specific deviation, above, therefore corresponds to a given cohort in a given school. This RD model is specified based on that in Luyten et al. (2009, p. 147), whose results this study replicates in relation to the two RD applications (cross-sectional and longitudinal). One technical difference to note is that the age-within year variable is used rather than an age relative to the cut-off variable. This saves computing a new variable for
when pupils are used (a) as the lower year and baseline for performance estimates of the year above and (b) as the upper year for estimates of their own performance. The difference in interpretation of the results this has is that the coefficient on the added-year effect gives the gross added-year effect. To estimate the added-year effect net of the age (maturity) effect, one can multiply the age effect coefficient by 12 and subtract this from the gross added-year effect (as below). This minor technical difference also applies to the second RD model, discussed presently.

There are two key concerns with this basic RD model. First, the RD design makes the simplifying assumption that the consecutive cohort below the cohort in question acts as a suitable control group. To estimate the impact of this assumption, what will be called a longitudinal RD model (LRD) will be calculated. In line with the longitudinal estimates in Luyten et al. (2009), this model is actually a gain score (difference in performance between two time periods) calculated using the longitudinal data from which the monthly age effect, as calculated in a RD model (and multiplied by 12), is subtracted. The LRD model combines simple arithmetic and the RD design to estimate an absolute added-year effect of schooling (with the effects of maturity accounted for). While this loses the cross-sectional advantages of RD, it ensures that the added-year effect can be attributed to improvement in the cohort’s performance rather than potential variability across cohorts and allows this assumption to be tested.

The second concern with the RD design related to whether it can produce like-for-like comparisons between school performances. RD estimates the absolute effect of an added year. If the improvement due to an extra year of schooling differs according to pupil ability or other characteristics, differences in school scores will reflect differences in intake as well as school effects. While still an accurate measure of absolute effect size, comparisons across schools’ relative scores will not be like for like, and comparison with the CVA estimates would be problematic. To take this possibility into account, a further model for the RD (RD2) was produced where the school-specific added-year effects were adjusted to account for any interaction between contextual factors and the added-year effect (Luyten et al., 2009). The RD2 measure was produced from the original RD1 measure by adding interaction terms as in Luyten (2006). Further details are given in the relevant results section.

In the school-level analysis, each CVA estimate is compared with three other models: RD1, a basic regression discontinuity model estimating the added-year effect using two consecutive year groups; RD2, a RD model which corrects for cohort prior attainment and takes any interaction between contextual factors and the added-year effect into account; and LRD, which calculates a simple gain score across two time periods and adjusts this by age effects estimated using a RD design, producing a longitudinal measure of the absolute school effect.

Results

RD estimates – initial inspection

An initial inspection of the data indicated that the data were suitable for VA and RD analysis. This analysis found that 0.5% of pupils were in the “wrong” year group according to the age cut-off. Also 3.1% of the cases were missing age data or had conflicting data across time periods. These cases (n = 5372, 3.6% of the total) were omitted from the analysis. These cases were generally spread across schools: 54.4% of schools had none, 43.9% of schools had more than zero but fewer than 5%, and six schools (of 342) had between 5.7% and 11.1% of pupils who had missing or conflicting age data.

Rates of missing data were also low for other variables: Compliance with the DfE study was high. There were multiple opportunities to collect contextual data, across time periods (T1 to T3) and datasets (NPD and MGP). Missingness for gender and free school meals (poverty) variables was almost 0%. The highest rate of missingness for the contextual variables was the KS1 prior attainment score, for which 5.7% of pupils had no score. For the main mathematics performance
outcomes, Study years T1, T2, and T3 had 1.6%, 0.9%, and 0.8% of pupil scores missing, respectively.

Initial estimates showed generally consistent age and grade effects (see below), although some volatility was apparent in the monthly scores (age effect). In this dataset, there are approximately 1,000 pupils for each month, and this volatility did not obscure the clear overall linear trend. This might, however, be a concern for future use of the RD as this linearity is likely to break down to exhibit a “saw tooth” pattern in smaller samples, making the effect of maturity difficult to discern.

1. What is the system-level absolute effect of additional years of schooling on pupil performance?

The system-level absolute school effects were estimated in several ways, which were then compared: first, within the RD1 model looking across two consecutive year groups at a time; second, using the multiple cut-off design used in Kyriakides and Luyten (2009); and, third, using a series of linear regressions of National Curriculum (NC) level on age within year. All gave highly similar results. The similarity of these models is to be expected given that they are only minor variations of functional form fitted to the same data. Minor differences stemmed from the precise samples and specifications used for each estimate. The RD1 design, for example, calculated the age effect across 2 consecutive years, the linear regression calculated it for a single NC year at a time, and the multiple cut-off design made the estimate depend on the precise functional form of the age effect and added-year effect. In relation to specifying the age effect, the impact of adding quadratic and cubic forms of the age effect was negligible across all models. This result contrasts with that of Luyten et al. (2009), who found a quadratic term improved model fit. It may be that the more fine-grained measure for age used in Luyten et al. (2009) increased the explanatory power of the quadratic term.

The most appropriate fit for the added-year effect was to treat each NC year effect independently (either in a series of linear regressions or by using a dummy variable for each NC year). This was because the rate of annual progress was neither constant nor followed a clear trend: The average progress made in a year of schooling across the whole sample was approximately 3 NC points, with Year 6 – a year when national examinations are taken – exceeding this and other NC years tending to be slightly lower. This is in line with the design of the NC where 3 points are expected per year, see Table 3, below.

Table 3 can be used to calculate the mean NC point score for the average pupil. This can be found by taking pupils’ relative age within the year (where August = 0, July = 1… September = 11), multiplying this by the age effect and adding this to the constant for their year group. The fitted values for the NC score by age given in Table 3 are illustrated in Figure 1. Note that the age effect is allowed to vary in this model, giving small differences in slope gradients.

| National Curriculum Year | 2007/2008 | 2008/2009 | 2009/2010 |
|--------------------------|-----------|-----------|-----------|
| 3                        | 17.3      | 0.16      | 17.3      | 0.16      | 17.4      | 0.15      | –         |
| 4                        | 19.8      | 0.17      | 20.0      | 0.17      | 20.2      | 0.17      | 2.76      |
| 5                        | 22.8      | 0.17      | 22.8      | 0.18      | 23.1      | 0.19      | 2.88      |
| 6                        | 26.4      | 0.14      | 26.6      | 0.15      | 26.9      | 0.16      | 3.82      |
| 7                        | 28.9      | 0.17      | 29.5      | 0.14      | 29.5      | 0.19      | 2.60      |
| 8                        | 31.6      | 0.14      | 32.1      | 0.18      | 32.4      | 0.15      | 2.94      |
| 9                        | 34.5      | 0.18      | 35.4      | 0.14      | 35.2      | 0.18      | 2.75      |

\[ \text{Gross annual progress, including both the absolute school effect and the age effect.} \]
The overall mean age effect (per month) is approximately 0.17. This means that each year will see pupils making 2.04 points (12 x 0.17) of progress due to maturity alone. In this sense then, 2.04/3.00 (68%) of the observed improvement from year to year by pupils across this sample is due to pupil maturity, and 32% is attributed to the effect of schooling. This is slightly lower than the estimate of 38% for England found in Luyten (2006) and much lower than his figures for other countries studied (55%–75%). Looking at English reception (age 4–5) classes, Luyten et al. (2009) found around 50% of the effect was attributable to the school.

2. Do absolute school effects differ according to ability or other contextual factors?

To test whether the size of the added-year effect systematically varied according to pupil characteristics, the basic RD measure (RD1) was extended to include interaction effects. Three contextual variables were examined: gender, free school meals (FSM) eligibility (a measure of poverty), and mean cohort prior attainment, as measured by the cohorts’ Key Stage 1 (age 7) national examination scores.

Entering prior ability into the model proved problematic as the strength of prior attainment variables as predictors resulted in value-added-like models being produced when specifying prior attainment as per the other interaction variables. The intention was to keep the model analogous to the RD1 but to ensure that there were no systematic biases which would reduce the value of the comparison with the CVA measure. To achieve this, a two-step procedure was followed where, first, adjusted measures were produced from the original RD1 measure by adding contextual and interaction terms as described in Luyten (2006). This step added the gender and free school meals variables, in line with the CVA measure (see above). As in Luyten (2006), the main effects of these variables as well as their interaction with the added year were examined. The full results of this first step for all measures (i to x) are given in Appendix 1 and are summarised below. The cohort added-year effects which were produced using this design were then adjusted using a linear regression of the added-year effect on cohort-level mean KS1 attainment. The residual from this model was used as the final RD2 measure.

The results of the first step of the analysis can be summarised as follows: A pupil’s gender being male predicted lower mathematics scores by between about a fifth and two fifths of a NC point,
but the interaction effect with this and the added-year effect was inconsistent. FSM status predicted between about 1.5 and 2.5 NC levels lower attainment (or about a year’s progress) as a main effect. It also had a substantial interaction effect of about 0.2 to 0.4 NC points, or about 1 to 2 months’ lower progress (per year) than pupils not eligible for free school meals. This suggests that not only are pupils who are eligible for FSM about a year behind their peers, on average, they also fall further behind each year. The interaction effect between FSM and progress was fairly consistent across all measures with the exception of the measures concerning progress from Year 5 to 6 and the final estimate. In these years, FSM had smaller and more inconsistent effects (one of which was positive). This is most likely due to the influence of the Key Stage 2 national examinations in this year and the fall in sample size in the final year (see Table 1).

The second step of the analysis, examining the relationship between the adjusted RD estimate (Step 1) and cohort mean performance, gave inconsistent results. It might be that controlling for prior attainment in a second step resulted in the contextual variables from the first step acting as a proxy for prior attainment due to multicollinearity. This may have inflated the estimates from the first step as well as causing inconsistent results in the second. This should be kept in mind when interpreting the associations between the contextual factors and attainment or progress. As the intention is to create an unbiased measure which can be compared with a CVA measure, however, this is not held to be especially problematic.

3. To what extent does the absolute school effect vary between schools?

To this point, overall school effects across the whole sample have been examined. We now look at the relative school effect. Correlations between all four measures are compared in the final research question (Research question 4, below). Before this, the distributions of each measure are examined. Table 4 gives summary statistics for the distribution created using each measurement, including the range and standard deviation.

These results show large differences in the average annual rate of progress for each cohort. These are most clearly seen in the LRD. Some cohorts made as much as a year’s more or less progress than the expected rate. The adjusted models produced estimates less extreme than this with the RD1 and RD2 measures giving the least extreme differences between rates of progress between schools.

Table 4. Estimated school (cohort) effects on attainment for each measurement design.

| Measure | Obs | NC Year | Std. Dev. | Min | Max | Measure | Obs | NC Year | Std. Dev. | Min | Max |
|---------|-----|---------|-----------|-----|-----|---------|-----|---------|-----------|-----|-----|
| LRD_i*  | 271 | 4       | 0.9       | -3.6| 3.3 | CVA_i   | 271 | 4       | 0.7       | -2.2| 2.2 |
| LRD_ii | 271 | 5       | 0.9       | -3.3| 3.2 | CVA_ii  | 271 | 5       | 0.7       | -2.2| 2.6 |
| LRD_iii| 260 | 6       | 1.1       | -3.4| 3.2 | CVA_iii | 260 | 6       | 0.9       | -2.9| 3.1 |
| LRD_iv | 69  | 8       | 1.5       | -3.8| 4.7 | CVA_iv  | 69  | 8       | 1.3       | -3.2| 3.0 |
| LRD_v  | 68  | 9       | 1.4       | -3.4| 3.3 | CVA_v   | 68  | 9       | 1.2       | -3.3| 2.8 |
| LRD_vi | 225 | 4       | 0.8       | -2.2| 3.1 | CVA_vi  | 225 | 4       | 0.7       | -1.9| 2.7 |
| LRD_vii| 226 | 5       | 0.9       | -3.6| 2.3 | CVA_vii | 226 | 5       | 0.8       | -2.8| 1.9 |
| LRD_viii| 212| 6       | 1.1      | -3.0| 3.4 | CVA_viii| 212| 6       | 0.9       | -2.7| 2.4 |
| LRD_ix | 52  | 8       | 1.2       | -3.8| 2.5 | CVA_ix  | 52  | 8       | 1.0       | -3.3| 2.1 |
| LRD_x  | 49  | 9       | 1.3       | -2.7| 4.6 | CVA_x   | 49  | 9       | 1.2       | -2.8| 4.4 |
| RD1_i  | 271 | 4       | 0.4       | -1.3| 1.0 | RD2_i   | 271 | 4       | 0.3       | -1.3| 1.1 |
| RD1_ii | 271 | 5       | 0.7       | -1.9| 1.7 | RD2_ii  | 271 | 5       | 0.6       | -1.6| 2.0 |
| RD1_iii| 260 | 6       | 0.6       | -1.6| 2.4 | RD2_iii | 260 | 6       | 0.6       | -1.6| 2.5 |
| RD1_iv | 69  | 8       | 0.8       | -1.9| 2.2 | RD2_iv  | 69  | 8       | 0.7       | -1.9| 1.7 |
| RD1_v  | 68  | 9       | 0.9       | -3.3| 1.9 | RD2_v   | 68  | 9       | 0.8       | -3.5| 1.8 |
| RD1_vi | 225 | 4       | 0.5       | -1.4| 1.3 | RD2_vi  | 225 | 4       | 0.5       | -1.2| 1.0 |
| RD1_vii| 226 | 5       | 0.4       | -1.2| 1.3 | RD2_vii | 226 | 5       | 0.4       | -1.3| 1.1 |
| RD1_viii| 212| 6       | 0.5      | -1.4| 1.5 | RD2_viii| 212| 6       | 0.5       | -1.4| 1.7 |
| RD1_ix | 52  | 8       | 0.8       | -1.6| 2.3 | RD2_ix  | 52  | 8       | 0.6       | -1.3| 1.9 |
| RD1_x  | 50  | 9       | 1.1       | -3.5| 3.9 | RD2_x   | 50  | 9       | 1.1       | -3.4| 4.4 |

*LRD were mean centred to clearly compare the size of differences in rates of progress by school.
4. How similar are school-level estimates of effectiveness produced using a value-added (VA), contextualised value-added (CVA), cross-sectional regression discontinuity (RD) and a longitudinal regression discontinuity (LRD) design?

The key intention of this paper was to compare various VA and RD measures of the school effect. Table 5 shows the correlation between the CVA measure for each study year and national curriculum year combination and the three measures created using variations on a regression discontinuity design.

These correlations can be summarised as follows: the CVA and LRD measures have high to very high correlations. The RD designs generally yield moderate correlations with the CVA measure, but in some cases correlations are as low as 0.28. Correlations between LRD and RD1 (not shown) range from 0.26 to 0.65 with a mean of 0.46; this correlation between school effects for individual schools is lower than the figure of 0.71 (in mathematics) found in Luyten et al. (2009), although Luyten et al.’s (2009) result was for English 4- and 5-year-olds in 18 schools.

Recall that the LRD is an estimate of absolute progress using the actual recorded progress in longitudinal data, whereas the RD makes the assumption that the lower cohort of two consecutive cohorts can be used as a control group for the upper cohort. The simple explanation for these results, then, is that the assumption that the lower year in a RD acts as a suitable baseline to judge the absolute effect of the year does not consistently hold and, therefore, differences between the estimates are driven by volatility between different cohorts within the same school. This explanation was supported by follow-up analyses which found (a) considerable differences in (CVA and LRD) performance for different cohorts in a given school at a single point in time and (b) a high degree of instability in the measures over time.

Discussion

Main findings

The CVA and RD1 estimates in this paper were consistently positively related but showed only small to moderate correlations (0.28 to 0.64). These are lower than the correlation of 0.71 between VA and RD mathematics measures found in Luyten et al. (2009). The LRD model clearly demonstrated the key reason for the discrepancy between the CVA and RD models by testing the assumption that consecutive cohorts are equivalent. The CVA and LRD measures showed high to very high correlations, indicating that both measures captured the differing rates of progress for the cohorts concerned almost identically.

Implications for the use of value-added measures

This research has found that estimates produced using the CVA model were very highly correlated to an absolute gain score produced using longitudinal changes in performance on a common
scale. In this sense, the CVA measure is working as intended to capture difference in relative performance of pupils using measures of prior attainment. There are, however, a couple of caveats to note.

School-level differences in relative progress imply but do not necessarily entail that the difference can be causally attributed to performance of the school in question. As observed in an earlier section, value-added estimates are approximate to some degree and are vulnerable to unobserved biases, particularly in estimates for individual schools or their comparison. Also, additional analyses highlighted a substantial degree of inconsistency between the performance of cohorts and instability in the measures over time. Much of this is likely to be due to the limitations in the teacher-assessed performance measure which have been discussed. Nonetheless, causal attribution, consistency, and stability have been a longstanding concern with value-added measures more generally (see, e.g., Coe & Fitz-Gibbon, 1998; Dumay, Coe, & Anumendem, 2014; Mandeville & Anderson, 1987; Marsh, Nagengast, Fletcher, & Televantou, 2011; Teddlie & Reynolds, 2000; Telhaj, Adnett, Davies, Hutton, & Coe, 2009), leading to advice on best research practice such as the following:

On the basis of existing research it is apparent that estimates of schools’ effectiveness based on one or two measures of students’ educational outcomes in a single year are of limited value. Ideally, data for several years (three being the minimum to identify any trends over time) and several outcomes are needed. (Teddlie & Reynolds, 2000, p. 126)

This study also concludes that the use of estimates based on single cohorts in single years is likely to be highly misleading.

**The validity and use of regression discontinuity designs to estimate school effects**

These results suggest that results obtained using the cross-sectional RD design at the level of individual schools are likely to reflect differences between cohorts in addition to the added-year effect as intended. The RD suffers from the problem of instability between cohorts to a far greater extent than the CVA and LRD measures as it relies on the assumption that a smaller group of pupils within the same school (but in the lower cohort) are a suitable baseline for estimating the progress made by the cohort in question. The ability of value added to draw on the whole sample to produce statistical expectations of performance has, in this study, led to results which are almost identical in terms of correlation to the absolute school effect produced using a LRD measure. Despite these difficulties at school level, results suggest that regression discontinuity remains a powerful design for larger cross-sectional studies where this problem will not be apparent and absolute measures of performance are valuable. The RD design produced very clear and consistent estimates of how performance varies with maturity and schooling. Indeed, a focus on system-level performance and the factors influencing school effectiveness over a large sample has been the more common use of the RD to date. Where, unlike VA, RD produces estimates which are not relative and so can be used to identify changes in system-level or area-level performance over time, as has been demonstrated here using recent English data.

**Conclusion**

These results have proved a valuable test of the RD and VA measurement designs. Strengths and weaknesses of each measure were discussed above. The results suggest that VA is capturing genuine differences in the performances of pupils, insofar as the underlying performance measure is valid, and that RD is suitable for producing absolute measures across systems and large groups of schools. For the school-level estimates from all measurement designs, the problem of causal attribution remains. Moreover, given the levels of instability found, questions remain on the extent to which any measured school outcomes reflect meaningful and stable properties of the schools,
departments, and teachers in question. Certainly, the principle that measures spanning several years, cohorts, and outcomes are vital to say anything meaningful about school performance and avoid misleading results is emphasised by this study.
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### Appendix 1. Estimates of contextual and interaction effects from RD2 models (Step 1)

|                     | Year 3–4 | Year 4–5 | Year 5–6 | Year 7–8 | Year 8–9 | Year 3–4 | Year 4–5 | Year 5–6 | Year 7–8 | Year 8–9 |
|---------------------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
|                     | T2 Maths Score | T3 Maths Score | T2 Maths Score | T3 Maths Score | T2 Maths Score | T3 Maths Score | T2 Maths Score | T3 Maths Score | T2 Maths Score | T3 Maths Score |
| Age Within Year in Months | 0.170 (0.006) | 0.177 (0.007) | 0.167 (0.007) | 0.155 (0.010) | 0.158 (0.011) | 0.166 (0.007) | 0.185 (0.008) | 0.177 (0.008) | 0.159 (0.012) | 0.161 (0.013) |
| Gross Upper Year Effect | 2.880 (0.072) | 2.982 (0.092) | 3.814 (0.100) | 2.769 (0.153) | 3.289 (0.174) | 3.024 (0.084) | 3.031 (0.092) | 3.795 (0.109) | 2.761 (0.181) | 2.999 (0.234) |
| Gender (is male) | −0.300 (0.057) | −0.244 (0.067) | −0.441 (0.073) | −0.316 (0.099) | −0.169 (0.113) | −0.129 (0.064) | −0.377 (0.074) | −0.257 (0.083) | −0.219 (0.120) | −0.194 (0.130) |
| Free School Meals (FSM) | −1.447 (0.076) | −1.782 (0.085) | −2.121 (0.095) | −2.443 (0.121) | −2.733 (0.141) | −1.484 (0.085) | −1.759 (0.096) | −2.231 (0.107) | −2.279 (0.141) | −2.674 (0.154) |
| Upper Year*Gender | 0.063 (0.080) | −0.200 (0.093) | −0.091 (0.103) | 0.172 (0.139) | −0.147 (0.159) | −0.240 (0.090) | 0.120 (0.104) | −0.085 (0.104) | 0.043 (0.117) | 0.007 (0.167) |
| Upper Year*FSM | −0.350 (0.103) | −0.297 (0.119) | −0.050 (0.119) | −0.296 (0.133) | −0.350 (0.172) | −0.280 (0.117) | −0.437 (0.132) | 0.168 (0.148) | −0.442 (0.196) | −0.186 (0.223) |
| Constant | 17.62 (0.078) | 20.46 (0.086) | 23.48 (0.110) | 29.89 (0.203) | 32.66 (0.268) | 17.72 (0.089) | 20.65 (0.102) | 23.73 (0.114) | 30.21 (0.223) | 32.97 (0.299) |
| Observations | 26,253 (0.047) | 27,319 (0.050) | 27,831 (0.068) | 28,842 (0.084) | 28,414 (0.095) | 19,897 (0.067) | 20,628 (0.070) | 21,013 (0.084) | 20,499 (0.095) | 20,168 (0.096) |
| Number of groups | 271 (0.233) | 271 (0.233) | 276 (0.233) | 69 (0.013) | 69 (0.013) | 226 (0.012) | 226 (0.012) | 230 (0.012) | 52 (0.012) | 52 (0.012) |

Standard errors in parentheses.

### Appendix 2. Model output for the CVA model used in this study

|                     | Year 3–4 | Year 4–5 | Year 5–6 | Year 7–8 | Year 8–9 | Year 3–4 | Year 4–5 | Year 5–6 | Year 7–8 | Year 8–9 |
|---------------------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
|                     | T2 Maths Score | T3 Maths Score | T2 Maths Score | T3 Maths Score | T2 Maths Score | T3 Maths Score | T2 Maths Score | T3 Maths Score | T2 Maths Score | T3 Maths Score |
| Prior Maths Score (T1/T2) | 0.758 (−0.008) | 0.813 (−0.007) | 0.732 (−0.006) | 0.797 (−0.007) | 0.868 (−0.006) | 0.743 (−0.009) | 0.859 (−0.008) | 0.786 (−0.007) | 0.856 (−0.007) | 0.900 (−0.007) |
| Key Stage 1 Attainment | 0.276 (0.007) | 0.301 (0.008) | 0.263 (0.008) | 0.305 (0.011) | 0.341 (0.012) | 0.266 (0.008) | 0.223 (0.009) | 0.263 (0.009) | 0.263 (0.011) | 0.237 (0.013) |
| Free School Meals (FSM) | −0.181 (−0.041) | −0.240 (−0.047) | −0.067 (−0.050) | −0.360 (−0.072) | −0.296 (−0.078) | −0.070 (−0.044) | −0.103 (−0.047) | −0.046 (−0.052) | −0.199 (−0.074) | −0.072 (−0.084) |
| Gender (is male) | −0.205 (−0.031) | −0.292 (−0.036) | −0.293 (−0.038) | −0.272 (−0.057) | −0.427 (−0.059) | −0.351 (−0.032) | −0.179 (−0.036) | −0.193 (−0.039) | −0.293 (−0.062) | −0.200 (−0.068) |
| Constant | 3.460 (−0.115) | 2.870 (−0.129) | 6.586 (−0.135) | 5.088 (−0.233) | 3.663 (−0.235) | 4.255 (−0.124) | 3.034 (−0.134) | 5.517 (−0.146) | 3.979 (−0.241) | 3.373 (−0.271) |
| Observations | 12,225 (0.048) | 12,833 (0.049) | 12,697 (0.051) | 13,076 (0.057) | 12,934 (0.058) | 9,418 (0.047) | 9,693 (0.049) | 9,785 (0.050) | 9,374 (0.051) | 8,688 (0.052) |
| Number of groups | 271 (0.52) | 271 (0.52) | 260 (0.52) | 69 (0.49) | 68 (0.49) | 225 (0.52) | 226 (0.52) | 212 (0.52) | 52 (0.49) | 49 (0.49) |

Standard errors in parentheses.