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ABSTRACT

Recent years have witnessed the significant success of applying graph neural networks (GNNs) in learning effective node representations for classification. However, current GNNs are mostly built under the balanced data-splitting, which is inconsistent with many real-world networks where the number of training nodes can be extremely imbalanced among the classes. Thus, directly utilizing current GNNs on imbalanced data would generate coarse representations of nodes in minority classes and ultimately compromise the classification performance. This therefore portends the importance of developing effective GNNs for handling imbalanced graph data. In this work, we propose a novel Distance-wise Prototypical Graph Neural Network (DPGNN), which proposes a class prototype-driven training to balance the training loss between majority and minority classes and then leverages distance metric learning to differentiate the contributions of different dimensions of representations and fully encode the relative position of each node to each class prototype. Moreover, we design a new imbalanced label propagation mechanism to derive extra supervision from unlabeled nodes and employ self-supervised learning to smooth representations of adjacent nodes while separating interclass prototypes. Comprehensive node classification experiments and parameter analysis on multiple networks are conducted and the proposed DPGNN almost always significantly outperforms all other baselines, which demonstrates its effectiveness in imbalanced node classification. The implementation of DPGNN is available at https://github.com/YuWVandy/DPGNN.
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1 INTRODUCTION

Graph neural networks (GNNs) have become one of the most promising paradigms in graph representation learning for node classification [15], where a classifier is trained by labeled nodes and then used for categorizing labels of all remaining nodes. Although many GNN variants have been proposed to complete this task [11, 30, 32], prevailing prior works follow a (semi-)supervised setting where labeled nodes are assumed to be balanced among different classes [40]. However, this setting requires sufficient balanced labeled nodes for each class, which is over-idealized and inconsistent with reality.

In many real-world networks, the class distribution of labeled nodes is inherently skewed [8, 26, 39] where a large portion of classes (minority classes) only contain a limited number of labeled nodes (minority nodes) while few classes (majority classes) contain enough labeled nodes (majority nodes). Since most GNNs are designed without considering the potential of class imbalance, directly using them on imbalanced dataset would undermine the learned representations of minority nodes. The imbalanced node classification with GNNs naturally inherits existing challenges of deep learning in imbalanced classification: the inclination to learning towards majority classes [14] and the catastrophic forgetting of previous learned instances in minority classes [31]. First, deep learning models improve representations for completing target tasks via backpropagation from the training loss. However, in the class imbalanced scenario, the main component of the training loss comes from majority classes and thus the gradient is dominated by majority classes such that the model is updated towards behaving significantly better on majority classes than minority ones. Second, deep learning models are notorious for demanding big data for updating parameters [31], which limits their ability to learn from minority classes that may only have a few training instances in the imbalanced setting. In addition, over-smoothing [6, 18] that occurs as a general issue in GNNs would become even worse in the imbalanced setting: representations of minority nodes would become similar to the majority ones and deviate from their own spectrum due to the imbalance bias introduced in the message passing.

Traditional methods for handling imbalance are either augmenting data via (under)ampling [4], or assigning weights to adjust the portion of training loss from different classes [28]. Most of these methods are proposed for non-graph structured data. DR-GCN [26] is the pioneer to explore node imbalance classification by adversarial training each class distribution and enforce the consistency between the labeled and unlabeled data distributions. However, the adversarial training may yield unrepresentative minority class distribution given few minority nodes [9]. Further, RECT [34] is proposed by leveraging topological regularization to derive extra
supervision for minority nodes while it is designed for completely-imbalanced data and its performance on partially imbalanced data is unclear. GraphSMOTE [39] generalizes SMOTE [3] to the graph domain by pre-training an edge generator and hence adding relational information for the new synthetic nodes from SMOTE. However, the computation of calculating the similarity between all pairs of nodes and pre-training the edge generator is extremely heavy.

To tackle the aforementioned challenges of imbalanced node classification, we present Distance-wise Prototypical Graph Neural Network (DPGNN), which first applies class prototype-driven training to balance the training loss of different classes and then leverages distance metric learning to differentiate the contribution of each dimension of distance from each query node to all class prototypes. Ultimately the classification is performed by comparing the similarity of the learned distance metric representations of the nodes with the ones of class prototypes. Additionally, DPGNN introduces a novel imbalance label propagation scheme to augment training data and employs self-supervised learning to smooth representations of adjacent nodes while separating inter-class prototypes. The main contributions are summarized as follows:

- We construct a balanced training scheme inspired by episodic training and further introduce distance metric learning to better capture node distances to class prototypes.
- We design a new imbalanced label propagation scheme to augment the training data and employ self-supervised learning to further improve the distance metric representations.
- We perform extensive imbalanced node classification experiments on real-world datasets across various levels of class imbalance with detailed parameter analysis to corroborate the effectiveness of our model.

2 RELATED WORK

2.1 Class Imbalance Problem

Class imbalance exists in many real-world applications [13], where classes with more (or less) training instances are termed as majority (or minority) classes. The imbalance in the number of training instances among different classes significantly affects the performance of supervised learning and hence has become a classical research direction [14]. Generally, the approaches against this problem are summarized into three levels, i.e., data-level, algorithm-level and hybrid [17]. Data-level methods aim to improve the data by balancing the training instances (e.g., up(down)-sampling [4]), whereas algorithm-level methods [28] attempt to improve the training process by modifying the learning algorithm such as re-weighting. In this work, we research on class imbalance in the graph domain. In the algorithm-level, our work balances the training loss by comparing labeled nodes with each class prototypes. In the data-level, we propose an imbalanced label propagation to obtain additional minority samples. Thus, our DPGNN is a hybrid approach.

2.2 Graph Neural Networks

GNNs have achieved unprecedented success on graph-structured data due to the combination of feature propagation and prediction [22]. However, most prior work on GNNs fails to consider the class imbalance problem, which unfortunately widely exists in real-world applications [34, 39]. RECT [34] was developed merging a GNN and proximity-based embedding component for the completely-imbalanced setting (i.e., where some classes can even have no labeled nodes). DR-GCN [26] explored node imbalance classification by adversarial training each class distribution and enforce the consistency between the labeled and unlabeled data distributions. Unfortunately, the adversarial trained generator and discriminator maybe overfitted to few minority nodes and hence loses generalizability [9]. More recently, GraphSMOTE [39] was designed using a GNN encoder to learn node embeddings and an extra edge generator to generate edges connecting synthetic minority nodes. However, the model is time-consuming and somewhat learned in an ad-hoc fashion. Motivated by this and to provide a grounded approach for imbalanced node classification, we design a novel GNN-based framework that utilizes class prototypes to balance the training loss and distance metric learning to fully encode the relative position of each node to each class prototype.

3 PROBLEM STATEMENT

We denote an attributed graph by $G = (V,E,X)$ where $V = \{v_1,...,v_n\}$ is the set of $n$ nodes, $E$ is the set of $m$ edges with $e_{ij}$ being the edge between nodes $v_i$ and $v_j$, and $X = \{x_1^\top,...,x_N^\top\} \in \mathbb{R}^{n \times d}$ is the node feature matrix with $x_i$ indicating the features of node $v_i$. The network topology is described by its adjacency matrix $A \in \{0,1\}^{n \times n}$, where $A_{ij} = 1$ denotes an edge between nodes $v_i$ and $v_j$, and $A_{ij} = 0$ otherwise. The diagonal matrix of node degrees is denoted as $D \in \mathbb{R}^{n \times n}$, where $D_{ii} = \sum_j A_{ij}$ calculates the degree of the node $v_i$. We let $\bar{A} = A + I$ represent the adjacency matrix with added self-loops and similarly let $\bar{D} = D + I$. Then the normalized adjacency matrix can be defined as $\bar{A} = \bar{D}^{-0.5} \bar{A} \bar{D}^{-0.5}$. The neighborhood node set of the center node $v_i$ is given by $N_i = \{v_j | e_{ij} \in E\}$. Finally, $C = \{1,2,...,C\}$ is the set of $C$ classes and $Y \in \mathbb{R}^{n \times C}$ is the one-hot node label matrix. In Appendix A we summarize main notations used throughout the paper and further explanations will be given in later sections. Now, given the previously defined notations, the imbalanced node classification can be mathematically formalized as follows:

Given an attributed network $G = (V,E,X)$ with labels for a subset of nodes $V' \subset V$ that are imbalanced among the $C$ classes, we aim to learn a node classifier $f : f(V',E,X) \rightarrow Y$ that can work well for both majority and minority classes.

4 THE PROPOSED FRAMEWORK

In this section, we present our proposed Distance-wise Prototypical Graph Neural Network (DPGNN) that is able to solve the challenges imposed on deep graph learning when given imbalanced training data. The framework is shown in Figure 1, including four main components: (a) class prototype-driven balanced training, (b) distance metric learning, (c) imbalanced label propagation, and (d) self-supervised learning. Specifically, we borrow the idea episodic training from prototypical networks [27] to first balance the training loss across different classes via prototype-driven balanced training (Figure 1(a)). However, unlike traditional prototypical networks where labels of query nodes are assigned based on their nearest class prototypes, we further employ distance metric learning to construct another distance metric space that can differentiate different distance dimensions and fully characterize the position of each query node relative to all class prototypes (Figure 1(b)). In order
to fully incorporate the graph topology information in alleviating the imbalance problem, we also design a novel imbalanced label propagation scheme and two self-supervised components to aid in learning high-quality distance metric representations (Figure 1(c) and 1(d), respectively). Next we describe each component in detail.

4.1 Class Prototype-driven Balanced Training
In order to balance the training loss from majority and minority classes, we leverage the idea of episodic training by sampling support and query sets, and then calculating representations of prototypes for each class. In order to avoid using the original sparse and high-dimensional node features and to allow learned complex feature transformation, we first apply a GNN-based encoder $f_{l}: \mathbb{R}^{n \times d} \times \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times d'}$ to obtain $d'$-dimensional node representations $H \in \mathbb{R}^{n \times d'}$. Most GNN-based encoders $f_{l}$ can be decomposed into two components: neighborhood propagation and feature transformation, which can be generally formalized as:

$$h_{l}^{i} = \text{TRANS}^{l}(\text{AGGR}^{l}(h_{l-1}^{i}, \text{PROP}^{l}(h_{l-1}^{j}[j \in N_{i}]))),$$

where in each layer $l$, the neighborhood representations $\{h_{l-1}^{j}[j \in N_{i}]\}$ are first propagated via PROP$^{l}$ to node $v_{i}$ and aggregated with its own representation $h_{l-1}^{i}$ by AGGR$^{l}$, then the combined representation is further transformed by TRANS$^{l}$ to output the representation $h_{l}^{i}$ of node $v_{i}$ after layer $l$ of the GNN.

With the learned node embeddings $H$ coming from the GNN-based encoder’s last layer, we aim to compute representations of class prototypes $P \in \mathbb{R}^{C \times d'}$. During each training epoch, the model is fed with an episode sampled from the labeled training nodes $V_{l}$, which is further divided into support sets $S = \{S_{c} | c \in C\}$ and query sets $Q = \{Q_{c} | c \in C\}$ of each class. The query sets only contain one training sample from each class and provide a balanced way to train the encoder. The support sets are formed by grouping the remaining training samples from each class except the query samples from the query sets, which serves as anchors to characterize the class prototypes of each class. Following the idea of Prototypical Networks [27], we define class prototypes to be closely surrounded by nodes of the same class, such that they can precisely represent their class. More specifically, the prototype $p_{c}$ of class $c$ is computed by:

$$p_{c} = \text{PROTO}(H^{S_{c}}) = \text{PROTO}({h_{i} | v_{i} \in S_{c}, c \in C}),$$

(2)

where PROTO is the prototype computation which calculates the representation of a class prototype $p_{c}$ based on node representations $H^{S_{c}}$ that come from the support set $S_{c}$. For instance, in the vanilla Prototypical Network [27], the mean-pooling is employed here:

$$p_{c} = \frac{1}{|S_{c}|} \sum_{v_{i} \in S_{c}} h_{i}, c \in C.$$  

(3)

Applying mean-pooling to calculate class prototypes assumes that each class can be represented using only one class prototype, which might be underrepresentative when a unimodal distribution assumption is violated. Thus, multi-prototypes to represent each class could be used, such as replacing mean-pooling with another permutation-invariant function (e.g., K-means clustering [12]), or even iteratively learn multi-prototypes according to the complexity of the class distribution [2]. We leave this as one future direction.

Prototypes serve as representatives of each class and can be used to classify query nodes by selecting their nearest prototypes. However, directly employing a softmax over distances to prototypes in the embedding space to obtain the class probability distribution [8, 27, 31] will make different dimensions of distance contribute equally to the classification and in high dimensional data pairwise Euclidean distances tend to converge [1]. Furthermore, using only embedding distance of a node to the nearest prototype omit its embedding distance to all other non-nearest prototypes that may encode extra information about the node’s class. Thus, instead of classifying query nodes directly based on their nearest prototype [8, 27], we devise a distance metric layer to project nodes from the original embedding space to another distance metric space, where query nodes are classified by comparing their learned distance metric representations with the ones of class prototypes.
4.2 Distance Metric Learning

In order to project each node to the distance metric space, we first concatenate the difference of its embedding to the distance metric from each class prototype. Next we apply a linear transformation on top of that, to pay different attention on each original distance dimension and adaptively extract useful distance information. Figure 1(b) demonstrates the detailed procedure of computing distance metric representation \( g \) of node \( v \).

Given a node \( v \) with embedding \( h \in \mathbb{R}^d \), we calculate its distance metric representation \( g_c \in \mathbb{R}^D \) to each class prototype \( c \):

\[
g_c = h - p_c, \quad c \in C, \tag{4}\]

where \( h - p_c \) calculates the difference of the embedding between each node and each class prototype. For each node, only considering its embedding difference to one class prototype cannot fully locate its position. Therefore, we concatenate the difference of the node’s embedding to all class prototypes \( \|c \in \{1, \ldots, |C|\} \|g_c \) and further apply a linear transformation \( f_z : \mathbb{R}^{DC} \to \mathbb{R}^D \) to pay different levels of attention to different dimensions of the embedding difference and adaptively extract useful embedding difference information.

\[
g = f_z(||c \in \|g_c \|. \tag{5}\]

The distance metric representation \( g \) encodes the distance information of the node \( v \) to all class prototypes, which as a result precisely captures its relative position to all class prototypes. In order to use these distance metric representations to prototypes for reference to classify query nodes, we feed the representations of prototypes and query nodes \( p_c, h_c \), for \( c \in C \) into the shared distance metric layer to learn their distance metric representations \( g^S_c, g^Q_c \), for \( c \in C \). Then we stack them across all classes to compute the distance metric representations of prototypes and query nodes:

\[
G^M = \text{stack}(g^M_c | c \in C), \quad M \in \{Q, S\} \tag{6}\]

Next, the predicted class distribution for each query node is:

\[
F = \text{softmax}(G^Q (G^S)\gamma), \tag{7}\]

where \( F \) gives the predicted probability distribution of class \( c \)'s query node over all classes, which is then used to calculate the supervised classification loss:

\[
\mathcal{L}_{\text{class}} = \frac{1}{C} \sum_{c=1}^{C} \ell(F_c, c), \tag{8}\]

where \( \ell(\cdot, \cdot) \) is a loss function to measure the difference between predictions and ground-truth labels, such as cross entropy.

4.3 Imbalanced Label Propagation

Network homophily [20] assumes that connected nodes tend to share similar attributes or belong to the same class, which is commonly the case in various real-world networks [36, 41]. Thus, it has been naturally harnessed to augment the training data especially for increasing the minority training nodes. Motivated by this, we perform imbalanced label propagation to annotate node labels based on their neighboring nodes’ labels and filter out unconfident ones by computing their topology information gain [5].

Since we only have access to the class information of labeled nodes \( \mathcal{V}_l \) and to balance the voting effect between the majority and the minority classes, for unlabeled nodes we mask their one-hot labels by filling zero vector \( \mathbf{0} \in \mathbb{R}^C \), and for labeled nodes we multiply their one-hot labels by the weighting factor \( \gamma_i \):

\[
\tilde{Y}_i = \begin{cases} Y_i & v_i \in \mathcal{V}_l \\ Y_i & v_i \in \mathcal{V} \setminus \mathcal{V}_l \end{cases} \quad \text{where} \quad \gamma_i &= \frac{\|\mathcal{V}_l\|}{\sum_{v_j \in \mathcal{V}_l} \mathbb{1}_{j \in \mathcal{V}_l}} \tag{9}\]

computes the inverse ratio of the number of labeled nodes in the node \( v_i \)'s class \( \phi(v_i) \), \( \sum_{v_j \in \mathcal{V}_l} \mathbb{1}_{j \in \mathcal{V}_l} \), to the total number of labeled nodes \( \|\mathcal{V}_l\| \). Then we propagate this unbiased label distribution \( \tilde{Y} \) to their neighbors that are at most \( k \)-hops away by considering \( k \)-th-order adjacency matrix as follows:

\[
\tilde{Y} = \tilde{A}^k \tilde{Y}. \tag{10}\]

Note that \( \tilde{A}^k \tilde{Y} \) can be computed efficiently by applying power iteration sequentially from right to left [16].

However, this leads to another issue that \( \tilde{Y} \) cannot be used directly in class prototype-driven balance training to sample support and query sets since \( \tilde{Y} \) is a soft-label (instead of having hard label assignments). Moreover, nodes that fall in the topological boundary between different classes may possess noisy label distribution and mislead the training process. Therefore, we utilize the idea of topological information gain (TIG) [5] to filter out nodes with weak and obscure label distributions. TIG describes the task information effectiveness that the node obtains from labeled source along the network topology [5]. We regard the maximum entry of the soft-label \( \tilde{Y}_i \) to be the most possible class type that the node \( v_i \) can be and the other entries as confusing information. Then the topological information gain \( t_i \) for node \( v_i \) is calculated as:

\[
t_i = \max(\tilde{Y}_i) - \frac{\sum_{c=1}^{C} \tilde{Y}_i - \max(\tilde{Y}_i))}{\sum_{c=1}^{C} \tilde{Y}_i}. \tag{11}\]

A high \( t_i \) means the label distribution of node \( v_i \) is sharp/strong and thus it lies in the cluster of nodes in class argmax(\( \tilde{Y}_i \)). By network homophily, its label is also conjectured to be argmax(\( \tilde{Y}_i \)). As such, we generate the hard pseudo label of non-training node \( v_i \) by binary thresholding its topological information gain \( t_i \) as:

\[
\hat{Y}_ic = \begin{cases} 1 & \text{if } t_i > \eta \text{ and } c = \text{argmax}(\tilde{Y}_i) \\ 0 & \text{if } t_i \leq \eta \text{ or } c \neq \text{argmax}(\tilde{Y}_i) \end{cases}, \quad v_i \in \mathcal{V} \setminus \mathcal{V}_l. \tag{12}\]

where \( \eta \) is a hyperparameter that controls the trade-off between the quality and the number of the augmented labels. Higher \( \eta \) leads to precise labels with sharp distribution and thus guarantee the labeling quality but less nodes could be augmented. Lower \( \eta \) leads to more imprecise and noisy labels with even distribution. Note that for the initial labeled nodes \( v_i \in \mathcal{V}_l \), we still utilize their original labels and thus the final labels we use for sampling support and query sets in class prototype-driven balanced training:

\[
\hat{Y}_i = \begin{cases} Y_i & v_i \in \mathcal{V}_l \\ \hat{Y}_i & v_i \in \mathcal{V} \setminus \mathcal{V}_l \end{cases} \tag{13}\]

Details of hyperparameter tuning \( \eta \) are provided in Section 5.4.

4.4 Self-Supervised Learning (SSL)

Although node embeddings computed from the GNN-based encoder \( f_1 \) embed network topology information, the prototype computation PROTO in Eq. (2) and the distance metric learning in Eq. (4) do not consider network topology. Inspired by the intuition that different class prototypes should have different representations and
adjacent nodes should have similar distance metric representations, we design two GNN self-supervised learning (SSL) [33] pretext tasks to emphasize the topological information learned by DPGNN.

To ensure that different prototypes have different representations, we minimize the representation similarity of prototypes from different classes as follows:

$$\mathcal{L}_{ssl} = \frac{1}{C} \sum_{i=1}^{C} \sum_{j=1}^{C} \text{SIM}_{ij} - \text{tr}(\text{SIM}), \quad \text{where} \quad \text{SIM}_{ij} = \frac{\langle p_i, p_j \rangle}{||p_i|| ||p_j||}$$  \(14\)

To smooth the distance metric representations between adjacent nodes and reinforce the graph structure in the learned representations, we adopt the following objective function:

$$\mathcal{L}_{ssl} = G^T L G, \quad \text{(15)}$$

where \(G\) is the distance metric representations by transforming the concatenated embedding distance between each node to each class prototype (i.e., Eq. (4) and Eq. (5)), and \(L\) is the Laplacian matrix of the underlying network. If we adopt the normalized Laplacian matrix, i.e., \(L = I - \tilde{A}\), Eq. (15) can be rewritten as:

$$\mathcal{L}_{ssl} = \sum_{a \in V} \sum_{v' \in N(a)} \left( \frac{g_{ai}}{\sqrt{d_i}} - \frac{g_{aj}}{\sqrt{d_j}} \right)^2.$$  \(16\)

It is clear that \(\mathcal{L}_{ssl}\) is small when adjacent nodes share similar distance metric representations to class prototypes.

Collecting one supervised classification loss and two SSL loss, the overall objective function is stated as:

$$\min \mathcal{L} = \mathcal{L}_{class} + \lambda_1 \mathcal{L}_{ssl} + \lambda_2 \mathcal{L}_{ssl},$$  \(17\)

where \(\lambda_1\) and \(\lambda_2\) are two hyperparameters that control the contribution of the two SSL losses (i.e., \(\mathcal{L}_{ssl}\) and \(\mathcal{L}_{ssl}\)) in addition to the supervised classification loss \(\mathcal{L}_{class}\).

4.5 Complexity Analysis

Having introduced all components of DPGNN, next we compare DPGNN with vanilla GNN-based encoder by analyzing the additional complexity in terms of time and model parameters.

In comparison to vanilla GNN-based encoders, additional computational requirements come from three components: distance metric learning, imbalanced label propagation, and self-supervised learning. For distance metric learning, the calculation of the pairwise distance metric representations to class prototypes \(|C_c|\) time complexity if implemented naively. Typically the class number \(C\) is multiple orders of magnitude less than the node number \(|V|\) in a network and therefore can be treated as a constant, which leads to linear time complexity \(O(|V|)\). For uncommon networks that have an extremely large number of classes with the same magnitude as the size of the network, we could select sub-classes \(C_{ssl}\) as anchors and approximate the distance metric representations by considering distance to these anchors rather than all classes [7, 19, 35]. In imbalanced label propagation, the most computational part comes from propagating labels in Eq. (10), which can be completed efficiently by applying power iteration from the edge view in \(O(k|E|)\) compared to \(O(|V|^2)\) for matrix calculation of \(A^k\). Among the two SSL components, the heaviest computation comes from smoothing distance embeddings of adjacent nodes in Eq. (15), which can be calculated from the edge view as Eq. (16); thus, is linear with the number of edges \(O(|E|)\).
Table 2: Node classification performance on eight datasets with the best performance emboldened and second underlined.

| Model       | Dataset (Homophily Value) | CORA (0.81) | CITESEER (0.74) | PUBMED (0.80) | CORAM-ML (0.79) |
|-------------|---------------------------|-------------|----------------|--------------|-----------------|
|             | F1-macro | F1-weight | F1-micro | F1-macro | F1-weight | F1-micro | F1-macro | F1-weight | F1-micro | F1-macro | F1-weight | F1-micro |
| GCN         | 0.5205   | 0.3199   | 0.3212   | 0.3870   | 0.4169   | 0.4692   | 0.3501   | 0.3569   | 0.3928   | 0.5205   | 0.3195   | 0.3212   |
| GCNw        | 0.5631   | 0.5659   | 0.5727   | 0.4503   | 0.4822   | 0.5229   | 0.6272   | 0.6323   | 0.6451   | 0.5666   | 0.5516   | 0.5611   |
| GCNp        | 0.5609   | 0.5660   | 0.5724   | 0.4457   | 0.4800   | 0.5156   | 0.6169   | 0.6178   | 0.6327   | 0.5609   | 0.5660   | 0.5724   |
| GCNs        | 0.5488   | 0.5398   | 0.5519   | 0.4462   | 0.4794   | 0.5127   | 0.5861   | 0.5964   | 0.6186   | 0.5488   | 0.5398   | 0.5519   |
| GraphSMOTE  | 0.5845   | 0.6024   | 0.5820   | 0.4236   | 0.4774   | 0.5020   | 0.6122   | 0.5998   | 0.6110   | 0.6293   | 0.6450   | 0.6130   |
| RECT        | 0.5234   | 0.5025   | 0.5448   | 0.4002   | 0.4243   | 0.4549   | 0.5713   | 0.5597   | 0.6092   | 0.5350   | 0.5560   | 0.6026   |
| DR-GCN      | 0.5113   | 0.5362   | 0.5520   | 0.3924   | 0.4414   | 0.4880   | 0.5628   | 0.5730   | 0.5559   | 0.5412   | 0.4716   | 0.5060   |
| DPGCN       | 0.7115   | 0.7029   | 0.7111   | 0.4838   | 0.5180   | 0.5397   | 0.7018   | 0.7176   | 0.7189   | 0.7273   | 0.7278   | 0.7305   |

- **Up-sampling:** A classical approach that repeats samples from minority classes. Following [39], we implement this in the embedding space by duplicating minority nodes’ representations.
- **Re-weight [38]:** A cost-sensitive approach that assigns class-specific loss weights; we set the weights of each class as inverse ratio of the total training nodes to the number in that class.
- **SMOTE [3]:** Synthetic minority samples are created by interpolating minority samples with their nearest neighbors within the same class based on the output of last GNN layer.
- **GraphSMOTE [39]:** Advancing SMOTE [3], GraphSMOTE has two types of edge generators that can be pre-trained to connect synthetic nodes to the original graph. We report the result of the best generator variant for each dataset.

### 5.2 Performance Comparison

In this subsection, we answer the first question by comparing the performance of DPGCN with other baselines and report the average performance per metric across 20 different data splits along with the edge homophily [41] for each dataset. We observe that DPGCN performs the best in all 8 datasets by F1-macro with a large margin, and best on 7(6) of the 8 datasets according to F1-weight (F1-micro) over other baselines. The F1-micro of GCN is higher than F1-macro on all datasets except Cora, which indicates accuracy is vastly different across different classes and therefore signifies the detrimental effect imposed by class imbalance. GCNw, rw at improve the performance over GCN on all datasets, which demonstrate their generalizability and effectiveness in handling the imbalance issue. Specifically, GCNw and GCNrw share similar performance since essentially both of them balance the training loss while the performance of GCNds is unstable since randomly selecting linear interpolation coefficient cannot guarantee the generated instances follow the ground-truth class distributions. GraphSMOTE performs better than other baselines on datasets with lower homophily such as Cora, Cora-ML and DBLP, while worse on datasets with lower homophily such as Citeezer and Twitch PT. This is because edges in lower homophily networks tend to link nodes from different classes and therefore the pre-trained edge generator is also guided to link needed modifications from their GitHub repositories. Aiming to provide a rigorous/fair comparison, we tune hyperparameters for all models individually on each dataset around the default/best settings reported in their paper. For DPGCN, we tune the following hyperparameters: dropout rate $\epsilon \in \{0, 0.5\}$, the coefficient balancing the loss contribution $\lambda_1, \lambda_2 \in \{1, 10\}$, the threshold $\eta \in \{0, 6\}$, and the training epoch $\epsilon \in \{1000, 3000, 6000\}$. We select the 2-layer GCN with 256 hidden units as the encoder $f_1$ due to its simplicity and efficiency, and termed our framework as DPGCN in the following. Note that any other GNN-based encoder can be used instead. For reproducibility, the code of our model is publicly available and Appendix C has further hyperparameter configuration details.
nodes from different classes. In this case, aggregating neighborhood features incorporates more noise information and therefore compromise the downstream classification. Despite that two advanced models, RECT and DR-GCN, achieve performance gain over the GCN baseline, both of their improvements are surprisingly no obvious compared with other baselines. For example, RECT achieves comparable performance to GCN on Cora and DBLP. For RECT, we hypothesize that the embeddings obtained by GNNs already encode the structural information and therefore further optimizing based on node proximity derives limited useful supervision. Another potential reason is because RECT is proposed for completely-unbalanced label while here we still have some training instances for each minority class. For DR-GCN, the reason of no significant performance improvement is that the limited training nodes may cause over-fitting of their generator and discriminator such that the class distribution is ill-defined via adversarial training [9].

Moreover, we investigate the stability of the performance improvement achieved by our model by varying the imbalance ratio from 1:1 to 1:10. Specifically, we fix the number of training nodes as 2 for minority classes and gradually increasing the number of training nodes from 2 to 40 for majority classes, which exhausts the imbalance scenarios from being balanced to the heavily imbalanced. In Figure 2, we can see DPGCN always performs the best when imbalance ratio is beyond 1:4 on the shown datasets and the gap grows larger as imbalance ratio further increases, which demonstrate the superiority of DPGCN over other baselines in handling heavily imbalanced data. Besides, we observe that our model also achieves higher performance when data is balanced (imbalance ratio 1:1) on most datasets. This is because the imbalanced label propagation derives extra training supervision from pseudo labeled data and indicates the potential of our model in the balanced data setting. On Citeseer, our model achieves lower performance on the first few imbalance ratios because the inefficiency of imbalanced label propagation and smoothing of adjacent nodes due to lower homophily (i.e., 0.74) of Citeseer compared with other four datasets.

5.3 Ablation Study

To demonstrate the contribution of each proposed component in our framework, we conduct ablation studies and answer the second question in this subsection. In Figure 3, we present the performance improvement over GCN achieved by our proposed framework (DPGCN) along with variants that remove the imbalanced label propagation (w/o LP), remove the self-supervised learning components (w/o SSL), and remove both (w/o LP, SSL). We use the best performing hyperparameters found for the results in Table 2 and report the average F1-macro and F1-micro of 20 runs. Note that the most basic model here without SSL and LP has only episodic training with distance metric learning. Firstly, we observe that every proposed component contributes to the increase of F1-macro, which suggests the validity of each component in tackling class imbalance. However, performance becomes worse than GCN when solely applying episodic training with distance metric learning (yellow dot bar) on two Amazon Computers and Photos. This is because these two datasets have more classes and therefore the dimension of the concatenated embedding difference g in Eq. (5) becomes pretty high and causes the effect of the curse of high dimensionality [1].

5.4 Influence of Threshold $\eta$

Next we answer the last question by analyzing the influence of threshold $\eta$ in Eq. (12) on the model performance. Here we rule out the SSL component and only consider the performance of DPGCN (w/o SSL), which can exclusively reflect the effect of threshold $\eta$ in imbalanced label propagation. By varying $\eta$ from 0 to 7/6 on Cora/Citeseer, we obtain the total number of pseudo labels and their labeling accuracy from Eq. (12). Meanwhile, we visualize the F1-macro score of DPGCN (w/o SSL) and the basic GCN model in Figure 4a. In Cora, as $\eta$ increases the total number of pseudo labeled nodes decreases while the labeled quality (accuracy) increases since higher $\eta$ leads to precise labels with sharp distribution. In the initial stage when $\eta$ is between 0 and 1, the model performance stays the same because even though we obtain extra supervision from additional 500 pseudo labeled nodes as blue curve shows, only around 57% of them are correctly classified and training with these low-quality data would compromise the model performance. As $\eta$ further rises from 1 to 3, the quality of pseudo labeled nodes improves since their accuracy increases from 0.57 to 0.86 during this stage, thus the F1-macro score of our DPGCN (w/o SSL) rises from 0.66 up to 0.68. After $\eta$ exceeds 3, even though the quality of the
additional pseudo labels keep increasing, the model performance decreases because we have less pseudo labeled data. Finally, when $\eta$ is beyond 7 where no additional nodes other than the original imbalanced training nodes are labeled, DPGCN (w/o SSL) degenerate back to the DPGCN (w/o SSL, LP) and the performance gain achieved at this point is mainly due to class prototype-driven balanced training with distance metric learning. In Figure 4b, we observe the similar trend in Citeseer except that in the degenerating stage when $\eta$ is 6, we still have performance gain over GCN while in Cora, the performance of DPGCN (w/o SSL, LP) converges to GCN, which is consistent with the previous ablation study in Figure 3. Note that here the label accuracy is solely computed for validation nodes by comparing their pseudo labels and ground-truth labels, which can also be treated as a hyperparameter tuning strategy for $\eta$.

### 5.5 Further Explorations

Here we verify the effect of distance metric representation learning by calculating the average distance of node embeddings (distance metric representation) of each class to each class prototype and visualizing their corresponding embeddings by t-SNE [29] visualization in Figure 5. The key difference in computing the value between the two heatmaps is that the first heatmap utilizes the averaged distance between embeddings of node and class prototypes (from GCN) while the second utilizes the averaged distance between distance metric representations between nodes and class prototypes. We can clearly see that directly utilizing the distance between embeddings fail to guarantee the shortest distance on the diagonal compared to all other ones in each row. For example, the distance from nodes in class 1 to the prototype of class 1, 10.11, is larger than the distance to the prototype class 2, 8.98, which could potentially lead to misclassification of nodes in class 1 into class 2. In contrast, the distance of distance metric representation on the diagonal is always the shortest one among each row, which therefore is better in classifying nodes based on their nearest class prototype. Note that most of the distance values in the first heatmap are larger than the second one since we smooth the distance metric representation of connected nodes through self-supervised learning, which pulls distance metric representation of nodes closer as a whole. The second row of Figure 5 further demonstrates the t-SNE visualization of embeddings and distance metric representations of nodes in different classes along with their class prototypes. The node embeddings obtained from GCN has the Silhouette score [23] 0.099 while the node distance metric representation from DPGCN has the score 0.117, which indicates the node distance metric representation is more well-apart from each other and thus is more distinguished. Besides, for majority class, the embeddings and the distance metric representation cluster tightly around corresponding prototypes, such as grey and yellow, while they cluster loosely or even falsely cluster around other different class prototype and thus are hard to be classified for minority classes, such as green. This is because minority class has less training nodes and thus the computed class prototypes by mean-pooling are biased only towards few given training nodes and fail to be representative of the whole class. We observe that such bad clustering is mitigated after applying DPGCN and utilizing distance metric representation.

### 6 CONCLUSION

In this paper, we focused on the imbalanced node classification problem in graphs, which widely exists in real-world setting such as malicious user detection and drug function testing. Noticing that imbalanced node classification naturally inherits issues of deep learning for imbalance classification: the inclination to learning towards majority classes and the catastrophic forgetting of previous learned instances in minority classes, we use a class prototype-driven balance training scheme to balance the training loss between different classes. To further alleviate the issue of unrepresentative class prototypes, we construct another distance metric space to fully leverage the distance information of query nodes to all class prototypes. Moreover, we derive extra supervision from network topology by an imbalanced label propagation scheme and smooth the learned distance metric representation between adjacent nodes. Experiments on 8 real-world datasets demonstrate the effectiveness of the proposed DPGNN framework in relieving the class imbalance issue. For future work, we plan to study imbalanced graph classification and expect to utilize the graph topology as extra supervision.
A NOTATIONS

Table 3: Table of main symbols.

| Symbols | Definitions |
|---------|-------------|
| $G$     | unweighted and undirected attributed network |
| $V$     | set of nodes in the network |
| $V_i$   | set of labeled nodes in the network |
| $E$     | set of edges in the network |
| $A$     | adjacency matrix |
| $X$     | node attribute matrix |
| $Y$     | one-hot node label matrix |
| $C$     | set of node classes in the network |
| $N_{ui}$| neighborhood node set of node $v_i$ |
| $S_c$   | support set of class $c$ |
| $Q_c$   | query set of class $c$ |
| $H$     | node representation matrix |
| $H^S_c$ | representation matrix of nodes in support set $S_c$ |
| $H^Q_c$ | representation matrix of nodes in query set $Q_c$ |
| $P$     | prototypical representation matrix |
| $\hat{Y}$ | reweighted node label matrix |
| $\bar{Y}$ | propagated label distribution |
| $t$     | topological information gain |
| $Y$     | one-hot pseudo labeled matrix |
| $f_1$   | GNN-based encoder to extract node representation |
| $f_2$   | linear layer to extract distance metric representation |
| $\chi$  | edge homophily |
| $\eta$  | threshold in imbalanced label propagation |

B EDGE HOMOPHILY

A key assumption in most graph-based prediction algorithm such as Label Propagation and Graph Neural Network is the network homophily. It measures the feature/class similarity level of adjacent nodes in the graph. Following the literature [41], we use the edge homophily as the metric here and the computation is:

$$\chi^G = \frac{1}{|E|} \sum_{(v_i, v_j) \in E^G : Y_i = Y_j} 1,$$

where high $\chi^G$ means many edges connect nodes of the same class or sharing the similar feature distributions.

C HYPERPARAMETER TUNING

For the encoder $f_2$, we stack two GCN layers with the ReLU activation function and set the number of hidden units to be 256. All hyperparameters are tuned on the validation set. The tuning range of hyperparameters is as follows:

- Early stopping: 0
- Dropout: [0, 0.5]
- Weight decay: 1st layer, $5\times10^{-4}$; 2nd layer, 0
- Training coefficients: $\lambda_1, \lambda_2 \in [1, 10, 20]
- Threshold: $\eta \in [1, 2, 3, 4, 5, 6]
- Training epoch: $\{1000, 3000, 6000\}$
- Label propagation epoch: $\{10, 20\}$

D RESULTS

D.1 Performance Comparison

From the following tables, we could easily see that the performance of minority classes lower than majority classes. However, an interesting observation is that the performance is also different across different classes, which indicates that the same imbalance ratio may impose different level of negative influence on different classes. We hypothesize that this is due to the graph topology. Since prediction in graph neural network is made after propagation, it is highly possible that nodes in different minority classes own different influence on other nodes in this graph. Therefore, even though different minority classes share the same quantity-based imbalance ratio, they may still have different topology and we term it as topology imbalance. Such topology imbalance only exists in graph-structured data and is almost unexplored yet. We include it as one future work.

Table 4: Node classification performance on Cora.

| Model         | Classes (2, 2, 2, 2, 2, 2, 2, 2) | 1 | 2 | 3 | 4 | 5 |
|---------------|----------------------------------|---|---|---|---|---|
| GCN          | 0.5583                           | 0.5619 | 0.5727 |
| GCN-uc       | 0.5575                           | 0.5619 | 0.5727 |
| GCN-rw       | 0.5573                           | 0.5619 | 0.5727 |
| GCN-us       | 0.5571                           | 0.5619 | 0.5727 |
| GCN-dr       | 0.5570                           | 0.5619 | 0.5727 |
| GraphSOMITE  | 0.5570                           | 0.5619 | 0.5727 |
| RECT         | 0.5570                           | 0.5619 | 0.5727 |

Table 5: Node classification performance on Citeseer.

| Model         | Classes (2, 2, 2, 2, 2, 2, 2, 2) | 1 | 2 | 3 | 4 | 5 |
|---------------|----------------------------------|---|---|---|---|---|
| GCN          | 0.5517                           | 0.5582 | 0.5616 |
| GCN-uc       | 0.5517                           | 0.5582 | 0.5616 |
| GCN-rw       | 0.5517                           | 0.5582 | 0.5616 |
| GCN-us       | 0.5517                           | 0.5582 | 0.5616 |
| GCN-dr       | 0.5517                           | 0.5582 | 0.5616 |
| GraphSOMITE  | 0.5517                           | 0.5582 | 0.5616 |
| RECT         | 0.5517                           | 0.5582 | 0.5616 |

Table 6: Node classification performance on Cora-ML.

| Model         | Classes (2, 2, 2, 2, 2, 2, 2, 2) | 1 | 2 | 3 | 4 | 5 |
|---------------|----------------------------------|---|---|---|---|---|
| GCN          | 0.5583                           | 0.5619 | 0.5727 |
| GCN-uc       | 0.5583                           | 0.5619 | 0.5727 |
| GCN-rw       | 0.5583                           | 0.5619 | 0.5727 |
| GCN-us       | 0.5583                           | 0.5619 | 0.5727 |
| GCN-dr       | 0.5583                           | 0.5619 | 0.5727 |
| GraphSOMITE  | 0.5583                           | 0.5619 | 0.5727 |
| RECT         | 0.5583                           | 0.5619 | 0.5727 |

Table 7: Node classification performance on DBLP.

| Model         | Classes (2, 2, 2, 2, 2, 2, 2, 2) | 1 | 2 | 3 | 4 | 5 |
|---------------|----------------------------------|---|---|---|---|---|
| GCN          | 0.5525                           | 0.5559 | 0.5581 |
| GCN-uc       | 0.5525                           | 0.5559 | 0.5581 |
| GCN-rw       | 0.5525                           | 0.5559 | 0.5581 |
| GCN-us       | 0.5525                           | 0.5559 | 0.5581 |
| GCN-dr       | 0.5525                           | 0.5559 | 0.5581 |
| GraphSOMITE  | 0.5525                           | 0.5559 | 0.5581 |
| RECT         | 0.5525                           | 0.5559 | 0.5581 |

Table 8: Node classification performance on Twitter-PT.

| Model         | Classes (2, 2, 2, 2, 2, 2, 2, 2) | 1 | 2 | 3 | 4 | 5 |
|---------------|----------------------------------|---|---|---|---|---|
| GCN          | 0.5598                           | 0.5619 | 0.5727 |
| GCN-uc       | 0.5598                           | 0.5619 | 0.5727 |
| GCN-rw       | 0.5598                           | 0.5619 | 0.5727 |
| GCN-us       | 0.5598                           | 0.5619 | 0.5727 |
| GCN-dr       | 0.5598                           | 0.5619 | 0.5727 |
| GraphSOMITE  | 0.5598                           | 0.5619 | 0.5727 |
| RECT         | 0.5598                           | 0.5619 | 0.5727 |