CONE THEOREM VIA DELIGNE-MUMFORD STACKS
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Abstract. We prove the cone theorem for varieties with LCIQ singularities using deformation theory of stable maps into Deligne-Mumford stacks. We also obtain a sharper bound on $-(K_X + D)$-degree of $(K_X + D)$-negative extremal rays for projective $\mathbb{Q}$-factorial log terminal threefold pair $(X, D)$.

1. Introduction

We work over an algebraically closed field $k$ of characteristic $ch(k) \geq 0$. The Cone Theorem is an important theorem in birational geometry. For smooth varieties, it can be stated as follows:

**Theorem 1.1 (Mori [Mo82]).** Let $X$ be a smooth projective variety. Then

$$NE(X) = NE(X)_{K_X \geq 0} + \sum \mathbb{R}_{\geq 0}[C_i]$$

for a countable collection of curves $C_i$ (extremal rays) with $K_X \cdot C_i < 0$. The cone $NE(X)$ is locally finite in the open half-space $N_1(X)_{K_X < 0}$, and

$$-(\dim X + 1) \leq C_i \cdot (K_X) < 0.$$  

Mori’s proof for smooth varieties used a geometric argument, the famous “bend and break” method. The smoothness of $X$ is essential in his arguments: it is used to control the deformations of maps from curves to $X$. When $X$ is log terminal (and $ch(k) = 0$), a cohomological approach has been developed by Kawamata, Reid, Shokurov, and Kollár (see [Ka84], [R83], [Sh85] and [Ko84]). This method yields the bound $2\dim X$ on $-K_X$-degree of extremal rays, instead of $\dim X + 1$ (see Keel [Ke99] for some results in $ch(k) = p$ and $\dim X = 3$). This class of singularities is large enough for the purpose of the minimal model program (MMP). These two approaches are very different in nature. Kollár [Ko92] later developed a deformation theoretical argument for the case when $X$ is projective and LCIQ (quotients of LCI singularities). For $X$ projective and LCIQ, he constructed a LCI algebraic space $X^b$ which he called the bug-eyed cover. He proved the cone theorem by studying deformations of maps from curves to $X^b$. His method also yields the bound $2\dim X$ on $-K_X$-degree. He also obtained a very general form (more general than the cohomological approach) of the Cone theorem in dimension 3, which required strong results from the MMP in dimension 3.
In this paper, we develop a deformation theoretical method using Deligne-Mumford stacks, instead of bug-eyed covers. For $X$ projective and LCI Q, we consider the associated LCI Deligne-Mumford stack $\mathcal{X}$. We prove the cone theorem by studying deformations of stable maps to $\mathcal{X}$. One advantage of using Deligne-Mumford stack is that the space of stable maps into a proper Deligne-Mumford stack is known to be proper [AV02]. Philosophically, we can then take the limit when we degenerate curves. When $X$ has tame LCIQ singularities, the bound on $-K_X$-degree obtained by our method is $\dim X + 1$, the same as that in smooth case.

More precisely, we obtain:

**Theorem 1.2** (=Theorem 5.1). Let $X$ be a projective variety with only tame LCIQ singularities. Then there is a countable collection $\mathcal{R}$ of $K_X$-negative extremal rays such that

$$\overline{NE}(X) = \overline{NE}(X)_{K_X \geq 0} + \text{Im}[\overline{NE}(X_{\text{sing}}) \to \overline{NE}(X)] + \sum_{R_i \in \mathcal{R}} R_i.$$  

Furthermore, for each ray $R_i \in \mathcal{R}$, there is a rational curve $[C_i] \in R_i$ such that

$$-2 \dim X \leq C_i \cdot K_X < 0.$$  

**Remark 1.3.** A stronger version of Theorem 1.2 has been obtained in [Ko92].

**Theorem 1.4** (=Theorem 5.3). Let $X$ be a projective variety with only tame LCIQ singularities. Then there is a countable collection $\mathcal{R}$ of $K_X$-negative extremal rays such that

$$\overline{NE}(X) = \overline{NE}(X)_{K_X \geq 0} + \text{Im}[\overline{NE}(X_{\text{sing}}) \to \overline{NE}(X)] + \sum_{R_i \in \mathcal{R}} R_i.$$  

Furthermore, for each ray $R_i \in \mathcal{R}$, there is a rational curve $[C_i] \in R_i$ such that

$$-(\dim X + 1) \leq C_i \cdot K_X < 0.$$  

**Theorem 1.5** (=Theorem 5.5). Let $X$ be a projective variety with only isolated LCIQ singularities. Then the set $\mathcal{R}$ of all $K_X$-negative extremal rays of $\overline{NE}(X)$ is countable and

$$\overline{NE}(X) = \overline{NE}(X)_{K_X \geq 0} + \sum_{R_i \in \mathcal{R}} R_i.$$  

These rays are locally finite in the half-space $N_1(X)_{K_X < 0}$, and for each $K_X$-negative extremal ray $R_i$ there is a rational curve $l_i$ generating $R_i$ such that $l_i \cdot (-K_X) \leq \dim X + 1$.

We remark that in [Ma02], Remark-Question 10-3-6, the bound $\dim X + 1$ is refered as “conjecturally sharp” for $\mathbb{Q}$-factorial terminal varieties.

Using the MMP in dimension 3, we are able to prove the following theorem:
Theorem 1.6 (=Theorem 5.7). Let \((X, D)\) be a projective threefold pair with \(D\) a boundary divisor. Assume that \((X, D)\) has only divisorial log terminal singularities. Then the set \(R\) of all \((K_X + D)\)-negative extremal rays of \(\overline{NE}(X)\) is countable and

\[
\overline{NE}(X) = \overline{NE}(X)_{(K_X + D)\geq 0} + \sum_{R_i \in R} R_i.
\]

These rays are locally finite in the half-space \(N_1(X)_{(K_X + D)<0}\), and for each ray \(R_i\) there is a rational curve \(l_i\) generating \(R_i\) such that

\[-4 \leq l_i \cdot (K_X + D) < 0.\]

For a general \(\mathbb{Q}\)-factorial projective threefold \(X\), we do not expect such a bound.

1.1. Setting.

Definition 1.7. (1) A scheme \(Y\) is LCI if for every \(y \in Y\), there is an étale neighborhood \(U\) of \(y\) such that \(U\) is a complete intersection. This notion also makes sense when \(Y\) is a Deligne-Mumford stack.

(2) We say that \(Y\) has only LCIQ singularities if for every \(y \in Y\), there is an étale neighborhood \(U\) of \(y\) such that \(U \cong V/G_y\) where \(V\) is LCI and the action of \(G_y\) on \(V\) is étale in codimension 1.

(3) Notation as in (2). We say \(Y\) has only tame LCIQ singularities if either \(\text{ch}(k) = 0\) or \(\text{ch}(k) = p > 0\) and the order \(|G_y|\) of \(G_y\) is not divisible by \(p\).

Definition 1.8 (The Mori cone \(\overline{NE}(Y)\)). Let \(Y\) be a projective variety. Let \(N_1(Y)\) denote the finite dimensional vector space \(
\{1 - \text{cycles with real coefficients}\}/\{\text{numerical equivalence}\}.
\)

Let \(NS(Y)\) be the Néron-Severi group of \(Y\). The vector space \(NS(Y) \otimes \mathbb{R}\) is dual to \(N_1(Y)\). Consider the cone \(NE(Y) \subset N_1(Y)\) generated by the numerical equivalence classes of effective 1-cycles. Denote by \(\overline{NE}(Y)\) the closure of \(NE(Y)\) in \(N_1(Y)\).

Definition 1.9. Let \(v \in \overline{NE}(Y) \subset N_1(Y)\). The ray \(R = \mathbb{R}_{\geq 0}v \subset \overline{NE}(Y)\) is called extremal if

\[u_1, u_2 \in \overline{NE}(Y), u_1 + u_2 \in R \Rightarrow u_1, u_2 \in R.\]
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2. Twisted stable maps

Let $\mathcal{X}$ be a proper tame Deligne-Mumford stack with projective coarse moduli space $X$. The notion of twisted stable maps to $\mathcal{X}$ has been studied by Abramovich and Vistoli [AV02]. In this section, we summarize the definitions and properties of twisted stable maps and their moduli for the reader’s convenience.

**Notation 2.1.** Unless otherwise mentioned, $\pi : \mathcal{X} \to X$ denotes the map to the coarse moduli space.

2.1. Twisted curves. An important ingredient of the paper [AV02] is what they called twisted curves (we sometimes call these orbicurves). Roughly speaking, these are nodal curves having certain stack structures étale locally near nodes (and, for pointed curves, marked points). We describe these stack structures in more details below. For the precise definition, see [AV02], Definition 4.1.2. We restrict ourselves to balanced twisted curves throughout the paper. Let $C$ be a twisted curve and $\overline{C}$ its coarse moduli space.

2.1.1. Nodes. For a positive integer $r$, let $\mu_r$ denote the cyclic group of $r$-th roots of unity. Étale locally near a node, a twisted curve $\mathcal{C}$ is isomorphic to the stack quotient $[U/\mu_r]$ of the nodal curve $U = \{xy = f(t)\}$ by the following action of $\mu_r$:

$$(x, y) \mapsto (\zeta_r x, \zeta_r^{-1}),$$

where $\zeta_r$ is a primitive $r$-th root of unity. Étale locally near this node, the coarse curve $\overline{C}$ is isomorphic to the schematic quotient $U/\mu_r$.

2.1.2. Markings. Étale locally near a marked point, $\mathcal{C}$ is isomorphic to the stack quotient $[U/\mu_r]$. Here $U$ is a smooth curve with local coordinate $z$ defining the marked point, and the $\mu_r$-action is defined by

$$z \mapsto \zeta_r z.$$ 

Near this marked point the coarse curve is the schematic quotient $U/\mu_r$.

2.2. Twisted stable maps.

**Definition 2.2.** A twisted $n$-pointed stable map of genus $g$ and degree $d$ over a scheme $S$ consists of the following data (see [AV02], Definition 4.3.1):

\[
\begin{array}{ccc}
\mathcal{C} & \xrightarrow{f} & \mathcal{X} \\
\pi_C & & \downarrow \pi \\
\overline{C} & \xrightarrow{\overline{f}} & X \\
\downarrow & & \\
S.
\end{array}
\]

along with $n$ closed substacks $\Sigma_i \subset \mathcal{C}$ such that
(1) $C$ is a twisted nodal $n$-pointed curve over $S$ (see [AV02], Definition 4.1.2),

(2) $f : C \to X$ is representable,

(3) $\Sigma_i$ is an étale gerbe over $S$, for $i = 1, \ldots, n$, and

(4) the map $\bar{f} : (C, \{p_i\}) \to X$ between coarse moduli spaces induced from $f$ is a stable $n$-pointed map of degree $d$ in the usual sense (see for instance [FuP97]).

A word on stability: $f : C \to X$ is stable if and only if for every irreducible component $C_i \subset C$, one of the following holds:

(1) $f|_{C_i}$ is nonconstant,

(2) $f|_{C_i}$ is constant, and $C_i$ is of genus at least 2,

(3) $f|_{C_i}$ is constant, $C_i$ is of genus 1, and there is at least one special points on $C_i$,

(4) $f|_{C_i}$ is constant, $C_i$ is of genus 0, and there are at least three special points on $C_i$.

In particular, a nonconstant representable morphism from a smooth twisted curve to $X$ is stable.

We say a twisted stable map $C \to X$ is rational if the coarse moduli space $C$ of $C$ is rational.

Let $K_{g,n}(X, d)$ denote the category of twisted $n$-pointed stable maps to $X$ of genus $g$ and degree $d$. The main result of [AV02] is that $K_{g,n}(X, d)$ is a proper Deligne-Mumford stack with projective coarse moduli space denoted by $K_{g,n}(X, d)$.

**Remark 2.3.** Consider a line bundle $L$ on $X$. We have $C \cdot (f \circ \pi)^*L = C \cdot (\pi_C \circ \bar{f})^*L$, which is the same as $C \cdot \bar{f}^*L$ by the projection formula.

2.3. **Quotient singularities and Deligne-Mumford stacks.**

**Proposition 2.4.** Let $X$ be a normal algebraic variety with LCIQ singularities. Then there is an LCI Deligne-Mumford stack $\mathcal{X}$ such that $X$ and $\mathcal{X}$ are isomorphic in codimension 1 and $X$ is a coarse moduli space of $\mathcal{X}$.

**Proof.** This is essentially [V89], Proposition 2.8. We reproduce the arguments here.

By assumption, there is a finite collection of varieties $V_i$ and morphisms $V_i \to X$ such that

(1) $V_i$ is LCI,

(2) the morphisms $V_i \to X$ are étale in codimension 1,

(3) for each $i$, there is a finite group $G_i$ acting on $V_i$ such that the morphism $V_i \to X$ factors as $V_i \to V_i/G_i \to X$ with $V_i/G_i \to X$ étale.

(4) the images of $V_i \to X$ cover $X$.

Let $V_{ij}$ be the normalization of $V_i \times_X V_j$. The data

\[
\coprod_{i,j} V_{ij} \Rightarrow \coprod_i V_i
\]
defines an étale algebraic groupoid. Let \( \mathcal{X} \) be its associated Deligne-Mumford stack. By construction, \( X \) and \( \mathcal{X} \) are isomorphic in codimension 1. By [Gi84], Proposition 9.2, \( X \) is a coarse moduli space of \( \mathcal{X} \).

\[ \square \]

**Remark** 2.5. If \( X \) has only tame LCIQ singularities, then the stack \( \mathcal{X} \) constructed in Proposition 2.4 is also tame.

**Lemma 2.6.** In the situation of Proposition 2.4, let \( \pi : \mathcal{X} \to X \) be the projection to the coarse moduli space. Then \( \pi^* K_X \cong K_{\mathcal{X}} \) as \( \mathbb{Q} \)-Cartier divisors.

**Proof.** Observe that \( X \) and \( \mathcal{X} \) are isomorphic in codimension 1. Denote by \( U \subset X \) the maximal open subset on which \( X \) and \( \mathcal{X} \) are isomorphic. Since \( K_X \) is \( \mathbb{Q} \)-Cartier, take \( m \in \mathbb{N} \) such that \( mK_X \) is Cartier. Consider the pull back \( \pi^* (mK_X) \) to \( \mathcal{X} \). Since \( X \) and \( \mathcal{X} \) are isomorphic over \( U \), \( \pi^* (mK_X) \) is isomorphic to \( mK_X \) over \( U \). It then follows that \( \pi^* (mK_X) \cong mK_X \) since \( \text{Codim}(X \setminus U) \geq 2 \).

\[ \square \]

2.4. Lifting. Let \( X \) be a normal projective variety with LCIQ singularities and \( \mathcal{X} \) the stack as in Proposition 2.4. Let \( C \) be a smooth curve and \( \bar{f} : C \to X \) a morphism whose image intersects the smooth locus of \( X \). It follows that only finitely many points on \( C \) are mapped to the singular locus of \( X \). We want to “lift” the map \( \bar{f} : C \to X \) to a map \( C \to \mathcal{X} \). It is not possible in general. However, we can always find a lifting after endowing a orbicurve structure on \( C \). More precisely, let \( \{ p_i \} \subset C \) be the set of points which are mapped to the singular locus of \( X \), and let \( C_0 = C \setminus \{ p_i \} \). Since \( X \) is isomorphic to \( \mathcal{X} \) outside the singular locus \( X_{\text{sing}} \), the map \( \bar{f} |_{C_0} : C_0 \to X \) admits a lifting \( C_0 \to \mathcal{X} \). By [AV02], Lemma 7.2.5, there exists a twisted curve \( C \) with coarse moduli space \( C \), and a twisted stable map \( f : C \to \mathcal{X} \) extending \( C_0 \to \mathcal{X} \).

3. Bend-and-Break

We recall some results on Bend and Break for the reader’s convenience.

**Proposition 3.1** (see [De01] or [KM98]). Let \( X \) be a projective variety, \( f : C \to X \) a smooth curve and \( c \) a point on \( C \). Assume \( C \) is irrational. If \( \dim_{\text{aff}} \text{Mor}(C, X; f |_{c}) \geq 1 \), then there is a curve \( g : \tilde{C} \to X \) such that

1. the curve \( \tilde{C} \) has at least one rational component \( \tilde{C}_1 \) such that \( g |_{\tilde{C}_1} : \tilde{C}_1 \to X \) is non-constant and \( f(c) \in g_* \tilde{C}_1 \), and
2. \( f_* C \sim g_* \tilde{C} \).

**Proposition 3.2** (see [De01] or [KM98]). Let \( X \) be a projective variety, and \( f : P^1 \to X \) a rational curve. If \( \dim_{\text{aff}} \text{Mor}(P^1, X; f |_{\{0, \infty\}}) \geq 2 \), then the 1-cycle \( f_* P^1 \) is (algebraically) equivalent to a connected non-integral effective rational 1-cycle passing through 0 and \( \infty \).
Proposition 3.3 (see [De01]). Let $X$ be a projective variety, $H$ a nef divisor, $f : C \to X$ a smooth curve, $B$ a finite subset of $C$. If $\dim \{ f \} \text{Mor}(C, X; f \mid_B ) \geq 1$, then there is a rational curve $R$ which meets $f(B)$, and $H \cdot R \leq \frac{\text{Card}(B)}{2}$. 

Remark 3.4. These results do not depend on the smoothness of $X$. However, certain smoothness are needed to verify the condition that $C$ has enough deformations.

We can extend these results to a proper Deligne-Mumford stack $\mathcal{X}$ with projective coarse moduli space $X$.

Proposition 3.5. Let $\mathcal{X}$ be a tame proper Deligne-Mumford stack with a projective coarse moduli space $X$. Let $C$ be a smooth irrational curve, $c$ a point on $C$ and $f : (C, c) \to \mathcal{X}$ a twisted stable map. If $\dim \{ f \} \text{Mor}(C, \mathcal{X}; f \mid_c ) \geq 1$, then there is a twisted stable map $f_1 : \tilde{C} \to \mathcal{X}$ such that

1. the source curve $\tilde{C}$ has at least one rational component $\tilde{C}_1$ which has at most two stacky points such that $f_1 \mid_{\tilde{C}_1} : \tilde{C}_1 \to \mathcal{X}$ is non-constant and $f(c) \in f_1, \tilde{C}_1$, and
2. $f_1, C \sim f_1, \tilde{C}$.

Proposition 3.6. Let $\mathcal{X}$ be a tame proper Deligne-Mumford stack with projective coarse moduli space $X$, $C$ an orbicurve with two marked points $0, \infty$ such that the coarse curve of $C$ is $\mathbb{P}^1$ and $C$ has at most two stacky points. Let $f : C \to \mathcal{X}$ be a 2-pointed twisted stable map. If $\dim \{ f \} \text{Mor}(C, \mathcal{X}; f \mid_{(0, \infty)} ) \geq 2$, then the 1-cycle $f_1, C$ is (algebraically) equivalent to a connected non-integral effective (twisted) rational 1-cycle $\sum f_i$ passing through $0$ and $\infty$, and one of its components has at most two stacky points.

The proofs of Proposition 3.5 and Proposition 3.6 are very similar: The point is that we deform the map $f : C \to \mathcal{X}$ with the source curve $C$ fixed. Any stable limit of such a (nontrivial) deformation is a map whose source curve is $C$ with a rational tree attached. We only prove Proposition 3.6.

Proof. Since $\dim \{ f \} \text{Mor}(C, \mathcal{X}; f \mid_{(0, \infty)} ) \geq 2$, there is a nontrivial deformation $F : C \times T \to \mathcal{X}$ of $f$ over a smooth curve $T$. This induces a (non-constant) map $\phi : T \to K_{0,2}(\mathcal{X}, d)$, where $d := \pi_* f_* [C]$. Since $K_{0,2}(\mathcal{X}, d)$ is proper, after a base change, there is a compactification $\tilde{T}$ of $T$ and a map $\tilde{\phi} : \tilde{T} \to K_{0,2}(\mathcal{X}, d)$ such that $\tilde{\phi}|_{\tilde{T}} = \phi$. Let $\mathcal{S} \to \mathcal{X}$ be the $\tilde{T}$-family of twisted stable maps corresponding to $\tilde{\phi}$. Pick $t_0 \in \tilde{T} \setminus T$. Then the restriction to the fiber of $\mathcal{S} \to \tilde{T}$ over $t_0$ yields a 2-pointed genus 0 twisted stable map $f_{t_0} : \mathcal{C}_{t_0} \to \mathcal{X}$ (of nonzero degree). The domain curve $\mathcal{C}_{t_0}$ is a tree of rational twisted curves. We claim that there is an irreducible component of $\mathcal{C}_{t_0}$ such that

1. it has at most two special points,
2. the restriction of $f$ to it is non-constant.
This can be seen as follows: Choose a maximal chain of rational twisted curves in \( \mathcal{C} \) and denote by \( \mathcal{C}', \mathcal{C}'' \) the two components at the ends of this chain, \( \mathcal{C}' \cup \mathcal{C}'' \) may contain both marked points, one of them, or none. If \( \mathcal{C}' \cup \mathcal{C}'' \) contains at most one marked point, then both \( \mathcal{C}' \) and \( \mathcal{C}'' \) satisfy (1). If both \( \mathcal{C}' \) and \( \mathcal{C}'' \) contain a marked point, then they both satisfy (1). If one of them, say \( \mathcal{C}' \), contains two marked points, then \( \mathcal{C}'' \) contains no marked points and satisfy (1). In all cases, (2) follows from stability of \( f \).

The Proposition thus follows. \( \square \)

**Proposition 3.7.** Let \( \mathcal{C} \) be a smooth orbicurve, \( \Sigma \subset \mathcal{C} \) the substack consisting of all stacky points, \( \mathcal{X} \) a tame proper Deligne-Mumford stack with projective coarse moduli space \( \mathcal{X} \), \( \pi^*H \) a nef divisor on \( \mathcal{X} \) which is pulled back from a nef divisor \( H \) on \( \mathcal{X} \), \( f: \mathcal{C} \to \mathcal{X} \) a nonconstant proper representable morphism, and \( B \) a finite subset of \( \mathcal{C} \) (may include some of the stacky points). If \( \dim_{[f, \mathcal{X}]} \text{Mor}(\mathcal{C}, \mathcal{X}, f|_B) \geq 1 \), then \( f_*\mathcal{C} \sim \sum \mathcal{C}_i \) where \( \mathcal{C}_i \)'s are curves and at least one of them, say \( \mathcal{C}_1 \), is a rational curve through a point on \( f(B) \), and \( \mathcal{C} \cdot \pi^*H \leq \frac{2\mathcal{C} \cdot H}{\text{Card}(B)} \).

**Proof.** Let \( F: \mathcal{C} \times T \to \mathcal{X} \) be a nontrivial deformation of \( f \) over a smooth curve \( T \). This induces a non-constant map \( \phi: T \to \mathcal{K}_{g,b}(\mathcal{X}, d) \) where \( g \) is the genus of \( \mathcal{C} \), \( b = \text{Card}(B \cup \Sigma) \) and \( d := \pi_*f_*[\mathcal{C}] \). As in the proof of Proposition 3.6, after a base change we can compactify \( T \) to a complete smooth curve \( T \) so that there is a morphism \( \tilde{\phi}: \tilde{T} \to \mathcal{K}_{g,b}(\mathcal{X}, d) \) extending \( \phi \). Denote the corresponding \( \tilde{T} \)-family of twisted stable maps by \( \tilde{F}: \tilde{\mathcal{S}} \to \tilde{T} \), and the induced \( \tilde{T} \)-family of stable maps to \( \mathcal{X} \) by \( \tilde{F}: \tilde{\mathcal{S}} \to \mathcal{X} \). For any \( t_0 \in \tilde{T} \setminus T \), let \( \tilde{S}_{t_0}, S_{t_0} \) denote the fibers of \( \tilde{F}: \tilde{\mathcal{S}} \to \tilde{T} \), \( S \to T \) over \( t_0 \) respectively. Clearly there is a one-to-one correspondence between the irreducible components of \( S_{t_0} \) and those of \( S_{t_0} \). By [Ko96] Theorem II-5.4, there is a rational component \( \mathcal{C}_1 \subset S_{t_0} \) such that \( \mathcal{C}_1 \cdot H \leq \frac{2\mathcal{C} \cdot H}{\text{Card}(B)} \), for at least one \( t_0 \in T \setminus T \). Let \( \mathcal{C}_1 \) be the corresponding component of \( S_{t_0} \). The proposition follows since \( \mathcal{C}_1 \cdot H = C_1 \cdot \pi^*H \) and \( \mathcal{C} \cdot H = C \cdot \pi^*H \). \( \square \)

**Remark 3.8.** The orbicurve \( \mathcal{C}_1 \) may have more than two stacky points.

### 4. Deformations

The following lemma is from [Ko92], which is a generalization of the smooth case.

**Lemma 4.1 ([Ko92]).** Let \( \mathcal{C} \) be a proper connected algebraic curve without embedded points. Let \( f: \mathcal{C} \to Y \) be a morphism to an algebraic space \( Y \) of pure dimension \( n \). Assume that \( Y \) is LCI, and the image of every component of \( \mathcal{C} \) intersects the smooth locus of \( Y \). Then \( \dim_{[f, Y]} \text{Mor}(\mathcal{C}, Y) \geq -\mathcal{C} \cdot K_Y + n\chi(\mathcal{O}_C) \).

**Remark 4.2.** The condition that no component of \( \mathcal{C} \) lies completely in the singular locus is important.

We extend this result to Deligne-Mumford stacks.
Situation 4.3. $C$ is a proper twisted curve, $\Sigma \subset C$ is the closed substack consisting of all smooth stacky points. $\mathcal{Y}$ is a proper Deligne-Mumford stack of pure dimension $n$ with projective coarse moduli space. $f : C \to \mathcal{Y}$ is a representable morphism such that the images of every component of $C$ under $f$ intersect the smooth locus of $\mathcal{Y}$. $B \subset C$ is a substack consisting of finitely many distinct smooth points (twisted or untwisted). $I_B$ is the ideal sheaf of $B$.

By [I71], the space of first-order deformations of $[f]$ fixing $B$ is $\text{Ext}^0(f^*\Omega_{\mathcal{Y}}, I_B)$, and the obstruction lies in $\text{Ext}^1(f^*\Omega_{\mathcal{Y}}, I_B)$.

**Lemma 4.4.** In Situation 4.3, assume $\mathcal{Y}$ is smooth. Then

$$\dim_{[f]} \text{Mor}(C, \mathcal{Y}; f|_B) \geq n \chi(\mathcal{O}_C) - C \cdot K_Y - \sum_{x \in \Sigma \setminus B} \text{age}(f^*T\mathcal{Y}, x) - n\text{Card}(B).$$

**Proof.** By [Ka95], the dimension $\dim_{[f]} \text{Mor}(C, \mathcal{Y}; f|_B)$ is at least

(4.1) $\dim \text{Ext}^0(f^*\Omega_{\mathcal{Y}}, I_B) - \dim \text{Ext}^1(f^*\Omega_{\mathcal{Y}}, I_B).

For $\mathcal{Y}$ smooth, we have $\text{Ext}^i(f^*\Omega_{\mathcal{Y}}, I_B) = H^i(C, f^*T\mathcal{Y} \otimes I_B)$. Apply Lemma 4.5 below to $V = f^*T\mathcal{Y}$ and observe that if $x \in C$ and $x \simeq B_{\mu_r}$, then $\text{age}(V, x) + \dim V^\mu_r \leq \dim V_x$. It follows that (4.1) is at least

$$\chi(\mathcal{O}_C) n - K_Y \cdot C - \sum_{x \in \Sigma \setminus B} \text{age}(f^*T\mathcal{Y}, x) - n\text{Card}(B).$$

□

**Lemma 4.5.** Let $C$ and $B$ be as in Situation 4.3. Assume $B = \cup_i p_i$ with $p_i \simeq B_{\mu_r}$. Let $V$ be a locally free sheaf on $C$. Then

$$\chi(V \otimes I_B) = \chi(\mathcal{O}_C) \text{rank} V + \deg V - \sum_{x \in \Sigma} \text{age}(V, x) - \sum_i \dim V^\mu_{p_i}.$$  

**Proof.** Consider the exact sequence $0 \to I_B \to \mathcal{O}_C \to \mathcal{O}_B \to 0$. Tensoring with $V$ and taking cohomology yield an exact sequence

$$0 \to H^0(C, V \otimes I_B) \to H^0(C, V) \to H^0(C, V \otimes \mathcal{O}_B)$$

$$\to H^1(C, V \otimes I_B) \to H^1(C, V) \to H^1(C, V \otimes \mathcal{O}_B) \to 0.$$  

Since $\dim B = 0$, we have $H^1(C, V \otimes \mathcal{O}_B) = 0$. Taking alternating sum of dimensions, we obtain

$$\dim H^0(C, V \otimes I_B) - \dim H^1(C, V \otimes I_B)$$

$$= \dim H^0(C, V) - \dim H^1(C, V) - \dim H^0(C, V \otimes \mathcal{O}_B).$$

By Riemann-Roch for stacks (see [Kw79], [T99], and in particular [C04], Lemma 2.4), we have

$$\dim H^0(C, V) - \dim H^1(C, V) = \chi(\mathcal{O}_C) \text{rank} V + \deg V - \sum_{x \in \Sigma} \text{age}(V, x).$$
Observe that
\[ H^0(\mathcal{C}, V \otimes \mathcal{O}_B) = \oplus_i V^{\mu_i}_{\mu_i}. \]
The Lemma is proved. \(\square\)

**Lemma 4.6.** In Situation 4.3, assume \(\mathcal{Y}\) is LCI. Then
\[ \dim_{[f]} \text{Mor}(\mathcal{C}, \mathcal{Y}; f|_B) \geq n\chi(\mathcal{O}_C) - \mathcal{C} \cdot K_\mathcal{Y} - n\text{Card}(\Sigma \cup \mathcal{B}). \]

**Proof.** Applying the arguments of Theorem 2.10 of [Ko92], we find that \(f^*\Omega_\mathcal{Y}\) has projective dimension 1. By the results of [To02], there is a global resolution of \(f^*\Omega_\mathcal{Y}\) by locally free sheaves,
\[ (4.2) \quad 0 \to E \to F \to f^*\Omega_\mathcal{Y} \to 0. \]
Applying \(\text{Hom}_C(-, I_B)\) and taking cohomology yield an exact sequence
\[ 0 \to \text{Hom}(f^*\Omega_\mathcal{Y}, I_B) \to \text{Hom}(F, I_B) \to \text{Hom}(E, I_B) \]
\[ \to \text{Ext}^1(f^*\Omega_\mathcal{Y}, I_B) \to \text{Ext}^1(F, I_B) \to \text{Ext}^1(E, I_B) \to \text{Ext}^2(f^*\Omega_\mathcal{Y}, I_B). \]
We claim that \(\text{Ext}^2(f^*\Omega_\mathcal{Y}, I_B) = 0\): Consider the local-to-global spectral sequence
\[ E_2^{i,j} = H^i(\mathcal{C}, \mathcal{E}\text{xt}^j(f^*\Omega_\mathcal{Y}, I_B)) \Rightarrow \text{Ext}^{i+j}(f^*\Omega_\mathcal{Y}, I_B). \]
Note that \(H^2(\mathcal{C}, \mathcal{E}\text{xt}^1(f^*\Omega_\mathcal{Y}, I_B)) = 0\) since \(\text{dim}\mathcal{C} = 1\) and \(\mathcal{C}\) is tame. \(H^1(\mathcal{C}, \mathcal{E}\text{xt}^1(f^*\Omega_\mathcal{Y}, I_B)) = 0\) since \(\mathcal{E}\text{xt}^1(f^*\Omega_\mathcal{Y}, I_B)\) is supported on isolated points (since the image of \(f\) intersects the smooth locus of \(\mathcal{Y}\)). Also, since \(f^*\Omega_\mathcal{Y}\) has projective dimension 1, \(\mathcal{E}\text{xt}^2(f^*\Omega_\mathcal{Y}, I_B) = 0\). Hence \(H^0(\mathcal{C}, \mathcal{E}\text{xt}^2(f^*\Omega_\mathcal{Y}, I_B)) = 0\). We conclude by the spectral sequence that \(\text{Ext}^2(f^*\Omega_\mathcal{Y}, I_B) = 0\).
It follows that \(4.1\) is equal to \(\chi(F^\vee \otimes I_B) - \chi(E^\vee \otimes I_B)\). Applying Lemma 4.5, we find
\[ \chi(F^\vee \otimes I_B) = \chi(\mathcal{O}_C) \text{rank} F^\vee + \text{deg} F^\vee - \sum_{x \in \Sigma} \text{age}(F^\vee, x) - \sum_i \text{dim} F^\vee |_{\mu_i}, \]
\[ \chi(E^\vee \otimes I_{B'}) = \chi(\mathcal{O}_C) \text{rank} E^\vee + \text{deg} E^\vee - \sum_{x \in \Sigma} \text{age}(E^\vee, x) - \sum_i \text{dim} E^\vee |_{\mu_i}. \]
Note that \(\text{rank} F^\vee - \text{rank} E^\vee = n\) and
\[ \text{deg} E^\vee - \text{deg} F^\vee = \text{deg}(\det E^{-1} \otimes \det F) = \text{deg} f^* \omega_{\mathcal{Y}}. \]
For \(x \in \mathcal{C}\) with \(x \simeq B_{\mu_r}\), taking stalks of the sequence \(4.2\) yields a \(\mu_r\)-equivariant exact sequence,
\[ 0 \to E_x \to F_x \to f^*\Omega_\mathcal{Y}|_x \to 0. \]
Write \(E_x = \sum_{0 \leq l < r} E^l_x, F_x = \sum_{0 \leq l < r} F^l_x\) where \(E^l_x\) and \(F^l_x\) denote the \(\mu_r\)-eigen subspaces of \(E_x\) and \(F_x\) respectively with eigenvalue \(\zeta^l_r\). Then we have \(E^l_x \hookrightarrow F^l_x\). Note that the age terms are defined as
\[ \text{age}(E, x) = \sum_{0 \leq l < r} \frac{l}{r} \text{dim} E^l_x, \]
age(F, x) = \sum_{0 \leq l < r} \frac{l}{r} \dim F_x^l.

It follows that
\begin{align*}
(age(F^\vee, x) + \dim F^\vee|_{x^r}) - (age(E^\vee, x) + \dim E^\vee|_{x^r}) \\
= \sum_{0 \leq l < r} \frac{r - l}{r} \dim F_x^l - \sum_{0 \leq l < r} \frac{r - l}{r} \dim E_x^l \\
\leq \sum_{0 \leq l < r} (\dim F_x^l - \dim E_x^l) = \text{rank} F^\vee - \text{rank} E^\vee = n.
\end{align*}

Therefore
\[\chi(F^\vee \otimes I_B) - \chi(E^\vee \otimes I_B) \geq \chi(\mathcal{O}_C)n - K_Y \cdot C - n\text{Card}(\Sigma \cup B).\]

\qed

Together with Bend and Break results, we have:

\textbf{Lemma 4.7.} Let \(X\) be a normal projective variety with LCI singularities and \(L\) an ample divisor on \(X\). Let \(f : C \to X\) be a smooth curve such that \(f(C)\) meets the smooth locus of \(X\) and \(K_X \cdot C < 0\). Given any point \(x\) on \(f(C)\), there exists a rational curve \(R\) on \(X\) through \(x\) with \(L \cdot R \leq 2\dim X \frac{C - L}{C(-K_X)}\).

\textbf{Lemma 4.8.} Let \(X\) be a normal projective variety with (tame) LCIQ singularities and \(L\) an ample divisor on \(X\). Let \(f : C \to X\) be a smooth curve such that \(f(C)\) intersects the smooth locus of \(X\) and \(C \cdot K_X < 0\). Given any point \(x\) on \(f(C)\), there exists a rational curve \(R\) on \(X\) through \(x\) with \(R \cdot L \leq 2\dim X \frac{C - L}{C(-K_X)}\).

\textbf{Proof.} We only prove this lemma when \(ch(k) = p > 0\). Once we prove the result in \(ch(k) = p\), the result in \(ch(k) = 0\) follows by a standard argument (see for example [KM98], [De01]): Suppose that everything is defined over a finitely generated subring \(\mathbb{Z} \subset R \subset k\). The only thing needed to be additionally careful with is to avoid those maximal ideals \(m\) that the characteristics of \(R/m\) divide the orders of stabilizer groups. These maximal ideals are contained in a finite union of subvarieties of \(\text{Spec} \ R\).

Let \(\mathcal{X}\) be the tame Deligne-Mumford stack as in Proposition 2.4. Consider a lifting \(\tilde{f} : \mathcal{C} \to \mathcal{X}\) of \(f : C \to X\). Observe that we may assume \(\mathcal{C}\) is untwisted: Replace \(\mathcal{C}\) by a ramified cover \(h : D \to \mathcal{C}\) if necessary, and note that the bound \(\frac{D \cdot \pi^* L}{D(-K_X)}\) equals to \(\frac{\mathcal{C} \cdot \pi^* L}{\mathcal{C}(-K_X)}\). Therefore we are reduced to the case where \(C \to X\) factors through \(\mathcal{X}\). We abuse the notation and let \(f\) denote the map \(C \to \mathcal{X}\). Consider the \(m\)-th Frobenius map \(F_m : C \to C\). The degree (with respect to \(\pi^* L\)) of the composition \(f_m : C \to C \to \mathcal{X}\) is \(p^m(\pi^* L \cdot f)\). Let \(b_m = \left\lfloor \frac{p^m(\pi^* L \cdot f)}{m} \right\rfloor + 1 - g\) where \(g\) is the genus of \(C\) and \(n = \dim X\). By Lemma 2.6 and 4.7, the dimension at \(f_m : C \to C \to \mathcal{X}\) of the space of maps from \(C\) to \(\mathcal{X}\) with \(b_m\) points fixed is at least 2. By
Proposition 3.7, we can find a rational curve $C_m$ through a general point $x$ on $f(C)$, and an effective cycle $Z_m$ such that $f_m^*C \sim C_m + Z_m$ and $C_m \cdot \pi^*L \leq 2^{p_m^*(C \cdot L)}$. Let $C_m := \pi_*C_m$. The limit of $p_m^*(C \cdot L)$ is $n \frac{C \cdot \pi^*L}{-K_X \cdot C}$. Also observe that $C_m \cdot \pi^*L = C_m \cdot L$. Note that $C_m \cdot L$ is always an integer. Therefore, we can find some $m$ such that $C_m \cdot L \leq 2^{\dim X} C - K_X \cdot C$.

\[ \square \]

5. Cone Theorem

We start with the following classical result.

**Theorem 5.1.** $(\text{ch}(k) \geq 0)$ Let $X$ be a projective variety with only tame LCIQ singularities. Then there is a countable collection $R$ of $K_X$-negative extremal rays such that

\[ \overline{NE}(X) = \overline{NE}(X)_{K_X \geq 0} + \text{Im}([\overline{NE}(X_{\text{sing}}) \to \overline{NE}(X)]) + \sum_{R_i \in R} R_i. \]

Furthermore, for each ray $R_i \in R$, there is a rational curve $[C_i] \in R_i$ such that

\[ -2 \dim X \leq C_i \cdot K_X < 0. \]

**Proof.** Let $X$ be the Deligne-Mumford stack as in Proposition 2.4. Let $f : C \to X$ be a non-constant twisted stable map with $C$ smooth. Theorem 5.1 follows from Lemma 4.8 by an ingenious argument in [Ko92], Theorem 3.3. \[ \square \]

**Remark 5.2.** Kollár [Ko96] proved a stronger version of Theorem 5.1. In $\text{ch}(k) = p$, his proof does not need to assume $X$ has only tame LCIQ singularities.

We can improve the bound $2\dim X$:

**Theorem 5.3.** Let $X$ be a projective variety with only tame LCIQ singularities. Then there is a countable collection $R$ of $K_X$-negative extremal rays such that

\[ \overline{NE}(X) = \overline{NE}(X)_{K_X \geq 0} + \text{Im}([\overline{NE}(X_{\text{sing}}) \to \overline{NE}(X)]) + \sum_{R_i \in R} R_i. \]

Furthermore, for each ray $R_i \in R$, there is a rational curve $[C_i] \in R_i$ such that

\[ -(\dim X + 1) \leq C_i \cdot K_X < 0. \]

**Proof.** We only need to prove that the bound of $-K_X$-degree is $\dim X + 1$. First assume that $\text{ch}(k) = p > 0$. Let $R$ be a $K_X$-negative extremal ray which is not in $\text{Im}([\overline{NE}(X_{\text{sing}}) \to \overline{NE}(X)])$. Choose a rational curve $f : C \to X$ such that $R = \mathbb{R}_{\geq 0}[C]$. We may assume that for any rational curve $C'$ such that $R = \mathbb{R}_{\geq 0}[C']$, we have $-K_X \cdot C \leq -K_X \cdot C'$. Choose a (possibly ramified) cover $\rho : D \to C$ so that the composition $D \to C \to X$ factors through $X$ and let $\pi$ denote the genus of $D$. Denote the map by $f_D : D \to X$. Note that $\rho_*D = dC$ for some positive integer $d$ and $D \cdot K_X = dC \cdot K_X$. It
follows that $D \cdot K_X < 0$ since $C \cdot K_X < 0$. Note that $D$ may not be rational anymore.

Consider the $m$-th Frobenius map $F_m : D \to D$. The degree of $f_D \circ F_m : D \to D \to X$ is $p^m(-K_X \cdot D)$. We may assume that $p^m(-K_X \cdot D) - g \cdot \dim X > 2$. Then by Proposition 3.5 we can break $D$ as $D \sim \sum C_i$ such that at least one of these curves, say $C_1$, is rational and has at most two stacky points. Denote the map by $f_1 : C_1 \to X$. Since $[\pi \circ f_D \circ F_m(D)] \in R$ and $R$ is an extremal ray, it follows that the class $[\pi \circ f_1(C_1)]$ also generates $R$. The image $\pi \circ f_1(C_1)$ does not lie in the singular locus $X_{\text{sing}}$ since $R$ is not in $\text{Im}[\overline{\text{NE}}(X_{\text{sing}}) \to \overline{\text{NE}}(X)]$. By Proposition 3.6 as long as $C_1 \cdot K_X = C_1 \cdot \pi^*K_X = C_1 \cdot K_X < -(1 + \dim X)$ (where $C_1$ is the coarse curve of $C_1$), we can further break $C_1$ into a union of rational curves one of whose irreducible components has at most two stacky points. Since $X$ is projective, this process will stop at some point. This concludes the proof when $ch(k) = p > 0$.

Now assume that $ch(k) = 0$. The proof of this case utilizes properties of extremal contractions.

Let $C \subset X$ be a curve representing an extremal ray not contained in $\text{Im}[\overline{\text{NE}}(X_{\text{sing}}) \to \overline{\text{NE}}(X)]$. In particular, the class $[C]$ is not contained in $\text{Im}[\overline{\text{NE}}(X_{\infty}) \to \overline{\text{NE}}(X)]$, where $X_{\infty} \subset X_{\text{sing}}$ is the non log canonical locus. It is also clear that $C \nsubseteq X_{\text{sing}}$. By [Am03], there is an extremal contraction $\phi : X \to Y$ which is projective and contracts only curves whose class is in the ray $\mathbb{R}_{\geq 0}[C]$.

The scheme $X_{\text{sing}}$ has only finitely many components. Let $X_{\text{sing}}^i$ be any component of $X_{\text{sing}}$, $Z^i_{1} \to X^i_{\text{sing}}$ the normalization of $X^i_{\text{sing}}$, and $Z^i_{2}$ the normalization of $\phi(X^i_{\text{sing}})$. Set $Z_1 := \bigsqcup_i Z^i_1$ and $Z_2 := \bigsqcup_i Z^i_2$. We have the diagram:

$$
\begin{array}{ccc}
Z_1 & \xrightarrow{n} & X_{\text{sing}} & \xrightarrow{i} & X \\
\phi|_{Z_1} & \downarrow & \phi|_{X_{\text{sing}}} & \downarrow & \phi \\
Z_2 & \xrightarrow{n} & \phi(X_{\text{sing}}) & \xrightarrow{i} & Y.
\end{array}
$$

Note that $\phi|_{X_{\text{sing}}}: X_{\text{sing}} \to Y$ does not contract any curves since the only curve class contracted by $\phi : X \to Y$ is in the ray $\mathbb{R}_{\geq 0}[C]$, which is not in $\text{Im}[\overline{\text{NE}}(X_{\text{sing}}) \to \overline{\text{NE}}(X)]$. Being projective and quasi-finite, we conclude that the morphism $\phi|_{Z_1}: Z_1 \to Z_2$ is finite.

Let $k := \dim N_1(X)$. Fix ample line bundles $H_i$, $i = 1, 2, \cdots, k$ on $X$ which generate the vector space $N^1(X)$. Fix a positive integer $r$ such that $rK_X$ is a line bundle. Fix a positive number $\epsilon << 1$ such that $C \cdot (K_X + \epsilon H_1) < 0$.

Choose a finitely generated subring $\mathbb{Z} \subset R \subset k$ such that $X, f : P^1 \to C \subset X$, $X_{\text{sing}} \subset X$, $\phi(X_{\text{sing}}) \subset Y$, $Z_1 \to X$, $Z_2 \to Y$, the line bundles $H_i, H_i^{-1}$, $i = 1, 2, \cdots, k$, and the morphisms $\phi : X \to Y$ and $\phi_{Z_1} : Z_1 \to Z_2$ are defined over $R$. Write $\phi_R : X_R \to Y_R$ and $\phi_{Z_1, R} : Z_{1, R} \to Z_{2, R}$ for

the corresponding morphisms over \( R \). Denote by \( X_m, Y_m \) and \( X_{\text{sing}, m} \) the geometric fibers of the mod \( m \) reduction of \( X_R, Y_R \) and \( X_{\text{sing}, R} \) respectively, and by \( \phi_m : X_m \to Y_m \) the mod \( m \) morphism of \( \phi_R : X_R \to Y_R \). Denote the mod \( m \) reduction of \( \phi_{Z_1, R} : Z_1, R \to Z_2, R \) by \( \phi_{Z_1, m} : Z_1, m \to Z_2, m \).

We first show that for a dense subset of maximal ideals \( m \), the morphism \( \phi_{Z_1, m} : Z_1, m \to Z_2, m \) is finite. In particular, this implies that the morphism \( X_{\text{sing}, m} \to \phi_m(X_{\text{sing}, m}) \) is finite. Since \( X \setminus X_{\text{sing}} \) is smooth, \( X_m \setminus X_{\text{sing}, m} \) is smooth for a dense subset of maximal ideals \( m \) (this implies that \( X_{\text{m,sing}} \subseteq X_{\text{sing}, m} \)). Since \( \phi \mid_{Z_1} : Z_1 \to Z_2 \) is a finite morphism, it follows that \( \phi_{Z_1, m} : Z_1, m \to Z_2, m \) is also a finite morphism for a dense subset of maximal ideals \( m \).

Let \( \mathcal{M} \) be the set of all maximal ideals of \( R \) satisfying the following conditions:

1. the geometric fiber of \( X \) over \( m \) has only tame LCIQ singularities;
2. for \( i = 1, 2, \ldots, k \), the line bundle \( (H_i)_m \) is ample (here \( (H_i)_m \) is the mod \( m \) reduction of \( H_i \) on the geometric fiber \( X_m \) over \( m \));
3. \( C_m \cdot (H_i)_m = C \cdot H_i \) for all \( i \), where \( C_m \) is the mod \( m \) reduction of \( C \);
4. \( (-rK_X)_m \equiv (-rK_{X_m}) \) where \( (-rK_X)_m \) is the mod \( m \) reduction of the line bundle \( (-rK_X) \) on the geometric fiber \( X_m \);
5. the open variety \( X_m \setminus X_{\text{sing}, m} \) is smooth;
6. the morphism \( \phi_{Z_1, m} : Z_1, m \to Z_2, m \) is finite.

Note that \( \mathcal{M} \) is dense in Spec \( R \).

Let \( k(m) := \dim N_1(X_m) \). Consider \( [C_m] \in NE(X_m) \) and write it as a non-negative linear combination of at most \( k(m) \) extremal rays,

\[
[C_m] = b_{1,m}w_{1,m} + b_{2,m}w_{2,m} + \cdots + b_{k(m),m}w_{k(m),m},
\]

see [Ko96] Lemma II-4.10.4. Since \( \phi_m \ast ([C_m]) = 0 \), it follows that \( \phi_m \ast (w_{i,m}) = 0 \) when \( b_{i,m} \neq 0 \). Therefore for those \( i \) with \( b_{i,m} \neq 0 \), the class \( w_{i,m} \) is not contained in \( \text{Im}[NE(X_{\text{m,sing}}) \to NE(X_m)] \). This shows that the class \( [C_m] \) can be written as a linear combination (with positive coefficients) of at most \( k(m) \) extremal rays, each of which is not contained in \( \text{Im}[NE(X_{\text{m,sing}}) \to NE(X_m)] \).

Since \( C_m \cdot (K_{X_m} + \varepsilon(H_1)_m) < 0 \), at least one of the classes \( \{w_{i,m} : i = 1, 2, \cdots, k(m)\} \) lies in the half-space \( NE(X_m)(K_{X_m} + \varepsilon(H_1)_m) < 0 \). Combining all terms from the half space \( NE(X_m)(K_{X_m} + \varepsilon(H_1)_m) \geq 0 \) into one term \( u_m \), we can write

\[
[C_m] = u_m + b_{2,m}[C_{2,m}] + \cdots + b_{k(m),m}[C_{k(m),m}]
\]

where \( u_m \in NE(X_m)(K_{X_m} + \varepsilon(H_1)_m) \geq 0 \) and \( [C_{i,m}] \in NE(X_m)(K_{X_m} + \varepsilon(H_1)_m) < 0 \). That is, we write \( [C_m] \) as a non-negative linear combination of \( k(m) \) vectors such that at most one of these vectors belongs to the (closed) half-space \( NE(X_m)(K_{X_m} + \varepsilon(H_1)_m) \geq 0 \) and the remaining \( k(m) - 1 \) vectors are extremal. (Note that some \( b_{i,m} \) may be 0 since we may need fewer vectors in the linear combination.)
By the positive characteristic case of Theorem 6.3 we may choose $C_{i,m}$ so that $C_{i,m} \cdot (-K_{X,m}) \leq \dim X + 1, i = 2, 3, \ldots, k$. This implies immediately that $C_{i,m} \cdot (H_1)_m$ is bounded above by $\frac{\dim X + 1}{i}$ (note this number is independent of $m$).

We identify $\mathcal{NE}(X)$ with its image under the embedding $\psi : \mathcal{NE}(X) \to \mathbb{R}^k$ defined by

$$[D] \mapsto (D \cdot H_1, \ldots, D \cdot H_k).$$

For any $m \in M$, consider the (geometric) fiber $X_m$ over $m$ and the linear map

$$\psi_m : \mathcal{NE}(X_m) \to \mathbb{R}^k$$

given by $\psi_m([D]) = (D \cdot (H_1)_m, D \cdot (H_2)_m, \ldots, D \cdot (H_k)_m)$. The image of $\psi_m$ is a closed subcone in $\mathbb{R}^k$ containing no lines (by Kleiman’s ampleness criterion). This cone may not lie in $\mathcal{NE}(X) \subset \mathbb{R}^k$. Set $v_m = \psi_m([C_m])$ and $v_{i,m} = \psi_m([C_{i,m}])$. Note that $v_m$ does not depend on $m$ by the choice of $M$.

We denote this common vector by $v$. Consider the vector

$$v = \psi_m(u_m) + b_{2,m}v_{2,m} + \cdots + b_{k(m),m}v_{k(m),m}$$
in $\mathbb{R}^k$. We can express $v$ as a non-negative combination of at most $k$ vectors from $\{\psi_m(u_m), v_{2,m}, v_{3,m}, \ldots, v_{k(m),m}\}$. We can lift this expression of $v$ to an expression of $[C_m]$: Renaming $[C_{j,m}], j = 2, 3, \ldots, k(m)$ if necessary, we can write

$$[C_m] = \tilde{u}_m + a_{2,m}[C_{2,m}] + a_{3,m}[C_{3,m}] + \cdots + a_{k,m}[C_{k,m}] + w_m$$

where $\tilde{u}_m$ is either $u_m$ or one of the vectors from $\{[C_{2,m}], [C_{3,m}], \ldots, [C_{k(m),m}]\}$ (therefore $\tilde{u}_m \in \mathcal{NE}(X_m)$), $a_{i,m} \geq 0$, and $w_m$ is a (not necessarily effective) linear combination of

$$\{u_m, C_{2,m], C_{3,m}], \ldots, C_{k(m),m]}\}$$

such that $\psi_m(w_m) = 0$. Also,

$$v = \psi_m([C_m]) = \psi_m(\tilde{u}_m) + a_{2,m}v_{2,m} + \cdots + a_{k,m}v_{k,m}.$$  

Consider the morphism scheme

$$\pi_R : \text{Mor}_{1 \leq d \leq \frac{\dim X + 1}{i}}(P_R^1, X_R) \to \text{Spec } R$$

where $d$ denotes the $H_1$-degree. The $R$-scheme $\text{Mor}_{1 \leq d \leq \frac{\dim X + 1}{i}}(P_R^1, X_R)$ is quasi-projective and has only finitely many components. Consider the decomposition

$$\text{Mor}_{1 \leq d \leq \frac{\dim X + 1}{i}}(P_R^1, X_R) = \coprod \text{Mor}^{(n_1, n_2, \ldots, n_k)}(P_R^1, X_R)$$

according to the intersection numbers $(n_1, n_2, \ldots, n_k)$ with $H_1, H_2, \ldots, H_k$. We may view each $(n_1, n_2, \ldots, n_k)$ as a vector in $\mathbb{R}^k$. Note that there are only finitely many such vectors. Let $S$ be the finite set of all these vectors, i.e.

$$S := \{(n_1, \ldots, n_k)\} \exists [f] \in \text{Mor}_{1 \leq d \leq \frac{\dim X + 1}{i}}(P_R^1, X_R) \text{ such that } P^1 \cdot f^*H_i = n_i \text{ for } i = 1, \ldots, k\}.$$
Put $S^{k-1} := \{(v_1, v_2, \cdots, v_{k-1}) : v_i \in S\}$. Note that $v_{i,m} = \psi_m([C_{i,m}]) \in S$ by the choice of $C_{i,m}$.

For $t = (w_2, w_3, \cdots, w_k) \in S^{k-1}$, let $\mathcal{M}_t$ be the set of all maximal ideals in $\mathcal{M}$ so that for each $i = 2, 3, \cdots, k$ we have $\psi_m(C_{i,m}) = w_i$. Since $S$ is a finite set, for any infinite sequence of maximal ideals $\{m_i\}$, there is an infinite subsequence $\{m_{j_i}\}$ such that for each $i = 2, 3, \cdots, k$, the sequence of vectors $\{v_{i,m_{j_i}}\} \subset S$ is a constant sequence $\{v_1, v_1, v_i, v_i, \cdots\}$. This shows that $\prod_{t \in S^{k-1}} \mathcal{M}_t$ is dense in $\text{Spec } R$. Since $S^{k-1}$ is finite, $\mathcal{M}_{t_0}$ is dense for at least one $t_0 \in S^{k-1}$. Write $t_0 = (v_2, v_3, \cdots, v_k)$. Therefore, for any $m \in \mathcal{M}_{t_0}$ and $i = 2, 3, \cdots, k$, we have $v_{i,m} = \psi_m([C_{i,m}]) = v_i$.

Fix an integer $i$ with $2 \leq i \leq k$. Note that for $m \in \mathcal{M}_{t_0}$, the curve $C_{i,m}$ gives a point in the fiber over $m$ of the restriction of $\pi_R$ to $\text{Mor}^n$ (recall that $v_i \in S$). Since $\mathcal{M}_{t_0}$ is dense, the fiber over the generic point is also non-empty; hence it has a geometric point which corresponds to a rational curve $f_i : P^1 \to C_i \subset X$.

To conclude the proof, we need the next claim:

**Claim 5.4.** There is an infinite sequence of maximal ideals $\{m_k\} \subset \mathcal{M}_{t_0}$ such that any infinite subsequence of $\{m_k\}$ is not contained in any finite union of subschemes of $\text{Spec } R$ unless one of these subschemes is $\text{Spec } R$.

Assuming Claim 5.4, we continue the proof as follows: Take a sequence $\{m_j : m_j \in \mathcal{M}_{t_0}\}$ as in Claim 5.4. Taking a subsequence if necessary, we may assume that for each $i = 2, 3, \cdots k$ the sequence of vectors $\{v_{i,m_j} : j \in \mathbb{N}\}$ is a constant sequence $\{v_i\}$. Note that $H_i$ is ample on $X_{m_j}$. Therefore the coordinates of the vectors $\psi_m(\tilde{u}_{m_j}), a_{2,m_j}v_2, a_{3,m_j}v_3, \cdots, a_{k,m_j}v_k$ are all non-negative, and are at most the coordinates of $v$ since $v = \psi_m(\tilde{u}_{m_j}) + a_{2,m_j}v_2 + \cdots + a_{k,m_j}v_k$. So the sequences $\{\psi_m(\tilde{u}_{m_j})\}, \{a_{2,m_j}v_2\}, \cdots, \{a_{k,m_j}v_k\}$ are all bounded. Since any bounded infinite sequence in $\mathbb{R}^k$ has an infinite subsequence which converges, there is a subsequence $\{m_{j_l}\}$ of $\{m_j\}$ such that

$$\lim_{l \to \infty} a_{i,m_{j_l}} = a_i \in \mathbb{R}_{\geq 0}, \quad i = 2, 3, \cdots, k$$

and

$$\lim_{l \to \infty} \psi_{m_{j_l}}(\tilde{u}_{m_{j_l}}) = u \in \mathbb{R}^k.$$ 

It follows that $v = u + a_2v_2 + a_3v_3 + \cdots + a_kv_k$.

Recall that we identify $\text{NE}(X)$ with a subcone of $\mathbb{R}^k$ via the embedding $\psi$. If $u \in \text{NE}(X)$, then since $v$ is extremal, it follows that $u$, $v_2$, $v_3$, $\cdots$, $v_k \in \mathbb{R}_{\geq 0}$. Note that $C_{i,m} \cdot (H_j)_{m} = C_i \cdot H_j$, so each $v_i$ is represented by a rational curve $[C_i]$ with $-K_X$-degree at most $\dim X + 1$. (We have no control on the $-K_X$-degree of $u$.) This concludes the proof.

Suppose that $u$ is not in the cone $\text{NE}(X)$ (therefore it is non-zero!). By Kleiman’s criterion for ampleness we can find an ample line bundle $H = c_1H_1 + c_2H_2 + \cdots + c_kH_k$ where $c_1, c_2, \cdots, c_k \in \mathbb{Z}$ (possibly negative) such that $u \cdot H < 0$ (view $H$ as a linear function on $\mathbb{R}^k$). This line bundle is defined over $R$. The locus of all maximal ideals such that $H$ is not ample on $X_m$ is
contained in a finite union of closed subschemes of Spec \( R \). Therefore, by Claim \( 5.4 \) there are still infinitely many maximal ideals in the subsequence \( \{ m_{j_l} \} \) such that \( H \) is ample on \( X_{m_{j_l}} \). Since \( \psi_{m_{j_l}}(\tilde{u}_{m_{j_l}}) \to u \) and \( u \cdot H < 0 \), it follows that \( \psi_{m_{j_l}}(\tilde{u}_{m_{j_l}}) \cdot H < 0 \) for \( l \) large enough. This is impossible since \( \tilde{u}_{m_{j_l}} \in NE(X_{m_{j_l}}) \), and \( H \) is ample on \( X_{m_{j_l}} \). Hence \( u \) has to be in the cone \( NE(X) \). □

**Proof of Claim 5.4.** Since \( R \) is finitely generated over \( \mathbb{Z} \). The ring \( R \) is countable as a set. Since all ideals are finitely generated, the set of all ideals is also countable. List the set of corresponding subschemes as \( \{ V_1 = \text{Spec } R/I_1, V_2 = \text{Spec } R/I_2, V_3 = \text{Spec } R/I_3, \ldots \} \). We construct a sequence as follows: For each \( i \in \mathbb{N} \), pick a maximal ideal \( m_i \in \mathcal{M}_{t_0} \) such that the corresponding point \( \text{Spec } R/m_i \) is not in the union of first \( i \) subschemes \( V_1, V_2, V_3, \ldots, V_i \). Such a \( m_i \) exists for every \( i \) since \( \mathcal{M}_{t_0} \) is dense. It is not hard to verify this sequence has the declared property. □

The following results are immediate.

**Theorem 5.5.** Let \( X \) be a projective variety with only isolated LCIQ singularities. Then the set \( \mathcal{R} \) of all \( K_X \)-negative extremal rays of \( \overline{NE}(X) \) is countable and

\[
\overline{NE}(X) = \overline{NE}(X)_{K_X \geq 0} + \sum_{R_i \in \mathcal{R}} R_i.
\]

These rays are locally finite in the half-space \( N_1(X)_{K_X < 0} \), and for each \( K_X \)-negative extremal ray \( R_i \) there is a rational curve \( l_i \) generating \( R_i \) such that \( l_i \cdot (-K_X) \leq \dim X + 1 \).

**Theorem 5.6.** Let \( X \) be a projective variety with only quotient singularities. Then the set \( \mathcal{R} \) of all \( K_X \)-negative extremal rays of \( \overline{NE}(X) \) is countable and

\[
\overline{NE}(X) = \overline{NE}(X)_{K_X \geq 0} + \sum_{R_i \in \mathcal{R}} R_i.
\]

These rays are locally finite in the half-space \( N_1(X)_{K_X < 0} \), and for each \( K_X \)-negative extremal ray \( R_i \) there is a rational curve \( l_i \) generating \( R_i \) such that \( l_i \cdot (-K_X) \leq \dim X + 1 \).

### 5.1. Threefolds.

The goal of this subsection is to prove:

**Theorem 5.7.** Let \( (X, D) \) be a projective threefold pair with \( D \) a boundary divisor. Assume that \( (X, D) \) has only divisorial log terminal singularities. Then the set \( \mathcal{R} \) of all \( (K_X+D) \)-negative extremal rays of \( \overline{NE}(X) \) is countable and

\[
\overline{NE}(X) = \overline{NE}(X)_{(K_X+D) \geq 0} + \sum_{R_i \in \mathcal{R}} R_i.
\]

These rays are locally finite in the half-space \( N_1(X)_{(K_X+D) < 0} \), and for each ray \( R_i \) there is a rational curve \( l_i \) generating \( R_i \) such that

\[
-4 \leq l_i \cdot (K_X + D) < 0.
\]
The part concerning the structure of \( \overline{\text{NE}}(X) \) is already known, see for instance [KM98]. We will only prove the statement on the bound of \(-(K_X + D)\)-degree. The proof is divided into several steps:

**Step 1:** The variety \( X \) is terminal, \( D \) is empty.

**Corollary 5.8.** Let \( X \) be a projective threefold with only terminal singularities. Then the set \( R \) of all \( K_X \)-negative extremal rays of \( \overline{\text{NE}}(X) \) is countable and

\[
\overline{\text{NE}}(X) = \overline{\text{NE}}(X)_{K_X \geq 0} + \sum_{R_i \in R} R_i.
\]

The rays \( \{ R_i \} \) are locally finite in the half-space \( N_1(X)_{K_X < 0} \), and for each \( K_X \)-negative extremal ray \( R_i \) there is a rational curve \( l_i \) generating \( R_i \) such that \( l_i \cdot (-K_X) \leq 4 \).

**Proof.** Since \( X \) is terminal, it has only isolated hyper-quotient singularities. The result now follows immediately from Theorem 5.5. \( \square \)

**Step 2:** The variety \( X \) is canonical, \( D \) is empty.

**Corollary 5.9.** Let \( X \) be a projective threefold with only canonical singularities. Then the set \( R \) of all \( K_X \)-negative extremal rays of \( \overline{\text{NE}}(X) \) is countable and

\[
\overline{\text{NE}}(X) = \overline{\text{NE}}(X)_{K_X \geq 0} + \sum_{R_i \in R} R_i.
\]

The rays \( \{ R_i \} \) are locally finite in the half-space \( N_1(X)_{K_X < 0} \), and for each \( K_X \)-negative extremal ray \( R_i \) there is a rational curve \( l_i \) generating \( R_i \) such that \( l_i \cdot (-K_X) \leq 4 \).

**Proof.** Again, we only prove the part on the bound of \( K_X \)-degree. By the MMP, there exist a terminal threefold \( Y \) and a birational morphism \( g : Y \to X \) such that \( K_Y \) is \( g \)-trivial (i.e. we can extract all exceptional divisors with discrepancy 0. This is first proved by M. Reid, see [KM98] Theorem 6.23). Let \( R \) be a \( K_X \)-negative extremal ray. Choose a rational curve \( C \) such that \( R = \mathbb{R}_{\geq 0}[C] \).

Consider \( Z \subset Y \) such that \( g_*Z = dC \) for some positive integer \( d \) (when \( C \not\subseteq g(\text{Exc}(g)) \), we can take \( Z \) to be the proper transform of \( C \) in \( Y \) and \( d = 1 \)). If \( C \cdot K_X < -4 \), then \( Z \cdot K_Y = Z \cdot g^*K_X = dC \cdot K_X < -4d \).

By Corollary 5.8 we can write \([Z] = u + \sum a_i[Z_i]\) where \( u \in \overline{\text{NE}}(Y)_{K_Y \geq 0} \) (it may be 0), \( Z_i \) is a rational curve with \(-4 \leq Z_i \cdot K_Y < 0 \) and \( a_i \in \mathbb{R}_{\geq 0} \). Now

\[
g_*u + \sum a_i g_*[Z_i] = [g_*Z] = d[C].
\]

Note that at least one \( Z_i \), say \( Z_1 \), is not contracted by \( g \). Write \( g_*Z_1 = e_1C_1 \) where \( C_1 \) is the image of \( Z_1 \) in \( X \) with the reduced structure and \( e_1 \geq 1 \). Since \( R = \mathbb{R}_{\geq 0}[C] \) is an extremal ray, the curve \( C_1 \) also generates \( R \), and

\[
e_1C_1 \cdot K_X = g_*Z_1 \cdot K_X = Z_1 \cdot g^*K_X = Z_1 \cdot K_Y \geq -4.
\]

It follows immediately that \(-4 \leq C_1 \cdot K_X \). \( \square \)
Step 3: The pair \((X, D)\) is canonical. The goal of this step is to prove the following result.

**Proposition 5.10.** Let \(X\) be a \(\mathbb{Q}\)-factorial projective threefold, and \(D = \sum a_iD_i\) a boundary divisor (i.e. \(0 \leq a_i \leq 1\)). Assume that \((X, D)\) has only canonical singularities. Then the set \(\mathcal{R}\) of all \((K_X + D)\)-negative extremal rays of \(\overline{NE}(X)\) is countable and

\[
\overline{NE}(X) = \overline{NE}(X)_{K_X + D \geq 0} + \sum_{R_i \in \mathcal{R}} R_i.
\]

These rays are locally finite in the half-space \(N_1(X)_{(K_X + D) < 0}\), and for each ray \(R_i\) there is a rational curve \(l_i\) generating \(R_i\) such that

\[
l_i \cdot (-(K_X + D)) \leq 3 + 1.
\]

We need several simple lemmas.

**Lemma 5.11.** Let \((S, D = \sum d_iD_i)\) be a \(\mathbb{Q}\)-factorial log canonical surface where \(D\) is a boundary divisor, i.e. \(0 \leq d_i \leq 1\). Let \(R\) be any \((K_S + D)\)-negative extremal ray and \([C] \in R\) an irreducible curve with minimal \(-(K_S + D)\)-degree, then \(-3 \leq C \cdot (K_S + D)\).

**Proof.** First consider the case when \(S\) is smooth. Suppose that \(C \cdot (K_S + D) < -3\). If \(C \cdot D_i \geq 0\) for all \(i\), then \(C \cdot K_S \leq C \cdot (K_S + D) < -3\). By bend and break and the fact that \([C]\) is extremal, it follows that there is a rational curve \(C'\) such that \([C'] \in R\) and \(-3 \leq C' \cdot K_S < 0\). Since \([C']\) and \([C]\) are both in \(R\), we have \([C'] = a[C]\) for some positive rational number \(a\) and \(C' \cdot D_i = aC \cdot D_i \geq 0\). Thus \(C' \cdot (K_S + D) \geq -3\).

\[
C' \cdot (-(K_S + D)) \leq 3 < C \cdot (-(K_S + D)).
\]

This contradicts the choice of \(C\).

If \(C \cdot D_i < 0\) for some \(i\), then \(C = D_i\). We have

\[
D_i \cdot (K_S + D) = D_i \cdot (K_S + d_iD_i + \sum_{j \neq i} d_jD_j) \geq D_i \cdot (K_S + d_iD_i) \geq D_i \cdot (K_S + D_i).
\]

By adjunction formula, \(D_i \cdot (K_S + D_i) = 2p_a(D_i) - 2 \geq -2\). This gives a contradiction. This proves the case when \(S\) is smooth.

When \(S\) is not smooth, consider a log resolution \((Y, D')\) of \((S, D)\) such that \(D'\) is an snc divisor. Let \(0 < \epsilon << 1\). Note that \((Y, (1 - \epsilon)D')\) is terminal for \(0 < \epsilon\). Run the \((K_Y + (1 - \epsilon)D')\)-MMP over \((S, (1 - \epsilon)D)\). Let \((Y_1, (1 - \epsilon)D'')\) be the final outcome. Denote the morphism by \(h : (Y_1, (1 - \epsilon)D'') \rightarrow (S, (1 - \epsilon)D)\). The pair \((Y_1, (1 - \epsilon)D'')\) is still terminal (hence \(Y_1\) is smooth) and \(K_{Y_1} + (1 - \epsilon)D''\) is \(h\)-nef. Write

\[
K_{Y_1} + (1 - \epsilon)D'' = h^*(K_S + (1 - \epsilon)D) + \sum a_iE_i,
\]

where \(\{E_i\}\) is the collection of all irreducible curves contracted by \(h\). Since \(K_{Y_1} + (1 - \epsilon)D''\) is \(h\)-nef, it follows that \(a_i \leq 0\).
Let $C \subset S$ be an irreducible curve representing a $(K_S + D)$-negative extremal ray $R$. We take $C$ to have the lowest $-(K_S + D)$-degree. Denote by $C'$ the proper transform of $C$ in $Y_1$. Note that $C'$ is not $h$-exceptional, $(Y_1, (1 - \epsilon)D'' - \sum a_iE_i)$ is log canonical and $(1 - \epsilon)D'' - \sum a_iE_i$ is effective. We have $C' \cdot [K_{Y_1} + (1 - \epsilon)D'' - \sum a_iE_i] = C' \cdot h^*(K_S + (1 - \epsilon)D)$. We write $[C']$ as a sum of $(K_{Y_1} + (1 - \epsilon)D'' - \sum a_iE_i)$-negative extremal rays (which are represented by curves) and an element in $\overline{NE(Y_1)}_{K_{Y_1} + (1 - \epsilon)D'' \geq 0}$. Write $[C'] = \sum b_i[C_i] + u^+$ in $\overline{NE(Y_1)}$ as in the proof of Step 2. Since $h_*([C']) = [C]$ and $[C]$ is extremal, we can write $[h_*(C_i)] = e_i[C]$ and $h_*(u^+) = d[C]$. Again, at least one of $C_i$ say, $C_1$, is not contracted by $h$. Note that $e_1 \geq 1$ (otherwise $h_*(C_1)$ has smaller $-(K_S + D)$ degree). By the smooth case, we may choose $C_1$ so that $C_1 \cdot [K_{Y_1} + (1 - \epsilon)D'' - \sum a_iE_i] \geq -3$. We have

$$e_1C \cdot (K_S + (1 - \epsilon)D) = h_*(C_1) \cdot (K_S + (1 - \epsilon)D)$$

$$= C_1 \cdot [K_{Y_1} + (1 - \epsilon)D'' - \sum a_iE_i] \geq -3.$$

It follows that $-3 \leq C_1 \cdot (K_S + (1 - \epsilon)D)$.

\[\square\]

**Lemma 5.12.** Let $(X, D = \sum d_iD_i)$ be a $\mathbb{Q}$-factorial log canonical surface. If $C \subset X$ is an irreducible curve and $C \cdot (K_X + D) < -3$, then $C \cdot K_X < -3$.

**Proof.** It suffices to exclude the possibility that $C \cdot D < 0$. For simplicity we only consider the case when $X$ is smooth; the general case follows easily from applying the smooth case to the minimal resolution of $(X, D)$ (more precisely, $(X, (1 - \epsilon)D)\) in Lemma 5.11. If $C \cdot D < 0$, then $C = D_i$ for some $i$ and

$$C \cdot (K_X + D) \geq D_i \cdot (K_X + D_i) = 2p_a(D_i) - 2 \geq -2.$$

This contradicts to the condition $C \cdot (K_X + D) < -3$.

\[\square\]

**Lemma 5.13.** Let $(X, D = \sum d_iD_i)$ be a $\mathbb{Q}$-factorial log canonical surface. If $C \subset X$ is a rational curve and $C \cdot (K_X + D) < -3$, then $C \sim \sum C_i$ where $C_i$ is a rational curve, and $C_i \cdot (K_X + D) \geq -3$ ($C_i$ may equal to $C_j$).

**Proof.** Assume that $X$ is smooth. By Lemma 5.12 we have $C \cdot D \geq 0$ and $C \cdot K_X < -3$. By bend and break, we have $C \sim \sum C_i$ with $C_i$ a rational curve, and $C_i \cdot K_X \geq -3$. If $C_i \cdot D < 0$, then $C_i = D_j$ for some $j$ and $C_i \cdot (K_X + D) \geq C_i \cdot (K_X + D_j) \geq -2$ by adjunction. If $C \cdot D \geq 0$, then $C_i \cdot (K_X + D) \geq C_i \cdot K_X \geq -3$.

If $X$ is not smooth, take a log resolution $(Y, D')$. We conclude by applying bend and break on $Y$ and using an argument similar to that in the proof of Lemma 5.11.

\[\square\]

**Lemma 5.14.** Let $X$ be a projective normal surface such that $K_X$ is $\mathbb{Q}$-Cartier, and $Z$ an irreducible curve on $X$. Let $g : Y \rightarrow X$ be the minimal resolution of $X$ and $Z'$ the proper transform of $Z$. If $Z \cdot K_X < 0$, then $Z' \cdot K_Y < 0$. 
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Proof. Write $K_Y = g^*K_X + \sum a_i E_i$. Since $K_Y \cdot E_i \geq 0$, we have $a_i \leq 0$. It follows that $Z' \cdot K_Y = Z' \cdot g^*K_X + \sum a_i Z' \cdot E_i < 0$. 

Proof of Proposition 5.10. Again, we only prove the bound on $-(K_X + D)$ degree. Consider any $(K_X + D)$-negative extremal ray $R$. Choose a rational curve $C$ such that $R = \mathbb{R}_{\geq 0}[C]$ and $C$ has the lowest $-(K_X + D)$-degree among all rational curves that generate $R$. We need to show that $C \cdot (K_X + D) \geq -4$. We prove this proposition by induction on the number of the irreducible components of $D = \sum a_i D_i$.

When $D$ is empty, the statement is just Corollary 5.9. Assume we have proved it when $D = \sum a_i D_i$ consists of $k$ irreducible components.

**Case I:** $C \cdot D_i \geq 0$ for some $i$.

We then have

$$C \cdot (K_X + D) = C \cdot (K_X + \sum_j a_j D_j) \geq C \cdot (K_X + \sum_{j \neq i} a_j D_j).$$

The log pair $(X, D' = \sum_{j \neq i} a_j D_j)$ is also canonical. The inequality $C \cdot (K_X + D) \geq -4$ follows by the induction hypothesis.

**Case II:** $C \cdot D_i < 0$ for all $i$.

Pick the divisor $D_1$, and write $B = \sum_{j > 1} a_j D_j$. Note that $C \cdot D_1 < 0$ by assumption. Therefore $C \subset D_1$. We prove by contradiction. Assume now that $C \cdot (K_X + D) < -4$. There are two subcases.

**Case II-a:** The pair $(X, D_1 + B)$ is divisorial log terminal (dlt).

Note that $D_1$ is normal since $(X, D_1 + B)$ is dlt. We have

$$C \cdot (K_X + D) = C \cdot (K_X + a_1 D_1 + B) \geq C \cdot (K_X + D_1 + B).$$

By adjunction, we have that $C \cdot (K_X + D_1 + B) = C \cdot (K_{D_1} + B^{D_1})$ where $B^{D_1}$ is the different of $B$ on $D_1$ (see [K et al92] for the definition of the different). The pair $(D_1, B^{D_1})$ is dlt, and the divisor $B^{D_1}$ is still a boundary divisor.

By our assumption, we have $C \cdot (K_X + D) < -4$. It follows that $C \cdot (K_{D_1} + B^{D_1}) < -4 < -3$. By Lemma 5.13 $C \sim \sum C_i$ (on $D_1$), all of $C_i$ are rational curves ($C_i$ may equal to $C_j$), and $C_i \cdot (K_{D_1} + B^{D_1}) \geq -3$. Pick one $C_i$, say $C_1$. Since the ray $R = \mathbb{R}_{\geq 0}[C]$ is extremal, $[C_1]$ also generates $R$. Therefore $[C_1]$ is a positive multiple of $[C]$. It follows that $C_1 \cdot D_1 < 0$, and

$$C_1 \cdot (K_X + D) \geq C_1 \cdot (K_X + D_1 + B) = C_1 \cdot (K_{D_1} + B^{D_1}) \geq -3.$$ 

This contradicts to the choice of $C$. Therefore

$$C \cdot (K_X + D) \geq C \cdot (K_{D_1} + B^{D_1}) \geq -3,$$

again a contradiction.

**Case II-b:** The pair $(X, D_1 + B)$ is not dlt.
Again we start with the assumption $C \cdot (K_X + D) < -4$. Consider a log terminal partial resolution $g : (Y, D_1' + B') \to (X, D_1 + B)$ such that $(Y, D_1' + B' + F)$ is dlt, where $F = \sum_{j \in J} F_j$, $\{F_j : j \in J\}$ is the collection of all components of the exceptional divisor, and $K_Y + D_1' + B' + F$ is $g$-nef (see Theorem 6.16 of [K et al.92]). Write

$$K_Y + D_1' + B' + \sum_{j \in J} F_j = g^*(K_X + D_1 + B) + \sum_{j \in J} b_j F_j.$$ 

Note that $b_j \leq 0$ since $K_Y + D_1' + B' + \sum_{j \in J} F_j$ is $g$-nef.

We consider the following subcases:

Case II-b-1: $C \not\subseteq \cup_{j \in J} g_*(F_j)$.

Take the proper transform $C'$ of $C$ in $Y$. Note that $C' \cdot F_j \geq 0$ since $C' \not\subseteq F_j$, and

$$C' \cdot (K_Y + D_1' + B' + F) = C' \cdot g^*(K_X + D_1 + B) + C' \cdot (\sum_{j \in J} b_j F_j)$$

$$\leq C' \cdot g^*(K_X + D_1 + B) = C \cdot (K_X + D_1 + B) \leq C \cdot (K_X + D).$$

It suffices to show that $C' \cdot (K_Y + D_1' + B' + F) \geq -3$. As in the proof of Lemma 5.11 we write $[C'] = \sum b_i [C_i] + u^+$ and $g_*(\{C_i\}) = e_i [C]$, $g_*(u^+) = e [C]$. Note that $C_i \cdot (K_Y + D_1' + B' + F) \geq -3$ by applying Case II-a to the log pair $(Y, D_1' + B' + \sum_{j \in J} F_j)$. Also, if $C_i$ is not contracted by $g$ then $e_i \geq 1$ (otherwise $g_*(C_i)$ has smaller $-(K_X + D)$ degree).

Set $I_1 = \{i : C_i$ is not contracted by $g\}$ and $I_2 = \{i : C_i$ is contracted by $g\}$. Recall that $(K_Y + D_1' + B' + F)$ is $g$-nef, therefore $C_i \cdot (K_Y + D_1' + B' + F) \geq 0$ when $C_i$ is contracted by $g$, i.e. $i \in I_2$. It is clear that $\sum_{i \in I_1} b_i e_i + e = 1$ since $g_*(C') = [C]$. We have

$$C' \cdot (K_Y + D_1' + B' + F) = \left[ \sum_{i \in I_1} b_i [C_i] + \sum_{j \in I_2} b_j [C_j] + u^+ \right] \cdot (K_Y + D_1' + B' + F)$$

$$\geq \left( \sum_{i \in I_1} b_i [C_i] \right) \cdot (K_Y + D_1' + B' + F) \geq -3 \sum_{i \in I_1} b_i.$$ 

The first inequality follows since $C_j$ is $g$-nef when $j \in I_2$. Since

$$\sum_{i \in I_1} e_i b_i + e = 1, \quad e_i \geq 1, \quad \text{and} \quad e \geq 0,$$

it follows that

$$\sum_{i \in I_1} b_i \leq 1 \quad \text{and hence} \quad -3 \sum_{i \in I_1} b_i \geq -3.$$ 

This concludes this case.

Case II-b-2: $C \subset g_*(F_j)$ for some $j \in J$. 
Consider the non-empty subset $J_0 = \{ j : C \subset g_* F_j \} \subset J$. Write

$$K_Y + B' = g^*(K_X + B) + \sum_{j \in J} k_j F_j, \quad g^* D_1 = D_1' + \sum_{j \in J} c_j F_j.$$ 

Consider $\mu = \min_{j \in J_0} \left( \frac{k_j + 1}{c_j} \right)$. Let $J_1 = \{ j \in J_0 : \frac{k_j + 1}{c_j} = \mu \}$. With this choice of $\mu$, the log pair $(X, \mu D_1 + B)$ is strictly log canonical at a general point $p$ on $C$. Consider the $(K_Y + \mu D_1' + B + \sum_{j \in J} F_j)$-MMP over $(X, \mu D_1 + B)$. Note that the pair $(Y, \mu D_1' + B' + \sum_{j \in J} F_j)$ is dlt. In each step of this MMP, we either contract a divisor or perform a flip. Consider the non-empty subset $F$. Pick a divisor $dC \leq Z \leq k$ where $dC$ is a subset of $\{ \cup J \}$. Note that the pair $(X, \mu D_1 + B)$ is strictly log canonical at a general point $p$ on $C$.

Write

(5.1) $K_{Y_1} + \mu D_1' + B' + \sum_{j \in J_2} F_j = g_1^*(K_X + \mu D_1 + B) + \sum_{j \in J_2} f_j F_j.$

Since $K_{Y_1} + \mu D_1' + B' + \sum_{j \in J_2} F_j$ is $g_1$-nef, it follows that $f_j \leq 0$.

Let $J_3 = \{ j \in J_2 : C \not\subset g_1 F_j \} \subset J_2$. Since $C \not\subset \cup_{j \in J_2} g_1 F_j$, we can pick a point $p \in C \setminus \{ \cup_{j \in J_2} g_1 F_j \}$. Consider a small neighborhood $U \subset X$ of $p$ such that $U \cap (\cup_{j \in J_2} g_1 F_j) = \emptyset$.

The pair $(X, \mu D_1 + B)$ is log canonical on $U$. It follows that $f_j \geq 0$ when $C \subset g_1 F_j$, i.e. when $j \in J_2 \setminus J_3$. Therefore $f_j = 0$ if $g_1 F_j$ contains $C$.

Since $f_j = 0$ when $j \in J_2 \setminus J_3$ we can rewrite (5.1) as

$$K_{Y_1} + \mu D_1' + B' + \sum_{j \in J_2} F_j = g_1^*(K_X + \mu D_1 + B) + \sum_{j \in J_3} f_j F_j.$$ 

Pick a divisor $F_j$ such that $C \subset g_1 F_j$. Take $Z \subset F_j \subset Y_1$ such that $g_1 Z = dC$. Note that $Z \cdot F_k \geq 0$ and $f_k \leq 0$ for all $k \in J_3$. It follows that

$$Z \cdot \left[ K_{Y_1} + \mu D_1' + B' + \sum_{k \in J_2} F_k \right] = Z \cdot g_1^*(K_X + \mu D_1 + B) + \sum_{k \in J_3} f_k F_k$$

$$\leq Z \cdot g_1^*(K_X + \mu D_1 + B) \quad (\text{since } f_k \leq 0 \text{ and } Z \cdot F_k \geq 0 \text{ when } k \in J_3)$$

$$= g_1 Z \cdot (K_X + \mu D_1 + B) = dC \cdot (K_X + \mu D_1 + B)$$

$$\leq dC \cdot (K_X + a_1 D_1 + B) \quad (\text{since } a_1 < \mu \text{ and } C \cdot D_1 < 0)$$

$$= dC \cdot (K_X + D) < -4.$$
Our strategy is to break $Z$ in $F_j$. Note that $F_j$ is normal since $(Y_1, \mu D'_i + B' + \sum_{i \in J_2} F_i)$ is dlt. We need the next claim:

**Claim 5.15.** The curve $Z$ can be taken to be a rational curve.

Suppose that $Z$ is rational. By adjunction,

$$Z \cdot (K_{F_j} + \mu(D'_i)^{F_j} + (B')^{F_j} + \left( \sum_{i \in J_2, i \neq j} F_i \right)^{F_j})$$

$$= Z \cdot (K_{Y_1} + \mu(D'_i) + (B') + \sum_{i \in J_2} F_i) < -4.$$ 

Applying Lemma 5.13 we have $Z \sim \sum Z_i$ with every $Z_i$ rational and

$$Z_i \cdot (K_{F_j} + \mu(D'_i)^{F_j} + (B')^{F_j} + \left[ \sum_{k \in J_2, k \neq j} F_k \right]^{F_j}) \geq -3.$$ 

Since $g_{1*}Z = dC$, it follows that there is at least one $Z_i$, say $Z_1$, which is not contracted to a point by $g_1 |F_j|$. We can choose $Z_1$ such that $Z_1 \not\subseteq F_i$ when $l \in J_3$. Since $C$ represents an extremal ray, the class $g_{1*}[Z_1]$ is proportional to $[C]$ and $g_{1*}[Z_1] \cdot D_1 < 0$. Recall that $f_l < 0$ when $l \in J_3$. It follows that

$$g_{1*}Z_1 \cdot (K_X + D) \geq g_{1*}Z_1 \cdot (K_X + \mu D_1 + B)$$

$$= Z_1 \cdot (K_{Y_1} + \mu D'_i + B' + \sum_{k \in J_2} F_k - \sum_{l \in J_3} f_l F_l) \geq -3$$

since $Z_1 \cdot F_i \geq 0$ and $-f_l \geq 0$. So the rational curve $g_{1*}Z_1$ has $-(K_X + D)$ degree $\leq 3$, contradicting to the assumptions that $C$ has the lowest $-(K_X + D)$-degree among the rational curves generating the ray $R$ and $C \cdot (K_X + D) < -4.$

**Proof of Claim 5.15.** Assume $Z$ is not rational. Consider the morphism $g_1 : Y_1 \to X$ restricted to $F_j \subset Y \to C \subset X$. Note that the normalization of $C$ is $P^1$. The morphism $g_1 |F_j : F_j \to C$ factors through $F_j \to P^1 \to C$. Let $S \to F_j$ be the minimal resolution. We divide into two subcases:

**Subcase I:** The general fiber of $S \to P^1$ is rational.

The surface $S \to P^1$ is a ruled surface. There is a section $\sigma : P^1 \to S$ with image $C_0$. Replace $Z$ by $C_0$ in $F_j$.

**Subcase II:** The general fiber of $S \to P^1$ is irrational.

By Lemma 5.12 we have $Z \cdot K_{F_j} < 0$. Let $Z'$ be the proper transform of $Z$ in $S$. It follows that $Z' \cdot K_S < 0$ by Lemma 5.14. We can find a rational curve $C_x$ through a general point of $Z'$. Since the general fiber has no rational curve, the rational curve $C_x$ is not contained in any fiber, and is mapped onto $P^1$. Replace $Z$ by the image of $C_x$ in $F_j$. □

**Remark 5.16.** This induction process is quite complicated. If we apply the following theorem of Kawamata, the proof will be much easier.
Theorem 5.17 (Kawamata [Ka91]). Let $X$ be a normal projective variety with a boundary $\mathbb{Q}$-divisor $D = \sum d_i D_i$, $0 \leq d_i \leq 1$, such that the log pair $(X, D)$ has only $\mathbb{Q}$-factorial and log terminal singularities. Let $\phi : X \to Y$ be a morphism such that $-(K_X + D)$ is $\phi$-ample. Then every irreducible component $E$ of $\text{Exc}(\phi)$ is covered by rational curves $l$ such that

$$0 < -(K_X + D) \cdot l \leq 2(\dim E - \dim(\phi(E)))$$

with $\phi(l) = \text{a point on } Y$.

Applying this to the contraction $\phi$ of an extremal ray $R$. The only case of Proposition 5.10 that is not covered by Kawamata's theorem is when $\text{Exc}(\phi) = X$ and $\dim(\phi(E)) = 0$. In this case, all curves in $X$ are contracted by $\phi$. So any curve represents the ray $R$. We may choose a curve $C$ not lying on $\bigcup i D_i$. It follows that $C \cdot D_i \geq 0$ and $C \cdot (K_X + D) \geq C \cdot K_X$. We conclude by Corollary 5.9.

Step 4: The pair $(X, D)$ is klt.

Remark 5.18. Note that a dlt pair $(X, D)$ is the limit of klt pairs, that is, consider the limit of $(X, (1 - \varepsilon)D)$ when $\varepsilon \to 0$. The dlt case follows immediately from the next corollary.

Corollary 5.19. Let $(X, D)$ be a projective threefold pair, and $D$ a boundary divisor. Assume the pair $(X, D)$ has only Kawamata log terminal singularities. Then the set $R$ of all $(K_X + D)$-negative extremal rays of $\overline{\text{NE}}(X)$ is countable and

$$\overline{\text{NE}}(X) = \overline{\text{NE}}(X)_{K_X + D \geq 0} + \sum_{R_i \in R} R_i.$$

These rays are locally finite in the half-space $N_1(X)_{K_X + D < 0}$, and for each ray $R_i$ there is a rational curve $l_i$ generating $R_i$ such that

$$l_i \cdot (-(K_X + D)) \leq 3 + 1.$$

Proof. We do induction on the number of negative discrepancies. Suppose $(X, D)$ is klt and for every exceptional divisor $E$, the discrepancy $a(E, X, D) \geq 0$, then it is canonical. The result follows from Corollary 5.9.

Suppose $(X, D)$ has $k$ negative discrepancies. Let

$$-d := \min\{a(E, X, D) : E \text{ is an exceptional divisor on (a model of) } X\} < 0.$$

Then we can find an extraction $g : (Y, g^{-1}(D)) \to (X, D)$ such that $K_Y + g^{-1}(D) + d \sum E_i$ is $g$-nef, where $E_i$’s are all exceptional divisors (see [K et al92] Theorem 6-16). Note that $K_Y + g^{-1}(D) + d \sum E_i = g^{-1}(K_X + D)$ by our choice of $d$. Also observe that $(Y, g^{-1}(D) + d \sum E_i)$ has fewer negative discrepancies. An argument similar to that in the proof of Lemma 5.11 completes the induction step.

Remark 5.20. This induction does not work for dlt or lc pairs since they may have infinitely many negative discrepancies.
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