A Machine Learning approach to enhance indoor thermal comfort in a changing climate
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Abstract. This paper presents an alternative workflow for thermal comfort prediction. By using the leverage of Data Science & AI in combination with the power of computational design, the proposed methodology exploits the extensive comfort data provided by the ASHRAE Global Thermal Comfort Database II to generate more customised comfort prediction models. These models consider additional, often significant input parameters like location and specific building characteristics. Results from an early case study indicate that such an approach has the potential for more accurate comfort predictions that eventually lead to more efficient and comfortable buildings.

1. Introduction

Due to the built environment’s considerable contribution to the emission of harmful greenhouse gases globally, energy-efficiency is one of the most rigorously pursued goals of climate change mitigation within the sector. As a false estimate of the occupants’ thermal comfort perception can be a major driver of excessive energy use in buildings, part of the mitigation strategy is the further refinement of conventional thermal comfort models. Currently, by specifying too narrow indoor temperature ranges, the conventional PMV model [1] is still more likely to be associated with promoting energy use in buildings [2]. Thus, the enhancement of these models is could significantly increase energy savings as well as provide higher thermal comfort for occupants [3] in the future.

Recent studies highlight the inaccuracy of conventional comfort models [4] and propose the inclusion of more, often significant variables. In addition to the well-known thermal comfort parameters like air temperature, operative temperature, or relative humidity, several studies analysing data from the recently published ASHRAE Global Thermal Comfort Database II (ACD) [5] found that additional parameters like building characteristics, geographical factors, and individual factors influence the thermal sensation of building occupants. Wang et al. [6] as well as Zhang and de Dear [7] observed that building characteristics like HVAC operation mode and building typology have a significant influence on the
occupant’s thermal sensitivity. In another study, where researchers analysed the discrepancy between predicted PMV and actual thermal sensation vote they observed an influence of individual factors like age and gender [8].

The technological advances of recent years have encouraged the improvement of conventional workflows and further insights from already existing datasets [9, 10]. For example, the availability of comfort data in large quantities, like in [5], together with the easier and more comprehensible access to new technologies such as Artificial Intelligence is facilitating the development of more advanced comfort models and workflows. For instance, findings from several studies like [10] highlight the feasibility to use the emerging technologies of AI & Machine Learning algorithms for comfort prediction.

The purpose of this paper is to propose an alternative thermal comfort assessment workflow, that is based on the combination of high-quality real-world data, the use of AI technology and computational design. The aim is to compare the prediction performance of the customised, Machine-Learning-based comfort model to the conventional PMV approach. This is accomplished by investigating simulated indoor climate data from an exemplary air-conditioned office building in Sydney.

2. Methodology
The gathering of comprehensive and open-source datasets like in [5], which contains around 100.000 thermal comfort data samples, enables learning from existing buildings by using accessible occupant feedback data to design more efficient and comfortable new buildings. The objective of the framework introduced in this paper is to propose an alternative workflow for comfort prediction practices that utilises the extensive comfort datasets openly available. The aim is to integrate emerging technologies like Machine Learning (ML) and use their leverage to further develop comfort modelling practices in the early building design process to literally “learn” from existing buildings when designing new ones. In general, the workflow provides an alternative to the common practise of using thermal simulation output as an immediate input for either PMV or the Adaptive Comfort Model.

![Figure 1. Simplified workflow diagram.](image)

The proposed workflow involves three stages: first, a thermal simulation of the investigated building. Simulated indoor climate output as well as additional building information like location, building use and conditioning strategy are also generated. Secondly, these building information parameters are used to refine the existing dataset of occupant feedback and indoor climate data to only relevant data samples which match certain characteristics of the investigated building. Finally, the customised dataset is used to train a ML algorithm to create an advanced and building-specific comfort prediction model. The previously simulated indoor climate data is used as an input for the customized ML model to make a comfort prediction and visualise the result within the modelling environment. A simplified diagram of the workflow is provided in Figure 1 above.

2.1. Thermal simulation
The first step of the workflow involves the thermal simulation of the building model to generate simulated indoor climate data that is later used as the main input for the ML comfort model. In this
study, the thermal simulation is performed using Ladybug Tools (LT). LT is an open-source computational design tool for Grasshopper that allows to easily customise workflows by Python-scripting and enables to efficiently interface EnergyPlus-based thermal building simulation with up-to-date Machine Learning packages like scikit-learn [11]. In addition, to enhance the capabilities of the workflow further building specific information like location, building type and cooling strategy is manually added to the thermal simulation output.

2.2. Model development

For this workflow, the thermal sensation vote (TSV) was selected as the target variable. Concerning the features, theoretically every feature from the ACD can be used to train the ML model. But to attain a dataset of maximum density and to widely exclude samples with missing values, the number of features is limited to the ones listed in Table 1. These features include inputs of the common PMV and Adaptive comfort models as well as additional parameters, such as the building type, its cooling strategy, the geographical location, and the prospective mean age of occupants. These features were selected based on previous analysis of the ACD data. In this analysis it was observed that whereas the building type is somehow considered when choosing between PMV and Adaptive model, those conventional models do not consider the building use. Analysis of the available data clearly indicated that occupants perceive their thermal environment differently, depending on the use of the building, e.g., office, educational or residential. The influence of the building location on thermal sensation could also be identified, for example occupants in warmer climates tend to prefer higher indoor temperature ranges. To compensate for differences in perceived thermal comfort between different age groups, the mean occupant age was also considered as an additional parameter. Furthermore, to allow the use of any customised dataset derived from the ACD, the whole ML process was summarised into Python modules for pre-processing, model training and target prediction.

2.2.1. Pre-processing. Using the building-specific information from the simulation, the dataset is refined to samples that match the main characteristics and geographical factors of the targeted building, data collected in e.g., divergent regions, climates or building types is not considered. Next, a simplified pre-processing routine is done, that includes the removal of samples with missing data and outliers outside the triple interquartile range. For testing purposes, common steps like resampling and advanced feature engineering were mostly omitted in this study, so that the raw and original data is passed on to the model training process. The only exceptions are normalisation and one-hot-encoding of feature values that are numerical or categorical, respectively. The normalisation of numerical features to a range between 0 and 1 and the process of one-hot-encoding categorical values allows the use of a variety of algorithms, and in many cases is indispensable for appropriate generalisation of the model.

2.2.2. Model training & validation. The refined and pre-processed the data is used to train several ML algorithms like Random Forest (RF) or Support Vector Machines and test and validate their respective performance using k-fold cross-validation. At this stage, the basic ML algorithms without further hyperparameter tuning were used to establish a baseline scenario for a later comparison to conventional comfort models.

2.3. Comfort Prediction

In the last stage of the workflow, the trained ML comfort model is used to make a comfort prediction using the previously simulated building indoor climate data and returns predicted TSVs to LT to visualise the results in Grasshopper. The algorithm selection is made based on a comparison of common metrics for regression or classification algorithms. To simplify the process and dynamically link the thermal simulation in LT/Grasshopper with the ML model development in scikit-learn/Python, a custom, Python-based Grasshopper component was created. This component obtains all necessary parameters from the thermal simulation and user input and automatically performs the data refinement.
and ML development process to make a TSV prediction, which again can be used, for example, to visualise results in Grasshopper (Figure 2).

**Figure 2.** Custom Python component in Grasshopper.

To fully test the proposed workflow, a simplified case study was conducted. Indoor climate data for one floor of an exemplary air-conditioned office building in Sydney was generated by thermal simulation. Next, instead of following the common approach of using the generalised PMV model for comfort assessment, the proposed workflow featuring a customised ML comfort model was applied. The main objective of the study was to compare the comfort predictions of the different models for a full year and varying indoor conditions, represented mainly by a changing indoor air temperature range. The temperature ranges were defined by a constant heating setpoint of 21°C and cooling setpoints in range between 22°C and 25°C, respectively. This allowed to assess the comfort predictions for varying indoor climates established by the changing setpoints. Additional thermal simulation settings like internal loads or occupancy schedules essentially corresponded to typical settings for office buildings. Sydney was chosen as the location due to its extensive and dense representation in the original dataset.

### 3. Results

After refining the dataset based on the characteristics of the case study model, for this specific case it was found that the RF regression algorithm showed the best overall performance on the test dataset, which is why the RF regressor was used for the rest of the study. To visualise and compare its performance, the TSV predictions of both the PMV and the ML(RF)-based comfort model on the test dataset are plotted against the actual thermal sensation votes given by occupants in the ACD field studies in Figure 3.

**Figure 3.** Scatter plot comparing PMV and ML model predictions with actual TSV collected for field studies in ACD; black diagonal line represents an ideal prediction behaviour or a perfect model.

|           | PMV | ML (RF) |
|-----------|-----|---------|
| MAE       | 0.90| 0.54    |
| MSE       | 1.34| 0.57    |
| $R^2$     | -0.21| 0.42 |

The ML model regression line fits the ideal prediction scenario better than PMV. Even though the wide scatter of points for both models clearly indicates significant potential for further improvement, quantitative analysis of the data shows much lower mean absolute error (MAE) and mean squared error (MSE) for the ML model. The relatively low $R^2$ score for the latter can be considered acceptable when analysing field study data involving a human component. However, the negative $R^2$ score for the PMV indicates a prediction performance lower than taking the mean value.
The ML model was also tested when implemented into the full workflow to compare the comfort predictions with the results obtained by the conventional PMV model approach. Using the simulated indoor climate data, both models were provided with the exact same input data. A summary of the main results is presented below (Figure 4 and 5). To streamline the analysis and compare the predictions in different indoor climate conditions, only the “extreme” scenarios of a low as well as a relatively high cooling set point are shown in the 3D plots of Figure 4. By comparing the plots of PMV and ML predictions for the two temperature ranges displayed, it can be seen that these predictions are in a similar range. However, they differ substantially for certain parts of the year, especially for the winter months (June to August). In addition, the histogram in Figure 5 emphasises these observations by showing clear differences in the distribution of TSV predictions. In the summer (January) the ML model tends to predict a lower TSV than the PMV model, whereas in the winter (July), despite operating in the same temperature range, the opposite is the case.

![Figure 4. 3D plots for two temperature ranges. Plots visualise the predicted TSV values for the simulated office environment between 08:00h and 18:00h, where every coloured pixel indicates the TSV prediction on the 7-point ASHRAE comfort scale for one specific hour of the year.](image)

![Figure 5. Distribution of TSV predictions of PMV and ML model for the months of January and July and an air temperature range of 21-22°C (08:00h-18:00h).](image)
4. Conclusion
In this paper, computational simulation software was coupled with ML algorithms to generate a customised, building-specific thermal comfort model that is based on real-world data. The presented work shows the potential of using emerging technologies like ML for more advanced comfort predictions that make use of comfort data already available. Dynamically linking thermal simulations with Data Science & AI allows for customised comfort predictions with the capability to improve energy-efficiency as well as thermal comfort of building occupants by enhancing the accuracy of comfort models.

The workflow was tested only for some locations which are quantitatively well represented in the ACD. The study focused on air-conditioned buildings only. Differences between the ML and the Adaptive Model will be assessed in future studies.

The presented workflow is part of a research project investigating the influence of climate change on indoor thermal comfort. Further work will include adding inputs for high-quality future weather data with an increased temporal and spatial resolution and a parameter for long-term human thermal adaptation. To do so, it is intended to collect thermal comfort data in the field.
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