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Abstract. Investments are accompanied by risks. How investors choose the right investment tools to assist in the selection of investment targets is a topic worth exploring. Therefore, this study aimed to develop an investment decision-making process to deal with this issue. Firstly, we proposed a globalized modified grey relational analysis to select the representative indicators including the financial indicators and risk measurement indicators. Then we combined financial and risk evaluation indicators, and divided companies into low, moderate and high-risk groups through the grey clustering analysis. Finally, Vlse Kriterijumska Optimizacija Kompromisno Resenje (VIKOR) combined with the grey entropy weighting method was applied to business performance evaluation and sorting of each grouping. In order to verify this study, a combination of 21 financial ratios and four risk indicators was utilized in order to verify the evaluation and decision-making process in the operating performance of 62 listed opto-electronics companies in Taiwan. The results of ranking the operating performance for each group can be made available to company managers as a reference in order to enhance competitiveness and business performance. The results can also be used as the basis for decision-making to aid investors who are facing many investment portfolios.
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Introduction

Good or poor business performance not only depends on whether a company’s resources are used effectively and the quality of management ability, but also the company’s ability to show the potential for growth and development in the future. This allows investors to fully understand the company’s business situation, financial performance and risks, which could be used as important references when making investment decisions.
A literature review of operating performance evaluation shows most past studies have mostly concentrated on the financial performance of companies (Wang 2009). Among the different types of analysis, ratio analysis is the most commonly used analysis for evaluating a company’s financial performance. Therefore, using financial ratios to measure the financial position and operating performance of an enterprise has always been a very effective evaluation method.

However, the disadvantages of the financial ratios are that the company cannot be displayed within a given period. If the worst situation occurs in the market, the company can withstand the maximum possible risk of loss. Therefore, this study is based on the concept of risk management. We take business risk measures into account in performance evaluation. In this way, we can develop a comprehensive evaluation of a company’s financial performance and risk characteristics.

Investors often have insufficient information and lack of expertise to make investment decisions, leading to erroneous investing judgments. Therefore, how to use limited information to accurately make decision is the most difficult issue for investors. Following this logic, we apply grey theory including grey relational analysis (GRA) and grey clustering analysis (GCA), which fitted to study investment decision-making problems with poor information. This study uses GRA to examine the financial and risk factors, which are closely related to the operational performance, and then selects the appropriate indicators for the performance evaluation. We use GCA, a classification method, to judge the decision-making object based on selected indicators. According to the results of cluster classification, investors can precisely invest the objects.

In actual evaluation, evaluation criteria are often conflicting, making it difficult to find a solution that meets all the criteria. Through the multiple criteria decision making (MCDM) method, conflict between the evaluation criteria can generate a compromise solution, which can assist the decision-maker in decision-making. According to Wang (2009), financial performance evaluation is a MCDM problem. Therefore, this study uses the MCDM method VIKOR combined (Opricovic, Tzeng 2007) with the grey entropy weight method (You, Wen 2005), proposed a VIKOR-E method for each grouping of financial and risk indicators to conduct comprehensive evaluation and ranking, respectively.

In order to verify the feasibility of the investment decision-making process mentioned above, this study uses the listed opto-electronics companies in Taiwan as an example, as an assessment of business performance. The conclusions can provide managers with a basis for integration or mergers in the future and can also serve as a reference for investors when selecting investment targets.

1. Literature review

1.1. The application of GRA

GRA is based on the degree of the similarity of developing a trend among factors to measure how close two sequences are. It has been widely applied in various fields, for
example, to deal with decision-making problems. Golmohammadi and Mellat-Parast (2012) developed a decision-making model based on the grey relational analysis for supplier selection. Pramanik and Mukhopadhyaya (2011) developed an intuitionistic fuzzy multi criteria group making method with GRA for teacher selection in higher education. Zavadskas et al. (2009) proposed a complex proportional assessment (COPRAS) with grey relational model (COPRAS-G) to assessment of alternatives.

It can also be used to select representative indicators, such as in the study by Feng and Wang (2000) who used GRA to divide 63 evaluation indicators into three categories: production, marketing, and execution. Based on the degree of the relationship between an indicator and the other indicators in the same category, a representative indicator is selected from each category. Wang (2009) applies GRA to partition financial ratios into several groups, and find representative indices from the groups. In view of the above facts, this study focuses on the use of GRA to select the representative financial indicators for listed companies in the high-tech industry.

1.2. The application of GCA

GCA is one of the clustering algorithms proposed by Deng (1987). Its purpose is to investigate how data are collected for processing and classification. According to a set of classification indicators, data can be classified into several different sub-categories, and the data within the same cluster have the same characteristics, while the data in each cluster may have different characteristics. The results of GCA can very easily show the underlying structures and clusters between data, and this information helps to further the effective handling and use of the data for different characteristics.

GCA is widely used in many applications. For example, Hsu (2011) adopted GCA for classifying policyholder risk attitudes. Liu et al. (2012) used GCA to deal with overseas project loan decision-making. Zhang et al. (2011) adopted GCA to fulfill the evaluation targets for the functional requirements of a system. In these applications, GCA has proven very useful for classifying data, especially in cases with limited messages and no rules available for data processing.

1.3. The application of the VIKOR method

MCDM is one of the most important parts of decision theory. It has been extended to relevant decision-making and evaluation methods. In the MCDM model, TOPSIS and VIKOR are used to rank alternatives according to the concept of the compromise solution to solve the competing problem between the evaluation criteria. Olson (2004) mentioned that it is not appropriate to use the m-dimensional Euclidean distance to calculate the separation measures. Shih et al. (2007) mentioned that when there are different methods of data standardization, TOPSIS results in significant impact on the final selection results.

Therefore, VIKOR has been proposed for correcting the disadvantages of TOPSIS (Opricovic 1998). Since VIKOR has been widely used in various fields, such as in the
study by Ilangkumaran and Kumanan (2012) proposed a method combining the fuzzy analytic hierarchy process (FAHP) and VIKOR to select an optimum strategy for a textile industry. Wu et al. (2012) proposed a method combining AHP and VIKOR for university performance evaluation. Therefore, this study used the VIKOR method to solve the MCDM problem.

However, Hallerbach and Spronk (2002) mentioned that when facing financial problems, we could use MCDM technology to solve financial decision-making problems. Wang (2009) also mentioned that financial performance evaluation is a MCDM problem. Yalçin et al. (2012) applied MCDM tools to evaluate the financial performance of the Turkish manufacturing industry. From the above, one can easily conclude that MCDM can be used to evaluate financial performance. Therefore, this study combines financial and risk indicators, and the application of the MCDM method (VIKOR) combined with the entropy weighting method to evaluate the operating performance of high-tech companies.

2. Research methodology

2.1. Modified grey relational analysis

GRA can be divided into two categories: localized and globalized GRA models. This study is based on Wang’s suggestion (Wang 2009) that globalized GRA be used to select the performance evaluation indicators. However, GRA in calculating the grey relational coefficient has some shortcomings. To solve this shortage of the traditional GRA, this study proposes an MGRA. We proposed a globalized modified GRA, namely the globalized MGRA, as described below.

Using GRA, the property description of a sequence should be in the same direction. Furthermore, in order to make the sequences satisfy the comparability, we have to do data processing. There are three ways to dispose primary data, larger-the-better, smaller-the-better and nominal-the-better. If \( m \) alternatives and \( n \) attributes exist, the \( i \)-th alternative can be expressed as \( X_i = (x_{i1}, x_{i2}, \ldots, x_{in}) \), where \( x_{ij} \) is the performance value of attribute \( j \) of alternative \( i \). Then the sequence after the data preprocessing \( X^*_ij \) can be calculated as follows:

1. Larger-the-better – upper-bound effectiveness:

\[
X^*_ij = \frac{x_{ij} - \min_i x_{ij}}{\max_i x_{ij} - \min_i x_{ij}};
\]  

2. Smaller-the-better – lower-bound effectiveness:

\[
X^*_ij = \frac{\max_i x_{ij} - x_{ij}}{\max_i x_{ij} - \min_i x_{ij}};
\]

3. Nominal-the-better – moderate effectiveness:
where \( i = 1, 2, \ldots, m, j \in i, \) max \( x^*_{ij} \) is the maximum value of \( x_j \), min \( x_{ij} \) is the minimum value of \( x_j \), max \( x_{ij} \) ≥ min \( x_{ij} \).

The main steps of globalized MGRA are described below.

**Step 1:** Calculate the grey relational coefficient.

The grey relational coefficient is calculated from the normalized data sequences’ \( X^*_{ij} \). It is used for determining the distance between \( x_j(k) \) and \( x_i(k) \), and can be defined as:

\[
\gamma(x_i(k), x_j(k)) = \frac{\Delta_{min} + \zeta \Delta_{max}}{\Delta_{ij}(k) + \zeta \Delta_{max}},
\]

where \( \gamma(x_i(k), x_j(k)) \) is the grey relational coefficient between \( x_i(k) \) and \( x_j(k) \), and \( \Delta_{ij}(k) = \left| x_i(k) - x_j(k) \right|, k = 1, 2, \ldots, n, i = 1, 2, \ldots, m, j \in i \).

\[
\Delta_{max} = \max_{\forall j \in i} \max_{\forall k} \left| x_j(k) - x_j(k) \right|, \Delta_{min} = \min_{\forall j \in i} \min_{\forall k} \left| x_j(k) - x_j(k) \right|, V \text{ is the distinguishing coefficient, and } \zeta \in [0,1] \text{ is usually assigned the value of 0.5.}
\]

In order to improve the shortcoming of traditional grey relational coefficient, we apply a distance term to expand the relationship between evaluation object and the optimal evaluation object, and adjust the distance by the adjustment coefficient. Therefore, we proposed a modified grey relational coefficient as follows.

\[
\gamma'(x_i(k), x_j(k)) = \eta \left( \frac{\Delta_{min} + \zeta \Delta_{max}}{\Delta_{ij}(k) + \zeta \Delta_{max}} \right) + (1 - \eta) \left( 1 - \frac{\Delta_{ij}(k)}{\Delta_{max}} \right),
\]

where \( 1 - \frac{\Delta_{ij}(k)}{\Delta_{max}} \) is the distance term, \( \eta \) is the adjustment coefficient, \( \eta \in [0,1] \). In this study, the adjustment coefficient \( \eta \) was set as 0.5.

**Step 2:** Constructing the grey relational matrix.

Supposing there are \( m \) reference sequences and \( n \) comparative sequences, the grey relational matrix \( R \) can be described as follows:

\[
R_{m \times m} = \begin{bmatrix}
\Gamma_{11} & \Gamma_{12} & \cdots & \Gamma_{1m} \\
\Gamma_{21} & \Gamma_{22} & \cdots & \Gamma_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
\Gamma_{m1} & \Gamma_{m2} & \cdots & \Gamma_{mm}
\end{bmatrix},
\]

where \( G_{ij} \) is the grey relational grade between \( x_i \) and \( x_j \). The grey relational grade is obtained from the mean of grey relational coefficient, that is \( \Gamma_{ij} = \Gamma(x_i, x_j) = \frac{1}{n} \sum_{k=1}^{n} \gamma'(x_i(k), x_j(k)) \).
2.2. Grey clustering analysis

The steps of GCA are as follows:

Step 1: Construct a grey number evaluation matrix $D$.

Suppose that there exist $n$ decision-making objects, $m$ decision-making indicators, $s$ different grey classes, and according to sample value $d_{ij}$ ($i = 1, 2, \ldots, n; j = 1, 2, \ldots, m$), we can categorize indicator $j$ into grey class $k$ ($k=1, 2, \ldots, s$), and call it grey clustering. From above, we construct the grey number evaluation matrix $D = [d_{ij}]$,

$$D = \begin{bmatrix} d_{11} & d_{12} & \cdots & d_{1m} \\ d_{21} & d_{22} & \cdots & d_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ d_{n1} & d_{n2} & \cdots & d_{nm} \end{bmatrix}.$$  \hfill (7)

Step 2: Set the whitenization weight function.

In this study, the triangle whitenization weight function is established. Given $f_{jk}$, which is the whitenization weight functions of the $j$-th indicator, build the whitenization weight functions $f_{jk}$ for three grey classes, as follows:

1. $f_{j1}(x) = \begin{cases} 1, & x \in [0, \lambda_{j1}(2)) \\ 1 - \frac{x - \lambda_{j1}(2)}{\lambda_{j1}(3) - \lambda_{j1}(2)}, & x \in [\lambda_{j1}(2), \lambda_{j1}(3)) \\ 0, & x \in [\lambda_{j1}(3), \infty) \end{cases}$ \hfill (8)

2. $f_{j2}(x) = \begin{cases} \frac{x - \lambda_{j2}(1)}{\lambda_{j2}(2) - \lambda_{j2}(1)}, & x \in [\lambda_{j2}(1), \lambda_{j2}(2)) \\ 1 - \frac{x - \lambda_{j2}(2)}{\lambda_{j2}(3) - \lambda_{j2}(2)}, & x \in [\lambda_{j2}(2), \lambda_{j2}(3)) \\ 0, & x \in [0, \lambda_{j2}(1)), x \in [\lambda_{j2}(3), \infty) \end{cases}$ \hfill (9)

3. $f_{j3}(x) = \begin{cases} 0, & x \in [0, \lambda_{j3}(1)) \\ \frac{x - \lambda_{j3}(1)}{\lambda_{j3}(2) - \lambda_{j3}(1)}, & x \in [\lambda_{j3}(1), \lambda_{j3}(2)) \\ 1, & x \in [\lambda_{j3}(2), \infty) \end{cases}$ \hfill (10)

Step 3: Obtain the cluster weight matrix $\eta_{jk}$. 
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From the whitenization weight function \( f_{jk} \), cluster weight matrix \( \eta_{jk} \) can be obtained by

\[
\eta_{jk} = \lambda_{jk} \left( \sum_{j=1}^{m} \lambda_{jk} \right), \quad k = 1,2,\ldots,s,
\]

(11)

**Step 4:** Obtain the cluster coefficient matrix \( \sigma_{ik} \).

Calculate the cluster coefficient \( \sigma_{ik} \) for the object \( i \) belonging to the \( k \)-th grey class, then

\[
\sigma_{ik} = \sum_{j=1}^{m} f_{jk}(d_{ij}) \eta_{jk}, \quad i = 1,2,\ldots,n, \quad k = 1,2,\ldots,s.
\]

(12)

**Step 5:** Construct the cluster vector \( \sigma_i \) and evaluate.

Supposing that \( \sigma_i \) is the cluster vectors, then \( \sigma_i = (\sigma_{i1}, \sigma_{i2}, \ldots, \sigma_{ik}) \), \( i = 1,2,\ldots,n \). Taking the maximum value of \( (\sigma_{i1}, \sigma_{i2}, \ldots, \sigma_{ik}) \), confirm which grey class the clustering belongs to, i.e. \( \sigma_{ik*} = \max_{1\leq k \leq s} \{ \sigma_{ik} \} \). Then we can conclude that object \( i \) belongs to grey class \( k^* \).

### 2.3. Grey entropy weight method

The grey entropy weight method is used to determine the attribute weights by the evaluation matrix, which is an objective weighting method (Han, Liu 2011). Recently, entropy weight method was used in GRA. The main steps of the grey entropy weight method are as follows (You, Wen 2005):

**Step 1:** Construct the original matrix \( B \) with \( n \) evaluation criteria and the \( m \) evaluation alternative is shown as follows:

\[
B = \begin{bmatrix}
x_{11} & x_{12} & \cdots & x_{1n} \\
x_{21} & x_{22} & \cdots & x_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
x_{n1} & x_{n2} & \cdots & x_{mn}
\end{bmatrix}_{m \times n},
\]

(13)

where \( x_{ij} (i = 1,2,\ldots,m, j = 1,2,\ldots,n) \) is the performance value of evaluation criteria \( j \) of alternative \( i \).

**Step 2:** Construct normalized matrix \( R \):

\[
R = [\gamma_{ij}],
\]

(14)

where \( \gamma_{ij} = x_{ij} \left( \sum_{i=1}^{m} x_{ij}^2 \right)^{-\frac{1}{2}} \).

**Step 3:** Calculate the grey entropy value \( e_j \) of the evaluation criteria \( j \):

\[
e_j = \frac{1}{0.6487 \times m} \sum_{i=1}^{m} W_e \left( \gamma_{ij} / B_j \right),
\]

(15)

where \( W_e = x e^{(1-x)} + (1 - x) e^x - 1 \).
Step 4: Calculate the criteria weight $w_j$:

$$w_j = \left(1 - e_j\right)/(n - E) \sum_{j=1}^{n} \left(1 - e_j\right)/(n - E),$$

(16)

where $E = \sum_{j=1}^{n} e_j$.

2.4. VIKOR-E method

We propose a method combining the VIKOR method (Liu, Wang 2011; Opricovic, Tzeng 2007) with the grey entropy weight method (VIKOR-E method) to solve the MCDM problem. The main steps of the VIKOR-E method are as follows:

Step 1: Determine the positive ideal solution ($f^+$) and negative ideal solution ($f^-$):

$$f_i^+ = \left\{(\max_k f_{ik} \mid k \in I_1), (\min_k f_{ik} \mid k \in I_2) \mid \forall k = 1, 2, \ldots, m\right\},$$

(17)

$$f_i^- = \left\{(\min_k f_{ik} \mid k \in I_1), (\max_k f_{ik} \mid k \in I_2) \mid \forall k = 1, 2, \ldots, m\right\},$$

(18)

where $k (k = 1, 2, \ldots, m)$ is the evaluation alternative and $i (i = 1, 2, \ldots, n)$ is the evaluation criteria. $f_{ik}$ is a performance evaluation value of the $i$-th criterion for the $k$-th alternative. $I_1$ is the cluster of benefit-oriented criteria. $I_2$ is the cluster of cost-oriented criteria.

Step 2: Determine the weights of criteria.

This study applied the grey entropy weight method to calculate the weights for each criterion (see section 2.3).

Step 3: Calculate the ideal value $S_k$ and negative value $R_k$:

$$S_k = \sum_{i=1}^{n} w_i (f_i^+ - f_{ik})/(f_i^+ - f_i^-),$$

(19)

$$R_k = \max_i [w_i (f_i^+ - f_{ik})/(f_i^+ - f_i^-)],$$

(20)

where $k = 1, 2, \ldots, m$, $w_i$ are the weights of criteria that were obtained by the grey entropy weight method in section 2.3.

Step 4: Calculate the VIKOR values $Q_k$.

The $Q_k$ are defined as:

$$Q_k = v \left[\frac{S_k - S^*}{S^- - S^*}\right] + (1 - v) \left[\frac{R_k - R^*}{R^- - R^*}\right],$$

(21)

where $S^* = \min_k S_k$, $S^- = \max_k S_k$, $R^* = \min_k R_k$, $R^- = \max_k R_k$, $v$ is the weight of the decision-making strategy. When $v > 0.5$, the value of $Q_k$ will tend toward majority agreement. When $v < 0.5$, the value of $Q_k$ will indicate majority negative attitude. In general, $v = 0.5$ in empirical research (Mohaghar et al. 2012).
Step 5: According to $S$, $R$ and $Q$ separately rank the evaluation alternative. A smaller VIKOR value indicates better multi-response performance. Therefore, the minimum VIKOR value is the best solution. When the following two conditions are met simultaneously, we can rank the objects by $Q_k$ values.

**Condition 1. Acceptable advantage**

$$Q'' - Q' \geq \frac{1}{N-1},$$

where $N$ is the number of evaluation alternatives. $Q'$ is the $Q$ value of the alternative which should be sorted first based on the sorting by $Q_k$ in decreasing order. $Q''$ is the $Q$ value of the alternative by which to sort the second. If two or more evaluation alternatives exist, we must order sort first, second, third, etc., the relationship between the alternative meets the above equation.

**Condition 2. Acceptable decision reliability**

With the $Q$ value after descending order, the $S$ value (or $R$ value) of the first sorting alternatives must also be at the same time which is larger than the $S$ value (or $R$ value) of the second sorting alternative. If the existence of two or more evaluation alternatives, we must order sort first, second, third, etc., the relationship between the alternative meets the condition 2.

If sorting the first and second alternatives meets the condition 1 and condition 2 at the same time, it means the first sorting alternative is significantly better than the second. Accept the object sorted first as the best alternative. If sorting the first and second alternatives meets condition 2 only and does not meet condition 1, then there is no significant difference between sorting first and second alternatives. In this case, the two alternatives can be given the same rank grade. If sorting the first and other alternatives only meets condition 2 and does not meet condition 1, there is no significant difference between these alternatives. Thus, acceptance of these alternatives can be given the same rank grade simultaneously.

3. Variable description

3.1. Indicators of financial performance

We follow previous studies (Halkos, Tzeremes 2012; Stankevičienė, Mencaitė 2012) and use various financial ratios to measure financial performance. The 21 most commonly used financial ratios were selected for this study. These ratios were grouped into three categories, including operating ability, solvency and profitability, as depicted in Table 1.
### Table 1. The financial indicators on three categories

| Category          | Financial ratios                                                                 |
|-------------------|-----------------------------------------------------------------------------------|
| Operating ability | Total assets turnover ratio (O1), Accounts receivable turnover (O2), Inventory turnover (O3), Fixed assets turnover (O4), Turnover of networth (O5), Days-A/R turnover (O6), Days-inventory turnover (O7) |
| Solvency          | Cash flow adequacy ratio (S1), Cash reinvestment ratio (S2), Current ratio (S3), Quick ratio (S4), Long-term capital ratio (S5), Times interest earned (S6), Oper. income/Capital (S7), Pre tax income/Capital (S8) |
| Profitability     | Return on assets (P1), Return on equity (P2), Profit margin (P3), Operating margin (P4), Net profit margin (P5), Earnings per share (P6) |

### 3.2. Indicators of risk factors

From an investor’s point of view, the total risk can be divided into systematic risk and non-systemic risk (Alaghi 2012). Systematic risk is due to macroeconomic factors or internal accounting variables which lead to fluctuations in the rate of return. This cannot be reduced by diversification. Non-systematic risk is the risk that the investor can eliminate by diversification. Hamada (1972) and Bowman (1979) have shown that systematic risk in general can be divided into operational (business) risk and financial risk. Operational risk is the risk that is caused by fluctuations of operating income. Financial risk is the risk of a company being unable to pay its interest and lease payments. We use the degree of operating leverage (DOL) and degree of financial leverage (DFL) to estimate a company’s operating risk and financial risk, respectively (Alaghi 2012), which are defined as follows:

\[
DOL = \frac{(\text{Net sales} - \text{Variable cost})}{\text{Income from operations}}, \quad (23)
\]

\[
DFL = \frac{\text{Income from operations}}{(\text{Income from operations} - \text{Interest expenses})}. \quad (24)
\]

Greater changes in revenue affect profit volatility. As a result, the greater the DOL, the greater the operational risk. The higher the DFL, the greater the financial risk. For a company with high DOL and high DFL, a crisis has occurred.

In order to reach the quantitative investment decision-making, it is becoming very important for the investor to know how to analyze and quantify the risk. There are several tools that investors can use to help measure asset risk, such as standard deviation, return variance or the beta coefficient in the capital asset pricing model (CAPM). Among them, the level of risk for listed companies in the stock market can be reflected through the beta coefficient, which is defined as \( \beta_i = \text{cov}(R_i, R_m)/\text{Var}(R_m) \). The beta coefficient \( \beta_i \) for a company can be obtained from CAPM. Its form is:

\[
R_i = R_f + \beta_i \left( R_m - R_f \right) + \varepsilon, \quad (25)
\]

where \( \beta_i \) is the beta value for the stock \( i \), \( R_i \) is the return on stock \( i \), \( R_f \) is the risk-free rate of return, \( R_m \) is the rate of return on the stock market index, \( \varepsilon \) is the error term. The higher the beta values for a stock, the greater the market risk. When the beta value is equal to 0, it indicates that the company’s stock is not subject to market risk.
RAROC is one of the risk measurement variables that take into account the rewards and risks of assets. It was first used by Bankers Trust in the late 1970’s and since has been widely used in the operating performance evaluation of banks. The basic definition of RAROC is the ratio of risk adjusted return to economic capital (Prokopczuk et al. 2007). For now, we do not have a standard formula to estimate RAROC. This study follows TEJ’s definition, in which RAROC is defined as (Hsu et al. 2012):

\[ \text{RAROC} = \frac{\text{Unrealized gains and losses} / \text{Days}}{\text{Value at risk} / t}. \]  

(26)

The RAROC value indicates the size of the rewards brought about by the loss of one unit of capital, and effectively measures the efficiency of the risk of earning revenue; therefore, the bigger the value the better.

4. Empirical results

4.1. Sample and data source

In order to verify the proposed investment decision-making process, we applied listed opto-electronics companies in Taiwan as a research case. After deleting companies with incomplete information and data, a total of 62 listed companies were selected as evaluation alternatives. The listed company’s annual report and financial statements for 2010 were used as the primary source of data for analysis. The annual data of 21 financial indicators, DOL, DFL and the beta coefficient were taken from the Taiwan Economic Journal (TEJ) Data Bank. The RAROC values were obtained from the VaR system v2.1 of TEJ.

4.2. The results of GRA for selecting representative indicators

Based on Feng and Wang (2000), this study uses globalized MGRA by clustering to select representative financial indicators. The globalized MGRA requires data to satisfy comparability. This study using grey relational generation to conduct data processing (Eqs. (1)–(3)). Among the 21 financial ratio indicators, the indicators O6 (days-A/R turnover) and O7 (days-inventory turnover) are regarded as the smaller the better, and the remaining indicators are regarded as the larger the better. We take the distinguishing and adjustment coefficient of 0.5. With the normalized values substituted into the Eq. (5) and (6), we can obtain the grey relational matrices of group to analyze operating ability, solvency and profitability, respectively, as shown in Table 2. The numbers in Table 2 show the grey relational grade between any two indicators.

Feng and Wang (2000) proposed clustering to select representative indicators for analysis. According to their suggestion, we also take 0.7 as the threshold value. In Table 2, the solvency of the grey relational matrix shows that S3 and S7 are divided into the same group because they both have the same score (the entire grey relational grade is higher than 0.7), but 0.7995 > 0.7991, so the indicator S3 is selected as the representative indicator for the group. The results of the remaining selection of representative indicators
are shown in Table 3. Table 3 shows that among the 21 financial ratios, we selected 12 evaluation indicators to evaluate the financial performance of Taiwan’s listed optoelectronics companies. Namely, the total assets turnover ratio (O1), inventory turnover (O3), turnover of net worth (O5), days-A/R turnover (O6), cash reinvestment ratio (S2), current ratio (S3), quick ratio (S4), long-term capital ratio (S5), pre tax income/capital (S8), operating margin (P4), net profit margin (P5) and earnings per share (P6).

We obtain the grey relational matrices (calculated by Eqs. (1)–(6)) to analyze risk measurement, as shown in Table 2. Table 2 shows that we selected two risk measurement indicators from the four risk indicators; namely, DOL and beta coefficient, respectively.

| Table 2. The results of the grey relational matrix |
|-----------------------------------------------|
| **Operating ability**                         |
|     | O1  | O2  | O3  | O4  | O5  | O6  | O7  |
| O1  | 1.000 | 0.7732 | 0.6646 | 0.6751 | 0.8626 | 0.5982 | 0.5992 |
| O2  | 0.7687 | 1.0000 | 0.7534 | 0.7482 | 0.8196 | 0.5284 | 0.5308 |
| O3  | 0.6577 | 0.7530 | 1.0000 | 0.9446 | 0.7347 | 0.3907 | 0.4102 |
| O4  | 0.6684 | 0.7478 | 0.9446 | 1.0000 | 0.7464 | 0.3782 | 0.4008 |
| O5  | 0.8599 | 0.8197 | 0.7354 | 0.7470 | 1.0000 | 0.5298 | 0.5267 |
| O6  | 0.5907 | 0.5284 | 0.3915 | 0.3790 | 0.5293 | 1.0000 | 0.7676 |
| O7  | 0.5911 | 0.5302 | 0.4102 | 0.4008 | 0.5256 | 0.7673 | 1.0000 |

| **Solvency**                                   |
|-----------------------------------------------|
|     | S1  | S2  | S3  | S4  | S5  | S6  | S7  | S8  |
| S1  | 1.000 | 0.6656 | 0.8718 | 0.8817 | 0.9166 | 0.8848 | 0.7677 | 0.6984 |
| S2  | 0.6636 | 1.0000 | 0.7047 | 0.6996 | 0.6154 | 0.6198 | 0.7777 | 0.7882 |
| S3  | 0.8711 | 0.7050 | 1.0000 | 0.9676 | 0.8326 | 0.8270 | 0.7995 | 0.7505 |
| S4  | 0.8811 | 0.6999 | 0.9676 | 1.0000 | 0.8508 | 0.8471 | 0.7875 | 0.7391 |
| S5  | 0.9159 | 0.6149 | 0.8322 | 0.8505 | 1.0000 | 0.9569 | 0.7209 | 0.6530 |
| S6  | 0.8840 | 0.6197 | 0.8268 | 0.8469 | 0.9569 | 1.0000 | 0.7315 | 0.6664 |
| S7  | 0.7659 | 0.7774 | 0.7991 | 0.7870 | 0.7209 | 0.7312 | 1.0000 | 0.8918 |
| S8  | 0.6962 | 0.7880 | 0.7499 | 0.7385 | 0.6530 | 0.6660 | 0.8918 | 1.0000 |

| **Profitability**                              |
|-----------------------------------------------|
|     | P1  | P2  | P3  | P4  | P5  | P6  |
| P1  | 1.0000 | 0.8658 | 0.6572 | 0.7791 | 0.8753 | 0.4763 |
| P2  | 0.8664 | 1.0000 | 0.5815 | 0.7028 | 0.7784 | 0.3882 |
| P3  | 0.6221 | 0.5370 | 1.0000 | 0.8065 | 0.7308 | 0.7328 |
| P4  | 0.7637 | 0.6810 | 0.8127 | 1.0000 | 0.8351 | 0.6171 |
| P5  | 0.8618 | 0.7540 | 0.7308 | 0.8296 | 1.0000 | 0.5669 |
| P6  | 0.5589 | 0.4823 | 0.7971 | 0.6989 | 0.6696 | 1.0000 |

| **Risk measurement**                           |
|-----------------------------------------------|
|     | DOL  | DFL  | Beta | RAROC |
| DOL  | 1.0000 | 0.9507 | 0.4951 | 0.9010 |
| DFL  | 0.9481 | 1.0000 | 0.4992 | 0.8944 |
| Beta | 0.4650 | 0.4939 | 1.0000 | 0.4368 |
| RAROC | 0.8946 | 0.8932 | 0.4368 | 1.0000 |
### Table 3. The classification of financial ratios and selection of the representative indicators

| Category       | Cluster | Financial ratios within the cluster | Representative indicator of each group          |
|----------------|---------|------------------------------------|-----------------------------------------------|
| Operating ability | C1      | O1                                 | O1: Total assets turnover ratio                |
|                 | C2      | O2, O5                             | O5: Turnover of net worth                      |
|                 | C3      | O3, O4                             | O3: Inventory turnover                         |
|                 | C4      | O6, O7                             | O6: Days-A/R turnover                          |
| Solvency        | C5      | S1, S5, S6                         | S5: Long-term capital ratio                    |
|                 | C6      | S2                                 | S2: Cash reinvestment ratio                    |
|                 | C7      | S3, S7                             | S3: Current ratio                              |
|                 | C8      | S4                                 | S4: Quick ratio                                |
|                 | C9      | S8                                 | S8: Pre tax income/Capital                     |
| Profitability   | C10     | P1, P2, P3, P4                     | P4: Operating margin                           |
|                 | C11     | P5                                 | P5: Net profit margin                          |
|                 | C12     | P6                                 | P6: Earnings per share                         |

### 4.3. Results of grey clustering analysis

This study used Eqs. (1)–(3) to achieve the standardization of the original data, and then used grey clustering analysis. In practical application, grey clustering analysis operates as follows:

**Step 1:** This study first makes sure the evaluation alternative $i$ is the 62 listed opto-electronics companies in Taiwan. The evaluation indicator $j$ is 12 financial ratio indicators plus the two risk measurement indicators (DOL and beta coefficient), with a total of 14 evaluation criteria. Among the 14 evaluation criteria, the indicators DOL, beta coefficient, and O6 have the smaller-the-better characteristic, and the remaining indicators have the larger-the-better characteristic. Therefore, this study used Eqs. (1)–(3) to standardize the original data (normalizing data between 0 and 1) to establish the sample matrix $D$:

\[
D = \begin{bmatrix}
0.9074 & \cdots & 0.1774 \\
0.9023 & \cdots & 0.3554 \\
\vdots & \vdots & \vdots \\
0.9029 & \cdots & 0.3962
\end{bmatrix}.
\]

**Step 2:** According to whether the risk probability of occurrence is high or low, the 62 listed opto-electronics companies in Taiwan were divided into three categories: low, moderate and high-risk probability groups. A low-risk probability company is one with relatively low risk of future financial crisis. A moderate-risk probability company is one with risk of future financial crisis which is lower than the high-risk companies. A high-risk probability company is one with poor financial position; risk of future financial crisis is relatively large.
Table 4. The results of grey clustering coefficient and grey classification

| Company | 1      | 2      | 3      | 4      | 5      | 6      | 7      | 8      | 9      |
|---------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| $k = 1$ | 0.5960 | 0.4663 | 0.5637 | 0.5142 | 0.3866 | 0.3733 | 0.4134 | 0.3544 |
| $k = 2$ | 0.2760 | 0.3380 | 0.2449 | 0.3447 | 0.463  | 0.3562 | 0.4027 | 0.3556 | 0.4092 |
| $k = 3$ | 0.1280 | 0.1957 | 0.1915 | 0.1411 | 0.385  | 0.2572 | 0.2240 | 0.2310 | 0.2364 |

| Risk class | High | Moderate | High | High | Moderate | High | Moderate | High | Moderate |
|------------|------|----------|------|------|----------|------|----------|------|----------|
| Company    | 10   | 11       | 12   | 13   | 14       | 15   | 16       | 17   | 18       |
| $k = 1$    | 0.5079 | 0.5447  | 0.3510 | 0.5593 | 0.4529  | 0.5317 | 0.1523  | 0.7109 | 0.4068  |
| $k = 2$    | 0.2733 | 0.2669  | 0.4224 | 0.2522 | 0.3328  | 0.3085 | 0.5387  | 0.1454 | 0.3438  |
| $k = 3$    | 0.2188 | 0.1884  | 0.2266 | 0.1885 | 0.2143  | 0.1598 | 0.3090  | 0.1437 | 0.2495  |

| Risk class | Moderate | High | High | High | Moderate | High | Moderate | High | Moderate |
|------------|----------|------|------|------|----------|------|----------|------|----------|
| Company    | 19      | 20   | 21   | 22   | 23       | 24   | 25       | 26   | 27       |
| $k = 1$    | 0.2824  | 0.6526 | 0.5162 | 0.5723 | 0.4246  | 0.3022 | 0.5347  | 0.2499 | 0.4502  |
| $k = 2$    | 0.5282  | 0.4199 | 0.2413 | 0.2435 | 0.3683  | 0.3799 | 0.2342  | 0.4477 | 0.3935  |
| $k = 3$    | 0.1893  | 0.1675 | 0.2426 | 0.1927 | 0.2071  | 0.3178 | 0.2311  | 0.3024 | 0.1563  |

| Risk class | Moderate | High | High | High | Moderate | High | Moderate | High | Moderate |
|------------|----------|------|------|------|----------|------|----------|------|----------|
| Company    | 37      | 38   | 39   | 40   | 41       | 42   | 43       | 44   | 45       |
| $k = 1$    | 0.3488  | 0.3204 | 0.3418 | 0.4369 | 0.2832  | 0.5299 | 0.4077  | 0.2227 | 0.2741  |
| $k = 2$    | 0.4693  | 0.5312 | 0.3006 | 0.3823 | 0.4145  | 0.2608 | 0.3538  | 0.3763 | 0.4340  |
| $k = 3$    | 0.2229  | 0.1693 | 0.1794 | 0.2112 | 0.1821  | 0.2003 | 0.2060  | 0.1305 | 0.2359  |

| Risk class | Moderate | Low | High | Moderate | High | High | Low | Moderate |
|------------|----------|-----|------|----------|------|------|-----|----------|
| Company    | 63      | 54   | 53   | 52     | 51   | 50   | 49  | 48       |
| $k = 1$    | 0.8050  | 0.2771 | 0.4967 | 0.4668 | 0.5269 | 0.4118 | 0.3854 | 0.4608 | 0.3822 |
| $k = 2$    | 0.0930  | 0.4465 | 0.3122 | 0.3020 | 0.3037 | 0.4161 | 0.3973 | 0.3813 | 0.4242 |
| $k = 3$    | 0.1020  | 0.2765 | 0.1910 | 0.2312 | 0.1695 | 0.1720 | 0.2173 | 0.1579 | 0.1936 |

| Risk class | High | Moderate | High | High | Moderate | High | Moderate | High | Moderate |
|------------|------|----------|------|------|----------|------|----------|------|----------|
| Company    | 55   | 56       | 57   | 58   | 59       | 60   | 61       | 62   |          |
| $k = 1$    | 0.4156 | 0.6032  | 0.3293 | 0.6441 | 0.5975  | 0.2837 | 0.2042  | 0.2186 |
| $k = 2$    | 0.3503 | 0.2484  | 0.4594 | 0.2387 | 0.2570  | 0.5091 | 0.4598  | 0.4919 |
| $k = 3$    | 0.2341 | 0.1484  | 0.2113 | 0.1172 | 0.1455  | 0.2071 | 0.3360  | 0.2895 |
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Therefore, according to the company’s operating performance, the grey cluster group is divided into three categories \((k = 1, 2, 3)\). The grey whitenization functions \(f_{jk}\) of other indicators for the three categories are: high-risk probability company \((k = 1)\), the grey number is \(x \in [0, 0.5)\); moderate-risk probability company \((k = 2)\), the grey number is \(x \in [0, 0.5, 1)\) and low-risk probability company \((k = 3)\), the grey number is \(x \in [0.5, 1)\).

**Step 3:** Through the calculation of the grey clustering coefficient \(\sigma_{ik}\) for the alternative \(i\) belonging to the \(k\)-th grey class, we can obtain the cluster coefficient matrix shown in Table 4.

**Step 4:** Table 4 shows that the clustering vector \(\sigma_i\) of company 1 is \((0.596, 0.276, 0.128)\), showing whether the company’s membership grade in low, medium or high-risk. The three categories are 0.596, 0.276 and 0.128, respectively. Through the cluster coefficient \(\sigma_{ik}^* = \max_{1 \leq k \leq n} \{\sigma_{ik}\} = 0.596\), company 1 was considered to belong in the high-risk company group, and so forth. The grey classification results (see Table 4) are as follows:

- **Low-risk probability company group:**
  - Company 39, 44;
- **Moderate-risk probability company group:**
  - Company 2, 5, 7, 9, 12, 16, 19, 24, 26, 29, 30, 34, 36–38, 41, 45, 47, 51, 52, 54, 57, 60–62;
- **High-risk probability company group:**
  - Company 1, 3, 4, 6, 8, 10, 11, 13–15, 17, 18, 20–23, 25, 27, 28, 31–33, 35, 40, 42, 43, 46, 48–50, 53, 55, 56, 58, 59.

### 4.4. The effect of the representative indicators of performance

By using Eqs. (13)–(16), we can calculate the weight of 14 representative indicators. The results are shown in Table 5. Table 5 shows that the weights of indicator S5 (long-term capital ratio), O3 (inventory turnover) and S4 (quick ratio) are 0.0854, 0.0768 and 0.0704, respectively. These are the most important three indicators of performance for Taiwan’s listed opto-electronics companies:

| Indicator | DOL | β | S2 | S3 | S4 | S5 | S8 |
|-----------|-----|---|----|----|----|----|----|
| Weight    | 0.0696 | 0.0697 | 0.0697 | 0.0702 | 0.0704 | 0.0854 | 0.0697 |

| Indicator | P4 | P5 | P6 | O1 | O3 | O5 | O6 |
|-----------|----|----|----|----|----|----|----|
| Weight    | 0.0698 | 0.0696 | 0.0697 | 0.0698 | 0.0768 | 0.0699 | 0.0696 |

### 4.5. Results of the VIKOR-E method for performance evaluation

Firstly, according to Eqs (17) and (18), we can find the positive ideal solution and negative ideal solution for each representative criterion. Then the grey entropy weights of
the 14 evaluation criteria are substituted into Eqs (19) and (20) to obtain the $S_k$ and $R_k$ values. Finally, the $Q_k$ value is calculated using Eq. (21) when $v$ is set to 0.5. Table 6 lists the empirical results obtained via sorting by the values of $Q$ in decreasing order.

After calculating the evaluation values of $S$, $R$ and $Q$ for each company, based on the two conditions mentioned earlier in section 2.4, we determine the final ranking results for each company group. First, calculate the threshold value of acceptable advantage. In this study, the threshold values (Eq. (22)) for low, moderate and high-risk company group are $1 / (2−1) = 1$, $1 / (25−1) = 0.0417$ and $1 / (35−1) = 0.0294$, respectively. By the empirical results of the moderate-risk company group (see Table 6), the $Q$ value difference between the first sorting (company 30) and second (company 52) (by descending order) is 0.1009, which is higher than the threshold value 0.0417, in line with the acceptable advantage of the threshold conditions. Therefore, company 30 has an acceptable advantage that is; company 30 is preferred to company 52. The $Q$ value, difference between the third sorting (company 7) and second (company 52), is 0.0191, which is less than the threshold value of 0.0417. It means company 52 did not have an acceptable advantage. Therefore, there is no obvious gap between the operating performances of the two companies, so the ranking is the same as this result. Therefore, we accept that there is no obvious gap between the operating performances of company 52 and 7, so the company 52 is ranked second. Similarly, we can follow the conditions of section 2.4 to get the rank of moderate and high-risk groups of companies operating performance results, respectively, as follows:

Low-risk probability company group:

Company $39 \approx 44$;

Moderate-risk probability company group:

Company

$30 \succ 7 \approx 52 \succ 2 \approx 34 \approx 54 \succ 5 \approx 29 \approx 51 \approx 62 \succ 19 \approx 37 \succ 16 \approx 24 \approx 26 \approx 38 \approx 60$

$\succ 57 \succ 9 \approx 12 \approx 36 \approx 47 \approx 41 \approx 45 \approx 61$;

High-risk probability company group:

Company

$11 \approx 28 \approx 6 \approx 25 \approx 55 \approx 58 \approx 4 \approx 53 \approx 10 \approx 27 \approx 49 \approx 18 \approx 23 \approx 48 \approx 56 \approx 8 \approx 15 \approx 21$

$\approx 35 \approx 43 \approx 14 \approx 33 \approx 40 \approx 20 \approx 42 \approx 13 \approx 17 \approx 50 \approx 59 \approx 3 \approx 32 \approx 46 \approx 31 \approx 22 \approx 1$,

where $A \succ B$ indicates that $A$ is preferred to $B$, $A \approx B$ indicates that there is no significant difference between $A$ and $B$. The ranking results for each group are shown in Table 7.

Table 7 shows that the two companies in the low-risk company group. The 25 companies in the moderate risk company group were divided into 1–12 grades, where company 30 has the best operating performance within the group. The last three companies are company 41, 45 and 61, respectively. The 35 companies in the high risk company group were divided into 1–16 grades. Among them, company 11 and 28 has better operating performance. The three companies with the worst performance are company
Table 6. The values of $S$, $R$ and $Q$ for all companies

| Company | $S_j$   | $R_j$   | $Q_j$ | Company | $S_j$   | $R_j$   | $Q_j$ | Company | $S_j$   | $R_j$   | $Q_j$ |
|---------|---------|---------|-------|---------|---------|---------|-------|---------|---------|---------|-------|
| 39      | 0.4348  | 0.0854  | 0.5   | 2       | 0.3269  | 0.0842  | 0.2107| 1       | 0.6287  | 0.0844  | 0.8891|
| 44      | 0.5651  | 0.0768  | 0.5   | 5       | 0.4323  | 0.0854  | 0.3162| 3       | 0.5876  | 0.0835  | 0.7454|
|         |         |         |       | 7       | 0.2765  | 0.0586  | 0.1200| 4       | 0.5393  | 0.0742  | 0.3489|
|         |         |         |       | 9       | 0.5251  | 0.2571  | 0.6827| 6       | 0.4851  | 0.0758  | 0.2348|
|         |         |         |       | 12      | 0.5505  | 0.2526  | 0.7006| 8       | 0.5053  | 0.0834  | 0.5040|
|         |         |         |       | 16      | 0.5058  | 0.1272  | 0.4555| 10      | 0.5369  | 0.0761  | 0.3933|
|         |         |         |       | 19      | 0.4197  | 0.1256  | 0.3683| 11      | 0.5239  | 0.0672  | 0.1123|
|         |         |         |       | 24      | 0.4545  | 0.1462  | 0.4355| 13      | 0.5859  | 0.0808  | 0.6658|
|         |         |         |       | 26      | 0.4921  | 0.1232  | 0.4357| 14      | 0.5293  | 0.0851  | 0.6211|
|         |         |         |       | 29      | 0.3830  | 0.1065  | 0.3016| 15      | 0.5357  | 0.0819  | 0.5497|
|         |         |         |       | 30      | 0.1750  | 0.0459  | 0.0000| 17      | 0.6371  | 0.0764  | 0.6920|
|         |         |         |       | 34      | 0.3184  | 0.0960  | 0.2211| 18      | 0.4919  | 0.0825  | 0.4389|
|         |         |         |       | 36      | 0.5988  | 0.2817  | 0.7946| 20      | 0.6164  | 0.0761  | 0.6248|
|         |         |         |       | 37      | 0.4258  | 0.1354  | 0.3901| 21      | 0.5326  | 0.0822  | 0.5495|
|         |         |         |       | 38      | 0.4542  | 0.1427  | 0.4297| 22      | 0.5971  | 0.0854  | 0.8245|
|         |         |         |       | 41      | 0.6418  | 0.2793  | 0.8332| 23      | 0.5038  | 0.0808  | 0.4274|
|         |         |         |       | 45      | 0.6382  | 0.3204  | 0.8955| 25      | 0.5428  | 0.0704  | 0.2549|
|         |         |         |       | 47      | 0.6045  | 0.2702  | 0.7818| 27      | 0.5346  | 0.0767  | 0.4030|
|         |         |         |       | 51      | 0.4115  | 0.1005  | 0.3199| 28      | 0.4926  | 0.0696  | 0.0866|
|         |         |         |       | 52      | 0.2552  | 0.0597  | 0.1009| 31      | 0.6100  | 0.0823  | 0.7777|
|         |         |         |       | 54      | 0.3062  | 0.0804  | 0.1841| 32      | 0.6080  | 0.0824  | 0.7731|
|         |         |         |       | 57      | 0.4980  | 0.2274  | 0.6085| 33      | 0.5424  | 0.0827  | 0.5921|
|         |         |         |       | 60      | 0.4228  | 0.1624  | 0.4303| 35      | 0.5841  | 0.0768  | 0.5500|
|         |         |         |       | 61      | 0.6836  | 0.3578  | 1.0000| 40      | 0.5293  | 0.0852  | 0.6214|
|         |         |         |       | 62      | 0.4038  | 0.1104  | 0.3284| 42      | 0.5350  | 0.0854  | 0.6444|
|         |         |         |       | 43      | 0.5285  | 0.0829  | 0.5567| 46      | 0.6577  | 0.0762  | 0.7476|
|         |         |         |       | 48      | 0.5494  | 0.0772  | 0.4592| 49      | 0.5216  | 0.0784  | 0.4120|
|         |         |         |       | 50      | 0.5652  | 0.0842  | 0.6992| 53      | 0.5221  | 0.0764  | 0.3584|
|         |         |         |       | 55      | 0.5265  | 0.0718  | 0.2449| 56      | 0.5583  | 0.0764  | 0.4645|
|         |         |         |       | 58      | 0.4896  | 0.0755  | 0.2418| 59      | 0.5883  | 0.0819  | 0.7031|
Table 7. The ranking of the companies by $S$, $R$ and $Q$

| Low-risk company group | Moderate-risk company group | High-risk company group |
|------------------------|----------------------------|------------------------|
| Rank | Company | Rank | Company | Rank | Company |
| 1 | 39, 44 | 1 | 30 | 1 | 11, 28 |
| 2 | 7, 52 | 2 | 6, 25, 55, 58 | 3 | 4, 53 |
| 3 | 2, 34, 54 | 3 | 4 | 18, 23 |
| 4 | 5, 29, 51, 62 | 4 | 10, 27, 49 | 5 | 19, 37 |
| 5 | 16, 24, 26, 38, 60 | 5 | 18, 23 | 6 | 48, 56 |
| 7 | 57 | 7 | 8 | 8 | 9, 12 |
| 9 | 36, 47 | 9 | 14, 33, 40 | 10 | 41 |
| 11 | 45 | 11 | 13, 17 | 12 | 61 |
| 12 | 61 | 12 | 50, 59 | 13 | 3, 32, 46 |
| 14 | 31 | 15 | 22 | 16 | 1 |

31, 22 and 1. That is, among the listed opto-electronics company in Taiwan, the operating crisis probability of these three companies is the highest. The managers of these companies should improve the efficiency of resource allocation, and investors making investment decisions should avoid these three companies. In order to ensure sound investment strategy, we recommend that investors should choose the low-risk company group, or the companies with better performance in the moderate-risk company group as investment targets. By doing so, they may be able to reduce investment risk.

Conclusions

In order to verify the proposed investment decision-making process, we conducted a case study of Taiwan’s 62 listed opto-electronics companies. This study utilized globalized MGRA, from 21 financial ratios, to select 12 representative financial performance indicators, together with two indicators to measure risk, and a total of 14 indicators for performance evaluation. We then divided the 62 GCA classified companies into three groups: low, moderate and high-risk company groups. Finally, the VIKOR-E method was used to solve the MCDM problem. The VIKOR-E method was also used to conduct a comprehensive evaluation of the low, moderate and high-risk company groups, respectively.

The empirical results show that “long-term capital ratio”, “quick ratio” and “inventory turnover” were the three most important indicators affecting the financial performance
of Taiwan’s opto-electronics company. The “DOL” and “beta coefficient” were the two representative indicators for measuring the investment risk. The GCA results show that there are 2, 25 and 35 companies belonging to the low, moderate and high-risk probability company groups, respectively. The results of the VIKOR-E method show that in the low-risk company group, company 39 and 44 have better performance. In the moderate risk company group, company 30 has the best performance. In the high-risk probability company group, companies 11 and 28 have better performance. Companies 31, 22 and 1 were the companies with the worst operating performance. Investors should avoid buying the assets of these three companies. Investors and creditors can use the proposed methods to evaluate companies’ financial position and operating performance, along with other relevant information, for a more accurate judgment, or as a reference to make the best investment and credit decisions. Furthermore, this approach is applicable when investors face situations in which investors have to make decision with limited information when multiple evaluation criteria and multiple investment targets are presented.
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