FLEXIBLE DOMAINS FOR MINIMAL SURFACES IN EUCLIDEAN SPACES
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ABSTRACT. In this paper we introduce and investigate a new notion of flexibility for domains in Euclidean spaces \( \mathbb{R}^n \) for \( n \geq 3 \) in terms of minimal surfaces which they contain. A domain \( \Omega \) in \( \mathbb{R}^n \) is said to be flexible if every conformal minimal immersion \( U \to \Omega \) from a Runge domain \( U \) in an open conformal surface \( M \) can be approximated uniformly on compacts, with interpolation on any given finite set, by conformal minimal immersion \( M \to \Omega \). Together with hyperbolicity phenomena considered in recent works, this extends the dichotomy between flexibility and rigidity from complex analysis to minimal surface theory.

1. INTRODUCTION

A natural question in the theory of minimal surfaces in Euclidean spaces \( \mathbb{R}^n \) for \( n \geq 3 \) is how the geometry of a domain \( \Omega \subset \mathbb{R}^n \) influences the conformal properties of minimal surfaces which it contains; see the survey [34]. While every domain contains many conformal minimal surfaces parameterized by the disc \( D = \{ z \in \mathbb{C} : |z| < 1 \} \), any bounded domain and many unbounded domains do not admit any such surfaces parameterized by \( \mathbb{C} \).

A complex manifold which does not admit any nonconstant holomorphic maps from \( \mathbb{C} \) is called Brody hyperbolic [11]. The closely related Kobayashi hyperbolicity was introduced by S. Kobayashi [30] in 1967. Analogous notions have recently been studied for minimal surfaces in \( \mathbb{R}^n \); see [14, 20, 19]. Every domain \( \Omega \) in \( \mathbb{R}^n \) for \( n \geq 3 \) carries a Finsler pseudometric, \( g_{\Omega} \), defined like the Kobayashi pseudometric but using conformal minimal (equivalently, conformal harmonic) discs; see [20]. This minimal metric is the largest pseudometric on the tangent bundle \( T\Omega = \Omega \times \mathbb{R}^n \) such that every conformal harmonic map \( D \to \Omega \) is metric-decreasing when \( D \) is endowed with the Poincaré metric. The domain \( \Omega \) is said to be hyperbolic if \( g_{\Omega} \) induces a distance function \( d_{\Omega} \) on \( \Omega \), and complete hyperbolic if \( (\Omega, d_{\Omega}) \) is a complete metric space. We refer to [14] for basic properties and results on hyperbolic domains.

In this paper we study domains having the opposite property, which we now describe.

Recall that a conformal surface is a topological surface with an atlas whose transition maps are conformal diffeomorphisms between plane domains, hence holomorphic or antiholomorphic. Every topological surface admits a conformal structure [4, Sect. 1.8]. An orientable conformal surface is a Riemann surface, and a nonorientable conformal surface carries a two-sheeted conformal covering \( \tilde{M} \to M \) by a Riemann surface \( \tilde{M} \). A compact set \( K \) in a conformal surface \( M \) is said to be Runge if \( M \setminus K \) has no relatively compact connected components. A \( C^2 \) map \( f : M \to \mathbb{R}^n \) which is conformal except at branch points parameterizes a minimal surface in \( \mathbb{R}^n \) if and only if \( f \) is harmonic; [4, Theorem 2.3.1 and Remark 2.3.7].
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Definition 1.1. A connected open domain $\Omega$ in $\mathbb{R}^n$ for $n \geq 3$ is **flexible** (for immersed minimal surfaces) if for any open conformal surface $M$, compact Runge set $K \subset M$, finite set $A \subset K$, and conformal harmonic immersion $f : U \to \Omega$ from an open neighbourhood $U$ of $K$ there is for every $\epsilon > 0$ and $m \in \mathbb{N}$ a conformal harmonic immersion $\tilde{f} : M \to \Omega$ which agrees with $f$ to order $m$ at every point of $A$ and satisfies $\sup_{p \in K} |\tilde{f}(p) - f(p)| < \epsilon$. An open set $\Omega \subset \mathbb{R}^n$ is flexible if every connected component of $\Omega$ is such.

Similarly we introduce the notion of flexibility for branched minimal surfaces; see Remark 1.10. Flexibility is inspired by the notion of an Oka manifold; see Remark 1.11. Note that if $\Omega_1 \subset \Omega_2 \subset \cdots$ is an increasing sequence of flexible domains in $\mathbb{R}^n$ then their union $\Omega = \bigcup_{i=1}^{\infty} \Omega_i$ is clearly flexible as well. It is known that the Euclidean space $\mathbb{R}^n$ is flexible and the resulting conformal minimal immersions $M \to \mathbb{R}^n$ may be chosen proper; see [4, Theorem 3.10.3] for the orientable case and [3, Theorem 4.4] for the nonorientable one. The proofs of these results show that flexibility implies the following ostensibly stronger property with jet interpolation on closed discrete sets in a conformal surface.

Proposition 1.2. Assume that $\Omega \subset \mathbb{R}^n$ is a flexible domain. Given an open set $U$ in an open conformal surface $M$, a compact set $K \subset M$ which is Runge in $M$, a closed discrete set $A = \{a_k\}_{k \in \mathbb{N}}$ in $M$ contained in $U$, and a conformal harmonic immersion $f : U \to \Omega$, there is for every $\epsilon > 0$ and $m_k \in \mathbb{N}$ ($k \in \mathbb{N}$) a conformal minimal immersion $\tilde{f} : M \to \Omega$ which agrees with $f$ to order $m_k$ at $a_k \in A$ for every $k \in \mathbb{N}$ and satisfies $\sup_{p \in K} |f(p) - \tilde{f}(p)| < \epsilon$.

On the other hand, no hyperbolic domain is flexible. Furthermore, the halfspace $\mathbb{H}^n = \{(x_1, x_2, \ldots, x_n) \in \mathbb{R}^n : x_n > 0\}$ is not flexible since every harmonic map $\mathbb{C} \to \mathbb{H}^n$ has constant last component by Liouville’s theorem. The only properly immersed minimal surfaces in $\mathbb{R}^3$ contained in a halfspace are flat planes (see Hoffman and Meeks [29]).

Our first result gives a geometric sufficient condition for flexibility; it is proved in Sect. 3.

Theorem 1.3. Let $\Omega$ be a connected domain in $\mathbb{R}^n$ ($n \geq 3$) satisfying the following conditions:

(a) For every point $p \in \Omega$ there is an affine 2-plane $\Lambda \subset \mathbb{R}^n$ with $p \in \Lambda$ and a number $\delta > 0$ such that the Euclidean $\delta$-tube around $\Lambda$ is contained in $\Omega$, and

(b) for some $\Lambda$ as above, given a ball $B \subset \mathbb{R}^n$ centred at 0 there is a point $q \in \Lambda$ such that $q + B \subset \Omega$.

Then $\Omega$ is flexible. Furthermore, if $K$ is a compact Runge set with piecewise $C^1$ boundary in an open conformal surface $M$ and $f : K \to \mathbb{R}^n$ is a conformal minimal immersion of class $C^1(K)$ with $f(bK) \subset \Omega$, then $f$ can be approximated in $C^1(K)$ by conformal minimal immersions $\tilde{f} : M \to \mathbb{R}^n$ satisfying $\tilde{f}(M \setminus K) \subset \Omega$.

Remark 1.4. The conditions in the theorem can equivalently be stated as follows. For every point $p \in \Omega$ there are Euclidean coordinates $x = (x', x'')$ on $\mathbb{R}^n = \mathbb{R}^{n-2} \times \mathbb{R}^2$ centred at $p = \{x = 0\}$ and satisfying the following two conditions:

(a) there is a $\delta > 0$ such that $\{(x', x'') \in \mathbb{R}^n : |x'| < \delta\} \subset \Omega$, and

(b) given a ball $B \subset \mathbb{R}^n$ centred at $x = 0$ there is $v = (0', v'') \in \mathbb{R}^n$ such that $v + B \subset \Omega$.

Here, $|x|$ denotes the Euclidean norm of $x \in \mathbb{R}^n$, and any Euclidean coordinates $\tilde{x}$ on $\mathbb{R}^n$ are related to the reference ones by $\tilde{x} = R(x) = Ox + v$, where $R$ is an element of the affine orthogonal group $AO(n)$ generated by the orthogonal group $O(n)$ together with translations.
We have the following precise result on flexibility of domains with convex complements.

**Corollary 1.5.** Let \( C \) be a proper closed convex subset of \( \mathbb{R}^n \) for \( n \geq 3 \). Then, \( \Omega = \mathbb{R}^n \setminus C \) is flexible if and only \( C \) is not a halfspace or a slab (a domain between two parallel hyperplanes).

**Proof.** Let \( H \subset \mathbb{R}^n \) be an affine subspace of maximal dimension \( k \in \{0, 1, \ldots, n - 1\} \) contained in \( C \), and set \( m = n - k \in \{1, \ldots, n\} \). Then, in Euclidean coordinates on \( \mathbb{R}^n \) in which \( H = \{0\}^m \times \mathbb{R}^k \) we have that \( C = C' \times \mathbb{R}^k \), where \( C' \) is a closed convex set in \( \mathbb{R}^m \) which does not contain any affine line. If \( k = n - 1 \) then \( m = 1 \). Since a closed convex set in \( \mathbb{R} \) is an interval or a halfline, \( C \) is a slab or a halfspace, so its complement is not flexible. Assume now that \( k \leq n - 2 \), so \( m \geq 2 \). Fix a point \( p = (p', p'') \in \Omega = (\mathbb{R}^m \setminus C') \times \mathbb{R}^k \) and let us verify that the hypotheses of Theorem 1.3 hold. By translation invariance of \( \mathbb{R}^k \) direction we may assume that \( p'' = 0 \). Since \( C' \) does not contain any affine line, there is a hyperplane \( p' \in \Sigma \subset \mathbb{R}^m \) such that any hyperplane \( \Sigma' \subset \mathbb{R}^m \) through \( p' \) and close enough to \( \Sigma \) avoids \( C' \) (see [7, Theorem 1.3.11] and [23, proof of Theorem 6.1]). If \( m \geq 3 \) then any affine 2-plane \( \Lambda \subset \Sigma \) with \( p' \in \Lambda \) clearly satisfies the conditions in Theorem 1.3 (Condition (a) holds by placing the centre of the ball at any point of \( \Lambda \) far enough from \( p = (p', 0'' \prime) \)). If \( m = 2 \) then \( \Sigma \) is a line, and the product \( \Lambda = \Sigma \times L \) with any line \( L \subset \{0\}^m \times \mathbb{R}^k \) satisfies the desired conditions by placing the centre of the ball at any point of \( \Sigma \) far enough from \( p \). \( \square \)

The next observation only holds for \( n = 3 \) as shown by Example 1.9

**Corollary 1.6.** If \( C \) is a closed connected set in \( \mathbb{R}^3 \) whose complement \( \Omega = \mathbb{R}^3 \setminus C \) satisfies the conditions in Theorem 1.3 then \( C \) is convex.

**Proof.** Condition (a) in Theorem 1.3 implies that every point in \( \Omega \) can be separated from \( C \) by a hyperplane. Since \( C \) is connected, it lies in one of the halfspaces determined by this hyperplane. This shows that \( C \) is an intersection of halfspaces and hence is convex. \( \square \)

Note however that there are closed non-convex (disconnected) sets in \( \mathbb{R}^3 \) whose complement satisfies the conditions in Theorem 1.3. In particular, any compact set of zero Hausdorff length is such.

**Remark 1.7.** If \( C \) is a closed convex set in \( \mathbb{R}^3 \) with nonempty interior \( \hat{C} = C \setminus bC \) which is not \( \mathbb{R}^3 \), a halfspace, or a slab, then \( \hat{C} \) does not contain any affine 2-plane. By [14, Theorem 1.4] it follows that \( \hat{C} \) is hyperbolic (for minimal surfaces). Thus, the boundary \( bC \) is a hypersurface dividing \( \mathbb{R}^3 \) into the union of a flexible connected domain \( \Omega = \mathbb{R}^3 \setminus C \) and a hyperbolic domain \( \hat{C} \). An example is the graph \( x_3 = f(x_1, x_2) \) of a nonlinear convex function \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \). By considering the family of hypersurfaces \( \Sigma_c = \{x_3 = cf(x_1, x_2)\} \) for \( c \in \mathbb{R} \) we obtain a family of splittings of \( \mathbb{R}^3 \) into a flexible and a hyperbolic domain such that the character of the two sides gets reversed when \( c \) passes the value \( c = 0 \), at which point we have a pair of halfspaces that are neither flexible nor hyperbolic. A similar phenomenon in the complex world, splitting \( \mathbb{C}^n \) for \( n > 1 \) by a convex graphing hypersurface into an Oka domain and an unbounded Kobayashi hyperbolic domain, was described by Forstnerič and Wold in [23].

**Example 1.8.** If \( \Gamma \subset \mathbb{R}^2 \) is an open cone with vertex \( (0, 0) \) and angle \( \phi > \pi \), then the wedge (1.1)

\[
W = \left\{ (x_1, x_2, x_3) \in \mathbb{R}^3 : (x_2, x_3) \in \Gamma \right\}
\]
is flexible by Corollary 1.5. In this case, the conditions in Theorem 1.3 can be seen directly as follows. If \(\ell_1\) and \(\ell_2\) are the lines in \(\mathbb{R}^2\) supporting the two sides of the cone \(\Gamma\), then at each point \(p \in W\) the translate of one of these lines, together with the translate of the \(x_1\)-axis (the edge of the wedge \(W\)), span an affine 2-plane \(\Lambda \subset W\) satisfying conditions (a) and (b).

Minimal surfaces in wedges were studied in many papers; see [6 25 26 27 28 32 33], among others. Alarcón and López showed in [6] that every open Riemann surface, \(M\), admits a proper conformal minimal immersion in \(\mathbb{R}^3\) with the image contained in a wedge \(W\) of the form (1.1) with \(\Gamma \subset \mathbb{R}^2\) an open cone with vertex \((0, 0)\) and angle \(\phi > \pi\). Their construction also gives the approximation statement in Theorem 1.3. Indeed, the conditions in Theorem 1.3 conceptualize the construction method introduced in [6].

On the other hand, in dimensions \(n \geq 4\) there are flexible domains with non-convex complements satisfying conditions in Theorem 1.3. Here are some simple examples.

**Example 1.9.** Let \(\Omega\) be the domain in \(\mathbb{R}^4\) with coordinates \(x = (x_1, x_2, x_3, x_4)\) given by
\[
x_4 > -a_1 x_1^2 - a_2 x_2^2 + a_3 x_3^2
\]
for some constants \(a_1 \geq 0, a_2 > 0,\) and \(a_3 \in \mathbb{R}\). Then, \(\Omega\) satisfies the conditions in Theorem 1.3. Indeed, for every \(c \in \mathbb{R}\) the slice \(\Omega_c = \Omega \cap \{x_3 = c\}\) is concave and is strongly concave in the \(x_2\)-direction, so it is a union of tubes around affine 2-planes. Given an affine 2-plane \(\Lambda \subset \Omega_c\) and a ball \(0 \in B \subset \mathbb{R}^4\), we have \(p + B \subset \Omega\) for any point \(p = (p_1, p_2, p_3, p_4) \in \Lambda\) with sufficiently big \(p_2\) component. If \(a_3 > 0\) then \(\Omega\) is convex in the \(x_3\)-direction.

Another family of examples is wedges \(W \subset \mathbb{R}^n, n \geq 4\), given by
\[
x_4 > -a_2 |x_2| + a_3 |x_3|\quad \text{for some } a_2 > 0 \text{ and } a_3 \in \mathbb{R}.
\]
Every slice \(W \cap \{x_3 = \text{const}\}\) is a concave wedge as in Example 1.8 whose edge is the \(x_1\)-axis. Clearly, \(W\) satisfies the conditions in Theorem 1.3. If \(a_3 > 0\) then the wedge \(W\) is convex in the \(x_3\)-direction.

**Remark 1.10** (Flexible domains for branched minimal surfaces). The definition of flexibility (see Definition 1.1) carries over to the bigger class of conformal harmonic maps with branch points. The recently introduced hyperbolicity theory for minimal surfaces also uses this class of maps; see [14 20 19]. A nonconstant map in this class has isolated branch points and is conformal at all immersion points (see [4, Remark 2.3.7]). The approximation and interpolation techniques for conformal harmonic immersions, developed in [4], also hold for branched conformal harmonic maps with only minor adjustments of proofs. In particular, domains \(\Omega \subset \mathbb{R}^n\) which are shown in this paper to be flexible for conformal harmonic immersions are also flexible for branched conformal harmonic maps.

**Remark 1.11.** The flexibility property in Definition 1.1 is inspired by the notion of an *Oka manifold* — a complex manifold \(\Omega\) having the analogous properties for holomorphic maps \(M \to \Omega\) from an arbitrary Stein manifold \(M\); see [18 Sect. 5.4]. In the terminology used in Oka theory, this is the *Oka property with approximation and interpolation*. The statements of our results are simpler than those in Oka theory since there are no topological obstructions: an open connected surface \(M\) is homotopy equivalent to a wedge of circles, so every continuous map from a compact set \(K\) in \(M\) to a connected domain \(\Omega\) extends to a continuous map \(M \to \Omega\). One can formulate the corresponding parametric flexibility properties, in which
case topological obstructions may appear. The topological structure of the space of conformal minimal immersions $M \to \mathbb{R}^n$ from a given open Riemann surface $M$ was investigated in [21, 5]. Additional constraints appear for immersions into a given domain $\Omega \subset \mathbb{R}^n$. We do not investigate the parametric case in the present paper.

Holomorphic curves in $\mathbb{C}^n$ for $n \geq 2$ are also conformal minimal surfaces, possibly with branch points, and an analogue of Theorem 1.3 holds for them, with a similar proof. However, holomorphic curves in $\mathbb{C}^n$ constitute a very small subset of the space of conformal harmonic maps, with more available techniques for their construction. It is therefore not surprising that conditions in Theorem 1.3 can be weakened. In the following result, a holomorphic coordinate system on $\mathbb{C}^n$ may be related to a reference system by any biholomorphism of $\mathbb{C}^n$, and balls in condition (b) are replaced by balls in hyperplanes. The notion of flexibility is the same as in Definition 1.1 but pertaining to holomorphic maps from open Riemann surfaces. This coincides with the basic Oka property for complex curves; cf. [18, Theorem 5.4.4].

**Theorem 1.12.** Assume that $\Omega$ is a connected domain in $\mathbb{C}^n$ for $n \geq 2$ such that for every point $p \in \Omega$ there are holomorphic coordinates $z = (z', z_n)$ on $\mathbb{C}^n = \mathbb{C}^{n-1} \times \mathbb{C}$ centred at $p = \{z = 0\}$ and satisfying the following two conditions:

1. there is a constant $\delta > 0$ such that $\{(z', z_n) \in \mathbb{C}^n : |z'| < \delta\} \subset \Omega$, and
2. given $r > 0$ there is $v_n \in \mathbb{C}$ such that $\{(z', v_n) : |z'| < r\} \subset \Omega$.

Then, $\Omega$ is flexible for holomorphic maps $M \to \Omega$ from any open Riemann surface $M$. Furthermore, if $K$ is a compact Runge set in $M$ with piecewise $C^1$ boundary and $f : K \to \mathbb{C}^n$ is a continuous map which is harmonic on $K$ with $f(bK) \subset \Omega$, then $f$ can be approximated uniformly on $K$ by holomorphic maps $\tilde{f} : M \to \mathbb{C}^n$ satisfying $\tilde{f}(M \setminus \tilde{K}) \subset \Omega$.

Theorem 1.12 is proved in Section 3.

We also have the following analogue of Corollary 1.5 for holomorphic curves.

**Corollary 1.13.** Let $C$ be a closed convex set in $\mathbb{C}^n$ for $n \geq 2$. Then the domain $\Omega = \mathbb{C}^n \setminus C$ is flexible for holomorphic curves if and only if $C$ is not $\mathbb{C}$-affinely equivalent to a product $C = C' \times \mathbb{C}^{n-1}$, where $C'$ is a closed convex set in $\mathbb{C}$ which is not a point.

**Proof.** By the argument in the proof of Corollary 1.5 there is an integer $k \in \{0, 1, \ldots, n-1\}$ such that $C$ is $\mathbb{C}$-affinely equivalent to a domain $C' \times \mathbb{C}^k \subset \mathbb{C}^n$, where $C'$ is a closed convex set in $\mathbb{C}^m$ with $m = n - k \geq 1$ which does not contain any affine complex line.

If $m = 1$ and $C'$ is a point then $C$ is a complex hyperplane whose complement is flexible (and even Oka). If on the other hand $C'$ is not a point then $\mathbb{C} \setminus C'$ is Kobayashi hyperbolic by Picard’s theorem, and hence $\Omega = \mathbb{C}^n \setminus C = (\mathbb{C} \setminus C') \times \mathbb{C}^{n-1}$ fails to be flexible since every holomorphic map $\mathbb{C} \to \Omega$ has constant first component.

Assume now that $m \geq 2$. It suffices to prove that $\mathbb{C}^m \setminus C'$ is flexible. By the proof of Corollary 1.5 we find a splitting $\mathbb{C}^m = \mathbb{R}^{2m} = \mathbb{R}^s \times \mathbb{R}^l$ where $l + s = 2m$, $\mathbb{R}^l$ is a totally real subspace of $\mathbb{C}^m$, and $C' = E \times \mathbb{R}^l$ for some closed convex set $E \subset \mathbb{R}^s$ which does not contain any affine real line. Fix a point $p \in \mathbb{R}^s \setminus E$. By [7, Theorem 1.3.11] there is an affine real hyperplane $p \in \Sigma_0 \subset \mathbb{R}^s$ such that every hyperplane $p \in \Sigma \subset \mathbb{R}^s$ close enough to $\Sigma_0$ avoids $E$. Denote by $\Sigma^c \subset \mathbb{C}^m$ the unique affine complex hyperplane contained in the real hyperplane $\Sigma \times \mathbb{R}^l \subset \mathbb{C}^m$ and passing through $p$. Since the intersection of all hyperplanes
\(\Sigma\) as above equals \(p\), the intersection of the associated complex hyperplanes \(\Sigma^c\) is contained in \(\{p\} \times \mathbb{R}^l\). Since this subspace is totally real, the said intersection is trivial. In particular, there are hyperplanes \(\Sigma_1\) and \(\Sigma_2\) in this family such that \(\Sigma_1^c \neq \Sigma_2^c\). Pick an affine complex line \(p \in L \subset \Sigma_2^c\) which is transverse to \(\Sigma_1^c\). It is elementary to verify that \(L\) satisfies the conditions in Theorem 1.12 (where it corresponds to the complex line \(z' = 0\)). By translation invariance of \(C\) in the \(\mathbb{R}^l\) direction the same argument applies for every point \(p \in \mathbb{C}^m \setminus C'\). \(\square\)

**Remark 1.14.** The above proof of Corollary 1.13 also shows that a closed convex set in \(\mathbb{C}^m\) which does not contain an affine complex line is contained in the intersections of \(m\) halfspaces determined by \(\mathbb{C}\)-linearly independent vectors (see [15, Lemma 3] and [10, Proposition 3.5]).

It is shown in [23] that under mild geometric assumptions on a closed unbounded convex set in \(\mathbb{C}^n\) its complement is an Oka domain, a much stronger property.

We now describe a class of flexible domains for minimal surfaces which do not necessarily satisfy the hypotheses of Theorem 1.3. Recall [4, Sect. 8.1] that a real function \(\tau\) of class \(C^2\) on a domain \(D \subset \mathbb{R}^n\) is said to be \(p\)-plurisubharmonic for some \(p \in \{1, \ldots, n\}\) if at every point \(x \in D\) the Hessian \(\text{Hess}_\tau(x)\) has eigenvalues \(\lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n\) satisfying \(\lambda_1 + \cdots + \lambda_p \geq 0\); the function \(\tau\) is strongly \(p\)-plurisubharmonic if strong inequality holds at every point \(x \in D\). This is equivalent to the condition that the restriction of \(\tau\) to every minimal \(p\)-dimensional submanifold is a (strongly) subharmonic function. A compact set \(L \subset \mathbb{R}^n\) is said to be \(p\)-convex in \(\mathbb{R}^n\) if and only if there is a \(p\)-plurisubharmonic exhaustion function \(\tau : \mathbb{R}^n \to \mathbb{R}^+ = [0, +\infty)\) with \(L = \tau^{-1}(0)\) such that \(\tau\) is strongly \(p\)-plurisubharmonic on \(\mathbb{R}^n \setminus L\) (see [4, Definition 8.1.9 and Proposition 8.1.12]). A set \(L\) which is \(p\)-convex is also \(q\)-convex for any \(p < q \leq n\). A 1-plurisubharmonic function is a convex function, and a 1-convex set is a geometrically convex set. A 2-plurisubharmonic function is also called minimal plurisubharmonic, and a 2-convex set is called minimally convex.

**Theorem 1.15.** If \(L\) is a compact \(p\)-convex set in \(\mathbb{R}^n\) for \(n \geq 3\) and \(1 \leq p \leq \max\{2, n-2\}\), then the domain \(\Omega = \mathbb{R}^n \setminus L\) is flexible (see Definition 1.1). Furthermore, if \(K\) is a compact Range set with piecewise \(C^1\) boundary in an open conformal surface \(M\) and \(f : K \to \mathbb{R}^n\) is a conformal minimal immersion of class \(C^1(K)\) with \(f(bK) \subset \Omega\), then \(f\) can be approximated in \(C^1(K)\) by proper conformal minimal immersions \(\tilde{f} : M \to \mathbb{R}^n\) with \(\tilde{f}(M \setminus K) \subset \Omega\).

Theorem 1.15 is proved in Section 4. Besides Theorem 1.3 we use the Riemann–Hilbert modification technique for minimal surfaces developed in the papers [2, 13] and presented with more details in [4, Chapter 6].

There are many challenging open problems in this newly emerging area of minimal surface theory. The following seem to be among the most interesting ones.

**Problem 1.16.** Let \(\Omega \subset \mathbb{R}^3\) be a connected domain whose boundary \(\Sigma = b\Omega\) is a minimal surface. Note that every such domain is minimally convex (see [4, Corollary 8.1.15]).

(a) Does \(\Omega\) admit any conformal minimal immersions \(\mathbb{C} \to \Omega\)?

(b) If the answer to (a) is affirmative, is \(\Omega\) flexible?

(c) If the answer to (a) is negative, is \(\Omega\) (complete) hyperbolic?

If \(\Omega\) is a halfspace then the answer to (a) is affirmative but the domain is neither flexible nor hyperbolic. By [8, Theorem 1.1] and [19, Corollary 2.3] the answer to problem (a) is
negative if the minimal surface $\Sigma = b\Omega$ is nonflat and of bounded Gaussian curvature; in such case the domain $\Omega$ does not contain any parabolic minimal surfaces. The problem seems entirely open if $\Sigma$ has unbounded curvature. Problem (c) is open for all domains in $\mathbb{R}^3$ whose boundary is a nonflat minimal surface.

2. Preliminaries

In this section we recall the prerequisites and tools which will be used in the proofs. We refer to the monograph [4] for the details. We shall focus on the orientable case when the source surface is a Riemann surface. The corresponding techniques for nonorientable conformal minimal surfaces are developed in [3]. By using those methods, the proofs that we provide for the orientable case easily carry over to nonorientable surfaces.

The complex hypersurface in $\mathbb{C}^n$ for $n \geq 3$, given by

\[(2.1) \quad A = \{ z = (z_1, z_2, \ldots, z_n) \in \mathbb{C}^n : z_1^2 + z_2^2 + \cdots + z_n^2 = 0 \}, \]

is called the null quadric. An immersion $f = (f_1, \ldots, f_n) : M \rightarrow \mathbb{R}^n$ from an open Riemann surface is conformal minimal (equivalently, conformal harmonic) if and only if the $(1, 0)$-differential $\partial f = (\partial f_1, \ldots, \partial f_n)$ (the $\mathbb{C}$-linear part of the differential $df$) is holomorphic and satisfies the nullity condition $\sum_{i=1}^n (\partial f_i)^2 = 0$; see [4, Theorem 2.3.1]. Equivalently, fixing a nowhere vanishing holomorphic 1-form $\theta$ on $M$ (see [18, Theorem 5.3.1]), the map

\[(2.2) \quad h = 2\partial f/\theta : M \rightarrow \mathbb{C}^n \setminus \{0\} \]

is holomorphic and assume values in the punctured null quadric $A_\ast = A \setminus \{0\}$. Conversely, given a holomorphic map $h : M \rightarrow A_\ast$ such that the $\mathbb{C}^n$-valued holomorphic $(1, 0)$-form $h\theta$ has vanishing real periods on closed curves in $M$, we get a conformal minimal immersion $f : M \rightarrow \mathbb{R}^n$ by the Enneper–Weierstrass formula

\[f(p) = f(p_0) + \int_{p_0}^p \Re(h\theta) \quad \text{for} \quad p \in M,\]

where $p_0 \in M$ is a fixed reference point (see [4, Theorem 2.3.4]). We may also allow minimal surfaces to have branch points, corresponding to zeros of $\partial f$ which form a closed discrete set in $M$. In such case, a harmonic map $f$ is said to be conformal if it is conformal at all immersion points; equivalently, the holomorphic map $h = 2\partial f/\theta$ in (2.2) assumes values in $A$. Although the results mentioned in the sequel are formulated for immersed minimal surfaces, their proofs carry over to minimal surfaces with branch points.

**Definition 2.1** (Definition 1.12.9 in [4]). Let $M$ be a smooth surface. An *admissible set* in $M$ is a compact set of the form $S = K \cup E$, where $K \subseteq M$ is a finite union of pairwise disjoint compact domains with piecewise $C^1$ boundaries and $E = S \setminus K$ is a union of finitely many pairwise disjoint smooth Jordan arcs and closed Jordan curves meeting $K$ only at their endpoints (if at all) such that their intersections with the boundary $bK$ of $K$ are transverse.

Denote by $\mathcal{A}^r(S, \mathbb{C}^n)$ the space of maps $S \rightarrow \mathbb{C}^n$ of class $C^r$ which are holomorphic in the interior $S$ of a compact set $S \subset M$. The following is [4, Definition 3.1.2].

**Definition 2.2.** Let $S = K \cup E$ be an admissible set in a Riemann surface $M$, and let $\theta$ be a nowhere vanishing holomorphic 1-form on a neighbourhood of $S$ in $M$. A *generalized*
conformal minimal immersion \( S \to \mathbb{R}^n \) of class \( \mathcal{C}^r \), with \( n \geq 3 \) and \( r \geq 1 \), is a pair \((f, h\theta)\), where \( f : S \to \mathbb{R}^n \) is a \( \mathcal{C}^r \) map whose restriction to \( \tilde{S} = \tilde{K} \) is a conformal minimal immersion and the map \( h \in \mathcal{A}^{r-1}(S, A^r) \) satisfies the following two conditions:

(a) \( h\theta = 2\partial f \) holds on \( K \), and
(b) for every smooth path \( \alpha \) in \( M \) parameterizing a connected component of \( E = S \setminus K \) we have that \( \Re(\alpha^*(h\theta)) = \alpha^*(df) = d(f \circ \alpha) \).

With a slight abuse of language we call the map \( f \) itself a generalized conformal minimal immersion. The complex 1-form \( h\theta \) along \( E \) gives additional information — it determines a conformal frame field containing the tangent vector field to the path \( f \circ \alpha \).

**Lemma 2.3.** Let \( S = K \cup E \) be an admissible set in a Riemann surface \( M \), and let \( \theta \) be a nowhere vanishing holomorphic 1-form on a neighbourhood of \( S \). Let \( f : S \to \mathbb{R}^n \) for \( n \geq 3 \) be a continuous map such that \( f|_K : K \to \mathbb{R}^n \) is a conformal minimal immersion of class \( \mathcal{C}^r \), \( r \geq 1 \). Then there is a generalized conformal minimal immersion \((\tilde{f}, h\theta)\) from \( S \) to \( \mathbb{R}^n \) such that

(a) \( \tilde{f} = f \) on \( K \), and
(b) \( \tilde{f} \) approximates \( f \) uniformly on \( E \) as closely as desired.

**Proof.** We explain the proof in the case when \( E \) is a smooth embedded arc in \( M \) with the endpoints \( E \cap K = \{p, q\} \in bK \). The case when \( E \) is attached to \( K \) with one endpoint (or not at all) is similar, and the general case amounts to a finite application of these special cases.

Let \( \Omega \subset \mathbb{R}^n \) be a connected open neighbourhood of \( f(E) \). Choose a smooth uniformizing parameter \( t \in [0, 1] \) on the arc \( E \), with \( t = 0 \) corresponding to \( p \) and \( t = 1 \) corresponding to \( q \). Set \( h = 2\partial f/\theta : K \to A^r \). By [4, Lemma 3.5.4] we can extend \( h \) to a smooth path \( h : E \to A^r \), such that the map \( E \to \mathbb{R}^n \) given by \( \tilde{f}(t) = f(p) + \Re \int_0^t h\theta \) satisfies \( \tilde{f}(0) = f(p), \tilde{f}(1) = f(q) \), and \( \tilde{f}(t) \in \Omega \) for all \( t \in [0, 1] \). Hence, \((\tilde{f}, h\theta)\) is a generalized conformal minimal immersion on \( K \cup E \) which agrees with \((f, h\theta)\) on \( K \) such that \( f(E) \subset \Omega \).

To get a uniform approximation of \( f \) by \( \tilde{f} \), we split \( E \) into finitely many short subarcs and apply the same argument on each of them, matching the values of \( f \) at their endpoints. \( \square \)

The following is a simplified version of the Mergelyan approximation theorem for conformal minimal surfaces; see [4, Theorems 3.6.1] for the first part and [4, Theorems 3.7.1] for the second one. The nonorientable analogues are given by [4, Theorems 4.4 and 4.8].

**Theorem 2.4.** Assume that \( M \) is an open Riemann surface, \( S = K \cup E \) is an admissible Rameau set in \( M \), and \( n \geq 3 \) and \( r \geq 1 \) are integers. Then the following hold.

(a) Every generalized conformal minimal immersion \( f : S \to \mathbb{R}^n \) of class \( \mathcal{C}^r(S) \) can be approximated in \( \mathcal{C}^r(S) \) by conformal minimal immersion \( \tilde{f} : M \to \mathbb{R}^n \).
(b) If \( f = (f', f'') \) and \( f' = (f_1, \ldots, f_{n-2}) \) extends to a harmonic map \( M \to \mathbb{R}^{n-2} \) such that \( \sum_{i=1}^{n-2} (\partial f_i)^2 \) has no zeros on \( bK \cup E \), then the map \( f'' = (f_{n-1}, f_n) \) can be approximated in \( \mathcal{C}^r(S) \) by harmonic maps \( \tilde{f}'' : M \to \mathbb{R}^2 \) such that \( \tilde{f} = (f', \tilde{f}'') : M \to \mathbb{R}^n \) is a conformal minimal immersion.

In both cases it is possible to choose \( \tilde{f} \) such that it agrees with \( f \) to any given order at finitely many given points in \( \tilde{S} = \tilde{K} \).
Remark 2.5. Recall that every generalized conformal minimal immersion on an admissible set $S \subset M$ can be approximated by a full conformal minimal immersion in a neighbourhood of $S$; see [4, Definition 3.1.2 and Proposition 3.3.2]. It follows that the condition in part (b) of Theorem 2.4 that \( \sum_{i=1}^{n-2} (\partial f_i)^2 \) has no zeros on $bK \cup E$, is generic and can be arranged by a small deformation of $f$. See also the discussion at the beginning of [4, Sect. 3.7].

3. PROOF OF THEOREMS 1.3 AND 1.12

Throughout this section we assume that $M$ is an open Riemann surface and $\Omega$ is an open connected set in $\mathbb{R}^n$ for $n \geq 3$ satisfying the hypotheses of Theorem 1.3. We also fix a nowhere vanishing holomorphic 1-form $\theta$ on $M$.

The main step in the proof of Theorem 1.3 is given by the following lemma.

Lemma 3.1. Let $M$ be an open Riemann surface, and let $K$ and $L$ be smoothly bounded compact Runge domains in $M$ such that $K \subset L$ and $K$ is a deformation retract of $L$. Assume that $f : K \to \Omega$ is a conformal minimal immersion of class $C^r(K)$ for some $r \geq 1$. Given a finite set $A \subset K$ and numbers $\epsilon > 0$ and $k \in \mathbb{N}$, there is a conformal minimal immersion $\tilde{f} : L \to \Omega$ satisfying the following conditions:

(i) $\|\tilde{f} - f\|_{C^r(K)} < \epsilon$, and
(ii) $\tilde{f} - f$ vanishes to order $k$ at every point of $A$.

Proof. We follow a part of [4, proof of Theorem 3.10.3] with suitable modifications.

The assumptions imply that $L \setminus \bar{K}$ is a finite union of annuli. For simplicity of exposition we assume that $L \setminus \bar{K}$ is connected; in the general case we apply the same argument to each component. By condition (a) in Theorem 1.3 there are an integer $l \geq 2$ and a family of compact connected subarcs $\{\alpha_j : j \in \mathbb{Z}_l\}$ of $bK$ satisfying the following conditions.

(A1) $\alpha_j$ and $\alpha_{j+1}$ have a common endpoint $p_j$ and are otherwise disjoint for $j \in \mathbb{Z}_l$.
(A2) $\bigcup_{j \in \mathbb{Z}_l} \alpha_j = bK$.
(A3) For every $j \in \mathbb{Z}_l$ there is a Euclidean coordinate system $x = (x', x'')$ on $\mathbb{R}^n = \mathbb{R}^{n-2} \times \mathbb{R}^2$ and a number $\delta_j > 0$ such that

\[
\tag{3.1}
 f(\alpha_j) \subset W_j := \{ (x', x'') \in \mathbb{R}^n : |x'| < \delta_j \} \subset \Omega.
\]

(The coordinate system $x$ is related to a reference one by an element of the affine orthogonal group $AO(n)$.) For each $j \in \mathbb{Z}_l$ we connect the point $p_j \in bK$ to a point $q_j \in bL$ by a smooth embedded arc $\gamma_j \subset (L \setminus K) \cup \{p_j, q_j\}$ intersecting $bK$ and $bL$ transversely at $p_j$ and $q_j$, respectively, such that the arcs $\gamma_j$ for $j \in \mathbb{Z}_l$ are pairwise disjoint (see Figure 3.1). Hence,

\[
\tag{3.2}
 S = K \cup \bigcup_{j \in \mathbb{Z}_l} \gamma_j
\]

is an admissible subset of $M$ (see Definition 2.1). For each $j \in \mathbb{Z}_l$ we denote by $\beta_j \subset bL$ the arc with the endpoints $q_{j-1}$ and $q_j$ which does not contain any other point $q_i$ for $i \in \mathbb{Z}_l \setminus \{j - 1, j\}$. Note that $\bigcup_{j \in \mathbb{Z}_l} \beta_j = bL$. Let $D_j$ be the closed disc in $L \setminus \bar{K}$ bounded by the arcs $\alpha_j$, $\beta_j$, $\gamma_{j-1}$, and $\gamma_j$ (see Figure 3.1). It follows that $L \setminus \bar{K} = \bigcup_{j \in \mathbb{Z}_l} D_j$.

By Lemma 2.3 we can extend $f$ to a generalized conformal minimal immersion $(f', h\theta)$ on the admissible set $S$ in (3.2) such that for each $j \in \mathbb{Z}_l$, and writing $f = (f', f'')$ according to
Let the coordinate system $x = (x', x'')$ related to $j$, we have that
\begin{equation}
(3.3) \quad f(\gamma_j) \in W_j \cap W_{j+1}.
\end{equation}
Recall that the sets $W_j$ were defined in (3.1). Set $S_0 = S$ and consider the admissible sets
\begin{equation}
S_j = S \cup \bigcup_{i=1}^{j} D_i \subset M \quad \text{for } j = 1, 2, \ldots, l.
\end{equation}
Clearly, $S_l = L$. Set $f_0 = f$. By a finite induction we now construct generalized conformal minimal immersions $f_j : S_j \to \Omega$ for $j = 1, \ldots, l$ such that $f_j$ approximates $f_{j-1}$ in the $C^r$ topology on $S_{j-1}$ for every $j$; the map $f_1 : S_1 = L \to \Omega$ will then satisfy the lemma.

We explain the initial step, constructing $f_1$ from $f_0 = f$; the subsequent steps are similar. Let $x = (x', x'')$ be a coordinate system on $\mathbb{R}^n$ in which (3.1) holds for $j = 1$, and write $f = (f', f'')$ accordingly. By Theorem 2.4 we can approximate $f$ in $C^r(S)$ by a conformal minimal immersion on a neighbourhood of $S_1 = S \cup D_1$ which maps $S$ into $\Omega$ and satisfies conditions (3.1) and (3.3) for $j = 1$. To simplify the notation, assume that $f$ is such. Since $|f'| < \delta_1$ on $bD_1 \setminus \beta_1 = \alpha_1 \cup \gamma_0 \cup \gamma_1$, there is a disc $\Delta_1 \subset D_1$ as shown in Figure 3.1 (containing most of the disc $D_1$ except a thin neighbourhood of $bD_1 \setminus \beta_1$) such that
\begin{equation}
(3.4) \quad |f'| < \delta_1 \quad \text{on } D_1 \setminus \Delta_1,
\end{equation}
and hence $f(D_1 \setminus \Delta_1) \subset W_1 \subset \Omega$. Note that $S \cup \Delta_1$ is an admissible set which is Runge in $L$. Pick a ball $B \subset \mathbb{R}^n$ centred at $p = \{x = 0\}$ and containing $f(\Delta_1)$. By condition (b) in Theorem 1.3 there is a vector $v = (0', v'') \in \mathbb{R}^n$ such that $v + B \subset \Omega$. Consider the generalized conformal minimal immersion $g = (f', g'')$ on $S \cup \Delta_1$ with values in $\Omega$, where
\begin{equation}
g'' = \begin{cases} f'', & \text{on } S; \\ f'' + v'', & \text{on } \Delta_1. \end{cases}
\end{equation}
By the second part of Theorem 2.4 (see also Remark 2.5) we can approximate $g''$ on $S \cup \Delta_1$ by a harmonic map $\tilde{f}'' : S_1 \to \mathbb{R}^2$ such that $f_1 := (f', \tilde{f}'') : S_1 \to \mathbb{R}^n$ is a conformal minimal immersion. We claim that $f_1(S_1) \subset \Omega$ provided that the approximations were close enough. Since $f(S) \subset \Omega$, we have $f_1(S) \subset \Omega$ if the approximation is close enough on $S$. Since the first $n - 2$ components of $f_1$ agree with those of $f$, (3.4) ensures that $f_1(D_1 \setminus \Delta_1) \subset W_1 \subset \Omega$. Finally, from $f(\Delta_1) \subset B$, $v + B \subset \Omega$, and $g = (f', f'' + v'')$ on $\Delta_1$ we infer that $g(\Delta_1) \subset \Omega$, and hence $f_1(\Delta_1) \subset \Omega$ provided the approximation of $g''$ by $\tilde{f}''$ is close enough on $\Delta_1$.\[\]
This completes the first step of the induction. Applying the same argument to \( f_1 \) on \( S_1 = S \cup D_1 \) gives a conformal harmonic immersion \( f_2 : S_2 = S_1 \cup D_2 \rightarrow \Omega \). In the \( l \)-th step we get a conformal harmonic immersion \( f_l : S_l = L \rightarrow \Omega \) approximating \( f \) on \( K \).

\[ \square \]

Proof of Theorem 1.3 We follow [4] proof of Theorem 3.6.1, using Lemma 3.1 as the non-critical case in order to ensure that the images of our conformal minimal immersions lie in \( \Omega \). We explain the main idea and refer to the cited source for further details.

The inductive construction in the cited source gives a conformal minimal immersion \( \tilde{f} : M \rightarrow \mathbb{R}^n \) as a limit of a sequence of conformal minimal immersions \( f_i : M_1 \rightarrow \mathbb{R}^n \) \((i \in \mathbb{N})\), where the increasing sequence of smoothly bounded compact Runge domains \( M_1 \subset M_2 \subset \cdots \subset \bigcup_{i=1}^{\infty} M_i = M \) exhausts \( M \), and for every \( i \in \{2, 3, \ldots\} \) the map \( f_i \) approximates \( f_{i-1} \) on \( M_{i-1} \). In the case at hand we must pay attention to find \( f \) assuming values in \( \Omega \).

Pick a strongly subharmonic Morse exhaustion function \( \rho : M \rightarrow \mathbb{R}_+ \). The inductive construction alternately uses the noncritical and the critical case. The noncritical case amounts to extending (by approximation) a conformal minimal immersion with values in \( \Omega \) from a sublevel set \( K = \{ \rho \leq c \} \) to a larger sublevel set \( L = \{ \rho \leq c' \} \) with \( c' > c \), provided that \( \rho \) has no critical values in the interval \([c, c']\). This is accomplished by Lemma 3.1. The critical case amounts to passing a critical point \( p \) of \( \rho \); the topology of the sublevel set changes at \( p \). We may assume that this is the only critical point on the level set \( \{ \rho = \rho(p) \} \). This is achieved by extending a conformal minimal immersion from a sublevel set \( K = \{ \rho \leq c \} \), with \( c < \rho(p) \) sufficiently close to \( \rho(p) \) such that \( \rho \) has no critical values in \([c, \rho(p)]\), as a generalized conformal minimal immersion across a smooth arc \( E \subset M \) attached to \( K \) such that the admissible set \( S = K \cup E \) is a deformation retract of the sublevel set \( \{ \rho \leq c' \} \) for \( c' > \rho(p) \) close enough to \( \rho(p) \). By Lemma 2.3, the extension of \( f \) from \( K \) to \( K \cup E \) can be chosen such that \( f(E) \subset \Omega \). Together with Theorem 2.4 (a) (the Mergelyan approximation theorem) this reduces the proof to the noncritical case furnished by Lemma 3.1. This shows that the domain \( \Omega \) is flexible.

Interpolation on a discrete set in \( M \) is handled in a similar way, and we refer to [4] proof of Theorem 3.6.1] for the details. This also gives Proposition 1.2.

The proof of the last claim, where \( f : K \rightarrow \mathbb{R}^n \) is a conformal minimal immersion satisfying \( f(bK) \subset \Omega \), requires minor but obvious modifications. The main point is that the proof of Lemma 3.1 can be carried out so that the approximating map \( \hat{f} \) takes \( L \setminus K \) into \( \Omega \), and the same is true for the extension across an arc required in the critical case.

\[ \square \]

Proof of Theorem 1.12 Using the same scheme as in the proof of Theorem 1.3 just given, we need a modification in the induction step in the proof of Lemma 3.1 to accommodate the weaker assumption in condition (b) in the theorem.

We shall use the notation in the proof of Lemma 3.1, see Figure 3.1. We begin by uniformly approximating the given map \( f : K \rightarrow \Omega \) in the theorem by a holomorphic map from a neighbourhood of the admissible set \( S \) to \( \Omega \). This is possible by the Bishop–Mergelyan approximation theorem; see [9] and [17, Theorems 5 and 6]. (Analogous arguments apply to holomorphic immersions.)

Consider now the first step of the induction, whose goal is to construct a holomorphic map \( f_1 : S_1 = S \cup D_1 \rightarrow \Omega \) which approximates the given map \( f = f_0 \) on \( S = S_0 \). Let \( z = (z', z_n) \)
be a holomorphic coordinate system on $\mathbb{C}^n$ as in the assumption of the theorem such that
\begin{equation}
(3.5) \quad f(\alpha_1 \cup \gamma_1 \cup \gamma_2) \subset W_1 = \{(z', z_n) \in \mathbb{C}^n : |z'| < \delta_1\} \subset \Omega.
\end{equation}
Write $f = (f', f_n)$ accordingly. By Mergelyan approximation on $S$ we may assume that $f$ is holomorphic on (a neighbourhood of) the admissible set $S_1 = S \cup D_1$. Pick a sufficiently large disc $\Delta_1 \subset D_1$ as in Figure 3.1 such that
\begin{equation}
(3.6) \quad |f'| < \delta_1 \text{ on } D_1 \setminus \Delta_1.
\end{equation}
Choose $r > 0$ such that
\begin{equation}
(3.7) \quad |f'| < r \text{ on } D_1.
\end{equation}
By condition (b) in the theorem there is $v_n \in \mathbb{C}$ such that $\{(z', v_n) : |z'| \leq r\} \subset \Omega$. Hence, for $\eta > 0$ small enough we have that
\begin{equation}
(3.8) \quad \{(z', z_n) : |z'| \leq r, |z_n - v_n| \leq \eta\} \subset \Omega.
\end{equation}
Consider the function $g_n$ on $S \cup \Delta_1$ defined by
\begin{equation}
(3.9) \quad g_n = \begin{cases} f_n, & \text{on } S; \\ v_n, & \text{on } \Delta_1. \end{cases}
\end{equation}
By Mergelyan’s theorem we can approximate $g_n$ on $S \cup \Delta_1$ by a holomorphic function $\tilde{f}_n$ on a neighbourhood of $S_1 = S \cup D_1$. Consider the holomorphic map $f_1 := (f', \tilde{f}_n) : S_1 \to \mathbb{C}^n$. We claim that $f_1(S_1) \subset \Omega$ if the approximations are close enough. Since $f(S) \subset \Omega$, we have that $f_1(S) \subset \Omega$ if the approximation is close enough on $S$. Since the first $n - 1$ components of the map $f_1$ agree with those of $f$, condition (3.6) ensures that $f_1(D_1 \setminus \Delta_1) \subset W_1 \subset \Omega$, where the latter inclusion holds by (3.5). Finally, from (3.7), (3.8), and (3.9) it follows that $f_1(\Delta_1) \subset \Omega$ provided that the approximation of $g_n$ by $\tilde{f}_n$ is close enough on $\Delta_1$.

This completes the first step of the induction in the proof of Lemma 3.1 adjusted to this case. The subsequent steps are analogous. Using this version of Lemma 3.1 for holomorphic maps, Theorem 1.12 is obtained by following the scheme of proof of Theorem 1.3.

4. Proper Minimal Surfaces in Complements of Minimally Convex Sets

We begin this section by proving Theorem 1.15. The proof relies on Theorem 1.3 and the Riemann–Hilbert modification technique for minimal surfaces, developed in the papers [2, 13] and presented in more detail in [4, Chapter 6]. This technique allows one to push the boundary of a bordered minimal surface to higher levels of a $p$-plurisubharmonic exhaustion function for $p$ as in Theorem 1.15. We then present Corollary 4.3 which gives proper conformal minimal surfaces in $\mathbb{R}^n$ lying in the complement of a compact strongly $p$-convex compact set $L \subset \mathbb{R}^n$ for suitable values of $p$ and touching $L$ only at a given point.

Proof of Theorem 1.15 Let $L$ be a compact $p$-convex set in $\mathbb{R}^n$ for some $n \geq 3$ and $1 \leq p \leq \max\{2, n - 2\}$. Set $\Omega = \mathbb{R}^n \setminus L$, and assume that $f : K \rightarrow \Omega$ is a conformal minimal immersion from a compact Runge set $K$ with piecewise $C^1$ boundary in an open conformal surface $M$. The Mergelyan theorem for minimal surfaces (see Theorem 2.4) gives a conformal minimal immersion $f_0 : M \rightarrow \mathbb{R}^n$ which approximates $f$ as closely as desired in $C^1(K)$.
Thus, there is a compact bordered Riemann surface $M_1 \subset M$ containing $K$ in its interior such that $K$ is Runge in $M_1$, $M_1$ is Runge in $M$, and $f_0(M_1) \subset \Omega$.

Since the set $L \subset \mathbb{R}^n$ is $p$-convex, there is a $p$-plurisubharmonic exhaustion function $\tau : \mathbb{R}^n \to \mathbb{R}_+$ with $L = \tau^{-1}(0)$ such that $\tau$ is strongly $p$-plurisubharmonic on $\Omega = \mathbb{R}^n \setminus L$ (see [4, Proposition 8.1.12]). Pick a closed cube $P \subset \mathbb{R}^n$ centered at the origin and a number $c > 0$ such that $L \subset P \subset \{\tau < c\}$. By using the Riemann–Hilbert modification method adapted to minimal surfaces, we can push the boundary of the compact bordered Riemann surface $f_0 : M_1 \to \Omega$ to higher levels of $\tau$ while approximating the map $f_0$ as closely as desired on the compact subset $K$ and not dropping the values of $\tau$ more than a given amount on $M_1 \setminus K$ (see [4, Lemma 8.4.6, Theorem 8.3.1, Theorem 8.3.11]). This gives a conformal minimal immersion $f_1 : M_1 \to \mathbb{R}^n$ which approximates $f$ on $K$ and satisfies $$f_1(M_1) \subset \Omega \quad \text{and} \quad \tau(f_1(\zeta)) > c \text{ for all } \zeta \in bM_1.$$ Therefore, $f_1$ maps a neighbourhood of $bM_1$ to $\mathbb{R}^n \setminus P \subset \Omega$.

The inductive construction in [4, proof of Theorem 3.10.3] gives a proper conformal minimal immersion $\tilde{f} : M \to \mathbb{R}^n$ as a limit of a sequence of conformal minimal immersions $\tilde{f}_i : M_i \to \mathbb{R}^n$, where the increasing sequence of smoothly bounded compact Runge domains $M_1 \subset M_2 \subset \cdots \subset \bigcup_{i=1}^{\infty} M_i = M$ exhausts $M$, and for every $i \in \{2, 3, \ldots\}$ the map $\tilde{f}_i$ approximates $f_{i-1}$ on $M_{i-1}$ and the set $\tilde{f}_i(M_i \setminus M_{i-1})$ is not much closer to the origin than $f_{i-1}(bM_{i-1})$. Starting from the map $\tilde{f}_1 = f_1 : M_1 \to \Omega$ we thus obtain a proper conformal minimal immersion $\tilde{f} : M \to \mathbb{R}^n$ which approximates $f_1$ on $M_1$ and maps $M \setminus M_1$ to $\mathbb{R}^n \setminus P \subset \Omega$. Hence, $\tilde{f}(M) \subset \Omega$ and $\tilde{f}$ approximates $f$ on $K$ as closely as desired. Interpolation on a finite subset of $K$ is easily built into the construction. This shows that the domain $\Omega = \mathbb{R}^n \setminus L$ is flexible.

The same construction applies if $f : K \to \mathbb{R}^n$ is a conformal minimal immersion from a compact Runge set $K$ with piecewise $C^1$ boundary in an open conformal surface $M$ such that $f(bK) \subset \Omega = \mathbb{R}^n \setminus L$, and it gives a proper conformal minimal immersion $\tilde{f} : M \to \mathbb{R}^n$ with $\tilde{f}(M \setminus K) \subset \Omega$ and satisfying the other conditions in the theorem. \hfill \square

We now present a corollary to (the proof of) Theorem 15 which is analogous to the main result in [16] for the complex analytic case. (The result of [16] also follows from [22, Theorem 15] with $X'$ a point and with jet-interpolation of the map at this point.)

Recall that $\mathbb{D}$ denotes the open unit disc in $\mathbb{C}$. Let $L \subset \mathbb{R}^n$ be a closed smoothly bounded domain. Fix a point $x \in bL$ and let $\tau$ be a smooth local defining function for $L$ near $x$, i.e., $\tau$ is defined on a neighbourhood $U \subset \mathbb{R}^n$ of $x$ and satisfies $L \cap U = \{\tau \leq 0\}$ and $d\tau(x) \neq 0$.

**Definition 4.1.** A smooth map $f : \mathbb{D} \to \mathbb{R}^n$ with $f(0) = x \in bL$ touches $L$ to a finite order $k \in \mathbb{N}$ at $x$ if $(\tau \circ f)(z) \geq c|z|^k$ holds for some $c > 0$ and for $z \in \mathbb{D}$ near the origin.

Clearly this implies that $f(r\mathbb{D}) \cap L = f(0)$ for some $r > 0$. The definition does not depend on the choice of the defining function, and it extends to smooth maps from surfaces.

**Remark 4.2.** If $bL$ is real analytic at $x \in bL$ and we choose the local defining function $\tau$ to be real analytic, the classical Łojasiewicz inequality [31] implies that if $f : \mathbb{D} \to \mathbb{R}^n$ is a real analytic map (every harmonic map is such) satisfying $f(0) = x$ and $f(z) \notin L$ for $0 \neq z \in \mathbb{D}$
close to 0, then \((\tau \circ f)(z) \geq c|z|^k\) holds for some \(c > 0, k \in \mathbb{N}\) and for \(z \in \mathbb{D}\) near the origin. In other words, if \(f\) touches \(L\) at an isolated point then the contact is of finite order.

A closed smoothly bounded domain \(L \subset \mathbb{R}^n\) is said to be strongly minimally convex if at every point \(x \in bL\) the interior principal curvatures \(\nu_1 \leq \nu_2 \leq \cdots \leq \nu_{n-1}\) of \(bL\) satisfy \(\nu_1 + \nu_2 > 0\) (see [4, Definition 8.1.18.]). Such a domain \(L\) is not 2-convex at \(x\) from the outside [24, Remark 3.12], and hence there is an embedded conformal minimal disc in \((\mathbb{R}^n \setminus L) \cup \{x\}\) centred at \(x\) and touching \(L\) to the second order at \(x\) (see [24, Lemma 3.13]).

**Corollary 4.3.** Let \(L\) be a compact \(p\)-convex set with smooth boundary in \(\mathbb{R}^n\) for \(n \geq 3\) and \(1 \leq p \leq \max\{2, n - 2\}\). Given an open conformal surface \(M\), a compact Runge subset \(K \subset M\) with piecewise \(C^1\) boundary, a point \(\zeta \in K\), and a conformal minimal immersion \(f : K \to \mathbb{R}^n\) of class \(C^1(K)\) that touches \(L\) to a finite order at \(f(\zeta) = x \in bL\) (see Definition 4.1 and Remark 4.2) and satisfies \(f(K \setminus \{\zeta\}) \cap L = \emptyset\), there exists a proper conformal minimal immersion \(\tilde{f} : M \to \mathbb{R}^n\) with \(\tilde{f}(\zeta) = x\) which approximates \(f\) as closely as desired in \(C^1(K)\), it agrees with \(f\) at any given finite order at \(\zeta\), and it satisfies \(\tilde{f}(M \setminus \{\zeta\}) \cap L = \emptyset\).

In particular, if \(L\) is a compact strongly minimally convex set in \(\mathbb{R}^n\) \((n \geq 3)\) then for every point \(x \in bL\), open conformal surface \(M\), and point \(\zeta \in M\) there is a proper conformal minimal immersion \(f : M \to \mathbb{R}^n\) such that \(f(\zeta) = x\) and \(f(M \setminus \{\zeta\}) \cap L = \emptyset\).

In the proof we shall need the following lemma, which can be proved similarly as [16, Lemma 2.2] for the complex analytic case, using the Taylor expansion and Cauchy’s estimates for harmonic functions. For more general results concerning the order of contact of complex curves with hypersurfaces, see D’Angelo [12, 13].

**Lemma 4.4.** Let \(L \subset \mathbb{R}^n\) be a compact smoothly bounded domain and \(f : \mathbb{D} \to \mathbb{R}^n\) be a conformal harmonic map touching \(L\) to a finite order at \(f(0) = x \in bL\) (see Def. 4.7). There are \(r \in (0, 1)\) and an integer \(k \geq 1\) such that for any \(r' \in (r, 1)\) there exists \(\epsilon > 0\) satisfying the following condition: For any conformal harmonic map \(g : \mathbb{D} \to \mathbb{R}^n\) such that \(f - g\) vanishes to order \(k\) at \(0 \in \mathbb{D}\) and satisfies \(|f(z) - g(z)| < \epsilon\) for \(|z| \leq r'\), we have that \(g(r\mathbb{D} \setminus \{0\}) \cap L = \emptyset\).

**Proof of Corollary 4.3** Assume that \(f : K \to \mathbb{R}^n\) satisfies the stated conditions. By Lemma 4.4 there are an open neighbourhood \(V \subset M\) of \(\zeta\) and an integer \(k > 0\) such that any conformal minimal immersion \(g : K \to \mathbb{R}^n\), which agrees with \(f\) to order \(k\) at \(\zeta\) and approximates \(f\) sufficiently closely on \(K\), touches \(L\) to a finite order at \(x\) and \(g(V)\) intersects \(L\) exactly at \(x\). Since \(f(K \setminus V)\) is a compact subset of \(\mathbb{R}^n \setminus L\), we also have that \(g(K \setminus V) \subset \mathbb{R}^n \setminus L\) provided that \(g\) approximates \(f\) sufficiently closely on \(K\).

By Theorem 1.15 there is a proper conformal minimal immersion \(\tilde{f} : M \to \mathbb{R}^n\) with \(\tilde{f}(M \setminus K) \subset \mathbb{R}^n \setminus L\) that approximates \(f\) as closely as desired on \(K\) and agrees with \(f\) to order \(k\) at \(\zeta\). If the approximation on \(K\) is close enough then \(\tilde{f}\) has all required properties.

The last claim follows from the observation that if \(L\) is strongly minimally convex then for every point \(x \in bL\) there is an embedded conformal minimal disc in \((\mathbb{R}^n \setminus L) \cup \{x\}\) centred at \(x\) and touching \(L\) to the second order at \(x\) (see [24, Lemma 3.13]).
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