Scale adaptive region covariance descriptor for visual tracking
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Abstract. This paper presents an adaptive approach for scale estimation in a tracking-by-detection framework. The proposed method works by learning covariance descriptor based on multi-layer instance search region. Our results show that the proposed approach significantly improves the performance in term of detection rate compared to region covariance descriptor with using a fixed bounding box (single scale). From this work, it is believed that we have constructed a greater solution in choosing best layer for this descriptor, permitting to move forward to the next issues such as fast motion or motion blur for achieving a robust tracking system.

1. Introduction

Visual tracking is an important topic in computer vision application. The performance of the tracking process depends on some issues such as scale variation, motion blur, in-plane rotation, out of plane rotation, fast motion etc. Scale estimation is a challenging problem in visual tracking. Most existing approaches provide inferior performance when they encountered with scale variations in complex image sequences [1], [2], [3], [4], [5], [6]. Region covariance descriptor has shown some potentials based on the result of previous resources [12], [13]. Visual tracking problem arises when using region covariance descriptor (hereinafter abbreviated as “Cov tracker”) tracking the target moves in scale variation. This is because it does not consider the scale of the target, thus the position of the target cannot be estimated accurately. By using a fixed bounding box (single scale), it is hard to adjust to the changeable object scale. It will lose object information, or it will introduce background information.

To overcome the limitations of a rigid bounding box, we present a novel tracking-by-detection approach which is based on the Cov tracker.

4 To whom any correspondence should be addressed.
In this work, a new approach for estimating the position and scale of a single object is shown in Figure 1. For region appearance representation, we propose an enhanced Cov tracker, called Multi-layer Instance Search region for Online Localization model (hereinafter abbreviated as “MISOL”). The proposed scale estimation method (MISOL) is described in Section 3.

2. Region Covariance Descriptor
For the appearance model, we use the region covariance descriptor [12] as the observation model. The region covariance descriptor can describe the object more accurately by combining different types of spatial and temporal features naturally. Since the dimension of the covariance matrix depends only on the number of the features we used, the problem of high calculation cost in high dimension is avoided. In this work, we select the feature vector as

\[ F(i) = [f_1, f_2, \ldots, f_n] \quad (1) \]

where \( \{f_i\}^n \) are \( d \) dimensional feature column vectors associated with the pixel index \( i \), and \( n \) is the number of total pixels in the image. Feature vectors generated for each pixel. Then the covariance matrix is calculated by

\[ C_r = \frac{1}{MN} \sum_{k=1}^{MN} (f_k - \mu_r)(f_k - \mu_r)^T \quad (2) \]

where \( r \) indicates the rectangle region with the scale: \( MN \), and \( \mu_r \) is the mean of all vectors in the region \( r \). In this way, the region \( r \) is represented as a \( MN \) covariance matrix. Since covariance matrices lie on the Riemannian space rather than the Euclidean space, the Bhattacharyya distance, which is often used for histogram distance metric, cannot be used to measure the distance of covariance matrices. Therefore, the dissimilarity between two covariance matrices is proposed in [12] and calculated by

\[ \rho(C_i, C_j) = \sqrt{\sum_{k=1}^{d} \ln^2 \lambda_k(C_i, C_j)} \quad (3) \]

where \( C_i \) and \( C_j \) are covariance matrices of the target model and the candidate particle, respectively; \( \lambda_k \) is the generalized eigenvalue between \( C_i \) and \( C_j \). Lastly, find target region with minimum distance [12] as the matching region.

\[ \rho_{\text{min}} = \arg \min \rho(C_i, C_j) \quad (4) \]

where \( \rho_{\text{min}} \) is the covariance matrix distance.

3. Proposed multi-layer instance search region for online localization model
Multi-layer approach is used for searching area. After the position estimation, the scale of target is estimated by using multi-layer which is similar to these methods [7], [8], [9] introduced. The basic pipeline of our algorithm of position and scale estimation are shown in Figure 1. The key idea of our method is the same as Cov tracker, but we introduce sampling strategies for feature extraction called MISOL. The target is modelled hierarchically at multi-layer instance (e.g. take 4 layers for example [14]). Following the logic of the model construction and the order of model updating, this section first
introduces the bottom layer model, since the initial features are extracted from this layer. Then, we introduce the bottom layer which is followed by the next top layer. Each layer with minimum distance, \( \rho_{\text{min}} \) [12] as the matching region respectively. After that comparison between two \( \rho_{\text{min}} \) (e.g. layer 1 and layer 2) to find the best matched distance (minimum distance).

**Figure 1.** Pipeline of our algorithm.

### 4. Subjects and method

In this section, it consists of the proposed method, testing image sequences and experiments setting.

#### 4.1. Proposed method

In this section, we first revisit the Cov tracker in Section 2 and the proposed scale estimation method (MISOL) is described in Section 3. The proposed tracking algorithm is tested (four different layers) challenging image sequences from [10]. A bounding box, which includes the coordinates \((x, y)\) of the upper-left corner and the box size (width and height), is used to representing the tracking result in that frame. Following the conventions of [10], our method initialises its target model by using only a given bounding box in the first frame, without any prior information on the target category. Figure 2 shows the flow chart of MISOL algorithm. The proposed method was developed based on the covariance tracking framework.

**Figure 2.** Flowchart of the proposed MISOL algorithm
4.2. Testing image sequences
To evaluate the performance of our proposed MISOL algorithm, we conduct experiments on four challenging image sequences (datasets). The basic information of testing image sequences is the image sequences name, number of frames and the factors that affect the performance of tracking have been listed in Table 1. The total number of all frames is 2711. On these sequences, the object appearances are varied by several factors, including fast motion, out of plane rotation, occlusion, scale variation, background clutters, deformation, low resolution, background clutters, etc. The factors like the scale variation is the main emphasis that we will highlight in this paper.

Table 1. Details and challenges of image sequences in our experiments

| Image sequences | Number of frames | Main challenging factors                           |
|-----------------|------------------|---------------------------------------------------|
| Bolt            | 350              | Occlusion, deformation, in-plane rotation, **out of plane rotation** |
| Walking2        | 500              | **Scale variation**, occlusion, low resolution     |
| Crossing        | 120              | **Scale variation, out of plane rotation**, background clutters, deformation, fast motion |
| Liquor          | 1741             | **Scale variation**, motion blur, **out of plane rotation**, occlusion, background clutters, fast motion, out-of-view |

4.3. Experiments setting
For each image sequences, the location of the target object is manually labelled in the first frame. This means that in the first frame, the target object is initialized manually by a bounding box with prior knowledge. The initial parameters of proposed algorithm are set as: search region, \( d = 20 \), search window, \( e = 5 \) and scaling factor, \( sf = 0.9 \) as shown in Figure 3.

![Figure 3. Initial parameters setting](image-url)
In this work, we select the feature vector as

$$\mathbf{F}(I) = [R \ G \ B \ V \ H \ E]$$  \hspace{1cm} (5)

where $R$, $G$, $B$ represent the red, green and blue values of the pixel, $V$, $H$, $E$ represent the vertical, horizontal and edge values of the grey value. In this way, the region is represented as a 6 x 6 covariance matrix.

5. Results and analysis

Figure 4 till Figure 7 shows the tracking precision for a range of distance thresholds, and the percentages of frames that the tracker is within that distance of the ground truth. In general, our methods (Layer 1, 2, 3 and Layer 4) obtain more precise results on the four challenging sequences compare to Cov tracker. Table 2 summarizes these plots, chose the threshold 20 and report the precision at this point in the curve (e.g. this is the percent of frames for which the tracker was less than 20 pixels from the ground truth). This threshold is used by [11].

The result shows that the proposed method has improved the tracking precision although the results are different. The difference between our methods with Cov tracker can been seen due to the increase of 0.62 (Layer 1), 0.65 (Layer 2), 0.65 (Layer 3) and 0.64 (Layer 4). This is caused by the introduction of multi-scale (e.g. MISOL) as compared to the single scale. In the last row, which is labelled as average, our method (Layer 2 & 3) algorithm obtains the highest average as compared to the others. The second-best result is presented by our method (Layer 4) as compared to the other trackers.

![Figure 4. Precisions plots for Bolt image sequence](image-url)
Figure 5. Precisions plots for Walking2 image sequences

Figure 6. Precisions plots for Crossing image sequences
Figure 7. Precisions plots for Liquor image sequences

Table 2. Tracker precision at a threshold of 20 (percentage of frames where the predicted location is within 20 pixels of the ground truth)

| Image Sequences | Cov  | Layer 1 | Layer 2 | Layer 3 | Layer 4 |
|-----------------|------|---------|---------|---------|---------|
| Bolt            | 0.64 | 0.75    | 0.74    | 0.70    | 0.64    |
| Walking2        | 0.10 | 0.39    | 0.53    | 0.58    | 0.59    |
| Crossing        | 0.83 | 0.98    | 0.98    | 0.99    | 0.96    |
| Liquor          | 0.28 | 0.59    | 0.36    | 0.31    | 0.36    |
| Average         | **0.46** | **0.62** | **0.65** | **0.65** | **0.64** |

6. Discussion

The proposed MISOL algorithm has successfully improved the tracking performance compared to the Cov tracker. The overall results of the proposed algorithm show an improvement in terms of tracking performance details as tracker precision has increased. This shows that by applying the new approach of a search region for online localization, the tracker could be adequately improved especially in addressing scale variation issue. The result shows that the value of tracker precision has increased, MISOL with Layer 2 and Layer 3 performs the best compared to the Cov tracker and others. The result shows that the consequences of the new technique in MISOL algorithm are the value of tracker precision has increased as compared to the Cov tracker. The main problem with visual tracking is drifting was reduced.

7. Conclusion

In this paper, we propose a region covariance descriptor tracking method with MISOL. Our tracker locates the target by adopting the multi-layer instance search region for online localization to realize a more accurate tracking method. It has been confirmed by experiments and evaluations that the proposed MISOL algorithm presents better performance compared with Cov tracker without the scale. However, the MISOL algorithm has a few limitations as identified by the experiment results. Based on the performance results, there are no right layer that can be selected for all image sequences especially
object in fast motion or motion blur. In the next future research, a new process / technique will be proposed to ensure that our tracker performances are improved specially to solve scale variation with the fast motion or motion blur issues.
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