The asset price bubbles in emerging financial markets: a new statistical approach
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Abstract

The bubble is a controversial and important issue. Many methods which based on the rational expectation have been proposed to detect the bubble. However, for some developing countries, e.g., China, the asset markets are so young that for many companies, there are no dividends and fundamental value, making it difficult (if not impossible) to measure the bubbles by existing methods. Therefore, we propose a simple but effective statistical method and three statistics (that is, C, U, V) to capture and quantify asset price bubbles, especially in immature emerging markets. To present a clear example of the application of this method to real world problems, we also applied our method to re-examine empirically the asset price bubble in some stock markets. Our main contributions to current literature are as follows: firstly, this method does not rely on fundamental value, the discount rates and dividends, therefore is applicable to the immature markets without the sufficient data of such kinds; secondly, this new method allows us to examine different influences (herding behavior, abnormal fluctuation and composite influence) of bubble. Our new statistical approach is, to the best of our knowledge, the only robust way in existing literature to to quantify the asset price bubble especially in emerging markets.
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1 Introduction

Asset price bubble, defined as significant persistent deviations from fundamental value (Blanchard and Watson, 1983; Blanchard, 1979; Diba and Grossman, 1987; Froot and Obstfeld, 1991; Chen and He, 2013), is always an intensively discussed yet controversial issue, especially after the recent US subprime mortgage crisis in 2007.

What is a bubble? Is it rational or irrational? This is the simplest question and the start point of any researches on bubbles. Many theories have been proposed to answer this question, among which the widely accepted are the rational and irrational expectation bubbles. For the irrational bubbles, the scholars considered that the investors are bounded rational and tried to explain the bubbles from the phycology and behavior finance. Black (1986) firstly proposed the concept of noise traders, and based on the previous work, many models, such as noise trader models (De Long et al., 1990), popular models (Shiller, 1990), have been proposed to explain the formation of bubbles. However, it is irrelevant and pointless to insist such an ideological belief when answering such an important question. So far, both rational and irrational beliefs failed to a large extent in quantifying a bubble in real markets, especially in those immature emerging markets.

Then, another successive question arises consequently: how do we quantify a bubble? Most of these works were based on the simulation and experimental economics (Chen and He, 2013). However, lacking of mathematical framework lead these theories hardly to detect weather there are bubbles in real economy. In order to answer this question, the mainstream researches are focused on the rational bubble, which is based on the framework of rational expectation (Blanchard and Watson, 1983; Blanchard, 1979). Many econometric methods, such as variance bounds tests (Shiller, 1981), West’s two-step tests (West, 1987), integration/cointegration based tests (Diba and Grossman, 1987, 1988) and intrinsic bubbles (Froot and Obstfeld, 1991), etc, have been proposed to detect the existence of bubbles. However, the results seem controversial based on these methods which are usually in ad hoc manner. Even for the same issue, different researches may give completely opposite results, just because of relaxing some assumption on the fundamentals (Gürkaynak, 2008). For example, a less restrictive fundamentals model, by allowing for time-varying discount rates, risk aversion, or structural breaks, can allow the fundamentals part of the model to fit the data better and leave less room for a bubble (Gürkaynak, 2008).

Basically, the main idea behind the existing theoretical and experimental methods is to compare the price and fundamental value. Since the fundamental value is usually unobservable, these methods were designed to study the relationship between the price and dividends. However, for some developing and emerging markets, especially China, in which the Shanghai Stock Exchange and Shenzhen Stock Exchange were set up in 1990, the capital markets are so young that the fundamental value are hardly to measure, because in these markets, many emerging companies used their profits to expand reproduction instead of giving their investors cash dividends. Meanwhile, in these emerging markets, usually the volatility is severe and huge bubble emerges in a very short period, such as 1 to 2 years, the dividend data might be unreliable and incapable in capturing the dynamical formation of a bubble. Because of these facts, the existing methods failed to a great extent to capture the character of a bubble, and to
predict a bubble in real markets; furthermore, they are further challenged because of their incompetence in describing bubbles in immature emerging markets.

Based on the foresaid arguments, ignoring the conflicting (and pointless) ideological beliefs, we proposed a new robust method based on a statistical perspective, and specially tailored this method to fit the economic facts in some immature emerging markets where a fundamental value is hard or impossible to measure.

Our main contributions to current literature are as follows: Firstly, we proposed a new method, which gives us a applicable and reliable statistical perspective on bubble quantification. Secondly, this method is free of fundamental value, and does not consider the discount rates and dividends, which can be used for some emerging markets, where the fundamental value is difficult to measure, and where many listed companies have never provided any cash dividends to investors; therefore, our method could be especially applicable to quantify bubbles in some immature emerging markets without such information. And at last, we subdivided different influence (herding behavior, abnormal fluctuation and composite influence) of bubble, and test the impacts of different parts on the formation of bubble.

2 Methods

2.1 Rational Bubble

According to the theory of rational bubble, the price of a stock is constituted of two components (Blanchard and Watson, 1983; Blanchard, 1979): one is ‘fundamental’ term $P_f^t$ determined by the value of the discounted dividend stream; the other is ‘bubble’ term $B_t$, defined as a deviation from the fundamental or intrinsic value (see Eq.(1))

$$P_t = \sum_{i=1}^{\infty} \theta^i E_t(d_{t+i}) + B_t = P_f^t + B_t, \quad \text{with} \quad \theta \equiv (1 + r)^{-1} \tag{1}$$

which can be solved by a utility maximization problem. Here $\theta$ stands for the discounted rate of future interest and $d$ represents the dividend.

The ‘bubble’ part satisfies the condition

$$E_t(B_{t+1}) = \theta^{-1} B_t \tag{2}$$

which means that investors are willing to pay higher price for the asset than the fundamental value, expecting to sell it at an even higher price in the future. If the ‘bubble’ term increases faster (or slower) than Eq.(2), investors can sell (or buy) this asset and obtain a higher return. The pricing of the equity is still rational; and there is no arbitrage opportunity for rational bubbles.

The return of stock price is given by

$$r_t = \frac{P_{t+1} - P_t}{P_t} = \frac{(P_f^t + r B_t + \varepsilon_t)}{P_t} \tag{3}$$

And its unconditional expectation is defined as

$$E(r_t) = E\left(\frac{P_f^t - P_t}{P_t}\right) + E\left(\frac{1}{P_t}\right)[rE(B_t) + E(\varepsilon_t)] + Cov\left(\frac{1}{P_t}, rB_t + \varepsilon_t\right) \tag{4}$$
If $B_t$ is non-zero, the rational bubble exists in the asset price. It is clear from Eq.(2) that this bubble is non-stationary, and increases at the geometric rate $\theta^{-1}$. If there is no bubble, the solution is $B_t = 0$, namely, the value of bubble term is always zero. Then we can get

$$E(r_t) = E(\frac{P_{t+1}^f - P_t^f}{P_t}) + E(\frac{1}{P_t})E(\varepsilon_t) + Cov(\frac{1}{P_t}, \varepsilon_t)$$

(5)

The $\varepsilon_t$ is a random variable generated by a stochastic process, namely, it is independent of the price $P_t$. The expectation of bubble increases at the ratio $\theta^{-1}$, namely, $E_t(B_{t+1}) = \theta^{-1} E_t(B_t)$. It is obvious that $E(\varepsilon_t) = 0$. Then Eq.(5) can be rewritten by

$$E(r_t) = E(\frac{P_{t+1}^f - P_t^f}{P_t})$$

(6)

Eq.(6) implies that if there is no bubble in asset price, the return is relative to the change of fundamental value, namely, is determined by $P_{t+1}^f - P_t^f$. For example, if an investor buys the stock of a company, she will not only obtain the dividend, but also get the return of capital appreciation, which can fully reflect the company’s growth in the future.

The fundamental value $P^f$ is determined by the discounted dividend stream in future; however, the dividend is usually paid only once a year. If the time interval $[t, t+1]$ is short enough, say, one minute, it is reasonable to assume that the fundamental value of the stock would remain the same within a very short time interval, namely, $P_t^f = P_{t+1}^f$. Then Eq.(6) can be rewritten as

$$E(r_t) = 0$$

(7)

Eq.(7) implies that if there is no bubble and if the fundamental value does not change, the behavior of stock would be a fair game that nobody can get the additional profits; furthermore, the daily returns should be independent under these circumstances. Suppose that if the returns are not independent, a rational investor can recognize and take advantage of the chance, and thereby get additional profits. The rational investor’s behaviors will affect the price; therefore, Eq.(7) is not satisfied. Note that within a short-enough time interval $[t, t+1]$, the fundamental value will remain the same; then the deviation only come from the bubble term $B_t$ in the pricing equation (Eq.(1)), namely, $B_t \neq 0$, which contradicts the condition of no bubble. Then if there is no bubble, the daily returns should be independent; in other words, the price should be random walk and the market should be at least weak-form efficient according to Fama’s Efficient Market Hypothesis (7).

If the returns are i.i.d with finite variances, according to the Central Limit Theorem (Spiegel, 1992, pp. 112-113), they are normal distributed. However, numerous empirical studies showed that in financial markets, the distribution is not normal, showing a high degree of peakedness and fat tails (Mandelbrot, 1963). Meanwhile, the recent researches also show some ubiquitous properties (e.g. long-term correlation, fractality) which reject the random walk hypothesis (Mandelbrot, 1971). As we know, if there is no bubble, the returns should be independent; otherwise, the returns should not be independent. For a simplest example, if there is a bubble, an investor can predict the trend of price by the history information, because there is a high probability for the price to rise even higher. Eq.(7) should be rewritten by $E(r_t) = rE(B_t/P_t) > 0$. The returns in a bubble are higher
than those without bubble. If one use the whole length of time series, in some periods of which there may exist bubbles, while in other periods of which there is no bubble, the bubble will push the distribution away from normality, and exhibit fat tails. Therefore, one can detect the bubble according to the degree of deviation from random walk and normal distribution.

### 2.2 Bubble quantification

If the price contains all information available and the market is efficient, then bubble cannot exist and asset price behavior follows random walk, namely, the price will rise or fall with the equal probability in the next time interval. However, in the real market, the cases are totally different. Herd behaviors among the investors would push the price further deviating from the fundamental value. The price will rise even higher, and the upside probability is larger than that of downside. In order to capture this feature in real markets, we introduce the function

\[
u(t) = \begin{cases} 
1, & \text{if } r_t > 0 \\
0, & \text{if } r_t \leq 0
\end{cases}
\]  

(8)

And for the time series of daily returns, we incorporate a window box with size of \(N\) and calculate the moving average function

\[
U_t = \frac{1}{N} \sum_{i=-[N/2]}^{N-[N/2]-1} u(r_{t+i})
\]  

(9)

where \([x]\) represents the largest integer less than \(x\). Furthermore, consider that \(r : N (0, \sigma^2)\), then the unconditional expectation \(E(U) = \frac{1}{2}\) and variance \(Var(U) = \frac{1}{4N}\) (See Appendix A). If there is no bubble which is caused by the herd behavior, namely, the upside and downside probabilities are the same, the statistic \(U\) should be subject to the binomial distribution, or according to the central limit theorem, it is also can be considered as normal distribution. We considered to use the hypothesis test to detect the existence of bubble, namely, the null hypothesis \(H_0 : E(U) = \frac{1}{2}\).

Meanwhile, given the existence of price bubble, there exist not only the asymmetric upside and downside probability, but also the asymmetric price change. It can be considered from the two aspects: First, from Eq.(2) we can find that it is a power-low growing bubble, the magnitude of price rising is larger than that of falling when the bubble grows; Second, for the burst of a bubble, especially for the crash, the panic of investors will lead the price drop quickly, and the downside risk is much larger than that of upside. Based on this influence, we designed the statistic \(V\) to examine the asymmetry of price change. Considering a window box with size of \(N\), we noted all of the positive returns in the box as a set \(S^+_t\) \((S^+_t = \{r_i | r_i > 0, t - [N/2] \leq i \leq t + N - [N/2] - 1\})\), in which the element \(r^+ \in S^+_t\) and the number of element was noted as \(N^+_t\); meanwhile, the other non-positive returns were constituted as a set \(S^-_t\) \((S^-_t = \{r_i | r_i \leq 0, t - [N/2] \leq i \leq t + N - [N/2] - 1\})\), in which the element \(r^- \in S^-_t\) and the number of element was noted as \(N^-_t\). Then we designed the statistic \(V\):

\[
V_t = \frac{1}{N^+_t} \sum_{r^+ \in S^+_t} r^+ + \frac{1}{N^-_t} \sum_{r^- \in S^-_t} r^-
\]  

(10)
If the time series is the random walk, namely there is no bubble, the unconditional expectation $E(V_t) = 0$ and variance $Var(V_t) = \left(\frac{1}{N} + \frac{1}{N}\right) \frac{\pi - 2}{4\pi^2}\sigma^2$ (See Appendix A) and according to the central limit theorem, the statistic $V$ should be subject to the normal distribution. In order to examine the existence of bubble, we also used the null hypothesis $H_0 : E(V) = 0$.

At last, in order to avoid the situation if both of the two methods failed, we also designed the composite statistic $C$

$$C_t = \frac{1}{N_t^+} \sum_{r^+ \in S^+_t} r^+ \frac{1}{N} \sum_{i=-[N/2]}^{N-[N/2]-1} u(r_{t+i}) + \frac{1}{N_t^-} \sum_{r^- \in S^-_t} r^- \frac{1}{N} \sum_{i=-[N/2]}^{N-[N/2]-1} (1 - u(r_{t+i})) \quad (11)$$

We can find that unconditional expectation $E(C_t) = 0$ and variance $Var(C_t) = \left(\frac{\pi - 2}{4\pi^2}\sigma^2\right)$ (See Appendix A); meanwhile, the statistic $C$ is approximately subject to normal distribution (See Appendix B). Then in order to detect the bubble, we use the null hypothesis $H_0 : E(C) = 0$.

All of our three designed statistics are based on the normal distribution. in order to test the validity, we generate the random number $r$ with the length of $N^1$, which $r \sim N(0, 1)$, and then calculate the statistics $U$, $V$ and $C$. We repeat it 10000 times and get the distribution. Fig. 1 shows the probability density of normalized statistics $U$ (green line), $V$ (blue line) and $C$ (pink line). As a contrast, we also give the standard normal distribution (red line), from which we could clearly find that all of the three statistics were subject to the normal distribution.

![Figure 1: The probability density of the statistics $U$ (green line), $V$ (blue line) and $C$ (pink line) from random walk time series. The red line is the probability density of standard normal distribution.](image)

$^1$Here we chose $N = 100$
3 Empirical Study

3.1 Data

In order to study the bubble both in Chinese and US stock markets, we used the daily closing prices of Shanghai Composite Index (SHCI for short) from January 4th, 2005 to December 12th, 2012 (the length of data is 1931) and Dow Jones Industrial Average (DJIA for short) from January 4th, 2005 to December 12th, 2012 (the length of data is 1999).

To get a better understanding of the data sets, we provided the summary statistics of the daily returns from the two indexes. The skewness and kurtosis show the skewed and leptokurtic distribution in both of the two markets, meanwhile, the Jarque-Bera test shows that it reject the null hypothesis of normal distribution at the significance of 0.01. All of these suggested that they were not subject to the normal distribution, however, just as we have analyzed previously, even if the market was effective and followed the behavior of random walk, the emergence of bubble would drive it away from normal.

|                | Mean  | Std. dev. | Skewness | Kurtosis | Jarque-Bera |
|----------------|-------|-----------|----------|----------|-------------|
| SHCI           | 0.0004| 0.0178    | -0.1771  | 6.1827   | 824.65*     |
| DJIA           | 0.0002| 0.0128    | 0.1724   | 13.3386  | 8908.3*     |

* Means reject the null hypothesis that the sample comes from a normal distribution at the significance of 0.01.

3.2 Bubble Detection

Before our calculation, we should select the window box $N$ carefully. The $N$ could not be too small, because small $N$ might lead the loss of statistical properties; meanwhile, the $N$ could not be too large, because in our assumption, during this time, the fundamental value of company would not change. Based on the above considerations, we chose $N = 100$.

Another problem is the standard error $\sigma$ of the returns $r$. The variance of $V$ and $C$ are based on it, however, we don’t know what it is. If the time series is just a random walk, $S^2 = \frac{1}{T-1} \sum (r - \bar{r})$ is the unbiased estimation of $\sigma^2$. But if there is a bubble in the price, especially the power-growth bubble, the standard error which we estimated from the sample would be larger than the real $\sigma$. Considering that if the returns are independent and subject to the normal distribution, 99.7% data of sample would fall in the range of 3 standard error. Then we estimated the standard error according to following steps:

1) Calculating the standard error from the sample;
2) Excluding the data which are larger than 3 standard error;
3) Calculating the standard error from the remaining sample.

Through the process, we can reduce the influence of the bubble (if it exists). However, if there is no bubble, this estimation would be a little smaller than the real $\sigma$. Fortunately, we found that this process is approximately equivalent to estimate from a truncated distribution, and the estimation $E(S^2 \mid |r| \leq 3\sigma) = K\sigma^2$, where $K = \frac{7}{6}$.
\begin{equation}
y = 1 - 6 \exp\left(-\frac{9}{2}\right) / \left(\sqrt{2\pi}(2\Phi(3) - 1)\right)
\end{equation}
and the $\Phi(*)$ means the cumulative distribution function of standard normal distribution (see Appendix C). By diving the $\sqrt{K}$, the estimation is unbiased.

Fig. 2 shows the results of SHCI under the confidence level $\alpha = 0.05$. The plots show the normalized statistics $U$, $V$ (upper plot) and $C$ (middle plot). The red lines mean the 95% confidence interval. Meanwhile, we also give the periods of $U$ (vertical blue solid line), $V$ (vertical pink dotted line) and $C$ (vertical blue dotted line) which exceed the 95% confidence interval. The statistic $U$ is used to measure the rising probability of the price. If the bubble boom, it is easy for the price to rise even higher than before. The investors bought the stock because they thought that they could sell it with higher price in the future, which was based on the rational expectation. Their similar behaviors would promote the bubble continues to bloom, or in other words, they were also called the imitation or herding behaviors. Based on this case, it is not a fair game. The price is non-stationary and there is a higher rising probability. The statistic $U$ is designed to measure this phenomenon and the results of SHCI have been shown in Table 2. From the table we can find that there are two periods which exceed the 95% confidence interval, namely, from Dec.7th, 2005 to Sep. 3rd, 2007, and from Mar. 17th, 2009 to Nov. 18th, 2009, which is corresponding to the huge bubble during 2005 to 2007 and a small bubble blooming in 2009. Meanwhile, we also show the normalized max value of $U$ during these periods and their P value (see Table 2). The statistic $V$ is used to measure the abnormal fluctuations, especial for the crashes. If the bubble bursts, it is easier for the investors to become panic. The sellers eager to sell their assets, however, in this moment there are only a few buyers. In the short period, the sellers cannot find the buyers in current price and they can only quote an even lower price. The statistic $V$ is designed to measure this phenomenon and it can be also treated as a psychological factor. From the SHCI, we can find that there are three periods which exceed the 95% confidence interval, two of which are from Nov. 7th, 2007 to May. 5th, 2008, and from Jun. 19th, 2009 to Nov. 13th, 2009 that is corresponding to the bubble bursting in 2007 and 2009. More interesting, we also find that there is a period of abnormal fluctuation from Jan. 9th, 2007 to Aug. 22nd, 2007, which is during the time of bubble blooming in 2007. This means that during 2007, there was a short period of bursting, however, there was not a crash, instead, the bubble continued to bloom. The statistic $C$ is designed as a composite index, which combines the influence of $U$ and $V$, and applied as a supplementary method to measure the bubble. From the table, we can find that there are three periods, namely, from Sep. 29th, 2006 to Aug. 17th, 2007, from Dec. 19th, 2007 to Oct. 23rd, 2008, and from Jan. 8th, 2009 to Jun. 1st, 2009, which confirmed the Chinese stock bubble in 2007 and 2009.

Fig. 3 shows the results of DJIA under the confidence level $\alpha = 0.05$ and Table 3 shows the periods which exceed the 95% confidence interval. Meanwhile, we also give the normalized max(min) value during periods and their P value. From the table, we can find that, for the statistic $U$, there are two periods, one is from Jan. 24th, 2007 to Jun. 14th, 2007, which is during the US subprime crisis, another is from Mar. 17th, 2009 to Nov. 18th, 2009, which means that since 2009, the bubble became to bloom; from the statistic $V$, there are three periods, one among them is from Jun. 23rd, 2008 to 2009.

\footnote{This period does not mean the start and end time of the bubble. It only shows that in this period the bubble is detected.
Oct. 23rd, 2008, which is corresponding to the crashes in 2008, and another two periods are from Feb. 11th, 2010 to May. 19th, 2010, and from Jun. 7th, 2011-Oct. 12th, 2011, which mean that there are two times of bubble bursting during this period. However, it is confused that after the bursting, the price rose even higher, which is similar with the Chinese stock bubble in 2007 (see Fig. 2). This may mean that the bubble still exists and continues to bloom, however, the speed is not so fast that the statistic is approaching but not exceeding the 95% confidence interval; from the statistic $C$, there are two periods, one is from Jul. 17th, 2008 to Dec. 30th, 2008, which is corresponding the bubble bursting during 2008, and another period is from May. 7th, 2009 to Sep. 22nd, 2009, which confirmed that the bubble became to bloom since 2009.

Figure 2: The normalized statistics $U$, $V$ (upper plot) and $C$ (middle plot) calculated from the Shanghai Composite Index. The lower plot gives the index. The red lines mean the 95% confidence interval. The plot also shows the periods of $U$ (vertical blue solid line), $V$ (vertical pink dotted line) and $C$ (vertical blue dotted line) which exceed the 95% confidence interval.

| Statistics | Periods | Max(Min) Value | P Value |
|------------|---------|----------------|---------|
| $U$        | Dec.7th, 2005-Sep. 3rd, 2007 | 5.2000 | 0.0000 |
|            | Mar. 17th, 2009-Nov. 18th, 2009 | 3.4000 | 0.0003 |
|            | Jan. 9th, 2007-Aug. 22nd, 2007 | -6.6329 | 0.0000 |
| $V$        | Nov. 7th, 2007-May. 5th, 2008 | -4.8869 | 0.0000 |
|            | Jun. 19th, 2009-Nov. 13th, 2009 | -3.8687 | 0.0001 |
|            | Sep. 29th, 2006-Aug. 17th, 2007 | 3.7625 | 0.0001 |
| $C$        | Dec. 19th, 2007-Oct. 23rd, 2008 | -4.2667 | 0.0000 |
|            | Jan. 8th, 2009-Jun. 1st, 2009 | 3.0811 | 0.0010 |
Figure 3: The normalized statistics $U$, $V$ (upper plot) and $C$ (middle plot) calculated from the Dow Jones Industrial Average. The lower plot gives the index. The red lines mean the 95% confidence interval. The plot also shows the periods of $U$ (vertical blue solid line), $V$ (vertical pink dotted line) and $C$ (vertical blue dotted line) which exceed the 95% confidence interval.

Table 3: the results of DJIA

| Statistics | Periods             | Max(Min) Value | P Value |
|------------|---------------------|----------------|---------|
| $U$        | Jan. 24th, 2007-Jun. 14th, 2007 | 3.2000         | 0.0007  |
|            | Dec. 28th, 2009-Mar. 17th, 2010 | 3.6000         | 0.0002  |
|            | Jun. 23rd, 2008-Oct. 23rd, 2008 | -5.2396        | 0.0000  |
| $V$        | Feb. 11th, 2010-May. 19th, 2010 | -3.3992        | 0.0003  |
|            | Jun. 7th, 2011-Oct. 12th, 2011 | -2.8524        | 0.0022  |
| $C$        | Jul. 17th, 2008-Dec. 30th, 2008 | -4.1298        | 0.0000  |
|            | May. 7th, 2009-Sep. 22nd, 2009  | 3.1903         | 0.0007  |

4 Conclusions

We proposed a new method to detect the bubble, which gives us a new perspective to detect the bubble. does not rely on fundamental value, the discount rates and dividends, therefore is applicable to the immature markets without the sufficient data of such kinds; secondly, this new method allows us to examine different influences (herding behavior, abnormal fluctuation and composite influence) of bubble. Comparing with the existing methods, our method also has the additional advantage of applying daily data instead of monthly or quarterly data, thereby including more information.

To present a clear example of the application of this method to real world problems, we also applied our method to re-examine empirically the asset price bubble in some stock markets. Our results show that for Chinese stock market, the results confirmed the bubble in 2007 and 2009; meanwhile, for US stock market, it successfully detected
the bubble during the subprime crisis.

Our new statistical approach is, to the best of our knowledge, the only and robust way in existing literature to quantify the asset price bubble especially in emerging markets. Our endeavor would bring more insights and better understandings in asset price bubble, and provide a new approach to quantify bubble in real world markets from a simple but effective statistical perspective.
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A The Mean and Variance of the Statistics $U$, $V$ and $C$

The Statistic $U$ is designed to examine the probability of price rising. If $r$ is positive, the function $u(r) = 1$, while if $r$ is non-positive, $u(r) = 0$. If there is no bubble in the price and the market is effective, there is equal probability for the asset price to rise or fall in the tomorrow. It is obvious that the expectation $E(u(r)) = \frac{1}{2}$ and the variance $Var(u(r)) = \frac{1}{4}$.

Then the expectation of $U$

$$E(U) = E \left( \frac{1}{N} \sum_{i=1}^{N} u(r_i) \right) = E(u(r)) = \frac{1}{2}$$

And the variance

$$Var(U) = Var \left( \frac{1}{N} \sum_{i=1}^{N} u(r_i) \right) = \frac{1}{N} Var(u(r)) = \frac{1}{4N}$$

The Statistic $V$ is used to examine the magnitude of price change. For an effective market, the return $r$ is independent and subject to normal distribution with mean 0 and variance $\sigma^2$, namely, $r \sim N(0, \sigma^2)$. For a period of time series, the $r^+$ presidents the positive return $r$, then the cumulative distribution function (cdf)

$$F(r^+) = F(r \mid r > 0)$$

$$= P\{R \leq r \mid r > 0\}$$

$$= \frac{P\{0 < R \leq r\}}{P\{r > 0\}}$$

$$= \begin{cases} 2 \int_{0}^{r} f(r)dr, & \text{if } r > 0 \\ 0, & \text{if } r \leq 0 \end{cases}$$

And the probability density function (pdf)

$$f(r^+) = \begin{cases} 2f(r), & \text{if } r > 0 \\ 0, & \text{if } r \leq 0 \end{cases}$$

Then we can obtain the expectation of $r^+$

$$E(r^+) = \int_{-\infty}^{+\infty} r^+ f(r^+)dr^+$$

$$= 2 \int_{0}^{+\infty} rf(r)dr$$

$$= 2 \int_{0}^{+\infty} r \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{r^2}{2\sigma^2}}dr$$

$$= \sqrt{\frac{2}{\pi}} \sigma$$
And the variance

\[ \text{Var}(r) = E \left[ (r)^2 \right] - [E(r)]^2 \]

\[ = 2 \int_0^{+\infty} r^2 f(r) dr - \frac{2}{\pi} \sigma^2 \]

\[ = 2 \int_0^{+\infty} r^2 \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{r^2}{2\sigma^2}} dr - \frac{2}{\pi} \sigma^2 \]

\[ = \frac{\pi - 2}{\pi} \sigma^2 \]

Similarly, we can obtain the expectation \( E(r^-) = -E(r^+) = -\sqrt{\frac{2}{\pi}} \sigma \) and the variance \( \text{Var}(r^-) = \text{Var}(r^+) = \frac{\pi - 2}{\pi} \sigma^2 \).

Then, for the Statistic \( V \), the expectation

\[ E(V) = E \left( \frac{1}{N^+} \sum_{r^+ \in S^+} r^+ + \frac{1}{N^-} \sum_{r^- \in S^-} r^- \right) \]

\[ = E(r^+) + E(r^-) \]

\[ = 0 \]

It is obvious that \( r^+ \) and \( r^- \) are independent, and then we can obtain the variance

\[ \text{Var}(V) = \text{Var} \left( \frac{1}{N^+} \sum_{r^+ \in S^+} r^+ + \frac{1}{N^-} \sum_{r^- \in S^-} r^- \right) \]

\[ = \frac{1}{N^+} \text{Var}(r^+) + \frac{1}{N^-} \text{Var}(r^-) \]

\[ = \left( \frac{1}{N^+} + \frac{1}{N^-} \right) \frac{\pi - 2}{\pi} \sigma^2 \]

For each random variable, the absolute value and the symbol are independent, namely, the \( r^+, r^- \) and \( u(r) \) are independent. Then, for the statistic \( C \), we can get the expectation

\[ E(C) = E \left[ \frac{1}{N^+} \sum_{r^+ \in S^+} r^+ \frac{1}{N} \sum_{i=1}^N u(r_i) + \frac{1}{N^-} \sum_{r^- \in S^-} r^- \frac{1}{N} \sum_{i=1}^N (1 - u(r_i)) \right] \]

\[ = E(r^+) E(u(r)) + E(r^-) [1 - E(u(r))] \]

\[ = 0 \]

And the variance
\[ V \text{ar}(C) = E(C^2) - [E(C)]^2 \]
\[
= E \left[ \left( \frac{1}{N^+} \sum_{r^+ \in S^+} r^+ \frac{1}{N} \sum_{i=1}^{N} u(r_i) + \frac{1}{N^-} \sum_{r^- \in S^-} r^- \frac{1}{N} \sum_{i=1}^{N} (1 - u(r_i)) \right)^2 \right] \\
= \left( \frac{1}{N^+} \right)^2 E \left[ \left( \sum_{r^+ \in S^+} r^+ \right)^2 \right] E \left[ \left( \frac{1}{N} \sum_{i=1}^{N} u(r_i) \right)^2 \right] + \left( \frac{1}{N^-} \right)^2 E \left[ \left( \sum_{r^- \in S^-} r^- \right)^2 \right] E \left[ \left( \frac{1}{N} \sum_{i=1}^{N} (1 - u(r_i)) \right)^2 \right] \\
+ \frac{2}{N^+ N^-} E \left( \sum_{r^+ \in S^+} r^+ \right) E \left( \sum_{r^- \in S^-} r^- \right) E \left[ \frac{1}{N^2} \sum_{i=1}^{N} u(r_i) \sum_{i=1}^{N} (1 - u(r_i)) \right] \\
= \left( \frac{1}{N} \right)^2 \sum_{r^+ \in S^+} Var(r^+) + \left( \frac{1}{N} \right)^2 \sum_{r^- \in S^-} E(r^-)^2 \\
= N^+ \frac{\pi - 2 + 2N^+}{\pi} \sigma^2 \\
\]

For each part of the equation, we can calculate respectively,
\[ E \left[ \left( \sum_{r^+ \in S^+} r^+ \right)^2 \right] = V \text{ar} \left( \sum_{r^+ \in S^+} r^+ \right) + \left[ E \left( \sum_{r^+ \in S^+} r^+ \right) \right]^2 \]
\[ = \sum_{r^+ \in S^+} Var(r^+) + \left[ \sum_{r^+ \in S^+} E(r^+) \right]^2 \]
\[ = N^+ \frac{\pi - 2 + 2N^+}{\pi} \sigma^2 \]

Similarly, \[ E \left[ \left( \sum_{r^- \in S^-} r^- \right)^2 \right] = N^- \frac{\pi - 2 + 2N^-}{\pi} \sigma^2 \]
\[ E \left[ \left( \frac{1}{N} \sum_{i=1}^{N} u(r_i) \right)^2 \right] = \frac{1}{N^2} E \left[ \left( \sum_{i=1}^{N} u(r_i) \right)^2 \right] \]
\[ = \frac{1}{N^2} \left[ V \text{ar} \left( \sum_{i=1}^{N} u(r_i) \right) + \left( E \left( \sum_{i=1}^{N} u(r_i) \right) \right)^2 \right] \\
= \frac{1 + N}{4N} \]

Similarly,
\[
E \left[ \left( \frac{1}{N} \sum_{i=1}^{N} (1 - u(r_i)) \right)^2 \right] = \frac{1}{N^2} E \left[ N^2 - 2N \sum_{i=1}^{N} u(r_i) + \left( \sum_{i=1}^{N} u(r_i) \right)^2 \right] \\
= 1 - \frac{2}{N} E \left( \sum_{i=1}^{N} u(r_i) \right) + \frac{1}{N^2} E \left( \sum_{i=1}^{N} u(r_i) \right)^2 \\
= \frac{1 + N}{4N}
\]

And
\[
E \left[ \frac{1}{N^2} \sum_{i=1}^{N} u(r_i) \sum_{i=1}^{N} (1 - u(r_i)) \right] = \frac{1}{N} E \left( \sum_{i=1}^{N} u(r_i) \right) - \frac{1}{N^2} E \left( \sum_{i=1}^{N} u(r_i) \right)^2 \\
= \frac{N - 1}{4N}
\]

Then we can get the variance of \( C \)
\[
\text{Var}(C) = \left( \frac{1}{N^+} \right)^2 N^+ \frac{\pi - 2 + 2N^+}{\pi} \sigma^2 \frac{1 + N}{4N} + \left( \frac{1}{N^-} \right)^2 N^- \frac{\pi - 2 + 2N^-}{\pi} \sigma^2 \frac{1 + N}{4N} \\
+ \frac{2}{N^+ N^-} \sqrt{\frac{2}{\pi}} \sigma \left( -\sqrt{\frac{2}{\pi}} \sigma \right) \frac{N - 1}{4N} \\
= \left[ \frac{(\pi - 2)(N + 1)}{4\pi N^+ N^-} + \frac{2}{N \pi} \right] \sigma^2
\]

**B  The Distribution of the Statistic \( C \)**

Denote \( X_1 = \frac{1}{N^+} \sum_{r^+ \in S^+} r^+ \). Because \( r^+ \) is independent and identically distributed, according to the central limit theorem, \( X_1 \) is approximately subject to the normal distribution, namely, \( X_1 \sim N(\sqrt{\frac{2}{\pi}} \sigma, \frac{\pi - 2}{N \pi \sigma^2}) \). Similarly, let \( X_2 = \frac{1}{N^-} \sum_{r^- \in S^-} r^- \), and \( X_2 \sim N(-\sqrt{\frac{2}{\pi}} \sigma, \frac{\pi - 2}{N \pi \sigma^2}) \).

Let \( X_1' = X_1 - \sqrt{\frac{2}{\pi}} \sigma \), \( X_2' = X_2 + \sqrt{\frac{2}{\pi}} \sigma \) and \( U' = U - \frac{1}{2} \), the new variables \( X_1', X_2' \) and \( U' \) are also subject to the normal distribution with the mean 0. Then the statistic \( C \) can be rewritten by
\[ C = X_1 U + X_2 (1 - U) \]
\[ = X_2 + (X_1 - X_2) U \]
\[ = X_2 + (X'_1 - X'_2 + 2 \sqrt{\frac{2}{\pi}} \sigma (U' + \frac{1}{2})) \]
\[ = X_2 + 2 \sqrt{\frac{2}{\pi}} \sigma (U' + \frac{1}{2}) + (X'_1 - X'_2)(U' + \frac{1}{2}) \]

The standard error of \( U' \) is \( 1/\sqrt{4N} \). In our calculation, we chose \( N = 100 \), from which we find that \( 1/2 \) is 10 times larger than \( 1/\sqrt{4N} \). The variable \( U' \) is subject to the normal distribution with the mean 0. However, for the normal distribution, the variable falls in the range of 3 standard error with a probability of 99.7%. The constant is 10 times larger than the standard error, which means that it is far greater than the variable, namely, \( 1/2 >> U' \). Then the equation can be approximated to

\[ C \approx X_2 + 2 \sqrt{\frac{2}{\pi}} \sigma U + \frac{1}{2} (X'_1 - X'_2) \]

Which is approximately subject to normal distribution.

C The Estimation of Standard Error for the Return \( r \)

If there is a bubble in time series, the estimated variance \( S^2 \) would be larger than \( \sigma^2 \). In order to improve the accuracy of estimation, we remove the data larger than 3 times standard error, which is equivalent to the estimation from a censored distribution, namely, \( E(S^2 \mid |r| \leq 3S) \). If there is no bubble, \( S^2 \) is the unbalanced estimation of \( \sigma^2 \), and \( E(S^2 \mid |r| \leq 3S) \approx E(S^2 \mid |r| \leq 3\sigma) \), then we can get

\[
E(S^2 \mid |r| \leq 3\sigma) = \frac{1}{L-1} E \left( \sum_{i=1}^{L} (r_i - \bar{r})^2 \mid |r| \leq 3\sigma \right) \\
= \frac{1}{L-1} E \left( \sum_{i=1}^{L} r_i^2 - L\bar{r}^2 \mid |r| \leq 3\sigma \right) \\
= \frac{L}{L-1} \left[ E(r^2 \mid |r| \leq 3\sigma) - E(\bar{r}^2 \mid |r| \leq 3\sigma) \right] \\
= \frac{L}{L-1} \left[ E(r^2 \mid |r| \leq 3\sigma) - \frac{1}{L} E(r^2 \mid |r| \leq 3\sigma) \right] \\
= E(r^2 \mid |r| \leq 3\sigma)
\]

The conditional distribution of return \( r \) can be obtained by
\[ F(r \mid |r| \leq 3\sigma) = \frac{P\{R \leq r \mid |r| \leq 3\sigma\}}{P\{-3\sigma \leq R \leq 3\sigma\}} = \frac{\int_{-3\sigma}^{r} f(r) dr}{2\Phi(3) - 1}, \quad \text{if} \quad |r| \leq 3\sigma \\
0, \quad \text{if} \quad |r| > 3\sigma \]

Where the \( \Phi(*) \) means the cumulative distribution function of standard normal distribution. And then we can get the conditional density

\[ f(r \mid |r| \leq 3\sigma) = \begin{cases} \frac{f(r)}{2\Phi(3) - 1}, & \text{if} \quad |r| \leq 3\sigma \\ 0, & \text{if} \quad |r| > 3\sigma \end{cases} \]

For the expectation of the variance \( S^2 \), we can obtain

\[ f(S^2 \mid |r| \leq 3\sigma) = E(r^2 \mid |r| \leq 3\sigma) = \int_{-\infty}^{\infty} r^2 f(r \mid |r| \leq 3\sigma) dr = \int_{-3\sigma}^{+3\sigma} r^2 \frac{f(r)}{2\Phi(3) - 1} dr = \frac{1}{2\Phi(3) - 1} \int_{-3\sigma}^{+3\sigma} r^2 \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{r^2}{2\sigma^2}} dr \\
= \frac{1}{2\Phi(3) - 1} \left( -\frac{6}{\sqrt{2\pi}} e^{-\frac{9}{2\sigma^2}} + \sigma e^{-\frac{\mu^2}{2\sigma^2}} + \int_{-3\sigma}^{+3\sigma} \frac{1}{\sqrt{2\pi}} e^{-\frac{\mu^2}{2\sigma^2}} d\mu \right) \]

Let \( \mu = r/\sigma \), then it can be rewritten by

\[ E(S^2 \mid |r| \leq 3\sigma) = \frac{1}{2\Phi(3) - 1} \left( -\frac{6}{\sqrt{2\pi}} e^{-\frac{9}{2\sigma^2}} + \sigma^2 e^{-\frac{\mu^2}{2\sigma^2}} + \int_{-3\sigma}^{+3\sigma} \frac{1}{\sqrt{2\pi}} e^{-\frac{\mu^2}{2\sigma^2}} d\mu \right) \\
= \frac{1}{2\Phi(3) - 1} \left( -\frac{6}{\sqrt{2\pi}} e^{-\frac{9}{2\sigma^2}} + (\Phi(3) - \Phi(-3))\sigma^2 \right) \\
= \left( 1 - \frac{6e^{-\frac{9}{2\sigma^2}}}{\sqrt{2\pi}(2\Phi(3) - 1)} \right) \sigma^2 \]