Combinatorics of Vogan diagrams for almost-Kähler manifolds

Alice Gatti

Abstract

Let \( G \) be a non-compact classical semisimple Lie group and let \( G/V \) be the adjoint orbit with respect to a fixed element in \( G \). These manifolds can be equipped with an almost-Kähler structure and we provide explicit formulae for the existence of special almost-complex structures on \( G/V \) purely in terms of the combinatorics of the associated Vogan diagram. The formulae are given separately for Lie groups whose Lie algebras are of type \( A_\ell, B_\ell, C_\ell, D_\ell \), where \( \ell \) denotes the rank of the Lie algebra.

1 Introduction

The aim of this paper is to highlight the combinatorial structure of a problem coming from symplectic geometry, that is, finding almost-complex structures on a given symplectic manifold satisfying a geometric and differential property. We will restrict to a particular class of symplectic manifolds that are called adjoint orbits, that are diffeomorphic to a quotient \( G/V \) where \( G \) is a semisimple Lie group and \( V \) a compact subgroup. On these manifolds one can choose a symplectic structure and an almost-complex structure that are invariant by the group action of \( G \) on \( G/V \), meaning that these structures become algebraic objects on the Lie algebra \( g \) of \( G \). By the assumption of \( G \) being semisimple, the symplectic and almost-complex structures can be studied in a purely Lie-theoretical way. In turn, also the differential properties of interest concerning the almost-complex structure can be formulated in a Lie theory framework. This is the setting studied in [7], where the authors formulated the condition in terms of the root system of the underlying Lie algebra \( g \). In this work, we take a step further and we rephrase the condition solely in terms of the combinatorics of the Vogan diagram of \( g \).

The problem is explained with more details in the following. Let \((M, \omega)\) be a symplectic manifold, and let \( J \) be a compatible almost-complex structure on it. This means that \( J \) is an endomorphism of the tangent bundle of \( M, TM \), such that \( J^2 = \text{id} \) and satisfying \( \omega(JX, JY) = \omega(X, Y) \) and \( \omega(JX, X) > 0 \), for all vector fields \( X, Y \in TM \). Manifolds equipped with these structures are called almost-Kähler manifolds. When, in addition, \( J \) is integrable, such manifolds turn out to be complex manifolds and are called Kähler manifolds. One can define a closed two-form \( \rho \) on \( M \) associated with \( J \) in the following way. Let \( \nabla \) denote the Chern connection of \( J \). The curvature \( R \) of \( \nabla \) is a two-form with values in \( \text{End}(TM) \), and \( \rho \) is defined by the identity \( \rho(X, Y) = \text{tr}(JR(X, Y)) \), for \( X, Y \) vector fields on \( M \). In particular, an open problem is to find when the form \( \rho \) is a multiple of the symplectic form \( \omega \), i.e.,

\[
\rho = \lambda \omega, \quad \lambda \in \mathbb{R}.
\]

This condition has been extensively studied in several works, especially on Kähler manifolds [2, 5, 13, 17], just to name a few references. In this setting, when the condition (1) is satisfied for some \( \lambda \in \mathbb{R} \), the manifold is said to be Kähler-Einstein. On the other hand, very little is known about equation (1) for almost-Kähler manifolds. Hence it turns out to be important to look for examples of symplectic non-complex manifolds satisfying this equation. Almost-Kähler manifolds with this property will be called special.

In this work, we focus on manifolds \( M \) that are homogeneous spaces, i.e., diffeomorphic to a quotient \( G/V \) of a Lie group \( G \) by a subgroup \( V \). On such manifolds one can choose
a symplectic and an almost-complex structure that are invariant by the action of $G$. In this case the condition $\rho = \lambda \omega$ becomes an algebraic condition on the Lie algebra $\mathfrak{g}$ of the group $G$, which greatly simplify the computations. Moreover, when $G$ is assumed to be a real non-compact semisimple Lie group and $V$ a compact subgroup, it turns out that the form $\rho$ can be expressed entirely in terms of the root system of the real semisimple Lie algebra $\mathfrak{g}$. It is possible to list all classical adjoint orbits satisfying (1) having Lie algebra with rank up to 4, and all the exceptional ones [7]. In particular, adjoint orbits $G/V$ with $G$ an exceptional simple Lie group satisfying (1) are fully classified. A key ingredient in proving these results are Vogan diagrams [12, Ch. VI, Sec. 8], which are combinatorial tools akin to Dynkin diagrams for non-compact real semisimple Lie algebras. Through Vogan diagrams it is possible express the equation (1) on adjoint orbits of semisimple Lie groups in terms of the root system associated to the real non-compact semisimple Lie algebra $\mathfrak{g}$. In this work we write the equation only in terms of the indices of simple non-compact roots of the Vogan diagram. The results are quite technical, so we briefly summarize the content below.

**Theorem 1.1.** Given a classical Vogan diagram of rank $\ell$ with $S$ the set of indices of non-compact simple roots, we provide explicit formulae to determine when equation $\rho = \lambda \omega$ is satisfied. These formulae depend only on the combinatorics of the set $S$.

The results that build the above theorem also shed some light on the combinatorics of Vogan diagrams and how to count certain compact roots in real non-compact semisimple Lie algebras. In addition, they allow to implement a faster algorithm to verify when equation (1) is satisfied on these orbits for some $\lambda \in \mathbb{R}$. We will prove the results for classical simple Lie algebras only, since these can be trivially adapted to semisimple Lie algebras. In general it would be very interesting to find a unifying way of writing the combinatorial formulae, since the current results require to consider each family of classical Lie algebras $A$, $B$, $C$ and $D$ separately. For example, one can define an operator acting on Vogan diagrams or particular subgraphs and analyzing its properties, like its spectrum. We leave this study for future work.

The paper is organized as follows. In section 2 we recall the relevant background material presented in [7], omitting all the proofs. In section 3 we prove the results concerning equation (1) and the combinatorics of Vogan diagrams. More precisely, we give explicit formulae to check if the equation (1) holds with purely combinatorial arguments, for each family of classical Lie algebras $A$ 3.1, $B$ 3.2, $C$ 3.3, $D$ 3.4.

## 2 Special almost-Kähler adjoint orbits

In this section we recall definitions and results needed for the computations in section 2.5. In particular, some facts about adjoint orbits of semisimple Lie groups, the structure theory of real semisimple Lie algebras and the algebraic equation (1) for adjoint orbits of semisimple Lie groups. We will omit the proofs and the details of all the results, as they are already contained in [7]. Additional material on the general theory can be found in [6,8,9,12].

### 2.1 Adjoint orbits

Let $G$ be a Lie group and denote by $\mathfrak{g}$ its Lie algebra. Then $G$ acts on $\mathfrak{g}$ by the *adjoint action of $G$ on $\mathfrak{g}$*

$$Ad : G \to \text{Aut}(\mathfrak{g}), \quad g \mapsto Ad_g,$$  

(2)

where $Ad_g$ is the differential at the identity $e \in G$ of the conjugation $h \mapsto ghg^{-1}, \forall h \in G$. By differentiating the above map, one gets

$$ad : \mathfrak{g} \to \text{Der}(\mathfrak{g}), \quad x \mapsto ad_x,$$  

(3)
and \( \text{ad}_x(y) = [x, y] \), where \([,] \) denotes the commutator and \( \text{Der}(g) \) is the Lie algebra of \( \text{Aut}(g) \). Also in this case we call the map \( F \) adjoint action of \( g \) on itself.

Assume that \( G \) is, in addition, non-compact, real and semisimple. Let \( v \in g \) be a chosen element such that its stabilizer \( V \) is a compact subgroup \( V \subset G \). Note that the orbit of \( v \) under the adjoint action, also called adjoint orbit of \( v \), is diffeomorphic to \( G/V \), by the orbit-stabilizer theorem. By definition of adjoint action, the Lie algebra of the stabilizer \( V \) is

\[
v = \{ x \in g \mid [v, x] = 0 \}.
\]

The Killing form \( B(x, y) = \text{tr}(\text{ad}(x)\text{ad}(y)) \), \( x, y \in g \), is a bilinear symmetric form defined on a Lie algebra \( g \). In particular, since \( V \) is compact, it holds that \( B \) restricts to a negative definite scalar product on the Lie algebra \( v \) of \( V \) \([12, \text{Ch. VI, Sec. 1}]\), while the orthogonal complement

\[
m = \{ x \in g \mid B(x, y) = 0 \text{ for all } y \in v \}
\]

is canonically isomorphic to the tangent space at the identity coset \( e \) of the adjoint orbit \( G/V \) of \( v \).

Recall that \( g \) is semisimple, thus the Killing form is non-degenerate, by Cartan criterion of semisimplicity \([12, \text{Ch. 1, Sec. 7}]\). So \( B \) induces a canonical isomorphism between \( g \) and its dual \( g^* \). As a consequence, \( G/V \) turns out to be equipped with the so called Kirillov-Kostant-Souriau symplectic form \( \omega \) \([11, \text{Sec. 1.2}]\), which is \( G \)-invariant and, at the identity coset \( e \), corresponds to the symplectic form (i.e., antisymmetric and non-degenerate) \( \sigma \) on \( m \) defined by

\[
\sigma(x, y) = B(v, [x, y]) \quad x, y \in m.
\]

The relationship between the symplectic form \( \omega \) on \( G/V \) and \( \sigma \) is analyzed in detail in \([6, \text{Section 3}]\).

2.2 Structure of the Lie algebra \( g \)

Given a complex Lie algebra \( g_c \) obtained by complexification of \( g \), there exists a unique complex conjugation \( \tau \) on \( g_c \) that fixes \( g \subset g_c \). Let \( k \subset g \) be a maximal compact subalgebra such that \( v \subset k \). Then, considering the complexification \( k_c \subset g_c \) of \( k \) and its \( \text{ad}(k_c) \)-invariant complement \( p_c \), yields a decomposition \( g = k \oplus p \), where \( p = p_c \cap g \). This decomposition is called Cartan decomposition of \( g \).

Choose a maximal abelian subalgebra \( h_0 \subset k \) that contains \( v \) and call \( h_c \subset g_c \) its complexification. Then the adjoint representation of \( h_c \) on \( g_c \) produces a root space decomposition

\[
g_c = h_c \oplus \sum_{\alpha \in \Delta} g^\alpha,
\]

where the set of roots \( \Delta \) is a finite subset of the dual space of \( h_c \), and each root space,

\[
g^\alpha = \{ x \in g_c \mid [h, x] = \alpha(h)x \text{ for all } h \in h_c \}
\]

has dimension one. For more details about the properties of root spaces and root space decompositions see \([10, \text{Sec. 9.2}]\). In particular, any root space \( g^\alpha \) is contained either in \( k_c \) or in \( p_c \), and the root \( \alpha \) is called compact if its root space is contained in \( k_c \) and non-compact if it is contained in \( p_c \). Define the coefficients \( \varepsilon_\alpha = -1 \) if \( \alpha \) is compact and \( \varepsilon_\alpha = 1 \) otherwise, for \( \alpha \in \Delta \). In our case, it turns out to be convenient to choose always positive root systems, where a positive root system is a subset \( \Delta_+ \subset \Delta \) such that

a) for all \( \alpha \in \Delta \), either \( \alpha \) or \( -\alpha \) belongs to \( \Delta_+ \),

b) if \( \alpha, \beta \in \Delta_+ \) and \( \alpha + \beta \in \Delta \), then \( \alpha + \beta \in \Delta_+ \).

3
A positive root is called simple if it cannot be written as a sum $\alpha + \beta$ where $\alpha, \beta \in \Delta_+$. Once a positive root system $\Delta_+$ is fixed, the set of simple roots $\Sigma^+ \subset \Delta_+$ turns out to be a basis for $h^*_R = (h^*_0)^*$. Since one can consider $\Delta$ as a subspace of $h^*_R$. In addition, if $\alpha \in \Delta_+$ is a root, then it can be written as $\alpha = \sum_{\gamma \in \Sigma_+} n_\gamma \gamma$, with the coefficients $n_\gamma$ all positive integers. Denote by $\Sigma_0 = \{ \gamma \in \Sigma_+ | \varepsilon_\gamma = -1 \}$ the set of simple compact roots and by $\Sigma_1 = \{ \gamma \in \Sigma_+ | \varepsilon_\gamma = 1 \}$ the set of simple non-compact roots. Then the set of simple roots can be decomposed as $\Sigma_+ = \Sigma_0 \cup \Sigma_1$.

It is possible to determine whether a root is compact or not by looking at the compactness of the simple roots $\gamma \in \Sigma^+$ and the coefficients $n_\gamma$'s, as the next result shows.

**Lemma 2.1.** If a positive root $\alpha \in \Delta_+$ has the form $\alpha = \sum_{\gamma \in \Sigma_+} n_\gamma \gamma$, then

$$
\varepsilon_\alpha = (-1)^{1+\sum_{\gamma \in \Sigma^+_+} n_\gamma}.
$$

(9)

Remember that $h_0 \subset \ell$, with $\ell$ compact, hence $B$ restricts to a positive scalar product on $h^*_R = h^*_0$. As a consequence there is an isomorphism between $h^*_R$ and $h^*_R$ which takes $\psi \in h^*_R$ to the unique $h_\psi \in h^*_R$ such that $\psi(h) = B(h_\psi, h)$, for all $h \in h^*_R$. Thus, it is possible to define a positive scalar product on $h^*_R$ as $(\psi, \psi') = B(h_\psi, h_{\psi'})$. This scalar product defined on $h^*_R$ allows to define particular subspaces of $h^*_R$, called Weyl chambers, in the following way. Consider the set of hyperplanes $P_\alpha = \{ \psi \in h^*_R | (\psi, \alpha) = 0 \}$, with $\alpha \in \Delta$. These hyperplanes divide $h^*_R$ into a finite number of closed convex cones, named Weyl chambers. In particular, each positive root system $\Delta_+$ corresponds bijectively to a dominant Weyl chamber defined by

$$
C = \{ \psi \in h^*_R | (\psi, \alpha) \geq 0 \text{ for all } \alpha \in \Delta_+ \}.
$$

(10)

Recall that our vector $v$ has been chosen to belong to $h_0$, hence $iv \in h^*_R$. So, by the isomorphism between $h^*_R$ and $h^*_R$ recalled above, there exists a unique co-vector $\varphi \in h^*_R$ such that $h_\varphi = -iv$. In particular, one can always choose a positive root system $\Delta_+$ such that $\varphi$ belongs to the fundamental Weyl chamber $C$, and in the rest of the paper we assume such a choice of positive root system $\Delta_+$ has been made.

### 2.3 Fundamental dominant weights

There exists a convenient basis of $C$ by means of fundamental dominant weights, which we now recall. More details are contained in [10, Sec. 13.1]. Let $\ell$ be the rank of $\mathfrak{g}$, that is the dimension of $h_0$, so that we can label the simple roots form 1 to $\ell$, $\Sigma^+ = \{ \gamma_1, \ldots, \gamma_\ell \}$. Let $A = (A_{ij})$ be the Cartan matrix associated to the Lie algebra $\mathfrak{g}_c$, which is defined as

$$
A_{ij} = \frac{2(\gamma_i, \gamma_j)}{(\gamma_i, \gamma_i)}.
$$

(11)

Then the fundamental dominant weights $\varphi_1, \ldots, \varphi_\ell$ are the elements of $h^*_R$ defined by $\varphi_j = \sum_{i=1}^{\ell} (A^{-1})^{ij} \gamma_i$. In particular they form a basis of $h^*_R$ suited for the computations we are going to perform.

**Lemma 2.2.** Let $\psi \in h^*_R$ and write $\psi = \sum_{j=1}^{\ell} w^j \varphi_j$ for some reals $w^1, \ldots, w^\ell$. Then one has $(\psi, \alpha) \geq 0$ for each positive root $\alpha$ if and only if all $w^i$'s are non-negative. Moreover, denoted by $\Delta_+ \setminus \psi^\perp$ the subset of positive roots which are not orthogonal to $\psi$, one has $\Delta_+ \setminus \psi^\perp = \text{span} \{ \gamma_j | w^j \neq 0 \} \cap \Delta_+$.

The above lemma implies that the fundamental Weyl chamber $C$ is the (closed) convex cone spanned by the fundamental dominant weights $\varphi_1, \ldots, \varphi_\ell$. Therefore we can write

$$
\varphi = \sum_{i=1}^{\ell} v^i \varphi_i \text{ for some } v^1, \ldots, v^\ell \geq 0.
$$

(12)
In particular, all roots belonging to $\Delta^+$ decomposed as $\phi$ putting together the decompositions (17) and (16), one has

$$\phi = \sum_{i=1}^{\ell} \phi_i.$$  

(13)

2.4 Canonical almost-complex structure

In this section we recall a canonically defined homogeneous almost-complex structure on $M = G/V$, which turns out to be compatible with the Kirillov-Kostant-Souriau symplectic form $\omega$. An almost-complex structure on $M$ is an element $J \in \text{End}(TM)$ such that $J^2 = \text{id}$, and it is compatible with $\omega$ if

$$\omega(JX, JY) = \omega(X, Y), \quad \omega(JX, X) > 0, \quad \forall X, Y \in TM.$$  

(14)

Consider a root $\alpha \in \Delta$ and define $\lambda_{\alpha} = s_{\alpha}(\alpha, \varphi) \in \mathbb{R}$, where $s_{\alpha} = 1$ if $\alpha \in \Delta^+$ and $s_{\alpha} = -1$ otherwise. Note that, by the assumption $\varphi \in C$, it holds that $\lambda_{\alpha} \geq 0$, and $\lambda_{\alpha} = 0$ when $\alpha$ is orthogonal to $\varphi$. Then, for each root $\alpha \in \Delta^+$ define the vectors

$$u_{\alpha} = \frac{j(1-\varepsilon_{\alpha})}{\sqrt{2}} (e_{\alpha} + e_{\alpha}), \quad v_{\alpha} = \frac{j(3-\varepsilon_{\alpha})}{\sqrt{2}} s_{\alpha} (e_{\alpha} - e_{\alpha}),$$  

(15)

where $e_{\alpha} \in \mathfrak{g}^0$ is an element chosen such as $[e_{\alpha}, e_{\alpha}] = h_{\alpha}$ and satisfying other additional properties [8, Pg. 265]. Observe that one has $u_{\alpha} = u_{-\alpha}$ and similarly $v_{\alpha} = v_{-\alpha}$. As a consequence of the choices of the $e_{\alpha}$’s one has the following statement.

Lemma 2.3. For all roots $\alpha, \beta \in \Delta$ one has

1. $B(u_{\alpha}, u_{\beta}) = B(v_{\alpha}, v_{\beta}) = (\delta_{\alpha, \beta} + \delta_{\alpha, -\beta}) e_{\alpha},$

2. $B(u_{\alpha}, v_{\beta}) = 0,$

3. $u_{\alpha}, v_{\alpha} \in \mathfrak{g},$

4. $[v, u_{\alpha}] = \lambda_{\alpha} v_{\alpha}$ and $[v, v_{\alpha}] = -\lambda_{\alpha} u_{\alpha},$

where $\delta_{\alpha, \beta} = 1$ if $a = b$ and 0 otherwise.

As a consequence of the above lemma, we have the $B$-orthogonal decomposition

$$\mathfrak{g} = \mathfrak{h}_0 \oplus \sum_{\alpha \in \Delta^+} \text{span}\{u_{\alpha}, v_{\alpha}\} = \mathfrak{h}_0 \oplus \sum_{\alpha \in \Delta^+ \cap \varphi^\perp} \text{span}\{u_{\alpha}, v_{\alpha}\} \oplus \sum_{\alpha \in \Delta^+ \setminus \varphi^\perp} \text{span}\{u_{\alpha}, v_{\alpha}\},$$  

(16)

where $\Delta^+ \cap \varphi^\perp$ denotes the subset of positive roots which are orthogonal to $\varphi$. Note that, as a consequence of point 2 of lemma 2.3 a root $\alpha$ is in $\Delta^+ \cap \varphi^\perp$ if $\lambda_{\alpha} = 0$ and in its complement if $\lambda_{\alpha} > 0$. Thus, item 3 of Lemma 2.3 shows that the Lie algebra $\mathfrak{v}$ of the stabilizer of $v$ can be decomposed as

$$\mathfrak{v} = \mathfrak{h}_0 \oplus \sum_{\alpha \in \Delta^+ \cap \varphi^\perp} \text{span}\{u_{\alpha}, v_{\alpha}\}.$$  

(17)

In particular, all roots belonging to $\Delta^+ \cap \varphi^\perp$ are compact, by compactness of $V$. On the other hand, putting together the decompositions (17) and (16), one has

$$\mathfrak{m} = \sum_{\alpha \in \Delta^+ \setminus \varphi^\perp} \text{span}\{u_{\alpha}, v_{\alpha}\}.$$  

(18)
Finally, let $H$ be the complex structure on $\mathfrak{h}_0^\perp = \text{span}_{\alpha \in \Delta_+} \{ u_\alpha, v_\alpha \}$ defined by

$$H u_\alpha = \varepsilon_\alpha v_\alpha, \quad H v_\alpha = -\varepsilon_\alpha u_\alpha \quad \text{for all } \alpha \in \Delta.$$  

(19)

Recall that $H : \mathfrak{h}_0^\perp \to \mathfrak{h}_0^\perp$ and $H^2 = \text{id}_{\mathfrak{h}_0^\perp}$. We denote by $J \in \text{End}(T(G/V))$ the canonical homogeneous almost-complex structure on the orbit $G/V$ induced by $H$ on $\mathfrak{m}$. A manifold equipped with a symplectic form and a compatible almost-complex structure is called almost-Kähler, hence $(G/V, \omega, J)$ turns out to be an almost-Kähler manifold.

2.5 The condition $\rho = \lambda \omega$

In this section we recall the necessary basic notions of symplectic geometry and the differential equation of interest. Note that, in our setting, the equation $\rho = \lambda \omega$ will be written as an algebraic equation, and we will deal only with that.

Let $(M, \omega)$ be a symplectic manifold, and let $J$ be a compatible almost-complex structure on it. We can define a closed two-form $\rho$ on $M$, the Chern-Ricci form of $J$, in the following way. Let $\nabla$ be the Chern connection on $M$, i.e., the unique affine connection on $M$ such that $\nabla \omega = 0$, $\nabla J = 0$ and its torsion is exactly the Nijenhuis tensor of $J$. Its curvature $R$ is a two-form with values in $\text{End}(TM)$, and the form $\rho$ is defined by $\rho(X, Y) = \text{tr}(JR(X, Y))$.

As explained in the introduction, a common question to ask is if the equation $\rho = \lambda \omega$ is satisfied for some constant $\lambda \in \mathbb{R}$. If this last equation is satisfied and $J$ is integrable (i.e., $M$ is a complex manifold), then $(M, \omega, J)$ is called Kähler-Einstein manifold. On the other hand, a non-complex almost-Kähler manifold $(M, \omega, J)$ which satisfies $\rho = \lambda \omega$ is sometimes called Hermitian-Einstein, special [6], or Chern-Einstein [1]. The nomenclature is not standard in this case. Below we are going to consider the condition $\rho = \lambda \omega$ on adjoint orbits [2,4] equipped with the almost-complex structure induced by $H$ [2,4].

In our setting, the Chern-Ricci form $\rho$ of $J$ is determined by the two form $B(v', [\cdot, \cdot])$, with $v' = 2 \sum_{\alpha \in \Delta_+ \setminus \varphi^\perp} [u_\alpha, v_\alpha]$ [6, Sec. 4.2]. By using the definition of $u_\alpha, v_\alpha$ [13], one can write

$$v' = -2i \sum_{\alpha \in \Delta_+ \setminus \varphi^\perp} \varepsilon_\alpha h_\alpha.$$  

(20)

Hence, one can consider the element of the root lattice

$$\varphi' = -2 \sum_{\alpha \in \Delta_+ \setminus \varphi^\perp} \varepsilon_\alpha \alpha \in \mathfrak{h}_R^*$$  

(21)

satisfying $h_\varphi = -iv'$. At this point, the condition involving the Chern-Ricci form $\rho = \lambda \omega$ turns out to be equivalent to $v' = \lambda \omega$ and $\varphi' = \lambda \varphi$.

We introduce the element of the root lattice

$$\eta = -2 \sum_{\alpha \in \Delta_+} \varepsilon_\alpha \alpha \in \mathfrak{h}_R^*,$$  

(22)

that allows to write the condition in a more tractable way. This element can be thought as analogous to the $\delta$-vector [13] for real simple Lie algebras. Observe that $\eta$ depends on the semisimple Lie algebra $\mathfrak{g}$ and on the chosen set of positive roots. One can then write the condition $\rho = \lambda \omega$ as

$$\eta - 2 \sum_{\alpha \in \Delta_+ \cap \varphi^\perp} \alpha = \lambda \varphi,$$  

(23)

where we used the fact that no non-compact roots can be orthogonal to $\varphi$. This is the equation we are going to study in section [3] in terms of the combinatorics of Vogan diagrams. In particular, one has the following result, which is the building block to determine speciality of a given adjoint orbit.
Theorem 2.4. For any $\varphi \in \mathfrak{g}_R^*$ and any real $\lambda \in \{-1, 0, 1\}$ the following are equivalent:

- $\varphi$ belongs to the dominant Weyl chamber $C$, the stabilizer of $v = i h \varphi$ is compact, and one has $\varphi' = \lambda \varphi$;
- there exists $S \subset \{1, \ldots, \ell\}$ such that $i \in S$ whenever $\gamma_i$ is a non-compact simple root, and $\varphi_S = \eta - 2 \sum_{\alpha \in \text{span}\{\gamma_i| i \in S\} \cap \Delta_+} \alpha$ satisfies $\langle \varphi_S, \gamma_i \rangle = \lambda |\langle \varphi_S, \gamma_i \rangle|$ for all $i \in \mathcal{S}$. Moreover

$$\varphi = \begin{cases} \lambda \varphi_S & \text{if } \lambda = \pm 1 \\ \sum_{i \in S} v^i \varphi_i & \text{for some } v^i > 0 \text{ if } \lambda = 0. \end{cases} \quad (24)$$

What the above theorem says is that we can choose a Vogan diagram and algorithmically check the signs of $\langle \varphi, \gamma_i \rangle$ for each simple non-compact root $\gamma_i$. If the signs are all the same, then the associated orbit admits special canonical almost-complex structure.

2.6 Vogan diagrams

Vogan diagrams are combinatorial objects used to classify real semisimple Lie algebras [12, Chapter VI]. In our setting, they will play an important role in studying the equation (23) on adjoint orbits of simple Lie groups, as explained in the previous sections.

A Vogan diagram with trivial automorphism is a Dynkin diagram with some (including no one or all) painted vertices, where painted vertices correspond to simple non-compact roots. In the following, by Vogan diagram we will always intend a Vogan diagram with trivial automorphism. The reason why these diagrams are important in our setting is contained in the following lemma.

Lemma 2.5. Let $G$ be a real semisimple Lie group with Lie algebra $\mathfrak{g}$, and let $\ell$ be the rank of $\mathfrak{g}$. To any $v \in \mathfrak{g}$ with compact stabilizer, one can associate a Vogan diagram and a vector $(v^1, \ldots, v^\ell) \in \mathbb{R}^\ell$ with $v^i > 0$. Moreover $v^i > 0$ if the $i$-th node of the Vogan diagram is painted.

Since a Cartan subalgebra $\mathfrak{h}_0$ containing $v$ and a Weyl chamber $C$ containing $\varphi$ cannot be chosen in a canonical way, one has that it is possible to associate different Vogan diagrams to the same element $v$. However, once the Vogan diagram is chosen and the simple roots are labelled, the vector $(v^1, \ldots, v^\ell)$ is uniquely determined.

The correspondence established by Lemma 2.5 can be reversed. Indeed, given a connected Vogan diagram one can find a positive root system $\Delta_+$, and determine which roots in $\Delta_+$ are compact by using the formula in lemma 2.1. At this point, the Weyl Chamber associated to $\Delta_+$ is determined, hence one can choose $\varphi \in C$, $\varphi = \sum_{i=1}^\ell v^i \varphi_i$, with $v^i \geq 0$.

The important fact is that, given a non-compact real simple Lie group $G$, all adjoint orbits $(G/V, \omega, J)$ such that $\rho = \lambda \omega$, for some constant $\lambda \in \mathbb{R}$, can be listed in an algorithmic way (up to isomorphism and scaling). Indeed, by what we said above, this is equivalent to list (up to scaling) all special $\varphi$’s for all possible connected Vogan diagrams. In [7] the authors classified all such vectors for classical Vogan diagrams up to rank $\ell = 4$ and all the exceptional ones. This bound on the rank was mainly due to the fact that the algorithm to compute them becomes very slow with high ranks, since it requires to compute the full root system of the simple Lie algebra, together with its compact and non-compact roots. In the next section we are going to write the condition of special vector purely in terms of the indices of simple non-compact roots of a Vogan diagram. This makes the problem combinatorial and allows to scale the computation to much bigger Vogan diagrams.

3 The condition $\rho = \lambda \omega$ through the combinatorics of Vogan diagrams

In this section we are going to study the condition $\rho = \lambda \omega$ in terms of the combinatorics of Vogan diagrams. In particular, we will improve the results in [7], providing a purely combinatorial
condition for a special vector. Note that we will not consider adjoint orbits of exceptional type, since they were fully classified in [7]. The code that we used to test the formulae is available at the GitHub repository [https://github.com/alga-hopf/special-vogan-diagrams].

Consider the Vogan diagram of a non-compact real semisimple Lie algebra \( g \) with \( S = \{i_1, \ldots, i_m\} \) the set of indices of simple non-compact roots. The vector

\[
\varphi = \eta - 2 \sum_{\alpha \in \text{span}\{\gamma_i | i \in S^c\}} \alpha \tag{25}
\]

can be written as

\[
\varphi = \eta - 2 \sum_{\alpha \in \Delta^+_{nc}} \alpha - 2 \sum_{\alpha \in \Delta^+_c} \alpha + 4 \sum_{\alpha \in \Delta^+_{nc}} \sum_{\alpha \in \text{span}\{\gamma_i | i \in S^c\}} \alpha \tag{26}
\]

\[
= -2 \sum_{\alpha \in \Delta^+_{nc}} \alpha - 2 \sum_{\alpha \in \Delta^+_c} \alpha + 4 \sum_{\alpha \in \Delta^+_{nc}} \sum_{\alpha \in \text{span}\{\gamma_i | i \in S^c\}} \alpha \tag{27}
\]

\[
= -4\delta + 4 \sum_{\alpha \in \Delta^+_c} \alpha - 2 \sum_{\alpha \in \text{span}\{\gamma_i | i \in S^c\}} \alpha \tag{28}
\]

where in \( \text{(27)} \) we used the definition of \( \eta \) \( \text{(22)} \), in \( \text{(28)} \) we used the definition of \( \delta \) \( \text{(13)} \) and \( \Delta^+_{nc}, \Delta^+_c \) denote the sets of positive non-compact and compact roots respectively. To understand whether the vector \( \varphi \) is special, we have to compute the signs of its \( i \)th coefficients, \( i \in S \), by theorem \( \text{[2,4]} \). As explained in section \( \text{[2,3]} \) the coefficients \( \xi_i \) of \( \varphi \) in the basis of the fundamental dominant weights \( \{\omega_1, \ldots, \omega_{\ell}\} \) are given by

\[
\xi_i = (A\varphi)_i \quad i \in S, \tag{29}
\]

where \( A \) is the Cartan matrix of the underlying complex Lie algebra \( \text{[11]} \). Hence

\[
\tilde{\varphi} = -4A\delta + 4A \sum_{\alpha \in \Delta^+_c} \alpha - 2A \sum_{\alpha \in \text{span}\{\gamma_i | i \in S^c\}} \alpha, \tag{30}
\]

where \( \tilde{\varphi} \) denotes \( \varphi \) in the basis of fundamental dominant weights. Since, by definition, \( \delta_i = 1 \) in the basis of the fundamental dominant weights, we have the following expression for the \( \xi_i \)’s.

**Lemma 3.1.** In the basis of the fundamental dominant weights, the coefficients \( \xi_i \)’s can be expressed as

\[
\xi_i = -4 + 4 \left( A \sum_{\alpha \in \Delta^+_c} \alpha \right)_i - 2 \left( A \sum_{\alpha \in \text{span}\{\gamma_i | i \in S^c\}} \alpha \right)_i, \tag{31}
\]

where \( A \) is the Cartan matrix of the underlying Dynkin diagram.

Then, by theorem \( \text{[2,4]} \) the considered Vogan diagram is special if all the \( \xi_i \)’s, \( i \in S \), have the same sign. In order to check the signs of the \( \xi_i \)’s we need to compute explicitly the coefficients \( \xi_i, i \in S \), which is the goal of the subsequent sections.

We can now start diving into the study of the coefficients \( \xi_i \)’s for Vogan diagrams of type \( A_{\ell} \).

### 3.1 \( A_{\ell} \) family

In this section we provide a closed formula for the coefficients \( \xi_i \) defined above. The arguments used in this section will be used also for other families of diagrams, thus we provide the details here without repeating them in other cases, if not necessary.
Consider a diagram of type $A_\ell$ with $S = \{i_1, \ldots, i_m\}$ the set of indices of simple non-compact roots, and let $\{\gamma_1, \ldots, \gamma_{\ell}\}$ denote the simple roots. Note that, by definition,

\[
\left( \sum_{\alpha \in \text{span}\{\gamma_i | i \in S\}} \alpha \right)_{i_k} = 0 \quad \forall i \in S. \tag{32}
\]

Combining equation (32) together with the definition of the Cartan matrix $A$ for Lie algebras of type $A_\ell$ [10, Sec. 11.4, Tab. 1] we get for $i_k \in S$, $1 \leq k \leq m$,

\[
\left( A \sum_{\alpha \in \text{span}\{\gamma_i | i \in S\}} \alpha \right)_{i_k} = -\text{dim}(h_{i_k}) - \text{dim}(h_{i_{k+1}}), \tag{33}
\]

where $h_{i_k}$ is the Cartan subalgebra of the Lie subalgebra included between the nodes $i_{k-1} + 1$ and $i_k - 1$. This follows from the fact that the roots are unbroken strings [10, Sec. 9.4] and that the roots of the smaller subalgebra of type $A$ included between $i_{k-1} + 1$ and $i_k - 1$ having $\alpha_{i_{k-1}} \neq 0$ are exactly $\sum_{i=1}^{k-1} \gamma_i$, $i_{k-1} < n_1 < i_k$. Their number corresponds to the dimension of the corresponding Cartan subalgebra $\text{dim}(h_{i_k})$. A similar argument holds for $\text{dim}(h_{i_{k+1}})$.

Moreover, we can write

\[
\sum_{\alpha \in \Delta^c_+} \alpha = \sum_{\alpha \in \text{span}\{\gamma_i | i \in S\}} \alpha + \sum_{\alpha \in \Delta^c_- \setminus \text{span}\{\gamma_i | i \in S\}} \alpha, \tag{34}
\]

and we have

\[
\left( A \sum_{\alpha \in \Delta^c_+} \alpha \right)_{i_k} = \left( A \sum_{\alpha \in \text{span}\{\gamma_i | i \in S\}} \alpha \right)_{i_k} + \left( A \sum_{\alpha \in \Delta^c_+ \setminus \text{span}\{\gamma_i | i \in S\}} \alpha \right)_{i_k}
= -\text{dim}(h_{i_k}) - \text{dim}(h_{i_{k+1}}) + \left( A \sum_{\alpha \in \Delta^c_- \setminus \text{span}\{\gamma_i | i \in S\}} \alpha \right)_{i_k}
= -\text{dim}(h_{i_k}) - \text{dim}(h_{i_{k+1}}) + (A\delta^c)_{i_k}, \tag{35}
\]

where $\delta^c = \sum_{\alpha \in \Delta^c_+ \setminus \text{span}\{\gamma_i | i \in S\}} \alpha$.

Putting together equation (37) and lemma [5.1] we get

\[
\xi_{i_k} = 2\left(-2 - \text{dim}(h_{i_k}) - \text{dim}(h_{i_{k+1}}) + 2(A\delta^c)_{i_k}\right)
= 2\left(-2 - (i_k - i_{k-1} - 1) - (i_{k+1} - i_k - 1) + 2(-\delta^c_{i_{k-1}} + 2\delta^c_{i_k} - \delta^c_{i_{k+1}})\right)
= 2\left(i_k - i_{k-1} + 2(-\delta^c_{i_{k-1}} + 2\delta^c_{i_k} - \delta^c_{i_{k+1}})\right), \tag{38}
\]

where in equality (39) we used the fact that $\text{dim}(h_{i_k}) = i_k - i_{k-1} - 1$, with the assumptions that $i_0 = 0$ and $i_{m+1} = \ell + 1$, and the structure of $A$.

At this point, in order to determine the coefficient $\xi_{i_k}$, we need to make the term $-\delta^c_{i_{k-1}} + 2\delta^c_{i_k} - \delta^c_{i_{k+1}}$, $i_k \in S$, explicit. This requires some knowledge about the roots systems of Lie algebras of type $A_\ell$. In particular, the positive roots of Lie algebras type $A_\ell$ are

\[
\Delta^c_+ = \left\{ \sum_{i=n_1}^{n_2} \gamma_i \mid 1 \leq n_1 \leq n_2 \leq \ell \right\}, \tag{41}
\]

while the positive compact roots are of the form

\[
\Delta^c_+ = \left\{ \sum_{i=n_1}^{n_2} \gamma_i \mid 1 \leq n_1 \leq n_2 \leq \ell, \ |S \cap \{n_1, \ldots, n_2\}| \in 2\mathbb{Z} \right\}. \tag{42}
\]
Before stating the theorem about the coefficients \( \xi_i \) we introduce the following quantities that will be used extensively through the paper:

\[
S_1(j) := \sum_{k=1}^{\left\lfloor \frac{m-j}{2} \right\rfloor} i_{j+2k} - i_{j+2k-1}, \quad S_2(j) := \sum_{k=1}^{\left\lfloor \frac{j}{2} \right\rfloor} i_{j-2k+1} - i_{j-2k}
\]

\[
T_1(j) := \sum_{k=1}^{\left\lfloor \frac{j+1}{2} - 1 \right\rfloor} i_{j-2k} - i_{j-2k-1}, \quad T_2(j) := \sum_{k=1}^{\left\lfloor \frac{m-j-1}{2} \right\rfloor} i_{j+2k+1} - i_{j+2k}
\]

\[
S_+(j) := \sum_{k=j+1}^{m} 2(-1)^{k-j}i_k + i_{j+1} + (-1)^{m-j+1}(\ell + 1) = S_1(j) - T_2(j)
\]

\[
S_-(j) := \sum_{k=1}^{j-1} 2(-1)^{k-j}i_k + i_{j-1} = S_2(j) - T_1(j).
\]

This notation is going to greatly simplify the formulae we are going to present.

**Theorem 3.2.** Given a Vogan diagram of type \( A_\ell \) with \( S = \{i_1, \ldots, i_m\} \) the set of indices of simple non-compact roots, for \( i_j \in S \) one has

\[
\xi_{ij} = 2(i_{j-1} - i_{j+1} + 2(S_+(j) - S_-(j))).
\]  

*Proof.* First, assume that \( i_0 = 0 \) and \( i_{m+1} = \ell + 1 \). We are going to prove that

\[
-\delta_{ij-1}^c + 2\delta_{ij}^c - \delta_{ij+1}^c = S_1(j) + S_2(j) - T_1(j) - T_2(j).
\]  

This, together with equality (40) and quantities (45) (46), proves identity (47).

Note that we can express

\[
\delta_{ij-1}^c = \delta_{ij}^c - s_1 + t_1, \quad \delta_{ij+1}^c = \delta_{ij}^c - s_2 + t_2,
\]

where

- \( s_1 \) is the number of compact roots \( \sum_{i=1}^{n} \alpha_i |\gamma_i| \in \Delta_+ \setminus \text{span}\{\gamma_i | i \in S^c\} \) such that \( \alpha_{ij} - \alpha_{ij-1} = 1 \),
- \( s_2 \) is the number of compact roots in \( \Delta_+ \setminus \text{span}\{\gamma_i | i \in S^c\} \) such that \( \alpha_{ij} - \alpha_{ij+1} = 1 \),
- \( t_1 \) is the number of compact roots in \( \Delta_+ \setminus \text{span}\{\gamma_i | i \in S^c\} \) such that \( \alpha_{ij-1} - \alpha_{ij} = 1 \),
- \( t_2 \) is the number of compact roots in \( \Delta_+ \setminus \text{span}\{\gamma_i | i \in S^c\} \) such that \( \alpha_{ij+1} - \alpha_{ij} = 1 \).

Hence

\[
-\delta_{ij-1}^c + 2\delta_{ij}^c - \delta_{ij+1}^c = s_1 - t_1 + s_2 - t_2.
\]

So it suffices to determine the numbers \( s_1, s_2, t_1, t_2 \) for each \( i_j \). We start with the coefficient \( s_1 \) and we need to count the compact roots in \( \Delta_+ \setminus \text{span}\{\gamma_i | i \in S^c\} \) such that \( \alpha_{ij} = 1 \) and \( \alpha_{ij-1} = 0 \). These are of the form \( \sum_{l=1}^{n_1} \gamma_l \) with \( S \cap \{|i_j, \ldots, n_1|\} \in 2\mathbb{Z} \). These roots are

\[
s_1 = \sum_{k=1}^{\left\lfloor \frac{m-j}{2} \right\rfloor} i_{j+2k} - i_{j+2k-1} = S_1(j).
\]

A similar argument can be used to compute \( s_2 \), and we need to compute the the compact roots in \( \Delta_+ \setminus \text{span}\{\gamma_i | i \in S^c\} \) such that \( \alpha_{ij} = 1 \) and \( \alpha_{ij+1} = 0 \), which are of the form \( \sum_{l=n_1}^{n_j} \gamma_l \), with \( S \cap \{|n_1, \ldots, i_j|\} \in 2\mathbb{Z} \). These are

\[
s_2 = \sum_{k=1}^{\left\lfloor \frac{j}{2} \right\rfloor} i_{j-2k+1} - i_{j-2k} = S_2(j).
\]
For the coefficient \( t_1 \), the compact roots in \( \Delta_+^c \setminus \mathop{\text{span}}\{\gamma_i \mid i \in S^c\} \) such that \( \alpha_{ij} = 0 \) and \( \alpha_{ij-1} = 1 \) are of the form \( \sum_{l=m_1}^{i-1} \gamma_l \), with \( S \cap \{\{n_1, \ldots, i_j - 1\}\} \in 2\mathbb{Z} \). This reads
\[
t_1 = \sum_{k=1}^{[\frac{i_j}{2}]-1} i_{j-2k} - i_{j-2k-1} = T_1(j). \tag{53}
\]

Finally, for \( t_2 \) the compact roots in \( \Delta_+^c \setminus \mathop{\text{span}}\{\gamma_i \mid i \in S^c\} \) such that \( \alpha_{ij} = 0 \) and \( \alpha_{ij+1} = 1 \) are of the form \( \sum_{l=i_j+1}^{n_2} \gamma_l \), with \( S \cap \{\{i_j + 1, \ldots, n_1\}\} \in 2\mathbb{Z} \). So
\[
t_2 = \sum_{k=1}^{[\frac{i_j}{2}]-1} i_{j+2k+1} - i_{j+2k} = S_2(j). \tag{54}
\]

Thus,
\[
s_1 - t_1 + s_2 - t_2 = S_1(j) - T_1(j) + S_2(j) - T_2(j). \tag{55}
\]

This proves equality \((48)\) \(\square\)

Theorem \((3.2)\) above gives a formula to compute the coefficients \( \xi_i \) that depends only on the set \( S \) and its combinatorics. In the next sections we are going to state similar results to the one for \( A_\ell \). Even if the root systems are more intricate, the fundamental ideas are the ones developed in the current section.

### 3.2 \( B_\ell \) family

In this section we are going to study the coefficients \( \xi_i \) for Vogan diagrams of type \( B_\ell \). Consider a Vogan diagram of type \( B_\ell \) with \( S = \{i_1, \ldots, i_m\} \) the set of indices of simple non-compact roots, and denote \( \{\gamma_1, \ldots, \gamma_\ell\} \) the set of simple roots. As we did in section \((3.1)\) taking into account the form of the Cartan matrix \( A \) of type \( B_\ell \) \(\cite[Sec. 11.4,Tab. 1]{10} \), one has

\[
\Gamma_{ik} = \left( A \sum_{\alpha \in \mathop{\text{span}}\{\gamma_i \mid i \in S^c\}} \alpha \right)_{ik} = \begin{cases} -\dim(h_{ik}) - \dim(h_{ik+1}) & \text{if } k \neq m \\ -\dim(h_{im}) - (2\dim(h_{im+1}) - 1) & \text{if } k = m, i_k \neq \ell \\ -2\dim(h_{\ell}) & \text{if } k=m, i_k = \ell \end{cases} \tag{56}
\]

where we assume \( i_0 = 0 \) and \( i_{m+1} = \ell + 1 \). The case \( k = m, i_k \neq \ell \) comes from the fact that the roots in \( \mathop{\text{span}}\{\gamma_i \mid i \in S^c\} \) that have non-zero \( i_m + 1 \) component are the roots of the Lie algebra of type \( B \) included between \( i_m + 1 \) and \( \ell \), which are exactly \( 2\dim(h_{ik+1}) - 1 \). The case \( k = m, i_k = \ell \) comes from the structure of the Cartan matrix \( A \) and the fact that the Lie algebra included between \( i_m + 1 \) and \( i_m - 1 \) is of type \( A_n \).

By equation \((54)\), similarly as for the \( A_\ell \) case, we have

\[
\left( A \sum_{\alpha \in \Delta_+^c} \alpha \right)_{ik} = \left( A \sum_{\alpha \in \mathop{\text{span}}\{\gamma_i \mid i \in S^c\}} \alpha \right)_{ik} + \left( A \sum_{\alpha \in \Delta_+^c \setminus \mathop{\text{span}}\{\gamma_i \mid i \in S^c\}} \alpha \right)_{ik} = \Gamma_{ik} + \tau_{ik}, \tag{57}
\]
where $\delta^c = \sum_{\alpha \in \Delta^c_\ell \setminus \text{span}(\gamma_i \mid i \in S^c)} \alpha$ and we put $\tau_{i_k} := (A\delta^c)_{i_k}$. In particular,

$$\tau_k = \begin{cases} -\delta^c_{i_k-1} + 2\delta^c_{i_k} - \delta^c_{i_k+1} & \text{if } i_k \neq \ell \\ -2\delta^c_{i_k-1} + 2\delta^c_{i_k} & \text{if } i_k = \ell \end{cases},$$

(58)

by the structure of the Cartan matrix $A$.

Finally, as for the $A_\ell$ case,

$$\xi_{i_k} = -4 - 2\Gamma_{i_k} + 4 \left( A \sum_{\alpha \in \Delta^c_\ell} \alpha \right)_{i_k} = 2 (-2 + \Gamma_{i_k} + 2\tau_{i_k}).$$

(59)

In order to write explicitly the coefficients $\tau_{i_k}$, we need to recall that the structure of the positive roots of type $B_\ell$,

$$\Delta_+ = \left\{ \sum_{i=n_1}^{n_2} \gamma_i \mid 1 \leq n_1 \leq n_2 \leq \ell \right\} \cup \left\{ \sum_{i=n_1}^{n_2} \gamma_i + \sum_{i=n_2+1}^{\ell} 2\gamma_i \mid 1 \leq n_1 \leq n_2 \leq \ell - 1 \right\},$$

(60)

and the positive compact roots

$$\Delta^c_+ = \left\{ \sum_{i=n_1}^{n_2} \gamma_i \mid 1 \leq n_1 \leq n_2 \leq \ell, \ |S \cap \{n_1, \ldots, n_2\}| \in 2\mathbb{Z} \right\} \cup \left\{ \sum_{i=n_1}^{n_2} \gamma_i + \sum_{i=n_2+1}^{\ell} 2\gamma_i \mid 1 \leq n_1 \leq n_2 \leq \ell - 1, \ |S \cap \{n_1, \ldots, n_2\}| \in 2\mathbb{Z} \right\}.$$ 

(61)

In the following theorem we compute the coefficients $\xi_{i_k}$.

**Theorem 3.3.** Given a Vogan diagram of type $B_\ell$ with $S = \{i_1, \ldots, i_m\}$ the set of indices of simple non-compact roots, for $i_j \in S$ one has

- If $j \neq m$

  $$\xi_{i_j} = 2 (-i_{j-1} + 4i_j - 3i_{j+1} + 4S_+(j) + 2(-1)^{j+m}).$$

(62)

- If $j = m$ and $i_m \neq \ell$

  $$\xi_{i_m} = 2(3i_m - i_{m-1} - 2\ell - 2).$$

(63)

- If $i_j = \ell$

  $$\xi_{i_\ell} = 2(2\ell - 2i_{m-1}).$$

(64)

**Proof.** Assume that $i_0 = 0$ and $i_{m+1} = \ell + 1$.

- Case $j \neq m$. We are going to prove that

  $$\tau_{i_j} = -i_{j-1} + 2i_j - i_{j+1} + 2S_1(j) - 2T_2(j) + (-1)^{j+m}.$$ 

(65)

This, together with equality (59) proves equality (62). In this case, $\tau_{i_j}$ can be written as

$$\tau_{i_j} = -\delta^c_{i_k-1} + 2\delta^c_{i_k} - \delta^c_{i_k+1} = s_1 - t_1 + s_2 - t_2,$$

(66)

as for the $A_\ell$ case. We start with the computation of $s_1$. In order to count the compact roots in $\Delta^c_+ \setminus \text{span}(\gamma_i \mid i \in S^c)$ such that $\alpha_i - \alpha_{i-1} = 1$, one can first consider the roots such that $\alpha_i = 1$ and $\alpha_{i-1} = 0$, which are of two types. The roots $\sum_{l=i_j}^{n_2} \gamma_l$, with
Finally, for putting everything together we get

\[ s_1 + s_2 - t_1 - t_2 = -i_j - 1 + 2i_j + i_j + 1 + 2S_1 + (j) - 2T_2(j) + (-1)^{j+m}, \]

where we used the fact that \(-\delta_{\ell+1,i_{j+2},\frac{m-1}{2}+1} + \delta_{\ell+1,i_{j+2},\frac{m+1}{2}+1} = (-1)^{j+m}\). This proves equality (65).
• Case \( j = m, i_m \neq \ell \). We will prove that

\[
\tau_{i_m} = i_j - i_{j-1} - 1,
\]

that, together with equality (69), proves equality (63). Again, we have

\[
\tau_{i_m} = -\delta^c_{i_m-1} + 2\delta^c_{i_m} - \delta^c_{i_m+1} = s_1 - t_1 + s_2 - t_2,
\]

so we only need to compute the coefficients \( s_1, t_1, s_2, t_2 \). We start with the coefficient \( s_1 \).

Notice that the compact roots in \( \Delta^c_\ne \setminus \text{span}\{\gamma_i \mid i \in S^c\} \) such that \( \alpha_{i_m} - \alpha_{i_{m-1}} = 1 \), are only the roots such that \( \alpha_{i_m} = 2 \) and \( \alpha_{i_{m-1}} = 1 \), that are of type \( \sum_{l=i_m}^{i_{m-1}} \gamma_l + \sum_{l=1}^{\ell} 2\gamma_l \), with \( S \cap \{|\{n_1, \ldots, i_{m-1}\} \mid \in 2\mathbb{Z} \). So

\[
s_1 = \sum_{k=1}^{\lfloor \frac{m+1}{2} \rfloor-1} i_m - 2k - i_m - 2k - 1 + (i_m - i_{m-1} - 1) = T_1(m) + i_m - i_{m-1} - 1.
\]

As above, for \( s_2 \) and \( t_1 \) we have the equalities

\[
s_2 = \sum_{k=1}^{\lfloor \frac{m}{2} \rfloor} i_m - 2k - i_m - 2k = S_2(m), \quad t_1 = \sum_{k=1}^{\lfloor \frac{m+1}{2} \rfloor-1} i_m - 2k - i_m - 2k - 1 = T_1(m).
\]

Finally, for \( t_2 \) one has that the roots in \( \Delta^c_\ne \setminus \text{span}\{\gamma_i \mid i \in S^c\} \) such that \( \alpha_{i_m+1} - \alpha_{i_m} = 1 \) are the ones for which \( \alpha_{i_{m+1}} = 2 \) and \( \alpha_{i_m} = 1 \). These are \( \sum_{l=i_{m+1}}^{i_m} \gamma_l + \sum_{l=1}^{\ell} 2\gamma_l \), with \( |\{n_1, \ldots, i_m\} \cap S| \in 2\mathbb{Z} \), so

\[
t_2 = \sum_{k=1}^{\lfloor \frac{m}{2} \rfloor} i_m - 2k + i_m - 2k = S_2(m).
\]

Summing everything up we get

\[
s_1 + s_2 - t_1 - t_2 = i_m - i_{m-1} - 1,
\]

which proves equality (76).

• Case \( j = m, i_m = \ell \). We will prove equality

\[
\tau_{\ell} = 2(\ell - i_{m-1} - 1)
\]

that, together with equality (69), proves (63). Remember that

\[
\tau_{\ell} = -2\delta^c_{\ell-1} + 2\delta^c_{\ell} = s_1 - t_1.
\]

For \( s_1 \), the compact roots in \( \Delta^c_\ne \setminus \text{span}\{\gamma_i \mid i \in S^c\} \) such that \( \alpha_{\ell} - \alpha_{\ell-1} = 1 \) are the ones for which \( \alpha_{\ell} = 2 \) and \( \alpha_{\ell-1} = 1 \), that are of type \( \sum_{l=1}^{\ell-1} \gamma_l + 2\gamma_{\ell} \), with \( |S \cap \{n_1, \ldots, \ell-1\}| \in 2\mathbb{Z} \).

These are

\[
s_1 = \sum_{k=1}^{\lfloor \frac{\ell+1}{2} \rfloor-1} i_j - 2k - i_j - 2k - 1 + (\ell - i_{m-1} - 1) = T_1(j) + \ell - i_{m-1} - 1.
\]

The coefficient \( t_1 \) is equal to \( T_1(m) \), as in the previous cases, hence

\[
s_1 - t_1 = \ell - i_{m-1} - 1,
\]

which proves equality (82) and concludes the proof of the theorem.

The above theorem allows us to compute the coefficients of Vogan diagrams of type \( B_\ell \) and check their signs. The next two sections are dedicated to Vogan diagrams of type \( C_\ell \) and \( D_\ell \). The proofs in these cases are going to be significantly more intricate than the ones we have seen so far. Thus we will try to keep them short and refer to the previous proofs in case of similar computations.
3.3 \( C_\ell \) family

Consider a Vogan diagram of type \( C_\ell \), with \( S = \{i_1, \ldots, i_m\} \) the set of indices of simple non-compact roots and denote by \( \{\gamma_1, \ldots, \gamma_\ell\} \) the set of simple roots. As for the other cases, using the structure of the Cartan matrix \( A \) for Lie algebras of type \( C_\ell \) [10 Sec. 11.4, Tab. 1], one can write

\[
\Gamma_{ik} = \left( A \sum_{\alpha \in \text{span}\{\gamma_i | i \in S^0\}} \alpha \right)_{ik} = \begin{cases} 
-\dim(h_{i_k}) - \dim(h_{i_{k+1}}) & \text{if } k \neq m, i_k \neq \ell - 1 \\
-\dim(h_{i_m}) - 2\dim(h_{i_{m+1}}) & \text{if } k = m, i_k \neq \ell - 1 \\
-\dim(h_{\ell-1}) - 2 & \text{if } k = m, i_k = \ell - 1 \\
-\dim(h_{\ell-1}) & \text{if } k \neq m, i_k = \ell - 1
\end{cases}
\]

where, for \( k = m, i_k \neq \ell - 1 \), the second summand comes from the fact that the roots in \( \text{span}\{\gamma_i | i \in S^0\} \) that have non-zero \( i_m + 1 \) component are the roots of the Lie algebra of type \( C \) included between \( i_m + 1 \) and \( \ell \), which are exactly \( 2\dim(h_{i_{m+1}}) \). For the last two cases, the second summand is equal to 0 if \( i_m \neq \ell - 1 \), and equal to \(-2\) if \( i_m = \ell - 1 \), as a consequence of the fact that \( A_{\ell-1,\ell} = -2 \), and there is only one root between \( \ell - 1 \) and \( \ell \).

Similarly for the \( A_\ell \) and \( B_\ell \) cases, one has

\[
\xi_{ik} = -4 - 2\Gamma_{ik} + 4 \left( A \sum_{\alpha \in \Delta_+^{c}} \alpha \right)_{ik} = 2 (-2 + \Gamma_{ik} + 2\tau_{ik}) ,
\]

where \( \delta^c = \sum_{\alpha \in \Delta_+ \setminus \text{span}\{\gamma_i | i \in S^0\}} \alpha \) and we put \( \tau_{ik} := (A\delta^c)_{ik} \). Note that

\[
\tau_{ik} = \begin{cases} 
-\delta_{ik-1} + 2\delta_{ik} - \delta_{ik+1} & \text{if } i_k \neq \ell - 1 \\
-\delta_{\ell-1} + 2\delta_{\ell} - 2\delta_{\ell-1} & \text{if } i_k = \ell - 1
\end{cases}
\]

again as a consequence of the structure of \( A \).

The coefficients \( \tau_{ik} \) depend on the structure of the roots of type \( C_\ell \), which we recall below. The positive roots of type \( C_\ell \) are

\[
\Delta_+ = \left\{ \sum_{i=n_1}^{n_2} \gamma_i \mid 1 \leq n_1 \leq n_2 \leq \ell \right\} \cup \left\{ \sum_{i=n_1}^{\ell-1} 2\gamma_i + \gamma_\ell \mid 1 \leq n_1 \leq \ell - 1 \right\} \cup \left\{ \sum_{i=n_1}^{n_2} \gamma_i + \sum_{i=n_2+1}^{\ell-1} 2\gamma_i + \gamma_\ell \mid 1 \leq n_1 \leq n_2 \leq \ell - 2 \right\}
\]

and the positive compact roots are

\[
\Delta_+^{c} = \left\{ \sum_{i=n_1}^{n_2} \gamma_i \mid 1 \leq n_1 \leq n_2 \leq \ell, \ |S \cap \{n_1, \ldots, n_2\}| \in 2\mathbb{Z} \right\} \cup \left\{ \sum_{i=n_1}^{n_2} \gamma_i + \sum_{i=n_2+1}^{\ell-1} 2\gamma_i + \gamma_\ell \mid 1 \leq n_1 \leq n_2 \leq \ell - 2, \ |S \cap \{n_1, \ldots, n_2, \ell\}| \in 2\mathbb{Z} \right\} \cup \left\{ \sum_{i=n_1}^{\ell-1} 2\gamma_i + \gamma_\ell \mid 1 \leq n_1 \leq n - 1, \ \ell \notin S \right\}
\]
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The following theorem shows the structure of the coefficients $\xi_i$.

**Theorem 3.4.** Given a Vogan diagram of type $C_\ell$ with $S = \{i_1, \ldots, i_m\}$ the set of indices of simple non-compact roots, for $i_j \in S$ one has

- If $i_j \neq \ell - 1$
  - If $j \neq m$ and $\ell \notin S$
    \[
    \xi_{ij} = 2 \left( -i_{j-1} + 4i_j - 3i_{j+1} + 4S_+(j) + 4(-1)^{j+m} \right). \tag{91}
    \]
  - If $j \neq m$ and $\ell \in S$
    \[
    \xi_{ij} = 2 (3i_{j-1} - 4i_j + i_{j+1} + 4S_-(j)). \tag{92}
    \]
  - If $j = m$ and $i_j = \ell$
    \[
    \xi_{\ell} = 2 (\ell - i_{m-1} - 3 + 2S_-(j)). \tag{93}
    \]
  - If $j = m$ and $i_j \neq \ell$
    \[
    \xi_{im} = 2 (3i_m - i_{m-1} - 2\ell + 1). \tag{94}
    \]

- If $i_j = \ell - 1$
  - If $\ell \in S$
    \[
    \xi_{\ell-1} = 2(\ell + 3i_{j-1} + 6 + 4S_-(j)). \tag{95}
    \]
  - If $\ell \notin S$
    \[
    \xi_{\ell-1} = 2(\ell - i_{j-1}). \tag{96}
    \]

**Proof.** Assume that $i_0 = 0$ and $i_{m+1} = \ell + 1$.

- Case $i_j \neq \ell - 1$.
  - Case $j \neq m$, $\ell \notin S$. We will prove that
    \[
    \tau_i = -i_{j-1} + 2i_j - i_{j+1} + 2(S_1(j) - T_2(j)) + 2(-1)^{j+m}, \tag{97}
    \]
    that, together with equalities (86) and (87), proves (91). We need to compute
    \[
    \tau_i = -\delta^{c}_{i-1} + 2\delta^{c}_{i} - \delta^{c}_{i+1} = s_1 - t_1 + s_2 - t_2. \tag{98}
    \]
    We start with the coefficient $s_1$. The compact roots in $\Delta^c_+ \setminus \operatorname{span}\{\gamma_i | i \in S^c\}$ such that $\alpha_i - \alpha_{i-1} = 1, 2$ are the ones for which $\alpha_i = 1$ and $\alpha_{i-1} = 0$, or $\alpha_i = 2$ and $\alpha_{i-1} = 1$, or $\alpha_i = 2$ and $\alpha_{i-1} = 0$. Following similar arguments to the ones used in the proof of case $B_\ell$, and looking and the structure of the roots (90), one has
    \[
    s_1 = 2 \sum_{k=1}^{\left\lfloor \frac{m}{2} \right\rfloor} i_{j+2k} - i_{j+2k-1} + \sum_{k=1}^{\left\lfloor \frac{m-1}{2} \right\rfloor} i_{j-2k} + i_{j-2k-1} + (i_j - i_{j-1} - 1) + 2 + 2\delta^{c}_{\ell+1, i+j+2\left\lfloor \frac{m-1}{2} \right\rfloor}, \tag{99}
    \]
    where the term $\delta^{c}_{\ell+1, i+j+2\left\lfloor \frac{m-1}{2} \right\rfloor}$ comes from the fact that $\alpha_i$ is fixed and equal to 1 in the roots $\sum_{i=1}^{n_1} \gamma_i + \sum_{i=n_1+1}^{\ell-1} 2\gamma_i + \gamma_\ell$ and $\sum_{i=n_1}^{\ell-1} \gamma_i + \sum_{i=\ell}^{\ell-1} 2\gamma_i + \gamma_\ell$.

As above, the coefficients $s_2$ and $t_1$ are precisely $s_2 = S_2(j)$ and $t_1 = T_1(j)$.
Similarly to $s_1$, for $t_2$ one has that the roots in $\Delta^c_\gamma \setminus \text{span}\{\gamma_i | i \in S^c\}$ such that $\alpha_{i,j+1} - \alpha_{i,j} = 1, 2$ are the ones for which $\alpha_{i,j+1} = 1$ and $\alpha_{i,j} = 0$, or $\alpha_{i,j+1} = 2$ and $\alpha_{i,j} = 1$, or $\alpha_{i,j+1} = 2$ and $\alpha_{i,j} = 0$, hence

$$t_2 = 2 \sum_{k=1}^{[m-j-1]} i_{j+2k+1} - i_{j+2k} + (i_{j+1} - i_j - 1) + \sum_{k=1}^{\lceil \frac{m}{2} \rceil} i_{j-2k+1} - i_{j-2k} + 2 + 2\delta_{\ell+1,i,j+2[l_{j-2k} - 1]} + 1$$

$$= i_{j+1} - i_j + 1 + 2T_2(j) + S_1(j) - 2\delta_{\ell+1,i,j+2[l_{j-2k} - 1]} + 1$$

Finally

$$s_1 + s_2 - t_1 - t_2 = -i_{j-1} + 2i_j - i_{j+1} + 2(S_1(j) - T_2(j)) + 2(-1)^{j+m}.$$  \hspace{1cm} (101)

This proves equality (97).

- Case $j \neq m$, $\ell \in S$. We will prove that

$$\tau_{i,j} = i_{j-1} - 2i_j + i_{j+1} + 2(S_2(j) - T_1(j)).$$  \hspace{1cm} (102)

This, with equalities (86) and (87) proves (92). Recall that

$$\tau_{i,j} = -\delta_{i,j-1}^c + 2\delta_{i,j}^c - \delta_{i,j+1}^c = s_1 - t_1 + s_2 - t_2.$$  \hspace{1cm} (103)

The computations are similar as the previous case, except that the fact that $\gamma_\ell \in S$ changes the compactness of the roots with respect to the above point. Hence we have

$$s_1 = \sum_{k=1}^{[m-j-1]} i_{j+2k} - i_{j+2k-1} + \sum_{k=1}^{[m-j-1]} i_{j+2k+1} - i_{j+2k} + (i_{j+1} - i_j) + \sum_{k=1}^{[\frac{m}{2}]} i_{j-2k+1} + i_{j-2k} - 2\delta_{\ell+1,i,j+2[l_{j-2k} - 1]}$$

$$= i_{j+1} - i_j + S_1(j) + T_1(j) + 2\delta_{\ell+1,i,j+2[l_{j-2k} - 1]}$$

$$t_2 = \sum_{k=1}^{[m-j-1]} i_{j+2k+1} - i_{j+2k} + \sum_{k=1}^{[\frac{m}{2}]} i_{j+2k} - i_{j+2k-1} + \sum_{k=1}^{[\frac{m}{2}]} i_{j-2k+1} + i_{j-2k} - 2\delta_{\ell+1,i,j+2[l_{j-2k} - 1]}$$

$$= i_j - i_{j-1} + T_2(j) + S_1(j) + T_1(j) - 2\delta_{\ell+1,i,j+2[l_{j-2k} - 1]} + 1,$$

and, again $s_2 = S_2(j)$, $t_1 = T_1(j)$. Finally

$$s_1 + s_2 - t_1 - t_2 = i_{j-1} - 2i_j + i_{j+1} + 2(S_2(j) - T_1(j)) + 2(-1)^{j+m}.$$  \hspace{1cm} (105)

This proves equality (102).

- Case $j = m$ and $i_j = \ell$. We will prove that

$$\tau_{\ell} = S_2(m) - T_1(m).$$  \hspace{1cm} (106)
This, with equalities (86) and (87) proves (93). In this case, \( \tau_\ell = -\delta_\ell + 2\delta_\ell \). Note that the compact roots in \( \Delta^c_+ \setminus \text{span}\{\gamma_i| i \in \mathbb{S}\} \) such that \( \alpha_\ell \neq 0 \) are

\[
\sum_{k=n_1}^{\ell} \gamma_k, \quad |S \cap \{n_1, \ldots, \ell\}| \in 2\mathbb{Z} \tag{107}
\]

\[
\sum_{k=n_1}^{n_2} \gamma_k + \sum_{k=n_2+1}^{\ell-1} 2\gamma_k + \gamma_\ell, \quad |S \cap \{n_1, \ldots, \ell\}| \in 1 + 2\mathbb{Z}, \tag{108}
\]

with coefficient \( \alpha_\ell = 1 \). On the other hand, the compact roots in \( \Delta^c_+ \setminus \text{span}\{\gamma_i| i \in \mathbb{S}\} \) such that \( \alpha_{\ell-1} \neq 0 \) are

\[
\sum_{k=n_1}^{\ell-1} \gamma_k, \quad |S \cap \{n_1, \ldots, \ell - 1\}| \in 2\mathbb{Z} \tag{109}
\]

\[
\sum_{k=n_1}^{\ell-1} \gamma_k + \gamma_\ell, \quad |S \cap \{n_1, \ldots, \ell - 1\}| \in 1 + 2\mathbb{Z} \tag{110}
\]

\[
\sum_{k=n_1}^{n_2} \gamma_k + \sum_{k=n_2+1}^{\ell-1} 2\gamma_k + \gamma_\ell, \quad |S \cap \{n_1, \ldots, \ell\}| \in 1 + 2\mathbb{Z}, \tag{111}
\]

with coefficients \( \alpha_{\ell-1} = 1, 1, 2 \) respectively. Not all the roots contribute to the summation. In particular, the ones that do are

* \( \sum_{k=n_1}^{\ell-1} \gamma_k, \quad |S \cap \{n_1, \ldots, \ell - 1\}| \in 2\mathbb{Z} \), which contribute by \(- \sum_{k=1}^{\lfloor \frac{\ell}{2} \rfloor} i_{j-2k+1} + i_{j-2k} \).

* \( \sum_{k=n_1}^{\ell-1} \gamma_k + \gamma_\ell, \quad |S \cap \{n_1, \ldots, \ell - 1\}| \in 1 + 2\mathbb{Z} \), which contribute by \( \sum_{k=1}^{\lfloor \frac{\ell}{2} \rfloor-1} i_{j-2k} - \frac{i_{j-2k}}{2} \).

By summing all the contributes we get

\[
\tau_\ell = - \sum_{k=1}^{\lfloor \frac{\ell}{2} \rfloor-1} i_{j-2k} - i_{j-2k-1} + \sum_{k=1}^{\lfloor \frac{\ell}{2} \rfloor} i_{j-2k+1} + i_{j-2k} = -T_1(j) + S_2(j). \tag{112}
\]

This proves equality (106).

\(-\) Case \( j = m \) and \( i_j \neq \ell \). We are going to prove that

\[
\tau_{im} = i_m - i_{m-1} + 1. \tag{113}
\]

This, with equalities (86) and (87) proves (114). This case is similar to the case \( j \neq m, \ell \notin S \), except that we do not have to take into account the roots with \( \alpha_{m+1} \neq 0, \ldots, \alpha_\ell \neq 0 \), since these are not included in \( \Delta^c_+ \setminus \text{span}\{\gamma_i| i \in \mathbb{S}\} \). Thus

\[
s_1 = \sum_{k=1}^{\lfloor \frac{m}{2} \rfloor-1} i_{m-2k} - i_{m-2k-1} + (i_m - i_{m-1} - 1) + 2 = T_1(m) + i_m - i_{m-1} + 1.
\]

\[
t_2 = \sum_{k=1}^{\lfloor \frac{m}{2} \rfloor} i_{m-2k+1} - i_{m-2k} = S_2(m),
\]

and \( s_2 = S_2(m), t_1 = T_1(m) \). This reads

\[
s_1 + s_2 - t_1 - t_2 = i_m - i_{m-1} + 1, \tag{115}
\]

which proves equality (113).
• Case $i_j = \ell - 1$. In this case we have to compute

$$
\tau_{\ell-1} = -\delta^c_{\ell-2} + 2\delta^c_{\ell-1} - 2\delta^c_\ell,
$$

(116)

and the explicit computations, together with equalities (86) and (87), prove (95) and (96).

We have to consider two cases.

- Case $\ell \in S$. We will prove that

$$
\tau_{\ell-1} = 3 - \ell + i_{j-1} + 2(S_2(j) - T_1(j)).
$$

(117)

The roots in $\Delta^c_+ \setminus \text{span}\{\gamma_i | i \in S^c\}$ such that $\alpha_{\ell-1} \neq 0$ are

$$
\sum_{k=n_1}^{\ell-1} \gamma_k, \quad |S \cap \{n_1, \ldots, \ell - 1\}| \in 2\mathbb{Z}
$$

(118)

$$
\sum_{k=n_1}^{\ell-1} \gamma_k + \gamma_\ell, \quad |S \cap \{n_1, \ldots, \ell\}| \in 2\mathbb{Z}
$$

(119)

$$
\sum_{k=n_1}^{n_2} \gamma_k + \sum_{k=n_2+1}^{\ell-1} 2\gamma_k + \gamma_\ell, \quad |S \cap \{n_1, \ldots, n_2\}| \in 1 + 2\mathbb{Z},
$$

(120)

with coefficient $\alpha_{\ell-1} = 1$, $\alpha_{\ell-1} = 1$ and $\alpha_{\ell-1} = 2$ respectively. Call $L = \sum_{i=1}^{\ell} \lambda_i \gamma_i$ the sum of all roots of type (118), $M = \sum_{i=1}^{\ell} \mu_i \gamma_i$ the sum of roots of type (119) and $N = \sum_{i=1}^{\ell} \nu_i \gamma_i$ the sum of the roots of type (120). Note that, $\delta^c_{\ell-1} = \lambda_{\ell-1} + \mu_{\ell-1} + \nu_{\ell-1}$. On the other hand, the roots in $\Delta^c_+ \setminus \text{span}\{\gamma_i | i \in S^c\}$ such that $\alpha_\ell \neq 0$ are (119) and (120), both with coefficient $\alpha_\ell = 1$. In particular, $\delta^c_\ell = \mu_{\ell-1} + \frac{2}{3} \nu_{\ell-1}$. So

$$
2\delta^c_{\ell-1} - 2\delta^c_\ell = 2\lambda_{\ell-1} + 2\mu_{\ell-1} + 2\nu_{\ell-1} - 2\mu_{\ell-1} - \nu_{\ell-1}
$$

$$
= \lambda_{\ell-1} + \mu_{\ell-1} + \nu_{\ell-1} + \lambda_{\ell-1} - \mu_{\ell-1}
$$

(121)

$$
= \delta^c_{\ell-1} + \lambda_{\ell-1} - \mu_{\ell-1},
$$

which reads

$$
\tau_{\ell-1} = s_1 - t_1 + \lambda_{\ell-1} - \mu_{\ell-1}.
$$

(122)

So it suffices to compute the coefficients $s_1, t_1, \lambda_{\ell-1}, \mu_{\ell-1}$. We start with $\lambda_{\ell-1}$. This coefficient is given by the $(\ell - 1)$th coefficient of the sum of the roots of type (118), that corresponds to

$$
\lambda_{\ell-1} = \sum_{k=1}^{\lfloor \frac{j}{2} \rfloor} i_{j-2k+1} - i_{j-2k} = S_2(j).
$$

(123)

Similarly, the coefficient $\mu_{\ell-1}$ corresponds to

$$
\mu_{\ell-1} = \sum_{k=1}^{\lfloor \frac{j+1}{2} \rfloor - 1} i_{j-2k} - i_{j-2k-1} + (i_j - i_{j-1} - 1) = i_j - i_{j-1} - 1 + T_1(j).
$$

(124)

Then, similar computations as in the other sections reads $s_1 = S_2(j) + 1$, since we need to take into account also the root $\gamma_{\ell-1} + \gamma_\ell$, and and $t_1 = T_1(j)$. Finally

$$
s_1 - t_1 + \lambda_{\ell-1} - \mu_{\ell-1} = 3 - \ell + i_{j-1} + 2(S_2(j) - T_1(j)).
$$

(125)

This proves equality (117).
– Case $\ell \notin S$. We will prove that

$$\tau_{\ell-1} = \ell - i_{j-1}. \quad (126)$$

The roots in $\Delta^c_+ \setminus \text{span}\{\gamma_i | i \in S^c\}$ such that $\alpha_{\ell-1} \neq 0$ are

$$\sum_{k=n_1}^{\ell-1} \gamma_k, \quad |S \cap \{n_1, \ldots, \ell - 1\}| \in 2\mathbb{Z} \quad (127)$$

$$\sum_{k=n_1}^{\ell-1} \gamma_k + \gamma_{\ell}, \quad |S \cap \{n_1, \ldots, \ell - 1\}| \in 2\mathbb{Z} \quad (128)$$

$$\sum_{k=n_1}^{n_2} \gamma_k + \sum_{k=n_2+1}^{\ell-1} 2\gamma_k + \gamma_{\ell}, \quad |S \cap \{n_1, \ldots, n_2\}| \in 2\mathbb{Z}, \quad (129)$$

with coefficients $\alpha_{\ell-1} = 1$, $\alpha_{\ell-1} = 1$ and $\alpha_{\ell-1} = 2$ respectively. Similarly as above, it turns out that $2\delta_{\ell-1} = \delta_{\ell-1}^c$, hence $2\delta_{\ell-1}^c = \delta_{\ell-1}^c$. This, in turns, gives

$$\tau_{\ell-1} = -\delta_{\ell-1} + s_1 - t_1 + \delta_{\ell-1} = s_1 - t_1. \quad (130)$$

So it is enough to compute the coefficients $s_1, t_1$, and this can be done with the techniques used for the previous points and proofs. Hence

$$s_1 = \sum_{k=1}^{i_2 - 2k - i_{j-2k-1} + (i_j - i_{j-1} - 1) + 2} = T_1(j) + i_j - i_{j-1} + 1 \quad (131)$$

$$t_1 = \sum_{k=1}^{i_2 - 2k - i_{j-2k-1} - T_1(j)},$$

and this implies

$$s_1 - t_1 = \ell - i_{j-1}. \quad (132)$$

This proves equality (126) and concludes the proof of the theorem.

The next section is the last one and concludes the computation of the paper.

### 3.4 $D_\ell$ family

In this final section we are going to study the coefficients $\xi_i$ for Vogan diagrams of type $D_\ell$. Consider a Vogan diagram of type $D_\ell$ with $S = \{i_1, \ldots, i_m\}$ the set of indices of simple non-compact roots and denote by $\{\gamma_1, \ldots, \gamma_\ell\}$ the set of simple roots. As in the previous cases, with the definition of the Cartan matrix $A$ for Lie algebras of type $D_\ell$ [10 Sec. 11.4 Tab. 1], we get

$$\Gamma_{ik} = \left( \begin{array}{c} A \sum_{\alpha \in \text{span}\{\gamma_i | i \in S\}} \alpha \end{array} \right)_{ik}$$

$$= \begin{cases} -\dim(h_{ik}) - \dim(h_{ik+1}) - \delta_{\nu \in S} \delta_{\nu \notin S} \delta_{k=m-1} & \text{if } k \neq m, i_k \neq \ell - 2 \\ -\dim(h_{im}) - 2\dim(h_{im+1}) + 2 & \text{if } k = m, i_k \neq \ell - 2 \\ -\dim(h_{ik}) - (\delta_{\ell-1}^c S + \delta_{\ell \notin S}) & \text{if } i_k = \ell - 2 \\ -2\dim(h_{ik}) & \text{if } i_k = \ell - 1, \ell \end{cases} \quad (133)$$

$$= \begin{cases} i_{k-1} - i_{k+1} + 2 - \delta_{\nu \in S} \delta_{\nu \notin S} \delta_{k=m-1} & \text{if } k \neq m, i_k \neq \ell - 2 \\ -2\ell + i_m + i_{m-1} + 3 & \text{if } k = m, i_k \neq \ell - 2 \\ -\ell + i_{k-1} + 3 - \delta_{\ell-1}^c S - \delta_{\ell \notin S} & \text{if } i_k = \ell - 2 \\ -2\ell + 2i_{k-1} + 4 & \text{if } i_k = \ell - 1, \ell \end{cases}.$$
with \( \nu \) and \( \nu' \) equal to \( \ell - 1, \ell \) or \( \ell, \ell - 1 \). The \( \delta \) factor in the first case comes from the fact that if \( k = m - 1 \) and \( i_m = \nu \), then there is another root that contributes to the coefficient, that is \( \sum_{i=1+1}^\nu \gamma_i + \gamma_{\nu'} \). The same holds for \( \nu' \). For the third case the second summand comes from the fact that the roots of the Lie subalgebra with Dynkin diagram having vertices with indices greater than \( \ell - 2 \) are only: \( \gamma_{\ell - 1} \) if \( \gamma_{\ell} \in S, \gamma_{\ell} \) if \( \gamma_{\ell - 1} \in S, \gamma_{\ell, \ell - 1} + \gamma_\ell \) if \( \gamma_{\ell - 1}, \gamma_\ell \in S \), none if \( \gamma_{\ell - 1}, \gamma_\ell \in S \). The other terms can be computed as in previous families. Moreover

\[
\xi_{i_k} = -4 - 2\Gamma_{i_k} + 4 \left( A \sum_{\alpha \in \Delta^\ell} \alpha \right)_{i_k} = 2 \left( -2 + \Gamma_{i_k} + 2\tau_{i_k} \right),
\]

where \( \delta^c = \sum_{\alpha \in \Delta^\ell \setminus \text{span}(\gamma_i | i \in S^c)} \alpha \) and \( \tau_{i_k} := (A\delta^c)_{i_k} \). As a consequence of the structure of the Cartan matrix \( A \), the coefficients \( \tau_{i_k} \) can be written explicitly as

\[
\tau_{i_k} = \begin{cases} 
-\delta^c_{i_k-1} + 2\delta^c_{i_k} - \delta^c_{i_k+1} & \text{if } i_k \neq \ell - 2, \ell - 1, \ell \\
-\delta^c_{\ell - 3} + 2\delta^c_{\ell - 2} - \delta^c_{\ell - 1} - \delta^c_{\ell} & \text{if } i_k = \ell - 2 \\
-\delta^c_{\ell - 2} + 2\delta^c_{\ell - 1} & \text{if } i_j = \ell - 1, \ell
\end{cases}.
\]

Note that the coefficients \( \tau_{\ell - 1} \) and \( \tau_{\ell} \) are the same, by symmetry of Dynkin diagrams of type \( D_\ell \).

Again, the goal is to compute explicitly the coefficients \( \tau_{i_k} \) in terms of the indices of the simple non-compact roots of the Vogan diagram. Since the computations depend on the structure of the roots of type \( D_\ell \), we recall them here below. The roots for Lie algebra of type \( D_\ell \) are

\[
\Delta^+_+ = \left\{ \sum_{i=n_1}^{n_2} \gamma_i \mid 1 \leq n_1 \leq n_2 \leq \ell - 2 \right\} \cup \left\{ \sum_{i=\ell - 1}^{\ell - 2} \gamma_i + \gamma_j \mid 1 \leq n_1 \leq \ell - 2, j = \ell - 1, \ell \right\} \cup
\]

\[
\bigcup_{i=n_1}^{n_2} \gamma_i + \sum_{i=n_2 + 1}^{\ell - 2} 2\gamma_i + \gamma_{\ell - 1} + \gamma_\ell \mid 1 \leq n_1 \leq n_2 \leq \ell - 3 \bigg\}
\]

and the positive compact roots are

\[
\Delta^+_c = \left\{ \sum_{i=n_1}^{n_2} \gamma_i \mid 1 \leq n_1 \leq n_2 \leq \ell - 2, |S \cap \{n_1, \ldots, n_2\}| \in 2\mathbb{Z} \right\} \cup
\]

\[
\bigcup_{i=n_1}^{\ell - 2} \gamma_i + \gamma_j \mid 1 \leq n_1 \leq \ell - 1, j = \ell - 1, \ell, |S \cap \{n_1, \ldots, \ell - 2, j\}| \in 2\mathbb{Z} \bigg\} \cup
\]

\[
\bigcup_{i=n_1}^{\ell - 2} \gamma_i + \gamma_{\ell - 1} + \gamma_\ell \mid 1 \leq n_1 \leq \ell - 2, |S \cap \{n_1, \ldots, \ell - 2, \ell - 1, \ell\}| \in 2\mathbb{Z} \bigg\} \cup
\]

\[
\bigcup_{i=n_1}^{n_2} \gamma_i + \sum_{i=n_2 + 1}^{\ell - 2} 2\gamma_i + \gamma_{\ell - 1} + \gamma_\ell \mid 1 \leq n_1 \leq n_2 \leq \ell - 3, |S \cap \{n_1, \ldots, n_2, \ell - 1, \ell\}| \in 2\mathbb{Z} \bigg\}
\]

At this point we can write explicitly the coefficients \( \xi_i \) in terms of the indices in \( S \).

**Theorem 3.5.** Given a Vogan diagram of type \( D_\ell \) with \( S = \{i_1, \ldots, i_m\} \) the set of indices of simple non-compact roots, for \( i_j \in S \) one has
Proof. As for the other proofs assume that $i_0 = 0$ and $i_{m+1} = \ell + 1$.

- Case $i_j \notin \{\ell - 2, \ell - 1, \ell\}$.
  - Case $j \neq m$ and $|S \cap \{\ell - 1, \ell\}| = 0, 2$.
    \[
    \xi_{ij} = 2(-i_{j-1} + 4i_j - 3i_{j+1} + 4(S_+(j) + (-1)^{m+j})
    \]
    (138)
  - Case $j \neq m$ and $|S \cap \{\ell - 1, \ell\}| = 1$
    \[
    \xi_{ij} = 2(3i_{j-1} - 4i_j + i_{j+1} + 4S_-(j) + \delta_{j,m-1})
    \]
    (139)
  - Case $j = m$
    \[
    \xi_{im} = 2(-2\ell + 3i_m - i_{m-1} - 1)
    \]
    (140)

- Case $i_j = \ell - 2$
  - If $|S \cap \{\ell - 1, \ell\}| = 0, 2$
    \[
    \xi_{\ell-2} = 2(\ell - i_{j-1} - 5 + 2(2\delta_{i_{m-1},\ell-1}\delta_{i_m,\ell} - \delta_{\ell-1}\notin S\delta_{\ell\notin S}))
    \]
    (141)
  - If $|S \cap \{\ell - 1, \ell\}| = 1$
    \[
    \xi_{\ell-2} = 2(-3\ell + 3i_{j-1} + 8 + 4S_-(j))
    \]
    (142)

- Case $i_j = \ell - 1, \ell$
  - If $|S \cap \{\ell - 1, \ell\}| = 1$
    \[
    \xi_{ij} = 2(-2\ell + 2i_{j-1} + 2 + 4S_-(j))
    \]
    (143)
  - If $|S \cap \{\ell - 1, \ell\}| = 2$
    \[
    \xi_{ij} = 2(\ell - 4 - i_{m-2})
    \]
    (144)

The coefficient $\delta_{i_{m+1}, i_{m-2}}$ appears since the root $\sum_{k=-i_j}^{\ell-2} \gamma_{i+j} + \gamma_{i+j-1} + \gamma_{i+j}$ gives contribution only if $|\{i_{j+1}, \ldots, i_m\}|$ is even. Similarly, $3\delta_{i_{m+1}, i_{m-2}}$ appears to avoid
overcounting the roots of type \( \sum_{t=i_j}^{n_s} \gamma_t + \sum_{t=m_s+1}^{\ell-2} 2\gamma_t + \gamma_{\ell-1} + \gamma_\ell \) with \( |S \cap \{i_j, \ldots, i_\ell - 2\}| \in 2\mathbb{Z} \).

For \( s_2 \) and \( t_1 \) we have \( s_2 = S_2(j), t_2 = T_2(j) \). Finally, for \( t_2 \), similarly as for \( s_1 \) we have

\[
t_2 = \sum_{k=1}^{\lfloor \frac{m-j}{2} \rfloor} i_{j+k+1} - i_{j+2k} + \delta_{\ell+1,i_{j+2k} \in S} + (i_{j+1} - i_j - 1) + \\
+ \sum_{k=1}^{\lfloor \frac{m-j}{2} \rfloor} i_{j+k+1} - i_{j+2k} - 3\delta_{\ell+1,i_{j+2k} \in S} + \sum_{k=1}^{\lceil \frac{m-j}{2} \rceil} i_{j-2k+1} - i_{j-2k} \\
= i_{j+1} - i_j - 1 + 2T_2(j) + S_2(j) - 2\delta_{\ell+1,i_{j+2k} \in S}.
\]

Hence

\[
s_1 - t_1 + s_2 - t_2 = -i_{j-1} + 2i_j - i_{j-1} + 2(S_1(j) - T_2(j)) + 2(-1)^{m+j},
\]

(149)

This proves (135).

- Case \( j \neq m \) and \( |S \cap \{\ell - 1, \ell\}| = 1 \). We have to prove that

\[
\tau_{ij} = i_{j-1} - 2i_j + i_{j+1} + 2(S_2(j) - T_1(j)) + \delta_{j,m-1}.
\]

(150)

This, together with the coefficients (133) and (134) will prove identity (139). Without loss of generality we can assume \( \ell - 1 \in S \), since the same result holds for \( \ell \in S \), by symmetry. We need to compute

\[
\tau_{ij} = -\delta_{ij-1} + 2\delta_{ij} - \delta_{ij+1} = s_1 - t_1 + s_2 - t_2.
\]

(151)

The computations for \( s_1, s_2 \) and \( t_1 \) are similar as above, hence

\[
s_1 = \sum_{k=1}^{\lfloor \frac{m-j}{2} \rfloor} i_{j+k} - i_{j+2k-1} + \delta_{\ell+1,i_{j+2k} \in S} + \sum_{k=1}^{\lfloor \frac{m-j}{2} \rfloor} i_{j+2k+1} - i_{j+2k} + \\
- \delta_{\ell+1,i_{j+2k} \in S} - 2\delta_{\ell+1,i_{j+2k} \in S} + (i_{j+1} - i_j) + \sum_{k=1}^{\lceil \frac{m-j}{2} \rceil} i_{j-2k+1} - i_{j-2k} \\
= i_{j+1} - i_j + S_1(j) + T_2(j) + S_2(j) - \delta_{\ell+1,i_{j+2k} \in S} - \delta_{\ell+1,i_{j+2k} \in S},
\]

and \( s_2 = S_2(j), t_1 = T_1(j) \). For \( t_2 \) we need to count the compact roots in \( \Delta_+^c \setminus \text{span}\{\gamma_i|i \in S\} \) such that \( \alpha_{i_{j+1}} - \alpha_{i_j} = 1 \). In order to do that we can proceed as for the other cases, obtaining

\[
t_2 = \sum_{k=1}^{\lfloor \frac{m-j}{2} \rfloor} i_{j+k+1} - i_{j+2k} + \delta_{\ell+1,i_{j+2k} \in S} + \sum_{k=1}^{\lfloor \frac{m-j}{2} \rfloor} i_{j+2k} - i_{j+2k-1} + \\
- \delta_{j,m-1} - 2\delta_{\ell+1,i_{j+2k} \in S} - \delta_{\ell+1,i_{j+2k} \in S} + (i_j - i_{j-1}) + \\
+ \sum_{k=1}^{\lfloor \frac{m-j}{2} \rfloor} i_{j-2k} - i_{j-2k} \\
= i_j - i_{j-1} + T_2(j) + S_1(j) + T_1(j) - \delta_{\ell+1,i_{j+2k} \in S} + \\
- \delta_{\ell+1,i_{j+2k} \in S} - \delta_{j,m-1}.
\]

(153)
In this case we see a \( \delta_{j,m-1} \) as last summand. It comes from the fact that, when \( j = m - 2 \), the contribute from \( T_2(j) + \delta_{\ell+1,i,j+2|\Delta^c} \) should be 0, since \( \gamma_{m-2} + \ldots + \gamma_{\ell-2} + \gamma_{\ell} \notin \Delta^c \setminus \text{span}\{\gamma_i | i \in S^c\} \). However, this contribute is 1, since \( \delta_{\ell+1,i,j+2|\Delta^c} = 1 \), so we need to subtract 1 in order to get the correct number of roots. Summing all the contributes we get

\[
s_1 - t_1 + s_2 - t_2 = i_{j-1} - 2i_j + i_{j+1} + 2(S_2(j) - T_1(j)) + \delta_{j,m-1}. \tag{154}
\]

This proves formula (150).

- Case \( j = m \). We prove

\[
\tau_m = i_m - i_{m-1} - 1, \tag{155}
\]

that implies identity (159), together with the coefficients (133) and (134). In this case we have

\[
\tau_{i_j} = -\delta_{j-1}^c + 2\delta_{i_j}^c - \delta_{i_j+1}^c = s_1 - t_1 + s_2 - t_2, \tag{156}
\]

and the computations are as before. Hence

\[
s_1 = (i_j - i_{j-1} - 1) + \sum_{k=1}^{|\frac{j}{2}|} i_j - 2k - i_{j-2k-1} = i_j - i_{j-1} - 1 + T_1(j), \tag{157}
\]

\[
s_2 = S_2(j), \quad t_1 = T_1(j) \quad \text{and} \quad t_2 = \sum_{k=1}^{|\frac{j}{2}|} i_{j-2k+1} - i_{j-2k} = S_2(j). \tag{158}
\]

Thus

\[
s_1 - t_1 + s_2 - t_2 = i_m - i_{m-1} - 1, \tag{159}
\]

and this proves (153).

- Case \( i_j = \ell - 2 \). In this case we need to compute

\[
\tau_{i_j} = -\delta_{i_j-3}^c + 2\delta_{i_j-2}^c - \delta_{i_j-1}^c - \delta_{\ell}^c. \tag{160}
\]

There are two cases to consider.

- Case \(|S \cap \{\ell - 1, \ell\}| = 0, 2\). We will prove that

\[
\tau_{\ell-2} = \ell - 3 - i_{\ell-1} + 2\delta_{i_{\ell-1},\ell-1} \delta_{i_{\ell},\ell}, \tag{161}
\]

that implies identity (141), together with the coefficients (133) and (134). This point is a little technical, so we will illustrate most of the computations, which will also be used in the subsequent points. The compact roots in \( \Delta^c \setminus \text{span}\{\gamma_i | i \in S^c\} \) such that \( \alpha_{\ell-2} \neq 0 \) are

\[
\sum_{i=1}^{n_1} \gamma_i, \quad |S \cap \{n_1,\ldots,\ell-2\}| \in 2\mathbb{Z} \tag{162}
\]

\[
\sum_{i=1}^{n_1} \gamma_i + \nu, \quad \nu = \gamma_{\ell-1}, \gamma_{\ell}, \quad |S \cap \{n_1,\ldots,\ell-2\}| \in 1 + 2\mathbb{Z}, \text{if } \gamma_{\ell-1}, \gamma_{\ell} \in S \tag{163}
\]

\[
\sum_{i=1}^{n_1} \gamma_i + \nu, \quad \nu = \gamma_{\ell-1}, \gamma_{\ell}, \quad |S \cap \{n_1,\ldots,\ell-2\}| \in 2\mathbb{Z}, \text{if } \gamma_{\ell-1}, \gamma_{\ell} \notin S \tag{164}
\]
\[ \sum_{i=1}^{\ell-2} \gamma_i + \gamma_{\ell-1} + \gamma_{\ell}, \quad |S \cap \{n_1, \ldots, \ell - 2\}| \in 2\mathbb{Z} \quad (165) \]

\[ \sum_{i=1}^{n_2} \gamma_i + \sum_{i=n_2+1}^{\ell-2} 2\gamma_i + \gamma_{\ell-1} + \gamma_{\ell}, \quad |S \cap \{n_1, \ldots, n_2\}| \in 2\mathbb{Z}, \quad (166) \]

with coefficients \( \alpha_{\ell-2} = 1, 1, 1, 1, 2 \) respectively. On the other hand, the compact roots in \( \Delta^c_+ \setminus \text{span}\{\gamma_i | i \in S^c\} \) such that \( \alpha_{\ell-1} \neq 0 \) or \( \alpha_{\ell} \neq 0 \) are

\[ \sum_{i=1}^{\ell-2} \gamma_i + \nu, \quad \nu = \gamma_{\ell-1}, \gamma_{\ell}, \quad |S \cap \{n_1, \ldots, \ell - 2\}| \in 1 + 2\mathbb{Z}, \text{if } \gamma_{\ell-1}, \gamma_{\ell} \in S \quad (167) \]

\[ \sum_{i=1}^{\ell-2} \gamma_i + \nu, \quad \nu = \gamma_{\ell-1}, \gamma_{\ell}, \quad |S \cap \{n_1, \ldots, \ell - 2\}| \in 2\mathbb{Z}, \text{if } \gamma_{\ell-1}, \gamma_{\ell} \notin S \quad (168) \]

\[ \sum_{i=1}^{\ell-2} \gamma_i + \gamma_{\ell-1} + \gamma_{\ell}, \quad |S \cap \{n_1, \ldots, \ell - 2\}| \in 2\mathbb{Z} \quad (169) \]

\[ \sum_{i=1}^{n_2} \gamma_i + \sum_{i=n_2+1}^{\ell-2} 2\gamma_i + \gamma_{\ell-1} + \gamma_{\ell}, \quad |S \cap \{n_1, \ldots, n_2\}| \in 2\mathbb{Z}, \quad (170) \]

with coefficients 0 or 1. Moreover, the compact roots in \( \Delta^c_+ \setminus \text{span}\{\gamma_i | i \in S^c\} \) such that \( \alpha_{\ell-3} \neq 0 \) are

\[ \sum_{i=1}^{\ell-3} \gamma_i, \quad |S \cap \{n_1, \ldots, \ell - 3\}| \in 2\mathbb{Z}, \quad n_1 \leq \ell - 3 \quad (171) \]

\[ \sum_{i=1}^{\ell-2} \gamma_i, \quad |S \cap \{n_1, \ldots, \ell - 2\}| \in 2\mathbb{Z}, \quad n_1 \leq \ell - 3 \quad (172) \]

\[ \sum_{i=1}^{\ell-2} \gamma_i + \nu, \quad \nu = \gamma_{\ell-1}, \gamma_{\ell}, \quad |S \cap \{n_1, \ldots, \ell - 2\}| \in 1 + 2\mathbb{Z}, \quad (173) \]

\[ \text{if } \gamma_{\ell-1}, \gamma_{\ell} \in S, \quad n_1 \leq \ell - 3 \quad (174) \]

\[ \sum_{i=1}^{\ell-2} \gamma_i + \nu, \quad \nu = \gamma_{\ell-1}, \gamma_{\ell}, \quad |S \cap \{n_1, \ldots, \ell - 2\}| \in 2\mathbb{Z}, \quad (175) \]

\[ \text{if } \gamma_{\ell-1}, \gamma_{\ell} \notin S, \quad n_1 \leq \ell - 3 \quad (176) \]

\[ \sum_{i=1}^{\ell-2} \gamma_i + \gamma_{\ell-1} + \gamma_{\ell}, \quad |S \cap \{n_1, \ldots, \ell - 2\}| \in 2\mathbb{Z}, \quad n_1 \leq \ell - 3 \quad (177) \]

\[ \sum_{i=1}^{n_2} \gamma_i + \sum_{i=n_2+1}^{\ell-2} 2\gamma_i + \gamma_{\ell-1} + \gamma_{\ell}, \quad |S \cap \{n_1, \ldots, n_2\}| \in 2\mathbb{Z}, \quad n_2 \leq \ell - 4 \quad (178) \]

\[ \sum_{i=1}^{\ell-3} \gamma_i + 2\gamma_{\ell-2} + \gamma_{\ell-1} + \gamma_{\ell}, \quad |S \cap \{n_1, \ldots, \ell - 3\}| \in 2\mathbb{Z}, \quad n_1 \leq \ell - 3. \quad (179) \]

Not all the roots contribute to the summation. In particular, the ones that do are

\[ * \sum_{i=1}^{\ell-3} \gamma_i, \quad |S \cap \{n_1, \ldots, \ell - 3\}| \in 2\mathbb{Z}, \quad n_1 \leq \ell - 3. \text{ These contribute to } -\delta_{\ell-3} + 2\delta_{\ell-2} - \delta_{\ell-1} - \delta_{\ell} \text{ only for the } -\delta_{\ell-3} \text{ part, since the other } \delta_{\ell-2}, \delta_{\ell-1}, \delta_{\ell} \text{ give contribution 0. So the given contribute is } -\sum_{k=1}^{\frac{\ell-1}{2} - 1} i_{j-2k} - i_{j-2k-1}. \]
Case $i_\ell - 1 + \gamma_\ell$, $|S \cap \{n_1, \ldots, \ell - 3\}| \in 2\mathbb{Z}$, $n_1 \leq \ell - 3$. These contribute to $-\delta_{\ell-3}^c + 2\delta_{\ell-2}^c - \delta_{\ell-1}^c - \delta_\ell^c$ only for the $-\delta_{\ell-3}^c$ part, since $\delta_{\ell-2}^c, \delta_{\ell-1}^c, \delta_\ell^c$ factors cancel out. So the given contribute is $-\sum_{k=1}^{j-\frac{m-1}{2}} i_{j-2k+1}$. 

- Case $|S \cap \{n_1, \ldots, \ell - 2\}| \in 2\mathbb{Z}$, $n_1 \leq \ell - 3$. These contribute to $-\delta_{\ell-3}^c + 2\delta_{\ell-2}^c - \delta_{\ell-1}^c - \delta_\ell^c$ only for the $-\delta_{\ell-3}^c + 2\delta_{\ell-2}^c$ part, since $\delta_{\ell-1}^c, \delta_\ell^c$ give contribution 0. So the given contribute is $\sum_{k=1}^{j-\ell} i_{j-2k+1}$. 

- Case $|S \cap \{\ell - 1, \ell\}| = 1$. We prove that 

$$\tau_{\ell-2} = -i_j + i_{j-1} + 2 + 2(S_2(j) - T_1(j))$$  

which implies identity (182). Together with the coefficients (133) and (134). Without loss of generality we can assume that $\gamma_{m} = \gamma_{\ell-1}$, and the proof in this case is similar to the one of the previous point. In particular, the roots that contribute in the summation are 

- Case $i_j = \ell - 1, \ell$. Without loss of generality we can assume $i_j = \ell - 1$. For this case we have to compute 

$$\tau_{ij} = -\delta_{\ell-2}^c + 2\delta_\ell^c$$  

which proves (181).
Thus one gets
\[ \tau_{ij} = 2(S_2(j) - T_1(j)), \] (185)
which proves (184).

- Case \(|S \cap \{\gamma \ell - 1, \gamma \ell\}| = 2\). We prove
\[ \tau_{\ell-1} = \ell - 2 - i_{m-3}, \] (186)
that, together with the coefficients (133) and (134), implies identity (144). Similarly as above one can compute the roots that contribute to \(\tau_{ij}\), except that one has to take into account that the compactness of the roots changes. Then
\[ \tau_{\ell-1} = \ell - 2 - i_{m-3}, \] (187)
which proves identity (186) and concludes the proof.

\[ \square \]
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