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Abstract

It is a recognized fact that the classification accuracy of unseen classes in the setting of Generalized Zero-Shot Learning (GZSL) is much lower than that of traditional Zero-Shot Learning (ZSL). One of the reasons is that an instance is always misclassified to the wrong domain. Here we refer to the seen and unseen classes as two domains respectively. We propose a new approach to distinguish whether the instances come from the seen or unseen classes. First the visual feature of instance is projected into the semantic space. Then the absolute norm difference between the projected semantic vector and the class semantic embedding vector, and the minimum distance between the projected semantic vectors and the semantic embedding vectors of the seen classes are used as discrimination basis. This approach is termed as SD (Semantic Discriminator) because domain judgement of instance is performed in the semantic space. Our approach can be combined with any existing ZSL method and fully supervision classification model to form a new GZSL method. Furthermore, our approach is very simple and doesn’t need any fixed parameters. A large number of experiments show that the accuracy of our approach is 8.5% to 21.9% higher than the current best method.
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1 INTRODUCTION

The traditional fully supervised image classification task can be done very well now. However, it relies heavily on a large amount of labeled data, and the collection of labeled data often requires a lot of manpower and material resources. In order to resolve this contradiction, Zero Shot Learning (ZSL) [8], [13], [15], [31] was
Fig. 1. The legend in the figure is the absolute norm difference between the projected semantic vector and the semantic embedding vector. The statistics in the figure are calculated based on the AWA dataset. The image on the left shows the distribution of absolute norm differences of instances of seen class. It can be seen that most of absolute norm differences are rather small. The right of the figure shows the distribution of absolute norm differences of instances of unseen classes, which are exactly the opposite of seen classes. These phenomena also exist on other datasets.

proposed. In the ZSL setting, we only need to provide an auxiliary semantic embedding for each class instead of labeling each instance, which greatly reduces the workload of data preparation. ZSL trains classification model with labeled instances from the seen classes, and then bridge the seen and unseen classes through semantic embedding. In the traditional ZSL setting, it is worth noting that the seen and unseen classes are completely different.

In recent years, researchers have proposed a more realistic and challenging task termed Generalized Zero-shot Learning (GZSL) [5], [18], [28], [32], [36]. Instead of the traditional ZSL setting which only classifies the instances of unseen classes at the test stage, GZSL tries to classify the instances of both seen and unseen classes at the same time, while only the labeled instances of seen classes are provided. Since the range of classification is the set of all the seen and unseen classes, the task of GZSL is more difficult. The existing GZSL methods can be roughly divided into two types. The first kind of methods are similar to most of traditional ZSL methods [6], [10], [18], [25], [26], [28], [32], [36], [37], [38], which aim to construct a model so that it can perform well on both the seen and unseen classes. This approach usually tends to sacrifice the classification accuracy of instances of seen classes.

Another kind of methods [3], [5], [18], [25] usually consist of three parts. In the first part, given an instance, a binary classification module is used to determine which domain it is from. Then, based on the prediction result, a fully supervised classification model trained by seen classes is used if it is predicted to belong to the seen classes. Otherwise, a traditional ZSL model is used. Our method also belongs to this category. The benefit of this research route is that the traditional fully supervised classification and ZSL models are relatively mature and doing these tasks separately is much easier.

The key issue in the second kind of methods lies in how to accurately judge an instance which domain
it is from as far as possible, whose accuracy will directly affect the overall classification performance. Most existing methods use the distribution of prediction scores of the instances in various categories to determine the domain. However, because the instances from the unseen classes have not been used in the training of classification model, the classification scores of instances of unseen classes are rather scattered. There always exist some instances whose scores are very close to those of instances of seen classes. Thus these instances will be misclassified.

Instead of the above approaches, we find some interesting phenomena that are very helpful to distinguish whether the instance is from the seen or unseen classes. We project the instances of seen classes into the semantic space and align these projected semantic vectors with the corresponding class semantic embedding vectors. It can be observed that the norm length of the projected semantic vectors is always around the norm length of the semantic embedding vectors. It is not strange because the semantic embedding vectors are always been normalized to be the same. When the instances of unseen classes are projected into the semantic space through the learned mapping trained by the seen classes, it can be found that the norm length of the projected semantic vectors will be relatively far away from the norm length of the semantic embedding vectors. These phenomena are summarized in Fig. 1. At the same time, we also find that the minimum distance between the projected semantic vectors of instances of seen classes and the semantic embedding vectors of seen classes are always kept at a very low value; however, for the instances of unseen classes, the minimum distances are always larger.

Based on the above mentioned phenomena, we put forward several simple and efficient strategies to determine which domain an instance belongs to. For the first strategy, we project the instance into the semantic space and compute the norm difference with the semantic embedding vectors. If the absolute difference is below to a threshold, the instance will be from the seen classes; otherwise it will be from the unseen classes. Furthermore, when the minimum distance between the projected semantic vector and the semantic embedding vectors of the seen classes is small, the instance will be considered to be from the seen classes; otherwise, it will belongs to the unseen classes. By combining the first strategy, the second strategy is formed to improve the distinguish performance. Naturally, the first and second strategies can be combined to form a new strategy which can obtain middle performance. The overall approach is termed Semantic Discriminator (SD), because we use the relationship between the projected semantic vectors and the semantic embedding vectors to judge which domain an instance is from. On this basis, we can combine our approach with any existing ZSL method and fully supervised classification model to complete the task of GZSL. Our contributions can be summarized as follows.

1) Some interesting phenomena are observed. After the instance is projected into the semantic space, the norm difference with the semantic embedding vectors are different respect to which domain the instance belongs to. Furthermore, the minimum distance between the projected semantic vector of instance of seen classes and the semantic embedding vectors of seen classes are always small.

2) Based on these observations, we propose a new approach (SD) to judge whether an instance is from the seen or unseen classes. It consists of several strategies and is very simple and easy to be implemented without artificial parameter setting. By combining any existing ZSL and fully supervised classification model, the GZSL task can be done very well.
Fig. 2. The overall framework of our approach (SDGZSL). SD (Semantic Discriminator) is a discriminator, which is used to determine which domain an instance comes from. If the instance belongs to the seen classes, we use FSC (a Fully Supervised Classification model) to further classify it. Otherwise, the instance is sent to a ZSL model for further classification.

3) A large number of experiments are conducted on several benchmark datasets, i.e. AWA2, CUB, SUN and aPY, which show that the harmonic mean accuracy of our approach on each dataset is 8.5% to 21.9% higher than the current best method.

2 RELATED WORK

Both ZSL and GZSL use semantic embedding as a bridge to transfer the knowledge learned from the seen classes to the unseen classes. The semantics we usually use are attribute [15] and word vectors, etc. The attribute is a detailed introduction to certain kind of things. For example, the attributes in the animal dataset AWA are such as: black, hairless, longleg, etc. By learning how to extract these attributes from the images in the seen classes, we can use this knowledge in the unseen classes to extract the corresponding attributes to match the known unseen attribute to complete the classification task. The word vectors can be got by a language model, such as Word2vec [21], [25], [38] and Glove which learn the relationship between each word from a large-scale corpus so that a word corresponds to a vector. In ZSL or GZSL, we can use the word vectors of the class name as the semantic embedding.

The existing GZSL mainly uses two kinds of methods. The first and now mainstream kind of methods try to build a model so that it can have good performance in both the seen and unseen classes. This kind of methods can be divided into two major categories, one of which is the generative methods that use GAN [9], VAE, etc, which generates visual features through the unseen semantic embedding vectors, and uses these features for training classification models for unseen classes [4], [28], [32], [38]. Another category of methods are to bridge the visual and semantic information directly by learning the mapping between the visual and semantic information [10], [13], [25], [26], [36], [37].

The remaining kind of GZSL methods try to determine which domain an given instance is from. The advantage of this kind of methods is that knowing which domain an instance belongs to will reduce disturbances from another domain. So how to accurately distinguish between the instances of seen and unseen classes has become the most critical and challenging problem in this kind of methods. There exist some methods. For example, [25] uses a hard gating mechanism to predict which domain an instance belongs. The hard gating with some fixed parameters can not make the corresponding adjustments to the models obtained in different situations. [5] calibrates the seen and unseen scores by subtracting one of the seen scores to distinguish the instances by these
scores. The diversity of instances of unseen classes is not fully considered. [18] uses temperature scaling and entropy regularization functions to distinguish. COSMO [3] uses a soft gating by building an out-of-distribution detector. Although these methods have somewhat alleviated the problems we mentioned above, they are more complicated to be implemented and the performance is not particularly very well. Our approach is simple and dynamically obtains parameters from statistical results for better generalization.

Our approach is inspired by the work in [33]. It has shown that the norm lengths of projected instances from the source and the target domains are significantly different, i.e. the norm lengths of instances in the target domain will be smaller. While the GZSL task is rather different from this case. The norm length of the projected semantic vectors of instances of unseen classes are not small. In this paper, we propose two new observations which are very simple to be implemented and can greatly improve the performance of GZSL task.

3 The Proposed Approach

3.1 Problem Definition

Assume a source dataset \( D_s = \{(x_i, y_i, z_i)\}_{i=1}^{N_s} \), where \( x_i \in X_s \subset \mathbb{R}^{d \times N_s} \) is the \( i \)-th instance in the seen classes, \( N_s \) is the cardinality of \( D_s \), \( y_i \in Y_s \subset \mathbb{R}^{C_s \times N_s} \) is the corresponding labels and \( z_i \in Z_s \subset \mathbb{R}^{S \times C_s} \) is the corresponding semantic embedding, where \( C_S \) is the number of catagories in the source dataset. A target dataset \( D_u \) consists of two parts: \( X_u = \{x_j\}_{j=1}^{N_u} \subset \mathbb{R}^{d \times N_u} \) is the set of unlabeled instances, and \( Y_u \subset \mathbb{R}^{C_u \times N_u} \) is the corresponding set of labels and which are unknown. \( Z_u \subset \mathbb{R}^{S \times C_u} \) is the set of attributes of unseen classes.

Since the norm lengths of all semantic embedding vectors are unified to the same in advance, we record it as \( l \). For the GZSL task, the goal is to learn a function \( C : \{X_s, X_u\} \rightarrow Y_s \cup Y_u \), where \( Y_s \cap Y_u = \emptyset \).

3.2 Overall Idea

The overall framework of our approach is shown in Fig. 2. The proposed method includes four modules: Semantic Mapping (SM) module, Semantic Discriminator (SD) module, a Fully Supervised Classification (FSC) module and a ZSL module.

Given an instance, we first use a CNN to extract the visual feature and then use SM to project this visual feature into the semantic space to get a projected semantic vector, and then feed the projected semantic vector into SD. If SD determines that this instance belongs to the seen classes, the feature of this instance will be sent to FSC for further classification. Otherwise, this instance will be sent to the ZSL module for further classification. We will illustrate these four modules in detail below.

3.3 Semantic Mapping Module

Given an instance, a pre-trained convolutional neural network is first used to perform preliminary feature extraction. We use resnet101 [11] to do this job. The preliminary extracted features are then feed into a multilayer perceptron (MLP). This MLP is called Semantic Mapping(SM) module, and supervised trained by instances of seen classes and their corresponding semantic embedding vectors. The corresponding loss function is defined as follows,

\[
L_{SM} = \frac{1}{N_s} \sum_{i=1}^{N_s} \|F(g_c(x^s_i)) - z^s_i\|^2_2
\]  

(1)
where the $F$ represents the mapping corresponding to SM and $g_c$ is the mapping corresponding to the CNN. $x_s^i$ represents the $i$-th image instance of seen classes, $z_s^i$ is the corresponding semantic embedding vector and $N_s$ is the number of instances of seen classes.

### 3.4 Semantic Discriminator

Based on the observations introduced in Section 1, we propose three strategies each of which has its own advantages. Next, we will introduce these three strategies in detail.

The first strategy only use the norm length of the projected semantic vector as a basis for judgment. At first we define $D_l$ as the absolute norm difference between the projected semantic vector and the unified norm $l$ respect to all semantic embedding vectors,

$$D_l(x) = |\|F(g_c(x))\|_2 - l|.$$  \hspace{1cm} (2)

As denoted before we found that most of $D_l$ of seen classes are very small; while it is usually larger for the instances of unseen classes.

Therefore, we set a threshold. If the $D_l$ of an instance is below this threshold, it is considered to be from the seen classes, otherwise it is from the unseen classes. We call this strategy as Semantic Discriminator Only by Length ($SD_{OL}$), which can be expressed as the following,

$$SD_{OL}(x) = \begin{cases} S, & D_l(x) < R_{OL}, \\ U, & D_l(x) \geq R_{OL} \end{cases}$$ \hspace{1cm} (3)

where S and U indicate that the instance is from the seen classes or unseen classes respectively. The threshold $R_{OL}$ is a parameter, which can be obtained by the mean and standard deviation of the $D_l$ of seen classes,

$$R_{OL} = m_{D_l} + var_{D_l}$$ \hspace{1cm} (4)

where

$$m_{D_l} = \frac{1}{N_s} \sum_{i=1}^{N_s} D_l(x_s^i),$$

$$var_{D_l} = \sqrt{\frac{1}{N_s} \sum_{i=1}^{N_s} (D_l(x_s^i) - m_{D_l})^2}.$$  

Here, $x_s^i$ represents the $i$-th instance of seen classes. The reason we get the threshold value in this way is that the $D_l$ of the seen classes obeys the normal distribution since we force to align the projected semantic vectors with the semantic embedding vectors. For the normal distribution, most of the elements are within the standard deviation from the mean. So we let the threshold value decided by seen classes adaptively. In this way, the parameter has better applicability to different models. For the same reason, we can obtain the thresholds mentioned later in a similar way.

Although $SD_{OL}$ has already achieved good results, there are still some instances that will be misclassified. Fortunately, we found that the distances between the projected semantic vector and the seen semantic embedding vectors are regular. As shown in Fig. 3, if an instance is from the seen classes, then there will exist a very small distance; otherwise these distances are all usually large. We refer to the minimum distance between
Fig. 3. In (a) and (b), the abscissa indicates the classes, and the ordinate indicates the distance between the projected semantic vector and the semantic embedding vectors of seen classes. The data in the figure are calculated from the aPY dataset. (a) is the distance distribution of an instance randomly selected from the seen classes. The situations of other instances of seen classes are similar. Their minimum distances are very small. (b) is the distance distribution of an instance randomly selected from the unseen classes. Other instances of unseen classes have similar phenomena. Their minimum distances are not small.

the projected semantic vector and the semantic embedding vectors of seen classes as the Minimum Semantic Distance (MSD). It can be calculated as the following,

\[ MSD(x) = \min_{z \in Z_s} \| F(x) - z \|_2^2, \]  
\[ (5) \]

where \( x \) is any instance and \( z \in Z_s \) is the corresponding semantic embedding vector of seen classes.

Unfortunately, this rule cannot be used alone to determine which domain an instance comes from since the distance distribution between the projected semantic vector and the semantic embedding vectors of unseen classes is not clear. So we combine this rule with \( SD_{OL} \) to propose a second strategy. For the instance misclassified as seen classes by \( SD_{OL} \), if MSD is large, it can be excluded from the seen classes. On the other hand, for the instance misclassified as unseen classes, if MSD is small, it can be included in the seen classes. This strategy is referred to as Semantic Discriminator through Minimum Distance After the Length discrepancy (SDDL), which is expressed as

\[ SD_{DL}(x) = \begin{cases} 
S, & D_1(x) < R_{OL} \cap MSD(x) < R_0, \\
S, & D_1(x) \geq R_{OL} \cap MSD(x) < R_1, \\
U, & D_1(x) < R_{OL} \cap MSD(x) \geq R_0, \\
U, & D_1(x) \geq R_{OL} \cap MSD(x) \geq R_1. 
\end{cases} \]  
\[ (6) \]

For all instances, we first use \( SD_{OL} \) for classification, and then set two thresholds \( R_0 \) and \( R_1 \). For the instance that is classified to the seen classes by \( SD_{OL} \), if its MSD is less than \( R_0 \), the prediction is reinforced that it belongs to the seen classes; otherwise it is considered to belong to unseen classes. On the other hand, if both \( SD_{OL} \) and MSD are larger than the thresholds, the prediction to be unseen classes will be reinforced. Otherwise, if MSD less than \( R_1 \) and \( SD_{OL} \) is larger than \( R_{OL} \), then the prediction will be corrected to be the seen classes.
Here, two parameters are defined as follows,

\[ R_0 = m_{MSD} + 2 \text{var}_{MSD}, \quad (7) \]
\[ R_1 = m_{MSD} + \text{var}_{MSD} \quad (8) \]

where

\[ m_{MSD} = \frac{1}{N_s} \sum_{i=1}^{N_s} MSD(x^*_i), \]
\[ \text{var}_{MSD} = \sqrt{\frac{1}{N_s} \sum_{i=1}^{N_s} (MSD(x^*_i) - m_{MSD})^2} \]

and \( x^*_i \) is the \( i \)th instance of the seen classes. Here we set two different thresholds because the prediction we make here is based on the results of \( SD_{OL} \). For the instances that are decided by \( SD_{OL} \) to belong to the seen classes, there is a high confidence. Therefore, we should relax the standard to re-determine the results by using MSD. For the instances that are identified as unseen classes, the probability that they belong to the seen classes is very small. When their MSD are small enough, they will belong to the seen classes. So a smaller threshold should be set for them.

In the two strategies proposed above, \( SD_{OL} \) is simpler and faster, but \( SD_{DL} \) achieves better results. Based on the advantages and disadvantages of these two methods, we propose the third strategy, which we call Semantic Discriminator through Weighted Sum of Length difference and Minimum Distance (\( SD_{WS} \)). Given an instance, we first get the weighted sum of its length difference and its MSD and then set a threshold \( R_{WS} \). If its weighted sum is less than \( R_{WS} \), it is considered to be from the seen classes. Otherwise it is considered to belong to the unseen classes. It can be expressed as

\[ SD_{WS}(x) = \begin{cases} 
S, & D_l(x) + \lambda MSD(x) < R_{WS}, \\
U, & D_l(x) + \lambda MSD(x) \geq R_{WS}
\end{cases} \quad (9) \]

where \( \lambda \) is a tunable parameter, we set it to 1. And the \( R_{WS} \) is a parameter which can be calculated as

\[ R_{WS} = m_{WS} + \text{var}_{WS} \quad (10) \]

where

\[ m_{WS} = \frac{1}{N_s} \sum_{i=1}^{N_s} (D_l(x^*_i) + \lambda MSD(x^*_i)), \]
\[ \text{var}_{WS} = \sqrt{\frac{1}{N_s} \sum_{i=1}^{N_s} (D_l(x^*_i) + \lambda MSD(x^*_i) - m_{WS})^2}. \]

Theoretically, the third strategy can achieve intermediate performance between the first and second strategies.

### 3.5 Fully Supervised Classification Module

The instance belonging to the seen classes judged by SD will be further classified through FSC, and its predicted semantic embedding is

\[ f_s(x) = \arg \max_{z \in Z_s} f_F(g_c(x), z). \quad (11) \]
where $f_F$ is any fully supervised classification model, and the output is the probability that the instance belongs to a certain seen class. We know that each class corresponds to a unique semantic embedding. So when a semantic embedding corresponds to this instance, we also know the class label of this instance.

### 3.6 ZSL Module

The instance belonging to the unseen classes will be given a further prediction through an existing ZSL method, and its predicted semantic embedding is

$$f_u(x) = \arg \max_{z \in Z_u} ZSL(g_c(x), z),$$

where the output of ZSL is the probability that the instance belongs to a certain unseen class.

---

**TABLE 1**

Comparison of our approach with the state-of-the-art methods. The lower columns are the results of our various strategies. In the table, ts represents the prediction accuracy of the instances of unseen classes, tr represents the accuracy of the instances of seen classes, and H represents the harmonic mean of accuracies. The best results are marked in bold.

| Method   | Venue      | AWA ts | AWA tr | AWA H  | CUB ts | CUB tr | CUB H  | aPY ts | aPY tr | aPY H  | SUN ts | SUN tr | SUN H  |
|----------|------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| DAP      | TPAMI,2013 | 0      | 84.7   | 0      | 1.7    | 67.9   | 3.3    | 4.8    | 78.3   | 9.0    | 4.2    | 25.7   | 7.2    |
| CMT      | NIPS, 2013 | 0.5    | 90.0   | 1.0    | 7.2    | 49.8   | 12.6   | 1.4    | 85.2   | 2.8    | 8.1    | 21.8   | 11.8   |
| DEVISE   | NIPS,2013  | 17.1   | 74.7   | 27.8   | 23.8   | 53.0   | 32.8   | 4.9    | 76.9   | 9.2    | 16.9   | 27.4   | 20.9   |
| CONSE    | ICLR,2014  | 0.5    | 90.6   | 1.0    | 1.6    | 72.2   | 3.1    | 0.0    | 91.2   | 0.0    | 6.8    | 39.9   | 11.6   |
| SSE      | ICCV,2015  | 8.1    | 82.5   | 14.8   | 8.5    | 46.9   | 14.4   | 0.2    | 78.9   | 0.4    | 2.1    | 36.4   | 4.0    |
| SJIE     | CVPR,2015  | 8.0    | 73.9   | 14.4   | 23.5   | 59.2   | 33.6   | 3.7    | 55.7   | 6.9    | 14.7   | 30.5   | 19.8   |
| ESZSL    | ICML,2015  | 5.9    | 77.8   | 11.0   | 2.4    | 70.1   | 4.6    | 2.4    | 70.1   | 4.6    | 11.0   | 27.9   | 15.8   |
| LATEM    | CVPR,2016  | 11.5   | 77.3   | 20.0   | 15.2   | 57.3   | 24.0   | 0.1    | 73.0   | 0.2    | 14.7   | 28.8   | 19.5   |
| ALE      | TPAMI,2016 | 14.0   | 81.8   | 23.9   | 4.6    | 73.7   | 8.7    | 4.6    | 73.7   | 8.7    | 21.8   | 33.1   | 26.3   |
| SYNC     | CVPR,2016  | 10.0   | 90.5   | 18.0   | 7.4    | 66.3   | 13.3   | 7.4    | 66.3   | 13.3   | 7.9    | 43.3   | 13.4   |
| SAE      | CVPR,2017  | 1.1    | 82.2   | 2.2    | 0.4    | 80.9   | 0.9    | 0.4    | 80.9   | 0.9    | 8.8    | 18.0   | 11.8   |
| GFZSL    | ECML,2017  | 2.5    | 80.1   | 4.8    | 0.0    | 45.7   | 0.0    | 0.0    | 83.3   | 0.0    | 0.0    | 39.6   | 0.0    |
| DEM      | CVPR,2017  | 30.5   | 86.4   | 45.1   | 11.1   | 75.1   | 19.4   | 11.1   | 75.1   | 19.4   | 20.5   | 34.3   | 25.6   |
| GAZSL    | CVPR,2018  | 19.2   | 86.5   | 31.4   | 23.9   | 60.6   | 34.3   | 14.2   | 78.6   | 24.0   | 21.7   | 34.5   | 26.7   |
| iZSLGAN  | CVPR,2018  | 57.9   | 61.4   | 59.6   | 43.7   | 57.7   | 49.7   | 32.9   | 61.7   | 42.9   | 42.6   | 36.6   | 39.4   |
| LisGAN   | CVPR,2019  | 52.6   | 76.3   | 62.3   | 46.5   | 57.9   | 51.6   | 34.3   | 68.2   | 45.7   | 42.9   | 37.8   | 40.2   |
| CADA-VAE | CVPR,2019  | 55.8   | 75.0   | 63.9   | 51.6   | 41.5   | 52.4   | -      | -      | -      | 47.2   | 35.7   | 52.4   |
| ZSL-ABP  | ICCV,2019  | 55.3   | 72.6   | 62.6   | 47.0   | 54.8   | 50.6   | -      | -      | -      | 45.3   | 36.8   | 40.6   |

For our various strategies, we have:

- $SD_{OL} + LisGAN$: ours
- $SD_{DL} + LisGAN$: ours
- $SD_{WS} + LisGAN$: ours
- $SD_{OL} + ABP-ZSL$: ours
- $SD_{DL} + ABP-ZSL$: ours
- $SD_{WS} + ABP-ZSL$: ours

where $f_F$ is any fully supervised classification model, and the output is the probability that the instance belongs to a certain seen class. We know that each class corresponds to a unique semantic embedding. So when a semantic embedding corresponds to this instance, we also know the class label of this instance.
4 Experiments

4.1 Datasets

In order to verify the effectiveness of our method, we perform a large number of experiments on 4 datasets widely used in the GZSL research literatures. They are AWA, CUB, aPY and SUN.

**AWA [31].** Animals with Attributes (AWA) includes 50 animal classes with a total of 30,475 images. Of these, 40 classes are the seen and 10 classes are the unseen. This dataset provides 85-dimensional attribute vectors as semantic embeddings.

**CUB [29].** It is a dataset for fine-grained classification. It provides a total of 11,788 pictures from 200 classes. Of these, 150 classes are seen, and the remaining 50 classes are unseen. It uses 312-dimensional attribute vectors for semantic embeddings.

**aPY.** aPascal-aYahoo(aPY) includes 15339 images from 32 classes. We use 20 classes as seen classes, and the remaining 12 classes as the unseen classes. Its semantic embedding is described as 64-dimensional attributes.

**SUN [20].** It is a dataset for classification of complex visual scenes. It contains 14,340 images from 717 categories. Of these, 635 categories are used as seen classes, and the other 72 categories are used as unseen classes. At the same time, it provides 102-dimensional attribute vector as semantic embedding.

4.2 Evaluation Metrics

For GZSL we need to comprehensively consider the performance of the seen and unseen classes, so we calculate the harmonic mean of accuracies as the previous work [31],

\[ H_{acc} = \frac{2 \times acc_S \times acc_U}{acc_S + acc_U} \] (13)

where \( acc_S \) and \( acc_U \) are the top-1 accuracies of the instances of seen and unseen classes respectively. The top-1 accuracy is calculated as follows,

\[ acc_Y = \frac{1}{|Y|} \sum_{c=1}^{|Y|} \frac{\#correct\ predictions\ in\ c}{\#samples\ in\ c} \] (14)

where \( |Y| \) is the total number of corresponding classes.

4.3 Implementation

There are four modules in our approach. This section will introduce some implementation details of these four modules.

In the Semantic Mapping (SM) Module, we train this mapping using Eq.(1), and use its output as the input of SD. The SM module is composed of fully connected layers, and each layer uses ReLU as the activation function. It should be noted here that we should make the model over-fitting properly during the training process. The effect of the number of training epochs on the results will be discussed further in the following subsection.

For the FSC module, we have many choices. In our experiment, we simply find the closest semantic embedding vector. The implementation process is as follows:

\[ f^*_s(x) = \arg \min_{z \in Z} \| F(g_c(x)) - z \|_2^2 . \] (15)
TABLE 2
Comparisons between our threshold parameters and the optimal parameters. Among them, the ‘optimal’ column represents $aacc_{SD}$ with the optimal parameters; the ‘ours’ line represents $aacc_{SD}$ with our parameters, and the ‘diff’ line represents the difference between them.

| parm  | AWA     |      | CUB     |      | aPY     |      | SUN     |      |
|-------|---------|------|---------|------|---------|------|---------|------|
|       | optimal | ours | diff    |      | optimal | ours | diff    |      |
| $R_{OL}$ | 94.40 | 93.91 | 0.48 |      | 92.21 | 91.98 | 0.23 |      | 92.76 | 92.44 | 0.33 |      | 90.39 | 90.34 | 0.05 |
| $R_{OL} \& R_{1}$ | 98.65 | 98.28 | 0.38 |      | 97.40 | 97.33 | 0.06 |      | 98.10 | 88.14 | 9.96 |      | 97.53 | 97.31 | 0.22 |
| $R_{WS}$ | 97.79 | 97.72 | 0.07 |      | 96.57 | 96.24 | 0.33 |      | 93.34 | 92.92 | 0.41 |      | 96.41 | 96.24 | 0.17 |

For the ZSL module, we use the methods proposed in two recently published and open source papers. They are LisGAN [17] and ZSL-ABP [39]. Among them, LisGAN [17] is a generative method that introduces the soul instances and brings other instances closer to it to improve classification accuracy. ZSL-ABP [39] introduces alternative back-propagation (ABP) algorithm into generative ZSL, which improves the performance of the model.

4.4 Comparison Results

In order to prove the effectiveness of our method, some widely-used state-of-the-art methods are choose as baselines like DAP [16], CMT [25], DEVISE [7], CONSE [19], SSE [35], SJE [1], ESZSL [22], LATEM [30], ALE [2], SYNC [4] and some methods with good performance that have been published in recent years like SAE [14], GFZSL [27], DEM [36], GAZSL [38], f-CLSWGAN [32], LisGAN [17], CADA-VAE [23], ZSL-ABP [39] are also used. The results are shown in Table 1.

From the experimental results, we can find that the classification accuracy of our method is far better than the existing methods. The $H_{acc}$ of our method is 17.5% higher than the current best method for AWA, 18.7% for the CUB, 8.5% for the aPY, and 21.9% for the SUN. It can be observed that no matter whether we choose LisGAN or ZSL-ABP as our ZSL module our method works very well. The results of our approach are also very close. It shows that our approach is very robust. From the experimental results, it can be concluded that our proposed approach achieves a good performance, because the SD module works very well. In terms of the three strategies of our approach, $SD_{DL}$ has achieved the best results; while the other two strategies have also achieved good performances and they are more simpler. So we can choose different strategies according to different application scenarios. For better results, $SD_{DL}$ can be choose; for more easier and faster calculation, we can choose $SD_{OL}$ and $SD_{WL}$ for a compromise.

4.5 Model Analysis

The performance of the SD module in our approach is affected by various thresholds we set on the one hand, and the quality of projected semantic vectors generated by the SM module on the other. Before further analysis,
we define an evaluation index $\text{acc}_{SD}$ to measure the performance of SD module. Since the performance is affected in two aspects, we set the following standards,

$$\text{acc}_{SD} = \frac{2 \times \text{acc}^S_{SD} \times \text{acc}^U_{SD}}{\text{acc}^S_{SD} + \text{acc}^U_{SD}}$$  \hspace{1cm} (16)$$

where $\text{acc}^S_{SD}$ is the top-1 accuracy of all instances of seen classes being classified into the seen classes, and $\text{acc}^U_{SD}$ is the top-1 accuracy of all instances of unseen classes being classified into the unseen classes.

The quality of projected semantic vectors is related to the number of training epochs for the SM module. The effect of the number of training epochs on the performance is shown in Fig.4. The results show that no matter using which strategy or any dataset, as the number of training epochs increases, $\text{acc}_{SD}$ gradually increases and finally reaches stable. And further training does not have much impacts on the results, so we recommend that it is best to train enough epochs so that the SM module can achieve the best result. Furthermore, it can be found that our three strategies all reach very high $\text{acc}_{SD}$ values on all datasets. This proves the effectiveness of our approach from another aspect.

In the SD module, in order to make our approach has better generalization and make our method more concise, we do not directly give any fixed threshold, but obtain these thresholds based on some statistical results of seen classes. Of course, these thresholds are always not the optimal values. We compare the optimal thresholds found through traversal with the calculated thresholds. The comparison results are shown in Table 2. We can find that even if our threshold parameters are not optimal, our $\text{acc}_{SD}$ is also very close to that with the optimal parameters. At the same time, it can be found that the $\text{acc}_{SD}$ obtained by our method is also very high, which further shows the effectiveness of our SD module.

It should be noted that a relatively special phenomenon: on the aPY data the performance used our parameter is significantly worse than the optimal result. The aPY dataset has a distinctive feature, i.e., the ratio between the number of instances of seen classes and the number of instances of unseen classes is much smaller than other datasets. That is, the lack of training samples of seen classes leads that the generalization of our adaptive threshold method is not very well.
5 Conclusion

We proposed a classifier named Semantic Discriminator for distinguishing whether an instance comes from the seen or unseen classes. Based on this discriminator, the performance of GZSL method can be improved greatly. Unlike other GZSL methods, which use the scores of instances on various classes as a basis or train a network to adaptively give judgments, our approach directly uses some inherent information of the projected semantic features to identify and obtain very good results. At the same time, our method is simple and free of complex parameter setting. A lot of experiments on some commonly used datasets were conducted to compare our approach with some existing baselines and methods published in recent years. Results confirmed the effectiveness and robustness of our approach.
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