Moiré-induced optical non-linearities: Single and multi-photon resonances
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Moiré excitons promise a new platform with which to generate and manipulate hybrid quantum phases of light and matter in unprecedented regimes of interaction strength. We explore the properties in this regime, through studies of a Bose-Hubbard model of excitons coupled to cavity photons. We show that the steady states exhibit a rich phase diagram with pronounced bi-stabilities governed by multi-photon resonances reflecting the strong inter-exciton interactions. In the presence of an incoherent pumping of excitons we find that the system can realise one- and multi-photon lasers.

\textit{Introduction.}- The ability to tune the optical, electronic, and transport properties in van der Waals heterostructures has opened the door for the engineering, realisation, and detection of intriguing complex many-body phases of matter \cite{1}. Much attention has focused on the electronic properties, which show novel quantum phases arising from strong interactions and provide a new testbed for quantum simulation \cite{2,3}. However, these materials also hold interesting opportunities to study new hybrid quantum states of light and matter \cite{4,5}, and offer promising potential optoelectronic applications based on valleytronics \cite{6-10} and twistronics \cite{11}.

In twisted bilayers of transition-metal dichalcogenides (TMD) the emergent moiré periodicity \cite{12-15} has significant effects on the nature of the excitons – the bound electron-hole pairs which dominate the coupling to light. In general these excitons are hybrids of the intra-layer excitons formed by an electron and hole in the same layer and inter-layer excitons with an electron and a hole belonging to different layers \cite{16,17}. Hybrid excitons have attracted much attention as they possess tuneable features of both intra- and inter-layer character \cite{18-20}, and have strong mutual repulsion due to the dipole moment from their inter-layer component.

In this Letter, we study the nature of the many-body states of polaritons formed by combining these strongly interacting hybrid excitons with a microcavity. We show that the very strong optical non-linearities arising from the interactions between the hybrid excitons can lead to features with no parallel in conventional two-dimensional polariton gases based on semiconductor quantum wells. When the cavity is driven coherently, the steady-state exhibits a bi-stability which, in contrast to other non-linear classical description. Strong polariton-polariton interactions have been recently studied mainly in the context of Feshbach polaritonic resonances \cite{30,31}, trion-mediated \cite{32}, and medium-induced optical non-linearities \cite{33,34}. However, to account for the physics of strongly interacting hybrid excitons in TMD bilayers \cite{35}, we must go beyond these works to consider the steady state properties of a Hubbard model of excitons coupled to a high-finesse cavity.

\textit{Model.}- Consider a van der Waals heterostructure formed by two semiconductor monolayers, labelled $A$ and $B$, coupled to a microcavity as shown in Fig. 1(a). For TMD materials, the band extrema form two valleys, at wavevectors which we denote $\pm K_A, B$ for the two layers. For small twist angles, $K_A \approx K_B$, the intra-layer excitons in which both electron and hole have valley index $\tau_K$ ($\tau = \pm 1$) hybridize preferentially with inter-layer excitons formed by $\tau_K A$ electrons and $\tau' K_B$ holes with $\tau = \tau'$ \cite{19}.

We consider the properties of the lowest energy band of the resulting hybrid excitons, and will focus attention on a single component $\tau = +1$, assuming that the light has circular polarization so drives only one valley. The properties of this band of excitons can be well described by a two-dimensional Bose-Hubbard Hamiltonian

\begin{equation}
\hat{H}_X = \sum_i \omega_X \hat{x}_i \hat{x}_i + \frac{U_X}{2} \hat{x}_i \hat{x}_i \hat{x}_i \hat{x}_i - \sum_{\langle i,j \rangle} t_{ij} \hat{x}_i \hat{x}_j, \quad (1)
\end{equation}
where $\tilde{x}_i^\dagger$ creates a $\tau = +1$ hybrid exciton in the Wannier orbital of the lowest band site $i$, which for now on we simply refer to as an exciton. The on-site energy is given by $\omega_X$, and the sites are arranged in a triangular lattice, connected by the tunnelling coefficients $t_{ij}$. The resulting band dispersion will not play a significant role in our results, since the local and repulsive interaction $U_X$ will be assumed to be much larger than $t_{ij}$, as is typical for experimental systems [18]. The small effects of exciton tunneling are discussed in detail in the Supplemental Material [36]. Here, for clarity we set $t_{ij} = 0$.

The light-matter coupling is described by $\sum_k \Omega (\hat{a}_k^\dagger \hat{x}_k + \hat{x}_k^\dagger \hat{a}_k)$, where $\hat{a}_k^\dagger (\hat{x}_k^\dagger)$ creates a cavity photon (exciton) with in-plane momentum $k$. (The photon is assumed to be circularly polarised, to couple to the $\tau = +1$ valley exciton.) Here $\Omega$ is the Rabi coupling.

The dispersion of free photons is $\hat{H}_t = \sum_k \omega_{\xi}(k) \hat{a}_k^\dagger \hat{a}_k$, with $\omega_{\xi}(k) = \omega_c + |k|^2/(2m_c)$, where $m_c$ is the cavity photon mass. Due to the steep dispersion of the light, for $\omega_X = \omega_p$, photons are decoupled from the excitons for momentum $\Delta k \approx \sqrt{2m_c} \Omega$. For typical lattice constants $a_M \approx 1-10 \text{nm}$, and Rabi coupling $\Omega \approx 10 \text{meV}$, one finds $\Delta k a_M \approx 0.02-0.1 \ll 1$, so photons only couple to excitons within a very narrow region in the reduced Brillouin zone. As shown in Fig. 1(b), this introduces a length scale $\lambda$ for which excitons distanced by $\lambda/a_M = 2\pi/(\Delta k a_M) \approx 60-300 \text{ sites}$ couple to the same $k = 0 \text{ mode}$. We therefore make the approximation that coupling is to a single mode, which we hereafter describe by $\hat{a}^{(1)}$ without momentum subscript, and take the cavity energy and light-matter interaction to be:

$$\hat{H}_t + \hat{H}_{t-m} = \omega_c \hat{a}^\dagger \hat{a} + \frac{1}{\sqrt{N}} \sum_i \Omega (\hat{a}_i^\dagger \hat{x}_i + \hat{x}_i^\dagger \hat{a}_i) \quad (2)$$

Finally, in contrast to mobile two-dimensional excitons, saturation effects can become relevant even at the level of a few excitons per site, underlining the quasi-zero dimensional nature of the local exciton states. We account for this effect by adding an anharmonic light-matter coupling $\Omega(\hat{n}_i) = \Omega - \Omega_{sat} \hat{n}_i$, which prevents an arbitrarily large excitation number $\hat{n}_i = \hat{x}_i^\dagger \hat{x}_i$. Saturation effects are reminder of the strictly non-bosonic nature of the excitons, relevant when the inter-particle distance between the excitons is comparable to the exciton Bohr radius.

We account for intrinsic dissipative effects by studying the density matrix of the system, $\hat{\rho}$, whose time evolution is governed by the Lindblad master equation [21]

$$\frac{d\hat{\rho}}{dt} = -i[\hat{H}, \hat{\rho}] + \mathcal{D}[\hat{\rho}] = \mathcal{L}[\hat{\rho}], \quad (3)$$

where $\hat{H} = \hat{H}_c + \hat{H}_t + \hat{H}_{t-m}$. The dissipative nature of the cavity photons and the excitons are represented via the Lindblad operator

$$\mathcal{D}[\hat{\rho}] = \frac{\gamma_c}{2} [2\hat{a} \hat{\rho} \hat{a}^\dagger - \{\hat{a}^\dagger \hat{a}, \hat{\rho}\}] + \sum_i \frac{\gamma_e}{2} [2\hat{x}_i \hat{\rho} \hat{x}_i^\dagger - \{\hat{x}_i^\dagger \hat{x}_i, \hat{\rho}\}], \quad (4)$$

where $\gamma_c$ and $\gamma_e$ are the damping rates of the photons and excitons respectively. (We will later also introduce an incoherent pump of the exciton states.)

In the field of cold atomic gases, Bose-Hubbard models coupled to cavity fields have been studied in the context of optical lattices [37–39], which has led to experimental breakthroughs including the realisation of the Dicke phase transition [40] and supersolidity [41]. Additionally, Bose condensation of polaritons has been considered for spatially localised two-level systems coupled to a microcavity within the Dicke model [42–44]. The model we study, Eq. 1, goes beyond this by allowing multiple excitons per site, and the Hubbard interaction $U_X$ will play a key role. Despite their intriguing potential to realise complex quantum phases of light and matter, the study of many-body phases of spatially localised excitons in van der Waals heterostructures coupled to microcavities remains largely unexplored. Here, we exploit the unique features of the excitons to generate one- and multi-photon resonances by either injection of coherent photons and incoherent driving of excitons.

**Coherent photon driving and bistability** - We start by considering a coherent drive of the cavity, as described by the term $(F \tilde{a}^{\dagger} e^{-i\omega_p t} + F \tilde{a} e^{i\omega_p t})$ with an amplitude $F$ and frequency $\omega_p$. To determine the steady-state of the system we employ on-site exact-diagonalisation for the excitons combined with a self-consistent mean-field approach for the cavity photons. Since the optical non-linearities arise indirectly from the exciton-exciton interactions, we treat the excitons at the full quantum level and obtain recursively the steady-state properties of the cavity field at the semi-classical level. This goes beyond from an extended Gross-Pitaevskii for the compound object of exciton-photon in terms of polaritons [21]. The cavity field is given then by $\langle \tilde{a} \rangle = \sqrt{N} \alpha$, the amplitude $\alpha$ follows for the steady-state $\alpha = \frac{1}{F}(\Omega(x))$, where $= F/\sqrt{N}$ and we have taken $\sum_i (\tilde{x}_i \tilde{x}_i^\dagger) / N = x_i$. In addition, we introduce $\Delta_{x} = \Delta_{\omega_c} + i\gamma_c/2$ with $\Delta_{\omega_c} = \omega_p - \omega_c$, the photon detuning. This defines an effective Hamiltonian for the excitons where the photon field is replaced by the amplitude $\sqrt{N} \alpha$. The steady-state of the system is obtained by exact diagonalisation of the super-operator $\mathcal{L}[\hat{\rho}] = -i[\hat{H}_{local}, \hat{\rho}] + \mathcal{D}[\hat{\rho}]$, where $\hat{H}_{local}$ is the effective exciton Hamiltonian with the cavity field $\alpha$ a parameter obtained self-consistently, as explained in SM [36].

For clarity, consider first the regime of negligible saturation effects, $\Omega_{sat}/\Omega = 0$. In this case, the exciton Hamiltonian takes the form

$$\hat{H}_{local} = \hat{H}_X + \sum_i (f_X \tilde{x}_i^\dagger + f_X \tilde{x}_i), \quad (5)$$

which introduces an effective driving $f_X = \frac{U_X}{\Delta_X} + \frac{(\Delta_X)^2}{\Delta_X}$ in the exciton repulsion $U_X$ can bring the transition into resonance as
the density of excitons increases, leading to a sudden increase in exciton density. This effect gives rise to a bistability as a function of $f/U_X$. In Fig. 2 (b) we show the mean exciton density for increasing $f/U_X$, that is when $f/U_X$ is varied from below. On the other hand, Fig. 2 (c) corresponds to the hysteresis branch, that is, a decreasing $f/U_X$ from an initial large positive $f/U_X$, here the steady-state remains in a high-density phase for smaller values of $f/U_X$ compared to Fig. 2 (b) indicating the hysteresis. The mismatch between these plots constructs the phase-diagram in Fig. 2(a). The phase-diagram consists of two monostable phases separated by a bi-stability. The distinctive lobular pattern in the phase diagram is determined by the $n$-exciton resonance,

$$\left(n - 1\right) = \frac{2\Delta\omega_X}{U_X}. \quad (6)$$

Physically, the transition to the high-density phase with exciton number $n$ can be understood as an energetic condition. When the energy of $n$-incoming photons equals the energy of $n$-interacting excitons $n\omega_p = n\omega_X + n(n - 1)U_X/2$ this transition is enhanced. We illustrate our results for physically motivated parameters, we fix $\gamma/\omega_X = 0.2, \gamma_c/\omega_X = 0.2$, and $\Delta\omega_c/\omega_X = -1$.

The bi-stable phase is related to a tunnelling-mediated bi-stability, where the light-matter coupling induces effective exciton hopping through the lattice with amplitude $J_{\text{med}} \propto -\Omega^2 f/\Delta\omega_X$. This is a second-order process, where an exciton emits a photon which decays creating an exciton in a different site. A similar bistability arises within a mean-field treatment of photonic lattices, as a consequence of photon hopping between the cavities [45–48]. We emphasize that the Bose-Hubbard-cavity model we study differs from these models of photonic cavities through the existence of both excitonic and photonic degrees of freedom. Furthermore, the parameter $\Delta k a_M \ll 1$ motivates the mean-field character of the collective coupling among multiple excitonic sites.

As highlighted above, for the electronic system one should also allow for saturation effects in Rabi coupling, which arise when the extension of the spatial localisation of the excitons is of the order of the exciton Bohr radius. For state-of-the-art experiments with moiré excitons the extent of the exciton wave-function is of the order $r_s \approx 1 - 5\text{nm}$ with typical Bohr radius of $a_B \approx 1\text{nm}$ [18, 35]. Roughly, one can estimate $\Omega_{\text{sat}}/\Omega \propto (a_B/r_s)^2 \in \{0.1, 1\}$, see details in [36]. In Fig. 2(e) we illustrate for $\Omega_{\text{sat}} = \Omega/4$ the imprints of the anharmonic light-matter coupling on the phase diagram, with all other parameters as in Fig. 2(a). For small exciton detuning, the lobular pattern respects the $n$-exciton resonances. Moreover, a bi-stable phase remainder of the phase-diagram in Fig. 2(a) persists within the lobes in Fig. 2(e). The region of bi-stability shrinks somewhat as saturation effects increase, but the cusps remain very prominent. Both the bi-stability and the cusps associated with the $n$-exciton resonances remain for saturation effects of the size expected.

The results that we find arise from quantum correlations that go beyond what can be obtained in a Gross-Pitaevskii (GP) mean field theory, which is appropriate for weakly interacting excitons. In the GP method, the excitons are in a pure quantum state—albeit a coherent state with non-zero $\langle \hat{x} \rangle$. The states arising here are, in general, not pure. For example, the low- to high-density transition is accompanied by a change in the statistical nature of the density matrix, which evolves from a pure quantum state into a statistical mixture. Fig. 2 (d) shows the drop of the purity $P = \text{Tr} (\hat{\rho}^2)$, for $\Delta\omega_X/\omega_X = 1.2$ along the transition. Furthermore, for positive cavity detuning, the bi-stability is inhibited, and instead the transition from the low- to high-density regime is a smooth function of $f/U_X$. In Fig. 3 we show $|\langle \hat{x} \rangle|$ as a function of $f/U_X$ for $\Delta\omega_X/\omega_X = 1.2$, and $\Delta\omega_c/\omega_X = 1$. To illustrate the distinct character of the localised excitons compared to their mobile two-dimensional counterpart, we compare the solutions obtained from the master equation, the extended Gross-Pitaevskii equation(eGP) [21], and non-interacting excitons, which for weak driving intensities $f/U_X$, agree well. However, when the exciton density is no longer small, the failure of the eGP to capture the underlying excitation spectrum of Eq. 1 becomes evident. On the one hand, the eGP predicts always an S-shaped bi-stability for $\Delta\omega_X > 0$, a characteristic signature of weakly interacting polariton gases [21, 49]. However, the steady-state finds no bi-stable phase and is characterised instead by an abrupt but continuous drop of the coherence at $f/U_X \approx 0.25$. In this regime, the results of the eGP disagrees with those of the master equation approach both quantitatively and qualitatively. Figure 3 highlights that the eGP sufficient for weakly interacting...
two-dimensional polariton gases, is no longer adequate to describe the coupling of localised excitons to light.

Incoherent pumping and lasing.- Lasers based on two-dimensional TMD’s materials have attracted much the attention [50], mostly in the context of photonic crystals [51], whispering gallery microcavities [52, 53], polariton lasing [21, 54], and trion-induced optical gain [33, 55]. Interlayer excitons periodically trapped, however, unfold a promising new avenue, in which the inherited valley physics, strong interactions, and intra-inter exciton mixing make these systems ideal platforms to realise one- and multi-photon lasers. By optically driving higher excitonic bands which quickly relax to the hybrid exciton state, it is possible to engineer driving schemes with incoherent exciton gain [56]. In this case, we add to the exciton and cavity decay (4) the term

\[ \mathcal{D}_{\text{gain}}[\hat{\rho}] = \frac{\Gamma_x}{2} \sum_i \left[ 2 \hat{y}_i \hat{\rho} \hat{y}_i - \left\{ \hat{y}_i, \hat{y}^\dagger_i, \hat{\rho} \right\} \right], \tag{7} \]

which describes incoherent exciton gain at a rate \( \Gamma_x \). We assume that the gain mechanism pumps the exciton number on each site up to an occupancy of at most \( n_{\text{max}} \). The jump operator is then \( \hat{y}_i \equiv \hat{x}_i \hat{P}_i \), where \( \hat{P}_i \) is the projection operator on site \( i \) onto the exciton number states in the range \( n_i = 0, 1, \ldots, n_{\text{max}} - 1 \). For clarity, here we take \( n_{\text{max}} = 2 \). The photon energy \( \omega \) is calculated self-consistently to determine the steady-state, and it does not necessarily match the cavity \( \omega_c \) or the exciton \( \omega_X \) energies [36]. This energy is obtained by maintaining the semi-classical treatment for the photon field. Again, we assume that only one valley exciton is driven, for example by pumping with circular polarized light.

We find that a non-trivial state with \( \alpha \neq 0 \) emerges consequence of two processes, see Fig. 4 (inset, right): (a) Single-photon resonances, when the energy of a single photon matches the energy of the transitions \( |0\rangle \rightarrow |1\rangle \) and \( |1\rangle \rightarrow |2\rangle \), with \( \omega \approx \omega_X \) and \( \omega \approx \omega_X + U_X \) respectively, and (b) two-photon resonances corresponding to the emission of two-photons with \( 2\omega \approx 2\omega_X + U_X \).

Figure 4 shows the photon amplitude \( |\alpha|^2 \) for several values of the light-matter coupling \( \Omega / U_X \) as a function of the cavity detuning \( \delta = \omega_X - \omega_c \). The single-photon resonances can be understood in terms of effective two-level systems, where the photon energy \( \omega \approx \omega_X \) or \( \omega \approx \omega_X + U_X \) is resonant with the one-particle transitions \( |0\rangle \rightarrow |1\rangle \) and \( |1\rangle \rightarrow |2\rangle \), respectively. The injection of excitons induces population inversion, that is \( \rho_{22} > \rho_{11} > \rho_{00} \), leading to an enhanced photon amplitude for the \( |1\rangle \rightarrow |2\rangle \) transition, compared to the one-photon transition with energy \( \omega_c = \omega_X \). Interpreting the single-photon transitions in terms of effective two-level systems, the non-trivial solutions arise beyond a critical light-matter coupling \( \Omega_c = (\gamma_c + \Gamma_x) \sqrt{\frac{\gamma_c}{2(\gamma_c - \gamma)}} \), see SM [36].

Emission of photons pairs is promoted at the two-photon resonance, that is, \( \delta / U_X = -1/2 \), due to the strong exciton interactions: the single- and multi-photon resonances are well-separated in energy, and can be clearly distinguished in Fig. 4. Inspired by the studies on lasers based on two-photon gain in three-level atoms [22–25], we introduce an effective two-photon coupling \( g_2 = \Omega^2 / \Delta \), where \( \delta = U_X / 2 \) is fixed by the discrete levels of the excitonic spectrum. In Fig. 4 (inset, left) we plot the amplitude of the cavity field as a function of \( g_2/\gamma_c \) at the single-particle transitions \( \delta / U_X = 0 \) (red) and \( \delta / U_X = -1 \) (black) and at the two-photon resonance (blue). The sudden entrance of two-photon lasing can be also understood in terms of effective laser rate equations, which predict a photon number that discontinuously jumps to \( n_0 = 2 \Gamma_x / (5 \gamma_c) \), with a two-photon stimulated rate of \( A_2 = g_2^2 / \Gamma_x \), see details in SM [36]. Here, saturation effects for \( \Omega_x = \Omega / 4 \) lead only to quantitative corrections, leaving our main conclusions valid.

Conclusions.— The advent of the moiré polaritons [35] opens up the door to the study of strongly correlated phases of matter coupled to cavity photons, promising a new generation of hybrid states of light and mat-
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FIG. 3. Exciton amplitude \(|\langle x|\rangle| \) for \( \Delta \omega_X / U_X = 1.2 \), and \( \Delta \omega_c / U_X = 1 \). We show the eGP (black), self-consistent on-site diagonalization (red), and non-interacting excitons (green).
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FIG. 4. Photon amplitude \( |\alpha|^2 \) as a function of the cavity detuning for \( \Omega / U_X = 1/12 \) (red), \( \Omega / U_X = 1/8 \) (green), \( \Omega / U_X = 1/6 \) (black), we fix \( \Gamma_x / U = 1/10 \), \( \Gamma_c / \gamma_X = 6 \), \( \Gamma_x / \gamma_c = 3 \). (Inset, left) Photon amplitude as a function of \( 2 \Omega^2 / U_X \gamma_c \) for varying \( \Omega \). Single-particle transitions \( \delta / U_X = 0 \) (red) and \( \delta / U_X = -1 \) (black) and \( \delta / U_X = -1/2 \) (blue). (Inset, right) Sketch of the exciton level scheme and the photon transitions, the wavy red arrow illustrates the one-photon resonance \( |2\rangle \rightarrow |1\rangle \), while the green wavy arrows depict a two-photon process.
We have demonstrated that as a consequence of the competition between exciton interaction, saturation effects, non-equilibrium features, and strong light-matter interactions, a rich phase diagram arises with no counterpart in conventional two-dimensional polariton gases. In state-of-the-art systems, the expected optical bi-stabilities could be detected by measuring the transmitted spectrum in a similar fashion to polariton matter interactions, a rich phase diagram arises with non-equilibrium features, and strong light-matter interactions. We have demonstrated that as a consequence of the competition between exciton interaction, saturation effects, non-equilibrium features, and strong light-matter interactions, a rich phase diagram arises with no counterpart in conventional two-dimensional polariton gases. In state-of-the-art systems, the expected optical bi-stabilities could be detected by measuring the transmitted spectrum in a similar fashion to polariton matter interactions, a rich phase diagram arises with non-equilibrium features, and strong light-matter interactions.
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I. MASTER EQUATION AND SELF-CONSISTENT APPROACH

We start discussing the case of incoherent injection of photons. For simplicity, we first neglect saturation effects, which are discussed in detail in Sec. II B. The evolution of the cavity mode, determined by the Heisenberg equation of motion is

\[ i \frac{d \hat{a}}{dt} = -\Delta \omega \hat{a} + \frac{\Omega}{\sqrt{N}} \sum_i \hat{x}_i - \frac{i \gamma c}{2} \hat{a} + F, \]  

(8)

now, it is convenient to re-write the cavity mode as \( \langle \hat{a} \rangle = \sqrt{N} \alpha \). In terms of this parameter, the steady-state can be written as

\[ \alpha = \frac{1}{\Delta_c} \left( \frac{F}{\sqrt{N}} + \frac{\Omega}{N} \sum_i \langle \hat{x}_i \rangle \right) = \frac{1}{\Delta_c} (f + \Omega(x)), \]  

(9)

where \( \Delta_c = \Delta \omega_c + i \gamma_c / 2 \) and \( f = F / \sqrt{N} \).

We use the solution for the steady-state of the photon field to define an effective Hamiltonian for the excitons,

\[ \hat{H}_{\text{local}} = \hat{H}_X + \sum_i (f_{\Omega} \hat{x}_i^\dagger \hat{x}_i + f_{\Omega}^* \hat{x}_i), \]  

(10)

where

\[ f_{\Omega} = \frac{\Omega}{\Delta_c} (f + \Omega(x)), \]  

(11)

here, \( f_{\Omega} \) can be regarded as an effective exciton driving term. For relevant experimental parameters, the kinetic energy is heavily suppressed, that is, \( U_X \gg t \). Therefore, we treat exciton tunnelling at the mean-field level,

\[ - \sum_{ij} t_{ij} \hat{x}_i^\dagger \hat{x}_j \rightarrow -J \sum_i (\hat{x}_i^\dagger(x) + \hat{x}_i(x^\dagger)) \]
with \( J = zt \), being \( z \) the coordination number and \( t \) the hopping coefficient. Then, we re-define \( f_X \) to include at the mean-field level the hopping ratio \( t \)

\[
 f_X = \frac{\Omega f}{\Delta_c} + \left( \frac{\Omega^2}{\Delta_c} - J \right) \langle \hat{x} \rangle, \tag{12}
\]

the effects of exciton tunneling are discussed in detail in section II A.

The evolution of the density matrix for the excitons is governed by the effective master equation

\[
 \frac{d\hat{\rho}}{dt} = -i[\hat{H}_{\text{local}}, \hat{\rho}] + \mathcal{D}_x[\hat{\rho}] = \mathcal{L}_x[\hat{\rho}], \tag{13}
\]

where we should recall that the Hamiltonian \( \hat{H}_{\text{local}} \) depends itself on the expectation \( \langle \hat{x} \rangle = \text{Tr}(\hat{x}\hat{\rho}) \). Therefore, we adapt self-consistently the Lindblad operator. The self-consistent approach, which iterates on \( \langle \hat{x} \rangle \) can be summarised as follows. We numerically diagonalise the local Lindblad operator taking a given value of \( \langle \hat{x} \rangle \), where \( i \) denotes the \( i \)-th iteration step, which is employed in Eq. 11 to define the effective exciton Hamiltonian. We obtain the steady-state \( \hat{\rho}^{(i)} \) which we use to evaluate the expectation value of \( \hat{x} \). This defines \( \langle \hat{x} \rangle^{(i+1)} = \text{Tr}(\hat{x}\hat{\rho}^{(i)}) \). We then replace \( \langle \hat{x} \rangle^{(i+1)} \) in Eq. 11 and repeat the iterative scheme. Numerically, we diagonalise the local Lindblad operator for \( N_L = 225 \) corresponding to a cut-off for the exciton’s level of \( \frac{N}{uni27E8} = 15 \) and 200 iteration cycles unless stated explicitly otherwise.

For \( \Omega_{\text{sat}} = 0 \), our numerics can be benchmarked against the analytical solutions which can be extended from the case of an isolated cavity with a Kerr-like non-linearity \([45]\). The density matrix extended from \([45]\), can be written as a self-consistent equation

\[
 \hat{\rho}_{n,m} = \frac{(-2)^{n+m}}{\sqrt{n!m!}} f_X^n \left( \frac{\hat{f}_X}{\hat{U}_X} \right)^m \frac{\Gamma(-2\Delta_c U_X)}{\Gamma(-2\Delta_c U_X + m)} \frac{\Gamma(-2\Delta_c U_X)}{\Gamma(-2\Delta_c U_X + n)} \frac{a_{\mathcal{F}^2}(\frac{2\Delta_c U_X}{n}, \frac{2\Delta_c U_X}{m}, m, 4 |\hat{f}_X|^2)}{a_{\mathcal{F}^2}(\frac{2\Delta_c U_X}{n}, \frac{2\Delta_c U_X}{m}, 8 |\hat{f}_X|^2)}, \tag{14}
\]

where \( a_{\mathcal{F}^2}(a, b; z) \) is the hypergeometric function defined as

\[
 a_{\mathcal{F}^2}(a, b; z) = \sum_{n=0}^{\infty} \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+n)\Gamma(b+n)} \frac{z^n}{n!}, \tag{15}
\]

here, the self-consistency stems from the dependance of \( f_X \) on \( \text{Tr}(\hat{\rho}\hat{x}) \). Before comparing these approaches, we shortly provide details on the extended Gross-Pitaevskii equation.

A. Extended Gross-Pitaevskii equation and master equation

We now turn our attention into the comparison between the semi-classical description of the excitons, the numerical self-consistent scheme, the density matrix in Eq. 14 obtained self-consistently, and the non-interacting case. First, we consider non-interacting excitons \( U_X = 0 \), in this case, the steady-state acquires the simple form of

\[
 \alpha = \frac{f}{\Delta_c} \frac{1}{1 - \frac{\Omega^2}{\Delta_c}}, \tag{16}
\]

\[
 \langle \hat{x} \rangle = \frac{\Omega f}{\Delta_c} \alpha. \tag{17}
\]

On the other hand, after some algebra and introducing \( \phi = \langle \hat{x} \rangle \), the extended driven-dissipative Gross-Pitaevskii for the steady-state reads can be written as

\[
 \left( -\Delta_c - J + \frac{\Omega^2}{\Delta_c} U_X |\phi|^2 \right) \phi + \frac{\Omega f}{\Delta_c} = 0. \tag{18}
\]

We can now compare the coherence amplitude \( |\phi| \) predicted from the different approximations. In Fig. 5 we plot the coherence amplitude, the red squares correspond to the self-consistent approach described for the Lindblad operator \( \mathcal{L} \), while the solid blue line gives the benchmark for the density matrix in Eq. 14. This excellent agreement remarks the equivalence between these two numerical approaches. The black circles correspond to the eGP equation which predicts a bi-stability. Finally, the solid green line gives the solution for non-interacting excitons, namely Eq. 17. As discussed in the main text, for low intensities, the coherence amplitude is governed by Eq. 17. As soon as the interactions become relevant, the coherence amplitude obtained from Eq. 14 completely deviates from the eGP prediction illustrating the strongly interacting nature of the excitons, which cannot be explained by the eGP equation.
FIG. 5. Comparison between different approaches for the same value of the parameters than Fig. 3 (main text). The solid green line depicts the steady state for non-interacting excitons, the black circles correspond to the eGP equation, the red squares and solid blue line illustrate the equivalence between the self-consistent diagonalisation of the Lindblad operator and the iterative approach for the reduced density matrix in Eq. 14 respectively.

II. NEAREST NEIGHBOUR TUNNELLING AND SATURATION EFFECTS

A. Nearest neighbour tunnelling effects

The hybridization of the excitonic band is accompanied by a strong suppression of their kinetic energy, this leads to a small hopping coefficient \( t \ll U_X \) which can be understood at the mean-field level.

The corrections due to nearest-neighbour tunnelling (NN) are expected to be small for

\[
\frac{\Omega^2}{\Delta_c} \gg zt = J,
\]

that is, as long as the second-order mediated tunnelling coefficient remains larger than the NN hopping ratio, we expect the tunnelling effects to be governed by the light-mediated tunnelling.

To provide quantitative estimates of the NN hopping we consider a hopping coefficient \( J/U_X = 0.3 \). In this case, the ratio between the tunnelling amplitudes is \( \frac{\Omega^2}{J} \approx 4 \), for the light-matter coupling exemplified in the main text. In Fig. 6 we show the effects of NN tunnelling for a negative photon detuning \( \Delta \omega_c = -1 \) (red squares) compared against vanishing tunneling \( J/U_X = 0 \) (blue circles). Fig. 6 shows that in this regime, the main features are only slightly affected by the NN hopping, in particular, the tunnelling mediated bi-stability is slightly enhanced by additional terms contributing to the hopping.

B. Saturation effects

Saturation effects are included via an anharmonic light-matter coupling, such that the light-matter coupling reads as

\[
\hat{H}_{l-m} = \frac{1}{\sqrt{N}} \sum_i \hat{a}^\dagger (\Omega - \Omega_{\text{sat}} \hat{n}_i) \hat{x}_i + \hat{x}_i^\dagger (\Omega - \Omega_{\text{sat}} \hat{n}_i) \hat{a} = \frac{\Omega}{\sqrt{N}} \sum_i \hat{a}^\dagger \left( 1 - \frac{\hat{n}_i}{n_{\text{sat}}} \right) \hat{x}_i + \hat{x}_i^\dagger \left( 1 - \frac{\hat{n}_i}{n_{\text{sat}}} \right) \hat{a},
\]

the anharmonic term can be understood in terms of the suppression of the light-matter coupling \( \Omega \to \Omega - \Omega_{\text{sat}} \hat{n} \). Then, saturation effects are relevant for densities of the order \( \langle \hat{n} \rangle \approx n_{\text{sat}} = \Omega_{\text{sat}}/\Omega \). On the other hand, for \( \langle n \rangle \ll n_{\text{sat}} \) the reduction of the light-matter coupling can safely be ignored.

For two-dimensional gases, the reduction of the light-matter coupling \( \Omega_{\text{sat}} = \Omega / (n_{\text{sat}} A) \) given in terms of the saturation density \( n_{\text{sat}} = 7/(16 \pi a_B^2) \) with \( a_B \) the exciton radius and the macroscopic area \( A \) is a reminder that
the intrinsic nature of the excitons becomes relevant when the inter-particle distance between excitons is of the order of the Bohr exciton radius. The spatial localisation of the hybrid excitons to the moiré lattice sites modifies the saturation condition but follows the same physical argument. However, the macroscopic area $A$ should be replaced by the “local area” of the lattice site $A_M$. The local area is obtained by assuming that the spatial localisation of the excitons can be described by a periodic potential that can be approximated as a parabolic trap around each lattice site. Thus, around the minima of the lattice site, we consider a potential of the form $\frac{m\omega^2 r^2}{2}$. Therefore, the site dynamics of the exciton is governed by an harmonic oscillator Hamiltonian

$$\hat{H}_{ho} = \frac{\hat{p}^2}{2m} + \frac{m\omega^2 r^2}{2}. $$

For the ground-state, the classical return point $r_s = \frac{1}{\sqrt{m\omega_M}}$ defines the characteristic extension of the exciton wave function. Here, $m$ is the exciton mass, and $\omega_M$ is proportional to the electron tunnelling amplitude, responsible for the moiré lattice, typically of the order of $\omega_M = 5-20\text{meV}$ [35]. We estimate $r_s \approx 1-5\text{nm}$, whereas the typical exciton radius is $a_B \approx 1\text{nm}$. The saturation density remains inversely proportional to the square of the exciton Bohr radius $n_s \propto 1/a_B^2$. Thus, the reduced light-matter coupling is estimated by $\Omega_{sat}/\Omega \propto (a_B/r_s)^2 \in \{0,1\}$. The suppression of the light-matter coupling sensible to one exciton per site is consistent with the experimental observation of moiré polaritons [35]. This illustrates the stark contrast between two-dimensional polariton gases and moiré polaritons which exhibit additional non-linearities even at the level of one and a few excitons per site [35]. Here we take units where $\hbar = 1$ and take $m = 0.8m_e$ being $m_e$ the bare electron mass.

The anharmonic light-matter coupling modifies both the steady-state of the cavity mode, and the effective Hamiltonian for the excitons. The steady-state of the cavity acquires an explicit dependence on $\langle \hat{n}\hat{x} \rangle$ and reads as

$$\alpha = \frac{1}{\Delta_e} (f + \Omega(\hat{x}) - \Omega_{sat}(\hat{n}\hat{x})),$$

thus in addition to the dependence on the coherence $\phi = \langle \hat{x} \rangle$, the Hamiltonian develops an extra term consequence of the saturation of the exciton-photon coupling. In general, we should note that

$$\Omega(\hat{x}) - \Omega_{sat}(\hat{n}\hat{x}) \neq (\Omega - \langle n \rangle \Omega_{sat}) \langle \hat{x} \rangle,$$

thus we explicitly evaluate $\langle \hat{n}\hat{x} \rangle$. The right-side of Eq. 22 gives, however, intuition to understand the physical meaning of the saturation term. The inclusion of the anharmonic light-matter coupling renders the approach based on the analytical expression for the density matrix in Eq. 14 no longer valid. Therefore, the density matrix is now only obtained by means of the self-consistent method for the Lindblad super-operator.

To complement our discuss from the main text we show in Fig. 7 the coherence amplitude and purity as a function of the pump intensity and exciton detuning for the same parameters than in Fig. 2 (c) (main text). We show that for the low-densities, the lobular pattern persists and follows the discussion in the main text, where the transition from negligible site occupation to a finite number of exciton per site is accompanied by a drop of the purity and a

FIG. 6. Hysteresis and lower branch for $J/\tilde{U}_X = 0.3$ (red squares) and $J/\tilde{U}_X = 0$ (blue circles), which explicitly shows that the hysteresis and sudden jump are robust in presence of direct NN exciton tunnelling.
non-monotonous behaviour of the coherence through the crossover. In Fig. 7 we employ 100 iteration cycles and for the hysteresis branch we drive the system from an initial \( f/\Omega = 6 \) (from above).

For negative exciton detuning, a bi-stable phase persists even when saturation effects become relevant, the bi-stability is illustrated by cross-sections of the exciton number for fixed exciton detuning and as a function of \( f/\Omega \) in Fig. 8 for \( \Omega_{\text{sat}} = \Omega/4 \). The red squares correspond to the hysteresis branch, and the blue circles to a \( f/\Omega \) tuned from below. Here we illustrate the persistence of the bi-stability for \( \Delta\omega_X/U_X = 0.6 \) (left) and \( \Delta\omega_X/U_X = 1.25 \) (right).

Finally, in Fig. 9 we compare the exciton number for different values of \( \Omega_{\text{sat}} \) for \( \Delta\omega_X/U_X = 1.25 \), the hysteresis branch. The red squares correspond to \( \Omega_{\text{sat}}/\Omega = 0.1 \), the blue circles \( \Omega_{\text{sat}}/\Omega = 0.25 \), and the black triangles \( \Omega_{\text{sat}}/\Omega = 0.5 \). In this case, even for \( \Omega_{\text{sat}}/\Omega = 0.25 \) saturation effects become prominent, the abrupt jump for small \( \Omega_{\text{sat}}/\Omega \) is visibly smoothen, the exciton number decreases, and the jump is shifted to larger values of \( f/\Omega \).

III. LASERS: FROM SINGLE-PHOTON TO MULTI-PHOTON RESONANCES

A. Effective two-level system

Let us turn our attention into the details on the single- and multi-photon resonances in the scenario with exciton gain. For simplicity, we start discussing the limit where only empty moiré lattice sites can be driven, in this case, the gain and losses processes are described by

\[
\mathcal{D}_x[\dot{\rho}] = \Gamma_x \mathcal{D}[\hat{y}^\dagger] \dot{\rho} + \gamma_x \mathcal{D}[\hat{x}] \dot{\rho},
\]

here, the first term accounts for the driving of empty sites, such that \( \hat{y} \) and \( \hat{y}^\dagger \) are exciton operators restricted to \( N_x = 0, 1 \) subspace. Now, we solve the equation \( \mathcal{L}[\dot{\rho}] = 0 \) in a rotating frame with frequency \( \omega \). We define \( \Delta\omega_X = \omega - \omega_X \).
and $\Delta \omega_c = \omega - \omega_c$, where the photon energy $\omega$ is also left to be obtained. In the limit of $U_X \gg \Omega$, the system can be regarded as a two-level system with equations for the steady-state

$$0 = \gamma \rho_{11} + \frac{4\gamma_c \rho_{10} \Omega^2}{\delta^2 + 4(\delta + \omega)^2} - \Gamma_x \rho_{00},$$

$$0 = \frac{2\rho_1 \Omega^2 \rho_{10} \Omega^2}{\gamma_c + 2i(\delta + \omega)} - \frac{1}{2} \rho_{11} (\gamma + \Gamma_x + 2i\omega),$$

$$0 = \frac{2\rho_{10} \Omega^2}{\gamma_c + 2i(\delta + \omega)} - \frac{1}{2} \rho_{11} (\gamma + \Gamma_x - 2i\omega),$$

with $\delta = \omega - \omega_c$. In this case, there is a trivial solution with $\rho_{00} = \frac{\gamma_x}{(\gamma_x + \Gamma_x)}$ and $\rho_{10} = \rho_{11} = 0$. A non-trivial solution appears for $\Omega > \Omega_c$ and $\Gamma_x > \gamma_x$, being $\Omega_c = \frac{(\gamma_x + \Gamma_x)\sqrt{\frac{\gamma_c}{4(\Gamma_x - \gamma_x)}}}$. With

$$\rho_{11} = \frac{1}{2} \left( 1 + \frac{\gamma_x}{4\Omega^2} \right) + \frac{1}{2} \left( \frac{\delta^2}{2(\gamma_x + \Gamma_x + \gamma_c)\Omega^2} \right),$$

$$\rho_{10} = \frac{i\sqrt{\gamma_c}(\gamma_x + \Gamma_x)^2 + 4\delta^2 \sqrt{\gamma_c}(\gamma_x + \Gamma_x)^2 \left( (\gamma_x + \Gamma_x)^2 + 4\delta^2 \right) + 4\Omega^2(\gamma_x - \Gamma_x)(\gamma_x + \Gamma_x)^2}{4\sqrt{\gamma_c}(\gamma_x + \Gamma_x)^4},$$

$$\omega = \omega - \frac{\gamma_x + \Gamma_x}{\gamma_x + \Gamma_x + \gamma_c} \delta.$$  

In Fig. 10 we show the expectation value of $\hat{x}$ as a function of $\Omega$ for the two-level system in presence of exciton driving. The red dots correspond to the numerical implementation of the self-consistent approach. The solid blue line illustrates the analytical solution in Eq. 28, while the dashed black line gives the onset for the non-trivial state. The onset $\Omega_c$ increases with $\gamma_x \rightarrow \Gamma_x$. In this case, we find the photon energy self-consistently by solving the equivalent of Eq. 8. In general the photon energy slightly deviates from $\omega_c$ as shown by Eq. 29 depending on the cavity detuning $\delta$, and the damping and driving rates.

For the two-photon resonance, we cannot longer derive an analytical expression for the photon amplitude, instead, we solve for the Lindblad operator for the exciton field $\mathcal{L} = \mathcal{L}(\omega, \alpha)$, where the photon energy $\omega$ and amplitude $\alpha$ are variables obtained self-consistently. We stress that this self-consistent approach recovers the exact solution for the two-level system in Fig. 10 as well as, for the coherent injection of photons in absence of saturation effects, as discussed previously.
To understand better the two-photon resonance, we derive the rate equations for an effective three-level system. We start by solving for the off-diagonal elements of the exciton’s density matrix, which evolution is given by

\[
\frac{d\rho_{01}}{dt} = -i\Omega\left(\sqrt{2}\alpha\rho_{02} + \alpha^*(\rho_{00} - \rho_{11})\right) + \sqrt{2}\gamma_x\rho_{12} + \frac{1}{2}i\rho_{01}(U_X + i(\gamma_x + 3\Gamma_x)),
\]

\[
\frac{d\rho_{02}}{dt} = i\alpha^*\Omega\left(\rho_{12} - \sqrt{2}\rho_{01}\right) - \gamma_x\rho_{02} - \frac{\Gamma_x\rho_{02}}{2},
\]

\[
\frac{d\rho_{12}}{dt} = i\Omega\left(\alpha\rho_{02} + \sqrt{2}\alpha^*(\rho_{22} - \rho_{11})\right) - \frac{3\gamma_x\rho_{12}}{2} + \Gamma_x\left(\sqrt{2}\rho_{01} - \rho_{12}\right) - \frac{i\rho_{12}U}{2}.
\]

for the steady-state, and after some algebra, we find a solution for the off-diagonal elements of the density matrix in terms of only its diagonal elements. These solutions are

\[
\rho_{01} = \frac{2\alpha^*\Omega\left(-4n_\alpha\Omega^2(\rho_{00} + \rho_{11} - 2\rho_{22}) + (2\gamma_x - \Gamma_x(\gamma(3\rho_{00} + \rho_{11} + 4\rho_{22}) + 2\Gamma_x(\rho_{00} - \rho_{11}) + iU_x(\rho_{00} + \rho_{11}))\right)}{i(2\gamma_x - \Gamma_x(3\gamma_x^2 + 3\gamma_x\Gamma_x + 6\Gamma_x^2 + U_x^2 - 2iU + i\Gamma_x U_X)) + 4\alpha^*\Omega^2(U_X - 3i(\gamma_x + \Gamma_x)),
\]

\[
\rho_{12} = \frac{2i\sqrt{2}\alpha^*\Omega\left(-4n_\alpha\Omega^2(\rho_{00} + \rho_{11} - 2\rho_{22}) + (2\gamma_x - \Gamma_x(\gamma(3\rho_{00} + \rho_{11} + 4\rho_{22}) + (\rho_{11} - \rho_{22})(\gamma_x - iU_X))\right)}{4\alpha^*\Omega^2(3(\gamma_x^2 + \gamma_x\Gamma_x + iU_X) - (2\gamma_x - \Gamma_x(3\gamma_x^2 + 3\gamma_x\Gamma_x + 6\Gamma_x^2 + U_x^2 - 2i\gamma_x U + i\Gamma_x U_X)) + 4\alpha^*\Omega^2(U_X - 3i(\gamma_x + \Gamma_x)),
\]

\[
\rho_{02} = -\frac{4\sqrt{2}\alpha^*\Omega^2(U_X(\rho_{00} - \rho_{22}) - 3i(\gamma_x(\rho_{00} - \rho_{22}) + \Gamma_x(\rho_{22} - \rho_{11})))}{i(2\gamma_x - \Gamma_x(3\gamma_x^2 + 3\gamma_x\Gamma_x + 6\Gamma_x^2 + U_x^2 - 2i\gamma_x U + i\Gamma_x U_X)) + 4\alpha^*\Omega^2(U_X - 3i(\gamma_x + \Gamma_x)).
\]

To make progress, we make some simplifications, first we work in the regime where $\Gamma_x \gg \gamma_x$ and fix $\gamma_x = 0$, then we expand the off-diagonal elements in powers of $\Omega = \Omega/\Gamma_X$ and retain terms up to $\Omega^3$. Thus, we obtain

\[
\rho_{01} = 2\alpha^*\Omega\left(\frac{8n_\alpha(2\Gamma_x + i)\Omega^2(-3i\Gamma_x(\rho_{11} - \rho_{22}) - \rho_{00} + \rho_{22})}{\Gamma_x(1 + \Gamma_x(6\Gamma_x + i))^2} - \frac{i(\rho_{00} - \rho_{11})}{3\Gamma_x - i}\right),
\]

\[
\rho_{12} = \frac{8\sqrt{2}n_\alpha\alpha^*(\Gamma_x + i)\Omega^2(-3i\Gamma_x(\rho_{11} - \rho_{22}) - \rho_{00} + \rho_{22}) + 2\sqrt{2}\alpha^*\Omega(-i\Gamma_x(2\rho_{00} + \rho_{11} - 3\rho_{22}) - \rho_{11} + \rho_{22})}{\Gamma_x(1 + \Gamma_x(6\Gamma_x + i))^2} + \frac{1 + \Gamma_x(6\Gamma_x + i)}{1 + \Gamma_x(6\Gamma_x + i)}
\]

\[
\rho_{02} = \frac{4\sqrt{2}(\alpha^*)^2\Omega^2(3\Gamma_x(\rho_{11} - \rho_{22}) - i\rho_{00} + i\rho_{22})}{\Gamma_x(1 + \Gamma_x(6\Gamma_x + i))},
\]
where we introduced $\tilde{\Gamma}_x = \Gamma_x / U_X$. For the two-photon process, the single-particle transitions are far detuned, and for two-photon gain purposes, the linear terms in $\tilde{\Omega}$ can be neglected. One can further simplify these expressions by taking $\tilde{\Gamma}_x \ll 1$. Then, the elements for the off-diagonal density matrix take the following form

$$\rho_{01} = \frac{16i{n}_\alpha \alpha^* \tilde{\Omega}^3 (\rho_{22} - \rho_{00})}{\tilde{\Gamma}_x} + 16\alpha^* n_\alpha \tilde{\Omega}^3 (-4\rho_{00} + 3\rho_{11} + \rho_{22}) \approx \frac{16i{n}_\alpha \alpha^* \tilde{\Omega}^3 (\rho_{22} - \rho_{00})}{U_X^2 \tilde{\Gamma}_x},$$  

$$\rho_{12} = \frac{8i\sqrt{2} n_\alpha \alpha^* \tilde{\Omega}^3 (\rho_{22} - \rho_{00})}{\tilde{\Gamma}_x} + 24\sqrt{2} n_\alpha \alpha^* \tilde{\Omega}^3 (\rho_{11} - \rho_{00}) \approx \frac{8i\sqrt{2} n_\alpha \alpha^* \tilde{\Omega}^3 (\rho_{22} - \rho_{00})}{U_X^2 \tilde{\Gamma}_x},$$  

$$\rho_{02} \approx -\frac{4i\sqrt{2}(\alpha^*)^2 \tilde{\Omega}^3 (\rho_{00} - \rho_{22})}{\tilde{\Gamma}_x} - 4 \left(\sqrt{2}(\alpha^*)^2 \tilde{\Omega} (\rho_{00} - 3\rho_{11} + 2\rho_{22})\right) \approx -\frac{4i\sqrt{2}(\alpha^*)^2 \tilde{\Omega}^2 (\rho_{00} - \rho_{22})}{U_X \tilde{\Gamma}_x},$$

where we have made the natural assumption that $\Omega \gg \tilde{\Gamma}_x$.

The equations for the diagonal elements of the density matrix are given by

$$\frac{d\rho_{00}}{dt} = -i\Omega (\alpha \rho_{01} - \alpha^* \rho_{10}) + \gamma_x \rho_{11} - \tilde{\Gamma}_x \rho_{00},$$  

$$\frac{d\rho_{11}}{dt} = i\Omega \left(\alpha (\rho_{01} - \sqrt{2} \rho_{12}) + \alpha^* (-\rho_{10} + \sqrt{2} \rho_{21})\right) - \gamma_x (\rho_{11} - 2\rho_{22}) + \tilde{\Gamma}_x (\rho_{00} - 2\rho_{11}),$$  

$$\frac{d\rho_{22}}{dt} = i\sqrt{2}\Omega (\alpha \rho_{12} - \alpha^* \rho_{21}) - 2\gamma_x \rho_{22} + 2\tilde{\Gamma}_x \rho_{11},$$

we then replace the simplified expressions for the off-diagonal elements found in Eq. 39-41 to write the rate equations as follows

$$\frac{d\rho_{00}}{dt} = +32 \frac{n_\alpha^2 \Omega^4 (\rho_{22} - \rho_{00})}{U_X^2 \tilde{\Gamma}_x} + \gamma_x \rho_{11} - \tilde{\Gamma}_x \rho_{00} + 8 \frac{g_2^2}{\tilde{\Gamma}_x} n_\alpha^2 (\rho_{22} - \rho_{00}) + \gamma_x \rho_{11} - \tilde{\Gamma}_x \rho_{00},$$  

$$\frac{d\rho_{11}}{dt} = -\gamma_x (\rho_{11} - 2\rho_{22}) + \tilde{\Gamma}_x (\rho_{00} - 2\rho_{11}),$$  

$$\frac{d\rho_{22}}{dt} = -32 \frac{n_\alpha^2 \Omega^4 (\rho_{22} - \rho_{00})}{U_X^2 \tilde{\Gamma}_x} - 2\gamma_x \rho_{22} + 2\tilde{\Gamma}_x \rho_{11} - 8 \frac{g_2^2}{\tilde{\Gamma}_x} n_\alpha^2 (\rho_{22} - \rho_{00}) - 2\gamma_x \rho_{22} + 2\tilde{\Gamma}_x \rho_{11}.$$  

For $\gamma_x = 0$, the equation for $\rho_{11}$ simply gives $\rho_{00} = 2\rho_{11}$ and yields the following equations

$$\frac{d\rho_{00}}{dt} = -\Gamma_x \rho_{00} + 8 \frac{g_2^2}{\tilde{\Gamma}_x} n_\alpha^2 (\rho_{22} - \rho_{00}),$$  

$$\frac{d\rho_{22}}{dt} = \Gamma_x \rho_{00} - 8 \frac{g_2^2}{\tilde{\Gamma}_x} n_\alpha^2 (\rho_{22} - \rho_{00}),$$

it is straightforward to note that $\frac{d\rho_{00}}{dt} = -\frac{d\rho_{22}}{dt}$.

Finally, for the photon number we have the following equation

$$\frac{dn_\alpha}{dt} = -\gamma_x n_\alpha + i\Omega \left[\alpha^* (\rho_{10} + \sqrt{2} \rho_{21}) - \alpha (\rho_{01} + \sqrt{2} \rho_{12})\right] \approx$$  

$$\approx -\gamma_x n_\alpha + 16 \frac{g_2^2}{\tilde{\Gamma}_x} n_\alpha^2 (\rho_{22} - \rho_{00}),$$

from these equations the two-photon emission rate is ready to be identified as $A_2 = 8g_2^2 / \tilde{\Gamma}_x$. The equations can be written in its simplest form of

$$\frac{d\rho_{22}}{dt} \approx \Gamma_x \rho_{00} - A_2 n_\alpha^2 (\rho_{22} - \rho_{00}),$$  

$$\frac{dn_\alpha}{dt} \approx -\gamma_x n_\alpha + 2A_2 n_\alpha^2 (\rho_{22} - \rho_{00}).$$

The rate equations in Eq. 51 accept always a trivial solution with vanishing photon number $n_\alpha = 0$, and inverted population distributions $\rho_{00} = \rho_{11} = 0$ and $\rho_{22} = 1$. However, beyond a critical two-photon emission rate a non-trivial steady state arises, this critical $A_2^c$ is given by

$$A_2^c = \frac{5\gamma_x^2}{2\Gamma_x},$$  

(52)
and the photon number at the onset of two-photon gain is independent of $A_2$

$$n_\alpha = \frac{2\Gamma_x}{5\gamma_c}. \quad (53)$$

One can further re-write the threshold for two-photon gain in terms of the two-photon coupling

$$\frac{g_c^2}{\gamma_c} \approx \sqrt{\frac{5}{16}} \approx 0.55, \quad (54)$$

where $g_c^2$ denotes the critical two-photon coupling.

In general, for finite $\gamma_x$, the trivial state has populations given by $\rho_{00} = \gamma_x^2/(\gamma_x^2 + \gamma_x \Gamma_x + \Gamma_x^2)$ and $\rho_{11} = \gamma_x \Gamma_x/(\gamma_x^2 + \gamma_x^2 \Gamma_x + \Gamma_x^2)$. On the other hand, the appearance of the non-trivial state is slightly modified to

$$A_2^2 = \frac{\gamma_x^2(5\Gamma_x + 4\gamma_x)(\Gamma_x^2 + \Gamma_x \gamma_x + \gamma_x^2)}{2(\Gamma_x^2 - \gamma_x^2)^2}, \quad (55)$$

however, the photon number remains independent of $A_2$,

$$n_\alpha = 2\frac{\Gamma_x^2 - \gamma_x^2}{\gamma_x(5\Gamma_x + 4\gamma_x)}, \quad (56)$$

note that solutions only appear for $\Gamma_X > \gamma_X$ as physically expected.

Finally, we shall remember that our numerical solutions work in the regime where $U_X \propto \Omega$, that is, the exciton interactions are of the order of magnitude of the light-matter coupling, leading to differences between the rate equations and the full numerical solutions. In addition, we have assume that the photon energy matches the cavity energy, $\omega = \omega_c$, contrary to the full numerics where $\omega$ is allowed to adapt self-consistently. However, the rate equations provide a valuable guide to understand the two-photon gain.