Sports Stars: Analyzing the Performance of Astronomers at Visualization-based Discovery
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Abstract

In this data-rich era of astronomy, there is a growing reliance on automated techniques to discover new knowledge. The role of the astronomer may change from being a discoverer to being a confirmer. But what do astronomers actually look at when they distinguish between “sources” and “noise?” What are the differences between novice and expert astronomers when it comes to visual-based discovery? Can we identify elite talent or coach astronomers to maximize their potential for discovery? By looking to the field of sports performance analysis, we consider an established, domain-wide approach, where the expertise of the viewer (i.e., a member of the coaching team) plays a crucial role in identifying and determining the subtle features of gameplay that provide a winning advantage. As an initial case study, we investigate whether the SPORTSCODE performance analysis software can be used to understand and document how an experienced HI astronomer makes discoveries in spectral data cubes. We find that the process of timeline-based coding can be applied to spectral cube data by mapping spectral channels to frames within a movie. SPORTSCODE provides a range of easy to use methods for annotation, including feature-based codes and labels, text annotations associated with codes, and image-based drawing. The outputs, including instance movies that are uniquely associated with coded events, provide the basis for a training program or team-based analysis that could be used in unison with discipline specific analysis software. In this coordinated approach to visualization and analysis, SPORTSCODE can act as a visual notebook, recording the insight and decisions in partnership with established analysis methods. Alternatively, in situ annotation and coding of features would be a valuable addition to existing and future visualization and analysis packages.
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1. Introduction

Astronomers are now well and truly immersed in a data-rich era. This era commenced around the time that the volume of astronomical data crossed the 100 Terabyte threshold (Brunner et al. 2002), and was highlighted by the emergence of the Virtual Observatory [VO; or World-Wide Telescope (Szalay & Gray 2001)] concept. The VO relied on advances in technology to support access to globally distributed data archives, presenting new opportunities to exploit multi-instrument and multi-wavelength resources [see Djorgovski & Williams (2005) for the early history].

As one of the first coordinated, international attempts to federate and serve petabyte-scale scientific data, the VO also played a crucial role in the emergence of a new, fourth paradigm of data-intensive scientific discovery (Bell et al. 2009; Hey et al. 2009). Data-intensive discovery emphasizes the use of online databases (Szalay & Gray 2006) and automated data-mining techniques (e.g., Borne 2009; Ball & Brunner 2010; Ivezić et al. 2014). For astronomy, it refers to a state of affairs where the process of discovery moves steadily away from the status quo of the astronomer at a desktop computer working on data stored on a local hard-drive. Increasingly, it is known as astronomy with “big data”.

1.1. Big Data and Human Discovery Potential

While a simple, single description of big data in all contexts does not exist, three important characteristics occur in many individual definitions (Ward & Barker 2013):

- Sizes that exceed typical storage capabilities;
- Complex structures or relationships within or between the data; and
- A reliance on technological or methodological advances for storage, transfer, processing or analysis.

Much of the emphasis on big data in observational and survey astronomy centers on the exascale data sets that current
facilities (e.g. Atacama Large Millimeter Array (Brown et al. 2004) and Low-Frequency Array (Van Haarlem et al. 2013)); emerging facilities (e.g. the Australian Square Kilometer Array Pathfinder (Johnston et al. 2008) and MeerKAT (Jonas 2009)); and future facilities (e.g. Large Synoptic Survey Telescope (LSST; Tyson 2002) and Square Kilometre Array (SKA; Dewdney et al. 2009)) will generate. These data holdings will need to be calibrated and streamed in real time, they will rely heavily on the use of automated techniques to make discoveries, and they may never be fully analyzed (in comparison with the current level of scrutiny applied to individual observations). The overwhelming majority of pixels or voxels contained in the survey data will never be looked at by a human.

Due to the dramatic increase in data throughput, there will likely be a corresponding decrease in the time that any one astronomer will devote to looking at individual objects. An unintended consequence is that future astronomers may not benefit from extensive, dedicated time analyzing individual objects. It is this learning process that allows the current experienced or expert astronomer to have confidence in the interpretation of images (Norris (2010); also see Section 2.2). Simplistically, we need to ensure that we can maximize the human discovery potential when only a limited fraction of the recorded data is visualized, while also providing new training methods for the data-rich/time-poor astronomer.

1.2. Neutral Hydrogen Spectral Data Cubes

Consider the specific case of source finding and validation in spectral data cubes, with an emphasis on the search for extragalactic neutral hydrogen (H\textsc{I}) at radio frequencies. We will use this example throughout this paper, as the status quo comprises automated processes supported by extensive visual inspection and interactive analysis.

A spectral data cube comprises two spatial dimensions (e.g., right ascension and declination) and one spectral dimension. For radio astronomy, this spectral dimension is usually frequency, which is a proxy for the line of sight velocity. Rest-frame H\textsc{I} emits a characteristic signal at 1420.4 MHz, known as the 21-cm line. Factors such as thermal broadening; internal gas dynamics; cosmological and random galaxy motions; and the motion of the Earth shifts the observed frequency from the intrinsic 1420.4 MHz. Considering that source brightness and angular diameter diminish with distance and recognizing that intrinsic source brightness also varies, it becomes increasingly difficult to distinguish the shifted and smeared extragalactic H\textsc{I} signal from the noise in the data cube. The ideal source finder aims to identify regions of a data cube that are most likely to be a source and not noise or false positives (reliability approaching 100%), while also returning all sources that actually reside in the data (completeness approaching 100%).

Fully automated extragalactic H\textsc{I} source finding is an unsolved problem (Koribalski 2012). Numerous techniques have been developed, tested, enhanced, and improved (e.g., DUCHAMP by Whiting (2012); SOFI\textsc{a} by Serra et al. (2015); and SLICERASTRO by Punzo et al. (2016)). Source-finding techniques are often designed or optimized to find the types of sources that are already known about, with the potential that new types of sources are actually rejected.

There is confidence that the source finders chosen by survey teams will work with a high level of completeness and reliability, but it is not expected that this process will be perfect. Source finders will miss sources and will likely generate many more false positives than real detections. Indeed, running different source finders on the same data rarely generates the same set of candidates (Popping et al. 2012). At some point, astronomers will need to look at candidates and make decisions as to whether a “source” is real or not.

Over several decades, a suite of visualization techniques have been used in extragalactic H\textsc{I} studies, including

- Channel maps, where an individual spectral channel is extracted from the spectral cube and viewed as a two-dimensional image;
- Moment maps, where an image is created via the projection of data values along the spectral axis, weighted by voxel intensity, velocity or velocity dispersion;
- Position-velocity diagrams, where a projection occurs along one of the spatial axes; and
- Volume rendering, which captures the full three-dimensional content of the data cube to show the “wispy tendrils” (Gooch 1997) of gas.

An extension to displaying individual images along a single axis is the use of image slicing (see, for example, Borkin et al. 2005). Here, slices are extracted from the spectral data cube along orthogonal axes, where they can be displayed side-by-side. Alternatively, slicing can occur along one axis, generating a frame-sequential set of images that can be converted into a movie (see Figure 1).

1.3. Performance Analysis

We would like to be able to investigate and record how extragalactic H\textsc{I} astronomers currently inspect spectral data cubes and make decisions that a group of pixels or voxels is indeed part of a source and is not an imaging artifact or noise. The hope is that we may then gain insight into the process of visualization-based knowledge discovery in this field. Unfortunately, astronomical software (e.g., KVIS,\textsuperscript{5} VISIONS,\textsuperscript{6} and SAOIMAGE DS9\textsuperscript{7}) is rarely designed to deal with documenting this process of selection, classification, decision making, and

\textsuperscript{5} http://www.atnf.csiro.au/computing/software/karma/
\textsuperscript{6} Part of the GIPSY package: https://www.astro.rug.nl/~gipsy.
\textsuperscript{7} http://ds9.si.edu/site/Home.html
annotation. Workflow solutions, such as the VO-oriented AstroTaverna (Ruiz et al. 2014) or the ENCUBE visual analytics framework for CAVE2 and desktop (Vohl et al. 2016), record the sequence of steps that occurred but not necessarily why specific decisions were made. Modifying existing software to achieve this aim seems unjustified, so we need an alternative approach.

In other fields, the situation is very different. Work practices are established that support the identification, documentation, annotation, and replay of the discovery and decision-making process. By looking to the field of sports performance analysis, we can learn about an established, domain-wide approach, where the expertise of the viewer (i.e., a member of the coaching team) plays a crucial role in identifying and determining the subtle features of gameplay that provide a winning advantage. We also start to bring concepts from coaching and talent identification into astronomy, as we begin to explore whether we can identify or train astronomers with elite-level visual discovery skills.

1.4. This Work

In this paper, we report on a preliminary trial using sports performance analysis software—SPORTSCODE—to document and understand the discovery processes occurring in extragalactic H\(_{\alpha}\) analysis. SPORTSCODE is widely used in coaching; recruitment and talent identification; and injury prevention and rehabilitation processes. To our knowledge, this is its first use in astronomy.

In Section 2, we examine the changing role of astronomers in a real-time, streaming data era and investigate the concept of expertise. In Section 3, we introduce the SPORTSCODE software, and report on a preliminary investigation into the coding and annotation of a typical visual discovery process using neutral hydrogen spectral data cubes. In Section 4, we discuss the strengths and weaknesses of the SPORTSCODE experience. We consider how elite talent identification might be required in astronomy. We encourage nurturing and coaching of all astronomers to maximize their potential for visual-based discovery in an increasingly data-rich/time-poor era.

2. What are We Looking At?

Visualization is a crucial component of knowledge discovery in astronomy (Hassan & Fluke 2011). With its foundation in the visible, astronomy has advanced through its reliance on the human visual system to identify features of interest. These sources exist in images\(^8\) that may have a low signal-to-noise ratio, a high dynamic range, or suffer from significant imaging artifacts (e.g., cosmic rays, over-saturation of CCD pixels, radio-frequency interference and a variety of calibration errors). At present, humans have pattern recognition and feature identification skills that exceed those of any existing automated approach.

Rogowitz & Goodman (2012) investigated the boundary between human and machine-based discovery, proposing a framework that codifies the variety of visual tasks that are required. They identify the crucial role played by humans with regards to making judgements about data, whether based on what is seen (perception), what is understood (cognitive), or the aesthetics of the visualization. The framework is one of continuous human-computer interaction, that starts with the choice about what data to visualize, continues through the selection of relevant visualization algorithms, and allows for interaction with visualizations to modify parameters and enhance discovery.

2.1. Do We Really Need to Look at Everything?

As the quantity and quality of image data has increased (e.g., improvements in the number of spatial pixels, spectral resolution, field-of-view and sky coverage), there has been a

\(^8\) For brevity, we use the term image to encompass conventional two-dimensional pixel-based images and higher-dimensional volumes or hyper-spectral cubes, from a variety of wavelength regimes.
Figure 2. There is a fine-tuning necessary between human and automated inspection. Any particular discovery process must choose where the optimum location occurs.

growing reliance on automated techniques to find and characterize sources (Borne 2009; Ball & Brunner 2010; Ivezić et al. 2014). Taken to its unlikely extreme, the role of the astronomer would change from being a discoverer—looking at every pixel on every frame—to one of confirmer—looking only at those pixels identified as interesting by a source finding or catalog-based data mining algorithm.

More likely, a subset of high probability candidates, including false positives, would be inspected and subjected to further analysis. The results of this investigation would form part of a feedback loop that works to retrain or improve the automated pipeline, while ensuring sufficient flexibility that entirely new classes of sources can be found.

The Galaxy Zoo citizen science project (Lintott et al. 2008) provides an interesting example of the astronomer’s changing role. This project addresses a visualization-intensive task—morphological classification of galaxies—for which data sets have grown too large for analysis by experts. Instead, Galaxy Zoo enlisted the human visual system on a large scale, recruiting citizen volunteers to perform galaxy classifications using an online tool. Provided with a minimal level of focused training, these volunteers have provided millions of reliable visual classifications, as well as original discoveries of new classes of object (Lintott et al. 2009). However, even this highly successful example of the use of the human visual system is looking toward automation, with machine learning techniques able to reproduce better than 90% of visual classifications (Banerji et al. 2010).

Figure 2 provides a schematic representation of the fine-tuning that occurs between human and automated inspection. Any particular discovery process must choose where the optimal location occurs in this inspection continuum. To maximize throughput it may be necessary to favor the fully automated end of the spectrum. By viewing fewer pixels, it may not be possible to know what was missed or why certain types of objects are easier or harder for the automated system to identify. To maximize potential for discovery—including through serendipity (Fabian 2009)—or to emphasize quality control and validation, an increased component of human inspection is likely. The more time spent visually inspecting the data stream, the longer it is before subsequent processing steps can commence, and the greater the risk that astronomers are just looking at noise, errors, or artifacts.

Resistance to a change in role (from discover to confirmer) is likely to occur if astronomers feel that their personal experience and expertise is not being fully utilized. Ideally, we want to capture the most important elements of the discovery experience and either support or replicate them in silico in our automated approaches. But what is it that astronomers actually look for in their data? How do they tell the difference between signal and noise? How do they distinguish between real sources and false positive candidates? How do they know when they have made a discovery? Is the ability to make discoveries in data an elite trait that some astronomers inherently do better than others, or is it a skill that can be acquired, developed, or coached?

2.2. Expertise in Visual Processing Domains

There are a number of domains in which visual processing is integral to performance. Medical diagnosis in areas such as radiography and dermatology rely on visual inspection and the use of examples. The ability to identify key features and the knowledge of acceptable variations between similar targets (e.g., pink versus red lesion) are developed over time. Testing of diagnostic skill in medicine supports the position that this is an acquired skill, given gradients of performance across levels of expertise (e.g., learners compared to graduates or generalists compared to specialists—see Norman et al. (2006)).

Similar to sports coaching, medical diagnosis also acknowledges the critical role of experiential knowledge (Callary et al. 2012; Hatala et al. 1999). Formal knowledge is a foundation for the experience that provides examples and memorable cases of particular conditions and diagnoses (Norman et al. 2006). Moreover, the processes used in reading an X-ray or processing the particular discrete features of an electrocardiograph (ECG) for diagnosis can be influenced by irrelevant accompanying information from prior examples. Hatala et al. (1999) showed that ambiguous ECGs with clinical information irrelevant to diagnosis (age, occupation, and
gender of the patient) but similar to that of an example item with a different diagnosis were less accurately assessed by residents. Medical students were not influenced to the same extent by the accompanying information, however. These findings support the idea that these types of visual diagnoses use instance-based categorization, in which individual examples are stored, rather than discrete features. In this instance-based processing, new items for diagnosis are matched to the stored examples, in some cases using non-critical information such as age, gender, and occupation. The medical students in this study were less influenced by prior examples, giving insight into the mental structures developed by the residents. Critical to this work is the fact that the processes used for categorization when using instance matching are not accessible through methods such as verbalization in the same way that matching features may be.

A study similar in design to that used by Hatala et al. (1999) showed that visual processing in sport can also be influenced by non-critical information. Baseball umpires were shown borderline pitches (on the border of the strike zone) after being shown pitches that were obvious strikes or obvious balls (clearly outside the target area). The same borderline pitches were rated differently, depending on the context; for example, more "strike-like" following an obvious ball pitch (MacMahon & Sterkes 2008). While the influence of contextual information in the case of visual processing in both medicine and sport shows the susceptibility to error, it should be underscored that these errors occur on borderline, ambiguous and difficult items. More importantly, the results show the processes used in categorization, which differ according to expertise level, and develop with experience. These examples also illustrate the usefulness of tracing methods to understand and capture processing, which surely also applies to visual processing in astronomy.

Processing and decision making in complex problem spaces with multifaceted information sources, the development of skill in these tasks, and the usefulness of understanding how more and less skilled individuals accomplish these tasks is encapsulated in the Norman et al. (2006) description of the problem of understanding medical expertise: "...there are multiple forms of expert knowledge, and each may be used to greater or lesser degree depending on the situation. ...Experts (and novices) may invoke causal knowledge, rules relating features to diagnoses, or prior examples to solve the problem. The better question is 'How are these various forms of knowledge used in solving clinical problems?'" (Norman et al. 2006, page 346). This same final question can be applied to understanding human inspection in the discovery process in astronomy to better inform automated inspection.

3. SPORTSCODE: Performance Analysis in Action

The goal of any performance analysis process is to understand, identify, and improve those facets of an activity that lead to a winning advantage. Coding image sequences (i.e., movies) is a common process for knowledge discovery in sport performance analysis. Looking for specific instances of, for example, successful and unsuccessful gameplay allows coaching staff and players to obtain insight into how individual and team-based actions contribute to the outcome. In a real-time mode, coding may lead to a modification of current tactics in order to regain or maintain the lead. In a post-game mode, individuals and teams can be debriefed on areas of achievement and aspects for improvement and further coaching or skills development.

SPORTSCODE is part of a suite of commercial annotation packages developed originally by Sportstec, and included in the suite of sports performance tools offered by Hudl.⁹ It has been used to support knowledge discovery in sports ranging from hockey and basketball to Australian Rules Football and cricket. SPORTSCODE can be used in a real-time mode, taking input from multiple live-streaming (i.e., broadcast) video sources, or for post-game analysis, by loading saved movie files.

SPORTSCODE is generally used for two distinct tasks. The first task is the labeling of discrete events (such as a goal being scored) for subsequent non-linear analysis by a coach. We use non-linear in a time-based sense: the coach will not re-watch the entire game from end to end, but will focus on the specific actions or events of importance. The second task is labeling of more subjective game events that have some meaning to the coach. This might include particular set plays that the coach has established with the team, or evidence of a pattern of behaviors that starts to emerge as players get fatigued. In both labeling scenarios, the value of SPORTSCODE is that it allows the coach to compile sets of possibly sparse events, and then navigate rapidly to events of interest. Additionally, through the use of consistent labeling across multiple games, tournaments or seasons, a comprehensive library of actions is gathered. This can be used to provide “highlight reels” for individual athletes or to help plan improved strategies for the team. An area of interest is to use the labeling as a training set for an intelligent system to be able to recognize the sequences as they occur, however that is beyond the scope of the present work.

SPORTSCODE provides customizable, feature-based selection and annotation of events or event sequences (Codes; see Figure 3), which are integrated within the Timeline for playback, export or further analysis (Figure 4, bottom). Functionality is provided for Drawing on frames, including circles, rectangles, free-hand lines and text annotation (Figure 4, top and Figure 5). The outputs from SPORTSCODE are aimed at performance analysts. For text-based data this occurs in Microsoft Excel or comma-separated variable (CSV) formats (Figure 6), while image-based data can be exported as

---

⁹ http://www.hudl.com
short movie sequences (associated with a specific code, and
including any graphical annotation) or individual frames.

SPORTSCODE is currently only available for Apple Mac
computers; in this work, we used SPORTSCODE Version 10.3
on an Apple iMac. Alternatives to SPORTSCODE include
packages such as Dartfish\(^\text{11}\) and Nacsport.\(^\text{12}\) These options
were not investigated: our purpose is to consider whether
sports performance analysis tools can be used to understand
how astronomers make discoveries in data—not whether
SPORTSCODE is the best environment to achieve this goal.

In the remainder of this section, we report on our experiences
using SPORTSCODE as a framework for understanding how
extragalactic HI astronomers make or validate discoveries. We
are not suggesting that SPORTSCODE is an appropriate solution
for performing qualitative or quantitative visualization and
analysis for spectral data cubes. Many other solutions exist
which are specifically targeted at astronomy data in general and
spectral data cube visualization in particular. See Hassan &
Fluke (2011) for an overview of spectral cube visualization,
and the more recent work by Hassan et al. (2013); Kent (2013);
Perkins et al. (2014); Punzo et al. (2015); Taylor (2015);
Naiman (2016), and Ferrand et al. (2016). However, certain
functionality—particularly the ability to both annotate and
draw regions onscreen that were linked to events in the timeline
—was found to provide a simple, yet potentially powerful,
addition to existing solutions.

### 3.1. Preparation

For our trial we use a spectral data cube from the Ursa Major
region, a field with an atypically rich population of spiral
galaxies. This data cube was obtained during the HI Jodrell All-
Sky Survey (HIJASS; Lang et al. 2003), a blind HI survey
conducted with the 76.2-m Lovell telescope at the Jodrell Bank
Observatory. The Ursa Major region spans right ascensions
from 10\(^\text{h}45\text{m}\) to 13\(^\text{h}04\text{m}\), and declinations from 22\(^\circ\) to 54\(^\circ\). The
data cube comprises the combination of seven individual
HIJASS data cubes. Full details of the Ursa Major region study
may be found in (Wolffinger et al. 2013).

SPORTSCODE is not image processing software, and does not
permit in situ manipulation of the data range, color maps, etc.

---

\(^{10}\) 21.5-inch iMac: 2.9 GHz Intel Core i5 with NVIDIA GeForce GT650M, El
Capitan (Version 10.11.5).

\(^{11}\) \text{http://www.dartfish.com}

\(^{12}\) \text{http://www.nacsport.com}
Moreover, it is designed to work with broadcast and online movie formats (such as the Apple MOV and the closely related MP4¹³ media container formats). Consequently, a format conversion step from an astronomical data format (e.g., FITS) to MOV or MP4 is required. For the purpose of this investigation, this conversion represents a minor overhead.

Using a pre-existing, custom S2PLOT (Barnes et al. 2006) code, we assign a color map of red, green, blue (RGB) values to the voxel data values and export each spectral channel as a separate image. For reasons of convenience, this initial export is performed in PPM format.¹⁴ The ImageMagick¹⁵ CONVERT application is used to convert frames from PPM to the TARGA/TGA¹⁶ format. Next, the image sequence is read

---

¹³ An implementation of the ISO/E 14496-12:2004 standard.

¹⁴ “A lowest common denominator format”: http://netpbm.sourceforge.net/doc/ppm.html.

¹⁵ http://www.imagemagick.org

¹⁶ See for example http://www.fileformat.info/format/tga/egff.htm.
into Apple Final Cut Pro\textsuperscript{17} and exported as a MOV file. We recognize that this is an overcomplicated process! The point here is that we are producing a movie that can be opened in SPORTSCODE using tools that were available on-hand, rather than attempting to develop a generic FITS\textsubscript{TO}\_MOV application. There is likely to be some degradation in this multi-format conversion process, but we are not using SPORTSCODE to analyze the resultant data. Overall, this approach gave us more control over the data range and color map than we could achieve by reading a FITS cube into SAOImage DS9 and exporting directly as an MPEG\textsuperscript{18} movie file. In future work, we hope to simplify, and more easily automate, this conversion process.

The Excel and CSV-formatted SPORTSCODE outputs (Figure 6) provide time stamps (hh:mm:ss.ss) from the timeline for the start and end of codes and labels. Matching a spectral

\textsuperscript{17} http://www.apple.com/final-cut-pro/

\textsuperscript{18} http://mpeg.chiariglione.org
channel to a time-stamped frame requires a sensible choice of the frame rate when the movie is encoded. For simplicity, we chose 25 frames per second (fps), or 0.04 seconds per frame: a spectral data cube with 100 channels will have a duration of 4 seconds. While this leads to rapid playback in the timeline, frame-by-frame stepping is supported via the arrow keys. It is straightforward to convert a time-stamp back to a channel number for further investigation and analysis.

No attempt was made to account for distortions that would align the Ursa Major data cube with the world coordinate system (RA and Dec). The cube is rotated 90 degrees counterclockwise compared to the more conventional alignment of the coordinate axes. The size of the input data cube was 437 × 512 spatial pixels × 145 channels (heliocentric velocities from 300–1900 km s⁻¹). The cube is adjusted to 400 × 400 × 145 voxels (extracted as a sub-cube with an image aspect ratio of 1:1 for convenience) and flux values are rescaled from 0.0–1.0 in arbitrary units (see Table 1 for the resultant data ranges). The output from Final Cut Pro is contained within a movie frame with dimensions 1440 × 1080 pixels, using the HDV-1080p25 sequence pre-set. None of these decisions has an impact on our use of the cube within SPORTSCODE—we are not attempting quantitative work.

Four movies were generated and inspected:

- UM1 uses a linear mapping of voxel values to grayscale pixels, covering the full range of the normalized flux values;
- UM2 uses a linear mapping of voxel values to a rainbow color map (from blue to red) over a reduced range. This sequence emphasizes voxel values near the mean value from the cube. This choice exaggerates some features,
while likely hiding others. High-flux sources are truncated, and appear black in the frames;

- UM3 uses the same data range mapping as UM2, but this time with a grayscale color map; and
- UM4 uses a data range intermediate to UM1 and UM2, with a grayscale color map.

3.2. Codes and Coding

Coding was performed on 2016 October 26 in a single 90-minute session. Present at the session were Christopher Fluke (C.F.; overseeing the use of SPORTSCode), Virginia Kilborn (V.K.; the expert HI astronomer), and Sarah Hegarty (note taking of the discussion occurring between C.F. and V.K. during the session). C.F. started the coding session with a general introduction to SPORTSCode and the goals of the coding session: to establish whether the software could be used to understand how V.K. inspected and made decisions about the nature of objects within the Ursa Major region spectral cube.

Through discussion with, and questioning by C.F., V.K. suggested a set of codes that represented the typical features expected in an HI spectral data cube. These included features relating to the spatial and spectral attributes of sources, channel-based changes in brightness and spatial position, and non-source characteristics, such as lack of spatial or spectral extent, signal associated with the Galaxy or high-velocity clouds (HVCs), or data reduction artifacts. In general, the features that indicate the presence of a sources are a spectrally extended structure (i.e., present in more than one frame), with a spatial extent that was at least as large as the observing beam (a few pixels across). Internal motions, particularly coherent rotation of an HI disk, cause the brightness and spatial position to vary from frame to frame. Structures that were not real, such as Galaxy foregrounds, are sometimes hard to disentangle from real emission at low velocities (the early frames in the movies), as line of sight velocity does not necessarily indicate distance, particularly for HVCs. These were entered as codes via the coding window (see Figure 3).

A new timeline was created, and the UM1 movie was loaded (Trial 1). C.F. demonstrated how a code is applied by activating and then deactivating one of the coding buttons, which results in the creation of a coded Instance in the timeline window (see Figure 4). V.K. was asked to look through the UM1 movie and nominate when particular features were seen that matched the pre-established codes. An exhaustive attempt to find all instances of each code was not attempted. Instead, we considered whether there was evidence that a subset of the codes could be matched to features. As the UM1 covers the entire voxel-value range, bright sources stood out clearly against a relatively smooth background. Spectral features relating to the Galaxy were obvious in the first five frames.

Multiple passes through the data set were required to code for different features. In many sport scenarios, there are mutually exclusive periods of play or clear isolated classifications (e.g., in tennis, the ball is either in the server’s side of the court or the receiver’s side of the court; it cannot be in both at the same time). SPORTSCode allows these sequences to be linked together so that activating a code button relating to one phase of play deactivates one or more alternative codes. This is not necessarily the case in extragalactic HI astronomy. If each potential source was coded with start and stop times, there would be a great deal of overlap as multiple, distinct sources are visible in each frame.

A feature that immediately caught V.K.’s attention was the ability to annotate and draw on frames. Even a simple annotation, such as a circle or rectangular bounding box, drawn onto a frame helps to focus the user’s attention. Additionally, these image-based annotations can be animated, so that they appear and disappear at user-defined key frames within the movie. Drawings and other onscreen annotations can be saved, and even exported in an embedded form as an Instance Movie.

The same process was then performed for UM2 (Trial 2; see Figure 5). More effort was expended on looking for features that had not been coded during the inspection of UM1. Again, the coding attempt was not exhaustive. With a restricted portion of the data, examples of a radio recombination line and a source near the edge of the observing field were more easily visible.

The final coding trial (Trial 3) utilized the stacked instance movie feature. A new timeline was created for each of the four movies. A single (Entire Cube) code was applied to the individual timelines, which allows the sequences to be converted into Instance Movies. The four new Instance Movies were then combined into a stacked timeline movie (Figure 7). The movies can now be coded together, as the playback of frames is synchronized. It is possible to toggle display of each of the individual instances.

The need to pre-process and encode spectral cubes as movies means that there is no option for interactive control during the coding process. Instead, the ability to use a stacked instance movie was instructive, as now four movies with different data ranges and/or color maps were available in a single coding process. This allows the expert astronomer to make comparisons as part of the process of identifying or validating sources and non-sources.

During inspection of UM1, V.K. coded a feature in channels as being due to a data reduction artifact: a large vertical feature was thought to be an issue when sub-cubes were joined to create the complete Ursa Major cube. Reviewing the stacked instance movie, V.K. changed her mind about this feature, deciding it is more likely to be continuum emission that had not been subtracted correctly. Visualization can be very influential over findings, even for an expert!
4. Discussion

The increased reliance on data mining and other automated techniques changes the way that astronomers undertake one of their key roles: spotting interesting things (discoveries, anomalies, artifacts, relationships, and trends). In this work, we investigated whether performance analysis software developed for coaching and development of elite sportspeople can help us to understand the way that astronomers make discoveries in data. To provide the most useful visualizations of the most relevant data, we need to understand what astronomers are actually looking for.

4.1. The SPORTSCODE Experience

Once the necessary conversion of a FITS-format spectral data cube to a movie format was made, SPORTSCODE was straightforward to use. We reiterate that SPORTSCODE is not intended to be used for qualitative or quantitative data analysis tasks. Its purpose is to allow timeline-based annotations and frame-based drawings to be supported and exported for further analysis. For our example spectral data cube of extragalactic H\textsc{i} in the Ursa Major region, it was easy for an inexperienced SPORTSCODE user—but expert H\textsc{i} astronomer—to apply a set of pre-defined codes.

Figure 7. SPORTSCODE stacked instance movie. In this view, SPORTSCODE supports multiple movies that are played back synchronously. The feature highlighted by the white rectangles was originally coded as a Data reduction artifact during inspection of UM1. The possible cause was an error when the original sub-cubes had been merged to create the Ursa Major region data cube. When viewed in this stacked mode, the diagnosis was changed as being more likely an issue in the way the Galaxy continuum was originally subtracted. Adapted with permission from SPORTSCODE.

(A color version of this figure is available in the online journal.)
It quickly became evident that one of the most important features of SPORTSCODE was the ability to draw on an individual frame, associating a visual representation with the Code in the timeline. Being able to point out a feature, clearly indicate its position, and control when the drawing appeared or disappeared made it easier to go back and review why a decision had been made. This simple image-based annotation would be a valuable addition to existing and planned visualization and data analysis packages in astronomy. It provided a valuable aid to memory, while also serving as a potential conversation starter for a training process.

When examining any visualization technique, it can be tempting to ask for more. Although we did not test it, it would be relevant to look at alternative orientations or color mappings applied to the spectral data cube. For example, position—velocity movies could be made by slicing along the right ascension or declination axis. A logarithmic scaling is often a more practical choice, as it reduces the number of color values applied to the strongest sources, so that more of the displayed dynamic range is in the most interesting “sources just hidden in noise” regime. These alternatives could be incorporated into a single coding session through the use of a more comprehensive stacked instance movies. The comparison with sporting analysis is the ability to take input from multiple broadcast cameras, each following the action (or individual players) from a range of different perspectives.

4.2. Integration with Astronomical Data Analysis

A careful choice of color maps for the underlying data (e.g., grayscale) and any SPORTSCODE drawings would allow post-processing of exported sequences. A color-based bounding box can be obtained and then matched back to the original pixel coordinates from the spectral data cube. Combining this with the frame time stamps, which map to the spectral channels, then a three-dimensional sub-region can be defined and used as an input to an appropriate data analysis package. Alternatively, regions could be used as the input to an image-based automated source finder, such as a deep learning network, as examples of sources, artifacts or noise. Indeed the reverse source-finding process—finding the regions in a spectral data cube that are noise—may prove to be a practical option using deep learning networks, as there are no shortage of source-free, noisy images that can be generated as a training set.

Annotation tools may have an important role to play in supporting validation of existing automated source finders. While the completeness and reliability of competing source finders can be assessed quantitatively (e.g., Popping et al. 2012), embedding source finding outputs within the spectral channel videos would provide an alternative method to judge the success of a source finder. Of particular note are the ability to understand and document: sources that are easy to find; cases where multiple components of a single source are identified as separate candidates; issues that may arise near the edges of a spectral data cube; or types of sources that are readily apparent by eye yet the automated technique overlooks.

As the Rogowitz & Goodman (2012) framework demonstrates, the human observer makes on-going judgements about the contents of a data set. This can include selecting and applying multiple visualization techniques to the same data in order to establish the necessary insight. For our case, discovery in H\textsc{i} spectral data cubes is not confined to reviewing channel maps. Extracting a spectrum from the data cube is one the key ways to discriminate between sources and non-sources.

During the coding session, the possibility of running a discipline specific analysis packages (i.e., KVIs) alongside SPORTSCODE was raised. A feature that was easier to identify in the timeline-based version could then be matched back to the original data for validation. This could be done as either a training exercise, to build domain experience, or to evaluate the outcomes of an automated source-finding process. Again, the ability to easily add graphical and text annotations to the channel-based timeline was considered an asset. In this coordinated approach to visualization and analysis, SPORTSCODE can act as a visual notebook, recording the insight and decisions in partnership with established analysis methods.

This approach does produce some undesirable overheads, in particular the need to convert astronomical data formats into one or more movie files. Moreover, as SPORTSCODE is commercial software that is currently only available on Apple Mac computers, it is not easily available to all astronomers. A preferred alternative would be to integrate annotation capabilities directly into existing (where possible) and future visualization and analysis software for astronomy, possibly supported by a flexible and extensible annotation standard.

4.3. Training and Teamwork

Science, like sport, is a collaborative, team-based activity. The success of the team depends on the contributions of each team-member. The typical astronomical survey team will comprise experienced astronomers, emerging researchers, and rookies (graduate and undergraduate students). Team members learn from each other, while continually practicing and developing their individual skills, but rarely (if ever) with a formal team coach focused solely on performance.

Through our investigation of SPORTSCODE, we can see how it might be used as part of a training—and coaching—program for new H\textsc{i} astronomers. The aim here is to address the reduced time available to gain experiences at visual-based discovery and validation (Norman et al. 2006; Norris 2010). The experienced (i.e., expert) astronomer would establish a set of codes that would be used for visual inspection and analysis. A suitable collection of data would be gathered and prepared for use in SPORTSCODE, and this data would be coded as thoroughly as possible by the expert. Instance-based movies
This feature combines all codes from multiple timelines.

would be generated for a subset of examples of each of the codes and made available to the learner, so that they can start to build an internal mental library of instance-based categories for future “diagnosis” (Hatala et al. 1999). This also provides a reference library that can be used for revision, if required. Next, the learner would be set a task to code the same data, without access to the codes applied by the expert. At the end of the coding exercise, the learner’s codes would be compared with the experts’ codes. This can be achieved by using the merge timeline capability in tandem with the Stacked Instance movie option. It is then straightforward to see which codes match, and where any important discrepancies are occurring. This process may even uncover aspects of the original coding that the expert missed, particularly if the learner has great potential for “elite” visual discovery performance.

4.4. Elite Talent Identification

The ability to understand or gain insight from a data visualization is a skill. Through repeated use and directed development (i.e., coaching), it is expected that an individual’s capabilities at making a discovery could be improved. Treating astronomers as people with different capabilities is not a new idea [see Berlucchi (2011) for examples demonstrating the relationship between astronomy and the development of visual neuroscience]. By the early nineteenth century, the personal equation was in use to account for differences in the reaction times of individual astronomers when performing astrometrical tasks (e.g., Mitchel 1858; Hollis 1938). The personal equation recognized that some astronomers have faster reaction times than others.

We suggest that some astronomers may be better than others at using specific visualization techniques (channel maps, image slicing, or volume rendering) or types of displays (two-dimensional and three-dimensional displays, large-scale immersive facilities such as the CAVE2, or the new breed of virtual reality head-mounted displays) to make discoveries. This may also be dependent on the the processing methods to prepare the visualization, or the nature of the data itself (e.g., a noisy spectral data cube compared to a well-calibrated cube with bright sources). So how do we identify and develop elite talent?

A major area of investigation in sports science is talent identification, confirmation, and development. In many ways, it is the “holy grail” of sports science: selecting the appropriate athletes early will theoretically mean the effective use of resources and the conversion of potential into performance and outcomes (e.g., Olympic medals, World Cups). A myriad of scientific and applied sport-specific frameworks have sought to encapsulate this process. The assessment of physiological capacity, cognitive skills and temperament are common, with many sports incorporating selection camps to collect quantitative and qualitative performance data. These data are complemented by in-game performance statistics and season-long scouting reports.

The use of frameworks such as the expert performance approach (Ericsson et al. 1993) help to identify the particular key differences between elite performers and their novice cohorts. For example, experts consistently show superior perceptual-cognitive skills, such as the ability to recall patterns of play and choose the best option in a decision-making scenario, but not generic abilities like reaction time to non-domain specific stimuli. The development of perceptual-motor skills, and the identification of the most appropriate strategies to organize practice are an entire sub-discipline of sports science. For instance, there is a long history of research investigating the use of demonstrations, modeling, and feedback, among other techniques [see Farrow et al. (2013) for more about expert-novice differences and developing sport expertise]. A similar approach to understanding skill in astronomy may prove useful and particularly informative for future developments. We leave this as an opportunity for further study.

5. Conclusion

Current and future observatories will increasingly work within the framework of continuous survey operations. Correspondingly, astronomy is moving from a mode of user-centered, desktop-bound, post-collection processing and analysis of data to one of continuous, interactive, real-time analysis of streaming data. Techniques for knowledge discovery must evolve and scale to keep up with the data rate.

For the specific case of extragalactic neutral hydrogen spectral data cube studies, we have demonstrated that the SPORTSCODE performance analysis software can be used as part of a process for understanding how astronomers make, or confirm, discoveries visually. With minimal training in its use, an expert HI astronomer was able to inspect a data cube encoded as a movie, and select and apply appropriate codes and annotations. Although not intended as an astronomical analysis tool, we discerned that SPORTSCODE could be used alongside a more traditional solution. In this case, SPORTSCODE would play the role of a visual logbook that can be used to highlight—by drawing on the movie frames—the locations of features of interest. Alternatively, in situ annotation and coding of features would be a valuable addition to existing and planned visualization and analysis packages. Through coding, graphical, text and other annotations, the reasons behind classifications as “source” or “noise” can be both preserved and subjected to further study.

With the expectation that new astronomers will have to learn visual-based discovery skills much more rapidly than previous generations, we suggest that astronomy may benefit from the

---

19 This feature combines all codes from multiple timelines.
adoption of a performance analysis framework. As in the world of sports, all astronomers would benefit from specialist coaching, and elite talent must be identified and nurtured. Performance at all aspects of analysis and visualization must undergo continuous improvement if our goal is to achieve a winning advantage. We may not need to look at everything in the data intensive era, but we should ensure we are ready to make a discovery when we see it.

SPORTSCODE licenses were provided by Swinburne University of Technology. At various stages of this work, C.J.F. benefited from discussions with David Barnes, Sandra McClelland, and Jack Singh. The authors thank the anonymous referee for making some very useful suggestions.
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