An experimental methodology for the concurrent characterization of multiple parameters influencing nanoscale friction
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Abstract: A structured transdisciplinary method for the experimental determination of friction in the nanometric domain is proposed in this paper. The dependence of nanoscale friction on multiple process parameters on these scales, which comprise normal forces, sliding velocities, and temperature, was studied via the lateral force microscopy approach. The procedure used to characterize the stiffness of the probes used, and especially the influence of adhesion on the obtained results, is thoroughly described. The analyzed thin films were obtained by using either atomic layer or pulsed laser deposition. The developed methodology, based on elaborated design of experiments algorithms, was successfully implemented to concurrently characterize the dependence of nanoscale friction in the multidimensional space defined by the considered process parameters. This enables the establishment of a novel methodology that extends the current state-of-the-art of nanotribological studies, as it allows not only the gathering of experimental data, but also the ability to do so systematically and concurrently for several influencing variables at once. This, in turn, creates the basis for determining generalizing correlations of the value of nanoscale friction in any multidimensional experimental space. These developments create the preconditions to eventually extend the available macro- and mesoscale friction models to a true multiscale model that will considerably improve the design, modelling and production of MEMS devices, as well as all precision positioning systems aimed at micro- and nanometric accuracy and precision.
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1 Introduction

A widely recognized cause of failure of micro- and nano-electromechanical devices (MEMS and NEMS, respectively), comprising relative motion of the constituting elements, is friction. In fact, miniaturization implies a growth of the surface-to-volume ratio, thus inducing a scale-dependent increase of the importance of friction and adhesion and their prevalence over volumetric forces. Relying on the old-fashioned models of friction results in insufficient precision for micron- or submicron-sized devices, where the mechanisms influencing friction are different from those dominating friction on the macroscale. Nanotribology is therefore essential in establishing a basic understanding of interfacial phenomena in MEMS and NEMS devices, as well as computer storage devices and other applications. In addition, devices characterized by micro- and nanopositioning precision are often required in precision engineering, as well as in micro- and
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nanosystem technologies; the accuracy of these devices is again often limited by frictional effects with their stochastic nonlinear characteristics [1–3].

While frictional phenomena on the macro- and mesoscales are well described and their effects can be simulated via suitable models [4–7], as well as generally efficiently compensated by employing proper control techniques [3, 7–9], the available friction models do not take into account true nanometric motion or scaling phenomena related to friction. In fact, the understanding of friction at the level of atomic interactions has only been enabled in the last two decades or so by the affordable availability of scanning probe microscopy (SPM) methods [1, 10]. The available studies are, however, mostly limited to the characterization of the dependence of nanoscale friction on a single or, in the best cases, two influencing parameters at a time [11, 12]. In addition, in some of the recent comprehensive studies [13], nanoscale frictional phenomena are related to normal forces and sliding velocities that are a few orders of magnitude larger than those considered in this study, while contact mechanics analyses are based on Hertz contact equations. The theory of Hertz contacts could, however, be inappropriate even for elastic contacts occurring in herein considered cases, since for very accurate calculations a lengthy iterative evaluation of transcendental equations involving elliptic integrals has to be adopted or else significant errors could occur [14]. A clear need for the extension of SPM experimental studies to the concurrent validation of the influence of multiple variable parameters on true nanoscale friction is thus evident [15].

A structured transdisciplinary methodology for the experimental determination of friction in the nanometric domain is hence proposed in this work. The dependence of nanoscale friction on multiple process parameters on these scales, comprising normal forces, sliding velocities and temperature, was thus studied. In fact, the basic standard macro- and mesoscale friction models, such as Amonton, Coulomb or the Stribeck models, establish the importance of the dependence of friction on normal forces and velocities, whereas temperature influences the physical state of the surfaces in relative motion. Newer studies indicate, moreover, a very intricate and often nonlinear dependence of friction at the micro- and nanoscales on velocity and temperature as well as on normal loads [1]. In the herein considered case, the proposed methodology, which is based on elaborated design of experiments (DoE) algorithms, was thus used on this set of basic influencing parameters that have the biggest and most

**Nomenclature**

| Symbol | Definition |
|--------|------------|
| \(a\) | lower bound of values of considered influencing parameter |
| \(b\) | overall width of the probe (\(\mu m\)) |
| \(d\) | width of the probe’s leg (\(\mu m\)) |
| \(d_{est}\) | estimated dimension of tip’s apex radius (nm) |
| \(d_{scan}\) | scan distance (nm) |
| \(E\) | indentation Young’s modulus (GPa) |
| \(f(k)\) | probability mass function |
| \(F_A\) | adhesive force (nN) |
| \(F_i\) | friction force (nN) |
| \(F(k)\) | cumulative distribution function |
| \(F_N\) | normal force (nN) |
| \(h\) | height of the tip of the probe (\(\mu m\)) |
| \(H\) | indentation hardness (GPa) |
| \(k\) | discrete probability distribution |
| \(k_b\) | bending (flexural) stiffness (N·m\(^{-1}\)) |
| \(k_t\) | torsional stiffness (N·m·rad\(^{-1}\)) |
| \(L'\) | probe’s length (\(\mu m\)) |
| \(L_s\) | vertical length of the slot in the probe (\(\mu m\)) |
| \(n\) | number of homogeneously spaced values in the Voronoi subdivision of the experimental space radius of the apex of the tip of the probe (\(\mu m\)) |
| \(R_a\) | arithmetic average surface roughness (nm) |
| \(R_d\) | root mean square roughness (nm) |
| \(R_z\) | maximum height of profile (nm) |
| \(v\) | sliding velocity (nm/s) |
| \(t\) | thickness of probe’s cantilever (\(\mu m\)) |
| \(x, y\) | position of the tip of the probe with respect to the free end of the respective cantilever (\(\mu m\)) |
| \(z\) | upper bound of values of considered influencing parameter |
| \(\alpha\) | slope of the edge of the probe (\(^\circ\)) |
| \(\vartheta\) | temperature (\(^\circ\)C) |
| \(\varphi\) | angle defining the inclination of the legs of the probe (\(^\circ\)) |
immediate technological impact, although it is valid for any multivariate experimental space of parameters influencing nanofriction. The methodology was thus successfully implemented to concurrently characterize the dependence of nanoscale friction in the multidimensional space defined by the herein considered process parameters.

The described protocols establish a novel methodology extending the current state-of-the-art of nanotribological studies, as they allow not only the gathering of experimental data, but also the ability to do so systematically and concurrently for several influencing variables at once. This, in turn, creates the basis for determining generalizing correlations of the value of nanoscale friction in any multidimensional experimental space. All of this creates the preconditions to eventually extend the available macro- and mesoscale friction models to a true multiscale model that will considerably improve the design, modelling and production of MEMS devices, as well as all precision positioning systems aimed at micro- and nanometric accuracy and precision.

2 Experimental methodology

Measurements of the values of the friction force on the thin-film samples were performed by using the Bruker Dimension Icon SPM [16] available at the Centre for Micro- and Nanosciences and Technologies (NANORI) of the University of Rijeka, Croatia [17]. The measurements were controlled by using the respective NanoScope hardware and software.

Dry (unlubricated) contacts were thus characterized by using the lateral force contact measurement mode (LFM) of the device (shown schematically in Fig. 1) in air, thus approaching habitual technological conditions. Lateral (transversal) scans were performed on 500 nm × 500 nm surfaces of the analyzed samples, inducing torsion of the cantilever bearing the measurement tip (hereafter this assembly is designated as “probe”). The resulting voltages were converted to values of the lateral (transversal) force exerted on the sample by calibrating the mechanical behavior of the probe itself.

The resulting measurement procedure followed in this work is shown schematically in Fig. 2. The method involves the calibration of the stiffness of the probe in both the lateral and normal directions. The calibration of the normal (flexural) stiffness of the cantilever is important for obtaining a precise value of the normal forces exerted on the samples. The calibration of the cantilever’s lateral (torsional) stiffness is, in turn, important for interpreting the LFM signals and thus attaining a meaningful and accurate data analysis of the performed scans, i.e., in order to obtain the effective values of the friction force. The diverse considered parameters influencing concurrently nanoscale friction, and their respective value ranges, were:

- normal force $F_N = 10–150$ nN,
- sliding velocity $v = 5–500$ nm/s,
- temperature $\theta = 20–80$ °C.

The analyzed samples were: aluminum oxide (alumina or $\text{Al}_2\text{O}_3$), titanium dioxide ($\text{TiO}_2$), molybdenum disulphide ($\text{MoS}_2$) and aluminum (Al). In fact, $\text{Al}_2\text{O}_3$ has not only good mechanical properties (especially hardness and strength), for which it is...
Friction

broadly used in MEMS technology (e.g., in packaging of MEMS devices) and in integrated circuit (IC) technology, but it is also used in a thin-film form for coatings in implants, insulating applications and when wear is to be minimized. On the other hand, TiO₂ is broadly used in MEMS technology for optical elements, such as filters and mirrors, or as a biocompatible coating in implants (e.g., dental implants). MoS₂ is a typical material with good lubricating properties, although it is also used in nanotechnology for its electrical properties. Finally, aluminum, next to being the most widely used non-ferrous metal, is used as a thin film for electrical contacts and interconnectors, reflective surfaces (e.g., in the Texas Instruments’ Digital Light Processor (DLP) device) or in micromechanical components.

The basic mechanical properties of the thin films used, as determined on a Keysight G200 Nanoindenter [16] via standardized measurements by using a 20-nm Berkovich tip, are reported in Table 1.

These samples were scanned at 50 different measurement points along 256 scan lines with varying influencing parameters, while, for uncertainty and error analysis, in each point the measurements were repeated five times.

The distribution of measurement points in the considered experimental space was determined by using a structured design of experiments (DoE) approach. Standard DoE methods such as (full) factorial design, split-plot design, linear regression, Monte Carlo, Taguchi or Box-Behnken [18, 19] are, however, poorly suited to obtain a detailed insight into the studied multidimensional stochastic phenomenon. In fact, these approaches are commonly aimed at conventional industrial practices where results are generally limited to the values of the control variables inducing local extrema of the dependent variable [19]. Since recent studies indicate, in turn, marked advantages in terms of the space filling properties of an approach where DoE is conducted by using centroidal Voronoi tessellation (CVT) sampling [20–22], and CVT is efficiently implemented in the commercially available GoSumD software [23], CVT was used to determine the sample points in the considered multi-dimensional process parameters’ space [24]. Given then a set of desired points (“generators”) and a distance function from each generator to its mass centroid, Voronoi tessellations are subdivisions of the experimental space. The variation of the influencing parameters was defined via a discrete uniform distribution, i.e., a distribution where a finite number $n$ of homogeneously spaced values has the same probability to be observed [20, 21, 23]. The integer parameters of the distribution are:

$$n = z - a + 1$$

where $a$ and $z$ are the lower and upper bounds of the values of the considered influencing parameter, respectively. The distribution of sample points was thus generated by a discrete probability distribution $k$ attained by using a probability mass function $f(k)$ defined in Eq. (2). On the other hand, the cumulative distribution function $F(k)$, given by Eq. (3), was used to specify the placement of multivariate random variables (i.e., the points in the considered multi-dimensional influencing parameters’ space) [21, 23, 24]:

$$f(k) = \begin{cases} 1/n & \text{if } a \leq k \leq z, \\ 0 & \text{otherwise} \end{cases}$$

$$F(k) = \begin{cases} 0 & \text{if } k < a, \\ \left[\frac{k - a + 1}{n}\right] & \text{if } a \leq k < z, \\ 1 & \text{if } k \geq z \end{cases}$$

Given a density function, the center of mass of each subset making up a Voronoi tessellation can thus be determined. However, as the locations of the generators do not generally coincide with the centers of mass of the data subsets, distinct Voronoi tessellations called CVTs are used to assure the convergence of these locations [24] and determine the 50 measurement points in the considered multidimensional experimental space defined by the range of variation of the process parameters $F_N$, $v$ and $g$ (see Appendix 1).

It should be noted that, since the performed

|         | $E$ (GPa) | $H$ (GPa) |
|---------|----------|-----------|
| Al₂O₃   | 152.89 ± 10.93 | 13.44 ± 0.93 |
| TiO₂    | 119.15 ± 9.96  | 8.01 ± 0.62   |
| MoS₂    | 148.04 ± 16.31 | 10.06 ± 1.09  |
| Al      | 61.84 ± 14.36  | 4.95 ± 0.85   |
measurements are conducted in air, the friction force is dependent on the adhesion between the probe and the samples, on surface roughness, as well as on the contact area of the probe with the sample [25]. The samples were therefore analyzed using the SPM device by employing conventional contact-mode atomic force microscopy (AFM) so as to obtain the respective surface roughness and determine the adhesion forces. Special attention was dedicated to the study of the wear of the tip of the probe itself, which has a marked influence on the adhesion that is superimposed on the normal loads inducing the friction forces. The variability of adhesion due to temperature was determined for each sample by using the Peak Force Quantitative Nanomechanical Mapping (PF-QNM®) measurement mode of the Bruker’s SPM device.

In the following sections of this paper, all the phases of the adopted structured engineering approach to the experimental determination of nanoscale friction will be thoroughly described.

3 Synthesis and characterization of the samples

The Al₂O₃ and TiO₂ samples used in this work were synthetized via atomic layer deposition (ALD) technology (principally shown in Fig. 3(a)), using the thermal mode on a Beneq TFS 200 device [16] available again at the NANORI facilities of the University of Rijeka, Croatia [17]. The employed precursors were trimethylaluminum (Al(CH₃)₃) and titanium-tetrachloride (TiCl₄), for Al₂O₃ and TiO₂, respectively, in combination with water (H₂O) vapor, while high-purity nitrogen (purity 6.0) was used as the purging gas. The deposition of Al₂O₃ was carried out at 200 °C with the following ALD cycle: a 180-ms-Al(CH₃)₃ pulse was followed by a 1-s purge, then a 180-ms-H₂O pulse was followed, again, by a 1-s purge. For the TiO₂ deposition at 150 °C the pulsing times for TiCl₄ and H₂O were 250 ms and 180 ms, respectively, followed by purging cycles of 3 and 2 s, respectively [24].

The Al and MoS₂ samples were obtained at the Institute of Physics in Zagreb, Croatia, by using pulsed laser deposition (PLD) [26], shown principally in Fig. 3(b). The Nd:YAG laser parameters employed in the PLD process were: a wavelength of 1,064 nm, pulse duration of 4 ns at a 5 Hz repetition rate and a pulse energy of 340 mJ. Laser pulses were focused on the target that was parallel to the silicon (Si) substrate and inclined by 45° with respect to the impinging laser beam, yielding a fluence of 18 J/cm². 5,000 laser pulses were used to obtain the desired film thickness of several tens of nanometers. The distance between the target, which was rotated to avoid drilling and increase the films’ homogeneity, and the substrate was 3 cm. Both the target holder and the substrate were kept on a floating potential at room temperature in a high vacuum environment (< 10⁻⁵ mbar) [24].

Prior to the actual measurements, the obtained thin-film samples were characterized at the NANORI facilities [17]. X-ray photoelectron spectroscopy (XPS) using a SPECS XPS device [27] and a Hiden secondary ion mass spectrometer (SIMS) work station [16] were used. The XPS spectra were thus measured via the spectrometer of the XPS device, which is equipped with a hemispherical energy analyzer (PHOIBOS 100 MCD-5) and a monochromatized source of Al Kα X-rays of up to 1,486.74 eV. The typical XPS measurement vacuum level during the performed analyses was in the 10⁻⁹ mbar range. The obtained photoemission spectra, whose background was subtracted, were fitted with sets of Gaussian–Lorentzian functions. The measurements allowed establishing that the sample films were of high purity, and that a thin (few atomic monolayers) oxide film was formed on their surface. The latter was characterized by a spectral contribution induced by O-H or O-C bonds; there is also a tendency towards the formation of surface hydroxide OH groups [28].

On the other hand, the Hiden SIMS device is equipped with two ion guns, a quadrupole mass analyzer and a residual gas analyzer (RGA), allowing in-depth profiles to be obtained by using 3 keV Ar⁺ primary ion beams impinging at 45°, while collecting
the resulting positive secondary ions. The depth scale of the SIMS craters was determined by employing a Dektak XT stylus surface profilometer [29]. As shown in Fig. 4, for a sample obtained by using ALD (i.e., the TiO$_2$ film shown in Fig. 4(a)) and a sample obtained by employing PLD (i.e., the MoS$_2$ film shown in Fig. 4(b)), the obtained results confirmed that the elemental distribution of the thin-film constituents along their depths is quite constant, revealing once more their good homogeneity. In addition, these results allowed establishing that the thicknesses of the thin films used were 20 nm for Al$_2$O$_3$, 50 nm for TiO$_2$, 100 nm for Al and 65 nm for MoS$_2$, while it was also shown that the respective constituents permeate the Si substrate deeper.

4 Calibration of the probes

To tune the measurement conditions and quantify the obtained results, a precise calibration of the probes, and specifically of their bending and torsional stiffness, is needed. In the contact-mode measurements used, these are the main parameters determining the correlation factor linking the friction force $F_f$ to the SPM voltages resulting from the LFM measurements. The probes used were Bruker’s SNL-10 high-resolution probes, type D for the smaller $F_N$ values considered, and type A for the larger $F_N$ values considered, both with a Si tip mounted on a triangular Si$_3$N$_4$ cantilever [30]. By using the conventional AFM ramping curve on a hard sapphire sample, the normal deflection sensitivity of the probes was thus determined to be 98.3 ± 5.1 nm/V.

The validation of the bending stiffness $k_b$ of the microcantilevers with respect to its nominal value (0.06 N/m) was performed via the thermal tune method (TTM), i.e., by measuring the power spectral density of the cantilevers’ motion in the time-domain in response to dynamic excitations [31]. The results reported in Table 2 for the SNL-10D probes [32] were used to validate the calculations of $k_b$ performed by using the analytical method of parallel beam approximations (PBA) [33], as well as via finite element modelling (FEM) performed in Ansys®. The calculations were in turn, based on an accurate characterization of the geometry of the probes (Fig. 5(a)) via measurements using a Jeol JSM-7800F scanning electron microscopy (SEM) device available again at the NANORI premises [17], which allows magnifications up to 1,000,000 times and imaging resolutions down to 0.8 nm (Fig. 5(b)) [16].

Ten probe samples were scanned using the SEM device in order to obtain statistics on the dispersion of their dimensions due to the production process (Table 3). Respective calculations were then conducted taking into account 25 permutations of variable normal and transverse loads in the range of 10 to 100 nN. A sensitivity analysis of the FEM results, i.e., a study of the influence of the geometric parameters on the transverse deformation of the probes, showed that, as expected, the thickness of the probes has the highest influence on the resulting deformations. The obtained values of the flexural and, subsequently, of the torsional stiffness $k_t$ are reported in Table 2. It should be noted
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**Fig. 4** SIMS spectra for TiO$_2$ obtained via ALD (a), and MoS$_2$ obtained by using PLD (b).

**Table 2** Determined bending and torsional stiffness of the Bruker SNL-10D probes.

|                | TTM            | PBA            | FE             |
|----------------|----------------|----------------|----------------|
| $k_b$ (N·m$^{-1}$) | 0.086 ± 17%   | 0.056 ± 12%   | 0.098 ± 8%     |
| $k_t$ (N·m·rad$^{-1}$) | 79.37 ± 16%   | 92.59 ± 11%   |                |
Table 3  Measured dimensions of the Bruker SNL-10D SPM probes.

| Dimension | Average (μm) | Std. dev. ± σ |
|-----------|--------------|---------------|
| $L'$       | 214.17       | 0.77          |
| $L_1$     | 150.58       | 0.50          |
| $d$       | 22.90        | 0.51          |
| $h$       | 201.59       | 1.10          |
| $\phi$    | 26.25        | 0.81          |
| $\alpha$  | 60.29        | 5.46          |
| $t$       | 0.55         | 0.03          |
| $h$       | 4.71         | 0.14          |
| $x$       | 5.08         | 0.17          |
| $y$       | 3.58         | 0.11          |

that the uncertainty of the values of the dimensions has a marked (up to roughly ±15%) influence on the determined stiffness values.

With respect to the flexural stiffness $k_b$, it should also be noted that, since temperature was considered as one of the studied influencing parameters, the rise of the temperature of the set-up induces thermal dilatations of the samples [34], of the piezoelectric actuators used to move the probes, and of the probes themselves (Fig. 6). These thermal effects induce a necessity to change the set-point, i.e., to vary the necessary elongation of the vertical actuator needed to maintain a determined (required) value of the normal force (in order to maintain a constant flexural deflection reading on the photodetector of the SPM device during the LFM measurements) [34]. Based on a thorough study of this issue, it was thus determined that for lower temperature values the set-points are positive, they have a tendency towards 0 at temperatures of roughly 40 °C, while for higher temperatures they tend to assume negative values. These variations were thus considered in setting-up each measurement.

The determination of the factor correlating the lateral voltage signal on the SPM photodetector (cf. Fig. 1) to forces related to the torsional stiffness $k_t$, i.e., to forces inducing the probes’ torsion, was conducted by employing calibrated TGF11 arrays of trapezoidal gratings in a monocrystalline Si substrate along the (111) crystallographic planes [35]. By considering the resulting force and torque equilibria, as explained in Ref. [36], as well as the torsional stiffness of the probes attained via the FEM calculations and the dimensions of the probes determined via the SEM measurements, a relationship between the torsion of the probe, as measured on the SPM photodetector, and the friction force $F_f$ was finally obtained. For the considered $F_N$ range at a constant temperature of 21 °C, in the considered case the described procedure on the TGF11 sample allowed hence determining that for the Bruker SNL-10D probes the correlation factor linking $F_t$ to the SPM voltages, resulting from the LFM measurements, is 0.035 μN/V.

The importance of the surface adhesive forces at the nanoscale cannot be overstated in this frame. In addition, especially in technologically recurring in-air environments, adhesion depends a lot on the state of the surface layer, which changes with temperature [1]. Therefore, a thorough study of the dependence of the
adhesive force $F_A$ on the temperature of the TGF11 grating was performed. $F_A$ values were attained from conventionally used force vs. tip distance curves by using the aforementioned PF-QNM measurement mode. The retraction of the tip from the sample with the consequent reaching of the point when the pull-out force becomes larger than adhesion, and the probes’ cantilever springs back to zero-force deflection, allows thus the adhesive forces $F_A$ to be effectively quantified. It is important to note here especially that the total force acting on the sample is the sum of $F_N$ and $F_A$; the relevance of this fact will be thoroughly addressed in Section 6 of this paper.

The obtained results allow a marked variation of $F_A$ with temperature (Fig. 7(a)) to be established. The change of the respective correlation factor in the determined 50 sample points results in a range of values from 0.0068 μN/V up to 0.071 μN/V, i.e., a variation of a whole order of magnitude. The variation of $F_A$ was monitored on the thin-film samples by again employing the PF-QNM measurement mode, and its dependence on temperature is shown in Fig. 7(b). A strong dependence can thus be observed once more, but it can also be seen that for all the samples the global trends are very similar: a marked peak of $F_A$ at around 30 °C is present with a subsequent sharp decrease in the $F_A$ values for temperatures approaching 40 °C. The complex physio-chemical interactions behind these observed trends are being thoroughly investigated in a separate study via molecular modelling calculations being performed at the Molecular Simulations Engineering (MOSE) laboratory of the University of Trieste, Italy [37].

The calibration of the flexural and torsional stiffnesses of the probes, and that of the respective correlation factors for determining the friction force from the measured LFM voltage signals, were thus successfully accomplished, and this allowed quantitative measurements of the frictional forces $F_t$ to be performed.

## 5 Tip wear and adhesion

As an unwanted result of nanoscale wear due to asperity contacts and atomic attrition between the probes and the samples, the geometry at the apex of the probes’ tips changes [1, 38, 39]. The change in the tip’s radius influences the adhesive force between the tip and the surface of the samples [40–42]. Adhesion also depends on air humidity [25, 41], which was monitored and controlled during the measurements. The average obtained value of the relative humidity was 50% ± 1% and that of air temperature was 21 ± 0.1 °C. The determined sample temperature values (variable across the set of experiments but constant in each of them) were maintained long enough to achieve stable experimental conditions and kept stable by employing the Bruker Thermal Applications Controller (TAC).

Tip wear was thus a very important parameter in attaining accurate friction force measurements. Generally, the geometry of the probes’ tips can be determined by using methods that involve the manufacturer’s specifications, SEM or other imaging techniques, and/or by employing tip SPM scans on specially devised tip characterizing samples coupled to deconvolution algorithms [43, 44].

The nominal specifications that the manufacturers provide in terms of tip geometry, have to be taken with a degree of caution because of the variability in the production batches (cf. Table 3), and because tip wear has to be considered as well. In this study the methods of using SEM images and tip characterization samples were thus adopted. SEM micrographs of a
new tip apex and of the same tip after more than 200 LFM scans, obtained again by using the FE-SEM Jeol JSM-7800F device at the NANORI premises [16, 17], are hence shown in Fig. 8, clearly showing the marked wear of the tip. The SEM images were used next to measure the radius $r$ of the tip's apex by best-fitting a circle through the image of the tip. In the particular example shown in Fig. 8, the radii obtained of the new and worn tips were 32 and 95 nm, respectively.

Estimation algorithms for reconstructing the tip geometry were subsequently implemented in the MATLAB® software environment. In fact, based on SPM scans on a standard Bruker’s titanium characterizing sample [44], whose surface is specifically adapted to the aim of deducing the tip conditions, the so-called “tip evaluation” tool in the Nanoscope software, coupled to an in-house developed MATLAB code, generated a model of the tip. In the tip evaluation tool, the local peaks in a topographic image, and the respective slopes in all directions, were successively analyzed, refining the three-dimensional (3D) tip model—thus allowing to deduce the minimal tip sharpness. In addition, this tool allowed attaining an estimate of the tip’s maximum cross-sectional width at two distinct distances (ETD 1 and ETD 2) from its apex. The value of the “aspect ratio” was defined as the ratio of the major and minor semi-axes of the tip’s cross section, and it was obtained at ETD 1 and ETD 2 (Table 4).

By inputting this data into the MATLAB deconvolution algorithm, the estimated truncated cone-shaped geometry of the probe was obtained. From this, the probe’s major tip axis at section ETD 1 in the vicinity of the probe’s apex was found. The estimated dimension $d_{est}$ of the virginal tip’s apex was therefore approximated with a value of 28.0 nm, whereas that of the worn tip increased to 75.8 nm (Table 4).

Measurements of the dependence of adhesion on wear were hence conducted. These were performed by using a fresh tip on an Al$_2$O$_3$ sample that has high abrasive properties. Contact-mode scans on a 500 nm × 500 nm surface, with 512 scan lines (i.e., double with respect to those used in the actual LFM measurements), were performed at the maximum considered scan speed of $v = 500$ nm/s, while maintaining $\theta = 20$ °C; 256,000 nm were thus covered in a single scan. A total of 100 scans were then made so that the aggregate scan distance was 25.6 mm. Figure 9 shows the resulting values of the estimated major tip axis $d_{est}$ and of the adhesive forces $F_A$. The latter were attained from the conventionally used force vs. tip distance curves. The previously mentioned spring-back of the cantilever to zero-force deflection, allows the dependence of $F_A$ to be quantified for different degrees of wear of the tip. The values of adhesion will, obviously, increase with increasing tip wear, i.e., at a constant $d_{scan}$ value, adhesion will grow for increasing applied normal loads $F_N$. Figure 9 thus shows the $F_A$ vs. $d_{est}$ vs. $d_{scan}$ curves for the maximum $F_N$ value considered, $F_N = 150$ nN. In this worst case, in terms of the resulting effect of adhesion on the uncertainty of the measurements, roughly 200 LFM measurements with 256 scan lines performed for each of them would have a comparable effect to that of the uncertainty introduced by the dispersion of the stiffness of the probes, as determined in Section 4. For this reason, bearing in mind the necessity to have reliable measurements, but at the same time also the need to minimize the usage of fresh tips and the respective costs, a sufficiently large safety margin was introduced. A new tip was thus used in the measurements of the friction force $F_f$ for no more than 50 LFM measurements cycles; this corresponds to a travel distance limited to 6 mm, which induces a change of $F_A$ limited to 1.5 nN (1% of the used $F_N$ value—cf. Fig. 9). The introduced variability of the applied force was thus also limited to roughly
Fig. 9 Wear of a tip on an Al₂O₃ surface for \( F_N = 150 \) nN: resulting adhesion (left axis) and tip dimension (right axis).

1\%, i.e., it was markedly smaller than the uncertainty introduced by the variability of the stiffness of the used probes. This important conclusion allows the accuracy of the subsequently performed \( F_f \) measurements to be enhanced. On the other hand, the increase of \( d_{\text{act}} \) induces a corresponding increase of the contact area. According to the friction model of Bowden and Tabor [1, 13], this increase is directly related to the value of the friction force. However, in the considered cases the value of the used normal forces \( F_N \) is small, i.e., in the nN range, so no plastic deformation is expected even for the largest \( F_N \) values as those considered in Fig. 9. In addition, even in this extreme case, the contact pressure value is an order of magnitude lower than the yield stress of alumina [45]. In fact, conventional topological SPM contact-mode measurement scans performed after the friction measurement did not reveal any wear of the surfaces of the samples. The influence of increasing contact areas on adhesion was, in turn, in any case considered in its repercussions on the adhesive forces \( F_\Lambda \).

6 Results of the measurements of the friction force \( F_f \)

All of the above procedures allow the actual SPM measurements on the prepared samples to be performed next. Preliminary measurements were made with the conventional SPM contact-mode measurement configuration, i.e., by measuring the topography of the samples. From the obtained results, reported in Table 5, it is evident that the samples are characterized by small values of the arithmetic average surface roughness \( R_a \), the RMS roughness \( R_q \) and the maximum height \( R_Z \). It is also evident that the dispersion of these values in the performed repetitive measurements is rather small.

LFM measurements were then conducted with the aim of attaining data relative to the friction forces \( F_f \) and their variation in the multidimensional space given by the considered influencing parameters and their ranges of variation. Figure 10 thus depicts the \( F_f \) values obtained for the considered thin-film samples at the measurement points attained by employing the described CVT-based DoE methodology (cf. again Appendix 1); the points in the figure represent the mean \( F_f \) values in repetitive measurements, scaled according to the color-coding shown in the legend.

In the left part of Fig. 10 are depicted the conventional values of \( F_f \) generally reported in the literature, i.e., those when the average correlation factor linking \( F_f \) to the SPM voltages, resulting from the LFM measurements and neglecting the variation of \( F_A \) with temperature, is considered. In the right part of Fig. 10 are depicted the dependencies of \( F_f \) on the considered influencing parameters when the true total force acting on the samples (i.e., \( F_N + F_\Lambda \), that influences the torsion on the probes, is considered. In this case, the \( F_f \) values shown for each sample point account also for the \( F_\Lambda \) vs. \( \theta \) variation, i.e., the variability of the correlation factors as determined in Section 4.

From the values reported in Fig. 10, it can be inferred that the scatter of the obtained \( F_f \) values, attained by considering a constant \( \mu \)N/V LFM correlation factor, does not allow the real peculiarities of the physical dependence of nanometric friction on its main influencing parameters to be appreciated, resulting in a poor overall appreciation of the real correlations among these values. In addition, it would seem that, in general, in this case \( F_f \) is largest for the highest considered temperatures. When, however, the influence

|          | \( R_a \) (nm) | St. dev.± | \( R_q \) (nm) | St. dev.± | \( R_Z \) (nm) | St. dev.± |
|----------|---------------|-----------|---------------|-----------|---------------|-----------|
| MoS₂     | 8.04          | 1.3       | 10.18         | 1.8       | 15.0          | 2.3       |
| Al₂O₃    | 12.4          | 2.6       | 14.6          | 2.9       | 16.05         | 3.2       |
| TiO₂     | 6.3           | 1.7       | 8.8           | 2.3       | 9.8           | 2.8       |
| Al       | 4.2           | 1.35      | 7.1           | 2.45      | 7.9           | 2.3       |
of the variability of $F_A$ on $\theta$ and the resulting change of the correlation factor is taken into account, the similitude of the $F_t$ value trends and of the dependence of nanoscale friction on the studied parameters for all the considered thin films becomes much clearer. In this case, the highest $F_t$ values start clustering at temperatures $\theta$ of around 40 °C, for the highest considered applied loads $F_N + F_A$ and, tendentially, for lower to mid-range considered velocities $v$.

It should be noted that in all considered cases the depicted mean $F_t$ values were characterized by a high stochastic dispersion (up to ±10%) that, considering
the number of influencing parameters, complicates the development of a mathematical model that would allow the influencing parameters to be correlated to the respective $F_i$ values. In fact, polynomial fitting of the obtained results via the often-used multidimensional interpolation algorithms yields a poor fit with the best coefficients of determination limited to about $R^2 = 0.1$.

To gain a far better appreciation and insight into the sensitivity of the $F_i$ values on the considered influencing parameters, a statistical analysis was used as a benchmark and as guidelines for the subsequently planned advanced analyses. Correlation matrices, obtained by using Pearson's product-moment correlation (PPMC) [46] on the large set of acquired $F_i$ data, are thus summarized in Table 6. Here, a correlation coefficient of 1 or –1 shows a perfect (linear) correlation of positive (proportional) or negative (inversely proportional) dependence, respectively, on the considered influencing parameter, with higher absolute values indicating a stronger dependence, while a zero (or near-zero) value indicates that there is no correlation.

In Table 6, both the correlation that considers the exerted normal force $F_N$ alone, as well as that which considers the total force $F_N + F_A$ acting on the samples, in both cases with adhesion-corrected calibration factors, are shown. It can thus be inferred that, for all the considered thin-film materials, the influence of $F_N$ on the nanoscale friction force $F_i$ has a positive correlation in the range from ca. 0.4 for Al and Al$_2$O$_3$, ca. 0.5 for TiO$_2$ and ca. 0.6 for the MoS$_2$ samples. When the total force $F_N + F_A$ acting on the samples is considered, the respective correlation coefficients change, however, to roughly 0.45 for Al and Al$_2$O$_3$, 0.4 for TiO$_2$ and 0.6 for MoS$_2$. Although the general trend observed in relation to Fig. 10 is thus confirmed, i.e., $F_i$ clearly rises with increasing $F_N + F_A$ values, it is interesting to note especially the peculiar effect of the adhesion force $F_A$ for the different considered sample materials. In fact (cf. the respective rows related to $F_A$ in Table 6), for the Al and Al$_2$O$_3$ samples, $F_A$ has a relatively high positive influence on $F_A$, i.e., a rise of $F_A$ induces an increase of the total contact load and hence a rise of the friction force $F_i$. On the other hand, however, in the case of the TiO$_2$ and MoS$_2$ samples, there is a negative influence of $F_A$ on $F_A$ with correlation factors of –0.62 and –0.27, respectively, which implies diminishing $F_i$ values for increasing $F_A$ values. This fact not only confirms once more the postulated complex nature of adhesion, induced by multivariate phenomena due to atomic interactions and surface energies, but it could also, perhaps, indicate an occurrence of a possible lubricating effect on the surfaces of the TiO$_2$ and MoS$_2$ samples that induces the observed partial decrease of $F_i$ with increasing $F_A$ values. In any case it seems that, for the nanoscale contact of the Si tip with the TiO$_2$ and MoS$_2$ samples, adhesion manifests itself as a lubricating effect. In addition, as extensively elaborated above, adhesion is also closely related to temperature. When in Table 6 the correlation of nanoscale friction $F_i$ with temperature $\theta$ is observed, relatively high negative correlation values of –0.71 and –0.64 are attained for the Al and Al$_2$O$_3$ samples, respectively, i.e., once more a physio-chemical similitude

| Table 6 | Matrices of correlation coefficients for the influencing parameters on the $F_i$ values for the Al$_2$O$_3$, TiO$_2$, Al and MoS$_2$ samples when the tip-exerted normal force ($F_N$) and the true total force acting on the samples ($F_N + F_A$) are considered. |
|---------|-----------------|---------------|-----------------|-----------------|-----------------|
| $v$ | $F_N$ | $\theta$ | $F_i$ | $F_A$ | $F_N + F_A$ |
| $v$ | 1 | | | | |
| $F_N$ | 0.032 | 1 | | | |
| $\theta$ | 0.028 | 0.079 | 1 | | |
| $F_i$ | 0.0023 | 0.382 | –0.64 | 1 | |
| $F_A$ | –0.068 | –0.035 | –0.835 | 0.483 | 1 |
| $F_N + F_A$ | 0.025 | / | –0.015 | 0.436 | / | 1 |
| $v$ | $F_N$ | | | | |
| $v$ | 1 | | | | |
| $F_N$ | 0.032 | 1 | | | |
| $\theta$ | 0.028 | 0.079 | 1 | | |
| $F_i$ | 0.014 | 0.48 | 0.47 | 1 | |
| $F_A$ | –0.068 | –0.046 | –0.85 | –0.62 | 1 |
| $F_N + F_A$ | 0.022 | / | –0.048 | 0.386 | / | 1 |
| $v$ | $F_N$ | | | | |
| $v$ | 1 | | | | |
| $F_N$ | 0.032 | 1 | | | |
| $\theta$ | 0.028 | 0.079 | 1 | | |
| $F_i$ | 0.014 | 0.399 | –0.71 | 1 | |
| $F_A$ | –0.053 | –0.05 | –0.86 | 0.442 | 1 |
| $F_N + F_A$ | 0.025 | / | –0.043 | 0.460 | / | 1 |
| $v$ | $F_N$ | | | | |
| $v$ | 1 | | | | |
| $F_N$ | 0.032 | 1 | | | |
| $\theta$ | 0.028 | 0.079 | 1 | | |
| $F_i$ | –0.056 | 0.625 | 0.061 | 1 | |
| $F_A$ | –0.071 | –0.056 | –0.84 | –0.27 | 1 |
| $F_N + F_A$ | 0.024 | / | –0.017 | 0.594 | / | 1 |
of these films is confirmed, which, in this case, results in a decrease of \( F_i \) for rising temperatures. Referring to Fig. 10(b), this would also imply that a rising temperature prompts a relative decrease of \( F_A \) (i.e., of the respective total load \( F_N + F_A \) acting on the samples), thus causing the lowering of its influence on \( F_i \) as well. In the case of the TiO\(_2\) sample, however, a positive (0.47) correlation between \( F_i \) and \( \vartheta \) is obtained instead. This could be due to exactly the opposite effect with respect to that hypothesized for Al and Al\(_2\)O\(_3\), i.e., that in this case the rise of \( \vartheta \), inducing a relative decrease of \( F_A \) (cf. Fig. 10(b)), combined with the earlier-discussed negative correlation of \( F_A \) on \( F_v \) induces a resulting increase of \( F_i \) (i.e., a decrease of the favorable lubricating effect). Finally, the MoS\(_2\) sample shows a negligible (0.06) correlation between \( F_i \) and temperature \( \vartheta \).

When, referring once more to Table 6, the influence of sliding velocity \( v \) on nanoscale friction \( F_i \) is considered, it becomes evident that, for all the considered thin films and contrary to the known effects on the macro- and mesoscales, at the nanoscale and in the considered velocity regime there is only a negligible correlation of \( F_i \) with \( v \), with the respective correlation coefficients being in the 10\(^{-3}\) to 10\(^{-2}\) range. Since in recent literature [47, 48] it has been reported that at the nanoscale the influence of \( v \) on \( F_i \) is highly dependent on the magnitude of sliding velocity, it is evident that, similar to what was established in a much broader velocity range in Ref. [13], in the considered velocity range (up to 500 nm/s), the effect of \( v \) on \( F_v \) especially when related to the effects induced by the other considered influencing parameters (variable loads (\( F_N \) or \( F_N + F_A \) or temperatures \( \vartheta \)), is indeed negligible.

All the considered effects are summarized for convenience and an easier overview in Table 7, where for all the analyzed samples the trends of the effects of all the studied influencing parameters on the value of the nanoscale friction force \( F_i \) are given, allowing a much better appreciation of the fundamental trends. The + and – signs indicate an increase or a decrease, respectively, of the \( F_i \) values depending on the variation of the corresponding influencing parameter, while a “0” sign indicates no meaningful correlation. The value of the respective correlation factor is, in turn, shown in parentheses. However, as stated above, these correlations are just first-order linear statistical approximations of the generalized trends of the influence of the studied dependence of nanoscale friction in the multidimensional space defined by the considered process parameters. A more elaborate analysis tool is needed to determine the complete set of correlation factors that would allow the respective functional dependencies to be established.

### 7 Conclusions and outlook

A thorough description of a structured methodology for the experimental determination of nanometric friction performed under the concurrent influence of several influencing parameters is provided in this paper. An advanced approach to the design of experimental measurements is suggested and successfully implemented. The numerous issues involved in this challenging task were systematically studied: the synthesis and characterization of the samples, the importance of the calibration of the probes and the importance of the variability of adhesion on this calibration, as well as the importance of wear and adhesion of the probes themselves.

The results of the developed systematic approach provide important insights into the general trends of the dependence of nanoscale friction on the multiple process parameters, as well as an indication of the respective correlations. An intricate concurrent dependence of nanoscale friction on the variable parameters was thus obtained, confirming the assumption that their interactions and mutual effects must be investigated at the structural atomic level to be fully appreciated. To this end, an examination of the possibility of comparing the obtained experimental

| \( F_N \)  | \( F_A \)  | \( F_N + F_A \) | \( v \) | \( \vartheta \) |
|------------|------------|----------------|------|--------|
| Al\(_2\)O\(_3\) | +         | +             | 0    | –      |
| TiO\(_2\)  | +         | –             | 0    | –      |
| Al         | +         | +             | 0    | –      |
| MoS\(_2\)  | +         | +             | 0    | 0      |

Table 7: Summary of the effects of the influencing parameters on the value of nanoscale friction \( F_i \) for the used thin-film samples.
results to molecular modelling calculations performed at the MOSE laboratory of the University of Trieste, Italy [37] is under way.

The full potential of the proposed methodology will be enhanced in the next phase of this work when the obtained experimental data are input into the recently developed elaborate mathematical procedure based on algorithms for nonlinear model representation that enable a simultaneous examination of global uncertainties and contributions of a large number of parameters [23]. This study should allow correlation function(s) linking the considered process variables to the value of nanometric friction to be finally obtained, thus providing not only an even deeper insight into the studied phenomena due to complex interactions, but also eventually allowing the mathematical formulation of existing macro- and mesoscale friction models to be extended to the nanometric domain.
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Appendix 1

Distribution of measurement points in the considered multidimensional experimental space given by the varying process parameters $F_N$, $v$ and $\vartheta$ as determined by applying the CVT-based DoE sampling methodology:

| $F_N$ (nN) | $v$ (nm/s) | $\vartheta$ (°C) |
|------------|------------|-----------------|
| 74         | 418        | 40              |
| 27         | 58         | 27              |
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