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Abstract

We formulate the geometrical string which has been proposed in the articles [1, 2, 3] on the euclidean lattice. It is possible to find such spin systems with local interaction which reproduce the same surface dynamics. In the three-dimensional case this spin system is a usual Ising ferromagnet with additional diagonal antiferromagnetic interaction and with specially adjusted coupling constants. In the four-dimensional case the spin system coincides with the gauge Ising system [4] with an additional double-plaquette interaction and also with specially tuned coupling constants. We extend this construction to random walks and random hypersurfaces (membrane and p-branes) of high dimensionality. We compare these spin systems with the eight-vertex model and BNNNI models.
1 Introduction

In the articles [1, 2, 3] the authors suggest a new geometrical string, which can be considered as a natural extension of the Feynman integral over paths to an integral over surfaces in the sense, that both amplitudes coincide in the cases, when the surface degenerates into a single particle world line. This geometrical string has been formulated in continuum euclidean space $\mathbb{R}^d$, where the Feynman integral coincides with the partition function for the randomly fluctuating surfaces.

In this article we formulate this surface model on a euclidean lattice, where the surface is associated with the collection of plaquettes, and we find statistical systems with local interaction, which reproduce the same surface dynamics.

In continuum euclidean space $\mathbb{R}^d$ the random surface is associated with a connected polyhedral surface $M$ with vertex coordinates $X_i$, where $i = 1, \ldots, |M|$ and $|M|$ is the number of the vertices. The energy functional for the polyhedral surface is defined as

$$A(M) = \sum_{<i,j>} |X_i - X_j| \cdot \Theta(\alpha_{i,j}),$$

(1)

where

$$\Theta(\pi) = 0,$$

$$\Theta(2\pi - \alpha) = \Theta(\alpha),$$

$$\Theta(\alpha) \geq 0,$$

(2)

the summation is over all edges $<i,j>$ of $M$ and $\alpha_{i,j}$ is the angle between the two neighbor faces (flat polygons) of $M$ in $\mathbb{R}^d$ having a common edge $<i,j>$.

For triangulated surfaces one can define the partition function

$$Z(\beta) = \sum_{M \in \{M\}} \int e^{-\beta A(M)} \prod_{i \in M} dX_i,$$

(3)

where $\{M\}$ denotes a set of triangulations. The physical properties of the model have been discussed in [1, 2, 3].

In the present article we formulate this string on a euclidean lattice and find a corresponding lattice field theory to which it is equivalent. A priory it is not evident that an equivalent field theory exists. Particularly we will show, that for euclidean lattice surfaces, built from plaquettes, there exists a spin system whose interface energy coincides with the expression (1).

This will be done in two steps. In sect. 2 we will formulate the lattice version of the string proposed in [1, 2, 3], and in sect. 3 we will construct an appropriate spin system with local interaction. The general formulation for $d - n$-dimensional hypersurfaces in $d$-dimensional space is given in sect. 4.
On the lattice a closed surface can be considered as a collection of plaquettes, whose edges are glued together pairwise. There are two essentially distinct cases. In the first case the surface is considered as a connected, orientable surface with given topology and it is assumed, that self-intersections of the surface do not produce any additional energy. The surface should be allowed to be freely intersected. In this non-self-avoiding case the definition of the surface energy, as it is defined by the expression (1), is complete.

In the second case it is assumed, that self-intersections of the surface produce an additional energy and one should define nontrivial weights associated with these intersections [3]. This “fermionic” case corresponds to an effective soft-self-avoidance of the surface, and the corresponding weights should be defined as

\[
\sum_{\text{common edges}} |X_i - X_j| \cdot (\Theta(\alpha_{i,j}^{(1)}) + \ldots + \Theta(\alpha_{i,j}^{(r(2r-1))))),
\]

where \(\alpha_{i,j}^{(1)}, \ldots, \alpha_{i,j}^{(r(2r-1))}\) are the angles between the pairs of plaquettes of \(M\) at the common edge \(<i, j>\) in \(\mathbb{R}^d\) in which \(2r\) plaquettes intersect. The order of self-intersection is \(r = 0, 1, \ldots, d-1\).

On the lattice the lengths of the elementary edges \(|X_i - X_j|\) are equal to the lattice constant \(a\) and the angles between plaquettes are either \(0, \pi/2\) or \(\pi\). Therefore we should only define quantities \(\Theta(0), \Theta(\pi/2)\) and \(\Theta(\pi)\) in (1), where the last one is actually equal to zero (2). In the case of infinitely heavy quarks, that is \(\Theta(0) = \infty\) [2, 3], one can neglect fluctuations of the surface with overhanging plaquettes, that is with folds \(\alpha_{i,j} = 0\). Therefore only \(\Theta(\pi/2)\) remains as a free parameter of the theory.

Thus we have a full set of rules which allow to compute the energy functional and to define the surface dynamics on the lattice. These rules are: i) if two plaquettes of the closed surface intersect under the right angle, the contribution to the energy is equal to \(a \cdot \Theta(\pi/2)\), ii) if they are parallel, the contribution is equal to zero \(a \cdot \Theta(\pi) = 0\) and iii) if four or more plaquettes intersect on a given edge, then \(a \cdot \Theta(\pi)\) has to be multiplied by the number of pairs of plaquettes which meet under a right angle.

Finally the full energy associated with the lattice surface can always be written as

\[
H = \sum_{\text{over all edges}} H_{\text{edge}},
\]

where \(H_{\text{edge}}\) is the energy associated with a given edge. This completely defines the surface dynamics on the lattice.

In the following we will set \(a = 1\) and in many cases we will suppress the coupling \(\Theta(\pi/2)\).
3 Equivalent spin model

Now let us attach variables $U_P$ to each plaquette $P$ of the lattice \cite{4}. By definition its value is $-1$, if a given plaquette belongs to the surface $M$ and it is equal to $+1$ otherwise,

$$U_P = -1$$ (6a)

if $P \in M$ and

$$U_P = +1.$$ (6b)

if $P \notin M$. Since only an even number of plaquettes can meet at a given lattice edge, the total product of corresponding plaquette variables $U_P$ surrounding an edge is always equal to one,

$$U_1U_{-1}U_2U_{-2} = 1$$ (7a)

if $d = 3$ and

$$U_1U_{-1}U_2U_{-2}U_3U_{-3} = 1$$ (7b)

if $d = 4$, where $U_P$ denotes corresponding plaquette variables and we choose the given edge in the 3-rd direction when $d=3$ and in the 4-th direction when $d=4$.

For our set of rules the energy of the lattice surface can be reexpressed through the plaquette variables $U_P$. The energies of all possible configurations at a given lattice edge is given by (we assume $a = 1$)

$$H_{edge} = \frac{1}{4}(2 - U_1 - U_{-1})(2 - U_2 - U_{-2})\Theta(\pi/2),$$ (8a)

if $d = 3$ and by

$$= \frac{1}{4}(2 - U_1 - U_{-1})(2 - U_2 - U_{-2})\Theta(\pi/2)$$ (8b)

$$+ \frac{1}{4}(2 - U_2 - U_{-2})(2 - U_3 - U_{-3})\Theta(\pi/2)$$

$$+ \frac{1}{4}(2 - U_1 - U_{-1})(2 - U_3 - U_{-3})\Theta(\pi/2),$$

if $d = 4$.

In three- and four-dimensions these formulae together with (5), define the full Hamiltonian of the desired system. As it follows from constraints (7), the local plaquette variables $U_P$ are not completely independent. To resolve constraints and to describe the system in terms of independent local variables we should introduce Ising spins on the dual lattice \cite{4}.

In three dimensions, $R^3$, one should attach spin variables to vertices of the dual lattice and represent plaquette variables $U_P$ (7a) in the form

$$U_1 = \sigma_1\sigma_2, U_{-1} = \sigma_{-1}\sigma_{-2}, U_2 = \sigma_1\sigma_{-2}, U_{-2} = \sigma_{-1}\sigma_2,$$ (9)

where $\sigma_r = \pm 1$ denotes four Ising spin variables surrounding a given edge. This representation resolves the constraints (7a) and yields
\[ H_{\text{edge}} = 1 - \frac{1}{2}(\sigma_1 \sigma_2 + \sigma_2 \sigma_{-1} + \sigma_{-1} \sigma_{-2} + \sigma_{-2} \sigma_1) + \frac{1}{2}(\sigma_1 \sigma_{-1} + \sigma_2 \sigma_{-2}). \]  

(10)

The full Hamiltonian is the sum of \( H_{\text{edge}} \) over all elementary lattice edges (5)

\[ H = -2J \sum_{\vec{r}, \vec{\alpha}} \sigma_{\vec{r}} \sigma_{\vec{r}+\vec{\alpha}} + \frac{1}{2} J \sum_{\vec{r}, \vec{\alpha}, \vec{\beta}} (\sigma_{\vec{r}} \sigma_{\vec{r}+\vec{\alpha}+\vec{\beta}} + \sigma_{\vec{r}+\vec{\alpha}} \sigma_{\vec{r}+\vec{\beta}}) \]  

(11)

The vector \( \vec{\alpha} \) runs over the \( d \) unit vectors parallel to the \( d \) axes. Similarly the sum over \( \vec{\alpha} \) and \( \vec{\beta} \) runs over different pairs of such vectors. The Hamiltonian represents a magnetic system with competing interaction and specially adjusted coupling constants

\[ J_{\text{ferromagnet}} = 4J_{\text{antiferromagnet}} \equiv 2\Theta(\pi/2) \]  

(12a)

Hamiltonian (11) coincides with usual Ising ferromagnet with additional diagonal antiferromagnetic interaction. As it is easy to see from (11), here the ground state is more degenerate than in the usual Ising case.

In order to resolve the constraints (7b) in four dimensions, one should attach independent spin variables \( \sigma(r) \) to links of the dual lattice (or what is equivalent at the center of plaquettes of the initial lattice)\[4\]. This allows to represent plaquette variables (7b) in the form of product of spins around the dual plaquette

\[
\begin{align*}
U_1 &= \sigma_2(r)\sigma_3(r)\sigma_2(r-e_3)\sigma_3(r-e_2), \\
U_{-1} &= \sigma_2(r-e_1)\sigma_3(r-e_1)\sigma_2(r-e_3)\sigma_3(r-e_2-e_1), \\
U_2 &= \sigma_1(r)\sigma_3(r)\sigma_1(r-e_3)\sigma_3(r-e_1), \\
U_{-2} &= \sigma_1(r-e_2)\sigma_3(r-e_2)\sigma_1(r-e_3)\sigma_3(r-e_1-e_2), \\
U_3 &= \sigma_1(r)\sigma_2(r)\sigma_1(r-e_2)\sigma_2(r-e_1), \\
U_{-3} &= \sigma_1(r-e_3)\sigma_2(r-e_3)\sigma_1(r-e_2-e_3)\sigma_2(r-e_1-e_3),
\end{align*}
\]

(13)

Together with (8b) this yields

\[ H_{\text{edge}} = 3 - \sum_{\text{6 plaquettes}} (\sigma \sigma \sigma \sigma) + \frac{1}{4} \sum_{\text{12 right angle plaquettes}} (\sigma \sigma \sigma \sigma)^{rt}(\sigma \sigma \sigma \sigma). \]  

(14)

The full gauge invariant Hamiltonian in four dimensions reads

\[ H = -\frac{4}{g^2} \sum_{\text{plaquettes}} (\sigma \sigma \sigma \sigma) + \frac{1}{4g^2} \sum_{\text{right angle plaquettes}} (\sigma \sigma \sigma \sigma)^{rt}(\sigma \sigma \sigma \sigma), \]  

(15)

where \( g^2 \) is the gauge coupling constant and

\[ J_{\text{plaquettes}} = 16 \cdot J_{\text{rt plaquettes}} = \frac{4}{g^2}. \]  

(12b)

Now one can define the partition function as
\[ Z(\beta) = \sum_{\{\sigma_r\}} e^{-\beta H}. \]  

(16)

Thus we have obtained the equivalent Ising models in three and four dimensions.

4 Model in higher dimensions

Equivalent spin systems can also be introduced in high dimensions. For this purpose we introduce an appropriate condense notation. It is also possible to extend this construction to random walks and random hypersurfaces of high dimensionality (membranes and p-branes), when the energy functional has the same nature (1),(4).

The points of the lattice are given by a \( d \)-dimensional vector \( \vec{r} \) whose components \( r_1, \ldots, r_d \) are integer. In this lattice, \( d-n \)-dimensional elementary hyperplaquettes \( \Omega_{\alpha_1 \ldots \alpha_n}(\vec{r}) \), (all \( \alpha_i \) are different) are defined by \( x_{\alpha_i} = r_{\alpha_i} \) and \( r_{\alpha} \leq x_{\alpha} \leq r_{\alpha} + 1 \) for all other \( \alpha \). The \( d-n-1 \)-dimensional boundaries of the hyperplaquette \( \Omega_{\alpha_1 \ldots \alpha_n}(\vec{r}) \) are the \( 2(d-n) \) hyperedges \( \Omega_{\alpha_1 \ldots \alpha_n, \beta}(\vec{r}) \) and \( \Omega_{\alpha_1 \ldots \alpha_n, \beta}(\vec{r} + \vec{e}_\beta) \), where \( \beta \) differs from the \( \alpha_i's \) and \( \vec{e}_\beta \) is the unit vector in \( x_\beta \) direction.

A \( d-n \)-dimensional hypersurface \( M_{d-n} \) in this lattice consists of a collection of the elementary hyperplaquettes \( \Omega_{\alpha_1 \ldots \alpha_n}(\vec{r}) \). As before we introduce a variable \( U_{\alpha_1 \ldots \alpha_n}(\vec{r}) \), which assumes the value \(-1\) if the hyperplaquette belongs to the hypersurface \( M_{d-n} \) and \(+1\) if it does not. The hypersurface \( M_{d-n} \) is closed, if each \( d-n-1 \)-dimensional hyperedge \( \Omega_{\alpha_1 \ldots \alpha_n, 1}(\vec{r}) \) belongs totally to an even number of \( d-n \)-dimensional hyperplaquettes of hypersurface \( M_{d-n} \).

Now we can introduce an energy of the closed \( d-n \)-dimensional hypersurface. This energy is a sum over all \( d-n-1 \)-dimensional hyperedges

\[ H = \sum H_{\alpha_1 \ldots \alpha_{n+1}}(\vec{r}). \]  

(5b)

The contribution of such a hyperedge depends on the \( U \)'s of the surrounding \( d-n \)-dimensional hyperplaquettes. The energy can always be expressed by a polynomial in \( U \)'s due to the identity

\[ H(\{U\}) = \sum_{\{U'\}} \prod_i \frac{1 + U_i U'_i}{2} H(\{U'\}). \]  

(17)

If the energy is the area of the hypersurface \( M_{d-n} \), that is the number of \( d-n \)-dimensional elementary hyperplaquetts, then we can write it as [4]

\[ H_{\text{area}} = \sum \frac{1 - U_{\alpha_1 \ldots \alpha_n}(\vec{r})}{2}. \]  

(18)

This is the type of Hamiltonians considered by Wegner [4]. Since each \( d-n \)-dimensional hyperplaquette belongs to the \( 2(d-n) \) hyperedges \( \Omega_{\alpha_1 \ldots \alpha_n, \beta}(\vec{r}) \) and \( \Omega_{\alpha_1 \ldots \alpha_n, \beta}(\vec{r} + \vec{e}_\beta) \), we may write the contribution of \( \Omega_{\alpha_1 \ldots \alpha_{n+1}}(\vec{r}) \) in the area case as

\[ H_{\alpha_1 \ldots \alpha_{n+1}}(\vec{r}) = \]
Instead of that we wish to introduce an energy which counts at each hyperedge \(\Omega_{\alpha_1...\alpha_{n+1}}(\vec{r})\) the number of pairs of hyperplaquettes \(\Omega_{\alpha_1...\alpha_{k-1}a_{k+1}...a_{n+1}}\) that meet under a right angle. Apparently this is given by

\[
H_{\alpha_1...\alpha_{n+1}}(\vec{r}) = \frac{1}{4(d-n)} \sum_k (2 - U_{\alpha_1...a_{k-1}a_{k+1}...a_{n+1}}(\vec{r}) - U_{\alpha_1...a_{k-1}a_{k+1}...a_{n+1}}(\vec{r} - \vec{e}_{\alpha_k})).
\] (19)

Or

\[
H_{\alpha_1...\alpha_{n+1}}(\vec{r}) = \frac{(n+1)n}{2} - \frac{n}{2} \sum_i (U_{\alpha_1...a_{i-1}a_{i+1}...a_{n+1}}(\vec{r}) + U_{\alpha_1...a_{i-1}a_{i+1}...a_{n+1}}(\vec{r} - \vec{e}_{\alpha_i}))
\]

\[
+ \frac{1}{4} \sum_i (U_{\alpha_1...a_{i-1}a_{i+1}...a_{n+1}}(\vec{r}) + U_{\alpha_1...a_{i-1}a_{i+1}...a_{n+1}}(\vec{r} - \vec{e}_{\alpha_i}))
\]

\[
(U_{\alpha_1...a_{k-1}a_{k+1}...a_{n+1}}(\vec{r}) + U_{\alpha_1...a_{k-1}a_{k+1}...a_{n+1}}(\vec{r} - \vec{e}_{\alpha_k})).
\] (20)

Again as before (7a,b) the hyperplaquette variables \(U\) are not independent. Because the hyperedge \(\Omega_{\alpha_1...\alpha_{n+1}}(\vec{r})\) belongs totally to an even number, \(2(n+1)\), of hyperplaquettes \(\Omega_{\alpha_1...a_{k-1}a_{k+1}...a_{n+1}}(\vec{r})\) and \(\Omega_{\alpha_1...a_{k-1}a_{k+1}...a_{n}}(\vec{r} - \vec{e}_{\alpha_k})\), the product of the corresponding hyperplaquette variables is always one. Thus one has constraints

\[
\prod_{k=1}^{n+1} U_{\alpha_1...a_{k-1}a_{k+1}...a_{n+1}}(\vec{r})U_{\alpha_1...a_{k-1}a_{k+1}...a_{n+1}}(\vec{r} - \vec{e}_{\alpha_k}) = 1.
\] (7c)

To resolve constraints (7c), let us attach an Ising spin \(\sigma\) in the center of each \(d-n+1\) dimensional hypercube \(\Omega_{\alpha_1...a_{n-1}}(\vec{r})\). Then there exist spin configurations \(\sigma\), so that the hyperplaquette variables \(U\) obey

\[
U_{\alpha_1...a_n}(\vec{r}) = \prod_{k=1}^{n} \sigma_{\alpha_1...a_{k-1}a_{k+1}...a_n}(\vec{r})\sigma_{\alpha_1...a_{k-1}a_{k+1}...a_n}(\vec{r} - \vec{e}_{\alpha_k})
\] (9c)

The \(\sigma\)'s are defined by this equations up to global and/or local gauge transformations. Equations (5b) together with (21) and (9c) completely solve the problem.

Now let us consider special cases. For \(n = 1\) this yields the competing interaction for Ising spins

\[
H_{\alpha\beta}(\vec{r}) = 1 - \frac{1}{2}(U_{\alpha}(\vec{r}) + U_{\alpha}(\vec{r} - \vec{e}_{\beta}) + U_{\beta}(\vec{r}) + U_{\beta}(\vec{r} - \vec{e}_{\alpha}))
\]

\[
+ \frac{1}{2}(U_{\alpha}(\vec{r}) + U_{\alpha}(\vec{r} - \vec{e}_{\beta})(U_{\beta}(\vec{r}) + U_{\beta}(\vec{r} - \vec{e}_{\alpha})),
\] (22)

which yields

\[
H_{\alpha\beta}(\vec{r}) =
\]
\[
1 - \frac{1}{2}(\sigma(\vec{r})\sigma(\vec{r} - \vec{e}_\alpha) + \sigma(\vec{r} - \vec{e}_\beta)\sigma(\vec{r} - \vec{e}_\alpha - \vec{e}_\beta) + \sigma(\vec{r})\sigma(\vec{r} - \vec{e}_\beta) + \sigma(\vec{r} - \vec{e}_\alpha)\sigma(\vec{r} - \vec{e}_\alpha - \vec{e}_\beta)) \\
+ \frac{1}{2}(\sigma(\vec{r} - \vec{e}_\alpha)\sigma(\vec{r} - \vec{e}_\beta) + \sigma(\vec{r})\sigma(\vec{r} - \vec{e}_\alpha - \vec{e}_\beta)).
\]

(23)

Thus the Hamiltonian reads

\[
H = \sum_\vec{r} \left\{ \frac{d(d-1)}{2} - (d-1) \sum_\alpha \sigma(\vec{r})\sigma(\vec{r} - \vec{e}_\alpha) \\
+ \frac{1}{2} \sum_{\alpha<\beta} (\sigma(\vec{r} - \vec{e}_\alpha)\sigma(\vec{r} - \vec{e}_\beta) + \sigma(\vec{r})\sigma(\vec{r} - \vec{e}_\alpha - \vec{e}_\beta)) \right\}.
\]

(24)

and again this Hamiltonian represents a magnetic system with competing coupling constants adjusted to

\[ J_{\text{ferromagnet}} = 2(d - 1) J_{\text{antiferromagnet}}. \]

(12c)

For \( n = 2 \) one obtains the gauge spin system

\[
H_{\alpha\beta\gamma}(\vec{r}) = 3 - (U_{\alpha\beta}(\vec{r}) + U_{\alpha\beta}(\vec{r} - \vec{e}_\gamma)) \\
+ U_{\alpha\gamma}(\vec{r}) + U_{\alpha\gamma}(\vec{r} - \vec{e}_\beta) + U_{\beta\gamma}(\vec{r}) + U_{\beta\gamma}(\vec{r} - \vec{e}_\alpha)) \\
+ \frac{1}{4}(U_{\alpha\beta}(\vec{r}) + U_{\alpha\beta}(\vec{r} - \vec{e}_\gamma))(U_{\alpha\gamma}(\vec{r}) + U_{\alpha\gamma}(\vec{r} - \vec{e}_\beta)) \\
+ \frac{1}{4}(U_{\alpha\beta}(\vec{r}) + U_{\alpha\beta}(\vec{r} - \vec{e}_\gamma))(U_{\beta\gamma}(\vec{r}) + U_{\beta\gamma}(\vec{r} - \vec{e}_\alpha)) \\
+ \frac{1}{4}(U_{\alpha\gamma}(\vec{r}) + U_{\alpha\gamma}(\vec{r} - \vec{e}_\beta))(U_{\beta\gamma}(\vec{r}) + U_{\beta\gamma}(\vec{r} - \vec{e}_\alpha))
\]

(25)

and

\[
H = \sum_\vec{r} \left\{ \frac{d(d-1)(d-2)}{2} - 2(d-2) \sum_{\alpha<\beta} U_{\alpha\beta}(\vec{r}) \\
+ \frac{1}{4} \sum_{\alpha,\beta<\gamma} (U_{\alpha\beta}(\vec{r}) + U_{\alpha\beta}(\vec{r} - \vec{e}_\gamma))(U_{\alpha\gamma}(\vec{r}) + U_{\alpha\gamma}(\vec{r} - \vec{e}_\beta)) \right\},
\]

(26)

where

\[ U_{\alpha\beta}(\vec{r}) = \sigma_\alpha(\vec{r})\sigma_\alpha(\vec{r} - \vec{e}_\beta)\sigma_\beta(\vec{r})\sigma_\beta(\vec{r} - \vec{e}_\alpha) \]

(27)

and

\[ J_{\text{plaquettes}} = 8(d - 2) J_{\text{rt plaquettes}}. \]

(12d)

Thus one has a "ferromagnetic" interaction on each elementary plaquette and an "antiferromagnetic" one on double-plaquettes which form a right angle.
5 Comments

Let us consider the case of one-dimensional hypersurfaces $M_1$, $d - n = 1$, that is random walks on the lattice, with the property that the straight "motion" does not cost an energy, any right angle turns cost $\Theta(\pi/2)$ and for self intersections the number of pairs of links meeting under a right angle times $\Theta(\pi/2)$ has to be paid. As it is easy to see from our general result, when we change the dimension of the target space $R^d$, then we also should change the index $n$. In the two-dimensional case we have $n = d - 1 = 1$ and the spin Hamiltonian of the type (11), (24). This special case is of particular interest, because it can be mapped [5, 6] to the eight-vertex model [7] with the weights

\[ \epsilon_1 = \epsilon_3 = \epsilon_4 = 0, \]
\[ \epsilon_5 = \epsilon_6 = \epsilon_7 = \epsilon_8 = \Theta(\pi/2). \] (28)

This is not the exactly solvable zero-field Baxter model, since $\epsilon_1 \neq \epsilon_2$. When $d = 3$, for this type of scale invariant random walks we should consider gauge spin system with $n = 2$ and so on.

The models with $n = 1$ are BNNNI (biaxial next-nearest-neighbor Ising) models which are relatives of the ANNNI (anisotropic next-nearest-neighbor Ising) models [8, 9, 10, 11, 12, 13] with specially adjusted coupling constants, the restrictions of which are dictated by the string geometry. It seems that the model with $d = 2, n = 1$ does not show a phase-transition [8, 14]. For $d = 3$ this is a random surface model $M_2$, for $d = 4$ a membrane model $M_3$. In four and higher dimensions the random surface models $M_2$ are again gauge models.
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