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Post-editing of MT output is a common practice for many human translators. However, certain translated segments may require more post-editing than others:

- It may be faster to translate some segments from scratch.
- Filtering out bad translations can prevent translators' frustration.
- Distinguishing bad from good translations allows fairer cost schemes.

The problem of distinguishing bad from good translations is addressed by metrics of Quality Estimation (QE).
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Goals

Hypothesis is that **simpler, cheaper, more transparent** and **more objective** annotations can have a more straightforward interpretation for post-editing purposes.
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- Datasets collected using *news* source sentences from WMT’s development and test sets
- Translations produced using a standard phrase-based SMT (Moses):
  - **fr-en news-test2009**: 2,525 French news sentences and their translations into English (BLEU = 0.2447)
  - **en-es news-test2010**: 1,000 English news sentences and their translations into Spanish (BLEU = 0.2830)
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- Translators instructed to perform the minimum number of editions necessary to make the translation ready for publishing
- **Post-editing time** is measured on a sentence-basis
- Translators also scored the original translation according to its post-editing effort:
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  - 2 = post editing still quicker than retranslation
  - 3 = very little post editing needed
  - 4 = fit for purpose

- **Post-editing distance** \((HTER)\): a continuous score in \([0, 1]\):
  \[
  HTER = \frac{\# \text{edits}}{\# \text{words_postedited_version}}
  \]

- **Post-editing time** \((time)\): average number of seconds to post-edit each word in the sentence
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80 shallow, MT system-independent features:
- source & target sentence lengths and their ratios
- source & target sentence type/token ratio
- average source word length
- average number of occurrences of all target words within the target sentence
- source & target sentence 3-gram LM probabilities and perplexities
Quality Estimation Framework

- percentage of 1 to 3-grams in the source sentence belonging to each frequency quartile of a source corpus
- average number of translations per source word in the sentence (given by GIZA++ tables), unweighted/weighted by the (inverse) frequency of words
- percentages of numbers, content-/non-content words in the source & target sentences
- number of mismatching opening/closing brackets and quotation marks in the target sentence
- percentages & number of mismatches of some superficial constructions between the source and target sentences: brackets, punctuation symbols, numbers
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| Dataset | Average Human Score |
|---------|---------------------|
| fr-en   | HTER                |
|         | effort              |
|         | time snt            |
|         | 0.201 ↓             |
|         | 2.834 ↑             |
|         | 24.095 ↓            |
| en-es   | HTER                |
|         | effort              |
|         | time snt            |
|         | 0.349 ↓             |
|         | 2.441 ↑             |
|         | 98.692 ↓            |

- Translators have different level of experience: en-es translator is more experienced.
- Translators followed different strategies: fr-en translator read the source before the time measurement started.
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- Spearman’s **rank coefficient** with human scores
- **Root Mean Squared Error** (RMSE) for regression error
- 5-fold cross validation: training on 90% and test on 10%
Spearman’s **rank coefficient** with human scores

**Root Mean Squared Error** (RMSE) for regression error

5-fold cross validation: training on 90% and test on 10%

| Dataset | RMSE $\downarrow$ | Spearman $\uparrow$ |
|---------|------------------|---------------------|
| **fr-en** | | |
| HTER effort | 0.155 ± 0.011 | 0.366 ± 0.047 |
| time | 0.662 ± 0.022 | 0.459 ± 0.034 |
| time | 0.651 ± 0.040 | 0.455 ± 0.052 |
| **en-es** | | |
| HTER effort | 0.178 ± 0.006 | 0.281 ± 0.102 |
| time | 0.549 ± 0.028 | 0.367 ± 0.096 |
| time | 1.970 ± 0.250 | 0.298 ± 0.024 |
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**Unseen sentences** with the same genre and domain translated using Moses:

- **fr-en news-test2010**: 2,489 French news sentences and their translations into English (BLEU = 0.2551)
- **en-es news-test2009**: 2,525 English news sentences and their translations into Spanish (BLEU = 0.2428)

**Quality predictions** generated using the 3 variations of the QE models
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## Results

### Task-based Evaluation

| Dataset | Sentences/h | Words/s |
|---------|-------------|---------|
| fr-en   |             |         |
| T1: HTER | 65          | 0.96    |
| T2: effort | 97         | 0.91    |
| T3: time  | 82          | 1.09    |
| T4: unsorted | 55       | 0.75    |
| en-es   |             |         |
| T1: HTER | 38          | 0.41    |
| T2: effort | 71         | 0.43    |
| T3: time  | 69          | 0.57    |
| T4: unsorted | 33       | 0.32    |

- **Post-editing only top translations** acc. to any QE model: more words post-edited per second than post-editing any translation
- **Best rate obtained with time**: both fr-en and en-es
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