Improved limits on Lorentz invariance violation from astrophysical gamma-ray sources

Rodrigo Guedes Lang, Humberto Martínez-Huerta, and Vitor de Souza
Instituto de Física de São Carlos, Universidade de São Paulo, Av. Trabalhador São-carlense 400, São Carlos, SP, Brasil.
(Dated: February 27, 2019)

Lorentz invariance (LI) has a central role in science and its violation (LIV) at some high-energy scale has been related to possible solutions for several of the most intriguing puzzles in nature such as dark matter, dark energy, cosmic rays generation in extreme astrophysical objects and quantum gravity. We report on a search for LIV signal based on the propagation of gamma rays from astrophysical sources to Earth. An innovative data analysis is presented which allowed us to extract unprecedented information from the most updated data set composed of 111 energy spectra of 38 different sources measured by current gamma-ray observatories. No LIV signal was found, and we show that the data are best described by LI assumption. We derived limits for the LIV energy scale at least 3 times better than the ones currently available in the literature for subluminal signatures of LIV in high-energy gamma rays.

PACS numbers: 11.30.Cp, 98.70.Rz, 95.30.Cq

I. INTRODUCTION

Lorentz invariance (LI) is one of the pillars of fundamental physics and its violation (LIV) has been proposed by several quantum gravity and effective field theories [1–12]. Astroparticles have proven to be a sensitive probe for LIV and its signatures in the photon sector have been searched through arrival time delay, photon splitting, spontaneous emission, shift in the pair production energy threshold and many others effects [13–40]. In particular, the strongest limits for subluminal signatures of LIV based on the propagation of high-energy gamma rays have been imposed using the energy spectra of TeV gamma rays from gamma ray bursts (GRBs) [41].

The framework summarized in the next section shows how the interaction of gamma rays with background photons on the way from the source to Earth modulates the intrinsic energy spectrum emitted by the source. The modulation of the spectrum is considerably different if the interactions in the propagation are taken to be LI or LIV. Previous works have shown how to extract the effect of the propagation from the measured energy spectrum allowing us to identify the assumption (LI or LIV) which best describes the data [31, 36, 37]. These analyses have been limited mainly by (a) poor knowledge of the extra-Galactic background light (EBL), (b) large uncertainties in the intrinsic energy spectra functional form, (c) scarce data and (d) not fully optimized analysis procedures.

In this work, a new analysis method is proposed to help overcoming these limitations and to contribute in improving the power to search for LIV signatures in TeV gamma-ray energy spectra. Moreover, the most updated data set available in the literature was analyzed: 111 energy spectra from 38 different sources. Two selection steps are implemented in this analysis. First, a selection procedure is developed to choose the relevant measured spectra. We show that only 18 spectra from 6 sources out of the 111 spectra from 38 sources have power to constrain LIV beyond the current limits. This selection procedure developed here can be used in any future analysis to evaluate which new measured spectrum is relevant to impose LIV limits. Second, the analysis method developed in Sec. III considers carefully each measured point of each spectrum, rejecting any data that could bias the result towards a faked positive LIV signal. The use of the most complete data set combined with an innovative analysis procedure resulted in the best LIV limits derived so far using this framework as shown in Sec. IV.

The limitations of the method developed here are tested in Appendix B in which we shown that the results are robust under (a) poor knowledge of the EBL, (b) large uncertainties in the intrinsic energy spectra functional form, (c) energy resolution, (d) selection of spectra and (e) energy bins selection used in the calculation of the intrinsic energy spectra.

II. LIV IN THE GAMMA-RAY ASTROPHYSICS FRAMEWORK

Subluminal LIV in the photon sector can be described as a polynomial correction of the dispersion relation:

$$E_{\gamma}^2 - p_{\gamma}^2 = -\frac{E_{\gamma}^{(n+2)}}{E_{\text{LIV}}^{(n)}} \pi,$$  \(1\)

where $E_{\gamma}$ is the energy and $p_{\gamma}$ the momentum of the gamma ray. Natural units are used in this work ($c = 1$). $E_{\text{LIV}}^{(n)}$ is the LIV energy scale for each correction order $n$. $E_{\gamma}^{(n)}$ is the parameter to be constrained in this analysis because it modulates the effect and is used to
derive the energy beyond which the energy dispersion relation departures from LI. Only the two leading orders $n = 1, 2$ are considered hereafter. Best current limits at 2$\sigma$ confidence level for subluminal signatures of LIV in high-energy gamma rays are $E_{\text{LIV}}^{(1)} = 9.27 \times 10^{28}$ eV \cite{11} and $E_{\text{LIV}}^{(2)} = 8.7 \times 10^{29}$ eV \cite{36}.

On their way to Earth, TeV gamma rays interact with the EBL photons creating pairs: \(\gamma + \gamma_{\text{EBL}} \rightarrow e^+ + e^-\). In the next section we use the EBL model of Franceschini \cite{43} as implemented in reference \cite{35} and the influence of other models \cite{45, 46} is tested in Appendix B. Successive interactions attenuate the emitted gamma-ray flux as described by

\[
a(E, z) = e^{-\tau(E, z)} = \frac{J_{\text{meas}}(E)}{J_{\text{int}}(E, z)},
\]

where $J_{\text{meas}}$ is the measured spectrum at Earth and $J_{\text{int}}$ is the intrinsic spectrum emitted by the source. $a(E, z)$ is called attenuation and $\tau$ is the optical depth.

If LIV is considered, the pair-production energy threshold increases and the gamma rays have less probability to interact with the EBL photons. As a consequence, the optical depth decreases and the gamma ray propagates farther in the Universe \cite{35, 42}. Figure 1 shows an example of this effect in the attenuation of gamma rays from two sources at $z = 0.03$ and 0.18 as a function of the energy. Four cases were calculated assuming LI and LIV with $E_{\text{LIV}}^{(1)} = 10^{27}, 10^{28}$ and $10^{29}$ eV. The interaction suppresses the flux at the highest energies. When LI is considered, there is a steep and definitive drop in the attenuation curve. However, when LIV is considered, the interaction becomes less probable for the highest energetic gamma rays which can propagate further causing a recovery of the flux. The intensity of the effect depends on the energy of the gamma ray, on the LIV energy scale and on the distance of the source. In the next section, a method is developed to deal with these dependencies and extract the LIV energy scale ($E_{\text{LIV}}^{(n)}$) which best describes the data.

III. ANALYSIS METHOD AND DATA SELECTION

The use of multiple sources at different distances can be combined with proper analysis methods to improve the search for a LIV signal. Each measured energy spectrum contributes with a given strength to the analysis efficiency. Selecting only the relevant data helps to increase the statistics power without adding systematic effects. We considered here every energy spectrum measured by each observatory as independent measurements.

Figure 1 shows that there is an energy window of interest in between the abrupt fall of the LI attenuation and the recovery in the LIV curve ranging from a few up to hundreds of TeV depending on the source distance. In this energy range it is easier to differentiate the LI from the LIV assumption. Gamma-ray observatories have continuously coverage from hundreds of GeV to few TeV and the upper energy threshold is given by collection area. Therefore LIV studies are usually limited by the maximum energy which can be measured by the experiments.

In summary, only two quantities determine the contribution of a measured spectrum in searching for a LIV signal: the distance of the source and the maximum energy measured in that spectrum, ($E_{\text{max}}$). The distance of the source controls the amount of modulation in the spectrum and $E_{\text{max}}$ sets how much data is available in the energy window of interest. Based on this discussion, we propose to select measurements in which the attenuation ratio between LIV and LI assumptions at $E_{\text{max}}$ differs by at least 10%: $a_{\text{LIV}}/a_{\text{LI}} > 1.1$. These points are illustrated by the horizontal dashed lines in Fig. 1.

Figure 2 summarizes the spectrum selection procedure. Dashed curves show the distances ($z$) as a function of energy for which $a_{\text{LIV}}/a_{\text{LI}} > 1.1$. Each curve was calculated for a different value of $E_{\text{LIV}}^{(1)}$ as shown. The black crosses and the red stars show the distance of the source and $E_{\text{max}}$ of all 111 measured energy spectra used in this work. The measurements were taken from the TeVCat catalog \cite{77} and confirmed in the original publications. An energy spectrum is useful to set a limit of $E_{\text{LIV}}^{(1)}$ if its ($E_{\text{max}}, z$) point is on the right side of the corresponding $E_{\text{LIV}}^{(1)}$ line. Given that we aim at setting limits on $E_{\text{LIV}}^{(1)}$ more stringent than the ones already available in
the literature \(E^{(1)}_{\text{LIV}} \sim 10^{28} \text{ eV}\), we have selected only 18 spectra from 6 sources [37, 48–60], shown as red stars in Fig. 2 for further considerations in this analysis. In Appendix A, these selected spectra are discriminated in Table II, and in Appendix B2 we also show the effect of including other 11 spectra from 3 sources [50, 61–66] in the analysis and we prove our hypothesis that the latter are useless to improve the search for a LIV signal.

Once the relevant energy spectra are chosen, the standard analysis procedure follows four steps: (I) from the measured spectra, calculate the intrinsic spectra using the LI attenuation at the distance of each source, (II) model the intrinsic spectra with a functional form, (III) using the model of the intrinsic spectra calculate the spectra at Earth supposing several LIV energy scales, (IV) compare the calculated LIV spectra on Earth with the measured spectra on Earth and set which value of LIV energy scale best describes the data.

We consider here a more carefully analysis of the first step. If LIV is true in nature, the highest energetic gamma rays measured on Earth interacted in its way under LIV, therefore, the assumption of step (I) can be false. In other words, the measured spectrum can not be deattenuated under LI assumption to calculate the intrinsic spectrum if finding a LIV signal is the target of the analysis. Apparently, this point has been neglected in previous studies of this kind and its consequence is to artificially produce a LIV signal or artificially improve the LIV energy scale limits.

We have taken care of that by using only points in each energy spectrum which could not be differentiated between a LI and LIV propagation as explained below. We define a fiducial LI region in each measured energy spectrum as the energy range in which the measured flux cannot distinguish between LI and LIV propagation. The fiducial LI region of each spectrum is constituted by the set of energy bins that fulfills the following condition:

\[
\frac{a_{\text{LIV}}}{a_{\text{LI}}} \leq \frac{J_{\text{meas}}(E) + \rho \sigma (J_{\text{meas}}(E))}{J_{\text{meas}}(E)},
\]

where \(a_{\text{LIV}}\) and \(a_{\text{LI}}\) are the LIV and LI attenuation, respectively. \(J_{\text{meas}}\) and \(\sigma (J_{\text{meas}})\) are the measured flux and its statistical uncertainty, respectively. \(\rho\) is an input parameter of the analysis taken as \(\rho = 1\). In Appendix B5 we test larger values of \(\rho\) and show that the results presented here are robust under reasonable choices of \(\rho\).

According to the condition in equation 3 bins in which the difference in \(a_{\text{LIV}}\) and \(a_{\text{LI}}\) are larger than the statistical uncertainty of the measured flux are discarded in the reconstruction of the intrinsic spectrum. Only points satisfying the condition are used to calculate the intrinsic spectrum. These points can be safely deattenuated using \(a_{\text{LI}}\) (analysis step I) to calculate the intrinsic flux at the source avoiding the introduction of spurious LIV signal.

We modeled the intrinsic spectrum at the source by a simple power law and by a power law with an exponential cutoff (analysis step II). As shown in Appendix B2 the data are better described when a power law with an exponential cutoff:

\[
J_{\text{int}}(E) = A \left( \frac{E}{E_0} \right)^{-\Gamma} e^{-E/E_{\text{cut}}},
\]

where the normalization \(A\), the spectral index \(\Gamma\) and the energy cutoff \(E_{\text{cut}}\) are free parameters. \(E_0\) is a reference energy taken to be \(E_0 = 1 \text{ TeV}\). The best fitted parameters \((A, \Gamma\) and \(E_{\text{cut}}\)) and its one sigma statistical uncertainties are considered in the next step of the analysis.

The fitted intrinsic spectra are propagated back to Earth under the assumption of LIV (analysis step III). The calculated energy spectra on Earth is defined as:

\(J_{\text{cal}} = a_{\text{LIV}} \times J_{\text{int}}\) for several LIV energy scales. We varied \(E^{(1)}_{\text{LIV}}\) from \(4 \times 10^{27} \text{ eV} \) to \(10^{30} \text{ eV}\) in log steps of 0.0041 and \(E^{(2)}_{\text{LIV}}\) from \(2 \times 10^{20} \text{ eV} \) to \(10^{22} \text{ eV}\) in log steps of 0.0041. Note that the LI scenario corresponds to \(E^{(n)}_{\text{LIV}} \rightarrow \infty\). The most important experimental feature in the measured energy spectrum is the energy resolution of the detection. We have considered an energy resolution of 10%. Each bin in \(J_{\text{cal}}\) was smeared by a Gaussian with width equal to 10% of the bin energy using a forward-folding technique. In Appendix B3 we tested other values of the energy resolution and show that the
conclusions presented here are not changed if reasonable values of the energy resolution are considered.

At this point in the analysis, for each of the 18 measured spectra we have calculated several \( J_{\text{cal}} \) spectra covering (a) many \( E_{\text{LIV}}^{(n)} \) values and (b) many possibilities of intrinsic spectra inside the one sigma uncertainty of the best fitted values. Each one of these \( J_{\text{cal}} \) spectra is finally compared to the measured \( J_{\text{meas}} \) spectra using a log-likelihood statistical test (analysis step IV). In this test, all measured points in the energy spectra are used. For each \( E_{\text{LIV}}^{(n)} \), the log-likelihood value (2\( \mathcal{L} \)) of all 18 spectra are summed. It is only here that all 18 spectra contribute together to limit one value of \( E_{\text{LIV}}^{(n)} \). Upper limits in the measured flux have also been used in the log-likelihood calculation and they play a very important role in limiting the recovery of the LIV flux.

Without loss of generality, we have chosen to analyze only the two limiting cases within the one sigma uncertainty best fitted parameters of the intrinsic spectra. We show only the bracketing solutions of the intrinsic spectra which have the lowest and highest values of 2\( \mathcal{L} \). We named these solutions LIV-disfavored and LIV-favored, respectively. The variation of 2\( \mathcal{L} \) with \( E_{\text{LIV}}^{(n)} \) determines the presence of a LIV signal or the LIV energy scale limits as analyzed in details in the next section.

IV. NEW LIV LIMITS

Figure 3 shows the variation of the log-likelihood value with \( E_{\text{LIV}}^{(n)} \) for \( n = 1 \) and \( n = 2 \) for LIV-disfavored and LIV-favored cases. The discontinuity in one curve in Fig. 3 is a consequence of the analysis procedure explained in the last section. The discontinuity is caused by the inclusion of an extra point in the fiducial LI region when the \( E_{\text{LIV}}^{(n)} \) moves upwards. The minimum log-likelihood value (\( \mathcal{L}_{\text{min}} \)) was found when the maximum \( E_{\text{LIV}}^{(n)} \) is considered. The tendency of 2(\( \mathcal{L} - \mathcal{L}_{\text{min}} \)) in Fig. 3 shows the log-likelihood difference vanishing with \( E_{\text{LIV}}^{(n)} \) \( \rightarrow \infty \) which corresponds to the LI case. In conclusion, the data set formed by the 18 energy spectra considered here is best described by a LI model.

Thus, it is possible to impose limits on the LIV energy scale. The LIV model corresponding to a given \( E_{\text{LIV}}^{(n)} \) can be excluded with a confidence level (CL) given by \( \sigma = \sqrt{2(\mathcal{L} - \mathcal{L}_{\text{min}})} \) as shown by the dashed horizontal lines in Fig. 3. Table I shows the limits imposed by this analysis for \( E_{\text{LIV}}^{(1)} \) and \( E_{\text{LIV}}^{(2)} \) with 2\( \sigma \), 3\( \sigma \) and 5\( \sigma \) CL. We show the limits for most conservative scenario based on the LIV-favored case.

Figure 4 compares the LIV energy scale limits presented in this work with the best limits in the literature: (a) the best limits from spectral analysis of a single TeV source imposed by the Markarian 501 measurements from HESS and FACT [30 57], (b) the best limits from spectral analysis of multiple TeV sources [31], and (c) the best limits from time delay analysis of gamma-ray bursts (GRB) imposed by the GRB090510 measurements from MAGIC [41]. The limits imposed in this work are at least 3 times better than the ones presented in previous works.

The comparison between the results presented here and limits obtained from the nonobservation of ultra-high-energy (UHE) photons is not straightforward. LIV limits imposed with TeV gamma rays and UHE photons are independent and complementary analysis. Some analysis using upper limits on UHE photon flux are more constraining than the TeV gamma-ray limits shown here, however they are strongly dependent on the astrophysical assumptions considered [35].

V. CONCLUSIONS

In this work, we propose a new analysis procedure for searching LIV signatures using multiple TeV measured energy spectra. The analysis method developed here includes (a) a procedure to select the relevant measured spectra and (b) a procedure to select which bins in each measured energy spectrum should be considered to calculate the intrinsic energy spectrum of the source. Both selections minimized the systematic bias of the analysis and allowed us to obtain a very robust result irrespective of the issues which traditionally penalized the LIV studies, such as (a) poor knowledge of the EBL, (b) large un-
Figure 4. Comparison of the best limits imposed on the LIV energy scale. Left panel for \( n = 1 \) and right panel for \( n = 2 \). Shades of blue and green correspond to 2, 3 and 5 \( \sigma \) CL. Only the most conservative limits of our analysis are shown corresponding to the LIV-favored case. This work and Biteau and Williams’s 15 are based on multiple sources (MultiSrc), the latter of which are translated to the photon sector and to the quadratic term. The other limits are based on specific measurement of one source as appointed.

Throughout the paper we consider only subluminal LIV in the photon sector to allow the comparison with a large set of previous studies. If LIV in the electron sector is also considered (pair-production), the LIV parameter \( 1/E_{LIV} \) becomes a linear combination of the LIV contributions from the different particle species \[32\]. In the most common scenario, photons dominate over electrons, and the derived results in this work remain the same. In the second most common scenarios, LIV is universal for photons and electrons, and a factor of \( 1/(1-1/2^n) \) should be considered in the final results \[67\]. The superluminal propagation of photons is not considered in the paper because its consequences would require a specific data analysis, probably different from the one used in this paper.

We applied this analysis method to the most updated gamma-ray TeV data set. We considered 111 measured energy spectra from 38 sources; only 18 measured spectra from 6 sources were shown to significantly contribute to restricting the LIV energy scale beyond the current limits. We conclude that the data set is best described by LI assumption and we impose strict limits to the LIV energy scale. Figure 4 summarizes the results. At 5\( \sigma \) exclusion CL, the LIV energy scale limits imposed here are 3.3 times better than the best limits from previous TeV spectra analysis and 3.6 times better than the best limits from previous time delay analysis.
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Appendix A: Selected spectra

This section contains the list of sources used in this analysis.

| Source | Redshift | Experiment | Spectrum | Reference |
|--------|----------|------------|----------|-----------|
| HEGRA  | 1999-2000| HESS 2000  | 2000-2001| [45]      |
| Markarian 421 | 0.031 | VERITAS 2006-2008 (low) | 2006-2008 (mid) | [50] |
| TACTIC | 2005-2006| TACTIC 2005-2006 | 2009-2010 | [52] |
| Markarian 501 | 0.034 | ARGO-YBJ 2008-2011 | 2011 (flare) | [54] |
| H 1426+428 | 0.129 | HESS 2014 (flare) | 2014 (flare) | [52] |
| 1ES 1959+650 | 0.048 | Whipple 2002 (flare) | 2002 (low) | [56] |
| 1ES 0229+200 | 0.1396 | HESS 2005-2006 | 2010-2011 | [59] |
| 1ES 0347-121 | 0.188 | VERITAS 2006 | [60] |

Table II. List of spectra 18 spectra from 6 sources out of the 111 spectra from 38 sources that fulfill the selection criteria according to the procedure proposed in the paper. Columns show the name and redshift of the source, the experiment that measured the spectra and a specification of the measured spectrum as in the original publication shown as reference in the last column.
Appendix B: Evaluation of the systematic effects and of the limitations of this analysis

In this section, we evaluate the influence of systematic effects and of the limitations of this analysis in the conclusions of the work. We compare different possible choices to the benchmark model presented in Sec. IV. The main sources of systematics and limitations of the analysis are

- Choices of the EBL models;
- Model of the intrinsic spectrum;
- Energy resolution;
- Selection of spectra;
- Selection of energy bins to be used in the calculation of the intrinsic energy spectra.

The three first items are common to all LIV analysis based on the propagation of TeV gamma rays. The last two items are particular to the method proposed here. Below, we show the impact of different choices in the results.

1. EBL models

The uncertainties in the EBL spectrum are still large [31, 46]. The reference model (Franceschini [43]) was chosen to allow the direct comparison of our results with previous works. At least two other EBL models are also used in the literature: Dominguez [46] and Gilmore [45]. We repeated our analysis using these two models and the results are shown in Fig. 5 and in Table III. The same overall behavior of the log-likelihood curves is obtained and the numerical values of $E^{(n)}_{\text{LIV}}$ at the same confidence level are compatible to the reference analysis.

|           | Franceschini | Dominguez | Gilmore |
|-----------|--------------|-----------|---------|
| $E^{(1)}_{\text{LIV}}$ [$10^{28}$ eV] | 12.08 | 9.14 | 5.73 | 6.85 | 5.62 | 4.17 | 14.89 | 9.80 | 4.74 |
| $E^{(2)}_{\text{LIV}}$ [$10^{21}$ eV] | 2.38 | 1.69 | 1.42 | 1.56 | 1.40 | 1.14 | 2.17 | 1.78 | 1.31 |

Table III. Limits on the LIV energy scale imposed by this work for different EBL models.

2. Model of the intrinsic spectrum

We evaluate here the choice of a power law with an exponential cutoff (PLEC) to model the intrinsic spectrum of the sources. This functional shape is motivated by acceleration theory of particles in the source which generate the gamma-ray flux. We test its possible bias by repeating the fit with a simple power law (PL) function. Figure 6 shows the resulting log-likelihood profile using each parametrization and Fig. 7 shows the distribution of $\chi^2$/NDF for the reconstructed spectra using both the PL and the PLEC parametrizations.

The spectra are better reconstructed using the PLEC parametrization, with a mean $\chi^2$/NDF of 1.12 and a standard deviation of 0.92, while the PL results in a mean $\chi^2$/NDF of 2.04 with a standard deviation of 3.09. The limits using the PLEC parametrization are also more conservative. The PLEC parametrization contemplates a wider range of possibilities for the bins not used in the reconstruction, including the simple power law. Therefore, using a simple power law for the intrinsic spectra could bias the analysis due to both a bad reconstruction and assuming the behavior of the most energetic bins, where LIV effects emerge.

3. Energy resolution

The reference analysis considers an energy resolution of 10%. We evaluate the effect of this choice by repeating the analysis with energy resolutions of 0%, 15% and 20%. The log-likelihood test is shown in Fig. 8. The difference is small for energy resolutions of 10%, 15% and 20%. If perfect energy reconstruction is considered (energy resolution 0%) the analysis bias the results towards a LIV signal. This happens because the bin migration induced by the resolution artificially increases the flux at the highest energies, which mimics the LIV effect.
4. Selection of spectra

The selection procedure presented in the paper chose a subset of 18 measured spectra from 6 sources to be considered in our analysis as is shown in Fig. 9 by the red star. We tested the effect of including other measured spectra in the final result. We arbitrarily included the next 11 spectra from 3 sources in the data analysis shown as blue circles in Fig. 9 and listed in Table IV. The original data set used in III is named here data set A and previously listed in Table II. The 29 spectra composed by the original 18 plus 11 arbitrarily added to explore the systematics is named data set B. The corresponding log-likelihood test of the two data sets A and B is shown in Fig. 10. The curves overlap, we show data set B as blue points for visualization purpose. There was no significant change in the results by adding the extra 11 spectra which proves the efficiency of the selection procedure proposed in the Sec. III of the paper.

| Source           | Redshift | Experiment | Spectrum               | Reference |
|------------------|----------|------------|------------------------|-----------|
| Markarian 421    | 0.031    | VERITAS    | 2006-2008 (highC)      | [50]      |
|                  |          |            | 2006-2008 (very_high)  | [50]      |
|                  |          | ARGO-YBJ   | 2007-2010 (flux 1)     | [61]      |
|                  |          | ARGO-YBJ   | 2007-2010 (flux 3)     | [61]      |
|                  |          | ARGO-YBJ   | 2007-2010 (flux 4)     | [61]      |
| 1ES 2344+514     | 0.044    | Whipple    | 1995 (b)               | [62]      |
|                  |          | VERITAS    | 2007-2008 (low)        | [63]      |
|                  |          |            | 2007-2015              | [64]      |
| 1ES 1959+650     | 0.048    | VERITAS    | 2007-2011              | [65]      |
|                  |          |            | 2015                   | [66]      |
|                  |          |            | 2016                   | [66]      |

Table IV. List of spectra added in this section to evaluate the influence of the spectra choice in the procedure proposed in the paper. Columns show the name and redshift of the source, the experiment that measured the spectra and a specification of the measured spectrum as in the original publication shown as reference in the last column.
reconstruction any energy bin for which the difference between the LI and the LIV attenuation is larger than the error in the measured flux. We evaluate here the systematic effect in the results derived from the choice of $\rho = 1$. We repeated the analysis considering $\rho = 3$ and $\rho = 5$. The $\rho$ parameter sets the tolerance for the difference between LI and LIV attenuations. The number of bins used to reconstruct the intrinsic spectrum increases with $\rho$.

Figure 11 shows the log-likelihood test using $\rho = 1$, $\rho = 3$ and $\rho = 5$. The test confirms that the overall shape of the log-likelihood curves does not depend on the choice of $\rho$. If the curves overlap, points were used to plot continuous functions for visualization purpose. Most important, this test shows that $\rho = 1$ leads to the most conservative LIV limit and that previous analysis which did not take into account this selection might have overestimated the LIV limit.

Figure 10. Log-likelihood value as a function of the LIV energy scale for $n = 1$. The red and blue lines show the results using data sets A and B, respectively. Both lines overlap. The horizontal dashed lines represent the 1, 2, 3, 4 and 5σ confidence levels.

5. Selection of bins in each measured spectrum

The energy region used to reconstruct the intrinsic spectrum was defined in equation \( \mathcal{R} \) and depends on the factor $\rho$. The reference results were obtained using $\rho = 1$ which means we excluded from the intrinsic spectrum

Figure 9. Distance as a function of energy for which $a_{LIV}/a_{LI} > 1.1$ are shown as dashed lines for several $E_{LIV}^{(1)}$ values. Black crosses, blue circles and the red stars show the distance and $E_{\text{max}}$ of all 111 measured energy spectra studied in this work. Reference data set A is composed by the red stars. Data set B analyzed in this section is composed of blue circles and red starts.

Figure 11. Log-likelihood value as a function of the LIV energy scale for $n = 1$. Left plot shows the LIV-favored case and the right plot shows the LIV-disfavored case. The colored lines show the results for different values of $\rho$. The horizontal dashed lines represent the 1, 2, 3, 4 and 5σ confidence levels.
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