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Abstract

A key challenge in solving the deterministic inverse reinforcement learning (IRL) problem online and in real-time is the existence of multiple solutions. Nonuniqueness necessitates the study of the notion of equivalent solutions, i.e., solutions that result in a different cost functional but same feedback matrix, and convergence to such solutions. While offline algorithms that result in convergence to equivalent solutions have been developed in the literature, online, real-time techniques that address nonuniqueness are not available. In this paper, a regularized history stack observer that converges to approximately equivalent solutions of the IRL problem is developed. Novel data-richness conditions are developed to facilitate the analysis and simulation results are provided to demonstrate the effectiveness of the developed technique.

1 Introduction

This paper concerns recovery of the cost functional being optimized by an expert through observation of their input-output behavior. The expert is assumed to be controlling a deterministic dynamical system. The controller being implemented by the expert is assumed to be optimal with respect to an unknown cost functional. The objective of the learner is to estimate the cost functional using measurements of the experts inputs and outputs. Cost functional estimation techniques are studied in the literature under the umbrella of inverse reinforcement learning [16]. While IRL typically includes utilization of the estimated
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cost functionals for behavior imitation using (forward) reinforcement learning, the scope of this paper is limited to cost functional estimation.

IRL methods are often utilized to teach an autonomous system a specific task in an offline environment by observing repeated performance of the same task by the expert [13][6][14][16][18][26]. While effective, IRL techniques are generally offline, computationally complex, require multiple trajectories or several iterations over one trajectory, and require a greater amount of data than is readily available in real-time (online) applications. The aforementioned limitations are addressed in results such as [2][4][19] where online IRL methods that utilize a single iteration over one continuous trajectory are developed to learn the cost functional of the expert. New techniques to solve the IRL problem up to a scaling factor through non-cooperative linear quadratic differential games are also developed in [7] and [8].

Results such as [2][4][8][19] (implicitly or explicitly) assume that the IRL problem admits a unique solution. Since IRL problems generally admit multiple linearly independent solutions [9][10], the uniqueness assumption is restrictive. Non-uniqueness is studied in results such as [9], where procedures to determine equivalent cost functionals are developed. It is also shown that IRL problems with multiple solutions arise naturally in state space models that have a product structure (see [10]). Many real-world systems have a product structure, either in the original model or in the linearized model. For example, linearized dynamics of aerospace vehicles have a product structure due to separation of longitudinal and lateral dynamics [10]. The study of IRL problems that admit multiple solutions is thus indispensable in real-world applications.

The IRL methods recently developed in results such as [3][15][25] study nonuniqueness of solutions to IRL problems and guarantee convergence to the set of equivalent solutions. In [3][25] the IRL problem is solved in an offline setting as opposed to the online and real-time problem under consideration in this paper. In results such as [3][15] equivalent solutions for the state penalty matrix are identified, using measurements of only the control input of the expert. However, these results do not estimate the control penalty of the expert. The technique developed in this paper requires more information than [3][15] (measurements of the control input and the output of the expert), but in contrast with [3][15], the entire cost functional of the expert, including state and control penalties, is estimated.

Motivated by [19], the method developed in this paper identifies an equivalent cost functional for the expert given measurements of the control input and the output of the expert in an observer framework. Specifically, the History Stack Observer (HSO) from [19], originally designed under the uniqueness assumption, is extended to IRL problems that admit multiple solutions. The re-designed HSO is a true extension of the HSO from [19] in the sense that it identifies the true cost functional of the expert, up to a scaling factor, if the IRL problem has a unique solution. While nonuniqueness is studied in the observer context in [24], the definition of equivalence used in this paper is stronger than the one in [24]. As a result, the analysis that proves convergence to equivalent solutions is more involved than the analysis in [24]. In addition, the practically
relevant case of convergence to approximately equivalent solutions is studied in this paper.

This article extends the IRL HSO in [19] to problems where the observed trajectories can be optimal with respect to multiple cost functionals. A learner with access to the state space model, controller input, and measurement data reconstructs an equivalent cost functional of an expert. Since recovery of the true cost functional cannot be expected in such problems, analysis of the error between the estimated cost functional and the true cost functional, as done in [19], is no longer useful. In this paper, a novel analysis approach that guarantees convergence of the learned solution to a neighborhood of an equivalent solution is developed. Under sufficient data informativity conditions, a new equivalence metric is designed such that convergence of the equivalence metric to zero implies convergence to an equivalent solution. The developed modification to the HSO is inspired by ridge regression, but has a surprising convergence property. Under ideal conditions (no noise and persistently exciting regressor), the convergence is exact, as opposed to ridge regression, where the solutions are off by a factor proportional to the regularization coefficient.

2 Problem Formulation

The system being controlled by the expert is assumed to be a linear system of the form

\[ \dot{x}(t) = Ax + Bu, \]  

with output

\[ y = Cx(t), \]  

where the state is \( x \in \mathbb{R}^n \) and the control input is \( u \in \mathbb{R}^m \). The system matrices are given as \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \), and the output and output matrix are given as \( y \in \mathbb{R}^L \) and \( C \in \mathbb{R}^{L \times n} \) respectively.

The expert is assumed to implement an optimal controller that optimizes the cost functional

\[ J(x_0, u(\cdot)) = \int_0^\infty (x(t)\top Q x(t) + u(t)\top R u(t)) \, dt, \]  

where \( x(\cdot) \) is the system trajectory under the optimal control signal \( u(\cdot) \) and starting from the initial condition \( x_0 \), \( Q \in \mathbb{R}^{n \times n} \) is an unknown positive semi-definite matrix, and \( R \in \mathbb{R}^{m \times m} \) is an unknown positive definite matrix. The following assumption ensures that the IRL problem is well-posed.

**Assumption 1.** The pair \((A, B)\) is stabilizable and the pairs \((A, C)\) and \((A, \sqrt{Q})\) are detectable.

Stabilizability of \((A, B)\) and detectability of \((A, \sqrt{Q})\) is needed for the optimal controller to exist and detectability of \((A, C)\) guarantees the existence of a matrix \( L \) such that \( A - LC \) is Hurwitz [5, Lemma 21.1]. Under Assumption 1, the policy of the expert is given by \( u = K_{Ep} x \), where \( K_{Ep} \in \mathbb{R}^{m \times n} \) is obtained.
by solving the algebraic Riccati equation (ARE) corresponding to the optimal control problem described by the system in (1) and the cost functional in (3).

The learning objective is to estimate, online and in real-time, the unknown matrices in the cost functional using knowledge of the system matrices, $A$, $B$, and $C$, and input-output data. Generally, for a system $(A, B, C)$, a given set of input-output trajectories is optimal with respect to multiple cost functionals. As a result, the true cost functional cannot generally be estimated from data. Instead, an equivalent solution to the IRL problem is sought (see Definition 2 and [25]).

While the HSO in [19] is an effective technique to solve the IRL problem online and in real-time, the analysis focuses on the error between the true cost functional matrices and their estimates, and as such, implicitly assumes uniqueness of solutions. As such, the method in [19] cannot be applied to a large class of IRL problems that admit multiple solutions. In this paper, the HSO is extended to be applicable to IRL problems that admit multiple solutions. While the extension is similar to the regularization used in ridge regression, the fact that the error between the true cost functional matrices and the obtained estimates can no longer be used as a metric to gauge quality of the estimates necessitates the development of a novel analysis approach.

3 Nonuniqueness and the History Stack Observer

To facilitate the discussion, this section provides a brief summary of the HSO developed in [19] and highlights the key problem that is resolved in this paper.

3.1 Equivalent Solutions and Equivalence Metric

If the state and control trajectories of the system are optimal with respect to the cost functional in (3) and Assumption 1 is met, then there exists a matrix $S$ such that for all $t \geq 0$, the matrices $Q$, $R$, $A$, and $B$, and the optimal trajectories $x(\cdot)$ and $u(\cdot)$ satisfy the Hamilton-Jacobi-Bellman (HJB) equation

$$x^\top(t)(A^\top S + SA - SB R^{-1} B^\top S + Q)x(t) = 0, \tag{4}$$

and the optimal control equation

$$u(t) = u^*(x(t)) := -R^{-1} B^\top S x(t). \tag{5}$$

The feedback matrix of the expert is then given by $K_{Ep} = R^{-1} B^\top S$. The HJB equation and the optimal control equation facilitate the definition of an equivalent solution.

**Definition 2.** A solution $(\hat{Q}, \hat{S}, \hat{R})$ is called an equivalent solution of the IRL problem if it satisfies the ARE $A^\top \hat{S} + \hat{S}A - \hat{S}BR^{-1}B^\top \hat{S} + \hat{Q} = 0$ and optimization of the performance index $J$, with $Q = \hat{Q}$ and $R = \hat{R}$, results in
the same feedback matrix as the one utilized by the expert, that is, \( \hat{K}_P := \hat{R}^{-1}B^\top \hat{S} = \hat{K}_E P \).

Given an estimate \( \hat{x} \) of the state \( x \), a measurement of the control signal, \( u \), and estimates \( \hat{Q}, \hat{R}, \) and \( \hat{S} \) of \( Q, R, \) and \( S \), respectively, \( \text{(6)} \) and \( \text{(5)} \) can be evaluated to develop an observation error that evaluates to zero if the state estimates are correct and \( (\hat{Q}, \hat{R}, \hat{S}) \) is an equivalent solution. The observation error is then used to improve the estimates by framing the IRL problem as a state estimation problem. The rest of this subsection is borrowed from \[19\] and is included here for completeness.

To facilitate the observer design, equations \( \text{(4)} \) and \( \text{(5)} \) are linearly parameterized as

\[
0 = 2\sigma_{R2}(u)W_R^* + B^\top (\nabla_x \sigma_S(x))^\top W_S^*, \\
0 = \nabla_x ((W_S^*)^\top \sigma_S(x)) (Ax + Bu) + (W_Q^*)^\top \sigma_Q(x) + (W_R^*)^\top \sigma_{R1}(u),
\]

where \( x^\top Sx = (W_S^*)^\top \sigma_S(x) \), \( x^\top Qx = (W_Q^*)^\top \sigma_Q(x) \), \( u^\top Ru = (W_R^*)^\top \sigma_{R1}(u) \), and \( Ru = \sigma_{R2}(u)W_R^* \), where \( [W_S^\top, W_Q^\top, W_R^\top]^\top \in \mathbb{R}^{p_3} \times \mathbb{R}^{p_2} \times \mathbb{R}^M \) are the ideal weights with \( P_S, P_Q, \) and \( M \) being the number of basis functions in the respective linear parameterization. The ideal weights are given by

\[
W_S^* = \left[ S_{11}, S_{11}^{-1}, S_{22}, S_{22}^{(-2)}, \ldots, S_{n-1}^{(-1)}, S_{nn} \right]^\top \]

\[
W_Q^* = \left[ Q_{11}, Q_{22}^{(-1)}, Q_{22}^{(-2)}, \ldots, Q_{n-1}^{(-1)}, Q_{nn} \right]^\top \]

\[
W_R^* = \left[ R_{11}, R_{22}^{(-1)}, R_{22}^{(-2)}, \ldots, R_{n-1}^{(-1)}, R_{nn} \right]^\top
\]

The basis functions are given by

\[
\sigma_S(x) = \sigma_Q(x) := [x_1^2, 2x_1x_2, 2x_1x_3, \ldots, 2x_1x_n, x_2^2, 2x_2x_3, 2x_2x_4, \ldots, x_{n-1}^2, 2x_{n-1}x_n, x_n^2]^\top,
\]

\[
\sigma_{R1}(u) := [u_1^2, 2u_1u_2, 2u_1u_3, \ldots, 2u_1u_m, u_2^2, 2u_2u_3, 2u_2u_4, \ldots, u_m^2, 2u_{m-1}u_m, u_m^2]^\top,
\]

\[
\sigma_{R2}(u) = \left[
\begin{array}{cccc}
\begin{bmatrix} u^\top \\ u_1 e_m^2 \end{bmatrix} & 0_{1 \times m-1} & 0_{1 \times m-2} & \cdots & 0 \\
0_{1 \times m-1} & 0_{1 \times m-2} & \cdots & 0 \\
0_{1 \times m-2} & \cdots & \cdots & \cdots & \cdots \\
0_{1 \times m-2} & \cdots & \cdots & \cdots & \cdots \\
\end{array}
\right].
\]

In \( \text{(8)} \), \( u^{(-j)} \) denotes the vector \( u \) with the first \( j \) elements removed, \( e_i^j \) denotes a row vector of size \( j \), with a one in the \( i \)-th position and zeros everywhere else.
Using the estimates $\hat{W}_S$, $\hat{W}_Q$, and $\hat{W}_R$ for $W_S^*$, $W_Q^*$, and $W_R^*$, respectively, in (6) and (7), a control residual error and an inverse Bellman error are defined as

$$\Delta_\nu := 2\sigma_{R2}(u)\hat{W}_R + B^T(\nabla_x \sigma_S(x))^\top \hat{W}_S \quad \text{and}$$

$$\delta' := \nabla_x \left((\hat{W}_S)^\top \sigma_S(x)\right)(Ax + Bu) + (\hat{W}_Q)^\top \sigma_Q(x) + (\hat{W}_R)^\top \sigma_{R1}(u).$$

The scaling ambiguity inherent in linear quadratic optimal control, which is apparent in the fact that $W' = [W_S^*, W_Q^*, W_R^*]^\top = 0$ is a solution of (6) and (7), is resolved, without loss of generality, by assigning an arbitrary value to one element of $W'$. Selecting the first component of $\hat{W}_R$ to be equal to $r_1 > 0$ and removing it from the weight vector $W'$ in (6) and (7) yields scale-aware definitions of the control residual error and the inverse Bellman error, given by

$$(\delta, \Delta_\nu) = \begin{bmatrix} \sigma_\delta(x, u) & \hat{W}_S \\ \sigma_{\Delta\nu}(x, u) & \hat{W}_R \end{bmatrix} \begin{bmatrix} \hat{W}_Q \\ \hat{W}_R \end{bmatrix} + \begin{bmatrix} u_1^2 \delta_1 \\ 2 u_1 r_1 \\ 0_{m-1 \times 1} \end{bmatrix},$$

where $\hat{W}_R^-$ is a copy of $\hat{W}_R$ with the first element removed, $\sigma_\delta$ is a copy of $[(Ax + Bu)^T (\nabla_x \sigma_S(x))^T, \sigma_Q(x)^T, \sigma_{R1}(u)^T]$, with the $(P_S + P_Q + 1)$–th element removed, and $\sigma_{\Delta\nu}$ is a copy of $[B^T (\nabla_x \sigma_S(x))^T, 0_{m \times P_Q}, 2 \sigma_{R2}(u)]$, with the $(P_S + P_Q + 1)$–th column removed. In this paper, the error system in (11) is used as an equivalence metric to develop an observer-based IRL method. The following section provides a brief overview of the observer developed in [19].

### 3.2 The History Stack Observer

Pairing the innovation $y - C \hat{x}$ with the inverse bellman error and control residual error from (11) yields the observation error $\omega = \begin{bmatrix} C \hat{x} \\ \Sigma_u \end{bmatrix} - \begin{bmatrix} C \hat{x} \\ \Sigma \hat{W} \end{bmatrix}$, where $W = [W_S^T, W_Q^T, (\hat{W}_R^-)^T]^T$,

$$\Sigma := \begin{bmatrix} \sigma_\delta(\hat{x}(t_1), u(t_1)) & \vdots \\ \sigma_{\Delta\nu}(\hat{x}(t_1), u(t_1)) \\ \vdots \\ \sigma_\delta(\hat{x}(t_N), u(t_N)) & \sigma_{\Delta\nu}(\hat{x}(t_N), u(t_N)) \end{bmatrix}, \quad \text{and} \quad \Sigma_u := \begin{bmatrix} -u_1^2(t_1) \delta_1 \\ -2 u_1(t_1) \delta_1 \\ 0_{m-1 \times 1} \\ \vdots \\ -u_1^2(t_N) \delta_1 \\ -2 u_1(t_N) \delta_1 \\ 0_{m-1 \times 1} \end{bmatrix}.$$  

Using the observation error, the history stack observer is designed in [19] as

$$\begin{bmatrix} \dot{\hat{x}} \\ \dot{\hat{W}} \end{bmatrix} = \begin{bmatrix} A \hat{x} + B u \\ 0_{P_S + P_Q + M-1} \end{bmatrix} + K \begin{bmatrix} C \hat{x} \\ \Sigma_u \end{bmatrix} - \begin{bmatrix} C \hat{x} \\ \Sigma \hat{W} \end{bmatrix},$$  

where $K$ is a gain matrix. Throughout the paper, $\hat{\Sigma}_t$ is used to denote the size of the observation error at time $t$. For the ease of calculation, let $\hat{\Sigma}(t) := \hat{\Sigma}(t) + \hat{\Sigma}(t-1)$ and $\hat{\Sigma}(t-1) := \hat{\Sigma}(t-1) - \hat{\Sigma}(t)$.
where the gain $K$ is selected as

$$K := \begin{bmatrix} K_3 & 0_{n \times N + N m} \\ 0_{P_S + P_Q + M - 1 \times L} & K_4 (\hat{\Sigma}^\top \hat{\Sigma})^{-1} \hat{\Sigma}^\top \end{bmatrix},$$

(13)

where $K_3$ is selected so that $A - K_3 C$ is Hurwitz, and $K_4$ is scalar multiple of an identity matrix of size $P_S + P_Q + M - 1$. To facilitate the analysis, let $\Sigma$ be a copy of $\hat{\Sigma}$ where the state estimates are replaced by their true values and let $W^* := (r_1/W_R^+(1)) [W_S^+, W_Q^+, (W_R^{-*})^\top]^\top$, where $W_R^{-*}$ denotes $W_R^*$ with the first element, $W_R^+(1)$, removed.

The matrices $\hat{\Sigma} \in \mathbb{R}^{N(m+1) \times (m+1)}$ and $\Sigma_u \in \mathbb{R}^{N(m+1)}$ are constructed using the dataset $\{(\hat{\mathbf{x}}(t_i), u(t_i))\}_{i=1}^N$, recorded at time instances $\{t_1, \ldots t_N\}$, with $N \geq P_S + P_Q + M - 1$. The dataset is referred to hereafter as a history stack. To ensure convergence of the weights, updated using (12), to an equivalent solution (see Theorem 7 below), the history stack is recorded using a condition number minimization algorithm. At any time, two separate history stacks, $H_1$ and $H_2$ are maintained. The history stack $H_1$ is used to compute the matrices $\hat{\Sigma}$ and $\Sigma_u$ in (12) and $H_2$ is populated with current state estimates and control inputs.

Both history stacks are initialized as zero matrices of the appropriate size. As state estimates become available, they are added, along with the corresponding control input, to $H_2$, at a predetermined time interval until $H_2$ is full. After $H_2$ is full, any newly available state estimates are selected to replace existing state estimates in $H_2$ if the condition number of $\hat{\Sigma}^\top \hat{\Sigma}$, calculated using the post-replacement history stack, is smaller than the condition number of $\hat{\Sigma}^\top \hat{\Sigma}$ before the replacement. Once the data in $H_2$ are such that the condition number of $\Sigma^\top \Sigma$ is lower than a user-selected threshold, and a predetermined amount of time has passed since the last update of $H_1$, we set $H_1 = H_2$ and purge $H_2$ by setting it back to a zero matrix. Due to the purging algorithm, the time instances $t_i$ corresponding to the data stored in the history stack $H_1$ are piecewise constant functions of time.

The IRL method developed in this paper requires that the behavior of the expert is optimal, which implies that $u(t) = K_{E_p} \hat{x}(t)$ for all $t$. Since the true values of the state are not accessible, $K_{E_p} \hat{x}(t_i(t)) - u(t_i(t))$ cannot be expected to be equal to 0 for the data points stored in the history stack $H_1$. This discrepancy between $K_{E_p} \hat{x}(t_i(t))$ and $u(t_i(t))$ results in inaccurate estimates of equivalent solutions. Since the state estimates converge to the true state exponentially, the purging process described above ensures that the discrepancy $\max_{i=1, \ldots, N} \|K_{E_p} \hat{x}(t_i(t)) - u(t_i(t))\|$ is bounded by an exponentially decaying envelope, and so is the resulting inaccuracy in the estimation of an equivalent solution.
4 Regularized History Stack Observer for IRL Problems with Multiple Solutions

Due to purging and improved state estimates, \( \hat{\Sigma} \) being full rank implies that \( \Sigma \) is eventually full rank, and as a result, \( \Sigma W = \Sigma_u \) has a unique solution. As such, the explicit assumption that \( \hat{\Sigma} \) is full rank implies an implicit assumption that the IRL problem admits a unique solution. Lack of uniqueness thus necessitates algorithms that can incorporate a rank-deficient \( \hat{\Sigma} \). To that end, a regularized HSO (RHSO) is developed in this paper where the term \( K_4(\hat{\Sigma}^\top \hat{\Sigma})^{-1} \) is replaced by a generic positive definite matrix to yield

\[
K := \begin{bmatrix}
K_3 & 0_{n \times N + N M} \\
0_{P S + P Q + M - 1 \times L} & K_4 \hat{\Sigma}^\top
\end{bmatrix},
\]

(14)

where \( K_4 \) is a positive definite matrix of dimension \( P_S + P_Q + M - 1 \). In the following lemmas and theorems, it is shown that under a novel informativity condition on the recorded data, the modification above leads to convergence to an equivalent solution when the IRL problem admits multiple solutions and convergence to the true cost functional of the expert, up to a scaling factor, when the IRL problem admits a unique solution. While the modification itself is relatively minor, the above somewhat surprising results are the key contributions of this work. The analysis requires a data informativity condition summarized in Definition 3 below.

**Definition 3.** The signal \((\hat{x}, u)\) is called finitely informative (FI) if there exists a time instance \( T > 0 \) such that for some \( \{t_1, t_2, \ldots, t_N\} \subset [0, T] \),

\[
\text{Span}\{\hat{x}(t_i)\}_{i=1}^N = \mathbb{R}^n, \quad \Sigma_u \in \text{Range}(\hat{\Sigma}), \quad \text{and}
\]

\[
\text{Span}\{\hat{x}(t_i)\hat{x}^\top(t_i)\}_{i=1}^N = \{Z \in \mathbb{R}^{n \times n}|Z = Z^\top\}.
\]

(15)

In addition, for a given \( \epsilon > 0 \), if \( \min\{\text{eig}(XX^\top)\} > \epsilon \) and \( \min\{\text{eig}(ZZ^\top)\} > \epsilon \), where \( X := [\hat{x}(t_1), \ldots, \hat{x}(t_N)] \), \( Z := [\text{uvec}(\hat{x}(t_1)), \ldots, \text{uvec}(\hat{x}(t_N))\hat{x}^\top(t_N)] \) \( \in \mathbb{R}^{n(n+1)/2 \times N} \), and \( \text{uvec}(\hat{x}(t_1)) \in \mathbb{R}^{n(n+1)/2} \) denotes vectorization of the upper triangular elements of the symmetric matrix \( \hat{x}(t_i)\hat{x}^\top(t_i) \in \mathbb{R}^{n \times n} \), then \((\hat{x}, u)\) is called \( \epsilon \)-finitely informative (\( \epsilon \)-FI).

**Remark 4.** The three FI conditions in Definition 3 are utilized in the subsequent analysis to show that as the equivalence metric converges to zero, the corresponding weight estimates converge to an equivalent solution.

1. The condition \( \text{Span}\{\hat{x}(t_i)\}_{i=1}^N = \mathbb{R}^n \) is an excitation-like condition that requires the state estimates stored in the history stack to be linearly independent. This condition is not restrictive in general, however it can fail if the system has trajectories that are confined to a subspace of dimension less than \( n \). This condition can be monitored online by ensuring that the minimum eigenvalue of \( XX^\top \) is strictly positive, and as shown in Fig. 5 it is met in the simulation study.
2. The condition Span \( \{ \hat{x}(t_i)\hat{x}^T(t_i) \}_{i=1}^N = \{ Z \in \mathbb{R}^{n \times n} | Z = Z^T \} \) is a sufficient condition for \( \hat{x}^T(t_i)M\hat{x}(t_i) = 0, \forall i = 1, \ldots , N \) to imply \( M = 0 \). It is not clear how restrictive this condition is, but it can be verified online by ensuring that the minimum eigenvalue of the matrix \( ZZ^T \) defined above is strictly positive. As shown in Fig. 6 this condition is met in the simulation study.

3. The condition \( \Sigma_u \in \text{Range}(\hat{\Sigma}) \) is met provided at least one set of weights \( \hat{W} \) satisfies \( \Sigma_u = \hat{\Sigma}\hat{W} \), and as such, is not restrictive. If the IRL problem has a unique solution, then this condition is trivially met whenever \( N \geq P_S + P_Q + M - 1 \) and \( \hat{\Sigma} \) is full rank. Furthermore, this condition can be verified online using the fact that \( \Sigma_u \in \text{Range}(\hat{\Sigma}) \) is equivalent to \( \hat{\Sigma}^T(\Sigma_u - \hat{\Sigma}\hat{W}) = 0 \). Since the expert is assumed to be optimal, \( \Sigma_u = \Sigma W^* \), and as a result, \( \Sigma_u \in \text{Range}(\Sigma) \). Due to improving state estimates and the purging algorithm, \( \hat{\Sigma} \) converges to \( \Sigma \), and as a result, there exists \( T > 0 \) such that \( \Sigma_u \in \text{Range}(\hat{\Sigma}) \) for all \( t \geq T \). As shown in Fig. 7 this condition is met in the simulation study.

If the optimal trajectories of the expert do not meet the excitation conditions, an excitation signal can be added to the control input of the expert. As long as the excitation signal is known to the learner, the learner can infer the optimal control input of the expert needed to implement the developed RHSO.

Remark 5. In the case of noisy measurements, the feedback gains \( K_3 \) and \( K_4\hat{\Sigma}^T \) in (14) can be replaced by Kalman gains. While empirical evidence suggests that the use of the Kalman gain results in improved performance (see [23, Section 2.3.3]), the stability guarantees in this paper are for deterministic systems with \( K \) selected according to (13). Extension of the developed stability guarantees to the case where the measurements are noisy and \( K \) is the Kalman gain is out of the scope of this paper.

The following technical lemma is needed to prove convergence of the equivalence metric to zero.

**Lemma 6.** If \( \hat{\Sigma} \) and \( \Sigma_u \) satisfy (15), then \( \Omega_\Delta \cap \text{Null}(\hat{\Sigma}^T) = \{ 0 \} \), where \( \Omega_\Delta := \{ \Delta \in \mathbb{R}^{N(m+1)} | \Delta = \Sigma_u - \hat{\Sigma}W, \text{ for some } W \in \mathbb{R}^{P_S + P_Q + M - 1} \} \).

**Proof.** If \( \Delta \in \text{Null}(\hat{\Sigma}^T) \), then \( \hat{\Sigma}^T\Delta = 0 \). In addition, if \( \Delta \in \Omega_\Delta \), then exists a \( \bar{W} \) such that \( \hat{\Sigma}^T(\Sigma_u - \hat{\Sigma}\bar{W}) = 0 \). The FI condition in (15) implies the existence of some \( W' \) such that \( \Sigma_u = \hat{\Sigma}W' \). Therefore, \( \hat{\Sigma}^T(\Sigma_u - \hat{\Sigma}W') = 0 \). As a result, \( \hat{\Sigma}W' - \hat{\Sigma}\bar{W} \in \text{Null}(\hat{\Sigma}^T) \). By definition of the range space, \( \Sigma W' - \hat{\Sigma}\bar{W} \in \text{Range}(\hat{\Sigma}) \). Since \( \text{Range}(\hat{\Sigma}) = (\text{Null}(\hat{\Sigma}^T))^\perp \) \( \cap \text{Null}(\hat{\Sigma}^T) \), \( \Sigma W' - \hat{\Sigma}\bar{W} \in (\text{Null}(\hat{\Sigma}^T))^\perp \cap \text{Null}(\hat{\Sigma}^T) \). Therefore, \( \Sigma W' - \hat{\Sigma}\bar{W} = 0 \), which implies that \( \Delta = 0 \).

Theorem 7 below shows that for given fixed matrices \( \hat{\Sigma} \) and \( \Sigma_u \) that satisfy (15), if the weights \( \hat{W} \) are updated using the update law in (12), then the equivalence metric \( \Delta \) converges to the origin.
Theorem 7. Let $\Delta := \Sigma_u - \Sigma W$. If $\Sigma_u \in \text{Null}(\hat{\Sigma}^\top)^\perp$, the gain $K$ is selected according to (14), and the weights $W$ are updated using the update law in (12), then $\lim_{t \to \infty} \Delta(t) = 0$. In addition if full state information is available (i.e., $\dot{x} = x$ and as a result, $\Sigma = \Sigma$), $\Delta = 0$. Span{$x(t_i)$}$_{i=1}^N = \mathbb{R}^n$, Span{$x(t_i)x(t_i)^\top$}$_{i=1}^N = \{Z \in \mathbb{R}^{n \times n}|Z = Z^\top\}$, and if the matrix $\bar{R}$, extracted from $\bar{W}$, is invertible, then the matrices $Q$, $S$, and $R$, extracted from $\hat{W}$, constitute an equivalent solution of the IRL problem.

Proof. Using the update law in (12), the time-derivative of $\Delta$ can be expressed as

$$\dot{\Delta} = -\hat{\Sigma}K_i\hat{\Sigma}^\top\Delta. \tag{16}$$

Consider the positive definite and radially unbounded candidate Lyapunov function $V : \mathbb{R}^{N(m+1)} \to \mathbb{R}$ defined as

$$V(\Delta) = \frac{1}{2}\Delta^\top\Delta. \tag{17}$$

The orbital derivative of $V$ along the solutions of (16) is given by

$$\dot{V}(\Delta) = -\Delta^\top\hat{\Sigma}K_i\hat{\Sigma}^\top\Delta. \tag{18}$$

Note that all points in null space of $\Sigma^\top$ are equilibrium points of (18). Since $\Sigma^\top$ is not assumed to be full rank, $\text{Null}(\Sigma^\top) \neq \{0\}$. As a result, if $\Sigma^\top$ is not full rank, then the origin cannot be an asymptotically stable equilibrium point of (16). The analysis thus requires the invariance principle.

Since $\Omega_\Delta = \{\Sigma_u\} \ominus \text{Range}(\hat{\Sigma})$, where $\ominus$ denotes the Minkowski difference, it is easy to see that provided (15) holds, $\Omega_\Delta$ is a subspace of $\mathbb{R}^{N(m+1)}$. Indeed, given $\alpha, \beta \in \mathbb{R}$ and $\Delta_1, \Delta_2 \in \Omega_\Delta$, with $\Delta_i = \Sigma_u - \Sigma \hat{W}_i$ for $i = 1, 2$, we have $\alpha\Delta_1 + \beta\Delta_2 = \Sigma_u + (\alpha + \beta - 1)\Sigma_u - \Sigma (\alpha \hat{W}_1 + \beta \hat{W}_2)$. If (15) holds, then $\Sigma_u \in \text{Range}(\hat{\Sigma})$, and as a result, $\alpha\Delta_1 + \beta\Delta_2 \in \Omega_\Delta$. Since $\Omega_\Delta$ is a subspace of a finite dimensional topological space, it is also closed.

If $\Delta_0 \in \Omega_\Delta$ then there exists $\hat{W}_0$ such that $\Delta_0 = \Sigma_u - \hat{\Sigma}\hat{W}_0$. Let $t \mapsto \hat{W}_{\Delta_0}(t)$ be a solution of (12) starting from $\hat{W}_0$ with the interval of existence $\mathcal{I}$. For almost all $t \in \mathcal{I}$, we have $\hat{W}_{\Delta_0}(t) = K_i\hat{\Sigma}^\top(\Sigma_u - \Sigma \hat{W}_{\Delta_0}(t))$, which implies $\frac{d}{dt}(\Sigma_u - \hat{W}_{\Delta_0}(t)) = -K_i\hat{\Sigma}^\top(\Sigma_u - \Sigma \hat{W}_{\Delta_0}(t))$. Letting $\Delta_{\Delta_0} = \Sigma_u - \hat{\Sigma}\hat{W}_{\Delta_0}(t)$, it can be concluded that for almost all $t \in \mathcal{I}$, $\dot{\Delta}_{\Delta_0}(t) = -K_i\hat{\Sigma}^\top\Delta_{\Delta_0}(t)$. That is, $t \mapsto \Delta_{\Delta_0}(t)$ is a solution of (16) on $\mathcal{I}$, starting from $\Delta_{\Delta_0}$. Uniqueness of solutions then implies that $t \mapsto \Delta_{\Delta_0}(t)$ is the only solution of (16) on $\mathcal{I}$ starting from $\Delta_0$. Using continuity of $t \mapsto \Delta_{\Delta_0}(t)$ along with the facts that $\Omega_\Delta$ is closed and $\Delta_{\Delta_0}(t) \in \Omega_\Delta$ for almost all $t \in \mathcal{I}$, it can be concluded that $\Delta_{\Delta_0}(t) \in \Omega_\Delta$ for all $t \in \mathcal{I}$. As a result, $\Omega_\Delta$ is positively invariant with respect to (16).

For any $c > 0$, the sublevel set $\Omega_c := \{\Delta \in \mathbb{R}^{N(m+1)}|V(\Delta) \leq c\}$ is compact. From (18), we conclude that $\Omega_c$ is positively invariant with respect to (16). As a result, $\Omega := \Omega_c \cap \Omega_\Delta$ is also positively invariant with respect to (16). Since $\Omega_c$ is compact and $\Omega_\Delta$ is closed, $\Omega$ is also compact. The invariance principle [12]
As a result, \( \sum \{ \) to satisfy the ARE if \( \Delta = 0 \) and more, with a slight modification of the proof from [20], (\( \hat{M} \) such that \( \Sigma \in \) \( \Omega \) \( \Delta = 0 \) only when \( \Delta \in \) Null(\( \Sigma \)). Furthermore, from Lemma [4] provided \( \Sigma \in \) \( \Omega \), the only \( \Delta \) that can be a member of Null(\( \Sigma \)) \( \Omega \Delta \) is \( \Delta = 0 \). Since the set \( \{0\} \) is positively invariant with respect to (10), it is also the largest invariant subset of \( \{ \Delta \in \Omega \mid V(\Delta) = 0 \} \).

As a result, by the invariance principle, all trajectories that start in \( \Omega \) converge to the origin. Since \( V \) is radially unbounded, \( \Omega \) can be selected to be large enough to include any initial condition in \( \Omega \). Thus, all solutions of (16) that start in \( \Omega \) converge to the origin. In particular, \( \Delta \) converges to zero along the solutions of the update law in (12).

To prove equivalence when \( \Delta = 0 \), the equality \( \hat{M} \) \( \Sigma \) satisfying \( \Delta \) \( \Omega \) such that \( \Sigma \) \( \Omega \) \( \Delta \) \( \Sigma \) is immediate from the construction of \( \Delta \). Further-

\[ \text{Remark 8. The invertibility of } \hat{R} \text{ is needed for } \hat{K}_{\hat{P}} \text{ to be well-defined. While this is difficult to ensure a priori in general, it can be guaranteed in the specific case where } \hat{R} \text{ is diagonal by using a projection operator to ensure that all diagonal elements of } \hat{R} \text{ remain positive. In this case, the weights are updated using the } \]
update law \( \dot{\hat{W}} = \text{Proj} \left( K_4 \hat{\Sigma}^T \Delta \right) \), where \( \text{Proj}(\cdot) \) denotes smooth projection (see Appendix E of [13]) onto the convex set \( \mathbb{R}^{P_0} \times \mathbb{R}^{P_0} \times \mathbb{R}^{m-1}_\geq \), where \( \mathbb{R}^{m-1}_\geq \) denotes the set of \((m-1)\)-dimensional vectors that are element-wise larger than \( \kappa \) and \( \kappa > 0 \) is a lower bound for the diagonal entries of \( \hat{R} \). The resulting Lyapunov derivative is \( \dot{V}(\Delta) = -\Delta^T \hat{\Sigma} \text{Proj} \left( K_4 \hat{\Sigma}^T \Delta \right) \). Invoking Lemma E.1 from [13], it can be concluded that \( \tilde{V}(\Delta) \leq -\Delta^T \hat{\Sigma} K_4 \hat{\Sigma}^T \Delta \). The rest of the analysis then remains unchanged.

Theorem 7 can be used to obtain the final result summarized in the definition and the theorem below.

**Definition 9.** Given \( \varpi \geq 0 \) an \( \varpi \)-equivalent solution of the IRL problem if \( \| \dot{\hat{M}} \| \leq \varpi \), where \( \hat{M} = A^T \hat{S} + \hat{S} A - \hat{S} B \hat{R}^{-1} B^T \hat{S} + \hat{Q} \), and optimization of the performance index \( J \) with \( Q = \hat{Q} \) and \( R = \hat{R} \), results in a feedback matrix, \( \hat{K}_p := \hat{R}^{-1} B^T \hat{S} \), that satisfies \( \| \hat{K}_p - K_{EP} \| \leq \varpi \).

Due to the purging algorithm described in Section 3.2, the time instances \( t_i \) corresponding to the data stored in the history stack \( H_1 \) are piecewise constant functions of time, where \( t_1(t) \) denotes the time instance when the oldest datum in the history stack was recorded. The corollary below requires \( \liminf_{t \to \infty} t_1(t) \) to be large enough, which translates into the requirement that the excitation in the trajectories of the expert lasts long enough to allow sufficiently many purging events.

The exact lower bound on \( \liminf_{t \to \infty} t_1(t) \) needed for convergence to a \( \varpi \)-equivalent solution is characterized in the proof of Theorem 10 below. The lower bound depends on the value of \( \varpi \), the norm of the feedback gain \( K_{EP} \) of the expert, the user-selected poles of \( A - K_3 C \), the user-selected gain matrix \( K_4 \), the condition numbers of the data matrices \( X \) and \( Z \) introduced in Definition 3. If \( (\hat{x}, u) \) is \( \epsilon \)-FI, the lower bounds \( \min \{ \text{eig}(X(t)X(t)^T) \} \) and \( \min \{ \text{eig}(Z(t)Z(t)^T) \} \) are selected so that \( \min \{ \text{eig}(X(t)X(t)^T) \} > \epsilon \) and \( \min \{ \text{eig}(Z(t)Z(t)^T) \} > \epsilon \), for some \( \epsilon > 0 \) and all \( t \geq T \), can be easily ensured using a modified history stack management algorithm that maximizes the minimum eigenvalues of \( X(t)X(t)^T \) and \( Z(t)Z(t)^T \).

**Theorem 10.** Let \( T \geq 0 \) denote the first time instant when \( H_1 \) is updated. Given \( \varpi > 0 \) if \( \liminf_{t \to \infty} t_1(t) \) is large enough, \( \Sigma_u(t) \in \text{Null}(\Sigma^T(t)) \) for all \( t \geq T \), \( K_3 \) is selected so that \( A - K_3 C \) is Hurwitz, \( \min \{ \text{eig}(X(t)X(t)^T) \} \geq \epsilon \) and \( \min \{ \text{eig}(Z(t)Z(t)^T) \} \geq \epsilon \), for some \( \epsilon > 0 \) and all \( t \geq T \), with \( X \) and \( Z \) as introduced in Definition 3 and if there exist a constant \( 0 \leq \hat{R} < \infty \) such that the matrix \( \hat{R}(t) \), extracted from \( \hat{W}(t) \) is invertible with \( \| \hat{R}^{-1}(t) \| \leq \hat{R} \) for all \( t \geq T \), then the matrices \( \hat{Q}, \hat{S}, \) and \( \hat{R} \), extracted from \( \hat{W} \), converge to a \( \varpi \)-equivalent solution of the IRL problem.

**Proof.** The dynamics in (16) ensure that \( \Sigma(t) \) is bounded for all \( t \). The control residual error established in (19) can be manipulated into the form \( \sigma_{\Delta_u}(\hat{x}(t_i(t)), u(t_i(t))) \hat{W}(t) = \hat{R}(t) \left( \hat{K}_p(t) \hat{x}(t_i(t)) + K_{EP} \hat{x}(t_i(t)) \right) \), where
\[ \hat{K}_P(t) := \hat{R}^{-1}(t) B^T \hat{S}(t) - K_{EP} \] and \( \hat{x}(t_i(t)) := x(t_i(t)) - \hat{x}(t_i(t)) \). Using the triangle inequality \( \left\| \hat{K}_P(t) \hat{x}(t_i(t)) \right\| \leq \left\| \hat{R}^{-1}(t) \sigma_{\Delta_R}(\hat{x}(t_i(t)), u(t_i(t))) \hat{W}'(t) \right\| + \left\| K_{EP} \hat{x}(t_i(t)) \right\| \).

Note that if \( \text{Span}\{\hat{x}(t_i(t))\}_{i=1}^N = \mathbb{R}^n \), and in particular, if \( \min\{\text{eig}(X(t), X(t)^\top)\} > \epsilon \) then \( \exists c > 0 \), independent of \( t \), such that \( \left\| \hat{K}_P(t) \hat{x}(t_i(t)) \right\| \leq \frac{c}{\epsilon}, \forall i, \) implies \( \left\| \hat{K}_P(t) \right\| \leq \omega. \) Select \( T_1 \) large enough such that the equivalence metric \( \Delta(t) \) satisfies \( \left\| \sigma_{\Delta_R}(\hat{x}(t_i(t)), u(t_i(t))) \hat{W}'(t) \right\| \leq \frac{c}{\omega}. \) for all \( i \) and for all \( t \geq T_1 \). Such a \( T_1 \) exists since by Theorem 7 \( \lim_{t \to \infty} \Delta(t) = 0 \). Select \( T_2 \) large enough so that the state estimation error \( \hat{x}(t_i(t)) \) satisfies \( ||\hat{x}(t_i(t))|| \leq \frac{c}{\omega} \) for all \( t \geq T_2 \). Since \( \lim_{t \to \infty} \hat{x}(t) = 0 \), existence of of such a \( T_2 \) follows if \( t_1(T_2) \) is large enough. Letting \( \mathcal{T} = \max\{T_1, T_2\} \), it can be concluded that for all \( t \geq \mathcal{T} \), \( \left\| \hat{K}_P(t) \hat{x}(t_i(t)) \right\| \leq \frac{c}{\epsilon} \), which implies \( \left\| \hat{K}_P(t) \right\| \leq \omega. \)

The inverse Bellman error established in (10) can be manipulated into \( \sigma_{\mathcal{L}_R}(\hat{x}(t_i(t)), u(t_i(t))) \hat{W}'(t) = \hat{x}^\top(t_i(t)) \hat{M} \hat{x}(t_i(t)) + \left\| g(\hat{K}_P(t), \hat{x}(t_i(t)), K_{EP}, x(t_i(t))) \right\| \), where the function \( g \) satisfies \( g = O\left(\left\| \hat{K}_P(t) \right\| + ||\hat{x}(t_i(t))||\right) \). Using the triangle inequality, \( \left\| \hat{x}^\top(t_i(t)) \hat{M} \hat{x}(t_i(t)) \right\| \leq \left\| \sigma_{\mathcal{L}_R}(\hat{x}(t_i(t)), u(t_i(t))) \hat{W}'(t) \right\| + \left\| g(\hat{K}_P(t), \hat{x}(t_i(t)), K_{EP}, x(t_i(t))) \right\| \), where \( \hat{M}(t) = A^\top \hat{S}(t) + \hat{S}(t) A - \hat{S}(t) B \hat{R}^{-1}(t) B^\top \hat{S}(t) + \hat{Q}(t) \)

Since \( g = O\left(\left\| \hat{K}_P(t) \right\| + ||\hat{x}(t_i(t))||\right) \) and \( \left\| \sigma_{\mathcal{L}_R}(\hat{x}(t_i(t)), u(t_i(t))) \hat{W}'(t) \right\| \leq ||\Delta(t)||, \) a construction similar to the one in the previous paragraph can be used to show that given any \( \epsilon > 0, \) that there exists a \( \mathcal{T} \) such that for all \( t \geq \mathcal{T} \) and for all \( i = 1, \ldots , N, \left| \hat{x}^\top(t_i(t)) \hat{M}(t) \hat{x}(t_i(t)) \right| \leq \epsilon. \)

Equivalence of matrix norms implies that there exists \( c > 0 \), independent of \( t \), such that if \( \left| \hat{M}_{j,k}(t) \right| \leq \omega/c \) for all \( j, k = 1, \ldots , n, \) then \( \left| \hat{M}(t) \right| \leq \omega. \) As a result, to complete the proof of the theorem, it suffices to construct a \( \mathcal{T} \) such that for all \( t \geq \mathcal{T} \) and for all \( j, k = 1, \ldots , n, \left| \hat{M}_{j,k}(t) \right| \leq \frac{\omega}{c}. \) To construct such a \( \mathcal{T}, \) an \( \epsilon \) is constructed such that \( \left| \hat{x}^\top(t_i(t)) \hat{M}(t) \hat{x}(t_i(t)) \right| \leq \epsilon, i = 1, \ldots , N \) implies \( \left| \hat{M}_{j,k}(t) \right| \leq \frac{\omega}{c}, \forall j, k = 1, \ldots , n. \) Existence of the required \( \mathcal{T} \) then follows from the discussion in the previous paragraph.

Let \( \epsilon_i \) be the basic vector of zeros with a one in the \( i^{th} \) position. For a fixed
that is, the \( M(\alpha) \) element of \( \{\alpha_{i,j,k}(t)\}_{i,j,k=1}^{N,n,n} \), it is also 1 if \( p = 1 \) \( \ell = 1 \), and 0 otherwise. As a result, we have

\[
\sum_{i=1}^{N} \alpha_{i,j,k}(t) \hat{x}_p(t_i(t)) \hat{x}_q(t_i(t)) = e_k^\top M(t) e_j + e_j^\top M(t) e_k = M_{j,k}(t) + M_{k,j}(t) = 2M_{j,k}(t).
\]

If \( \text{Span}\{\hat{x}(t_i(t))\hat{x}_p(t_i(t))\}_{i=1}^{N} = \{Z \in \mathbb{R}^{n \times n}|Z = Z^\top\} \), then for any fixed \( j, k \), we can select \( \{\alpha_{i,j,k}(t)\}_{i=1}^{N} \) such that \( \sum_{i=1}^{N} \alpha_{i,j,k}(t) \hat{x}(t_i(t)) \hat{x}_p(t_i(t)) \hat{x}_q(t_i(t)) = e_k^\top M(t) e_j + e_j^\top M(t) e_k \). Selecting constants \( \alpha_{i,j,k} \) are bounded such that \( \sup_{t \geq T} \max_{i,j,k} \{|\alpha_{i,j,k}(t)|\}_{i,j,k=1}^{N,n,n} \leq \alpha < \infty \) for some \( \alpha > 0 \).

Select \( \varepsilon = \frac{2\alpha}{cnN} \) and note that

\[
\left\| \hat{x}(t_i(t)) M(t) \hat{x}(t_i(t)) \right\| \leq \frac{2\alpha}{cnN}, \quad \forall i = 1, \ldots, N
\]

implying that for all \( j, k = 1, \ldots, n, \)

\[
\left| 2\hat{M}_{j,k}(t) \right| = \left| \sum_{i=1}^{N} \alpha_{i,j,k}(t) \hat{x}_p(t_i(t)) \hat{x}_q(t_i(t)) \right| \leq \alpha N \max_i \left\{ \left| \left\| \hat{x}(t_i(t)) M(t) \hat{x}(t_i(t)) \right\| \right\}_{i=1}^{N} \right\} \leq \frac{2\alpha}{c},
\]

which implies that for all \( j, k = 1, \ldots, n, \left| \hat{M}_{j,k}(t) \right| \leq \frac{\alpha}{c}, \) which completes the proof of the theorem.

5 Simulations

5.1 Methods and Results

To demonstrate the ability of the developed method to obtain equivalent solutions to IRL problems that admit multiple solutions, an IRL problem that has a product structure is constructed and linearly transformed. The results in [11] ensure that the resulting transformed IRL problem admits multiple solutions.

The state space model is given by

\[
A = \begin{bmatrix} -0.2 & 0.4 & 1.6 \\ 3.7 & 1.6 & -3.1 \\ -3.2 & 0.4 & 4.6 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & 2 & -1 \\ -1 & 3 & 4 \\ 1 & 2 & -3 \end{bmatrix}, \quad C = \begin{bmatrix} 1.7 & -0.4 & -1.1 \\ -0.1 & 0.2 & 0.3 \\ 0.5 & 0 & -0.5 \end{bmatrix}.
\]

The expert implements a feedback policy that minimizes the cost functional
in (3) with \( Q = \begin{bmatrix} 12.32 & -2.74 & -8.26 \\ -2.74 & 0.68 & 1.82 \\ -8.26 & 1.82 & 5.68 \end{bmatrix} \), \( R = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 4 & 0 \\ 0 & 0 & 7 \end{bmatrix} \). \( (19) \)

To ensure that the history stack satisfies the sufficient condition in (15), an excitation signal comprised of a sum of 20 sinusoidal signals is added to the input of the expert in (1). The magnitudes are set to 0.5 and the frequencies and phases are randomly selected from the ranges 0.001 Hz to 1 Hz and 0 rad to \( \pi \) rad, respectively. Since the regressor \( \hat{\Sigma} \) is a nonlinear function of \( \hat{x} \), a precise characterization of the excitation signal needed to satisfy the finite informativity conditions in Definition 3 is difficult to obtain. Drawing inspiration from persistence of excitation results for linear regressors, the number of frequencies is selected to be higher than the number of unknown parameters, which in this example is 14. The excitation signal is assumed to be known to the learner, so it can be subtracted from the total input of the expert to infer the optimal input of the expert.

\( \)\( ^2 \)The notation \( \text{diag}(v) \) represents a diagonal matrix with the elements of the vector \( v \) along the diagonal.
To facilitate comparison with ridge regression, the matrix $K_4$ is selected as $K_4 = (\hat{\Sigma}^\top \hat{\Sigma} + \epsilon I)^{-1}$. Data are added to the history stack every 0.05 seconds and the history stack is purged if it is full and either the condition number of $\hat{\Sigma}^\top \hat{\Sigma} + \epsilon I$ is smaller than $1 \times 10^5$, or 2 seconds have elapsed since the last purge. The weights $\hat{W}$ are randomly sampled from a standard normal distribution.

A Luenberger observer is utilized for state estimation by selecting the gain $K_3$ to place the poles of $(A - K_3C)$ at $p_1 = -0.1$, $p_2 = -1.5$, and $p_3 = -2$ using the MATLAB "place" command. These values are selected by trial and error to achieve a sufficiently fast convergence rate for the Luenberger observer. The parameters of the RHSO are held constant for all simulations in this paper unless otherwise stated.

Fig. 1 demonstrates the convergence of $\Delta$ to the origin as per Theorem 7 and Fig. 2 demonstrates the convergence of the estimated feedback gain to a neighborhood of the feedback matrix of the expert, as per Theorem 10. Finally, Fig. 4 indicates that the cost functional converges to a functional that is different from that of the expert, confirming that the IRL problem under consideration admits multiple equivalent solutions.

Like most excitation conditions in reinforcement learning, this excitation condition cannot be guaranteed a priori. The best practice is to monitor whether it is met online. To examine whether the sufficient conditions detailed in Definition 3 hold, stem plots are generated that equal 1 when the conditions hold and 0 when they do not (see Figs. 5, 6, and 7).

See [11] for further details on condition number minimization.
Figure 4: A plot of the induced 2-norm of the error between the estimated $\hat{Q}$ (red) and $\hat{R}$ (blue) matrices and the $Q$ and $R$ matrices of the expert as a function of time.

Figure 5: This plot is equal to 1 if $\text{Span}\{\hat{x}(t_i(t_i))\}_{i=1}^N = \mathbb{R}^n$ and 0 otherwise.

Figure 6: This plot is equal to 1 if $\text{Span}\{\hat{x}(t_i)\hat{x}^T(t_i)\}_{i=1}^N = \{Z \in \mathbb{R}^{n \times n} \mid Z = Z^T\}$ and 0 otherwise.
Figure 7: This plot is equal to 1 if \( \Sigma_u(t) \in \text{Range}(\hat{\Sigma}(t)) \) and 0 otherwise.

Figure 8: A plot of the induced 2-norm of the error between the estimated \( \hat{Q} \) (red) and \( \hat{R} \) (blue) matrices and the expert’s \( Q \) and \( R \) matrices as a function of time for the example that admits a unique solution.

5.2 A linear IRL problem with a unique solution

If the system matrix for the system in Section 5.1 is changed to

\[
A = \begin{bmatrix}
1 & 0.4 & 1.6 \\
3.7 & 1.6 & -3.1 \\
-3.2 & 0.4 & 4.6
\end{bmatrix},
\]

then the state space model no longer admits a product structure and the corresponding IRL problem admits a unique solution. Fig. 8 indicates that when the IRL problem has a unique solution, the HSO developed in this paper recovers the true cost functional. As such, the HSO developed here is a proper extension of the HSO in [19].

5.3 Kalman gain and the effects of measurement noise

This simulation provides insight into the noise robustness of the RHSO and its Kalman filter implementation (RHSO-KF). This investigation is purely heuristic in nature as the analysis does not consider noise. In RHSO-KF, the matrices
$K_3$ and $K_4 \hat{\Sigma}^\top$ are replaced with two Kalman gains, one for estimation of $\hat{x}$ and another for estimation of $\hat{W}$, respectively. Zero-mean Gaussian noise is added to $y$ with three different noise variances, $R_1 = \text{diag}([0.01^2, 0.01^2, 0.01^2])$, $R_2 = \text{diag}([0.1^2, 0.1^2, 0.1^2])$, and $R_3 = \text{diag}([0.5^2, 0.5^2, 0.5^2])$. Zero mean Gaussian noise is also added to the estimates $\hat{W}$, with covariance $50I$. The process noise covariance matrix for the state and the parameters is set to $0.001I$. Fifty Monte-Carlo simulations are conducted for each noise level. The same model and simulation setup as Section 5.1 is used with the exception that the magnitude of the excitation signal is increased to 1 for $R_3$.

To facilitate the comparison between the RHSO and the RHSO-KF, the estimated cost functionals are optimized by solving the corresponding linear-quadratic regulator problem to generate estimates of the optimal learner trajectories. The root-mean-square (RMS) value of the pointwise norm of the error between the learner’s trajectories and the expert’s trajectories is computed for each noise standard deviation (SD) in each trial. Fig. 9 demonstrates the noise rejection advantage of the RHSO-KF using box plots that show the distribution of the RMS errors over the 50 trials the three noise levels for the the RHSO and the RHSO-KF.

Fig. 10 shows box plots that compare the steady-state RMS values (computed over the last 30 seconds of the simulation) of the pointwise induced 2-norm of the feedback gain estimation error obtained by the RHSO and the RHSO-KF. The results suggest that a Kalman gain can be used to reduce the error in the presence of noise.

### 5.4 Discussion

Each simulation shows the convergence of $\Delta$ to zero and the convergence of the estimated feedback matrix, $\hat{K}_P$, to the feedback matrix $K_{Ep}$ of the expert. In all simulations, the RHSO converges to either an equivalent solution or the true cost functional of the expert. Therefore, the RHSO is a complete extension to the HSO [19] as it solves IRL problems with unique and non-unique solutions. The particular equivalent solution that the RHSO converges to depends on the initial estimates of the unknown weights $\hat{W}$.

As demonstrated by Fig. 4, convergence to an approximate equivalent solution is achieved in spite of failure to meet the FI condition throughout the simulation. The condition is met, however, at the end of the simulation. Fig. 4 thus indicates that the FI condition is sufficient but not necessary for the RHSO to converge to approximate equivalent solutions. When $K_4$ is selected as $(\Sigma^\top \Sigma + \epsilon I)^{-1}$, $\Delta$ converges to zero and either a unique or an equivalent solution is obtained, regardless of the magnitude of $\epsilon$. This result is at odds with regularization used in ridge regression, where convergence with an $\epsilon-$dependent bound is obtained. Especially interesting is the fact that offline ridge regression [22] using matrices $\Sigma_u$ and $\hat{\Sigma}$ that contain all of the available data fail at finding a $\hat{W}$ that constitutes an equivalent solution to the IRL problem.
Figure 9: Box plot of the RMS error between the expert’s trajectory and the learner’s trajectory, generated by optimizing the learner’s estimated cost functional. The three subplots correspond to the three noise levels and the labels K and L correspond to the RHSO-KF and the RHSO, respectively.

Figure 10: Box plot of the feedback gain estimation error. The three subplots correspond to three noise levels and the labels K and L correspond to the RHSO-KF and the RHSO, respectively.
6 Conclusion

In this paper, a novel framework for the estimation of a cost functional is developed for IRL problems with multiple solutions. The developed technique is a modification of the HSO in [19]. This modification, while simple, requires a novel analysis approach. The analysis reveals new data-informativity conditions required for convergence of the update laws to an equivalent solution when multiple solutions are present. It is further shown that the RHSO is a proper extension of the HSO, in the sense that it converges to the true cost functional of the expert when the IRL problem has a unique solution.

Simulations demonstrate that the developed adaptive update laws are able to converge to equivalent solutions in IRL problems where offline ridge-regression fails to generate useful solutions. While theoretical analysis of the case with sensor noise is a part of future research, the Monte-Carlo simulations demonstrate that in the presence of measurement noise, the RHSO can be implemented using a Kalman gain instead of a Luenberger-like gain for improved performance. Future research will include applications of the developed method to real-world problems such as learning the cost function of pilots flying unmanned air vehicles using input-output measurements.
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