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Abstract Many tasks in computer vision and graphics fall within the framework of conditional image synthesis. In recent years, generative adversarial nets (GANs) have delivered impressive advances in quality of synthesized images. However, it remains a challenge to generate both diverse and plausible images for the same input, due to the problem of mode collapse. In this paper, we develop a new generic multimodal conditional image synthesis method based on Implicit Maximum Likelihood Estimation (IMLE) and demonstrate improved multimodal image synthesis performance on two tasks, single image super-resolution and image synthesis from scene layouts. We make our implementation publicly available.1
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1 Introduction

In conditional image synthesis, the goal is to generate an image from some input, which can influence the image that is generated. It encompasses a broad range of tasks; examples include super-resolution, which aims to generate high-resolution images from low-resolution inputs, and image synthesis from scene layout, which aims to generate images from semantic segmentation maps.

Deep learning has increasingly been used for image synthesis in recent years. Deep generative models, such as generative adversarial nets (GANs) (Goodfellow et al., 2014; Gutmann et al., 2014), have emerged as one of the most popular approaches and have delivered impressive advances in image quality. Predominant approaches focus on the setting of generating a single image for each input image, which we will refer to as the unimodal prediction problem. Relatively less attention has been devoted to the more general and challenging problem of multimodal prediction, which aims to generate multiple equally plausible images for the same input image.

1 Code for super-resolution is available at https://github.com/niopeng/SRIM-pytorch and code for image synthesis from scene layout is available at https://github.com/zth667/Diverse-Image-Synthesis-from-Semantic-Layout.
Fig. 1: Samples generated by the proposed method (known as super-resolution implicit model, or SRIM for short) for the task of single image super-resolution (by a factor of 8). The top row shows different samples generated by our method, and the bottom row shows the difference between adjacent samples. As shown by the difference between the samples, the proposed method is able to generate diverse samples. See https://people.eecs.berkeley.edu/~ke.li/papers/imle_img_synth/fig1.gif for a visualization of different samples.

Fig. 2: Samples generated by the proposed method for the task of image synthesis from scene layout. The group of images on the right are the different samples generated by our method. See https://people.eecs.berkeley.edu/~ke.li/papers/imle_img_synth/fig2.gif for a visualization of different samples.

Why is the latter important? Conditional image synthesis is, by its very nature, ill-posed. That is, the information in the input is not enough to fully constrain the degrees of freedom in the output, and there are many plausible outputs that could all be consistent with the input. Therefore, we would like our system to be capable of generating all plausible outputs, rather than just selecting some plausible output arbitrarily. This could be important for downstream applications; for example, we may need to know the uncertainty of our system to estimate the informativeness of the input, or filter out a subset of the generated images to conform to some user-specified constraint.

Extending GAN-based approaches to perform multimodal prediction has proven to be challenging, due to the problem of mode collapse. More specifically, there is only one ground truth output for every input and the GAN objective encourages every generated sample based on an input to be similar to the corresponding ground truth output. As a result, the generator tends to produce almost identical samples for the same input, regardless of the noise vector that is fed in (Isola et al., 2017). This phenomenon is known as mode collapse, because the distribution of generated samples in this case collapses to a point mass on a mode of the underlying data distribution.

Intuitively, this problem occurs because every sample is made similar to the ground truth. This is undesirable, because there could be other images different from the ground truth that are also perfectly valid, due to the ill-posed nature of conditional image synthesis. Yet, generating any of such images would be penalized by the GAN objective; as a result, diversity is discouraged and mode collapse happens as a consequence.

We propose a different approach, based on the method of Implicit Maximum Likelihood Estimation (Li and Malik, 2018). At a high level, IMLE is similar in principle to GANs in that it tries to make generated samples similar to real data examples, but it has one important difference: it swaps the direction in which generated samples are made similar to real data examples.
Fig. 3: (a-b) How a (unconditional) GAN collapses modes (here we show a GAN with 1-nearest neighbour discriminator for simplicity). The blue circles represent generated images and the red squares represent real images. The yellow regions represent those classified as real by the discriminator, whereas the white regions represent those classified as fake. As shown, when training the generator, each generated image is essentially pushed towards the nearest real image. Some real images may not be selected by any generated image during training and therefore could be ignored by the trained generator – this is a manifestation of mode collapse. (c) An illustration of how Implicit Maximum Likelihood Estimation (IMLE) works. IMLE avoids mode collapse by reversing the direction in which generated images are matched to real images. Instead of pushing each generated image towards the nearest real image, for every real image, it pulls the nearest generated image towards it – this ensures that all real images are matched to some generated image, and no real images are ignored.

More concretely, the GAN objective encourages each generated sample to be similar to some real data example. On the other hand, IMLE encourages each real data example to be similar to some generated sample. This difference is illustrated schematically in Figure 3.

The original IMLE method was developed for the unconditional setting. In this paper, we develop an extension of IMLE to the conditional setting, where the generative model takes in an image as input (in addition to the latent noise vector). There is a simple intuitive interpretation of the difference between conditional IMLE and conditional GANs: for a given input image, in a conditional GAN, every sample is made similar to the ground truth, whereas in conditional IMLE, only one of the samples is made similar to the ground truth.

A natural question arises: why wouldn’t conditional IMLE generate spurious implausible samples if only one of the samples is made similar to the ground truth? This is because the optimization is performed with respect to the parameters of the generative model, rather than the samples themselves. Since the probability density associated with the model always integrates to 1, if the density near the ground truth is made higher, density must be taken away from other regions, which are precisely the regions containing implausible samples.

2 Related Work

2.1 Unimodal Prediction

Many image synthesis methods developed in recent years are based on generative adversarial nets (GANs) (Goodfellow et al., 2014; Gutmann et al., 2014). Most of these methods are capable of producing only a single image for each given input, due to the problem of mode collapse. Various work has explored conditioning on different types of information. Some methods condition on a scalar, such as object category and attribute (Mirza and Osindero, 2014; Gauthier, 2014; Denton et al., 2015). Other methods condition on richer labels, such as text description (Reed et al., 2016), surface normal maps (Wang and Gupta, 2016), previous frames in a video (Mathieu et al., 2015; Vondrick et al., 2016) and images (Yoo et al., 2016; Isola et al., 2017; Zhu et al., 2017b). Some methods only condition on inputs images in the generator, but not in the discriminator (Pathak et al., 2016; Ledig et al., 2017; Zhu et al., 2016; Li and Wand, 2016). Kaneko et al. (2017), Reed et al. (2016) and Sangkloy et al. (2017) explore conditioning on attributes that can be modified manually by the user at test time; these methods are not true multimodal methods because they require manual changes to the input (rather than just sampling from a fixed distribution) to generate a different image.
Another common approach to image synthesis is to treat it as a simple regression problem. To ensure high perceptual quality, the loss is usually defined on some fixed transformation of the raw pixels, e.g.: features from some intermediate layers of a pretrained neural net. This paradigm has been applied to super-resolution (Bruna et al., 2015; Johnson et al., 2016), style transfer (Johnson et al., 2016) and video frame prediction (Srivastava et al., 2015; Oh et al., 2015; Finn et al., 2016). These methods are by design unimodal methods because neural nets are functions, and so for the same input image, the neural net must synthesize the same output image.

Various methods have been developed for the problem of image synthesis from semantic layouts. For example, Karacan et al. (2016) developed a conditional GAN-based model for generating images from semantic layouts and labelled image attributes. It is important to note that the method requires supervision on the image attributes and is therefore a unimodal method. (Multimodal methods must be able to discover the different modes in an unsupervised fashion, because if mode labels were given, the synthesis problem would become equivalent to modelling the distribution over images conditioned on both the input image and the mode label. Note that if this distribution were multimodal, which could happen if the mode label does not uniquely identify a mode, then the different modes of this distribution must still be learned without supervision. 

Methods that cannot do this are not true multimodal methods.) Isola et al. (2017) developed a conditional GAN that can generate images solely from semantic layout. However, it is only able to generate a single plausible image for each semantic layout, due to the problem of mode collapse in GANs. Wang et al. (2017) further refined the approach of Isola et al. (2017), focusing on the high-resolution setting. While these methods are able to generate images of high visual fidelity, they are all unimodal methods.

2.2 Fixed Number of Modes

A simple approach to generate a fixed number of different outputs for the same input is to use different branches or models for each desired output. For example, Guzman-Rivera et al. (2012) proposed a model that outputs a fixed number of different predictions simultaneously, which was an approach adopted by Chen and Koltun (2017) to generate different images for the same semantic layout. Unlike most approaches, Chen and Koltun (2017) did not use the GAN framework; instead it uses a simple feedforward convolutional network. On the other hand, Ghosh et al. (2017) uses a GAN framework, where multiple generators are introduced, each of which generates a different mode. The above methods all have two limitations: (1) they are only able to generate a fixed number of images for the same input, and (2) they cannot generate continuous changes.

2.3 Arbitrary Number of Modes

A number of GAN-based approaches propose adding learned regularizers that discourage mode collapse. BiGAN/ALI (Donahue et al., 2016; Dumoulin et al., 2016) trains a model to reconstruct the latent code from the image; however, when applied to the conditional setting, significant mode collapse still occurs because the encoder is not trained until optimality and so cannot perfectly invert the generator. VAE-GAN (Larsen et al., 2015) combines a GAN with a variational autoencoder (VAE), in order to take advantage of the lack of mode collapse in VAEs. However, image quality suffers because the generator is trained on latent code sampled from a mixture of the encoder/approximate posterior and the prior. At test time, only the prior is available, so the latent code is sampled from just the prior, resulting in a mismatch between training and test conditions. Zhu et al. (2017c) proposed Bicycle-GAN, which combines both of the above approaches. While this alleviates the above issues, it is difficult to train, because it requires training three different neural nets simultaneously, namely the generator, the discriminator and the encoder. Because they serve opposing roles and effectively regularize one another, it is important to strike just the right balance, which makes it hard to train successfully in practice.

A related but different line of work is on unpaired image-to-image translation (Huang et al., 2018; Ma et al., 2018; Lee et al., 2018, 2019; Almahairi et al., 2018; Yang et al., 2019). (Huang et al., 2018) takes the content code and combine with arbitrary style code in the target domain. (Ma et al., 2018) used exemplar guidance from the target domain and feature masking for semantic consistency. (Lee et al., 2018) adopted cross-cycle consistency loss based on disentangled representations. Most papers make the simplifying assumption that the factors of variation in images in the target domain are similar across different corresponding images in the source domain, and so they can decompose the representation of an image into the Cartesian product of domain-invariant content code and domain-specific style code. As a concrete example, for the task of image synthesis from scene layout, the possible factors of variation in the output image are similar across different scene layouts, i.e.: changes in weather conditions or times of the day, and so this assumption holds and these methods are well-suited to this task. However, on other tasks, the possible factors of variation in the output image depend on what the input image is and vary significantly for different input images. For example, for the task of super-resolution, the factors of variation are the
high-frequency details that do not exist in the low-resolution input; the kinds of details that are plausible are highly dependent on the content of the input image. As a result, Cartesian decomposition could give rise to spurious samples, and so the above methods are ill-suited to this task.

A number of methods for colourization (Charpiat et al., 2008; Zhang et al., 2016; Larsson et al., 2016) predict a discretized marginal distribution over colours of each individual pixel. Similarly, approaches based on PixelCNN, e.g.: (Dahl et al., 2017), discretize the distribution over the colour of a pixel conditioned on other pixels. While these approaches are able to capture multimodality in the marginal or conditional distribution, ensuring global consistency between different parts of the image is not easy, since there are correlations between the colours of different pixels. It is difficult to learn such correlations because these approaches do not directly learn the joint distribution over the colours of all pixels.

3 Method

3.1 Background

In conditional image synthesis, the goal is to generate images that are consistent with the input. In general, this problem is ill-posed, since there could be many different plausible high-resolution images that are all consistent with the input. The problem of multimodal conditional image synthesis requires generating all such images. This contrasts with the simpler problem of unimodal conditional image synthesis, which only requires generating one such image.

This can be naturally formulated as a probabilistic modelling problem. Let $x$ denote a random variable that corresponds to the input image and $\tilde{y}$ denote a random variable that corresponds to the output image. The distribution we would like to model is therefore the conditional distribution of $\tilde{y}$ given $x$, i.e. $p(\tilde{y}|x)$. Each plausible output image that is consistent with the input image would be a mode of the distribution; because there could be many plausible images that are consistent with the same input image, $p(\tilde{y}|x)$ is usually multimodal. Different output images could be then generated by sampling from our model of this distribution.

We will make the dependence of the model distribution on the model parameters $\theta$ explicit by writing $p(\tilde{y}|x; \theta)$. To learn $\theta$, we would like to maximize the log-likelihood of the ground truth outputs given the corresponding inputs. That is, given a training dataset $D = \{(x_1, y_1), \ldots, (x_n, y_n)\}$, we would like to solve the following optimization problem:

$$
\hat{\theta}_{\text{MLE}} := \arg \max_\theta \sum_{i=1}^n \log p(y_i|x_i; \theta)
$$

3.2 Probabilistic Model

We will model $p(\tilde{y}|x)$ using an implicit probabilistic model, that is, a probabilistic model that is defined in terms of a sampling procedure. This contrasts with classical probabilistic models (also known as prescribed probabilistic models) like Markov Random Fields (MRFs), which are defined by explicitly specifying the form of the probability density. One example of an implicit probabilistic model $p(\tilde{y}|x; \theta)$ is the generator in a (conditional) GAN, which is defined by the following sampling procedure:

1. Sample $z \sim \mathcal{N}(0, I)$
2. Return $\tilde{y} := T_\theta(x, z)$

Here, $T_\theta$ is a deep convolutional neural net that takes in two inputs, the input $x$ and the latent noise vector $z$. Compared to classical (prescribed) probabilistic models, such implicit probabilistic models have an advantage in that they can be made more expressive without complicating inference. However, this comes at the cost of making training more difficult, because the density and therefore the log-likelihood cannot in general be computed tractably. This necessitates the use of a likelihood-free method for training/parameter estimation.

3.3 Training Method

One example of a likelihood-free method is the GAN training procedure, which works by introducing a discriminator and making all the samples indistinguishable (to the discriminator) from the real data. However, due to the well-documented issue
of mode collapse (Arora and Zhang, 2017; Isola et al., 2017), training an implicit model this way results in the latent input \( z \) being ignored. As a result, for the same input image, only one output image can be generated. This is therefore unsuitable for the task of multimodal image synthesis.

Recently, another likelihood-free method known as Implicit Maximum Likelihood Estimation (IMLE) was introduced (Li and Malik, 2018), which does not suffer from mode collapse. Whereas GANs cannot be made equivalent to maximum likelihood (Goodfellow, 2014) (in fact they have been shown to be roughly equivalent to minimizing the reverse KL divergence, which is the opposite of maximum likelihood in the sense that the arguments of the KL divergence are reversed compared to maximum likelihood (Arjovsky and Bottou, 2017)), IMLE can be shown to be equivalent to maximum likelihood (under appropriate conditions). This has practical significance – maximum likelihood prohibits mode collapse because when the generator collapses modes, by definition, it is unable to generate images at the collapsed modes. Then the probability density that the generator assigns to images at the collapsed modes must be zero or near-zero, and assuming those modes are observed in the training data, the generator must assign near-zero density to some training images. Because the likelihood is the product of probability densities at different training images, having a near-zero density at any of the training images will result in near-zero likelihood, which most definitely will not maximize likelihood.

### 3.4 Implicit Maximum Likelihood Estimation

The IMLE method was designed for the unconditional setting, where the goal is to train an implicit model for the marginal probability density at different training images, having a near-zero density at any of the training images will result in near-zero likelihood, which most definitely will not maximize likelihood.

Notice that the neural net \( T_\theta(\cdot) \) now takes in one input, the latent noise vector \( z \), as opposed to two inputs, as in the conditional setting described in Section 3.2. IMLE finds a setting of the parameters of the neural net that minimizes the distance from each training example to the nearest generated sample among a pool of \( m \) samples generated from the model. More precisely, given a set of training examples \( y_1, \ldots, y_n \), IMLE optimizes the following training objective:

\[
\hat{\theta}_{\text{IMLE}} := \arg \min_{\theta} \mathbb{E}_{z_1, \ldots, z_m \sim \mathcal{N}(0, I)} \left[ \sum_{i=1}^{n} \min_{j \in \{1, \ldots, m\}} L(T_\theta(z_i), y_i) \right],
\]

where \( L(\cdot, \cdot) \) is a distance metric and \( m \) is a hyperparameter.

Because IMLE encourages each training example to have a nearby generated sample, no training example can be ignored, thereby avoiding mode collapse.

### 3.5 Conditional IMLE

In the conditional setting, the goal is to learn the distribution over output images conditioned on the input image, \( p(\tilde{y}|x) \). In this paper, we propose an extension of IMLE that can train a conditional implicit model \( p(\tilde{y}|x; \theta) \), such as the one defined in Section 3.2.

The probabilistic model \( p(\tilde{y}|x; \theta) \) now models a different distribution for every value of \( x \), which requires two changes to be made to IMLE. First, the value of \( x \) must be provided to the neural net \( T_\theta \) in order to sample from the desired distribution. Second, the samples for different values of \( x \) must be kept separate since they are from different distributions. Consequently, for each input data example \( x_i \), we must look for the nearest sample among the samples generated from \( p(\tilde{y}|x_i) \) (and not \( p(\tilde{y}|x_j) \) where \( j \neq i \)).

Concretely, given a set of training inputs and outputs \( (x_1, y_1), \ldots, (x_n, y_n) \), conditional IMLE optimizes the following training objective:

\[
\hat{\theta}_{\text{IMLE}} := \arg \min_{\theta} \mathbb{E}_{z_{1,1}, \ldots, z_{n,m} \sim \mathcal{N}(0, I)} \left[ \sum_{i=1}^{n} \min_{j \in \{1, \ldots, m\}} L(T_\theta(x_i, z_{i,j}), y_i) \right],
\]

where \( L(\cdot, \cdot) \) is a distance metric and \( m \) is a hyperparameter.

The training procedure is presented in Algorithm 1.
Algorithm 1 Conditional Implicit Maximum Likelihood Estimation (Conditional IMLE) Procedure

Require: The set of inputs and corresponding target outputs \(\{(x_i, y_i)\}_{i=1}^{n}\) and a distance metric \(L(\cdot, \cdot)\)

Initialize the parameters \(\theta\) of the neural net \(T_{\theta}\) for \(k = 1, \ldots, K\) do
  Pick a random batch \(S \subseteq \{1, \ldots, n\}\)
  for \(i \in S\) do
    Randomly generate i.i.d. \(m\) noise vectors \(z_{i,1}, \ldots, z_{i,m}\)
    \(\tilde{y}_{i,j} \leftarrow T_{\theta}(x_i, z_{i,j}) \forall j \in [m]\)
    \(\sigma(i) \leftarrow \arg \min_j L(\tilde{y}_{i,j}, y_i) \forall j \in [m]\)
  end for
  for \(l = 1, \ldots, L\) do
    Pick a random mini-batch \(\tilde{S} \subseteq S\)
    \(\theta \leftarrow \theta - \eta \nabla_{\theta} \left( \sum_{i \in \tilde{S}} L(\tilde{y}_{i,\sigma(i)}, y_i) \right) / |\tilde{S}|\)
  end for
end for
return \(\theta\)

3.6 Computational Efficiency

Finding the nearest generated sample to a training example is a nearest neighbour search problem. When the dimensionality is high, as is usually the case with images, this is traditionally believed to be hard, because the curse of dimensionality renders most exact and approximate nearest neighbour search algorithms ineffective. This is no longer an issue, due to a new family of exact randomized nearest neighbour algorithms we developed known as Dynamic Continuous Indexing (DCI) (Li and Malik, 2016, 2017), which can overcome both the curse of ambient dimensionality and the curse of intrinsic dimensionality. We use DCI in our implementation, which makes it possible to find the nearest sample to each training example very computationally efficient, even when the dimensionality is in the thousands or tens of thousands. In fact, finding the nearest samples takes less than 1% of the execution time of the entire algorithm.

3.7 Distance Metric

We choose a distance metric \(L(\cdot, \cdot)\) that reflects perceptual similarity between images. To this end, we follow standard practice in the literature and use a weighted combination of distances on pixels and features at selected layers of a VGG-19 network (Simonyan and Zisserman, 2014) pretrained on ImageNet. More precisely, the distance between a synthesized image sampled from the model \(\tilde{y}\) and a ground truth image \(y\) takes the following form:

\[
L(\tilde{y}, y) = \sum_{i=1}^{l} \lambda_i \|\Phi_i(\tilde{y}) - \Phi_i(y)\|,
\]

where \(\Phi_i(\cdot)\) denotes the raw pixels or the activations/features at a layer of the pretrained VGG-19 network applied to the input to the function, \(\lambda_i\) denotes the weight associated with the features of a layer, and \(\|\cdot\|\) denotes a \(\ell_p\)-norm (usually \(\ell_1\) and \(\ell_2\) norm). The choice of norm and layers whose activations are used to compute distance are task-dependent. Specific choices for each task will be discussed in Section 5. The weights \(\{\lambda_i\}_{i=1}^{l}\) are set so that each term in the distance metric is roughly of the same magnitude.

4 Tasks

We consider two different conditional image synthesis tasks in this paper, single image super-resolution and image synthesis from scene layout. We describe them below.

4.1 Single Image Super-Resolution

Given a low-resolution input image, the problem of super-resolution requires the prediction of a high-resolution output image that is consistent with the input. This problem is ill-posed, since there could be many high-resolution images that are all
plausible and consistent with the input image. We consider the multimodal version of this problem, where the objective is to predict all plausible versions of the input image at high resolution. This is challenging, because in the training data, we only observe one high-resolution image for every low-resolution image and never observe alternative versions of high-resolution images that are consistent with the same low-resolution image. In contrast, most prior super-resolution methods consider the unimodal version of this problem, which only requires predicting a single plausible version of the input image at high resolution. Also, we consider the setting of upsampling by a factor of 8, i.e.: where the width and height increase by a factor of 8. This is more challenging than the settings considered by most prior super-resolution methods, which are designed for upsampling factors of 4 or less. More precisely, given a low-resolution input image $x \in [0, 255]^{h \times w \times 3}$, our goal is to predict plausible high-resolution images $\tilde{y} \in [0, 255]^{H \times W \times 3}$ that when downsampled are similar to the given low-resolution input image. In our case, $H = 8h$ and $W = 8w$.

4.2 Image Synthesis from Scene Layout

Given a scene layout represented by a semantic segmentation map (which specifies the object category label of every pixel), the problem of image synthesis from scene layout requires the prediction of an image that is consistent with the provided semantic segmentation map. This problem is ill-posed, because a semantic segmentation map does not specify the appearance of the objects in the image, and so there is no single image that can be recovered from the semantic segmentation. Instead, many images are both plausible and consistent with the input semantic segmentation map; for example, the images could all have identical scene layouts but differ in the illumination or texture. As before, we consider the multimodal version of this problem, where the objective is to predict all plausible images who scene layouts agree with the input segmentation map. This is a challenging problem, because only one image per scene layout is available – in-the-wild collections of natural images usually do not contain multiple images with identical scene layouts.

4.3 Relative Difficulty

As previously noted in Section 2.3, it is more challenging to generate multiple modes on the task of super-resolution than on the task of image synthesis from scene layout. The reason is that the factors of variation in the plausible output images largely do not depend on the input in the case of image synthesis from scene layout, whereas the factors of variation in the plausible output images depend very much on the input in the case of super-resolution. More concretely, in the case of image synthesis from scene layout, regardless of the input segmentation map, the output image could vary in terms of the time of the day and weather condition. On the other hand, in the case of super-resolution, the way the high-resolution output image varies depends on the regions in the low-resolution input image that are ambiguous. On the other hand, the different modes in the case of super-resolution are more similar than the different modes in the case of image synthesis from scene layout. This has two consequences: (1) it is easier to generate reasonable results for super-resolution without accounting for multimodality (i.e.: using a deterministic model, like a neural net without random noise input, and a regression loss), (2) it is more difficult to generate the different, subtle modes for super-resolution because explicitly encouraging diversity can easily result in spurious changes in the high-resolution image that are inconsistent with the low-resolution input image, such as global colour changes. The correct modes should instead be high-resolution images with subtle changes in the details that do not exist in the low-resolution input image; however, the magnitude of differences between these modes is actually smaller than that between spurious modes that exhibit global colour changes.

5 Experiments

5.1 Single Image Super-Resolution

5.1.1 Architecture and Implementation Details

The network architecture is based on residual-in-residual dense network in (Wang et al., 2018). We add an additional input for the latent vector $z$, which is concatenated with the low-resolution input image before being fed into the first layer. In addition, we add a tanh activation, which produces an output in the range $[-1, 1]$. We then scale the output of tanh and apply an offset to make the output lie in the range $[0, 1]$. The network architecture is shown in Figure 4.
We first pretrain the network with the latent noise input $z$ being set to zero. This is equivalent to turning the probabilistic model into a deterministic model, which usually trains faster. This comes at the cost of not modelling the inherent non-determinism of the task (there is no single high-resolution image that corresponds to a low-resolution image), and so the best that this model can do is to predict the mean of all plausible high-resolution images, which generally looks reasonable but may be somewhat blurry (a problem that is sometimes known as “regression to the mean”). To get around this issue, we revert to feeding random Gaussian latent noise to the model later on in training, which essentially turns the model back into a probabilistic model. Because the model is probabilistic now, it can learn the variations in the high-resolution image that are all plausible and will no longer predict the mean. In addition, we use nearest neighbour interpolation for the upsampling layer early on in training, which tends to produce images that are sharper but have more artifacts, and switch to bilinear upsampling later on.

For the distance metric $L(\cdot, \cdot)$, we use a linear combination of the $\ell_2$ distance between raw pixel values and the $\ell_2$ distance between the activations in the “relu5_4” layer of the VGG-19 architecture.

5.1.2 Data

For the problem of super-resolution, we can generate the training data by taking high-resolution images and downsampling them. The downsampled images will serve as input, and the original images will serve as the ground truth. The data is a subset of the ImageNet ILSVRC-2012 dataset. The ground truth images have a resolution of $256 \times 256$, which are obtained by anisotropic scaling of the original images. The input images have a resolution of $32 \times 32$, which are obtained by downsampling the $256 \times 256$ images. The images used for training and testing are disjoint.

5.1.3 Baselines

Because there has been no prior work on multimodal super-resolution, we compare to leading generic multimodal image synthesis methods, BicycleGAN (Zhu et al., 2017a) and MR-GAN (Lee et al., 2019). We use the official implementation for all baselines. For BicycleGAN, we use two different generator architectures, the architecture used in the official implementation, and the architecture used for the proposed method, which we denote as BicycleGAN with RRDB.

5.1.4 Experimental Setting

We train our model on 1280 training images. We use 5 noise channels and set the hyperparameters shown in Algorithm 1 to the following values: $|S| = 640$, $m = 100$, $L = 200000$, $|\tilde{S}| = 4$ and $\eta = 10^{-5}$.

5.1.5 Evaluation Metric

We would like a multimodal method to produce samples that are both diverse and consistent with the low-resolution input image. We propose an evaluation metric, which we call faithfulness-weighted variance, that captures both of these properties. It is defined as follows:

$$M = \sum_i \sum_j w_i d_{\text{LPIPS}}(\tilde{y}_{i,j}, y_j), \text{ where } w_i = \exp\left(-\frac{d_{\text{LPIPS}}(\tilde{y}_{i,j}, y_j)}{2\sigma^2}\right)$$
Fig. 5: Samples generated by the proposed method (SRIM) and the baseline (BicycleGAN). The top row in each group of images shows different samples generated by each method, and the bottom row shows the difference between adjacent samples. As shown in the bottom row, the difference between the samples of SRIM is greater than that of BicycleGAN, which indicates that SRIM is able to generate more diverse samples. See https://people.eecs.berkeley.edu/~ke.li/papers/imle_img_synth/fig4.gif for a visualization of different samples.

Here, \( \tilde{y}_{i,j} \) denotes the \( i^{th} \) generated sample conditioned on the \( j^{th} \) input image, \( y_j \) denotes the mean sample conditioned on the \( j^{th} \) input image, \( y_j \) denotes the ground truth high-resolution image corresponding to the \( j^{th} \) input image, and \( d_{LPIPS}(\cdot, \cdot) \) denotes the LPIPS distance metric (Zhang et al., 2018). The \( w_i \) is the faithfulness coefficient which is obtained by passing the LPIPS distance between the generated sample and the ground truth image through a Gaussian kernel. We report results on a range of different bandwidth parameters for the Gaussian kernel. Intuitively, the faithfulness coefficient ensures that a sample only contributes significantly to the metric if it is perceptually consistent with the ground truth image.

5.1.6 Findings

We applied the metric to both the proposed method (SRIM) and the baselines to a test set with 80 unseen images and 50 samples are drawn for each input. The average faithfulness-weighted variance are reported in Table 1. As shown, SRIM achieved a higher faithfulness-weighted variance compared to the baselines, which indicates it is capable of generating more diverse results while being also faithful to the target image. This is reflected in the qualitative results in Figures 5, 6 and 7, which demonstrate greater differences between different samples compared to the baselines.
Fig. 6: Samples generated by the proposed method (SRIM) and the baseline (BicycleGAN with RRDB), which shares the same generator network architecture as the proposed method. The top row in each group of images shows different samples generated by each method, and the bottom row shows the difference between adjacent samples. As shown, the results of BicycleGAN with RRDB are not consistent with the input. Specifically, the colours are not consistent, e.g.: the surface of the strawberry, the body of the insect, and the background to the right of the bird. On the other hand, SRIM does not have colour hallucinations and is faithful to the input.

Table 1: Comparison of faithfulness weighted variance achieved by BicycleGAN, BicycleGAN with the same generator architecture (RRDB), MR-GAN and the proposed method (SRIM) . Higher value indicates richer variation in the generated samples.
Fig. 7: Samples generated by the proposed method (SRIM) and the baseline (MR-GAN). The top row in each group of images shows different samples generated by each method, and the bottom row shows the difference between adjacent samples. As shown, in addition to being inconsistent with the input, MR-GAN results contain obvious artifacts, e.g.: on the left portion of the strawberry, on the wing of the bug and on the tail of the bird. SRIM has far fewer artifacts and is faithful to the input.

5.2 Image Synthesis from Semantic Layout

5.2.1 Architecture and Implementation Details

The network architecture is based on the Cascaded Refinement Network (CRN) architecture (Chen and Koltun, 2017). The vanilla CRN synthesizes only one image for the same semantic layout input. To endow the network with the capability to generate an arbitrary number of modes, we add additional input channels to the architecture and feed random noise $z$ via these channels. Because the noise is random, the neural net can now be viewed as a (implicit) probabilistic model, which we can train using conditional IMLE.

Because the input segmentation maps are provided at high resolutions, the noise vector $z$, which is concatenated to the input channel-wise, could be very high-dimensional, which could hurt sample efficiency and therefore training speed. To solve this, we propose forcing the noise to lie on a low-dimensional manifold. To this end, we add a noise encoder module, which is a 3-layer convolutional net that takes the segmentation $x$ and a lower-dimensional noise vector $\tilde{z}$ as input and outputs a noise vector $z'$ of the same size as $z$. We replace $z$ with $z'$ and leave the rest of the architecture unchanged.

For the distance metric $\mathcal{L}(\cdot, \cdot)$, we use a linear combination of $\ell_1$ distances between the activations in the following layers of the VGG-19 architecture: “conv1.2”, “conv2.2”, “conv3.2”, “conv4.2” and “conv5.2”. 
5.2.2 Data

The choice of dataset is very important for multimodal conditional image synthesis – if the training dataset does not contain much variation, then there is no hope of synthesizing images that do. The most common dataset in the unimodal setting is the Cityscapes dataset (Cordts et al., 2016). However, it is not suitable for the multimodal setting because most images in the dataset are taken under similar weather conditions and time of day and the amount of variation in object colours is limited. This lack of diversity limits what any multimodal method can do. On the other hand, the GTA-5 dataset (Richter et al., 2016), has much greater variation in terms of weather conditions and object appearance. To demonstrate this, we compare the colour distribution of both datasets and present the distribution of hues of both datasets in Figure 8. As shown, Cityscapes is concentrated around a single mode in terms of hue, whereas GTA-5 has much greater variation in hue. Additionally, the GTA-5 dataset includes more 20000 images and so is much larger than Cityscapes. As a result, we use GTA-5 as our main source of training data. To demonstrate the generalizability of our approach and its applicability to real-world datasets, we also train on the BDD100K (Yu et al., 2018) dataset and show results in Fig. 14.

5.2.3 Baselines

We compare to two specialized methods that are designed for generating images from scene layouts, Pix2pix-HD (Wang et al., 2017) and CRN (Chen and Koltun, 2017). We consider variants of each that are adapted for the multimodal setting. In the case of Pix2pix-HD, we consider a generator that takes in both the segmentation map and noise as input (so that it could in principle produce different images given the same segmentation map), which we will refer to as Pix2pix-HD with input noise. In the case of CRN, we consider the variant proposed in (Chen and Koltun, 2017) with 27 output channels that can generate nine images from the same segmentation map. Additionally, as in the case of super-resolution, we compare to leading generic multimodal image synthesis methods like BicycleGAN (Zhu et al., 2017a) and MR-GAN (Lee et al., 2019). For BicycleGAN, we use two different generator architectures, the architecture used in the official implementation, and the architecture used for the proposed method (CRN), which we denote as BicycleGAN with CRN architecture.

5.2.4 Rebalancing

Datasets are usually strongly biased towards objects with relatively common appearance, and so even if the model can learn the distribution of images that underlies the dataset, samples will not necessarily be diverse in terms of appearance. To learn a model that generates diverse samples, we need to reweight different images in the dataset and also different objects within images so that rare images and objects are upweighted. We propose two strategies to do so:

**Dataset Rebalancing** We first rebalance the dataset to increase the chance of rare images being sampled when populating the training batch $S$. To this end, for each training image, we calculate the average colour of each category in that image. Then for each category, we estimate the distribution of the average colour of the category over different training images using a Gaussian kernel density estimate (KDE).

More concretely, we compute the average colour of each semantic category $p$ for each image $k$, which is a three-dimensional vector:

$$c_k(p) = \frac{\sum_{i=1}^{h} \sum_{j=1}^{w} 1\{x_{k}^{i,j} = p\} y_{k}^{i,j}}{\sum_{i=1}^{h} \sum_{j=1}^{w} 1\{x_{k}^{i,j}\}}$$

For each category $p$, we consider the set of average colours for that category in all training images, i.e.: $\{c_k(p)|k \in \{1, \ldots, n\}\}$ such that class $p$ appears in $x_k$. We then fit a Gaussian kernel density estimate to this set of vectors and obtain an estimate of the distribution of average colours of category $p$. Let $D_p(\cdot)$ denote the estimated probability density function (PDF) for category $p$. We define the rarity score of category $p$ in the $k^{th}$ training image as follows:

$$R_p(k) = \begin{cases} \frac{1}{D_p(c_k(p))} & \text{class } p \text{ appears in } x_k \\ 0 & \text{otherwise} \end{cases}$$

When populating training batch $S$, we allocate a portion of the batch to each of the top five categories that have the largest overall area across the dataset. For each category, we sample training images with a probability in proportion of their rarity scores. Effectively, we upweight images containing objects with rare appearance.
Fig. 8: Comparison of histogram of hues between two datasets. Red is Cityscapes and blue is GTA-5.

The rationale for selecting the categories with the largest areas is because they tend to appear more frequently and be visually more prominent. If we were to allocate a fixed portion of the batch to rare categories, we would risk overfitting to images containing those categories.

**Loss Rebalancing** The same training image can contain both common and rare objects. Therefore, we modify the loss function so that the objects with rare appearance are upweighted. For each training pair \((x_k, y_k)\), we define a rarity score mask \(M^k \in \mathbb{R}^{h \times w \times 1}\):

\[
M^k_{i,j} = R_p(k) \quad \text{if pixel } (i,j) \text{ belongs to class } p
\]

We then normalize \(M^k\) so that every entry lies in \((0, 1]\):

\[
\hat{M}^k = \frac{1}{\max_{i,j} M^k_{i,j}} M^k
\]

The mask is then used to weight different pixels differently the loss function (1). Let \(\hat{M}\) be the normalized rarity score mask associated with the training pair \((x, y)\). The new loss \(L\) becomes:

\[
L(y, \tilde{y}) = \sum_{i=1}^{l} \lambda_i \left\| \hat{M}_i \circ [\Phi_i(y) - \Phi_i(\tilde{y})] \right\|_1
\]

Here \(\hat{M}_i\) is the normalized rarity score mask \(\hat{M}\) downsampled to match the size of \(\Phi_i(\cdot)\), and \(\circ\) denotes the element-wise product.

**5.2.5 Experimental Setting**

We train our model on 12403 training images and evaluate on the validation set (6383 images). Due to computational resource limitations, we conduct experiments at the 256 \times 512 resolution. The noise encoder takes in an input noise \(\tilde{z}\) of size 256 \times 512 \times 10 and a segmentation map \(x\) of size 256 \times 512 \times 30 and outputs an encoded noise \(z'\) of size 256 \times 512 \times 10. The number of output channels in the intermediate layers is 100. We set the hyperparameters shown in Algorithm 1 to the following values: \(|S| = 400, m = 10, L = 10000, |\tilde{S}| = 1\) and \(\eta = 10^{-5}\).

**5.2.6 Quantitative Evaluation**

**Diversity Evaluation** We measure the diversity of each method by generating 40 pairs of output images for each of 100 input semantic layouts from the test set. We then compute the average distance between each pair of output images for each given input semantic layout, which is then averaged over all input semantic layouts. The distance metric we use is LPIPS (Zhang et al., 2018), which is designed to measure perceptual dissimilarity. The results are shown in Table 2. As shown, the proposed
Fig. 9: Comparison of generated images for the same semantic layout. The bottom-left image in (a) is the input semantic layout and we generate 9 samples for each model. See [link](https://people.eecs.berkeley.edu/~ke-li/papers/imle_img_synth/fig6.gif) for a visualization of different samples. Note that BicycleGAN training becomes unstable when the generator architecture is replaced with CRN, and despite weeks of hyperparameter tuning, we could not get reasonable results. The difficulty of getting BicycleGAN to work with CRN architecture is confirmed by the authors of BicycleGAN.

method outperforms the baselines by a large margin. We also perform an ablation study and find that the proposed method performs better than variants that remove the noise encoder or the rebalancing scheme, which demonstrates the value of each component of our method. In Appendix A, we also compare to baselines trained with the proposed rebalancing scheme and find that the baselines do not improve significantly even after incorporating the proposed rebalancing scheme. This suggests that the baselines are unable to take advantage of the rebalancing and demonstrates another inherent advantage of the proposed method: unlike the baselines that only encourage diversity in the generated images, the proposed method aims to learn the underlying data distribution and so is more sensitive to changes in the underlying distribution as a result of rebalancing.

**Image Quality Evaluation** We now evaluate the generated image quality by human evaluation. Since it is difficult for humans to compare images with different styles, we selected the images that are closest to the ground truth image in $\ell_1$ distance among the images generated by CRN and our method. We then asked 62 human subjects to evaluate the images generated
for 20 semantic layouts. For each semantic layout, they were asked to compare the image generated by CRN to the image generated by our method and judge which image exhibited more obvious synthetic patterns. The result is shown in Table 3.

### 5.2.7 Qualitative Evaluation

A qualitative comparison is shown in Fig. 9. As shown, Pix2pix-HD generates almost identical images, BicycleGAN and MRGBAN generate images with heavy distortions, and CRN generates images with limited diversity. Here we tried to replace the generator of BicycleGAN (Zhu et al., 2017c) with the CRN (Chen and Koltun, 2017) architecture to provide fair comparison,
Fig. 12: Style consistency with the same random vector. (a) is the original input-output pair. We use the same random vector used in (a) and apply it to (b), (c), (d) and (e).

| Model                              | LPIPS score |
|------------------------------------|-------------|
| CRN                                | 0.11        |
| CRN+noise                          | 0.12        |
| Ours w/o noise encoder             | 0.10        |
| Ours w/o rebalancing scheme        | 0.17        |
| Ours                               | **0.19**    |

Table 2: LPIPS score. We show the average perceptual distance of different models (including ablation study) and our proposed model gained the highest diversity.

| % of Images Containing More Artifacts |
|---------------------------------------|
| CRN                                   | 0.636 ± 0.242 |
| Our method                            | **0.364 ± 0.242** |

Table 3: Average percentage of images that are judged by humans to exhibit more obvious synthetic patterns. Lower is better.

Fig. 13: Scene editing. (a) is the original input semantic map and the generated output. (b) adds a car on the road. (c) changes the grass on the left to road and changes the side walk on the right to grass. (d) deletes our own car, changes the building on the right to tree and changes all road to grass.

but training was very unstable, despite extensive hyperparameter tuning. (We reached out to the authors of BicycleGAN (Zhu et al., 2017c), who confirmed that it is difficult to get BicycleGAN to work with the CRN architecture, and that to their knowledge, nobody has had success.) In comparison, the images generated by our method are diverse and do not suffer from distortions. We also perform an ablation study in Fig. 10, which shows that each component of our method is important. Additionally, in Appendix A, we compare to baselines trained with the proposed rebalancing scheme, which shows that the baselines are unable to take advantage of the rebalancing, unlike the proposed method.

**Interpolation** We also perform linear interpolation of noise vectors to evaluate the quality of the learned latent space of noise vectors. As shown in 11(a), by interpolating between the noise vectors corresponding to generated images during daytime and nighttime respectively, we obtain a smooth transition from daytime to nighttime. We also show the transition in car colour in
Fig. 14: Images generated using our method on the BDD100K dataset.

11(b). This suggests that the learned latent space is sensible and captures the variation along both the daytime-nightime axis and the color axis. More examples and animations are available in Appendix B.

Scene Editing A successful method for image synthesis from semantic layouts enables users to manually edit the semantic map to synthesize desired imagery. One can do this simply by adding/deleting objects or changing the class label of a certain object. In Figure 13 we show several such changes. Note that all four inputs use the same random vector; as shown, the images are highly consistent in terms of style, which is quite useful because the style should remain the same after editing the layout. We further demonstrate this in Fig. 12 where we apply the random vector used in (a) to vastly different segmentation maps in (b),(c),(d),(e) and the sunset style is preserved across the different segmentation maps.

6 Conclusion

In this paper, we developed a new multimodal conditional image synthesis method by extending Implicit Maximum Likelihood Estimation (IMLE) to the conditional setting. We applied it to two different tasks: single image super-resolution and image synthesis from scene layout. On both tasks, we demonstrated that our method is able to generate multiple output images that are both different from each other and consistent with the input image even though only one ground truth output image per input image is provided as supervision. This compares favourably to the existing image synthesis methods, which either generate identical output images for the same input image due to mode collapse or generate spurious output images that are not consistent with the input image.
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Appendix A  Baselines with Proposed Rebalancing Scheme

A natural question is whether applying the proposed rebalancing scheme to the baselines would result in a significant improvement in the diversity of generated images. We tried this and found that the diversity is still lacking; the results are shown in Figure 15. The LPIPS score of CRN only improves slightly from 0.12 to 0.13 after dataset and loss rebalancing are applied. It still underperforms our method, which achieves a LPIPS score of 0.19. The LPIPS score of Pix2pix-HD showed no improvement after applying dataset rebalancing; it still ignores the latent input noise vector. This suggests that the baselines are not able to take advantage of the rebalancing scheme. On the other hand, our method is able to take advantage of it, demonstrating its superior capability compared to the baselines.

![Fig. 15: Samples generated by baselines with proposed rebalancing scheme, compared to the samples generated by our method. As shown, even with the proposed rebalancing scheme, the samples generated by CRN and Pix2pix-HD exhibit far less diversity than the samples generated by our method, and the samples generated by BicycleGAN are both less diverse and contain more artifacts than the samples generated by our method.](image-url)
Appendix B  Additional Results

All videos that we refer to below are available at http://people.eecs.berkeley.edu/~ke.li/projects/imle/scene_layouts.

B.1 Video of Interpolations

We generated a video that shows smooth transitions between different renderings of the same scene. Frames of the generated video are shown in Figure 16.

![Fig. 16: Frames of video generated by smoothly interpolating between latent noise vectors.](image-url)
B.2 Video Generation from Evolving Scene Layouts

We generated videos of a car moving farther away from the camera and then back towards the camera by generating individual frames independently using our model with different semantic segmentation maps as input. For the video to have consistent appearance, we must be able to consistently select the same mode across all frames. In Figure 17, we show that our model has this capability: we are able to select a mode consistently by using the same latent noise vector across all frames.

Fig. 17: Frames from two videos of a moving car generated using our method. In both videos, we feed in scene layouts with cars of varying sizes to our model to generate different frames. In (a), we use the same latent noise vector across all frames. In (b), we interpolate between two latent noise vectors, one of which corresponds to a daytime scene and the other to a night time scene. The consistency of style across frames demonstrates that the learned space of latent noise vectors is semantically meaningful and that scene layout and style are successfully disentangled by our model.
Here we demonstrate one potential benefit of modeling multiple modes instead of a single mode. We tried generating a video from the same sequence of scene layouts using pix2pix (Isola et al., 2017), which only models a single mode. (For pix2pix, we used a pretrained model trained on Cityscapes, which is easier for the purposes of generating consistent frames because Cityscapes is less diverse than GTA-5.) In Figure 18, we show the difference between adjacent frames in the videos generated by our model and pix2pix. As shown, our model is able to generate consistent appearance across frames (as evidenced by the small difference between adjacent frames). On the other hand, pix2pix is not able to generate consistent appearance across frames, because it arbitrarily picks a mode to generate and does not permit control over which mode it generates.

Fig. 18: Comparison of the difference between adjacent frames of synthesized moving car video. Darker pixels indicate smaller difference and lighter pixels indicate larger difference. (a) shows results for the video generated by our model. (b) shows results for the video generated by pix2pix (Isola et al., 2017).
Appendix C  More Generated Samples

Fig. 19: Samples generated by our model. The image at the top-left corner is the input semantic layout and the other 19 images are samples generated by our model conditioned on the same semantic layout.
Fig. 20: Samples generated by our model. The image at the top-left corner is the input semantic layout and the other 19 images are samples generated by our model conditioned on the same semantic layout.