Analytical and numerical study of plane-progressive thermoacoustic shock waves in complex plasmas
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The formation of thermoacoustic shocks is studied in a fluid complex plasma. The thermoacoustic wave mode can be damped (or anti-damped) when the contribution from the thermoacoustic interaction is lower (or higher) than that due to the particle collision and/or the kinematic viscosity. In the nonlinear regime, the thermoacoustic wave, propagating with the acoustic speed, can evolve into small amplitude shocks whose dynamics are governed by the Bateman-Burgers equation with an additional nonlinear term that appears due to the particle collision and nonreciprocal interactions of charged particles providing the thermal feedback. The appearance of such nonlinearity can cause the shock fronts to be stable (or unstable) depending on the collision frequency remains below (or above) a critical value and the thermal feedback is positive. The existence of different kinds of shocks and their characteristics are analyzed analytically and numerically with the system parameters that characterize the thermal feedback, thermal diffusion, heat capacity per fluid particle, the particle collision and the fluid viscosity. A good agreement between analytical and numerical results is also noticed.

I. INTRODUCTION

Thermoacoustic instability [1, 2] is important from a fundamental point of view, as it can cause pulsations leading to their accelerations in specific environments, including where the combustion reaction occurs [3–5]. Recently, the onset of such instability in complex plasmas has been reported in the linear regime [6, 7]. In Ref. [6], it was shown that the nonreciprocal effective interactions of charged particles can provide positive thermal feedback which, in turn, leads to the amplification of thermoacoustic waves. The theoretical prediction of such instability was also verified experimentally in that work. In another work [7], the thermoacoustic instability has also been studied in the weakly and strongly coupled dusty plasma systems. The linear and nonlinear propagations of thermoacoustic waves and the nonlinear saturation of the thermoacoustic instability have been studied in gas-filled tubes [8, 9]. Furthermore, Navier-Stokes simulations have been performed for modelling of a theoretical travelling-wave thermoacoustic heat engine [10], as well as to identify the linear and nonlinear regimes of thermoacoustic wave amplification and the generation of shocks in a minimal-unit looped resonator [11]. On the other hand, the generation of shock waves has been explored in the thermoacoustic gas oscillations in a gas column with a high temperature gradient. It has been observed that the periodic shocks can appear in the travelling wave mode oscillations in which the temperature gradient acts as a source of the acoustic energy [12, 13]. However, the evolution of thermoacoustic shocks in complex plasmas has not been investigated so far.

The aim of this letter is to revisit the theory of thermoacoustic waves, especially in the nonlinear regime, and to investigate the generation of thermoacoustic shocks propagating at near-acoustic speeds as well as their characteristics in fluid complex plasmas. Our analysis shows that the thermal feedback can indeed induce shock waves and they can be damped or anti-damped depending on whether the collision frequency is below or above a critical value. A good qualitative agreement of the analytical and numerical results, obtained, respectively, by the tanh perturbation expansion scheme and the Runge-Kutta scheme is also found to justify the existence of different kinds of shocks.

II. FLUID MODEL AND DISPERSION RELATION

The equations describing the generation of acoustic-like waves in one space dimension in a fluid complex plasma with the effects of temperature gradient, thermal feedback, the particle collision and the fluid kinematic viscosity are [6, 14]

$$\frac{\partial \rho}{\partial t} + \rho \frac{\partial v}{\partial x} = 0, \quad (1)$$

$$\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial x} = -\frac{1}{\rho} \frac{\partial}{\partial x} (\rho T) - \nu v + \mu \frac{\partial^2 v}{\partial x^2}, \quad (2)$$

$$\frac{\partial T}{\partial t} + v \frac{\partial T}{\partial x} = \chi \frac{\partial^2 T}{\partial x^2} - \frac{2
u}{\Gamma} (T - T_\infty) + q, \quad (3)$$

where $\rho = nm$ is the fluid mass density normalized by its equilibrium value $\rho_0$ with $n$ denoting the number density.
and $m$ the mass, $v$ is the center-of-mass fluid flow velocity normalized by the acoustic speed $c_s = \sqrt{k_B T_0/m}$ with $k_B$ denoting the Boltzmann constant, $T$ is the total thermodynamic temperature normalized by its equilibrium value $T_0$, $\nu$ is the collision frequency (damping rate) normalized by the plasma oscillation frequency $\omega_p = \sqrt{n_0 Q^2/\epsilon_0 m}$ with $Q$ denoting the particle charge, $\mu$ is the coefficient of fluid kinematic viscosity normalized by the Debye length, $\chi$ is the coefficient of thermal diffusivity normalized by $c_s^2/\omega_p$, $\Gamma$ is the heat capacity, and $q(\rho, T)$ is the heat source normalized by $T_0 \omega_p$. Also, the space and time coordinates $x$ and $t$ are normalized, respectively, by $\lambda_D$ and $\omega_p^{-1}$. It is to be mentioned that Ref. [6] considered a model of two-dimensional complex fluids without the effects of kinematic viscosity [14].

We are, however, interested in the one-dimensional propagation of waves with the effects of the kinematic viscosity, which will contribute not only to the source of damping of linear acoustic waves, but also to the Burgers term in the nonlinear evolution equation of thermoacoustic shocks.

We consider the propagation of one-dimensional planar compressional waves in complex plasmas along the $x$-direction. Assuming that the perturbations of density, velocity, and temperature are small compared to their equilibrium values and they vary as plane waves of the form $\exp(\pm i k x - \omega t)$ with the wave number $k$ and the wave frequency $\omega$, and linearizing Eqs. (1)–(3) about the equilibrium state with $\nu = 1$, $\rho = 1$ and $\nu = 0$, we obtain the following linear dispersion law [6]:

$$
\left[ \omega^2 + i (\nu + \mu k^2) \omega - k^2 \right] 
\times \left[ \omega + i \left( \chi k^2 + \frac{2\nu}{\Gamma} - q_T \right) \right] = i q_T k^2,
$$

where the parameters $q_T = (\partial q/\partial T)_0$ and $q_0 = (\partial q/\partial \rho)_0$, calculated at the equilibrium values $T = 1$ and $\rho = 1$, correspond to the thermal feedback of the media to the temperature and density variations. Note that the wave frequency $\omega$ (or wave number $k$) becomes complex due to the effects of the thermal feedback as well as the collisional and the viscosity effects. The dispersion equation (4) agrees exactly with that in Ref. [6] except the term proportional to $\mu$ due to the effect of the kinematic viscosity. In absence of the heat source or thermal feedback, i.e., for $q_0 = q_T = 0$, the acoustic mode and the thermal mode (corresponding to the first and second factors in the square brackets of Eq. (4) respectively) are decoupled, in which case Eq. (4) gives

$$
\omega = -i \left( \chi k^2 + \frac{2\nu}{\Gamma} \right),
$$

and

$$
\omega = k \sqrt{1 - \frac{(\nu + k^2 \mu)^2}{4k^2}} - \frac{\nu + k^2 \mu}{2}.
$$

Equation (5) corresponds to a purely damped thermal mode whereas Eq. (6) corresponds to an acoustic-like wave with the damping rate proportional to $(\nu + \mu k^2)/2$ due to the particle collision and/or the kinetic viscosity, provided that $k$ lies in a very small interval $1 - a < k < 1 + a$, where $a = \sqrt{\Gamma - \mu}$. This small regime is, however, not of interest and thus inadmissible. So, we look for an acoustic mode with $\omega \simeq k + \delta \omega$, where $\delta \omega$ is a small correction to the wave frequency due to the effects of particle collision, the kinetic viscosity, and the thermoacoustic interactions. Separating the real and imaginary parts, from Eq. (4) we obtain the following expressions for the real wave frequency and the growth/damping rate [6] (for details, see Appendix A):

$$
\Re \omega \simeq k \left[ 1 + \frac{q_T}{2} \frac{\chi k^2 + 2\nu/\Gamma - q_T}{k^2 + (\chi k^2 + 2\nu/\Gamma - q_T)^2} \right],
$$

$$
\Im \omega \simeq \frac{1}{2} \left( \nu + \mu k^2 \right) + \frac{q_T}{2} \frac{\chi k^2}{k^2 + (\chi k^2 + 2\nu/\Gamma - q_T)^2}.
$$

From Eq. (7) it follows that the phase velocity of the thermoacoustic wave is constant, i.e., the wave becomes dispersionless in the long wavelength limit $k \to 0$. However, as $k$ increases, in contrast to the low-frequency acoustic waves, the phase velocity also approaches a constant value (i.e., close to the acoustic speed $c_s$). On the other hand, from Eq. (8) it is evident that the wave can be stable (damped) or unstable (anti-damped) depending on whether the thermal contribution to the wave mode is smaller or larger than that associated with the collision and the viscosity. Typically, for positive values of $q_T$ and small values of $\nu$ and $\mu$, $\Im \omega$ becomes positive, implying the wave amplitude to grow, leading to the thermoacoustic instability [6].

In order to study the characteristics of the wave mode and the growth/decay rate in details, we numerically analyze Eqs. (7) and (8). The results are displayed in Fig. 1. The profiles of $\Re \omega$ are shown in subplots (a) and (c), and those of $\Im \omega$ are in subplots (b) and (d) for different values of the parameters, namely $q_T$ and $q_0$ that characterize the thermal feedback; the heat capacity per particle $\Gamma$, the coefficient of the thermal diffusivity $\chi$, the collision frequency $\nu$, and the coefficient of the kinematic viscosity $\mu$. It is noted that although the wave frequency increases with $k$, the increase or decrease of the phase velocity depends on the ranges of values of $k$ as well as those of the parameters. Interestingly, for $k \ll 1$ and $k > 1$, the phase velocity approaches a constant value. While in the former case, the phase velocity remains smaller than $c_s$, in the latter, it may slightly exceed the same. However, a domain of $k (\ll 1)$ exists corresponding to a wide range of values of the parameters where the phase velocity is close to the acoustic speed $c_s$. Thus, in contrast to typical acoustic waves (e.g., ion-acoustic wave), the thermoacoustic wave can propagate with sonic, subsonic or supersonic velocity. On the other hand, both the growth and the decay of the wave amplitude can occur in a wide range of values of $k$ and the parameters. In this context,
a purely growing mode or a purely damped mode can also exist when the collision frequency \( \nu \) remains below or above a critical value. For example, given \( q_0 = 0.27 \), \( q_T = 0.34 \), \( \chi = 0.88 \), \( \Gamma = 3 \) and \( \mu = 0 \), \( 3 \omega > 0 \) or \( 3 \omega < 0 \), respectively when \( \nu \lesssim 0.005 \) or \( \nu \gtrsim 0.25 \) (see the thick and thin dotted lines of subplot (d)). Physically, in absence of the fluid viscosity, when the particle’s collision frequency is below (above) a critical value, its contribution to the wave frequency (3\( \omega \)) becomes smaller (larger) than that due to the thermal feedback of the medium. As a result, only the instability (damping) is seen to occur. It is also important to note that when the viscosity is absent (\( \mu = 0 \)) in the medium, the growth/decay rate in both the cases reaches a maximum value within the domain \( 0 < k < 1 \) having a cutoff at a higher \( k > 1 \) except the case with nonzero \( \mu \) (see the dash-dotted line in subplot (d)).

### III. NONLINEAR EVOLUTION OF SHOCKS

In Sec. II, we have seen that depending on the parameter values, the thermoacoustic interaction of density and temperature perturbations can lead to either the wave instability or damping. In this section, we consider this interaction effect and examine whether the linear perturbations, as they propagate and the nonlinear effects intervene, can develop into nonlinear compressive or rarefactive shocks with oscillatory or monotonic profiles. To this end, we derive an evolution equation for small amplitude shocks and study their characteristics in the physical parameter space.

In what follows, we are interested in the evolution of one-dimensional plane progressive shocks in a frame that moves along the \( x \)-axis with a velocity close to the acoustic speed \( c_s \). The wave can achieve this speed at a finite value of \( k \) such that it is not too small but can be smaller than unity and the parameters satisfy the condition \( q_0 / (4 \nu / \Gamma - 2 q_T) < 1 \) (cf. subplots (a) and (c) of Fig. [1]). Thus, in our reductive perturbation scheme the new space and time coordinates can be defined as [15] (for details, see Appendix A)

\[
\xi = \varepsilon (x - t) \quad \text{and} \quad \tau = \varepsilon^2 t,
\]

where \( \varepsilon \) is an expansion parameter that reflects the smallness of wave perturbations. We further assume that \( \nu \sim \nu_0 \varepsilon \), \( q_0 \sim q_0 \varepsilon \), and \( q_T \sim q_T \varepsilon \), where \( \nu_0 \), \( q_0 \), and \( q_T \) are each of the order of unity. The dependent variables are expanded as

\[
\rho = 1 + \varepsilon \rho_1 + \varepsilon^2 \rho_2 + \varepsilon^3 \rho_3 + \cdots,
\]

\[
v = \varepsilon v_1 + \varepsilon^2 v_2 + \varepsilon^3 v_3 + \cdots,
\]

\[
T = 1 + \varepsilon T_1 + \varepsilon^2 T_2 + \varepsilon^3 T_3 + \cdots,
\]

\[
q(\rho, T) = \varepsilon^2 q_1 + \varepsilon^3 q_2 + \cdots,
\]

where \( q_1 \equiv q_{p\rho} \rho_1 + q_{T} T_1 \), \( q_2 \equiv q_{p\rho} \rho_2 + q_{T} T_2 \) etc. are obtained by evaluating the first and higher order partial derivatives of \( q(\rho, T) \) with respect to \( \rho \) and \( T \) at their equilibrium values. From Eq. (10), it is to be noted that while the first order perturbation in each of \( \rho \), \( v \) and \( T \) scales as \( \varepsilon \), that of \( q \) scales as \( \varepsilon^2 \) due to its Taylor series expansion about the equilibrium values of \( \rho \) and \( T \) (for details, see Appendix B).

Next, we substitute the new stretched coordinates from Eq. (9) and the expansion from Eq. (10) into Eqs. (1)–(3), and equate the coefficients of different powers of \( \varepsilon \). In the lowest order of \( \varepsilon \), we obtain the following expressions for the first order perturbations.

\[
v_1 = \rho_1, \quad T_1 = -\frac{\Gamma'}{2} \rho_1,
\]

where \( \Gamma' = 2 (\nu_0 - q_{p\rho}) / (2 \nu_0 \Gamma - q_{T0}) \).

From the next order of \( \varepsilon \), we obtain the following expressions for the second order perturbations in terms of first order quantities.

\[
\frac{\partial v_2}{\partial \xi} - \frac{\partial \rho_2}{\partial \tau} = - \frac{\partial \rho_1}{\partial \tau} - 2 \rho_1 \frac{\partial \rho_1}{\partial \xi},
\]

\[
\frac{\partial T_2}{\partial \xi} - \frac{\rho_2}{\partial \tau} = - \frac{\partial \rho_1}{\partial \tau} + \Gamma' \frac{\partial \rho_1}{\partial \tau} + \mu \frac{\partial^2 \rho_1}{\partial \xi^2} - \nu_0 \rho_1^2,
\]

\[
- \frac{\partial T_2}{\partial \tau} = \frac{\Gamma'}{2} \frac{\partial^2 \rho_1}{\partial \xi^2} + \frac{\Gamma'}{2} \frac{\partial \rho_1}{\partial \tau} + \frac{\Gamma'}{2} \frac{\partial \rho_1}{\partial \xi}.
\]

After eliminating the second order perturbed quantities from Eqs. (12–14) and using the results, given by, Eq. (11), we obtain the following Bateman-Burgers or simply the Burgers-like equation for thermoacoustic shocks in fluid complex plasmas.

\[
\frac{\partial \rho}{\partial \tau} + \rho \frac{\partial \rho}{\partial \xi} = B \frac{\partial^2 \rho}{\partial \xi^2} + D \rho^2,
\]

where \( \rho(\xi, \tau) \equiv \rho_1(\xi, \tau) \) and the coefficients of the nonlinear convection, the diffusion and the nonlinearity associated with the particle collision and the thermal feedback (Hereafter, we call it as “collisional nonlinearity”), respectively, are

\[
A = \frac{3 \Gamma' - 4}{\Gamma' - 4}, \quad B = \frac{\Gamma' - 2 \mu}{\Gamma' - 4}, \quad D = \frac{2 \nu_0}{\Gamma' - 4}.
\]

In deriving Eq. (15), we have neglected the secular terms involving \( -\nu_0 v_2 \) (on the right-hand side of Eq. (13)) and \( q_2 - 2 \nu_0 T_2 / \Gamma \) (on the right-hand side of Eq. (14)) by assuming \( \partial / \partial \xi \gg 1 / L \), where \( 1 / L = \max \{2 \nu_0 / \Gamma - q_{T0}, q_{p\rho} - \nu_0 \} \), since we look for a solitary shock solution of Eq. (15) for the first order density perturbation.

We note that the nonlinear term proportional to \( D \) in Eq. (15) appears due not only to the particle collision but...
also to a finite value of the heat capacity per particle and is modified by the thermal feedback of the medium to the density and thermal fluctuations. Furthermore, the non-linearity in $\rho$ appears due to the first order smallness of $\nu \sim \nu_0\varepsilon$. However, a second order smallness of $\nu \sim \nu_0\varepsilon^2$ could result in a linear term proportional to $\rho$ in Eq. (15). So, the evolution dynamics of shocks with the linear term $D\rho$ should differ from those with the nonlinear term $D\rho^2$. Before going into the dynamics of thermoaoustic shocks, it is imperative to investigate the nature of the coefficients $A$, $B$ and $D$ of Eq. 15 for different values of the parameters $q_{\rho_0}$, $q_{\nu_0}$, $\nu_0$, $\Gamma$, $\chi$ and $\mu$. The latter two, however, modify the coefficient of diffusion $B$ only. Such an investigation is crucial not only to examine the existence of different kinds of shock solutions of Eq. 15 that the plasma medium can support but also to study their characteristics with the variation of parameters. Typically, the specific heat ratio $\Gamma$ ranges in between 2 to 4. Also, we have $q_{\rho_0} \sim 0 - 0.4$, $q_{\nu_0} \sim 0 - 0.4$, $\chi \sim 0 - 1$, $\mu \sim 0 - 1$ and $\nu_0 \sim 0 - 1$ such that the condition $q_{\rho}/ (4\nu/T - 2q_T) < 1$, as stated before, is fulfilled.

Figure 2 displays the profiles of $A$, $B$ and $D$ with respect to the collision frequency $\nu$ for different values of the other parameters. Here, we note that while the sign of $A$ could be crucial for determining the existence of compressive or rarefactive shocks, that of $D$ may characterize the emergence of instability or damping of nonlinear shocks. Furthermore, the magnitudes of $A$, $B$ and $D$ should be finite in order to avoid any blow up solution of shocks. It is found that all the coefficients can assume exceedingly high values when the collision frequency outstrips its critical value ($\nu_c \sim 0.5$) and the thermal feedback to the temperature variation ($q_T$) is relatively high (see the solid, dashed and dotted lines in subplots (a), (b) and (c)). In this case, the wave steepening can occur with an increased value of the wave amplitude due to a dominating role of the nonlinear convection ($A$) over the thermal diffusion and/or the kinematic viscosity ($B$) such that the thermoacoustic shock wave may be unstable due to positive values of the nonlinear coefficient $D$ associated with the particle collision and the thermal feedback. However, when the value of $q_T$ is relatively low (see the dash-dotted lines in subplots (a), (b) and (c)), the coefficients $A$, $B$ and $D$ can be positive or negative depending on the ranges of values of $\nu_0$. Here, the magnitudes of $A$, $B$ and $D$ decrease with increasing values of $\nu_0$ such that $|A/B| > 1$ in $0 < \nu_0 \lesssim 0.3$ and $|A/B| \lesssim 1$ in $0.3 < \nu_0 \lesssim 1$. Furthermore, $D > 0$ ($< 0$) in $0 < \nu_0 \lesssim 0.1$ ($0.1 < \nu_0 \lesssim 1$). Thus, it follows that when the effects of the thermal feedback of the medium to the temperature variation ($q_T$) and the particle’s collision ($\nu_0$) are relatively small, the nonlinear convection still dominates over the thermal diffusion (and/or the kinematic viscosity). As a result, the wave instability may occur for the collision frequency well below the plasma oscillation frequency, i.e., $\nu_0 \lesssim 0.1$. However, for frequencies in the interval $0.1 < \nu_0 \lesssim 1$, the effects of the thermal diffusion and/or the kinematic viscosity become

![FIG. 1. The real (subplots (a) and (c)) and the imaginary (subplots (c) and (d)) parts of the wave frequency $\omega$ are plotted against the wave number $k$ for different values of the parameters as in the legends to show the instability growth and decay rates of the wave. The fixed parameter values for the subplots ((a), (b)) and ((c), (d)), respectively, are ($T = 3$, $\chi = 0.8$, $\nu_0 = 0.1$) and ($q_{\rho_0} = 0.27$, $q_{\nu_0} = 0.34$, $\mu = 0$).](image-url)
comparable to that of the convective nonlinearity, and because of $D < 0$, the shock waves can be damped. On the other hand, $B$ tends to assume positive values in the entire domain of $\nu_0$ with an increasing value of the viscosity parameter $\mu$. From the subplots (a) and (c), it is observed that in the absence of the fluid viscosity and for a fixed value of $\chi$, which characterizes the thermal diffusivity, the qualitative features of $A$ and $B$ are almost the same except for their changes of signs and/or magnitudes with the variations of the parameters $q_{j\mu}, q_{j\nu}$ and $\Gamma$. From the profiles of $A$, $B$ and $D$ it may be concluded that in order to have a finite shock solution the values of $\nu_0$ may be restricted to lie in the interval $0 < \nu_0 \lesssim 0.5$. In the following section IV, we will consider these parameter regimes to investigate different kinds of shock solutions both analytically and numerically.

IV. SHOCK SOLUTION: ANALYTICAL AND NUMERICAL APPROACH

We employ the tanh expansion scheme [16] to obtain an approximate shock solution of Eq. (15) when the coefficient $D$ of collisional nonlinearity is relatively small compared to the nonlinear convection and the diffusion, i.e., $|D| \ll |A|, |B|$. We also numerically investigate the existence of different kinds of shock solutions and examine whether the qualitative features in both the cases agree in the same parameter space.

A. Analytical approach

We note that in absence of the particle collision $(\nu = 0)$, Eq. (15) reduces to the known Burgers equation whose asymptotic shock solution is given by

$$\rho(\xi, \tau) = \frac{\nu_0}{A} \left[1 - \tanh \left\{ (\xi - \nu_0 \tau) \frac{\nu_0}{2B} \right\} \right], \quad \text{(17)}$$

where $\nu_0$ is the speed of the shock front and the imposed boundary conditions are $\rho, \rho_x, \rho_{xx} \to 0$ as $\xi \to \infty$. Such a shock profile has two layers which may be composed of compressive and/or rarefactive wave fronts. From Eq. (17), it is clear that the shocks can be compressive $(\rho > 0)$ or rarefactive $(\rho < 0)$ according to when the coefficient of the nonlinear convection $A$ is positive or negative. We, however, skip the further analysis of this particular solution rather we look for a solution of Eq. (15) when the collisional nonlinearity is no longer negligible but small compared to those associated with $A$ and $B$, i.e., $|D| \ll |A|, |B|$. The case with $|D| \gtrsim |A|, |B|$ may result into blow up solutions which are physically inadmissible.

It is to be noted while various conservation laws (e.g., the conservation of total number of particles and the conservation of energy) hold for the Burgers equation with $\nu = 0$, the same do not hold for Eq. (15) because of the nonlinearity proportional to $D$. So, either the wave energy grows leading to the instability or decays to exhibit the damping. It follows that a steady state solution with finite wave energy of Eq. (15) does not exist and thus, we look for an approximate solution of it. To this end we recast Eq. (15) as

$$\frac{\partial \rho}{\partial \tau} + A \frac{\partial \rho}{\partial \xi} - B \frac{\partial^2 \rho}{\partial \xi^2} + \lambda \rho^2 = 0, \quad \text{(18)}$$

where $\lambda = -D$. We employ the tanh perturbation expansion scheme in which Eq. (18) can be treated as a perturbed equation with the small perturbation being proportional to $\lambda$. So, it is reasonable to assume Eq. (17) as the unperturbed solution of Eq. (18) and a slow time dependence of the wave amplitude and velocity of the new solution due to the nonlinearity proportional to $\lambda$. Thus, for a constant $V$, we define a new transformation $\zeta$, retaining $\tau$ as is, as

$$\zeta = \frac{V}{B} \left[ \xi - \phi(\tau) \right], \quad \text{(19)}$$

so that $\rho(\xi, \tau) \equiv \rho(\zeta, \tau)$ represents a localized solution of Eq. (18) that travels with a velocity $d\phi/d\tau$ having the characteristic width $W = B/V$, which plays the role of the wavelength. Here, we do not consider any time dependency of $V$ in order to avoid any secular term proportional to $\lambda$. Using the transformation (19), Eq. (18) reduces to

$$\frac{\partial \rho}{\partial \tau} - \frac{V}{B} \frac{d\phi}{d\tau} \frac{\partial \rho}{\partial \zeta} + \frac{VA}{B} \frac{\partial \rho}{\partial \zeta} - \frac{V^2}{B} \frac{\partial^2 \rho}{\partial \zeta^2} + \lambda \rho^2 = 0. \quad \text{(20)}$$

Next, we look for a solution in analogy with that of the Burgers equation with $\lambda = 0$ and use the similar boundary conditions, namely $\rho, \partial \rho/\partial \zeta, \partial^2 \rho/\partial \zeta^2 \to 0$ as $\zeta \to \pm \infty$. To this end, we introduce a variable $Y = \tanh(\zeta)$ for an infinite series expansion with $\tau$-dependent coefficients and assume $\rho(\zeta, \tau) = S(Y, \tau)$. Thus, Eq. (20) gives

$$\frac{\partial S}{\partial \tau} + \lambda S^2 + \frac{V}{B} (1 - Y^2) \left[ \frac{\partial S}{\partial Y} \left( -\frac{d\phi}{d\tau} + AS + 2VY \right) - V (1 - Y^2) \frac{\partial^2 S}{\partial Y^2} \right] = 0. \quad \text{(21)}$$

Based on the exact solution (Eq. (17)) of the conserved Burgers equation, we presume, as an ansatz, that the solution of Eq. (21) will take the form

$$S(Y, \tau) = G(\tau)(1 - Y) \left[ 1 + a_1(\tau)Y + a_2(\tau)Y^2 + \cdots \right], \quad \text{(22)}$$

where $G(\tau)$ and $a_i(\tau)$, for $i = 1, 2, 3, \ldots$, are unknown functions of $\tau$, and the series in $Y$ is to be convergent.

Substituting the ansatz (22) into Eq. (21) and equating the coefficients of $Y^n$, for $n = 0, 1, 2, \ldots$, to zero one can obtain different expressions for $G(\tau), \phi(\tau)$ and $a_i(\tau)$ with $i = 1, 2, 3, \ldots$. First, to obtain the expressions for
FIG. 2. The variations of the coefficients of Eq. (15) are shown in a domain of the collision frequency \( \nu_0 \) for different values of the parameters that characterize the heat capacity (\( \Gamma \)), the thermal feedback due to density (\( q_{\theta} \)) and temperature (\( q_{\tau_0} \)) fluctuations, the thermal diffusion (\( \chi \)) and the kinematic viscosity (\( \mu \)) as in the legends. The fixed parameter values for the subplots [(a), (b), (c)] and (d), respectively, are \( (\chi = 0.8, \mu = 0) \) and \( (q_{\theta} = 0.3, q_{\tau_0} = 0.4, \Gamma = 3) \).

\( G(\tau) \) and \( \phi(\tau) \), we set \( a_1(\tau) = a_2(\tau) = 0 \). The lowest order of \( Y \) then gives

\[
-V A B G^2(\tau) + \lambda G^2(\tau) + G'(\tau) + \frac{V}{B} d\phi / d\tau G(\tau) = 0. \tag{23}
\]

Next, looking for a solution of Eq. (23) for \( G(\tau) \) that decays with time \( \tau \) and hence the velocity \( d\phi / d\tau \), we have

\[
\frac{dG(\tau)}{d\tau} = -\lambda G^2(\tau), \tag{24}
\]

\[
\frac{d\phi}{d\tau} = AG(\tau). \tag{25}
\]

Using the initial conditions \( G(\tau) = 2V/A \) and \( \phi(\tau) = 0 \) at \( \tau = 0 \), and in analogy with the solution of the conserved Burgers equation, we obtain for \( \lambda \neq 0 \) the following solutions of Eqs. (24) and (25).

\[
G(\tau) = \left( \frac{\lambda \tau + \frac{A}{2V}}{2V} \right)^{-1}, \tag{26}
\]

\[
\phi(\tau) = \frac{A}{\lambda} \log \left( 1 + \frac{2V\lambda}{A} \frac{\tau}{2V} \right), \tag{27}
\]

In particular, for \( \lambda = 0 \), Eqs. (24) and (25) give

\[
G(\tau) = \frac{2V}{\tau}, \tag{28}
\]

\[
\phi(\tau) = \nu_0 \tau, \tag{29}
\]

where \( \nu_0 = 2V \). Here, for \( \lambda = 0 \), the exact solution can be written in terms of \( S(Y, \tau) \equiv S(Y) \), i.e.,

\[
S(Y) = \frac{\nu_0}{A} (1 - Y), \tag{30}
\]

where \( Y = \tanh(\zeta) = \tanh \left( [\nu_0/2B](\xi - \nu_0 \tau) \right) \) and the required boundary condition is \( S(Y) \rightarrow 0 \) as \( Y \rightarrow 1 \). The solution (30) completely agrees with the solution (17) of the conserved Burgers equation. From Eqs. (25) and (26) we note that both the amplitude \( G(\tau) \) and the velocity \( d\phi / d\tau \) of the thermoacoustic shock may either decay (damping) or grow (instability) with time depending on the values of the collision frequency below or above a critical value and those of \( q_{\theta} \) and \( q_{\tau_0} \). Furthermore, depending on these values of the parameters, \( G(\tau) \) can be either positive or negative implying the existence of either compressive or rarefactive shocks.

Next, the \( \tau \)-dependent quantities \( a_i(\tau) \) in the ansatz (22) are obtained successively from the higher orders of \( Y \) as follows:

\[
a_3(\tau) = -\frac{1}{3} + \frac{1}{6V^2} (AV - B\lambda) G(\tau), \tag{31}
\]

\[
a_4(\tau) = a_3(\tau) + \frac{B\lambda}{12V^2} G(\tau), \tag{32}
\]

\[
a_5(\tau) = -\frac{8}{15} + \frac{1}{12V^2} (4AV - 3B\lambda) G(\tau) + \frac{A}{30V^3} (-AV + B\lambda) G^2(\tau), \tag{33}
\]
\[ a_6(\tau) = a_5(\tau) + \frac{B \lambda}{9t^2} G(\tau) + \frac{B \lambda}{360t^4} (-9AV + 4B\lambda)G^2(\tau), \] (34)

and so on. Finally, we obtain the following approximate shock solution of Eq. (15).

\[ \rho(\xi, \tau) = \left( \frac{\lambda \tau + A}{2V} \right)^{-1} (1 - Y) \times \left[ 1 + a_3(\tau)Y^3 + a_4(\tau)Y^4 + \cdots \right], \] (35)

where

\[ Y = \tanh \left[ \frac{V}{B} (\xi - \phi(\tau)) \right]. \] (36)

It can be shown that for a particular choice of the parameters, the condition \(|a_{n+1}/a_n| < 1\) is satisfied so that the series in \(Y\) converges. Here, \(a_n\) denotes the \(n\)-th term of the series in \(Y\). In Eq. (35), how many correction terms involving \(a_i(\tau)\) are to be considered depends on the degree of smallness of the perturbation proportional to \(\lambda\). Typically, \(|Y| \lesssim 1\) and for the parameter values as in Fig. 4(a) (solid line), we have \(D \sim 0.012; a_3 = -0.58, a_4 = -0.34, a_5 = -0.27,\) and \(a_6 = -0.013\) at \(\tau = 200\) such that \(|a_6(\tau)Y^6| \lesssim 0.01\). So, to the second order smallness of perturbation \((\sim 0.01)\), we retain the correction terms up to \(a_6(\tau)\). However, one can consider additional correction terms (beyond \(a_6(\tau)\)) for more accuracy. In particular, for \(\lambda = 0\), we have \(a_i(\tau) = 0\) with \(i = 3, 4, 5, \ldots\), for which the solution (17) is recovered. As said before, if the smallness of the collision frequency is taken to be a higher order of \(\epsilon\) than the first order, i.e., \(\nu \sim O(\epsilon^2)\), then the term proportional to \(D\) in Eq. (15) appears as \(D\rho\) instead of \(D^2\). In that case, the shock solution can have either exponential growth or exponential decay \(16\) which is significantly different from the present solution \(35\).

Before we analyze the characteristics of the shock solution, given by, Eq. (35), it is important to investigate the properties of the amplitude \(G(\tau)\) and the velocity \(d\phi/d\tau\) of the shock as well as the relative propagation distance \(\phi(\tau)\) for a fixed time at which the shock may eventually damp away. The results are displayed in Fig. 3. It is evident that given fixed values of \(\Gamma, q_{\rho0}\) and \(q_{\chi0}\) when the collision frequency \(\nu_0\) is below a critical value \(\nu_c\), both the nonzero amplitude and velocity of shocks decay with time (solid, dashed and dotted lines of subplots (a) and (c)). Since the coefficient \(D\) of the collisional nonlinearity (proportional to \(\nu_0\)) assumes small negative values for \(\nu_0 \ll \nu_c\) \((\text{cf. Fig. 2})\), such a decay of the wave amplitude may result in the damping of thermoacoustic shocks. Furthermore, in contrast to the decay rate of the velocity (subplot (c)), the decay rate of the wave amplitude can be lower (higher) with decreasing values of \(q_{\rho0}\) (\(q_{\chi0}\)). Thus, the decay of the wave amplitude can be slowed down if the thermal feedback of the medium to the density fluctuation is typically low but that to the temperature fluctuation remains high. However, both the amplitude and the velocity can grow with time leading to the instability when \(\nu_0\) exceeds some critical value \(\nu_c\) (see the dash-dotted lines in subplots (a) and (c)). This critical value may differ due to a different set of other parameter values. Here, the instability occurs with positive amplitude of shocks. However, there may be some parameter regime at which the collision frequency is relatively low but the effects of the thermal feedback to the density and temperature variations are typically high, e.g., \(\Gamma = 3, \chi = 0.8, \nu_0 = 0.1, q_{\rho0} = 0.4\) and \(q_{\chi0} = 0.4\). At which even though \(G(\tau) < 0\) decays, the velocity of shocks \(d\phi/d\tau\) may increase with time. It follows that the rarefactive thermoacoustic shocks may exist with an increasing speed and can achieve its maximum value at finite distance and time before they damp away. On the other hand, subplot (b) shows that the relative propagation distance at which the shocks may eventually damp away can be different for different values of \(\Gamma, q_{\rho0}\) and \(q_{\chi0}\). Here, one must note that while the values of both \(\phi\) and \(d\phi/d\tau\) increase, those of \(G(\tau)\) decrease with decreasing values of \(\Gamma\) (not shown in the figure).

Figure 4 shows the profiles of the shock solution (35) for different values of the parameters that characterize the thermal feedback \((q_{\rho0}\) and \(q_{\chi0}\)), kinematic viscosity \((\mu)\), thermal diffusivity \((\chi)\), particle collision \((\nu_0)\), and the heat capacity \((\Gamma)\). We consider those parameter values for which \(|D| \lesssim |A|, |B|\) \((\text{cf. Fig. 2})\) hold. It is seen that depending on the parameter regime, not only do both the compressive and rarefactive shocks appear, but a transition from oscillatory to monotonic shocks and vice versa can also occur. Since they appear as double-layer shocks with multiple wave fronts \(17\), both the free and trapped particles can adjust themselves at any time to maintain the quasineutrality on each side of the propagating shocks. From subplot (a) of Fig. 4, it is evident that as the value of \(q_{\rho0}\) is reduced, keeping the other parameters fixed, an oscillatory shock with two wave fronts transits into a monotonic one with a reduced wave amplitude (see the solid and dashed lines in subplot (a)). The shock profile remains monotonic in the interval \(0.34 \lesssim q_{\chi0} \lesssim 0.4\) and for fixed values of the other parameters, namely \(q_{\rho0} = 0.16, \Gamma = 3, \chi = 0.8, \nu_0 = 0.1\) and \(\mu = 0\). In this regime, the monotonic shocks having amplitude \(\sim 0.04\) and velocity \(\sim 0.03\) will damp away after traveling a finite distance \(\phi \sim 0.4\) in time \(\tau = 200\). Physically, when the collision frequency is below its critical value, as the thermal feedback to the density fluctuation decreases, the magnitude of \(D\) increases, i.e., the effect of the nonlinearity associated with the particle collision and the thermal feedback is more pronounced and it may even dominate over the thermal diffusion and/or the kinematic viscosity. As a result, the oscillatory shocks transit into monotonic ones. We also note that the shock wave amplitude increases with decreasing values of \(q_{\rho0}\). This is seen in the inverse relationship between \(G(\tau)\) and \(A\) in Eq. (24) and the direct relationship between \(A\) and \(q_{\rho0}\) for \(\nu_0 \lesssim 0.5\) observed in Fig. 2. Thus, one can have a monotonic shock with reduced amplitude. Furthermore, such
monotonic shocks again transit to oscillatory ones with an increased amplitude when the value of $q_{T0}$ is further reduced from $q_{T0} = 0.34$ to $q_{T0} = 0.165$ (see the dotted and dashed lines in subplot (a)). In this case, the thermal diffusion and/or kinematic viscosity again dominate over the nonlinearity proportional to $D$ due to low thermal feedback of the medium to the temperature fluctuation. In this case, the wave amplitude increases due to the small effects of the collisional nonlinearity $(D)$ compared to the nonlinear convection $(A)$. The profile remains oscillatory in nature in the interval $0 < q_{T0} < 0.34$ with $q_{p0} = 0.16$, $\Gamma = 3$, $\chi = 0.8$, $\nu_0 = 0.1$ and $\mu = 0$. In this case, the oscillatory shocks having amplitude $\sim 0.03$ and velocity $\sim 0.02$ will damp in time $\tau = 200$ after a
finite distance $\phi \sim 0.5$. However, the oscillatory shock can also transit into a monotonic one with an increasing value of the coefficient of the kinematic viscosity $\mu$ (See the solid and dash-dotted line). The effects of the parameters (namely, $\Gamma$, $\chi$ and $\nu_0$ that are associated with the heat capacity, the thermal diffusivity, and the particle collision respectively) on the profiles of shocks are also examined (subplot (b)). It is noted that, although the oscillatory nature of the shock profiles is preserved, the amplitude increases with a reduction of the heat capacity (see the solid and dashed lines). However, a transition from an oscillatory to a monotonic structure with reduced amplitude can also occur due to an enhancement of $\nu_0$ (below $\nu_c$) or a decrement of $\chi$ (see the dotted and dash-dotted lines). On the other hand, subplot (c) of Fig. 4 shows that the shock profile can also become rarefactive with negative amplitude for slightly a different set of values of the parameters that characterize either a reduction of the thermal feedback of the medium to the temperature variation or an enhancement of the same to the density variation. These occur, respectively when either $q_{\rho_0}$ is increased from 0.3 to 0.4 at fixed $q_{T_0} = 0.4$ or $q_{T_0}$ is decreased from 0.4 to 0.28 with fixed $q_{\rho_0} = 0.3$, all other parameters held constant. This is seen in the solid, dashed, and dotted lines of Figure 4(c). It is also seen that as time goes on, the amplitude of the shock profile gets reduced (see the solid and dash-dotted lines) implying that the shock wave may be damped due to a small effect of the collisional nonlinearity. However, as mentioned before, even though the amplitude decays, the velocity of shocks can increase with time and achieve a maximum value before they damp away. Similar characteristics of shocks with variable velocity and decaying amplitude with time have been observed in incompressible fluids [18]. In the following section IV B we will investigate the existence and characteristics of different kinds of shocks numerically and examine any qualitative agreement with the analytical results.

**B. Numerical approach**

The purpose of this section is to find a numerical solution of Eq. (15) and to verify whether this solution can match the analytic solution obtained in Sec. IV A for two different values of $\Gamma$: $\Gamma = 2$ and $\Gamma = 3$, keeping the other parameter values fixed at $q_{\rho_0} = 0.27$, $q_{T_0} = 0.34$, $\chi = 0.8$, $\nu_0 = 0.1$, and $\mu = 0$. To solve Eq. (15) in time, we discretize the variable $\rho$ in both space (where the first and second spatial derivatives are approximated by their respective second-order accurate central difference approximations (See Appendix C)) and time so that the solution is only defined at the discrete points, separated by the spatial grid size $\Delta \xi$ and the time step $\Delta \tau$. We perform the simulation with the time interval $0 \leq \tau \leq 200$ and the space interval $-100 \leq \xi \leq 100$. We use $N_\tau = 2 \times 10^5$ intervals in time and $N_\xi = 1000$ intervals in space such that $\Delta \xi = 0.01$ and $\Delta \tau = 0.001$. In the numerical scheme, time is discretized as $\tau = \tau^i = i \Delta \tau$ with $i = 0, 1, 2, ..., N_\tau$ and space as $\xi = \xi^j = j \Delta \xi$ with $j = 0, 1, 2, ..., N_\xi - 1$. Also, we use periodic boundary conditions for $\rho(\xi, \tau)$, i.e., $\rho(\xi, \tau) = \rho(0, \tau)$ (or for the discretized solution, $\rho^i_{N_\xi} = \rho^i_0$, where $\rho(\xi, \tau^i) \equiv \rho^i_0$ and $L_\xi$ is the length of the spatial interval) and its spatial derivatives. Next, we use the fourth-order Runge-Kutta scheme for the time-stepping with an initial condition $\rho(\xi, 0) = 0.5[1 + \tanh(\xi/8)]$. The time discretization of the Runge-Kutta scheme is given in Appendix C. In the numerical integration, various spatial grid size and the time step combinations can be used. However, the most accurate results are obtained with $\Delta \xi = 0.01$ and $\Delta \tau = 0.001$ for which the $L_2$ error assumes a value $\lesssim 10^{-3}$, where $L_2 = \sqrt{\Delta \xi \sum_{i=0}^{N_\xi} |\rho^i - \rho^o|^2}$ with $\rho^o$ and $\rho^o$ denoting the solutions obtained by analytical and numerical methods. It can be shown by von Neumann’s stability analysis that the present scheme is also unconditionally stable [19].

For the simulation, we consider the same parameter values as for Fig. 4 and consider the pulse size $L_p < L_\xi$ so that the shock solutions exist. The results are displayed in Fig. 5. A good qualitative agreement (i.e., overall trends like how $\rho$ generally depends on $\xi$) between the numerical results and those obtained from the analytical solutions is noted except near $\xi = 0$ and in the asymptote ($\rho = 0$) of the shock profile where some oscillatory nature of the analytic solution is found. As an illustration, we have plotted the analytic solution along with the numerical solution of Eq. (15) in two particular cases as shown in subplots (a) and (b). Initially, the wave steepens with growing amplitude, however, as time progresses, it evolves into a steady structure with wave fronts behind the shocks. The amplitude of the shocks so formed decays with time due to a small effect of the nonlinear term proportional to $D$. It is noted that the wave fronts behind the shock are ordered and the one with the maximum amplitude is nearest to the shock. From subplot (a) it is found that similar to Fig. 4 the wave steepening occurs with a small reduction of the value of $q_{\rho_0}$ and as a result, the oscillatory shock transforms into a monotonic one with an increased amplitude (See the solid and dashed lines). The monotonic profile again transits back into the oscillatory one with almost the same profile as for the increased values of $q_{\rho_0}$ and $q_{T_0}$ (solid line) with a small reduction of $q_{T_0}$ (See the dotted line). The similar qualitative features (in agreement with subplot (b) of Fig. 4) also occur by the effects of the other parameters, namely $\Gamma$, $\chi$, and $\nu_0$. It is to be noted that for a different set of parameter values at which the coefficients $A$, $B$ and $D$ of Eq. (15) are significantly high or $D$ becomes larger than or comparable to $A$ and $B$, the shock solution evolves with growing amplitude and may eventually blow up after a finite time. This happens when the collision frequency exceeds a critical value and the values of $q_{\rho_0}$ and/or $q_{T_0}$ are relatively high.
FIG. 5. The development of an initial profile $\rho(\xi, 0) = 0.5[1 + \tanh(\xi/8)]$ into shocks (Numerical solution of Eq. 15) is shown after $\tau = 200$ for different sets of parameter values as in the legends and/or in Fig. 4. As a comparison, the analytic solution 27 is plotted along with the numerical solutions of Eq. 15 in two particular regimes of $\Gamma$: $\Gamma = 3$ (subplot (a)) and $\Gamma = 2$ (subplot (b)). Unless stated otherwise, the parameters values are $q_{\rho_0} = 0.27$, $q_{T_0} = 0.34$, $\chi = 0.8$, $\nu_0 = 0.1$, and $\mu = 0$.

V. CONCLUSIONS

The linear and nonlinear theories of plane progressive thermoacoustic waves are studied in multi-fluid complex plasmas with the effects of the thermal force due to a temperature gradient, the particle collision, and the kinematic viscosity. In the linear regime, it is shown that in contrast to typical ion-acoustic waves in plasmas, the thermoacoustic waves in complex plasmas can be dispersionless both for long- ($k \ll 1$) and small-wavelength ($k \gg 1$) oscillations. They can propagate at a near-acoustic speed in a wide range of parameter values (that are associated with the particle collision and the thermoacoustic interactions) as the wavelength approaches the plasma Debye length. Furthermore, in absence of the effects of the kinematic viscosity, a purely growing or damped thermoacoustic mode can exist when the collision frequency is above or below a critical value. However, the instability growth rate can be diminished when the effects of either the particle collision or the kinematic viscosity are more pronounced.

Although the onset of thermoacoustic instability in complex plasmas was reported in previous studies in the linear regime [6], its consequences in the nonlinear regime have not been studied before in complex plasmas. Recently, the linear theory of thermoacoustic wave amplification as well as the generation of thermoacoustic shock waves have been reported, however, in different contexts, e.g., in a minimal-unit looped resonator with the simulation of Navier-Stokes equations of compressible gases [11] and in a gas column with a high temperature gradient [12,13]. In the present investigation, starting from a set of fluid equations for viscous complex plasmas and using the reductive perturbation technique, we have shown that the evolution of plane progressive thermoacoustic shocks can be described by the Burgers-like equation with an additional nonlinear term that appears due to the particle collision and nonreciprocal interactions of charged particles providing the thermal feedback. It is found that a transition from oscillatory to monotonic shocks can occur when the effect of the kinematic viscosity becomes significant compared to that of the thermal diffusion. Furthermore, the shock profiles are not only of compressive type but they can be rarefactive when either the thermal feedback to the density fluctuation is slightly enhanced or that to the thermal fluctuation is somewhat reduced. It is shown that the positive thermal feedback of the medium to the density and temperature fluctuations can lead to both monotonic and oscillatory double-layer shocks that can be damped due to a small effect of the collisional nonlinearity associated with the particle collision and the thermal feedback. However, with the effects of the positive thermal feedback when the collision frequency exceeds a critical value, the shock wave amplitude can grow leading to the instability of thermoacoustic shocks. Our analytical approach agrees well with numerical simulations of the qualitative characteristics of the thermoacoustic shocks in complex plasmas. Although there is no direct observation of the existence of thermoacoustic shocks in complex plasmas, because of the physical analogy between the collective dynamics in complex plasmas (with nonreciprocal effective interactions, providing positive thermal feedback) and that in chemical reactive media [6] as well as experimental observations of thermoacoustic shocks in compressible flu-
ids and gases \[11\] 13, we believe that the present results should be useful for designing new experiments in dissipative strongly coupled systems, dusty plasmas or complex plasma crystals as well as atmospheric fluids where the positive thermal feedback, necessary for the thermoacoustic instability, can occur due to inhomogeneities of equilibrium density and pressure. Furthermore, the thermoacoustic shocks so formed can transport particles and can thereby accelerate them in the medium.

### Appendix A: Reduction of the linear dispersion relation and scaling of new space and time coordinates

Here, we reduce the dispersion relation (4) in the form \( \omega \simeq k + \delta \omega \) and define different scaling of space and time in the reductive perturbation technique used in Sec. III.

The linear dispersion relation (4) can be rewritten as

\[
\omega^2 - k^2 = -\frac{i}{\omega} (\nu + \mu k^2) + \frac{i q k^2}{\omega + i \left(\chi k^2 + \frac{\nu^2}{\omega} - q T\right)}.
\]  
\[\text{(A1)}\]

We note that while the terms proportional to \( \nu \) and \( q \) appear due to the particle collision and thermoacoustic interactions, the term proportional to \( \mu \) corresponds to the fluid kinematic viscosity. In absence of these effects, Eq. (A1) gives a usual acoustic mode \( \omega = k \). So, when these effects are retained and considered as small, one can assume the thermoacoustic mode to be of the form \( \omega \simeq k + \delta \omega \), where \( \delta \omega \) represents a small correction to the wave frequency due to the thermoacoustic interactions, the particle collision and the effects of kinematic viscosity. In order to obtain an approximate expression for \( \delta \omega \), we substitute \( \omega = k \) on the right-hand side of (A1), which gives

\[
\omega^2 - k^2 = -\frac{i}{k} (\nu + \mu k^2) + \frac{i q k^2}{k + i \left(\chi k^2 + \frac{\nu^2}{k} - q T\right)}.
\]  
\[\text{(A2)}\]

Next, for smallness of the terms proportional to \( \nu \), \( \mu \) and \( q \), we obtain the following expression.

\[
\frac{\omega}{k} = 1 - \frac{i}{2 k} (\nu + \mu k^2) + \frac{1}{2} \frac{i q k}{k + i \left(\chi k^2 + \frac{\nu^2}{k} - q T\right)}.
\]  
\[\text{(A3)}\]

Thus, from Eq. (A3), we have

\[
\delta \omega(k) = \frac{i}{2} (\nu + \mu k^2) + \frac{1}{2} \frac{i q k}{k + i \left(\chi k^2 + \frac{\nu^2}{k} - q T\right)}.
\]  
\[\text{(A4)}\]

By separating the real and imaginary parts of Eq. (A3), one can obtain, after a straightforward algebra, the relations (7) and (8).

In order to derive an evolution equation (of Burgers-type) for thermoacoustic shocks using the reductive perturbation technique, we define a set of new space and time coordinates that can be obtained using the dispersion relation (A3) as follows. Typically, the second order space derivative of a given field in Burgers equation appears due to the effects of either the thermal diffusion or the kinematic viscosity, or both of them. So, to define new space and time scales in the reductive perturbation scheme, it is sufficient to disregard the collisional and the thermal correction terms in Eq. (A3) for which one obtains \( \omega = k - (i/2) \mu k^2 \). The phase of a plane wave then becomes \( kx - \omega t = k(x - t) + (i/2) \mu k^2 t = \epsilon (x - t) + (i/2) \mu k^2 t, \) if \( k \sim \epsilon \). Thus, one can define a set of new space and time coordinates as in Eq. (9).

### Appendix B: Expansion of \( q \)

We expand \( q(\rho, T) \) about the equilibrium values \( \rho = 1 \) and \( T = 1 \) using the Taylor series expansion as follows:

\[
q(\rho, T) = q(1 + \hat{\rho}, 1 + \hat{T}) = q_0 + (\hat{\rho} q_\rho + \hat{T} q_T) + (\hat{\rho}^2 q_{\rho \rho} + \hat{\rho} \hat{T} q_{\rho T} + \hat{T}^2 q_{TT}) + \cdots,
\]  
\[\text{(B1)}\]

where \( \hat{\rho} \) and \( \hat{T} \) denote the small deviations of \( \rho \) and \( T \) respectively from the equilibrium state. Also, \( q_\rho, q_{\rho \rho} \) etc. denote, respectively, the first order, second order etc. derivatives of \( q \) with respect to \( \rho \) and \( T \) etc. are of the order of unity. Thus, Eq. (B1) reduces to

\[
q(\rho, T) = \epsilon^2 (q_{\rho_0} \rho_1 + q_{T_0} T_1) + \epsilon^3 (q_{\rho_0} \rho_2 + q_{T_0} T_2) + \cdots
\]  
\[\text{(B2)}\]

where \( q_{\rho_0}, q_{\rho_0 \rho_0}, q_{T_0 T_0} \) etc. are of the order of unity.

### Appendix C: Runge-Kutta time discretization

In our numerical simulation scheme, we rewrite the Burgers equation (15) as

\[
\frac{\partial \rho}{\partial \tau} = \frac{\partial}{\partial \xi} \left( -\frac{1}{2} A \rho^2 + B \frac{\partial \rho}{\partial \xi} \right) + D \rho^2 \equiv F(\rho, \xi, \tau).
\]  
\[\text{(C1)}\]

Here, the function \( F \) contains the discretized variables where we use the difference approximations for the spatial derivatives, defined by,

\[
\frac{\partial q(\xi_j)}{\partial \xi} \approx \frac{q_{j+1} - q_{j-1}}{2 \Delta \xi}, \quad \frac{\partial^2 q(\xi_j)}{\partial \xi^2} \approx \frac{q_{j+1} - 2q_j + q_{j-1}}{(\Delta \xi)^2}
\]  
\[\text{(C2)}\]

for \( j = 0, 1, 2, ..., N_\xi - 2 \). At the boundaries (for \( j = 0 \) and \( N_\xi - 1 \)) we define the spatial derivatives as

\[
\frac{\partial q(\xi_0)}{\partial \xi} \approx \frac{q_1 - q_{N_\xi-1}}{2 \Delta \xi}, \quad \frac{\partial^2 q(\xi_0)}{\partial \xi^2} \approx \frac{q_1 - 2q_0 + q_{N_\xi-1}}{(\Delta \xi)^2}
\]  
\[\text{(C3)}\]
\[
\frac{\partial \rho(\xi_{N_s-1})}{\partial \xi} \approx \frac{\rho_0 - \rho_{N_s-2}}{2\Delta \xi}, \quad \frac{\partial^2 \rho(\xi_{N_s-1})}{\partial \xi^2} \approx \frac{\rho_0^2 - 2\rho_{N_s-1} + \rho_{N_s-2}}{(\Delta \xi)^2},
\]

where we denote the unknowns as \( \rho = [\rho_0, \rho_1, \rho_2, ..., \rho_{N_s-1}] \) with \( \xi = [\xi_0, \xi_1, \xi_2, ..., \xi_{N_s-1}] \). The Runge-Kutta scheme then reduces to:

- \( R_1 \leftarrow F(\rho, \tau) \)
- \( R_2 \leftarrow F(\rho + \Delta \tau R_1 / 2, \tau + \Delta \tau / 2) \)
- \( R_3 \leftarrow F(\rho + \Delta \tau R_2 / 2, \tau + \Delta \tau / 2) \)
- \( R_4 \leftarrow F(\rho + \Delta \tau R_3, \tau + \Delta \tau) \)
- \( \rho \leftarrow \rho + (\Delta \tau / 6) [R_1 + 2(R_2 + R_3) + R_4] \).

The last item gives the solution \( \rho \) at time \( \tau + \Delta \tau \), and the above five steps are repeated with new values of \( \rho \) until we get the desired result or reach the end of the simulation.
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