Abstract

Nonlinear matrix equations play a crucial role in science and engineering problems. However, solutions of nonlinear matrix equations cannot, in general, be given analytically. One standard way of solving nonlinear matrix equations is to apply the fixed-point iteration with usually only the linear convergence rate. To advance the existing methods, we exploit in this work one type of semigroup property and use this property to propose a technique for solving the equations with the speed of convergence of any desired order. We realize our way by starting with examples of solving the scalar equations and, also, connect this method with some well-known equations including, but not limited to, the Stein matrix equation, the generalized eigenvalue problem, the generalized nonlinear matrix equation, the discrete-time algebraic Riccati equations to express the capacity of this method.
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1. Introduction

Finding one or more roots of a nonlinear matrix equation $F(X) = 0$ over the field $\mathbb{C}^{n \times n}$ is one of the more commonly occurring problems of applied mathematics. In most cases explicit solutions are not available, finding the roots often require iterative methods, for example,

1. the fixed-point iteration:

$$X_{k+1} = G(X_k), \quad X_1 \text{ is given},$$  \hspace{1cm} (1.1)

where $G(X) := X - F(X)$.

2. the classic Newton’s iteration:

$$X_{k+1} = X_k - (F'_{X_k})^{-1}(F(X_k)), \quad X_1 \text{ is given},$$  \hspace{1cm} (1.2)

where $F'_Z$ denoted the Fréchet derivative of $F$ at $Z$.

It is known that the fixed-point iteration (1.1) requires less computational costs, but its convergence speed is frequently linear. On the contrary, the classic Newton’s iteration (1.2) under certain conditions has local quadratic convergence but requires more computational costs.
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In this work, we investigate under what circumstance, it can accelerate the fixed-point iteration. We use the following definition for the rate of convergence to evaluate the speed at which a convergent sequence reaches its limit. See \[10, 13, 14, 2\] and the references therein.

**Definition 1.1.** Let \( r > 1 \) be an integer. Given a sequence \( \{X_k\} \subseteq \mathbb{C}^{n \times n} \) and an induced matrix norm \( \| \cdot \| \), then

1. \( X_k \) converges R-linearly to \( X_* \) if
   \[
   \limsup_{k \to \infty} \sqrt[k]{\|X_k - X_*\|} \leq \sigma, \quad \sigma \in (0, 1),
   \]
   and \( X_k \) converges R-superlinearly to \( X_* \) with order \( r \) if
   \[
   \limsup_{k \to \infty} r^{k} \sqrt[k]{\|X_k - X_*\|} \leq \sigma, \quad \sigma \in (0, 1).
   \]

2. \( X_k \) converges Q-linearly to \( X_* \) if
   \[
   \limsup_{k \to \infty} \frac{\|X_{k+1} - X_*\|}{\|X_k - X_*\|} = \sigma, \quad \sigma \in (0, 1),
   \]
   and \( X_k \) converges Q-superlinearly to \( X_* \) with order \( r \) if \( \lim_{k \to \infty} X_k = X_* \) and
   \[
   \limsup_{k \to \infty} \frac{\|X_{k+1} - X_*\|}{\|X_k - X_*\|^{r}} = \sigma \in \mathbb{R}, \quad \sigma > 0.
   \]

In particular, we say that \( X_k \) converges R-quadratically, R-cubically, and Q-sublinearly to \( X_* \) if

1. if \( a_k = 0 \) for \( k > 2 \), we have the Chebyshev method with the constructed sequence converging R-superlinearly to the solution with order \( r = 3 \),
2. if \( a_k = \frac{1}{2k-1} \) for \( k > 2 \), we have the Halley method with the constructed sequence converging R-superlinearly to the solution with order \( r = 3 \),
3. if \( a_k = (-1)^{k-1} \left( \frac{1}{k+1} \right) \) for \( k > 2 \), we have the Ostrowski method with the constructed sequence converging R-superlinearly to the solution with order \( r = 4 \).

This implies that Newton-type methods generally work better with high order convergence, when applied to find non-repeated roots of a differentiable function. However, these methods require the computation of the inverse of Fréchet derivatives of the objective function. This indicates that the Newton-type methods can only be used when the objective functions are differentiable. In
particular, there is no guarantee that Newton-type methods will converge if the selected starting values are too far from the exact solutions. To this end, once the objective function is not differentiable, we look for an accelerated approach to speed up the iterations so that the order of the rate of convergence can be as high as possible.

More precisely, suppose \( \{X_i\} \) be a sequence generated by the fixed-point iteration. We would like to develop a method which can obtain a subsequence of \( \{X_i\} \), say \( \{X_{ij}\} \) with \( i_j \geq i \), so that the subsequence \( \{X_{ij}\} \) converges to the desired solution more rapidly than the sequence \( \{X_i\} \) does. One way to do that is based on the original fixed-point iteration (1.1) to build up an iteration:

\[
Y_{k+1} = G_r(Y_k)
\]

with \( Y_1 := X_1 \) such that for a positive integer \( r > 1 \), \( Y_k = X_{r,k-1} \) for each \( k \geq 1 \). Namely, the operation \( G_r \) construct a new relationship between \( X_{r,k} \) and \( X_{r,k-1} \). Though this presented idea is simple, but the outcome result after the accelerated process is fruitful and can be elucidated as below:

1. iterations from (1.1)
   \[
   X_1 \to X_2 \to X_3 \cdots \to X_k \to \cdots,
   \]

2. iterations from (1.7)
   \[
   X_1 \to X_r \to X_r^2 \cdots \to X_{r,k-1} \to \cdots.
   \]

However, how to make sure the existence of the iterated operation \( G_r \) is the primary goal of our work. We begin with our investigation through the observation of the following example.

**Example 1.1.** Consider a linear scalar equation defined by

\[
x = ax + b,
\]

where \( a, b \in \mathbb{C} \) with \( |a| < 1 \). This solution \( x^* = \frac{b}{1-a} \) can be found without any difficulty. Here, we see that how the fixed-point iteration, can be applied and accelerated to calculate the solution \( x^* \). That is, given an initial value \( x_1 \), iterate

\[
x_{k+1} = ax_k + b, \quad k = 1, \ldots
\]

until convergence. Observe that the \( r^k \)-th iterative step can be expressed in terms of the \( r^{k-1} \)-th iterative step as follows:

\[
x_{r,k} = a_k x_{r,k-1} + b_k,
\]

where \( a_k = a^{r-1}(r-1) \) and \( b_k = \frac{1-a^{r-1}(r-1)}{1-a} \), for \( k \geq 1 \). Let \( \hat{x}_k = x_{r,k-1} \). We can see that the sequence \( \{x_k\} \) and the sequence \( \{\hat{x}_k\} \), given by

\[
\begin{align*}
\hat{x}_{k+1} &= a_k \hat{x}_k + b_k, \quad \hat{x}_1 = x_1, \\
&\text{a}_k &= a_k, \quad a_1 = a, \\
&\text{b}_k &= b_k, \quad b_1 = b,
\end{align*}
\]

satisfying

\[
x_k - x^* = a^{k-1}(x_1 - x^*), \quad \hat{x}_k - x^* = a^{r-1}(\hat{x}_1 - x^*)
\]

and

\[
\limsup_{k \to \infty} \sqrt[k]{|x_k - x^*|} = \limsup_{k \to \infty} \sqrt[k]{|\hat{x}_k - x^*|} = |a|
\]

that is, though \( x_k \) converges R-linearly to \( x^* \), \( \hat{x}_k \) given by (1.3) converges R-superlinearly to \( x^* \) with order \( r \). Moreover, when \( \hat{x}_1 \neq x^* \) we have \( \hat{x}_k \neq x^* \) for each \( k \) and

\[
\limsup_{k \to \infty} \left| \frac{\hat{x}_{k+1} - x^*}{(\hat{x}_k - x^*)^r} \right| = \frac{|a|^{r^2-r}}{|\hat{x}_1 - x^*|^{r-1}}.
\]

This shows that \( \hat{x}_k \) even converges Q-superlinearly to \( x^* \) with order \( r \).
Note that Example 1.1 provides an accelerated method by constructing the sequence \( \{ \hat{x}_k \} \), but, in general, the sequence \( \{ \hat{x}_k \} \) does not exist or could not be built up as above. In the subsequent discussion, we would like to show that under a certain condition, the fixed-point iteration can be accelerated with the rate of convergence of any desired order.

This work is organized as follows. In Section 2, we introduce two nonlinear matrix equations and provide the fixed-point iteration to compute the exact solutions. To accelerate the convergence speed, we propose methods having sequences which are R-superlinearly convergent with order \( r \).

In Section 3, we introduce the definition of the semigroup property. Inspired by the examples in Section 2, we show that once an iteration has the semigroup property, the iteration will converge to the solution with the rate of convergence of any desired order. In Section 4, we show the practicability and effectiveness of our accelerated iteration by several real-life examples, and concluding remarks are given in Section 5.

2. Dynamical behaviors for solving nonlinear scalar equations

In this section, we intend to review computational techniques for solving scalar equations and hand accelerated techniques through the observation of the iterative behaviors. Though these two examples are simple and could be solved theoretically, we see how the iterative way can be applied and accelerated to solve these two examples.

**Example 2.1.** Consider a nonlinear scalar equation:

\[
x = \frac{bx}{b + x - a},
\]

(2.1)

where \( a \) and \( b \) are two given different complex numbers and \( b \neq 0 \). It is clear that solutions of Eq. (2.1) include \( x = 0 \) and \( x = a \). To iteratively solve (2.1), we observe the following iteration

\[
x_{k+1} = g(x_k, b) := \frac{bx_k}{b + x_k - a}, \quad k = 1, 2, \ldots,
\]

(2.2)

with \( x_1 = b \). Let \( s = \bigcup_{j \geq 1} \{ e^{2\pi j p} : 0 \leq j \leq p - 1 \} \). Note that the sequence \( \{ x_k \} \) is well-defined if and only if \( x_1 x_1 - a \not\in s \) or \( x_1 x_1 - a = 1 \) (i.e., \( a = 0 \)), and the explicit form of \( x_k \) can be expressed equivalently as

\[
x_k = \frac{ax_k^k}{x_1^k - (x_1 - a)^k}, \quad \text{if } a \neq 0 \text{ and } x_1 x_1 - a \not\in s,
\]

(2.3)

\[
x_k = \frac{x_1}{k}, \quad \text{if } a = 0.
\]

(2.4)

This implies that if \( x_1 x_1 - a \not\in s \), then

\[
\limsup_{k \to \infty} \sqrt[k]{|x_k - 0|} \leq \left\lfloor \frac{x_1}{x_1 - a} \right\rfloor, \quad \text{if } \left| \frac{x_1}{x_1 - a} \right| < 1,
\]

\[
\limsup_{k \to \infty} \sqrt[k]{|x_k - a|} \leq \left\lfloor \frac{x_1 - a}{x_1} \right\rfloor, \quad \text{if } \left| \frac{x_1}{x_1 - a} \right| > 1,
\]

i.e., we have \( x_k \) converges R-linearly to 0 if \( \left| \frac{b}{b-a} \right| < 1 \) and to \( a \) if \( \left| \frac{b}{b-a} \right| > 1 \), and \( x_k \) converges Q-sublinearly to 0 if \( a = 0 \) or \( \left| \frac{b}{b-a} \right| = 1 \).

For any positive integer \( r > 1 \), let \( g_r \) be a function defined recursively by

\[
h_r(x) := g_r(x),
\]
with \( h_1(x) = x \). Clearly, we have \( x_r = h_r(x_1) \) if \( x_1 = b \), and

\[
\begin{align*}
  h_r(x) &= \frac{ax^r}{x^r - (x - a)}r, \quad a \neq 0, \\
  h_r(x) &= \frac{x}{r}, \quad a = 0.
\end{align*}
\]

To accelerate the iterations induced by the sequence \( \{x_k\} \), let \( \{y_k\} \) be a new sequence defined by

\[
y_k = h_r(y_{k-1})
\]

with \( y_1 = x_1 \). Observe that when \( a \neq 0 \),

\[
1 + \frac{a}{y_k - a} = 1 + \frac{y_{k-1} - (y_{k-1} - a)^r}{(y_{k-1} - a)^r} = \frac{(y_{k-1})^r}{(y_{k-1} - a)^r} = (1 + \frac{a}{y_{k-1} - a})^r
\]

or,

\[
y_k - a = \frac{a}{(y_{k-1} - a)^{r-1}} - 1.
\]

Thus, we have

\[
\limsup_{k \to \infty} \sqrt[r]{|y_k - 0|} \leq \left| \frac{y_1}{y_1 - a} \right|, \quad \text{if } \left| \frac{y_1}{y_1 - a} \right| < 1,
\]

\[
\limsup_{k \to \infty} \sqrt[r]{|y_k - a|} \leq \left| \frac{y_1 - a}{y_1} \right|, \quad \text{if } \left| \frac{y_1}{y_1 - a} \right| > 1.
\]

Moreover, when \( a = 0 \) or \( \frac{b}{a-b} = 1 \), \( y_{k+1} = \frac{y_k}{r} \), i.e., \( y_k \) converges to 0 \( Q \)-linearly with rate \( \frac{1}{r} \).

In Example 2.1, we point out that once the parameter \( b \) is viewed as a variable, the iteration (2.2), applied to (2.1) with \( x_1 = b \), provides a faster convergence. We thus are interested in investigating whether such observation is not a special case and is available for a general problem. One immediate extension can be seen as below.

**Example 2.2.** Let \( a \) and \( b \) be two complex numbers such that \( ab \neq 0 \). Consider the nonlinear equation

\[
\begin{bmatrix}
  x \\
  y
\end{bmatrix} = \begin{bmatrix}
  a & x \\
  a+y & b \\
  a+y & b
\end{bmatrix}.
\]

(2.5)

As for (2.5), there are infinite solutions and can be collected by the set \( S = [0, b-a]^T \cup \{[x, 0]^T | x \in \mathbb{C} \} \). To iteratively solve (2.5), we consider the iteration

\[
Z_{k+1} = G(Z_k, Z_1) := \begin{bmatrix}
  x_1 \cdot y_k \\
  x_1 + y_k \\
  x_1 + y_k
\end{bmatrix},
\]

where \( Z_k = \begin{bmatrix} x_k \\ y_k \end{bmatrix} \), for \( k \geq 1 \), \( x_1 = a \), and \( y_1 = b \), if no breakdown occurs. When \( \frac{x_1}{y_1} \notin S \), it can be verified that the iteration \( Z_k \) can be continued and

\[
\begin{align*}
  x_k &= \frac{x_1 - y_1}{x_1^k - y_1^k}, \\
  y_k &= \frac{x_1 - y_1}{x_1^k - y_1^k}.
\end{align*}
\]
and \( x_k = y_k = \frac{x_1}{k} \) if \( x_1 = y_1 \). Furthermore, the convergence behavior of \( Z_k \) includes three cases:

(1) if \( \left| \frac{y_1}{x_1} \right| < 1 \), then
\[
\limsup_{k \to \infty} \sqrt{k} \left[ x_k - (x_1 - y_1) \right] \leq \left| \frac{y_1}{x_1} \right|,
\]

(2) if \( x_1 = y_1 \), then
\[
\limsup_{k \to \infty} \left| x_k - x_1 \right| = 1,
\]

(3) if \( \left| \frac{y_1}{x_1} \right| > 1 \), then
\[
\limsup_{k \to \infty} \sqrt{k} \left| x_k - (x_1 - y_1) \right| \leq \left| \frac{y_1}{x_1} \right|,
\]
i.e.,

(1) if \( \left| \frac{y_1}{x_1} \right| < 1 \), then \( Z_k \rightarrow \left[ \begin{array}{c} x_1 - y_1 \\ 0 \end{array} \right] \) \( R \)-linearly,

(2) if \( x_1 = y_1 \), then \( Z_k \rightarrow \left[ \begin{array}{c} 0 \\ 0 \end{array} \right] \) \( Q \)-sublinearly,

(3) if \( \left| \frac{y_1}{x_1} \right| > 1 \), then \( Z_k \rightarrow \left[ \begin{array}{c} 0 \\ y_1 - x_1 \end{array} \right] \) \( R \)-linearly.

To speed up the convergence, let \( H_r, r > 1 \), be an iterated function defined recursively by

\[
H_r(Z) := G(H_{r-1}(Z), Z), \quad H_1(Z) := Z,
\]

where \( Z = \left[ \begin{array}{c} x \\ y \end{array} \right] \). Now, repeatedly applying \( (2.6) \) generates

\[
H_r(Z) = \frac{1}{\sum_{j=0}^{r-1} x^j y^{r-1-j}} \left[ x^r y^r \right].
\]

Setting
\[
\tilde{Z}_k = \left[ \begin{array}{c} \tilde{x}_k \\ \tilde{y}_k \end{array} \right] := H_r(\tilde{Z}_{k-1}),
\]
with \( \left[ \begin{array}{c} \tilde{x}_1 \\ \tilde{y}_1 \end{array} \right] = \left[ \begin{array}{c} x_1 \\ y_1 \end{array} \right] \), we can prove by induction that

\[
\tilde{x}_k = \frac{x_1 - y_1}{x_1^{k+1} - y_1^{k+1}} x_1^{k-1},
\]
\[
\tilde{y}_k = \frac{x_1 - y_1}{x_1^{k+1} - y_1^{k+1}} y_1^{k-1},
\]

if \( \frac{x_1}{y_1} \not\in \mathbb{S} \), and \( \tilde{x}_k = \tilde{y}_k = \frac{\tilde{x}_{k-1}}{r} \) if \( x_1 = y_1 \). Overall, this leads to interesting convergence properties,

i.e.,

(1) if \( \left| \frac{y_1}{x_1} \right| < 1 \), then \( \tilde{Z}_k \rightarrow \left[ \begin{array}{c} x_1 - y_1 \\ 0 \end{array} \right] \) \( R \)-superlinearly with order \( r \),

(2) if \( x_1 = y_1 \), then \( \tilde{Z}_k \rightarrow \left[ \begin{array}{c} 0 \\ 0 \end{array} \right] \) \( Q \)-linearly,

(3) if \( \left| \frac{y_1}{x_1} \right| > 1 \), then \( \tilde{Z}_k \rightarrow \left[ \begin{array}{c} 0 \\ y_1 - x_1 \end{array} \right] \) \( R \)-superlinearly with order \( r \).
Regarding the accelerated methods discussed in Example 2.1 and Example 2.2, we would like to ask whether there is a general rule to follow, i.e., a connection between these two examples. As a consequence, we observe that in Example 2.1 for \( x, y, z \in \mathbb{C} \), the operation \( g \) satisfies

\[
g(g(x, y), z) = \frac{z}{z + g(x, y) - a} g(x, y) = \frac{z}{z + \frac{y}{y + a} - a} \left( \frac{y}{y + a} \right)
\]

(2.8a)

\[
g(y, z) - a = \frac{xy}{(z - a)(x + y - a)} = \frac{zy + (x - a)(z + y - a)}{xy}
\]

(2.8b)

\[
g(y, z) - a = \frac{z + y - a}{z + y - a} \left( \frac{y}{y + a} \right)
\]

(2.8c)

Also, for \( X = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}, Y = \begin{bmatrix} y_1 \\ y_2 \end{bmatrix}, Z = \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} \in \mathbb{C}^{2 \times 1} \), the operation \( G \) in Example 2.2 satisfies

\[
G(G(X, Y), Z) = \begin{bmatrix} x_1 y_1 + x_2 y_2 \\ x_1 + x_2 \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\]

(2.9a)

\[
= \begin{bmatrix} z_1 y_1 + z_2 y_2 \\ z_1 + z_2 \end{bmatrix} = G(X, G(Y, Z)).
\]

(2.9b)

From (2.8) and (2.9), we see that the matrix operators, \( g \) and \( G \), defined in Examples 2.1 and 2.2 satisfy a specific property, the associative law. In the coming section, we would like to show that for this property, we can come up with an accelerated way for the original iteration.

### 3. The semigroup action on a binary operator

In the introduction, we express a way to speed up the fixed-point iteration, and even more, in Section 2, we show that both accelerated methods have a common feature, the associative rule, observed by the definition of matrix operators. Now, we are interested to see that if the matrix operator associated with the fixed-point iteration has the associative rule, the accelerated method is always attainable. Our concept is started from the observation of the “flow” in the ordinary differential equations. Note that if \( \dot{x}(t; x_0) = x(t) \) is a solution of the autonomous system with an initial value \( x_0 \) and \( f \in \mathbb{C}^1 \), i.e.,

\[
\dot{x} = f(x(t)), \quad t \geq 0,
\]

\[
x(0) = x_0 \text{ is given.}
\]

Then the solution \( \dot{x} \) must satisfy the following group property

\[
\dot{x}(s + t; x_0) = \dot{x}(s; \dot{x}(t; x_0)) = \dot{x}(t; \dot{x}(s; x_0)), \quad s, t \geq 0.
\]

For a discrete iteration, consider a difference equation defined by

\[
x_{k+1} = F(x_k), \quad k \geq 1,
\]

(3.1)

\[
x_1 \text{ is given},
\]

where \( F \) is an iterative operator. Let \( \dot{x}_{k+1} = x_k \) be a solution of (3.1). Like the autonomous system, the value of \( \dot{x} \) in (3.1) is related to the selection of the initial value. That is, the intermediate results of the action of the operator \( F \) are affected by the initial value \( x_1 \). Without loss of generality, we can regard \( F \) as a binary matrix operator and consider the iteration in (3.1) in terms of

\[
x_{k+1} = F(x_k, x_1),
\]

(3.2)
where \( x_1 \) is thought of as another variable. Our subsequent discussion is to see that under what circumstance the following associative event

\[
\hat{x}_{s+t; x_1} = \hat{x}_{s; x_1} \hat{x}_{t; x_1}, \quad s, t \geq 1, 
\]

is satisfied if \( F \) is an operator of two variables. In Example 1.1 we use this property (3.3) to accelerate the original fixed-point iteration. In our subsequent discussion, we see how to expedite the fixed-point iteration in (3.2) once this feature seen in (3.3) is satisfied.

To start with, we have to introduce the definition of the semigroup property. We show that once the iteration, as is given in (3.2), has a semigroup property, we can build up an accelerated technique by applying the fixed-point iteration in (3.2) once this feature seen in (3.3) is satisfied.

**Definition 3.1.** Let \( D \subseteq \mathbb{C}^{n \times m} \) and \( F : D \times D \rightarrow D \) be a binary matrix operator. We call that an iteration

\[
X_{k+1} = F(X_k, X_1), \quad k \geq 1, 
\]

has the semigroup property if the operator \( F \) satisfies the following associative rule:

\[
F(F(X, Y), Z) = F(X, F(Y, Z)),
\]

for any \( X, Y \) and \( Z \) in \( D \).

With Definition 3.1 we claim step by step how to set up an accelerated technique by applying the following Sherman Morrison-Woodbury formula (SMWF) in our proofs.

**Theorem 3.1.** Let \( A, B, U, \) and \( V \) be matrices of size \( n \). If \( U, V, \) and \( V^{-1} \pm AU^{-1}B \) are nonsingular, then \( U \pm BV \) is invertible and

\[
(U \pm BV A)^{-1} = U^{-1} \mp U^{-1}B(V^{-1} \pm AU^{-1}B)^{-1}AU^{-1}.
\]

Before, we go further to the investigation of accelerated techniques. We consider one type of binary operator \( F \), which can be viewed as a matrix representation of Example 1.1 to demonstrate the existence of an operator which satisfies the requirement given in Definition 3.1.

**Example 3.1.** Let \( A \) be an arbitrary matrix with size \( n \times n \). For any three \( n \)-square matrices \( X, Y \) and \( Z \). Let \( \Delta_{X,Y} = (A + X + Y)^{-1} \) if \( A + X + Y \) is nonsingular and let \( F \) be a binary matrix function defined by

\[
F(X, Y) = X \Delta_{X,Y} Y.
\]

With the aid of the Sherman Morrison Woodbury formula, it can be shown that

\[
\Delta_{X,F(Y,Z)} = \Delta_{X,Y} + \Delta_{X,Y} \Delta_{F(X,Y),Z}(A + Y) \Delta_{X,Y},
\]

\[
\Delta_{F(X,Y),Z} = \Delta_{Y,Z} + \Delta_{Y,Z}(A + Y) \Delta_{X,F(Y,Z)} Y \Delta_{Y,Z},
\]

if either \( \Delta_{X,F(Y,Z)} \) or \( \Delta_{F(X,Y),Z} \) exists and \( A + X + Y \) and \( A + Y + Z \) are both nonsingular. Thus,

\[
(A + X + Y) \Delta_{X,F(Y,Z)} Y = (\Delta_{X,Y}^{-1} \Delta_{X,F(Y,Z)}) Y
\]

\[
= (I + Y \Delta_{F(X,Y),Z}(A + Y) \Delta_{X,Y}) Y = Y \Delta_{F(X,Y),Z}(A + F(X,Y) + (A + Y) \Delta_{X,Y} Y + Z)
\]

\[
= Y \Delta_{F(X,Y),Z}(A + X \Delta_{X,Y} Y + (A + Y) \Delta_{X,Y} Y + Z) = Y \Delta_{F(X,Y),Z}(A + Y + Z),
\]

or \( \Delta_{X,F(Y,Z)} Y \Delta_{Y,Z} = \Delta_{X,Y} Y \Delta_{X,F(Y,Z)} \). Then, the iteration \( X_{k+1} = F(X_k, X_1) \) has the semigroup property since

\[
F(F(X, Y), Z) = X \Delta_{X,Y} Y \Delta_{F(X,Y),Z} Z = X \Delta_{X,F(Y,Z)} Y \Delta_{Y,Z} Z = F(X, F(Y, Z)),
\]

for appropriate matrices \( X, Y, \) and \( Z \).
Next, we prove in general that if a sequence given by an operator has the semigroup property, the iterations of the sequence must follow a “discrete flow”.

**Theorem 3.2.** Let \( \{X_k\} \) in (5.1) be a sequence with the semigroup property. Then the sequence \( \{X_k\} \) satisfies the following “discrete flow property”:

\[
X_{i+j} = F(X_i, X_j), \quad i, j \geq 1.
\]  

**Proof.** Upon using the principle of mathematical induction, we divide our proof in two steps. First, when \( j = 1 \), we show that \( X_{i+1} = F(X_i, X_j) \). It is clear for \( i = 1 \), the formula (3.5) holds. Assume that the formula is true for \( i = s \). Then,

\[
X_{s+2} = F(X_{s+1}, X_1) = F(F(X_s, X_1), X_1) = F(F(X_1, X_s), X_1) = F(X_1, X_{s+1}),
\]

which completes the proof of the first part. Second, assume that \( X_{i+j} = F(X_i, X_j) \) holds for \( j = s \). Then,

\[
X_{i+s+1} = F(X_{i+1}, X_s) = F(F(X_i, X_1), X_s) = F(X_i, X_{s+1}).
\]

Note that Theorem 3.2 provides an intrinsic characterization of an iteration with semigroup property. We now illustrate how the satisfaction of the semigroup property can give rise to a new accelerated iteration based on the original iteration. Below we assume that \( F \) is an operator, which provides with the situation that iteration (3.4) has the semigroup property. Based on Theorem 3.2, we propose the following algorithm for computing the iteration (3.4) and show that the speed of convergence can be any desired order later.

**Algorithm 3.1.** (The accelerated algorithm for computing \( X_{k+1} = F(X_k, X_1) \))

1. Given a positive integer \( r > 1 \), let \( \hat{X}_1 = X_1 \);
2. For \( k = 1, \ldots, \), iterate

\[
\hat{X}_{k+1} = F(\hat{X}_k, X_k^{(r-1)}),
\]

until convergence, where \( X_k^{(r-1)} \) is defined in step 3.
3. For \( \ell = 1, \ldots, r-2 \), iterate

\[
X_k^{(\ell+1)} = F(\hat{X}_k, X_k^{(\ell)}),
\]

with \( X_k^{(1)} = \hat{X}_k \).

For clarity, we list in Table 1 the results of the iterations obtained by Algorithm 3.1. This implies that if the sequence \( \{X_k\} \) converges R-linearly to \( X_* \) and \( \|X_k - X_*\| = o(\rho^k) \) for a constant \( 0 < \rho < 1 \), we have \( \|\hat{X}_k - X_*\| = o(\rho^k) \). In other words, the sequence \( \{\hat{X}_k\} \) will converge R-superlinearly to \( X_* \) with order \( r \) provided that the sequence \( \{X_k\} \) converges R-linearly to \( X_* \).

Specifically, We see that if \( r = 2 \), Algorithm 3.1 reduces to the so-called “doubling algorithm”

\[
\hat{X}_{k+1} = F(\hat{X}_k, \hat{X}_k),
\]

and \( \hat{X}_k \) converges to \( X_* \) R-quadratically. Similarly, once \( r = 3 \), Algorithm 3.1 reduces to the so-called “tripling algorithm”

\[
\hat{X}_{k+1} = F(\hat{X}_k, F(\hat{X}_k, \hat{X}_k)) = F(F(\hat{X}_k, \hat{X}_k), \hat{X}_k),
\]

and \( \hat{X}_k \) converge to \( X_* \) R-cubically.
4. Real world problems

We must emphasize that the applications of our way depend on the notion of what people want and don’t have it. For us, this work is to discover a characteristic to speed up the standard iterative ways. The possible real-life examples and numerical experiments are referred to the ones given in [19, 20, 3, 12, 4, 5, 13, 14], while a much heavier demonstration is carried out. Unlike the existing results, we demonstrate these examples concerning the insight of the semigroup property. We show that once the semigroup property is satisfied, our accelerated technique is available immediately by the employment of Algorithm 3.1.

Example 4.1. Consider the Stein matrix equation

\[ X = F(X) := AXB + C, \]  

(4.1)

where \( A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{n \times n}, C \in \mathbb{C}^{m \times n} \) are known matrices and \( X \in \mathbb{C}^{m \times n} \) is a matrix to be determined. Eq. (4.1) represents a model commonly encountered in the applications of control theory [11] and is well-known to the numerical linear algebra community. Suppose that \( \rho(A) \rho(B) < 1 \), then the unique solution

\[ X_* = \sum_{i=0}^{\infty} A^i CB^i \]

to (4.1) exists. While applying the fixed-point iteration to (4.1), we see that

\[ X = F^{(k)}(F(X)) = F^{(k+1)}(X) := A_{k+1}XB_{k+1} + C_{k+1}, \]

or

\[ A_{k+1} = A_k A_1, \]  

(4.2a)

\[ B_{k+1} = B_1B_k, \]  

(4.2b)

\[ C_{k+1} = C_k + A_kC_1B_k, \]  

(4.2c)

with the initial value \((A_1, B_1, C_1) = (A, B, C)\). Note that the iteration (4.2) is so-called the Smith iteration [19] and the speed of convergence can be denoted by

\[ \lim_{k \to \infty} \sqrt[k]{\|C_k - X_*\|} \leq \rho(A) \rho(B). \]

Like (3.2), we extend the domain of \( F \) and consider the mapping \( F \) as an action defined by

\[ F(X_a, X_b) := \begin{bmatrix} A_a A_b \\ B_b B_a \\ C_a + A_a C_b B_a \end{bmatrix}, \]  

(4.3)

where \( X_i = [A_i, B_i, C_i]^\top \), for \( i = a, b \), lies in the domain of \( F \). Using (4.6), the iterations of (4.2) can be rewritten as

\[ X_{k+1} = F(X_k, X_1). \]

Note that the property of (3.5) is satisfied because

\[ F(F(X_a, X_b), X_c) = \begin{bmatrix} (A_a A_b) A_c \\ B_b (B_b B_a) \\ (C_a + A_a C_b B_a) + (A_a A_b) C_c (B_b B_a) \end{bmatrix} \]

\[ = \begin{bmatrix} A_a (A_b A_c) \\ (B_b B_a) B_a \\ C_a + A_a (C_b + A_b C_b) B_a \end{bmatrix} = F(X_a, F(X_b, X_c)). \]
Furthermore, \( F \) in Section 2. Then \( X \) are well-defined, that is, \( A \) and \( B \) then for \( k \rightarrow \infty \) the following iterations,

\[
\begin{align*}
\hat{A}_{k+1} &= \hat{A}_k, \\
\hat{B}_{k+1} &= \hat{B}_k, \\
\bar{C}_{k+1} &= \sum_{\ell=0}^{r-1} \hat{A}_k \bar{C} \hat{B}_k.
\end{align*}
\]

with the initial value \((\hat{A}_1, \hat{B}_1, \bar{C}_1) = (A, B, C)\) and the speed of convergence is \( R \)-superlinear with order \( n \), i.e.,

\[
\limsup_{k \to \infty} \sqrt[k]{\|\bar{C}_k - X_k\|} \leq \rho(A) \rho(B).
\]

Example 4.2. Given a regular \( n \times n \) matrix pencil \( A - \lambda B \) (i.e., \( \det(A - \lambda B) \) is not identically zero for all \( \lambda \)) and an integer \( m \leq n \), we want to find in this example a full rank matrix \( U \in \mathbb{C}^{n \times m} \) such that

\[
AU = BU \Lambda,
\]

where \( \Lambda \in \mathbb{C}^{m \times m} \) and \( \rho(\Lambda) < 1 \). The column space of \( U \) is called a stable subspace of the matrix pencil \( A - \lambda B \). It is well known that a class of numerical methods for solving some matrix equations can be reduced to the computation of a kind of stable subspace of a suitable matrix pencil \( [14, 17, 18] \).

To this end, let \( \Delta_{k,k} := (A_k + B_k)^{-1} \) and consider the following iterations,

\[
\begin{align*}
A_{k+1} &= A_k + B_k \Delta_{1,k} A_k, \\
B_{k+1} &= B_k - A_k \Delta_{1,k} B_k, \\
C_{k+1} &= \sum_{\ell=0}^{r-1} \hat{A}_k \bar{C} \hat{B}_k.
\end{align*}
\]

for \( k \geq 1 \). It has been shown in [14] that if the sequence defined by (4.5) exists and \( A_1 U = B_1 U \Lambda \), then \( A_k U = B_k U \Lambda^k \). This implies that if \( \rho(\Lambda) < 1 \), and if the sequence \( \{B_k\} \) is uniformly bounded, then \( \lim_{k \to \infty} A_k U = 0 \). To solve the solution \( U \) is equal to compute the right null space of \( A_\infty \), where \( A_\infty := \lim_{k \to \infty} A_k \). Our subsequent discussion is to show that how Algorithm 3.1 can be directly applied to (4.5) to accelerate the iterations. A similar but more complex discussion can be found in [14, Section 2].

To start with, let \( a \) and \( b \) be two dummy indices such that \( X_a = \begin{bmatrix} A_a \\ B_a \end{bmatrix} \), \( \Delta_{a,b} = (A_a + B_b)^{-1} \), and

\[
F(X_a, X_b) = \begin{bmatrix} A_a \Delta_{a,b} A_b \\ B_a \Delta_{a,b} B_b \end{bmatrix} = \begin{bmatrix} A_b - B_b \Delta_{a,b} A_b \\ B_a - A_a \Delta_{a,b} B_b \end{bmatrix},
\]

are well-defined, that is, \( X_{k+1} = F(X_k, X_1) \) for \( k \geq 1 \). Similarly, let \( X_d = F(X_a, X_b) \), \( X_e = F(X_b, X_c) \), \( X_\ell = F(X_d, X_e) \) and \( X_r = F(X_a, X_e) \). We see that

\[
\begin{align*}
\Delta_{d,e} &= (A_d + B_e)^{-1} = (A_b + B_c - B_b \Delta_{a,b} A_b)^{-1} \\
&= \Delta_{b,c} \Delta_{d,e} B_b \Delta_{a,c} A_b \Delta_{b,c} \\
\Delta_{a,e} &= (A_a + B_e)^{-1} = (A_b + B_b - A_b \Delta_{d,b} B_b)^{-1} \\
&= \Delta_{b,c} \Delta_{a,b} A_b \Delta_{d,c} B_b \Delta_{a,b} \\
\Delta_{a,b}^{-1} \Delta_{a,c} &= (A_a + B_c + A_b \Delta_{b,c} B_b)(A_a + B_c)^{-1} = I_n + A_b \Delta_{a,c} B_b \Delta_{a,c} \\
\Delta_{a,c} \Delta_{a,b}^{-1} &= (A_a + B_c)^{-1}(A_a + B_c + A_b \Delta_{b,c} B_b) = I_n + \Delta_{a,c} A_b \Delta_{b,c} B_b.
\end{align*}
\]

Furthermore,

\[
\begin{align*}
\Delta_{a,b} A_b \Delta_{d,c} &= \Delta_{a,b} A_b \Delta_{d,c} + \Delta_{a,b} A_b \Delta_{b,c} B_b \Delta_{a,c} A_b \Delta_{b,c} \\
&= \Delta_{a,b} \Delta_{d,c} A_b \Delta_{b,c}
\end{align*}
\]
where $X$ is exactly equal to a solution of (4.7). This is because

$$Q_{k+1} - A_{k+1}(X - P_{k+1})^{-1}B_{k+1} = N^{(k+1)}(X) = N^{(k)}(N(X))$$

$$= Q_k - A_k(Q_1 - P_k - A_1(X - P_1)^{-1}B_1)^{-1}B_k$$

$$= Q_k - A_k(\Delta_{1,k} + \Delta_{1,k}A_1(X - P_1 - B_1\Delta_{1,k}A_1)^{-1}B_1\Delta_{1,k})B_k.$$

The reader is referred to [5] for a thorough discussion of a class of NMEs (4.7), where $A = B^H$. It can be proved that the limit of $Q_k$ is exactly equal to a solution of (4.7) under some additional assumptions on the coefficients $Q$, $A$, and $B$.

Our goal here is to show that the iteration defined by (4.8) can be advanced by showing that the semigroup property holds for the mapping

$$F(X_a, X_b) = \begin{bmatrix} A_b \Delta_{a,b} A_a \\ B_a \Delta_{a,b} B_b \\ P_a + B_a \Delta_{a,b} A_a \\ Q_b - A_b \Delta_{a,b} B_b \end{bmatrix},$$

where $X_a = \begin{bmatrix} A_a \\ B_a \\ P_a \\ Q_a \end{bmatrix}$ and $\Delta_{a,b} = (Q_a - P_b)^{-1}$ for any two dummy indices $a$ and $b$. That is, for $k \geq 1$,

$$X_{k+1} = F(X_k, X_1).$$

To show this desired property, we have the following preliminary result by applying the SMWF.
Lemma 4.1. Let \( X_d = F(X_a, X_b) \) and \( X_e = F(X_b, X_c) \). Then

(i) \( \Delta_{a,e} = \Delta_{a,b} + \Delta_{a,b}B_b\Delta_{d,c}A_b\Delta_{a,b} \),

(ii) \( \Delta_{d,c} = \Delta_{b,c} + \Delta_{b,c}A_b\Delta_{a,c}B_b\Delta_{b,c} \),

(iii) \( \Delta_{a,b}B_b\Delta_{d,c} = \Delta_{a,c}B_b\Delta_{b,c} \),

(iv) \( \Delta_{d,c}A_b\Delta_{a,b} = \Delta_{b,c}A_b\Delta_{a,c} \).

Proof. Observe that

\[
\begin{align*}
\Delta_{a,e} &= (Q_a - P_e)^{-1} = (Q_a - P_b - B_b\Delta_{b,c}A_b)^{-1} \\
&= \Delta_{a,b} + \Delta_{a,b}B_b(Q_b - P_c - A_b\Delta_{a,b}B_b^{-1}A_b\Delta_{a,b}) \\
&= \Delta_{a,b} + \Delta_{a,b}B_b\Delta_{d,c}A_b\Delta_{a,b},
\end{align*}
\]

\[
\begin{align*}
\Delta_{d,c} &= (Q_d - P_e)^{-1} = (Q_b - P_c - A_b\Delta_{a,b}B_b)^{-1} \\
&= \Delta_{b,c} + \Delta_{b,c}A_b(Q_a - P_b - B_b\Delta_{b,c}A_b)^{-1}A_b\Delta_{b,c} \\
&= \Delta_{b,c} + \Delta_{b,c}A_b\Delta_{a,c}B_b\Delta_{b,c},
\end{align*}
\]

which complete the proofs of part (i) and (ii). Since

\[
\begin{align*}
\Delta_{a,b}^{-1}\Delta_{a,e} &= I_a + B_b\Delta_{b,c}A_b\Delta_{a,e}, \\
\Delta_{a,c}^{-1}\Delta_{a,b} &= I_a + \Delta_{a,e}A_b\Delta_{b,c}A_b,
\end{align*}
\]

it follows that

\[
\begin{align*}
\Delta_{a,b}B_b\Delta_{d,c} &= \Delta_{a,b}B_b\Delta_{b,c} + \Delta_{a,b}B_b\Delta_{b,c}A_b\Delta_{a,c}B_b\Delta_{b,c} \\
&= \Delta_{a,b}(I_a + B_b\Delta_{b,c}A_b\Delta_{a,c})B_b\Delta_{b,c} \\
&= \Delta_{a,c}B_b\Delta_{b,c},
\end{align*}
\]

\[
\begin{align*}
\Delta_{d,c}A_b\Delta_{a,b} &= \Delta_{b,c}A_b\Delta_{a,b} + \Delta_{b,c}A_b\Delta_{a,c}B_b\Delta_{b,c}A_b\Delta_{a,b} \\
&= \Delta_{b,c}A_b(I_a + \Delta_{a,c}B_b\Delta_{b,c}A_b)\Delta_{a,b} \\
&= \Delta_{b,c}A_b\Delta_{a,c}.
\end{align*}
\]

The new identities established in Lemma 4.1 lead to the following result:

Theorem 4.1. For the matrix operator 4.1, we have

\[
F(F(X_a, X_b), X_c) = F(X_a, F(X_b, X_c)).
\]

Proof. Let \( X_d = F(X_a, X_b) \), \( X_e = F(X_b, X_c) \), \( X_d = F(X_d, X_c) \) and \( X_r = F(X_a, X_e) \). The semigroup property follows from the following:

\[
\begin{align*}
A_t &= A_c\Delta_{d,c}A_d = A_c\Delta_{d,c}A_b\Delta_{a,b}A_a = A_c(\Delta_{d,c}A_b\Delta_{a,b})A_a = A_c(\Delta_{d,c}A_b\Delta_{a,c})A_a = A_r, \\
B_t &= B_d\Delta_{d,c}B_c = B_d\Delta_{d,c}B_b\Delta_{b,c}B_c = B_d(\Delta_{d,c}B_b\Delta_{b,c})B_c = B_r, \\
P_t &= P_d + B_d\Delta_{d,c}A_d = P_a + B_d\Delta_{a,b}A_a + B_d\Delta_{a,b}B_b\Delta_{d,c}A_b\Delta_{a,b}A_a = P_a + B_d\Delta_{a,b}A_a = P_r, \\
Q_t &= Q_c - A_c\Delta_{d,c}B_c = Q_c - A_c\Delta_{b,c} + \Delta_{b,c}A_b\Delta_{a,c}B_b\Delta_{b,c}B_c = Q_c - A_c\Delta_{a,c}B_c = Q_r.
\end{align*}
\]

From Theorem 3.2 and Theorem 4.1, we can apply Algorithm 3.1 to provide an accelerated method. More details can be found in [5].
Example 4.4. Algebraic Riccati equations have been widely discussed in the files of control and engineering problems [3, 4]. In the last example, we would like to make use of the semigroup property to promptly solve the discrete-time algebraic Riccati equation [2, 5],

\[ X = R(X) := H + A^H X(I + G X)^{-1} A, \]  

where \( A \in \mathbb{C}^{n \times n} \), matrices \( G \) and \( H \) are two \( n \times n \) positive definite matrices, and \( X \) is an unknown Hermitian matrix and to be determined. Let \( X \) be a solution of (4.10). It follows from a direct computation that

\[ X = R^{(k)}(R(X)) = R^{(k+1)}(X) = H_{k+1} + A^H_{k+1} X (I + G_{k+1} X)^{-1} A_{k+1}, \]  

where \( A_k, G_k, \) and \( H_k \), for \( k = 1, 2, \ldots, \) are three matrices given by

\[
egin{align*}
A_{k+1} &= A_1 \Delta_{G_k, H_k} A_k, \quad \text{(4.12a)} \\
G_{k+1} &= G_1 + A_1 \Delta_{G_k, H_k} G_k A_1^H, \quad \text{(4.12b)} \\
H_{k+1} &= H_k + A_k^H H_1 \Delta_{G_k, H_k} A_k, \quad \text{(4.12c)}
\end{align*}
\]

with respect to initial matrices \( G_1 = G, H_1 = H, A_1 = A, \) and \( \Delta_{G_k, H_k} = I + G_k H_k \). To see how the semigroup property is included in the iterations of (4.11), assume that (4.12) is well-defined.

For any two dummy indices \( a \) and \( b \), let \( X_a = \begin{bmatrix} A_a \\ G_a \\ H_a \end{bmatrix}, \Delta_{a,b} = (I + G_a H_b)^{-1}, \) and

\[ F(X_a, X_b) = \begin{bmatrix} A_b \Delta_{a,b} A_a \\ G_b + A_b \Delta_{a,b} G_a A_b^H \\ H_a + A_a^H H_b \Delta_{a,b} A_a \end{bmatrix}, \quad \text{(4.13)} \]

We thus have an equivalent expression of (4.12), i.e.,

\[ X_{k+1} = F(X_k, X_1), \quad k \geq 1. \]

It can be proved that the limit of \( H_k \) is exactly equal to a solution of (4.10) under some mild assumptions on the coefficients \( A, G, \) and \( H \).

To show the satisfaction of the semigroup property, we require the following characteristics.

Lemma 4.2. Let \( X_a = F(X_a, X_k) \) and \( X_e = F(X_b, X_c) \). Then

(i) \( \Delta_{a,e} = \Delta_{a,b} - \Delta_{a,b}(G_a A_b^H H_c) \Delta_{d,e} A_d \Delta_{a,b}, \)

(ii) \( \Delta_{d,e} = \Delta_{b,c} - \Delta_{b,c} \Delta_{a,e} (G_a A_b^H H_c) \Delta_{b,c}, \)

(iii) \( \Delta_{a,b}(G_a A_b^H H_c) \Delta_{d,e} = \Delta_{a,e} (G_a A_b^H H_c) \Delta_{b,c}, \)

(iv) \( \Delta_{d,e} A_d \Delta_{a,b} = \Delta_{b,c} A_b \Delta_{a,c}. \)

Proof. The proofs of the first two results follow trivially by the SWMF, i.e.,

\[
\begin{align*}
\Delta_{a,e} &= (I_n + G_a H_e)^{-1} - (I_n + G_a H_b + G_a A_b^H H_c \Delta_{b,c} A_b)^{-1} \\
&= \Delta_{a,b} - \Delta_{a,b} G_a A_b^H H_c (I + G_b H_c + A_b \Delta_{b,c} G_a A_b^H H_c)^{-1} A_b \Delta_{a,b}, \\
\Delta_{d,e} &= (I_n + G_d H_e)^{-1} - (I_n + G_b H_c + A_b \Delta_{a,b} G_a A_b^H H_c)^{-1} \\
&= \Delta_{b,c} - \Delta_{b,c} A_b (I_n + G_a H_b + G_a A_b^H H_c \Delta_{b,c} A_b)^{-1} G_a A_b^H H_c \Delta_{b,c}, \\
\Delta_{d,c} &= (I_n + G_d H_c)^{-1} - (I_n + G_b H_c + A_b \Delta_{a,b} G_a A_b^H H_c)^{-1} \\
&= \Delta_{b,c} - \Delta_{b,c} A_b \Delta_{a,c} (G_a A_b^H H_c) \Delta_{b,c}.
\end{align*}
\]

Also, it can be seen that

\[ \Delta_{a,b}^{-1} \Delta_{a,e} = I_n - G_a A_b^H H_c \Delta_{b,c} A_b \Delta_{a,e}, \]
\[ \Delta_{a,c} = I_n - \Delta_{a,e} G_a A_b H_c \Delta_{b,c} A_b. \]

It follows that
\[ \Delta_{a,b} \left[ G_a A_b H_c \right] \Delta_{d,c} = \Delta_{a,b} \left( G_a A_b H_c \right) \Delta_{b,c} - \Delta_{a,b} \left( G_a A_b H_c \right) \Delta_{b,c} \Delta_{a,e} \left( G_a A_b H_c \right) \Delta_{b,c} \]
\[ = \Delta_{a,b} \left[ I_n + G_a H_c - A_b H_c \Delta_{b,c} A_b \right] \Delta_{a,e} \left( G_a A_b H_c \right) \Delta_{b,c} \]
\[ = \Delta_{a,b} \left( I_n + G_a H_c - A_b H_c \Delta_{b,c} A_b \right) \Delta_{a,c} \left( G_a A_b H_c \right) \Delta_{b,c} \]
\[ = \Delta_{a,c} \left( G_a A_b H_c \right) \Delta_{b,c}, \]
\[ \Delta_{d,c} A_b \Delta_{a,b} = \Delta_{b,c} A_b \Delta_{a,b} - \Delta_{b,c} A_b \Delta_{a,e} \left( G_a A_b H_c \right) \Delta_{b,c} A_b \Delta_{a,b} \]
\[ = \Delta_{b,c} A_b \left( I_n - \Delta_{a,e} \left( G_a A_b H_c \right) \Delta_{b,c} A_b \right) \Delta_{a,b} \]
\[ = \Delta_{b,c} A_b \Delta_{a,c}. \]

\[ \square \]

The following theorem follows from the application of Lemma 4.2.

**Theorem 4.2.** For the matrix operator \( F \), we have
\[ F(F(X_a, X_b), X_c) = F(X_a, F(X_b, X_c)). \]

**Proof.** To start with, we define \( X_d = F(X_a, X_b), X_e = F(X_b, X_c), X_\ell = F(X_d, X_c) \) and \( X_r = F(X_a, X_e) \). We see that
\[ A_\ell = A_c \Delta_{d,c} A_d = A_c \Delta_{d,c} A_b \Delta_{a,b} A_a = A_c (\Delta_{d,c} A_b \Delta_{a,b}) A_a \]
\[ = A_c (\Delta_{b,c} A_b \Delta_{a,e}) A_a = A_\ell \Delta_{a,c} A_a = A_r. \]

By letting
\[ \Pi_1 = \Delta_{b,c} A_b \Delta_{a,b} G_a A_b^H - \Delta_{b,c} A_b \Delta_{a,e} G_a A_b^H H_c \Delta_{b,c} A_b \Delta_{a,b} G_a A_b^H, \]
\[ \Pi_2 = \Delta_{b,c} A_b \Delta_{a,e} G_a A_b^H H_c \Delta_{b,c} G_b, \]
\[ \Pi_3 = A_b^H H_c \Delta_{b,c} A_b \Delta_{a,b} - A_b^H H_c \Delta_{b,c} A_b \Delta_{a,e} G_a A_b^H H_c \Delta_{d,c} A_b \Delta_{a,b}, \]
\[ \Pi_4 = H_b \Delta_{a,b} G_a A_b^H H_c \Delta_{d,c} A_b \Delta_{a,b}, \]

we have
\[ \Delta_{d,c} G_d = \Delta_{b,c} G_b + \Pi_1 - \Pi_2, \]

where
\[ \Pi_1 = \Delta_{b,c} A_b \left( I_n - \Delta_{a,e} G_a A_b^H H_c \Delta_{b,c} A_b \right) \Delta_{a,b} G_a A_b^H \]
\[ = \Delta_{b,c} A_b \Delta_{a,e} \left[ I_n + G_a \left( H_c - A_b^H H_c \Delta_{b,c} A_b \right) \right] \Delta_{a,b} G_a A_b^H \]
\[ = \Delta_{b,c} A_b \Delta_{a,e} G_a A_b^H \]

and
\[ \Pi_1 - \Pi_2 = \Delta_{b,c} A_b \Delta_{a,e} G_a A_b^H \left( I_n - H_c \Delta_{b,c} G_b \right) \]
\[ = \Delta_{b,c} A_b \Delta_{a,e} G_a A_b^H \Delta_{c,b}. \]

Also,
\[ H_c \Delta_{a,c} = H_b \Delta_{a,b} + \Psi_1 - \Psi_2, \]

where
\[ \Psi_1 = A_b^H H_c \Delta_{b,c} \left( I_n - A_b \Delta_{a,b} G_a A_b^H H_c \Delta_{d,c} \right) A_b \Delta_{a,b} \]
\[ = A_b^H H_c \Delta_{b,c} \left[ I_n + G_a H_c \right] - A_b \Delta_{a,b} G_a A_b^H H_c ] \Delta_{d,c} A_b \Delta_{a,b} \]
\[ A^H_c H_c \Delta_{b,c} [I_n + (G_d - A_b \Delta_{a,b} G_a A^H_d) H_c] \Delta_{d,c} A_b \Delta_{a,b} \]

\[ = A^H_c H_c \Delta_{b,c} [I_n + G_b H_c] \Delta_{d,c} A_b \Delta_{a,b} \]

\[ = A^H_c H_c \Delta_{d,c} A_b \Delta_{a,b} \]

and

\[ \Psi_1 - \Psi_2 = (I_n - H_b \Delta_{a,b} G_a) A^H_b H_c \Delta_{d,c} A_b \Delta_{a,b} \]

\[ = (I_n + H_b G_a)^{-1} A^H_b H_c \Delta_{d,c} A_b \Delta_{a,b} \]

\[ = \Delta^H_{a,b} A^H_b H_c \Delta_{d,c} A_b \Delta_{a,b}. \]

Consequently an appropriate calculation is implemented such that

\[ G \ell = G_c + A_c \Delta_{d,c} G_d A^H_c \]

\[ = G_c + A_c (\Delta_{b,c} G_b + \Delta_{b,c} A_b \Delta_{a,c} G_a A^H_b \Delta_{c,b}) A^H_c \]

\[ = G_c + A_c (\Delta_{b,c} G_b) A^H_c + A_c (\Delta_{b,c} A_b \Delta_{a,c} G_a A^H_b \Delta_{c,b}) A^H_c \]

\[ = G_c + A_c \Delta_{a,c} G_a A^H_c \]

\[ = G_r \]

and

\[ H \ell = H_d + A^H_d H_c \Delta_{d,c} A_d \]

\[ = H_a + A^H_a (H_b \Delta_{a,b}) A_a + A^H_a (\Delta^H_{a,b} A^H_b H_c \Delta_{d,c} A_b \Delta_{a,b}) A_a \]

\[ = H_a + A^H_a (H_b \Delta_{a,b} + \Delta^H_{a,b} A^H_b H_c \Delta_{d,c} A_b \Delta_{a,b}) A_a \]

\[ = H_a + A^H_a H_c \Delta_{a,c} A_a \]

\[ = H_r, \]

which completes the proof. \( \square \)

Theorem 4.2 shows that the sequence \((4.12)\) has the semigroup property so that Algorithm 3.1 can be applied to provide an accelerated method. See [13] for more details.

5. Concluding remark

As is well known, problems in determining the solutions of a matrix equation are firmly related to a wide range of challenging scientific areas. Traditional approaches for finding a numerical solution are based on the fixed-point iteration, and the speed of the convergence is usually linear. In this paper, we investigate the semigroup property for some binary matrix operations and apply this property to construct one type of iterations for solving several matrix equations while the desired speed of convergence is given. More precisely, we show that once the existence of the property holds for a given iteration, we can immediately construct an iterative method which can converge to the solution with the speed of convergence of any desired order. To interpret the robustness and capacity of our method, we apply this property to analyze some structured iterations arising from a class of matrix equations.

For future work, we choose to treat some interesting problems. The first one is that for a given matrix equation, how to discover the kind of iteration \(X_{k+1} = F(X_k, X_1)\) so that the semigroup property holds. The other challenge problem is that how to simplify the accelerated process for a fixed-point iteration if the semigroup property holds? All these questions are under investigation and will be reported elsewhere.
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