Abstract. In the loop reactor (LR) the system is composed of several reactor units that are organized in a loop and the feeding takes place at one of several ports with switching of the feed port in a periodic way. In its simplest operation a pulse is formed and rotates around it, producing high temperatures which enable combustion of dilute streams. A limiting model with infinite number of units was derived. Rotating pulses, that are steady in a coordinate moving with the switch velocity, emerge in both asymptotic and discrete models when the ratio of switching to front propagation velocities is around unity. But this behavior exists over a narrow domain of this ratio. Simulations were conducted with generic first order Arrhenius kinetics. Experimental observations of simple frozen rotating pulses are reviewed. Outside the narrow frozen rotating patterns domain the system may exhibit multi- or quasi-periodic operation separated by domains of inactive reaction. The bifurcation set incorporates many 'finger'-like domains of complex frequency-locked solutions that allow to significantly extend the operation domain with higher feed temperature or concentration. Control is necessary to attain stable simple rotating frozen patterns within the narrow domains of active operation. Various control approaches that were suggested, or experimentally applied for this purpose, are reviewed. Actual implementation of combustion in LR will involve several reactants of different ignition temperatures and varying concentration. Design and control should be aimed at producing locked fronts and avoid extinction of the slower reaction.
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velocity $V_{fr}$ in a once-through system can reach a value that significantly exceeds the adiabatic temperature ($T_a$). The ratio of the maximal to the adiabatic temperature rise for an adiabatic system is

$$\frac{\Delta T_m}{\Delta T_a} = \frac{T_m - T_{inl}}{T_a - T_{inl}} = \frac{u - V_{fr}}{u - LeV_{fr}}$$  \hspace{1cm} (1.1)

In real systems, the ratio of the solid to the fluid capacities obeys $Le \gg 1$ and $V_{fr} \ll u$ (the convective velocity, see below) and high temperatures can be sustained as long as the front stays within the system. Thus, for that purpose some kind of periodic boundary conditions must apply.

In the loop reactor (LR), which is also referred to as a network (NTW) reactor, a process which has been a subject of research by several groups, for the past 20 years or so, the reactor is organized as a loop and a pulse is formed and rotates around it. In this reactor the feeding takes place at one of several or many ports. To illustrate this concept consider a loop reactor with $N$ units ($N = 2, 3, \ldots$) with a feed-port and an exit-port that are switched every predetermined time interval. All $N$ units are employed at all times: In the first interval we feed through unit 1 while the flow exits at the end of unit $N$; in the second interval the flow enters at unit 2 and exits from unit 1, and so on (see Fig. 1 for two steps in a 4-reactor system). Thus, the feed and exit streams are adjacent, which requires special arrangement and control of valves. The idea was suggested in reference [27], the simulations were conducted for a case of two units [16] and extended for a three-unit system in the following works [6, 7, 17, 26]. Several studies considered a LR (or a NTW) with the feed port jumping several units in every shift [3, 24, 25]. Such a strategy is claimed to allow better control, since it allows to increase the switching time, as we describe below, the main properties of the LR behavior are captured with a strategy using a one-unit shift.
Other solutions for attaining temperatures that exceed the adiabatic rise were also suggested: In the reverse flow reactor (RFR [28]), that is also based on operating under forced periodic flow conditions, the flow direction is alternated periodically (every 5–10 minutes): the temperature profile is symmetric and two fronts (on the left and right side) are trapped while their positions oscillate in time. The advantage of such reactors over simple once-through operation for attaining high temperatures has been demonstrated in many studies of adiabatic units (e.g., see [11, 19], for review). In yet another approach [20] the reactor is equipped with a heat exchanger that use the exit stream to ignite the feed.

The loop reactor(s) described above are two of a small set of processes that employ loop-shaped units for reaction or separation of a continuous process and we believe that this class, that employ periodic boundary-conditions for some of the variables, may yield novel important applications. Another member in this group is the ‘simulated moving bed reactor’ that are used for continuous chromatographic separation of materials [8].

The aim of this article is to review the mathematical nature of dynamics and control of loop reactors, which may be of importance in designing such a system: We focus on a $T$-periodic solution with a one-unit switching strategy; this strategy admits an asymptotic solution. ($N \to \infty$, the switching time $\sigma \to 0$, but a finite switching velocity). Such limiting solutions are reviewed in Section 2, with slow or intermediate switching velocities, and we compare the dynamics of asymptotic and discrete (finite $N$) models. Results show that high-temperatures moving $T$-patterns can be sustained in a narrow domain of parameters, but other wider domains exist characterized with complex behavior. The switching strategy with several unit jump is considered in Section 2.4. We also review some experimental results in Section 2.3 and their relevance to the theory. Keeping such a state in a system with uncertainties of parameters, will require a control scheme, as reviewed in Section 3. In Section 4 we expand the application of a loop reactor to combustion of a mixture of reactants, where several fronts with essentially different temperatures and concentrations may form. We conclude by pointing out open problems that we deem to be of importance in bringing this technology to maturity.

2. Asymptotic solution

The authors [37] studied a discrete system and the asymptotic solutions of loop reactors, in which a single exothermic reaction occurs. Since the residence time in the reactor is typically 1 s or a fraction of it, while the front velocity is typically of $O(0.001 \text{ m/s})$, then a noticeable front displacement will take, therefore, 1000 s or so. Between these two time scales, we can switch a port every 10–200 s. After switching it will take few seconds (i.e., several residence times) for the mass-balance to readjust itself, while the temperature profile can be assumed to be constant for that duration. The difference of the time scales is an essential prerequisite for emergence of various patterns which can be controlled in a loop reactor by appropriate choice of the switching intervals (external forcing).

We start by reviewing the mathematical model of a discrete system and analysis of its properties. These will be shown to converge to an asymptotic model (with infinite $N$), and the two are compared at each step. The analysis considered a pseudo-homogeneous (no gradients between phases) one-dimensional model of an adiabatic catalytic bed reactor in which one or several 1st order Arrhenius reactions occur ($i = 1, 2, \ldots, N_s$ is the component number, $k = 1, 2, \ldots, N_r$ is the reaction number). In most cases we employ one reaction only but the model below accounts for the general case. Consider a loop reactor of $N$ identical units (each one of the length $\Delta L = L/N$, Fig. 1) with gradual switching of the inlet/outlet ports over each time interval $\sigma$. Such a reactor can be described by a spatially- and temporally-continuous model if we ignore the end-effects of the intermediate sections and apply the boundary conditions at positions that vary in time as stepwise functions with a total period $\theta = N\sigma$. The dimensionless enthalpy and mass balances take the form

$$Le \frac{\partial y}{\partial \tau} + u \frac{\partial y}{\partial \xi} - \frac{1}{P_{\text{eq}}} \frac{\partial^2 y}{\partial \xi^2} = \sum_{k=1}^{N_r} B_k r_k(x_j, y) = f(x_j, y)$$ (2.1)
\[
\frac{\partial x_i}{\partial \tau} + u \frac{\partial x_i}{\partial \xi} - \frac{1}{Pe_{x_i}} \frac{\partial^2 x_i}{\partial \xi^2} = \sum_{k=1}^{N_r} r_k(x_j, y) = f_i(x_j, y), \quad i, j = 1, 2, \ldots, N_s
\]  
(2.2)

\[
r_k = (1 - x_k)Da_k \exp \left( \frac{E_k \gamma \gamma_1 y}{E_1 \gamma_1 + y} \right)
\]  
(2.3)

The feed position is defined as following

\[
\xi_{in} = (n - 1)\Delta L, \quad t \in [(n - 1)\sigma, n\sigma] + k\theta, \quad n = 1, \ldots, N; \quad k = 0, 1
\]  
(2.4)

where \( n \) specifies the unit number and \( k \) is the cycle number. The outlet position almost coincides with the inlet (in this case it is useful to define the boundaries as \( \xi_{in} = \xi^+_b, \xi_{out} = \xi^-_b \)). The commonly accepted Danckwert’s BC are applied:

\[
\xi = \xi_{in}, \quad \frac{1}{Pe_y} \frac{\partial y}{\partial \xi} = u(y - y^{in}); \quad \frac{1}{Pe_{x_i}} \frac{\partial x_i}{\partial \xi} = u(x_i - x^{in}_i);
\]  
(2.5)

\[
\xi = \xi_{out}, \quad \frac{\partial y}{\partial \xi} = 0, \quad \frac{\partial x_i}{\partial \xi} = 0.
\]  
(2.6)

Here the conventional notation is used: the dimensionless concentrations and temperature \((x_i, y)\) are the dynamic variables, \(\gamma_k\) is the dimensionless activation energy, \(B_k\) is the exothermicity of the reaction and \(\Delta T_{a,k}\) is the adiabatic temperature rise (ATR) of the \(k\)-th reaction, respectively:

\[
y = \gamma_1 \frac{T - T_{in}}{T_{in}}, \quad x_i = 1 - \frac{C_i}{C_{i0}}, \quad \xi = \frac{z}{z_0}, \quad \tau = \frac{tu_0}{z_0}, \quad v = \frac{u}{u_0},
\]

\[
\gamma_k = \frac{E_{a,k}}{R_y T_{in}}, \quad \Delta T_{a,k} = \gamma_1 \frac{(-\Delta H_k)C_{i,in}}{(\rho C_p)_f}, \quad B_k = \frac{\Delta T_{a,k}}{T_{in}},
\]

\[
Da_i = \frac{z_0(1 - \varepsilon)A_i}{u_0} \exp(-\gamma_i), \quad Le = \frac{(\rho C_p)_e}{(\varepsilon \rho C_p)_f}, \quad Pe_y = \frac{(\rho C_p)_f z_0 u_0}{k_e}, \quad Pe_x = \frac{z_0 u_0}{k_e}.
\]  
(2.7)

Note, that we use arbitrary values \(u_0, z_0\) for the velocity and the length scales in order to ensure that the corresponding dimensionless values \((v, \xi)\) can be varied as independent (control) parameters. In regular simulations we set \(u_0 = u = \text{const}\) yielding \(v = 1\). Typically in our simulations, as well as in practical situations, \(Le \gg 1\) (i.e., large solid to fluid heat capacity ratio) and \(Pe_x, Pe_y \gg 1\).

Rotating patterns were shown to emerge in such reactors, provided that the switching velocity (i.e., unit length/switching time) and the pattern velocity are matched in a certain way. More precisely two such asymptotes were derived, in which the ratio of the two velocities is either around unity, which we will refer to as slow-switching, or very large, which we will refer to as fast-switching asymptote. The former is the main focus of this review while the latter corresponds to a cross flow reactor in which the feed (reactants) are dispersed along the reactor (i.e. [30, 33, 44]).

Both models can admit, with a generic first-order Arrhenius kinetics and typically large Pe and Le numbers, a rotating-pulse solution with peak temperatures that significantly exceeds the adiabatic temperature rise. Both solutions were corroborated by simulations of finite-\(N\) systems that show convergence to the expected asymptotes in realistic system lengths. The asymptotic models enabled us to draw bifurcation diagrams and characterize the properties of emerging solutions.

Between these two asymptotes, the dynamics may become very complex, in a way that can be described as a rotating pulse forced externally and is reminiscent of the forced oscillator problem.
In order to facilitate the analysis of the emerging patterns with a fixed total period \( \theta \) we consider the limiting case of a loop reactor with infinitely many ports \( (N \to \infty, \sigma \to 0, \Delta L \to 0) \). In this case the stepwise functions \( \xi_{in}(\tau), \xi_{out}(\tau) \) can be replaced by continuously varied functions

\[
\xi_{in}(\tau) = \xi^0_{in} - V_{sw}\tau, \quad \xi_{out}(\tau) = \xi^0_{out} - V_{sw}\tau, \tag{2.8}
\]

where the switching velocity \( (V_{sw}) \) is defined as \( V_{sw} = \Delta L/\sigma \). In such a case it is convenient to transform the governing equations (2.1)–(2.3) using a moving coordinate system \( (\tau', \zeta = \xi - V_{sw}\tau) \) with fixed positions of the inlet and outlet. To simplify the following notation we consider the case of a single reaction yielding

\[
Le \frac{\partial y}{\partial \tau} + (v - LeV_{sw}) \frac{\partial y}{\partial \zeta} - \frac{1}{Pe_y} \frac{\partial^2 y}{\partial \zeta^2} = BDa(1 - x) \exp\left(\frac{\gamma y}{\gamma + y}\right) \tag{2.9}
\]

\[
\frac{\partial x}{\partial \tau} + (v - V_{sw}) \frac{\partial x}{\partial \zeta} - \frac{1}{Pe_x} \frac{\partial^2 x}{\partial \zeta^2} = Da(1 - x) \exp\left(\frac{\gamma y}{\gamma + y}\right), \tag{2.10}
\]

The mass balance Danckwerts’ BC conditions (see (2.5)–(2.6)) can still be applied in this case. For the energy balance equation, in the case of slow switching \( (V_{sw} \sim V_{fr}) \), the appropriate boundary conditions were shown \[37\] to be:

\[
y|_{in} = y|_{out}, \quad \frac{1}{Pe_y} \left( \frac{\partial y}{\partial \zeta} \bigg|_{in} - \frac{\partial y}{\partial \zeta} \bigg|_{out} \right) = v(y - y^{in}) \quad y|_{in} = y|_{out} \tag{2.11}
\]

The first of conditions (2.11) was derived as a simple combination of the Danckwerts’ BC, while the second condition enable the formation of a pulse solution (see the simulation below) and resembles the hot flux supply into the cold section after each switching. It was shown \[37\] that the solution of the multiport reactor equations (2.1)–(2.6) converges to the asymptotic model equations (2.9)–(2.11) as \( N \to \infty \).

System (2.9)–(2.10) with BC (2.11) corresponds to the limiting case of the discrete port system with \( N \to \infty \) for any (finite) switching velocity. For a case of a fast switching velocity it is possible to derive an asymptotic continuous model that resemble the cross-flow reactor (CFR) in which the reactants are fed along the reactor. While pattern formation in CFR was studied intensively, CFR conditions are established best with reactant supply by a membrane, rather than by fast switching in LR, and fast-switching is not considered in the present review.

### 2.1. Slow switching

Inspection of the problem statement (2.9)–(2.10) shows that this system is quite similar to that of a front propagation in a once-through fixed bed with the switching velocity \( V_{sw} \) replaced with the front velocity \( V_{fr} \). The main differences between these two problems are the boundary conditions applied. If the length \( L \) is sufficiently large, we expect to find in the loop reactor with \( V_{sw} = V_{fr} \) stationary solutions in the form of a front or a pulse that rotate in the physical coordinate system. Moreover, we expect that such a ‘frozen’ rotating pattern can be sustained for a domain of \( V_{sw} \) that lies between the combustion front velocity \( V_{fr} \) (in a once-through) and the velocity of the thermal front \( V_{th} = v/Le \), i.e.

\[
V_{fr} < V_{sw} < V_{th} \tag{2.12}
\]

In the following text we set \( v = 1 \) if the otherwise is not stated. Note, equation (1.1) was derived from system (2.9)–(2.10) with \( V_{sw} = V_{fr} \), and the ratio of the temperature rises becomes unbound when \( V_{sw}Le=1 \).
This expectation as well as the effect of the applied boundary conditions were verified by numerical simulations of the full and the asymptotic models along with approximations of the front velocity and of the temperature rise on the front ($\Delta T_m$). The approximations for the ideal front propagation in a long system under adiabatical conditions were proposed in reference [18]. The derivation was based on the concept of the narrow reaction zone in an ideal front [14, 41, 48] with negligible mass diffusion and yields (with $v = 1$):

$$\frac{Da}{Pe_y(1 - V_{fr})^2} \exp\left(\frac{y_m}{1 + y_m/\gamma}\right) = \frac{B}{(1 + y_m/\gamma)^2}$$

Equation (2.13) coupled with relation (1.1) form an algebraic system with respect to the front characteristics ($T_m, V_{fr}$) which can be applied in a domain $Le > 1, V_{fr} < Le^{-1}$.

This system was successfully validated for an adiabatic long reactor [9]. In the following studies the effect of heat losses [15] as well as the effects of finite length BC and of incomplete conversion [21, 32] were accounted for.

Since $Le \gg 1$ in catalytic reactors, the domain of "frozen" rotating patterns corresponds to low switching velocities ($V_{sw} < Le^{-1} \gg 1$) when compared with the convective velocity.

**Discrete model.** A typical rotating-pattern solution of a $N$-unit system with a certain switching velocity $V_{sw}$ in a domain $V_{fr} < V_{sw} < V_{th}$ is shown in Figure 2. With increasing number of ports ($N$), while preserving the same switching velocity $V_{sw}$, the stair-like patterns become smoother.

The temperature and concentration profiles with increasing $N$ ($\rightarrow \infty$) converge to certain limiting solutions (Fig. 3a). This aspect is also illustrated by the plot of the maximal temperature $T_m$ vs. the inverse number of units (Fig. 3b). The obtained results obviously corroborate the existence of the limiting continuous model (Eqs. (2.9)–2.10)). The matched BC defined by set (2.11) are in a good agreement with numerical simulations.
Figure 3. Effect of number of units \( N \) on the spatial temperature profiles (a) and the maximal temperature (b) showing convergence with increasing \( N \) to a limiting solution. After reference [37], parameters as in Figure 2.

Figure 4. Bifurcation diagrams showing the effect of the switching velocity \( V_{sw} \) on the maximal temperature \( T_m \) in a 4-unit system (open circles) and in the limiting model (dots). The analytically (Eqs. (1.1), (2.13)) and the numerically (in a long system) calculated sets \( (V_{fr}, T_m) \) are marked by a triangular and a rectangular respectively. The short and long arrows mark the extinction limits in a 4-unit system and in a limiting model respectively. After reference [37].
Frozen traveling waves exist in a narrow domain of parameters (Fig. 4) approximately following condition (2.12) with $0.94 < V_{sw}/V_{th} < 1.03$ for the parameters specified in [37] with $V_{th} = 0.00125 \text{ m/s}$; outside this domain the extinguished solution exists with low exothermicity ($B/B_0 \sim 1$, $B_0$ is a reference value; complex pattern formation with large $B$ is considered below). The limiting model predicts well the results of a discrete section reactor: in the 4-unit system the patterns exist in a slightly narrower domain ($0.95 < V_{sw}/V_{th} < 1.02$). Note, that the discrepancy between the discrete and the continuous model decreases with increasing $N$. Also a good agreement between the analytically and the numerically obtained front velocities and the corresponding maximal temperatures is achieved, and completely confirms condition (2.12) which defines the domain of the slow-switching patterns.

Obviously, the locus of $T_m$ points is an isolated curve and there exists a branch of unstable states for this domain.

The singularities expected in a loop reactor were characterized [45, 46] by plotting the domain of frozen rotating patterns in the plane of the inlet temperature vs. the switching velocity ($V_{sw}/V_{th}$, denoted as ‘Flow rate ratio’ $\gamma$ in Fig. 5). Let us follow the domain for the adiabatic temperature rise (denoted also as ATR or $\Delta T_a$) of 11.9 K (denoted by dark gray): It is organized around $V_{sw}/V_{th} = 1$ with three branches of forced periodic solutions (upper-stable, intermediate-unstable and lower-stable and inactive) in which the top two are organized as an isolated curve. With $T_{in} > 400 \text{ K}$ the isola coalesces with the inactive branch and splits to form a ‘mushroom’ shape. Further increase in $T_{in}$ leads (at point $Sb$) to formation of an $S$-shaped and an inverse-shaped hysteresis loop. At higher $T_{in}$ the two hysteresis loops disappear at the points denoted $H_{right}, H_{left}$. With decreasing $\Delta T_a$ (i.e., more dilute streams) the two hysteresis points approach each other until their disappearance at $\Delta T_a < 3.2 \text{ K}$. It was shown [43] that the minimal concentration (expressed as ATR) is below 20 K at feed temperature of 450 K. In this case the result is not meaningful technologically, but the unfolding of the singular point with other parameters may be of interest in the general case.

2.2. Intermediate switching

The pattern need not be simply periodic and rotating. A rich plethora of patterns depending both on the switching velocity $V_{sw}$ and the number of units $N$ was obtained with $V_{sw}/V_{th}$ that varies between the two
asymptotes. This is of academic interest, as well as of practical interest since the main drawback of the LR is the very narrow window of switching velocities that sustain a stable ‘frozen’ solution that exists if the switching and the pulse velocity are synchronized. An active (ignited) solution may be sustained in the form of complex dynamic patterns. The authors showed [31] the existence of many ‘finger’-like domains of complex frequency-locked solutions that allow to significantly extend the operation domain, rendering the LR scheme more attractive for practical implementation.

**Asymptotic model:** Figure 6 portrays the domains of existence of ignited solutions in the plane of exothermicity \((B/B_0, B_0\) is a reference value) vs. \(V_{sw}/V_{th}\). The system also attains an extinguished solution for the whole domain, while the ignited state can be sustained with a proper choice of initial conditions. The domain of ‘frozen’ patterns (FP, i.e., steady in a moving coordinate) forms a cusp-like structure that expands with increasing the feed concentration or the adiabatic temperature rise \(B\) and shrinks with increasing convective velocity \(v\) (not shown here). To understand the gain made with the Loop Reactor note that it can sustain rotating patterns with \(B/B_0 \sim 1\) \((V_{sw}/V_{th} \sim 1)\) while a once-through fixed bed (i.e., \(V_{sw} = 0\)) requires an order of magnitude higher exothermicity \((B/B_0 \sim 13)\). Non-frozen rotating patterns (NFP, i.e., periodic or aperiodic in a moving coordinate) exist in two domains adjacent to the FP domain on its two sides as is shown in Figure 6.

A typical temperature pattern transformation, upon varying the switching velocity within both the NFP and the FP domains show the temperature patterns (Fig. 7) in the \((\tau, \zeta)\) plane (i.e. in a coordinate system moving with the switching velocity \(V_{sw}\)). The solution presents right- and left-propagating waves for the left- and right NFP domains (Fig. 7a, b, e, f), respectively, and stationary solutions within the FP domain (Fig. 7c, d). The bifurcations in Figures 6 and 7 from the periodic solutions (Frozen Pattern) to the inactive state are associated with hysteresis and are likely via a saddle-loop bifurcation of limit cycles (coalescence of stable and unstable limit cycles). The FP bifurcation to NFP occurs via a Hopf bifurcation (in the moving coordinate). A better characterization appears at the end of the following section.

**Discrete unit model:** The analysis was extended to the practical case of a small number of units \((N)\). In this case the system can exhibit both simple solutions, rotating with a velocity close to the ‘ideal’ front velocity \(V_{fr}\), and complex oscillations of 1:n form defined by the ratio of the pulse rotation to the feed switching velocities (Fig. 8). Following the classification employed for the asymptotic model we refer to these solutions as quasi-frozen patterns (QFP) and quasi non-frozen patterns (QNFP). We add the term ‘quasi’ as we based the characterization on the figures like Figure 9 and not on precise measurements.

**Figure 6.** Bifurcation map of the asymptotic loop reactor model in the \((B/B_0, V_{sw}/V_{th})\) plane showing domains of frozen patterns (FP, i.e. steady in a moving coordinate, solid lines), and of non-frozen patterns (NFP, periodic or aperiodic in a moving coordinate, dashed with \(L = 1\) and dashed-dotted with \(L = 8\)) and of extinguished (E) solutions. After [31], other parameters as in Figure 2.
Figure 7. Typical transformation of the temperature patterns of the asymptotic LR model in a moving coordinate system \((\zeta, \tau)\) with the switching velocity: Shown are non-frozen rotating patterns in NFP1 domain \((V_{sw}/V_{th} = 0, a; 0.4, b)\), frozen patterns \((V_{sw}/V_{th} = 0.48, c; 1.25, d)\) and non-frozen rotating patterns in the NFP2 domain \((V_{sw}/V_{th} = 1.36, e; 2.4, f)\), \(B/B_0 = 10, L = 1\). After reference [31].

Figure 8. Typical structure of the finger-like domains of the two-unit (a) and four-unit (b) LR model in the \((B/B_0, V_{sw}/V_{th})\) plane showing domains of quasi-frozen (QFP, solid lines) and quasi non-frozen (QNFP, dashed lines) solutions. Dashed region shows subdomain of the \((1:3)_3\) solution. Dashed-dotted lines mark the boundaries of the FP and NFP domains of the asymptotic model. Numbers 1:n mark the type of the frequency locked solutions (after [31]).
Figure 9. Typical regular (1:3)$_3$ solution of a two-unit loop reactor showing the temperature (a) and the conversion (b) patterns during one pulse rotation period in a stationary coordinate system ($\xi$, $\tau$). $B/B_0 = 8$, $V_{sw}/V_{th} = 3$; other parameters as in Figure 2. After reference [31].

For the QNFP with a single pulse the total period of oscillations ($\theta_{rot}$) coincides with the period of the pulse rotation ($\theta_{fr}$). Such patterns repeats itself every $N \times n$ switches (for example, 6 in the case of the 1:3 solution with 2-unit reactor) and admits the symmetry:

$$\varphi(\xi, \tau) = \varphi(\xi + \Delta L, \tau + n\sigma), \quad \xi \in [0, \Delta L], \quad \tau \in [0, n\sigma]$$

(2.14)

where $\varphi$ is either of the state variables $y$ and $x$ and $\Delta L = L/N$ (with increasing $N$ the variety of possible regular solutions becomes larger).

Typical maps showing ‘finger’-like domains of patterned states in the ($B/B_0, V_{sw}/V_{th}$) plane for systems with $N = 2$ and 4 are shown in Figure 8. The QFP subdomain and the ‘finger’-like QNFP domains are separated by gaps of extinguished states at low $B$. For large $B$ the QNFP domains merge to yield a continuous domain with respect to varying $V_{sw}$. The QFP domain for a systems with a certain $N$ is enclosed within the corresponding domain of the asymptotic model (at $V_{sw}/V_{th} = O(1)$). The boundaries calculated for a two- and a four-unit systems almost coincide and expand toward the limiting model with larger $N$.

Within the QNFP domains the system exhibits a spatially and temporally varying pulse rotating with a velocity close to the ‘ideal’ front velocity. For a set of parameters employed in this study we detected (with $N = 2$) large domains of 1:$n$ solutions with odd $n = 3, 5, 7$ and relatively small subdomains of even $n$, that exist only for large $B$.

In addition to complex QFP (1:$n$) solutions considered above we detected (at large $B$) multiwave patterns of (1:$n$)$_k$ type (i.e. $k$ pulses coexist and move through the system, while the ratio of the pulse rotation and the switching velocities is 1 to $n$). A typical (1:3)$_3$ pattern exhibits three ignited pulses along the reactor (Fig. 9). Its subdomain in the parameter plane is shown in Figure 8a as a dashed region. Note that such patterns can be both periodic and aperiodic with time and space.

2.3. Experimental demonstration

Sustained rotating frozen patterns were demonstrated with ethylene oxidation as a model reaction [22, 23]. This reaction can be carried out at a relatively low temperature ($\sim 200 \degree C$), and our group proceeded to demonstrate this concept with methane combustion which requires a maximal temperature of 600 $\degree C$ or so [21]. The
The experimental system incorporates three fixed-bed reactors arranged in the form of a loop. The three reactors, each bent in its middle to form a hexagon-shaped system, and each 30 cm long, are packed by spherical catalytic particles (0.5% Pt/Al₂O₃ in 2–4 mm diameter). Fifteen thermocouples were placed along the three reactors.

The control method applied was as follows: for two consecutive reactors, the feed is switched from one reactor to the following when the temperature measured at the entrance of the second reactor reaches a certain threshold \( T_{sw2} \) and the temperature at the entrance of the first reactor drops below \( T_{sw1} \). This issue is discussed further in the next section.

A typical periodic temperature profile of the system fed with methane in air, under control, is shown in Figure 10a in the time-space plane using a color-scale for temperature. The abscissa denotes the distance from feed point (the 3 reactors are denoted by A, B, C and the operation is schematically described by the right plate). The pulse propagation is evident from the continuous, almost linear, red stripe with a slope, i.e., the front velocity, of \( \sim 2.5 \times 10^{-3} \) m/s.

The leanest stream that can sustain the patterned state for the conditions of Figure 10 was experimentally determined to be of 8000 ppm vs. 33,000 ppm in a once-through reactor. Decreasing the feed flow rate causes a decline in the maximal temperature (Fig. 11a) until extinction occurs (at \( u_0 = 0.225 \) m/s). The pulse velocity \( (V_{pul}) \) depends mainly on the flow velocity and on Lewis number (Le). As expected the obtained switching velocity increases with the flow velocity (Fig. 11b).

The analysis of the effects of the heat loss and of the reactor size on the leanest stream (expressed in terms of the adiabatic temperature rise \( \Delta T^{lim}_a \)) that will sustain the operation shows the following [21]: For an adiabatic infinitely long reactor \( \Delta T^{lim}_a \to 0 \) while for a finite reactor \( \Delta T^{lim}_a \) scales as \( (1+Pe_y/4)^{-1} \) with \( Pe_y \) defined via the reactor length (Eq. (2.7)); the heat loss increases this limit by \( (\beta Pe_y)^{1/2} \) where \( \beta = 2Uz_0/(r_w(\rho c_p)f u_0) \) is the dimensionless heat transfer coefficient. Thus, a good design of a LR will aim to decrease the conductivity \( (k) \), that affects \( Pe_y \) and the radial heat-transfer coefficient \( (\beta) \) while increasing throughput (i.e., the convective velocity, \( u_0 \)) and the reactor length. Note that in practice it is almost impossible to achieve adiabatic conditions.

In another experimental study [47] a two-unit loop reactor for catalytic propene complete oxidation was tested using a control scheme described below. Figure 12 describes a long record of temperatures measured by a single thermocouple in each unit and of the switching interval, in response to changes in flow rates (0–45 h) or in response to changes in feed concentration (45–84 h). Full conversion was achieved throughout these changes. Note that switching are slower upon increasing of the flow rate or of the feed concentration.
Figure 11. The effect of the feed flow rate ($u$) on the maximal temperature (a) and on the corresponding switching velocity (b) during methane combustion. Experimental data and approximations (Eqs. (11) and (12) in Ref. [21]) are marked by open circles and lines, respectively. Triangular mark the limiting approximated value. ($L = 0.9$ m, $T_{sw1} = T_{sw2} = 875$ K, feed of 20,000 ppm methane in air. After reference [21].

Three different controllers were investigated [47] and the author concluded that the most effective approach, requiring the minimum number of temperature sensors, is to install a thermocouple at the end of each reactor and to switch when the temperature at the end of the fed reactor becomes lower than a prescribed set point. Its feasibility is evident from Figure 12.

2.4. Operating with large feed leaps

A series of works considered the behavior of a LR with leaps in the feed position of several units ($n_s > 1$), claiming that the designs considered above (i.e., single unit leap, $n_s = 1$) yields narrow domains of operation and requires tight control [24, 25]. In the cited references the shift by one unit in a downstream direction (considered in the previous section) is referred as strategy 1, while the shift by one unit in an upstream direction is referred as strategy 2.

Mancusi et al. [24], studying a reversible exothermic reactions, in a 3-unit nonadiabatic system, compared the two strategies: The features of strategy 1 are similar to those described above. With strategy 2 (feed port leaping back one unit) the isola of $T$-periodic solutions exists as well. However, since in the adiabatic systems the front velocity is the same in both strategies, the time between switches is $(N - 1)$ times larger in strategy 2 than in strategy 1. For non-adiabatic system the cooling effect leads to decreasing of this ratio as well as the
Figure 12. Experimental results of a 2-unit reactor in response to input steps in the total flow rate in the first part (up to 45 h) and in response to steps in the feed concentration in the second part. The temperature of one reactor is shown in the upper chart, below are the controlled switching time, the conversion and the corresponding inputs of the flow rate and the feed concentration. After reference [47].

decreasing of the maximal temperature. The transition from periodic to multi-periodic behavior was identified as a Neimark-Sacker bifurcation ($\tau_{NS} \geq n_s/V_{th}$) [24].

The comparison of the two switching strategies was extended in reference [25] for a 4-unit adiabatic system. Figure 13 shows a schematic representation of the domains of existence of symmetric and asymmetric periodic
regimes vs. the inverse switch velocity ($\tau$). For $n_s = -1$ (or $n_s = 3$ for a 4-unit scheme, strategy 2) the authors have shown several effects: (i) the number of intervals of $T$-periodic regimes increases with decreasing $\tau$ or increasing the switching velocity (Fig. 13); (ii) the wave may incorporate several thermal fronts, as well as one reaction front ($nW$ indicate a multi-wave pattern), and (iii) multiple patterns may coexist, depending on initial-conditions. We expect that the plethora of patterns extends with increasing $n_s$. Note that the same features were portrayed for the case $n_s = 1$ in Figures 6 and 8. While the domain of multi-periodic solutions may be wider than that of periodic one, suggesting that the control may be more robust, the data in Figure 8 suggests that the $T$-periodic domain may be operated with smaller adiabatic temperature rises. Also, it seems that the control of such multi-fronts waves patterns may be quite challenging. These points deserve further investigation.

Analysis by Altimari et al. [4], based on a geometrical approach of systems, showed infinitely many domains of $T$-periodic regimes corresponding to thermal wave trains with various number of waves. Analytical approximations to the stability limits and the spatiotemporal pattern of these solutions were derived for the case of a fast irreversible exothermic reaction. In such a case, a narrow reaction zone is formed traveling at an approximately-constant velocity $V_{fr} < V_{th}$ followed by only purely thermal fronts with velocity $V_{th}$.

Figure 14 shows [3] a traveling wave simulated with $N = 4$, $n_s = 3$ (or $n_s = -1$; the two cases are identical in adiabatic systems), composed of 4 fronts, traveling at $V_{fr}$ (the 1st front) followed by 3 thermal fronts. The
authors derived [3] relations between $V_{sw}$, $V_{th}$ and $V_{fr}$ that will sustain waves with a desired number of fronts. This analysis was generalized for any $n_s$ and $N$.

3. Control

Control aimed at stabilizing a moving pattern has only been rarely addressed in the literature. A few studies were devoted to develop control strategy that will sustain the propagating pulse solution in the slow-switching mode. The main problems associated with this task are: (i) a narrow domain of parameters in which the desired pulse solution exists, (ii) instability at the boundaries of this domain, (iii) fluctuations in the operation conditions (feed concentration, flow rate), and (iv) uncertainty of the parameters. To overcome the problem of reaction extinction several control actions have been proposed in the literature.

We note here especially the control [6] which switches the feed position when the temperature measured at the sensor located at the following unit ascends beyond a certain threshold and the sensor of the fed unit reads a temperature below another threshold. This approach had been successfully experimentally implemented [21, 22]. Three control concepts were computationally compared [47] and the best one, as outlined in Section 2.4, was used for the control in the experimental studies.

The analysis of dynamics and stability of the network with any numbers of units [38, 39] allowed to develop a systematic switching feedback control strategy to stabilize rotating pulses. The switch velocity was used as a control parameter, since it is easily manipulated. In the first stage of analysis they considered the following control law

$$\frac{dV_{sw}}{d\tau} = -k(y(\zeta^*, V_{sw}) - y^*)$$

(3.1)

where $V_{sw}$ is responding to measured temperature at a distance $\zeta^* = \xi^* - V_{sw} \tau$ (i.e., the sensor position is fixed in a moving coordinate). The switch velocity is evaluated at every step on-line using the discrepancy between the temperature at the front of a pulse and the set point. This allowed to study the stability of control in moving coordinates. In the second stage they considered the problem with sensors in fixed coordinates. Note that the system does not have a steady solution that can be used for the linear analysis. It has a periodic solution which can be approximated as a ‘frozen’ solution when portrayed in a moving coordinate. Analytical results for a limiting many-unit system were presented and applied for the design a system with finite number of units.

A simplified, one-variable, model obtained under the realistic assumptions of $Le \gg 1$, $Pe_x \gg Pe_y \gg 1$, was derived, that take the form

$$Le \frac{\partial y}{\partial \tau} + v \frac{\partial y}{\partial \xi} - \frac{1}{Pe_y} \frac{\partial^2 y}{\partial \xi^2} = Da \left[ B - (v - V_{sw}Le)y + \frac{1}{Pe_y} \frac{\partial y}{\partial \xi} \right] \exp \left( \frac{\gamma y}{\gamma + y} \right)$$

(3.2)

The maximal temperature rise in this simplified model is $\Delta y_m = B/(v - V_{sw}Le)$ as in the general case (1.1) and $\Delta y_m = B$ when $V_{sw} = 0$ as in the detailed model. This model allows to derive stability conditions for the control scheme and to suggest a control scheme for a realistic system with one sensor, at fixed position in lab coordinates, in each unit. Thus, the control should automatically adjusts $V_{sw}$ to assure its value within the range (2.12).

One example of the effectiveness of this control, in a four unit LR of different Le (i.e., different solid heat capacity), namely 700 (1st), 800 (2nd), 900 (3d) and 800 (4th) is presented in Figure 15. Recall that the frozen rotating pulse solution is stable in a narrow domain (0.94 < $V_{sw}/V_{th}$ < 1.03 for the parameters used), while the thermal front velocities vary ((1.43, 1.25, 1.11 and 1.25) x $10^{-3}$ m/s in the 4 units).

An analogous control structure was employed for the robust stabilization of the single-wave solution of a network carrying out methanol synthesis [35]. A proportional controller and a proportional-derivative controller were implemented to update the switching time in response to the difference between the axial position reached
In a study addressing the problem of stabilizing wave-train solutions [5] the proportional control structure proposed in [34] was employed and a controller design procedure enforcing the stability of wave-train solutions was described. The implemented control was adaptive as the set point was updated during each cycle based on the estimated value of the reaction front velocity.

Control strategy was extended [5] for the thermal wave trains, produced by shifting the feed port by several units (see Sect. 2.4). Infinitely many domains of thermal wave trains were demonstrated to exist for any value of shift steps and any number of reactors composing the network, and analytical approximations were derived for the stability boundaries of the predicted solutions based on geometric analysis of the spatiotemporal temperature pattern.

Other advanced approaches, such as the use of observers or soft sensors [10, 13] for forced unsteady-state reactors, have been proposed to control a single traveling temperature wave.
4. Multi-species system

Practical applications of loop reactors will be aimed to obtain a high-conversion combustion of a mixture of hydrocarbons (HC’s or VOC’s). Design then should aim at a temperature sufficiently high to assure that all reactions will proceed at a reasonable rate. But it is not clear whether the slowest reaction will benefit from the heat liberated. More specifically, we want to determine whether the extinction of that slow reaction (combustion of the less reactive VOC) in a mixture will occur under conditions (i.e., feed concentration and flow rate) that are different than those in a single reaction system. The dynamics and design implications of a bi-species (methane or ethane with ethylene) and of a multi-species combustion was studied by the authors [29].

Qualitative analysis of a binary mixture shows that if two fronts are established and $V_{f,2} > V_{f,1}$, i.e., when the high temperature component front propagates faster, the fronts separation increases with time. (Indexes 1 and 2 denote the faster reaction (i.e., of lower maximal temperature, $T_m$) and the slower (of the higher $T_m$) reaction components, respectively.) In an opposite case with $V_{f,1} > V_{f,2}$ a locked front is obtained as the conversion fronts are coupled via the energy balance and behave as a single front. The proposed approximations were derived for an infinitely long system, while assuming a full conversion of both components, and are summarized as following:

Locked’ solutions. The maximal front temperature in the mixture ($T_{loc}^m$) follows the approximation obtained for a single component (2.13) using the activation energy and the pre-exponent factor of the slower reaction $(i = 2)$. The front velocity is affected by the sum of the adiabatic temperature rises of both components.

Separated fronts. The parameters of each front can be estimated separately using the one-component approximations assuming that the cooling effect does not lead to significant decline of the temperature ahead of the first front and accounting for the fact that the temperature of the trailing (1st) front yields the inlet temperature for the leading one.

Therefore, the approximations of the maximal temperature for both types of solution yield similar results and can be presented by a single component approximation for the second species. The front velocities of the multicomponent mixture are markedly different: For the ‘locked’ solution $V_{f,loc}^m$ depends on the total ATR ($\Delta T_{a,tot} = \Delta T_{a,1} + \Delta T_{a,2}$) explicitly, while in a separated front solution the leading front velocity exhibits an essentially nonlinear dependence on both $\Delta T_{a,i}$.

The boundary between the locked’ and the separated front structures. At the boundary all three velocities should be equal $V_{f,1}^{sep} = V_{f,2}^{sep} = V_{f,loc}^m$. The analysis revealed that the system behavior is dictated by the fraction of the low reactivity (high $T_m$) component in the mixture that can be expressed via the fraction of the adiabatic temperature rise (recall $\Delta T_{a,i}$ are proportional to the inlet concentrations):

$$\alpha = \frac{\Delta T_{a,2}}{\Delta T_{a,1} + \Delta T_{a,2}}$$  \hspace{1cm} (4.1)

The critical (threshold) value separating domains of locked/separated fronts $\alpha^{sb} = \alpha(T_{m,i},T_m)$ is defined as following:

$$\alpha^{sb} = \left(1 + \frac{T_{m,1} - T_m}{T_{m,2} - T_{m,1}}\right)^{-1}$$  \hspace{1cm} (4.2)

where $T_{m,i}$ are the maximal temperature behind the i-th front.

A schematic diagram for an (infinitely) long reactor is shown in Figure 16 a in the plane $\Delta T_{a,2}$ vs $Le V_{f,2}$, (recall, we are interested in the conversion of the second component). With $\alpha > \alpha^{sb}$ both fronts propagate with the same velocities depending on $\alpha$ and form a locked front (LF, Fig. 16b); with $\alpha < \alpha^{sb}$ the high temperature front propagates faster yielding the front separation (SF, Fig. 16c). Note, in a long system the SF’s can be sustained if $\Delta T_{a,1}$ exceeds the appropriate minimal value and are not restricted neither by the system length, nor by the time required for the separation.
We are interested now in portraying the domain that will sustain operation in a LR. The analysis of (once-through) long reactors, suggests that the locked front solution is preferential as both components contribute the combustion energy, while the front separation leads to an inefficient result since either the less reactive combustion extinguishes or the required total ATR is larger than in locked front solutions. The simulations were conducted for a nonadiabatic loop reactor composed of three units. Conditions leading to locked fronts in a once-through reactor (4.2) are similar to those in a LR. However, conditions that lead to the front separation may not have the same effect in a LR, as the fronts are born simultaneously after every switching and may not
have enough time to separate before the next switching or to be washed out of the system. Recall, the switching velocity in the LR model \( (V_{sw}) \) is the forcing parameter. It affects the maximal front temperatures and the separation boundary \( \alpha^{ab} \) (4.2) as well (recall, \( V_{sw} \) can be approximately varied between the front velocity \( V_f \) in a long once through system and the thermal front velocity \( V_{th} \), equation (2.12)). The domain around \( V_{sw}/V_{th} = 1 \) is the domain with the highest potential for heat recuperation as was shown in numerous studies (e.g. [1, 37, 45]).

Typical bifurcation diagrams showing four subdomains of sustained patterns in the plane of \( \Delta T_{a,2} \), (a) and \( \Delta T_{a,1} \), (b) vs. the mixture composition defined by the parameter \( \alpha \) are presented in Figure 17 for methane-ethylene combustion. Plots of the individual ATR (\( \Delta T_{a,i} \)) shows subdomains in which either the two reactions takes place (LF, SF), or where only the fast reaction is sustained (C\(_2\)H\(_4\) combustion), or where both reactions are extinguished (E). With \( V_{sw}/V_{th} \sim 1 \) the co-combustion is achieved if \( \Delta T_{a,2} \) varies between the boundaries of a pure combustion \( (\Delta T_{a,2} = 70 \text{ K, } \alpha = 1) \) and that of a separated front pattern \( (\Delta T_{a,2} = 54 \text{ K, } \alpha = 0.2) \). The relatively small range of \( \Delta T_{a,2} \) obtained in simulations agrees with the proposed approximation showing that the effect of the feed (cold end) temperature is marginal. Below the LF or SF boundary the slower reaction is extinguished and the system behavior is defined by the ethylene concentration, like in a single component problem: If \( \Delta T_{a,1} \) falls below the limiting value for ethylene conversion \( (\Delta T_{a,1} = 30 \text{ K with } V_{sw}/V_{th} \sim 1) \) then even the fast reaction extinguishes. Recall, the limiting \( \Delta T_{a,1} \) also defines the boundary between the locked and the separated front solutions (shown in Fig. 17 by dashed-dotted lines).

The domains presented in Figure 17 provide an insight into the map transformation upon varying of the parameters \( \alpha \). Actually the ‘phase’ diagram is more complicated and includes also subdomains of unsteady patterns with incomplete conversion of a slow reaction superimposed on a full conversion of the fast reaction. The details of such transformation were not addressed in the literature.

5. Concluding remarks

To the best of our knowledge LR is the only experimentally-tested concept of a spatio-temporally forced reactor. This concept, in the form of a pushed pulse, was tested experimentally, without control, in a catalytic surface reaction [42, 43]. This class of diffusion-reaction problems is rarely addressed in the literature.

The loop reactor offers a significant advantage for pollutants abatement by combustion, since it can achieve a significantly higher temperatures than the once through operation. Since the rate depends exponentially on the temperature, it has the potential of abatement of highly diluted streams of HC’s by oxidation to inert products. The dynamics of such a reactor, however, can be quite complex, and its operation can be sustained in a narrow domain of parameters; moreover, the kinetics, physical and transport parameters are known with some uncertainty, which requires efficient control for its operation. Various modes of control were suggested; some derived by intuition while other by a systematic approach.

This review focused on the application of combustion of diluted streams of hydrocarbons, but several other applications were considered numerically or experimentally like reversible exothermic reaction [35, 40], which require a declining temperature as reaction progresses, selective reduction of NO [12] and the production of syngas through the coupling of the exothermic partial oxidation and the endothermic steam reforming.

The technological challenges associated by the LR design, which were not addressed here, and the need for effective control make its application on a commercial scale a hard sell. Its superiority of the once-through operation is obvious and several studies demonstrated that it can achieve a higher temperatures than even the reverse flow reactor [1, 7, 36, 42], but the latter requires only two feed ports and a simple control. Designing a better control system for the LR is still a challenge, especially in domains outside that of frozen rotating waves. Initial applications of control were intuitive; later studies (see Sect. 3) attempted to carry analytical study, but that is quite a challenge in the absence of a homogeneous solution and with stationary sensors. For most of this review we considered a simple pulse solution but pointed out the existence of multiperiodic and quasiperiodic solutions. Control of a rotating train patterns were suggested by only few studies (e.g., Ref. [2, 3]).

**Abbreviation**

ATR - adiabatic temperature rise
BC - boundary condition
CFR - cross-flow reactor
E - extinguished state
FP - frozen patterns (defined for an asymptotic model)
HC - hydrocarbons
LF - locked fronts
LR - loop reactor
NFP - non-frozen patterns (defined for a finite unit system)
NTW - network
QFP - quasi-frozen patterns
RFR - reverse flow reactor
QNFP - quasi-nonfrozen pattern
SF - separated fronts
VOC - volatile organic compounds
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