ON THE WEAKLY DISSIPATIVE CAMASSA-HOLM, DEGASPERIS-PROCESI, AND NOVIKOV EQUATIONS
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Abstract. We show that the weakly dissipative Camassa-Holm, Degasperis-Procesi, Hunter-Saxton, and Novikov equations can be reduced to their non-dissipative versions by means of an exponentially time-dependent scaling. Hence, up to a simple change of variables, the non-dissipative and dissipative versions of these equations are equivalent. Similar results hold also for the equations in the so-called b-family of equations as well as for the two-component and μ-versions of the above equations.

1. Introduction

The purpose of this note is to point out that the weakly dissipative versions of the Camassa-Holm and several similar equations are equivalent to their non-dissipative counterparts up to a simple change of variables.

The Camassa-Holm equation

\[ u_t - u_{txx} + 3uu_x = 2u_xu_xx + uu_{xxx}, \quad x \in \mathbb{R}, \ t > 0, \]

(1.1)

where \( u(t, x) \) is a real-valued function, was first obtained in [7] as an abstract bi-Hamiltonian equation and was later derived in the context of water waves [18]. Some of its interesting features are: (a) It is completely integrable [1, 7]. (b) It admits peaked traveling wave solutions (peakons) [1]. (c) It arises naturally as a geodesic equation in the context of the diffeomorphism group of the circle, see [18]. (d) Some solutions exist globally whereas other solutions break in finite time cf. [2].

The weakly dissipative Camassa-Holm equation [9, 21, 26, 31, 33, 34, 41] is obtained by adding to the left-hand side of (1.1) a term of the form \( \lambda(u - u_{xx}) \), where \( \lambda > 0 \) is a parameter:

\[ v_t - v_{txx} + 3vv_x + \lambda(v - v_{xx}) = 2v_xv_xx + vv_{xxx}, \quad x \in \mathbb{R}, \ t > 0. \]

(1.2)

Equation (1.2) has been analyzed in several papers: Local well-posedness of (1.2) in \( H^s \), \( s > 3/2 \), was proved in [33]. Existence and uniqueness of global weak solutions of (1.2) was established in [34]. Further global existence and blow-up results were derived in [33].

However, as we point out in this note, the dissipative and non-dissipative equations (1.1) and (1.2) are equivalent up to a simple change of variables. More precisely, if \( u(t, x) \) and \( v(t, x) \) are related by

\[ v(t, x) = e^{-\lambda t} u \left( \frac{1 - e^{-\lambda t}}{\lambda}, x \right), \]

(1.3)

then \( u(t, x) \) satisfies (1.1) if and only if \( v(t, x) \) satisfies (1.2). Using this change of variables, the results available for the non-dissipative equation (1.1) can be immediately transferred to the dissipative equation (1.2); thus no separate proofs are needed for the weakly dissipative case. We will also show that an analogous change of variables exists for many other equations with weakly dissipative versions, such as the Degasperis-Procesi [4], Hunter-Saxton [12], and Novikov [20] equations, the equations in the b-family cf. [8], as well as the two-component [17, 23] and μ-versions [13] of the above equations. An incomplete list of references that deal
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with weakly dissipative equations of the type considered in this note includes [8, 10, 11, 14, 19, 21, 26, 31–34, 36, 40–42].

It was observed already in [33] that the properties of (1.2) are similar to the properties of (1.1) restricted to a finite time interval. It was also noted that there exist considerable differences between (1.1) and (1.2) in the long time behavior of solutions; in particular, the global solutions of (1.2) decay to zero as \( t \to \infty \). These observations are easy to understand in the light of the correspondence (1.3). For example, the decay of the global solutions of (1.2) is an obvious consequence of the exponential prefactor \( e^{-\lambda t} \).

The main results are stated in Section 2. The proofs are presented in Section 3. In Section 4 we give an example to illustrate that the correspondence between the dissipative and non-dissipative equations extends also to the case of weak solutions. Finally, in the appendix we motivate the form of the transformation (1.3) by deriving explicit solutions of the weakly dissipative Hunter-Saxton system.

2. Statement of results

The weakly dissipative two-component \( b \)-family of equations [17] is defined by

\[
\begin{align*}
(m_t + v m_x + b v_x m + \lambda m + \kappa \sigma_x x &= 0, \quad x \in \mathbb{R}, \ t > 0, \\
\sigma_t + (v \sigma)x_x + \lambda \sigma &= 0,
\end{align*}
\]

where \( b \in \mathbb{R}, \ \kappa = \pm 1, \ \text{and} \ \lambda \geq 0 \) are parameters, \( \{(v(t, x), \sigma(t, x))\} \) are real-valued functions, and \( m = v - v_{xx} \). The system (2.1) reduces to (1.2) when \( b = 2 \) and \( \sigma(t, x) \equiv 0 \). When \( b = 3 \) and \( \sigma(t, x) \equiv 0 \), it reduces to the weakly dissipative Degasperis-Procesi (DP) equation [8, 10, 14, 32, 36]. If the second component \( \sigma(t, x) \) is allowed to be nonzero, the choices \( b = 2 \) and \( b = 3 \) in (2.1) give rise to the weakly dissipative two-component Camassa-Holm and Degasperis-Procesi equations, cf. [11].

Another class of equations is obtained by letting \( m = -v_{xx} \) in (2.1). With this choice, the system (2.1) reduces for \( b = 2 \) to a weakly dissipative version of the Hunter-Saxton system [15, 16, 30, 38, 39].

Finally, if we consider spatially periodic solutions and let \( m = \mu(v) - v_{xx} \) in (2.1), where \( \mu(v) = \frac{\int_0^1 v dx}{S^1} \) denotes the mean of the function \( v \) over \( S^1 = \mathbb{R}/\mathbb{Z} \), then (2.1) reduces to a weakly dissipative version of the two-component \( \mu \)-equation [13].

The respective non-dissipative equations are obtained by setting \( \lambda = 0 \) in (2.1).

**Theorem 2.1.** Consider the system (2.1) with \( m \) defined by either (i) \( m = v - v_{xx} \), (ii) \( m = -v_{xx} \), or (iii) \( m = \mu(v) - v_{xx} \). Let \( (u(t, x), \rho(t, x)) \) and \( (v(t, x), \sigma(t, x)) \) be related by

\[
\begin{align*}
v(t, x) &= e^{-\lambda t} u \left( \frac{1 - e^{-\lambda t}}{\lambda}, x \right), \\
\sigma(t, x) &= e^{-\lambda t} \rho \left( \frac{1 - e^{-\lambda t}}{\lambda}, x \right).
\end{align*}
\]

Then \( (v, \sigma) \) satisfies the weakly dissipative system (2.1) if and only if \( (u, \rho) \) satisfies the respective non-dissipative system.

**Remark 2.2.** By choosing \( \sigma \equiv \rho \equiv 0 \) in (2.2), it is clear that the result of Theorem 2.1 for the two-component system (2.1) applies also to the corresponding single-component equations.

The weakly dissipative Novikov equation

\[
u_t - v_{txx} + 4v^2v_x - 3vv_xv_{xx} - v^2v_{xxx} + \lambda(v - v_{xx}) = 0, \quad \lambda > 0,
\]

was recently studied in [40]. Originally, the Novikov equation

\[
u_t - u_{txx} + 4u^2u_x - 3uu_xu_{xx} - u^2u_{xxx} = 0
\]

was introduced without a dissipative term in [20] and subsequently studied in [27, 37].

**Theorem 2.3.** Let \( u(t, x) \) and \( v(t, x) \) be related by

\[
v(t, x) = e^{-\lambda t} u \left( 1 - e^{-2\lambda t}, \frac{1}{2\lambda}, x \right).
\]
Then \( v \) satisfies the weakly dissipative Novikov equation (2.6) if and only if \( u \) satisfies the Novikov equation (2.1).

**Remark 2.4.** The dissipative and non-dissipative solutions in (2.2) coincide at time \( t = 0 \). In other words, the initial data of the two solutions are the same.

**Remark 2.5.** Under the transformation (2.2), dissipative solutions \((v, \sigma)\) on the time interval \([0, T]\) correspond to non-dissipative solutions \((u, \rho)\) on the time interval \([0, S]\) where

\[
S = 1 - \frac{e^{-\lambda T}}{\lambda} \leq \frac{1}{\lambda}.
\]

In particular, the dissipative solution \((v, \sigma)\) exists globally if and only if \( S \geq 1/\lambda \), where \( S \) denotes the maximal existence time of \((u, \rho)\).

3. Proofs

We will present the proof of Theorem 2.1; the proof of Theorem 2.3 is similar.

**3.1. Proof of Theorem 2.1.** If not specified otherwise, we will assume that the functions \( u, \rho \) (as well as their derivatives) are evaluated at \((\frac{1-e^{-\lambda t}}{\lambda}, x)\), whereas \( v, \sigma \) and their derivatives are evaluated at \((t, x)\).

(1) We first consider the case when \( m = v - v_{xx} \). Suppose that \((v, \sigma)\) satisfies (2.1) with \( \lambda > 0 \) and that \((u, \rho)\) and \((v, \sigma)\) are related as in (2.2). Using the notation \( n = u - u_{xx} \), the first component of the system (2.1) yields

\[
-\lambda e^{-\lambda t} u + e^{-2\lambda t} u_t + \lambda e^{-\lambda t} u_{xx} - e^{-2\lambda t} u_{txx} + e^{-2\lambda t} u_{mx} + \frac{b e^{-2\lambda t}}{\lambda} u_{mx} + \frac{\lambda e^{-\lambda t} n + \kappa e^{-2\lambda t} \rho \sigma_x}{\kappa \sigma_x} = 0.
\]

Multiplying both sides by \( e^{2\lambda t} \) and simplifying, we obtain

\[
n_t + un_x + bu_x n + \kappa \rho \rho_x = 0,
\]

which is precisely the first component of (2.1) in the absence of dissipation. Similarly, the second component of (2.1) yields

\[
-\lambda e^{-\lambda t} \rho + e^{-2\lambda t} \rho_t + e^{-2\lambda t} (u \rho)_x + \frac{\lambda e^{-\lambda t}}{\lambda \sigma} \rho = 0.
\]

Multiplying both sides by \( e^{2\lambda t} \) and simplifying, we obtain

\[
\rho_t + (u \rho)_x = 0,
\]

which is the second component of (2.1) in the absence of dissipation. This proves that \((u, \rho)\) satisfies the non-dissipative system. Conversely, if \((u, \rho)\) is a solution of the non-dissipative system, by tracing the above steps backwards, we deduce that \((v, \sigma)\) satisfies (2.1) with \( \lambda > 0 \).

(2) In the case when \( m = \mu(v) - v_{xx} \), the analog of equation (3.1) is

\[
-\lambda e^{-\lambda t} \mu(u) + e^{-2\lambda t} \mu(u_t) + \lambda e^{-\lambda t} u_{xx} - e^{-2\lambda t} u_{txx} + e^{-2\lambda t} u_{mx} + \frac{b e^{-2\lambda t}}{\lambda} u_{mx} + \frac{\lambda e^{-\lambda t} n + \kappa e^{-2\lambda t} \rho \rho_x}{\kappa \sigma_x} = 0,
\]

where now \( n = \mu(u) - u_{xx} \). Again, multiplying both sides by \( e^{2\lambda t} \) and simplifying, we obtain the first component of (2.1) without dissipation. The proof for the second component follows as in case (1).

(3) The proof when \( m = -v_{xx} \) follows by setting \( \mu(v) = 0 \) in the proof of case (2).
4. Weak solutions

The result of Theorem 2.1 can be used to transfer results from the non-dissipative to the weakly dissipative setting also in the context of weak solutions. In order to illustrate this point, we here rederive a result which was proved in [34] for the weakly dissipative Camassa-Holm equation (1.2) from the analogous result for (1.1).

Equation (1.2) can be written in weak form as

\[
\begin{aligned}
&v_t + vv_x + \partial_x(1 - \partial_x^2)^{-1}(v^2 + \frac{1}{2}v_x^2) + \lambda v = 0, \\
v(0, x) = v_0(x),
\end{aligned}
\]

where \( \lambda = 0 \) and initial data \( v \) is continuous.

The following local well-posedness result was proved in [34] (see [33] for the periodic setting).

**Theorem 4.1** (Lemma 2.1 of [34]). Given \( v_0 \in H^r, r > 3/2 \), there exist a maximal \( T = T(v_0) > 0 \) and a unique solution \( v \) of (1.1) such that

\[
v = v(\cdot, v_0) \in C([0, T]; H^r) \cap C^1([0, T]; H^{r-1}).
\]

Moreover, the solution depends continuously on the initial data, i.e. the mapping \( v_0 \mapsto v(\cdot, v_0) : H^r \rightarrow C([0, T]; H^r) \cap C^1([0, T]; H^{r-1}) \) is continuous.

Using Theorem 2.1 this result can be derived from the analogous result [25] for the Camassa-Holm equation. Indeed, given \( v_0 \in H^r, r > 3/2 \), let \( u \in C([0, S]; H^r) \cap C^1([0, S]; H^{r-1}) \) be the solution of (1.1) with \( \lambda = 0 \) and initial data \( u(0, x) = v_0(x) \) defined on some maximal time interval \([0, S]\). Define \( v(t, x) \) by (2.2) for \( t \in [0, T) \) where \( T = \infty \) if \( S \geq 1/\lambda \) and \( T = -\ln(1 - \lambda S)/\lambda \) if \( S < 1/\lambda \). Since \( \lambda = \frac{1}{2} - \frac{\kappa}{\lambda} \) is a smooth function of \( t \in [0, T) \), it follows from (2.2) that \( v \) satisfies (4.1). The identity

\[
v_t(t, x) + \lambda v(t, x) = e^{-2\lambda t}u_t\left(\frac{1 - e^{-\lambda t}}{\lambda}, x\right),
\]

implies that \( v \) satisfies (4.1). Moreover, since the map \( u(\cdot) \mapsto u(\frac{1 - e^{-\lambda t}}{\lambda}) \) is continuous

\[
C([0, S]; H^r) \cap C^1([0, S]; H^{r-1}) \rightarrow C([0, T]; H^r) \cap C^1([0, T]; H^{r-1}),
\]

the continuous dependence on the initial data for \( v \) follows from the analogous property of \( u \).

**Remark 4.2.** The consistency of the weak existence results of [29] for the Camassa-Holm equation and of [31] for its weakly dissipative version, as well as of the results of [34] for the Degasperis-Procesi equation and of [8] for its weakly dissipative version, can also be easily established by means of relation (2.2).

### Appendix A. The weakly dissipative Hunter-Saxton system

The form of the relation (2.2) can be motivated by considering the spatially periodic weakly dissipative Hunter-Saxton system:

\[
\begin{aligned}
&v_{txx} + v v_{xx} + 2v_x v_{xx} + \lambda v_{xx} = \kappa \sigma x, \\
&v_t + (v \sigma)_x + \lambda \sigma = 0, \\
v(0, x) = v_0(x), \\
&\sigma(0, x) = \sigma_0(x),
\end{aligned}
\]

(A.1)

where \( \kappa = \pm 1 \) and \( \lambda > 0 \). The evolution of the first component in (A.1) can be rephrased as

\[
v_{tx} + v v_{xx} + \frac{1}{2}v_x^2 + \lambda v_x = \frac{\kappa}{2}v^2 - 2c(t),
\]

where \( c(t) \) is determined by periodicity:

\[
c(t) = \frac{1}{4} \int_{S^1} (v_x(t, x)^2 + \kappa \sigma(t, x)^2) \, dx.
\]

(A.2)
A straightforward calculation shows that
\[ e^{2\lambda t} \int_{S^1} \left[ v_x(t, x)^2 + \kappa \sigma(t, x)^2 \right] \, dx = \int_{S^1} \left[ v_{0x}(x)^2 + \kappa \sigma_0(x)^2 \right] \, dx. \]

The Lagrangian flow map \( \varphi(t, x) \) is defined by
\[
\varphi_t(t, x) = v(t, \varphi(t, x)), \quad \varphi(0, x) = x \in S^1.
\]
Assuming for simplicity that \( c(0) = 1 \), slightly tedious calculations reveal that the solution of (A.3) is given by
\[
\varphi(t, x) = \int_0^x \left\{ \left( \cos \tau_\lambda + \frac{v_{0x}(x)}{2} \sin \tau_\lambda \right)^2 + \kappa \frac{\rho_0^2}{4} \sin^2 \tau_\lambda \right\} \, dx,
\]
where we have used the short-hand notation
\[
\tau_\lambda := 1 - e^{-\lambda t}. \]

This leads to the following explicit solution formulas:
\[
\begin{align*}
\text{(A.4a)} & \quad v_x(t, \varphi(t, x)) = e^{-\lambda t} \frac{4 \cos(2\tau_\lambda) v_{0x} + \sin(2\tau_\lambda) \left( v_{0x}^2 + \kappa \rho_0^2 - 4 \right)}{[2 \cos \tau_\lambda + v_{0x} \sin \tau_\lambda]^2 + \kappa \rho_0^2 \sin^2 \tau_\lambda}, \\
\text{(A.4b)} & \quad \rho(t, \varphi(t, x)) = e^{-\lambda t} \frac{4 \rho_0(x)}{[2 \cos \tau_\lambda + v_{0x} \sin \tau_\lambda]^2 + \kappa \rho_0^2 \sin^2 \tau_\lambda}.
\end{align*}
\]

Apart from the prefactor \( e^{-\lambda t} \), the solution (A.4) coincides exactly with the analogous solution of the non-dissipative system under the correspondence \( t \leftrightarrow \tau_\lambda \) (cf. equation (2.6) in [39]). Thus, defining new functions in terms of the weakly dissipative solution evaluated at \( \tau_\lambda \) instead of at \( t \) turns these functions into solutions of the original Hunter-Saxton system without weak dissipation. This suggests the relation (2.2).
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