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Abstract

Dialectometry is a discipline devoted to studying the variations of a language around a geographical region. One of their goals is the creation of linguistic atlases capturing the similarities and differences of the language under study around the area in question. For instance, Spanish is one of the most spoken languages across the world, but not necessarily Spanish is written and spoken in the same way in different countries. This manuscript presents a broad analysis describing lexical and semantic relationships among 26 Spanish-speaking countries around the globe. For this study, we analyze four-year of the Twitter geotagged public stream to provide an extensive survey of the Spanish language vocabularies of different countries, its distributions, semantic usage of terms, and emojis. We also offer open regional word-embedding resources for Spanish Twitter to help other researchers and practitioners take advantage of regionalized models.
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1. Introduction

Communication is, at its core, an understanding task. Understanding a message implies that peers know the vocabulary and structure; i.e., the receiver obtains what the senders is intended to say. Language is a determinant factor in any communication. Even people who speak the same
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language can find difficulties communicating information due to slight language variations due to regional variations, language evolution, cultural influences, informality, and many others.

A dialect is a variation of a language that diverges from its origin due to several circumstances. Dialects can differ regarding their vocabulary, grammar, or even semantics. The same sentence can be semantically different among dialects. In contrast, people of different dialects may not understand sentences with the same meaning. This effect is notoriously complex for figurative language since it is full of cultural and ideological references. Studying these dialects can help us understand the cultural aspects of each population and the closeness between them. In this sense, dialectometry is defined as the study of the regional distribution of dialects. Similarly, the dialectometric analysis has as objective, through a computational approach, analyze this distribution and provide a quantitative linguistic distance between each dialect or region of it [1].

Hence, the research in dialectology tries to understand language differences, innovations, or variations not only in space but also in time through several phenomena. These studies are traditionally carried out using interviews and surveys, which is limited naturally by the small sample size [2]. When the communication is made with written messages, i.e., text in some human language, we found ways to automatically analyze large amounts of messages using text-based Natural Language Processing (NLP) tools. Even with NLP techniques, the support for regional languages is still in its early stages, particularly for languages different from English.

On the other side, social media is a crucial component of our lives; Facebook, Twitter, Instagram, and Youtube are among the most used social networks that allow interaction among users in written form and other media. In particular, Twitter is a micro-blogging platform where most messages are intentionally publicly available, and developers and researchers can access these messages through an API (Application Programming Interface). Each message in Twitter is called a tweet. Each tweet contains text and additional metadata like the user that wrote it and the geographic location where it was published. When the source of the messages is informal, like social media, the errors are another source of variability in the language. This kind of messaging may impose extra difficulties than in formal written documents. Twitter and Big Data processing techniques have had demonstrated their utility in many research areas and applications over the years. For instance, several works analyze and study subjects such as marketing communication analysis [3], stock market sentiment analysis [4], science evolution [5], among others.

 Nonetheless, Twitter message's quality and socio-demographic representativeness have been con-
tinuously questioned [6]. Some authors have shown that in spite could be the over-representation of some social groups, the usage of social media can still be of enormous usefulness and quality [2]. Both language and geographical information are crucial to know and understand the geographies of this online data, also the way some information related to economic, social, political, environmental trends could be used [7]. In contrast, it is not easy to accurately analyze variations of language using only classical dialectometry [8]; therefore, we aim for approaches more related to machine learning and natural language processing solutions to be able to handle very large datasets in our study.

Our contribution

This manuscript presents a broad comparison of a large collection of text messages (Twitter) written in the Spanish language in 26 countries where the number of speakers is high, 21 countries where Spanish is accepted as a main language, and five more were the number of speakers is high. Our comparison encompasses lexical and semantic characteristics, like determination of coefficients of Heaps’ law and Zipf’s law. The number of users, tweets, tokens, and emojis by each country is also presented. We also provide a thorough study on similarities and dissimilarities among language variations linked to different countries. We documented our methodologies to reproduce it for other languages. Finally, we also provide our regional models as resources that any interested researcher or practitioner can access.

Tools

Our analysis and visualization rely heavily on the Uniform Manifold Approximation and Projection (UMAP) algorithm [9]; which is used to project high dimensional data into two and three dimensions. The UMAP is a dimension reduction method used for visualization and general non-linear dimension reduction, see [9] for more details. We used the UMAP algorithm since it can be tuned to preserve both the local and global structure of the input data. Also, UMAP is well-known for its competitive performance in real data and good computational performance. In particular, we use the Julia implementation [1]. Our data analysis and data processing is mainly done using the Julia programming language [10], using its native multi-threading and multi-processing computing capabilities. We ran our analysis in a work station with two Intel(R) Xeon(R) Silver 4216 CPU @

1https://github.com/dillondaudert/UMAP.jl
2.10GHz (64 threads) and 256GB of RAM running CentOS 8. We handle text preprocessing and normalization with our TextSearch.jl package and fastText for regional embedding’s construction.

The rest of the manuscript is organized as follows. Section 2 analyzes the related work. Section 3 describes our Twitter Spanish Corpora (TSC), a list of 26 corpus collected from Twitter and that correspond to 26 different countries with a broad population of Spanish speakers in the social network. Section 4 presents a lexical aspects over our studied corpora, similarly, Section 5 is dedicated to the semantic analysis of our TSC. Finally, findings and conclusions are summarized and discussed in Section 6.

2. Related work

Social media platforms have been shown their potential in many research areas, such as health, environmental issues, emotion, mental health, gender, and misogyny. In particular, knowing the particularities of languages in a specific region is helpful for social and regional studies.

For instance, Huang et al. [2] used a set of geotagged tweets for a year to understand the regional linguistic variation in the United States of America (USA). Two questions try to be answered by the authors, first, how do linguistic styles vary from place to place, and what are the linguistic regions and sub-regions in the US. To do this, the authors used a set of 211 lexical alternatives of two or more different words with the same meaning, e.g., dad and father. Over these variations, the whole country was regionalized based on the number of users using the available alternatives. As a result, a map of the USA is presented, highlighting the language variations across it.

Hovy et al. in [11] analyze the variation of the language over Europe using geotagged Twitter data. They used word tri-grams to capture the differences between countries and Principal Component Analysis (PCA) to visualize in a map cell these differences according to a combination of color. In [12], authors present a crowdsourcing language diatopic variation using Twitter data with geolocation, employing tweets messages in Spanish for more than two years over all the globe. The analysis was done using a set of pre-established words and counting each one and its variations worldwide. In this sense, to know what regions are close to each other, the authors used the k-means clustering algorithm over these words frequencies and PCA to reduce data into two-
dimensional space for visualization. The clustering approach identifies large macro-regions sharing language characteristics.

On the other hand, Graham et al. discuss how good are methods to identify location and language in Twitter data [7], which is an essential task for many researchers using Twitter data. To answer this question, the authors collected tweets between 10 November and 16 December 2011; authors randomly selected a small subset of 1000 tweets from four metropolitan areas. A labeled corpus was created by humans determining the primary language of tweets, and these labels were compared with the results obtained by several language detection tools. The same comparison was applied to a location using the geotagged data provided by Twitter versus the predicted by these tools. The authors conclude that there is no tool to approximate the results achieved by humans regarding the language recognition task. In the case of geolocation data, authors determined that usually, there is no correspondence between the geolocation provided by the device (smartphone mainly) and the provided in the user’s profile. So, the provided by users is not trustful.

Dunn [13] analyzes seven languages: Arabic, English, French, German, Portuguese, Russian, and Spanish. The authors crawled a set of web pages and tweets to compose the used dataset. The author employs a Support Vector Machine (SVM) classifier on different features: lexical unigrams, bi-grams, and tri-grams. The recall, precision, and f1-score metrics were calculated for all the languages and regional variations, showing outstanding results. In [14], the author describes a web-based corpus of global language for data-driven language mapping. An analysis of the relationship between two different sources, the web pages, and Twitter, is also presented. The study was made using a classification language model with good performance over multiple languages. In [8], the authors study Spanish language variations in Colombia. The analysis used uni-gram features, and the authors stated that it was challenging to compare Spanish variations against regions identified by other authors using classical dialectometry. Hence, in conclusion, the authors said that automatic detection of dialectones is an adequate alternative to classical methods in dialectometry for automated language applications.

Mocanu et al. [15] survey the linguistic landscape in the world using Twitter. This landscape includes the linguistic homogeneity or variations over countries and the touristic seasons that can be seen in them. The method employed to identify language is the Chromium Compact Language Detector by Google, and as location, only the data provided by devices in Twitter was utilized. As a result, the authors presented the distributions of language in Twitter over several countries by month.
of the year where the touristic seasons can be seen. Kejriwal et al. [16] study the use of emojis in terms of linguistic usage and countries. The authors collected tweets from 30 languages and countries. The authors found that emojis usage has a strong correlation in language and country level, which means that emojis are used according to language and region. Another example of studying Emojis usage is presented in [17].

A lot of research has been done related to language variations analysis and regionalization of them. This manuscript presents an analysis of the Spanish variations over 26 countries using a vast amount of Twitter data collected over four years. This analysis, unlike the above-described works, is made considering both lexical and semantic aspects.

3. Twitter corpora of the Spanish language

With 489 million native speakers in 2020⁴ the Spanish language is one of the languages with a higher native speaking basis, just ranked behind Chinese Mandarin in terms of the number of native speakers. There exists 21 countries having Spanish language as the official language (by law or de facto⁵). In addition, we considered the following list of countries into this study: United States (US), Canada (CA), Great Britain (GB), France (FR), and Brazil (BR). These countries have a high number of collected tweets in our collection, but also because they have a well-known migration, business, and tourism activities of Spanish speakers. The number of Twitter users varies along with countries; they represent some part of society. Each country has different social, political, security, health, and economic conditions, so we will try to avoid any kind of generalization.

We collected tweets publicly published tweets from 2016 to 2019 using the Twitter stream API. We limited our collection to be geotagged messages and marked to be written in the Spanish language. We decided to let out the year 2020 tweets of the study to avoid disturbances in social media regarding COVID-19 pandemic since our objective is the language itself. Our strategy to collect tweets was to ask the API to accept messages with at least one Spanish *stopword⁶* and

---

⁴https://blogs.cervantes.es/londres/2020/10/15/spanish-a-language-spoken-by-585-million-people-and-489-million-of-them-native
⁵https://en.wikipedia.org/wiki/List_of_countries_where_Spanish_is_an_official_language
⁶Words that are so common in a language that many NLP modeling schemes removed them in many NLP. These words are articles, prepositions, interjections, auxiliary verbs, among other typical words. We use a stopword’s list with 400 common words to follow API’s limits.
are also being labeled as written in Spanish by Twitter, i.e., keyword lang=es in Twitter’s API. After this filtering procedure, we retain close to 800 million tweets. Table 1 shows this data and its distribution over countries.

To ensure a minimum amount of information in each tweet, we discard those tweets with less than five tokens, i.e., words, emojis, or punctuation symbols. We also removed all retweets to avoid duplication of messages and reduce foreign messages commented by Spanish speakers.

Table 1 shows statistics about our corpora describing aspects such as country, number of users, number of tweets, and number of tokens. The table shows that Spain, the USA, Mexico, and Argentina are countries with more users. Furthermore, they are also those with more tweets in the Spanish language, but the USA falls considerably in this aspect. The same proportion could be seen in the number of tokens column. Although, Argentina is the country with the highest number of tokens, above Mexico, and Spain, significantly.

The table also lists the coefficients for the expressions behind Heaps’ law and Zipf’s law; these are two well-known laws describing how the vocabulary grows in text collections written in non-severe-agglutinated languages. These both are properties of a corpus in a particular language. Heaps’ law $n^\alpha$ describes the sub-linear growth of the vocabulary on a growing collection of size $n$. Zipf’s law represents a power-law distribution where a few terms have very high frequencies, and many words occur with a shallow frequency in the collection. The expression that describes Zipf’s law is $1/r^\beta$, where $r$ is the rank of the term’s frequency.

Figure 1a illustrates the Heaps’ law in a small sample of regions of interest. We can observe its predicted sub-linearity and that Mexico has the lowest growth in its vocabulary size according to the number of tokens. On the contrary, the US corpus shows faster vocabulary growth, possibly explained due to the mix of languages in many messages.

Figure 1b shows the Zipf’s law under a log-log scale and, therefore, its quasi-linear shape. We can see slight differences among curves, more noticeable on both the left and right parts of the plot. The left part of the curves corresponds to those terms with very high frequency, and the right side is dedicated to those terms being rare in the collection. Notice that all these curves are similar but slightly different; this is not a surprise since we analyze different dialects of the same idiom, i.e., the Spanish language. We need more detailed tools to characterize these similarities and differences.

---

7 Please note that any misclassification of language made by Twitter is conserved.
Table 1: Statistics of our datasets after a filtering by retweets and ensuring at least five words per tweets; it shows the country of origin, the country code in ISO 3166-1 alpha-2 format as reported by the Twitter's API, the number of tweets and the number of different users in the collected period.

| Country                  | Code | \( \alpha \)  | \( \beta \)  | Number of Users | Number of Tweets | Number of Tokens |
|--------------------------|------|---------------|---------------|-----------------|------------------|------------------|
| Argentina                | AR   | 0.7563        | 1.8594        | 1.376K          | 234.22M          | 2,887.92M        |
| Bolivia                  | BO   | 0.7509        | 1.8913        | 36K             | 1.15M            | 20.99M           |
| Chile                    | CL   | 0.7555        | 1.8874        | 415K            | 45.29M           | 719.24M          |
| Colombia                 | CO   | 0.7562        | 1.8993        | 701K            | 61.54M           | 918.51M          |
| Costa Rica               | CR   | 0.7447        | 1.8595        | 79K             | 7.51M            | 101.67M          |
| Cuba                     | CU   | 0.7640        | 1.8677        | 32K             | 0.37M            | 6.30M            |
| Dominican Republic       | DO   | 0.7544        | 1.8832        | 112K            | 7.65M            | 122.06M          |
| Ecuador                  | EC   | 0.7538        | 1.8968        | 207K            | 13.76M           | 226.03M          |
| El Salvador              | SV   | 0.7494        | 1.9066        | 49K             | 2.71M            | 44.46M           |
| Equatorial Guinea        | GQ   | -             | -             | 1K              | 8.93K            | 0.14M            |
| Guatemala                | GT   | 0.7498        | 1.9175        | 74K             | 5.22M            | 75.79M           |
| Honduras                 | HN   | 0.7486        | 1.8941        | 35K             | 2.14M            | 31.26M           |
| Mexico                   | MX   | 0.7557        | 1.8895        | 1,517K          | 115.53M          | 1,635.69M        |
| Nicaragua                | NI   | 0.7445        | 1.8335        | 35K             | 3.34M            | 42.47M           |
| Panama                   | PA   | 0.7559        | 1.8952        | 83K             | 6.62M            | 108.74M          |
| Paraguay                 | PY   | 0.7511        | 1.8815        | 106K            | 10.28M           | 141.75M          |
| Peru                     | PE   | 0.7583        | 1.8966        | 271K            | 15.38M           | 241.60M          |
| Puerto Rico              | PR   | 0.7498        | 1.8433        | 18K             | 0.58M            | 7.64M            |
| Spain                    | ES   | 0.7648        | 1.9036        | 1,278K          | 121.42M          | 1,908.07M        |
| Uruguay                  | UY   | 0.7516        | 1.8346        | 157K            | 30.83M           | 351.81M          |
| Venezuela                | VE   | 0.7614        | 1.8959        | 421K            | 35.48M           | 556.12M          |
| Brazil                   | BR   | 0.7681        | 1.9389        | 1,604K          | 27.20M           | 142.22M          |
| Canada                   | CA   | 0.7652        | 1.9331        | 149K            | 1.55M            | 21.58M           |
| France                   | FR   | 0.9372        | 1.9324        | 292K            | 2.43M            | 27.73M           |
| Great Britain            | GB   | 0.7687        | 1.9129        | 380K            | 2.68M            | 34.62M           |
| United States of America | US   | 0.7666        | 1.8929        | 2,652K          | 40.83M           | 501.86M          |
| Total                    |      | 12M           | 795.74M       | 10,876.25M      |                  |                  |
Figure 1: The vocabulary growth and distribution of frequencies of $10^7$ tokens over a sample of our Twitter’s Spanish language corpora.

which we are trying to perform and describe in the rest of the document.

3.1. Geographic distribution

Figure 2a illustrates the number of collected Spanish language tweets over the world, despite that the rest of the analysis in this manuscript is limited to 26 countries or regions. The color intensity is on a logarithmic scale, which means that slight variations in the color imply significant changes in the number of messages; countries with the darkest blue have the highest number of tweets in Spanish. This figure shows how American countries (in the south, central, and north) have, as expected, more tweets in the Spanish language than the rest of the world.

Figure 2b shows the distribution of tweeters (users) per country. As in the previous image, we present a logarithmic scale in the intensity of color to represent number of users. The differences between this figure and Figure 2a are low, as expected, and follow the same distribution. Note that the intensity in American countries is higher.
Figure 2: Distribution of tweets and tweeters labeled as Spanish-speaking users around the world. Colors are related to the logarithmic frequencies in data collected from 2016 to 2019 with the public Twitter API stream. Darker colors indicate higher population; the logarithmic scale implies that color changes are produced by large frequency differences.

4. Lexical analysis

This section analyzes our Spanish Twitter Corpora (TSC) in the lexical aspect, specifically from the vocabulary usage perspective. This analysis complements that given of the Heaps’ and Zipf’s laws and the information given in Table 1.

Figure 3 describes the procedure applied to obtain an affinity matrix of our Spanish corpora. For this purpose, we extracted the vocabulary of each corpus, i.e., a matrix that describes the similarities among corpora. The vocabulary was computed on the entire corpus after text normalizations described in the diagram. We also count the frequencies of all terms to obtain a Zipf’s like representation. We decided to remove the one hundred more frequent words; we also removed those terms with less than ten occurrences in the corpus from the corpus vocabulary. Therefore, we kept the portion of the vocabulary that illustrates the figure. The remaining terms and frequencies are used to create a vector that represents the regional corpus.

The affinity matrix is then computed using the cosine distance as described in the flow diagram. The heatmap represents the actual values in the matrix. This matrix is crucial for the rest of this analysis since it contains distances (dissimilarities) among all pairs of our Spanish corpora. Values close to zero (darker colors) imply that those regions are pretty similar, and lighter ones (close to one) are those regions with higher differences in their everyday vocabularies. For instance, the affinity matrix can show us how Mexico (MX) is more similar to Honduras (HN), Nicaragua (NI), Peru (PE), and the USA (US). This behavior could be the geographical location of the countries,
and therefore, a large migration or cultural interchange is made. On the other hand, Brazil (BR) and Equatorial Guinea (GQ) are among the most atypical countries with low similarities with the other countries.

Figure 4 shows a projection in a 2D space using the UMAP method and our affinity matrix as pre-computed input.

The figure shows how close or far are each Spanish variation among the entire corpora. UMAP is parameterized by the number of nearest neighbors \( k_{nn} \) in the affinity matrix, and thus, it can consider local and global structures, depending on the number of neighbors. We also colorized figures using a 3D projection to compose an RGB color space using a plain normalization of the ranges with UMAP and the specified number of neighbors.

Figure 4a shows the projection using \( 3_{nn} \); here, we can see four well-defined clusters. Figure 4b and 4c show the result of considering 7 and 12 neighbors to produce the UMAP mappings. In these figures, we can expect that the global structure of the affinity matrix is preserved better than for \( 3_{nn} \). For instance, Uruguay (UY) is very close to Argentina (AR) in three figures, and this is the case of other countries, like Mexico (MX), Colombia (CO), and the United States (US); or Venezuela (VE), and Ecuador (EQ).

For better geographical visualization and comparison, Figure 5 shows this result into a map. Here, we use the same RGB colors produced by reducing the affinity matrix to 3D using the UMAP with \( 3_{nn} \). Note that some countries in South America and Europe could be grouped (pink color). North America is also grouped (brown color). And, some countries in South America, such as Peru (PE), Venezuela (VE), and Bolivia (BO), are also similar (green color).

The most frequent words used in the vectors that represent each corpus are shown in the word cloud in Figure 6a. While this is an illustrative figure, it is possible to observe what kind of terms are used. We observe numerous types of words, like verbs, adverbs, adjectives, and nouns; for instance, that terms such as \textit{personas}, \textit{mundo}, \textit{mañana} (people, world, tomorrow), and \textit{tiempo} (time) are among the most used terms in the collection. Please recall, we removed the one hundred most frequent terms in each vocabulary.

Emojis are graphical symbols that can express an emotion or popular concepts. It is a lexical resource that can also imply an emotional charge. Emojis were created to compensate for the lack of facial expressions and other expressive ways people use face-to-face conversations. Therefore, emojis are popular in social networks like Twitter since they are concise and friendly ways to
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Each regional vocabulary $V$ were computed from geolocated tweets to each region. We drop the top 100 most frequent terms and also drop terms with less than 10 occurrences.

We define a global vocabulary $L$, of size $\ell$, as the union of all vocabularies. We use $L$ to convert each vocabulary into a high dimensional vector $X$. Each vector's coordinate corresponds with a term, and its value is the frequency of that term in the region corpus.

The distance between two region vocabularies $X$, $Y$ is the cosine dissimilarity:

$$d_{\text{cos}}(X, Y) = 1 - \frac{\sum_{i=1}^{\ell} X_i \cdot Y_i}{\sqrt{\sum_{i=1}^{\ell} X_i^2} \sqrt{\sum_{i=1}^{\ell} Y_i^2}}$$

Output: Affinity matrix of regional vocabularies.

Preprocessing and tokenization

- lower casing
- diacritic marks were removed
- group users, urls, and numbers
- normalize repetitions (2 max.)
- normalize blanks
- laughs were normalized to four letters
- words, punctuation, and emojis are tokens

Figure 3: Affinity matrix among Spanish regions’ vocabularies.

The figure shows the 32 most used emojis in each country; skin tone markers were separated from composed emojis and counted in an aggregated way. Note that the most popular emojis have consensus in almost all regions. In top rank, we found the laughing face, the in love face, and the heart (love). Another type of emoji that deserves attention is the color-skin mask, which marks emojis with a skin hue. White color-skip marks are the most used; on the contrary, those related to dark-skin people are less used. This information could have different meanings, e.g., people communicate [18]. The use of emojis is also dependent on the region, as illustrated in Figure 6.
Figure 4: Two dimensional projection of the Spanish-speaking countries’ using the Cosine among vocabularies. We present three different figures, for 3, 7, and 12 neighbors for the UMAP projection.

Figure 5: Regional Vocabulary in RGB representation using Twitter in these countries are identified as white people, or perhaps it isn’t easy to select the proper under the Twitter clients. The real reason behind this finding is beyond the scope of this manuscript but deserves attention.
5. Semantic analysis and regional word embeddings

This section explores the semantic among the Spanish language corpora. Each region has particular uses of some terms, and this effect induces differences when people communicate using a global perspective of a language. Understanding a dialect may need regionalized resources. Therefore, our semantic approach is based in two main components: the creation of local word embedding for each regional corpus and a popular emotion lexicon to look for anchors that allow a comparison among word embeddings. Both resources are used to create an affinity matrix to analyze the semantic similarities among our corpora.

While our procedure limits our semantic comparison to terms that express some emotion, the approach also produces valuable information for a broad list of tasks that can take advantage of emotional information such as opinion mining and emotion identification, hate speech identification, bot identification, among many others. The limit is necessary since the embedding creation procedure does not provide compatible spaces for each region in corpora; this effect applies even for different runs on the same corpus. This characteristic is detailed below.
5.1. Semantic representations with word embeddings

Word embeddings are vector representations of a vocabulary; a vector representing each term is a high-dimensional point representing the semantic of the corresponding word in the collection. The construction of the embedding learns semantics using the so-called distributional-semantic hypothesis: if two terms tend to be used in similar contexts, hence, they will exhibit a similar semantic. This statement is used to create sophisticated strategies to learn word meanings. If two vectors are close under some given distance, they will be semantically related, and the contrary becomes true. In summary, word embeddings have become a popular and effective way to capture semantics from a corpus [19].

There exist several techniques to learn word embeddings. For instance Word2Vec [20], FastText [21], and Glove [22]. In this work, we used FastText to create our word embeddings models. FastText is an open-source and free library for text classification and word vector representation, see [23]. It uses a shallow neural network to learn the embeddings with two main strategies: the *skip-gram* and the *cbow* strategies. A neural network machine learning algorithm that learns from a dataset using a loss function is tried to minimize using some optimization algorithm. The training process can be roughly described as follows. The used neural network consists of a set of layers that can be seen as stages of computations; each layer is composed of matrices, many times called parameters, that describe the model in its core and a non-linear function to output. The learning process begins with random parameters and then iteratively calculates the loss function, computes an error, and adjusts the net’s parameters with this information. Due to this non-deterministic process, two runs of the same network on the same dataset can produce two incompatible spaces. The FastText’s cbow learns the semantics of a word using the context (a window of words around it in the text); for this purpose, the idea is to take the context of words and try to predict the objective word. The skip-gram model uses a similar window but predicts the objective word using a random word in that window. FastText also learns sub-words, which are character q-grams that compose a word; this is used to handle vocabulary terms. The latter is of particular use on social networks like Twitter. We can find many lexical variations in this source due to typos, hashtags, deformations, newly generated words, etc. As robustness insight, FastText has been used in a variety of text classification tasks; for instance, in [24], a image description approach is presented with the purpose to learn about correspondences between language and visual data. It is also used in more classical tasks such as sentiment analysis [25, 26], fake news detection [27], etc. This shows
the importance of this tool in the natural language processing community.

As commented, we created 26 word-embedding models, one per country. We learn 300 dimension vectors, which is almost an standard for pre-trained embeddings. For the rest of hyper-parameters of FastText we select default values. We also apply text preprocessing described in §4. In addition, for comparing purposes, we use the entire corpora as a single corpus to create global word embedding. This is the strategy of most pre-trained word-embeddings, and it is used as a control to show if regional word embeddings are equivalent to a global one. These 27 embeddings are available in https://ingeotec.github.io/regional-spanish-models/.

5.2. Emotion lexicon

We use the NRC Emotion Lexicon [28, 29], EmoLex, as a source of meaningful words. We use these words as anchors or references, necessary by our comparison methodology. The EmoLex lexicon comprises a list of more than 14 thousand English words labeled with eight basic emotions (anger, fear, anticipation, trust, surprise, sadness, joy, and disgust) and two sentiments (negative and positive). A word can have none, one, or more than one associated emotion. The annotations were made by human crowdsourcing using the Mechanical Turk platform[8]. The automatic translation of it for a large number of languages, including Spanish, is also provided by the authors[9].

5.3. Affinity matrix and semantic comparison

As before, we start focusing our efforts on constructing an affinity matrix for comparing the semantics found in our corpora. Figure 7 shows the diagram flow to compute our matrix. As commented, the learning procedure of word embeddings does not allow to compare vectors of different runs, even when were are created on messages written with the same language. Therefore, it is necessary to use a different approach to characterize semantic similarities among Spanish dialects. For this reason, we elaborate a different strategy for comparison. We used a subset of the EmoLex, i.e., we select the words labeled with at least one emotion after our normalization procedure becomes unique; this reduces from more than 14 thousand words to 3821 labeled words being unique. Note that the number of words reduced significantly since the Spanish translation was performed with automatic tools; also, several words in Spanish distinguish variations based

[8] https://www.mturk.com
[9] http://saifmohammad.com/WebPages/NRC-Emotion-Lexicon.htm
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Select $E$ as the subset of the labeled NRC lexicon where each word $w_i$ is marked with at least one emotion, and \{w\} are unique after our text normalization and processing.

Each region is then represented by a projection induced by the word embedding subset \{w\} as follows. Let $w \in \{w\}$, and $\pi^{-1}_w$ be the inverse of the permutation that sorts $\cos(w_1, w), \cdots, \cos(w_n, w)$; $\pi^{-1}_w$ is then the representation of $w$.

Finally, a region embedding $X$ is composed by all word representations $\pi^{-1}_w$.

The distance between two regions word embeddings $X, Y$ is then determined as follows:

$$d(X, Y) = \sum_{j=1}^{n} \sum_{i=1}^{n} (X_{i,j} - Y_{i,j})^2$$

Computes $d(X, Y)$ for all regions to obtain the affinity matrix. Normalize to 1 dividing all distances by the maximum distance in the matrix.

Output: Affinity matrix of regional embeddings.

Figure 7: Affinity matrix visualization of the regional embeddings based on the semantic emotional projection.

on diacritic symbols that were removed. Please note that we already expect that these lexical variations occur in informal texts like those found in social networks.

We call these reduced lexicons as references or anchors. They are used to induce a projection of each corpus to compare different regions in word embeddings. Given a distance function and
the set of special anchors, each word in each region is represented by the order that perceives the references. We must take both anchors and terms from the same word embedding to be valid. Let \( w \) be a word and \( \{w_i\} \) the set of references of size \( n \); then the rank is defined by the permutation \( \pi_w \) that sorts \( \cos(w_1, w) \cdots \cos(w_n, w) \). Two ranks can be compared using the Spearman \( \rho \) distance, which can be efficiently computed as the Euclidean distance of the inverse permutation \( \pi_w^{-1} \). We also fix that the same set of references represent each regionalized embedding; this simplifies and accelerates the entire process. The procedure is detailed in Figure 7.

The core idea behind the procedure is that anchors are common to all language variants, but their precise usage and concept may vary. Therefore we used the EmoLex to select, i.e., a number of well-known terms with high semantic value, to define themselves in each corpus (\( X_{n \times n} \) in the flow). These matrices are measured with a distance function, i.e., \( d(X, Y) \) in the diagram flow, that is used to create our main semantic affinity matrix.

This affinity matrix depicted as a heatmap is shown at the bottom of Fig. 7 the lower distances the darker hues. Here we can observe all the similarities of the Spanish-speaking countries in semantic way. For instance, we can see that Mexico is most similar to Argentina, Colombia, Chile, Spain, Peru, and the US. The case of the US is expected due to the number of migrants from Mexico in this country. Another aspect seen here is that Cuba and Puerto Rico are the most distant countries from the rest. Also, the ALL embedding is included, that was created using the entire corpora as input data. We can observe how it is among the closer semantic neighbor of Argentina, Chile, Colombia, Spain, and Mexico. The rest of the countries did not prefer them. This finding may indicate that pre-trained embeddings using a general language corpus may not be suitable for some regions since their concepts vary from the mainstream definitions. Our case applies to emotions, but our methodology can be extended to other domains.

Figure 8 shows three projections of our semantic affinity matrix in 2D using UMAP. Each figure corresponds to three, seven, and twelve neighbors in the dimensional reduction procedure, i.e., few neighbors capture local structure while many capture the global one. The colors are computed by 3D reduction applying the UMAP dimensional reduction to the same affinity matrix; the resulting components create an RGB color set using a simple translation and scale procedure to compose values between 0 and 1. For instance, Figure 8a shows the UMAP dimensional reduction for \( 3nn \). Both distances and colors describe a few well-defined groups. The largest cluster is colorized using dark tones, capturing the differences between South American countries and Central and North
Figure 8: A two dimensional reduction with UMAP to visualize the regional embeddings based on the semantic emotional projection. Colors are created through reducing the same data to three dimensions.

American countries. The ALL embedding is central to the largest cluster and distant from other clusters. More neighbors, like Figures 8b and 8c, show a more complex relation between regions, going from a connected cloud with colors intensifying their closeness notion.

Figure 9: Geographical location using RGB representation of each region.

Figure 9 illustrates the groups geographically colorizing regions as obtained with the 3D reduction (using 3nn). The geographic neighborhoods are sometimes preserved, but it is not the rule. It is interesting to note that Canada, Brazil, France, and Great Britain are grouped since these are countries where native Spanish speakers are foreign. However, the United States of America may have a similar profile, but it is closer to other countries with a large basis of native Spanish speakers. We believe that people are natively speaking Spanish so largely in the US that it looks like a country with a *de facto* Spanish language acceptance.
5.4. Concept dissimilarities

Figure 10: Consensus in the NRC lexicon on words labeled with at least one emotion; the weight is related to the amount of consensus, yet normalized by figure to improve visualizing the clouds.

Our semantic representation allows comparing region word embeddings for a language. In addition, it is also possible mining what concepts do not change across embeddings and what changes the most. We accumulate the Spearman $\rho$ distances for all permutations describing the same word across different word embeddings for this task. Figure 10a shows a word cloud with high consensus definitions; here, we can see words with strong emotional charge and linked somehow to different human conditions. For instance, we can see desigualdad (inequality), discriminación (discrimination), condenar (condemn), criminalidad (criminality), justificar (justify), establecer (determine), intolerancia (bigotry), among others. Figure 10b shows those words with low consensus among regions; please note that we normalize the consensus notion to improve visualization. Among the set of words with low consensus we find terms like estrangular (throttle), urna (urn), cosmopolita (cosmopolitan), filántropo (philanthropist), blanco (white), superestrella (superstar), brújula (compass). Determining the words with high and low consensus among regions is essential for constructing messages that a sender can effectively present for audiences of large regions.
6. Conclusions

This manuscript analyzes Spanish language variations using lexical and semantic approaches. For our analysis, we collected Twitter messages for four years, from 2016 to 2019. The messages must be geotagged and located in a country using Spanish as one of their primary languages and written in Spanish. We collected then messages from 26 regions to create our Twitter Spanish Corpora.

Regarding our lexical approach, we characterize each corpus using several traditional tools like Heaps and Zipf laws, its vocabulary, and others less traditional like the distribution of emojis. We created an affinity matrix and produced visualizations using the UMAP dimension reduction algorithm that help us understand how dialects group and share properties and distribute geographically. We counted and ranked emojis per corpus, separating the skin-tone mark finding a kind of self-reporting skin-tone distribution. Our current research is limited to language, but the study of the self-reporting skin tone, its context, and its implications through Big Data analysis is part of our future research.

On the other hand, the semantic analysis considers the same corpora yet uses well-known FastText to create regional word embeddings. We use a subset of the NRC emotion lexicon (EmoLex) to allow comparing regional word embeddings. We create an affinity matrix of corpora that captures semantic similarities of regional embeddings. Using this method, we produce different visualizations to understand dialects’ semantic similarity and geographical distributions.

As a result of this comparison in terms of lexical and semantic ways, it can be concluded that although there is similar behavior in some countries, the general countries’ clustering is different in semantic space than lexical. The above gives us an insight about two aspect must be considered to dialectometry analysis at least using Twitter data.
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