MONADS AND DISTRIBUTIVE LAWS FOR ROTA-BAXTER AND DIFFERENTIAL ALGEBRAS
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ABSTRACT. In recent years, algebraic studies of the differential calculus and integral calculus in the forms of differential algebra and Rota-Baxter algebra have been merged together to reflect the close relationship between the two calculi through the First Fundamental Theorem of Calculus. In this paper we study this relationship from a categorical point of view in the context of distributive laws which can be tracked back to the distributive law of multiplication over addition. The monad giving Rota-Baxter algebras and the comonad giving differential algebras are constructed. Then a mixed distributive law of the monad over the comonad is established. As a consequence, we obtain monads and comonads giving the composite structures of differential and Rota-Baxter algebras.
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1. INTRODUCTION

In this paper, we study a monad giving Rota-Baxter algebras and a comonad giving differential algebras, and a mixed distributive law of this monad over this comonad. We also give significant consequences of this mixed distributive law.

For the last few decades, differential algebra, first of weight zero and then of weight $\lambda$, and its integral counter part, Rota-Baxter algebra of weight $\lambda$, have attracted much attention, with broad applications. Started as an algebraic study of differential equations, differential algebra has become the theoretical foundation of W.-T. Wu’s ground breaking work on mechanical proofs of geometric theorems \[44\]. It is also closely related to symbolic computation \[32, 33, 38\]. Originated in the probabilistic study of G. Baxter in 1960 \[3\], Rota-Baxter algebra is the algebraic abstraction of integration and has found surprising applications in integrable systems and
quantum field theory, being one of the two fundamental algebraic structures (the other one being Hopf algebra) in the algebraic approach of Connes-Kreimer on renormalization of quantum field theory [1, 12, 14, 20]. See [16, 35, 36] for general discussions on Rota-Baxter algebras. Recently, the coupling of Rota-Baxter and differential algebras has been made apparent as differential Rota-Baxter algebra [18] and as integro-differential algebra [19, 22], both motivated by the first fundamental theorem of calculus and the integration by parts formula. The latter, being a stronger version of the former, has its motivation and applications in algebraic and computational study of boundary value problems of ordinary and partial differential equations [33].

In this paper, we justify the interaction of the Rota-Baxter (integral) operator and the differential operator from a categorical point of view by providing a mixed distributive law between the monad and comonad giving these two operators.

The concept of a distributive law between monads was introduced by Beck in his seminal work [4] as a categorical generalization of the distributive law of multiplication over addition. In general, a distributive law relates two monads arising from free constructions. Since Beck’s work, distributive laws have been studied in many contexts and generalities, such as module theory, category theory, higher category theory, combinatorics, operads, Yang-Baxter equations, quantum groups, computational mathematics, computer science and information science [2, 5, 6, 7, 8, 9, 11, 13, 15, 21, 22, 24, 28, 31, 37, 40, 41]. The free construction of Rota-Baxter algebras and the cofree construction of differential algebras provide a natural and non-trivial context for a mixed distributive law to be determined. This is the main purpose of the current paper. The existence of this mixed distributive law suggests a close connection between the corresponding algebraic structures. We will also describe the significant consequences of the existence of this mixed distributive law.

In Section 2 we recall the construction of free Rota-Baxter algebras by the mixable shuffle (quasi-shuffle) product and obtain the monad giving Rota-Baxter algebras over algebras. In Section 3 we similarly recall the construction of cofree differential algebras (with a weight) and obtain the comonad giving differential algebras over algebras. Then in Section 4, the mixed distributive law of the monad giving Rota-Baxter algebras on algebras over the comonad giving differential algebras on algebras is obtained in Theorem 4.4. Applications are given in Section 5 to differential Rota-Baxter algebras obtained by combining Rota-Baxter algebras and differential algebras through the first fundamental theorem of calculus.

Throughout the paper, we fix a commutative ring \( k \) with identity, and we fix an element \( \lambda \in k \). All algebras we consider will be commutative \( k \)-algebras with identity, and all homomorphisms of algebras will be \( k \)-algebra homomorphisms that preserve the identity. Likewise all linear maps and tensor products will be taken over \( k \). Thus references to \( k \) will be suppressed unless a specific \( k \) is emphasized or a reminder is needed. We write \( \mathbb{N} \) for the additive monoid of natural numbers \( \{0, 1, 2, \ldots \} \) and \( \mathbb{N}_+ = \{ n \in \mathbb{N} \mid n > 0 \} \) for the positive integers. In this paper, we use the categorical notations as in [29].

2. Rota-Baxter algebras and monads

In this section, we recall the concept of a Rota-Baxter algebra and the construction of free Rota-Baxter algebras by the mixable shuffle product. See [13, 17] for details. We then give the monad whose algebras are the Rota-Baxter algebras.

2.1. Free Rota-Baxter algebras. We begin with the definition of Rota-Baxter algebras.

**Definition 2.1.** Let \( R \) be an algebra.
(a) A **Rota-Baxter operator of weight** $\lambda$ **on** $R$, or simply a **Rota-Baxter operator** **on** $R$ is a $k$-linear endomorphism $P$ **of** $R$ satisfying

\[ P(x)P(y) = P(xP(y)) + P(yP(x)) + \lambda P(xy), \quad \text{for all} \ x, y \in R. \]

(b) A **Rota-Baxter algebra** of weight $\lambda$, or simply a **Rota-Baxter algebra**, is a pair $(R, P)$ where $R$ is an algebra and $P$ is a Rota-Baxter operator on $R$.

(c) Let $(R, P)$ and $(S, Q)$ be two Rota-Baxter algebras. A **homomorphism of Rota-Baxter algebras** $f : (R, P) \to (S, Q)$ is a homomorphism $f : R \to S$ of algebras with the property that $f(P(x)) = Q(f(x))$ for all $x \in R$.

**Example 2.2.** Let $\text{Cont}(\mathbb{R})$ denote the $\mathbb{R}$-algebra of continuous functions on $\mathbb{R}$. For a given $\lambda \in \mathbb{R}, \lambda > 0$, let $R$ be an $\mathbb{R}$-subalgebra of $\text{Cont}(\mathbb{R})$ that is closed under the operators

\[ P_0(f)(x) = -\int_{x}^{\infty} f(t)dt, \quad P_\lambda(f)(x) = -\lambda \sum_{n \geq 0} f(x + n\lambda). \]

For example, $R$ can be taken to be the $\mathbb{R}$-subalgebra generated by $e^{-x}$: $R = \sum_{k \geq 1} \mathbb{R}e^{-kx}$. Then $P_0$ is a Rota-Baxter operator of weight 0, and $P_\lambda$ is a Rota-Baxter operator of weight $\lambda$.

Let $\text{RBA}_{k,1}$, or simply $\text{RBA}$, denote the category of commutative Rota-Baxter algebras of weight $\lambda$, and let $\text{ALG}_{k}$ or $\text{ALG}$ denote the category of commutative algebras. Let $U : \text{RBA} \to \text{ALG}$ denote the forgetful functor given on objects $(R, P) \in \text{RBA}$ by $U(R, P) = R$ and on morphisms $f : (R, P) \to (S, Q)$ in $\text{RBA}$ by $U(f) = f : R \to S$. In [17], we proved that $U$ has a left adjoint, and we gave an explicit description of the left adjoint, the free commutative Rota-Baxter algebra functor. See [10, 14] for earlier constructions of free commutative Rota-Baxter algebras on sets, that is, as a left adjoint of the forgetful functor from $\text{RBA}$ to the category of sets.

We recall from [17] some general observations about the free commutative Rota-Baxter algebra of weight $\lambda$ on a commutative algebra $A$ with identity $1_A$. The product for this free Rota-Baxter algebra on $A$ is constructed in terms of a generalization of the shuffle product, called the mixable shuffle product which in its recursive form is a natural generalization of the quasi-shuffle product [23] that we will describe below. This free commutative Rota-Baxter algebra on $A$ is denoted by $\Pi(A)$. As a module, we have

\[ \Pi(A) = \bigoplus_{i \geq 1} A^\otimes i = A \oplus (A \otimes A) \oplus (A \otimes A \otimes A) \oplus \cdots \]

where the tensors are defined over $k$. The multiplication on $\Pi(A)$ is the product $\circ$ defined as follows. Let $a = a_0 \otimes \cdots \otimes a_m \in A^\otimes (m+1)$ and $b = b_0 \otimes \cdots \otimes b_n \in A^\otimes (n+1)$. If $mn = 0$, define

\[ a \circ b = \begin{cases} (a_0b_0) \otimes b_1 \otimes \cdots \otimes b_n, & m = 0, n > 0, \\ (a_0b_0) \otimes a_1 \otimes \cdots \otimes a_m, & m > 0, n = 0, \\ a_0b_0, & m = n = 0. \end{cases} \]

If $m > 0$ and $n > 0$, then $a \circ b$ is defined inductively on $m + n$ by

\[ (a_0b_0) \otimes \left((a_1 \cdots \otimes a_m) \circ (1_A \otimes b_1 \otimes \cdots b_n) + (1_A \otimes a_1 \otimes \cdots \otimes a_m) \circ (b_1 \otimes \cdots b_n)\right) + \lambda(a_1 \otimes \cdots \otimes a_m) \circ (b_1 \otimes \cdots b_n). \]

Extending by additivity, $\circ$ gives a $k$-bilinear map
\[ \varnothing : \mathbb{III}(A) \times \mathbb{III}(A) \to \mathbb{III}(A). \]

Since the product \( \varnothing \) restricts to the product on \( A \), we will usually suppress the symbol \( \varnothing \) and simply denote \( xy \) for \( x \varnothing y \) in \( \mathbb{III}(A) \).

As an example of computing the product, we consider

\[ (a_0 \otimes a_1)(b_0 \otimes b_1 \otimes b_2) = (a_0 b_0) \otimes \left( a_1 (1_A \otimes b_1 \otimes b_2) + (1_A \otimes a_1)(b_1 \otimes b_2) + \lambda (a_1 (b_1 \otimes b_2)) \right). \]

By Eq. (1), the first and third terms in the right tensor factor are just \( a_1 \otimes b_1 \otimes b_2 \) and \( \lambda a_1 b_1 \otimes b_2 \) respectively. For the second term, we have

\[ (1_A \otimes a_1)(b_1 \otimes b_2) = b_1 \otimes (1_A \otimes a_1 b_2) + (1_A \otimes a_1)(b_1 \otimes b_2) + \lambda a_1 b_1 \otimes b_2. \]

Thus we obtain

\[ (a_0 \otimes a_1)(b_0 \otimes b_1 \otimes b_2) = (a_0 b_0) \otimes (a_1 \otimes b_1 \otimes b_2 + b_1 \otimes a_1 \otimes b_2 + b_1 \otimes b_2 \otimes a_1 + \lambda b_1 \otimes a_1 b_2 + \lambda a_1 b_1 \otimes b_2). \]

Define a linear endomorphism \( P_A \) on \( \mathbb{III}(A) \) by assigning

\[ P_A(x_0 \otimes x_1 \otimes \ldots \otimes x_n) = 1_A \otimes x_0 \otimes x_1 \otimes \ldots \otimes x_n, \]

for all \( x_0 \otimes x_1 \otimes \ldots \otimes x_n \in A^{\otimes(n+1)} \) and extending by additivity. Let \( j_A : A \to \mathbb{III}(A) \) be the canonical inclusion map. We proved the following theorem in [17].

**Theorem 2.3.**

(a) The module \( \mathbb{III}(A) \), together with the multiplication \( \varnothing \), is an algebra which will still be denoted by \( \mathbb{III}(A) \).

(b) \( (\mathbb{III}(A), P_A) \), together with the natural embedding \( j_A : A \to \mathbb{III}(A) \), is a free Rota-Baxter algebra on \( A \). In other words, for any Rota-Baxter algebra \( (R, P) \) and any algebra homomorphism \( \varphi : A \to R \), there exists a unique Rota-Baxter algebra homomorphism \( \tilde{\varphi} : (\mathbb{III}(A), P_A) \to (R, P) \) such that \( \varphi = U(\tilde{\varphi}) \circ j_A \).

Let \( F : \text{ALG} \to \text{RBA} \) denote the functor given on objects \( A \in \text{ALG} \) by \( F(A) = (\mathbb{III}(A), P_A) \) and on morphisms \( f : A \to B \) in \( \text{ALG} \) by

\[ F(f) \left( \sum_{i=1}^{k} a_{i0} \otimes a_{i1} \otimes \ldots \otimes a_{in} \right) = \sum_{i=1}^{k} f(a_{i0}) \otimes f(a_{i1}) \otimes \ldots \otimes f(a_{in}), \]

which we also denote by \( \mathbb{III}(f) \). As above, \( U : \text{RBA} \to \text{ALG} \) denotes the forgetful functor defined on objects \( (R, P) \in \text{RBA} \) by \( U(R, P) = R \) and on morphisms \( f : (R, P) \to (S, Q) \) in \( \text{RBA} \) by \( U(f) = f \). Next, we define two natural transformations \( \eta : \text{id}_{\text{ALG}} \to UF \) and \( \varepsilon : UF \to \text{id}_{\text{RBA}} \). For any \( A \in \text{ALG} \), we define

\[ \eta_A : A \to (UF)(A) = \mathbb{III}(A) \]

to be just the natural embedding \( j_A : A \to \mathbb{III}(A) \), and for any \( (A, P) \in \text{RBA} \), define

\[ \varepsilon_{(A, P)} : (FU)(A, P) = (\mathbb{III}(A), P_A) \to (A, P) \]

by

\[ \varepsilon_{(A, P)} \left( \sum_{i=1}^{k} a_{i0} \otimes a_{i1} \otimes \ldots \otimes a_{in} \right) = \sum_{i=1}^{k} a_{i0} P(a_{i1} P(\cdots P(a_{in}) \cdots)), \]

for any \( \sum_{i=1}^{k} a_{i0} \otimes a_{i1} \otimes \ldots \otimes a_{in} \in \mathbb{III}(A) \).

From a general principle of category theory [23], as an equivalent to Theorem 2.3, we have
Corollary 2.4. The functor $F : \text{ALG} \to \text{RBA}$ defined above is the left adjoint of the forgetful functor $U : \text{RBA} \to \text{ALG}$. More precisely, there is an adjunction $\langle F, U, \eta, \varepsilon \rangle : \text{ALG} \to \text{RBA}$.

2.2. The monad giving Rota-Baxter algebras. The above adjunction $\langle F, U, \eta, \varepsilon \rangle : \text{ALG} \to \text{RBA}$ gives rise to a monad $T = \langle T, \eta, \mu \rangle$ on $\text{ALG}$, where $T$ is the functor

$$T := U\varepsilon F : \text{ALG} \to \text{ALG}$$

and $\mu$ is the natural transformation

$$\mu := U\varepsilon F : TT \to T.$$

Indeed, for any $A \in \text{ALG}$, $T(A) = \Pi(A)$ and $\mu_A : \Pi(\Pi(A)) \to \Pi(A)$ is extended additively from

$$\mu_A((a_{00} \otimes \cdots \otimes a_{0n_0}) \otimes \cdots \otimes (a_{k0} \otimes \cdots \otimes a_{kn_k})) = (a_{00} \otimes \cdots \otimes a_{0n_0})P_A(\cdots P_A(a_{k0} \otimes \cdots \otimes a_{kn_k})\cdots),$$

where $(a_{00} \otimes \cdots \otimes a_{0n_0}) \otimes \cdots \otimes (a_{k0} \otimes \cdots \otimes a_{kn_k}) \in \Pi(\Pi(A))$ with $a_{i0} \otimes \cdots \otimes a_{in_i} \in A^{\otimes (n+1)}$ for $n_0, \ldots, n_k \geq 0$ and $0 \leq i \leq k$.

By [29], the monad $T$ induces a category of $T$-algebras, denoted by $\text{ALG}^T$. The objects in $\text{ALG}^T$ are pairs $(A, h)$ where $A \in \text{ALG}$ and $h : \Pi(A) \to A$ is an algebra homomorphism satisfying the two properties

$$(4) \quad h \circ \eta_A = \text{id}_A, \quad h \circ T(h) = h \circ \mu_A.$$

A morphism $\phi : \langle R, f \rangle \to \langle S, g \rangle$ in $\text{ALG}^T$ is an algebra homomorphism $\phi : R \to S$ such that $g \circ T(\phi) = \phi \circ f$.

The monad $T$ gives rise to an adjunction

$$\langle F^T, U^T, \eta^T, \varepsilon^T \rangle : \text{ALG} \to \text{ALG}^T,$$

where

$$F^T : \text{ALG} \to \text{ALG}^T$$

is given on objects by $F^T(A) = \langle \Pi(A), \mu_A \rangle$ and on homomorphisms $\varphi : A \to B$ in $\text{ALG}$ by $F^T(\varphi) = F(\varphi)$. The functor

$$U^T : \text{ALG}^T \to \text{ALG}$$

is defined on objects $(A, h)$ by $U^T(A, h) = A$, and on morphisms $\phi : \langle R, f \rangle \to \langle S, g \rangle$ in $\text{ALG}^T$ by $U^T(\phi) = \phi$. The natural transformations $\varepsilon^T$ and $\eta^T$ are defined similarly as $\varepsilon$ and $\eta$, respectively. Then there is a uniquely defined comparison functor $K : \text{RBA} \to \text{ALG}^T$ given by $K(R, P) = \langle R, U(\varepsilon_{(R,P)}) \rangle$ for any $(R, P) \in \text{RBA}$ such that $KF = F^T$ and $U^TK = U$.

Theorem 2.5. The comparison functor $K : \text{RBA} \to \text{ALG}^T$ is an isomorphism, i.e., $\text{RBA}$ is monadic over $\text{ALG}$.

Proof. We will use Beck’s Theorem [24, Theorem 1, p.147] to show that $K$ is an isomorphism. Thus we only need to show that the functor $U$ creates coequalizers for those parallel pairs $f, g : \langle R, P \rangle \to \langle R', P' \rangle$ in $\text{RBA}$ for which the pair $U(f), U(g) : R \to R'$ has a split coequalizer in $\text{ALG}$.

Because the pair $U(f), U(g)$ has a split coequalizer in $\text{ALG}$, there are algebra homomorphisms $e : R' \to \overline{R}$, $t : R' \to R$ and $s : \overline{R} \to R'$ such that $e$ is a coequalizer of the pair $U(f), U(g)$, $e \circ s = \text{id}_{\overline{R}}$, $U(f) \circ t = \text{id}_{R'}$, and $s \circ e = U(g) \circ t$.

Define a linear operator on $\overline{R}$ by $\overline{P} = e \circ P' \circ s$. For any $a, b \in \overline{R}$, we have

$$\overline{P}(a)\overline{P}(b) = (e \circ P' \circ s)(a)(e \circ P' \circ s)(b) = e(P'(s(a))P'(s(b)))$$
Corollary 2.6. Therefore $\overline{P}$ is a Rota-Baxter operator of weight $\lambda$ on $\overline{R}$. Further,

$$\overline{P} \circ e = (e \circ P' \circ s) \circ e = (e \circ P') \circ (s \circ e) = (e \circ P') \circ (U(g) \circ t) = e \circ (U(g) \circ P) \circ t = e \circ P' \circ (U(f) \circ t) = e \circ P'. $$

Hence $e$ is a Rota-Baxter algebra homomorphism.

It remains to show that $e : (R', P') \to (\overline{R}, P)$ is a coequalizer of the pair $f, g$ in $\text{RBA}$. Suppose that $h : (R', P') \to (R'', P'')$ is a Rota-Baxter algebra homomorphism such that $h \circ f = h \circ g$. Hence $U(h) \circ U(f) = U(h) \circ U(g)$ holds. Then there is a unique morphism $h' : \overline{R} \to R''$ in $\text{ALG}$ such that $U(h) = h' \circ e$ holds in $\text{ALG}$. Now

$$h' \circ \overline{P} = h' \circ (e \circ P' \circ s) = U(h) \circ (P' \circ s) = U(h) \circ P' \circ (U(f) \circ t) \circ s = U(h) \circ (U(f) \circ P) \circ t \circ s = (U(h) \circ U(g)) \circ P \circ t \circ s = U(h) \circ (P' \circ U(g)) \circ t \circ s = (P'' \circ U(h)) \circ U(g) \circ t \circ s = P'' \circ U(h) \circ s = P'' \circ (h' \circ e) \circ s = P'' \circ h'. $$

Therefore $h' : \overline{R} \to (R'', P'')$ is a Rota-Baxter algebra homomorphism and so $e : (R', P') \to (\overline{R}, P)$ is a coequalizer of the pair $f, g$ in $\text{RBA}$, as desired. 

For any $k$-module $M$, let $0_M : M \to k$ denote the zero map given by $0_M(m) = 0$ for any $m \in M$.

Corollary 2.6. For any algebra $A$, there is a one-to-one correspondence between

(a) Rota-Baxter operators $P$ on $A$;
(b) $T$-structures on $A$, i.e., algebra homomorphisms $h : \text{III}(A) \to A$ satisfying both $h \circ \eta_A = \text{id}_A$ and $h \circ T(h) = h \circ \mu_A$;
(c) linear maps $h_n : \text{III}(A) \to A, n \in \mathbb{N}_+$, satisfying the following conditions.

(i) $h_n|_{\text{III}^s} = 0_{A^s}$ for $i \neq n$.

(ii) $h_1|_A = \text{id}_A$.

(iii) For $n_0, n_1, \ldots, n_k \geq 1$ with $k \in \mathbb{N}$, we have $h_{k+1}(h_{n_0} \otimes h_{n_1} \otimes \cdots \otimes h_{n_k}) = \left( \sum_{i=1}^{\infty} h_i \right) \mu_{k+1}$. Here $\mu_{k+1}$ is the linear map $\text{III} \circ \text{III}(A) \to A$ given by

$$\mu_{k+1}|_{\text{III}^s} = \mu_{\text{III}(A)^s} \mu_{\text{III}(A)^{k+1}}$$

and

$$(h_{n_0} \otimes \cdots \otimes h_{n_k})|_{\text{III}(A)^s} = 0_{\text{III}(A)^s} \quad \text{for} \quad i \neq k+1.$$


(iv) \( \left( \sum_{i=1}^{\infty} h_i \right)(ab) = h_{m+1}(a)h_{n+1}(b) \) for any \( a \in A^\otimes(m+1), b \in A^\otimes(n+1) \).

**Proof.** The equivalence of the first two conditions follows directly from Theorem 2.3.

Next we give the equivalence of Item (B) and Item (C).

For a given \( h : \mathfrak{III}(A) \to A \) satisfying the conditions in Item (B), define linear maps \( h_n : \mathfrak{III}(A) \to A \) by \( h_n|_{A^\otimes m} = h|_{A^\otimes m} \) and \( h_n|_{A^\otimes n} = 0|_{A^\otimes n} \) with \( i \neq n \). Then we have \( h_{1|A} = h \circ \eta_A = \text{id}_A \). That is, Item (B) and Item (C) hold. Note that \( T(h) = h_\otimes^o \). Next let \( k \geq 0 \) and \( n_0, n_1, \ldots, n_k \geq 1 \) be given. Let \( s \geq 0 \) and let \( w = w_0 \otimes w_1 \otimes \cdots \otimes w_s \in \mathfrak{III}(A)^\otimes(s+1) \) with \( w_j \in A^\otimes(m_j) \) where \( m_j \geq 1 \) for \( 0 \leq j \leq s \).

If \( s = k \) and \( m_j = n_j \), then \( h_{k+1}((h_{n_0} \otimes h_{n_1} \otimes \cdots \otimes h_{n_k})(w)) = h(T(h)(w)) \) and \( \left( \sum_{j=1}^{\infty} h_j \right)(\mu_{k+1}(w)) = h(\mu_A(w)) \). By the condition \( h \circ T(h) = h \circ \mu_A \) in Item (B), we get \( h_{k+1}((h_{n_0} \otimes h_{n_1} \otimes \cdots \otimes h_{n_k})(w)) = \left( \sum_{j=1}^{\infty} h_j \right)(\mu_{k+1}(w)) \).

Otherwise, \( h_{k+1}((h_{n_0} \otimes h_{n_1} \otimes \cdots \otimes h_{n_k})(w)) = \left( \sum_{j=1}^{\infty} h_j \right)(\mu_{k+1}(w)) = 0. \) Since \( h_n \) and \( \mu_{k+1} \) are linear maps, we obtain that Item (C) holds. As \( h \) is an algebra homomorphism, for any \( a \in A^\otimes(m+1), b \in A^\otimes(n+1) \), we have \( h(ab) = h(a)h(b) \).

Conversely, for given \( h_n, n \geq 0 \), satisfying the conditions in Item (B), define \( h := \sum_{n=1}^{\infty} h_n \). Then \( h \) is a linear map on \( \mathfrak{III}(A) = \bigoplus_{k=1}^{\infty} A^\otimes_k \). By the linearity of \( h \), Item (B) shows that \( h \) is an algebra homomorphism. From \( h_1 = \text{id}_A \), we obtain \( h \circ \eta_A = h_1 \circ \eta_A = \text{id}_A \). Next from \( h_{k+1}(h_{n_0} \otimes \cdots \otimes h_{n_k}) = \left( \sum_{j=1}^{\infty} h_j \right)\mu_{k+1} \) and the definition of \( h \), we obtain \( h \circ T(h) = h \circ \mu_A \) in Item (B) for \( h \).

\[ \square \]

3. Differential algebras and comonads

In this section, we review background on differential algebras. We also study the comonad giving differential algebras.

Recall that a derivation \( d \) on an algebra \( A \) is a linear map \( d : A \to A \) that satisfies Leibnitz’s rule: \( d(ab) = d(a)b + ad(b) \) for all \( a, b \in A \). Recall now the concept of a derivation with a weight which was introduced in [18, 19] as a generalization of that of a derivation.

**Definition 3.1.** Let \( k \) be a ring, \( \lambda \in k \), and let \( R \) be an algebra.

(a) A **derivation of weight** \( \lambda \) **on** \( R \) **over** \( k \) **or more briefly, a** \( \lambda \)-**derivation on** \( R \) **over** \( k \) **is a module endomorphism** \( d \) **of** \( R \) **satisfying both**

\[ d(xy) = d(x)y + xd(y) + \lambda d(x)d(y), \quad \text{for all } x, y \in R \]

and

\[ d(1_R) = 0. \]

(b) A **\( \lambda \)-differential algebra** is a pair \( (R, d) \) where \( R \) is an algebra and \( d \) is a \( \lambda \)-derivation on \( R \) over \( k \).

(c) Let \( (R, d) \) and \( (S, e) \) be two \( \lambda \)-differential algebras. A **homomorphism of** \( \lambda \)-**differential algebras** \( f : (R, d) \to (S, e) \) is a homomorphism \( f : R \to S \) of algebras such that \( f(d(x)) = e(f(x)) \) for all \( x \in R \).
Note that if $\lambda = 0$, then a 0-derivation is a derivation in the usual sense \([77]\).

**Example 3.2.** As an example of a $\lambda$-derivation, let $\mathbb{R}$ denote the field of real numbers, and let $\lambda \in \mathbb{R}$, $\lambda \neq 0$. Let $A$ denote the $\mathbb{R}$-algebra of $\mathbb{R}$-valued analytic functions on $\mathbb{R}$, and consider the usual ”difference quotient” operator $d_{\lambda}$ on $A$ defined by

$$(d_{\lambda}(f))(x) = (f(x + \lambda) - f(x))/\lambda.$$  

Then a simple calculation shows that $d_{\lambda}$ is a $\lambda$-derivation on $A$. Furthermore, $d_{\lambda} \circ P_A = \text{id}_A$, where $P_A$ is the Rota-Baxter operator from Example \([72]\).

The following generalization of the well-known result of Leibnitz \([77\], p.60\) was proved in \([18]\).

**Proposition 3.3.** Let $(R, d)$ be a $\lambda$-differential algebra, let $x, y \in R$, and let $n \in \mathbb{N}$. Then

$$d^{(n)}(xy) = \sum_{k=0}^{n} \sum_{j=0}^{n-k} \binom{n}{k} \binom{n-k}{j} \lambda^k d^{(n-j)}(x) d^{(k+j)}(y).$$

We next recall the concept and basic properties of the algebra of $\lambda$-Hurwitz series \([18]\) as a generalization of the ring of Hurwitz series \([25]\). For any algebra $A$, let $A^{\mathbb{N}}$ denote the $k$-module of all functions $f : \mathbb{N} \to A$. On $A^{\mathbb{N}}$, we define the $\lambda$-Hurwitz product $fg$ of any $f, g \in A^{\mathbb{N}}$ by

$$(fg)(n) = \sum_{k=0}^{n} \sum_{j=0}^{n-k} \binom{n}{k} \binom{n-k}{j} \lambda^k f(n-j)g(k+j).$$

We note that the definition of the $\lambda$-Hurwitz product is motivated by Proposition \([25]\). In \([18]\) we denoted the algebra $A^{\mathbb{N}}$ with this product by $D(A)$, but in this paper we will keep the notation $A^{\mathbb{N}}$, since it indicates the functorial nature of this algebra as functions from $\mathbb{N}$ to $A$. As before in \([18]\) we call $A^{\mathbb{N}}$ the algebra of $\lambda$-Hurwitz series over $A$. Further define a map

$$\partial_{\lambda} : A^{\mathbb{N}} \to A^{\mathbb{N}},$$

by $\partial_{\lambda}(f)(n) = f(n+1)$ for any $f \in A^{\mathbb{N}}$. Then $\partial_{\lambda}$ is a $\lambda$-derivation on $A^{\mathbb{N}}$ and $(A^{\mathbb{N}}, \partial_{\lambda})$ is a $\lambda$-differential algebra. Suppose that $h : A \to B$ is an algebra homomorphism. We define a map $h^{\mathbb{N}} : A^{\mathbb{N}} \to B^{\mathbb{N}}$ by $(h^{\mathbb{N}}(f))(n) = h(f(n))$ for any $f \in A^{\mathbb{N}}$ and $n \in \mathbb{N}$. It is easy to check that $h^{\mathbb{N}}$ is a $\lambda$-differential algebra homomorphism from $(A^{\mathbb{N}}, \partial_{\lambda})$ to $(B^{\mathbb{N}}, \partial_{\beta})$.

Let $\text{DIF}$ denote the category of $\lambda$-differential algebras. We see that we have a functor $G : \text{ALG} \to \text{DIF}$ given on objects $A \in \text{ALG}$ by $G(A) = (A^{\mathbb{N}}, \partial_{\lambda})$ and on morphisms $h : A \to B$ in $\text{ALG}$ by $G(h) = h^{\mathbb{N}}$ as defined above. Let $V : \text{DIF} \to \text{ALG}$ denote the forgetful functor defined on objects $(R, d) \in \text{DIF}$ by $V(R, d) = R$ and on morphisms $g : (R, d) \to (S, e)$ in $\text{DIF}$ by $V(g) = g$.

Next, we define two natural transformations $\eta : \text{id}_{\text{DIF}} \to GV$ and $\epsilon : VG \to \text{id}_{\text{ALG}}$. For any $(R, d) \in \text{DIF}$, define

$$\eta_{(R, d)} : (R, d) \to (GV)(R, d) = (R^{\mathbb{N}}, \partial_{R}), \quad (\eta_{(R, d)}(x))(n) : = d^{(n)}(x), \ x \in R, n \in \mathbb{N}.$$  

For any $A \in \text{ALG}$, define $$\epsilon_A : (VG)(A) = A^{\mathbb{N}} \to A, \quad \epsilon_A(f) : = f(0), \ f \in A^{\mathbb{N}}.$$  

**Proposition 3.4.** (\([18]\), Proposition 2.8) The functor $G : \text{ALG} \to \text{DIF}$ defined above is the right adjoint of the forgetful functor $V : \text{DIF} \to \text{ALG}$. It follows that $(A^{\mathbb{N}}, \partial_{\lambda})$ is a cofree $\lambda$-differential algebra on the algebra $A$. \(\square\)
Proposition 3.4 gives an adjunction \(\langle V, G, \eta, \varepsilon \rangle : \text{DIF} \to \text{ALG}\). Corresponding to the adjunction, there is a comonad \(C = \langle C, \varepsilon, \delta \rangle\) on the category \(\text{ALG}\), where \(C\) is the functor
\[
C := VG : \text{ALG} \to \text{ALG}
\]
whose value for any \(A \in \text{ALG}\) is \(C(A) = A^N\) and \(\delta\) is the natural transformation from \(C\) to \(CC\) defined by \(\delta := V\eta G\). In other words, for any \(A \in \text{ALG}\),
\[
\delta_A : A^N \to (A^N)^N, \quad (\delta_A(f)(m))(n) = f(m + n), \quad f \in A^N, m, n \in N.
\]
Note that as a \(k\)-module, \((A^N)^N \cong A^{N \times 2N}\), the set of sequences of sequences, or equivalently, doubly-indexed sequences with values in \(A\).

The comonad \(C\) induces a category of \(C\)-coalgebras, denoted by \(\text{ALG}_C\). The objects in \(\text{ALG}_C\) are pairs \(\langle A, f \rangle\) where \(A \in \text{ALG}\) and \(f : A \to A^N\) is a homomorphism in \(\text{ALG}\) satisfying the two properties
\[
\varepsilon_A \circ f = \text{id}_A, \quad \delta_A \circ f = f^{\oplus} \circ f.
\]
A morphism \(\varphi : \langle A, f \rangle \to \langle B, g \rangle\) in \(\text{ALG}_C\) is an algebra homomorphism \(\varphi : A \to B\) such that \(g \circ \varphi = \varphi^{\oplus} \circ f\).

The comonad \(C\) also gives rise to an adjunction
\[
\langle V_C, G_C, \eta_C, \varepsilon_C \rangle : \text{ALG}_C \to \text{ALG},
\]
where
\[
V_C : \text{ALG}_C \to \text{ALG}
\]
is given on objects by \(V_C(R, f) = R\) and on morphisms \(\varphi : \langle A, f \rangle \to \langle B, g \rangle\) in \(\text{ALG}_C\) by \(V_C(\varphi) = \varphi\). The functor
\[
G_C : \text{ALG} \to \text{ALG}_C
\]
is defined on objects \(A \in \text{ALG}\) by \(G_C(A) = \langle A^N, \delta_A \rangle\), and on morphisms \(\phi : A \to B\) in \(\text{ALG}\) by \(G_C(\phi) = \phi^N : A^N \to B^N\). The natural transformations \(\varepsilon_C\) and \(\eta_C\) are defined similarly to \(\varepsilon\) and \(\eta\).

Consequently there is a uniquely defined cocomparision functor \(H : \text{DIF} \to \text{ALG}_C\) such that \(HG = G_C\) and \(V_C H = V\). Here \(H(R, d) = \langle R, \tilde{d} \rangle\), where for the \(\lambda\)-derivation \(d : R \to R\), the algebra homomorphism \(\tilde{d} : R \to R^N\) is defined by \(\tilde{d} = V(\eta_{R,d})\), called the \(\lambda\)-Hurwitz homomorphism of \(d\). Hence, for any \(a \in R\) and \(n \in N\), \((\tilde{d}(a))(n) = d^{(n)}(a)\).

**Theorem 3.5.** The cocomparision functor \(H : \text{DIF} \to \text{ALG}_C\) is an isomorphism, i.e., \(\text{DIF}\) is comonadic over \(\text{ALG}\).

**Proof.** The proof, which uses the dual of Beck’s Theorem [29] to show that \(H\) is an isomorphism, is virtually the dual of the proof of Theorem 2.3 and is omitted. \(\square\)

**Corollary 3.6.** For any algebra \(A\), there is a one-to-one correspondence between
(a) \(\lambda\)-derivations \(d\) over \(k\);
(b) \(C\)-costructures \(f\) over \(A\), i.e., algebra homomorphisms \(f : A \to A^N\) satisfying \(\varepsilon_A \circ f = \text{id}_A\) and \(\delta_A \circ f = f^{\oplus} \circ f\);
(c) sequences of \(k\)-module homomorphisms \((f_n) : A \to A\) for \(n \in N\) that satisfy \(f_0 = \text{id}_A\), \(f_m \circ f_n = f_{m+n}\) and \(f_n(ab) = \sum_{k=0}^{n} \sum_{j=0}^{n-k} n-k \choose j \lambda^k f_{n-k-j}(a) f_{k+j}(b)\) for all \(a, b \in A\).
Proof. The equivalence of Item (b) and Item (f) is immediate from Theorem 3.5.

To prove the equivalence of Item (b) and Item (f), first note the bijection of linear maps
\[ \{f: A \to A^n\} \leftrightarrow \{f_n: A \to A, n \geq 0\}, \]
\[ f \mapsto f_n := p_n \circ f, \]
\[ (f(a))(n) := f_n(a) \mapsto f_n, \]
where
\[ p_n: A^n \to A, \quad p_n(f) := f(n), \]
is the projection to the \(n\)-th components, that is, the evaluation at \(n\). One next verifies that under this bijection, an \(f\) satisfies \(\varepsilon \circ f = \text{id}_A\) and \(\delta_A \circ f = f^\pi \circ f\) if and only if the corresponding \((f_n)\) satisfies \(f_0 = \text{id}_A\) and \(f_n \circ f_n = f_{m+n}\) respectively. One finally checks that \(f\) is an algebra homomorphism if and only if the corresponding \((f_n)\) satisfies
\[ f_n(ab) = \sum_{k=0}^{n} \sum_{j=0}^{n-k} \binom{n}{k} \lambda^k f_{n-j}(a)f_{k+j}(b) \]
for all \(a, b \in A\) by the \(\lambda\)-Hurwitz product formula in Eq. (8).

The following result will be used in the remainder of the paper.

Lemma 3.7. For any \(f, g \in A^N\), \(f = g\) if and only if \(\varepsilon_A(f) = \varepsilon_A(g)\) and \(\partial_A(f) = \partial_A(g)\). For any set \(C\) and any maps \(F, G: C \to A^N\), \(F = G\) if and only if \(\varepsilon_A \circ F = \varepsilon_A \circ G\) and \(\partial_A \circ F = \partial_A \circ G\).

Proof. For the first statement we only need to prove the “if” part. But from \(\varepsilon_A(f) = \varepsilon_A(g)\) we obtain \(f(0) = g(0)\) and from \(\partial_A(f) = \partial_A(g)\) we obtain \(f(n) = g(n)\) for \(n \geq 1\). Then the second statement follows.

We now extend a Rota-Baxter operator on \(A\) to one on \(A^N\).

Proposition 3.8. Let \(P\) be a Rota-Baxter operator on \(A\). Define a \(k\)-linear operator
\[ \overline{P}: A^N \to A^N, \quad \overline{P}(f)(0) = P(f(0)), \quad \overline{P}(f)(n) = f(n-1), \quad f \in A^N, n \in \mathbb{N}_+. \]
Then \(\overline{P}\) is a Rota-Baxter operator of weight \(\lambda\) on \(A^N\), \(\varepsilon_A \circ \overline{P} = P \circ \varepsilon_A\) and \(\partial_A \circ \overline{P} = \text{id}_{A^N}\).

Proof. It is clear that \(\overline{P}\) is a \(k\)-linear operator on \(A^N\). For any \(f \in A^N\), we have
\[ (\varepsilon_A \circ \overline{P})(f) = \varepsilon_A(\overline{P}(f)) = \overline{P}(f)(0) = P(f(0)) = P(\varepsilon_A(f)) = (P \circ \varepsilon_A)(f), \]
so that \(\varepsilon_A \circ \overline{P} = P \circ \varepsilon_A\). Next, for \(f \in A^N\) and \(n \in \mathbb{N}\), we have
\[ (\partial_A \circ \overline{P})(f)(n) = (\partial_A(\overline{P}(f)))(n) = (\overline{P}(f))(n+1) = f(n+1-1) = f(n), \]
so that \(\partial_A \circ \overline{P} = \text{id}_{A^N}\).

We next show that \(\overline{P}\) is a Rota-Baxter operator of weight \(\lambda\) on \(A^N\), i.e., that the equation
\[ \overline{P}(f)\overline{P}(g) = \overline{P}(\overline{P}(f))g + \overline{P}(f\overline{P}(g)) + \lambda \overline{P}(f g) \]
holds for any \(f, g \in A^N\). By Lemma 3.7, it’s enough to show that
\[ (a) \quad \partial_A(\overline{P}(f))\overline{P}(g)) = \partial_A(\overline{P}(\overline{P}(f))g + \overline{P}(f\overline{P}(g)) + \lambda \overline{P}(f g)), \]
\[ (b) \quad \varepsilon_A(\overline{P}(f))\overline{P}(g)) = \varepsilon_A(\overline{P}(\overline{P}(f))g + \overline{P}(f\overline{P}(g)) + \lambda \overline{P}(f g))). \]
The first item follows from \(\partial_A \circ \overline{P} = \text{id}_{A^N}\) and the fact that \(\partial_A\) is a \(\lambda\)-derivation on \(A^N\). The second follows from the fact that \(\varepsilon_A: A^N \to A\) is an algebra homomorphism, that \(\varepsilon_A(\overline{P}(f)) = P(\varepsilon_A(f))\) for any \(f \in A^N\) and that \(P\) is a Rota-Baxter operator on \(A\).
**Lemma 3.9.** If \( f : (A, P) \to (B, Q) \) is a morphism of Rota-Baxter algebras, then \( f^\mathbb{N} : (A^\mathbb{N}, \tilde{P}) \to (B^\mathbb{N}, \tilde{Q}) \) is also a morphism of Rota-Baxter algebras. Also, \( \varepsilon_B \circ f^\mathbb{N} = f \circ \varepsilon_A \) and \( \partial_B \circ f^\mathbb{N} = f^\mathbb{N} \circ \partial_A \).

**Proof.** We first show that \( \varepsilon_B \circ f^\mathbb{N} = f \circ \varepsilon_A \). Suppose that \( h \in A^\mathbb{N} \). Then
\[
(\varepsilon_B \circ f^\mathbb{N})(h) = \varepsilon_B(f^\mathbb{N}(h)) = (f^\mathbb{N}(h))(0) = f(h(0)) = f(\varepsilon_A(h)) = (f \circ \varepsilon_A)(h).
\]
The proof of \( \partial_B \circ f^\mathbb{N} = f^\mathbb{N} \circ \partial_A \) is similar.

To show that \( f^\mathbb{N} \) is a morphism of Rota-Baxter algebra, once again we use Lemma 3.7. We need to show that \( \tilde{Q} \circ f^\mathbb{N} = f^\mathbb{N} \circ P \). So we will show both
\[
\begin{align*}
(a) & \quad \varepsilon_B \circ \tilde{Q} \circ f^\mathbb{N} = \varepsilon_B \circ f^\mathbb{N} \circ \tilde{P}, \\
(b) & \quad \partial_B \circ \tilde{Q} \circ f^\mathbb{N} = \partial_B \circ f^\mathbb{N} \circ \tilde{P}.
\end{align*}
\]
For the first equation,
\[
\varepsilon_B \circ \tilde{Q} \circ f^\mathbb{N} = Q \circ \varepsilon_B \circ f^\mathbb{N} = Q \circ f \circ \varepsilon_A = f \circ P \circ \varepsilon_A = f \circ \varepsilon_A \circ \tilde{P} = \varepsilon_B \circ f^\mathbb{N} \circ \tilde{P}.
\]
For the second equation,
\[
\partial_B \circ \tilde{Q} \circ f^\mathbb{N} = \text{id}_{B^\mathbb{N}} \circ f^\mathbb{N} = f^\mathbb{N} \circ \partial_A \circ \tilde{P} = \partial_B \circ f^\mathbb{N} \circ \tilde{P}.
\]
\(\Box\)

Additional properties of \( \lambda \)-differential algebras, and of the cofree \( \lambda \)-differential algebra \((A^\mathbb{N}, \partial_A)\) of \( \lambda \)-Hurwitz series over \( A \), will be considered in a subsequent paper.

## 4. Mixed distributive laws

In this section, we establish a mixed distributive law of the monad \( T \) giving Rota-Baxter algebras over the comonad \( C \) giving differential algebras. This mixed distributive law is described in Section 4.1. The prove of the mixed distributive law is given in Section 4.2.

### 4.1. The mixed distributive law for Rota-Baxter algebras over differential algebras

We first recalling from [13] some background information on mixed distributive laws, a generalization of the notion of a distributive law introduced by J. Beck in his fundamental work [3].

**Definition 4.1.** Given a category \( A \), a monad \( T = (T, \eta, \mu) \) on \( A \) and a comonad \( C = (C, \varepsilon, \delta) \) on \( A \), then a mixed distributive law of \( T \) over \( C \) is a natural transformation \( \beta : TC \to CT \) such that
\[
\begin{align*}
(a) & \quad \beta \circ \eta C = C \eta; \\
(b) & \quad \varepsilon T \circ \beta = T \varepsilon; \\
(c) & \quad \delta T \circ \beta = C \beta \circ \beta C \circ T \delta \quad \text{and} \\
(d) & \quad \beta \circ \mu C = C \mu \circ \beta T \circ T \beta.
\end{align*}
\]
That is, the diagrams

\[
\begin{array}{ccc}
TC & \xrightarrow{\beta} & CT \\
\varepsilon T \downarrow & & \downarrow \varepsilon T \\
T & \xleftarrow{\eta C} & C
\end{array}
\]
commute.

Such a mixed distributive law gives rise to a comonad \( \tilde{C} \) on the category \( A^T \) of \( T \)-algebras which lifts \( C \) and a monad \( \tilde{T} \) on the category \( A_C \) of \( C \)-coalgebras which lifts \( T \). See Corollary 4.5 for the precise meaning of lifting. Furthermore \( (A_C)^\tilde{T} \equiv (A^T)_C \). We will apply this to the specific situation where \( A = \text{ALG} \) and \( T \) and \( C \) are the monad giving Rota-Baxter algebras and the comonad giving differential algebras, respectively.

Recall that the adjunction \( \langle V, G, \eta, \varepsilon \rangle : \text{DIF} \to \text{ALG} \) gives rise to a comonad \( C = \langle C, \varepsilon, \delta \rangle \) on \( \text{ALG} \). For any \( A \in \text{ALG} \), \( C(A) \) is the algebra of Hurwitz series \( D(A) \) with the \( \lambda \)-Hurwitz multiplication, which we continue to write as \( A^N \).

Similarly, the adjunction \( \langle F, U, \eta, \varepsilon \rangle : \text{ALG} \to \text{RBA} \) gives rise to a monad \( T = \langle T, \eta, \mu \rangle \) on \( \text{ALG} \). Here \( T(A) \) is the algebra \( \Pi(A) \) with the multiplication \( \cdot \).

By the definitions of \( C \) and \( T \), \( C(T(A)) \) is the algebra \( (\Pi(A))^N \). By Proposition 3.8, the Rota-Baxter operator \( P_A \) on \( \Pi(A) \) induces a Rota-Baxter operator \( \tilde{P}_A \) on \( (\Pi(A))^N \), so that \( ((\Pi(A))^N, \tilde{P}_A) \) is a Rota-Baxter algebra.

**Lemma 4.2.** For any algebra \( A \), there is a unique Rota-Baxter algebra homomorphism

\[
\beta_A : (\Pi(A)^N, P_A^N) \to ((\Pi(A))^N, \tilde{P}_A)
\]

such that the equation

\[
(\eta_A)^N = \beta_A \circ \eta_A^N
\]

holds.

**Proof.** Recall that \( \eta_A : A \to \Pi(A) \) is a natural algebra homomorphism. Moreover, \( (\eta_A)^N : A^N \to (\Pi(A))^N \) is an algebra homomorphism. By the universal property of the free Rota-Baxter algebra on \( A^N \), there is a unique Rota-Baxter algebra homomorphism

\[
\beta_A : (\Pi(A)^N, P_A^N) \to ((\Pi(A))^N, \tilde{P}_A)
\]

such that Eq. (9) holds. \( \square \)

**Lemma 4.3.** The above defined \( \beta_A : \Pi(A^N) \to (\Pi(A))^N \) for any \( A \in \text{ALG} \) gives a natural transformation \( \beta : TC \to CT \).

**Proof.** It is enough to show that for any morphism \( \varphi : A \to B \) in \( \text{ALG} \), the equation

\[
(\Pi(\varphi))^N \circ \beta_A = \beta_B \circ \Pi(\varphi^N)
\]

holds.

By the naturality of \( \eta \), the equations

\[
\Pi(\varphi^N) \circ \eta_A^N = \eta_B^N \circ \varphi^N
\]
and
\[(12) \quad \Pi(\phi) \circ \eta_A = \eta_B \circ \phi\]
hold.

We claim that \((\Pi(\phi))^N : (\Pi(A))^N \to (\Pi(B))^N\) is a Rota-Baxter algebra homomorphism. This is a consequence of Lemma 3.9, since \(\Pi(\phi) : \Pi(A) \to \Pi(B)\) is a Rota-Baxter algebra homomorphism.

Because \(\beta_A, \beta_B\) and \((\Pi(\phi))^N\) are Rota-Baxter algebra homomorphisms, the compositions \((\Pi(\phi))^N \circ \beta_A\) and \(\beta_B \circ \Pi(\phi)^N\) are Rota-Baxter algebra homomorphisms, too.

Next, we have
\[
((\Pi(\phi))^N \circ \beta_A) \circ \eta_A^N = (\Pi(\phi))^N \circ (\eta_A)^N \quad \text{(by Eq. (9))}
= (\Pi(\phi) \circ \eta_A)^N
= (\eta_B \circ \phi)^N \quad \text{(by Eq. (12))}
= (\eta_B)^N \circ \phi^N
= (\beta_B \circ \eta_B^N) \circ \phi^N \quad \text{(by Eq. (3))}
= \beta_B \circ (\eta_B^N \circ \phi^N)
= \beta_B \circ (\Pi(\phi)^N) \circ \eta_A^N \quad \text{(by Eq. (11))}
= (\beta_B \circ \Pi(\phi)^N) \circ \eta_A^N.
\]

By the universal property of a free Rota-Baxter algebra on the algebra \(A^N\), we have
\[(\Pi(\phi))^N \circ \beta_A = \beta_B \circ \Pi(\phi)^N,\]
as desired. □

Now we can state our main result of this section.

**Theorem 4.4.** The natural transformation \(\beta : TC \to CT\) given by \(\beta_A : \Pi(A)^N \to (\Pi(A))^N\) is a mixed distributive law of \(T\) over \(C\).

We will postpone the proof of the theorem to the next subsection and first display some direct applications of the theorem. Further applications of the theorem will be given in Section 5. In particular we will investigate the categories \((\text{ALG}_C)\tilde{T} \cong (\text{ALG}_T)\tilde{C}\) and identify them in terms of a “mixed” structure on \(\text{ALG}\).

**Corollary 4.5.** The mixed distributive law \(\beta : TC \to CT\) in Theorem 4.4 gives rise to a comonad \(\tilde{C}\) on the category \(\text{ALG}_T\) of \(T\)-algebras which lifts \(C\) in the sense that the underlying functor \(U^T : \text{ALG}_T \to \text{ALG}\) commutes with \(\tilde{C}\) and \(C\), that is,
\[
U^T \tilde{C} = CU^T, \quad U^T \tilde{e} = U^T e \quad \text{and} \quad U^T \tilde{\delta} = U^T \delta.
\]

Similarly, the mixed distributive law \(\beta\) gives rise to a monad \(\tilde{T}\) on the category \(\text{ALG}_C\) of \(C\)-coalgebras which lifts \(T\). Furthermore there is an isomorphism \(\Phi : (\text{ALG}_C)\tilde{T} \to (\text{ALG}_T)\tilde{C}\) of categories.

**Proof.** This result is an immediate consequence of [26, Lemma 3.1], [36, Theorem IV.1], [12, Theorem 2.4] and Theorem 4.4 above. □
4.2. The proof of Theorem 4.4. To prove the theorem, we just need to verify the commutativity of the three diagrams in the definition of a mixed distributive law. These verifications are carried out in the following three lemmas.

**Lemma 4.6.** The diagram

\[
\begin{array}{ccc}
A^N & \xrightarrow{\beta_A} & (\text{III}(A))^N \\
\eta_{A^N} & & \eta_{(\text{III}(A))^N} \\
\downarrow & & \downarrow \\
\text{III}(\text{III}(A)) & \xrightarrow{\varepsilon_{\text{III}(A)}} & \text{III}(A)
\end{array}
\]

commutes.

**Proof.** By Lemma 4.2, the upper triangle in diagram (13) is commutative.

Next observe that \(\varepsilon_{\text{III}(A)} : (\text{III}(A))^N \to \text{III}(A)\) is a Rota-Baxter algebra homomorphism by Proposition 3.8. We know that \(\beta_A\) is a Rota-Baxter algebra homomorphism and so the composition \(\varepsilon_{\text{III}(A)} \circ \beta_A\) is also a Rota-Baxter algebra homomorphism.

By the universal property of the free Rota-Baxter algebra \(\text{III}(A^N)\) over \(A^N\), to prove the commutativity of the lower triangle:

\[
\text{III}(\varepsilon_A) = \varepsilon_{\text{III}(A)} \circ \beta_A,
\]
we only need to verify

\[
\text{III}(\varepsilon_A) \circ \eta_{A^N} = (\varepsilon_{\text{III}(A)} \circ \beta_A) \circ \eta_{A^N}.
\]

But by the naturality of \(\varepsilon\), we have

\[
\varepsilon_{\text{III}(A)} \circ (\eta_{A^N})^N \circ \varepsilon_A = \eta_A \circ \varepsilon_A.
\]

By the naturality of \(\eta\), we have

\[
\text{III}(\varepsilon_A) \circ \eta_{A^N} = \eta_A \circ \varepsilon_A.
\]

By Eq. (16) and Eq. (17), we have

\[
\text{III}(\varepsilon_A) \circ (\eta_{A^N})^N \circ \varepsilon_A = \varepsilon_{\text{III}(A)} \circ (\eta_{A^N})^N.
\]

By Eq. (14), we have

\[
(\varepsilon_{\text{III}(A)} \circ \beta_A) \circ \eta_{A^N} = \varepsilon_{\text{III}(A)} \circ (\eta_A)^N.
\]

Then by Eq. (18) and Eq. (19), we obtain Eq. (15), as needed.

**Lemma 4.7.** The diagram

\[
\begin{array}{ccc}
\text{III}(A^N) & \xrightarrow{\beta_A} & (\text{III}(A))^N \\
\downarrow & & \downarrow \\
\text{III}((\text{III}(A))^N) & \xrightarrow{\varepsilon_{\text{III}(A)}} & (\text{III}(A))^N
\end{array}
\]

commutes.
Proof. We know that $\beta_A$ is a Rota-Baxter algebra homomorphism, i.e.,

\[(21) \quad \beta_A \circ P_A^\eta = \overline{P_A} \circ \beta_A.\]

Then from Lemma 3.3 we see that $(\beta_A)^N$ is also a Rota-Baxter algebra homomorphism.

We next verify that $\delta_{\eta(A)} : (\Pi(A))^N \to (\Pi((\Pi(A))^N))^N$ is a Rota-Baxter algebra homomorphism. This means we need to verify that

\[(\overline{P_A}) \circ \delta_{\Pi(A)} = \delta_{\Pi(A)} \circ \overline{P_A}.\]

Once again we make use of Lemma 3.3. So we observe that

\[
\delta_{\Pi(A)} \circ \overline{P_A} = \overline{P_A} \circ \delta_{\Pi(A)} = \delta_{\Pi(A)} \circ \delta_{\Pi(A)} \circ \overline{P_A} = \delta_{(\Pi(A))^N} \circ \overline{P_A}.
\]

By the naturality of $\delta$, we have

\[(22) \quad \delta_{\Pi(A)} \circ (\eta_A)^N = ((\eta_A)^N \circ \beta_A^N \circ \Pi(\delta_A)) \circ \eta_A^N.
\]

Now by the naturality of $\delta$, we have

\[(23) \quad \eta_{(\Pi(A))^N} \circ \delta_A = \Pi(\delta_A) \circ \eta_A^N.
\]

This is what we want. \qed
Lemma 4.8. The diagram

\[
\begin{array}{c}
\text{III}(\text{III}(A^N)) \xrightarrow{\mu\text{III}(A)} \text{III}(\text{III}(A)) \xrightarrow{\beta\text{III}(A)} (\text{III}(\text{III}(A)))^N \\
\mu_{\text{III}(A)} \downarrow \text{III}(A^N) \xrightarrow{\beta_A} (\text{III}(A))^N \\
\end{array}
\]

(24)

commutes.

Proof. By its construction, \(\mu_A\) is the Rota-Baxter algebra homomorphism induced from the identity homomorphism \(\text{id}_{\text{III}(A)}\) by the universal property of the free Rota-Baxter algebra \(\text{III}(\text{III}(A))\) on \(\text{III}(A)\). Then \((\mu_A)^N\) is a Rota-Baxter algebra homomorphism. Then \(\beta_A \circ \mu_A\) and \((\mu_A)^N \circ \beta_{\text{III}(A)} \circ \text{III}(\beta_A)\) are Rota-Baxter algebra homomorphisms.

By the uniqueness of the universal property of a free Rota-Baxter algebra on \(\text{III}(A^N)\), in order to prove the commutativity of the diagram (24), we only need to prove

\[
(\mu_A)^N \circ \beta_{\text{III}(A)} \circ \text{III}(\beta_A) = \beta_A \circ \mu_A^N
\]

(25)

By the naturality of \(\eta\), we have

\[
\text{III}(\beta_A) \circ \eta_{\text{III}(A^N)} = \eta_{\text{III}(A)^N} \circ \beta_A.
\]

(26)

By Eq. (26), we have

\[
\mu_A \circ \eta_{\text{III}(A)} = \text{id}_{\text{III}(A)}.
\]

(27)

Then Eq. (25) follows since

\[
((\mu_A)^N \circ \beta_{\text{III}(A)} \circ \text{III}(\beta_A)) \circ \eta_{\text{III}(A^N)} = (\mu_A)^N \circ \beta_{\text{III}(A)} \circ (\text{III}(\beta_A) \circ \eta_{\text{III}(A^N)}) = (\mu_A)^N \circ \beta_{\text{III}(A)} \circ (\eta_{\text{III}(A)^N} \circ \beta_A) \quad \text{(by Eq. (26))}
\]

\[
= (\mu_A)^N \circ (\beta_{\text{III}(A)} \circ \eta_{\text{III}(A)^N}) \circ \beta_A
\]

(25)

\[
= (\mu_A)^N \circ (\eta_{\text{III}(A)^N} \circ \beta_A) \quad \text{(by Eq. (27))}
\]

\[
= (\mu_A \circ \eta_{\text{III}(A)^N}) \circ \beta_A
\]

(27)

\[
= \beta_A \circ \text{id}_{\text{III}(A^N)}
\]

\[
= \beta_A \circ (\mu_A^N \circ \eta_{\text{III}(A^N)}) \quad \text{(by Eq. (27))}
\]

\[
= (\beta_A \circ \mu_A^N) \circ \eta_{\text{III}(A^N)}.
\]

This completes the proof of Theorem 4.4.

5. Differential Rota-Baxter algebras

In this section we give some applications of the mixed distributive law to differential Rota-Baxter algebras. We first consider the comonad on Rota-Baxter algebras giving differential Rota-Baxter algebras. We then consider the monad on differential algebra giving differential Rota-Baxter algebras. The main results are summarized in Diagram (31).

Definition 5.1. We say that \((R, d, P)\) is a differential Rota-Baxter algebra of weight \(\lambda\) if

(a) \((R, d)\) is a differential algebra of weight \(\lambda\),

(b) \((R, P)\) is a Rota-Baxter algebra of weight \(\lambda\), and
(c) $d \circ P = \text{id}_R$.

If $(R, d, P)$ and $(R', d', P')$ are differential Rota-Baxter algebras of weight $\lambda$, then a morphism of differential Rota-Baxter algebras $f : (R, d, P) \to (R', d', P')$ is an algebra homomorphism $f : R \to R'$ such that $d'(f(x)) = f(d(x))$ and $P'(f(x)) = f(P(x))$ for all $x \in R$. The category of differential Rota-Baxter algebras of weight $\lambda$ will be denoted by $\text{DRB}_{k, \lambda}$ or simply by $\text{DRB}$.

It is clear that there are forgetful functors $U' : \text{DRB} \to \text{DIF}$ and $V' : \text{DRB} \to \text{RBA}$, and that $UV' = VU'$. We will show that $\text{DRB} \cong (\text{ALG}_C)^\mathbb{T} \cong (\text{ALG}^\mathbb{T})_C$, where $\mathbb{T}$ and $C$ come from Corollary 4.5. This will “automatically” give the lifting of the adjoints.

The comonad $\mathbb{T}$ on the category $\text{ALG}^\mathbb{T}$ of $\mathbb{T}$-algebras is $\mathbb{T} = \langle \bar{C}, \bar{\varepsilon}, \bar{\delta} \rangle$, where $\bar{C} : \text{ALG}^\mathbb{T} \to \text{ALG}^\mathbb{T}$ is a functor and $\bar{\varepsilon} : \bar{C} \to \text{id}_{\text{ALG}^\mathbb{T}}$ and $\bar{\delta} : \bar{C} \circ \bar{C} \to \bar{C}$ are natural transformations satisfying the usual comonad equations. Here $\bar{C} : \text{ALG}^\mathbb{T} \to \text{ALG}^\mathbb{T}$ is given by

$$\bar{C} \langle A, h \rangle = \langle C(A), C(h) \circ \beta_A \rangle = \langle A^N, h^N \circ \beta_A \rangle$$

for any $\langle A, h \rangle \in \text{ALG}^\mathbb{T}$. The equations needed to show that $h^N \circ \beta_A$ is a $\mathbb{T}$-structure on $A^N$ follow from the defining equations for $\beta$ being a mixed distributive law. In a similar way, the natural transformations $\bar{\varepsilon}$ and $\bar{\delta}$ are defined by $\bar{\varepsilon}_{(A, h)} = \varepsilon_A$ and $\bar{\delta}_{(A, h)} = \delta_A$, and the equations to show that these are morphisms in $\text{ALG}^\mathbb{T}$ follow from the defining equations for $\beta$.

On the other hand, the monad $\mathbb{T} = \langle \bar{\eta}, \bar{\mu} \rangle$ on $\text{ALG}_C$ has the functor $\bar{\mathbb{T}} : \text{ALG}_C \to \text{ALG}_C$ given by

$$\bar{\mathbb{T}} \langle A, f \rangle = \langle T(A), \beta_A \circ T(f) \rangle = \langle \mathbb{III}(A), \beta_A \circ \mathbb{III}(f) \rangle$$

for any $\langle A, f \rangle \in \text{ALG}_C$. Once again, the equations needed to show that $\beta_A \circ \mathbb{III}(f)$ is a $C$-structure on $\mathbb{III}(A)$ come from the defining equations for $\beta$. The natural transformations $\bar{\eta}$ and $\bar{\mu}$ are defined in the obvious way as for $\bar{\varepsilon}$ and $\bar{\delta}$, and the defining equations for $\beta$ come into play here, too.

Now from Corollary 4.5 we have the isomorphism of categories $(\text{ALG}_C)^\mathbb{T} \cong (\text{ALG}^\mathbb{T})_C$. First we will look at the objects in each of the categories $(\text{ALG}_C)^\mathbb{T}$ and $(\text{ALG}^\mathbb{T})_C$, and we will then see exactly what is the isomorphism. Then we will examine how $\text{DRB}$ is isomorphic to both categories, and the lifting of the adjoint functors on $\text{ALG}$ giving $\mathbb{T}$ and $C$ will be clear as well.

The objects in $(\text{ALG}^\mathbb{T})_C$ are pairs $\langle \langle A, h \rangle, f \rangle$, where $\langle A, h \rangle \in \text{ALG}^\mathbb{T}$ and $f : \langle A, h \rangle \to \bar{C} \langle A, h \rangle = \langle A^N, h^N \circ \beta_A \rangle$ is a $C$-structure on $\langle A, h \rangle$. What this means is that $f : A \to A^N$ is an algebra homomorphism such that $\varepsilon_A \circ f = \text{id}_A$ and $\delta_A \circ f = f^N \circ f$ and the following diagram commutes:

$$\begin{array}{ccc}
\mathbb{III}(A) & \xrightarrow{h} & A \\
\mathbb{III}(f) \downarrow & & \downarrow f \\
\mathbb{III}(A^N) & \xrightarrow{\beta_A} & \mathbb{III}(A^N) \\
\end{array}$$

(28)

The morphisms in $(\text{ALG}^\mathbb{T})_C$ are $g : \langle \langle A, h \rangle, f \rangle \to \langle \langle A', h' \rangle, f' \rangle$ where $g : A \to A'$ is an algebra homomorphism such that the following diagrams commute:
such that the following diagram commutes:

$$
\begin{array}{ccc}
\text{III}(A) & \xrightarrow{h} & A \\
\downarrow & & \downarrow \mu_A \\
\text{III}(A') & \xrightarrow{k'} & A'
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
A & \xrightarrow{f} & A^\mathbb{N} \\
\downarrow g & & \downarrow g^\mathbb{N} \\
(A') & \xrightarrow{f'} & (A')^\mathbb{N}
\end{array}
$$

(29)

The objects in the category \((\text{ALG}_C)^\mathbb{T}\) are of the form \(\langle (A, f), h \rangle\), where \((A, f) \in \text{ALG}_C\) and \(h : \mathcal{T}(A, f) = \langle \text{III}(A), \beta_A \circ \text{III}(f) \rangle \to \langle A, f \rangle\) is a \(\mathcal{T}\)-structure on \((A, f)\). In this case this means that \(h : \text{III}(A) \to A\) is an algebra homomorphism satisfying \(h \circ \eta_A = \text{id}_A\) and \(h \circ \mu_A = h \circ \text{III}(h)\) and such that the following diagram commutes:

$$
\begin{array}{ccc}
\text{III}(A) & \xrightarrow{\text{III}(f)} & \text{III}(A)^\mathbb{N} \\
\downarrow h & & \downarrow \beta^\mathbb{N} \\
A & \xrightarrow{f} & A^\mathbb{N}
\end{array}
$$

The morphisms in \((\text{ALG}_C)^\mathbb{T}\) are defined in a similar way. But it is clear that diagram (29) is identical to diagram (29), and hence it is clear how \((\text{ALG}_C)^\mathbb{T}\) is isomorphic to \((\text{ALG}_C)^\mathbb{F}\). The isomorphism \(\Phi : (\text{ALG}_C)^\mathbb{T} \to (\text{ALG}_C)^\mathbb{F}\) in Corollary 3.3 is given on objects \(\langle (A, h), f \rangle \in (\text{ALG}_C)^\mathbb{T}\) by \(\Phi((A, h), f) = \langle (A, f), h \rangle\).

Next we’ll show how \(\text{DRB} \cong (\text{ALG}_C)^\mathbb{T} \cong (\text{ALG}_C)^\mathbb{F}\) and this will give the lifting of the adjoints.

Let \(A^\mathbb{N}, \partial_A, \tilde{P}\) be as in Proposition 3.8. Since \(\partial_A \circ \tilde{P} = \text{id}_{A^\mathbb{N}}\) as stated there, the triple \((A^\mathbb{N}, \partial_A, \tilde{P})\) is a differential Rota-Baxter algebra. Thus we have a functor \(G' : \text{RBA} \to \text{DRB}\) given on objects \((A, P) \in \text{RBA}\) by \(G'(A, P) = (A^\mathbb{N}, \partial_A, \tilde{P})\) and on morphisms \(\varphi : (A, P) \to (A', P')\) in \(\text{RBA}\) by \((G'(\varphi)(f))(n) = \varphi(f(n))\) for \(f \in A^\mathbb{N}\) and \(n \in \mathbb{N}\). Recall that \(V' : \text{DRB} \to \text{RBA}\) denotes the forgetful functor defined on objects \((R, d, P) \in \text{DRB}\) by \(V'(R, d, P) = (R, P)\) and on morphisms \(\phi : (R, d, P) \to (R', d', P')\) in \(\text{DRB}\) by \(V'(\phi) = \phi\).

**Proposition 5.2.** The functor \(G' : \text{RBA} \to \text{DRB}\) defined above is the right adjoint of the forgetful functor \(V' : \text{DRB} \to \text{RBA}\).

**Proof.** By [25], it is equivalent to show that there are two natural transformations \(\eta' : \text{id}_{\text{DRB}} \to G' \circ V'\) and \(\varepsilon' : V' \circ G' \to \text{id}_{\text{RBA}}\) satisfying the equations

\[G' \varepsilon' \circ \eta' G' = G', \quad \varepsilon' V' \circ V' \eta' = V'.\]

For any \((A, P) \in \text{RBA}\), define

\[\varepsilon'_{(A, P)} : V'G'(A, P) = (A^\mathbb{N}, \tilde{P}) \to A, \quad \varepsilon'_{(A, P)}(f) = f(0) = \varepsilon_A(f) \quad \text{for all } f \in A^\mathbb{N}.\]

Because \(\varepsilon_A(\tilde{P}(f)) = P(\varepsilon_A(f))\) we can easily get that \(\varepsilon'_{(A, P)}\) is a morphism in \(\text{RBA}\). Further if \(\phi : (A, P) \to (A', P')\) is any morphism of Rota-Baxter algebras, then

\[\varepsilon'_{(A', P')}(V'G'(\phi)) = \phi \circ \varepsilon'_{(A, P)},\]

i.e., \(\varepsilon'\) is a natural transformation as desired.

For any \((R, d, P) \in \text{DRB}\), define

\[\eta'_{(R, d, P)} : (R, d, P) \to (R^\mathbb{N}, \partial_R, \tilde{P}), \quad (\eta'_{(R, d, P)}(x))(n) = d^{(n)}(x) = (\eta_{(R, d)}(x))(n) \quad \text{for all } x \in R, n \in \mathbb{N}.\]
It is not difficult to see that $\eta'_{(R,d,P)}$ is $k$-linear, and it is immediate from Proposition 5.3 that for any $x, y \in R$,

$$(\eta'_{(R,d,P)}(x))(\eta'_{(R,d,P)}(y)) = \eta'_{(R,d,P)}(xy).$$

Also, it is clear that

$$\partial_R \circ \eta'_{(R,d,P)} = \eta'_{(R,d,P)} \circ d, \quad P \circ \eta'_{(R,d,P)} = \eta'_{(R,d,P)} \circ P,$$

so that $\eta'_{(R,d,P)}$ is a morphism in $\text{DRB}$. Furthermore, if $\varphi : (R, d, P) \to (R', d', P')$ is a morphism in $\text{DRB}$, then one sees that $\eta'_{(R,d,P)} \circ \varphi = (G'V')\varphi \circ \eta'_{(R,d,P)}$. Hence $\eta'$ is a natural transformation.

To see that $G'e' \circ \eta' G' = G'$, let $(A, P) \in \text{RBA}$, $f \in R^N$ and $n \in \mathbb{N}$. Then

$$(G'e'(R,B)(\eta'_{(R,e,d,P)}(f))(n) = e'(R,B)(\eta'_{(R,e,d,P)}(f))(n) = e'(R,B)(\partial_R^n(f)) = (\partial_R^n(f))(0) = f(0 + n) = f(n).$$

Similarly, to see that $e'V' \circ V' \eta' = V'$, let $(R, d, P) \in \text{DRB}$, and $x \in R$. Then

$$e'(R,P)(\eta'_{(R,d,P)}(x)) = (\eta'_{(R,d,P)}(x))(0) = d^0(x) = x.$$

Proposition 5.2 gives an adjunction

$$\langle V', G', \eta', e' \rangle : \text{DRB} \to \text{RBA}.$$ 

Corresponding to the adjunction, there is a comonad $C' = (C', e', \delta')$ on the category $\text{RBA}$, where

$$C' := V'G' : \text{RBA} \to \text{RBA}$$

is the functor whose value for any $(A, P) \in \text{RBA}$ is $C'(A, P) = (A^N, \overline{P})$ and $\delta'$ is a natural transformation from $C'$ to $C'C'$ defined by $\delta' := V'\eta' G'$. In other words, for any $(A, P) \in \text{RBA}$,

$$\delta'_{(A,P)} : (A^N, \overline{P}) \to ((A^N)^N, \overline{P}) \quad \delta'_{(A,P)}(f) = \delta_A(f), \quad f \in A^N.$$

Consequently, there is a category of $C'$-coalgebras, denoted by $\text{RBA}_{C'}$. The objects in $\text{RBA}_{C'}$ are pairs $\langle (A, P), f \rangle$ where $(A, P) \in \text{RBA}$ and $f : (A, P) \to (A^N, \overline{P})$ is a morphism in $\text{RBA}$ satisfying the two properties

$$e'_{(A,P)} \circ f = \text{id}_{(A,P)}, \quad \delta'_{(A,P)} \circ f = f^N \circ f.$$ 

A morphism $\varphi : \langle (A, P), f \rangle \to \langle (B, Q), g \rangle$ in $\text{RBA}_{C'}$ is an algebra homomorphism $\varphi : A \to B$ such that $g \circ \varphi = \varphi^N \circ f$ and $Q \circ \varphi = \varphi \circ P$.

The comonad $C'$ also induces an adjunction

$$\langle V'_C, G'_C, \eta'_C, e'_C \rangle : \text{RBA}_{C'} \to \text{RBA},$$

where

$$V'_C : \text{RBA}_{C'} \to \text{RBA}$$

is given on objects by $V'_C \langle (A, P), f \rangle = (A, P)$ and on morphisms $\varphi : \langle (A, P), f \rangle \to \langle (B, Q), g \rangle$ in $\text{RBA}_{C'}$ by $V'_C(\varphi) = \varphi$. The functor

$$G'_C : \text{RBA} \to \text{RBA}_{C'}$$

is defined on objects $(A, P) \in \text{RBA}$ by $G'_C(A, P) = (A^N, \overline{P})$, $\delta_{(A,P)}$, and on morphisms $\phi : (A, P) \to (B, Q)$ in $\text{RBA}$ by $G'_C(\phi) = \phi^N$. The natural transformations $e'_C$ and $\eta'_C$ are defined similarly to $e'$ and $\eta'$.

Consequently there is a uniquely defined cocomparison functor $H' : \text{DRB} \to \text{RBA}_{C'}$ such that $H' \circ G' = G'_C$ and $V' \circ H' = V'$. Here $H'(R, d, P) = \langle (R, P), \overline{\partial} \rangle$, where for the $\lambda$-derivation
For any morphisms \( d : R \rightarrow R \), the Rota-Baxter algebra homomorphism \( \tilde{d} : R \rightarrow R^{d'} \) is defined by \( \tilde{d} = V'(\eta'_{(R,d,p)}) \).

Hence, for any \( a \in R \) and \( n \in \mathbb{N} \), \( (\tilde{d}(a))(n) = d^{o^n}(a) \).

**Theorem 5.3.** The cocomparison functor \( H' : DRB \rightarrow RBA_{C'} \) is an isomorphism, i.e., \( DRB \) is comonadic over \( RBA \).

**Proof.** The proof, which uses the dual of Beck’s Theorem [29] to show that \( H' \) is an isomorphism, is virtually the dual of the proof of Theorem 2.3 and is omitted. \( \square \)

In order to obtain the isomorphism \( DRB \cong (\text{ALG}^T)_{C'} \), we need the following result from category theory. It is a part of the “folklore” of category theory. We include a proof for completeness.

**Lemma 5.4.** Suppose that \( A \) and \( B \) are categories, \( K : A \rightarrow B \) is an isomorphism of categories, \( C = (C, \varepsilon, \delta) \) is a comonad on \( A \) and \( C' = (C', \varepsilon', \delta') \) is a comonad on \( B \). If \( K \) commutes with \( C \) and \( C' \), i.e., \( KC = C'K, K\varepsilon = \varepsilon'K \) and \( K\delta = \delta'K \), then there exists a unique isomorphism \( \overline{K} : A_C \rightarrow B_{C'} \) that lifts \( K \), i.e., \( UC\overline{K} = KU_C \).

**Proof.** Since \( K : A \rightarrow B \) is an isomorphism of categories, there is a functor \( H : B \rightarrow A \) such that \( HK = \text{id}_A \) and \( KH = \text{id}_B \) where \( \text{id}_A \) and \( \text{id}_B \) are the identity functors on \( A \) and \( B \), respectively.

For any \( (a, f) \in A_C \), we claim that \( (K(a), K(f)) \) is in \( B_{C'} \). Since \( KC = C'K \), we have \( K(C(a)) = C'(K(a)) \) and \( K(C(f)) = C'(K(f)) \). As \( f \) is a morphism in \( A \) from \( a \) to \( C(a) \), \( K(f) \) is a morphism in \( B \) from \( K(a) \) to \( K(C(a)) = C'(K(a)) \). From \( K\varepsilon = \varepsilon'K \) and \( K\delta = \delta'K \), we get \( K(\varepsilon_a) = \varepsilon'_K(a) \) and \( K(\delta_a) = \delta'_K(a) \). By \( (a, f) \in A_C \), we obtain \( \varepsilon_a \circ f = \text{id}_a \) and \( C(f) \circ f = \delta_a \circ f \). Then \( K(\varepsilon_a) \circ K(f) = \text{id}_{K(a)} \) and \( K(C(f)) \circ K(f) = K(\delta_a) \circ K(f) \). That is, \( \varepsilon'_K(a) \circ K(f) = \text{id}_{K(a)} \) and \( C'(K(f)) \circ K(f) = \delta'_K(a) \circ K(f) \). Then we find that \( (K(a), K(f)) \) is in \( B_{C'} \).

Define a functor \( \overline{K} : A_C \rightarrow B_{C'} \) given on objects \( (a, f) \in A_C \) by \( \overline{K}(a, f) = (K(a), K(f)) \) and on morphisms \( \phi : (a_1, f_1) \rightarrow (a_2, f_2) \) by \( \overline{K}(\phi) = K(\phi) \). Similarly, we can define a functor \( \overline{H} : B_{C'} \rightarrow A_C \).

From \( HK = \text{id}_A \), for any \( (a, f) \) and the identity morphism \( \text{id}_{(a,f)} \), we get

\[
(\overline{H\overline{K}})(a, f) = \langle (HK)(a), (HK)(f) \rangle = (a, f)
\]

and

\[
(\overline{H\overline{K}})(\text{id}_{(a,f)}) = \overline{H}(\text{id}_{\overline{K}(a,f)}) = \text{id}_{\overline{H\overline{K}}(a,f)} = \text{id}_{(a,f)}.
\]

For any morphisms \( \phi : (a_1, f_1) \rightarrow (a_2, f_2) \) and \( \varphi : (a_2, f_2) \rightarrow (a_3, f_3) \), we get

\[
(\overline{H\overline{K}})(\phi\varphi) = \overline{H}(K(\varphi)K(\phi)) = (HK)(\varphi)(HK)(\phi) = \varphi\phi.
\]

Then \( \overline{H\overline{K}} = \text{id}_{A_C} \) where \( \text{id}_{A_C} \) is the identity functor on \( A_C \). Similarly, from \( KH = \text{id}_B \), we can get \( \overline{K\overline{H}} = \text{id}_{B_{C'}} \) where \( \text{id}_{B_{C'}} \) is the identity functor on \( B_{C'} \). That is, \( \overline{K} : A_C \rightarrow B_{C'} \) is an isomorphism of categories.

The uniqueness of \( \overline{K} \) follows because the functors \( U_C \) and \( U_{C'} \) are faithful. \( \square \)

**Corollary 5.5.** There an isomorphism of categories \( \overline{K} : RBA_{C'} \rightarrow (\text{ALG}^T)_{C'} \) such that \( V_{C'}\overline{K} = KV'_{C'} \).

**Proof.** Just apply Lemma 5.4 to the case where \( A = RBA, B = \text{ALG}^T, K \) is the isomorphism from Theorem 2.3, \( C' \) is the comonad on \( RBA \) that follows from Proposition 5.2, and \( \overline{C} \) is the comonad on \( \text{ALG}^T \) from Corollary 4.5. \( \square \)
We next consider the monad on differential algebras giving differential Rota-Baxter algebras. Observe that there is a monad \( T' = \langle T', \eta', \mu' \rangle \) on the category \( \text{DIF} \) given by \( T' : \text{DIF} \to \text{DIF} \), where \( T'(A, d) = (\Pi(A), \tilde{d}) \). Here \( \tilde{d} : \Pi(A) \to \Pi(A) \) is defined as follows:
\[
\tilde{d}(x_0 \otimes x_1 \otimes \ldots \otimes x_n) = d(x_0) \otimes x_1 \otimes \ldots \otimes x_n + x_0 x_1 \otimes x_2 \ldots \otimes x_n + \lambda d(x_0) x_1 \otimes x_1 \otimes \ldots \otimes x_n
\]
for \( x_0 \otimes \ldots \otimes x_n \in A^{ \otimes (n+1) } \) and then extending by linearity. Here we use the convention that when \( n = 0 \), \( \tilde{d}(x_0) = d(x_0) \). Then we have the following result from [FZ]:

**Theorem 5.6.** ([FZ]) Let \( (A, d) \) be a differential algebra of weight \( \lambda \).

(a) The algebra embedding
\[
j_A : A \to \Pi(A)
\]
is a morphism of differential algebras of weight \( \lambda \).

(b) The quadruple \( \langle \Pi(A), \tilde{d}, P_A, j_A \rangle \) is a free differential Rota-Baxter algebra of weight \( \lambda \) on the differential algebra \( (A, d) \), as described by the following universal property: For any differential Rota-Baxter algebra \( (R, D, P) \) of weight \( \lambda \) and any differential algebra map \( \varphi : (A, d) \to (R, D) \), there exists a unique differential Rota-Baxter algebra homomorphism \( \tilde{\varphi} : (\Pi(A), \tilde{d}, P_A) \to (R, D, P) \) such that \( U'(\tilde{\varphi}) \circ j_A = \varphi \).

Let \( F' : \text{DIF} \to \text{DRB} \) denote the functor given on objects \( (A, d) \in \text{DIF} \) by \( F'(A, d) = (\Pi(A), \tilde{d}, P_A) \) and on morphisms \( f : (A, d) \to (A', d') \) in \( \text{DIF} \) by
\[
F'(f)(\sum_{i_1} \cdots \sum_{i_k} a_{i_0} \otimes a_{i_1} \otimes \cdots \otimes a_{i_k}) = \sum_{i_1} \cdots \sum_{i_k} f(a_{i_0}) \otimes f(a_{i_1}) \otimes \cdots \otimes f(a_{i_k}), \quad \sum_{i_1} \cdots \sum_{i_k} a_{i_0} \otimes a_{i_1} \otimes \cdots \otimes a_{i_k} \in \Pi(A).
\]

There are two natural transformations \( \eta' : \text{id}_{\text{DIF}} \to U'F' \) and \( \varepsilon' : F'U' \to \text{id}_{\text{DRB}} \). For any \( (A, d) \in \text{DIF} \), we define \( \eta'_{(A, d)} : (A, d) \to (\Pi(A), \tilde{d}) \) to be just the natural embedding map. For any \((R, D, P) \in \text{DRB} \), define \( \varepsilon'_{(R, D, P)} : (\Pi(R), \tilde{d}, P_R) \to (R, D, P) \) by
\[
\varepsilon'_{(R, D, P)}(\sum_{i_1} \cdots \sum_{i_k} a_{i_0} \otimes a_{i_1} \otimes \cdots \otimes a_{i_k}) = \sum_{i_1} \cdots \sum_{i_k} a_{i_0} P(a_{i_1} P(\cdots P(a_{i_k} \cdots))), \quad \sum_{i_1} \cdots \sum_{i_k} a_{i_0} \otimes a_{i_1} \otimes \cdots \otimes a_{i_k} \in \Pi(R).
\]

As a consequence of Theorem 5.6, we obtain

**Corollary 5.7.** The functor \( F' : \text{DIF} \to \text{DRB} \) defined above is the left adjoint of the forgetful functor \( U' : \text{DRB} \to \text{DIF} \). Moreover, we get an adjunction \( \langle F', U', \eta', \varepsilon' \rangle : \text{DIF} \to \text{DRB} \).

The above adjunction \( \langle F', U', \eta', \varepsilon' \rangle : \text{DIF} \to \text{DRB} \) gives rise to a monad \( T' = \langle T', \eta', \mu' \rangle \) on \( \text{DIF} \), where \( T' = U'F' : \text{DIF} \to \text{DRB} \) is a functor and \( \mu' := U' \varepsilon' F' : T'T' \to T' \). Indeed, for any \( (A, d) \in \text{DIF} \), \( T'(A, d) = (\Pi(A), \tilde{d}) \) and \( \mu'_{(A, d)} : (\Pi(\Pi(A)), \tilde{d}) \to (\Pi(A), \tilde{d}) \) is extended by
\[
\mu'_{(A, d)}((a_{i_0} \otimes \cdots \otimes a_{i_{1n}}) \otimes \cdots \otimes (a_{i_0} \otimes \cdots \otimes a_{i_{kn}})) = (a_{i_0} \otimes \cdots \otimes a_{i_{1n}}) P_A(\cdots P_A(a_{i_0} \otimes \cdots \otimes a_{i_{kn}}) \cdots).
\]

As before, the monad \( T' \) induces a category of \( T' \)-algebras, denoted by \( \text{DIF}^{T'} \) and gives rise to an adjunction
\[
\langle F'^T, U'^T, \eta'^T, \varepsilon'^T \rangle : \text{DIF} \to \text{DIF}^{T'},
\]
where \( F^T : \text{DIF} \to \text{DIF}^T \) is given on objects by \( F^T(A, d) = \langle (\Pi(A), d), \mu_{(A,d)} \rangle \) and on morphisms \( \varphi : (A, d) \to (A', d') \) in \( \text{DIF} \) by \( F^T(\varphi) = F'(\varphi) \). The functor \( U'^T : \text{DIF}^T \to \text{DIF} \) is defined on objects \( \langle (A, d), f \rangle \) by \( U'^T(\langle (A, d), f \rangle) = (A, d) \), and on morphisms \( \phi : \langle (A, d), f \rangle \to \langle (A', d'), f' \rangle \) in \( \text{DIF}^T \) by \( U'^T(\phi) = \phi \). The natural transformations \( \varepsilon^T \) and \( \eta^T \) are defined similarly as \( \varepsilon' \) and \( \eta' \). Then there is a uniquely defined comparison functor \( K' : \text{DRB} \to \text{DIF}^T \) such that \( K' \circ F' = F'^T \) and \( U'^T \circ K' = U' \). Here \( K'(R, D, P) = \langle (R, D), U'(\varepsilon'_{(R,D,P)}) \rangle \) for any \( (R, D, P) \in \text{DRB} \).

**Theorem 5.8.** The comparison functor \( K' : \text{DRB} \to \text{DIF}^T \) is an isomorphism, i.e., \( \text{DRB} \) is monadic over \( \text{DIF} \).

**Proof.** The proof is similar to that of Theorem 2.3. \( \square \)

We will end the paper with the following diagram summarizing the constructions and main results of the paper.

**Theorem 5.9.** All the polygons in the following diagram commute.

![Diagram](image)

Here all of the functors with labels of \( U \) or \( V \) or any variation of those are forgetful functors. All of the \( U \) functors have a left adjoint, and all of the \( V \) functors have a right adjoint, and all of them generate monads or comonads that make up this diagram. On the other hand, all of the functors labeled \( H \) or \( K \) are isomorphisms of categories and are denoted by wiggled arrows.

**Proof.** For any \( (R, P) \in \text{RBA} \), we have \( (U^TK)(R, P) = U^T\langle R, U(\varepsilon_{(R,P)}) \rangle = R = U(R, P) \), that is, subdiagram (1) commutes. Similarly, we verify that subdiagrams (2), (3) and (5) commute.

From the definition of \( \bar{K} \) in Lemma 2.3 and Corollary 2.3, we obtain the commutativity of subdiagram (4). Similarly, we find that subdiagram (6) commutes.
For any $\langle\langle A, h \rangle, f \rangle \in (\text{ALG}_C^T)_C$, we have

$$(V_C U^T \Phi)\langle\langle A, h \rangle, f \rangle = (V_C U^T)\langle\langle A, f \rangle, h \rangle = V_C\langle A, f \rangle = A$$

and

$$(U^T V_C)\langle\langle A, h \rangle, f \rangle = U^T\langle A, h \rangle = A.$$  
Hence $(V_C U^T \Phi)\langle\langle A, h \rangle, f \rangle = (U^T V_C)\langle\langle A, h \rangle, f \rangle$. That is, $V_C U^T \Phi = U^T V_C$. Then subdiagram (7) commutes.

For $(R, D, P) \in \text{DRB}$, we have

$$\Phi(K H')(R, D, P) = (\Phi K)\langle\langle R, P \rangle, V'\langle\eta'_{(R,D,P)} \rangle)$$

$$= \Phi\langle\langle R, U(\varepsilon_{(R,P)}) \rangle, K(V'(\eta'_{(R,D,P)}))\rangle$$

and

$$\langle\langle R, K(V'(\eta'_{(R,D,P)})) \rangle, U(\varepsilon_{(R,P)})\rangle.$$ Then subdiagram (8) commutes.

It is important to note that the isomorphism $\Phi : (\text{ALG}_C^T)_C \rightarrow (\text{ALG}_C^T) \Phi$ ties this diagram together, and that this isomorphism comes directly from the mixed distributive law of $\text{T}$ over $\text{C}$.
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