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Abstract—In multiple-input multiple-output communications, channel estimation is paramount to keep base stations and users on track. This paper proposes a novel PCA-based—principal component analysis—channel estimation approach for MIMO orthogonal frequency division multiplexing systems. The channel frequency response is firstly estimated with the least squares method, and then PCA is used to filter only the higher singular components of the channel impulse response, which is then converted back to frequency domain. The proposed approach is compared with the MMSE, the minimum mean square error estimation, in terms of bit error rate versus $E_b/N_0$.
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I. INTRODUCTION

With the ever-increasing demand for wireless network capacity, multiple-input multiple-output (MIMO) communications have become essential in novel technologies to increase spectral efficiency and, consequently, network throughput [1]. Among the MIMO technologies, space-time block coding (STBC) is fundamental to providing space diversity by supplying multiple independently faded replicas of the same information symbol, increasing communication reliability [2]. However, efficient channel estimation is still a challenging issue when increasing either the number of antennas or subcarriers in MIMO-OFDM (orthogonal frequency-division multiplexing), mainly in high mobility scenarios due to pilot overhead and complexity [3].

Under channel linearity and time-invariance constraints, the conventional minimum mean squared error (MMSE) is the optimal linear operator for channel estimation under jointly Gaussian distributed random variables [4]. However, these constraints are unrealistic since even pedestrian channels are dynamic [5], and nonlinearities are common in power amplifiers [6]–[9]. In addition, as the MMSE channel estimation relies on covariance matrix inversions, the computational complexity is extremely expensive [10]. Many different approaches focus on reducing MMSE computational complexity but still have reasonably high computational complexity for practical applications [11]. In contrast to the MMSE, the conventional least squares (LS) algorithm has a lower computational complexity at the cost of less accurate channel estimation [12].

In order to improve channel estimation of MIMO-OFDM systems, time filtering can be employed to cut channel components regarding delays longer than the channel delay spread. To accomplish this, after channel estimation (e.g., using LS or MMSE), inverse fast Fourier transform (IFFT) converts the channel frequency response to time domain, and a smoothing filter is applied to the maximum multipath delay which is within the cyclic prefix of the OFDM symbols. After subsequent filtering, the channel impulse response is converted back to frequency domain via a fast Fourier transform (FFT) [13]. Although it is a simple strategy, this is not able to filter noise components with delays shorter than the delay spread.

In this context, this work proposes a novel extension of the time domain MIMO-OFDM smoothing filter to mitigate noise components embedded in the channel impulses. The proposed approach is based on the principal component analysis (PCA) [14] to filter the noise after the time domain smoothing filter. As the noise is orthogonal to the multipath components, for higher signal-to-noise ratios (SNRs), we only keep the most significant components of the PCA transformation, which correspond to the channel components without noise. Then, in a MIMO-OFDM receiver, this filtering cascade is used after the low computational complexity LS channel estimator. Results are compared in terms of bit error rate (BER) versus $E_b/N_0$ (bit energy to noise power spectral density) of the proposed approach and the conventional MSE with smoothing filter. To validate the proposed filtering robustness, results also consider dynamic channels with Doppler from $0$ Hz to $40$ Hz.

The paper notation is mostly standard. For example, $C^{m \times m}$ is the $m \times m$ set of complex numbers. Matrices are denoted by boldface uppercase letters and vectors are denoted by boldface lowercase letters. The transpose, Hermitian, and inverse matrix operators are expressed as $[,]^T$, $[,]^H$, and $[,]^{-1}$, respectively. The indexes $[n]$ and $[k]$ are related to the time and frequency domain, respectively.

The remainder of this paper is organized as follows. Section II presents a MIMO-OFDM communication scheme based on STBC. Section III describes channel estimation using MMSE and smoothing filter. Section IV presents the proposed PCA-based channel estimation. Section V discusses the asymptotic computational complexities of the PCA-based and MMSE channel estimation algorithms. Lastly, Section VII concludes the paper.
II. MIMO-OFDM SYSTEM MODEL

This paper considers the MIMO space-diversity scheme based on space-time block coding (STBC) and orthogonal frequency-division multiplexing (OFDM). STBC is responsible for increasing communication reliability by sending multiple signal copies via multiple antennas. Then, when increasing the number of antennas, the probability that all signal replicas are affected by deep fading is extremely low. On the other hand, OFDM enables broadband data transmission across multiple narrowband subchannels (which is essential for MIMO transmission), also known as subcarriers. By transmitting data through orthogonal subcarriers, OFDM mitigates inter symbol interference (ISI).

Fig. 1 presents a diagram of the considered MIMO-OFDM scheme. In the input data stream block, a sequence of bits is mapped into an $M$-QAM constellation. The transmitting Space Time Block Coder (STBC) converts the stream of QAM symbols, using a code matrix, to construct a transmitting matrix $X[k] \in \mathbb{C}^{M_T \times P}$ where $M_T$ represents the number of transmitting antennas and $P$ the matrix code length. This procedure is repeated until the $K$ OFDM subcarriers are filled. After the IFFT of the OFDM modulator, cyclic prefix (CP) is added to mitigate OFDM symbol interference. In addition, at a specified time interval, OFDM block channel state information reference signal (CSIRS) is sent to channel estimation at the receiver (Rx). The CSIRS signal is a pseudo-random sequence generated from Zadoff-Chu (ZC) sequence [15].
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**PACE-TIME BLOCK CODING CONFIGURATION FOR MULTIPLE-INPUT MULTIPLE-OUTPUT ORTHOGONAL FREQUENCY DIVISION MULTIPLEXING (STBC MIMO-OFDM).**

Considering a time invariant channel in an MIMO-OFDM block, the received symbols, in the frequency domain, can be written as:

$$Y[k] = H[k]X[k] + Z[k] \in \mathbb{C}^{M_R \times P},$$

where $Z[k] \in \mathbb{C}^{M_R \times P}$ is the AWGN noise at the $M_R$ receiving antennas, $H[k] \in \mathbb{C}^{M_T \times M_R}$ is the frequency domain channel matrix, and $k \in [1, 2, \ldots, K]^T$.

At Rx, the cyclic prefix is removed, and in each OFDM demodulator block, FFT is performed to convert the received signal to the frequency domain. Then, the received CSIRS and the CSIRS without channel interference are used to estimate the channel per subcarrier $\hat{H}[k] \in \mathbb{C}^{M_T \times M_R}$. The maximum likelihood (ML) decoder, with the estimated channel $\hat{H}[k]$, decodes the STBC matrices into QAM symbols to posterior demapping into bits at the output data stream block.

III. MMSE CHANNEL ESTIMATION

The MMSE algorithm computes the channel estimation $\hat{H}_{\text{MMSE}}[k]$ as follows:

$$\hat{H}_{\text{MMSE}}[k] = \frac{(X[k]X[k]^H + \frac{I_{M_T}}{M_R\sigma_k^2})^{-1} X[k]Y[k]^H}{\frac{M_R\sigma_k^2}{M_R\sigma_k^2}},$$

in which $\sigma_k^2$ and $\sigma_k^2$ are the variances of $X[k]$ and $H[k]$, respectively. As the MMSE channel estimation relies on CSIRS, $I$ transmitted CSIRS MIMO-OFDM blocks need to be stored to compute $\hat{H}_{\text{MMSE}}[k]$.

The FFT-channel filtering (also known as smooth filtering) technique has been derived to improve the performance of the channel estimation, by eliminating the effect of noise outside the maximum channel delay. Taking the IFFT of the channel estimate for each component of $\hat{H}_{\text{MMSE}}[k]$:

$$\text{IFFT} \left\{ \hat{h}_{mt,mR}[n] \right\} = \tilde{h}_{mt,mR}[n] + z_{mt,mR}[n],$$

where $n$ denotes the time index, $\hat{h}_{mt,mR}[n]$ is the estimated channel impulse response of the $(mT,mR)$ component of $\hat{H}_{\text{MMSE}}[n]$, $mT \in [1, 2, \ldots, M_T]$, and $mR \in [1, 2, \ldots, M_R]$.

Ignoring the coefficients $\hat{h}[n]$ that contain only noise, let us define the coefficients for the maximum channel delay $L$ as:

$$\tilde{h}_{mt,mR}[n] = \begin{cases} \hat{h}_{mt,mR}[n] + z_{mt,mR}[n], & \text{if } n \leq L - 1 \\ 0, & \text{if } n > L - 1. \end{cases}$$

and transform the remaining $L$ elements back to the frequency domain as follows:

$$\tilde{H}_{mt,mR}[k] = \text{FFT} \left\{ \tilde{h}_{mt,mR}[n] \right\},$$

where $\tilde{H}_{mt,mR}[k]$ is the $(mT,mR)$ component of $\tilde{H}[k]$.

Note that the maximum channel delay $L$ must be known in advance. Also note that smooth filtering method improves the performance of channel estimation. Figure 2 illustrates the MMSE estimator and smoothing filter.
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**MMSE CHANNEL ESTIMATION MODEL OF THE $k$-TH SUBCARRIER.**

IV. PROPOSED PCA-BASED CHANNEL ESTIMATION

Least squares (LS) channel estimation is widely used in OFDM systems and has low computational complexity. This method requires CSIRS to obtain the channel coefficients. The LS channel estimation is given by:

$$\hat{H}_{\text{LS}}[k] = X[k]Y[k]^H.$$ 

Since the LS channel estimation is outperformed by the MMSE channel estimation approach, here we propose a PCA-based method for improving the LS channel estimation, as shown in Fig. 3.
The PCA is a method of denoising or filtering since noise is usually orthogonal to the signal. Therefore, we could use PCA denoising instead of performing smooth filtering, obtaining a performance similar to that of the MMSE. However, the computational complexities of both approaches would be the same.

Exploring the case where the IFFT components are set to zero when \( n > L - 1 \), we place the PCA algorithm to remove the last portion of the noise in the \( n \leq L - 1 \) elements. In other words,

\[
\hat{h}_{m_T, m_R}[n] = \text{PCA}\left\{\hat{h}_{m_T, m_R}[n, i]\right\},
\]

where \( i \) is the number of stored channel realizations to perform the PCA denoising, and

\[
\hat{h}_{m_T, m_R}[k] = \text{FFT}\left\{\hat{h}_{m_T, m_R}[n]\right\},
\]

is the final LSPCA channel estimation of the \((m_T, m_R)\) component of \( \mathbf{H} \).

V. COMPUTATIONAL COMPLEXITIES

In this section, we evaluate the computational complexities of the MMSE and PCA algorithms mentioned above. Since these algorithms exhibit basic operations on complex matrices, such as multiplication, inversion and more complex transformations, such as the single-value decomposition (SVD), it is crucial to evaluate the computational costs involved in these calculations. The results can be summarized as follows:

- **Multiplications**: Considering \( \mathbf{A} \in \mathbb{C}^{M \times N} \), and \( \mathbf{B} \in \mathbb{C}^{N \times P} \), we have \( 4mp \) multiplications and \((3n - 1)mp\) additions. If we consider \( m = n = p \), we clearly end up with an \( O(n^3) \) asymptotic complexity.

- **Inversions**: A low complexity matrix inversion method for MIMO communications systems is proposed in [16]. The SDF-SGR based algorithm, for a complex square matrix \( \mathbf{A} \in \mathbb{C}^{n \times n} \), contains \( 8n^3 + 4n^2 + 3n \) multiplications and \( \frac{23}{2}n^3 - 4n^2 + \frac{1}{4}n \) additions, implying an \( O(n^3) \) asymptotic complexity.

- **SVD**: Single-value decomposition algorithm have \( O(n^3) \) asymptotic complexity for an \( n \times n \) input matrix.

From MMSE (2), we can notice that the algorithm complexity essentially lies in the computation of very expensive computational cost operations, such as matrix inversion and multiplication. Thus, the asymptotic complexity of this method is given by \( O(n^3) \). Adjusting the dimension of the \( X^T X \) to match \( n \) with \( M_T \) dimension, we have that the asymptotic complexity \( O(n^3) \) is then related to \( O(M_T^3) \).

Since the SVD input matrix is \( \hat{h}_{m_T, m_R}[n, i] \), where \( n \) is the \( n \)-th channel delay and \( i \) is the \( i \)-th buffered coefficients, i.e., constant size, the SVD complexity is negligible for asymptotic complexity. However these computations are performed for each independent SISO-channel in the MIMO-Channel \( M_T \times M_R \) channel matrix \( \mathbf{H} \). Therefore, the asymptotic complexity is given by \( O(M_T \times M_R) \), i.e., \( O(n^3) \). Thus the asymptotic complexity of this estimation method is given by the order of transmitting and receiving antennas.

Fig. 4 presents the evolution of the computational complexity of the MMSE (blue curve) and of the proposed LSPCA (red curve) as a function of the number \( N \) of antennas. As the MMSE and LSPCA computational complexities are \( O(N^3) \) and \( O(N^2) \), respectively, the MMSE computational complexity is always \( N \) times higher than for the LSPCA. Although for MIMO schemes with \( N = 8 \) antennas the MMSE could be implemented with \( 512 \) multiplications, when increasing the number of antennas to \( N = 32 \) (massive MIMO), the computational complexity explodes to \( 32,768 \) multiplications, becoming prohibitive. On the other hand, the LSPCA complexity for \( N=32 \) antennas consists of only \( 1,024 \) multiplications. This clearly shows that the proposed scheme is much better suited for massive-MIMO systems.

VI. RESULTS

In order to represent more practical scenarios, we set the simulation system with a 3GPP TS 38.211 specification [17] for 5G Physical channels and modulation. The subcarrier spacing (\( \Delta f \)) scales from \( 30 \) kHz. The number of active subcarriers is 1024, and the CSIRS sample rate (when applicable) is 1/24 with the conventional block-based CSIRS scheme [18]. We perform simulations in the extremes of doppler shift to demonstrate the robustness of the proposed approach.

As the proposed transmitter (Tx) has eight antennas, the STBC encodes the received symbol sequence in intervals of eight symbols. It means that eight 4-QAM symbols are
encoded into eight sequences composed of eight-time samples. In the Tx OFDM block, the STBC sequences are converted to the time domain for transmission, using 1,024 subcarriers. After sending 23 OFDM symbols per antenna, the OFDM block input is switched to send channel state information reference signal (CSIRS). To avoid OFDM symbol interference, a cyclic prefix of duration \( L \) corresponding to 120% of the channel delay spread is appended to each OFDM symbol. In the process of channel propagation, the transmitted symbol will suffer from multipath fading and AWGN. The channel environment will affect the correct signal reception. At the receiver, the serial OFDM symbols are transformed into parallel form in the serial to parallel (S/P) block. The channel environment will affect the correct signal reception. At the receiver, the serial OFDM symbols are transformed into parallel form in the serial to parallel (S/P) block. The CP is then removed from the parallel OFDM symbols. After removing the CP, the time-domain received OFDM symbols are transformed into the frequency domain via FFT.

The radio channel realizations are created using the “3GPP TR 38.901 report on 5G: Study on channel model for frequencies from 0.5 GHz to 100 GHz” [19]. The 3GPP channel models [19] are applicable for frequency bands in the range from 0.5 GHz to 100 GHz. From Tapped Delay Line (TDL) models in [19], TDL-B is selected from Table 7.7.2-2 for the channel model simulated in this work.

Simulation results are shown in Fig. 5 by setting channel to be quasi-static, i.e., Doppler \( f_d = 0.5 \text{ Hz} \) and Fig. 6 by setting channel to have Doppler \( f_d = 10 \text{ Hz} \) both using 20 realizations to perform channel estimation for the following estimators: LSPCA \( \lambda_{max} = 3 \) performing PCA with 3 principal components, LSPCA \( \lambda_{max} = 5 \) performing PCA with 5 principal components and MMSE. Additional curves of Theoretical BER for 8x8 diversity gain and perfect channel knowledge are plotted as reference.

For a more realistic scenario, considering a dynamic channel with a Doppler frequency of 10 Hz, Fig. 6 illustrates that the proposed algorithm presents superior performance when compared with the MMSE. For example, for a BER = 10^−4, both LSPCA with \( \lambda_{max} = 3 \) and \( \lambda_{max} = 5 \) achieved a gain of 0.4 dB when compared with the MMSE.

Fig. 7 presents simulation results for a range of Doppler frequency \( f_d \) varying from 0 Hz (static channel) to 40 Hz (dynamic channel), in steps of 5 Hz and with a fixed pilot ratio. The simulation stops at 40 Hz, since the LSPCA and MMSE channel estimation results tend to the BER upper limit of 5 × 10^−1. For \( f_d > 5 \text{ Hz} \), the proposed LSPCA presented a significantly better performance, surpassing the MMSE in almost one order of magnitude for \( f_d = 20 \text{ Hz} \). This result shows that the proposed approach is more robust to channel variations than the MMSE, which is only optimal for static channels under jointly Gaussian distributed random variables [4].

VII. CONCLUSIONS

This paper presents a PCA-based filtering approach to improve the efficiency of MIMO-OFDM channel estimation. The proposed approach outperformed the MMSE channel estimation regarding BER versus \( E_b/N_0 \) when operating with Doppler frequencies higher than 10 Hz, keeping the same pilot ratio. For Doppler frequencies lower than 10 Hz, both PCA-based and MMSE channel estimation presented similar results, but the PCA-based channel estimation was evaluated with much lower computational complexity \( O(N^3) \) for the MMSE and only \( O(N^2) \) for the LSPCA. With the computational complexity defined in terms of transmitting and receiving variables.
antennas, it is evident that the proposed work has much more potential to work with massive MIMO architectures. In future works, this method could be validated for massive MIMO and also for nonlinear PCA using neural network denoising autoencoders to encompass nonlinear channel estimation.
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