Gate controlled quantum dots in monolayer WSe$_2$
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Quantum confinement and manipulation of charge carriers are critical for achieving devices practical for quantum technologies. The interplay between electron spin and valley, as well as the possibility to address their quantum states electrically and optically, make two-dimensional (2D) transition metal dichalcogenides an emerging platform for the development of quantum devices. In this work, we fabricate devices based on heterostructures of layered 2D materials, in which we realize gate-controlled tungsten diselenide (WSe$_2$) hole quantum dots. We discuss the observed mesoscopic transport features related to the emergence of quantum dots in the WSe$_2$ device channel, and we compare them to a theoretical model.

One of the most promising solid-state platforms for implementing qubits is based on semiconductor spin qubits utilizing the spin degree of freedom of electrostatically confined electrons in semiconductors. This topic has been extensively studied in materials such as GaAs and SiGe, in which researchers have been able to create circuits from one to up to nine quantum dots, and have successfully demonstrated coherent quantum operations using the spin of the confined carrier. Despite significant progress, material specific challenges continue to hamper the development of complex quantum devices. For example, GaAs spin qubits suffer from short coherence times mainly due to hyperfine interaction with nuclear spins. SiGe devices have significantly higher qubit coherence times when using purified $^{28}$Si, which has zero nuclear spin. However, the indirect band gap in Si prevents such devices from performing coherent photon to spin conversion, necessary for long distance quantum network communication.

With the development of advanced methods for fabricating 2D materials heterostructures, devices based on atomically thin semiconducting transition metal dichalcogenides (TMDs) are emerging as a promising platform in the field of quantum information science. Semiconducting TMDs typically exhibit a direct band gap at the K-point in the Brillouin zone. Moreover, they have potential for realizing spin qubits with long coherence time due to spin-valley locking, caused by the strong spin-orbit interaction and the symmetries of their 2D lattice. These promising properties motivated recent efforts to understand charge transport through quantum dots in 2D materials. Gated structures were used to create many-electron single and double quantum dots in eight layers of molybdenum disulfide (MoS$_2$), as well as in monolayer and bilayer tungsten diselenide (WSe$_2$). In these low dimensional structures, defects and disorder affect the transport properties of real devices, where they alter the electrostatic environment experienced by the charge carriers. Effects of such a potential landscape have been seen in experiments reporting resonant transport through quantum dots that form in local minima. These experiments underscore not only the promise of the 2D materials platform for quantum devices, but also the remaining challenges in material purity, device fabrication and ultimate electrical and optical control over the charge, spin and valleys degrees of freedom of the quantum states. Here, we address some of these questions and present measurements of hole transport through an electrostatically controlled quantum dot in monolayer WSe$_2$ at a temperature of 4K.

The WSe$_2$ device was assembled using standard dry transfer method on a Si/SiO$_2$ wafer with 285 nm SiO$_2$ and degenerately doped Si. A schematic representation and an optical micrograph of a completed device
Figure 1. (a) Schematic of the monolayer WSe$_2$ device structure. Cr (2 nm) / Pt (8 nm) contacts are used to contact monolayer WSe$_2$ from the bottom. HBN encapsulates the WSe$_2$ layer, while a top gate (V$_{TG}$) and bottom control gates (V$_{CG}$) are used to control the carrier density in the WSe$_2$ layer. (b) Optical micrograph of a competed device. The inset represents a scanning electron micrograph depicting the layout of the control gates.

are shown in Figure 1. Hexagonal boron nitride (hBN) (38nm), used as an insulating dielectric, was transferred on top of pre-patterned local control gates (Ti (5 nm) / Au (5 nm)), followed by patterned bottom electrical contacts (Cr (2 nm) / Pt (8 nm)) using e-beam lithography. To minimize the contact resistance, we mechanically removed the polymer residues using an atomic force microscope tip in contact mode. Following this key step, we used dry transfer techniques to position a WSe$_2$ monolayer encapsulated by a hBN flake (≈ 30 nm) onto the mechanically cleaned bottom contacts. In a final lithographic step, we deposited a top gate (Ti (5 nm) / Pd (20 nm) / Au (100 nm)), which covered the entire WSe$_2$ flake. This gate was used to modify the charge carrier density in the WSe$_2$ and to achieve a regime of ohmic contact.

Experimental characterisation of this device was initially performed by applying a small DC voltage to the source contact and monitoring the drain current, while sweeping a DC voltage on the top gate (Figure 2a). The increase in current for negative top gate voltages indicates the successful population of holes in the channel, consistent with the doping levels found in previous experiments. The increase in current for negative top gate voltages indicates the successful population of holes in the channel, consistent with the doping levels found in previous experiments. Furthermore, as the temperature is lowered from room temperature to 4K, a larger negative voltage on the top gate is necessary to activate the conducting channel, as the microscopic crystal defects decrease the device mobility especially at low temperatures. The remaining measurements shown in this letter are performed at 4K. Figure 2b shows current-voltage characteristics obtained at different values of top gate voltage, as indicated. We note that in our device ohmic contacts are achieved when the top gate is tuned below -5 V, as evidenced by the linear behaviour of the $I_{SD} - V_{SD}$ curves. A total resistance of 47 kΩ is observed at a top gate voltage of $V_{TG} = -8$ V.

Next, we investigated the influence of the local control gates on the transport proprieties of the device, by applying identical voltages to pairs of control gates (upper (U) and lower (L)), while keeping the remaining control gates grounded. Figure 2c shows the conductivity $G_{SD}$ across the WSe$_2$ channel as a function of top gate voltage $V_{TG}$ and the voltage applied to both control gates in the pair $G_{2U}$ and $G_{2L}$ simultaneously, $V_{G2}$. We distinguish three regimes. When the channel is activated by the top gate and the control gate voltages are below a certain threshold, the channel is open (conductive), and a finite current is measured. As we increase the local control gate voltage $V_{G2}$, the channel crosses over to a resonant tunneling regime and is eventually completely pinched-off with sufficiently large control gate voltages. For clarity, Figure 2d shows a line trace along the range of voltages indicated by the dashed line in Figure 2c, taken at a top gate voltage $V_{TG} = -7$ V. The presence of resonant transport peaks in the tunneling regime suggest the presence of quantum dots in the device.

We can further explore the characteristics of the quantum dots in the channel by varying the voltages on the local control gates. Figure 3a shows the changes in the source-drain current $I_{SD}$, when we vary the voltages on $G_{2U}$ and $G_{2L}$, at a fixed top gate voltage $V_{TG} = -5.5$ V. In this charge stability diagram, we identify horizontal lines and vertical lines, corresponding to different transport resonances through quantum dots. Vertical lines indicate that the quantum dot is capacitively coupled only to gate $G_{2U}$ and, therefore, that its location is under the gate $G_{2U}$ or very close to it. Similarly, horizontal peaks are entirely controlled by gate $G_{2L}$. We can also identify quantum dots formed in between gates as depicted by the $G_{3L} - G_{3U}$ stability diagram in Figure 3b, where in addition to having horizontal and vertical lines, we find
diagonal lines with various slopes, indicating the presence of quantum dots forming at various locations between the two gates. In this situation, we observe avoided crossings as the one highlighted by the red curves in Figure 3b, suggesting capacitive coupling between such quantum dots. The results presented in both Figure 3a and Figure 3b imply that the potential landscape of the WSe$_2$ varies across the sample, creating local quantum dots that are identified by transport resonances near depletion. The control gates can therefore be used to study individual quantum dots.

We explore the properties of the quantum dot associated with the vertical lines in Figure 3a, by sweeping the bias voltage $V_{SD}$ for different values of $G_{2L}$ and $G_{2U}$ as indicated by the dashed line, while the top gate voltage is kept constant $V_{TG} = -5.5$ V. The variation of the source-drain current $I_{SD}$ while the bias and control gate voltages are varied, is shown in Figure 3c. We note the presence of diamond-shaped features (Coulomb diamonds) characteristic of quantum dot behaviour, where regions with zero source-drain current represent a regime of Coulomb blockaded transport. From the plot of Figure 3c we can estimate the size and charging energy of the quantum dot. From the height of the first Coulomb diamond, the charging energy $U \sim 3.4$ meV, value consistent with previous reports in gated QD structures in WSe$_2$.

Figure 3d shows a line cut through the map of Figure 3c, taken at a source-drain voltage $V_{SD} = 154$ $\mu$V. The energy separation between the peaks is $\Delta V_G \approx 65$ mV. We can estimate the size of the quantum dot by approximating the quantum dot and the control gate as a parallel plate capacitor. Using $\epsilon_{hBN} = 4$ as hBN’s relative permittivity and its thickness $t_{hBN} = 38$ nm, the gate capacitance is approximated to be $C_G = \epsilon_0\epsilon_{hBN}\pi d^2/4t_{hBN}$, where $d$ is the quantum dot diameter. The gate capacitance can also be expressed as $C_G = \epsilon^2/\Delta V_G$. From these two equations, we estimate the quantum dot diameter to be $d \approx 58$ nm.

To understand the nature of electronic states available for holes that are confined in a WSe$_2$ quantum dot as well as the interplay of valley, spin and orbital degrees of freedom, we performed tight binding and ab-initio calculations (using ABINIT) of valence holes in single layer WSe$_2$ and confined to a gated quantum dot. A single layer of WSe$_2$ consists of two triangular sublattices: sublattice A, having d orbitals from W atoms and, sublattice B, consisting of a pair of Se atoms, with p-orbitals below and above the metal layer. A WSe$_2$ monolayer with such a hexagonal lattice is a direct gap semiconductor with energy minima at the two nonequivalent valleys in the Brillouin zone. Figure 4a shows the calculated energy spectrum of holes in a single layer of WSe$_2$ around the two non-equivalent valleys, $+K$ and $-K$, where strong spin-
orbit interaction leads to splitting of hole spin up and spin down states by 470 meV. This implies that the spin degree of freedom of the hole ground states is locked to the valley index with spin up locked to $+K$ and spin down locked to $-K$. In addition, the hole wavefunction changes its orbital character, at $+K$ valley it is built of $m = +2$ W d-orbital, while at $-K$ valley it is built of $m = -2$ W d-orbital. The energy bands reflect the massive Dirac fermion description of the energy bands in WSe$_2$, where close to the top of the upper valence band the dispersion is approximately parabolic with effective mass $m^* = 0.28$, but it quickly becomes linear.

We consider hole states localised in a WSe$_2$ quantum dot, similar to those leading to the observed Coulomb blockade spectrum in our device. Figure 4b represents an idealized Gaussian potential profile generated by an external gate with $V_0 = 100$ meV and diameter of 60 nm, assumed to confine hole states in a WSe$_2$ layer. The calculated spectrum for this quantum dot is shown in Figure 4c, where the zero energy is at the top of the valence band and the confining potential leads to discrete quantum dot levels in the energy gap of the WSe$_2$ layer. As a result of confinement, we find several energy shells, separated by energy $\omega_0 = 5$ meV. The lowest hole energy s-shell is doubly degenerate, corresponding to $(+K, \uparrow, m = +2)$ and $( -K, \downarrow, m = -2)$ states. The next energy p-shell is almost fourfold degenerate, followed by a six fold degenerate d-shell. The predicted hole energy spectrum is similar to the energy spectrum of carriers confined to semiconductor parabolic quantum dots, except for lifting the degeneracy of hole shells by topological magnetic moments inherent to massive Dirac fermions. To estimate the charging energy $U$ needed to add a hole to the lowest state, we consider a parabolic quantum dot, so that $U = R_y \sqrt{\pi} \sqrt{\omega_0 / R_y}$, where $R_y$ is an effective Rydberg, given by $R_y = R_y^* \times m^*/(\epsilon^2)$, where $m^*$ is the effective mass and $\epsilon$ the effective dielectric constant. For typical parameters $\epsilon = 10$ and $m^* = 0.28$ characteristic of holes in WSe$_2$, the resulting charging energy is found to be $U = 20$ meV. We note that the discrepancy between this simple model and the measured experimental results are likely due to the presence of random electrostatic potential below the semiconducting channel or the gate, as schematically illustrated in Figure 4d. This suggests that...
to fully take advantage of the unique properties of quantum confined states in 2D semiconductors, more effort is needed to optimize the materials homogeneity and purity, as well as to improve electrical contacts.

In summary, we demonstrated electrical control of WSe$_2$ hole quantum dots in gated devices based on 2D heterostructures. Electrical transport measurements revealed a Coulomb blockade regime, from which we estimated the charging energy and size of the formed quantum dots. Additionally, charge stability diagrams using control gates indicate that the quantum dots are likely generated by the inherent electrostatic fluctuations of the device and that they can be coupled. Our theoretical calculations reveal that the ground state of holes in such a quantum dot is not fourfold degenerate as expected due to the spin and valley degrees of freedom, but doubly degenerate due to valley-spin locking. These results shed light on mesoscopic transport features in 2D semiconducting quantum dot devices, paving the way for the development of quantum devices based on electrostatically confined WSe$_2$ quantum dots.
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