Abstract

We present the expressions for the monodromy matrix elements of the six-vertex model in the F-basis for arbitrary Boltzmann weights. The results rely solely on the property of unitarity and Yang-Baxter relations, avoiding any specific parameterization of the weights. This allows us to write complete algebraic expressions for the inner products and the underlying domain wall partition functions in the case of arbitrary rapidities. We then apply our results for the trigonometric six-vertex model in the presence of inhomogeneous electric fields and obtain a determinant formula for the respective on-shell scalar products.
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1 Introduction

The quantum inverse scattering method is a powerful tool used to solve integrable two-dimensional models from a unified algebraic perspective \cite{1,2}. One fundamental object in this approach is a set of quadratic relations called the Yang-Baxter algebra which can be written as follows,

\[ R_{ab}(\mu, \nu)\mathcal{T}_{a,1...L}(\mu)\mathcal{T}_{b,1...L}(\nu) = \mathcal{T}_{b,1...L}(\nu)\mathcal{T}_{a,1...L}(\mu)R_{ab}(\mu, \nu), \]

where \(\mu, \nu\) are complex parameters and \(L\) is an integer related to the two-dimensional volume \(L \times L\).

The monodromy operator \(\mathcal{T}_{a,1...L}(\mu)\) is usually viewed as a matrix on a given auxiliary space \(\mathcal{A}_a\) and its elements act on the standard Hilbert space, \(V_1 \otimes \cdots \otimes V_L\), of a quantum chain system. The respective degrees of freedom per site are then encoded in the space \(V_i\). The \(R\)-matrix \(R_{ab}(\mu, \nu)\) acts on the auxiliary tensor product space \(\mathcal{A}_a \otimes \mathcal{A}_b\), and is required to satisfy the famous Yang-Baxter relation \cite{3},

\[ R_{12}(\lambda_1, \lambda_2)R_{13}(\lambda_1, \lambda_3)R_{23}(\lambda_2, \lambda_3) = R_{23}(\lambda_2, \lambda_3)R_{13}(\lambda_1, \lambda_3)R_{12}(\lambda_1, \lambda_2), \]

for the complex parameters \(\lambda_i\).

The trace of the monodromy matrix on the auxiliary space becomes the generator of the commuting integrals of motion. This is seen by taking the trace of Eq. (1) on the tensor space \(\mathcal{A}_a \otimes \mathcal{A}_b\) under the requirement that the \(R\)-matrix is invertible. This latter property is assured for instance, when the \(R\)-matrix satisfies the so-called unitarity relation,

\[ R_{12}(\lambda_1, \lambda_2)R_{21}(\lambda_2, \lambda_1) = \mathcal{I}_1 \otimes \mathcal{I}_2, \]

where \(\mathcal{I}_a\) denotes the identity matrix in \(\mathcal{A}_a\).

The spectrum of the integrals of motion can then be formulated in terms of the action of some off-diagonal monodromy matrix elements, named creation operators, on a suitable reference state. The necessary commutation rules required to uncover the spectrum can be obtained from Eq. (1).

Possessing the eigenstates, one can in principle compute their scalar product within this algebraic framework. This aforementioned problem has additional complications however as it involves
the combinatorial analysis of commuting an arbitrary number of creation operators \[4, 5\]. It was in this context that the concept of partition functions with domain wall boundary conditions was introduced in \[4\], and further elaborated in \[6, 7\].

It has been argued that the combinatorial complexity surrounding the scalar product has been circumvented with the introduction of a new basis for the monodromy matrix elements, commonly referred to as the \(F\)-basis \[8\]. Its origin goes back to the notion of Drinfel’d twists associated with the \(R\)-matrix of the symmetrical six-vertex model \[9\]. By means of a similarity transformation the elements of the monodromy matrix can be written in a symmetrical form with respect to an arbitrary permutation of the indices \(1 \ldots L\). This achievement helps to simplify the combinatorial problem regarding the computation of scalar products of Bethe states of the symmetrical six-vertex model - and is also important in the formulation of correlation functions of local spin operators, see \[10\] for a review. We remark that the explicit construction of the \(F\)-basis has also been undertaken for other solvable vertex models. Examples include higher spin and elliptic extensions of the six-vertex model \[11, 12\], as well as systems solved by the nested Bethe ansatz \[13, 15\]. We note that the Boltzmann weights in all the aforementioned works contain explicit parameterizations to build up the corresponding \(F\)-basis.

However, it is reasonable to think that the \(F\)-basis formulation should be independent of the \(R\)-matrix parameterization and rely solely on the basic algebraic relations \(1-3\). This approach has been shown to work at least in the context of the construction of the Bethe eigenvectors of \(U(1)\) invariant \(N\)-state vertex models \[16\]. As far as the theory of integrable models is concerned it seems important to extend this strategy to tackle the scalar product of the respective algebraic eigenvector given its fundamental role in calculating correlation functions, see for instance \[17-20\] and references therein.

The main purpose of this paper is to consider this problem for the simplest vertex system satisfying the ice-rule: the fully asymmetric six-vertex model. We shall detail how the \(F\)-basis of an arbitrary six-vertex model can indeed be constructed relying solely on the algebraic relations \(1-3\). Interestingly enough, exactly half of the commutation rules that come from Eq. \(1\) are needed to demonstrate the main results for the simplified monodromy matrix elements. This
highlights the expectation that the algebra (1) contains all the base ingredients necessary for the exact solution of a given integrable model.

We organize this paper as follows. In section 2 we introduce the six vertex model with arbitrary Boltzmann weights and give the core algebraic relations (1-3) that are integral to this work. In 3 we define the $F$-basis and detail exactly how one needs to adapt past results in order to obtain a complete definition of the factorizing $F$-matrix for the arbitrary six-vertex model. In 4 we provide explicit expressions for the elements of the monodromy matrix transformed through the $F$-basis and present a complete algebraic proof based on relations (1-3) using arbitrary Boltzmann weights. In 5 and 6 we apply the $F$-basis and obtain complete algebraic expressions for the scalar product and domain wall partition functions of the arbitrary six-vertex model. In 7 we apply the results of this paper and consider an explicit asymmetric parameterization of the six-vertex model [3,21], obtaining determinant forms for the domain wall partition functions and the scalar product. In 8 we offer some concluding remarks and in the appendices we summarize a number of technical details omitted in the main text.

2 The arbitrary six-vertex model

In this section we recall the definitions of the $R$-matrix of the asymmetric six-vertex model. We summarize the relations which arise from Eqs. (1-3) that will be used in the computations of this work. We also give necessary details on the concept of permuting $R$-matrices and required results on the symmetric group $S_L$.

2.1 The asymmetric R-matrix, unitarity and Yang-Baxter equations

The $R$-matrix of the asymmetric six-vertex model has in general six distinct entries associated to the statistical configurations of a two state vertex model satisfying the ice-rule [3]. Because of the unitarity relation [3] it is possible to normalize the $R$-matrix by one of its weights. We shall
represent the corresponding $R$-matrix by,

$$
R_{12}(\lambda_1, \lambda_2) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & b_+(\lambda_1, \lambda_2) & c_+(\lambda_1, \lambda_2) & 0 \\
0 & c_-(\lambda_1, \lambda_2) & b_-(\lambda_1, \lambda_2) & 0 \\
0 & 0 & 0 & a_-(\lambda_1, \lambda_2)
\end{pmatrix}.
$$

Here we recall that the complex numbers $\lambda_i$ denote the set of spectral parameters necessary to parameterize the Boltzmann weights. It turns out that the unitarity condition (3) generates the following set of relations amongst the Boltzmann weights:

\begin{align*}
    b_-(\lambda_1, \lambda_2)b_+(\lambda_2, \lambda_1) + c_-(\lambda_1, \lambda_2)c_-(\lambda_2, \lambda_1) &= 1 \\
    b_-(\lambda_1, \lambda_2)b_+(\lambda_2, \lambda_1) + c_+(\lambda_1, \lambda_2)c_+(\lambda_2, \lambda_1) &= 1 \\
    c_+(\lambda_1, \lambda_2)b_-(\lambda_2, \lambda_1) + b_-(\lambda_1, \lambda_2)c_-\lambda_2, \lambda_1) &= 0 \\
    c_-(\lambda_1, \lambda_2)b_+(\lambda_2, \lambda_1) + b_+(\lambda_1, \lambda_2)c_+(\lambda_2, \lambda_1) &= 0 \\
    a_-(\lambda_1, \lambda_2)a_-(\lambda_2, \lambda_1) &= 1.
\end{align*}

In addition to unitarity the $R$-matrix also satisfies the Yang-Baxter equation (2), leading to the weights obeying thirteen separate relations. We explicitly list the following eight as we rely solely on these in this work:

\begin{align*}
    c_+(\lambda_1, \lambda_2)b_-\lambda_2, \lambda_3) + b_-\lambda_1, \lambda_2)c_+(\lambda_1, \lambda_3)c_-(\lambda_2, \lambda_3) &= 0 \\
    c_+(\lambda_1, \lambda_2)b_-\lambda_2, \lambda_3) \\
    c_-(\lambda_1, \lambda_2)b_-\lambda_2, \lambda_3) + b_-\lambda_1, \lambda_2)c_+(\lambda_1, \lambda_3)c_+(\lambda_2, \lambda_3) &= 0 \\
    c_-(\lambda_1, \lambda_2)b_-\lambda_2, \lambda_3) \\
    b_+(\lambda_1, \lambda_2)c_-\lambda_2, \lambda_3) + c_+(\lambda_1, \lambda_2)c_-(\lambda_1, \lambda_3)b_+(\lambda_2, \lambda_3) &= 0 \\
    b_+(\lambda_1, \lambda_2)c_-\lambda_2, \lambda_3) \\
    b_+(\lambda_1, \lambda_2)c_+(\lambda_1, \lambda_3)b_-\lambda_2, \lambda_3) + c_+(\lambda_1, \lambda_2)a_-\lambda_1, \lambda_3)c_+(\lambda_2, \lambda_3) &= 0 \\
    a_-(\lambda_1, \lambda_2)c_+(\lambda_1, \lambda_3)a_-(\lambda_2, \lambda_3)
\end{align*}
\[ b_+ (\lambda_1, \lambda_2) c_- (\lambda_1, \lambda_3) b_- (\lambda_2, \lambda_3) + c_- (\lambda_1, \lambda_2) a_- (\lambda_1, \lambda_3) c_- (\lambda_2, \lambda_3) = \]

\[ a_- (\lambda_1, \lambda_2) c_- (\lambda_1, \lambda_3) a_- (\lambda_2, \lambda_3) \]  

\[ b_- (\lambda_1, \lambda_2) a_- (\lambda_1, \lambda_3) c_- (\lambda_2, \lambda_3) + c_+ (\lambda_1, \lambda_2) c_- (\lambda_1, \lambda_3) b_- (\lambda_2, \lambda_3) = \]

\[ a_- (\lambda_1, \lambda_2) b_- (\lambda_1, \lambda_3) c_- (\lambda_2, \lambda_3) \]  

\[ c_- (\lambda_1, \lambda_2) c_+ (\lambda_1, \lambda_3) c_- (\lambda_2, \lambda_3) = \]

\[ c_+ (\lambda_1, \lambda_2) c_- (\lambda_1, \lambda_3) c_+ (\lambda_2, \lambda_3) \]  

\[ b_+ (\lambda_1, \lambda_2) c_+ (\lambda_1, \lambda_3) c_- (\lambda_2, \lambda_3) + c_+ (\lambda_1, \lambda_2) a_- (\lambda_1, \lambda_3) b_+ (\lambda_2, \lambda_3) = \]

\[ c_+ (\lambda_1, \lambda_2) b_+ (\lambda_1, \lambda_3) a_- (\lambda_2, \lambda_3). \]  

### 2.1.1 The co-cycle relation for R-matrices

Throughout the remainder of this work we use the following left-handed notation,

\[ R_{1,2...L}(\lambda_1 | \lambda_2, \ldots, \lambda_L) = R_{1L}(\lambda_1, \lambda_L) R_{1(L-1)}(\lambda_1, \lambda_{L-1}) \ldots R_{12}(\lambda_1, \lambda_2), \]

and right-handed notation,

\[ R_{1...(L-1),L}(\lambda_1, \ldots, \lambda_{L-1} | \lambda_L) = R_{1L}(\lambda_1, \lambda_L) R_{2L}(\lambda_2, \lambda_L) \ldots R_{(L-1)L}(\lambda_{L-1}, \lambda_L), \]

for the ordered product of R-matrices. Using the above notation the R-matrices satisfy the following global unitarity condition,

\[ R_{1,2...L}(\lambda_1 | \lambda_2, \ldots, \lambda_L) R_{2...L,1}(\lambda_2, \ldots, \lambda_L | \lambda_1) = I_{1...L}, \]  

\[ R_{1,2...(L-1)}(\lambda_1 | \lambda_2, \ldots, \lambda_{L-1}) R_{1...(L-1),L}(\lambda_1, \ldots, \lambda_{L-1} | \lambda_L) \]

\[ = R_{2...(L-1),L}(\lambda_2, \ldots, \lambda_{L-1} | \lambda_L) R_{1,2...L}(\lambda_1 | \lambda_2, \ldots, \lambda_L). \]

Both Eqs. (17) and (18) can be verified using induction.
2.2 The monodromy matrix

2.2.1 Rapidities and inhomogeneities - notational conventions

Through the remainder of this work we shall label the rapidities by \( \{\mu, \nu\} \), and we denote the corresponding inhomogeneities by \( \{\xi_1, \ldots, \xi_L\} \). To this point in the paper we have used indices on operators to indicate what vector spaces the operators act on. In addition we will now use the following notational conventions:

- To indicate that an operator acts on the auxiliary spaces \( A_a \) or \( A_b \), we shall always use the Latin based indices \( a \) or \( b \). Furthermore, associated with auxiliary space \( A_a \) is the rapidity \( \mu \), and associated with auxiliary space \( A_b \) is the rapidity \( \nu \).

- To indicate that an operator acts on the vector space \( V_\alpha \), \( \alpha \in \{1, \ldots, L\} \), we shall use the Greek based index \( \alpha \), or the actual numbers \( \{1, \ldots, L\} \). Furthermore, associated with vector space \( V_\alpha \) is the inhomogeneity \( \xi_\alpha \).

Hence under the above conventions we have the following examples of notational equivalences that we rely on heavily throughout the remainder of this work:

\[
X_{a,1\ldots L}(\mu) \equiv X_{a,1\ldots L}(\mu|\xi_1, \ldots, \xi_L)
\]
\[
Y_{b,\sigma(1\ldots L)}(\nu) \equiv Y_{b,\sigma(1\ldots L)}(\nu|\xi_{\sigma(1)}, \ldots, \xi_{\sigma(L)})
\]
\[
Z_{1,2\ldots L} \equiv Z_{1,2\ldots L}(\xi_1|\xi_2, \ldots, \xi_L)
\]

where \( \sigma \in S_L \), \( X_{a,1\ldots L} \in \text{End}(A_a \otimes V_1 \otimes \cdots \otimes V_L) \), \( Y_{b,\sigma(1\ldots L)} \in \text{End}(A_b \otimes V_{\sigma(1)} \otimes \cdots \otimes V_{\sigma(L)}) \) and \( Z_{1,2\ldots L} \in \text{End}(V_1 \otimes \cdots \otimes V_L) \).

2.2.2 The local \( \mathcal{L} \)-matrix and global \( T \)-matrix

We now define the local \( \mathcal{L} \)-matrix as,

\[
\mathcal{L}_{aa}(\mu) = R_{aa}(\mu).
\]

The global monodromy matrix,

\[
\mathcal{T}_{a,1\ldots L}(\mu) \in \text{End}(A_a \otimes V_1 \otimes \cdots \otimes V_L),
\]
is constructed from the following ordered product of $L$-matrices,
\[
\mathcal{T}_{a,1\ldots L}(\mu) = \mathcal{L}_{aL}(\mu)\mathcal{L}_{a(L-1)}(\mu)\cdots \mathcal{L}_a(\mu) = \begin{pmatrix} A_{1\ldots L}(\mu) & B_{1\ldots L}(\mu) \\ C_{1\ldots L}(\mu) & D_{1\ldots L}(\mu) \end{pmatrix}_a.
\]

The operators,
\[
\{A_{1\ldots L}(\mu), B_{1\ldots L}(\mu), C_{1\ldots L}(\mu), D_{1\ldots L}(\mu)\} \in \text{End}(V_1 \otimes \cdots \otimes V_L),
\]
are referred to as the entries of the monodromy matrix. We give the following necessary result for the operators.

**Proposition 1.** The operators $A_{1\ldots L}(\mu)$ and $C_{1\ldots L}(\mu)$ are upper triangular and the operators $B_{1\ldots L}(\mu)$ and $D_{1\ldots L}(\mu)$ are lower triangular. Moreover, the diagonal entries of $B_{1\ldots L}(\mu)$ and $C_{1\ldots L}(\mu)$ are entirely zero, and the diagonal entries of $D_{1\ldots L}(\mu)$ are given by,
\[
\text{diag}\{D_{1\ldots L}(\mu)\} = \otimes_{i=1}^L \begin{pmatrix} b_{-(\mu, \xi_i)} & 0 \\ 0 & a_{-(\mu, \xi_i)} \end{pmatrix}_i.
\]

Additionally, the entries of the final row of $D_{1\ldots L}(\mu)$ are given by,
\[
(D_{1\ldots L}(\mu))_{(2^L)j} = \begin{cases} 0 & \text{for } j \in \{1, \ldots, 2^L - 1\} \\ \prod_{i=1}^L a_{-(\mu, \xi_i)} & \end{cases}
\]

The verification of the above result can be obtained by induction through decomposing the monodromy matrix in the following way,
\[
\mathcal{T}_{a,1\ldots L}(\mu) = R_{aL}(\mu)R_{a,1\ldots (L-1)}(\mu).
\]

We offer the complete proof in appendix A.

### 2.3 The Yang-Baxter algebra

From the Yang-Baxter equation (2) one can show that the monodromy matrix satisfies the *global intertwining relation* given by Eq. (1). Expanding Eq. (1) as a $4 \times 4$ matrix equation
in the auxiliary vector space $\mathcal{A}_a \otimes \mathcal{A}_b$, we obtain sixteen algebraic equations for the operators $A_{1\ldots L}, B_{1\ldots L}, C_{1\ldots L}$ and $D_{1\ldots L}$. We list the eight relevant equations for this work below:

\begin{align}
A(\mu)D(\nu) - A(\nu)D(\mu) &= \frac{b_+}{c_-} (\mu, \nu) B(\nu) C(\mu) - \frac{b_-}{c_-} (\mu, \nu) C(\mu) B(\nu) \quad (19) \\
A(\mu)C(\nu) &= \frac{1}{b_+} (\mu, \nu) C(\nu) A(\mu) - \frac{c_+}{b_+} (\mu, \nu) C(\mu) A(\nu) \quad (20) \\
D(\nu)A(\mu) - A(\mu)D(\nu) &= \frac{c_+}{b_+} (\mu, \nu) C(\mu) B(\nu) - \frac{c_-}{b_+} (\mu, \nu) C(\nu) B(\mu) \quad (21) \\
D(\mu)A(\nu) - D(\nu)A(\mu) &= \frac{b_+}{c_+} (\mu, \nu) C(\nu) B(\mu) - \frac{b_-}{c_+} (\mu, \nu) B(\mu) C(\nu) \quad (22) \\
C(\nu)C(\mu) &= a_-(\mu, \nu) C(\mu) C(\nu) \quad (23) \\
D(\nu)C(\mu) &= a_-(\mu, \nu) C(\mu) D(\nu) - \frac{c_-}{b_+} (\mu, \nu) C(\nu) D(\mu) \quad (24) \\
C(\nu)D(\mu) &= a_-(\mu, \nu) D(\mu) C(\nu) - \frac{c_+}{b_-} (\mu, \nu) D(\nu) C(\mu) \quad (25) \\
D(\mu)D(\nu) - D(\nu)D(\mu) &= 0. \quad (26)
\end{align}

### 2.4 The permuted R-matrix

The concept of permuting the $R$-matrix is integral in defining the $F$-basis for this model. As such, we shall spend some time giving necessary definitions and results. For self-consistency we also give the necessary results regarding the symmetric group $S_L$ in Appendix B.

For any given $\sigma \in S_L$ the permuted $R$-matrix,

$$R^{[\sigma]}_{1\ldots L} \in \text{End}(V_1 \otimes \cdots \otimes V_L),$$

is defined through the following product of auxiliary operators,

$$R^{[\sigma]}_{1\ldots L} = P^{(\sigma^{-1})}_{1\ldots L} \hat{R}^{[\sigma]}_{1\ldots L}. \quad (27)$$

Decomposing $\sigma$ in terms of adjacent permutations,

$$\sigma = \sigma_{\alpha p(\alpha p+1)} \cdots \sigma_{\alpha 2(\alpha 2+1)} \sigma_{\alpha 1(\alpha 1+1)},$$

the auxiliary operators $P^{(\sigma^{-1})}_{1\ldots L}$ and $\hat{R}^{[\sigma]}_{1\ldots L}$ decompose the following way,

$$P^{(\sigma^{-1})}_{1\ldots L} = P^{(\sigma_{\alpha 1(\alpha 1+1)})}_{1\ldots L} P^{(\sigma_{\alpha 2(\alpha 2+1)})}_{1\ldots L} \cdots P^{(\sigma_{\alpha p(\alpha p+1)})}_{1\ldots L}$$

and

$$\hat{R}^{[\sigma]}_{1\ldots L} = \hat{R}^{(\sigma_{\alpha p(\alpha p+1)})}_{1\ldots L} \cdots \hat{R}^{(\sigma_{\alpha 2(\alpha 2+1)})}_{1\ldots L} \hat{R}^{(\sigma_{\alpha 1(\alpha 1+1)})}_{1\ldots L}, \quad (28)$$
where,
\[
P^{\{\sigma_{\alpha(\alpha+1)}\}}_{1...L} = P_{\alpha(\alpha+1)}
\]
\[
\hat{R}^{\{\sigma_{\alpha(\alpha+1)}\}}_{1...L} = P_{\alpha(\alpha+1)}R_{\alpha(\alpha+1)}.
\]
(29)

Given a general operator \(X_{1...L} \in \text{End}(V_1 \otimes \cdots \otimes V_L)\) and the auxiliary operator \(P^{\{\sigma\}}_{1...L}\), we have the following useful relation,
\[
X_{\sigma(1...L)} = P^{\{\sigma^{-1}\}}_{1...L} X_{1...L} P^{\{\sigma\}}_{1...L}.
\]
(30)

We also give the following necessary result.

2.4.1 A necessary result - representations of the symmetric group

**Proposition 2.** The auxiliary operators \(P^{\{\sigma\}}_{1...L}\) and \(\hat{R}^{\{\sigma\}}_{1...L}\) provide valid representations for the symmetric group \(S_L\).

**Proof.** We recall that the symmetric group \(S_L\) can be generated through the set of \((L - 1)\) adjacent permutations,
\[
\{\sigma_{12}, \sigma_{23}, \ldots, \sigma_{(L-1)L}\}.
\]
We note that each expression for \(P^{\{\sigma_{\alpha(\alpha+1)}\}}_{1...L}\) and \(\hat{R}^{\{\sigma_{\alpha(\alpha+1)}\}}_{1...L}\) is unique for each \(\alpha \in \{1, \ldots, (L-1)\}\). Hence, to show that \(P^{\{\sigma\}}_{1...L}\) and \(\hat{R}^{\{\sigma\}}_{1...L}\) provide valid representations for the symmetric group \(S_L\), one is required to show that they obey Eqs. (139-141). This can be achieved using elementary matrix multiplication, unitarity (3) and Yang-Baxter (2). \(\Box\)

We detailed this result because its application is crucial in the construction of the \(F\)-basis.

2.4.2 Important example - the cyclic permutation

The permuted \(R\)-operator for \(\sigma_c\), given explicitly by Eq. (142), has the following form:
\[
R^{\{\sigma_c\}}_{1...L} = P^{\{\sigma_c^{-1}\}}_{1...L} \hat{R}^{\{\sigma_c\}}_{1...L} = P^{\{\sigma_{12}\}}_{1...L} \cdots P^{\{\sigma_{(L-1)L}\}}_{1...L} \hat{R}^{\{\sigma_{(L-1)L}\}}_{1...L} \cdots \hat{R}^{\{\sigma_{12}\}}_{1...L} = R_{1,2...L}.
\]
(31)

\(^1\)Refer to Appendix (B) for more details.
3 The F-basis

We now provide a detailed analysis of the factorizing F-matrix associated with the arbitrary six-vertex model.

3.1 The factorizing F-matrix - definition

We begin by imposing the three following standard properties on the matrix $F_{1...L}$ first offered in [8]:

- $F_{1...L}$ is lower triangular.
- $F_{1...L}^{-1}$ exists.
- $F_{1...L}$ obeys the following factorization property for all $\sigma \in S_L$,

$$F_{\sigma(1...L)}R_{1...L}^{(\sigma)} = F_{1...L}. \quad (32)$$

3.2 The $L = 2$ example

As a relevant example, let us consider the case $L = 2$. For this case, the only non-trivial permutation is the adjacent permutation $\sigma_{12}$. Hence Eq. (32) explicitly becomes,

$$F_{21}R_{12} = F_{12}.$$

Relying on the unitarity of the $R$-matrix (3) we find that the solution to $F_{12}$ is given by,

$$F_{12} = \mathcal{N}_{12} \left( e_{1}^{(11)} + e_{1}^{(22)} R_{12} \right) \quad (33)$$

$$= \mathcal{N}_{21} \left( e_{2}^{(11)} R_{12} + e_{2}^{(22)} \right). \quad (34)$$
where we use the notation $e_{\alpha}^{(ij)} \in \text{End}(V_{\alpha})$ for the $2 \times 2$ matrix with $1$ in entry $(i,j)$ and zero in all other entries. Additionally, $N_{12}$ is the following diagonal matrix,

$$
N_{12} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & \frac{1}{\sqrt{a-(\xi_1, \xi_2)}}
\end{pmatrix}.
$$

(35)

The solution to $F_{12}$ in Eq. (33) can be decomposed into two distinct parts - the diagonal matrix $N_{12}$, and the remainder which we shall label,

$$
F_{12} = e_{1}^{(11)} + e_{1}^{(22)} R_{12}.
$$

We note that the form of $F_{12}$ coincides exactly with the solution originally provided in [8].

### 3.3 An ansatz for general $L$

Taking inspiration from Eq. (33), we provide the following ansatz for the form of $F_{1...L}$,

$$
F_{1...L} = N_{1...L} F_{1...L},
$$

(36)

where the definition of $N_{1...L}$ is provided by the product of partial $N$-matrices,

$$
N_{1...L} = N_{2...L} N_{1,2...L} = N_{(L-1)L} N_{L-2,(L-1)L} \cdots N_{1,2...L},
$$

(37)

such that the partial $N$-matrices $N_{i,(i+1)...L}$ are given by,

$$
N_{i,(i+1)...L} = N_{iL} N_{i(L-1)} \cdots N_{i(i+1)}.
$$

(38)

As with the $L = 2$ case, the terms $F_{1...L}$ coincide with the form of the solution given in [8]:

$$
F_{1...L} = F_{2...L} F_{1,2...L} = F_{(L-1)L} F_{(L-2),(L-1)L} \cdots F_{1,2...L},
$$

(39)
where we use the following left-handed notation for the partial $F$-matrices,

$$
F_{i,(i+1)\ldots L} = e_i^{(11)} + e_i^{(22)} R_{i,(i+1)\ldots L} \\
= \begin{pmatrix}
I_{(i+1)\ldots L} & 0 \\
C_{(i+1)\ldots L}(\xi_i)^{\text{\textit{R}}_i} & D_{(i+1)\ldots L}(\xi_i)^{\text{\textit{R}}_i}
\end{pmatrix}
$$

(40)

Hence $F_{1\ldots L}$ is expressed as a product of partial left-handed matrices ($F_{1\ldots L}$) multiplied by a diagonal matrix ($N_{1\ldots L}$). We can immediately notice that such a form is lower triangular (due to $D_{i+1\ldots L}(\xi_i)$ being lower triangular), and since each diagonal entry is non zero, $F_{1\ldots L}^{-1}$ is assured to exist. We are left with the task of verifying the factorization condition (32).

### 3.3.1 Recasting the factorization condition - the twisted $R$-matrix

In order to show the validity of the factorization condition (32) for all $\sigma \in S_L$ we proceed by first taking advantage of the decomposition of $F_{1\ldots L}$ present in Eq. (36). In what follows we recast Eq. (32) as an equation involving $F_{1\ldots L}$ and obtain a factorization expression in which the twisted $R$-matrix is not proportional to the identity. We then adapt the procedure first devised in [8] to tackle the problem. To this end we substitute Eq. (36) into Eq. (32) to obtain,

$$
F_{\sigma(1\ldots L)}R_{1\ldots L}^{(\sigma)} = N_{\sigma(1\ldots L)}^{-1} N_{1\ldots L}F_{1\ldots L} \text{ for all } \sigma \in S_L.
$$

We now offer the following result.

**Proposition 3.**

$$
N_{\sigma(1\ldots L)}^{-1} N_{1\ldots L} = R_{1\ldots L}^{(\sigma)} \text{ for all } \sigma \in S_L,
$$

(41)

where $R_{1\ldots L}^{(\sigma)}$ follows the same decomposition rules as $R_{1\ldots L}^{(\tau)}$, given by Eqs. (27), and $R_{12}$ is explicitly given as,

$$
R_{12} = N_{21}^{-1} N_{12} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & \frac{1}{a-(\xi_1,\xi_2)}
\end{pmatrix}_1
$$

(42)
Since the corresponding auxiliary operators $\hat{R}_{1\ldots L}^{\{\sigma\}}$ provide a valid representation for $S_L$, the above result can be verified by showing that Eq. (41) holds for only two permutations: the adjacent permutation $\sigma_{12}$ and the cyclic permutation $\sigma_c$. We give the verification in Appendix C.

Hence we recast the factorization condition in the following form,

$$F_{\sigma(1\ldots L)} R_{1\ldots L}^{\{\sigma\}} = R_{1\ldots L}^{\{\sigma\}} F_{1\ldots L}$$

for all $\sigma \in S_L$, (43)

where we note that the $\mathcal{R}$-matrices of this work are referred to as twisted $R$-matrices in [8].

We impose that the $\mathcal{R}$-matrices follow the same left-handed and right-handed convention as the $R$-matrices,

$$R_{12\ldots N} = R_{1N} R_{1(N-1)} \cdots R_{12}$$

$$R_{1\ldots N-1N} = R_{1N} R_{2N} \cdots R_{(N-1)N}.$$

Following the above convention the $\mathcal{R}$-matrices obey the same global unitarity condition as the $R$-matrices,

$$R_{12\ldots L} R_{2\ldots L,1} = I_{1\ldots L},$$

and being diagonal the $\mathcal{R}$-matrices commute amongst themselves.

Techniques employed to prove the factorization condition. To complete the proof we proceed in a similar fashion to [8] - we introduce an appropriate right-handed notation for the partial matrices $F_{1\ldots (L-1),L}$ which permits us to obtain the corresponding co-cycle relation for the factorizing $F$-matrices. We then use the co-cycle relation to express the ansatz (39) as a product of partial right-handed matrices. After these ingredients are obtained the proof is almost automatic.

3.3.2 The co-cycle relation

Taking inspiration from Eq. (34), we introduce the following right-handed notation,

$$F_{i\ldots (L-1),L} = R_{L,i\ldots (L-1)} \left( e^{(11)}_L R_{i\ldots (L-1),L} + e^{(22)}_L \right).$$

(45)

With the aforementioned left-handed and right-handed partial $F$-matrices, we give the following result:
Proposition 4. The co-cycle relation.

\[ R_{L,1\ldots(L-1)} F_{2\ldots(L-1)} R_{1\ldots(L-1),L} F_{1\ldots(L-1),L} = F_{2\ldots(L-1),L} F_{1\ldotsL} \]  \hspace{1cm} (46)

Proof. The difference between the left-handed and right-handed partial \( F \)-matrices is crucial for proving the validity of the corresponding co-cycle relation. Substituting the explicit form of the partial matrices on the left hand side of Eq. (46) we obtain,

\[
R_{L,1\ldots(L-1)} F_{1\ldots(L-1)} R_{1\ldots(L-1),L} F_{1\ldots(L-1),L} = F_{2\ldots(L-1),L} F_{1\ldotsL}
\]

\[
= R_{L,1\ldots(L-1)} \left( e_1^{(11)} e_{L}^{(22)} + e_1^{(11)} e_{L}^{(11)} R_{1\ldots(L-1),L} \right. \\
\left. + e_1^{(22)} e_{L}^{(11)} R_{1,2\ldots(L-1),L} + e_1^{(22)} e_{L}^{(22)} R_{1,2\ldots(L-1)} \right)
\]

\[
= R_{L,2\ldots(L-1)} \left( e_1^{(11)} e_{L}^{(22)} + e_1^{(11)} e_{L}^{(11)} R_{1\ldots(L-1),L} \right. \\
\left. + e_1^{(22)} e_{L}^{(11)} R_{1,2\ldots(L-1),L} + e_1^{(22)} e_{L}^{(22)} R_{1,2\ldots(L-1)} \right)
\]

\[
= R_{L,2\ldots(L-1)} \left( e_1^{(11)} e_{L}^{(22)} + e_1^{(11)} e_{L}^{(11)} R_{2\ldots(L-1),L} \right. \\
\left. + e_1^{(22)} e_{L}^{(11)} R_{2\ldots(L-1),L} R_{1,2\ldotsL} + e_1^{(22)} e_{L}^{(22)} R_{1,2\ldotsL} \right)
\]

\[\Box\]

3.3.3 Extending the ansatz

With the application of the co-cycle relation, we can now express the ansatz (39) as the following product of right-handed partial \( F \)-matrices:

Proposition 5.

\[ F_{1\ldotsL} = R_{L,1\ldots(L-1)} F_{1\ldots(L-1)} R_{1\ldots(L-1),L} F_{1\ldots(L-1),L} \]  \hspace{1cm} (47)

Proof. We shall proceed using induction. Notice that the \( L = 3 \) case produces the co-cycle relation (40). Assuming that Eq. (47) is true for some \( L \) we obtain the following from the \((L+1)\)
We are now prepared to verify the factorization property.

3.4 Verification of the factorization property

We begin by applying Eq. (30) to Eq. (43) to obtain,

\[ R^{\{\sigma\}_{1...L}} = F^{-1}_{1...L} \hat{R}^{\{\sigma\}_{1...L}} F_{1...L}. \]  

(48)

Since both \( \hat{R}^{\{\sigma\}_{1...L}} \) and \( R^{\{\sigma\}_{1...L}} \) provide valid representations of \( S_L \), we remark that Eq. (48) is in a form that one can readily decompose the permutation \( \sigma \). To illustrate this consider the permutation \( \sigma = \sigma_1 \sigma_2 \) on the left-hand side and right-hand side of Eq. (48) respectively,

\[ R^{\{\sigma_1 \sigma_2\}_{1...L}} = R^{\{\sigma_1\}_{1...L}} R^{\{\sigma_2\}_{1...L}} \]

\[ F^{-1}_{1...L} \hat{R}^{\{\sigma_1 \sigma_2\}_{1...L}} F_{1...L} = F^{-1}_{1...L} \hat{R}^{\{\sigma_1\}_{1...L}} F_{1...L} F^{-1}_{1...L} \hat{R}^{\{\sigma_2\}_{1...L}} F_{1...L} \]

where \( \{\sigma_1, \sigma_2\} \in S_L \). Since \( S_L \) can be constructed entirely from the adjacent permutation \( \sigma_{12} \) and the cyclic permutation \( \sigma_c \) (see Appendix B), we need only verify Eq. (43) for the aforementioned permutations to guarantee its validity for all \( S_L \).

3.4.1 The adjacent permutation \( \sigma_{12} \)

Beginning with \( \sigma_{12} \) we proceed using induction. Having previously shown the validity of the \( L = 2 \) case, we assume that the case is true up to some \( L \). Hence for \( (L + 1) \), the left hand side
of Eq. (32) becomes,

\[ \mathcal{F}_{213\ldots(L+1)} R_{12} = \mathcal{R}_{(L+1),213\ldots L} \mathcal{F}_{213\ldots L} \mathcal{R}_{213\ldots L,(L+1)} \mathcal{F}_{213\ldots L,(L+1)} R_{12} \]

where,

\[ \mathcal{R}_{213\ldots L,(L+1)} \mathcal{F}_{213\ldots L,(L+1)} R_{12} \]

\[ = \mathcal{R}_{213\ldots L,(L+1)} \mathcal{R}_{(L+1),213\ldots L} \left( e_{L+1}^{(11)} R_{213\ldots L,(L+1)} + e_{L+1}^{(22)} \right) R_{12} \]

\[ = e_{L+1}^{(11)} \mathcal{R}_{L+1,213\ldots L} R_{12} R_{3\ldots L,(L+1)} + R_{12} e_{L+1}^{(22)} \]

\[ = R_{12} \left( e_{L+1}^{(11)} R_{1\ldots L,(L+1)} + e_{L+1}^{(22)} \right) \]

\[ = R_{12} \mathcal{R}_{1\ldots L,(L+1)} R_{L+1,1\ldots L} \left( e_{L+1}^{(11)} R_{1\ldots L,(L+1)} + e_{L+1}^{(22)} \right) \]

\[ = R_{12} \mathcal{R}_{1\ldots L,(L+1)} \mathcal{F}_{1\ldots L,(L+1)} \]

Hence,

\[ \mathcal{F}_{213\ldots(L+1)} R_{12} = \mathcal{R}_{(L+1),213\ldots L} \mathcal{F}_{213\ldots L} \mathcal{R}_{1\ldots L,(L+1)} \mathcal{F}_{1\ldots L,(L+1)} \]

\[ = \mathcal{R}_{(L+1),1\ldots L} \mathcal{F}_{(\sigma_{12})} \left( \mathcal{R}_{L+1,1\ldots L} \mathcal{F}_{1\ldots L} \mathcal{R}_{1\ldots L,(L+1)} \mathcal{F}_{1\ldots L,(L+1)} \right) \]

\[ = \mathcal{R}_{(\sigma_{12}),1\ldots L} \mathcal{R}_{L+1,1\ldots L} \mathcal{F}_{1\ldots L} \mathcal{R}_{1\ldots L,(L+1)} \mathcal{F}_{1\ldots L,(L+1)} \]

\[ = \mathcal{R}_{12} \mathcal{F}_{1\ldots(L+1)}, \]

which is the required expression.

### 3.4.2 The cyclic permutation \( \sigma_c \)

Moving on to \( \sigma_c \) we can proceed without induction. Starting from the left hand side of Eq. (43),

\[ \mathcal{F}_{2\ldots L} R_{1,2\ldots L} = \mathcal{R}_{1,2\ldots L} \mathcal{F}_{2\ldots L} \mathcal{R}_{2\ldots L,1} \mathcal{F}_{2\ldots L,1} R_{1,2\ldots L}, \]
where,

$$R_{2...L,1} F_{2...L,1} R_{1,2...L}$$

use Eq. (45)

$$= R_{2...L,1} R_{1,2...L} \left( e^{(11)}_1 R_{2...L,1} R_{1,2...L} + e^{(22)}_1 R_{1,2...L} \right)$$

use Eq. (11)

$$= F_{1,2...L}.$$

Hence,

$$F_{2...L,1} R_{1,2...L} = R_{1,2...L} F_{2...L,1} F_{1,2...L}$$

use Eq. (39)

$$= R_{1,2...L} F_{1,2...L},$$

which is the required expression - thus verifying the factorization condition for all $\sigma \in S_L$.

**Remark.** In [22] a trigonometric free fermion six-vertex model was considered and a similar form of $F_{1...L}$ to that in [8] was proposed. This lead to a simplified form of the creation operators $B_{1...L}$ and $C_{1...L}$. However, one can explicitly verify that the chosen form for $F_{1...L}$ in the aforementioned work does not satisfy Eq. (32). The above analysis of this work offers a theoretical justification as to why the $F$-basis analysis in [22] lead to positive results.

### 4 The twisted monodromy operators

#### 4.1 Similarity transforms and twisted operators

In past works [8][11][15] which applied factorizing $F$-matrices as similarity transforms to simplify the monodromy operators, the choice of the form of the factorizing matrix was obvious. In this work we have two such choices, $F_{1...L}$ and $F_{1...L}$, which are related via the multiplication of a diagonal matrix (36). Hence, the similarity transforms are related via the multiplication of diagonal matrices,

$$F_{1...L} X_{1...L} F_{1...L}^{-1} = N^{-1}_{1...L} F_{1...L} X_{1...L} F_{1...L}^{-1} N^{-1}_{1...L},$$

for $X_{1...L} \in \text{End}(V_1 \otimes \cdots \otimes V_L)$. 
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Being related as such through diagonal matrices, it is enough to compute the following non-trivial \textit{twisted} operators,
\[
\tilde{X}_{1\ldots L} = F_{1\ldots L} X_{1\ldots L} F_{1\ldots L}^{-1}.
\] (50)

The purpose of this section is to provide explicit forms for the twisted monodromy operators \(\tilde{A}_{1\ldots L}(\mu), \tilde{B}_{1\ldots L}(\mu), \tilde{C}_{1\ldots L}(\mu)\) and \(\tilde{D}_{1\ldots L}(\mu)\), without relying on any specific parameterization of the Boltzmann weights - relying only on the algebraic relations provided in Eqs. (1-3).

\subsection*{4.2 Explicit expressions for the twisted monodromy operators}

\[\tilde{D}_{1\ldots L}(\mu) = \otimes_{i=1}^{L} \begin{pmatrix} b_{-}(\mu, \xi_{i}) & 0 \\ 0 & a_{-}(\mu, \xi_{i}) \end{pmatrix} i \] (51)

\[\tilde{C}_{1\ldots L}(\mu) = \sum_{l=1}^{L} c_{-}(\mu, \xi_{i}) \otimes_{i=1}^{l-1} \begin{pmatrix} b_{-}(\mu, \xi_{i}) & 0 \\ 0 & a_{-}(\mu, \xi_{i}) \end{pmatrix} e_{l}^{(12)} \] (52)

\[\otimes_{j=l+1}^{L} \begin{pmatrix} b_{-}(\mu, \xi_{j}) & 0 \\ 0 & a_{-}(\mu, \xi_{j}) \end{pmatrix} j \]

\[\tilde{B}_{1\ldots L}(\mu) = \sum_{l=1}^{L} c_{+}(\mu, \xi_{i}) \otimes_{i=1}^{l-1} \begin{pmatrix} b_{-}(\mu, \xi_{i}) & 0 \\ 0 & a_{-}(\mu, \xi_{i}) \end{pmatrix} e_{l}^{(21)} \] (53)

\[\otimes_{j=l+1}^{L} \begin{pmatrix} b_{-}(\mu, \xi_{j}) & 0 \\ 0 & a_{-}(\mu, \xi_{j}) \end{pmatrix} j \]

\[\tilde{A}_{1\ldots L}(\mu) = \otimes_{i=1}^{L} \begin{pmatrix} 1 & 0 \\ 0 & \frac{1}{b_{-}(\xi_{i}, \mu)} \end{pmatrix} i + \tilde{B}_{1\ldots L}(\mu) \tilde{D}_{1\ldots L}^{-1}(\mu) \tilde{C}_{1\ldots L}(\mu) \] (54)

To verify the above expressions we proceed slowly as there are many technical details, which we provide for the sake of completeness. The verification is executed via induction, as the form of \(F_{1\ldots L}\) given in Eq. (39) is well suited for this method. Relying on induction, we begin by explicitly verifying that the \(L = 2\) case holds for each of the twisted operators.
4.3 The case \( L = 2 \)

Calculating the twisted monodromy operators directly using Eq. (50) we obtain,

\[
\tilde{D}_{12}(\mu) = \left( \begin{array}{cc} b_-(\mu, \xi_1) & 0 \\ 0 & a_-(\mu, \xi_1) \end{array} \right) \bigotimes \left( \begin{array}{cc} b_-(\mu, \xi_2) & 0 \\ 0 & a_-(\mu, \xi_2) \end{array} \right)
\]

\[
+ \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & \kappa_1(D) & 0 \\ 0 & 0 & 0 \end{array} \right)_{12}
\]

where,

\[
\kappa_1(D) = c_+(\mu, \xi_1)c_-(\mu, \xi_2)b_-(\xi_1, \xi_2) + b_-(\mu, \xi_1)a_-(\mu, \xi_2)c_-(\xi_1, \xi_2)
\]

\[
-a_-\mu, \xi_1)b_-(\mu, \xi_2)c_-(\xi_1, \xi_2).
\]

\[
\tilde{C}_{12}(\mu) = \left( \begin{array}{ccc} 0 & c_-(\mu, \xi_1)b_-(\mu, \xi_2) & 0 \\ 0 & 0 & c_-(\mu, \xi_1)a_-(\mu, \xi_2) \\ 0 & 0 & \kappa_2(C) \end{array} \right)_{12}
\]

where,

\[
\kappa_1(C) = c_-(\mu, \xi_2) - \frac{c_-(\mu, \xi_1)b_-(\mu, \xi_2)c_-(\xi_1, \xi_2)}{b_-(\xi_1, \xi_2)}
\]

\[
\kappa_2(C) = \frac{c_-(\mu, \xi_1)a_-(\mu, \xi_2)c_-(\xi_1, \xi_2) + b_-(\mu, \xi_1)c_-(\mu, \xi_2)b_-(\xi_1, \xi_2)}{a_-(\xi_1, \xi_2)}
\]

\[
\tilde{B}_{12}(\mu) = \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & c_+(\mu, \xi_2) & 0 \\ \kappa_1(B) & 0 & 0 \\ 0 & \kappa_2(B) & 0 \end{array} \right)_{12}
\]

where,

\[
\kappa_1(B) = b_-(\mu, \xi_1)c_+(\mu, \xi_2)c_-(\xi_1, \xi_2) + c_+(\mu, \xi_1)b_-(\xi_1, \xi_2)
\]

\[
\kappa_2(B) = c_+(\mu, \xi_1)b_+(\mu, \xi_2)a_-(\xi_1, \xi_2) - \frac{a_-(\mu, \xi_1)c_+(\mu, \xi_2)a_-(\xi_1, \xi_2)c_-(\xi_1, \xi_2)}{b_-(\xi_1, \xi_2)}
\]
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| Operator | Y-B equations used | Unitarity equations used |
|----------|--------------------|-------------------------|
| \(\tilde{A}_{12}\) | (9) (10) (11) (12) (13) (14) (15) | (4) (5) (6) |
| \(\tilde{B}_{12}\) | (9) (12) | (6) (8) |
| \(\tilde{C}_{12}\) | (10) (13) | (6) |
| \(\tilde{D}_{12}\) | (14) | |

Table 1: Required Yang-Baxter and unitarity relations for \(L = 2\).

\[
\tilde{A}_{12}(\mu) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \kappa_1^{(A)} c_+(\mu, \xi_1) c_-(\mu, \xi_2) b_-(\xi_1, \xi_2) & 0 & 0 \\
0 & \kappa_2^{(A)} & \kappa_3^{(A)} & 0 \\
0 & 0 & 0 & \kappa_4^{(A)} \\
\end{pmatrix}_{12}
\]

where,
\[
\begin{align*}
\kappa_1^{(A)} &= b_+(\mu, \xi_2) + c_-(\mu, \xi_1) c_+(\mu, \xi_2) b_-(\xi_2, \xi_1) \\
\kappa_2^{(A)} &= b_+(\mu, \xi_2) c_-(\xi_1, \xi_2) - b_+(\mu, \xi_1) c_-(\xi_1, \xi_2) - c_-(\mu, \xi_1) c_+(\mu, \xi_2) b_-(\xi_1, \xi_2) \\
\kappa_3^{(A)} &= b_+(\mu, \xi_1) + c_-(\mu, \xi_1) c_+(\mu, \xi_2) b_-(\xi_1, \xi_2) \\
\kappa_4^{(A)} &= b_+(\mu, \xi_1) b_+(\mu, \xi_2).
\end{align*}
\]

All the \(\kappa\) entries of the above matrices do not immediately match the corresponding entries calculated from the \(L = 2\) expressions of Eqs. (51-54). In Table (11) we provide a summary of the unitarity and Yang-Baxter relations that are required to simplify such non-trivial entries in order to bring the operators \(\tilde{A}_{12}, \tilde{B}_{12}, \tilde{C}_{12}\) and \(\tilde{D}_{12}\) in the form given by Eqs. (51-54). The technical details are quite cumbersome and thus have been deferred to Appendix D.

Having verified the case \(L = 2\), we now assume that Eqs. (51-54) hold up to some \((L-1)\), and we devote the remainder of this section verifying that the case for general \(L\) holds. To facilitate this we are now required to construct recurrence relations for each of the four monodromy operators to proceed with the induction.
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4.4 Recurrence relations for the monodromy operators

We proceed by expressing the following decomposition of the monodromy matrix,

\[ \mathcal{T}_{a,1\ldots L}(\mu) = R_{a,2\ldots L}(\mu)R_{a1}(\mu), \]

as a matrix equation in auxiliary vector space \( A_a \) to obtain,

\[
\begin{pmatrix}
A_{1\ldots L}(\mu) & B_{1\ldots L}(\mu) \\
C_{1\ldots L}(\mu) & D_{1\ldots L}(\mu)
\end{pmatrix}_a \\
= \begin{pmatrix}
\mathcal{I}_1 \otimes A_{2\ldots L}(\mu) & \mathcal{I}_1 \otimes B_{2\ldots L}(\mu) \\
\mathcal{I}_1 \otimes C_{2\ldots L}(\mu) & \mathcal{I}_1 \otimes D_{2\ldots L}(\mu)
\end{pmatrix}_a \\
\times \begin{pmatrix}
1 & 0 \\
0 & b_+(\mu, \xi_1)
\end{pmatrix}_1 \otimes \mathcal{I}_{2\ldots L} \\
c_-(\mu, \xi_1)e_1^{(12)} \otimes \mathcal{I}_{2\ldots L} \\
c_+(\mu, \xi_1)e_1^{(21)} \otimes \mathcal{I}_{2\ldots L}
\end{pmatrix}_a.
\]

Expanding each entry of the monodromy matrix in vector space \( V_1 \), we obtain the four recurrence relations,

\[ D_{1\ldots L}(\mu) = \begin{pmatrix}
b_-(\mu, \xi_1)D_{2\ldots L}(\mu) & 0 \\
c_+(\mu, \xi_1)C_{2\ldots L}(\mu) & a_-(\mu, \xi_1)D_{2\ldots L}(\mu)
\end{pmatrix}_1 \]
(55)

\[ C_{1\ldots L}(\mu) = \begin{pmatrix}
C_{2\ldots L}(\mu) & c_-(\mu, \xi_1)D_{2\ldots L}(\mu) \\
0 & b_+(\mu, \xi_1)C_{2\ldots L}(\mu)
\end{pmatrix}_1 \]
(56)

\[ B_{1\ldots L}(\mu) = \begin{pmatrix}
b_-(\mu, \xi_1)B_{2\ldots L}(\mu) & 0 \\
c_+(\mu, \xi_1)A_{2\ldots L}(\mu) & a_-(\mu, \xi_1)B_{2\ldots L}(\mu)
\end{pmatrix}_1 \]
(57)

\[ A_{1\ldots L}(\mu) = \begin{pmatrix}
A_{2\ldots L}(\mu) & c_-(\mu, \xi_1)B_{2\ldots L}(\mu) \\
0 & b_+(\mu, \xi_1)A_{2\ldots L}(\mu)
\end{pmatrix}_1, \]
(58)
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which are true by construction. In the work below we use the following relations extensively,

\[
\begin{align*}
F_{1...L}F_{2...L}^{-1} &= F_{2...L}F_{1...L}^{-1}F_{2...L}^{-1} \\
 &= F_{2...L} \begin{pmatrix} I_{2...L} & 0 \\ C_{2...L}(\xi_1) & D_{2...L}^{-1}(\xi_1) \end{pmatrix} F_{2...L}^{-1} \\
&= \begin{pmatrix} I_{2...L} & 0 \\ \tilde{C}_{2...L}(\xi_1) & \tilde{D}_{2...L}(\xi_1) \end{pmatrix}, \tag{59}
\end{align*}
\]

and,

\[
\begin{align*}
(F_{1...L}F_{2...L}^{-1})^{-1} &= \begin{pmatrix} I_{2...L} & 0 \\ -\tilde{D}_{2...L}(\xi_1)\tilde{C}_{2...L}(\xi_1) & \tilde{D}_{2...L}^{-1}(\xi_1) \end{pmatrix}^{-1} \tag{60}
\end{align*}
\]

We now act on each of the recurrence relations on the left with \(F_{1...L}\) and on the right with \(F_{2...L}^{-1}\). In doing so Eqs. (55-58) become the twisted recurrence relations,

\[
\begin{align*}
\tilde{D}_{1...L}(\mu)F_{1...L}F_{2...L}^{-1} &= \begin{pmatrix} b_-(\mu, \xi_1)\tilde{D}_{2...L}(\mu) & 0 \\ b_-(\mu, \xi_1)\tilde{C}_{2...L}(\xi_1)\tilde{D}_{2...L}(\mu) + c_+(\mu, \xi_1)\tilde{D}_{2...L}(\xi_1)\tilde{C}_{2...L}(\xi_1) & a_-(\mu, \xi_1)\tilde{D}_{2...L}(\xi_1)\tilde{D}_{2...L}(\mu) \end{pmatrix} \tag{61}
\end{align*}
\]

\[
\begin{align*}
\tilde{C}_{1...L}(\mu)F_{1...L}F_{2...L}^{-1} &= \begin{pmatrix} \tilde{C}_{2...L}(\mu) & c_-(\mu, \xi_1)\tilde{D}_{2...L}(\mu) \\ \tilde{C}_{2...L}(\xi_1)\tilde{C}_{2...L}(\mu) & c_-(\mu, \xi_1)\tilde{C}_{2...L}(\xi_1)\tilde{D}_{2...L}(\mu) + b_+(\mu, \xi_1)\tilde{C}_{2...L}(\xi_1)\tilde{C}_{2...L}(\mu) \end{pmatrix} \tag{62}
\end{align*}
\]

\[
\begin{align*}
\tilde{B}_{1...L}(\mu)F_{1...L}F_{2...L}^{-1} &= \begin{pmatrix} b_-(\mu, \xi_1)\tilde{B}_{2...L}(\mu) & 0 \\ b_-(\mu, \xi_1)\tilde{C}_{2...L}(\xi_1)\tilde{B}_{2...L}(\mu) + c_+(\mu, \xi_1)\tilde{B}_{2...L}(\xi_1)\tilde{C}_{2...L}(\xi_1) & a_-(\mu, \xi_1)\tilde{B}_{2...L}(\xi_1)\tilde{B}_{2...L}(\mu) \end{pmatrix} \tag{63}
\end{align*}
\]

\[
\begin{align*}
\tilde{A}_{1...L}(\mu)F_{1...L}F_{2...L}^{-1} &= \begin{pmatrix} \tilde{A}_{2...L}(\mu) & c_-(\mu, \xi_1)\tilde{B}_{2...L}(\mu) \\ \tilde{C}_{2...L}(\xi_1)\tilde{A}_{2...L}(\mu) & c_-(\mu, \xi_1)\tilde{C}_{2...L}(\xi_1)\tilde{B}_{2...L}(\mu) + b_+(\mu, \xi_1)\tilde{C}_{2...L}(\xi_1)\tilde{A}_{2...L}(\mu) \end{pmatrix} \tag{64}
\end{align*}
\]
Given these twisted recurrence relations we now apply them in our inductive proof. We begin with the operator $\tilde{D}_{1\ldots L}$ as it is by far the easiest to verify.

## 4.5 The operator $\tilde{D}_{1\ldots L}$

### 4.5.1 Applying algebraic operations

This is the simplest twisted operator one has to deal with. We begin by applying the Yang-Baxter algebra Eqs. (25-26) to Eq. (61) in the following manner,

$$
\tilde{D}_{1\ldots L}(\mu) F_{1\ldots L}^{-1}
= \begin{pmatrix}
\begin{array}{c}
b_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu) \\
b_- (\mu, \xi_1) \tilde{C}_{2\ldots L}(\xi_1) \tilde{D}_{2\ldots L}(\mu) \\
+ c_+ (\mu, \xi_1) \tilde{D}_{2\ldots L}(\xi_1) \tilde{C}_{2\ldots L}(\mu)
\end{array}
\end{pmatrix}
\begin{pmatrix}
a_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\xi_1) \tilde{D}_{2\ldots L}(\mu)
\end{pmatrix}
\begin{pmatrix}
0
\end{pmatrix}
$$

use Eq. (25)

$$
\tilde{D}_{1\ldots L}(\mu) F_{1\ldots L}^{-1}
= \begin{pmatrix}
\begin{array}{c}
b_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu) \\
a_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\xi_1) \tilde{D}_{2\ldots L}(\mu)
\end{array}
\end{pmatrix}
\begin{pmatrix}
0
\end{pmatrix}
$$

use Eq. (26)

and by taking into account Eq. (60) we are able to rewrite the above expression as,

$$
\tilde{D}_{1\ldots L}(\mu) = \begin{pmatrix}
b_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu) \\
0
\end{pmatrix}
\begin{pmatrix}
a_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu)
\end{pmatrix}
$$

and by taking into account Eq. (60) we are able to rewrite the above expression as,

$$
\tilde{D}_{1\ldots L}(\mu) = \begin{pmatrix}
b_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu) \\
0
\end{pmatrix}
\begin{pmatrix}
a_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu)
\end{pmatrix}
$$

and by taking into account Eq. (60) we are able to rewrite the above expression as,

$$
\tilde{D}_{1\ldots L}(\mu) = \begin{pmatrix}
b_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu) \\
0
\end{pmatrix}
\begin{pmatrix}
a_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu)
\end{pmatrix}
$$

and by taking into account Eq. (60) we are able to rewrite the above expression as,

$$
\tilde{D}_{1\ldots L}(\mu) = \begin{pmatrix}
b_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu) \\
0
\end{pmatrix}
\begin{pmatrix}
a_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu)
\end{pmatrix}
$$

and by taking into account Eq. (60) we are able to rewrite the above expression as,

$$
\tilde{D}_{1\ldots L}(\mu) = \begin{pmatrix}
b_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu) \\
0
\end{pmatrix}
\begin{pmatrix}
a_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu)
\end{pmatrix}
$$

and by taking into account Eq. (60) we are able to rewrite the above expression as,

$$
\tilde{D}_{1\ldots L}(\mu) = \begin{pmatrix}
b_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu) \\
0
\end{pmatrix}
\begin{pmatrix}
a_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu)
\end{pmatrix}
$$

and by taking into account Eq. (60) we are able to rewrite the above expression as,

$$
\tilde{D}_{1\ldots L}(\mu) = \begin{pmatrix}
b_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu) \\
0
\end{pmatrix}
\begin{pmatrix}
a_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu)
\end{pmatrix}
$$

and by taking into account Eq. (60) we are able to rewrite the above expression as,

$$
\tilde{D}_{1\ldots L}(\mu) = \begin{pmatrix}
b_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu) \\
0
\end{pmatrix}
\begin{pmatrix}
a_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu)
\end{pmatrix}
$$

and by taking into account Eq. (60) we are able to rewrite the above expression as,

$$
\tilde{D}_{1\ldots L}(\mu) = \begin{pmatrix}
b_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu) \\
0
\end{pmatrix}
\begin{pmatrix}
a_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu)
\end{pmatrix}
$$

and by taking into account Eq. (60) we are able to rewrite the above expression as,

$$
\tilde{D}_{1\ldots L}(\mu) = \begin{pmatrix}
b_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu) \\
0
\end{pmatrix}
\begin{pmatrix}
a_- (\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu)
\end{pmatrix}
$$
4.6 The operator $\tilde{C}_{1...L}$

The remaining twisted operators require a great deal more work to verify. To facilitate the inductive process we are required to expand Eq. (52) as an expression in vector space $V_1$ (as a $2 \times 2$ matrix) and perform algebraic manipulations on the four aforementioned matrix entries.

4.6.1 Applying algebraic operations

We begin by applying the following necessary algebraic manipulations to Eq. (62),

\[
\tilde{C}_{1...L}(\mu)F_{1...L}F_{2...L}^{-1} = \begin{pmatrix}
\tilde{C}_{2...L}(\mu) & c_-(\mu, \xi_1)\tilde{D}_{2...L}(\mu) \\
\tilde{C}_{2...L}(\xi_1)\tilde{C}_{2...L}(\mu) & c_-(\mu, \xi_1)\tilde{D}_{2...L}(\xi_1)\tilde{D}_{2...L}(\mu) + b_+(\mu, \xi_1)\tilde{D}_{2...L}(\xi_1)\tilde{C}_{2...L}(\mu)
\end{pmatrix}
\]

use Eq. (24)

\[
= \begin{pmatrix}
\tilde{C}_{2...L}(\mu) & c_-(\mu, \xi_1)\tilde{D}_{2...L}(\mu) \\
\tilde{C}_{2...L}(\xi_1)\tilde{C}_{2...L}(\mu) & a_-(\mu, \xi_1)\tilde{C}_{2...L}(\mu)\tilde{D}_{2...L}(\xi_1)
\end{pmatrix}
\]

\[
\Rightarrow \tilde{C}_{1...L}(\mu) = \begin{pmatrix}
\alpha^{(C)} & \beta^{(C)} \\
\gamma^{(C)} & \delta^{(C)}
\end{pmatrix}
\]

where,

\[
\alpha^{(C)} = \tilde{C}_{2...L}(\mu) - c_-(\mu, \xi_1)\tilde{D}_{2...L}(\mu)\tilde{D}_{2...L}^{-1}(\xi_1)\tilde{C}_{2...L}(\xi_1)
\]

(66)

\[
\beta^{(C)} = c_-(\mu, \xi_1)\tilde{D}_{2...L}(\mu)\tilde{D}_{2...L}^{-1}(\xi_1)
\]

(67)

\[
\gamma^{(C)} = \tilde{C}_{2...L}(\xi_1)\tilde{C}_{2...L}(\mu) - a_-(\mu, \xi_1)\tilde{C}_{2...L}(\mu)\tilde{C}_{2...L}(\xi_1) = 0
\]

use Eq. (23)

\[
\delta^{(C)} = a_-(\mu, \xi_1)\tilde{C}_{2...L}(\mu).
\]

(69)

It is apparent that the above recurrence relation is much more complicated than what we obtained for $\tilde{D}_{1...L}$. In order to verify the assumed form of $\tilde{C}_{1...L}$ for general $L$ we expand Eq. (52) as a $2 \times 2$ matrix in vector space $V_1$, obtaining four expressions which are then shown to be equivalent to Eqs. (66-69).
4.6.2 The assumed form of \( \tilde{C}_{1..L} \) in vector space \( V_1 \)

\[
\alpha_a^{(C)} = \sum_{l=2}^{L} b_- (\mu, \xi_1) c_- (\mu, \xi_l) \frac{b_- (\mu, \xi_l)}{b_- (\xi_1, \xi_l)} \otimes_{i=2}^{l-1} \left( \begin{array}{cc} b_- (\mu, \xi_i) & 0 \\ 0 & a_- (\mu, \xi_i) \end{array} \right) \epsilon_i^{(12)} \quad (70)
\]

\[
\otimes_{j=l+1}^{L} \left( \begin{array}{cc} b_- (\mu, \xi_j) & 0 \\ 0 & a_- (\mu, \xi_j) \end{array} \right) \right)_{j}
\]

\[
\beta_a^{(C)} = c_- (\mu, \xi_1) \otimes_{j=2}^{L} \left( \begin{array}{cc} b_- (\mu, \xi_j) & 0 \\ 0 & a_- (\mu, \xi_j) \end{array} \right) \right)_{j} \quad (71)
\]

\[
\gamma_a^{(C)} = 0 \quad (72)
\]

\[
\delta_a^{(C)} = \sum_{l=2}^{L} a_- (\mu, \xi_1) c_- (\mu, \xi_l) \otimes_{i=2}^{l-1} \left( \begin{array}{cc} b_- (\mu, \xi_i) & 0 \\ 0 & a_- (\mu, \xi_i) \end{array} \right) \right)_{i} \quad (73)
\]

\[
\otimes_{j=l+1}^{L} \left( \begin{array}{cc} b_- (\mu, \xi_j) & 0 \\ 0 & a_- (\mu, \xi_j) \end{array} \right) \right)_{j},
\]

where the subscript \( a \) in the above expressions stands for assumed. For the derivation of these expressions (70,73) refer to Appendix E.1. We now show the equivalence between the two sets of expressions, (66-69) and (70-73).

4.6.3 Applying induction - further algebraic operations

To verify the equivalence of \( \alpha^{(C)} \) and \( \alpha_a^{(C)} \), we explicitly expand \( \alpha^{(C)} \) as follows,

\[
\alpha^{(C)} = \tilde{C}_{2..L}(\mu) - c_- (\mu, \xi_1) \tilde{D}_{2..L}(\mu) \tilde{D}_{2..L}^{-1}(\xi_1) \tilde{C}_{2..L}(\xi_1)
\]

use Eqs. (69) and (10)

\[
= \sum_{l=2}^{L} c_- (\mu, \xi_1) \tilde{D}_{2..L}(\mu) \tilde{D}_{2..L}^{-1}(\xi_1) \tilde{C}_{2..L}(\xi_1)
\]

\[
\otimes_{i=2}^{l-1} \left( \begin{array}{cc} b_- (\mu, \xi_i) & 0 \\ 0 & a_- (\mu, \xi_i) \end{array} \right) \right)_{i} \epsilon_i^{(12)} \otimes_{j=l+1}^{L} \left( \begin{array}{cc} b_- (\mu, \xi_j) & 0 \\ 0 & a_- (\mu, \xi_j) \end{array} \right) \right)_{j}
\]

\[
= \sum_{l=2}^{L} \frac{b_- (\mu, \xi_1) c_- (\mu, \xi_l)}{b_- (\xi_1, \xi_l)} \otimes_{i=2}^{l-1} \left( \begin{array}{cc} b_- (\mu, \xi_i) & 0 \\ 0 & a_- (\mu, \xi_i) \end{array} \right) \right)_{i} \epsilon_i^{(12)} \otimes_{j=l+1}^{L} \left( \begin{array}{cc} b_- (\mu, \xi_j) & 0 \\ 0 & a_- (\mu, \xi_j) \end{array} \right) \right)_{j},
\]
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thus showing the equivalence of $\alpha_a^{(C)}$ and $\alpha^{(C)}$.

Through elementary inspection one can show the equivalence between $\beta_a^{(C)}$ and $\beta^{(C)}$, $\gamma_a^{(C)}$ and $\gamma^{(C)}$ and $\delta_a^{(C)}$ and $\delta^{(C)}$ - thus verifying the validity of Eq. (52). We now perform an exactly analogous analysis to the remaining monodromy operators.

4.7 The operator $\tilde{B}_{1...L}$

4.7.1 Applying algebraic operations

Applying the following necessary algebraic manipulations to Eq. (63),

\[
\begin{pmatrix}
\tilde{B}_{1...L}(\mu) F_{1...L}^{-1} F_{2...L}^{-1} \\
 & \begin{pmatrix}
 b_-(\mu, \xi_1) \tilde{B}_{2...L}(\mu) & 0 \\
 b_-(\mu, \xi_1) \tilde{C}_{2...L}(\xi_1) \tilde{B}_{2...L}(\mu) \\
 a_-(\mu, \xi_1) \tilde{D}_{2...L}(\xi_1) \tilde{B}_{2...L}(\mu) \\
 a_-(\mu, \xi_1) \tilde{D}_{2...L}(\xi_1) \tilde{B}_{2...L}(\mu) & a_-(\mu, \xi_1) \tilde{D}_{2...L}(\xi_1) \tilde{B}_{2...L}(\mu)
\end{pmatrix}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
 b_-(\mu, \xi_1) \tilde{B}_{2...L}(\mu) & 0 \\
 b_+(\mu, \xi_1) \tilde{B}_{2...L}(\mu) \tilde{C}_{2...L}(\xi_1) \\
 a_-(\mu, \xi_1) \tilde{D}_{2...L}(\xi_1) \tilde{B}_{2...L}(\mu) \\
 a_-(\mu, \xi_1) \tilde{D}_{2...L}(\xi_1) \tilde{B}_{2...L}(\mu)
\end{pmatrix}
\]

\[
\Rightarrow \tilde{B}_{1...L}(\mu) = \begin{pmatrix}
\alpha^{(B)} & 0 \\
\gamma^{(B)} & \delta^{(B)}
\end{pmatrix}
\]

where,

\[
\alpha^{(B)} = b_-(\mu, \xi_1) \tilde{B}_{2...L}(\mu) 
\]

\[
\gamma^{(B)} = b_+(\mu, \xi_1) \tilde{B}_{2...L}(\mu) \tilde{C}_{2...L}(\xi_1) + c_+(\mu, \xi_1) \tilde{D}_{2...L}(\mu) \tilde{A}_{2...L}(\xi_1)
\]

\[
- a_-(\mu, \xi_1) \tilde{D}_{2...L}(\xi_1) \tilde{B}_{2...L}(\mu) \tilde{D}_{2...L}^{-1}(\xi_1) \tilde{C}_{2...L}(\xi_1)
\]

\[
\delta^{(B)} = a_-(\mu, \xi_1) \tilde{D}_{2...L}(\xi_1) \tilde{B}_{2...L}(\mu) \tilde{D}_{2...L}^{-1}(\xi_1)
\]

In order to verify the assumed form of $\tilde{B}_{1...L}$ for general $L$ we expand Eq. (63) as a $2 \times 2$ matrix in vector space $V_1$, obtaining three non zero entries which are then shown to be equivalent to Eqs. (74-76).
4.7.2 The assumed form of $\tilde{B}_{1\ldots L}$ in vector space $V_l$

\[
\alpha_a^{(B)} = \sum_{i=2}^{L} b_-(\mu, \xi_1) c_+(\mu, \xi_i) \otimes_{i=2}^{L-1} \left( \begin{array}{cc} b_-(\mu, \xi_i) & 0 \\ 0 & \frac{a_-(\mu, \xi_i) a_-(\xi_i, \xi_i)}{b_-(\xi_i, \xi_i)} \end{array} \right) \, i \\
\gamma_a^{(B)} = c_+(\mu, \xi_1) \otimes_{j=2}^{L} \left( \begin{array}{cc} b_-(\mu, \xi_j) & 0 \\ 0 & \frac{a_-(\mu, \xi_j)}{b_-(\xi_j, \xi_i)} \end{array} \right) \, j \\
\delta_a^{(B)} = \sum_{i=2}^{L} a_-(\mu, \xi_1) c_+(\mu, \xi_i) a_-(\xi_i, \xi_i) \otimes_{i=2}^{L-1} \left( \begin{array}{cc} b_-(\mu, \xi_i) & 0 \\ 0 & \frac{a_-(\mu, \xi_i) a_-(\xi_i, \xi_i)}{b_-(\xi_i, \xi_i)} \end{array} \right) \, i
\]

where the subscript $a$ in the above expressions stands for assumed. For the derivation of these expressions refer to Appendix E.2 We now show the equivalence between the two sets of expressions, \((74-76)\) and \((77-79)\).

4.7.3 Applying induction - further algebraic operations

Through elementary inspection one can show the equivalence between $\alpha_a^{(B)}$ and $\alpha^{(B)}$, and $\delta_a^{(B)}$ and $\delta^{(B)}$. For $\gamma_a^{(B)}$ and $\gamma^{(B)}$ we proceed by explicitly expanding the expression for $\gamma^{(B)}$. Assuming that,

\[
\tilde{A}_{2\ldots L}(\xi_1) = \otimes_{i=2}^{L} \left( \begin{array}{cc} 1 & 0 \\ 0 & \frac{1}{b_-(\xi_i, \xi_i)} \end{array} \right) + \tilde{B}_{2\ldots L}(\xi_1) \tilde{D}^{-1}_{2\ldots L}(\xi_1) \tilde{C}_{2\ldots L}(\xi_1),
\]

we obtain the following form for $\gamma^{(B)}$,

\[
\gamma^{(B)} = c_+(\mu, \xi_1) \otimes_{i=2}^{L} \left( \begin{array}{cc} 1 & 0 \\ 0 & \frac{1}{b_-(\xi_i, \xi_i)} \end{array} \right) \tilde{D}_{2\ldots L}(\mu) + \left\{ b_+(\mu, \xi_1) \tilde{B}_{2\ldots L}(\mu) + c_+(\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu) \tilde{D}^{-1}_{2\ldots L}(\xi_1) - a_-(\mu, \xi_1) \tilde{B}_{2\ldots L}(\xi_1) \tilde{D}_{2\ldots L}(\mu) \tilde{D}^{-1}_{2\ldots L}(\xi_1) \right\} \tilde{C}_{2\ldots L}(\xi_1),
\]
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where,

$$b_+(\mu, \xi_1) \tilde{B}_{2\ldots L}(\mu) + c_+(\mu, \xi_1) \tilde{D}_{2\ldots L}(\mu) \tilde{B}_{2\ldots L}(\xi_1) \tilde{D}_{2\ldots L}^{-1}(\xi_1)$$

$$- a_-(\mu, \xi_1) \tilde{D}_{2\ldots L}(\xi_1) \tilde{B}_{2\ldots L}(\mu) \tilde{D}_{2\ldots L}^{-1}(\xi_1)$$

$$= \sum_{l=2}^{L} \left\{ b_+(\mu, \xi_1)c_+(\mu, \xi_l) + c_+(\mu, \xi_1)a_-(\mu, \xi_l)c_+(\xi_1, \xi_l) - a_-(\mu, \xi_1)c_+(\mu, \xi_l)a_-(\xi_1, \xi_l) \right\}$$

$$\otimes_{i=2}^{l-1} \left( \begin{array}{cc} b_-(\mu, \xi_i) & 0 \\ 0 & \frac{a_-(\mu, \xi_i)a_-(\xi_i, \xi_i)}{b_-(\xi_i, \xi_i)} \end{array} \right) \epsilon_i^{(21)} \otimes_{j=1}^{L} \left( \begin{array}{cc} b_-(\mu, \xi_j) & 0 \\ 0 & \frac{a_-(\mu, \xi_j)}{b_-(\xi_j, \xi_j)} \end{array} \right)_{j}$$

$$= 0.$$

Hence,

$$\gamma^{(B)} = c_+(\mu, \xi_1) \otimes_{i=2}^{L} \left( \begin{array}{cc} b_-(\mu, \xi_i) & 0 \\ 0 & \frac{a_-(\mu, \xi_i)}{b_-(\xi_i, \xi_i)} \end{array} \right)_{i},$$

ultimately displaying the validity of Eq. (53).

### 4.8 The operator $\tilde{A}_{1\ldots L}$

#### 4.8.1 Applying algebraic operations

This twisted operator deserves special mention as it involves a number of complicated steps which easily outweigh anything witnessed from the previous operators. We start by applying the following necessary algebraic manipulations to Eq. (64),

$$\tilde{A}_{1\ldots L}(\mu) F_{1\ldots L}F_{2\ldots L}^{-1} = \begin{pmatrix} \tilde{A}_{2\ldots L}(\mu) & c_-(\mu, \xi_1) \tilde{B}_{2\ldots L}(\mu) \\ \tilde{C}_{2\ldots L}(\xi_1) \tilde{A}_{2\ldots L}(\mu) & c_-(\mu, \xi_1) \tilde{C}_{2\ldots L}(\xi_1) \tilde{B}_{2\ldots L}(\mu) + b_+(\mu, \xi_1) \tilde{D}_{2\ldots L}(\xi_1) \tilde{A}_{2\ldots L}(\mu) \end{pmatrix}$$

$$= \begin{pmatrix} \tilde{A}_{2\ldots L}(\mu) & c_-(\mu, \xi_1) \tilde{B}_{2\ldots L}(\mu) \\ \tilde{C}_{2\ldots L}(\xi_1) \tilde{A}_{2\ldots L}(\mu) & b_+(\mu, \xi_1) \tilde{A}_{2\ldots L}(\mu) + c_+(\mu, \xi_1) \tilde{C}_{2\ldots L}(\mu) \tilde{B}_{2\ldots L}(\xi_1) \end{pmatrix}$$

$$\Rightarrow \tilde{A}_{1\ldots L}(\mu) = \begin{pmatrix} \alpha^{(A)} & \beta^{(A)} \\ \gamma^{(A)} & \delta^{(A)} \end{pmatrix}$$
where,

\[
\begin{align*}
\alpha^{(A)} &= \tilde{A}_{2...L}(\mu) - c_-(\mu, \xi_1)\tilde{B}_{2...L}(\mu)\tilde{D}^{-1}_{2...L}(\xi_1)\tilde{C}_{2...L}(\xi_1) \\
\beta^{(A)} &= c_-(\mu, \xi_1)\tilde{B}_{2...L}(\mu)\tilde{D}^{-1}_{2...L}(\xi_1) \\
\gamma^{(A)} &= \tilde{C}_{2...L}(\xi_1)\tilde{A}_{2...L}(\mu) - b_+(\mu, \xi_1)\tilde{A}_{2...L}(\mu)\tilde{C}_{2...L}(\xi_1) \\
&\quad - c_+(\mu, \xi_1)\tilde{C}_{2...L}(\mu)\tilde{B}_{2...L}(\xi_1)\tilde{D}^{-1}_{2...L}(\xi_1)\tilde{C}_{2...L}(\xi_1) \\
\delta^{(A)} &= b_+(\mu, \xi_1)\tilde{A}_{2...L}(\mu) + c_+(\mu, \xi_1)\tilde{C}_{2...L}(\mu)\tilde{B}_{2...L}(\xi_1)\tilde{D}^{-1}_{2...L}(\xi_1).
\end{align*}
\]

4.8.2 The assumed form of \( \tilde{A}_{1...L} \) in vector space \( V_1 \)

As the expressions associated with \( \tilde{A}_{1...L} \) are quite long, it is wise to introduce the following auxiliary notation:

\[
\begin{align*}
\Omega_0(\mu) &= \bigotimes_{i=2}^L \begin{pmatrix} 1 & 0 \\ 0 & \frac{1}{b_-(\xi_i, \mu)} \end{pmatrix} \\
\Omega_1(\mu) &= \bigotimes_{i=2}^L \begin{pmatrix} b_-(\mu, \xi_i) & 0 \\ b_-(\xi_i, \xi_i) & 0 \\ 0 & \frac{a_-(\mu, \xi_i)}{b_-(\xi_i, \xi_i)} \end{pmatrix} \\
\Omega_2^{(l)}(\mu) &= \bigotimes_{i=2}^{l-1} \begin{pmatrix} b_-(\mu, \xi_i) & 0 \\ b_-(\xi_i, \xi_i) & 0 \\ 0 & \frac{a_-(\mu, \xi_i)a_-(\xi_i, \xi_i)}{b_-(\xi_i, \xi_i)} \end{pmatrix} \\
\Omega_3^{(l)}(\mu) &= \bigotimes_{i=2}^{l-1} \begin{pmatrix} b_-(\mu, \xi_i) & 0 \\ b_-(\xi_i, \xi_i) & 0 \\ 0 & \frac{a_-(\mu, \xi_i)a_-(\xi_i, \xi_i)}{b_-(\xi_i, \xi_i)} \end{pmatrix} \\
\Omega_4^{(l)}(\mu) &= \bigotimes_{i=2}^{l-1} \begin{pmatrix} b_-(\mu, \xi_i) & 0 \\ b_-(\xi_i, \xi_i) & 0 \\ 0 & \frac{a_-(\mu, \xi_i)a_-(\xi_i, \xi_i)}{b_-(\xi_i, \xi_i)} \end{pmatrix} \\
\Omega_5^{(l1)}(\mu) &= \bigotimes_{i=2}^{l-1} \begin{pmatrix} b_-(\mu, \xi_i) & 0 \\ b_-(\xi_i, \xi_i) & 0 \\ 0 & \frac{a_-(\mu, \xi_i)a_-(\xi_i, \xi_i)}{b_-(\xi_i, \xi_i)} \end{pmatrix} \otimes_{j=\ell+1}^{L} \begin{pmatrix} b_-(\mu, \xi_j) & 0 \\ b_-(\xi_j, \xi_j) & 0 \\ 0 & \frac{a_-(\mu, \xi_j)a_-(\xi_j, \xi_j)}{b_-(\xi_j, \xi_j)} \end{pmatrix} \\
\end{align*}
\]
Using the above notation we obtain,

\[
\alpha^{(A)} = \Omega_0(\mu) + \sum_{l=2}^{L} K^{(l)}_1 \Omega_2^{(l)}(\mu) + \sum_{2 \leq l_1 < l_2 \leq L} K^{(l_1l_2)}_1 \Omega_5^{(l_1l_2)}(\mu) + \sum_{2 \leq l_1 < l_2 \leq L} K^{(l_1l_2)}_2 \Omega_6^{(l_1l_2)}(\mu) \quad (84)
\]

\[
\beta^{(A)} = \sum_{l=2}^{L} \frac{\chi^{(l)}_1(\mu, \xi_1) c^{(l)}_1(\mu, \xi_1)}{b^{(l)}_-(\xi_1, \xi_1)} \Omega_3^{(l)}(\mu) \quad (85)
\]

\[
\gamma^{(A)} = \sum_{l=2}^{L} \frac{\chi^{(l)}_1(\mu, \xi_1) c^{(l)}_1(\mu, \xi_1)}{b^{(l)}_-(\xi_1, \xi_1)} \Omega_4^{(l)}(\mu) \quad (86)
\]

\[
\delta^{(A)} = \frac{1}{b^{(l_1)_1}_-(\mu_1, \xi_1)} \Omega_0^{(l_1)}(\mu) + \frac{\chi^{(l_2)}_1(\mu, \xi_1) c^{(l_2)}_1(\mu, \xi_1)}{b^{(l_2)}_-(\mu, \xi_1)} \Omega_1^{(l_2)}(\mu) + \sum_{l=2}^{L} K^{(l)}_2 \Omega_2^{(l)}(\mu)
\]

\[
+ \sum_{2 \leq l_1 < l_2 \leq L} K^{(l_1l_2)}_2 \Omega_5^{(l_1l_2)}(\mu) + \sum_{2 \leq l_1 < l_2 \leq L} K^{(l_1l_2)}_2 \Omega_6^{(l_1l_2)}(\mu), \quad (87)
\]

where the subscript \( a \) in the above expressions stands for assumed. For the derivation of these expressions \(84,87\) refer to Appendix E.3 We now show the equivalence between the two sets of expressions, \(80,83\) and \(84,87\).

### 4.8.3 Applying induction - further algebraic operations

We begin this section by showing the equivalence of \( \alpha^{(A)} \) and \( \alpha^{(A)}_\alpha \). From Eq. \(80\) we have,

\[\alpha^{(A)} = \Omega_0(\mu) + \sum_{l_1l_2=1}^{L} G^{(l_1l_2)}_\alpha,\]
where,
\[
\sum_{l_1,l_2=1}^{L} G^{(l_1l_2)}_{\alpha} = \tilde{B}_{2\ldots L}(\mu) \{ \tilde{D}^{-1}_{2\ldots L}(\mu)\tilde{C}_{2\ldots L}(\mu) - c_-(\mu, \xi_1)\tilde{D}^{-1}_{2\ldots L}(\xi_1)\tilde{C}_{2\ldots L}(\xi_1) \}.
\] (88)

We immediately notice the term \(\Omega_0(\mu)\) in the above form of \(\alpha^{(A)}\) matches with that in \(\alpha^{(A)}_a\). The multiplication of the \(\tilde{B}_{2\ldots L}\) and \(\tilde{C}_{2\ldots L}\) operators in Eq. (88) results in a double summation, \(\sum_{l_1,l_2=1}^{L}\), where the relevant sets of values of \(l_1\) and \(l_2\) are \(l_1 = l_2 = l\), \(l_1 > l_2\) and \(l_1 < l_2\). Beginning with the case \(l_1 = l_2 = l\) we obtain,
\[
\sum_{l_1,l_2=1}^{L} G^{(l_1l_2)}_{\alpha} = \sum_{l=2}^{L} c_+ (\mu, \xi_1) \left\{ \frac{c_-(\mu, \xi_1)}{b_-(\mu, \xi_1)} - \frac{c_-(\mu, \xi_1)c_-(\xi_1, \xi_1)}{b_-(\xi_1, \xi_1)} \right\} \Omega_5^{(l)}(\mu)
= \sum_{l=2}^{L} \frac{b_-(\mu, \xi_1)c_+(\mu, \xi_1)c_-(\xi_1, \xi_1)}{b_-(\xi_1, \xi_1)} \Omega_5^{(l)}(\mu),
\]
which verifies that the \(l_1 = l_2 = l\) cases of both \(\alpha^{(A)}\) and \(\alpha^{(A)}_a\) are equivalent.

Moving on to the \(l_1 > l_2\) case in Eq. (88) we obtain,
\[
\sum_{l_1,l_2=1}^{L} G^{(l_1l_2)}_{\alpha} = \sum_{2 \leq l_2 < l_1 \leq L} c_+(\mu, \xi_1) \left\{ \frac{c_-(\mu, \xi_1)}{b_-(\mu, \xi_1)} - \frac{c_-(\mu, \xi_1)c_-(\xi_1, \xi_1)}{b_-(\xi_1, \xi_1)} \right\} \Omega_5^{(l_1l_2)}(\mu)
= \sum_{2 \leq l_2 < l_1 \leq L} \frac{c_+(\mu, \xi_1)b_-(\mu, \xi_1)c_-(\xi_1, \xi_1)}{b_-(\xi_1, \xi_1)} \Omega_5^{(l_1l_2)}(\mu),
\]
which verifies that the \(l_1 > l_2\) cases of both \(\alpha^{(A)}\) and \(\alpha^{(A)}_a\) are equivalent.

Verifying the equivalence between the \(l_1 < l_2\) terms of \(\alpha^{(A)}\) and \(\alpha^{(A)}_a\) is exactly analogous to verifying the \(l_1 > l_2\) case, the only difference being that \(\Omega_5^{(l_1l_2)}(\mu)\) is replaced by \(\Omega_6^{(l_1l_2)}(\mu)\) in the calculations. Hence the overall expressions for both \(\alpha^{(A)}\) and \(\alpha^{(A)}_a\) are shown to be equivalent.

Considering \(\beta^{(A)}\) and \(\beta^{(A)}_a\), one can show their equivalence through elementary inspection without additional algebraic manipulation. For \(\gamma^{(A)}\) and \(\gamma^{(A)}_a\) we consider Eq. (82),
\[
\gamma^{(A)} = \sum_{l=2}^{N} \frac{c_+(\mu, \xi_1)c_-(\xi_1, \xi_1)}{b_-(\xi_1, \xi_1)} \Omega_4^{(l)}(\mu),
\]

thus verifying the equivalence of $\gamma^{(A)}$ and $\gamma^{(A)}_{\alpha}$. Finally, for $\delta^{(A)}$ and $\delta^{(A)}_{\alpha}$, we consider Eq. (83),

$$
\delta^{(A)} = b_+(\mu, \xi_1) \tilde{A}_{2..L}(\mu) + c_+(\mu, \xi_1) \tilde{C}_{2..L}(\mu) \tilde{B}_{2..L}(\xi_1) \tilde{D}_{2..L}^{-1}(\xi_1)
$$

use Eq. (4) and (6)

$$
= \left\{ b_+(\mu, \xi_1) - \frac{c_+(\mu, \xi_1) c_-(\mu, \xi_1)}{b_-(\mu, \xi_1)} \right\} \Omega_0(\mu) + \frac{c_+(\mu, \xi_1) c_-(\mu, \xi_1)}{b_-(\mu, \xi_1)} \Omega_1(\mu) \Omega_1(\xi_1) \\
+ \left\{ b_+(\mu, \xi_1) - \frac{c_+(\mu, \xi_1) c_-(\mu, \xi_1)}{b_-(\mu, \xi_1)} \right\} \tilde{B}_{2..L}(\mu) \tilde{D}_{2..L}^{-1}(\mu) \tilde{C}_{2..L}(\mu) \\
+ \left\{ b_+(\mu, \xi_1) \right\} \tilde{B}_{2..L}(\mu) \tilde{D}_{2..L}^{-1}(\mu) \tilde{C}_{2..L}(\mu)
$$

where,

$$
\sum_{l_1, l_2=1}^L G^{(l_1 l_2)}_{\delta} = \frac{1}{b_-(\xi_1, \mu)} \Omega_0(\mu) + \frac{c_+(\mu, \xi_1) c_-(\mu, \xi_1)}{b_-(\mu, \xi_1)} \Omega_1(\mu) + \sum_{l_1, l_2=1}^L G^{(l_1 l_2)}_{\delta},
$$

We notice that the first two terms (containing $\Omega_0(\mu)$ and $\Omega_1(\mu)$ in the above expression for $\delta^{(A)}$ are equal to the first two terms in the expression for $\delta^{(A)}_{\alpha}$. Concentrating on the remaining terms, we notice that the multiplication of the $\tilde{B}_{2..L}$ and $\tilde{C}_{2..L}$ operators in Eq. (89) results in a double summation, $\sum_{l_1, l_2=1}^L$, where the relevant sets of values of $l_1$ and $l_2$ are $l_1 = l_2 = l$, $l_1 > l_2$ and $l_1 < l_2$. Beginning with the case $l_1 = l_2 = l$ we obtain,

$$
\sum_{l_1, l_2=1}^L G^{(l_1 l_2)}_{\delta} = \sum_{l=1}^L \left\{ \frac{c_+(\mu, \xi_1) c_+(\mu, \xi_1)}{b_-(\mu, \xi_1)} \frac{c_-(\mu, \xi_1) a_-(\mu, \xi_1) c_-(\xi_1, \xi_1)}{b_-(\xi_1, \xi_1)} \right. \\
+ b_+(\mu, \xi_1) c_-(\mu, \xi_1) \right\} \xi_2^{(l)}(\mu) \\
= \sum_{l=1}^L \left\{ \frac{c_+(\mu, \xi_1) c_+(\mu, \xi_1)}{b_-(\mu, \xi_1)} \frac{a_-(\mu, \xi_1) c_-(\xi_1, \xi_1)}{b_-(\xi_1, \xi_1)} + \frac{c_+(\mu, \xi_1) c_-(\mu, \xi_1)}{b_-(\mu, \xi_1)} \right\} \xi_2^{(l)}(\mu) \\
= \sum_{l=1}^L \frac{c_-(\mu, \xi_1) a_-(\xi_1, \xi_1)}{b_-(\xi_1, \xi_1)} \xi_2^{(l)}(\mu) \\
+ \sum_{l=1}^L \frac{c_+(\mu, \xi_1) a_+(\xi_1, \xi_1)}{b_-(\xi_1, \xi_1)} \xi_2^{(l)}(\mu)
$$
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thus showing the equivalence between the \( l_1 = l_2 = l \) terms of \( \delta^{(A)} \) and \( \delta_a^{(A)} \).

For \( l_1 > l_2 \) we obtain,

\[
\sum_{l_1 > l_2} G^{(l_1 l_2)}_\delta = \sum_{2 \leq l_2 < l_1 \leq L} \left\{ \frac{c_+(\mu, \xi_1) b_-(\mu, \xi_1) c_+ (\xi_1, \xi_{l_1})}{b_-(\mu, \xi_1) b_-(\xi_1, \xi_{l_1}) b_-(\xi_2, \xi_{l_2})} \right\} \sum_{2 \leq l_2 < l_1 \leq L} \left\{ \frac{c_-(\mu, \xi_1) b_-(\mu, \xi_1) c_- (\xi_1, \xi_{l_1})}{b_-(\mu, \xi_1) b_-(\xi_1, \xi_{l_1}) b_-(\xi_2, \xi_{l_2})} \right\} \Omega_5^{(l_1 l_2)}(\mu)
\]

\[
\times \left( \frac{\Omega_5^{(l_1 l_2)}(\mu)}{\Omega_5^{(l_1 l_2)}(\mu)} \right) \sum_{2 \leq l_2 < l_1 \leq L} \left\{ \frac{c_+(\mu, \xi_1) b_+(\mu, \xi_1) c_+ (\xi_1, \xi_{l_1})}{b_-(\mu, \xi_1) b_-(\xi_1, \xi_{l_1})} \right\}
\]

\[
\times \left( \frac{\Omega_5^{(l_1 l_2)}(\mu)}{\Omega_5^{(l_1 l_2)}(\mu)} \right) \sum_{2 \leq l_2 < l_1 \leq L} \left\{ \frac{c_+(\mu, \xi_1) b_-(\mu, \xi_1) c_+ (\xi_1, \xi_{l_1})}{b_-(\mu, \xi_1) b_-(\xi_1, \xi_{l_1})} \right\}
\]

\[
\times \left( \frac{\Omega_5^{(l_1 l_2)}(\mu)}{\Omega_5^{(l_1 l_2)}(\mu)} \right) \sum_{2 \leq l_2 < l_1 \leq L} \left\{ \frac{c_-(\mu, \xi_1) b_-(\mu, \xi_1) c_- (\xi_1, \xi_{l_1})}{b_-(\mu, \xi_1) b_-(\xi_1, \xi_{l_1})} \right\}
\]

\[
\times \left( \frac{\Omega_5^{(l_1 l_2)}(\mu)}{\Omega_5^{(l_1 l_2)}(\mu)} \right) \sum_{2 \leq l_2 < l_1 \leq L} \left\{ \frac{c_+(\mu, \xi_1) b_+(\mu, \xi_1) c_+ (\xi_1, \xi_{l_1})}{b_-(\mu, \xi_1) b_-(\xi_1, \xi_{l_1})} \right\}
\]

\[
\times \left( \frac{\Omega_5^{(l_1 l_2)}(\mu)}{\Omega_5^{(l_1 l_2)}(\mu)} \right) \sum_{2 \leq l_2 < l_1 \leq L} \left\{ \frac{c_-(\mu, \xi_1) b_-(\mu, \xi_1) c_- (\xi_1, \xi_{l_1})}{b_-(\mu, \xi_1) b_-(\xi_1, \xi_{l_1})} \right\}
\]

hence showing the equivalence between the \( l_1 > l_2 \) terms of \( \delta^{(A)} \) and \( \delta_a^{(A)} \).

Verifying the equivalence between the \( l_1 < l_2 \) terms of \( \delta^{(A)} \) and \( \delta_a^{(A)} \) is exactly analogous to verifying the \( l_1 > l_2 \) case, the only difference being that \( \Omega_5^{(l_1 l_2)}(\mu) \) is replaced by \( \Omega_6^{(l_1 l_2)}(\mu) \) in the calculations.

Finally we have verified the validity of the explicit expressions of the twisted monodromy matrices \([51, 54]\), solely relying on the information granted to us by the algebraic relations \([13]\), forgoing any form of explicit parameterization of the Boltzmann weights. In Table \( [2] \) we provide a summary of the information needed from Eqs. \([13]\) in order to complete the verification.

Remark. We shall conclude this section with the following comment. From Table \( [2] \) we see that out of the distinct sixteen Yang-Baxter algebra relations generated from Eq. \([1]\), we are required to use exactly half in order complete the general proof of the explicit form of the twisted operators. This is because we have started with a proposal for the \( F \)-matrix that is lower-triangular. It is natural to conjecture that if our initial choice was for an upper-triangular \( F \)-matrix then
we would require the exclusive use of the remaining half of the the Yang-Baxter algebra relations to prove the expressions for the corresponding twisted monodromy operators. Given a positive answer regarding the aforementioned conjecture we would find the self-consistent role played by the Yang-Baxter algebra relations in the formulation of the $F$-basis as rather remarkable.

5 The scalar product

5.1 State vectors

In order to be consistent with the lower-triangularity of the factorizing $F$-matrix, we shall define our Bethe state vectors by the following ket,

$$\{|\nu\rangle\rangle = |\nu_M \ldots \nu_2 \nu_1 \rangle = C_{1\ldots L}(\nu_M) \ldots C_{1\ldots L}(\nu_2)C_{1\ldots L}(\nu_1)|1\rangle,$$

where $M$ is an integer and $M \leq L$. The reference state $|1\rangle$ is the standard ferromagnetic state,

$$|1\rangle = \otimes_{i=1}^{L} \begin{pmatrix} 0 \\ 1 \end{pmatrix}_i.$$

By the same token we define the conjugate state vector as the following bra,

$$\langle \{\mu\} | = \langle \mu_1 \mu_2 \ldots \mu_M | = \langle 1 | B_{1\ldots L}(\mu_1)B_{1\ldots L}(\mu_2) \ldots B_{1\ldots L}(\mu_M),$$

where the transpose state $\langle 1 |$ is,

$$\langle 1 | = \otimes_{i=1}^{L} (0, 1)_i.$$
The scalar product is then defined as the expectation value of the state vector with its conjugate,

\[ \langle \{ \mu \} | \{ \nu \} \rangle = S(\{ \mu \}, \{ \nu \}) = \langle 1 | B_{1 \cdots L}(\mu_1) \cdots B_{1 \cdots L}(\mu_M) C_{1 \cdots L}(\nu_M) \cdots C_{1 \cdots L}(\nu_1) | 1 \rangle. \]

5.2 On-shell states and the Bethe equations

The transfer matrix \( T_{1 \cdots L}(\lambda) \) is defined as the trace of the monodromy matrix over the auxiliary space \( A_a \),

\[ T_{1 \cdots L}(\lambda) = \text{Tr}_a [T_a, 1 \cdots L(\lambda)] = A_{1 \cdots L}(\lambda) + D_{1 \cdots L}(\lambda). \]

It can be diagonalized by imposing that the state \( |\{ \nu \} \rangle \) is the corresponding eigenvector. Continuing on the theme of the previous sections of this work, this eigenvalue problem can be solved by relying solely on the information granted to us from Eqs. (1-3) without any explicit weight parameterization. Following [16], one can see that this task is undertaken with the help of the commutation rules (20), (23) and (24), the unitarity properties (7) and (8), and the Yang-Baxter relations (11) and (16). The final results for the action of the operators \( A_{1 \cdots L}(\lambda) \) and \( D_{1 \cdots L}(\lambda) \) on the state \( |\{ \nu \} \rangle \) are,

\[ A_{1 \cdots L}(\lambda)|\nu_M \cdots \nu_1 \rangle = \prod_{i=1}^L b_+(\lambda, \xi_i) \prod_{j=1}^M \frac{1}{b_+(\lambda, \nu_j)} |\nu_M \cdots \nu_1 \rangle \]

(94)

\[ - \sum_{j=1}^M c_+(\lambda, \nu_j) \prod_{i=1}^L b_+(\nu_j, \xi_i) \prod_{k=1}^M \theta(\nu_j, \nu_k) b_+(\nu_j, \nu_k) C_{1 \cdots L}(\lambda)|\nu_M \cdots \nu_j + 1 \nu_j - 1 \cdots \nu_1 \rangle, \]

\[ D_{1 \cdots L}(\lambda)|\nu_M \cdots \nu_1 \rangle = \prod_{i=1}^L a_-(\lambda, \xi_i) \prod_{j=1}^M \frac{a_-(\nu_j, \lambda)}{b_+(\nu_j, \lambda)} |\nu_M \cdots \nu_1 \rangle \]

(95)

\[ - \sum_{j=1}^M c_-(\nu_j, \lambda) \prod_{i=1}^L a_-(\nu_j, \xi_i) \prod_{k=1}^M \theta(\nu_k, \nu_j) b_+(\nu_k, \nu_j) C_{1 \cdots L}(\lambda)|\nu_M \cdots \nu_j + 1 \nu_j - 1 \cdots \nu_1 \rangle, \]

where the function \( \theta(\nu_j, \nu_k) \) is defined as,

\[ \theta(\nu_j, \nu_k) = \begin{cases} 
  a_-(\nu_j, \nu_k) & \text{if } j < k \\
  1 & \text{if } j \geq k
\end{cases}. \]
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In order for the states $|\{\nu\}\rangle$ to be eigenvectors of the transfer matrix one is required to cancel the undesirable terms $C_{1\ldots L}(\lambda)|\nu_M \ldots \nu_j \ldots \nu_1\rangle$. All of these terms are eliminated by imposing that the rapidities $\{\nu\}$ satisfy the following set of Bethe equations,

$$\prod_{k=1}^{M} \frac{b_+(\nu_k, \nu_j) a_-(\nu_j, \nu_k)}{b_+(\nu_j, \nu_k)} = \prod_{i=1}^{L} \frac{a_-(\nu_j, \xi_i)}{b_+(\nu_j, \xi_i)} \quad \text{for} \quad j \in \{1, \ldots, M\}. \quad (97)$$

From now on we shall denote the on-shell states, i.e. states whose rapidities satisfy the Bethe equations (97) by $|\{\nu\}_\beta\rangle$. Equivalently, we can refer to states $|\{\nu\}\rangle$ where the rapidities are free as off-shell.

5.3 Applying the F-basis

We now concentrate on applying the factorizing $F$-matrices on the scalar product to obtain a complete algebraic expression in terms of Boltzmann weights. We begin by giving the following two necessary results:

**Proposition 6.**

$$\langle 1| F_{1\ldots L} = \prod_{1\leq i < j \leq L} a_-(\xi_i, \xi_j) \langle 1|, \quad F_{1\ldots L}^{-1} |1\rangle = \prod_{1\leq i < j \leq L} a_-(\xi_j, \xi_i) |1\rangle \quad (98)$$

The verification of the above relations can be obtained through careful consideration of the form of $F_{1\ldots L}$ given by Eq. (39). We offer the complete proof in Appendix F.1.

Applying the above results we obtain the following form for the scalar product in terms of the twisted monodromy operators,

$$S(\{\mu\}, \{\nu\}) = \langle 1| B_{1\ldots L}(\mu_1) \ldots B_{1\ldots L}(\mu_M) C_{1\ldots L}(\nu_M) \ldots C_{1\ldots L}(\nu_1) |1\rangle. \quad (99)$$

5.3.1 Complete set of states

The complete set of states for the Hilbert space $V_1 \otimes \cdots \otimes V_L$ is given by,

$$\sum_{p=0}^{L} \sum_{1 \leq l_1 \cdots l_p \leq L} |l_1, \ldots, l_p\rangle \langle l_1, \ldots, l_p|,$$
where we have used the following labels,

\[
|l_1, \ldots, l_p\rangle = \bigotimes_{i=1}^L \bigoplus_{l_i \neq l_{i-1}, \ldots, l_p} \begin{pmatrix} 0 \\ 1 \end{pmatrix} \bigotimes_{j=1}^p \begin{pmatrix} 1 \\ 0 \end{pmatrix}_{l_j} \\
\langle l_1, \ldots, l_p| = \bigotimes_{i=1}^L \bigoplus_{l_i \neq l_{i-1}, \ldots, l_p} (0, 1)_i \bigotimes_{j=1}^p (1, 0)_{l_j}.
\]

Inserting a complete set of states into the expression for the scalar product (99) as follows,

\[
S(\{\mu\}, \{\nu\}) = \sum_{p=0}^L \sum_{1 \leq l_1 < \cdots < l_p \leq L} \langle 1 | \tilde{B}_{1 \cdots L}(\mu_1) \cdots \tilde{B}_{1 \cdots L}(\mu_M) | l_1, \ldots, l_p \rangle \\
\times \langle l_1, \ldots, l_p | \tilde{C}_{1 \cdots L}(\nu_M) \cdots \tilde{C}_{1 \cdots L}(\nu_1) | 1 \rangle,
\]

and considering the action of \( e^{(12)} \) and \( e^{(21)} \) on the orthonormal basis vectors we can immediately verify that the only value of \( p \) in Eq. (101) that does not equal zero is \( p = M \), hence,

\[
S(\{\mu\}, \{\nu\}) = \sum_{1 \leq l_1 < \cdots < l_M \leq L} \langle 1 | \tilde{B}_{1 \cdots L}(\mu_1) \cdots \tilde{B}_{1 \cdots L}(\mu_M) | l_1, \ldots, l_M \rangle \\
\times \langle l_1, \ldots, l_M | \tilde{C}_{1 \cdots L}(\nu_M) \cdots \tilde{C}_{1 \cdots L}(\nu_1) | 1 \rangle.
\]

Reiterating that \( \tilde{B}_{1 \cdots L}(\mu) \) and \( \tilde{C}_{1 \cdots L}(\nu) \) are elements of \( \text{End}(V_1 \otimes \cdots \otimes V_L) \), in the following section we shall decrease the number of relevant vector spaces in the Hilbert space from \( L \) to \( M \). For the sake of clarity in the proceeding sections we note that with the application of the \( \theta \)-function, defined in Eq. (96), the twisted \( B \) (53) and \( C \) (52) operators can be expressed as,

\[
\tilde{B}_{1 \cdots L}(\mu) = \sum_{l=1}^L c_+ (\mu, \xi_l) \epsilon_i^{(21)} \bigotimes_{l \neq l'} \begin{pmatrix} b_-(\mu, \xi_l) & 0 \\
0 & a_{\mu, \xi_l}(\xi_l, \xi_{l'})/b_-(\xi_l, \xi_{l'}) \end{pmatrix}_i \\
\tilde{C}_{1 \cdots L}(\nu) = \sum_{l=1}^L c_- (\nu, \xi_l) \epsilon_i^{(12)} \bigotimes_{l \neq l'} \begin{pmatrix} b_-(\nu, \xi_l) & 0 \\
0 & a_{\nu, \xi_l}(\xi_l, \xi_{l'})/b_-(\xi_l, \xi_{l'}) \end{pmatrix}_i.
\]

### 5.4 Decreasing the number of relevant vector spaces

In this section we discuss the steps that are necessary to express the scalar product (102) as a weighted bilinear sum of domain wall partition functions. Here we follow the procedure originally devised in [17], but introduce a number of subtle adaptations that are necessary to deal with the generality of the Boltzmann weights.
5.4.1 Simplification - I

Since the action of $e^{(21)}$ on the basis vectors of the ferromagnetic states is zero, one can use matrix multiplication on the expression $\langle 1 | \tilde{B}_{1 \ldots L}(\mu_{1}) \ldots \tilde{B}_{1 \ldots L}(\mu_{M}) | l_{1}, \ldots, l_{M} \rangle$ to decrease the number of relevant vector spaces the twisted $B$-operator acts on as follows,

$$
\langle 1 | \tilde{B}_{1 \ldots L}(\mu_{1}) \ldots \tilde{B}_{1 \ldots L}(\mu_{M}) | l_{1}, \ldots, l_{M} \rangle = \sum_{q_{1}, \ldots, q_{M}=1}^{M} \prod_{q_{1} \neq \ldots \neq q_{M}}^{M} \prod_{p=1}^{L} a_{-}(\mu_{m}, \xi_{p}) \theta(\xi_{p}, \xi_{q_{m}}) b_{-}(\xi_{p}, \xi_{q_{m}}) \langle 1 | \tilde{B}_{1 \ldots l_{M}}(\mu_{1}) \ldots \tilde{B}_{1 \ldots l_{M}}(\mu_{M}) | l_{1}, \ldots, l_{M} \rangle,
$$

(103)

where,

$$
\tilde{B}_{1 \ldots l_{M}}^{(q)}(\mu) = c_{+}(\mu, \xi_{q}) e^{(21)}_{\xi_{q}} \otimes_{i=1}^{M} \left( \begin{array}{cc}
    b_{-}(\mu, \xi_{i}) & 0 \\
    0 & a_{-}(\mu, \xi_{i}) \theta(\xi_{i}, \xi_{q}) / b_{-}(\xi_{i}, \xi_{q})
\end{array} \right)_{l_{i}}.
$$

Eq. (103) is worthy of some remarks. Firstly, the coefficient $\prod_{m=1}^{M} \prod_{p=1}^{L} a_{-}(\mu_{m}, \xi_{p}) \theta(\xi_{p}, \xi_{q_{m}}) b_{-}(\xi_{p}, \xi_{q_{m}})$ is independent of the value of $(q_{1}, \ldots, q_{M})$ in the sum due to the condition $q_{1} \neq \cdots \neq q_{M}$. Secondly, the operator $\tilde{B}_{1 \ldots l_{M}}^{(q)}(\mu)$ acts trivially on the vector spaces $V_{\alpha}$, for $\alpha \neq (l_{1}, \ldots, l_{M})$, meaning we can decrease the number of relevant vector spaces in the reference states from $L$ to $M$ as follows,

$$
\langle 1 | \rightarrow (l_{1}, \ldots, l_{M}) \langle 1 | \equiv \otimes_{i=1}^{M} (0, 1)_{l_{i}}, \quad | l_{1}, \ldots, l_{M} \rangle \rightarrow | 0 \rangle (l_{1}, \ldots, l_{M}) \equiv \otimes_{i=1}^{M} \left( \begin{array}{c}
    1 \\
    0
\end{array} \right)_{l_{i}}.
$$

Thirdly, when the aforementioned coefficient is taken out of the sum over $q_{i}$, we obtain the following simplification,

$$
\sum_{q_{1}, \ldots, q_{M}=1}^{M} (l_{1} \ldots l_{M}) \langle 1 | \tilde{B}_{1 \ldots l_{M}}^{(q_{1})}(\mu_{1}) \ldots \tilde{B}_{1 \ldots l_{M}}^{(q_{M})}(\mu_{M}) | 0 \rangle (l_{1} \ldots l_{M}) = \langle (l_{1} \ldots l_{M}) \langle 1 | \tilde{B}_{1 \ldots l_{M}}^{(q_{1})}(\mu_{1}) \ldots \tilde{B}_{1 \ldots l_{M}}^{(q_{M})}(\mu_{M}) | 0 \rangle (l_{1} \ldots l_{M}),
$$

where,

$$
\tilde{B}_{1 \ldots l_{M}}(\mu) = \sum_{q=1}^{M} c_{+}(\mu, \xi_{q}) e^{(21)}_{\xi_{q}} \otimes_{i=1}^{M} \left( \begin{array}{cc}
    b_{-}(\mu, \xi_{i}) & 0 \\
    0 & a_{-}(\mu, \xi_{i}) \theta(\xi_{i}, \xi_{q}) / b_{-}(\xi_{i}, \xi_{q})
\end{array} \right)_{l_{i}}.
$$

Hence Eq. (103) ultimately simplifies to the expression,

$$
\langle 1 | \tilde{B}_{1 \ldots L}(\mu_{1}) \ldots \tilde{B}_{1 \ldots L}(\mu_{M}) | l_{1}, \ldots, l_{M} \rangle = \prod_{m=1}^{M} \prod_{p=1}^{L} a_{-}(\mu_{m}, \xi_{p}) \theta(\xi_{p}, \xi_{l_{m}}) b_{-}(\xi_{p}, \xi_{l_{m}}) (l_{1} \ldots l_{M}) \langle 1 | \tilde{B}_{1 \ldots l_{M}}^{(q_{1})}(\mu_{1}) \ldots \tilde{B}_{1 \ldots l_{M}}^{(q_{M})}(\mu_{M}) | 0 \rangle (l_{1} \ldots l_{M}).
$$
5.4.2 Simplification - II

In a completely analogous method to Section 5.4.1, since the action of \( e^{(12)} \) on the basis vectors of the transpose ferromagnetic states (93) is zero, one can use matrix multiplication on the expression \( \langle l_1, \ldots, l_M | \tilde{C}_{1..L}(\nu_M) \ldots \tilde{C}_{1..L}(\nu_1) | 1 \rangle \) to decrease the number of relevant vector spaces the twisted \( C \)-operator acts on as follows,

\[
\langle l_1, \ldots, l_M | \tilde{C}_{1..L}(\nu_M) \ldots \tilde{C}_{1..L}(\nu_1) | 1 \rangle = \sum_{q_1 \neq \ldots \neq q_M}^{M} \prod_{m=1}^{M} \prod_{p=1}^{L} \frac{a_{(\nu_m, \xi_p)}}{\xi_{(\xi_{l_m}, \xi_p)}} \langle l_1, \ldots, l_M | \tilde{C}_{1..L}(\nu_M) \ldots \tilde{C}_{1..L}(\nu_1) | 1 \rangle,
\]

(104)

where,

\[
\tilde{C}_{l_1 \ldots l_M}(\nu) = c_{-}(\nu, \xi_{l_q}) e^{(12)} \otimes_{m=1}^{M} \begin{pmatrix} b_{-}(\nu, \xi_{l_k}) & 0 \\ b_{-}(\xi_{l_k}, \xi_{l_q}) & a_{-}(\nu, \xi_{l_k}) \end{pmatrix}
\]

We offer the following remarks on Eq. (104). Firstly, the coefficient \( \prod_{m=1}^{M} \prod_{p=1}^{L} \frac{a_{(\nu_m, \xi_p)}}{\xi_{(\xi_{l_m}, \xi_p)}} \) is independent of the value of \((q_1, \ldots, q_M)\) in the sum due to the condition \( q_1 \neq \ldots \neq q_M \). Secondly, the operator \( \tilde{C}_{l_1 \ldots l_M}(\nu) \) acts trivially on the vector spaces \( V_\alpha \), for \( \alpha \neq (l_1, \ldots, l_M) \), meaning we can decrease the number of relevant vector spaces in the reference states from \( L \) to \( M \) as follows,

\[
\langle l_1, \ldots, l_M | \rightarrow (l_1 \ldots l_M) \langle 0 | \equiv \otimes_{i=1}^{M} \begin{pmatrix} 0 \\ 1 \end{pmatrix} \quad |1 \rangle \rightarrow |1 \rangle \langle l_1 \ldots l_M | \equiv \otimes_{i=1}^{M} \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]

Thirdly, when the aforementioned coefficient is taken out of the sum over \( q_i \), we obtain the following simplification,

\[
\sum_{q_1 \neq \ldots \neq q_M}^{M} (l_1 \ldots l_M) \langle 0 | \tilde{C}_{l_1 \ldots l_M}(\nu_M) \ldots \tilde{C}_{l_1 \ldots l_M}(\nu_1) | 1 \rangle (l_1 \ldots l_M)
\]

\[
= (l_1 \ldots l_M) \langle 0 | \tilde{C}_{l_1 \ldots l_M}(\nu_M) \ldots \tilde{C}_{l_1 \ldots l_M}(\nu_1) | 1 \rangle (l_1 \ldots l_M),
\]

where,

\[
\tilde{C}_{l_1 \ldots l_M}(\nu) = \sum_{q=1}^{M} c_{-}(\nu, \xi_{l_q}) e^{(12)} \otimes_{m=1}^{M} \begin{pmatrix} b_{-}(\nu, \xi_{l_k}) & 0 \\ b_{-}(\xi_{l_k}, \xi_{l_q}) & a_{-}(\nu, \xi_{l_k}) \end{pmatrix}
\]

Hence Eq. (104) ultimately simplifies to the expression,

\[
\langle l_1, \ldots, l_M | \tilde{C}_{l_1 \ldots L}(\nu_M) \ldots \tilde{C}_{l_1 \ldots L}(\nu_1) | 1 \rangle
\]

\[
= \prod_{m=1}^{M} \prod_{p=1}^{L} \frac{a_{(\nu_m, \xi_p)}}{\xi_{(\xi_{l_m}, \xi_p)}} (l_1 \ldots l_M) \langle 0 | \tilde{C}_{l_1 \ldots l_M}(\nu_M) \ldots \tilde{C}_{l_1 \ldots l_M}(\nu_1) | 1 \rangle (l_1 \ldots l_M).
\]
5.4.3 The scalar product as a weighted bilinear sum

Combining the results of Sections (5.4.1) and (5.4.2) we obtain the following form for the scalar product,

\[
S(\mu, \nu) = \sum_{1 \leq t_1 < \ldots < t_L \leq L} \prod_{m=1}^{M} \prod_{p=1}^{L} \frac{\theta(\xi_p, \xi_{m})}{\theta(\xi_{m}, \xi_{p})} 
\times \langle t_1 \ldots t_M | \tilde{B}_{t_1 \ldots t_M}(\mu_1) \ldots \tilde{B}_{t_1 \ldots t_M}(\mu_M) | 0 \rangle \langle t_1 \ldots t_M | \tilde{B}_{t_1 \ldots t_M}(\nu_1) \ldots \tilde{B}_{t_1 \ldots t_M}(\nu_M) | 0 \rangle.
\]

(105)

In the above expression we have applied the following \(\theta\)-function relation,

\[
\prod_{m=1}^{M} \prod_{p=1}^{L} \frac{\theta(\xi_p, \xi_{m})}{\theta(\xi_{m}, \xi_{p})} = \prod_{m=1}^{M} \prod_{p=1}^{L} \frac{1}{\theta(\xi_{m}, \xi_{p})},
\]

which can be obtained using unitarity condition (8). We refer to \((t_1 \ldots t_M | \tilde{B}_{t_1 \ldots t_M}(\mu_1) \ldots \tilde{B}_{t_1 \ldots t_M}(\mu_M) | 0 \rangle \langle t_1 \ldots t_M | \tilde{B}_{t_1 \ldots t_M}(\nu_1) \ldots \tilde{B}_{t_1 \ldots t_M}(\nu_M) | 0 \rangle\) as the twisted domain wall partition functions of type B and C respectively. In the next section we shall express them (and hence the scalar product) explicitly in terms of Boltzmann weights.

6 The domain wall partition function (DWPF)

We focus on the twisted DWPF’s of type B and C separately. Beginning with type B, we employ the simplicity of the twisted B operator to derive a recurrence relation for the DWPF which we can solve explicitly through induction. We then perform an equivalent analysis for type C.

6.1 DWPF of type B

6.1.1 Twisted recurrence relation

Focusing on the expression \((t_1 \ldots t_M | \tilde{B}_{t_1 \ldots t_M}(\mu_1) \ldots \tilde{B}_{t_1 \ldots t_M}(\mu_M) | 0 \rangle \langle t_1 \ldots t_M |)\), we insert a complete set of states between the operators \(\tilde{B}_{t_1 \ldots t_M}(\mu_1)\) and \(\tilde{B}_{t_1 \ldots t_M}(\mu_2)\) to obtain,

\[
(t_1 \ldots t_M | \tilde{B}_{t_1 \ldots t_M}(\mu_1) \ldots \tilde{B}_{t_1 \ldots t_M}(\mu_M) | 0 \rangle \langle t_1 \ldots t_M |) = \sum_{q=1}^{L} (t_1 \ldots t_M | \tilde{B}_{t_1 \ldots t_M}(\mu_1) | q \rangle \langle t_1 \ldots t_M | \tilde{B}_{t_1 \ldots t_M}(\mu_2) | q \rangle \tilde{B}_{t_1 \ldots t_M}(\mu_M) | 0 \rangle \langle t_1 \ldots t_M |),
\]
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where we have used the notation,

\[
|q\rangle_{(t_1 \ldots t_M)} = \bigotimes_{i=1 \atop i \neq q}^{M} \left( \begin{array}{c} 0 \\ 1 \\ \ddots \\ 1 \\ 0 \end{array} \right)_{l_i} \otimes \left( \begin{array}{c} 1 \\ 0 \end{array} \right)_{l_q}
\]

(106)

\[
\langle t_1 \ldots t_M | q \rangle = \bigotimes_{i=1 \atop i \neq q}^{M} (0, 1)_{l_i} \otimes (1, 0)_{l_q}.
\]

Since the action of \(e^{(21)}\) on the basis vectors of the ferromagnetic states is zero, one can use matrix multiplication to obtain the following expression for \(\langle t_1 \ldots t_M | \tilde{B}_{t_1 \ldots t_M} (\mu_1) | q \rangle_{(t_1 \ldots t_M)}\),

\[
\langle t_1 \ldots t_M | \tilde{B}_{t_1 \ldots t_M} (\mu_1) | q \rangle_{(t_1 \ldots t_M)} = c_+ (\mu_1, \xi_{l_q}) \prod_{j=1 \atop j \neq q}^{M} \frac{a_- (\mu_1, \xi_{l_j}) \theta (\xi_{l_j}, \xi_{l_q})}{b_- (\xi_{l_j}, \xi_{l_q})}.
\]

Concentrating on \(\langle t_1 \ldots t_M | q | \tilde{B}_{t_1 \ldots t_M} (\mu_2) \ldots \tilde{B}_{t_1 \ldots t_M} (\mu_M) | 0 \rangle_{(t_1 \ldots t_M)}\), we apply a similar method to that detailed in Section (5.4.1) to decrease the relevant number of vector spaces in the reference states from \(M\) to \(M - 1\) to obtain,

\[
\langle t_1 \ldots t_M | q | \tilde{B}_{t_1 \ldots t_M} (\mu_2) \ldots \tilde{B}_{t_1 \ldots t_M} (\mu_M) | 0 \rangle_{(t_1 \ldots t_M)} = \prod_{m=2}^{M} b_- (\mu_m, \xi_{l_q}) \langle t_1 \ldots t_{M-1} | \tilde{B}_{t_1 \ldots t_{M-1}} (\mu_2) \ldots \tilde{B}_{t_1 \ldots t_{M-1}} (\mu_M) | 0 \rangle_{(t_1 \ldots t_{M-1})},
\]

where,

\[
\tilde{B}_{t_i \ldots t_M} (\mu) = \sum_{j=1 \atop j \neq q}^{M} c_+ (\mu, \xi_{l_q}) e^{(21)} \bigotimes_{p=1 \atop p \neq q}^{M} \left( \begin{array}{c} b_- (\mu, \xi_{l_i}) \\ 0 \\ \ddots \\ 0 \end{array} \right)_{l_i} \otimes \left( \begin{array}{c} a_- (\mu, \xi_{l_p}) \theta (\xi_{l_i}, \xi_{l_q}) \\ b_- (\xi_{l_i}, \xi_{l_p}) \end{array} \right),
\]

and,

\[
\langle t_1 \ldots t_M | 1 \rangle = \bigotimes_{i=1 \atop i \neq q}^{M} (0, 1)_{l_i}, \quad | 0 \rangle_{(t_1 \ldots t_M)} = \bigotimes_{i=1 \atop i \neq q}^{M} \left( \begin{array}{c} 1 \\ 0 \end{array} \right)_{l_i}.
\]

Thus we obtain the following twisted recursion relation,

\[
\langle t_1 \ldots t_M | 1 | \tilde{B}_{t_1 \ldots t_M} (\mu_1) \ldots \tilde{B}_{t_1 \ldots t_M} (\mu_M) | 0 \rangle_{(t_1 \ldots t_M)} = \sum_{q=1}^{M} c_+ (\mu_1, \xi_{l_q}) \prod_{j=1 \atop j \neq q}^{M} \frac{a_- (\mu_1, \xi_{l_j}) \theta (\xi_{l_j}, \xi_{l_q})}{b_- (\xi_{l_j}, \xi_{l_q})} \times \prod_{m=2}^{M} b_- (\mu_m, \xi_{l_q}) \langle t_1 \ldots t_{M-1} | \tilde{B}_{t_1 \ldots t_{M-1}} (\mu_2) \ldots \tilde{B}_{t_1 \ldots t_{M-1}} (\mu_M) | 0 \rangle_{(t_1 \ldots t_{M-1})},
\]

(107)

We now focus on untwisting the above equation.
6.1.2 Untwisting the twisted DWPF

We give the following necessary results:

**Proposition 7.**

\[
\langle 0 | \mathcal{F}_{1...L} = \langle 0 |, \quad \mathcal{F}_{1...L} | 0 \rangle = | 0 \rangle, \quad \langle 0 | \mathcal{F}^{-1}_{1...L} = \langle 0 |, \quad \mathcal{F}^{-1}_{1...L} | 0 \rangle = | 0 \rangle.
\]  

(108)

As with Proposition 6, the verification of the above relations can be obtained through careful consideration of the form of \( \mathcal{F}_{1...L} \) given by Eq. (39). We give the proof in Appendix F.2.

Through the application of Eqs. (98) and (108), and labeling the untwisted DWPF as follows,

\[
\langle \ell_1...\ell_M | B_{\ell_1...\ell_M} (\mu_1) \ldots B_{\ell_1...\ell_M} (\mu_M) | 0 \rangle_{\ell_1...\ell_M} = Z^{(B)}_M (\{ \mu \}, \{ \xi \})
\]

(109)

Eq. (107) becomes,

\[
Z^{(B)}_M (\{ \mu \}, \{ \xi \}) = \sum_{\ell_1=1}^{M} c_+ (\mu_1, \xi_{\ell_1}) \prod_{j=1}^{M} \frac{a_- (\mu_1, \xi_{\ell_1})}{b_- (\xi_{\ell_1}, \xi_{\ell_j}) \theta (\xi_{\ell_j}) (\xi_{\ell_j})} \times \prod_{m=2}^{M} b_-(\mu_m, \xi_{\ell_q}) Z^{(B)}_{M-1} (\{ \mu \}, \{ \xi \}, \hat{\mu}_1, \hat{\xi}_{\ell_q}).
\]

(110)

6.1.3 Explicit solution

For \( M = \{ 1, 2 \} \) we obtain,

\[
Z^{(B)}_1 (\mu_1, \xi_{\ell_1}) = c_+ (\mu_1, \xi_{\ell_1})
\]

\[
Z^{(B)}_2 (\{ \mu \}, \{ \xi \}) = c_+ (\mu_1, \xi_{\ell_1}) c_+ (\mu_2, \xi_{\ell_2}) \frac{b_- (\mu_2, \xi_{\ell_1}) a_- (\mu_1, \xi_{\ell_2})}{b_- (\xi_{\ell_2}, \xi_{\ell_1}) \theta (\xi_{\ell_1}) (\xi_{\ell_1})}
\]

\[
\quad + c_+ (\mu_1, \xi_{\ell_2}) c_+ (\mu_2, \xi_{\ell_1}) b_- (\mu_2, \xi_{\ell_2}) a_- (\mu_1, \xi_{\ell_1}) \frac{b_- (\xi_{\ell_1}, \xi_{\ell_2})}{b_- (\xi_{\ell_2}, \xi_{\ell_1})}.
\]

We now offer the following general result.

**Proposition 8.**

\[
Z^{(B)}_M (\{ \mu \}, \{ \xi \}) = \sum_{\sigma \in S_M} \prod_{i=1}^{M} c_+ (\mu_{\sigma(i)}, \xi_{\ell_{\sigma(i)}}) \prod_{1 \leq j < k \leq M} \frac{b_- (\mu_{\sigma(i)}, \xi_{\ell_{\sigma(j)}}) a_- (\mu_{\sigma(j)}, \xi_{\ell_{\sigma(k)}})}{b_- (\xi_{\ell_{\sigma(k)}}, \xi_{\ell_{\sigma(j)}}) \theta (\xi_{\ell_{\sigma(j)}}, \xi_{\ell_{\sigma(k)}})}
\]

(111)
**Proof.** Noting that the above formula is correct for $M = \{1, 2\}$, we assume that it holds for some $M$, and focus on the $M + 1$ case of Eq. (110),

$$Z_{M+1}^{(B)} = \sum_{q=1}^{M+1} C_{\mu_1, \xi_{l_q}} \prod_{n=1}^{M+1} a_-(\mu_1, \xi_{l_n}) b_-(\mu_m, \xi_{l_n}) \prod_{m=2}^{M+1} b_-(\mu_m, \xi_{l_n})$$

where the sum over the permutations with superscript $q$ is given by,

$$\sum_{\sigma \in S_{M+1}^q} = \sum_{\sigma_2=1}^{M+1} \sum_{\sigma_3=1}^{M+1} \cdots \sum_{\sigma_{M+1}=1}^{M+1} \text{ for } \sigma_2 \neq \sigma_3 \neq \cdots \neq \sigma_{M+1}.$$ 

The verification of the proposition follows immediately through the change in label, $q \to \sigma_1$. □

### 6.2 DWPF of type C

#### 6.2.1 Twisted recurrence relation

Focusing on $\langle l_1 \ldots l_M | \tilde{C}_{l_1 \ldots l_M} (\nu_M) \ldots \tilde{C}_{l_1 \ldots l_M} (\nu_1) | 1 \rangle_{(l_1 \ldots l_M)}$, we insert a complete set of states between the operators $\tilde{C}_{l_1 \ldots l_M} (\nu_2)$ and $\tilde{C}_{l_1 \ldots l_M} (\nu_1)$ to obtain,

$$\langle l_1 \ldots l_M | \tilde{C}_{l_1 \ldots l_M} (\nu_M) \ldots \tilde{C}_{l_1 \ldots l_M} (\nu_1) | 1 \rangle_{(l_1 \ldots l_M)} = \sum_{q=1}^{M} \langle l_1 \ldots l_M | \tilde{C}_{l_1 \ldots l_M} (\nu_M) \ldots \tilde{C}_{l_1 \ldots l_M} (\nu_2) | q \rangle_{(l_1 \ldots l_M)} \langle q \tilde{C}_{l_1 \ldots l_M} (\nu_1) | 1 \rangle_{(l_1 \ldots l_M)}$$

where we use the same notation for $|q\rangle_{(l_1 \ldots l_M)}$ and $(l_1 \ldots l_M) \langle q|$ provided in Eq. (106). Since the action of $e^{(12)}$ on the basis vectors of the transpose ferromagnetic states is zero, one can use matrix multiplication to obtain the following expression for $\langle l_1 \ldots l_M | q \tilde{C}_{l_1 \ldots l_M} (\nu_1) | 1 \rangle_{(l_1 \ldots l_M)},$

$$\langle l_1 \ldots l_M | q \tilde{C}_{l_1 \ldots l_M} (\nu_1) | 1 \rangle_{(l_1 \ldots l_M)} = c_-(\nu_1, \xi_{l_q}) \prod_{j=1}^{M} \frac{a_-(\nu_1, \xi_{l_j})}{\theta(\xi_{l_q}, \xi_{l_j})}.$$ 

Concentrating on $\langle l_1 \ldots l_M | 0 \tilde{C}_{l_1 \ldots l_M} (\nu_M) \ldots \tilde{C}_{l_1 \ldots l_M} (\nu_2) | q \rangle_{(l_1 \ldots l_M)}$, we apply a similar method to that detailed in Section 5.4.2 to decrease the relevant number of vector spaces in the reference states.
from $M$ to $M - 1$ to obtain,

$$
\langle l_1 \ldots l_M \rangle \langle 0 | \tilde{C}_{l_1 \ldots l_M} (\nu_M) \ldots \tilde{C}_{l_1 \ldots l_M} (\nu_2) | q \rangle \langle l_1 \ldots l_M \rangle = \prod_{i=2}^{M} b_-(\nu_i, \xi_{l_i}) \prod_{j=1}^{1} \frac{1}{\theta_{-}(-\xi_j, \xi_{l_i})} \langle l_1 \ldots l_M \rangle \langle 0 | \tilde{C}_{l_1 \ldots l_M} (\nu_M) \ldots \tilde{C}_{l_1 \ldots l_M} (\nu_2) | 1 \rangle \langle l_1 \ldots l_M \rangle,
$$

where,

$$
\tilde{C}_{l_1 \ldots l_M} (\nu) = \sum_{p=1}^{M} c_- (\nu, \xi_{l_p}) \epsilon_{l_p}^{(12)} \bigotimes_{q \neq p}^{M} \left( \begin{array}{cc} \frac{b_-(\nu, \xi_{l_i})}{b_-(\xi_{l_i}, \xi_{l_j})} & 0 \\ 0 & \frac{a_-(\nu, \xi_{l_i})}{\theta(-\xi_{l_i}, \xi_{l_j})} \end{array} \right) \langle l_i \rangle.
$$

and,

$$
\langle l_1 \ldots l_M \rangle \langle 0 | = \bigotimes_{q \neq p}^{M} (1, 0) \langle l_i \rangle, \quad | 1 \rangle \langle l_1 \ldots l_M \rangle = \bigotimes_{q \neq p}^{M} \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \langle l_i \rangle.
$$

Thus we obtain the following twisted recursion relation,

$$
\langle l_1 \ldots l_M \rangle \langle 0 | \tilde{C}_{l_1 \ldots l_M} (\nu_M) \ldots \tilde{C}_{l_1 \ldots l_M} (\nu_1) | 1 \rangle \langle l_1 \ldots l_M \rangle = \sum_{q=1}^{M} c_- (\nu_1, \xi_{l_q}) \prod_{j=1}^{1} \frac{a_-(\nu_1, \xi_{l_j})}{b_-(\xi_{l_j}, \xi_{l_j})} \prod_{m=2}^{M} b_-(\nu_m, \xi_{l_q}) \langle l_1 \ldots l_M \rangle \langle 0 | \tilde{C}_{l_1 \ldots l_M} (\nu_M) \ldots \tilde{C}_{l_1 \ldots l_M} (\nu_2) | 1 \rangle \langle l_1 \ldots l_M \rangle. \tag{112}
$$

We now focus on untwisting the above equation.

### 6.2.2 Untwisting the twisted DWPF

Applying Eqs. (98) and (108) and using the labels,

$$
\langle l_1 \ldots l_M \rangle \langle 0 | C_{l_1 \ldots l_M} (\nu_M) \ldots C_{l_1 \ldots l_M} (\nu_1) | 1 \rangle \langle l_1 \ldots l_M \rangle = Z_{-}^{(C)} (\{ \nu \}, \{ \xi \}),
$$

$$
\langle l_1 \ldots l_M \rangle \langle 0 | C_{l_1 \ldots l_M} (\nu_M) \ldots C_{l_1 \ldots l_M} (\nu_2) | 1 \rangle \langle l_1 \ldots l_M \rangle = Z_{-}^{(C)} (\{ \nu \}, \{ \xi \} | \hat{\nu}, \hat{\xi}_{l_q}),
$$

Eq. (112) becomes the following recurrence relation,

$$
Z_{-}^{(C)} (\{ \nu \}, \{ \xi \}) = \sum_{q=1}^{M} c_- (\nu_1, \xi_{l_q}) \prod_{j=1}^{1} \frac{a_-(\nu_1, \xi_{l_j})}{b_-(\xi_{l_j}, \xi_{l_j})} \prod_{m=2}^{M} b_-(\nu_m, \xi_{l_q}) Z_{-}^{(C)} (\{ \nu \}, \{ \xi \} | \hat{\nu}, \hat{\xi}_{l_q}). \tag{113}
$$
6.2.3 Explicit solution

For $M = \{1, 2\}$ we obtain,

$$
Z_1^{(C)}(\nu_1, \xi_{l_1}) = c_-(\nu_1, \xi_{l_1})
$$

$$
Z_2^{(C)}(\{\nu\}, \{\xi_l\}) = \frac{c_-(\nu_1, \xi_{l_1}) c_-(\nu_2, \xi_{l_2}) b_-(\nu_2, \xi_{l_1}) a_-(\nu_1, \xi_{l_2})}{b_-(\xi_{l_1}, \xi_{l_2})} + \frac{c_-(\nu_1, \xi_{l_2}) c_-(\nu_2, \xi_{l_1}) b_-(\nu_2, \xi_{l_2}) a_-(\nu_1, \xi_{l_1}) a_-(\xi_{l_1}, \xi_{l_2})}{b_-(\xi_{l_1}, \xi_{l_2})}.
$$

We now offer the following general result.

**Proposition 9.**

$$
Z_M^{(C)}(\{\nu\}, \{\xi_l\}) = \sum_{\sigma \in S_M} \prod_{i=1}^{M} c_-(\nu_i, \xi_{l_i}) \prod_{1 \leq j < k \leq M} b_-(\nu_k, \xi_{l_{\sigma j}}) a_-(\nu_j, \xi_{l_{\sigma j}}) \theta(\xi_{l_{\sigma j}}, \xi_{l_{\sigma j}}).
$$

**Proof.** The verification of the above expression follows exactly from the proof of Proposition 9.

\[\Box\]

6.3 Explicit form for the scalar product

Applying the results of this section, we obtain the following explicit form for the scalar product,

$$
S(\{\mu\}, \{\nu\}) = \sum_{1 \leq l_1 < \ldots < l_M \leq L} \prod_{m=1}^{M} \prod_{i=1 \neq \ldots \neq M} a_-(\mu_m, \xi_{l_m}) a_-(\nu_m, \xi_{l_m})
$$

$$
\times Z_{M}^{(C)}(\{\nu\}, \{\xi_l\}) Z_{M}^{(B)}(\{\mu\}, \{\xi_l\})
$$

$$
= \sum_{1 \leq l_1 < \ldots < l_M \leq L} \sum_{\sigma \in S_M} \prod_{m=1}^{M} \prod_{i=1 \neq \ldots \neq M} a_-(\mu_m, \xi_{l_m}) a_-(\nu_m, \xi_{l_m})
$$

$$
\times \prod_{i=1}^{M} c_-(\nu_i, \xi_{l_{i_1}}) c_+(\mu_i, \xi_{l_{i_1}}) \prod_{1 \leq j < k \leq M} b_-(\nu_k, \xi_{l_{i_j}}) a_-(\nu_j, \xi_{l_{i_j}}) a_-(\nu_j, \xi_{l_{i_j}}) \theta(\xi_{l_{i_j}}, \xi_{l_{i_j}})
$$

$$
\times \prod_{i=1}^{M} b_-(\nu_i, \xi_{l_{i_l}}) b_-(\mu_i, \xi_{l_{i_l}}) a_-(\nu_i, \xi_{l_{i_l}}) a_-(\nu_i, \xi_{l_{i_l}}) \theta(\xi_{l_{i_l}} , \xi_{l_{i_l}}) b_-(\xi_{l_{i_l}} , \xi_{l_{i_l}}) \theta(\xi_{l_{i_l}} , \xi_{l_{i_l}}).
$$

7 Application of results

In this section we would like to offer an explicit example of our results in the context of an asymmetric six-vertex model that does not satisfy the free-fermion condition. As discussed in [8, 21], such a model contains not only the azimuthal anisotropy but also the presence of electric fields in both the horizontal and vertical directions. From the Yang-Baxter relations one
concludes that while the anisotropy parameter is fixed, the electric fields can be site dependent. In this general situation the corresponding $R$-matrix in terms of rational spectral parameters can be written as,

$$
R \left( \begin{array}{cc}
\mu & \xi \\
x & z
\end{array} \right) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \frac{\sqrt{\rho} \mu - \xi}{x \mu \rho - \xi} & (\rho - 1) \sqrt{\frac{\sqrt{\rho} \mu - \xi}{x \mu \rho - \xi}} & 0 \\
0 & (\rho - 1) \sqrt{\frac{\sqrt{\rho} \mu - \xi}{x \mu \rho - \xi}} & \sqrt{\rho} \frac{\mu - \xi}{\mu \rho - \xi} & 0 \\
0 & 0 & 0 & \frac{\sqrt{\rho} \mu - \xi}{x \mu \rho - \xi}
\end{pmatrix},
$$

(116)

where the global complex parameter $\rho$ denotes the azimuthal anisotropy.

The parameters $\mu$ and $\xi$ are the site dependent additive spectral parameters present in the symmetrical six-vertex model. The parameters $x$ and $z$ represent the site dependent electric fields on the vertical and horizontal directions and they are clearly non-additive. Here we stress that the above $R$-matrix satisfies the following Yang-Baxter relation,

$$
R_{12} \left( \begin{array}{cc}
\mu_1 & \mu_2 \\
x_1 & x_2
\end{array} \right) R_{13} \left( \begin{array}{cc}
\mu_1 & \mu_3 \\
x_1 & x_3
\end{array} \right) R_{23} \left( \begin{array}{cc}
\mu_2 & \mu_3 \\
x_2 & x_3
\end{array} \right) = R_{23} \left( \begin{array}{cc}
\mu_2 & \mu_3 \\
x_2 & x_3
\end{array} \right) R_{13} \left( \begin{array}{cc}
\mu_1 & \mu_3 \\
x_1 & x_3
\end{array} \right) R_{12} \left( \begin{array}{cc}
\mu_1 & \mu_2 \\
x_1 & x_2
\end{array} \right),
$$

in both the additive and non-additive spectral parameters.

The above relation allows us to build up the following transfer matrix,

$$
\mathcal{T}_{a,1...L} \left( \begin{array}{c}
\mu \\
x
\end{array} \right) = R_{aL} \left( \begin{array}{cc}
\mu & \xi_L \\
x & z_L
\end{array} \right) \ldots R_{a1} \left( \begin{array}{cc}
\mu & \xi_1 \\
x & z_1
\end{array} \right) A_{1...L} \left( \begin{array}{c}
\mu \\
x
\end{array} \right) B_{1...L} \left( \begin{array}{c}
\mu \\
x
\end{array} \right) C_{1...L} \left( \begin{array}{c}
\mu \\
x
\end{array} \right) D_{1...L} \left( \begin{array}{c}
\mu \\
x
\end{array} \right),
$$

with two types of inhomogeneities $\{\xi_1, \ldots, \xi_L\}$ and $\{z_1, \ldots, z_L\}$ associated to the additive and non-additive rapidities, respectively.
We recall that much work done in this model as far as DWPF and scalar products are concerned has been restricted to consider only the additive inhomogeneities [4,7]. In what follows we shall consider the most general possible situation which includes electric fields and inhomogeneities. We shall present the corresponding explicit expressions for the DWPF’s and scalar product.

7.1 Determinant formula for the DWPF of type B

Using the results of the past sections of this work, the DWPF of type B is defined as,

\[
Z_M^{(B)}(\{\mu\} \{\xi\} \{x\} \{z\}) = \langle 1 \ldots M | 1 | B_{1 \ldots M} \left( \begin{array}{c} \mu_1 \\ x_1 \\ \vdots \\ \mu_M \\ x_M \end{array} \right) | 0 \rangle_{1 \ldots M},
\]

for which we offer the following determinant formula,

\[
Z_M^{(B)}(\{\mu\} \{\xi\} \{x\} \{z\}) = (\frac{z_1}{x_1})^{2M-1} (\frac{x_2}{x_1})^{2M-3} \ldots (\frac{x_M}{x_1})^{2M-3} \prod_{1 \leq p < q \leq M} \sqrt{\frac{\mu_p - \xi_q}{\mu_q - \xi_p}} \det \left[ \frac{1}{(\mu_p - \xi_j)(\mu_q - \xi_j)} \right]_{ij=1 \ldots M} \prod_{m=1}^M \sqrt{\frac{\xi_m - x_m}{\xi_m - z_m}} Z_M^{(Izer)}(\{\mu\}, \{\xi\}).
\]

We recognize that,

\[
Z_M^{(Izer)}(\{\mu\}, \{\xi\}) = \prod_{1 \leq p < q \leq M} \sqrt{\frac{\mu_p - \xi_q}{\mu_q - \xi_p}} \prod_{m=1}^M \sqrt{\frac{\xi_m - x_m}{\xi_m - z_m}} \prod_{m=1}^M \sqrt{\frac{\mu_m - \xi_m}{\mu_m - x_m}} \prod_{m=1}^M \sqrt{\frac{x_m - \xi_m}{x_m - z_m}} Z_M^{(Izer)}(\{\mu\}, \{\xi\}),
\]

is the usual Izergin-type DWPF of the symmetric six-vertex model [4,6,7].

To show the validity of Eq. (117), we substitute it into the recursion relation given by Eq. (110),

\[
Z_M^{(B)}(\{\mu\} \{\xi\} \{x\} \{z\}) = \sum_{q=1}^M c_+^q \left( \begin{array}{c} \mu_1 \\ x_1 \\ \vdots \\ \mu_M \\ x_M \end{array} \right) \prod_{p=1}^M \frac{\mu_p - \xi_j}{x_1} \prod_{q=1}^M \frac{\xi_j - \xi_q}{z_1} Z_M^{(B)}(\{\mu\} \{\xi\} \{x\} \{z\}) \prod_{m=1}^M \frac{\xi_m - x_m}{\xi_m - z_m} Z_M^{(Izer)}(\{\mu\}, \{\xi\}).
\]
In doing so, the rapidities \( \{x\} \) and inhomogeneities \( \{z\} \) on either side of the expression cancel. Thus we are left to prove the validity of the following expression,

\[
\det \left[ \phi(\mu_i, \xi_j) \right]_{ij=1,...,M} = \frac{1}{\Phi_1} \sum_{p=1}^{M} (-1)^{p-1} g_p \det \left[ \phi(\mu_i, \xi_j) \right]_{i=1,...,(p-1)(p+1)...M},
\]

(118)

where we have used the labels,

\[
\Phi_k = \frac{\prod_{m=1}^{M} (\mu_k - \xi_m)}{\prod_{n=1}^{M} (\mu_k - \mu_n)}, \quad g_p = \frac{\prod_{p=1}^{M} (\xi_m - \xi_p)}{\prod_{n=1}^{M} (\mu_n - \xi_p)}, \quad \phi(\mu_i, \xi_j) = \frac{1}{(\mu_i - \xi_j)(\mu_i - \xi_j)}.
\]

An equivalent expression was considered in [23] to show the validity of the determinant formula of the DWPF of the symmetric six vertex model.

To verify Eq. (118) we apply the polynomial identity,

\[
\text{Proposition 10.}
\]

\[
g_i = \sum_{k=1}^{M} \Phi_k \phi(\mu_k, \xi_i) \quad \text{for} \quad i = (1, \ldots, M).
\]

(119)

The verification of the above identity is possible through the application of Liouville’s theorem. We offer a complete proof in Appendix G.1.

To apply Eq. (119) to verify Eq. (118), we express Eq. (119) as the following matrix equation,

\[
\begin{pmatrix}
g_1 \\
\vdots \\
g_M
\end{pmatrix} =
\begin{pmatrix}
\phi(\mu_1, \xi_1) & \cdots & \phi(\mu_M, \xi_1) \\
\vdots & \ddots & \vdots \\
\phi(\mu_1, \xi_M) & \cdots & \phi(\mu_M, \xi_M)
\end{pmatrix}
\begin{pmatrix}
\Phi_1 \\
\vdots \\
\Phi_M
\end{pmatrix}.
\]

(120)

Using Cramer’s rule to find the expression for \( \Phi_1 \), we obtain exactly Eq. (118), hence verifying the determinant form for the DWPF of type B.

### 7.2 Determinant formula for the DWPF of type C

In the notation employed in this section, the DWPF of type C is defined as,

\[
Z^{(C)}_M \left( \begin{array}{c}
\{\nu\} \\
\{y\}
\end{array} \right) = \langle 1_{1\ldots M} | C_{1\ldots M} \left( \begin{array}{c}
\nu_M \\
y_M
\end{array} \right) \cdots C_{1\ldots M} \left( \begin{array}{c}
\nu_1 \\
y_1
\end{array} \right) | 1 \rangle_{1\ldots M}
\]
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where we offer the following determinant formula,

\[
Z_M^{(C)} \left( \{\nu\} \{\xi\} \right) = \left( \frac{z_{M-1}}{y_1} \right)^{2M-1} \left( \frac{z_{M-2}}{y_2} \right)^{2M-3} \cdots \left( \frac{z_1}{y_M} \right)^{\frac{1}{2}} Z_M^{(1zer)}(\{\nu\}, \{\xi\}).
\]  

(121)

As with \(Z^{(B)}\), to show that the above determinant form of \(Z^{(C)}\) is valid we substitute it into the corresponding recursion relation given by Eq. (113),

\[
Z_M^{(C)} \left( \{\nu\} \{\xi\} \right) = \sum_{q=1}^{M} c_{-} \left( \nu_1, \xi_q \right) \prod_{j=q}^{M} y_{j}, \quad \prod_{j=q}^{M} \left( \nu_1, \xi_j \right) \prod_{j=q}^{M} y_{j},
\]

\[
\times \prod_{i=1}^{q-1} a_{-} \left( \xi_i, \xi_q \right) \prod_{m=2}^{M} b_{-} \left( \nu_m, \xi_q \right) Z_{M-1}^{(C)}(\{\nu\}, \{\xi\}).
\]

In doing so, the rapidities \(\{y\}\) and inhomogeneities \(\{z\}\) on either side of the expression cancel and we obtain exactly Eq. (118) with rapidities \(\mu_j\) replaced by \(\nu_j\), hence proving the validity of the determinant form of DWPF of type \(C\).

### 7.3 Scalar product I - all rapidities are free

Using the notation established in this section, we define the scalar product with rapidities \(\{\mu\}, \{x\}, \{\nu\}\) and \(\{y\}\), and inhomogeneities \(\{\xi\}\) and \(\{z\}\) as,

\[
S \left( \{\mu\} \{\nu\} \right) = \langle 1 | B_{1...L} \left( \mu_1 \right) \cdots B_{1...L} \left( \mu_M \right) C_{1...L} \left( \nu_1 \right) \cdots C_{1...L} \left( \nu_M \right) | 1 \rangle
\]

Substituting the expressions for \(Z_M^{(B)}\) (117) and \(Z_M^{(C)}\) (121) into Eq. (113) we obtain,

\[
S \left( \{\mu\} \{\nu\} \right) = \frac{\prod_{i=1}^{L} z_{i}^{M}}{\prod_{m=1}^{M} (x_{m} y_{m})^{L+\frac{1}{2}-m}} S^{(sym)}(\{\mu\}, \{\nu\}),
\]

(122)

where we recognize that,

\[
S^{(sym)}(\{\mu\}, \{\nu\}) = \rho^{-M(L-M)} \sum_{1 \leq l_1 < \cdots < l_M \leq L} \prod_{n=1}^{M} \frac{\xi_{n} - \xi_{l_m}}{\xi_{n} - \xi_{l_m}} Z_M^{(1zer)}(\{\mu\}, \{\xi\}) Z_M^{(1zer)}(\{\nu\}, \{\xi\}).
\]

(123)
is the scalar product of the trigonometric symmetric six-vertex model where both sets of rapidities, \( \{\nu\} \) and \( \{\mu\} \) are free. We remark that \( S^{(\text{sym})} \) can be constructed from the following expression,

\[
S^{(\text{sym})}(\{\mu\}, \{\nu\}) = \langle 1|\tilde{B}_{1...L}(\mu_1)\ldots\tilde{B}_{1...L}(\mu_M)\tilde{C}_{1...L}(\nu_M)\ldots\tilde{C}_{1...L}(\nu_1)|1\rangle, \quad (123)
\]

where the twisted monodromy operators \( \tilde{B}_{1...L}(\mu) \) and \( \tilde{C}_{1...L}(\nu) \) are the operators associated with the symmetric six-vertex model [8], given explicitly by,

\[
\begin{align*}
\tilde{B}_{1...L}(\mu) &= \sum_{l=1}^L c(\mu, \xi_l)e_{l}^{(21)} \otimes_{i=1, i \neq l}^L \left( \begin{array}{cc} b(\mu, \xi_i) & 0 \\ 0 & \frac{1}{b(\xi_i, \xi_l)} \end{array} \right), \\
\tilde{C}_{1...L}(\nu) &= \sum_{l=1}^L c(\nu, \xi_l)e_{l}^{(12)} \otimes_{i=1, i \neq l}^L \left( \begin{array}{cc} b(\nu, \xi_i) & 0 \\ 0 & 1 \end{array} \right),
\end{align*}
\quad (124, 125)
\]

where the weights \( b \) and \( c \) (without + or – subscripts) are,

\[
b(\mu, \xi) = \sqrt{\rho \frac{\mu - \xi}{\rho \mu - \xi}}, \quad c(\mu, \xi) = (\rho - 1) \sqrt{\rho \xi}. \quad (126)
\]

In the next section we impose that the rapidities \( \{\nu\} \) satisfy the Bethe equations, given by Eq. (97), and obtain a Slavnov-type [24] determinant expression for the scalar product.

### 7.4 Scalar product II - on-shell Slavnov-type determinant expression

#### 7.4.1 Bethe equations

Expressing the Bethe equations (97) in the notation employed in this section we obtain,

\[
\prod_{k=1}^L a_-(\nu_j, \xi_k) \prod_{\substack{m=1 \atop \neq j}}^M b_+(\nu_m, \nu_j) a_-(\nu_j, \nu_m) = \prod_{\substack{m=1 \atop \neq j}}^M b_+(\nu_m, \nu_j) a_-(\nu_j, \nu_m) \quad \text{for} \quad j = (1, \ldots, M).
\]

By using the explicit weights given in Eq. (116) the above expression becomes,

\[
\prod_{k=1}^L \xi_k - \nu_j \prod_{\substack{m=1 \atop \neq j}}^M (\nu_m - \nu_j \rho) = \rho^{-\frac{L}{2}} \prod_{k=1}^L z_k \prod_{\substack{m=1 \atop \neq j}}^M (\nu_m \rho - \nu_j) \quad \text{for} \quad j = (1, \ldots, M). \quad (127)
\]
We now proceed to show that by imposing that the rapidities \( \nu \) satisfy Eq. (127) the scalar product can be represented in a determinant form similar to that derived by Slavnov [24] for the scalar product of the symmetric six-vertex model.

### 7.4.2 Determinant expression

\[
S\left( \{\mu\} \{\nu\}_\beta \right) = \frac{\prod_{n=1}^{L} z_{n}^{M}}{\prod_{m=1}^{M}(x_{m} y_{m})^{L+\frac{1}{2}-m}} \frac{\rho^{M(L-M)}}{2} \prod_{k=1}^{M} \sqrt{\mu_{k} \nu_{k}} \prod_{1 \leq q < l \leq M} (\mu_{q} - \mu_{l})(\nu_{q} - \nu_{l}) \det [H_{ij}]_{ij=1...M},
\]

(128)

where,

\[
H_{ij} = \frac{\rho - 1}{\nu_{i} - \mu_{j}} \left\{ \rho^{-\frac{L}{2}} \prod_{k=1}^{L} z_{k} \prod_{m \neq i} (\nu_{m} \rho - \mu_{j}) - \prod_{k=1}^{L} \mu_{j} - \xi_{k} \prod_{m \neq i} (\nu_{m} - \mu_{j} \rho) \right\}.
\]

(129)

We briefly remark that the above expression for the matrix elements \( H_{ij} \) offers a slight generalization to the original determinant formula devised by Slavnov [24] due to the explicit dependence on the inhomogeneous electric fields - entering through the term \( \prod_{k=1}^{L} z_{k} \). We also reiterate that in the above expression we are using the reference states \( \langle 1 \rvert \) and \( \rvert 1 \rangle \) as opposed to \( \langle 0 \rvert \) and \( \rvert 0 \rangle \).

In order to offer a verification of the above expression we employ the same method used in [17] and consider the so-called intermediate functions, labeled \( G_{p_{1}\ldots p_{k}}^{(M-k)} \). We note that since the details are almost the same in both cases, save for the Bethe equations themselves, we keep them to a minimum.

### 7.4.3 Intermediate functions

The general idea of this procedure is to insert a complete set of states in between each \( \tilde{B}_{1\ldots L}(\mu) \) operator in the scalar product (123). The intermediate functions \( G_{p_{1}\ldots p_{k}}^{(M-k)} \) are defined as,

\[
G_{p_{1}\ldots p_{k}}^{(M-k)} = \langle p_{1} \ldots p_{k} | \tilde{B}_{1\ldots L}(\mu_{k+1}) \ldots \tilde{B}_{1\ldots L}(\mu_{M}) \tilde{C}_{1\ldots L}(\nu_{M}) \ldots \tilde{C}_{1\ldots L}(\nu_{1}) | 1 \rangle,
\]

(130)

where the bra \( \langle p_{1} \ldots p_{k} \rangle \) is given in Eq. (100).
For the value \( k = 0 \) the intermediate function becomes the symmetric scalar product (123). Additionally, for \( k = M \) we obtain the Izergin-DWPF,

\[
G_{p_1\ldots p_M}^{(0)} = \langle p_1 \ldots p_M | \tilde{c}_{1 \ldots L}(\nu_M) \ldots \tilde{c}_{1 \ldots L}(\nu_1) | 1 \rangle = Z_M^{(Izer)}(\{\nu\}, \{\xi_p\}).
\]

Since the action of \( e^{(21)} \) on the basis vectors of the ferromagnetic state (91) produces zero, we can use elementary matrix multiplication to show that the intermediate functions satisfy the following recurrence relation,

\[
G_{p_1\ldots p_k}^{(M-k)} = \sum_{p_{k+1}=1}^L \langle p_1 \ldots p_k | \tilde{B}_{1 \ldots L}(\mu_{k+1}) | p_1 \ldots p_{k+1} \rangle G_{p_1\ldots p_{k+1}}^{(M-k-1)}
\]

\[
= \sum_{p_{k+1}=1}^L c(\mu_{k+1}, \xi_{p_{k+1}}) \prod_{j=1}^k \frac{b(\mu_{k+1}, \xi_{p_{k+1}})}{b(\nu_{p_{k+1}}, \xi_{p_{k+1}})} G_{p_1\ldots p_{k+1}}^{(M-k-1)}.
\]

Beginning the procedure to construct the determinant expression, we set \( k = M - 1 \) in Eq. (131) to obtain,

\[
G_{p_1\ldots p_{M-1}}^{(1)} = \rho^{M-\frac{L}{2} - \frac{1}{2} \sqrt{p_M \prod_{i=1}^M \nu_{i-1}} \sqrt{p_M \prod_{j=1}^M (\nu_j - \nu_{j-1})}} \prod_{i=1}^{M-1} \frac{(\nu_i - \xi_{p_{M-1}})}{\prod_{j \neq p_{M-1}} (\nu_i - \xi_j)} \prod_{i=1}^{M-1} \frac{\mu_{M-1} - \xi_{p_{M-1}}}{\mu_{M-1} \rho - \xi_{p_{M-1}}}
\]

\[
\times \sum_{p_{M-1}=1}^L \frac{(\rho - 1)^2 \xi_{p_{M-1}}}{\prod_{i=1}^M \xi_i \rho - \xi_{p_{M-1}}} \prod_{k=1}^L (\nu_k - \xi_{p_{M-1}}) \prod_{i=1}^{M-1} (\xi_i - \xi_{p_{M-1}}) \det \left[ \frac{\rho - 1}{(\nu_i - \xi_{p_{M-1}})(\nu_i - \xi_{p_j})} \right]_{i,j=1\ldots M},
\]

where we have clearly differentiated the terms which do and do not contribute to the sum over \( p_{M-1} \).

Focusing solely on the sum \( \sum_{p_{M-1}=1}^L \), we observe that only the final column in the determinant has terms containing the summation variable \( p_{M-1} \). Hence we absorb the sum into the final column of the determinant and the corresponding entry \( (i, M) \) of the determinant is given by,

\[
\sum_{p_{M-1}=1}^L \frac{(\rho - 1)^2 \xi_{p_{M-1}}}{(\mu_{M} \rho - \xi_{p_{M-1}})(\nu_i - \xi_{p_{M-1}})} \prod_{k=1}^L \frac{\xi_k \rho - \xi_{p_{M-1}}}{\xi_k - \xi_{p_{M-1}}} \prod_{i=1, i \neq p_{M-1}}^M (\nu_i - \xi_{p_{M-1}}) \prod_{i=1}^{M-1} (\xi_i - \xi_{p_{M-1}}).
\]

The strategy is to apply the Bethe equations to the above expression which has the effect transforming Eq. (132) into a single relevant term (proportional to \( H_{iM} \)) and other irrelevant terms which are proportional to the remaining entries of the determinant, allowing us to discard them. To do achieve this goal we offer the following identity:
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Proposition 11.

\[
\sum_{p_q=1}^{L} \frac{(\rho-1)^2}{\prod_{m=q}^{L} (\mu_m - \xi_{p_q})} \prod_{k=1}^{L} \xi_k \rho - \xi_{p_q} \prod_{\mu_{p_q} \neq q}^{M} (\nu_m - \xi_{p_q}) = \sum_{l=q}^{M} \frac{\rho^{l-M} H_{il}}{\prod_{s=q}^{M} (\mu_s - \xi_{p_l})} \sum_{m=1}^{q-1} \kappa_i(q) \frac{1}{(\nu_i \rho - \xi_{p_l})(\nu_i - \xi_{p_l})},
\]

where \( 1 \leq q \leq M, \mathcal{H}_il \) is given in Eq. (129) and the co-efficients \( \kappa_i(q) \) are given by,

\[
\kappa_i(q) = \frac{(\rho - 1) \rho^{l-M} \prod_{k=1}^{L} z_k \prod_{n=1}^{M} (\nu_n \rho - \xi_{p_l})}{\prod_{s=q}^{M} (\mu_s - \xi_{p_l})} \prod_{m=1}^{q-1} (\xi_{p_m} - \xi_{p_l}).
\]

To verify the above identity, we notice that each term is a rational function in \( \mu_i \) of order \( \mu_i^{-1} \).

With the application of the Bethe equations (127), we can show that both sides of the identity have the same residue values, and hence by Liouville’s theorem, they are equal. We offer a complete proof in Appendix G.2.

Applying the \( q = M \) case of Eq. (133) to the sum in Eq. (132), we obtain the following simplified expression for the intermediate function \( G^{(1)}_{p_1\ldots p_{M-1}} \);}

\[
G^{(1)}_{p_1\ldots p_{M-1}} = \frac{\rho^{L-1}}{\prod_{1 \leq m < n \leq M} (\nu_n - \nu_m)} \mathcal{M}^{(1)} \det \left[ \frac{\rho - 1}{(\nu_i \rho - \xi_{p_l})(\nu_i - \xi_{p_l})} \mathcal{H}_{iM} \right]_{i=1\ldots M, j=1\ldots M-1},
\]

where,

\[
\mathcal{M}^{(l)} = (-1)^{M-l-1} \prod_{m=1}^{M} \prod_{l=1}^{M-l} \prod_{\mu_{m_2} \leq \mu_{m_1}} (\nu_{m_2} - \xi_{p_l}),
\]

Following the procedure detailed above, we can perform an inductive proof to verify the following general result,

\[
G^{(l)}_{p_1\ldots p_{M-l}} = \frac{\rho^{L(M-l)}}{\prod_{1 \leq m < n \leq M} (\nu_n - \nu_m)} \mathcal{M}^{(l)} \det \left[ \frac{\rho - 1}{(\nu_i \rho - \xi_{p_l})(\nu_i - \xi_{p_l})} \mathcal{H}_{i(M-l+1)} \right]_{i=1\ldots M, j=1\ldots M-l}.
\]

Substituting \( l = M \) in Eq. (136) we obtain the determinant form for symmetric scalar product,

\[
\mathcal{S}^{(sym)}(\{\mu\}, \{\nu\}_\beta) = \frac{\rho^{M(l-M)}}{\prod_{1 \leq q < l \leq M} (\mu_l - \mu_q)(\nu_l - \nu_q)} \det [\mathcal{H}_{ij}]_{i,j=1\ldots M}
\]

and substituting this expression into Eq. (122) we obtain Eq. (128).
7.4.4 The KP hierarchy

We comment briefly that replacing the term \( \rho^{-\frac{L}{2}} \prod_{k=1}^{L} z_k \) in the determinant expression (129), with the corresponding Bethe equation expression, i.e.

\[
\rho^{-\frac{L}{2}} \prod_{k=1}^{L} z_k = \prod_{k=1}^{L} \frac{\nu_i - \xi_k}{\nu_i - \xi_k} \prod_{j \neq i}^{M} \frac{\nu_j - \nu_i \rho}{\nu_j - \nu_i},
\]

we eliminate the explicit dependence of the inhomogeneities \( \{ z \} \) from the determinant and obtain an expression for the scalar product which is proportional to that considered in [25]. Hence we can immediately see that the scalar product (128) is proportional to a restricted KP \( \tau \)-function in the rapidities \( \{ \mu \} \).

8 Discussion

In this paper we have shown how to derive the expressions of the monodromy matrix of a general six-vertex model in the basis that factorizes the respective \( R \)-matrix. We have been able to carry out a strictly algebraic analysis relying solely on the unitary and Yang-Baxter relations (1-3). As a result we obtained the explicit expressions of the DWPF’s and the off-shell scalar product for arbitrary Boltzmann weights. We have applied our results for an asymmetrical six-vertex model in the presence of inhomogeneous electric fields. The corresponding parameterized weights contain both additive and non-additive spectral variables. By applying certain polynomial identities amongst the weights we have been able to obtain a determinant representation for the DWPF’s and the on-shell scalar product. It is only at this stage that we required the use of explicit Boltzmann weight parameterizations. It is still an open question whether or not such determinant formulas, or some other equivalently useful forms can be derived using only the information granted to us from relations (13). A positive answer would be an extra indication that the use of weight parameterization to determine the eigenspectrum properties of the transfer matrix could be deferred until the very end. We expect that the approach pursued in this paper is not exclusive to the six-vertex model. We hope that a similar analysis can be carried out to
other integrable models in which the $F$-basis has been studied on the basis of explicit weight parameterizations. Of particular interest are the integrable models solved by the nested Bethe ansatz [13–15].

A Proof of Proposition 1

We proceed by induction. Noticing that the proposition is true by inspection for $L = 1$ due to the form of the $R$-matrix, we assume that it is true up to some $L - 1$. We then decompose the monodromy matrix as follows,

\[
T_{a,1...L}(\mu) = R_{aL}(\mu)R_{a,1...(L-1)}(\mu),
\]

and express the above relation as a matrix equation in auxiliary space $A_a$ to obtain,

\[
\begin{pmatrix}
A_{1...L}(\mu) & B_{1...L}(\mu) \\
C_{1...L}(\mu) & D_{1...L}(\mu)
\end{pmatrix}
= \begin{pmatrix}
\mathcal{I}_{1...(L-1)} \otimes \begin{pmatrix} 1 & 0 \\ 0 & b_+(\mu, \xi_L) \end{pmatrix} \\
\mathcal{I}_{1...(L-1)} \otimes c_-(\mu, \xi_L) L & \mathcal{I}_{1...(L-1)} \otimes c_+(\mu, \xi_L) e_L^{(21)}
\end{pmatrix}
\begin{pmatrix}
\mathcal{I}_{1...(L-1)} \otimes c_+(\mu, \xi_L) e_L^{(21)} \\
\mathcal{I}_{1...(L-1)} \otimes c_-(\mu, \xi_L) L & \mathcal{I}_{1...(L-1)} \otimes \begin{pmatrix} b_-(\mu, \xi_L) & 0 \\ 0 & a_-(\mu, \xi_L) \end{pmatrix} L
\end{pmatrix}
\times
\begin{pmatrix}
A_{1...(L-1)}(\mu) \otimes \mathcal{I}_L & B_{1...(L-1)}(\mu) \otimes \mathcal{I}_L \\
C_{1...(L-1)}(\mu) \otimes \mathcal{I}_L & D_{1...(L-1)}(\mu) \otimes \mathcal{I}_L
\end{pmatrix}
\times
\begin{pmatrix}
\mathcal{I}_{1...(L-1)} \otimes \begin{pmatrix} 1 & 0 \\ 0 & b_+(\mu, \xi_L) \end{pmatrix} \\
\mathcal{I}_{1...(L-1)} \otimes c_-(\mu, \xi_L) L & \mathcal{I}_{1...(L-1)} \otimes c_+(\mu, \xi_L) e_L^{(21)}
\end{pmatrix}
\]

Concentrating on the entry $A_{1...L}(\mu)$ we have,

\[
A_{1...L}(\mu) = A_{1...(L-1)}(\mu) \otimes \begin{pmatrix} 1 & 0 \\ 0 & b_+(\mu, \xi_L) \end{pmatrix} L + C_{1...(L-1)}(\mu) \otimes c_+(\mu, \xi_L) e_L^{(21)}.
\]

Since $C_{1...(L-1)}(\mu)$ is strictly upper-triangular (the diagonal entries are zero), the second entry in the above sum is strictly upper-triangular. From the first entry, since $A_{1...(L-1)}(\mu)$ is upper-triangular, so is $A_{1...L}(\mu)$. Concentrating on the entry $B_{1...L}(\mu)$ we have,

\[
B_{1...L}(\mu) = B_{1...(L-1)}(\mu) \otimes \begin{pmatrix} 1 & 0 \\ 0 & b_+(\mu, \xi_L) \end{pmatrix} L + D_{1...(L-1)}(\mu) \otimes c_+(\mu, \xi_L) e_L^{(21)},
\]
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which shows that since $B_{1\ldots(L-1)}(\mu)$ and $D_{1\ldots(L-1)}(\mu)$ are lower-triangular, so to is $B_{1\ldots L}(\mu)$. Moreover, since the diagonal entries of $B_{1\ldots(L-1)}(\mu)$ are given entirely by zeros, the same is also true for $B_{1\ldots L}(\mu)$. Concentrating on the entry $C_{1\ldots L}(\mu)$ we have,

$$C_{1\ldots L}(\mu) = A_{1\ldots(L-1)}(\mu) \otimes c_{-}(\mu, \xi_{L}) e_{L}^{(12)} + C_{1\ldots(L-1)}(\mu) \otimes \begin{pmatrix} b_{-}(\mu, \xi_{L}) & 0 \\ 0 & a_{-}(\mu, \xi_{L}) \end{pmatrix}_{L},$$

which shows that since $A_{1\ldots(L-1)}(\mu)$ and $C_{1\ldots(L-1)}(\mu)$ are upper-triangular, so to is $C_{1\ldots L}(\mu)$. Moreover, since the diagonal entries of $C_{1\ldots(L-1)}(\mu)$ are given entirely by zeros, the same is also true for $C_{1\ldots L}(\mu)$. Finally, concentrating on the entry $D_{1\ldots L}(\mu)$, we have,

$$D_{1\ldots L}(\mu) = B_{1\ldots(L-1)}(\mu) \otimes c_{-}(\mu, \xi_{L}) e_{L}^{(12)} + D_{1\ldots(L-1)}(\mu) \otimes \begin{pmatrix} b_{-}(\mu, \xi_{L}) & 0 \\ 0 & a_{-}(\mu, \xi_{L}) \end{pmatrix}_{L}.$$

Since $B_{1\ldots(L-1)}(\mu)$ is strictly lower-triangular, the first entry in the above sum is strictly lower-triangular. Moreover, the presence of $e_{L}^{(12)}$ ensures that the first term does not contribute any entries in the bottom row. Focusing on the second entry, since $D_{1\ldots(L-1)}(\mu)$ is lower-triangular, so to is $D_{1\ldots L}(\mu)$, and since the only non zero entry in the final row of $D_{1\ldots(L-1)}(\mu)$ is at the final column, so to is it the case for $D_{1\ldots L}(\mu)$. Moreover, we can obtain the diagonal entries of $D_{1\ldots L}(\mu)$ from the above relation since we have,

$$\text{diag} \{D_{1\ldots L}(\mu)\} = \text{diag} \{D_{1\ldots(L-1)}(\mu)\} \otimes \begin{pmatrix} b_{-}(\mu, \xi_{L}) & 0 \\ 0 & a_{-}(\mu, \xi_{L}) \end{pmatrix}_{L}. \quad \Box$$

\section*{B The symmetric group and permutations}

\subsection*{B.1 Minimal decomposition and adjacent permutations}

Let $\sigma$ be an element of the symmetric group $S_{L}$. $\sigma$ can be decomposed in a minimal way in terms of adjacent permutations,

$$\sigma = \sigma_{\alpha_{p}(\alpha_{p}+1)} \ldots \sigma_{\alpha_{2}(\alpha_{2}+1)} \sigma_{\alpha_{1}(\alpha_{1}+1)},$$
where,

\[ \sigma_{\alpha+1}(1 \cdots (\alpha - 1)\alpha(\alpha + 1)(\alpha + 2) \cdots L) = (1 \cdots (\alpha - 1)(\alpha + 1)\alpha(\alpha + 2) \cdots L). \]

### B.2 Adjacent generators and relations

**Theorem B.1.** The symmetric group \( S_L \) can be generated entirely from the following adjacent permutations,

\[ \{ \sigma_{12}, \sigma_{23}, \ldots, \sigma_{(L-1)L} \}, \tag{138} \]

which are equipped with the following relations,

\[ \sigma_{\alpha+1}^2 = 1 \tag{139} \]

\[ \sigma_{\alpha+1}\sigma_{\alpha+1}\sigma_{\alpha+2}\sigma_{\alpha+1} = \sigma_{(\alpha+1)(\alpha+2)}\sigma_{\alpha+1}\sigma_{\alpha+1}\sigma_{(\alpha+1)(\alpha+2)} \tag{140} \]

\[ \sigma_{\alpha+1}\sigma_{\beta+1} = \sigma_{\beta+1}\sigma_{\alpha+1} \text{ for } \beta \neq \alpha \pm 1. \tag{141} \]

**Proof.** See Chap. 9 of [26].

### B.3 The cyclic permutation

As a non-trivial example of decomposing a permutation into adjacent permutations, consider the cyclic permutation, labeled \( \sigma_c \) where,

\[ \sigma_c(12 \cdots L) = (23 \cdots L1). \]

The cyclic permutation can be minimally decomposed as the following \( L-1 \) adjacent permutations,

\[ \sigma_c = \sigma_{(L-1)L}\sigma_{(L-2)(L-1)} \cdots \sigma_{23}\sigma_{12}. \tag{142} \]

Additionally, since acting on any given element of \( S_L \) with \( \sigma_c \) \( L \)-times leaves the element invariant we have,

\[ \sigma_c^L = 1 \Rightarrow \sigma_c^{-1} = \sigma_c^{L-1}. \tag{143} \]

Hence one can obtain the inverse of \( \sigma_c \) through simply taking various powers of \( \sigma_c \). We use this fact to produce the following necessary alternative for the generation of \( S_L \):
Proposition B.2. The symmetric group $S_L$ can be (alternatively) entirely generated from just two permutations, the cyclic permutation $\sigma_c$, and the adjacent permutation $\sigma_{12}$.

Proof. One can generate the entire set of generators in Eq. (138) through the following relation,

$$\sigma_{\alpha(\alpha+1)} = \sigma_{\alpha}^{-1(\alpha-1)} \sigma_{12} \sigma_{\alpha}^{-1}, \quad \alpha = \{1, \ldots, L-1\}. \quad (144)$$

To see the validity of Eq. (144), consider the operator $\sigma_{\alpha}^{-1(\alpha-1)} \sigma_{12} \sigma_{\alpha}^{-1}$ acting on $(12 \ldots L)$,

$$\sigma_{\alpha}^{-1(\alpha-1)} \sigma_{12} \sigma_{\alpha}^{-1}(12 \ldots L) = \sigma_{\alpha}^{-1(\alpha-1)} \sigma_{12}(\alpha \alpha + \alpha + 1) \ldots L1 \ldots (\alpha - 1)$$

$$= \sigma_{\alpha}^{-1(\alpha-1)}(\alpha \alpha + \alpha + 2) \ldots L1 \ldots (\alpha - 1)$$

$$= (1 \ldots (\alpha - 1)(\alpha + 1) \alpha \alpha + 2 \ldots L). \square$$

C. Proof of proposition 3

We proceed in exactly the same method as we did for the verification of the factorization condition in Section (3.4). We note that in a similar method to Proposition (2), we can show that the auxiliary operators $\hat{R}_{1 \ldots L}^{\{\sigma\}}$ also provide a valid representation of $S_L$. Applying Eq. (30) to Eq. (41), Eq. (41) becomes,

$$N_{1 \ldots L-1} P_{1 \ldots L}^{\{\sigma\}} N_{1 \ldots L} = \hat{R}_{1 \ldots L}^{\{\sigma\}}. \quad (145)$$

Since both $P_{1 \ldots L}^{\{\sigma\}}$ and $\hat{R}_{1 \ldots L}^{\{\sigma\}}$ provide valid representations of $S_L$, we note that Eq. (145) is in a form where one can easily decompose the permutation. Explicitly illustrating this, consider the permutation $\sigma = \sigma_1 \sigma_2$ on the left-hand side and right-hand side of Eq. (145) respectively,

$$N_{1 \ldots L-1} P_{1 \ldots L}^{\{\sigma_1 \sigma_2\}} N_{1 \ldots L} = \hat{R}_{1 \ldots L}^{\{\sigma_1 \sigma_2\}} \quad \hat{R}_{1 \ldots L}^{\{\sigma_1 \sigma_2\}} = \hat{R}_{1 \ldots L}^{\{\sigma_1\}} \hat{R}_{1 \ldots L}^{\{\sigma_2\}}$$

where $\{\sigma_1, \sigma_2\} \in S_L$. Since $S_L$ can be constructed entirely from the adjacent permutation $\sigma_{12}$ and the cyclic permutation $\sigma_c$, we have simply to verify Eq. (41) for the aforementioned permutations.
Beginning with $\sigma_{12}$ we obtain,

$$
N_{213\ldots L}^{-1}N_{1\ldots L} = \overbrace{N_{3\ldots L}^{-1}N_{3\ldots L}}^{T_3\ldots L}_{N_{12}} \overbrace{N_{13\ldots L}^{-1}N_{12\ldots L}}^{N_{12}} \overbrace{N_{23\ldots L}^{-1}N_{23\ldots L}}^{N_{21}} = R_{12}.
$$

Focusing now on $\sigma_c$, through a simple induction argument one can obtain,

$$
N_{2\ldots L}^{-1}N_{1\ldots L} = \frac{N_{1\ldots L}^{-1}N_{1\ldots L}N_{2\ldots L}}{N_{2\ldots L,1}N_{1,2\ldots L}} = R_{12\ldots L}.
$$

\[\square\]

### D Explicit details for the case $L=2$

\begin{align*}
\kappa_1^{(D)} &= 0 \text{ using Eq. (14)} \\
\kappa_1^{(C)} &= \underbrace{c_-(\mu, \xi_2) - \frac{c_-(\mu, \xi_1)b_-(\mu, \xi_2)c_-(\xi_1, \xi_2)}{b_-(\xi_1, \xi_2)}}_{\text{use Eq. (6) and (10)}} \\
&= \frac{b_-(\mu, \xi_1)c_-(\mu, \xi_2)}{b_-(\xi_2, \xi_1)} \\
\kappa_2^{(C)} &= \underbrace{c_-(\mu, \xi_1)a_-(\mu, \xi_2)c_-(\xi_1, \xi_2) + b_+(\mu, \xi_1)c_-(\mu, \xi_2)b_-(\xi_1, \xi_2)}_{a_-(\xi_1, \xi_2)} \\
&= a_-(\mu, \xi_1)c_-(\mu, \xi_2) \\
\kappa_1^{(B)} &= b_-(\mu, \xi_1)c_+(\mu, \xi_2)c_-(\xi_1, \xi_2) + c_+(\mu, \xi_1)b_-(\xi_1, \xi_2) \\
&= c_+(\mu, \xi_1)b_-(\mu, \xi_2) \\
\kappa_2^{(B)} &= a_-(\xi_1, \xi_2) \left\{ c_+(\mu, \xi_1)b_+(\mu, \xi_2) - \frac{a_-(\mu, \xi_1)c_+(\mu, \xi_2)c_-(\xi_1, \xi_2)}{b_-(\xi_1, \xi_2)} \right\} \\
&= \frac{c_+(\mu, \xi_1)a_-(\mu, \xi_2)}{a_-(\xi_1, \xi_2)} \frac{a_-(\xi_2, \xi_1)}{b_-(\xi_2, \xi_1)} \\
&= \frac{c_+(\mu, \xi_1)a_-(\mu, \xi_2)}{b_-(\xi_2, \xi_1)}
\end{align*}
\[
\kappa_1^{(A)} = \left(\frac{b_+ (\mu, \xi_1)}{1} - \frac{c_-(\mu, \xi_1) c_+(\mu, \xi_2) c_-(\xi_2, \xi_1)}{b_-(\xi_2, \mu)}\right) = c_-(\mu, \xi_1) c_+(\mu, \xi_2) c_-(\xi_2, \xi_1) \frac{b_-(\xi_2, \mu)}{b_-(\xi_2, \xi_1)} + \frac{1}{b_-(\xi_2, \mu)} \]

\[
\kappa_2^{(A)} = b_+ (\mu, \xi_2) c_-(\xi_1, \xi_2) - b_+ (\mu, \xi_1) c_-(\xi_1, \xi_2) = \frac{c_-(\mu, \xi_1) c_+(\mu, \xi_2) c_-(\xi_1, \xi_2)}{b_-(\xi_2, \mu)} \frac{c_-(\xi_1, \xi_2)}{b_-(\xi_2, \xi_1)} + \frac{c_-(\mu, \xi_1) c_+(\mu, \xi_2) c_-(\xi_1, \xi_2)}{b_-(\xi_2, \xi_1)} \]

\[
\kappa_3^{(A)} = \left\{\frac{1}{b_-(\xi_1, \mu)} c_-(\mu, \xi_1) c_+(\mu, \xi_2) c_-(\xi_1, \xi_2) \right\} + \frac{c_-(\mu, \xi_1) c_+(\mu, \xi_2) c_-(\xi_1, \xi_2)}{b_-(\xi_2, \xi_1)} + \frac{1}{b_-(\xi_1, \mu)} \]

\[
\kappa_4^{(A)} = \left\{\frac{1}{b_-(\xi_1, \mu)} c_-(\mu, \xi_1) c_+(\mu, \xi_2) c_-(\xi_1, \xi_2) \right\} + \frac{c_-(\mu, \xi_1) c_+(\mu, \xi_2) c_-(\xi_1, \xi_2)}{b_-(\xi_2, \xi_1)} = 0 \text{ using Eq. (13)}
\]

\[
\left\{\frac{1}{b_-(\xi_1, \mu)} c_-(\mu, \xi_1) c_+(\mu, \xi_2) c_-(\xi_1, \xi_2) \right\} + \frac{c_-(\mu, \xi_1) c_+(\mu, \xi_2) c_-(\xi_1, \xi_2)}{b_-(\xi_2, \xi_1)} = a_-(\mu, \xi_1) b_-(\mu, \xi_2) c_-(\xi_1, \xi_2)
\]
\[
\begin{align*}
\text{E.1 Expanding} & \quad \tilde{C}_{1...L} \\
\text{To expand the assumed form of } C_{1...L} \text{ (52)} & \quad \text{in the vector space } V_1 \text{ we must look at the two distinct cases of } l = 1 \text{ and } l \neq 1. \\
l = 1 & \quad c_-(\mu, \xi_1) e^{(12)}_1 \otimes_{j=2}^L \begin{pmatrix} b_-(\mu, \xi_j) & \theta_j \end{pmatrix} \begin{pmatrix} 0 & a_-(\mu, \xi_j) \\ a_-(-\xi_j) \end{pmatrix} \\
l \neq 1 & \quad \sum_{l=2}^L c_-(\mu, \xi_l) \begin{pmatrix} b_-(\mu, \xi_l) & 0 \\ a_-(-\xi_l) \end{pmatrix} \otimes_{i=2}^{l-1} \begin{pmatrix} b_-(\mu, \xi_i) & \theta_i \\ 0 & a_-(-\xi_i) \end{pmatrix} \otimes_{j=l+1}^L \begin{pmatrix} b_-(\mu, \xi_j) & 0 \\ a_-(-\xi_j) \end{pmatrix}.
\end{align*}
\]
Collecting each of the four terms explicitly in $V_1$ we obtain the expressions (70-73).

### E.2 Expanding $\tilde{B}_{1\ldots L}$

As with $\tilde{C}_{1\ldots L}$, to expand $\tilde{B}_{1\ldots L}$ [53] in vector space $V_1$ we must consider the cases $l = 1$ and $l \neq 1$ of Eq. (53) separately.

$l = 1$

$$c_+ (\mu, \xi_1) e^{(21)}_1 \otimes_{j=2}^L \left( b_-(\mu, \xi_j) \begin{pmatrix} 0 & a_-(\mu, \xi_j) \end{pmatrix} \right)$$

$l \neq 1$

$$\sum_{l=2}^L c_+ (\mu, \xi_l) \begin{pmatrix} b_-(\mu, \xi_l) \begin{pmatrix} 0 & a_-(\mu, \xi_l) \end{pmatrix} \end{pmatrix} \otimes_{i=2}^{l-1} \left( b_-(\mu, \xi_i) \begin{pmatrix} 0 & a_-(\mu, \xi_i) \end{pmatrix} \right) e^{(21)}_l \otimes_{j=l+1}^L \left( b_-(\mu, \xi_j) \begin{pmatrix} 0 & a_-(\mu, \xi_j) \end{pmatrix} \right)$$

Collecting each of the three non-zero terms explicitly in $V_1$ we obtain the expressions (77-79).

### E.3 Expanding $\tilde{A}_{1\ldots L}$

We note that Eq. (54) is explicitly given by,

$$\begin{pmatrix} 1 & 0 \\ 0 & b_-(\xi_1, \mu) \end{pmatrix} \otimes_{1} \Omega_0(\mu) + \sum_{l_1, l_2=1}^L e_1^{(21)}(\mu, \xi_{l_1}) e_2^{(12)}(\mu, \xi_{l_2}) \begin{pmatrix} 1 & 0 \\ 0 & b_-(\xi_1, \mu) \end{pmatrix} \otimes_{i_1=1}^{l_1-1} \left( b_-(\mu, \xi_{i_1}) \begin{pmatrix} 0 & a_-(\mu, \xi_{i_1}) \end{pmatrix} \right) e^{(21)}_{l_1} \otimes_{j_1=l_1+1}^L \left( b_-(\mu, \xi_{j_1}) \begin{pmatrix} 0 & a_-(\mu, \xi_{j_1}) \end{pmatrix} \right) \begin{pmatrix} 1 & 0 \\ 0 & b_-(\xi_1, \mu) \end{pmatrix} \otimes_{i_2=1}^{l_2-1} \left( b_-(\mu, \xi_{i_2}) \begin{pmatrix} 0 & a_-(\mu, \xi_{i_2}) \end{pmatrix} \right) e^{(12)}_{l_2} \otimes_{j_2=l_2+1}^L \left( b_-(\mu, \xi_{j_2}) \begin{pmatrix} 0 & a_-(\mu, \xi_{j_2}) \end{pmatrix} \right) \begin{pmatrix} 1 & 0 \\ 0 & b_-(\xi_1, \mu) \end{pmatrix}$$

The double summation in Eq. (146) has three relevant sets of values, $l_1 = l_2 = l$, $l_1 > l_2$ and $l_1 < l_2$. We expand Eq. (146) in those three sets in vector space $V_1$ below.
\( l_1 = l_2 = l \)
\[\frac{c_+(\mu, \xi_1)c_-(\mu, \xi_1)}{b_-(\mu, \xi_1)} e_1^{(22)} \otimes \Omega_1(\mu) \]
\[+ \sum_{l=2}^{L} \frac{c_+(\mu, \xi_l)c_-(\mu, \xi_l)}{b_-(\mu, \xi_l)} \left( \begin{array}{cc} b_-(\mu, \xi_l) & 0 \\ 0 & a_-(\mu, \xi_l)a_-(\xi_l, \xi_l) \\ b_-(\xi_l, \xi_l) & 0 \end{array} \right) \otimes \Omega_2^{(l)}(\mu). \]

\( l_1 > l_2 \)
\[\sum_{l=2}^{N} \frac{c_+(\mu, \xi_l)c_-(\mu, \xi_l)}{b_-(\xi_l, \xi_l)} \otimes \Omega_3^{(l)}(\mu) \]
\[+ \sum_{2 \leq l_2 < l_1 \leq L} \frac{c_+(\mu, \xi_l_1)c_-(\mu, \xi_l_2)}{b_-(\xi_l_2, \xi_l_1)} \left( \begin{array}{cc} b_-(\mu, \xi_l), b_-(\xi_l_2, \xi_l_1) & 0 \\ 0 & a_-(\mu, \xi_l_1)a_-(\xi_l_1, \xi_l_2) \\ b_-(\xi_l_1, \xi_l_1) & 0 \end{array} \right) \otimes \Omega_4^{(l_1, l_2)}(\mu). \]

\( l_2 > l_1 \)
\[\sum_{l=2}^{N} \frac{c_+(\mu, \xi_l)c_-(\mu, \xi_l)}{b_-(\xi_l, \xi_l)} \otimes \Omega_3^{(l)}(\mu) \]
\[+ \sum_{2 \leq l_1 < l_2 \leq L} \frac{c_+(\mu, \xi_l_1)c_-(\mu, \xi_l_2)}{b_-(\xi_l_2, \xi_l_1)} \left( \begin{array}{cc} b_-(\mu, \xi_l), b_-(\xi_l_2, \xi_l_1) & 0 \\ 0 & a_-(\mu, \xi_l_1)a_-(\xi_l_1, \xi_l_2) \\ b_-(\xi_l_1, \xi_l_1) & 0 \end{array} \right) \otimes \Omega_4^{(l_1, l_2)}(\mu). \]

Collecting each of the four terms explicitly in \( V_1 \) we obtain the expressions \((84, 87)\).

## F The action of the F-basis on reference states

### F.1 Proof of proposition \(6\)

From the explicit form of \( \langle 1 | \), we see that it only ever multiplies entries from the final row of \( F_{1..L} \). One can explicitly obtain the entries of the final row through the following elementary analysis. Recalling the following form of \( F_{1..L} \) for convenience,

\[
F_{1..L} = F_{(L-1)L}F_{(L-2),(L-1)L} \cdots F_{1,2..L}
\]

where,

\[
F_{i,(i+1)...L} = \left( \begin{array}{cc} T_{(i+1)...L} & 0 \\ C_{(i+1)...L}(\xi_i) & D_{(i+1)...L}(\xi_i) \end{array} \right)_i,
\]

we remember two important properties for the \( C \) and \( D \) operators:

- \( C_{(i+1)...L}(\xi_i) \) is strictly upper triangular.
The last row of \( D_{(i+1)\ldots L}(\xi_i) \) only has one non zero entry at the last column, explicitly given by \( \prod_{j=i+1}^{L} a_-(\xi_i, \xi_j) \).

From the explicit form of \( F_{1\ldots L} \) given above we see that the final row only has one non zero entry at the final column with value \( \prod_{1 \leq i < j \leq L} a_-(\xi_i, \xi_j) \), hence verifying the first result of this proposition.

For the second result, we notice that only entries from the final column of \( F_{1\ldots L}^{-1} \) multiply \(|1\rangle\).

From this observation, and recalling that \( D_{(i+1)\ldots L}(\xi_i) \) is lower triangular, we have the following values for the co-factors of \( F_{1\ldots L} \),

\[
\det \{(F_{1\ldots L})_{kl}\}_{k=1\ldots 2^L-1}^{l=1\ldots 2^L-1} = \prod_{1 \leq i < j \leq L} a_-(\xi_j, \xi_i) \det \{F_{1\ldots L}\}
\]

\[
\det \{(F_{1\ldots L})_{kl}\}_{k=1\ldots 2^L-1}^{l=1\ldots 2^L-1} = 0 \quad i \neq 2^L
\]

\[
\det \{(F_{1\ldots L})_{kl}\}_{k=1\ldots 2^L}^{l=1\ldots 2^L-1} = 0 \quad j \neq 2^L.
\]

Recalling Cramer’s rule for the inverse of a matrix,

\[
(F_{1\ldots L}^{-1})_{ij} = \frac{(-1)^{i+j} \det \{(F_{1\ldots L})_{kl}\}_{k=1\ldots j-1,j+1\ldots 2^L}^{l=1\ldots j-1,i+1\ldots 2^L}}{\det \{F_{1\ldots L}\}}, \tag{150}
\]

we obtain the following values for \( F_{1\ldots L}^{-1} \),

\[
(F_{1\ldots L}^{-1})_{(2^L)(2^L)} = \prod_{1 \leq i < j \leq L} a_-(\xi_j, \xi_i)
\]

\[
(F_{1\ldots L}^{-1})_{i(2^L)} = 0 \quad i \in \{1, \ldots, 2^L - 1\}
\]

\[
(F_{1\ldots L}^{-1})_{(2^L)j} = 0 \quad j \in \{1, \ldots, 2^L - 1\},
\]

thus verifying the final result. \( \square \)

**F.2 Proof of proposition 7**

From the form of \( \langle 0 | \), we see that it only ever multiplies the entries of the top row of \( F_{1\ldots L} \) or \( F_{1\ldots L}^{-1} \). Recalling the explicit form of \( F_{1\ldots L} \) given in Section (F.1), we see that the top row of \( F_{1\ldots L} \) is given explicitly by,

\[
(F_{1\ldots L})_{1j} = \begin{cases} 
1 & \text{for } j = 1 \\
0 & \text{for } j \in \{2, \ldots, 2^L\}
\end{cases},
\]
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hence verifying $\langle 0 | F_{1 \ldots L} = \langle 0 \rangle$. From the form of $|0\rangle$, we see that it only ever multiplies the entries of the first column of $F_{1 \ldots L}$ or $F^{-1}_{1 \ldots L}$. Recalling that the operator $C_{(i+1)\ldots L}(\xi_i)$ is upper triangular, with the diagonal entries equal to zero, we find that the first column of $F_{1 \ldots L}$ is given explicitly by,

$$
(F_{1 \ldots L})_{i1} = \begin{cases} 
1 & \text{for } i = 1 \\
0 & \text{for } i \in \{2, \ldots, 2^L\}
\end{cases},
$$

thus verifying $F_{1 \ldots L} |0\rangle = |0\rangle$. For the remaining results we note the following cofactor values concerning the first row and column of $F_{1 \ldots L}$,

$$
\det \{(F_{1 \ldots L})_{kj}\}_{k=2 \ldots 2^L, l=2 \ldots 2^L} = \det \{F_{1 \ldots L}\} \quad \det \{(F_{1 \ldots L})_{ki}\}_{k=2 \ldots 2^L, i=1 \ldots (i-1)(i+1) \ldots 2^L} = 0 \quad \text{for } i \in \{2, \ldots, 2^L\} \\
\det \{(F_{1 \ldots L})_{kj}\}_{k=1 \ldots (j-1)(j+1) \ldots 2^L, l=2 \ldots 2^L} = 0 \quad \text{for } j \in \{2, \ldots, 2^L\},
$$

hence applying Cramer’s rule for the inverse of a matrix \(150\) we have,

$$
(F^{-1}_{1 \ldots L})_{11} = 1 \\
(F^{-1}_{1 \ldots L})_{i1} = 0 \quad \text{for } i \in \{2, \ldots, 2^L\} \\
(F^{-1}_{1 \ldots L})_{1j} = 0 \quad \text{for } j \in \{2, \ldots, 2^L\},
$$

thus verifying $\langle 0 | F^{-1}_{1 \ldots L} = \langle 0 \rangle$ and $F^{-1}_{1 \ldots L} |0\rangle = |0\rangle$. □

G Necessary polynomial identities

G.1 Proof of proposition \(10\)

We begin by writing Eq. \(119\) in the following form,

$$
1 = \frac{1}{\prod_{i=1}^{M} (\xi_i \mu - \xi_i) \sum_{k=1}^{M} \prod_{n \neq i}^{M} (\mu_k - \xi_n) \prod_{m \neq i}^{M} (\mu_m \rho - \xi_i) \prod_{p \neq k}^{M} (\mu_k - \mu_p)},
$$

and use Liouville’s theorem to show that the right hand side is a constant. To show that the right hand side is an \textit{entire function}, we show that the poles, which are situated at $\mu_{k_1} = \mu_{k_2}$, $1\leq k_1, k_2 \leq M$, $k_1 \neq k_2$,
Hence we can see through inspection that the limit \( \mu_\xi \) and \( \mu_{\xi} \), where,

\[
\text{value of zero. We now consider the pole at the right hand side of Eq. (151) as,}
\]

\[
\lim_{\xi \to \xi_j \rho} \prod_{k=1}^{M} \frac{\prod_{\mu_{k_1} \neq k_2}^{M} (\mu_{k_2} - \xi_i)}{\prod_{\mu_{k_1} \neq k_2}^{M} (\mu_{k_2} - \xi_j)} = \prod_{\mu_{k_1} \neq k_2}^{M} \frac{(\mu_{k_2} - \xi_j)}{(\mu_{k_2} - \xi_i)}
\]

Hence we can see through inspection that the limit \( \mu_{k_1} \to \mu_{k_2} \) of the above expression has a residue value of zero. We now consider the pole at \( \xi_j \rho = \xi_i \). Focusing on the summation on the right hand side of Eq. (151) we obtain,

\[
\lim_{\xi \to \xi_j \rho} \sum_{k=1}^{M} \left( \prod_{\mu_{k_1} \neq k_2}^{M} (\mu_{k_2} - \xi_i) \prod_{\mu_{k_1} \neq k_2}^{M} (\mu_{k_2} - \xi_i) \right) = \prod_{\mu_{k_1} \neq k_2}^{M} \frac{(\mu_{k_2} - \xi_j)}{(\mu_{k_2} - \xi_i)}
\]

where,

\[
J_{ij} = \sum_{k=1}^{M} (-1)^{M-k} \prod_{\mu_{k_1} \neq k_2}^{M} (\mu_{k_2} - \xi_i) \prod_{\mu_{k_1} \neq k_2}^{M} (\mu_{k_2} - \xi_i)
\]

and \( e_p(\{\xi\}, \hat{\xi}_i) \) are elementary symmetric polynomials\(^2\) of order \( p \) and variables \( \{\xi_1, \ldots, \xi_{i_1}, \xi_{i+1}, \ldots, \xi_{j-1}, \xi_{j+1}, \ldots, \xi_M\} \). Hence we have shown that the in limit \( \xi_i \to \xi_j \rho \), the expression of the right hand side of Eq. (151) obtains a residue value of zero, verifying that the aforementioned expression is an entire function.

Through inspection we can show that the expression at the right hand side of Eq. (151) is bounded for any value of the variables by considering the order the polynomials on the numerator and denominator. Since it is entire and bounded, Liouville’s theorem asserts that it is constant. Substituting the values,

\[
\xi_1 = \mu_1, \ldots, \xi_i = \mu_i, \ldots, \xi_M = \mu_M,
\]

we find that the value of that constant is 1, hence verifying Eq. (119). □

\(^2\)For more information on symmetric polynomials refer to chapter I of [27].
G.2 Proof of proposition 11

We begin by noticing that the left hand side of Eq. (133) is a rational function in $\mu_s$, $q \leq s \leq M$. Both left and right hand sides of Eq. (133) have simple poles at $\mu_s \to \xi_{pq} \frac{1}{\rho}$, and it is elementary to show that both sides have the following residue values,

$$\frac{\rho^{L-M}(\rho-1)^2}{\prod_{j=1 \atop j \neq q}^M (\mu_j - \mu_s)} \cdot \frac{\mu_s}{\prod_{k=1}^L (\mu_s - \xi_k)} \cdot \frac{\prod_{m=1}^{M-1} (\nu_m - \rho \mu_s)}{\prod_{n=1}^{q-1} (\xi_{pn} - \mu_s)}.$$

We observe however that the right hand side of Eq. (133) contains additional poles at the following values,

$$\mu_s \to \xi_{pi} \quad l \in \{1, \ldots, q-1\}$$

$$\mu_s \to \mu_m \quad m \in \{q, \ldots, s-1, s+1, \ldots, M\}$$

$$\mu_s \to \nu_i$$

Verifying that the first two sets of residue values are zero is an elementary process. To show that the residue value in the limit $\mu_s \to \nu_i$ is zero additionally requires the application of the Bethe equations (127).

Hence the left hand side and right hand side of Eq. (133) contain the same residue values at the same simple poles. Additionally, all the terms on both sides of Eq. (133) are rational functions in $\mu_s$ of order 1 on the denominator - thus they are equivalent. □
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