Equilibrium morphology of tactoids in elastically anisotropic nematics

Cody D. Schimming* and Jorge Viñals

We study two dimensional tactoids in nematic liquid crystals by using a \(Q\)-tensor representation. A bulk free energy of the Maier-Saupe form with eigenvalue constraints on \(Q\), plus elastic terms up to cubic order in \(Q\) are used to understand the effects of anisotropic anchoring and Frank-Oseen elasticity on the morphology of nematic-isotropic domains. Further, a volume constraint is introduced to stabilize tactoids of any size at coexistence. We find that anisotropic anchoring results in differences in interface thickness depending on the relative orientation of the director at the interface, and that interfaces become biaxial for tangential alignment when anisotropy is introduced. For negative tactoids, surface defects induced by boundary topology become sharper with increasing elastic anisotropy. On the other hand, by parametrically studying their energy landscape, we find that surface defects do not represent the minimum energy configuration in positive tactoids. Instead, the interplay between Frank-Oseen elasticity in the bulk, and anisotropic anchoring yields semi-bipolar director configurations with non-circular interface morphology. Finally, we find that for growing tactoids the evolution of the director configuration is highly sensitive to the anisotropic term included in the free energy, and that minimum energy configurations may not be representative of kinetically obtained tactoids at long times.

1 Introduction

Liquid crystals are materials composed of anisotropic constituents. This, in turn, leads to anisotropic optical and hydrodynamic properties in the ordered nematic phase. Moreover, effects of the underlying anisotropy can even be observed at the first-order isotropic-nematic phase transition. Indeed, modelling of spindle-shaped nematic domains, or “tactoids,” continues to pose a theoretical challenge. Understanding the effects of surface tension, surface anchoring, and elastic anisotropy on the morphology of tactoids is important to predicting the anisotropic structure of many engineered and biological materials, where the value of these parameters can vary markedly.

There have been many recent analytical and computational studies of the equilibrium shape and structure of “positive” tactoids (domains of nematic phase in an isotropic matrix)\(^{2–10,21}\). Such domains nucleate spontaneously during the isotropic-nematic phase transition in the coexistence region of the phase diagram.\(^{22–24}\) “Negative” tactoids (domains of isotropic phase in a nematic matrix) have also been observed experimentally\(^{23,25}\), typically forming from the melting of disclination cores, although there are fewer theoretical studies of these structures.\(^5\) Further, the effect of material parameters on domain growth is not common in the theoretical literature.\(^5\)

The preferred method for modelling positive tactoids has been through the use of the nematic director, \(\mathbf{n}\), a unit vector representing the local orientation of nematogens. The simplicity of this method allows for analytical results when the shape of tactoid is fixed, and the director configuration is frozen\(^2\). Further, computational results can clarify the equilibrium structure of the director if the tactoid shape remains fixed.\(^6\) Often the goal of such studies is to find the shape and director configuration that minimizes the bulk and surface energies. Methods that allow for the boundary to change, so as to allow the system to relax to a true equilibrium shape, are just starting to surface.\(^{26}\) However, the isotropic matrix cannot be modelled by such a method. The interface is therefore treated as a surface on the edge of the domain, rather than a diffuse structure as seen in experiments.\(^{22–24}\) To model the interface, a scalar order parameter, \(S\), must be introduced that characterizes the degree of ordering of the constituent molecules. Thus when \(S = 0\), the system is in an isotropic phase.

The isotropic-nematic interface can also be resolved by use of a tensor order parameter \(Q\). The eigenvalues of \(Q\) represent the degree of ordering while the eigenvectors represent the nematogen orientation. Here the zero tensor represents the isotropic phase. In addition to being able to resolve a diffuse interface between phases, the \(Q\) tensor allows for biaxial order, which has been shown to appear in computational studies of interfaces using a Landau-de Gennes free energy, the typical free energy associated with \(Q\).\(^{27}\) Additionally, the \(Q\)-tensor approach may be used to resolve defects on the surface or interior of tactoids. The challenges with working with \(Q\) are that one needs to solve tensor valued equations, leading to more computationally complex systems. In addition, when comparing elastic modes of the Landau-de Gennes free energy to those of Frank-Oseen (the typical elastic energy associated with the director\(^{28,29}\), one must go to at least third order in \(Q\) to individually resolve the elastic modes. In most cases, this leads to an unbounded free energy, and, hence, to an ill-posed problem.\(^{30–32}\)

In this work, we extend the theoretical and computational literature on interfaces and tactoids by using a Maier-Saupe energy and a singular bulk free energy, function of \(Q\), originally presented by Ball and Majumdar, and recently developed computationally and conceptually.\(^{31,32}\) Using this free energy, one can adjust the Frank-Oseen elastic constants, and study their effect...
on interface and tactoid morphology and director structure. We also develop a computational technique to constrain the volume of quasi-2D tactoids which allows us to stabilize and study negative and positive tactoids of fixed volume. The paper is organized as follows: In section 2, we summarize the model, including the fixed volume condition for tactoids, and analyze the expected effects of the proposed elastic energy. In section 4 we numerically compute negative tactoids of character ±1/2 and discuss the emergence of cusps as the elasticity becomes more anisotropic. In section 5 we compute positive tactoids and study the energy landscape as a function of bipolarity of the director field and aspect ratio of the tactoid shape. Finally, in section 6 we look at tactoid growth from small positive tactoids to full nematic domains.

2 Model

2.1 Maier-Saupe Self Consistent Field Theory

We first briefly review the singular potential method of Ball and Majumdar, and its more recent computational implementation in Refs. 31, 32. To computationally study nematic domains, we seek to minimize a free energy over a domain Ω given by

\[
F = \int_{Ω} \left[ f_B(Q) + f_e(Q, VQ) \right] dr
\]

where \( f_B \) is a bulk free energy density and \( f_e \) is an elastic free energy density that penalizes spatial variations of the order parameter. Typically, \( f_B \) is chosen to be the standard double-well Landau-de Gennes free energy.13,36

The method of Ball and Majumdar builds upon the Maier-Saupe model instead. Consider an ensemble of nematogens, each described by a unit vector \( u \) giving its molecular orientation. Let \( p(u) \) be the equilibrium probability density of orientations at constant temperature. The energy per unit volume is then given by

\[
E = -\kappa \int_{S^2} \int_{S^2} \left[ (u \cdot u')^2 - \frac{1}{3} \right] p(u)p(u') d\Sigma(u) d\Sigma(u'), \tag{2}
\]

where integration is conducted over the unit sphere, and \( \kappa \) is a constant interaction parameter. The entropy functional (per unit volume) relative to the isotropic phase is given by

\[
\Delta S = -n \int_{S^2} p(u) \ln[4\pi p(u)] d\Sigma(u), \tag{3}
\]

where Boltzmann's constant has been set to unity, and \( n \) is the number density of nematogens. The bulk free energy is therefore given by

\[
f_B = E - T \Delta S, \tag{4}
\]

where \( T \) is the temperature (in units such that \( k_B = 1 \)). Macroscopic orientational order is described by the tensor

\[
Q = \int_{S^2} \left( u \otimes u - \frac{1}{3} \right) p(u) d\Sigma(u). \tag{5}
\]

Note that \( Q \) is defined as a thermal average.

The singular potential method introduced by Ball and Majumdar now proceeds as follows. Specify a value of \( Q \) (or locally, if a field \( Q(r) \) is specified), and find the probability distribution function \( p^* \) that minimizes \( f_B \) over a set of admissible distributions for the given \( Q \). The result is

\[
p^*(u) = \frac{1}{Z} e^{-\beta f_{\text{An}}(u)} \quad \text{with} \quad Z = \int_{S^2} e^{-\beta f_{\text{An}}(u)} d\Sigma(u). \tag{6}
\]

where \( \Lambda \) is a tensor-valued Lagrange multiplier associated with the constraint, Eq. (5). The value of \( \Lambda \) can be determined by the self-consistency equation

\[
\frac{\partial \ln Z}{\partial \Lambda} = Q + \frac{1}{3} \mathbb{1}. \tag{7}
\]

\( \Lambda \) is then treated as a function of \( Q \), implicitly determined by Eq. (7). With this minimizer \( p^* \), the bulk free energy density can then be completely expressed as a function of \( Q \) only: \( f_B(Q) = nT[\Lambda : (Q + 1/3) + \ln 4\pi - \ln Z - \kappa' T r(Q^2)]. \)

The self consistent theory derived, and in particular the constraint (5), restricts the eigenvalues of \( Q \) to remain in the physically admissible range \(-1/3 \leq \lambda_i \leq 2/3\). If the eigenvalues approach the range boundary, \( f_B \) goes to infinity. This has important consequences for the possible choices of \( f_e \) in Eq. (1).

In our current study, the following functional form of the elastic free energy is used

\[
f_e(Q, VQ) = L_1 \partial_i Q_{ij} \partial_i Q_{ij} + L_3 Q_{kl} \partial_k Q_{ij} \partial_l Q_{ij} + L_4 Q_{kl} \partial_i Q_{lk} \partial_i Q_{lj} \tag{8}
\]

where \( \partial_i \) denotes \( \partial/\partial x_i \), and summation over repeated indices is assumed. The cubic term proportional to \( L_3 \) is the lowest order term in powers of \( Q \) that allows for anisotropic elasticity. When this functional form is compared with the Frank-Oseen elastic energy density, one finds that \( K_{33} = K_{11} = 2L_3S_N^{15/2} \), where \( K_{33} \) and \( K_{33} \) are the splay and bend elastic moduli respectively, and \( S_N \) is the bulk equilibrium value of the nematic degree of order (defined below).

If the bulk free energy \( f_B \) were the Landau-de Gennes free energy, when combined with the elastic energy (9) up to third order in \( Q \), the resulting functional \( F \) is not bounded below. In this case, one must either remain at quadratic order in \( f_e \), or go to quartic order for the full free energy to be bounded below.30 Since there are 14 different quartic order terms allowed by symmetry, the theory becomes intractable. On the other hand, the eigenvalue constraint in the singular bulk potential \( f_B \) yields a finite functional \( F \) with \( f_e \) given in Eq. (9). Thus the singular potential method allows consideration of anisotropic elasticity without having to resort to poorly understood quartic terms in the expansion for \( f_e \).

For interfaces and tactoids, there are three primary energies involved: excess surface energy (surface tension), energy associated with surface anchoring, and energy deriving from bulk elasticity. The surface tension gives the energy of a surface per unit area, the surface anchoring gives the energy of relative orientation of nematogens at the interface, and bulk elasticity refers to the elastic modes of the director, given by the Frank-Oseen elastic
energy. These various contributions can be associated with gradients of $Q$ if $Q$ is parameterized as $Q = S(n \otimes n - (1/3)1)$, where $S$ represents the degree of order, and $n$ is the director. Energies associated with gradients of $Q$ can then be categorized by their contribution to $|VS|^2$, or surface tension; $(n \cdot VS)^2$, or surface anchoring; and $(V \cdot n)^2$, $(n \cdot V \times n)^2$, $[n \times (V \times n)]^2$ which represent splay, twist, and bend respectively. Since we will focus on one and two dimensional configurations, the twist term will always be zero. With our choice of $f_e$, the contribution to surface tension is $(2L_1 - (2/9)SL_3 - (2/9)S\lambda_4)|VS|^2$; the contribution to surface anchoring is $((2/3)L_3 + (2/3)\lambda_4)(n \cdot VS)^2$; and the contribution to bulk elastic energy is $2L_3S^2 - (2/3)S^3L_3/(V \cdot n)^2 + (2L_4S^2 + (4/3)S^3L_3)|n \times (V \times n)|^2$. Note that the $L_3$ term does not contribute to bulk elasticity, so it is a useful term in controlling the magnitude of surface anchoring without changing any bulk properties of the nematic.

To compute equilibrium configurations we minimize the free energy, Eq. (1), by using a gradient flow method with a semi-implicit convex splitting algorithm. The finite element MATLAB package FELICITY is used to compute the finite element matrices for the configurations. The gradient flow equations (Eq. (11)) are discretized on a triangular mesh and then solved for each time step, with fixed $\Delta t$. Further details of each calculation will be given later for the various configurations computed. For the rest of the paper we work with dimensionless quantities given by

$$\tilde{f} = \frac{f}{nT}, \quad \tilde{r} = \frac{r}{\xi}, \quad \tilde{\xi}^2 = \frac{L_1}{L_T}, \quad \tilde{L}_{i \neq 1} = \frac{L_i}{L_T},$$

$$\tilde{t} = \frac{t}{\tau}, \quad \tau = \frac{\gamma}{nT}$$

where the length scale $\xi$ is defined by the value of $L_1$, and will be set to unity in all computations. Dimensionless time is used for the gradient flow equations where the time scale $\tau$ is set by the value of $\gamma$, the rotational viscosity, which will also be set to unity in computations. Additionally, we will use the dimensionless parameter $\kappa / nT$ to control the phase behavior of the configuration. The tilde on all quantities is henceforth dropped for brevity.

### 2.2 Volume Constraint

An important variable in the determination of the equilibrium morphology of tactoids is their volume. This is a simple matter in studies in which the boundary is fixed. However, since the interface in a $Q$-tensor description occurs naturally, and the order parameter is non-conserved, it is not possible to constrain the size of tactoids directly. One possible avenue is to couple a conserved phase field to the nematic and isotropic phases, that varies from one phase to the other. One obvious candidate would be a conserved density field. However, in systems of chromonic liquid crystals, the primary motivation of this study, the density difference between phases is very small. Additionally, mass transport has not been reported in these experiments. Thus, it appears to us that this solution is computationally more complex with no added physical benefit. Here, instead, we implement a method for fixing the volume of a two-dimensional tactoid by directly using a volume constraint with its associated Lagrange multiplier.

First, note that the matrix

$$A = \frac{3}{S_N} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}$$

(9)

where $S_N$ is the value of $S$ in the nematic phase, has the property that $\text{Tr}(AQ) = 1$ if the system is in the uniaxial nematic phase, and $\text{Tr}(AQ) = 0$ if the system is in the isotropic phase. Further, $A$ has the same form, given in Eq. (9), whether we work in the eigenframe of $Q$, or the fixed frame where $n$ lies in the $xy$ plane. Thus we have

$$\int_{\Omega} \text{Tr}(AQ) \, dr = V_N$$

(10)

where $V_N$ denotes the volume of the nematic phase in the system. Equation (10) serves as a constraint on the tactoid volume, and is implemented with a Lagrange multiplier $\mu$. The new free energy is $F^* = F - \mu |_{\Omega} \text{Tr}(AQ) \, dr - V_N$. Where $F$ is defined by Eq. (11). The gradient flow equations are then

$$\frac{\partial Q}{\partial t} = -\frac{\delta F}{\delta Q} + \mu A.$$ 

(11)

Similar to Ref. 39, we calculate $\mu$ by taking a time derivative of the volume constraint, Eq. (10), so $Q^2 A : \frac{\partial Q}{\partial t} = 0$. Substituting Eq. (11) for the time derivative of $Q$ yields

$$\mu = \frac{S_N^2}{18\lambda_2} \int_{\Omega} A : \frac{\delta F}{\delta Q} \, dr$$

(12)

where $V_\Omega$ is the volume of the domain. Equation (11) is then solved by discretizing time and applying a semi-implicit convex splitting algorithm to solve the resulting equations as described above. $\mu$ is recalculated at each time step, although it converges to be approximately constant in only a few iterations.

Using this volume constraint, we are able to fix the volume of both negative and positive tactoids. While this is not necessary for negative tactoids with a total topological charge, it is necessary for positive tactoids. Even if the temperature is set to be exactly at coexistence between the phases, positive tactoids tend to shrink due to the excess energy of the interface. If the temperature is set so that the nematic phase is lower energy than the isotropic phase, there will be an unstable tactoid size, below which the tactoid will shrink and above which the tactoid will grow indefinitely. The volume constraint allows us to stabilize positive tactoids of any size without coupling a phase field to the nematic field. Physically, the volume constraint may be thought of as associating a pressure to the fixed tactoid volume.

Finally, we note that this method is relatively simple for quasi two-dimensional systems where the director in the nematic phase is fixed in the $xy$ plane, because the matrix $A$ is the same in both the fixed lab frame and the eigenframe of $Q$. However, for fully three-dimensional nematics this is not the case, and $A$ only has this simple form in the experiments, while $A$ will depend on the director orientation in the fixed frame. Here we will only consider the one-dimensional and quasi two-dimensional cases, and avoid this complication.
3 Interfaces

We first consider isotropic-nematic interfaces in one spatial dimension, and study the dependence of interface width and energy on the anchoring coefficient $L_4$ defined in Eq. (8). Here the orientation of n is fixed, so there is no contribution of bulk elastic energy to the total energy, and the $L_1$ term has the same effect as the $L_4$ term. To obtain the configurations we first decompose $Q$ into a convenient basis:

\[
Q = \begin{pmatrix}
\frac{2}{\sqrt{3}}q_1 & q_3 & q_4 \\
q_3 & -q_1 + q_2 & q_5 \\
q_4 & q_5 & -\frac{2}{\sqrt{3}}q_1 - q_2
\end{pmatrix}
\]

(13)

where $q_i$ are the degrees of freedom of the traceless, symmetric $Q$. The energy is then written in terms of $q_i$ and the gradient flow equations are derived for each $q_i$. The discretized version of the gradient flow equations are solved using a semi-implicit convex-splitting method with 1000 finite elements and we set $\Delta t = 0.1$. We set the value of $\kappa/\alpha T = 3.4049$ which is the value of exact coexistence between the nematic and isotropic phases. Dirichlet conditions fix the left boundary to a nematic phase with eigenvalues $\phi_1$ and varying $\phi_0$, the angle of $n$ with respect to the interface. On the right boundary Dirichlet conditions fix the isotropic phase, $Q = 0$. The gradient flow equations are iterated until the energy fails to change to within $10^{-6}$. We solve the governing equations with a range of 11 values of $\phi_0$ equally spaced from $0 < \phi_0 < \pi/2$ and the parameter $L_4$ up to $L_4 = 4$.

![Fig. 1 Nematic-isotropic interface for varying anchoring angle, $0 < \phi_0 < \pi/2$. (a) Plots of nematic order parameter $S$ versus position for $L_4 = 4$ and varying $\phi_0$, represented by the different colors. As the anchoring angle goes from homeotropic to tangential, the width of the interface decreases. (b) Interface width as a function of anchoring angle, normalized by the width at $\phi_0 = \pi/2$. Each curve represents a different value of $L_4$, with $L_4$ increasing with width disparity. (c) Width difference $\Delta W = W(\phi_0 = 0) - W(\phi_0 = \pi/2)$ versus $L_4$. The linear relationship indicates that anchoring energy is proportional to $L_4$. (d) Nematic order, $S$, and biaxiality parameter, $\sigma^2$, across the interface for $L_4 = 4$ and $\phi_0 = \pi/2$. There is some biaxiality at the interface, though not large in magnitude.](image)

Figure 1 shows $S$ as a function of position for interfaces with various $\phi_0$ and $L_4 = 4$. Note that the interface width decreases and the interface itself becomes more asymmetric as $\phi_0$ is increased.

The interface width becomes smaller with larger $\phi_0$ because the surface anchoring favors a parallel orientation. We expect the interfacial width to be proportional to the excess surface energy, since smaller gradients (and hence, larger widths) will cost less energy. In Fig. 1b we show the width of the interface as a function of $\phi_0$ normalized to the width at $\phi_0 = \pi/2$, for increasing $L_4$ values. Note that for $L_4 = 0$ the width does not depend on $\phi_0$. We show the normalized width since the $L_4$ term also changes the overall surface tension and there is no contribution from anchoring at $\phi_0 = \pi/2$ so the normalization captures the effect of surface anchoring. To calculate the width we define the points $x_1$ and $x_2$ where $S = 0.9S_N$ and $S = 0.1S_N$ respectively, then define the width by $W = x_2 - x_1$. Figure 1b shows the width differences $\Delta W = W(\phi_0 = 0) - W(\phi_0 = \pi/2)$ for various values of $L_4$. As expected, this width difference scales linearly with $L_4$. This is a good indication that it is reasonable to decompose $f_r(Q, V Q)$ into separate contributions to surface tension, surface anchoring, and bulk elasticity, as we have discussed in the previous section.

Finally, we examine the biaxiality of the interface for large anchoring. Figure 1c shows the biaxiality parameter $\sigma^2 = 1 - 6\text{Tr}(Q^2)/\text{Tr}(Q)^2$ across the interface for $L_4 = 4$ and $\phi_0 = \pi/2$. As required by symmetry, $\sigma^2 = 0$ for $\phi_0 = 0$. However, we do see small amounts of biaxiality for $\phi_0 = \pi/2$. The largest region of biaxiality appears on the isotropic side of the interface, which likely causes the asymmetry in interface shape seen in Fig. 1b. Unfortunately, the degree of biaxiality is not large enough here to qualitatively see in plots of the orientational probability distribution unlike what one sees around disclinations. Because our interaction energy promotes uniaxial alignment (Eq. (4)) the appearance of biaxiality is purely entropic. Our entropy is computed numerically in these computations, hence it is difficult to compare quantitatively to the Landau-de Gennes free energy, where the cubic order term promotes biaxiality. We note that the angle dependent width and structure of the biaxiality of the interface is similar to previous theoretical and computational explorations of the isotropic-nematic interface.

4 Negative Tactoids

For the rest of the paper we will discuss computations in quasi two-dimensions. The qualifier “quasi” here refers to the fact that $Q$ is a fully three-dimensional order parameter that is only allowed to vary in two spatial dimensions, i.e. $Q = Q(x, y)$. This is motivated by experiments performed in thin films between treated glass plates. Additionally, a fully three-dimensional $Q$ is required to model coexistence. Experiments performed on lyotropic chromonic liquid crystals have seen large negative tactoids with pronounced cusps. These cusps are actually surface defects, known as “boojums,” and are seen in positive tactoids as well, as we discuss in the next section.

Negative tactoids typically result from melting disclinations, and as such they usually have a topological charge associated with them even though they are not technically defects themselves. Here we obtain negative tactoids with $\pm 1/2$ overall charge. Because of the topological charge, the volume constraint introduced in section 2 is not strictly needed, however we still employ it to
obtain tactoids of similar size to experiments. It is difficult to observe spontaneously generated surface boojums in the mean-field calculation we use due to their high energy cost of nucleation. In order to study configurations that include them, we initialize the system with the director fields seen in Fig. 2. This creates defects away from the tactoid, which eventually coalesce with the tactoid and form boojums on its surface.

Our numerical solution is obtained in a 150 × 150 body-centered square mesh with 44701 vertices. We solve the finite element discretized time-dependent gradient flow equations with ∆τ = 0.1 until the energy fails to change to within 10^−6 of its current value. As with the one-dimensional interface, the parameter κ/μT = 3.4049. The outer boundaries of the domain are given Neumann boundary conditions. We fix the area of the tactoids to 40^2π in dimensionless units. In all calculations, we maintain L3 + L4 = 5 so that the contributions to surface tension and surface anchoring from the elastic energy remain constant. Figure 3 shows negative tactoid configurations for no elastic anisotropy, ε = (K33 − K11)/(K33 + K11) = 0, and large elastic anisotropy, ε = 0.9. The elastic anisotropy parameter ε, defined in terms of the Frank-Oseen bend and splay constants, is a convenient measure of elastic anisotropy since it goes to 1 (−1) in the limit K11 = 0 (K33 = 0). Qualitatively, we find that the cusp-like features created by the boojums become more prominent as ε is increased. The large ε plots are qualitatively similar to experiments, particularly those seen in Ref. 25. We note that in our calculations we have chosen to set the area of tactoids so that the ratio of interfacial width to tactoid radius is approximately equal to those seen in the experiments.

In order to quantify the sharpening of the cusps, Fig. 3b shows boojum curvature times average tactoid radius, HR, versus the elastic anisotropy parameter. Boojum curvature is computed by fitting a parabola to the points on the interface close to the boojum; the curvature is then extracted from the resulting fit. We note that the curvature of the boojums increases rapidly for increasing ε > 0.5. Therefore we infer that the appearance of cusps in tactoids is linked to the elastic anisotropy of the material. This can be understood intuitively as a balance between anchoring energy—promoting tangential alignment—and bulk elastic energy where splay dominates at the site of the boojums. If the splay constant is reduced, as is the case when ε > 0, the tactoid may incur more splay distortion to maintain its tangential anchoring at the boojum. Unfortunately, there is not a quantitative analysis of the cusp-like boojums of negative tactoids in the experimental literature that we are aware of to compare to.

5 Positive Tactoids

We now discuss the equilibrium properties of positive tactoids where a domain of nematic phase is surrounded by the isotropic phase. We consider positive tactoids with director fields ranging from homogeneous, where the director is uniform, to bipolar, where the director field is characterized by defects at the ends of the domain. Configurations between these two limits can be succinctly characterized by the location of “virtual” defects given by extending the director into the isotropic phase a distance R∗ from the center of the tactoid. In addition to the director configuration, we parameterize the boundary shape obtained numerically by two arcs of a circle, giving rise to a long axis R and short axis r.

This is typically the assumed shape in other numerical studies and is seen in tactoids in experiments. 23, 22 Hence, there are two dimensionless parameters that we study: the aspect ratio, α ≡ R/r, and the ratio of the distance of the virtual defect location to the long axis length of the tactoid, β ≡ R∗/R. A sketch of a tactoid with these parameters indicated is shown in Fig. 4. The mini-
maximum aspect ratio is $\alpha = 1$ which represents a circular domain. $\beta$ ranges from 1 to $\infty$ where 1 represents a perfectly bipolar director configuration with boojums at the ends, and $\infty$ represents a perfectly homogeneous configuration. We note that roughly if $\beta \geq 3$, the director configuration becomes nearly indistinguishable from the homogeneous case.

To investigate the effect of anisotropic elasticity on these parameters, we computationally determine equilibrium tactoid shapes in a similar manner as laid out in Sec. 4 for the case of negative tactoids. We fix the parameters $L_3 + L_4$ and $\varepsilon$, as well as the area of the positive tactoids (to $120^2 \pi$ in dimensionless units), and initialize them with varying \{\alpha, \beta\} such that $\alpha \in \{1, 1.2, 1.4, 1.6, 1.8, 2\}$ and $\beta \in \{1, 1.05, 1.1, 1.2, 1.5, 2, \infty\}$. We then compute the energy of the configuration after it fails to change to within $10^{-6}$ of its current value. The energy landscape is quite flat, hence the director fields and interface shapes do not change much from their initialized configuration.

Figure 5a shows the computed minimum energy configurations for various values of anchoring strength, measured by $L_3 + L_4$, and elastic anisotropy, measured by $\varepsilon$. Figure 5a shows an example energy landscape for $L_3 + L_4 = 5$ and $\varepsilon = 0.8$, as a function of $\alpha$ and $\beta$. We note that the free energy landscape is relatively flat and the highest energy configuration is typically the circular, bipolar case with \{\alpha, \beta\} = \{1, 1\}. Table 1 shows the parameter sets, \{\alpha, \beta\}, that yield a minimum in the free energy for each set of $L_3 + L_4$ and $\varepsilon$ studied. The minimum energy configurations show that as elastic anisotropy is increased, tactoids become more bipolar, i.e. $\beta$ decreases. Additionally, an increase in anchoring strength is associated with an increase in aspect ratio $\alpha$. For large anchoring, elastic anisotropy also tends to increase the aspect ratio of the tactoid. It has been hypothesized in previous studies of tactoids with a Q-tensor approach that considering cubic order terms in the elastic energy may be required to observe larger aspect ratios and bipolarity. Here we have shown that this is indeed the case.

We finally note that while the shapes of the positive tactoids are similar to those seen in experiments, the minimum energy configurations are slightly different. Tactoids appearing in Ref. are more bipolar and have a smaller aspect ratio than the minimum energy configurations in our study. Based on the theoretical work in Ref. this can be explained by a larger surface tension to elastic constant ratio in the experiments. This disparity highlights a shortcoming in the Q-tensor approach; namely, there are no elastic energy terms that only contribute to surface tension, thus making a study of the separate effect of surface tension difficult.

6 Tactoid Growth

Finally, we explore the effect of the elastic constants $L_3$ and $L_4$ on nonequilibrium tactoid growth. To do this, we remove the volume constraint of the previous sections, and lower the effective temperature so as to simulate a quench into the nematic phase. We set $\kappa / n T = 3.6$, which is set so that the isotropic phase is still metastable, but the nematic phase is heavily favored by the bulk free energy. We initialize the system with a circular, homogeneous configuration of radius $R = 20$, though we mention that initializing with a bipolar configuration does not change the long-time results that we present here. We then numerically compute 500 iterations of growth with $\Delta t = 0.2$.

Figure 6 shows results for three particular cases: $\{L_3, L_4\} = \{2, 0\}$,

\begin{align*}
\alpha &= R / r \\
\beta &= R^*/ R
\end{align*}

Fig. 4 Sketch of a tactoid. Solid lines represent the interface while dashed lines represent the director field which converges on the location of virtual defects.

Fig. 5 (a) Minimum energy tactoid configurations for various anchoring strength $L_3 + L_4$ and elastic anisotropy $\varepsilon$. As anchoring strength increases, the optimal aspect ratio increases. As elastic anisotropy increases, the director configuration becomes more bipolar. (b) Plot of the free energy $F$ as a function of aspect ratio $\alpha$ and bipolarity measure $\beta$ for $L_3 + L_4 = 5$ and $\varepsilon = 0.8$. The energy landscape is relatively flat with the highest energy configuration being the circular and bipolar configuration $\{\alpha, \beta\} = \{1, 1\}$. 

| $L_3 + L_4$ | $\varepsilon$ |
|----------------|------------------|
| 2 | 0 |
| 3 | 0.8 |
| 5 | 0 |
| 5 | 0.8 |
Table 1 Parameters \(\{\alpha, \beta\}\) of the minimum energy positive tactoid with anchoring strength measured by \(L_3 + L_4\) and elastic anisotropy \(\varepsilon\).

| \(L_3 + L_4\) | \(\varepsilon = 0\) | \(\varepsilon = 0.2\) | \(\varepsilon = 0.4\) | \(\varepsilon = 0.6\) | \(\varepsilon = 0.8\) |
|----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 0              | \(\{1, \infty\}\) | \(\{1, \infty\}\) | \(\{1, \infty\}\) | \(\{1, \infty\}\) | \(\{1, \infty\}\) |
| 1              | \(\{1.2, 2\}\) | \(\{1.2, 2\}\) | \(\{1.2, 2\}\) | \(\{1.2, 1.5\}\) | \(\{1.2, 1.5\}\) |
| 2              | \(\{1.4, 1.5\}\) | \(\{1.4, 1.5\}\) | \(\{1.4, 1.5\}\) | \(\{1.4, 1.2\}\) | \(\{1.4, 1.2\}\) |
| 3              | \(\{1.6, 1.2\}\) | \(\{1.6, 1.2\}\) | \(\{1.6, 1.1\}\) | \(\{1.6, 1.1\}\) | \(\{1.6, 1.1\}\) |
| 4              | \(\{1.6, 1.2\}\) | \(\{1.6, 1.2\}\) | \(\{1.8, 1.1\}\) | \(\{1.8, 1.1\}\) | \(\{1.8, 1.05\}\) |

Fig. 6 Numerical computation of tactoid growth from a homogeneous circular initial condition for parameters \(\{L_3, L_4\}\) = \(\{0.4\}, \{2.2\}, \{4.0\}\). (a) Tactoid configurations at iteration number \(t/\Delta t = 500\). The tactoid with \(L_4 < L_3\) develops defects at its ends and takes on a bipolar director configuration, while the tactoid with \(L_4 > L_3\) grows homeotropically and eventually develops defects at its top and bottom ends. The tactoid with \(L_4 = L_3\) grows anisotropic in shape but does not develop heterogeneity in the director configuration. (b) Plots of the square root of the area, \(A\), versus iteration number. The area of the homeotropic tactoid grows fastest due to a larger interface velocity for homeotropic anchoring. (c) Plots of the elastic free energy, Eq. (8), versus iteration number. The bipolar tactoid grows to have the lowest elastic free energy of all configurations.
{0, 4}, {2, 2}, {4, 0}. In all three cases, the area of the tactoids grows like $A \sim t^2$ (Fig. 6b) which is expected for two dimensional domain growth driven by phase free energy difference. However, the director configurations are markedly different in all three cases. We find that if $L_3 > L_4$, the director develops a bipolar configuration with two boojums at the ends of the tactoid, similar to the shapes studied in the previous section, and similar to shapes seen in experiments. This configuration minimizes the anchoring energy by eventually orienting the director tangential to the interface. On the other hand, if $L_4 > L_3$ the director tends to homeotropic alignment, eventually forming defects on the top and bottom poles of the tactoid. This configuration does not minimize the elastic energy associated with anchoring, nor does it minimize the Frank elastic energy for bulk director variations. This is seen in Fig. 6c which shows the elastic energy as a function of iteration number, $t/\Delta t$. When $L_3 = L_4$ the effect is effectively cancelled out and the director remains homogeneous, though the tactoid still grows anisotropically. The elastic energy of this configuration is only slightly larger than that of the bipolar configuration since now the anchoring energy is increased but there is no Frank elastic energy in the bulk.

The results shown in Fig. 6 are similar to numerical results from Ref.5. There, the effect of a different anisotropic elastic term, quadratic in $Q$ (referred to as the $L_2$ term) was studied alongside the effect of the $L_3$ term. Here, since both the $L_3$ and $L_4$ terms are cubic in $Q$, their effects on the director kinetics at the interface can be cancelled out by having equal coefficients. This leads to a simple explanation for the phenomenon: there is a term contained in $\delta F_3/\delta Q$ and in $\delta F_3/\delta Q$ that is exactly equal and of opposite sign, and this term must contribute to the tendency of the director to become homeotropic or tangential during tactoid growth. Here $F_3$ and $F_4$ refer to the elastic energies from the $L_3$ and $L_4$ terms respectively. Computation of these functional derivatives yields

$$\frac{\delta F_3}{\delta Q_{ij}} = \delta_k Q_{ij} \partial_t Q_{ij} - 2\delta_k Q_{kl} \partial_t Q_{ij} - 2Q_{ij} \partial_t Q_{kl}$$

$$\frac{\delta F_4}{\delta Q_{ij}} = -\delta_k Q_{ij} \partial_t Q_{ij} - Q_{ij} \partial_k Q_{ij} - Q_{ij} \partial_t Q_{kl}.$$

The first term in Eqs. (14) and (15) are equal and of opposite sign, therefore we will investigate the effect of this term on the eigenvectors of $Q$, which represent the director. To do this, we parameterize $Q$ as fully biaxial: $Q = S [\mathbf{n} \otimes \mathbf{n} - 1/3 I] + P [\mathbf{m} \otimes \mathbf{m} - \ell \otimes \ell]$ where $\mathbf{n}$, $\mathbf{m}$, and $\ell$ are mutually orthogonal and normalized, and represent the eigenvectors of $Q$ while $S$ and $P$ parameterize its eigenvalues. Further, since we are working in two dimensions, we can write $\mathbf{n} = (\cos \phi, \sin \phi, 0)$, $\mathbf{m} = (-\sin \phi, \cos \phi, 0)$, and $\ell = (0, 0, 1)$ where $\phi$ is the angle of the director with respect to the $x$ axis. We use this parameterization to compute

$$\mathbf{m} \cdot \partial_t Q \cdot \mathbf{n} = S \partial_t \phi.$$

Note that this projection picks out the time dependence of the director. We now consider the first term in Eqs. (14) and (15). Since $\partial_t Q \approx \delta F/\delta Q$, we compute the same projection on $\partial_t Q$ above on the first term in Eqs. (14) and (15):

$$m_k \partial_t Q_{ij} \partial_t Q_{ij} n_i = \frac{2}{3} m_k \partial_t Q_{ij} S n_i \partial_t Q_{ij} S + 2m_k \partial_t P n_i \partial_t P$$

$$+ 2(3 - P) \delta_k \partial_t Q_{ij} \partial_t Q_{ij} n_i.$$

We note that, at the interface, the second and third terms of the above equation should be small compared to the first, and that the gradient of $S$ is in the direction of the interface normal. Thus, comparing Eqs. (16) and (17) gives $\partial_t \phi \propto (L_4 - L_3) \sin 2(\theta - \phi)$ where $\theta$ is the angle of the interface normal with respect to the $x$ axis. This contribution vanishes when $L_3 = L_4$, and when the director is tangential or perpendicular to the interface, but depending on the relative elastic coefficients, it either drives the director to be one or the other.

Since this effect on the kinetics of director orientation at the interface deriving from the $L_3$ and $L_4$ elastic terms is equal and opposite, we conclude that this feature of tactoid growth is not due to elastic anisotropy. While the bulk director field may evolve to minimize the relevant terms in the Frank-Oseen energy, the tendency for boojums to form in the $Q$-tensor elastic energy is generated by different terms. We therefore emphasize that this process is of kinetic origin, and that even if $L_4 > L_3$ the configuration with minimum energy is still one with the director tangential to the interface. Of course, the full free energy, that is, bulk plus elastic free energy, is still decreasing at each time step since the nematic domain is growing. Further, we note that the bipolar configuration seen in Fig. 6b does not constitute an energy minimum since this grows to have $\beta \approx 1$ while the minimum energy configuration for fixed volume and similar $\epsilon$ found in Section 5 has $\beta \approx 1.1$.
everywhere except the endpoints. Figure 7 shows $1 - \alpha / L_3$ as a function of time step. Note that the data collapse for various $L_3$ indicates that the growth and saturation of aspect ratio in tactoids is linearly proportional to $L_3$. We emphasize that this does not reflect tactoid growth slowing, since Fig. 6b shows that $\sqrt{A} \sim t$ for all times. Instead, the figure shows that the aspect ratio at long times is determined kinetically by the value of $L_3$.

7 Conclusion

In summary, we have presented a numerical study of nematic-isotropic interfaces, and of negative and positive tactoids by using a Q-tensor representation of nematic order. A singular Maier-Saupe bulk energy and cubic order anisotropic elastic energy have been included in the free energy. We have further developed and demonstrated a numerical technique involving Lagrange multipliers to constrain the volume of a nematic phase which allows for the study of equilibrium morphologies exactly at nematic-isotropic coexistence.

The theory has allowed us to probe the effect of anisotropic elasticity on interfacial thickness, anchoring energy, and biaxiality at the interface. Larger anisotropy leads to a larger energy difference between homeotropic and tangential anchoring and thus to stronger tangential anchoring. In two dimensional systems, anisotropic Frank-Oseen elasticity leads to sharp boojums in negative tactoids, which are also seen in experiments in lyotropic chromonic liquid crystals. On the other hand, sharp boojums are not formed in positive tactoids, and instead the elastic energy favors a director configuration between bipolar and homogeneous, with larger anisotropy favoring more bipolarity. Finally, the kinetic growth of positive tactoids is shown to be very sensitive to the anisotropic term included in the energy, with bipolar, anisotropic tactoids generated by the $L_3$ cubic elastic term in Eq. 5.

Our results should prove useful to future computational and experimental studies of tactoids in nematic liquid crystals. The primary advantage of the Q-tensor framework is the ability to resolve defects such as boojums, while also capturing the smooth transition in order parameter from the nematic to isotropic phase. The volume constraint introduced allows for the volume of the tactoid to be a control parameter, and allows for two phase interfaces without additional conserved fields. For future studies, it will be interesting to explore the possibility of a full three-dimensional volume constraint. Additionally, the work presented here on tactoid growth assumed relaxational dynamics of the order parameter with no hydrodynamic transport. Unlike chromonics, a density contrast between the isotropic and nematic phases is generally observed in lyotropic liquid crystals. Such density contrast will induce mass transport during tactoid growth, which will need to be examined. It would also be of interest to study the coalescence of tactoids and the resulting nucleation of defects, and the effect of anisotropy on this process.
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