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Abstract

The deep energy method (DEM) has been used to solve the elastic deformation of structures with linear elasticity, hyperelasticity, and strain-gradient elasticity material models based on the principle of minimum potential energy. In this work, we extend DEM to elastoplasticity problems involving path dependence and irreversibility. A loss function inspired by the discrete variational formulation of plasticity is proposed. The radial return algorithm is coupled with DEM to update the plastic internal state variables without violating the Kuhn-Tucker consistency conditions. Finite element shape functions and their gradients are used to approximate the spatial gradients of the DEM-predicted displacements, and Gauss quadrature is used to integrate the loss function. Four numerical examples are presented to demonstrate the use of the framework, such as generating stress-strain curves in cyclic loading, material heterogeneity, performance comparison with other physics-informed methods, and simulation/inference on unstructured meshes. In all cases, the DEM solution shows decent accuracy compared to the reference solution obtained from the finite element method. The current DEM model marks the first time that energy-based physics-informed neural networks are extended to plasticity, and offers promising potential to effectively solve elastoplasticity problems from scratch using deep neural networks.
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1. Introduction

The deep energy method (DEM) is a recently developed physics-informed neural network model that can be used to find continuous solutions to partial differential equations from scratch (E W, 2018; Nguyen-Thanh et al., 2020; Samaniego et al., 2020). The method has gained popularity due to its ease of implementation and the ability to solve partial differential equations in a mesh-free manner (Fuhg and Bouklas, 2022). It has been applied in the Poisson’s equation (E W, 2018), linear elasticity (Samaniego et al., 2020; He et al., 2022a), hyperelasticity (Nguyen-Thanh et al., 2020; He et al., 2022a), viscoelasticity (Abueidda et al., 2022a), piezoelectricity (Samaniego
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et al., 2020), fracture mechanics (Samaniego et al., 2020), strain gradient elasticity (Nguyen-Thanh et al., 2021), and topology optimization (Zehnder et al., 2021; He et al., 2022c). Central to DEM is the definition of a loss function, whose value is reduced during the training process through the use of an optimizer. In solid mechanics, the principle of minimum potential energy (PMPE) states that the potential energy of a system attains a local minimum at its equilibrium displacement field. This principle coincides nicely with the minimization structure of the DEM model. Thus, DEM employs the total potential energy as the loss function and approaches equilibrium displacements by minimizing the system potential. This means that extending the DEM method to nonlinear problems such as hyperelasticity is straightforward, as one only needs to implement the corresponding strain energy expression, and is much simpler than extending to nonlinearity in the finite element method (FEM). One of the key advantages of DEM is that the loss function, being an energy form, only requires the first-order gradient of the displacement fields (except for strain gradient models as in Nguyen-Thanh et al. (2021)). Prior to DEM, a notable physics-informed neural network to solve partial differential equations is the deep collocation method (DCM) (Raissi, 2018; Abueidda et al., 2021b; Guo et al., 2021; Haghighat et al., 2021). It is based on the strong form of governing equation, and the loss function consists of residuals in the strong form evaluated at the nodes (collocation points). This means that for the elasticity problem, the second-order spatial gradients of the displacement field are required, thus it is more computationally expensive (to evaluate second-order and first-order gradients) compared to the DEM. Additionally, researchers have employed a mixed formulation, incorporating both the strong form and energy method, to find the mechanical response in regions with stress concentrations and high solution gradients (Fuhg and Bouklas, 2022; Abueidda et al., 2022b; Rezaei et al., 2022).

Since all of the above-mentioned DEM models are based on PMPE, restrictions applied to PMPE also apply to those models. This means that the energy-based method can only be applied to the elastic deformation of structures under static equilibrium. However, plastic deformations often occur in engineering structures when a relatively large load is applied, and the non-conservative nature of plasticity renders PMPE no longer valid. Plasticity problems have been widely studied by neural networks and other data-driven approaches. For example, machine learning has been used to approximate elastic and plastic constitutive laws in simulations (Ali et al., 2019; Huang et al., 2020; Fuhg et al., 2021; Zhang and Mohr, 2020; Zhang et al., 2022; Pi Savall et al., 2021), to learn constitutive laws directly from displacement field or other experimental measurements (Yang et al., 2020; Liu et al., 2020; Muhammad et al., 2021), to act as a constitutive model in FEM code (Jang et al., 2021; Qu et al., 2021; Tancogne-Dejean et al., 2021; Ibragimova et al., 2021; Al-Haik et al., 2006), and to directly predict the stress-strain curve and energy absorption during plastic deformation (He et al., 2022b; Abueidda et al., 2021a; Mozaffar et al., 2019). However, the models introduced in those works require training data, typically generated from the many FEM solutions to different elastoplasticity problems. They do not, however, solve the partial differential equation directly. Abueidda et al. (2021b) leveraged the DCM to solve the plastic bending of a cantilever beam using the residual formulation of the strong form of the governing equations. Close agreement with FEM is observed, although a very refined grid with $1.2 \times 10^{11}$ nodes was used in the training process. Considering the ease of implementation and the advantage of only requiring lower-order spatial derivatives, it is of high research interest to extend the present DEM framework to treat plasticity problems. Therefore, the objective of this work is to propose a definition of the loss function that is suitable for elastoplasticity problems, which is inspired by the discrete variational formulation of plasticity (Simo and Hughes, 2006). In addition, we propose to combine the classical
radial return algorithm with DEM to update the plastic internal state variables.

This paper is organized as follows: Section 2 presents an overview of neural networks, the deep energy method, and a summary of $J_2$ plasticity and radial return method. Section 3 presents and discusses the results of five numerical examples. Section 4 summarizes the outcomes and highlights possible future works.

2. Methods

2.1. Neural networks

Neural networks seek to approximate a continuous function of an unknown functional form. A feed-forward, fully connected neural network consists of multiple layers of interconnected neurons, and the layers themselves are also connected. Fig. 1 shows an example of a fully connected neural network model, which maps position vectors $X$ into displacements $\tilde{u}$. The neurons of consecutive layers are connected by a set of weights $W$ and biases $b$. The output $y^i$ of layer $i$ can be computed as:

$$y^i = f_{act}^i(W^i y^{i-1} + b^i),$$

where $f_{act}^i$ denotes the activation function. The trainable weights and biases are updated in a process known as training, where a loss function $L$ is minimized through optimizers such as stochastic gradient descent (Bottou, 2010).

2.2. Deep energy method in solid mechanics

The universal approximation capability of deep neural networks (Hornik et al., 1989) has been widely leveraged in the field of computational solid mechanics to approximate complex displacement fields. In particular, the PMPE for elastic structures under static equilibrium offers a physics-informed way to define the loss function of a neural network, namely the potential energy of the system. The resulting method is known as the deep energy method. For linear elastic material in the absence of any body and inertial forces, the potential reads:

$$L(u) = \frac{1}{2} \int_\Omega \sigma : \epsilon \, dV - \int_{\partial \Omega_t} \bar{t} \cdot u \, dA.$$
where $\sigma$, $\epsilon$ and $\bar{t}$ denote the stress, strain, and applied boundary traction, respectively. Neumann boundary conditions (BCs) naturally appear in Eq. (2), while Dirichlet BCs can be enforced exactly by modifying the displacements predicted by DEM:

$$u(X) = \tilde{u}(X) \circ m(X) + u_0(X),$$

(3)

where $u$ denotes a modified displacement, $\circ$ denotes the Hadamard product between two vectors, and the vectors $m$ and $u_0$ are chosen such that:

$$m(X) = 0 \text{ and } u_0(X) = \bar{u}, \forall X \in \partial \Omega_u$$

(4)

By design, $u$ satisfies Dirichlet BCs for all arbitrary $\tilde{u}$ produced by DEM. The solution to the elasticity problem, as given by the DEM model, is defined according to PMPE as:

$$u^* = \arg \min_u L(u).$$

(5)

However, since the above DEM model is based on PMPE, it is only applicable to elastic structures in static equilibrium.

2.3. $J_2$ plasticity and the return mapping algorithm

In the absence of any body and inertial forces, the equilibrium equations and BCs (Dirichlet and Neumann) under small deformation can be stated in terms of the Cauchy stress tensor $\sigma$ as:

$$\nabla \cdot \sigma = 0, \ \forall X \in \Omega,$$

$$u = \bar{u}, \ \forall X \in \partial \Omega_n,$$

$$\sigma \cdot n = \bar{t}, \ \forall X \in \partial \Omega_t,$$

(6)

where $n$, $\bar{u}$, and $\bar{t}$ denote the outward boundary normal, prescribed displacement, and prescribed traction, respectively. In the small deformation setting, the total strain tensor is given by:

$$\epsilon = \frac{1}{2}(\nabla u + \nabla u^T),$$

(7)

which is additively decomposed into its elastic part $\epsilon^e$ and plastic part $\epsilon^p$:

$$\epsilon = \epsilon^e + \epsilon^p.$$  

(8)

For linear elastic and isotropic material, the constitutive equation is:

$$\sigma = 2\mu(\epsilon^e)' + \kappa \text{tr}(\epsilon^e) I,$$

(9)

where $\mu$ and $\kappa$ are the shear and bulk moduli, $(\epsilon^e)'$ is the deviatoric part of the elastic strain tensor. In this work, we focus on $J_2$ plasticity with an associative flow rule, which assumes incompressible plastic strains. The following von Mises yield function $f$ is used, which accounts for both isotropic and kinematic hardening:

$$f = \sqrt{\eta : \eta} - \sqrt{\frac{2}{3}} \sigma_y(\epsilon^p)$$

(10)

$^A'A = A - \frac{1}{3} tr(A) I$, where $I$ is the second-order identity tensor.
where $\eta = \sigma' - q'$ is the shifted stress. $\sigma'$ and $q'$ denote the deviatoric parts of the stress tensor $\sigma$ and the back stress tensor $q$. $\sigma_y$ denotes the yield stress of the material, which can be a function of the equivalent plastic strain $\bar{\epsilon}^p$ (an internal state variable). To complete the definition of plasticity, we need the Kuhn-Tucker conditions on consistency, which read:

$$
\begin{align*}
 f(\sigma', q, \bar{\epsilon}^p) &\leq 0, \\
 \gamma &\geq 0, \\
 \gamma f(\sigma', q, \bar{\epsilon}^p) & = 0,
\end{align*}
$$

where $\gamma$ is the consistency parameter.

The evolution laws for $\epsilon^p$ and $q$ are given by:

$$
\begin{align*}
 \dot{\epsilon}^p & = \dot{\gamma} N, \\
 \dot{q} & = \frac{2}{3} \dot{\gamma} C Z,
\end{align*}
$$

where

$$
N = \frac{\eta}{\sqrt{\eta : \eta}}, \\
Z = \frac{\sigma - q}{\sqrt{(\sigma - q) : (\sigma - q)}}.
$$

Here, $N$ is the normal to the yield surface $f = 0$ (associative flow rule), and $Z$ connects the center of the yield surface ($q$) to the current stress point ($\sigma$). $C$ is the (constant) kinematic hardening modulus in the linear Ziegler kinematic hardening model (Ziegler, 1959).

Elastoplastic problems in computational mechanics are typically solved iteratively, where at each step $i + 1$, we are given a known current strain (or in the form of a total strain increment). The updated values of the state variables ($\sigma, \epsilon^p, \bar{\epsilon}^p, q$) can be obtained by integrating the constitutive laws with known initial conditions. For $J_2$ plasticity with associative flow rule, the radial return algorithm (Wilkins, 1964) is commonly used.

Given the current state vector (at step $i$) $[\sigma_i, \epsilon_i^p, \bar{\epsilon}_i^p, q_i]$ and a known strain increment $\Delta \epsilon$, the radial return algorithm begins with a fully elastic trial state:

$$
\begin{align*}
 \sigma'_{\text{trial}} & = \sigma_i' + 2 \mu \Delta \epsilon', \\
 \eta_{\text{trial}} & = \sigma'_{\text{trial}} - q_i, \\
 f_{\text{trial}} & = \sqrt{\eta_{\text{trial}} : \eta_{\text{trial}}} - \sqrt{\frac{2}{3}} \sigma_y(\bar{\epsilon}_i^p),
\end{align*}
$$

where $\Delta \epsilon'$ denotes the deviatoric part of the strain increment. If $f_{\text{trial}} \leq 0$, the trial state is accepted, the updated stress is given by $\sigma_{i+1} = \sigma'_{\text{trial}} + \kappa tr(\Delta \epsilon) I$, and no updates to the plastic internal state variables are necessary. If $f_{\text{trial}} > 0$, this indicates active yielding has occurred, and the internal
state variables are updated as follows:

\[ N_{i+1} = \eta_{\text{trial}} \frac{\eta_{\text{trial}}}{\sqrt{\eta_{\text{trial}}}}. \]

\[ \epsilon^p_{i+1} = \epsilon^p_i + \Delta \gamma N_{i+1}, \]

\[ \dot{\epsilon}^p_{i+1} = \epsilon^p_i + \sqrt{\frac{2}{3}} \Delta \gamma, \]

\[ \sigma_{i+1} = \sigma'_{\text{trial}} + \kappa \text{tr}(\Delta \epsilon) I - 2\mu \Delta \gamma N_{i+1}, \]

\[ Z_{i+1} = \frac{\sigma_{i+1} - q_i}{\sqrt{(\sigma_{i+1} - q_i):(\sigma_{i+1} - q_i)}}, \]

\[ q_{i+1} = q_i + \frac{2}{3} \Delta \gamma C Z_{i+1}. \]

\[ (15) \]

where \( \Delta \gamma \) is the consistency parameter increment to be determined. In this work, we focus on linear isotropic hardening:

\[ \sigma_y(\bar{\epsilon}^p) = \sigma_{y,0} + H \bar{\epsilon}^p, \]

where \( \sigma_{y,0} \) and \( H \) denote the initial yield stress and the constant isotropic hardening modulus, respectively. In this case, \( \Delta \gamma \) is given directly as:

\[ \Delta \gamma = \frac{f_{\text{trial}}}{2(\mu + H C \frac{2}{3})}. \]

\[ (17) \]

The radial return algorithm can be computationally expensive to evaluate for complex material models with highly nonlinear hardening behaviors. Therefore, surrogate models such as a neural network for plastic state update have been developed by Zhang and Mohr (2020), Masi et al. (2021), Yu et al. (2022), and Bonatti and Mohr (2022) and used in elastoplastic FE simulations to replace the radial return algorithm.

2.4. Deep energy method based on the variational formulation of plasticity

In this section, we introduce a loss function for DEM that is suitable for \( J_2 \) plasticity, to replace Eq. (2) that only applies to elastic deformation. Inspired by the discrete variational formulation of plasticity, which is used to develop finite element formulations for elastoplasticity, we define the total free energy functional \( P_{i+1} \) (Simo and Hughes, 2006):

\[ P_{i+1} = \int_{\Omega} \left( W_{i+1} + \frac{1}{2} v_{i+1} D^{-1} v_{i+1} - \Delta \gamma f_{i+1} + \right. \]

\[ \left( \epsilon^p_{i+1} - \epsilon^p_i : \sigma_{i+1} - v_{i+1} D^{-1} (v_{i+1} - v_i) \right) dV + P_{\text{ext}}, \]

\[ (18) \]

where \( W_{i+1} = \frac{1}{2} \sigma_{i+1} : \epsilon^p_{i+1} \) is the elastic strain energy, \( v_{i+1} \) denotes the collection of internal state variables defined as:

\[ v_{i+1} = \begin{bmatrix} H \epsilon^p_{i+1} \\ q_{i+1} \end{bmatrix}. \]

\[ (19) \]

\( D \) is the matrix of hardening moduli:

\[ D = \begin{bmatrix} H & 0_{[1 \times 3]} \\ 0_{[3 \times 1]} & C I \end{bmatrix}. \]

\[ (20) \]
With the absence of body forces, the potential energy of the external loading at the current time, \( P_{\text{ext}} \), is given by:

\[
P_{\text{ext}} = - \int_{\partial \Omega_t} \bar{t} \cdot u \, dA
\]

(21)

In this work, we use the radial return algorithm to update the plasticity variables, this leads to the satisfaction of the discrete counterpart of Eq. (11) at step \( i + 1 \):

\[
\Delta \gamma f_{i+1} = 0
\]

(22)

Similar to how a trained neural network can replace radial return in elastoplastic FE simulations, the discrete consistency condition can also be satisfied by updating the plastic state variables through a neural network, whether data-driven or physics-informed. Additional knowledge on the material behavior, such as plastic strain direction and pressure dependence of plastic strain, can be incorporated by these separately trained surrogate models. The rest of the DEM framework is designed to be agnostic to the plastic state update kernel. In this work, the radial return algorithm is used to demonstrate the rest of the framework and is chosen since it avoids the additional errors accompanying any surrogate neural networks used for state update.

Substituting Eq. (22) into Eq. (18), and specializing the equation to isotropic hardening only \((H_{i+1} \neq 0, C = 0)\), we have:

\[
P_{i+1}^{\text{iso}} = \int_\Omega \left( W_{i+1} + \frac{1}{2} H(\bar{\epsilon}_{i+1}^p)^2 + (\epsilon_{i+1}^p - \bar{\epsilon}_i^p) : \sigma_{i+1} - H\bar{\epsilon}_{i+1}^p(\epsilon_{i+1}^p - \bar{\epsilon}_i^p) \right) dV + P_{\text{ext}}.
\]

(23)

Similarly, when specializing to kinematic hardening only \((H_{i+1} = 0, C \neq 0)\), we have:

\[
P_{i+1}^{\text{kin}} = \int_\Omega \left( W_{i+1} + \frac{1}{2C} q_{i+1} : q_{i+1} + (\epsilon_{i+1}^p - \bar{\epsilon}_i^p) : \sigma_{i+1} - \frac{1}{C} q_{i+1} : (q_{i+1} - q_i) \right) dV + P_{\text{ext}}.
\]

(24)

Since the Euler-Lagrange equations of the discrete functional \( P \) yield the equilibrium equations, flow rule, and hardening law (Simo and Hughes, 2006), it follows from variational calculus that \( P \) attains a local minimum at the equilibrium state, similar to PMPE applied to elastic deformation. Therefore, we define the loss function of DEM as the total free energy of the system \( L = P \), and minimize its value during the training of DEM.

Automatic differentiation of the neural network displacement output is commonly used (Nguyen-Thanh et al., 2020) to compute the spatial gradient of the displacement field. However, He et al. (2022a) demonstrated that when the applied load magnitude is large, automatic differentiation can fail to penalize unrealistic strain localizations that occur in between the nodes, thus leading to an incorrect solution. He et al. (2022a) further showed that a shape-function-based spatial gradient calculation method correctly penalizes any unrealistic strain localizations that may occur and yields accurate solutions even at large deformations. Therefore, the shape-function-based approach is adapted here for its robustness. In this case, the displacement gradient is given by:

\[
\frac{\partial u}{\partial X} \approx \frac{\partial \phi}{\partial \xi} J^{-1} \cdot u,
\]

(25)

where \( \phi, \xi, \) and \( u \) denote the finite element shape functions, natural coordinates, and displacement vector, respectively. \( J = \frac{\partial X}{\partial \xi} \) denotes the Jacobian matrix of the isoparametric mapping of
the finite element. The need to discretize the domain with isoparametric finite elements renders this version of DEM no longer a meshless method, which is distinct from other meshless DEM implementations (Nguyen-Thanh et al., 2020, 2021). After the gradients are calculated at the quadrature points, Gauss quadrature is used to evaluate the volume and surface integrals in Eq. (18). Since the constitutive update is performed at the quadrature points of the element, to save computation time, reduced integration with one integration point per element is used.

When the solution is completed in multiple load steps, we do not reinitialize the weights and biases of the DEM model after the first step. Instead, we used the trained weights and biases from the previous load step as an initial guess for the parameter values in the next load step, which is a form of transfer learning. Since the loss function, \( \mathcal{L} \), is defined as the total free energy of the system, whose value at equilibrium is not known a priori, absolute convergence criterion like \(|\mathcal{L} - \mathcal{L}_{eq}| < \epsilon_{tol}\) cannot be used to determine convergence of the DEM model. Therefore, a relative convergence criterion that monitors the relative change in the loss function is used. Convergence is said to be achieved if:

\[
\frac{\text{mean}([L_{j-2N+1}, L_{j-2N+2} \cdots L_{j-N}]) - \text{mean}([L_{j-N+1}, L_{j-N+2} \cdots L_{j}])}{\text{mean}([L_{j-N+1}, L_{j-N+2} \cdots L_{j}])} \leq \epsilon_{tol},
\]

where \([L_{j-2N+1}, L_{j-2N+2} \cdots L_{j}]\) denotes an array of \(2N\) loss values generated by the optimizer, where \(N\) is a user-defined patience parameter that defines the number of loss values to be included in the check. Since loss values from the last \(2N\) iterations are needed, convergence is not checked until the optimizer has gone through at least \(2N\) iterations. In essence, this criterion computes the mean of the loss function in the last \(N\) iterations (involving indices \(j - N + 1, j - N + 2 \cdots j\)) and compares it to the mean in the last \(N-2N\) iterations (involving indices \(j - 2N + 1, j - 2N + 2 \cdots j - N\)). If the two means are close within a relative tolerance of \(\epsilon_{tol}\), then the optimizer is no longer efficiently reducing the loss and any further iterations are unlikely to improve the results significantly, hence the solution is considered converged, and the training is terminated. \(N = 10\) was used in this work. Note that, by definition, this criterion merely measures the relative change of the loss value (which reflects the effectiveness of the optimizer) and does not necessarily imply the correctness of the converged solution. Finally, we use algorithm 1 to summarize the DEM model for \(J_2\) plasticity. The flowchart for the plasticity DEM framework is presented in Fig. 2.

Figure 2: Complete workflow of the plasticity DEM framework. Note that the framework is modular in the sense that different state update kernels can be plugged into the model to update the plastic state variables.
Algorithm 1: A deep energy method model for $J_2$ plasticity

**Input:** Network architecture, domain size, grid size, material properties, boundary conditions, external loading, number of load steps

**Output:** Displacement, stress, and plastic internal state variables at each step

```plaintext
/* Initialization */
1 Initialize weights and biases of the DEM model $\mathcal{M}$
2 Initialize all plastic internal state variables to 0
3 $i \leftarrow 0$

/* Begin load stepping */
4 while $i < \text{max load step}$ do
5    /* Begin DEM training */
6       while relative loss change $> \epsilon_{\text{tol}}$ do
7          Obtain $\tilde{u}$ from $\mathcal{M}$, apply Dirichlet BCs to get $u$
8          Use shape function gradient operator to compute $\epsilon$
9          Update stress and plastic state variables using user-defined kernel
10         Compute external work potential
11         Compute loss
12         Update the weights and biases of $\mathcal{M}$ through back-propagation
13    Store converged values of plastic internal state variables
6       /* Output results */
7          Write output to vtk file, save trained model parameters for this step
8     $i \leftarrow i + 1$
```

3. Results and discussion

In this section, we present four numerical examples to show the application of the new DEM model in elastoplasticity problems. All examples share identical elastic material properties, they are: $\mu = 384.62$ MPa and $\kappa = 833.33$ MPa, and the initial yield stress is 50 MPa unless otherwise specified. The DEM model used in this work was implemented in PyTorch (version 1.13.0) (Paszke et al., 2019). The underlying neural network is a multi-layer perceptron (MLP) model, which has 6 layers, including input and output. The number of neurons in each layer is 3, 100, 200, 400, 200, 100, and 3, respectively, resulting in a total of 3009 trainable parameters. The hyperbolic tangent function was used as the activation function for all layers except the output, which has linear activation. The L-BFGS optimizer (Zhu et al., 1997) with a fixed learning rate of 0.5 was used to train the models. All DEM model training and inference were conducted using a single Nvidia A100 GPU card on Delta, an HPC cluster hosted at the National Center for Supercomputing Applications (NCSA). Abaqus/Standard (SIMULIA, 2020) was used to solve all example problems using identical meshes to obtain the reference FE solutions. All FE simulations were conducted using 40 high-end AMD EPYC 7763 Milan CPU cores. The absolute difference between the DEM and FEM solutions for a field variable $\theta$ is computed as:

$$AD_\theta = |\theta_{DEM} - \theta_{FE}|.$$  \hspace{1cm} (27)
The $L^2$ error norm for the displacement vector is defined as (Nguyen-Thanh et al., 2021):

$$||e||_{L^2} = \frac{||u_{DEM} - u_{FE}||_{L^2}}{||u_{FE}||_{L^2}} \times 100\%.$$  \hspace{1cm} (28)

In all examples presented in this work, strains as large as 20\% were applied to the structures, even when the small-strain formulation was used. This is intended to demonstrate the ability to generate a convergence solution even at relatively large applied strains. As a consistent comparison, all reference FE simulations were also conducted using the small strain formulation even when the applied strain is large, and the error induced by using the small-strain theory in finite deformation was ignored in this work.

3.1. DEM-simulated stress-strain response

Consider a rectangular plate with dimensions $4 \times 4 \times 1$ mm$^3$, discretized by a structured hexahedral mesh of $100 \times 100 \times 1$ elements. A state of plane strain in the thickness (Z) direction was enforced by setting $u_z = 0$ on the front and back faces. The other four external faces were subjected to a time-dependent, fully reversible displacement field given by: $u_x(y, t) = \frac{y}{4} f(t)$ and $u_y = 0$. The applied boundary conditions induced a constant state of shear stress in the plate. A schematic of the loading condition and the time variation function $f(t)$ are depicted in Fig. 3. A total of 12 load steps were used in the solution process for DEM and FEM. Two different types of hardening models were considered separately, one is a linear isotropic hardening model with $H = 500$ MPa, and the other is a linear Ziegler kinematic hardening model with $C = 500$ MPa. A convergence tolerance of $1 \times 10^{-6}$ was used.

![Figure 3: Fully-reversible simple shear test: (a) Geometry and applied displacements. (b) Load magnitude as a function of time, simulation load steps marked in circles.](image)

Since the analytical solution has a constant state of stress, the average (over all elements) shear stress and engineering shear strain are plotted for both DEM and FEM, the results are shown in Fig. 4a. The comparison for equivalent plastic strain as a function of time is shown in Fig. 4b. The mean absolute differences over all 12 load steps and simulation times are shown in Table 1. From the results, we see that the proposed DEM method accurately captures the stress-strain responses of the isotropic and kinematic hardening models in cyclic loading, generating results that match closely with FEM. However, we do note that in this case, the training time for DEM is about 2-3 times larger than the corresponding FEM solution time.
3.2. Shear of a bi-material plate

The previous example considered a single material, leading to a uniform stress distribution under the applied boundary conditions. In this example, we consider a bi-material configuration, shown in Fig. 5. Materials 1 and 2 share identical elastic properties and an isotropic hardening modulus of 500 MPa. The initial yield stress of material 1 is 50 MPa while material 2 is 60 MPa. All applied boundary conditions are identical to Section 3.1, except that we set \( f(t) = 0.5/t \), a monotonic loading. The simple boundary conditions were adopted so that no stress concentration arises due to the boundary conditions, and all stress variations that appear are due to the heterogeneous material assignment. The DEM simulation was conducted using a single load step with a convergence tolerance of \( 1 \times 10^{-6} \).

The contour plots comparing the DEM predictions and FEM reference solutions are shown in Fig. 6. Quantitative performance metrics are listed in Table 2. From the contour plots, we observe that the DEM prediction errors are localized at the material interface, where a stress jump occurs. However, the stress and equivalent plastic strain errors are relatively small compared to the magnitude of the reference FEM solution. The displacement solution is also highly accurate.
as can be seen in the low $L^2$ error norm for the displacement in Table 2. Even if the domain and boundary conditions as similar to those in Section 3.1, the heterogeneous material assignment and the localized stress concentration it induced significantly increased the DEM training time. In this case, DEM training time is more than 15 times longer than the FEM solution time.

$$\bar{\sigma}, \text{FEM}$$  
$$\bar{\varepsilon}_{p}, \text{FEM}$$

Figure 6: Comparison between FEM and DEM for the bi-material example. Row 1: contour plots of $U_x$, $\bar{\sigma}$ and $\bar{\varepsilon}_{p}$ predicted by the reference FEM solution. Row 2: absolute differences compared to FEM, DEM solution. The deformed shapes are computed from the DEM displacements with a scaling factor of 1.

| Case  | FEM [s] | DEM [s] | $AD_{U_x}$ [mm] | $AD_{U_y}$ [mm] | $AD_{\bar{\sigma}}$ [MPa] | $AD_{\bar{\varepsilon}_{p}}$ [\%] | $||\varepsilon||_{L^2}$ [\%] |
|-------|---------|---------|-----------------|-----------------|--------------------------|-------------------------------|-----------------|
| Bi-mat| 10      | 182     | $2.03 \times 10^{-5}$ | $2.27 \times 10^{-8}$ | $9.82 \times 10^{-2}$ | 1.96 $\times 10^{-4}$ | 1.48 $\times 10^{-2}$ |

3.3. Comparison between DEM and DCM on an elastoplasticity problem

DCM is another PINN that has been widely applied to solve PDEs in solid mechanics. Its loss function is based on Eq. (6):

$$\mathcal{L} = ||\nabla \cdot \sigma||_2 + ||\bar{t} - \sigma \cdot n||_2,$$

(29)

where the first term is evaluated using all nodes in the domain interior, and the second term is evaluated using all boundary nodes. Unlike DEM, where traction-free boundary conditions are automatically fulfilled (Eq. (21) vanishes on traction-free boundaries), they need to be explicitly included in the DCM loss function in the form of $||\sigma \cdot n||_2$ (setting $\bar{t} = 0$). The DCM loss function involves the second-order spatial gradients of the displacement field, which are computed using automatic differentiation. DCM has been used to solve elastoplasticity problems in the work of Abueidda et al. (2021b). The radial return algorithm was used to perform the plastic state update, but an extremely refined grid with $1.2 \times 10^{11}$ nodes was used to discretize a rectangular domain for an accurate solution.

To obtain a fair comparison of performance and accuracy between DCM and DEM on elastoplasticity problems, we simply modify the loss function implementation from Eq. (23) to Eq. (29) to generate a DCM model that uses the same MLP network with 3009 trainable parameters. The
geometry is identical to that used in Section 3.1, therefore a grid of \(101 \times 101 \times 2\) nodes was used in automatic differentiation when evaluating the DCM loss function. A nonlinear displacement field was applied:

\[
\begin{align*}
  u_x &= \frac{y}{8} + 0.1 \sin\left(\frac{\pi}{2} y\right), \\
  u_y &= 0.
\end{align*}
\]  

(30)

Dirichlet boundary conditions were applied to all external boundaries, so only the first term in Eq. (29) remains, greatly simplifying the loss function. A single load step and a convergence tolerance of \(1 \times 10^{-6}\) were used. Both the isotropic and kinematic hardening models were tested using the two methods.

Contour plots of the FEM reference solutions and the absolute differences compared to the DEM and DCM predictions are shown in Fig. 7 and Fig. 8. Since DCM is a point-wise method where stresses and strain are evaluated at the nodes, it cannot be directly compared to stress solutions from FEM, which are at element integration points. Therefore, when comparing integration point results (e.g., von Mises stress and equivalent plastic strain), we used the DCM-predicted displacements along with FE shape function gradients to generate the results at the integration point locations identical to FEM. Key accuracy metrics and solution time are presented in Table 3.

For DEM with isotropic hardening, the predicted solution is accurate, with an \(L^2\) norm of the displacement error lower than 0.05%. Contour plots in Fig. 7 show that the DEM prediction errors are localized near the elastic-plastic boundary. With a kinematic hardening model, DEM
Figure 8: Comparison between FEM, DEM, and DCM, kinematic hardening model. Row 1: FEM reference solution. Row 2: absolute differences in the DEM solution. Row 3: absolute differences in the DCM solution. The color scales for each row are different (indicated in the corresponding color bars), and deformed shapes are computed from the DEM displacements with a scaling factor of 1.

Table 3: Comparison of DEM and DCM: mean absolute differences and simulation time

| Model | Method | Time [s] | $AD_{U_x}$ [mm] | $AD_{U_y}$ [mm] | $AD_{\sigma}$ [MPa] | $AD_{ep}$ [/] | $||e||_{L^2}$ [%] |
|-------|--------|----------|-----------------|-----------------|-----------------|---------------|----------------|
| Iso.  | FEM    | 12       | /               | /               | /               | /             | /              |
|       | DEM    | 48       | $5.53 \times 10^{-5}$ | $4.07 \times 10^{-5}$ | 0.14 | $1.51 \times 10^{-4}$ | $3.32 \times 10^{-2}$ |
|       | DCM    | 1082     | $3.94 \times 10^{-3}$ | $2.68 \times 10^{-3}$ | 2.69 | $2.30 \times 10^{-3}$ | 2.27            |
| Kine. | FEM    | 3        | /               | /               | /               | /             | /              |
|       | DEM    | 43       | $1.33 \times 10^{-3}$ | $1.95 \times 10^{-4}$ | 0.86 | $8.34 \times 10^{-4}$ | 0.62            |
|       | DCM    | 1146     | $3.99 \times 10^{-3}$ | $2.72 \times 10^{-3}$ | 2.71 | $2.32 \times 10^{-3}$ | 2.29            |

is less accurate, yielding displacement errors about an order of magnitude larger and stress and plastic strain errors about 5 times larger. However, the solution is still decently accurate with a $L^2$ displacement error norm less than 1%. DEM prediction accuracy can be enhanced by using a lower convergence tolerance, at the cost of longer training time. Comparing Fig. 7 and Fig. 8, error contour distributions are different for the two material models, with the kinematic hardening results showing errors concentrated in two elliptical regions. For both material models, DEM finishes in less than 50 seconds, while FEM finishes about 3-13 times faster.

The performance of DCM is similar for the two material models, both resulted in a solution that is much less accurate than the DEM ones. Displacement errors are localized at the interior of the domain in two elliptical regions, while stress error is highest on the left and right boundaries of the elastic portion of the domain. High plastic strain errors can be seen near the elastic-plastic
boundary and on the top and bottom of the domain. DCM also takes much longer than DEM to train, both taking more than 1000 seconds and more than 20 times slower than DEM.

The results indicate that when the neural network architecture, grid density, and convergence tolerance are identical, DEM is superior to DCM, yielding a faster and more accurate solution. Although it might not be immediately obvious, DEM is also more memory efficient. For each element, DEM requires the storage of 9 (stored as full tensors) total strains, 9 plastic strains, and 1 equivalent plastic strain (and 9 back stresses, depending on the hardening model). For each node, DCM needs identical variable storage. However, when evaluating the loss function, DCM requires an additional 18 components to store the full (e.g., X, Y, and Z) spatial gradients of each of the 6 independent stress components, thus rendering it much more memory intensive.

3.4. Cyclic loading of a plate with a circular hole and DEM inference

In the previous examples, we demonstrated our model on domains discretized by structured hexahedral elements. Our implementation is not limited to structured meshes and can be used with unstructured meshes (hexahedrons or tetrahedrons). Consider a rectangular plate with a circular hole. The plate has dimensions $8 \times 8 \times 2$ mm$^3$, and the center hole has a radius of 1.5 mm. Symmetry was exploited to only model 1/8 of the domain, and a cyclic displacement was applied on the top surface of the domain. The applied boundary conditions and the time dependence of the applied displacement magnitude are shown in Fig. 9. The isotropic hardening model was used, and the DEM solution was done in 4 load steps using a convergence tolerance of $2 \times 10^{-5}$. Three progressively refined meshes were used and are shown in Fig. 10; they are denoted by Mesh 1, Mesh 2, and Mesh 3 in subsequent discussions.

First, DEM training was done using Mesh 1, and the trained DEM model was saved. Contour plots comparing the DEM predictions to the reference FEM solutions are shown in Fig. 11. Quantitative metrics for solution accuracy are provided in Table 4.

Once the DEM model is trained on the coarsest mesh, we used it to infer the solution on Mesh 2 and Mesh 3. Due to the path-dependent nature of elastoplastic problems, the inference was also done in different load steps. A blank DEM model was first instantiated with randomly generated model parameters. For each load step, the previously saved parameters were loaded without any additional training, and a displacement field was predicted. The radial return algorithm was used to
update internal state variables for the next load step, and the process was repeated until all 4 load steps had been inferred. Since the solution is path dependent, we see from Table 4 that the DEM errors gradually increase with load steps. As such, we present the solution contour plots at step 4 for all three meshes in Fig. 12 to show the worst-case error distributions. The accuracy metrics for all four load steps in all three meshes are listed in Table 5. A comparison of DEM training/inference time with FEM simulation time is shown in Table 6.

Table 4: DEM performance metrics in 4 load steps

| Step | $AD_{U_x}$ [mm] | $AD_{U_y}$ [mm] | $AD_{U_z}$ [mm] | $AD_{\sigma}$ [MPa] | $AD_{\epsilon_p}$ [$\%$] | $||e||_{L2}$ [%] |
|------|-----------------|-----------------|-----------------|---------------------|-------------------|-----------------|
| 1    | $3.61 \times 10^{-4}$ | $3.42 \times 10^{-4}$ | $1.51 \times 10^{-4}$ | 0.56 | $2.84 \times 10^{-4}$ | 0.56 |
| 2    | $4.62 \times 10^{-4}$ | $4.29 \times 10^{-4}$ | $2.64 \times 10^{-4}$ | 0.72 | $4.21 \times 10^{-4}$ | 0.72 |
| 3    | $6.17 \times 10^{-4}$ | $6.25 \times 10^{-4}$ | $4.09 \times 10^{-4}$ | 0.69 | $8.42 \times 10^{-4}$ | 0.51 |
| 4    | $1.31 \times 10^{-3}$ | $1.00 \times 10^{-3}$ | $5.20 \times 10^{-4}$ | 1.03 | $1.46 \times 10^{-3}$ | 0.89 |

Table 5: DEM performance metrics in 4 load steps

| Case | $AD_{U_x}$ [mm] | $AD_{U_y}$ [mm] | $AD_{U_z}$ [mm] | $AD_{\sigma}$ [MPa] | $AD_{\epsilon_p}$ [$\%$] | $||e||_{L2}$ [%] |
|------|-----------------|-----------------|-----------------|---------------------|-------------------|-----------------|
| Step1, Mesh1 | $3.61 \times 10^{-4}$ | $3.42 \times 10^{-4}$ | $1.51 \times 10^{-4}$ | 0.56 | $2.84 \times 10^{-4}$ | 0.56 |
| Step1, Mesh2 | $3.48 \times 10^{-4}$ | $3.26 \times 10^{-4}$ | $1.62 \times 10^{-4}$ | 0.63 | $2.90 \times 10^{-4}$ | 0.53 |
| Step1, Mesh3 | $3.48 \times 10^{-4}$ | $3.20 \times 10^{-4}$ | $1.73 \times 10^{-4}$ | 0.69 | $3.04 \times 10^{-4}$ | 0.52 |
| Step2, Mesh1 | $4.62 \times 10^{-4}$ | $4.29 \times 10^{-4}$ | $2.64 \times 10^{-4}$ | 0.72 | $4.21 \times 10^{-4}$ | 0.72 |
| Step2, Mesh2 | $4.44 \times 10^{-4}$ | $4.18 \times 10^{-4}$ | $2.95 \times 10^{-4}$ | 0.81 | $4.33 \times 10^{-4}$ | 0.70 |
| Step2, Mesh3 | $4.35 \times 10^{-4}$ | $4.09 \times 10^{-4}$ | $3.21 \times 10^{-4}$ | 0.88 | $4.57 \times 10^{-4}$ | 0.68 |
| Step3, Mesh1 | $6.17 \times 10^{-4}$ | $6.25 \times 10^{-4}$ | $4.09 \times 10^{-4}$ | 0.69 | $8.42 \times 10^{-4}$ | 0.51 |
| Step3, Mesh2 | $6.00 \times 10^{-4}$ | $6.12 \times 10^{-4}$ | $4.56 \times 10^{-4}$ | 0.80 | $8.93 \times 10^{-4}$ | 0.49 |
| Step3, Mesh3 | $6.06 \times 10^{-4}$ | $6.15 \times 10^{-4}$ | $5.00 \times 10^{-4}$ | 0.88 | $9.32 \times 10^{-4}$ | 0.49 |
| Step4, Mesh1 | $1.31 \times 10^{-3}$ | $1.00 \times 10^{-3}$ | $5.20 \times 10^{-4}$ | 1.03 | $1.46 \times 10^{-3}$ | 0.89 |
| Step4, Mesh2 | $1.23 \times 10^{-3}$ | $9.11 \times 10^{-4}$ | $5.56 \times 10^{-4}$ | 1.17 | $1.52 \times 10^{-3}$ | 0.80 |
| Step4, Mesh3 | $1.21 \times 10^{-3}$ | $8.67 \times 10^{-4}$ | $5.92 \times 10^{-4}$ | 1.28 | $1.58 \times 10^{-3}$ | 0.76 |

Results in Table 4 show that the DEM prediction on Mesh 1 is accurate, having a $L^2$ displacement error norm of less than 1%, and the mean difference in Mises stress is less than 1 MPa for the first three load steps. Fig. 11 shows error concentrations near the circular hole, where localized stress concentration is expected. The prediction errors generally increase with the load step, which

Figure 10: Progressively refined meshes used in this example: (a) Mesh1, 16670 elements. (b) Mesh2, 99100 elements. (c) Mesh3, 662120 elements.
Figure 11: Comparison between FEM and DEM in 4 load steps. For each sub-figure, the top half, in the rainbow color map, shows the FEM reference solution. While the bottom half, in a white-to-black color map, shows the absolute difference in the DEM solution. The deformed shapes are computed from the DEM displacements with a scaling factor of 1.
is reasonable since elastoplasticity problems are path-dependent, and previous errors in plastic state variables accumulate in subsequent load steps. In this example, FEM is more efficient than DEM training and finishes about 16 times faster.

Fig. 12 shows that DEM inference on finer meshes does not significantly affect the spatial error.
distribution. This observation is further supported by the metrics in Table 5, where the inference accuracy on Mesh 2 and Mesh 3 remains similar to that obtained during training on Mesh 1. All inference results remain accurate with $L^2$ error norms less than 1%. Finally, Table 6 shows that once trained, DEM inference is highly efficient, thanks to GPU acceleration. Even on the finest mesh (Mesh 3) with 662120 elements, the total inference time is just over 1 second, which is about 0.25 seconds per load step. While for FEM, solution time increases dramatically as the number of elements increases due to the huge increase in the global stiffness matrix size. And in particular, for Mesh 3, the total DEM time (training on Mesh 1 + inference on Mesh 3) was about 221 seconds, which is half of the time required for FEM to solve on the finest mesh.

4. Conclusions and future work

In this work, we developed a novel DEM framework to solve elastoplasticity problems with $J_2$ plasticity. To the best of the authors’ knowledge, this is the first time in the literature that an energy-based deep neural network solves plasticity problems. Contrary to the DCM for plasticity (Abueidda et al., 2021b), which is based on the strong form and requires second-order spatial gradients of the displacement in the loss function, the current method only requires first-order spatial gradients in the loss function, making the gradient calculation more efficient. The loss function is based on the discrete variational formulation of the elastoplasticity problem. Radial return is used to update the plastic internal state variables given the DEM-predicted displacements, but other data-driven or physics-inform surrogate models can also be used. Spatial gradients of the displacement field are computed by finite element shape function gradients.

Four numerical examples are presented to demonstrate the capability and application of the current DEM framework. Stress-strain curves under cyclic loading were generated for two hardening models using DEM. The ability to capture material heterogeneity was tested by simulating a bimaterial plate under shear. A comparison with DCM was made using an elastoplasticity problem to compare the accuracy and computational cost of the two methods. The ability of the current model to be used on unstructured meshes was demonstrated by simulating the cyclic loading of a plate with a circular hole. The inference capability of the trained DEM model onto finer meshes was also tested. In all examples, the DEM predictions were accurate compared to FEM, while larger errors were commonly found near stress concentration points. As it currently stands, DEM is less computationally efficient than FEM, taking longer time to train than the FEM solution. However, once trained, DEM inference is efficient, and training on a coarse mesh and then inferring on a fine mesh can be faster than the FEM solution on the fine mesh.

The introduction of the total free energy of the system as a loss function for DEM in elastoplasticity problems is a large step forward from PMPE applied to elastic deformations. This opens a brand new door for the application of DEM to problems beyond the elastic range of the material. Compared to FEM, DEM is easier to implement, and extension to geometric and/or material non-linearity is straightforward. The robust minimization structure of DEM also allows for the solution of large deformation problems in a single load step (He et al., 2022a), where FEM will typically require multiple load steps. All examples in this work were done while using the radial return method as the plastic state update kernel. Although this limits the application to materials whose return algorithm and direction are known, this can be easily remedied using a surrogate model (either data-driven or physics-informed) trained independently of the rest of the DEM framework. The rest of the DEM framework is designed to be agnostic to the plastic state update algorithm used.
An important limitation to recognize is that, as it currently stands, training the elastoplastic DEM framework from scratch takes longer than the traditional FEM solution time. We emphasize that we are comparing our in-house DEM implementation, which was not specifically optimized for performance, to the highly optimized commercial FEM code Abaqus. If fewer CPU cores were used in FEM, or if some less-optimized open-source FE code was used, the benchmark performance results would have been much more favorable for DEM. The slower run time is also not unique to the current framework, as many PINNs that solve a PDE from scratch can take longer than FEM (Samaniego et al., 2020; Nguyen-Thanh et al., 2021) due to the nonlinearity and non-convexity of the neural network training (E W, 2018; Samaniego et al., 2020) even when the original problem is linear. Despite the slower training time, the primary contribution that differentiates the current work from previous research efforts of using neural networks to solve elastoplasticity problems is that it provides a truly label-free framework to solve an elastoplasticity problem from scratch and does not need any assistance from the classical nonlinear numerical methods, such as FEM, except for the validation of results. Previous works rely on FEM solvers either to generate training data sets (which is typically the most time-consuming part of training a data-driven neural network (Abueidda et al., 2021b)) or use them to solve the discrete FE problem with the consistent stiffness matrix information provided by a trained neural network. Prior to the current work, the only other PINN with similar capabilities, to the best of the authors’ knowledge, is the DCM model developed by Abueidda et al. (2021b). Compared to this previous work, the DEM loss function is more efficient to evaluate than the DCM loss function and requires less memory usage. The DEM model trains faster than a DCM model when the number of trainable parameters is identical, and the solution is more accurate. This work also marks the first time in the literature that a comparison between physics-informed models based on the PDE form (DCM) and energy form (DEM) is made on an elastoplasticity problem. Therefore, it will likely be highly appreciated by the entire engineering and scientific communities that are working in the confluence of artificial intelligence and classical numerical methods. In addition, PINNs and other neural network-based PDE solution methods can greatly benefit from GPUs. High-performance GPUs or even GPU clusters enable neural networks to train much faster than on a traditional CPU and significantly reduce the total computational time. In addition, once a DEM model has been trained, the solution field can be inferred for arbitrary points within the domain at speed much faster than FEM.

Using deep neural networks to solve PDEs from scratch is a rising area of research and many open questions regarding their applicability, performance and convergence still exist. This work takes a step in expanding the applicability of energy-based neural network models to solve path-dependent elastoplasticity problems, but many future extensions are possible. In the future, we aim to extend the current framework to nonlinear hardening models such as the Voce (Follansbee and Kocks, 1988) and Frederick-Armstrong (Armstrong et al., 1966) models. In addition, recent developments in data-driven (Lu et al., 2021) and physics-informed (Wang et al., 2021) deep operator networks (DeepONets) have allowed the approximation of nonlinear operators in parameterized partial differential equations. Once trained, DeepONets have exceptional generalizability and can infer solutions with different loading, boundary conditions, and material properties without any additional training. Investigating how DeepONets can be combined with the current DEM framework to enhance generalizability will be our future work.
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