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Abstract: We consider estimation and inference in a single index regression model with an unknown convex link function. We propose two estimators for the unknown link function: (1) a Lipschitz constrained least squares estimator and (2) a shape-constrained smoothing spline estimator. Moreover, both of these procedures lead to estimators for the unknown finite dimensional parameter. We develop methods to compute both the Lipschitz constrained least squares estimator (LLSE) and the penalized least squares estimator (PLSE) of the parametric and the nonparametric components given independent and identically distributed (i.i.d.) data. We prove the consistency and find the rates of convergence for both the LLSE and the PLSE. For both the LLSE and the PLSE, we establish $n^{-1/2}$-rate of convergence and semiparametric efficiency of the parametric component under mild assumptions. Moreover, both the LLSE and the PLSE readily yield asymptotic confidence sets for the finite dimensional parameter. We develop the R package simest to compute the proposed estimators. Our proposed algorithm works even when $n$ is modest and $d$ is large (e.g., $n = 500$, and $d = 100$).
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1. Introduction

We consider the following single index regression model:

$$Y = m_0(\theta_0^T X) + \epsilon, \quad \mathbb{E}(\epsilon|X) = 0, \quad \text{almost every (a.e.) } X,$$

(1.1)

where $X \in \mathbb{R}^d$ ($d \geq 1$) is the predictor, $Y \in \mathbb{R}$ is the response variable, $m_0 : \mathbb{R} \to \mathbb{R}$ is the unknown link function, $\theta_0 \in \mathbb{R}^d$ is the unknown index parameter, and $\epsilon$ is the unobserved error. The above single index model, a popular choice in many application areas, circumvents the curse of dimensionality encountered in estimating the fully nonparametric regression function $\mathbb{E}(Y|X)$ by assuming that the link function depends on $X$ only through a one dimensional projection, i.e., $\theta_0^T X$; see [46]. Moreover, the coefficient vector $\theta_0$ provides interpretability; see [37]. The one-dimensional unspecified link function $m_0$ also offers some flexibility in modeling.

In this paper, we assume further that $m_0$ is known to be convex. This assumption is motivated by the fact that in a wide range of applications in various fields the regression function is known to be convex or concave. For example, in microeconomics, production functions are often supposed to be concave and component-wise nondecreasing (concavity indicates decreasing marginal returns;
unknown parameters of interest — $m$ monotonicity constraint but they only prove $n$ can be made arbitrarily close to the efficient variance. Balabdaoui et al. [3] study model (1.1) under component. Although these estimators do not achieve the efficiency bound their asymptotic variances the nonparametric component under just monotonicity constraint. They also propose two other in the current status model based on the (non-smooth) maximum likelihood estimate (MLE) of $\theta$. Techniques for to be convex (see e.g., [30]).

functions of the strike price (see e.g., [2]); in stochastic control, value functions are often assumed utility; see e.g., [40, 37]). In finance, theory restricts call option prices to be convex and decreasing see e.g., [55]). Utility functions are often assumed to be concave (representing decreasing marginal

$\theta$ estimator of the finite-dimensional parameter $\theta_0$. Indeed, our paper represents the constraints are necessary for identifiability of the model as $m_0(\theta_0 x) \equiv m_1(\theta_1 x)$ where $m_1(t) := m_0(-2t)$ and $\theta_1 = -\theta_0/2; \text{ see } [6]$ and [11] for identifiability of the model (1.1).

$\{x_i, y_i : i = 1, \ldots, n\}$ from model (1.1), the goal is to estimate the unknown parameters of interest — $m_0$ and $\theta_0$. In this paper we propose and study two estimation techniques for $m_0$ and $\theta_0$ in model (1.1). For both procedures, we conduct a systematic study of the characterization, computation, consistency, rates of convergence and the limiting distribution of the estimator of the finite-dimensional parameter $\theta_0$. Moreover, we show that under mild assumptions, the finite dimensional estimators are semiparametrically efficient. Indeed, our paper represents the first work on convexity constrained single index models (without any distributional assumptions on the error and/or design).

Our first estimator, which we call the Lipschitz constrained least squares estimator (LLSE), is defined as

$$\hat{(m_n, \hat{\theta}_n)} := \arg \min_{(m, \theta) \in \mathcal{M}_L \times \Theta} \frac{1}{n} \sum_{i=1}^{n} [y_i - m(\theta^\top x_i)]^2, $$

where $\mathcal{M}_L$ denotes the class of all $L$-Lipschitz convex functions and

$$\Theta^1 := \{\eta = (\eta_1, \ldots, \eta_d) \in \mathbb{R}^d : |\eta| = 1 \text{ and } \eta_1 \geq 0\} \subset S^{d-1}. $$

As any convex function is Lipschitz in the interior of its domain, $(\hat{m}_n, \hat{\theta}_n)$ defines a natural non-parametric least squares estimator (LSE) for model (1.1). Moreover, this leads to a convex piecewise affine estimator for the link function $m_0$.

Our second approach, which yields a smooth convex estimator of $m_0$, is obtained by penalizing the squared loss with a penalty on the roughness of the convex link:

$$\hat{(m_n, \hat{\theta}_n)} := \arg \min_{(m, \theta) \in \mathcal{R} \times \Theta} \frac{1}{n} \sum_{i=1}^{n} [y_i - m(\theta^\top x_i)]^2 + \lambda^2 \int [m''(t)]^2 dt, $$

where $\mathcal{R}$ denotes the class of all convex functions that have absolutely continuous first derivatives. We call this estimator the penalized least squares estimator (PLSE).

Although single index models are well-studied in the statistical literature (e.g., see [46], [36], [29], [22], [26], [12], and [11] among others), estimation and inference in shape-restricted single index models are not very well-studied, despite its numerous applications. The earliest reference we could find was the work of Murphy et al. [42], where the authors considered a penalized likelihood approach in the current status regression model with a monotone link function. During the preparation of this paper we became aware of three relevant papers — [9], [18], and [3]. Chen and Samworth [9] consider maximum likelihood estimation in a generalized additive index model (slightly more general model than (1.1)) and prove consistency of the proposed estimators. However, rates of convergence or asymptotic distributions of the estimators are not studied. Groeneboom and Hendrickx [18] propose a $\sqrt{n}$-consistent and asymptotically normal but inefficient estimator of the index vector in the current status model based on the (non-smooth) maximum likelihood estimate (MLE) of the nonparametric component under just monotonicity constraint. They also propose two other estimators of the index vector based on kernel smoothed versions of the MLE for the nonparametric component. Although these estimators do not achieve the efficiency bound their asymptotic variances can be made arbitrarily close to the efficient variance. Balabdaoui et al. [3] study model (1.1) under monotonicity constraint but they only prove $n^{1/3}$-consistency of the LSE of $\theta_0$; moreover they do not obtain the limiting distribution of the estimator of $\theta_0$.

\footnote{Here $|\cdot|$ denotes the Euclidean norm, and $S^{d-1}$ is the Euclidean unit sphere in $\mathbb{R}^d$. The norm-1 and the positivity constraints are necessary for identifiability of the model as $m_0(\theta_0\ x) \equiv m_1(\theta_1\ x)$ where $m_1(t) := m_0(-2t)$ and $\theta_1 = -\theta_0/2; \text{ see } [6]$ and [11] for identifiability of the model (1.1).}
In the following we briefly summarize our major contributions and highlight the main novelties.

- Both the proposed penalized and Lipschitz constrained estimators are optimal — the function estimates are minimax rate optimal and the estimates of the index parameter are semiparametrically efficient; see [43] for a brief overview of the notion of semiparametric efficiency. Moreover, our asymptotic results can be immediately used to construct confidence sets for \( \theta_0 \), using a plug-in variance estimator; see Remark 4.4 for details.

- To the best of our knowledge, this is the first work proving semiparametric efficiency for an estimator of the finite dimensional parameter in a bundled parameter problem (where the parametric and nonparametric components are intertwined; see [28]) where the nonparametric estimate is shape constrained and non-smooth (in our case, the LLSE of \( m_0 \) is a piecewise affine function).

- Due to the imposed shape constraint on \( m_0 \), the parametric submodels for the link function are nonlinear and the nuisance tangent space is intractable. Also, no least favorable submodel exists for the semiparametric model (1.1) for both the PLSE and the LLSE. This behavior can be attributed to the fact that both the estimators lie on the boundary of the parameter space; see [41] for a similar phenomenon. Furthermore, approximation to the least favorable submodels are not well-behaved and require further approximations for both the PLSE and the LLSE.

- Compared to the existing procedures that require the choice of multiple tuning parameters (see [11], [60], and [26] among others), our approaches require just one tuning parameter. Further, as explained in Section 6.4, the choice of the tuning parameter is less crucial (for our estimators) than the selection of the smoothing parameters for typical nonparametric problems. Moreover, the performance of the estimators is robust to the choice of the tuning parameter (see Section 6.4 and Figure 3 for an illustration and discussion), due to the assumed convexity constraint.

- In contrast to the existing approaches in a single index model where it is typically assumed that the index parameter belongs to a (known) bounded set in \( \mathbb{R}^d \) and that the first coordinate of the index parameter is fixed at 1 (see e.g., [42, 38]), we study the model under the (weaker) assumption that \( \theta_0 \in \Theta \subset S^{d-1} \), a Stiefel manifold; see Hatcher [24, page 301].

- As is typical in single index models, the computation of the estimators is nontrivial: both the LLSE and the PLSE are optimizers of non-convex problems (both the loss function and the constraint set are non-convex) as the parameters \( m \) and \( \theta \) are bundled together. We employ an alternating minimization scheme to compute the estimators — if \( \theta \) is fixed the LLSE is obtained by solving a quadratic program with linear constraints, whereas for the PLSE, the estimator of \( m \) can be shown to be a natural cubic spline; we update \( \theta \) (with \( m \) fixed) by taking a small step along a retraction on the Stiefel manifold \( \Theta \) with a guarantee of descent (see Section 5 for the details; also see [59]). In the R package \texttt{simest} ([34]) we provide a fast and efficient implementation of these algorithms; in particular, the computation of the convex constrained spline in the PLSE is implemented in the C programming language. Since our optimization problems are non-convex multiple initializations may be required to find the global minimum. However, the assumed shape constraint appears to increase the size of the basin of attraction for both the proposed estimators, thereby ameliorating the problem of multiple local minima. Furthermore, both the LLSE and the PLSE have superior finite sample performance compared to existing procedures, even when \( d \) is large (\( d \approx 100 \)).

Our exposition is organized as follows: in Section 2 we introduce some notation and formally define the LLSE and the PLSE of \((m_0, \theta_0)\). In Sections 3.1 and 3.2 we state our assumptions, prove consistency, and give rates of convergence of the LLSE and the PLSE, respectively. In Section 4 we use these rates to prove efficiency and asymptotic normality of the PLSE and the LLSE of \( \theta_0 \). We discuss algorithms to compute the proposed estimators in Section 5. In Section 6 we provide an extensive simulation study and compare the finite sample performance of the proposed estimators with existing
methods in the literature. Section 7 provides a brief summary of the paper and discusses some open problems. Appendices A and B provide additional insights into the proofs of main Theorems 4.1 and 4.2, respectively. Appendix C provides further simulation studies, whereas Appendix D analyzes the Boston housing data and the car mileage data. Appendices E–I contain the proofs omitted from the main text.

2. Estimation

2.1. Preliminaries

In what follows, we assume that we have i.i.d. data \( \{(x_i, y_i)\}_{1 \leq i \leq n} \) from (1.1). We start with some notation. Let \( \chi \subset \mathbb{R}^d \) denote the support of \( X \) and define
\[
D := \{\theta^\top x : x \in \chi, \theta \in \Theta\}.
\]
Let \( C \) denote the class of real-valued convex functions on \( D \), \( S \) denote the class of real-valued functions on \( D \) that have an absolutely continuous first derivative, and \( \mathcal{L}_L \) denote the class of uniformly Lipschitz real-valued functions from \( D \) with Lipschitz bound \( L \). Now, define
\[
\mathcal{R} := S \cap C \text{ and } \mathcal{M}_L := \mathcal{L}_L \cap C.
\]
For any \( m \in S \), we define
\[
J^2(m) := \int_D \{m''(t)\}^2 dt.
\]
For any \( m \in \mathcal{M}_L \), let \( m' \) denote the nondecreasing right derivative of the real-valued convex function \( m \). As \( m \) is a uniformly Lipschitz function with Lipschitz constant \( L \), we can assume that \( |m'(t)| \leq L \), for all \( t \in D \). We use \( \mathbb{P} \) to denote the probability of an event, \( \mathbb{E} \) for the expectation of a random quantity, and \( P_X \) for the distribution of \( X \). For \( g : \chi \to \mathbb{R} \), define
\[
\|g\| := \int g^2 dP_X \quad \text{and} \quad \|g\|_n^2 := \frac{1}{n} \sum_{i=1}^n g^2(x_i).
\]
Let \( P_{\epsilon,X} \) denote the joint distribution of \( (\epsilon, X) \) and let \( P_{\theta,m} \) denote the joint distribution of \( (Y, X) \) when \( Y := m(\theta^\top X) + \epsilon \), where \( \epsilon \) is defined in (1.1). In particular, \( P_{\theta_0, m_0} \) denotes the joint distribution of \( (Y, X) \) when \( X \sim P_X \) and \( (Y, X) \) satisfies (1.1). For any set \( I \subseteq \mathbb{R}^p \) (\( p \geq 1 \)) and any function \( g : I \to \mathbb{R} \), we define \( \|g\| := \sup_{u \in I} |g(u)| \). Moreover, for \( I_1 \subseteq I \), we define \( \|g\|_{I_1} := \sup_{u \in I_1} |g(u)| \).
For any differentiable function \( g : I \subseteq \mathbb{R} \to \mathbb{R} \), the Sobolev norm is defined as
\[
\|g\|^S_I = \sup_{t \in I} |g(t)| + \sup_{t \in I} |g'(t)|.
\]
The notation \( a \lesssim b \) is used to express that \( a \) is less than \( b \) up to a constant multiple. For any function \( f : \chi \to \mathbb{R}^r \), \( r \geq 1 \), let \( \{f_i\}_{1 \leq i \leq r} \) denote each of the components of \( f \), i.e., \( f(x) = (f_1(x), \ldots, f_r(x)) \) and \( f_i : \chi \to \mathbb{R} \). We define \( \|f\|_{2, P_{\theta_0, m_0}} := \sqrt{\sum_{i=1}^r \|f_i\|^2} \) and \( \|f\|_{2, \infty} := \sqrt{\sum_{i=1}^r \|f_i\|_\infty^2} \). For any function \( g : \mathbb{R} \to \mathbb{R} \) and \( \theta \in \Theta \), we define
\[
(g \circ \theta)(x) := g(\theta^\top x), \quad \text{for all } x \in \chi.
\]

We use standard empirical process theory notation. For any function \( f : \mathbb{R} \times \chi \to \mathbb{R} \), \( \theta \in \Theta \), and \( m : \mathbb{R} \to \mathbb{R} \), we define
\[
P_{\theta,m} := \int f(y, x) dP_{\theta,m}(y, x).
\]
Note that $P_{\theta,m,f}$ can be a random variable if $\theta$ (or $m$) is random. Moreover, for any function $f : \mathbb{R} \times X \to \mathbb{R}$, we define

$$P_n f := \frac{1}{n} \sum_{i=1}^n f(y_i, x_i) \quad \text{and} \quad G_n f := \frac{1}{\sqrt{n}} \sum_{i=1}^n [f(y_i, x_i) - P_{\theta_0,m_0,f}].$$

The following lemma (proved in Appendix E.1) proves the identification of the composite population parameter $m_0 \circ \theta_0$.

**Lemma 2.1.** Define $Q(m, \theta) := \mathbb{E}[Y - m(\theta^T X)]^2$. Then

$$\inf_{\{(m,\theta): m \in \Theta \}} Q(m, \theta) = Q(m_0, \theta_0) > \delta^2. \quad (2.1)$$

**Remark 2.1.** $(2.1)$ tells us that one can hope to consistently estimate $(m_0, \theta_0)$ by minimizing $Q_n(m, \theta)$, the sample version of $Q(m, \theta)$.

Note that identification of $m_0 \circ \theta_0$ does not guarantee that both $m_0$ and $\theta_0$ are separately identifiable. [29] (also see [25]) finds sufficient conditions on the distribution/distribution of $X$ under which $\theta_0$ and $m_0$ can be separately identified when $m_0$ is a non-constant almost everywhere differentiable function:

(A0) Assume that $\theta_{0,l} > 0$ and for some integer $d_l \in \{1,2,\ldots,d\}$, $X_1,\ldots,X_{d_l-1}$, and $X_{d_l}$ have continuous distributions and $X_{d_l+1},\ldots,X_{d-1}$, and $X_d$ be discrete random variables. Furthermore, assume that for each $\theta \in \Theta$ there exist an open interval $I$ and constant vectors $c_0, c_1,\ldots,c_{d-d_l} \in \mathbb{R}^{d-d_l}$ such that

- $c_l - c_0$ for $l \in \{1,\ldots,d-d_l\}$ are linearly independent,
- $I \subset \bigcap_{l=0}^{d-d_l} \{\theta^T x: x \in X \text{ and } (x_{d_l+1},\ldots,x_d) = c_l\}.$

### 2.2. Lipschitz constrained least squares estimator (LLSE)

The Lipschitz constrained least squares estimator is defined as the minimizer of the sum of squared errors

$$Q_n(m, \theta) := \frac{1}{n} \sum_{i=1}^n \{y_i - m(\theta^T x_i)\}^2,$$

where $m$ varies over the class of all convex $L$-Lipschitz functions $M_L$, and $\theta \in \Theta \subset \mathbb{R}^d$. Formally,

$$(\hat{m}_n, \hat{\theta}_n) := \arg \min_{(m,\theta) \in M_L \times \Theta} Q_n(m, \theta). \quad (2.2)$$

Note that if the true link function $m_0$ is $L$-Lipschitz, then $(m_0, \theta_0) \in M_L \times \Theta$. For notational convenience, we suppress the dependence of $(\hat{m}_n, \hat{\theta}_n)$ on $L$. The following theorem, proved in Appendix E, shows the existence of the minimizer in (2.2).

**Theorem 2.1.** $(\hat{m}_n, \hat{\theta}_n) \in M_L \times \Theta$. Moreover, $\hat{m}_n$ is a piecewise affine convex function.

In Sections 3.1 and 4.3 we show that $(\hat{m}_n, \hat{\theta}_n)$ is a consistent estimator of $(m_0, \theta_0)$ and study its asymptotic properties.

**Remark 2.2.** For every fixed $\theta$, $m(\in M_L) \mapsto Q_n(m, \theta)$ has a unique minimizer. The minimization over the class of uniformly Lipschitz functions is a quadratic program with linear constraints and can be computed easily; see Section 5.1.1.

\[\text{Note that all convex functions are almost everywhere differentiable.}\]
2.3. Penalized least squares estimator (PLSE)

With the goal of making the estimator of $m$ smooth, we propose the following penalized loss,

$$
\mathcal{L}_n(m, \theta; \lambda) := Q_n(m, \theta) + \lambda^2 J^2(m), \quad (\lambda \neq 0).
$$

The PLSE is now defined as

$$
(\hat{m}_n, \hat{\theta}_n) := \arg \min_{(m, \theta) \in \mathcal{R} \times \Theta} \mathcal{L}_n(m, \theta; \lambda),
$$

where $\mathcal{R}$ denotes the class of all convex functions with absolutely continuous first derivative. As in the case of the LLSE, we suppress the dependence of $(\hat{m}_n, \hat{\theta}_n)$ on the tuning parameter $\lambda$. The following theorem, proved in Appendix E, shows that the joint minimizer is well-defined and that $\hat{m}_n$ is a natural cubic spline.

**Theorem 2.2.** $(\hat{m}_n, \hat{\theta}_n) \in \mathcal{R} \times \Theta$. Moreover, $\hat{m}_n$ is a natural cubic spline.

In Sections 3.2 and 4.2 we study the asymptotic properties of $(\hat{m}_n, \hat{\theta}_n)$.

**Remark 2.3.** For every fixed $\theta$, $m(\in \mathcal{R}) \mapsto \mathcal{L}_n(m, \theta; \lambda)$ has a unique minimizer. [13] propose a damped Newton-type algorithm (with quadratic convergence) for finding the minimizer of this constrained penalized loss function (also see Section 2 of [16]); see Section 5.1.2.

3. Asymptotic analysis

In Sections 3.1 and 3.2 we study the asymptotic behavior of the estimators proposed in Sections 2.2 and 2.3, respectively. When there is no scope for confusion, for the rest of the paper, we use $(\hat{m}, \hat{\theta})$ and $(\hat{m}, \hat{\theta})$, to denote $(\hat{m}_n, \hat{\theta}_n)$ and $(\hat{m}_n, \hat{\theta}_n)$, respectively. We will now list the assumptions under which we prove the consistency and study the rates of convergence of the LLSE and the PLSE.

(A1) The support of $X$, $\chi$, is a compact subset of $\mathbb{R}^d$ and we assume that $\sup_{x \in \chi} |x| \leq T$.

(A2) The error $\epsilon$ in model (1.1) is assumed to be uniformly sub-Gaussian, i.e., there exists $K_1 > 0$ such that

$$
K_1 \mathbb{E}
\left[
\exp\left(\frac{\epsilon^2}{K_1}\right) - 1
\right] \leq 1 \ 	ext{a.e.} \ X.
$$

As stated in (1.1), we also assume that $\mathbb{E}(\epsilon|X) = 0$ a.e. $X$.

(A3) $\mathbb{E}[XX^\top \{m_0'(\theta_0^\top X)\}^2]$ is a nonsingular matrix.

(A4) $\text{Var}(X)$ is a positive definite matrix.

Define

$$
D_0 := \{x^\top \theta_0 : x \in \chi\}, \quad D_\theta := \{\theta^\top x : x \in \chi\}.
$$

(A5) There exists an $r > 0$, such that for every $\theta \in \{\eta \in \Theta : |\eta - \theta_0| \leq r\}$ the density of $\theta^\top X$ with respect to the Lebesgue measure is bounded away from zero on $D_\theta$ and bounded above by a finite constant (independent of $\theta$). Furthermore, we assume that for every $\theta \in \{\eta \in \Theta : |\eta - \theta_0| \leq r\}$, $D_\theta \subseteq D^{(r)}$, where $D^{(r)} := \cup_{|\eta-\theta_0|\leq r} D_\theta$. For the rest of the paper we redefine $D := D^{(r)}$.

The above assumptions deserve comments. (A1) implies that the support of the covariates is bounded. As the classes of functions $\mathcal{M}_L$ and $\mathcal{R}$ are not uniformly bounded, we need sub-Gaussian assumption (A2) to provide control over the tail behavior of $\epsilon$; see Chapter 8 of [51] for a discussion on this. Observe that (A2) allows for heteroscedastic errors. Assumptions (A3) and (A4) are mild distributional assumptions on the design. Assumption (A3) is similar to that in [42] and helps us obtain the rates of convergence of estimators of $m_0$ and $\theta_0$ separately from the rate of convergence of the estimators of $m_0 \circ \theta_0$. Assumption (A4) guarantees that the predictors are not supported on
3.1. Asymptotic analysis of the LLSE

In this subsection we study the asymptotic properties of the LLSE. The following assumption on $m_0$ is used to prove that $\hat{m}$ is a consistent estimator of $m_0$.

\textbf{(L1)} The unknown convex link function $m_0$ is bounded by some constant $M_0 (\geq 1)$ on $D$ and is uniformly Lipschitz with Lipschitz constant $L_0$.

Now we give a sequence of theorems (proved in Appendix F) characterizing the asymptotic properties of $(\hat{m}, \hat{\theta})$. Theorem 3.1 below proves the consistency and provides an upper bound on the rate of convergence of $\hat{m} \circ \hat{\theta}$ to $m_0 \circ \theta_0$ under the $L_2(P_X)$ norm.

**Theorem 3.1.** Assume that (A1)–(A4) and (L1) hold. If $L \geq L_0$, then the LLSE satisfies

$$||\hat{m} \circ \hat{\theta} - m_0 \circ \theta_0|| = O_P(n^{-2/5}).$$

In the following two theorems, we prove consistency and find upper bounds on the rates of convergence of $\hat{\theta}$ and $\hat{m}$.

**Theorem 3.2.** Under the assumptions of Theorem 3.1, we have

$$|\hat{\theta} - \theta_0| = o_p(1), \quad ||\hat{m} - m_0||_{D_0} = o_p(1), \quad \text{and} \quad ||\hat{m}' - m_0'||_C = o_p(1)$$

for any compact subset $C$ in the interior of $D_0$.

**Theorem 3.3.** Under the assumptions of Theorem 3.1, and the assumption that the conditional distribution of $X$ given $\theta_0 X$ is nondegenerate, the LLSE satisfies

$$|\hat{\theta} - \theta_0| = O_P(n^{-2/5}) \quad \text{and} \quad ||\hat{m} \circ \theta_0 - m_0 \circ \theta_0|| = O_P(n^{-2/5}).$$

Under additional smoothness assumptions on $m_0$, we show that $\hat{m}'$, the right derivative of $\hat{m}$, converges to $m_0'$.

**Theorem 3.4.** Assume that (A1)–(A5) and (L1) hold. If $m_0$ is twice continuously differentiable on $D_0$ and $L \geq L_0$, then we have that

$$||\hat{m}' \circ \theta_0 - m_0' \circ \theta_0|| = O_P(n^{-2/15}) \quad \text{and} \quad \int_{D_0} (\hat{m}'(t) - m_0'(t))^2 dt = O_P(n^{-2/15}).$$

(3.1)

In fact,

$$\sup_{\theta \in \{ \theta : |\theta - \theta_0| \leq n^{-2/15} \}} ||\hat{m}' \circ \theta - m_0' \circ \theta|| = O_P(n^{-2/15}).$$

(3.2)

In particular,

$$||\hat{m}' \circ \hat{\theta} - m_0' \circ \hat{\theta}|| = O_P(n^{-2/15}).$$

(3.3)

The fact that $\hat{m}'$ is a step function complicates the proof of the above result (given in Appendix F.6). In fact, the obtained rate need not be optimal, but is sufficient for our purposes (in deriving the efficiency of $\hat{\theta}$; see Section 4.3).
3.2. Asymptotic analysis of the PLSE

In this subsection we give results on the asymptotic properties of \( (\hat{m}, \hat{\theta}) \). Note that we will study \( (\hat{m}, \hat{\theta}) \) for any random \( \lambda \) satisfying some rate conditions. The smoothing parameter \( \lambda \) can be chosen to be a random variable. For the rest of the paper, we denote it by \( \hat{\lambda}_n \). First, we need some smoothness assumption on \( m_0 \). We assume:

(P1) The unknown convex link function \( m_0 \) is bounded by some constant \( M_0 \) on \( D \), has an absolutely continuous first derivative, and satisfies \( J(m_0) < \infty \).

(P2) \( \lambda_n \) satisfies the rate conditions:

\[
\hat{\lambda}_n^{-1} = O_p(n^{2/5}) \quad \text{and} \quad \hat{\lambda}_n = o_p(n^{-1/4}). \tag{3.4}
\]

Our assumption (P1) on \( m_0 \) is quite minimal — we essentially require \( m_0 \) to have an absolutely continuous derivative. Assumption (P2) allows our tuning parameter to be data dependent, as opposed to a sequence of constants. This allows for data driven choice of \( \hat{\lambda}_n \), such as those obtained from cross-validation. We will show that any choice of \( \hat{\lambda}_n \) satisfying (3.4) will result in an asymptotically efficient estimator of \( \theta_0 \). Now in a sequence of theorems, we study the asymptotic properties of \( (\hat{m}, \hat{\theta}) \); first up is the consistency and rate of convergence of \( \hat{m} \).

Theorem 3.5. Under assumptions (A0)–(A4) and (P1)–(P2), the PLSE satisfies

\[
J(\hat{m}) = O_p(1), \quad \|\hat{m}\|_\infty = O_p(1), \quad \text{and} \quad \|\hat{m} \circ \hat{\theta} - m_0 \circ \theta_0\| = O_p(\hat{\lambda}_n).
\]

We now establish the consistency and find the rates of convergence of \( \hat{m} \) (in the Sobolev norm) and \( \hat{\theta} \) (in the Euclidean norm).

Theorem 3.6. Under assumptions (A0)–(A4) and (P1)–(P2),

\[
\hat{\theta} \stackrel{P}{\to} \theta_0, \quad \|\hat{m} - m_0\|_{\mathcal{D}_0} \stackrel{P}{\to} 0, \quad \text{and} \quad \|\hat{m}'\|_\infty = O_p(1).
\]

Theorem 3.7. Under assumptions (A0)–(A4) and (P1)–(P2), and the assumption that the conditional distribution of \( X \) given \( \theta_0 \), \( X \) is nondegenerate, \( \hat{m} \) and \( \hat{\theta} \) satisfy

\[
|\hat{\theta} - \theta_0| = O_p(\hat{\lambda}_n) \quad \text{and} \quad \|\hat{m} \circ \theta_0 - m_0 \circ \theta_0\| = O_p(\hat{\lambda}_n).
\]

The proofs of Theorems 3.5, 3.6, and 3.7 follow from proof of Theorems 2, 3, and 4 of [33], respectively. Even though the estimator proposed in [33] is not constrained to be convex, the proofs of [33] can be easily modified for the PLSE; see Appendix G.1 for a brief discussion.

The following theorem, proved in Appendix G.2, provides an upper bound on the rate of convergence of the derivative of \( \hat{m} \). This upper bound will be useful for computing the asymptotic distribution of \( \hat{\theta} \) in Section 4.2.

Theorem 3.8. Under the assumptions of Theorem 3.7 and (A5), we have

\[
\|\hat{m}' \circ \theta_0 - m_0' \circ \theta_0\| = O_p(\hat{\lambda}_n^{1/2}).
\]

4. Semiparametric inference

The main results in this section show that \( \hat{\theta} \) and \( \hat{\theta} \) are \( \sqrt{n} \)-consistent and asymptotically normal (see Sections 4.2 and 4.3, respectively). Moreover, both the estimators are shown to be semiparametrically efficient for \( \theta_0 \) under homoscedastic errors. The asymptotic analysis of \( \hat{\theta} \) is more involved (than that of \( \hat{\theta} \)) as \( \hat{m} \) is a piecewise affine function and hence not differentiable everywhere (while \( \hat{m} \) is a smooth
function). For this reason, we shall at first present the theory for \( \hat{\theta} \) and then proceed to do the same for \( \tilde{\theta} \).

Before going into the derivation of the limit law of the proposed estimators of \( \theta_0 \), we need to introduce some further notation and regularity assumptions. Let \( p_{\epsilon,X} \) denote the joint density (with respect to some dominating measure \( \mu \) on \( \mathbb{R} \times \lambda \)) of \((\epsilon, X)\). Let \( p_{\epsilon|X}(\cdot,x) \) and \( p_X(\cdot) \) denote the corresponding conditional probability density of \( \epsilon \) given \( X = x \) and the marginal density of \( X \), respectively. We define \( \sigma : \lambda \to \mathbb{R}^+ \) such that

\[
\sigma^2(x) := \mathbb{E}(\epsilon^2|X = x).
\]

\textbf{(B1)} Assume that \( m_0 \) is three times differentiable and that \( m''_0 \) is bounded on \( D \). Furthermore, let \( m''_0 \) be strongly convex on \( D \), i.e., for all \( s \in D \) we have \( m''_0(s) \geq \delta_0 > 0 \) for some fixed \( \delta_0 \).

For every \( \theta \in \Theta \), define \( h_\theta : D \to \mathbb{R}^d \) as

\[
h_\theta(u) := \mathbb{E}[X|\theta^\top X = u].
\]  
\textbf{(B2)} Assume that \( h_\theta(\cdot) \) is twice continuously differentiable except possibly at a finite number of points, and there exists a finite constant \( \bar{M} > 0 \) such that for every \( \theta_1, \theta_2 \in \Theta \),

\[
\|h_{\theta_1} - h_{\theta_2}\|_\infty \leq \bar{M}|\theta_1 - \theta_2|.
\]

\textbf{(B3)} Assume that \( p_{\epsilon|X}(e,x) \) is differentiable with respect to \( e \), \( \|\sigma^2(\cdot)\|_\infty < \infty \) and \( \|1/\sigma^2(\cdot)\|_\infty < \infty \).

Assumptions \textbf{(B1)}–\textbf{(B3)} deserve comments. The function \( h_\theta \) plays a crucial role in the construction of “least favorable” paths and is part of the efficient score function; see Appendix A.1. For the functions in the path to be in \( \mathcal{R} \) or \( \mathcal{M}_L \), we need the smoothness assumption \textbf{(B2)} on \( h_\theta \). We need the lower and upper bounds on the variance function as we are using a non-weighted least squares method to estimate parameters in a (possibly) heteroscedastic model.

### 4.1. Efficient score

First observe that the parameter space \( \Theta \) is a closed subset of \( \mathbb{R}^d \) and the interior of \( \Theta \) in \( \mathbb{R}^d \) is the null set. Thus to compute the score for the model in (1.1), we construct a path on the sphere. We use \( \mathbb{R}^{d-1} \) to parametrize the paths for model (1.1) on the sphere. For each \( \eta \in \mathbb{R}^{d-1}, s \in \mathbb{R}, \) and \( |s| \leq |\eta|^{-1}, \) define the following path\(^3\) through \( \theta \) (which lies on the unit sphere)

\[
\zeta_s(\theta, \eta) := \sqrt{1 - s^2|\eta|^2} \theta + sH_\theta \eta,
\]

where for every \( \theta \in \Theta, \) \( H_\theta \in \mathbb{R}^{dx(d-1)} \) satisfies the following properties:

\begin{enumerate}[(H1)]
  \item \( \xi \mapsto H_\theta \xi \) are bijections from \( \mathbb{R}^{d-1} \) to the hyperplanes \( \{x \in \mathbb{R}^d : \theta^\top x = 0\} \).
  \item The columns of \( H_\theta \) form an orthonormal basis for \( \{x \in \mathbb{R}^d : \theta^\top x = 0\} \).
  \item \( \|H_\theta - H_{\theta_0}\|_2 \leq |\theta - \theta_0| \).
  \item For all distinct \( \eta, \beta \in \Theta \setminus \theta_0, \) such that \( |\eta - \theta_0| \leq 1/2 \) and \( |\beta - \theta_0| \leq 1/2, \)
\end{enumerate}

\[
\|H_\eta^\top - H_\beta^\top\|_2 \leq 8(1 + 8/\sqrt{15})\frac{|\eta - \beta|}{|\eta - \theta_0| + |\beta - \theta_0|}.
\]

See Lemma 1 of [33] for a construction of a class of matrices satisfying the above properties.

In the following two subsections we attempt to calculate the efficient score for the model:

\[
Y = m(\theta^\top X) + \epsilon,
\]

where \( m \in \mathcal{R} \) or \( m \in \mathcal{M}_L \). We will see that the efficient score is intractable when \( m \) is at the boundary of \( \mathcal{R} \) (or \( \mathcal{M}_L \)), but we can work with a ‘surrogate’ score.

---

\(^3\)Here \( \eta \) defines the “direction” of the path.
4.1.1. Efficient score when \((m, \theta) \in \mathcal{R} \times \Theta\)

The log-likelihood of the model is

\[
I_{\theta,m}(y, x) = \log \left[ p_{\epsilon|X}(y - m(\theta^\top x), x)p_X(x) \right].
\]

For any \(\eta \in S^{d-2}\), consider the path defined as \(s \mapsto \zeta_s(\theta, \eta)\). Note that this is a valid path in \(\Theta\) through \(\theta = \zeta_0(\theta, \eta) = \theta\) and \(\zeta_s(\theta, \eta) \in \Theta\) for every \(s \) in some neighborhood of 0, as \(H_{\theta\eta}\) is orthogonal to \(\theta\) (by (H1) and \(|H_{\theta\eta}| = |\eta|\) (by (H2)). The parametric score for this submodel is

\[
\frac{\partial I_{\zeta(\theta, \eta),m}(y, x)}{\partial s} \bigg|_{s=0} = \eta^\top S_{\theta,m}(y, x),
\]

where

\[
S_{\theta,m}(y, x) := p'_{\epsilon|X}(y - m(\theta^\top x), x) \left( \frac{p_{\epsilon|X}(y - m(\theta^\top x), x)}{p_{\epsilon|X}(y - m(\theta^\top x), x)} \right) m'(\theta^\top x)H_{\theta\eta}^\top x.
\] (4.5)

**Remark 4.1.** Note that under (4.4), we have \(\epsilon = Y - m(\theta^\top X)\). For every function \(b(\epsilon, x) : \mathbb{R} \times \chi \rightarrow \mathbb{R}\) in \(L_2(P_{\epsilon,X})\) there exists an “equivalent” function \(\tilde{b}(y, x) : \mathbb{R} \times \chi \rightarrow \mathbb{R}\) defined as \(\tilde{b}(y, x) := b(y - m(\theta^\top x), x) \in L_2(P_{\theta,m})\). In this section, we use the function arguments \((\epsilon, x)\) (\(L_2(P_{\epsilon,X})\)) and \((y, x)\) (\(L_2(P_{\theta,m})\)) interchangeably.

We now define a parametric submodel for the unknown nonparametric components:

\[
m_{s,a}(t) = m(t) - sa(t),
p_{\epsilon|x,s,b}(\epsilon, x) = p_{\epsilon|x}(x)(1 + sb(\epsilon, x)),
p_{\chi:s,q}(x) = p_X(x)(1 + sq(x)),
\] (4.6)

where \(s \in \mathbb{R}, b : \mathbb{R} \times \chi \rightarrow \mathbb{R}\) is a bounded function such that \(E(b(\epsilon, X)|X) = 0\) and \(E(\epsilon b(\epsilon, X)|X) = 0\), \(a \in \mathcal{S}\) such that \(J(a) < \infty\) and \(m_{s,a} \in \mathcal{R}\) for every \(s\) in some neighborhood of 0 and \(q : \chi \rightarrow \mathbb{R}\) is a bounded function such that \(E(q(X)) = 0\). Consider the following parametric submodel of (4.4),

\[
s \mapsto (\zeta_s(\theta, \eta), m_{s,a}, p_{\epsilon|x,s,b}, p_{\chi:s,q}(x))
\] (4.7)

where \(s \in S^{d-2}\). Differentiating the log-likelihood of the submodel in (4.7) with respect to \(s\), we get that the score along the submodel in (4.7) is

\[
\eta^\top S_{\theta,m}(y, x) + p'_{\epsilon|x}(y - m(\theta^\top x), x) \left( \frac{p_{\epsilon|x}(y - m(\theta^\top x), x)}{p_{\epsilon|x}(y - m(\theta^\top x), x)} \right) m'(\theta^\top x) + (b(y - m(\theta^\top x), x) + q(x).
\]

It is now easy to see that the nuisance tangent space, denoted by \(\Lambda_S\), of the model is

\[
\Lambda_S := \overline{\text{lin}} \left\{ f \in L_2(P_{\epsilon,X}) : f(\epsilon, x) = p'_{\epsilon|x}(x) a(\theta^\top x) + b(\epsilon, x) + q(x),
\right. \\
\left. \text{where } a \in \mathcal{S}, J(a) < \infty \text{ and } m_{s,a} \in \mathcal{R} \text{ for small enough } s,
\right. \\
\left. b : \mathbb{R} \times \chi \rightarrow \mathbb{R} \text{ and } q : \chi \rightarrow \mathbb{R} \text{ are bounded functions}, E(\epsilon b(\epsilon, X)|X) = 0,
\right. \\
\left. E(b(\epsilon, X)|X) = 0, \text{ and } E(q(X)) = 0 \right\},
\]

where for any set \(A \subseteq L_2(P_{\theta,m})\), \(\overline{\text{lin}} A\) denotes the closure in \(L_2(P_{\theta,m})\) of the linear span of functions in \(A\); see [43] for a review of the construction of the nonparametric tangent set as a closure of scores of parametric submodels of the nuisance parameter. Now observe that

\[
\overline{\text{lin}} \{ a \in \mathcal{S} : J(a) < \infty \text{ and } m_{s,a} \in \mathcal{R} \text{ for small enough } s \} \subseteq \overline{\text{lin}} \{ a \in \mathcal{S} : J(a) < \infty \}
\] (4.8)
and
\[
\lim\{q : \chi \to \mathbb{R} | q \text{ is a bounded function and } \mathbb{E}(q(X)) = 0\} = \{q : \chi \to \mathbb{R} | q \in L_2(P_x) \text{ and } \mathbb{E}(q(X)) = 0\}.
\]

However, by Theorem A.1 of [20], we have that the class of infinitely often differentiable functions on \(D\) (a bounded subset of \(\mathbb{R}\)) is dense in \(L_2(m)\), where \(m\) denotes the Lebesgue measure on \(D\). Thus we have that
\[
\lim\{a \in S : J(a) < \infty\} = \{a : D \to \mathbb{R} | a \in L_2(m)\}
\]
and \(\lim\{b : \mathbb{R} \times \chi \to \mathbb{R} | b \text{ is a bounded function, } \mathbb{E}(eb(\epsilon, X)|X) = \mathbb{E}(b(\epsilon, X)|X) = 0\} = \{b \in L_2(P_\chi, X) : \mathbb{E}(eb(\epsilon, X)|X) = 0\}.

Thus, it is easy to see that under assumptions (A0)–(A4), (P1), and (B1)–(B3), the nuisance tangent space of (1.1) satisfies
\[
\Lambda_S \subseteq \left\{ f \in L_2(P_\chi, X) : f(\epsilon, x) = \frac{p_{\epsilon|x}}{p_{\epsilon|X}} \sigma(x) + b(\epsilon, x) + q(x), \right. \]
where \(a \in L_2(m)\), \(b \in L_2(P_\chi, X)\), \(q \in L_2(P_\chi)\), \(\mathbb{E}(eb(\epsilon, X)|X) = 0\), and \(\mathbb{E}(q(X)) = 0\).}

Note that \(\Lambda_S \) and \(\Lambda_0\) differ as the set inclusion in (4.8) could be strict. However, it can be easily seen that, if \(m\) is strongly convex then \(\Lambda_S \equiv \Lambda_0\).

Observe that the efficient score is the \(L_2(P_\theta, m)\) projection of \(S_{\theta, m}(y, x)\) onto \(\Lambda_S^\bot\), where \(\Lambda_S^\bot\) is the orthogonal complement of \(\Lambda_S\) in \(L_2(P_\theta, m)\). Newey and Stoker [44] and Ma and Zhu [39] show that
\[
\Lambda_0 = \left\{ f \in L_2(P_\chi, X) : f(\epsilon, x) = g(x) - \mathbb{E}(g(X)|X = \theta^\top x) e, \text{ and } g : \chi \to \mathbb{R} \right\} \subseteq \Lambda_S^\bot
\]
where \(\Lambda_0\) is defined in (4.9). Using calculations similar to those in Theorem 4.1 of [44] and Proposition 1 of [39], it can be shown that
\[
\Pi(S_{\theta, m}|\Lambda_S^\bot)(y, x) = \frac{1}{\sigma^2(x)} (y - m(\theta^\top x)m'(\theta^\top x) H_\theta^\top \left\{ x - \frac{\mathbb{E}(\sigma^{-2}(X)|X = \theta^\top x)}{\mathbb{E}(\sigma^{-2}(X))} \right\},
\]
where for any \(f \in L_2(P_\theta, m)\), \(\Pi(f|\Lambda_S^\bot)\) denotes the \(L_2(P_\theta, m)\) projection of \(f\) onto the space \(\Lambda_S^\bot\).

However to compute the efficient score of (4.4) when \(m \in \mathcal{R}\), we need to evaluate \(\Pi(S_{\theta, m}|\Lambda_S^\bot)(y, x)\). And computation of \(\Pi(S_{\theta, m}|\Lambda_S^\bot)(y, x)\) is infeasible due to the complicated nature of the set of parametric submodels of \(m\). Note that the efficient information (of (4.4) when \(m \in \mathcal{R}\)) is denoted by
\[
\mathcal{I}_{\theta, m} := P_{\theta, m}\{\Pi(S_{\theta, m}|\Lambda_S^\bot)\Pi^\top(S_{\theta, m}|\Lambda_S^\bot)\}.
\]

As \(\Lambda_0^\bot \subseteq \Lambda_S^\bot\) (see (4.10)), we have
\[
\mathcal{I}_{\theta, m} \geq P_{\theta, m}\{\Pi(S_{\theta, m}|\Lambda_S^\bot)\Pi^\top(S_{\theta, m}|\Lambda_0^\bot)\} =: \mathcal{I}_{\theta, m}^0.
\]

Moreover, we see that at the true parameter values \((m_0, \theta_0)\), as \(m_0\) is strongly convex,
\[
\Pi(S_{\theta_0, m_0}|\Lambda_S^\bot) \equiv \Pi(S_{\theta_0, m_0}|\Lambda_0^\bot) \quad \text{and} \quad \mathcal{I}_{\theta_0, m_0} = \mathcal{I}_{\theta_0, m_0}^0.
\]

Once the efficient score is calculated, one usually finds an efficient estimator of \((m_0, \theta_0)\) by solving the efficient estimating equation, i.e., by finding a \((m, \theta)\) that satisfy
\[
P_n\Pi(S_{\theta_0, m}|\Lambda_S^\bot) = 0.
\]

However since \(\Pi(S_{\theta, m}|\Lambda_S^\bot)\) is intractable when \(m\) is at the boundary of \(\mathcal{R}\), we use \(\psi_{\theta, m}\) (an approximation to \(\Pi(S_{\theta, m}|\Lambda_S^\bot)\); defined in (4.12)) as its surrogate. In Section 4.2, we show that \((\hat{m}, \hat{\theta})\) approximately satisfies (4.11) with the surrogate (see (4.13)) and this enables us to prove that \(\hat{\theta}\) is an efficient estimator of \(\theta_0\).

Lastly, it is important to note that (4.11), the efficient estimating equation, depends on \(\sigma^2(x)\). Since in the semiparametric model \(\sigma^2(\cdot)\) is left unspecified, it is unknown. Without additional assumptions, estimators of \(\sigma^2(\cdot)\) have slow rates of convergence to \(\sigma^2(\cdot)\), especially if \(d\) is large. Thus if we substitute \(\hat{\sigma}(\cdot)\) in the efficient
score equation, the solution of the modified score equation may lead to poor finite sample performance; see Tsatis [49, page 93]. To focus our presentation on the main concepts, briefly consider the case when \( \sigma^2(\cdot) \equiv \sigma^2 \). In this simplified case, we have

\[
\Pi(S_{\theta,m}|\Lambda_0^T)(y, x) = \frac{1}{\sigma^2} (y - m(\theta^\top x))m'(\theta^\top x)H_\theta^\top \left\{ x - h_\theta(\theta^\top x) \right\},
\]

where \( h_\theta(\theta^\top x) \) is defined in (4.1). Furthermore, we define the following approximation to \( \Pi(S_{\theta,m}|\Lambda_0^T) \):

\[
\psi_{\theta,m}(x, y) := (y - m(\theta^\top x))H_\theta^\top [m'(\theta^\top x)x - h_\theta(\theta^\top x)m_0'(\theta^\top x)].
\]

Note that \( \psi_{\theta_0, m_0} \equiv \Pi(S_{\theta_0, m_0}|\Lambda_0^T) \). Asymptotic normality and efficiency of \( \hat{\theta} \) would follow if we can show that \((\hat{m}, \hat{\theta})\) satisfies (4.5), where

\[
\sqrt{n}_{P_n} \psi_{\theta, \hat{m}} = \sqrt{n}_{P_n} \left\{ \frac{1}{\sigma^2} (Y - \hat{m}(\hat{\theta}^\top X))H_\theta^\top \left\{ \hat{m}'(\hat{\theta}^\top X)X - h_\theta(\hat{\theta}^\top X)m_0'(\hat{\theta}^\top X) \right\} \right\} = o_p(1),
\]

and the class of functions \( \psi_{\theta,m} \) indexed by \((\theta, m)\) in a “neighborhood” of \((\theta_0, m_0)\) satisfies some technical conditions. We formalize these in Section 4.2 and Appendix A.1.

4.1.2. Efficient score when \((m, \theta) \in \mathcal{M}_L \times \Theta \)

As \( m \in \mathcal{M}_L \) need not be differentiable everywhere, showing that the underlying class of distributions is differentiable in quadratic mean requires some careful analysis; in Remark H.1 (in the Appendix) we show this for the model with Gaussian errors. We can further show that the parametric score in this model satisfies (4.5), where \( m' \) denotes the right derivative of \( m \). Moreover, using parametric submodel as in (4.6) and (4.7) and calculations similar to those in Section 4.1.1, it can be shown that the nuisance tangent space, denoted by \( \Lambda_L \), of the model is

\[
\Lambda_L := \bigcap \left\{ f \in L_2(P_{e,X}) : f(e, x) = \frac{p_{e|X}(e, x)}{p_{e|X}(e, x)} a(\theta^\top x) + b(e, x) + q(x), \right. \\
where \( a \in L^2(m), m_{s,a} \in \mathcal{M}_L \) for small enough \( s : \mathbb{R} \times X \to \mathbb{R} \), and \( q : X \to \mathbb{R} \) are bounded functions, \( \mathbb{E}(eb(e, X)|X) = 0, \)

and \( \mathbb{E}(q(X)) = 0 \}.
\]

Now using arguments similar to those in Section 4.1.1, it can be shown that

\[
\mathcal{I}_{\Lambda_L, m} \geq P_{\theta,m} \left[ \Pi(S_{\theta,m}|\Lambda_0^T) \Pi^T(S_{\theta,m}|\Lambda_0^T) \right] = \mathcal{I}_{\theta,m}^L.
\]

where \( \mathcal{I}_{\theta,m}^L := P_{\theta,m} [\Pi(S_{\theta,m}|\Lambda_0^T) \Pi^T(S_{\theta,m}|\Lambda_0^T)] \) and \( \Lambda_0 \) are defined as in (4.5) and (4.9), respectively. It can easily seen that \( \Lambda_L \subseteq \Lambda_0 \). In fact, if \( m \) is strongly convex then \( \Lambda_L = \Lambda_0 \). However for a general (non-strongly convex) \( m \), \( \Lambda_L \) can be a strict subset of \( \Lambda_0 \) and the inequality in (4.14) can be strict.

**Remark 4.2.** Assumptions (A0)–(A4) and (P1) (or (L1)) do not guarantee the existence of a least favorable submodel for the model in (1.1), which can be the case when the estimators lie on the “boundary” of the parameter set. Note that both the estimators \( \hat{m} \) and \( \hat{\theta} \) lie at the “boundary” of the respective parameter sets. van der Vaart [52] introduced the notion of approximately least favorable subprovided model to get around this difficulty. Under the additional assumptions (B1)–(B3), we find the approximately least favorable subprovided model and show that \( \Pi(S_{\theta_0, m_0}|\Lambda_0^T) \) is the efficient score at \((\theta_0, m_0)\); see Appendix A.1 and Theorem B.1 for the PLSE and the LLSE, respectively. However, the score corresponding to the approximately least favorable subprovided model does not satisfy the conditions required in [52] for asymptotic normality and efficiency of the finite dimensional parameter in semiparametric models. Thus, we find a well-behaved approximation to the score such that \((\hat{m}, \hat{\theta})(\text{or } (\hat{m}, \hat{\theta})) \) is an approximate zero of the corresponding estimating equation; see (4.21).
4.2. Efficiency of the PLSE

The following result gives the limiting distribution of the PLSE $\hat{\theta}$ and establishes its semiparametric efficiency (under homoscedasticity).

**Theorem 4.1.** Assume $(X, Y)$ satisfies (1.1) and assumptions (A0)–(A5), (B1)–(B3), and (P1)–(P2) hold. Define the function

$$\ell_{\theta, m}(y, x) := \left( y - m(\theta^T x) \right) m'(\theta^T x) H_\theta \left\{ x - h_0(\theta^T x) \right\}. \quad (4.15)$$

If $V_{\theta_0, m_0} := P_{\theta_0, m_0} (\ell_{\theta_0, m_0} S_{\theta_0, m_0}^T)$ is a nonsingular matrix in $\mathbb{R}^{(d-1) \times (d-1)}$, then

$$\sqrt{n}(\hat{\theta} - \theta_0) \overset{d}{\to} N(0, H_{\theta_0} V_{\theta_0, m_0}^{-1} I_{\theta_0, m_0} (H_{\theta_0} V_{\theta_0, m_0}^{-1})^T),$$

where $I_{\theta_0, m_0} := P_{\theta_0, m_0} (\ell_{\theta_0, m_0} \ell_{\theta_0, m_0}^T)$. If we further assume that $\sigma^2(\cdot) \equiv \sigma^2$ and if the efficient information matrix $I_{\theta_0, m_0}$ is nonsingular, then $\hat{\theta}$ is an efficient estimator of $\theta_0$, i.e.,

$$\sqrt{n}(\hat{\theta} - \theta_0) \overset{d}{\to} N(0, \sigma^4 H_{\theta_0} I_{\theta_0, m_0}^{-1} H_{\theta_0}^T).$$

**Remark 4.3.** Observe that the variance of the limiting distribution (for both the heteroscedastic and homoscedastic models) is singular. This can be attributed to the fact that $\Theta$ is a Stiefel manifold of dimension $\mathbb{R}^{d-1}$ and has an empty interior in $\mathbb{R}^d$.

**Remark 4.4 (Construction of confidence sets).** Theorem 4.1 shows that (under homoscedastic errors) the PLSE of $\theta_0$ is $\sqrt{n}$-consistent and asymptotically normal with covariance matrix:

$$\Sigma^0 := \sigma^4 H_{\theta_0} P_{\theta_0, m_0} [\ell_{\theta_0, m_0}(Y, X) \ell_{\theta_0, m_0}^T(Y, X)]^{-1} H_{\theta_0}^T,$$

where $\ell_{\theta_0, m_0}$ is defined in (4.15). This result can be used to create confidence sets for $\theta_0$. However since $\Sigma^0$ is unknown, we propose using the following plug-in estimator of $\Sigma^0$:

$$\bar{\Sigma} := \hat{\sigma}^4 H_{\hat{\theta}} P_{\hat{\theta}, m_0} [\ell_{\hat{\theta}, m_0}(Y, X) \ell_{\hat{\theta}, m_0}^T(Y, X)]^{-1} H_{\hat{\theta}}^T,$$

where $\hat{\sigma}^2 := \sum_{i=1}^n |y_i - \hat{m}(\hat{\theta}^T x_i)|^2/n$. One can easily show that Theorems 3.5–3.8 imply consistency of $\bar{\Sigma}$. For example one can construct the following $1 - 2\alpha$ confidence interval for $\theta_{0,i}$

$$\left[ \hat{\theta}_{i} - \frac{z_\alpha}{\sqrt{n}} \left( \bar{\Sigma}_{i,i} \right)^{1/2}, \hat{\theta}_{i} + \frac{z_\alpha}{\sqrt{n}} \left( \bar{\Sigma}_{i,i} \right)^{1/2} \right], \quad (4.16)$$

where $z_\alpha$ denotes the upper $\alpha$-th quantile of the standard normal distribution; see Section 6.2 for a simulation example. A similar analysis can be done for the LLSE using Theorem 4.2.

**Proof.** We give a sketch of the proof. Some of the steps are proved in Appendix A.

**Step 1** In Theorem A.1 we find an approximately least favorable subprovided model (see Definition 9.7 of [52]) with score

$$S_{\theta, m}(x, y) = \{y - m(\theta^T x)\} H_{\theta} \left[ m'(\theta^T x) x + \int_{s_0}^{\theta^T x} m'(u) k'(u) du - m'(\theta^T x) k(\theta^T x) \right.$$  

$$+ m'_{\theta}(s_0) k(s_0) - m'_{\theta}(s_0) h_{\theta'}(s_0) \left\} \quad (4.17)$$

where $k : D \to \mathbb{R}^d$ is defined as

$$k(u) := h_{\theta'}(u) + \frac{m'_{\theta}(u)}{m''_{\theta}(u)} h_{\theta'}(u). \quad (4.18)$$

We prove that there exists a constant $M^* < \infty$ such that

$$\sup_{u \in D} (|k(u)| + |k'(u)|) \leq M^*. \quad (4.19)$$
Moreover, \((\hat{\theta}, \hat{m})\) satisfies the score equation approximately, i.e.,
\[
\sqrt{n}P_n \mathcal{S}_{\hat{\theta}, \hat{m}} = o_p(1). \tag{4.20}
\]

Although \(\mathcal{S}_{\hat{\theta}, \hat{m}}\) satisfies the score equation approximately it is quite complicated to deal with. The function \(\psi_{\theta, m}\) (defined in (4.12)) is an approximation to \(\mathcal{S}_{\theta, m}\) and \(\psi_{\theta_0, m_0} = \mathcal{S}_{\theta_0, m_0} = \ell_{\theta_0, m_0}\) (see (4.15)). Furthermore, \(\psi_{\theta, m}\) is well-behaved in the sense that: \(\psi_{\hat{\theta}, \hat{m}}\) belongs to a Donsker class of functions (see (4.23)) and \(\hat{\psi}_{\theta, m}\) converges to \(\psi_{\theta_0, m_0}\) in the \(L_2(P_{\theta_0, m_0})\) norm; see Lemma H.1 of the supplementary file.

**Step 2** In Theorem A.2 we show that \(\psi_{\hat{\theta}, \hat{m}}\) is an empirical approximation of the score \(\mathcal{S}_{\hat{\theta}, \hat{m}}\), i.e.,
\[
\sqrt{n}P_n(\mathcal{S}_{\hat{\theta}, \hat{m}} - \psi_{\hat{\theta}, \hat{m}}) = o_p(1).
\]
Thus in view of (4.20) we have that \(\hat{\theta}\) is an approximate zero of the function \(\theta \mapsto P_n \psi_{\theta, \hat{m}}\), i.e.,
\[
\sqrt{n}P_n \psi_{\hat{\theta}, \hat{m}} = o_p(1). \tag{4.21}
\]

**Step 3** In Theorem A.3 we show that \(\psi_{\hat{\theta}, \hat{m}}\) is approximately unbiased in the sense of [52], i.e.,
\[
\sqrt{n}P_{\hat{\theta}, \hat{m}} \psi_{\hat{\theta}, \hat{m}} = o_p(1). \tag{4.22}
\]

Similar conditions have appeared before in proofs of asymptotic normality of maximum likelihood estimators (e.g., see [27]) and the construction of efficient one-step estimators (see [31]). The above condition essentially ensures that \(\psi_{\theta_0, m_0}\) is a good “approximation” to \(\psi_{\theta_0, m_0}\); see Section 3 of [41] for further discussion.

**Step 4** We prove
\[
g_n(\psi_{\hat{\theta}, \hat{m}} - \psi_{\theta_0, m_0}) = o_p(1) \tag{4.23}
\]
in Theorem A.4. Furthermore, as \(\psi_{\theta_0, m_0} = \ell_{\theta_0, m_0}\), we have
\[
P_{\theta_0, m_0}[\psi_{\theta_0, m_0}] = 0.
\]
Thus, by (4.21) and (4.22), we have that (4.23) is equivalent to
\[
\sqrt{n}(P_{\hat{\theta}, \hat{m}} - P_{\theta_0, m_0}) \psi_{\hat{\theta}, \hat{m}} = g_n \ell_{\theta_0, m_0} + o_p(1). \tag{4.24}
\]

**Step 5** To complete the proof, it is now enough to show that
\[
\sqrt{n}(P_{\hat{\theta}, \hat{m}} - P_{\theta_0, m_0}) \psi_{\hat{\theta}, \hat{m}} = \sqrt{n}V_{\theta_0, m_0}H_{\theta_0}(\hat{\theta} - \theta_0) + o_p(\sqrt{n}|\hat{\theta} - \theta_0|). \tag{4.25}
\]
A proof of (4.25) can be found in the proof of Theorem 6.20 in [52]; also see [33, Section 10.4]. Lemma H.1 in Appendix H.8 proves that \((\hat{\theta}, \hat{m})\) satisfy the required conditions of Theorem 6.20 in [52]. Observe that (4.24) and (4.25) imply
\[
\sqrt{n}V_{\theta_0, m_0}H_{\theta_0}(\hat{\theta} - \theta_0) = g_n \ell_{\theta_0, m_0} + o_p(1 + \sqrt{n}|\hat{\theta} - \theta_0|),
\]
\[
\Rightarrow \sqrt{n}H_{\theta_0}(\hat{\theta} - \theta_0) = V_{\theta_0, m_0}^{-1}g_n \ell_{\theta_0, m_0} + o_p(1) \xrightarrow{d} V_{\theta_0, m_0}^{-1}N(0, I_{\theta_0, m_0}).
\]
The proof of the theorem will be complete, if we can show that
\[
\sqrt{n}(\hat{\theta} - \theta_0) = H_{\theta_0} \sqrt{n}H_{\theta_0}^T(\hat{\theta} - \theta_0) + o_p(1),
\]
the proof of which can be found in Step 4 of Theorem 5 in [33].
4.3. Efficiency of the LLSE

In this section we show that \( \hat{\theta} \) is an asymptotically normal efficient estimator of \( \theta_0 \). The following theorem is similar to Theorem 4.1.

**Theorem 4.2.** Assume \((X,Y)\) satisfies (1.1) and assumptions (A0)–(A5), (B1)–(B3), and (L1) hold. Let \( \ell_{\theta,m}, V_{\theta_0,m_0}, \) and \( I_{\theta_0,m_0} \) be as defined in Theorem 4.1. If \( V_{\theta_0,m_0} \) is a nonsingular matrix in \( \mathbb{R}^{(d-1) \times (d-1)} \), then

\[
\sqrt{n}(\hat{\theta} - \theta_0) \xrightarrow{d} N(0, H_{\theta_0} V_{\theta_0,m_0}^{-1} I_{\theta_0,m_0} (H_{\theta_0} V_{\theta_0,m_0}^{-1})^T).
\]

If we further assume that \( \sigma^2(X) \equiv \sigma^2 \) and if the efficient information matrix \((I_{\theta_0,m_0})\) is nonsingular, then \( \hat{\theta} \) is an efficient estimator of \( \theta_0 \), i.e.,

\[
\sqrt{n}(\hat{\theta} - \theta_0) \xrightarrow{d} N(0, \sigma^4 H_{\theta_0} V_{\theta_0,m_0}^{-1} \sigma^4 (H_{\theta_0} V_{\theta_0,m_0}^{-1})^T).
\]

In Appendix B, we prove Theorem 4.2 via a series of results by showing that \((\hat{\theta}, \hat{m})\) satisfy the conditions in **Step 1**–**Step 5** of Theorem 4.1. These proofs/verifications of **Step 1**–**Step 4** for the LLSE are more complicated (when compared to that of the PLSE) as \( \hat{m} \) is not differentiable everywhere.

5. Computational algorithms

In this section we describe algorithms for computing the estimators defined in (2.2) and (2.4). As mentioned in Remarks 2.2 and 2.3, in each of these cases, the minimization of the desired loss function for a fixed \( \theta \) is a convex optimization problem; see Sections 5.1.1 and 5.1.2 below for more details. With the above observation in mind, we propose the following general alternating minimization algorithm to compute the proposed estimators. The algorithms discussed here are implemented in our R package \texttt{simest} [34].

We first introduce some notation. Let \((m, \theta) \mapsto \mathcal{C}(m, \theta)\) denote a nonnegative criterion function, e.g., \( \mathcal{C}(m, \theta) \) can be \( \mathcal{L}_n(m, \theta; \lambda) \) or \( Q_n(m, \theta) \). And suppose, we are interested in finding the minimizer of \( \mathcal{C}(m, \theta) \) over \((m, \theta) \in \mathfrak{A} \times \Theta\), e.g., in our case \( \mathfrak{A} \) can be \( \mathcal{R} \) or \( \mathcal{M}_L \). For every \( \theta \in \Theta \), let us define

\[
m_{\theta,\mathfrak{A}} := \arg\min_{m \in \mathfrak{A}} \mathcal{C}(m, \theta).
\]

Here, we have assumed that for every \( \theta \in \Theta \), \( m \mapsto \mathcal{C}(m, \theta) \) has a unique minimizer in \( \mathfrak{A} \) and \( m_{\theta,\mathfrak{A}} \) exists. The general alternating scheme is described in Algorithm 1.

---

**Algorithm 1:** Alternating minimization algorithm

**Input:** Initialize \( \theta \) at \( \theta^{(0)} \).

**Output:** \((m^*, \theta^*) := \arg\min_{(m, \theta) \in \mathfrak{A} \times \Theta} \mathcal{C}(m, \theta)\).

1. At iteration \( k \geq 0 \), compute \( m^{(k)} := m_{\theta^{(k)}, \mathfrak{A}} = \arg\min_{m \in \mathfrak{A}} \mathcal{C}(m, \theta^{(k)}) \).
2. Find a point \( \theta^{(k+1)} \in \Theta \) such that \( \mathcal{C}(m^{(k)}, \theta^{(k+1)}) \leq \mathcal{C}(m^{(k)}, \theta^{(k)}) \).

In particular, one can take \( \theta^{(k+1)} \) as a minimizer of \( \theta \mapsto \mathcal{C}(m^{(k)}, \theta) \).

3. Repeat steps 1 and 2 until convergence.

---

Note that, our assumptions on \( \mathcal{C} \) does not imply that \( \theta \mapsto \mathcal{C}(m_{\theta,\mathfrak{A}}, \theta) \) is a convex function. In fact in our examples the “profiled” criterion function \( \theta \mapsto \mathcal{C}(m_{\theta,\mathfrak{A}}, \theta) \) is not convex. Thus the algorithm discussed above is not guaranteed to converge to a global minimizer. However, the algorithm guarantees that the criterion value is nonincreasing over iterations, i.e., \( \mathcal{C}(m^{(k+1)}, \theta^{(k+1)}) \leq \mathcal{C}(m^{(k)}, \theta^{(k)}) \) for all \( k \geq 0 \). In Section 5.1.1 we discuss an algorithm to compute \( m_{\theta,\mathcal{M}_L} \) when \( \mathcal{C}(m, \theta) = Q_n(m, \theta) \) while in Section 5.1.2 we discuss the computation of \( m_{\theta,\mathfrak{A}} \) when \( \mathcal{C}(m, \theta) = \mathcal{L}_n(m, \theta; \lambda) \).
5.1. Strategy for estimating the link function

In the following subsections we describe algorithms to compute $m_{\theta, R}$ and $m_{\theta, M_L}$ as defined in (5.1). We use the following notation. Fix an arbitrary $\theta \in \Theta$. Let $(t_1, t_2, \ldots, t_n)$ represent the vector $(\theta^\top x_1, \ldots, \theta^\top x_n)$ with sorted entries so that $t_1 < t_2 < \cdots < t_n$; in Remark 5.1 we discuss a solution for scenarios with ties. Without loss of generality, let $y := (y_1, y_2, \ldots, y_n)$ represent the vector of responses corresponding to the sorted $t_i$.

5.1.1. Lipschitz constrained least squares (LLSE)

When $\mathcal{C}(m, \theta) = Q_u(m, \theta)$, we consider the problem of minimizing $\sum_{i=1}^n (y_i - m(t_i))^2$ over $m \in M_L$. In the following we use $m$ to denote the function $t \mapsto m(t)$ as well as the the vector $(m(t_1), \ldots, m(t_n))$ interchangeably. Consider the general problem of minimizing

$$(y - m)^\top Q(y - m) = |Q^{1/2}(y - m)|^2,$$

for some positive definite matrix $Q$. In most cases $Q$ is the $n \times n$ identity matrix; see Remark 5.1 for other possible scenarios. Here $Q^{1/2}$ denotes the square root of the matrix $Q$ which can be obtained by Cholesky factorization. Observe that any minimizer can only be uniquely determined at the points $t_i$ and so we define the optimum to be the piecewise linear interpolation of $\{m_i\}_{1 \leq i \leq n}$ with possible kinks only at $\{t_i\}_{1 \leq i \leq n}$. The Lipschitz constraint along with convexity (i.e., $m \in M_L$) reduces to imposing the following linear constraints:

$$-L \leq m_2 - m_1 \leq \frac{m_3 - m_2}{t_3 - t_2} \leq \cdots \leq \frac{m_n - m_{n-1}}{t_n - t_{n-1}} \leq L. \tag{5.2}$$

In particular, the minimization problem at hand can be represented as

$$\text{minimize } |Q^{1/2}(y - m)|^2 \text{ subject to } Am \geq b, \tag{5.3}$$

for $A$ and $b$ written so as to represent (5.2).

In the following we reduce the above optimization problem to a nonnegative least squares problem, which can then be solved efficiently using the nnls package in R. Define $z := Q^{1/2}(m - y)$, so that $m = Q^{-1/2}z + y$. Using this, we have $Am \geq b$ if and only if $AQ^{-1/2}z \geq b - Ay$. Thus, (5.3) is equivalent to

$$\text{minimize } |z|^2 \text{ subject to } Gz \geq h, \tag{5.4}$$

where $G := AQ^{-1/2}$ and $h := b - Ay$. An equivalent formulation is

$$\text{minimize } |Eu - \ell|, \text{ over } u \geq 0, \text{ where } E := \begin{bmatrix} G^\top \\ h \end{bmatrix} \text{ and } \ell := [0, \ldots, 0, 1]^\top \in \mathbb{R}^{n+1}. \tag{5.5}$$

Here $\geq$ represents coordinate-wise inequality. A proof of this equivalence can be found in Lawson and Hanson [35, page 165]; see [8] for an algorithm to solve (5.5).

If $\hat{u}$ denotes the solution of (5.5) then the solution of (5.4) is given as follows. Define $r := Eu - \ell$. Then $\hat{z}$, the minimizer of (5.4), is given by $\hat{z} := (-r_1/r_{n+1}, \ldots, -r_n/r_{n+1})^\top$. Hence the solution to (5.3) is given by $\hat{y} = Q^{-1/2}\hat{z} + y$.

5.1.2. Penalized least squares (PLSE)

When $\mathcal{C}(m, \theta) = \mathcal{L}_u(m, \theta; \lambda)$, we need to minimize the objective function

$$\frac{1}{n} \sum_{i=1}^n (y_i - m(t_i))^2 + \lambda^2 \int \{m''(t)\}^2 dt.$$

As in Section 5.1.2, consider the general objective function

$$(y - m)^\top Q(y - m) + \lambda^2 \int \{m''(t)\}^2 dt,$$

Note that (5.4) is a Least Distance Programming (LDP) problem and Lawson and Hanson [35, page 167] prove that $r_{n+1}$ cannot be zero in an LDP with a feasible constraint set.
to be minimized over $\mathcal{R}$ and $Q$ is any positive definite matrix. As in Section 5.1.1, we use $m$ to denote the function $t \mapsto m(t)$ as well as the the vector $(m(t_1), \ldots, m(t_n))$ interchangeably. Theorem 1 of [16] gives the characterization of the minimizer over $\mathcal{R}$. They show that $\hat{m} := \arg \min_{m \in \mathcal{R}} (y - m)^T Q (y - m) + \lambda^2 \int \{m''(t)\}^2 dt$, will satisfy

$$\hat{m}''(t) = \max \{\hat{\alpha}^T M(t), 0\} \text{ and } \hat{m} = y - \lambda^2 Q^{-1} K^T \hat{\alpha}.$$ 

Here $M(t) := (M_1(t), M_2(t), \ldots, M_{n-2}(t))$ and $\{M_i(\cdot)\}_{1 \leq i \leq n-2}$ are the real-valued functions defined as

$$M_i(x) := \begin{cases} \frac{1}{t_{i+2}-t_i} \frac{x-t_i}{t_{i+2}-t_i} & \text{if } t_i \leq x < t_{i+1}, \\ \frac{1}{t_{i+2}-t_i} \frac{x-t_{i+1}}{t_{i+2}-t_{i+1}} & \text{if } t_{i+1} \leq x < t_{i+2}, \end{cases}$$

and $\hat{\alpha}$ is a solution of the following equation:

$$[T(\alpha) + \lambda^2 K Q^{-1} K^T] \alpha = Ky,$$ 

(5.6)

where $K$ is a $(n-2) \times n$ banded matrix containing second order divided differences

$$K_{i,i} = \frac{1}{(t_{i+1} - t_i) (t_{i+2} - t_i)}, \quad K_{i,i+1} = -\frac{1}{(t_{i+2} - t_{i+1}) (t_{i+1} - t_i)}, \quad K_{i,i+2} = \frac{1}{(t_{i+2} - t_i) (t_{i+2} - t_{i+1})}.$$ 

(all the other entries of $K$ are zeros) and the matrix $T(\alpha)$ is defined by

$$T(\alpha) := \int M(t) M(t)^T \mathbb{1}_{\{\alpha^T M(t) > 0\}} dt.$$

We use the initial value of $\alpha$ as $\alpha_i = (t_{i+2} - t_i)/4$ based on empirical evidence suggested by [16] and use (5.6) repeatedly until convergence. This algorithm was shown to have quadratic convergence in [13]. In the \textit{simplex} package, we implement the above algorithm in C.

**Remark 5.1 (Pre-binning).** The matrices involved in all these algorithms have entries depending on fractions such as $1/(t_{i+1} - t_i)$. Thus if there are ties in $\{t_i\}_{1 \leq i \leq n}$, then the matrix $K$ is incomputable. Moreover, if $t_{i+1} - t_i$ is very small, then the fractions can force the matrices involved to be ill-conditioned (for the purposes of numerical calculations). Thus to avoid ill-conditioning of these matrices, in practice one might have to pre-bin the data which leads to a diagonal matrix $Q$ with different diagonal entries. One common method of pre-binning the data is to take the means of all data points for which the $x_i$ are close. To be more precise, if we choose a tolerance of $\eta = 10^{-6}$ and suppose that $0 < t_2 - t_1 < t_3 - t_1 < \eta$, then we combine the data points $(t_1, y_1), (t_2, y_2), (t_3, y_3)$ by taking their mean and set $Q_{1,1} = 3$; the total number of data points is reduced to $n - 2$.

### 5.2. Algorithm for computing $\theta^{(k+1)}$

In this subsection we describe the algorithm to find the minimizer $\theta^{(k+1)}$ of $\mathcal{C}(m^{(k)}, \theta)$ over $\theta \in \Theta$. Recall that $\Theta$ is defined to be the “positive” half of the unit sphere, a $d - 1$ dimensional manifold in $\mathbb{R}^d$. Treating this problem as minimization over a manifold, one can apply a gradient descent algorithm by moving along a geodesic as done in a similar context in [47, Section 3.3]. But it is computationally expensive to move along a geodesic and so we follow the approach of [59] wherein we move along a retraction with the guarantee of descent. To explain the approach of [59], let us denote the objective function by $f(\theta)$, i.e., in our case $f(\theta) = \mathcal{C}(m^{(k)}, \theta)$. Let $\alpha \in \Theta$ be an initial guess for $\theta^{(k+1)}$ and define

$$g := \nabla f(\alpha) \in \mathbb{R}^d \quad \text{and} \quad A := g^\top - \alpha g^\top,$$

where $\nabla$ denotes the gradient operator. Next we choose the path $\tau \mapsto \theta(\tau)$, where

$$\theta(\tau) := \left( I + \frac{\tau}{2} A \right)^{-1} \left( I - \frac{\tau}{2} A \right) \alpha = \frac{1 + \frac{\tau^2}{4} |g|^2 - |\alpha|^2 + \tau \alpha^\top g}{1 - \frac{\tau^2 |\alpha|^2}{4} + \frac{\tau^2 |g|^2}{4}} \alpha - \frac{\tau}{1 - \frac{\tau^2 |\alpha|^2}{4} + \frac{\tau^2 |g|^2}{4}} g.$$
for $\tau$ in a small neighborhood of 0, and try to find a choice of $\tau$ such that $f(\theta(\tau))$ is as much smaller than $f(\alpha)$ as possible; see step 2 of Algorithm 1. It is easy to verify that

$$\frac{\partial f(\theta(\tau))}{\partial \tau} \bigg|_{\tau=0} \leq 0;$$

see Lemma 3 of [59]. This implies that $\tau \mapsto f(\theta(\tau))$ is a nonincreasing function in a neighborhood of 0. Recall that for every $\eta \in \Theta$, $\eta_1$ (the first coordinate of $\eta$) is nonnegative. For $\theta(\tau)$ to lie in $\Theta$, $\tau$ has to satisfy the following inequality

$$\tau^2/4[(\alpha^\top g)^2 - |g|^2] + \tau \left(\alpha^\top g - g_1/\alpha_1\right) + 1 \geq 0,$$

(5.7)

where $g_1$ and $\alpha_1$ represent the first coordinates of the vectors $g$ and $\alpha$, respectively. This implies that a valid choice of $\tau$ must lie between the zeros of the quadratic expression on the left hand side of (5.7), given by

$$2\frac{(\alpha^\top g - g_1/\alpha_1) \pm \sqrt{(\alpha^\top g - g_1/\alpha_1)^2 + |g|^2 - (\alpha^\top g)^2}}{|g|^2 - (\alpha^\top g)^2}.$$

Note that this interval always contains zero. Now we can perform a simple line search for $\tau \mapsto f(\theta(\tau))$, where $\tau$ is in the above mentioned interval, to find $\theta^{(k+1)}$. We implement this step in the R package simest.

6. Simulation Study

In this section we illustrate the finite sample performance of the two estimators proposed in this paper; see (2.4) and (2.2). We also compare their performance with other existing estimators, namely, the EFM estimator (the estimating function method; see [11]), the EDR estimator (effective dimension reduction; see [26]), and the estimator proposed in [33] with the tuning parameter chosen by generalized cross-validation (see [56] and [33]; we denote this method by SmoothGCV). For the convex constrained estimators, we use CvxLip to denote the LLSE, and CvxPen to denote the PLSE (to compute CvxPen we take $\lambda_n = 0.1 \times n^{-2/5}$).

6.1. Another convex constrained estimator

Alongside these existing estimators, we also numerically study another natural estimator under the convexity shape constraint — the convex LSE — denoted by CvxLSE below. This estimator is obtained by minimizing the sum of squared errors subject to the convexity constraint. Formally, the CvxLSE is defined as

$$(m^1_n, \theta^1_n) := \arg\min_{(m, \theta) \in C \times \Theta} Q_n(m, \theta).$$

(6.1)

The convexity constraint (i.e., $m \in C$) can be represented by the following set of $n-2$ linear constraints:

$$\frac{m_2 - m_1}{t_2 - t_1} \leq \frac{m_3 - m_2}{t_3 - t_2} \leq \cdots \leq \frac{m_n - m_{n-1}}{t_n - t_{n-1}},$$

where we use the notation of Section 5. Similar to the LLSE, this reduces the computation of $m$ (for a given $\theta$) to solving a quadratic program with linear inequalities; see Section 5.1.1. However, theoretically analyzing the performance of this estimator is difficult, because of various reasons; see Section 7 for a brief discussion.

In our simulation studies we observe that the performance of CvxLSE is very similar to that of CvxLip.

In what follows, we will use $(\hat{m}, \hat{\theta})$ to denote a generic estimator that will help us describe the quantities in the plots and tables; e.g., we use $||\hat{m} \circ \hat{\theta} - m_0 \circ \theta_0||_n = \left(\frac{1}{n} \sum_{i=1}^n (\hat{m}(\hat{\theta} \circ x_i) - m_0(\theta_0 \circ x_i))^2\right)^{1/2}$ to denote the in-sample root mean squared estimation error of $(\hat{m}, \hat{\theta})$, for all the estimators considered. From the simulation study it is easy to conclude that the proposed estimators have superior finite sample performance in all sampling scenarios considered.
6.2. Verifying the asymptotics

Theorems 4.1 and 4.2 show that (under homoscedastic error) both CvxLip and CvxPen are $\sqrt{n}$-consistent and asymptotically normal with the following covariance matrix:

$$
\Sigma_0 := \sigma^4 H_{\theta_0} P_{\theta_0, m_0} [\ell_{\theta_0, m_0}(Y, X)]^T \ell_{\theta_0, m_0}(Y, X)^{-1} H_{\theta_0}^T,
$$

where $\ell_{\theta_0, m_0}(y, x) = (y - m_0(\theta_0^T x)) m_0'(\theta_0^T x) H_{\theta_0}^T \{x - \mathbb{E}[X|\theta_0^T X = \theta_0^T x]\}$ and $\sigma^2 = \mathbb{E}(\epsilon^2)$. In this section, we give a simulation example that corroborates our theoretical results. We generate i.i.d. samples from the following model:

$$
Y = (\theta_0^T X)^2 + N(0, \sigma^2), \quad \text{where } X \sim \text{Uniform}[-1, 1]^3 \text{ and } \theta_0 = 1\sqrt{3}.
$$

(6.2)

In Figure 1, on the y-axis we have the empirical quantiles of $\sqrt{n}(\hat{\theta}_1 - \theta_{0,1})$ and on the x-axis we have the theoretical quantiles of the Gaussian distribution with mean 0 and variance $\Sigma_{0,1}^2$. For the model (6.2), we computed $\Sigma_{0,1}^2$ to be 0.22.

In Remark 4.4, we describe a simple plug-in procedure to create confidence sets for $\theta_0$; see (4.16). In Table 1, we present empirical coverages (from 800 replications) of 95% confidence intervals based on CvxLip and CvxPen as the sample size increases from 50 to 2000.

| n   |      | Coverage | Avg Length |      | Coverage | Avg Length |
|-----|------|----------|------------|------|----------|------------|
| 50  | CvxLip | 0.92     | 0.30       | CvxPen | 0.94     | 0.29       |
| 100 |      | 0.91     | 0.18       |      | 0.92     | 0.19       |
| 200 |      | 0.92     | 0.13       |      | 0.93     | 0.13       |
| 500 |      | 0.94     | 0.08       |      | 0.92     | 0.08       |
| 1000|      | 0.93     | 0.06       |      | 0.92     | 0.06       |
| 2000|      | 0.92     | 0.04       |      | 0.93     | 0.04       |

The estimated coverage probabilities and average lengths (obtained from 800 replicates) of nominal 95% confidence intervals for the first coordinate of $\theta_0$ for the model described in Section 6.2.
6.3. Increasing dimension

To illustrate the behavior/performance of the estimators as \(d\) grows, we consider the following single index model:

\[
Y = (\theta_0^\top X)^2 + N(0, 2^2), \quad \text{where } \theta_0 = (2, 1, 0_{d-2})^\top / \sqrt{5} \text{ and } X \sim \text{Uniform}\([-1, 1]^d] \text{ and } \theta_0 = 1_4/2. \quad (6.3)
\]

In each replication we observe \(n = 200\) i.i.d. samples from the model. It is easy to see that the performance of all the estimators worsen as the dimension increases from 10 to 100 and EDR has the worst overall performance; see Figure 2. However when \(d = 100\), the convex constrained estimators have significantly better performance. This simulation scenario is similar to the one considered in Example 3 of Section 3.2 in [11].

6.4. Choice of \(\lambda_n\) and \(L\)

In this subsection, we consider a simple simulation experiment to demonstrate that the finite sample performances of both the PLSE and LLSE are robust to the choice of tuning parameter. We generate an i.i.d. sample (of size \(n = 500\)) from the following model:

\[
Y = (\theta_0^\top X)^2 + N(0, .1^2), \quad \text{where } X \sim \text{Uniform}\([-1, 1]^d] \text{ and } \theta_0 = 1_4/2. \quad (6.3)
\]

Observe that for the above model, we have \(-2 \leq \theta^\top X \leq 2\) and \(L_0 := \sup_{t \in [-2, 2]} m_0(t) = 4\) as \(m_0(t) = t^2\).

To compare the performances of the proposed estimators as their tuning parameter change, we vary \(\lambda_n\) from
exp\(-7/2\times n^{-2/5}\) to \(n^{-2/5}\) and vary \(L\) from 3 (< \(L_0\)) to 10. Figure 3 shows box plots of \(\frac{1}{d}\sum_{i=1}^{d} |\tilde{\theta}_i - \theta_{0,i}|\) for both \(\text{CvxPen}\) and \(\text{CvxLip}\) as their respective tuning parameter varies. The plots clearly show that the performance of both the estimators are not significantly affected by the particular choice of the tuning parameter. The observed robustness in the behavior of the estimators can be attributed to the stability endowed by the convexity constraint.

7. Discussion

In this paper we have proposed and studied two estimators in a convex single index model, namely the LLSE and the PLSE. Both the estimators are optimal — the function estimates are minimax rate optimal and the estimates of the index parameter are semiparametrically efficient. We have also introduced another natural estimator in this model, namely the convex LSE (see (6.1)), and have investigated its performance in our simulation studies. However, a thorough study of the theoretical properties of the convex LSE is difficult, and an open research problem. The difficulty can be attributed to the lack of our understanding of the behavior of \(m_n^{\dagger}\) and its right-derivative near the “boundary” of the covariate domain. In single index models inconsistency of \(m_n^{\dagger}\) at the boundary affects the estimation of \(\theta_0\), as \(\theta_0\) and \(m_0\) are intertwined/bundled (as opposed to a partially linear model). Even in the simple univariate convex regression problem (without a Lipschitz constraint), consistency of the convex LSE in the \(L^2\)-norm (cf. Theorem 3.1) is unknown. Moreover, [17] shows that the right derivative of the univariate convex LSE is unbounded at the boundary.

Appendix A: Proof of Theorem 4.1

In this section we give a detailed discussion of Step 1–Step 5 in the proof of Theorem 4.1.

A.1. An approximately least favorable subprovided path [Step 1]

We now construct a path whose score for any \((\theta, m) \in \Theta \times \{g \in \mathcal{R} | J(g) < \infty\}\) is \(\mathcal{S}_{\theta, m}\). Before proceeding further, for notational convenience, let us define

\[\mathcal{R}^* := \{g \in \mathcal{R} | J(g) < \infty\}\]

Recall (4.3). For any \((\theta, m) \in \Theta \times \mathcal{R}^*\), let \(t \mapsto (\zeta_t(\theta, \eta), \xi_t(; \theta, \eta, m))\) denote a path in \(\Theta \times \mathcal{R}^*\) through \((\theta, m)\), i.e., \((\zeta_0(\theta, \eta), \xi_0(; \theta, \eta, m)) = (\theta, m)\). Recall that \((\theta, m)\) minimizes \(\mathcal{L}_n(m, \theta; \lambda_n)\). Hence, for every \(\eta \in S^{d-2}\),
the function $t \mapsto \mathcal{L}_n(\xi_t(: \hat{\theta}, \eta, \hat{m}), \zeta_t(\hat{\theta}, \eta); \hat{\lambda}_n)$ is minimized at $t = 0$. In particular, if the above function is differentiable in a neighborhood of $0$, then

$$\frac{\partial}{\partial t} \mathcal{L}_n(\xi_t(: \hat{\theta}, \eta, \hat{m}), \zeta_t(\hat{\theta}, \eta); \hat{\lambda}_n)_{t=0} = 0. \tag{A.1}$$

Moreover if $(\zeta_t(\hat{\theta}, \eta), \xi_t(: \hat{\theta}, \eta, \hat{m}))$ satisfies

$$\frac{\partial}{\partial t} (y - \xi_t(\zeta_t(\hat{\theta}, \eta) x; \hat{\theta}, \eta, \hat{m})) = \eta^\top \mathcal{S}_{\hat{\theta}, \hat{m}}(x, y),$$

then we obtain (4.20) as $\hat{\theta}$.

Observe that $\hat{\theta}$ is a consistent estimator of $\theta_0$ and we can construct the function $t \mapsto \mathcal{L}_n(\xi_t(: \hat{\theta}, \eta, \hat{m}), \zeta_t(\hat{\theta}, \eta); \hat{\lambda}_n)$, a path through $(\hat{\theta}, \hat{m})$. As we know that $\hat{\theta}$ and $\hat{m}$ are consistent estimators of $\theta_0$ and $m_0$, it suffices to construct a similar path through any $(\theta, m) \in \{\Theta \cap B_{\theta_0}(r)\} \times \mathbb{R}^*$ that satisfies the above requirements ($r$ as defined in (A.5)). For any set $A \subset \mathbb{R}$ and any $\nu > 0$, let us define $A^\nu := \cup_{\nu \in A} B_{\nu}(\nu)$ and let $\partial A$ denote the boundary of $A$. Fix $\nu > 0$. By assumption (A.5), for every $\theta \in \Theta \cap B_{\theta_0}(r)$, $\eta \in \mathbb{R}^{d-2}$, and $t \in \mathbb{R}$ sufficiently close to zero, there exists a strictly increasing function $\phi_{\theta, \eta, t} : D^\nu \to \mathbb{R}$ with

$$\phi_{\theta, \eta, t}(u) = u, \quad u \in D_{\theta},$$

$$\phi_{\theta, \eta, t}(u + (\theta - \zeta_t(\theta, \eta))^\top k(u)) = u, \quad u \in \partial D,$$  \tag{A.3}

where $\zeta_t(\theta, \eta)$ and $k(u)$ are defined in (4.3) and (4.18), respectively. Furthermore, we can ensure that $u \in D \mapsto \phi_{\theta, \eta, t}(u)$ is infinitely differentiable and that $\frac{\partial}{\partial t} \phi_{\theta, \eta, t}(u)_{t=0}$ exists. Note that $\phi_{\theta, \eta, t}(D) = D$. Moreover, $u \mapsto \phi_{\theta, \eta, t}(u)$ cannot be the identity function for $t \neq 0$ if $(\theta - \zeta_t(\theta, \eta))^\top k(u) \neq 0$ for some $u \in \partial D$. Let us now define

$$\nabla_t(u; \theta, \eta, m) := m^\top \phi_{\theta, \eta, t}(u + (\theta - \zeta_t(\theta, \eta))^\top k(u)).$$

Observe that $t \mapsto \nabla_t(u; \theta, \eta, m)$ is a path through $m$. Thus we can integrate $\nabla_t(u; \theta, \eta, m)$ to construct a path through $m$. Let us define

$$\xi_t(u; \theta, \eta, m) := \int_{s_0}^{u} \eta_t(y; \theta, \eta, m)dy + (\xi_t(\theta, \eta) - \theta)^\top \left[(m_0(s_0) - m'(s_0)k(s_0) - m_0'(s_0)h_{\theta_0}(s_0)) + m(4.4)\right]$$

where $h_{\theta_0}$ is defined in (4.1), $k$ is defined in (4.18), and $s_0 \in \bigcap_{\theta \in B_{\theta_0}(r)} D_\theta$ where $r$ satisfies assumption (A.5). The function $\phi_{\theta, \eta, t}$ helps us control the partial derivative in the second equation of (A.2). In the following theorem, proved in Appendix II.1, we show that $(\zeta_t(\theta, \eta), \xi_t(: \theta, \eta, \hat{m}))$ is a path through $(\hat{\theta}, \hat{m})$ and satisfies (A.1) and (A.2). Here $\eta \in \mathbb{R}^{d-2}$ is the “direction” for $\zeta_t(\theta, \eta)$ and $(\eta, k(u))$ defines the “direction” for the path $\xi_t(\theta, \eta, m)$.

**Theorem A.1 (Step 1).** Under the assumptions of Theorem 4.1, $(\zeta_t(\hat{\theta}, \eta), \xi_t(: \hat{\theta}, \eta, \hat{m}))$ is a valid parametric submodel, i.e., $(\zeta_t(\hat{\theta}, \eta), \xi_t(: \theta, \eta, m)) \in \Theta \times \mathbb{R}^*$ for all $t$ in some neighborhood of $0$. Moreover, $(\zeta_t(\hat{\theta}, \eta), \xi_t(: \theta, \eta, m))$ satisfies (A.2), $t \mapsto \mathcal{L}_n(\xi_t(: \hat{\theta}, \eta, m), \zeta_t(\hat{\theta}, \eta); \hat{\lambda}_n)$ is differentiable at $0$, $\mathcal{S}_{\hat{\theta}, \hat{m}}$ satisfies (4.20), there exists $M^* < \infty$ which satisfies (4.19), and $\mathcal{S}_{\theta_0, m_0} = \ell_{\theta_0, m_0}$.

**A.2. A well-behaved approximation [Step 2]**

We observe that $\mathcal{S}_{\theta, m}$ (the score for the approximately least favorable subprovided path) does not satisfy the conditions required by [52]. In this section we introduce $\psi_{\theta, m}$, a well behaved “approximation” of $\mathcal{S}_{\theta, m}$. Note that $\psi_{\theta, m}$ is not a score of (4.4) for any particular path. However, $\psi_{\theta, m}$ is well-behaved in the sense that: (1) $\psi_{\theta, m}$ belongs to a Donsker class of functions (see (4.23)), (2) $\psi_{\theta_0, m_0} = \ell_{\theta_0, m_0} = \mathcal{S}_{\theta_0, m_0}$, and (3) $\psi_{\theta, m}$ converges to $\psi_{\theta_0, m_0}$ in the $L_2(P_{\theta_0, m_0})$ norm; see Lemma H.1. The following theorem proves that $\mathcal{S}_{\theta, m}$ and $\psi_{\theta, m}$ are “approximately” the same.
Theorem A.2 (Step 2). Under the assumptions of Theorem 4.1, we have
\[ \sqrt{n}P_n(\theta - \hat{\theta}) = o_p(1). \] (A.5)

We break the proof of this theorem into a number of lemmas proved in Appendix H. In the following lemma, proved in Appendix H.2, we find an upper bound for the left hand side of (A.5).

Lemma A.1. Under model (1.1), we have
\[ |\sqrt{n}P_n(\theta - \hat{\theta})| \leq |G_n[(m_0 \circ \theta_0 - m \circ \theta_0)U_{\hat{\theta},n}]| + |G_n[(m \circ \theta_0 - m \circ \hat{\theta})U_{\hat{\theta},n}]| + \sqrt{n}|P_{\theta_0,m_0}[(m \circ \theta_0 - m \circ \theta)U_{\hat{\theta},n}]| + \sqrt{n}|P_{\theta_0,m_0}[(m_0 \circ \theta_0 - m \circ \theta_0)U_{\hat{\theta},n}]|. \] (A.6)
where \( U_{\theta,m} : \mathcal{X} \to \mathbb{R}^{d-1} \) is defined as
\[ U_{\theta,m}(x) := H_{\theta} \left[ \int_0^{\theta^T x} [m^*(u) - m_0^*(u)]k'(u)du + (m_0^*(\theta^T x) - m^*(\theta^T x))k(\theta^T x) \right]. \] (A.7)

Note that the proof of Theorem A.2 will be complete if we show that each of the terms on the right hand side of (A.6) converges to 0 in probability. We begin with some definitions. Let \( a_n \) be a sequence of real numbers such that \( a_n \to \infty \) as \( n \to \infty \) and \( a_n \| m - m_0 \|^2_{\mathcal{H}_0} = o_p(1) \). Note that we can always find such a sequence \( a_n \), as by Theorem 3.6 we have \( \| m - m_0 \|^2_{\mathcal{H}_0} = o_p(1) \). For all \( n \in \mathbb{N} \), define\(^5\)
\[ C_{M_1,M_2,M_3}^m := \left\{ m \in \mathcal{R} : \| m \|_{\infty} \leq M_1, \| m^* \|_{\infty} \leq M_2, \text{ and } J(m) \leq M_3 \right\}, \]
\[ C_{M_1,M_2,M_3}(n) := \left\{ m \in C_{M_1,M_2,M_3}^m : a_n \| m - m_0 \|^2_{\mathcal{H}_0} \leq 1 \right\}, \]
\[ C_{M_1,M_2,M_3}^* := \left\{ (\theta, m) : \theta \in \Theta \cap B_{\theta_0}(1/2) \text{ and } m \in C_{M_1,M_2,M_3}^m \right\}, \]
\[ C_{\theta}^m(n) := \left\{ \theta \in \Theta \cap B_{\theta_0}(1/2) : \hat{\lambda}_n^{-1/2}\| \theta - \theta_0 \| \leq 1 \right\}, \]
\[ C_{M_1,M_2,M_3}(n) := \left\{ (\theta, m) : \theta \in C_{\theta}^m(n) \text{ and } m \in C_{M_1,M_2,M_3}^m \right\}, \]
\[ W_{M_1,M_2,M_3} := \left\{ U_{\theta,m}(\theta, m) \in C_{M_1,M_2,M_3} \right\}, \]
\[ W_{M_1,M_2,M_3}(n) := \left\{ U_{\theta,m}(\theta, m) \in C_{M_1,M_2,M_3}(n) \right\}. \]

As a first step in proving that each term on the right hand side of (A.6) converges to 0, we analyze the classes of functions \( W_{M_1,M_2,M_3}(n) \) and \( W_{M_1,M_2,M_3}^* \). In the following lemma, proved in Appendix H.3, we find the bracketing numbers and envelope functions for the classes. The result will be used in some of the remaining proofs.

Lemma A.2. Fix \( M_1, M_2, M_3, \text{ and } \delta > 0 \), then \( W_{M_1,M_2,M_3}(n) \) is a Donsker class and
\[ \sup_{(\theta, m) \in C_{M_1,M_2,M_3}(n)} \| U_{\theta,m} \|_{2,\infty} \leq W_{M_1,M_2,M_3}(n) := M^* \sqrt{d - 1} \left( 2(M_3 + M_2)T \hat{\lambda}_n^{1/4} + (T + 1) \frac{1}{a_n} \right). \] (A.9)
where \( M^* \) is defined in (4.19) and \( \| \cdot \|_{2,\infty} \) is defined in Section 2.1. Moreover, for some \( c \) depending only on \( d, M_1, M_2, \text{ and } M_3 \), we have the following upper bound on the bracketing entropy of \( W_{M_1,M_2,M_3}(n) \):
\[ N_{1}(\epsilon, W_{M_1,M_2,M_3}(n), \| \cdot \|_{2,p_0,m_0}) \leq N_{1}(\epsilon, W_{M_1,M_2,M_3}^*, \| \cdot \|_{2,p_0,m_0}) \leq c \exp(c/\epsilon) \epsilon^{-4d}; \]
see Section 2.1.1 of [54] for a definition of \( N_{1}(\cdot, \cdot, \cdot) \).

The study of limiting behaviors of the first three terms on the right hand side of (A.6) are similar. For every fixed \( M_1, M_2, \text{ and } M_3 \), the first term in the right hand side of (A.6) can be bounded above as
\[ \mathbb{P} \left( |G_n[(m_0 \circ \theta_0 - m \circ \theta_0)U_{\hat{\theta},n}]| > \delta \right) \leq \mathbb{P} \left( |G_n[(m_0 \circ \theta_0 - m \circ \theta_0)U_{\hat{\theta},n}]| > \delta, (\hat{\theta}, \hat{m}) \in C_{M_1,M_2,M_3}(n) \right) + \mathbb{P} \left( (\hat{\theta}, \hat{m}) \notin C_{M_1,M_2,M_3}(n) \right) \leq \mathbb{P} \left( \sup_{(\theta, m) \in C_{M_1,M_2,M_3}(n)} |G_n[(m_0 \circ \theta_0 - m \circ \theta_0)U_{\hat{\theta},n}]| > \delta \right) + \mathbb{P} \left( (\hat{\theta}, \hat{m}) \notin C_{M_1,M_2,M_3}(n) \right). \]

\(^5\)The notations with * denote the classes that do not depend on \( n \) while the ones with \( n \) denote shrinking neighborhoods around the truth.
By Theorem 3.6 we have that \( \hat{\theta} \) and \( \hat{m} \) are consistent for \( \theta_0 \) and \( m_0 \) in the Euclidean and Sobolev norms, respectively and \( \|\hat{m}\|_\infty \) is \( O_p(1) \). Furthermore by Theorem 3.5, we have that both \( \|\hat{m}\|_\infty \) and \( J(\hat{m}) \) are \( O_p(1) \) and by Theorem 3.7 we have \( \lambda_n^{-1/2}[\hat{\theta} - \theta_0] = o_p(1) \). Thus, it is easy to see that, for any \( \varepsilon > 0 \), there exists \( M_1, M_2 \), and \( M_3 \), (depending on \( \varepsilon \)) such that

\[
P\left( (\hat{\theta}, \hat{m}) \notin C_{M_1, M_2, M_3}(n) \right) \leq \varepsilon,
\]

for all sufficiently large \( n \). Hence, it is enough to show that for the above choice of \( M_1, M_2, \) and \( M_3 \) we have

\[
P\left( \sup_{(\theta, m) \in C_{M_1, M_2, M_3}(n)} |G_n([m_0 \circ \theta_0 - m \circ \theta_0]U_{\theta, m})| > \delta \right) \leq \varepsilon
\]

for sufficiently large \( n \). We show this in the following lemma (proved in Appendix H.4).

**Lemma A.3.** Fix \( M_1, M_2, M_3, \) and \( \delta > 0 \). For \( n \in \mathbb{N} \), let us define

\[
D_{M_1, M_2, M_3}(\cdot) := \{ [m_0 \circ \theta_0 - m \circ \theta_0]U_{\theta, m} : (\theta, m) \in C_{M_1, M_2, M_3}(\cdot) \},
\]

\[
D_{M_1, M_2, M_3}(n) := \{ [m_0 \circ \theta_0 - m \circ \theta_0]U_{\theta, m} : (\theta, m) \in C_{M_1, M_2, M_3}(n) \}.
\]

Then \( D_{M_1, M_2, M_3}(n) \) is a Donkers class and

\[
\sup_{f \in D_{M_1, M_2, M_3}(n)} \|f\|_{2, \infty} \leq D_{M_1, M_2, M_3}(n) := 2M_1W_{M_1, M_2, M_3}(n). \tag{A.10}
\]

Moreover, \( J_1(\delta, D_{M_1, M_2, M_3}(n), \| \cdot \|_{2, \rho_{\theta_0, \theta_0}}) \leq \delta^{1/2} \), where for any class of functions \( \mathcal{F} \), \( J_1 \) (the entropy integral) is defined as

\[
J_1(\delta, \mathcal{F}, \| \cdot \|_{2, \rho_{\theta_0, \theta_0}}) = \int_0^\delta \sqrt{\log N_1(t, \mathcal{F}, \| \cdot \|_{2, \rho_{\theta_0, \theta_0}})} \, dt,
\]

e.g., see [53]. Hence, we have \( P(\sup_{f \in D_{M_1, M_2, M_3}(n)} |G_n(f)| > \delta) \to 0 \) as \( n \to \infty \).

The following two lemmas, proved in Appendices H.5 and H.6, complete the proof of Theorem A.2 and show that the last four terms on right side of (A.6) converge to zero in probability.

**Lemma A.4.** Fix \( M_1, M_2, M_3, \) and \( \delta > 0 \). For \( n \in \mathbb{N} \), let us define

\[
\mathcal{A}_{M_1, M_2, M_3}(\cdot) := \{ [m \circ \theta_0 - m \circ \theta_0]U_{\theta, m} : (\theta, m) \in C_{M_1, M_2, M_3}(\cdot) \},
\]

\[
\mathcal{A}_{M_1, M_2, M_3}(n) := \{ [m \circ \theta_0 - m \circ \theta_0]U_{\theta, m} : (\theta, m) \in C_{M_1, M_2, M_3}(n) \}.
\]

Then \( \mathcal{A}_{M_1, M_2, M_3}(n) \) is a Donkers class and \( \sup_{f \in \mathcal{A}_{M_1, M_2, M_3}(n)} \|f\|_{2, \infty} \leq D_{M_1, M_2, M_3}(n) \). Moreover, \( J_1(\delta, \mathcal{A}_{M_1, M_2, M_3}(n), \| \cdot \|_{2, \rho_{\theta_0, \theta_0}}) \leq \delta^{1/2} \), and, as \( n \to \infty \), we have

\[
P\left( \sup_{(\theta, m) \in \mathcal{A}_{M_1, M_2, M_3}(n)} |G_n([\hat{m} \circ \theta_0 - \hat{m} \circ \theta_0]U_{\hat{\theta}, \hat{m}})| > \delta \right) \to 0.
\]

**Lemma A.5.** If assumptions (A0)–(A4), (B1)–(B3), and (P1)–(P2) hold, then

\[
|\sqrt{n}P_{\theta_0, m_0}[m_0 \circ \theta_0 - m \circ \theta_0]U_{\hat{\theta}, \hat{m}}| = o_p(1),
\]

\[
\sqrt{n}P_{\theta_0, m_0}[m_0 \circ \theta_0 - m \circ \theta_0]U_{\hat{\theta}, \hat{m}}| = o_p(1),
\]

\[
|\sqrt{n}P_{\theta_0, m_0}[m_0 \circ \theta_0 - m \circ \theta_0]U_{\hat{\theta}, \hat{m}}| = o_p(1).
\]

Now that we have shown \( (\hat{\theta}, \hat{m}) \) is an approximate zero of \( (\theta, m) \mapsto P_{\theta_0, m_0} \) and \( \psi_{\theta_0, m_0} = \ell_{\theta_0, m_0} \), asymptotic normality and efficiency of \( \hat{\theta} \) follows from the theory developed in Section 6.6 of [52]. In the next theorem (proved in Appendix H.7), we prove that \( \psi_{\hat{\theta}, \hat{m}} \) satisfies the “no-bias” condition; see (6.6) of [52] and Section 3 of [41].

**Theorem A.3 (Step 3).** Under assumptions (A0)–(A4) and (B2),

\[
\sqrt{n}P_{\theta_0, m_0} \psi_{\hat{\theta}, \hat{m}} = o_p(1),
\]
The following theorem (proved in Appendix H.9) completes the proof of Theorem 4.1.

**Theorem A.4 (Step 4).** Under assumptions (A0)-(A4) and (B2), we have

$$\mathbb{G}_n(\psi_{\hat{\theta},m} - \psi_{\theta,m_0}) = o_p(1).$$  \hspace{1cm} (A.12)

The proof of the above theorem is similar to that of Theorem A.2. We first find an upper bound for the left side of (A.12) and then show that each of the terms converge to zero; see Lemmas H.2 and H.3 in Appendix H.9.

Appendix B: Proof of Theorem 4.2

The following theorem (proved in Appendix I.1) shows that submodel defined in (A.4) is an approximately shrinking neighborhoods around the truth.

**Theorem B.1 (Step 1).** Under assumptions of Theorem 4.2, $\langle \zeta_t(\hat{\theta}, \eta), \zeta_t(\hat{\theta}, \eta, \hat{m}) \rangle$ is a valid parametric submodel, i.e., $\langle \zeta_t(\hat{\theta}, \eta), \zeta_t(\hat{\theta}, \eta, \hat{m}) \rangle \in \Theta \times \mathcal{M}_L$ for all $t$ in some neighborhood of 0 and $\mathbb{S}_{\theta,m_0} = \mathbb{S}_{\theta,m_0}$; see (4.17) for definition of $\mathbb{S}_{\theta,m_0}$. Moreover, we have that $t \mapsto Q_n(\zeta_t(\cdot; \hat{\theta}, \eta, \hat{m}), \zeta_t(\hat{\theta}, \eta))$ is differentiable at $\theta$,

$$\frac{\partial}{\partial \theta} \left( y - \zeta_t(\zeta_t(\hat{\theta}, \eta)^\top x; \hat{\theta}, \hat{\eta}, \hat{m}) \right|_{t=0} = \eta^\top \mathbb{S}_{\theta,m}(x, y),$$

and

$$\frac{\partial}{\partial \theta} Q_n(\zeta_t(\cdot; \hat{\theta}, \eta, \hat{m}), \zeta_t(\hat{\theta}, \eta)) \big|_{t=0} = \eta^\top \mathbb{P}_n \mathbb{S}_{\theta,m} = 0.$$

B.1. A well-behaved approximation [Step 2]

As in Appendix A.2, the following theorem (proved in a series of results) shows that $\mathbb{S}_{\theta,m}$ is empirically well-approximated by $\psi_{\hat{\theta},m}$ (defined in (4.12)).

**Theorem B.2 (Step 2).** Under assumptions of Theorem 4.2, we have

$$\sqrt{n} \mathbb{P}_n(\mathbb{S}_{\theta,m} - \psi_{\hat{\theta},m}) = o_p(1).$$

The proof of Theorem B.2 is very similar to the proof of Theorem A.2. As the definitions of $\mathbb{S}_{\theta,m}$ and $\psi_{\hat{\theta},m}$ have not changed, Lemma A.1 clearly holds with $(\theta, \hat{m})$ instead of $(\theta, \hat{m})$. Note that the proof of Theorem A.2 will be complete if we show that each of the terms on the right hand side of (A.6) converges to 0 in probability. We begin with some definitions. Let $b_n$ be a sequence of real numbers such that $b_n \to \infty$ as $n \to \infty$, $b_n = o(n^{1/2})$, and $b_n \|\hat{m} - m_0\|_{D_0} = o_p(1)$. Note that we can always find such a sequence $b_n$, as by Theorem 3.2 we have $\|\hat{m} - m_0\|_{D_0} = o_p(1)$. For all $n \in \mathbb{N}$, define

$$C^{\max}_{\mathcal{M}_1} := \left\{ m \in \mathcal{M}_L : \|m\|_{\infty} \leq M_1 \right\},$$

$$C^{\max}_m(n) := \left\{ m \in C^{\max}_{\mathcal{M}_1} : n^{1/3} \int_{D_0} \left( m'(t) - m'_0(t) \right)^2 dt \leq 1, b_n \|m - m_0\|_{D_0} \leq 1 \right\},$$

$$C^\mathcal{M}_1 := \left\{ (\theta, m) : \theta \in \Theta \cap B_{\theta_0}(1/2) \text{ and } m \in C^{\max}_{\mathcal{M}_1} \right\},$$

$$C^\theta(n) := \left\{ \theta \in \Theta \cap B_{\theta_0}(1/2) : n^{1/10} |\theta - \theta_0| \leq 1 \right\},$$

$$C_{\mathcal{M}_1}(n) := \left\{ (\theta, m) : \theta \in C^\theta(n) \text{ and } m \in C^{\max}_m(n) \right\},$$

$$\mathcal{W}_{\mathcal{M}_1} := \left\{ U_{\theta,m} : (\theta, m) \in C^\mathcal{M}_1 \right\},$$

$$\mathcal{W}_{\mathcal{M}_1}(n) := \left\{ U_{\theta,m} : (\theta, m) \in C_{\mathcal{M}_1}(n) \right\}.$$

As in (A.8), the notations with * denote the classes that do not depend on $n$ while the ones with $n$ denote shrinking neighborhoods around the truth.
where $U_{\theta,m}(\cdot)$ is defined in (A.7). As a first step in proving that each term on the right hand side of (A.6) converges to 0, we study the properties of the classes of functions $W_{M_1}(n)$ and $W_{M_1}^\ast$. In the following lemma, proved in Appendix I.2, we find the bracketing numbers and envelope functions for these two classes of functions. This will be used to prove the results that follow.

**Lemma B.1.** Fix $M_1$ and $\delta > 0$. Then $W_{M_1}(n)$ is a Donsker class and there exists a $V^* < \infty$ such that

$$N_1(\varepsilon, W_{M_1}(n), \| \cdot \|_{2, p_{\theta_0,m_0}}) \leq N_1(\varepsilon, W_{M_1}^\ast, \| \cdot \|_{2, p_{\theta_0,m_0}}) \leq c \exp(\varepsilon/\varepsilon)(B.1)$$

and

$$\sup_{f \in W_{M_1}(n)} \| f \|_{2, p_{\theta_0,m_0}} \leq K_2^2 n^{-1/5}, \quad (B.2)$$

where $K_2^2 = 2\|k\|_\infty^2 + L^2\|k\|_\infty T^2$ and $k(\cdot)$ is defined in (4.18).

The study of limiting behaviors of the first three terms on the right hand side of (A.6) (with $(\hat{\theta}, \hat{m})$ replaced by $(\hat{\theta}, \hat{m})$) are similar. For every fixed $M_1 > 0$ the first term in the right hand side of (A.6) can be bounded from above as

$$P \left( (\theta, m) \in C_{M_1}(n) \right) \leq P \left( \sup_{(\theta, m) \in C_{M_1}(n)} | G_n([m_0 \circ \theta_0 - m \circ \theta_0] U_{\theta, m}) | > \delta \right) + P((\hat{\theta}, \hat{m}) \not\in C_{M_1}(n)), \quad (B.3)$$

where $U_{\theta, m} : \mathbb{R}^{d-1} \rightarrow \mathbb{R}^d$ is defined in (A.7). By Theorem 3.2 we have that $\hat{\theta}$ and $\hat{m}$ are consistent in the Euclidean and supremum norms, respectively. Furthermore, by Theorems 3.3 and 3.4, we have that $n^{1/10} \delta - 0 = o_p(1)$ and $n^{1/5} \int_{D_M} |n'(t) - m'_0(t)|^2 dt = o_p(1)$, respectively. Thus, it is easy to see that, for any $\varepsilon > 0$, there exists $M_1$ (depending on $\varepsilon$) such that

$$P((\hat{\theta}, \hat{m}) \not\in C_{M_1}(n)) < \varepsilon, \quad \text{for all sufficiently large } n.$$

Hence, it is enough to show that for the above choice of $M_1 > 0$ we have the first term on the right hand side of (B.3) is smaller than $\varepsilon$ for sufficiently large $n$. We prove this in Lemma B.2.

**Lemma B.2.** Fix $M_1$ and $\delta > 0$. For $n \in \mathbb{N}$, let us define

$$D_{M_1}^\ast := \{ [m_0 \circ \theta_0 - m \circ \theta_0] U_{\theta, m} : (\theta, m) \in C_{M_1} \},$$

$$D_{M_1}(n) := \{ [m_0 \circ \theta_0 - m \circ \theta_0] U_{\theta, m} : (\theta, m) \in C_{M_1}(n) \}.$$

Then $D_{M_1}(n)$ is a Donsker class such that

$$\sup_{f \in D_{M_1}(n)} \| f \|_{2, p_{\theta_0,m_0}} \leq D_{M_1} n^{-1/5}, $$

where $D_{M_1} := 2M_1 K_L$. Moreover $J_1(\delta, D_{M_1}(n), \| \cdot \|_{2, p_{\theta_0,m_0}}) \leq \delta^{1/2}$ and

$$P \left( \sup_{f \in D_{M_1}(n)} | G_n f | > \delta \right) \rightarrow 0, \quad n \rightarrow \infty.$$

The following two lemmas, proved in the Appendices I.5 and I.6, complete the proof of Theorem B.2.

**Lemma B.3.** Fix $M_1$ and $\delta > 0$. For $n \in \mathbb{N}$, let us define

$$A_{M_1}(n) := \{ [m \circ \theta_0 - m \circ \theta] U_{\theta_0,m} : (\theta, m) \in C_{M_1}(n) \},$$

$$A_{M_1}^\ast := \{ [m \circ \theta_0 - m \circ \theta] U_{\theta_0,m} : (\theta, m) \in C_{M_1}^\ast \}.$$

Then $A_{M_1}(n)$ is Donsker class and $D_{M_1} n^{-1/10}$ is an envelope function with respect to the $\| \cdot \|_{2, p_{\theta_0,m_0}}$. Moreover, $J_1(\delta, A_{M_1}(n), \| \cdot \|_{2, p_{\theta_0,m_0}}) \leq \delta^{1/2}$ and, as $n \rightarrow \infty$, we have

$$P \left( | G_n ((\hat{m} \circ \theta_0 - \hat{m} \circ \theta) U_{\theta, m}) | > \delta \right) \rightarrow 0.$$
Lemma B.4. If \((A0)-(A4), (B1)-(B3),\) and \((L1)\) hold, then

\[
\sqrt{n}\left|P_{\theta_0,m_0}\left[(m_0 \circ \theta_0 - \hat{m} \circ \theta)U_{\hat{\theta},\hat{m}}\right]\right| = o_p(1),
\]

\[
\sqrt{n}\left|P_{\theta_0,m_0}\left[(\hat{m} \circ \theta_0 - \hat{\theta})U_{\hat{\theta},\hat{m}}\right]\right| = o_p(1).
\] (B.4)

Now that we have shown \((\hat{\theta}, \hat{m})\) is an approximate zero of \(P_{n}\psi_{\theta,m}\) and \(\psi_{\theta_0,m_0} = \ell_{\theta_0,m_0}\), asymptotic normality and efficiency of \(\hat{\theta}\) now follows from the theory developed in Section 6.6 of [52]. In the next theorem, we prove that \(\psi_{\hat{\theta},\hat{m}}\) satisfies the “no-bias” (see equation 6.6 of [52]) condition.

Theorem B.3 (Step 3). Under assumptions of Theorem 4.2, \(\sqrt{n}P_{\theta_0,m_0}\psi_{\hat{\theta},\hat{m}} = o_p(1)\).

In Lemma 1.2, stated and proved in Appendix I.8, we prove that \(\psi_{\hat{\theta},\hat{m}}\) is a consistent estimator of \(\psi_{\theta_0,m_0}\) under \(L^2(P_{\theta_0,m_0})\) norm. The following theorem (proved in Appendix I.9) completes the proof of Theorem 4.2.

Theorem B.4 (Step 4). Under \((A0)-(A4)\) and \((B2)\), we have

\[
G_n(\psi_{\hat{\theta},\hat{m}} - \psi_{\theta_0,m_0}) = o_p(1).
\] (B.5)

The proof of the above theorem is similar to that of Theorem B.2. We first find an upper bound for the left side of \((B.5)\) and then show that each of the terms converge to zero; see Lemmas 1.3 and 1.4 in Appendix I.9.

Appendix C: Additional Simulation Studies

C.1. A simple model

![Fig 4. Function estimates for the model \(Y = (\theta_0^T X)^2 + N(0,1)\), where \(\theta_0 = 1_5/\sqrt{5}\) and \(X \sim \text{Uniform}[-1,1]^5\), and \(n = 100\).](image)

In this section we give a simple illustrative (finite sample) example. We observe 100 i.i.d. observations from the following homoscedastic model:

\[
Y = (\theta_0^T X)^2 + N(0,1), \quad \text{where } \theta_0 = 1_5/\sqrt{5} \text{ and } X \sim \text{Uniform}[-1,1]^5.
\] (C.1)

In Figure 4, we have a scatter plot of \(\{(\theta_0^T x_i, y_i)\}_{1 \leq i \leq 100}\) overlaid with prediction curves \(\{(\hat{\theta}_i^T x_i, \hat{m}(\hat{\theta}_i^T x_i))\}_{1 \leq i \leq 100}\) for the proposed estimators obtained from one sample from \((C.1)\). Table 2 displays all the corresponding estimates of \(\theta_0\) obtained from the same data set. To compute the function estimates for EFM and EDR approaches we used cross-validated smoothing splines to estimate the link function using their estimates of \(\theta_0\).
Table 2

| Method          | θ₁   | θ₂   | θ₃   | θ₄   | θ₅   | Theta Error | Func Error | Est Error |
|-----------------|------|------|------|------|------|-------------|------------|-----------|
| Truth           | 0.45 | 0.45 | 0.45 | 0.45 | 0.45 | —           | —          | —         |
| SmoothGCV       | 0.38 | 0.49 | 0.41 | 0.50 | 0.45 | 0.21        | 0.10       | 0.10      |
| CvxPen          | 0.36 | 0.50 | 0.42 | 0.47 | 0.47 | 0.21        | 0.12       | 0.13      |
| CvxLip          | 0.35 | 0.50 | 0.43 | 0.48 | 0.46 | 0.21        | 0.13       | 0.15      |
| CvxLSE          | 0.36 | 0.50 | 0.43 | 0.45 | 0.48 | 0.20        | 0.18       | 0.15      |
| EFM             | 0.35 | 0.49 | 0.41 | 0.49 | 0.47 | 0.24        | 0.10       | 0.11      |
| EDR             | 0.30 | 0.48 | 0.46 | 0.43 | 0.53 | 0.29        | 0.12       | 0.15      |

C.2. Piecewise linear function and dependent covariates

To understand the performance of the estimators when the truth is convex but not smooth, we consider the following model:

\[ Y = \| \theta_0^\top X \| + N(0, 1^2), \]  

(C.2)

where \( X \in \mathbb{R}^6 \) is generated according to the following law: \( X_1 \sim \text{Uniform}[-1, 1], X_2 \sim \text{Uniform}[-1, 1], X_3 := 0.2X_1 + 0.2(X_2 + 2)^2 + 0.2Z_1, X_4 := 0.1 + 0.1(X_1 + X_2) + 0.3(X_1 + 1.5)^2 + 0.2Z_2, X_5 \sim \text{Ber}() \), and \( X_6 \sim \text{Ber}(\{1 + \text{exp}(X_1)\}/\{1 + \text{exp}(X_1)\}) \). Here \((Z_1, Z_2) \sim \text{Uniform}[-1, 1]^2 \) is independent of \((X_1, X_2)\) and \( \theta_0 \) is \((1.3, -1.3, 1, -0.5, -0.5, -0.5)/\sqrt{5.13} \). The distribution of the covariates is similar to the one considered in Section V.2 of [38]. The performances of the estimators is summarized in Figure 5. Observe that as the truth is not smooth, the convex constrained least squares estimators (CvxLip and CvxLSE) have slightly improved performance compared to the (roughness) penalized least squares estimators (CvxPen and SmoothGCV). Also observe that both EFM and EDR fail to estimate the true parameter \( \theta_0 \).

Appendix D: Real data analysis

In this following we analyze two real datasets and apply the developed methodology for prediction and estimation.

D.1. Boston housing data

The Boston housing dataset was collected by [23] to study the effect of different covariates on the real estate price in the greater Boston area. The dependent variable \( Y \) is the median value of owner occupied homes in
each of the 506 census tracts in Boston standard metropolitan statistical areas. [23] observed 13 covariates and fit a linear model after taking log transformation for 3 covariates and power transformations for three other covariates; also see [58] for a discussion of this dataset.

Breiman and Friedman [5] did further analysis to deal with multi-collinearity of the covariates and selected four variables using a penalized stepwise method. The chosen covariates were: average number of rooms per dwelling (RM), full-value property-tax rate per 10,000 USD (TAX), pupil-teacher ratio by town school district (PT), and proportion of population that is of “lower status” in percentage points (LS). As in [57] and [61], we take logarithms of LS and TAX to reduce sparse areas in the dataset. Furthermore, we have scaled and centered each of the covariates to have mean 0 and variance 1 for the “law of diminishing returns” should apply to the median home prices in this dataset. This motivates us to fit a convex single index model to the Boston housing dataset. Moreover, the convexity constraint adds interpretability to the estimators of both \( \theta \) and \( m_0 \). We summarize our results in Table 3. In Figure 6, we plot the scatter plot of \( \{ (\hat{\theta}^\top x_i, y_i) \}_{i=1}^{506} \) (recall that \( \hat{\theta} \) denotes the \( \text{CvxPen} \)) overlaid with the plot of \( \hat{m}(\hat{\theta}^\top x) \), for the SmoothGCV, CvxPen, CvxLip, and CvxLSE. We also observe that the \( R^2 \) for the convexity constrained single index models (CvxPen, CvxLip, and CvxLSE), when using all the available covariates, was approximately 0.79. Inclusion of all the extra variables leads to only a minor increase in \( R^2 \) at the cost of interpretability; [58] also reached to a similar conclusion.

D.2. Car mileage data

As a second application for the convex single index model, we consider a dataset containing mileages of different cars; which can be found at [http://lib.stat.cmu.edu/datasets/cars.data](http://lib.stat.cmu.edu/datasets/cars.data). We model the mileages \( Y \) of 392 cars using the covariates \( X \): displacement (D), weight (W), acceleration (A), and horsepower (H). Cheng et al. [10] fit a partial linear model to this this dataset, while [33] fit single index model (without any shape constraint).

As in Appendix D.1, we have scaled and centered each of covariates to have mean 0 and variance 1 for our data analysis. It is easy to argue that, as in the previous dataset, “law of diminishing returns” applies to the millages of cars. The right panel of Figure 6 illustrates this. All index coefficients are positive and the estimates of \( m_0 \) are decreasing. We performed a test of significance for \( \theta_0 \) using the plug-in variance estimate in Remark 4.4. The covariates acceleration, engine displacement, and power output were found to be significant and each of them had \( \mu \)-value less than \( 10^{-5} \) (for both the PLSE and LLSE). In the right panel of Figure 6, we have the scatter plot of \( \{ (\hat{\theta}^\top x_i, y_i) \}_{i=1}^{392} \) overlaid with the plot of \( \hat{m}(\hat{\theta}^\top x) \), for the SmoothGCV, CvxPen, CvxLip, and CvxLSE. Table 3 lists different estimators for \( \theta_0 \) and their respective \( R^2 \).

Table 3

| Method      | Boston Data | Car mileage data |
|-------------|-------------|-----------------|
|             | RM | log(TAX) | PT | log(LS) | \( R^2 \) | D | W | A | H | \( R^2 \) |
| LM\(^7\)    | 2.34 | −0.37 | −1.55 | −5.11 | 0.73 | −0.63 | −4.49 | −0.06 | −1.68 | 0.71 |
| SmoothGCV   | 0.44 | −0.18 | −0.27 | −0.83 | 0.77 | 0.42 | 0.18 | 0.11 | 0.88 | 0.76 |
| CvxPen      | 0.48 | −0.19 | −0.25 | −0.82 | 0.77 | 0.45 | 0.15 | 0.13 | 0.87 | 0.76 |
| CvxLip      | 0.44 | −0.14 | −0.18 | −0.87 | 0.77 | 0.44 | 0.18 | 0.12 | 0.87 | 0.76 |
| CvxLSE      | 0.44 | −0.14 | −0.18 | −0.87 | 0.79 | 0.39 | 0.14 | 0.12 | 0.90 | 0.77 |
| EFM         | 0.48 | −0.19 | −0.21 | −0.83 | — | 0.44 | 0.18 | 0.13 | 0.87 | — |
| EDR         | 0.44 | −0.14 | −0.18 | −0.87 | — | 0.33 | 0.11 | 0.15 | 0.93 | — |

Appendix E: Proof of results in Section 2

The following two lemmas of [33] will be used to prove results of Section 2.

\(^7\)LM denotes the linear regression model.
Lemma E.1 (Lemma 4 of [33]). Let $m \in \{ g \in \mathbb{R} : J(g) < \infty \}$. Then $|m'(s) - m'(s_0)| \leq J(m)|s - s_0|^{1/2}$ for every $s, s_0 \in D$.

Lemma E.2 (Lemma 5 of [33]). For any set $A \subseteq \mathbb{R}^k$ ($k \geq 1$), let $\varphi(A)$ denote the diameter of the set $A$. Let $m \in \{ g \in \mathbb{R} : J(g) < \infty \}$ and $\|g\|_{\infty} \leq M$, where $M$ is a finite constant. Then

$$\|m'\|_{\infty} \leq 2M/\varphi(D) + (1 + J(m))\varphi(D)^{1/2},$$

where $\varphi(D)$ is the diameter of $D$. Moreover if $\varphi(D) < \infty$, then

$$\|m'\|_{\infty} \leq C(1 + J(m)),$$

where $C$ is a finite constant depending only on $M$ and $\varphi(D)$.

E.1. Proof of Lemma 2.1

In the following we show that $(m_0, \theta_0)$ is the minimizer of $Q$ and is well-separated, with respect to the $L_2(P_X)$ norm, from $\{(m, \theta) : m \circ \theta \in L_2(P_X)\} \setminus m_0 \circ \theta_0$. Choose arbitrarily small $\delta > 0$, and pick any $(m, \theta)$ such that $m \circ \theta \in L_2(P_X)$ and $\|m \circ \theta - m_0 \circ \theta_0\|^2 > \delta^2$. Then

$$Q(m, \theta) = \mathbb{E}[Y - m_0(\theta_0^\top X)]^2 + \mathbb{E}[m_0(\theta_0^\top X) - m(\theta^\top X)]^2,$$

since $\mathbb{E}(\epsilon|X) = 0$. Thus we have that $Q(m, \theta) > Q(m_0, \theta_0) + \delta^2$.

E.2. Proof of Theorem 2.1

We consider the estimator

$$(\hat{m}_n, \hat{\theta}_n) = \arg\min_{(m, \theta) \in M_L \times \Theta} Q_n(m, \theta).$$

Fix $\theta \in \Theta$. Observe that $m \in M_L \mapsto Q_n(m, \theta)$ is a coercive continuous convex function on a convex domain. Thus for every $\theta \in \Theta$, the minimizer of $m \in M_L \mapsto Q_n(m, \theta)$ exists. Let us define

Figure 6. Scatter plots of $\{(x_i^\top \hat{\theta}, y_i)\}^n_{i=1}$ overlaid with the plots of function estimates corresponding to CvxPen, CvxLip, and SmoothGCV estimators for the two real datasets considered. Left panel: Boston housing data (Appendix D.1); right panel: the car mileage data (Appendix D.2).
Recall that $T$ is a continuous function on $\Theta$; see the Weierstrass extreme value theorem. We will now prove that $\theta \mapsto T(\theta)$ is a continuous function. But first we will show that for every $\theta \in \Theta$, $\|m_0\|_\infty \leq C$, where $C$ depends only on $\{(x_i, y_i)\}_{i=1}^n$, $L$, and $T$. Observe that $\sum_{i=1}^n (y_i - m_0(\theta^T x_i))^2 \leq \sum_{i=1}^n y_i^2$ and the constant function $0$ belongs to $\mathcal{M}_L$. Thus

$$
\sum_{i=1}^n \left[ m_0(\theta^T x_i) \right]^2 \leq 2 \sum_{i=1}^n y_i^2 \left[ m_0(\theta^T x_i) \right] \leq 2 \left( \sum_{i=1}^n y_i^2 \right)^{1/2} \left( \sum_{i=1}^n \left[ m_0(\theta^T x_i) \right]^2 \right)^{1/2}.
$$

Hence, we have $|m_0(\theta^T x_i)| \leq 2\sqrt{\sum_{i=1}^n y_i^2}$. As $m_0$ is uniformly $L$-Lipschitz, we have that for any $t \in D$,

$$
|m_0(t)| \leq |m_0(\theta^T x_i)| + L|t - \theta^T x_i| \leq \sqrt{4 \sum_{i=1}^n y_i^2 + LT} =: C.
$$

As $C$ does not depend on $\theta$, we have that $\sup_{\theta \in \Theta} \|m_0\|_\infty \leq C$. To show that $\hat{\theta}$ exists, it suffices to show that $\theta \mapsto T(\theta)$ is a continuous function. As a first step, we will show that the class of functions

$$\{\theta \mapsto Q_n(m, \theta) : m \in \mathcal{M}_L, \|m\|_\infty \leq C\}
$$

is uniformly equicontinuous. Observe that for $\theta, \eta \in \Theta$, we have

$$
n|Q_n(m, \theta) - Q_n(m, \eta)| = \sum_{i=1}^n |(y_i - m(\theta^T x_i))^2 - (y_i - m(\eta^T x_i))^2| = \sum_{i=1}^n |m(\eta^T x_i) - m(\theta^T x_i)| (2y_i - m(\theta^T x_i) - m(\eta^T x_i))
\leq \sum_{i=1}^n |m(\eta^T x_i) - m(\theta^T x_i)| \times |2y_i - m(\theta^T x_i) - m(\eta^T x_i)|
\leq L \sum_{i=1}^n |\eta^T x_i - \theta^T x_i| \times 2 (|y_i| + C)
\leq 2n LT \left( \max_i |y_i| + C \right) |\theta - \eta|.
$$

Thus, we have that

$$
\sup_{\{m \in \mathcal{M}_L : \|m\|_\infty \leq C\}} |Q_n(m, \theta) - Q_n(m, \eta)| \leq C_3 |\theta - \eta|,
$$

where $C_3$ is a constant depending only on $\{y_i\}_{i=1}^n$ and $C$. Next we show that $|T(\theta) - T(\eta)| \leq 2C_3 |\theta - \eta|$. Recall that $T(\theta) = Q_n(m_0, \theta)$. By (E.1), we have

$$Q_n(m_0, \theta) - Q_n(m_0, \eta) = T(\theta) - Q_n(m_0, \eta) \leq T(\theta) - T(\eta)$$

and

$$T(\theta) - T(\eta) \leq Q_n(m_0, \theta) - T(\eta) = Q_n(m_0, \theta) - Q_n(m_0, \eta).$$

Thus

$$|T(\theta) - T(\eta)| \leq |Q_n(m_0, \theta) - Q_n(m_0, \eta)| + |Q_n(m_0, \theta) - Q_n(m_0, \eta)| \leq 2C_3 |\theta - \eta|.$$
The minimization problem considered is

$$\inf_{\theta \in \Theta, m \in \mathcal{R}} L_n(m, \theta; \lambda),$$

where $L_n$ is defined in (2.3). For any fixed vector $\theta \in \Theta$, define $t^i_\theta := \theta^\top x_i$, for $i = 1, \ldots, n$. Then we have

$$L_n(m, \theta; \lambda) = \left[ \frac{1}{n} \sum_{i=1}^{n} (y_i - m(t^i_\theta))^2 + \lambda^2 \int_D |m''(t)|^2 \, dt \right]$$

and the minimization can be equivalently written as $\inf_{\theta \in \Theta} \inf_{m \in \mathcal{R}} L_n(m, \theta; \lambda)$. Let us define

$$T(\theta) := \inf_{m \in \mathcal{R}} L_n(m, \theta; \lambda) \quad \text{and} \quad m_\theta := \arg \min_{m \in \mathcal{R}} L_n(m, \theta; \lambda).$$

Theorem 1 of [16] proves that the infimum in (E.2) is attained for every $\theta \in \Theta$ and the unique minimizer $m_\theta$ is a natural cubic spline, see Section 5.1.2 for more details. Furthermore [16] note that $m_\theta$ does not depend on $D$ beyond the condition that $\{t^i_\theta\}_{1 \leq i \leq n} \in D$. Moreover, $m''_\theta$ is zero outside $(t^0_{(1)}, t^n_{(n)})$, where for $k = 1, \ldots, n$, $t^n_{(k)}$ denotes the $k$-th smallest value in $\{t^i_\theta\}_{i=1}^n$. In the proof of Theorem 1 of [34], they show that $\theta \mapsto T(\theta)$ is a continuous function if $m_\theta$ satisfies the above properties. This completes the proof as $\Theta$ is a compact set; see the Weierstrass extreme value theorem.

### Appendix F: Proofs of results in Section 3.1

#### F.1. Proof of Theorem 3.1

To find the rate of convergence of $\hat{m} \circ \hat{\theta}$, we use the following modification of Theorem 3.2.5 of [54]. In the following to avoid measurability difficulties, we use $\mathbb{P}^*$ and $\mathbb{E}^*$, outer probability and outer expectation.

**Lemma F.1.** Let $M_n$ be stochastic processes indexed by a semimetric set $\Upsilon$ and $M : \Upsilon \rightarrow \mathbb{R}$ be a deterministic function, such that for every $\eta \in \Upsilon$

$$M(\eta) - M(\eta_0) \lesssim -d^2(\eta, \eta_0),$$

where $d(\cdot, \eta_0) : \Upsilon \rightarrow \mathbb{R}^+$. Let $\hat{\eta}_n := \arg \max_{\eta \in \Upsilon} M_n(\eta)$. For each $\varepsilon > 0$, suppose that the following hold:

1. There exists $\Upsilon_\varepsilon$, a subset of $\Upsilon$, containing $\eta_0$ in its interior that satisfies

$$\mathbb{P}^*(\hat{\eta}_n \notin \Upsilon_\varepsilon) \leq \varepsilon, \quad \forall n.$$  \hspace{1cm} (F.2)

2. For every $n$ and $\delta > 0$, the centered process $M_n - M$ satisfies

$$\sqrt{n} \mathbb{E}^* \left[ \sup_{d(\eta, \eta_0) < \delta} \left| (M_n - M)(\eta) - (M_n - M)(\eta_0) \right| \right] \leq C_\varepsilon \phi_\alpha(\delta),$$  \hspace{1cm} (F.3)

for functions $\phi_\alpha$ (not depending on $\varepsilon$) such that $\delta \mapsto \phi_\alpha(\delta) / \delta^\alpha$ is decreasing in $\delta$ for some constant $\alpha < 2$ (not depending on $n$) and a constant $C_\varepsilon > 0$.

Then $r_n d(\hat{\eta}_n, \eta_0) = O^*_\mathbb{P}(1)$ for every $r_n$ satisfying $r^2_n \phi_\alpha(1/r_n) \leq \sqrt{n}$ for every $n$.

**Remark F.1.** The proof of Lemma F.1 is similar to the proof given in Page 290 of [54]. The only difference is that in the “peeling” argument the “shells” are now defined as $S_{j, n} := \{ \eta : 2^{-j-1} < r_n d(\eta, \eta_0) \leq 2^{-j} \text{ and } \eta \in \Upsilon_\varepsilon \}$ and the first inequality in the proof now reads

$$\mathbb{P}^*(r_n d(\hat{\eta}, \eta_0) > 2^{2j}) \leq \sum_{j \geq 1} \mathbb{P}^* \left( \sup_{\eta \in S_{j, n}} (M_n(\eta) - M_n(\eta_0)) \geq 0 \right) + \mathbb{P}^*(\hat{\eta} \notin \Upsilon_\varepsilon).$$
We will now obtain the desired rate of convergence in Theorem 3.1 by verifying conditions of Lemma F.1. For the LLSE, Υ = \mathcal{M}_L \times \Theta, \eta = (m, \theta), \eta_0 = (m_0, \theta_0), and

\hat{\eta}_n = (\hat{m}_n, \hat{\theta}_n) = \arg\max_{(m, \theta) \in \mathcal{M}_L \times \Theta} -\frac{1}{n} \sum_{i=1}^{n} (y_i - m(\theta^\top x_i))^2.

The stochastic processes \mathbb{M}_n and function \mathbb{M} are defined as

\mathbb{M}_n(m, \theta) := -\frac{1}{n} \sum_{i=1}^{n} (y_i - m(\theta^\top x_i))^2 \quad \text{and} \quad \mathbb{M}(m, \theta) := -\mathbb{E}(Y - m(\theta^\top X))^2. \quad (F.4)

For any \((m_1, \theta_1)\) and \((m_2, \theta_2)\) in \mathcal{M}_L \times \Theta, we define

\(d((m_1, \theta_1), (m_2, \theta_2)) := \|m_1 \circ \theta_1 - m_2 \circ \theta_2\|. \quad (F.5)

We first show that \mathbb{M} defined in (F.4) satisfies (F.1). Observe that

\mathbb{M}(m, \theta) - \mathbb{M}(m_0, \theta_0)
= \mathbb{E}[Y - m_0(\theta_0^\top X)]^2 - (Y - m(\theta^\top X))^2]
= -2\mathbb{E}[(Y - m_0(\theta_0^\top X))(m_0(\theta_0^\top X) - m(\theta^\top X))]
= \mathbb{E}(m(\theta^\top X) - m_0(\theta_0^\top X))^2 
= d^2((m, \theta), (m_0, \theta_0)).

Next for every \(\varepsilon > 0\), we find \(\Upsilon_\varepsilon\) that satisfies (F.2). The following result (proved in Appendix F.2) gives the form of \(\Upsilon_\varepsilon\).

**Lemma F.2.** Under assumption \((A2)\), we have that \(\|\hat{m}_n\|_\infty = O_P(1)\). Moreover, for every \(\varepsilon > 0\), there exists a finite \(\Upsilon_\varepsilon\) such that

\(P(\hat{m}_n \notin \mathcal{M}_{M_\varepsilon,L}) \leq \varepsilon, \quad \forall n,\)

where for any \(M > 0\), we define

\(\mathcal{M}_{M,L} := \{m \in \mathcal{M}_L : \|m\|_\infty \leq M\}. \quad (F.6)\)

We can now define \(\Upsilon_\varepsilon := \mathcal{M}_{M_\varepsilon,L} \times \Theta\). By Lemma F.2, we have

\(P((\hat{m}_n, \hat{\theta}_n) \notin \Upsilon_\varepsilon) \leq \varepsilon, \quad \forall n.\)

To find the rate of convergence of \(\hat{m}_n \circ \hat{\theta}_n\), we need to find a function \(\phi_\varepsilon(\delta)\) that satisfies (F.3). Recall that \(\varepsilon = \sqrt{\frac{1}{n}}\). By definition of \(\mathbb{M}_n\) and \(\mathbb{M}\), we have

\[\sqrt{n}|(\mathbb{M}_n - \mathbb{M})(m, \theta) - (\mathbb{M}_n - \mathbb{M})(m_0, \theta_0)|
\leq \left|\mathbb{G}_n \left[ -2(Y - m_0(\theta_0^\top X))(m_0(\theta_0^\top X) - m(\theta^\top X)) + (m_0(\theta_0^\top X) - m(\theta^\top X))^2 \right] \right| \quad \text{(F.7)}
\]

Now, we find the upper bound \(\phi_\varepsilon(\delta)\) by obtaining upper bounds for both the terms in (F.7). Define two classes of functions

\(\mathcal{H}_{M_\varepsilon,L}(\delta) := \{m \circ \theta - m_0 \circ \theta_0 : (m, \theta) \in \Upsilon_\varepsilon \text{ and } d((m, \theta), (m_0, \theta_0)) \leq \delta\} \quad \text{(F.8)}\)

where \(d(\cdot, \cdot)\) is defined in (F.5). Thus by (F.7), we have

\[\mathbb{E}^* \sup_{d((m, \theta), (m_0, \theta_0)) < \delta, (m, \theta) \in \Upsilon_\varepsilon} \sqrt{n}|(\mathbb{M}_n - \mathbb{M})(m, \theta) - (\mathbb{M}_n - \mathbb{M})(m_0, \theta_0)|
\leq \mathbb{E}^* \sup_{f \in \mathcal{H}_{M_\varepsilon,L}(\delta)} |\mathbb{G}_n[f]| + \mathbb{E}^* \sup_{f \in \mathcal{H}_{M_\varepsilon,L}(\delta)} |\mathbb{G}_n[f]| \quad \text{(F.9)}\]

In the following two lemmas (proved in Appendices F.3.1 and F.3.2, respectively) we show that both the terms (F.9) are bounded by constant multiples (depending only on \(L, \varepsilon, D, M_\varepsilon\) and \(M_0\)) of \(\delta^{3/4} + n^{-1/2}\delta^{1/2}\).
Lemma F.3. For every $\varepsilon, \nu > 0$, we have
\[
\log N \{ \nu, \mathcal{H}_{M_1, L}(\delta), L_2(\mathbb{P}) \} \leq \left( \frac{M_0 + L \log(D)}{\nu} \right)^{1/2}
\]
and
\[
\sup_{f \in \mathcal{H}_{M_1, L}(\delta)} \| f \|_\infty \leq 4(M_0 + M_0)^2
\]
where $\mathcal{H}_{M_1, L}(\delta)$ is defined in (F.8) and $C_1^*$ is a constant that depends only on $M_0, L, D, T, M_0, d$, and the distribution of $\epsilon$. Furthermore
\[
\mathbb{E}^* \sup_{f \in \mathcal{H}_{M_1, L}(\delta)} |\mathbb{G}_n[f]| \lesssim C_{\varepsilon, 1} \left( \delta^{3/4} + \frac{\delta^{1/2}}{\sqrt{n}} \right),
\]
where $C_{\varepsilon, 1}$ is a constant depending only on $C_1^*, M_0, M_0, d$, and the distribution of $\epsilon$.

Lemma F.4. For every $\varepsilon > 0$,
\[
\sup_{f \in \mathcal{H}_{M_1, L}(\delta)} \| f \|_\infty \leq 4(M_0 + M_0)^2 \quad \text{and} \quad \sup_{f \in \mathcal{H}_{M_1, L}(\delta)} \| f \| \leq 2(M_0 + M_0) \delta.
\]
Furthermore, for $\nu > 0$ we have
\[
\log N \{ \nu, \mathcal{H}_{M_1, L}(\delta), L_2(\mathbb{P}) \} \leq \left( \frac{M_0 + L \log(D)}{\nu} \right)^{1/2}
\]
and
\[
\mathbb{E}^* \sup_{f \in \mathcal{H}_{M_1, L}(\delta)} |\mathbb{G}_n[f]| \leq C_{\varepsilon, 2} \left( \delta^{3/4} + \frac{\delta^{1/2}}{\sqrt{n}} \right),
\]
where $C_{\varepsilon, 2}$ is a constant that depends only on $M_0, L, D, T, M_0$, and $d$.

Now by applying the upper bounds (F.10) and (F.11) to (F.9), we have $\phi_n(\delta) = (C_{\varepsilon, 1} + C_{\varepsilon, 2}) \left( \delta^{3/4} + n^{-1/2} \delta^{1/2} \right)$.

Observe that $\phi_n(\delta)/\delta^{3/4}$ is a decreasing function of $\delta$ and
\[
n^{2/5} \phi_n(n^{-2/5}) \leq \sqrt{n}.
\]
Thus, by Lemma F.1, we have $n^{2/5} \| \tilde{m}_n \circ \tilde{\theta}_n - m_0 \circ \theta_0 \| = O_p^{*}(1)$.

F.2. Proof of Lemma F.2

By the definition of $(\tilde{m}_n, \tilde{\theta}_n)$, we have
\[
\sum_{i=1}^{n} (y_i - \tilde{m}_n(\tilde{\theta}_n^\top x_i))^2 \leq \sum_{i=1}^{n} (y_i - m(\theta_n^\top x_i))^2
\]
for all $m \in \mathcal{M}_L$. Since any constant function belongs to $\mathcal{M}_L$, for any fixed real $\kappa$, we have
\[
\sum_{i=1}^{n} (y_i - \tilde{m}_n(\tilde{\theta}_n^\top x_i))^2 \leq \sum_{i=1}^{n} (y_i - \tilde{m}_n(\tilde{\theta}_n^\top x_i) + \kappa)^2.
\]
A simplification of the above inequality gives us:
\[
2\kappa \sum_{i=1}^{n} (y_i - \tilde{m}_n(\tilde{\theta}_n^\top x_i)) + n\kappa^2 \geq 0, \quad \text{for all} \ \kappa \Rightarrow \sum_{i=1}^{n} (y_i - \tilde{m}_n(\tilde{\theta}_n^\top x_i)) = 0.
\]

(F.12)
Thus for any \( t \in D \), we have
\[
|\bar{m}_n(t)| \leq \left| \bar{m}_n(t) - \frac{1}{n} \sum_{j=1}^{n} \bar{m}_n(\hat{\theta}_n^\top x_j) \right| + \left| \frac{1}{n} \sum_{j=1}^{n} \bar{m}_n(\hat{\theta}_n^\top x_j) \right|
\leq \frac{1}{n} \sum_{j=1}^{n} \left| \bar{m}_n(t) - \bar{m}_n(\hat{\theta}_n^\top x_j) \right| + \left| \frac{1}{n} \sum_{j=1}^{n} \left\{ m_0(\theta_0^\top x_j) + \epsilon_j \right\} \right| \quad \text{(by (F.12))}
\leq \frac{1}{n} \sum_{j=1}^{n} |L| |t - \hat{\theta}_n^\top x_j| + \frac{1}{n} \sum_{j=1}^{n} |m_0(\theta_0^\top x_j)| + \left| \frac{1}{n} \sum_{j=1}^{n} \epsilon_j \right|
\leq L \mathcal{G}(A) + M_0 + \left| \frac{1}{n} \sum_{j=1}^{n} \epsilon_j \right|,
\]
where \( M_0 \) is the upper bound on \( m_0 \); see (L1). The third inequality in the above display is true because \( \bar{m}_n \) is \( L \)-Lipschitz. As \( \epsilon \) is uniformly sub-Gaussian, we have that \( \left| \sum_{j=1}^{n} \epsilon_j/n \right| = O_p(1) \). Thus for every \( \epsilon > 0 \), there exists a finite \( c_\epsilon \) (depending only on the distribution of \( \epsilon \) and \( \epsilon \)) such that \( \mathbb{P}(\sum_{j=1}^{n} \epsilon_j/n \geq c_\epsilon) \leq \epsilon \), for all \( n \). Define \( M_\epsilon := L \mathcal{G}(A) + M_0 + c_\epsilon \). The lemma follows as we have
\[
\mathbb{P}(\|\bar{m}_n\|_\infty > M_\epsilon) \leq \epsilon, \quad \forall n.
\]

### F.3. Proofs of Lemmas F.3 and F.4

To prove Lemmas F.3 and F.4, we need the following entropy result.

**Lemma F.5.** Let
\[
\mathcal{H}_{M,L} := \{ m \circ \theta - m_0 \circ \theta_0 : m \in \mathcal{M}_{M,L}, \theta \in \Theta \},
\]
where \( \mathcal{M}_{M,L} \) is defined in (F.6). Then there exist positive constants \( c \) and \( \nu_0 \), such that, for every \( M, L > 0 \) and \( \nu \leq \nu_0(M + L \mathcal{G}(D)) \)
\[
\log \tilde{N}(\nu, \mathcal{H}_{M,L}, \| \cdot \|_\infty) = \log \tilde{N}(\nu, \{ m \circ \theta : (m, \theta) \in \mathcal{M}_{M,L} \times \Theta \}, \| \cdot \|_\infty) \leq K'\nu^{-1/2},
\]
where \( K' \) is a constant depending only on \( M, L, T, D, \) and \( d \).

**Proof.** To prove this lemma, we use the covering number for the class of uniformly bounded and uniformly Lipschitz convex functions obtained in [19].

**Lemma F.6** (Theorem 3.2, [19]). Let \( \mathcal{F} \) denote the class of real-valued convex functions defined on \( [a, b]^d \) that are uniformly bounded in absolute value by \( B_0 \) and uniformly Lipschitz with constant \( L \). Then there exist positive constants \( c \) and \( \nu_0 \), depending only on the dimension \( d \), such that for every \( B_0, L > 0 \) and \( b > a \), we have
\[
\log N(\nu, \mathcal{F}, \| \cdot \|_\infty) \leq c \left( \frac{B_0 + L(b-a)}{\nu} \right)^{d/2}
\]
for every \( \nu \leq \nu_0(B_0 + L(b-a)) \).

By Lemma F.6 and Lemma 4.1 of [45] for \( \nu \in (0, 1) \), we have
\[
\log \tilde{N}(\nu, \mathcal{M}_{M,L}, \| \cdot \|_\infty) \leq c \left( \frac{M + L \mathcal{G}(D)}{\nu} \right)^{1/2},
\]
\[
\log N(\nu, \mathcal{M}, \| \cdot \|) \leq -c \log(\nu),
\]
where \( c \) is a constant that depends only on \( d \).

Recall that \( \sup_{x \in \Theta} |x| \leq T \); see (A1). Let \( \{ \theta_1, \theta_2, \ldots, \theta_p \} \) be a \( \nu/(2LT) \)-cover (with respect to the Euclidean norm) of \( \Theta \) and \( \{ m_1, m_2, \ldots, m_q \} \) be a \( \nu/2 \)-cover (with respect to the \( \| \cdot \|_\infty \)-norm) for \( \mathcal{M}_{M,L} \). In the following we will show that the set of functions \( \{ m_i \circ \theta_j - m_0 \circ \theta_0 \}_{1 \leq i \leq q, 1 \leq j \leq p} \) form a \( \nu \)-cover for \( \mathcal{H}_{M,L} \).
with respect to the $\| \cdot \|_{\infty}$-norm. For any given $m \circ \theta - m_0 \circ \theta_0 \in \mathcal{H}_{L,T}$, we can get $m_i$ and $\theta_j$ such that $|m - m_i|_{\infty} \leq \nu / 2$ and $|\theta - \theta_j| \leq \nu / (2LT)$. Therefore, for any $x \in \chi$

$$|m(\theta^T x) - m_i(\theta_j^T x)| \leq |m(\theta^T x) - m(\theta_j^T x)| + |m(\theta_j^T x) - m_i(\theta_j^T x)|$$

$$\leq L|x| |\theta - \theta_j| + |m - m_i|_{\infty} \leq \frac{L|x|\nu}{2LT} + \frac{\nu}{2} \leq \nu.$$  

Thus for $\nu \leq \nu_0(M + L\mathcal{G}(D))$, we have

$$\log N(\nu, \mathcal{H}_{L,T}, \| \cdot \|_{\infty}) \leq c \left[ -\log(\nu) + \log(2LT) + 2 \left( \frac{M + L\mathcal{G}(D)}{\nu} \right)^{1/2} \right] \leq K' \nu^{-1/2}.$$  

The result now follows as the covering number is equal to the bracketing number for the sup-norm. \qed

### F.3.1. Proof of Lemma F.3

Suppose $\mathcal{F}$ is a class of real valued functions defined on $\chi$. We first present a result that gives a maximal inequality for the class of functions

$$\epsilon \mathcal{F} := \{ \epsilon f : f \in \mathcal{F} \}$$

in terms of the bracketing entropy of $\mathcal{F}$, with respect the $L_2(P_{\theta_0, m_0})$ norm.

**Lemma F.7.** Suppose $\mathcal{F}$ is a class of functions (defined on $\chi$) such that

$$\sup_{\mu \in \mathcal{F}} \| f \|_\infty \leq \Phi, \sup_{\mu \in \mathcal{F}} \| f \|_\kappa \leq \kappa, \text{ and } \log N_1(\nu, \mathcal{F}, \| \cdot \|) \leq \Delta \nu^{-\alpha},$$

for some constant $\Delta$ and $0 < \alpha < 2$, where $\|f\|_\nu := \int f^2 dP_\chi$. Then

$$\log N_1(K^* \nu, \epsilon \mathcal{F}, \| \cdot \| \kappa) \leq \Delta \nu^{-\alpha},$$

where for any $g \in L_2(P_{\theta_0, m_0})$, $\|g\|_B$ (Bernstein “norm”) is defined as

$$\|g\|_B := \left[ 2\mathbb{E} \left( \exp(|g|) - 1 - |g| \right) \right]^{1/2},$$

$$K^* := \sup_x (\mathbb{E} e^{-2||\Phi||^2} |X = x|)^{1/2},$$

and $\epsilon \mathcal{F} := \{ \epsilon f : f \in \mathcal{F} \}$. Furthermore for all $f \in \mathcal{F}$, $\| \epsilon f \|_B \leq K^* \| f \|$ and

$$\mathbb{E}^* \sup_{\mu \in \mathcal{F}} |G_n \epsilon f| \leq \frac{\Delta^{1/2} K^* \kappa^{1-\alpha/2}}{(1-\alpha/2)} + \frac{\Delta \kappa^{-\alpha}}{\sqrt{n} (1-\alpha/2)^2}. \quad (F.13)$$

**Proof.** We will use the $\| \cdot \|_B$-bracket for $\mathcal{F}$ to form a $\| \cdot \|_B$-bracket for $\mathcal{F}$. Fix $f \in \mathcal{F}$. Observe that there exist $f_1, f_2 : \chi \to [-\Phi, \Phi]$, such that

$$\|f_2 - f_1\|_\infty \leq \nu \text{ and } f_1(x) \leq f(x) \leq f_2(x), \quad \forall x \in \chi. \quad (F.14)$$

Define $\epsilon^+ := \max\{\epsilon, 0\}$ and $\epsilon^- := \max\{0, -\epsilon\}$. Multiplying $\epsilon^+$ and $\epsilon^-$ to the second inequality in (F.14), we have

$$f_1(x)\epsilon^+ \leq f(x)\epsilon^+ \leq f_2(x)\epsilon^+ \quad \text{and} \quad -f_2(x)\epsilon^- \leq -f(x)\epsilon^- \leq -f_1(x)\epsilon^-,$$

respectively. Combining the above inequalities, we have

$$f_1(x)\epsilon^+ - f_2(x)\epsilon^- \leq f(x)\epsilon \leq f_2(x)\epsilon^+ - f_1(x)\epsilon^-.$$
Moreover,
\[ \|f_2(X)\epsilon^+ - f_1(X)\epsilon^- - f_1(X)\epsilon^+ + f_2(X)\epsilon^- \|^2_B = \| (f_2(X) - f_1(X))\epsilon \|^2_B \]
\[ = 2E \left\{ \exp \left( \| (f_2(X) - f_1(X))\epsilon \| \right) - 1 - \| (f_2(X) - f_1(X))\epsilon \| \right\} \leq E \left\{ (f_2(X) - f_1(X))^2 \epsilon^2 \exp \left( \| (f_2(X) - f_1(X))\epsilon \| \right) \right\} \leq E \left\{ (f_2(X) - f_1(X))^2 \epsilon^2 \exp \left( 2\Phi(\epsilon) \right) \right\} \]
\[ = E \left\{ (f_2(X) - f_1(X))^2 \epsilon^2 \exp \left( 2\Phi(\epsilon) \right) \epsilon \right\} \leq (K^*)^2 \| f_2 - f_1 \|^2 \leq (K^*)^2, \]
where $K^*$ is as given in the statement of the lemma.

Thus if $(f_1, f_2)$ is a $\nu$–bracket (with respect to $\| \cdot \|_B$-norm) for $f$, then $(f_1\epsilon^+ - f_2\epsilon^-, f_2\epsilon^+ - f_2\epsilon^-)$ is a $K^\nu$–bracket for $\epsilon f$ (with respect to $\| \cdot \|_B$-norm). Therefore, we have
\[ \log N_1[(K^\nu, \epsilon F, \| \cdot \|_B)] \leq \log N_1[(\nu, F, \| \cdot \|)] \leq \Delta \nu^{-\alpha}. \]

Hence, for every $\nu > 0$,
\[ \log N_1[(\nu, \epsilon F, \| \cdot \|)] \leq \Delta \left( \frac{\nu}{K^*} \right)^{-\alpha}. \]

To prove (F.13), we use the following Lemma.

**Lemma F.8** (Lemma 3.4.3 of [54]). Let $\mathcal{G}$ be a class of measurable functions such that $\sup_{g \in \mathcal{G}} \| g \|_B \leq \rho$. Then
\[ E^* \sup_{g \in \mathcal{G}} \| G_n g \|_B \leq J_1[(\rho, \mathcal{G}, \| \cdot \|_B)] \left( 1 + \frac{J_1[(\rho, \mathcal{G}, \| \cdot \|_B)]}{\rho^2 \sqrt{n}} \right). \tag{F.15} \]

We now find an upper bound for $\sup_{f \in F} \| \epsilon f \|_B$. Observe that
\[ \| \epsilon f \|_B^2 = 2E \left\{ \exp \left( \| \epsilon f(X) \| \right) - 1 - \| \epsilon f(X) \| \right\} \leq E \left\{ \epsilon^2 f^2(X) \exp \left( \| f(X)\epsilon \| \right) \right\} \leq E \left\{ \epsilon^2 f^2(X) \exp \left( \Phi(\epsilon) \right) \right\} \leq E \left\{ f^2(X) \exp \left( 2\Phi(\epsilon) \right) \epsilon \right\} \leq (K^*)^2 \| f \|^2 \leq (K^\nu)^2. \]

Thus, for the class $\epsilon F$, we can apply Lemma F.8 with $\rho = K^\nu$. By definition
\[ J_1[(K^\nu, \epsilon F, \| \cdot \|_B)] \leq \int_0^{K^\nu} \Delta^{1/2} \left( \frac{\nu}{K^*} \right)^{-\alpha/2} d\nu = \Delta^{1/2} K^\nu 1^{-\alpha/2} / (1 - \alpha/2). \]

Therefore by (F.15), we have
\[ E^* \sup_{f \in F} \| G_n \epsilon f \|_B \leq \frac{\Delta^{1/2} K^\nu 1^{-\alpha/2}}{(1 - \alpha/2)} + \frac{\Delta K^{-\alpha}}{\sqrt{n} (1 - \alpha/2)^2}. \]

The proof of Lemma F.3 will now be completed by a simple application of Lemma F.7 with $F = \mathcal{H}_{M^*, L}(\delta)$. By definition (F.8), we have
\[ \sup_{f \in \mathcal{H}_{M^*, L}(\delta)} \| f \|_\infty < M^*_r + M_0 \quad \text{and} \quad \sup_{f \in \mathcal{H}_{M^*, L}(\delta)} \| f \| < \delta. \]

As $\mathcal{H}_{M^*, L}(\delta) \subset \mathcal{H}_{M^*, L}$, by Lemma F.5, we have
\[ \log N_1[(\nu, \mathcal{H}_{M^*, L}(\delta), \| \cdot \|_\infty)] \leq \log N_1[(\nu, \mathcal{H}_{M^*, L}, \| \cdot \|_\infty)] \leq K^\nu^{-1/2}. \]
Thus
\[
\log N_{\|\cdot\|}^{\dagger}(\nu, \mathcal{H}_{M, L}(\delta), \| \cdot \|) \leq C_1^* \nu^{-1/2},
\]
where \(C_1^* = \sqrt{2}K'\). By applying Lemma F.7 (see (F.13)) with
\[
\Phi = M_\varepsilon + M_0, \quad \kappa = \delta, \quad \Delta = C_1^*, \quad \text{and} \quad \alpha = 1/2,
\]
we have
\[
\mathbb{E}^* \sup_{f \in \mathcal{H}_{M_\varepsilon, L}(\delta)} |G_n[f]| \leq C_{\varepsilon, 1} \left( \delta^{3/4} + \frac{\delta^{-1/2}}{\sqrt{n}} \right),
\]
where \(C_{\varepsilon, 1}\) is constant depending only on \(K', M_\varepsilon, M_0, L, d, \text{and } T\).

### F.3.2. Proof of Lemma F.4

We proceed as in the proof of Lemma F.3. For any function \(f \in \mathcal{H}_{M_\varepsilon, L}\), there exist functions \(f_1, f_2 : \chi \to [-M_\varepsilon - M_0, M_0 + M_\varepsilon]\) such that \(f_1(x) \leq f(x) \leq f_2(x)\) and \(0 \leq f_2(x) - f_1(x) \leq \nu\), for each \(x \in \chi\); see Lemma F.5. Observe that for any two real numbers \(x \leq y\), we have \(x^+ \leq y^+ \text{ and } y^− \leq x^−\). Thus, we have
\[
f_1^+ \leq f^+ \leq f_2^+ \text{ and } f_2^- \leq f^- \leq f_1^-.
\]
The above inequalities lead to a bracket for \(f^2\). Observe that
\[
f_1^+ + f_2^- \leq |f| \leq f_1^+ + f_2^+ \Rightarrow (f_1^+ + f_2^-)^2 \leq f^2 \leq (f_1^+ + f_2^+)^2,
\]
and the length of the above bracket is
\[
(f_1^+ + f_2^-)^2 - (f_1^+ + f_2^+)^2 = (f_1^+ - f_1^- + f_2^- - f_2^+)(f_1^+ + f_2^+ + f_1^- + f_2^-) = (f_2 - f_1)(|f_2| + |f_1|) \leq 2(M_\varepsilon + M_0)\nu.
\]
Thus, if \([f_1, f_2]\) is a \(\nu\)-bracket (with respect to the \(\| \cdot \|_{\infty}\)-norm) for \(f\) then \([(f_1^+ + f_2^-)^2, (f_1^+ + f_2^+)^2]\) is a \((2M_\varepsilon + 2M_0)\nu\)-bracket (with respect to the \(\| \cdot \|_{\infty}\)-norm) for \(f^2\). Therefore, we have
\[
\log N_{\|\cdot\|}^{\dagger}(\nu, \mathcal{B}_{M_\varepsilon, L}(\delta), \| \cdot \|_{\infty}) \leq \log N_{\|\cdot\|}^{\dagger}(\nu/(2M_\varepsilon + 2M_0), \mathcal{H}_{M_\varepsilon, L}, \| \cdot \|_{\infty}) \leq C_1^* \nu^{-1/2}.
\]
Thus
\[
J_{\|\cdot\|}(\rho, \mathcal{B}_{M_\varepsilon, L}(\delta), \| \cdot \|) \leq \int_0^{2(M_\varepsilon + M_0)\delta} \sqrt{C_1^* \nu^{-1/2}} d\nu \leq \frac{8}{3} \sqrt{C_1^*}
\]
\[\times \left( (M_\varepsilon + M_0) \delta \right)^{3/4}.
\]
To complete the proof we use the following lemma.

**Lemma F.9** (Lemma 3.4.2 of [54]). Let \( \mathcal{G} \) be class of measurable functions such that \( Pg^2 < \rho^2 \) and \( \|g\|_{\infty} \leq M \) for every \( g \) in \( \mathcal{G} \). Then
\[
\mathbb{E}^* \sup_{g \in \mathcal{G}} |G_n g| \lesssim J_{\|\cdot\|}(\rho, \mathcal{G}, \| \cdot \|) \left( 1 + \frac{J_{\|\cdot\|}(\rho, \mathcal{G}, L_2(P))}{\rho^2 \sqrt{n}} \right) M.
\]

Note that for every function \( f \in \mathcal{B}_{M_\varepsilon, L}(\delta)\), we have,
\[
0 \leq f(\cdot) \leq 4(M_\varepsilon + M_0)^2 \quad \text{and} \quad Ef^2 \leq \|f\|_{\infty} Ef \leq 4(M_\varepsilon + M_0)^2 \delta^2 =: \rho^2.
\]
Moreover
\[
J_{\|\cdot\|}(\rho, \mathcal{B}_{M_\varepsilon, L}(\delta), L_2(P)) \leq \int_0^{2(M_\varepsilon + M_0)\delta} \sqrt{C_1^* \nu^{-1/2}} d\nu \leq \frac{8}{3} \sqrt{C_1^*}
\]
\[\times \left( (M_\varepsilon + M_0) \delta \right)^{3/4}.
\]
Thus by Lemma F.9,
\[
\mathbb{E}^* \sup_{f \in \mathcal{H}_{M_\varepsilon, L}(\delta)} |G_n f| \leq C_{\varepsilon, 2} \left( \delta^{3/4} + \frac{\delta^{-1/2}}{\sqrt{n}} \right).
\]
F.4. Proof of Theorem 3.2

Let \((m_n, \theta_n)\) be any sequence in \(\mathcal{M}_L \times \Theta\). Recall that \(\mathcal{M}_L\) is a class of closed, bounded, and equicontinuous functions and \(\Theta\) is a compact set. Thus, by Ascoli-Arzelà theorem, there exists a subsequence \(\{(m_{n_k}, \theta_{n_k})\}\), \(\theta \in \Theta\), and \(m \in \mathcal{M}_L\) such that \(|\theta_{n_k} - \theta| \to 0\) and \(\|m_{n_k} - m\|_{D_0} \to 0\). Now suppose that \(\|m_{n_k} \circ \theta_{n_k} - m_0 \circ \theta_0\| \to 0\). This implies that \(m \circ \theta - m_0 \circ \theta_0\| = 0\). Then the continuity and almost everywhere differentiability of \(\{m_{n_k}\}\) implies that \(m \equiv m_0\) and \(\theta = \theta_0\). Now recall that in Theorem 3.1 and Lemma F.2, we showed that \(\|m \circ \theta - m_0 \circ \theta_0\| = o_p(1)\) and \(\|m_n\|_\infty = o_p(1)\). The following lemma applied to \(\{m_{n_k}\}\) completes the proof of the theorem by showing that \(m_m \circ \theta_m - m_0 \circ \theta_0\| = o_p(1)\) for any compact subset \(C\) in the interior of \(D_0\).

Lemma F.10 (Lemma 3.10, [48]). Let \(C\) be an open convex subset of \(\mathbb{R}^d\) and \(f\) a convex function which is continuous and differentiable on \(C\). Consider a sequence of convex functions \(\{f_n\}\) which are finite on \(C\) such that \(f_n \to f\) pointwise on \(C\). Then, if \(C \subset C\) is any compact set,

\[
\sup_{x \in C} \|\xi - \nabla f(x)\| \to 0,
\]

where \(\partial f_n(x)\) represents the sub-differential set of \(f_n\) at \(x\).

F.5. Proof of Theorem 3.3

We first state and prove an intermediary lemma.

Lemma F.11. Let \(m_0\) and \(\theta_0\) satisfy the assumptions (A1), (A5), and (L1). Furthermore, let \(\{\theta_n\} \in \Theta\) and \(\{m_n\} \in \mathcal{M}_L\) be two non-random sequences such that

\[
|\theta_n - \theta_0| \to 0, \quad \|m_n - m_0\|_{D_0} \to 0, \quad \text{and} \quad \|m_n' - m_0'\|_C \to 0
\]

for any compact subset \(C\) of the interior of \(D_0\). Then

\[
P_X|m_n(\theta_n^T x) - m_0(\theta_0^T x) - \{m_n'(\theta_0^T x) X^\top (\theta_n - \theta_0) + (m_n - m_0)(\theta_0^T x)\}|^2 = o(|\theta_n - \theta_0|^2).
\]

Proof. For any convex function \(f \in \mathcal{M}_L\), denote the right derivative of \(f\) by \(f'\). Note that \(f'\) is a bounded increasing function. First, observe that

\[
m_n(\theta_n^T x) - m_0(\theta_0^T x) = \left[ m_n'(\theta_0^T x) x^\top (\theta_n - \theta_0) + (m_n - m_0)(\theta_0^T x) \right] (\theta_n - \theta_0).
\]

Now,

\[
\sup_{x \in C} \left| x^\top \nabla f(x) \right| \to 0,
\]

where \(\partial f_n(x)\) represents the sub-differential set of \(f_n\) at \(x\).
Thus for all $x \in X$, we have
\[
\left| \int_{\theta_0}^{\theta_n} m'_n(t) \, dt - m'_n(x) x^\top (\theta_n - \theta_0) \right| \leq |m'_n(x) x^\top (\theta_n - \theta_0)|. \tag{F.18}
\]
Note that if $x^\top \theta_n = x^\top \theta_0$, then both sides of (F.18) are 0. Combine (F.17) and (F.18), to conclude that
\[
P_X \left| m'_n(x^\top \theta_n) - m'_n(x^\top \theta_0) \right| \leq 2P \left| m'_n(x^\top \theta_n) - m'_n(x^\top \theta_0) \right|^2.
\]
We will now show that both $P X \left| m'_n(x^\top \theta_n) - m'_n(x^\top \theta_0) \right|^2$ and $P X \left| (m'_n - m'_0)(x^\top \theta_n) \right|^2$ converge to 0 as $n \to \infty$. First observe that
\[
P_X \left| m'_n(x^\top \theta_n) - m'_n(x^\top \theta_0) \right|^2 \leq T^2 |\theta_n - \theta_0|^2 P X \left| m'_n(x^\top \theta_n) - m'_n(x^\top \theta_0) \right|^2 + P X \left| m'_n(x^\top \theta_n) - m'_n(x^\top \theta_0) \right|^2 + P X \left| m'_n(x^\top \theta_n) - m'_n(x^\top \theta_0) \right|^2.
\]
Recall that $m'_0$ is a continuous and bounded function; see assumption (P1). Bounded convergence theorem now implies that $P X \left| m'_n(x^\top \theta_n) - m'_n(x^\top \theta_0) \right|^2 \to 0$, as $|\theta_n - \theta_0| \to 0$. Now consider the first term on the right hand side of (F.20). As $\theta_0$ has a density, for any $\varepsilon > 0$, we can define a compact subset $C_\varepsilon$ in the interior of $D_0$ such that $P(\theta_0 \in C_\varepsilon) < \varepsilon /4L$. Now note that, by Theorem 3.2 and the fact that $P(\theta_1 \notin C_\varepsilon) \to P(\theta_0 \notin C_\varepsilon)$, we have
\[
P_X \left| m'_n(x^\top \theta_n) - m'_n(x^\top \theta_0) \right|^2 \leq \sup_{t \in C_\varepsilon} |m'_n(t) - m_0(t)| + 2LP(\theta_0 X \notin C_\varepsilon) \leq \varepsilon,
\]
as $n \to \infty$. Similarly, we can see that
\[
P_X \left| m'_n(x^\top \theta_n) - m'_n(x^\top \theta_0) \right|^2 \leq \sup_{t \in C_\varepsilon} |m'_n(t) - m_0(t)| + 2LP(\theta_0 X \notin C_\varepsilon) \leq \varepsilon,
\]
as $n \to \infty$. Combining the results, we have shown that for every $\varepsilon > 0$
\[
P_X \left| m_n(x^\top \theta_n) - m_0(\theta_0) X^\top (\theta_n - \theta_0) \right|^2 \leq T^2 |\theta_n - \theta_0|^2 \varepsilon,
\]
for all sufficiently large $n$. Thus the result follows.

We will now use the above lemma to prove Theorem 3.3. Let us define, $A_n(x) := m_n(x^\top \theta_n) - m_0(\theta_0^\top x)$ and $B_n(x) := m_0(\theta_n^\top x) x^\top (\theta_n - \theta_0) + (m_n - m_0)(\theta_0^\top x)$. Observe that
\[
A_n(x) - B_n(x) = m_n(x^\top \theta_n) - m'_n(x^\top \theta_n) x^\top (\theta_n - \theta_0) - m_n(x^\top \theta_0).
\]
We will now show that
\[
D_n := \frac{1}{|\theta_n - \theta_0|^2} P X |A_n(X) - B_n(X)|^2 = o_P(1).
\]

It is equivalent to show that for every subsequence $\{D_{n_k}\}$, there exists a further subsequence $\{D_{n_{k_l}}\}$ that converges to 0 almost surely; see Theorem 2.3.2 of [15]. We showed in Theorem 3.2, that $\{m_n, \hat{\theta}_n\}$ satisfies (F.16) in probability. Thus by another application of Theorem 2.3.2 of [15], we have that $\{\hat{m}_{n_k}, \hat{\theta}_{n_k}\}$ has a further subsequence $\{\hat{m}_{n_{k_l}}, \hat{\theta}_{n_{k_l}}\}$ that satisfies (F.16) almost surely. Thus by Lemma F.11, we have $D_{n_{k_l}} \overset{a.s.}{\rightarrow} 0$. Thus $D_n = o_P(1)$.
We will now use (F.21) to find the rate of convergence of \( \{\hat{m}_n, \hat{\theta}_n\} \). We first find an upper bound for \( P_X|B_n(X)|^2 \). By a simple application of triangle inequality and (F.21), we have

\[
P_X|A_n(X)|^2 \geq \frac{1}{2} P_X|B_n(X)|^2 - P_X|A_n(X) - B_n(X)|^2 \geq \frac{1}{2} P_X|B_n(X)|^2 - \alpha_p(|\hat{\theta}_n - \theta_0|^2).
\]

Note that, by Theorem 3.1, we have that \( P_X|A_n(X)|^2 = O_p(n^{-4/5}) \). Thus we have

\[
P_X|m_0'(\theta_0^\top X)X^\top (\hat{\theta}_n - \theta_0) + (\hat{m}_n - m_0)(\theta_0^\top X)|^2 \leq O_p(n^{-4/5}) + o_p(|\hat{\theta}_n - \theta_0|^2).
\]

Now define

\[
g_1(x) := m_0'(\theta_0^\top x)x^\top (\hat{\theta}_n - \theta_0) \quad \text{and} \quad g_2(x) := (\hat{m}_n - m_0)(\theta_0^\top x)
\]

and note that by assumption (A3) there exists a \( \lambda_1 > 0 \) such that

\[
P_X g_1^2 = (\hat{\theta}_n - \theta_0)^\top P_X [XX^\top |m_0'(\theta_0^\top X)|^2] (\hat{\theta}_n - \theta_0) \geq \lambda_1 |\hat{\theta}_n - \theta_0|^2.
\]

With (F.23) in mind, we can see that proof of this theorem will be complete if we can show that

\[
P_X g_1^2 + P_X g_2^2 \leq P_X [m_0'(\theta_0^\top X)X^\top (\hat{\theta}_n - \theta_0) + (\hat{m}_n - m_0)(\theta_0^\top X)]^2.
\]

The following lemma from [42] gives a sufficient condition for (F.24).

**Lemma F.12** (Lemma 5.7 of [42]). Let \( g_1 \) and \( g_2 \) be measurable functions such that \( \mathbb{P}g_1 g_2 \leq c \mathbb{P}g_1^2 + \mathbb{P}g_2^2 \) for a constant \( c < 1 \). Then

\[
\mathbb{P}(g_1 + g_2)^2 \geq (1 - \sqrt{c})(\mathbb{P}g_1^2 + \mathbb{P}g_2^2).
\]

We now show that \( g_1 \) and \( g_2 \) (defined in (F.22)) satisfy the condition of the above lemma. Observe that

\[
P_X [g_1(X) g_2(X)]^2 = P_X [m_0'(\theta_0^\top X)g_2(X)E(X^\top (\hat{\theta} - \theta_0)|\theta_0^\top X)]^2
\leq P_X [(m_0'(\theta_0^\top X))^2E[(X^\top (\hat{\theta} - \theta_0)|\theta_0^\top X)]] P_X g_2^2(X)
\leq P_X E[(m_0'(\theta_0^\top X))^2] P_X g_2^2(X)
= P_X [m_0'(\theta_0^\top X)X^\top (\hat{\theta} - \theta_0)]^2 P_X g_2^2(X)
= P_X g_1^2 P_X g_2^2.
\]

The strict inequality in the above sequence of inequalities holds under the assumption that the conditional distribution of \( X \) given \( \theta_0^\top X \) is nondegenerate.

**F.6. Proof of Theorem 3.4**

We first show (3.1). Let \( \delta_n \) be a sequence of positive numbers decreasing to 0. Let \( a, b \in \mathbb{R} \) such that \( D_0 = [a, b] \). Define \( C_n := [a + 2\delta_n, b - 2\delta_n] \). By (A5), \( f_{\theta_0^\top X} \), the density of \( \theta_0^\top X \) is bounded away from 0 and \( \infty \). Let \( K \) and \( K' \) denote the minimum and the maximum of \( f_{\theta_0^\top X}(\cdot) \) in \( D_0 \). Also, let \( \kappa \) denote the bound on \( m_0''(t) \) over \( t \in D_0 \). As the \( \hat{m} \) is a convex function, we have

\[
\frac{\hat{m}(t) - \hat{m}(t - \delta_n)}{\delta_n} \leq \hat{m}'(t- \delta_n) \leq \hat{m}'(t+) \leq \frac{\hat{m}(t + \delta_n) - \hat{m}(t)}{\delta_n},
\]

\[
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\]
for all \( t \in C_n \), where \( \tilde{m}'(t+) \) and \( \tilde{m}'(t-) \) denote the right and left derivatives of \( \tilde{m} \) at \( t \), respectively. Observe that

\[
\int_{t \in C_n} \left[ \frac{\tilde{m}(t + \delta_n) - \tilde{m}(t)}{\delta_n} - \frac{m_0(t + \delta_n) - m_0(t)}{\delta_n} \right]^2 dt
\]

\[
= \frac{2}{\delta_n^2} \int_{t \in C_n} \{\tilde{m}(t + \delta_n) - m_0(t + \delta_n)\}^2 dt + \frac{2}{\delta_n^2} \int_{t \in C_n} \{\tilde{m}(t) - m_0(t)\}^2 dt
\]

\[
= \frac{2}{\delta_n^2} \int_{t \in [a + 3\delta_n, b - \delta_n]} \{\tilde{m}(t) - m_0(t)\}^2 dt + \frac{2}{\delta_n^2} \int_{t \in C_n} \{\tilde{m}(t) - m_0(t)\}^2 dt
\]

\[
\leq \frac{2}{K\delta_n^2} \int_{t \in [a + 3\delta_n, b - \delta_n]} \{\tilde{m}(t) - m_0(t)\}^2 f_{\tilde{y}^*_n} x(t) dt + \frac{2}{K\delta_n^2} \int_{t \in C_n} \{\tilde{m}(t) - m_0(t)\}^2 f_{\tilde{y}^*_n} x(t) dt
\]

\[
= \frac{1}{\delta_n^2} O_p(n^{-4/5}),
\]  

where the last equality follows from Theorem 3.7. Similarly, it can be shown that

\[
\int_{t \in C_n} \left[ \frac{\tilde{m}(t) - \tilde{m}(t - \delta_n)}{\delta_n} - \frac{m_0(t) - m_0(t - \delta_n)}{\delta_n} \right]^2 dt = \frac{1}{\delta_n^2} O_p(n^{-4/5}).
\]  

Now observe that, as \( \kappa \geq ||m_0'||_{L_1} \), we have

\[
\Delta_n^+(t) := \left[ \frac{\tilde{m}(t + \delta_n) - \tilde{m}(t)}{\delta_n} - \frac{m_0(t + \delta_n) - m_0(t)}{\delta_n} \right] \geq \tilde{m}'(t+) - m_0'(x_{t+})
\]

\[
\geq \tilde{m}'(t+) - m_0'(t) + m_0'(t) - m_0'(x_{t+})
\]

\[
\geq \tilde{m}'(t+) - m_0'(t) - \kappa\delta_n,
\]

where \( x_{t+} \) lies between \( t \) and \( t + \delta_n \). Moreover,

\[
\Delta_n^-(t) := \left[ \frac{\tilde{m}(t) - \tilde{m}(t - \delta_n)}{\delta_n} - \frac{m_0(t) - m_0(t - \delta_n)}{\delta_n} \right] \leq \tilde{m}'(t+) - m_0'(x_{t-})
\]

\[
\leq \tilde{m}'(t+) - m_0'(t) + m_0'(t) - m_0'(x_{t-})
\]

\[
\leq \tilde{m}'(t+) - m_0'(t) + \kappa\delta_n,
\]

where \( x_{t-} \) lies between \( t - \delta_n \) and \( t \). Combining the above two results, we have

\[
\Delta_n^-(t) - \kappa\delta_n \leq \tilde{m}'(t+) - m_0'(t) \leq \Delta_n^+(t) + \kappa\delta_n;
\]

see proof of Corollary 1 of [14] for a similar inequality. Thus for every \( t \in C_n \), we have \([\tilde{m}'(t+) - m_0'(t)]^2 \leq 2\kappa^2\delta_n^2 + 2 \max \left\{ \{\Delta_n^-(t)\}^2, \{\Delta_n^+(t)\}^2 \right\} \). By (F.25) and (F.26), we have

\[
\int_{t \in C_n} [\tilde{m}'(t+) - m_0'(t)]^2 f_{\tilde{y}^*_n} x(t) dt \leq 2\kappa^2\delta_n^2 + \frac{1}{\delta_n^2} O_p(n^{-4/5}),
\]  

as

\[
\int_{t \in C_n} \max \left\{ \{\Delta_n^-(t)\}^2, \{\Delta_n^+(t)\}^2 \right\} f_{\tilde{y}^*_n} x(t) dt
\]

\[
\leq \int_{t \in C_n} \{\Delta_n^-(t)\}^2 f_{\tilde{y}^*_n} x(t) dt + \int_{t \in C_n} \{\Delta_n^+(t)\}^2 f_{\tilde{y}^*_n} x(t) dt
\]

\[
\leq K' \int_{t \in C_n} \{\Delta_n^-(t)\}^2 dt + K' \int_{t \in C_n} \{\Delta_n^+(t)\}^2 dt
\]

\[
= \frac{1}{\delta_n^2} O_p(n^{-4/5}),
\]
where $K'$ is an upper bound on $f_{\theta^\top X}(\cdot)$ in $D_0$. Moreover, note that $\|\hat{m}'\|_{\infty} \leq L$ and $\|m_0'\|_{\infty} \leq L_0 \leq L$. Thus
\[
\int_{t \in D_0} (\hat{m}'(t) - m_0'(t))^2 f_{\theta^\top X}(t) dt = \int_{t \in C_n} (\hat{m}'(t) - m_0'(t))^2 f_{\theta^\top X}(t) dt \\
+ \int_{t \in D_0 \cap C_n} (\hat{m}'(t) - m_0'(t))^2 f_{\theta^\top X}(t) dt \\
= 2\kappa^2\delta_n^2 + \frac{1}{\delta_n^2} O_p(n^{-4/5}) + 4L^2 P(\theta_0^\top X \in D_0 \cap C_n) \\
\leq 2\kappa^2\delta_n^2 + \frac{1}{\delta_n^2} O_p(n^{-4/5}) + 16K'L^2\delta_n.
\]

The tightest upper bound for the left hand side of the above display is achieved when $\delta_n = n^{-4/15}$. With this choice of $\delta_n$, we have
\[
\int_{t \in D_0} (\hat{m}'(t) - m_0'(t))^2 f_{\theta^\top X}(t) dt \leq 2\kappa^2 n^{-8/15} + O_p(n^{-4/15}) + 16K'L^2n^{-4/15} = O_p(n^{-4/15}).
\]

We can find a similar upper bound for $\int_{t \in D_0} (\hat{m}'(t) - m_0'(t))^2 dt$:
\[
\int_{t \in D_0} (\hat{m}'(t) - m_0'(t))^2 dt = \int_{t \in C_n} (\hat{m}'(t) - m_0'(t))^2 dt + \int_{t \in D_0 \cap C_n} (\hat{m}'(t) - m_0'(t))^2 dt (F.28) \\
\leq 2\kappa^2\delta_n^2 + \frac{1}{K\delta_n^2} O_p(n^{-4/5}) + 16L^2\delta_n,
\]

where the first term on the right hand side of (F.28) is bounded above via (F.27) and $K$ is the minimum of $f_{\theta^\top X}$. When $\delta_n = n^{-4/15}$, we have
\[
\int_{t \in D_0} (\hat{m}'(t) - m_0'(t))^2 dt \leq 2\kappa^2 n^{-8/15} + O_p(n^{-4/15}) + 16L^2 n^{-4/15} = O_p(n^{-4/15}). 
\]

Recall that by assumption (A5), we have
\[
\sup_{|\theta - \theta_0| \leq n^{-2/15}} \|f_{\theta^\top X}\|_D \leq c < \infty,
\]

for large enough $n$. Now the proof of (3.2) easily follows from (F.28), since
\[
\sup_{|\theta - \theta_0| \leq n^{-2/15}} \int_{t \in D_0} (\hat{m}'(t) - m_0'(t))^2 f_{\theta^\top X}(t) dt \leq \sup_{|\theta - \theta_0| \leq n^{-2/15}} \|f_{\theta^\top X}\|_D \int_{t \in D_0} (\hat{m}'(t) - m_0'(t))^2 dt \\
\leq O_p(n^{-4/15}),
\]

where the last inequality follows from (F.29). Note that the upper bound in (F.29) is independent of $\theta$. The proof of (3.3) follows from (3.2) as $|\theta - \theta_0| = o_p(n^{-2/15})$.

**Appendix G: Proofs of results in Section 3.2**

**G.1. Discussion for Proofs of Theorems 3.5, 3.6, and 3.7**

Proof of Theorem 3.5 is almost identical to the proof of Theorem 2 of [33]. They propose following estimator for $(m_0, \theta_0)$ in a similar single index model:
\[
(m^{kp}, \theta^{kp}) := \arg \min_{(m, \theta) \in S \times \Theta} \mathcal{L}_n(m, \theta; \lambda),
\]

where $S$ is defined in Section 2.1. The single index model in [33] does not assume any shape constraint on $m_0$ and $m^{kp}$ is a (possibly non-convex) cubic spline. Under assumptions (A1)–(A4), they prove that $(m^{kp}, \theta^{kp})$ satisfies the properties of Theorem 3.5. The only modification in the proof of Theorem 2 of [33] needed for it
to be applicable to \((\hat{m}, \hat{\theta})\) is in the definition of \(B_C\) and Lemma 8 of [33]. For our purposes, we can redefine \(B_C\) as follow:

\[
B_C := \left\{ m \circ \theta - m_0 \circ \theta_0 : m \in \mathbb{R}, \theta \in \Theta, \text{ and } \frac{\|m\|_{\infty}}{1 + J(m_0) + J(m)} \leq C \right\}.
\]

The rest of the proof of Theorem 2 of [33] will follow if we can show that

\[
\log N(\delta, B_C, \| \cdot \|_{\infty}) \lesssim \delta^{-1/2}.
\]

(G.1)

The proof of (G.1) follows from Lemma 8 of [33]. Proofs of Theorems 3.6 and 3.7 are identical to the proof of Theorems 3 and 4, respectively.

\section*{G.2. Proof of Theorem 3.8}

We use the following interpolation inequality in [1] to prove this theorem.

\textbf{Lemma G.1.} (Corollary 3.1, [1]) Let \( f : \mathbb{R} \to \mathbb{R} \) be a continuously differentiable function on \((a,b)\) and suppose we can write \( f'(x) = f'(\eta) + \int_a^x f''(s)ds \) for all \( a < \eta < x < b \). Furthermore, let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous density function and is bounded away from 0, i.e., \( g(s) > \delta > 0 \) for all \( s \in (a,b) \). If \( 0 < \varepsilon \leq 1 \), then

\[
\int_a^b |f'(s)|^2 g(s)ds \leq \gamma \left[ \int_a^b |f''(s)|^2 g(s)ds + \varepsilon^{-1} \int_a^b |f'(s)|^2 g(s)ds \right],
\]

where \( \gamma \) depends only on \( a, b, \) and max\(x \in (a,b) g(s) \).

Take \( g \) to be the density of \( \theta_0^\top X \) with respect to the Lebesgue measure. By assumption (A5), we have that \( g \) is continuous and bounded away from zero on the bounded set \( D_0 \). Furthermore, let \( f = \hat{m} - m_0 \). By assumption (P1), we have that \( m_0 \) has an absolutely continuous first derivative. It can also be seen that \( \hat{m} \) has an absolutely continuous derivative; see Section 2 of [16]. Thus by an easy application of the Lemma G.1, we have that

\[
\|\hat{m}' \circ \theta_0 - m_0' \circ \theta_0\|^2 \leq \gamma \left[ \varepsilon \|\hat{m}'' \circ \theta_0 - m_0'' \circ \theta_0\|^2 + \varepsilon^{-1} \|\hat{m} \circ \theta_0 - m_0 \circ \theta_0\| \right].
\]

By Theorem 3.6, we have that \( J(\hat{m}) = O_p(1) \). Because \( g \) is bounded away from both zero and infinity, we have that \( \int_{D_0} \hat{m}''(s)g(s)ds \lesssim J(\hat{m}) \) and \( \int_{D_0} m_0''(s)g(s)ds \lesssim J(m_0) \). Fixing \( \varepsilon = \lambda_n \), by Theorem 3.6, we have

\[
\|\hat{m}' \circ \theta_0 - m_0 \circ \theta_0\|^2 \leq \gamma \left[ \lambda_n(J^2(\hat{m}) + J^2(m_0)) + \lambda_n^{-1}O_p(\lambda_n) \right] = O_p(\lambda_n).
\]

\section*{Appendix H: Proofs of results in Appendix A}

\textbf{Remark H.1} (Quadratic mean differentiability). If the errors are Gaussian random variables then in the following, we show that the model is quadratic mean differentiable in \( \theta \). The proof of quadratic mean differentiability for any error distribution satisfying assumption (B3) follows similarly. Under Gaussian error, the density of \((Y, X)\) is

\[
f_{\theta, m}(y, x) = \exp \left( -\frac{1}{2\sigma^2} (y - m(\theta^\top x))^2 \right)p_N(x).
\]

Note that \( \theta \mapsto f_{\theta, m}(y, x) \) is differentiable a.e. \((y, x)\). Define

\[
\eta(y, x, \theta, m) = \begin{cases} \frac{1}{2} f'_{\theta, m}(y, x) f^{-1/2}_{\theta, m}(y, x), & f'_{\theta, m}(y, x) > 0 \text{ and } f''_{\theta, m}(y, x) \text{ exists}, \\ 0, & \text{otherwise}, \end{cases}
\]

where \( f'_{\theta, m}(y, x) \) denotes the derivative with respect to \( \theta \). Hájek [21] proved that the family of distributions is quadratic mean differentiable \((q.m.d)\) at \( \theta_0 \) if

\[
I_{i,j}(\theta) := \int \eta_i(y, x, \theta, m) \eta_j(y, x, \theta, m) dP_N(x) dy
\]
is finite and continuous at \( \theta \). In the following we prove that \( I_{1,j}(\theta) \) is finite and continuous at \( \theta \). Observe that,

\[
I_{1,j}(\theta) = \int_{x \in \mathbb{R}} \eta_i(x, y, \theta, m) \eta_j(x, y, \theta, m) dP_X dy
\]

\[
= \int_{x \in \mathbb{R}} (y - \theta^T x)^2 m'(\theta^T x)^2 x \exp \left( - \frac{1}{2 \sigma^2} (y - \theta^T x)^2 \right) dP_X(x) dy
\]

\[
= P_{\theta,m} [Y - m(\theta^T X)]^2 [m'(\theta^T X)]^2 X, X_j
\]

\[
= P_{\theta,m} [E[Y - m(\theta^T X)]^2 [m'(\theta^T X)]^2 X, X_j | \theta^T X]]
\]

\[
= P_{\theta,m} [m'(\theta^T X)^2 E[X, X_j | \theta^T X]].
\]

As both \( m(\cdot) \) and \( E[X, X_j | \theta^T X = \cdot] \) are bounded functions, we have that \( I_{1,j}(\theta) \) is finite and continuous at \( \theta_0 \). Thus, the model is differentiable in quadratic mean in \( \theta \).

### H.1. Proof of Theorem A.1

We will first show that \( \xi_t(u; \theta, \eta, m) \) is a valid submodel. Let us define

\[
\varphi_{\theta,\eta,t}(u) := \phi_{\theta,\eta,t}(u + (\theta - \zeta_t(\theta, \eta))^\top k(u)). \tag{H.1}
\]

Note that to prove that \( \xi_t(u; \theta, \eta, m) \) is a convex function it is enough to show that \( \gamma_t(\cdot; \theta, \eta, m) \) is an increasing function. First observe that

\[
k'(u) = 2h''_{\theta_0}(u) - \frac{m''_{\eta_0}(u)}{(m''_{\eta_0}(u))^2} h'_{\theta_0}(u) + \frac{m''_{\eta_0}(u)}{m''_{\eta_0}(u)} h''_{\theta_0}(u). \tag{H.2}
\]

Hence, by assumptions (P1), (B1), and (B2), we can find \( M^* \) such that \( \|k\|_{L^2} \leq M^* \). Thus \( u \mapsto u + (\theta - \zeta_t(\theta, \eta))^\top k(u) \) is a strictly increasing function for \( t \) in neighborhood of zero as \( k \) is a Lipschitz function on \( D \); see (H.2). As \( \phi_{\theta,\eta,t}(\cdot) \) is a strictly increasing function for \( t \) sufficiently close to zero. It now follows that \( u \mapsto \varphi_{\theta,\eta,t}(u) \) is a nondecreasing function for all \( t \in \mathbb{R} \) such that \( |t - \theta| \) is sufficiently close to zero. Finally, recall that \( m' \) is an increasing function and

\[
\gamma_t(u; \theta, \eta, m) = m' \circ \varphi_{\theta,\eta,t}(u).
\]

Thus we have that \( \gamma_t(\cdot; \theta, \eta, m) \) is an increasing function for \( t \in \mathbb{R} \) is close enough to 0. Next we show that \( \xi_t(u; \theta, \eta, m) = m(u) \) when \( t = 0 \). By definition we have

\[
\xi_t(s^\top x; \theta, \eta, m) = \int_{s_0}^{s_0^\top x} m' \circ \varphi_{\theta,\eta,t}(u) dy + (\zeta_t(\theta, \eta) - \theta)^\top \left[ (m''_{\eta_0}(s_0) - m'(s_0)) k(s_0) - m''_{\eta_0}(s_0) h_{\theta_0}(s_0) \right] + m(s_0).
\]

We have that \( \varphi_{\theta,\eta,0}(u) = u, \forall u \in D \). Hence,

\[
\xi_0(s^\top x; \theta, \eta, m) = \int_{s_0}^{s_0^\top x} m' \circ \varphi_{\theta,\eta,0}(y) dy + m(s_0) = \int_{s_0}^{s_0^\top x} m'(y) dy + m(s_0) = m(\theta^\top x)
\]

and \( \zeta_0(\theta, \eta) = \theta \) for all \( \eta \in S^{d-2} \). Now we show that \( J^2(\xi_t(\cdot; \theta, \eta, m)) < \infty \). Observe that

\[
J^2(\xi_t(\cdot; \theta, \eta, m)) = \int_D \{\xi''_t(u; \theta, \eta, m)(u)\}^2 du
\]

\[
= \int_{D_r} \left[ \frac{\partial}{\partial u} \xi_t(u; \theta, \eta, m) \right]^2 du
\]

\[
= \int_D \left\{ m'' \circ \varphi_{\theta,\eta,t}(u) \varphi_{\theta,\eta,t}(u) \right\}^2 du
\]

\[
= \int_D \{m''(u)\}^2 \varphi_{\theta,\eta,t}^{-1}(u) du
\]
where \( \phi_{\theta,n,t}(u) \) is defined in (H.1) and \( \phi_{\theta,n,t}(u) := \frac{\delta}{\delta u} \phi_{\theta,n,t}(u) \). Thus, we have that \( J^2(\xi_i(\cdot; \theta, \eta, m)) < \infty \) whenever \( J(m) < \infty \).

Next we compute \( \partial \nabla_i(u; \theta, \eta, m)/\partial \theta \) and \( \partial \nabla_i(\xi_i(\theta, \eta)^T x; \theta, \eta, m)/\partial \theta \) to help with the calculation of the score function for the submodel \( \{ \xi_i(\theta, \eta), \xi_j(\cdot; \theta, \eta, m) \} \). Observe that

\[
\frac{\partial}{\partial t} \eta_i(u; \theta, \eta, m) = \frac{\partial}{\partial t} m' \circ \phi_{\theta,n,t}(u + (\theta - \xi_i(\theta, \eta)^T) k(u))
\]

\[
= m'' \circ \phi_{\theta,n,t}(u + (\theta - \xi_i(\theta, \eta)^T) k(u)) \left[ \phi_{\theta,n,t}(u + (\theta - \xi_i(\theta, \eta)^T) k(u)) \right]
\]

where \( \phi_{\theta,n,t}(u) := \partial \phi_{\theta,n,t}(u)/\partial \theta \) and \( \phi_{\theta,n,t}(u) := \partial \phi_{\theta,n,t}(u)/\partial u \). Moreover,

\[
\frac{\partial}{\partial t} \xi_i(\theta, \eta)^T x; \theta, \eta, m)
\]

\[
= \frac{\partial}{\partial t} \int_{s_0}^{\xi_i(\theta, \eta)^T x; \theta, \eta, m) dy} + \frac{\partial \xi_i(\theta, \eta)^T}{\partial t} \left[ (m'_0(s_0) - m'(s_0)) k(s_0) \right]
\]

\[
+ \int_{s_0}^{\xi_i(\theta, \eta)^T x; \theta, \eta, m) dy} \frac{\partial \nabla_i(u; \theta, \eta, m)}{\partial \theta} dy
\]

\[
= \frac{\partial \xi_i(\theta, \eta)^T}{\partial t} \left[ \phi_{\theta,n,t}(u + (\theta - \xi_i(\theta, \eta)^T) k(u)) \right]
\]

\[
\left[ \phi_{\theta,n,t}(u + (\theta - \xi_i(\theta, \eta)^T) k(u)) \right]
\]

\[
- \phi_{\theta,n,t}(u + (\theta - \xi_i(\theta, \eta)^T) k(u)) \frac{\partial \xi_i(\theta, \eta)^T}{\partial t} k(u) du.
\]

The interchange of derivative and the integral is possible by assumptions (P1), (B1), and (B2). Using the fact that \( \phi_{\theta,n,t}(u) = 1 \) and \( \phi_{\theta,n,t}(u) = 0 \) for all \( u \in D_\theta \) (follows from the definition (A.3)) and \( \partial \xi_i(\theta, \eta)/\partial t = -|\eta|^2/\sqrt{1 - |\eta|^2} \theta + \eta h \theta \), we get

\[
\frac{\partial}{\partial t} \xi_i(\theta, \eta)^T x; \theta, \eta, m) \bigg|_{t=0}
\]

\[
= \eta^T H_\theta \left[ m'(\theta^T x) x + (m'_0(s_0) - m'(s_0)) k(s_0) \right]
\]

\[
- \eta^T H_\theta \int_0^\eta m''(u) k(u) du,
\]

and

\[
- \frac{1}{2} \frac{\partial}{\partial t} \left[ y - \xi_i(\theta, \eta)^T x; \theta, \eta, m) \right]^2 \bigg|_{t=0}
\]

\[
= (y - m(\theta^T x)) \eta^T H_\theta \left[ m'(\theta^T x) x + \int_{s_0}^{\theta^T x} m''(u) [-k(u)] du + (m'_0(s_0) - m'(s_0)) k(s_0) \right]
\]

\[
= (y - m(\theta^T x)) \eta^T H_\theta \left[ m'(\theta^T x) x + \int_{s_0}^{\theta^T x} m'(u) k(u) du - m'(\theta^T x) k(\theta^T x) \right.
\]

\[
+ \left. (m'_0(s_0) - m'(s_0)) k(s_0) \right]
\]

\[
= \eta^T \mathcal{E}_{\theta,m}(x, y).
\]
Next, observe that \((\hat{\theta}, \hat{m})\) minimizes \(L_\alpha(m, \theta; \lambda_n)\) and \(\xi_\alpha(\zeta_0(\hat{\theta}, \eta)^\top x; \hat{\theta}, \eta, \hat{m}) = \hat{m}(\hat{\theta}^\top x)\). Hence the function

\[
t \mapsto \frac{1}{n} \sum_{i=1}^{n} (y_i - \xi_\alpha(\zeta_0(\hat{\theta}, \eta)^\top x; \hat{\theta}, \eta, \hat{m})^2 + \lambda_n^2 \int_D \{\xi_\alpha(\zeta_0(\hat{\theta}, \eta, \hat{m})\}'(u)\}^2 du
\]

is minimized at \(t = 0\) for every \(\eta \in S^{d-2}\). Observe that (H.3) and the fact that \(J^2(\xi_\alpha(\zeta_0(\theta, \eta, m))\) is differentiable imply that the above function is differentiable in \(t\) on a small neighborhood of \(0\) (which depends on \(\eta\)). Hence, we have that

\[
\mathbb{P}_n \mathcal{G}_{\hat{\theta}, \hat{m}} \left. \left( \frac{\partial J^2(\zeta_0(\hat{\theta}, \eta, \hat{m}))}{\partial t} \right) \right|_{t = 0} = 0. \tag{H.4}
\]

Moreover, after some tedious algebra it can be seen that

\[
\left. \frac{\partial}{\partial t} J^2(\zeta_0(\theta, \eta, m)) \right|_{t = 0} \leq C \int_{D_0} k'(p)\{m''(p)\}^2 dp, \tag{H.5}
\]

where \(C\) is constant independent of \(\eta, k\) is defined in (4.18). Thus by Theorem 3.5, (4.19), and (H.5), we have

\[
\left. \frac{\partial}{\partial k} J^2(\zeta_0(\theta, \eta, m)) \right|_{t = 0} \leq M^* J(\hat{m}) = O_p(1).
\]

Finally, (H.4) and (P2) imply \(\mathbb{P}_n \mathcal{G}_{\theta_0, m_0} = o_p(n^{-1/2})\).

Next, we show that \(\mathcal{G}_{\theta_0, m_0} = \mathcal{G}_{\theta_0, m_0}.\) By definition, it is enough to show that,

\[
m_0'\theta_0^\top x)(x - k(\theta_0^\top x)) + m_0'(s_0)k(s_0) + \int_{s_0}^{\theta_0^\top x} m_0'(u)k'(u)du - m_0'(s_0)h_{\theta_0}(s_0) = m_0'(\theta_0^\top x)(x - h_{\theta_0}(\theta_0^\top x))
\]

\[
\Leftrightarrow m_0'(\theta_0^\top x)k(\theta_0^\top x) - m_0'(s_0)k(s_0) - \int_{s_0}^{\theta_0^\top x} m_0'(u)k'(u)du + m_0'(s_0)h_{\theta_0}(s_0) = m_0'(\theta_0^\top x)h_{\theta_0}(\theta_0^\top x)
\]

\[
\Leftrightarrow \int_{s_0}^{\theta_0^\top x} \frac{\partial}{\partial u} \left[ m_0'(u)k(u) \right] du = \int_{s_0}^{\theta_0^\top x} m_0'(u)k'(u)du + m_0'(s_0)h_{\theta_0}(s_0) = m_0'(\theta_0^\top x)h_{\theta_0}(\theta_0^\top x)
\]

\[
\Leftrightarrow \int_{s_0}^{\theta_0^\top x} m_0'(u)k(u)du + m_0'(s_0)h_{\theta_0}(s_0) = m_0'(\theta_0^\top x)h_{\theta_0}(\theta_0^\top x), \tag{H.6}
\]

which is true by (4.18). As the score of the sub-model is the efficient score at the truth, we have that \(\zeta_\alpha(\theta, m)\) is an approximately least favorable subprovided model.

### H.2. Proof of Lemma A.1

From the definitions of \(\mathcal{G}_{\theta, m}\) and \(\psi_{\theta, m}\), we have

\[
\mathcal{G}_{\theta, m}(x, y) - \psi_{\theta, m}(x, y) = \{y - m(\theta^\top x)\} H_\theta^\top \left[ \int_{s_0}^{\theta^\top x} m'(u)k'(u)du - m'(\theta^\top x)k(\theta^\top x) + m_0'(s_0)k(s_0) \right.
\]

\[
- m_0'(s_0)h_{\theta_0}(s_0) + (m_0' h_{\theta_0})(\theta^\top x) \].


Observe that
\[
\int_{s_0}^{\theta^T} m'(u)k'(u)du - m'(\theta^T x)k(\theta^T x) + m_0'(s_0)k(s_0) - m_0'(s_0)h_{\theta_0}(s_0) + (m_0' h_{\theta_0})(\theta^T x)
\]
\[
= \int_{s_0}^{\theta^T} m'(u)k'(u)du - m'(\theta^T x)k(\theta^T x) + m_0'(s_0)k(s_0) - m_0'(s_0)h_{\theta_0}(s_0) + (m_0' h_{\theta_0})(\theta^T x) + m_0'(s_0)k(s_0) + (m_0' h_{\theta_0})(\theta^T x) - (m_0' h_{\theta_0})(s_0).
\]

(\text{H.7})

We now analyze the terms in the right hand side of the above display. First observe that
\[
\int_{s_0}^{\theta^T} m_0'(u)k(u)du = m_0'(s_0)k(s_0) - m_0'(s_0)h_{\theta_0}(s_0) + (m_0' h_{\theta_0})(\theta^T x).
\]

(\text{H.8})

Finally, by definition (4.18) and integration by parts, we have
\[
\int_{s_0}^{\theta^T} m_0''(u)k(u)du = \int_{s_0}^{\theta^T} m_0'(u)h_{\theta_0}(u) + m_0'(u)h_{\theta_0}(u)du = m_0'(u)h_{\theta_0}(u)\big|_{s_0}^{\theta^T}.
\]

(\text{H.9})

By substituting (\text{H.8}) and (\text{H.9}) in (\text{H.7}), we have that
\[
\sqrt{nP_n}(\mathbb{E}_{\hat{\theta},n} - \mathbb{E}_{\hat{\theta},n}) = \sqrt{nP_n}[(Y - \hat{m}(\hat{\theta}^T X))U_{\hat{\theta},n}(X)].
\]

In the following, we find an upper bound of \(\sqrt{nP_n}[(Y - \hat{m}(\hat{\theta}^T X))U_{\hat{\theta},n}(X)]\):
\[
|\sqrt{nP_n}[(Y - \hat{m}(\hat{\theta}^T X))U_{\hat{\theta},n}(X)]| \\
= |\sqrt{nP_n}[(m_0(\theta_0^T X) - \hat{m}(\hat{\theta}^T X))U_{\hat{\theta},n}(X)] + \sqrt{nP_n}eU_{\hat{\theta},n}(X)| \\
\leq |\sqrt{nP_n}[(m_0 - \hat{m})(\theta_0^T X)U_{\hat{\theta},n}(X)]| + |\sqrt{nP_n}[(\hat{m}(\theta_0^T X) - \hat{m}(\hat{\theta}^T X))U_{\hat{\theta},n}(X)]| \\
+ |\sqrt{nP_n}eU_{\hat{\theta},n}(X)| \\
\leq |\mathbb{D}_n[(m_0 - \hat{m})(\theta_0^T X)U_{\hat{\theta},n}(X)]| + |\mathbb{D}_n[(\hat{m}(\theta_0^T X) - \hat{m}(\hat{\theta}^T X))U_{\hat{\theta},n}(X)]| \\
+ |\sqrt{nP_n}eU_{\hat{\theta},n}(X)| + |\sqrt{n}[P_{\theta_0,m_0}[(\hat{m}(\theta_0^T X) - \hat{m}(\theta_0^T X))U_{\hat{\theta},n}(X)]]| \\
+ \sqrt{n}|P_{\theta_0,m_0}[(m_0 - \hat{m})(\theta_0^T X)U_{\hat{\theta},n}(X)]|.
\]

H.3. Proof of Lemma A.2

We will first show that
\[
N(\varepsilon, W_{M_1,M_2,M_3}, \| \cdot \|_\infty) \leq c\exp(c/\varepsilon)^{-4d},
\]
where \(c\) depends only on \(M_1\), \(M_2\), and \(M_3\). By Theorem 2.4 of [50], we have
\[
N(\varepsilon, \{f' : f \in C_{M_1,M_2,M_3}^*, \| \cdot \|_\infty \}) \leq \exp(c/\varepsilon),
\]

where \(c\) is a constant depending only on \(M_1\), \(M_2\), and \(M_3\). Let us denote the functions in the \(\varepsilon\)-cover by \(l_1, \ldots, l_t\). By Lemma 15 of [33], we have that there exists \(\theta_1, \ldots, \theta_s\) for \(s \lesssim \varepsilon^{-4d}\) such that \(\{\theta_i\}_{1 \leq i \leq s}\) form an \(\varepsilon^2\)-cover of \(\Theta \cap B_{\theta_0}(1/2)\) and satisfies (86) of [33] (with \(\varepsilon^2\) instead of \(\varepsilon\)). Fix \((\theta, m) \in C_{M_1,M_2,M_3}^*\). Without
loss of generality assume that the function nearest to $m'$ in the $\varepsilon$-cover is $l_1$ and the vector nearest to $\theta$ in the $\varepsilon^2$ cover of $\Theta \cap B_{\theta_0}(1/2)$ is $\theta_1$, i.e.,

$$\|m' - l_1\|_\infty \leq \varepsilon, \quad \|H_\theta - H_{\theta_1}\| \leq \varepsilon^2, \quad \text{and} \quad |\theta - \theta_1| \leq \varepsilon^2.$$  

We define $r_1$ to be the anti-derivative of $l_1$ i.e., $l_1 = r_1'$. Let us define

$$V_{\theta,m}(x) := \left[\int_{a_0}^{\theta^T x} \left[m'(u) - m'_0(u)\right] k'(u) du + (m'_0(\theta^T x) - m'(\theta^T x)) k(\theta^T x)\right].$$

Recall that $U_{\theta,m} = H_\theta V_{\theta,m}$. Now for every $x \in \chi$, observe that

$$\left|U_{\theta,m}(x) - U_{\theta_1,r_1}(x)\right| \leq \left|U_{\theta,m}(x) - U_{\theta,r_1}(x)\right| + \left|(H_\theta - H_{\theta_1}) V_{\theta,r_1}\right| + \left|H_{\theta_1} (V_{\theta,r_1}(x) - V_{\theta_1,r_1}(x))\right|$$

$$\leq \left|H_\theta \int_{a_0}^{\theta^T x} \left[m'(u) - r_1'(u)\right] k'(u) du + \left[H_{\theta_1} (m' - r_1')(\theta^T t) k(\theta^T t)\right]\right|$$

$$+ 4M^* M_2(T + 1) \sqrt{d - 1} \varepsilon^2 + \left[H_{\theta_1} \left[(r_1' - m'_0)(\theta^T x) k(\theta^T x) - (r_1' - m'_0)(\theta_1^T x) k(\theta_1^T x)\right]\right]$$

$$\leq 2T (1 + |\theta_0|) M^* \|m' - r_1'\|_{\infty} + M^* \|m' - r_1'\|_{\infty} + 4M^* M_2(T + 1) \sqrt{d - 1} \varepsilon^2$$

$$+ \left|(r_1' - m'_0)(\theta^T x) k(\theta^T x) - (r_1' - m'_0)(\theta_1^T x) k(\theta_1^T x)\right| + 2M_2 M^* T |\theta - \theta_1|.$$  

Furthermore, note that

$$\left|(r_1' - m'_0)(\theta^T x) k(\theta^T x) - (r_1' - m'_0)(\theta_1^T x) k(\theta_1^T x)\right|$$

$$\leq \left|(r_1' - m'_0)(\theta^T x) k(\theta^T x) - (r_1' - m'_0)(\theta_1^T x) k(\theta_1^T x)\right|$$

$$\leq M^* \left|(r_1' - m'_0)(\theta^T x) - (r_1' - m'_0)(\theta_1^T x)\right| + 2M_2 M^* T |\theta - \theta_1| \leq 2M_3 M^* T |\theta - \theta_1|^{1/2} + 2M_3 M^* T |\theta - \theta_1| + 2M_2 M^* T |\theta - \theta_1|.$$  

where the last inequality in the previous display follows from Lemma E.1. Combining the above two displays, we have

$$\left|U_{\theta,m}(x) - U_{\theta_1,r_1}(x)\right| \leq M^* \|m' - r_1'\|_{\infty} (AT + 1) + 4M^* M_2(T + 1) \sqrt{d - 1} \varepsilon^2$$

$$+ 2M_3 M^* T |\theta - \theta_1|^{1/2} + 2M_3 M^* T |\theta - \theta_1| + 2M_2 M^* T |\theta - \theta_1|.$$  

Thus, $\{U_{\theta,l_1}\}$ form an (constant multiple of) $\varepsilon$-cover (with respect to $\|\cdot\|_{2,\infty}$ norm) of $W^{\ast}_{M_1, M_2, M_3}$, and we have (H.10). Moreover, as $N_{[\varepsilon, W^{\ast}_{M_1, M_2, M_3}, \|\cdot\|_{2, P_{0,n_0}}]} \lesssim N_{[\varepsilon, W_{M_1, M_2, M_3}, \|\cdot\|_{\infty}]}$ and

$$W_{M_1, M_2, M_3}(n) \subset W^{\ast}_{M_1, M_2, M_3},$$

for every $n \in \mathbb{N}$, we have $N_{[\varepsilon, W_{M_1, M_2, M_3}(n), \|\cdot\|_{2, P_{0,n_0}}]} \lesssim N_{[\varepsilon, W^{\ast}_{M_1, M_2, M_3}, \|\cdot\|_{2, P_{0,n_0}}]}$. Now we find an envelope function for $W_{M_1, M_2, M_3}(n)$. Recall that $|H_\theta x| \leq |x|$ for all $x \in \mathbb{R}^d$. For every $(\eta, \varphi) \in C_{M_1, M_2, M_3}(n)$
and $x \in X$, observe that

$$|U_{\theta,m}(x)| \leq \int_{-\infty}^{\theta^T x} [m'(u) - m_0'(u)]k'(u)du + \left| (m' - m_0')(\theta^T x)k(\theta^T x) \right|$$

$$\leq \int_{-\infty}^{\theta^T x} [m'(u) - m_0'(u)]k'(u)du + \int_{-\infty}^{\theta^T x} [m'(u) - m_0'(u)]k'(u)du$$

$$+ \left| (m' - m_0')(\theta^T x)k(\theta^T x) \right|$$

$$\leq \sqrt{d-1} M^*(T\|m - m_0\|_0^2 + 2M_2 T|\theta - \theta_0| + 2M_3 \sqrt{T}|\theta - \theta_0|^2 + \|m - m_0\|_0^2)$$

$$\leq W_{M_1,M_2,M_3}(n).$$

Thus, $W_{M_1,M_2,M_3}(n)$ satisfies (A.9).

**H.4. Proof of Lemma A.3**

For every $(\theta, m) \in C_{M_1,M_2,M_3}(n)$, note that

$$\left| (m_0 - m)(\theta^T x)U_{\theta,m}(x) \right| \leq 2M_1 |U_{\theta,m}(x)| \leq 2M_1 W_{M_1,M_2,M_3}(n) = D_{M_1,M_2,M_3}(n).$$

Furthermore, we have

$$N(\epsilon, \{ (m_0 - m)(\theta^T \cdot) : m \in C_{M_1,M_2,M_3}, \| \cdot \|_\infty \}) = N(\epsilon, C_{M_1,M_2,M_3}^{\max}, \| \cdot \|_\infty) \leq \exp(c/\epsilon).$$

where the inequality follows from Theorem 2.4 of [50] and $c$ is a constant depending only on $M_1, M_2, \text{ and } M_3$. By Lemma 9.25 of [32] (for entropy of product of uniformly bounded function classes), and Lemma A.2, we have that

$$N(\epsilon, D_{M_1,M_2,M_3}^{\gamma}, \| \cdot \|_{L_2}) \leq c\epsilon^{-4d} \exp \left( \frac{c}{\sqrt{\epsilon}} + \frac{c}{\epsilon} \right).$$

Since, $N(\epsilon, D_{M_1,M_2,M_3}(n), \| \cdot \|_{L_2}) \leq N(\epsilon, D_{M_1,M_2,M_3}(n), \| \cdot \|_{L_2})$ and $N_B^{\gamma}(\gamma : D_{M_1,M_2,M_3}(n), \| \cdot \|_{L_2}, \epsilon_0) \leq \epsilon_0^{1/2}$.

Observe that $f \in D_{M_1,M_2,M_3}(n)$ maps $x$ to $\mathbb{R}^{d-1}$. For any $f \in D_{M_1,M_2,M_3}(n)$, let $f_1, \ldots, f_{d-1}$ denote each of the real valued components, i.e., $f(\cdot) := (f_1(\cdot), \ldots, f_{d-1}(\cdot))$. With this notation, we have

$$\mathbb{P} \left( \sup_{f \in D_{M_1,M_2,M_3}(n)} |G_n f| > \delta \right) \leq \sum_{i=1}^{d-1} \mathbb{P} \left( \sup_{f \in D_{M_1,M_2,M_3}(n)} |G_n f_i| > \delta / \sqrt{d-1} \right).$$

We can bound each term in the summation of (H.11) using the maximal inequality in Corollary 19.35 of [53]. We have

$$\mathbb{P} \left( \sup_{f \in D_{M_1,M_2,M_3}(n)} |G_n f| > \delta \right)$$

$$\leq \delta^{-1} \sqrt{d-1} \sum_{i=1}^{d-1} \mathbb{E} \left( \sup_{f \in D_{M_1,M_2,M_3}(n)} |G_n f_i| \right)$$

$$\leq \delta^{-1} \sqrt{d-1} J_1(\|D_{M_1,M_2,M_3}(n)\|, D_{M_1,M_2,M_3}(n), \| \cdot \|_{L_2}, \epsilon_0, \epsilon_0)$$

$$\leq \delta^{-1} \|D_{M_1,M_2,M_3}(n)\|^{1/2}$$

$$\leq \left[ \frac{\lambda_n^{1/4} + 1}{\alpha_n} \right]^{1/2} \to 0, \quad \text{as } n \to \infty,$$

where we have used (A.10) and the fact that $D_{M_1,M_2,M_3}(n)$ is non-random in the last inequality.
H.5. Proof of Lemma A.4

First, note that for every \((\theta, m) \in \mathcal{C}_{M_1, M_2, M_3}(n)\), we have
\[
|m(\theta_0) - m(\theta)| \leq 2M_1|U_{\theta,m}(x)| \leq D_{M_1, M_2, M_3}(n).
\]
Observe that the proof of Lemma A.4 will be complete (by arguments similar to the proof of Lemma A.3) if we can show that
\[
\log N(\varepsilon, \mathcal{A}_{M_1, M_2, M_3}, \| \cdot \|_2) \leq c \exp \left( \frac{c}{\varepsilon^2} \right) \varepsilon^{-4d},
\]
where the constant \(c\) depends only on \(M_1, M_2, M_3, \) and \(d\).

However, arguments similar to the proof of Lemma 8 of [33] will show that
\[
N(\varepsilon, \{m \circ \theta_0 - m \circ \theta : (\theta, m) \in \mathcal{C}_{M_1, M_2, M_3} \}, \| \cdot \|_\infty) < c \exp(c/\varepsilon) \varepsilon^{-d},
\]
for some constant \(c\) depending only on \(d, M_1, M_2, \) and \(M_3\). Thus by Lemma 9.25 of [32] and Lemma A.2, we have (H.13).

H.6. Proof of Lemma A.5

Note that, we have
\[
P\left( \sup_{f \in \mathcal{W}_{M_1, M_2, M_3}(n)} |G_n f| > \delta \right) \leq P\left( \sup_{(\theta,m) \in \mathcal{C}_{M_1, M_2, M_3}(n)} |\sqrt{n}P_n(\varepsilon U_{\theta,m})| < \delta \right) + P\left( \sup_{(\theta,m) \in \mathcal{C}_{M_1, M_2, M_3}(n)} |\sqrt{n}P_n(\varepsilon U_{\theta,m})| > \delta \right),
\]
where the last equality is due to assumption (A2). Now it is enough to show that for every fixed \(M_1, M_2, \) and \(M_3\), we have
\[
P\left( \sup_{f \in \mathcal{W}_{M_1, M_2, M_3}(n)} |G_n f| > \delta \right) \to 0, \quad \text{as } n \to 0.
\]
By Lemma A.2, we have
\[
N(\varepsilon, \mathcal{W}_{M_1, M_2, M_3}(n), \| \cdot \|_{2, P_{\theta_0, m_0}}) \leq c \exp(c/\varepsilon) \varepsilon^{-4d}.
\]
Fix \((\theta, m) \in \mathcal{C}_{M_1, M_2, M_3}(n)\). If \([h_1, h_2]\) is a bracket (coordinate-wise) for \(U_{\theta,m}\), then \([h_1, h_2] = h_2 \epsilon^+ - h_1 \epsilon^- + h_3 \epsilon^- \) is a bracket for \(\varepsilon U_{\theta,m}\). Therefore, we have
\[
N(\varepsilon, \{\varepsilon f : f \in \mathcal{W}_{M_1, M_2, M_3}(n)\}, \| \cdot \|_{2, P_{\theta_0, m_0}}) \leq c \exp(c/\varepsilon) \varepsilon^{-4d}.
\]
Moreover, for every \((\theta, m) \in \mathcal{C}_{M_1, M_2, M_3}(n)\) and \(x \in \chi\), we have
\[
|\varepsilon U_{\theta,m}(x)| \leq |\varepsilon| \mathcal{W}_{M_1, M_2, M_3}(n).
\]
It follows that
\[
N(\varepsilon, \mathcal{W}_{M_1, M_2, M_3}(n), \| \cdot \|_{2, P_{\theta_0, m_0}}) \leq c \exp(c/\varepsilon) \varepsilon^{-4d}.
\]
Thus using the maximal inequality in Corollary 19.35 of [53] and an argument similar to (H.11) and (H.12), we have
\[
P\left( \sup_{f \in \mathcal{W}_{M_1, M_2, M_3}(n)} |G_n f| > \delta \right) \lesssim \delta^{-1} \sum_{i=1}^{d-1} \mathbb{E} \left( \sup_{f \in \mathcal{W}_{M_1, M_2, M_3}(n)} |G_n f_i| \right)
\]
\[
\lesssim \delta^{-1} J_{1/2}(P_{\theta_0, m_0}(|\varepsilon^2| \mathcal{W}_{M_1, M_2, M_3}(n))^{1/2}, \mathcal{W}_{M_1, M_2, M_3}(n), \| \cdot \|_{2, P_{\theta_0, m_0}})
\]
\[
\lesssim \lambda_n^{-1/4} + \frac{1}{dn} \to 0 \quad \text{as } n \to \infty,
\]
where in the first inequality $f_1, \ldots, f_{d-1}$ denote each component of $f$. Now, we prove the second and third equations in (A.11). First, note that
\[
|P_{\theta_0, m_0}\left((m_0 - \hat{m})(\theta_0^\top X)U_{\hat{\vartheta}, \hat{m}}(X)\right)| \leq \sqrt{P_{\theta_0, m_0}\left((m_0 - \hat{m})^2(\theta_0^\top X)\right)P_{\theta_0, m_0}\left|U_{\hat{\vartheta}, \hat{m}}(X)\right|^2}
= O_p(\hat{\lambda}_n) \left[P_{\theta_0, m_0}\left|U_{\hat{\vartheta}, \hat{m}}(X)\right|^2\right]^{1/2},
\] (H.14)
where the inequality is an application of the Cauchy-Schwarz inequality and the equality is due to Theorem 3.7. Similarly, using Theorems 3.6, 3.7, and the mean value theorem we have
\[
|P_{\theta_0, m_0}\left((\hat{m}(\theta_0^\top X) - \hat{m}(\hat{\theta}^\top X))U_{\hat{\vartheta}, \hat{m}}(X)\right)| \leq \sqrt{P_{\theta_0, m_0}\left(\hat{m}(\theta_0^\top X) - \hat{m}(\hat{\theta}^\top X)\right)^2P_{\theta_0, m_0}\left|U_{\hat{\vartheta}, \hat{m}}(X)\right|^2}
\leq \|\hat{m}'\|_{\infty}\|\hat{\theta} - \theta_0\|T\left[P_{\theta_0, m_0}\left|U_{\hat{\vartheta}, \hat{m}}(X)\right|^2\right]^{1/2}
= O_p(\hat{\lambda}_n) \left[P_{\theta_0, m_0}\left|U_{\hat{\vartheta}, \hat{m}}(X)\right|^2\right]^{1/2}.
\] (H.15)
Now we find an upper bound for $P_{\theta_0, m_0}\left|U_{\hat{\vartheta}, \hat{m}}(X)\right|^2$. Note that
\[
P_{\theta_0, m_0}\left|U_{\hat{\vartheta}, \hat{m}}(X)\right|^2 \leq P_{\theta_0, m_0}\left[H_{\hat{\theta}}(\hat{m}' - m_0)(\hat{\theta}^\top X)\right]^2
+ P_{\theta_0, m_0}\left[H_{\hat{\theta}} \int_{\theta_0}^{\hat{\theta}} X \hat{m}'(u) - m_0'(u)\right|^2 H_{\hat{\theta}}^{-1} X \hat{m}'(u) - m_0'(u)\right|^2 du^2
\leq M^* (d - 1) P_{\theta_0, m_0}\left[(\hat{m}' - m_0)(\hat{\theta}^\top X)\right]^2
+ P_{\theta_0, m_0}\left[\int_{\theta_0}^{\hat{\theta}} X \hat{m}'(u) - m_0'(u)\right|^2 du \int_{\theta_0}^{\hat{\theta}} X k'(u)^2 du]
\leq M^* (d - 1) P_{\theta_0, m_0}\left[(\hat{m}' - m_0)(\hat{\theta}^\top X)\right]^2
+ M^* (d - 1) TP_{\theta_0, m_0}\left[\int_{\theta_0}^{\hat{\theta}} X \hat{m}'(u) - m_0'(u)\right|^2 du]
\leq M^* (d - 1) P_{\theta_0, m_0}\left[(\hat{m}' - m_0)(\hat{\theta}^\top X)\right]^2
+ M^* (d - 1) TP_{\theta_0, m_0}\left[\int_{\theta_0}^{\hat{\theta}} X \hat{m}'(u) - m_0'(u)\right|^2 du],
\] (H.16)
where $M^*$ is defined in (4.19). Since $|\hat{\theta} - \theta_0| = o_p(1)$, by assumption (A5), we have that the density of $\hat{\theta}^\top X$ w.r.t to the Lebesgue measure is bounded away from zero. Thus,
\[
\int_{\theta_0}^{\hat{\theta}} \{\hat{m}'(u) - m_0'(u)\}^2 du \leq \|\hat{m}' - \hat{\theta} - m_0 - \hat{\theta}\|^2 = O_p(\hat{\lambda}_n).
\]
The theorem now follows, as
\[
|P_{\theta_0, m_0}\left[(m_0 - \hat{m})(\theta_0^\top X)U_{\hat{\vartheta}, \hat{m}}(X)\right]| = O_p(\hat{\lambda}_n^{3/2}) = O_p(n^{-3/5}),
|P_{\theta_0, m_0}\left[(\hat{m}(\theta_0^\top X) - \hat{m}(\hat{\theta}^\top X))U_{\hat{\vartheta}, \hat{m}}(X)\right]| = O_p(\hat{\lambda}_n^{3/2}) = O_p(n^{-3/5}).
\]

**H.7. Proof of Theorem A.3**

We start with some notation. Recall that for any (fixed or random) $(\theta, m) \in \Theta \times \mathcal{R}$, $P_{\theta, m}$ denotes the joint distribution of $Y$ and $X$, where $Y = m(\theta^\top X) + \epsilon$ and $P_X$ denotes the distribution of $X$. Now, let $P_{(Y, X)|\theta^\top X}$ denote the joint distribution of $(Y, X)$ given $\theta^\top X$. For any $(\theta, m) \in \Theta \times \mathcal{R}$ and $f \in L_2(P_{\theta, m})$, we have
\[
P_{\theta, m}[f(X)] = P_X[f_{(Y, X)|\theta^\top X}(f(X)|m(\theta^\top X))] = P_X[\mathbb{E}(f(X)|\theta^\top X)(m(\theta^\top X) - m_0(\theta^\top X))].
\]
By above display, we have that
\[
P_{\theta,m_0} \psi_{\theta,m_0} = H_{\theta}^p P_{\theta,m_0} \left[ (Y - \hat{m}(\hat{\theta}^T X)) [\hat{m}'(\hat{\theta}^T X)X - (m_0' h_{\theta_0})(\hat{\theta}^T X)] \right]
\]
\[
= H_{\theta}^p P_X \left[ (m_0 - \hat{m})(\hat{\theta}^T X)[\hat{m}'(\hat{\theta}^T X)E(X|\hat{\theta}^T X) - (m_0' h_{\theta_0})(\hat{\theta}^T X)] \right]
\]
\[
= H_{\theta}^p P_X \left[ (m_0 - \hat{m})(\hat{\theta}^T X)E(X|\hat{\theta}^T X)(\hat{m}' - m_0')(\hat{\theta}^T X)) \right]
\]
\[
+ H_{\theta}^p P_X \left[ (m_0 - \hat{m})(\hat{\theta}^T X)m_0'(\hat{\theta}^T X)[E(X|\hat{\theta}^T X) - h_{\theta_0}(\hat{\theta}^T X))] \right]. \tag{H.17}
\]

Now we will show that each of the terms in (H.17) are \( o_p(n^{-1/2}) \). By (A1) and the Cauchy-Schwarz inequality, for the first term in (H.17) we have
\[
\left| P_X \left[ (m_0 - \hat{m})(\hat{\theta}^T X)E(X|\hat{\theta}^T X)(\hat{m}' - m_0')(\hat{\theta}^T X) \right] \right|
\]
\[
\leq T \sqrt{P_X \left[ (m_0 - \hat{m})(\hat{\theta}^T X)^2 \right] P_X \left[ (\hat{m}'(\hat{\theta}^T X) - m_0')(\hat{\theta}^T X))^2 \right]}
\]
\[
\leq \|m_0 \circ \hat{\theta} - \hat{m} \circ \hat{\theta}\| \|\hat{m}' \circ \hat{\theta} - m_0' \circ \hat{\theta}\|. \tag{H.18}
\]

We can bound the two terms on the right side above display as follows. For the first term, note that by Theorems 3.5, 3.6, and 3.7, we have
\[
\|m_0 \circ \hat{\theta} - \hat{m} \circ \hat{\theta}\| \leq \|m_0 \circ \theta_0 - m_0 \circ \hat{\theta}\| + \|\hat{m} \circ \hat{\theta} - m_0 \circ \theta_0\|
\]
\[
\leq T \|m_0'\| \|\theta_0 - \hat{\theta}\| + \|\hat{m} \circ \hat{\theta} - m_0 \circ \theta_0\|
\]
\[
= O_p(\lambda_n). \tag{H.19}
\]

For the second term in (H.18), observe that by Lemma E.1 and Theorems 3.7 and 3.8, we have
\[
\|\hat{m}' \circ \hat{\theta} - m_0' \circ \hat{\theta}\|
\]
\[
\leq \|\hat{m}' \circ \theta_0 - m_0' \circ \theta_0\| + \|\hat{m} \circ \hat{\theta} - m_0 \circ \theta_0\| + \|m_0' \circ \theta_0 - m_0' \circ \hat{\theta}\|
\]
\[
\leq J(m_0)\|\hat{\theta} - \theta_0\|^{1/2}T^{1/2} + \|\hat{m} \circ \hat{\theta} - m_0 \circ \theta_0\| + J(m_0)\|\hat{\theta} - \theta_0\|^{1/2}T^{1/2}
\]
\[
= O_p(\lambda_n^{1/2}).
\]

By the Cauchy-Schwarz inequality, the second term in (H.17) can be bounded as
\[
\left| P_X \left[ (m_0 - \hat{m})(\hat{\theta}^T X)m_0'(\hat{\theta}^T X)[E(X|\hat{\theta}^T X) - h_{\theta_0}(\hat{\theta}^T X)] \right] \right|
\]
\[
\leq \|m_0'\| \|m_0 \circ \hat{\theta} - \hat{m} \circ \hat{\theta}\| \|h_{\theta_0}(\hat{\theta}^T X) - h_{\theta_0}(\hat{\theta}^T X)\|_2^2
\]
\[
= \|m_0'\| \|m_0 \circ \hat{\theta} - \hat{m} \circ \hat{\theta}\| \|h_{\theta_0}(\hat{\theta}^T X) - h_{\theta_0}(\hat{\theta}^T X)\|_2^2
\]
\[
\leq \|m_0'\| \|m_0 \circ \hat{\theta} - \hat{m} \circ \hat{\theta}\| \|h_{\theta_0}(\hat{\theta}^T X) - h_{\theta_0}(\hat{\theta}^T X)\|_2^2
\]
\[
= O_p(\lambda_n^{1/2}).
\]

where \( \hat{M} \) is defined in (4.2). The last inequality in the above display follows from assumption (B2) and (H.19). The theorem now follows by combining these results.

**H.8. Consistency of \( \psi_{\hat{\theta},\hat{m}} \)**

The following lemma is used in the proof of Step 5 in Theorem 4.1; also see [33, Section 10.4].

**Lemma H.1.** If the conditions in Theorem 4.1 hold, then
\[
P_{\theta,m_0} \psi_{\theta,m_0} = o_p(1),
\]
\[
P_{\theta,m_0} \psi_{\theta,m_0} = O_p(1). \tag{H.21}
\]
Proof. We first prove (H.21). By assumption (B2), we have

\[
P_{\theta_0,m_0} |\psi_{\theta_0} - \psi_{\theta_0,m_0}|^2
\]

\[
= P_{\theta_0,m_0} \left( y - \hat{m}(\bar{\theta}^T X) \right) H_\theta^T \left[ \hat{m}'(\bar{\theta}^T X) X - (m_0' h_{\theta_0})(\bar{\theta}^T X) \right] - (y - m_0(\bar{\theta}^T X)) H_{\theta_0}^T \left[ m_0'(\theta_0^T X) X - (m_0' h_{\theta_0})(\theta_0^T X) \right] \right|^2
\]

\[
= P_{\theta_0,m_0} \left[ (m_0(\theta_0^T X) - \hat{m}(\bar{\theta}^T X)) + \epsilon H_\theta^T \left[ \hat{m}'(\bar{\theta}^T X) X - (m_0' h_{\theta_0})(\bar{\theta}^T X) \right] - \epsilon H_{\theta_0}^T \left[ m_0'(\theta_0^T X) X - (m_0' h_{\theta_0})(\theta_0^T X) \right] \right]^2
\]

\[
= P_{\theta_0,m_0} \left[ (m_0(\theta_0^T X) - \hat{m}(\bar{\theta}^T X)) H_\theta^T \left[ \hat{m}'(\bar{\theta}^T X) X - (m_0' h_{\theta_0})(\bar{\theta}^T X) \right] \right]^2
\]

\[
+ P_{\theta_0,m_0} \left[ \epsilon H_\theta^T \left[ \hat{m}'(\bar{\theta}^T X) X - (m_0' h_{\theta_0})(\bar{\theta}^T X) \right] - H_{\theta_0}^T \left[ m_0'(\theta_0^T X) X - (m_0' h_{\theta_0})(\theta_0^T X) \right] \right]^2
\]

\[
\leq P_{\theta_0,m_0} \left[ (m_0(\theta_0^T X) - \hat{m}(\bar{\theta}^T X)) H_\theta^T \left[ \hat{m}'(\bar{\theta}^T X) X - (m_0' h_{\theta_0})(\bar{\theta}^T X) \right] \right]^2
\]

\[
+ P_{\theta_0,m_0} \left[ \epsilon H_\theta^T \left[ \hat{m}'(\bar{\theta}^T X) X - (m_0' h_{\theta_0})(\bar{\theta}^T X) \right] - m_0'(\bar{\theta}^T X) X + (m_0' h_{\theta_0})(\bar{\theta}^T X) \right]^2
\]

\[
\leq P_{\theta_0,m_0} \left[ (m_0(\theta_0^T X) - \hat{m}(\bar{\theta}^T X)) H_\theta^T \left[ \hat{m}'(\bar{\theta}^T X) X - (m_0' h_{\theta_0})(\bar{\theta}^T X) \right] \right]^2
\]

\[
+ \|\sigma^2(\cdot)\|_\infty P_{\theta_0,m_0} \left[ \hat{m}'(\bar{\theta}^T X) X - (m_0'(\theta_0^T X) X + (m_0' h_{\theta_0})(\theta_0^T X) - (m_0' h_{\theta_0})(\bar{\theta}^T X) \right]^2
\]

\[
+ 4M_0^2T^2\|\sigma^2(\cdot)\|_\infty^2 \|H_\theta - H_{\theta_0}\|_2^2
\]

\[
\leq P_{\theta_0,m_0} \left[ (m_0(\theta_0^T X) - \hat{m}(\bar{\theta}^T X)) \left[ \hat{m}'(\bar{\theta}^T X) X - (m_0' h_{\theta_0})(\bar{\theta}^T X) \right] \right]^2
\]

\[
+ 2\|\sigma^2(\cdot)\|_\infty P_{\theta_0,m_0} \left[ \hat{m}'(\bar{\theta}^T X) X - m_0'(\theta_0^T X) X \right]^2
\]

\[
+ 2\|\sigma^2(\cdot)\|_\infty P_{\theta_0,m_0} \left[ (m_0' h_{\theta_0})(\theta_0^T X) - (m_0' h_{\theta_0})(\bar{\theta}^T X) \right]^2
\]

\[
+ 4M_0^2T^2\|\sigma^2(\cdot)\|_\infty^2 \|\bar{\theta} - \theta_0\|^2
\]

\[
= I + 2\|\sigma^2(\cdot)\|_\infty^2 II + 2\|\sigma^2(\cdot)\|_\infty^2 III + 4M_0^2T^2\|\sigma^2(\cdot)\|_\infty^2 \|\bar{\theta} - \theta_0\|^2. \tag{H.23}
\]

We will now show that each of the first three terms in the above display are \(o_p(1)\). For the second term, observe that

\[
II \leq T^2 \| P_{\theta_0,m_0} \| [\hat{m}'(\bar{\theta}^T X) - m_0'(\theta_0^T X)]^2
\]

\[
\leq P_{\theta_0,m_0} \left[ (\hat{m}'(\bar{\theta}^T X) - m_0'(\theta_0^T X)) \right]^2 + P_{\theta_0,m_0} \left[ (\hat{m}'(\theta_0^T X) - m_0'(\theta_0^T X)) \right]^2
\]

\[
\leq J^2(\hat{m}T\bar{\theta} - \theta_0) + \|\hat{m}' \circ \theta_0 - m_0' \circ \theta_0\|^2
\]

\[
= o_p(1).
\]

Here the last inequality follows from Lemma E.1 and the last equality is due to Theorems 3.7 and 3.8. For \(I\), recall that by Theorem 3.5, we have \(\|m_0 \circ \theta_0 - \hat{m} \circ \bar{\theta}\|_F \to 0\). Thus,

\[
I = P_{\theta_0,m_0} \left[ (m_0(\theta_0^T X) - \hat{m}(\bar{\theta}^T X)) \hat{m}'(\bar{\theta}^T X) X - (m_0' h_{\theta_0})(\bar{\theta}^T X) \right]^2
\]

\[
\leq \|m_0 \circ \theta_0 - \hat{m} \circ \bar{\theta}\|^2 (M_2T + L\|h_{\theta_0}\|_{2,\infty})^2 = o_p(1).
\]

Finally, we have

\[
III = P_{\theta_0,m_0} \left[ (m_0' h_{\theta_0})(\theta_0^T X) - (m_0' h_{\theta_0})(\bar{\theta}^T X) \right]^2
\]

\[
\leq P_{\theta_0,m_0} \left[ \left[ m_0'' h_{\theta_0} + m_0'' h_{\theta_0} \|\theta_0 - \bar{\theta}\|_{2,\infty} \right]^2 \right] \leq \|m_0'' h_{\theta_0} + m_0'' h_{\theta_0} \|_{2,\infty}^2 T^2 \|\theta_0 - \bar{\theta}\|^2 = o_p(1).
\]
All these facts combined show that \( P_{\theta_0,m_0} |\psi_{\hat{\theta},n} - \psi_{\theta_0,m_0}|^2 \leq o_P(1) \). We now prove (H.22). Note that

\[
P_{\theta,m_0} |\psi_{\hat{\theta},n} - \psi_{\theta_0,m_0}|^2
\leq P_{\theta,m_0} \left( (Y - \hat{m}(\hat{\theta}^\top X))^2 [\hat{m}'(\hat{\theta}^\top X) X - m_0'(\hat{\theta}^\top X) h_{\theta_0}(\hat{\theta}^\top X)] \right)^2
\]

\[
= P_{\theta,m_0} \left( [m_0(\theta^\top X) - \hat{m}(\hat{\theta}^\top X)] + \epsilon [\hat{m}'(\hat{\theta}^\top X) X - (m_0' h_{\theta_0})(\hat{\theta}^\top X)] \right)^2
\]

\[
= P_{\theta,m_0} \left( [m_0(\theta^\top X) - \hat{m}(\hat{\theta}^\top X)] + \epsilon [\hat{m}'(\hat{\theta}^\top X) X - (m_0' h_{\theta_0})(\hat{\theta}^\top X)] \right)^2
\]

\[
+ P_{\theta,m_0} \left( [\hat{m}'(\hat{\theta}^\top X) X - (m_0' h_{\theta_0})(\hat{\theta}^\top X)] \right)^2
\]

\[
\leq (\|m_0\|_\infty^2 + \|\hat{m}\|_\infty^2) P_{\theta,m_0} \left( [\hat{m}'(\hat{\theta}^\top X) X - (m_0' h_{\theta_0})(\hat{\theta}^\top X)] \right)^2
\]

\[
+ P_{\theta,m_0} \left( [\hat{m}'(\hat{\theta}^\top X) X - (m_0' h_{\theta_0})(\hat{\theta}^\top X)] \right)^2
\]

The result now follows. \( \square \)

### H.9. Proof of Theorem A.4

Recall the definition (4.12). Under model (1.1),

\[
\psi_{\hat{\theta},n} - \psi_{\theta_0,m_0} = [\epsilon + m_0(\theta^\top x) - \hat{m}(\hat{\theta}^\top x)] H_{\hat{\theta}} [\hat{m}'(\hat{\theta}^\top x) x - (m_0' h_{\theta_0})(\hat{\theta}^\top x)]
\]

\[
= [\epsilon + m_0(\theta^\top x) - \hat{m}(\hat{\theta}^\top x)] H_{\hat{\theta}} [\hat{m}'(\hat{\theta}^\top x) x - (m_0' h_{\theta_0})(\hat{\theta}^\top x)]
\]

\[
= [\epsilon + m_0(\theta^\top x) - \hat{m}(\hat{\theta}^\top x)] H_{\hat{\theta}} [\hat{m}'(\hat{\theta}^\top x) x - (m_0' h_{\theta_0})(\hat{\theta}^\top x)]
\]

\[
+ \epsilon [H_{\hat{\theta}} - H_{\theta_0}] [m_0'(\theta^\top x) x - (m_0' h_{\theta_0})(\theta^\top x)]
\]

\[
+ [H_{\hat{\theta}} - H_{\theta_0}] [m_0'(\theta^\top x) x - (m_0' h_{\theta_0})(\theta^\top x)]
\]

\[
\leq (\|m_0\|_\infty^2 + \|\hat{m}\|_\infty^2) P_{\theta,m_0} \left( [\hat{m}'(\hat{\theta}^\top X) X - (m_0' h_{\theta_0})(\hat{\theta}^\top X)] \right)^2
\]

For every \((\theta, m) \in \Theta \times \mathbb{R}\), define functions \(\tau_{\theta, m} : \mathbb{R} \rightarrow \mathbb{R}^{d-1}\) and \(\nu_{\theta, m} : \mathbb{R} \rightarrow \mathbb{R}^{d-1}\) as follows:

\[
\tau_{\theta, m}(x) := H_{\theta} \left\{ [m'(\theta^\top x) - m_0'(\theta_0^\top x)] x + [(m_0' h_{\theta_0})(\theta^\top x) - (m_0' h_{\theta_0})(\theta_0^\top x)] \right\}
\]

\[
+ [H_{\theta} - H_{\theta_0}] [m_0'(\theta^\top x) x - (m_0' h_{\theta_0})(\theta^\top x)],
\]

\[
\nu_{\theta, m}(x) := H_{\theta} \left\{ [m'(\theta_0^\top x) - m_0'(\theta_0^\top x)] x + [(m_0' h_{\theta_0})(\theta^\top x) - (m_0' h_{\theta_0})(\theta_0^\top x)] \right\}
\]

and the classes of such functions

\[
\Xi_{M_1,M_2,M_3}(n) = \{ \tau_{\theta, m} : (\theta, m) \in C_{M_1,M_2,M_3}(n) \},
\]

\[
\Upsilon_{M_1,M_2,M_3}(n) = \{ \nu_{\theta, m} : (\theta, m) \in C_{M_1,M_2,M_3}(n) \}.
\]

Observe that, for every fixed \(M_1, M_2,\) and \(M_3\), we have

\[
P(||\psi_{\hat{\theta},n} - \psi_{\theta_0,m_0}|| > \delta)
\]

\[
\leq P(||\epsilon||_{\hat{\theta},n} + |\nu_{\theta_0,m_0}| > \delta), (\hat{\theta}, \hat{m}) \in C_{M_1,M_2,M_3}(n) + P((\hat{\theta}, \hat{m}) \notin C_{M_1,M_2,M_3}(n))
\]

\[
\leq P \left( ||\epsilon||_{\hat{\theta},n} > \frac{\delta}{2}, (\hat{\theta}, \hat{m}) \in C_{M_1,M_2,M_3}(n) \right)
\]

\[
+ P \left( |\nu_{\theta_0,m_0}| > \frac{\delta}{2}, (\hat{\theta}, \hat{m}) \in C_{M_1,M_2,M_3}(n) \right) + P \left( (\hat{\theta}, \hat{m}) \notin C_{M_1,M_2,M_3}(n) \right)
\]

\[
\leq P \left( \sup_{f \in \Xi_{M_1,M_2,M_3}(n)} ||\epsilon||_f > \frac{\delta}{2} \right)
\]

\[
+ P \left( \sup_{f \in \Upsilon_{M_1,M_2,M_3}(n)} ||\epsilon||_f > \frac{\delta}{2} \right) + P \left( (\hat{\theta}, \hat{m}) \notin C_{M_1,M_2,M_3}(n) \right).
\]
Proof. Hence to prove Theorem A.4, we only need to show that the first two terms in (H.27) are $o(1)$. We prove this in Lemmas H.2 and H.3.

**Lemma H.2.** Fix $M_1, M_2, M_3$, and $\delta > 0$. For $n \in \mathbb{N}$, as $n \to \infty$, we have

$$
P \left( \sup_{f \in \Xi_{M_1,M_2,M_3}(n)} |G_n f| > \frac{\delta}{2} \right) \to 0.
$$

**Proof.** The proof of this lemma is similar to the first part of the proof of Lemma A.5. Let us define,

$$
\Xi_{M_1,M_2,M_3} := \{ \tau_{\theta,m} : (\theta, m) \in C_{M_1,M_2,M_3}^* \}.
$$

We will prove that

$$
N(\varepsilon, \Xi_{M_1,M_2,M_3}, \| \cdot \|_{2,\infty}) \leq c \exp(c/\varepsilon) \varepsilon^{-4d},
$$

(H.28)

where $c$ depends only on $M_1, M_2,$ and $M_3$. Fix $(\theta, m) \in C_{M_1,M_2,M_3}(n)$. By Theorem 2.4 of [50] we have

$$
N(\varepsilon, \{ m' : (\cdot, m) \in C_{M_1,M_2,M_3} \}, \| \cdot \|_{\infty}) \leq \exp(c/\varepsilon),
$$

where $c$ is a constant depending only on $M_1, M_2,$ and $M_3$. Let us denote the functions in the $\varepsilon$-cover of $\{ m' : (\cdot, m) \in C_{M_1,M_2,M_3} \}$ by $l_1, \ldots, l_t$. By Lemma 15 of [33], we have that there exists $\theta_1, \ldots, \theta_s$ for $s \leq \varepsilon^{-4d}$ such that $\{\theta_i\}_{1 \leq i \leq s}$ form an $\varepsilon^2$-cover of $\Theta \cap B_{\theta_0}(1/2)$ and satisfies (86) of [33] (with $\varepsilon^2$ instead of $\varepsilon$). Fix $(\theta, m) \in C_{M_1,M_2,M_3}$. Without loss of generality assume that the function nearest to $m'$ in the $\varepsilon$-cover is $l_1$ and the vector nearest to $\theta$ in the $\varepsilon^2$-cover of $\Theta \cap B_{\theta_0}(1/2)$ is $\theta_1$ i.e.,

$$
\| m' - l_1 \|_\infty \leq \varepsilon, \quad \| H_{\theta}^T - H_{\theta_1}^T \| \leq \varepsilon^2, \quad \text{and} \quad |\theta - \theta_1| \leq \varepsilon^2.
$$

(H.29)

We define $r_1$ to be the anti-derivative of $l_1$ i.e., $l_1 = r_1'$. Moreover, let us define

$$
g_{\theta,m}(x) := [m'(\theta^T x) - m_{00}(\theta_0^T x)]x + [m_{00}(\theta_0^T x) - (m_{00} h_{00})(\theta_0^T x)].
$$

Note that to prove (H.28), it is enough to show that $\| \tau_{\theta,m} - \tau_{\theta_1,r_1} \|_{2,\infty} \leq c_1 \varepsilon$, where $c_1$ is a constant. For every $x \in \chi$ observe that

$$
|\tau_{\theta_0,r_1}(x)| - \tau_{\theta_1,r_1}(x)|
\leq \| H_{\theta}^T g_{\theta,m}(x) - H_{\theta_1}^T g_{\theta_0,r_1}(x) \|
+ \| (H_{\theta}^T - H_{\theta_1}^T) [m_{00}(\theta_0^T x) - (m_{00} h_{00})(\theta_0^T x)] \|
\leq \| (H_{\theta}^T - H_{\theta_1}^T) g_{\theta,m}(x) \| + \| H_{\theta_1}^T (g_{\theta,m}(x) - g_{\theta_0,r_1}(x)) \| + \varepsilon^2 \| m_{00}(\theta_0^T x) - (m_{00} h_{00})(\theta_0^T x) \|
\leq \varepsilon^2 |g_{\theta,m}(x)| + |g_{\theta,m}(x) - g_{\theta_0,r_1}(x)| + 2M_2 T \varepsilon^2
\leq \varepsilon^2 4 M_2 T + |g_{\theta,m}(x) - g_{\theta_0,r_1}(x)| + 2M_2 T \varepsilon^2,
$$

(H.30)

where the last two inequalities follow from properties of $H_\theta$ (Lemma 1 of [33]), (H.29), and definition of $C_{M_1,M_2,M_3}$ (see (A.8)). Furthermore, we have

$$
|g_{\theta_0}(x) - g_{\theta_0,r_1}(x)|
\leq |m'(\theta^T x) - r_1'(\theta_1^T x)|x| + |(m_{00} h_{00})(\theta_0^T x) - (m_{00} h_{00})(\theta_0^T x)|
\leq |m'(\theta^T x) - m'(\theta_1^T x)|x| + |(m_{00} h_{00})(\theta_0^T x) - (m_{00} h_{00})(\theta_0^T x)|
\leq M_2 T^2 |\theta - \theta_1|^1/2 + |m - r_1| \| T + |h_{00}| \| M_3 |\theta - \theta_1|^1/2 + M_2 \| h_{00} \| \| \theta - \theta_1 | T
\leq \varepsilon
$$

(H.31)

Thus combining (H.30) and (H.31), we have $\| \tau_{\theta,m} - \tau_{\theta_1,r_1} \|_{2,\infty} \leq c_1 \varepsilon$. 


However, bracketing entropy for the $\|\cdot\|_{2, P_{\theta_0, m_0}}$-norm is bounded above by a the covering entropy for the uniform norm for a class of function. Thus, we have

$$N_{\|\cdot\|_{2, P_{\theta_0, m_0}}} (\epsilon, \mathbb{E}_{M_1, M_2, M_3}, \|\cdot\|_{2, P_{\theta_0, m_0}}) \leq c \exp(c/\epsilon) e^{-4d} \lesssim c \exp(c/\epsilon).$$

If $[h_1, h_2]$ is a bracket for $\tau_{\theta, m}$, then $[h_1 \epsilon^+ - h_2 \epsilon^-, h_2 \epsilon^+ - h_1 \epsilon^-]$ is a bracket (coordinate-wise) for $\epsilon \tau_{\theta, m}$. Therefore, we have

$$N_{\|\cdot\|_{2, P_{\theta_0, m_0}}} (\epsilon, \{\epsilon f : f \in \mathbb{E}_{M_1, M_2, M_3}, \|\cdot\|_{2, P_{\theta_0, m_0}}\} \lesssim c \exp(c/\epsilon).$$

Now, we find the envelope of $\mathbb{E}_{M_1, M_2, M_3}(n)$. For every $(\theta, m) \in C_{M_1, M_2, M_3}(n)$ and $x \in \chi$ note that,

$$|\tau_{\theta, m}(x)| \leq \left| m'(\theta^T x) - m'(\theta_0^T x) + |m'(\theta_0^T x) - m'_{\sigma}(\theta_0^T x)| \right| |x|$$

$$+ |m_{\sigma}(\theta_0^T x)| h_{\sigma}(\theta_0^T x) - m_{\sigma}(\theta^T x)| h_{\sigma}(\theta^T x)|$$

$$+ |m_{\sigma}(\theta^T x)| h_{\sigma}(\theta^T x) - m_{\sigma}(\theta^T x)| h_{\sigma}(\theta^T x)|$$

$$+ |\theta - \theta_0| |m_{\sigma}(\theta^T x)| x - (m_{\sigma}(\theta_0^T x)| (\theta^T x)|$$

$$\leq J(m) |\theta^T x - \theta_0^T x|^2 |x| + |m' - m_{\sigma}| \mathbb{E}_{\theta_0} |x|$$

$$+ |h_{\sigma}(\theta^T x)| J(m_{\sigma}) |\theta^T x - \theta_0^T x|^2 |x|$$

$$+ |m_{\sigma}(\theta^T x)| |h_{\sigma}(\theta^T x) - h_{\sigma}(\theta_0^T x)| + \theta - \theta_0| 2M_3T$$

$$\leq \lambda_n^{1/4} (M_3T^2 + \|h_{\sigma}\|_{2, \infty} M_3T + M_2 \|h_{\sigma}'\|_{2, \infty} T + 2M_3T) + \frac{1}{a_n} T.$$}

Thus using arguments similar to (H.11) and (H.12) and the maximal inequality in Corollary 19.35 of [53] (also see proof of Lemma A.3), we have

$$\mathbb{P}\left( \sup_{f \in \mathbb{E}_{M_1, M_2, M_3}(n)} |G_n f| > \frac{\delta}{2} \right) \leq 2\delta^{-1} \sqrt{d - 1} \sum_{i=1}^{d-1} \mathbb{E}\left( \sup_{f \in \mathbb{E}_{M_1, M_2, M_3}(n)} |G_n f_i| \right)$$

$$\lesssim \delta^{-1} d \sqrt{d - 1} f_{\{i\}} \left( \|W_n\|_{\mathbb{E}_{M_1, M_2, M_3}(n)}, \|\cdot\|_{2, P_{\theta_0, m_0}} \right)$$

$$\lesssim \left( \lambda_n^{1/4} + \frac{1}{a_n} \right)^{1/2} \rightarrow 0 \text{ as } n \rightarrow \infty,$$

where in the first inequality $f_1, \ldots, f_{d-1}$ denote each component of $f$.

**Lemma H.3.** Fix $M_1, M_2, M_3$, and $\delta > 0$. For $n \in \mathbb{N}$, we have

$$\mathbb{P}\left( \sup_{f \in \mathbb{T}_{M_1, M_2, M_3}(n)} |G_n f| > \frac{\delta}{2} \right) = o_p(1).$$

**Proof.** The proof of this lemma is similar to the proofs of Lemmas A.3 and A.4. Fix $(\theta, m) \in C_{M_1, M_2, M_3}(n)$. We first find an envelope of $\mathbb{T}_{M_1, M_2, M_3}(n)$. Recall that for every $x \in \chi$, we have $|H_\theta x| \leq |x|$. Thus for every $x \in \chi$,

$$|v_{\theta, m}(x)| \leq |m_0(\theta_0^T x) - m(\theta_0^T x)| \cdot |m'(\theta_0^T x) - m'_{\sigma}(\theta_0^T x)|$$

$$+ |m(\theta_0^T x) - m(\theta^T x)| \cdot |m'(\theta^T x) - m'_{\sigma}(\theta^T x)|$$

$$\leq |m_0 - m| |\mathbb{E}_{\theta_0} |m'(\theta_0^T x) - m'_{\sigma}(\theta_0^T x)|$$

$$+ |m'|_{\infty} |T| |\theta - \theta_0| \cdot |m'(\theta_0^T x) - m'_{\sigma}(\theta_0^T x)|$$

$$\leq \left( \frac{1}{a_n} + TM_2 \lambda_n^{1/2} \right) 2M_3 T \leq C \left( \frac{1}{a_n} + \lambda_n^{1/2} \right).$$
where $C$ is a constant depending only on $T, M_1, M_2,$ and $M_3$. Let us now define

$$\mathcal{T}_{M_1,M_2,M_3} := \{v_{\theta,m} : (\theta, m) \in C_{M_1,M_2,M_3}^* \}.$$ 

Thus using arguments similar to the previous lemma, we have

$$\mathbb{P}\left( \sup_{f \in \mathcal{T}_{M_1,M_2,M_3}(n)} |\mathbb{E}_n f| > \frac{\delta}{2} \right) \leq 2d^{-1} \delta^{-1} \sum_{i=1}^{d-1} \mathbb{E}\left( \sup_{f \in \mathcal{T}_{M_1,M_2,M_3}(n)} |\mathbb{E}_n f_i| \right) \leq C\delta^{-1} J_1\left( C \frac{1}{a_n} + \frac{\lambda_i^2}{2}, \mathcal{T}_{M_1,M_2,M_3}(n), \| \cdot \|_{2,\infty} \right) \leq C\delta^{-1} J_1\left( C \frac{1}{a_n} + \frac{\lambda_i^2}{2}, \mathcal{T}_{M_1,M_2,M_3}^*(n), \| \cdot \|_{2,\infty} \right),$$

where $C$ is a constant depending only on $M_1, M_2,$ and $M_3$ and $f_1, \ldots, f_{d-1}$ denote each component of $f$. Here, the last inequality is true because $\mathcal{T}_{M_1,M_2,M_3}(n) \subset \mathcal{T}_{M_1,M_2,M_3}^*(n)$. Thus, to prove the theorem it is enough to show that, $J_1(\gamma, \mathcal{T}_{M_1,M_2,M_3}, \| \cdot \|_{2,\infty}) \leq \gamma^2/2$, for all $\gamma > 0$, which is implied by

$$N_1(\varepsilon, \mathcal{T}_{M_1,M_2,M_3}, \| \cdot \|_{2,\infty}) \lesssim \exp\left( \frac{c}{\varepsilon} + \frac{c}{\sqrt{\varepsilon}} \right) \varepsilon^{-5d}, \quad (H.32)$$

where $c$ is a constant depending only on $d, M_1, M_2,$ and $M_3$. In the following, we show (H.32). Observe that by an argument similar to the proof of Lemma 8 of [33], we have

$$N(\varepsilon, \{m_0 \circ \theta_0 - m \circ \theta : (\theta, m) \in C_{M_1,M_2,M_3}^* \} \| \cdot \|_\infty) \lesssim \exp(c/\varepsilon)e^{-d}.$$

For simplicity of notation let us define

$$V_{\theta,m}(x) := m'(\theta^\top x) - (m_0' \circ h_{\theta_0})(\theta^\top x).$$

Observe that by definition of $v_{\theta,m}$ (see (H.26)) and Lemma 9.25 of [32] (for the entropy of product of classes of uniformly bounded functions) to prove (H.32), it is enough to show that

$$N(\varepsilon, \{H^\theta_{v_\theta,m} : (\theta, m) \in C_{M_1,M_2,M_3}^* \} \| \cdot \|_{2,\infty}) \lesssim \varepsilon^{-4d} \exp(c/\sqrt{\varepsilon}). \quad (H.33)$$

We will prove (H.33) by constructing a cover for $\{H^\theta_{v_\theta,m} : (\theta, m) \in C_{M_1,M_2,M_3}^* \}$. By Theorem 2.4 of [50], we have

$$N(\varepsilon, \{m' : (\cdot, m) \in C_{M_1,M_2,M_3}^* \} \| \cdot \|_\infty) \leq \exp(c/\varepsilon),$$

where $c$ is a constant depending only on $M_1, M_2,$ and $M_3$. Let us denote the functions in the $\varepsilon$-cover and their anti-derivatives by $l_1, \ldots, l_t$ and $r_1, \ldots, r_t$, i.e., $l_i = r_i'$ for $1 \leq i \leq t$. By Lemma 15 of [33], we have that there exists $\theta_1, \ldots, \theta_s$ for $s \lesssim \varepsilon^{-4d}$ such that $\{\theta_i \}_{1 \leq i \leq s}$ form an $\varepsilon^t$-cover of $\Theta \cap B_{\theta_0}(1/2)$ and satisfies (86) of [33] with $\varepsilon^2$ instead of $\varepsilon$. We now show that $\{H^\theta_{v_\theta,m} \}_{1 \leq \theta_1 \leq s, 1 \leq \theta \leq t}$ forms a $\| \cdot \|_{2,\infty}$ cover for $\{H^\theta_{v_\theta,m} : (\theta, m) \in C_{M_1,M_2,M_3}^* \}$.

Fix $(\theta, m) \in C_{M_1,M_2,M_3}$, without loss of generality assume that the function nearest to $m'$ in the $\varepsilon$-cover is $l_1$ and the vector nearest to $\theta$ in the $\varepsilon^2$ cover of $\Theta \cap B_{\theta_0}(1/2)$ is $\theta_1$, i.e.,

$$\|m' - l_1\|_\infty \leq \varepsilon, \quad \|H^\theta_{v_\theta,m} - H^\theta_{v_\theta_1,m}\| \leq \varepsilon^2, \quad \text{and} \quad |\theta - \theta_1| \leq \varepsilon^2.$$

Observe that

$$\|H^\theta_{v_\theta,m}(x) - H^\theta_{v_\theta_1,m}(x)\| \leq \|H^\theta_{v_\theta,m}(x) - H^\theta_{v_\theta_1,m}(x)\| + \|H^\theta_{v_\theta_1,m}(x) - H^\theta_{v_\theta_1,m}(x)\| \leq \varepsilon^2|V_{\theta,m}(x)| + |V_{\theta_1,m}(x) - V_{\theta_1,m}(x)|.$$  

$$\|H^\theta_{v_\theta,m}(x) - H^\theta_{v_\theta_1,m}(x)\| \leq \varepsilon^2|V_{\theta,m}(x)| + |V_{\theta_1,m}(x) - V_{\theta_1,m}(x)|. \quad (H.34)$$
Furthermore, we have
\[
|V_{\theta,m}(x) - V_{\theta_1,r_1}(x)| \\
\leq |m'(\theta^\top x) - (m_0 h_{\theta_0})(\theta^\top x) - r'_1(\theta^\top_1 x) x + (m'_0 h_{\theta_0})(\theta^\top_1 x)| \\
\leq T|m'(\theta^\top x) - r'_1(\theta^\top_1 x) x| + |(m_0 h_{\theta_0})(\theta^\top x) - (m_0 h_{\theta_0})(\theta^\top_1 x)| \\
\leq T|m'(\theta^\top x) - m'(\theta^\top_1 x)| + T|m'(\theta^\top x) - r'_1(\theta^\top_1 x)| \\
+ |(m'_0 h_{\theta_0})(\theta^\top x) - (m'_0 h_{\theta_0})(\theta^\top_1 x)| \\
\leq TM_k |\theta^\top x - \theta^\top_1 x|^{1/2} + T\varepsilon \\
+ |(m'_0 h_{\theta_0})(\theta^\top x) - (m'_0 h_{\theta_0})(\theta^\top_1 x)| \lesssim \varepsilon. \tag{H.35}
\]
Thus combining (H.34), (H.35), and the fact that $|V_{\theta,m}(x)| \leq 2Tm_2$, we have
\[
\|H_{\theta}^T V_{\theta,m} - H_{\theta}^T V_{\theta_1,r_1}\|_2 \lesssim \varepsilon. \tag{\*}
\]

**Appendix I: Proof of Results in Appendix B**

**I.1. Proof of Theorem B.1**

We start by the following definition
\[
\varphi_{\theta,\eta,t}(u) := \phi_{\theta,\eta,t}(u + (\theta - \zeta_t(\theta, \eta))^\top k(u)).
\]

Note that by (A.3), $\varphi_{\theta,\eta,t}(\cdot)$ is an increasing function for $t \in \mathbb{R}$ close to 0. Hence, as $m'$ is a bounded increasing function, $\xi_t(-; \theta, \eta, m)$ is a uniformly Lipschitz convex function for $t$ sufficiently close to 0. Since $|m'|_\infty$ is bounded by $L$, so is $\xi_t$. By definition we have
\[
\xi_t(s^\top x; \theta, \eta, m) = \int_{s_0}^{s_0 + T} \tau(y; \theta, \eta, m)dy + (\zeta_t(\theta, \eta) - \theta)^\top [(m'(s_0) - m'_0(s_0))k(s_0) + m'_0(s_0)h_{\theta_0}(s_0)] + m(s_0).
\]
We have that $\phi_{\theta,\eta,0}(u + (\theta - \zeta_0(\theta, \eta))^\top k(u)) = u, \forall u \in D$. Hence,
\[
\xi_0(\zeta_0(\theta, \eta)^\top x; \theta, \eta, m) = \int_{s_0}^{s_0 + T} \tau_0(u; \theta, \eta, m)du + m(s_0) = \int_{s_0}^{s_0 + T} m' \circ \phi_{\theta,\eta,0}(u)du + m(s_0) = m(\theta^\top x).
\]
Observe that,
\[
\frac{\partial}{\partial t}\xi_t(s^\top x; \theta, \eta, m) \\
= \frac{\partial}{\partial t}\left\{ \int_{s_0}^{s_0 + T} m' \circ \varphi_{\theta,\eta,t}(u)du \right\} + \frac{\partial \zeta_t(\theta, \eta)}{\partial t}^\top (m'(s_0) - m'_0(s_0))k(s_0) + m'_0(s_0)h_{\theta_0}(s_0). \tag{1.1}
\]
We next evaluate the first term on the right hand side of the above display. But first, we introduce some notations. Let us define,
\[
\phi'_{\theta,\eta,t}(u) := \frac{\partial}{\partial u} \phi_{\theta,\eta,t}(u), \quad \phi''_{\theta,\eta,t}(u) := \frac{\partial}{\partial u} \phi'_{\theta,\eta,t}(u), \quad \phi'_{\theta,\eta,t}(u) := \frac{\partial}{\partial u} \phi_{\theta,\eta,t}(u),
\]
and
\[
\varphi_{\theta,\eta,t}'(u) := \frac{\partial \varphi_{\theta,\eta,t}(u)}{\partial u} = \phi'_{\theta,\eta,t}(u + (\theta - \zeta_t(\theta, \eta))^\top k(u))(1 + (\theta - \zeta_t(\theta, \eta))^\top k'(u)).
\]
Now, observe that
\[
\frac{\partial \phi_{\theta,\eta,t}(u)}{\partial t} = \phi_{\theta,\eta,t}(u + (\theta - \zeta_t(\theta, \eta))^T k(u)) - \phi_{\theta,\eta,t}(u + (\theta - \zeta_t(\theta, \eta))^T k(u)) \frac{\partial \zeta_t(\theta, \eta)}{\partial t} k(u),
\]
\[
\frac{\partial \phi_{\theta,\eta,t}(u)}{\partial t} = \phi_{\theta,\eta,t}(u + (\theta - \zeta_t(\theta, \eta))^T k(u)) \left[ \frac{\partial \phi_{\theta,\eta,t}(u)}{\partial t} (u + (\theta - \zeta_t(\theta, \eta))^T k(u)) \right]
\]
\[
- \phi_{\theta,\eta,t}(u + (\theta - \zeta_t(\theta, \eta))^T k(u)) \frac{\partial \zeta_t(\theta, \eta)}{\partial t} k(u).
\]
\[
\frac{\partial \phi_{\theta,\eta,t}(u)}{\partial t} = \phi_{\theta,\eta,t}(u + (\theta - \zeta_t(\theta, \eta))^T k(u)) \left[ \frac{\partial \phi_{\theta,\eta,t}(u)}{\partial t} (u + (\theta - \zeta_t(\theta, \eta))^T k(u)) \right]
\]
\[
- \phi_{\theta,\eta,t}(u + (\theta - \zeta_t(\theta, \eta))^T k(u)) \frac{\partial \zeta_t(\theta, \eta)}{\partial t} k(u).
\]

Now, we evaluate the first term on the right hand side of (1.1). Note that

\[
\frac{\partial}{\partial t} \left\{ \int_{s_0}^{\zeta_t(\theta, \eta)^T x} m'(\cdot) \phi_{\theta,\eta,t}(u) du \right\}
\]
\[
= \frac{\partial}{\partial t} \left\{ \int_{\phi_{\theta,\eta,t}(s_0)}^{\phi_{\theta,\eta,t}(\zeta_t(\theta, \eta)^T x)} m'(u) \phi_{\theta,\eta,t}(u) du \right\}
\]
\[
= m' \circ \phi_{\theta,\eta,t}(\zeta_t(\theta, \eta)^T x) \frac{\partial \phi_{\theta,\eta,t}(\zeta_t(\theta, \eta)^T x)}{\partial t} - m' \circ \phi_{\theta,\eta,t}(s_0) \frac{\partial \phi_{\theta,\eta,t}(s_0)}{\partial t}
\]
\[
- \int_{\phi_{\theta,\eta,t}(s_0)}^{\phi_{\theta,\eta,t}(\zeta_t(\theta, \eta)^T x)} m'(u) \frac{\partial [\phi_{\theta,\eta,t}(u) \phi_{\theta,\eta,t}(u)]}{\partial t} du
\]
\[
= m' \circ \phi_{\theta,\eta,t}(\zeta_t(\theta, \eta)^T x) \frac{\partial \phi_{\theta,\eta,t}(\zeta_t(\theta, \eta)^T x)}{\partial t} - m' \circ \phi_{\theta,\eta,t}(s_0) \frac{\partial \phi_{\theta,\eta,t}(s_0)}{\partial t}
\]
\[
- \int_{s_0}^{\zeta_t(\theta, \eta)^T x} m' \circ \phi_{\theta,\eta,t}(u) \frac{\partial \phi_{\theta,\eta,t}(u)}{\partial t} \phi_{\theta,\eta,t}(u) du.
\]

Using the fact that \( \phi_{\theta,\eta,t}(u) = 1 \) and \( \dot{\phi}_{\theta,\eta,t}(u) = 0 \) for all \( u \in D_\theta \) and \( t \) close to 0 (follows from the definition (A.3)) and \( \partial \zeta_t(\theta, \eta)/\partial t = -|\eta|^2 t/\sqrt{1 - t^2 |\eta|^2} \theta + \gamma \eta, \) i.e., \( \partial \zeta_t(\theta, \eta)/\partial t|_{t=0} = H_\theta \eta, \) we get from (1.2)

\[
\frac{\partial}{\partial t} \left\{ \int_{s_0}^{\zeta_t(\theta, \eta)^T x} m'(\cdot) \phi_{\theta,\eta,t}(u) du \right\}|_{t=0}
\]
\[
= (H_\theta \eta)^T \left[ m'(\theta^T x)(x - k(\theta^T x)) - m'(s_0)[-k(s_0)] - \int_{s_0}^{\theta^T x} m'(y)[-k'(y)] dy \right].
\]
We now show that the score function of the sub-model \( \{ \xi_\epsilon (\theta, \eta), \xi_\epsilon (; \theta, \eta, m) \} \) is \( \mathcal{G}_{\theta, m}(x, y) \), i.e.,

\[
- \frac{1}{2} \frac{\partial}{\partial \theta} \left[ (y - \xi_\epsilon (\xi_\epsilon (\theta, \eta) x; \theta, \eta, m)^2 \right]_{t=0} \\
= (y - \xi_\epsilon (\xi_\epsilon (\theta, \eta) x; \theta, \eta, m) \frac{\partial \xi_\epsilon (\xi_\epsilon (\theta, \eta) x; \theta, \eta, m)}{\partial \theta} \right]_{t=0} \\
= (y - m(\theta^T x)) (H_\theta \eta)^T \left[ m'(\theta^T x) (x - k(\theta^T x)) - m'(s_0)[-k(s_0)] - \int_{s_0}^{\theta^T x} m'(y)[-k'(y)] dy \\
+ (m'(s_0) - m'_0(s_0)) k(s_0) + m'_0(s_0) h_{s_0}(s_0) \right] \\
= (y - m(\theta^T x)) (H_\theta \eta)^T \left[ m'(\theta^T x) x - m'(\theta^T x) k(\theta^T x) + \int_{s_0}^{\theta^T x} m'(y) k'(y) dy \\
+ m'_0(s_0) k(s_0) - m'_0(s_0) h_{s_0}(s_0) \right].
\]

The rest of the proof is similar to the proof of Theorem A.1; see (H.6).

### I.2. Proof of Lemma B.1

Recall that \( U_{\theta, m} : X \to \mathbb{R}^{d-1} \) is defined as \( U_{\theta, m}(x) = H_\theta^T \left[ \int_{s_0}^{\theta^T x} m'(u) - m'_0(u) \right] k'(u) du + (m'_0(\theta^T x) - m'(\theta^T x)) k(\theta^T x) \); see (A.7). Observe that \( D \) is a bounded set, \( \sup_{u \in D} (|k(u)| + |k'(u)|) \leq M^* \) and \( \|m'\|_{\infty} \leq L \). Hence

\[
|U_{\theta, m}(x)| \leq M^* \int_{s_0}^{\theta^T x} |m'(u) - m'_0(u)| du + M^* |m'_0(\theta^T x) - m'(\theta^T x)| \\
\leq 2LM^* |\theta^T x - s_0| + 2M^* L \leq 4LM^* T + 2M^* L := V^*.
\]

Now we will try to find the entropy of \( \mathcal{W}_{M^*}(n) \). As the definition of \( U_{\theta, m} \) involves \( m' \) to find entropy of the class of functions \( \mathcal{W}_{M^*} \), we need the entropy of

\[
\mathcal{H}^* := \{ q : X \to \mathbb{R} | q(x) = g(\theta^T x), \theta \in \Theta \text{ and } g : D \to \mathbb{R} \text{ is an increasing function and } \|g\|_{\infty} \leq S \}.
\]

The following lemma, proved in Appendix I.3, does this.

**Lemma I.1.** If \( \sup_{\theta \in \Theta} \| f_{\theta^T X} \|_d \leq c < \infty \), where \( f_{\theta^T X} \) denotes the density of \( \theta^T X \) with respect to the Lebesgue measure. Then \( \log N_{\varepsilon}(\varepsilon, \mathcal{H}^*, L_2(P_{\theta_0, m})) \leq c^{-1} \).

Fix \((\theta, m) \in C_{M^*}(n)\). By definition we have that both \( H_\theta k(\cdot) \) and \( H_\theta^T k'(\cdot) \) are coordinate-wise bounded functions (see (4.18)) and \( H_\theta k(u) + M^* 1 \geq 0 \) and \( H_\theta^T k'(u) + M^* 1 \geq 0 \) (where \( 1 \) is the vector of all 1’s and \( \geq \) represents coordinate-wise inequalities). Using these, we can write

\[
U_{\theta, m}(x) = U_{\theta, m}^{(1)}(x) + U_{\theta, m}^{(2)}(x) + U_{\theta, m}^{(3)}(x),
\]

where

\[
U_{\theta, m}^{(1)}(x) := \int_{s_0}^{\theta^T x} [m'(u) - m'_0(u)] (H_\theta^T k'(u) + M^* 1) du,
\]

\[
U_{\theta, m}^{(2)}(x) := M^* \int_{s_0}^{\theta^T x} [m'(u) - m'_0(u)] du,
\]

\[
U_{\theta, m}^{(3)}(x) := (m'_0(\theta^T x) - m'(\theta^T x)) H_\theta^T k(\theta^T x).
\]

We will find \( c_1 \eta \)-brackets (with respect to \( \| \cdot \|_{2, P_{\theta_0, m}} \)) for \( U_{\theta, m}^{(i)}, i = 1, 2, 3 \) and separately and combine them to get a \( c_2 \eta \)-bracket (with respect to \( L_2(P_{\theta_0, m}) \)) bracket for \( U_{\theta, m} \), where \( c, c_1, c_2, \) and \( c_3 \) are constants depending only on \( S, T, d, M^*, L \) and \( L_0 \). By Lemma I.1 there exists a \( N'_{\eta} \leq \exp(\eta^{-1}) \) such that \( \{(\ell_k, u_k)\}_{1 \leq k \leq N'_{\eta}} \) form a \( \eta \)-bracket (with respect to \( L_2(P_{\theta_0, m}) \) norm) for \( \{m'(\theta^T x) : (\theta, m) \in C_{M^*}(n)\} \), i.e., for all \( x \in X \)

\[
\ell_k(x) \leq m'(\theta^T x) \leq u_k(x),
\]

(1.3)
and \(\|u_k - \ell_k\| \leq C\eta\) for some constant \(C\). Similarly by Lemma 15 of [33], we can find a \(\theta_1, \theta_2, \ldots, \theta_{N_\eta}\) with \(N_\eta \leq C\eta^{-2d}\) for some constant \(C\) such that for every \(\ell \in \Theta \cap B_{\eta}(1/2)\), there exists a \(\theta_j\) such that
\[
|\theta - \theta_j| \leq \eta/T, \quad \|H_\ell - H_{\theta_j}\|_2 \leq \eta/T, \quad \text{and} \quad |\theta^\top x - \theta_j^\top x| \leq \eta, \forall x \in \chi.
\]

We first find a \(\|\cdot\|_{2, P_{\theta_0, m_0}}\) bracket for \(U_{\theta, m_0}^{(3)}\) using Lemma 9.25 of [32]. For this application, we need to find bracketing entropy for the following two classes of functions,
\[
\{H_\ell k(\theta^\top \cdot) : (\theta, m) \in C_{M_1}(n)\} \quad \text{and} \quad \{m'_0(\theta^\top \cdot) - m'(\theta^\top \cdot) : (\theta, m) \in C_{M_1}(n)\}.
\]
As \(m'_0\) is an increasing function bounded by \(L_0\) (see (L1)), we have that
\[
m'_0(\theta_j^\top x - \eta_1) \leq m'_0(\theta_j^\top x) \leq m'_0(\theta_j^\top x + \eta_1).
\]

Thus by (1.3), we have
\[
m'_0(\theta_j^\top x - \eta_1) - u_k(x) \leq m'_0(\theta_j^\top x) - m'(\theta_j^\top x) \leq m'_0(\theta_j^\top x + \eta_1) - \ell_k(x).
\]

The length of the above bracket is given by
\[
\begin{align*}
\|m'_0(\theta_j^\top \cdot + \eta_1) - \ell_k - m'_0(\theta_j^\top \cdot - \eta_1) + u_k\|_{2, P_{\theta_0, m_0}} &\leq \left(P_{\theta_0, m_0} m'_0(\theta_j^\top X + \eta_1) - m'_0(\theta_j^\top X - \eta_1)\right)^2 + \|u_k - \ell_k\| \\
&\leq 2\|m'_0\|_{\infty, \eta} + \eta = (2\|m'_0\|_{\infty} + 1)\eta.
\end{align*}
\]

Thus
\[
N_{\ell_1}(\eta, \{m'_0(\theta^\top \cdot) - m'(\theta^\top \cdot) : (\theta, m) \in C_{M_1}(n)\}, \|\cdot\|_{2, P_{\theta_0, m_0}}) \lesssim \exp(\eta^{-1})\eta^{-2d}
\]
Recall that \(\|k\|_{2, \infty} + \|k'\|_{2, \infty} \leq M^*\). To find the \(\|\cdot\|_{2, P_{\theta_0, m_0}}\) bracket for \(\{H_\ell k(\theta^\top x) : (\theta, m) \in C_{M_1}(n)\}\) observe that
\[
\begin{align*}
|H_\ell k(\theta^\top x) - H_{\theta_j} k(\theta_j^\top x)| &\leq |H_\ell k(\theta^\top x) - H_{\theta_j} k(\theta_j^\top x)| + |H_{\theta_j} k(\theta_j^\top x) - H_{\theta_j} k(\theta_j^\top x)| \\
&\leq \eta \|k\|_{2, \infty} / T + \|k'\|_{2, \infty} \eta \leq 2\eta M^*.
\end{align*}
\]

This leads to the brackets
\[
H_{\theta_j} k(\theta_j^\top x) - 2\eta M^* 1 \leq H_\ell k(\theta^\top x) \leq H_{\theta_j} k(\theta_j^\top x) + 2\eta M^* 1,
\]
with \(\|\cdot\|_{2, P_{\theta_0, m_0}}\)-length \(4\eta M^* \sqrt{T} - T\). Thus
\[
N_{\ell_1}(\eta, \{H_\ell k(\theta^\top \cdot) : (\theta, m) \in C_{M_1}(n)\}, \|\cdot\|_{2, P_{\theta_0, m_0}}) \lesssim \exp(\eta^{-1})\eta^{-2d}
\]

Thus by Lemma 9.25 of [32], (1.4) and (1.5) gives us
\[
N_{\ell_1}(\eta, \{m'_0(\theta^\top \cdot) - m'(\theta^\top \cdot)H_{\theta_j} k(\theta_j^\top \cdot) : (\theta, m) \in C_{M_1}(n)\}, \|\cdot\|_{2, P_{\theta_0, m_0}}) \lesssim \exp(\eta^{-1})\eta^{-4d}
\]

For treating \(U_{\theta, m_0}^{(1)}\) and \(U_{\theta, m_0}^{(2)}\), we take \(s_0\) to be the minimum point of the set \(\{\theta^\top x : \theta \in \Theta \cap B_{\eta}(1/2), x \in \chi\}\). By Theorem 2.7.5 of [54], we have
\[
\log N_{\ell_1}(\eta, \{m'' : m \in C_{M_1}^{m''}(n), L_2(\mathbf{m})\}) \lesssim \eta^{-1}.
\]

Let \([m_L, m_U]\) be the \(\eta\)-bracket of \(m''\), i.e., \(m_L(u) \leq m''(u) \leq m_U(u)\) for all \(u\) and \(\int_D |m_U(t) - m_L(t)|^2 dt \leq \eta^2\). As \(\theta_j\) satisfies \(|\theta - \theta_j| \leq \eta/t\), by Lemma 1 of [33] we have
\[
|H_{\theta_j} k'(u) - H_{\theta_j} k'(u)| \leq |k'(u)| / T \leq M^* \eta / T.
\]

This implies
\[
H_{\theta_j} k'(u) + M^* 1 \leq H_{\theta_j} k'(u) + M^* 1 \leq H_{\theta_j} k'(u) + M^* 1 (1 + \eta/T).
\]

The \(\|\cdot\|_{2, P_{\theta_0, m_0}}\)-length of the above bracket is \(2M^* \eta / T\). Since \(H_{\theta_j} k'(u) + M^* 1 \geq 0\) for all \(\theta\) and \(u\), we can take the brackets to be
\[
\{H_{\theta_j} k'(u) + M^*(1 - \eta/T) 1\} \cup 0 \leq H_{\theta_j} k'(u) + M^* 1 \leq \{H_{\theta_j} k'(u) + M^*(1 + \eta/T) 1\} \wedge (2M^*).
\]
From the brackets $[m_L, m_U]$ of $m'$, we get that
\[ m_L(u) - m_0(u) \leq m'(u) - m_0(u) \leq m_U(u) - m_0(u). \]

Combining the above two displays and the fact that $\theta^T x > s_0$, we see that for every $x \in \chi$ and $\theta \in \Theta \cap B_{s_0}(1/2)$,
\[
\int_{s_0}^{\theta^T x} [m_L(u) - m_0(u)]((H_{\theta_j} \kappa'(u) + M^*(1 - \eta/T)1) \vee 0)du \preceq U^{(1)}_{\theta,m}(x),
\]
\[
\int_{s_0}^{\theta^T x} [m_U(u) - m_0(u)]((H_{\theta_j} \kappa'(u) + M^*(1 + \eta/T)1) \wedge (2M^*))du.
\]
These bounding functions are not brackets since they depend on $\theta$ (in the limits of the integral). Since $m_L, m_U$, and $m'$ are bounded by $L$, we get that
\[
\int_{\theta^T x}^{\theta^T x} [m_U(u) - m_0(u)]((H_{\theta_j} \kappa'(u) + M^*(1 + \eta/T)1) \wedge (2M^*))du \preceq 4M^* L [\theta^T x - \theta_j^T x] \preceq 4M^* L \eta 1,
\]
(coordinate-wise) and similarly,
\[
\int_{\theta^T x}^{\theta^T x} [m_L(u) - m_0(u)]((H_{\theta_j} \kappa'(u) + M^*(1 - \eta/T)1) \vee 0)du \preceq 4M^* L \eta 1.
\]
Therefore, from the inequalities (1.6), we get the brackets $[M^{(1)}_L, M^{(1)}_U]$ for $U^{(1)}_{\theta,m}$ as
\[
M^{(1)}_L := \int_{s_0}^{\theta^T x} [m_L(u) - m_0(u)]((H_{\theta_j} \kappa'(u) + M^*(1 - \eta/T)1) \vee 0)du - 4M^* L \eta 1,
\]
\[
M^{(1)}_U := \int_{s_0}^{\theta^T x} [m_U(u) - m_0(u)]((H_{\theta_j} \kappa'(u) + M^*(1 + \eta/T)1) \wedge (2M^*))du + 4M^* L \eta 1.
\]
The $\| \cdot \|_2$-length of this bracket can be bounded above as follows:
\[
\|M^{(1)}_U - M^{(1)}_L\|_{2, P_{\theta_0, m_0}} \leq 8M^* L \eta \sqrt{d - 1} + \left\| \int_{s_0}^{\theta^T x} [m_U(u) - m_L(u)]((H_{\theta_j} \kappa'(u) + M^*(1 + \eta/T)1) \wedge (2M^*))du \right\|_{2, P_{\theta_0, m_0}}
\]
\[
+ \left\| \int_{s_0}^{\theta^T x} [m_U(u) - m_0(u)] \times \left( (H_{\theta_j} \kappa'(u) + M^*(1 + \eta/T)1) \wedge (2M^*) \right) - \left( (H_{\theta_j} \kappa'(u) + M^*(1 - \eta/T)1) \vee 0 \right) \right\|_{2, P_{\theta_0, m_0}}
\]
\[
\leq 8M^* L \eta \sqrt{d - 1} + \left\| 2M^* 1 \int_{s_0}^{\theta^T x} [m_U(u) - m_L(u)]du \right\|_{2, P_{\theta_0, m_0}}
\]
\[
+ \left\| 2L \int_{s_0}^{\theta^T x} ((H_{\theta_j} \kappa'(u) + M^*(1 + \eta/T)1) - (H_{\theta_j} \kappa'(u) + M^*(1 + \eta/T)1)) du \right\|_{2, P_{\theta_0, m_0}}
\]
\[
\leq 8M^* L \eta \sqrt{d - 1} + 2M^* \sqrt{d - 1} \left( \int_D (m_U(u) - m_L(u))^2 du \right)^{1/2}
\]
\[
+ 4M^* L \eta \sqrt{d - 1/T} = \sqrt{d - 1}(12M^* L + 2M^*) \eta.
\]
Thus, we get that $[M^{(1)}_L, M^{(1)}_U]$ is a $\sqrt{d - 1}(12M^* L + 2M^*) \eta$-bracket for $U^{(1)}_{\theta,m}$ with respect to the $\| \cdot \|_{2, P_{\theta_0, m_0}}$. 
Following very similar arguments, we can show that \([M_L^{(2)}, M_U^{(2)}]\) forms a bracket for \(U_{\theta,m}^{(2)}\), where

\[
M_L^{(2)}(x) := \left[ \int_{\theta_0}^{\theta_T} [m_L(u) - m_0(u)] du - 2L\eta \right] 1,
\]

\[
M_U^{(2)}(x) := \left[ \int_{\theta_0}^{\theta_T} [m_U(u) - m_0(u)] du + 2L\eta \right] 1.
\]

The \(\|\cdot\|_{2,P_{\theta_0,m_0}}\)-length of this bracket is

\[
\|M_U^{(2)} - M_L^{(2)}\|_{2,P_{\theta_0,m_0}} \leq 4L\eta \sqrt{d - 1} + \sqrt{d - 1} \left[ \int_{\theta_0}^{\theta_T} (m_U(u) - m_L(u)) du \right]
\]

\[
\leq 4L\eta \sqrt{d - 1} + \eta \sqrt{d - 1} = \sqrt{d - 1}(4L + 1)\eta.
\]

Thus for both \(U_{\theta,m}^{(1)}\) and \(U_{\theta,m}^{(2)}\), the bracketing number is bounded by a constant multiple of \(\exp(\eta^{-1})\eta^{-2d}\).

Hence we have (B.1).

Next we show (B.2). Observe that

\[
\|U_{\theta,m}(x)\|_{2,P_{\theta_0,m_0}}^2 \leq \left\| \int_{\theta_0}^{\theta_T} [m'(u) - m_0'(u)] k'(u) du \right\|_{2,P_{\theta_0,m_0}}^2 + \left\| (m' - m_0')(\theta^\top \cdot)k(\theta^\top) \right\|_{2,P_{\theta_0,m_0}}^2
\]

\[
\leq \left\| \int_{\theta_0}^{\theta_T} [m'(u) - m_0'(u)] k'(u) du \right\|_{2,P_{\theta_0,m_0}}^2 + \left\| \int_{\theta_0}^{\theta_T} [m'(u) - m_0'(u)] k'(u) du \right\|_{2,P_{\theta_0,m_0}}^2
\]

\[
+ \left\| (m' - m_0')(\theta^\top \cdot)k(\theta^\top) \right\|_{2,P_{\theta_0,m_0}}^2 \leq I + II + III.
\]

Observe that

\[
I = \int_{\Omega} \left\| \int_{\theta_0}^{\theta_T} [m'(u) - m_0'(u)] k'(u) du \right\|_{2,P_{\theta_0,m_0}}^2 dP_{\theta_0,m_0}
\]

\[
\leq \int_{\Omega} \int_{D_0} [m'(u) - m_0'(u)]^2 k'(u)^2 du dP_{\theta_0,m_0}
\]

\[
\leq \|k'||_{2,\infty}^2 \int_{D_0} [m'(u) - m_0'(u)]^2 du \leq \|k'||_{2,\infty}^2 n^{-1/5},
\]

and

\[
II = \left\| \int_{\theta_0}^{\theta_T} [m'(u) - m_0'(u)] k'(u) du \right\|_{2,P_{\theta_0,m_0}}^2 \leq L^2 \|k'||_{2,\infty}^2 \|\theta_0 - \theta\|^\top \cdot \|^2 \leq L^2 \|k'||_{2,\infty}^2 T^2 \|\theta_0 - \theta\|^2,
\]

\[
III = \left\| (m' - m_0')(\theta^\top \cdot)k(\theta^\top) \right\|_{2,P_{\theta_0,m_0}}^2 \leq \|k'||_{2,\infty}^2 \|m' - m_0'(\theta^\top \cdot)k(\theta^\top)\|^2 = \|k'||_{2,\infty}^2 n^{-1/5}.
\]

Combining the above two displays, we have

\[
\sup_{(\theta,m) \in \mathcal{M}_1(n)} \|U_{\theta,m}\|_{2,P_{\theta_0,m_0}}^2 \leq 2\|k'||_{2,\infty}^2 n^{-1/5} + L^2 \|k'||_{2,\infty}^2 T^2 n^{-1/5} = K_1^n n^{-1/5}.
\]

I.3. Proof of Lemma 1.1

Observe that by Lemma 4.1 of [45] we can get \(\theta_1, \theta_2, \ldots, \theta_{N_{\theta_1}}\), with \(N_{\theta_1} \lesssim \eta^{-d}\) such that for every \(\theta \in \Theta\), there exists a \(j\) satisfying \(|\theta - \theta_j| \leq \eta_1/T\) and

\[
|\theta^\top x - \theta_j^\top x| \leq |\theta - \theta_j| \cdot |x| \leq \eta_1 \quad \forall x \in \chi.
\]
Thus for every $\theta \in \Theta$, we can find a $j$ such that $\theta_j^T x - \eta_j \leq \theta_j^T x \leq \theta_j^T x + \eta_j, \forall x \in X$. For simplicity of notation, define $t_j^{(1)}(x) := \theta_j^T x - \eta_j$, $t_j^{(2)}(x) := \theta_j^T x + \eta_j$, and

$$G^* := \{g : \exists \; \text{uniformly bounded increasing function and } ||g||_\infty \leq S\}.$$ 

Recall that $m$ denotes the Lebesgue measure on $D$. By Theorem 2.7.5 of [54], we have that $N_1(\eta_2, G^*, L_2(m)) \lesssim \exp(\eta_2^{-2})$, i.e., there exists $[l_1, u_1], \ldots, [M_{n_2}, u_{M_{n_2}}]$ with $l_1 \leq u_1, \int_D |u_i(t) - l_i(t)|^2 dt \leq \eta_2^2$ and $M_{n_2} \lesssim \exp(\eta_2^{-2})$ such that for every $g \in G^*$, we can find a $k \in \{1, \ldots, M_{n_2}\}$ such that $l_k \leq g \leq u_k$. Without loss of generality we can assume that both $l_k$ and $u_k$ are increasing and bounded for all $1 \leq i \leq M_{n_2}$.

Fix any function $g \in G^*$ and $\theta \in \Theta$. Let $|\theta_j - \theta| \leq \eta_j$ and $[l_k, u_k]$ be the $\eta_2$-bracket for $g$, then for every $x \in X$,

$$l_k(t_j^{(1)}(x)) \leq l_k(\theta_j^T x) \leq g(\theta_j^T x) \leq u_k(\theta_j^T x) \leq u_k(t_j^{(2)}(x)),$$

where the outer inequalities follow from the fact that both $l_k$ and $u_k$ are increasing functions. Proof of Lemma I.1 will be complete if we can show that

$$\{|l_k \circ t_j^{(1)}, u_k \circ t_j^{(2)}| : 1 \leq j \leq N_{\eta_1}, 1 \leq k \leq M_{n_2}\},$$

form a $L_2(P_{\theta_0, m_0})$ bracket for $H^*$. To complete the proof, we now choose $\eta_1$ (the bracket length for $\Theta$) and $\eta_2$ (the bracket length for $G^*$) such that the $\| \cdot \|$-length of each bracket of $H^*$ is bounded by $\varepsilon$. Note that by the triangle inequality, we have

$$\|u_k \circ t_j^{(2)} - l_k \circ t_j^{(1)}\| \leq \|u_k \circ t_j^{(2)} - l_k \circ t_j^{(2)}\| + \|l_k \circ t_j^{(2)} - l_k \circ t_j^{(1)}\|. \quad (1.7)$$

Assuming that the density (with respect to the Lebesgue measure) of $X^\top \theta$ is uniformly bounded above (by $C$), we get that

$$\|u_k \circ t_j^{(2)} - l_k \circ t_j^{(1)}\| \leq \int [u_k(r) - l_k(r)]^2 dP_j(r) \leq C \int [u_k(r) - l_k(r)]^2 dr \leq C\eta_2^2.$$ 

For the second term in (1.7), we first approximate the lower bracket $l_k$ by a right-continuous increasing step (piecewise constant) function. Such an approximation is possible since the set of all simple functions is dense in $L_2(P_{\theta_0, m_0})$; see Lemma 4.2.1 of [4]. Since $l_k$ is bounded (by $S$ say), we can get an increasing step function $A : D \rightarrow [-S, S]$, such that $\int (l_k(r) - A(r))^2 dr \leq \eta_2^2$. Let $v_1 < \cdots < v_{A_d}$ denote an points of discontinuity of $A$. Then for every $r \in D$, we can write

$$A(r) = -S + \sum_{i=1}^{A_d} c_i I_{\{r \geq v_i\}}, \quad \text{where } c_i > 0 \quad \text{and } \sum_{i=1}^{A_d} c_i \leq 2S.$$ 

Using triangle inequality, we get that

$$\|l_k \circ t_j^{(2)} - l_k \circ t_j^{(1)}\| \leq \|l_k \circ t_j^{(2)} - A \circ t_j^{(2)}\| + \|A \circ t_j^{(2)} - A \circ t_j^{(1)}\| + \|A \circ t_j^{(1)} - l_k \circ t_j^{(1)}\|$$

$$\leq \sqrt{C\eta_2} + \|A \circ t_j^{(2)} - A \circ t_j^{(1)}\| + \sqrt{C\eta_2},$$

where $C$ is the (uniform) upper bound on the density of $X^\top \theta_j$. Now observe that

$$\|A \circ t_j^{(2)} - A \circ t_j^{(1)}\|^2 = \mathbb{E} \left[ \sum_{i=1}^{A_d} c_i \left( \mathbb{1}_{\{X^\top \theta_j \geq v_i, v_i \geq \eta_1\}} - \mathbb{1}_{\{X^\top \theta_j \geq v_i, v_i \geq \eta_1\}} \right) \right]^2$$

$$\leq 2S \mathbb{E} \left[ \sum_{i=1}^{A_d} c_i \mathbb{1}_{\{X^\top \theta_j \geq v_i, v_i \geq \eta_1\}} \right] \leq 2S \sum_{i=1}^{A_d} c_i \mathbb{P}(X^\top \theta_j - \eta_1 \leq v_i \leq X^\top \theta_j + \eta_1)$$

$$\leq 2S \sum_{i=1}^{A_d} c_i \mathbb{P}(v_i - \eta_1 \leq X^\top \theta_j < v_i + \eta_1)$$

$$\leq 2S \sum_{i=1}^{A_d} c_i (2\eta_1) \leq 8SC\eta_1.$$
Therefore by choosing \( \eta_2 = \varepsilon/(6\sqrt{C}) \) and \( \eta_1 = \varepsilon^2/(32CS^2) \), we have
\[
\|u_k \circ t_j^{(2)} - l_k \circ t_j^{(1)}\| \leq 3\sqrt{C}\eta_2 + 2\sqrt{CS}\sqrt{m} \leq \varepsilon.
\]
Hence the bracketing entropy of \( \mathcal{H}^* \) satisfies
\[
\log N[1](\varepsilon, \mathcal{H}^*, \| \cdot \|) \lesssim \frac{6\sqrt{C}}{\varepsilon} - 2d\log \varepsilon - d\log(32CS^2) \lesssim \varepsilon^{-1},
\]
for sufficiently small \( \varepsilon \).

I.4. Proof of Lemma B.2

For every \((\theta, m) \in C_{M_1}(n)\), note that
\[
\|(m_0 \circ \theta_m - m \circ \theta_0)U_{\theta,m}\|^2_{2,\rho_{\theta_0, m_0}} \leq 4M_1^2\|U_{\theta,m}\|^2_{2,\rho_{\theta_0, m_0}} \leq 4M_1^2K_1^2n^{-1/5} = D_{M_1}^2n^{-1/5}.
\]
Furthermore, note that \( D_{M_1}^* \) is a class of uniformly bounded functions, i.e.,
\[
\|(m_0 - m)(\theta_0 \circ x)U_{\theta,m}(x)\| \leq 2M_1\|U_{\theta,m}(x)\| \leq 2M_1V^*.
\]
and by Lemma F.6 there exists a constant \( c \) depending only on \( M_1 \) and \( L \) such that
\[
N(\varepsilon, \{(m_0 \circ \theta_m - m \circ \theta_0 : m \in C_{M_1}^*\}, \| \cdot \|_\infty) = N(\varepsilon, C_{M_1}^*, \| \cdot \|_\infty) \leq c \exp(c/\sqrt{\varepsilon}).
\]
By Lemma B.1 and Lemma 9.25 of [32] (for bracketing entropy of product of uniformly bounded function classes), we have
\[
N[1](\varepsilon, D_{M_1}(n), \| \cdot \|_{2,\rho_{\theta_0, m_0}}) \leq N[1](\varepsilon, D_{M_1}^*, \| \cdot \|_{2,\rho_{\theta_0, m_0}}) \leq c\varepsilon^{-2d} \exp\left(\frac{c}{\sqrt{\varepsilon}} + \frac{c}{\varepsilon}\right).
\]
It follows that
\[
J[1](\gamma, D_{M_1}(n), \| \cdot \|_{2,\rho_{\theta_0, m_0}}) \lesssim \gamma^{-2}.
\]
Now using arguments similar to (H.11) and (H.12) and the maximal inequality in Lemma 3.4.2 of [54] (for uniformly bounded function classes), we have
\[
\mathbb{P}\left(\sup_{f \in D_{M_1}(n)} |G_nf| > \delta\right)
\lesssim 2\delta^{-1}\sqrt{d-1}\sum_{i=1}^{d-1} \mathbb{E}\left(\sup_{f \in D_{M_1}(n)} |G_nf_i|\right)
\lesssim \delta^{-1}J[1](D_{M_1}n^{-1/10}, D_{M_1}(n), \| \cdot \|_{2,\rho_{\theta_0, m_0}}) \left(1 + \frac{J[1](D_{M_1}n^{-1/10}, D_{M_1}(n), \| \cdot \|_{2,\rho_{\theta_0, m_0}})2M_1V^*}{D_{M_1}^2n^{-1/5}\sqrt{m}}\right)
\lesssim \delta^{-1} \left(\sqrt{D_{M_1}n^{-1/20}} + \frac{2M_1V^*D_{M_1}n^{-1/10}}{D_{M_1}^2n^{-1/5}\sqrt{m}}\right) \to 0,
\]
as \( n \to \infty \),
where in the first inequality \( f_1, \ldots, f_{d-1} \) denote each component of \( f \).

I.5. Proof of Lemma B.3

For every \((\theta, m) \in C_{M_1}(n)\), note that
\[
\|(m_0 \circ \theta_0 - m \circ \theta)U_{\theta,m}\|^2_{2,\rho_{\theta_0, m_0}} \leq 4M_1^2\|U_{\theta,m}\|^2_{2,\rho_{\theta_0, m_0}} \leq 4M_1^2K_Ln^{-1/5} = D_{M_1}^2n^{-1/5}.
\]
By Lemmas F.5 and F.6, we have
\[
N[1](\varepsilon, \{(m_0 \circ \theta_0 - m \circ \theta : (\theta, m) \in C_{M_1}(n)\}, \| \cdot \|_\infty) \lesssim \exp(1/\sqrt{\varepsilon}).
\]
We will prove (I.8) by applying Lemma F.7 with $\Theta = \Phi = \Phi$, where the last equality is due to assumption (A2). Now it is enough to show that for every fixed $M_1$ and $L$, we have
\[
P\left( \sup_{f \in W \Phi (n)} |G_n f| > \delta \right) = o(1). \tag{I.8}
\]
We will prove (I.8) by applying Lemma F.7 with $F = W \Phi (n)$. Observe that by Lemma B.1, we have
\[
\log N_1(\varepsilon, \Phi (n), \|f\|_{2, \Phi (n)}) \leq \varepsilon^{-1}, \sup_{f \in W \Phi (n)} \|f\|_{2, \Phi (n)} \leq V^*, \text{ and } \sup_{f \in W \Phi (n)} \|f\|_{2, \Phi (n)} \leq K_2 n^{-1/5}.
\]
By Markov inequality, we have
\[
P\left( \sup_{f \in W \Phi (n)} |G_n f| > \delta \right) \leq 25^{-1} \sqrt{d - 1} \sum_{i=1}^{d-1} \mathbb{E} \left( \sup_{f \in W \Phi (n)} |G_n f_i| \right),
\]
where the last equality is due to assumption (A2). Now it is enough to show that for every fixed $M_1$ and $L$, we have
\[
\mathbb{E} \left( \sup_{f \in W \Phi (n)} |G_n f_i| \right) \leq \sqrt{K_2 n^{-1/20} + \frac{1}{n^{1/10 \sqrt{2}}}} \rightarrow 0, \quad \text{as } n \rightarrow \infty.
\]
We now verify the second and third equations in (B.4). The proofs are similar to the proof of Lemma A.5. Observe that by (H.14), (H.15), and (H.16) (with $(\hat{\theta}, \hat{\theta})$ instead of $(\hat{\theta}, \hat{\theta})$), we have
\[
\left| P_{\theta_0, m_0} [(m_0 - \hat{m})(\hat{\theta}^T X) U_{\hat{\theta}, \hat{\theta}}(X)] \right| = O_p(n^{-2/5}) \left| P_{\theta_0, m_0} [U_{\hat{\theta}, \hat{\theta}}(X)] \right|^{1/2}, \tag{I.9}
\]
and
\[
P_{\theta_0, m_0} \left| U_{\hat{\theta}, \hat{\theta}}(X) \right|^2 \leq M^2(d - 1) ||m_0(\hat{\theta})||^2 + M^2(d - 1) ||m_0(\hat{\theta})||^2, \tag{I.10}
\]
Finally by (3.3) of Theorem 3.4, we have that
\[
\int_{D_{\theta}} \{m'(u) - m_0'(u)\}^2 du \leq \|\hat{m}' o \hat{\theta} - m_0 o \hat{\theta}\|^2 = O_p(n^{-4/15}).
\]
The required result now follows by combining (I.9) and (I.10).
1.7. Proof of Theorem B.3

Proof of this theorem follows along the lines of the proof of Theorem A.3. By calculations similar to (H.17), (H.18), and (H.20) (with \((\hat{m}, \hat{\theta})\) replaced by \((m, \theta)\)), we have that

\[
|P_{\hat{m}, m_0} \psi_{\hat{m}, m}| \leq \| m_0 \circ \hat{\theta} - m_0 \circ \theta \| \| m_0' \circ \hat{\theta} - m_0' \circ \theta \| \| h_\theta \circ \hat{\theta} - h_\theta \circ \theta \|_2 P_{\theta_0, m_0}.
\]

By Theorem 3.4, we have \(\| m_0' \circ \hat{\theta} - m_0' \circ \theta \| = O_p(n^{-2/15})\). Furthermore, by Theorems 3.1 and 3.3 and assumption (B2), we have

\[
\| m_0 \circ \hat{\theta} - m_0 \circ \theta \| \leq \| m_0 \circ \hat{\theta} - m_0 \circ \theta_0 \| + \| m_0 \circ \theta_0 - m_0 \circ \theta \|
\leq \| m_0 \circ \hat{\theta} - m_0 \circ \theta_0 \| + L_0 T^2 |\theta_0 - \hat{\theta}|
= O_p(n^{-2/5})
\]

and \(\| h_\theta \circ \hat{\theta} - h_{\theta_0} \circ \theta \|_2 P_{\theta_0, m_0} \leq \hat{M} |\hat{\theta} - \theta_0|\). Thus the first term on the right hand side of (I.11) is \(O_p(n^{-8/15})\) and the second term on the right hand side of (I.11) is \(O_p(n^{-4/5})\). Thus \(|P_{\hat{m}, m_0} \psi_{\hat{m}, m}| = O_p(n^{-1/2})\).

1.8. Consistency of \(\psi_{\theta, \hat{m}}\)

**Lemma 1.2.** If the conditions in Theorem 4.2 hold, then

\[
P_{\theta_0, m_0} |\psi_{\hat{m}, \theta} - \psi_{\theta_0, m_0}|^2 = o_p(1), \quad (I.12)
\]

\[
P_{\hat{m}, m_0} |\psi_{\hat{m}, \hat{m}}|^2 = O_p(1). \quad (I.13)
\]

**Proof.** Observe that the proof of (I.13) is identical to the proof of (H.22) (with \((\hat{\theta}, \hat{m})\) replaced by \((\theta, m)\)); see (H.24).

We now prove (I.12). By assumption (B2) and calculations similar to (H.23), we have

\[
P_{\theta_0, m_0} |\psi_{\hat{m}, \theta} - \psi_{\theta_0, m_0}|^2 \leq 1 + 2\| \sigma(\cdot) \|_\infty \cdot \text{II} + 2\| \sigma(\cdot) \|_\infty \cdot \text{III} + 4 M^2 T^2 \| \sigma(\cdot) \|_\infty |\hat{\theta} - \theta_0|^2,
\]

where

\[
\text{I} := P_{\theta_0, m_0} \left[ m_0(\theta_0 X - \hat{m}(\theta_0 X)) - m_0(\hat{\theta} X) \right] \left[ m_0'((\hat{\theta} X) X - (m_0' h_{\theta_0})(\hat{\theta} X)) \right]^2,
\]

\[
\text{II} := P_{\theta_0, m_0} \left[ m_0'(\hat{\theta} X) X - m_0'(\theta_0 X) X \right]^2,
\]

\[
\text{III} := P_{\theta_0, m_0} \left[ m_0' h_{\theta_0}(\theta_0 X) - (m_0' h_{\theta_0})(\hat{\theta} X) \right]^2.
\]

It is enough to show that I, II, and III are \(O_p(1)\). By Theorems 3.3 and 3.4, we have

\[
\text{II} \leq T^2 P_{\theta_0, m_0} \left[ m_0'(\hat{\theta} X) X - m_0'(\theta_0 X) X \right]^2 \leq T^2 P_{\theta_0, m_0} \left[ m_0'(\hat{\theta} X) X - m_0'(\theta_0 X) X \right]^2 + T^2 P_{\theta_0, m_0} \left| m_0'(\hat{\theta} X) X - m_0'(\theta_0 X) X \right| = o_p(1).
\]

For I, observe that

\[
|m_0'(\hat{\theta} X) X - m_0'(\hat{\theta} X) X| \leq |m_0'(\hat{\theta} X) X| + |m_0'(\hat{\theta} X) X - (m_0' h_{\theta_0})(\hat{\theta} X)| \leq LT + L \| h_{\theta_0} \|_{2,\infty}.
\]

Moreover, by Theorem 3.1, we have \(\| m_0 \circ \hat{\theta} - m_0 \circ \theta_0 \| \overset{L}{\to} 0\). Thus,

\[
\text{I} = P_{\theta_0, m_0} \left| (m_0(\theta_0 X) - \hat{m}(\theta_0 X))(m_0(\hat{\theta} X) X - (m_0' h_{\theta_0})(\hat{\theta} X)) \right|^2 \leq (LT + L \| h_{\theta_0} \|_{2,\infty} \| m_0 \circ \theta_0 - \hat{m} \circ \theta \| \| m_0 \circ \theta_0 - \hat{m} \circ \theta \| = o_p(1).
\]

Finally, we have

\[
\text{III} = P_{\theta_0, m_0} \left| (m_0' h_{\theta_0})(\theta_0 X) - (m_0' h_{\theta_0})(\hat{\theta} X) \right|^2 \leq P_{\theta_0, m_0} \left[ m_0'' h_{\theta_0} + m_0'' h_{\theta_0} \| h_{\theta_0} \|_{2,\infty} \| \theta_0 - \hat{\theta} \| \| \hat{\theta} X \| \| m_0 \circ \theta_0 - \hat{m} \circ \theta \| \| m_0 \circ \theta_0 - \hat{m} \circ \theta \| \right]^2 \leq \| m_0'' h_{\theta_0} \|_{2,\infty} T^2 \| \theta_0 - \hat{\theta} \|^2 = o_p(1).
\]

\(\square\)
**I.9. Proof of Theorem B.4**

Observe that (H.25) and (H.26) imply that
\[ \psi_{\tilde{\theta},n} - \psi_{\theta_0,m_0} = \epsilon \tau_{\tilde{\theta},n} + v_{\tilde{\theta},n}. \]

Thus, for every fixed $M_1$, we have
\[
\begin{align*}
\mathbb{P}(|\mathbb{G}_n(\psi_{\tilde{\theta},n} - \psi_{\theta_0,m_0})| > \delta) & \leq \mathbb{P}(|\mathbb{G}_n(\epsilon \tau_{\tilde{\theta},n} + v_{\tilde{\theta},n})| > \delta, (\tilde{\theta}, \tilde{m}) \in C_{M_1}(n)) + \mathbb{P}( (\tilde{\theta}, \tilde{m}) \notin C_{M_1}(n)) \\
& \leq \mathbb{P}( \left| \mathbb{G}_n(\epsilon \tau_{\tilde{\theta},n}) \right| > \frac{\delta}{2}, (\tilde{\theta}, \tilde{m}) \in C_{M_1}(n)) \\
& \quad + \mathbb{P}( \left| \mathbb{G}_n v_{\tilde{\theta},n} \right| > \frac{\delta}{2}, (\tilde{\theta}, \tilde{m}) \in C_{M_1}(n)) + \mathbb{P}( (\tilde{\theta}, \tilde{m}) \notin C_{M_1}(n)) \\
& \leq \mathbb{P}( \inf_{(\theta,m)\in C_{M_1}(n)} |\mathbb{G}_n \epsilon \tau_{\theta,m}| > \frac{\delta}{2}) + \mathbb{P}( \inf_{(\theta,m)\in C_{M_1}(n)} |\mathbb{G}_n v_{\theta,m}| > \frac{\delta}{2}) \\
& \quad + \mathbb{P}( (\tilde{\theta}, \tilde{m}) \notin C_{M_1}(n)).
\end{align*}
\]

Recall that by Theorems 3.1–3.4, we have $\mathbb{P}( (\tilde{\theta}, \tilde{m}) \notin C_{M_1}(n)) = o(1)$. Thus the proof of Theorem B.4 will be complete if we show that the first two terms in (I.14) are $o(1)$. Lemmas I.3 and I.4 do this.

**Lemma I.3.** Fix $M_1$ and $\delta > 0$. For $n \in \mathbb{N}$, as $n \to \infty$, we have
\[
\mathbb{P}( \inf_{(\theta,m)\in C_{M_1}(n)} |\mathbb{G}_n \epsilon \tau_{\theta,m}| > \frac{\delta}{2}) \to 0.
\]

**Proof.** Recall that
\[
\tau_{\theta,m}(x) := H_\theta \{m'(\theta^\top x) - m'_0(\theta_0^\top x)\} x + [(m'_0 h_{\theta_0})(\theta_0^\top x) - (m'_0 h_{\theta_0})(\theta^\top x)]
\]
\[
+ (H_\theta - H_{\theta_0}) [m'_0(\theta_0^\top x) x - (m'_0 h_{\theta_0})(\theta_0^\top x)],
\]

Let us define,
\[
\Xi_{M_1}(n) := \{\tau_{\theta,m}|(\theta,m) \in C_{M_1}(n)\} \quad \text{and} \quad \Xi^*_{M_1} := \{\tau_{\theta,m}|(\theta,m) \in C^*_{M_1}\}.
\]

We will prove that
\[
N(\epsilon, \Xi^*_{M_1}, \| \cdot \|_\infty) \leq c \exp(c/\epsilon) \epsilon^{-10d}, \tag{I.15}
\]
where $c$ depends only on $M_1$ and $d$. We will now try to construct a bracket for $\Xi^*_{M_1}$. Recall that by Lemma I.1, we have
\[
N_1(\epsilon, \{m'(\theta^\top \cdot)| (\theta, m) \in C^*_1\}, \| \cdot \|_1) \lesssim \exp(1/\epsilon). \tag{I.16}
\]

Moreover, by Lemma 15 of [33], we can find a $\theta_1, \theta_2, \ldots, \theta_{N_\epsilon}$ with $N_\epsilon \lesssim \epsilon^{-2d}$ such that for every $\theta \in \Theta \cap B_{\theta_0}(1/2)$, there exists a $\theta_j$ such that
\[
|\theta - \theta_j| \leq \epsilon/T, \quad \| H_\theta - H_{\theta_j} \|_2 \leq \epsilon/T, \quad \text{and} \quad |\theta^\top x - \theta_j^\top x| \leq \epsilon, \quad \forall x \in \chi.
\]

Observe that for all $x \in \chi$, we have $H_\theta x - x \leq H_{\theta_j} x + \epsilon$. Thus
\[
N_1(\epsilon, \{f: \chi \to \mathbb{R}^d|f(x) = H_j x, \forall x \in \chi, \theta \in \Theta \cap B_{\theta_0}(1/2)\}, \| \cdot \|_2, \infty) \lesssim \epsilon^{-2d} \tag{I.17}
\]

Similarly as $|m'_0(\theta^\top x) - m'_0(\theta_j^\top x)| \leq L_0 \epsilon$, we have
\[
N_1(\epsilon, \{m'_0 \circ \theta: \theta \in \Theta \cap B_{\theta_0}(1/2)\}, \| \cdot \|) \lesssim \epsilon^{-2d} \tag{I.18}
\]

Finally observe that
\[
\begin{align*}
& |H_\theta h_{\theta_0}(\theta^\top x) - H_{\theta_j} h_{\theta_0}(\theta_j^\top x)| \\
& \leq |H_\theta h_{\theta_0}(\theta^\top x) - H_{\theta_0}(\theta_0^\top x)\| + |H_{\theta_j} h_{\theta_0}(\theta^\top x) - H_{\theta_j} h_{\theta_0}(\theta_j^\top x)| \\
& \leq |h_{\theta_0}(\theta^\top x) - h_{\theta_0}(\theta_j^\top x)| + \|H_{\theta_j} - H_{\theta_j}\| 2 \|h_{\theta_0}\|_{2,\infty} \\
& \leq \|h_{\theta_0}\|_{2,\infty} |\theta - \theta_j| T + \|H_{\theta_j} - H_{\theta_j}\| 2 \|h_{\theta_0}\|_{2,\infty} \leq \epsilon(\|h_{\theta_0}\|_{2,\infty} + \|h_{\theta_0}\|_{2,\infty}/T) \lesssim \epsilon
\end{align*}
\]
and
\[
|H_0 \omega \theta h_{\theta_0}(\theta_0^T x) - H_0 \theta h_{\omega \theta_0}(\theta_0^T x)| \leq \|h_{\theta_0}(\theta_0^T x)\|_{2,\infty} e / T.
\]

Thus we have
\[
N_{\mathbb{R}}(\varepsilon, \{f : \chi \rightarrow \mathbb{R}^d | f(x) = H_0 \theta h_{\omega \theta_0}(\theta_0^T x), \theta \in \Theta \cap B_{\mathbb{R}^d} (1/2), \| \cdot \|_{2,\infty} \leq \varepsilon^{-2d},
\]
\[
N_{\mathbb{R}}(\varepsilon, \{f : \chi \rightarrow \mathbb{R}^d | f(x) = H_0 \theta h_{\omega \theta_0}(\theta_0^T x), \theta \in \Theta \cap B_{\mathbb{R}^d} (1/2), \| \cdot \|_{2,\infty} \leq \varepsilon^{-2d}.
\]

Thus by applying Lemma 9.25 of [32] to sums and product of classes of functions in (I.16), (I.17), (I.18), (I.19), and (I.20) we have (I.15).

Now, we find an upper bound for \( \sup_{f \in \Xi_{M_1}} \|f\|_{2,\infty} \). For every \( (\theta, m) \in \mathcal{C}_{M_1}(n) \) and \( x \in \chi \) note that,
\[
|\tau_{\theta,m}(x)| \leq [m'(\theta^T x) - m'(0^T x)] + |m'(0^T x) - m'_0(0^T x)| \| x \|
+
|m'_0(\theta^T x)h_{\theta_0}(\theta_0^T x) - m'_0(0^T x)h_{\theta_0}(0^T x)|
+
|m'_0(\theta^T x)h_{\theta_0}(0^T x) - m'_0(0^T x)h_{\theta_0}(0^T x)|
+
|\theta - \theta_0||m'_0(\theta^T x)x - (m'_0h_{\theta_0})(\theta^T x)|
\leq L|\theta^T x - \theta_0^T x|\|x\| + \|m' - m'_0\|_2\|x\|
+
|h_{\theta_0}(\theta_0^T x)||m'_0|_{\infty,\Theta}^{\infty,\Theta} |\theta_0^T x - \theta^T x|
+
|m'_0|_{\infty,\Theta}^{\infty,\Theta} |h_{\theta_0}|_{2,\infty}^{2,\infty} |\theta_0^T x - \theta^T x|
+
|\theta - \theta_0||m'_0(\theta^T x)x - (m'_0h_{\theta_0})(\theta^T x)|
\leq |\theta - \theta_0|LT^2 + n^{-1/5}T + T^2\|m'_0\|_{\infty,\Theta}^{\infty,\Theta} |T\theta_0 - \theta_0| + L_0\|h_{\theta_0}^T\|_{2,\infty}^{2,\infty} |T\theta_0 - \theta_0| + |\theta - \theta_0|L_0T.
\]
\[
\leq C_{11}n^{-1/10},
\]
where \( C_{11} \) is constant depending only on \( L, L_0, T, m_0 \), and \( h_{\theta_0} \). Now observe that,
\[
P \left( \sup_{f \in \Xi_{M_1}} |G_{\alpha} f_i| > \frac{\delta}{2} \right) \leq 2\delta^{-1} \sqrt{d - 1} \sum_{i=1}^{d-1} E \left( \sup_{f \in \Xi_{M_1}} |G_{\alpha} f_i| \right)
\]
where \( f_1, \ldots, f_{d-1} \) denote each component of \( f \). We can bound each term in the summation of the above display by Lemma F.7 with \( \Phi = \kappa = C_{11}n^{-1/10} \), and \( \alpha = -1 \). By (F.13), we have
\[
E \left( \sup_{f \in \Xi_{M_1}} |G_{\alpha} f_i| \right) \leq n^{-1/20} + n^{-4/10} = o(1).
\]

**Lemma I.4.** Fix \( M_1 \) and \( \delta > 0 \). For \( n \in \mathbb{N} \), we have
\[
P \left( \sup_{(\theta, m) \in \mathcal{C}_{M_1}(n)} |G_{\alpha} v_{\theta,m}| > \frac{\delta}{2} \right) = o_p(1).
\]

**Proof.** Recall that
\[
v_{\theta,m}(x) := [m_0(\theta_0^T x) - m(\theta^T x)]|m'(\theta^T x)|H_0^T x - m'_0(\theta^T x)H_0^T h_{\theta_0}(\theta^T x)].
\]

We will first show that
\[
J_{\mathbb{R}}(\nu, \{v_{\theta,m} : (\theta, m) \in \mathcal{C}_{M_1}(n)\}, \| \cdot \|_{2,\infty}^{2,\infty} \|_{\infty} \| \leq \nu^{1/2}
\]
By Lemmas F.5 and I.1 and (I.17), (I.18), and (I.19), we have
\[
N_{\mathbb{R}}(\varepsilon, \{m_0(\theta_0^T x) - m(\theta^T x)\} \in \mathcal{C}_{M_1}(n), \| \cdot \|_{\infty} \| \leq \exp(1/\sqrt{\varepsilon}),
\]
\[
N_{\mathbb{R}}(\varepsilon, \{m'(\theta^T)\} \in \mathcal{C}_{M_1}(n), \| \cdot \| \leq \exp(1/\varepsilon),
\]
\[
N_{\mathbb{R}}(\varepsilon, \{f : \chi \rightarrow \mathbb{R}^d | f(x) = H_0^T x, \forall x \in \chi, \theta \in \Theta \cap B_{\mathbb{R}^d} (1/2), \| \cdot \|_{2,\infty} \leq \varepsilon^{-2d}
\]
\[
N_{\mathbb{R}}(\varepsilon, \{m_0 \circ \theta : \theta \in \Theta \cap B_{\mathbb{R}^d} (1/2), \| \cdot \| \leq \varepsilon^{-2d}
\]
\[
N_{\mathbb{R}}(\varepsilon, \{f : \chi \rightarrow \mathbb{R}^d | f(x) = H_0^T h_{\theta_0}(\theta^T x), \theta \in \Theta \cap B_{\mathbb{R}^d} (1/2), \| \cdot \|_{2,\infty} \leq \varepsilon^{-2d}.
\]
Thus by applying Lemma 9.25 of [32] to sums and product of classes of functions in (I.22), we have

\[ N_{\{1, \|v_{\theta, m} : (\theta, m) \in C_{M_1}^*\}} \preceq \exp \left( \frac{1}{\varepsilon} + \frac{1}{\sqrt{\varepsilon}} \right) \varepsilon^{-6d}. \]

Now (1.21) follows from the definition of \( J_{\mid x} \) by observing that

\[ J_{\mid x}(\nu, \{v_{\theta, m} : (\theta, m) \in C_{M_1}(n)\}) \leq J_{\mid x}(\nu, \{v_{\theta, m} : (\theta, m) \in C_{M_1}^*\}) \preceq \|v_{\theta, m}\|_{2, \infty}. \]

Now we will find \( \sup_{(\theta, m) \in C_{M_1}(n)} \|v_{\theta, m}\|_{2, \infty} \). For every \( x \in \chi \) observe that,

\[
|v_{\theta, m}(x)| \leq |m_0(\theta_0^\top x) - m(\theta_0^\top x)| \cdot |m'(\theta^\top x)x - m'_0(\theta^\top x)h_{00}(\theta^\top x)| \\
+ |m(\theta_0^\top x) - m(\theta^\top x)| \cdot |m'(\theta^\top x)x - m'_0(\theta^\top x)h_{00}(\theta^\top x)| \\
\leq \|m_0 - m\|_{0,0} |m'(\theta^\top x)x - m'_0(\theta^\top x)h_{00}(\theta^\top x)| \\
+ L|\theta_0^\top x - \theta^\top x||m'(\theta^\top x)x - m'_0(\theta^\top x)h_{00}(\theta^\top x)| \\
\leq b_n^{-1}2LT + 2T^2L^2M_2|\theta - \theta_0| \\
\leq C|b_n^{-1} + n^{-1/10}|,
\]

where \( C \) is a constant depending only on \( T, L, \) and \( M_1 \). Thus

\[
\sup_{(\theta, m) \in C_{M_1}(n)} \|v_{\theta, m}\|_{2, \infty} \leq \sup_{(\theta, m) \in C_{M_1}(n)} \|v_{\theta, m}\|_{2, \infty} \leq C^2[b_n^{-1} + n^{-1/10}].
\]

Now using arguments similar to (H.11) and (H.12) and the maximal inequality in Lemma 3.4.2 of [54] (for uniformly bounded function classes), we have

\[
P\left( \sup_{(\theta, m) \in C_{M_1}(n)} |G_n v_{\theta, m}| > \frac{\delta}{2} \right) \lesssim 2\delta^{-1}\sqrt{d - 1} \sum_{i=1}^{d-1} E\left( \sup_{(\theta, m) \in C_{M_1}(n)} |G_n v_{\theta, m, i}| \right) \\
\lesssim J_{\mid x}(\{b_n^{-1} + n^{-1/10}\}, W_{M_1}(n), \|\cdot\|_{2, P_{\theta_0, m, 0}}) + \frac{J_{\mid x}(\{b_n^{-1} + n^{-1/10}\}, W_{M_1}(n), \|\cdot\|_{2, P_{\theta_0, m, 0}})}{b_n^{-1} + n^{-1/10}} \\
\lesssim [b_n^{-1} + n^{-1/10}]^{1/2} + \frac{[b_n^{-1} + n^{-1/10}]}{[b_n^{-1} + n^{-1/10}]^2 \sqrt{n}} \\
\lesssim [b_n^{-1} + n^{-1/10}]^{1/2} + \frac{1}{b_n^{-1} \sqrt{n} + n^{3/10}} = o(1),
\]

as \( b_n = o(n^{1/2}) \), here in the first inequality \( v_{\theta, m, 1}, \ldots, v_{\theta, m, d-1} \) denote each component of \( v_{\theta, m} \).
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