Abstract: Global trends in wetland degradation and loss have created an urgency to monitor wetland extent, as well as track the distribution and causes of wetland loss. Satellite imagery can be used to monitor wetlands over time, but few efforts have attempted to distinguish anthropogenic wetland loss from climate-driven variability in wetland extent. We present an approach to concurrently track land cover disturbance and inundation extent across the Mid-Atlantic region, United States, using the Landsat archive in Google Earth Engine. Disturbance was identified as a change in greenness, using a harmonic linear regression approach, or as a change in growing season brightness. Inundation extent was mapped using a modified version of the U.S. Geological Survey’s Dynamic Surface Water Extent (DSWE) algorithm. Annual (2015–2018) disturbance averaged 0.32% (1095 km$^2$ year$^{-1}$) of the study area per year and was most common in forested areas. While inundation extent showed substantial interannual variability, the co-occurrence of disturbance and declines in inundation extent represented a minority of both change types, totaling 109 km$^2$ over the four-year period, and 186 km$^2$, using the National Wetland Inventory dataset in place of the Landsat-derived inundation extent. When the annual products were evaluated with permitted wetland and stream fill points, 95% of the fill points were detected, with most found by the disturbance product (89%) and fewer found by the inundation decline product (25%). The results suggest that mapping inundation alone is unlikely to be adequate to find and track anthropogenic wetland loss. Alternatively, remotely tracking both disturbance and inundation can potentially focus efforts to protect, manage, and restore wetlands.
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1. Introduction

Across the globe, wetlands provide a myriad of ecosystem services including flood abatement, erosion control, hydrologic regulation, carbon sequestration, and water quality improvement [1–3]. Wetland ecosystems are threatened, however, by expansion of agriculture and urban development, invasive species, pollution, and sea level rise, all of which can result in wetland degradation or loss [4,5]. Globally, as much as 87% of wetland area has been lost since 1700 CE [6], and 30% since 1970 [7]. The Ramsar Convention on Wetlands of International Importance was established in 1971 in recognition of the value of and threats to wetlands. It included policy commitments to maintain and restore wetlands [6]. However, even in countries such as the United States, which has a national policy of no net loss of wetlands, mitigating losses through wetland creation and restoration can fall short, resulting in net wetland degradation and declines in wetland area [8,9]. These trends make it essential to monitor wetland extent over time, as well as enhance our understanding of the causes and spatial distribution of wetland loss and gain.

Satellite imagery can provide a spatially explicit and cost-effective means to monitor changes in wetland extent and patterns in wetland loss over time [10,11]. Landsat is commonly used to monitor wetlands in part because of its multi-decadal temporal archive and substantial swath (185 km). The National Oceanic and Atmospheric Administration (NOAA) Coastal Change Analysis Program (C-CAP), for example, uses Landsat imagery to map changes in land cover for the coastal portions of the United States every five years (1996–2016) [12]. To provide a more temporally detailed understanding of seasonal and interannual variability in the surface water extent of wetlands, Landsat-based surface-water products at national and global extents are also rapidly becoming available. These efforts include the Global Surface Water (GSW) Landsat product [13] and the U.S. Geological Survey’s (USGS) Dynamic Surface Water Extent (DSWE) product [14,15] that use the Landsat archive (available every 8–16 days) to map surface water extent on a global and contiguous United States (CONUS) scale, respectively. The more frequent monitoring is critical to characterize variability of inundation in wetlands in response to seasonal and interannual variability in weather [16], as well as variability in coastal wetlands in response to the tidal cycle [17].

Landsat multispectral data have also been used to distinguish wetland classes, such as emergent wetlands, forested wetlands, and ponds [18,19], as well as monitor the degradation or recovery of wetland vegetation [20,21]. Detecting a gain or loss of wetland extent requires distinguishing a change in class from natural variability in pixel condition. The likelihood that a pixel has changed its class can be quantified as its departure from a measure of central tendency for all pixels in that class. A z-score statistic, for example, that uses the mean and standard deviation of a population, is one way to achieve this [22,23]. The challenge in applying z-scores over a large area, however, is that the population must be normally distributed, which may not be true as more images and a greater area is included in the analysis [24]. Alternatively, measures such as median and median absolute deviation do not rely on the assumption of a normally distributed population and are less sensitive to outliers [24]. Improvements in using Landsat time series analysis to detect change have also been specific to different land cover types. For instance, in forestry studies the focus has been on using harmonic algorithms that model interannual and seasonal variability in spectral characteristics to detect both abrupt changes in forest cover [25–28], as well as gradual changes in forest condition [29,30]. Efforts in wetland ecosystems, in contrast, have been more focused on overcoming Landsat’s moderate spatial resolution that limits its ability to monitor smaller wetlands (<1 ha) [10]. This challenge has encouraged Landsat sub-pixel analysis techniques, such as spectral mixture analysis (SMA) [15,31,32] and Tasseled Cap indices [33,34], as well as other partial pixel algorithms, such as regression trees [35], or automated methods to estimate sub-pixel water fraction [36–38]. Even sub-pixel Landsat approaches, however, typically require wetlands to be >0.2 ha to be reliably detected [32,37].

To monitor smaller wetlands (<1 ha), data sources with increased spatial resolution have been used (e.g., Sentinel-2, CubeSats) [39,40]. However, these datasets lack the multi-decadal data records provided by Landsat. Additionally, the cost of commercial imagery (e.g., DigitalGlobe, Planet) may
limit its role in the operational monitoring of wetlands. Free sources of aerial imagery, such as the National Agricultural Imaging Program (NAIP), have been shown to be an effective means to monitor interannual variability in wetlands over time [41]. However, the applicability of these data to regions dominated by forested or vegetated wetlands may be limited. Instead, synthetic aperture radar (SAR) imagery may be more helpful to “see” water through canopy cover [42–44].

The persistent threats to wetlands necessitate efforts to monitor changes in wetland extent at the regional to national scale. Past efforts to monitor changes to coastal and inland wetlands across the U.S. Mid-Atlantic region have tended to be mostly localized, focusing on one or a few watersheds. Studies have explored approaches to map forested wetlands using active sensors, such as C-band SAR [42,45], L-band SAR [46], LiDAR [47], and Landsat trained with LiDAR [48,49]. Efforts have also focused on monitoring tidal wetlands in the Chesapeake and Delaware Bays using aerial imagery [6,50] and Landsat imagery [21,51]. Regional efforts have used data from the U.S. Fish and Wildlife Service’s Status and Trends Study (S&T) to predict change in wetland area between the 1950s and 1990s along the U.S. Atlantic Coast [52], and comparisons between the National Wetland Inventory (NWI) and Landsat circa 2000 [24]. In general, although efforts to monitor wetland change over time are somewhat common [14,32], relatively few studies have explicitly attempted to attribute the cause of the change, for instance differentiating between wetland loss caused by a drought event versus human activities [9,31,34,53]. Identifying both the spatial distribution of modifications to wetland extent as well as the cause of wetland change are critical for modeling, management, and conservation efforts. The objectives of this study were to determine (1) if wetland loss, defined as a transition from wetland to upland, can be reliably detected using changes in Landsat inundation extent; (2) if mapping disturbance extent across all land cover types can enable the identification and attribution of wetland loss; and (3) the spatial distribution of disturbance and changes to inundation extent across the Mid-Atlantic region.

2. Materials and Methods

2.1. Study Area

The study was limited to the U.S. Environmental Protection Agency (EPA) Region 3, which extends across the Mid-Atlantic region of the United States, including Pennsylvania, Delaware, Maryland, Washington, D.C., Virginia, and West Virginia (study area center: 39.403 N, −77.974 W). The climate across these states is temperate with annual precipitation averaging 1122 mm, and annual temperature maximum and minimum averaging 17 °C and 5 °C, respectively [54]. Across the region, deciduous forest is the dominant cover type (51%), with pasture/hay (13%), developed land (open space, low, medium, high) (11%), and cultivated crops (7%) also common [55]. Developed land dominates around major cities within the study area, including Washington, D.C., Baltimore, Virginia Beach, Richmond, Philadelphia, and Pittsburgh. Wetlands, as defined by the NWI dataset, average 5.1 ha km⁻² across the region and wetland area is dominated by freshwater forested/shrub wetlands (46%) and riverine wetlands (26%), with lakes (9%), estuarine and marine wetlands (8%) and freshwater emergent wetlands (6%) also common [56].

2.2. Inundation Extent

The Landsat archive was used to map annual inundation extent across the region. Although the pixel size of Landsat Enhanced Thematic Mapper plus (ETM+) and Operational Land Imager (OLI) (900 m²) makes monitoring inundation extent across narrow rivers, streams, and smaller (<1 ha) wetlands challenging, the source of imagery was selected to take advantage of regular (every 8 days), wall-to-wall data collection. Mapping surface-water or inundation extent cannot be considered equivalent to mapping wetlands, but areas that are regularly detected as inundated are very likely to meet the hydrologic definition of a wetland (i.e., inundated or saturated in the root zone for at least two weeks within the growing season) [57]. In limiting the detection algorithm to inundation,
however, areas that show near-surface saturated soils were likely omitted, although these areas may also meet wetland definitions. A further challenge was that much of the Mid-Atlantic region and the wetlands across the region are forested, making it more difficult to detect inundation under leaf cover with multispectral imagery. Prior efforts have shown, however, that inundation extent can still be monitored using Landsat imagery if the acquisition dates include leaf-off conditions [45,49].

2.2.1. Single Image Inundation Classification

Inundation extent across the region was mapped with Landsat ETM+ and OLI imagery using a modified version of the image-based components of the Dynamic Surface Water Extent (DSWE) model [15] implemented in Google Earth Engine. Landsat imagery was used from Landsat paths 14 to 19 and Landsat rows 31 to 35 (a total of 30 Landsat path/rows). All Landsat images collected between January 1 and May 31 from 2013 through 2018 for these path/rows were processed for a total of 2122 Landsat images (Table 1). The seasonal restriction of images helped maximize images used during the seasonal hydrological peak [58], while limiting the number of images contributing errors during non-peak hydrological conditions. Landsat 5 and 7 images were converted to surface reflectance using the Landsat Ecosystem Disturbance Adaptive Processing System (LEDAPS) algorithm [59], while Landsat 8 images were converted to surface reflectance using the Landsat Surface Reflectance Code (LaSRC) algorithm [60]. Values identified as cloud or cloud shadow were masked using cFMask [61].

### Table 1. The number of Landsat Thematic Mapper (TM), Enhanced TM plus (ETM+) and Operational Land Imager (OLI) images used per-year for the inundation extent and per sensor for the harmonic and brightness outputs. The harmonic algorithm used images from January 2000 through December 2019, and the brightness algorithm used images for the years of interest and three years prior. Per year outputs (2015–2018) were generated within a given algorithm run.

| Algorithm       | Imagery Year(s) | Output Year(s) | TM (Image Count) | ETM+ (Image Count) | OLI (Image Count) | Total (Image Count) |
|-----------------|-----------------|----------------|------------------|--------------------|--------------------|-------------------|
| Inundation Extent | 2013            | 2013           | ~                | 154                | 85                 | 239               |
| Inundation Extent | 2014            | 2014           | ~                | 201                | 189                | 390               |
| Inundation Extent | 2015            | 2015           | ~                | 175                | 205                | 380               |
| Inundation Extent | 2016            | 2016           | ~                | 184                | 203                | 387               |
| Inundation Extent | 2017            | 2017           | ~                | 157                | 221                | 378               |
| Inundation Extent | 2018            | 2018           | ~                | 165                | 183                | 348               |
| Inundation Extent | 2013–2018       | 2013–2018      | ~                | 1036               | 1086               | 2122              |
| Brightness      | 2012–2019       | 2015–2018      | ~                | 3673               | 3540               | 7213              |
| Harmonic        | 2000–2009       | 2015–2018      | 5037             | 9394               | 3525               | 17,956            |

The DSWE model detects inundation using a single-scene approach through a series of static thresholds applied to combinations of indices and band values to ultimately label pixels into one of four inundation classes: (1) inundation—high confidence, (2) inundation—moderate confidence, (3) partial surface water/wetlands—conservative, and (4) partial surface water/wetland—aggressive/low confidence. An advantage of the DSWE approach is that it is essentially an unsupervised classifier, meaning it does not require scene-specific training data and therefore can be easily applied across space and time. The thresholds in the model were based on spectral unmixing and evaluation of results over a range of water landscapes across North America [14,15]. Individual bands used in the classification include blue, near infrared (NIR), shortwave infrared one (SWIR1), and shortwave infrared two (SWIR2). Indices used include modified Normalized Difference Wetness Index (mNDWI = (Green – SWIR1)/(Green + SWIR1) [62], NDVI [63], the Multi-band Spectral Relationship Visible (MBSRV = (Green + Red) – (NIR + SWIR1) [64], and the Automated Water Extraction Shadow (AWEsh = Blue + 1.5*Green – 1.5*(NIR + SWIR1) – 0.25*SWIR2) [65]. The bands and indices are organized into five tests applied to each pixel (Table 2), and the inundation confidence class is then based on the combination of tests for which water detection is “positive” [15]. In applying the image-based component of the DSWE model to Landsat ETM+ images several minor modifications were made. To reduce confusion between
upland forests and forested wetlands an additional NDVI requirement of <4000 was added to Test 5 and the NDVI threshold was changed to be more conservative (i.e., <0.6 rather than <0.7) in Test 4 (Table 2).

Table 2. The per-pixel tests applied to determine if a Landsat pixel contained water. Band and index values were multiplied by 10,000 for data efficiency purposes. Enhanced Thematic Mapper plus (ETM+), Operational Land Imager (OLI), MNDWI: modified Normalized Difference Wetness Index, MBSRV: Multi-band Spectral Relationship Visible, AWESH: Automated Water Extension Shadow, SWIR: shortwave infrared, NIR: near-infrared, NDVI: Normalized Difference Vegetation Index, B: blue, G: green, BU3: 3 Band Index.

| Test   | Landsat ETM+                                                                 | Landsat OLI                                                                 |
|--------|------------------------------------------------------------------------------|------------------------------------------------------------------------------|
| Test 1 | mNDWI > 123                                                                  | mNDWI > 123                                                                 |
| Test 2 | MBSRV > 0                                                                    | MBSRV > 0                                                                    |
| Test 3 | AWESH > 0                                                                    | AWESH > 0                                                                    |
| Test 4 | mNDWI > −400, SWIR1 < 900, NIR < 1500, NDVI < 6000                           | mNDWI > −4400, SWIR1 < 900, NIR < 1500, NDVI < 6500                         |
| Test 5 | mNDWI > −5000, SWIR1 < 3000, SWIR2 < 1000, NIR < 2500, NDVI < 4000, B < 1000 | mNDWI > −5000, SWIR1 < 3000, SWIR2 < 1000, NIR < 2500, NDVI < 5500, B < 1000 |
| Test 6 | G < 480, NIR < 2500, NDVI < 5500, BU3 < 1600                                | G < 480, NIR < 2500, NDVI < 5500, BU3 < 1600                                |

Version 1 of DSWE was trained on Landsat TM and ETM+ only. When the DSWE algorithm was applied to Landsat 8 in the study area, a decline in forested wetland extent was observed, as well as an increase in commission error in areas of low to medium density development. To enhance the detection of forested wetlands an additional Test (i.e., Test 6) was added to the DSWE model where wetlands were found if Green<490, NIR<2500, and NDVI<5500 (Table 2). These threshold values were selected using a classification tree in R (rpart package) using points randomly selected across the study area (deciduous and coniferous forest (n = 588), agriculture and grassland (n = 463), urban (n = 405), and forested wetlands (n = 368)). Band and index values were extracted from six Landsat 8 images (p14r33: November 16, 2016, November 10, 2017, April 28, 2018, July 1, 2018; p15r34: April 16, 2017, November 29, 2018). To reduce confusion with suburban and urban development, the 3 Band Index was calculated where BU3 = red + SWIR1 − NIR and pixels with BU3 ≥ 1600 were classified as urban [66]. This threshold requirement (BU3 < 1600) was added to Landsat 8 Test 5 and 6.

For each image considered, a pixel was classified as low to moderate confidence inundated if it passed at least two of the Tests, except for Test 5 and Test 6, where if either Test 5 or 6 was satisfied, it was classified as inundated. High confidence inundation was defined as pixels that passed four or more of the tests. Lastly, as modification to the terrain-based components of the DSWE model [67], the percent slope was calculated using a USGS digital elevation model (DEM, 30 m) derived from the Shuttle Radar Topography Mission (SRTM) [68] and inundation was masked from areas with a slope ≥7%. Although this mask may have reduced the detection of springs that can occur on slopes, it greatly reduced errors from topographic shadowing that were particularly prevalent in the Appalachian Mountains that dominate West Virginia, western Virginia, and central Pennsylvania.

2.2.2. Annual Inundation Extent

The modified DSWE model calculated inundation extent (and confidence class) per image. The per-image classification was then applied to all Landsat images across the study area and time period of interest (2013–2018). On an annual time-step, a raster was produced representing the number of inundation observations for each inundation confidence class per year. The primary challenge in reclassifying the annual inundation count to an annual binary inundation/non-inundation extent was to limit image-based error contributions while retaining inundation extent for small, ephemeral, forested wetlands common across the Delmarva Peninsula. For example, the number of cloud-free observations across the study area for a given year was highly uneven, and commission error tended to be higher in
the overlapping areas between Landsat path/row images where the number of cloud-free observations tended to be double or triple the number of cloud-free observations found elsewhere (Figure 1).

**Figure 1.** The per-pixel and per-year observation count for January 1 through May 31 integrating Landsat Enhanced Thematic Mapper plus and Landsat Operational Land Imager, after excluding cloud and cloud shadow observations.
The accuracy of the annual products was maximized by considering: (1) inundation confidence level, (2) ecoregion, (3) the number of times a pixel was classified as inundation per year, and (4) the number of cloud-free observations. Across the entire study area, a pixel was classified as inundated when there were (1) at least two high confidence inundation observations in a given year, (2) at least six observations of low to moderate confidence inundation in a given year when the total observation count was <14, or (3) at least eight observations of low to moderate confidence inundation in a given year when the total observation count was >14. In the lowlands, this was expanded to classify pixels as inundated when there were at least two observations of either high confidence inundation or low to moderate confidence water each year. The lowlands were defined using a modified version of the U.S. Environmental Protection Agency Level III Ecoregion definitions [69]. Lowland Ecoregion extent included the Middle Atlantic Coastal Plain, Southeastern Plains, Eastern Great Lakes Lowlands, Lake Erie, Chesapeake Bay, and the Atlantic Ocean [69]. Upland Ecoregion extent included the Erie Drift Plain, the Appalachians, Blue Ridge, Piedmont, Northern Piedmont, and Western Allegheny Plateau [69]. Lastly, only inundated polygons that overlapped an NWI wetland [56] were retained to further eliminate erroneously mapped inundation. An example showing the reduction of inundation extent error through each processing step is shown in Figure 2.

Figure 2. Inundation extent in 2016 as defined by (a) two or more observations of low, moderate, or high confidence inundation, (b) inundation extent in a with a slopes greater than 7% masked out, (c) inundation extent in b with additional observations required of low or moderate confidence inundation outside of the coastal plain ecoregions, and (d) extent in c with inundation polygons required to also intersect a National Wetlands Inventory polygon.

Inundation loss (2015–2018) in this study was defined as a pixel that was mapped as inundated in either of the two previous years but was not mapped as inundated in the present year. Change from two years was used to increase the probability of identifying anthropogenic inundation loss in a year following a dry year. The area identified as “loss” therefore includes: (1) natural variability in inundation extent, (2) underestimated inundation extent in the current year due to cloud cover during peak wetness conditions, (3) erroneously identified inundation mapped in prior years that is correctly mapped in the current year, and (4) permanent or semi-permanent water loss due to anthropogenic activities. An overview of the processing steps is shown in Figure 3.
2.3. Disturbed Extent

Disturbance extent was mapped across all land cover types in Google Earth Engine using a combination of two approaches, first a harmonic regression approach, and second by tracking changes in pixel brightness. Annual, binary image classifications were created representing (1) disturbed extent (e.g., conversion of water or vegetation to bare soil, removal of overstory vegetation, water fill), and (2) non-disturbed extent (e.g., grassland, agriculture, forest, wetland, open water, or consistent bare soil). The harmonic linear regression used all per-pixel observations of the Normalized Difference Vegetation Index (NDVI) from Landsat TM, Landsat ETM+, and Landsat OLI surface reflectance from January 2000 through December 2018 (Table 1). Values identified as cloud or cloud shadow were masked using the cFMask [61]. The NDVI observations were used to train a per-pixel harmonic linear regression that used the seasonal variability in NDVI (one harmonic cycle per year) to predict the NDVI values over...
the same period (2000–2018). An observation was flagged when the NDVI value deviated substantially from the expected NDVI variability, defined as three times a pixel’s root mean square error (RMSE). The RMSE was calculated using the difference between the observed and expected NDVI over the time series. Further details of the algorithm are explained in Zhu and Woodcock [25]. Deviations from the Zhu and Woodcock [25] approach included: (1) flagging NDVI observations that were >70% of the 3 × RMSE instead of >100% of 3 × RMSE, and (2) requiring four flagged observations, instead of three, to indicate a change in a pixel. Multiple flagged observations were required to limit the influence of erroneous Landsat images flagging change falsely. To further limit the inclusion of erroneous flags only flagged anomalous observations acquired between March and November were retained.

Although NDVI seemed to outperform other indices in preliminary investigations, in multiple scenarios a conversion to bare soil was missed by the harmonic linear regression approach. The predicted NDVI values in some cases underestimated the pre-change NDVI observations so that despite a substantial change in NDVI values, the post-change NDVI values were found to be within the allowable RMSE variability. When pre-change NDVI values were negative or highly variable (e.g., open water), the harmonic regression approach also frequently did not identify change as expected. Examples showing change in NDVI flagged as expected and as unexpected are shown in Figure 4. To compensate for scenarios in which the harmonic linear regression did not identify conversion to bare soil, change in pixel brightness was tracked in growing season (May–September), where brightness was defined as the mean band reflectance across six spectral bands (blue, green, red, NIR, SWIR1, and SWIR2). Per-pixel surface reflectance observations from Landsat TM, Landsat ETM+, and Landsat OLI between June 2012 and September 2018 were used. Values identified as cloud or cloud shadow were masked using the cFMask [61]. An increase in growing season (June–September) pixel brightness of >60% relative to the average growing season brightness from the previous three years (e.g., 2015 brightness relative to 2012–2014 brightness) concurrent with a post-change brightness of ≥1300 was flagged as a change. For both analyses, all images were internally buffered by ~500 m to eliminate erroneous values and noise that tended to occur near the edges of the Landsat images.

![Figure 4](image-url)  
**Figure 4.** Variability was observed in the performance of the harmonic linear regression (top) and change in brightness (middle) to document transitions to bare soil. Examples shown include (a) a wetland fill found using the harmonic linear regression, (b) a water fill and (c) forest to soil transition, found using the increase in brightness, and (d) a transition from grassland to bare soil, missed by both approaches. Images are from Google Earth Pro. NDVI: Normalized Difference Vegetation Index.
Classifying Change as Disturbance

A change to a pixel’s NDVI or brightness could, of course, indicate several state transitions including, but not limited to, deforestation, afforestation, or an increase or decrease in inundation extent. Change in the pixel condition, identified by either the harmonic linear regression or the brightness analysis, that did not represent a conversion to disturbance, was limited by: (1) establishing a spectral window defining disturbed pixels, (2) masking change pixels where the maximum NDVI in the year following the change was >0.3 to limit highly temporary change or shifts in the timing of crop patterns, and (3) masking change pixels where the minimum NIR value in the year following the change was <500 to limit the inclusion of turbid water or natural variability in open water extent. The spectral window required pixels flagged as changed to only be retained if they met at least two of three spectral thresholds at the time of the change: (1) red band reflectance >900, (2) NDVI <0.3, and (3) average band reflectance (or brightness) of >1100. All spectral thresholds were derived using class separability and natural breaks in the spectral values of training points (n = 10,971) selected from manually delineated polygons representing disturbed, forest, grassland, agriculture, open water, wetlands, and impervious surfaces. The polygons were delineated from Landsat images representing spring (March–May), summer (June–August), and autumn (September–November) spectral conditions across five Landsat path/rows (p15r31, p15r33, p16r34, p17r32, p18r34) (Table A1). After applying the post-change spectral conditions, the remaining pixels classified as disturbed were compiled over time to produce an annual raster (2015–2018) of change. A summary of the processing steps is shown in Figure 3.

2.4. Validation

Independent validation efforts were used to validate: (1) inundation extent, (2) conversion to bare soil, and (3) waterbody fill. Sampling was stratified by: (1) inundation class and (2) disturbance class. Because the rare cover type (i.e., inundation, disturbance) was the cover type of interest, sample points were equally allocated between the two strata.

2.4.1. Validation of Inundation Extent

To validate the Landsat inundation extent, 8-band WorldView-2 (2 m resolution) and WorldView-3 (1.4 m resolution) images (n = 32) were obtained from DigitalGlobe via the NextView License (Westminster, CO) (Table A2, Figure 5a). The availability of WorldView-2 and WorldView-3 imagery was uneven across the study area. Images were selected to: (1) minimize the temporal gap between a cloud-free Landsat ETM+ and Landsat OLI image and the high-resolution image, (2) represent diverse vegetation types, and (3) approximate the spatial distribution of inundation across the Mid-Atlantic states, which occurs disproportionately in the eastern portion of the study area. The absolute average data gaps between the high-resolution image acquisition date and the Landsat ETM+ and OLI collection dates was 9.2 days (ranged from 0 to 38 days apart) and 11.1 days (ranged from 0 to 36 days apart), respectively. Using ENVI (Harris Geospatial Solutions, Inc., Broomfield, CO), the WorldView-2 and 3 images were converted to radiance and atmospheric conditions were taken into account using dark object subtraction. The WorldView water index (WV-WI = (coastal – NIR2)/(coastal + NIR2)) [70] and Red-Edge index (RE68 = (red edge – NIR2)/(red edge + NIR2)) were calculated. These indices showed the maximum class separability between open water and non-open water and wetlands and non-wetlands, respectively. Using these two indices as inputs, a maximum likelihood classification was calculated. Two to four training polygons were selected per image to represent the major cover classes across the image. A Frost filter was applied using a kernel size of 3 and an aggregated minimum size of 10 pixels. The classified raster was then reclassified to represent inundation and non-inundation. For each classified image, random points were generated across the inundation (n = 250) and non-inundation (n = 250) categories (total points = 16,000). The points were then visually checked against the raw high-resolution image to ensure that the correct classification was assigned to
each point. If the point was incorrectly assigned, it was deleted. Landsat inundation extent was not shared with interpreters to avoid bias. In addition to validating inundation extent, the minimum size of wetlands reliably detected, or the minimum mapping unit, was also evaluated. A subset of five WorldView validation images was selected (Figure 5A). The WorldView image classifications were converted to polygon shapefiles where an overlap between the per-date Landsat (ETM+ and OLI) inundation extent and the WorldView wetland polygons was considered detection. Wetlands where the corresponding Landsat image was cloudy were excluded from consideration.

Figure 5. The distribution of (a) WorldView-2, 3 image extent used to validate inundation extent, minimum wetland size, and water fill validation points, and (b) disturbance extent validation points.

2.4.2. Validation of Disturbance Extent

Creation of a reference dataset of conversion to bare soil imagery with a regular collection interval was needed so that both pre- and post-disturbance conditions were observable. WorldView imagery is only collected on demand and therefore would not necessarily provide pre-disturbance conditions. Six Landsat path/rows were selected across the study area (p15r31, p15r33, p15r34, p16r34, p17r32, p18r34), and one to three cloud-free Landsat OLI images per year were acquired within each of these Landsat path/rows (Table A3). Note that the approach of deriving validation data from Landsat to validate a Landsat product has been used by a number of studies when steps have been taken to increase the accuracy, specifically, manually evaluating the imagery [71–74]. Across each path/row extent 150 points per year (2015–2018) were randomly generated to represent “no-change” points. The points were visually checked with the prior year images to verify that no conversion to bare soil had occurred. Ancillary datasets were used to assist in finding areas that had been converted to bare soil, including the U.S. Army Corps of Engineers, Jurisdictional Determinations and Permit Decisions database, and the active mines and mineral plants point shapefile monitored by the National Minerals Information Center of the USGS. Polygons were manually delineated that showed new disturbance that was not visible in previous year images. From these polygons, points were randomly generated representing conversion to disturbance. As the amount of land cover change was uneven across the study area and years, the number of random points representing disturbance also varied (total disturbed points = 2711) (Figure 5b). A minimum distance of 30 m was required between all points, while the distance between
points averaged 2.1 km. No co-occurrence of the training points was used to establish spectral filters and the disturbed validation points. Timing of the change relative to the image acquisition dates could have introduced error into the reference dataset (e.g., point classified as no change based on a July Landsat image when a change occurred in October). To compensate for this uncertainty, a −1 to +1-year buffer was applied when matching the validation point class to the mapped output (e.g., a point identified as new bare soil in 2016 could map the point as new bare soil in 2015–2017).

2.4.3. Validation of Water Fill

Points where water resources had been filled were identified using the U.S. Army Corps of Engineers (USACE) ORM Jurisdictional Determinations and Permit Decisions database. This database identifies a project location and the date a permit was issued. Permits issued in 2015–2018 were downloaded for five USACE districts including (1) Huntington District, (2) Pittsburgh District, (3) Norfolk District, (4) Baltimore District, and (5) Philadelphia District. Project locations occurring within the EPA Region 3 states were exported to Google Earth Pro. Historical aerial imagery time series available within Google Earth Pro was used to manually delineate the extent of conversions from inundation (e.g., loss of streams, rivers, ponds, or wetlands). Project locations were excluded from further consideration where: (1) construction or disturbance was not visible (i.e., construction had not yet occurred or was limited to dredging of open water or installation of a dock); (2) the conversion was from non-water or wetland to open water; or (3) a disturbance was visible, but no aquatic features were visible. Random points (n = 263) with a minimum distance between the points of 30 m were generated to represent loss of ponds or open water (n = 68), streams and rivers (n = 65), and wetlands (n = 130) (Figure 5a).

2.5. Ancillary Datasets

Climate conditions were quantified using the monthly Palmer Hydrological Drought Index (PHDI), calculated from precipitation and temperature station data and interpolated at 5 km [75]. To quantify climate conditions at the seasonal peak in inundation extent, March and April PHDI values were averaged across the region. In addition to examining Landsat-based inundation extent, the distribution of aquatic resources as defined by the NWI dataset, version 2, Surface Waters and Wetlands Inventory, was also considered [56]. This dataset was derived from fine spatial resolution satellite or aerial imagery and designed to represent wetland extent under “average” hydrological conditions [56]. The advantage of including this dataset is that potential impacts to wetlands and streams smaller or narrower than reliably detected with Landsat can be examined and mapped. The co-occurrence between inundation loss or NWI data and the disturbance was defined as the annual intersection of the two inputs. To account for mixed disturbance pixels, the disturbance extent was internally buffered by 30 m and recalculated as the intersection between the disturbance extent and NWI dataset. To quantify the distribution of change by watershed position, the Strahler Order/Strahler Calculator (SOSC) was linked to the National Hydrography Dataset Plus catchment polygon dataset. Headwater extent was defined as the contributing areas of all first-order streams across the study area [76].

3. Results

3.1. Accuracy of Outputs

In comparing Landsat ETM+ and OLI inundation extent relative to the inundation extent derived from processed WorldView-2, 3 imagery, errors of omission for inundation (17.5% and 18.7%, respectively) were larger than errors of commission for inundation (0.9% and 4.3%, respectively) (Table 3). When the Landsat ETM+ and OLI inundation extent was merged for each high-resolution image and date, errors of omission for inundation decreased to 12.6%, suggesting that using both sources of imagery together, as is done in producing the annual inundation extent, produces a more complete inundation extent (Table 3). In determining the minimum wetland size reliably mapped,
a total of 1176 wetlands >900 m² in size were evaluated across five WorldView images (median size = 0.2 ha). The per-image Landsat (ETM+ and OLI) inundation extent mapped 61% of wetlands between 0.4 and 1.0 ha in size, and 84% of wetlands between 1.0 and 1.5 ha in size.

In validating the annual disturbance extent, the harmonic and brightness approaches alone showed relatively high rates of omission error for disturbance (27.0% and 56.1%, respectively), but the methods were highly complementary so that defining disturbance as detected by either the harmonic or brightness approach resulted in an error of omission of 15.5%, while maintaining a low commission error (1.9%) (Table 4). Of the 263 USACE permitted water fill points, 95.1% of the points were detected by either or both disturbance and inundation loss products. By output type, 70.7% of the points were detected using the disturbance outputs alone, 6.5% detected using inundation loss outputs alone, and 17.9% detected by both the disturbance and inundation loss outputs. By water feature type, 66 of 68 pond loss points, 62 of 65 stream loss points, and 122 of 130 wetland loss points were detected.

3.2. Change Analysis

Across the six years in which inundation was mapped, spring (March–April) drought conditions, defined using the PHDI, ranged from 42.7% wettest historically (1895–2018) in 2013 to 100% wettest historically in 2017 (Table 5). An observable, positive correlation was present between annual wetness and annual inundation extent (2013–2018), but the correlation was not significant ($R = 0.49, p = 0.33$). Figure 6 shows examples of mapped inundation extent across: (1) forested wetlands, (2) rivers, (3) emergent tidal wetlands, and (4) lake and emergent wetlands. In the examples, the limitations of Landsat-based inundation can be observed where errors of omission increase as rivers become narrower or wetlands become smaller. Because declines in inundation were identified using a summed two-year prior inundation extent, per-year declines in inundation (7.0% to 11.2% of inundation extent, Table 5) exceeded per-year gains in inundation (2.7% to 5.3% of inundation extent). Annual declines in inundation disproportionately occurred in the Delmarva Peninsula and eastern Virginia (Figure 7), where much of the wetland area and rivers drain into the Chesapeake Bay. The spatial pattern of annual declines in inundation extent largely matched the spatial distribution of NWI wetland density (Figure 7). Although inundation extent was dynamic, the percent of the study area mapped as inundated remained extremely stable across the six years mapped, ranging from 11.07% to 11.69%.

The percent of the study area identified as disturbed ranged from 0.24% in 2016 to 0.35% in 2015 and 2018. Much of the disturbance across the region was focused in Virginia, east of the Appalachian Mountains (Figure 7). The type of disturbance was typically identifiable from the raw Landsat imagery and tended to be locally specific, with mining expansion dominating disturbance in West Virginia, silviculture disturbance dominating south-central Virginia, and residential and commercial development common around Richmond, VA, west of Dulles Airport (Ashburn, Leesburg, VA), and Baltimore, MD (Figure 8). We examined the distribution of disturbances by pre-disturbance land cover type and found 59% occurred in areas that were previously forested, 14% occurred in areas that were classified as low- to high-intensity development, and 15% occurred in areas that were classified as either hay/pasture or cultivated crops (Table 6). Examples of specific disturbance events are shown in Figure 9. In the examples, the brightness approach helped identify areas that were low in vegetation prior to experiencing further disturbance (Figure 9).
Table 3. Accuracy of inundation extent mapped with Landsat Enhanced Thematic Mapper plus (ETM+), Landsat Operational Land Imager (OLI), and Landsat ETM+ and OLI combined.

|                      | Landsat ETM | Landsat OLI | ETM-OLI Combined |
|----------------------|-------------|-------------|------------------|
|                      | Reference – Water | Reference – Upland | Total | Reference – Water | Reference – Upland | Total | Reference – Water | Reference – Upland | Total |
| Landsat - Water      | 6096        | 58          | 6154            | 6027    | 274              | 6301              | 6793              | 294              | 7087             |
| Landsat - Upland     | 1292        | 7641        | 8933            | 1383    | 7456             | 8839              | 979               | 7626             | 8605             |
| Total                | 7388        | 7699        | 15,087          | 7410    | 7730             | 15,140            | 7772              | 7920             | 15,692           |
| Omission Error (%)   | 17.5        | 12.6        | 12.6            |
| Commission Error (%) | 0.9         | 4.3         | 4.1             |
| Overall Accuracy (%) | 91.1        | 89.1        | 91.9            |
| Dice Coefficient (%) | 90.0        | 87.9        | 91.4            |

Table 4. The accuracy of the annual disturbance outputs using the harmonic approach, brightness approach and the combined (B-H) approach. D: disturbed, UD: undisturbed.

|                      | Harmonic Approach | Brightness Approach | B-H Approach |
|----------------------|-------------------|---------------------|--------------|
|                      | Reference - D     | Reference - UD      | Total        | Reference - D | Reference - UD | Total        | Reference - D | Reference - UD | Total |
| Landsat - D          | 1978              | 49                  | 2027         | 1191         | 9               | 1200         | 2290         | 44              | 2334             |
| Landsat - UD         | 733               | 3553                | 4286         | 1520         | 3593            | 5113         | 421          | 3558            | 3979             |
| Total                | 2711              | 3602                | 6313         | 2711         | 3602            | 6313         | 2711         | 3602            | 6313             |
| Omission Error (%)   | 27.0               |                     | 56.1         | 15.5         |
| Commission Error (%) | 2.4                 |                     | 0.8          | 1.9          |
| Overall Accuracy (%) | 87.6                |                     | 75.8         | 92.6         |
| Dice Coefficient (%) | 83.5               |                     | 60.9         | 90.8         |
Table 5. Summary of annual products. Historical (1895–2018) Palmer Hydrological Drought Index (PHDI, March–April) percent quantifies how the values compare to historical conditions. Total area with both disturbance (Disturb.) and inundation (Inun.) loss or the National Wetland Inventory (NWI) present are shown in km$^2$ as well as a percent of the decline in inundation. Inun: inundation, SA: study area, PHDI: Palmer Hydrological Drought Index (March–April).

| Year | PHDI (March-April) | Historical PHDI (%) | Inun. Extent (km$^2$) | Inun. Loss (% of Water) (% of SA) | Disturb. Extent (km$^2$) | Inun. Loss and Disturb. (% of Water Loss) | Inun. Loss – Disturb. Intersect (km$^2$) | NWI – Disturb. Intersect (km$^2$) | NWI – Disturb. (-30 m Buffer) Intersect (km$^2$) |
|------|-------------------|---------------------|-----------------------|----------------------------------|-------------------------|------------------------------------------|-----------------------------------------|---------------------------------|--------------------------------------|
| 2013 | 0.24              | 42.7                | 36,881                | 7.0 (0.80)                       | 1221.4 (0.35)           | 1.12                                      | 27.6                                    | 50.1                            | 8.2                                   |
| 2014 | 1.22              | 57.3                | 38,001                | 8.4 (0.99)                       | 825.1 (0.24)            | 0.87                                      | 25.9                                    | 34.7                            | 6.6                                   |
| 2015 | 1.18              | 56.5                | 38,287                | 10.6 (1.21)                      | 1117.3 (0.32)           | 0.85                                      | 31.9                                    | 45.4                            | 10.8                                  |
| 2016 | 3.29              | 92.7                | 38,947                | 11.2 (1.25)                      | 1216.3 (0.35)           | 0.58                                      | 23.3                                    | 55.5                            | 7.8                                   |
| 2017 | 4.15              | 100                 | 38,084                | 11.2 (1.25)                      | 1216.3 (0.35)           | 0.58                                      | 23.3                                    | 55.5                            | 7.8                                   |
| 2018 | 2.69              | 86.3                | 37,284                | 11.2 (1.25)                      | 1216.3 (0.35)           | 0.58                                      | 23.3                                    | 55.5                            | 7.8                                   |
| 2015–2018 |                  |                     |                       |                                  |                         |                                          |                                         | 108.6                           | 185.7                               | 33.4                                 |
Figure 6. Annual inundation extent examples across (a,b) forested wetlands, (c,d) river extent, (e,f) tidal emergent wetlands, (g,h) lake and emergent wetlands.
The intersection of inundation loss and disturbance represented 1% or less of the annual inundation loss (0.58% to 1.12%, Table 5), meaning that ~99% of the decline in inundation extent occurred without a co-occurring disturbance event. Across the region and between 2015 and 2018 a total of 108.6 km² showed a co-occurrence of inundation loss and disturbance, indicating potential anthropogenic impacts to aquatic resources (Table 5). Examples where disturbance occurred, including disturbance to water features, are shown in Figure 10. The examples show how the relative importance of disturbance, inundation loss, and the co-occurrence of both, played a variable role depending, in part, on the size of the water feature (Figure 10). To better characterize these potential impacts, the intersection of the NWI dataset and the disturbance extent was also evaluated, which totaled 186 km². Core areas of disturbance were identified by internally buffering the disturbance impact by 30 m to account for mixed pixels, after which the potential impact to aquatic resources decreased to 33.4 km² (Table 5), suggesting that disturbance near aquatic resources likely contributes to much of the potential impact. The intersection of disturbance with inundation loss indicated that potential impacts to water resources were more common in southeastern Virginia and the Delmarva Peninsula (Figure 7). The spatial pattern is very similar using the NWI dataset or the internally buffered disturbance extent. By wetland type,
the potentially impacted wetlands were dominated by freshwater forested/shrub wetland, followed by riverine wetlands and freshwater ponds (Table 7). Many of the forested/shrub wetland and riverine wetlands are buffered streams included in NWI V2 [56] but not in NWI V1.

Figure 8. Examples of the types of disturbance detected (2015–2018) including (a–c) expansion of mining activities in West Virginia, (d–f) silviculture harvests in central Virginia, and (g–i) residential development outside of Richmond, VA.
Table 6. The distribution of disturbance by pre-disturbance land cover type, defined by the National Land Cover Dataset (NLCD) 2013, and the percent of each cover type across the study area mapped as disturbed during the four-year time period (2015–2018).

| NLCD (2013)               | Disturbance Distribution (%) | Proportion of Cover Type Disturbed (%) |
|---------------------------|------------------------------|----------------------------------------|
| Forest                    | 59.0                         | 1.3                                    |
| Developed (low to high intensity) | 14.1                      | 1.6                                    |
| Hay/Pasture               | 8.1                          | 0.8                                    |
| Cultivated Crops          | 6.8                          | 1.2                                    |
| Shrub                     | 4.1                          | 2.6                                    |
| Woody Wetlands            | 3.4                          | 1.4                                    |
| Grassland/Herbaceous      | 1.7                          | 1.4                                    |
| Barren                    | 1.5                          | 4.2                                    |
| Open Water                | 0.7                          | 0.1                                    |
| Emergent Wetlands         | 0.6                          | 0.9                                    |

Figure 9. Examples of disturbance extent as mapped by change in brightness, harmonic change detection and both approaches showing the pre-disturbance imagery (a,d,g), post-disturbance imagery (b,e,h), and mapped disturbance extent (c,f,i). p: path, r: row.
Figure 10. Examples of how the decrease in inundation extent and disturbance extent co-occur when impacts to water resources occur. Examples are included from Maryland (a–c), eastern Virginia (d–f), and western Pennsylvania (g–i). Light blue lines show National Wetland Inventory dataset boundaries. p: path, r: row.

Table 7. The distribution of the National Wetland Inventory (NWI) dataset and Landsat disturbance (2015–2018) intersection by NWI wetland type.

| Wetland Type                          | NWI - Disturbance Intersect (km²) | NWI - Disturbance (−30 m buffer) Intersect (km²) |
|---------------------------------------|-----------------------------------|-----------------------------------------------|
| Freshwater Forested/Shrub Wetland     | 115.6                             | 27.4                                          |
| Riverine                              | 22.0                              | 1.2                                           |
| Freshwater Pond                       | 11.1                              | 0.5                                           |
| Estuarine and Marine Wetland          | 10.2                              | 1.4                                           |
| Lake                                  | 9.8                               | 2.6                                           |
| Freshwater Emergent Wetland           | 9.7                               | 0.4                                           |
| Estuarine and Marine Deepwater        | 6.5                                | 0.3                                           |
| Other                                 | 0.7                               | 0.03                                          |
Finally, the potential role of watershed position was considered. Headwaters represented 56% of the study area. A minority of inundation extent (8.3%), as mapped by Landsat, occurred in headwaters, but a larger percent (46.5%) of the annual decline in inundation extent was mapped as occurring in the headwaters. A slightly disproportionately high amount of the disturbance (60.4%) extent was documented in the headwaters, while 54.8% of the co-occurrence between inundation decline and disturbance was mapped in the headwaters (55.2% of the co-occurrence between the NWI dataset and disturbance was mapped in the headwaters).

4. Discussion

Past studies that track the extent and cause of wetland change (from one wetland type to another) and wetland loss (conversion to upland) across the eastern United States are limited but suggest that wetland losses have outpaced wetland gains [9], and that the impact of anthropogenic activities on wetlands remains poorly understood [77]. In this study, by concurrently tracking all types of disturbance and changes in inundation extent, 95% of permitted wetland losses were identified. The distribution of disturbances was very uneven across the Mid-Atlantic region with central and eastern Virginia experiencing a disproportionate amount of the disturbance. Residential and urban development, common in eastern Virginia, was also common in the suburbs of Washington, D.C., and Baltimore. Over the four years examined, the percent of the Mid-Atlantic region mapped as disturbed, not limited to disturbance in wetlands, averaged 0.32% of the study area per year. This estimate is consistent with national estimates of land cover change. The National Land Cover Dataset (NLCD) documented a 0.25% change per year across the conterminous United States between 2000 and 2011 [55], and another study estimated an average of 0.34% change per year from 1973 to 2000 across the conterminous United States [78]. The major sources of disturbance identified in the analysis, including residential and commercial development, silviculture, and mining, were consistent with the findings of others [24,79,80]. Like the pattern of disturbance, changes in inundation extent were also uneven across the study area with much of the variability in inundation focused in eastern Virginia and the Delmarva Peninsula. This spatial pattern was very similar to that observed by Nielson et al. [24] who used Landsat to model wetland change between 1990 and 2000, suggesting that the spatial distribution of dynamic inundation extent and wetland loss has remained consistent over time.

Geographical overlap in the concentration of disturbance activities and areas with a higher density of wetlands and dynamic inundation extent means that wetland protection and attention to sustainable development may be particularly important in these regions. This conclusion is further substantiated by the findings of the U.S. Fish & Wildlife Service Status and Trends reports that have documented changes to wetlands concentrated along the Atlantic Ocean and Gulf of Mexico [80]. These findings also have potential implications for restoration activities. An improved understanding of the spatial distribution of wetland loss and the types of wetlands that are being lost can help guide restoration priorities [20] to maximize retention of the ecosystem services provided by these wetlands [3,4].

As cloud-based platforms, like the Google Earth Engine, become more advanced and accessible, large-scale, automated efforts that process thousands of images are likely to become the new “normal” in remote sensing of change. One of the challenges of applying algorithms across diverse regions is that the compilation of adequate training datasets can be time-consuming, particularly for temporary conditions, such as disturbance, or non-permanent waterbodies. Requiring training data can also make it challenging to scale or transfer an approach to a new area. In addition, computing may also be a challenge. For instance, Google Earth Engine currently limits the size of objects to be cached, meaning that the number of training points may be limited by memory, making the platform less suited for memory-intensive, machine-learning algorithms [81]. In generating disturbance and inundation extent in this analysis, the approaches were largely automated, meaning that the DSWE, the harmonic change detection algorithm, and an increase in pixel brightness were all run without training data. This approach allowed us to process thousands of Landsat images relatively easily. However, the unsupervised approaches alone were not adequate to map the object of interest while minimizing
erroneous change detection. Instead, supervised classification outside of Google Earth Engine was needed to improve outputs, for example when applying DSWE to Landsat OLI and defining the spectral window of disturbed pixels.

Identifying and limiting error and other sources of uncertainty was a major component of this analysis. Some of the error encountered was at an image scale. For example, a limited number of images commonly classified much of an entire image as change using the harmonic change detection algorithm, or as low-moderate potential wetlands using the DSWE algorithm. We attribute this source of uncertainty to residual error within the Landsat image collections. Higher rates of error in a select number of images can potentially be attributed to a higher root mean square error (RMSE), errors in converting the raw images to surface reflectance, poor or uneven atmospheric conditions, or residual cloud or cloud shadow occurring after the application of cFMask [59,82]. Many of these errors are likely observable when working with individual images but may not be distinguished when working with many images. The influence of these erroneous images was reduced by requiring multiple disturbance flags and multiple observations of inundation per year. However, error was also related to the observation count. This meant that erroneously detected change tended to be higher in the overlapping portions of the Landsat path/rows (Figure 1), but also that cloud cover increased omission error for inundation extent, particularly for wetlands that might be inundated only for a few weeks per year. Cloud cover, consequently, likely weakened the relationship between inundation extent and climate indices, in that the wetter the year was, the more cloud cover, and consequently the less clear the images may have been during peak hydrological conditions. Image-based and cloud-cover related sources of error are currently intrinsic to the Landsat surface reflectance image collections, and therefore will continue to be a challenge for most Landsat-based change detection algorithms.

In addition to encountering error at an image scale or related to observation timing and count, multiple sources of spectral confusion were also encountered that introduced error in classifying disturbance or inundation extent. For instance, to map inundation extent required a substantial effort to eliminate error related to topographic shading and falsely mapped inundation, while retaining highly ephemeral, forested wetlands. In response to these sources of error, filtering inundation using rule sets specific to ecoregions was critical, as was applying a slope threshold mask. Another source of error encountered was spectral confusion between suburban areas and forested wetlands, which represent mixed pixels. This source of error was reduced by using the BU3 index [66], but some spectral confusion remained.

In mapping disturbance extent, agricultural fields originally have a substantial amount of error. This error occurred when a field was left fallow for a year or two or when the crop type, and corresponding timing of the peak greenness, changed. This source of error was most problematic across central Virginia and the Delmarva Peninsula. To address this source of error filters were added for peak greenness in the year following the disturbance year which greatly reduced, but did not eliminate, this source of error. Because development of formerly agricultural land was quite common, this cover class could not be masked. In addition, while residential and commercial development was common within and near the edges of towns and cities across the Mid-Atlantic region, erroneously mapped disturbance was also found in high-density urban areas where disturbances were not visible in the raw Landsat imagery. This source of error may be attributable to building shadows that are likely to change based on the day of year and time of day the image was collected. Consequently, a pixel’s brightness may show more variability than expected in a densely developed area. Similarly, erroneously detected disturbance was also common in tidally influenced areas where light, sandy soils become intermittently visible. Further, a documented disturbance, even in the presence of a wetland, may not necessarily result in a conversion of that wetland to upland. In the case of silviculture harvests, for example, wetland hydrology can remain following harvest and replanting [81]. Despite these sources of error and uncertainty, adequate accuracy of both inundation and disturbance extent products was obtained, demonstrating that steps can be taken to limit the influence of errors related to both the Landsat image collection, as well as spectral confusion.
Although Landsat was too coarse in spatial resolution to monitor the inundation patterns of narrow rivers, streams, or smaller (<1 ha) wetlands, disturbance around or over these water features was typically larger in extent and can be effectively identified using the Landsat archive. However, incorporating additional sources of imagery may also help overcome some intrinsic limitations of Landsat. For instance, using a SAR sensor, such as Sentinel-1 [83,84] or, in the future, the NASA-ISRO Synthetic Aperture Radar (NISAR) [85], could help overcome challenges induced by cloud cover, and enable seasonal variability in inundation extent to be tracked, potentially identifying declines in inundation extent at a temporal resolution finer than an annual time step. Sentinel-2 can also be used to effectively map inundation extent [40]. The inclusion of Sentinel-2 could help increase the number of observations near the seasonal peak in inundation extent. Both Sentinel-1 and Sentinel-2 can also potentially increase spatial resolution, relative to Landsat, making it possible to more accurately map the edges of larger waterbodies, and detect narrower and smaller (<1 ha) waterbodies. However, without a 10 m DEM, an alternative approach to reducing commission error in mountainous areas would be needed.

5. Conclusions

Conserving and effectively managing wetland ecosystems at a regional to national scale will require monitoring wetland extent, as well as distinguishing natural declines in wetland extent, attributable to droughts or sea level rise, from declines in wetland extent, attributable to changes in land use. Although variability in climate conditions can make it harder to identify and differentiate anthropogenic disturbance activities [86], concurrently monitoring inundation extent and disturbance enabled us to identify potential anthropogenic impacts on water resources. Further, disturbance extent paired with a wetland dataset (e.g., NWI) enabled the loss of small (<1 ha) wetlands or narrow streams to be identified. Across the Mid-Atlantic region, the spatial distribution of disturbance and inundation change was consistent between years, with southeastern Virginia showing the greatest density of both types of change. While cloud-based platforms increasingly permit big data approaches to monitor and analyze landscape changes, using thousands of Landsat images to track disturbance and inundation required rigorous approaches to identify and minimize erroneous images and spectral confusion across the diversity of the Mid-Atlantic region. Wetlands provide a multitude of ecological, economic, and social benefits. Progress in approaches to monitor wetland extent, as well as the potential cause of changes in wetland extent, will enable stakeholders to make informed, strategic decisions in a cost-efficient manner.
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### Appendix A

#### Table A1.
Landsat OLI images from which the training points were extracted. The points were used only to help refine the harmonic and brightness algorithm outputs. p: path, r: row.

| Landsat Path/Row (p/r) | Image Acquisition Date | Disturbed Points (count) | Non-Disturbed Soil Points (count) |
|------------------------|------------------------|--------------------------|----------------------------------|
| p15r31                 | 23-Sep-17              | 43                       | 669                              |
| p15r31                 | 21-May-18              | 53                       | 670                              |
| p15r31                 | 8-Jul-18               | 71                       | 668                              |
| p15r33                 | 18-Mar-18              | 100                      | 600                              |
| p15r33                 | 8-Jul-18               | 100                      | 599                              |
| p15r33                 | 12-Oct-18              | 100                      | 600                              |
| p16r34                 | 10-Jun-17              | 48                       | 706                              |
| p16r34                 | 26-Apr-18              | 55                       | 707                              |
| p16r34                 | 4-Nov-18               | 47                       | 707                              |
| p17r32                 | 26-Mar-16              | 73                       | 726                              |
| p17r32                 | 20-Aug-17              | 80                       | 730                              |
| p17r32                 | 11-Nov-18              | 77                       | 730                              |
| p18r34                 | 8-Apr-18               | 66                       | 503                              |
| p18r34                 | 29-Jul-18              | 82                       | 514                              |
| p18r34                 | 17-Oct-18              | 119                      | 498                              |
| **Total**              |                       | **1114**                 | **9627**                         |

#### Table A2.
High resolution images (HR) used in the inundation extent validation and the corresponding Landsat Enhanced Thematic Mapper plus (ETM+) and Landsat Operational Land Imager (OLI) images. Image value refers to the high-resolution file name. WV3: WorldView-3, WV2: WorldView-2, p: path, r: row.

| HR Date   | Sensor | Date (ETM+) | Path/Row (ETM+) | Date Gap (ETM+) | Date (OLI) | Path/Row (OLI) | Date Gap (OLI) | State | Image |
|-----------|--------|-------------|-----------------|-----------------|------------|----------------|----------------|-------|-------|
| 26-Jan-18 | WV3    | 14-Jan-18   | p14r33          | 12              | 21-Dec-17  | p14r33        | 36              | DE    | P1    |
| 6-Apr-15  | WV3    | 12-Apr-15   | p14r33          | 6               | 4-Apr-15   | p14r33        | 2              | DE    | P1    |
| 6-Apr-15  | WV3    | 12-Apr-15   | p14r33          | 6               | 4-Apr-15   | p14r33        | 2              | DE    | P2    |
| 20-Feb-17 | WV2    | 28-Feb-17   | p14r33          | 8               | 20-Feb-17  | p14r33        | 0              | MD    | P6    |
| 19-Feb-19 | WV2    | 25-Feb-19   | p15r33          | 6               | 10-Feb-19  | p14r33        | 9              | MD    | P1    |
| 19-Feb-19 | WV2    | 25-Feb-19   | p15r33          | 6               | 10-Feb-19  | p14r33        | 9              | MD    | P2    |
| 20-Oct-17 | WV3    | 17-Oct-17   | p15r33          | 3               | 25-Oct-17  | p15r33        | 5              | MD    | P1    |
| 20-Jan-18 | WV3    | 14-Jan-18   | p14r33          | 6               | 28-Dec-17  | p15r33        | 23             | MD    | P3    |
| 20-Jan-18 | WV3    | 14-Jan-18   | p14r33          | 6               | 28-Dec-17  | p15r33        | 23             | MD    | P7    |
| 23-Nov-18 | WV2    | 21-Nov-18   | p15r32          | 2               | 22-Nov-18  | p14r32        | 1              | PA    | P1    |
| 23-Nov-18 | WV2    | 21-Nov-18   | p15r32          | 2               | 22-Nov-18  | p14r32        | 1              | PA    | P4    |
| 29-Nov-17 | WV2    | 4-Dec-17    | p15r31          | 5               | 25-Oct-17  | p15r31        | 13             | PA    | P1    |
| 18-Oct-17 | WV3    | 18-Oct-17   | p17r32          | 0               | 10-Oct-18  | p17r32        | 8              | PA    | P3    |
| 18-Oct-17 | WV3    | 18-Oct-17   | p17r32          | 0               | 10-Oct-18  | p17r32        | 8              | PA    | P7    |
| 18-Oct-18 | WV3    | 18-Oct-18   | p17r32          | 0               | 10-Oct-18  | p17r32        | 8              | PA    | P10   |
| 18-Oct-18 | WV3    | 18-Oct-18   | p17r32          | 0               | 10-Oct-18  | p17r32        | 8              | PA    | P13   |
| 17-Aug-17 | WV3    | 23-Aug-17   | p14r32          | 6               | 22-Aug-17  | p15r32        | 5              | PA    | P1    |
| 23-Aug-18 | WV2    | 16-Jul-18   | p15r33          | 38              | 9-Aug-18   | p15r33        | 14             | VA    | P2    |
| 23-Aug-18 | WV2    | 9-Sep-18    | p15r33          | 17               | 25-Aug-18  | p15r33        | 2              | VA    | P4    |
| 23-Aug-18 | WV2    | 16-Jul-18   | p15r33          | 38              | 25-Aug-18  | p15r33        | 2              | VA    | P8    |
| 21-Nov-18 | WV2    | 28-Nov-18   | p16r34          | 7               | 4-Nov-18   | p16r34        | 17             | VA    | P1    |
| 21-Nov-18 | WV2    | 28-Nov-18   | p16r35          | 7               | 4-Nov-18   | p16r35        | 17             | VA    | P4    |
| 9-Mar-17  | WV3    | 16-Mar-17   | p14r35          | 7               | 20-Feb-17  | p14r34        | 17             | VA    | P2    |
| 9-Mar-17  | WV3    | 16-Mar-17   | p14r35          | 7               | 20-Feb-17  | p14r35        | 17             | VA    | P4    |
| 9-Mar-17  | WV3    | 16-Mar-17   | p14r35          | 7               | 20-Feb-17  | p14r35        | 17             | VA    | P6    |
| 4-Oct-18  | WV3    | 29-Oct-18   | p14r34          | 25              | 21-Oct-17  | p14r34        | 17             | VA    | P2    |
| 1-Dec-17  | WV3    | 27-Nov-17   | p14r34          | 4               | 26-Nov-17  | p15r34        | 5              | VA    | P5    |
| 1-Dec-17  | WV3    | 27-Nov-17   | p14r34          | 4               | 26-Nov-17  | p15r34        | 5              | VA    | P7    |
| 20-Oct-17 | WV3    | 31-Oct-17   | p17r34          | 11              | 7-Oct-17   | p17r34        | 13             | WV    | P3    |
| 20-Oct-17 | WV3    | 31-Oct-17   | p17r34          | 11              | 7-Oct-17   | p17r34        | 13             | WV    | P7    |
| 20-Oct-17 | WV3    | 31-Oct-17   | p17r34          | 11              | 7-Oct-17   | p17r34        | 13             | WV    | P10   |
| 20-Nov-17 | WV3    | 31-Oct-17   | p17r33          | 20              | 24-Nov-17  | p17r33        | 4              | WV    | P1    |
Table A3. Distribution of newly disturbed validation points and the Landsat Operational Land Imager (OLI) images used to identify the change. A total of 150 no change points were randomly selected for each year (2015–2018) and each path/row (n = 3600). p: path, r: row.

| Path/Row | Image Date | Disturbed Soil Points | Path/Row | Image Date | Disturbed Soil Points |
|----------|------------|-----------------------|----------|------------|-----------------------|
| p15r31  | 24-Apr-14  | p16r34 10-Jun-17      | 162      |
| p15r31  | 29-May-15  | p16r34 19-Oct-18      | 59       |
| p15r31  | 13-Apr-16  | p17r32 6-Apr-14       |          |
| p15r31  | 23-Sep-17  | p17r32 3-Nov-15       | 131      |
| p15r31  | 8-Jul-18   | p17r32 5-Nov-16       | 171      |
| p15r33  | 24-Apr-14  | p17r32 24-Nov-17      | 80       |
| p15r33  | 14-Aug-14  | p17r32 11-Nov-18      | 63       |
| p15r33  | 17-Aug-15  | p18r34 24-Feb-14      |          |
| p15r33  | 2-Jul-16   | p18r34 20-Sep-14      |          |
| p15r33  | 22-Aug-17  | p18r34 15-Mar-15      |          |
| p15r33  | 8-Jul-18   | p18r34 23-Sep-15      | 70       |
| p15r34  | 14-Aug-14  | p18r34 18-Apr-16      | 169      |
| p15r34  | 17-Aug-15  | p18r34 30-Oct-17      | 130      |
| p15r34  | 13-Apr-16  | p18r34 17-Oct-18      | 159      |
| p15r34  | 2-May-17   | p18r34 Total          | 546      |
| p15r34  | 8-Jul-18   | p18r34 2015           | 793      |
| p16r34  | 8-Oct-14   | p18r34 2016           | 749      |
| p16r34  | 20-May-15  | p18r34 2017           | 633      |
| p16r34  | 7-Jul-15   | p18r34 2015–2018      | 2711     |
| p16r34  | 29-Oct-16  | 98                    |          |

References

1. Hansson, L.A.; Brönmark, C.; Nilsson, P.A.; Åbjörnsson, K. Conflicting demands on wetland ecosystem services: Nutrient retention, biodiversity or both? *Freshw. Biol.* 2005, 50, 705–714. [CrossRef]
2. Zedler, J.B.; Kercher, S. Wetland resources: Status, trends, ecosystem services, and restorability. *Annu. Rev. Environ. Resour.* 2005, 30, 39–74. [CrossRef]
3. Russi, D.; ten Brink, P.; Farmer, A.; Badura, T.; Coates, D.; Förster, J.; Kumar, R.; Davidson, N. *The Economics of Ecosystems and Biodiversity for Water and Wetlands*; IEEP: London, UK, 2013.
4. Van Asselen, S.; Verburg, P.H.; Vermaat, J.E.; Janse, J.H. Drivers of wetland conversion: A global meta-analysis. *PLoS ONE* 2013, 8, e81292. [CrossRef] [PubMed]
5. Schieder, N.W.; Walters, D.C.; Kirwan, M.L. Massive upland to wetland conversion compensated for historical marsh loss in Chesapeake Bay, USA. *Estu. Coast. 2018, 41*, 940–951. [CrossRef]
6. Ramsar Convention Secretariat. The Ramsar strategic plan 2009–2015, adjusted 2012. Available online: https://www.ramsar.org/sites/default/files/documents/pdf/strat-plan-2009-e-adj.pdf (accessed on 26 March 2020).
7. Dixon, M.J.R.; Loh, J.; Davidson, N.C.; Beltrame, C.; Freeman, R.; Walpole, M. Tracking global change in ecosystem area: The Wetland Extent Trends index. *Biol. Conserv.* 2016, 193, 27–35. [CrossRef]
8. Zedler, J.B. Compensating for wetland losses in the United States. *Int. J. Avian Sci.* 2004, 146, 92–100. [CrossRef]
9. Dahl, T.E. Status and trends of wetlands in the conterminous United States 2004 to 2009. U.S. Department of the Interior, U.S. Fish and Wildlife Service: Washington, DC, USA, 2011; p. 108.
10. Ozesmi, S.L.; Bauer, M.E. Satellite remote sensing of wetlands. *Wetl. Ecol. Manag.* 2002, 10, 381–402. [CrossRef]
11. Rebelo, L.M.; Finlayson, C.M.; Strauch, A.; Rosenqvist, A.; Perennou, C.; Tottrup, C.; Hilarides, L.; Paganini, M.; Wieland, N.; Siegert, F.; et al. *The Use of Earth Observation for Wetland Inventory, Assessment and Monitoring; Ramsar Technical Report No.10*; Ramsar Convention Secretariat: Gland, Switzerland, 2018; p. 31.
12. Dobson, J.E.; Bright, E.A.; Ferguson, R.L.; Field, D.W.; Wood, L.L.; Haddad, K.D.; Iredale III, H.; Jensen, J.R.; Klemas, V.; Orth, R.J.; et al. *NOAA Coastal Change Analysis Program (C-CAP): Guidance for Regional Implementation*; NOAA Technical Report NMFS, U.S. Department of Commerce: Washington, DC, USA, 1995; p. 92.
13. Pekel, J.F.; Cottam, A.; Gorelick, N.; Belward, A.S. High-resolution mapping of global surface water and its long-term changes. *Nature* 2016, 540, 418–422. [CrossRef]
14. Jones, J.W. Efficient wetland surface water detection and monitoring via Landsat: Comparison with in situ data from the Everglades Depth Estimation Network. *Remote Sens.* 2015, 7, 12503–12538. [CrossRef]
15. Jones, J.W. Improved automated detection of subpixel-scale inundation – Revised Dynamic Surface Water Extent (DSWE) partial surface water tests. *Remote Sens.* 2019, 11, 374. [CrossRef]
16. Papa, F.; Prigent, C.; Aires, F.; Jimenez, C.; Rossov, W.B.; Matthews, E. Interannual variability of surface water extent at the global scale, 1993–2004. *J. Geophys. Res.-Atmos.* 2010, 115, 1–17. [CrossRef]
17. Zhang, M.; Ustin, S.L.; Rejmankova, E.; Sanderson, E.W. Monitoring Pacific coast salt marshes using remote sensing. *Ecol. Appl.* 1997, 7, 1039–1053. [CrossRef]
18. Adam, E.; Mutanga, O.; Rugege, D. Multispectral and hyperspectral remote sensing for identification and mapping of wetland vegetation: A review. *Wetl. Ecol. Manag.* 2010, 18, 281–296. [CrossRef]
19. Ling, J.E.; Hughes, M.G.; Powell, M.; Cowood, A.L. Building a national wetland inventory: A review and roadmap to move forward. *Wetl. Ecol. Manag.* 2018, 26, 805–827. [CrossRef]
20. Klemas, V. Using remote sensing to select and monitor wetland restoration sites: An overview. *J. Coast. Res* 2013, 29, 958–970. [CrossRef]
21. Miller, G.; Morris, J.T.; Wang, C. Mapping salt marsh dieback and condition in South Carolina’s North Inlet-Winyah Bay National Estuarine Research Reserve using remote sensing. *Aims Environ. Sci.* 2017, 4, 677–689. [CrossRef]
22. Zar, J.H. *Biostatistical Analysis*, 3rd ed.; Prentice-Hall: Upper Saddle River, NJ, USA, 1996; p. 662.
23. Houhoulis, P.F.; Michener, W.K. Detecting wetland change: A rule-based approach using NWI and SPOT-XS data. *Photogramm. Eng. Remote Sens.* 2000, 66, 205–211.
24. Nielsen, E.M.; Prince, S.D.; Koeln, G.T. Wetland change mapping for the U.S. mid-Atlantic region using an outlier detection technique. *Remote Sens. Environ.* 2008, 112, 4061–4074. [CrossRef]
25. Zhu, Z.; Woodcock, C.E. Continuous change detection and classification of land cover using all available Landsat data. *Remote Sens. Environ.* 2014, 144, 152–171. [CrossRef]
26. Moisen, G.G.; Meyer, M.C.; Schroeder, T.A.; Xiao, X.; Schleeweis, K.G.; Freeman, E.A.; Toney, C. Shape selection in Landsat time series: A tool for monitoring forest dynamics. *Glob. Chang. Biol.* 2016, 22, 3518–3528. [CrossRef]
27. White, J.C.; Walder, M.A.; Hermosilla, T.; Coops, N.C.; Hobart, G.W. A nationwide annual characterization of 25 years of forest disturbance and recovery for Canada using Landsat time series. *Remote Sens. Environ.* 2017, 194, 303–321. [CrossRef]
28. Saxena, R.; Watson, L.T.; Wynne, R.H.; Brooks, E.B.; Thomas, V.A.; Zhiqiang, Y.; Kennedy, R.E. Towards a polyalgorithm for land use change detection. *Isprs J. Photogramm.* 2018, 144, 217–234. [CrossRef]
29. Brooks, R.P.; Brinson, M.M.; Havens, K.J.; Herschner, C.S.; Rheinhardt, R.D.; Wardrop, D.H.; Whigham, D.F.; Jacobs, A.D.; Rubbo, J.M. Proposed hydrogeomorphic classification for wetlands of the Mid-Atlantic Region, USA. *Wetlands* 2011, 31, 207–219. [CrossRef]
30. Vogeler, J.C.; Braaten, J.D.; Slesak, R.A.; Falkowski, M.J. Extracting the full value of the Landsat archive: Inter-sensor harmonization for the mapping of Minnesota forest canopy cover (1973–2015). *Remote Sens. Environ.* 2018, 209, 363–376. [CrossRef]
31. Robertson, L.D.; King, D.J.; Davies, C. Assessing land cover change and anthropogenic disturbance in wetlands using vegetation fractions derived from Landsat 5 TM imagery (1984–2010). *Wetlands* 2015, 35, 1077–1091. [CrossRef]
32. Halabisky, M.; Moskal, L.M.; Gillespie, A.; Hannam, M. Reconstructing semi-arid wetland surface water dynamics through spectral mixture analysis of a time series of Landsat satellite images (1984–2011). *Remote Sens. Environ.* 2016, 177, 171–183. [CrossRef]
33. Kayastha, N.; Thomas, V.; Galbraith, J.; Banskota, A. Monitoring wetland change using inter-annual Landsat time-series data. *Wetlands* 2012, 32, 1149–1162. [CrossRef]
34. Fikas, K.C.; Cohen, W.B.; Yang, Z. Landsat-based monitoring of annual wetland change in the Willamette Valley of Oregon, USA from 1972 to 2012. *Wetl. Ecol. Manag.* 2016, 24, 73–92. [CrossRef]
35. Xia, H.; Zhao, W.; Li, A.; Jian, J.; Zhang, Z. Subpixel inundation mapping using Landsat-8 OLI and UAV data for a wetland region on the Zoige Plateau, China. *Remote Sens.* 2017, 9, 31. [CrossRef]
36. Rover, J.; Wylie, B.K.; Ji, L. A self-trained classification technique for producing 30 m percent water maps from Landsat data. *Int. J. Remote Sens.* 2010, 31, 2197–2203. [CrossRef]
37. Vanderhoof, M.K.; Alexander, L.C.; Todd, M.J. Temporal and spatial patterns of wetland extent influence variability of surface water connectivity in the Prairie Pothole Region, United States. * Landsc. Ecol.* 2016, 31, 805–824. [CrossRef]
38. DeVries, B.; Huang, C.; Lang, M.; Jones, J.; Huang, W.; Creed, I.; Carroll, M. Automated quantification of surface water inundation in wetlands using optical satellite imagery. *Remote Sens.* 2017, 9, 807. [CrossRef]
39. Cooley, S.W.; Smith, L.C.; Stepan, L.; Mascaro, J. Tracking dynamic northern surface water changes with high-frequency Planet CubeSat imagery. *Remote Sens.* 2017, 9, 1306. [CrossRef]
40. Kordelas, G.A.; Manakos, I.; Aragonés, D.; Diaz-Delgado, R.; Bustamante, J. Fast and automatic data-driven thresholding for inundation mapping with Sentinel-2 data. *Remote Sens.* 2018, 10, 910. [CrossRef]
41. Wu, Q.; Lane, C.R.; Li, X.; Zhao, K.; Zhou, Y.; Clinton, N.; DeVries, B.; Golden, H.E.; Lang, M.W. Integrating LiDAR data and multi-temporal aerial imagery to map wetland inundation dynamics using Google Earth Engine. *Remote Sens. Environ.* 2019, 228, 1–13. [CrossRef]
42. Lang, M.W.; Kasischke, E.S.; Prince, S.D.; Pittman, K.W. Assessment of C-band synthetic aperture radar data for mapping and monitoring coastal plain forested wetlands in the Mid-Atlantic Region, U.S.A. *Remote Sens. Environ.* 2008, 112, 4120–4130. [CrossRef]
43. Bolanos, S.; Stiff, D.; Brisco, B.; Pietroniro, A. Operational surface water detection and monitoring using Radarsat 2. *Remote Sens.* 2016, 8, 285. [CrossRef]
44. Pham-Duc, B.; Prigent, C.; Aires, F. Surface water monitoring within Cambodia and the Vietnamese Mekong Delta over a year, with Sentinel-1 SAR observations. *Water* 2017, 9, 366. [CrossRef]
45. Vanderhoof, M.K.; Distler, H.E.; Lang, M.; Alexander, L.C. The influence of data characteristics on detecting wetland/stream surface-water connections in the Delmarva Peninsula, Maryland and Delaware. *Well. Ecol. Manag.* 2018, 26, 63–86. [CrossRef]
46. Bourgeau-Chavez, L.L.; Kasischke, E.S.; Brunzell, S.M.; Mudd, J.P.; Smith, K.B.; Frick, A.L. Analysis of space-borne SAR data for wetland mapping in Virginia riparian ecosystems. *Int. J. Remote Sens.* 2001, 22, 3665–3687. [CrossRef]
47. Lang, M.; McCarty, G.; Oesterling, R. Topographic metrics for improved mapping of forested wetlands. *Wetlands* 2012, 33, 141–155. [CrossRef]
48. Huang, C.; Peng, Y.; Lang, M.; Yeo, I.Y.; McCarty, G. Wetland inundation mapping and change monitoring using Landsat and airborne LiDAR data. *Remote Sens. Environ.* 2014, 141, 231–242. [CrossRef]
49. Jin, H.; Huang, C.; Lang, M.W.; Yeo, I.Y.; Stehman, S.V. Monitoring of wetland inundation dynamics in the Delmarva Peninsula using Landsat time-series imagery from 1985 to 2011. *Remote Sens. Environ.* 2017, 190, 26–41. [CrossRef]
50. Watson, E.B.; Wigand, C.; Davey, E.W.; Andrews, H.M.; Bishop, J.; Raposa, K.B. Wetland loss patterns and inundation-productivity relationships prognosticate widespread salt marsh loss for southern New England. *Estuar. Coast.* 2017, 40, 662–681. [CrossRef]
51. Kearney, M.S.; Rogers, A.S.; Townshend, J.R.G.; Rizzo, E.; Stutzer, D.; Stevenson, J.C.; Sundborg, K. Landsat imagery shows decline of coastal marshes in Chesapeake and Delaware Bays. *Eos Trans. Am. Geophys. Union* 2002, 83, 173–178. [CrossRef]
52. Koneff, M.D.; Royle, J.A. Modeling wetland change along the United States Atlantic coast. *Ecol. Model.* 2004, 177, 41–59. [CrossRef]
53. Clare, S.; Creed, I.F. Tracking wetland loss to improve evidence-based wetland policy learning and decision making. *Wet. Ecol. Manag.* 2014, 22, 234–245. [CrossRef]
54. PRISM Climate Group, Oregon State University. 2020. Available online: http://prism.oregonstate.edu (accessed on 3 January 2020).
55. Homer, C.; Dewitz, J.; Yang, L.; Jin, S.; Danielson, P.; Xian, G.; Coulston, J.; Herold, N.; Wickham, J.; Megown, K. Completion of the 2011 National Land Cover Database for the conterminous United States—Representing a decade of land cover change information. *Photogramm. Eng. Remote Sens.* 2015, 81, 345–354.
56. U. S. Fish and Wildlife Service (USFWS). *National Wetlands Inventory—Version 2—Surface Waters and Wetlands Inventory*; U.S. Fish and Wildlife Service: Washington, DC, USA, 2019. Available online: http://www.fws.gov/wetlands/ (accessed on 1 May 2020).
57. Tiner, R.W. *Wetland Indicators: A Guide to Wetland Identification, Delineation, Classification, and Mapping*; Lewis Publishers: Washington, DC, USA, 1999; 418p.

58. Lins, H.F.; Slack, J.R. Seasonal and regional characteristics of US streamflow trends in the United States from 1940 to 1999. *Phys. Geogr.* 2005, 26, 489–501. [CrossRef]

59. Masek, J.G.; Vermote, E.F.; Saleous, N.E.; Wolfe, R.; Hall, F.G.; Huemmrich, K.F.; Gao, F.; Kutler, J.; Lim, T.K. A Landsat surface reflectance dataset for North America, 1990-2000. *Irene Geosci. Remote Sens. Lett.* 2006, 3, 68–72. [CrossRef]

60. Vermote, E.; Justice, C.; Claverie, M.; Franch, B. Preliminary analysis of the performance of the Landsat 8/OLI land surface reflectance product. *Remote Sens. Environ.* 2016, 185, 46–56. [CrossRef] [PubMed]

61. Foga, S.; Scaramuzza, P.L.; Guo, S.; Zhu, Z.; Dilley, R.D.; Beckmann, T.; Schmidt, G.L.; Dwyer, J.L.; Hughes, M.J.; Laue, B. Cloud detection algorithm comparison and validation for operational Landsat data products. *Remote Sens. Environ.* 2017, 194, 379–390. [CrossRef]

62. Xu, H. Modification of normalised difference water index (NDWI) to enhance open water features in remotely sensed imagery. *Int. J. Remote Sens.* 2006, 27, 3025–3033. [CrossRef]

63. Tucker, C.J. Red and photographic infrared linear combinations for monitoring vegetation. *Remote Sens. Environ.* 1979, 8, 127–150. [CrossRef]

64. Zhang, F.; Zhang, B.; Li, J.; Shen, Q.; Wu, Y.; Song, Y. Comparative analysis of automatic water identification method based on multispectral remote sensing. *Procedia Environ. Sci.* 2011, 11, 1482–1487.

65. Feyisa, G.L.; Melby, H.; Fehshtol, R.; Proud, S.R. Automated Water Extraction Index: A new technique for surface water mapping using Landsat imagery. *Remote Sens. Environ.* 2014, 140, 23–25. [CrossRef]

66. Gautam, V.K.; Murugan, P.; Annadurai, M. A New Three Band Index for Identifying Urban Areas Using Satellite Images. Available online: https://www.researchgate.net/publication/315447944_A_New_Three_Band_Index_for_Identifying_Urban_Areas_using_Satellite_Images (accessed on 26 March 2020).

67. Jones, J.W. *Landsat Dynamic Surface Water Extent (DSWE) Product Guide, Version 2.0, LSDS-1331*; Department of the Interior, U.S. Geological Survey: Tucson, AZ, USA, 2018; 21p.

68. Farr, T.G.; Rosen, P.A.; Caro, E.; Crippen, R.; Duren, R.; Hensley, S.; Kobrick, M.; Paller, M.; Rodriguez, E.; Roth, L.; et al. The shuttle radar topography mission. *Rev. Geophys.* 2007, 45, RG2004. [CrossRef]

69. Omernik, J.M.; Griffith, G.E. Ecoregions of the conterminous United States: Evolution of a hierarchical spatial framework. *Environ. Manag.* 2014, 54, 1249–1266. [CrossRef]

70. Wolf, A. *Using WorldView 2 Vis-NIR MSI Imagery to Support Land Mapping and Feature Extraction Using Normalized Difference Index Ratios*; DigitalGlobe: Longmont, CO, USA, 2010; Unpublished report.

71. Cohen, W.B.; Yang, Z.; Kennedy, R. Detecting trends in forest disturbance and recovery using yearly Landsat time series: 2. TimeSync – Tools for calibration and validation. *Remote Sens. Environ.* 2010, 114, 2911–2924. [CrossRef]

72. Masek, J.G.; Goward, S.N.; Kennedy, R.E.; Cohen, W.B.; Moisen, G.G.; Schleeweis, K.; Huang, C. United States forest disturbance trends observed using Landsat time series. *Ecosystems* 2013, 16, 1087–1104. [CrossRef]

73. Hermosilla, T.; Walder, M.A.; White, J.C.; Coops, N.C.; Hobart, G.W.; Campbell, L.B. Mass data processing of time series Landsat imagery: Pixels to data products for forest monitoring. *Int. J. Dig. Earth* 2016, 9, 1035–1054. [CrossRef]

74. Skakun, S.; Vermote, E.F.; Roger, J.-C.; Justice, C.O.; Masek, J.G. Validation of the LaSRC cloud detection algorithm for Landsat 8 images. *IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens.* 2019, 12, 2439–2446. [CrossRef]

75. NOAA National Climatic Data Center. Data Tools: 1981–2010 Normals. Available online: http://www.ncdc.noaa.gov/cdo-web/datatools/normals (accessed on 3 January 2020).

76. U.S. Geological Survey. National Hydrography Dataset. 2019. Available online: https://www.usgs.gov/core-science-systems/ngp/national-hydrography/access-national-hydrography-products (accessed on 9 January 2020).

77. Brody, S.D.; Davis, S.E.; Highfield, W.E.; Bernhardt, S.P. Spatial-temporal analysis of section 404 wetland permitting in Texas and Florida: Thirteen years of impact along the coast. *Wetlands* 2008, 28, 107–116. [CrossRef]

78. Skakun, S.; Vermote, E.F.; Roger, J.-C.; Justice, C.O.; Masek, J.G. Validation of the LaSRC cloud detection algorithm for Landsat 8 images. *IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens.* 2019, 12, 2439–2446. [CrossRef]

79. NOAA National Climatic Data Center. Data Tools: 1981–2010 Normals. Available online: http://www.ncdc.noaa.gov/cdo-web/datatools/normals (accessed on 3 January 2020).

80. U.S. Geological Survey. National Hydrography Dataset. 2019. Available online: https://www.usgs.gov/core-science-systems/ngp/national-hydrography/access-national-hydrography-products (accessed on 9 January 2020).

81. Brody, S.D.; Davis, S.E.; Highfield, W.E.; Bernhardt, S.P. Spatial-temporal analysis of section 404 wetland permitting in Texas and Florida: Thirteen years of impact along the coast. *Wetlands* 2008, 28, 107–116. [CrossRef]
79. Townsend, P.A.; Helmers, D.P.; Kingdon, C.C.; McNeil, B.E.; de Beurs, K.M.; Eshleman, K.N. Changes in the extent of surface mining and reclamation in the Central Appalachians detected using a 1976-2006 Landsat time series. *Remote Sens. Environ.* 2009, 113, 62–72. [CrossRef]

80. Lang, M.; Stedman, S.M.; Nettles, J.; Griffin, R. Coastal watershed forested wetland change and opportunities for enhanced collaboration with the forestry community. *Wetlands* 2020. [CrossRef]

81. Gorelick, N.; Hancher, M.; Dixon, M.; Ilyushchenko, S.; Thau, D.; Moore, R. Google Earth Engine: Planetary-scale geospatial analysis for everyone. *Remote Sens. Environ.* 2017, 202, 18–27. [CrossRef]

82. Feng, M.; Huang, C.; Channon, S.; Vermote, E.F.; Masek, J.G.; Townshend, J.R. Quality assessment of Landsat surface reflectance products using MODIS data. *Comp. Geosci.* 2012, 38, 9–22. [CrossRef]

83. Huang, W.; DeVries, B.; Huang, C.; Lang, M.W.; Jones, J.W.; Creed, I.F.; Carroll, M.L. Automated extraction of surface water extent from Sentinel-1 data. *Remote Sens.* 2018, 10, 797. [CrossRef]

84. DeVries, B.; Huang, C.; Armstrong, J.; Huang, W.; Jones, J.W.; Lang, M.W. Rapid and robust monitoring of flood events using Sentinel-1 and Landsat data on the Google Earth Engine. *Remote Sens. Environ.* 2020, 240, 111664. [CrossRef]

85. Rosen, P.A.; Kim, Y.; Kumar, R.; Misra, T.; Bhan, R.; Sagi, V.R. Global persistent SAR sampling with the NASA-ISRO SAR (NISAR) mission. In Proceedings of the 2017 IEEE Radar Conference (RadarConf), Seattle, WA, USA, 8–12 May 2017.

86. Johansen, K.; Phinn, S.; Taylor, M. Mapping woody vegetation clearing in Queensland, Australia from Landsat imagery using the Google Earth Engine. *Remote Sens. Appl. Soc. Environ.* 2015, 1, 35–49. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).