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Abstract—This letter studies deep learning (DL) approaches to optimize beamforming vectors in downlink multi-user multi-antenna systems that can be universally applied to arbitrarily given transmit power limitation at a base station. We exploit the sum power budget as side information so that deep neural networks (DNNs) can effectively learn the impact of the power constraint in the beamforming optimization. Consequently, a single training process is sufficient for the proposed universal DL approach, whereas conventional methods need to train multiple DNNs for all possible power budget levels. Numerical results demonstrate the effectiveness of the proposed DL methods over existing schemes.
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I. INTRODUCTION

In the last decades, there have been intensive studies on linear beamforming techniques for multi-antenna multi-user systems. Advances in the non-convex optimization theory have brought systematic optimization strategies for multi-antenna signal processing [1]. Existing handcraft beamforming optimization algorithms generally require significant computing power. In particular, weighted minimum mean square error (WMMSE) algorithm [2] obtains a locally optimal beamforming solution for broadcast channels but depends on alternating iteration procedure among several blocks of variables. Such an iterative nature suffers from high computational complexity, blocking the real-time implementation of traditional optimization-based beamforming solutions in practice.

Recently, deep learning (DL) techniques have been exploited for developing efficient beamforming strategies [3], [4]. A key enabler of the DL-based beamforming schemes is to employ deep neural networks (DNNs), e.g., fully-connected neural networks (FNNs) and convolutional neural networks (CNNs), for shifting online calculations of traditional algorithms into their offline training processes with the aids of numerous channel state information (CSI) samples. It has been reported in various studies [3]-[8] that the DL-based wireless communication systems can achieve comparable (or even higher) performance to existing optimization approaches with much reduced online execution time. Similar results have recently been presented in [3] and [4] where CNNs are utilized for optimizing beamforming vectors in multi-antenna downlink networks. The CNNs in [3] and [4] accept CSI as an input feature and are trained to output efficient beamforming for a certain power constraint at base stations (BSs). The uplink-downlink duality has been revisited to develop efficient DNN architecture for improving various performance metrics such as the sum rate and the max-min signal-to-interference noise ratio (SINR).

The existing DL-based beamforming schemes have implicitly assumed that the transmit power budget levels at BSs are fixed. However, in practice, the power limitation should be regarded as stochastic number since it can vary according to propagation environment and network typologies. For instance, the transmit power budget is, in general, required to be set differently for individual frequency bands, since the carrier frequency affects the propagation properties of wireless signals [9]. Such a scenario prevails in the carrier aggregation techniques in LTE-A systems. Also, the macro-cell BS is allowed to use a high transmit power, whereas a strict power constraint is typically incurred in a small-cell setup. Nevertheless, conventional beamforming solutions including the DL approaches [3], [4] have focused on a fixed transmit power constraint and lack the adaptability for heterogeneous networking scenarios with arbitrary power budget.

This letter investigates a DL-based beamforming optimization strategy for the downlink of multi-user multi-antenna systems. We consider a heterogeneous network topology where the sum power constraint at a BS arbitrarily varies for the transmission environment. It is necessary to take a careful approach to the DL application to universally support various transmit power budget levels. New DL approaches not attempted in existing studies are presented. A key idea is to exploit the total transmit power budget as an additional input feature for a DNN so that it can effectively learn the impact of transmit power constraint in beamforming optimization. Such an approach enables us to focus on training a single DNN for a wide range of the power constraints, whereas the existing works [3], [4] require multiple training tasks of DNNs designed for a certain choice of the power budget. This also leads to a memory-efficient implementation since the BS only requires to store a parameter set of a single DNN trained for all possible transmit power constraints. Since the performance of the DL techniques would depend on the DNN architecture, we investigate three different types of DNN structures suitable for the universal beamforming optimization. Our main focus is on developing the universal beamforming learning solution and comparing various DNN candidates with intensively examining the viability of the proposed DL methods not only in terms of the sum rate performance but also in terms of the computational complexity. Comparison among various DNN constructions for beamforming optimization has not yet been adequately studied in the literature. To this end, we present three different learning strategies including the concept of beam feature optimizations in [3] as well as the direct learning of beam weights. Numerical results validate the advantages of
the proposed universal DL approaches over existing methods only applicable to a fixed transmit power constraint. It is revealed that the FNN achieves almost identical performance of the CNN with reduced computational complexity.

II. Multi-User MISO Downlink Systems

We consider MISO downlink systems where a BS with $M$ antennas serves $K$ single-antenna user equipments (UEs). Let $\mathcal{K} = \{1, 2, \ldots, K\}$ be the set of UE indices. Denoting $\mathbf{h}_k \in \mathbb{C}^M$ as a channel vector from the BS to UE $k$, the SINR of UE $k$ is expressed by

$$\text{SINR}_k(\mathbf{v}) = \frac{\mathbf{h}_k^H \mathbf{v}_k}{\sum_{j \in \mathcal{K}\setminus \{k\}} |\mathbf{h}_j^H \mathbf{v}_j|^2 + 1},$$

where $(\cdot)^H$ accounts for the Hermitian transpose, $\mathbf{v}_k \in \mathbb{C}^M$ stands for the beamforming vector for UE $k$, and $\mathbf{v} \triangleq [\mathbf{v}_1^T \cdots \mathbf{v}_K^T]^T \in \mathbb{C}^{MK}$ is a collection of the beamforming vectors with $(\cdot)^T$ equal to the transpose operation. We assume that the noise signals have unit power without the loss of generality. The BS is subject to a sum power constraint written as $\sum_{k \in \mathcal{K}} |\mathbf{v}_k|^2 \leq P$ with $P$ being the maximum power budget. The level of the sum power constraint $P$ would rely on network typologies and can vary for each transmission. However, traditional algorithms can only be applied to a certain $P$, and thus we need to execute existing algorithms for all possible transmit power constraints.

The target of this work is to include various choices of $P$ into a single optimization formulation so that the resulting beamforming can be universally employed for heterogeneous networking scenarios with arbitrary $P$. Such a task can be formulated as the identification of a mapping $\mathbf{v} = \mathcal{V}(\mathbf{h}, P)$ that characterizes an unknown computation strategy for the beamforming vectors based on the stacked CSI vector $\mathbf{h} \triangleq [\mathbf{h}_1^T \cdots \mathbf{h}_K^T]^T \in \mathbb{C}^{MK}$ as well as the sum power constraint $P$. Let $\mathcal{P}$ be the set of all possible transmit power levels. Then, the average sum rate maximization problem is given as

$$\max_{\mathbf{v}(\cdot)} \mathbb{E}_\mathbf{h}, P \left[ \sum_{k \in \mathcal{K}} \log_2 \left( 1 + \text{SINR}_k(\mathcal{V}(\mathbf{h}, P)) \right) \right]$$

s.t. $\sum_{k \in \mathcal{K}} |J_k \mathcal{V}(\mathbf{h}, P)|^2 = P$, $\forall \mathbf{h}, \forall P \in \mathcal{P},$ (3)

where $\mathbb{E}_X[\cdot]$ accounts for the expectation operator over a random variable $X$ and $J_k \in \mathbb{R}^{MK \times MK}$ stands for an all zero matrix whose $(M(k-1)+1)$-th to $(Mk)$-th diagonal elements being replaced with ones. The sum rate objective is averaged over the channel distribution as well as the sum power constraints so that the beamforming computation strategy $\mathcal{V}(\cdot)$ can be applied to a wide range of $P$. The power constraint in (3) should be satisfied for an instantaneous choice of $P \in \mathcal{P}$. It is not straightforward to handle the non-convex formulation (3) since no closed-form expressions are available both for the objective function and the mapping $\mathcal{V}(\cdot)$.

To overcome this challenge, we propose a DL method for addressing intractable formulation (3). There have been recent works on DL-based beamforming design $[3], [4]$. However, they are developed for a specific $P$. This is crucial for a DL setup, since we need to train multiple DNNs for all possible candidates of $P$, which is obviously not practical due to the high computation power required for training processes. It is still unaddressed how to design a DNN structure and its learning strategy suitable for problem (2).

III. Proposed DNN Methods

This section presents a DL-based beamforming optimization scheme that can be universally applied under arbitrary given sum power budget $P$. To this end, the mapping $\mathcal{V}(\mathbf{h}, P)$ is replaced with a DNN illustrated in Fig. 1 consisting of an input layer, $L$ hidden layers, and an output layer. For simplicity, the hidden layers are denoted by layer $l = 1, \ldots, L$, whereas the output layer is referred to as layer $L + 1$. An input feature of the proposed DNN architecture is denoted by $x_0$ and it becomes a concatenation of the CSI $\mathbf{h}$ and the power constraint as $x_0 \triangleq [\mathbf{h}^T, P]^T \in \mathbb{C}^{MK+1}$[1]. The proposed DNN can be an arbitrary feed-forward structure such as fully-connected and convolutional layers. Without loss of the generality, this section focuses on a FNN constructed only with fully-connected layers as illustrated in Fig. 1[2]. A computation result of layer $l$ for $l = 1, \ldots, L + 1$ is denoted by $x_l \in \mathbb{C}^{N_l}$ where $N_l$ accounts for the dimension of layer $l$. Then, the operation of layer $l$ is written by

$$x_l = f_l(W_l x_{l-1} + b_l),$$

where an element-wise mapping $f_l(\cdot)$ stands for an activation function and $W_l \in \mathbb{C}^{N_l \times N_{l-1}}$ and $b_l \in \mathbb{C}^{N_l}$ respectively indicate a weight matrix and a bias vector at layer $l$. The final output $x_{L+1}$ is then exploited as a stacked beamforming vector $\mathbf{v}$. Let $\Theta = \{W_l, b_l\}_{l=1,\ldots,L+1}$ be the DNN parameter set collecting the weight matrices and bias vectors. Then, the overall forward pass procedure of the DNN is parameterized as $\mathbf{v} = \mathcal{F}(x_0; \Theta)$, where a vector function $\mathcal{F}(\cdot; \Theta)$ characterizes the input-output relationship of the DNN specified by consecutive neural computations (3).

We apply the DNN $\mathcal{F}(\cdot; \Theta)$ to approximate the unknown beamforming calculation strategy $\mathcal{V}(\cdot)$. The accuracy of the DNN approximation has been verified by the universal approximation theorem [10]. However, it only guarantees the existence of the DNN with a certain level of the approximation accuracy, but not provides any guidelines for the DNN construction. Therefore, it is essential to design an efficient DNN which can successfully model the optimal beamforming computation rule $\mathcal{V}(\cdot)$ for (2). To this end, we need to determine features of the layers, i.e., the activation

1Since the current DL libraries such as Tensorflow do not support complex-valued calculation, real representations are employed for the implementation.

2In Sec. IV we provide numerical results both for the FNN and CNN architectures.
and UEs $K$. In the case of the hidden layers, these hyper-parameters are, in general, selected via trial-and-error processes based on the validation performance [3]. In contrast, the output layer should be carefully designed since it is directly related to the solution of the constrained formulation [2]. In the following, we investigate various candidates for the output layer, and propose three different DL approaches named Direct Beamforming Learning (DBL), Feature Learning (FL), and Simplified Feature Learning (SFL).

### A. Direct Beamforming Learning

In the DBL scheme, the DNN outputs a beamforming vector directly. Thus, the output activation should be carefully designed to always yield a feasible solution satisfying the sum power constraint [2]. Let $\mathbf{u} \triangleq \mathbf{W}_{L+1} \mathbf{x}_L + b_{L+1} \in \mathbb{C}^{MK}$ with $\mathbf{u} = [\mathbf{u}_1^T \cdots \mathbf{u}_{K}^T]^T$ be a vector to be fed to the activation of the output layer. Then, the beamforming vector $\mathbf{v}_{\text{DBL},k}$ of the DBL method is determined based on $\mathbf{u}_k$ as

$$\mathbf{v}_{\text{DBL},k} = \frac{P}{\sum_{j \in K} |\mathbf{u}_j|^2} \mathbf{u}_k,$$

where the output activation of the DBL can be specified by [5]. It is not difficult to see that $\mathbf{v}_{\text{DBL},k}$ fulfills the sum power constraint $\sum_{k \in K} |\mathbf{v}_{\text{DBL},k}|^2 = P$. Consequently, the DNN mapping of the DBL is denoted by $\mathbf{v}_{\text{DBL}} = \mathcal{F}_{\text{DBL}}(\mathbf{x}_0; \Theta_{\text{DBL}})$ with $\mathbf{v}_{\text{DBL}} = [\mathbf{v}_{\text{DBL},1}^T \cdots \mathbf{v}_{\text{DBL},K}^T]^T$ and a parameter set $\Theta_{\text{DBL}}$.

### B. Feature Learning

The DBL approach may encounter the overfitting problem with a poor performance since the number of variables to be predicted increases both with the number of BS antennas $M$ and UEs $K$. To handle this issue, we study an alternative strategy named FL which produces low-dimensional intermediate variables that act as key feature for constructing the optimal beamforming solution. The beamforming vector $\mathbf{v}_{\text{FL},k}$ of the FL method is determined based on the optimal beamforming structure resulting from the uplink-downlink duality as [11]

$$\mathbf{v}_{\text{FL},k} = \sqrt{p_k} \frac{\left( \mathbf{I}_M + \sum_{j \in K} g_j \mathbf{h}_j \mathbf{h}_j^H - 1 \right)^{-1} \mathbf{h}_k}{\left\| \left( \mathbf{I}_M + \sum_{j \in K} g_j \mathbf{h}_j \mathbf{h}_j^H - 1 \right)^{-1} \mathbf{h}_k \right\|} \mathbf{d}_k,$$

where $\mathbf{I}_m$ accounts for the $m$-by-$m$ identity matrix; and $p_k$ and $g_k$ reflect the primal downlink power and the dual uplink power for UE $k$, respectively, which are subject to the sum power constraints $\sum_{k \in K} p_k = \sum_{k \in K} g_k = P$; and $\mathbf{d}_k$ is the normalized beamforming vector, that determines the direction of $\mathbf{v}_{\text{FL},k}$. In [6], the optimization variables now boil down into $2K$ real numbers $p_k$ and $g_k$, $\forall k \in K$, which is much smaller than identifying $2MK$ beam weights in the DBL. The scale variables $p_k$ and $g_k$ which are directly passed to the beam recovery activation can be obtained through the action of the output layer. The FL has been recently introduced in [3] for finding downlink MISO beamforming vectors. However, the advantages of the FL structure in terms of the learning performance and running time have not been adequately investigated in comparison with other DNN architectures including the DBL strategy. Thereby, it is still unclear that the FL indeed performs better than the DBL that learns the beamforming straightforwardly. Furthermore, the existing work has focused on the case where the sum power constraint $P$ is fixed. Therefore, a modified design for the output activation is essential for the universal beamforming scheme.

We design the output layer of the DNN suitable for the FL when $P$ varies for each training sample. With a slight abuse of notations, an input to the output activation is denoted by $\mathbf{u} = [\mathbf{u}_1^T \cdots \mathbf{u}_{K}^T]^T \in \mathbb{R}^{2K}$ where $\mathbf{u}_k \in \mathbb{R}^K$ and $\mathbf{u}_q \in \mathbb{R}^K$ will be utilized to extract the downlink power $\mathbf{p} \triangleq [p_1 \cdots p_K]^T$ and the dual uplink power $\mathbf{q} \triangleq [q_1 \cdots q_K]^T$, respectively. We first apply a scaled softmax function $\text{softmax}_P(\mathbf{z}) = \frac{e^{P \mathbf{z}}}{\sum_i e^{P \mathbf{z}_i}}, \forall i \in K$ and $\mathbf{z} \triangleq [z_1, \ldots, z_K] \in \mathbb{R}^K$ to individual $\mathbf{u}_k$ and $\mathbf{u}_q$ for obtaining feasible $\mathbf{p}$ and $\mathbf{q}$ such that $\sum_{k \in K} p_k = \sum_{k \in K} q_k = P$ (See Fig. 1). Then, we retrieve the beamforming vector $\mathbf{v}_{\text{FL},k}$ of the FL method from the optimal beam structure in [6]. Finally, the DNN mapping of the FL approach can be expressed by $\mathbf{v}_{\text{FL}} = \mathcal{F}_{\text{FL}}(\mathbf{x}_0; \Theta_{\text{FL}})$ with a parameter set $\Theta_{\text{FL}}$ and the resulting beamforming $\mathbf{v}_{\text{FL}} = [\mathbf{v}_{\text{FL},1}^T \cdots \mathbf{v}_{\text{FL},K}^T]^T$ whose output activation becomes an integration of the softmax and the beam recovery operation (6). The FL would require more computation in the output activation than the DBL approach due to the matrix inversion in (6).

### C. Simplified Feature Learning

We propose a simplified method that further reduces the output dimension of the FL. A key idea is to construct a DNN which can recovers the dual uplink power variable $\mathbf{q}$ from the downlink power variable $\mathbf{p}$. In [11], it has been revealed that the power vectors achieving a certain SINR target $\text{SINR}_k(v) \geq \gamma_k, \forall k \in K$, are expressed as [6] with $\mathbf{p} = \sigma^2 \mathbf{Q}^{-1} \mathbf{1}_K$ and $\mathbf{q} = \sigma^2 (\mathbf{Q}^{-1})^{-1} \mathbf{1}_K$, where $\mathbf{1}_m$ stands for an all-one vector of length $m$ and the $(k,j)$-th element $[\mathbf{Q}]_{kj}$ of the matrix $\mathbf{Q} \in \mathbb{R}^{K \times K}$ is given by

$$[\mathbf{Q}]_{kj} = \begin{cases} \frac{1}{\sqrt{p_j}} |h_k^H d_k|^2, & k = j, \\ \frac{1}{\sqrt{p_j}} |h_k^H d_j|^2, & k \neq j, \end{cases}$$

with $d_k$ defined in [6]. The off-diagonal element $|h_k^H d_j|^2$ of the matrix $\mathbf{Q}$ corresponds to the normalized inter-user interference at UE $k$ stemmed from UE $j$. With the optimal beam structure $\mathbf{v}_{\text{FL}}$, the interference power goes to zero since the zero-forcing (ZF) transmission becomes a near-optimal solution for the sum rate maximization $\mathbf{1}$. This motivates us to employ an approximation $\mathbf{Q} \approx \mathbf{I}_K$, leading to $\mathbf{p} = \sigma^2 \mathbf{Q}^{-1} \mathbf{1}_K \approx \sigma^2 (\mathbf{Q}^{-1})^{-1} \mathbf{1}_K = \mathbf{q}$. Based on this observation, we provide a SFL approach which only learns the downlink power vector $\mathbf{p}$. Compared to the FL that finds $2K$ variables for both the uplink and downlink powers, the output dimension of the SFL becomes only $K$, which would lead to a more efficient training procedure. The scaled softmax function $\text{softmax}_P(\mathbf{z})$ is applied to the output layer to yield a feasible $\mathbf{p}$ satisfying $\sum_{k \in K} p_k = P$. Then, the beamforming vector $\mathbf{v}_{\text{SFL},k}$ of the SFL method is obtained by substituting $\mathbf{q} = \mathbf{p}$ into [6]. Similar to the FL, the output activation of the SFL strategy is determined by the scaled softmax followed by the beam computation [6]. The resulting DNN for the SFL is denoted by $\mathbf{v}_{\text{SFL}} = \mathcal{F}_{\text{SFL}}(\mathbf{x}_0; \Theta_{\text{SFL}})$ with $\mathbf{v}_{\text{SFL}} = [\mathbf{v}_{\text{SFL},1}^T \cdots \mathbf{v}_{\text{SFL},K}^T]^T$. 

$f_i(\cdot)$, dimension $N_i$, and the number of the hidden layers $L$. In the case of the hidden layers, these hyper-parameters are, in general, selected via trial-and-error processes based on the validation performance [3].
D. Training and Implementation

We discuss the training process of the proposed DL methods. It is worth noting that all the learning techniques presented in the previous sections are carefully designed to meet the sum power constraint (3). Applying $\mathcal{V}(\mathbf{h}, P) = \mathcal{F}_S(\mathbf{x}_0; \Theta_S)$ to (2) for each scheme $S \in \{\text{DBL, FL, SFL}\}$, an unconstrained training problem can be formulated as

$$\max_{\Theta_S} \mathbb{E}_{\mathbf{h}, P} \left[ \sum_{k \in \mathcal{K}} \log_2 \left( 1 + \text{SINR}_k(\mathcal{F}_S(\mathbf{x}_0; \Theta_S)) \right) \right].$$

(8)

The optimization variable is now transformed into the DNN parameter $\Theta$. The solution of (8) can be obtained by the state-of-the-art mini-batch stochastic gradient decent (SGD) algorithms, e.g., the Adam algorithm [12]. At the $n$-th iteration of the SGD algorithm, the DNN parameter is updated as

$$\Theta_S^{[n]} = \Theta_S^{[n-1]} + \eta \mathbb{E}_{\mathbf{h}} \left[ \sum_{k \in \mathcal{K}} \nabla_{\Theta_S} \log_2 \left( 1 + \text{SINR}_k(\mathcal{F}_S(\mathbf{x}_0; \Theta_S^{[n-1]})) \right) \right],$$

(9)

where $\nabla_{\mathbf{z}} f(\mathbf{z})$ indicates the gradient of a function $f(\mathbf{z})$ with respect to $\mathbf{z}$, $\Theta_S^{[n]}$ stands for the DNN parameter at the $n$-th iteration, $\eta > 0$ is the learning rate, $\mathcal{B}$ denotes the mini-batch containing $B$ independent samples of the DNN input $(\mathbf{h}, P)$. In practice, the state-of-art DL libraries, e.g., Tensorflow and Pytorch, numerically calculate the gradient in (9) through the backpropagation algorithm [13] based on the chain rule. The training strategy in (9) does not require labels for the input feature $(\mathbf{h}^T, P)^T$, i.e., the prior knowledge regarding the beamforming solution. Therefore, the proposed DL approaches can be viewed as the unsupervised learning framework where the DNNs are trained to directly maximize the average sum rate performance, but not to memorize existing solution as in the supervised learning method [5]. Note that the training is performed in the offline domain by collecting numerous training samples in advance. The real-time inference of the trained DNN is simply carried out by the linear matrix multiplications (4) with the trained DNN parameter stored into memory units of the BS.

Next, we discuss the computational complexity of three different DL designs, focusing on the testing process performed in the online domain. The forward pass computations at the BS and UE $k$, $d_0 = 30$ m equals the reference distance, and $\alpha = 3$ indicates the path-loss exponent. Since the additive noise variance is set to unity, the SNR is defined as $P$. We consider both FNN and CNN structures for the DNN construction. The FNN has $L = 5$ fully-connected hidden layers with a rectified linear unit (ReLU) activation $f(z) = \max(0, z)$ and output dimension 320. On the other hand, the CNN is designed as an integration of three convolutional layers with 60 kernels of size $3 \times 3$ and subsequent two fully-connected layers with the output dimension 320. The Adam algorithm is adopted with the learning rate $\eta = 10^{-3}$ and the mini-batch size $10^4$. Each mini-batch contains independently generated CSI as well as the unbalanced samples from the uniformly distributed transmit power $P \in \{0 \ \text{dB}, 5 \ \text{dB}, \ldots, 30 \ \text{dB}\}$. The batch normalization [14] follows each layer to accelerate training processes. The sum rate performance is evaluated over $10^3$ test samples. The training is implemented with Tensorflow on a PC equipped with an Intel I7-7700K CPU, 64 GB of RAM, a Titan XP GPU.

We first focus on the FNN structure to verify the effectiveness of the proposed universal DL approach. Fig. 2(a) depicts the average sum rate performance of the proposed DL schemes with $M = K = 4$ and $M = K = 6$. As a benchmark, a locally optimum performance is plotted by employing the WMMSE algorithm [2]. We also exhibit the performance of the MRT and the ZF transmission strategies with the optimized transmit power. Unlike the benchmark schemes that should be executed for each $P$, a more efficient implementation is possible for the proposed DL methods since they can be applied universally to all simulated range of $P$. Nevertheless, the proposed FL and SFL approaches achieve the almost identical performance to the WMMSE solution. In contrast, the performance of the DBL method degrades especially in the high SNR regime, proving the advantages of the data-driven learning strategy for the model-based DNN structure (6). The gap between the FL and the SFL is negligible for all SNR range. This implies that the approximation $\Omega \approx \Omega^2$ exploited for the SFL approach is effective for extracting useful features to construct the near-optimal beamforming solution.

To see the impact of the universality of the proposed DL approach, Fig. 3 presents the average sum rate performance

### Table I: Average Sum Rate Performance [bps/Hz].

|       | DBL | FNN | CNN | FL | CNN | SFL | CNN |
|-------|-----|-----|-----|----|-----|-----|-----|
| $P = 0$ dB | 1.20 | 1.17 | 1.23 | 1.23 | 1.23 | 1.23 |
| $P = 10$ dB | 3.95 | 3.81 | 4.13 | 4.15 | 4.14 | 4.14 |
| $P = 20$ dB | 8.37 | 8.21 | 9.83 | 9.86 | 9.82 | 9.85 |
| $P = 30$ dB | 12.47 | 12.84 | 18.37 | 18.35 | 18.37 | 18.43 |

![Figure 2: Average sum rate with respect to $P$.](image)

(a) $M = K = 4$

(b) $M = K = 6$
Table II: Average CPU Runtime [sec].

(a) $M = K = 4$

| DBL | FNN | CNN | FL | SFL | WMMSE |
|-----|-----|-----|----|-----|--------|
|     | 1.95e-4 | 1.161e-3 | 4.139e-4 | 1.39e-5 | 4.074e-4 | 4.139e-4 |
|     | 4.074e-4 | 1.385e-3 | 4.519e-3 | 2.601e-3 |

(b) $M = K = 6$

| DBL | FNN | CNN | FL | SFL | WMMSE |
|-----|-----|-----|----|-----|--------|
|     | 2.661e-4 | 2.901e-3 | 3.532e-4 | 2.816e-3 | 2.816e-3 | 5.347e-3 |
|     | 3.476e-2 | 2.120e-3 | 6.341e-3 | 5.971e-3 |

Figure 3: Impact of the proposed universal DL approach.

As expected, both for the FNN and CNN, the DBL approach requires the lowest running time than other DL schemes. The WMMSE algorithm requires more time for convergence as $P$ gets larger, whereas the computation times of the proposed DL methods do not depend on $P$. Such a very important interpretation is observed equally regardless of the numbers of BS antennas and UEs.

V. CONCLUSION

This letter has studied a DL approach to optimize the beamforming vector that can be universally applicable for arbitrarily given power budget at the BS. To this end, the transmit power constraint at the BS has been exploited as side information so that the DNNs can efficiently learn the intractable mapping from the power budget to the optimal beamforming. Three different DNN structures have been presented. Numerical results have confirmed the advantages of the proposed universal DNN approach over conventional schemes.
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