ENHANCED FINITE TRIANGULATED CATEGORIES

FERNANDO MURO

Universidad de Sevilla, Facultad de Matemáticas, Departamento de Álgebra, Avda. Reina Mercedes s/n, 41012 Sevilla, Spain (fmuro@us.es)

URL: https://personal.us.es/fmuro

(Received 6 May 2019; revised 11 May 2020; accepted 15 May 2020; first published online 18 June 2020)

Abstract We give a necessary and sufficient condition for the existence of an enhancement of a finite triangulated category. Moreover, we show that enhancements are unique when they exist, up to Morita equivalence.

Keywords: Triangulated category; A-infinity category; Hochschild cohomology; spectral sequence; obstruction theory

2010 Mathematics subject classification: Primary 18E30
Secondary 16E40; 18G40; 55S35

Contents

1 Hochschild cohomology
2 The Gerstenhaber square in the kernel
3 The Euler derivation
4 Hochschild cohomology of weakly stable graded categories
5 Hochschild–Tate cohomology
6 Edge units
7 Lifting edge units
8 Enhancements
9 Enhanced triangulated structures and edge units

References
Introduction

Let us fix a perfect ground field $k$. Recall that a field $k$ is perfect if $\text{char}(k) = 0$ or if $\text{char}(k) = p$ and any element in $k$ has a $p$th root, e.g. finite and algebraically closed fields, but not function fields in positive characteristic. A (linear) additive category $\mathcal{T}$ is finite if it is idempotent complete, $\dim \mathcal{T}(X,Y) < \infty$ for any pair of objects $X,Y \in \mathcal{T}$, and there are finitely many indecomposables up to isomorphism. Such a category is essentially small and satisfies the Krull–Remak–Schmidt property, i.e. any object decomposes as a finite direct sum of indecomposables with local endomorphism algebra in an essentially unique way. If $X \in \mathcal{T}$ is a basic additive generator, consisting of a direct sum of one indecomposable for each isomorphism class, then $\mathcal{T}(X,-) : \mathcal{T} \to \text{proj}(\Lambda)$ is an equivalence onto the category of finitely generated projective right $\Lambda$-modules for $\Lambda = \mathcal{T}(X,X)$, which is a basic algebra. Conversely, $\text{proj}(\Lambda)$ is finite for any finite-dimensional basic algebra $\Lambda$. Here, basic means that, as a right module, $\Lambda$ decomposes as $\Lambda = P_1 \oplus \cdots \oplus P_n$, where each $P_i$ is indecomposable and $P_i \ncong P_j$ for $i \neq j$. Any finite-dimensional algebra is Morita equivalent to a basic one, which is unique up to isomorphism.

Finite triangulated categories arise commonly in representation theory, and have been thoroughly studied from that viewpoint [1, 29, 62]. If $\mathcal{T}$ admits a triangulated structure, then $\Lambda$ is a Frobenius algebra. Indeed, Freyd [21] showed that projective objects in the category $\text{mod}(\Lambda)$ of finitely presented right $\Lambda$-modules are injective. Therefore, the Baer criterion [30, Lemma 3.7] proves that $\Lambda$ is self-injective, so it is Frobenius since it is basic [54, Proposition 3.9].

In this paper, we care about enhancements. An enhanced triangulated category is just a DG-category $\mathcal{A}$. Its underlying triangulated category is $D^c(\mathcal{A})$, the derived category of compact objects. An enhanced triangulated structure on $\mathcal{T}$ consists of a DG-category $\mathcal{A}$ and an equivalence $D^c(\mathcal{A}) \simeq \mathcal{T}$. We may want to incorporate the suspension functor $\Sigma : \mathcal{T} \to \mathcal{T}$ to the picture. The pair $(\mathcal{T}, \Sigma)$ has an enhanced triangulated structure if there is an equivalence $D^c(\mathcal{A}) \simeq \mathcal{T}$, which commutes with the suspension functors up to natural isomorphism. Recall that two DG-categories $\mathcal{A}$ and $\mathcal{B}$ are Morita equivalent if there is a DG-functor $\mathcal{A} \to \mathcal{B}$ such that the induced functor $D^c(\mathcal{A}) \to D^c(\mathcal{B})$ is an equivalence, or a zig-zag of such DG-functors connecting both.

Our main result is the following theorem, where $\Lambda^e$ denotes the enveloping algebra of $\Lambda$.

**Theorem.** Let $\mathcal{T} \simeq \text{proj}(\Lambda)$ be a finite category over a perfect field $k$ with $\Lambda$ a basic Frobenius algebra:

1. $\mathcal{T}$ has an enhanced triangulated structure if and only if the third syzygy $\Omega^3_{\Lambda^e}(\Lambda)$ is stably isomorphic to an invertible $\Lambda$-bimodule.

2. The possible suspension functors $\Sigma : \mathcal{T} \to \mathcal{T}$ such that $(\mathcal{T}, \Sigma)$ admits an enhanced triangulated structure are $\Sigma \cong - \otimes_{\Lambda} I$, where $I$ is an invertible $\Lambda$-bimodule whose inverse is stably isomorphic to $\Omega^3_{\Lambda^e}(\Lambda)$.

3. If $\Sigma$ is as above, any two enhancements of $(\mathcal{T}, \Sigma)$ are Morita equivalent.
Most triangulated categories appearing in the literature are born with an enhancement. This theorem is still interesting for finite triangulated categories for which an enhancement is known since it shows uniqueness up to Morita equivalence. The stable category \( \text{mod}(A) \) of finite-dimensional modules over a self-injective finite-dimensional algebra \( A \) of finite representation type fits in this framework, e.g. \( A = k[x]/(x^n) \). Over an algebraically closed field, these algebras were classified by Riedtmann [44–46]. Over an arbitrary field, there are even more examples, and the general picture is yet unknown; see e.g. [10]. Also, the stable category \( \text{MCM}(A) \) of maximal Cohen–Macaulay modules over a commutative complete local algebra \( A \) of finite Cohen–Macaulay representation type fits here [29, §2], e.g. \( A = k[[x, y]]/(y^2 + x^n) \) when \( n \) is odd and \( k \) is algebraically closed [63, Proposition 5.11].

This theorem also applies to the non-standard finite \( 1 \)-Calabi–Yau categories defined in [1] from deformed preprojective algebras of generalized Dynkin type over an algebraically closed field of characteristic 2 [7, Theorem 1.3], [6, Corollary]. So far, these categories were only known to be triangulated in the ordinary sense; no enhancements were known (except for those of type \( \mathbb{L}_n \) [8, Theorems 2 and 3]), but (1) shows that an enhancement indeed exists. The simplest of these examples, of Dynkin type \( \mathbb{D}_4 \), is the algebra \( \Lambda \) obtained as the quotient of the path algebra of the quiver

\[
\begin{array}{c}
0 \\
\downarrow a_0 \\
\downarrow \tilde{a}_0 \\
\downarrow a_1 \\
1 \\
\end{array}
\begin{array}{c}
2 \\
\leftrightarrow a_2 \\
\leftrightarrow \tilde{a}_2 \\
3 \\
\end{array}
\]

over an algebraically closed field of characteristic 2 by the two-sided ideal generated by the following five elements

\[
\tilde{a}_0a_0, \quad \tilde{a}_1a_1, \quad a_2\tilde{a}_2, \quad a_0\tilde{a}_0 + a_1\tilde{a}_1 + \tilde{a}_2a_2 + a_1\tilde{a}_1a_0\tilde{a}_0, \quad a_0\tilde{a}_0a_1\tilde{a}_1 + a_1\tilde{a}_1a_0\tilde{a}_0.
\]

There are infinitely many known examples of this kind associated to the Dynkin quivers \( \mathbb{D}_n, n \geq 4 \), \( \mathbb{E}_7 \), and \( \mathbb{E}_8 \). There may actually be many more, even in characteristic \( \neq 2 \), since deformed preprojective algebras associated to these quivers are not yet classified.

If \( \Lambda \) is connected, in the sense that it is not a product of two non-trivial algebras, and not separable, we prove that if \( \mathcal{T} \) has an enhanced triangulated structure, then there is an essentially unique suspension functor in (2); so by (3), the enhancement of \( \mathcal{T} \) is unique up to Morita equivalence (Proposition 9.8). Deformed preprojective algebras of generalized Dynkin type fit in this family, e.g. the example above.

If \( k \) is algebraically closed, \( \Lambda \) is connected, \( \mathcal{T} \) is standard, i.e. equivalent to the mesh category of its Auslander–Reiten quiver, and we know that an enhancement exists, then (3) was established in [28], and was already implicit in [1], where all possible such \( \Lambda \) are classified. The simplest of these examples is the algebra of dual numbers \( \Lambda = k[x]/(x^2) \), and more generally, the algebra whose representations are periodic chain complexes of any fixed period.

Non-standard examples are not classified, even over algebraically closed fields. Apart from the aforementioned ones, we have the deformed mesh algebras of type \( \mathbb{B}_n, n \geq 3 \), also
in characteristic 2; see [18, Example 9.1]. We do not know any examples in characteristic \( \neq 2 \). The claimed examples in characteristic 3 in [9] are flawed since the deformations do not satisfy the admissibility condition for the quivers \( \mathbb{E}_n, n = 6, 7, 8 \), described in [18]. Nevertheless, there are non-standard Frobenius algebras in arbitrary characteristic [53, §4.12], so there may be many non-standard examples yet to be discovered.

Disconnected examples are also interesting because we can play with different suspension functors. For instance, \( \Lambda = k^n \) satisfies (1) for all \( n \geq 1 \) because it is separable. In this case, \( \mathcal{T} \) is the \( n \)-fold power of the category \( \text{mod}(k) \) of finite-dimensional vector spaces. Moreover, the enveloping algebra of \( \Lambda \) is \( k^{2n} \), which is semi-simple; hence \( \Sigma \) can be the tensor product with an arbitrary invertible \( \Lambda \)-bimodule, by (2). In this case, this is the same as saying that \( \Sigma \) can be any permutation of \( n \) elements, regarded as an automorphism of \( \mathcal{T} = \text{mod}(k)^n \) in the obvious way; see [11, Proposition 3.8]. By (3), the pair \( (\mathcal{T}, \Sigma) \) has a unique \( k \)-linear enhancement up to Morita equivalence. If \( \Sigma \) is the cyclic permutation, then \( (\mathcal{T}, \Sigma) \) cannot be decomposed as a non-trivial product, i.e. it is connected as a pair. This is actually the triangulated category considered in [47, Example] when \( n > 0 \) is even and \( k = \ell(x_1, \ldots, x_{n+1}) \) is a function field on \( n + 1 \) variables (which is perfect in characteristic 0). In that paper, the authors show that this particular \( (\mathcal{T}, \Sigma) \) has non-Morita equivalent enhancements over \( \ell \). We deduce that only one of them can be defined over \( k \) as per (3).

Hanihara [22, Theorem 1.2] proved recently that, under the assumptions of the previous theorem, \( \mathcal{T} \) admits an ordinary triangulated structure if and only if \( \Omega^3_{\Lambda^e}(\Lambda) \) is stably isomorphic to an invertible \( \Lambda \)-bimodule; see also [11, Proposition 3.8]. He actually did not use the octahedral axiom at all. Hence, we deduce that \( \mathcal{T} \) admits an ordinary triangulated structure in the sense of Puppe [43] if and only if it admits an enhanced triangulated structure. Beware that the underlying ordinary triangulated structure of the latter need not coincide with the former. Therefore there may be finite triangulated categories over a perfect field without enhancements (there may even be finite Puppe triangulated categories not satisfying the octahedral axiom!). It would be interesting to know whether this can really happen.

There are many Frobenius algebras that do not satisfy (1) in the previous theorem. Nakayama algebras yield a whole family of examples (Proposition 9.9). Among these, the simplest are \( \Lambda = k[x]/(x^n), n > 2 \).

Theorems on uniqueness of enhancements exist in the literature for triangulated categories coming from algebraic geometry [14, 32] or algebraic topology [49, 50, 52]. Nevertheless, enhancements are in general not unique when they exist; see [26, 47, 48] for some algebraic examples and [20], [49, §2.1], [41, 42] for topologically flavored examples.

Despite our main result looking very algebraic, some crucial proofs in this paper use homotopy theory. Sets of enhancements appear as connected components of homotopical moduli spaces of enhancements. Some of our papers on the homotopy theory of operads from the past years were developed with this paper’s main result in mind. Here we use them together with some Hochschild cohomology computations.

The main theorem is proved at the end as Corollary 9.6. The claim in the connected but not separable case is Proposition 9.8.
Standing assumptions and notation

Throughout this paper, we will work over a fixed ground field \( k \), which acts everywhere. In particular, all categories are assumed to be \( k \)-linear, except for few clear exceptions. The tensor product over \( k \) will simply be denoted by \( \otimes \), unless otherwise indicated. In our main results, we need \( k \) to be perfect. We will make explicit this assumption when needed. It will be a standing assumption in Sections 6, 7, and 9. Whenever we have a finite category \( \mathcal{T} \), \( \Lambda \) will denote the endomorphism algebra of a basic additive generator, as above. We will often work with graded objects, such as graded vector spaces, graded algebras, graded categories, etc. This means \( \mathbb{Z} \)-graded, and the Koszul sign rule will be in place. We will also work with bigraded and, occasionally, trigraded objects. Algebras will be regarded as categories with only one object. We will often work with modules over small categories \( C \), rather than just algebras. We refer to \([2, 55]\) for basic homological algebra in this context.

We will denote the Grothendieck abelian category of right \( C \)-modules by \( \text{Mod}(C) \), and \( \text{mod}(C) \) will be the full subcategory of finitely presented objects. If \( C \) is graded, then we will actually consider the graded categories of graded modules. For \( C \) ungraded, modules will also be ungraded, except when explicitly stated otherwise. For a Frobenius algebra \( \Lambda \), we will also consider the stable module categories \( \text{Mod}(\Lambda) \) and \( \text{mod}(\Lambda) \), obtained by quotienting out maps factoring through a projective–injective object. Left modules are the same as right modules over the opposite category \( C^{\text{op}} \), and bimodules are right modules over the enveloping category \( C^e = C \otimes C^{\text{op}} \). Further notation and conventions will be introduced the first time we use them.

1. Hochschild cohomology

The Hochschild cohomology of a graded category \( \mathcal{C} \) with coefficients in a \( \mathcal{C} \)-bimodule \( M \) is

\[
\text{HH}^{\bullet, \star}(\mathcal{C}, M) = \text{Ext}^{\bullet, \star}_{\mathcal{C}}(\mathcal{C}, M).
\]

Here \( \star \) is the Hochschild or horizontal degree, the length of the extension, and \( \star \) is the internal or vertical degree, coming from the fact that the category of \( \mathcal{C} \)-bimodules is graded. The total degree is the sum of both. We will denote by \( |x| \) the degree of an element \( x \) in a singly graded object or the total degree of an element in a bigraded object; horizontal and vertical degrees will be denoted by \( |x|_h \) and \( |x|_v \), respectively.

Hochschild cohomology can be computed as the cohomology of the Hochschild cochain complex \( C^{\bullet, \star}(\mathcal{C}, M) \), given by

\[
C^{n, \star}(\mathcal{C}, M) = \prod_{X_0, \ldots, X_n \in \mathcal{C}} \text{Hom}_{\mathcal{C}}^\star(X_1, X_0) \otimes \cdots \otimes \mathcal{C}(X_n, X_{n-1}), M(X_n, X_0),
\]

with bidegree \((1, 0)\) differential

\[
d(\varphi)(f_1, \ldots, f_{n+1}) = (-1)^{|\varphi|_v |f_1|} f_1 \cdot \varphi(f_2, \ldots, f_{n+1})
\]

\[
+ \sum_{i=1}^{n} (-1)^i \varphi(\ldots, f_i f_{i+1}, \ldots) + (-1)^{n+1} \varphi(f_1, \ldots, f_n) \cdot f_{n+1}.
\]
This complex arises from the bar projective resolution $B_\ast(C)$ of $C$ as a $C$-bimodule, called standard complex in [33, §17]. It is given by

$$B_n(C) = \bigoplus_{X_0, \ldots, X_n \in \mathcal{C}} \mathcal{C}(X_0, -) \otimes \mathcal{C}(X_1, X_0) \otimes \cdots \otimes \mathcal{C}(X_n, X_{n-1}) \otimes \mathcal{C}(-, X_n),$$

with differential

$$d(f_0 \otimes \cdots \otimes f_{n+1}) = \sum_{i=0}^{n} (-1)^i \cdots \otimes f_i f_{i+1} \otimes \cdots$$

and augmentation

$$\varepsilon : B_\ast(C) \longrightarrow \mathcal{C}, \quad \varepsilon(f_0 \otimes f_1) = f_0 f_1.$$

We will now describe the algebraic structure on Hochschild cohomology, following the sign conventions in [39, §1]. Therein, we define the Hochschild complex of $C$ by using the endomorphism operad of the suspension of the graded vector space (with several objects) underlying $C$. In this section, we do not suspend (nor we use the language of operads, although it is implicit). Therefore, some formulas here have extra signs coming from the well-known operadic suspension as recalled in [36, Definition 2.4 and Remark 2.5].

Given two $C$-bimodules $M$ and $N$, we have the cup-product operation,

$$\cup : C^{p,q}(\mathcal{C}, M) \otimes C^{s,t}(\mathcal{C}, N) \longrightarrow C^{p+s,q+t}(\mathcal{C}, M \otimes C N),$$

which is a map of bigraded complexes defined by the following formula,

$$(\varphi \cup \psi)(f_1, \ldots, f_{p+s}) = (-1)^{\sum_{i=1}^{p} |f_i|} \varphi(f_1, \ldots, f_p) \otimes \psi(f_{p+1}, \ldots, f_{p+s}).$$

This operation comes from the differential graded comonoid structure of $B_\ast(C)$ in the category of $C$-bimodules defined by the comultiplication

$$\Delta : B_\ast(C) \longrightarrow B_\ast(C) \otimes \otimes B_\ast(C),$$

$$\Delta(f_0 \otimes \cdots \otimes f_{n+1}) = \sum_{i=0}^{n} \left(f_0 \otimes \cdots \otimes f_i \otimes 1_{X_i} \otimes (1_{X_i} \otimes f_{i+1} \otimes \cdots \otimes f_{n+1})\right).$$

The counit is the augmentation $\varepsilon$. The induced cup product on Hochschild cohomology will be denoted in the same way. If $M$ is a monoid in the category of $C$-bimodules, then the cup product induces a differential bigraded algebra structure on $C^{*,*}(\mathcal{C}, M)$ and a bigraded algebra structure on $HH^{*,*}(\mathcal{C}, M)$. The main example is $M = \mathcal{C}$ itself, the tensor unit in $\mathcal{C}$-bimodules. The cup product is bigraded commutative in $HH^{*,*}(\mathcal{C}, \mathcal{C})$, satisfying the Koszul sign rule with respect to both degrees separately. If we tweak the differential and the cup product in the following way,

$$d'(\varphi) = (-1)^{|\varphi|_e} d(\varphi),$$

$$\varphi \cdot \psi = (-1)^p \varphi \cup \psi,$$

then the product becomes a map of complexes at the cochain level, and graded commutative in $HH^{*,*}(\mathcal{C}, \mathcal{C})$, all with respect to the total degree. Actually, this dot
product and $d'$ correspond to the cup product and the differential used in [39]. Therefore, the bigraded commutativity of the cup product in $\text{HH}^{p,q}(\mathcal{C}, \mathcal{C})$, as defined here, follows formally from the graded commutativity of the dot product with respect to the total degree, checked in [39], by purely formal reasons; compare [40, Remark 2.8].

The Gerstenhaber bracket endows $\text{C}^{*,*}(\mathcal{C}, \mathcal{C})$ with a DG-Lie algebra structure of degree $-1$ for the differential $d'$, $$[-,-]: \text{C}^{p,q}(\mathcal{C}, \mathcal{C}) \otimes \text{C}^{s,t}(\mathcal{C}, \mathcal{C}) \to \text{C}^{p+q-1,q+t}(\mathcal{C}, \mathcal{C}).$$

It is defined as the commutator

$$[\varphi, \psi] = \varphi \bullet \psi - (-1)^{(p+q-1)(s+t-1)} \psi \bullet \varphi$$

of the pre-Lie product

$$\bullet: \text{C}^{p,q}(\mathcal{C}, \mathcal{C}) \otimes \text{C}^{s,t}(\mathcal{C}, \mathcal{C}) \to \text{C}^{p+s-1,q+t}(\mathcal{C}, \mathcal{C}) \quad (1.1)$$

given by

$$(\varphi \bullet \psi)(f_1, \ldots, f_{p+s-1}) = \sum_{i=1}^{p} (-1)^{(s-1)(p-i)+t(p-1+\sum_{j=1}^{i-1}|f_j|)} \varphi(f_1, \ldots, f_{i-1}, \psi(f_i, \ldots, f_{i+s-1}), f_{i+s}, \ldots, f_{p+s-1}).$$

If $m_2 \in \text{C}^{2,0}(\mathcal{C}, \mathcal{C})$ denotes the composition in $\mathcal{C}$, then $d' = [m_2, -]$. This pre-Lie product corresponds to the brace operation $\varphi[\psi]$ in [39].

The square of the pre-Lie product

$$\text{Sq}(\varphi) = \varphi \bullet \varphi$$

induces in cohomology an operation, called Gerstenhaber square,

$$\text{Sq}: \text{HH}^{p,q}(\mathcal{C}, \mathcal{C}) \to \text{HH}^{2p-1,2q}(\mathcal{C}, \mathcal{C})$$

whenever $p + q$ is even or $\text{char} k = 2$.

The relations satisfied by the product, the Lie bracket, and the Gerstenhaber square in $\text{HH}^{*,*}(\mathcal{C}, \mathcal{C})$ are as follows:

$$(x \cdot y) \cdot z = x \cdot (y \cdot z),$$

$$x \cdot y = (-1)^{|x||y|} y \cdot x,$$

$$[x, y] = -(-1)^{(|x|-1)(|y|-1)} [y, x],$$

$$[x, x] = 0, \quad |x| \text{ odd},$$

$$[x, [y, z]] = [[x, y], z] + (-1)^{(|x|-1)(|y|-1)} [y, [x, z]],$$

$$[x, [x, x]] = 0, \quad |x| \text{ even},$$

$$[x, y \cdot z] = [x, y] \cdot z + (-1)^{|x|-1|y|} y \cdot [x, z],$$

$$\text{Sq}(x + y) = \text{Sq}(x) + \text{Sq}(y) + [x, y], \quad |x|, |y| \text{ even or } \text{char} k = 2,$$

$$\text{Sq}(x \cdot y) = \text{Sq}(x) \cdot y^2 + x \cdot [x, y] \cdot y + x^2 \cdot \text{Sq}(y), \quad \text{idem},$$
Let $\text{Proposition 2.1}$. We call this algebraic structure a \textit{Gerstenhaber algebra} (usually only the product, the Lie bracket, and a subset of relations are required). The relations show that

$$2 \cdot \text{Sq}(x) = [x, x]$$

whenever the Gerstenhaber square is defined. The Gerstenhaber square and the relations where it appears are redundant if $\text{char } k \neq 2$.

The bivariant functoriality of Hochschild cohomology can be described as in [34]. A graded functor $F : \mathcal{D} \to \mathcal{C}$ and a $\mathcal{C}$-bimodule morphism $\tau : N \to M$ induce morphisms on Hochschild cochain complexes that we denote

$$F^* : \text{C}^{*,*}(\mathcal{C}, N) \to \text{C}^{*,*}(\mathcal{D}, M(F, F)), \quad F^*(\varphi)(g_1, \ldots, g_n) = \varphi(F(g_1), \ldots, F(g_n));$$

$$\tau_* : \text{C}^{*,*}(\mathcal{C}, N) \to \text{C}^{*,*+|\tau|}(\mathcal{C}, M), \quad \tau_*(\varphi)(f_1, \ldots, f_n) = \tau(\varphi(f_1, \ldots, f_n)).$$

The induced morphisms on Hochschild cohomology, denoted in the same way,

$$F^* : \text{HH}^{*,*}(\mathcal{C}, M) \to \text{HH}^{*,*}(\mathcal{D}, M(F, F)),$$

$$\tau_* : \text{HH}^{*,*}(\mathcal{C}, N) \to \text{HH}^{*,*+|\tau|}(\mathcal{C}, M),$$

satisfy $F^* \tau_* = \tau(F, F)_* F^*$. These induced morphisms are compatible with the cup product in the obvious way, actually at the cochain level. Hochschild cohomology is \textit{Morita invariant}, i.e. $F^*$ is an isomorphism for any coefficient bimodule provided $F$ induces an equivalence of categories $\text{Mod}(\mathcal{C}) \simeq \text{Mod}(\mathcal{D})$.

Ungraded objects are graded objects concentrated in degree 0. An ungraded category $\mathcal{C}$ has graded and ungraded modules and bimodules. If $\mathcal{C}$ is an ungraded category and $M$ is a graded $\mathcal{C}$-bimodule, then graded and ungraded Hochschild cohomologies are related by the following obvious formula,

$$\text{HH}^{p-q}(\mathcal{C}, M) = \text{HH}^{p}(\mathcal{C}, M^q).$$

2. \text{The Gerstenhaber square in the kernel}

In this short section, we prove that the Gerstenhaber square operation restricts to the kernel of any morphism induced by a graded functor.

\text{Proposition 2.1}. Let $F : \mathcal{D} \to \mathcal{C}$ be a graded functor. If $x \in \text{HH}^{*,*}(\mathcal{C}, \mathcal{C})$ is in the kernel of $F^* : \text{HH}^{*,*}(\mathcal{C}, \mathcal{C}) \to \text{HH}^{*,*}(\mathcal{D}, \mathcal{C}(F, F))$ and $|x|$ is even or $\text{char } k = 2$, then $F^*(\text{Sq}(x)) = 0$ too.

Given a graded functor $F : \mathcal{D} \to \mathcal{C}$, we can define an operation

$$\bullet : \text{C}^{p,q}(\mathcal{C}, \mathcal{C}) \otimes \text{C}^{q,t}(\mathcal{D}, \mathcal{C}(F, F)) \to \text{C}^{p+s-1,q+t}(\mathcal{D}, \mathcal{C}(F, F))$$

by essentially the same formula as the pre-Lie product in (1.1),

$$(\varphi \bullet \psi)(g_1, \ldots, g_{p+s-1}) = \sum_{i=1}^{p} (-1)^{(s-1)(p-i)+t(p-1+\sum_{j=1}^{i-1}|g_j|)} \varphi(F(g_1), \ldots, F(g_{i-1}), \psi(g_i, \ldots, g_{i+s-1}), F(g_{i+s}), \ldots, F(g_{p+s-1})).$$
We recover (1.1) for \( F \) the identity. This new operation and the pre-Lie product are clearly related by the formula

\[
F^*(\varphi \cdot \varphi') = \varphi \cdot F^*(\varphi').
\]

The proof of the previous proposition is based on the following formula, which is a slight generalization of [39, (1.4)].

Lemma 2.2. Given \( \varphi \in C^{*,*}(\mathcal{C}, \mathcal{C}) \) and \( \psi \in C^{*,*}(\mathcal{D}, \mathcal{C}(F, F)) \), the following formula holds,

\[
F^*(\varphi) \cdot \psi - (-1)^{|\varphi||\psi|} \psi \cdot F^*(\varphi) = (-1)^{|\varphi|} d'(\varphi \cdot \psi) - d'(\varphi) \cdot \psi + (-1)^{|\varphi|} \varphi \cdot d'(\psi).
\]

The proof of this lemma is straightforward but rather tedious; hence we omit it.

Proof of Proposition 2.1. Let \( \varphi \in C^{*,*}(\mathcal{C}, \mathcal{C}) \) be a representative of \( x \), so \( d'(\varphi) = 0 \). Since \( F^*(x) = 0 \), there exists \( \psi \in C^{*,*}(\mathcal{D}, \mathcal{C}(F, F)) \) with \( F^*(\varphi) = d'(\psi) \). If \( x \) has even total degree, so does \( \varphi \). Therefore \(|\psi|\) is odd, and the Leibniz rule for \( d' \) together with the formula in Lemma 2.2 yields

\[
d'(\psi \cdot \psi) = F^*(\varphi) \cdot \psi - \psi \cdot F^*(\varphi) = d'(\varphi \cdot \psi) + \varphi \cdot F^*(\varphi).
\]

Hence, the cohomology class of \( \varphi \cdot F^*(\varphi) = F^*(\varphi \cdot \varphi) \) is trivial. The same formula proves the result in \( \text{char} k = 2 \), where signs do not matter.

3. The Euler derivation

In this section, we recall the Euler class in Hochschild cohomology and we study its interaction with the Gerstenhaber algebra structure.

Definition 3.1. Given a graded category \( \mathcal{C} \), the Euler derivation \( \delta \in C^{1,0}(\mathcal{C}, \mathcal{C}) \) is the cochain defined as

\[
\delta(f) = |f| \cdot f, \quad f \in \mathcal{C}(X_1, X_0).
\]

If \( \mathcal{C} \) is ungraded, then \( \delta = 0 \); so everything in this section pertains to the graded setting.

Proposition 3.2. Given a Hochschild cochain \( \varphi \in C^{p,q}(\mathcal{C}, \mathcal{C}) \),

\[
[\delta, \varphi] = q \cdot \varphi.
\]

Proof. The result is a consequence of the following equations,

\[
[\delta, \varphi] = \delta \cdot \varphi - \varphi \cdot \delta,
\]

\[
(\delta \cdot \varphi)(f_1, \ldots, f_p) = \delta(\varphi(f_1, \ldots, f_p)) = \left( q + \sum_{i=1}^{p} |f_i| \right) \cdot \varphi(f_1, \ldots, f_p)
\]
\[ \varphi \cdot \delta = \sum_{i=1}^{p} \varphi(f_1, \ldots, f_{i-1}, \delta(f_i), f_{i+1}, \ldots, f_p) \]

\[ = \sum_{i=1}^{p} |f_i| \varphi(f_1, \ldots, f_p). \]

**Corollary 3.3.** The Euler derivation \( \delta \) is a Hochschild cocycle.

**Proof.** Simply note that \([m_2, \delta] = -[\delta, m_2] = 0 \cdot m_2 = 0 \) since \( m_2 \in C^{2,0}(\mathcal{C}, \mathcal{C}) \).

The **Euler class** is the Hochschild cohomology class of the Euler derivation \( \{\delta\} \in HH^{1,0}(\mathcal{C}, \mathcal{C}). \)

**Corollary 3.4.** Given \( x \in HH^{*,q}(\mathcal{C}, \mathcal{C}), \{[\delta], x\} = q \cdot x. \)

**Proposition 3.5.** If \( \text{char } k = 2 \), then \( \text{Sq}(\delta) = \delta \cdot \delta = \delta; \) hence \( \text{Sq}(\{\delta\}) = \{\delta\}. \)

It suffices to note that any integer is congruent to its square modulo 2.

**Proposition 3.6.** Given \( y \in HH^{p-1}(\mathcal{C}, \mathcal{C}) \) with \( n \) odd, and \( x \in HH^{p,q}(\mathcal{C}, \mathcal{C}) \), then

\[ y \cdot x = [y, \{\delta\} \cdot x] + \{\delta\} \cdot [y, x]. \]

**Proof.** Using Proposition 3.2 and the laws of a Gerstenhaber algebra,

\[ [y, \{\delta\}] = -[\{\delta\}, y] \quad [y, \{\delta\} \cdot x] = [y, \{\delta\}] \cdot x - \{\delta\} \cdot [y, x] \]

\[ = y, \quad = y \cdot x - \{\delta\} \cdot [y, x]. \]

**Remark 3.7.** The formula in the previous proposition shows that \( \{\delta\} \cdot - \) is a chain null homotopy for \( y \cdot - \) if we think of \([y, -]\) as a differential. If \( \text{Sq}(y) = 0 \), then \([y, -]\) is a differential and multiplication by \( y \) is a chain map since

\[ [y, [y, x]] = [\text{Sq}(y), x] = 0, \]

\[ [y, y \cdot x] = [y, y] \cdot x + y \cdot [y, x] = 2 \cdot \text{Sq}(y) \cdot x + y \cdot [y, x] = y \cdot [y, x]. \]

This observation is crucial for the proof of Theorem 9.1.

**Proposition 3.8.** The square of the Euler class vanishes,

\[ \{\delta\}^2 = 0 \in HH^{2,0}(\mathcal{C}, \mathcal{C}). \]

**Proof.** Consider the cochain \( \beta \in C^{1,0}(\mathcal{C}, \mathcal{C}) \) defined by

\[ \beta(f) = \frac{|f|(1-|f|)}{2} \cdot f, \quad f \in \mathcal{C}(X_1, X_0). \]
Enhanced finite triangulated categories

On the one hand,

\[(\delta \cdot \delta)(f_1, f_2) = \delta(f_1) \cdot \delta(f_2) = |f_1||f_2|f_1 \cdot f_2.\]

On the other hand,

\[d(\beta)(f_1, f_2) = f_1 \cdot \beta(f_2) - \beta(f_1 \cdot f_2) + \beta(f_1) \cdot f_2\]

\[= \left(\frac{|f_1|}{2}(1 - |f_1|) - \frac{(|f_1| + |f_2|)(1 - (|f_1| + |f_2|))}{2} + \frac{|f_2|(1 - |f_2|)}{2}\right) f_1 \cdot f_2\]

Hence, \(d(\beta) = \delta^2.\)

**Proposition 3.9.** Given \(x \in \text{HH}^{p,q}(\mathcal{C}, \mathcal{C})\) and \(y \in \text{HH}^{s,t}(\mathcal{C}, \mathcal{C}),\)

\[[[\delta] \cdot x, [\delta] \cdot y] = (t - q) \cdot [\delta] \cdot x \cdot y.\]

In particular, if \(\text{char } k \neq 2\) and \(p + q\) is odd, then

\[\text{Sq}([\delta] \cdot x) = 0.\]

**Proof.** The following equations, which are consequences of the laws of a Gerstenhaber algebra and Propositions 3.2 and 3.8, prove the claim,

\[[[\delta] \cdot x, [\delta] \cdot y] = [[\delta] \cdot x, [\delta]] \cdot y + (-1)^{p+q} [\delta] \cdot [[[\delta] \cdot x, y]\]

\[= - q[\delta] \cdot x \cdot y + (-1)^{p+q} [\delta] \cdot [x, y]\]

\[+ (-1)^{p+q+(p+q)(s+t-1)} [\delta] \cdot [[[\delta], y] \cdot x\]

\[= - q[\delta] \cdot x \cdot y + (-1)^{(p+q)(s+t)} t[\delta] \cdot y \cdot x\]

\[= - q[\delta] \cdot x \cdot y + t[\delta] \cdot x \cdot y.\]

**Proposition 3.10.** If \(\text{char } k = 2\) and \(x \in \text{HH}^{*,-q}(\mathcal{C}, \mathcal{C}),\) then

\[\text{Sq}([\delta] \cdot x) = (q + 1) \cdot [\delta] \cdot x^2.\]

**Proof.** Using the Gerstenhaber algebra relations together with Propositions 3.5 and 3.8 and Corollary 3.4, we obtain

\[\text{Sq}([\delta] \cdot x) = \text{Sq}([\delta]) \cdot x^2 + [\delta] \cdot [[[\delta], x] \cdot x + [\delta] \cdot \text{Sq}(x)\]

\[= [\delta] \cdot x^2 + [\delta] \cdot (q \cdot x) \cdot x\]

\[= (q + 1) \cdot [\delta] \cdot x^2.\]

4. Hochschild cohomology of weakly stable graded categories

Given an ungraded category \(\mathcal{T}\) equipped with an automorphism \(\Sigma : \mathcal{T} \to \mathcal{T},\) we can form a graded category \(\mathcal{T}_\Sigma^n\) with the same object set, morphism objects given by

\[\mathcal{T}_\Sigma^n(X, Y) = \mathcal{T}(X, \Sigma^n Y), \quad n \in \mathbb{Z},\]
and composition

\[ T^T(Y, Z) \otimes T^q_t(X, Y) \rightarrow T^{p+q}_t(X, Z), \quad f \otimes g \mapsto (\Sigma^q f)g. \]

Here, on the right, we have a composition in \( T \). The degree 0 part of \( T^\Sigma \) is precisely \( T \), and we denote the inclusion by \( i: T \subset T^\Sigma \). This can also be done if \( \Sigma \) is just a self-equivalence, after choosing an adjoint inverse.

We can extend \( \Sigma \) to an automorphism \( \Sigma: T \rightarrow T \), defined as in \( T \) on objects, and on morphisms as \((-1)^n \Sigma\) in each degree \( n \in \mathbb{Z} \). In this way, the graded \( \Sigma \) is equipped with a natural isomorphism \( i_X: X \cong \Sigma X \) of degree \(-1\) given by the identity in \( X \). The sign in the extension of \( \Sigma \) is necessary for graded naturality because of Koszul’s sign rule. Graded categories equivalent to some \( T^\Sigma \) are called weakly stable \([55]\). They are characterized by the fact that shifts of representable functors are representable, or equivalently, each object has an isomorphism of any given degree, i.e. for any object \( X \) and any \( n \in \mathbb{Z} \), there exist an object \( Y \) and an isomorphism \( X \rightarrow Y \) of degree \( n \).

In the special case of an ungraded algebra \( \Lambda \) equipped with an automorphism \( \sigma: \Lambda \rightarrow \Lambda \), the graded algebra given by the previous construction will rather be denoted by \( \Lambda(\sigma) \), so as not to confuse it with a twisted bimodule. It can be described as

\[ \Lambda(\sigma) = \frac{\Lambda(t^\pm 1)}{(tx - \sigma(x)t)}_{x \in \Lambda}, \quad |t| = -1. \]

The extension of \( \sigma \) to \( \Lambda(\sigma) \) is given by \( \sigma(t) = -t \). The degree 0 part of \( \Lambda(\sigma) \) is \( \Lambda \), and the degree \( n \) part is isomorphic to the twisted \( \Lambda \)-bimodule \( \sigma^n \Lambda_1 \). Recall that, given two automorphisms \( \phi, \psi: \Lambda \rightarrow \Lambda \) and a \( \Lambda \)-bimodule \( M \), the twisted \( \Lambda \)-bimodule \( \phi M \psi \) has underlying \( k \)-vector space \( M \) and bimodule structure \( \cdot \) given by \( a \cdot x \cdot b = \phi(a)x\psi(b) \). Here, \( a, b \in \Lambda \), \( x \in M \), and the product on the right of the equation is given by the \( \Lambda \)-bimodule structure of \( M \). Up to isomorphism, \( \Lambda(\sigma) \) only depends on the class of \( \sigma \) in the outer automorphism group \( \text{Out}(\Lambda) \) of \( \Lambda \). It is worth noting that the twisted \( \Lambda \)-bimodule \( \phi \Lambda \psi \) is isomorphic to \( \Lambda \) both as a left and as a right \( \Lambda \)-module, but in general not as a bimodule.

**Remark 4.2.** The isomorphism between the degree \( n \) part of \( \Lambda(\sigma) \) and \( \sigma^n \Lambda_1 \) is given by the generator \( t^{-n} \). Therefore, \( \sigma: \Lambda(\sigma) \rightarrow \Lambda(\sigma) \) in degree \( n \) corresponds to the \( \Lambda \)-bimodule isomorphism \((-1)^n \sigma: \sigma^n \Lambda_1 \rightarrow \sigma^{n+1} \Lambda_\sigma \).

If \( \mathcal{T} \) is finite and \( \Lambda \) is the endomorphism algebra of a basic additive generator \( X \in \mathcal{T} \), then \( \Lambda(\sigma) \) is the endomorphism algebra of \( X \) in \( T^\Sigma \) for \( \sigma \) an automorphism induced by \( \Sigma \). Here we use that \( \Sigma \) preserves the basic additive generator up to isomorphism since \( \Sigma \) is an equivalence and the basic additive generator is a direct sum of one representative for each isomorphism class of indecomposables in \( \mathcal{T} \). The class of the automorphism \( \sigma \) in the outer automorphism group is well defined.
In the following statement, we use shifted modules over a graded algebra. If $A$ is a graded algebra and $M$ is a left $A$-module, then the shifted object $M[-1]$ is a left $A$-module, and the product $am$ in $M[-1]$ is defined as $(-1)^{|a|}am$ in $M$. If $M$ is a right $A$-module, then there is no sign twisting in the definition of the right action of $A$ on $M[-1]$.

**Proposition 4.3.** Let $i: T \subset T$ be the inclusion of the degree 0 part. Then there is a long exact sequence

$$
\cdots \to \text{HH}^{n,*}(T, T) ^i \to \text{HH}^{n,*}(T, T) ^{\text{id}-\Sigma^* \Sigma^*} \to \text{HH}^{n,*}(T, T) \to \cdots \delta
$$

where $i^*$ and $\Sigma^{-1}\Sigma^*$ are graded algebra morphisms, the map $\partial: \text{HH}^{-1,*}(T, T) \to \text{HH}^{-1,*}(T, T)$ is an $\text{HH}^{-1,*}(T, T)$-bimodule morphism whose image is a square-zero ideal, and the composite $\partial i^*$ is left multiplication by $\delta$.

**Proof.** The maps $i^*$, $\Sigma^*$, and $\Sigma^*$ are graded algebra morphisms by functoriality, actually differential graded algebra morphisms on cochains. The long exact sequence was constructed in [38, Proposition 2.3], where we show that

$$C^{*,*}(T, T) \to C^{*-*}(T, T) ^{\text{id}-\Sigma^* \Sigma^*} \to C^{*,*}(T, T)$$

can be extended to an exact triangle of complexes. An explicit null homotopy for $(\text{id}-\Sigma^* \Sigma^*) i^*$ is given by

$$h: C^{*,*}(T, T) \to C^{n-*}(T, T),$$

$$h(\varphi)(f_1, \ldots, f_{n-1}) = \sum_{i=0}^{n-1} (-1)^i \xi_0 \varphi(\Sigma f_1, \ldots, \Sigma f_i, \xi_i, f_{i+1}, \ldots, f_{n-1}).$$

The equation

$$(\text{id}-\Sigma^* \Sigma^*) i^* = d'h + hd'$$

follows easily from the definitions and the naturality of $i$.

The standard exact triangle completion of $\text{id}-\Sigma^* \Sigma^*$, which we will denote by $C^{*-*}(T, \Sigma)$, is

$$C^{*-*}(T, T) \oplus C^{*-*}(T, T)$$

endowed with the differential

$$
\begin{pmatrix}
  d' \\
  \text{id}-\Sigma^* \Sigma^* -d'
\end{pmatrix}
$$

This is the desuspension of the mapping cone of $\text{id}-\Sigma^* \Sigma^*$. The previous null homotopy defines an explicit quasi-isomorphism

$$C^{*-*}(T, T) \to C^{*-*}(T, \Sigma),$$

$$\varphi \mapsto (i^*(\varphi), h(\varphi)).$$
Indeed, \( C^*(\mathcal{T}, \Sigma) \) can be obtained by applying \( \text{Hom}^*_{\mathcal{T}^*_{\Sigma}}(-, \mathcal{T}_\Sigma) \) to the resolution of \( \mathcal{T}_\Sigma \) constructed in the proof of [38, Proposition 2.3], in the same way as \( C^*(\mathcal{T}_\Sigma, \mathcal{T}_\Sigma) \) is built from the bar resolution, and (4.4) is defined by a map of resolutions.

The complex \( C^*(\mathcal{T}, \Sigma) \) has a semi-direct product differential graded algebra structure given by

\[
(\varphi, \varphi') \cdot (\psi, \psi') = (\varphi \cdot \psi, \varphi' \cdot \psi + (-1)^{|\varphi|} \Sigma_*^{-1} \Sigma^*(\varphi) \cdot \psi').
\]

This is indeed the very definition of the semi-direct product of the graded algebra \( C^*(\mathcal{T}, \mathcal{T}_\Sigma) \) and the twisted and then shifted \( C^*(-, \Sigma) \)-bimodule

\[
\Sigma_*^{-1} \Sigma^* (\mathcal{T}, \mathcal{T}_\Sigma)_1.
\]

It is straightforward to check that the differential of \( C^*(\mathcal{T}, \Sigma) \) satisfies the Leibniz rule with respect to this product.

Quasi-isomorphism (4.4) is also a differential graded algebra map since the null homotopy \( h \) satisfies the following kind of Leibniz rule twisted by \( \Sigma_*^{-1} \Sigma^* \),

\[
h(\varphi \cdot \psi) = h(\varphi) \cdot i^* \psi + (-1)^{|\varphi|} \Sigma_*^{-1} \Sigma^* i^*(\varphi) \cdot h(\psi).
\]

This is a tedious but straightforward checking.

The long exact sequence in the statement is therefore also defined by the short exact sequence of complexes

\[
C_*^{-1, *}(\mathcal{T}, \mathcal{T}_\Sigma) \hookrightarrow C^*(\mathcal{T}, \Sigma) \rightarrow C^*(\mathcal{T}, \mathcal{T}_\Sigma).
\]

Here, the map on the right is the projection onto the first coordinate, which is a differential graded algebra morphism. The map on the left is the inclusion of the second factor, which is a \( C^*(\mathcal{T}, \Sigma) \)-bimodule morphism if we first regard the source as the twisted and then shifted \( C^*(\mathcal{T}, \mathcal{T}_\Sigma) \)-bimodule \( \Sigma_*^{-1} \Sigma^* C_*^{-1, *}(\mathcal{T}, \mathcal{T}_\Sigma)_1 \) and then we pull it back along the second map. The cohomology of \( \Sigma_*^{-1} \Sigma^* C_*^{-1, *}(\mathcal{T}, \mathcal{T}_\Sigma)_1 \) is the \( HH_*^*(\mathcal{T}, \mathcal{T}_\Sigma) \)-bimodule \( \Sigma_*^{-1} \Sigma^* HH_*^*(\mathcal{T}, \mathcal{T}_\Sigma)_1 \). If we restrict coefficients to \( HH_*^*(\mathcal{T}_\Sigma, \mathcal{T}_\Sigma) \) along \( i^* \), then \( \Sigma_*^{-1} \Sigma^* HH_*^*(\mathcal{T}_\Sigma, \mathcal{T}_\Sigma)_1 \) coincides with the bimodule \( HH_*^*(\mathcal{T}, \mathcal{T}_\Sigma) \), with no twisting because \( i^* \) maps \( HH_*^*(\mathcal{T}_\Sigma, \mathcal{T}_\Sigma) \) to the equalizer of \( \Sigma_*^{-1} \Sigma^* \) and the identity in \( HH_*^*(\mathcal{T}, \mathcal{T}_\Sigma) \). Therefore, \( \partial \) is an \( HH_*^*(\mathcal{T}_\Sigma, \mathcal{T}_\Sigma) \)-bimodule morphism. Moreover, the second direct summand in \( C^*(\mathcal{T}, \Sigma) \) is a square-zero two-sided ideal by definition. Hence the image of \( \partial \) is a square-zero ideal in \( HH_*^*(\mathcal{T}_\Sigma, \mathcal{T}_\Sigma) \).

In order to conclude this proof, we must check that the map in cohomology induced by the endomorphism of \( C^*(\mathcal{T}, \Sigma) \) given by \( (\varphi, \psi) \mapsto (0, -\varphi) \) coincides with left multiplication by \( \{\delta\} \). The image of the Euler derivation in \( C^*(\mathcal{T}, \Sigma) \) along (4.4) is \((0, -1)\) since

\[
i^*(\delta) = 0,
\]

\[
h(\delta)(X) = t_X^{-1} \cdot \delta(t_X)
= |t_X| t_X^{-1} \cdot t_X
= -1,
\]

and \((0, -1) \cdot (\varphi, \psi) = (0, -\varphi); \) hence we are done. □
5. Hochschild–Tate cohomology

In this section, we recall stable Hochschild cohomology, as introduced in [19]. We emphasize some explicit constructions and perform computations that will be useful for our purposes.

The stable module category \( \text{Mod}(\Lambda) \) of a Frobenius algebra \( \Lambda \) is the quotient of \( \text{Mod}(\Lambda) \) by the ideal of maps that factor through a projective–injective object. The syzygy functor \( \Omega: \text{Mod}(\Lambda) \rightarrow \text{Mod}(\Lambda) \), which is an equivalence, is defined by the choice of short exact sequences

\[
\Omega(M) \hookrightarrow P \rightarrow M
\]

with projective–injective middle term. Moreover, \( \text{Mod}(\Lambda) \) is triangulated with suspension functor \( -1 \), the cosyzygy functor, an inverse equivalence of \( \text{Mod}(\Lambda) \), which is similarly defined by the choice of short exact sequences

\[
M \hookrightarrow P' \rightarrow \Omega^{-1}(M)
\]

with projective–injective middle term. Graded morphisms in \( \text{Mod}(\Lambda)_{\Omega^{-1}} \) are called Tate or stable \( \text{Ext} \) functors, \( n \in \mathbb{Z} \).

\[
\text{Ext}^n_\Lambda (M, N) = \text{Mod}(\Lambda)_{\Omega^{-1}}^n (M, N) = \text{Hom}_\Lambda (M, \Omega^{-n}(N)) \\
\cong \text{Hom}_\Lambda (\Omega^n(M), N) \cong H^n \text{Hom}_\Lambda (P_\bullet, N).
\]

Here, \( \text{Hom}_\Lambda \) denotes morphism vector spaces in \( \text{Mod}(\Lambda) \) and \( P_\bullet \) is a complete or two-sided resolution of \( M \). The obvious projection \( P_\bullet \rightarrow P_{\geq 0} \) defines natural comparison maps, \( n \geq 0 \),

\[
\text{Ext}^n_\Lambda (M, N) \rightarrow \text{Ext}^n_\Lambda (M, N),
\]

which are isomorphisms for \( n > 0 \) and onto for \( n = 0 \). Composition in \( \text{Mod}(\Lambda)_{\Omega^{-1}} \) extends the Yoneda product.

The Hochschild–Tate or stable Hochschild cohomology of \( \Lambda \) with coefficients in a \( \Lambda \)-bimodule \( M \) is defined as

\[
\text{HH}^*(\Lambda, M) = \text{Ext}^*_\Lambda (\Lambda, M).
\]

In particular, we have comparison maps

\[
\text{HH}^*(\Lambda, M) \rightarrow \text{HH}^*(\Lambda, M),
\]

which are isomorphisms for \( n > 0 \) and onto for \( n = 0 \). Hochschild–Tate cohomology, as a functor on the coefficients, is functorial in \( \text{Mod}(\Lambda^e) \).

The category \( \text{Mod}(\Lambda^e) \) is monoidal for the tensor product \( \otimes_\Lambda \) and \( \Lambda^e \) is Frobenius [5, Lemmas 3.1 and 3.2], but \( \text{Mod}(\Lambda^e) \) does not inherit the monoidal structure because the functor \( M \otimes_\Lambda - \) is not exact and it does not preserve projective–injective objects in general. Nevertheless, the full subcategory \( \text{Mod}_p(\Lambda^e) \subset \text{Mod}(\Lambda^e) \) spanned by those \( \Lambda \)-bimodules that are left and right projective is a Frobenius exact category containing all projective–injective \( \Lambda \)-bimodules. Moreover, the tensor product \( \otimes_\Lambda \) restricts to \( \text{Mod}_p(\Lambda^e) \) and the functors \( M \otimes_\Lambda - \) and \( - \otimes_\Lambda M \) are exact and preserve projective–injective objects.
for $M$ in $\text{Mod}_p(\Lambda^e)$. Therefore, the stable category $\text{Mod}_p(\Lambda^e)$, which is a full triangulated subcategory of $\text{Mod}(\Lambda^e)$, inherits the monoidal structure $\otimes_\Lambda$.

From now on, in this section and in the following two sections, we exceptionally use the symbol $\otimes$ to denote $\otimes_\Lambda$. The $k$-linear tensor product will therefore be denoted by $\otimes_k$ here.

The tensor product functor in $\text{Mod}_p(\Lambda^e)$ is triangulated in both variables, so there are natural isomorphisms in $\text{Mod}_p(\Lambda^e)$,

$$\Omega(M) \otimes N \cong \Omega(M \otimes N) \cong M \otimes \Omega(N). \quad (5.1)$$

These isomorphisms satisfy coherence conditions that can be easily deduced from the explicit construction below. Moreover, the square

$$\begin{array}{ccc}
\Omega(M) \otimes \Omega(N) & \longrightarrow & \Omega(M \otimes \Omega(N)) \\
\downarrow & & \downarrow \\
\Omega(\Omega(M) \otimes N) & \longrightarrow & \Omega^2(M \otimes N)
\end{array} \quad (5.2)$$

commutes up to a $-1$ sign. This follows from Lemma 5.4. In particular, $\text{Mod}_p(\Lambda^e)$ fits in the general framework described in [56].

In order to fix a syzygy functor $\Omega$ in $\text{Mod}_p(\Lambda^e)$, we first define $\Omega(\Lambda)$ via any short exact sequence in $\text{Mod}_p(\Lambda^e)$

$$\Omega(\Lambda) \xrightarrow{j} P \xrightarrow{p} \Lambda$$

with $P$ projective–injective, and then $\Omega(M)$ via

$$\Omega(\Lambda) \otimes M \hookrightarrow P \otimes M \twoheadrightarrow \Lambda \otimes M \cong M.$$

For $M = \Lambda$, both definitions are equivalent via the canonical isomorphism $\Omega(\Lambda) \otimes \Lambda \cong \Omega(\Lambda)$. With this choice, $\Omega = \Omega(\Lambda) \otimes -$, the first isomorphism in (5.1) is the identity, and the second one is given by a coherent natural isomorphism in $\text{Mod}_p(\Lambda^e)$

$$\zeta_M : \Omega(\Lambda) \otimes M \cong M \otimes \Omega(\Lambda) \quad (5.3)$$

defined by any choice of map of extensions in $\text{Mod}_p(\Lambda^e)$ of the form

$$\begin{array}{ccc}
\Omega(\Lambda) \otimes M & \xrightarrow{j \otimes 1} & P \otimes M \xrightarrow{p \otimes 1} & \Lambda \otimes M \cong M \\
\downarrow & & \downarrow & & \downarrow \\
M \otimes \Omega(\Lambda) & \xleftarrow{1 \otimes j} & M \otimes P & \xrightarrow{1 \otimes p} & M \otimes \Lambda \cong M
\end{array}$$

Coherence here means that the following diagrams commute:

$$\begin{array}{ccc}
\Omega(\Lambda) \otimes M \otimes N & \xrightarrow{\zeta_M \otimes 1} & \Omega(\Lambda) \otimes M \cong M \otimes N \\
\downarrow \zeta_M \otimes N & & \downarrow \cong \\
M \otimes \Omega(\Lambda) \otimes N & \xrightarrow{1 \otimes \zeta_N} & M \otimes N \otimes \Omega(\Lambda)
\end{array} \quad \begin{array}{ccc}
\Omega(\Lambda) \otimes \Lambda & \xrightarrow{\zeta_\Lambda} & \Lambda \otimes \Omega(\Lambda) \\
\downarrow \cong & & \downarrow \cong \\
\Omega(\Lambda) & & \Omega(\Lambda)
\end{array}$$

Here, and elsewhere, we omit associativity constraints.
Lemma 5.4. The automorphism $\zeta_{\Omega(\Lambda)}: \Omega(\Lambda) \otimes \Omega(\Lambda) \cong \Omega(\Lambda) \otimes \Omega(\Lambda)$ in $\text{Mod}_p(\Lambda^{e})$ is $-1$. In particular, $\zeta_{\Omega(\Lambda)}^{-1} = \zeta_{\Omega(\Lambda)}$.

Proof. This result does not depend on the short exact sequence chosen to define $\Omega(\Lambda)$. Therefore, we can take the following one,

$$\Omega(\Lambda) \xrightarrow{j} \Lambda \otimes_k \Lambda \xrightarrow{\mu} \Lambda,$$

where $\mu: \Lambda \otimes_k \Lambda \to \Lambda$ is the product in $\Lambda$ and $j$ is the inclusion of $\Omega(\Lambda) = \text{Ker} \, \mu$. With these choices, we have the commutative diagram

$$\begin{array}{ccc}
\Omega(\Lambda) \otimes \Omega(\Lambda) & \xrightarrow{j \otimes 1} & \Lambda \otimes_k \Lambda \otimes \Omega(\Lambda) \\
\downarrow & & \downarrow f \\
\Omega(\Lambda) \otimes \Omega(\Lambda) & \xrightarrow{1 \otimes j} & \Omega(\Lambda) \otimes \Lambda \otimes_k \Lambda \xrightarrow{1 \otimes \mu} \Omega(\Lambda) \otimes \Lambda \cong \Omega(\Lambda),
\end{array}$$

where $f$ is defined as

$$f \left( a \otimes b \otimes \left( \sum_i c_i \otimes d_i \right) \right) = \sum_i (abc_i \otimes 1 - a \otimes bc_i) \otimes 1 \otimes d_i.$$

This proves the claim. \qed

We can similarly choose an adjoint inverse cosyzygy functor by taking a short exact sequence in $\text{Mod}_p(\Lambda^{e})$,

$$\Lambda \xrightarrow{j'} P' \xrightarrow{p'} \Omega^{-1}(\Lambda),$$

with $P'$ projective–injective and setting $\Omega^{-1}(M) = \Omega^{-1}(\Lambda) \otimes M$. The counit is determined by an isomorphism in $\text{Mod}_p(\Lambda^{e})$,

$$\xi: \Omega(\Lambda) \otimes \Omega^{-1}(\Lambda) \cong \Lambda,$$

given by any choice of map of extensions in $\text{Mod}_p(\Lambda^{e})$ as follows:

$$\begin{array}{ccc}
\Omega(\Lambda) \otimes \Omega^{-1}(\Lambda) & \xrightarrow{j \otimes 1} & P \otimes \Omega^{-1}(\Lambda) \\
\downarrow & & \downarrow p \otimes 1 \\
\Lambda & \xrightarrow{j'} & P' \xrightarrow{p'} \Omega^{-1}(\Lambda).
\end{array}$$

Once $\xi$ is chosen, there is only one possible isomorphism in $\text{Mod}_p(\Lambda^{e})$,

$$\xi': \Lambda \cong \Omega^{-1}(\Lambda) \otimes \Omega(\Lambda),$$

defining the unit. It is easy to check, using the coherence of $\zeta$ and Lemma 5.4, that $\xi' = -\zeta_{\Omega^{-1}(\Lambda)} \xi^{-1}$. There are also coherent isomorphisms in $\text{Mod}_p(\Lambda^{e})$,

$$\zeta'_M: M \otimes \Omega^{-1}(\Lambda) \cong \Omega^{-1}(\Lambda) \otimes M,$$  \hspace{1cm} (5.5)

like those in (5.3). The isomorphisms $\zeta'_M$ and $\zeta'^{-1}_M$ are compatible in the sense that the two isomorphisms $\Omega(\Lambda) \otimes M \otimes \Omega^{-1}(\Lambda) \cong M$ which can be constructed by using these isomorphisms and $\xi$ coincide.
Now, if we define \( \Omega^n(\Lambda) \), \( n \in \mathbb{Z} \), as a tensor power of \( \Omega(\Lambda) \) or \( \Omega^{-1}(\Lambda) \), according to the sign of \( n \), the isomorphisms \( \xi \) and \( \xi' \) define associative isomorphisms \( \Omega^p(\Lambda) \otimes \Omega^q(\Lambda) \cong \Omega^{p+q}(\Lambda) \), \( p, q \in \mathbb{Z} \).

Given two objects \( M \) and \( N \) in \( \operatorname{Mod}_p(\Lambda^c) \), there is a natural associative cup-product operation
\[
\mathbb{H}H^p(\Lambda, M) \otimes_k \mathbb{H}H^q(\Lambda, N) \rightarrow \mathbb{H}H^{p+q}(\Lambda, M \otimes N)
\]
defined by
\[
(\Omega^p(\Lambda) \xrightarrow{f} M) \sim (\Omega^q(\Lambda) \xrightarrow{g} N) = (\Omega^{p+q}(\Lambda) \cong \Omega^p(\Lambda) \otimes \Omega^q(\Lambda) \xrightarrow{f \otimes g} M \otimes N).
\]
In particular, \( \mathbb{H}H^*(\Lambda, M) \) is a graded algebra if \( M \) is a monoid in \( \operatorname{Mod}_p(\Lambda^c) \), even a bigraded algebra if \( M \) is graded. The comparison maps from Hochschild to stable Hochschild cohomology preserve the cup product.

Let \( \sigma : \Lambda \rightarrow \Lambda \) be an algebra automorphism. We will need some knowledge on units in the bigraded algebra \( \mathbb{H}H^*\Lambda(\Lambda, \Lambda(\sigma)) \).

**Proposition 5.6.** The comparison map \( \mathbb{H}H^0(\Lambda, \Lambda) \rightarrow \mathbb{H}H^0(\Lambda, \Lambda) \) (co)restricts to a surjection between groups of units \( \mathbb{H}H^0(\Lambda, \Lambda)^\times \rightarrow \mathbb{H}H^0(\Lambda, \Lambda)^\times \).

This follows from [15, Corollary 2.3] since \( \mathbb{H}H^0(\Lambda, \Lambda) \) is the center of \( \Lambda \), and hence a finite-dimensional commutative algebra.

**Proposition 5.7.** An element \( f \in \mathbb{H}H^{p-q}(\Lambda, \Lambda(\sigma)) = \mathbb{H}H^p(\Lambda, \sigma^q \Lambda_1) \) is a unit in \( \mathbb{H}H^*(\Lambda, \Lambda(\sigma)) \) if and only if \( f : \Omega^p(\Lambda) \rightarrow \sigma^q \Lambda_1 \) is an isomorphism in \( \operatorname{Mod}_p(\Lambda^c) \).

**Proof.** Given \( g : \Omega^p(\Lambda) \rightarrow \sigma^q \Lambda_1 \), if we use the isomorphisms \( \Omega^p(\Lambda) \otimes \Omega^q(\Lambda) \cong \Omega^{p+q}(\Lambda) \) as identifications, the cup product \( f \sim g \) above coincides with \( (f \otimes \sigma^q \Lambda_1)(\Omega^p(\Lambda) \otimes g) = (\sigma^q \Lambda_1 \otimes g)(f \otimes \Omega^p(\Lambda)) \).

Assume \( f \) is invertible. Then \( 1_\Lambda = f \sim f^{-1} = f \otimes \sigma^{-q} \Lambda_1)(\Omega^p(\Lambda) \otimes f^{-1}) = (\sigma^q \Lambda_1 \otimes f^{-1})(\Omega^p(\Lambda) \otimes f^{-1}) \). The functor \( \Omega^p = \Omega^p(\Lambda) \otimes - \) is an equivalence, and so is \( - \otimes \Omega^{-p}(\Lambda) \), which is naturally isomorphic to \( \Omega^{-p} \) via \( \xi \) or \( \xi' \). Moreover, \( \sigma^q \Lambda_1 \otimes - \) is also an equivalence of categories since \( \sigma^q \Lambda_1 \) is an invertible \( \Lambda \)-bimodule with inverse \( \sigma^{-q} \Lambda_1 \), and similarly \( - \otimes \sigma^{-q} \Lambda_1 \). Therefore, \( f \) is both a split epimorphism and a split monomorphism in \( \operatorname{Mod}_p(\Lambda^c) \), and hence an isomorphism.

Conversely, if \( f \) is an isomorphism in \( \operatorname{Mod}_p(\Lambda^c) \), then so is \( f \otimes \sigma^{-q} \Lambda_1 \), and the inverse isomorphism \( \Omega^{-p}(f \otimes \sigma^{-q} \Lambda_1)^{-1} \) is a cup-product inverse for \( f \).

**Remark 5.8.** For any \( p > 0 \) and \( f \in \mathbb{H}H^{p-q}(\Lambda, \Lambda(\sigma)) = \operatorname{Ext}^p_p(\Lambda, \sigma^q \Lambda_1) \), we can take a representing extension
\[
\sigma^q \Lambda_1 \hookrightarrow P_{p-1} \rightarrow \cdots \rightarrow P_0 \rightarrow \Lambda
\]
with \( P_{p-2}, \ldots, P_0 \) projective–injective. Using Proposition 5.7, we see that \( f \) is a unit in \( \mathbb{H}H^*(\Lambda, \Lambda(\sigma)) \) if and only if \( P_{p-1} \) is also projective–injective.

We can also use the previous choice of \( \Omega(\Lambda) \) to fix a syzygy functor in the stable category of right modules \( \operatorname{Mod}(\Lambda) \), namely \( \Omega(M) = M \otimes \Omega(\Lambda) \), and similarly for the
cosyzygy functor $\Omega^{-1}$. The extended Yoneda product in $\text{Mod}(\Lambda)$,

$$\text{Ext}^p_\Lambda(M, N) \otimes_k \text{Ext}^q_\Lambda(L, M) \rightarrow \text{Ext}^{p+q}_\Lambda(L, N),$$
can be computed as follows,

$$\text{Hom}_\Lambda(\Omega^p(M), N) \otimes_k \text{Hom}_\Lambda(\Omega^q(L), M) \rightarrow \text{Hom}_\Lambda(\Omega^{p+q}(L), N),$$

$$(M \otimes \Omega^p(\Lambda) \xrightarrow{f} N) \otimes (L \otimes \Omega^q(\Lambda) \xrightarrow{g} M)$$

$$\mapsto (L \otimes \Omega^{p+q}(\Lambda) \cong L \otimes \Omega^q(\Lambda) \otimes \Omega^p(\Lambda) \xrightarrow{g \otimes 1} M \otimes \Omega^p(\Lambda) \xrightarrow{f} N).$$

**Remark 5.9.** As above, $f \in \text{Ext}^p_\Lambda(M, N)$ is a Yoneda unit if and only if $f : \Omega^p(M) \rightarrow N$ is an isomorphism in $\text{Mod}(\Lambda)$. For $p > 0$, $\text{Ext}^p_\Lambda(M, N) = \text{Ext}^p_\Lambda(M, N)$; so we can take an extension

$$N \rightarrow P_{p-1} \rightarrow \cdots \rightarrow P_0 \rightarrow M$$

representing $f$ with $P_{p-2}, \ldots, P_0$ projective–injective, and $f$ is a Yoneda unit if and only if $P_{p-1}$ is also projective–injective.

For any $\Lambda$-bimodule $M$, there is a natural map

$$\text{HH}^p(\Lambda, M) \rightarrow \text{HH}^0(\text{mod}(\Lambda), \text{Ext}^p_\Lambda(-, - \otimes M))$$

defined as

$$(\Omega^p(\Lambda) \xrightarrow{f} M) \mapsto \left(L \mapsto \left(\Omega^p(L) = L \otimes \Omega^p(\Lambda) \xrightarrow{L \otimes f} L \otimes M\right)\right).$$

Let $\sigma : \Lambda \rightarrow \Lambda$ be an automorphism. These maps assemble to a map

$$\varepsilon : \text{HH}^{*,*}(\Lambda, \Lambda(\sigma)) \rightarrow \text{HH}^{0,*}(\text{mod}(\Lambda), \text{Ext}^{*,*}_\Lambda(-, - \otimes \Lambda(\sigma))). \quad (5.10)$$

The coefficient $\text{mod}(\Lambda)$-bimodule on the right is a monoid for the Yoneda composition. Indeed, since each $\sigma \circ \Lambda_1$ is left and right projective, the functor $- \otimes \sigma \circ \Lambda_1$ is exact (actually, an exact equivalence since $\sigma \circ \Lambda_1$ is invertible) and the product of

$$g \in \text{Ext}^{p,q}_\Lambda(L, M \otimes \Lambda(\sigma)) = \text{Ext}^p_\Lambda(L, M \otimes \sigma \circ \Lambda_1)$$

and

$$f \in \text{Ext}^{s,t}_\Lambda(M, N \otimes \Lambda(\sigma)) = \text{Ext}^s_\Lambda(M, N \otimes \sigma \circ \Lambda_1)$$

is the Yoneda product of $g$ and $f \otimes \sigma \circ \Lambda_1$. In particular, an element in the target is a unit if and only if it is pointwise a Yoneda unit.

**Remark 5.11.** We can regard $\text{mod}(\Lambda)$ as the degree 0 part of $\text{mod}(\Lambda(\sigma))$; compare [38, §3]. Therefore, $\text{mod}(\Lambda(\sigma))$ is a graded Frobenius abelian category and graded Tate $\text{Ext}^{*,*}_\Lambda(\sigma)$ functors are defined for all $n \in \mathbb{Z}$ (also the extended Yoneda product). The inclusion $\text{mod}(\Lambda) \subset \text{mod}(\Lambda(\sigma))$ corresponds to the extension of scalars along $\Lambda \subset \Lambda(\sigma)$. Therefore, $\text{Ext}^{*,*}_\Lambda(-, - \otimes \Lambda(\sigma))$ coincides with $\text{Ext}^{*,*}_\Lambda(\sigma)$ as a monoid in $\text{mod}(\Lambda)$-bimodules (also in the non-Tate case), and we can exchange them in the target of (5.10).

**Proposition 5.12.** If $k$ is perfect, then the morphism $\varepsilon$ in (5.10) preserves and reflects units for $* > 0$. 
Proof. Recall from Remark 5.8 that any \( x \in \text{HH}^{n,i}(\Lambda, \Lambda(\sigma)) \) with \( n > 0 \) can be represented by an extension of finite-dimensional \( \Lambda \)-bimodules
\[
\sigma^i \Lambda_1 \hookrightarrow P_{n-1} \rightarrow \cdots \rightarrow P_0 \twoheadrightarrow \Lambda
\]
with \( P_0, \ldots, P_{n-2} \) projective. Moreover, \( x \) is a unit if and only if \( P_{n-1} \) is also projective. All bimodules in this sequence are projective as left or right \( \Lambda \)-modules.

For each finitely presented right \( \Lambda \)-module \( M \), \( \varepsilon(x)(M) \in \text{Ext}_{\Lambda}^n(M, M \otimes \sigma^i \Lambda_1) \) is represented by the extension
\[
M \otimes \sigma^i \Lambda_1 \hookrightarrow M \otimes P_{n-1} \rightarrow \cdots \rightarrow M \otimes P_0 \twoheadrightarrow M \otimes \Lambda \cong M
\]
obtained by applying \( M \otimes - \) to the bimodule extension. All right \( \Lambda \)-modules \( M \otimes P_i \) are projective for \( 0 \leq i \leq n - 2 \). Moreover, \( \varepsilon(x) \) is a unit if and only if each \( \varepsilon(x)(M) \) is a Yoneda unit, and this happens if and only if \( M \otimes P_{n-1} \) is also a projective right \( \Lambda \)-module for all \( M \); see Remark 5.9. This clearly holds if \( P_{n-1} \) is projective. The converse is also true when \( k \) is perfect by [3, Theorem 3.1].

6. Edge units

Throughout this section, we will assume that the ground field \( k \) is a perfect field since we will derive consequences of Proposition 5.12. Moreover, \( \Lambda \) is a Frobenius algebra and \( \sigma : \Lambda \to \Lambda \) is an algebra automorphism. Recall also that in this section, like in the previous one, \( \otimes \) stands for \( \otimes_{\Lambda} \).

We defined in [38, Proposition 5.1] a first quadrant spectral sequence
\[
E_2^{p,q} = \text{HH}^{p,\ast}(\Lambda(\sigma)), \text{Ext}_{\Lambda(\sigma)}^{q,\ast}(\Lambda(\sigma)), \text{HH}^p(\Lambda, \Lambda(\sigma)).
\]
(6.1)
It has edge morphisms
\[
\text{HH}^{\ast,\ast}(\Lambda(\sigma), \Lambda(\sigma)) \to \text{HH}^{0,\ast}(\mod(\Lambda(\sigma)), \text{Ext}_{\Lambda(\sigma)}^{\ast,\ast}(\Lambda(\sigma))).
\]

**Definition 6.2.** An element in \( \text{HH}^{\ast,\ast}(\Lambda(\sigma), \Lambda(\sigma)) \) is an **edge unit** if its image along
\[
\text{HH}^{\ast,\ast}(\Lambda(\sigma), \Lambda(\sigma)) \xrightarrow{\text{edge}} \text{HH}^{0,\ast}(\mod(\Lambda(\sigma)), \text{Ext}_{\Lambda(\sigma)}^{\ast,\ast}(\Lambda(\sigma))) \xrightarrow{\text{comp}} \text{HH}^{0,\ast}(\mod(\Lambda(\sigma)), \text{Ext}_{\Lambda(\sigma)}^{\ast,\ast}(\Lambda(\sigma)))
\]
is a unit.

Note that it is really crucial to get to Tate Ext coefficients. Otherwise, there would only be edge units in horizontal degree \( \ast = 0 \).

There is another spectral sequence
\[
E_2^{p,q} = \text{HH}^{p,\ast}(\mod(\Lambda), \text{Ext}_{\Lambda(\sigma)}^{q,\ast}(\Lambda, \Lambda(\sigma))).
\]
(6.3)
with ungraded first variables; see [38, Remark 5.4]. It has edge morphisms
\[
\text{HH}^{\ast,\ast}(\Lambda, \Lambda(\sigma)) \to \text{HH}^{0,\ast}(\mod(\Lambda), \text{Ext}_{\Lambda(\sigma)}^{\ast,\ast}(\Lambda, \Lambda(\sigma))).
\]

**Definition 6.4.** An element in \( \text{HH}^{\ast,\ast}(\Lambda, \Lambda(\sigma)) \) is an **edge unit** if its image along
\[
\text{HH}^{\ast,\ast}(\Lambda, \Lambda(\sigma)) \xrightarrow{\text{edge}} \text{HH}^{0,\ast}(\mod(\Lambda), \text{Ext}_{\Lambda(\sigma)}^{\ast,\ast}(\Lambda, \Lambda(\sigma))) \xrightarrow{\text{comp}} \text{HH}^{0,\ast}(\mod(\Lambda), \text{Ext}_{\Lambda(\sigma)}^{\ast,\ast}(\Lambda, \Lambda(\sigma)))
\]
is a unit.
These edge units have the following smarter characterization in positive Hochschild degree.

**Proposition 6.5.** For \( n > 0 \), an element in \( \text{HH}^n,\ast(\Lambda, \Lambda(\sigma)) \) is an edge unit if and only if its image along the comparison morphism

\[
\text{HH}^n,\ast(\Lambda, \Lambda(\sigma)) \longrightarrow \text{HH}^n,\ast(\Lambda, \Lambda(\sigma))
\]

is a unit in \( \text{HH}^\ast,\ast(\Lambda, \Lambda(\sigma)) \).

**Proof.** By [38, Remark 5.7], the following square commutes,

\[
\begin{array}{ccc}
\text{HH}^n,\ast(\Lambda, \Lambda(\sigma)) & \xrightarrow{\text{edge}} & \text{HH}^0,\ast(\text{mod}(\Lambda), \text{Ext}_{\Lambda(\sigma)}^n) \\
\downarrow \text{comparison} & & \downarrow \text{comparison} \\
\text{HH}^n,\ast(\Lambda, \Lambda(\sigma)) & \xrightarrow{\epsilon} & \text{HH}^0,\ast(\text{mod}(\Lambda), \text{Ext}_{\Lambda(\sigma)}^n)
\end{array}
\]

Here, the bottom horizontal arrow is the horizontal degree \( n \) part of (5.10) (see Remark 5.11), which preserves and reflects units for \( n > 0 \) by Proposition 5.12. Hence, we are done.

**Proposition 6.6.** The morphism induced by the inclusion \( i: \Lambda \subset \Lambda(\sigma) \),

\[
i^\ast: \text{HH}^n,\ast(\Lambda(\sigma), \Lambda(\sigma)) \longrightarrow \text{HH}^n,\ast(\Lambda, \Lambda(\sigma)),
\]

preserves and reflects edge units.

**Proof.** By [38, Remark 7.4], there is a morphism of spectral sequences from (6.1) to (6.3) induced by the inclusion of the degree 0 part \( \Lambda \subset \Lambda(\sigma) \). Hence we have a commutative diagram

\[
\begin{array}{ccc}
\text{HH}^\ast,\ast(\Lambda(\sigma), \Lambda(\sigma)) & \xrightarrow{\text{edge}} & \text{HH}^0,\ast(\text{mod}(\Lambda(\sigma)), \text{Ext}_{\Lambda(\sigma)}^\ast) \\
\downarrow \text{comp.} & & \downarrow \text{comp.} \\
\text{HH}^\ast,\ast(\Lambda, \Lambda(\sigma)) & \xrightarrow{\text{edge}} & \text{HH}^0,\ast(\text{mod}(\Lambda), \text{Ext}_{\Lambda(\sigma)}^\ast)
\end{array}
\]

whose vertical arrows are induced by \( \Lambda \subset \Lambda(\sigma) \). The last two vertical arrows are injective because they are in Hochschild degree 0; see Proposition 4.3. Moreover, the last one preserves and reflects units by the first paragraph of the proof of [38, Corollary 3.4]. This suffices.

**Corollary 6.7.** For \( n > 0 \), an element in \( \text{HH}^n,\ast(\Lambda(\sigma), \Lambda(\sigma)) \) is an edge unit if and only if its image along

\[
i^\ast: \text{HH}^n,\ast(\Lambda(\sigma), \Lambda(\sigma)) \longrightarrow \text{HH}^n,\ast(\Lambda, \Lambda(\sigma)) \longrightarrow \text{HH}^n,\ast(\Lambda, \Lambda(\sigma))
\]

is a unit in \( \text{HH}^\ast,\ast(\Lambda, \Lambda(\sigma)) \).

In order to conclude this section, we record a property of edge units, which is crucial for later computations.
Lemma 6.8. If \( x \in \text{HH}^{3,-1}(\Lambda(\sigma), \Lambda(\sigma)) \) is an edge unit, then the map

\[
x \cdot - : \text{HH}^{p,q}(\Lambda(\sigma), \Lambda(\sigma)) \rightarrow \text{HH}^{p+3,q-1}(\Lambda(\sigma), \Lambda(\sigma))
\]
given by left multiplication by \( x \) is an isomorphism for all \( p \geq 2 \) and \( q \in \mathbb{Z} \) and an epimorphism for \( p = 1 \) and all \( q \in \mathbb{Z} \).

Proof. By the previous corollary, \( i^*(x) \in \text{HH}^{3,-1}(\Lambda, \Lambda(\sigma)) = \text{HH}^{3,-1}(\Lambda, \Lambda(\sigma)) \) is a unit in \( \text{HH}^{*,*}(\Lambda, \Lambda(\sigma)) \). Since the Hochschild–Tate cohomology coincides with Hochschild’s in positive Hochschild degrees, and the latter surjects onto the former in Hochschild degree 0, the map

\[
i^*(x) \cdot - : \text{HH}^{p,q}(\Lambda, \Lambda(\sigma)) \rightarrow \text{HH}^{p+3,q-1}(\Lambda, \Lambda(\sigma))
\]
is an isomorphism for all \( p \geq 1 \) and \( q \in \mathbb{Z} \) and an epimorphism for \( p = 0 \) and all \( q \in \mathbb{Z} \).

By Proposition 4.3, we have a map of long exact sequences:

\[
\begin{array}{ccc}
\vdots & \rightarrow & \vdots \\
\downarrow & & \downarrow \\
\text{HH}^{p,q}(\Lambda(\sigma), \Lambda(\sigma)) & \xrightarrow{x \cdot -} & \text{HH}^{p+3,q-1}(\Lambda(\sigma), \Lambda(\sigma)) \\
\downarrow^{i^*} & & \downarrow^{i^*} \\
\text{HH}^{p,q}(\Lambda, \Lambda(\sigma)) & \xrightarrow{i^*(x) \cdot -} & \text{HH}^{p+3,q-1}(\Lambda, \Lambda(\sigma)) \\
\downarrow^{\text{id}-\sigma^{-1}\sigma^*} & & \downarrow^{\text{id}-\sigma^{-1}\sigma^*} \\
\text{HH}^{p,q}(\Lambda, \Lambda(\sigma)) & \xrightarrow{i^*(x) \cdot -} & \text{HH}^{p+3,q-1}(\Lambda, \Lambda(\sigma)) \\
\downarrow^{i} & & \downarrow^{i} \\
\text{HH}^{p+1,q}(\Lambda(\sigma), \Lambda(\sigma)) & \xrightarrow{x \cdot -} & \text{HH}^{p+4,q-1}(\Lambda(\sigma), \Lambda(\sigma)) \\
\downarrow & & \downarrow \\
\vdots & & \vdots
\end{array}
\]

Hence, the proposition follows from the previous paragraph and the five lemma.

7. Lifting edge units

The goal of this section is to lift edge units along the morphism in Proposition 6.6, mainly in bidegree \((3, -1)\). We will use the characterization of edge units in Proposition 6.5, as well as other consequences of Proposition 5.12. Therefore, in this section, the ground field \( k \) will be a perfect field. We start with some consequences of results from Section 5.

Let \( \Lambda \) be a Frobenius algebra and \( \sigma: \Lambda \rightarrow \Lambda \) an automorphism. Recall that \( i: \Lambda \subset \Lambda(\sigma) \) denotes the inclusion of the degree 0 part. In the rest of this section, we will work in the monoidal triangulated category \( \text{Mod}_{\mathcal{C}}(\Lambda^e) \) introduced in Section 5, and \( \otimes \) will exceptionally stand for \( \otimes_{\Lambda} \).

Recall the natural isomorphism \( \xi_M \) from (5.3). The following result is an immediate consequence of Lemma 5.4.

Corollary 7.1. For \( n \geq 1 \), the automorphism \( \xi_{\Omega^n(\Lambda)} \) of \( \Omega(\Lambda)^{\otimes n+1} \) is \((-1)^n\).
Corollary 7.2. If $f : \Omega^n(\Lambda) \to M$ is a map, $n \geq 1$, then the following diagram commutes,

$$
\begin{array}{ccc}
\Omega(\Lambda) \otimes \Omega(\Lambda)^{\otimes n} & \xrightarrow{(-1)^n} & \Omega(\Lambda)^{\otimes n} \otimes \Omega(\Lambda) \\
\downarrow 1 \otimes f & & \downarrow f \otimes 1 \\
\Omega(\Lambda) \otimes M & \xrightarrow{\zeta_M} & M \otimes \Omega(\Lambda)
\end{array}
$$

This follows by naturality.

Corollary 7.3. If $f : \Omega^n(\Lambda) \to M$ is a map, $n \geq 1$, then the following diagram commutes in $\text{Mod}_p(\Lambda^e)$,

$$
\begin{array}{ccc}
\Omega(\Lambda)^{\otimes n} \otimes \Omega(\Lambda)^{\otimes n} & \xrightarrow{(-1)^{n^2}} & \Omega(\Lambda)^{\otimes n} \otimes \Omega(\Lambda)^{\otimes n} \\
\downarrow 1 \otimes f & & \downarrow f \otimes 1 \\
\Omega(\Lambda)^{\otimes n} \otimes M & \xrightarrow{\prod_{i=1}^n 1 \otimes \zeta_M \otimes 1 \otimes \zeta_M^{-1}} & M \otimes \Omega(\Lambda)^{\otimes n}
\end{array}
$$

We use again naturality here.

Corollary 7.4. If $f : \Omega^n(\Lambda) \to M$ is an isomorphism in $\text{Mod}_p(\Lambda^e)$, $n \geq 1$, then the following diagram commutes in this category,

$$
\begin{array}{ccc}
\Omega(\Lambda)^{\otimes n} \otimes M & \xrightarrow{\prod_{i=1}^n 1 \otimes \zeta_M \otimes 1 \otimes \zeta_M^{-1}} & M \otimes \Omega(\Lambda)^{\otimes n} \\
\downarrow f \otimes 1 & & \downarrow (-1)^n \otimes f \\
M \otimes M & \xrightarrow{(-1)^{n^2}} & M \otimes M
\end{array}
$$

Proof. It suffices to consider the following commutative diagram of isomorphisms,

$$
\begin{array}{ccc}
\Omega(\Lambda)^{\otimes n} \otimes \Omega(\Lambda)^{\otimes n} & \xrightarrow{(-1)^{n^2}} & \Omega(\Lambda)^{\otimes n} \otimes \Omega(\Lambda)^{\otimes n} \\
\downarrow 1 \otimes f & & \downarrow f \otimes 1 \\
\Omega(\Lambda)^{\otimes n} \otimes M & \xrightarrow{\prod_{i=1}^n 1 \otimes \zeta_M \otimes 1 \otimes \zeta_M^{-1}} & M \otimes \Omega(\Lambda)^{\otimes n} \\
\downarrow f \otimes f & & \downarrow (-1)^n \otimes f \\
M \otimes M & \xrightarrow{(-1)^{n^2}} & M \otimes M
\end{array}
$$

The functor

$$
\sigma \Lambda_1 \otimes - \otimes 1 \Lambda_\sigma : \text{Mod}_p(\Lambda^e) \to \text{Mod}_p(\Lambda^e)
$$

is an exact equivalence, so it gives rise to a triangulated equivalence

$$
\sigma \Lambda_1 \otimes - \otimes 1 \Lambda_\sigma : \text{Mod}_p(\Lambda^e) \to \text{Mod}_p(\Lambda^e).
$$

Part of this triangulated equivalence is a natural isomorphism in $\text{Mod}_p(\Lambda^e)$, which shows that this functor commutes with the syzygy functor,

$$
\omega_M : \Omega(\sigma \Lambda_1 \otimes M \otimes 1 \Lambda_\sigma) \cong \sigma \Lambda_1 \otimes \Omega(M) \otimes 1 \Lambda_\sigma.
$$
It is simply given by
\[ \omega_M = \zeta_\Lambda \otimes 1_M \otimes \Lambda_\sigma : \Omega(\Lambda) \otimes \sigma \Lambda_1 \otimes M \otimes \Lambda_\sigma \cong \sigma \Lambda_1 \otimes \Omega(\Lambda) \otimes M \otimes \Lambda_\sigma. \]

We also have an exact equivalence
\[ \text{Mod}_p(\Lambda^e) \longrightarrow \text{Mod}_p(\Lambda^e) : M \mapsto \sigma M_\sigma, \]
which is exactly the same thing as the restriction of scalars along \( \sigma : \Lambda \rightarrow \Lambda \). It is naturally isomorphic to the previous one via the map
\[ \rho_M : \sigma \Lambda_1 \otimes M \otimes \Lambda_\sigma \cong \sigma M_\sigma, \quad \rho_M(a \otimes x \otimes b) = axb. \]

In addition, we obtain an induced triangulated equivalence
\[ \text{Mod}_p(\Lambda^e) \longrightarrow \text{Mod}_p(\Lambda^e) : M \mapsto \sigma M_\sigma, \]
also naturally isomorphic to the previous one in the same way, as triangulated functors. Again, part of this triangulated equivalence is a natural isomorphism in \( \text{Mod}_p(\Lambda^e) \), which shows that this functor commutes with the syzygy functor,
\[ \bar{\omega}_M : \Omega(\sigma M_\sigma) \cong \sigma \Omega(M)_\sigma. \]

The natural isomorphism of triangulated equivalences is compatible with the natural isomorphisms \( \omega \) and \( \bar{\omega} \), in the sense that the following square of natural isomorphisms commutes,
\[ \begin{array}{ccc}
\Omega(\sigma \Lambda_1 \otimes M \otimes \Lambda_\sigma) & \xrightarrow{\omega_M} & \sigma \Lambda_1 \otimes \Omega(M) \otimes \Lambda_\sigma \\
\Omega(\rho_M) & & \rho_M \\
\Omega(\sigma M_\sigma) & \xrightarrow{\bar{\omega}_M} & \sigma \Omega(M)_\sigma
\end{array} \]

Let us denote
\[ \omega_M^{(n)} = \prod_{i=1}^{n} \Omega^{i-1}(\omega_{\Omega^{n-i}(M)}), \quad \bar{\omega}_M^{(n)} = \prod_{i=1}^{n} \Omega^{i-1}(\bar{\omega}_{\Omega^{n-i}(M)}). \]

These are isomorphisms fitting in a similar diagram,
\[ \begin{array}{ccc}
\Omega^n(\sigma \Lambda_1 \otimes M \otimes \Lambda_\sigma) & \xrightarrow{\omega_M^{(n)}} & \sigma \Lambda_1 \otimes \Omega^n(M) \otimes \Lambda_\sigma \\
\Omega^n(\rho_M) & & \rho_{\Omega^n(M)} \\
\Omega^n(\sigma M_\sigma) & \xrightarrow{\bar{\omega}_M^{(n)}} & \sigma \Omega^n(M)_\sigma
\end{array} \quad (7.5) \]

**Proposition 7.6.** If \( f : \Omega(\Lambda)^{\otimes n} = \Omega^n(\Lambda) \rightarrow \sigma \Lambda_1 \) is an isomorphism in \( \text{Mod}_p(\Lambda^e) \), \( n \geq 1 \), then the following diagram commutes in this category,
\[ \begin{array}{ccc}
\Omega^n(\Lambda) & \xrightarrow{\Omega^n(\sigma)} & \Omega^n(\sigma \Lambda_1) \\
\sigma \Lambda_1 & \xrightarrow{(-1)^n \sigma} & \sigma \Lambda_1
\end{array} \]

\[ \begin{array}{ccc}
\Omega^n(\Lambda) & \xrightarrow{\Omega^n(\sigma)} & \Omega^n(\sigma \Lambda_1) \\
\sigma \Lambda_1 & \xrightarrow{(-1)^n \sigma} & \sigma \Lambda_1
\end{array} \]

\[ \begin{array}{ccc}
\Omega^n(\Lambda) & \xrightarrow{\Omega^n(\sigma)} & \Omega^n(\sigma \Lambda_1) \\
\sigma \Lambda_1 & \xrightarrow{(-1)^n \sigma} & \sigma \Lambda_1
\end{array} \]

\[ \begin{array}{ccc}
\Omega^n(\Lambda) & \xrightarrow{\Omega^n(\sigma)} & \Omega^n(\sigma \Lambda_1) \\
\sigma \Lambda_1 & \xrightarrow{(-1)^n \sigma} & \sigma \Lambda_1
\end{array} \]
Proof. By the previous corollaries and various naturality properties, we have the following commutative diagram of isomorphisms,

\[
\begin{array}{cccccc}
\Omega^n(\Lambda) & \xrightarrow{\Omega^n(\varpi_\Lambda)} & \Omega^n(\sigma_1 \otimes 1_\Lambda) & \xrightarrow{\omega^{(n)}} & \sigma_1 \otimes \Omega^n(\Lambda) \otimes 1_\Lambda \\
\Omega^n(\Lambda) & \xrightarrow{\Omega^n(\varpi_\Lambda)} & \Omega^n(\sigma_1 \otimes 1_\Lambda) & \xrightarrow{\omega^{(n)}} & \sigma_1 \otimes \Omega^n(\Lambda) \otimes 1_\Lambda \\
\end{array}
\]

It therefore suffices to check that the bottom composite is \((-1)^{n^2} \sigma\). This is very easy to check. Actually, if we recall that \(\rho\) is defined by multiplication, we readily see that starting with \(a \in \sigma_1 \Lambda_1\) in the bottom left corner,

\[
1 \otimes \sigma(a) \otimes 1 \quad \xrightarrow{(-1)^{n^2} \sigma} \quad 1 \otimes \sigma(a) \otimes 1
\]

\[
a \mapsto 1 \otimes a \mapsto 1 \otimes \sigma(a) \quad (-1)^{n^2} \sigma(a)
\]

\[\square\]

Corollary 7.7. For \(n > 0\), if \(n\) is odd or \(\text{char } k = 2\), then

\[i^*: \text{HH}^{p,1}(\Lambda(\sigma), \Lambda(\sigma)) \rightarrow \text{HH}^{p,1}(\Lambda, \Lambda(\sigma))\]

induces a surjection on edge units.

Proof. This morphism induces a map on edge units by Proposition 6.6. Consider the long exact sequence in Proposition 4.3 for \(T^\Sigma = \Lambda(\sigma)\) and \(* = 1\). Proposition 7.6 shows that any edge unit in the target is in the kernel of \(\text{id} - \sigma^* - 1\). Here we use that \(n^2\) is odd and that the graded \(\sigma\) is defined on the degree 1 part of \(\Lambda(\sigma)\), which is \(\sigma_1 \Lambda_1\), as the ungraded \(-\sigma\); see Remark 4.2. Therefore, any edge unit in the target has a preimage, which must also be an edge unit by Proposition 6.6. \[\square\]

Since \(\Lambda(\sigma)\) is the same as \(\Lambda(\sigma^{-1})\) reversing the degrees, we also deduce the following result.

Corollary 7.8. For \(n > 0\), if \(n\) is odd or \(\text{char } k = 2\), then

\[i^*: \text{HH}^{p,-1}(\Lambda(\sigma), \Lambda(\sigma)) \rightarrow \text{HH}^{p,-1}(\Lambda, \Lambda(\sigma))\]

induces a surjection on edge units.

Proposition 7.9. Given an edge unit \(u \in \text{HH}^{3,-1}(\Lambda(\sigma), \Lambda(\sigma))\), there exists \(y \in \text{HH}^{3,-1}(\Lambda(\sigma), \Lambda(\sigma))\) such that \(\text{Sq}(u + [\delta] \cdot y) = 0\).
Proof. For any $y$, we have
\[
\text{Sq}(u + \{\delta\} \cdot y) = \text{Sq}(u) + \text{Sq}(\{\delta\} \cdot y) + [u, \{\delta\} \cdot y] \\
= \text{Sq}(u) + u \cdot y - \{\delta\} \cdot [u, y].
\]

Here we use the Gerstenhaber algebra laws and Propositions 3.6, 3.9, and 3.10. Since $u \cdot -$ : $\text{HH}^2, - 1(\Lambda(\sigma), \Lambda(\sigma)) \to \text{HH}^3, - 2(\Lambda(\sigma), \Lambda(\sigma))$ is an isomorphism by Lemma 6.8, there exists a unique $y$ such that $\text{Sq}(u) + u \cdot y = 0$. Let us fix this $y$. If we prove that $[u, y] = 0$, then we will be done. Again, $u \cdot -$ : $\text{HH}^4, - 2(\Lambda(\sigma), \Lambda(\sigma)) \to \text{HH}^7, - 3(\Lambda(\sigma), \Lambda(\sigma))$ is an isomorphism, so it is enough to check that $u \cdot [u, y] = 0$. We have that $[\text{Sq}(u), u] = [u, [u, u]] = 0$ and $u \cdot y = -\text{Sq}(u)$; therefore $0 = [u, u \cdot y] = [u, u] \cdot y + u \cdot [u, y]$. Once again, since $u \cdot -$ : $\text{HH}^7, - 3(\Lambda(\sigma), \Lambda(\sigma)) \to \text{HH}^{10}, - 4(\Lambda(\sigma), \Lambda(\sigma))$ is an isomorphism, it suffices to prove that $u \cdot [u, u] \cdot y = 0$. This follows from
\[
u \cdot [u, u] \cdot y = [u, u] \cdot (u \cdot y) \\
= 2 \cdot \text{Sq}(u) \cdot (-\text{Sq}(u)) \\
= -2 \cdot \text{Sq}(u)^2 \\
= 0.
\]

Here we use that $|\text{Sq}(u)| = 5 - 2 = 3$ is odd, so its square is 2-torsion by graded commutativity.

Proposition 7.10. The map
\[
i^* : \text{HH}^3, - 1(\Lambda(\sigma), \Lambda(\sigma)) \to \text{HH}^3, - 1(\Lambda, \Lambda(\sigma))
\]
induces a bijection between the set of edge units $u$ in the source satisfying $\text{Sq}(u) = 0$ and the set of edge units in the target with no extra condition.

Proof. The map $i^*$ restricts to edge units by Proposition 6.6. Let us first check surjectivity. Any edge unit in $\text{HH}^3, - 1(\Lambda, \Lambda(\sigma))$ has a preimage $u$ by Corollary 7.8. The element $u + \{\delta\} \cdot y$ in Proposition 7.9 is another preimage since $\Lambda$ is ungraded; so $i^*(\{\delta\}) = 0$ and therefore $i^*(u + \{\delta\} \cdot y) = i^*(u)$. Moreover, $u + \{\delta\} \cdot y$ is also an edge unit by Proposition 6.6.

We now check injectivity. Let $u, u' \in \text{HH}^3, - 1(\Lambda(\sigma), \Lambda(\sigma))$ be edge units with $\text{Sq}(u) = \text{Sq}(u') = 0$ and $i^*(u) = i^*(u')$. The element $z = u' - u$ is in the kernel of $i^*$; hence $\text{Sq}(z)$ too by Proposition 2.1. Using the Gerstenhaber algebra laws and Proposition 3.6, we obtain
\[
0 = \text{Sq}(u') \\
= \text{Sq}(u + z) \\
= \text{Sq}(u) + [u, z] + \text{Sq}(z) \\
= [u, z] + \text{Sq}(z),
\]
\[
u z = [u, \{\delta\}z] + \{\delta\} [u, z] \\
= \{\delta\} [u, z] \\
= -\{\delta\} \text{Sq}(z) \\
= 0.
\]

On the right, we use twice that the kernel of $i^*$ is a square-zero ideal (see Proposition 4.3) and $i^*(\{\delta\}) = 0$. By Lemma 6.8, $uz = 0$ implies that $z = 0$, so $u = u'$.
8. Enhancements

Recall that a DG-functor between DG-categories $\mathcal{A} \to \mathcal{B}$ is a Morita equivalence if it induces an equivalence between their derived categories $D(\mathcal{A}) \to D(\mathcal{B})$, or equivalently between their full subcategories of compact objects.

**Definition 8.1.** Let $\mathcal{T}$ be a finite category and $\Sigma : \mathcal{T} \to \mathcal{T}$ an automorphism. The set of enhanced triangulated categories with underlying suspended category $(\mathcal{T}, \Sigma)$, denoted by $\text{ETC}(\mathcal{T}, \Sigma)$, is the set of Morita equivalence classes of DG-categories $\mathcal{A}$ such that the derived category of compact objects $D^c(\mathcal{A})$ is equivalent to $(\mathcal{T}, \Sigma)$ as a suspended category. A suspended category is a category equipped with a self-equivalence, and two suspended categories $(\mathcal{T}, \Sigma)$, $(\mathcal{T}', \Sigma')$ are equivalent if there is an equivalence of categories $F : \mathcal{T} \to \mathcal{T}'$ such that $F \Sigma \cong \Sigma' F$. This is equivalent to the existence of a graded category equivalence $\mathcal{T}_\Sigma \simeq \mathcal{T}'_{\Sigma'}$.

The aim of this paper is to show that, under mild conditions, $\text{ETC}(\mathcal{T}, \Sigma)$ is either empty or a singleton. In this section, we give alternative descriptions of this set, which will help in proving that.

Let $\text{DGCat}^{\text{Mor}}$ be the category of DG-categories endowed with Tabuada’s Morita model structure [57, 59, 60]. Let $\text{DGCat}^{\text{Mor}}(\mathcal{T}, \Sigma)$ be the full subcategory of DG-categories $\mathcal{A}$ with $D^c(\mathcal{A})$ equivalent to $(\mathcal{T}, \Sigma)$. The set $\text{ETC}(\mathcal{T}, \Sigma)$ has been implicitly defined as the set of connected components of the classification space $|\text{DGCat}^{\text{Mor}}(\mathcal{T}, \Sigma)|$ in the sense of [16]. This space is the nerve of the category of Morita weak equivalences between DG-categories $\mathcal{A}$ with $D^c(\mathcal{A})$ equivalent to $(\mathcal{T}, \Sigma)$. This space contains much more information than its mere set of connected components. In a sense, it knows about the homotopy symmetries of each DG-category in the Morita model structure [61, Corollary A.0.4].

Let $\text{DGCat}^{\text{Eq}}$ be the category of DG-categories endowed with the model structure in [58], whose weak equivalences are quasi-equivalences. Let us denote by $\text{DGCat}^{\text{Eq}}(\mathcal{T}, \Sigma)$ the full subcategory of pre-triangulated DG-categories $\mathcal{A}$, in the sense of [12], such that $H^0(\mathcal{A})$ is equivalent to $(\mathcal{T}, \Sigma)$ as a suspended category. A DG-category $\mathcal{A}$ is pre-triangulated if the canonical inclusion functor $H^0(\mathcal{A}) \hookrightarrow D(\mathcal{A})$ identifies $H^0(\mathcal{A})$ with a triangulated subcategory of the target. A DG-category $\mathcal{A}$ is fibrant in $\text{DGCat}^{\text{Mor}}$ precisely if it is pre-triangulated and $H^0(\mathcal{A})$ is idempotent complete. This is equivalent to saying that the previous canonical inclusion induces an equivalence $H^0(\mathcal{A}) \simeq D^c(\mathcal{A})$ with the full subcategory of compact objects in $D(\mathcal{A})$. In particular, objects in $\text{DGCat}^{\text{Eq}}(\mathcal{T}, \Sigma)$ are Morita fibrant. Since $\text{DGCat}^{\text{Mor}}$ is a left Bousfield localization of $\text{DGCat}^{\text{Eq}}$, Morita equivalences between Morita fibrant DG-categories are the same as quasi-equivalences.

**Proposition 8.2.** There is a homotopy equivalence

$$|\text{DGCat}^{\text{Eq}}(\mathcal{T}, \Sigma)| \simeq |\text{DGCat}^{\text{Mor}}(\mathcal{T}, \Sigma)|.$$
Proof. We have an inclusion functor \( j : \text{DGCat}^{\text{Eq}}(T, \Sigma) \subset \text{DGCat}^{\text{Mor}}(T, \Sigma) \). A fibrant replacement functor \( R \) on \( \text{DGCat}^{\text{Mor}} \) (co)restricts to \( R : \text{DGCat}^{\text{Mor}}(T, \Sigma) \to \text{DGCat}^{\text{Eq}}(T, \Sigma) \). Both functors \( j \) and \( R \) preserve weak equivalences. Moreover, both composites \( jR \) and \( Rj \) are equipped with natural weak equivalences to the corresponding identity functor. Hence, we are done.

Let \( \Lambda \) be the endomorphism algebra of a basic additive generator of \( T \), which we assume to be Frobenius as a necessary condition for \( \text{ETC}(T, \Sigma) \) to be non-empty, \( \sigma : \Lambda \to \Lambda \) an automorphism induced by \( \Sigma \), and \( \text{DGCat}^{\text{Eq}}(\Lambda(\sigma)) \) the full subcategory of \( \text{DGCat}^{\text{Eq}} \) spanned by the DG-categories \( B \) satisfying the following properties:

1. The category \( H^0(B) \) has a unique object up to isomorphism.
2. The graded endomorphism algebra of some (and hence any) object in \( H^*(B) \) is isomorphic to \( \Lambda(\sigma) \).
3. The functor \( D_c(B) \to \text{Mod}(\Lambda) \) defined by evaluating at an object induces an equivalence onto the full subcategory of finitely presented projective \( \Lambda \)-modules.

Clearly, (3) is equivalent to the following condition:

\((3')\) The functor \( H^0(B) \leftarrow D_c(B) \) induces an equivalence from the completion of the source by direct sums and idempotents.

This completion, which will also be used below, consists of first formally adding all finite direct sums of objects and then all retracts of idempotents. By the Morita invariance of the derived category, \((3')\) is equivalent to the following:

\((3'')\) The completion of \( B \) by direct sums and idempotents in \( H^0(B) \) is pre-triangulated.

Moreover, after (2), (3) is also equivalent to the following:

\((3''')\) The functor \( D_c(B) \to \text{Mod}(\Lambda(\sigma)) \) defined by evaluating at an object induces an equivalence onto the full graded subcategory of finitely presented projective \( \Lambda(\sigma) \)-modules.

This is because the source and target of the functor in \((3''')\) are weakly stable, and its degree 0 part is the functor in (3).

Definition 8.3. A minimal \( A \)-infinity algebra structure \((A, m_3, \ldots, m_n, \ldots)\) on a graded algebra \( A \) consists of Hochschild cochains \( m_n \in C^{n, 2-n}(A, A) \), \( n \geq 3 \), satisfying some well-known equations \cite{27}. These equations imply that \( m_3 \) is a cocycle, whose cohomology class is called the universal Massey product,

\[ \{m_3\} \in \text{HH}^{3, -1}(A, A). \]

Remark 8.4. Actually, the universal Massey product is well defined for any minimal \( A_3 \)-algebra structure on \( A \), which admits an \( A_4 \)-extension. Using Kadeishvili’s theorem \cite{24, 31}, we can also define the universal Massey product of a DG-algebra as the universal Massey product of any minimal model. The universal Massey product has been previously studied in e.g. \cite{4, 25}.
By [38, Corollary 6.2] and the Morita invariance of Hochschild cohomology (i.e. it does not change if we complete by direct sums and idempotents), we can also replace (3) in the previous list by the following:

(3’’’) The universal Massey product of $\mathcal{B}$ is an edge unit.

**Proposition 8.5.** There is a homotopy equivalence

$$|\text{DGCat}^\text{Eq}(\Lambda(\sigma))| \simeq |\text{DGCat}^\text{Eq}(\mathcal{T}, \Sigma)|.$$  

**Proof.** We define functors

$$\text{DGCat}^\text{Eq}(\Lambda(\sigma)) \xrightarrow{j} \text{DGCat}^\text{Eq}(\mathcal{T}, \Sigma)$$

in the following way. The functor $j$ takes $\mathcal{A}$ to the full sub-DG-category $j(\mathcal{A})$ spanned by the objects, which become basic additive generators in $H^0(\mathcal{A})$. Therefore $j(\mathcal{A})$ satisfies (1), (2), and (3’’) since the completion of $j(\mathcal{A})$ mentioned therein is quasi-equivalent to $\mathcal{A}$. In particular, the full inclusion $j(\mathcal{A}) \subset \mathcal{A}$ is a Morita equivalence. The functor $R$ is the (co)restriction of a fibrant replacement functor in $\text{DGCat}^{\text{Mor}}$.

In order for $R$ to be well defined, we must check that for each $\mathcal{B}$ in the source, $D^c(R(\mathcal{B}))$ is equivalent to $(\mathcal{T}, \Sigma)$. The natural cofibration $\mathcal{B} \to R(\mathcal{B})$ is a Morita equivalence, so it induces a suspended equivalence $D^c(\mathcal{B}) \simeq D^c(R(\mathcal{B}))$, and $D^c(\mathcal{B})$ is equivalent to $(\mathcal{T}, \Sigma)$ by (3’’’).

Both $j$ and $R$ preserve quasi-equivalences. There is an obvious natural quasi-equivalence from the identity in $\text{DGCat}^\text{Ed}(\Lambda(\sigma))$ to $jR$. Hence, both functors induce homotopic maps on the classification space.

We will finish the proof as soon as we show that the functor $Rj$ induces a map homotopic to the identity in the classification space of $\text{DGCat}^\text{Eq}(\mathcal{T}, \Sigma)$. For this, we choose a functorial factorization in $\text{DGCat}^{\text{Mor}}$, which functorially sends each DG-functor $f : \mathcal{A} \to \mathcal{B}$ to a factorization

$$\mathcal{A} \xrightarrow{\sim} R'(f) \to \mathcal{B}$$

of $f$ consisting of a trivial cofibration followed by a fibration. Therefore, here and also below in this proof, $\sim$ stands for weak equivalence in the Morita model structure. We can suppose that $R(\mathcal{A}) = R'(\mathcal{A} \to e)$, where $e$ is the terminal DG-category. Given $\mathcal{A}$ in $\text{DGCat}^\text{Ed}(\mathcal{T}, \Sigma)$, we can apply the functorial factorization to the commutative square

$$\begin{array}{ccc}
j(\mathcal{A}) & \xrightarrow{f} & \mathcal{A} \\
\downarrow & & \downarrow \\
j(\mathcal{A}) & \to & e
\end{array}$$

where the top arrow is the inclusion which, as we pointed out above, is a Morita equivalence. This yields

$$\begin{array}{ccc}
j(\mathcal{A}) & \xrightarrow{\sim} & R'(f) \\
\downarrow & & \downarrow \\
j(\mathcal{A}) & \xrightarrow{\sim} & Rj(\mathcal{A}) \to e
\end{array}$$
Here, the top right horizontal arrow and the middle vertical arrow are Morita equivalences between fibrant objects in DGCat\textsuperscript{Mor}. Here we use the 2-out-of-3 property and the fact that \( f \) is a Morita equivalence. Therefore, those two maps are quasi-equivalences. This shows that the maps induced by the functors \( R_j \) and \( \mathcal{A} \mapsto R(j(\mathcal{A}) \to \mathcal{A}) \) are homotopic to the identity map in \( |\text{DGCat}^{\text{Eq}}(\mathcal{T}, \Sigma)| \).

Let DGAlg be the usual model category of (unital) DG-algebras [51, §5]. Weak equivalences are quasi-isomorphisms and fibrations are surjections. Let DGAlg(\( \Lambda(\sigma) \)) be the full subcategory of DG-algebras \( A \) with \( H^*(A) \cong \Lambda(\sigma) \) whose universal Massey product is an edge unit.

**Proposition 8.6.** There is a bijection
\[
\pi_0|\text{DGAlg}(\Lambda(\sigma))| \cong \pi_0|\text{DGCat}^{\text{Eq}}(\Lambda(\sigma))|.
\]

**Proof.** We can regard any DG-algebra as a DG-category with only one object. This defines an inclusion \( \text{DGAlg} \subset \text{DGCat}^{\text{Eq}} \) preserving weak equivalences. Using the characterization of \( \text{DGCat}^{\text{Eq}}(\Lambda(\sigma)) \) in terms of universal Massey products, given by (1), (2), and (3) above, we see that the previous inclusion (co)restricts to \( \text{DGAlg}(\Lambda(\sigma)) \subset \text{DGCat}^{\text{Eq}}(\Lambda(\sigma)) \). This is where the universal Massey product comes into play.

Using [61, Corollary A.0.5], and arguing as in the proof of [61, Proposition 2.3.3.5], it is easy to see that the homotopy fiber of the map
\[
|\text{DGAlg}(\Lambda(\sigma))| \to |\text{DGCat}^{\text{Eq}}(\Lambda(\sigma))|
\]
induced by the previous inclusion at a DG-category \( \mathcal{B} \) in the target category is the mapping space
\[
\text{Map}_{\text{DGCat}^{\text{Eq}}}(k, \mathcal{B}),
\]
where \( k \) is the ground field regarded as a DG-category with only one object with endomorphism algebra \( k \). In general, \( \pi_0 \) of such a mapping space is the set of isomorphism classes of objects in \( H^0(\mathcal{B}) \). In our case, this is a singleton; hence the statement follows.

**Definition 8.7.** An enhanced triangulated structure on \( (\mathcal{T}, \Sigma) \) is a minimal \( A \)-infinity algebra structure on \( \Lambda(\sigma) \) whose universal Massey product is an edge unit. Two enhanced triangulated structures are gauge equivalent if there is an \( A \)-infinity morphism with identity linear part between them.

The gauge equivalence relation is an honest equivalence relation by well-known properties of \( A \)-infinity morphisms. The quotient set will be denoted by
\[
\text{ETS}(\mathcal{T}, \Sigma).
\]

Definition 8.7 is explained by the characterization of pre-triangulated DG- and \( A \)-infinity categories, in the sense of Bondal-Kapranov [12], in terms of edge units, used above; compare [38, Corollary 6.2].

We now relate the sets \( \text{ETC}(\mathcal{T}, \Sigma) \) and \( \text{ETS}(\mathcal{T}, \Sigma) \).
Remark 8.8. Note that the automorphism group Aut(Λ(σ)) of the graded algebra Λ(σ) acts by conjugation on the right of the set of minimal A-infinity algebra structures (Λ(σ), m_3, ..., m_n, ...) on Λ(σ). More precisely, given g ∈ Aut(Λ(σ)),

\[(Λ(σ), m_3, ..., m_n, ...)^g = (Λ(σ), g^{-1}m_3g^{g^3}, ..., g^{-1}m_ng^{g^n}, ...).\]

This action passes to ETS(ℱ, Σ).

Theorem 8.9. There is a bijection

\[ETS(ℱ, Σ)/Aut(Λ(σ)) \cong ETC(ℱ, Σ).\]

Proof. Let Chain be the category of chain complexes with the projective model structure. The forgetful functor DGAlg → Chain induces a map

\[|DGAlg| → |Chain|.\]

Forgetting the product, we can regard Λ(σ) as a fibrant–cofibrant object in Chain with trivial differential. By [35, Theorem 4.6], [37, Theorem 1.2 and Remark 6.5], and [36, Corollary 2.3], the set of connected components π₀F′ of the homotopy fiber F′ of the previous map at Λ(σ) is a quotient of the set of minimal A-infinity algebra structures (Λ(σ), m'_2, m_3, ..., m_n, ...) with underlying graded vector space Λ(σ). Here, m'_2 endows Λ(σ) with a unital graded associative algebra structure, which may be different from the given one m_2. The equivalence relation is given by the existence of an A-infinity morphism with identity linear part, as in the definition of ETS(ℱ, Σ).

Let DGAlg(Λ(σ))′ be the full subcategory of DGAlg spanned by all the DG-algebras A such that H^*(A) is isomorphic to Λ(σ) as graded vector spaces. The set π₀|DGAlg(Λ(σ))′| is by definition the image of the map π₀F′ → π₀|DGAlg|. Hence it is the quotient of π₀F′ by the action of π₁(|Chain|, Λ(σ)). This group is the automorphism group of Λ(σ) as a graded vector space. The action on π₀F′ can be described as follows. The automorphism group of Λ(σ) acts on the right of the previous set of A-infinity algebra structures (Λ(σ), m'_2, m_3, ..., m_n, ...) by conjugation, and this induces the action on the quotient set π₀F′.

The category DGAlg(Λ(σ)) is the full subcategory of DGAlg(Λ(σ))′ spanned by the objects A with H^*(A) ≅ Λ(σ) as graded algebras whose universal Massey product is an edge unit. Let F ⊂ F′ be the full subspace spanned by the connected components such that the graded algebra (Λ(σ), m'_2) is isomorphic to (Λ(σ), m_2) and the universal Massey product {m_3} is an edge unit. Note that all these conditions are preserved by gauge equivalence. Then, we have that π₀|DGAlg(Λ(σ))|= π₀F/π₁(|Chain|, Λ(σ)). Any element in the quotient has a representative with m_2 = m'_2 and π₀F can be alternatively described as the quotient of those representatives by the subgroup of automorphisms of the graded vector space Λ(σ), which fix m_2. This is precisely the automorphism group of Λ(σ) as a graded algebra. This theorem now follows from the previous results in this section.

9. Enhanced triangulated structures and edge units

In this section, the ground field k is required to be perfect. Consider a finite category ℱ equipped with an automorphism Σ: ℱ → ℱ. Let Λ be the endomorphism algebra
of a basic additive generator. We assume that \( \Lambda \) is Frobenius, as per Freyd’s necessary condition for the existence of triangulated structures. Moreover, let \( \sigma : \Lambda \to \Lambda \) be an automorphism induced by \( \Sigma \). Recall from Definitions 8.3 and 8.7 the notions of universal Massey product, enhanced triangulated structure, and gauge equivalence. The group \( \text{Aut}(\Lambda(\sigma)) \) acts on the right of the Hochschild cohomology of \( \Lambda(\sigma) \) by conjugation, more precisely, given \( g \in \text{Aut}(\Lambda(\sigma)) \) and \( x \in \text{HH}^{*,*}(\Lambda(\sigma), \Lambda(\sigma)) \), \( x^g = g^*(g^{-1})_*(x) \). This action is compatible with the Gerstenhaber algebra structure.

**Theorem 9.1.** Universal Massey products define a bijection between \( \text{ETS}(\mathcal{H}, \Sigma) \) and the set of edge units \( u \in \text{HH}^{3,-1}(\Lambda(\sigma), \Lambda(\sigma)) \) satisfying \( \text{Sq}(u) = 0 \). This bijection is \( \text{Aut}(\Lambda(\sigma)) \)-equivariant.

**Proof.** The map in the statement is clearly \( \text{Aut}(\Lambda(\sigma)) \)-equivariant; see Remark 8.8.

The set of gauge equivalence classes of arbitrary minimal \( A \)-infinity algebra structures is

\[
\pi_0 \text{Map}_{\text{dgOp}}(A_{\infty}, E(\Lambda(\sigma))).
\]

Here \( A_{\infty} \) is the \( A \)-infinity operad, \( E(\Lambda(\sigma)) \) is the endomorphism operad of the graded vector space \( \Lambda(\sigma) \), and \( \text{Map}_{\text{dgOp}} \) stands for the mapping space in the model category of differential graded operads. The universal Massey product is invariant by gauge equivalences, i.e. if two minimal \( A \)-infinity algebra structures on the graded vector space \( \Lambda(\sigma) \) are quasi-isomorphic by an \( A \)-infinity quasi-isomorphism with identity linear part, then they have the same product and the same universal Massey product \cite[Lemme B.4.2]{31}. Therefore the property of being an enhanced triangulated structure on \( (\mathcal{H}, \Sigma) \) is also invariant by gauge equivalences.

The cofibrant DG-operad \( A_{\infty} \) is the union of a sequence of cofibrations \( A_n \subset A_{n+1}, n \geq 2 \), where \( A_n \) is the \( A_n \) operad. In \cite{39}, we extend the Bousfield–Kan spectral sequence of the tower of fibrations \( \{X_n\}_{n \geq 0} \), with \( X_n = \text{Map}_{\text{dgOp}}(A_{n+2}, E(\Lambda(\sigma))) \) and bonding maps defined by restriction, for the computation of the homotopy groups of \( X_{\infty} = \lim_n X_n = \text{Map}_{\text{dgOp}}(A_{\infty}, E(\Lambda(\sigma))) \). The Bousfield–Kan terms \( E_r^{p,q} \) are only defined for \( q \geq p \geq 0 \) and \( E_{\infty}^{p,q} \) contributes to \( \pi_{q-p}X_{\infty} \). The differentials look like

\[
d_r : E_r^{p,q} \to E_r^{p+r,q+r-1}
\]

and they are only defined for \( q > p \geq 0 \); so the elements of the so-called fringed line, i.e. \( E_r^{p,p}, p \geq 0 \), are not defined as the homology of differentials. Actually, these terms are plain pointed sets for general towers of spaces, and moreover the terms \( E_r^{p,p+1}, p \geq 0 \), are possibly non-abelian groups.

We extend the range of definition of the previous spectral sequence to all \( q \in \mathbb{Z} \) for \( p \geq 2r - 3, p \geq 0 \). Most new and old terms are endowed with \( k \)-vector space structures. The only pointed sets are \( E_r^{0,p} \) for \( 0 \leq p < r - 2 \), and a finite number of remaining terms are abelian groups (non-abelian groups do not show up for our particular tower of spaces). Moreover, on each page \( E_r \), we define differentials \( d_r \) like above out of all terms except for \( 0 \leq p = q < r - 1 \) (with the exception of \( d_2 \), which is defined on \( E_2^{1,1} \)), and the term \( E_{r+1}^{p,q} \) is given by the homology of \( d_r \) whenever \( E_r^{p,q} \) has an incoming and an outgoing differential (the incoming differential is taken to be \( d_r = 0 \) if \( q > p < r \)). The new terms
do not contribute to the homotopy groups of $X_\infty$, but they help in the computation of the Bousfield–Kan terms, and they also contain obstructions, as we explain below. Moreover, we fully compute the $E_2$ terms and the differential $d_2$ of our extended spectral sequence, in particular in the Bousfield–Kan part, where this was not previously known either.

The spectral sequence is defined if a base point in $X_\infty$ is given. If we only have a base point $x_n \in X_n$, then the spectral sequence is defined up to the terms of page $\lceil \frac{n+3}{2} \rceil$. Hence we call it truncated. Moreover, there is an obstruction in $E_3^{n+1,n}$, $1 \leq r \leq \frac{n+3}{2}$, which vanishes if and only if there exists a vertex $x_{n+1} \in X_{n+1}$ that has the same image in $X_{n-r+1}$ as $x_n$.

The universal Massey product $\{m_3\}$ of an enhanced triangulated structure is an edge unit and satisfies $\text{Sq}(\{m_3\}) = 0$ since this is the obstruction for $n = r = 2$; see [39, Proposition 6.7]. Tautologically, any element $u \in \text{HH}^3(\Lambda(\sigma), \Lambda(\sigma))$ is the universal Massey product of some minimal $A_3$-algebra structure $x_1 \in X_1$ defined by a representing cocycle that we fix, which extends to $A_4$. Let $x'_2 \in X_2$ be an extension. If $\text{Sq}(u) = 0$, the obstruction vanishes and there is some $A_5$-algebra structure $x'_3 \in X_3$, which restricts to $x_1 \in X_1$.

Since we have $x'_3 \in X_3$, the truncated spectral sequence is defined up to the $E_3$ terms, and the obstructions residing therein are also defined. We will prove below that if $u$ is an edge unit, then $E_3^{p,q} = 0$ for all $p \geq 2$. Hence, the possibly non-trivial part of the $E_3$ page looks like

Let us show now that this implies that the map in the statement is bijective.

In order to check surjectivity, we prove that there is an $A$-infinity algebra structure $x_\infty \in X_\infty$, which restricts to $x_1 \in X_1$. More precisely, we prove by induction that, given elements $x_i \in X_i$, $1 \leq i \leq n-2$, and $x'_n \in X_n$, with $x_1$ the fixed element above, compatible by restriction, we can obtain a similar collection of elements $x_i \in X_i$, $1 \leq i \leq n-1$, and $x'_{n+1} \in X_{n+1}$. Here, the only new elements are $x_{n-1}$ and $x'_{n+1}$, and we have forgotten $x'_n$. The initial case is $n = 3$, defined above. For each $n \geq 3$, it suffices to show the existence of some $x'_{n+1}$ with the same image in $X_{n-2}$ as $x'_n$, i.e. $x_{n-2}$, since we can then take $x_{n-1}$ as the image of $x'_{n+1}$ in $X_{n-1}$. The obstruction to this resides in $E_3^{n+1,n} = 0$; hence we are done with surjectivity.

Let us check injectivity. For this, we fix $x_\infty \in X_\infty$ restricting to $x_1 \in X_1$. In particular, the whole spectral sequence is defined. We want to prove that any other $x'_c \in X_\infty$ with universal Massey product $u$ lies in the same connected component as $x_\infty$. Since the universal Massey products agree, the restriction of $x'_\infty$ to $X_1$ lies in the same component as $x_1$. This implies that the restrictions of $x_\infty$ and $x'_c$ to $X_n$ lie in the same connected component for all $n \geq 1$ since $E_3^n$ is a singleton for any $n \geq 2$ and

$$E_3^{n,n} = \text{Ker}[\pi_0 X_n \to \pi_0 X_{n-1}] \cap \text{Im}[\pi_0 X_{n+2} \to \pi_0 X_n].$$
This does not directly imply that \( x_\infty \) and \( x'_\infty \) lie in the same component of \( X_\infty \). For this, we need to know that \( \lim_1^n \pi_1 X_n = 0 \); see [13, IX.3.1]. This follows from [13, IX.5.4] since the vanishing on \( E_3 \) implies that \( E_5^{p,q} = E_r^{p,q} \) for all \( q - p \geq 1 \) and \( r \geq 3 \).

The rest of this proof is devoted to the proof of the vanishing properties of \( E_3 \) claimed above. Recall from [39] that the \( E_2 \) terms (those which are defined) are

\[
E_2^{p,q} = \begin{cases} 
 HH^{p+2,-q}(\Lambda(\sigma), \Lambda(\sigma)), & p > 0, q \in \mathbb{Z}; \\
 \mathbb{Z}^{2,-q}(\Lambda(\sigma), \Lambda(\sigma)), & p = 0, q > 0.
\end{cases}
\]

Here, \( \mathbb{Z}^{*,*}(\Lambda(\sigma), \Lambda(\sigma)) \subset C^{*,*}(\Lambda(\sigma), \Lambda(\sigma)) \) denotes the Hochschild cocycles. There is a remaining \( E_2 \) term, namely \( E_2^{0,0} \), which is the pointed set of graded algebra structures with the same underlying graded vector space as \( \Lambda(\sigma) \), based at \( \Lambda(\sigma) \).

The second differential \( d_2 : E_2^{p,q} \to E_2^{p+2,q+1} \) is defined except for \((p, q) = (0, 0)\). It is given, up to sign, by the Gerstenhaber bracket with the universal Massey product,

\[
d_2 = \pm[u, -],
\]

except for \((p, q) = (0, 1)\). For \( p = 0 \) and \( q > 1 \), we understand that we first project the Hochschild cocycles onto the Hochschild cohomology and then apply \( \pm[u, -] \). For \((p, q) = (0, 1)\), the differential is given, up to sign, by this projection composed with the map

\[
\alpha : HH^{2,-1}(\Lambda(\sigma), \Lambda(\sigma)) \to HH^{4,-2}(\Lambda(\sigma), \Lambda(\sigma)),
\]

\[
x \mapsto x^2 + [u, x].
\]

The first quadratic summand vanishes if \( \mathrm{char} k \neq 2 \) since \( HH^{*,*}(\Lambda(\sigma), \Lambda(\sigma)) \) is graded commutative and \( x \) has odd total degree. If \( \mathrm{char} k = 2 \), the quadratic summand is not \( k \)-linear unless \( k = \mathbb{F}_2 \). Hence this differential, unlike the rest, is not a \( k \)-vector space morphism, but a plain abelian group morphism.

Excluding \( E_2^{0,0} \), where \( d_2 \) is not defined, the second page of the truncated spectral sequence splits into two families of cochain complexes \( C_n^* \) and \( D_n^* \), \( n \in \mathbb{Z} \),

\[
\begin{array}{cccc}
C_3^* & D_3^* & C_2^* & D_2^* \\
C_2^* & D_2^* & C_1^* & D_1^* \\
C_1^* & D_1^* & C_0^* & D_0^* \\
C_0^* & D_0^* & C_{-1}^* & D_{-1}^* \\
C_{-1}^* & D_{-1}^* & C_{-2}^* & D_{-2}^* \\
C_{-2}^* & D_{-2}^* & C_{-3}^* & D_{-3}^* \\
\end{array}
\]
with the following descriptions,

\[
C_m^n = \begin{cases} E_2^{2m,n+m}, & m \geq 1, \text{ or } m = 0 \text{ and } n \geq 1; \\ 0, & \text{elsewhere}; \end{cases}
\]

\[
D_n^m = \begin{cases} E_2^{2m+1,n+m}, & m \geq 0; \\ 0, & \text{elsewhere}. \end{cases}
\]

The differential is of course \(d_2\) in all cases. The \(E_p^q\) terms are defined for \(q \geq p \geq 0\), and for \(p \geq 3\) and \(q \in \mathbb{Z}\). All of them are given by the homology of \(d_2\), except for \(E_0^0\) and \(E_3^1\), i.e.

\[
H^m C_n^* = E_3^{2m,n+m}, \quad m \geq 2, \text{ or } m \geq 0 \text{ and } n \geq 1;
\]

\[
H^m D_n^* = E_3^{2m+1,n+m}, \quad m \geq 1, \text{ or } m \geq 0 \text{ and } n \geq 2.
\]

In order to compute these groups, we consider new related families of cochain complexes, \(\tilde{C}_n^*\) and \(\tilde{D}_n^*, n \in \mathbb{Z}\), which agree with the former almost everywhere, and can be depicted as follows:

Here, on any coordinate \((p, q), p \geq 0, q \in \mathbb{Z}\), we place the Hochschild cohomology group \(\text{HH}_0^{p+2,-q}(\Lambda(\sigma), \Lambda(\sigma))\). Therefore, for \(m \geq 0\) and \(n \in \mathbb{Z}\),

\[
\tilde{C}_m^n = \text{HH}_0^{2m+2,-n-m}(\Lambda(\sigma), \Lambda(\sigma)), \quad \tilde{D}_m^n = \text{HH}_0^{2m+3,-n-m}(\Lambda(\sigma), \Lambda(\sigma)),
\]

and \(\tilde{C}_m^n = \tilde{D}_m^n = 0\) for \(m < 0\). The differential is \([u, -]\) in all non-trivial cases.

The cup product with the universal Massey product \(u \cdot -\) induces cochain maps

\[
f : \tilde{C}_n^* \rightarrow \tilde{D}_{n+1}^*, \quad g : \tilde{D}_n^* \rightarrow \tilde{C}_{n-1}^{n+2},
\]

for \(n \in \mathbb{Z}\), depicted below in red and blue, respectively,
By Lemma 6.8, $f$ and $g$ are injective, the cokernel of $f$ is concentrated in degree $* = -1$, and the cokernel of $g$ is concentrated in degrees $* = -2, -1$. Therefore, the associated long exact sequences induce the following isomorphisms in cohomology for $m \geq 1$ and $n \in \mathbb{Z}$,

$$f_* : H^m \tilde{C}^*_n \cong H^{m+1} \tilde{D}^*_n, \quad g_* : H^m \tilde{D}^*_n \cong H^{m+2} \tilde{C}^*_n.$$ 

By Proposition 3.6 and Remark 3.7, $f$ and $g$ are null-homotopic; so, for $m \geq 1$ and $n \in \mathbb{Z}$,

$$H^m \tilde{C}^*_n = 0 = H^m \tilde{D}^*_n.$$ 

Clearly, $D^*_n = \tilde{D}^*_n$; hence

$$E^{2m+1, n+m}_3 = H^m D^*_n = 0, \quad m \geq 1, n \in \mathbb{Z}.$$ 

For $n \leq 0$, $C^*_n$ is the naive truncation of $\tilde{C}^*_n$ at $* \geq 1$; therefore

$$E^{2m, n+m}_3 = H^m C^*_n = H^m \tilde{C}^*_n = 0, \quad m \geq 2 \text{ and } n \leq 0.$$ 

For $n \geq 2$, there is an obvious surjective cochain map $C^*_n \to \tilde{C}^*_n$, which is the identity in $* > 0$ and the natural projection of Hochschild cocycles onto Hochschild cochains in $* = 0$; so

$$E^{2m, n+m}_3 = H^m C^*_n = H^m \tilde{C}^*_n = 0, \quad m \geq 1 \text{ and } n \geq 2.$$ 

For $n = 1$ and char $k \neq 2$, we also have a surjective map $C^*_1 \to \tilde{C}^*_1$ for the same reason as above, and

$$E^{2m, m+1}_3 = H^m C^*_1 = H^m \tilde{C}^*_1 = 0, \quad m \geq 1.$$ 

This completes the proof in the case char $k \neq 2$. The problem in char $k = 2$ is that the differential $C^*_1 \to C^*_1$ depends on the quadratic map (9.2) while $\tilde{C}^0_1 \to \tilde{C}^1_1$ is just given by $[u, -]$; so there is no obvious map $C^*_1 \to \tilde{C}^*_1$. 
The last equation also holds for $\text{char } k = 2$, although it is more complicated to check. It suffices to construct a chain map $C_1^* \to \overline{D}_1^{*+1}$ given by $u \cdot -$ for $* > 0$, which is an isomorphism by Lemma 6.8, and which is surjective for $* = 0$, since then

$$E_3^{2m,m+1} = H^m C_1^* = H^{m+1} \overline{D}_1^* = 0, \quad m \geq 1.$$ 

We define $C_1^0 \to D_1^1$ as the composite

$$Z^{2,-1}(\Lambda(\sigma), \Lambda(\sigma)) \to \text{HH}^{2,-1}(\Lambda(\sigma), \Lambda(\sigma)) \xrightarrow{\beta} \text{HH}^{5,-2}(\Lambda(\sigma), \Lambda(\sigma)),$$

where

$$\beta(x) = u \cdot x + [\delta] \cdot x^2.$$ 

We must show that this $\beta$ is surjective and completes the definition of a chain map $C_1^* \to \overline{D}_1^{*+1}$. Let us start with the second property. It suffices to check that

$$u \cdot \alpha(x) = [u, \beta(x)]$$

for any $x \in \text{HH}^{2,-1}(\Lambda(\sigma), \Lambda(\sigma))$, where $\alpha$ is the morphism in (9.2), which defines the differential $d_2: E_2^{0,1} \to E_2^{2,2}$. This follows from Proposition 3.2, $\text{char } k = 2$, and the laws of a Gerstenhaber algebra, since we know that $[u, u \cdot x] = u \cdot [u, x]$ and

$$[u, [\delta] \cdot x^2] = [u, [\delta]] \cdot x^2 + [\delta] \cdot [u, x] \cdot x + [\delta] \cdot x \cdot [u, x]$$

$$= u \cdot x^2 + [\delta] \cdot [u, x] \cdot x + [\delta] \cdot [u, x] \cdot x$$

$$= u \cdot x^2.$$

We finish by showing the surjectivity of $\beta$. Actually, we will see that it is bijective. For this, we construct morphisms $\gamma$ and $\lambda$ fitting in the following commutative diagram,

$$\begin{array}{ccc}
\text{HH}^{2,-1}(\Lambda(\sigma), \Lambda(\sigma)) & \xrightarrow{\beta} & \text{HH}^{5,-2}(\Lambda(\sigma), \Lambda(\sigma)) \\
\xrightarrow{u^6} & & \xrightarrow{\gamma} \\
\text{HH}^{11,-4}(\Lambda(\sigma), \Lambda(\sigma)) & \xrightarrow{\lambda} & \text{HH}^{23,-8}(\Lambda(\sigma), \Lambda(\sigma))
\end{array}$$

where the curved arrows are isomorphisms by Proposition 6.8. The morphisms $\gamma$ and $\lambda$ are defined as

$$\gamma(x) = u^2 \cdot x + [\delta] \cdot x^2,$$

$$\lambda(x) = u^4 \cdot x + [\delta] \cdot x^2.$$
Commutativity follows from
\[ \gamma \beta(x) = \gamma(u \cdot x + \delta \cdot x^2) = u^3 \cdot x + u^2 \cdot \delta \cdot x^2 + \delta \cdot (u \cdot x + \delta \cdot x^2)^2 = u^3 \cdot x + u^2 \cdot \delta \cdot x^2 + \delta \cdot u^2 \cdot x^2 = u^3 \cdot x, \]
\[ \lambda \gamma(x) = \lambda(u^2 \cdot x + \delta \cdot x^2) = u^6 \cdot x + u^4 \cdot \delta \cdot x^2 + \delta \cdot (u^2 \cdot x + \delta \cdot x^2)^2 = u^6 \cdot x + u^4 \cdot \delta \cdot x^2 + \delta \cdot u^4 \cdot x^2 = u^6 \cdot x. \]

Here we use Proposition 3.8, the commutativity of the cup product, and that \( \text{char} k = 2. \)

The group \( \text{Aut}(\Lambda(\sigma)) \) also acts on the right of the graded algebra \( \text{HH}^{*,*}(\Lambda, \Lambda(\sigma)) \) by conjugation since \( \Lambda \) is the degree 0 part of \( \Lambda(\sigma) \); so any automorphism of the latter (co)restricts to an automorphism of the former. The following corollary is a consequence of the previous theorem and Proposition 7.10.

**Corollary 9.3.** There is an \( \text{Aut}(\Lambda(\sigma)) \)-equivariant bijection between \( \text{ETS}(\mathcal{T}, \Sigma) \) and the set of edge units in \( \text{HH}^{3,-1}(\Lambda, \Lambda(\sigma)) \).

**Proposition 9.4.** The set \( \text{ETC}(\mathcal{T}, \Sigma) \) is non-empty if and only if \( \Omega^3(\Lambda) \cong \sigma^{-1} \Lambda_1 \) in \( \text{Mod}(\Lambda^e) \). Moreover, in that case, it is a singleton.

**Proof.** By Theorem 8.9, \( \text{ETC}(\mathcal{T}, \Sigma) \) is non-empty if and only if \( \text{ETS}(\mathcal{T}, \Sigma) \) is. Therefore, the first part of the statement follows from the previous corollary and Propositions 5.7 and 6.5.

By those previous results, in order to prove the second part, we must check that \( \text{HH}^{3,-1}(\Lambda, \Lambda(\sigma))^\times / \text{Aut}(\Lambda(\sigma)) \) is a singleton. Let \( Z(\Lambda) \) denote the center of \( \Lambda \). There is a group morphism \( g : \text{HH}^{0,0}(\Lambda, \Lambda(\sigma))^\times = \text{HH}^{0,0}(\Lambda, \Lambda)^\times = Z(\Lambda)^\times \to \text{Aut}(\Lambda(\sigma)) \) sending \( x \in Z(\Lambda)^\times \) to the automorphism \( g(x): \Lambda(\sigma) \to \Lambda(\sigma) \) defined on each degree \( n \in \mathbb{Z} \) by right multiplication by \( x^n \). This morphism is obviously injective, so we can regard \( \text{HH}^{0,0}(\Lambda, \Lambda(\sigma))^\times \) as a subgroup of \( \text{Aut}(\Lambda(\sigma)) \). Since any \( g(x) \) is the identity in degree 0, the right action of \( \text{HH}^{0,0}(\Lambda, \Lambda(\sigma))^\times \) on \( \text{HH}^{3,-1}(\Lambda, \Lambda(\sigma))^\times \) is given by the comparison morphism \( \text{HH}^{0,0}(\Lambda, \Lambda(\sigma))^\times \to \text{HH}^{0,0}(\Lambda, \Lambda(\sigma))^\times \), which is surjective by Proposition 5.6, and left multiplication by the inverse. The quotient
\[ \text{HH}^{3,-1}(\Lambda, \Lambda(\sigma))^\times / \text{HH}^{0,0}(\Lambda, \Lambda(\sigma))^\times \]
of the ‘left multiplication by the inverse’ action is a singleton since, given \( x, y \in \text{HH}^{3,-1}(\Lambda, \Lambda(\sigma))^\times, xy^{-1} \in \text{HH}^{0,0}(\Lambda, \Lambda(\sigma))^\times \). Therefore, the quotient by the larger group \( \text{HH}^{3,-1}(\Lambda, \Lambda(\sigma))^\times / \text{Aut}(\Lambda(\sigma)) \) is also a singleton. \( \square \)

**Definition 9.5.** We say that \( \mathcal{T} \) has an enhanced triangulated structure if \( (\mathcal{T}, \Sigma) \) does for some automorphism \( \Sigma : \mathcal{T} \to \mathcal{T} \).
Recall from [11, Proposition 3.8] that the Picard group Pic(Λ) of invertible Λ-bimodules is isomorphic to the outer automorphism group Out(Λ) via Out(Λ) → Pic(Λ): [σ] ↦ [σΛ]. Moreover, Pic(Λ) is also the group of natural isomorphism classes of self-equivalences of Mod(Λ), and [σ] corresponds to the restriction of scalars (σ−1)*: Mod(Λ) → Mod(Λ) along σ−1: Λ → Λ, which is naturally isomorphic to − ⊗ Λ σΛ. The advantage of the equivalence (σ−1)* is that it is an automorphism.

**Corollary 9.6.** The finite category \( \mathcal{T} \simeq \text{proj}(\Lambda) \) has an enhanced triangulated structure if and only if \( \Omega^3(\Lambda) \) is isomorphic in \( \text{Mod}(\Lambda^e) \) to an invertible \( \Lambda \)-bimodule. Up to natural isomorphism, the possible suspension functors are the restrictions of scalars \( \sigma^*: \text{proj}(\Lambda) \to \text{proj}(\Lambda) \), where \( \sigma \) runs over a set of representatives of elements in Out(Λ) such that \( \Omega^3(\Lambda) \equiv \sigma^{-1} \Lambda_1 \) in \( \text{Mod}(\Lambda^e) \). Once the suspension functor \( \Sigma \) is fixed, ETC(\( \mathcal{T}, \Sigma \)) is a singleton.

**Corollary 9.7.** If \( \Lambda \) is separable, then \( \mathcal{T} \simeq \text{proj}(\Lambda) \) has an enhanced triangulated structure. Up to natural isomorphism, the possible suspension functors are the restrictions of scalars \( \sigma^*: \text{proj}(\Lambda) \to \text{proj}(\Lambda) \), where \( \sigma \) runs over a set of representatives of elements in Out(Λ). Once the suspension functor \( \Sigma \) is fixed, ETC(\( \mathcal{T}, \Sigma \)) is a singleton.

The case analyzed in this corollary is particularly simple, \( \Lambda \) is semi-simple, \( \mathcal{T} \simeq \mathcal{D}^b(\Lambda(\sigma)) \), and all exact triangles split here.

Recall that the algebra \( \Lambda \) is connected if it cannot be decomposed as a product \( \Lambda \cong \Lambda_1 \times \Lambda_2 \), with \( \Lambda_i \) a non-trivial algebra, \( i = 1, 2 \).

**Proposition 9.8.** Suppose \( \Lambda \) is connected and not separable. Given any \( \Lambda \)-bimodule \( M \), denote by \( \Omega(M) \) the syzygy obtained as the kernel of a projective cover,

\[
\Omega(M) \xrightarrow{\Omega} P \to M.
\]

Then, \( \mathcal{T} = \text{proj}(\Lambda) \) has an enhanced triangulated structure if and only if \( \Omega^3(\Lambda) \) is an invertible \( \Lambda \)-bimodule. In that case, the suspension functor is necessarily \( \Sigma = - \otimes \Lambda \Omega^3(\Lambda)^{-1} \), where \( \Omega^3(\Lambda)^{-1} \) is an inverse of \( \Omega^3(\Lambda) \) in Pic(Λ). Moreover, ETC(\( \mathcal{T}, \Sigma \)) is a singleton.

**Proof.** The \( \Lambda \)-bimodule \( \Lambda \) is indecomposable since \( \Lambda \) is connected as an algebra; hence \( \Omega^3(\Lambda) \) too, and also any invertible \( \Lambda \)-bimodule \( \sigma \Lambda_1 \). Moreover, \( \sigma \Lambda_1 \) cannot be projective. Otherwise, it would be a direct summand of \( \Lambda \otimes \Lambda \), and then \( \Lambda \) would be a direct summand of \( \sigma^{-1} \Lambda \otimes \Lambda \cong \Lambda \otimes \Lambda \) and hence separable. The third syzygy \( \Omega^3(\Lambda) \) is not projective either since that would also imply that \( \Lambda \) would be a projective bimodule.

Two \( \Lambda \)-bimodules \( M \) and \( N \) are isomorphic in \( \text{Mod}(\Lambda^e) \) if and only if there are projective \( \Lambda \)-bimodules \( P \) and \( Q \) such that \( M \oplus P \cong N \oplus Q \) in \( \text{Mod}(\Lambda^e) \). Hence, \( M = \Omega^3(\Lambda) \) is isomorphic to some \( N = \sigma \Lambda_1 \) in \( \text{Mod}(\Lambda^e) \) if and only if they are isomorphic in \( \text{Mod}(\Lambda^e) \) because each of them is the only non-projective indecomposable factor on each side of an isomorphism \( M \oplus P \cong N \oplus Q \) as above. Now, this proposition follows from Corollary 9.6.

Recall that the Nakayama algebra \( N_m^\sigma \) is the quotient of the path algebra of the oriented cycle of length \( m \geq 1 \).
by the two-sided ideal generated by the paths of length \( n + 1, \ n \geq 1 \). This basic and self-injective algebra (hence Frobenius) has dimension \( m(n + 1) \) over the ground field \( k \) and it is connected but not separable; see [23, §3] and [17, §3].

**Proposition 9.9.** If \( k \) is algebraically closed, \( \Lambda = N^m_m \), \( m \) divides \( n \), and \( n > 1 \), then \( \Omega^3(\Lambda) \) is not stably isomorphic to an invertible \( \Lambda \)-bimodule. Hence \( \text{proj}(\Lambda) \) cannot be endowed with a (an enhanced) triangulated category structure.

**Proof.** In this proof, we compute syzygies by using projective covers. By [23, §3], \( \Omega^2(\Lambda) = \sigma \Lambda_1 \) for some automorphism \( \sigma \) of \( \Lambda \). Since \( \Lambda \) is connected and not separable, if \( \Omega^3(\Lambda) \) were stably isomorphic to an invertible \( \Lambda \)-bimodule, then it would actually be isomorphic to it, by the same argument as in the proof of Proposition 9.8. Recall from [11, Proposition 3.8] that any invertible \( \Lambda \)-bimodule is of the form \( \mu \Lambda_1 \) for some automorphism \( \mu \). If that happened, the minimal projective resolution of \( \Lambda \) as a bimodule would produce a short exact sequence of bimodules

\[
\mu \Lambda_1 \hookrightarrow P \rightarrow \sigma \Lambda_1
\]

with projective middle term. If we twisted by \( \sigma^{-1} \) from the left, we would obtain another short exact sequence of bimodules with projective middle term

\[
\sigma^{-1} \mu \Lambda_1 \hookrightarrow \sigma^{-1} P_1 \rightarrow \Lambda;
\]

hence \( \Omega(\Lambda) = \sigma^{-1} \mu \Lambda_1 \). We know that \( \text{dim}_k \sigma^{-1} P_1 = \text{dim}_k P = m(n + 1)^2 \) (see [23, §3]) and \( \text{dim}_k \sigma^{-1} \mu \Lambda_1 = \text{dim}_k \Lambda = m(n + 1) \); so this can only happen if \( n = 1 \).

The final conclusion follows from (1) in our main theorem in the enhanced case and from [22, Theorem 1.2] in the non-enhanced case. \( \square \)

For \( n = 1 \), \( \Lambda = N^1_m \) satisfies \( \Omega(\Lambda) = \sigma \Lambda_1 \) for some automorphism \( \sigma \) of \( \Lambda \); see the proof of [17, 4.2]. Hence \( \Omega^3(\Lambda) = \sigma_3 \Lambda_1 \); so in this case, the Nakayama algebra \( \Lambda \) does satisfy the assumptions of Corollary 9.6.
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