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We identify a single-particle drift resulting from collisional interactions with a background species, in the presence of a collisionality gradient and background net flow. We analyze this drift in different limits, showing how it reduces to the well known impurity pinch for high-\(Z_i\) impurities. We find that in the low-temperature, singly-ionized limit, the magnitude of the drift becomes mass-dependent and energy-dependent. By solving for the resulting diffusion-advection motion, we propose a mass-separation scheme that takes advantage of this drift, and analyze the separative capability as a function of collisionally dissipated energy.

I. INTRODUCTION

It is often desirable to be able to separate elements based on mass. In the production or reprocessing of nuclear fuel, for instance, uranium-235 must be separated from uranium-238; however, their identical chemical structure makes chemical separation impossible. In another related application, the waste produced by nuclear reactors is extremely chemically inhomogenous, again making chemical separation difficult. Fortunately, it is generally the case that the heavy elements present the greatest danger, while the lighter elements, such as Oxygen, Sodium, and Iron, are harmless but represent the bulk of the mass. Thus useful separation on the basis of mass is possible.

The potential of rotating plasmas for discriminating elements based on atomic mass has long been recognized\(^{1,2}\) and led to the development of plasma centrifuges for isotope separation\(^{3-6,17,18}\). However, only recently have plasmas been suggested for separating elements with large mass differences\(^{7-12}\), such as needed for legacy waste disposal or spent fuel reprocessing. These emerging applications, focused more on throughput than fine-grained specificity, motivated the development of new mass filter concepts, including rotating plasma configuration\(^{1,2}\), crossed-field separators\(^{19,20}\), and filters based on differential magnetic drift\(^{21}\) and gyro-radius effects\(^{22}\).

It has long been known that a density gradient in a magnetized plasma can cause high-\(Z_i\) impurity ions to be disproportionately drawn up the density gradient\(^{23,24}\). This impurity pinch effect arises from the friction between the impurity ion and the bulk flow that results from the majority species diamagnetic drift, as well as inhomogeneities in the friction force about the gyro-orbit\(^{23,24,25}\). Since this effect was seen as most relevant in fusion plasmas, models have generally assumed the presence of two thermal species at the same temperature, and focused on the \(Z_i\)-dependent effect of the equilibrium spatial distribution. Thus mass-dependent and energy-dependent effects have remained relatively unexplored.

The paper is organized as follows. In Section \[\text{II}\] we consider the motion of a single ion undergoing Langevin collisions with a background species, allowing for (a) a collisionality gradient, and (b) a bulk flow of the background species relative to the ion gyrocenter, and derive the resulting drift. In Section \[\text{III}\] we consider the balance between this drift and collisional diffusion in determining the steady-state density gradient. Applying this analysis to the case of ion-ion Coulomb collisions, we rederive the impurity pinch. However, our approach also allows us to consider cases more relevant to the low-temperature plasmas desirable for mass filtration. In particular, we show that even at constant \(Z_i=1\), the drift-diffusion balance can lead to a mass-dependent and energy-dependent steady-state gradient. In the subsequent sections, we show how this drift-diffusion balance can be exploited to separate ions of different mass, first in the context for a simple analytical model which ignores the ion heating mechanism (Section \[\text{IV}\]), and then for a more realistic heating model (Section \[\text{V}\]). Finally, we demonstrate how the energy expenditure per particle and separation power are intrinsically linked, and make estimates for the power consumption, separation, and throughput of the device.

II. DERIVATION OF THE DRIFT

Consider an ion gyrating with speed \(v_x\) in a \(z\)-directed magnetic field, in the presence of a fractional collisionality gradient \(\nabla n_s \parallel \hat{y}\). Thus the collisionality locally takes the form

\[
n_s = n_0 + \nu' y. \tag{1}\n\]

The differential equation that describes the ion motion, including both the Lorentz force and deterministic (frictional) collisions, is:

\[
\frac{dv}{dt} = \Omega \times \hat{z} - \nu_s(y)(v - v_{bg}) \tag{2}
\]

\[
= \Omega \times \hat{z} - (\nu_0 + \nu' y)(v - v_{bg}), \tag{3}
\]

where \(\Omega\) is the gyrofrequency and \(v_{bg}\) is the velocity of the background particles. Because this is a single-particle equation, we do not include a thermal force; the subtleties involved with this choice are discussed in Appendix \[\text{C}\].
Breaking into components, we have
\[
\frac{dv_x}{dt} = \Omega v_y - (\nu_0 + \nu') (v_x - v_{x,bg})
\]
\[
\frac{dv_y}{dt} = -\Omega v_x - (\nu_0 + \nu') (v_y - v_{y,bg}).
\]

Throughout the analysis, we will take \( \Omega, \nu_0 \gg \nu' \). We will then consider the above equation in orders of \( \varepsilon \equiv \nu' / \Omega \).

To start, we shift to a 1D complex variable problem, letting
\[
Z = v^0_x + iv^0_y
\]
\[
z = v^1_x + iv^1_y,
\]
where \( Z = \mathcal{O}(1) \) and \( z = \mathcal{O}(\varepsilon) \). The particle positions can then be found via
\[
x + iy = x_0 + iy_0 + \int_0^t Z(\tau)d\tau + \int_0^t z(\tau)d\tau.
\]

Start by solving the zeroth-order equation:
\[
\frac{dZ}{dt} = \frac{dv^0_x}{dt} + i \frac{dv^0_y}{dt} = -(i\Omega + \nu_0)Z + \nu_0 z_{bg},
\]
where \( z_{bg} \) is the complex representation of \( v_{bg} \). The general solution to the equation
\[
\frac{dx}{dt} = -\omega x + S
\]
is
\[
x = x_0 e^{-\omega t} + e^{-\omega t} \int_0^t e^{\omega \tau} S(\tau)d\tau.
\]

Thus we have:
\[
Z(t) = e^{-(i\Omega + \nu_0)t} \left( C + \int_0^t v_{0,bg} e^{i(\Omega + \nu_0)\tau} d\tau \right)
\]
\[
= Z_0 e^{-(i\Omega + \nu_0)t} + \frac{\nu_0 z_{bg}}{\Omega + \nu_0},
\]
where we have combined the arbitrary constant \( C \) with the \( t = 0 \) contribution from the integral into \( Z_0 \).

The second term, corresponding to the background flow drift, is given by:
\[
v_{d,flow} = \frac{\nu_0 (v_{x,bg} + iv_{y,bg})}{\Omega^2 + \nu_0^2} (\nu_0 - i\Omega)
\]
\[
= \frac{\nu_0}{\Omega^2 + \nu_0^2} \left[ \nu_0 (v_{x,bg} + iv_{y,bg}) - \Omega (v_{y,bg} - iv_{x,bg}) \right]
\]
In terms of vectors,
\[
v_{d,flow} = \frac{\nu_0}{\Omega^2 + \nu_0^2} (v_{bg} \times \hat{b} + \frac{\nu_0}{\Omega} v_{bg})
\]

Although we solved for this drift in the zeroth-order equation, in general we will be interested in cases where \( v_{bg} \ll v_{\perp} \), i.e. \( z_{bg}/Z_0 = \mathcal{O}(\varepsilon) \). Thus we will ignore terms of order \( \nu' z_{bg} \) in our first-order equation, since these are \( \mathcal{O}(\varepsilon^2) \). Thus our first-order equation becomes:
\[
\frac{dz}{dt} = \frac{dv^1_x}{dt} + i \frac{dv^1_y}{dt} = -(i\Omega + \nu_0)z - \nu' y^0 Z,
\]
which has the standard solution:
\[
z = e^{-(i\Omega + \nu_0)t} \left( z_0 - \int_0^t e^{i(\Omega + \nu_0)\tau} \nu' y^0(\tau)Z(\tau)d\tau \right).
\]

First we need to calculate \( y \). Because we are interested in cases where \( |z_{bg}/Z_0| = \mathcal{O}(\varepsilon) \), we will ignore the second term (the drift term) in Eq. \( 13 \) when calculating the product with the first-order term \( \nu' \); i.e., we take
\[
Z(t) \approx Z_0 e^{-(i\Omega + \nu_0)t}.
\]

We then have, noting \( Z_0 \approx v_{x,0} + iv_{y,0} \),
\[
y^0 = y^0_0 + \text{Im} \left[ \int_0^t Z(\tau)d\tau \right]
\]
\[
\approx \left( \frac{e^{-\nu_0 t}}{\Omega^2 + \nu_0^2} \right) [(\nu_0 v_{x,0} + \Omega v_{y,0}) \sin \Omega t
\]
\[
+ (\Omega v_{x,0} - \nu_0 v_{y,0}) \cos \Omega t]
\]
\[
+ y^0_0 \left( \frac{\Omega v_{x,0} - \nu_0 v_{y,0}}{\Omega^2 + \nu_0^2} \right).
\]

Now, we are really interested in the gyro-drift of a particle orbiting the origin; the last term simply accounts for the shifted rotation center if the particle starts at the origin. Thus we take \( y^0_0 \) to cancel this term, leaving only the oscillating terms. Meanwhile,
\[
e^{i(\Omega + \nu_0)\tau} Z(\tau) \approx v_{x,0} + iv_{y,0}.
\]

Averaging over an isotropic perpendicular velocity distribution, take \( \langle v_{x,0} v_{y,0} \rangle = 0 \), and \( \langle v_{x,0} v_{x,0} \rangle = \langle v_{y,0} v_{y,0} \rangle = v_{b,0}^2/2 \), so that we have
\[
\langle e^{i(\Omega + \nu_0)\tau} \nu' y^0 Z \rangle = \frac{1}{2} \left( \frac{v_{b,0}^2 \nu'}{\Omega^2 + \nu_0^2} \right) e^{-\nu_0 t} [(\nu_0 + \Omega) \sin \Omega t
\]
\[
+ (\Omega - \nu_0 i) \cos \Omega t]
\]
\[
= \frac{1}{2} \left( \frac{v_{b,0}^2 \nu'}{\Omega^2 + \nu_0^2} \right) \Omega \nu_0 e^{i(\Omega - \nu_0)\tau}.
\]

Then, taking \( z_0 \) so as to cancel the \( t = 0 \) contribution from the integral in Eq. \( 15 \), we can integrate Eq. \( 24 \) to find:
\[
z(t) = \frac{1}{2} \left( \frac{v_{b,0}^2 \nu'}{\Omega^2 + \nu_0^2} \right) e^{-2\nu_0 t} \left( \frac{2\Omega v_{b,0}}{\Omega^2 + \nu_0^2} + \frac{\nu_0^2 - v_{b,0}^2}{\Omega^2 + \nu_0^2} \right)
\]
\[
= \frac{1}{2} \left( \frac{v_{b,0}^2 \nu'}{\Omega^2 + \nu_0^2} \right) \left( \frac{2\Omega v_{b,0}}{\Omega^2 + \nu_0^2} \hat{x} + \frac{\nu_0^2 - v_{b,0}^2}{\Omega^2 + \nu_0^2} \hat{y} \right).
\]
Combining the two drifts by adding back the second term in Eq. \([13]\), which become Eq. \([16]\), we have:

\[
v_d = \frac{1}{2} \left( \frac{v_{\perp}^2}{\Omega^2 + \nu_0^2} \Omega^2 - \frac{v_\parallel^2}{\nu_0^2} \nu_0^2 \nu_0 + \frac{\nu_0}{\Omega^2 + \nu_0^2} \nu_0 \right) \Omega \nu_0 \left( \frac{v_{\perp} \times \nu_0}{\Omega} \right) \nu_0 \Omega \nu_0 \nu_0 \nu_0
\]

As \(\nu_0/\Omega \rightarrow 0\), we have

\[
v_d = \frac{1}{2} \rho^2 \nu_0 \nu_0 \nu_0 \nu_0 \nu_0 \nu_0 \nu_0 \nu_0
\]

Each of these terms has a clear physical interpretation. The second term simply represents the \(F \times B\) (generalized Hall) drift due to momentum transfer from the background flow. It is primarily this second term that gives rise to the “impurity pinch” experienced by high-Z ions in tokamaks, as a result of the diamagnetic poloidal flow friction. The first term, meanwhile, represents the \(F \times B\) drift that arises from the difference in collisional friction between the upper and lower halves of the orbit due to the collisional inhomogeneity. These heuristics are discussed in more detail in Appendix A.

### III. BALANCE WITH DIFFUSIVE TERMS AND STEADY STATE

The drift we have discussed thus far results from the deterministic drag term in the Langevin equation. Now we briefly review the impact of the diffusive terms. Because the diffusion is isotropic over a gyro-orbit, the diffusion in the drift manifest itself as diffusion in guiding-center.

The drift that arises from the difference in collisional friction that gives rise to the “impurity pinch” experienced by high-Z ions in tokamaks, as a result of the diamagnetic poloidal flow friction. The second term simply represents the \(F \times B\) drift that arises from the difference in collisional friction between the upper and lower halves of the orbit due to the collisional inhomogeneity. These heuristics are discussed in more detail in Appendix A.

#### A. Mass and temperature dependence of \(\chi\)

Hot, heavy particles will tend to be more susceptible to slowing than light particles. Thus we expect different gradients in steady-state as a function of mass and energy. To see this tendency, our first task is to be explicit in what we mean by \(\nu_d\). We care about diffusion along a single dimension parallel to the particle orbit. In the case of ion-cyclotron heating, we will have \(\epsilon_{\perp} \gg \epsilon_{||}\), so

\[
\nu_{D,ic} = 1/2 \left( \nu_{\perp} + \nu_{||} \right) = 1/4 \nu_{\perp} + 1/2 \nu_{||}.
\]

Here, the first factor of 1/2 comes from considering diffusion along a single dimension perpendicular to the magnetic field. The factor of 1/2 before \(\nu_{\perp}\) comes from the fact that only diffusion along one of the two dimensions perpendicular to the particle velocity will result in diffusion perpendicular to the magnetic field, since one of the perpendicular dimensions lies parallel to the magnetic field.

Meanwhile, in the case of isotropically distributed ion velocities, we will have

\[
\nu_{D,iso} = 1/3 \left( \nu_{\perp} + \nu_{||} \right).
\]

This would be the proper form, for instance, for thermal ions or fusion-born \(\alpha\) particles.

#### 1. Collisions with fast ions and electrons

With our diffusion collision frequency in hand, it is now possible to consider limiting cases of \(\chi\) in several cases. First we consider the low-velocity limit of the collision coefficients, in which \(\epsilon_{ij} x_{ij} \ll 1\), where \(x_{ij} \equiv m_i/m_j\) is the mass ratio with the buffer species, and \(\epsilon_{ij} = \epsilon_{\perp} T_j\) is the ratio of the perpendicular ion energy to the buffer temperature. In this limit, \(\nu_{\perp} = 2 \nu_{\parallel}\), so \(\nu_{D,ic} = \nu_{D,iso}\). Then, using the formulary frequencies:

\[
\chi_{is} = \frac{\epsilon_{ij}^{1/2} \nu_{ij}}{1 + \frac{1}{\xi_{ij}}} \Rightarrow \begin{cases} \epsilon_{ij}^{1/2} \nu_{ij} & \text{if } \xi_{ij} \ll 1 \\ \epsilon_{ij} & \text{if } \xi_{ij} \gg 1. \end{cases}
\]

In the important case of heavy thermal ions, where \(\epsilon_{ij} = T_{ij}\), we have \(\chi_{is} = 1\).

When considering ion-electron collisions, we will almost always be in the low-velocity limit. Then

\[
\chi_{es} = \epsilon_{ie}.
\]

Thus differentially heating ions will result in different drift vs diffusion rates on electrons proportional to the energy.

#### 2. Collisions with slow ions

When \(\frac{\nu_{ij}}{\nu_{ij}} \gg 1\), we find slightly different results for isotropic vs ion-cyclotron heated ions. First consider
isotropically-directed ions. Then we have
\begin{equation}
\chi_{if,iso} = \frac{\left(\mu_i^{-1} + \mu_j^{-1}\right) \mu_i^{1/2} e^{-3/2}}{2 \mu_i^{-1/2} e^{-3/2} + \frac{1}{2} \mu_i^{-1/2} \mu_j^{-1} e^{-5/2} T_j}
\end{equation}
(35)
\begin{equation}
= \frac{1 + x_{ij}}{2} + \frac{1}{3} \epsilon_{ij}
\end{equation}
(36)
\begin{equation}
\approx \frac{3}{2} (1 + x_{ij}).
\end{equation}
(37)

Meanwhile, for ion-cyclotron heating:
\begin{equation}
\chi_{if,ic} = \frac{1 + x_{ij}}{2} + \frac{1}{2} \epsilon_{ij} \approx 2(1 + x_{ij}).
\end{equation}
(38)

Thus fast, heavy ions will experience strong collisional drift relative to diffusion.

B. Special case: background ion gradient with diamagnetic flow

In the special case of ions diamagnetic flow due to a density gradient in the x direction, we have
\begin{equation}
v_{bg} = -\frac{T \nabla \log n_{bg} \times \hat{b}}{Z_{bg} eB}.
\end{equation}
(39)

Thus, since \( \nu_s \propto n_{bg} \), we have
\begin{equation}
v_d = \frac{1}{2} \rho_s^2 (\nu_s) \left( \nabla \log n_{bg} + \frac{2 \nu}{v_{in}^2} \left( \frac{T \nabla \log n_{bg} \times \hat{b}}{Z_{bg} eB} \right) \times \hat{b} \right)
\end{equation}
(40)
\begin{equation}
= \frac{1}{2} \rho_s^2 (\nu_s) \nabla \log n_{bg} \left( 1 + \frac{2(Z_i eB)}{n_{vi} v_{in}^2} \frac{T}{Z_{bg} eB} \right)
\end{equation}
(41)
\begin{equation}
= \frac{1}{2} \rho_s^2 (\nu_s) \nabla \log n_{bg} \left( 1 + \frac{Z_i}{Z_{bg}} \frac{1}{\epsilon_{ij}} \right).
\end{equation}
(42)

From this result, we can recover the well-known high-\( Z_i \) impurity pinch\[23\]. The flux is given by
\begin{equation}
\Gamma = v_{bg} n_1 - \frac{d}{dx} (n_1 D).
\end{equation}
(43)

Now take \( \nu_s = \nu_{bg} n_{bg} \), \( \nu_D = \nu_{Dbg} n_{bg} \), so that the dependence on density becomes more apparent. Then, plugging in for \( v_d \) and \( D \) in the limit \( \nu \ll \Omega \), we have
\begin{equation}
\Gamma = \frac{1}{2} \rho_s^2 \nu_{bg} \left( 1 + \frac{Z_i}{Z_{bg}} \frac{1}{\epsilon_{ij}} \right) n_1 \frac{d}{dx} n_{bg} \frac{\nu_{bg} n_{bg} - \frac{1}{2} \rho_s^2 \nu_{Dbg} \frac{d}{dx} (n_{bg} n_1)}{n_{bg} n_1}.
\end{equation}
(44)
\begin{equation}
= \frac{1}{2} \rho_s^2 \nu_{Dbg} \left[ (\chi - 1)n_1 \frac{d}{dx} n_{bg} + \frac{Z_i}{Z_{bg}} \frac{\chi}{\epsilon_{ij}} n_1 \frac{d}{dx} n_{bg} - n_{bg} \frac{d}{dx} n_1 \right]
\end{equation}
(45)

Now for the case of thermal, heavy ions, \( \chi = \epsilon_{ij} = 1 \), so
\begin{equation}
\Gamma = \frac{1}{2} \rho_s^2 \nu_{Dbg} \left[ \frac{Z_i}{Z_{bg}} n_1 \frac{d}{dx} n_{bg} - n_{bg} \frac{d}{dx} n_1 \right]
\end{equation}
(46)

If we set \( \Gamma = 0 \) for steady state, and take \( \epsilon_{ij} = 1 \) (i.e. consider thermal particles), then we find
\begin{equation}
\frac{Z_{i}/Z_{bg}}{n_{bg}/n_1} = \text{const},
\end{equation}
(47)

which is the impurity pinch result. The full impurity pinch, including the reversal in steep temperature gradients, could be derived similarly by including the temperature-dependent terms in both the diamagnetic flow velocity and the collisionality.

This derivation relied on the assumption that \( \nu_s \neq \nu_D \), which is not true in general. As we show next, the non-cancellation of these terms in general can result in interesting energy-dependent and mass-dependent separative effects, even between species with equal \( Z \).

IV. MASS-BASED SEPARATION SCHEME

In this section, we explore how the energy- and mass-dependence of the diffusion/advection ratio could be used to separate particles of different masses.

A. Diffusion model

Consider a system extending over a distance \( 0 < x < L_s \) perpendicular to a magnetic field, with a source at \( x = L_- \) and sinks at \( x = 0 \) and \( x = L_s \) given by \( S(x) = -c \delta(x) + \delta(x - L_-) - (1 - c) \delta(x - L_s) \). Our steady-state diffusion equation is then given by
\begin{equation}
0 = v_d(x) f - \frac{d}{dx} (D(x) f) - U(x),
\end{equation}
(48)
where
\begin{equation}
U(x) = \int_0^x S(s) ds = -c + H(x - L_-)
\end{equation}
(49)
is the integrated flux, and \( H(x) \) is the heaviside function. Evaluating the derivative using the product rule and rearranging, we have
\begin{equation}
\frac{df}{dx} = \left( \frac{v_d(x)}{D(x)} - \frac{1}{D(x)} \frac{dD}{dx} \right) f - \frac{U(x)}{D(x)}.
\end{equation}
(50)

Up until now, the functional dependencies of \( D \) and \( v_d \) have been treated in full generality. Now consider a system in which \( T \) is constant, but the density varies as \( n = n_0 e^{x/L_c} \). Also assume that the particle is maintained at a constant energy \( \epsilon_{ij} \). Then, plugging in for \( v_d \) and \( D \), we have
\begin{equation}
\frac{df}{dx} = \eta \frac{1}{L_c} f - J e^{-x/L_c} \left( -c + H(x - L_-) \right),
\end{equation}
(51)
where
\begin{equation}
\eta = \left( 1 + \frac{Z_i}{Z_{bg}} \frac{1}{\epsilon_{ij}} \right) \chi
\end{equation}
(52)
and

\[ J = \frac{2}{\rho^2 \nu_D n_0}. \]  

(53)

Now, the solution to this equation is

\[ f(x) = e^{-\int_0^x P(s) ds} \left( \int_0^x e^{\int_0^y P(s) ds} Q(y) dy + d \right). \]

(54)

where

\[ P(x) = -\frac{\eta}{L_c}, \quad Q(x) = -J e^{-x/L_c} (-c + H(x - L_\perp)). \]

Then

\[ \pm \int_0^x P(s) ds = \pm (\eta - 1) \frac{x}{L_c}. \]

(56)

Thus

\[
\begin{align*}
f(x) &= \frac{J L_c}{\eta} e^{(\eta-1) \frac{x}{L_c}} \left[ \left( 1 - e^{-\eta \frac{x}{L_c}} \right) e^{-\frac{\eta}{L_c} x} \right. \\
&\quad \left. - \left( e^{-\eta \frac{x}{L_c}} - e^{-\eta \frac{L_\perp}{L_c}} \right) H(x - L_\perp) + d \right] \quad (57)
\end{align*}
\]

Now we can apply our boundary conditions. Since \( f(0) = 0 \), we see easily that \( d = 0 \). Then, solving for \( c \) by setting \( f(L_\parallel) = 0 \), we find

\[ c = \frac{e^{\eta (L_\perp/L_c)} - 1}{e^{\eta \frac{L_\perp}{L_c}} - 1}. \]

(58)

The relative fluxes \( F_\pm \) of particles leaving from the left \((-)\) and right \((+)\) sides of the device are thus

\[
\begin{align*}
F_- &= c = \frac{e^{\eta (L_\perp/L_c)} - 1}{e^{\eta \frac{L_\perp}{L_c}} - 1} \\
F_+ &= 1 - c = \frac{1 - e^{-\eta \frac{L_\perp}{L_c}}}{1 - e^{-\eta \frac{L_\perp}{L_c}}}.
\end{align*}
\]

(59)

\[ \begin{array}{c}
\longrightarrow \quad \overbrace{L_\perp}^S(x) \quad \overbrace{L_S} \\
\end{array} \]

\[ \begin{array}{c}
U(x) \quad \overbrace{S(x)}
\end{array} \]

FIG. 1. Diffusion problem setup, showing source and sink terms \( S(x) \) and integrated source flux \( U(x) \) for steady-state diffusion.

Meanwhile, the maximum density of non-buffer particles in the device scales as

\[ n_{\text{max}} = \frac{2L_c}{\eta^2 \nu_D n_0} \left( \frac{\dot{N}}{L_y L_z} \right) \max \dot{f}(x), \]

(61)

where \( \dot{N} \) is the total particle flow through the mass filter, \( L_y \) and \( L_z \) are the two remaining device dimensions, and \( \dot{f}(x) = f(x) \eta / JL_c \) is the normalized density function. \( \dot{f}(x) \) generally has its maximum at \( x = L_\perp \), where

\[
\begin{align*}
\dot{f}(L_\perp) &= \frac{(e^{(\eta-1)L_\perp/L_c} - 1) (e^{\eta (L_c-L_\perp)/L_c} - 1)}{e^{\eta L_c/L_c} - 1} \\
&\approx (\eta - 1) \frac{L_\perp}{L_c} F_-
\end{align*}
\]

(62)

Thus,

\[
\frac{\dot{N}}{n_{\text{max}}} \approx \frac{1}{10} L_y L_z \frac{\nu_{\text{thi}}}{2 F_-} \frac{\eta}{\eta - 1} \]

(64)

For practical applications, there should be several gyro-radii between the injection point and the periphery, so take \( L_\perp/\rho \approx 3 \). We also want to maintain ion gyro-drift motion even at the region of highest density, so take \( \nu_{D0}/\Omega \approx 3 \). These could be approximately satisfied, for instance, by \( \nu_{bg} = 1, \mu_i = 100, B = 2000 \text{ G}, T_{bg} = 1 \text{ eV}, \epsilon_{ij} = 5, \) and \( L_\perp = 3 \text{ cm} \). Then, recalling \( \rho = \nu_{\text{thi}}/\Omega \),

\[
\frac{\dot{N}}{n_{\text{max}}} \approx \frac{1}{10} L_y L_z \frac{\nu_{\text{thi}}}{2 F_-} \frac{\eta}{\eta - 1} \]

(65)

For a heavy ion mass of 100 amu and temperature of 5 eV, we have \( \nu_{\text{thi}} \approx 2 \times 10^5 \text{ cm/s} \). Assuming a collection area of \( L_y L_z = 300 \text{ cm}^2 \) and \( F_- \approx 0.3 \), we then have \( \dot{N}/n_{\text{max}} \approx 10^7 \). Thus, for a relatively small core heavy ion density of \( n_h = 10^{12} \text{ cm}^{-3} \), the device would process \( 10^{19} \) ions/second, or around a milligram per second.

B. Power dissipation

Now let us assume that one of the species (the heavy minority) is heated by ICRF, in order to keep \( \chi \) (and thus \( \eta \)) much larger for this species. The power dissipation is approximately given by

\[
P_{\text{dis}} = \epsilon_{\perp} L_c = \epsilon_{\perp} \left( 2\nu_\parallel - \frac{1}{2} \nu_{\perp} - \nu_{\parallel} \right),
\]

(66)

where the factor of 1/2 in front of \( \nu_{\perp} \) arises because energy added parallel to the magnetic field (one of the directions perpendicular to \( \nu_\perp \)) does not help to maintain the perpendicular energy. Using Eq. (31), this can be written

\[
P_{\text{dis}} = 2\epsilon_{\perp} \nu_D (\chi_h - 1),
\]

(67)

where the \( h \) subscript reminds us that we are only heating the heavy species. Thus, recalling the density-independent quantity \( \nu_s = \nu_s / n \), the power dissipated throughout the
device is given by
\[
P_{\text{dis, tot}} = \int_0^{L_s} P_{\text{dis}}(x) f(x) dx = 2\epsilon_\perp \tilde{n}_D (\chi_h - 1) \int_0^{L_s} n(x) f(x) dx. \tag{68}\]

Plugging in Eqs. (57), (53), and (60) and carrying out the integral, we find
\[
P_{\text{dis, tot}} = 4\epsilon_\perp \frac{\chi_h - 1}{\eta_h} \frac{\rho c_d}{\rho^2} (L_0 F_+ - L_-). \tag{70}\]

Note that, when $F_+ = L_-/L_s$, i.e. when the random walk is unbiased, there is no power dissipation. Because this calculation shows the energy dissipated per unit time for a system with a feed rate of one particle per unit time (since $F_+ + F_- = 1$), we can interpret this dissipated power as the mean energy dissipated per particle traversing the system.

Since for a slow (but relatively energetic), singly-ionized heavy particle, $\eta_h - 1 = \chi_h = \epsilon_\text{ij}$, we can write
\[
P_{\text{dis, tot}} = 4T \frac{(\eta_h - 1)(\eta_h - 2)}{\eta_h} \frac{L_0}{\rho^2} (L_0 F_+ - L_-). \tag{71}\]

Meanwhile, light particles are not heated, so they dissipate no energy, and have $\eta_l = 2$.

Figure 2 shows the evolution of $F_{h+}$ and $P_{\text{dis, tot}}$ with $\eta_h$ for $L_s = L_c$ and $L_m = 0.17L_c$. At $\eta_h = 6$, approximately two thirds of the heavy elements exit on the right side of the device, while approximately two thirds of the light elements ($\eta_l = 2$) exit on the left side, representing a twofold enrichment of the heavy element in the output stream. The dissipated power to achieve this separation is $6.3TL_c^2/\rho^2$, which for a 1eV plasma with $L_c/\rho \approx 10$ would be 600 eV per heavy particle.

V. A MORE REALISTIC HEATING MODEL

In the previous section we assumed that the energy of each species was spatially uniform. In realistic ICRF heating scenarios, the energy which the particle gains from the heating will be dissipated through collisions; thus the energy will generally be lower in areas of high density. To get the energy as a function of position, assume the particle is in force balance. Then:
\[
F + \left(-\nu_\perp + \frac{1}{2}\frac{\rho c_d}{\rho^2} \right) \nu_\perp = 0,
\tag{72}\]

where $F$ is a forcing term representing the ICRF. This gives
\[
\epsilon_\perp = \left(-\frac{B}{2A} \left(1 + \sqrt{1 - \frac{4AC}{B^2}} \right) \right)^2
\tag{73}\]

where
\[
A = \frac{\mu_j^{1/2}}{\mu_i} \left(1 + \frac{\mu_j}{\mu_i} \right)^{-1/2} T_i^{-3/2},
\tag{74}\nB = -10.7 \frac{F\mu_j^{1/2}}{\lambda n_{bg}(x)},
\tag{75}\nC = -\frac{\mu_j^{1/2}}{\mu_i} T_i^{-1/2}.
\tag{76}\]

So, plugging in:
\[
\epsilon_\perp = \epsilon_0 \left(1 + \sqrt{1 + \epsilon_0^{-1} \left(1 + \frac{n_0}{\mu_i} \right)^{1/2} T_i} \right)^2, \tag{77}\]

where
\[
\epsilon_0 \equiv 28 \frac{F^2T_i^{3/2}\mu_i^2 \left(1 + \frac{n_0}{\mu_i} \right)}{\lambda^2 n_{bg}(x) x^2}.
\tag{78}\]

Thus $\epsilon_\perp$ scales as $n_{bg}^{-2}$ until it reaches a minimum of $\epsilon_\perp = T_i$, where it saturates. This means that $\eta$ also scales as $n_{bg}^{-2}$ before saturating at $\eta = 2$.

A. Numerical results for realistic heating

We can use Eq. (77) to calculate the drift and diffusion terms in Eq. (50) and Eq. (68). By numerically solving these equations consistently with the boundary conditions, we can then find both the separation and the energy dissipation per particle for a given device.

As an example, we consider a 100-amu particle in a separation device, extending over $0 < x < L_s - L_-$, with injection at $x = L_-$, where the density of 1-amu background particles is given by
\[
n_{bg}(x) = n_0 (1 + (x - L_-)/L_n).
\tag{79}\]

We take $B = 10^4$ G, $T_i = 0.7$ eV, and varied the forcing term $F$ from $10^7$ to $10^{10}$ cm/s². Recalling from Eq.
that better efficiency is generally achieved by making $L_s/\rho_i$ as small as feasibly possible, we take $L_n = 12 \rho_0$, $L_\perp = 2 \rho_0$, and $L_s = 10 \rho_0$, where $\rho_0$ is the equilibrium gyroradius at the injection point. Thus the device size was larger for greater forcing $F$, and smaller for lower $F$.

Results for the fraction of particles exiting at the right side of the device as a function of power dissipated are shown in Figure 3. The tradeoff between energy expenditure and separation is clear from the figure. As in Figure 2, 60% / 30% separation occurs in the neighborhood of 1 keV. However, it is apparent that by pushing to higher power, arbitrarily high separation is possible. For instance, at 85 keV dissipated, 98.9% of heated particles exit on the right side of the device. Thus, depending on the separation factor required, a given device could be tuned to be low-separation, low-energy, as for waste filtration, or high-separation, high-energy, as for isotope separation.

VI. DISCUSSION AND CONCLUSIONS

Starting from a single-particle model and adding Langevin collisions with an inhomogenous, flowing background, we have derived expressions for the associated gyrocenter drifts and diffusion. We find that the velocity-space Langevin drag term gives rise to the gyrocenter drift, and Langevin diffusion term gives rise to the gyrocenter drift, and collisions around the gyro-orbit, due to gradients in temperature or density of the background, and (b) net flow velocity of the background with respect to the gyrocenter rest frame. In this section, we heuristically derive these two drifts.

First, consider an ion gyrating with speed $v_\perp$ around a $\hat{z}$-directed magnetic field, in the presence of a collisionality gradient $\nabla n_s \parallel \hat{y}$ (Fig. 4b). We can write

$$\nu_s(y) = \nu_0 + \nu' y = \nu_0 + \nu' \left( \frac{v_\perp}{\Omega} \sin \theta \right). \quad (A1)$$

Neglecting for the moment diffusive terms in the collision Langevin equation, the particle experiences a deterministic force

$$\mathbf{F}_c = -m_i \nu_s(y) \mathbf{v} = -m_i \left( \nu_0 + \nu' \frac{v_\perp}{\Omega} \sin \theta \right) \left( \begin{array}{c} v_\perp \sin \theta \\ -v_\perp \cos \theta \end{array} \right), \quad (A2)$$

where $m_i$ is the ion mass and $\Omega$ is the ion gyrofrequency. Averaging this force over $\theta$, we find

$$\langle \mathbf{F}_c \rangle_{\theta} = -\frac{m_i v^2}{2} \frac{\nu'^2}{\Omega} \hat{x}. \quad (A3)$$
Our \( \mathbf{F}_c \times \mathbf{B} \) drift is thus given by
\[
\mathbf{v}_{d,c} = \frac{\langle \mathbf{F} \rangle}{qB} = \frac{\nu_1^2}{2} v' y = \frac{1}{2} \rho_p^2 \nu' y = \frac{1}{2} \rho_p^2 \nabla \nu_s. \tag{A4}
\]
Thus the slowing down collisions draw the ions into regions of higher collisionality (Fig. 4b).

Now consider that the background might have a flow velocity. Then our force at any point in the orbit is supplemented by
\[
\mathbf{F}_{\text{flow}} = m_i \nu_s(x) \mathbf{v}_{bg}
\]
\[
= m_i \left( \nu_0 + \nu' v_{bg} \right) \left( \nu_{bgx} \nu_{bgx} \right), \tag{A5}
\]
where \( m_i \) is the ion mass and \( \Omega \) is the ion gyrofrequency.

Averaging this force over \( \theta \), we find
\[
\langle \mathbf{F}_{\text{flow}} \rangle \theta = -\frac{m_i}{\Omega} \nu^2 \nu' \mathbf{v}_{bg} \mathbf{v}_g.
\]
\[
\text{Our } \mathbf{F}_c \times \mathbf{B} \text{ drift is thus given by}
\]
\[
\mathbf{v}_{d,\text{flow}} = \frac{\langle \mathbf{F}_{\text{flow}} \rangle \theta \times \hat{z}}{qB} = \frac{m_i \nu_0}{qB} \mathbf{v}_{bg} \times \hat{z} \tag{A8}
\]
\[
= \frac{\nu_0}{\Omega} \mathbf{v}_{bg} \times \hat{z} \tag{A9}
\]
\[
= \left( < \nu_s > \right) \left( \nu_{bg} \right) \hat{z} \tag{A10}
\]
\[
= \left( \nu_s \right) \mathbf{v}_{bg} \times \hat{b}. \tag{A11}
\]

Thus our total \( F \times B \) drift due to interactions with the background ions is
\[
\mathbf{v}_d = \frac{1}{2} \rho_p^2 \nabla \nu_s + \left( \nu_s \right) \mathbf{v}_{bg} \times \hat{b}. \tag{A12}
\]

**Appendix B: Random walk derivation of mass-based separation**

We can also derive our results for energy dissipation and probability of exiting at each side of the device, in the constant-\( \epsilon \) case, by considering the random walk of a single ion across the device.

Consider a system of length \( 2L \) parameterized by \( -L < x < L \), perpendicular to a constant magnetic field \( \mathbf{B} \), with a buffer density given by \( n_b \propto e^{x/L_c} \). We will assume that circularly-polarized ion cyclotron heating maintains the desired species at an energy \( \epsilon_\perp \gg T_j \), where \( j \) is the buffer species, so that energy is added to the particles without itself inducing any drift. These superthermal ions will be more susceptible to the biased drift, and thus will exit preferentially on one side of the device, while light and thermal ions will tend to exit equally often at either side of the device.

We will work to zeroth order in the quantity \( \nu/\Omega \). Thus we will have
\[
\mathbf{v}_d = \frac{1}{2} \rho_p^2 \nabla \nu_s + \frac{\left< \nu_s \right>}{\Omega} \mathbf{v}_{bg} \times \hat{b}. \tag{A13}
\]
This will simplify the calculation dramatically by ensuring that the probabilities are constant in the random walk across the length of the device.

Ions enter the device along the magnetic field line at \( x = 0 \); we need to determine the relative probabilities of exit at \( x = \pm L \). We will begin by recasting the problem as a discrete random walk, for which these probabilities are easily calculated, and then take the continuous limit. Thus consider a biased random walk, with space step \( \Delta x \) and time step \( \Delta t \), with probabilities \( p \) and \( q = 1 - p \) of stepping toward \( +x \) and \( -x \) respectively. Our drift velocity is then given by
\[
\mathbf{v}_d = \frac{\langle x(t+\Delta t) \rangle - \langle x(t) \rangle}{\Delta t} = (2p-1) \frac{\Delta x}{\Delta t}. \tag{B2}
\]
We can eliminate \( \Delta t \) by noting that \( D_\perp = \Delta x^2/2\Delta t \). Thus \( p \) is given by
\[
p = \frac{\eta}{\Omega} \Delta x + \frac{1}{2}. \tag{B3}
\]
Now we can take advantage of our standard random walk results. In a system consisting of \( 2N \) steps, a biased random walk beginning in the middle will exit on the \( +x \) side with probability
\[
\mathbf{P}_\perp = \frac{1 - (q/p)^N}{1 - (q/p)^2N}. \tag{B4}
\]

![FIG. 4. Heuristic description of the collision gradient drift.](image-url)

(a) Problem setup. An ion on a gyro-orbit with velocity \( v_\perp \) in a magnetic field \( \mathbf{B} \parallel \hat{z} \) experiences slowing-down collisions at a rate \( \nu_s = \nu_0 + \nu' y \). (b) The slowing force is greater in regions of higher collisionality, resulting in a net force in the \( -\hat{x} \) direction, and thus an \( \mathbf{F}_c \times \mathbf{B} \) drift in the \( \hat{y} \) direction, parallel to the collision gradient.
By invoking equation (B1), noting that \( N = L / \Delta x \), and taking the limit as \( \Delta x \to 0 \), we find

\[
P(+x) = \frac{1}{1 + \exp[-\eta L / L_c]}.
\]

(B5)

Thus separation increases with the slowing to scattering ratio \( \eta \), with the system size \( L \), and with the collisionality gradient \( L_c^{-1} \).

We can also calculate the energy dissipated per ion. The average number of steps \( S \) taken in biased random walk is given by

\[
T = \frac{N}{p - q} \frac{(p/q)^N - 1}{(p/q)^N + 1}.
\]

(B6)

Following our calculation above, this becomes

\[
T = \frac{2}{\eta} \frac{1 - \exp[-\eta L / L_c]}{1 + \exp[-\eta L / L_c]} \frac{LL_c}{\Delta x^2}.
\]

(B7)

We need to relate this to the energy dissipated per step. The power dissipated is given by

\[
P_{\text{dis}} = \epsilon_\perp \left( 2 \nu_s - \frac{1}{2} \nu_\perp - \nu_\parallel \right) = 2 \epsilon_\perp \nu_D (\eta - 1).
\]

(B8)

Thus the energy \( \Delta \epsilon_\perp \) dissipated per step is given by (making use of Eq. (29))

\[
\Delta \epsilon_\perp = P_{\text{dis}} \Delta t = P_{\text{dis}} \frac{\Delta x^2}{2D} = \frac{2 \epsilon_\perp}{\rho^2} (\eta - 1) \Delta x^2.
\]

(B9)

The total energy per particle \( E \) dissipated is given by the product of \( \Delta \epsilon_\perp \) and \( T \), and so we find

\[
E = 4 \epsilon_\perp \frac{LL_c}{\rho^2} \frac{\eta - 1}{\eta} \frac{1 - \exp[-\eta L / L_c]}{1 + \exp[-\eta L / L_c]}.
\]

(B10)

### a. Model Extension

We can extend this model to a system where the particles are not introduced precisely between the two sinks; rather the system, of total size \( L_s \), extends from \( -L_s < x < L_s - L_- \), with \( N \) steps to the left and \( M \) steps to the right. The generalizations of the random-walk results (Eqs. 4 and 6) to this new scenario are

\[
P_+ = \frac{1}{1 + (q/p)^N} - \frac{(q/p)^N}{1 + (q/p)^N + M},
\]

(B11)

\[
M - \frac{(q/p)^N (M + N)}{(p/q) (1 - (q/p)^N + M)}.
\]

(B12)

The generalization of Eqs. (B5) and (B10) to this new scenario are, taking \( N = L_- / \Delta x \), \( M = (L_s - L_-) / \Delta x \), and letting \( \Delta x \to 0 \):

\[
P_+ = \frac{1 - \exp[-\eta L_- / L_c]}{1 - \exp[-\eta L_s / L_c]}.
\]

(B13)

\[
T = \frac{2 L_s (1 - e^{-\eta L_- / L_c}) - L_- (1 - e^{-\eta L_s / L_c})}{\eta} \frac{LL_c}{\Delta x^2}.
\]

(B14)

and

\[
E = 4 \epsilon_\perp \frac{L_s}{\rho^2} \frac{\eta - 1}{\eta} \left( L_s \frac{1 - e^{-\eta L_- / L_c}}{1 - e^{-\eta L_s / L_c}} - L_- \right).
\]

(B15)

These formula are valid for all species present; each species will differ in its value of \( \eta \).

### Appendix C: Thermal Force

In our original dynamic equation (Eq. 2), from which we derived our drift, we do not include a thermal force. In order to properly treat thermal effects, a full kinetic model would be necessary. However, it is instructive to see what would happen if we did include this term in a simple fluid model.

As we are studying the slow drift across the field lines, where the fast cyclotron rotation around the lines has been averaged out, we consider the classical adiabatic fluid model for a population of charged particles with gyrofrequency \( \Omega \), collision frequency \( \nu \), fluid velocity \( \mathbf{v} \) and pressure \( p \):

\[
\mathbf{v} \times \mathbf{b} - \nu \mathbf{v} - \frac{\nabla p}{mn} = 0,
\]

(C1)

where \( m \) is the particle mass and \( n \) the density of particles, \( \mathbf{b} \) is a unit vector along the magnetic field. The entropic momentum exchange term \( \nabla p \) can be expanded as \( k_B T \nabla n + k_B n \nabla T \), where \( T \) is the ion temperature.

Considering the \( k_B T \nabla n \) term alone allows to describe the particles (Braginskii) diffusion when Eq. (C1) is solved for \( \mathbf{v} \). This is the usual simple fluid derivation of magnetized diffusion. Thus

\[
\left( \frac{\Omega}{\nu} \right) \mathbf{n} \times \mathbf{b} - \nu \mathbf{v} = \left( \frac{k_B T}{m \nu} \right) \nabla n,
\]

(C2)

becomes

\[
\nu \mathbf{v} = -\frac{(k_B T / m \nu)}{1 + \frac{k_B T / m \nu}{1 + \frac{\nu}{\Omega}} \left( \mathbf{b} \cdot \nabla \right) \mathbf{b}}

- \frac{\Omega}{\nu} \left( k_B T / m \nu \right) \nabla \times \mathbf{b},
\]

(C3)

where we recognize the classical unmagnetized diffusion coefficient \( k_B T / m \nu \) and the 3 components of the flux \( \nu \mathbf{v} \), i.e. diffusive flux across and along the density gradient, and the diamagnetic drift. The parallel diffusion term is absent in our model, and so the only new contribution is a diamagnetic drift, which is not a gyrocenter drift but rather a circulating fluid flow.

Now considering the \( k_B n \nabla T \) term alone allows us to describe the thermal force when Eq. (C1) is solved for \( \mathbf{v} \). Thus

\[
\left( \frac{\Omega}{\nu} \right) \mathbf{v} \times \mathbf{b} = \left( \frac{k_B T}{m \nu} \right) \nabla T,
\]

(C4)
across the device. Thus the thermal force drift will push minority species energy, this temperature will be lower in gradient. If we identify our fluid temperature with our minority ion population, one should properly consider heat fluxes and heat exchange between species, as well as kinetic effects such as thermo- and baro-diffusion which link inhomogeneities in temperature to additional fluxes. Such a problem is outside the scope of this paper, and so we limit our considerations to the collisional drift.

\[
\mathbf{v} = -\frac{(k_B T/mv)}{1 + \frac{\nu^2}{\Omega^2}} \frac{\nabla T}{T} - \frac{(k_B T/mv)}{1 + \frac{\nu^2}{\Omega^2}} \left( \mathbf{b} \cdot \frac{\nabla T}{T} \right) \mathbf{b} - \frac{\Omega (k_B T/mv) \nabla T}{\nu} \frac{\nabla T}{T} \times \mathbf{b}. \tag{C5}
\]

As we are interested by the drift dynamics across the magnetic lines in the strongly magnetized regime \( \nu \ll \Omega \) we can restrict this general result to the simple expression:

\[
\mathbf{v}_T \approx -\frac{\nu^2}{\Omega^2} (k_B T/mv) \frac{\nabla T}{T} - \frac{\nu}{\Omega} (k_B T/mv) \frac{\nabla T}{T} \times \mathbf{b}. \tag{C6}
\]

The second term is just the thermal diamagnetic fluid flow resulting from a temperature gradient, while the first one is the thermal force effect which must be compared to the collisionality gradient drift effects \( \mathbf{v}_d \) identified and analyzed in our paper. The first point to note is that the thermal force effect will, in general, lead to a drift down the temperature gradient. If we identify our fluid temperature with our minority species energy, this temperature will be lower in regions of higher collisionality when heating is constant across the device. Thus the thermal force drift will push the particle into regions of higher collisionality, adding to the collisional drift rather than disrupting it. Now we can calculate the relative magnitude of the two drifts. Introducing the mean Larmor radius \( \rho \),

\[
\mathbf{v}_T = -\frac{\nu}{\Omega^2} (k_B T/mv) \frac{\nabla T}{T} \approx -\nu^2 \frac{\nabla T}{T}. \tag{C7}
\]

This must be compared to:

\[
\mathbf{v}_d \approx \frac{\nu \rho^2}{2} \frac{\nabla \nu}{\nu} \tag{C8}
\]

Thus, the criterion to neglect the thermal force is:

\[
\frac{\nabla \nu}{\nu} > \frac{\nabla T}{T}. \tag{C9}
\]

This condition was satisfied for our first, simple model with uniform minority energy, but not for our realistic heating model (Section \( \S \), where energy scaled as background density (and thus collisionality) to the negative second power (Eqs. 17, 18). However, it is of the same approximate magnitude as the collisional drift, and as mentioned earlier, points in the same direction. Thus the thermal effects are not likely to substantially change the conclusions of the paper.

It should be noted that here we have employed the simplest possible fluid closure, which does not allow a heat flux; then we demanded a specific temperature gradient, without specifying how it was applied, or even how temperature should be consistently defined; and finally, demanded a steady state. Thus, this drift is simply the consistent drift with the conditions we have, perhaps unphysically, demanded. In order to more accurately determine what thermally-related drifts will result when we heat a minority ion population, one should properly consider heat fluxes and heat exchange between species, as well as kinetic effects such as thermo- and baro-diffusion which link inhomogeneities in temperature to additional fluxes. Such a problem is outside the scope of this paper, and so we limit our considerations to the collisional drift.
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