Abstract: One-hot encoding is the prevalent method used in neural networks to represent multi-class categorical data. Its success stems from its ease of use and interpretability as a probability distribution when accompanied by a softmax activation function. However, one-hot encoding leads to very high dimensional vector representations when the categorical data’s cardinality is high. The Hamming distance in one-hot encoding is equal to two from the coding theory perspective, which does not allow detection or error-correcting capabilities. Binary coding provides more possibilities for encoding categorical data into the output codes, which mitigates the limitations of the one-hot encoding mentioned above. We propose a novel method based on Zadeh fuzzy logic to train binary output codes holistically. We study linear block codes for their possibility of separating class information from the checksum part of the codeword, showing their ability not only to detect recognition errors by calculating non-zero syndrome, but also to evaluate the truth-value of the decision. Experimental results show that the proposed approach achieves similar results as one-hot encoding with a softmax function in terms of accuracy, reliability, and out-of-distribution performance. It suggests a good foundation for future applications, mainly classification tasks with a high number of classes.
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problems into a fixed number of binary classification problems, ECOC allows each class to be encoded as an arbitrary number of binary classification problems.

Neural networks can be naturally extended to a multi-class problem using multiple binary neurons. The prevailing approach uses the one-hot (one-per-class) output encoding in combination with the softmax function. In one-hot encoding, each class is represented by a vector with a length equal to the number of categories. One-hot encoding vector for class \( i \) consists of all zeros except for the \( i \)-th component, which contains the value of 1. It is, therefore, an OVA classification scheme, although the output units share the same hidden layers [9]. The softmax function constrains all one-vs-all output nodes to sum to 1, making them interpretable as a probability distribution and helps training to converge faster.

However, one-hot encoding has several limitations. The number of output neurons in the neural network is equal to the number of classes. Each output neuron requires a unique set of weights which dramatically increases the number of parameters in models. It can be computationally infeasible as the number of classes increases. Furthermore, computing softmax probabilities can be very expensive due to the large sum in the normalizing constant of softmax when the number of classes is large, e.g., tens of thousands or millions [10]. The one-hot encoding schema also assumes a flat label space, ignoring the existence of rich relationships among labels that can be exploited during the training. In large-scale datasets, the data do not span the whole label space, but lie in a low-dimensional output manifold [11].

In this paper, we propose to use binary coding (i.e., coding where an arbitrary number of zeros and ones can be used) as the target coding instead of one-hot encoding. Although our work relates to ECOC [8] in the sense of using error-correcting output coding, it differs in two ways. First, we do not use the divide and conquer approach to partition the multi-class problem into an ensemble of multiple binary classification problems [8,12]. Instead, we train the whole codewords at the same time. Second, contrary to ECOC, we use error detection with a new ability to reject untrustworthy decisions. We propose an approach that replaces the combination of softmax and categorical cross-entropy to train models with binary coding combined with fuzzy Zadeh logic [13,14]. We use linear block codes from coding theory [15,16] as the output coding. Here, codewords are divided into two parts: information bits and check bits. The information part can reflect a data structure while the check part distributes the codewords across the codespace to obtain the error detection performance.

In addition to comparing the accuracy of the proposed method against traditional one-hot output encoding with a softmax activation function, we study the trained models’ reliability. Trust and safety is an important topic in machine learning [17,18]. In the case of a neural network, a standard approach to deciding whether or not to trust a classifier’s decision is to use the classifiers’ reported confidence scores, e.g., probabilities from the softmax layer [19]. We define reliability as a percentage of correctly classified samples among all samples for which the model is confident to make a prediction. It means that we have three types of results: correct, incorrect, and abstain (reject). The typical approach to improve reliability is to use a threshold value on the classifier’s confidence score. It allows the classifier to abstain from predicting if the resulting confidence is lower than the predefined threshold. This way, a classification network can indicate when it is likely to be incorrect. Modern deep neural networks are poorly calibrated, i.e., the probability associated with the predicted class label does not reflect its ground truth correctness likelihood [20,21]. It can be improved using calibration methods, such as temperature scaling [20,21], but even if the neural network is calibrated, the ranking of scores may not be reliable [22].

The error detection ability of binary output codes provides an additional tool to improve reliability—a threshold on the Hamming distance between the predicted output code and codewords assigned to classes. For one-hot codes, the Hamming distance between all codes is equal to two, which does not allow correcting errors or improving reliability. We tested the reliability on in-distribution and out-of-distribution data (data far away from the...
training samples). We show that our proposed method for both in-distribution and out-of-distribution data achieves approximately the same results in a case of maximum accuracy as the traditional one-hot encoding with softmax when used on a 10-class classification problem. It opens up new possibilities and research directions, especially regarding how to find optimal binary codes (in terms of their size and inner structure) and architectures that use their full potential. We take advantage of the error detection ability to indicate a codeword outside an agreed code subspace without evaluating a confidence metric. In the case of out-of-distribution data, we do not use any advanced techniques to tackle this problem [23,24] as we are interested in the natural properties of the proposed method. We leave this to future research.

The Contribution of This Work Is the Following:

- We study the use of error-detecting linear block codes as a binary output coding (e.g., Cyclic Redundancy Check—CRC).
- We propose a novel method based on the Zadeh fuzzy logic, which enables us to train whole binary output codes at once, and to use error detection ability. We show that the proposed method achieves similar accuracy as one-hot encoding with a softmax function trained using categorical cross-entropy.
- We prove that the error detection in pattern recognition could be achieved directly by rounding the normalized network output and calculating the zero-syndrome. The result is most trustworthy from the Zadeh fuzzy logic perspective, and the truth-value can be given to the user.
- We evaluate the proposed system against other approaches to train binary codes.
- We perform further study to compare the proposed method’s performance against the one-hot encoding approach in terms of reliability and out-of-distribution accuracy.

The rest of the paper is organized as follows. In Section 2, we describe our proposed method and compare it to the existing approaches. We also describe the used dataset, metrics, and protocol for training neural network models. Section 3 show the results of in-distribution and out-of-distribution experiments. Finally, the conclusion is drawn in Section 4.

2. Methods and Materials

Pattern recognition is a complex problem that should be decomposed into a chain of more straightforward tasks. In this paper, the chain includes neural network design, output coding, and the classification method. Our paper contributes to the output coding by applying binary error-detecting codes (Section 2.1) and to the classification by proposing an approach based on Zadeh fuzzy logic (Section 2.2). We evaluate the proposed method from a broader perspective of reliability and out-of-distribution data. Used datasets are described in Section 2.3 and metrics, in Section 2.4. The network training protocol and architectures are described in Section 2.5.

2.1. Output Coding

Categorical data at the neural network outputs can divide the space in different ways. Nowadays, most of the classifiers use the one-hot (one-per-class) output coding. Applying the softmax layer, the winning class gives the maximum output, and the output space is divided by hyperplanes into class subspaces. One-hot codewords create an orthogonal standard codespace basis. Bits of the codewords are not independent because giving a value to the one bit changes the possibility of the rest of the bits’ values in the codeword. This property provides an advantage to such a holistic approach embodied into one-hot encoding by softmax. The disadvantage of one-hot encoding is a small pairwise Hamming distance equal to two bits.
Another approach is to use a nonstandard orthogonal codespace basis. One possibility is given by Hadamard vectors [25]. The Hadamard matrix provides the following codewords:

\[
H_{i+1} = \begin{pmatrix} H_i & H_i \\ H_i & -H_i \end{pmatrix}, \quad H_0 = (1),
\]

where the value “−1” is replaced by “0”. Except for the first matrix row, in which all elements are equal to one, other rows contain bits of “1” in the half of bits and “0” in the rest of the codeword. A helpful feature of the Hadamard matrix is an equidistant distribution of the codewords with \(2n - 1\) bits Hamming distance, where \(2n\) is the number of neural network outputs. Let us notice that number of classes has to be less than or equal to the number of network outputs. Further, ref [26] also argues for the same number of “0” and “1” in the matrix columns (except the first one). They try to preserve this property by using fewer codewords than giving the full codespace (the first bit in all matrix rows is excluded from the codeword).

Binary coding can give a bigger output capacity. While outputs in one-hot or Hadamard coding are limited to basic vectors, binary coding outputs can include all vectors generated by this basis. While the one-hot encoding is vulnerable to adversarial samples [27], the binary coding, e.g., multi-way coding [28], is more resistant.

Assigning codewords to the categories in binary coding is not as direct as in one-hot encoding. A well-studied example is the Error Correcting Output Code (ECOC) introduced in [8]. Recognition of each bit of the output binary code (given by a code matrix) is trained separately on the divided binary pattern or feature training set. The aim is to have the bits independent. Reaching a suitable code matrix remains the main challenge [29–32]. We can interpret the ECOC codeword as an ensemble of independent bits where each bit indicates the appearance of a corresponding feature in the pattern. Our paper focuses on multi-class patterns, where the label is assigned to the whole binary codeword. The dependency of bits allows using inter-bit information in a way similar to softmax.

The main advantage of the binary codes is the excellent knowledge acquired in the coding theory. We use linear block codes for their possibility of the separation class information from the checksum part of the codeword. To compare one-hot versus binary encoding at the 10-class database CIFAR-10, we choose 10-bit binary codes. The essential decision on codeword acceptance is based on syndrome calculation. The error is detected [15] if the syndrome is a non-zero vector or the zero vector (16 codewords), but the codeword is not assigned to any class (e.g., 6 of the 16 codewords). When the rules detect the codeword as an error, we consider the sample untrustworthy, and we do not assign any class to it (we abstain from classification). We use (10, 4) block systematic Cyclic Redundancy Check (CRC) codes as an example. Finding an optimal code from the classification accuracy point of view remains a challenge for the future as the neural network errors are correlated. Table 1 gives generating polynomials [15] of these codes. All of them are irreducible, and the first five are also primitive.

| Table 1. The binary form of the generating polynomials of used Cyclic Redundancy Checks (CRCs). |
|---------------------------------------------------------------|
| CRC1: 100,0011 | CRC2: 101,1011 | CRC3: 110,0001 | CRC4: 110,0111 | CRC5: 111,0011 |
| CRC6: 100,1001 | CRC7: 101,0111 | CRC8: 110,1101 | CRC9: 111,0101 |

2.2. Decision Method

How can each training pattern be connected with a suitable class? While the neural network itself implements a nonlinear mapping \(R^m \rightarrow R^n, m > n\), the classification’s goal is to assign a class from the finite set (expressed by the codeword in our case) to each input sample. The essential question to be answered is, which codeword is the most similar to the obtained output? Even though the codeword is binary, we can assume it as a point in the Euclid space. We can find the closest codeword to the network output vector regarding a given distance (e.g., Euclidian). This distance-based approach is sufficient if the most
We call this method a “bit threshold method”. From the other perspective, we can interpret with Galois-field based scalars, create a finite vector space and derive additional properties using the coding theory. This rich source of logical and algebraic tools is available only after assigning neural network outputs to the codewords. Unfortunately, after this flip from the continuous space into the binary space, we lose all similarity information. To tie the benefits of both worlds, we look at the result of an algebraic operation as a statement, and we evaluate the result by the truth value, applying the fuzzy logic. For example, this approach will assess the syndromes’ truth values and prove that the truest codeword gives the truest syndrome. As explained later, we decided to use the Zadeh (standard) fuzzy logic and \( t \in [0,1] \) as the truth-values.

Therefore, the first step is the normalization of the individual neural network outputs. Let the response of the neural network to the given sample be \( \mathbf{y} = (y_0, \ldots, y_{n-1}) \in \mathbb{R}^n \), and \( \tilde{\mathbf{y}} = (\tilde{y}_0, \ldots, \tilde{y}_{n-1}) \in [0,1]^n \) after normalization, where \( n \) is the number of output bits (\( n = 10 \) in our case). We use three types of normalization for \( i = 0, \ldots, n-1 \):

\[
\text{sigmoid } \tilde{y}_i = \sigma(y_i) = \frac{1}{1 + e^{-y_i}} \tag{2}
\]

\[
\text{linear } \tilde{y}_i = \frac{y_i - y_{\min}}{y_{\max} - y_{\min}}, \quad y_{\min} = \min\{y_0, \ldots, y_{n-1}\}, \quad y_{\max} = \max\{y_0, \ldots, y_{n-1}\} \tag{3}
\]

\[
\text{vector } \tilde{\mathbf{y}} = \frac{\mathbf{y}}{||\mathbf{y}||_2} \tag{4}
\]

After normalization, we have to map the individual outputs to a codeword. The simplest way (that is an extension of the one-dimensional task) is to decide for each output independently.

\[
c_i = \begin{cases} 0, & \tilde{y}_i < 0.5 \\ 1, & \tilde{y}_i \geq 0.5 \end{cases}, \quad i = 0, 1, \ldots, n - 1. \tag{5}
\]

We call this method a “bit threshold method”. From the other perspective, we can interpret the output value as a truth value of the fuzzy statement that the output gives as a specific bit (see Equation (9) for details). The more complex approaches take the output vector \( \tilde{\mathbf{y}} \) as a whole; the most popular is the softmax method. This approach is based on one-hot encoding, where the bit dependence is based on the fact that all bits are equal to zero except one that is equal to one. After an exponential transformation,

\[
\tilde{y}_i \leftarrow \frac{e^{\tilde{y}_i}}{\sum_{j=0}^{n-1} e^{\tilde{y}_j}}. \tag{6}
\]

applying a probability distribution scale, the expected value one is assigned to the maximum value and the expected zeros, to the others.

In [11], a method which combines ECOC with softmax was proposed. This method does not use error detection. We implement this method using CRC coding instead of ECOC to compare it with the proposed Zadeh decision method.

To explain how general binary codes are used, let us start with two-valued logic. In a Boolean case, let the output \( \tilde{\mathbf{y}} \) be mapped into the codeword \( \tilde{\mathbf{c}} = (\tilde{c}_0, \ldots, \tilde{c}_{n-1}) \in \{0,1\}^n \), and each class \( N \) be associated with a given codeword \( \mathbf{c}^N = (c_0^N, \ldots, c_{n-1}^N) \), \( N \in \{0,1,\ldots,n-1\} \). The training pattern will be classified in the class \( N \), if \( \tilde{\mathbf{c}} = \mathbf{c}^N \), i.e., \( \Lambda_{N=0}^{n-1}(\tilde{c}_i = c_i^N) \). In the Boolean logic, the codeword is equal to the class \( N \) codeword, if the truth-values of equality in all codeword’s bits are equal to \( \Lambda_{n} \), i.e.,

\[
S^N = \Lambda_{i=0}^{n-1}(\tilde{c}_i = c_i^N) \Rightarrow t(S^N) = \prod_{i=0}^{n-1} t(\tilde{c}_i = c_i^N) = 1, N \in \{0,1,\ldots,2^n-1\} \tag{7}
\]
where $S^N = (\tilde{c} = c^N)$, $\tilde{c}, c^N \in \{0,1\}^n$, $t(true) = 1$, $t(false) = 0$.

To keep this holistic approach to the codeword decision, we replace the Boolean logic with Zadeh (standard) fuzzy logic and $t \in [0,1]$ as a truth-value. The true values of the Zadeh fuzzy logic conjunction, disjunction, and negation of the A, B statements are

$$t(A \land B) = \min(t(A), t(B)),$$
$$t(A \lor B) = \max(t(A), t(B)),$$
$$t(\bar{A}) = 1 - t(A).\quad (8)$$

The $i$-th output value $\tilde{y}_i \in [0,1]$ can be interpreted as a truth-value. To identify whether the bit is correct independent of its bit value, we introduce the degree of compliance as a truth-value \cite{33} of the statement $\tilde{y}_i = a$, $a \in \{0,1\}$. To avoid indeterminate cases (if $\tilde{y}_i = \frac{1}{2}$), we add or subtract a negligible number $\varepsilon > 0$ to the truth-value, and therefore,

$$t(\tilde{y}_i = a) = \begin{cases} \tilde{y}_i, & a = 1, \tilde{y}_i \in [0,\frac{1}{2}) \cup (\frac{1}{2}, 1] \\ 1 - \tilde{y}_i, & a = 0, \tilde{y}_i \in [0,\frac{1}{2}) \cup (\frac{1}{2}, 1] \\ \frac{1}{2} + \varepsilon, & a = 1, \tilde{y}_i = \frac{1}{2}, 0 < \varepsilon \ll 1 \\ \frac{1}{2} - \varepsilon, & a = 0, \tilde{y}_i = \frac{1}{2}, 0 < \varepsilon \ll 1 \end{cases}.\quad (9)$$

We exclude this value in the implementation because the probability of $\tilde{y}_i = \frac{1}{2}$ on the unit interval is equal to zero. Then,

$$t(S^N) = t(\tilde{c} = c^N) = \min_{i = 0, \ldots, n-1} t(\tilde{c}_i = c^N_i), \quad N \in \{0, 1, \ldots, 2^n - 1\}.\quad (10)$$

The notation (10) is valid also for Boolean logic because

$$\min_{i = 0, \ldots, n-1} t(\tilde{c}_i = c^N_i) = \prod_{i = 0}^{n-1} t(\tilde{c}_i = c^N_i), \quad \text{for } t(\tilde{c}_i = c^N_i) \in \{0,1\}.$$ 

Therefore, in Figure 1, the minimum function is used instead of multiplication, even in the Boolean case.
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**Figure 1.** Proposed classification scheme based on the Zadeh fuzzy logic.

The demand for processing analog channel outputs by digital coding is not new \cite{34}. Our approach is based on fuzzy linear coding \cite{35,36}. In general, a fuzzy codeword is a
subset of the codespace with assigned membership functions. To recognize the pattern of each sample, we evaluate (10), and the function (11)

\[ m = \text{argmax}_{c^n \in \mathcal{C}} \{ t(\tilde{y} = c^n) \} \]  

(11)
gives the index of the codeword with the highest fuzzy truth-value. The output \( \tilde{y} \) and, consequently, sample \( x \), will be assigned to the codeword \( c^n \). We use 10 codewords for training and 1024 codewords for testing to compare one-hot encoding with binary coding. If the codeword \( c^n \) is outside of the set of the codewords assigned to the classes, we interpret the case as error detection, and the pattern is not classified (classifier abstains from classification). In this paper, we are using a zero syndrome for error detection of binary codes on \( GF(2)^n \) [15]. Zadeh fuzzy logic has a valuable property, defined in Theorem 1, for testing over the complete set of codewords.

**Theorem 1.** Let \( \{ c^j \} = \{ c^j_0, ..., c^j_{n-1} \} \in \{ 0, 1 \}^n \), \( j \in \{ 0, 1, ..., 2^m - 1 \} \) be the binary codespace, \( \tilde{y} = (\tilde{y}_0, ..., \tilde{y}_{n-1}) \in [0, 1]^n \) be a normalized output of the neural network, \( t(\tilde{y}_i = c^j_i) \) be defined according to (9), and the winning codeword \( \tilde{c} \) be taken according to Equation (11).

(a) Then the truth-value that \( \tilde{c} \) is the winning codeword is more than one half.

(b) There is only one codeword with truth-value higher than one half.

(c) The winning codeword is obtained by rounding off \( \tilde{y} \) i.e., \( \tilde{c} = (\approx \tilde{y}_0, ..., \approx \tilde{y}_{n-1}) \), where \( \approx \tilde{y}_i = \lceil \tilde{y}_i + 1/2 \rceil \).

**Proof of Theorem 1.** Assume \( \mathcal{C} = \text{argmax}_{c \in \{ 0, 1 \}^n} \left( \mu(\tilde{y} = c) \right) \) and \( t(\tilde{y} = \mathcal{C}) < 1/2 \). Then, there exists in the codeword \( \mathcal{C} \) bits \( i \in 1 \leq \{ 0, ..., n - 1 \} \) with \( t(\tilde{y}_i = c^j_i) < 1/2 \). Replacing these bits by their negations, we obtain the codeword \( \mathcal{C} \) with \( t(\tilde{y}_i = c^k_i) > 1/2 \), \( i = \{ 0, ..., n - 1 \} \). Therefore, \( t(\tilde{y} = \mathcal{C}) > 1/2 \), which is in contradiction with the assumption.

(a) Assume \( \mathcal{C} = \text{argmax}_{c \in \{ 0, 1 \}^n} \left( t(\tilde{y} = c) \right), \mathcal{C} = \text{argmax}_{c \in \{ 0, 1 \}^n} \left( t(\tilde{y} = c) \right) j \neq k \) and \( t(\tilde{y} = \mathcal{C}) > 1/2 \), \( t(\tilde{y} = \mathcal{C}) > 1/2 \). Because \( \mathcal{C} \neq \mathcal{C} \), there exists a bit \( i \in \{ 0, 1, ..., n - 1 \} \) that \( c^j_i = \overline{c^k_i} \).

(b) For the rounded output \( t(\tilde{y} = \approx \tilde{y}) > 1/2 \). According to b) \( \approx \tilde{y} \) is the only winning codeword. □

The idea of the syndrome truth-values is based on truth-value calculations of the algebraic expressions given by their crisp result and fuzzy truth-values. Binary operations modulo 2 are calculated as follows:

\[
\begin{array}{ccc}
\circ & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 1 \\
\oplus & 0 & 1 \\
0 & 0 & 1 \\
1 & 1 & 0 \\
\end{array}
\]

(12)

According to Equation (8), for \( a, b \in [0, 1] \)

\[
\begin{align*}
t(a \circ b = 1) &= t((a = 1) \land (b = 1)), \\
t(a \circ b = 0) &= 1 - t(a \circ b = 1), \\
t(a \oplus b = 1) &= t((a = 0) \land (b = 1) \lor (a = 1) \land (b = 0)), \\
t(a \oplus b = 0) &= 1 - t(x \oplus y = 1),
\end{align*}
\]

(13)
We apply Equation (13) also for \( t\left(\tilde{y}_j \odot h_{ij}^T\right)\), \( \tilde{y}_j \in \{0,1\}\), \( h_{ij}^T \in \{0,1\} \), where \( h_{ij}^T \) is a crisp value in the check matrix \( H \) [15]. If the normalized network output \( \tilde{y} \) is the truth-value of the codeword \( c \) i.e., \( \tilde{y} = t(\tilde{c} = c) \) or \( \tilde{y}_i = t(\tilde{c}_i = c_i), i = (0,\ldots,n-1) \), then the syndrome estimation \( \tilde{s} \) is \( \tilde{s} = cH^T \), where \( H = (P|I) \), and \( I \) is a unite matrix for the tested code CRC7

\[
P^T = \begin{pmatrix}
0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 1 \\
1 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 1 \\
\end{pmatrix}.
\]

Applying Equations (9) and (13), the truth-value of the zero syndrome (no error detected) is \( \tilde{s} \).

Then, the true value of the zero syndrome is \( \tilde{s} \).

\[
t(\tilde{s}_i = 0) = \max_{j = 0,\ldots,n-1} \min \left\{ t(\tilde{y}_j = c_j), h_{ij}^T \right\}
\]

(14)

Note that for the following theorem \( t(\tilde{y}_i \odot a) \neq 1/2 \) and \( (n,k) \) linear block code means codewords with \( n \) bits and \( k \) information (class) bits.

**Theorem 2.** Let \( \{c^j = (c^j_0,\ldots,c^j_{n-1})\} \in \{0,1\}^n \), \( j \in \{0,1,\ldots,2^n-1\} \) be the binary codespace, \( \tilde{y} = (\tilde{y}_0,\ldots,\tilde{y}_{n-1}) \in \{0,1\}^n \) be a normalized output of the neural network, \( t(\tilde{y}_i = c^j_i) \) be defined according to Equation (9), then the winning codeword \( \tilde{c} \) is taken as

\[
\tilde{c} = \arg\max_{\tilde{c} \in \{0,1\}^n} \{t(\tilde{y} = \tilde{c})\},
\]

the code syndrome true values \( r = (r_0,\ldots,r_{n-k-1}) \in \{0,1\}^{n-k} \) are calculated as \( r = \tilde{y}H^T \), where \( H^T \) is the check matrix of a given error-detecting linear \( (n,k) \) block code, and the winning syndrome is

\[
\tilde{s} = \arg\max_{\tilde{s} \in \{0,1\}^{n-k}} \{t(r = \tilde{s})\}.
\]

Then \( cH^T = 0 \Leftrightarrow \tilde{s} = 0 \), i.e., the statement “winning codeword is correct” is equal to the statement “the winning syndrome is equal to zero”.

**Proof of Theorem 2.** According to Theorem 1, for any \( \tilde{y} \) there exists a unique winner codeword \( \tilde{c} \) with \( t(\tilde{y} = \tilde{c}) > 1/2 \), i.e., \( t(\tilde{y}_i = \tilde{c}_i) > 1/2, i = 0,\ldots,n-1 \) and for any \( r = \tilde{y}H^T \) there exists a unique winner syndrome \( \tilde{s} \) with \( t(r = \tilde{s}) > 1/2 \) i.e., \( t(r_i = \tilde{s}_i) > 1/2, i = 0,\ldots,n-k-1 \). The winner codeword \( \tilde{c} \) is correct if \( cH^T = 0 \), the winner syndrome is zero if \( t(r = 0) > 1/2 \). According to Equation (14), \( t(r = 0) = t(\tilde{y}H^T = 0) \). Due to the identity submatrix within the check matrix, each column in the check matrix has at least one “1”. Then,

\[
t(\tilde{y}_j = c_j) > 1/2 \Leftrightarrow t(r_i = 0) = \max_{j = 0,\ldots,n-1} \min \left\{ t(\tilde{y}_j = c_j), h_{ij}^T \right\} > 1/2
\]

\[i = 0,\ldots,n-k-1\]

The true value of the zero syndrome is \( t(r = 0) = \min_{i = 0,\ldots,n-k-1} t(r_i = 0) \). If \( t(r_i = 0) > 1/2 \) then \( t(r_i = 1) < 1/2, i = 0,\ldots,n-k-1 \), and changing any bit in the syndrome will decrease the truth-value of the syndrome.

The complement gives the truth-value of the detected error \( t(r \neq 0) = 1 - t(r = 0) \). Theorem 2 can be easily generalized for error-correcting codes: if the winning codeword has the syndrome \( \tilde{s} = cH^T \), then \( \tilde{s} \) is the winning syndrome. □

\[
\tilde{s} = \arg\max_{\tilde{s} \in \{0,1\}^{n-k}} \{t(r = \tilde{s})\}, \text{ where } r = \tilde{y}H^T
\]
The direct calculation of the syndrome truth-value is suitable for classification tasks with many classes. In the one-hot encoding/softmax approach, we need network output for each class, while with binary coding, the minimum number of outcomes required to encode \( n \) classes will not exceed \( \log_2(n) + 1 \). This paper tested a fuzzy Zadeh decision on top of the binary codes against the softmax decision in one-hot encoding. To directly compare both methods, we use the same number of outputs (one output per class), and Zadeh fuzzy logic is applied to find the truest class.

To compare softmax with the Zadeh fuzzy logic, we also apply a threshold \( \Delta \) to accept the decision. In the softmax case, a threshold can be used on the confidence value. In the Zadeh decision, according to Equation (11), we can also use the threshold to accept the selected codeword only if \( t(r = 0) \geq \Delta, \Delta \in [0, 1] \), similar to the softmax threshold.

We have also tested the product t-norm, and the probabilistic t-conorm for strong conjunction and disjunction in the fuzzy logic we applied [37]. It seems that it is not suitable for gradient backpropagation. Conversely, in the Zadeh fuzzy logic, the backpropagation is straightforward. The worst neural network output in the best codeword contributes to learning the most (a Zadeh approach from the error viewpoint).

2.3. Dataset

Our goal was to test the performance of CRC coding and the proposed Zadeh classification approach, not to find a state-of-the-art solution for the classification problem. Our experiments were performed on the CIFAR-10 [38] dataset. Its relative simplicity, small resolution, ten-class classification problem, and usage in many papers as a baseline dataset make it the right choice. For the out-of-distribution statistics, we used four datasets: MNIST [39], Fashion MNIST [40], CIFAR-100 [41] and white noise (independent pixels with uniformly distributed values). Testing and early stopping during the training were performed on the test part of the datasets. We assigned the codewords to the classes, regardless of the class meaning. We used data augmentation with translation 15%, rotation 10°, zoom 10%, and horizontal flipping in our experiments.

2.4. Metrics

We use two primary measures, accuracy and reliability, to compare the performance of different output codings and decision methods. Accuracy, Equation (15), is a standard performance metric used to report results on classification tasks. We are also interested in the reliability of classification that is defined using Equation (16).

We have two primary system states: accepted and rejected. When a decision about an unknown sample is made, it is first either accepted or rejected. When the sample is accepted, the decision about its class is made. It is either positive (true class label) or negative (false class label). Rejected means that the classifier abstains from classification.

For this reason, we have six possible fundamental states formulated in the confusion matrix shown in Table 2. Note that there are only two states: false positive and true rejected, in the case of out-of-distribution data. For this reason, we use rejection (19) to measure out-of-distribution performance.

\[
\text{Accuracy } p_{\text{acc}} = \frac{TP + TN}{Q} \tag{15}
\]

\[
\text{Reliability } p_{\text{conf}} = \frac{TP + TN}{P + N} \tag{16}
\]

\[
\text{Precision } p_{\text{conf}} = \frac{TP}{P} \tag{17}
\]

\[
\text{Acceptance } p_A = \frac{P + N}{Q} \tag{18}
\]

\[
\text{Rejection } p_R = \frac{R}{Q} \tag{19}
\]
\[ p_{\text{acc}} = P_{\text{conf}} A = P_{\text{conf}} (1 - p_{R}) \]  
\[ \frac{TP + TN}{Q} = \frac{TP + TN}{P + N} + \frac{P + N}{Q} \]  

Table 2. Confusion matrix.

|Accepted (A) |Rejected (R) |\Sigma |
|---|---|---|
|True (T) |TP |FN |FR |T |
|False (F) |FP |TN |TR |F |
|\Sigma |P |N |R |Q |

2.5. Neural Network Architectures and Training Protocol

We selected VGG style [42] convolution neural network with batch normalization and dropout, called CNN1 and CNN2 (shown in Table 3). The difference between these two architectures is in the number of used feature maps. In both CNN1 and CNN2, we used the ELU activation unit. For comparison, we also used the ResNetV2 [43] architecture with depth 20.

Table 3. CNN1 and CNN2 neural network architectures.

|Layer |Kernel Size |Kernel Stride |Feature Maps |CNN-1 |CNN-2 |
|---|---|---|---|---|---|
|Conv + BN |3 |1 |32 |64 |64 |
|Conv + BN |3 |1 |32 |64 |64 |
|Conv + BN |3 |1 |32 |64 |64 |
|Conv + BN |3 |1 |32 |64 |64 |
|Conv + BN |3 |1 |32 |128 |128 |
|MaxP |2 |1 |32 |128 |128 |
|Dropout 0.2 |Conv + BN |3 |1 |64 |128 |256 |
|Conv + BN |3 |1 |64 |128 |256 |
|MaxP |2 |2 |64 |128 |256 |
|Dropout 0.2 |Conv + BN |3 |1 |128 |256 |256 |
|Conv + BN |3 |1 |128 |256 |256 |
|MaxP |2 |2 |128 |256 |256 |
|Dense |1 |1 |10 |10 |10 |
|Normalization |Softmax/Sigmoid/Linear | | | |

The number of training parameters in CNN1 is 328K, in CNN2 1837K, and ResNet20v2, 574K. In our experiments, we used several types of normalizations on the output layer. Softmax normalization with categorical cross-entropy is used as a baseline. For the fuzzy Zadeh decision layer, linear (Equation (3)) or sigmoid (Equation (2)) normalizations were applied.

Equation (11) gives the predicted codeword \( c^m \). The loss function for the Zadeh decision is as follows:

\[ L(x) = 1 - \max \left\{ t\left(s^0\right), \ldots, t\left(s^{n-1}\right) \right\} \]  

The gradient calculated from this error is applied to the worst bit \( b \) of the predicted codeword.

\[ b = \arg \min_{i = 0, \ldots, n-1} t(\tilde{y}_i = c_i) \]  

In softmax experiments, the categorical cross-entropy loss function was used. The training procedure for all experiments utilized Adam [44] optimizer with an initial learning
rate of 0.001. The learning rate was decreased by a factor of 0.998 until $5 \times 10^{-5}$ was reached, starting with epoch 250. We used L2 weight regularization with weight decay $1 \times 10^{-4}$ and mini-batch size 512. We fully trained all models with the following stopping criteria: training is stopped if the testing set results are not improved for 400 epochs or if epoch 6000 is reached. We used weight initialization according to [45] for all networks. In order to train and implement our models, we used Python implementation of TensorFlow [46] and Keras [47] frameworks. For more implementation details, see the reference in Supplementary Materials at the end of the paper.

3. Results and Discussion

This section describes classification accuracy (including out-of-distribution performance) and reliability in various network architecture configurations, output coding, and classification decisions. We were not interested in finding the optimal network architecture for the proposed binary codes. Instead, we used standard architectures optimized for one-hot encoding with the softmax classification described in Section 2.5.

3.1. Effect of CRC Output Coding

First, we experimented with different linear block codes represented by CRC codes (see Table 1). The results for CNN1 architecture with linear normalization of outputs and the Zadeh decision are reported in the accuracy–reliability characteristic in Figure 2. The accuracy is computed according to Equation (12). To measure reliability (Equation (13)), we use the previously mentioned error detection ability of binary output codes. Here, we use the whole codeword space, exploiting 1024 codewords instead of 10. If the output code is outside of the 10 codewords assigned to the classes, the sample is rejected as untrustworthy. One point in the graph shows accuracy vs. reliability for one threshold value applied during the classification decision. Different points can be obtained using different threshold values in the decision process described in Section 2.2. If no samples are rejected as untrustworthy, the accuracy is equal to the reliability. This case corresponds to the dashed line in Figure 2. As the CRC codes have the detection ability to reject untrustworthy patterns, the reliability outperforms the accuracy even with a confidence threshold equal to zero. In all performed experiments, the classification reliability can be improved by trading off reliability for accuracy using higher thresholds.

We run three experiments for each CRC output code (CRC1-9) and report the accuracy vs. reliability characteristic for the highest maximal accuracy. We can see the dependency of the results on the output coding, which suggests further possibilities for finding better output coding. However, finding the best binary output coding is not our goal, and for the rest of the paper, we use the winning CRC7 as a representative of CRC codes. CRC7 will detect all errors $e$ with non-zero syndrome $eH^T \neq 0$, where $H^T$ is the check matrix [15].

3.2. Performance on CIFAR-10

This section describes our main experiments. We evaluated various configurations of network architecture, output coding, and classification decision in terms of classification accuracy and reliability. Experiments were performed on the CIFAR-10 dataset. Accuracy is the most used measure of classification performance. In the overall methodology, the classification procedure assigns each neural network output to the one class (i.e., to the one codeword) during the training and the testing. Introducing the error-detecting codes, we can extend the decision space to the whole codespace. In this paper, we keep assigning network output to one codeword during the training. During the testing, the network output can be assigned to any code from the whole codespace. We use accuracy to measure performance when only class-codewords (output codes belonging to classes) are used. When we use the whole codespace during the
decision, we can end up with output codes that do not belong to any class. In this case, the error detection capability is used, and the sample is rejected as untrustworthy. We use the term “full codespace accuracy” (FCA) to measure accuracy when full codespace is used.

![Accuracy–reliability characteristic for CRC codes (left), CRC7 class-codewords (right).](image)

Although the paper’s primary goal is to examine the properties of binary coding, the decision-making method greatly influences the correctness of the classification and the ability to use full codespace. As shown in Table 4, we compared the performance of bit-by-bit decision (represented by the “bit threshold” approach) and holistic word decisions represented by Euclid distance (applied on Hadamard code), softmax (used on one-hot code), as well as a proposed Zadeh decision (applied for both one-hot and CRC code). We first tested all approaches with CNN1 architecture. For each combination, we ran 10 repetitions of training and reported the result with the best accuracy. Then, we selected four best performing approaches, according to their accuracy, and tested them on CNN2 and ResNet20 architecture. Here, we ran five repetitions of training for each architecture and reported the best result according to best accuracy.

Our primary interest is to examine the possibility of using binary coding (represented by CRC7) with error detection capability. We first tested the bit thresholding approach (Equation (5)) as it is a straightforward decision-making approach. For this approach, the mean squared error was used during the training and bit thresholding during the testing. Then we tested Zadeh decision on both CRC7 and one-hot encoding. Using the Zadeh decision, we approached one-hot encoding as a particular binary coding case where class-codewords have one-hot properties. We used one-hot encoding with softmax as a baseline method for comparison. Inspired by [11], we also tested CRC7 coding with softmax. It allowed to combine the advantages of binary codes and the softmax decision but did not use error detection capabilities. Last, we tried the approach from [26], where the Euclid decision is used on Hadamard coding.
Table 4. Performance of the various output coding and decision strategies.

| Network  | Code    | Decision | Accuracy | FCA | Undetectable Error | Reliability |
|----------|---------|----------|----------|-----|--------------------|-------------|
| CNN1     | CRC7    | Zadeh    | 92.44    | 92.01 | 6.77               | 93.15       |
| CNN1     | one-hot | Zadeh    | 92.01    | 91.56 | 7.29               | 92.63       |
| CNN1     | one-hot | softmax  | 92.15    | 92.15 | 7.85               | 92.15       |
| CNN1     | CRC7    | softmax  | 91.85    | 91.85 | 8.15               | 91.85       |
| CNN1     | CRC7    | bit threshold | 89.56 | 89.56 | 6.8               | 92.94       |
| CNN1     | Hadamard| Euclid   | 89.92    | 88.6  | 8.2                | 91.53       |
| CNN2     | CRC7    | Zadeh    | 93.97    | 93.47 | 5.44               | 94.5        |
| CNN2     | one-hot | Zadeh    | 93.4     | 92.66 | 5.76               | 94.14       |
| CNN2     | one-hot | softmax  | 94.07    | 94.07 | 5.93               | 94.07       |
| CNN2     | CRC7    | softmax  | 93.88    | 93.88 | 6.12               | 93.88       |
| ResNet20v2| CRC7    | Zadeh    | 91.56    | 91.27 | 7.97               | 91.97       |
| ResNet20v2| one-hot | Zadeh    | 84.16    | 83.28 | 14.5               | 85.17       |
| ResNet20v2| one-hot | softmax  | 91.67    | 91.67 | 8.33               | 91.67       |
| ResNet20v2| CRC7    | softmax  | 91.34    | 91.34 | 8.66               | 91.34       |

The results indicate a predominance of the holistic style of decision (Zadeh, softmax, Euclid) over decisions on individual bits (bit threshold), and we expect increasing advantages with an increasing number of bits. We can see that CRC7 with Zadeh decision achieves similar accuracy to one-hot encoding with softmax. In one-hot encoding with softmax, the code structure and the decision rule support each other. We know that only one is equal to “1” within bits, and the output values are normed and evaluated to keep this knowledge. Even during the network training, it supports the winning bit in its increasing. Decision and training based on Euclid distance improve output values, on average, and we also see average performance results on Hadamard codewords despite using 15 bit-long codewords. According to Zadeh fuzzy logic, the decision tends to decrease the maximum output error, given the class codeword during the training. During the test, the output is assigned to the codeword with a minimum of maximal bit errors. Loosely speaking, while a one-hot softmax pulls the best bit value to “1”, the proposed Zadeh’s decision pushes the worst error to “0”. Table 4 shows similar results for both strategies. We can conclude that what the softmax gives to one-hot encoding, the Zadeh fuzzy logic provides to binary coding.

In the case of the Zadeh decision, we can offer more codewords to the referee. It decreases the FCA compared with the accuracy, and the difference indicates how many samples were assigned to the codewords outside the class-codewords. We interpret the case as error detection, and it bypasses classification. If only class-codewords are applied during the testing, there is no difference between the accuracy and FCA. It is the case of one-hot encoding with softmax where only class-codewords can be used. Therefore, if the classification returns one of the class-codewords, it has to be accepted. The misclassified codeword causes an undetectable error. Table 4 indicates some benefits of error detection. The exclusion of untrustworthy samples increases the classification reliability.

A well-known way to increase reliability is to introduce a level of decision-making. All decision rules are based on the evaluation of a quantitative variable. The usual way to improve the decision reliability is to divide the variable interval by threshold \( \Delta \) and reject all samples under the threshold, bypassing the decision procedure. This rule can also be applied to the softmax concept in which the variable is in a range \([1/n, 1]\), where \( n \) is the number of classes. Therefore, the threshold setting below \( 1/n \) has no meaning, and it gives no improvement. Simply put, in the softmax decision, the sample is accepted for classification if the highest value of the output exceeds the given threshold. We can apply the same approach in the Zadeh decision and decide if \( \max\{S^0, \ldots, S^w\} \geq \Delta \). Theorem 1 says that the threshold \( \Delta < 0.5 \) brings no improvement in the full codespace decision. We show the accuracy–reliability characteristic using different thresholds for proposed CRC7 with the Zadeh decision and baseline one-hot encoding with softmax in Figure 3.
Figure 3 maps values from Table 4 to the left located endpoints of the curves, where no threshold is applied. As the threshold increases, the points are shifted to the right. The error detection property makes the location of the zero threshold points outside the line $y = x$. In practice, we are interested in the accuracy–reliability characteristic mainly for the highest accuracy values (where the system’s accuracy is within a few percentages of the maximal accuracy). Here, we can see that both methods provide similar results.

3.3. Out-of-Distribution Performance

Error detection is an approach to determine whether the senseword (a codeword assigned to the test sample) has agreed with properties that define a particular subspace of the codespace [15]. As we train the network to transform training patterns into the error detecting codewords, we assume that we allocate these samples into a subspace keeping the error detection ability. We hypothesize that if a sample is qualitatively different from the training patterns, the output codeword will have other properties, i.e., it will lie outside of the code subspace generated by the training set. Although the main goal is to show that binary coding can be trained to achieve high accuracy, out-of-distribution (outliers) detection is a side effect; therefore, we also comment on it.

In our case, the in-distribution training set was the CIFAR-10 dataset. As the out-of-distribution dataset, we chose datasets with various complexities, from the simplest (MNIST, Fashion-MNIST) through similar (CIFAR-100) to the most complex (white noise). The natural (and very undesirable) property of the recognition systems that maps all input patterns into one of the output classes is their defenselessness against outliers. It is the case of the softmax decision in our study. On the other side, error-detecting codes have an implicit ability to filter sensewords outside the subspace with class-codewords. This sorting generates rejected sensewords and improves recognition reliability. Table 5 shows the percentage of detected outliers from different out-of-distribution datasets. We can see that outliers are naturally detected by networks trained directly for error detection even without applying the threshold.

Table 5. Rejection on out-of-distribution datasets with no threshold.

| Network   | Code  | Decision | MNIST | Fashion MNIST | CIFAR-100 | Noise |
|-----------|-------|----------|-------|---------------|-----------|-------|
| CNN1      | CRC7  | Zadeh    | 10.29 | 11.59         | 11.16     | 20.6  |
| CNN1      | one-hot | softmax | 0     | 0             | 0         | 0     |
| CNN2      | CRC7  | Zadeh    | 12.37 | 15.55         | 11.56     | 46.05 |
| CNN2      | one-hot | softmax | 0     | 0             | 0         | 0     |
| ResNet20v2| CRC7  | Zadeh    | 10.77 | 10.49         | 5.09      | 11.61 |
| ResNet20v2| one-hot | softmax | 0     | 0             | 0         | 0     |
Similar to the reliability, the out-of-distribution performance can be improved by applying a threshold during decision-making. Figure 4 shows that in both decision rules, the out-of-distribution rejection significantly increases with the threshold. For CNN1/CNN2 architectures with CIFAR-100/Fashion MNIST datasets, we can see a similar pattern in the accuracy–reliability characteristic. For high in-distribution FCA levels, the performance of both methods is very similar. For lower in-distribution FCA levels, one-hot encoding with softmax provides better out-of-distribution performance. CRC7 with the Zadeh decision performs better on the noise dataset, especially for ResNet20v2 architecture. On the contrary, one-hot encoding with softmax shows better performance in the rest of the ResNet20v2 experiments.

Figure 4. Out-of-distribution rejection (from left to right: CIFAR-100, Fashion MNIST, white noise) versus in-distribution FCA (full codespace accuracy) in studied networks and decision rules.
4. Conclusions

We examined the possibilities to use binary coding as the output coding in neural networks. We do not directly embed training dataset patterns into the coding space. It allows us to use the existing knowledge in the coding theory to design class-codewords instead. We use linear block codes for the possibility of the separation of class information from the checksum part of the codeword. We show that this property allows speeding up the decoding part of the classification. During the decoding phase, the similarity of the predicted output and the class-codewords usually needs to be computed. In the proposed approach, it is enough to take information (class) bits of the truest codeword (a rounded network normalized output) if the codeword gives the zero syndrome. We have proven that this simple procedure returns the truest decision from the Zadeh fuzzy logic point of view. Moreover, the truth-value of the decision can be notified to the user. We studied the error detection capabilities of binary coding. Error detection means that if the network’s output does not have the properties of the codewords assigned to the classes, such outcomes are untrustworthy and thus rejected during the classification. It is a different approach to assess the trustworthiness of the prediction compared to the softmax case, where the threshold on the winning output’s confidence value is used. Of course, we can combine both approaches, and the paper shows an advantage of such symbiosis. It enables us to reach a higher classification reliability if we are willing to accept more unclassified patterns.

We proposed a novel classification decision method based on the Zadeh fuzzy logic. We can interpret the neural network’s output value to measure the statement’s truth that the pattern belongs to a given class. During the network training, we aim to maximize the truthiness of the correct answer. In the well-established one-hot encoding with the softmax decision, minimizing the error at the output corresponding to the valid class leads to minimizing deviations in the rest of the outputs. The decision based on Zadeh fuzzy logic has a similar ability. Minimizing the maximum error in the required codeword also tends to suppress the errors in the rest of the outputs. We chose CRC codes as representative of linear block codes. We tested different approaches to the classification decision using the CRC output coding and showed that the proposed Zadeh decision method achieves the best accuracy. Moreover, the Zadeh decision with CRC achieves comparable results to one-hot encoding with softmax while maintaining the error detection capability. Further experiments on reliability and out-of-distribution data confirm that the proposed method achieves similar performance as one-hot encoding with softmax for high accuracy levels.

This paper performed a direct comparison between CRC coding with Zadeh decision and one-hot encoding with softmax. For this reason, we only used 10-bit codewords for 10-class classification. Contrary to the one-hot encoding, linear block codes (and binary codes in general) do not limit the size of the codewords, giving us more freedom in output coding strategies. They open up further possibilities to find better binary outputs codes. One way to use this freedom is to construct more compact output codes. Binary codes can encode \( n \) classes to a maximum of \( \log_2(n) + 1 \) output bits. This feature can be practical, especially for tasks with a large number of classes. Another way is to use a large codespace to improve performance or enhance error detection and/or correction abilities. Authors in [25] show that the longer target Hadamard code achieved higher accuracy than the shorter one. They also argue that longer codes consistently perform better than the shorter codes given the same training epoch. In this paper, we focused on a 10-label classification task represented by CIFAR-10 dataset. Although we consider the results to be very promising, using only a 10-class dataset can be considered a limitation of this study. Therefore, we plan to conduct additional experiments on datasets with a larger number of classes and with different output coding strategies.

Although the article focuses on detection codes, the same fuzzy logic approach can be applied to correction codes. We believe in combining embedding and correction/detection properties of the coding space. ECOC partially covers this idea, but OVO/OVA does not allow a holistic approach to codeword training. Applying general linear block codes speeds up the detection/correction of untrusted results, which is advantageous for tasks
with many classes. We can fit the codes to the obtained error statistics, and the minimum Hamming distance criterion is only one among others. The outlined problems show the direction for further research.
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