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Photochemical reactions on semiconductors are anisotropic, since they occur with different rates on surfaces of different orientation. Understanding the origin of this anisotropy is crucial to engineering more efficient photocatalysts. In this work, we use hybrid density functional theory (DFT) to identify the surfaces associated with the largest number of photo-generated carriers in different semiconductors. For each material we create a spherical heat map of the probability of optical transitions at different wave vectors. These maps allow to identify the directions associated with the majority of the photo-generated carriers and can thus be used to make predictions about the most reactive surfaces for photochemical applications. Results indicate that it is generally possible to correlate the heat maps with the anisotropy of the bands observed in conventional band-structure plots, as previously suggested. However, we also demonstrate that conventional bands-structure plots do not always provide all the information and that taking into account the contribution of all possible transitions weighted by their transition dipole moments is crucial to obtain a complete picture.

I. INTRODUCTION

Since Fujishima and Honda for the first time reported H\textsubscript{2} production from water using TiO\textsubscript{2}-based photoelectrodes in 1972\textsuperscript{1}, semiconductor-based heterogeneous photocatalysis has received great attention due to the increasing energy demand and diminishing fossil resources. Indeed, heterogeneous photocatalytic processes, such as photocatalytic water splitting (water oxidation and hydrogen reduction), artificial photosynthesis (CO\textsubscript{2} reduction), or the degradation of pollutants, constitute one of the most promising solutions for environmental and energy sustainability via direct harvesting of solar energy\textsuperscript{2,3}.

It is well accepted that photocatalytic reactions involve three sequential processes. First, electron/hole pairs are photo-generated when the semiconductor is illuminated by light with an energy equal or greater than the material’s bandgap, which leads to excitation of electrons from the valence (VB) to the conduction band (CB). While recombination of electron/hole pairs can occur in the bulk, a fraction of the generated electrons and holes migrate, in a second step, towards the surfaces of the catalyst, where they can, in a final step, initiate reduction and oxidation reactions respectively. However, these reactions can be driven by the photo-generated electrons and holes only if the reduction and oxidation potentials of the targeted reaction lie within the CB and VB of the material, respectively. According to the relative position of the VB and CB and the redox potential of specific reactions, it is possible to identify different types of catalysts: i) strongly oxidative semiconductors with sufficiently positive VB potentials to produce OH radicals such as SnO\textsubscript{2}, BiVO\textsubscript{4}, TiO\textsubscript{2}, WO\textsubscript{3} (see left side of Fig. 1), that are promising candidates for the photo-degradation of organic pollutants; ii) strongly reductive catalysts with CB position more negative than the hydrogen evolution and CO\textsubscript{2} reduction potentials, such as Cu\textsubscript{2}O, Bi\textsubscript{2}Se\textsubscript{3}, SiC, and Si (see right side of Fig. 1), which are promising semiconductors for solar-fuel production under visible light; and iii) materials with VB/CB potential more positive/negative than the H\textsubscript{2}/O\textsubscript{2} evolution potentials that are suitable to catalyze the overall water splitting reaction (see pink shaded area in Fig. 1).

Hundreds of materials are currently available for different photocatalytic applications, however, so far, no semiconductor is able to meet all the requirements in terms of efficiency, stability, safety, cost and ability to absorb solar energy. Efforts to design new materials or to improve the performance of already existing ones can benefit from a deeper understanding of the fundamental properties and mechanisms leading to the observed behavior. For example, it is well known that photochemical reactions on semiconductors are anisotropic, since they occur with different rates on surfaces of different orientation that, hence, have different photocatalytic activities towards reduction and oxidation reactions\textsuperscript{4,5}. Despite this phenomenon being fundamental for the design of photocatalysts, the underlying mechanism is not well understood\textsuperscript{6-10}. Giocondi \textit{et al.}\textsuperscript{10} suggested, as a general principle, that the observed anisotropic photochemical reactivity can be explained by the spectral distribution of the incident light and the anisotropic dispersion of the photocatalyst’s electronic band structure: the lowest energy photons that are able to initiate optical transitions will lead to charge carriers with wave vectors aligned with the transition’s position in reciprocal space. The photo-generated carriers will therefore preferentially migrate to surfaces perpendicular to that wave vector, leading to an increased reactivity of these surfaces. Using this concept, they explained the observed larger activity of the (100) surface of SrTiO\textsubscript{3} micro crystals compared to the (110) and (111) surfaces towards both oxidation and reduction reactions. Photons with energies larger than the band-gap (3.25 eV) and up to 4.1 eV (maximum within the experimental set-up) can excite transitions near the Γ-point, some along the [110] and [111] directions, but the large majority along the [100] direc-
tion where the bands are weakly dispersive (flat). The electronic band structure of the material thus favors the creation of photo-generated carriers with wave vector perpendicular to the (100) surface. The authors suggest that this is a fundamental principle applicable not only to SrTiO$_3$, but to all photocatalysts. We note here that, as explained in Ref. 10, there can be several reasons for the surface perpendicular to which most carriers are created to not appear as most reactive in experiments: phonon scattering resulting in a change of the carrier momentum and recombination of the carriers in the bulk or at surface or defect states that act as traps are only some of the possible explanations. Nevertheless, the principle reflects a fundamental property of photocatalysts and can be invoked to predict the photochemical anisotropy of semiconductor materials.

DFT is a valuable tool for material design and discovery. In particular, hybrid DFT can provide accurate structural and electronic properties of semiconductors\textsuperscript{11–13}. It can also be used to predict optical properties of materials\textsuperscript{14–16}. Quantities like the absorption coefficient can be derived from the frequency-dependent dielectric function, computed within the independent particle approximation. This consists of an imaginary part determined as a summation over CB states, and a real part, obtained from the Kramers-Kronig transformation\textsuperscript{14}. According to Fermi’s Golden Rule, the optical absorption of a semiconductor at a photon energy $\hbar \omega$ is proportional to\textsuperscript{17}

$$2\pi \frac{1}{\hbar} \int \left| \langle v_{\vec{k}} | \vec{p} | c_{\vec{k}} \rangle \right|^2 \delta(E_{c_{\vec{k}}} - E_{v_{\vec{k}}}) - \hbar \omega d\vec{k},$$

where the Brillouin-zone integral sums the joint density of states at energy $\hbar \omega$ over different $\vec{k}$ vectors and $\langle v_{\vec{k}} | \vec{p} | c_{\vec{k}} \rangle$ is the transition dipole moment (TDM) matrix, i.e. the electric dipole moment associated with a transition from a valence state $v_{\vec{k}}$ to a conduction state $c_{\vec{k}}$. The direction of TDM gives the polarization of the transition and determines how the system will interact with an electromagnetic wave of a given polarization, while the square of its norm represents the probability for a transition between the two states to occur.

In this work, we use hybrid DFT to investigate the anisotropy of the optical absorption of different photocatalysts by creating spherical heat maps of optical-transition probabilities along different directions in space, when the material interacts with photons within a specific energy range. These direction-dependent maps of the optical absorption identify wave vector associated with the majority of photo-generated carriers upon irradiation with light of a specific energy. Hence, they can be used to make predictions about the most reactive surfaces for photochemical applications, as suggested in Ref. 10. However, differently from Ref. 10, our predictions do not only reflect the dispersion of the material’s electronic band structure as shown in conventional two-dimensional (2D) band structure plots, but they take into account the full three-dimensional (3D) band structure as well as the probability for each transition to occur (transition allowed or forbidden by the selection rules) via the calculation of the TDM. Indeed, while in the majority of cases, results can be explained by a straightforward comparison of the heat map with the 2D electronic band structure, in line with the hypothesis suggested of Giocondi et al., more generally, taking into account all possible transitions weighted by the corresponding transition dipole moments is crucial to obtain a complete picture.

II. METHODS

DFT calculations were carried out with the Vienna Ab initio Simulation Package (VASP)\textsuperscript{18–21} using the Heyd-Scuseria-Ernzerhof (HSE)\textsuperscript{22,23} hybrid exchange correlation functional. Projector augmented-wave potentials\textsuperscript{24,25} were used with a plane-wave cut-off of 500 eV. Space group, mag-

FIG. 1. Band-edge positions of some typical semiconductor photocatalysts relative to the energy levels of the redox couples involved several photocatalytic processes. Adapted from Ref. 3.
ngetic properties, and dimension of the $\Gamma$-centered $k$-mesh used to sample the Brillouin zone, as well as the type of pseudopotential and the percentage of exact exchange used to model the primitive cell of the various materials are reported in Table S1 of the supporting information (SI). All internal and lattice parameters were relaxed with a force threshold of $10^{-3}$ eV/Å. This setup provides an excellent agreement with experiment (see SI Section S1). Optical properties of the materials were obtained via the calculation of the frequency-dependent dielectric function within the independent particle approximation and analyzed using the pymatgen Wavederf module.

The direction-dependent probability of a material to absorb photons in a given wavelength range ($\lambda_{\text{min}}$ to $\lambda_{\text{max}}$) was mapped on spherical heat maps, obtained by projecting the $k$-mesh used to sample reciprocal space on the surface of a unit sphere centered at the origin of the reciprocal lattice. Each $k$-point is associated with an absorption coefficient ($P_k$) computed by summing over the square of the TDM for transitions between bands $v_k$ and $c_k$ at that $k$-point $\tilde{k}$, if the wavelength ($\lambda_{\text{vc}}$) of the transition is within the considered energy range ($\lambda_{\text{min}}$ to $\lambda_{\text{max}}$):

$$P_k = \sum_{vc} |\langle v_k | \beta | c_k \rangle|^2.$$  

(2)

The final spherical heat map of direction-dependent absorption is created by interpolating the obtained discrete data onto a regular grid in spherical coordinates. We considered transitions in the energy range going from the bandgap ($E_g$) of each material up to a minimum energy ($E_g + \Delta E$) necessary to observe vertical transitions (cf. Table S1).

III. RESULTS AND DISCUSSION

Giocondi et al. investigated the anisotropic reactivity of SrTiO$_3$ using photochemical reactions that deposit insoluble products on the surface of SrTiO$_3$ micro crystals. Their results indicated that $\{100\}$ surfaces are most reactive. This observation was explained considering that the majority of electron-hole pairs used for photochemical reactions are created by photons with energies greater than the band gap but lower than 4.1 eV and that, according to the band structure of SrTiO$_3$, SrTiO$_3$ photons with these energies can excite a larger number of transitions along $[100]$ than other directions, due to the weakly dispersive bands along this direction.

The heat map of Fig. 2(a) shows the direction-dependent probability of SrTiO$_3$ to absorb photons with energies up to 4.1 eV, computed according to the procedure described in Sec. II. In agreement with the experimental observations, we predict the $\{100\}$ surfaces to be most active for photochemical processes, since the largest absorption is observed projected on this direction. As suggested in Ref. [10], this result can be rationalized using arguments based on the computed band structure: photons with energies between the SrTiO$_3$ bandgap and 4.1 eV can excite transitions near the $\Gamma$-point, with excited states in the $[100]$ ($\Gamma$ to X, cf. Fig. 2(b) and Fig. S1 in the SI), $[110]$ (\$\Gamma$ to M), or $[111]$ (\$\Gamma$ to R) directions as shown by the shaded regions in Fig. 2(b).

However, there are materials for which the conventional 2D band structure does not seem to provide all the necessary information to correctly predict the most reactive surface orientation. For example, the band structure computed for the rutile polymorph of TiO$_2$ in Fig. 4(a) suggests that the largest number of excited transitions induced by photons of energy larger than the bandgap ($E_g$) up to $E_g +0.8$ eV takes place from $\Gamma$ to X (100) direction and from $\Gamma$ to M (110) direction) with a smaller contribution also from $\Gamma$ to Z (001). The heat map of the direction-dependent optical absorption of Fig. 4(b) suggests, instead, that photo-generated carriers with wave-vectors perpendicular to this latter surface should be most abundant, followed by carriers with wave-vectors perpendicular to [10]. In order to explain this apparent contradiction, we computed

FIG. 2. a) Heat map of the direction-dependent optical absorption shown as a cylindrical projection along with the position and labels of the high symmetry points, b) Brillouin zone and c) band-structure plot for SrTiO$_3$. The shaded regions indicate momentum states where vertical transitions are possible when the photon energy is equal to $E_g(SrTiO_3)+0.8$ eV.
the TDM for a vertical transition from the top of the valence band to the bottom of the conduction band at the k-points Z (12.3 Debye$^2$), M (2.0 Debye$^2$), and X (0.2 Debye$^2$) using the VASPKit package. Based on these TDM values, we conclude that, even though the flattest path in the band structure is from $\Gamma$ to M or $\Gamma$ to X, the larger probability for transitions at the Z point leads to photo-generated carriers with wave-vectors perpendicular to [001] to be most abundant.

These results shed light on the experimental results for rutile that are often contradictory and obtained under different experimental conditions, for different photochemical reactions, and on different types of samples. For example, Ohno et al. reported that Pt deposits preferentially on rutile $\{110\}$ facets, consistent with the band-structure prediction. Instead, Guennemann et al. showed (001) to be one of the rutile surfaces with the largest photonic efficiency and to be the most reactive surface for methanol oxidation. This is in agreement with our prediction and also with the results of Ahmad et al. reporting the (001) surface to show a higher photocatalytic activity than both the $(110)$ and $(100)$ surfaces for both methanol oxidation and terephthalic acid hydroxylation. Also Lowekamp et al. reported that $\{001\}$ facets show a higher reactivity for Ag$^+$ reduction compared to the $(110)$ and the $(100)$ facets, even though the $(101)$ facets are the most active. Larger photocatalytic activity of $\{101\}$ surfaces was reported also by Giocondi et al. Ohno et al. Lutrell et al. for decomposition of methyl orange, or by Guennemann et al. for terephthalic acid hydroxylation. On the other hand, Quah et al. reported that there is no special photocatalytic activity of this latter facet compared to other rutile surfaces, in line with our heat map that does not suggest the creation of carriers with momentum along this direction.

A similar situation is observed also for Fe$_2$O$_3$. While the band structure in Fig. 5(c) shows fairly non-dispersive bands and hence possible transitions with momenta along different directions in space, the heat map of the direction-dependent optical absorption in Fig. 5(d) indicates that the $\{111\}$ facet (transitions from from $\Gamma$ to Z) should be much more active than other surfaces. This prediction can also be rationalized by the larger TDM for a transition from the top of the VB to the bottom of the CB at the Z point (68.3 Debye$^2$), compared to the other high symmetry k-points, such as L (43.3 Debye$^2$) or F (10.3 Debye$^2$).

Finally, one has to consider that conventional band structures along a high-symmetry path do not show the band dispersion along all directions. For example, the heat map for ZrO$_2$ in Fig. 6(a) suggests that the strongest absorption should occur at a point we indicated as C' ($[\bar{1}0\bar{1}]$) direction. The segment from $\Gamma$ to C' (see Fig. 6(b)) is indeed quite non-dispersive and definitely flatter than the segment from $\Gamma$ to C ($[\bar{1}0\bar{1}]$ direction), which is the one with the second strongest optical absorption in Fig. 6(d), but which is not reported in conventional band-structure plots for ZrO$_2$.

These results not only show that our approach intrinsically takes into account the probability of a transition to happen via the calculation of the TDM, which was not considered in the original approach of Ref. 10, but also highlight that using only the dispersion of the conventional band structure to make predictions may not result in a complete description of the direction-dependent absorption properties. Fig. 7 reports the
heat maps for the selected photocatalysts computed for transitions in the energy range going from the bandgap of each material up to the minimum energy necessary to observe vertical transitions. These heat maps can be used to predict the anisotropic reactivity of different photocatalysts. For example, the (100) surface is predicted to be the most reactive surface for SrTiO$_3$, Cu$_2$O, HfO$_2$, SnO$_2$, and the hexagonal SiC or together with the (001) surface for ZnO, and the hexagonal CdSe and CdS structures. Strong reactivity of the {001} facets is predicted for materials like WO$_3$, anatase, CH$_3$NH$_3$PbI$_3$, and Bi$_2$S$_3$. Finally, the (111) surface should be the most reactive not only for materials with the zinc-blend structure, as discussed above, but also for Si, Bi$_2$Se$_3$, Fe$_2$O$_3$, and CsPbI$_3$, while for the cubic SiC phase a larger reactivity is expected for the {001} facets.

We stress here that our heat maps suggest which surfaces are perpendicular to directions with the largest number of photo-generated carriers, but nothing ensures that these surfaces will necessarily be the most reactive in actual experiments. Phonon scattering can, for example, result in a change of the carrier momentum, implying that carrier mobility and mean free path need to be large for the carrier to reach a surface perpendicular to the initial direction.

Furthermore, our approach does not take into account surface band bending and hence the band-edge position at different surfaces nor the possibility of surface or surface defect states to act as trapping or recombination centers. Once at the surface, photo-generated carriers have to be efficiently transferred to acceptor/donor molecules, which may be preferentially absorbed on a surface different from the one with the largest number of carriers. The stability and structural properties of the surface are also important; in some cases, the reactivity of a surface can by related to the type and number of exposed undercoordinated surface sites or the most reactive surface may not be the most stable one.

The mechanism of the studied redox process is also important. The above-mentioned contradictory results for rutile’s reactivity were partially explained by some authors investigating oxidation and others reduction reactions. In addition, depending on experimental conditions, a reaction can happen following different mechanisms: for example, methanol is oxidized directly by photo-generated holes for high methanol concentration, while for larger water content, the oxidation is mediated by hydroxyl radicals, thus resulting in different reactivity of rutile surfaces for the same reaction but under different experimental conditions.

Finally, the activity of a photocatalyst is strongly dependent on its physicochemical properties, like the particle shape and size. Giocondi et al. suggested that the different conclusions of various experimental works on rutile can also be rationalized by having been performed using either extended planar samples or single crystal particles. The reactivity of these two types of samples is hard to compare. A planar sample may exhibit a reduced reactivity compared to a surface with the same orientation on a micro crystal bounded by several different facets, because the planar specimen only contains a subset of the particle’s surface sites and may therefore lack highly active sites for a given redox reaction.
FIG. 7. Heat maps of the direction-dependent optical absorption for the selected photocatalysts. Transitions in the energy range from the bandgap ($E_g$) of each material up to $E_g + \Delta E$ eV (see Sec. II and Table S1 in the SI) are taken into account.
Despite these limitations, our spherical heat maps contain information about a fundamental material property - the optical absorption and hence ability to photo-generate carriers along a given direction - and can thus be used as a guide in material engineering to enhance the photocatalytic performance of a catalyst.

IV. CONCLUSIONS

In the present work, the direction-dependent optical properties of different photocatalysts were investigated via hybrid DFT calculations to elucidate their anisotropic reactivity. The probability of a crystal to photo-generate carriers with momentum along a certain direction in space upon irradiation with light of a specific energy was mapped on the surface of a unit sphere centered on the origin of the reciprocal lattice to obtain 3D heat maps. For each point of the map, the contribution of all possible excited transitions weighted by their probability (transition-dipole matrix) was taken into account.

Results indicate that, in the majority of the cases, the pattern of the heat map, and hence the anisotropy of the photo-generated carriers, can be directly explained using the anisotropy of the band dispersion observed in conventional 2D band-structure plots: the flatter the bands along one direction, the larger the number of photo-generated carriers with momentum in that direction, as suggested by Giocondi et al. However, the results also suggest that 2D band-structure plots are not always sufficient to understand the direction-dependence of the optical properties, but that weighing by a transition’s probability according to the transition-dipole matrix can be crucial to obtain a complete picture.

Despite the possibility that the surface associated with the largest number of photo-generated carriers will not appear as most reactive in experiments, our approach captures a fundamental material property and can thus be invoked to predict the anisotropic reactivity of crystals to guide the design and development of highly efficient photocatalysts.
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S1. COMPUTATIONAL DETAILS

Table S1 report computational parameters (magnetic order, pseudopotential, k-point mesh, fraction of exact exchange and energy range for transitions), while Fig. S1 shows the unit cells used for the various materials.

TABLE S1. Space group, magnetism, VASP pseudopotentials (Pseudop), dimension of the k-mesh grid (K-points), percentage of exact exchange (HF%, in %) used in the HSE functional, and energy range (ΔE (eV)) used to compute the absorption properties (see main text) for the studied materials. NM and AFM stand for non magnetic and anti-ferromagnetic, respectively. For Fe₂O₃, the + and – symbols designate up- and down-spin directions with respect to the z-axis of the rhombohedral cell. TiO₂-A and TiO₂-R indicate the anatase and rutile polytypes.

| Space group Type | Material | Space group | Magnetism | Pseudop | K-points | HF% | ΔE (eV) |
|------------------|----------|-------------|-----------|---------|----------|------|---------|
| Monoclinic       | ZrO₂     | P2₁/c       | NM        | Zr₁sv;O | 4x4x4    | 25.0 | 0.8     |
|                  | HfO₂     | P2₁/c       | NM        | Hf₁pv;O | 4x4x4    | 25.0 | 0.75    |
|                  | WO₃      | P2₁/c       | NM        | W₁pv;O  | 4x4x4    | 25.0 | 0.75    |
| Tetragonal       | TiO₂₋A  | P4₁/amd     | NM        | Ti₁sv;O | 6x6x4    | 25.0 | 0.8     |
|                  | TiO₂₋R  | P4₂/mnm     | NM        | Ti₁sv;O | 4x4x6    | 25.0 | 0.8     |
|                  | SnO₂     | P4₂/mnm     | NM        | Sn₁d;O  | 6x6x8    | 32.0 | 1.0     |
|                  | WO₃      | P4₂/mnm     | NM        | W₁pv;O  | 6x6x8    | 25.0 | 0.8     |
| Trigonal         | Fe₂O₃    | R₃c         | AFM (+ – +) | Fe; O   | 6x6x6    | 15.0 | 0.5     |
|                  | B₁₂Se₃   | R₃m         | NM        | Bi; Se  | 4x4x4    | 25.0 | 1.0     |
| Hexagonal        | ZnO      | P6₃mc       | NM        | Zn;O    | 8x8x4    | 37.5 | 1.5     |
|                  | SiC      | P6₃mc       | NM        | Si; C   | 8x8x4    | 25.0 | 2.00    |
|                  | CdS      | P6₃mc       | NM        | Cd; S   | 6x6x4    | 25.0 | 1.5     |
|                  | CdSe     | P6₃mc       | NM        | Cd; Se  | 6x6x4    | 25.0 | 1.5     |
| Orthorhombic     | B₁₂S₅    | Pnma        | NM        | Bi; Se  | 6x2x2    | 25.0 | 0.8     |
|                  | CH₃NH₃PbI₃| Pnma        | NM        | C; H; N;Ob₁d;I | 4x4x2 | 25.0 | 0.8     |
| Cubic            | Si       | Fd₃m        | NM        | Si      | 8x8x8    | 25.0 | 2.5     |
|                  | GaP      | F4₃m        | NM        | Ga₁d;P  | 6x6x6    | 25.0 | 1.5     |
|                  | CdS      | F4₃m        | NM        | Cd; S   | 6x6x6    | 25.0 | 1.5     |
|                  | CdSe     | F4₃m        | NM        | Cd; S   | 6x6x6    | 25.0 | 2.5     |
|                  | SiC      | F4₃m        | NM        | Si; C   | 8x8x8    | 25.0 | 4.0     |
|                  | Cu₂O     | Pm₃m        | NM        | Cu; O   | 6x6x6    | 25.0 | 0.8     |
|                  | SrTiO₃   | Pm₃m        | NM        | Sr₁sv;Ti₁sv;O | 8x8x8 | 25.0 | 0.8     |
|                  | CsPbI₃   | Pm₃m        | NM        | Cs₁sv;Pb₁d;I | 4x4x4 | 25.0 | 0.8     |
FIG. S1. Schematic representation of the primitive cell of the different materials considered in this work.
S2. STRUCTURAL AND ELECTRONIC PROPERTIES OF THE PHOTOCATALYSTS

Table S2 shows the comparison of the experimental lattice parameters with the ones computed using the setup reported in Table S1 for the selected photocatalysts. Results are in excellent agreement with experiments, the maximum relative error being lower than 3% and with a mean absolute error (MAE) of 0.07 Å, close to the one of 0.04 Å reported in Ref 43, where the performance of the HSE functional has been assessed using a set of 40 simple and binary semiconductors.

Hybrid functionals are often used to accurately describe the electronic properties of semiconductors, because they incorporate a fraction of exact Fock exchange into standard DFT functionals, allowing to correct for self-interaction errors. However, their application is still quite expensive, especially for large cells and when plane-wave pseudopotentials are used as basis set. Table S3 suggests a very good agreement between the computed and experimental bandgaps with a mean absolute error of 0.17 eV, in good agreement with the MAE of 0.26 eV reported in Ref 43. The largest error are obtained for materials containing heavy elements (Bi, I, or Pb), for which we observed the well-known tendency of HSE to overestimate their bandgap due to spin-orbit coupling effects.

| Material | Space Group | a expt (Å) | b expt (Å) | c expt (Å) | a exp (Å) | b exp (Å) | c exp (Å) |
|----------|-------------|------------|------------|------------|-----------|-----------|-----------|
| ZrO₂     | P2₁/c       | 5.151      | 5.151      | 5.201      | 5.212     | 5.323     | 5.317     |
| HfO₂     | P2₁/c       | 5.095      | 5.114      | 5.146      | 5.172     | 5.267     | 5.294     |
| WO₃₅m   | P2₁/c       | 7.643      | 7.342      | 7.449      | 7.540     | 7.775     | 7.690     |
| TiO₂₋A  | I₄₁/amd   | 3.762      | 3.983      | 3.762      | 3.989     | 9.603     | 9.522     |
| TiO₂₋R  | P₄₂/mnm    | 4.581      | 4.597      | 4.581      | 4.593     | 2.946     | 2.958     |
| WO₃₂    | P₄₂/mnm    | 5.238      | 5.250      | 5.238      | 5.250     | 3.917     | 3.92      |
| SnO₂     | P₄₂/mnm    | 4.742      | 4.737      | 4.742      | 4.737     | 3.181     | 3.186     |
| Fe₂O₃   | R₃c        | 5.035      | 5.038      | 5.035      | 5.035     | 13.818    | 13.740    |
| Bi₂Se₃  | R₃m        | 4.139      | 4.134      | 4.139      | 4.134     | 31.124    | 28.634    |
| ZnO      | P₆₃mc      | 3.248      | 3.242      | 3.248      | 3.242     | 5.202     | 5.194     |
| SiC₅₇   | P₆₃mc      | 3.071      | 3.067      | 3.071      | 3.067     | 10.051    | 10.032    |
| CdSe₆₇  | P₆₃mc      | 4.353      | 4.353      | 4.353      | 4.353     | 7.095     | 7.011     |
| CdS₆₇   | P₆₃mc      | 4.176      | 4.147      | 4.176      | 4.142     | 6.784     | 6.724     |
| Bi₂S₃   | P₆₃mc      | 3.974      | 3.985      | 3.974      | 3.985     | 11.161    | 11.147    |
| MAPIₐ   | P₆₃mc      | 8.648      | 8.566      | 8.051      | 8.840     | 12.953    | 12.580    |
| SiC₇₅   | F₄3m       | 4.347      | 4.354      | 4.347      | 4.358     | 4.347     | 4.358     |
| GaP      | F₄3m       | 5.458      | 5.458      | 5.458      | 5.458     | 5.458     | 5.458     |
| CdSe₇₅  | F₄3m       | 6.151      | 6.055      | 6.151      | 6.052     | 6.151     | 6.052     |
| Cd₆₇    | F₄3m       | 5.845      | 5.815      | 5.845      | 5.818     | 5.895     | 5.818     |
| STO      | P₆₃m       | 3.898      | 3.905      | 3.898      | 3.900     | 3.898     | 3.900     |
| Cu₂O     | P₆₃m       | 4.288      | 4.276      | 4.288      | 4.270     | 4.288     | 4.270     |
| CsPbI₃C  | P₆₃m       | 6.360      | 6.286      | 6.360      | 6.2849    | 6.360     | 6.2894    |
| Si       | Fdl₃m      | 5.433      | 5.433      | 5.433      | 5.430     | 5.433     | 5.430     |
TABLE S3. Comparison of the computed (E\textsubscript{g}, in eV) and experimental (E\textsubscript{g}^{\text{expt}}, in eV) bandgaps. The subscript c, h, o, t, and z stands for cubic, hexagonal, orthorhombic, tetragonal, and zinc-blend-type polymorphs, respectively. TiO\textsubscript{2}-A and TiO\textsubscript{2}-R indicate the anatase and rutile polytypes, respectively.

| Material     | Space Group | E\textsubscript{g} | E\textsubscript{g}^{\text{expt}} |
|--------------|-------------|---------------------|-------------------------------|
| ZrO\textsubscript{2} | P\textsubscript{2}\textsubscript{1}/c       | 5.31                | 5.30[23]                      |
| HfO\textsubscript{2} | P\textsubscript{2}\textsubscript{1}/c       | 5.71                | 5.96[23]                      |
| WO\textsubscript{3}m | P\textsubscript{2}\textsubscript{1}/c       | 2.63                | 2.6-3.0[63,65]                |
| TiO\textsubscript{2}-A | I\textsubscript{4}1/amd            | 3.76                | 3.20[63]                      |
| TiO\textsubscript{2}-R | P\textsubscript{4}\textsubscript{2}/mmm  | 3.48                | 3.0[63]                       |
| WO\textsubscript{3}t | P\textsubscript{4}\textsubscript{2}/mmm  | 3.44                | 1.80[63]                      |
| SnO\textsubscript{2} | P\textsubscript{4}\textsubscript{2}/mmm  | 3.57                | 3.60[55]                      |
| Fe\textsubscript{2}O\textsubscript{3} | R\textsubscript{3}c     | 2.15                | 2.20[71]                      |
| Bi\textsubscript{2}Se\textsubscript{3} | R\textsubscript{3}m     | 1.24                | 0.56[57]                      |
| ZnO          | P6\textsubscript{3}mc          | 3.45                | 3.20[72]                      |
| Si\textsubscript{C}h | P6\textsubscript{3}mc      | 3.17                | 3.33[73]                      |
| CdSe\textsubscript{h} | P6\textsubscript{3}mc      | 1.54                | 1.8[53]                       |
| CdS\textsubscript{h} | P6\textsubscript{3}mc       | 2.19                | 2.40[74]                      |
| Bi\textsubscript{2}S\textsubscript{3} | P\textsubscript{nma}    | 2.53                | 1.36[57]                      |
| MAP\textsubscript{I} I\textsubscript{3} | P\textsubscript{nma}    | 2.43                | 1.51[58]                      |
| SiC\textsubscript{z} | F4\textsubscript{3}m       | 2.25                | 2.45[53]                      |
| GaP          | F4\textsubscript{3}m       | 2.45                | 2.32[53]                      |
| CdSe\textsubscript{z} | F4\textsubscript{3}m      | 1.48                | 1.90[53]                      |
| CdS\textsubscript{z} | F4\textsubscript{3}m       | 2.11                | 2.55[53]                      |
| STO          | Pm\textsubscript{3}m        | 3.34                | 3.25[53]                      |
| Cu\textsubscript{2}O    | Pm\textsubscript{3}m       | 2.00                | 2.00[70]                      |
| CsPbI\textsubscript{3} | Pm\textsubscript{3}m       | 1.95                | 1.78[71]                      |
| Si            | Fd\textsubscript{3}m       | 1.27                | 1.17[53]                      |
S3. BAND STRUCTURES

FIG. S2. Band structure plots of the materials considered in this work. The shaded regions indicate momentum states where vertical transitions are possible when the photon energy is equal to $E_g + \Delta E$ (see Table S1).
S4. HIGH-SYMMETRY K-POINTS

TABLE S4. High-symmetry k-points for the monoclinic space groups.

| Material | Space Group | K-point | $b_1$ | $b_2$ | $b_3$ |
|----------|-------------|---------|-------|-------|-------|
| ZrO$_2$  | $P2_1/c$    | $\Gamma$ | 0.00  | 0.00  | 0.00  |
| HfO$_2$  | Y           | 0.00    | 0.00  | 0.50  |
|          | H           | -0.43   | 0.00  | 0.57  |
|          | C           | -0.50   | 0.00  | 0.50  |
|          | E           | -0.50   | 0.50  | 0.50  |
|          | M1          | -0.57   | 0.50  | 0.43  |
|          | A           | -0.50   | 0.50  | 0.00  |
|          | X           | -0.50   | 0.00  | 0.00  |
|          | H1          | -0.50   | 0.00  | 0.44  |
|          | M           | -0.43   | 0.50  | 0.57  |
|          | D           | 0.00    | 0.50  | 0.50  |
|          | Z           | 0.00    | 0.50  | 0.00  |
| WO$_3$   | $P2_1/c$    | $\Gamma$ | 0.00  | 0.00  | 0.00  |
|          | Y           | 0.50    | 0.00  | 0.00  |
|          | B           | 0.00    | 0.00  | 0.50  |
|          | D           | 0.00    | 0.50  | 0.50  |
|          | Z           | 0.00    | 0.50  | 0.00  |
|          | C           | 0.50    | 0.50  | 0.00  |
|          | E           | -0.50   | 0.50  | 0.50  |
|          | A           | -0.50   | 0.00  | 0.50  |

TABLE S5. High-symmetry k-points for the tetragonal space groups.

| Material | Space Group | K-point | $b_1$ | $b_2$ | $b_3$ |
|----------|-------------|---------|-------|-------|-------|
| TiO$_2$  | $I4_1/amd$  | $\Gamma$ | 0.00  | 0.00  | 0.00  |
|          | X           | 0.00    | 0.50  | 0.00  |
|          | M           | 0.50    | 0.50  | 0.00  |
|          | Z           | 0.00    | 0.00  | 0.50  |
|          | R           | 0.00    | 0.50  | 0.50  |
|          | A           | 0.50    | 0.50  | 0.50  |
| TiO$_2$  | $P4_2/mmm$  | $\Gamma$ | 0.00  | 0.00  | 0.00  |
| SnO$_2$  | X           | 0.00    | 0.50  | 0.00  |
| WO$_3$   | M           | 0.50    | 0.50  | 0.00  |
|          | Z           | 0.00    | 0.00  | 0.50  |
|          | R           | 0.00    | 0.50  | 0.50  |
|          | A           | 0.50    | 0.50  | 0.50  |

TABLE S6. High-symmetry k-points for the trigonal space groups.

| Material | Space Group | K-point | $b_1$ | $b_2$ | $b_3$ |
|----------|-------------|---------|-------|-------|-------|
| Fe$_2$O$_3$ | $R-3c$ | $\Gamma$ | 0.00  | 0.00  | 0.00  |
|          | L           | 0.50    | 0.00  | 0.00  |
|          | Z           | 0.50    | 0.50  | 0.50  |
|          | F           | 0.50    | 0.50  | 0.00  |
| Bi$_2$Se$_3$ | $R-3m$ | $\Gamma$ | 0.00  | 0.00  | 0.00  |
|          | L           | 0.50    | 0.00  | 0.00  |
|          | Z           | 0.50    | 0.50  | 0.50  |
|          | F           | 0.50    | 0.50  | 0.00  |
TABLE S7. High-symmetry k-points for the hexagonal space groups.

| Material | Space Group | K-point | $b_1$ | $b_2$ | $b_3$ |
|----------|-------------|---------|-------|-------|-------|
| ZnO      | $P6_3mc$    | $\Gamma$ | 0.00  | 0.00  | 0.00  |
| SiC      | M           |         | 0.50  | 0.00  | 0.00  |
| CdS      | K           |         | 0.33  | 0.33  | 0.00  |
| CdSe     | A           |         | 0.00  | 0.00  | 0.50  |
|          | L           |         | 0.50  | 0.00  | 0.50  |
|          | H           |         | 0.33  | 0.33  | 0.50  |

TABLE S8. High-symmetry k-points for the cubic space groups.

| Material | Space Group | K-point | $b_1$ | $b_2$ | $b_3$ |
|----------|-------------|---------|-------|-------|-------|
| Si       | $Fd_{3}m$   | $\Gamma$ | 0.00  | 0.00  | 0.00  |
|          |             | X       | 0.50  | 0.00  | 0.50  |
|          |             | W       | 0.50  | 0.25  | 0.75  |
|          |             | K       | 0.375 | 0.375 | 0.75  |
|          |             | L       | 0.50  | 0.50  | 0.50  |
|          |             | U       | 0.625 | 0.25  | 0.625 |
| GaP     | $F_{4}3m$   | $\Gamma$ | 0.00  | 0.00  | 0.00  |
| CdS     |             | X       | 0.50  | 0.00  | 0.50  |
| CdSe    |             | W       | 0.50  | 0.25  | 0.75  |
| SiC     |             | K       | 0.375 | 0.375 | 0.75  |
|          |             | L       | 0.50  | 0.50  | 0.50  |
|          |             | U       | 0.625 | 0.25  | 0.625 |
| Cu$_2$O | $Pm3m$      | $\Gamma$ | 0.00  | 0.00  | 0.00  |
| SrTiO$_3$ |         | X       | 0.00  | 0.50  | 0.00  |
| CsPbI$_3$ |           | M       | 0.50  | 0.50  | 0.00  |
|          |             | R       | 0.50  | 0.50  | 0.50  |

TABLE S9. High-symmetry k-points for the orthorhombic space groups.

| Material | Space Group | K-point | $b_1$ | $b_2$ | $b_3$ |
|----------|-------------|---------|-------|-------|-------|
| Bi$_2$S$_3$ | $Pnma$  | $\Gamma$ | 0.00  | 0.00  | 0.00  |
| CH$_3$NH$_3$PbI$_3$ | | X | 0.50 | 0.00 | 0.00 |
|               |             | S      | 0.50  | 0.50  | 0.00  |
|               |             | Y      | 0.00  | 0.50  | 0.00  |
|               |             | Z      | 0.00  | 0.00  | 0.50  |
|               |             | U      | 0.50  | 0.00  | 0.50  |
|               |             | R      | 0.50  | 0.50  | 0.50  |
|               |             | T      | 0.00  | 0.50  | 0.50  |
**FIG. S3.** Brillouin zone along with the high symmetry points for different space groups.
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