A family of minimal and renormalizable rectangle exchange maps
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Abstract. A domain exchange map (DEM) is a dynamical system defined on a smooth Jordan domain which is a piecewise translation. We explain how to use cut-and-project sets to construct minimal DEMs. Specializing to the case in which the domain is a square and the cut-and-project set is associated to a Galois lattice, we construct an infinite family of DEMs in which each map is associated to a Pisot–Vijayaraghavan (PV) number. We develop a renormalization scheme for these DEMs. Certain DEMs in the family can be composed to create multistage, renormalizable DEMs.
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1. Introduction
A smooth Jordan domain $X$ is a non-empty closed bounded set in $\mathbb{R}^2$ whose boundary is a piecewise smooth Jordan curve. We construct a dynamical system on $X$ which is a piecewise translation known as a domain exchange map (DEM). The dynamical system is a two-dimensional generalization of an interval exchange transformation.

**Definition 1.1.** Let $X$ be a Jordan domain partitioned into smaller Jordan domains, with disjoint interiors, in two different ways. Then

$$X = \bigcup_{k=0}^{N} A_k = \bigcup_{k=0}^{N} B_k$$

such that, for each $k$, $A_k$ and $B_k$ are translation equivalent, i.e., there exists $v_k \in \mathbb{R}^2$ such that $A_k = B_k + v_k$. A domain exchange map is the piecewise translation on $X$ defined for $x \in A_k$ by

$$T(x) = x + v_k.$$ 

The map is not defined for points $x \in \bigcup_{k=0}^{N} \partial A_k$.

In §2, we explain how to use cut-and-project sets to define a DEM on any smooth Jordan domain $X$.

**Definition 1.2.** Let $L$ be a full-rank lattice in $\mathbb{R}^3$ and let $X$ be a domain in the $xy$-plane in $\mathbb{R}^3$. Define

$$P = \{\pi_z(p) : p \in L \text{ and } \pi_{xy}(p) \in X\},$$

where $\pi_z$ is the projection onto the $z$ axis and $\pi_{xy}$ is the projection onto the $xy$-plane. The point set $P$ is a cut-and-project set if the following two properties are satisfied:

(1) $\pi_z|_L$ is injective; and

(2) $\pi_{xy}(L)$ is dense in $\mathbb{R}^2$.

In this setting, we define $\Lambda(X, L)$ to be the set of lattice points

$$\Lambda(X, L) = \{x \in L : \pi_{xy}(x) \in X\}.$$ 

The projection $\pi_{xy}(\Lambda(X, L))$ is dense in $X$.

The DEM is defined by projecting a dynamical system on $\Lambda(X, L)$ onto $X$. Figure 1 shows a DEM, in which $X$ is the unit disk, constructed in this manner. The boundary of each tile is an arc of a circle with unit radius. For almost every point $x$, the forward and backward orbits of $x$ under the DEM are well defined. We characterize the orbits of DEMs constructed using cut-and-project sets.

**Theorem 1.3.** For a DEM in $\mathbb{R}^2$ associated to a cut-and-project set from $\mathbb{R}^3$, every well-defined orbit is dense and equidistributed.

The DEMs produced by our construction are amenable to analysis when the lattice and domain have a special algebraic structure. A Pisot–Vijayaraghavan number, more simply called a PV number, is a real algebraic integer with modulus larger than one whose Galois conjugates have modulus strictly less than one.
Let $\lambda = \lambda_3$ be a PV number whose Galois conjugates $\lambda_1, \lambda_2$ are real. Then $\mathbb{Q}[\lambda]$ has three embeddings into $\mathbb{R}$, and we can identify $\mathbb{R}^3$ with the product of these three embeddings, with the $x$-, $y$- and $z$-coordinates corresponding to embeddings sending $\lambda$ to $\lambda_1, \lambda_2, \lambda_3$, respectively. Then $\mathbb{Z}[\lambda]$ is a lattice in $\mathbb{R}^3$ of the above type, and
\[
\pi_{xy}(a + b\lambda + c\lambda^2) = (a + b\lambda_1 + c\lambda_1^2, a + b\lambda_2 + c\lambda_2^2).
\]
Multiplication by $\lambda$ is an integer transformation of $\mathbb{Z}[\lambda]$. We call this the Galois embedding of the lattice $\mathbb{Z}[\lambda]$. Note that $\mathbb{Z}[\lambda]$ can be identified with $\mathbb{Z}^3$ under the map
\[(a, b, c) \mapsto a + b\lambda + c\lambda^2.\]

When $X$ is a smooth Jordan domain and $L$ is the Galois embedding of a PV number whose Galois conjugates are real, the point set $\Lambda(X, L)$ satisfies the conditions of being a cut-and-project set. We call a DEM associated to a Galois lattice a PV DEM. We give a detailed analysis of PV DEMs in the case when the lattice is a Galois lattice and $X$ is the unit square $[0, 1]^2$. Since the tiles inherit their shape from the boundary of $X$, under these assumptions the tiles are rectilinear polygons. We call these DEMs rectangle exchange maps (REMs).

One way to construct a PV DEM is to find a Pisot matrix whose eigenvalues are all real. A Pisot matrix is an integer matrix with one eigenvalue greater than one in modulus and the remaining eigenvalues strictly less than one in modulus (in particular, its leading eigenvalue is a PV number). We define $S$ to be the following set of matrices: i.e.,
\[
S = \left\{ M_n = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & -n & n + 1 \end{bmatrix} : n \geq 6 \right\}.
\]
We will show, in §5.2, that every matrix $M_n \in S$ is a Pisot matrix. For $M_n \in S$, let $\lambda$ be the leading eigenvalue of $M_n$. The Galois embedding of $\mathbb{Z}[\lambda]$ gives rise to a PV REM (§2.3). Let $T_M$ denote the PV REM associated to the Galois embedding of the eigenvalues of $M$. 

FIGURE 1. DEM on a disk and the forward orbit of a point. One iteration of the map consists of translating each of the seven regions delineated by the black boundaries in the first panel to its position shown in the second panel.
We extend the family \( \{ T_{M_n} : M_n \in \mathcal{S} \} \) of PV REMs to a larger family of REMs via the monoid of matrices \( \mathcal{M} \) consisting of non-empty products of matrices in \( \mathcal{S} \). Lemma 1.4 establishes that \( \mathcal{M} \) is, in fact, a monoid of Pisot matrices.

**Lemma 1.4.** If \( W \in \mathcal{M} \), then its eigenvalues \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) are real and satisfy the inequalities
\[
0 < \lambda_1 < \lambda_2 < 1 < \lambda_3.
\]

Avila and Delecroix in [AD15] give a neat criterion for checking whether a family of matrices generates a monoid of Pisot matrices. Even though our (computational) proof of Lemma 1.4 is somewhat along the same lines, we were not able to apply their results directly to this family.

**Admissible REMs** are defined by a subset of admissible matrices \( \mathcal{M}_A \subset \mathcal{M} \) for which the REM \( T_W \) associated to the matrix \( W \in \mathcal{M}_A \) has the same combinatorics as the REM \( T_{M_n} \) (see Definition 5.1). We say that two REMs, \( T, T' : X \to X \) with associated partitions \( A = \{ A_i \}_{i=1}^N, A' = \{ A'_i \}_{i=1}^N \), respectively, have the same combinatorics if:

1. the cardinalities of the partitions \( A, A' \) are equal;
2. for each \( i \), the polygons \( A_i \in A \) and \( A'_i \in A' \) have the same number of edges and edge directions, that is, they are the same up to changing edge lengths; and
3. two elements \( A_i \) and \( A_j \) in \( A \) meet along a common edge if and only if \( A'_i \) and \( A'_j \) share an edge in the corresponding position.

See Figure 2 for an example of two REMs with the same combinatorics. The admissibility condition on \( \mathcal{M}_A \subset \mathcal{M} \) is a set of linear equations in the eigenvectors of \( M \) (see Definition 5.1).

Let \( W \in \mathcal{M}_A \) be written as \( W = M_{n_1} \cdots M_{n_k} \), Define \( W_k = M_{n_k} \cdots M_{n_2}M_{n_1} \) for \( 1 \leq k \leq L \). When each REM \( T_{W_k} \) has the same combinatorics as \( T_W \) for every \( k = 1, \ldots, L \), we call \( T_W \) a multistage REM (see Definition 5.2). We use \( \mathcal{M}_R \subset \mathcal{M}_A \) to denote the subset of admissible matrices which produce multistage REMs.

For a multistage REM, we study the **first return map** to one of the tiles in the partition and prove that it is affinely conjugate to the original map. This is known as a renormalization scheme. Renormalization schemes are an essential tool in the study of long-term behavior of dynamical systems.

**Definition 1.5.** Let \( T : X \to X \) be a map and let \( Y \subset X \). The first return map \( \hat{T}|_Y \) maps a point \( p \in Y \) to the first point in the forward orbit of \( p \) lying in \( Y \), i.e.,
\[
\hat{T}|_Y(p) = T^m(p) \quad \text{where} \quad m = \min\{ k \in \mathbb{Z}_+ : T^k(p) \in Y \}.
\]
The notation \( T|_Y \) means the dynamical system \( T \) restricted to \( Y \).

When \( X \) is a finite measure space and \( T \) is a measure-preserving transformation, the Poincaré recurrence theorem [Poi17] ensures that the first return map is well defined for almost every point in the domain.

**Definition 1.6.** A dynamical system \( T_1 : X_1 \to X_1 \) has a renormalization scheme if there exists a proper subset \( X_2 \subset X_1 \), a dynamical system \( T_2 : X_2 \to X_2 \) and a homeomorphism \( \phi : X_1 \to X_2 \) such that
\[
\hat{T}_1|_{X_1} = \phi^{-1} \circ T_2 \circ \phi.
\]
A dynamical system is renormalizable or self-induced if \( T_2 = T_1 \).
1.1. Main results. The main focus of our paper is the development of a renormalization scheme for the multistage REM $T_M$, defined in §2.3 below, for every $M \in M_A$.

**Theorem 1.7.** Let $M \in S$ be a matrix and let $T_M$ be the PV REM associated to the Galois lattice $L_\lambda$, where $\lambda$ is the leading eigenvalue of $M$. Label the eigenvalues of $M$ by $\lambda_1$, $\lambda_2$, and $\lambda_3$ in increasing order. Let $Y \subset X$ be the tile in the partition corresponding to the rectangle $[1 - \lambda_1, 1] \times [1 - \lambda_2, 1]$. The REM $T_\lambda$ is renormalizable, i.e.,

$$\hat{T}_M|_Y = \phi^{-1} \circ T_M \circ \phi,$$

where $\phi : X \to Y$ is the affine map

$$\phi : (x, y) \mapsto \left( \frac{x + \lambda_1 - 1}{\lambda_1}, \frac{y + \lambda_2 - 1}{\lambda_2} \right).$$

We next prove that multistage REMs are minimal and have a renormalization scheme with multiple steps.
THEOREM 1.8. Multistage REMs are minimal.

THEOREM 1.9. Let $W = M_{n_L} \cdots M_{n_2} M_{n_1} \in \mathcal{M}_R$ and define $W_k = M_{n_k} \cdots M_{n_2} M_{n_1}$ for $1 \leq k \leq L$. The associated multistage REM is renormalizable, i.e., for each $k$, there exists $Y_k \subset X$ and an affine map $\phi_k : Y_k \rightarrow X$ such that

$$\hat{T}_{W_{k+1}}|_{Y_{k+1}} = \phi_k^{-1} \circ T_{W_k} \circ \phi_k.$$ 

Each affine map has the form

$$\phi_k : (x, y) \mapsto \left( \frac{x + x_k - 1}{x_k}, \frac{y + y_k - 1}{y_k} \right),$$

where $x_k$ and $y_k$ are the dimensions of the tile in the partition corresponding to the rectangle $[1 - x_k, 1] \times [1 - y_k, 1]$.

We conjecture that the closure of the set of renormalizable multistage REMs is topologically a Cantor set.

1.2. Background. A DEM is an example of a discrete dynamical system which is a piecewise affine isometry. These systems have applications in the study of substitutive dynamical systems, outer billiards and digital filters. Originally, Moser proposed studying outer billiards as a toy model for celestial dynamics. In much the same manner, DEMs provide a toy problem for the study of Hamiltonian dynamical systems with non-zero field. See [Goe03] for a nice survey including many open questions related to two-dimensional piecewise isometries.

Although the maps we study are locally translations, the sharp discontinuities produce a dynamical system with extremely rich long-term behavior. This complexity can even be seen in the one-dimensional case of interval exchange transformations (IETs). We wish to classify points in the domain by the long-term behavior of their orbits. The domain of an affine isometry is subdivided into tiles on which the map is locally constant. Each point in a piecewise isometry can be classified by the sequence of tiles visited by the forward orbit of a point. The most basic question is to give an encoding for each point in terms of this sequence. While this problem is particularly challenging, there has been some success in classifying points into sets of points whose orbits are eventually periodic and those whose orbits are not periodic. Such a classification has been carried out successfully in a few particular cases (see [AKT01, Goe03, LKV04, AH13, Hoo13, Sch14]).

In each case, the authors used the principle of renormalization to study the dynamical system. Renormalization provides a way to understand the long-term behavior of a discrete dynamical system. Unfortunately, for piecewise isometries in dimension two or higher, there are no general methods for developing a renormalization scheme for a dynamical system. In the one-dimensional case of the IET, Rauzy developed a general technique known as Rauzy induction for finding a renormalization scheme for an IET [Rau79]. His method does not generalize to higher dimensions.

REMs were first studied by Haller who gave a minimality condition [Hal81]. Unfortunately, this condition is extremely difficult to check in practice. Finding a recurrent REM was included as question #19 in a list of open problems in combinatorics at the
Visions in Mathematics conference [Gow00]. Hooper developed the first renormalization scheme for a family of REMs parametrized by the square [Hoo13]. In [Sch14], Schwartz used multigraphs to construct polytope exchange transformations (PETs) in every dimension. He developed a renormalization scheme for the simplest case in which the corresponding multigraphs are bigons. The renormalization map is a piecewise Möbius map.

The topological entropy of a dynamical system gives a numerical measure of its complexity. For a dynamical system defined on a compact topological space, the topological entropy is an upper bound for the exponential growth rate of points whose orbits remain a distance $\epsilon$ apart as $\epsilon \to 0$ [Thu14]. The topological entropy gives an upper bound on the metric entropy of the dynamical system. In [Buz01], J. Buzzi proved that the topological entropy is zero for piecewise isometries defined on a finite union of polytopes in $\mathbb{R}^d$ which are actual isometries on the interior of each polytope. The REMs we study in this paper are examples of such systems and, as a consequence, have zero topological entropy. However, when the domain is not a union of polytopes, the techniques in [Buz01] must be modified. We expect that our technique for constructing domain exchange maps produces dynamical systems with zero topological entropy, but we have not proved this.

Throughout this paper, we make extensive use of the connection between non-negative integer matrices and Perron numbers. A Perron number is a positive real algebraic integer $\lambda$ that is strictly larger than the absolute value of any of its Galois conjugates. In [Lin84], it was proved that, for every Perron number $\lambda$, there exists a non-negative integer matrix $M$ which is irreducible (i.e., $M^k$ is positive for some power $k$) and has $\lambda$ as a leading eigenvalue.

In this paper, we use algebraic properties of a subset of Perron numbers known as Pisot–Vijayaraghavan numbers or PV numbers to find REMs which are renormalizable. A PV number is a positive real algebraic integer whose Galois conjugates lie in the interior of the unit disk. We use cut-and-project sets associated to PV numbers to produce DEMs. Cut-and-project sets were introduced in [Mey95] and further studied in [Lag96].

Our proof of the renormalization schemes in this paper rely on algebraic properties of PV numbers. In two recent works, monoids of matrices were discovered whose leading eigenvalues are PV numbers [AI01, AD15]. The authors called these matrices Pisot matrices. We find a new monoid of Pisot matrices with an infinite generating set.

The techniques we use in this paper are influenced by [Ken92, Ken96]. These works focused on self-similar tilings of the plane whose expansion constant is a complex Perron number. Unlike the tiles in our DEMs, the tiles in [Ken96] have a fractal boundary. Our construction of DEMs also has similarities with the Rauzy fractal [Rau82].

2. Constructing minimal DEMs with cut-and-project sets

2.1. Definition. Let $X$ be a smooth Jordan domain in $\mathbb{R}^2$ and let $L$ be a lattice in $\mathbb{R}^3$ such that $\Lambda = \Lambda(X, L)$ is a cut-and-project set: $\Lambda = \{p \in L | \pi_{xy}(p) \in X\}$. We construct a DEM on $X$ by projecting a dynamical system on $\Lambda$ onto the window $X$. Projection onto the $z$-coordinate gives an ordering of the points in $\Lambda$. Order the points in $\Lambda$ by increasing
z-coordinate: \( \Lambda = \{ \ldots, x_{-1}, x_0, x_1, \ldots \} \). Let \( \tilde{T} : \Lambda \rightarrow \Lambda \) be the dynamical system defined by

\[
\tilde{T}(x_i) = x_{i+1}.
\]

Consider the set of steps in the lattice walk

\[
\mathcal{E} = \{ \tilde{T}(x) - x : x \in \Lambda \}.
\]

Since \( L \) is a lattice, \( \mathcal{E} \) is a finite set. Suppose that there are \( N + 1 \) vectors in \( \mathcal{E} \) and label them by \( \mathcal{E} = \{ \eta_0, \eta_1, \ldots, \eta_N \} \). Projection onto the \( z \)-coordinate induces an order on \( \mathcal{E} \).

We assume that \( \mathcal{E} \) is indexed so that \( \pi_z(\eta_0) < \pi_z(\eta_1) < \cdots < \pi_z(\eta_N) \).

Define \( V = \{ v_i = \pi_{xy}(\eta) : \eta \in \mathcal{E} \} \). The DEM \( T : X \rightarrow X \) is defined by

\[
T(p) = p + v_i \quad \text{with } i = \min \{ 0, \ldots, N : v_j \in V \text{ and } p + v_j \in X \}.
\]

Note that \( T \) is well defined and bijective on \( X \). The map \( T \) is a piecewise translation on \( X \).

The DEM induces a partition of \( X \) into subdomains \( \{ A_i \}_{i=0}^N \) for which \( T(p) = p + v_i \) for all \( p \in A_i \). Likewise, \( T^{-1} \) induces a partition \( \{ B_i \}_{i=0}^N \) for which \( T^{-1}(p) = p - v_i \) for all \( p \in B_i \). Note that

\[
X = \bigcup_{k=0}^N A_k = \bigcup_{k=0}^N B_k
\]

and \( A_k = B_k + v_k \), which verifies that \( T \) is a DEM. The subdomains are not necessarily connected. However, each connected component of a subdomain is bounded by a smooth Jordan curve as long as \( X \) is a smooth Jordan domain.

In Figure 3 we show both the lattice walk \( \tilde{T} \) and the resulting DEM \( T \).

For a dynamical system \( T : X \rightarrow X \), the orbit of \( p \) is the set \( O(p) = \{ T^j(p) \mid j \in \mathbb{Z} \} \).

We also define \( O^k+(p) = \{ T^j(p) \mid j \in \mathbb{Z}, 0 \leq j \leq k \} \) to be the \( k \)th forward orbit of \( p \) and \( O^+(p) = \{ T^j(p) \mid j \geq 0 \} \) to be the forward orbit.

2.2. Vertical flow. Let \( T^3 = \mathbb{R}^3/L \). We can consider \( X \) as a subset of \( T^3 \): the inclusion map \( \iota : X \rightarrow T^3 \) is injective by our conditions on \( L \). On \( T^3 \) the vertical linear flow is defined by \( \Phi_t((x, y, z)) = (x, y, z + t) \mod L \) for \( t \in \mathbb{R} \).
By Weyl’s equidistribution theorem (see, e.g., [SS03]), the vertical flow is equidistributed on $\mathbb{T}^3$ in the following sense. Take any open set $\Omega$ in the image of the $xy$-plane in $\mathbb{T}^3$, and a point $x \in \Omega$. The iterates of the first return map to $\Omega$ of the vertical flow, when applied to $x$, are equidistributed in $\Omega$.

So, to prove Theorem 1.3, it suffices to establish the following result.

**Theorem 2.1.** $T$ is conjugate to the first return map to $X$ of the vertical linear flow $\Phi$, that is, $\iota(T(p)) = \Phi_\tau(\iota(p))$, where

$$\tau = \inf\{ t > 0 \mid \Phi_t(\iota(p)) \in \iota X \}.$$

**Proof.** The vertical linear flow on $\mathbb{T}^3$ lifts to the vertical flow on $\mathbb{R}^3$. Consider all translates of $X \subset \mathbb{R}^2 \subset \mathbb{R}^3$ by lattice translations in $L$. Each of these intersects $X \times \mathbb{R}$ in some (possibly empty) subset. Order those with non-empty intersections by their $z$-coordinate. By construction, the translates $\eta_0 + X, \ldots, \eta_N + X$ are the first $N + 1$ such translates, and the projections to $\mathbb{R}^2$ of these cover $X$. $\square$

2.3. **PV REMs.** Here, we explain the details of the REM construction when $X = [0, 1] \times [0, 1]$ and $L$ is the Galois embedding of $\mathbb{Z}[\lambda]$, where $\lambda$ is a certain family of PV numbers. Define, for each $n \geq 6$, a polynomial

$$q_n(x) = x^3 - (n + 1)x^2 + nx - 1.$$

**Lemma 2.2.** The polynomial $q_n$ has three real roots, $\lambda_1, \lambda_2$ and $\lambda_3$, which satisfy the inequalities $0 < \lambda_1 < \lambda_2 < 1 < \lambda_3$.

**Proof.** The discriminant of $q_n$ is

$$D(n) = n^4 - 6n^3 + 7n^2 + 6n - 31.$$

It has two real roots $n = 1/2(3 + \sqrt{13} + 16\sqrt{2})$ and $1/2(3 - \sqrt{13} + 16\sqrt{2})$. Thus, for $n \geq 6$, the discriminant is strictly positive and we find that $q_n$ has three distinct real roots.

Since

$$\lambda_1 \lambda_2 \lambda_3 = 1 \quad \text{and} \quad \lambda_1 + \lambda_2 + \lambda_3 = n + 1,$$

it follows that $\lambda_3 > 1$ and $\lambda_1 < 1$. However, $\lambda_3 < n + 1$ and so $\lambda_1 + \lambda_2 > 0$. This implies that $\lambda_2 > 0$. The product of the three roots is one which implies that $\lambda_1 > 0$.

It remains to show that $\lambda_2 < 1$. Evaluating $q_n$ and its derivative at 0 and 1 gives

$$q_n(0) = -1, \quad q_n'(0) = n, \quad q_n(1) = -1 \quad \text{and} \quad q_n'(1) = 1 - n.$$

We find that $q_n(x)$ has two roots between 0 and 1 and conclude that $0 < \lambda_1 < \lambda_2 < 1$. $\square$

Note that $q_n$ is the characteristic polynomial of the matrix

$$M_n = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & -n & n + 1 \end{bmatrix}.$$

Let $T_{M_n} : X \to X$ be the PV REM associated to the Galois embedding of the roots of $q_n$. The two partitions associated to the REM $T_{M_6}$ are shown in Figure 4. When $L$ has this
form, there are seven possible steps in the lattice walk $\mathcal{E}_n$. It is convenient to identify points in $L$ by their representation in $\mathbb{Z}^3$, i.e., if $(a, b, c) \in \mathbb{Z}^3$, then

$$\pi_{xy}(a, b, c) = (a + b\lambda_1 + c\lambda_1^2, a + b\lambda_2 + c\lambda_2^2) \quad \text{and} \quad \pi_z(a, b, c) = a + b\lambda_3 + c\lambda_3^2.$$  

Using this representation, the vectors in $E_n$ are

$$\eta_0 = (-1, 1, 0), \quad \eta_1 = (0, 1, 0), \quad \eta_2 = \eta_0 + \eta_1 = (-1, 2, 0),$$

$$\eta_3 = (1, -3, 1), \quad \eta_4 = \eta_0 + \eta_3 = (0, -2, 1),$$

$$\eta_5 = \eta_1 + \eta_3 = (1, -2, 1) \quad \text{and} \quad \eta_6 = \eta_0 + \eta_1 + \eta_3 = (0, -1, 1).$$

Theorem 4.1 establishes that the steps in the lattice walk are independent of $n$ and, as a consequence, we set $\mathcal{E}_n = \mathcal{E}$.

The partition associated to the REM $T_{M_n}$ is constructed as follows. A visual depiction of the construction is shown in Figure 5. Define the projections onto the $xy$-plane of the translation vectors in $E$ by

$$V_n = \{v_i = \pi_{xy}(\eta_i) \text{ for } i = 0, 1, \ldots, 6\}.$$  

Note that $V_n$ depends on $n$ since the projection $\pi_{xy}$ is a function of the roots of $q_n$.

For a vector $v \in \mathbb{R}^2$, let $f_v$ be the translation $f_v(x) = x + v$ for $x \in \mathbb{R}^2$. We define the partition $\mathcal{A} = \{A_k\}_{k=0}^N$ of $X$ associated to $T_{M_n}$ inductively as

$$A_0 = f_{v_0}^{-1}(X) \cap X \quad \text{and} \quad A_k = (f_{v_k}^{-1}(X) \cap X) \setminus \bigcup_{j=0}^{k-1} A_j \quad \text{for } k > 0.$$  

For a point $x$ in the interior of a tile in the partition $A_k$, the dynamical system is defined by

$$T_{M_n} |_{A_k}(x) = f_{v_k}(x) = x + v_k.$$  

Each tile in the partition $\mathcal{A}$ is a rectilinear polygon (refer to the example in Figure 4) and can be written as a disjoint union of rectangles. We use the standard notation for a rectangle

$$[a, b] \times [c, d] = \{(x, y) \in \mathbb{R}^2 : a \leq x \leq b \text{ and } c \leq y \leq d\}.$$
Recall that $\lambda_1$ and $\lambda_2$ are roots of the polynomial $q_n(x)$ with $0 < \lambda_1 < \lambda_2 < 1$. The tiles are

\[
\begin{align*}
A_0 &= [1 - \lambda_1, 1] \times [1 - \lambda_2, 1], \\
A_1 &= [0, 1 - \lambda_1] \times [0, 1 - \lambda_2], \\
A_2 &= ([1 - 2\lambda_1, 1 - \lambda_1] \times [1 - \lambda_2, 2 - 2\lambda_2]) \cup ([1 - \lambda_1, 1] \times [0, 1 - \lambda_2]), \\
A_3 &= [0, 3\lambda_1 - \lambda_1^2] \times [-1 + 3\lambda_2 - \lambda_2^2, 1], \\
A_4 &= [3\lambda_1 - \lambda_1^2, 1 - \lambda_1] \times [2\lambda_2 - \lambda_2^2, 1], \\
A_5 &= [0, 2\lambda_1 - \lambda_1^2] \times [1 - \lambda_2, -1 + 3\lambda_2 - \lambda_2^2], \\
A_6 &= ([1 - 2\lambda_1, 3\lambda_1 - \lambda_1^2] \times [2 - 2\lambda_2, -1 + 3\lambda_2 - \lambda_2^2]) \\
&\quad \cup ([2\lambda_1 - \lambda_1^2, 1 - 2\lambda_1] \times [1 - \lambda_2, -1 + 3\lambda_2 - \lambda_2^2]) \\
&\quad \cup ([3\lambda_1 - \lambda_1^2, 1 - \lambda_1] \times [2 - 2\lambda_2, 2\lambda_2 - \lambda_2^2]).
\end{align*}
\]

(2.5)

3. Analysis of the PV REM $T_{M_6}$ and its renormalization

Before analyzing the general case, we give a detailed description of the PV REM $T_{M_6}$ in which the Galois lattice $L_\lambda$ is determined by the polynomial $q_6(x) = x^3 - 7x^2 + 6x - 1$.

Let $V = \{v_i\}_{i=0}^6$ be the set of translation vectors of the REM $T_{M_6}$, where $v_i = \pi_{xy}(\eta_i)$ for $\eta_i \in \mathcal{E}$ listed in Lemma 3.1. We obtain the REM $T_{M_6} : X \to X$ defined on the partition $\{A_i\}_{i=0}^6$ as shown in Figure 4.

**Lemma 3.1.** Let $\mathcal{E} = \{\eta_i\}_{i=0}^6$, where the $\eta_i$ are defined in (2.3). The set of translation vectors of $T_{M_n}$ are $\{\pi_{xy}(\eta_i)\}_{i=1}^6$ for $n = 6$.

**Proof.** The characteristic polynomial of the matrix

\[
M_6 = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & -6 & 7 \end{bmatrix},
\]

is $q_6(x) = x^3 - 7x^2 + 6x - 1$. By Lemma 2.2, the polynomial $q_n(x)$ has three roots $\lambda_1$, $\lambda_2$ and $\lambda_3$ with $0 < \lambda_1 < \lambda_2 < 1 < \lambda_3$. The eigenvector $\xi_i$ of $M_6$ associated to $\lambda_i$ is $(1, \lambda_i, \lambda_i^2)$ for $i = 1, 2$ and 3.
By direct computation, we find that the seven vectors $\eta_0, \eta_1, \ldots, \eta_6$ are the seven solutions for vectors in $\mathbb{Z}^3$ of the inequalities

$$-1 < v \cdot \xi_1 < 1,$$
$$-1 < v \cdot \xi_2 < 1,$$
$$0 < v \cdot \xi_3 < 31.$$  

The first two equations ensure that the projection of each step of the lattice walk in $\mathbb{Z}^3$ is a translation vector in the REM. The third equation ensures that these are the first seven vectors in $E$ which define a partition of the unit square. The set of real solutions to the above inequalities is a convex polytope in $\mathbb{R}^3$ that contains exactly seven integer points. Each solution corresponds to a permissible step in the lattice walk on $\Lambda_X$. □

**Theorem 3.2.** Let $Y = A_0$. The first return map $\hat{T}_{M_6}|_Y$ to the set $Y$ is conjugate to $T_{M_6}$ by the affine map $\psi : Y \to X$ given by

$$\phi_n(x, y) = \left(\frac{x + \lambda_1 - 1}{\lambda_1}, \frac{y + \lambda_2 - 1}{\lambda_2}\right),$$

where $0 < \lambda_1 < \lambda_2 < 1$ are the smaller eigenvalues of the matrix $M_6$.

Figure 6 shows the REM $T_{M_6}$ and its first return map.

Theorem 3.2 is a particular case of Theorem 1.7 whose proof is given in §4.2. In the Appendix, we give a computational proof of Theorem 3.2 and a symbolic encoding of the partition of $Y$ induced by the first return map $\hat{T}_{M_6}|_Y$.

4. **The renormalization scheme for PV REMs**

4.1. **Analyzing the lattice walk for $M_n \in S$.** Let $T_{M_n}$ be the PV REM constructed from a matrix $M_n \in S$ using the method outlined in §2.3. Let $L = L_\lambda$ be the associated Galois lattice. In this section, we analyze the dynamical system $\tilde{T}$ on $L$ and prove the following theorem.

**Theorem 4.1.** Lemma 3.1 holds for all $n \geq 6$.

There are a number of steps in the proof. The first step involves proving a more refined version of Lemma 2.2.

**Lemma 4.2.** Label the roots of $q_n \lambda_1^n, \lambda_2^n, \lambda_3^n$ with $0 < \lambda_1^n < \lambda_2^n < 1 < \lambda_3^n$. Then $\lambda_2^n$ and $\lambda_3^n$ are monotonically increasing functions of $n$ while $\lambda_1^n$ is monotonically decreasing as a
function of $n$. Moreover, we have the inequalities

$$n < \lambda_3^n < n + 1,$$

$$1 - \frac{1}{n - 3} < \lambda_2^n < 1 - \frac{1}{n - 2},$$

$$\frac{1}{n - 1} < \lambda_1^n < \frac{1}{n - 2}.$$

Proof. The polynomial is cubic and therefore changes sign at most three times. We find three disjoint intervals in which $q_n$ changes sign. Since the polynomial is cubic, each root must lie in one of these intervals.

$$q_n(n) = -1 < 0 \quad \text{and} \quad q_n(n + 1) = n^2 + n - 1 > 0,$$

$$q_n\left(1 - \frac{1}{n - 2}\right) = -\frac{1}{(n - 2)^3} < 0 \quad \text{and} \quad q_n\left(1 - \frac{1}{n - 3}\right) = \frac{11 - 7n + n^2}{(n - 3)^3} > 0,$$

$$q_n\left(\frac{1}{n - 1}\right) = \frac{2n}{(n - 1)^3} < 0 \quad \text{and} \quad q_n\left(\frac{1}{n - 2}\right) = \frac{11 - 7n + n^2}{(n - 2)^3} > 0.$$

This establishes the desired inequalities. The monotonicity of the roots can be verified from the inequalities by inspection. \qed

Recall the definitions of $\eta_0, \eta_1, \eta_3$ from (2.3). Since $\eta_0, \eta_1$ and $\eta_3$ are independent over $\mathbb{Z}$, every element $\omega \in \mathbb{Z}^3$ can be written as

$$\omega = a\eta_0 + b\eta_1 + c\eta_3 \quad \text{for} \ a, b \text{ and } c \in \mathbb{Z}.$$

The following lemma is an important step in the proof of Theorem 4.1.

Lemma 4.3. Each element of $E_n$ is a non-negative linear combination of $\eta_0, \eta_1, \eta_3$.

Proof. Note that $\pi_z(\eta_i) > 0$ for $i = 0, \ldots, 3$ and $\eta_2 = \eta_0 + \eta_1$. Here we discuss all possible cases of $\omega \in \mathbb{Z}^3$ such that:

(1) $\pi_{xy}(\omega) \in (-1, 1)^2$, which ensures that $\pi_{xy}(\omega)$ is a translation vector on $X$; and

(2) $0 < \pi_z(\omega) < \pi_z(\eta_i)$ for some $i = 0, 1$ and 3.

Case 1: $\omega = an_0 - b\eta_1$ for positive integers $a$ and $b$. Suppose that the vector

$$\omega = an_0 - b\eta_1 = (-a, a - b, 0)$$

has $\pi_z(\omega) > 0$ and $\pi_{xy}(\omega) \in (-1, 1)^2$. The $y$-component of the projection $\pi_{xy}(\omega)$ is

$$-a + (a - b)\lambda_2,$$

where $\lambda_2$ is the second largest eigenvalue of matrix $M_n$ for some $n$. By assumption,

$$-1 < -a + (a - b)\lambda_2 < 1.$$

It follows that

$$\frac{-1 + a}{\lambda_2} < a - b < \frac{1 + a}{\lambda_2}.$$

By Lemma 4.2 and $\frac{2}{3} < \lambda_2 < 1$,

$$-1 + a < \frac{-1 + a}{\lambda_2} < a - b < \frac{1 + a}{\lambda_2} < \frac{3}{2}(1 + a).$$
Then, we can conclude that
\[-2 < b < 1,
\]
which contradicts the assumption that \( a, b \geq 1 \).

This argument also shows that if \( \omega = a\eta_0 - b\eta_1 \) with \( a, b \in \mathbb{Z}^2 \) positive, \( \pi_{xy}(\omega) \notin (-1, 1)^2 \).

**Case 2:** \( \omega = c\eta_3 - b\eta_1 \) for positive integers \( b \) and \( c \). Note that
\[
\omega = c\eta_3 - b\eta_1 = c(1, -3, 1) - b(0, 1, 0) = (c, -3c - b, c).
\]

Consider the \( y \)-component of \( \pi_{xy}(\omega) \): we have
\[
c - (3c + b)\lambda_2 + c\lambda_2^2 \leq c(1 + \lambda_2^2) - (3c + 1)\lambda_2 \\
\leq 2c - \frac{3}{4}(3c + 1) \\
\leq -\frac{1}{4}c - \frac{3}{4} \leq -1.
\]

It follows that \( \pi_{xy}(\omega) \notin (-1, 1)^2 \) for all \( c\eta_3 - b\eta_1 \) with \( v, t \in \mathbb{Z}_+ \). Similarly, \( \pi_{xy}(\omega) \notin (-1, 1)^2 \) for all \( \omega = b\eta_1 - c\eta_3 \) with positive integers \( b \) and \( c \).

**Case 3:** \( \omega = c\eta_3 - a\eta_0 \) for positive integers \( a \) and \( c \). Note that
\[
c\eta_3 - a\eta_0 = c(1, -3, 1) - a(-1, 1, 0) = (a + c, -3c - a, c).
\]

Consider the \( x \)-coordinate of the projection \( \pi_{xy}(\omega) \). By Lemma 4.2, \( \lambda_1 \leq 1/4 \) and we have
\[
(a + c) - (3c + a)\lambda_1 + c\lambda_1^2 \geq (a + c) - (3c + a)\frac{1}{4} + c\lambda_1^2 \\
\geq \frac{1}{4}c + \frac{3}{4}a + c\lambda_1^2 \geq 1.
\]

Therefore, \( \pi_{xy}(\omega) \notin (-1, 1)^2 \) for all \( \omega = c\eta_3 - a\eta_0 \) with integers \( a, c \geq 1 \). Similarly, if \( \omega = a\eta_0 - c\eta_3 \) with positive coefficients \( a, c \), then the \( x \)-coordinate of \( \pi_{xy}(\omega) \) is less than \(-1\).

**Case 4:** \( \omega = c\eta_3 + a\eta_0 - b\eta_1 \) with positive integers \( a, b \) and \( c \). Consider the \( y \)-component of \( \pi_{xy}(\omega) \)
\[
\pi_{xy}(c\eta_3 + a\eta_0 - b\eta_1)_y = \pi_{xy}(c\eta_3 - b\eta_1)_y + a\pi_{xy}(\eta_0)_y.
\]

By Case 2, \( \pi_{xy}(c\eta_3 - b\eta_1)_y \leq -1 \) for all \( b, c \in \mathbb{Z}_+ \). Moreover, \( \pi_{xy}(\eta_0)_y \leq 0 \). Thus, there is no possible \( \omega = c\eta_3 + a\eta_0 - b\eta_1 \) with \( \pi_{xy}(\omega) \in (-1, 1)^2 \). For the same reason, \( \pi_{xy}(\omega) \notin (-1, 1)^2 \).

**Case 5:** \( \omega = c\eta_3 - a\eta_0 + b\eta_1 \) for \( a, b, c \in \mathbb{Z}_+ \). Consider the \( x \)-component \( \pi_{xy}(\omega)_x \) of the projection \( \pi_{xy}(\omega) \) given as
\[
\pi_{xy}(c\eta_3 - a\eta_0 + b\eta_1)_x = \pi_{xy}(c\eta_3 - a\eta_0)_x + b\pi_{xy}(\eta_1)_x.
\]

In Case 3, we show that \( \pi_{xy}(c\eta_3 - a\eta_0)_x \geq 1 \) for all positive integers \( a \) and \( c \). Since
\[
\pi_{xy}(\eta_1)_x > 0,
\]
we have \( \pi_{xy}(\pm\omega) \notin (-1, 1)^2 \).
Case 6. \( \omega = c \eta_3 - a \eta_0 - b \eta_1 \) for positive integers \( a, b, c \). Since \( \omega = (a + c, -3c - a - b, c) \),
\[
\pi_{xy}(\omega) = (a + c - (3c + a + b)\lambda_1 + c\lambda_1^2, a + c - (3c + a + b)\lambda_2 + c\lambda_2^2).
\]
We consider the difference \( |\pi_{xy}(\omega)_y - \pi_{xy}(\omega)_x| \), which is
\[
|\pi_{xy}(\omega)_y - \pi_{xy}(\omega)_x| = |(3c + a + b)(\lambda_2 - \lambda_1) + c(\lambda_2^2 - \lambda_1^2)|
= |(\lambda_2 - \lambda_1)[c(\lambda_1 + \lambda_2 - 3) - a - b]|.
\]
By Lemma 4.2, we have \( 0 \leq \lambda_1 \leq 1/3 \) and \( 3/4 \leq \lambda_2 \leq 1 \), where \( \lambda_2 \) is the second largest eigenvalue for matrix \( M_n \) with \( n \geq 7 \). Therefore,
\[
|\pi_{xy}(\omega)_y - \pi_{xy}(\omega)_x| \geq \frac{1}{2}|c(\lambda_1 + \lambda_2 - 3) - a - b|
\geq \frac{1}{2}| - 2c - a - b|.
\]
Since \( a, b, c \geq 1 \) are integers, \( |\pi_{xy}(\omega)_y - \pi_{xy}(\omega)_x| \geq 2 \). It follows that \( \pi_{xy}(\omega)_x \) and \( \pi_{xy}(\omega)_y \) cannot be in the interval \((-1, 1)\) at the same time. It follows that \( \pi_{xy}(\omega) \notin (-1, 1)^2 \) for any positive integer \( a, b, c \). Moreover, \( \pi_{xy}(-\omega) \notin (-1, 1)^2 \).

Case 7. \( \omega = a \eta_0 + b \eta_1 \) for non-negative integers \( a \) and \( b \) with \( a \geq 2 \) or \( b \geq 2 \). We compute the case when \( a = 2 \). Then \( \omega = 2\eta_0 = (-2, 2, 0) \), which implies that the \( x \)-coordinate of \( \pi_{xy}(\omega) \notin (-1, 1) \) by Lemma 4.2. Similarly, when \( b = 2 \), we compute \( \omega = 2\eta_1 = (0, 2, 0) \) and the \( y \)-coordinate of the projection \( \pi_{xy}(\omega) \) is not in the interval \((-1, 1)\).

Therefore, it remains to check the case when \( a + b \geq 3 \) for non-negative integers \( a \) and \( b \). We have the vector \( \omega = a \eta_0 + a \eta_1 = (-a, a + b, 0) \). Therefore
\[
-a + \frac{a + b}{n - 1} \leq \pi_{xy}(\omega)_x \leq -a + \frac{a + b}{n - 2},
\]
\[
b - \frac{a + b}{n - 3} \leq \pi_{xy}(\omega)_y \leq b - \frac{a + b}{n - 2}
\]
so that
\[
\pi_{xy}(v)_y - \pi_{xy}(v)_x \geq (a + b)\left(1 - \frac{1}{n - 3} - \frac{1}{n - 2}\right)
\geq 3\left(1 - \frac{2}{n - 3}\right) \geq 2 \quad \text{for } n \geq 9.
\]

When \( n = 7 \),
\[
-a + \frac{1}{2} \leq \pi_{xy}(\omega)_x \leq -a + \frac{3}{5}
\]
so that if \( \pi_{xy}(\omega)_x \in (-1, 1) \), then \( a \) must be 0 or 1. It means that \( b = 3 \) or \( b = 2 \), respectively. However,
\[
b - \frac{3}{4} \leq \pi_{xy}(\omega)_y \leq b - \frac{3}{5}.
\]
For either case, \( \pi_{xy}(\omega)_y > 1 \). The proof of the case \( n = 8 \) is the same. \( \square \)

Proof of Theorem 4.1. Recall that \( \mathcal{E}_n \) is defined to be a set of steps in the lattice walk \( \tilde{T}: \Lambda(X, L) \to \Lambda(X, L) \). By Lemma 4.3, every vector in \( \mathcal{E}_n \) is a non-negative linear combination of \( \eta_0, \eta_1 \) and \( \eta_3 \). We show that the seven vectors in \( \mathcal{E}_n \) with the smallest
Proof of Theorem 1.7.

4.2. Fix $n \geq 6$ and consider the REM $T_{M_n} : X \to X$. Let $Y$ be the rectangle $A_0 \in \mathcal{A}$. It is sufficient to compute the first return map for the lattice walk $\tilde{T}$ because the lattice is dense in $X$ and points which are sufficiently close in $X$ have the same sequence of translation vectors for finite time. Define

$$\Lambda_X = \Lambda(X, L) \quad \text{and} \quad \Lambda_Y = \{(x, y, z) \in \mathbb{Z}^3 | xy(x, y, z) \in Y\}.$$ 

Since $Y \subset X$, we have $\Lambda_Y \subset \Lambda_X$. Let $(a, b, c)$ be a lattice point in $\Lambda_X$. Consider the map $\Psi$ defined by

$$\Psi : \begin{pmatrix} a \\ b \\ c \end{pmatrix} \mapsto (M_n)^t \begin{pmatrix} a \\ b \\ c \end{pmatrix} + \begin{pmatrix} 1 \\ -1 \\ 0 \end{pmatrix}.$$ 

We show that $\Psi$ maps $\Lambda_X$ to $\Lambda_Y$. Then

$$\pi_{xy} \circ \Psi \left( \begin{pmatrix} a \\ b \\ c \end{pmatrix} \right)$$

has $i$th coordinate

$$(c + 1) + \lambda_i(a - nc - 1) + \lambda_i^2(b + (n + 1)c)$$

for $i = 1$ and 2. Since $\lambda_i$ is a root of the characteristic polynomial

$$q_n(x) = x^3 - (n + 1)x^2 + nx - 1,$$

we have

$$(c + 1) + \lambda_i(a - nc - 1) + \lambda_i^2(b + (n + 1)c)$$

$$= \lambda_i(a + \lambda_i b) + [(n + 1)\lambda_i^2 - n\lambda_i + 1]c + 1 - \lambda_i$$

$$= \lambda_i(a + b\lambda_i + c\lambda_i^2) + (1 - \lambda_i).$$

It follows that, for $(a, b, c) \in \Lambda_X$,

$$\pi_{xy} \circ \Psi \left( \begin{pmatrix} a \\ b \\ c \end{pmatrix} \right) \in Y \quad \text{and} \quad \Psi \begin{pmatrix} a \\ b \\ c \end{pmatrix} \in \Lambda_Y.$$ 

In addition, the map $\Psi : \Lambda_X \to \Lambda_Y$ is a bijection with inverse

$$\Psi^{-1} \begin{pmatrix} a \\ b \\ c \end{pmatrix} = \begin{pmatrix} -n & 1 & 0 \\ -(n + 1) & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} a \\ b \\ c \end{pmatrix} - \begin{pmatrix} 1 \\ 0 \end{pmatrix}.$$
LEMMA 4.4. The map $\Psi$ preserves the ordering of the lattice walk $\{\omega_0, \omega_1, \omega_2 \ldots\}$ corresponding to the orbits $\{p, T(p), T^2(p), \ldots\}$, i.e.,

$$\pi_z(\omega_i) < \pi_z(\omega_j) \text{ if and only if } \pi_z \circ \Psi(\omega_i) < \pi_z \circ \Psi(\omega_j).$$

Proof. The proof follows directly from the calculation

$$\pi_z \circ \Psi \begin{pmatrix} a \\ b \\ c \end{pmatrix} = \lambda_3(a + b\lambda_3 + c\lambda_3^2) + (1 - \lambda_3) = \lambda_3 \pi_z \begin{pmatrix} a \\ b \\ c \end{pmatrix} + (1 - \lambda_3),$$

where $\lambda_3 > 1$ is a root of the polynomial $q_n(x)$. \qed

Suppose that $\omega_1 \in \Lambda(Y, L)$ and $q = \pi_{xy}(\omega_1)$. Consider the sequence $\{\omega_1, \omega_2, \ldots\}$ of consecutive points of the lattice walk in $\Lambda_Y$. Let $\omega'_1 = \Psi^{-1}(\omega_1)$ and $\{\omega'_1, \omega'_2, \ldots\}$ be the lattice walk in $\Lambda_X$ starting at $\omega'_1$. We claim that

$$\omega_2 = \omega_1 + \Psi(\omega'_2 - \omega'_1).$$

To see this, note that $\Psi$ is bijective and

$$\Psi^{-1}(\omega_1 + \Psi(\omega'_2 - \omega'_1)) = \omega'_1 + \omega'_2 - \omega'_1 = \omega'_2 \in \Lambda_X.$$

Also note that $\omega'_2$ is the point in $\Lambda(X, L)$ of smallest $z$-coordinate after $\omega'_1$.

5. **Multistage REMs**

5.1. **Construction.** Recall that, for $n \geq 6$, there is a PV REM $T_{M_n}$ associated to a matrix

$$M_n = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & -n & n + 1 \end{bmatrix}.$$ 

Let $\{v'_i\}_{i=0}^6$ be the translation vectors of $T_{M_n}$ constructed as in §2.3. Certain products of the matrices in $S$ define REMs with the same combinatorics as $T_{M_n}$ (recall that the family of REMs defined by single matrices in $S$ all have the same combinatorics).

Let $W \in \mathcal{M}$ and define the normalized eigenvectors of $W$ associated to $\lambda_1, \lambda_2$ to be

$$\xi_1 = (1, x, x') \quad \text{and} \quad \xi_2 = (1, y, y'),$$

scaled so that the first coordinate is 1. Lemma 1.4 establishes that $W$ has real and positive eigenvalues. Since $W$ is an integer matrix, the eigenvectors are also real and we can define the projection $\pi_{xy} : \mathbb{Z}^3 \rightarrow \mathbb{R}^2$ by

$$\pi_{xy} : x \mapsto (x \cdot \xi_1, x \cdot \xi_2).$$

There is a dynamical system induced by $W$ whose translation vectors are

$$V = \{v_i = \pi_{xy}(\eta_i) \text{ for } i = 0, 1, \ldots, 6\},$$

where $\mathcal{E} = \{\eta_i\}_{i=0}^6$ are

$$\eta_0 = (-1, 1, 0), \quad \eta_1 = (0, 1, 0), \quad \eta_2 = \eta_0 + \eta_1 = (-1, 2, 0),$$
$$\eta_3 = (1, -3, 1), \quad \eta_4 = \eta_0 + \eta_3 = (0, -2, 1),$$
$$\eta_5 = \eta_1 + \eta_3 = (1, -2, 1) \quad \text{and} \quad \eta_6 = \eta_0 + \eta_1 + \eta_3 = (0, -1, 1)$$

(their representations in $\mathbb{Z}^3$ are the same as in (2.3)).
Definition 5.1. We say that $W$ is an admissible matrix when $\xi_1, \xi_2 \in \mathbb{R}^3_{>0}$ and the following two conditions are satisfied for each $i = 0, 1 \ldots, 6$:

1. $v_i \in (-1, 1)^2$; and
2. $v_i$ and $v_i'$ lie in the same quadrant of $\mathbb{R}^2$.

We let $T_W$ be the REM constructed with these translation vectors whose partition is constructed using the method in §2.3; we call it an admissible REM. Let $\mathcal{M}_A \subset \mathcal{M}$ be the subset of admissible matrices.

The tiles in the partition $A = \{A_0, \ldots, A_6\}$ associated to $T_W$ are:

1. $A_0 = [1 - x, 1] \times [1 - y, 1]$;
2. $A_1 = [0, 1 - x] \times [0, 1 - y]$;
3. $A_2 = [(1 - 2x, 1 - x] \times [1 - y, 2 - 2y]) \cup ([1 - x, 1] \times [0, 1 - y])$;
4. $A_3 = [0, 3x - x'] \times [-1 + 3y - y', 1]$;
5. $A_4 = [3x - x', 1 - x] \times [2y - y', 1]$;
6. $A_5 = [0, 2x - x'] \times [1 - y, -1 + 3y - y']$;
7. $A_6 = \{(1 - 2x, 3x - x') \times [2 - 2y, -1 + 3y - y'] \cup ([2x - x', 1 - 2x] \times [1 - y, -1 + 3y - y']$);

Within $\mathcal{M}_A$, there is a subset $\mathcal{M}_R$ of matrices whose resulting REMs are renormalizable. Suppose that $W \in \mathcal{M}_A$ written in terms of generators as $W = M_{n_L} M_{n_{L-1}} \cdots M_{n_1}$ with each $M_{n_i} \in \mathcal{S}$. We develop an $L$-step renormalization scheme for the multistage REM $T_W$.

To simplify the exposition, we introduce a notation for partial matrix products. Let $W_1 = M_{n_1}$ and set

$$W_k = M_{n_k} \cdots M_{n_1} \text{ for } k = 1, 2, \ldots, L$$

with $W = W_L$. For $k = 1, 2, \ldots, L$, define the vectors $\xi^k_1 = (1, x_k, x'_k)$ and $\xi^k_2 = (1, y_k, y'_k)$ to be scalings of $W_k\xi_1$ and $W_k\xi_2$.

normalized so that the first coordinate is 1. Define the projection $\pi_{xy}^k : \mathbb{Z}^3 \to \mathbb{R}^2$ by the formula

$$\pi_{xy}^k : x \mapsto (x \cdot \xi^k_1, x \cdot \xi^k_2).$$

At the $k$th stage, the translation vectors

$$V_k = \{v^k_i = \pi_{xy}^k(\eta_i) \text{ for } i = 0, 1, \ldots, 6\}$$

define a REM $T_{W_k}$ with partition $A_k = \{A_0, \ldots, A_6\}$, where $x = x_k, x' = x'_k, y = y_k$ and $y' = y'_k$.

Definition 5.2. An admissible REM $T_W$ is a multistage REM when the two conditions:

1. $v^k_i \in (-1, 1)^2$; and
2. $v^k_i$ and $v^k_i'$ lie in the same quadrant of $\mathbb{R}^2$

are satisfied for all $i = 0, 1 \ldots, 6$ and all $k = 1, 2 \ldots, L$.

At every stage $i$, the REM $T_{W_i}$ has the same combinatorics as $T_W$. We prove that a multistage REM associated to a word $W$ decomposed into a product of $L$ generating elements $S$ has an $L$-step renormalization scheme.
Figure 7. The multistage REM $T_W$ and associated REMs $T_{W_1}, T_{W_2}, T_{W_3}$ and $T_{W_4} = T_W$ with $W = M_7M_7M_8M_6$. 

Figure 8. Detailed view of the renormalization scheme shown in Figure 7. The first row shows the first return set $Y_0$ bordered in black with the partition induced by the first return map overlaid. An arrow points to the REM in the sequence to which the first return map is affinely conjugate. The second row shows the same for $Y_1$.

**Theorem.** (Detailed statement of Theorem 1.9) Let $W = M_{n_L}M_{n_{L-1}}\cdots M_{n_1} \in \mathcal{M}_R$ and $T_{W_k} : X \to X$ be the $k$th stage of the multistage REM $T_W$. For each stage $k$, let $Y_k = A_0^k$ be the rectangle of width $x_k$ and height $y_k$ whose upper left vertex is $(1, 1)$. Then $\hat{T}_{W_k}|_{Y_k} = \phi_k^{-1} \circ T_{W_{k+1}} \circ \phi_k$, where $\phi_k : Y_k \to X$ is defined by

$$\phi_k : (x, y) \mapsto \left(\frac{x + x_k - 1}{x_k}, \frac{y + y_k - 1}{y_k}\right).$$

Figures 7 and 8 show the sequence of partitions in the renormalization scheme for a multistage REM with four stages.

**Proof of Theorem 1.8.** Let $W \in \mathcal{M}_A$ with eigenvalues $\lambda_1, \lambda_2, \lambda_3$ and associated eigenvectors $\xi_1, \xi_2$ and $\xi_3$ normalized so that the first coordinate is one. The multistage REM $T_W$ can be constructed using cut-and-project sets with

$$\Lambda(X, L) = \{x \in \mathbb{Z}^3 : \pi_{xy}(x) \in X\},$$

where the projection $\pi_{xy}$ is defined as above. Therefore the same method as was used in the proof of Theorem 1.3 can be used to show that multistage REMs are minimal. However, it remains to show that $\pi_{xy}(\Lambda(X, L))$ is dense in $X$. This follows from irreducibility:
by admissibility, ±1 are not eigenvalues of $W$, so the characteristic polynomial of $W$ is irreducible over $\mathbb{Q}$. This implies that $W$ cannot have a proper $\mathbb{Q}$-invariant subspace, and thus the projection $\pi_{xy}(\Lambda(X, L))$ is dense.

5.2. $\mathcal{M}$ is a monoid of Pisot matrices. We prove Lemma 1.4, establishing that $\mathcal{M}$ is a monoid of Pisot matrices. See Figure 9 for a plot of the eigenvalues.

Proof of Lemma 1.4. For a $3 \times 3$ matrix $M$, label its eigenvalues $\lambda_1(M), \lambda_2(M)$ and $\lambda_3(M)$ and assume that they are ordered by increasing modulus. Let $W = M_{n_0} \cdots M_{n_{L-1}}$, where each $M_{n_i} \in \mathcal{S}$.

By a change of basis,\[ P_n = S^{-1}M_nS = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 1 & 1 \\ 1 & 0 & n \end{bmatrix} \quad \text{where} \quad S = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 1 & 1 \end{bmatrix}. \]
The matrix $P_n$ is primitive (has a strictly positive power) because\[ P_n^3 = \begin{bmatrix} 1 & 1 & 1+n \\ 1+n & 2 & 1+n+n^2 \\ n^2 & 1+n & 1+n^3 \end{bmatrix}. \]
Therefore, by the Perron–Frobenius theorem, $\lambda_3(P_n) > 1$. It follows that the leading eigenvalue of the product $P = P_{n_0} \cdots P_{n_L} \cdots P_{n_2}P_{n_1}$ is real and larger than one since it is a finite product of primitive matrices and is therefore primitive. Note that the products $P = P_{n_0} \cdots P_{n_{L-1}}$ and $W = M_{n_0} \cdots M_{n_{L-1}}$ have the same eigenvalues. Thus, we conclude that the leading eigenvalue $\lambda_3(W)$ is real and larger than one.

Using a similar argument to that in the previous paragraph, we can use the Perron–Frobenius theorem to show that $\lambda_1(M_n) > 0$: by a change of basis of $M_n^{-1}$,\[ Q_n = A^{-1}M_n^{-1}A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 2 & 1 \\ 1 & -5+n & -2+n \end{bmatrix} \quad \text{where} \quad A = \begin{bmatrix} 0 & 2 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix}. \]
Note that $Q_n$ is primitive because\[ Q_n^3 = \begin{bmatrix} 1 & -1+n & n \\ n & -1+(-3+n)n & -1+(-1+n)n \\ -1+(-3+n)n & 5+(-5+n)(-1+n)n & 3+(-4+n)n^2 \end{bmatrix}, \]
which is positive for $n \geq 6$. By the Perron–Frobenius theorem, this implies that $1/\lambda_1(Q_n) > 1$ and thus $\lambda_1(Q_n)$ is real, positive, and less than one. Using the same argument as above, the product $Q = Q_{n_1}Q_{n_2} \cdots Q_{n_L} = A^{-1}(M_{n_L} \cdots M_{n_2}M_{n_1})^{-1}A$ is primitive and therefore its leading eigenvalue is real and larger than one. Thus we find that $0 < \lambda_1(W) < 1$.

It remains to show that $\lambda_2(W) < 1$. For simplicity, we show this for the conjugated matrices $P_n$. The characteristic polynomial $q_P$ of the matrix $P$ has the form\[ q_P(x) = x^3 - \text{Tr}(P)x^2 + b(P)x - 1 = x^3 - (P_{1,1} + P_{2,2} + P_{3,3})x^2 + ([P]_{1,1} + [P]_{2,2} + [P]_{3,3})x - 1, \]
Thus \( q_P \) has the form \( (x_i)_{i=1}^n \), and \( \lambda_1 > 0 \), we find that \( \lambda_2 < 1 \) as long as \( b(P) < \text{Tr}(P) \).

In order to prove that \( b(P) < \text{Tr}(P) \), we need one fact about the signs of the minors of \( P \). We claim that \( P^{-1} \) can be written as

\[
P^{-1} = \begin{bmatrix}
a_{11} & -a_{12} & a_{13} \\
a_{21} & -a_{22} & a_{33} \\
-a_{31} & a_{32} & -a_{33}
\end{bmatrix},
\]

where \( a_{ij} \) are non-negative integers for \( i, j = 1, 2 \) and 3. The proof of this fact is postponed until after our main argument in which we prove that \( b(P) < \text{Tr}(P) \). For an arbitrary \( 3 \times 3 \) matrix \( A \), the inverse can be calculated in terms of the minors of \( A \), i.e.,

\[
A^{-1} = \begin{bmatrix}
a & b & c \\
d & e & f \\
g & h & i
\end{bmatrix}^{-1} = \frac{1}{\det(A)} \begin{bmatrix}
[A]_{1,1} & -[A]_{1,2} & [A]_{1,3} \\
-[A]_{2,1} & [A]_{2,2} & -[A]_{2,3} \\
[A]_{3,1} & -[A]_{3,2} & [A]_{3,3}
\end{bmatrix}.
\]

Since \( [P]_{2,2} \leq 0 \) and \( [P]_{3,3} \leq 0 \),

\[
b(P) = [P]_{1,1} + [P]_{2,2} + [P]_{3,3} \leq [P]_{1,1}.
\]

Thus \( [P]_{1,1} \leq \text{Tr}(P) \) implies that \( b(P) \leq \text{Tr}(P) \). We use induction on the length of the product \( P \) to prove that \( [P]_{1,1} \leq P_{3,3} \). Since \( P \) has non-negative entries, this will imply that \( [P]_{1,1} \leq \text{Tr}(P) \).

In the base case, \( P = P_{n_0} \), and

\[
[P_{n_0}]_{1,1} = n_0 \leq n_0 + 1 = P_{3,3}.
\]

For the inductive step, assume that \( [P]_{1,1} < \text{Tr}(P) \) for any \( P \) that is a product of \( L - 1 \) matrices. Let \( P' \) be a product of \( L \) matrices. We can write \( P' = P P_{n_L} \), where

\[
P = P_{n_0} \cdots P_{n_{L-1}} = \begin{bmatrix}
x_{11} & x_{12} & x_{13} \\
x_{21} & x_{22} & x_{23} \\
x_{31} & x_{32} & x_{33}
\end{bmatrix}.
\]

The matrix \( P' \) has the form

\[
P' = P P_{n_L} = \begin{bmatrix}
x_{13} & x_{11} + x_{12} & x_{12} + n_L x_{13} \\
x_{23} & x_{21} + x_{22} & x_{22} + n_L x_{23} \\
x_{33} & x_{31} + x_{32} & x_{32} + n_L x_{33}
\end{bmatrix}.
\]

Now

\[
[P']_{1,1} = x_{21} x_{32} - x_{22} x_{31} + n_L (x_{22} x_{33} - x_{23} x_{32}) + n_L (x_{21} x_{33} - x_{23} x_{31})
\]

\[
= [P]_{3,1} - [P]_{2,1} n_L + [P]_{1,1} n_L
\]

\[
\leq [P]_{1,1} n_L
\]

\[
\leq x_{33} n_L
\]

\[
\leq x_{32} + x_{33} n_L = P'_{3,3}.
\]
Between lines three and four we applied the inductive hypothesis and between lines four and five we used the fact that the matrix has non-negative entries.

Next we prove the fact about the signs of the entries of $P^{-1}$. Label the entries of $P^{-1}$ as

$$P^{-1} = \begin{bmatrix} a_{11} & -a_{12} & a_{13} \\ a_{21} & -a_{22} & a_{33} \\ -a_{31} & a_{32} & -a_{33} \end{bmatrix},$$

where $a_{ij} \geq 0$. First, we use induction on the length of the matrix product to show the six inequalities

$$a_{1j} > 3a_{2j} \quad \text{for } j = 1, 2 \text{ or } 3,$$

$$a_{1j} > 3a_{3j} \quad \text{for } j = 1, 2 \text{ or } 3.$$

In the base case,

$$P_{n_1}^{-1} = \begin{bmatrix} n_1 & -n_1 & 1 \\ 1 & 0 & 0 \\ -1 & 1 & 0 \end{bmatrix}.$$

Since $n \geq 6$, the inequalities hold by inspection. For the inductive step, let $P' = PP_{n_L}$ be a product of $L + 1$ matrices. Then

$$P'^{-1} = P_{n_L}^{-1} P^{-1} = \begin{bmatrix} -a_{31} + n_L(a_{11} - a_{21}) & a_{32} + n_L(a_{22} - a_{12}) & -a_{33} + n_L(a_{13} - a_{23}) \\ a_{11} & -a_{12} & a_{13} \\ a_{21} - a_{11} & a_{12} - a_{22} & a_{23} - a_{13} \end{bmatrix}.$$

Using the inductive hypothesis,

$$(a_{11} - a_{21})n_L - a_{31} > a_{11}(n_L - \frac{1}{3}n_L - \frac{1}{3}) > 3a_{11}$$

since $n_L \geq 6$. This shows that $a_{11} > 3a_{21}$. For $P'$, again using the inductive hypothesis,

$$(a_{11} - a_{21})n_L - a_{31} > a_{11}(n_L - \frac{1}{3}) - a_{21}n_L > (n_L - 1)(a_{11} - a_{21}) - a_{21} + \frac{2}{3}a_{11}$$

$$> (n_L - 1)(a_{11} - a_{21})$$

and $n_L \geq 6$ from which we deduce that $a_{11} > 3a_{31}$. The calculations in the proofs of the remaining four inequalities are identical.

Finally, we complete the proof of the signs of the entries of $P^{-1}$. Once again we induct on the length of the matrix product. The base case holds by inspection. In the inductive step, we compute the signs of the entries of the first column of $P'^{-1}$. We have

$$-a_{31} + n_L(a_{11} - a_{21}) > a_{11}(n_L - 1/3 - 1/3) > 0$$

and

$$a_{21} - a_{11} < a_{11}(1 - 1/3) < 0.$$

Similar calculations show that the signs of the other entries are as stated. □
5.3. Proof of Theorem 1.9. Let $W = M_{n_L} \cdots M_{n_1}$ be a matrix in $\mathcal{M}_R$ (§5.1) and let $\lambda_1, \lambda_2, \lambda_3$ be the eigenvalues of $W$ such that $0 < \lambda_1 < \lambda_2 < 1 < \lambda_3$ (Lemma 1.4). Let $\xi_1 = (1, x_0, x'_0)$ and $\xi_2 = (1, y_0, y'_0)$ be eigenvectors of $W$ with respective eigenvalues $\lambda_1$ and $\lambda_2$. Define the product $W_k = M_{n_k} \cdots M_{n_1}$ and $\xi_1^k = (1, x_k, x'_k)$ as a scaling of $W_k \xi_1$.

Although the $\xi_i$ are not eigenvectors, they do satisfy the important property

$$M_{n_{k+1}} \xi_1^k = x_k \xi_1^{k+1}$$

because

$$\begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & -n_{k+1} & n_{k+1} + 1
\end{bmatrix}
\begin{bmatrix}
x_k \\
x_k \\
x'_k
\end{bmatrix} =
\begin{bmatrix}
x_k \\
x_k \\
1 - x_k n_{k+1} + x'_k (n_{k+1} + 1)
\end{bmatrix}$$

$$= x_k
\begin{bmatrix}
1 \\
x'_k / x_k \\
(1 - x_k n_{k+1} + x'_k (n_{k+1} + 1)) / x_k
\end{bmatrix}$$

$$= x_k \xi_1^{k+1}.$$

Similarly, we define $\xi_2^k = (1, y_k, y'_k)$ to be a scaling of $W_k \xi_2$. Recall the projection $\pi_{xy}$ at stage $k$, where $1 \leq k \leq L$ is defined by the formula

$$\pi_{xy}^k (x) = (\xi_1^k \cdot x, \xi_2^k \cdot x).$$

Let $Y_k$ be the set $A_{00}^k$ of the multistage REM $T_W$ associated to $W$. More precisely, $Y_k$ is a rectangle of width $x_k$ and height $y_k$ and the upper right vertex of $Y_k$ is $(1, 1)$. Define

$$\Lambda_{X_k} = \{ x \in \mathbb{Z}^3 \mid \pi_{xy}^k (x) \in X \} \quad \text{and} \quad \Lambda_{Y_k} = \{ x \in \mathbb{Z}^3 \mid \pi_{xy}^k (x) \in Y_k \}.$$

Define the affine map

$$\psi_k : \begin{bmatrix} a \\ b \\ c \end{bmatrix} \mapsto (M_{n_{k+1}})^T \begin{bmatrix} a \\ b \\ c \end{bmatrix} + \begin{bmatrix} 1 \\ -1 \\ 0 \end{bmatrix}. $$
We claim that \( \Psi_k : \Lambda_{X_{k+1}} \to \Lambda_{Y_k} \) is a bijection. To prove the statement, we first show that 
\[
\pi_{xy}^k \circ \Psi_k(\omega) = (\xi_1^k \cdot \Psi_k(\omega), \xi_2^k \cdot \Psi_k(\omega)) \in (1 - x_k, 1) \times (1 - y_k, 1).
\]
We compute the \( x \)-component of the projection \( \pi_{xy}^k \circ \Psi_k(\omega) \),
\[
\xi_1^k \cdot \Psi_k(\omega) = \xi_1^k \cdot \left( M_{n_{k+1}}^T \omega + \begin{bmatrix} 1 \\ -1 \\ 0 \end{bmatrix} \right) 
= M_{n_{k+1}} \xi_1^k \cdot \omega + \xi_1^k \cdot (1, -1, 0) 
= x_k \xi_1^{k+1} \cdot \omega + 1 - x_k.
\]
By the assumption that \( \omega \in \Lambda_{X_{k+1}} \), we have \( \xi_1^{k+1} \cdot \omega \in (0, 1) \). Therefore we conclude that
\[
\xi_1^k \cdot \Psi_k(\omega) \in (1 - x_k, 1).
\]
Using the same argument, we can show that the \( y \)-component of \( \pi_{xy} \circ \Psi_k(\omega) \in (1 - y_1, 1) \). Moreover, the inverse \( \Psi^{-1} \) is given by
\[
\Psi_k^{-1} : \omega \mapsto (M_{n_{k+1}}^T)^{-1} \left( \omega - \begin{bmatrix} 1 \\ -1 \\ 0 \end{bmatrix} \right).
\]
Thus the map \( \Psi_k : \Lambda_{X_{k+1}} \to \Lambda_{Y_k} \) is a bijection.

We apply the same argument as in §4.2 to show the renormalization of multistage REMs. Here we show that \( \Psi_k \) corresponds to a return map of the multistage REM \( T_{W_k} \). Let \( \omega_0 \in \Lambda_{Y_k} \) and \( q_0 = \pi_{xy}^k(\omega_0) \in Y_k \). Define \( \omega_0' = \Psi_k^{-1}(\omega_0) \in \Lambda_{X_{k+1}} \) and \( q_0' = \pi_{xy}^{k+1}(\omega_0') \). Let \( \{\omega_0', \omega_1', \ldots\} \) be a sequence of consequence points of the lattice walk in \( \Lambda_{X_{k+1}} \), where \( \omega_1' \in \Lambda_{X_{k+1}} \) and
\[
\pi_{xy}^{k+1}(\omega_j') = T_{W_k}^{j} (q).
\]
We have
\[
q_1 = q_0 + \pi_{xy}^k \circ \Psi_k(\omega_1' - \omega_0') \in Y_k
\]
since
\[
q_1 = q_0 + \pi_{xy}^k \circ \Psi_k(\omega_1' - \omega_0') = \pi_{xy}^k(\omega_0) + \pi_{xy}^k \circ \Psi_k(\omega_1' - \omega_0') 
= \pi_{xy}^k(\omega_0 + \Psi_k(\omega_1') - \Psi_k(\omega_0')) 
= \pi_{xy}^k(\omega_0 - \omega_0 + \Psi_k(\omega_1')) 
= \pi_{xy}^k \circ \Psi_k(\omega_1') \in Y_k.
\]
Moreover, because the map \( \Psi_k \) is bijective, the point \( q_1 \) must be the image of the first return map \( \hat{T}_{W_k}(q_0)|_{Y_k} = q_1 \). It means that
\[
\hat{T}_{W_k}|_{Y_k} = \phi_k^{-1} \circ T_{W_{k+1}} \circ \phi_k,
\]
where the affine map \( \phi_k \) maps \( Y_k \) to the unit square \( X = X_k \).
6. Parameter space of multistage REMs

The space of multistage REMs is a subset of $\mathbb{R}^4$. It can be naturally parametrized by the two eigenvectors associated to a matrix in $\mathcal{M}_R$ whose associated eigenvalues are less than one. Let $\lambda_1, \lambda_2$ and $\lambda_3$ denote the eigenvalues of a matrix in $\mathcal{M}_R$ ordered by increasing magnitude. Scale the eigenvectors of $\mathcal{M}_R$ so that the first coordinate is 1. Let $(1, x, x')$ denote the eigenvector associated to the eigenvalue $\lambda_1$ and let $(1, y, y')$ denote the eigenvector associated to the eigenvalue $\lambda_2$. In Figure 10, we plot points in the parameter space with $(x, x', y)$-coordinates colored by their $y'$-coordinate.

**Conjecture 6.1.** The closure of the parameter space of all renormalizable multistage REMs is a Cantor set in $\mathbb{R}^4$.

A. Appendix

We give a computational proof of Theorem 1.7 when $n = 6$.

**Proof.** Note that $Y = \phi_n^{-1}(X)$ and we consider the first return map $\hat{T}_{M_6}|_Y$ restricting to each element $\hat{A}_k = \phi_n^{-1}(A_k)$ for $k = 0, 1, \ldots, 6$. Let $\rho : X \to X$ be the map given by $(x, y) \mapsto (\lambda_1 x, \lambda_2 y)$. Let $v_k$ be the translation vector on the set $A_k \in \mathcal{A}$. We show that the map $\hat{T}_{M_6}|_Y$ consists of translations by vectors $\rho(v_k)$ on each $\hat{A}_k$. 

![Figure 10. The four-dimensional parameter space of multistage REMs. Each point in coordinates $(x, x', y, y')$ corresponds to a pair of eigenvectors $(1, x, x')$ and $(1, y, y')$ of a matrix determining a multistage REM. Points are colored by the coordinate $y'$.](image)
For each point in $\hat{A}_k$, we associate a symbolic sequence tracking its orbit until it returns to the set $Y$. More precisely, let $\Omega = \{0, 1, \ldots, 6\}^{\mathbb{Z}_+}$ be the set of sequences in $\{0, 1, \ldots, 6\}$, and define $\iota : X \to \Omega$ to be the coding

$$\iota(p) = a_0 a_1 \cdots a_m \quad \text{for } a_j \in \{0, 1, \ldots, 6\} \text{ and } T^m(p) \in Y,$$

where $A_{a_j}$ is the tile containing $T^j(p)$. Define $\mathcal{R}_{\iota(p)} = \{q \in Y \mid \iota(q) = \iota(p)\}$ to be the maximal set of points with the same coding associated to $\iota(p)$. See Figure A.1. The first return map $\hat{T}|_Y$ restricting to $\mathcal{R}_{\iota(p)}$ is the translation given by

$$p \mapsto p + \pi_{xy}(\sum_{i=0}^{m-1} \eta_i),$$

By computation, we obtain that $\hat{A}_0 = \mathcal{R}_{05} \cup \mathcal{R}_{013} \cup \mathcal{R}_{031}$. The first return map restricting on $\hat{A}_0$ is the translation by the vector $v'_1 = \pi_{xy}(\eta'_0)$, where

$$\eta'_0 = (0, -1, 1) = \eta_0 + \eta_5 = \eta_0 + \eta_1 + \eta_3 = \eta_0 + \eta_3 + \eta_1.$$ 

Then

$$\pi_{xy}(\eta'_0) = (-\lambda_1 + \lambda_2^2, -\lambda_2 + \lambda_2^2) = (\lambda_1(-1 + \lambda_1), \lambda_2(-1 + \lambda_2)).$$

Since $\eta_0 = (-1, 1, 0)$, we have $v'_1 = \pi_{xy}(\eta'_0) = \rho(\pi_{xy}(\eta_0)) = \rho(v_0)$.

The element $\hat{A}_1 = \mathcal{R}_{0131}$ so that the map $\hat{T}_{M_6}|_Y$ translates $\hat{A}_1$ by vector $\pi_{xy}(\eta'_1)$, where

$$\eta'_1 = \eta_0 + \eta_1 + \eta_3 + \eta_1 = \eta_0 + 2\eta_1 + \eta_3 = (0, 0, 1).$$

Therefore,

$$\pi_{xy}(\eta'_1) = (\lambda_1^2, \lambda_2^2) = \rho \circ \pi_{xy}(\eta_1).$$

Since $\hat{A}_2 = \mathcal{R}_{05231} \cup \mathcal{R}_{013231} \cup \mathcal{R}_{01325}$ and $\eta_5 = \eta_1 + \eta_3$, we have $\hat{T}_{M_6}|_Y : p \mapsto p + \pi_{xy}(\eta'_2)$, where

$$\eta'_2 = \eta_0 + \eta_5 + \eta_2 + \eta_5 = 2\eta_0 + 3\eta_1 + 2\eta_3 = (0, -1, 2).$$

It follows that

$$\pi_{xy}(\eta'_2) = (-\lambda_1 + 2\lambda_2^1, -\lambda_2 + \lambda_2^2) = (\lambda_1(-1 + 2\lambda_1), \lambda_2(-1 + 2\lambda_2)) = \rho \circ \pi_{xy}(\eta_2).$$

The set $\hat{A}_3$ is the disjoint union of seven subsets, i.e.,

$$\hat{A}_3 = \mathcal{R}_{031265} \cup \mathcal{R}_{031665} \cup \mathcal{R}_{053265} \cup \mathcal{R}_{05665} \cup \mathcal{R}_{056235} \cup \mathcal{R}_{056613} \cup \mathcal{R}_{0562313}.$$

Since

$$\eta_5 = \eta_1 + \eta_3 \quad \text{and} \quad \eta_6 = \eta_0 + \eta_1 + \eta_3,$$

the map $\hat{T}_{M_6}|_Y$ translates every well-defined point in $\hat{A}_3$ by the vector $\pi_{xy}(\eta'_3)$ for

$$\eta'_3 = 3\eta_0 + 4\eta_1 + 4\eta_3 = (1, -5, 4).$$

Then we compute

$$\pi_{xy}(\eta'_3) = (1 - 5\lambda_1 + 4\lambda_2^1, 1 - 5\lambda_2 + 4\lambda_2^2)$$

$$= (\lambda_1^3 - 3\lambda_1^2 + \lambda_1, \lambda_2^2 - 3\lambda_2^2 + \lambda_2)$$

$$= (\lambda_1(1 - 3\lambda_1 + \lambda_1^2), \lambda_2(1 - 3\lambda_2 + \lambda_2^2))$$

$$= \rho \circ \pi_{xy}(\eta_3).$$
Figure A.1. The first return set $Y$ partitioned into tiles with the same symbolic codings.

The element $\hat{A}_4 = \mathcal{R}_{03166613}$ with translation vector $\pi_{xy}(\eta'_4)$ under the first return map $\hat{T}_{M_6}|_Y$, where

$$\eta'_4 = 4\eta_0 + 5\eta_1 + 5\eta_3 = \eta'_0 + \eta'_3 = (1, -6, 5).$$

We have shown that, for each $j = 0, 1$ and $3$, we have $\pi_{xy}(\eta'_j) = \rho \circ \pi_{xy}(\eta_j)$. Therefore,

$$\pi_{xy}(\eta'_4) = \pi_{xy}(\eta'_0 + \eta'_3) = \pi_{xy}(\eta'_0) + \pi_{xy}(\eta'_3) = \rho \circ \pi_{xy}(\eta_1) + \rho \circ \pi_{xy}(\eta_3) = \rho \circ \pi_{xy}(\eta_1 + \eta_3) = \rho \circ \pi_{xy}(\eta_4).$$

The set $\hat{A}_5$ is the union of seven disjoint subsets, i.e.,

$$\hat{A}_5 = \mathcal{R}_{056613231} \cup \mathcal{R}_{0526313231} \cup \mathcal{R}_{0562361325} \cup \mathcal{R}_{0523141325} \cup \mathcal{R}_{052316325}$$

$$\cup \mathcal{R}_{0132316325} \cup \mathcal{R}_{013231665}.$$

The vector

$$\eta'_5 = 4\eta_0 + 6\eta_1 + 5\eta_3 = (1, -5, 5).$$

On the other hand,

$$\eta'_5 = \eta'_1 + \eta'_3.$$

By the same argument as above,

$$\pi_{xy}(\eta'_5) = \rho \circ \pi_{xy}(\eta_5).$$

The element $\hat{A}_6$ is partitioned into 19 subsets which are listed here: i.e.,

$$\mathcal{R}_{03166613231}, \mathcal{R}_{0566613231}, \mathcal{R}_{05623613231}, \mathcal{R}_{0562361325}, \mathcal{R}_{05623141325},$$

$$\mathcal{R}_{0566132325}, \mathcal{R}_{05623132325}, \mathcal{R}_{0562361325}, \mathcal{R}_{05263132325}, \mathcal{R}_{052323132325},$$

$$\mathcal{R}_{05232316325}, \mathcal{R}_{0132316665}, \mathcal{R}_{05232313265}, \mathcal{R}_{05232313265}, \mathcal{R}_{0523231665},$$

Then

$$\eta'_6 = 5\eta_0 + 7\eta_1 + 6\eta_3 = \eta'_0 + \eta'_1 + \eta'_3.$$
The translation vector for the map $\hat{T}_M|_Y$ on $\hat{A}_6$ satisfies the equality
\[ \pi_{xy}(\eta'_6) = \pi_{xy}(\eta'_0 + \eta'_1 + \eta'_3) = \rho \circ \pi_{xy}(\eta_0 + \eta_1 + \eta_3) = \rho \circ \pi_{xy}(\eta_6). \]
\[ \square \]

Acknowledgements. The authors would like to thank Richard Schwartz and Patrick Hooper for many helpful conversations. I. Alevy is supported by the NSF grant DMS-1713033. R. Kenyon is supported by the NSF grant DMS-1713033 and the Simons Foundation award 327929.

REFERENCES

[AD15] A. Avila and V. Delecroix. Some monoids of Pisot matrices. Preprint, 2015, arXiv:1506.03692.

[AH13] S. Akiyama and E. Harriss. Pentagonal domain exchange. Discrete Contin. Dyn. Syst. 33(10) (2013), 4375–4400.

[AI01] P. Arnoux and S. Ito. Pisot substitutions and Rauzy fractals. Bull. Belg. Math. Soc. Simon Stevin 8(2) (2001), 181–207. Journées Montoises d’Informatique Théorique (Marne-la-Vallée, 2000).

[AKT01] R. Adler, B. Kitchens and C. Tresser. Dynamics of non-ergodic piecewise affine maps of the torus. Ergod. Th. & Dynam. Sys. 21(4) (2001), 959–999.

[Buz01] J. Buzzi. Piecewise isometries have zero topological entropy. Ergod. Th. & Dynam. Sys. 21(5) (2001), 1371–1377.

[Goë03] A. Goetz. Piecewise isometries—an emerging area of dynamical systems. Fractals in Graz 2001 (Trends in Mathematics). Birkhäuser, Basel, 2003, pp. 135–144.

[Gow00] W. T. Gowers. Rough structure and classification. Geom. Funct. Anal. Special Volume (Part I) (2000), 79–117. GAFA 2000 (Tel Aviv, 1999).

[Hall81] H. Haller. Rectangle exchange transformations. Monatsh. Math. 91(3) (1981), 215–232.

[Hoo13] W. P. Hooper. Renormalization of polygon exchange maps arising from corner percolation. Invent. Math. 191(2) (2013), 255–320.

[Ken92] R. Kenyon. Self-replicating tilings. Symbolic Dynamics and Its Applications (New Haven, CT, 1991) (Contemporary Mathematics, 135). American Mathematical Society, Providence, RI, 1992, pp. 239–263.

[Ken96] R. Kenyon. The construction of self-similar tilings. Geom. Funct. Anal. 6(3) (1996), 471–488.

[Lag96] J. C. Lagarias. Meyer’s concept of quasicrystal and quasiregular sets. Comm. Math. Phys. 179(2) (1996), 365–376.

[Lin84] D. A. Lind. The entropy of topological Markov shifts and a related class of algebraic integers. Ergod. Th. & Dynam. Sys. 4(2) (1984), 283–300.

[LVK04] J. H. Lowenstein, K. L. Kouptsov and F. Vivaldi. Recursive tiling and geometry of piecewise rotations by $\pi/7$. Nonlinearity 17(2) (2004), 371–395.

[Mey95] Y. Meyer. Quasicrystals, Diophantine approximation and algebraic numbers. Beyond Quasicrystals (Les Houches, 1994). Springer, Berlin, 1995, pp. 3–16.

[Poi17] H. Poincaré. The Three-body Problem and the Equations of Dynamics (Astrophysics and Space Science Library, 443). Springer, Cham, 2017. Poincaré’s foundational work on dynamical systems theory. Translated from the 1890 French original and with a preface by Bruce D. Popp.

[Rau79] G. Rauzy. Échanges d’intervalles et transformations induites. Acta Arith. 34(4) (1979), 315–328.

[Rau82] G. Rauzy.Nombres algébriques et substitutions. Bull. Soc. Math. France 110(2) (1982), 147–178.

[Sch14] R. E. Schwartz. The Octogonal PETs (Mathematical Surveys and Monographs, 197). American Mathematical Society, Providence, RI, 2014.

[SS03] E. M. Stein and R. Shakarchi. Fourier Analysis (Princeton Lectures in Analysis, 1). Princeton University Press, Princeton, NJ, 2003, An introduction.

[Thu14] W. P. Thurston. Entropy in dimension one. Frontiers in Complex Dynamics (Princeton Mathematics Series, 51). Princeton University Press, Princeton, NJ, 2014, pp. 339–384.