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We study quasi-species and closely related evolutionary dynamics like the replicator-mutator equation in high dimensions. In particular, we show that under certain conditions the fitness of almost all quasi-species becomes independent of mutational probabilities and the initial frequency distributions of the sequences in high dimensional sequence spaces. This result is the consequence of the concentration of measure on a high dimensional hypersphere and its extension to Lipschitz functions known as the Levy’s Lemma. Therefore, evolutionary dynamics almost always yields the same value for fitness of the quasi-species, independent of the mutational process and initial conditions, and is quite robust to mutational changes and fluctuations in initial conditions. Our results naturally extend to any Lipschitz function whose input parameters are the frequencies of individual constituents of the quasi-species. This suggests that the functional capabilities of high dimensional quasi-species are robust to fluctuations in the mutational probabilities and initial conditions. We discuss the consequences of our study for the replicator-mutator equation.

INTRODUCTION

Living systems and life processes show a remarkable order despite the role of chance and mutational processes underlying its origin. Why are living systems so well adapted to their environment? On the one hand, the performance of many biological systems, characterized as physical processes, is near optimal and close to the limits set by the laws of physics \(^1\). In the domain of biochemical processes, the enzymes for example, serve as nearly optimal catalysts. On the other hand, evolution viewed as a complex dynamical process with mutations, its essential fuel, being stochastic in nature, probably does not optimize anything. How does this near optimality and robustness in the presence of stochasticity arise?

The slogan, “survival of the fittest” seems to be the accepted answer to the question posed above. However, without a proper definition of “fitness”, the question of adaptation remains contentious at best, and largely unanswered. Without a proper quantification of fitness, the above argument reduces to “survival of the survivors”, which by its circular nature is an uncomfortable position to study evolutionary biology.

One of the motivations behind the concept of quasi-species, introduced by Eigen and Schuster, was to be able to make precise statements about the notion of the survival of the fittest \(^2,3\). Quasi-Species is an ensemble with a well defined distribution of mutants that is a result of the evolutionary process involving selection and mutation. Selection acts on the quasi-species as a whole and the most optimal ensemble survives. Quasi-Species sheds light on the role of chance in the process of adaptation by taking into account the role of errors in the process of replication which results in the generation of an ensemble of closely related species instead of a single fittest constituent. The equilibrium distribution resulting from the selection mutation process depends not only on the replication rates of individual constituents but also on the erroneous replication of the entire population. Therefore, natural selection as an optimization is not directed toward the single fittest variant, but towards the ensemble which evolve to maximize its average replication rate. In general, the average replication rate, also known as the mean fitness will depend on the relative frequencies of the variants which in turn depends on the underlying mutational probabilities. Therefore, while the quasi-species formulation shows the role of chance in the process of adaptation, the near optimal adaptation observed is often attributed to the “fitness” of the whole quasi-species. After all, as mentioned above, living systems including biochemical processes like enzyme functions show efficient adaptation regardless of what role randomness might have had. Moreover, the mutational probabilities that cause cross-coupling between the individual variants have their origins in quantum mechanics and in general, should not be assumed to be fixed in the entire course of evolution. Our work shows the robustness of the fitness function even when these assumptions are relaxed. This we do by mapping the solution of quasi-species equation to points on the surface of an \(n\) dimensional hyper-sphere and invoking properties of concentration of measure as \(n\) becomes large. Therefore, for sufficiently large mutational rates and almost all initial conditions, the resulting quasi-species at equilibrium are equally fit and more importantly show quantitatively similar functional capabilities.

To the best of our knowledge, ours is the first study that gives perspective on evolutionary dynamics from the point of view of high dimensional geometry. We certainly do not claim to have a solution to the near optimality
and robustness of life processes, neither we claim that an answer is possible at all. However, our work does suggest that evolutionary dynamics can benefit from studies in statistical mechanics and high dimensional geometry. Indeed, application of maximum entropy methods and thermodynamics has found some success in addressing some fundamental questions in biology [4].

Our study can be extended to analyzing other kinds of evolutionary scenarios like the replicator-mutator equation. Here, unlike the quasi-species, we cannot talk about “fitness” but nonetheless can still view the dynamics taking place on the surface of a hyper-sphere.

QUASI-SPECIES EQUATION

Quasi-species is an ensemble with a well defined distribution of mutants that is a result of the evolutionary process involving selection and mutation (Ref. [5]). Selection acts on the quasi-species as a whole and the most optimal ensemble survives.

Quasi-species as an ensemble of related genotypes is given by

\[ \frac{dX}{dt} = WX - f(X)X \tag{1} \]

The vector X consists of the population densities of the individual sequences,

\[ X = (x_1, x_2, \ldots, x_n), \tag{2} \]

The matrix W consists of individual replication rates, \(a_i, i = 1, 2, \ldots n\), along with the mutation rates for transition between individual sequences, \(i\) and \(j\), given by \(Q_{ij}\).

\[ W = \begin{bmatrix} a_1Q_{11} & a_2Q_{12} & \ldots & a_nQ_{1n} \\ a_1Q_{21} & a_2Q_{22} & \ldots & a_nQ_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ a_1Q_{n1} & a_2Q_{n2} & \ldots & a_nQ_{nn} \end{bmatrix} \]

Here, if we consider only point mutations of nucleotides of length \(m\) (where \(n = 4^m\)), then for each row, we would have only \(3m + 1\) non-zero elements (including self-replication or non-replication of a base). For higher values of \(m\), this matrix becomes very sparse.

The total size of the population is a constant if we have

\[ f(X) = \sum_{i=1}^{n} a_i x_i / \sum_{i}^{n} x_i \tag{3} \]

The equilibrium of Eqn. (1) is given by solving the eigenvalue problem

\[ WX = \lambda X \tag{4} \]

The fact that the above system will have a unique largest positive eigenvalue is guaranteed by the Frobenius-Perron theorem [14, 15].

We are more interested in the largest (positive) eigenvalue. The largest eigenvalue gives the average replication rate of the quasi-species, \(\lambda_{max} = \sum_{i=1}^{n} a_i x_i / \sum_{i}^{n} x_i\) and the corresponding eigenvector gives the frequency distribution, \(X_{eq} = (x_1, x_2, \ldots, x_n)\), at equilibrium.

The equilibrium frequency distribution, \(X_{eq} = (x_1, x_2, \ldots, x_n)\) could be normalized (as it represents probability) for simplicity, i.e. \(\sum_{i=1}^{n} x_i = 1\). Hence, \(f(X) = \sum_{i=1}^{n} a_i x_i\), for normalized X. If we assume that initially the (non-normalized) \(x_i\)’s are independent and identically distributed (IID) and are picked from an exponential distribution with mean \(\lambda = 1\), then from Appendix -1, we could see that for very high values of \(n\), the normalized \(x_i\)’s could also be assumed to be IID variables, picked from an exponential distribution with mean 1/n.

Using Levy’s lemma for showing concentration around the mean

Let us assume that the function \(f : D \to \mathbb{R}\) is Lipschitz continuous with Lipschitz constant \(\eta\) (with respect to the Euclidean norm), where \(D = [0, 1]^n/\{0, \delta\}^n\), meaning that at least one of the coordinates takes value more than \(\delta \ll 1\) (in order to avoid singularity around the neighbourhood of origin). We could then see that the square root of the normalized equilibrium frequency \(\sqrt{X_{eq}} = (\sqrt{x_1}, \sqrt{x_2}, \ldots, \sqrt{x_n})\) is almost uniformly distributed over an n-dimensional hypersphere (for higher values of \(n\)). Hence, we could modify Levy’s lemma (from Ref. [8]) for these points to show that,

\[ \Pr\{|f(X) - E[f(X)]| \geq \epsilon\} \leq \exp\left(-\frac{Kn\epsilon^2}{\eta^2}\right) \tag{5} \]

for all \(\epsilon \geq 0\), as explained in detail in Appendix-2.

In fact, \(f(X)\) from Eqn. (3) is indeed Lipschitz continuous with Lipschitz constant \(\eta = \sqrt{n}a_{max}\), where \(a_{max} = \max_i(a_i)\), as shown in Appendix-3. Now, to improve the upper bound further, we could additionally assume \(a_i\)’s to satisfy the conditions, \(0 \leq a_1, a_2, \ldots, a_n \leq a_{max} \leq C/n\) and \(a_1 + a_2 + \ldots a_n = 1\), where \(C\) is some positive constant. This is very likely to be satisfied for higher values of \(n\) (as implied by Appendix-1). Then, from Appendix-3, we see that,

\[ |f(X) - f(Y)| \leq \sqrt{n}a_{max} \|X - Y\|_2 \leq \frac{C}{\sqrt{n}} \|X - Y\|_2 = \eta \|X - Y\|_2 \tag{6} \]
FIG. 1: Probability of $f(X)$ to be in the $\epsilon$-neighbourhood of its mean $E[f(X)]$ as a function of $n$, when replication and mutation rates are identically and independently picked from the exponential distribution (with unit mean) and then normalized. The probability has been plotted for different $\epsilon$ values on a semilog plot.

where $\eta = \frac{C}{\sqrt{n}}$ and $\|\cdot\|_2$ is the Euclidean norm in the surrounding space $\mathbb{R}^n \supset S^{(n-1)}$.

Using this Lipschitz constant $\eta$ (Eqn. 4), Levy’s lemma (Eqn. 5) now becomes,

$$\Pr(\|f(X) - E[f(X)]\| \geq \epsilon) \leq \exp\left(-\frac{Kn^2\epsilon^2}{C^2}\right) \quad (7)$$

where $K$ and $C$ are some positive constants, for all $\epsilon \geq 0$.

Hence, we arrive at a Gaussian like functional upper bound (tighter than the exponential upper bound) which suggests that the function $f$ is very densely concentrated close to the expectation value $E[f]$, closer than what the usual Levy’s lemma suggests for points uniformly distributed on a n-dimensional hypersphere.

We could conclude that for any point picked at random in a high dimensional system, the value of the fitness function will be concentrated around $\bar{f} = E[f(X)]$ which is the mean of $f(X)$ taken over all values of $X$, for a given set of $\{a_j\}$ (Eqn. 5). Any random point $(x_1, x_2, \ldots, x_n)$ represents a possible frequency distribution of the quasi-species. Modification of Levy’s lemma, therefore shows that almost all quasi-species in higher dimensions have closely the same mean fitness.

We have shown this result using numerical simulation too (figures 1). For a $n$-dimensional or a $n$-mutant quasi-species, we have assumed $n$ replication rates, $\{a_j\}'s$ to be IID variables that are picked from the exponential distribution with unit mean $(fA(a) = e^{-a})$ and then normalized. Similarly, we have repeated the same process with each of the $n$ rows of $Q$ too, so that after normalization $\sum_{j=1}^n a_j = 1$ and $\sum_{j=1}^n Q_{ij} = 1$ for every $i$. Using the eigen value solvers, we have solved the eigenvalue equation 4 and obtained the eigenvector $X_{eq} = (x_1, x_2, \ldots, x_n)$ corresponding to the largest eigenvalue $\lambda_{max}$. This $\lambda_{max} = \sum_{j=1}^n a_j x_j$ (for normalized $\{a_j\}'s$ and $\{x_j\}'s$) gives the fitness function $f(X)$. Now, this exercise is repeated for several times for different $Q$ matrices, all chosen similarly like before and the number of times $f(X)$ is in the $\epsilon$-neighbourhood of the mean $E[f(X)]$ is calculated and normalized (to determine the probability). This is plotted for different values of $n$ and $\epsilon$ in figures 1 and 2. We could observe that the quadratic nature of the exponential with respect to $n$ or $\epsilon$ is as given by Eqn. 7.

Discussion - On the robustness of functional capabilities of quasi-species

Any function, $G$, whose input parameters are the frequencies of the individual sequences, $X$, can be computed for the distribution given by the eigenvectors is concentrated closely about its average over the entire hypersphere. Therefore, if the functional behavior of quasi-species is given by such a function, its value is independent of the mutational matrix and the initial conditions. This also suggests robustness of functional behavior of quasi-species to perturbations in mutation rates and initial conditions. This is a significant result as one might expect that the workings of certain life processes, as described by quasi-species, require a certain degree of accuracy and robustness which we have shown is possible.
in high dimensional spaces.

Our analysis can be extend to the replicator-mutator equation \[ \dot{X} = WX - g(X)X \] (8)

The vector \( X \) consists of the population densities of the individual sequences,

\[ X = (x_1, x_2, ..., x_n) \] (9)

The matrix \( \dot{W} \) consists of individual replication rates, \( \hat{a}_i(x_1, x_2, ..., x_n), i = 1, 2, ..., n \), along with the mutation rates for transition between individual sequences, \( i \) and \( j \), given by \( Q_{ij} \). The replication rates now are the functions of the frequency of the individual sequences.

\[ \dot{W} = \begin{pmatrix} \hat{a}_1Q_{11} & \hat{a}_2Q_{12} & \ldots & \hat{a}_2Q_{1n} \\ \hat{a}_1Q_{21} & \hat{a}_2Q_{22} & \ldots & \hat{a}_2Q_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ \hat{a}_1Q_{n1} & \hat{a}_2Q_{n2} & \ldots & \hat{a}_2Q_{nn} \end{pmatrix} \] (10)

The total size of the population is a constant if we have

\[ g(X) = \sum_{i=1}^{n} \hat{a}_i x_i / \sum_{i=1}^{n} x_i \] (11)

We can map this solution on a hyperspace, analogous to the mapping of quasi-species. The coordinates, \( Y = (y_1, y_2, ..., y_n) \), of the hyperspace, are given by \( (\sqrt{x_1}, \sqrt{x_2}, ..., \sqrt{x_n}) \). The function, \( f \), relevant to us, is \( f = \sum_{i=1}^{n} a_i x_i = \sum_{i=1}^{n} \hat{a}_i y_i^2 \). If \( \hat{a}_i(1, y_2, ..., y_n) \) are bounded and Lipschitz for all \( i \), then \( f \) is Lipschitz and we can apply Levy’s Lemma. Application of Levy’s Lemma shows us that for any point picked at random on a high dimensional hypersphere, the value of the function, \( f \), will be concentrated around \( \hat{f} \) with high probability. For example, when describing the evolution of grammar, the function \( f \) is related to the grammatical coherence, which quantifies the probability that a sentence said by one person is understood by other, will be robust to mutational rates and initial conditions.

We can similarly show that any Lipschitz function, with input parameters given by the individual frequencies obtained from solving the replicator-mutator equation is concentrated closely about its average over the entire hypersphere. Therefore, if the functional capabilities of the system are described by a Lipschitz function with the individual frequencies as input parameters, we expect the value of the function to be concentrated about its average calculated over the hypersphere.

**CONCLUSION**

We have shown that the fitness of quasi-species is kinematical in nature, i.e. dependent on the system dimensions and individual selection rates and independent of the mutation dynamics and initial conditions. For almost all initial quasi-species distributions and mutation error probabilities, evolution leads to almost the same value of mean fitness as defined by the largest eigenvalue of the mutation-selection matrix. We have also shown how the functional capabilities of quasi-species is robust to mutational changes and fluctuations in the initial conditions. Our work is a consequence of application of ideas from high dimensional geometry to demonstrate the robustness of certain life processes and should be of use to explore the questions related to the origin of life.

**Appendix-1: Probability Distribution of Frequency Distributions**

Assume that we have IID variables \( x_1, x_2, ..., x_n \), each picked from an exponential distribution with mean \( \lambda = 1 \). Let the normalized variables be defined as \( u_i = \frac{x_i}{\sum_{i=1}^{n} x_i} \).

We know that any \( x = x_i \) is distributed as: \( f_X(x) = e^{-x} \), by definition. Similarly, if \( y_i = \sum_{j=1 \neq i}^{n} x_j \) (where each \( x_j \) is independent and exponentially distributed with the same mean \( \lambda = 1 \)), then we know that \( y = y_i \) follows Erlang distribution: \( f_Y(y) = y^{n-2}e^{-y}/(n-2)! \) (as given by the definition of Erlang distribution for \( n - 1 \) degrees of freedom).

Now, using change of variables technique, we could determine the distribution of the variable \( u = u_i = \frac{x_i}{x_i + y_i} = \frac{x_i}{\sum_{i=1}^{n} x_i} \) as:

\[ f_U(u) = \frac{1}{(1-u)^2(n-2)!} \int_0^{\infty} u^{n-1} e^{-u \frac{1}{1-u}} e^{-v} dv \]

\[ = \frac{1}{(1-u)^2(n-2)!} \int_0^{\infty} v^{n-1} e^{-v \frac{1}{1-u}} dv \]

\[ = \frac{\Gamma(n)(1-u)^{n-2}}{(n-2)!} = (n-1)(1-u)^{n-2} \] (12)

where \( \Gamma(n) \) is the gamma function. For higher values of \( n \), the last step could be approximated as \( (n-1)(1-u)^{n-2} \approx (n-1)e^{-u(n-2)} \approx ne^{-un} \) as \( n \gg 1 \). Hence, Eqn. (12) becomes,

\[ f_U(u) \approx ne^{-un} \]

i.e. \( u = u_i \) is exponentially distributed with mean \( 1/n \) while satisfying \( \sum_{i=1}^{n} u_i = 1 \)

**Appendix-2: Modifying Levy’s lemma**

From Appendix-1, we know that each of the \( x_i \) could be considered to be exponential IID random variables
that satisfy $\sum_{i=1}^n x_i = 1$. If we now consider the points 
$(y_1, y_2, \ldots, y_n) = Y = \sqrt{X_{\text{eq}}^2} = (\sqrt{x_1^2, \sqrt{x_2^2, \ldots, \sqrt{x_n^2}}})$
which would lie on a n-dimensional hypersphere $S^{(n-1)}$
with each of the coordinates $y_i$ distributed as $f_Y(y) \approx 2ny_1^{-n+\delta}$ (as $f_X(x) \approx n e^{-nx}$), we would be able to extend Levy’s lemma for frequency distributions. Also Ref. \[8\] suggests that the functional value of $f(X)$ is $\epsilon$ away from its median value $M_f$, at most with probability given by twice the concentration function $\alpha_X(\epsilon)$ taken over the entire domain $\hat{X}$. Here, $S^{(n-1)}$ is assumed as the domain of $X$, and so we have,

$$\Pr\{|f(X) - M_f| \geq \epsilon\} \leq 2\alpha_{S^{(n-1)}}(\epsilon)$$  \hspace{1cm} (13)

Actually, the concentration function $\alpha_X(\epsilon)$, for a metric measure space $X$ and for every $\epsilon > 0$, could be defined as:

$$\alpha_X(\epsilon) := \sup\{\mu(X \setminus N_\epsilon(S)) | S \text{ is measurable and } \mu(S) = \frac{1}{2}\}$$

where $N_\epsilon(S)$ is the $\epsilon$-neighbourhood of $S$: 

$$N_\epsilon(S) = \{x \in X | \exists s \in S : d(s, x) < \epsilon\}$$

To determine $\alpha_X(\epsilon)$, we need to first define a spherical cap. A spherical cap $B(a, r)$ centered at point $a$ and radius $r$, is just a portion of a sphere cut off by a plane. By the isoperimetric inequality for the sphere, we know that the measure on the unit sphere with the smallest border or $\epsilon$-expansion, is the cap $B(a, r)$, as $B(a, r) \subset S^{(n-1)} \subset \mathbb{R}^n$ solves the isoperimetric problem for the sphere. This result could similarly be extended to higher dimensions too.

Since the uniformly distributed points on a n-dimensional hypersphere and $Y$ share similar axial symmetry on the hypersphere, we could consider the same spherical cap $B(a, r) \subset S^{(n-1)}$ around one of the polar points $a \in S^{(n-1)}$, with respect to $Y$ and with radius $r$ (given by angular norm) for calculating the concentration function $\alpha_{S^{(n-1)}}(\epsilon)$ here.

$$\alpha_{S^{(n-1)}}(\epsilon) = 1 - \mu(B(a, \frac{\pi}{2} + \epsilon)) = 1 - A(\phi)$$  \hspace{1cm} (14)

In order to determine $A(\phi)$, we need to know how the points $Y$ are distributed over $S^{(n-1)}$. Actually, since we are only concerned about the spherical cap $B(a, \frac{\pi}{2} + \epsilon) \subset S^{(n-1)}$, we would only require the distribution of $\phi_1$, where $\phi_1$ is the 1st or the principal angular coordinate. For an n-dimensional unit hypersphere $S^{(n-1)}$, $y_1 = \cos(\phi_1)$,

$$f_{\phi_1}(\phi_1) = \frac{n}{2} |\sin(2\phi_1)| \exp(-n \cos^2(\phi_1))$$  \hspace{1cm} (15)

if we allow $y_1$ to take negative values too. Using the volume element for $S^{(n-1)}$, we could calculate $A(\phi)$,

$$A(\phi) = s_{n-1}^{-1} \int_0^{\phi_1} f_{\phi_1}(\phi_1) \sin^{n-2}(\phi_1) d\phi_1$$  \hspace{1cm} (16)

where $s_{n-1} = \int_0^\pi f_{\phi_1}(\phi_1) \sin^{n-2}(\phi_1) d\phi_1$.

Combining Eqns. (13) and (16) we get,

$$\alpha_{S^{(n-1)}}(\epsilon) = 1 - s_{n-1}^{-1} \int_0^{\phi_1 + \epsilon} f_{\phi_1}(\phi_1) \sin^{n-2}(\phi_1) d\phi_1$$

$$= s_{n-1}^{-1} \int_0^{\phi_1} f_{\phi_1}(\phi_1) \sin^{n-2}(\phi_1) d\phi_1$$

$$= s_{n-1}^{-1} \int_0^{\phi_1} \frac{n}{2} |\sin(2\phi_1)| \times \exp\left(-n \cos^2(\phi_1)\right) \sin^{n-2}(\phi_1) d\phi_1$$

$$= s_{n-1}^{-1} \int_0^{\phi_1} n \exp\left(n(t^2 - 1)\right) t^{n-1} dt$$

$$= \frac{n}{2s_{n-1}} e^{-n(-n)^{-n/2}} ((n/2) - 1)! \times \sum_{k=0}^{n/2 - 1} \frac{(-n \cos^2(\epsilon))^k}{k!}$$

$$\left[1 - e^{-n \cos^2(\epsilon) \left(\frac{n/2 - 1}{k!}\right)^k}\right]$$

(17)

Similarly, integrating the expression for $s_{n-1}^{-1}$ and combining it with Eqn. (17) we get (after cancelling some terms),

$$\alpha_{S^{(n-1)}}(\epsilon) = \left[1 - e^{-n \cos^2(\epsilon) \left(\frac{n/2 - 1}{k!}\right)^k}\right]$$

$$\leq \frac{2}{1 - e^{n \cos^2(\epsilon)}} \sum_{k=0}^{n/2 - 1} \frac{(-n \cos^2(\epsilon))^k}{k!}$$

$$\leq \frac{2}{2} \cos^n \epsilon \leq \frac{1}{2} \left(e^{-n \sin^2(\epsilon)} - \frac{\epsilon^2}{2}\right)$$

$$\leq \frac{1}{2} \left(e^{-\frac{\epsilon^2}{2}}\right)$$

(18)

Since $\alpha_X(\epsilon) \leq \alpha_X(\epsilon)$, (Ref. \[8\]) where $\alpha_X(\epsilon)$ is the Euclidean concentration function and $\alpha_X(\epsilon)$ is the angular concentration function, we could combine Eqn. (18) and Eqn. (13) to get,

$$\Pr\{|f(X) - M_f| \geq \epsilon\} \leq \exp\left(-n \epsilon^2 / 2\right)$$

Modifying $\epsilon \rightarrow \frac{\epsilon}{\eta}$,

$$\Pr\{|f(X) - M_f| \geq \epsilon\} \leq \exp\left(-\frac{n \epsilon^2}{2\eta^2}\right)$$
As mentioned in Ref. [8], since median $M_f$ and expectation value $E[f]$ are not the same, we could make some modifications to the factors of the exponential function to change the expression from median based to expectation value based.

$$\Pr\{|f(X) - E[f]| \geq \epsilon\} \leq \exp\left(-\frac{Kn\epsilon^2}{\eta^2}\right) \quad (19)$$

where $K$ is some positive constant.

Appendix-3: Determining Lipschitz constant

In order to determine the Lipschitz constant of the function $f(X)$, we could start by determining how change in each of the coordinates changes the functional value. We see that,

$$|f - \hat{f}| \leq a_i |x_i - \hat{x}_i| \leq a_{\text{max}} |x_i - \hat{x}_i| \quad (20)$$

where $f$ and $\hat{f}$ are functional values when only one of the coordinates, namely $x_i$, is changed to $\hat{x}_i$.

That makes $f$, Lipschitz continuous along the $x_i$ coordinate, with Lipschitz constant $a_{\text{max}}$. Let, $X, Y \in D = [0, 1]^n/[0, \delta]^n$, $X = (x_1, x_2, ..., x_n)$ and $Y = (y_1, y_2, ..., y_n)$, then we know,

$$f(X) - f(Y) = f(x_1, x_2, ..., x_n) - f(y_1, y_2, ..., y_n)$$

$$= f(x_1, x_2, ..., x_{n-1}, y_n) - f(x_1, x_2, ..., x_{n-1}, x_n) +$$

$$f(x_1, x_2, ..., x_{n-1}, y_n) - f(x_1, x_2, ..., x_{n-1}, y_n) +$$

$$f(x_1, y_2, ..., y_{n-1}, y_n) - f(x_1, x_2, ..., x_{n-1}, y_n)$$

$$\cdots + f(x_1, y_2, ..., y_{n-1}, y_n) - f(y_1, y_2, ..., y_{n-1}, y_n) \quad (21)$$

Using, triangle inequality, we would then get,

$$|f(X) - f(Y)| \leq |f(x_1, x_2, ..., x_n) - f(x_1, x_2, ..., y_n)| +$$

$$|f(x_1, ..., x_{n-1}, y_n) - f(x_1, ..., y_{n-1}, y_n)| +$$

$$\cdots + |f(x_1, y_2, ..., y_n) - f(y_1, y_2, ..., y_n)| \quad (22)$$

and from Eqn. (20),

$$\leq a_{\text{max}} \left( \sum_{i=1}^{n} |x_i - y_i| \right) \quad (23)$$

Now, using Cauchy-Schwarz inequality, we get,

$$\leq \sqrt{n} a_{\text{max}} \left( \sum_{i=1}^{n} |x_i - y_i|^2 \right)^{1/2}$$

$$= \sqrt{n} a_{\text{max}} \|X - Y\|_2 = \eta \|X - Y\|_2 \quad (24)$$

where $\eta = \sqrt{n} a_{\text{max}}$. Hence, function $f$ is Lipschitz continuous with Lipschitz constant, $\eta$. Basically, the function becomes Lipschitz continuous as long as we make sure there is no singularity in the domain.

Supplementary Material

The previous analysis assumed we have IID variables $x_1, x_2, ..., x_n$, each picked from an exponential distribu-
tion with mean $\lambda = 1$. We then found the appropriate distribution for the points $(y_1, y_2, \ldots, y_n) = Y = \sqrt{X_{n\eta}} = (\sqrt{x_1}, \sqrt{x_2}, \ldots, \sqrt{x_n})$ which would lie on an $n$-dimensional hypersphere $S^{n-1}$ with each of the coordinates $y_i$ distributed as $f_Y(y) \approx 2n y e^{-ny^2} \approx ne^{-ny^2}$. We then extended Levy’s lemma to find the concentration of measure properties associated with this distribution.

In this section, we extend our arguments to general distributions for the coordinates for the points $(y_1, y_2, \ldots, y_n) = Y$. The only assumptions we make is that the probability distribution for $Y$ is a Lipschitz function, $P(Y)$, with the Lipschitz constant $\eta$. We can consider the probability distribution itself to be a function on the sphere whose inputs are points picked at random from a uniform distribution over the sphere. The value of the function gives the value of the probability density as a function of the coordinates.

Then, applying the Levy’s Lemma to this function,

$$\Pr(|P(Y) - E\,P| \geq \epsilon') \leq \exp \left(-\frac{K'n\eta^2}{\epsilon'^2}\right)$$  \hspace{1cm} (25)

Since, $\mu(S^{n-1} \setminus B(a, \frac{\pi}{2} + \epsilon)) = \alpha_{S^{n-1}}(\epsilon)$, the right most integral in the above inequality can be evaluated to be equal to

$$\Pr(|f(X) - EF| \geq \epsilon) \leq 2\left(\int_{S^{n-1} \setminus B(a, \frac{\pi}{2} + \epsilon)} P(X) d\mu\right)$$

The terms involving $\epsilon$, $(1 + \epsilon') \exp \left(-\frac{K'n\eta^2}{\epsilon'^2}\right)$ can be bounded by a constant, $\lambda$, depending on values of $K'$ and $\eta'$. Putting back the value of $\alpha_{S^{n-1}}(\epsilon)$ evaluated in Appendix-2, we get

$$\Pr(|f(X) - EF| \geq \epsilon) \leq \lambda \exp \left(-\frac{Kn\eta^2}{\epsilon^2}\right)$$  \hspace{1cm} (29)

Thus, as long as points are taken from a probability distribution that is a Lipschitz function, $P(Y)$, with the Lipschitz constant $\eta$, our results will hold. Figure 3 and Figure 4 are further numerical evidence of our finding. These figures are plotted from numerical simulations exactly similar to the one performed for generating the figures 1 and 2 except that now we have assumed the $n$ replication rates, $\{a_i\}$’s to be IID variables that are picked from the uniform distribution $[0, 1]$ (instead of an exponential) and then normalized it. Similarly, we have where $K'$ is some positive constant, which suggests that the function $P$ is very densely concentrated close to the expectation value $E\,P$.

$$E\,P = \frac{\int_{S^{n-1}} P(y_1, y_2, \ldots, y_n) d\mu}{\int_{S^{n-1}} d\mu} = C$$  \hspace{1cm} (26)

Here, $d\mu$ is the surface area of a differential patch on a hypersphere - the probability measure for picking uniformly distributed points. The integral in the numerator above equals one (as $P$ is a normalized probability distribution), we can conclude that $E\,P$ is a constant, $C$, for all probability distributions. In the units we are working, where $\mu(S^{n-1}) = 1$, $C$ is equal to one. Therefore, the value of $P$ is very densely concentrated about $C$ and is equal to that of the uniform distribution. Let a point, $X$, be chosen at random with respect to $P$. The new concentration function associated with $P(X)$ is given by evaluating the probability that $X$ lies in the region $S^{n-1}/B(a, \frac{\pi}{2} + \epsilon)$. And the Levy’s lemma reads,

repeated the same process with each of the $n$ rows of $Q_{ij}$ too, so that after normalization, like earlier, $\sum_{j=1}^{n} a_j = 1$ and $\sum_{j=1}^{n} Q_{ij} = 1$ for every $i$. The subsequent procedures are repeated exactly like before and the simulation is repeated for different choices of $Q$ and the probability that $f(X)$ is in the $\epsilon$-neighbourhood is plotted for different values of $n$ and $\epsilon$ in figures 3 and 4. We could again observe the quadratic nature of the exponential with respect to $n$ or $\epsilon$ as given by Eqn. 4 which reinforces our results.
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