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Abstract

We present the Kustaanheimo-Stiefel (KS) regularization of the elliptic restricted three-body problem (ER3BP) at the secondary body \( P_2 \), and discuss its use to study a category of transits through its Hill’s sphere (fast close encounters). Starting from the Hamiltonian representation of the problem using the synodic rotating-pulsating reference frame and the true anomaly of \( P_2 \) as independent variable, we perform the regularization at the secondary body analogous to the circular case by applying the classical KS transformation and the iso-energetic reduction in an extended 10-dimensional phase-space. Using such regularized Hamiltonian we recover a definition of fast close encounters in the ER3BP for small values of the mass parameter \( \mu \) (while we do not require a smallness condition on the eccentricity of the primaries), and we show that for these encounters the solutions of the variational equations are characterized by an exponential growth during the fast transits through the Hill’s sphere. Thus, for small \( \mu \), we justify the effectiveness of the regularized fast Lyapunov indicators (RFLIs) to detect orbits with multiple fast close encounters. Finally, we provide numerical demonstrations and show the benefits of the regularization in terms of the computational cost.

Keywords: Celestial Mechanics – Astrodynamics – Elliptic Restricted 3-Body Problem – Kustaanheimo-Stiefel regularization – Fast Lyapunov Indicators – Hill’s sphere
1 Introduction

The regularization of the gravitational singularities, appeared at the beginning of the XXth century, has become in the last decades an extremely useful technique to deal with the numerical integration of the N-body problems. Particularly two kinds of regularization techniques are widely known: a geometric one, which basically aims at modifying the equations of motion such that they are defined and regular even on the singularities, and a solution-based one, whose goal consists in an analytic continuation of the original solution through the singular point. In this paper we focus precisely on a celebrated example of the former category, i.e., the Kustaanheimo-Stiefel regularization for a special case of utmost importance, represented by the restricted three-body problem, originally in its circular (CR3BP) and then elliptic (ER3BP) variant.

In a seminal paper [27] Levi-Civita performed a local\textsuperscript{1} regularization of the planar CR3BP, which relies on the conservation of the so-called Jacobi integral, through the introduction of canonical transformations and a time reparametrization that nowadays are known, after his name, as Levi-Civita (LC) regularization. The issue for the spatial CR3BP was solved by Kustaanheimo and Stiefel in the mid-1990s [22, 23]. The latter procedure is more complicated than the LC one since it exploits a projection map from a space of four redundant variables to the three-dimensional Cartesian space. Both LC and KS regularizations are iso-energetic, since they exploit the existence of a global first integral, the so-called Jacobi constant. There exist in the literature many uses of the KS transformation to regularize binary collisions in the general 3-body and N-body problems, as well as perturbations of the Kepler problem whose definitions include restricted problems more general than the CR3BP and ER3BP (see [40] and, for example, [1, 20, 39, 9, 2, 46, 24, 5] and references therein). For the ER3BP (and for more general restricted problems) a 10-dimensional phase-space is required. In fact, in addition to the 8-dimensional phase-space of the KS variables and an additional variable corresponding to the physical time, another variable corresponding to the energy of the system (variable in time for the ER3BP) is required. While these approaches include the regularizations of the ER3BP, the geometric properties of this system provide specific representations which are more adapted, for example, to the computation of ejection-collision orbits or the dynamics at the Lagrangian points (see, e.g., [42, 33]) and, as we consider in this paper, the study of fast close encounters with the secondary body $P_2$.

We remark that specific approaches to the regularization of the ER3BP have been developed also using regularizations different from the KS one. Formulations in this regard have been derived in [42, 41] and applied in [6, 34] for the planar setting; in [44, 45, 3, 28] for the spatial one.

A convenient formulation of the ER3BP uses a synodic rotating-pulsating reference frame and the true anomaly of the secondary body as independent variable [42]. Consider an ER3BP defined by the motion of a body $P$ of negligible mass in the gravitation field of two massive bodies $P_1$ (the primary) and $P_2$ (the secondary) performing an elliptic Keplerian motion of eccentricity $\varepsilon \in (0, 1)$. As usual, the simplifying assumptions on the units correspond to setting $m_1 = 1 - \mu$, $m_2 = \mu$ for $\mu \in (0, 1/2)$ as the masses of

\footnote{In case of multiple singularities the term refers to the deletion of only one of them at a time, as opposed to a global method, mainly due to Birkhoff [4].}
$P_1, P_2$ respectively, while $a = 1$ and $T = 2\pi$ are the semi-major axis and the period of the elliptic motion. By denoting with $(x, y, z)$, $(p_1, p_2, p_3)$ the coordinates of $P$ and their conjugate momenta, and with $f$ the true anomaly of the elliptic motion of $P_2$ which is used as independent variable, the Hamiltonian reads:

$$H(x, y, z, p_1, p_2, p_3, f) = \frac{1}{2}(p_1^2 + p_2^2 + p_3^2) + p_1y - xp_2 - \frac{1}{1 + \varepsilon \cos f} \left( \frac{1 - \mu}{d_1} + \frac{\mu}{d_2} - \frac{1}{2}(x^2 + y^2 + z^2)\varepsilon \cos f \right), \quad (1)$$

where $d_1 = \|P - P_1\|$, $d_2 = \|P - P_2\|$. In this paper we first represent the KS regularization at the secondary body of the Hamiltonian (1) by applying the classical KS transformation and the iso-energetic reduction in the extended 10-dimensional phase-space. First, we provide indeed a simple and self-consistent proof on the projection of the solutions of the regularized Hamiltonian to the original solutions, by adapting to the elliptic case a derivation of the KS Hamiltonian of the CR3BP given in [7]. Then, we also assess the effectiveness of the regularization for numerical integrations, and the advantage in terms of numerical performances, in a fictitious simple scenario which is nevertheless representative (for the choice of the initial conditions) of realistic close encounters in the Solar System, such as the non-coplanar close encounters with Jupiter, in the Sun-Jupiter ER3BP. Finally, we use the regularized Hamiltonian to extend the definition of fast close encounters to the ER3BP, and justify the effectiveness of the RFLIs to detect orbits with multiple of such fast close encounters.

We call ‘close encounter’ a transit of a solution $(x(f), y(f), z(f))$ of the ER3BP through the Hill’s sphere of $P_2$ occurring in any finite interval $[f_1, f_2]$ of the true anomaly $f$ (collision solutions are not included). We consider values of the mass parameter $\mu \leq 1/10$ and we define the Hill’s sphere of $P_2$ by:

$$B(\mu^{\frac{1}{3}}) = \{(x, y, z) \in \mathbb{R}^3: d_2 < \mu^{\frac{1}{3}}\}.$$  

Notice that this definition of Hill’s sphere is different from the conventional one by a numerical factor: the radius $\mu^{\frac{1}{3}}$ corresponds to $3^{\frac{1}{3}}r_h$, where $r_h$ is the usual Hill’s radius. A close encounter occurring for $f \in [f_1, f_2]$ satisfies $d_2(f_1) = d_2(f_2) = \mu^{\frac{1}{3}}$ as well as $0 < d_2(f) < \mu^{\frac{1}{3}}$ for all $f \in (f_1, f_2)$.

We consider the category, critical for the numerical integrations, of fast close encounters, generalizing the conditions of fast close encounters which are given for the CR3BP. We recall that fast close encounters are frequently observed for celestial bodies in the Solar System (see for example [15, 16], where the dynamics of comet 67P Churyumov-Gerasimenko, target of the recent Rosetta mission, is discussed in detail), and they are important also for the study of the risk of impact of asteroids on the Earth, as well as for the technique of gravity assist to change the energy of a spacecraft.

Fast close encounters are easily identified in the CR3BP by the encounters occurring for values of the Jacobi constant $C$ satisfying:

$$\gamma := 3 - 4\mu + \mu^2 - C > 0,$$  

(2)
with the exclusion of a neighborhood of $\gamma = 0$. The condition (2) (or similar ones), which appeared in several studies of close encounters with Levi-Civita regularization (see, e.g., [21, 10, 13, 12, 18]) as well as in the heuristic approach known as Öpik’s theory (see [32], revised in [43]), is understood by representing the Hamiltonian of the planar CR3BP, Levi-Civita regularized at $P_2$, in the form:

$$K(u, U) = \frac{1}{8} ||U - b(u)||^2 - ||u||^2 \left( \frac{3 - 4\mu + \mu^2 - C}{2} \right) - \mu + R_6(u),$$

where $(u_1, u_2)$ are the Levi-Civita coordinates and $U = (U_1, U_2)$ are the momenta conjugate to $u = (u_1, u_2)$ defined as in [27]; $b(u) = (b_1(u), b_2(u))$ is cubic in the $u$; $R_6(u)$ is regular at $u = 0$ with Taylor expansion which begins with order 6. If $\gamma > 0$, the coefficient of $||u||^2$ in the Levi-Civita Hamiltonian (3) is strictly negative, allowing to use methods of hyperbolic dynamics to study the fast close encounters of the CR3BP, as it was done in [21, 10, 12] with analytic methods, and in [13] to study the effectiveness of RFLIs to detect orbits with multiple close encounters in the planar CR3BP. We remark that, by considering the higher order corrections to the quadratic approximation of the Hamiltonian, a neighborhood of the limit case $\gamma = 0$ should be avoided. Alternative definitions of fast close encounters, as in Öpik’s theory, refer to the hyperbolic approximations of the Cartesian solutions which are obtained by considering the Keplerian motion defined by the secondary body $P_2$.

Regularized fast Lyapunov indicators have been introduced in [8, 25, 13] (see also [19], and references therein) and have been used in [13, 26, 17] to detect the several kinds of close encounters with the secondary body $P_2$. The ability of FLIs to detect fast close encounters of the planar CR3BP [36, 35], i.e., for $\gamma > 0$, has been related to the exponential growth of tangent vectors for orbits transiting suitably fast in the Hill’s sphere of the planet [13]. In fact, the Jacobian matrix $X(u, U)$ of the Hamiltonian vector field of (3) computed in the limit:

$$X_0 = \lim_{||u|| \to 0, ||du/ds|| \to \sqrt{\mu/2}} X(u, U),$$

where $s = s(t)$ is the Levi-Civita time reparametrization, has eigenvalues $\pm \sqrt{\gamma/2}$, and therefore is hyperbolic when $\gamma > 0$.

To develop this idea for the full ER3BP we consider the Hamiltonian $K(u, \phi, U, \Phi)$ of the problem regularized at $P_2$, as it will be obtained in Section 2: $u = (u_1, u_2, u_3, u_4)$ denote the KS variables; $U = (U_1, U_2, U_3, U_4)$ a set of conjugate momenta. The additional conjugate variables $\phi, \Phi$ are needed in the regularization of the elliptic problem: by denoting with $s$ the independent variable (the proper time) of the Hamilton equations of the regularized Hamiltonian, $\phi(s)$ is the true anomaly of $P_2$ for the value $s$ of the proper time (see Section 2 for all the details). We obtain for $K(u, \phi, U, \Phi)$ a representation similar to (3):

$$K(u, \phi, U, \Phi) = \frac{1}{8} ||U - b(u)||^2 - ||u||^2 \left( -\Phi + \frac{3 - 4\mu + \mu^2}{2(1 + \varepsilon \cos \phi)} \right) - \mu + \mathcal{R}_6(u, \phi),$$

where $b(u) = \mathcal{O}(||u||^3) \in \mathbb{R}^4$; $\mathcal{R}_6(u, \phi)$ is regular at $u = 0$, and its Taylor expansion in the vector variable $u$ begins with order 6. There is however a fundamental difference with
respect to the circular case, since the coefficient:

$$\Gamma(\phi, \Phi) = -\Phi + \frac{3 - 4\mu + \mu^2}{2(1 + \varepsilon \cos \phi)}$$

(5)

depends on the variables \(\Phi, \phi\), and therefore is not constant along the solutions \((u(s), \phi(s), U(s), \Phi(s))\) of the Hamilton equations of \(K\). Moreover, the derivative of \(\Gamma_s := \Gamma(\phi(s), \Phi(s))\) with respect to the proper time \(s\) is proportional to \(\varepsilon\), but does not vanish for \(\mu \to 0\). Using the representation (4), we notice that the variation of \(\Gamma_s\) satisfies:

$$\frac{d}{ds} \Gamma_s = -\varepsilon \mu \frac{\sin \phi}{(1 + \varepsilon \cos \phi)^2} - \frac{\varepsilon \sin \phi}{(1 + \varepsilon \cos \phi)^2} O(\|u\|^6),$$

so that, during the transit through the Hill’s sphere, where \(\|u\|\) is smaller than order \(\mu^{1/3}\) (see Section 2), we have:

$$\left| \frac{d\Gamma_s}{ds} \right| = O(\varepsilon \mu).$$

The stability of \(\Gamma_s\) up to times of the order of \(1/(\varepsilon \mu)\) provides the opportunity to assess the hyperbolicity of fast close encounters for the ER3BP, for small values of \(\mu\). In fact, to establish the hyperbolic character of the close encounter in the ER3BP from the representation (4) we need to establish the stability of the coefficient \(\Gamma_s\) for two reasons. First, we notice that the variational matrix \(X\) of the Hamiltonian vector field of \(K\) has the representation:

$$X(u, U, \phi) = \left( \begin{array}{c} \frac{\partial^2 K}{\partial u \partial U} - \frac{\partial^2 K}{\partial U \partial U} \\ \frac{\partial^2 K}{\partial U \partial u} \end{array} \right) = X_0 + O(\|u\|^2) + O(\|U\|)O(\|u\|),$$

(6)

with

$$X_0 = \left( \begin{array}{cccccccc} 0 & 0 & 0 & 0 & 1/4 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1/4 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1/4 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1/4 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 2\Gamma_s & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 2\Gamma_s & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{array} \right).$$

(7)

Therefore, on one hand we need that motions entering the Hill’s sphere with \(\Gamma_0 > 0\), maintain a value of \(\Gamma_s > 0\) during the transit through the Hill’s sphere, so that the matrix \(X_0\) is hyperbolic. On the other hand, we need to provide an upper bound to the elements of the matrix \(X - X_0\) during the transit in the Hill’s sphere, to ensure the hyperbolicity of \(X\) for suitably small values of \(\mu\). In particular, a sufficient upper bound to \(|U_j(s)|\) is obtained if, for example, during the transit we have \(\Gamma_s \leq (3/2)\Gamma_0\) (see Section 3 for all the details). In Section 3 we prove that, if \(\mu\) satisfies:

$$\mu < c(1 - \varepsilon)^{6}\Gamma_0^{3},$$

(8)

where \(c > 0\) is a suitable constant independent of \(\mu, \varepsilon, \Gamma_0\), then during the transit in the Hill’s sphere we have \(\Gamma_s \in [\Gamma_0/2, (3/2)\Gamma_0]\), so that the matrix \(X_0\) is hyperbolic; an additional smallness condition on \(\mu\) grants that also the matrix \(X\) is hyperbolic. Therefore, we
justify the effectiveness of the RFLIs to detect orbits with multiple fast close encounters also for the ER3BP when the parameter $\mu$ is small. We also provide numerical demonstrations of the detection of close encounters with regularized Lyapunov indicators.

The paper is structured as follows. In Section 2 we present a step-by-step construction of the regularization with the final rigorous statement on the projection of the solutions and related proof; Section 3 is dedicated to the discussion of fast close encounters of the ER3BP. Section 4 is dedicated to numerical demonstrations: Subsection 4.1, after a short description of the considered scenarios, deals with numerical explorations in a neighborhood of $P_2$ and outlines quantitatively the gain as regards the computational effort; Subsection 4.2 reports examples of detection of fast close encounters with RFLIs in the ER3BP. The details about the transformations which are needed to implement numerically the KS regularization are given in the appendix.

2 KS regularization of the ER3BP in the synodic reference frame

As described in Section 1, consider the Hamiltonian (1) of the ER3BP, which is conveniently expressed in a synodic rotating-pulsating Cartesian frame [42] where the bodies $P_1, P_2$ have coordinates $(-\mu, 0, 0), (1-\mu, 0, 0)$ respectively.

Let us now introduce a local regularization on the secondary body$^2$ $P_2$. Following [22, 23] we introduce the KS space map as a projection from a space of redundant variables $u_1, u_2, u_3, u_4$ to a space of Cartesian variables $q_1, q_2, q_3$:

$$\pi: \mathbb{R}^4 \longrightarrow \mathbb{R}^3$$

$$u = (u_1, u_2, u_3, u_4) \longmapsto \pi(u) = (q_1, q_2, q_3) = q,$$

where

$$(q_1, q_2, q_3, 0) = A(u)u$$

are related to $(x, y, z)$ by

$$(x - 1 + \mu, y, z) = q$$

and

$$A(u) = \begin{pmatrix} u_1 & -u_2 & -u_3 & u_4 \\ u_2 & u_1 & -u_4 & -u_3 \\ u_3 & u_4 & u_1 & u_2 \\ u_4 & -u_3 & u_2 & -u_1 \end{pmatrix}$$

is a matrix that plays a central role in the KS regularization. In particular, $A(u)$ fulfills the two properties: it is a linear homogeneous function of $u_1, u_2, u_3, u_4$ and satisfies:

$$A(u)A^T(u) = A^T(u)A(u) = \|u\|^2 \mathbb{I},$$

where $\mathbb{I}$ is the 4-by-4 identity matrix; hence $\|u\|^2 = d_2$.

$^2$The local regularization at the primary body $P_1$ could be introduced following the same scheme. We here focus on the regularization at $P_2$ which is particularly relevant for applications to the motion of asteroids, comets and space-flight dynamics.
In this article we exploit directly such transformation in the elliptic framework by adapting the Hamiltonian derivation of the KS regularization developed in [7] for the CR3BP. We prove that a KS regularization with respect to the secondary body \( P_2 \) of the ER3BP is represented by the Hamiltonian:

\[
K(u, \phi, U, \Phi) = \frac{1}{8} \| U - b(u) \|^2 - \frac{1}{1 + \varepsilon \cos \phi} \left[ (1 - \mu) \| u \|^2 \left( \frac{1}{\| \pi(u) + (1, 0, 0) \|} + \pi_1(u) \right) \right. \\
+ \mu \left. + \frac{1}{2} \| u \|^2 \left( \pi_1^2(u) + \pi_2^2(u) - \pi_3^2(u) \varepsilon \cos \phi \right) + \frac{(1 - \mu)^2}{2} \| u \|^2 \right] + \Phi \| u \|^2, \tag{14}
\]

where \( u, U = (U_1, U_2, U_3, U_4) \) are the KS variables and their conjugate momenta and \( \Phi \) is an action conjugate to \( \phi \) introduced to make autonomous the problem. The vector \( b(u) \) is defined by:

\[
b(u) = 2A^T(u)A(u)u, \quad A = \begin{pmatrix} 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}. \tag{15}
\]

Specifically we show that, by adopting a fictitious time \( s \) as new independent variable, the solutions \( (u(s), \phi(s), U(s), \Phi(s)) \) of Hamilton equations related to \( K(u, \phi, U, \Phi) \):

\[
\frac{du}{ds} = \frac{\partial K}{\partial U}, \quad \frac{d\phi}{ds} = \frac{\partial K}{\partial \Phi}, \quad \frac{dU}{ds} = -\frac{\partial K}{\partial u}, \quad \frac{d\Phi}{ds} = -\frac{\partial K}{\partial \phi},
\]

that, for \( s = 0 \), satisfy:

(i) \( u(0) \neq 0 \),

(ii) \( l(u(0), U(0)) = 0 \), with \( l(u, U) = u_4U_1 - u_3U_2 + u_2U_3 - u_1U_4 \),

(iii) \( K(u(0), \phi(0), U(0), \Phi(0)) = 0 \), \( \phi(0) = f_0 \)

project (via \( \pi \), the translation \( x \mapsto x + 1 - \mu \) and \( df/ds = \| u \|^2 = d_2 \)), locally to \( s = 0 \), onto solutions \( (x(f), y(f), z(f), p_1(f), p_2(f), p_3(f)) \) of Hamilton equations from (1).

### 2.1 Lagrangian formulation in the rotating-pulsating frame

Let \( L(x, y, z, x', y', z', f) \) be the Lagrangian of the spatial ER3BP in the rotating-pulsating frame with explicit dependence on the true anomaly\(^3\) \( f \) (the superscript denotes the derivative with respect to that):

\[
L(x, y, z, x', y', z', f) = \frac{1}{2} \left( (x')^2 + (y')^2 + (z')^2 \right) + xy' - x'y \\
+ \frac{1}{1 + \varepsilon \cos f} \left( \frac{1 - \mu}{d_1} + \frac{\mu}{d_2} + \frac{1}{2} (x^2 + y^2 - z^2 \varepsilon \cos f) \right), \tag{16}
\]

\(^3\)The change of time from \( t \) to \( f \) is a classic simplification [38, 42], where \( f \) is thought taking values in the covering \( \mathbb{R} \) of \( S^1 \cong \mathbb{T} \).
where, explicitly, \( d_1 = \sqrt{(x + \mu)^2 + y^2 + z^2} \) and \( d_2 = \sqrt{(x - 1 + \mu)^2 + y^2 + z^2} \).

The origin of the coordinate axes is now moved to one of the two singular positions and thus, as mentioned above in Section 2, we choose \( P_2(x_2, y_2, z_2) \):

\[
(x - x_2, y, z) = q .
\]  

(17)

Then (16) becomes:

\[
\tilde{L}(q, q', f) = \frac{1}{2} \|q'\|^2 + q' \times (0, 0, 1) \cdot q + \frac{1}{1 + \varepsilon \cos f} \left[ (1 - \mu) \left( \frac{1}{\|q + (1, 0, 0)\|} + q_1 \right) + \frac{\mu}{\|q\|} + \frac{1}{2} (q_1^2 + q_2^2 - q_3^2 \varepsilon \cos f) \right] ,
\]

(18)

where the addenda \( q' \times (0, 0, 1) \cdot (x_2, 0, 0) \) and \( (1 - \mu)^2/(2(1 + \varepsilon \cos f)) \) have been dropped because they do not contribute to the Lagrange equations.

### 2.2 The space of redundant variables

By following [7] and applying their argument to the elliptic problem, we apply the projection map defined by (10) to the previous Lagrangian \( \tilde{L} \), and we compute the function \( \mathcal{L}(u, u', f) \) exploiting the relationship:

\[
(q'_1, q'_2, q'_3, 0) = 2A(u)u' - 2(0, 0, 0, l(u, u')) ,
\]

in which

\[
l(u, u') = u_4u'_4 - u_3u'_2 + u_2u'_3 - u_1u'_4
\]

(19)

is the bilinear form appearing in the usual KS regularization. We obtain:

\[
\mathcal{L}(u, u', f) = \tilde{L} \left( \pi(u), \frac{\partial \pi}{\partial u}(u)u', f \right) = 2\|u\|^2\|u'\|^2 - 2l^2(u, u') + b(u) \cdot u' + \frac{1}{1 + \varepsilon \cos f} \left[ (1 - \mu) \left( \frac{1}{\|\pi(u) + (1, 0, 0)\|} + \pi_1(u) \right) + \frac{\mu}{\|u\|^2} + \frac{1}{2} (\pi_1^2(u) + \pi_2^2(u) - \pi_3^2(u) \varepsilon \cos f) \right] ,
\]

(20)

for \( b(u) \) expressed as in (15).

The first task consists in proving the specific invariance of Lagrange equations under the transformation at issue. In practice, the solutions of Lagrange equations for \( \mathcal{L}(u, u', f) \), which we write using the operator notation:

\[
[\mathcal{L}]_i(u, u', u'', f) = \frac{d}{df} \frac{\partial \mathcal{L}}{\partial u_i'} - \frac{\partial \mathcal{L}}{\partial u_i} = 0 , \quad \forall i = 1, 2, 3, 4 ,
\]

(21)

have to be compared with the solutions of Lagrange equations for \( \tilde{L}(q, q', f) \), denoted by:

\[
\langle \tilde{L} \rangle_j(q, q', q'', f) = \frac{d}{df} \frac{\partial \tilde{L}}{\partial q_j'} - \frac{\partial \tilde{L}}{\partial q_j} = 0 , \quad \forall j = 1, 2, 3 .
\]

(22)

With the following statement it turns out that this requirement is fulfilled as soon as the solution \( u(f) \neq 0 \) for all \( f \in \mathbb{T} \).
Proposition 1. If \( u(f) \) is a solution of Lagrange equations associated to \( \mathcal{L}(u, u', f) \) with initial condition \( u(0) \neq 0 \), then \( q(f) = \pi(u(f)) \) is a solution of Lagrange equations associated to \( \tilde{L}(q, q', f) \) as soon as \( u(f) \neq 0 \).

**Proof.** For any smooth curve \( u(f) \), reminding that:

\[
\mathcal{L}(u, u', f) = \tilde{L}\left( \pi(u), \frac{\partial \pi}{\partial u}(u)u', f \right),
\]

as well as

\[
\frac{\partial q'}{\partial u'} = \frac{\partial \pi}{\partial u},
\]

one gets from the chain rule:

\[
\frac{\partial \mathcal{L}}{\partial u_i} = \sum_{j=1}^{3} \frac{\partial \tilde{L} \frac{\partial q_j'}{\partial q_j'}}{\partial u_i} = \sum_{j=1}^{3} \frac{\partial \tilde{L} \frac{\partial \pi_j}{\partial u_i}}{\partial u_i},
\]

and

\[
\frac{d}{df} \frac{\partial \mathcal{L}}{\partial u_i} = \sum_{j=1}^{3} \frac{d}{df} \frac{\partial \tilde{L} \frac{\partial q_j'}{\partial q_j'}}{\partial u_i} + \sum_{j=1}^{3} \frac{d}{df} \frac{\partial \tilde{L} \frac{\partial \pi_j}{\partial u_i}}{\partial u_i}
\]

\[
= \sum_{j=1}^{3} \frac{d}{df} \frac{\partial \tilde{L} \frac{\partial q_j'}{\partial q_j'}}{\partial u_i} + \sum_{j=1}^{3} \frac{\partial \tilde{L} \frac{\partial \pi_j}{\partial u_i}}{\partial u_i} \sum_{k=1}^{4} \frac{\partial^2 \pi_j}{\partial u_k \partial u_k} u_k',
\]

\[
\frac{\partial \mathcal{L}}{\partial u_i} = \sum_{j=1}^{3} \frac{\partial \tilde{L} \frac{\partial q_j'}{\partial q_j'}}{\partial u_i} + \sum_{j=1}^{3} \frac{\partial \tilde{L} \frac{\partial \pi_j}{\partial u_i}}{\partial u_i} \sum_{k=1}^{4} \frac{\partial^2 \pi_j}{\partial u_k \partial u_k} u_k',
\]

for \( i = 1, 2, 3, 4 \). As a consequence we have:

\[
[L](u(f), u'(f), u''(f), f) = \left( \frac{\partial \pi}{\partial u}(u(f)) \right)^T \tilde{L} \left( \pi(u(f)), \frac{d}{df} \pi(u(f)), \frac{d^2}{df^2} \pi(u(f)), f \right)
\]

where \([L] \in \mathbb{R}^4\), \( \tilde{L} \in \mathbb{R}^3 \) are the vectors of components respectively \([L]_i\), \( \tilde{L}_j \).

Since by assumption \([L](u(f), u'(f), u''(f), f) = 0\), the vector

\[
\tilde{L} \left( \pi(u(f)), \frac{d}{df} \pi(u(f)), \frac{d^2}{df^2} \pi(u(f)), f \right)
\]

is for any \( f \) in the kernel of the matrix \((\frac{\partial \pi}{\partial u}(u(f)))^T\). We claim that the kernel of \((\frac{\partial \pi}{\partial u}(u(f)))^T\) contains only \((0, 0, 0)\) if \( u \neq 0 \). In fact, an element \((\alpha, \beta, \eta)\) is in the kernel of \((\frac{\partial \pi}{\partial u}(u(f)))^T\) if and only if its components satisfy the system:

\[
\begin{align*}
    u_1 \alpha + u_2 \beta + u_3 \eta &= 0 \\
    -u_2 \alpha + u_4 \beta + u_4 \eta &= 0 \\
    -u_3 \alpha - u_4 \beta + u_4 \eta &= 0 \\
    u_4 \alpha - u_3 \beta + u_2 \eta &= 0
\end{align*}
\]

which admits the unique solution \( \alpha = \beta = \eta = 0 \) as long as at least one of the components of \( u \) is different from zero.

This implies \( \tilde{L} \left( \pi(u(f)), \frac{d}{df} \pi(u(f)), \frac{d^2}{df^2} \pi(u(f)), f \right) = 0 \) and \( q(f) = \pi(u(f)) \) is a solution of the Lagrange equations of \( \tilde{L} \).

\[ \square \]
The modified Lagrangian

The second matter to tackle regards the Legendre transform (necessary to deduce in Subsection 2.3 the corresponding transformed Hamiltonian and then proceed with the development):

\[
\frac{\partial L}{\partial u'} = \left\langle \frac{\partial L}{\partial u'_1}, \frac{\partial L}{\partial u'_2}, \frac{\partial L}{\partial u'_3}, \frac{\partial L}{\partial u'_4} \right\rangle = 4\|u\|^2u' - 4(\Omega u \cdot u')\Omega u + b(u),
\]

where

\[
\Omega = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}
\]

is an ad hoc permutation matrix coming from the bilinear form term \((l(u, u') = \Omega u \cdot u')\), which is not invertible with respect to the generalized velocities, because the Hessian matrix

\[
\mathcal{H}_{u'} = \left(\frac{\partial^2 L}{\partial u'_i \partial u'_j}\right), \quad i, j \in \{1, 2, 3, 4\}
\]

is identically singular, indeed \(\det \mathcal{H}_{u'} = 0\). To overcome the degeneracy we proceed as in [7]: it is profitable to change the Lagrangian just by adding two times the square of the bilinear form (so that \(-2l^2\) vanishes): such artifice precisely allows to restore the invertibility, thereby:

\[
L(u, u', f) = \mathcal{L}(u, u', f) + 2l^2(u, u') = 2\|u\|^2\|u'\|^2 + b(u) \cdot u' + \frac{1}{1 + \varepsilon \cos f} \left[ (1 - \mu) \frac{1}{\|\pi(u) + (1, 0, 0)\| + \pi_1(u)} + \frac{\mu}{\|u\|^2} + \frac{1}{2} (\pi_1^2(u) + \pi_2^2(u) - \pi_3^2(u) \varepsilon \cos f) \right]
\]

is the modified Lagrangian and in fact, introducing the KS momenta \(U = (U_1, U_2, U_3, U_4)\) conjugate to \(u = (u_1, u_2, u_3, u_4)\), the relationship

\[
U = \frac{\partial L}{\partial u'}(u, u') = 4\|u\|^2u' + b(u)
\]

is non-degenerate (thus invertible) in \(u'\) for \(u \neq 0\).

Rotational invariance of the modified Lagrangian

The sum of the quadratic expression \(2l^2(u, u')\) of course alters \(\mathcal{L}(u, u', f)\) and again one has to make sure that such action is legitimizied under appropriate conditions (until now \(u(f) \neq 0\) always). Let then the investigation begin by realizing the well known remarkable symmetry property of the KS transformation.

**Proposition 2.** The modified Lagrangian \(L(u, u', f)\) is invariant under the one-parameter family of transformations involving the redundant coordinates:

\[
S_{\theta} : \mathbb{R}^4 \rightarrow \mathbb{R}^4, \quad u \mapsto S_{\theta}u,
\]
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where $S_\theta \in SO(4)$ is the four-dimensional rotation matrix

$$S_\theta = \begin{pmatrix}
\cos \theta & 0 & 0 & -\sin \theta \\
0 & \cos \theta & \sin \theta & 0 \\
0 & -\sin \theta & \cos \theta & 0 \\
\sin \theta & 0 & 0 & \cos \theta
\end{pmatrix},$$

whose orbits define the fibers of the projection $\pi$, i.e., $\pi(S_\theta u) = \pi(u)$ for all $\theta \in \mathbb{T}$. More precisely:

$$\mathcal{L}(S_\theta u, S_\theta u', f) = \mathcal{L}(u, u', f).$$

Proof. This is a property of the KS transformation, which is the same for the CR3BP and for the ER3BP. Thus, for the proof we refer to [7], Section 2.

This fact implies that there exists, by Noether’s theorem, a conserved quantity:

$$J(u, u') = \frac{\partial \mathcal{L}}{\partial u'} \cdot \frac{d}{d\theta} S_\theta u\bigg|_{\theta=0} = -4\|u\|^2 l(u, u') - b(u) \cdot \Omega u = -4\|u\|^2 l(u, u')$$

which is an autonomous first integral for the Lagrangian $\mathcal{L}$. For convenience the final constant of motion is given by:

$$J(u, u') = \|u\|^2 l(u, u').$$

If the bilinear form is cleverly zeroed out at $f = 0$ (by proper initial conditions), it will keep taking zero value for further $f$ (since we only consider time intervals such that $\|u\| \neq 0$), so the extra factor $2l^2$ would become a vanishing contribution to the Lagrange equations.

According to such idea, the bilinear form assumes the meaning of constraint to be respected along the motion and the final claim, whose proof in the proposition below resolves completely the issue, is that Lagrange equations associated to $\mathcal{L}$ have the same solutions of the Lagrange equations associated to $\mathcal{L}$.

**Proposition 3.** If $u(f)$ is a solution of the Lagrange equations of $\mathcal{L}(u, u', f)$ with initial data $u(0), u'(0)$ satisfying $u(0) \neq 0$ and $l(u(0), u'(0)) = 0$, then it is also a solution of the Lagrange equations of $\mathcal{L}(u, u', f)$ as long as $u(f) \neq 0$.

Proof. Consider a solution $u(f)$ of the $\mathcal{L}$-equations with $u(0) \neq 0$ and $l(u(0), u'(0)) = 0$. As long as $u(f) \neq 0$, by (31), $l(u(f), u'(f)) = 0$. Moreover:

$$\frac{d}{df} l(u(f), u'(f)) = l(u'(f), u'(f)) + l(u(f), u''(f)) = l(u(f), u''(f)).$$

Now $u(f)$ solves the Lagrange equations for $\mathcal{L}$ too, in fact, referring to the previous notation (21), for any $i = 1, 2, 3, 4$:

$$[\mathcal{L}], [\mathcal{L} - 2l^2], [\mathcal{L}] - 2 \left( \frac{d}{df} \frac{\partial}{\partial u_i} l^2(u, u') - \frac{\partial}{\partial u_i} l^2(u, u') \right)$$

$$= [\mathcal{L}], -4 \left[ \frac{d}{df} \left( l(u, u') \frac{\partial}{\partial u_i} l(u, u') - l(u, u') \frac{\partial}{\partial u_i} l(u, u') \right) \right]$$
and when evaluated along the curve \( u(f) \):

\[
[\mathcal{L}]_i(u(f), u'(f), u''(f), f) = [\mathcal{L}]_i(u(f), u'(f), u''(f), f)
- 4 \left( l(u(f), u''(f)) \frac{\partial}{\partial u'_i} l(u(f), u'(f)) + l(u(f), u'(f)) \frac{\partial}{\partial f} \frac{\partial}{\partial u'_i} l(u(f), u'(f)) \right) = 0,
\]

owing to \( l(u(f), u''(f)) = l(u(f), u'(f)) = 0 \).

2.3 The regularized Hamiltonian

The corresponding singular Hamiltonian enters now by performing the Legendre transform:

\[
\mathcal{K}(u, U, f) = U \cdot g(u, U) - \mathcal{L}(u, g(u, U), f),
\]

where

\[
u' = g(u, U) = \frac{U - b(u)}{4\|u\|^2}
\]
is the inverse of \( U \) with respect to \( u' \); more explicitly we have:

\[
\mathcal{K}(u, U, f) = \frac{1}{8\|u\|^2} \|U - b(u)\|^2
- \frac{1}{1 + \varepsilon \cos f} \left( (1 - \mu) \left( \frac{1}{\|\pi(u) + (1, 0, 0)\|} + \pi_1(u) \right) + \frac{\mu}{\|u\|^2} + \frac{1}{2} \left( \pi_1(u)^2 + \pi_2(u)^2 - \pi_3(u)^2 \varepsilon \cos f \right) \right)
\]

and the bilinear equality \( l(u, u') = 0 \) straightforwardly translates in the Hamiltonian formalism as \( l(u, U) = 0 \) for \( u \neq 0 \), because

\[
l(u, u') = l(u, g(u, U)) = \frac{1}{4\|u\|^2} l(u, U) - \frac{1}{4\|u\|^2} l(u, b(u)),
\]

but \( l(u, b(u)) = \Omega u \cdot b(u) = 0 \) identically, hence we have \( l(u, u') = 0 \) if and only if \( l(u, U) = 0 \).

With all this in hands it is useful to work with an autonomous extension of the transformed Hamiltonian \( \mathcal{K} \). So we append one more degree of freedom to form the extended phase space \( T^*(\mathbb{R}^4 \setminus \mathcal{C}) \times T \), where

\[
\mathcal{C} = \{(0, 0, 0, 0)\} \cup \{(0, u_2, u_3, 0) : u_2^2 + u_3^2 = 1\}
\]
is the collision set in KS coordinates, with the extra couple of variables \((\phi, \Phi) \in T \times \mathbb{R}\) and standard symplectic form \( \sum_{i=1}^4 du_i \wedge dU_i + d\phi \wedge d\Phi \), in such a way to build the autonomous transformed Hamiltonian:

\[
\hat{\mathcal{K}}(u, \phi, U, \Phi) = \mathcal{K}(u, U, \phi) + \Phi,
\]
and consider the solutions \( u(f), \phi(f), U(f), \Phi(f) \) of the Hamilton equations of (35) such that, for given initial value \( f_0 \) of the true anomaly, satisfy:

\[
\begin{align*}
u(f_0) &= u_0, \\
\phi(f_0) &= f_0, \\
U(f_0) &= U_0, \\
\Phi(f_0) &= -\mathcal{K}(u_0, U_0, f_0).
\end{align*}
\]

At this point we perform a rescaling similar to the one in the Levi-Civita regularization, and define the regularized Hamiltonian:

\[
\mathcal{K}(u, \phi, U, \Phi) = \|u\|^2 \mathcal{K}(u, \phi, U, \Phi) = \frac{1}{8} \|U - b(u)\|^2 - \frac{1}{1 + \varepsilon \cos \phi} \left[ \left(1 - \mu\right)\|u\|^2 \frac{1}{\|\pi(u) + (1, 0, 0)\|} + \pi_1(u) \right] + \mu \\
+ \frac{1}{2}\|u\|^2 \left(\pi_1^2(u) + \pi_2^2(u) - \pi_3^2(u) \varepsilon \cos \phi \right) + \frac{(1 - \mu)^2}{2} \|u\|^2 \right] + \Phi\|u\|^2. \tag{36}
\]

**Remark 1.**

- For \( \varepsilon = 0 \), the action \( \Phi \) is a constant of motion and the Hamiltonian (36) is identical to the KS Hamiltonian of the CR3BP, as represented in [7] with \( \Phi = -E \).

- \( \mathcal{K}(u, \phi, U, \Phi) \) is invariant under the same one-parameter family of transformations defined by (28) and (29), hence \( J(u, g(u, U)) = l(u, U) \) is a first integral also for the Hamilton equations of \( \mathcal{K}(u, \phi, U, \Phi) \).

- Hamiltonian (36) is regular at \( u = 0 \).

### 2.4 Projection of the solutions of the regularized Hamiltonian

Let us prove that the solutions of the Hamilton equations of the regularized Hamiltonian (36) project on the Hamilton solutions of the Hamiltonian (1) of the ER3BP. Similarly to the classic LC and KS techniques we need an independent variable redefinition, which for the ER3BP is obtained by introducing the fictitious true anomaly \( s \) such that:

\[
s'(f) = \frac{1}{\|u(f)\|^2}, \quad s(f_0) = 0, \tag{37}
\]

whose inverse is precisely \( \partial \mathcal{K}/\partial \Phi \). Thereby we state our result.

**Theorem 1.** The solutions \((u(s), \phi(s), U(s), \Phi(s))\) of Hamilton equations related to \( \mathcal{K}(u, \phi, U, \Phi) \) with initial conditions satisfying:

\[
\begin{align*}
u(0) &\neq 0, \\
l(u(0), U(0)) &= 0, \\
\mathcal{K}(u(0), \phi(0), U(0), \Phi(0)) &= 0, \quad \phi(0) = f_0,
\end{align*}
\]

project, for \( s \) in a neighborhood of \( s = 0 \), via the true anomaly reparametrization:

\[
f(s) = f_0 + \int_0^s \|u(\sigma)\|^2 d\sigma, \tag{38}
\]

the transformation (10) and the translation (11), onto solutions \((x(f), y(f), z(f), p_1(f), p_2(f), p_3(f))\) of the Hamilton equations of Hamiltonian (1).
Proof. In light of what already derived in the previous subsections, we only need to prove the equivalence between the solutions associated to the transformed $\tilde{\mathcal{K}}$ and the regularized $\mathcal{K}$. Given the initial conditions $u_0, U_0, f_0$, let us consider the solution $(\tilde{u}(s), \tilde{\phi}(s), \tilde{U}(s), \tilde{\Phi}(s))$ of the Hamilton equations of $\mathcal{K}$ with:

$$\tilde{u}(0) = u_0, \quad \tilde{U}(0) = U_0, \quad \tilde{\phi}(0) = f_0, \quad \tilde{\Phi}(0) = -\mathcal{K}(u_0, U_0, f_0),$$

and $s$ in a neighborhood of $s = 0$ such that $\|\tilde{u}(s)\| > 0$; in particular we have:

$$\mathcal{K}(\tilde{u}(s), \tilde{\phi}(s), \tilde{U}(s), \tilde{\Phi}(s)) = 0$$

for all $s$. Next, consider:

$$f(s) = f_0 + \int_0^s \|\tilde{u}(\sigma)\|^2 d\sigma,$$

which is invertible (since in the neighborhood of $s = 0$ we have $\|\tilde{u}(s)\| > 0$), and $(u(f), \phi(f), U(f), \Phi(f))$ defined by:

$$u(f) = \tilde{u}(s(f)), \quad U(f) = \tilde{U}(s(f)), \quad \phi(f) = \tilde{\phi}(s(f)), \quad \Phi(f) = \tilde{\Phi}(s(f)).$$

We claim that $(u(f), \phi(f), U(f), \Phi(f))$ are the solutions of the Hamilton equations of $\tilde{\mathcal{K}}$ with initial conditions $(u(f_0), \phi(f_0), U(f_0), \Phi(f_0)) = (u_0, f_0, U_0, -\mathcal{K}(u_0, U_0, f_0))$. In fact, we have:

$$\frac{du_i}{df} = \frac{d\tilde{u}_i}{ds} \left|_{s=s(f)} \right. = \frac{1}{\|\tilde{u}(s(f))\|^2} \left[ \frac{\partial}{\partial u_i} (\|u\|^2 \tilde{\mathcal{K}}) \right]_{(u, \tilde{u}, \phi, \Phi) = (\tilde{u}(s), \tilde{\phi}(s), \tilde{U}(s), \tilde{\Phi}(s)), s=s(f)}$$

$$= \left[ \frac{\partial}{\partial u_i} \tilde{\mathcal{K}} \right] (u(f), \phi(f), U(f), \Phi(f))$$

as well as:

$$\frac{d\phi}{df} = \frac{d\tilde{\phi}}{ds} \left|_{s=s(f)} \right. = \frac{1}{\|\tilde{u}(s(f))\|^2} \left[ \frac{\partial}{\partial \phi} (\|u\|^2 \tilde{\mathcal{K}}) \right]_{(u, \tilde{u}, \phi, \Phi) = (\tilde{u}(s), \tilde{\phi}(s), \tilde{U}(s), \tilde{\Phi}(s)), s=s(f)}$$

$$= \frac{\partial \tilde{\mathcal{K}}}{\partial \Phi} = 1$$

and:

$$\frac{dU_i}{df} = \frac{d\tilde{U}_i}{ds} \left|_{s=s(f)} \right. = -\frac{1}{\|\tilde{u}(s(f))\|^2} \left[ \frac{\partial}{\partial u_i} (\|u\|^2 \tilde{\mathcal{K}}) \right]_{(u, \tilde{u}, \phi, \Phi) = (\tilde{u}(s), \tilde{\phi}(s), \tilde{U}(s), \tilde{\Phi}(s)), s=s(f)}$$

$$= -\left[ \frac{\partial}{\partial u_i} \tilde{\mathcal{K}} \right] (u(f), \phi(f), U(f), \Phi(f))$$

and:

$$\frac{d\tilde{U}_i}{df} = \frac{d\tilde{u}_i}{ds} \left|_{s=s(f)} \right. = -\frac{1}{\|\tilde{u}(s(f))\|^2} \left[ \frac{\partial}{\partial \phi} (\|u\|^2 \tilde{\mathcal{K}}) \right]_{(u, \tilde{u}, \phi, \Phi) = (\tilde{u}(s), \tilde{\phi}(s), \tilde{U}(s), \tilde{\Phi}(s)), s=s(f)}$$

$$= -\left[ \frac{\partial}{\partial \phi} \tilde{\mathcal{K}} \right] (u(f), \phi(f), U(f), \Phi(f)).$$
where to obtain the second equality we used \( \mathcal{H}(\tilde{u}(s), \tilde{\phi}(s), \tilde{U}(s), \tilde{\Phi}(s)) = 0 \). Finally, we also have:

\[
\frac{d\Phi}{df} \frac{d\Phi}{ds} \bigg|_{s=s(f)} = -\frac{1}{\|u(s(f))\|^2} \left[ \frac{\partial}{\partial \phi} \left( \|u\|^2 \mathcal{H} \right) \right]_{(u,\Phi,\Phi,\Phi)}(\tilde{u}(s(f)), \tilde{\phi}(s(f)), \tilde{U}(s(f)), \tilde{\Phi}(s(f))) \\
= -\left[ \frac{\partial}{\partial \phi} \mathcal{H} \right] (u(f), \phi(f), U(f), \Phi(f)) .
\]

\( \Box \)

Remark 2. The reason for the success of this Hamiltonian regularization is, as for the spatial CR3BP, the possibility to exploit the symmetry presented in Proposition 2 in the framework of symplectic reductions (see [30, 31, 37, 47]) in the 10-dimensional phase-space \((u, \phi, U, \Phi)\).

3 Fast close encounters in the ER3BP

The regularized Hamiltonian (14) has the representation:

\[
\mathcal{K} = \frac{1}{8}\|U - b(u)\|^2 - \|u\|^2 \left[ -\Phi + \frac{3 - 4\mu + \mu^2}{2(1 + \varepsilon \cos \phi)} \right] - \frac{\mu}{1 + \varepsilon \cos \phi} + \mathcal{R}_6(u, \phi) , 
\]

where

\[
\mathcal{R}_6 = -\frac{1}{1 + \varepsilon \cos \phi} \left[ (1 - \mu)\|u\|^2 \left( \frac{1}{\|\pi(u) + (1, 0, 0)\|} + \pi_1(u) - 1 \right) \right. \\
+ \left. \frac{1}{2}\|u\|^2 \left( \pi_1^2(u) + \pi_2^2(u) - \pi_3^2(u)\varepsilon \cos \phi \right) \right] .
\]

has Taylor expansion with respect to the variables \( u \) starting at order 6. In fact, the Taylor expansion of \( 1/\|\pi + (1, 0, 0)\| + \pi_1 - 1 \) with respect to \( \pi_1, \pi_2, \pi_3 \) starts at order 2, and the \( \pi_j \) are quadratic functions of the \( u_i \). We provide upper bounds to the remainder \( \mathcal{R}_6 \) and its derivatives in the ball:

\[
B(\mu^{\frac{1}{2}}) = \{ u \in \mathbb{R}^4 : \|u\| < \mu^{\frac{1}{2}} \} , 
\]

projecting to the ball in the Cartesian space:

\[
B(\mu^{\frac{3}{4}}) = \{ q \in \mathbb{R}^3 : \|q\| < \mu^{\frac{3}{4}} \} . 
\]

We will refer to both spheres (41) and (42) as the Hill’s sphere (notice that the terminology is different from the conventional one by a numerical factor in the radius of the sphere).

Below, we denote by \( \mu_0 \), by \( c_1, c_2, \ldots > 0 \) and by \( \gamma_1, \gamma_2, \ldots > 0 \) constants which are independent of \( \mu \) and \( \varepsilon \), as well as on the parameter \( \Gamma_0 \) which will be later introduced to characterize each close encounter.
(i) There exist constants $c_1, c_2, c_3, c_4 > 0$ and $\mu_0 \in (0, 1/10)$ such that, for any $\mu \leq \mu_0$, $\varepsilon \in (0, 1)$, $u \in B(\mu_0^2)$ and $\phi \in [0, 2\pi]$, we have:

\begin{align}
|\mathcal{R}_6(u, \phi)| &\leq \frac{c_1}{1 - \varepsilon} \|u\|^6, \\
\|b(u)\| &\leq c_2 \|u\|^3,
\end{align}

(43)

\begin{align}
\sum_i \sum_j u_j \left( \frac{\partial b_i}{\partial u_j} - \frac{\partial b_j}{\partial u_i} \right) &\leq c_3 \|u\|^3, \\
\left| \sum_i u_i \frac{\partial \mathcal{R}_6}{\partial u_i} \right| &\leq \frac{c_4}{1 - \varepsilon} \|u\|^6.
\end{align}

(44)

(45)

(46)

The proof is reported in Subsection 3.1.

(ii) We consider solutions $q(f)$ of the ER3BP transiting through the Hill’s sphere of the secondary body $P_2$ in the $f$-interval $[f_1, f_2]$, i.e., $\|q(f_1)\| = \|q(f_2)\| = \mu^{1/3}$ and $0 < \|q(f)\| < \mu^2$ for all $f \in (f_1, f_2)$, and denote by $(u(s), \phi(s), U(s), \Phi(s))$ a solution of the Hamilton equations of the regularized Hamiltonian $\mathcal{K}$ satisfying the hypotheses of Subsection 2.4 such that $\pi(u(s)) = q(f(s))$ for all $s \in [s_1, s_2]$ $(s_1, s_2$ corresponding to $f_1, f_2)$. If $\mu \leq \mu_0$, there exists a constant $c_5 > 0$ such that, during the transit in the Hill’s sphere, the variation of the parameter $\Gamma_s$ introduced in Section 1 satisfies:

\begin{equation}
\left| \frac{d\Gamma_s}{ds} \right| \leq c_5 \frac{\varepsilon \mu}{(1 - \varepsilon)^2}.
\end{equation}

(47)

The proof is reported in Subsection 3.2.

A direct consequence of (47) is: by considering transits with $\Gamma_0 := \Gamma_{s_1} > 0$ and proper time intervals $\Delta s > 0$ satisfying:

\begin{equation}
\Delta s \frac{\varepsilon \mu}{(1 - \varepsilon)^2} \leq \frac{\Gamma_0}{2c_5},
\end{equation}

(48)

for all $s \in [s_1, s_1 + \Delta s] \cap [s_1, s_2]$ we have $\Gamma_s \in [\Gamma_0/2, 3\Gamma_0/2]$; in particular since $\Gamma_s \geq \Gamma_0/2 > 0$, the matrix $\mathcal{X}_0$ is hyperbolic.

(iii) For all $s \in [s_1, s_1 + \Delta s] \cap [s_1, s_2]$, using $\mathcal{K}(u(s), \phi(s), U(s), \Phi(s)) = 0$ and (43), we obtain from (39):

\begin{equation}
\frac{1}{8} \|U - b(u)\|^2 = \Gamma_s \|u\|^2 + \frac{\mu}{1 + \varepsilon \cos \phi} - \mathcal{R}_6(u, \phi) \leq \frac{3}{2} \Gamma_0 \|u\|^2 + \frac{\mu}{1 - \varepsilon} + \frac{c_1}{1 - \varepsilon} \|u\|^6;
\end{equation}

and therefore there exists $c_6 > 0$ such that:

\begin{equation}
\|U - b(u)\| \leq c_6 \sqrt{\Gamma_0 \|u\|^2 + \frac{\mu}{1 - \varepsilon}}; \quad (49)
\end{equation}

by Cauchy-Schwarz inequality $\|U - b\| \geq ||U|| - ||b||$, thus, using (44):

\begin{equation}
\|U\| \leq c_6 \sqrt{\Gamma_0 \|u\|^2 + \frac{\mu}{1 - \varepsilon} + c_2 \|u\|^3}.
\end{equation}
Consequently, \( \|U(s)\|, \|u(s)\| \) are bounded by quantities which, for \( s \in [s_1, s_1 + \Delta s] \cap [s_1, s_2] \), are small with \( \mu_1^k \).

**(iv)** It remains to show that, with a suitable smallness condition on \( \mu \), each transit in the Hill’s sphere with \( \Gamma_0 > 0 \) occurs in proper time intervals \( \Delta s \) satisfying (48). First, we prove that there exists \( c_7 > 0 \) (independent on \( \mu, \varepsilon, \Gamma_0 \)) such that if \( \mu \) satisfies:

\[
\mu \leq c_7(1 - \varepsilon)^2 \Gamma_0^3
\]

and \( \Delta s \) satisfies (48), for all \( s \in [s_1, s_1 + \Delta s] \cap [s_1, s_2] \) we have:

\[
\frac{d^2 \rho}{ds^2} \geq \frac{\Gamma_0}{2} \rho + \frac{\mu}{1 + \varepsilon},
\]

where \( \rho(s) := \|u(s)\|^2 \) (the proof is reported in Subsection 3.3).

**(v)** Finally, we prove that if \( \mu \) satisfies the inequality:

\[
\mu < c(1 - \varepsilon)^{\frac{1}{6}} \Gamma_0^3
\]

with suitable \( c > 0 \), the motion exits from the Hill’s sphere within a proper time interval satisfying (48).

We first restrict the choice of \( c \) in the interval \( 0 < c \leq c_7 \), so that (52) is stronger than (50), i.e., the right-hand side of the former is smaller or equal than the one of the latter. As long as \( \Delta s \) satisfies (48) and \( \mu \) satisfies (52), \( \rho(s) \) satisfies (51) and consequently we have:

\[
\rho(s) - \rho(s_1) = \frac{d\rho}{ds}(s_1)(s - s_1) + \int_{s_1}^{s} \left( \int_{s_1}^{\tau} \frac{d^2 \rho}{d\sigma^2}(\sigma)d\sigma \right) d\tau
\]

\[
\geq \frac{d\rho}{ds}(s_1)(s - s_1) + \int_{s_1}^{s} \left( \int_{s_1}^{\tau} \left( \frac{\Gamma_0}{2} \rho(\sigma) + \frac{\mu}{1 + \varepsilon} \right) d\sigma \right) d\tau.
\]

Since \( \mu \) satisfies (50) and \( \|u(s_1)\| = \mu_1^{\frac{1}{6}} \), combining Cauchy-Schwarz inequality, Hamilton equations and (49) we have:

\[
\left| \frac{d\rho}{ds}(s_1) \right| \leq 2 \|u(s_1)\| \left| \frac{d\rho}{ds}(s_1) \right| = \frac{1}{2} \mu_1^{\frac{1}{6}} \|U(s_1) - b(u(s_1))\|
\]

\[
\leq \frac{c_6}{2} \mu_1^{\frac{1}{6}} \sqrt{\Gamma_0 \mu_1^{\frac{1}{6}}} + \frac{\mu}{1 - \varepsilon} \leq c_8 \mu_1^{\frac{1}{6}} \sqrt{\Gamma_0},
\]

with \( c_8 \) depending only on \( c_6, c_7 \). Therefore, from (53) we obtain:

\[
\rho(s) - \rho(s_1) > -c_8 \mu_1^{\frac{1}{6}} \sqrt{\Gamma_0}(s - s_1) + \frac{\mu}{2(1 + \varepsilon)}(s - s_1)^2.
\]

Let us now consider from (54) the inequality:

\[
-c_8 \mu_1^{\frac{1}{6}} \sqrt{\Gamma_0}\omega^2 + \frac{\mu}{2(1 + \varepsilon)}\omega^2 > 0,
\]
which is satisfied in particular by all \( \omega > \omega_1 > 0 \), with:
\[
\omega_1 := 2(1 + \varepsilon)c_8 \frac{\sqrt{T_0}}{\mu^3}.
\]
Since:
\[
\omega_1 < 4c_8 \frac{\sqrt{T_0}}{\mu^3} =: \omega_2,
\]
inequality (55) is satisfied in particular by all \( \omega \geq \omega_2 \). If \( \mu \) satisfies the further inequality:
\[
\frac{\varepsilon \mu^{\frac{1}{3}}}{(1 - \varepsilon)^2} \leq \frac{\sqrt{T_0}}{8c_5c_8},
\]
then the choice for \( \Delta s = \omega_2 \) satisfies inequality (48). Now we can state that \( s_2 \in [s_1, s_1 + \omega_2] \). In fact, if \( s_1 + \omega_2 \leq s_2 \), then inequality (54) is valid also for \( s = s_1 + \omega_2 \):
\[
\rho(s_1 + \omega_2) > \rho(s_1) = \mu^{\frac{1}{3}},
\]
which contradicts the hypothesis \( u(s_1 + \omega_2) \in B(\mu^{\frac{1}{3}}) \). Therefore, the motion exits from the Hill’s sphere at a proper time \( s \in (s_1, s_1 + \omega_2) \).

Finally we notice that (56) is satisfied if:
\[
\mu \leq c_9(1 - \varepsilon)^6 \Gamma_0^3,
\]
with suitable constant \( c_9 \), and therefore both inequalities (57) and (50) are satisfied by the \( \mu \) satisfying (52), provided that \( c < \min\{c_7, c_9\} \).

(vi) Therefore, we have proved that if \( \mu \) satisfies a smallness condition, the matrix \( \mathcal{X}_0 \) is hyperbolic during the transit in the Hill’s sphere. Moreover, if the Hill’s radius is suitably small (the smallness condition depending possibly on \( \Gamma_0 \)), which is obtained by introducing another smallness condition on \( \mu \), then also the matrix \( \mathcal{X} \) is hyperbolic during the transit in the Hill’s sphere. Indeed, in virtue of (6), (7) and the above bounds, the eigenvalues of \( \mathcal{X} \) differ from those of \( \mathcal{X}_0 \) by terms of order \( \mu^{1/3} \).

### 3.1 Proof of inequalities (43),(44),(45),(46)

Inequalities (44) and (45) follow immediately from the fact that the vector \( b(u) \) is cubic in the \( u_i \). Indeed:
\[
\|b\|^2 = |b \cdot b| = 4 \|u\|^2 |Au \cdot \Lambda^2 Au| \leq 4 \|u\|^6
\]
thanks to \( \|\Lambda^2\| = 1 \) (operator norm induced by the Euclidean vector norm), (13) and Cauchy-Schwarz inequality, so it suffices that \( c_2 \geq 2 \). Consequently, \( |\partial b_i / \partial u_j| \leq c_* \|u\|^2 \), \( c_* > 0 \), thus (45) holds.

To prove inequalities (43) and (46) we first replace in \( \mathcal{R}_6 \) the only non-polynomial term with its Taylor expansion of order 1 in the \( \pi_1, \pi_2, \pi_3 \) with remainder \( \Delta_4 \) (of order 2 in the \( \pi_j \), of order 4 in the \( u_i \)):
\[
\frac{1}{\|\pi + (1, 0, 0)\|} = \frac{1}{\sqrt{(\pi_1 + 1)^2 + \pi_2^2 + \pi_3^2}} = 1 - \pi_1 + \Delta_4,
\]
(58)
and we obtain:
\[ \mathcal{R}_6 = -\frac{\|u\|^2}{1 + \varepsilon \cos \phi} \left[ (1 - \mu)\Delta_4 + \frac{1}{2} (\pi_1^2(u) + \pi_2^2(u) - \pi_3^2(u) \varepsilon \cos \phi) \right]. \] (59)

Since for \( \mu \leq \mu_0 < 1/10 \) we have \( d_2 < (1/10)^{1/3} < 1/2 \), \( d_1 > 1/2 \) in \( B(\mu \frac{1}{2}) \) as well as:
\[ 1 - d_1 (\pi_1 - 1) = 1 + d_1 - d_1 \pi_1 \geq 1 + d_1 (1 - d_2) > 1, \]
we obtain:
\[ |\Delta_4| = \left| \frac{1}{d_1} + \pi_1 - 1 \right| = \left| \frac{1 + d_1 (\pi_1 - 1)}{d_1} \right| = \left| \frac{1 - d_1^2 (\pi_1 - 1)^2}{d_1 (1 + d_1 - d_1 \pi_1)} \right| < 2 \left| 1 - d_1^2 (\pi_1 - 1)^2 \right|. \]

Since \( 1 - d_1^2 (\pi_1 - 1)^2 \) is a polynomial in \( \pi_1, \pi_2, \pi_3 \) with terms of order \( 2, 3, 4 \), there exists a constant \( \gamma_1 \) such that:
\[ |\Delta_4| \leq \gamma_1 \|u\|^4. \] (60)

Inequality (43) follows easily.

We proceed by estimating the derivatives of \( \Delta_4 \):
\[ \frac{\partial \Delta_4}{\partial u_j} = \sum_{h=1}^{3} \frac{\partial \Delta_4}{\partial \pi_h} \frac{\partial \pi_h}{\partial u_j}. \]

Since the \( \pi_h \) are quadratic function of the \( u_j \), with \( |\pi_h| \leq \|u\|^2 \), and since \( 1 - d_1^6 \) is a polynomial containing terms of least order in the \( \pi_i \) equal to 1, there exists a positive constant \( \gamma_6 \) such that:
\[ |1 - d_1^6| \leq \gamma_* \|u\|^2 \] (61)
and a positive constant \( \gamma_2 \) such that:
\[ \left| \frac{\partial \Delta_4}{\partial \pi_2} \frac{\partial \pi_2}{\partial u_j} \right| = \left| \frac{\partial \Delta_4}{\partial \pi_3} \frac{\partial \pi_3}{\partial u_j} \right| < 8 \left| \pi_2 \right| \left| \frac{\partial \pi_2}{\partial u_j} \right| \leq \gamma_2 \|u\|^3, \]
\[ \left| \frac{\partial \Delta_4}{\partial \pi_3} \frac{\partial \pi_3}{\partial u_j} \right| < 8 \left| \pi_3 \right| \left| \frac{\partial \pi_3}{\partial u_j} \right| \leq \gamma_2 \|u\|^3, \]
\[ \left| \frac{\partial \Delta_4}{\partial \pi_1} \frac{\partial \pi_1}{\partial u_j} \right| = \left| \frac{1 + \pi_1 - d_1^2}{d_1} \right| \left| \frac{\partial \pi_1}{\partial u_j} \right| < 8 \left| \pi_1 \right| \left| \frac{1 + d_1^2}{d_1} \right| \left| \frac{\partial \pi_1}{\partial u_j} \right| = 8 \left| \pi_1 \right| \left( \frac{1 + d_1^2}{1 + d_1^2} \right) \left| \frac{\partial \pi_1}{\partial u_j} \right| \leq \gamma_2 \|u\|^3. \]

Inequality (46) follows straightforwardly.

### 3.2 Proof of inequality (47)

In:
\[ \frac{d\Gamma_s}{ds} = \frac{\partial K}{\partial \phi} + \frac{(3 - 4\mu + \mu^2)\varepsilon \sin \phi}{2(1 + \varepsilon \cos \phi)^2} \frac{\partial K}{\partial \Phi} \]
Let us now consider the two cases: Therefore, using (43), (46) and (45), the terms in the second line of (64) are bounded by:

\[
\frac{d\Gamma_4}{ds} = -\frac{\varepsilon \sin \phi}{(1 + \varepsilon \cos \phi)^2} \left( (1 - \mu)\|u\|^2 \left( \frac{1}{\|\pi(u) + (1, 0, 0)\|} + \pi_1(u) \right) + \mu + \frac{1}{2} \|u\|^2 \left( \pi_1^2(u) + \pi_2^2(u) - \pi_3^2(u) \varepsilon \cos \phi \right) + \frac{(1 - \mu)^2}{2} \|u\|^2 + \frac{1}{2} \left( 1 + \varepsilon \cos \phi \right) \|u\|^2 \pi_2^2(u) - \frac{3 - 4\mu + \mu^2}{2} \|u\|^2 \right),
\]

(62)

we first replace the only non-polynomial term with the representation (58), and then we simplify the expression obtaining:

\[
\frac{d\Gamma_4}{ds} = -\frac{\varepsilon \sin \phi}{(1 + \varepsilon \cos \phi)^2} \left( \mu + \|u\|^2 (1 - \mu) \Delta_4 + \frac{1}{2} \|u\|^2 \|\pi\|^2 \right).
\]

Using (60), \(\|\pi\|^2 = \|u\|^4\), and \(\|u\| < \mu^{\frac{1}{2}}\) in the Hill’s sphere (as well as \(1 - \mu < 1\), we easily obtain (47).

### 3.3 Proof of inequality (51)

First, we represent \(d^2\rho/ds^2 = 2u \cdot d^2u/ds^2 + 2 \|du/ds\|^2\) by replacing \(d^2u/ds^2\) using the Hamilton equations of \(K\) given in the form (39):

\[
\frac{d^2\rho}{ds^2} = \Gamma_s \|u\|^2 + 2 \left( \frac{du}{ds} \right)^2 + \frac{1}{8} \sum (U_i - b_i) \sum u_j \left( \frac{\partial b_i}{\partial u_j} - \frac{\partial b_j}{\partial u_i} \right) - \frac{1}{2} \sum u_i \partial R_6 \frac{\partial}{\partial u_i},
\]

and then we replace \(2 \|du/ds\|^2 = (1/8) \|U - b\|^2\) using \(K(u(s), \phi(s), U(s), \Phi(s)) = 0\):

\[
\frac{d^2\rho}{ds^2} = 2\Gamma_s \|u\|^2 + \frac{\mu}{1 + \varepsilon \cos \phi} + \frac{1}{8} \sum (U_i - b_i) \sum u_j \left( \frac{\partial b_i}{\partial u_j} - \frac{\partial b_j}{\partial u_i} \right) - \frac{1}{2} \sum u_i \partial R_6 \frac{\partial}{\partial u_i} - R_6.
\]

(64)

Using (43), (46) and (45), (49), the terms in the second line of (64) are bounded by:

\[
\left| \frac{1}{2} \sum u_i \partial R_6 \frac{\partial}{\partial u_i} + R_6 \right| \leq \frac{1}{2} \sum u_i \partial R_6 \frac{\partial}{\partial u_i} \left| + |R_6| \leq \left( c_1 + \frac{1}{2} c_4 \right) \frac{1}{1 - \varepsilon} \|u\|^6,
\]

\[
\left| \sum (U_i - b_i) \sum u_j \left( \frac{\partial b_i}{\partial u_j} - \frac{\partial b_j}{\partial u_i} \right) \right| \left| \leq \|U - b\| \sum u_j \left( \frac{\partial b_i}{\partial u_j} - \frac{\partial b_j}{\partial u_i} \right) \right| \leq \leq c_3 \|U - b\| \|u\|^3 \leq c_3 c_6 \|u\|^3 \sqrt{\Gamma_0 \|u\|^2 + \frac{\mu}{1 - \varepsilon}}.
\]

Therefore, using \(\Gamma_s \geq \Gamma_0/2\) and (41), there exists a constant \(\gamma_3\) such that:

\[
\frac{d^2\rho}{ds^2} \geq \Gamma_0 \|u\|^2 + \frac{\mu}{1 + \varepsilon} - \frac{c_3 c_6}{8} \|u\|^3 \sqrt{\Gamma_0 \|u\|^2 + \frac{\mu}{1 - \varepsilon}} - \frac{2c_1 + c_4}{2(1 - \varepsilon)} \|u\|^6
\]

\[
\geq \Gamma_0 \|u\|^2 + \frac{\mu}{1 + \varepsilon} - \gamma_3 \|u\|^3 \max \left\{ \|u\| \sqrt{\Gamma_0}, \sqrt{\frac{\mu}{1 - \varepsilon}}, \frac{\mu}{1 - \varepsilon} \right\}
\]

\[
= \Gamma_0 \|u\|^2 + \frac{\mu}{1 + \varepsilon} - \gamma_3 \|u\|^3 \max \left\{ \|u\| \sqrt{\Gamma_0}, \sqrt{\frac{\mu}{1 - \varepsilon}} \right\}.
\]

(65)

Let us now consider the two cases:
- In the case: \( \|u\| \sqrt{\Gamma_0} \leq \sqrt{\mu/(1 - \varepsilon)} \), inequality (65) becomes:

\[
\frac{d^2 \rho}{ds^2} \geq \Gamma_0 \|u\|^2 + \frac{\mu}{1 + \varepsilon} - \gamma_3 \|u\|^3 \sqrt{\frac{\mu}{1 - \varepsilon}} \geq \Gamma_0 \|u\|^2 + \frac{\mu}{1 + \varepsilon} - \gamma_3 \|u\|^2 \frac{\mu}{(1 - \varepsilon)^2 \sqrt{\Gamma_0}}
\]

\[
\geq \frac{\Gamma_0}{2} \|u\|^2 + \frac{\mu}{1 + \varepsilon},
\]

where the last inequality is true if we assume:

\[ \mu \leq (1 - \varepsilon)^2 \frac{\Gamma_0^3}{2 \gamma_3}. \]

(66)

- In the case \( \|u\| \sqrt{\Gamma_0} \geq \sqrt{\mu/(1 - \varepsilon)} \), inequality (65) becomes:

\[
\frac{d^2 \rho}{ds^2} \geq \Gamma_0 \|u\|^2 + \frac{\mu}{1 + \varepsilon} - \gamma_3 \|u\|^4 \sqrt{\Gamma_0}
\]

\[
\geq \frac{\Gamma_0}{2} \|u\|^2 + \frac{\mu}{1 + \varepsilon},
\]

where the last inequality is true for all \( u \) satisfying:

\[ \|u\|^2 \leq \frac{\sqrt{\Gamma_0}}{2 \gamma_3}, \]

which is satisfied for all \( u \in B(\mu^{\frac{1}{4}}) \) if \( \mu^{\frac{1}{8}} \leq \sqrt{\Gamma_0/(2 \gamma_3)} \), or equivalently:

\[ \mu \leq \frac{1}{8 \gamma_3^3} \Gamma_0^\frac{3}{2}. \]

(67)

Therefore, we have proved inequality (51) if \( \mu \) satisfies (66) and (67), which are both satisfied by inequality (50) for any \( c_7 \) such that:

\[ c_7 \leq \min \left\{ \frac{1}{8 \gamma_3^3}, \frac{1}{2 \gamma_3} \right\}. \]

4 Numerical examples

4.1 The advantage of regularization: a numerical test

In order to assess the effectiveness of KS regularization of the ER3BP near the singularity at \( P_2 \) for numerical integrations we consider a fictitious simple scenario which is nevertheless representative (for the choice of the initial conditions) of realistic close encounters in the Solar System, such as the non-coplanar close encounters of comets with Jupiter, in the Sun-Jupiter ER3BP (here identified by the values \( \mu = 9.536433730801362 \times 10^{-4}, \varepsilon = 0.0489 \)). Precisely we consider the case, critical for the numerical integrations, of fast close encounters, where here we mean ‘fast’ both in the sense of Section 3 (see the caption of Fig. 1) and that the close encounter does not produce a temporary capture through the Lagrangian points \( L_1, L_2 \). We emphasize that fast close encounters are observed for
celestial bodies in the Solar System (see for example [15, 16] where the dynamics of comet 67P Churyumov-Gerasimenko, target of the recent Rosetta mission, is discussed in detail), and are used in Astrodynamics to accelerate spacecrafts.

In this subsection we consider a model example numerically integrated using a quadruple precision floating-point format with an explicit fixed step numerical integrator of the Runge-Kutta family (Luther’s method [29], RK6 for brevity) to analyze possible gains in the use of the KS regularization. The choice of using explicitly a fixed step integrator is motivated by the need to avoid any interference of a variable step strategy with the regularization, which automatically performs the reduction of the step size by adopting a fictitious independent variable. We also remark that, even if the RK6 integrator is not symplectic, it does not produce a relevant energy loss since fast close encounters occur in small time intervals.

Therefore, we choose orbits with initial conditions characterized by a high initial energy $\mathcal{E} > \mathcal{E}_4 := J(x_{L_4}, y_{L_4}, z_{L_4}, x_{L_4}', y_{L_4}', z_{L_4}', f_0)$, where $J$ is the $f$-dependent Jacobi “integral”:

$$J(x, y, z, x', y', z', f) = \frac{1}{2} ((x')^2 + (y')^2 + (z')^2) - \frac{1}{1 + \varepsilon \cos f} \left( \frac{1 - \mu}{d_1} + \frac{\mu}{d_2} + \frac{1}{2} (x^2 + y^2 - \varepsilon \cos f) \right), \quad (68)$$

having, in the vicinity of the secondary body, an important deflection of the trajectory with respect to the solutions of the Kepler problem defined by the Sun. Moreover, we consider orbits which are non-planar with Jupiter’s orbit. An efficient way to visualize the outcome of the regularization on fast close encounters is to consider the initial conditions already at their minimum distance from Jupiter, with $\mathcal{E} > \mathcal{E}_4$, with inclination different from 0, then to numerically integrate the orbit by first running a backward integration up to a sufficiently large distance (at least $d_2 = \|P - P_2\| > 1 = \|P_2 - P_1\|$), and then to switch to a forward integration lasting exactly twice the number of iterations of the previous operation, so that the upshot produces almost equal-length branches before and after the encounter (blue and red lines in top panels of Fig. 1). In such a way, we appreciate the whole dynamics with the deviation caused by the planet. More details on the choice of the initial conditions are given in the caption of Fig. 1; the physical parameters are drawn from the NASA Planetary Fact Sheet. The details of implementation of the numerical integration, including also the formulas for the computation of the initial condition in $(u, \phi, U, \Phi)$ variables for any given Cartesian initial condition $(x, y, z, p_1, p_2, p_3)$, are provided in Appendix A.2.

In Figs. 1 and 2 we illustrate the particle’s orbit: we set initial values so that the planetary flyby is of hyperbolic gravity-assist type and the heliocentric paths before and after the encounter are almost Keplerian ellipses.

In Table 1 we compare the numerical integration of the close encounter represented in Figs. 1 and 2 using both the Cartesian and the KS regularized equations of motion on a smaller true anomaly range, for different values of the integration steps. Precisely, using as initial condition the point of closest approach, we integrate the equations of motion backward up to $f_- \approx -0.5$, and then forward up to $f_+ \approx 0.5$, since $f_+ - f_- \approx 1$ represents

---

We recall that $J$ is not a first integral for the eccentricities $\varepsilon > 0$; therefore, the choice $\mathcal{E} > \mathcal{E}_4$ provides only a trial initial condition for having a fast close encounter.

https://nssdc.gsfc.nasa.gov/planetary/factsheet/
Figure 1: Physical orbit (reported in convenient aspect ratio for visual clarity) integrated backward in true anomaly up to $f = -2\pi$ and then forward up to $f = 2\pi$ following the arrow heads for $x_0 = 1 - \mu + 1.921451079855507 \cdot 10^{-3}$ (≈ 0.01 AU of altitude), $y_0 = z_0 = f_0 = 0$, $p_{x,0} = 0.2$, $p_{y,0} = 1.8$, $p_{z,0} = 0.6$. The corresponding KS-transformed quadruple precision initial data are:

$$u_1 = 0.0438343595807618585658005372351908591,$$
$$U_1 = 0.017537438323047538346610707549189101,$$
$$U_2 = 0.0702185800222737827036567637151165400,$$
$$U_3 = 0.0526012314969142580345362603111425415,$$
$$\Phi = -1.3822065668799341559904581860844111,$$
$$u_2 = u_3 = u_4 = \phi = U_4 = 0.$$

The yellow dot symbolizes the Sun, whereas the black thin style curve represents Jupiter’s elliptic motion. **Top panel:** Cartesian version (backward in blue overlapping the forward in red) traced in the rotating-pulsating frame $Oxyz$. **Left bottom panel:** Cartesian backward (blue) and forward (red) trajectory in the inertial barycentric frame $OXYZ$ (Appendix A.1) with osculating heliocentric ellipses belonging to mutually inclined planes. **Right bottom panel:** KS integration of the inertial trajectory in the forward case. The close encounter is of hyperbolic type (fast): $\Gamma_0 = 1.4282186 \leq \Gamma_s \leq \Gamma_s \mid_{\min d_2} < (3/2)\Gamma_0$ in $B(\mu^{\frac{3}{2}})$. 
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Figure 2: Projections on the coordinate planes of the right bottom panel of Fig. 1 on equal axis aspect ratio.
approximately the interval of the true anomaly in which the close encounter takes place. We compare both the conservation of the extended Hamiltonians \( \widehat{H} = H + \Phi \), \( \widehat{K} \) and the value of \( \|r\|, r = (x, y, z) \), at the end of the two numerical integrations. Since the numerical integration of the Cartesian equations of motion is carried out with a fixed step \( \Delta f \), while the numerical integration of the regularized equations of motion is carried out with a fixed step \( \Delta s \), in order to compare the outputs of the two numerical integrations at the same values of \( f \) we add a further iteration to the Cartesian numerical integration to reach the final value of \( f \) obtained with the KS numerical integration. We note the sharp advantage of the KS algorithm in terms of computational efficiency, providing a sharp reduction of the number of iterations needed to maintain a high level of accuracy in the representation of the trajectory around \( P_2 \).

We finally argue that, to maximize the computational efficiency in a long simulation, one should implement as usual a switching tool which works with the \( H \)-equations out of a ball centered at \( P_2 \), say the body’s Hill’s sphere, and the \( K \)-equations once inside.

As conclusive remark, since \( K \) and \( l \) are smooth functions in a neighborhood of \( P_2 \), we get that the invariances given by \( K(u, \phi, U, \Phi) = 0 \), \( l(u, U) = 0 \) are numerically satisfied with high precision, and eventually the machine precision is quickly reached after lowering \( \Delta s \) by about a factor of a hundredth (in a convergence profile, the rate of decay reflects the accuracy of the method, i.e., \( O(\Delta s^6) \)).
| $\Delta f$ ($Cart.$) | $||r(-0.5066821124431412)||$ | $||r(0.4961307051398083)||$ | $\# \text{ iter.}$ |
|---------------------|--------------------------|--------------------------|--------------------------|
| $2\pi \cdot 10^{-6}$ | 0.8553075048550535 | 0.9760051057296899 | 240244 |
| $2\pi \cdot 10^{-5}$ | 0.8553075048542582 | 0.9760051057288172 | 24026 |
| $2\pi \cdot 10^{-4}$ | 0.8553060796173549 | 0.9760054080001320 | 2404 |
| $2\pi \cdot 10^{-3}$ (*) | 0.8248588821498852 | 0.9897100124542644 | 241 |

| $\Delta s$ ($KS$ reg.) | $||r(f(-3.7\pi)||$ | $||r(f(3.5\pi)||$ | $\# \text{ iter.}$ |
|---------------------|--------------------------|--------------------------|--------------------------|
| $\pi \cdot 10^{-4}$ | 0.8553075048550521 | 0.9760051057296942 | 109000 |
| $\pi \cdot 10^{-3}$ | 0.8553075048550521 | 0.9760051057296942 | 109000 |
| $\pi \cdot 10^{-2}$ | 0.8553075048550522 | 0.9760051057296968 | 1090 |
| $\pi \cdot 10^{-1}$ | 0.8553075050607468 | 0.9760051591505222 | 109 |

Table 1: Comparison between Cartesian and KS integration for four consecutively increased step sizes in a small neighborhood of $f = s = 0$ (close approach). The propagations are performed backward in time up to

$$f(-3.7\pi) = -0.506682112443141208003735413674982089,$$

then forward up to

$$f(3.5\pi) = 0.496130705139808336532715403656106249,$$

according to choices of $s$ such that the true anomaly interval is almost symmetric with respect to the origin and sample nodes are multiple integers of every $\Delta s$ considered. For each case the step size is eventually adapted in order to evaluate the singular and regularized solution at same corresponding times (see text). The asterisk in the last Cartesian experiment indicates failure of the adopted numerical method (explicit RK6) to compute the orbit accurately. **Top panel:** norm of the solutions (rounded to 16 significant digits) and total number of iterations. **Bottom panel:** degree of conservation of the singular extended Hamiltonians (rounded to 11 significant digits), where $\hat{H}(0) = \hat{K}(0) = 0.$
4.2 Detection of multiple close encounters with RFLIs

Regularized fast Lyapunov indicators, introduced in [8, 25, 13] (see also [19]), are defined for the ER3BP by:

\[
\text{RFLI}(\xi_0, w_0; f_0, F) = \max_{f_0 \leq f \leq F} \log_{10} \frac{\|w(s(f))\|}{\|w_0\|} ,
\]

(69)

where:

- \(\xi_0 = (r_0, r'_0)\) is the initial position and initial velocity vector given in Cartesian coordinates; \(f\) is the true anomaly of the elliptic motion and \(f_0, F\) its initial and final values; \(s(f)\) denotes the proper time expressed as a function of \(f\);

- \(w(s)\) is the solution of the variational equations of Hamiltonian \(K\) obtained from the variational matrix (6) with initial conditions \(w(s(f_0)) = w_0\), computed for an orbit with initial conditions \(w(f_0), \phi(f_0), U(f_0), \Phi(f_0)\) provided by a local inversion of the KS transformation (cf. (77)–(79) in Appendix A.2; by changing the local inversion map, a change in the initial tangent vector should be applied accordingly, see [17]; however, in the experiments below we do not need to apply any local inversion map for the choice of the initial tangent vector and it suffices to fix the same vector in \(\mathbb{R}^8\) for all the integrations, see [17] for more details).

According to [14, 26, 16, 17], we also consider the modified indicator mFLI which is suitable to detect the fast close encounters of the ER3BP:

\[
\text{mFLI}_\chi(\xi_0, w_0; f_0, F) = \max_{f_0 \leq f \leq F} \int_0^{s(f)} \chi(q(f(s))) \frac{w(s) \cdot \frac{dw}{ds}(s)}{\|w(s)\|^2} ds ,
\]

(70)

where:

- \(q(f) = r(f) - (1 - \mu, 0, 0)\) represents the solution of the equations of motion with initial conditions \(\xi_0\);

- \(f(s)\) is the true anomaly of the elliptic motion expressed as a function of \(s\);

- \(\chi(q)\) is a function depending on a parameter \(\lambda > 0\):

\[
\chi(q) = \begin{cases} 
1 & \text{if } \|q\| \leq \frac{\lambda}{2} , \\
\frac{1}{2} \left[ \cos \left( \left( \frac{\|q\|}{\lambda} - \frac{1}{2} \right) \pi \right) + 1 \right] & \text{if } \frac{\lambda}{2} < \|q\| \leq \frac{3}{2} \lambda , \\
0 & \text{if } \|q\| > \frac{3}{2} \lambda ,
\end{cases}
\]

(71)

where \(\|q\| = d_2\) is the Cartesian distance \(\|P - P_2\|\) and \(\lambda\) is a parameter, that for close encounters is conveniently set as from 1 to 2 Hill’s radii \(r_h\) of \(P_2\).
Figure 3: Reference orbit for mFLI/RFLI computations in the Sun-Earth system. **Left panel:** Cartesian orbit in the inertial barycentric frame $OXYZ$ (green) approaching the Earth (black thin) at $f_c \approx 106^\circ$ from $f_0 = 0.9862623425908257$. The initial orbital elements of the test particle are: $a_P(f_0) = 1.3113706971044482$ (semimajor axis), $e_P(f_0) = 0.6$ (eccentricity), $f_P(f_0) = 0.22823102675215523$ (true anomaly), $i_P(f_0) = \omega_P(f_0) = \Omega_P(f_0) = 0$ (inclination, argument of pericenter, longitude of the ascending node). The yellow dot represents the Sun. **Right panel:** trend of $\Gamma_s > 0$ throughout the fast close encounter (note, indeed, that $\Gamma_s \approx \Gamma_0 \in [\Gamma_0/2, 3\Gamma_0/2]$).

In the following experiments, we aim to detect multiple fast close encounters for small values of $\mu < 1/10$ using the indicators RFLI and mFLI above. We consider the Sun-Earth spatial ER3BP ($\mu = 3.00347 \cdot 10^{-6}$, $\varepsilon = 0.0167$).

We start from a planar reference orbit characterized by a remarkably fast close encounter with the Earth, i.e., with $\Gamma_0 > 0$ sufficiently large entering the Hill’s sphere; then we suitably vary initial conditions $(x, x')$ in a neighborhood of those of the reference orbit to explore the nearby phase space. We take initial conditions corresponding to a 2:3 mean-motion resonant orbit in the Keplerian approximation intersecting the Earth’s orbit, with pericenter interior to the Earth’s trajectory and aligned with the planet’s one on the X-axis of the inertial frame. We synchronize times in order to have an exact collision in the future at the first intersection on the Keplerian ellipses by starting with $P$ and $P_2$ located well apart, say, for convenience, at a relative distance $\|P - P_2\| (f_0) = 1/\sqrt{2} > \|P_2 - P_1\| (0)/2 = (1 - \varepsilon)/2$ expressed in the inertial frame. The resulting orbit is integrated in Fig. 3, complemented by $\Gamma_s$ during the Hill’s sphere crossing.

At this stage, we compute the indicator (70) on a grid of initial conditions $(x, x')$ equally spaced in the two coordinates, while keeping fixed $y, z, y', z'$ and setting $\Phi = -\mathcal{H}(x, y, z, p_1, p_2, p_3, f_0)$ to perform the regularization. We slightly move away from the reference orbit until the mFLI portrays fast close encounter structures in the phase space and we therein increase the resolution. Additionally, for a better visualization and to include multiple close encounter orbits, we extend the integration interval from $f_0$ up to $F = f_c + 15\pi + 2$, with $f_0, f_c$ given in the caption of Fig. 3. The outcome reproducing fast close encounter loci is reported in the top panel of Fig. 4.

The spatial continuation of these loci can be inspected by integrating orbits with nonzero initial $z'$ (or $z$) starting from the planar structures. In the bottom panel of Fig. 4 we compute such continuations in the $(x, z')$ section for positive and negative $z'$ upon setting, respectively, $x' = x'_{\max}$ and $x' = x'_{\min}$ for all the grid points, where $x' \in [x'_{\min}, x'_{\max}]$ in the planar chart.
Figure 4: mFLI_λ charts of the Sun-Earth ER3BP over 1000×1000 regularly spaced initial conditions close to those of Fig. 3. Here λ = r_H in χ and w_0 ∈ S^7. Top panel: planar section with three magnifications of the close encounter lobes emerging diagonally in the figure. In the central magnification we discern three main lobes (middle, lower, upper), on which sample orbits ℓ_M, ℓ_L, ℓ_U are taken, respectively. Bottom panel: spatial sections merged to corresponding above planar magnifications of the main lobes. The effect is a continuation of the close encounter structures along the z'-axis. Sample orbits ℓ_M^+, ℓ_U^+ are taken on the positive z'-extensions of the main lobes (left), while sample orbits ℓ_M^−, ℓ_L^− are taken on the negative z'-extensions of the main lobes (right).
Figure 5: RFLI, mFLI, $\Gamma_s$ and $d_2$ as functions of $s$ for the sample orbits of Fig. 4. **Top left panel:** RFLI($s$). **Top right panel:** mFLI($s$). **Bottom left panel:** $\Gamma_s$ along the whole propagation (dashed) and in $B(\mu^\pm)$ (solid colored). **Bottom right panel:** $d_2(s)$ in $B(\mu^\pm)$ (solid colored) and graph continuations outside $B(\mu^\pm)$ (dashed).

The lobes depicted in Fig. 4 correspond to single or multiple close encounter orbits, as well as to deeper or less deep encounters. We explore the nature of these lobes by considering the sample orbits (indicated in the same figure) $\ell_M$, $\ell_L$, $\ell_U$ when $z' = 0$, $\ell^+_M$, $\ell^+_U$ when $z' > 0$ and $\ell^-_M$, $\ell^-_L$ when $z' < 0$. We plot in Fig. 5 RFLI($s$), mFLI($s$), $\Gamma_s$ for $s \in [0, s(F)]$ and $d_2(s)$ in a neighborhood containing the Hill’s sphere for each selected orbit.

In the top left plot, we observe the strong divergence of orbits with close initial conditions for all the orbits pinpointed by a growing RFLI. In the top right plot, we can distinguish between orbits facing either 1, 2 or 3 close encounters with the Earth by looking at their jumps in the mFLI. Qualitatively, we can better determine the strength of the approaches by comparing their minimum distance $d_2$ in the bottom right plot: we find that the orbits on the middle lobe (label ‘$M$’) have a single strong close encounter (small min $d_2$ and high mFLI jump); the orbits on the lower lobe (label ‘$L$’) have a double close encounter on the plane, the first weak (high min $d_2$ and low mFLI jump) and the second strong, whilst a single medium-strong close encounter going into the space; the orbits on the upper lobe (label ‘$U$’) have a triple close encounter on the plane, the first weak, the second and third medium, whilst a double close encounter going into the space, the first medium and the second weak. According to this analysis, the development of the dynamics in the third spatial dimension appears to reduce the chance for fast close encounters, which seems intuitive given the extra degree of freedom coming into play. Nonetheless, it is worth mentioning that an intrinsic limitation is due to the finite resolution of the portraits in Fig. 4: more refined grids reveal further distinct branches inside the visible lobes with possible different dynamical features in terms of
close encounter detection.

Finally, in the bottom plot of Fig. 5, we verify the hyperbolicity of each encounter by looking at its variation of $\Gamma_s$ in the Hill’s sphere (almost null, see Fig. 3), which fulfills the properties of Section 3. The occurrences, position and length of each colored line provide information on the number, moment and duration in proper time of the corresponding encounters along every orbit, where by ‘duration’ we mean the time spent in the Hill’s sphere.

The last result that we report is Fig. 6. On the same grid $(x, x')$ of the central zoom-in of top panel of Fig. 4, we compute the Tisserand parameter

$$\mathcal{T} = \frac{1}{a_P} + 2 \cos i_P \sqrt{a_P(1 - e_P^2)} \quad (72)$$

at final value $f = F$, which is subject to a more significant variation when close approaches occur. Comparing to Fig. 4, we can notice that only fewer and less detailed structures are replicated, like the three main lobes identified above, corresponding to the deepest encounters. This further supports the effectiveness of the indicator $(70)$.
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A Appendix

A.1 From the rotating-pulsating to the inertial reference frame

In the ER3BP the primary and the secondary bodies rotate non-uniformly around their common center of mass and have constantly varying relative distance. The rotating-pulsating frame $Oxyz$ then represents the straightforward extension of the synodic frame of the circular case by:

(i) rotating by $f(t)$, thus with non-constant angular speed $\dot{f}$;
(ii) pulsating in order to rescale lengths by a factor $1/\varrho(f(t))$, where

$$\varrho(f) = \frac{1 - \varepsilon^2}{1 + \varepsilon \cos f} \quad (73)$$

is the primaries’ Keplerian ellipse according to units in Section 1.

In this way $P_1$ and $P_2$ appear at rest and $\|P_2 - P_1\| = 1$.

The two prescriptions translate mathematically in the application of a rotation matrix $\mathcal{R}(f) \in SO(3)$ and the scaling factor $\varrho(f)$ to a vector $r = (x, y, z) \in \mathbb{R}^3$ in $Oxyz$ to retrieve a vector $R = (X, Y, Z) \in \mathbb{R}^3$ in the inertial frame $OXYZ$:

$$R = \varrho(f)\mathcal{R}(f)r, \quad (74)$$

where

$$\mathcal{R}(f) = \begin{pmatrix} \cos f & -\sin f & 0 \\ \sin f & \cos f & 0 \\ 0 & 0 & 1 \end{pmatrix}. \quad (75)$$

### A.2 Implementation procedure

We rely to the following roadmap to conduct the regularization numerically:

(i) **Initial conditions.** Given an initial Cartesian datum $(x_0, y_0, z_0, p_{x,0}, p_{y,0}, p_{z,0})$ at $f = f_0$, define:

$$\Phi_0 = -\mathcal{H}(x_0, y_0, z_0, p_{x,0}, p_{y,0}, p_{z,0}, f_0), \quad \phi_0 = f_0. \quad (77)$$

(ii) **Transformed initial conditions.** The correspondence between

$$(u_1(0), u_2(0), u_3(0), u_4(0), \phi(0), U_1(0), U_2(0), U_3(0), U_4(0), \Phi(0))$$

and

$$(x(f_0), y(f_0), z(f_0), \phi(f_0), p_1(f_0), p_2(f_0), p_3(f_0), \Phi(f_0))$$

is clearly not one-to-one. In order to close the problem, it is sufficient to consider the following local pre-images of the map $\pi(u)$ [11] extended to the momenta and that identically fulfill the condition on the bilinear form:

$$\check{\pi}_-^{-1}: T^*((\mathbb{R}^3 \setminus \{(q_1, 0, 0): q_1 \geq 0\}) \times \mathbb{T}) \longrightarrow T^*((\mathbb{R}^4 \setminus \mathcal{C}) \times \mathbb{T}) \cap \{l = 0\}$$

$$\check{\pi}_+^{-1}: T^*((\mathbb{R}^3 \setminus \{(q_1, 0, 0): q_1 \leq 0\}) \times \mathbb{T}) \longrightarrow T^*((\mathbb{R}^4 \setminus \mathcal{C}) \times \mathbb{T}) \cap \{l = 0\} \quad (76)$$

such that:

$$\check{\pi}_-^{-1}(q, \phi, \bar{p}, \Phi) = (\pi_-(q), \phi, 2A(\pi_-^{-1}(q))^T(\bar{p}, 0), \Phi)$$

$$\check{\pi}_+^{-1}(q, \phi, \bar{p}, \Phi) = (\pi_+(q), \phi, 2A(\pi_+^{-1}(q))^T(\bar{p}, 0), \Phi), \quad (77)$$

where

$$\bar{p} = (p_1, p_2 - 1 + \mu, p_3), \quad (78)$$

32
and

\[
\pi^{-1}(q) = \left( \frac{q_2}{\sqrt{2(d - q_1)}}, \frac{d - q_1}{2}, 0, \frac{q_3}{\sqrt{2(d - q_1)}} \right)
\]

\[
\pi^{+1}(q) = \left( \frac{d + q_1}{2}, \frac{q_2}{\sqrt{2(d + q_1)}}, \frac{q_3}{\sqrt{2(d + q_1)}}, 0 \right)
\]

(79)

with \( d = d_2 = \sqrt{q_1^2 + q_2^2 + q_3^2} \).

(iii) **Original solutions.** Numerically integrate the Hamilton equations of the regularized Hamiltonian \( K \) and retrieve the solutions of the Hamilton equations of the original Hamiltonian \( H \) with a simple projection:

\[
\begin{align*}
  x_k &= u_{1,k}^2 - u_{2,k}^2 - u_{3,k}^2 + u_{4,k}^2 + 1 - \mu \\
  y_k &= 2u_{1,k}u_{2,k} - 2u_{3,k}u_{4,k} \\
  z_k &= 2u_{3,k}u_{4,k} + 2u_{4,k}u_{2,k} \\
  p_{x,k} &= \frac{1}{2||u_k||^2}(u_{1,k}U_{1,k} - u_{2,k}U_{2,k} - u_{3,k}U_{3,k} + u_{4,k}U_{4,k}) \\
  p_{y,k} &= \frac{1}{2||u_k||^2}(u_{2,k}U_{1,k} + u_{1,k}U_{2,k} - u_{4,k}U_{3,k} - u_{3,k}U_{4,k}) + 1 - \mu \\
  p_{z,k} &= \frac{1}{2||u_k||^2}(u_{3,k}U_{1,k} + u_{4,k}U_{2,k} + u_{1,k}U_{3,k} + u_{2,k}U_{4,k})
\end{align*}
\]

(80)

at the sample points \( f_k = f(s_k), \ k = 1, 2, \ldots, K \), given by numerically integrating (38).
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