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Abstract
This paper aims to improve the channel estimation (CE) in the indoor visible light communication (VLC) system. We propose a system that depends on a comparison between Deep Neural Networks (DNN) and Kalman Filter (KF) algorithm for two optical modulation techniques; asymmetrically clipped optical-orthogonal frequency-division multiplexing (ACO-OFDM) and direct current optical-orthogonal frequency division multiplexing (DCO-OFDM). The channel estimation can be evaluated by changing the rate of errors in the received bits, where increased error means a performance decrease of the system and vice versa. Receiving less errors at the receiver indicates improved channel estimation and system performance. Thus, the main aim of our proposal is decreasing the error rate by using different estimators. Using the simulation results with the metric parameter of bit error rate (BER) aims to determine the improvement ratio between different systems. The proposed model is trained with OFDM signal samples with labels, where the labels represent the received signal after applying OFDM travelling across the medium. At a BER = 10⁻³ with DCO-OFDM, the DNN outperforms KF with 1.6 dB (7.6%) at the bit energy per noise ($E_b/N_0$) axis. Also, for ACO-OFDM at BER = 10⁻³, the DNN achieves better results than KF by about 1.3 dB (8.12%) at the ($E_b/N_0$). At different values of $M$ in QAM, the DNN outperforms KF for ACO-OFDM by average improvement of ~1 dB (~11.5%).
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1 Introduction

Recently, VLC and the technology of intriguing applied visibled light for both data transfer and illumination. PWM, PPM, OOK, and OFDM are some of the modulation techniques utilized in VLC systems [Moustafa H. Aly 2021]. The optical transmission data through channel is represented as a power and so, it cannot have any negative values. To guarantee that, OFDM applied in DCO-OFDM and ACO-OFDM are used in this research. For measuring the performance of the channel estimation to indoor VLC system. Both of BER and $\left(\frac{E_b}{N_0}\right)$ are used to assess the channel estimate system’s performance.

The KF is considered as an optimal estimator and can be used for different applications, like channel estimation as in Shawky et al. (2018a, b), positioning and localization systems (Shawky et al. 2020, 2021). Authors in Shawky et al. (2018a, b) performed a comparison between KF, least square (LS) and minimum mean square error (MMSE) methods using both ACO-OFDM and DCO-OFDM, showing that KF outperforms both LS and MMSE. Also, when using ACO-OFDM, the BER is improved than that in of DCO-OFDM. The improved percentage for using KF with DCO-OFDM is nearly 4.3% and for using KF with ACO-OFDM is about 5.6%, that mean using ACO-OFDM outperforms DCO-OFDM by 1.3% improving in CE for indoor VLC. In [E. B. Bektas and E. Panayirci 2021], channel sparsity is exploited to VLC and DCO-OFDM in attendance of the noise clipping. The simulation results illustrate the converges of algorithm in the top of two iterations and that leads to enhance MSE and BER performance, outperforming CE algorithms, having no clipping noise mitigation capability. To deal with severe channel defects, a deep learning equalisation approach was developed in Miao et al. (2021). The proposed approach used twoicne subnets for replacing the demodulation module for the conventional system to learn the nonlinearity of channel and the symbol de-mapping relation of the training data by utilizing the replicating of the block-by-block signal processing block in OFDM. The output demonstrates the addresses of the proposed system of the overall channel impairments efficiently and recovers the input with enhance BER performance.

In Wu et al. (2020), the authors introduced enhancing CE for indoor VLC by applying deep learning utilizing DNN to improve CE by fewer pilots. The results validated the feasibility of DNN-based CE.

Some learning methods, including Channel State Information positioning (Wang et al. 2016), equalization of the channel (Chen et al. 1990), and CE (Wu et al. 2020), have also shown to be effective in VCL fields. The authors of Zhang et al. (2018) presented a CE strategy based on a fast and flexible de-noising convolutional neural network (FFDNet), which considered the response of both time and frequency of a fast fade channel like a 2D image.

In our work, we applied several techniques to enhance CE like neural network with deep learning utilized KF for DCO-OFDM and ACO-OFDM. BER is used to assess performance. The findings show that deep learning approaches could be used to learn and assess channel properties, develop a model to help recovering distorted signals, and replace standard CE. The obtained results reveal that deep learning makes exploration potential to enhance CE.

The reminder of this paper is arranged as follows. Section 2 describes the DCO-OFDM and ACO-OFDM system models. The DNN algorithm is explained in Sect. 3. In Sect. 4, the system results are displayed and discussed. Finally, the work conclusion is shown in Sect. 5.
2 System model

2.1 DCO-OFDM

The DCO-OFDM block diagram is shown in Fig. 1. The modulation of the input signal is done using the quadrature amplitude modulation (QAM) technique and the Hermitian symmetry (HS) is used as in Shawky et al. (2018a, b) to get real values after QAM. To obtain a time domain signal inverse fast Fourier transform (IFFT) block is used with N subcarriers. To avoid a cyclic prefix and intersymbol interference, we applied OFDM. For cancelling negative signal, add the bias shift the signal to be all in positive values. The optical signal is transmitted through the channel. At the receiver, a line of sight (LoS) received signal is detected by the photodiode.

Inverse operations of the transmitter are done at the receiver. First remove DC bias and then remove CP. The output of pilot signals is used to estimate the channel by different techniques. FFT is used to return back to frequency domain. The output of QAM demodulation is used to obtain the output bit stream. The CE is applied for recovering the received data. CE is depending on utilizing known symbols at receiver that is known by pilot.

2.2 ACO-OFDM

The ACO-OFDM diagram is shown in Fig. 2. As described in DCO-OFDM. HS, IFFT and CP are used to get non-negative symbols, convert to time domain and to avoid ISI. ACO-OFDM includes the input of odd signal that helps in clipping the non-negative signal without effect on its amplitude and the distortion (Wang et al. 2015; Dissanayake et al. 2013) (Fig. 3).

2.3 Kalman filter algorithm

As described in [2], the KF is depending on the autoregressive which is used to channel model easily. In the KF, the coefficients \( h_k \) of the channel are modeled using the AR dynamic process (Shawky et al. 2018a, b)
where $k$ represents the OFDM symbol, $\alpha_n$ is the correlation time of the channel with respect to $k^{th}$ and $(k + 1)^{th}$ OFDM symbols for the $n^{th}$ sub-carrier and $\nu_{k,n}$ is a Gaussian white noise.

First, consider only an AR model, where the channel response can be expressed as state $x$ as following algorithm (Jain et al. 2014; Wang et al. 1996).

**Predict step:**
Prediction state
\[
\hat{x}_{k/1} = A_k \hat{x}_{k-1/k-1} + B_k u_k
\]  
(2)

Measurement formula
\[
z_k = h_k^T + \nu_k
\]  
(3)
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Prediction covariance

\[ P_{k/k-1} = A_k P_{k-1/k-1} A_k^T + Q_k \]  (4)

Update step:
Compute Kalman gain as

\[ K_k = P_{k/k-1} H_k^T (H_k P_{k/k-1} A_k^T + R_k)^{-1} \]  (5)

Updated estimate with \( z_k \)

\[ \hat{x}_{k/k} = \hat{x}_{k/k-1} + K_k (z_k - H_k \hat{x}_{k/k-1}) \]  (6)

Updated the error covariance:

\[ P_{k/k} = (I - K_k H_k) P_{k/k-1} \]  (7)

where \( X_k \) is the estimation state at \( k \). \( P_k \) is a matrix of the covariance error (a measure of the estimation that occurs at the estimation state). \( A_k \) is the transition state model. \( H_k \) is a model of the observation, \( Q_k \) is process noise covariance, and \( R_k \) is the observation noise covariance.

3 Channel estimation deep learning based methods

The CE techniques are necessary for enhanced recovering data in receiver side.

3.1 DNN model

The number of layers in a neural network is referred to as deep. DNNs have more than one hidden layer, whereas shallow neural networks only have one. It is assumed that observations are the results of interactions between many causes, and that broken down into some layers, signifying the multi-layered abstraction of observed values.

The train is offline in this paper, but the implementation is online. The model is trained using both of OFDM samples and the labels. As illustrated in Fig. 4, the internal layer of neural for DNN is separated to three kinds: input layer, hidden layer, and output layer.

The intermediate layers are connected for the point of the \( i^{th} \) layer and should be concatenated with any point of the \( i + 1^{th} \) layer. The active and linear operations are done by the forward propagation via the matrix the input value vector, the bias vector, and the weight coefficient (w). The input layer is started firstly, then, calculate the backward layer, and output layer to gain the final result. The propagation forwarded is calculated:

\[ y_i^{(l)} = w_i^{(l)} x^{(l-1)} + b_i^{(l)} \]  (8)

\[ x_i^{(l)} = f(y_i^{(l)}) \]  (9)

where \( l \) means the \( l^{th} \) layer, \( i \) represents the \( i^{th} \) point of the layer, and \( f(.) \) is the function of activation. The loss function is mandatory in the backpropagation to evaluate the change between the output calculations using the actual a sample of training output and the
training sample, while the results from the calculation of a sample of the training utilizing the algorithm of the forward propagation and can utilize $L_2$ like the loss function [16].

$$L_2 = \frac{1}{N} \sum_k (\hat{Y}(k) - Y(k))^2$$

(10)

where $\hat{Y}(k)$ is the prediction parameter and $Y(k)$ is the controlling parameter in this case of symbols transmission. The following formula is anticipated to be minimized for each sample

$$Q(\theta) = \frac{1}{2} \|x_i^{(l)} - u\|_2^2 = \frac{1}{2} \|f\left(w^l x^{(l-1)} + b_i^{(l)}\right) - u\|_2^2$$

(11)

Neural network layers will make estimations. As a result, the standard regression problem gradient descent method cannot be utilized to decrease the loss function, and the estimation error must be addressed and optimized layer after layer. The backpropagation algorithm optimizes estimation for a neural network multi-layer. First, each layer prediction error is used as a vector (\(l\)) and is written as (Qiu et al. 2019)

$$\delta^{(l)} = \begin{cases} x^{(l)} - u, & l = L \\ (w^{(l+1)} \delta^{(l+1)})^T \circ f'(x^{(l)}) , & l = 2, 3, \ldots, L - 1 \end{cases}$$

(12)

The activation function must be nonlinear since the outcomes from each layer are a linear function of the top layer. The neural network output no longer has to be a linear combination of inputs when a nonlinear function is used as an activation function, and it can approximate any function. Tanh and Rectified linear activation unit (Relu) (Sharma et al. 2017) are the activation functions, which are defined as

$$\sigma_{Relu}(S) = \max(0, S)$$

(13)

$$Tanh(s) = \frac{e^{2S} - 1}{e^{2S} + 1}$$

(14)

where $S$ is convolutional data, Relu is a popular function activation for the deep neural networks that is becoming increasingly rapidly. The Tanh activation function appears to be
a Sigmoid at first appearance, and is utilized in the final layer to transfer the value of the input to an output.

3.2 DNN model training

The input of external node uses an activation function to determine the output, which helps with de-linearization. The bias may be seen like a specific input as additive radio noise; the input correlates to the weight, that is the related relevance for the input received using this node; the bias is a particular input such like additive radio noise.

Our proposed model has seven levels, five of which are hidden layers. Each layer has 256, 500, 500, 120, 120, 60, and 16 neurons. There is a relation between the neurons number and the data vector length for both the input and output. Neurons number in the network input layer is $n = 1024$, that is OFDM subcarriers. As transmitted data, a random binary integer $b_i$ is generated, which is then can be modulated with m-mod to become 128 complex values, that are the training signal. The label corresponds to the $b_i$-generated constellation point. The $L_2$ loss, which is used to train the model, describes the input and the label difference.

We employ the Relu function as an function activation in the intermediate layers, and the Tanh function in the output layer to get the output in the interval 0, 1. The dropout is defined into the training to avoid over-fitting. When we train a batch of training data, we delete the hidden layer neurons randomly and partially, then use the neural network to cancel the hidden layer to accept the training data, and then utilize this network to cancel a portion of the neurons to complete a round of parameter update. First, restoring the DNN model is done in the connected form then, the data training batch, following which the coefficients of particular hidden layer neurons can be adjusted. When we train a batch of training data, we delete the hidden layer neurons randomly and partially, then use the neural network to cancel the hidden layer to accept the training data, and then utilize this network to cancel a portion of the neurons to complete a round of parameter update. First, restoring the DNN model is done in the connected form then, the data training batch, following which the coefficients of particular hidden layer neurons can be adjusted.

Moreover, the batch size is set to be 32 and the maximum pool size is adjusted to be 4×4 with stride 4×4. Furthermore, the number of epoch is set to be 50. These parameters are utilized to achieve the best performance. The procedure and findings are summarized in Table 1.

As a future work, we can use the optimization in DNN to decrease the error rate to reach the optimum error. The main control factor in this case is the hyper-paramter (HP) which is a machine learning parameter that must be fixed before the training process begins. As a result, unlike the value of parameters (e.g., weights) that may be taught during the training process, HPs (e.g., learning rate, batch size, and number of hidden nodes) cannot be learned during the learning process. HPs can affect the quality of the model produced by the training process as well as the algorithm time and memory requirements (Mai et al. 2019).

4 Results and discussion

According to the system models of ACO-OFDM and DCO-OFDM for indoor VLC system, shown in Figs. 1 and 2, our simulations use the KF algorithm and DNN model. In empty room with dimensions ($5 \times 5 \times 3$) m3 for LOS channel response, Additive White Gaussian Noise (AWGN) is added to the signal through the wireless channel. An LED is used in transmitter and a photodiode is used in receiver with air as an indoor optical channel. The
| Setup | Learning rate | Optimizer          | Activation function | Dropout | Batch size | Max pool size | Stride | Loss                      | Epoch |
|-------|---------------|--------------------|---------------------|---------|------------|---------------|--------|---------------------------|-------|
| DNN   | 0.0001        | Adam with Alpha = 10^{-3} | Relu, Tanh          | 0.5     | 32         | 4 × 4          | 4 × 4  | Categorical_crossentropy  | 50    |
| DNN   | 0.001         | SGD                | Sigmoid             | 0.25    | 16         | 8 × 8          | 1 × 1  | Categorical_crossentropy  | 30    |
the photodiode should be with high sensitivity. Hence, we have chosen avalanche photodiode to be used where is characterized by a greater level of sensitivity, high performance and fast response time.

Figure 5 illustrates the performance of the CE for both DNN and KF using ACO-OFDM and DCO-OFDM modulation techniques. BER and $E_b/N_0$ axes are units of measuring the performance. Using 1024 OFDM subcarriers and $M=128$ for QAM modulation, the results confirm that ACO-OFDM outperforms DCO-OFDM for both DNN and KF. The DNN achieves better results than KF for ACO-OFDM and DCO-OFDM. At BER $= 10^{-3}$ with ACO-OFDM, the DNN outperform 1.3 dB (8.12%) for $E_b/N_0$ axis than KF, and at BER $= 10^{-3}$ with DCO-OFDM, DNN outperforms 1.6 dB (7.6%) for $E_b/N_0$ axis than KF.

In [2], there is a comparison between LS, MMSE and KF for different values of $M$ and KF outperforms both of LS and MMSE. Here, we perform a comparison between different values of the constellation $M=16, 32, 64$ and 128 for QAM modulation between KF and DNN. Figure 6 illustrates this comparison for ACO-OFDM between DNN and KF. The DNN achieves better results than KF for different constellation values. At BER $= 10^{-3}$, there is an improvement for DNN over KF by ~ 1 dB (~11.5%) for $E_b/N_0$ axis for $M = 16, 32, 64$ and 128.

5 Conclusion

This paper aims to improve the CE using DNN and KF with different modulation techniques ACO-OFDM and DCO-OFDM, our results improve the performance of VLC system. There is a positive relationship between improving the CE and decreasing BER that declares the importance of choosing BER as a metric parameter in the simulations. Comparing DNN and KF for ACO-OFDM and DCO-OFDM, in both ACO-OFDM and DCO-OFDM modulation techniques, the DNN achieves better results over KF by about 8.12%
and 7.6%, respectively. Using the QAM modulation technique with different values of M, again, the DNN outperforms KF for ACO-OFDM by average improvement about 11.5%. As a future work, we can use the optimization in DNN to decrease the error rate to reach the optimum error.
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