Multi-Resolution Weed Classification via Convolutional Neural Network and Superpixel Based Local Binary Pattern Using Remote Sensing Images
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Abstract: Automatic weed detection and classification faces the challenges of large intraclass variation and high spectral similarity to other vegetation. With the availability of new high-resolution remote sensing data from various platforms and sensors, it is possible to capture both spectral and spatial characteristics of weed species at multiple scales. Effective multi-resolution feature learning is then desirable to extract distinctive intensity, texture and shape features of each category of weed to enhance the weed separability. We propose a feature extraction method using a Convolutional Neural Network (CNN) and superpixel based Local Binary Pattern (LBP). Both middle and high level spatial features are learned using the CNN. Local texture features from superpixel-based LBP are extracted, and are also used as input to Support Vector Machines (SVM) for weed classification. Experimental results on the hyperspectral and remote sensing datasets verify the effectiveness of the proposed method, and show that it outperforms several feature extraction approaches.

Keywords: hyperspectral images; weed mapping; multi-resolution; local binary pattern (LBP); convolutional neural network (CNN)

1. Introduction

Weeds have global impact on economy, environment, public welfare and livestock [1]. Hence, continuous weed monitoring and control are inevitable. There is a strong need for the development of automated systems that can correctly recognize weed categories at the right time to make weed control effective and efficient. Remote sensing is a powerful means to monitor land cover and has a great potential to provide weed mapping with the aid of advanced data analysis tools.

In the literature, several methods have been proposed to classify weed category using different sensors. The main idea of weed classification is to capture the image of the vegetation from the field, process it using different feature extraction methods and then characterize each category of crop and weed. It can be facilitated by removing sensing that provides wide coverage and frequent observations via Red-Green-Blue (RGB) images, multi-spectral images (MSI) or hyper-spectral images (HSI).

Extensive research has been conducted to identify each category of weed. Pixel-based classification methods have been used by researchers to differentiate the background from crops [2,3]. With the availability of high-resolution hyperspectral sensors, it is possible to deploy object-based classification methods [4,5]. Object-based weed classification incorporates both spatial and spectral information, which has several advantages compared to the pixel-based classification methods when only spectral information of the material is required. It can extract the shape and textural features of each category of weed to improve the separability between weeds and other vegetation.
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RGB images have been broadly utilized for weed mapping since they are simple and easy to adopt [3, 4, 6–10]. A Support Vector Machine (SVM) was used with RGB images for the arrangement of maize crops and sunflowers [11], where spectral intensity, textures, shapes, and geometrical properties were the attributes used for the classification. RGB images were also exploited for grouping of the species [7, 8]. The texture and color details were extracted using neural networks to improve discriminant capacity [9]. A learning tactic was applied, which relied on decision trees for identifying vegetation using RGB images [10]. Recently, home lawn weed detection system using deep learning was established [3] using synthetic RGB images. Synthetic RGB images were formed artificially to generate a large dataset for deep network training. Hung et al. [4] used Unmanned Aerial Vehicle (UAV) to capture high-resolution RGB images for recognition of three weed types via feature learning. All the above methods utilized color images containing three bands in the visible range. Using pixel-based classification methods, multispectral images were used for weed mapping [2]. Multispectral/hyperspectral images contain a large number of contiguous and narrow bands. Consequently, more comprehensive spectral features could also be extracted [12].

The most dominant texture descriptor is Local Binary Pattern (LBP) [13, 14], which has been successfully applied to face recognition and texture classification [15–18]. The LBP operator is a powerful means of feature extraction since it is rotational-invariant [13]. The LBP model has also been applied to remote sensing image analysis based on both spectral and spatial information. The LBP model was combined with fuzzy C-means algorithms [19] for the classification of multispectral images. The authors in [20] proposed a modified texture descriptor using LBP operator for land use and land cover classification via very high-resolution satellite imagery. LBP and Gabor filters were utilized in a subset of bands from HSIs to generate a complete set of texture data [21]. These spatial features were then concatenated to perform scene classification. In this paper, the LBP operator is used as one of the components of the proposed method.

Superpixel segmentation has advanced an effective and economical strategy to present the arrangement of the spatial distribution of surface materials [22–24]. The simple linear iterative clustering (SLIC) algorithm proposed by Achanta et al. [24] has been widely used as a superpixel generation method in the field of remote sensing. In particular, SLIC algorithms combine similar neighboring pixels into superpixels, whose shapes and sizes are adaptable according to different spatial structure. There are several advantages of using superpixels such as noise removal, redundancy reduction, and computational load saving.

For extracting the spatial attributes within superpixels, Fang et al. [25] made use of the mean and weighted average filter. Li et al. [26] developed a superpixel-level sparse representation classification (SRC) structure for hyperspectral descriptions while Jia et al. [27] presented a multitask learning structure using superpixel for HSI classification. Based on superpixel and fuzzy logic, Chen et al. [28] proposed an improved framework for spectral and spatial classification. For HSI classification, He et al. [29] merged SVM and superpixel division. Hence, we exploit the benefits of superpixels for weed classification. Conventional computer vision-based weed classification systems have been developed that mainly rely on handcrafted features [30, 31]. Recently, Convolutional Neural Network (CNN) have spurred the use of end-to-end learning for the weed classification [32, 33] and for other areas in remote sensing [34, 35] to deal with the inflexibility and limitation of handcrafted methods. CNN is applied for the classification of weeds using MSI and RGB datasets. CNN has the ability to discover and learn semantic features appropriate for the organization of weeds. Using deep CNN, Ref. [36] assessed individual biomass extents of numerous dissimilar kinds of crops. Using RGB + Near-Infrared Reflectance (NIR) descriptions, two different CNN designs for classifying crop and weed are utilized [37].

Recent developments show the importance of deep learning techniques for weed classification [12, 38]. Cost-effective automatic weed classification can be done using UAV/airborne sensors. However, each UAV/airborne sensor captures images with its own specification. For example, the same weed can be captured at different altitudes with a different focal length, diameter of the
sensor and hence different resolutions. It is difficult to extract features from multi-resolution images using methods that are designed for different image resolutions. This multi-resolution problem is addressed in this study, where an automated method using CNN with superpixel based LBP coding is proposed. This method combines the features from different levels, i.e., local texture features are extracted from superpixel based LBP method and mid- and high-level spatial and spectral features from CNN. To the best of our knowledge, the multi-resolution issue has not been addressed so far using remote sensing images.

The following novel contributions are propounded in this study:

1. CNN’s are widely used for the classification and detection of different objects. However, it is the first time that CNN architecture with two dropout (DPO) and fully connected (FC) layers is investigated for the classification of weeds using HSI and MSI datasets.
2. We combine mid-level and high-level of features extracted from different layers of CNN to form a rich feature representation for the classification of weeds.
3. Local texture features from superpixels based LBP codes and CNN features are combined to improve weed separability from the multi-resolution remote sensing images.

The remainder of the paper is organised as follows: the proposed frameworks are described in Section 2. Dataset and implementation details, training strategy, experimental results and discussions are presented in Section 3. Section 4 concludes all the experiments and research findings.

2. Methodology

To deal with the challenging issue of multi-resolution images of weeds, this paper integrates CNN with superpixel treatments, LBP operator and SVM. The proposed architecture is shown in Figure 1.

![Proposed architecture of feature fusion using Multi-Layer Fused Convolution Neural Network (FCNN) and Superpixel based Local Binary Pattern (SPLBP) methods.](image)

**Figure 1.** Proposed architecture of feature fusion using Multi-Layer Fused Convolution Neural Network (FCNN) and Superpixel based Local Binary Pattern (SPLBP) methods.

2.1. Multi-Layer Fused Convolution Neural Network (FCNN)

CNN lies in one of the categories of artificial neural networks that has been successfully adapted to understand the visual imagery [39]. CNN architectures are commonly designed by gathering various convolutional layers, pooling layers, and nonlinearity layers. This hierarchy allows the CNN’s network to learn the data at multiple levels. Low-level features, such as edges and corners, are extracted from the bottom layers, and high-level semantic information is taken out from the top layers. CNN has the advantage of internal connection between each layer and weight sharing which helps the CNN architecture to achieve state-of-the-art results in Computer Vision and Natural Language Processing.
For weed classification, multi-resolution weed images with 2D structure are the CNN inputs. Then, 2D convolutional filters are applied. The size of input images to CNN architecture is $W_t \times H_t$ pixels. Each convolutional layer of the CNN architecture can be defined as follows:

$$F_{map}^W = \sum_{n=1}^{D} W_n * I^n + b,$$

where $I$ is the image or the feature map of the previous layer of size $W_i \times H_i \times D$ and filter bank $W$ of size $w \times h \times D$, $*$ is the discrete convolutional operator, $b$ corresponds to the trainable bias parameters and $F_{map}$ is the feature map of convolutional layer.

To introduce the nonlinearity in the model, the activation function is used. The most commonly used activation function after each convolutional layer is the rectified linear unit (ReLU). The ReLU layer consists of a nonlinearity function and is applied to the output of convolutional layer $F_{map}$. This nonlinearity layer can be computed as:

$$F_{NL} = f(F_{map}),$$

where $f(.)$ is defined as $f(x) = \max(0, x)$.

This nonlinearity layer sets all the negative numbers in the convolution matrix to zero while the positive numbers remain unchanged. To make the features robust against the distortion and noise, a pooling layer is adopted. Max pooling function has successfully been used in the literature after the activation layer. On each feature map, max operation is applied on spatial regions $G$ as follows:

$$F_{PL} = \max_{i \in G} F_{NL,i}.$$

CNN has the limitation of over-fitting and one way to avoid this is by having large training samples. There are, however, limited data available in remote sensing. In this paper, the data set is increased by data augmentation methods. Well-known and effective data augmentation methods [12], such as random cropping and rotation, are used to increase the data sets. The performance of the classifier depends upon the weight and bias parameters. Therefore, to find weights and biases that will minimize the error (i.e., minimizing the predicted values and the target values), the loss function is penalized by the misclassifications. The most commonly used loss function is the cross-entropy loss function:

$$L(x, t, p) = -\sum_{i} t_i \log p(x_i).$$

Herein, a Stochastic Gradient Descent (SGD) with back-propagation algorithm [40] is used in the paper for optimization. Based on the comparison of different optimizers conducted in [41], we used an SGD optimizer with momentum.

As stated above, CNN is based on feature learning, where each layer is taught to extract different types of features. With a human eye, we initially recognize edges of some objects and, as it comes closer, we recognize the whole object. However, only a small amount of information is available for the middle layers of the human brain. Generally, features extracted from the middle layers are the mixture of low and high-level features that can be used to distinguish each category of weed. Zeiler and Fergus [42] and Lee et al. [43] visually demonstrated features of each layer. From that visualization, low-level features extracted from the earlier CNN layers are different from the low-level feature extracted from the hand-crafted methods because these methods were designed for only specific problems. However, features extracted from each layer of trained CNN are used to extract useful features for the given set of images. For instance, mid-level features are successfully used for object recognition in different areas of computer vision [44,45]. More class-specific features can be extracted using layers before the final layer(s) and more significant features of each class can be extracted using the final layer [42]. Hence, features are extracted from the final layer as well as from previous layers to
have a more rich feature representation of each category of weed. The proposed model is shown in Figure 2. Extracted features from each layer is then concatenated to make a single feature vector as $\text{Feat}_{\text{FCNN}} = [\text{Feat}_{\text{FCNN}1}, \text{Feat}_{\text{FCNN}2}, \text{Feat}_{\text{FCNN}3}]$.

![Figure 2. Fused CNN architecture of using mid and high-level features.](image)

### 2.2. Superpixel-Based Local Binary Pattern (SPLBP)

LBP is suitable to extract local texture features. To make its spatial properties more effective and descriptive, LBP is applied at superpixel levels. The SLIC based superpixel segmentation method is widely used by the researchers in remote sensing. With this multi-resolution challenge, it is important to utilize a strategy that divides the image into non-uniform regions depending upon the structure of the object. Weeds generally are of different shapes and structures. Therefore, it is important to segment the image based on the structure of the weeds so that in-depth features can be extracted. Superpixels can be generated using SLIC as follows [46]:

1. The input image is converted to the CIELAB color space.
2. The five-dimensional vector $(l, a, b, x, y)$ is obtained from each pixel, where $(l, a, b)$ are the LAB pixel components and $(x, y)$ are the coordinates of the image pixel.
3. To achieve the clustering on a five-dimensional vector, pixel similarity metric is constructed. The similarity metric $D_{ij}$ between pixels $x_i$ and $x_j$ is calculated as follows:

   \[
   D_{\text{lab}} = \sqrt{(l_i - l_j)^2 + (a_i - a_j)^2 + (b_i - b_j)^2},
   \]

   \[
   D_{xy} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2},
   \]

   \[
   D_{ij} = \frac{M}{S} D_{xy},
   \]

   where each superpixel’s area is represented as $S$. $M$ is the degree of polymerization. Using the initial cluster (i.e., divide the image into equal parts), the clustering process is continuously updated until it converges using the gradient ascent method. The output of the SLIC based superpixel is a label matrix of each superpixel which is then further used to extract superpixel from each band to form a superpixel cube.

The LBP is obtained for each superpixel as shown in Figure 3. Considering the central pixel $C_p$, the neighbour pixels of central pixel are assigned with a binary label (i.e., ‘0’ or ‘1’) depending upon if their values are larger or smaller than the central pixel’s value. Using circular neighborhood of the pixel values, the LBP code of the centre pixel $(x, y)$ can be calculated mathematically as:
Figure 3. LBP binary thresholding (a) centre pixel \( C_p \) with radius \( r = 1 \) and eight circular neighbour pixels; (b) sample \( 3 \times 3 \) block; (c) binary labels corresponding \( 3 \times 3 \) sample block in (b).

\[
LBP_{(m,r)}(C_n) = \sum_{i=0}^{m-1} U(C_p - C_n)2^i,
\]

where

\[
U(C_p - C_n) = \begin{cases} 
1, & C_p > C_n, \\
0, & C_p \leq C_n,
\end{cases}
\]

where \( P = m - 1 \) is the number of sampling points on the circle of the radius \( r \). \( C_p \) is the central pixel and \( C_n \) is the \( n \)-th neighbourhood. Both \( C_p \) and \( C_n \) have gray value pixels. Figure 3 shows an example of binary thresholding process of eight circular neighbours of the central pixel \( C_p \). In the following, the LBP code is computed in the clockwise direction. If the coordinates of the central pixel is \((0,0)\), then each neighbour \( C_p \) can be calculated as \( r \sin(2\pi/m), r \cos(2\pi/m) \). The number of sampling point and radius may possess different combinations i.e., \((4,2), (8, 3)\), etc. Bilinear interpolation [37] is used on the locations of the circular neighbours which do not match absolutely on the image mesh. The output of the Equation (8) shows that the binary labels represent the smoothness and texture orientation in the local region. After acquiring the LBP binary labels, the histogram is computed over the local patch. Finally, in order to make the histogram features of equal size, a binning procedure is applied. As each band contains different information, therefore, the LBP operator is then applied on all the bands of superpixels separately. The histogram of each band is also calculated individually and then concatenated to form one feature vector of the superpixel cube. Similarly, the LBP histogram is computed for all the superpixel cubes. The complete process of concatenating SPLBP features is shown in Figure 4.

Figure 4. LBP histogram of each superpixel cube.
2.3. Feature Fusion

Feature concatenation is adopted in this study. Each feature set shows different meaning and has its special properties. SPLBP features reflect the local texture of each spatial structure in an image and FCNN extracts different levels of features from low to high. These features, including mid layer features of FCNN, are concatenated into one composite feature vector. Before stacking these feature sets, feature normalization is performed using a linear transformation method. It sets the feature values in the range of [0, 1] with the relationship among the data preserved. After normalization, feature vectors are stacked as \textit{Feat\_vector} = [\textit{Feat\_SPLBP}, \textit{Feat\_FCNN}].

2.4. Classification of Fused Features

SVM \cite{47,48} is widely used for remote sensing image classification \cite{21,27}. The motivation for using SVM are: it is a supervised non-parametric statistical learning approach and it works well where a limited amount of data are available \cite{49}. Features extracted using CNN, FCNN, SPLBP and the fused features are classified using the SVM method. Fused features (FCNN-SPLBP) are heterogeneous as they contain both handcrafted and learned features. Consider a training sample with \( C \) classes arranged row-wise \( x = [x_1, x_2, ..., x_C]^2 \), where \( x_k (k = 1, 2, ..., C) \) is the subset of training associated with class \( k \). One-versus-one approach is used for the experiments, therefore binary labels \( y_i \in \{1, -1\} \) are used. Binary classes are separated in the kernel-induced space by defining the optimal hyperplane as:

\[
\min_{w, \xi, p} = \left\{ \frac{1}{2} \|w\|^2 + \xi \sum_{i=1}^{n} \xi_i \right\},
\]

subject to:

\[
y_i (\langle \phi(w, x_i) \rangle + p) \geq 1 - \xi_i,
\]

where \( \phi \) is the nonlinear kernel mapping that maps the input \( x \) into \( m \) dimensional vector space, \( n \) is the number of samples, \( p \) is the bias term, regularization parameter \( \xi, \xi_i \geq 0 \) for \( i = 1, ..., n \), \( w \) is the weight, which controls the generalization capacity. \( \xi_i \) is the non-negative slack variable allows for accommodating errors. The above-mentioned issue is resolved using the Lagrangian dual form.

Radial Based Function (RBF) kernel is used in this paper, and which is represented as:

\[
K(x_i, x_j) = \exp \left( -\frac{\|x_i - x_j\|^2}{2\sigma^2} \right),
\]

where the width parameter is \( \sigma \) and the decision function is represented as

\[
f(x) = \text{sgn} \left( \sum_{i=1}^{n} \beta_i y_i K(x_i, x) + p \right).
\]

3. Experimental Settings and Results

3.1. Hyper/Multi-Spectral Dataset

In this paper, two different weed datasets i.e., UNSW hyperspectral weed dataset (Dataset A) and Multispectral weed dataset (Dataset B) are used for the investigation and validation of the effectiveness and superiority of the proposed architecture. These datasets are described as follows:

(1) Dataset A \cite{12} was captured using a JAI BM-141 camera and a Brimrose VA210 filter with 61 bands which covers the wavelength from 400 nm to 1000 nm. The spatial resolution is 1040 \( \times \) 1320 pixels and the spectral resolution of each band is 10 nm by average. This hyperspectral dataset consists of four different categories of weeds which are Alli, Hyme, Hyac, and Azol. Example images of these weeds are demonstrated in Figure 5. As a pre-processing step, each hyperspectral cube in the
dataset is cropped from the edges to reduce the image size (i.e., $1000 \times 1000$) pixels. As the weed covered the whole image, therefore, the image is divided into 10 equal size patches of $100 \times 100$ pixels. Table 1 shows the number of samples in Dataset A. Due to the limited dataset, this size is chosen to generate different hyperspectral cubes of the same category.

![Azol, Alli, Hyac, Hyme](image1.png)

**Figure 5.** False color image of Azol, Hyme, Hyac, and Alli weed produced from bands 9, 21 and 29.

| No | Class | Total_Images |
|----|-------|--------------|
| 1  | Azol  | 100          |
| 2  | Alli  | 200          |
| 3  | Hyac  | 100          |
| 4  | Hyme  | 200          |

Table 1. Number of hyperspectral cubes in Dataset A.

(2) The Sequoia multispectral sensor was used to capture Dataset B [2]. This sensor captures four bands (i.e., Green (550 nm), Red (660 nm), Red Edge (735 nm), and NIR (790 nm)). The spatial dimension of each band is $1280 \times 960$ pixels. Images are captured at the altitude of 2 m, therefore each multispectral cube consists of multiple weed and crop plants. Hence, from each multispectral image, crops and weeds image patches are randomly selected and then crops are labelled as 0, weed as 1 and mix (weed + crop) as 2. In total, 142 and 198 multispectral cubes are generated for the crop and weed categories, respectively. To make the problem more challenging, there are 188 multispectral images of mixed categories in which weed is mixed with the crop. Table 2 shows the number of available samples in Dataset B and Figure 6 shows the sample images of weed, crop and mix.

![Weed, Crop, Mix](image2.png)

**Figure 6.** Sample red edge images of crop, weed and mix.
Table 2. Number of multispectral cubes from the Dataset B.

| No | Class             | Total_Images |
|----|-------------------|--------------|
| 1  | Crop              | 142          |
| 2  | Weed              | 198          |
| 3  | Mix (Crop + Weed) | 188          |

To demonstrate the multi-resolution problem, images of different resolutions were artificially generated. In this paper, three different resolutions were simulated via the down-sampling method. For example, $LR_2$ is computed by averaging $2 \times 2$ pixels. The size of the $LR_2$ image is half of the input image. In a similar way, the $LR_4$ image is averaged by $4 \times 4$ and for $LR_8$, $8 \times 8$ pixels are averaged. Correspondingly, the size of the $LR_4$ image is $1/4$ and $LR_8$ is $1/8$ of the actual image. Example multi-resolution patches are demonstrated in Figure 7.

![Low resolution images of Azol weed category in Dataset A.](image)

The MATLAB based MatConvNet [50] library is utilized for the implementation of the deep CNN method. For the experiments, the number of images in both data sets were artificially increased using data augmentation strategies. Each image is rotated with five different angles. After that, three different images are randomly cropped. The size of the cropped image is 90–95% of the original image. The size of the input image to all the algorithms used in this study was set to $56 \times 56$. The dataset is randomly divided into three sets i.e., training set (60%), testing set (20%) and validation set (20%). Data augmentation is only applied to images in the training set. To make the comparison reliable, each experiment was repeated 10 times with different, randomly split training, testing and validation sets. Feature extraction and learning method(s) such as CNN, FCNN, LBP, superpixel based LBP, and FCNN-superpixel based LBP methods were compared. The overall accuracy (OA) was used to assess the classification performance. For CNN, convolutional layers $CONV1$, $CONV2$, $CONV3$ and $CONV4$ with pad size 1 were implemented. For the pooling layer, kernel size was $[2, 2]$ and stride was 2. To avoid over-fitting, two dropout layers (i.e., $DPO1$ and $DPO2$) were introduced of ratio 0.5. Finally, fully connected (FC) layers are added at the top of all the layers followed by the softmax loss function for the training of the model. The value of batch size is set to 100. The learning rate is set to $10^{-5}$ for Dataset A and $10^{-3}$ for Dataset B. The optimizer used in this work is SGD with momentum. The number of iterations is set to 100 for Dataset A and 50 for Dataset B.

Table 3. Classification accuracy of the Local Binary Pattern (LBP) method with parameter values $(m, r)$ using Dataset A.

| m | 4   | 6   | 8   | 10  |
|---|-----|-----|-----|-----|
| r = 1 | 72.85 | 73.42 | 75.63 | 75.22 |
| r = 2 | 73.65 | 74.19 | **76.75** | 75.55 |
| r = 3 | 71.32 | 72.85 | 74.38 | 73.89 |
LBP features are computed from each band using the built-in MATLAB function. Figure 3 shows the implementation of the LBP feature extraction. Parameters of LBP such as \((m, r)\) play an important role in the classification process, where \(r\) is the radius that determines the region for selecting circular neighbours and \(m\) defines the dimensionality of the LBP histogram. For HSI or Multispectral dataset \(R \in \mathbb{R}^{X \times Y \times B}\), where \(B\) is the number of bands, each band is used as a gray-scale image to extract the LBP feature. Figure 8 displays LBP texture feature extraction of the 29th band of the Hyac weed category from Dataset A. After feature extraction from each band, all the features are concatenated to get the final LBP feature vector. Table 3 shows the classification accuracies of LBP method using different \((m, r)\) values on Dataset A. The results show that the accuracy is steady when \((m \geq 8)\) and is insensitive to the value of \(r\). Based on the classification accuracies in Table 3, the optimal values are \(m = 8\) and \(r = 2\). Similarly, the SLIC algorithm is used to generate \(n = 9\) superpixels from each band.

![LBP Image Patch](image)

**Figure 8.** Execution of LBP feature extraction.

### 3.2. Classification Results and Discussions

Tables 4 and 5 show the OA using CNN, FCNN, LBP, SPLBP and FCNN-SPLBP on Dataset A and Dataset B. From Tables 4 and 5, it can be seen that the performance of FCNN, SPLBP, FCNN-SPLBP methods increases when texture, mid and high-level features are added.

#### Table 4. Mean and overall accuracy (%) using CNN, LBP, FCNN, SPLBP and FCNN-SPLBP for Dataset A.

| Class | CNN Mean Accuracy | LBP Mean Accuracy | FCNN Mean Accuracy | SPLBP Mean Accuracy | FCNN-SPLBP Mean Accuracy |
|-------|-------------------|-------------------|-------------------|--------------------|-------------------------|
| 1     | 78.40             | 83.64             | 92.55             | 82.75              | 92.80                   |
| 2     | 76.65             | 72.45             | 82.85             | 76.82              | 91.47                   |
| 3     | 74.89             | 65.45             | 78.25             | 79.26              | 89.55                   |
| 4     | 73.3              | 67.80             | 70.35             | 71.48              | 88.62                   |
| OA    | 79.3 ± 0.22       | 75.8 ± 0.30       | 85.7 ± 0.18       | 80.25 ± 0.25       | 89.70 ± 0.35            |

#### Table 5. Mean and overall accuracy (%) using CNN, LBP, FCNN, SPLBP and FCNN-SPLBP for Dataset B.

| Class | CNN Mean Accuracy | LBP Mean Accuracy | FCNN Mean Accuracy | SPLBP Mean Accuracy | FCNN-SPLBP Mean Accuracy |
|-------|-------------------|-------------------|-------------------|--------------------|-------------------------|
| 1     | 91.78             | 81.56             | 93.63             | 94.21              | 95.84                   |
| 2     | 94.73             | 82.28             | 94.82             | 95.55              | 96.7                    |
| 3     | 80.6              | 77.96             | 83.28             | 83.78              | 88.45                   |
| OA    | 89.75 ± 0.74      | 83.64 ± 0.90      | 92.5 ± 0.55       | 91.67 ± 0.65       | 96.35 ± 0.77            |
3.2.1. Dataset A

The multi-resolution problem is itself a challenging problem to deal with. Table 4 shows the mean accuracy of each class and the OA of different algorithms such as CNN, FCNN, LBP, SPLBP, and FCNN-SPLBP. From the results on the CNN method, it can be seen that, for the multi-resolution Dataset A, the features extracted from the higher layers cannot clearly distinguish each category of weed. Usually, CNN is designed for one standard resolution of images to get valuable features at higher layers. However, from the results in Table 4, it is observed that traditional CNN-based stacked layer feature extraction method is not suitable for the multi-resolution images.

FCNN architecture fuses features from different layers for multi-resolution images. As shown in [42,43], each layer of the traditional CNN architecture provides different level of features. For instance, at earlier layers, low-level features can be extracted such as edges and blobs. At mid-layers, more discriminative features can be extracted. These mid-level features are useful to deal with the low-resolution images. This phenomenon is proved with the experimental results. As shown in Table 4, the overall accuracy for the FCNN architecture is improved by 6.4% by adding additional information (i.e., mid-level features) with high-level features when these features are concatenated and classified using the SVM classifier.

Local texture features are compared with feature learning method in their classification performance. Results in Table 4 show that they achieve low recognition accuracy as compared to the CNN and FCNN methods. These local features are hand-crafted which are only designed to resolve specific issues. These texture features are not generalized enough for the classification of multi-resolution images. Therefore, it is difficult to distinguish each category and overall recognition accuracy is low as compared to CNN and FCNN.

To address this issue, a method based on superpixel and LBP (SPLBP) is proposed. This method uses a superpixel to extract clear object boundaries of each weed category within the image and then local texture features are obtained from each superpixel. These dense local features are then used with the SVM classifier for the classification. Results on Dataset A show improvement as compared to the local features extracted from the entire image. The combination of SPLBP features shows significant improvement in Table 4 compared to the LBP method. Moreover, equivalent results are achieved with CNN and FCNN.

To achieve high recognition accuracy for the multi-resolution dataset, it is found that additional information in a feature representation is required. Therefore, a combination of dense local texture and fusion of features from mid and high layers of CNN are concatenated to form a rich feature representation. This dense feature representation shows significant improvement in Table 4. Finally, it is observed that utilizing rich information from different layers of a feature learning method, it is possible to achieve an improved recognition accuracy by 5.45%.

Overall, the experiments are repeated 10 times to analyze the robustness of the proposed method. From the repetition, it is found that there is a variation of about ± 0.35% in the overall accuracy of the FCNN-SPLBP method. This shows that the proposed feature extraction and combination of features are generalized enough to deal with the variations in the training and testing sets.

3.2.2. Dataset B

Similarly, there are three classes i.e., crop, weed and mix (crop + weed) in Dataset B. Using the CNN architecture, multi-resolution images in Dataset B were evaluated, whose results are shown in Table 5. High-level features extracted from the final layer were not discriminative enough to deal with the multi-resolution images. Therefore, we needed to have a feature vector that can deal with both high-resolution and low-resolution images at the same time.

To address this issue, the FCNN model is trained and tested using SVM. This model exploits the features extracted from the mid and high-layers. From the results in Table 5, it is found that the combination of mid-level and high-level features are more discriminative and robust as compared to
the traditional CNN architecture. As a result, the overall accuracy is increased by 2.75 percent for the test data.

The feature learning method is then compared to handcrafted feature extraction method. Using LBP, the overall accuracy is decreased by 6.11% as compared to the CNN methods and 8.86% compared to the FCNN, respectively. From these facts, it is observed that the local features alone are not suitable to deal with the multi-resolution weed dataset as they are not designed for these scenarios. By dividing the image using the structural information of the weeds, superpixels are used with the LBP (i.e., SPLBP) to deal with the multi-resolution images. Using the SPLBP method, the testing accuracy is improved as compared to the LBP method on Dataset B. From the results in Table 5, it is observed that the accuracy of SPLBP is comparable to CNN and FCNN. Therefore, investigating the combination of local, mid-level and high-level features for the multi-resolution data are worthwhile.

A combination of local (i.e., SPLBP), mid-level and high-level features from FCNN architecture is trained and tested using the SVM classifier. Table 5 shows the mean accuracy of each class and overall accuracy achieved using FCNN-SPLBP. Results indicate that it is possible to deal with the multi-resolution issues of the weed classification using the combination of feature levels. Overall, the performance of superpixels based methods (SPLBP and FCNN-SPLBP) is higher as compared to the non-superpixel based methods (CNN, FCNN, LBP). This indicates the importance of using superpixels for the classification of weed categories. Our proposed FCNN-SPLBP method consistently shows the best results, which delivers significant improvements of the classification performance over the compared methods on Dataset B.

Hence, it is established that to handle the multi-resolution weed classification problem there is a need for complete feature representation to correctly classify each category of weed. As each sensor captures the data with it’s own specification, this feature representation method will help to address this issue.

Similar to the setting for Dataset A, the experiment on Dataset B is done 10 times for FCNN-SPLBP. For each experiment, the training (60%), validation (20%) and testing (20%) are sampled randomly. The total variation observed on the overall accuracy is ± 0.77%.

4. Conclusions

In this paper, we propose a framework FCNN-SPLBP that utilizes several levels of features for the classification of weeds in remote sensing images. The proposed framework uses high-level and mid-level features from a CNN-based feature learning method and extracts low-level features using the SP based LBP coding. This novel framework greatly increases the overall performance of the system particularly when dealing with the multi-resolution data. The experiments demonstrate the superiority of the FCNN-SPLBP method over CNN, LBP, and SPLBP on two remote sensing datasets. Given the increasingly available multisensor datasets, the proposed framework would be advantageous in this area and offer great value for multi-resolution image classification.
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