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Abstract—A major problem in data augmentation is the number of possibilities in the search space of operations. The search space includes mixtures of all of the possible data augmentation techniques, the magnitude of these operations, and the probability of applying data augmentation for each image. In this paper, we propose Greedy AutoAugment as a highly efficient searching algorithm to find the best augmentation policies. We combine the searching process with a simple procedure to increase the size of training data. Our experiments show that the proposed method can be used as a reliable addition to the ANN infrastructures for increasing the accuracy of classification results.

Index Terms—Gridcell, Neural Network, Navigation, Exploration, Robotic, ANN, Computational Model, Path-Planning.

I. INTRODUCTION

Data augmentation is an important technique which can help to improve various computer vision tasks. For instance, a common practice in medical applications is class-specific data augmentation. In this case, gathering sufficient labeled data to train a high capacity deep model is impractical [1], [2]. This is the problem of long-tail distribution, which is prevalent in natural images as well [3], [4]. Such problems can be addressed by data augmentation [5]. Another example is the usage of data augmentation in unsupervised learning [6], [7], [8], [9]. A third example is to help generators and discriminators for training generative adversarial networks [10], [11]. In this paper, we focus on the problem of image classification with data augmentation. The main goal is to increase the accuracy of image classification by applying the right augmentation techniques on training data.

The data augmentation in image classification is directly related to image transformations. In the classification process, it is desirable to take into account a variety of target conditions from a primary condition. In other words, we want the perception of an object to be invariant to the properties that can vary in different environments such as scale, brightness, rotation, and viewing angle. These varying properties are called image transformations. Considering important image transformations and applying them in the learning process is a critical problem in Artificial Neural Networks (ANNs). For instance, it is desirable that a network, after learning an object from its original form, recognizes the same object with a change of location or added rotation. Currently, there are two ways to deal with this problem. First, by designing network architectures that can inherently be invariant to important image transformations. Second, with data augmentations.

The most basic network which considers the transformations of the input data is the Convolutional Neural Network (CNN). The CNN architecture, with the concept of convolutional layers, tries to be translation invariant [12], [13]. This network was very successful in its approach and has been used as a base for the development of more advanced architectures [14], [15], [16]. Another example of this approach is CapsuleNet, which tries to find the relevant pose information automatically [17], [18], [19]. While the design of CapsuleNet improved the results of basic datasets [20], unfortunately, it could not improve the accuracy for more complicated datasets such as ImageNet [21].

The second method for considering different transformations of the input data is to use data augmentation. In this method, the objective is to achieve invariance by applying different image transformations such as geometry transformation, kernel filtering, color transformation, image mixing, random erasing [22], etc. The main advantage of this method is simplicity and supporting all forms of ANN architectures. Additionally, there is a possibility to use transformation techniques in which current ANN architectures do not support.

One of the most important factors for data augmentation techniques is the constraint on increasing the size of the training data. In this regard, only a subset of the possible techniques can be used for data augmentation. Therefore, a search mechanism is needed to find the best possible techniques. The most common method to find the best data augmentation techniques is to find them manually [13], [23], [24] which needs prior knowledge and expertise. Recently, the AutoAugment [25] is proposed to automate the process of finding the best augmentations. In this method, finding the augmentation policy is reduced to a discrete search problem over various augmentation techniques, each having hyperparameters of the probability of applying the operation and the magnitude to which the operation is applied. AutoAugment emphasizes on applying the augmentation techniques without increasing the size of the training data. Because of the computational requirements for searching, it also relies on transferability of the augmentation techniques.

In this paper, we answer the question of how to effectively search for data augmentation techniques and apply them on training data. For this purpose, we propose Greedy AutoAugment. In this process, we develop a greedy-based search algorithm, which is computationally much more efficient than the methodology that is used in AutoAugment. Since our search method is very efficient, it is possible to perform the search for each dataset and network separately. Using the results from the greedy search algorithm, we propose a simple augmentation selection process which gives more priority to the augmentation policies that have higher accuracies on child networks. For training, our priority queue is designed in a way that it uses the original training data at least once. In this way, the original data remains intact, and the augmentations are used only to improve the results without affecting the original information. Our experimental results show that the proposed method provides higher accuracies when it is combined with
current infrastructures.

II. DATA AUGMENTATION

Data augmentation techniques are standard transformations, which can be applied to image data. These augmentation techniques are standard image transformation operations that are defined in [26], [22], [27]. To use data augmentation, we randomly select these transformations and apply them on the image data as a pre-processing step. Applying data augmentation techniques in practice does not necessarily mean an increase in the size of the data. In fact, most of the standard networks use data augmentations as a pre-processing step without increasing the size of the training data.
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Fig. 1: Random data augmentation applied to samples from CIFAR-10.

In Figure 1, the effects of applying random data augmentation techniques to the images from CIFAR-10 dataset is shown. Each of the images at the left undergoes a series of random data augmentation techniques and the final image is fed to the convolutional neural network. As we can see, in some instances the change is not noticeable. However, in most cases, as we combine more techniques, the change becomes more drastic. The main concern here is to find the best combinations that can help the network to achieve better accuracy. The first approach is to take a trial-error approach and find the best combinations manually. The second approach is AutoAugment, which automates the process of finding the best techniques. In this method, a series of combinations of augmentation policies are found which are applied to the datasets without increasing the size of the datasets.

To search for the best combinations, the AutoAugment method utilizes NasNet [29] as a controller to direct the search forward. For this purpose, a one-layer LSTM is used, which contains 100 hidden units and 30 softmax predictions. This architecture employs a policy gradient method called Proximal Policy Optimization algorithm (PPO) which uses the accuracy obtained from a child network to train the LSTM network. The child network could be a small subset of a particular dataset. The accuracy updates from child network are used to update the LSTM network. In the end, the trained LSTM network helps for the selection of the best policies. Each policy has three elements 1- a data augmentation technique, 2- the probability of applying the operation, and 3- the magnitude of the operation. In the next section, we talk about these three elements in more details and provide an alternative approach to search for the best policies and applying them on the training data.

III. GREEDY AUTOAUGMENT

To perform data augmentation on image data, we use policies. Each policy has three essential elements, 1- the augmentation technique, 2- the magnitude of the operation, and 3- the probability. Therefore, a search mechanism for finding the best augmentation techniques is a search space that should consider all of the possible combinations of these three elements. The number of augmentation techniques that we use in this paper is 20 (see Table I). The magnitude is the degree in which an operation is applied. For instance, in the rotate augmentation, the magnitude specifies how much we should rotate an image. The third element specifies the probability of applying the augmentation on the image.

Before searching for the best policy, we have to first, discretize the spaces of probabilities and the magnitudes. The discretization of probabilities is with 11 values with uniform space, and the discretization of magnitudes is with 10 values with uniform space. The discretization schemes are in compliance with [25]. With this setting, the search space is simply \((20 \times 10 \times 11)\). This search space is defined to consider all of the possible combinations for elements of one policy (first search layer). If we expand the search space to find all of the possible combinations for two policies, the search space increases in size to \((20 \times 10 \times 11)^2\) (two search layers). Continuously, we can expand the search space for more layers infinitely. In general, we define \((20 \times 10 \times 11)^l\), where \(l\) is the number of layers for search space. In [25], the search is done for \(l = 2\).

Our first fundamental assumption which distinguishes the searching process from [25] is that we do not search for the probability of applying an augmentation technique. Instead, we propose a static process which gives higher probabilities to the augmentation techniques that had higher accuracy with their child networks. Therefore, the search space reduces to \((20 \times 10)^l\). Based on our observations, data augmentations in child networks can increase the accuracy only to a certain degree. For instance, if we search for all policies with different degrees of magnitudes, it does not mean that it would affect the achieved top accuracies considerably. We use this observation and for the main part of our search process, we only search for policies with one magnitude. Different ranges of magnitudes come into play only after the best policies are found with a static magnitude. In this way, the search space almost reduces to \((20)^l\) where we use a greedy search algorithm and expand the search layers only when it is required.

To perform the greedy search, we use Algorithm 1. At first, observe that in line 4, we use fixed values of 1 and 6 for the values of probabilities and magnitudes. The value 1 is chosen for the probability because we want all of the images
| Technique   | Description                   | Technique   | Description                   |
|-------------|-------------------------------|-------------|-------------------------------|
| FlipLR      | Filling the image along the vertical axis. | Contrast    | Changing the contrast of the image. |
| FlipUD      | Filling the image along the horizontal axis. | Brightness  | Adjusting the brightness of the image. |
| AutoContrast| Increasing the contrast of the image.     | Sharpness   | Adjusting the sharpness of the image. |
| Equalize    | Equalizing the histogram of the image.    | ShearX      | Sheering the image in horizontal axis. |
| Invert      | Inverting the color of the pixels in the image. | ShearY      | Sheering the image in vertical axis. |
| Rotate      | Rotating the image by certain degrees.    | TranslateX  | Translating the image in horizontal axis. |
| Posteriorize| Reducing the number of Bits for each pixel. | TranslateY  | Translating the image in vertical axis. |
| CropBilinear| Cropping with bilinear interpolation strategy. | Cutout      | Changing a random square patch of the image to gray pixels. |
| Solarize    | Inverting the color of all the pixels above a certain threshold. | Color       | Changing the color balance of the image. |
| Smooth      | Smoothing the image (Low-pass filtering). | Blur        | Blurring the image. |

Table I: Augmentation techniques with their descriptions which are used in GAuToAugment.

![Fig. 2: Samples from real datasets used in our experiments: (a) Tiny ImageNet (b) CIFAR-10 (c) CIFAR-100 (d) SVHN.](image)

to receive the policy. This helps us understand the overall effect that each policy can have on the final results. The value 6 is chosen as a random number for the magnitude. In lines 5,10, we specify that, if the current level provides us with higher accuracy compared to the previous layer, continue the search in the next layer. Otherwise, the search should terminate. In lines 6-9, one by one, we apply all of the augmentation techniques, and with the help of child networks, we get their accuracies. In line 3, the aforementioned searching process reiterates with a specific number of times (in this case 5 times). For iterations where \( i > 1 \), the search starts with a combination that has next-best accuracy. Similar to the first iteration (\( i = 1 \)), searching continues through the layers until better combinations of policies cannot be found.

For the next step (lines 14-21), we still assume fixed probability value, but consider all possible magnitude values on the 5 combinations that we found in the previous step. Note that in line 12, all of the combinations of policies are stored in variable \( P_i \). For each member of \( P_i \), we go through all of the individual policies and make child networks for all of the possible magnitudes. As we go through each layer, a magnitude with the highest accuracy is chosen (see lines 14-19). Similar to the previous part of the algorithm, the newly found policies from this process are also stored in separate \( P_i \)s. In the end, we store the 5 best \( P_i \)s which show highest accuracy results in set \( P \) and return the results as suitable policies (lines 22-24).

In Algorithm 1, the probability is always set to one, which helps us reduce the search space significantly. Instead of searching for different combinations of the probability, we introduce a manual process which gives a higher probability selection to the policies with better results. We know that \( P \) is the set of all policies returned from Algorithm 1. The \( P \) is a descending ordered set where the leftmost member is a policy with the best result, and the rightmost member is a policy with the worst result. If \( P \) has \( k \) elements, we define vector \( \vec{v} = [v_1, \ldots, v_k] \) which represents the probability of choosing each element of \( P \). To fill the values of \( \vec{v} \), we use the probabilities by Pareto Distribution [30] which assigns the highest probability to \( v_1 \) and lowest probability to \( v_k \), as follows,

\[
\rightarrow v_i = \begin{cases} \left( \frac{1}{i} \right)^\alpha & i > 1 \\ 1 & i \leq 1 \end{cases}
\]

in which \( \alpha \) is a positive parameter. When \( i = 1 \) the probability is one, and for \( i > 1 \) the probability is less than one but not zero.

To choose the best policy, we start from the rightmost element of \( \vec{v} \) and go to the leftmost element of \( \vec{v} \). Each of these elements has a chance to be selected based on their respective \( v_i \) value. In this way, based on parameter \( \alpha \), the rightmost element has the least probability to be taken, and the leftmost element is selected with the probability of 1. Based on this scheme, the training data can be expanded with the new augmented data as much as required.

IV. RESULTS

In this section, we compare our method with current solutions. For this purpose, first, we show the accuracy results of our method compared to the other methods. Next, we provide a computational analysis of the overall augmentation process. In these experiments, we use five different prominent ANN architectures. The GoogLeNet[14], ResNet[15] and ResNeXt[31] are used as state-of-the-art networks which need more resources for training. The MobileNet[32], and
Algorithm 1 Greedy AutoAugment Algorithm.

1: Input: A set of 20 operations each with a magnitude and a probability.
2: Output: Suitable policies $P$.
3: for $i = 1, 2, \ldots, 5$: do
4: set all magnitudes to 6 and all probabilities to 1;
5: while a better augmentation exists: do
6: for all operations $k = 1, 2, \ldots, 20$: do
7: combine $k$ with existing augmentations;
8: train child network to get accuracy of applying the augmentation;
9: end for
10: check if the best combination improves the accuracy;
11: end while
12: store policies in $P$;
13: end for
14: for $i = 1, 2, \ldots, 5$: do
15: for combinations of policies in $P_i$: do
16: for all magnitudes $j = 1, 2, \ldots, 11$: do
17: train child network to get accuracy of applying the augmentation with magnitude $j$;
18: end for
19: end for
20: store policies in $P_i$;
21: end for
22: sort policies in descending order with accuracy values
23: store $P_1, P_2, \ldots, P_5$ in $P$.
24: return $P$.

ShuffleNetG2 [33] are used as prominent lightweight networks. To implement these networks, we forked the implementations from [34]. The default settings of the network implementations are not changed. The networks accept $32 \times 32$ images and provide output based on the number of classes.

In the experiments, we also use four real datasets, 1- Tiny ImageNet [35] includes 120000 natural images in 200 classes with each class having a training set of 500 images a test set of 50 images along with 50 validation images. 2- CIFAR-10 and CIFAR-100 datasets [36], both containing 60000 images of size $32 \times 32$ in 10 and 100 classes respectively. 3- SVHN [37] which contains over 600000 images of real-world images of digits $0 \sim 9$. These selected datasets are used for three main reasons. First, while they are complex datasets, they have a reasonable number of images and features which makes working with them with our available computational resources feasible. Second, they are well-known datasets with known and predictable results on a variety of ANN architectures. Third, they are compatible with the official experiments of AutoAugment paper [25, 38].

For training GAutoAugment networks, we used learning rates of 0.5. Because the size of the data is smaller in other scenarios, we used the learning rate of 0.1. When we wanted to find the best policies for GAutoAugment, because in this level the size of the data did not change, we used learning rate 0.1. The number of the epochs for all of the training scenarios was 200. To find the best policies, we need to create child networks. The child networks and training networks share the same infrastructures. The only difference is using the learning rate 0.1 for child networks and learning rate 0.5 for training networks. To obtain the accuracies from child networks, we divided training data into two parts. The training part and the test part. For Tiny Imagenet and SVHN, 5000 images are used for testing. For CIFAR-10 and CIFAR-100, 2500 images are used for testing. All of the images are selected randomly with i.i.d. distribution. The $\alpha$ value for Pareto Distribution was always 2.

A. Accuracy

In this section, we test the accuracy of our proposed method using four different datasets, 1- Tiny ImageNet, 2- CIFAR-10, 3- CIFAR-100, and 4- SVHN. The results are shown in Table I. In this table, the "Original" column stands for the images without any augmentation methods. The "Aug" column stands for the manual augmentation. For manual augmentation, the exact augmentation techniques which are released with AutoAugment code are used. These techniques include zero padding, cropping, random-flip, and cutout. To prevent probable bugs, the same source code is used for manual augmentation [38]. This helps to provide a fair environment for all methods. The only extra pre-processing step that we used is for resizing Tiny Imagenet from $64 \times 64$ to $32 \times 32$. This helped us to use the same infrastructure for all datasets without having adverse effects on the experiments. The values in the table are the average results from five trials. The column "AutoAug" stands for the AutoAugment method. For CIFAR-10, CIFAR-100, and SVHN, we use the same policies that are found from AutoAugment method. For Tiny ImageNet, we use the policies that are found for ImageNet dataset. Because Tiny ImageNet is a subset of ImageNet, it can test the generalization of the AutoAugment method. The column "GAutoAug" stands for Greedy AutoAugment, which is the proposed method. In our method, we suggest a specific searching process for each scenario to find the best possible policies. This is possible because (as we will see in the next section) our search method is computationally much more efficient than AutoAugment method. We also need an increase in the size of the training data. In all of our experiments, we doubled the size of the original training data with the proposed method.

For Tiny ImageNet, as we can see, the policies from AutoAugment are not effective when they are applied to the original images. Four of the five networks had worse results where the worst result was for GoogLeNet with 7.07% less accuracy. The only increase of accuracy is for ResNetXt with 0.32% better accuracy. Comparatively, our method increased accuracy for all five networks with at most 10.97% better accuracy for ResNetXt. When AutoAugment was added on top of manually added augmentations, it made the results for four networks worse. The worst result was for MobileNet with 6.47% less accuracy, and the best result was for GoogLeNet with 1.1% better accuracy. Comparatively, when GAutoAugment was added on top of manually added augmentations, the results were better for all five networks with at most 13.69% better accuracy for MobileNet and at least
When we added our method on top of the AutoAugment, we increase the accuracy on five networks with at most 10.66% better accuracy for ResNeXt. Overall, the generalization from ImageNet to Tiny ImageNet was not very smooth, and results from AutoAugment were mostly worse.

For CIFAR-10, the transition is better for AutoAugment policies. From five networks, three networks had better results with at most 4.69% better accuracy and at least 2.18% worse accuracy than the original images. Our method increased the accuracy for all five networks, with at most 9.05% better accuracy for GoogLeNet and at least 1.18% better accuracy for ResNeXt. When AutoAugment was added on top of manually added augmentations, the results were not much different. There are three networks which had better results with at most 2.5% better accuracy and at least 1.35% worse accuracy than the original images with manual augmentations. When GAutoAugment was added on top of manually added augmentations, our method increased the accuracy for all five networks with at most 12.34% better accuracy in MobileNet. When we added our method on top of the AutoAugment policies, we increased the accuracy on all five networks with at most 9.91% better accuracy and at least 2.92% better accuracy than AutoAugment.

The results for CIFAR-100 show that when policies from AutoAugment were applied to original images, the accuracies could only improve for two networks. Comparatively, when the policies from the proposed method are applied to the original network, we could improve the results for five networks. The accuracy could be up to 14.84% and down to 4.85% better than the original images. When policies from AutoAugment are applied to the original images combined with manual augmentation policies, this time, the accuracy was improved for all five networks with up to 8.59% better accuracy. The proposed method could also improve the results for all five networks with up to 20.87% better accuracy. When we added our method to the AutoAugment itself, the accuracy increased for four networks with up to 7.09% better accuracy and down to 0.25% worse accuracy, which could be a random fluctuation on the results.

Overall, in our experiments for CIFAR-10 and CIFAR-100, while we could replicate the results from AutoAugment source code, the transition of the augmentation policies did not have impressive results on our own infrastructure. The main reason could be that different network architectures, or even different implementations of the same network architecture can reduce the generality of augmentation policies.

For SVHN, applying policies from AutoAugment only improves the accuracy of two networks. The proposed method could improve the accuracy of the four networks. When we added policies from AutoAugment to the manually augmented images, three networks improved accuracy with up to 2.68% better results. On the other hand, when we added the proposed method, the accuracy improved for four networks with up to 7.75% better accuracy. When we joined our method with policies from AutoAugment, again, we improved the accuracy for four networks with up to 4.46% improvement on the accuracy. As we can see, the results for SVHN show that the accuracy is less reliable, and random fluctuations could happen more than other datasets. However, these fluctuations are negligible, and at most, we have seen 0.68% worse result with the proposed method. Overall, in this dataset, the results show a similar trend compared to the previous datasets.

### B. Computational Analysis

In this section, we analyze the computational requirement for our method compared to the original AutoAugment method. As described in [25], the AutoAugment needs 15,000 samples...
of child networks. Comparatively, in our method, the number of child networks were usually between 300 to 650. Also, AutoAugment uses 120 epochs to evaluate the accuracies of child networks. The number of epochs used for our child networks was only 5 epochs. Since the exact infrastructure for different datasets is not known for AutoAugment, and child networks are interchangeable, we consider the child networks to have the same efficiency.

| Network        | Org + GAutoAug | Org + Aug + GAutoAug | Org + Aug + GAutoAug |
|----------------|----------------|----------------------|----------------------|
| ResNet[15]     | 731            | 733                  | 730                  |
| ResNetX16      | 743            | 687                  | 810                  |
| GoogLeNet[14]  | 931            | 814                  | 1087                 |
| MobileNet[13]  | 905            | 794                  | 1052                 |
| ShuffleNetG2[33]| 918            | 920                  | 916                  |
| ResNet         | 527            | 794                  | 835                  |
| ResNetX16      | 568            | 512                  | 607                  |
| GoogLeNet      | 853            | 831                  | 779                  |
| MobileNet      | 677            | 779                  | 779                  |
| ShuffleNetG2   | 638            | 761                  | 664                  |
| ResNet         | 628            | 920                  | 596                  |
| ResNetX16      | 578            | 543                  | 559                  |
| GoogLeNet      | 733            | 875                  | 628                  |
| MobileNet      | 607            | 512                  | 746                  |
| ShuffleNetG2   | 589            | 779                  | 717                  |
| ResNet         | 677            | 875                  | 616                  |
| ResNetX16      | 570            | 714                  | 605                  |
| GoogLeNet      | 965            | 994                  | 831                  |
| MobileNet      | 534            | 701                  | 689                  |
| ShuffleNetG2   | 618            | 814                  | 568                  |

TABLE III: The result table for performance analysis. Abbreviations include: Org = Original, Aug = Manual Augmentation, AutoAug = AutoAugment, GAutoAug = Greedy AutoAugment.

As a simple example for comparisons between the two methods, let us assume that our method needs 500 child networks for a specific scenario. To calculate the overall computation, we need to take all of the epochs into account, which is 500 × 5 = 2500. For the AutoAug, we need to consider the computations of 15000 child networks with 120 epochs, which is 15000 × 120 = 1800000. If both networks use the same infrastructure for child networks, the comparison is 1800000 ÷ 2500 = 720 times fewer computations for the proposed method. By considering this example, we provide Table III. In this table, we use the same networks and datasets that we used for accuracy analysis. We needed the policies for three types of environments, 1) finding policies for original images, 2) finding policies when combined with manual policies, 3) finding policies when combined with AutoAugment method. Therefore, the table has three columns for these three environments.

The results show that for Tiny ImageNet at least the proposed method was 684 times better than AutoAugment. In the same dataset, the proposed method was at most 1048 times better than AutoAugment. For CIFAR-10, we were at least 512 times and at most 854 times computationally more efficient than AutoAugment. For CIFAR-100, we were at least 534 times and at most 994 times computationally more efficient than AutoAugment. At last, for SVHN, we were at least 512 times, and at most 920 times computationally more efficient than AutoAugment. On average for the four datasets, we were 851.4, 706.9, 718.0, and 667.3 times computationally more efficient than AutoAugment. The average value for all datasets is 735.93 with the least value of 512 and the highest value of 1087. In practice, the computational efficiency is in a way that it is practical to do a specific search for a scenario before doing the actual training. On the other hand, since we increase the training size, the training time increases according to the increase in the size of the training data.

V. Conclusion

In this paper, we proposed Greedy AutoAugment as a highly efficient method to find the best augmentation policies. Our experiments show that on average, we used 735.92 times fewer computations for finding best policies compared to the original AutoAugment. We combined the searching process with a simple procedure to increase the size of training data. For the experiments on the classification accuracy, we used four real datasets and five networks. Our results show that the proposed method could reliably improve the accuracy for classification results, which could provide up to 20.87% better accuracy compared to the base models.
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