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We consider manifestly crossing symmetric dispersion relations for Mellin amplitudes of scalar four point correlators in conformal field theories (CFTs). This allows us to set up the non-perturbative Polyakov bootstrap for CFTs in Mellin space on a firm foundation, thereby fixing the contact term ambiguities in the crossing symmetric blocks. Our new approach employs certain “locality” constraints replacing the requirement of crossing symmetry in the usual fixed-\(t\) dispersion relation. Using these constraints we show that the sum rules based on the two channel dispersion relations and the present dispersion relations are identical. Our framework allows us to connect with the conceptually rich picture of the Polyakov blocks being Witten diagrams in anti-de Sitter (AdS) space. We also give two sided bounds for Wilson coefficients for effective field theories in AdS space.

**Introduction:** Conformal field theories are central to our modern understanding of strongly interacting systems in high energy physics, condensed matter physics and statistical mechanics. It is therefore crucial to develop calculational tools to extract the dynamics of these theories. Four point correlation functions in CFTs are constrained by crossing symmetry and unitarity, in addition to the conformal symmetries. The usual bootstrap consistency conditions impose crossing symmetry on the conformal block expansion and this gives strong constraints on the scaling dimensions of operators as well as their three point functions.

An alternative approach is to make the crossing symmetry manifest at the outset and instead impose other consistency requirements. In 1974, Polyakov \cite{Polyakov1974} had proposed a version of the conformal bootstrap which used crossing symmetric blocks, while consistency with the operator product expansion (OPE) led to dynamical constraints. This idea lay dormant until recently \cite{MukhametzhanovMussardo2017, Baggio2019}, when the power of this approach was brought out by working in Mellin space \cite{Baggio2019, Baggio2019b}. The latter is the natural habitat for conformal correlators, playing the role that momentum space does for flat space scattering amplitudes \cite{ArkaniHamed:2015bza, He:2015rra, He:2017wjd, He:2017bxi, He:2017xyb}.

An attractive feature of this approach is that the basis of Polyakov is essentially that of exchange Witten diagrams used in the AdS/CFT correspondence \cite{Baggio2019, Baggio2019b}. Nevertheless, the non-perturbative validity of this approach remained obscure. Indeed, in \cite{Gubser:2017zpa}, it was pointed out that contact terms need to be added to the basis; however it was not clear what would fix these terms. In the special case of 1d CFT, this issue was resolved in \cite{Gubser:2017zpa, Gubser:2017zpa2, Gubser:2017zpa3}; unfortunately these methods do not carry over to higher dimensions. Recent works \cite{Gubser:2017zpa, Gubser:2017zpa2, Gubser:2017zpa3, Gubser:2017zpa4} have endeavoured to clarify the non-perturbative validity of the Polyakov bootstrap in \(d \geq 2\) by considering dispersion relations in Mellin space. However, these relations exhibit only two channel symmetry, with crossing symmetry additionally imposed, thereby going against the spirit of Polyakov’s original work. A non-perturbative version of the crossing symmetric bootstrap would no doubt shed light on the very successful numerical developments arising from bootstrapping position space correlators \cite{He:2015rra, He:2017wjd}. Furthermore, through the connection to Witten diagrams, such an approach is the natural one for CFTs with a large radius AdS dual.

In this letter, we will consider a manifestly crossing symmetric dispersion relation for Mellin amplitudes, focusing on identical scalars. This builds on certain relatively obscure investigations in the 1970s \cite{Gubser:2017zpa}, whose utility was recently demonstrated in the context of quantum field theories \cite{Gubser:2017zpa2}. In this approach, we will employ a crossing symmetric parametrisation of the Mellin variables \((s, t)\) (which are analogous to the usual Mandelstam invariants) and write the corresponding dispersion relation. This is to be contrasted with the more conventional fixed \(t\) dispersion relation, which has symmetry manifest only in the \((s, u)\) channels \cite{Gubser:2017zpa, Gubser:2017zpa2}.

The price we pay for making crossing symmetry manifest is the potential presence of “non-local” singularities. More precisely, our amplitude will generally have unphysical poles in the Mellin variables (or rather, crossing symmetric combinations thereof). Thus in our approach, we need to impose “locality constraints” eq.\textsuperscript{(5)} for consistency. This then leads to our central claim:
Once the locality constraints are imposed, the crossing symmetric dispersion relations admit a Witten diagram expansion and, moreover, all contact terms are fixed, as proposed in \cite{10}, up to a constant.

We should emphasize that the way the Witten diagrams emerge from the crossing symmetric kernel is quite nontrivial and only happens after imposition of the constraints. Comparing with the approach of \cite{14, 15}, our locality constraints appear to be equivalent to their sum rules arising from requiring crossing symmetry (whereas their expressions do not have the unphysical poles above). This demonstrates that the expansion in Witten diagrams is robust and captures the requirements of both crossing symmetry and locality, as might be expected. In both our approach, as well as that of the fixed t dispersion relations, one then proceeds to impose the so-called Polyakov conditions. This is the requirement that there are no spurious double trace operators in the spectrum. It enables us to bootstrap the dynamical conformal data of scaling dimensions and OPE coefficients.

We note that, in the context of QFTs, the analogous locality constraints \cite{22} were also argued \cite{21} to be equivalent to the crossing symmetry conditions for the fixed t dispersion relation for effective field theories \cite{23, 24}. Analogously we will also consider bounds on the Wilson coefficients of the Mellin amplitudes for effective scalar field theories in AdS space. We give preliminary results for two sided bounds similar to those for QFTs \cite{21, 23, 24}.

**Crossing symmetric dispersion relation:** We define the Mellin amplitude $\mathcal{M}(s_1, s_2)$ for a four point identical scalar CFT correlator as

$$
\mathcal{G}(u, v) = \int ds_1 \frac{ds_2}{2\pi i} u^{s_1 + \frac{2\Delta_a}{3}} v^{s_2 - \frac{2\Delta_a}{3}} \mu(s_1) \mathcal{M}(s_1, s_2),
$$

where $s_3 = -s_1 - s_2$, the measure factor $\mu(s_i) = \Gamma^2(\Delta_a/3 - s_1) \Gamma^2(\Delta_a/3 - s_2) \Gamma^2(\Delta_a/3 - s_3)$ and $\mathcal{G}(u, v)$ is the position space conformal correlator. $\Delta_a$ is the scaling dimension of the external scalars. $\mathcal{M}(s_1, s_2)$ is analogous to the usual flat space scattering amplitude and $s_1, s_2$ are analogous to the Mandelstam invariants (related to the usual $(s, t)$ by a shift \cite{25}). Motivated by S-matrix amplitudes, where we can write a crossing symmetric dispersion relation \cite{20, 21}, we will write a similar relation for $\mathcal{M}(s_1, s_2)$, assuming its nonperturbative existence in a region of the complex plane \cite{14}. We consider hypersurfaces $(s_1 - a)(s_2 - a)(s_3 - a) = -a^3$, with $a$ being a real parameter. The $s_i$’s can then be parametrized as

$$
s_k(z, a) = a - \frac{a(z - z_k)^3}{z^3 - 1}, \quad k = 1, 2, 3,
$$

where $z_k$ are cube roots of unity. Note that $a = \frac{s_1 s_2 s_3}{s_1 s_2 + s_2 s_3 + s_3 s_1}$ is crossing symmetric. $\mathcal{M}(s_1, s_2)$ is an analytic function of $(z, a)$. Unlike the S-Matrix amplitude, CFT Mellin amplitudes have poles in the twist of the exchanged operator (with accumulation points) rather than cuts. Instead of a dispersion relation in $s$ for fixed $t$, we now write (a twice subtracted) relation in $z$, for fixed $a$, as in \cite{20, 21}. In our case, this becomes, following steps similar to \cite{20, 21}, see supplementary material A of \cite{21}

$$
\mathcal{M}(s_1, s_2) = \alpha_0 + \frac{1}{\pi} \int ds_1 \frac{A(s_1; s_2, s_2, a)}{s_1} \times H(s_1; s_1, s_2, s_3),
$$

where $\alpha_0 = \mathcal{M}(s_1 = 0, s_2 = 0)$ is a subtraction constant, $A(s_1; s_2)$ is the $s$-channel discontinuity, and

$$
H(s; s_1, s_2, s_3) = \left( \frac{s_1}{s - s_1} + \frac{s_2}{s - s_2} + \frac{s_3}{s - s_3} \right)
$$

which defines the crossing symmetric kernel $H$ \cite{20, 21}. Here we have solved for $s_2'$ for fixed $a$ in terms of the other independent variable $s_1'$ from the defining relation below eq.(1). Note that eq.(2) is manifestly three channel crossing symmetric since the dependence of $\mathcal{M}$ on $s_1, s_2$ is robust and captures the requirements of both crossing symmetry and locality, as might be expected. In both our approach, as well as that of the fixed t dispersion relations, one then proceeds to impose the so-called Polyakov conditions. This is the requirement that there are no spurious double trace operators in the spectrum. It enables us to bootstrap the dynamical conformal data of scaling dimensions and OPE coefficients.

We note that, in the context of QFTs, the analogous locality constraints \cite{22} were also argued \cite{21} to be equivalent to the crossing symmetry conditions for the fixed t dispersion relation for effective field theories \cite{23, 24}. Analogously we will also consider bounds on the Wilson coefficients of the Mellin amplitudes for effective scalar field theories in AdS space. We give preliminary results for two sided bounds similar to those for QFTs \cite{21, 23, 24}.

**Crossing symmetric dispersion relation:** We define the Mellin amplitude $\mathcal{M}(s_1, s_2)$ for a four point identical scalar CFT correlator as

$$
\mathcal{G}(u, v) = \int ds_1 \frac{ds_2}{2\pi i} u^{s_1 + \frac{2\Delta_a}{3}} v^{s_2 - \frac{2\Delta_a}{3}} \mu(s_1) \mathcal{M}(s_1, s_2),
$$

where $s_3 = -s_1 - s_2$, the measure factor $\mu(s_i) = \Gamma^2(\Delta_a/3 - s_1) \Gamma^2(\Delta_a/3 - s_2) \Gamma^2(\Delta_a/3 - s_3)$ and $\mathcal{G}(u, v)$ is the position space conformal correlator. $\Delta_a$ is the scaling dimension of the external scalars. $\mathcal{M}(s_1, s_2)$ is analogous to the usual flat space scattering amplitude and $s_1, s_2$ are analogous to the Mandelstam invariants (related to the usual $(s, t)$ by a shift \cite{25}). Motivated by S-matrix amplitudes, where we can write a crossing symmetric dispersion relation \cite{20, 21}, we will write a similar relation for $\mathcal{M}(s_1, s_2)$, assuming its nonperturbative existence in a region of the complex plane \cite{14}. We consider hypersurfaces $(s_1 - a)(s_2 - a)(s_3 - a) = -a^3$, with $a$ being a real parameter. The $s_i$’s can then be parametrized as

$$
s_k(z, a) = a - \frac{a(z - z_k)^3}{z^3 - 1}, \quad k = 1, 2, 3,
$$

where $z_k$ are cube roots of unity. Note that $a = \frac{s_1 s_2 s_3}{s_1 s_2 + s_2 s_3 + s_3 s_1}$ is crossing symmetric. $\mathcal{M}(s_1, s_2)$ is an analytic function of $(z, a)$. Unlike the S-Matrix amplitude, CFT Mellin amplitudes have poles in the twist of the exchanged operator (with accumulation points) rather than cuts. Instead of a dispersion relation in $s$ for fixed $t$, we now write (a twice subtracted) relation in $z$, for fixed $a$, as in \cite{20, 21}. In our case, this becomes, following steps similar to \cite{20, 21}, see supplementary material A of \cite{21}

$$
\mathcal{M}(s_1, s_2) = \alpha_0 + \frac{1}{\pi} \int ds_1 \frac{A(s_1; s_2, s_2, a)}{s_1} \times H(s_1; s_1, s_2, s_3),
$$

where $\alpha_0 = \mathcal{M}(s_1 = 0, s_2 = 0)$ is a subtraction constant, $A(s_1; s_2)$ is the $s$-channel discontinuity, and

$$
H(s; s_1, s_2, s_3) = \left( \frac{s_1}{s - s_1} + \frac{s_2}{s - s_2} + \frac{s_3}{s - s_3} \right)
$$

which defines the crossing symmetric kernel $H$ \cite{20, 21}. Here we have solved for $s_2'$ for fixed $a$ in terms of the other independent variable $s_1'$ from the defining relation below eq.(1). Note that eq.(2) is manifestly three channel crossing symmetric since the dependence of $s_2'$ is through $a$. In the supplementary material, we have numerically investigated how well eq. (2) represents the $2d$-Ising model Mellin amplitude. We have also examined there, the conformal partial wave expansion from which we can work out the domain of $a$ where (2) converges. Let $\tau^{(0)}$ be the starting point of the chain of poles in $s_1$. Following \cite{15}, the conformal partial wave expansion converges when $-\tau^{(0)} \leq Re(a) < \frac{2\tau^{(0)}}{3}$ for $\tau^{(0)} > 0$ and $\tau^{(0)} < Re(a) < \frac{2\tau^{(0)}}{3}$ for $\tau^{(0)} < 0$.

**Locality constraints:** The Mellin amplitude of identical scalars has complete crossing symmetry and hence admits a manifestly symmetric expansion

$$
\mathcal{M}(s_1, s_2) = \sum_{p,q=0}^{\infty} \mathcal{M}_{p,q} x^p y^q = \sum_{p,q=0}^{\infty} \mathcal{M}_{p,q} x^{p+q} y^q,
$$

with $x = -(s_1 s_2 + s_2 s_3 + s_3 s_1)$, $y = -s_1 s_2 s_3$ (with $y = ax$). It is important that only positive powers of $x, y$ appear in this expansion around the crossing symmetric point ($x = y = 0$) so as not to have unphysical singularities. However, as we will see, this will not be obviously evident for our dispersion relation. Thus we
will need to impose the nontrivial constraints,
\[ M_{p,q} = 0, \ p < 0. \]  \tag{5} 
(Note \( q \geq 0 \) is inbuilt in our formalism). In the fixed-
t dispersion relation, there are no such negative powers and the corresponding sum rules turn out to follow from requiring crossing invariance [26]. In our approach, on the other hand, the constraints in eq (5) are the only additional ones we need to impose, apart from the Polyakov conditions to be discussed below.

**Crossing symmetric block expansion:** The \( s \)-channel discontinuity in (2) comes from the series of poles in the twist (including accumulation points)
\[ A(s_1, s_2) = \pi \sum_{\Delta, \ell, k} c_{\Delta, \ell, k}^{(k)} \delta(\tau_k - s_1). \]

Here \( c_{\Delta, \ell, k}^{(k)} \) is proportional to the square of the OPE coefficient and is explicitly given in the supplementary material. The \( P_{\Delta, \ell}(s_1, s_2) \) are the Mack polynomials that are the building blocks of the conformal partial wave expansion and are also given for reference in the supplementary material. We have also defined the twist \( \tau_k = \frac{\Delta - \ell}{2} + k - \frac{\Delta_0}{2} \) with integer \( k \geq 0 \). Using these, the dispersion relation (2) reads as (note \( \tau_k \geq \tau(0) \)),
\[ M(s_1, s_2) = \alpha_0 + \sum_{\Delta, \ell, k} c_{\Delta, \ell, k}^{(k)} \frac{Q_{\ell, k}^{(\Delta)}}{\tau_k} H(\tau_k; s_1, s_2, s_3), \]  \tag{6} 
where \( s_3 = -s_1 - s_2 \) and
\[ Q_{\ell, k}^{(\Delta)}(a) \equiv P_{\Delta, \ell}(\tau_k, s_2') \tau_k^{(\Delta)}(\tau_k, a). \]  \tag{7} 

The final answer (6) is fully crossing symmetric. Notice that since \( s_2'(\tau_k, a) = s_2 \), (6) gives the correct residues at the poles \( \tau_k \) in each channel. In the supplementary material, we perform several checks of the convergence of the representation (6).

**Witten diagram expansion:** We can now relate the block expansion in (6), to the Witten diagram expansion. Note that the \( s \)-channel Witten diagram can be written in terms of the meromorphic pieces [10]
\[ M_{\Delta, \ell, k}^{(s)}(s_1, s_2) = P_{\Delta, \ell}(s_1, s_2) \left( \frac{1}{\tau_k - s_1} - \frac{1}{\tau_k - s_2} \right). \]  \tag{8} 

Here, for convenience, we have subtracted an additional polynomial piece \( \propto 1/\tau_k \), compared to [10]. The \( t \)-channel Witten diagrams are related via \( M_{\Delta, \ell, k}^{(t)}(s_1, s_2) = M_{\Delta, \ell, k}^{(s)}(s_2, s_3) \), \( M_{\Delta, \ell, k}^{(u)}(s_1, s_2) = M_{\Delta, \ell, k}^{(s)}(s_3, s_1) \).

The key observation is the following. Since
\[ (\frac{1}{\tau_k - s_1} - \frac{1}{\tau_k}) = \frac{1}{\tau_k} \tau_k - s_1, \] the crossing symmetric kernel \( H(\tau_k; s_1, s_2, s_3) \) in (3) also has the same meromorphic pieces, in each channel, as the Witten exchange diagrams. However, the difference between the expansion (6) and that in terms of the individual Witten diagrams arises in the prefactor. In the Witten diagram (8) this is the usual polynomial dependence on the Mellin variables in \( P_{\Delta, \ell}(s_1, s_2) \) while that in eq. (6) is the same Mack Polynomial but with an argument \( s_2' \) as shown in eq. (7).

Now, from eq. (3), we see that \( s_2'(\tau_k, a) \) has singularities when \( a = \frac{2}{\pi} = \tau_k \). These are unphysical since they individually give terms in the expansion which should not be present in the full amplitude. Indeed, as we will see explicitly below, they will give terms with negative powers of \( x \) and thus an expansion which is not of the form in eq. (4). Note that \( H(\tau_k; s_1, s_2, s_3) = \frac{x(2\tau_k - 3a)}{x - 2\tau_k + \tau_k^2} \), therefore we can expand (6) around \( a = 0, x = 0 \) to get only positive powers in the expansion (4). Thus what we need to do is to simultaneously expand (7) in powers of \( a \) and set the nett negative powers of \( x \) to zero, as per eq.(5). Since the meromorphic pieces of eq. (6) coincide with those of the exchange Witten diagrams, the nett result is to remove the spurious singularities coming from \( s_2'(\tau_k, a) \). This leaves a finite number of polynomial contact pieces, which are all now fixed, up to a constant.

Let us illustrate the procedure. Consider the difference
\[ D_{\ell} = \frac{1}{\tau_k} Q_{\ell, k}^{(\Delta)}(a) H(\tau_k; s_1, s_2, s_3) - \sum_{i=s,t,u} M_{\Delta, \ell, k}^{(i)}(s_1, s_2). \] 

Given that the Mack Polynomial is of order \( \ell \) in the variables, \( Q_{\ell, k}^{(\Delta)}(a) \) and thus the difference \( D_{\ell} \) will have an unphysical pole, of order \( \ell/2 \), at \( a = \tau_k \). Concretely, take the \( \ell = 2 \) block. The Mack polynomial has a finite expansion \( P_{\Delta, \ell}(s_1, s_2) = \sum_{m=0}^{\infty} (s_1)^m (s_2)^{\ell} (m_{\ell, m, n}) \). Thus in our case, we have \( P_{\Delta, \ell=2}(s_1, s_2) = s_2^2 b_{0,0}^2 + s_1 s_2 b_{1,1}^2 + s_1 b_{1,0}^2 + s_2 b_{0,1}^2 + b_{2,0}^2 \) and therefore we find
\[ D_{\ell=2} = \frac{x b_{0,2}^2}{a - \tau_k} + \frac{x (b_{0,2}^2 + 2b_{2,0}^2)}{\tau_k} \]  \tag{9} 

As expected, there is a single pole at \( a = \frac{2}{\pi} = \tau_k \), which gives rise to negative powers in \( x, y \), as well as additional polynomial pieces. In other words, \( D_{\ell=2} \) takes the form
\[ D_{\ell=2} = \frac{2x b_{2,0}^2}{\tau_k} - y b_{0,2}^2 - \left( x b_{0,2}^2 \right) \sum_{n=2}^{\infty} \frac{a^n}{\tau_k^{n-1}}. \]  \tag{10} 

The last term will not contribute once the requirement of (5) is imposed (on the full amplitude). The first two
terms are polynomials as expected, and given by
\[ M^{(c)}_{\Delta,\ell} = \frac{2x b_2^{(c)}}{\tau_k} - \frac{y b_0^{(c)}}{\tau_k} . \] (11)

It should be clear that similar arguments hold for all \( \ell \) — the corresponding \( D_\ell \) will have spurious singularities which when expanded in powers of \( x \) give negative powers of \( x \) except for a finite number of pieces which are polynomials in \( x, y \). Once the locality constraints are imposed on the full amplitude, only these polynomial pieces survive. The \( \ell = 4 \) case is also discussed explicitly in the supplementary material.

We have therefore argued for the Witten diagram expansion of the Mellin amplitude as
\[ M(s_1, s_2) = \sum_{\Delta,\ell,k} \epsilon^{(k)}_{\Delta,\ell} M^{(c)}_{\Delta,\ell,k}(s_1, s_2) + \sum_{s,t,u} M^{(i)}_{\Delta,\ell,k}(s_1, s_2) , \] (12)
where \( M^{(c)}_{\Delta,\ell,k}(s_1, s_2) \) are the polynomial pieces (for each \( \ell \)) in \( D_\ell \) after removing the spurious singularities at \( a = \tau_k \). These are precisely the contact terms which were not fixed in \([10]\). Note that for the \( \ell = 0 \) case we have \( M^{(c)}_{\Delta,0,k}(s_1, s_2) \) is a constant, which gives the subtraction constant \( a_0 \). In \( d = 1 \), where there are no spins, this is the only contact term and was discussed in detail in \([13]\). Our conclusion then is that the contact term ambiguity anticipated in \([10]\) is fixed for any spin and the Witten diagram expansion holds once the locality constraints are satisfied. Further, the explicit form of the contact term shows why it did not contribute to the \( O(\epsilon^3) \) results in \([3, 10]\), since it can be seen to start contributing only at \( O(\epsilon^4) \).

**Polyakov conditions and sum rules:** The measure factor \( \mu(s_i) \) in the definition of the Mellin amplitude, introduces additional spurious poles in the full amplitude. We must therefore impose the conditions that this expansion not have the poles for double trace operators with \( \Delta = 2\Delta_\phi + \ell + 2p \). Thus \( M(s_1, s_2) \) must vanish at \( s_1 = \Delta_\phi/3 + p \) \([3, 10, 14]\), which are the so-called Polyakov conditions. From (6), we get
\[ \tilde{\mathcal{F}}_p(s_2) \equiv M(s_1 = \Delta_\phi/3 + p, s_2) = 0 . \] (13)

**Derivation of sum rules in \([15]\):** We define the combinations for \( p_i \in \mathbb{Z}^+ \)
\[ \Omega_{p_1,p_2,p_3}(s_2) \equiv -\frac{\tilde{\mathcal{F}}_{p_1}(s_2)}{(p_1 - p_2)(p_1 + p_3 + s_2 + \frac{2\Delta_\phi}{3})} \]
\[ = \frac{\tilde{\mathcal{F}}_{p_2}(s_2)}{(p_2 - p_1)(p_2 + p_3 + s_2 + \frac{2\Delta_\phi}{3})} \]
\[ - \frac{\tilde{\mathcal{F}}_{p_3}(s_2)}{(p_1 + p_3 + s_2 + \frac{2\Delta_\phi}{3})(p_2 + p_3 + s_2 + \frac{2\Delta_\phi}{3})} , \] (14)
with \( \tilde{\mathcal{F}}_p \) defined in (13). We can now compare with the functional \( \omega_{p_1,p_2,p_3} \) in \([15]\). In our notation
\[ \omega_{p_1,p_2,p_3}(s_2) = \sum_{\Delta,\ell,k} \epsilon^{(k)}_{\Delta,\ell} P_{\Delta,\ell}(\tau_k, s_2) \]
\times \left[ \prod_{i=1}^{2} \frac{1}{(\frac{\Delta_\phi}{3} + p_i + \tau_k)} \frac{1}{(\frac{\Delta_\phi}{3} + p_3 + \tau_k + s_2)} \right] . \] (15)

If we now Taylor expand \( \omega_{p_1,p_2,p_3}(s_2) \), \( \Omega_{p_1,p_2,p_3}(s_2) \) around \( s_2 = 0 \) we get, respectively,
\[ \Omega_{p_1,p_2,p_3}(s_2) = \sum_{r=0}^{\infty} (s_2)^r \Omega^{(r)}_{p_1,p_2,p_3} \]
\[ \omega_{p_1,p_2,p_3}(s_2) = \sum_{r=0}^{\infty} (s_2)^r \omega^{(r)}_{p_1,p_2,p_3} , \] (16)
and find that \( \omega^{(i)}_{p_1,p_2,p_3} = \Omega^{(i)}_{p_1,p_2,p_3} \), for \( i = 1, \cdots, 5 \). From \( i = 6 \) onwards, there are nontrivial relations. To give a flavour of these relations we exhibit, for \( r = 6 \) and \( r = 7 \) (where we have put some of the \( p_i \) to zero)
\[ \omega^{(6)}_{p_1,p_2,0} - \Omega^{(6)}_{p_1,p_2,0} \propto M_{-1,2} , \] (17)
and
\[ \omega^{(7)}_{p_1,0,0} - \Omega^{(7)}_{p_1,0,0} \propto M_{-1,2} - \frac{\Delta_\phi(\Delta_\phi + 3p_1)}{2\Delta_\phi + 3p_1} M_{-2,3} . \] (18)

The explicit expressions for the \( M_{p,q} \) appearing here are given below in (19). What these relations indicate is that once the locality constraints (5) are imposed, our Polyakov conditions are the same as those in \([15]\). We have checked that similar relations hold for any \((p_1, p_2, p_3)\) for higher \( r \).

**Positivity conditions for CFTs:** Positivity conditions on amplitudes are important for putting bounds on the Wilson coefficients of effective field theories (EFT) in a dual AdS spacetime. We obtain them in our formalism...
From (6) (see supplementary material), we find

$$\mathcal{M}_{n-m,m} = \sum_{\ell,k} c_{\Delta,\ell,k}^{(\Delta,\ell,k)} B_{n,m}^{(\Delta,\ell,k)}, n \geq 1. \tag{19}$$

Here $B_{n,m}^{(\Delta,\ell,k)}$ is given by

$$B_{n,m}^{(\Delta,\ell,k)} = \sum_{q=0}^{m} \frac{\Omega(\tau_k)(n,m,q)(-1)^{m+q} P_{\Delta,\ell,q}(\tau_k,0)}{q! (m+n)! (m-q)! (\tau_k)^{m+2n-q+1}} \times 4 F_3 \left[ \begin{array}{c} n-q-1 \\ \frac{3}{2} \tau_k \end{array} ; q-n-m, q+1 - \frac{2n+m}{3} \right]. \tag{20}$$

One can check numerically that (for $\tau_k = 0 \geq 0$), $P_{\Delta,\ell,q}(\tau_k,0) \geq 0$ — a similar claim was made in [14]. Also we find that $\Omega(\tau_k)_{n,m,q} \geq 0$. As in [21], we can search for $\chi_n^{(r,m)}(\tau_k)$ such that

$$\sum_{r=0}^{m} \chi_n^{(r,m)}(\tau_k) B_{n,m}^{(\Delta,\ell,k)} = \Omega(\tau_k)_{n,m,m}(-1)^{m+q} P_{\Delta,\ell,q}(\tau_k,0) \geq 0.$$

Next, define $\mathcal{M}^{(0)}(s_1, s_2)$, the amplitude after subtracting off the twist zero contributions (if any). Let $\tau^{(0)}$ denote the minimum non-zero twist $\tau_0$. Using this in eq. (19), we can write down positivity constraints on $\mathcal{M}_{n-m,m}^{(0)}$ similar to those in [21] (with $\tau^{(0)} \geq 0$)

$$\mathcal{M}_{n-m,m}^{(0)} + \sum_{r=0}^{m-1} \chi_n^{(r,m)}(\tau^{(0)}) \mathcal{M}^{(0)}_{n-m-1} \geq 0. \tag{22}$$

A recursion relation for $\chi_n$’s was worked out in [21]. For example [27] $\chi_n^{(0,1)}(\tau_k) = \frac{2n+1}{2\tau_k}$, $\chi_n^{(0,2)}(\tau_k) = \frac{2n(n+2)+3}{4(\tau_k)^2}$, $\chi_n^{(1,2)}(\tau_k) = \frac{2n+1}{2\tau_k}$. These imply for instance $\mathcal{M}_{0,1}^{(0)} > -\frac{3}{2} \mathcal{M}_{1,0}^{(0)}$.

Two-sided bounds: If we assume that higher spin partial waves are suppressed, then we can argue for the existence of two-sided bounds. We can check numerically that for $\ell < \ell_*$, there always exists some positive $\beta = O(\ell_*)$ such that

$$\mathcal{B}_{n,m}^{(\Delta,\ell,k)} < \beta \mathcal{B}_{1,0}^{(\Delta,\ell,k)}, \forall \Delta_\phi \in \left(\frac{\alpha}{2}, \frac{3\alpha}{4}\right), \tag{23}$$

where $\alpha = d/2 - 1$. Therefore, we get a two-sided bound valid for $\alpha < 2\Delta_\phi < \frac{3}{2} \alpha$

$$-\frac{3}{2} \mathcal{M}_{1,0}^{(0)} < \mathcal{M}_{0,1}^{(0)} < \beta \mathcal{M}_{1,0}^{(0)}. \tag{24}$$

To derive a stronger upper bound analogous to the QFT bounds in [23, 24], we will need to incorporate the locality constraints as well, a detailed study of which we leave for future work. In the case of AdS EFT for a scalar with mass $m$, with the AdS radius given by $R$, we show in the supplementary material that for $mR \gg 1$,

$$\mathcal{M}_{0,1}^{(AdS)} < \left[ 1 + \frac{\alpha}{2(2\alpha + 3)m^2 R^2} \right] \left( \frac{10\alpha + 11}{(2\alpha + 1)\delta_0} \beta M_{1,0}^{(AdS)} \right), \tag{25}$$

where $\delta_0$ is related to the EFT scale. Besides the fact that a two-sided bound in AdS space is novel, the derivation using our approach is algebraically simpler compared to the fixed-$\ell$ dispersion; in the future, it will be desirable to understand the properties of $B_{n,m}^{(\Delta,\ell,k)}$ better.

Discussion: The new framework we have developed in this paper has allowed us to make contact with Polyakov’s original crossing symmetric bootstrap proposal, and has shown the equivalence, in a nontrivial way, with the results of [14]. Further, this approach clarifies the underlying reason for the existence of Witten diagram representations for general CFT correlators. To this end, it will be good to broaden the preliminary discussion in the supplementary material on the convergence of the Witten diagram expansion and apply it to new settings. It will also be useful to compare the results developed in this paper with the position space results in eg. [28, 29]. Mellin space expressions, in turn, permit ready comparison with flat space results. Many of the positivity conditions for (combinations of) Gegenbauer polynomials appear to extend to Mack polynomials. Mathematically it will be useful to develop proofs of these relations which will enable a systematic study of corrections to EFTs in AdS space, in the large radius limit. Finally, we hope that this work will give new impetus to numerical bootstrap studies using the constraints and functionals (such as in (14)) defined here.
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Supplementary material

CONVENTIONS

In the main text, we have introduced $c_{\Delta,\ell}^{(k)} = C_{\Delta,\ell} N_{\Delta,\ell} R_{\Delta,\ell}^{(k)}$, where $C_{\Delta,\ell}$ is the OPE coefficient squared as defined in [10] and

$$N_{\Delta,\ell} = \frac{2^{\ell}(\Delta + \ell - 1)\Gamma^2(\Delta + \ell - 1)\Gamma(\Delta - h + 1)}{\Gamma(\Delta - 1)\Gamma^4 \left(\frac{\Delta + \ell - 1}{2}\right) \Gamma^2 \left(\frac{\Delta}{2} - \frac{3h - \Delta - \ell}{2}\right)} R_{\Delta,\ell}^{(k)} = \frac{\Gamma^2 \left(\frac{\Delta + \ell - 1}{2} + 2\Delta - h\right) \left(1 + \frac{\Delta - \ell - \Delta \phi}{2}\right)^2}{k! \Gamma(\Delta - h + 1 + k)}.$$  

A suitable form for the Mack polynomial can be found in [10]

$$P_{\Delta - h,\ell}^{(s)}(s, t) = \sum_{m=0}^{\ell} \sum_{n=0}^{\ell-m} \mu_{n,m}^{(\Delta,\ell)} \left(\frac{\Delta - \ell - s}{2}\right)_m (\Delta - t)_n,$$

where

$$\mu_{n,m}^{(\Delta,\ell)} = \frac{2^{-\ell} \ell!(-1)^{m+n}(h + \ell - 1 - m)_{\ell - m} (\ell + \Delta - 1)_n (\Delta - \ell + n)_{\ell - m - n}}{m!n!(\ell - m - n)!} \times \frac{\phi^m \left(-m - h + \frac{\Delta - \ell}{2} + 1, -h + \frac{\Delta - \ell}{2} + 1, n + \Delta - 1; \frac{\Delta + \ell}{2} - m, \frac{\Delta - \ell}{2} + n, -2h - \ell + \Delta + 2; 1\right)}{2\Gamma^2 \left(\frac{\Delta}{2} - s\right) \Gamma^2 \left(\frac{1}{2} - s\right) \Gamma^2 \left(\frac{1}{2} - s\right)}.$$

Our definition $P_{\Delta - h,\ell}^{(s)}(s, t)$ is different from [10] by a shift in $t$, namely $t \rightarrow t - \Delta \phi$. For our purposes it is convenient to introduce

$$P_{\Delta,\ell}(s_1, s_2) = P_{\Delta - h,\ell}^{(s)}(s_1 + \frac{2\Delta \phi}{3}, s_2 + \frac{2\Delta \phi}{3}).$$

2D ISING MODEL

In our conventions, the Mellin amplitude for the 2d Ising model is given by ($\Delta \phi = 1/8$)

$$\mathcal{M}^{(2d \text{ Ising})}(s_1, s_2) = \frac{\sqrt{2} \Gamma \left(-\frac{s_3}{2} - \frac{1}{6}\right) \Gamma \left(-\frac{s_2}{2} - \frac{1}{6}\right) \Gamma \left(-\frac{s_3}{2} - \frac{1}{6}\right)}{\Gamma^{2} \left(\frac{1}{2} - s_1\right) \Gamma^{2} \left(\frac{1}{2} - s_2\right) \Gamma^{2} \left(\frac{1}{2} - s_3\right)}.$$  

(29)

The dispersion relation Eq. (6) in main text gives the following crossing symmetric pole expansion of the above amplitude:

$$\mathcal{M}^{(2d \text{ Ising})}_{\Delta, s_2}(s_1, s_2) = a_{0}^{(2d \text{ Ising})} + \sum_{k=0}^{\infty} \left[ \left(\frac{1}{2} - s_1 - \frac{s_2 - s_3}{2}\right) \left(\frac{1}{2} - s_2 - s_3\right) - \frac{3}{2} - \frac{s_3}{2}\right] \times \frac{(-1)^{4-k}}{2\pi k! \Gamma \left(\frac{1}{2} - 4k\right)^2} \times \Gamma \left(\frac{1}{2} - \frac{1}{6}(6k - 1) \left(1 - \frac{48k}{12k - 6k + 1} - 1\right) - 1\right) \Gamma \left(\frac{1}{12} \left(12k + (6k - 1) \left(1 - \frac{48k}{12k - 6k + 1} - 1\right) - 1\right)\right)^2 \times \Gamma \left(\frac{1}{12} \left(1 - \left(1 - \frac{48k}{12k - 6k + 1} - 1\right) \left(6k - 1\right)\right)\right)^2 \times \Gamma \left(\frac{1}{2} + (6k - 1) \left(1 - \frac{48k}{12k - 6k + 1} - 1\right)\right) \times \Gamma \left(\frac{1}{2} + (6k - 1) \left(1 - \frac{48k}{12k - 6k + 1} - 1\right)\right)^2.$$

(30)

How good is this expansion? To answer this, we truncate the pole sum $\sum_{k=0}^{\infty} \rightarrow \sum_{k=0}^{k_{\text{max}}}$ and numerically compare with (29), see table (I) (in Mathematica we had to use $\$\$\text{MaxExtraPrecision = 1000}$ command for better numerical precision). We find that $a_{0}^{(2d \text{ Ising})} = -1.48589 \times 10^{-6}$. As can be seen from the table, the representation is very good for a variety of random values (including complex ones) for $s_1, s_2$.

**Important note:** Note that there can be a small mismatch very close to the pole position, where the amplitude diverges. This slight mismatch near the poles is due to the truncation of $k$ sum up to $k_{\text{max}}$.

**CFT sum rules and 2d Ising model:** We illustrate how CFT sum rules, that fix the spectrum, follow directly from the crossing symmetric pole expansion of the above amplitude. Note that we can write (30) as $\mathcal{M}^{(2d \text{ Ising})}(a, z) = \sum_{m,n=0}^{\infty} \sum_{k=0}^{\infty} \mathcal{M}_{n-m-1,m}^{(k)} a^n z^m$. The expansion in eq. (4) in main text tells us that $\mathcal{M}_{n-m,m}^{(k)} = \sum_{k=0}^{\infty} \mathcal{M}_{n-m,m}^{(k)} = 0$, where.
| $s_1$ | $s_2$ | Exact | $k_{\text{max}} = 100$ | $k_{\text{max}} = 400$ |
|---|---|---|---|---|
| 4.6 | 6.1 | -0.0032343 | -0.0032459 | -0.003245 |
| 8.3 | -1.6 | -0.06009 | -0.059382 | -0.06007 |
| 8.2+2.1 | -1.6+4.3 | 0.04502 -0.02430 | 0.0457 -0.0239 | 0.04510 -0.02426 |
| 3.3+3.1 | 2.3+6.7 | 0.03804 -0.0405 | 0.038049 -0.0339 | 0.038007 -0.0403 |
| 8.2+9.7 | 16.3 +29.1 | 0.1001 -0.111 | 0.1014 -0.084 | 0.1005 -0.107 |
| 3.1 | 0.2 | 0.008639 -0.003339 | 0.0086 -0.00332 | 0.008636 -0.003337 |
| 13+19 | 21+33 | 0.131 -0.144 | 0.134 -0.099 | 0.132 -0.136 |

TABLE I: Numerical comparison between the 2d Ising model amplitude and the crossing symmetric pole expansion of the amplitude. For the pole expansion, we have truncated the $k$ sum upto $k_{\text{max}}$.

FIG. 1: Numerical comparisons and convergence of the pole sum (in $k$).

when $m > n$. For numerical purpose, we truncate the $k$ sum upto $k_{\text{max}}$. As we increase $k_{\text{max}}$, we get $M_{n-m,m}^{(2d \text{ Ising})} \to 0$ when $m > n$. Further numerical checks with 2d Ising model: We will put $s_2 = s_2^{(+)}(s_1, a)$ in (29) and call it $M_{\text{pole expansion}}^{(2d \text{ Ising})}(s_1, a)$. In (30), we will put $s_2 = s_2^{(+)}(s_1, a)$ and call it $M_{\text{pole expansion}}^{(2d \text{ Ising})}(s_1, a)$, with truncated sum $\sum_{k=0}^{\infty} \to \sum_{k=0}^{k_{\text{max}}}$. For $k_{\text{max}} = 40$ the numerical comparisons are presented in figure 1(a,b). Convergence with increasing $k_{\text{max}}$ is presented in figure 1(c).

CONVERGENCE OF EQ (6) AND DOMAIN OF $a$

We derive the domain of $a$ where eq. (6) in main text converges, following [15] (see their Eq. (2.6)). To check convergence, as in [15], we will focus on the large $\ell$ contribution to the sum over spectrum. In this contribution, it is known that operators with dimensions $\Delta = 2\Delta + \ell + 2n + \gamma(n, \ell)$ contribute with $\gamma(n, \ell) \sim \ell^{2\lambda_{(0)} - \frac{1}{4} + p}$. For $s_1 = \frac{\Delta}{2} + p$ the contribution of these operators to eq. (6) in main text is given by

$$
\sum_{n=0}^{p} \sum_{\ell} \frac{c^{(p-n)}}{\gamma(n, \ell)} P_{\Delta, \ell}(\tau_{p-n}, s_2^{(p-n, a)}) + (t, u) - \text{channel}.
$$

(31)
The $t,u$-channels contribute at subleading order. From the large $\ell$ behaviour of $\ell^{(k)}_\Delta P_{\Delta,\ell}(\tau_k, s_2) \sim \ell^{-4\tau_k - \frac{4\Delta_a}{3} + 2s_2-1}$, we get the leading term as

$$\sim \ell^{-2\tau(0) + 2s'_2(\tau(0), a)-1}.$$  (32)

We consider $a$ to be real and readily find that the $\ell$ sum converges if and only if $\tau(0) > s'_2(\tau(0), a)$, which, using the Reduce command in Mathematica, implies the conditions: for $\tau(0) > 0$, we have $-\frac{\tau(0)}{3} \leq a < 2\frac{\tau(0)}{3}$ and for $\tau(0) < 0$, we have $\tau(0) < a < \frac{2\tau(0)}{3}$. In order to implement the derivative Polyakov condition, one can take derivative of eq. (6) in main text w.r.t $s_1$ and doing a similar analysis for large $\ell$, one gets

$$\sim \ell^{\frac{4\Delta_a}{3} + 2s'_2(\tau(0), a)-1} + (t,u)\text{-channel}.$$  (33)

The $\ell$ sum convergence if and only if $s'_2(\tau(0), a) \frac{2\Delta_a}{3} < 0$ which leads to the conditions: for $\tau(0) > 0$, we have $0 < \Delta_\phi < \frac{3\tau(0)}{4}$ and $-\frac{\tau(0)}{3} \leq a < \frac{4\tau(0)\Delta_a^2 - 6\phi(0)^2\Delta_a}{-6\tau(0)\Delta_a^2 + 9\phi(0)^2 + 4\Delta_s^2}$, and for $\tau(0) < 0$, we have $\tau(0) < a < \frac{4\tau(0)\Delta_a^2 - 6\phi(0)^2\Delta_a}{-6\tau(0)\Delta_a^2 + 9\phi(0)^2 + 4\Delta_s^2}$.

Note that $a$ is always negative in this case. Away from $s_1 = \frac{\Delta_a}{3} + p$ we find the leading contribution at large $\ell$ to eq. (6) in main text to be

$$\sim \ell^{-4\tau(0) - \frac{4\Delta_a}{3} + 2s'_2(\tau(0), a)-1}.$$  (34)

The $\ell$ sum convergence is guaranteed for $2\tau(0) > s'_2(\tau(0), a)$ (we assume $\Delta_\phi > 0$): for $\tau(0) > 0$, we have $-\frac{\tau(0)}{3} < a < \frac{6\tau(0)}{7}$ and for $\tau(0) < 0$, we have $\tau(0) < a < \frac{6\tau(0)}{7}$. The bottom line is that we have demonstrated the existence of a range of $a$-values where the conformal partial wave expansion converges. The expansion in eq. (6) in main text and the expansion in terms of Witten diagrams as in eq. (11) in main text differ by the locality constraints which are the same as the conditions arising from imposing crossing symmetry in the fixed-$t$ dispersion relation [15]. Assuming the latter set of conditions converge, the Witten diagram expansion eq. (11) in main text can be expected to be convergent.

**CONVERGENCE OF EQ. (6) AND EQ. (11): NUMERICAL CHECKS**

Here we will perform only some preliminary numerical checks of convergence of eq. (6) and (11) (in main text) and will find evidence that the sums in both equations are convergent. In order to check convergence, we use the 3d Ising model spectrum [30] upto spin 10, namely $\Delta_\phi = 0.518149$, $\Delta_{\ell=0} = 1.41263, 3.82968, 6.8956, 7.2535$, $\Delta_{\ell=2} = 3., 5.50915, 7.0758$, $\Delta_{\ell=3} = 5.02267, 6.42065, 7.38568$, $\Delta_{\ell=4} = 7.02849, \Delta_{\ell=8} = 9.03102, \Delta_{10} = 11.0324$. We truncate the spin sum upto $L_{max}$. The plots with $\mathcal{M}(s_1, s_2) - \alpha_0$ vs $L_{max}$ is shown in the figure (2) and suggests that the sums in both the dispersion relation as well as the Witten diagrams converge.

We have also checked for convergence using data from the epsilon expansion and again find supporting evidence. For example using $\epsilon = 1/10$ (with only double twist spectrum up to $\epsilon^2$), we find $\mathcal{M}(s_1 = \frac{1}{10}, s_2 = -\frac{10}{101}) - \alpha_0 = 0.000310909$ for $L_{max} = 2$ and $\mathcal{M}(s_1 = \frac{1}{10}, s_2 = -\frac{10}{101}) - \alpha_0 = 0.000310907$ for $L_{max} = 6$ using eq. (11) in main text. If we use eq. (6) in main text, these numbers become $\mathcal{M}(s_1 = \frac{1}{10}, s_2 = -\frac{10}{101}) - \alpha_0 = 0.000310936$ for $L_{max} = 2$ and $\mathcal{M}(s_1 = \frac{1}{10}, s_2 = -\frac{10}{101}) - \alpha_0 = 0.000310939$ for $L_{max} = 6$. The slight discrepancy between using eq. (6) and (11) (in main text) is due to the fact that the locality constraints (eq. (5) in main text) are not fully satisfied due to considering only the lowest twist operators.
\[ \mathcal{M}(s_1, s_2) - \alpha_0 \text{ vs } L_{\text{max}} \text{ for } s_1 = \frac{\Delta_0}{3}, s_2 = 0 \]

\[ \mathcal{M}(s_1, s_2) - \alpha_0 \text{ vs } L_{\text{max}} \text{ for } s_1 = \frac{1}{10}, s_2 = -\frac{10}{101} \]

**FIG. 2:** Convergence of eq eq. (6) in main text and eq. (11) in main text.

### \( \ell = 4 \) CONTACT TERM: EXPLICIT EXPRESSION

Since
\[
P_{\Delta, \ell=4}(s_1, s_2) = s_1^2 \beta_{4,0}^{(2)} + s_2^2 \left( s_2 b_{2,2}^{(4)} + b_{1,2}^{(4)} \right) + s_1 \left( s_2 \left( 2 s_2 b_{0,4}^{(4)} + b_{1,2}^{(4)} + b_{0,2}^{(4)} + b_{1,0}^{(4)} \right) + s_1 \right),
\]
we find
\[
\mathcal{D}_{\ell=4} = \frac{a^2 x^3}{y^4 \tau_k (a - \tau_k)^2} \left( ay^2 b_{0,2}^{(4)} (a - \tau_k) + ab_{0,4}^{(4)} (a^3 x^3 + \tau_k (y^2 \tau_k (7a - 2 \tau_k) - a^2 (x^3 + 6 y^2))) + (a - \tau_k) \left( y^2 \left( ab_{+1,2}^{(4)} (3a - 2 \tau_k) + 2b_{+2,0}^{(4)} (a - \tau_k) + (3a - 2 \tau_k) \left( a \tau_k b_{+4,0}^{(4)} + b_{+3,0}^{(4)} (\tau_k - a) \right) + b_{+4,0}^{(4)} (2a^2 x^3 + y^2 \tau_k (2 \tau_k - 3a)) \right) \right).
\]

Throwing away the unphysical terms in \( \mathcal{D}_{\ell=4} \), since they cancel once sum over spectrum is performed, one easily obtains \( M_{\Delta, \ell=4,k}(s_1, s_2) \):
\[
M_{\Delta, \ell=4,k}^{(c)}(s_1, s_2) = \frac{1}{2} \left( -y^2 b_{0,4}^{(4)} - y \tau_k \left( x b_{0,4}^{(4)} + b_{1,0}^{(4)} \right) + 2x \tau_k b_{4,0}^{(4)} + \tau_k^2 \left( 2x b_{4,0}^{(4)} - 2y b_{0,4}^{(4)} + 2y b_{2,2}^{(4)} - 3y b_{4,0}^{(4)} \right) \right) \left( 2x \left( x b_{0,4}^{(4)} + b_{2,0}^{(4)} + 2y b_{1,2}^{(4)} - 3y b_{3,0}^{(4)} \right) \right).
\]

We have worked out similar expressions for all even spins up to \( \ell = 10 \).

### DERIVATION OF THE SUM RULES OF [14]

We can Taylor expand Eq.(12) (in main text) equation around \( s_2 = 0 \) i.e. \( \mathfrak{F}_p(s_2) = \sum_{r=0}^{\infty} s_2^r \mathfrak{F}_p^{(r)} \). For example
\[
\mathfrak{F}_p^{(1)} = \sum_{k=\Delta, \ell}^{c} \left[ \frac{2 (\Delta_0 + 3p)^2 P_{\Delta, \ell, 1} (\tau_k, 0)}{9 \tau_k^3 - \tau_k (\Delta_0 + 3p)^2} + P_{\Delta, \ell} (\tau_k, 0) \left( \frac{1}{\tau_k^3} - \frac{9}{(\Delta_0 + 3 (\tau_k + p))} \right) \right],
\]

(37)
\[ \bar{\delta}_p^{(2)} = \sum_{k=0}^{\infty} \epsilon_{\Delta, \ell}^{(k)} \left[ \frac{(\Delta_\phi + 3p)^2 P_{\Delta, \ell, 2}(\tau_k, 0)}{9\tau_k^2 - \tau_k(\Delta_\phi + 3p)^2} - P_{\Delta, \ell, 1}(\tau_k, 0) \left( \frac{9}{(\Delta_\phi + 3(\tau_k + p))^2} - \frac{1}{\tau_k^2} \right) \right] \\
\quad + P_{\Delta, \ell}(\tau_k, 0) \left( \frac{1}{(\Delta_\phi + \tau_k + p)^3} + \frac{1}{\tau_k^3} \right) \right]. \]

(38)

We will derive the sum rules presented in [14] by imposing the Polyakov conditions on eq. (6) in main text. We first write down their equation [14, eq (6.4) or eq (139) in arxiv version]

\[ F(\gamma_{13}) = 2G \left( \left( \frac{\gamma_{13} - \Delta_\phi}{3} \right)^2 \right) + \sum_{k=0}^{\infty} \epsilon_{\Delta, \ell}^{(k)} P_{\Delta, \ell}(\tau_k, \frac{\Delta_\phi}{3} - \gamma_{12}) \]
\[ \times \left( \frac{3}{3\gamma_{13} + 2\Delta_\phi - 3\tau_k} - \frac{1}{\gamma_{13} + \Delta_\phi - \tau_k} + \frac{3}{3\tau_k - 4\Delta_\phi} + \frac{3}{5\Delta_\phi - 3\tau_k} \right). \]

We taylor expand \( F(\gamma_{13}) \) around \( \gamma_{13} = \Delta_\phi/3 \), (i.e. \( s_2 = 2\Delta_\phi/3 \) in our notation) \( F(\gamma_{13}) = \sum_{r=0}^{\infty} \left( \gamma_{13} - \frac{\Delta_\phi}{3} \right)^r F^{(r)} \).

We find that \( F^{(r)}, \bar{\delta}_0^{(r)}, M_{n-m,m} \) are related. For example

\[ F^{(1)} = \bar{\delta}_0^{(1)}, F^{(3)} = \bar{\delta}_0^{(3)}, F^{(5)} = \bar{\delta}_0^{(5)}, F^{(7)} = \bar{\delta}_0^{(7)} = 4M_{-4,5} - M_{1,3} - \frac{27}{\Delta_\phi} M_{-2,3} + \frac{27}{\Delta_\phi} M_{-1,2}, \]
\[ F^{(9)} = \bar{\delta}_0^{(9)} = 6M_{-6,7} - 6M_{-3,5} - \frac{90}{\Delta_\phi} M_{-4,5} + \frac{9}{\Delta_\phi} M_{-1,3} + \frac{162}{\Delta_\phi} M_{-3,4} + \frac{81}{\Delta_\phi} M_{-2,3} - \frac{243}{\Delta_\phi} M_{-1,2}. \]

Similar relations hold for any odd \( r \) (we have compared only odd \( r \) since for even \( r \), \( F^{(r)} \) will contain \( G^{(r)}(0) \) which is known in terms of the full amplitude, but not apriori (see comments near [14, eq (139)])).

**Epsilon Expansion of** \( M_{n-m,m}, m > n \)

We will study the epsilon expansion of the locality constraints illustrating with the case of \( M_{-2,3} \). The operator dimensions \( \Delta_{\ell,q} \) of the operators \( O_{\ell,q} \) (with twist \( 2+q; q \in \mathbb{Z}^{\geq 0} \)) have an expansion \( \Delta_{\ell,q} = 2 - \epsilon + \ell + 2q + \delta_1(q, \ell)\epsilon + \delta_2(q, \ell)\epsilon^2 + \ldots \) and \( \Delta_\phi \) has an expansion \( \Delta_\phi = 1 - \frac{1}{2}\epsilon + \delta_\phi^{(2)}\epsilon^2 \).

**O(\epsilon^2):** The OPE coefficients of \( \Delta_{\ell,0} \) starts at \( O(\epsilon^0) \); \( C_{\Delta_{\ell,0}, \ell}^{(0)} = C_{0,\ell}^{(0)} + C_{0,\ell}^{(1)}\epsilon + C_{0,\ell}^{(2)}\epsilon^2 + \ldots \). Then \( M_{-2,3} \) starts at \( O(\epsilon^2) \). The only operators that contribute are \( \Delta_{\ell,0} \) (higher twists start at \( O(\epsilon^4) \), see below). At \( O(\epsilon^2) \), we get contributions \( A_2(0, \ell) C_{0,\ell}^{(0)} (\delta_1(0, \ell)) \epsilon^2 \), with \( A_2(0, \ell) \) a known quantity (the exact form is cumbersome and is not needed). For example \( A_2(0, 2) = -1825.03 \) and so on. The important point is that \( A_2(0, \ell) < 0, \forall \ell \). In order to satisfy the constraint

\[ M_{-2,3} = \sum_{\ell=0}^{\infty} A_2(0, \ell) C_{0,\ell}^{(0)} (\delta_1(0, \ell))^2 \epsilon^2 + O(\epsilon^3) = 0 \]

condition at \( O(\epsilon^2) \), we must have,

\[ \delta_1(0, \ell) = 0. \]  

(39)

In other words, the anomalous dimension of twist two operators should start at \( O(\epsilon^2) \). Once the constraint is satisfied at \( O(\epsilon^2) \) it is also automatically satisfied at \( O(\epsilon^3) \), since the next nonzero contribution to \( M_{-2,3} \) begins at \( O(\epsilon^4) \) when \( \delta_1(0, \ell) = 0 \).

**O(\epsilon^4):** At \( O(\epsilon^4) \), all operators start contributing. The point to emphasize is that the OPE of operators with \( q \neq 0 \) starts at \( O(\epsilon^2); C_{\Delta_{\ell,q}, \ell} = C_{q,\ell}^{(2)}\epsilon^2 + \ldots \). It is therefore impractical to solve the constraints at \( O(\epsilon^4) \). At this
order, the contributions from the twist two operators \((q = 0)\) is \(A_2(0, \ell)C_{0,\ell}^{(0)} \left(-2\delta_{\phi}^{(2)} + \delta_2(q, \ell)\right)^2 \epsilon^4\) and those from twist four onwards \((q \neq 0)\) is \(A_4(q, \ell)C_{q,\ell}^{(2)} \left(\delta_1(q, \ell)\right)^2 \epsilon^4\) with \(A_4(q, \ell)\) a known quantity (for example \(A_4(1, 2) = -10.22\) and so on). Some observations are as follows: \(A_4(1, 2) < 0, A_4(1, 4) < 0, A_4(1, \ell) > 0\) for \(\ell \geq 6\), and \(A_4(2, 2) < 0, A_4(2, \ell) > 0\) for \(\ell \geq 4\). Therefore at \(O(\epsilon^4)\)

\[
\mathcal{M}_{-2,3} = \sum_{\ell=0}^{\infty} \left[ A_2(0, \ell)C_{0,\ell}^{(0)} \left(-2\delta_{\phi}^{(2)} + \delta_2(q, \ell)\right)^2 + \sum_{q=1}^{\infty} A_4(q, \ell)C_{q,\ell}^{(2)} \left(\delta_1(q, \ell)\right)^2 \right] \epsilon^4 + O(\epsilon^5).
\]

Thus the contributions from the leading twist operators, gets cancelled by the higher spin contributions of the higher twist operators.

**DERIVATION OF EQ (18)-(19)**

We will follow the steps in [21], but now for our CFT amplitude. We need

\[
H(\tau_k; s_1, s_2, s_3) = \frac{27a^2z^3(3\alpha - 2\tau_k)}{-27a^2z^3 + 27a^2z^3\tau_k + (z^3 - 1)^2(\tau_k)^3},
\]

where \(\frac{x^3}{(1-x)^2} = -\frac{\pi}{2\tau_k^3}\). We can now expand in power of \(x\), and collect the powers of \(a\) to find, very similar to [21],

\[
\mathcal{M}_{n-m,m} \equiv \sum_{\Delta, \ell, k}^{\infty} c_{\Delta,\ell}^{(k)} B_{n,m,k}^{(\Delta,\ell, k)}, n \geq 1.
\]

\[
B_{n,m,k}^{(\Delta,\ell, k)} = \sum_{j=0}^{\ell/2} \frac{1}{\ell_{2n+m+1}} \frac{p_{(j)}(\xi_0)}{j!}(4\xi_0)^j \times \frac{(3j - m - 2n)(-n)_m}{(m - j)(-n)_{j+1}}.
\]

Here \(p_{(j)}(\xi_0) = \frac{\partial^j P_{\Delta, \ell}(\tau_k, \frac{1}{4}(\sqrt{-1})\tau_k)}{\partial \xi_0^j}\) and we have replaced \(s_2'(\tau_k, a)\) by solving \(\sqrt{x} = 1 + 2\frac{s_2'(\tau_k, a)}{\tau_k}\) and \(\xi_0 = 1\). For example \(p_{(1)}(\xi_0) = \frac{\tau_k P_{\Delta, \ell}(\tau_k, 0)}{4}\), \(p_{(2)}(\xi_0) = \frac{\tau_k P_{\Delta, \ell}(\tau_k, 0) - 2P_{\Delta, \ell}(1, \tau_k, 0)}{16}\), and more generally [21], we find equation eq (19) in main text. Notice that for \(m > n\), we have \(\ell \geq 2m\), which follows on writing \((-n)_m/(-n)_{j+1} = \Gamma(-n + m)/\Gamma(-n + j + 1)\) so that for this to not vanish we need \(j \geq n\). Since the argument of the degree-\(\ell\) polynomial is \(\sqrt{x}\), we will need \(\ell \geq 2n\) as noted in [20, 21].

**TWO SIDED BOUNDS, EFT IN ADS**

In the large \(\nu = \Delta - h\), \(s_1\) limit \((s_1 = \delta + 4\Delta_\phi/3 = s - 2\Delta_\phi/3)\), we have

\[
P_{(s)}(s, t) = \frac{8s!s!}{(h - 1)_s} \left[ C_{(h-1)}^{(h-1)}(x) - \frac{(h - 1)}{\nu^2} C_{(h-2)}^{(h-1)}(x) + O\left(\frac{1}{\nu^4}\right)\right] + O(s^{\ell-1}).
\]

We assume \(s \gg \nu^2\). Following [31, 32] we get the s-channel discontinuity

\[
A^{(AdS)}(s, t) \approx \sum_{\ell} a_\ell(s) \left( C_{\ell}(h-1)(x) - \frac{(h - 1)}{\nu^2} C_{\ell-2}^{(h)}(x) \right),
\]

where

\[
a_\ell(s) = \pi \sum_\Delta \frac{\Gamma^2(2\Delta_\phi + \ell - h)}{2\Delta_\phi + \ell} \sin^2 \frac{\pi [\Delta_\phi - s]}{\Delta_\phi} \frac{8s!s!}{\sin^2 \frac{\pi [\Delta_\phi - s/2]}{\Delta_\phi}} \left( s - \frac{\Delta - \ell}{2} - q_\star \right).
\]
where \( q_* = \frac{(\Delta - \ell - \Delta_0)^2}{\ell + 2\Delta_0} \). Assuming the lower limit of the \( \Delta \) sum is very large \( (\Delta - \ell \sim 2\Delta_0 \) is the lower limit), the corresponding \( \nu \) is given by \( \nu_0 \approx 2mR \) since \( m^2R^2 = \Delta_0 (\Delta_0 - 2h) \). Therefore for large \( R \) (upto \( \frac{1}{\sqrt{\nu_0}} \)), we can write

\[
\mathcal{A}^{(AdS)}(s, t) \approx \sum_{\ell} a_{\ell}(s) \left( C_{\ell}^{(h-1)}(x) - \frac{(h-1)}{\nu_0^2} C_{\ell-2}^{(h)}(x) \right). 
\]  

(45)

In the limit \( s \gg \nu_0^2 \), other corrections will be sub-leading in \( s, R \). We can now do a similar analysis as in [21]. We note that in that limit \( B^{(AdS, \ell)}(n, 0) = \frac{2}{\pi^{2n}} \left( 1 - \frac{\alpha}{\nu_0^2} \right) B^{(Flat, \ell)}(n, 0) \), which implies \( M^{(AdS, \ell)}(n, 0) = \frac{\alpha}{(2 \alpha + 3)\nu_0^2} B^{(Flat, \ell)}(n, 0) \). (46)

Since \( \delta_0 \gg 1 \), we have \( B^{(AdS, \ell)}(1, 1) = \frac{4\ell(\ell+2\alpha)-3(2\alpha+1)}{\pi(2\alpha+1)\delta^2} - \frac{\alpha(4\ell(\ell+2\alpha)-3(2\alpha+2+1))}{\pi(2\alpha+2+1)\delta^2\nu_0^2} \), which gives

\[
B^{(AdS, \ell)}(1, 1) \leq \left( 1 - \frac{\alpha(2\alpha + 1)}{(2\alpha + 3)\nu_0^2} \right) B^{(Flat, \ell)}(1, 1) \text{ or } M^{(AdS, \ell)}(0, 1) \leq \left( 1 - \frac{\alpha(2\alpha + 1)}{(2\alpha + 3)\nu_0^2} \right) M^{(Flat, \ell)}(0, 1). 
\]  

(47)

From [23, 24] \( M^{(Flat)}(0, 1) < \frac{10\alpha + 11}{(2\alpha + 3)\delta_0} M^{(Flat)}_{1, 0} \), we get

\[
M^{(AdS)}(0, 1) < \left[ 1 + \frac{2\alpha}{(2\alpha + 3)\nu_0^2} \right] \frac{10\alpha + 11}{(2\alpha + 1)\delta_0} M^{(AdS)}_{1, 0} \text{ or } M^{(AdS)}(0, 1) < \left[ 1 + \frac{\alpha}{2(2\alpha + 3)m^2R^2} \right] \frac{10\alpha + 11}{(2\alpha + 1)\delta_0} M^{(AdS)}_{1, 0}. 
\]  

(48)