This article studies the estimation of latent community memberships from pairwise interactions in a network of $N$ nodes, where the observed interactions can be of arbitrary type, including binary, categorical, and vector-valued, and not excluding even more general objects such as time series or spatial point patterns. As a generative model for such data, we introduce a stochastic block model with a general measurable interaction space $S$, for which we derive information-theoretic bounds for the minimum achievable error rate. These bounds yield sharp criteria for the existence of consistent and strongly consistent estimators in terms of data sparsity, statistical similarity between intra- and inter-block interaction distributions, and the shape and size of the interaction space. The general framework makes it possible to study temporal and multiplex networks with $S = \{0, 1\}^T$, in settings where both $N \to \infty$ and $T \to \infty$, and the temporal interaction patterns are correlated over time. For temporal Markov interactions, we derive sharp consistency thresholds. We also present fast online estimation algorithms which fully utilise the non-binary nature of the observed data. Numerical experiments on synthetic and real data show that these algorithms rapidly produce accurate estimates even for very sparse data arrays.
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1. Introduction. Data sets in many application domains consist of non-binary pairwise interactions. Examples include human interactions in sociology and epidemiology [32, 35, 59], brain activity measurements in neuroscience [6], and financial interactions in economics [37]. Pair interactions are usually characterised by types (attributes, labels, features) of interacting objects (nodes, agents, individuals), and a set of objects with a common type is called a community (block, group, cluster). An important unsupervised learning problem is to infer the community memberships from the observed pair interactions, a task commonly known as community recovery or clustering [12].

Temporal interactions are an important particular case of non-binary interactions. The longitudinal nature of such data calls for replacing classical graph-based models by temporal and multiplex network models [20, 23, 26]. Although many powerful clustering methods exist for static networks (spectral methods [28], semidefinite programming [18], modularity maximisation [9], belief propagation [40], Bayesian methods [47], likelihood-based methods [53]), their extension to dynamic networks is not necessarily straightforward. In particular, simple approaches employing a static clustering method to a temporally aggregated network may lead to a severe loss of information [4], and they are in general ill-suited to online updating.

The stochastic block model (SBM), first explicitly defined in [22], has become a standard framework for analysing network data with binary interactions. The present article extends
the definition of the stochastic block model to its most general form in which the observed interactions can be of arbitrary type, including binary, categorical, and vector-valued, and not excluding even more general objects such as time series or spatial point patterns. The observed data are represented by an $N$-by-$N$ symmetric array with entries in a general measurable space $\mathcal{S}$. The binary case with $\mathcal{S} = \{0, 1\}$ corresponds to the most studied setting of random graphs. Temporal and multiplex networks can be represented by choosing $\mathcal{S} = \{0, 1\}^T$ where $T$ equals the number of snapshots or layers. Other important choices for the interaction space include $\mathcal{S} = \{0, 1, \ldots, L\}$ (link-labelled SBMs) and $\mathcal{S} = \mathbb{R}$ (weighted SBMs).

1.1. Related work. Existing works on community recovery in binary networks provide a strong information-theoretic foundation [14, 42, 58]. In particular, for $\mathcal{S} = \{0, 1\}$ it is known that communities can be consistently recovered if the difference between intra- and inter-block link probabilities is large enough. Similar conclusions have been extended to models with categorical ($\mathcal{S} = \{0, \ldots, L\}$) interactions [21, 25, 30, 55, 57] and real-valued ($\mathcal{S} = \mathbb{R}$) interactions [55]. In principle, temporal and multiplex network data with $\mathcal{S} = \{0, 1\}^T$ could be modelled as categorical interactions with $2^T$ categories, but such approaches suffer from the following limitations. First, existing theoretical results are mainly limited to models with a bounded or slowly growing number of categories. For example, the results in [55] will directly apply only for $L = o(N)$. Second, algorithms designed for categorical interactions typically have complexity linear in $L$, and are hence inefficient even for a modest number of snapshots.

The present article is motivated by the inference of community structures from temporal network data; see [20] for a comprehensive review of dynamic network models. Earlier works on models, algorithms, and data experiments on temporal networks include [15, 33, 36, 48, 54, 56], where interactions are assumed temporally uncorrelated given the community memberships. Some of the aforementioned works also allow for time-varying community memberships. Because time-varying community memberships are known to involve model identifiability issues [36], this feature is left out of the scope of the present article. Information-theoretic studies on multiplex networks with independent layers include [19] presenting a strongly consistent estimator for models with $N = O(1)$ and $T \gg 1$, [45] establishing minimax error rates for models with $N, T \gg 1$ and balanced community sizes, [3] establishing posterior consistency in a Bayesian framework, and [7, 8, 27, 46, 49] presenting consistent estimators based on spectral clustering. Dynamic networks with temporally correlated interactions, or persistent edges, have so far attracted much less attention. Articles [5, 37] present numerical algorithms for estimating community memberships in temporally correlated SBMs in which the interaction patterns between nodes are positively correlated discrete-time Markov chains. Recently, [50, 51] presented EM algorithms for temporal SBMs where interactions are continuous-time Markov processes.

A detailed technical discussion of our contributions with respect to the most closely related earlier works is postponed to Section 6.

1.2. Main contributions. The main contributions of the present article can be summarised as follows:

1. We extend the SBM analysis to a general framework which allows the size and shape of the space of interactions $\mathcal{S}$ to vary with scale, making it possible to analyse vector-valued and functional interactions with dimension growing with scale, and multiplex and temporal networks where the number of layers or snapshots goes to infinity.

2. We derive a lower bound on the minimum achievable error rate of community recovery in a SBM with general interactions, including binary, categorical, weighted, and temporal patterns. This result extends in a natural but non-trivial way earlier results for binary and
real-valued SBMs, by allowing the space of interactions $S$ and the interaction distributions to be arbitrary. This is one of the first explicit quantitative lower bounds in this context.

3. We show that the maximum likelihood estimator recovers the true communities up to the information-theoretic lower bound. Combined with the lower bound, this yields sharp thresholds for community recovery in terms of the Rényi divergence between the interaction distributions. We also propose a polynomial-time algorithm which attains the desired lower bound under mild additional regularity assumptions.

4. We analyse temporal SBMs where interactions between nodes are correlated over time, and both the number of nodes $N$ and the number of time slots $T$ may tend to infinity. For sparse networks with Markov interactions, we derive information-theoretic consistency thresholds. The thresholds are presented in terms of an asymptotic formula for the Rényi divergence between two sparse Markov chains, which could be of independent interest.

5. We provide online algorithms for temporal networks in situations where the interaction parameters are known or unknown, with complexity linear in the number of layers $T$. In particular, a numerical study demonstrates that in a typical situation, we recover the correct communities starting from a blind random guess, even in very sparse regimes.

1.3. Outline. The rest of the article is structured as follows. Section 2 describes model details and notations. Section 3 summarises the main theoretical results for general non-binary network models, and Section 4 specialises to temporally correlated networks. Section 5 describes numerical experiments on synthetic and real data sets. Section 6 provides a technical discussion on our main contributions with respect to the state of the art. Finally, Section 7 describes avenues for future research. The proofs of the main theorems are presented in the appendices.

2. Model description and notations.

2.1. General stochastic block model. The objective of study is a population of $N \geq 1$ mutually interacting nodes partitioned into $K \geq 2$ disjoint sets called blocks. The partition is represented by a node labelling $\sigma: [N] \to [K]$, so that $\sigma(i)$ indicates the block which contains node $i$. In line with the classical definition of a stochastic block model [22], we assume that interactions between node pairs can be of arbitrary type, and the set of possible interaction types is a measurable space $S$. This general setup allows to model usual random graphs ($S = \{0, 1\}$), edge-labelled random graphs ($S = \{0, \ldots, L\}$, $S = \mathbb{R}$), multilayer and temporal networks ($S = \{0, 1\}^T$, $S = \{0, 1\}^\infty$), and many other settings such as nodes interacting over a continuous time interval. In full generality, such a stochastic block model (SBM) is parameterised by a node labelling $\sigma: [N] \to [K]$ and an interaction kernel $(f_{k\ell})$ which is a collection of probability density functions with respect to a common sigma-finite reference measure $\mu$ on $S$, such that $f_{k\ell} = f_{\ell k}$ for all $k, \ell = 1, \ldots, K$. These parameters specify a probability measure on a space of observations

$$\mathcal{X} = \left\{ x: [N] \times [N] \to S: x_{ij} = x_{ji}, x_{ii} = 0 \text{ for all } i, j \right\}$$

with probability density function

$$P_\sigma(x) = \prod_{1 \leq i < j \leq N} f_{\sigma(i)\sigma(j)}(x_{ij})$$

with respect to the $N(N - 1)/2$-fold product of the reference measure $\mu$. Our main focus is on homogeneous models in which the interaction kernel can be represented as

$$f_{k\ell} = \begin{cases} f & \text{if } k = \ell, \\ g & \text{otherwise}, \end{cases}$$

where $f$ and $g$ are probability density functions on $S$.
for some probability densities $f$ and $g$ on $S$, called the intra-block and inter-block interaction distribution, respectively. A homogeneous SBM is hence a probability density $P_\sigma$ on $X$ specified by (2.1)–(2.2) and parameterised by a 5-tuple $(N, K, \sigma, f, g)$. For an observation $X$ distributed according to such $P_\sigma$, the entries $X_{ij}, 1 \leq i < j \leq N$, are mutually independent, and $X_{ij}$ is distributed according to $f$ when $\sigma(i) = \sigma(j)$, and according to $g$ otherwise.

The node labelling $\sigma$ representing the block membership structure is considered an unknown parameter to be estimated. When studying the average error rate of estimators, it is natural to regard the node labelling as a random variable distributed according to the unknown parameter to be estimated. When studying the average error rate of estimators, it is natural to regard the node labelling as a random variable distributed according to the uniform distribution $\pi(\sigma) = K^{-N}$ on parameter space $Z = \{\sigma : [N] \rightarrow [K]\}$. In this case the joint distribution of the node labelling and the observed data is characterised by a probability density

$$\mathbb{P}(\sigma, x) = \pi_\sigma P_\sigma(x)$$
onumber

on $Z \times X$ with respect to $\text{card}_Z \times \mu$, where $\text{card}_Z$ is the counting measure on $Z$.

2.2. Classification error. The community recovery problem is the task of developing an algorithm $\phi : X \rightarrow Z$ which maps an observed data array $X = (X_{ij})$ into an estimated node labelling $\hat{\sigma} = \phi(X)$. Stated like this, the recovery problem is ill-posed because the map $\sigma \mapsto P_\sigma$ defined by (2.1) is in general non-injective. Therefore, we adopt the common approach in which the goal is to recover the unlabelled block structure, that is, the partition $[\sigma] = \{\sigma^{-1}(k) : k \in [K]\}$, and the estimation error is considered small when $[\hat{\sigma}]$ is close to $[\sigma]$. Accordingly, we define for node labellings $\sigma_1, \sigma_2 : [N] \rightarrow [K]$ an error quantity by

$$\text{Ham}^*(\sigma_1, \sigma_2) = \min_{\rho \in \text{Sym}(K)} \text{Ham}(\rho \circ \sigma_1, \sigma_2)$$

where $\text{Sym}(K)$ denotes the group of permutations on $[K]$ and $\text{Ham}$ refers to the Hamming distance. The above error takes values in $\{0, \ldots, N\}$ and depends on its inputs only via the partitions $[\sigma_1]$ and $[\sigma_2]$. The normalised error quantity $N^{-1} \text{Ham}^*(\sigma_1, \sigma_2)$ is known as the classification error [12, 38].

When analysing the average performance of an estimator, we can view $\hat{\sigma}$ as a $Z$-valued random variable defined on the observation space $X$. Then $E_\sigma \text{Ham}^*(\hat{\sigma}, \sigma)$ equals the expected clustering error given a true parameter $\sigma$, and

$$\mathbb{E} \text{Ham}^*(\hat{\sigma}) = \sum_{\sigma \in Z} \pi_\sigma E_\sigma \text{Ham}^*(\hat{\sigma}, \sigma)$$

is the average clustering error with respect to the uniform distribution $\pi_\sigma = K^{-N}$ on the parameter space.

2.3. Consistent estimators. A large-scale network is represented as a sequence of models $P^{(n)}_\sigma$ indexed by a scale parameter $n = 1, 2, \ldots$. In this setting the model dimensions $N^{(n)}, K^{(n)}$, the node labelling $\sigma^{(n)}$, the interaction densities $f^{(n)}, g^{(n)}$, as well as the spaces $S^{(n)}, X^{(n)}, Z^{(n)}$ all depend on the scale parameter $n$. In this setup, an estimator is viewed as a map $\phi^{(n)} : X^{(n)} \rightarrow Z^{(n)}$. For nonnegative sequences $a = a^{(n)}$ and $b = b^{(n)}$ we denote $a = o(b)$ when $\limsup_{n \rightarrow \infty} a^{(n)}/b^{(n)} = 0$, and $a = O(b)$ when $\limsup_{n \rightarrow \infty} a^{(n)}/b^{(n)} < \infty$. We write $a = \omega(b)$ when $b = o(a)$, $a = \Omega(b)$ when $b = O(a)$, and $a = \Theta(b)$ when $a = O(b)$ and $b = O(a)$. We also denote $a \ll b$ for $a = o(b)$, $a \lesssim b$ for $a = O(b)$, $a \asymp b$ for $a = \Theta(b)$, and $a \sim b$ for $a = (1 + o(1))b$. To avoid overburdening the notation, the scale parameter is mostly omitted from the notation in what follows.

For a large-scale model with $N \gg 1$ nodes, an estimator $\hat{\sigma} = \hat{\sigma}^{(n)}$ is called consistent if $\mathbb{E} \text{Ham}^*(\hat{\sigma}) = o(N)$, and strongly consistent if $\mathbb{E} \text{Ham}^*(\hat{\sigma}) = o(1)$. A strongly consistent estimator is also said to achieve exact recovery, and a consistent estimator is said to achieve almost exact recovery [1].
2.4. Information-theoretic divergences and distances. Let us recall basic information divergences and distances associated with probability distributions $f$ and $g$ on a general measurable space $S$ [16, 52]. The Rényi divergence of positive order $\alpha \neq 1$ is defined as

$$D_\alpha(f\|g) = (\alpha - 1)^{-1} \log \int \left( \frac{df}{d\mu} \right)^\alpha \left( \frac{dg}{d\mu} \right)^{1-\alpha} d\mu,$$

where $\mu$ is an arbitrary measure which dominates $f$ and $g$. We use the conventions $\log 0 = -\infty$, $0/0 = 0$ and $x/0 = \infty$ for $x > 0$. In particular, if $f \not\perp g$ and $\alpha < 1$, then $D_\alpha(f\|g) < \infty$. In the symmetric case with $\alpha = \frac{1}{2}$ we write

$$D_{1/2}(f, g) = -2\log \int \sqrt{\frac{df}{d\mu}} \sqrt{\frac{dg}{d\mu}} \, d\mu,$$

and note that this quantity is related to the Hellinger distance defined by

$$\text{Hel}^2(f, g) = \frac{1}{2} \int \left( \sqrt{\frac{df}{d\mu}} - \sqrt{\frac{dg}{d\mu}} \right)^2 \, d\mu,$$

via the formula $D_{1/2}(f, g) = -2\log \left( 1 - \text{Hel}^2(f, g) \right)$. In what follows, we assume that a sigma-finite reference measure $\mu$ on $S$ is fixed once and for all, and we write $\frac{df}{d\mu}$, $\frac{dg}{d\mu}$ simply as $f$, $g$, and we omit $d\mu$ from the integral signs, so that $D_\alpha(f\|g) = (\alpha - 1)^{-1} \log \int f^\alpha g^{1-\alpha}$. When $S$ is countable, $\mu$ is always chosen as the counting measure, in which case write $D_\alpha(f\|g) = (\alpha - 1)^{-1} \log \sum_{x\in S} f^\alpha(x)g^{1-\alpha}(x)$, and so on. We also denote symmetrised Rényi divergences by $D_\alpha^s(f, g) = \frac{1}{2}(D_\alpha(f\|g) + D_\alpha(g\|f))$.

3. Results for general SBMs. Section 3.1 describes information-theoretic thresholds for consistent community recovery. Section 3.2 specialises to sparse networks. Section 3.3 describes a polynomial-time algorithm and discusses its accuracy.

3.1. General information thresholds. The following theorem characterises fundamental information-theoretic limits for the recovery of block memberships from data generated by a homogeneous $S$-valued SBM. It does not make any scaling assumptions on the model dimensions $N$ and $K$, or on the space of interaction types $S$, and its proof indicates that maximum likelihood estimators achieve the upper bound.

**Theorem 3.1.** For a homogeneous SBM with $N$ nodes, $K$ blocks, and interaction distributions $f, g$ on a general measurable space $S$ having Rényi divergence $I = D_{1/2}(f, g)$, the minimum average classification error among all estimators $\hat{\sigma} : X \to Z$ is bounded from below by

$$\min_{\hat{\sigma}} \mathbb{E} \left( \frac{\text{Ham}^*(\hat{\sigma})}{N} \right) \geq \frac{1}{84} K^{-3} e^{-\frac{N}{8K}} I - \sqrt{8KNI_{21}} - \frac{1}{6} e^{-\frac{N}{6K}}$$

and from above by

$$\min_{\hat{\sigma}} \mathbb{E} \left( \frac{\text{Ham}^*(\hat{\sigma})}{N} \right) \leq 8e(K - 1)e^{-(1-\zeta-\kappa)\frac{N}{8K}} I + K^N e^{-\frac{1}{3}\zeta(\frac{K-1}{K})^2N^2} + 2K e^{-\frac{1}{3}K^2 \frac{N}{K^2}}$$

for all $0 \leq \epsilon \leq \zeta \leq \frac{1}{21}$, where $\kappa = 56 \max \{ K^2 e^{-\frac{\zeta}{6K}}, K N^{-1} \}$ and another auxiliary parameter is defined by $I_{21} = \left( \frac{1}{2} - K^{-1} \right) K^{-1} I + \frac{1}{2} K^{-1} J$ with $J = (\int \sqrt{f/g})^{-1} \int \sqrt{f/g} \log^2 \frac{f}{g}$.
COMMUNITY RECOVERY IN NON-BINARY AND TEMPORAL STOCHASTIC BLOCK MODELS

The next key result characterises information-theoretic recovery conditions in large-scale networks, for which we emphasise that the model dimensions \( N = N^{(n)} \) and \( K = K^{(n)} \), the interaction distributions \( f = f^{(n)} \) and \( g = g^{(n)} \), and also the interaction type space \( \mathcal{S} = \mathcal{S}^{(n)} \), are allowed to depend on a scale parameter \( \eta \) which omitted from notation for clarity.

**Theorem 3.2.** For a homogeneous SBM with \( N \gg 1 \) nodes, \( K \times 1 \) blocks, and interaction distributions \( f \) and \( g \) having Rényi divergence \( I = D_{1/2}(f, g) \):

(i) a consistent estimator exists if \( I \gg N^{-1} \), and does not exist if \( I \lesssim N^{-1} \);
(ii) a strongly consistent estimator exists if \( I \geq (1 + \Omega(1)) \frac{K \log N}{N} \), and does not exist if
\[
I \leq (1 - \Omega(1)) \frac{K \log N}{N}.
\]

Furthermore, if \( N^{-1} \ll I \ll 1 \) and \( K \times 1 \), the optimal achievable misclassification rate equals
\[
\min_{\hat{\sigma}} \mathbb{E} \left( \frac{\text{Ham}^*(\hat{\sigma})}{N} \right) \asymp e^{-(1-o(1))NI/K}.
\]

**Proof.** The nonexistence statements are a direct consequence of the lower bound in Theorem 3.1 combined with Lemma C.12 to guarantee that \( J \lesssim I \). The existence results follow by analysing the upper bound of Theorem 3.1, which is done in Proposition D.4 in Appendix D. Formula (3.1) follows from the bounds of Theorem 3.1 by choosing \( \zeta = (NI)^{-1/2} \) and \( \epsilon = \frac{\zeta}{2K-1} \), and recalling \( J \lesssim I \) by Lemma C.12.

The following examples illustrate how Theorem 3.2 can be applied to various types of SBMs in sparse and dense regimes.

**Example 3.3 (Binary interactions).** A graph in which two nodes in the same community (resp. different communities) are linked with probability \( p \) (resp. \( q \)) forms an instance of a homogeneous SBM where the \( \frac{1}{2} \)-order Rényi divergence between Bernoulli interaction distributions equals \( I = -2 \log((1 - p)^{1/2}(1 - q)^{1/2} + p^{1/2}q^{1/2}) \). In a sparse regime where \( p = p_0 \frac{\log N}{N} \) and \( q = q_0 \frac{\log N}{N} \) for scale-independent constants \( p_0, q_0 > 0 \), this is approximated by \( I \sim \left( \sqrt{p_0} - \sqrt{q_0} \right)^2 \frac{\log N}{N} \). Theorem 3.2 tells that a strongly consistent estimator exists if \( \left( \sqrt{p_0} - \sqrt{q_0} \right)^2 > K \) and does not if \( \left( \sqrt{p_0} - \sqrt{q_0} \right)^2 < K \). This is the well-known threshold for strong consistency in sparse binary SBMs [2, 42]. Alternatively, in a dense regime where \( p = p_0 + \epsilon \) and \( q = q_0 \) for \( \epsilon = o(1) \) and some scale-independent constant \( 0 < p_0 < 1 \), we find that \( I \sim \epsilon^2 \frac{p_0}{4p_0(1-p_0)} \). Especially, when \( \epsilon = c \left( \frac{\log N}{N} \right)^{1/2} \) for some scale-independent constant \( c > 0 \), then we find that a strongly consistent estimator exists if \( (p_0 - \frac{1}{2})^2 > \frac{1-c^2/K}{4} \) and does not if \( (p_0 - \frac{1}{2})^2 < \frac{1-c^2/K}{4} \).

**Example 3.4 (Poisson interactions).** Consider an integer-valued SBM where the interaction between two nodes in the same block (resp. different blocks) is a Poisson-distributed random integer with mean \( \lambda \) (resp. \( \mu \)). The \( \frac{1}{2} \)-order Rényi divergence between such Poisson distributions equals \( I = \left( \sqrt{\lambda} - \sqrt{\mu} \right)^2 \). In a sparse regime where \( \lambda = \lambda_0 \frac{\log N}{N} \) and \( \mu = \mu_0 \frac{\log N}{N} \) for scale-independent constants \( \lambda_0, \mu_0 > 0 \), Theorem 3.2 tells that a strongly consistent estimator exists if \( \left( \sqrt{\lambda_0} - \sqrt{\mu_0} \right)^2 > K \) and does not if \( \left( \sqrt{\lambda_0} - \sqrt{\mu_0} \right)^2 < K \). In a dense regime where \( \lambda = \lambda_0 + \epsilon \) and \( \mu = \lambda_0 \) for \( \epsilon = o(1) \) and some scale-independent constant \( \lambda_0 > 0 \), we
see that $I \sim \frac{r^2}{4\lambda_0}$. Especially, if $\epsilon = c\left(\frac{\log N}{N}\right)^{1/2}$ for some scale-independent constant $c > 0$, then a strongly consistent estimator exists when $\frac{r^2}{4\lambda_0} > K$ and does not when $\frac{r^2}{4\lambda_0} < K$.

**Example 3.5 (Normal interactions).** Consider a real-valued SBM where the interaction between two nodes in the same block (resp. different blocks) follows a normal distribution with mean zero and standard deviation $\sigma$ (resp. $\tau$). The $\frac{1}{2}$-order Rényi divergence between such normal distributions equals $I = \log(1 + \frac{(\sigma - \tau)^2}{2\sigma\tau})$. Theorem 3.2 combined with Taylor’s approximation $\log(1 + t) = t + O(t^2)$ tells that a consistent estimator exists if $\frac{(\sigma - \tau)^2}{2\sigma\tau} \gg N^{-1}$ and does not if $\frac{(\sigma - \tau)^2}{2\sigma\tau} \lesssim N^{-1}$; and that a strongly consistent estimator exists if $\frac{(\sigma - \tau)^2}{2\sigma\tau} \geq (1 + \Omega(1))K\frac{\log N}{N}$ and does not if $\frac{(\sigma - \tau)^2}{2\sigma\tau} \leq (1 - \Omega(1))K\frac{\log N}{N}$.

**Example 3.6 (Multiplex networks).** An SBM with product-form intra- and inter-block interaction distributions $f = \prod_{t=1}^{T} f_t$ and $g = \prod_{t=1}^{T} g_t$ on $\mathcal{S} = \mathcal{S}_1 \times \cdots \times \mathcal{S}_T$ corresponds to observing $T$ mutually independent network layers over a common node set, where data on the $t$-th layer are distributed according to an SBM with interaction distributions $f_t$ and $g_t$ on $\mathcal{S}_t$. By observing that $I = \sum_{t=1}^{T} I_t$ for $I = D_{1/2}(f, g)$ and $I_t = D_{1/2}(f_t, g_t)$, Theorem 3.2 tells that strong consistency is possible when $\sum_{t=1}^{T} I_t \geq (1 + \Omega(1))K\frac{\log N}{N}$, and impossible when $\sum_{t=1}^{T} I_t \leq (1 - \Omega(1))K\frac{\log N}{N}$. Similarly, consistency is possible when $\sum_{t=1}^{T} I_t \gg N^{-1}$ and impossible when $\sum_{t=1}^{T} I_t \lesssim N^{-1}$. In the binary case where $\mathcal{S}_t = \{0, 1\}$ for all $t$, corresponding thresholds have been derived in [3, 45]. The present example is an important extension allowing to analyse heterogeneous multiplex networks in which some layers may only be partially observed (cf. Example 3.9) and some may carry real-valued edge labels (cf. Example 3.12).

3.2. **Sparse networks.** Sparse networks can be modelled using intra-block and inter-block interaction distributions of form

\begin{equation}
(3.2) \quad f = (1 - p_0\rho)\delta_0 + p_0\rho \tilde{f} \quad \text{and} \quad g = (1 - q_0\rho)\delta_0 + q_0\rho \tilde{g},
\end{equation}

where $\delta_0$ is the Dirac measure at an element $0 \in \mathcal{S}$ representing no-interaction, probability measures $\tilde{f}, \tilde{g}$ on $\mathcal{S} \setminus \{0\}$ are conditional distributions of interaction types given that there is an interaction, $p_0, q_0 > 0$ are scale-independent constants, and $\rho \ll 1$ describes the overall network density. The following result describes how the regimes for consistent and strongly consistent community recovery are characterised by a fundamental information quantity

\begin{equation}
(3.3) \quad \tilde{I} = (\sqrt{p_0} - \sqrt{q_0})^2 + 2\sqrt{p_0q_0} \text{Hel}^2(\tilde{f}, \tilde{g}).
\end{equation}

In the above formula, the quantity $(\sqrt{p_0} - \sqrt{q_0})^2$ corresponds to information gained from observing whether or not there is an interaction, and the Hellinger distance $\text{Hel}(\tilde{f}, \tilde{g})$ characterises the additional information gained by observing the types of interactions between node pairs.

**Theorem 3.7.** For a homogeneous SBM with $N \gg 1$ nodes, $K \times 1$ blocks, and interaction distributions of form (3.2) where $\rho \ll 1$, and $p_0, q_0$ are scale-independent constants:

(i) a consistent estimator exists if $\rho \tilde{I} \gg N^{-1}$, and does not exist if $\rho \tilde{I} \lesssim N^{-1}$;

(ii) a strongly consistent estimator exists if $\rho \tilde{I} \geq (1 + \Omega(1))K\frac{\log N}{N}$, and does not exist if $\rho \tilde{I} \leq (1 - \Omega(1))K\frac{\log N}{N}$.
Proof. Taylor’s approximations show that the Rényi divergence of order \( \alpha \neq 1 \) for probability distributions of form (3.2) is approximated by

\[
D_\alpha(f \| g) = \frac{p^\alpha q^{1-\alpha}}{\alpha} e^{(\alpha-1) D_{\alpha}(f \| g)} - \frac{\alpha p + (1 - \alpha)q}{\alpha - 1} + O(\rho^2),
\]

where \( p = p_0 \rho \) and \( q = q_0 \rho \). In particular, the formula \( 1 - \text{Hel}(\tilde{f}, \tilde{g})^2 = e^{-\frac{1}{2} D_{1/2}(\tilde{f}, \tilde{g})} \) implies that the Rényi divergence of order half is given by

\[
D_{1/2}(f, g) = (\sqrt{p} - \sqrt{q})^2 + 2\sqrt{pq} \text{Hel}^2(\tilde{f}, \tilde{g}) + O(\rho^2),
\]

so that \( D_{1/2}(f, g) = (1 + o(1))\rho \tilde{I} \). Statements (i) and (ii) hence follow from Theorem 3.2.

The following three examples illustrate the applicability of Theorem 3.7 for finite and real-valued interaction spaces.

Example 3.8 (Sparse categorical interactions). Consider a categorical stochastic block model with intra- and inter-block interactions distributed according to (3.2) in which \( \tilde{f} \) and \( \tilde{g} \) are probability distributions on \( \{1, \ldots, L\} \). The critical information quantity defined in (3.3) can then be written as

\[
\tilde{I} = \left( \sqrt{p_0} - \sqrt{q_0} \right)^2 + \sqrt{p_0 q_0} \sum_{\ell=1}^{L} \left( \sqrt{\tilde{f}(\ell)} - \sqrt{\tilde{g}(\ell)} \right)^2.
\]

This model was studied in [25] in a parameter regime with \( \rho = \frac{\log N}{N/K} \propto \frac{K \log N}{N} \), where it was assumed that neither \( L \) nor the probabilities \( \tilde{f}(\ell), \tilde{g}(\ell) > 0 \) depend on the scale parameter. In this case \( \tilde{I} \) is a scale-independent constant, and by applying Theorem 3.7(ii) we recover the main results of [25] stating that a strongly consistent estimator exists if \( \tilde{I} > 1 \) and does not exist if \( \tilde{I} < 1 \). Unlike [25], Theorem 3.7 does not require any regularity conditions on \( \tilde{f} \) and \( \tilde{g} \).

Example 3.9 (Censored binary SBM). Assume that between any pair of nodes in the same community (resp. different communities), there is an edge with probability \( a \) (resp. \( b \)) and the edge status of the node pair is observed with probability \( p = p_0 \rho \) (resp. \( q = q_0 \rho \)) regardless of whether an edge is present or not. We assume that \( \rho \ll 1 \), and that \( a, b, p_0, q_0 \) are scale-independent constants. The observed data can be modelled as an instance of (3.2) with interaction type space \( S = \{0, 10, 11\} \) where 0 = censored, 10 = observed&absent, and 11 = observed&present, and

\[
\tilde{f}(10) = 1 - a, \quad \tilde{g}(10) = 1 - b, \quad \tilde{f}(11) = a, \quad \tilde{g}(11) = b.
\]

The fundamental information quantity in (3.3) equals \( \tilde{I} = \left( \sqrt{p_0} - \sqrt{q_0} \right)^2 + \sqrt{p_0 q_0} \text{Hel}^2(\tilde{f}, \tilde{g}), \) where \( \text{Hel}(\tilde{f}, \tilde{g})^2 = \frac{1}{2} (\sqrt{1-a} - \sqrt{1-b})^2 + \frac{1}{2} (\sqrt{a} - \sqrt{b})^2. \) Assume that \( t = p_0 = q_0 \) equals a common observation rate and \( \rho = \frac{\log N}{N} \). Theorem 3.7 then tells that exact recovery is possible if \( t > t_{\text{crit}} \) and impossible if \( t < t_{\text{crit}} \) where \( t_{\text{crit}} = \frac{K}{2 \text{Hel}^2(\tilde{f}, \tilde{g})}. \) For \( K = 2 \), this coincides with the exact recovery threshold recently presented in Dhar et al. [11], and extends their criterion into models with \( K > 2 \) and \( p_0 \neq q_0 \).
EXPLANATION 3.10 (Censored real-valued SBM). Assume that associated to each pair of
nodes in the same community (resp. different communities), there is a random variable follow-
ing a normal distribution with mean zero and standard deviation $\sigma$ (resp. $\tau$), and this vari-
able is observed with probability $p = p_0$ (resp. $q = q_0$), where $\rho \ll 1$ and $\sigma$, $\tau$, $p_0$, $q_0 > 0$
are scale-independent constants. The observed data can be modeled as an instance of (3.2)
with interaction type space $S = \mathbb{R}$ in which $\tilde{f} = \text{Nor}(0, \sigma^2)$ and $\tilde{g} = \text{Nor}(0, \tau^2)$, and the value
0 represents no-observation. The fundamental information quantity in (3.3) then equals
\[
\tilde{I} = \left( \sqrt{p_0} - \sqrt{q_0} \right)^2 + 2 \sqrt{p_0 q_0} \left( 1 - \frac{2\sigma \tau}{\sigma^2 + \tau^2} \right).
\]
If $t = p_0 = q_0$ equals a common observation rate and $\rho = \frac{\log N}{N}$, then Theorem 3.7 then tells
that exact recovery is possible if $t > t_{\text{crit}}$ and impossible if $t < t_{\text{crit}}$ were
\[ t_{\text{crit}} = \frac{K}{2} \left( 1 - \frac{\sqrt{2} \sigma \tau}{\sigma^2 + \tau^2} \right). \]

3.3. Polynomial-time algorithm. To cluster non-binary SBMs in a polynomial time in
$N$, we propose Algorithm 1 which employs spectral clustering as a subroutine to produce a
moderately accurate initial clustering, and then performs a refinement step through node-wise
likelihood maximisation. Similarly to [14, 55], for technical reasons related to the proofs, the
initialisation step of Algorithm 1 involves $N$ separate spectral clustering steps. A consensus
step is therefore needed at the end, to correctly permute the individual predictions. Numerical
experiments indicate that in practice it often suffices to do one spectral clustering on a binary
matrix, and remove this consensus step. We will discuss practical aspects in more detail in
Section 5.

**Algorithm 1:** Clustering using general $S$-valued interaction data

**Input:** $S$-valued interaction array $X_{ij}$; interaction distributions $f, g$; set $A \subset S$.
**Output:** Estimated node labelling $\hat{\sigma}$.

**Step 1: Coarse clustering using binary interaction data**
Compute a binary matrix $\tilde{X}$ by setting $\tilde{X}_{ij} = 1(X_{ij} \not\in A)$.
for $i = 1, \ldots, N$ do
  Let $\tilde{X}_{-i}$ be the submatrix of $\tilde{X}$ with row $i$ and column $i$ removed.
  Compute a node labelling $\tilde{\sigma}_i$ on $[N] \setminus \{i\}$ by applying a standard graph clustering
  algorithm with adjacency matrix $\tilde{X}_{-i}$.

**Step 2: Refined clustering using full interaction data**
for $i = 1, \ldots, N$ do
  Compute $h_i(k) = \sum_{j : \tilde{\sigma}_i(j) = k} \log \frac{f(X_{ij})}{g(X_{ij})}$ for all $k \in [K]$.
  Set $\hat{\sigma}_i(i) = \arg \max_{k \in [K]} h_i(k)$ with arbitrary tie breaks.
  Set $\hat{\sigma}_i(j) = \hat{\sigma}_i(i)$ for $j \neq i$.

**Step 3: Consensus**
Select $\hat{\sigma}_1$ as a baseline node labelling and set $\hat{\sigma}(1) = \hat{\sigma}_1(1)$.
for $i = 2, \ldots, N$ do
  Set $\hat{\sigma}(i) = \arg \max_{\ell} |\hat{\sigma}_i^{-1}(\hat{\sigma}_1(i)) \cap \hat{\sigma}_i^{-1}(\ell)|$ with arbitrary tie breaks.
The following theorem characterises the accuracy of Algorithm 1 for large-scale models, and implies that under mild technical conditions this algorithm achieves the optimal error rate in Theorem 3.2. The proof of Theorem 3.11 is given in Appendix E.

**THEOREM 3.11.** Consider a homogeneous SBM with \( N \gg 1 \) nodes, \( K \sim 1 \) blocks, and interaction distributions \( f \) and \( g \) having Rényi divergence \( I = D_{1/2}(f, g) \). If \((f(A))^{1/2} - g(A))^{1/2} \gg N^{-1/2}D_{1/2}(f, g)\) for some \( 0 < r \leq 1/2 \), then the classification error of Algorithm 1 applied with \( A \subset S \) is bounded by

\[
\mathbb{E}\left( \frac{\text{Ham}^{+}(\hat{\sigma})}{N} \right) \leq Ke^{-(1-o(1))2r \frac{\rho}{\sigma} I} + o(1).
\]

The following three examples illustrate how Theorem 3.11 can be applied to analyse the performance of Algorithm 1 in sparse and dense settings.

**EXAMPLE 3.12 (Normal interactions).** Consider the real-valued SBM in Example 3.5 with intra- and inter-block interaction distributions \( f = \text{Nor}(0, \sigma^2) \) and \( g = \text{Nor}(0, \tau^2) \). Assume that \( \sigma > 0 \) is scale-independent and \( \tau = \sigma(1 + \epsilon) \) for some \( \epsilon = o(1) \). Then the \( 1/2 \)-order Rényi divergence equals \( I \sim \frac{1}{2} \epsilon^2 \), and the symmetrised \( \frac{3}{2} \)-order Rényi divergence is finite and approximated by \( D_{3/2}(f, g) \sim \frac{3}{2} \epsilon^2 \). For an interval \( A = [-x, x] \) we find that \( f(A) - g(A) = 2(\Phi(\frac{x}{\sigma}) - \Phi(\frac{x}{\tau})) = 2x\sigma\Phi(\frac{x}{\sigma}) + O(\epsilon^2) \), where \( \Phi \) is the standard normal cdf. Thus, \((\sqrt{f(A)} - \sqrt{g(A)})^2 \asymp \epsilon^2 \) for any \( x = O(1) \). Theorem 3.11 hence tells that Algorithm 1 applied with \( A = [-1, 1] \) is consistent if \( \epsilon^2 \gg N^{-1} \) and strongly consistent if \( \epsilon^2 \gtrsim (1 + \Omega(1)) \frac{K \log N}{N} \). In light of Example 3.5, we see that Algorithm 1 recovers communities up to the information-theoretic boundaries in Theorem 3.2.

**EXAMPLE 3.13 (Geometric interactions).** Suppose \( f = \text{Geo}(a) \) and \( g = \text{Geo}(a + \epsilon) \) with \( a \) scale-independent and \( \epsilon \ll 1 \). Then the \( 1/2 \)-order Rényi divergence is \( I \sim \frac{\epsilon^2}{4a(1-a)\tau} \). Theorem 3.2 tells that a consistent estimator exists if \( \epsilon \gg N^{-1/2} \) and a strongly consistent estimator exists if \( \epsilon^2 \gtrsim (1 + \Omega(1)) \frac{K \log N}{N} \). We also note that \((\sqrt{f(0)} - \sqrt{g(0)})^2 \asymp \epsilon^2 \), and that the symmetrised \( \frac{3}{2} \)-order Rényi divergence is finite and satisfies \( D_{3/2}(f, g) \asymp \epsilon^2 \). Theorem 3.11 hence tells that Algorithm 1 applied with \( A = \{0\} \) recovers the communities up to the information-theoretic boundaries in Theorem 3.2.

**EXAMPLE 3.14 (Zero-inflated geometric distributions).** Consider an integer-valued stochastic block model with intra- and inter-block interactions distributed according to

\[
\begin{align*}
f(x) &= \begin{cases} 1 - \rho p_0, & x = 0, \\ \rho p_0(1-a)x^x, & x \geq 1, \end{cases} \\
g(x) &= \begin{cases} 1 - \rho q_0, & x = 0, \\ \rho q_0(1-b)x^x, & x \geq 1, \end{cases}
\end{align*}
\]

for some \( \rho \ll 1 \) and some scale-independent constants \( p_0, q_0 > 0 \) and \( 0 < a, b < 1 \). This is an instance of model (3.2) in which \( \bar{f} \) and \( \bar{g} \) are geometric distributions with parameters \( a \) and \( b \), and the critical information quantity in (3.3) equals

\[
\tilde{I} = (\sqrt{p_0} - \sqrt{q_0})^2 + 2\sqrt{p_0q_0}\left(1 - \frac{(1-a)^{1/2}(1-b)^{1/2}}{1 - a^{1/2}b^{1/2}}\right).
\]

In this case, a higher order symmetrised Rényi divergence \( D_{1+r}(\bar{f}, \bar{g}) \) is finite if and only if \( b^{1/r} < a < b^{1/r} \), see Figure 1. This condition holds for a small enough \( r > 0 \). Let \( A = \{0\} \) if \( p_0 \neq q_0 \) and \( A = \{0, 1\} \) otherwise. Theorem 3.7 then tells that Algorithm 1 is consistent in the
full information-theoretically feasible parameter range with \( \rho \tilde{I} \gg 1 \), and strongly consistent when \( \rho \tilde{I} \geq (1 + \Omega(1)) \frac{K \log N}{N} \) and \( b^3 < a < b^{1/3} \). For strong consistency, the latter somewhat counterintuitive extra condition is needed to guarantee that the log-likelihood ratios used in Algorithm 1 are sufficiently well concentrated around their expected values.

![Fig 1: \((a, b)\)-pairs such that \( b^{1+r} < a < b^{1+r} \) \( r = 0.1 \) (green) and \( r = 0.5 \) (dark green).](image)

4. Results for temporal SBMs. This section is devoted to clustering nodes using temporally correlated network data. Section 4.1 provides consistency results for models where interaction patterns between node pairs are Markov chains over time. Asymptotic results for sparse interactions are based on information-theoretic divergences between binary Markov chains, which can be of independent interest. Section 4.2 describes two online clustering algorithms for temporal networks, one assuming known interaction parameters, and the other adaptively learning the interaction parameters from data.

4.1. Information thresholds for Markov SBMs. As an instance of a network where interactions are correlated over time, we investigate an SBM with interaction space \( S = \{0, 1\}^T \) in which intra- and inter-block distributions are given by

\[
\begin{align*}
  f &= \mu_x P_{x_1, x_2} \cdots P_{x_{T-1}, x_T}, \quad \text{and} \quad g = \nu_x Q_{x_1, x_2} \cdots Q_{x_{T-1}, x_T},
\end{align*}
\]

where \( \mu, \nu \) are initial probability distributions, and \( P, Q \) are stochastic matrices on \( \{0, 1\} \). This is an instance of the general SBM model in which the symmetric Rényi divergence between interaction distributions, a key quantity in Theorems 3.1–3.2, equals

\[
D_{1/2}(f, g) = -2 \log \left( \sum_{x \in \{0, 1\}^T} (\mu_x, \nu_x)^{1/2} \prod_{t=2}^{T} (P_{x_{t-1}, x_t} Q_{x_{t-1}, x_t})^{1/2} \right).
\]

For fixed instances of transition parameters, \( D_{1/2}(f, g) \) may be numerically computed by formula (4.2). To gain analytical insight, we will derive simplified expressions corresponding to sparse chains where \( \mu_1, \nu_1, P_{01}, Q_{01} \lesssim \rho \) for some \( \rho \ll 1 \). Under this assumption, the expected number of 1’s in any particular interaction pattern is \( O(\rho T) \). Therefore, for \( \rho T \ll 1 \), the probability of observing an interaction between any particular node pair is small. The following result presents a key approximation formula with proof provided in Appendix F.

**Proposition 4.1.** Consider binary Markov chains with initial distributions \( \mu, \nu \) and transition probability matrices \( P, Q \). Assume that \( \mu_1, \nu_1, P_{01}, Q_{01} \lesssim \rho \) for some \( \rho \) such that
$\rho T \leq 0.01$. Then the Rényi divergence (4.2) is approximated by $|D_{1/2}(f, g) - I| \leq 92(\rho T)^2$, where

$$I = (\sqrt{\mu_1} - \sqrt{\nu_1})^2 + \left( (\sqrt{P_{01}} - \sqrt{Q_{01}})^2 + 2H_{11}^2 \sqrt{P_{01}Q_{01}} \right) (T - 1)$$

$$+ 2 \left( \Gamma \sqrt{\mu_1 \nu_1} - \sqrt{P_{01}Q_{01}} \right) H_{11}^2 \sum_{t=0}^{T-2} (1 - \Gamma)^t$$

is defined in terms of $H_{11}^2 = 1 - \frac{1 - \sqrt{1 - \frac{Q_{11}}{P_{11}Q_{11}}}}{1 - \sqrt{P_{11}Q_{11}}}$, and $\Gamma = 1 - \sqrt{P_{11}Q_{11}}$.

The quantities in (4.3) can be understood as follows. With the help of Taylor’s approximations we see that

$$(\sqrt{\mu_1} - \sqrt{\nu_1})^2 = D_{1/2}(\text{Ber}(\mu_1)\|\text{Ber}(\nu_1)) + O(\rho^2),$$

$$(\sqrt{P_{01}} - \sqrt{Q_{01}})^2 = D_{1/2}(\text{Ber}(P_{01})\|\text{Ber}(Q_{01})) + O(\rho^2),$$

$$H_{11}^2 = \text{Hel}(\text{Geo}(P_{11}), \text{Geo}(Q_{11})).$$

We also note that $\Gamma = 1 - \sqrt{P_{11}Q_{11}}$ may be interpreted as an effective spectral gap averaged over the two Markov chains.\(^1\)

4.1.1. **Short time horizon.** Consider a Markov SBM in which $T = O(1)$ is a scale-independent constant, and

$$\mu_1 = u\rho + o(\rho), \quad P_{01} = p_{01}\rho + o(\rho), \quad H_{11} = h_{11} + o(1),$$

$$\nu_1 = v\rho + o(\rho), \quad Q_{01} = q_{01}\rho + o(\rho), \quad \Gamma = \gamma + o(1),$$

for some constants $u, v, p_{01}, q_{01}, h_{11}, \gamma$, and define a constant $\bar{I}$ by

$$\bar{I} = (\sqrt{u} - \sqrt{v})^2 + \left( (\sqrt{p_{01}} - \sqrt{q_{01}})^2 + 2h_{11}^2 \sqrt{p_{01}q_{01}} \right) (T - 1)$$

$$+ 2h_{11}^2 \left( \gamma \sqrt{uv} - \sqrt{p_{01}q_{01}} \right) \sum_{t=0}^{T-2} (1 - \gamma)^t.$$

**Theorem 4.2.** Consider a Markov SBM with $N \gg 1$ nodes, $K = O(1)$ blocks, and $T = O(1)$ snapshots, and assume that (4.4) holds for some constants $u, v, p_{01}, q_{01}, h_{11}, \gamma \geq 0$ such that $\bar{I} \neq 0$, and some $\rho \ll 1$. Then:

(i) A consistent estimator does not exist for $\rho \lesssim \frac{1}{N}$ and does exist for $\rho \gg \frac{1}{N}$.

(ii) A strongly consistent estimator does not exist for $\rho \ll \frac{\log N}{N}$ and does exist for $\rho \gg \frac{\log N}{N}$.

(iii) In a critical regime with $\rho = \frac{\log N}{N}$, a strongly consistent estimator does not exist for $\bar{I} < K$ and does exist for $\bar{I} > K$.

If we further assume that $u, v, p_{01}, q_{01} > 0$, $u + (T - 1)p_{01} \neq v + (T - 1)q_{01}$, $P_{10} \asymp Q_{10}$, and $P_{11} \asymp Q_{11}$, then Algorithm 1 is consistent when $\rho \gg \frac{1}{N}$; and strongly consistent when $\rho \gg \frac{\log N}{N}$, or when $\rho = \frac{\log N}{N}$ and $\bar{I} > K$.

\(^1\)The nontrivial eigenvalues of transition matrices $P$ and $Q$ can be written as $\Lambda_P = P_{11} - P_{01}$ and $\Lambda_Q = Q_{11} - Q_{01}$. These are nonnegative when $P_{01} \leq P_{11}$ and $Q_{01} \leq Q_{11}$. The absolute spectral gaps characterising the mixing rates of these chains [31] are then $\Gamma_P = 1 - \Lambda_P$ and $\Gamma_Q = 1 - \Lambda_Q$. When $P_{01} \ll P_{11}$ and $Q_{01} \ll Q_{11}$, we find that $\Gamma = 1 - \sqrt{P_{11}Q_{11}} = 1 - (\Lambda_P\Lambda_Q)^{1/2} + o(1)$. 
**Proof.** By Proposition 4.1, we find that
\[
D_{1/2}(f, g) = (1 + o(1))Iho + O (\rho^2).
\]
The assumption that \(\bar{I} \neq 0\) now implies that \(D_{1/2}(f, g) = (1 + o(1))\bar{I}\rho\). The claims (i)-(iii) now follow Theorem 3.2.

Let us now impose the further extra assumptions of the theorem. In this case we may fix a constant \(M \geq 1\) such that \(M^{-1} \leq \frac{\mu_1}{\nu_1}, \frac{P_{11}}{Q_{01}}, \frac{P_{10}}{Q_{10}} \leq M\). Moreover, the assumption \(\gamma > 0\) implies that \(P_{11}\) and \(Q_{11}\) cannot both go to one. Thus, we may choose a \(\beta \in [0, 1]\) such that \(P_{11}^\beta Q_{11}^{3/2} \neq 1 + o(1)\). Denote \(\Lambda = P_{11}^\beta Q_{11}^{1/2}\). Because \(P_{11} \asymp Q_{11}\), we find that \(\Lambda \lesssim 1\). Proposition F.5 then implies that \(D_{3/2}(g\|f) \lesssim \rho\). A similar argument shows that \(D_{3/2}(g\|f) \lesssim \rho\) as well. Therefore, \(D_{1/2}(f, g) \lesssim 1\). Taylor’s approximations further show that the intra- and inter-block probabilities \(p = 1 - (1 - \mu_1)(1 - P_{01})^{T-1}\) and \(q = 1 - (1 - \nu_1)(1 - Q_{01})^{T-1}\) of observing a nonzero interaction pattern satisfy \(p = (u + (T - 1)p_{01})\rho + o(\rho)\) and \(q = (v + (T - 1)q_{01})\rho + o(\rho)\). It follows that \(p \asymp \rho\) and \(p - q \asymp \rho\). When we assume that \(\rho \gg 1\), it follows that \(p \vee q \asymp N^{-1}\) and \(\frac{p - q}{\sqrt{pq}} \asymp \rho\). We will apply Theorem 3.11 to conclude that Algorithm 1 is consistent when \(\rho \gg \frac{\log N}{N}\), and strongly consistent when \(\rho \gg \frac{\log N}{N}\), or when \(\rho = \frac{\log N}{N}\) and \(\bar{I} > K\).

**Remark 4.3.** Theorem 4.2 shows that the critical network density for strong consistency is \(\rho = \frac{\log N}{N}\). In this regime, the existence of a strongly consistent estimator is determined by \(\bar{I}\) defined in (4.5). The first term of \(\bar{I}\) equals \((\sqrt{u} - \sqrt{v})^2\) and accounts for the first snapshot: for \(T = 1\) we recover the known threshold for strong consistency in the binary SBM [2, 42]. Each additional snapshot adds to \(\bar{I}\) an extra term of size \(\bar{I}_t\) bounded by
\[
(\sqrt{p_{01}} - \sqrt{q_{01}})^2 + 2c_1h_{11}^2 \leq \bar{I}_t \leq (\sqrt{p_{01}} - \sqrt{q_{01}})^2 + 2c_2h_{11}^2
\]
with \(c_1 = \min\{\sqrt{p_{01}q_{01}}, \gamma \sqrt{uv}\}\) and \(c_2 = \max\{\sqrt{p_{01}q_{01}}, \gamma \sqrt{uv}\}\). The extra term is zero when \(p_{01} = q_{01}\) and \(h_{11} = 0\). Notably, if the left side above is nonzero, then there exists a finite threshold \(T^*\) such that strong consistency is possible for \(T \geq T^*\). We illustrate this phase transition numerically in Section 5.2.

**Remark 4.4.** In a special case of (4.4) with \(p_{01} = u, q_{01} = v, h_{11} = 0\), and \(\gamma = 1\), the critical information quantity in (4.5) equals \(\bar{I} = T(\sqrt{u} - \sqrt{v})^2\). This coincides with multiplex networks composed of \(T\) independent layers studied in Example 3.6. This is also what we would obtain when studying transition matrices \(P\) and \(Q\) corresponding to independent Bernoulli sequences with means \(\mu_1 = \nu_1 = u\rho + o(\rho)\) and \(\nu_1 = v\rho + o(\rho)\), because in this case \(P_{11} = \mu_1\) and \(Q_{11} = \nu_1\), leading to \(\Gamma = 1 - \sqrt{P_{11}Q_{11}} = 1 - O(\rho)\) and \(H_{11} = \text{Hel}(\text{Geo}(\mu_1), \text{Geo}(\nu_1)) = O(\rho)\).

### 4.1.2. Long time horizon.
Consider a Markov SBM with \(T \gg 1\) snapshots in which
\[
P_{01} = p_{01}\rho + o(\rho), \quad Q_{01} = q_{01}\rho + o(\rho), \quad H_{11} = h_{11} + o(1),
\]
for some constants \(p_{01}, q_{01}, h_{11}\), and define
\[
\bar{I} = (\sqrt{p_{01}} - \sqrt{q_{01}})^2 + 2h_{11}^2\sqrt{p_{01}q_{01}}.
\]
In the following result we assume that the effective spectral gap \(\Gamma = 1 - \sqrt{P_{11}Q_{11}}\) satisfies \(\Gamma \gg T^{-1}\), which guarantees that both Markov chains mix fast enough, and we may ignore the role of initial states.
Theorem 4.5. Consider a Markov SBM with $N \gg 1$ nodes, $K = O(1)$ blocks, $T \gg 1$ snapshots, and assume that $\mu_1, \nu_1 \lesssim \rho$ and (4.6) holds for some constants $p_{01}, q_{01}, h_{11} \geq 0$ such that $\tilde{I} \neq 0$. Assume also that $\rho \ll T^{-1} \ll 1 - \sqrt{T_{11}Q_{11}}$. Then:

(i) a consistent estimator does not exist for $\rho \lesssim \frac{1}{N^2}$ and does exist for $\rho \gg \frac{1}{N^2}$;

(ii) a strongly consistent estimator does not exist for $\rho \ll \frac{\log N}{N^2}$ and does exist for $\rho \gg \frac{\log N}{N^2}$;

(iii) in a critical regime with $\rho = \frac{\log N}{N^2}$, a strongly consistent estimator does not exist for $\tilde{I} < K$ and does exist for $\tilde{I} > K$.

If we further assume that $p_{01}, q_{01} > 0$ and $p_{01} \neq q_{01}, \mu_1 \times \nu_1, P_{10} \times Q_{10}$, and that

$$ (4.8) \quad (1 + \Omega(1))P^3_{11} \leq Q_{11} \leq (1 - \Omega(1))P^{1/3}_{11}, $$

then Algorithm I applied with $A = \{0\}$ is consistent when $\rho \gg \frac{1}{N^2}$; and strongly consistent when $\rho \gg \frac{\log N}{N^2}$, or when $\rho = (1 + o(1))\tau \frac{\log N}{N^2}$ for some constant $\tau$ and $\tau \tilde{I} > K$.

Proof. By Proposition 4.1, we find that

$$ D_{1/2}(f, g) = (1 + o(1))\tilde{I}\rho T + 2\left(\Gamma\sqrt{\mu_1\nu_1} - \sqrt{P_{01}Q_{01}}\right)H^2_{11}I_T + O((\rho T)^2), $$

where $\Gamma_T = \sum_{i=0}^{T-2}(1 - \Gamma)^i$. Because $\Gamma_T \leq \Gamma^{-1}$ and $H_{11} \leq 1$, we see that the middle term on the right is bounded in absolute value by $2\Gamma^{-1}\rho$. The assumption that $\rho T \ll 1 \ll T$, combined with the assumption that $\tilde{I} \neq 0$, now implies that $D_{1/2}(f, g) = (1 + o(1))\tilde{I}\rho T$.

The claims (i)–(iii) now follow from Theorem 3.2.

Let us now impose the extra assumptions that $p_{01}, q_{01} > 0$ and $p_{01} \neq q_{01}, \mu_1 \times \nu_1, P_{10} \times Q_{10}$, and (4.8). In this case we fix a constant $M \geq 1$ such that $M^{-1} \leq \frac{\mu_1}{\nu_1}, \frac{P_{10}}{Q_{10}} \leq M$. Furthermore, (4.8) implies that $A \leq 1 - \Omega(1)$. Proposition E.5 then implies that

$$ D_\alpha(f || g) \leq 8C\rho T e^{5C\rho T} \quad \text{with} \quad C = \frac{M^3}{1 - \Lambda}. $$

Because $C \lesssim 1$ and $\rho T \ll 1$, we conclude that $D_\alpha(f || g) \lesssim \rho T$. A similar argument shows that $D_{3/2}(g || f) \lesssim \rho T$ as well. Therefore, $D_{3/2}(f, g) \lesssim 1$. Taylor’s approximations further show that the intra- and inter-block probabilities $p = 1 - (1 - \mu_1)(1 - P_{01})T^{-1}$ and $q = 1 - (1 - \nu_1)(1 - Q_{01})T^{-1}$ of observing a nonzero interaction pattern satisfy $p = p_{01}\rho T + o(\rho T)$ and $q = q_{01}\rho T + o(\rho T)$. It follows that $p, q \gg \rho T$ and $p - q \gg \rho T$. When we assume that $\rho \gg \frac{1}{N^2}$, it follows that $p \gg q \gg N^{-1}$ and $\frac{p-q}{\sqrt{pq}} \gg \rho T$. We will apply Theorem 3.11 to conclude that Algorithm 1 applied with $A = \{0\}$ is consistent when $\rho \gg \frac{1}{N^2}$, and strongly consistent when $\rho \gg \frac{\log N}{N^2}$, or when $\rho = \frac{\log N}{N^2}$ and $\tilde{I} > K$.

Remark 4.6. Theorem 4.5 shows that consistent recovery may be possible even in cases where individual snapshots are very sparse, for example in regimes with $\rho \approx \frac{1}{N}$ and $T \gg 1$. This is in stark contrast with standard binary SBMs, where in the constant-degree regime with $\rho \approx \frac{1}{N}$, the best one can achieve is detection [34, 43, 44]. Similarly, when $\rho = \frac{1}{N}$ and $T = \tau \log N$, strong consistency is possible if $\tau > K \tilde{I}^{-1}$.

Remark 4.7. The conditions in Theorem 4.5 are similar to those derived for an integer-valued SBM with zero-inflated geometrically distributed interactions. Indeed, the critical quantity $\tilde{I}$ in (4.7) corresponds (up to second-order terms) to the Rényi divergence between two zero-inflated geometric distributions (equation (3.5)).
Example 4.8 (Markov SBM with persistence parameter). A temporal network model in [5] is characterised by link density \( \rho \ll 1 \) and parameters \( 0 \leq a, \xi, \eta \leq 1 \) corresponding to assortativity, link persistence, and community persistence. For \( \eta = 1 \), the model corresponds to a Markov SBM with intra- and inter-block node pairs interacting according to stationary Markov chains having transition matrices \( P = \xi \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} + (1 - \xi) \begin{bmatrix} 1 - \mu_1 & \mu_1 \\ 1 - \mu_2 & \mu_2 \end{bmatrix} \) and \( Q = \xi \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} + (1 - \xi) \begin{bmatrix} 1 - \nu_1 & \nu_1 \\ 1 - \nu_2 & \nu_2 \end{bmatrix} \) and marginal link probabilities \( \mu_1 = (1 - a + Ka)\rho \) and \( \nu_1 = (1 - a)\rho \), respectively. When \( K = 2 \) and \( 0 < a, \xi \leq 1 \) are constants, conditions (4.6) are valid with \( p_{01} = (1 - \xi)(1 + a), q_{01} = (1 - \xi)(1 - a) \), and \( h_{11} = 0 \), and the critical information quantity in (4.7) equals

\[
\bar{I} = 2(1 - \xi) \left( 1 - \sqrt{(1 - a)(1 + a)} \right).
\]

By Theorem 4.5, strong consistency in the critical regime with \( \rho = \frac{\log N}{\sqrt{\nu}} \) is possible for \( \bar{I} > 2 \) and impossible for \( \bar{I} < 2 \). Formula (4.9) quantifies how higher link persistence \( \xi \) makes community recovery harder, whereas higher assortativity \( a \) makes it easier. The model in [5] assumes that intra-block and inter-block links have equal persistence \( \xi \), leading to \( h_{11} = 0 \).

4.2. Online algorithms.

4.2.1. Known interaction parameters. Given \( X^{1:t} = (X^1, \ldots, X^t) \), we define a log-likelihood ratio matrix by

\[
M_{ij}^{(t)} = \log \frac{f}{g}(X_{ij}^{1:t}).
\]

Then the log of the probability of observing a graph sequence \( X^{1:t} \) given node labelling \( \sigma \) equals \( \frac{1}{2} \sum_i \sum_{j \neq i} M_{ij}^{(t)} \delta_{\sigma_i, \sigma_j} + \frac{1}{2} \sum_i \sum_{j \neq i} g(X_{ij}^{1:t}) \). Therefore, given an assignment \( \hat{\sigma}^{(t-1)} \) computed from the observation of the \( t - 1 \) first snapshots, one can compute a new assignment \( \hat{\sigma}^{(t)} \) such that node \( i \) is assigned to any block \( k \) which maximizes

\[
L_{i,k}^{(t)} = \sum_{j \neq i} M_{ij}^{(t)} \delta_{\hat{\sigma}_j^{(t-1)}k}.
\]

This formula brings computational benefits only if the computation of \( M^{(t)} \) can be easily done from \( M^{(t-1)} \). This is in particular the case of the Markov evolution. Indeed, if \( \mu \) and \( \nu \) are the initial probability distributions, and \( P, Q \) are the transition matrices, then the cumulative log-likelihood matrices defined in equation (4.10) can be computed recursively by \( M^{(t)} = M^{(t-1)} + \Delta^{(t)} \) with \( M_{ij}^{(1)} = \log \frac{\mu_i}{\nu_j}(X_{ij}^1) \) and \( \Delta_{ij}^{(t)} = \log \frac{P}{Q}(X_{ij}^{t-1}, X_{ij}^t) \). We summarise this in Algorithm 2.

The time complexity of Algorithm 2 is \( O(KN^2T) \) plus the time complexity of the initial clustering step. The space complexity is \( O(N^2) \). Algorithm 2 can be optimised in the following ways:

(i) Since at each time step, \( \Delta \) can take only one of four values, these four different values of \( \Delta \) can be precomputed and stored to avoid computing \( N^2T \) logarithms.

(ii) The \( N \)-by-\( K \) matrix \( (L_{ik}) \) can be computed as a matrix product \( L = M^0\Sigma \), where \( M^0 \) is the matrix obtained by zeroing out the diagonal of \( M \), and \( \Sigma \) is the one-hot representation of \( \hat{\sigma} \) such that \( \Sigma_{ik} = 1 \) if \( \hat{\sigma}_i = k \) and zero otherwise.

(iii) For sparse networks, the time and space complexity can be reduced by a factor of \( d/N \) where \( d \) is the average node degree in a single snapshot, by neglecting the 0 → 0 transitions and only storing nonzero entries (similarly to what is often done for belief propagation in the static SBM [41]).
Algorithm 2: Online clustering with known interaction parameters.

Input: Observed interaction array \((X_{ij}^t)\); dynamic block interaction parameters \(\mu, \nu, P, Q\); number of communities \(K\); static graph clustering algorithm \(\text{algo}\).

Output: Node labelling \(\hat{\sigma} = (\hat{\sigma}_1, \ldots, \hat{\sigma}_N) \in [N]^K\).

Initialize: Compute \(\hat{\sigma} \leftarrow \text{algo}(X^1)\), and \(M_{ij} \leftarrow \log \frac{\mu(X_{ij}^1)}{\nu(X_{ij}^1)}\) for \(i, j = 1, \ldots, N\).

for \(t = 2, \ldots, T\) do
  Compute \(\Delta_{ij} \leftarrow \log \frac{P(X_{ij}^{t-1}, X_{ij}^t)}{Q(X_{ij}^{t-1}, X_{ij}^t)}\) for \(i, j = 1, \ldots, N\).
  Update \(M \leftarrow M + \Delta\).
  for \(i = 1, \ldots, N\) do
    Set \(L_{ik} \leftarrow \sum_{j \neq i} M_{ij} \delta_{\hat{\sigma}_j,k}\) for \(k = 1, \ldots, K\).
    Set \(\hat{\sigma}_i \leftarrow \arg \max_{1 \leq k \leq K} L_{ik}\).
  Return: \(\hat{\sigma}\)

4.2.2. Unknown interaction parameters. Algorithm 2 requires a priori knowledge of the block interaction parameters. This is often not the case in practice, and one has to learn the parameters during the process of recovering communities [10, 48]. In this section, we adapt Algorithm 2 to estimate the parameters on the fly.

Let \(n_{ab}(i, j)\) be the observed number of \(a \rightarrow b\) transitions in the interaction pattern between nodes \(i\) and \(j\), and let \(n_a(i, j) = \sum_b n_{ab}(i, j)\). Let \(P(i, j)\) be the 2-by-2 transition probability matrix for the interaction pattern between node pair \(\{i, j\}\). By the law of large numbers (for stationary and ergodic random processes), the empirical transition probabilities

\[
\hat{P}_{ab}(i, j) = \frac{n_{ab}(i, j)}{n_a(i, j)}
\]

are with high probability close to \(P(i, j)\) for \(T \gg 1\).

An estimator of the intra-block transition matrix \(P\) is obtained by averaging those probabilities over the pairs of nodes predicted to belong to the same community. More precisely, after \(t\) observed snapshots \((t \geq 2)\), given a predicted community assignment \(\hat{\sigma}^{(t)}\), we define for \(a, b \in \{0, 1\}\),

\[
\hat{P}_{ab}^{(t)} = \frac{1}{|\{(i, j) : \hat{\sigma}_i^{(t)} = \hat{\sigma}_j^{(t)}\}|} \sum_{(i, j) : \hat{\sigma}_i^{(t)} = \hat{\sigma}_j^{(t)}} \frac{n_{ab}^{(t)}(i, j)}{n_a^{(t)}(i, j)}
\]

(4.12)

where

\[
n_{ab}^{(t)}(i, j) = \sum_{t' = 1}^{t-1} 1(X_{ij}^{t'} = a) 1(X_{ij}^{t'+1} = b)
\]

is the number of \(a \rightarrow b\) transitions in the interaction pattern between nodes \(i\) and \(j\) (with \(a, b \in \{0, 1\}\)) seen during the \(t\) first snapshots, and \(n_a^{(t)}(i, j) = \sum_{t' = 0}^{t-1} n_{ab}^{(t)}(i, j)\). Similarly,

\[
\hat{\Theta}_{ab}^{(t)} = \frac{1}{|\{(i, j) : \hat{\sigma}_i^{(t)} \neq \hat{\sigma}_j^{(t)}\}|} \sum_{(i, j) : \hat{\sigma}_i^{(t)} \neq \hat{\sigma}_j^{(t)}} \frac{n_{ab}^{(t)}(i, j)}{n_a^{(t)}(i, j)}
\]

(4.13)
is an estimator of $Q_{ab}$. Moreover, the quantities $n_{a,b}^{(t)}(i,j)$ can be updated recursively according to

\[(4.14) \quad n_{a,b}^{(t+1)}(i,j) = n_{a,b}^{(t)}(i,j) + 1(X_{ij}^t = a)1(X_{ij}^{t+1} = b).\]

This leads to Algorithm 3 for clustering a Markov SBM when only the number of communities $K$ is known. Note that to save computation time, we can choose not to update the parameters at each time step.

**Algorithm 3:** Online clustering with unknown interaction parameters.

**Input:** Observed graph sequence $X^{1:T} = (X^1, \ldots, X^T)$; number of communities $K$; static graph clustering algorithm $\text{algo}$.

**Output:** Node labelling $\hat{\sigma} = (\hat{\sigma}_1, \ldots, \hat{\sigma}_n)$.

**Initialize:**
- Compute $\hat{\sigma} \leftarrow \text{algo}(X^1)$;
- Set $n_{a,b}(i,j) \leftarrow 0$ for $i,j \in [N]$ and $a,b \in \{0,1\}$.

**Update:**
- for $t = 2, \ldots, T$ do
  - For every node pair $(ij)$, update $n_{a,b}(i,j)$ using (4.14);
  - Compute $\hat{P}, \hat{Q}$ using (4.12) and (4.13);
  - Compute $M$ such that $M_{ij} = \sum_{a,b} n_{a,b}(i,j) \log \frac{\hat{P}_{a,b}}{Q_{a,b}}$.
  - for $i = 1, \ldots, N$ do
    - Set $L_{i,k} \leftarrow \sum_{j \neq i} M_{ij} 1(\hat{\sigma}_j = k)$ for all $k = 1, \ldots, K$
    - Set $\hat{\sigma}_i \leftarrow \arg \max_{1 \leq k \leq K} L_{i,k}$

5. Numerical experiments. This section presents numerical experiments of the different algorithms presented in this paper\(^2\).

5.1. Static networks with numerical interactions. Let us study the performance of Algorithm 1 on synthetic data sampled from real-valued and nonnegative integer-valued SBMs. As input to the algorithm, the set $\mathcal{A}$ is chosen as a continuous interval $[-x, x]$ (real-valued interaction space) or a set $\{0, \ldots, x\}$ (nonnegative integer-valued SBM), so that the Hellinger distance $\mathcal{A} \mapsto \text{Hel}(\text{Ber}(f(\mathcal{A})), \text{Ber}(g(\mathcal{A})))$ is maximised.

We compare the performance of Algorithm 1 with the algorithm in [55] which to best of our knowledge is the only other clustering algorithm that works both with discrete and continuous edge labels. For a fair comparison, we implemented a version of the algorithm in [55] in which the interaction distributions are given as input. Figure 2 compares the accuracy\(^3\) of the algorithms on networks with normal (Example 3.12) and geometric (Example 3.13) interaction distributions. Figure 3 compares the algorithms for zero-inflated normal and mixed normal interaction distributions (cf. Example 3.10) with parameters in Figure 3b matching the simulation experiments in [55, Section 7]. Overall, Algorithm 1 achieves improved accuracy for all studied parameter combinations, with most remarkable improvements obtained in cases involving non-normal interaction distributions.

\(^2\)Source code for the algorithms is available at [https://github.com/mdreveton/clusteringNonBinaryAndTemporalSBM](https://github.com/mdreveton/clusteringNonBinaryAndTemporalSBM)

\(^3\)We define accuracy as the proportion of correctly labeled nodes $1 - N^{-1} \text{Ham}^2(\sigma_1, \sigma_2)$.
COMMUNITY RECOVERY IN NON-BINARY AND TEMPORAL STOCHASTIC BLOCK MODELS

5.2. Temporal networks. We study community recovery from temporal network data sampled from a stationary Markov SBM described in Section 4. We focus on sparse settings where the average degree per snapshot is of constant order, so that consistent recovery using a single snapshot is impossible, but consistent and even strongly consistent community recovery is possible when the number of snapshots $T$ is large enough (Remark 4.6).

5.2.1. Offline recovery. In an offline setting we apply the generic Algorithm 1 with vector-valued interactions initialised using $\mathcal{X} = \{x \in \{0, 1\}^T : \log f(x) \leq \log f(0)\}$. Figure 4 presents the algorithm's accuracy on a stationary Markov SBM where the intra- and inter-block interactions are indistinguishable for any single snapshot ($\mu_1 = \nu_1$), and communities can be identified only by the different link persistence rates $P_{11}$ and $Q_{11}$ within and between communities. As expected, the accuracy of community recovery is low for $P_{11} \approx Q_{11}$. Outside such parameter regions, the performance of Algorithm 1 is remarkably high, even though each single snapshot alone carries no information about the community structure.
Fig 4: Performance of Algorithm 1 on a temporal network of $N = 400$ nodes, $K = 2$ blocks, and $T = 60$ snapshots, as a function of inter-block link persistence $Q_{11}$. Data are sampled from a stationary Markov SBM with equal intra- and inter-block link densities $\mu_1 = \nu_1 = \frac{a}{N}$, and intra-block link persistence (a) $P_{11} = 0.3$, (b) $P_{11} = 0.9$. Results are averaged over 10 samples.

5.2.2. Online recovery with known interaction parameters. Figure 5 illustrates the number of snapshots needed to recover communities accurately using Algorithm 2, initiated either by spectral clustering or a blind random guess. In a sufficiently dense case (Figure 5a), spectral clustering on the first snapshot works well, and even a blind random guess leads to accurate results after a handful of iterations. In a sparser case (Figure 5b), spectral clustering on the first snapshot performs poorly, but a few online updates rapidly improve accuracy. Remarkably in both cases, a modest number of online updates yields a high accuracy, regardless of the quality of the initial clustering.

Fig 5: Performance of Algorithm 2 as a function of the number of snapshots $T$ in a temporal network of $N = 500$ nodes and $K = 2$ blocks. Data are sampled from a stationary Markov SBM with intra-block link density (a) $\mu_1 = \frac{15}{N}$, (b) $\mu_1 = \frac{5}{N}$; inter-block link density $\nu_1 = \frac{5}{N}$; and intra- and inter-block link persistence parameters $P_{11} = 0.7$ and $Q_{11} = 0.4$. Results are averaged over 25 samples.

5.2.3. Online recovery with unknown interaction parameters. When the interaction parameters are unknown, we replace Algorithm 2 with Algorithm 3, which adaptively estimates
the interaction parameters jointly with community recovery. Figure 6 compares these algorithms in a sparse setting in which spectral clustering on a single snapshot does not provide much more information than a blind random guess. We see that a modest number of additional snapshots suffices to compensate for the need to estimate interaction parameters from data on the fly.

![Fig 6: Performance of Algorithms 2 and 3 as a function of the number of snapshots T in a temporal network of N = 400 nodes and K = 2 blocks. Data are sampled from a stationary Markov SBM with intra- and inter-block link densities (a) μ1 = ν1, (b) μ1 = 4ν1; and intra- and inter-block link persistence parameters P11 = 0.6 and Q11 = 0.3. Results are averaged over 25 samples.](image)

5.3. Experiments on real data. We investigate three data sets collected during three consecutive years from a high school Lycée Thiers in Marseilles, France [13, 35]. Nodes correspond to students, interactions to close-proximity encounters, and communities to classes, with about 40 students per class. We restrict to a subset of data corresponding to K = 3 classes labelled PC, PC* and PSI*, as they are present in each of the data sets. The performance of Algorithm 3 is compared against three reference algorithms:

- **mean-adjacency** [46], based on eigenvectors of the time-averaged adjacency matrix $\bar{X} = \frac{1}{T} \sum_{t=1}^{T} X_t$;
- **mean normalised Laplacian** [4], based on eigenvectors of the normalised Laplacian of $\bar{X} = \frac{1}{T} \sum_{t=1}^{T} X_t$;
- **sum-of-squared** [27], based on eigenvectors of the matrix $\sum_{t=1}^{T} ((X_t)^2 - D_t)$, where $D_t$ is the diagonal matrix with entries $D_{ii}^t = \sum_{j=1}^{N} X_{ij}^t$.

Figure 7 summarises the results. The **mean normalised Laplacian** algorithm is highly accurate in several cases, but is prone to large fluctuations. In contrast, Algorithm 3 displays a stable performance over time. The **mean-adjacency** and **sum-of-squared** algorithms perform poorly for each of the three data sets. We emphasise that the networks are very sparse, with the average degrees per snapshot in the three data sets being 0.04, 0.02, and 0.06. This explains why a large number of snapshots is needed for community recovery.

6. Technical comparison with related work. Let us discuss our contributions with respect to the most closely related earlier works.

Jog and Loh [25] discovered that the Rényi divergence provides a sharp quantity for strong consistency in homogeneous SBMs with discrete interaction distributions which are sparse
in the sense of (3.2); recall Example 3.8. They analysed the MLE for networks of density $\rho \asymp \frac{\log N}{N}$, assuming that the conditional probability densities $\tilde{f}, \tilde{g}$ in (3.2) do not depend on scale, are strictly positive either with respect to the counting measure on the positive integers or the Lebesgue measure on the real line, and are bounded by $||\log \frac{L}{g}||_{\infty} = O(1)$. The latter condition is not satisfied for several cases of interest, for example normal distributions with equal variances but unequal means. Part (ii) of Theorem 3.7 generalises the setting of [25] to arbitrary probability measures on an arbitrary measurable space, and does not require the condition $||\log \frac{L}{g}||_{\infty} = O(1)$.

Yun and Proutière [57] consider interactions on a finite space and obtain consistency results similar to Theorem 3.2 but with additional regularity conditions, which in the homogeneous case correspond to $||\log \frac{L}{g}||_{\infty} = O(1)$ and $\sum_{x \neq 0}(f(x) - g(x))^2 = \Omega(\rho^2)$ with $\rho = \max_{x \neq 0} (f(x), g(x)) \gg N^{-1}$. For the consistency of a spectral clustering algorithm, they also impose $N \min_{x \neq 0} (f(x) \wedge g(x)) \geq (N \rho)^{\Omega(1)}$. In contrast to [25, 55], the analysis in [57] is valid also for inhomogeneous SBMs with unbalanced block sizes. We believe that Theorems 3.1 and 3.2 could be extended to similar generality, at the cost of longer and more technical proofs to account for the lack of symmetry.

Xu, Jog, and Loh [55] is a major contribution to the study of homogeneous SBMs with unknown interactions, but still relies on several restrictive assumptions. First, their consistency analysis is restricted to interaction distributions having an atom at zero, thereby ruling out purely continuous distributions (e.g. Example 3.5). Also, the analysis does not extend to discrete probability distributions with infinite support (e.g. Examples 3.4, 3.13, and 3.14); nor interactions distributions with finite support of size growing with $N$ (e.g. temporal networks with $T \gg 1$). Moreover, some additional technical conditions are needed, such as the existence of two blocks of sizes $N_{\min}$ and $N_{\min} + 1$ where $N_{\min}$ is the minimum block size (see [55, Theorem 2]), as well as some technical smoothness conditions which may be difficult to verify in practice. Theorems 3.1 and Theorem 3.2 generalise the framework of [55] to a setting which requires neither regularity assumptions on $f, g$ nor restrictions on the underlying space $S$ of interaction types. Theorem 3.11 is similar in spirit to upper bounds in [55] and [57] which perform initial clustering using $A = \{0\}$, but is fundamentally different in that it makes no assumptions about truncating the label space $S$, nor any assumptions about the regularity of the interaction distributions $f, g$. Moreover, for temporal binary interactions with $S = \{0, 1\}^T$, the algorithms in [55] are of exponential complexity in $T$.

Paul and Chen [45] is a key contribution on the recovery thresholds for multilayer SBMs, assuming uncorrelated layers. Section 4 contains both information-theoretic and algorithmic contributions to clustering temporally correlated networks. Theorems 4.2 and 4.5 extend the setting of [45] to correlated layers. In addition, the optimal misclassification rate in Theorem 3.2 extends [45, Theorem 6] to non-binary settings (recall Example 3.6). We developed

Fig 7: Performance of Algorithm 3 vs. three reference algorithms on high school data sets.
Algorithms 2 and 3 for online community recovery in temporal networks. These algorithms are designed to accurately utilise information related to temporal correlation patterns, and as such are radically different from the mainstream of methods [7, 8, 27, 45, 46] relying on spectral clustering of layer-aggregated adjacency matrices.

7. Conclusions and future work. In this paper, we studied community recovery in non-binary and dynamic stochastic block models. Unlike most earlier works, our analysis allows the shape and size of the interaction space to be scale-dependent, which enables us to study correlated interaction patterns over short and long time horizons. For clarity, most consistency results were stated under the assumption that the number of blocks is bounded, but quantitative bounds in Theorem 3.1 allow several generalisations to cases with $K \gg 1$. We proposed Algorithm 1 that fully utilises the non-binary nature of the observed data for recovering community memberships. Unlike earlier methods, Algorithm 1 is provably consistent for general interaction distributions (not requiring atoms), including standard continuous distributions such as normal and exponential. Our analysis of consistency essentially requires bounded Rényi divergences of order $3/2$. Investigating whether this condition can be relaxed remains an open problem.

For temporal and multiplex networks, we proposed Algorithms 2 and 3 for community recovery based on fast online likelihood updating, and investigated their performance with numerical experiments on synthetic and real data. We observed that even in sparse or low-information regimes, both algorithms appear to produce accurate results given a reasonable number of temporal snapshots. The theoretical consistency analysis of these algorithms remains an open problem.
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APPENDIX A: PRELIMINARIES

A.1. Table of notations. We keep the same notations as in the main text. Additionally, we define $Z_\alpha(f \parallel g) = \int f^\alpha g^{1-\alpha}$, so that $D_\alpha(f \parallel g) = (\alpha - 1)^{-1} \log Z_\alpha(f \parallel g)$. We also denote by $d_{\text{KL}}(f \parallel g) = \int f \log \frac{f}{g}$ the Kullback-Leibler divergence between $f$ and $g$ and we introduce $v_{\text{KL}}(f \parallel g) = \int f \log 2f - d_{\text{KL}}^2(f \parallel g)$. Table 1 summarises commonly used notations in the article.

| Symbol | Meaning |
|--------|---------|
| $\delta_x$ | Dirac measure at $x$ |
| $\delta_{ab}$ | Kronecker delta |
| $\rho$ | Overall density parameter |
| $\eta$ | Scale parameter |
| $N$ | Number of nodes |
| $K$ | Number of communities (blocks) |
| $T$ | Number of snapshots (temporal networks) |
| $S$ | Space of interaction types ($S = \{0, 1\}^T$ for temporal networks) |
| $\mathcal{X}$ | Space of observations |
| $Z$ | Space of node labellings (subset of $[K]^N$) |
| $i, j$ | Node indices |
| $k, \ell$ | Community (block) indices |
| $\sigma$ | Node labelling ($\sigma \in [K]^N$) |
| $X = (X_{ij})$ | Data array ($X \in \mathcal{S}^{N \times N}$) |
| $f(x), g(x)$ | Probability of an interaction of type $x \in S$ between two nodes |
| $\mu_a, \nu_a$ | Initial intra- and inter-block interaction distributions, $a \in \{0, 1\}$ (for Markov dynamics) |
| $P_{ab}, Q_{ab}$ | Probability of transition $a \rightarrow b$ ($a, b \in \{0, 1\}$) for intra- and inter-block interactions |
| $D_\alpha(f \parallel g)$ | Rényi divergence of order $\alpha$ |
| $D_\alpha^s(f, g)$ | Symmetric Rényi divergence of order $\alpha$ |
| $Z_\alpha(f \parallel g)$ | Hellinger integrals |
| $\text{Hel}(f, g)$ | Hellinger distance |
| $\beta_r(f, g)$ | Rényi divergence ratio (defined in (E.2)) |
| $\text{Ham}(\sigma_1, \sigma_2)$ | Hamming distance |
| $\text{Ham}^*(\sigma_1, \sigma_2)$ | Absolute classification error |
| $\text{Mir}(\sigma_1, \sigma_2)$ | Mirkin distance |

A.2. Multinomial concentration. Fix integers $N, K \geq 1$, and consider the space $[K]^N$ of mappings $\sigma : [N] \rightarrow [K]$. For any such mapping, we denote the frequencies of output values by $N_k(\sigma) = \sum_{i=1}^N \delta_{\sigma(i)k}$ for $k = 1, \ldots, K$. When the space $[K]^N$ is equipped with a probability measure $\mathbb{P}$, then $\sigma \mapsto (N_1(\sigma), \ldots, N_K(\sigma))$ is considered as a random variable. Given $\varepsilon > 0$ and $\alpha_1, \ldots, \alpha_K \in (0, 1]$, we shall be interested in probabilities of events of the form

\begin{equation}
A_\varepsilon = \left\{ \sigma : |N_k(\sigma) - \alpha_k N| \leq \varepsilon \alpha_k N \text{ for all } k \in [K] \right\},
\end{equation}

\begin{equation}
A_{\varepsilon,+} = \left\{ \sigma : N_k(\sigma) \geq (1 - \varepsilon) \alpha_k N \text{ for all } k \in [K] \right\}.
\end{equation}
LEMMA A.1. Let $0 < \epsilon \leq 1$.
(i) If $\mathbb{P} = \alpha^{\otimes N}$ for a probability measure $\alpha$ on $[K]$, then $\mathbb{P}(\mathcal{A}_e^{c}) \leq 2\sum_{k=1}^{K} e^{-(\epsilon^2/3)\alpha_k N}$ and $\mathbb{P}(\mathcal{A}_{e,+}^{c}) \leq 2\sum_{k=1}^{K} e^{-(\epsilon^2/2)\alpha_k N}$.
(ii) If $\mathbb{P}$ is the uniform distribution on $[K]^N$, then $\mathbb{P}(\mathcal{A}_e^{c}) \leq 2e^{\log K - \epsilon^2 N/(3K)}$ and $\mathbb{P}(\mathcal{A}_{e,+}^{c}) \leq e^{\log K - \epsilon^2 N/(2K)}$.

PROOF. (i) Because $N_k$ is Bin$(N, \alpha_k)$-distributed, a Chernoff bound [24, Corollary 2.3] implies that $\mathbb{P}(|N_k(\sigma) - \alpha_k N| > e\alpha_k N) \leq 2e^{-(\epsilon^2/3)\alpha_k N}$.

Similarly, another Chernoff bound [24, Theorem 2.1] implies that $\mathbb{P}(N_k(\sigma) \leq (1 - \epsilon)\alpha_k N) \leq e^{-(\epsilon^2/2)\alpha_k N}$.

Hence the first claim follows by the union bound.

(ii) The second claim follows immediately from (i) after noting that the uniform distribution on $[K]^N$ can be represented as $\pi = \alpha^{\otimes N}$ where $\alpha_k = K^{-1}$ for all $k$. \hfill \Box

We shall also be interested in random variables defined by $N_{\min}(\sigma) = \min_k N_k(\sigma)$ and $\Delta N(\sigma) = \max_{k,\ell} |N_k(\sigma) - N_\ell(\sigma)|$. The following result implies that for large-scale uniformly distributed settings with $N \gg K\log K$, these random variables are bounded by $N_{\min} \geq (1 - \epsilon)K^{-1}N$ and $\Delta N \leq 2\epsilon K^{-1}N$ with high probability for $(\frac{K\log K}{N})^{1/2} \ll \epsilon \leq 1$. For example, we may select $\epsilon = (\frac{K\log K}{N})^{0.499}$.

LEMMA A.2. Let $0 < \epsilon \leq 1$. (i) If $\mathbb{P} = \alpha^{\otimes N}$ for a probability measure $\alpha$ on $[K]$, then
\[
\mathbb{P}\left(N_{\min} \geq (1 - \epsilon)\alpha_{\min} N\right) \geq 1 - \delta_1,
\]
\[
\mathbb{P}\left(\Delta N \leq (2\epsilon\alpha_{\max} + \Delta \alpha) N\right) \geq 1 - \delta_2,
\]
where $\delta_1 = Ke^{-(\epsilon^2/2)\alpha_{\min} N}$ and $\delta_2 = 2Ke^{-(\epsilon^2/3)\alpha_{\min} N}$, together with $\alpha_{\min} = \min_k \alpha_k$, $\alpha_{\max} = \max_k \alpha_k$, and $\Delta \alpha = \max_{k,\ell} |\alpha_k - \alpha_\ell|$. (ii) If $\mathbb{P}$ is the uniform distribution on $[K]^N$, then
\[
\mathbb{P}\left(N_{\min} \geq (1 - \epsilon)K^{-1}N\right) \geq 1 - \delta_1,
\]
\[
\mathbb{P}\left(\Delta N \leq 2\epsilon K^{-1}N\right) \geq 1 - \delta_2,
\]
with $\delta_1 = e^{\log K - \epsilon^2 N/(2K)}$ and $\delta_2 = 2e^{\log K - \epsilon^2 N/(3K)}$.

PROOF. (i) By Lemma A.1, then events $\mathcal{A}_e$ and $\mathcal{A}_{e,+}$ defined by (A.1)–(A.2) satisfy $\mathbb{P}(\mathcal{A}_e^{c}) \leq \delta_1$ and $\mathbb{P}(\mathcal{A}_{e,+}^{c}) \leq \delta_2$. On the event $\mathcal{A}_{e,+}$, $N_{\min} \geq (1 - \epsilon)\alpha_{\min} N$. Hence the first inequality in (A.3) follows. For the second inequality, we note that on the event $\mathcal{A}_e$
\[
|N_k - N_\ell| \leq |N_k - \alpha_k N| + |N_\ell - \alpha_\ell N| + |\alpha_k N - \alpha_\ell N|
\leq \epsilon\alpha_k N + \epsilon\alpha_\ell N + |\alpha_k - \alpha_\ell| N
\leq 2\epsilon\alpha_{\max} N + \Delta \alpha N
\]
for all $k, \ell$. This confirms the second inequality in (A.3).

(ii) This follows immediately from (i) after noting that the uniform distribution on $[K]^N$ can be represented as $\pi = \alpha^{\otimes N}$ where $\alpha_k = K^{-1}$ for all $k$. \hfill \Box
**A.3. Elementary analysis.**

**Lemma A.3.** For any integer \( j \geq 1 \) and any real number \( 0 \leq q < 1 \),

\[
\sum_{k=j}^{\infty} \binom{k}{j} q^{k-j} = (1 - q)^{-(j+1)}.
\]

**Proof.** Denote the falling factorial by \((x)_j = x(x-1)\cdots(x-j+1)\), and let \( f(q) = (1 - q)^{-1} \). Then the \( j \)-th derivative of \( f \) equals \( f^{(j)}(q) = j! (1 - q)^{-(j+1)} \). Because \( f(q) = \sum_{k=0}^{\infty} q^k \), we find that the \( j \)-th derivative of \( f \) also equals \( \sum_{k=j}^{\infty} \binom{k}{j} q^{k-j} \). Hence the claim follows. \( \square \)

**Lemma A.4.** (i) For \( t \geq 0 \), \( \log(1 + t) = t - \epsilon_1 \) where \( 0 \leq \epsilon_1 \leq \frac{t^2}{2(1 - t)} \). (ii) For \( 0 \leq t < 1 \), \( \log(1 - t) = -t - \epsilon_2 \) where \( 0 \leq \epsilon_2 \leq \frac{t^2}{2(1 - t)} \), and especially, \( 0 \leq \epsilon_2 \leq 2t^2 \) for \( 0 \leq t \leq \frac{1}{2} \).

**Proof.** (i) By taking two derivatives of \( t \mapsto \log(1 + t) \), we find that \( \log(1 + t) = t - \epsilon_1 \) with \( \epsilon_1 = \int_{0}^{t} \int_{0}^{u} (1 + u)^{-2} du \, ds \).

(ii) Similarly, we find that \( \log(1 - t) = -t - \epsilon_2 \) with \( \epsilon_2 = \int_{0}^{t} \int_{0}^{u} (1 - u)^{-2} du \, ds \). \( \square \)

**Lemma A.5.** For any \( 0 \leq x \leq \frac{1}{2} \) and \( a > 0 \), the error term in the approximation \((1 - x)^a = 1 - ax - r(x)\) is bounded by \( |r(x)| \leq \frac{2a}{2a - 1} ax^2 \). Moreover, \( r(x) \geq 0 \) when \( a \geq 1 \).

**Proof.** The error term in the approximation \( f(x) = f(0) + f'(0)x + r(x) \) equals \( r(x) = \int_{0}^{x} \int_{0}^{t} f''(s) ds \, dt \) and is bounded by \( |r(x)| \leq \frac{1}{2} cx^2 \) with \( c = \max_{0 \leq x \leq 1/2} |f''(x)| \).

The function \( f(x) = (1 - x)^a \) satisfies \( f(0) = 1 \) and \( f'(0) = -a \), together with \( f''(x) = a(a - 1)(1 - x)^{a-2} \). The claims follow after noticing that

\[
\max_{0 \leq x \leq 1/2} |f''(x)| = \begin{cases} |f''(\frac{1}{2})| = \frac{1}{2} a^2 a - 1 & \text{for } 0 < a < 2, \\ f''(0) = a(a - 1) & \text{for } a \geq 2. \end{cases}
\]

**Lemma A.6.** Fix \( 0 \leq \delta < 1 \). Then the error term in the approximation \( \sqrt{1 - x} = 1 - \frac{1}{2} x - \epsilon(x) \) satisfies \( 0 \leq \epsilon(x) \leq cx^2 \) for all \( 0 \leq x \leq \delta \), where \( c = \frac{1}{8} (1 - \delta)^{-3/2} \).

**Proof.** Consider Taylor’s approximation \( f(x) = f(0) + f'(0)x + r(x) \) where \( r(x) = \int_{0}^{x} \int_{0}^{t} f''(s) ds \, dt \) is bounded by \( \frac{1}{2} c_1 x^2 \leq r(x) \leq \frac{1}{2} c_2 x^2 \) with \( c_1 = \min_{0 \leq x \leq \delta} f''(x) \) and \( c_2 = \max_{0 \leq x \leq \delta} f''(x) \). The function \( f(x) = (1 - x)^{1/2} \) satisfies \( f(0) = 1 \) and \( f'(0) = -\frac{1}{2} \), together with \( f''(x) = -\frac{1}{4} (1 - x)^{-3/2} \). Now \( c_1 = -\frac{1}{4} (1 - \delta)^{-3/2} \) and \( c_2 = -\frac{1}{2} \leq 0 \). Hence the claim is true with \( \epsilon(x) = -r(x) \).

**Lemma A.7.** For any \( 0 \leq p_1, \ldots, p_n \leq 1 \), \( A - B \leq 1 - \prod_{i} (1 - p_i) \leq A \) with \( A = \sum_i p_i \) and \( B = \frac{1}{2} \sum_{j} \sum_{j \neq i} p_i p_j \).

**Proof.** Let \( E_1, \ldots, E_n \) be independent events with probabilities \( p_1, \ldots, p_n \). Apply inclusion–exclusion to the probability of the event \( E = \bigcup_i E_i \) having probability \( \mathbb{P}(\bigcup_i E_i) = 1 - \mathbb{P}(\bigcap_i E_i^c) = 1 - \prod_i (1 - p_i) \). \( \square \)
Lemma A.8. For any integer $M \geq 1$ and any number $0 \leq s < 1$,
\[
M s^M \leq \sum_{m=M}^{\infty} ms^m \leq (1 - s)^{-2}M s^M.
\]

Proof. Denote $S = \sum_{m=M}^{\infty} ms^m$. By differentiating $\sum_{m=M}^{\infty} s^m = (1 - s)^{-1}s^M$, we find that
\[
s^{-1}S = \sum_{m=M}^{\infty} ms^{m-1} = (1 - s)^{-2}s^M + (1 - s)^{-1}Ms^{M-1},
\]
from which we see that
\[
S = s(1 - s)^{-2}\left(s^M + (1 - s)Ms^{M-1}\right) = \frac{M s^M}{(1 - s)^2}\left(1 - s(1 - 1/M)\right)
\]
The upper bound now follows from $1 - s(1 - 1/M) \leq 1$. The lower bound is immediate, corresponding to the first term of the nonnegative series.

A.4. Hamming distances.

Lemma A.9. For any node labelling $\sigma : [N] \to [K]$, the number $Z_{\sigma,m}$ of node labellings $\sigma' : [N] \to [K]$ such that $\Ham(\sigma, \sigma') = m$ satisfies
\[
Z_{\sigma,m} = \binom{N}{m} (K - 1)^m \leq \left(\frac{eN(K - 1)}{m}\right)^m.
\]

Proof. Any node labelling $\sigma' : [N] \to [K]$ which differs from a particular $\sigma$ at exactly $m$ input values can be constructed as follows. First choose a set of $m$ input values out of $N$; there are $\binom{N}{m}$ ways to do this. Then for each $i$ of the chosen $m$ input values, select a new output value from the of $K - 1$ values excluding $\sigma(i)$; there are $(K - 1)^m$ ways to do this. Hence the equality follows.

To verify the inequality, we note that $\frac{m^m}{m!} \leq \sum_{s=0}^{\infty} \frac{m^s}{s!} = e^m$. Therefore, we see that $\binom{N}{m} \leq \frac{N^m}{m!} \leq \left(\frac{eN}{m}\right)^m$, and the inequality follows.

Appendix B: Comparing Partitions

B.1. Classification error. The absolute classification error between node labellings $\sigma, \sigma' : [N] \to [K]$ is defined by
\[
\Ham^*(\sigma, \sigma') = \min_{\rho \in \Sym(K)} \Ham(\sigma, \rho \circ \sigma'),
\]
where $\Ham(\sigma, \sigma') = \sum_{i=1}^{N} 1(\sigma(i) \neq \sigma'(i))$ denotes the Hamming distance and $\Sym(K)$ denotes the group of permutations on $[K]$. We note that $\Ham^*(\sigma, \sigma') = \Ham^*(\rho \circ \sigma, \rho' \circ \sigma')$ for all $\rho, \rho' \in \Sym(K)$, which confirms that the classification error depends on its inputs only via the partitions induced by the preimages of the node labellings. The relative error $N^{-1}\Ham^*(\sigma, \sigma')$ is usually called the classification error [39, 38].

B.2. Mirkin distance. The Mirkin distance is one of the common pair-counting based cluster validity indices [17, 29]. It is defined between two nodes labellings $\sigma, \sigma' : [N] \to [K]$ by
\[
\Mir(\sigma, \sigma') = 2 \sum_{1 \leq i < j \leq N} \left(e_{ij}(1 - e'_{ij}) + (1 - e_{ij})e'_{ij}\right)
\]
where \( e_{ij} = 1(\sigma(i) = \sigma(j)) \) and \( e'_{ij} = 1(\sigma'(i) = \sigma'(j)) \). The Mirkin distance is related to the Rand index by \( \text{Mir}(\sigma, \sigma') = N(N - 1)(1 - \text{Rand}(\sigma, \sigma')) \).

For any node labelling \( \sigma : [N] \to [K] \), we denote by \( E(\sigma) \) the set of unordered node pairs \{i, j\} such that \( \sigma(i) = \sigma(j) \), by \( N_{\text{min}}^\sigma = \min_k |C_k| \) and \( N_{\text{max}}^\sigma = \max_k |C_k| \) where \( C_k = \{ i : \sigma(i) = k \} \). Then we note that the Mirkin distance can be written as

\[
\text{Mir}(\sigma, \sigma') = 2 \left( |E(\sigma) \setminus E(\sigma')| + |E(\sigma') \setminus E(\sigma)| \right)
\]

The following result shows that when the Mirkin metric is small, then the maximum set sizes in two partitions cannot differ arbitrarily much.

**Lemma B.1.** For any node labellings \( \sigma, \sigma' : [N] \to [K] \),

\[
|E(\sigma) \setminus E(\sigma')| \geq \frac{1}{2} (N_{\text{max}}^\sigma - N_{\text{max}}^{\sigma'}) N_{\text{max}}^\sigma.
\]

**Proof.** For any \( k \), denote by \( E(C_k) \) the set of unordered node pairs in \( C_k \). Also denote \( N_k = |E(C_k)|, N'_k = |E(C'_k)|, \) and \( N_{k\ell} = |C_k \cap C'_\ell| \). Then we find that

\[
|E(C_k) \setminus E(\sigma')| = \left( \frac{N_k}{2} \right) - \sum_{\ell} \left( \frac{N_{k\ell}}{2} \right).
\]

By applying the bound \( N_{k\ell} \leq N_{\text{max}}^{\sigma'} \), we see that

\[
\sum_{\ell} \left( \frac{N_{k\ell}}{2} \right) \leq \frac{1}{2} (N_{\text{max}}^{\sigma'} - 1) \sum_{\ell} N_{k\ell} = \frac{1}{2} (N_{\text{max}}^{\sigma'} - 1) N_k.
\]

Therefore,

\[
|E(C_k) \setminus E(\sigma')| \geq \left( \frac{N_k}{2} \right) - \frac{1}{2} (N_{\text{max}}^{\sigma'} - 1) N_k \geq \frac{1}{2} (N_k - N_{\text{max}}^{\sigma'}) N_k.
\]

The claim now follows after noting that

\[
|E(\sigma) \setminus E(\sigma')| = \sum_k |E(C_k) \setminus E(\sigma')| \geq \max_k |E(C_k) \setminus E(\sigma')|.
\]

\[\square\]

**B.3. Optimal alignments.** The confusion matrix of node labellings \( \sigma, \sigma' : [N] \to [K] \) is the \( K \)-by-\( K \) matrix having entries

\[
N_{k\ell} = |C_k \cap C'_\ell|,
\]

where \( C_k = \sigma^{-1}(k) \) and \( C'_\ell = (\sigma')^{-1}(\ell) \). We say that node labellings \( \sigma, \sigma' : [N] \to [K] \) are optimally aligned if

\[
\text{Ham}^*(\sigma, \sigma') = \text{Ham}(\sigma, \sigma').
\]

The following result provides an entrywise upper bound for the confusion matrix of optimally aligned node labellings.

**Lemma B.2.** If \( \sigma \) and \( \sigma' \) are optimally aligned, then the associated confusion matrix is bounded by

\[
N_{k\ell} + N_{k\ell} \leq N_{kk} + N_{\ell\ell}
\]

and

\[
N_{k\ell} \leq \frac{1}{3} (N_k + N'_\ell)
\]

for all \( k \neq \ell \), where \( N_k = \sum_{\ell} N_{k\ell} \) and \( N'_\ell = \sum_k N_{k\ell} \).
PROOF. Fix some distinct $k, \ell \in [K]$. Define $\sigma'' = \tau \circ \sigma'$ where $\tau$ is the $K$-permutation which swaps $k$ and $\ell$ and leaves other elements of $[K]$ intact. Denote $C''_j = (\sigma'')^{-1}(j)$. Then we see that $C''_j = C'_j$ for $j = k$, $C''_j = C'_k$ for $j = \ell$, and $C''_j = C'_j$ otherwise. Using the formulas

$$\text{Ham}(\sigma, \sigma') = \sum_j |C_j \setminus C'_j|$$

and

$$\text{Ham}(\sigma, \sigma'') = \sum_j |C_j \setminus C''_j|$$

we find that

$$\text{Ham}(\sigma, \sigma'') - \text{Ham}(\sigma, \sigma') = |C_k \setminus C'_k| - |C_k \setminus C'_k| + |C_\ell \setminus C'_k| - |C_\ell \setminus C'_\ell|.$$

Because

$$|C_k \setminus C'_k| - |C_k \setminus C'_k| = (N_k - N_{k\ell}) - (N_k - N_{kk}) = N_{kk} - N_{k\ell},$$

and the same formula holds also with the roles of $k$ and $\ell$ swapped, it follows that

$$\text{Ham}(\sigma, \sigma'') - \text{Ham}(\sigma, \sigma') = N_{kk} - N_{k\ell} + N_{\ell\ell} - N_{\ell k}.$$

Because $\sigma$ and $\sigma'$ are optimally aligned, we see that $\text{Ham}(\sigma, \sigma') \leq \text{Ham}(\sigma, \sigma'')$. Therefore, the left side of the above equality is nonnegative, and (B.3) follows.

Next, by applying the bounds $N_{kk} \leq N_k - N_{k\ell}$ and $N_{\ell\ell} \leq N_\ell' - N_{k\ell}$, we may conclude that

$$0 \leq N_{kk} - N_{k\ell} + N_{\ell\ell} - N_{\ell k} \leq N_k + N_\ell' - 3N_{k\ell} - N_{\ell k}.$$

The inequality (B.4) now follows by noting that

$$N_{k\ell} \leq \frac{1}{3}(N_k + N_\ell' - N_{kk}) \leq \frac{1}{3}(N_k + N_\ell').$$

\hfill \Box

B.4. Relating the classification error and the Mirkin distance. The next result provides a way to bound the absolute classification error $\text{Ham}^*(\sigma, \sigma')$ using the Mirkin distance $\text{Mir}(\sigma, \sigma')$.

\textbf{Lemma B.3.} For any node labellings $\sigma, \sigma' : [N] \to [K]$,

$$|E(\sigma) \setminus E(\sigma')| \geq \max \left\{ N^\sigma_{\min} - \text{Ham}^*(\sigma, \sigma'), \frac{1}{3}N^\sigma_{\min} - \frac{1}{6}N^\sigma_{\max} \right\} \text{Ham}^*(\sigma, \sigma').$$

\textbf{Proof.} Let us note that all quantities appearing in the statement of the lemma remain invariant if we replace $\sigma'$ by $\rho \circ \sigma'$, where $\rho \in \text{Sym}(K)$ is an arbitrary permutation. Therefore, we may without loss of generality assume that $\sigma$ and $\sigma'$ are optimally aligned according to (B.2).

For sets $C, D \subseteq [N]$, we denote by $E(C, D)$ the collection of unordered pairs which can be written as $e = \{i, j\}$ with $i \in C$ and $j \in D$, and we denote the set of node pairs internal to $C$ by $E(C) = E(C, C)$. We observe that the set $\Gamma = E(\sigma) \setminus E(\sigma')$ can be partitioned into $\Gamma = \bigcup_k \Gamma_k$, where $\Gamma_k = E(C_k) \setminus E(\sigma')$. We may further split this set according to $\Gamma_k = \Gamma_{k1} \cup \Gamma_{k2}$, where

$$\Gamma_{k1} = E(C_k \cap C'_k, C_k \setminus C'_k),$$

$$\Gamma_{k2} = E(C_k \setminus C'_k) \setminus E(\sigma').$$

Therefore, it follows that $|\Gamma| = \sum_k (|\Gamma_{k1}| + |\Gamma_{k2}|)$.
To analyse the sizes of $\Gamma_{k_1}$ and $\Gamma_{k_2}$, denote $N_{k\ell} = |C_k \cap C'_\ell|$ and $D_k = |C_k \setminus C'_k|$. Then we immediately see that

(B.5) \[ |\Gamma_{k_1}| = N_{k\ell}D_k. \]

Furthermore, we see that $E(C_k \setminus C'_k) \cap E(\sigma') = \cup_{\ell \neq k} E(C_k \cap C'_\ell)$, and it follows that

(B.6) \[ |\Gamma_{k_2}| = |E(C_k \setminus C'_k)| - \sum_{\ell \neq k} |E(C_k \cap C'_\ell)| = \left( \frac{D_k}{2} \right) - \sum_{\ell \neq k} \left( N_{k\ell} \right). \]

By combining (B.5)–(B.6) we conclude that

\[ |\Gamma| = \sum_k \left( |\Gamma_{k_1}| + |\Gamma_{k_2}| \right) = \sum_k \left\{ N_{k\ell}D_k + \left( \frac{D_k}{2} \right) - \sum_{\ell \neq k} \left( N_{k\ell} \right) \right\}. \]

Let us derive a lower bound for $|\Gamma|$. Denote $B_k = \max_{\ell \neq k} N_{k\ell}$. Then by noting that $\sum_{\ell \neq k} N_{k\ell} = D_k$, we see that

\[ \sum_{\ell \neq k} \left( \frac{N_{k\ell}}{2} \right) = \frac{1}{2} \sum_{\ell \neq k} N_{k\ell}(N_{k\ell} - 1) \leq \frac{1}{2} D_k(B_k - 1), \]

and by applying (B.6), it follows that

\[ |\Gamma_{k_2}| \geq \frac{1}{2} D_k(D_k - 1) - \frac{1}{2} D_k(B_k - 1) = \frac{1}{2} D_k(D_k - B_k). \]

By applying (B.5) and noting that $N_{k\ell} = N_k - D_k$, it now follows that

(B.7) \[ |\Gamma_k| \geq D_k(N_k - D_k) + \frac{1}{2} D_k(D_k - B_k). \]

We shall apply (B.7) to derive two lower bounds for $|\Gamma|$. First, by Lemma B.2, we find that $B_k \leq \frac{1}{3}(N_k + N_{\sigma'})$, and hence

\[ |\Gamma_k| \geq (N_k - D_k)D_k + \frac{1}{2} \left( D_k - \frac{1}{3} N_k - \frac{1}{3} N_{\sigma'} \right) D_k \]
\[ = \left( \frac{5}{6} N_k - \frac{1}{2} D_k - \frac{1}{6} N_{\sigma'} \right) D_k. \]

Because $D_k \leq N_k$, we conclude that

\[ |\Gamma_k| \geq \left( \frac{1}{3} N_k - \frac{1}{6} N_{\sigma'} \right) D_k \geq \left( \frac{1}{3} N_{\sigma_{\min}} - \frac{1}{6} N_{\sigma'} \right) D_k \]

By summing the above inequality over $k$ and noting that $\sum_k D_k = \text{Ham}(\sigma, \sigma') = L$ for optimally aligned $\sigma$ and $\sigma'$, we conclude that

(B.8) \[ |\Gamma| \geq \left( \frac{1}{3} N_{\sigma_{\min}} - \frac{1}{6} N_{\sigma'} \right) L. \]

Second, by noting that $B_k \leq D_k$, we see that (B.7) implies

\[ |\Gamma_k| \geq D_k(N_k - D_k) \geq D_k(N_{\sigma_{\min}} - D_k). \]

By summing the above inequality over $k$, we find that

\[ |\Gamma| \geq N_{\sigma_{\min}} \sum_k D_k - \sum_k D_k^2 \geq N_{\sigma_{\min}} \sum_k D_k - (\sum_k D_k)^2. \]

By recalling that $\sum_k D_k = L$, we conclude that

(B.9) \[ |\Gamma| \geq N_{\sigma_{\min}} L - L^2. \]

By combining (B.8)–(B.9), the claim follows. \qed
APPENDIX C: PROOF OF THE LOWER BOUND OF THEOREM 3.1

This section is devoted to proving the lower bound of Theorem 3.1 and is organised as follows: Section C.1 describes a lower bound (Theorem C.1) which is valid for general SBMs, not necessarily homogeneous or binary. Section C.2 presents the proof of Theorem C.1. Section C.3 specialises the lower bound into homogeneous SBMs and leads to Proposition C.13.

C.1. A quantitative lower bound. The following theorem lower bounds the expected loss made by any algorithm in clustering a non-homogeneous SBM.

**Theorem C.1.** Consider a SBM defined by (2.1)--(2.3) where the block membership structure is distributed according to $\pi = \alpha \otimes N$ for some probability distribution $\alpha$ on $[K]$. Fix an arbitrary $K \subset [K]$ and probability distributions $f_1, \ldots, f_K$. Assume that $N \geq 8\alpha_{\min}^{-1} \log(K/\delta)$ for $\delta = \frac{1}{4}(\alpha_K - \alpha_{\max,K})$. Then for any estimator $\hat{\sigma}: \mathcal{X} \rightarrow \mathcal{Z}$, the error is lower bounded in expectation by

$$\mathbb{E} \text{Ham}^*(\hat{\sigma}) \geq \frac{1}{21} N \alpha_{\min}^2 \delta e^{-NI_1 - \alpha_K^{-1/2} \delta^{-1/2} \sqrt{NI_2 + NI_2}} - \frac{1}{6} N \alpha_{\min} K e^{-\frac{1}{8} N \alpha_{\min}},$$

where the quantities $I_1, I_2, I_1$, and $I_2$ are defined by

$$I_1 = \sum_k \sum_{\ell} \alpha_k^* \alpha_{\ell} d_{\text{KL}}(f_\ell^* \| f_{k\ell}),$$

$$I_2 = \sum_k \sum_{\ell} \alpha_k^* \alpha_{\ell} v_{\text{KL}}(f_\ell^* \| f_{k\ell}) + \sum_k \alpha_k^* B_k,$$

$$I_2 = \sum_k \alpha_k^2 A_k - \left( \sum_k \alpha_k^* A_k \right)^2,$$

with $A_k = \sum_{\ell} \alpha_{\ell} d_{\text{KL}}(f_\ell^* \| f_{k\ell})$ and $B_k = \sum_{\ell} \alpha_{\ell} d_{\text{KL}}(f_\ell^* \| f_{k\ell})^2 - \left( \sum_{\ell} \alpha_{\ell} d_{\text{KL}}(f_\ell^* \| f_{k\ell}) \right)^2$, together with $\alpha_k^* = 1(k \in K) \frac{\alpha_k}{\alpha_{\max}}$ and $\alpha_K = \sum_{k \in K} \alpha_k$.

**Remark C.2.** The second term on the right side of (C.1) is $o(1)$ when $\alpha_{\min} \geq 9N^{-1} \log N$ and $2 \leq K \leq N$.

**Remark C.3.** The lower bound of Theorem C.1 is quantitative, and hence valid regardless of any scaling assumptions, and also for all finite models with fixed, not asymptotic, size. This is one of the first explicit quantitative lower bounds in this context.

**Remark C.4.** In homogeneous models with uniform node labels, one can specify the quantities $I_1, I_2$ and $I_2$ to obtain the lower bound stated in Theorem 3.1. This is done in Section C.3.

C.2. Proof of Theorem C.1. This section is devoted to proving Theorem C.1 step by step.

C.2.1. Key result on block permutations. The following key result implies that when $L(\sigma_1, \sigma_2) = \min_{\tau} \text{Ham}(\sigma_1, \tau \circ \sigma_2) < \frac{1}{2} N_{\min}(\sigma_1)$, then the minimum Hamming distance is attained by a unique block permutation.

**Lemma C.5.** Let $\sigma_1, \sigma_2: [N] \rightarrow [K]$ be such that $\text{Ham}(\sigma_1, \tau^* \circ \sigma_2) < \frac{1}{2} N_{\min}$ for some $K$-permutation $\tau^*$, where $N_{\min} = \min_k |\sigma^{-1}_1(k)|$. Then $\tau^*$ is the unique minimiser of $\tau \mapsto \text{Ham}(\sigma_1, \tau \circ \sigma_2)$. 
In both cases, \( k \) (C.4) By taking expectations with respect to the prior, we find that
\[
\sigma_a \text{ node labelling}
\]
Hence \( |\sigma_1^{-1}(k) \cap \sigma_2^{-1}(\tau(k))| \leq |U_k| < \frac{s}{2} \)

On the other hand,
\[
|\sigma_1^{-1}(k) \cap \sigma_2^{-1}(\tau(k))| = |\sigma_1^{-1}(k)| - |U_k| \geq s - \frac{s}{2} = \frac{s}{2}.
\]
Hence \( \tau(k) \) is the unique value which maximizes \( \ell \mapsto |\sigma_1^{-1}(k) \cap \sigma_2^{-1}(\ell)| \). Because this conclusion holds for all \( k \), it follows that \( \tau \) is uniquely defined.

C.2.2. **Lower bounding by critical node count.** This method apparently originates from [58]. Let \( \text{Opt}(\sigma_1, \sigma_2) \) be the set of \( K \)-permutations \( \tau \) for which \( \text{Ham}(\sigma_1, \tau \circ \sigma_2) \) is minimised. Given an estimated node labelling \( \hat{\sigma}_x \), we define a set of critical nodes by
\[
\text{Crit}(\sigma, \hat{\sigma}_x) = \{ j \in [N] : \sigma(j) \neq \tau \circ \hat{\sigma}_x(j) \text{ for some } \tau \in \text{Opt}(\sigma, \hat{\sigma}_x) \}.
\]
We denote the number of critical nodes by
\[
L^+(\sigma, x) = |\text{Crit}(\sigma, \hat{\sigma}_x)|.
\]

**Lemma C.6.** For any estimate \( \hat{\sigma}_x \) obtained as a deterministic function of observed data, let \( L = L(\sigma, \hat{\sigma}_x) = \text{Ham}^* (\sigma, \hat{\sigma}_x) \). Then
\[
\mathbb{E} L \geq \frac{\alpha_{\text{min}}}{6} \left( \mathbb{E} L^+ - NK e^{-\frac{1}{2}N\alpha_{\text{min}}} \right).
\]

**Proof.** We shall consider \( L^+ = L^+(\sigma, \hat{\sigma}_x) \), and \( N_{\text{min}} = N_{\text{min}}(\sigma) \) as random variables defined on \( Z \times \mathcal{X} \). By Lemma C.5, \( L = L^+ \) on the event \( L < c \) where \( c = \frac{1}{2}N_{\text{min}} \). Given a node labelling \( \sigma \in Z \), we consider \( x \mapsto \hat{\sigma}_x \), \( x \mapsto L(\sigma, x) \) and \( x \mapsto L^+(\sigma, x) \) as random variables on \( \mathcal{X} \). Consider the following two cases:

(i) If \( P_\sigma (L \geq c) \geq \frac{1}{N+c} E_\sigma L^+ \), then
\[
E_\sigma L1(L \geq c) \geq cP_\sigma (L \geq c) \geq \frac{c}{N+c} E_\sigma L^+.
\]

(ii) If \( P_\sigma (L \geq c) \leq \frac{1}{N+c} E_\sigma L^+ \), then
\[
E_\sigma L^+ 1(L \geq c) \leq NP_\sigma (L \geq c) \leq \frac{N}{N+c} E_\sigma L^+,
\]
so that
\[
E_\sigma L1(L < c) = E_\sigma L^+ 1(L < c) = E_\sigma L^+ - E_\sigma L^+ 1(L \geq c) \geq \frac{c}{N+c} E_\sigma L^+.
\]
In both cases, \( E_\sigma L \geq \frac{c}{N+c} E_\sigma L^+ \), so that
\[
E_\sigma L \geq \frac{N_{\text{min}}}{2N + N_{\text{min}}} E_\sigma L^+ \geq \frac{N_{\text{min}}}{3N} E_\sigma L^+.
\]
By taking expectations with respect to the prior, we find that
\[
\mathbb{E} L \geq \frac{1}{3N} \mathbb{E} N_{\text{min}} Y,
\]
where \( Y = E_\sigma L^+ \) is viewed as a random variable on probability space \( S \) equipped with probability measure \( \pi \). Let \( t = \frac{1}{2} N \alpha_{\min} \). We note that \( 0 \leq Y \leq N \) surely, and that \( N_{\min} > t \) with high probability. Observe that
\[
\mathbb{E}N_{\min}Y \geq \mathbb{E}N_{\min}Y 1(N_{\min} > t) \geq t\mathbb{E}Y1(N_{\min} > t).
\]
and, due to \( Y \leq N \),
\[
\mathbb{E}Y1(N_{\min} > t) = \mathbb{E}Y - \mathbb{E}Y1(N_{\min} \leq t) \geq \mathbb{E}Y - N\mathbb{P}(N_{\min} \leq t).
\]
By noting that \( \mathbb{E}Y = E L^+ \) and applying Lemma A.2, we find that
\[
\mathbb{E}N_{\min}Y \geq t(\mathbb{E}Y - N\mathbb{P}(N_{\min} \leq t)) = \frac{1}{2} N \alpha_{\min} \left( \mathbb{E}L^+ - N\mathbb{P}(N_{\min} \leq \frac{1}{2} N \alpha_{\min}) \right) \geq \frac{1}{2} N \alpha_{\min} \left( \mathbb{E}L^+ - NK e^{-\frac{1}{2} N \alpha_{\min}} \right).
\]
Together with (C.4), the claim now follows.

C.2.3. Change of measure. Fix a reference node \( i \), a set \( K \subset [K] \), and some probability distributions \( f^i_1, \ldots, f^i_K \) on the interaction space \( S \). We define an alternative statistical model for \( \sigma \) and \( x \) by modifying \( P_\sigma(x) \) defined in (2.1) according to
\[
(C.5) \quad P^{si}_\sigma(x) = \left( 1_K(\sigma(i)) \prod_{j \neq i} \frac{f^i_{\sigma(j)}(x_{ij})}{f^i_{\sigma(i)\sigma(j)}(x_{ij})} + 1_{K^c}(\sigma(i)) \right) P_\sigma(x),
\]
and defining a modified probability measure on \( Z \times X \) by
\[
(C.6) \quad \mathbb{P}^{si}(\sigma, x) = \pi(\sigma) P^{si}_\sigma(x).
\]
In the modified model, node labels are sampled independently as before, and all interactions not involving node \( i \) are sampled just as in the original model. If the label of node \( i \) belongs to \( K \), then we sample all \( i \)-interactions from \( f^i_1, \ldots, f^i_K \). The following lemma confirms that under the alternative model, \( \sigma_i \) is conditionally independent of observed data \( x \) and other labels \( \sigma_{-i} \) given \( \sigma_i \in K \).

**Lemma C.7.** For \( (\sigma, x) \) sampled from model (C.6), the conditional distribution of the label \( \sigma_i \) given that \( \sigma_i \in K \), the other labels are \( \sigma_{-i} \), and the observed interactions are \( x \), equals
\[
\mathbb{P}^{si}(\sigma_i = k | \sigma_i \in K, \sigma_{-i}, x) = \alpha^i_k \quad \text{for all } \sigma_{-i}, x,
\]
where \( \alpha^i_k = 1(k \in K) \frac{\alpha_k}{\alpha_c} \).

**Proof.** Observe that \( P^{si}_\sigma(x) = Q_{\sigma_{-i}}(x) \) for all \( \sigma \) such that \( \sigma_i \in K \), where
\[
Q_{\sigma_{-i}}(x) = \left( \prod_{j \neq i} f^i_{\sigma_{-i}(j)}(x_{ij}) \right) \left( \prod_{uv \in E_{-i}} f^{\sigma_{-i}(u)\sigma_{-i}(v)}(x_{uv}) \right),
\]
and \( E_{-i} \) is the set of unordered node pairs not incident to \( i \). Especially, \( \mathbb{P}^{si}(\sigma, x) = \alpha(\sigma_i) \pi_{-i}(\sigma_{-i}) Q_{\sigma_{-i}}(x) \) whenever \( \sigma_i \in K \). Hence the conditional probability distribution of \( \sigma_i \) given \( (\sigma_{-i}, x) \) satisfies \( \mathbb{P}^{si}(\sigma_i | \sigma_{-i}, x) = \alpha(\sigma_i) \) for all \( \sigma_i \in K \). The claim follows by summing this equality with respect to \( \sigma_i \in K \).
To analyse how much the alternative model differs from the original model, we will investigate the associated log-likelihood ratio 

\[ \Lambda_i(\sigma, x) = \log \frac{P^{si}(\sigma, x)}{P(\sigma, x)}. \]

**Lemma C.8.** The mean and variance of the log-likelihood ratio given \( \sigma(i) \in K \) are equal to \( E^{si}(\Lambda_i | \sigma_i \in K) = (N - 1)I_1 \) and \( V^{si}(\Lambda_i | \sigma_i \in K) = (N - 1)I_{21} + (N - 1)^2I_{22} \), where \( I_1, I_{21}, I_{22} \) are given by (C.2).

**Proof.** The conditional distribution of \((\sigma, x)\) sampled from \( P^{si} \) given \( \sigma(i) \in K \) can be represented as

\[ \tilde{P}^{si}(\sigma, x) = \tilde{\pi}^{si}(\sigma)P^{si}_\sigma(x), \]

where \( \tilde{\pi}^{si}(\sigma) = \alpha^*_{\sigma(i)} \prod_{j \neq i} \alpha_{\sigma(j)} \) and \( \alpha^*_{k} = 1(k \in K) \alpha_{k}, \) and \( P^{si}_\sigma \) is defined by (C.5). Furthermore, the log-likelihood ratio can be written as

\[ \Lambda_i(\sigma, x) = 1(\sigma(i) \in K) \sum_{j \neq i} \log \frac{f^{*}_{\sigma(j)}(x_{ij})}{f_{\sigma(i)\sigma(j)}(x_{ij})}. \]

The conditional expectation \( A(\sigma) = E^{si}_\sigma \Lambda_i \) of the log-likelihood ratio given \( \sigma \) hence equals

\[ A(\sigma) = 1(\sigma(i) \in K) \sum_{j \neq i} m_{\sigma(i)\sigma(j)} \]

where \( m_{k\ell} = d_{KL}(f^*_k \| f_{k\ell}) \). Hence, treating \((\sigma, x) \mapsto \sigma(i), (\sigma, x) \mapsto \sigma(j), \) and \((\sigma, x) \mapsto A(\sigma)\), as random variables on probability space \((Z \times K, \tilde{P}^{si})\), and noting that \( \sigma(i) \in K \) with \( \tilde{P}^{si} \)-probability one, we find that

\[ \tilde{E}^{si} A_i = \tilde{E}^{si} A = \sum_{j \neq i} \tilde{E}^{si} m_{\sigma(i)\sigma(j)} = (N - 1) \sum_{k} \sum_{\ell} m_{k\ell} \alpha^*_k \alpha_{\ell}, \]

which implies the first claim.

To compute the variance, we observe that

(C.7) \[ \tilde{V}^{si} \Lambda_i = \tilde{E}^{si} B + \tilde{V}^{si} A, \]

where \( B = V^{si}_\sigma \Lambda_i \). We note that by the conditional independence of \( x_{ij}, j \neq i \), given \( \sigma \), it follows that

\[ B = 1(\sigma(i) \in K) \sum_{j \neq i} v_{\sigma(i)\sigma(j)}, \]

where \( v_{k\ell} = v_{KL}(f^*_k \| f_{k\ell}) \). By taking expectations, we find that

(C.8) \[ \tilde{E}^{si} B = (N - 1) \sum_{k} \sum_{\ell} \alpha^*_k \alpha_{\ell} v_{k\ell}. \]

We still need to compute the variance of \( A \). To do this, we condition on the label of node \( i \) and observe that on the event \( \sigma(i) \in K \) of \( \tilde{P}^{si} \)-probability one,

\[ \tilde{E}^{si}(A | \sigma(i)) = (N - 1)A_{\sigma(i)}, \]

\[ \tilde{V}^{si}(A | \sigma(i)) = (N - 1)B_{\sigma(i)}. \]

where \( A_k = \sum_{\ell} \alpha_{\ell} m_{k\ell} \) and \( B_k = \sum_{\ell} \alpha_{\ell} m_{k\ell}^2 - (\sum_{\ell} \alpha_{\ell} m_{k\ell})^2 \). Therefore,

\[
\tilde{\nu}^s_i A = \tilde{E}^s_i (A | \sigma(i)) + \tilde{E}^s_i (A | \sigma(i)) \\
= (N - 1)\tilde{E}^s_i B_{\sigma(i)} + (N - 1)^2 \tilde{\nu}^s_i A_{\sigma(i)} \\
= (N - 1) \sum_k \alpha^*_k B_k + (N - 1)^2 \left\{ \sum_k \alpha^*_k A_k^2 - \left( \sum_k \alpha^*_k A_k \right)^2 \right\}.
\]

By combining this with (C.7) and (C.8), we find that

\[
\tilde{\nu}^s_i \Lambda_i = (N - 1) \sum_k \alpha^*_k A_k + (N - 1)^2 \left\{ \sum_k \alpha^*_k A_k^2 - \left( \sum_k \alpha^*_k A_k \right)^2 \right\},
\]

and the second claim follows. \( \square \)

C.2.4. Lower bound of critical node count. The following is key to proving the lower bound, and rigorously handling stochastic dependencies implied by optimal \( K \)-permutations in the definition of \( \tilde{L} \). Recall that \( \alpha_K = \sum_{k \in K} \alpha_k \) together with \( \alpha_{\min} = \min_{k \in [K]} \alpha_k \) and \( \alpha_{\max,K} = \max_{k \in K} \alpha_k \).

LEMMA C.9. Assume that \( N \geq \frac{8}{7} \alpha^{-1}_{\min} \log(K/\delta) \) for \( \delta = \frac{1}{4} (\alpha_K - \alpha_{\max,K}) \). Then for any estimator \( x \mapsto \hat{\sigma}_x \), the expected number of critical nodes is bounded by

\[
\mathbb{E} L^+ \geq \frac{2}{t} \alpha_{\min} \delta N e^{-t}.
\]

for \( t = \max_i \left\{ \mathbb{E}_i^s (\Lambda_i | \sigma_i \in K) + \alpha_K^{1/2} \delta^{-1/2} \sqrt{\mathbb{V}_i^s (\Lambda_i | \sigma_i \in K)} \right\} \).

PROOF. Denote \( \epsilon = \frac{1}{7} \alpha_{\min} \). The proof contains four steps which are treated one by one in what follows.

(i) Denote the event that node \( i \) is critical by

\[
C_i = \{ (\sigma, x) : \sigma(i) \neq \tau(\hat{\sigma}_x(i)) \text{ for some } \tau \in \text{Opt}(\sigma, \hat{\sigma}_x) \},
\]

and let

\[
E_i = C_i \cup \{ (\sigma, x) : L^+ (\sigma, \hat{\sigma}_x) > \epsilon N \}.
\]

Recall that \( \mathbb{E} L^+ = \sum_i \mathbb{P}(C_i) \). Markov’s inequality then implies that

\[
\sum_i \mathbb{P}(E_i) \leq \sum_i \left( \mathbb{P}(C_i) + (\epsilon N)^{-1} \mathbb{E} L^+ \right).
\]

By noting that the right side above equals \( (1 + \epsilon^{-1}) \mathbb{E} L^+ \), we obtain a lower bound

\[
\mathbb{E} L^+ \geq \frac{\epsilon}{1 + \epsilon} \sum_i \mathbb{P}(E_i).
\]

(ii) We will now focus on a particular node \( i \), and derive a lower bound for the probability of event \( E_i \) under the perturbed model \( \mathbb{P}^\epsilon \) defined by (C.5). We start by deriving an upper bound for the probability of the event

\[
\mathbb{P}^\epsilon (E_i^c, N_{\min} > 3\epsilon N, \sigma(i) \in K) = \mathbb{P}^\epsilon (C_i^c, B, \sigma(i) \in K),
\]
where
\[ B = \{(\sigma, x) : L^+(\sigma, \sigma_x) \leq \epsilon N, N_{\min}(\sigma) > 3\epsilon N\} \]

and \( N_{\min}(\sigma) = \min_k |\sigma^{-1}(k)| \). On the event \( B \), we see that \( L^+(\sigma, \sigma_x) < \frac{1}{4}N_{\min}(\sigma) \), and Lemma C.5 implies that \( L^+(\sigma, \sigma_x) = \min_\tau \text{Ham}(\sigma, \tau \circ \sigma_x) \) is attained by a unique \( K \)-permutation \( \tau \). This is why we may split the above probability into

\[
\mathbb{P}^\varepsilon_i(C^C_i, B, \sigma(i) \in K) = \sum_\tau \mathbb{P}^\varepsilon_i(C^C_i, B_\tau, \sigma(i) \in K)
\]

where
\[ B_\tau = \{(\sigma, x) : \text{Ham}(\sigma, \tau \circ \sigma_x) \leq \epsilon N, N_{\min}(\sigma) > 3\epsilon N\}. \]

To analyse events associated with \( B_\tau \), let us introduce some more notation. We define \( \text{Ham}_-i(\sigma_1, \sigma_2) = \sum_{j \neq i} 1(\sigma_1(j) \neq \sigma_2(j)) \) and denote \( N_{-i}^{\min}(\sigma) = \min_k |\sigma^{-1}(k) \setminus \{i\}| \), and consider an event

\[
B_{\tau}^{-i} = \{(\sigma, x) : \text{Ham}_{-i}(\sigma, \tau \circ \sigma_x) \leq \epsilon N, N_{-i}^{\min}(\sigma) > 3\epsilon N - 1\}.
\]

Then we find that
\[
C^C_i \cap B_\tau = \{\sigma(i) = \tau(\sigma_x(i))\} \cap B_\tau \\
\subset \{\sigma(i) = \tau(\sigma_x(i))\} \cap B_{\tau}^{-i},
\]

so that, under the conditional distribution \( \hat{\mathbb{P}}^\varepsilon_i(\cdot) = \mathbb{P}^\varepsilon_i(\cdot | \sigma(i) \in K) \),

\[
\hat{\mathbb{P}}^\varepsilon_i(C^C_i, B_\tau) \leq \hat{\mathbb{P}}^\varepsilon_i(\sigma(i) = \tau(\sigma_x(i)), B_{\tau}^{-i}).
\]

We note that the event \( B_{\tau}^{-i} \) is completely determined by \((\sigma_{-i}, x)\), and according to Lemma C.7, we know that when \((\sigma, x)\) is sampled from \( \mathbb{P}^\varepsilon_i \), then \( \sigma(i) \) is \( \alpha^* \)-distributed and conditionally independent of \((\sigma_{-i}, x)\) given \( \sigma(i) \in K \). Therefore, under the conditional distribution \( \hat{\mathbb{P}}^\varepsilon_i(\cdot) = \mathbb{P}^\varepsilon_i(\cdot | \sigma(i) \in K) \), we find that

\[
\hat{\mathbb{P}}^\varepsilon_i(\sigma(i) = \tau(\sigma_x(i)), B_{\tau}^{-i}) = \sum_{k \in K} \hat{\mathbb{P}}^\varepsilon_i(\sigma(i) = k, \tau(\sigma_x(i)) = k, B_{\tau}^{-i})
\]

\[
= \sum_{k \in K} \alpha_k^* \hat{\mathbb{P}}^\varepsilon_i(\tau(\sigma_x(i)) = k, B_{\tau}^{-i}),
\]

from which we conclude together with (C.12) that

\[
\hat{\mathbb{P}}^\varepsilon_i(C^C_i, B_\tau) \leq \frac{\alpha_{\max,K}}{\alpha_K} \hat{\mathbb{P}}^\varepsilon_i(B_{\tau}^{-i}).
\]

Because \( N \geq \epsilon^{-1} \) due to \( \log(K/\delta) \geq \log(4K) \geq 1 \) and \( N \geq 8\alpha_{\min}^{-1} \log(K/\delta) \), we see that \( \epsilon N < \frac{1}{4}(3\epsilon N - 1) \). Therefore, \( \text{Ham}_{-i}(\sigma, \tau \circ \sigma_x) < \frac{1}{4}N_{-i}^{\min}(\sigma) \) on the event \( B_{\tau}^{-i} \). Then again by Lemma C.5, the events \( B_{\tau}^{-i} \) are mutually exclusive, and in light of (C.11) it follows that

\[
\hat{\mathbb{P}}^\varepsilon_i(C^C_i, B) \leq \frac{\alpha_{\max,K}}{\alpha_K} \hat{\mathbb{P}}^\varepsilon_i(\cup_\tau B_{\tau}^{-i}) \leq \frac{\alpha_{\max,K}}{\alpha_K}.
\]

By recalling the definitions of \( C_i, E_i \), we now conclude that

\[
\mathbb{P}^\varepsilon_i(E^C_i, N_{\min} > 3\epsilon N, \sigma(i) \in K) = \mathbb{P}^\varepsilon_i(C^C_i, L^+ \leq \epsilon N, N_{\min} > 3\epsilon N, \sigma(i) \in K) \\
= \mathbb{P}^\varepsilon_i(C^C_i, B, \sigma(i) \in K) \\
\leq \alpha_{\max,K},
\]

where
\[ C^C_i = \{\sigma(i) = \tau(\sigma_x(i)) \} \cap B \cap \{\tau(\sigma_x(i)) = k \} \cap B_{\tau}^{-i} \].
and therefore,

\[ \mathbb{P}^\iota(E^\iota, \sigma(i) \in \mathcal{K}) \leq \alpha_{\max, \iota} + \mathbb{P}^\iota(N_{\min} \leq 3\epsilon N). \]

(iii) Next, by recalling our choice of $$\epsilon = \frac{1}{6} \alpha_{\min}$$ and applying Lemma A.2, we see that $$\mathbb{P}^\iota(N_{\min} \leq 3\epsilon N) = \mathbb{P}(N_{\min} \leq \frac{1}{2} N \alpha_{\min}) \leq K e^{-\frac{1}{3} N \alpha_{\min}} \leq \delta$$ due to $$N \geq 8 \alpha_{\min}^{-1} \log(K/\delta)$$. By combining this with (C.13), we see that $$\mathbb{P}^\iota(E^\iota, \sigma(i) \in \mathcal{K}) \leq \alpha_{\max, \iota} + \delta$$. Hence, by our choice of $$\delta$$, it follows that

\[ \mathbb{P}^\iota(E^\iota, \sigma(i) \in \mathcal{K}) \geq \mathbb{P}(\sigma(i) \in \mathcal{K}) - \alpha_{\max, \iota} - \delta \]

(C.14)

= $$\alpha_{\iota} - \alpha_{\max, \iota} - \delta$$

= $$3\delta$$.

(iv) Finally, we will transform the lower bound (C.14) into one involving the original probability distribution $$\mathbb{P}$$ instead of $$\mathbb{P}^\iota$$. By writing

\[ \mathbb{P}(E^\iota, \sigma(i) \in \mathcal{K}) = \mathbb{E}^\iota e^{-\Lambda(t)}(E^\iota, \sigma(i) \in \mathcal{K}), \]

and noting that $$e^{-\Lambda(t)}(E^\iota, \sigma(i) \in \mathcal{K}) \geq e^{-t}(E^\iota, \sigma(i) \in \mathcal{K}, \Lambda_i \leq t)$$, it follows that

\[ \mathbb{P}(E^\iota, \sigma(i) \in \mathcal{K}) \geq e^{-t}\mathbb{E}^\iota(E^\iota, \sigma(i) \in \mathcal{K}, \Lambda_i \leq t) \]

\[ \geq e^{-t}\left(\mathbb{P}^\iota(E^\iota, \sigma(i) \in \mathcal{K}) - \mathbb{P}^\iota(E^\iota, \sigma(i) \in \mathcal{K}, \Lambda_i > t)\right) \]

\[ \geq e^{-t}\left(\mathbb{P}^\iota(E^\iota, \sigma(i) \in \mathcal{K}) - \mathbb{P}^\iota(\sigma(i) \in \mathcal{K}, \Lambda_i > t)\right). \]

For $$t \geq E^\iota(L^\iota) + \left(\frac{\alpha_{\max}^\iota}{\alpha_{\min}^\iota} \tilde{V}^\iota(L^\iota)\right)^{1/2}$$, Chebyshev’s inequality implies that $$\mathbb{E}^\iota(L^\iota) \leq \frac{\delta}{\alpha_{\iota}}$$, and hence $$\mathbb{P}^\iota(\sigma(i) \in \mathcal{K}, \Lambda_i > t) \leq \delta$$. By substituting this bound and the bound (C.14) to the right side above, we see that

\[ \mathbb{P}(E^\iota, \sigma(i) \in \mathcal{K}) \geq e^{-t}(3\delta - \delta) = 2\delta e^{-t}. \]

By (C.10) it now follows that

\[ \mathbb{E}L^+ \geq \frac{\epsilon}{1 + \epsilon} \sum_i \mathbb{P}(E^\iota) \geq \frac{\epsilon}{1 + \epsilon} \sum_i \mathbb{P}(E^\iota, \sigma(i) \in \mathcal{K}), \]

so that

\[ \mathbb{E}L^+ \geq \frac{2N\delta e^{-t}}{1 + e^{-t}}. \]

Because $$1 + e^{-1} \leq \frac{7}{6} e^{-1} = 7\alpha_{\min}^{-1}$$, the claim follows.

C.2.5. Concluding the proof of Theorem C.1. By Lemma C.6, we find that

\[ \mathbb{E}L \geq \frac{\alpha_{\min}^\iota}{6} \left(\mathbb{E}L^+ - NKE^{-\frac{1}{3} N \alpha_{\min}}\right). \]

By Lemma C.9,

\[ \mathbb{E}L^+ \geq \frac{2}{t} \alpha_{\min}^\iota \delta N e^{-t}. \]
for \( t = \max_i \left( \frac{\tilde{K}^{\alpha_i} \Lambda_i + \alpha_{k^*}^{1/2} \delta^{-1/2} \sqrt{\tilde{V}^{\alpha_i}(\Lambda_i)}}{\tilde{V}(\Lambda_i)} \right) \). By Lemma C.8, \( \tilde{K}^{\alpha_i} \Lambda_i \leq NI_1 \) and \( \tilde{V}^{\alpha_i}(\Lambda_i) \leq N I_{21} + N^2 I_{22} \), so that \( t \leq NI_1 + \alpha_{k^*}^{1/2} \delta^{-1/2} \sqrt{NI_{21} + N^2 I_{22}} \). By combining these facts, it follows that

\[
\mathbb{E}L \geq \frac{\alpha_{\text{min}}}{6} \left( \mathbb{E}L^+ - N K e^{-\frac{1}{2} N \alpha_{\text{min}}} \right)
\]

\[
\geq \frac{\alpha_{\text{min}}}{6} \left( \frac{2}{t} \alpha_{\text{min}} N e^{-t} - N K e^{-\frac{1}{2} N \alpha_{\text{min}}} \right)
\]

\[
\geq \frac{\alpha_{\text{min}}}{6} \left( \frac{2}{t} \alpha_{\text{min}} N e^{-NI_1 - \alpha_{k^*}^{1/2} \delta^{-1/2} \sqrt{NI_{21} + N^2 I_{22}} - \frac{1}{2} N \alpha_{\text{min}}} \right).\]

Hence the claim of Theorem C.1 is valid. \( \square \)

C.3. Application to homogeneous models.

C.3.1. Log-likelihood ratio in homogeneous models. The expected log-likelihood ratio equals \((N-1)I_1\) where \(I_1\) is given in (C.2). The following result shows how to minimise this in the homogeneous case with intra-block and inter-block interaction distributions \(f\) and \(g\).

**Lemma C.10.** For any homogeneous SBM and for any \(K \subset [K]\) of size at least two such that \(\alpha_k > 0\) for all \(k \in K\),

\[
(C.15) \quad \min_{f_1, \ldots, f_K} I_1 = \sum_{k \in K} \alpha_k^* \alpha_k D_{1-\alpha_k^*}(g\|f),
\]

with \(\alpha_k^* = \alpha_k / (\sum_{k \in K} \alpha_k)\), and the minimum is attained by setting

\[
(C.16) \quad f_k^* = \begin{cases} 
Z_{\alpha_k^*}^{-1} f_{\alpha_k^*} g^{1-\alpha_k^*} & \text{for } k \in K, \\
 g, & \text{otherwise}.
\end{cases}
\]

Furthermore, when \(\alpha\) is the uniform distribution on \([K]\),

\[
(C.17) \quad \min_{K:[K]\geq 2} \min_{f_1, \ldots, f_K} I_1 = K^{-1} D_{1/2}(f\|g).
\]

**Proof.** Observe that \(I_1 = I_{11} + I_{12}\) where

\[
I_{11} = \sum_{\ell \in K} \alpha_{\ell} \sum_{k \in K} \alpha_k^* d_{KL}(f_{\ell}^*\|f_{\ell k}) \quad \text{and} \quad I_{12} = \sum_{\ell \in K^c} \alpha_{\ell} \sum_{k \in K} \alpha_k^* d_{KL}(f_{\ell}^*\|f_{\ell k}).
\]

We see that

\[
I_{11} = \sum_{\ell \in K} \alpha_{\ell} \left( \alpha_{\ell}^* d_{KL}(f_{\ell}^*\|f) + (1 - \alpha_{\ell}^*) d_{KL}(f_{\ell}^*\|g) \right)
\]

and

\[
I_{12} = \sum_{\ell \in K^c} \alpha_{\ell} d_{KL}(f_{\ell}^*\|g).
\]

Because each \(f_{\ell}^*\) appears only once in the sums above, we minimise \(I_{11}\) and \(I_{12}\) separately.

To minimise \(I_{12}\), we set \(f_{\ell}^* = g\) for all \(\ell \in K^c\), leading to \(I_{12} = 0\). To minimise \(I_{11}\), we see by applying [52, Theorem 30] that for all \(\ell \in K\),

\[
\min_{f_{\ell}^*} \left( \alpha_{\ell}^* d_{KL}(f_{\ell}^*\|f) + (1 - \alpha_{\ell}^*) d_{KL}(f_{\ell}^*\|g) \right) = (1 - \alpha_{\ell}^*) D_{\alpha_{\ell}^*}(f\|g).
\]
and the minimum is attained by setting $f^*_\ell$ as in (C.16). Hence the minimum value of $I_1$ equals

$$I_1 = \sum_{\ell \in \mathcal{K}} \alpha_\ell (1 - \alpha^*_\ell) D_{\alpha^*_\ell}(f\|g).$$

Finally, by skew symmetry of Rényi divergences, we know that $(1 - \alpha^*_\ell) D_{\alpha^*_\ell}(f\|g) = \alpha^*_\ell D_{1-\alpha^*_\ell}(g\|f)$, so that we can also write the minimum as

$$I_1 = \sum_{\ell \in \mathcal{K}} \alpha_\ell \alpha^*_\ell D_{1-\alpha^*_\ell}(g\|f) = \alpha^{-1}_K \sum_{\ell \in \mathcal{K}} \alpha^2_\ell D_{1-\alpha^*_\ell}(g\|f).$$

Assume now that $\alpha$ is the uniform distribution on $[K]$. Then the minimum above equals

$$I_1 = (K/r) K^{-2} r D_{1-1/r}(g\|f) = K^{-1} D_{1-1/r}(g\|f)$$

for $r = |K|$. Because $r \mapsto D_{1-1/r}(g\|f)$ is increasing in $r$, we see that $I_1$ is increasing as a function of $|K|$. The minimum with respect to $K$ is hence attained at an arbitrary $K$ with $|K| = 2$, confirming (C.17).

The following result describes the variance terms $I_{21}$ and $I_{22}$ given by (C.2) for a uniform homogeneous SBM, when the reference distributions $f^*_1, \ldots, f^*_K$ are selected to minimise $I_1$ according to Lemma C.10.

**Lemma C.11.** Consider a homogeneous SBM with intra-block and inter-block interaction distributions $f$ and $g$, and uniform $\alpha$ on $[K]$. Fix $K \subset [K]$ of size 2, and define $f^*_\ell$ as in (C.16). Then

$$I_{21} = \left( \frac{1}{2} - K^{-1} \right) K^{-1} I^2 + \frac{1}{2} K^{-1} J,$$

$$I_{22} = 0,$$

where $I = D_{1/2}(f\|g)$ and $J = \int h \log^2 \frac{f}{g}$ with $h = Z^{-1}_{1/2}(fg)^{1/2}$.

**Proof.** When $\alpha$ is uniform on $[K]$ and $|K| = 2$, we see that the distributions in (C.16) are given by $f^*_\ell = h$ for $\ell \in \mathcal{K}$, $f^*_\ell = g$ otherwise. Recall that

$$I_{21} = \sum_{k \in \mathcal{K}} \sum_{\ell} \alpha^*_k \alpha_\ell \text{KL}(f^*_\ell\|f_k\ell) + \sum_{k \in \mathcal{K}} \alpha_k^2 B_k,$$

$$I_{22} = \sum_{k \in \mathcal{K}} \alpha_k^2 A_k^2 - \left( \sum_{k \in \mathcal{K}} \alpha_k^2 A_k \right)^2,$$

with $A_k = \sum_{\ell} \alpha_\ell \text{dKL}(f^*_\ell\|f_k\ell)$ and $B_k = \sum_{\ell} \alpha_\ell \text{dKL}(f^*_\ell\|f_k\ell)^2 - (\sum_{\ell} \alpha_\ell \text{dKL}(f^*_\ell\|f_k\ell))^2$. Now for any $k \in \mathcal{K}$, we have by a direct computation (or using [52, Theorem 30])

$$A_k = K^{-1} \left( \text{dKL}(h\|f) + \text{dKL}(h\|g) \right) = K^{-1} I.$$

This implies that $I_{22} = 0$.

Observe next that for $k \in \mathcal{K}$,

$$B_k = \sum_{\ell} \alpha_\ell \text{dKL}(f^*_\ell\|f_k\ell)^2 - A_k^2$$

$$= K^{-1} \left( \text{dKL}(h\|f)^2 + \text{dKL}(h\|g)^2 \right) = K^{-2} I^2.$$
Because \( \log Z = -\frac{1}{2} I \), we find that
\[
\log \frac{h}{f} = \frac{1}{2} I - \frac{1}{2} \log \frac{f}{g} \quad \text{and} \quad \log \frac{h}{g} = \frac{1}{2} I + \frac{1}{2} \log \frac{f}{g}.
\]
By squaring these equalities and integrating against \( h \), we find that
\[
v_{KL}(h\|f) + v_{KL}(h\|g) = \frac{1}{2} I^2 + \frac{1}{2} J - d_{KL}(h\|f)^2 - d_{KL}(h\|g)^2.
\]
It follows that
\[
\sum_{k \in \mathcal{K}} \sum_{\ell} \alpha_k^* \alpha_{\ell} v_{KL}(f_{\ell}^* \| f_{k\ell}) = \sum_{k \in \mathcal{K}} \sum_{\ell} \alpha_k^* \alpha_{\ell} v_{KL}(h \| f_{k\ell})
\]
\[
= \frac{1}{2} K^{-1} \sum_{k \in \mathcal{K}} (v_{KL}(h\|f) + v_{KL}(h\|g))
\]
\[
= K^{-1} \left( v_{KL}(h\|f) + v_{KL}(h\|g) \right)
\]
\[
= K^{-1} \left( \frac{1}{2} I^2 + \frac{1}{2} J - d_{KL}(h\|f)^2 - d_{KL}(h\|g)^2 \right).
\]
Therefore,
\[
I_{21} = \sum_{k \in \mathcal{K}} \sum_{\ell} \alpha_k^* \alpha_{\ell} v_{KL}(f_{\ell}^* \| f_{k\ell}) + \sum_{k \in \mathcal{K}} \alpha_k^* B_k
\]
\[
= K^{-1} \left( \frac{1}{2} I^2 + \frac{1}{2} J - d_{KL}(h\|f)^2 - d_{KL}(h\|g)^2 \right)
\]
\[
+ K^{-1} \left( d_{KL}(h\|f)^2 + d_{KL}(h\|g)^2 \right) - K^{-2} I^2
\]
\[
= \left( \frac{1}{2} - K^{-1} \right) K^{-1} I^2 + \frac{1}{2} K^{-1} J.
\]

Lemma C.12. Let \( I = D_{1/2}(f, g) = -2 \log Z \) and \( J = Z^{-1} \int \log^2(f/g) \sqrt{fg} \), where \( Z = \int \sqrt{fg} \). Assume that \( f, g > 0 \) on \( S \), and that \( Z > 0 \). Then
\[
J \leq 8(e^{I/2} - 1).
\]
Especially, \( J \leq 14 I \) whenever \( I \leq 1 \).

Proof. Let us fix some \( x \in S \) for which \( f(x) \neq g(x) \). At this point, for \( t = \sqrt{f/g} \),
\[
\frac{(\log f - \log g)^2}{(\sqrt{f} - \sqrt{g})^2} \sqrt{fg} = 4 \frac{(\log \sqrt{f} - \log \sqrt{g})^2}{(\sqrt{f} - \sqrt{g})^2} \sqrt{fg} = 4 \phi(t)
\]
where \( \phi(t) = \frac{(\log t)^2}{(t-1)^2} t \). Assume that \( t > 1 \), and let \( u = \frac{1}{2} \log t \). Then \( t = e^{2u} \) and
\[
\phi(t) = \left( \frac{2u}{e^{2u} - 1} \right)^2 e^{2u} = \left( \frac{2u}{e^u - e^{-u}} \right)^2 = \left( \frac{u}{\sinh u} \right)^2,
\]
where
\[
\sinh u = \frac{1}{2}(e^u - e^{-u}) = \sum_{k>0,\text{odd}} \frac{u^k}{k!} \geq u.
\]
Hence \( \phi(t) \leq 1 \) for all \( t > 1 \). Next, by noting that \( \phi(t) = \phi(1/t) \) for all \( 0 < t \), we conclude that \( \phi(t) \leq 1 \) for all \( t > 0 \) such that \( t \neq 1 \). We conclude that
\[
(\log f - \log g)^2 \sqrt{fg} \leq 4(\sqrt{f} - \sqrt{g})^2
\]
whenever $f \neq g$. Obviously the same inequality holds also when $f = g$. By integrating both sides, it follows that

$$ZJ \leq 4 \int (\sqrt{f} - \sqrt{g})^2 = 4(2 - 2Z) = 8(1 - Z).$$

Hence $J \leq 8(Z^{-1} - 1)$. The first claim follows because $Z = e^{-I/2}$. The second claim follows by noting that $e^{t/2} - 1 = \int_0^{t/2} e^s ds \leq e^{1/2} t$ for $t \leq 1$, and $8e^{1/2} \leq 14$.  

C.3.2. Lower bound for homogeneous models.

**Proposition C.13.** Consider a stochastic block model defined by (2.1)--(2.3). Suppose that $\alpha$ is the uniform distribution over $[K]$, and that the interactions are homogeneous. Then for any estimator $\hat{\sigma}: \mathcal{X} \rightarrow \mathcal{Z}$, the error is bounded in expectation by

$$\mathbb{E} \left( \frac{\text{Ham}^*(\hat{\sigma})}{N} \right) \geq \frac{1}{84} N^{-3} e^{-\frac{8}{3} I - \sqrt{8NI_{21}}} - \frac{1}{6} N^{-\frac{3}{2}} e^{-\frac{\alpha}{3}}$$

where $I_{21} = (\frac{1}{2} - K^{-1}) K^{-1} I^2 + \frac{1}{2} K^{-1} J$.

**Proof.** Theorem C.1 states that

$$\mathbb{E} \text{Ham}^*(\hat{\sigma}) \geq \frac{1}{21} N \alpha_{\text{min}}^2 e^{-NI - \alpha K^{-1} I^2 / 2 - \sqrt{NI_{21} + N^2 I_{22}}} - \frac{1}{6} N \alpha_{\text{min}} K e^{-\frac{\alpha}{3} N \alpha_{\text{min}}}.$$  

Lemma C.10 implies that $\min_{K \geq 2} \min_{f_1, \ldots, f_K} I_1 = K^{-1} D_{1/2}(f \| g)$. When the minimum is achieved, Lemmas C.11 and C.12 ensure that $I_{22} = 0$ and $I_{21} = (\frac{1}{2} - K^{-1}) K^{-1} I^2 + \frac{1}{2} K^{-1} J$. Furthermore, we have $\alpha_K = \frac{2}{K}$ and $\delta = \frac{1}{2} (\frac{2}{K} - \frac{1}{K}) = \frac{1}{2K}$ since $\alpha$ is uniform. 

**APPENDIX D: UPPER BOUND ON ML ESTIMATION ERROR**

This section is devoted to analysing the accuracy of maximum-likelihood estimators. Section D.1 describes how ML estimation error probabilities are characterised by the Mirkin distance. Section D.2 provides an upper bound on a worst-case ML estimation error among balanced block structures. Section D.3 provides an upper bound (Proposition D.3) on an average ML estimation error among all block structures, which confirms the upper bound of Theorem 3.1, and also shows that any maximum-likelihood estimator achieves the upper bound. Section D.4 analyses the upper bound of Theorem 3.1 in a large-scale setting and yields a proof of the existence part of Theorem 3.2, summarised as Proposition D.4.

**D.1. Maximum likelihood estimators.** A maximum likelihood estimator of $\sigma$ is a map $\hat{\sigma}: \mathcal{X} \rightarrow \mathcal{Z}$ such that

$$P_{\hat{\sigma}}(x) \geq P_{\sigma'}(x) \quad \text{for all } \sigma' \in \mathcal{Z} \text{ and } x \in \mathcal{X}. \quad (D.1)$$

The following results help us to analyse situations in which a maximum likelihood estimator produces outputs diverging from the correct value. The result is stated using the Mirkin distance $\text{Mir}(\sigma, \sigma')$ defined in Section B.2.

**Lemma D.1.** For a homogeneous SBM with $N$ nodes, $K$ blocks, and interaction distributions $f$ and $g$ with $I = D_{1/2}(f \| g)$

$$P_{\theta} \{ x : P_{\sigma'}(x) \geq P_{\sigma}(x) \} \leq e^{-\frac{1}{4} \text{Mir}(\sigma, \sigma')} I,$$

for all node labellings $\sigma, \sigma'$. 

Proof. Observe that \( P_\sigma \{ x : P_\sigma(x) \geq P_\sigma(x) \} = P_\sigma(\ell \geq 0) \), where the log-likelihood ratio \( \ell(x) = \log \frac{P_\sigma(x)}{P_\sigma(x)} \) is viewed as a random variable on probability space \( (X, P_\sigma) \). Also denote by \( E \) (resp. \( E' \)) the set of node pairs \( \{i,j\} \) for which \( \sigma(i) = \sigma(j) \) (resp. \( \sigma'(i) = \sigma'(j) \)). Then we find that

\[
\ell(x) = \sum_{i,j \in E \setminus E'} \log \frac{f(x_{ij})}{g(x_{ij})} - \sum_{i \in E \setminus E'} \log \frac{f(x_{i,j})}{g(x_{i,j})}.
\]

Therefore, the distribution of \( x \mapsto \ell(x) \) on the probability space \( (X, P_\sigma) \) is the same as the law of

\[
\sum_{j=1}^{\left| E \setminus E' \right|} \log \frac{f(Y_j)}{g(Y_j)} - \sum_{i=1}^{\left| E' \right|} \log \frac{f(X_i)}{g(X_i)},
\]

in which the random variables \( X_i, Y_j \) are mutually independent and distributed according to \( \text{Law}(X_i) = f \) and \( \text{Law}(Y_j) = g \). By applying Markov’s inequality and the above representation, we find that

\[
P_\sigma(\ell \geq 0) = P_\sigma(e^{\frac{1}{2} \ell} \geq 1) \leq E_\sigma e^{\frac{1}{2} \ell} = e^{-\frac{1}{2} (|E \setminus E'| + |E'| I)},
\]

where \( I = D_{1/2}(f,g) \). Hence the claim follows. \( \square \)

D.2. Upper bound on worst-case error among balanced node labellings. The following result is key minimax upper bound characterising the worst-case estimation accuracy among block structures which are balanced according to \( \sigma \in \mathcal{Z}_{1-\epsilon,1+\epsilon} \), where

\[
\mathcal{Z}_{a,b} = \left\{ \sigma : a \frac{N}{K} \leq |\sigma^{-1}(k)| \leq b \frac{N}{K} \right\},
\]

and we recall that \( \mathcal{Z} = [K]^{[N]} \). Similar upper bounds in the context of binary SBMs have been derived in [58].

Proposition D.2. For a homogeneous SBM with \( N \) nodes and \( K \) blocks, any estimator \( \hat{\sigma} : \mathcal{X} \rightarrow \mathcal{Z} \) satisfying the MLE property (D.1) has classification error bounded by

\[
\max_{\sigma \in \mathcal{Z}_{1-\epsilon,1+\epsilon}} \text{Ham}^*(\sigma, \hat{\sigma}) \leq 8eN(K - 1)e^{-(1 - \epsilon - \kappa) \frac{N}{K}} + NK N e^{-\frac{1}{2} (\frac{\kappa}{K - 1} - \kappa)(N/K)^2 I}
\]

for all \( 0 \leq \epsilon \leq \frac{1}{21} \), where \( \kappa = 56 \max \{ K_2 e^{-\frac{1}{2} \frac{K}{N}}, K N^{-1} \} \) and \( I = D_{1/2}(f,g) \).

Proof. We note that due to homogeneity, \( P_\sigma = P_{|\sigma|} \) depends on \( \sigma \) only via the partition \( [\sigma] = \{ \sigma^{-1}(k) : k \in [K] \} \). A similar observation also holds for the absolute classification error \( \text{Ham}^*(\sigma_1, \sigma_2) = \text{Ham}^*(|\sigma_1|, |\sigma_2|) \). In the proof we denote by \( \mathcal{P}_{1-\epsilon,1+\epsilon} = \{ [\sigma] : \sigma \in \mathcal{Z}_{1-\epsilon,1+\epsilon} \} \) the collection of partitions corresponding to node labellings in \( \mathcal{Z}_{1-\epsilon,1+\epsilon} \). We select a node labelling \( \sigma \in \mathcal{Z}_{1-\epsilon,1+\epsilon} \), and split the error according to

\[
E_\sigma L = E_\sigma L1(\hat{\sigma} \in \mathcal{Z}_{1-\epsilon,1+\epsilon}) + E_\sigma L1(\hat{\sigma} \notin \mathcal{Z}_{1-\epsilon,1+\epsilon}).
\]

The remainder of the proof consists of two parts, where we derive upper bounds for both terms on the right side above.

(i) For analysing the first term on the right side of (D.3), we note that \( \hat{\sigma} \in \mathcal{Z}_{1-\epsilon,1+\epsilon} \) if and only if \( [\hat{\sigma}] \in \mathcal{P}_{1-\epsilon,1+\epsilon} \), and therefore,

\[
E_\sigma L1(\hat{\sigma} \in \mathcal{Z}_{1-\epsilon,1+\epsilon}) = \sum_{m=1}^{N} m p_m
\]
where \( p_m = P_\sigma \{ x : [\hat{\sigma}_x] \in P_{1-\zeta,1+\zeta}(\sigma, m) \} \) is the probability of the event that the partition associated to \( \hat{\sigma}_x \) belongs to the set
\[
P_{1-\zeta,1+\zeta}(\sigma, m) = \{ \theta \in P_{1-\zeta,1+\zeta} : \text{Ham}^*( [\sigma], \theta) = m \}.
\]
On such event there exists a partition \( \theta \in P_{1-\zeta,1+\zeta}(\sigma, m) \) such that \( P_\theta(x) \geq P_\sigma(x) \). Hence by the union bound,
\[
p_m \leq \sum_{\theta \in P_{1-\zeta,1+\zeta}(\sigma, m)} P_\theta \{ x : P_\theta(x) \geq P_\sigma(x) \}.
\]
Observe next that to every partition \( \theta \in P_{1-\zeta,1+\zeta}(\sigma, m) \) there corresponds exactly \( K! \) node labellings \( \sigma' \) belonging to the set
\[
Z_{1-\zeta,1+\zeta}(\sigma, m) = \{ \sigma' \in Z_{1-\zeta,1+\zeta} : \text{Ham}^*(\sigma, \sigma') = m \}.
\]
Therefore, the above upper bound can be rewritten as
\[
(D.5) \quad p_m \leq (K!)^{-1} \sum_{\sigma' \in Z_{1-\zeta,1+\zeta}(\sigma, m)} P_\sigma \{ x : P_\sigma(x) \geq P_\sigma(x) \}.
\]
Let us next analyse the probabilities on the right side of (D.5). By Lemma D.1, we find that
\[
P_\sigma \{ x : P_{\sigma'}(x) \geq P_\sigma(x) \} \leq e^{-\frac{1}{4} \text{Mir}(\sigma, \sigma') I}.
\]
Because \( \epsilon \leq \zeta \), it follows that \( Z_{1-\epsilon,1+\epsilon} \subset Z_{1-\zeta,1+\zeta} \). We note that
\[
\frac{1}{4} \text{Mir}(\sigma, \sigma') = \frac{1}{2} (|E\setminus E'| + |E'\setminus E|) \geq \min\{|E\setminus E'|, |E'\setminus E|\},
\]
where \( E \) (resp., \( E' \)) denotes the set of node pairs for which \( \sigma \) (resp., \( \sigma' \)) assigns the same label. With the help of Lemma B.3 we then find that for all \( \sigma, \sigma' \in Z_{1-\zeta,1+\zeta} \), such that \( \text{Ham}^*(\sigma, \sigma') = m \),
\[
\frac{1}{4} \text{Mir}(\sigma, \sigma') \geq \max \left\{ (1 - \zeta) \frac{N}{K} - m, \frac{1}{3} (1 - \zeta) \frac{N}{K} - m, \frac{1}{6} (1 + \zeta) \frac{N}{K} \right\} m.
\]
We note that \( \frac{1}{4} (1 - \zeta) - \frac{1}{6} (1 + \zeta) = \frac{1}{6} - \frac{1}{2} \zeta \geq \frac{1}{7} \) when \( \zeta \leq \frac{1}{7} \). Hence,
\[
\frac{1}{4} \text{Mir}(\sigma, \sigma') \geq \max \left\{ (1 - \zeta) \frac{N}{K} - m, \frac{1}{7} N \right\} m,
\]
and we conclude that for all \( \sigma \in Z_{1-\epsilon,1+\epsilon} \) and \( \sigma' \in Z_{1-\zeta,1+\zeta} \),
\[
(D.6) \quad P_\sigma \{ x : P_{\sigma'}(x) \geq P_\sigma(x) \} \leq \min \left\{ e^{-(1-\zeta) \frac{N}{K} - m}, e^{- \frac{1}{7} \frac{N}{m}} \right\} m.
\]
Furthermore, let us analyse the cardinality of the sum on (D.5). Because \( \text{Ham}^*(\sigma, \sigma') = m \) if and only if \( \text{Ham}(\tau \circ \sigma, \sigma') = m \) for some \( \tau \in \text{Sym}(K) \), a union bound combined with Lemma A.9 implies that
\[
|Z_{1-\zeta,1+\zeta}(\sigma, m)| \leq K! |\{ \sigma' \in Z : \text{Ham}(\sigma, \sigma') = m \}| \leq K! \left( \frac{e N (K-1)}{m} \right)^m.
\]
By combining this bound with (D.5) and (D.6), we may now conclude that
\[
(D.7) \quad p_m \leq \min \left\{ \frac{e N (K-1)}{m} e^{-(1-\zeta) \frac{N}{K} + m} \right\}, e^{\frac{1}{7} \frac{N}{m}} \right\} m.
\]
We will now apply the bounds in (D.7) to derive an upper bound for the sum in (D.4) which we will split according to
\[
(D.8) \quad \sum_{m=1}^{N} m p_m = \sum_{m \leq m_1} m p_m + \sum_{m_1 < m \leq N} m p_m.
\]
using a threshold parameter \( m_1 \). We will also select another threshold parameter \( 0 < m_0 \leq m_1 \). Using these, the probabilities \( p_m \) are bounded by \( p_m \leq s_1^m \) for \( m_0 \leq m \leq m_1 \), and \( p_m \leq s_2^m \) for \( m \geq m_1 \), where

\[
\begin{align*}
s_1 &= \frac{eN(K-1)}{m_0} e^{-(1-\eta)\frac{N\ell}{K}+m_1 I} \\
s_2 &= \frac{eN(K-1)}{m_1} e^{-\frac{N\ell}{K}}.
\end{align*}
\]

To obtain a good upper bound, \( m_1 \) should be small enough to keep the exponent in \( s_1 \) small, and large enough so that \( s_2 < 1 \). From the latter point of view, we see that \( s_2 \leq \frac{1}{2} \) when \( m_1 \geq 2eN(K-1)e^{-\frac{N\ell}{K}} \). To leave some headroom, we set a slightly larger \( m_1 \) corresponding to \( \frac{1}{7} \) replaced by \( \frac{1}{8} \). For later purposes, we also require that \( m_1 \geq 56 \) which guarantees that \( \frac{1}{m_1} \leq \frac{1}{7} - \frac{1}{8} \). Therefore, we set

\[
m_1 = 2eN(K-1)e^{-\frac{N\ell}{K}} \lor 56.
\]

With this choice, we find that \( s_2 \leq \frac{1}{2} e^{-\frac{N\ell}{K}} \leq \frac{1}{2} \). Hence,

\[
\begin{align*}
\sum_{m_1 < m \leq N} m p_m &\leq N \sum_{m \geq m_1} s_2^m = N s_2^{[m_1]} \frac{1}{1-s_2} \leq N s_2^{m_1} \frac{1}{1-s_2} \leq 2 N s_2^{m_1}.
\end{align*}
\]

Furthermore, \( m_1 \geq 56 \) implies that \( s_2^{m_1} \leq e^{-\frac{m_1 N\ell}{56\kappa}} \leq e^{-\frac{N\ell}{K}} \). It follows that the second term on the right side of (D.8) is bounded by

\[
(D.9) \quad \sum_{m_1 < m \leq N} m p_m \leq 2 Ne^{-\frac{N\ell}{K}}.
\]

Let us next derive an upper bound for the first term on the right side of (D.8). We define

\[
B = eN(K-1)e^{-(1-\eta)\frac{N\ell}{K}+m_1 I},
\]

and consider the following two cases.

(a) If \( B \leq \frac{1}{2} \), we set \( m_0 = 1 \), which implies that \( s_1 = B \), and we find that

\[
(D.10) \quad \sum_{1 \leq m \leq m_1} m p_m \leq \sum_{m=1}^{\infty} m s_1^m = \sum_{m=1}^{\infty} m B^m = \frac{B}{(1-B)^2} \leq 4B.
\]

(b) If \( B > \frac{1}{2} \), we set \( m_0 = 2B \), so that \( s_1 = \frac{1}{2} \), and we find that

\[
\sum_{1 \leq m \leq m_1} m p_m = \sum_{1 \leq m \leq m_0} m p_m + \sum_{m_0 < m \leq m_1} m p_m \leq m_0 \sum_{m>0} m s_1^m.
\]

By noting that \( m_0 > 1 \), we find that \( 2 \leq \lfloor m_0 \rfloor + 1 \leq 2 m_0 \). Then by applying Lemma A.8 it follows that

\[
\sum_{m>0} m s_1^m = \sum_{m=\lfloor m_0 \rfloor+1}^{\infty} m 2^{-m} \leq 4(\lfloor m_0 \rfloor + 1)2^{-\lfloor m_0 \rfloor + 1} \leq 2 m_0.
\]

Hence, \( \sum_{1 \leq m \leq m_1} m p_m \leq 3 m_0 = 6B \). In light of (D.10), we conclude that the latter conclusion holds for both \( B \leq \frac{1}{2} \) and \( B > \frac{1}{2} \). By combining these observations with (D.9), and noting that \( B \geq Ne^{-\frac{N\ell}{K}} \), it follows that

\[
\sum_{1 \leq m \leq N} m p_m \leq 2 Ne^{-\frac{N\ell}{K}} + 6B \leq 8B = 8eN(K-1)e^{-(1-\eta)\frac{N\ell}{K}+m_1 I}.
\]

After noting that \( m_1 I = \frac{N\ell}{K} \max\{2eK(K-1)e^{-\frac{N\ell}{K}}, 56eN\} \), we see that \( m_1 I \leq \frac{N\ell}{K} \) for \( \kappa = 56 \max\{K^2 e^{-\frac{N\ell}{K}}, KN^{-1}\} \). Then we conclude that the first term on the right side of (D.3) is bounded by

\[
(D.11) \quad E_{\sigma L1}(\sigma \in Z_{1-\zeta,1+\zeta}) \leq 8eN(K-1)e^{-(1-\zeta-\eta)\frac{N\ell}{K}}.
\]
(ii) Finally, it remains to derive an upper bound for the second term on the right side of (D.3). Denote $\gamma = (K - 1)^{-1} \zeta$. Then the generic bound $N \leq N_{\min}(\sigma') + (K - 1) N_{\max}(\sigma')$ implies that $N_{\min}(\sigma') \geq N - (K - 1)(1 + \gamma) N/K = (1 - \zeta) N/K$ for all $\sigma' \in Z_{0,1+\gamma}$. Therefore, $Z_{0,1+\gamma} \subset Z_{1,-\zeta,1+\zeta} \subset Z_{1,-\zeta,1+\zeta}$. Especially,

$$P_\sigma(\hat{\sigma} \notin Z_{1,-\zeta,1+\zeta}) \leq P_\sigma(\hat{\sigma} \notin Z_{0,1+\gamma}).$$

On the event that $\hat{\sigma} \notin Z_{0,1+\gamma}$, the MLE property (D.1) implies that there exists $\sigma'$ with $N_{\max}(\sigma') > (1 + \gamma) N/K$ for which $P_\sigma(x) \geq P_\sigma(x)$. For any such $\sigma'$, $N_{\max}(\sigma') - N_{\max}(\sigma) \geq (\gamma - \epsilon) N/K$, so that by Lemma B.1, we see that

$$\text{Min}(\sigma, \sigma') = 2(|E \setminus E'| + |E' \setminus E|) \geq 2|E' \setminus E| \geq (\gamma - \epsilon)(N/K)^2.$$

By Lemma D.1, we conclude that for all $\sigma' \notin Z_{0,1+\gamma}$,

$$P_\sigma\{x : P_\sigma(x) \geq P_\sigma(x)\} \leq e^{-\frac{1}{4}(\gamma-\epsilon)(N/K)^2}.$$  

Hence, by the union bound it follows that

(D.12) \hspace{1cm} P_\sigma(\hat{\sigma} \notin Z_{1,-\zeta,1+\zeta}) \leq P_\sigma(\hat{\sigma} \notin Z_{0,1+\gamma}) \leq K N e^{-\frac{1}{4}(\gamma-\epsilon)(N/K)^2},$$

and we conclude that second term on the right side of (D.3) is bounded by

(D.13) \hspace{1cm} E_\sigma L(\hat{\sigma} \notin Z_{1,-\zeta,1+\zeta}) \leq N P_\sigma(\hat{\sigma} \notin Z_{1,-\zeta,1+\zeta}) \leq N K^2 N e^{-\frac{1}{4}(\gamma-\epsilon)(N/K)^2}.$$

The claim now follows by combining (D.11)–(D.13).

**D.3. Upper bound on average error among all node labelings.** The following result is the upper bound of Theorem 3.1.

**Proposition D.3.** For a homogeneous SBM with $N$ nodes and $K$ blocks, any estimator $\hat{\sigma} : \mathcal{X} \rightarrow \mathcal{Z}$ satisfying the MLE property (D.1) has classification error bounded by

$$\mathbb{E} \text{Ham}^*(\sigma, \hat{\sigma}) \leq 8e N(K - 1) e^{-(1-\zeta-\kappa) N/K} + N K N e^{-\frac{1}{4}(\kappa - \epsilon)(N/K)^2} + 2N K e^{-\frac{1}{4}(\kappa - \epsilon)^2} / N,$$

for all $0 \leq \epsilon \leq \zeta \leq \frac{1}{2\kappa}$, where $\kappa = 56 \max\{K^2 e^{-\frac{1}{4}(K - 1)^2} K^2 N - 1\}$ and $I = D_{1/2}(\hat{f}, g)$.

**Proof.** Denote $L = \text{Ham}^*(\sigma, \hat{\sigma})$. By noting that the classification error is bounded by $L \leq N$ with probability one, it follows that

$$\mathbb{E} L \leq \sum_{\sigma \in Z_{1,-\zeta,1+\zeta}} \pi_\sigma E_\sigma L + \sum_{\sigma \in Z_{1,-\zeta,1+\zeta}} \pi_\sigma E_\sigma L$$

$$\leq \max_{\sigma \in Z_{1,-\zeta,1+\zeta}} E_\sigma L + N \pi(\mathcal{Z}_{1,-\zeta,1+\zeta}).$$

For a random node labelling $\sigma = (\sigma_1, \ldots, \sigma_N)$ sampled from the uniform distribution $\pi$ on $\mathcal{Z}$, we see that coordinates are mutually independent and uniformly distributed on in $[K]$. A multinomial concentration inequality (Lemma A.2) then implies that

$$\pi(\mathcal{Z}_{1,-\zeta,1+\zeta}) \leq 2 K e^{-\frac{1}{4}(\kappa - \epsilon)^2} / K.$$ 

The claim follows by Proposition D.2. \qed
**D.4. Upper bound for large-scale settings.** The following result implies the existence statements of Theorem 3.2.

**Proposition D.4.** Consider a large-scale homogeneous SBM with \( N \gg 1 \) nodes and \( K \gg 1 \) blocks, and interaction distributions \( f, g \) such that \( I = D_{1/2}(f,g) \), and let \( \hat{\sigma} \) be any estimator having the MLE property (D.1).

(i) If \( I \gg N^{-1} \), then the estimator \( \hat{\sigma} \) is consistent in the sense that \( E \operatorname{Ham}^*(\hat{\sigma}) = o(N) \).

(ii) If \( I \geq (1 + \Omega(1)) \frac{K \log N}{N} \), then the estimator \( \hat{\sigma} \) is strongly consistent in the sense that \( E \operatorname{Ham}^*(\hat{\sigma}) = o(1) \).

**Proof.** Denote \( L = \operatorname{Ham}^*(\hat{\sigma}) \). By Proposition D.3, we see that

\[
\mathbb{E}L \leq 8eNK e^{-(1-\zeta-\eta)\frac{NI}{K}} + NK^N e^{-\frac{3}{2}\left(\frac{\zeta}{K^2} - \epsilon\right)(N/K)^2 I} + 2NK e^{-\frac{3}{2}\eta K} N^N,
\]

where \( \eta = 56 \max\{K^2 e^{-\frac{1}{2} \frac{NI}{K}}, KN^{-1}\} \) and \( I = D_{1/2}(f,g) \), and where we are free to choose any \( 0 \leq \epsilon \leq \frac{1}{21} \).

(i) Suppose \( I \gg N^{-1} \). Let us define \( \epsilon = 3\left(\frac{K \log N}{N}\right)^{1/2} \ll 1 \) and \( \zeta = \epsilon K + 5K^3 \log K \ll 1 \). We have \( e^{-\frac{3}{2} \epsilon^2 N} = N^{-3} \), and the last term on the right side of (D.14) equals \( 2KN^{-2} \). We also find that

\[
\left(\frac{\zeta}{K-1} - \epsilon\right) (N/K)^2 I \geq \left(\frac{\zeta}{K} - \epsilon\right) (N/K)^2 = 5N \log K,
\]

so that the middle term on the right side of (D.14) is bounded by

\[
NK^N e^{-\frac{3}{2}\left(\frac{\zeta}{K^2} - \epsilon\right)(N/K)^2 I} \leq NK^N K^{-\frac{3}{2}N} = NK^{-\frac{1}{2}N}.
\]

We conclude that

\[
\mathbb{E}L \leq 8eNK e^{-(1-\zeta-\eta)\frac{NI}{K}} + NK^{-\frac{1}{2}N} + 2N^{-2}K.
\]

We note that \( \eta \ll 1 \) and \( \log(8eK) \ll \frac{NI}{K} \). We note that \( NK^{-\frac{1}{2}N} \leq N2^{-\frac{1}{2}N} = \Theta(1) \). Hence we conclude that

\[
\mathbb{E}L \leq N e^{-(1-o(1))\frac{NI}{K}} + o(1).
\]

(ii) The condition for strong consistency follows immediately from the above bounds. \( \square \)

**Appendix E: Consistency of Algorithm 1**

This section is devoted to the proof of Theorem 3.11 characterising the accuracy of Algorithm 1. Section E.1 presents an upper bound for the estimation error of a conditional ML estimator. Section E.2 describes the analysis of refinement and consensus steps in Algorithm 1. Section E.3 concludes the proof of Theorem 3.11.

**E.1. Single node label estimation.** Given a reference node \( i \) and a node labelling\(^4\) \( \hat{\sigma}_i \) on \([N] \setminus \{i\} \), define an estimator for the label of \( i \) by \( \hat{\sigma}_i(i) = \arg \max_{k \in [K]} h_i(k) \), with arbitrary tie breaks, where

\[
h_i(k) = \sum_{j \in [N] \setminus \{i\}} \log \frac{f(X_{ij})}{g(X_{ij})}.
\]

\(^4\)In this section we assume that \( \hat{\sigma}_i \) is nonrandom.
This is a maximum likelihood estimator in the special case where \( \hat{\sigma}_i \) assigns a correct label to all \( j \neq i \). When this is not the case, we need to account for errors caused by corrupted likelihoods due to misclassified nodes in \( \hat{\sigma}_i \). The error in such a setting is given by the following lemma. For \( r > 0 \) we define a ratio between symmetrised Rényi divergences by

\[
\beta_r(f, g) = \frac{D^{\alpha}_{1+r}(f, g)}{D^{\alpha}_{r}(f, g)}
\]

**Lemma E.1.** Let \( \sigma : [N] \to [K] \) and assume that \( X_{ij}, j \neq i, \) are mutually independent \( S \)-valued random variables such that \( \text{Law}(X_{ij}) = f \) for \( \sigma(i) = \sigma(j) \) and \( \text{Law}(X_{ij}) = g \) otherwise. The error probability when estimating the label of node \( i \) as a maximiser of (E.1) is bounded by

\[
\mathbb{P}(\tau \circ \hat{\sigma}_i(i) \neq \sigma(i)) \leq K e^{-(N_{\text{min}} - 1 - (2 + \frac{1}{r}) \beta_r)D_r(f, g)} \quad \text{for all } r \in (0, 1),
\]

where \( \beta_r = \beta_r(f, g) \) is defined by (E.2), \( d^*_r = \text{Ham}^*(\hat{\sigma}_i, \sigma_{-i}) \) is the symmetrised Hamming distance from \( \hat{\sigma}_i \) to the restriction \( \sigma_{-i} \) of the true node labeling \( \sigma \) to \( [N] \setminus \{i\} \), and \( \tau \) is an arbitrary \( K \)-permutation such that \( \text{Ham}(\tau \circ \hat{\sigma}_i, \sigma_{-i}) = d^*_r \).

**Proof.** Denote \( k^* = \tau^{-1}(\sigma(i)) \). Observe that \( \tau \circ \hat{\sigma}_i(i) \neq \sigma(i) \) if and only if \( \hat{\sigma}_i(i) \neq k^* \), and the latter is possible only if \( L_k = h_i(k) - h_i(k^*) \geq 0 \) for some \( k \neq k^* \). Let us fix some \( 0 < r < 1 \). After noting that \( \mathbb{P}(L_k \geq 0) \geq \mathbb{P}(e^{rL_k} \geq 1) \leq \mathbb{E}e^{rL_k} \), it follows that

\[
\mathbb{P}(\tau \circ \hat{\sigma}_i(i) \neq \sigma(i)) \leq \sum_{k \neq k^*} \mathbb{P}(L_k \geq 0) \leq \sum_{k \neq k^*} \mathbb{E}e^{rL_k}.
\]

Denote by \( C_k = \{ j \neq i : \sigma(j) = k \} \) the peers of \( i \) with true label \( k \), and by \( \tilde{C}_k = \{ j \neq i : \hat{\sigma}(j) = k \} \) the set of peers labelled \( k \) by \( \hat{\sigma} \). Denote \( Z_{\alpha}(f\|g) = \int f^\alpha g^{1-\alpha} \). By noting that for any \( j \neq i \),

\[
\mathbb{E}
\left[
\frac{f(X_{ij})}{g(X_{ij})}
\right]^r = \begin{cases} Z_{1+r}(f\|g), & \sigma(j) = \sigma(i), \\ Z_r(f\|g), & \text{else}, \end{cases}
\]

and

\[
\mathbb{E}
\left[
\frac{f(X_{ij})}{g(X_{ij})}
\right]^{-r} = \begin{cases} Z_r(g\|f), & \sigma(j) = \sigma(i), \\ Z_{1+r}(g\|f), & \text{else}, \end{cases}
\]

we find that for all \( k \), the log-likelihood ratio \( h_i(k) \) defined in (E.1) satisfies

\[
\mathbb{E}e^{r h_i(k)} = Z_{1+r}(f\|g)^{v_{\text{in}}^k} Z_r(f\|g)^{v_{\text{out}}^k},
\]

\[
\mathbb{E}e^{-r h_i(k)} = Z_{1+r}(g\|f)^{v_{\text{in}}^k} Z_r(g\|f)^{v_{\text{out}}^k},
\]

where \( v_{\text{in}}^k = |\tilde{C}_k \cap C_{\sigma(i)}| \) and \( v_{\text{out}}^k = |\tilde{C}_k \setminus C_{\sigma(i)}| \). Because \( h_i(k) \) and \( h_i(\ell) \) are mutually independent for \( k \neq \ell \), it follows that \( L_k \) for \( k \neq k^* \) satisfies

\[
\mathbb{E}e^{r L_k} = Z_{1+r}(f\|g)^{v_{\text{in}}^k} Z_{1+r}(g\|f)^{v_{\text{out}}^k} Z_r(f\|g)^{v_{\text{out}}^k} Z_r(g\|f)^{v_{\text{in}}^k}.
\]

Because \( Z_r = e^{-(1-r)D_r} \) and \( Z_{1+r} = e^{rD_{1+r}} \), we may rephrase the above equality as \( \mathbb{E}e^{r L_k} = e^t \), where

\[
t = s_1 v_{\text{in}}^k + s_2 v_{\text{out}}^k - u_1 v_{\text{out}}^k - u_2 v_{\text{in}}^k,
\]

with \( s_1 = r D_{1+r}(f\|g), s_2 = r D_{1+r}(g\|f), u_1 = (1-r) D_r(f\|g), \) and \( u_2 = (1-r) D_r(g\|f) \).

By noting that \( v_{\text{in}}^k + v_{\text{out}}^k = |\tilde{C}_k| \), we see that

\[
t = (u_1 + s_1) v_{\text{in}}^k + (u_2 + s_2) v_{\text{out}}^k - u_1 |\tilde{C}_k| - u_2 |\tilde{C}_k|.
\]
One may verify that \( \tau \circ \tilde{\sigma}_i(j) \neq \sigma(j) \) for all \( j \in \tilde{C}_k \cap C_{\sigma(i)} \) and all \( k \neq k^* \). Therefore, 

\[
\nu_k^{\text{in}} = |C_k \cap C_{\sigma(i)}| \leq \text{Ham}(\tau \circ \tilde{\sigma}_i, \sigma_{-i}) \text{. Similarly, } \tau \circ \tilde{\sigma}_i(j) \neq \sigma(j) \text{ for all } j \in \tilde{C}_{k^*} \setminus C_{\sigma(i)} \text{ implies that } \nu_k^{\text{out}} = |C_{k^*} \setminus C_{\sigma(i)}| \leq \text{Ham}(\tau \circ \tilde{\sigma}_i, \sigma_{-i}) \text{. Next, by noting that } \tau \circ \tilde{\sigma}_i(j) \neq \tau(k) \text{ and } \sigma(j) = \tau(k) \text{ for } j \in C_{\tau(k)} \setminus \tilde{C}_k \text{, it follows that } |C_{\tau(k)} \setminus \tilde{C}_k| \leq \text{Ham}(\tau \circ \tilde{\sigma}_i, \sigma_{-i}) \text{.}
\]

Therefore, 

\[
|\tilde{C}_k| \geq |\tilde{C}_k \cap C_{\tau(k)}| = |C_{\tau(k)}| - |C_{\tau(k)} \setminus \tilde{C}_k| \geq N_{\min} - 1 - \text{Ham}(\tau \circ \tilde{\sigma}_i, \sigma_{-i}) \text{,}
\]

and the above inequality also holds for \( k = k^* \). By collecting the above inequalities and recalling that \( \text{Ham}(\tau \circ \tilde{\sigma}_i, \sigma_{-i}) = d^*_i \), we conclude that 

\[
t \leq d^*_i (u_1 + u_2 + s_1 + s_2) - (N_{\min} - 1 - d^*_i) (u_1 + u_2) \leq -(u_1 + u_2) \left( N_{\min} - 1 - 2d^*_i - d^*_i \frac{s_1 + s_2}{u_1 + u_2} \right) .
\]

The claim follows by observing that \( u_1 + u_2 = 2(1-r)D^*_f(f, g) \) and \( s_1 + s_2 = 2rD^*_1+r(f, g) \).

\[\square\]

**E.2. Analysis of refinement and consensus procedures.** Let us start with a lemma bounding difference between the block sizes given by two node labeling \( \sigma_1, \sigma_2 \) as a function of the Hamming distance.

**Lemma E.2.** For any \( \sigma_1, \sigma_2 : [N] \to [K] \), (i) \( |\sigma^{-1}_1(k)| - |\sigma^{-1}_2(k)| \leq \text{Ham}(\sigma_1, \sigma_2) \) for all \( k \), and (ii) \( |N_{\min}(\sigma_1) - N_{\min}(\sigma_2)| \leq \text{Ham}^*(\sigma_1, \sigma_2) \), where \( N_{\min}(\sigma_1) = \min_k |\sigma^{-1}_1(k)| \) and \( N_{\min}(\sigma_2) = \min_k |\sigma^{-1}_2(k)| \).

**Proof.** (i) Because \( |\sigma^{-1}_1(k) \setminus \sigma^{-1}_2(k)| \leq \text{Ham}(\sigma_1, \sigma_2) \), we find that 

\[
|\sigma^{-1}_1(k)| = |\sigma^{-1}_1(k) \cap \sigma^{-1}_2(k)| + |\sigma^{-1}_1(k) \setminus \sigma^{-1}_2(k)| \leq |\sigma^{-1}_2(k)| + \text{Ham}(\sigma_1, \sigma_2).
\]

By symmetry, the same inequality is true also with \( \sigma_1, \sigma_2 \) swapped.

(ii) Let \( \tau \) be a \( K \)-permutation for which \( \text{Ham}(\tau \circ \sigma_1, \sigma_2) = \text{Ham}^*(\sigma_1, \sigma_2) \). Then by (i), 

\[
|\sigma^{-1}_2(k)| \geq |(\tau \circ \sigma_1)^{-1}(k)| - \text{Ham}(\tau \circ \sigma_1, \sigma_2) \geq N_{\min}(\sigma_1) - \text{Ham}^*(\sigma_1, \sigma_2).
\]

This implies that \( N_{\min}(\sigma_2) \geq N_{\min}(\sigma_1) - \text{Ham}^*(\sigma_1, \sigma_2) \). The second claim hence follows by symmetry.

The following result describes the behaviour of Steps 2 and 3 in Algorithm 1 on the event that Step 1 achieves moderate accuracy.

**Lemma E.3.** Assume that the outputs \( \tilde{\sigma}_i \) of Step 1 in Algorithm 1 satisfy \( \text{Ham}^*(\tilde{\sigma}_i, \sigma_{-i}) \leq \frac{1}{5} N_{\min} - 1 \) for all \( i \). Then there exist unique \( K \)-permutations \( \tau_1, \ldots, \tau_N \) such that for all \( i \):

(i) the outputs \( \tilde{\sigma}_i \) of Step 1 satisfy \( \text{Ham}^*(\tilde{\sigma}_i, \sigma_{-i}) = \text{Ham}(\tau_1 \circ \tilde{\sigma}_i, \sigma_{-i}) \);

(ii) the outputs \( \tilde{\sigma}_i \) of Step 2 satisfy \( \text{Ham}^*(\tilde{\sigma}_i, \sigma) = \text{Ham}(\tau_1 \circ \tilde{\sigma}_i, \sigma) \);

(iii) the final output \( \tilde{\sigma} \) from Step 3 satisfies \( \tilde{\sigma}(i) = (\tau^{-1}_1 \circ \tau_1)(\tilde{\sigma}_i(i)) \).

**Proof.** (i) Denote \( \epsilon = \max_i \text{Ham}^*(\tilde{\sigma}_i, \sigma_{-i}) \). Because the smallest block size of \( \sigma_{-i} \) is bounded by \( \frac{1}{2} N_{\min}(\sigma_{-i}) \geq \frac{1}{2} (N_{\min} - 1) > \epsilon \), it follows by Lemma C.5 that for every \( i \) there exists a unique \( K \)-permutation \( \tau_i \) such that \( \text{Ham}(\tau_i \circ \tilde{\sigma}_i, \sigma_{-i}) = \text{Ham}^*(\tilde{\sigma}_i, \sigma_{-i}) \).
(ii) Observe that
\[
\text{Ham}(\tau_i \circ \hat{\sigma}_i, \sigma) = \text{Ham}(\tau_i \circ \hat{\sigma}_i, \sigma_{-i}) + 1(\tau_i \circ \hat{\sigma}_i(i) = \sigma(i)) \leq \epsilon + 1.
\]
Because \( \epsilon + 1 < \frac{1}{2} N_{\text{min}} \), Lemma C.5 implies that \( \text{Ham}^*(\hat{\sigma}_i, \sigma) = \text{Ham}(\tau_i \circ \hat{\sigma}_i, \sigma) \).

(iii) By Lemma E.2 and (E.4), the minimum block size of \( \hat{\sigma}_i \) is bounded by \( N_{\text{min}} \geq N_{\text{min}} - \text{Ham}^*(\hat{\sigma}_1, \sigma) \geq N_{\text{min}} - (\epsilon + 1) \). Inequality (E.4) also implies that
\[
\text{Ham}(\tau_i \circ \hat{\sigma}_i, \tau_1 \circ \hat{\sigma}_1) \leq \text{Ham}(\tau_i \circ \hat{\sigma}_i, \sigma) + \text{Ham}(\sigma, \tau_1 \circ \hat{\sigma}_1) \leq 2(\epsilon + 1).
\]
Therefore, \( \text{Ham}(\tau_i^{-1} \circ \tau_i \circ \hat{\sigma}_i, \tau_1 \circ \hat{\sigma}_1) \leq 2(\epsilon + 1) \) as well. Furthermore, because \( 2(\epsilon + 1) < \frac{1}{2}(N_{\text{min}} - (\epsilon + 1)) \leq \frac{1}{2} N_{\text{min}}(\hat{\sigma}_1) \), we conclude by Lemma C.5 that \( \tau_i^{-1} \circ \tau_i \) is the unique minimiser of \( \tau \mapsto \text{Ham}(\tau \circ \hat{\sigma}_i, \hat{\sigma}_1) \), and
\[
\tau_i^{-1} \circ \tau_i(k) = \arg \max_{\ell} |\hat{\sigma}_i^{-1}(k) \cap \hat{\sigma}_1^{-1}(\ell)| \quad \text{for all } k.
\]
Hence, the output value \( \hat{\sigma}(i) \) satisfies \( \hat{\sigma}(i) = (\tau_i^{-1} \circ \tau_i)(\hat{\sigma}_i(i)) \).

\[\Box\]

### E.3. Proof of Theorem 3.11

Let us first fix some measurable set \( A \subset S \), and let \( p = f(A) \) and \( q = g(A) \). Denote \( a = \frac{(p - q)^2}{pq} \) and \( b = (p^{1/2} - q^{1/2})^2 \). A simple computation shows that \( b \leq a \leq 4b \). Then it follows, by choosing suitable scale-dependent sets \( A \), that \( a \geq b \gg N^{-1} \beta_p \). In light of inequalities \( (p - q)^2 \leq (p \vee q)^2 \) and \( D_1^a(f, g) \geq D_\ell^a(f, g) \), the assumption \( \frac{(p - q)^2}{pq} \gg N^{-1} D_1^a(f, g) \) implies that \( p \vee q \geq \frac{(p - q)^2}{pq} \gg N^{-1} \).

In Algorithm 1, the outputs of Step 1 are denoted by \( \hat{\sigma}_1, \ldots, \hat{\sigma}_N \), the outputs of Step 2 by \( \hat{\sigma}_1, \ldots, \hat{\sigma}_N \), and the final output from Step 3 by \( \hat{\sigma} \). Recall that \( \sigma \) denotes the unknown true node labelling, and \( \sigma_{-i} \) its restriction to \( \{N \setminus \{i\} \} \). As a standard graph clustering algorithm for Step 1, we will employ a spectral clustering algorithm described in [55, Algorithm 4] with tuning parameter \( \mu = 8 \) and trim threshold \( \tau = 40 K d \), where \( d \) is the average degree of \( \tau_{-i} \), which is a modified version of [14, Algorithm 2] with explicitly known error bounds.

Denote by \( B \) the event that \( \hat{X}_{\text{min}} \geq K^{-1} \left( 1 - \sqrt{\frac{8K \log N}{N}} \right) \). Lemma A.2 shows that
\[
\mathbb{P}(B^c) \leq K N^{-4}.
\]
Then \( X_{\text{min}} \geq \frac{1}{2} K^{-1} \) on the event \( B \), for large values of the scale parameter. Denote by \( E_i \) the event of Step 1 for node \( i \) succeeds with accuracy \( \text{Ham}^*(\hat{\sigma}_i, \sigma_{-i}) \leq \epsilon N \), where \( \epsilon = 2^{30} K^4 N^{-1} J^{-1} \) with \( J = \frac{(p - q)^2}{pq} \). The matrix \( \hat{X}_{-i} \) computed in Step 1 of Algorithm 1 is the adjacency matrix of a standard binary SBM with intra-block link probability \( p \), inter-block link probability \( q \), and node labelling \( \sigma_{-i} \). Because \( p \vee q \geq N^{-1} \), and \( N \geq 32 K^2 \vee 2000 \) and \( J \geq 2^{36} K^6 N^{-1} \) for large values of the scale parameter, by applying [55, Proposition B.3] it follows that
\[
\mathbb{P}(E_i^c \cap B) \leq N^{-5}.
\]

The inequality \( J \geq 2^{36} K^6 N^{-1} \) implies that \( \epsilon N \leq 2^{-4} K^{-1} N_{\text{min}} \leq \frac{1}{32} N_{\text{min}} \), and the event \( B \) implies \( N_{\text{min}} \geq 135 \). Therefore, \( \epsilon N \leq \frac{1}{32} N_{\text{min}} < \frac{1}{8} N_{\text{min}} - 1 \), and we see by applying Lemma E.3 that on the event \( E \cap B \) where \( E = \cap_i E_i \) there exist unique \( K \)-permutations \( \tau_1, \ldots, \tau_N \) such that \( \hat{\sigma}(i) = (\tau_i^{-1} \circ \tau_i)(\hat{\sigma}_i(i)) \) for all \( i \). Especially,
\[
\text{Ham}^*(\hat{\sigma}, \sigma) \leq \text{Ham}(\tau_i \circ \hat{\sigma}_i, \sigma) = \sum_i 1(\tau_i \circ \hat{\sigma}_i(i) \neq \sigma(i)) \quad \text{on } E \cap B,
\]

\[\footnote{The statement of [55, Proposition B.3] requires \( p \land q \geq N^{-1} \) but the proof is valid also for \( p \lor q \geq N^{-1} \).}\]
so it follows that \( \mathbb{E} \text{Ham}^*(\hat{\sigma}, \sigma) 1_{E \cap B} \leq \sum_i \mathbb{P}(\tau_i \circ \hat{\sigma}_i(i) \neq \sigma(i), E_i, B) \). In light of \((E.5)\), by using \( \text{Ham}^* = (1_{E_1} 1_B + 1_{E} 1_B + 1_{E^c}) \text{Ham}^* \) and applying the bounds \( \text{Ham}^*(\hat{\sigma}, \sigma) \leq N \) and \( \mathbb{P}(E^c \cap B) \leq \sum_i \mathbb{P}(E^c_i \cap B) \leq N^{-4} \), we conclude that

\[
(E.6) \quad \mathbb{E} \text{Ham}^*(\hat{\sigma}) \leq \sum_i \mathbb{P}(\tau_i \circ \hat{\sigma}_i(i) \neq \sigma(i), E_i, B) + (K + 1)N^{-3}.
\]

Let us analyse the sum on the right side of \((E.6)\). Note that \( \hat{\sigma}_i \) and the \( K \)-permutation \( \tau_i \) are fully determined by the entries of the sub-array \( X_{-i} = (X_{j,j'}^i : j,j' \in [N] \setminus \{i\}, t \in [T]) \). Conditionally on \( X_{-i} \), we may hence treat \( \hat{\sigma}_i \) and \( \tau_i \) as nonrandom, and apply Lemma \( E.1 \) to conclude that on the event \( E_i \cap B \),

\[
\mathbb{P}(\tau_i \circ \hat{\sigma}_i(i) \neq \sigma(i) \mid X_{-i}) \leq \mathbb{K} e^{-\left( (N_{\text{min}} - 1 - (2 + \frac{\epsilon x \beta}{2T}) d_i^r) 2(1 - r) D_r(f,g) \right)} 
\]

\[
\leq \mathbb{K} e^{-\left( (N - 1 - \frac{\sqrt{\frac{2K \epsilon}{N}}}{N}) - 1 - (2 + \frac{\epsilon x \beta}{2T}) \epsilon N \right) 2(1 - r) D_r(f,g)},
\]

where the latter inequality is due to the definition of event \( B \), and fact that \( d_i^r = \text{Ham}^*(\hat{\sigma}_i, \sigma_{-i}) \leq \epsilon N \) on \( E_i \). Because the event \( E_i \cap B \) is measurable with respect to the sigma-algebra generated by \( X_{-i} \), we conclude that the right side of the above inequality is also an upper bound for \( \mathbb{P}(\tau_i \circ \hat{\sigma}_i(i) \neq \sigma(i), E_i, B) \). We see by combining this with \((E.6)\) that

\[
\frac{\mathbb{E} \text{Ham}^*(\hat{\sigma})}{N} \leq \mathbb{K} e^{-\left( (N - 1 - \frac{\sqrt{\frac{2K \epsilon}{N}}}{N}) - 1 - (2 + \frac{\epsilon x \beta}{2T}) \epsilon N \right) 2(1 - r) D_r(f,g) + (K + 1)N^{-4}.
\]

The proof of Theorem \( 3.11 \) now follows by the inequality \( (1 - r) D_r \geq r D_{1/2} \), valid for any \( r \in (0, \frac{1}{2}] \) [52, Theorem 16], and noting that the assumption \( J \gg N^{-1} \beta_r \) implies that \( \epsilon \beta_r \ll 1 \).

APPENDIX F: INFORMATION-THEORETIC DIVERGENCES OF SPARSE BINARY MARKOV CHAINS

This section discusses binary Markov chains with initial distributions \( \mu, \nu \) and transition probability matrices \( P, Q \). In this case the Rényi divergence of order \( \alpha \in (0, \infty) \setminus \{1\} \) for the associated path probability distributions \( f, g \) on \( \{0,1\}^T \) equals

\[
(F.1) \quad D_\alpha(f || g) = \frac{1}{\alpha - 1} \log \left( \sum_{x \in \{0,1\}^T} \mu_x^\alpha \nu_{x_1}^{1-\alpha} \prod_{t=2}^T P_{x_{t-1}x_t}^\alpha Q_{x_{t-1}x_t}^{1-\alpha} \right).
\]

Such divergences will be analysed using weighted geometric and arithmetic averages of transition parameters defined by

\[
(F.2) \quad r_a = \mu_a \nu_a^{1-\alpha}, \quad R_{ab} = P_{ab}^{\alpha} Q_{ab}^{1-\alpha},
\]

\[
\tilde{r}_a = \alpha \mu_a + (1 - \alpha) \nu_a, \quad \tilde{R}_{ab} = \alpha P_{ab} + (1 - \alpha) Q_{ab}.
\]

We note that \( D_\alpha(f || g) = \frac{1}{\alpha - 1} \log Z \), where \( Z = \sum_{x \in \{0,1\}^T} r_x \prod_{t=2}^T R_{x_{t-1}x_t} \). Moreover, \( r_1 = 1 - \tilde{r}_1 + O(\rho^2) \) and \( R_{01} = 1 - \tilde{R}_{01} + O(\rho^2) \) when \( \mu_1, \nu_1, P_{01}, Q_{01} \lesssim \rho \).

Section \( F.1 \) presents the proof of Proposition \( 4.1 \). Section \( F.2 \) discusses high-order Rényi divergences.

**F.1. Proof of Proposition 4.1.** Proposition 4.1 follows by substituting \( \alpha = \frac{1}{2} \) in the following result.
PROPOSITION F.1. Consider binary Markov chains with initial distributions \( \mu, \nu \) and transition probability matrices \( P, Q \). Assume that \( \mu_1, \nu_1, P_{01}, Q_{01} \leq \rho \) for some \( \rho \) such that \( \rho T \leq 0.01 \). Then the Rényi divergence of order \( \alpha \in (0, 1) \) between the associated path probability distributions defined by (F.1) is approximated by

\[
D_\alpha(f || g) = \frac{1}{1-\alpha} \left( \hat{r}_1 - r_1 + \sum_{t=2}^{T} J_t + \epsilon \right),
\]

where the error term satisfies \( |\epsilon| \leq 46(\rho T)^2 \),

\[
J_t = \begin{cases} 
\hat{R}_{01} - R_{01} + \left( 1 - \frac{R_1}{1-R_{11}} \right) \left( R_{01} + \left( r_1(1-R_{11}) - R_{01} \right) R_{11}^{t-2} \right), & R_{11} < 1, \\
\hat{R}_{01} - R_{01}, & R_{11} = 1,
\end{cases}
\]

and the parameters \( r_a, \hat{r}_a, R_{ab}, \hat{R}_{ab} \) are given by (F.2).

The rest of Section F.1 is devoted to proving Proposition F.1.

F.1.1. Basic results on binary sequences. For a path \( x = (x_1, \ldots, x_T) \) in \( \{0, 1\}^T \), denote by \( x_{ij} = \sum_{t=2}^{T} 1(x_{t-1} = i, x_t = j) \) the number of \( ij \)-transitions. Then, the path probability of a binary Markov chain with initial distribution \( \mu \) and transition matrix \( P \) can be written as \( f(x) = \mu_x, \prod_{ij} P_{ij}^{x_{ij}} \). For sparse Markov chains, we will analyse path probabilities by focusing on the total number of \( 1 \)'s \( ||x|| = \sum_t x_t \), and the number of on-periods \( x_{on} = x_1 + x_{01} = x_{10} + x_T \).

The quantity \( x_1 + x_{01} \) counts the number of on-period start times, and the quantity \( x_{10} + x_T \) counts the number of on-period end times. We also note that \( x_{00} + x_{11} = \sum_{t=2}^{T} x_t \) implies that \( ||x|| = x_{on} + x_{11} \). The data \( (x_{on}, ||x||, x_1, x_T) \) suffices to determine the path probability of \( x \) because the transition counts can be recovered using the formulas \( x_{01} = x_{on} - x_1, x_{10} = x_{on} - x_T, x_{11} = ||x|| - x_{on}, \) together with \( x_{00} + x_{01} + x_{10} + x_{11} = T - 1. \) Especially, the probability of a path with \( (x_{on}, ||x||, x_1, x_T) = (j, t, a, b) \) equals

\[
f(x) = \mu_0 a_1 P_0^{T-1-(t+j-a-b)} P_{01}^{b-j} P_{10}^{j-b} P_{11}. \tag{F.4}
\]

The number of such paths is summarised in the next result.

LEMMA F.2. Denote by \( c_{jt}(ab) \) the number of paths \( x \in \{0, 1\}^T \) such that \( x_{on} = j, ||x|| = t, x_1 = a, \) and \( x_T = b \). Then the nonzero values of \( c_{jt}(ab) \) are given by \( c_{00}(00) = 1, \)

\[
c_{1t}(ab) = \begin{cases} 
T - t - 1, & (a,b) = (0,0), 1 \leq t \leq T - 2, \\
1, & (a,b) = (0,1), (1,0), 1 \leq t \leq T - 1, \\
1, & (a,b) = (1,1), t = T,
\end{cases}
\]

and \( c_{jt}(ab) = \binom{T-1}{j-1} \binom{T-1}{j-2-a-b} \) for \( 2 \leq j \leq \lfloor T/2 \rfloor \), and \( j \leq t \leq T - j + a + b \).

PROOF. We compute the cardinalities separately for the three cases in which the number of on-periods equals \( j = 0, j = 1, \) and \( j \geq 2 \).

(i) Case \( j = 0 \). The only path with no on-periods is the path of all zeros. Therefore, \( c_{0t}(ab) = 1 \) for \( t = 0 \) and \( (a,b) = (0,0) \), and \( c_{0t}(a,b) = 0 \) otherwise.

(ii) Case \( j = 1 \). In this case \( c_{1t}(00) = T - t - 1 \) for \( 1 \leq t \leq T - 2 \) and zero otherwise. Furthermore, \( c_{1t}(01) = c_{1t}(10) = 1 \) for \( 1 \leq t \leq T - 1, \) and both are zero otherwise. Finally, \( c_{1t}(11) = 1 \) for \( t = T \) and zero otherwise.
(iii) Case \( j \geq 2 \). Now we proceed as follows. First, given a series of \( t \) ones, we choose \( j - 1 \) places to break the series: there are \( \binom{t-1}{j-1} \) ways of doing so. Then, we need to fill those breaks with zeros chosen among the \( T - t \) zeros of the chain. Note that when \( a = b = 0 \), we also need to put zeros before and after the chain of ones. There are \( j - 1 + (1 - a) + (1 - b) = j + 1 - a - b \) places to fill with \( T - t \) zeros, and we need to put at least one zero in each place: there are \( \binom{T-t-1}{j-a-b} \) ways of doing so.\(^6\) Therefore, we conclude that

\[
c_{jt}(ab) = \binom{t-1}{j-1} \binom{T-t-1}{j-a-b}.
\]

\(\Box\)

F.1.2. Useful Taylor expansions.

**Lemma F.3.** Assume that \( \alpha \in (0, 1) \) and \( \max\{\mu_1, \nu_1, P_{01}, Q_{01}\} \leq \rho \) for some \( \rho \leq \frac{1}{3} \). Then the geometric and arithmetic means defined by (F.2) are related according to

\[
\begin{align*}
    r_0 &= 1 - \hat{r}_1 + \epsilon_1, \\
    R_{00} &= 1 - \hat{R}_{01} + \epsilon_2, \\
    R_{00}^{T-1} &= 1 - (T - 1)\hat{R}_{01} + \epsilon_3, \\
    r_0 R_{00}^{T-1} &= 1 - \hat{r}_1 - (T - 1)\hat{R}_{01} + \epsilon_4,
\end{align*}
\]

where the error terms are bounded by \( |\epsilon_1|, |\epsilon_2| \leq (1 + \rho)^2, |\epsilon_3| \leq 2(1 + \rho)(\rho T)^2 \), and \( |\epsilon_4| \leq 4(1 + 2\rho)(\rho T)^2 \).

**Proof.** Note that \( \hat{r}_1 \leq \rho \) and \( \hat{R}_{01} \leq \rho \). Taylor’s approximation (Lemma A.5) implies that \((1 - \mu_1)^\alpha = 1 - \alpha \mu_1 + \epsilon_{11}\) and \((1 - \nu_1)^{1-\alpha} = 1 - (1 - \alpha)\nu_1 + \epsilon_{12}\) for \( |\epsilon_{11}|, |\epsilon_{12}| \leq \frac{1}{2}\rho^2\). By multiplying these, we find that

\[
r_0 = (1 - \mu_1)^\alpha (1 - \nu_1)^{1-\alpha} = 1 - \hat{r}_1 + \epsilon_1,
\]

where the error term is bounded by \( |\epsilon_1| \leq (1 + \frac{1}{4}\rho^2)\rho^2 \leq (1 + \rho)\rho^2 \). Because \( R_{00} = (1 - P_{01})^\alpha (1 - Q_{01})^{1-\alpha} \), repeating the same argument yields \( |\epsilon_2| \leq (1 + \rho)\rho^2 \).

Assume next that \( T \geq 2 \) (otherwise the third claim is trivial). Note that \( 0 \leq 1 - R_{00} = \hat{R}_{01} - \epsilon_2 \leq \rho + (1 + \rho)^2 \leq \frac{1}{2} \) due to \( \hat{R}_{01} \leq \rho \) and \( \rho \leq \frac{1}{3} \). By applying Lemma A.5, we then see that

\[
R_{00}^{T-1} = (1 - \hat{R}_{01} + \epsilon_2)^{T-1} = 1 - (T - 1)(\hat{R}_{01} - \epsilon_2) + \epsilon_{31},
\]

where \( |\epsilon_{31}| \leq T^2(\hat{R}_{01} - \epsilon_2)^2 \leq 2T^2(\hat{R}_{01}^2 + \epsilon_2^2) \). It follows that \( R_{00}^{T-1} = 1 - (T - 1)\hat{R}_{01} + \epsilon_3 \) with \( \epsilon_3 = (T - 1)\epsilon_2 + \epsilon_{31} \) bounded by \( |\epsilon_3| \leq T|\epsilon_2| + |\epsilon_{31}| \leq T|\epsilon_2| + 2(T|\epsilon_2|^2 + 2(\rho T)^2, \)

so that \( |\epsilon_3| \leq 2(1 + \rho)\rho^2 T^2 \).

Finally, by multiplying the approximation formulas of \( r_0 \) and \( R_{00}^{T-1} \), we find that

\[
\epsilon_4 = \epsilon_1 (1 - (T - 1)\hat{R}_{01}) + \epsilon_3 (1 - \hat{r}_1) + \epsilon_1 \epsilon_3 + (T - 1)\hat{r}_1 \hat{R}_{01}.
\]

By the triangle inequality, we find that for \( T \geq 2 \), \( |\epsilon_4| \leq (1 + \rho T)|\epsilon_1| + |\epsilon_3| + |\epsilon_1 \epsilon_3| + \rho^2 T \), from which one may check that \( |\epsilon_4| \leq 4(1 + 2\rho)(\rho T)^2 \). \(\square\)

\(^6\)A combinatorial fact, often referred as the stars and bars method, is that the number of ways in which \( n \) identical balls can be divided into \( m \) distinct bins is \( \binom{n + m - 1}{m - 1} \), and \( \binom{n - 1}{m - 1} \) if bins cannot be empty.
F.1.3. Analysing paths with two or more on-periods.

**Lemma F.4.** For any $\alpha \in (0, 1)$ and any Markov chain path distributions $f, g$ with transition matrices $P, Q$ satisfying $P_{11}Q_{11} < 1$,
\[
\sum_{x:x_{on} \geq 2} f_x g_x^{1-\alpha} \leq R_{01}(r_1 + R_{01})T^2 W(1 + W)e^{WR_{01}T},
\]
where $W = \frac{R_{01}}{1 - R_{11}}$ and the weighted geometric means $r_a, R_{ab}$ are defined by (F.2).

**Proof.** Fix an integer $2 \leq j \leq \lceil T/2 \rceil$, and denote $Z_j = \sum_{x:x_{on} = j} f_x g_x^{1-\alpha}$. By (F.4), we see that for any path $x$ with $j$ on-periods, $t$ ones, initial state $a$, and final state $b$,
\[
f_x g_x^{1-\alpha} = r_0^{1-a} r_1^{1-(t+j-a-b)} R_{01}^{-a} R_{10}^{-b} R_{11}^{t-a} \leq r_1^a R_{01}^{-a} R_{10}^{b-j} R_{11}^{t-j}.
\]
By Lemma F.2, the number of such paths equals
\[
c_{j}(ab) = \binom{t-1}{j-1} \binom{T-t-1}{j-a-b}.
\]
To obtain an upper bound for the path count, we note that $\binom{T-t-1}{j-a-b} \leq \binom{T-j-1}{j-a-b}$. Furthermore, we also see that $\binom{t-1}{j-1} = \binom{T-2}{j-2} \leq T^j / (j-2)!$. The latter bound implies that $\binom{t-1}{j-1} \leq T^j / (j-2)!$ for all $b \in \{0, 1\}$. As a consequence, we conclude that
\[
c_{j}(ab) \leq \frac{T^j}{(j-2)!} \binom{t-b-1}{j-b-1}
\]
holds for all $a, b \in \{0, 1\}$. Hence,
\[
Z_j \leq \frac{T^j}{(j-2)!} \sum_{a,b=0}^1 \sum_{t \geq j} \binom{t-b-1}{j-b-1} r_1^a R_{01}^{t-a} R_{10}^{b-j} R_{11}^{t-j}.
\]
Using a geometric moment formula (Lemma A.3), we find that
\[
\sum_{t=j}^\infty \binom{t-b-1}{j-b-1} R_{11}^{t-j} = (1 - R_{11})^{-(j-b)} = R_{10}^{b-j} W^{j-b},
\]
and it follows that
\[
Z_j \leq \frac{T^j}{(j-2)!} \sum_{a,b=0}^1 r_1^a R_{01}^{t-a} W^{j-b} = T^2 (R_{01} WT)^{j-2} / (j-2)! \sum_{a,b=0}^1 r_1^a R_{01}^{2-a} W^{2-b}.
\]
By noting that $\sum_{a,b=0}^1 r_1^a R_{01}^{2-a} W^{2-b} = R_{01}(r_1 + R_{01})W(1 + W)$ and summing the above inequality with respect to $j \geq 2$, the claim follows.

F.1.4. Proof of Proposition F.1.

**Proof.** By definition, $D_{\alpha}(f||g) = \frac{1}{\alpha-1} \log Z$, where $Z = \sum_x f_x^{\alpha} g_x^{1-\alpha}$. We may split the latter sum as
\[
Z = Z_0 + Z_1 + \sum_{j=2}^{\lceil T/2 \rceil} Z_j,
\]
where $Z_j = \sum_{x:x_{on}=j} f_x g_x^{1-\alpha}$ indicates a Hellinger sum over paths with $j$ on-periods. We will approximate the first two terms on the right by $Z_0 = \hat{Z}_0 + \epsilon_0$, $Z_1 = \hat{Z}_1 + \epsilon_1$, where
\[
\hat{Z}_0 = 1 - \hat{r}_1 - (T - 1)\hat{R}_{01}
\]
and
\[
\hat{Z}_1 = R_{01} R_{10} \sum_{t=1}^{T-2} (T - t - 1) R_{11}^{t-1} + (R_{01} + r_1 R_{10}) \sum_{t=1}^{T-1} R_{11}^{t-1} + r_1 R_{11}^{T-1}.
\]
Then, it follows that
\[
(F.5) \quad Z = \hat{Z}_0 + \hat{Z}_1 + \epsilon_0 + \epsilon_1 + \epsilon_2,
\]
where $\epsilon_2 = \sum_{j=2}^{\lceil T/2 \rceil} Z_j$. When $R_{11} < 1$, by applying formulas $\sum_{t=1}^{T-2} (T - t - 1) R_{11}^{t-1} = (1 - R_{11})^{-1} \left( (T - 1) - \sum_{t=2}^{T} R_{11}^{t-2} \right)$ and $R_{11}^{T-1} = 1 - (1 - R_{11}) \sum_{t=2}^{T} R_{11}^{t-2}$ we find that
\[
\hat{Z}_1 = r_1 + W R_{01} (T - 1) - (1 - W) (r_1 (1 - R_{11}) - R_{01}) \sum_{t=2}^{T} R_{11}^{t-2},
\]
where $W = \frac{R_{00}}{1 - R_{11}}$. Hence,
\[
(F.6) \quad \hat{Z}_0 + \hat{Z}_1 = 1 - \left( \hat{r}_1 - r_1 + \sum_{t=2}^{T} J_t \right),
\]
where the expression of $J_t$ coincides with the one in the statement of the proposition. When $R_{11} = 1$, we find that $J_t = \hat{R}_{01} - R_{01}$.

Let us next derive upper bounds for the error terms in (F.5). We start with $\epsilon_0$. Because the only path with $x_{on} = 0$ is the identically zero path, we find that $Z_0 = r_0 R_{00}^{-1}$. By Lemma F.3 we have $|\epsilon_0| \leq 4(1 + 2\rho)(\rho T)^2 \leq 5(\rho T)^2$.

For the error term $\epsilon_1$, with the help of formula (F.4) and Lemma F.2, we see that
\[
Z_1 = r_0 R_{01} R_{10} \sum_{t=1}^{T-2} (T - t - 1) R_{11}^{t-1} R_{00}^{-2-t} + (r_0 R_{01} + r_1 R_{10}) \sum_{t=1}^{T-1} R_{11}^{t-1} R_{00}^{-1-t} + r_1 R_{11}^{T-1}.
\]
Because $r_0, R_{00} \leq 1$, it follows that $Z_1 \leq \hat{Z}_1$, and hence $\epsilon_1 \leq 0$. Furthermore, Lemma F.3 implies that $r_0, R_{00} \geq 1 - 2\rho$. By noting that $R_{00}^{t-1} \geq R_{00}^{-1}$ for $t \geq 1$, it follows that
\[
Z_1 \geq (1 - 2\rho)^T \hat{Z}_1 \geq (1 - 2\rho T) \hat{Z}_1.
\]
For $R_{11} = 1$ we have $R_{10} = 0$ and $\hat{Z}_1 = r_1 + (T - 1) R_{01}$. For $R_{11} < 1$, we observe that
\[
\hat{Z}_1 \leq (T - 1) R_{01} \frac{R_{10}}{1 - R_{11}} + (T - 1) R_{01} + r_1 \frac{R_{10}}{1 - R_{11}} + r_1
\]
\[
\leq (1 + W) \left( r_1 + (T - 1) R_{01} \right),
\]
where $W = \frac{R_{00}}{1 - R_{11}}$. We note that $W = Z_{\alpha}(\text{Geo}(P_{11}) \parallel \text{Geo}(Q_{11}))$ equals the Hellinger sum of two geometric distributions, and therefore, $W \in (0, 1]$. Hence, $\hat{Z}_1 \leq 2\rho T$, and it follows that
\[
Z_1 \geq \hat{Z}_1 - 2\rho T \hat{Z}_1 \geq \hat{Z}_1 - 4(\rho T)^2.
\]
Thus, \(|\epsilon_1| \leq 4(\rho T)^2\) for both \(R_{11} < 1\) and \(R_{11} = 1\).

For the last error term in (F.5), we see that \(\epsilon_2 = 0\) for \(R_{11} = 1\), whereas for \(R_{11} < 1\), Lemma F.4 shows that \(0 \leq \epsilon_2 \leq 4(\rho T)^2 e^{\rho T} \leq 5(\rho T)^2\). By combining the error bounds for \(\epsilon_0, \epsilon_1, \epsilon_2\), we may now conclude that

\[
F.7 \quad Z = \hat{Z}_0 + \hat{Z}_1 + \epsilon',
\]

where \(|\epsilon'| \leq 14(\rho T)^2\).

Finally, Taylor’s approximation (Lemma A.4) shows that \(\log(1-t) = -t - \epsilon''\) where \(0 \leq \epsilon'' \leq 2t^2\) for \(0 \leq t \leq \frac{1}{2}\). By applying this with \(t = 1 - Z\), and noting that \(|J_t| \leq \rho\) implies \(0 \leq t \leq 3\rho T + |\epsilon'| \leq 4\rho T\), we find that

\[
D_\alpha(f\|g) = \frac{1}{1 - \alpha} (1 - Z + \epsilon'') = \frac{1}{1 - \alpha} \left(1 - \hat{Z}_0 - \hat{Z}_1 - \epsilon' + \epsilon''\right).
\]

The error bound of formula (F.3) now follows from (F.6) after noting that

\[|\epsilon'| + |\epsilon''| \leq 14(\rho T)^2 + 2(4\rho T)^2 \leq 46(\rho T)^2.\]

\(\square\)

**F.2. High-order Rényi divergences.** The following result provides an upper bound on the Rényi divergence of order \(\alpha > 1\) between path probability distributions of binary Markov chains defined by (F.1).

**Proposition F.5.** Assume that \(\mu_{\nu_1}/Q_{10}, \mu_{\nu_0}/Q_{00} \leq M\) for some \(M \geq 1\), \(Q_{11} > 0\), and \(\nu_1, Q_{01} \leq \rho\) for some \(\rho \leq \frac{1}{2}\). Then the Rényi divergence of order \(1 < \alpha < \infty\) is bounded by

\[
D_\alpha(f\|g) \leq \frac{2\alpha}{\alpha - 1} \rho T + \frac{M^{2\alpha}}{\alpha - 1} \rho T \sum_{t=0}^{T-1} \Lambda^t + \frac{4}{\alpha - 1} \sum_{j=2}^{[T/2]} (M^{2\alpha} \rho T)^j (j - 2)! \sum_{t=j}^T (t - 1) \Lambda^{t-j},
\]

(F.8)

where \(\Lambda = P_{10}^{1-\alpha} Q_{11}^{1-\alpha}\). Furthermore, when \(\alpha < 1\),

\[
D_\alpha(f\|g) \leq \frac{2\alpha + 1}{\alpha - 1} C \rho T e^{5C\rho T} \quad \text{with} \quad C = \frac{M^{2\alpha}}{1 - \Lambda}.
\]

(F.9)

**Proof.** Recall that \(D_\alpha(f\|g) = \frac{1}{\alpha - 1} \log Z\) where \(Z = \sum_x g_x (f_x/g_x)^\alpha\). Because \(\nu_1 \leq \rho\) with \(\rho \leq \frac{1}{2}\), we find that \(\mu_{\nu_0} \leq \frac{1}{1 - \nu_1} = 1 + \frac{\nu_1}{1 - \nu_1} \leq 1 + 2\rho\). Because \(Q_{01} \leq \rho\), the same argument shows that \(P_{Q_{01}} \leq 1 + 2\rho\). Because \(1 - x_1 + x_{00} \leq T\), it follows that

\[
\frac{f_x}{g_x} = \left(\frac{\mu_0}{\nu_0}\right)^{1-x_1} \left(\frac{\mu_1}{\nu_1}\right)^{x_1} \left(\frac{P_{00}}{Q_{00}}\right)^{x_{00}} \left(\frac{P_{01}}{Q_{01}}\right)^{x_{01}} \left(\frac{P_{10}}{Q_{10}}\right)^{x_{10}} \left(\frac{P_{11}}{Q_{11}}\right)^{x_{11}} \leq (1 + 2\rho)^T M^{x_1 + x_{01} + x_{10}} \left(\frac{P_{11}}{Q_{11}}\right)^{x_{11}}.
\]

Observe also that \(g_x \leq \nu_1^{x_1} Q_{01}^{x_{01}} Q_{11}^{x_{11}} \leq \rho^{x_1 + x_{01}} Q_{11}^{x_{11}}\). Therefore,

\[
Z \leq (1 + 2\rho)^T \sum_x \rho^{x_1 + x_{01}} M^{\alpha(x_1 + x_{01} + x_{10})} \Lambda^{x_{11}},
\]
where \( \Lambda = P_1^{1-\alpha} Q_1^{1-\alpha} \). By recalling that \( x_{on} = x_1 + x_{01} = x_{10} + x_T \) and \( \|x\| = x_1 + x_{01} + x_{11} = x_{10} + x_{11} + x_T \), we find that \( x_1 + x_{01} + x_{10} = 2x_{on} - x_T \leq 2x_{on} \) and \( x_{11} = \|x\| - x_{on} \). Hence

\[
(F.10) \quad Z \leq (1 + 2\rho)^{\alpha T} \sum_x \rho^{x_{on}} M^{2\alpha x_{on}} \Lambda^{\|x\| - x_{on}} = (1 + 2\rho)^{\alpha T} \sum_{j=0}^{[T/2]} S_j
\]

where

\[
S_j = (M^{2\alpha} \rho)^j \sum_{t=j}^T c_{jt} \Lambda^{t-j},
\]

and \( c_{jt} \) is the number of paths \( x \in \{0, 1\}^T \) containing \( x_{on} = j \) on-periods and \( \|x\| = t \) ones. Because there is only one path containing no ones, and this path has no on-periods, we find that \( S_0 = 1 \). By noting that \( \log(1 + t) \leq t \), it follows from \( (F.10) \) that

\[
(F.11) \quad D_\alpha(f \| g) \leq \frac{2\alpha}{\alpha - 1} \rho T + \frac{1}{\alpha - 1} \sum_{j=0}^{[T/2]} S_j.
\]

Because \( c_{1t} \leq T \) for all \( t \), we see that

\[
(F.12) \quad S_1 \leq M^{2\alpha} \rho T \sum_{t=0}^{T-1} \Lambda^t.
\]

For \( j \geq 2 \), Lemma F.2 implies that \( c_{jt} = \sum_{a,b=0}^1 (t-1) \binom{t-1}{j-a-b} \leq 4 \frac{T^2}{(j-2)!} \binom{t-1}{j-1} \), and we find that

\[
(F.13) \quad S_j \leq 4 \frac{(M^{2\alpha} \rho T)^j}{(j-2)!} \sum_{t=j}^T \binom{t-1}{j-1} \Lambda^{t-j}.
\]

Inequality \( (F.8) \) follows by substituting \( (F.12)-(F.13) \) into \( (F.11) \).

Assume next that \( \Lambda < 1 \), and denote \( C = \frac{M^{2\alpha}}{1-\Lambda} \). By replacing \( T - 1 \) by infinity on the right side of \( (F.12) \), it follows that \( S_1 \leq C \rho T \). By a geometric moment formula (Lemma A.3), we find that

\[
\sum_{t=j}^T \binom{t-1}{j-1} \Lambda^{t-j} \leq \sum_{t=j}^\infty \binom{t-1}{j-1} \Lambda^{t-j} = (1 - \Lambda)^{-j}.
\]

Then \( (F.13) \) implies that

\[
\sum_{j=2}^{[T/2]} S_j \leq 4 \sum_{j=2}^{[T/2]} \frac{(C \rho T)^j}{(j-2)!} \leq 4 \sum_{j=2}^\infty \frac{(C \rho T)^j}{(j-2)!} = 4(C \rho T)^2 e^{C \rho T}.
\]

Now it follows by \( (F.11) \) that

\[
D_\alpha(f \| g) \leq \frac{2\alpha}{\alpha - 1} \rho T + \frac{C \rho T}{\alpha - 1} + \frac{4(C \rho T)^2}{\alpha - 1} e^{C \rho T}.
\]

Therefore,

\[
\frac{(\alpha - 1)D_\alpha(f \| g)}{C \rho T} \leq \frac{2\alpha}{C} + 1 + 4C \rho T e^{C \rho T} \leq \left( \frac{2\alpha}{C} + 1 + 4C \rho T \right) e^{C \rho T}.
\]
Because $\frac{2\alpha}{C} + 1 + 4C\rho \leq \left( \frac{2\alpha}{C} + 1 \right) (1 + 4C\rho T) \leq \left( \frac{2\alpha}{C} + 1 \right) e^{4C\rho T}$, we conclude that

$$\frac{(\alpha - 1)D_\alpha(f||g)}{C\rho T} \leq \left( \frac{2\alpha}{C} + 1 \right) e^{5C\rho T}$$

Because $C \geq 1$, we see that $\frac{2\alpha}{C} + 1 \leq 2\alpha + 1$, and (F.9) follows. $\square$