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Abstract We study optimal investment problems under the framework of cumulative prospect theory (CPT). A CPT investor makes investment decisions in a single-period financial market with transaction costs. The objective is to seek the optimal investment strategy that maximizes the prospect value of the investor’s final wealth. We obtain the optimal investment strategy explicitly in two examples. An economic analysis is conducted to investigate the impact of the transaction costs and risk aversion on the optimal investment strategy.
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1 Introduction

In economics and finance, an essential problem is how to model people’s preference over uncertain outcomes. To address this problem, [4] (originally published in 1738) proposes expected utility theory (EUT): any uncertain outcome $X$ is represented by a numerical value $E[u(X)]$, which is the expected value of the utility $u(X)$ taken under an objective probability measure $P$. An outcome $X_1$ is preferred to another outcome $X_2$ if and only if $E[u(X_1)] > E[u(X_2)]$. Hence, according to EUT, a rational individual seeks to maximize the expected utility $E[u(X)]$ over all available outcomes. Bernoulli’s original EUT is for-
mally established by von Neumann and Morgenstern [33] (thus the theory is also called von Neumann-Morgenstern utility theorem) which show that any individual whose behavior satisfies certain axioms has a utility function $u$ and always prefers outcomes that maximize the expected utility. Since then, expected utility maximization has been one of the most widely used criteria for optimization problems concerning uncertainty, see, e.g., the pioneering work of [20] and [29] on optimal investment problems.

However, empirical experiments and research show that human behavior may violate the basic tenets of EUT, e.g., Allais paradox challenges the fundamental independence axiom of EUT. In addition, the utility function $u(\cdot)$ under EUT is concave, i.e. individuals are uniformly risk averse, which contradicts the risk seeking behavior in case of losses observed from behavioral experiments. Please refer to [16] for many designed choice problems and results which cannot be explained by EUT. Alternative theories have been proposed to address the drawbacks of EUT, such as Prospect Theory by [16], Rank-Dependent Utility by [23], and Cumulative Prospect Theory\(^1\) (CPT) by [32]. CPT can explain diminishing sensitivity, loss aversion, and different risk attitudes. Furthermore, unlike prospect theory, CPT does not violate the first-order stochastic dominance. The detailed characterizations of CPT are presented in Sect. 2.2. In the CPT setting, the objective functional is non-concave and non-convex; in addition, the probability distortion (an intrinsic feature of CPT) destroys the tower rule of conditional expectation. Hence, two powerful tools, martingale method (convex duality) and dynamic programming, commonly used to solve optimization problems under EUT are not longer applicable under CPT.

Optimal investment problems under the CPT framework (in both continuous time models and discrete time models) have attracted attentions recently in the academic field, although the related literature is still scarce comparing to the vast extent of literature on optimal investment problems under EUT. The first attempt to solve optimal investment problems under prospect theory (excluding probability distortion in CPT) in continuous time can be traced back to [3], in which the optimal portfolio weight is found explicitly in a complete market without transaction costs. Jin and Zhou [13] provide the first analytical treatment for the same problem as in [3], but under a full CPT setting (namely, with the probability distortion feature), and also address the well postedness of the problem. By splitting the CPT optimization problem into two Choquet optimization problems and applying a quantile transformation, the authors of [13] obtain an explicit characterization for the terminal value of the optimal portfolio and thus the existence (and also uniqueness) of the optimal investment strategy in a complete continuous model. Using the tool of quantile transformation to solve portfolio selection problems is fully studied in [8] and [11] under a wide collection of optimization criteria, including CPT. The sufficient and necessary conditions for a well posted optimal investment problem under CPT and the existence of an optimal investment strategy are further studied in [25] for a piece-wise power probability distortion and a piece-wise power utility function, and in [26] for bounded utility on gains (for example, an exponential utility). An asymptotic analysis on optimal investment strategies is performed in [14]. Nonetheless, in all above mentioned papers, neither an analytical expression nor a numerical method is provided to solve for the optimal investment strategy in a continuous market. Furthermore, an essential assumption for all those papers in continuous time models is the market completeness, or equivalently the uniqueness of the pricing kernel.

---

\(^1\) Daniel Kahneman was awarded the 2002 Nobel Memorial Prize in Economic Sciences for his pioneering work on the psychology of decision-making and behavioral economics (notably, prospect theory and cumulative prospect theory).
Studying CPT portfolio optimization problems in discrete time is as hard as analyzing those in continuous time, and even requires different techniques and tools, since discrete time models are intrinsically incomplete. The initial work on such problems in a single-period discrete model (again without transaction costs) is done in two parallel papers, [2] and [10]. The authors of [2] obtain an explicit optimal solution in a frictionless financial market under the following assumptions: a piece-wise power utility, risk-free asset as the reference point, and the constraint of no short-selling. They also study the properties of a new risk measure (called \textit{CPT-ratio}) and conduct numerical simulations to investigate the impact of several factors, including mean, volatility, skewness, and risk aversion, on the optimal investment. In [10], the authors consider the same problem as in [2], but provide detailed analysis on the well posedness of the problem by introducing a new measure of loss aversion (called \textit{large-loss aversion degree}). They do not impose any constraint on the investment strategies and are able to find optimal solutions explicitly in two cases: (1) a piece-wise power utility and risk-free asset as the reference point; (2) a piece-wise linear utility and a general reference point. In [12], upon the model of [10], the authors use the NYSE equity and US treasury bond returns for the period 1926–1990 to perform empirical studies, including the impact of loss aversion, evaluation period, and the reference point on the optimal investment strategy. In both [2] and [10], there is only one risky asset in the financial market. The authors of [21] then extend the previous work by considering a frictionless market consisting of one risk-free asset and multiple risky assets. Their main contribution is to provide a two-fund separation theorem between the risk-free asset and the market portfolio when the excess return has an elliptically symmetric distribution. In [5], the authors tackle the CPT portfolio optimization problem in a multi-period discrete market model for the first time in literature. They not only address the well posedness issue of the problem but also establish the existence of optimal strategies under some assumptions. A similar problem as in [5] without probability distortion is also considered in [6], where dynamic programming is applied to solve the maximization problems of non-concave utility functions over the entire real line. In [7], the authors investigate non-concave utility maximization problems on the positive real line, i.e., they restrict to portfolio strategies that lead to non-negative terminal wealth. Along the same line as [6,7,24] studies the same problem but for non-concave utility that is bounded from above.

Without transaction costs, the optimal portfolio found in Merton’s framework may lead to unrealistic strategies, e.g., buying stocks at infinite amount. In real life, transaction costs (bid-ask spread) are always present, albeit small for highly liquid assets. In their seminal paper, [19] claim through heuristic arguments that the optimal portfolio contains a no-trade region. Davis and Norman [9] provide a rigorous treatment on optimal policies, solutions to the free boundary problem, and the value process (associated optimal expected utility). Shreve and Soner [30] further generalize the results with viscosity techniques. Please refer to [15] and the references therein for a comprehensive introduction and development on the mathematical theory of financial markets with transaction costs. The majority of existing literature on optimal investment problems with transaction costs, including those mentioned above, pursue an analysis for an investor who behaves according to EUT.

In this paper, we consider optimal investment problems under the CPT framework in a single-period discrete-time model with transaction costs, which, to our best knowledge, has not been studied before. Our work differs from the existing literature in several directions. We summarize the main contributions of our paper through detailed comparisons to the literature in what follows.
First, the financial market we consider is not only incomplete but also non frictionless. As reviewed in the above context, current literature in continuous time relies heavily on the market completeness while in discrete time all existing papers, as far as we know, work under a frictionless market (i.e., a market without transaction costs). For the first time in the literature, our paper provides studies on CPT portfolio optimization problems in a financial market with transaction costs.

Secondly, our main objective is to obtain optimal investment strategies in explicit form. We are able to achieve such objective in two market cases. Several existing papers, e.g., [2,10], and [21], pursue a similar goal as ours, but under different settings of the utility function, the probability distortion, the reference point, and/or the distribution of the risky return. For instance, in Sect. 3, we consider a random reference point while [2] and [10, Section 5.1] assume a constant reference point; in Sect. 4, we consider a piece-wise exponential utility function (which is bounded from above) but [2] and [10, Section 5.1] work with a piece-wise power utility (unbounded from above); in Sect. 4, the risky return follows a binomial (discrete) distribution, whereas an elliptically symmetric (continuous) distribution is considered in [21].

Thirdly, we perform an economic analysis for sensitivity behavior of the optimal investment strategy. Such studies are not available in continuous time models, since finding an explicit optimal portfolio is still an open question, even in the simplest Black-Scholes model. In discrete time models, sensitivity results exist in a very limited extent of literature, for instance, [2, Section 5] and [21, Section 5]. Due to the different market settings as [2] and [21], the sensitivity analysis performed in our paper complements to the current literature.

The rest of the paper is organized as follows. Section 2 introduces the market model with transaction costs, and the three key components of the CPT framework. The main optimization problem is also formulated in Sect. 2. We obtain the optimal investment strategy in explicit form for two cases in Sects. 3 and 4, respectively. We provide an economic analysis in Sect. 5 to study how the optimal investment strategy is affected by transaction costs and risk aversion. The conclusions of our work are summarized in Sect. 6.

2 The setup

2.1 The financial market with transaction costs

We consider a single-period discrete-time financial market model equipped with a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\). In the model, time 0 and time \(T\) \((T > 0)\) represent present and future, respectively. The financial market consists of one risk-free asset and one risky asset (e.g., stock index). Trading the risk-free asset is frictionless. However, trading the risky asset will incur proportional transaction costs, and we denote such proportion by \(\lambda\), where \(\lambda \in [0, 1)\). If \(\lambda = 0\), then the market is reduced to a frictionless one, as in [2,10], and among others. In this paper, we are mainly concerned with the case when \(\lambda > 0\), i.e., a financial market with transaction costs.

The risk-free return for the time period \([0, T]\) is \(r\), where \(r \geq 0\) is a constant. That means if an investor deposits \(\mathbb{E}1\) in the risk-free asset at time 0, he or she will receive \(\mathbb{E}(1 + r)\) at time \(T\).
The (nominal) return on the risky asset is given by a random variable $R$. We assume the ask price of the risky asset $S(\cdot)$ is modeled by $S(T) = (1 + R) \cdot S(0)$, where $S(0)$ is a positive constant. The bid price of the risky asset at time $t$ is given by $(1 - \lambda) S(t)$, where $t = 0, T$.

We assume $\mathcal{F}_0$ is trivial and $\mathcal{F}_T$ is the completion of $\sigma(S(T))$. Thus $R$ is $\mathcal{F}_T$ measurable. For any $\mathcal{F}_T$ measurable random variable $Z$, we denote its cumulative distribute function (CDF) by $F_Z(\cdot)$ and its survival function by $S_Z(\cdot)$. By definition, $S_Z(\cdot) = 1 - F_Z(\cdot)$.

We consider an investor with initial portfolio $(x_0, y_0)$. That means the investor starts with $x_0$ and $y_0$ amount of money in the risk-free and the risky asset, respectively. The investor chooses the amount of money to be additionally invested in the risky asset at time 0, denoted by $\theta$, and carried out to terminal time $T$ when it will be liquidated. Denote the investor’s terminal wealth after liquidation by $W(\theta)$. A straightforward computation yields

$$W(\theta) = (1 + r)(x_0 - \theta) + (1 + R)(y_0 + \theta) - \lambda \left[(1 + R)(y_0 + \theta)^+ + (1 + r)\theta^-\right],$$

where $x^+ := \max\{x, 0\}$ and $x^- := \max\{-x, 0\}$ for all $x \in \mathbb{R}$.

In this financial market, the non-arbitrage condition reads as

$$\mathbb{P}\left((1 - \lambda)(1 + R) < 1 + r\right) > 0, \quad \text{and} \quad \mathbb{P}\left(1 + R > (1 - \lambda)(1 + r)\right) > 0. \quad (1)$$

**Remark 1** We ignore two degenerated cases: (1) $(1 - \lambda)(1 + R) \equiv 1 + r$, and (2) $1 + R \equiv (1 - \lambda)(1 + r)$, under which the market is also arbitrage-free. If $\lambda = 0$, meaning the market is frictionless, then the non-arbitrage condition (1) simply reduces to

$$0 < \mathbb{P}(R < r) < 1.$$ 

### 2.2 The CPT framework

Tversky and Kahneman [32] propose cumulative prospect theory (CPT) as a performance criterion for decision making under uncertainty. A CPT model is characterized by the following three key features.

1. **Reference point**
   
   Behavioral studies show that people do not evaluate final outcomes directly but rather compare them to some benchmark, see, e.g., [31]. In CPT, a reference point $B$ is chosen to serve as the benchmark for evaluating an uncertain outcome. Let $X$ denote the final wealth of an investment decision. If $X \geq B$, $X - B$ is considered gains from the investment; if $X < B$, $B - X$ is viewed as losses. For example, if $B$ is set to 0, then the terminology of gains and losses fits into the common language.

2. **Utility function**
   
   Investors are not universally risk averse, instead as documented in [32], they exhibit a distinctive fourfold pattern of risk attitudes towards gains and losses. To fit those risk attitudes, CPT applies an S-shaped utility function, which consists of two different functions, $u_+$ and $u_-$, for gains and losses, respectively. The pathwise prospect utility of an investment strategy (with associated wealth $X$) is defined by

$$u_+(X(\omega) - B(\omega)) \cdot 1_{X(\omega) - B(\omega) \geq 0} - u_-(B(\omega) - X(\omega)) \cdot 1_{X(\omega) - B(\omega) < 0},$$

for all $\omega \in \Omega$, where $1_A$ is an indicator function of set $A$.

We assume throughout this paper that $u_\pm : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ are twice differentiable, strictly increasing, strictly concave and satisfy $u_\pm(0) = 0$. Those assumptions have perfect economic and mathematical explanations, and are consistent with people’s investment behaviors. For instance, the concavity in gains (gains are evaluated by $u_+$) and the
convexity in losses (losses are evaluated by $-u_-$) capture both risk aversion and risk seeking. In addition, studies also show that people tend to prefer avoiding losses to acquiring equivalent gains, i.e., people are more sensitive to losses than to gains, see, e.g., [3,10,31,32,34]. In economics and decision theory, such behavior is referred to as 

loss aversion

. In the mathematical modeling, to capture loss aversion, we assume

$$u_-(x) > u_+(x), \quad \text{for all } x \geq 0.$$  

In CPT application, the most common choice for the utility function is a piece-wise power utility, first proposed by [32]

$$u_+(x) = x^\alpha, \quad \text{and} \quad u_-(x) = k x^\beta, \quad \text{for all } x \geq 0,$$

(2)

where $k > 1$, $0 < \alpha \leq \beta \leq 1$. Notice that the above assumptions on the parameters are sufficient conditions for all the assumptions made on the utility function to be satisfied. In particular, $k > 1$ and $0 < \alpha \leq \beta \leq 1$ together imply that $u'_-(x) > u'_+(x)$ for all $x \geq 0$, and thus the loss aversion behavior. Examples of applying a piece-wise power utility in CPT applications can be found in [1,2,10, Section 5.1], [21, Section 4.1], [25], and many others. In [32], the parameters are estimated as

$$\alpha = \beta = 0.88, \quad \text{and} \quad k = 2.25,$$

which clearly satisfy all the parameter assumptions above.

The power utility function, given by (2), is unbounded from above, and hence may lead to an ill-posed problem (either infinite CPT value or infinite optimal investment), see [10] for detailed discussions. Some also argue that the power utility function may fail to explain high risk averse behavior, as pointed out in [27]. As a consequence, some prefer to use a piece-wise exponential utility function in CPT applications, see arguments in [18].

A piece-wise exponential utility function is given by

$$w_+(x) = 1 - e^{-\eta_+ x}, \quad \text{and} \quad w_-(x) = \zeta \left( 1 - e^{-\eta_- x} \right),$$

(3)

where $\eta_+, \eta_- > 0$, $\zeta > 1$. In most applications, $\eta_+ = \eta_-$ is also assumed, which together with $\zeta > 1$ yields the loss aversion. A piece-wise exponential utility function has been used in CPT related optimization problems in [21, Section 4.3], [26], and [34].

3. Probability weighting function

Investors tend to overweigh extreme events (small probability events) but underweigh normal events (large probability events). This behavior is captured in CPT by transforming objective cumulative probabilities into subjective cumulative probabilities using the probability weighting function (also called probability distortion function).

The weighting function has a reverse S-shape, and two separate parts for gains and losses, denoted by $w_+(\cdot)$ and $w_-(\cdot)$, respectively. We assume that $w_\pm : [0, 1] \rightarrow [0, 1]$ are strictly increasing and differentiable, and satisfy

$$w_\pm(0) = 0, \quad \text{and} \quad w_\pm(1) = 1.$$

The weighting function used in [32] is given by

$$w_+(x) = \frac{x^\gamma}{(x^\gamma + (1-x)^\gamma)^{1/\gamma}}, \quad \text{and} \quad w_-(x) = \frac{x^\delta}{(x^\delta + (1-x)^\delta)^{1/\delta}}.$$  

(4)

As pointed out in [28], the above weighting function may fail to be strictly increasing when $\gamma, \delta \leq 0.25$, but are indeed strictly increasing when $\gamma, \delta \geq 0.5$. The condition
for strictly increasing weighting function is relaxed to $\gamma, \delta \geq 0$ in [1]. The estimated parameters are $\gamma = 0.61$ and $\delta = 0.69$ in [32], which satisfy all the desired assumptions.

Prelec [22] introduces the following weighting function
\begin{equation}
    w_+(x) = e^{-\delta^+(-\ln(x))\gamma} \quad \text{and} \quad w_-(x) = e^{-\delta^-(-\ln(x))\gamma},
\end{equation}
where $\gamma \in (0, 1)$ and $\delta^+, \delta^- > 0$. Rieger and Wang [28] use Perlec’s weighting function with $\delta^+ = \delta^- = 1$.

Let $X$ be a random wealth and $B$ the reference point. We define the positive prospect $V^+(X)$ and the negative prospect $V^-(X)$ for $X$ by
\begin{align*}
    V^+(X) &:= \int_B^\infty u_+(x - B) \left[-w_+(S_X(x))\right] dx, \\
    V^-(X) &:= \int_{-\infty}^B u_-(B - x) \left[w_-(F_X(x))\right] dx.
\end{align*}
The prospect utility of $X$ is defined by
\begin{equation}
    V(X) := V^+(X) - V^-(X),
\end{equation}
given that $V^+(X)$ and $V^-(X)$ are not both infinite at the same time.

Denote $D := X - B$, then we have
\begin{equation}
    V(X) = V^+(X) - V^-(X) = \int_0^\infty u_+(x) d[-w_+(S_D(x))] - \int_{-\infty}^0 u_-(x) d[w_-(F_D(x))] =: V_D(D).
\end{equation}
Through integration by parts and change of variable, we rewrite $V_D(D)$ in (6) as
\begin{equation}
    V_D(D) = \int_0^\infty w_+(S_D(x)) du_+(x) - \int_0^\infty w_-(F_D(-x)) du_-(x).
\end{equation}

2.3 The problem

In the financial market described in Sect. 2.1, an investor selects investment strategy $\theta$ under the CPT framework introduced in Sect. 2.2. In other words, the investor wants to maximize the prospect utility $V_D(W(\theta) - B)$, which is defined by (6) or (7). The investor’s terminal wealth $W(\theta)$ is a function of the investment strategy $\theta$, so is the prospect utility $V_D(W(\theta) - B)$. We then denote
\begin{equation}
    J(\theta) := V_D(W(\theta) - B).
\end{equation}

The reference point $B$ is given by
\begin{equation}
    B = W(0) = (1 + r)x_0 + (1 + R) \left(y_0 - \lambda y_0^+\right),
\end{equation}
i.e., the reference point is the terminal wealth of the “doing nothing strategy”. The above selection on the reference point can also be seen in [2], [10, Section 5.1], and [21].

In the above market setting, we implicitly assume that the investor we consider is a “small investor”, and his/her investment activities do not have any impact on the price of the risky asset.
We then formulate optimal investment problems with transaction costs under CPT as follows.

**Problem 1** In a financial market with transaction costs (as modeled in Sect. 2.1), an investor seeks the optimal investment strategy to maximize the prospect utility \( J(\theta) \) of his/her terminal wealth. Equivalently, the investor seeks the maximizer \( \theta^* \) to the problem

\[
J(\theta^*) = \sup_{\theta \in \mathbb{R}} J(\theta) = \sup_{\theta \in \mathbb{R}} V_D(W(\theta) - B).
\]

3 Explicit solution when \( R \) has a continuous distribution

In this section, we consider the case in which the risky return \( R \) has a continuous distribution. To obtain explicit solutions to Problem 1, we assume all the assumptions below hold in this section.

**Assumption 1**
1. The initial position on the risky asset is positive, \( y_0 > 0 \).
2. Short-selling is not allowed, i.e., \( \theta \geq -y_0 \).
3. The utility function is of power type, given by (2).

**Remark 2** We make some comments on Assumption 1. We do allow investors to sell the risky asset (\( \theta \) can be negative), but no more than what they currently own. However, the no short-selling constraint imposed in [2] is equivalent to \( \theta \geq 0 \). The case of \( y_0 < 0 \) is less interesting since the no short-selling constraint then implies \( \theta > 0 \).

3.1 Main results

To find the optimal solution to Problem 1, we separate the prime problem \( \sup_{\theta \in \mathbb{R}} J(\theta) \) into two sub-problems:

(P1) \( \sup_{\theta \geq 0} J(\theta) \), and (P2) \( \sup_{\theta \leq 0} J(\theta) \).

By comparing the optimal prospect utility of the two sub-problems (P1) and (P2), we obtain the optimal investment strategy to Problem 1. Since in Assumption 1, we impose the no short-selling constraint, i.e., \( \theta \geq -y_0 \), sub-problem (P2) is reduced to

(P2) \( \sup_{-y_0 \leq \theta \leq 0} J(\theta) \).

Denote \( A_1 \) and \( A_2 \) as the set of losses for all “buy strategies” (\( \theta \geq 0 \)) and all “sell strategies” (\( \theta \leq 0 \)), respectively. Namely, if \( \omega \in A_1 \) (or \( \omega \in A_2 \)), then \( D = W(\theta) - B < 0 \) for all \( \theta \geq 0 \) (or for all \( \theta \leq 0 \)). The formal mathematical definitions of \( A_1 \) and \( A_2 \) are deferred in the corresponding subsections. Define

\[
Z_1 := (1 - \lambda)(1 + R) - (1 + r), \quad Z_2 := (1 - \lambda)(R - r),
\]

as well as

\[
\theta_1 := \left( \frac{\alpha K_1(Z_1)}{\beta K_1(Z_1)} \right)^{\frac{1}{\beta - \alpha}}, \quad \theta_2 := -\left( \frac{\alpha K_2(Z_2)}{\beta K_2(Z_2)} \right)^{\frac{1}{\beta - \alpha}},
\]

where \( K_1(Z_1) \) and \( K_2(Z_2) \) are defined in the sequel by (11) and (13). Denote

\[
K_M = \max\{K_1(Z_1), K_2(Z_2)\}.
\]

We then summarize the main results of this section in the theorem below.
Theorem 1  If Assumption 1 holds, we have the following results for the optimal investment $\theta^*$ to Problem 1.

1. $\theta^* = 0$ if one of the following conditions holds:
   
   (a) $\mathbb{P}(A_1) = \mathbb{P}(A_2) = 1$;
   
   (b) $\mathbb{P}(A_1) = 1$, $0 < \mathbb{P}(A_2) < 1$, $\alpha = \beta$, and $k > K_2(Z_2)$;
   
   (c) $0 < \mathbb{P}(A_1) < 1$, $\mathbb{P}(A_2) = 1$, $\alpha = \beta$, and $k > K_1(Z_1)$;
   
   (d) $0 < \mathbb{P}(A_1), \mathbb{P}(A_2) < 1$, $\alpha = \beta$, and $k > K_M$.

2. $\theta^* = \theta_1$ if one of the following conditions holds:
   
   (a) $0 < \mathbb{P}(A_1) < 1$, $\mathbb{P}(A_2) = 1$, and $\alpha < \beta$;
   
   (b) $0 < \mathbb{P}(A_1), \mathbb{P}(A_2) < 1$, $\alpha < \beta$, and $J(\theta_1) \geq \max\{J(\theta_2), J(-y_0)\}$.

3. $\theta^* = \theta_2$ if one of the following conditions holds:
   
   (a) $\mathbb{P}(A_1) = 1$, $0 < \mathbb{P}(A_2) < 1$, $\alpha < \beta$, and $-y_0 \leq \theta_2$;
   
   (b) $0 < \mathbb{P}(A_1), \mathbb{P}(A_2) < 1$, $\alpha < \beta$, $-y_0 \leq \theta_2$, and $J(\theta_2) \geq J(\theta_1)$.

4. $\theta^* = -y_0$ if one of the following conditions holds:
   
   (a) $\mathbb{P}(A_1) = 1$ and $\mathbb{P}(A_2) = 0$;
   
   (b) $\mathbb{P}(A_1) = 1$, $0 < \mathbb{P}(A_2) < 1$, $\alpha = \beta$, and $k < K_2(Z_2)$;
   
   (c) $\mathbb{P}(A_1) = 1$, $0 < \mathbb{P}(A_2) < 1$, $\alpha < \beta$, and $-y_0 > \theta_2$;
   
   (d) $0 < \mathbb{P}(A_1), \mathbb{P}(A_2) < 1$, $\alpha < \beta$, $-y_0 \geq \theta_2$, and $J(-y_0) \geq J(\theta_1)$.

5. Any $\theta^* \in [0, +\infty)$ is an optimal strategy if one of the following conditions holds:
   
   (a) $0 < \mathbb{P}(A_1) < 1$, $\mathbb{P}(A_2) = 1$, $\alpha = \beta$, and $k = K_1(Z_1)$;
   
   (b) $0 < \mathbb{P}(A_1), \mathbb{P}(A_2) < 1$, $\alpha = \beta$, and $k = K_1(Z_1) > K_2(Z_2)$.

6. Any $\theta^* \in [-y_0, 0]$ is an optimal strategy if one of the following conditions holds:
   
   (a) $\mathbb{P}(A_1) = 1$, $0 < \mathbb{P}(A_2) < 1$, $\alpha = \beta$, and $k = K_2(Z_2)$;
   
   (b) $0 < \mathbb{P}(A_1), \mathbb{P}(A_2) < 1$, $\alpha = \beta$, and $k = K_1(Z_1) > K_2(Z_2)$.

7. Any $\theta^* \in [-y_0, \infty)$ is an optimal strategy if the following condition holds:
   
   $0 < \mathbb{P}(A_1), \mathbb{P}(A_2) < 1$, $\alpha = \beta$, and $k = K_1(Z_1) = K_2(Z_2)$.

8. $\theta^* = +\infty$ if one of the following conditions holds:
   
   (a) $0 < \mathbb{P}(A_1) < 1$, $\mathbb{P}(A_2) = 1$, $\alpha = \beta$, and $k < K_1(Z_1)$;
   
   (b) $0 < \mathbb{P}(A_1), \mathbb{P}(A_2) < 1$, $\alpha = \beta$, and $k < K_M$.

The rigorous proof of Theorem 1 is an immediate observation once we have solved the two sub-problems (P1) and (P2) in Sects. 3.2 and 3.3. We provide some economic meanings and incomplete mathematical reasonings for some representative cases in Theorem 1 (the rest can be interpreted in a similar way), which readers may find helpful to understand Theorem 1.

Remark 3  – $\mathbb{P}(A_1) = 1$ (alternatively, $\mathbb{P}(A_2) = 1$) means that all long strategies (alternatively, all short strategies) result in losses almost surely. Hence, if both $\mathbb{P}(A_1) = 1$ and $\mathbb{P}(A_2) = 1$, the optimal investment strategy is obviously zero, i.e., $\theta^* = 0$ as in Case (1a).

– In (P1), we have $\text{sign}(J'(\theta)) = \text{sign}(K_1(Z_1) - k)$ when $\alpha = \beta$. In (P2), we have $\text{sign}(J'(\theta)) = -\text{sign}(K_2(Z_2) - k)$ when $\alpha = \beta$ (both are shown later).

– If $\mathbb{P}(A_1) = 1$, as a consequence of the analysis above, the optimal investment strategy will be a short strategy ($\theta^* \in [-y_0, 0]$). In the case when $\alpha = \beta$ and $k < K_2(Z_2)$,
$J'(\theta) < 0$, and $J(\theta)$ is a decreasing function, implying that $\theta^* = -\gamma_0$, which is exactly the result of Case (4b). The same analysis also applies to Case (1b) and Case (6a).

- We directly obtain the results from symmetric cases when $\mathbb{P}(A_2) = 1$ and $\alpha = \beta$, as in Case (1c), Case (5a), and Case (8a).

- In all non-trivial cases (i.e., investors may end up in gains or losses with strictly positive probabilities) and when $\alpha < \beta$, $J(\theta)$ has a unique maximizer $\theta_1 > 0$ in (P1) and a unique maximizer $\theta_2 < 0$ in (P2). In (P1), the feasible region is unbounded, so $\theta_1$ is achievable. But in (P2), the feasible region is bounded below by $-\gamma_0$, so $\theta_2$ is the maximizer if and only if $\theta_2 \geq -\gamma_0$; such extra condition can be seen in Case (3a), Case (3b), Case (4c), and Case (4d). The optimal investment strategy is then obtained by comparing $J(\theta_1)$ and $J(\theta_2)$ (or $J(-\gamma_0)$), see, for instance, Case (2b) and Case (3b).

If the constraint $\theta \geq -\gamma_0$ is not binding in the above situation (i.e., $0 < \mathbb{P}(A_1), \mathbb{P}(A_2) < 1$ and $\alpha < \beta$), we obtain finer results for Case (2b) and Case (3b):

(i) If $\alpha < \beta$ and $(g_1(Z_1))^\beta/(l_1(Z_1))^\alpha \geq (g_2(Z_2))^\beta/(l_2(Z_2))^\alpha$, then $\theta^* = \theta_1$.

(ii) If $\alpha < \beta$ and $(g_1(Z_1))^\beta/(l_1(Z_1))^\alpha < (g_2(Z_2))^\beta/(l_2(Z_2))^\alpha$, then $\theta^* = \theta_2$.

The above results are based on the comparison between $J(\theta_1)$ and $J(\theta_2)$, see [10, Appendix].

- The optimal investment $\theta^*$ and the optimal prospect $J(\theta^*)$ are both finite in all cases except Case (8), in which $\theta^* = +\infty$. If either of the conditions in Case (8) is satisfied, Problem 1 is ill-posed. Please see [10, Section 3] for more discussions on the well posedness of the problem.

### 3.2 Solution to sub-problem (P1)

If $\theta \geq 0$, then $\gamma_0 + \theta \geq 0$. Hence the investor needs to sell all the holdings in the risky asset at liquidation. Recall $Z_1 = (1 - \lambda)(1 + R) - (1 + r)$, we obtain

$$D = W(\theta) - B = Z_1 \cdot \theta.$$ 

Define set $A_1$ by $A_1 := \{Z_1 < 0\} = \left\{1 + R < \frac{1 + r}{1 + \lambda}\right\}$. Notice that set $A_1$ is the set of losses for the investor (recall $\theta \geq 0$). Due to the non-arbitrage condition (1), $\mathbb{P}(A_1) > 0$.

By definition (6) and change of variable ($x = z\theta$, $\theta > 0$), the prospect utility $J(\theta)$ in sub-problem (P1) can be rewritten as

$$J(\theta) = \int_0^\infty x^\alpha d[-w_+(S_D(x))] - \int_{-\infty}^0 k(-x)^\beta d[w_-(F_D(x))]$$

$$= \int_0^\infty z^\alpha d[-w_+(S_D(z))] \cdot \theta^\alpha - \int_{-\infty}^0 (-z)^\beta d[w_-(F_D(z))] \cdot k\theta^\beta.$$ 

We define, for any $\mathcal{F}_T$ measurable random variable $Z$, that

$$g_1(Z) := \int_0^\infty z^\alpha d[-w_+(S_D(z))],$$

$$l_1(Z) := \int_{-\infty}^0 (-z)^\beta d[w_-(F_D(z))].$$

(10)
In general, $g_1(Z)$ (or $l_1(Z)$) can be understood as the prospect value of gains (or losses) of random wealth $X$ with $X - B = Z$. In our setting here, $g_1(Z_1)$ and $l_1(Z_1)$ are exactly the prospect value of gains and the prospect value of losses (differ by a scalar $k$) of $W(1)$, which is the terminal wealth associated with the strategy $\theta = 1$. Mathematically, we have $g_1(Z_1) = V^+(W(1))$ and $k \cdot l_1(Z_1) = V^-(W(1))$.

With the definitions of $g_1$ and $l_1$, the prospect utility $J(\theta)$ is simplified as

$$J(\theta) = g_1(Z_1) \cdot \theta^\alpha - l_1(Z_1) \cdot \theta^\beta, \quad \theta \geq 0.$$ 

Define $K_1(Z_1)$ by

$$K_1(Z_1) := \frac{g_1(Z_1)}{l_1(Z_1)}. \quad (11)$$

Since $\mathbb{P}(A_1) > 0$, $K_1(Z_1)$ is well defined and $K_1(Z_1) > 0$. Notice that $K_1(Z)$ shares similar features as the Omega Measure proposed by [17], see [2, Section 4.1] for comparisons.

We summarize the solution to sub-problem (P1) below.

**Theorem 2** If Assumption 1 holds, then the optimal solution $\theta^*$ to sub-problem (P1) is obtained from one of the following scenarios.

1. $\theta^* = 0$ if either (a) $\mathbb{P}(A_1) = 1$ or (b) $0 < \mathbb{P}(A_1) < 1$, $\alpha = \beta$, and $k > K_1(Z_1)$ holds.
2. $\theta^* = \theta_1$, given by (9), if $0 < \mathbb{P}(A_1) < 1$ and $\alpha < \beta$.
3. Any $\theta^* \in [0, +\infty)$ is an optimal solution if $0 < \mathbb{P}(A_1) < 1$, $\alpha = \beta$, and $k = K_1(Z_1)$.
4. $\theta^* = +\infty$ if $0 < \mathbb{P}(A_1) < 1$, $\alpha = \beta$, and $k < K_1(Z_1)$.

**Proof** If $\mathbb{P}(A_1) = 1$, then the probability of suffering losses is 1 for all long strategies $\theta \geq 0$. Thus it is never optimal to buy the risky asset, i.e., $\theta^* = 0$. Mathematically, $\mathbb{P}(A_1) = \mathbb{P}(Z_1 < 0) = 1 \Rightarrow g_1(Z_1) = 0$. Then we have

$$J(\theta) = -l_1(Z_1) \cdot \theta^\beta < J(0) = 0, \quad \text{for all } \theta > 0,$$

which directly indicates $\theta^* = 0$.

We next consider the non-trivial case: $0 < \mathbb{P}(A_1) < 1$.

Differentiating $J(\theta)$ gives

$$J'(\theta) = l_1(Z_1) \theta^{\alpha-1} \left[ \alpha \cdot K_1(Z_1) - \beta k \cdot \theta^\beta - \alpha \right].$$

If $\alpha = \beta$, we have $\text{sign}(J'(\theta)) = \text{sign}(K_1(Z_1) - k)$. Hence, $J(\theta)$ is either a strictly decreasing or strictly increasing function or a constant, depending on the value of $k$. If the condition in Case (4) is satisfied, $J(\theta)$ is strictly increasing and $\lim_{\theta \to \infty} J(\theta) = +\infty$. Thus (P1) is an ill-posed problem.

If $\alpha < \beta$, then $\theta_1$, defined by (9), is the unique solution to $J'(\theta) = 0$ on the positive axis. Furthermore, $J'(\theta) > 0$ for all $\theta \in (0, \theta_1)$ and $J'(\theta) < 0$ for all $\theta \in (\theta_1, \infty)$. Therefore, $\theta_1$ is the unique maximizer to (P1). \qed

### 3.3 Solution to sub-problem (P2)

Due to the no short-selling constraint in Assumption 1, we have $\gamma_0 + \theta \geq 0$ for all $\gamma_0 \leq \theta \leq 0$. So the liquidation order at terminal time $T$ is to sell all the risky assets.

Recall $Z_2 = (1 - \lambda)(R - r)$, we obtain in this case that

$$D = W(\theta) - B = Z_2 \cdot \theta.$$
Define set $A_2$ by $A_2 := \{Z_2 > 0\} = \{R > r\}$. Since investment $\theta$ is restricted to short strategies ($\theta \leq 0$) in this subsection, the difference $D$ is negative on set $A_2$, meaning that set $A_2$ is the set of losses for the investor.

In this case, we obtain $J(\theta)$ as follows:

$$
J(\theta) = \int_{0}^{\infty} x^\alpha d[-w_+(S_D(x))] - \int_{-\infty}^{0} k(-x)^\beta d[w_-(F_D(x))]
$$

$$
= \int_{-\infty}^{0} (-z)^\alpha d\left[w_+\left(F_{Z_2}(z)\right)\right] (\theta)^\alpha - \int_{0}^{\infty} z^\beta d\left[-w_-\left(S_{Z_2}(z)\right)\right] \cdot k(-\theta)^\beta,
$$

where we have applied the change of variable $x = z\theta$ ($\theta < 0$) in the second equality.

We define, for any $\mathcal{F}_T$ measurable random variable $Z$, that

$$
g_2(Z) : = \int_{-\infty}^{0} (-z)^\alpha d\left[w_+\left(F_{Z}(z)\right)\right],
$$

$$
l_2(Z) : = \int_{0}^{\infty} (z)^\beta d\left[-w_-\left(S_{Z}(z)\right)\right].
$$

(12)

The economic meanings of $g_2(Z)$ and $l_2(Z)$ are similar to those of $g_1(Z)$ and $l_1(Z)$, except the gains/losses are located on exactly opposite tails due to the different signs of $\theta$ in two cases.

Define $K_2(Z_2)$ by

$$
K_2(Z_2) := \frac{g_2(Z_2)}{l_2(Z_2)},
$$

(13)

which is well defined and strictly positive if $\mathbb{P}(A_2) > 0$.

Using the notations of $g_2(\cdot)$ and $l_2(\cdot)$, we rewrite $J(\theta)$ as

$$
J(\theta) = g_2(Z_2) \cdot (-\theta)^\alpha - l_2(Z_2) \cdot k(-\theta)^\beta, \quad \text{for} \quad -y_0 \leq \theta \leq 0.
$$

The unique solution to $J'(\theta) = 0$ on the negative axis is $\theta_2$, given by (9).

We directly provide the results to sub-problem (P2). Please refer to Theorem 2 for a similar proof.

**Theorem 3** If Assumption 1 holds, then the optimal solution $\theta^*$ to sub-problem (P2) is obtained from one of the following scenarios.

1. $\theta^* = 0$ if either (a) $\mathbb{P}(A_2) = 1$ or (b) $0 < \mathbb{P}(A_2) < 1$, $\alpha = \beta$, and $k > K_2(Z_2)$ holds.
2. $\theta^* = \theta_2$, given by (9), if $0 < \mathbb{P}(A_2) < 1$, $\alpha < \beta$, and $\theta_2 \geq -y_0$.
3. Any $\theta^* \in [-y_0, 0]$ is an optimal solution if $0 < \mathbb{P}(A_2) < 1$, $\alpha = \beta$, and $k = K_2(Z_2)$.
4. $\theta^* = -y_0$ if one of the following conditions holds:
   (a) $\mathbb{P}(A_2) = 0$;
   (b) $0 < \mathbb{P}(A_2) < 1$, $\alpha = \beta$, and $k < K_2(Z_2)$;
   (c) $0 < \mathbb{P}(A_2) < 1$, $\alpha < \beta$, and $\theta_2 < -y_0$.

**Remark 4** Notice that $\mathbb{P}(A_1)$ is strictly positive but $\mathbb{P}(A_2)$ may be zero. Moreover, if $\mathbb{P}(A_2) = 0$, then $\mathbb{P}(A_1) = 1$. This finding helps reduce the cases in Theorem 1. We also observe that the optimal solution in Case (4) will change to $\theta^* = -\infty$ if the no short-selling constraint is dropped.
3.4 Discussions for $y_0 = 0$

To obtain the conclusions in Theorem 1, we suppose $y_0 > 0$ in Assumption 1. If the investor does not hold any risky asset at time 0 ($y_0 = 0$), we can remove the constraint of no short-selling and still obtain explicit solutions. Notice that $B = (1 + r)x_0$ when $y_0 = 0$, which is the most common choice for the reference point and is used by [2, 10, 21], and many others.

The solution to sub-problem (P1) is exactly the same as in Theorem 2. However, the solution to sub-problem (P2) here is different from the results in Theorem 3. Given $y_0 = 0$, we have $y_0 + \theta \leq 0$ for all $\theta \leq 0$ (recall $y_0 + \theta \geq 0$ in Sect. 3.3).

Define $Z_3 := 1 + R - (1 - \lambda)(1 + r)$. Then we have

$$D = W(\theta) - B = Z_3 \cdot \theta \quad \text{for all } \theta \leq 0.$$ 

Define the set of losses $A_3$ by $A_3 := \{Z_3 > 0\} = \{1 + R > (1 - \lambda)(1 + r)\}$. The non-arbitrage condition (1) implies $\mathbb{P}(A_3) > 0$, while $\mathbb{P}(A_2) = 0$ is possible in Sect. 3.3.

By replacing $Z_2$ by $Z_3$, $A_2$ by $A_3$ and removing Case (4a) in Theorem 2, we solve (P2) in the case of $y_0 = 0$. Then a similar theorem as Theorem 1 can be obtained easily for the case of $y_0 = 0$ without any constraint on investment strategies.

To study the connection between those two cases ($y_0 > 0$ and $y_0 = 0$), we modify the notations for $J(\theta)$. For initial position $(x_0, y_0)$ with $y_0 > 0$, we use $\tilde{J}(\theta; x_0, y_0)$ to replace $J(\theta)$. If we fix $x_0$ and $\theta$ and treat $\tilde{J}$ as a function of $y_0$, then $\tilde{J}$ becomes a continuous function in argument $y_0$. We then extend the definition of $\tilde{J}$ by

$$\tilde{J}(\theta; x_0, 0) = \lim_{y_0 \to 0} \tilde{J}(\theta; x_0, y_0) \quad \text{for all } x_0 \in \mathbb{R}, \theta \geq -y_0.$$ 

Denote the optimal strategy by $\tilde{\theta}^*$ when $y_0 > 0$ and the no short-selling constraint is imposed, i.e.,

$$\tilde{\theta}^*(x_0, y_0) = \arg \max_{\theta \geq -y_0} \tilde{J}(\theta; x_0, y_0).$$

Despite the notation difference, we clearly have $\tilde{\theta}^* = \theta^*$ given by Theorem 1. If the investor does not hold any risky asset at time 0 (i.e., $y_0 = 0$), we use $\tilde{J}(\theta; x_0)$ to replace $J(\theta)$, where $\theta \in \mathbb{R}$. Under those new notations,

$$\tilde{J}(\theta; x_0) = \tilde{J}(\theta; x_0, 0) \quad \text{for all } x_0 \in \mathbb{R}, \theta \geq -y_0.$$ 

If we extend the definition $\tilde{J}$ from $\theta \geq -y_0$ to $\theta \in \mathbb{R}$, then the above equality holds on the entire real line for $\theta$. Denote the optimal strategy by $\tilde{\theta}^*$ when $y_0 = 0$ and the no short-selling constraint is not imposed, i.e.,

$$\tilde{\theta}^*(y_0) = \arg \max_{\tilde{\theta} \in \mathbb{R}} \tilde{J}(\theta; x_0).$$

We have the following proposition regarding the optimal prospect of those two cases.

**Proposition 1** Given $x_0 \in \mathbb{R}$ and $y_0 > 0$, denote $x_{0,1} := x_0 + y_0$ and $x_{0,2} := x_0 + (1 - \lambda)y_0$. The inequality

$$\tilde{J}(\tilde{\theta}^*(x_0, y_0); x_0, y_0) \leq \tilde{J}(\tilde{\theta}^*(x_{0,1}); x_{0,1})$$

holds if neither of the two conditions in Case (8) of Theorem 1 is satisfied.
The inequality
\[
\tilde{J}(\tilde{\theta}^*(x_0, y_0); x_0, y_0) \geq \tilde{J}(\tilde{\theta}^*(x_0, 2); x_0, 2)
\]
holds if \(0 \leq \tilde{\theta}^*(x_0, 2) < \infty\).

**Proof** We first observe that \(\tilde{J}(\tilde{\theta}^*(x_0, y_0); x_0, y_0) < +\infty\) if and only if neither of the two conditions in Case (8) of Theorem 1 is satisfied. Consider investor \(I_1\) with initial portfolio \((x_0, y_0)\) and investor \(I_2\) with \(x_{01}\) in the riskless asset. No matter what strategy \(\theta\) investor \(I_1\) chooses, investor \(I_2\) can always choose \(\theta' = \theta + y_0\) to outperform investor \(I_1\). To see this fact, we discuss two scenarios:

1. If \(-\theta \geq 0\)
   At time 0 right after the investment decision, the portfolios of both investor \(I_1\) and investor \(I_2\) become \((x_0 - \theta, y_0 + \theta)\).
2. If \(-y_0 \leq \theta \leq 0\)
   At time 0 right after the investment decision, the portfolio of investor \(I_1\) is now \((x_0 - (1 - \lambda)\theta, y_0 + \theta)\) while the portfolio of investor \(I_2\) is still \((x_0 - \theta, y_0 + \theta)\). Notice \(x_0 - \theta \geq x_0 - (1 - \lambda)\theta\).

The above fact obviates the first inequality. If \(0 \leq \tilde{\theta}^*(x_0, 2) < \infty\), then \(\tilde{J}(\tilde{\theta}^*(x_0, 2); x_0, 2) < +\infty\) and \(\theta' = \tilde{\theta}^*(x_0, 2) - y_0 \geq -y_0\) is a feasible investment strategy for an investor with initial portfolio \((x_0, y_0)\). Following a similar argument as in the proof of the first inequality leads to \(\tilde{J}(\theta'; x_0, y_0) \geq \tilde{J}(\tilde{\theta}^*(x_0, 2); x_0, 2)\), implying the second inequality. \(\square\)

### 3.5 Discussions for \(\lambda = 0\)

In the model setup, we allow \(\lambda \geq 0\). The analysis and results in this section so far are more interesting when \(\lambda > 0\), since similar results are obtained in a frictionless market (corresponding to \(\lambda = 0\)), see, e.g., [2, 10, 21]. In the rest of this section, we conduct some comparisons for two cases when \(\lambda > 0\) and \(\lambda = 0\).

1. If \(\lambda > 0\), \(Z_1 = (1 - \lambda)(1 + R) - (1 + r) < Z_2 = (1 - \lambda)(R - r)\). If \(\lambda = 0\), \(Z_1 = Z_2 = R - r\).
2. Recall \(A_1 = \{Z_1 < 0\}\) and \(A_2 = \{Z_2 > 0\}\). Given non-arbitrage condition (1), \(0 < \mathbb{P}(A_1) \leq 1\) and \(0 \leq \mathbb{P}(A_2) \leq 1\) if \(\lambda > 0\); and \(0 < \mathbb{P}(A_1) < 1\) and \(0 < \mathbb{P}(A_2) < 1\) if \(\lambda = 0\).
3. If \(\lambda = 0\), then the results of Theorem 1 are reduced to those in a frictionless market (see, for instance, [2, Theorem 3.1] and [10, Theorem 3]). In addition, as a result of the previous comparison, several Cases in Theorem 1 will never happen, these cases include \((1a)–(1c), (2a), (3a), (4a)–(4c), (5a), (6a), and (8a)\).
4. Using the CPT definition (7), we rewrite \(g_i(Z_j),\) \(i, j = 1, 2\), defined in (10) and (12), as

\[
g_1(Z_1) = \int_0^\infty w_+(S_{Z_1}(z))du_+(z), \quad l_1(Z_1) = \frac{1}{k} \int_0^\infty w_-(-F_{Z_1}(-z))du_-(z),
\]
\[
g_2(Z_2) = \int_0^\infty w_+(F_{Z_2}(-z))du_+(z), \quad l_2(Z_2) = \frac{1}{k} \int_0^\infty w_-(-S_{Z_2}(z))du_-(z).
\]

If \(\lambda > 0\), we have \(Z_2 > Z_1\), which implies \(F_{Z_2}(z) \leq F_{Z_1}(z)\) for all \(z\) (strict inequality holds for some \(z\)). Furthermore, if \(Z_2\) is symmetrically distributed around 0 (equivalently,
\(R\) is symmetrically distributed around \(r\), we have, \(\forall z > 0\)
\[
F_{Z_2}(-z) = 1 - F_{Z_2}(z) \geq 1 - F_{Z_1}(z) = S_{Z_1}(z),
\]
\[
F_{Z_1}(-z) = 1 - S_{Z_1}(-z) \geq 1 - S_{Z_2}(-z) = S_{Z_2}(z).
\]
Therefore \(g_2(Z_2) > g_1(Z_1)\) and \(l_2(Z_2) < l_1(Z_1)\). Consequently, \(K_2(Z_2) > K_1(Z_1)\) holds, and then \(K_M = K_2(Z_2)\).

If \(\lambda = 0\), and \(Z_2\) is symmetrically distributed around 0, we have \(K_1(Z_1) = K_2(Z_2)\).

4 Explicit solution when \(R\) has a binomial distribution

In this section, we solve Problem 1 explicitly when the return of the risky asset \(R\) has a binomial distribution, specified by
\[
1 + R = \begin{cases} 
    u, & \text{with probability } 1 - p \\
    d, & \text{with probability } p
\end{cases}, 
\]
where \(u > d > 0\) and \(0 < p < 1\).

The non-arbitrage condition (1) in this model reads as
\[
u > (1 - \lambda)(1 + r) > (1 - \lambda)^2 d.
\]

Given a payoff \(\xi \in \mathcal{F}_T\), assume
\[
\xi = \begin{cases} 
    \xi_u, & \text{when } 1 + R = u \\
    \xi_d, & \text{when } 1 + R = d
\end{cases}.
\]

In what follows, we may denote \(\xi = (\xi_u, \xi_d)\) in the above sense. In the market modeled by (14), assume we can replicate \(\xi\) by strategy \(\theta_\xi\) and initial investment \(x_\xi\).

- If \(\xi_u \geq \xi_d\), then we obtain
  \[
  \theta_\xi = \frac{\xi_u - \xi_d}{(1 - \lambda)(u - d)}, \quad (15)
  \]
  \[
  x_\xi = \frac{1}{1 + r} \left( p_u^b \cdot \xi_u + p_d^b \cdot \xi_d \right), \quad (16)
  \]
  where \(p_u^b\) and \(p_d^b\) are defined by
  \[
  p_u^b := \frac{(1 + r) - (1 - \lambda)d}{(1 - \lambda)(u - d)}, \quad \text{and} \quad p_d^b := \frac{(1 - \lambda)u - (1 + r)}{(1 - \lambda)(u - d)}.
  \]

- If \(\xi_u < \xi_d\), then we obtain
  \[
  \theta_\xi = \frac{\xi_u - \xi_d}{u - d}, \quad (17)
  \]
  \[
  x_\xi = \frac{1}{1 + r} \left( p_u^s \cdot \xi_u + p_d^s \cdot \xi_d \right), \quad (18)
  \]

2 In this case, the replication strategy involves long the risky asset. \(\theta_\xi\) and \(x_\xi\) are solved from \((1 + r) \cdot (x_\xi - \theta_\xi) + (1 - \lambda)u \cdot \theta_\xi = \xi_u\) and \((1 + r) \cdot (x_\xi - \theta_\xi) + (1 - \lambda)d \cdot \theta_\xi = \xi_d\).

3 In this case, the replication strategy involves short the risky asset. \(\theta_\xi\) and \(x_\xi\) are solved from \((1 + r) \cdot (x_\xi - (1 - \lambda)\theta_\xi) + u \cdot \theta_\xi = \xi_u\) and \((1 + r) \cdot (x_\xi - (1 - \lambda)\theta_\xi) + d \cdot \theta_\xi = \xi_d\).
Remark 6 The reference point \( B \), given by (8), becomes

\[
B = (1 + r)x_0 \quad \text{when} \quad y_0 = 0.
\]

Recall (16) and (18), \( B \) can be also rewritten as

\[
B = p_u^b \cdot \xi_u + p_d^b \cdot \xi_d = p_u^s \cdot \xi_u + p_d^s \cdot \xi_d.
\]

Since \( y_0 = 0 \), we set \( x_\xi = x_0 \) and only consider investment strategies with initial wealth \( x_0 \).

Note that if \( \theta_\xi \) is a replication strategy, given by (15) or (17), \( W(\theta_\xi) = \xi \) and \( J(\theta_\xi) = V(\xi) \). In Assumption 2, we consider a piece-wise exponential utility function. A major difference between a piece-wise power utility and a piece-wise exponential utility is that prospect utility under the exponential utility is always finite, due to the fact that \( 0 \leq u_\pm(x) \leq \xi \) for all \( x \geq 0 \).

### 4.1 Main results

We separate the prime problem \( \sup_{\theta \in \mathbb{R}} J(\theta) \) into two sub problems:

\[
(P3) \sup_{\theta \geq 0} J(\theta) \quad \text{and} \quad (P4) \sup_{\theta < 0} J(\theta).
\]

The results in the previous Remark motivate us to consider two sets of random payoffs:

\[
\mathcal{E}^b := \{ \xi = (\xi_u, \xi_d) \in \mathcal{F}_T : \xi_u \geq \xi_d, p^b_u \cdot (\xi_u - B) + p^b_d \cdot (\xi_d - B) = 0 \},
\]

\[
\mathcal{E}^s := \{ \xi = (\xi_u, \xi_d) \in \mathcal{F}_T : \xi_u < \xi_d, p^s_u \cdot (\xi_u - B) + p^s_d \cdot (\xi_d - B) = 0 \},
\]

and two sub problems:

\[
(P3') \sup_{\xi \in \mathcal{E}^b} V(\xi) \quad \text{and} \quad (P4') \sup_{\xi \in \mathcal{E}^s} V(\xi).
\]

Notice that \( \xi \in \mathcal{E}^b \iff \theta_\xi \geq 0 \) and \( \xi \in \mathcal{E}^s \iff \theta_\xi < 0 \).\(^4\) In consequence, (P3) is equivalent to (P3') and (P4) is equivalent to (P4'). Once we have solved (P3') or (P4'), we can easily

\(^4\) The results explain the superscript notations in \( \mathcal{E}^b \) and \( \mathcal{E}^s \) ("b" stands for "buy" and "s" stands for "sell").
obtain the solution to (P3) [or (P4)] by using (15) (or (17)). Finally, Problem 1 is solved by a comparison of the maximal value of (P3) and (P4).

To present the main theorems, we make the following definitions:

\[
\bar{\zeta}_1 := w_+(1-p) - w(p), \quad \bar{\zeta}_2 := -\frac{p_u \cdot w_+(1-p)}{p_u \cdot w(p)},
\]

\[
\bar{\zeta}_1 := w_+(p) - w_-(1-p), \quad \bar{\zeta}_2 := -\frac{p_u \cdot w_+(p)}{p_u \cdot w_-(1-p)},
\]

and

\[
\theta_3 := \frac{1}{\eta((1-\lambda)(u+d) - 2(1+r))} \ln \left( \frac{\bar{\zeta}_2}{\zeta} \right),
\]

\[
\theta_4 := -\frac{1}{\eta(2(1-\lambda)(1+r) - (u+d))} \ln \left( \frac{\bar{\zeta}_2}{\zeta} \right).
\]

The solutions to (P3) and (P4) are summarized in Theorems 4 and 5, respectively. We provide detailed proofs for these two theorems in Sects. 4.2 and 4.3.

**Theorem 4** If Assumption 2 holds, we obtain explicit solutions to (P3) from the following cases.

1. **The optimal solution is** \( \theta^* = 0 \) and \( J(\theta^*) = 0 \) if one of the following conditions holds:
   (a) \( p_d^b \leq 0 \);
   (b) \( p_d^b = p_u^b > 0 \) and \( \zeta > \bar{\zeta}_1 \);
   (c) \( 0 < p_d^b < p_u^b \) and \( \zeta \geq \bar{\zeta}_1 \);
   (d) \( p_d^b > p_u^b > 0 \) and \( \zeta \geq \bar{\zeta}_2 \).

2. Any \( \theta^* \in [0, +\infty) \) is an optimal solution and \( J(\theta^*) = 0 \) if \( p_d^b = p_u^b > 0 \) and \( \zeta = \bar{\zeta}_1 \).

3. **The optimal solution is** \( \theta^* = +\infty \) and \( J(\theta^*) = w_+(1-p) - \zeta \cdot w_-(p) > 0 \) if one of the following conditions holds:
   (a) \( p_d^b = p_u^b > 0 \) and \( \zeta < \bar{\zeta}_1 \);
   (b) \( 0 < p_d^b < p_u^b \) and \( \zeta < \bar{\zeta}_1 \).

4. **The optimal solution is** \( \theta^* = \theta_3 \) and \( J(\theta^*) = J(\theta_3) > 0 \) if \( p_d^b > p_u^b > 0 \) and \( \zeta < \bar{\zeta}_2 \).

**Theorem 5** If Assumption 2 holds, we obtain explicit solutions to (P4) from the following cases.

1. **The optimal solution is** \( \theta^* = 0 \) and \( J(\theta^*) = 0 \) if one of the following conditions holds:
   (a) \( p_u^s \leq 0 \);
   (b) \( p_u^s = p_d^s > 0 \) and \( \zeta > \bar{\zeta}_1 \);
   (c) \( 0 < p_u^s < p_d^s \) and \( \zeta \geq \bar{\zeta}_1 \);
   (d) \( p_u^s > p_d^s > 0 \) and \( \zeta \geq \bar{\zeta}_2 \).

2. Any \( \theta^* \in (-\infty, 0) \) is an optimal solution and \( J(\theta^*) = 0 \) if \( p_u^s = p_d^s > 0 \) and \( \zeta = \bar{\zeta}_1 \).

3. **The optimal solution is** \( \theta^* = -\infty \) and \( J(\theta^*) = w_+(p) - \zeta \cdot w_-(1-p) > 0 \) if one of the following conditions holds:
(a) \( p_u^s = p_d^s > 0 \) and \( \xi < \xi_1 \);
(b) \( 0 < p_u^s < p_d^s \) and \( \xi < \xi_1 \).

4. The optimal solution is \( \theta^* = \theta_4 \) and \( J(\theta_4) > 0 \) if
\( p_u^s > p_d^s > 0 \) and \( \xi < \xi_2 \).

To simplify the citations from cases of the above two theorems, we introduce the notation [Th.4; 1] to denote Case (1) of Theorem 4. Similar notations apply to Theorem 5 as well.

According to Theorem 4, the maximal prospect of (P3) \( J(\theta^*) \) takes three possible values:
- 0 in [Th.4; 1, 2];
- \( w^+ + (1 - p) - \xi \cdot w^- > 0 \) in [Th.4; 3]; and
- \( J(\theta_3) > 0 \) in [Th.4; 4].

Regarding (P4), its maximal prospect \( J(\theta^*) \) also takes three possible values:
- 0 in [Th.5; 1, 2];
- \( w^+ + p - \xi \cdot w^- > 0 \) in [Th.5; 3]; and
- \( J(\theta_4) > 0 \) in [Th.5; 4]. By comparing the two maximal prospect of (P3) and (P4), we find the maximal prospect and the optimal investment strategy to Problem 1. The results in Theorems 4 and 5 immediately lead to Theorem 6 below.

**Theorem 6** If Assumption 2 holds, we obtain the optimal investment strategy \( \theta^* \) to Problem 1 through the following cases.

1. \( \theta^* = 0 \) if [Th.4; 1] and [Th.5; 1] hold simultaneously.
2. \( \theta^* = \theta_3 \) if [Th.4; 4] holds and one of the following satisfies as well:
   - (a) [Th.5; 1, 2] holds;
   - (b) [Th.5; 3] holds and \( J(\theta_3) \geq J(-\infty) \);
   - (c) [Th.5; 4] holds and \( J(\theta_3) \geq J(\theta_4) \).
3. \( \theta^* = \theta_4 \) if [Th.5; 4] holds and one of the following satisfies as well:
   - (a) [Th.4; 1, 2] holds;
   - (b) [Th.4; 3] holds and \( J(\theta_4) \geq J(+\infty) \);
   - (c) [Th.4; 4] holds and \( J(\theta_4) \geq J(\theta_3) \).
4. Any \( \theta^* \in [0, +\infty) \) is an optimal investment strategy if [Th.4; 2] and [Th.5; 1] hold simultaneously.
5. Any \( \theta^* \in (-\infty, 0) \) is an optimal investment strategy if [Th.4; 1] and [Th.5; 2] hold simultaneously.
6. Any \( \theta^* \in (-\infty, +\infty) \) is an optimal investment strategy if [Th.4; 2] and [Th.5; 2] hold simultaneously.
7. \( \theta^* = +\infty \) if [Th.4; 3] holds and one of the following satisfies as well:
   - (a) [Th.5; 1, 2] holds;
   - (b) [Th.5; 3] holds and \( J(+\infty) \geq J(-\infty) \);
   - (c) [Th.5; 4] holds and \( J(+\infty) \geq J(\theta_4) \).
8. \( \theta^* = -\infty \) if [Th.5; 3] holds and one of the following satisfies as well:
   - (a) [Th.4; 1, 2] holds;
   - (b) [Th.4; 3] holds and \( J(-\infty) \geq J(+\infty) \);
   - (c) [Th.4; 4] holds and \( J(-\infty) \geq J(\theta_3) \).

**Remark 7** Recall the definitions in (21) and (22), two candidates for the optimal investment \( \theta_3 \) and \( \theta_4 \) decrease in absolute amount when the risk aversion parameter \( \eta \) increases.

If \( \lambda \geq \tilde{\lambda} := \max\{1 - \frac{1}{1+u}, 1 - \frac{d}{1+d}\} \), both \( p_d^b, p_u^b \leq 0 \), then by Theorem 6, the optimal investment \( \theta^* = 0 \). This result shows the optimal investment largely depends on transaction costs. CPT investors will not trade the risky asset as long as \( \lambda \) is above the threshold \( \tilde{\lambda} \).
However, if there are no transaction costs in the market ($\lambda = 0$), then the non-arbitrage condition $d < 1 + r < u$ implies that $\tilde{\lambda} > \lambda = 0$.

We close this subsection by discussing the results of the above theorems when $\lambda = 0$. If $\lambda = 0$, the financial market is a frictionless one. Recall the definitions of $p^b_u$, $p^b_d$, $p^s_u$, and $p^s_d$. We simplify them as

$$p^b_u = p^s_u = \frac{1 + r - d}{u - d} := p_u > 0, \quad \text{and} \quad p^b_d = p^s_d = \frac{u - (1 + r)}{u - d} := p_d > 0,$$

where we have used the non-arbitrage condition to derive $p_u$, $p_d > 0$.

In consequence, we can drop all the cases with $p^b_d \leq 0$ or $p^s_d \leq 0$ in Theorems 4, 5, and 6. In addition, it is easier to list the results under three scenarios: $p_u = p_d$; $p_u > p_d$; and $p_u < p_d$, which shall reduce the cases of the theorems above. For instance, if $p_u < p_d$, then the optimal solution to Problem 1 is given by

$$\theta^* = \begin{cases} 0, & \text{if } \zeta \geq \max\{\tilde{\zeta}_2, \zeta_2\} \\ \theta_3, & \text{if } \zeta_2 \leq \zeta < \tilde{\zeta}_2 \text{ or } \zeta < \min\{\tilde{\zeta}_2, \zeta_2\} \text{ and } J(\theta_3) > J(\theta_4) \cdot \\ \theta_4, & \text{if } \zeta_2 > \zeta \geq \tilde{\zeta}_2 \text{ or } \zeta < \min\{\tilde{\zeta}_2, \zeta_2\} \text{ and } J(\theta_3) \leq J(\theta_4) \end{cases}$$

The above presentation of $\theta^*$ is also used in Sects. 4.2 and 4.3. Reformulating Theorems 4, 5, and 6 using the above presentation method for $\lambda = 0$ is straightforward, and is left as an exercise to interested readers.

### 4.2 Solution to sub-problem (P3)

In this subsection, we provide analysis and proofs for Theorem 4. Since (P3) and (P3$'$) are equivalent, we focus on (P3$'$): $\sup_{\xi \in \mathbb{Z}^b} V(\xi)$.

If $p^b_d \leq 0$, i.e., $u \leq \frac{1 + r}{1 + \lambda}$ (corresponding to $P(A_1) = 1$ in Sect. 3.2), then $V(\xi) \leq 0 = V((B, B))$. Hence $\xi^* = (B, B) \in \mathbb{Z}^b$, and $\theta^* = 0$ because of (15).

In the rest of this subsection, we study the non-trivial case where $p^b_d \in (0, 1)$. Immediately, we have $\xi_d - B \leq 0 \leq \xi_u - B$, and $\forall \xi \in \mathbb{Z}^b$,

$$B - \xi_d = \frac{p^b_u}{p^b_d} (\xi_u - B).$$

By the definition of CPT, we write $V(\xi)$ as

$$V(\xi) = w_+ (1 - p) \cdot u_+ (\xi_u - B) - w_- (p) \cdot u_- (B - \xi_d)$$

$$= w_+ (1 - p) \cdot u_+ (\xi_u - B) - w_- (p) \cdot u_- \left( \frac{p^b_u}{p^b_d} (\xi_u - B) \right) := L^b(\xi_u).$$

Then sub-problem (P3$'$) is equivalent to $\sup_{\xi_u \geq B} L^b(\xi_u)$.

$$- \; p^b_u = p^b_d$$

In this case, using Assumption 2, we rewrite $L^b(\xi_u)$ as

$$L^b(\xi_u) = (w_+ (1 - p) - \zeta \cdot w_- (p)) \cdot u_+ (\xi_u - B).$$

Since $u_+ (\xi_u - B)$ is an increasing function of $\xi_u$ and $w_+ (1 - p) > 0$,

$$\text{sign}(L^b)'(\xi_u) = \text{sign}(\xi_1 - \xi).$$
Recall \( \bar{\zeta}_1 = w_+ (1 - p) / w_-(p) \) defined in (19).

Therefore, we obtain the optimal payoff \( \xi^*_u \) by

\[
\xi^*_u = \begin{cases} 
B, & \text{when } \zeta > \bar{\zeta}_1 \\
[B, +\infty), & \text{when } \zeta = \bar{\zeta}_1 \\
+\infty, & \text{when } \zeta < \bar{\zeta}_1 
\end{cases}
\]

Hence, using (15) and \( \xi_d = 2B - \xi_u \), the optimal solution \( \theta^* \) to (P3) in \([0, +\infty)\) is given by

\[
\theta^* = \begin{cases} 
0, & \text{when } \zeta > \bar{\zeta}_1 \\
[0, +\infty), & \text{when } \zeta = \bar{\zeta}_1 \\
+\infty, & \text{when } \zeta < \bar{\zeta}_1 
\end{cases}
\]

We calculate \((L^b)'(\xi_u)\) as

\[
(L^b)'(\xi_u) = w_+ (1 - p) \cdot \eta e^{-\eta (\xi_u - B)} \left( 1 - \frac{\zeta}{\bar{\zeta}_2} e^{-\eta (p^b_u / p^b_d - 1)(\xi_u - B)} \right).
\]

If \( \zeta \leq \bar{\zeta}_2 \), then \((L^b)'(\xi_u) > 0\) for all \( \xi_u > B \). The prospect \( L^b(\xi_u) \) is a strictly increasing function of \( \xi_u \) (and thus \( \theta \)), hence the optimal investment in \([0, +\infty)\) is \( \theta^* = +\infty \).

If \( \zeta > \bar{\zeta}_2 \), we obtain

\[
(L^b)'(\xi^*_u) = 0 \iff \xi^*_u = B + \frac{\ln (\zeta / \bar{\zeta})}{\eta (p^b_u / p^b_d - 1)} > B,
\]

\((L^b)'(\xi_u) \geq 0 \iff \xi_u \geq \xi^*_u \), i.e., \( \xi^*_u \) is minimum.

The constraint \( \theta \in [0, +\infty) \) is equivalent to \( \xi_u \in [B, +\infty) \). The maximizer of \( \sup_{\xi_u} L^b(\xi_u) \) is \( B \) or \( +\infty \), namely,

\[
\sup_{\xi_u \in [B, +\infty)} L^b(\xi_u) = \max \{ L^b(B) = 0, L^b(+\infty) \},
\]

where

\[
L^b(+\infty) := \lim_{\xi_u \to +\infty} L^b(\xi_u) = w_+ (1 - p) - \zeta \cdot w_-(p).
\]

Apparently, \( L^b(+\infty) > 0 \iff \zeta < \bar{\zeta}_1 \).

In this scenario,

\[
\bar{\zeta}_2 = \frac{p^b_d}{p^b_u} \cdot \bar{\zeta}_1 < \bar{\zeta}_1.
\]

Then we obtain the optimal solution \( \theta^* \) to (P3) in \([0, +\infty)\)

\[
\theta^* = \begin{cases} 
0, & \text{if } \zeta \geq \bar{\zeta}_1 \\
+\infty, & \text{if } \zeta < \bar{\zeta}_1 
\end{cases}
\]
Due to the analysis above, we easily obtain that 
\[(L_b)'(\xi_u) < 0 \text{ when } \xi \geq \bar{\xi}_2, \text{ and thus} \theta^* = 0 \text{ in this scenario.}\]

If \(\xi < \bar{\xi}_2\), solving \((L_b)'(\xi_u) = 0\) gives
\[\xi_u^* = B + \frac{p_d^b}{\eta(p_d^b - p_u^b)} \ln \left( \frac{\bar{\xi}}{\eta} \right) > B,\]
and the corresponding replication strategy is obtained using (15)
\[\xi_u^* - B \leq 0 \leq \xi_d^* - B \quad \text{and} \quad B - \xi_u^* = \frac{p_d^s}{p_d^b}(\xi_d - B).\]

Hence,
\[V(\xi) = w_+(p) \cdot (\xi_d - B) - w_-(1 - p) \cdot u_-(B - \xi_d) = w_+(p) \cdot u_+(\xi_d - B) - w_-(1 - p) \cdot \left( \frac{p_d^s}{p_u^s}(\xi_d - B) \right) := L_s(\xi_d).\]

The first derivative of \(L_s(\xi_d)\) is calculated as
\[(L_s)'(\xi_d) = \eta e^{-\eta(\xi_d - B)} w_+(p) \left[ 1 - \frac{\xi}{\bar{\xi}_2} e^{-\eta(p_d^s - 1)(\xi_d - B)} \right],\]
where constant \(\bar{\xi}_2\) is defined by (20).

By (17), we derive
\[\theta = \frac{\xi_d - B}{p_u^s(u - d)}.\]

It is obvious that sub-problem (P4') and \(\sup_{\xi_d \geq B} L^s(\xi_d)\) are equivalent. The analysis is the same as for \(\sup_{\xi_u \geq B} L^b(\xi_u)\) in the previous subsection, and we summarize results below.

### 4.3 Solution to sub-problem (P4)

To solve (P4) and show Theorem 5, we study (P4') in this subsection.

If \(p_u^s \leq 0\), then \(V(\xi) \leq 0\) for all \(\xi \in \Xi^s\), and \(\theta^* = 0\).

In the remaining part, we consider the non-trivial case where \(p_u^s > 0\). \(\forall \xi \in \Xi^s\), we have \(\xi_u - B \leq 0 \leq \xi_d - B\), and
\[B - \xi_u = \frac{p_d^s}{p_d^b}(\xi_d - B).\]

Hence,
\[V(\xi) = w_+(p) \cdot u_+(\xi_d - B) - w_-(1 - p) \cdot u_-(B - \xi_u) = w_+(p) \cdot u_+(\xi_d - B) - w_-(1 - p) \cdot \left( \frac{p_d^s}{p_u^s}(\xi_d - B) \right) := L^s(\xi_d).\]

The first derivative of \(L^s(\xi_d)\) is calculated as
\[(L^s)'(\xi_d) = \eta e^{-\eta(\xi_d - B)} w_+(p) \left[ 1 - \frac{\xi}{\bar{\xi}_2} e^{-\eta(p_d^s - 1)(\xi_d - B)} \right],\]
where constant \(\bar{\xi}_2\) is defined by (20).

By (17), we derive
\[\theta = \frac{\xi_d - B}{p_u^s(u - d)}.\]
In this case, we have
\[
sign\left((L_s^\xi)'(\xi_d)\right) = \text{sign}\left(1 - \frac{\zeta}{\zeta_1}\right) = -\text{sign}\left(J'(\theta)\right),
\]
and then
\[
\theta^* = \begin{cases} 0, & \text{when } \zeta > \zeta_1, \\ (-\infty, 0), & \text{when } \zeta = \zeta_1, \\ -\infty, & \text{when } \zeta < \zeta_1. \end{cases}
\]

If \(\zeta < \zeta_2\), then \((L_s^\xi)'(\xi_d) > 0\) for all \(\xi_d > B\) and \(J'(\theta) < 0\) for all \(\theta < 0\). The optimal solution is thus \(\theta^* = -\infty\).

If \(\zeta > \zeta_2\), we obtain
\[
(L_s^\xi)'(\xi_d^\star) = 0 \iff \xi_d^\star = B + \frac{p_u^\star}{\eta(p_u^\star - p_d^\star)} \ln\left(\frac{\zeta_2}{\zeta}\right) > B,
\]
\[
(L_s^\xi)'(\xi_d) \gtrless 0 \iff \xi_d \gtrless \xi_d^\star, \text{i.e., } \xi_d^\star \text{ is minimum.}
\]

Therefore, the maximum will be achieved at the end or limit point, i.e.,
\[
\sup_{\theta \in (-\infty, 0]} J(\theta) = \max\{J(0) = 0, J(-\infty)\},
\]
where
\[
J(-\infty) := \lim_{\theta \to -\infty} J(\theta) = \lim_{\xi_d \to +\infty} L_s^\xi(\xi_d) = w_+(p) - \zeta \cdot w_-(1 - p).
\]
Notice that \(J(-\infty) > 0 \iff \zeta < \zeta_1\) and
\[
\zeta_2 = \frac{p_u^\star}{p_d^\star} \cdot \zeta_1 < \zeta_1.
\]

In conclusion, if \(p_u^\star < p_d^\star\), the optimal solution \(\theta^*\) to (P4) in \((-\infty, 0]\) is given by
\[
\theta^* = \begin{cases} 0, & \text{if } \zeta \geq \zeta_1, \\ -\infty, & \text{if } \zeta < \zeta_1. \end{cases}
\]

If \(\zeta \geq \zeta_2\), then \((L_s^\xi)'(\xi_d) < 0\) for all \(\xi_d > B\) and \(J'(\theta) > 0\) for all \(\theta < 0\), so the optimal solution \(\theta^* = 0\).

If \(\zeta < \zeta_2\), we obtain
\[
(L_s^\xi)'(\xi_d^\star) \gtrless 0 \iff \xi_d \gtrless \xi_d^\star,
\]
which implies that \(\xi_d^\star = \arg \max L_s^\xi(\xi_d)\).

For \((\xi_u^\star, \xi_d^\star)\), where \(\xi_u^\star\) satisfies \(p_u^\star \cdot (\xi_u^\star - B) + p_d^\star \cdot (\xi_d^\star - B) = 0\), the corresponding replication strategy is given by
\[
\frac{\xi_u^\star - \xi_d^\star}{u - d} = -\frac{\xi_d^\star - B}{p_u^\star(u - d)} = -\frac{\ln\left(\frac{\zeta_2}{\zeta}\right)}{\eta(u - d)(p_u^\star - p_d^\star)} = \theta_4,
\]
Table 1  Summary statistics of annualized risk-free return

| Obs. | Mean       | Median     | SD     | Skewness |
|------|------------|------------|--------|----------|
| 183  | 0.0779%    | 0.0696%    | 0.1240 | 0.4317   |

where $\theta_4$ is defined by (22).

We then obtain the optimal solution $\theta^*$ to (P4) in $(-\infty, 0]$ as

$$\theta^* = \begin{cases} 
0, & \text{if } \zeta \geq \zeta_2 \\
\theta_4, & \text{if } \zeta < \zeta_2 
\end{cases}$$

5 Economic analysis

In this section, we conduct an economic analysis to study how the optimal investment strategy is affected by transaction costs and risk aversion. The calculations in Sect. 4 are straightforward as long as the binomial model (14) has been estimated. However, under Tversky and Kahneman’s weighting functions (4) or Prelect’s weighting functions (5), the numerical calculations for $K_1(Z_1)$ and $K_2(Z_2)$ (two integrals) in Sect. 3 are very complicated even when the risky return $1 + R$ is normally distributed or lognormally distributed. In what follows, we obtain numerical results based on the model in Sect. 3 and conclusions from Theorem 1.

5.1 Data and model parameters

We consider optimal investment problems in a single-period discrete model, so we select a relatively short time window. In the economic analysis thereafter, we select the time window to be 1 week, $T = 1$ week.

To estimate the risk-free interest rate $r$, we use 3-month EONIA (Euro OverNight Index Average) Swap Index bid close quotes between January 2, 2012 and June 30, 2015. There are 891 daily observations during the selected time period. To have more consistent data, we convert the daily frequency into weekly. The descriptive statistics for the weekly quotes are summarized in the Table 1.

Due to the right skewness, we choose the median as the estimate for the risk-free return. Then the weekly risk-free return $r$ is obtained by

$$r = (1 + 0.0696\%)^{1/52} - 1 = 1.3380 \times 10^{-5}.$$  

In order to estimate the distribution of the risky return $R$, we choose the weekly close quotes of FTSE (Financial Times Stock Exchange) 100 Index from January 2, 2012 to July 6, 2015. We calculate the log return of the FTSE 100 index and obtain

$$\mu = 3.2932 \times 10^{-4}, \text{ and } \sigma = 7.4383 \times 10^{-3}.$$
The QQ plot of $\ln(1 + R)$ versus standard normal in Fig. 1 suggests that $\ln(1 + R)$ is approximately normal. From now on, we assume $\ln(1 + R) \sim N(\mu, \sigma^2)$.

For the numerical calculations in this section, we select Tversky and Kahneman’s weight function (given by (4)) with parameters $\gamma = 0.61$ and $\delta = 0.69$.

We consider a piece-wise power utility function given by (2). The risk attitudes of a CPT investor depend on $\alpha$ and $\beta$. We separate the discussions into two cases: $\alpha = \beta$ and $\alpha < \beta$.

5.2 The case of $\alpha = \beta$

If $\alpha = \beta$, the optimal investment strategy is given by the corresponding cases in Theorem 1. In the analysis, we select $\alpha = \beta = 0.88$, as estimated in [32].

Since $\ln(1 + R)$ is normally distributed, we have $0 < \mathbb{P}(A_1), \mathbb{P}(A_2) < 1$. Then according to Theorem 1, we need to calculate $K_1(Z_1)$ and $K_2(Z_2)$ in order to obtain the optimal investment strategy $\theta^*$. The graphs of $K_1(Z_1)$ and $K_2(Z_2)$ as a function of transaction cost parameter $\lambda$ are provided in Figs. 2 and 3, respectively.

If $\lambda$ increases, i.e., $\lambda \uparrow$ (recall $Z_1 = (1 - \lambda)(1 + R) - (1 + r)$ and $Z_2 = (1 - \lambda)(R - r)$), both $Z_1$ and $Z_2$ will decrease ($Z_1 \downarrow$ and $Z_2 \downarrow$). Then immediately, we obtain $F_{Z_1} \uparrow$, $S_{Z_1} \downarrow$, $F_{Z_2} \uparrow$, and $S_{Z_2} \downarrow$, which, by definitions (10) and (12), imply that $g_1(Z_1) \downarrow$, $l_1(Z_1) \uparrow$, $g_2(Z_2) \uparrow$, and $l_2(Z_2) \downarrow$. All these results together suggest that $K_1(Z_1) \downarrow$ and $K_2(Z_2) \uparrow$, which are confirmed by Figs. 2 and 3.

From Figs. 2 and 3, we observe that $1 < K_1(Z_1) < 2.25$ and $K_2(Z_2) < 1$ for all $\lambda \in (0, 5\%)$. In [32], $k$ is estimated to be 2.25, then Case (1d) in Theorem 1 holds, and hence we obtain the optimal investment $\theta^* = 0$.

In this numerical example, the time window is chosen as one week and we have a “bear” market after the financial crisis of 2007–2008 during the selected period; thus, the difference
between investment returns $R(\omega) - r$ is small for most states $\omega \in \Omega$. With a longer time window and/or a better market performance, $R - r$ will increase, resulting in the increase of $Z_1$ and $Z_2$. Hence, we infer $K_1(Z_1)$ will be greater than 2.25 at certain model/market conditions when transaction costs are small. On the other hand, despite $K_2(Z_2)$ is an increasing function of $\lambda$ (then a decreasing function of $R - r$), $K_2(Z_2)$ is less sensitive to the change of $\lambda$ or $R - r$ comparing to $K_1(Z_1)$. Therefore, in a “bull” market, we may have the case $\max\{K_1(Z_1), K_2(Z_2)\} = K_1(Z_1) > k$ for small $\lambda$, which corresponds to Case (8b) in Theorem 1, and then $\theta^* = +\infty$. The economic interpretation for this scenario is that CPT investors should buy the risky asset as much as they can in a very good economy. For example, if we assume the price process of the risky asset is given by a geometric Brownian Motion with drift 15% and volatility 20% and the risk-free interest rate is $r = 5\%$. In addition, we select $\lambda = 1\%$ and $T = 1$ year. We find $K_1(Z_1) = 2.7144 > k = 2.25$ and $K_2(Z_2) = 0.3957$,
implying \( \theta^* = +\infty \) in this market model. Clearly, if \( \lambda \) is large enough (e.g., \( \lambda \to 1 \)), the optimal investment will be 0. In scenarios when \( K_1(Z_1) > k \) for small \( \lambda \), the impact of transaction costs on the optimal investment \( \theta^* \) is dramatic, because \( \theta^* = +\infty \) if \( \lambda \) is less than a critical threshold, but \( \theta^* = 0 \) if \( \lambda \) is greater than the threshold.

### 5.3 The case of \( \alpha < \beta \)

We next study the case of \( \alpha < \beta \) when \( \ln(1 + R) \) is normally distributed. We investigate the impact of the utility parameters, \( \alpha \) and \( \beta \), on the optimal investment strategy. In this particular study, we assume the investment constraint is not binding, and hence,

\[
\theta^* = \arg \max_{\{\theta_1, \theta_2\}} J(\theta),
\]

where \( \theta_1 \) and \( \theta_2 \) are given by (9). Remark 3 of Theorem 1 provides conditions when \( \theta^* = \theta_1 \) or \( \theta_2 \), see also [10, Appendix].

First, we fix \( \alpha = 0.88 \), and calculate \( \theta_1 \) and \( \theta_2 \) as functions of \( \beta \), where \( 0.88 < \beta < 1 \). The transaction cost parameter \( \lambda \) is chosen at 1%. In Fig. 4, the line marked in circle coincides with the dashed line, i.e., \( \theta^* = \theta_2 \), implying that the optimal strategy is to short the risky asset. Furthermore, we observe that \( \theta_1 \) is an increasing function of \( \beta \), but \( \theta_2 \) is a decreasing function of \( \beta \). Therefore, the optimal investment (in absolute amount) increases when \( \beta \) increases.

Next, we fix \( \beta = 0.88 \) and \( \lambda = 1\% \), and consider \( \alpha \in (0.6, 0.88) \). By following similar numerical calculations as in the previous study, we draw the graphs in Fig. 5. Comparing with the findings from Fig. 4, we obtain exactly opposite results regarding monotonicity. Namely, \( \theta_1 \) is a decreasing function of \( \alpha \) and \( \theta_2 \) is an increasing function of \( \alpha \). As before, we still have \( \theta^* = \theta_2 \). Therefore, this study shows that the optimal investment (in absolute amount) decreases as \( \alpha \) increases.

\(^{7}\) The increasing property of \( \theta_1 \) with respect to \( \beta \) is not that noticeable in Fig. 4, but is clearly supported by numerical values.
Lastly, we fix $\alpha = 0.8$ and $\beta = 0.88$, and consider $\lambda \in (0, 0.15\%]$ (between 0 and 15 bps). The results in this case are drawn in Fig. 6. Notice that we have $\theta^* = \theta_1$ only when transaction costs are small and $\theta^* = \theta_2$ otherwise. This result shows that transaction costs are crucial to the optimal investment strategy. Once the transaction cost parameter $\lambda$ increases beyond a certain threshold (7–8 bps in the numerical example), the optimal investment strategy will shift from “long position” to “short position” in the risky asset.

6 Conclusions

Prospect theory was proposed in [16], and further developed into cumulative prospect theory (CPT) in [32]. According to CPT, people evaluate uncertain outcomes by comparing them
to a reference point, which separates all the outcomes into gains and losses based on the comparison. In addition, people’s risk attitudes towards gains and losses are not universally risk averse. Instead, they exhibit fourfold patterns (see [32]):

risk aversion for gains and risk seeking for losses of high probability; risk seeking for gains and risk aversion for losses of low probability.

The experimental studies challenge some fundamental axioms of expected utility theory (EUT), which, by far, is still the most popular criterion in economics and finance when it comes to decision making with uncertainty.

In this paper, we consider a CPT investor in a single-period discrete-time financial model with transaction costs. The investor seeks the optimal investment strategy that maximizes the prospect value of his/her final wealth.

The main objective of our work is to obtain explicit solutions to the optimal investment problem with transaction costs under CPT. We obtain the optimal investment in explicit form to this problem in two examples when the utility function and the reference point are given in specific forms. We conduct an economic analysis to study the impact of transaction costs and risk aversion on the optimal investment. The results confirm that transaction costs play an important role in the optimal investment. There exist thresholds for the transaction cost parameter $\lambda$. In some cases, the optimal investment is 0 when $\lambda$ is above a threshold. In other cases, there exists a threshold for $\lambda$ which separates the optimal investment into “buy” strategies and “sell” strategies. When the investor’s preference is characterized by a piece-wise power utility $u(x) = x^\alpha \cdot 1_{x \geq 0} - k(-x)^\beta \cdot 1_{x < 0}$, we also observe that the optimal investment decreases in amount as $\alpha$ increases or $\beta$ decreases. However, such finding may not hold in general, as pointed out in [2, Section 5].

Acknowledgements The first author BZ acknowledges the financial support from the Technical University of Munich (TUM) through the TUM foundation fellowship. This work was done when BZ was a postdoctoral fellow at the Chair of Mathematical Finance of TUM. We are thankful to two anonymous referees for valuable comments and suggestions.

References

1. Barberis, N., Huang, M.: Stocks as lotteries: the implications of probability weighting for security prices. Am. Econ. Rev. 98(5), 2066–2100 (2008)
2. Bernard, C., Ghossoub, M.: Static portfolio choice under cumulative prospect theory. Math. Financ. Econ. 2(4), 277–306 (2010)
3. Berkelaar, A.B., Kouwenberg, R., Post, T.: Optimal portfolio choice under loss aversion. Rev. Econ. Stat. 86(4), 973–987 (2004)
4. Bernoulli, D.: Exposition of a new theory on the measurement of risk (translated by Louise Summer). Econometrica 22, 23–36 (1954)
5. Carassus, L., Rásonyi, M.: On optimal investment for a behavioral investor in multiperiod incomplete market models. Math. Financ. 25(1), 115–153 (2015)
6. Carassus, L., Rásonyi, M.: Maximization of nonconcave utility functions in discrete-time financial market models. Math. Oper. Res. 41(1), 146–173 (2015)
7. Carassus, L., Rásonyi, M., Rodrigues, A.M.: Non-concave utility maximisation on the positive real axis in discrete time. Math. Financ. Econ. 9(4), 325–349 (2015)
8. Carlier, G., Dana, R.: Optimal demand for contingent claims when agents have law invariant utilities. Math. Financ. 21(2), 169–201 (2011)
9. Davis, M., Norman, A.: Portfolio selection with transaction costs. Math. Oper. Res. 15(4), 676–713 (1990)
10. He, X.D., Zhou, X.Y.: Portfolio choice under cumulative prospect theory: an analytical treatment. Manag. Sci. 57(2), 315–331 (2011)
11. He, X.D., Zhou, X.Y.: Portfolio choice via quantiles. Math. Financ. 21(2), 203–231 (2011)
12. He, X.D., Zhou, X.Y.: Myopic loss aversion, reference point, and money illusion. Quant. Financ. 14(9), 1541–1554 (2014)
13. Jin, H.Q., Zhou, X.Y.: Behavioral portfolio selection in continuous time. Math. Financ. 18(3), 385–426 (2008)
14. Jin, H.Q., Zhou, X.Y.: Greed, leverage, and potential losses: a prospect theory perspective. Math. Financ. 23(1), 122–142 (2013)
15. Kabanov, Y., Safarian, M.: Markets with Transaction Costs. Springer, Berlin (2010)
16. Kahneman, D., Tversky, A.: Prospect theory: an analysis of decision under risk. Econometrica 47(2), 263–291 (1979)
17. Keating, C., Shadwick, W.: A universal performance measure. J. Perform. Meas. 6(3), 59–64 (2002)
18. Köbberling, V., Wakker, P.: An index of loss aversion. J. Econ. Theory 122, 119–131 (2005)
19. Magill, M., Constantinides, G.: Portfolio selection with transaction costs. J. Econ. Theory 13, 245–263 (1976)
20. Merton, R.: Lifetime portfolio selection under uncertainty: the continuous-time case. Rev. Econ. Stat. 51(3), 247–257 (1969)
21. Pirvu, T., Schulze, K.: Multi-stock portfolio optimization under prospect theory. Math. Financ. Econ. 6(4), 337–362 (2012)
22. Prelec, D.: The probability weighting function. Econometrica 66(3), 497–527 (1998)
23. Quiggin, J.: A theory of anticipated utility. J. Econ. Behav. Organ. 3(4), 323–343 (1982)
24. Rásonyi, M.: Optimal investment with nonconcave utilities in discrete-time markets. SIAM J. Financ. Math. 6(1), 517–529 (2015)
25. Rásonyi, M., Rodrigues, A.M.: Optimal portfolio choice for a behavioural investor in continuous-time markets. Ann. Financ. 9(2), 291–318 (2013)
26. Rásonyi, M., Rodrigues, A.M.: Continuous-time portfolio optimisation for a behavioural investor with bounded utility on gains. Electron. Commun. Probab. 19, 1–13 (2014)
27. Rieger, M., Bui, T.: Too risk-averse for prospect theory? Mod. Econ. 2(4), 691–700 (2011)
28. Rieger, M., Wang, M.: Cumulative prospect theory and the St. Petersburg paradox. Econ. Theory 28(3), 665–679 (2006)
29. Samuelson, P.: Lifetime portfolio selection by dynamic stochastic programming. Rev. Econ. Stat. 51(3), 239–246 (1969)
30. Shreve, S., Soner, M.: Optimal investment and consumption with transaction costs. Ann. Appl. Probab. 4(3), 609–692 (1994)
31. Tversky, A., Kahneman, D.: The framing of decisions and the psychology of choice. Nat. New Ser. 211(4481), 453–485 (1981)
32. Tversky, A., Kahneman, D.: Advances in prospect theory: cumulative representation of uncertainty. J. Risk Uncertain. 5(4), 297–323 (1992)
33. Von Neumann, J., Morgenstern, O.: Theory of Games and Economic Behavior. Princeton University Press, Princeton (1944)
34. Zou, B.: Optimal investment in hedge funds under loss aversion. Forthcoming in Int. J. Theor. Appl. Financ. doi:10.1142/S0219024917500145 (2017)