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Abstract

We prove sharp homogeneous improvements to L^1 weighted Hardy inequalities involving distance from the boundary. In the case of a smooth domain we obtain lower and upper estimates for the best constant of the remainder term. These estimates are sharp in the sense that they coincide when the domain is a ball or an infinite strip. In the case of a ball we also obtain further improvements.
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1 Introduction

Hardy’s inequality involving distance from the boundary of a convex set \( \Omega \subseteq \mathbb{R}^n; n \geq 1 \), asserts that
\[
\int_{\Omega} |\nabla u|^p \, dx \geq \left( \frac{p-1}{p} \right)^p \int_{\Omega} \frac{|u|^p}{d^p} \, dx, \quad p > 1,
\]
for all \( u \in C_c^\infty(\Omega) \), where \( d \equiv d(x) := \text{dist}(x, \mathbb{R}^n \setminus \Omega) \). Due to [HLP], [D], [MS] and [MMP] the constant appearing in (1.1) is optimal. After the pioneering results in [Mz] and [BrM], a sequence of papers have improved (1.1) by adding extra terms on its right hand side, see for instance [BFT2], [BFT3], [FMT3], [FTT] and primarily [BFT1] and [FMT1], [FMT2] where it was also noted that (1.1) remains valid with the sharp constant in more general sets than convex ones, and in particular in sets that satisfy \(-\Delta d \geq 0\) in the distributional sense.

In the case \( p = 1 \), (1.1) reduces to a trivial inequality, at least for sets having non positive distributional Laplacian of the distance function. However, in the one dimensional case, the following \( L^1 \) weighted Hardy inequality is well known:
\[
\int_0^\infty \frac{|u'(x)|}{x^{s-1}} \, dx \geq (s-1) \int_0^\infty \frac{|u(x)|}{x^s} \, dx, \quad s > 1,
\]
for all absolutely continuous functions \( u : [0, \infty) \to \mathbb{R} \), such that \( u(0) = 0 \). This is the special case \( p = 1 \) of Theorem 330 in [HLP]. Inequality (1.2) is, in fact, an equality for \( u \) increasing, and thus the constant on the right hand side is sharp.

In this work we are concerned with the higher-dimensional generalizations of (1.2). Let \( \Omega \subseteq \mathbb{R}^n (n \geq 2) \) be open and let \( d \equiv d(x) := \text{dist}(x, \mathbb{R}^n \setminus \Omega) \). We deal with inequalities of the type
\[
\int_{\Omega} \frac{|
abla u|^s}{d^{s-1}} \, dx \geq B_0 \int_{\Omega} \frac{|u|^s}{d^s} \, dx + B \int_{\Omega} V(d)|u| \, dx, \quad s \geq 1,
\]
valid for all \( u \in C_c^\infty(\Omega) \). Here \( V \) is a potential function, i.e., nonnegative and \( V \in L_1^\text{loc}(\mathbb{R}^+) \), and \( B_0 \geq 0, B \in \mathbb{R} \). Questions concerning sets for which this inequality is valid, sharp constants, possible improvements and optimal potentials will be studied. Our first Theorem reads as follows

**Theorem A** Let \( \Omega \) be a domain in \( \mathbb{R}^n \) with boundary of class \( C^2 \) satisfying a uniform interior sphere condition, and we denote by \( \mathcal{H} \) the infimum of the mean curvature of the boundary. Then there exists \( B_1 \geq (n-1)\mathcal{H} \) such that for all \( u \in C_c^\infty(\Omega) \) and all \( s \geq 1 \)
\[
\int_{\Omega} \frac{|
abla u|^s}{d^{s-1}} \, dx \geq (s-1) \int_{\Omega} \frac{|u|^s}{d^s} \, dx + B_1 \int_{\Omega} \frac{|u|}{d^{s-1}} \, dx.
\]
Let \( s \geq 2 \). If \( \Omega \) is a bounded domain in \( \mathbb{R}^n \) with boundary of class \( C^2 \) having strictly positive mean curvature, then the constant \( s-1 \) in the first term as well as the exponent \( s-1 \) on the
distance function on the remainder term in (1.4), are optimal. In addition, we have the following estimates
\[(n - 1)\mathcal{H} \leq B_1 \leq \frac{n - 1}{|\partial \Omega|} \int_{\partial \Omega} \mathcal{H}(y) dS_y,\] (1.5)
where \(\mathcal{H}(y)\) is the mean curvature of the boundary at \(y \in \partial \Omega\), and \(\mathcal{H}\) is its minimum value.

The following result, which is of independent interest, played a key role in establishing Theorem A

**Theorem B** Let \(\Omega \subset \mathbb{R}^n\) be a domain with boundary of class \(C^2\) satisfying a uniform interior sphere condition. Then \(\mu := (-\Delta d)dx\) is a signed Radon measure on \(\Omega\). Let \(\mu = \mu_{ac} + \mu_s\) be the Lebesgue decomposition of \(\mu\) with respect to \(L^n\), i.e. \(\mu_{ac} \ll L^n\) and \(\mu_s \perp L^n\). Then \(\mu_s \geq 0\) in \(\Omega\), and \(\mu_{ac} \geq (n - 1)\mathcal{H} dx\) a.e. in \(\Omega\), where \(\mathcal{H} := \inf_{y \in \partial \Omega} \mathcal{H}(y)\).

For domains with boundary of class \(C^2\) satisfying a uniform interior sphere condition, \(-\Delta d\) is a continuous function in a tubular neighborhood of the boundary and, moreover, \(-\Delta d(y) = (n - 1)\mathcal{H}(y)\) for any \(y \in \partial \Omega\). This fact together with Theorem B leads to

**Corollary** Let \(\Omega\) be a domain with boundary of class \(C^2\) satisfying a uniform interior sphere condition. Then \(\Omega\) is mean convex, i.e., \(\mathcal{H}(y) \geq 0\) for all \(y \in \partial \Omega\), if and only if \(-\Delta d \geq 0\) holds in \(\Omega\), in the sense of distributions.

We note that a set \(\Omega \subset \mathbb{R}^n\) with distance function having non positive distributional Laplacian, is shown in [4-5] and [13-15] to be the natural geometric assumption for the validity of various Hardy inequalities.

In special geometries we are able to compute the best constant \(B_1\) in (1.4):

In case \(\Omega\) is a ball of radius \(R\) then the upper and lower estimates (1.5) coincide, yielding \(B_1 = (n - 1)/R\). One then may ask whether (1.4) can be further improved. We provide a full answer to this question by showing that for \(s \geq 2\) one can add a finite series of \([s] - 1\) terms on the right hand side before adding an optimal logarithmic correction. More precisely we prove the following

**Theorem C** Let \(B_R\) be a ball of radius \(R\). Then, (i) For all \(u \in C^\infty_c(B_R)\), all \(s \geq 2, \gamma > 1\), it holds that
\[\int_{B_R} \frac{|\nabla u|}{d^{s-1}} dx \geq (s - 1) \int_{B_R} \frac{|u|}{d^s} dx + \sum_{k=1}^{[s]-1} \frac{n - 1}{R^k} \int_{B_R} \frac{|u|}{d^{s-k}} dx + \frac{C}{R^{s-1}} \int_{B_R} \frac{|u|}{d} X^\gamma \left(\frac{d}{R}\right) dx,\] (1.6)
where \(X(t) := (1 - \log t)^{-1}\), \(t \in (0, 1]\) and \(C \geq \gamma - 1\). The exponents \(s\) and \(s - k; k = 1, 2, \ldots, [s] - 1\), on the distance function, as well as the constants \(s - 1, (n - 1)/R^k; k = 1, 2, \ldots, [s] - 1\), in the first and the summation terms, respectively, are optimal. The last term in (1.6) is optimal in the sense that if \(\gamma = 1\), there is not positive constant \(C\) such that (1.6) holds.
(ii) For all $u \in C_c^\infty(B_R)$, all $1 \leq s < 2$, $\gamma > 1$, it holds that
\[
\int_{B_R} \frac{|\nabla u|}{d^{s-1}} \, dx \geq (s - 1) \int_{B_R} \frac{|u|}{d^s} \, dx + \frac{C}{R^{s-1}} \int_{B_R} \frac{|u|}{d} X^\gamma \left(\frac{d}{R}\right) \, dx,
\] (1.7)
where $X(t) := (1 \log t)^{-1}$, $t \in (0, 1]$ and $C \geq \gamma - 1$. The last term in (1.7) is optimal in the sense that if $\gamma = 1$, there is not positive constant $C$ such that (1.7) holds.

Note that this is in contrast with the results in case $p > 1$, where an infinite series involving optimal logarithmic terms can be added (see [BFT2]) and ([BFT3]).

In case $\Omega$ is an infinite strip, using a more general upper bound on $B_1$ (see Theorem 4.7), we prove that $B_1 = 0$. As a matter of fact the finite series structure of (1.6) disappears and only the final logarithmic correction term survives. More precisely

**Theorem D** Let $S_R$ be an infinite strip of inner radius $R$. For all $u \in C_c^\infty(S_R)$, all $s \geq 1$, $\gamma > 1$, there holds
\[
\int_{S_R} \frac{|\nabla u|}{d^{s-1}} \, dx \geq (s - 1) \int_{S_R} \frac{|u|}{d^s} \, dx + \frac{C}{R^{s-1}} \int_{S_R} \frac{|u|}{d} X^\gamma \left(\frac{d}{R}\right) \, dx,
\] (1.8)
where $C \geq \gamma - 1$. The last term in (1.8) is optimal in the sense that if $\gamma = 1$, there is not positive constant $C$ such that (1.8) holds.

The paper is organized as follows. In §2, recalling the semiconcavity properties of the distance function, we prove weighted $L^1$ Hardy inequalities in sets without regularity assumptions on the boundary. General open sets, sets with non negative distributional Laplacian of the distance function, as well as sets with positive reach are considered. Remainders for sets having finite inner radius are obtained in the first two cases and extremal domains are given. The results imply in particular inequality (1.8). In §3, after recalling further properties of the distance function for smooth domains, we prove Theorem B. Theorem A and the optimality in Theorem D is then proved in §4, where also an interesting lower bound for the Cheeger constant of smooth, strictly mean convex domains is deduced (see Corollary 4.6). In §5, Theorem C is proved and in the final section we discuss $L^p$ analogs of our results.

After this work was completed we found that Corollary following Theorem B of this introduction is also noted in [LL]. It turns out this is originally due to Gromov (see [Gr]-pg 18-19). For proofs of this corollary (different from the one in this paper) see [LLL] and [Gr]-§5.

## 2 Inequalities in sets without regularity assumptions on the boundary

Since all inequalities of this paper will follow by the integration by parts formula, we formalize it as follows: let $\Omega$ be an open set in $\mathbb{R}^n$ and $T$ be a vector field on $\Omega$. Integrating by parts and
using elementary inequalities, we get
\[ \int_{\Omega} |T||\nabla u| \, dx \geq \int_{\Omega} \text{div}(T)|u| \, dx, \tag{2.1} \]
for all \( u \in C_c^\infty(\Omega) \), where we have also used the fact that \(|\nabla| = |\nabla| \text{ a.e. in } \Omega\).

### 2.1 General sets

In this subsection we recall some properties of the distance function to the boundary of a general open set and then prove various weighted \( L^1 \) Hardy inequalities.

Let \( \Omega \subseteq \mathbb{R}^n \) be open. We set \( d : \mathbb{R}^n \rightarrow [0, \infty) \) by \( d(x) := \inf\{|x - y| : y \in \mathbb{R}^n \setminus \Omega\} \). It is well known that \( d \) is Lipschitz continuous on \( \mathbb{R}^n \) and in particular \(|\nabla d| = 1 \text{ a.e. in } \Omega\) (see [F]-Theorem 4.8). The next property of \( d \) can be found for example in [CS]-Proposition 2.2.2.(i) & Proposition 1.1.3.(c),(e). We prove it for completeness.

**Lemma 2.1.** Let \( \Omega \subseteq \mathbb{R}^n \) be open. It holds that
\[ -d\Delta d \geq -(n - 1) \text{ in } \Omega \text{ in the sense of distributions.} \tag{2.2} \]

**Proof.** Estimate (2.2) rests on the fact that the function \( A : \mathbb{R}^n \rightarrow \mathbb{R} \) defined by \( A(x) := |x|^2 - d^2(x) \) is convex (see also [AmbM]-§2). To see this, we take \( x \in \mathbb{R}^n \) and let \( y \in \mathbb{R}^n \) be such that \( d(x) = |x - y| \). For any \( z \in \mathbb{R}^n \) we get
\[ A(x + z) + A(x - z) - 2A(x) = 2|z|^2 - (d^2(x - z) + d^2(x + z) - 2d^2(x)) \]
\[ \geq 2|z|^2 - (|x + z - y|^2 + |x - z - y|^2 - 2|x - y|^2) \]
\[ = 0. \]

Since \( A(x) \) is also continuous, we obtain that \( A(x) \) is convex (see [CS]-Proposition A1.2). It follows by [EvG]-§6.3-Theorem 2, that the distributional Laplacian of \( A \) is a nonnegative Radon measure on \( \mathbb{R}^n \). Since in \( \Omega \) we have \( \Delta A = 2(n - 1 - d\Delta d) \) in the sense of distributions, the result follows.

The weighted \( L^1 \) Hardy inequalities we obtain are deduced from the following basic fact

**Lemma 2.2.** Let \( \Omega \subseteq \mathbb{R}^n \) be open. For all \( u \in C_c^\infty(\Omega) \) and all \( s \geq 1 \)
\[ \int_{\Omega} \frac{|\nabla u|}{d^{s-1}} \, dx \geq (s - 1) \int_{\Omega} \frac{|u|}{d^s} \, dx + \int_{\Omega} \frac{|u|}{d^{s-1}} (-\Delta d) \, dx, \tag{2.3} \]
where \(-\Delta d \) is meant in the distributional sense. If \( \Omega \) is bounded, then equality holds for \( u_\varepsilon(x) = (d(x))^{s-1+\varepsilon} \in W_0^{1,1}(\Omega; d^{-(s-1)}, \varepsilon > 0 \).

**Proof.** Inequality (2.3) follows from (2.1) by setting \( T(x) = -(d(x))^{1-s}\nabla d(x) \) for a.e. \( x \in \Omega \), while the second statement is easily checked.
A covering of \( \Omega \) by cubes was used in [Avkh] to prove the next Theorem. We present an elementary proof.

**Theorem 2.3.** Let \( \Omega \subsetneq \mathbb{R}^n \) be open. For all \( u \in C_c^\infty(\Omega) \) and all \( s > n \), it holds that

\[
\int_{\Omega} \frac{|\nabla u|}{d^{s-1}} dx \geq (s - n) \int_{\Omega} \frac{|u|}{d^s} dx.
\]

(2.4)

**Proof.** Coupling (2.2) and (2.3), we get

\[
\int_{\Omega} \frac{|\nabla u|}{d^{s-1}} dx \geq (s - 1) \int_{\Omega} \frac{|u|}{d^s} dx - (n - 1) \int_{\Omega} \frac{|u|}{d^s} dx
\]

\[
= (s - n) \int_{\Omega} \frac{|u|}{d^s} dx.
\]

\[\Box\]

**Remark 2.4.** The constant appearing on the right hand side of (2.4) is just a lower bound for the best constant. The best constant in (2.4) differs from one open set to another. However, \( \mathbb{R}^n \setminus \{0\} \) serves as an extremal domain for Theorem 2.3. More precisely, letting \( \Omega = \mathbb{R}^n \setminus \{0\} \), we have \( d(x) = |x| \) and (2.4) reads as follows

\[
\int_{\mathbb{R}^n} \frac{|\nabla u|}{|x|^{s-1}} dx \geq (s - n) \int_{\mathbb{R}^n} \frac{|u|}{|x|^s} dx.
\]

(2.5)

for all \( u \in C_c^\infty(\mathbb{R}^n \setminus \{0\}) \). To illustrate the optimality of the constant on the right hand side of (2.5), we define the following function

\[
u_{\delta}(x) := \chi_{B_\eta \setminus B_\delta}(x), \quad x \in \mathbb{R}^n,
\]

where, for any \( r > 0 \), by \( B_r \) we henceforth denote the open ball of radius \( r \) with center at the origin. Here \( 0 < \delta < \eta \) and \( \eta \) is fixed. The distributional gradient of \( u_{\delta} \) is \( \nabla u_{\delta} = \nu_{\partial B_\delta} \delta_{\partial B_\delta} - \nu_{\partial B_\delta} \delta_{\partial B_\delta} \) where, for any \( r > 0 \), \( \nu_{\partial B_r} \) stands for the outward pointing unit normal vector field along \( \partial B_r = \{x \in \mathbb{R}^n : |x| = r\} \), and by \( \delta_{\partial B_r} \) we denote the Dirac measure on \( \partial B_r \). Moreover, the total variation of \( \nabla u_{\delta} \) is \( |\nabla u_{\delta}| = \delta_{\partial B_\delta} + \delta_{\partial B_\delta} \). Using the co-area formula, we get

\[
\int_{\mathbb{R}^n} \frac{|\nabla u_{\delta}|}{|x|^{s-1}} dx = \delta^{1-s} |\partial B_\delta| + \eta^{1-s} |\partial B_\eta| \int_{\delta} r^{-s} |\partial B_r| dr
\]

\[
= \delta^{n-s} + \eta^{n-s} \int_{\delta} r^{n-s-1} dr
\]

\[
= (s - n) \delta^{n-s} + \eta^{n-s} \delta^{n-s} - \eta^{n-s}
\]

\[
\rightarrow s - n, \quad \text{as} \ \delta \downarrow 0.
\]

Although not smooth, functions like \( u_{\delta} \) defined in (2.6) belong to \( BV(\mathbb{R}^n) \) (the space of functions of bounded variation in \( \mathbb{R}^n \)), and thus we can use a \( C_c^\infty \) approximation so that the calculation above to hold in the limit (see for instance [EvG]§5.2).
Theorem 2.5. Let Ω ⊂ ℝ^n be open and such that \( R := \sup_{x \in \Omega} d(x) < \infty \). For all \( u \in C^\infty_c(\Omega) \), all \( s \geq n \), \( \gamma > 1 \), it holds that

\[
\int_\Omega \frac{|\nabla u|}{d^{s-1}} \, dx \geq (s-n) \int_\Omega \frac{|u|}{d^s} \, dx + \frac{C}{R^{s-n}} \int_\Omega \frac{|u|}{d^n} X^{\gamma}(\frac{d}{R}) \, dx,
\]

(2.7)

where \( C \geq \gamma - 1 \).

Proof. We set \( T(x) = -(d(x))^{1-s}[1 - (d(x)/R)^s-n X^{\gamma-1}(d(x)/R)] \nabla d(x) \) for a.e. \( x \in \Omega \). Since \( |1 - (d(x)/R)^s-n X^{\gamma-1}(d(x)/R)| \leq 1 \) for all \( x \in \Omega \), we have

\[
\int_\Omega |T||\nabla u| \, dx \leq \int_\Omega \frac{|\nabla u|}{d^{s-1}} \, dx.
\]

Using the rule \( \nabla X^{\gamma-1}(d(x)/R) = (\gamma - 1)X^{\gamma}(d(x)/R) \frac{\nabla d(x)}{d(x)} \) for a.e. \( x \in \Omega \), we compute

\[
div(T) = (s-1)d^{-s}[1 - (d/R)^s-n X^{\gamma-1}(d/R)] + \frac{s-n}{R^{s-n}} d^{-n} X^{\gamma-1}(d/R)
\]

\[
+ \frac{\gamma-1}{R^{s-n}} d^{-n} X^{\gamma}(d/R) + d^{-s}[1 - (d/R)^s-n X^{\gamma-1}(d/R)](-\Delta d).
\]

Since \( 1 - (d(x)/R)^s-n X^{\gamma-1}(d(x)/R) \geq 0 \) for all \( x \in \Omega \), we use (2.2) on the last term of the above equality and a straightforward computation gives

\[
div(T) \geq (s-n)d^{-s} + \frac{\gamma-1}{R^{s-n}} d^{-n} X^{\gamma}(d/R).
\]

This means that

\[
\int_\Omega \text{div}(T) u \, dx \geq (s-n) \int_\Omega \frac{|u|}{d^s} \, dx + \frac{\gamma-1}{R^{s-n}} \int_\Omega \frac{|u|}{d^n} X^{\gamma}(d(R)) \, dx.
\]

and the result follows from (2.1).

Remark 2.6. A punctured domain serves as an extremal domain for Theorem 2.5. More precisely, let \( \Omega = U \setminus \{0\} \) where \( U \) is an open, connected subset of \( \mathbb{R}^n \) containing the origin and satisfying \( R := \sup_{x \in U} d(x) < \infty \). We define \( u_\delta \) as in (2.6), where \( \eta \) is fixed and sufficiently small such that \( d(x) = |x| \) in \( B_\eta \). For any \( s \geq n \), we have

\[
\int_\Omega \frac{\nabla u_\delta}{|x|^s} \, dx - (s-n) \int_\Omega \frac{|u_\delta|}{|x|^s} \, dx = \delta^{1-s} |\partial B_\delta| + \eta^{1-s} |\partial B_\eta| - (s-n) \int_\delta^\eta r^{-s} |\partial B_r| \, dr
\]

\[
= \delta^{n-s} - \eta^{n-s} - (s-n) \int_\delta^\eta r^{-n-s-1} \, dr
\]

\[
= \frac{2\eta^{n-s}}{\log \left( \frac{X(\eta/R)}{X(\delta/R)} \right)}
\]

Thus, for a punctured domain inequality (2.7) does not hold when \( \gamma = 1 \), as well as the exponent \( n \) on the second term of the right hand side in (2.7) cannot be increased.
Theorem 2.7. Let $\Omega \subset \mathbb{R}^n$ be open and such that $R := \sup_{x \in \Omega} d(x) < \infty$. For all $u \in C^\infty_c(\Omega)$ and all $s > n$, it holds that

$$\int_\Omega \frac{|\nabla u|}{d^{s-1}} dx - (s-n) \int_\Omega \frac{|u|}{d^s} dx \geq \frac{1}{R^{s-n}} \int_\Omega \frac{|\nabla u|}{d^{n-1}} dx. \quad (2.8)$$

Proof. We set $\overline{T}(x) = -(d(x))^{1-s}[1 - (d(x)/R)^{s-n}] \nabla d(x)$ for a.e. $x \in \Omega$. Since

$$|\overline{T}(x)| = (d(x))^{1-s}[1 - (d(x)/R)^{s-n}]$$

a.e. $x \in \Omega$, we have

$$\int_\Omega |\overline{T}| |\nabla u| dx = \int_\Omega \frac{|\nabla u|}{d^{s-1}} dx - \frac{1}{R^{s-n}} \int_\Omega \frac{|\nabla u|}{d^{n-1}} dx.$$

We also calculate

$$\text{div}(\overline{T}) = (s-1)d^{-s}[1 - (d/R)^{s-n}] + \frac{s-n}{R^{s-n}}d^{-n} + d^{1-s}[1 - (d/R)^{s-n}](\Delta d), \quad \text{in } \Omega,$$

in the distributional sense. Since $1 - (d(x)/R)^{s-n} \geq 0$ for all $x \in \Omega$, we may use Lemma 2.1 on the last term of the above equality and after a straightforward computation to obtain

$$\int_\Omega \text{div}(\overline{T}) |u| dx \geq (s-n) \int_\Omega \frac{|u|}{d^s} dx.$$

The result follows from (2.1). □

Remark 2.8. A punctured domain serves also as an extremal domain for Theorem 2.7. As before, letting $\Omega = U \setminus \{0\}$, where $U$ is an open, connected subset of $\mathbb{R}^n$ containing the origin and satisfying $R := \sup_{x \in U} d(x) < \infty$, we define $u_\delta$ as in (2.6) where $\eta$ is fixed and sufficiently small such that $d(x) = |x|$ in $B_\eta$. By the co-area formula, for any $\varepsilon \geq 0$ we have

$$\frac{\int_\Omega |\nabla u_\delta|}{|x|^{s-1}} dx - (s-n) \int_\Omega \frac{|u_\delta|}{|x|^s} dx = \frac{\delta^{1-s} |\partial B_\delta| + \eta^{1-s} |\partial B_\eta| - (s-n) \int_\delta \eta^{r-s} |\partial B_r| dr}{\delta^{1-n-\varepsilon} |\partial B_\delta| + \eta^{1-n-\varepsilon} |\partial B_\eta|}.$$

$$= \frac{\delta^{n-s} + \eta^{n-s} + \int_\delta \eta^{r-s} dr}{\delta^{1-\varepsilon} + \eta^{-\varepsilon}}.$$

$$= \frac{2\eta^{n-s}}{\delta^{1-\varepsilon} + \eta^{-\varepsilon}}.$$

$$= \left\{ \begin{array}{ll} o_\delta(1) & \text{if } \varepsilon > 0 \\ \eta^{n-s} & \text{if } \varepsilon = 0. \end{array} \right.$$

Note that if $\varepsilon = 0$ then $\eta^{n-s} \downarrow R^{n-s}$ as $\eta \uparrow R$. □
2.2 Sets with $-\Delta d \geq 0$ in the sense of distributions

In this subsection we assume that

$$-\Delta d \geq 0 \text{ in } \Omega, \text{ in the sense of distributions.} \quad (C)$$

This condition was first used in the context of Hardy inequalities in [3-4] and has been used intensively in [13-15]. As we will prove in §3, domains with sufficiently smooth boundary carrying condition (C) are characterized as domains with nonnegative mean curvature of their boundary. However, in this section we do not impose regularity on the boundary.

**Theorem 2.9.** Let $\Omega \subset \mathbb{R}^n$ be open and such that condition (C) holds. For all $u \in C_c^\infty(\Omega)$ and all $s > 1$, it holds that

$$\int_{\Omega} \frac{\lvert \nabla u \rvert}{d^{s-1}} \, dx \geq \left( s-1 \right) \int_{\Omega} \frac{|u|}{d^s} \, dx. \quad (2.9)$$

Moreover, the constant appearing on the right hand side of (2.9) is sharp.

**Proof.** Since (C) holds we may cancel the last term in (2.3) and (2.9) follows. To prove the sharpness of the constant, we pick $\epsilon \in \partial \Omega$ and define the family of $W^{1,1}_0(\Omega; d^{-(s-1)})$ functions by $u_\epsilon(x) := \phi(x)(d(x))^{s-1+\epsilon}$, $\epsilon > 0$, where $\phi \in C_c^\infty(B_{\delta}(y))$, $0 \leq \phi \leq 1$ and $\phi \equiv 1$ in $B_{\delta/2}(y)$, for some small but fixed $\delta$. We have

$$\frac{\int_{\Omega} \frac{\lvert \nabla u_\epsilon \rvert}{d^{s-1}} \, dx}{\int_{\Omega} \frac{|u_\epsilon|}{d^s} \, dx} \leq s - 1 + \epsilon + \frac{\int_{\Omega} \lvert \nabla \phi \rvert d^s \, dx}{\int_{\Omega} \phi d^{-1+\epsilon} \, dx} \leq s - 1 + \epsilon + \frac{C}{\int_{\Omega \cap B_{\delta/2}(y)} d^{-1+\epsilon} \, dx}, \leq s - 1 + o_\epsilon(1)$$

where $C$ is some universal constant (not depending on $\epsilon$).

**Remark 2.10.** In view of Theorem 2.9 and Lemma 2.2, we see that if $\Omega$ is bounded and condition (C) holds, then all constants appearing in (2.3) are optimal.

**Theorem 2.11.** Let $\Omega \subset \mathbb{R}^n$ be open and such that condition (C) holds. Suppose in addition that $R := \sup_{x \in \Omega} d(x) < \infty$. For all $u \in C_c^\infty(\Omega)$, all $s \geq 1$, $\gamma > 1$, it holds that

$$\int_{\Omega} \frac{\lvert \nabla u \rvert}{d^{s-1}} \, dx \geq \left( s-1 \right) \int_{\Omega} \frac{|u|}{d^s} \, dx + \frac{C}{R^{s-1}} \int_{\Omega} \frac{|u|}{d} X^\gamma \left( \frac{d}{R} \right) \, dx, \quad (2.10)$$

where $C \geq \gamma - 1$.

**Proof.** We set $T(x) := -(d(x))^{1-s}[1 - (d(x)/R)^{s-1}X^{\gamma-1}(d(x)/R)]\nabla d(x)$ for a.e. $x \in \Omega$. Since $|1 - (d(x)/R)^{s-1}X^{\gamma-1}(d(x)/R)| \leq 1$ for all $x \in \Omega$, we have

$$\int_{\Omega} \frac{\lvert T \rvert}{d^{s-1}} \, dx \leq \int_{\Omega} \frac{\lvert \nabla u \rvert}{d^{s-1}} \, dx.$$
Using the rule $\nabla X^{\gamma-1}(d(x)/R) = (\gamma - 1)X^\gamma(d(x)/R)\nabla d(x) / d(x)$ for a.e. $x \in \Omega$, by a straightforward calculation we arrive at
\[
\int_{\Omega} \text{div}(T)|u|dx = (s - 1)\int_{\Omega} \frac{|u|}{d^{s}}dx + \frac{\gamma - 1}{R^{s-1}}\int_{\Omega} \frac{|u|}{d}X^\gamma(d/R)dx
\]
\[
+ \int_{\Omega} \frac{|u|}{d^{s-1}}[1 - (d/R)^{s-1}X^{\gamma-1}(d/R)](-\Delta d)dx.
\]
Since $1 - (d(x)/R)^{s-1}X^{\gamma-1}(d(x)/R) \geq 0$ for all $x \in \Omega$ and also (C) holds, we may cancel the last term and the result follows by (2.1).

\begin{remark}
We prove in §4-Example 4.10 that an infinite strip is an extremal domain for Theorem 2.11. More precisely, if $\Omega = \{x = (x', x_n) : x' \in \mathbb{R}^{n-1}, 0 < x_n < 2R\}$ for some $R > 0$, then (2.10) fails for $\gamma = 1$ and thus the exponent 1 on the distance to the boundary in the remainder term of (2.10) cannot be increased.
\end{remark}

The counterpart of Theorem 2.7 reads as follows

\begin{theorem}
Let $\Omega \subseteq \mathbb{R}^n$ be open, satisfies condition (C) and $R := \sup_{x \in \Omega} d(x) < \infty$. Then for all $u \in C_c^\infty(\Omega)$ and all $s > 1$
\[
\int_{\Omega} \frac{\nabla u}{d^{s-1}}dx \geq (s - 1)\int_{\Omega} \frac{|u|}{d^{s}}dx + \frac{1}{R^{s-1}}\int_{\Omega} |\nabla u|dx.
\]
\end{theorem}

\begin{proof}
We insert $\tilde{T}(x) = -(d(x))^{1-s}[1 - (d(x)/R)^{s-1}]\nabla d(x)$; a.e. $x \in \Omega$, in (2.1). Since $(d(x)/R)^{s-1} \leq 1$ for all $x \in \Omega$ we have
\[
\int_{\Omega} |\tilde{T}||\nabla u|dx = \int_{\Omega} \frac{\nabla u}{d^{s-1}}dx - \frac{1}{R^{s-1}}\int_{\Omega} |\nabla u|dx.
\]
On the other hand
\[
\int_{\Omega} \text{div}(\tilde{T})|u|dx = (s - 1)\int_{\Omega} \frac{|u|}{d^{s}}dx + \int_{\Omega} \frac{|u|}{d^{s-1}}(1 - (d/R)^{s-1})(-\Delta d)dx
\]
\[
\geq (s - 1)\int_{\Omega} \frac{|u|}{d^{s}}dx,
\]
where now we have used again the fact that $(d(x)/R)^{s-1} \leq 1$ for all $x \in \Omega$ and also (C). The result follows.
\end{proof}

An infinite strip is an extremal domain for (2.11), in the following sense

\begin{lemma}
For fixed $R > 0$, set $S := \{x = (x', x_n) : x' \in \mathbb{R}^{n-1}, 0 < x_n < 2R\}$. Suppose that for some nonnegative $\alpha$ and $s \geq 1$, there holds
\[
\mathcal{C} := \inf_{u \in C_c^\infty(S) \setminus \{0\}} \tilde{Q}[u] \geq C_0 > 0,
\]

where
\[
\tilde{Q}[u] := \frac{\int_S |\nabla u| dx - (s-1) \int_S \frac{|u|}{\eta} dx}{\int_S |\nabla u| dx}.
\]

Then \(\alpha = 0\).

**Proof.** For \(s = 1\) it is obvious. Note also that it is enough to assume that \(0 < \alpha < 1\). Let \(s > 1\). Pick any \(\phi \equiv \phi(x') \in C_c^1(\mathbb{R}^{n-1})\) such that \(\text{sprt} \{\phi\} \subset B_1\), where \(B_1\) is the \(n-1\) dimensional open ball with radius 1 centered at \(0\). Let \(\delta > 0\) and set \(\phi_\delta \equiv \phi_\delta(x') := \phi(\delta x')\). Let also \(0 < \varepsilon < \eta \leq R\). We test \(C\) with \(u_{\varepsilon,\delta}(x) := \chi_{(\varepsilon,\eta)}(x_n)\phi_\delta(x')\). First note that
\[
\nabla u_{\varepsilon,\delta}(x) = (\chi_{(\varepsilon,\eta)}(x_n)\nabla x'\phi_\delta(x'), (\delta(x_n - \varepsilon) - \delta(x_n - \eta))\phi_\delta(x')),
\]
where \(\nabla x' = (\frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2}, \ldots, \frac{\partial}{\partial x_{n-1}})\). Thus
\[
|\nabla u_{\varepsilon,\delta}(x)| = \chi_{(\varepsilon,\eta)}(x_n)|\nabla x'\phi_\delta(x')| + (\delta(x_n - \varepsilon) + \delta(x_n - \eta))|\phi_\delta(x')|.
\]
Since \(\eta \leq R/2\) we may substitute \(d(x)\) by \(x_n\) in \(\tilde{Q}[u]\), and so
\[
\tilde{Q}[u_{\varepsilon,\delta}] = \frac{\int_S |\nabla u_{\varepsilon,\delta}| dx - (s-1) \int_S \frac{|u_{\varepsilon,\delta}|}{\eta} dx}{\int_S |\nabla u_{\varepsilon,\delta}| dx}
\]
\[
= \frac{\int_\varepsilon^n \int_{B_{1/\delta}} |\nabla x'\phi_\delta| dx'dx_n + (\frac{1}{\varepsilon^1} + \frac{1}{\eta^1}) \int_{B_{1/\delta}} |\phi_\delta| dx' - (s-1) \int_\varepsilon^n \int_{B_{1/\delta}} |\phi_\delta| dx'dx_n}{\int_\varepsilon^n \int_{B_{1/\delta}} |\nabla x'\phi_\delta| dx'dx_n + (\frac{1}{\varepsilon^1} + \frac{1}{\eta^1}) \int_{B_{1/\delta}} |\phi_\delta| dx'}
\]
\[
= \frac{K_\delta \int_\varepsilon^n x_n^{1-s}dx_n + M_\delta(\varepsilon^{-1} + \eta^{-1}) + M_\delta \int_\varepsilon^n (x_n^{1-s})' dx_n}{K_\delta \int_\varepsilon^n x_n^{-\alpha}dx_n + M_\delta(\varepsilon^{-\alpha} + \eta^{-\alpha})},
\]
where we have set \(K_\delta := \int_{B_{1/\delta}} |\nabla x'\phi_\delta(x')| dx'\) and \(M_\delta := \int_{B_{1/\delta}} |\phi_\delta(x')| dx'\). Performing the integration appeared in the last term of the numerator we arrive at
\[
\tilde{Q}[u_{\varepsilon,\delta}] = \frac{K_\delta \int_\varepsilon^n x_n^{1-s}dx_n + 2M_\delta\eta^{1-s}}{K_\delta \int_\varepsilon^n x_n^{-\alpha}dx_n + M_\delta(\varepsilon^{-\alpha} + \eta^{-\alpha})}.
\]
By the change of variables \(y' = \delta x'\) we obtain \(K_\delta = \delta^{2-n}K_1\) and \(M_\delta = \delta^{1-n}M_1\). Thus
\[
\tilde{Q}[u_{\varepsilon,\delta}] = \frac{\delta^{2-n}K_1 \int_\varepsilon^n x_n^{1-s}dx_n + 2\delta^{1-n}M_1\eta^{1-s}}{\delta^{2-n}K_1 \int_\varepsilon^n x_n^{-\alpha}dx_n + \delta^{1-n}M_1(\varepsilon^{-\alpha} + \eta^{-\alpha})}
\]
\[
= \frac{\delta K_1 \int_\varepsilon^n x_n^{1-s}dx_n + 2M_1\eta^{1-s}}{\delta K_1 \int_\varepsilon^n x_n^{-\alpha}dx_n + M_1(\varepsilon^{-\alpha} + \eta^{-\alpha})}.
\]
To proceed we distinguish cases:
• Let $1 < s < 2$. Then

$$
\tilde{Q}[u_{\varepsilon, \delta}] = \frac{\delta K_1 (\eta^{2-s} - \varepsilon^{2-s}) + 2 M_1 \eta^{1-s}}{\delta K_1 (1-\alpha - \epsilon^{1-\alpha}) + M_1 (\varepsilon^{-\alpha} + \eta^{-\alpha})} = o_\varepsilon(1).
$$

• Now let $s = 2$. Then

$$
\tilde{Q}[u_{\varepsilon, \delta}] = \frac{\delta K_1 \log(\eta/\varepsilon) + 2 M_1 \eta^{-1}}{\delta K_1 (1-\alpha - \epsilon^{1-\alpha}) + M_1 (\varepsilon^{-\alpha} + \eta^{-\alpha})} = o_\varepsilon(1).
$$

• Finally let $s > 2$. Then

$$
\tilde{Q}[u_{\varepsilon, \delta}] = \frac{\delta K_1 (\eta^{2-s} - \varepsilon^{2-s}) + 2 M_1 \eta^{1-s}}{\delta K_1 (1-\alpha - \epsilon^{1-\alpha}) + M_1 (\varepsilon^{-\alpha} + \eta^{-\alpha})}.
$$

We may set $\delta = \varepsilon^{s-2}$ so that $\tilde{Q}[u_{\varepsilon, \delta}] = o_\varepsilon(1).$  

2.3 Sets with positive reach

In this subsection we obtain an interpolation inequality between (2.4) and (2.9) via sets with positive reach.

Let $\emptyset \neq K \subseteq \mathbb{R}^n$ be closed and consider the distance function to $K$ i.e. $d_K : \mathbb{R}^n \to [0, \infty)$ with $d_K(x) = \inf\{|x - y| : y \in K\}$. Denote by $K_1$ the set of points in $\mathbb{R}^n$ which have a unique closest point on $K$, namely $K_1 = \{x \in \mathbb{R}^n : \exists! y \in K \text{ such that } d_K(x) = |x - y|\}$.

**Definition 2.15.** The reach of a point $x \in K$ is $\text{reach}(K, x) := \sup\{r \geq 0 : B_r(x) \subset K_1\}$. The reach of the set $K$ is $\text{reach}(K) := \inf_{x \in K} \text{reach}(K, x)$.

The above definition was introduced in [F] where it was also noted that $K$ is convex if and only if $\text{reach}(K) = \infty$.

**Lemma 2.16.** Let $\Omega \subset \mathbb{R}^n$ be open and set $h := \text{reach}(\Omega) \geq 0$. Then

$$(h + d)(-\Delta d) \geq -(n - 1) \text{ in } \Omega, \text{ in the sense of distributions,} \quad (2.12)$$

where $d \equiv d(x) = \inf\{|x - y| : y \in \mathbb{R}^n \setminus \Omega\}$.

**Proof.** If $h = 0$, this is Lemma 2.1. For $h > 0$ we set $\Omega_h = \{x \in \mathbb{R}^n : d(x) < h\}$. As in the proof of Lemma 2.1, the continuous function $\bar{A} : \mathbb{R}^n \to \mathbb{R}$ defined by $\bar{A}(x) = |x|^2 - d_{\bar{A}}^2(x)$ is convex, and thus the distributional Laplacian of $\bar{A}$ is a nonnegative Radon measure on $\mathbb{R}^n$. The result follows since for $x \in \Omega$ we have $d_{\bar{A}}(x) = d(x) + h$ (see also [F]-Corollary 4.9), and thus $\Delta \bar{A} = 2(n - 1 - (h + d) \Delta d) \geq 0$ in $\Omega$, in the sense of distributions.
Theorem 2.17. Let $\Omega \subset \mathbb{R}^n$ be open and set $h := \text{reach}(\Omega)$. Suppose in addition that $R := \sup_{x \in \Omega} d(x) < \infty$. For all $u \in C^\infty_c(\Omega)$ and all $s > \frac{h+nR}{h+R}$, it holds that

$$\int_{\Omega} \frac{|\nabla u|}{d^{s-1}} \, dx \geq \left( (s-1) \frac{h}{h+R} + (s-n) \frac{R}{h+R} \right) \int_{\Omega} \frac{|u|}{d^s} \, dx. \quad (2.13)$$

Proof. Inserting (2.12) to (2.3), we obtain

$$\int_{\Omega} \frac{|\nabla u|}{d^{s-1}} \, dx \geq (s-1) \int_{\Omega} \frac{|u|}{d^s} \, dx - (n-1) \int_{\Omega} \frac{|u|}{d^s} \frac{d}{h+d} \, dx,$$

$$= \int_{\Omega} \frac{(s-1)h + (s-n)d |u|}{h+d} \, dx \geq \frac{(s-1)h + (s-n)R}{h+R} \int_{\Omega} \frac{|u|}{d^s} \, dx,$$

where the last inequality follows since $R < \infty$ and $\frac{(s-1)h + (s-n)d}{h+d}$ is decreasing in $d$. \qed

Note that this inequality interpolates between the case of a general open set $\Omega \subset \mathbb{R}^n$, where we have $h = 0$ and the constant becomes $s - n$, and the case of a convex set $\Omega$, where $h = \infty$ and the constant becomes $s - 1$.

3 A lower bound on $-\Delta d$ and the role of mean convexity

Before stating our result in this section (Theorem B of the introduction), we gather some additional properties of the distance function to the boundary that will be in use.

From now on $\Omega$ will be a domain, i.e., an open and connected subset of $\mathbb{R}^n$. We will denote by $\Sigma$ the set of points in $\Omega$ which have more than one projection on $\partial \Omega$. If $x \in \Omega \setminus \Sigma$, then $\xi(x)$ will stand for its unique projection on the boundary.

The following Lemma follows from Lemmas 14.16 and 14.17 in [GTr].

Lemma 3.1. Let $\Omega \subset \mathbb{R}^n$ be a domain (possibly unbounded) with boundary of class $C^2$.

1. If in addition $\Omega$ satisfies a uniform interior sphere condition, then there exists $\delta > 0$ such that $\tilde{\Omega}_\delta := \{ x \in \overline{\Omega} : d(x) < \delta \} \subset \overline{\Omega} \setminus \Sigma$ and $d \in C^2(\tilde{\Omega}_\delta)$.

2. $d \in C^2(\overline{\Omega} \setminus \Sigma)$ and for any $x \in \overline{\Omega} \setminus \Sigma$, in terms of a principal coordinate system at $\xi(x) \in \partial \Omega$, it holds that

$$\nabla d(x) = \tilde{\nu}(\xi(x)) = (0, \ldots, 0, 1)
$$

$$1 - \kappa_i(\xi(x)) d(x) > 0 \text{ for all } i = 1, \ldots, n-1$$

$$[D^2 d(x)] = \text{diag}\left[ \frac{-\kappa_1(\xi(x))}{1 - \kappa_1(\xi(x)) d(x)}, \ldots, \frac{-\kappa_{n-1}(\xi(x))}{1 - \kappa_{n-1}(\xi(x)) d(x)} \right],$$

where $\tilde{\nu}(\xi(x))$ is the unit outer normal at $\xi(x) \in \partial \Omega$, and $\kappa_1(\xi(x)), \ldots, \kappa_{n-1}(\xi(x))$ are the principal curvatures of $\partial \Omega$ at the point $\xi(x) \in \partial \Omega$. 
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Remark 3.2. Part (2) of the above Lemma is proved in [GTr] only in \( \tilde{\Omega}_\delta \). However, it is also true for the largest open set contained in \( \Omega \setminus \Sigma \), i.e. \( \Omega \setminus \Sigma \) (see for instance [CrM], [LN], [CC], [Gj]).

Another known, important fact we will need is that domains with boundary of class \( C^2 \) satisfy \( \mathcal{L}^n(\Sigma) = 0 \). This is proved in [Mnn]-Errata-Sect 5.2 (see also [CrM] where however, only bounded domains are discussed). At last, we shall need the following Lemma for which we add the proof in correspondence to Lemmas 2.1 & 2.16 (see [CS]-Proposition 2.2.2.(ii) & Proposition 1.1.3.(c) and also [Ful]).

Lemma 3.3. Let \( \Omega \subset \mathbb{R}^n \) be open. The function \( \tilde{A} : \mathbb{R}^n \rightarrow \mathbb{R} \) defined by \( \tilde{A}(x) = C|x|^2/2 - d(x) \), is convex in any open ball \( B \subset \subset \Omega \), for any \( C \geq 1/\text{dist}(B, \partial\Omega) \).

Proof. First note that for all \( a, b \in \mathbb{R}^n \) with \( a \neq 0 \), we have

\[
|a + b| + |a - b| - 2|a| \leq \frac{|b|^2}{|a|}.
\] (3.1)

We choose an open ball \( B \subset \Omega \) with \( r := \text{dist}(B, \partial\Omega) > 0 \), and take \( x \in B \). Let \( y \in \partial\Omega \) be such that \( d(x) = |x - y| \). For any \( z \in \mathbb{R}^n \) such that \( x + z, x - z \in B \), we get

\[
\tilde{A}(x + z) + \tilde{A}(x - z) - 2\tilde{A}(x) = C|z|^2 - (d(x + z) + d(x - z) - 2d(x)) 
\geq C|z|^2 - (|x + z - y| + |x - z - y| - 2|x - y|)
\]

(by (3.1) for \( a = x - y \) and \( b = z \))

\[
\geq C|z|^2 - \frac{|z|^2}{|x - y|} 
\geq (C - 1/r)|z|^2.
\]

Since \( \tilde{A}(x) \) is also continuous, we obtain that \( \tilde{A}(x) \) is convex in \( B \) for any \( C \geq 1/r \).

To state our main result in this subsection, we denote by \( \mathcal{H}(y) := \frac{1}{n-1} \sum_{i=1}^{n-1} \kappa_i(y) \) the mean curvature of \( \partial\Omega \) at the point \( y \in \partial\Omega \).

Theorem 3.4. Let \( \Omega \subset \mathbb{R}^n \) be a domain with boundary of class \( C^2 \) satisfying a uniform interior sphere condition. Then \( \mu := (-\Delta d)dx \) is a signed Radon measure on \( \Omega \). Let \( \mu = \mu_{ac} + \mu_s \) be the Lebesgue decomposition of \( \mu \) with respect to \( \mathcal{L}^n \), i.e., \( \mu_{ac} \ll \mathcal{L}^n \) and \( \mu_s \perp \mathcal{L}^n \). Then \( \mu_s \geq 0 \) in \( \Omega \), and \( \mu_{ac} \geq (n-1)\mathcal{H}dx \) a.e. in \( \Omega \), where \( \mathcal{H} := \inf_{y \in \partial\Omega} \mathcal{H}(y) \).

Proof. Letting \( \delta \) be as in Lemma 3.1(1), we set \( \Omega_\delta = \{ x \in \Omega : d(x) < \delta \} \). Then \(-\Delta d\) is a continuous function on \( \Omega_\delta \) and so \( \mu^0 := (-\Delta d)dx \) is a signed Radon measure on \( \Omega_\delta \), absolutely continuous with respect to \( \mathcal{L}^n \).

Next, let \( \{B_i\}_{i \geq 1} \) be a cover of the set \( \Omega \setminus \Omega_\delta \), comprised of open balls \( B_i \) for which \( \text{dist}(B_i, \partial\Omega) > \delta/2 \) for all \( i \geq 1 \). According to Lemma 3.3, the function \( \tilde{A}(x) := |x|^2/\delta - d(x) \) is convex in each \( B_i \). From [EvG]-Sect 6.3-Theorem 2, we deduce that there exist nonnegative Radon measures \( \{\nu^i\}_{i \geq 1} \), respectively on \( \{B_i\}_{i \geq 1} \), such that

\[
\int_{B_i} \phi \Delta \tilde{A} dx = \int_{B_i} \phi d\nu^i,
\]

for all $\phi \in C_c^\infty(B_i)$. Since $\Delta \hat{A} = 2n/\delta - \Delta d$ in the sense of distributions, we get

$$
\int_{B_i} \phi(-\Delta d)dx = \int_{B_i} \phi d\nu^i - \frac{2n}{\delta} \int_{B_i} \phi dx, \tag{3.2}
$$

for all $\phi \in C_c^\infty(B_i)$, and thus $\mu^i := (-\Delta d)dx = \nu^i - \frac{2n}{\delta} dx$ is a signed Radon measure on $B_i$.

Let $\{\eta_i\}_{i \geq 1}$ be a $C^\infty$ partition of unity subordinated to the open covering $\{B_i\}_{i \geq 1}$ of $\Omega \setminus \Omega_{\delta}$, i.e.

$$
\eta_i \in C_c^\infty(B_i), \quad 0 \leq \eta_i(x) \leq 1 \text{ in } B_i \quad \text{and} \quad \sum_{i=1}^\infty \eta_i(x) = 1 \text{ in } \Omega \setminus \Omega_{\delta}.
$$

Further, for $x \in \Omega$ define $\eta_0(x) = 1 - \sum_{i=1}^\infty \eta_i(x)$. We then have

$$
\text{spur } \eta_0 \subset \Omega_{\delta}, \quad \eta_0(x) = 1 \text{ in } \Omega_{\delta/2} \quad \text{and} \quad \sum_{i=0}^\infty \eta_i(x) = 1 \text{ in } \Omega.
$$

We will now show that $\mu := \sum_{i=0}^\infty \eta_i \nu^i$ is a well defined signed Radon measure on $\Omega$, and $\mu = (-\Delta d)dx$. To find end, for any $\phi \in C_c^\infty(\Omega)$ we have

$$
\int_{\Omega} \phi(-\Delta d)dx = \sum_{i=0}^\infty \int_{\Omega} \phi \eta_i (-\Delta d)dx
$$

(by (3.2))

$$
= \int_{\Omega} \phi \eta_0 d\mu^0 + \sum_{i=1}^\infty \left( \int_{\Omega} \phi \eta_i d\nu^i - \frac{2n}{\delta} \int_{\Omega} \phi \eta_i dx \right)
$$

$$
= \int_{\Omega} \phi \eta_0 d\mu^0 + \int_{\Omega} \phi \sum_{i=1}^\infty \eta_i d\nu^i - \frac{2n}{\delta} \int_{\Omega} \phi \sum_{i=1}^\infty \eta_i dx
$$

$$
= \int_{\Omega} \phi \eta_0 d\mu^0 + \int_{\Omega} \phi \sum_{i=1}^\infty \eta_i d\mu^i
$$

$$
= \int_{\Omega} \phi d\mu,
$$

where the middle equality follows since $\nu^i$ are positive Radon measures and thus $\sum_{i=0}^m \eta_i \nu^i$ is increasing in $m$ (see [EvG]-Section 1.9).

Next, by the Lebesgue Decomposition Theorem ([EvG]-§1.3-Theorem 3), $\mu = \mu_{ac} + \mu_s$ where

$$
\mu_s = \sum_{i=0}^\infty \eta_i \mu_s^i = \sum_{i=1}^\infty \eta_i \mu_s^i = \sum_{i=1}^\infty \eta_i \nu_s^i \geq 0,
$$
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since \( \mu^i = \nu^i - \frac{2n}{\alpha} d x \) and \( \nu^i \) are nonnegative. Finally, from Lemma 3.1-(2) we get

\[
-\Delta d(x) = \sum_{i=1}^{n-1} \frac{\kappa_i(\xi(x))}{1 - \kappa_i(\xi(x))} d(x)
\]

\[
\geq \sum_{i=1}^{n-1} \kappa_i(\xi(x))
\]

\[
= (n-1) \mathcal{H}(\xi(x))
\]

\[
\geq (n-1) \mathcal{H}, \quad \forall x \in \Omega \setminus \Sigma.
\]

Now by Lemma 3.1-(2), \(-\Delta d\) is a continuous function on \( \Omega \setminus \Sigma \) and so

\[
\mu_{ac} = (-\Delta d) d x \geq (n-1) \mathcal{H} d x \text{ in } \Omega \setminus \Sigma.
\]

Recalling that \( L^n(\Sigma) = 0 \) when \( \partial \Omega \in C^2 \) and since \( \Omega = (\Omega \setminus \Sigma) \cup \Sigma \), we conclude \( \mu_{ac} \geq (n-1) \mathcal{H} d x \) a.e. in \( \Omega \).

**Definition 3.5.** A domain \( \Omega \) with boundary of class \( C^2 \) is said to be mean convex if \( \mathcal{H}(y) \geq 0 \) for all \( y \in \partial \Omega \).

Theorem 3.4 along with Lemma 3.1 provides us a characterization of mean convexity in terms of the distance function for sufficiently smooth domains. More precisely, we have the following

**Corollary 3.6.** Let \( \Omega \) be a domain with boundary of class \( C^2 \) satisfying a uniform interior sphere condition. Then \( \Omega \) is mean convex if and only if condition (C) holds, i.e., \(-\Delta d \geq 0\) holds in \( \Omega \), in the sense of distributions.

**Remark 3.7.** The resulting lower bound \(-\Delta d d x \geq (n-1) \mathcal{H} d x\), is optimal. To see this, assume first that \( \Omega \) is bounded and choose a point \( y_0 \in \partial \Omega \) such that \( \mathcal{H}(y_0) = \mathcal{H} \). Pick \( 0 \leq \phi_\delta \in C^\infty_c(\Omega) \), such that \( \text{supp} \{ \phi_\delta \} \subset B_\delta(y_0) \cap \Omega_\delta \), where \( \delta > 0 \), small. For sufficiently small \( \delta \), as \( x \in \Omega_\delta \) approaches \( y_0 \) we have \(-\Delta d(x) = (n-1) \mathcal{H} + O(d(x))\). Thus, as \( \delta \downarrow 0 \) we have \(-\Delta d(x) = (n-1) \mathcal{H} + o_\delta(1)\) for all \( x \in B_\delta(y_0) \cap \Omega_\delta \), and so

\[
\inf_{0 \leq \phi \in C^\infty_c(\Omega) \setminus \{0\}} \frac{\int_\Omega \phi(-\Delta d) d x}{\int_\Omega \phi d x} \leq \frac{\int_{B_\delta(y_0) \cap \Omega_\delta} \phi_\delta(-\Delta d) d x}{\int_{B_\delta(y_0) \cap \Omega_\delta} \phi_\delta d x} = (n-1) \mathcal{H} + o_\delta(1).
\]

If \( \Omega \) is unbounded, we may consider a sequence \( \{ y_n \} \subset \partial \Omega \) converging to \( y_0 \), and repeat the above argument for any such point, to obtain

\[
\inf_{0 \leq \phi \in C^\infty_c(\Omega) \setminus \{0\}} \frac{\int_\Omega \phi(-\Delta d) d x}{\int_\Omega \phi d x} \leq (n-1) \mathcal{H}(y_n) + o_\delta(1).
\]

Since \( \mathcal{H}(y) \) is a continuous function on \( \partial \Omega \), we end up by letting \( n \to \infty \).
4 Proof of Theorem A and Theorem D

Let $\Omega$ be a domain satisfying property (C). We define the quotient

$$Q_\beta[u] := \frac{\int_{\Omega} |\nabla u| d\nu - (s-1) \int_{\Omega} |u| d\nu}{\int_{\Omega} |u| d\nu}; \quad s > 1,$$

and we consider the following minimization problem

$$\mathcal{B}_\beta(\Omega) := \inf \{Q_\beta[u] : u \in C^\infty_c(\Omega) \setminus \{0\}; \quad 0 < \beta \leq s - 1.\]$$

The next Proposition shows that the essential range for $\beta$ is smaller.

**Proposition 4.1.** Let $\Omega$ be a domain with boundary of class $C^2$ satisfying property (C). If $s \geq 2$ then $\mathcal{B}_\beta(\Omega) = 0$ for all $0 < \beta < 1$. If $1 < s < 2$ then $\mathcal{B}_\beta(\Omega) = 0$ for all $0 < \beta \leq s - 1$.

**Proof.** For small $\delta > 0$, let $\Omega_\delta := \{x \in \Omega : d(x) < \delta\}$ and $\Omega_\delta^c = \Omega \setminus \Omega_\delta$. We test (4.1) with $u_\delta(x) = \chi_{\Omega_\delta^c}(x) \phi(x)$, where $\phi \in C^\infty_c(B_\varepsilon(y_0))$ for a fixed $y_0 \in \partial \Omega$ and sufficiently small $\varepsilon$, satisfying $\varepsilon > 3\delta$. We may suppose in addition that $0 \leq \phi \leq 1$ in $B_\varepsilon(y_0)$, $\phi \equiv 1$ in $B_{\varepsilon/2}(y_0)$ and $|\nabla \phi| \leq 1/\varepsilon$. This function is not in $C^\infty_c(\Omega)$, but since it is in $BV(\Omega)$ we can mollify the characteristic function so that the calculations below to hold in the limit. The distributional gradient of $u_\delta$ is $\nabla u_\delta = \chi_{\Omega_\delta^c} \nabla \phi - \bar{\nu} \delta_{\partial \Omega_\delta}$, where $\bar{\nu}$ is the outward pointing, unit normal vector field along $\partial \Omega_\delta^c$, and $\delta_{\partial \Omega_\delta^c}$ is the Dirac measure on $\partial \Omega_\delta^c$. Moreover, the total variation of $\nabla u_\delta$ is $|\nabla u_\delta| = \chi_{\Omega_\delta^c} |\nabla \phi| + \phi \delta_{\partial \Omega_\delta^c}$. Since $\partial \Omega_\delta^c = \{x \in \Omega : d(x) = \delta\}$, we obtain

$$Q_\beta[u_\delta] = \frac{\int_{\Omega_\delta^c} |\nabla \phi| d^{1-s}d\nu + \delta^{1-s} \int_{\partial \Omega_\delta^c} \phi d\Delta x - (s-1) \int_{\Omega_\delta^c} \phi d^{-s}d\nu}{\int_{\Omega_\delta^c} \phi d^{1-s}d\nu}. \quad (4.2)$$

Using the fact that $|\nabla d(x)| = 1$ for a.e. $x \in \Omega$, we may perform an integration by parts in the last term of the numerator as follows

$$(s-1) \int_{\Omega_\delta^c} \phi d^{-s}d\nu = - \int_{\Omega_\delta^c} \phi \nabla d \cdot \nabla d d^{-s}d\nu$$

$$= \int_{\Omega_\delta^c} [\nabla \phi \cdot \nabla d] d^{-s}d\nu + \int_{\Omega_\delta^c} \phi d^{-s} \Delta d d\nu - \delta^{1-s} \int_{\partial \Omega_\delta^c} \phi \nabla d \cdot \bar{\nu} d\nu.$$ 

Since $\nabla d$ is the inner unit normal to $\partial \Omega$, we have $\nabla d \cdot \bar{\nu} = -1$ and substituting the above equality in (4.2), the surface integrals will be canceled to get

$$Q_\beta[u_\delta] = \frac{\int_{\Omega_\delta^c} |\nabla \phi| - \nabla \phi \cdot \nabla d d^{1-s}d\nu + \int_{\Omega_\delta^c} \phi d^{1-s}(-\Delta d) d\nu}{\int_{\Omega_\delta^c} \phi d^{1-s}d\nu}. $$
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By the fact that $-\Delta d(x) \leq c$ for all $x \in \Omega_\delta \cap B_\epsilon$, and by the properties we imposed on $\phi$, we get

$$Q_\beta[u_\delta] \leq \frac{\frac{2}{\epsilon} \int_{\Omega_\delta \cap B_\epsilon} d^{1-s}dx + c \int_{\Omega_\delta \cap B_\epsilon} d^{1-s}dx}{\int_{\Omega_{\delta/2} \cap B_{\epsilon/2}} d^{\beta-s}dx} = c(\epsilon) \frac{\int_{\Omega_\delta \cap B_\epsilon} d^{1-s}dx}{\int_{\Omega_{\delta/2} \cap B_{\epsilon/2}} d^{\beta-s}dx} =: c(\epsilon) \frac{N(\delta)}{D(\delta)}.$$  

Using now the co-area formula we compute

$$N(\delta) = \int_{\delta}^{\epsilon} r^{1-s} \int_{\{x \in \Omega_\delta \cap B_\epsilon : d(x) = r\}} dS_x dr \leq c_1(\epsilon) \int_{\delta}^{\epsilon} r^{1-s} dr,$$

where $c_1(\epsilon) = \max_{r \in [0, \epsilon]} |\{x \in \Omega_\delta \cap B_\epsilon : d(x) = r\}|.$ Also,

$$D(\delta) = \int_{\delta}^{\epsilon/2} r^{\beta-s} \int_{\{x \in \Omega_\delta \cap B_{\epsilon/2} : d(x) = r\}} dS_x dr \geq \int_{\delta}^{\epsilon/3} r^{\beta-s} \int_{\{x \in \Omega_\delta \cap B_{\epsilon/2} : d(x) = r\}} dS_x dr \geq c_2(\epsilon) \int_{\delta}^{\epsilon/3} r^{\beta-s} dr,$$

where $c_2(\epsilon) = \min_{r \in [0, \epsilon/3]} |\{x \in \Omega_\delta \cap B_{\epsilon/2} : d(x) = r\}|.$ A direct computation reveals that if $s \geq 2$ then $Q_\beta[u_\delta] \leq o_\delta(1)$ for all $0 < \beta < 1$, and also if $1 < s < 2$ then $Q_\beta[u_\delta] \leq o_\delta(1)$ for all $0 < \beta \leq s - 1.$

### 4.1 Lower and upper estimates for $\mathcal{B}_1(\Omega)$

In this subsection we obtain upper and lower estimates for $\mathcal{B}_1(\Omega).$ In particular we prove Theorem A and the optimality in Theorem D of the introduction.

**Theorem 4.2 (Lower estimate).** Let $\Omega$ be a domain with boundary of class $C^2$ satisfying a uniform interior sphere condition. If $s \geq 1$ then

$$\mathcal{B}_1(\Omega) \geq (n - 1)\overline{\mathcal{H}},$$

where $\overline{\mathcal{H}}$ is the infimum of the mean curvature of $\partial \Omega.$

**Proof.** The estimate follows directly from (2.3) using Theorem 3.4.  

\[ \boxed{18} \]
Remark 4.3. By Theorem 2.9, if condition (C) is satisfied, then the first term in (2.3) is sharp. The passage from (2.3) to inequality (4.3) via Theorem 3.4, is also sharp, i.e. the constant $(n-1)\mathcal{H}$ in the inequality

$$\int_{\Omega} \frac{|u|}{d^{s-1}} (-\Delta d)dx \geq (n-1)\mathcal{H} \int_{\Omega} \frac{|u|}{d^{s-1}} dx, \quad \forall u \in C^\infty_c(\Omega),$$

is optimal. To see this, set $v = d^{1-s}|u|$, to get

$$\inf_{u \in C^\infty_c(\Omega) \setminus \{0\}} \frac{\int_{\Omega} \frac{|u|}{d^{s-1}} (-\Delta d)dx}{\int_{\Omega} \frac{|u|}{d^{s-1}} dx} \leq \inf_{0 \leq v \in C^\infty_c(\Omega) \setminus \{0\}} \frac{\int_{\Omega} v(-\Delta d)dx}{\int_{\Omega} v dx} \leq (n-1)\mathcal{H} + o(1),$$

by Remark 3.7.

We next present upper bounds. We begin with an upper bound which, although not sharp enough for our problem, it is of independent interest.

Definition 4.4. The Cheeger constant $h(\Omega)$ of a bounded domain $\Omega$ with piecewise $C^1$ boundary, is defined by

$$h(\Omega) := \inf_{\omega} \frac{|\partial \omega|}{|\omega|},$$

where the infimum is taken over all sub-domains $\omega \subset \subset \Omega$ with piecewise $C^1$ boundary.

For existence of minimizers, uniqueness and regularity results concerning the Cheeger constant, we refer to [FrK] and references therein (especially [StrZ]).

Proposition 4.5. Let $\Omega$ be a bounded domain with piecewise $C^1$ boundary such that condition (C) holds. For all $s \geq 1$, we have $B_1(\Omega) \leq h(\Omega)$.

Proof. Take $\omega \subset \subset \Omega$ with piecewise $C^1$ boundary and let $u_\omega(x) = (d(x))^{s-1} \chi_\omega(x)$. The distributional gradient and the total variation of this $BV(\Omega)$ function, are respectively, $\nabla u_\omega = (s-1)d^{s-2} \chi_\omega \nabla d - \tilde{v}d^{s-1} \delta_{\partial \omega}$ and $|\nabla u_\omega| = (s-1)d^{s-2} \chi_\omega + d^{s-1} \delta_{\partial \omega}$, where $\tilde{v}$ is the outward pointing, unit normal vector field along $\partial \omega$, and $\delta_{\partial \omega}$ is the uniform Dirac measure on $\partial \omega$. We test (4.1) with $u_\omega$ to get

$$Q_1[u_\omega] = \frac{(s-1) \int_{\omega} d^{1-1} dx + \int_{\partial \omega} dS_x - (s-1) \int_{\omega} d^{1-1} dx}{\int_{\omega} dx} = \frac{|\partial \omega|}{|\omega|}.$$

In particular $h(\Omega) = \inf_{\omega} Q_1[u_\omega]$. By the standard $C^\infty_c$ approximation of the characteristic function of the domain $\omega$, we obtain $B_1(\Omega) \leq \frac{|\partial \omega|}{|\omega|}$ and thus $B_1(\Omega) \leq h(\Omega)$. \hfill \blacksquare

From Theorem 4.2 and Proposition 4.5 for $s = 1$, we conclude the following

Corollary 4.6. If $\Omega$ is a strictly mean convex, bounded domain with boundary of class $C^2$, it holds that $h(\Omega) \geq (n-1)\mathcal{H}$.
Remark. In [AltC] it is proved that a bounded convex domain $\Omega$ is a self-minimizer of $h(\Omega)$, if and only if it belongs to the class $C^{1,1}$ and also the stronger estimate $h(\Omega) \geq (n-1)\mathcal{H}$ holds. Here $\mathcal{H}$ is the essential supremum of the mean curvature of the boundary (the last being defined in the almost everywhere sense since $\partial \Omega \in C^{1,1}$).

Remark. By Corollary 4.6, if $\Omega$ is a bounded strictly mean convex domain with boundary of class $C^2$, then
\[
\frac{|\partial \Omega|}{|\Omega|} \geq (n-1)\mathcal{H}. \tag{4.4}
\]
For bounded convex domains with boundary of class $C^2$, this follows by one of the Minkowski quadratic inequalities for cross-sectional measures (see [BZ] - eq(16), pg 144). It states that
\[
\frac{|\partial \Omega|}{|\Omega|} \geq \frac{n}{|\partial \Omega|} \int_{\partial \Omega} \mathcal{H}(y) \mathrm{d}S.
\]
Thus we have $|\partial \Omega|/|\Omega| \geq n\mathcal{H}$ from which (4.4) follows. This remark is taken from [GN], where one can also find an application of (4.4).

The following result states a more useful upper bound for $B_1(\Omega)$. It will be combined with Theorem 4.2 to give the best possible constant for special geometries.

**Theorem 4.7.** Let $\Omega$ be a domain with boundary of class $C^2$ satisfying a uniform interior sphere condition. If $s \geq 2$ then for all $\phi \in C^1_c(\partial \Omega)$,
\[
B_1(\Omega) \leq (n-1) \frac{\int_{\partial \Omega} |\phi(y)| \mathcal{H}(y) \mathrm{d}S}{\int_{\partial \Omega} |\phi(y)| \mathrm{d}S} + \frac{\int_{\partial \Omega} |\nabla \phi(y)| \mathrm{d}S}{\int_{\partial \Omega} |\phi(y)| \mathrm{d}S},
\]
where $\mathcal{H}(y)$ is the mean curvature at the point $y \in \partial \Omega$.

**Proof.** Let $\delta > 0$ such that for all $x \in \tilde{\Omega}_\delta := \{ x \in \overline{\Omega} : d(x) < \delta \}$ there exists a unique point
\[
\xi \equiv \xi(x) = x - d(x) \nabla d(x) \in \partial \Omega \tag{4.5}
\]
with $d(x) = |x - \xi|$. For any $t \in [0, \delta]$ the surface area element of $\partial \Omega_t := \{ x \in \Omega : d(x) = t \}$ is given by
\[
dS_t = (1 - \kappa_1 t) \ldots (1 - \kappa_{n-1} t) dS = (1 - (n-1)t\mathcal{H} + O(t^2)) dS, \tag{4.6}
\]
where $\kappa_1, \ldots, \kappa_{n-1}$, are the principal curvatures of $\partial \Omega$, $dS$ is the surface area element of $\partial \Omega$ and $\mathcal{H}$ is the mean curvature of $\partial \Omega$, (see [S]-§13.5 & 13.6). Now let $0 < \varepsilon < \delta$ and chose $\phi \in C^1_c(\partial \Omega)$. We test (4.1) with $u_\varepsilon(x) = \chi_{\Omega_\varepsilon \setminus \Omega_\delta}(x) \phi(\xi(x))$, $\xi(x)$ as in (4.5), and then we will check the limit as $\varepsilon \downarrow 0$. The distributional gradient of $u_\varepsilon$, is $\nabla u_\varepsilon = (\vec{v}_\delta \delta_{\partial \Omega_\delta} - \vec{v}_\varepsilon \delta_{\partial \Omega_\varepsilon}) \phi(\xi) + \ldots$. 
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\[ \chi_{\Omega_\delta \setminus \Omega_\delta^c} \nabla_x \phi(\xi), \] where \( \nu_\delta, \nu_\epsilon \) are respectively, the outward pointing unit normal vector fields along \( \partial \Omega_\delta^c, \partial \Omega_\epsilon^c \). Its total variation is \( |\nabla u_\epsilon| = (\delta_{\partial \Omega_\delta^c} + \delta_{\partial \Omega_\epsilon^c})|\phi(\xi)| + \chi_{\Omega_\delta \setminus \Omega_\delta^c} |\nabla_x \phi(\xi)| \). Thus

\[
\int_{\Omega} \frac{|\nabla u_\epsilon|}{d^{s-1}} \, dx = \delta_{1-s} \int_{\partial \Omega_\delta^c} |\phi(\xi)| \, dS_\delta + \epsilon_{1-s} \int_{\partial \Omega_\epsilon^c} |\phi(\xi)| \, dS_\epsilon + \int_{\Omega_\delta \setminus \Omega_\delta^c} \frac{|\nabla_x \phi(\xi)|}{d^{s-1}} \, dx. \tag{4.7}
\]

The first integral on the right-hand side of (4.7) is a constant since we will keep \( \delta \) fixed. We perform the change of variables \( y = \xi(x) \) in the second integral. Using (4.6) we have

\[
\epsilon_{1-s} \int_{\partial \Omega_\epsilon^c} |\phi(\xi)| \, dS_\epsilon = \epsilon_{1-s} \int_{\partial \Omega} |\phi(y)|(1 - (n - 1)\epsilon \mathcal{H}(y) + O(\epsilon^2)) \, dS = \epsilon_{1-s} M - (n - 1)\epsilon^{2-s} M_\mathcal{H} + O(\epsilon^{3-s}), \tag{4.8}
\]

where \( M := \int_{\partial \Omega} |\phi| \, dS \) and \( M_\mathcal{H} := \int_{\partial \Omega} |\phi| \mathcal{H} \, dS \). Using the co-area formula, the third term on the right-hand side of (4.7) is written as follows

\[
\int_{\Omega_\epsilon \setminus \Omega_\delta^c} \frac{|\nabla_x \phi(\xi)|}{d^{s-1}} \, dx = \int_{\epsilon}^{\delta} t^{1-s} \int_{\partial \Omega_\delta^c} |\nabla_x \phi(\xi)| \, dS_t \, dt. \tag{4.9}
\]

From (4.5) we have \( \xi_i(x) = x_i - d(x) \frac{\partial}{\partial x_i}(d(x)) \) and thus by Lemma 3.1-(c) we compute

\[
\nabla_x \phi(\xi) = \left( \sum_{i=1}^{n} \frac{\phi_\xi_i(\xi)}{1 - \kappa_i t}, \ldots, \frac{\phi_{\xi_{n+1}}(\xi)}{1 - \kappa_{n+1} t}, 0 \right).
\]

Thus, (4.9) becomes

\[
\int_{\Omega_\epsilon \setminus \Omega_\delta^c} \frac{|\nabla_x \phi(\xi)|}{d^{s-1}} \, dx = \int_{\epsilon}^{\delta} t^{1-s} \int_{\partial \Omega_\delta^c} \left( \sum_{i=1}^{n-1} \frac{\phi_{y_i}}{1 - \kappa_i t} \right)^2 \, dS_t \, dt
= \int_{\epsilon}^{\delta} t^{1-s} \int_{\partial \Omega} \left( \sum_{i=1}^{n-1} \phi_{y_i} \prod_{j=1, j \neq i}^{n-1} (1 - \kappa_j t) \right)^2 \, dS_t \, dt,
\]

where we have changed variables by \( y = \xi(x) \) in the last inequality. Expanding the product as in (4.6), we get

\[
\int_{\Omega_\epsilon \setminus \Omega_\delta^c} \frac{|\nabla_x \phi(\xi)|}{d^{s-1}} \, dx \leq \int_{\epsilon}^{\delta} t^{1-s} \int_{\partial \Omega} \left( \sum_{i=1}^{n-1} \phi_{y_i}^2 \left( 1 - [(n - 1)\mathcal{H} - \kappa_i] t + c_1 t^2 \right) \right)^{1/2} \, dS_t \, dt
\leq K \int_{\epsilon}^{\delta} t^{1-s} \, dt + c_2 \int_{\epsilon}^{\delta} t^{2-s} \, dt, \tag{4.10}
\]

21
for some $c_1, c_2 \geq 0$, where $K := \int_{\partial \Omega} |\nabla \phi| dS$. Next, using co-area formula and the same change of variables, we get

\[(s - 1) \int_{\Omega} \frac{|u_\varepsilon|}{d^s} \, dx = (s - 1) \int_{\varepsilon}^{\delta} \int_{\partial \Omega} \frac{|\phi(\xi)|}{d^s} \varepsilon \, dS \, dt \geq (s - 1) \int_{\varepsilon}^{\delta} \int_{\partial \Omega} |\phi(y)| |1 - (n - 1)tH(y) + c_3 t^2| dS \, dt = M \varepsilon^{1-s} - (s - 1)(n - 1)M_H \int_{\varepsilon}^{\delta} t^{1-s} \, dt + c_4 \int_{\varepsilon}^{\delta} t^{2-s} \, dt, \quad (4.11)\]

for some $c_3, c_4 \in \mathbb{R}$, and similarly

\[\int_{\Omega} \frac{|u_\varepsilon|}{d^{s-\beta}} \, dx \geq M \int_{\varepsilon}^{\delta} t^{\beta-s} \, dt - (n - 1)M_H \int_{\varepsilon}^{\delta} t^{1+\beta-s} \, dt + c_5 \int_{\varepsilon}^{\delta} t^{2+\beta-s} \, dt, \quad (4.12)\]

for some $c_5 \in \mathbb{R}$. Thus inserting (4.8), (4.10), (4.11) into (4.7), and by (4.12) for $\beta = 1$, we get

\[Q_\varepsilon[u_\varepsilon] \leq \frac{(n - 1)M_H \varepsilon^{1-s} - (n - 1)(n - 1)M_H \int_{\varepsilon}^{\delta} t^{1-s} \, dt + c_6 \int_{\varepsilon}^{\delta} t^{2-s} \, dt}{M \int_{\varepsilon}^{\delta} t^{\beta-s} \, dt - (n - 1)M_H \int_{\varepsilon}^{\delta} t^{1+\beta-s} \, dt + c_5 \int_{\varepsilon}^{\delta} t^{2+\beta-s} \, dt}, \quad (4.13)\]

for some $c_6 \in \mathbb{R}$. If $s = 2$, then

\[Q_\varepsilon[u_\varepsilon] \leq \frac{(n - 1)M_H + K) \log(\delta/\varepsilon) + O_\varepsilon(1)}{M \log(\delta/\varepsilon) + O_\varepsilon(1)},\]

while if $s > 2$, then

\[Q_\varepsilon[u_\varepsilon] \leq \frac{\frac{1}{s-2}((n - 1)M_H + K)\varepsilon^{2-s} + c_7 \int_{\varepsilon}^{\delta} t^{2-s} \, dt}{\int_{\varepsilon}^{\delta} t^{\beta-s} \, dt - (n - 1)M_H \int_{\varepsilon}^{\delta} t^{1+\beta-s} \, dt + c_8 \int_{\varepsilon}^{\delta} t^{2+\beta-s} \, dt},\]

for some $c_7, c_8 \in \mathbb{R}$. In any case, letting $\varepsilon \downarrow 0$ we deduce $B_1(\Omega) \leq \frac{(n - 1)M_H + K}{M}$.

An immediate consequence is

**Corollary 4.8 (Upper estimate).** Let $\Omega$ be a bounded domain with boundary of class $C^2$. If $s \geq 2$ then

\[B_1(\Omega) \leq \frac{n - 1}{|\partial \Omega|} \int_{\partial \Omega} H(y) \, dS \]

where $H(y)$ is the mean curvature at the point $y \in \partial \Omega$.

**Proof.** Since $\Omega$ is bounded we can chose $\varphi \equiv 1$ in the above Theorem.

The proof of Theorem A follows from Proposition 4.1, Theorem 4.2 and Corollary 4.8.
Example 4.9 (Ball). Let $B_R$ be a ball of radius $R$. By Theorem 4.2 we have $B_1(B_R) \geq \frac{n-1}{R}$, and by Corollary 4.8, $B_1(B_R) \leq \frac{n-1}{R}$. We conclude that if $s \geq 2$, then $B_1(B_R) = \frac{n-1}{R}$. See §5.

Example 4.10 (Infinite strip: proof of the optimality in Theorem D). Let $S_R = \{x = (x', x_n) : x' \in \mathbb{R}^{n-1}, 0 < x_n < 2R\}$. If $s \geq 2$, then combining Theorem 4.2 and Theorem 4.7 we can prove that $B_1(S_R) = 0$. In fact we have $B_\beta(S_R) = 0$ for any $1 < \beta \leq s - 1$ and in particular we will prove that if $\gamma = 1$, there is not positive constant $C$ such that (2.10) holds for $\gamma = 1$. To see this, pick any $\phi \equiv \phi(x') \in C^1(\mathbb{R}^{n-1})$ such that $\text{sprt}\{\phi\} \subset B_1 \subset \mathbb{R}^{n-1}$, where $B_1$ is the open ball in $\mathbb{R}^{n-1}$ with radius 1, centered at 0. Let $\eta > 0$ and set $\phi_\eta \equiv \phi_\eta(x') := \phi(\eta x')$. Note that $\text{sprt}\{\phi_\eta\} \subset B_{1/\eta}$. Let also $0 < \varepsilon < \delta$ for some fixed $\delta \leq R$ (so that $d(x) = x_n$). The quotient corresponding to (2.10) is

$$Q_\gamma[u] = \frac{\int_{S_R} |\nabla u| \, dx - (s - 1) \int_{S_R} |u| \, dx}{\int_{S_R} |u| \, dX \gamma(\frac{\varepsilon}{R}) \, dx}$$

(4.14)

As in the proof of Theorem 4.7 we test (4.14) with $u_{\varepsilon, \eta}(x) := \chi(\varepsilon, \delta)(x_n) \phi_\eta(x')$, to arrive at

$$Q_\gamma[u_{\varepsilon, \eta}] = \frac{K_\eta \int_\varepsilon^\delta x_n^{-s} \, dx_n + 2M_\eta \delta^{1-s}}{M_\eta \int_\varepsilon^\delta x_n^{-1} X^\gamma(x_n/R) \, dx_n},$$

where we have set $M_\eta := \int_{B_{1/\eta}} |\phi_\eta(x')| \, dx'$ and $K_\eta := \int_{B_{1/\eta}} |\nabla x' \phi_\eta(x')| \, dx'$. Changing variables by $y' = \delta x'$, we obtain

$$\frac{K_\eta}{M_\eta} = \frac{K_1 \eta^{-(n-2)}}{M_1 \eta^{-(n-1)}} = \frac{K_1}{M_1} \eta,$$

where $M_1 = \int_{B_1} |\phi(y')| \, dy'$ and $K_1 = \int_{B_1} |\nabla y \phi(y')| \, dy$. Thus

$$Q_\gamma[u_{\varepsilon, \eta}] = \frac{K_1 \varepsilon^{s-2+\varepsilon} \int_\varepsilon^\delta x_n^{-s} \, dx_n + 2\delta^{1-s}}{\int_\varepsilon^\delta x_n^{-1} X^\gamma(x_n/R) \, dx_n}.$$

Now we select $\eta = \varepsilon^{s-2+\varepsilon}$ for some fixed $\varepsilon > 0$. We deduce

$$Q_1[u_{\varepsilon, \eta}] = \frac{K_1 \varepsilon^{s-2+\varepsilon} \int_\varepsilon^\delta x_n^{-s} \, dx_n + 2\delta^{1-s}}{\log(\frac{\chi(\delta/R)}{\chi(\varepsilon/R)})}.$$

It follows that $Q_1[u_{\varepsilon, \eta}] \to 0$, as $\varepsilon \downarrow 0$. Thus, for $\Omega = S_R$ inequality (2.10) does not hold when $\gamma = 1$ and the exponent 1 on the distance function in the remainder term in (2.10) cannot be increased.
5 Proof of Theorem C

In this section, we assume \( \Omega \) is a ball of radius \( R \). Without loss of generality, we assume it is centered at the origin, and denote it by \( B_R \). The distance function to the boundary is then \( d(x) = R - r \), where \( r := |x| \). Moreover,

\[
-\Delta d(x) = \frac{n-1}{R-d(x)}, \quad x \in B_R \setminus \{0\}. \tag{5.1}
\]

This section is devoted to the proof of the following fact

**Theorem 5.1.** (1) For all \( u \in C_c^\infty(B_R) \), \( s \geq 2 \) and \( \gamma > 1 \), it holds that

\[
\int_{B_R} \frac{|\nabla u|}{d^{s-1}} \, dx \geq (s-1) \int_{B_R} \frac{|u|}{d^s} \, dx + \sum_{k=1}^{[s]-1} \frac{n-1}{R^k} \int_{B_R} \frac{|u|}{d^{s-k}} \, dx + C \int_{B_R} \frac{|u|}{d} X^\gamma \left( \frac{d}{R} \right) \, dx, \tag{5.2}
\]

where \( C \geq \gamma - 1 \). The exponents \( s - k; k = 1, 2, \ldots, [s] - 1 \), on the distance function as well as the constants \( (n-1)/R^k; k = 1, 2, \ldots, [s] - 1 \), in the summation terms are optimal. If \( \gamma = 1 \) the above inequality fails in the sense of (5.5).

(2) For all \( u \in C_c^\infty(B_R) \), \( 1 \leq s < 2 \) and \( \gamma > 1 \), it holds that

\[
\int_{B_R} \frac{|\nabla u|}{d^{s-1}} \, dx \geq (s-1) \int_{B_R} \frac{|u|}{d^s} \, dx + \frac{C}{R^{s-1}} \int_{B_R} \frac{|u|}{d} X^\gamma \left( \frac{d}{R} \right) \, dx, \tag{5.3}
\]

where \( C \geq \gamma - 1 \). If \( \gamma = 1 \) the above inequality fails in the sense of (5.5).

**Remark 5.2.** The optimality of the exponents and the constants stated in the above Theorem is meant in the following sense: for any \( s \geq 1 \) set

\[
I_0[u] := \int_{B_R} \frac{|\nabla u|}{d^{s-1}} \, dx - (s-1) \int_{B_R} \frac{|u|}{d^s} \, dx,
\]

and also for any \( s \geq 2 \) set

\[
I_m[u] := I_0[u] - \sum_{k=1}^{[s]-1} \frac{n-1}{R^k} \int_{B_R} \frac{|u|}{d^{s-k}} \, dx, \quad m = 1, \ldots, [s] - 1.
\]

Then, for any \( s \geq 2 \)

\[
\inf_{u \in C_c^\infty(B_R) \setminus \{0\}} \frac{I_m[u]}{\int_{B_R} \frac{|u|}{d^s} \, dx} = \begin{cases} (n-1)/R^{m+1}, & \text{if } \beta = s - m - 1 \\ 0, & \text{if } \beta > s - m - 1, \end{cases} \tag{5.4}
\]

for all \( m \in \{0, \ldots, [s] - 2\} \). Further, for any \( s \geq 1 \)

\[
\inf_{u \in C_c^\infty(B_R) \setminus \{0\}} \frac{I_{[s]-1}[u]}{\int_{B_R} \frac{|u|}{d} X(d/R) \, dx} = 0. \tag{5.5}
\]
Proof. Inequality (5.3) is evident by Theorem 2.11. Let \( s \geq 2 \) and \( \gamma > 1 \). Since inequality (5.2) is scale invariant it suffices to prove it for \( R = 1 \). Testing (2.1) with

\[
T(x) = -(d(x))^{1-s}[(1-(d(x))^{s-1}X^{1-s-1}(d(x)))\nabla d(x), \quad x \in B_1 \setminus \{0\}.
\]

we arrive at

\[
\int_{B_1} \text{div}(T)|u|\,dx = (s-1) \int_{B_1} \frac{|u|}{d^s} \, dx + \int_{B_1} \frac{|u|}{d^{s-1}}(1-d^{s-1}X^{1-s-1}(d))(-\Delta d) \, dx
\]

\[
+ (\gamma - 1) \int_{B_1} \frac{|u|}{d} X^\gamma(d) \, dx.
\]

Thus, using (5.1) for \( R = 1 \), we obtain

\[
\int_{B_1} \text{div}(T)|u|\,dx = (s-1) \int_{B_1} \frac{|u|}{d^s} \, dx + (n-1) \int_{B_1} \frac{|u|}{d^{s-1}} \frac{1-d^{s-1}X^{1-s-1}(d)}{1-d} \, dx
\]

\[
+ (\gamma - 1) \int_{B_1} \frac{|u|}{d} X^\gamma(d) \, dx. \tag{5.6}
\]

Since \( s \geq 2 \), we take into account in (5.6) the fact that

\[
\frac{1-d^{s-1}X^{1-s-1}(d)}{1-d} \geq \frac{1-d^{s-1}}{1-d} \geq \frac{1-d^{[s]-1}}{1-d} = \sum_{k=1}^{[s]-1} d^{k-1}, \quad x \in B_1 \setminus \{0\},
\]

and finally arrive at

\[
I_0[u] \geq (s-1) \int_{B_1} \frac{|u|}{d^s} \, dx + (n-1) \sum_{k=1}^{[s]-1} \int_{B_1} \frac{|u|}{d^{s-k}} \, dx + (\gamma - 1) \int_{B_1} \frac{|u|}{d} X^\gamma(d) \, dx,
\]

which is (5.2) for \( R = 1 \).

We next prove (5.4). Suppose first that \( 2 \leq s < 3 \). In this case all we have to prove is that

\[
\inf_{u \in C^0_0(B_1) \setminus \{0\}} \frac{I_0[u]}{\int_{B_1} \frac{|u|}{d^s} \, dx} = \begin{cases} n - 1, & \text{if } \beta = s - 1 \\ 0, & \text{if } \beta > s - 1. \end{cases} \tag{5.7}
\]

To this end, we pick \( u_\delta(x) = \chi_{B_1-\delta}(x) \), where \( x \in B_1 \) and \( 0 < \delta < 1 \). This function is in \( BV(B_1) \) and we can take a \( C^\infty \) approximation of it, so that the calculations below will hold in the limit. The distributional gradient of \( u_\delta \) is \( \nabla u_\delta = -\nu_{\delta B_1-\delta} \delta_{\partial B_1-\delta} \), and the total variation of \( \nabla u_\delta \) is \( |\nabla u_\delta| = \delta_{\partial B_1-\delta} \). Using co-area formula we get

\[
\frac{I_0[u_\delta]}{\int_{B_1} \frac{|u_\delta|}{d^s} \, dx} = \frac{\delta^{1-s}|\partial B_1-\delta| - (s-1) \int_0^{1-\delta} (1-r)^{-s} |\partial B_r| \, dr}{\int_0^{1-\delta} (1-r)^{-\beta} |\partial B_r| \, dr}
\]

\[
= \frac{\delta^{1-s}(1-\delta)^{n-1} - \int_0^{1-\delta} ((1-r)^{1-s})^n \, r^{n-1} \, dr}{\int_0^{1-\delta} (1-r)^{-\beta} r^{n-1} \, dr}
\]

\[
= (n-1) \frac{\int_0^{1-\delta} (1-r)^{1-s} r^{n-2} \, dr}{\int_0^{1-\delta} (1-r)^{-\beta} r^{n-1} \, dr}.
\]
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Thus
\[
\frac{I_0[u_\delta]}{\int_{B_1} \frac{|u_\delta|}{d} dx} \to \begin{cases} 
  n - 1, & \text{if } \beta = s - 1 \\
  0, & \text{if } \beta > s - 1
\end{cases}, \quad \text{as } \delta \downarrow 0.
\]

Assume next that $3 \leq s < 4$. This time, besides (5.7) we have to prove that
\[
\inf_{u \in C^\infty_c(B_1) \setminus \{0\}} \frac{I_1[u]}{\int_{B_1} \frac{|u|}{d} dx} = \begin{cases} 
  n - 1, & \text{if } \beta = s - 2 \\
  0, & \text{if } \beta > s - 2
\end{cases}.
\]

Picking the same $u_\delta$ as before and performing the same integration by parts in the second term of the numerator, we conclude
\[
\frac{I_1[u_\delta]}{\int_{B_1} \frac{|u_\delta|}{d} dx} = (n - 1) \frac{\int_0^{1-\delta} (1-r)^{1-s} r^{n-2} dr - (n - 1) \int_0^{1-\delta} (1-r)^{1-s} r^{n-1} dr}{\int_0^{1-\delta} (1-r)^{-\beta} r^{n-1} dr} = (n - 1) \frac{\int_0^{1-\delta} (1-r)^{2-s} r^{n-2} dr}{\int_0^{1-\delta} (1-r)^{-\beta} r^{n-1} dr}.
\]

Thus
\[
\frac{I_1[u_\delta]}{\int_{B_1} \frac{|u_\delta|}{d} dx} \to \begin{cases} 
  n - 1, & \text{if } \beta = s - 2 \\
  0, & \text{if } \beta > s - 2
\end{cases}, \quad \text{as } \delta \downarrow 0.
\]

We continue in the same fashion for $4 \leq s < 5$, then $5 \leq s < 6$ and so on.

Next we prove (5.5). We pick $u_\delta$ as before and perform the same integration by parts, to get
\[
\frac{I_{|s|-1}[u_\delta]}{\int_{B_1} \frac{|u_\delta|}{d} X(d) dx} = \frac{(n - 1) \int_0^{1-\delta} (1-r)^{1-s} r^{n-2} dr - (n - 1) \sum_{k=1}^{[s]-1} \int_0^{1-\delta} (1-r)^{k-s} r^{n-1} dr}{\int_0^{1-\delta} (1-r)^{-1} r^{n-1} X(1-r) dr} = (n - 1) \frac{\int_0^{1-\delta} (1-r)^{|s|-s} r^{n-2} dr}{\int_0^{1-\log \delta} t^{-1} (1-e^{-t})^{n-1} dt} =: (n - 1) \frac{N_\delta}{D_\delta}.
\]

Since $|s| - s > -1$, we have $N_\delta = O_\delta(1)$ as $\delta \downarrow 0$. Also, $D_\delta \geq \int_1^{1-\log \delta} t^{-1} dt + O_\delta(1) \to \infty$, as $\delta \downarrow 0$. 

\section{From $L^1$ to $L^p$ weighted Hardy inequalities}

In this section we discuss how far our results can go in the $L^p$ setting. We start with the $L^p$ analog of Lemma 2.2.
Lemma 6.1. Let $\Omega \subseteq \mathbb{R}^n$ be open. For all $u \in C_c^\infty(\Omega)$, all $s > 1$, $p \geq 1$, it holds that

$$
\int_{\Omega} |\nabla u|^p \frac{dx}{d^{s-p}} \geq \left(\frac{s-1}{p}\right)^p \int_{\Omega} |u|^p \frac{dx}{d^s} + \left(\frac{s-1}{p}\right)^{p-1} \int_{\Omega} |u|^p \frac{dx}{d^{s-1}} (-\Delta d) dx,
$$

where $-\Delta d$ is meant in the distributional sense.

Proof. We substitute $u$ by $|u|^p$ with $p > 1$ in (2.3), to arrive at

$$
\frac{p}{s-1} \int_{\Omega} |\nabla u||u|^{p-1} \frac{dx}{d^{s-1}} \geq \int_{\Omega} |u|^p \frac{dx}{d^s} + \frac{1}{s-1} \int_{\Omega} |u|^p \frac{dx}{d^{s-1}} (-\Delta d) dx.
$$

The left hand side in (6.2) can be written as follows

$$
\frac{p}{s-1} \int_{\Omega} |\nabla u||u|^{p-1} \frac{dx}{d^{s-1}} = \int_{\Omega} \left\{ \frac{p}{s-1} \frac{|\nabla u|}{d^{s/p-1}} \right\} \left\{ \frac{|u|^{p-1}}{d^{s-1/p}} \right\} dx
\leq \frac{1}{p} \left(\frac{p}{s-1}\right)^p \int_{\Omega} \frac{|\nabla u|}{d^{s-p}} dx + \frac{p-1}{p} \int_{\Omega} \frac{|u|^p}{d^s} dx,
$$

by Young’s inequality. Thus (6.2) becomes

$$
\frac{1}{p} \left(\frac{p}{s-1}\right)^p \int_{\Omega} \frac{|\nabla u|^p}{d^{s-p}} dx \geq \frac{1}{p} \int_{\Omega} \frac{|u|^p}{d^s} dx + \frac{1}{s-1} \int_{\Omega} |u|^p \frac{dx}{d^{s-1}} (-\Delta d) dx.
$$

Rearranging the constants we arrive at the inequality we sought for.

Remark 6.2. (I) If $\Omega$ satisfies condition (C), we may cancel the last term to obtain

$$
\int_{\Omega} |\nabla u|^p \frac{dx}{d^{s-p}} \geq \left(\frac{s-1}{p}\right)^p \int_{\Omega} |u|^p \frac{dx}{d^s}, \quad (s > 1, \ p \geq 1).
$$

The constant is optimal, as can be seen by arguing as in the proof of Theorem 2.11, with the choice $u_\epsilon(x) = (d(x))^{(s-1)/p+\epsilon} \phi(x) \in W^{1,p}_0(\Omega; d^{-(s-p)}); \epsilon > 0$, and using the elementary inequality $|a + b|^p \leq |a|^p + c_p(|a|^{p-1}\|b\| + |b|^p); a, b \in \mathbb{R}^n$ and $p > 1$, in the numerator. Under the stronger assumption that $\Omega$ is convex this result was given in [Avkh] by approximation with bounded convex polytopes, while in the non weighted case, i.e., $s = p$, and $\Omega$ convex, it was first given in [MMP]. See also [MS] for the two dimensional non weighted case.

(II) Inequality (6.1) in the non-weighted case is proved in [BFT1]-Lemma 3.3(ii) where in addition an extra term appears on the right hand side. This allowed the authors to obtain even more singular potentials for domains having finite inner radius and satisfying property (C). In particular, the optimal homogeneous improvement was obtained (see [3-4]-Theorem A).

(III) If $\Omega$ is bounded, the second constant appearing on the right hand side in (6.1) is optimal. To see this, we choose $u_\epsilon(x) = (d(x))^{(s-1)/p+\epsilon} \in W^{1,p}_0(\Omega; d^{-(s-p)})$, $\epsilon > 0$, and after simple computations, involving an integration by parts in the denominator, we conclude

$$
\frac{\int_{\Omega} |\nabla u|^p \frac{dx}{d^{s-p}} - (s-1)^p \frac{\int_{\Omega} |u|^p \frac{dx}{d^p}}{\int_{\Omega} \frac{|u|^p}{d^{s-1}} (-\Delta d) dx}}{\int_{\Omega} \frac{|u|^p}{d^{s-1}} (-\Delta d) dx}
= \frac{\frac{(s-1)}{p} + \epsilon}{}^p - \frac{(s-1)}{p}^p
\geq \frac{\epsilon}{p}, \quad \text{as } \epsilon \downarrow 0.
$$
(IV) By (I) and (III), if $\Omega$ is a bounded set such that condition (C) holds, then all constants appearing in (6.1) are optimal.

(V) Assume finally that $\Omega$ is a domain with $\partial \Omega \in C^2$ and such that it satisfies a uniform interior sphere condition. By Theorem 3.4 and (6.1), we get the $L^p$ analog of Theorem 4.2

$$\int_\Omega \frac{\left| \nabla u \right|^p}{d^{s-p}} \, dx \geq \left( \frac{s-1}{p} \right)^p \int_\Omega \left| u \right|^p \, dx + (n-1) \mathcal{H} \left( \frac{s-1}{p} \right)^{p-1} \int_\Omega \frac{\left| u \right|^p}{d^{s-1}} \, dx.$$
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