Scaling of laser-driven ion energies in the relativistic transparent regime
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Laser-driven ions have compelling properties and their potential use for medical applications has attracted a huge global interest. One of the major challenges of these applications is generating beams of the required energies. To date, there has been no systematic study of the effect of laser intensity on the generation of laser-driven ions from ultrathin foils during relativistic transparency. Here we present a scaling for ion energies with respect to the on-target laser intensity and in considering target thickness we find an optimum thickness closely related to the experimentally observed relativistic transparency. A steep linear scaling with the normalized laser amplitude $a_0$ has been measured and verified with PIC simulations. In contrast to TNSA, this scaling is much steeper and has been measured for ions with $Z > 1$. Following our results, ion energies exceeding 100MeV/amu are already accessible with currently available laser systems enabling realization of numerous advanced applications.

For more than a decade, intense short pulse lasers have been used to drive energetic ion beams [1–7]. These laser-driven ion beams have high particle numbers, energies up to several tens of MeV/amu [8] and a low transverse emittance [9] and a promise to be a competitive alternative to conventional radio frequency accelerators. The range of applications covers medicine with hadron cancer therapy [10], threat reduction (e.g. detection of fissile material) [11, 12] or energy generation with concepts in ion fast ignition [13–15]. The major drawback so far is that ion energies are typically too low for any of these applications. For the hadron cancer therapy, protons of 250MeV or carbon C\textsuperscript{6+} ions of 4–5 GeV are needed. In the regime of the Target Normal Sheath Acceleration (TNSA) [1–3] protons have been accelerated to 67MeV [16] with laser intensities exceeding $10^{20}$W/cm\textsuperscript{2}. Heavier ions have merely reached several MeV/amu due to protons shielding the accelerating fields in this mechanism. Even with target cleaning, energies have not passed 10 MeV/amu [6]. Recent advances in laser intensities and contrast enabled exploration of new acceleration mechanisms such as the radiation pressure acceleration (RPA) [17–21] or the Break-Out Afterburner (BOA) [22–25] mechanism, which reach higher ion energies for both protons and heavier ions.

Scaling laws for ion energies are a fundamental requirement for the design of future laser systems and the realization of advanced applications. So far, scaling laws have been discussed for the TNSA mechanism [5, 7] and also for RPA dominated acceleration [18, 27, 41]. Here, we extend this research framework by presenting experimental data and theoretical analysis for scaling of ion energies in the relativistic transparent regime, where the BOA mechanism is operative. In a series of experiments we investigated how maximum ion energies scale for the BOA. Ion energies have been measured for intensities of $8 \times 10^{19}$, $2 \times 10^{20}$ and $1.7 \times 10^{21}$W/cm\textsuperscript{2} at the Los Alamos National Laboratory using the Trident laser system [28] (see Methods). Expressed in units of the normalized laser amplitude $a_0$, these intensities equal $a_0=8.6, 14.7$ and
34.5, respectively \( (a_0 = I_0[W/cm^2] \ast \lambda^2[\mu m]/1.3718) \). In laser-matter interaction with a normalized laser amplitude \( a_0 > 1 \), electrons gain relativistic kinetic energies in the laser field and the interaction is thus commonly referred to as being relativistic. At these intensities if parameters are chosen accordingly- the target undergoes a phase of relativistic transparency during the peak laser pulse interaction.

Relativistic transparency defines a special state of the plasma, where it is classically overdense, yet relativistically underdense. Classically, i.e. neglecting relativistic effects, the normalized electron density \( N = n/e_0 > 1 \) with the critical electron density \( n_c = m_e \omega_0^2/(4 \pi e^2) \) with \( \omega_0 \) the laser frequency. Accounting for the electron mass increase by the Lorentz factor \( \gamma_e \) due to their relativistic energies, however, \( N' \approx N/\gamma_e \leq 1 \) and the plasma is relativistically transparent. Using the Trident laser we found that with intensities exceeding \( 5 \times 10^{19} W/cm^2 \) diamond targets with thickness below 600 nm turn relativistically transparent during the peak laser interaction as recently reported by Palaniyappan, et al. [37].

When the plasma undergoes such a phase of relativistic transparency during the peak pulse interaction, efficient acceleration via the Break-Out Afterburner (BOA) is possible [23]. When the target is relativistically transparent, electrons are accelerated toward the rear of the target in the intense laser field, which sets up a strong longitudinal electric field that co-moves with the ions. During this phase the laser continuously imparts forward momentum to the electrons, which couple to the ions, thus accelerating them to extreme energies exceeding 100 MeV/amu [38]. When the target eventually becomes classically underdense with \( N \leq 1 \), acceleration of ions decreases significantly due to the low coupling efficiency of laser light into the low-density plasma. In contrast, the target stays classically and relativistically overdense during acceleration in the TNSA and RPA regime. When transparency occurs, the plasma reflectivity \( R(\omega) \) drops substantially, decreasing the efficiency of energy transfer through the radiation pressure significantly [41].

Ion spectra have been measured using an ion wide angle spectrometer (as described in Ref.[29], see Methods) and thin, free-standing, artificially grown diamond foils [35] with density of \( \sim 3 \) g/cc have been used as target material. Thicknesses range from 30 nm to 5 \( \mu \)m; the bulk proton concentration is naturally very low and hydrogen-contamination on the surface is the main source of protons (see Methods). In order to find the maximum possible energy at a given intensity, the optimum thickness needs to be determined. This is necessary as dynamics of the plasma density evolution and thus the relativistic transparent phase strongly depend on the target and laser parameters. In particular, the laser contrast has a difficult to predict influence on these dynamics; premature heating of the target under the laser pedestal and the rising edge of the laser pulse lower the initial target density ”seen” by the peak of the laser pulse.

Therefore, a full thickness scan has been conducted for each intensity to find the optimum thickness and maximum possible energy. Three thickness scans with on-target intensities ranging from \( 10^{19} \) to \( 10^{21} W/cm^2 \) have been performed. In Fig. 1 a) typical maximum carbon \( C^{6+} \) energies are shown as a function of target thickness (red stars: \( \sim 8 \times 10^{19} W/cm^2 \) \( (a_0 = 8) \), blue circles: \( \sim 2 \times 10^{20} W/cm^2 \) \( (a_0 = 13) \) and the green triangles: \( \sim 1 \times 10^{21} W/cm^2 \) \( (a_0 = 29) \). The increasing scatter with increasing intensity is a result of the stronger fluctuations in the on-target intensities and stronger sensitivity to target alignment. This is mainly caused by the reduced Rayleigh length \( z_r \) of the laser focus, which is proportional to the aperture of the different focusing optics used to control the intensity and additionally by shot-to-shot fluctuations in the laser contrast, especially at higher intensities. The optimum thickness for each intensity has been estimated using standard peak fitting (solid lines in Fig. 1 a)); it ranges
from 75 nm to 175 nm for $8 \times 10^{19}$ W/cm$^2$ with peak at 130 nm, from 100 nm to 300 nm for $2 \times 10^{20}$ W/cm$^2$ with peak at 230 nm and from 350 nm to past 550 nm for $\sim 1 \times 10^{21}$ W/cm$^2$ with peak at 480 nm (where the latter fit has a higher uncertainty due to less data points and higher fluctuations). The peaks are shown in Fig. 1 b) as a function of the normalized laser amplitude (black stars) overlaid with the experimental data points within the found thickness ranges (red squares).

In Fig. 2 a), only the highest measured energies for each intensity are plotted (red stars) as a function of the normalized laser amplitude $a_0$. We also added results published by Henig, et al. [24] (blue star) for ion acceleration in the relativistic transparent regime, also performed on Trident, but using plasma mirrors. For the intensities covered, the results have been fitted using a linear correlation between $a_0$ and the maximum ion energy (red solid line) with $E_{\text{max}} = 28 (a_0 - 0.7)$. (It should be noted that since we could only cover 3 intensities experimentally, power-laws ranging from 0.2 to 1 show similar confidences.) We also performed several 2D with parameters similar to the experiment and one large-scale 3D simulation to confirm that the salient BOA dynamics are contained in 2D. The simulations employ the two and three-dimensional, relativistic, electromagnetic, charge-conserving, PIC code VPIC [43] (see Methods). The results are shown in Fig. 2 b) where 2D simulations are denoted by ”2” and the 3D simulation by ”3“.

A linear regression of the PIC results for the covered range from 1 to 50 gives $E_{\text{max}} = 33 (a_0 - 0.8)$ (blue solid line). The results are in good agreement with our experimental data as shown in Fig. 2 c).

In order to develop an analytic expression for the scaling law and the optimum thickness to be used as a tool with predictive capabilities, we invoke the model published by Yan, et al. [44], which is based on the electron reflexing model by Mako and Tajima [45]. In this model, acceleration occurs between the onset of the relativistic transparency at time $t_1$ when the target has turned relativistically transparent (when the density has decreased to $N/\gamma \leq 1$) and the time $t_2$ when the target has turned classically underdense ($N \leq 1$ and $N/\gamma \ll 1$, see Methods for details). In this model the maximum energy is calculated through the response of the
(nonrelativistic) ions to the electrostatic field, i.e., to the time averaged electron energy $E_0 = m_e c^2 / \Delta t \int [(a^2(t') + 1)^{1/2} - 1] dt'$ due to the ponderomotive force and the duration $\Delta t = t_2 - t_1$ of the relativistic transparent phase. In Fig. 2 b), $E_{\text{max}}$ has been plotted for Trident parameters with different laser focus sizes (green circles, 80 J, $\tau_\lambda = 600$ fs FWHM, $a(t')$ with a $\sin^2$ temporal envelope). The model predictions match the 2D and 3D-VPIC and experimental results.

Taking the ansatz that $E_{\text{max}} \propto a_0 \tau_\lambda ^\gamma$, a parametric study over a large parameter range gives $\gamma = 0.28$ and the following expression for the scaling

$$E_{\text{max}} \approx 5 \tau_\lambda ^{0.28} (a_0 - 1) \text{MeV} \propto I_L^{1/2} \tau_\lambda ^{0.28},$$

where $\tau_\lambda$ is in units of femtoseconds. In Fig. 2 b) the scaling has been plotted using $\tau_\lambda = 600$ fs. This yields for Trident-like parameters a maximum energy $E_{\text{max}} = 30\text{MeV} \ast (a_0 - 1)$ according to the analytical model. It is apparent that the expression only applies for relativistic laser intensities with $a_0 \geq 1$. The curve is in very good agreement with the simulations and the experimental data as shown in Fig. 2 c). Using $\tau_\lambda = 45$ fs and $a_0 = 5$, the model yields $E_{\text{max}} = 60\text{MeV}$, which is close to the maximum carbon energies observed in an experiment published by Steinke, et al [46] (with a target thickness of 7 nm basic conditions for relativistic transparency during the interaction are given for these parameters).

---

**Figure 2** a) Experimental results for maximum carbon C$^{6+}$ ion energies as a function of the normalized laser amplitude $a_0$ (red stars). Intensities of $8 \times 10^{19}$, $2 \times 10^{20}$ and $1 \times 10^{21}$ W/cm$^2$ have been generated using different final focusing optics with $F$-number $F/8$, $F/3$, $F/1.5$, respectively. The experimental data indicates a linear dependency between the maximum laser energy and the normalized laser amplitude for the covered intensity range. b) Analytical (green circles and yellow solid line) and PIC simulation results for 2D (blue 2) and 3D (purple 3) simulations with parameters close to the experiment. The analytic expression shows a linear dependency between the maximum energy and the normalized amplitude and is in good agreement with the PIC simulations. c) Combined plot showing agreement between experimental and simulation result.
It should be noted here that this basic model only assumes a single species and charge and does not include any physics related to multi-species targets or ionization. In model by Yan, et al., the maximum energy is linearly dependent on the ion charge $q_i$ (see Methods) so that the leading factor $5$ in Eq. 1 might be replaced with $5q_i/6$. In that sense, the model is strictly applicable only to the species experiencing the BOA dynamics during the relativistic transparent phase of the interaction and acceleration in the co-moving electric field. For the targets used here, this does not apply to the (surface-)protons, as they are removed from the diamond targets long before the peak pulse interaction [12, 23] due to “self-cleaning”[22]. Data collected for proton acceleration from CH-plastic targets with a large bulk-proton concentration presented by Hegelich and Jung, et al.[48] support the scaling presented here for protons.

Applying the scaling law to a given set of laser parameters also requires that the optimum target thickness is used. We have used the same technique as above to derive an analytic expression for the optimum thickness as

$$d_{opt} \approx 9.8 \times 10^{-10} \left(\frac{I_L^{13/24}}{N_0'} \cdot \tau_\lambda [fs] \right) \approx 6.7 \tau_\lambda a_0^{13/12}/N_0' \approx 7 \lambda_0 \tau_\lambda /N_0' . \quad (2)$$

A drawback of this expression is its dependency on the target density $N_0'$ that is present at the arrival of the peak pulse. Laser contrast is not included in the model and $N_0'$ is thus a free parameter. Setting $N_0' = 400$ (half of the initial density) reproduces the experimentally observed optimum thicknesses for all three intensities. Using half the initial density for Steinke, et al [46] with $N_0' = 250$ in fact reproduces $7 \text{ nm}$ as optimum thickness for their parameters.

In Fig. 3, the scaling derived for acceleration via the BOA (red solid line) is compared with the two phase model with 3D effects for TNSA (grey solid lines) published by Robson, et al. [7] and the RPA light sail scaling (blue solid lines) in Kar, et al. [27] for similar laser parameters. It should be emphasized that here, for the sake of simplicity, only maximum energies are compared; efficiency or spectral shape is not considered (which can be...
hugely different for the different acceleration mechanisms). For the TNSA scaling, we assume that acceleration is equally efficient for carbon ions as for protons and that carbon velocities attained in TNSA are a factor 0.5 slower than the respective proton energies due to their lower charge to mass ratio of 0.5 (dark grey solid line). However, so far the highest experimentally measured velocity ratio in TNSA for carbon ions to protons has only been 0.2 (light grey solid line) despite prior target cleaning [8], i.e. removal of surface protons. Even with optimistic conditions, the scaling with the laser intensity has a much smaller numerical coefficient (in TNSA regimes with planar targets where scaling is linear with $a_0$ [5]) than for the BOA. Comparison with RPA is less straightforward as the published scalings give energies for the centre energy of a quasi-monoenergetic spectrum; the scalings are also not optimized for thickness. To give a general idea of how BOA compares with RPA, we display the scaling using a set of laser and target parameters as in Kar, et al. [27] (blue solid line, Cu-target, 100 nm thickness, $\tau_0 = 800$ fs). For non-relativistic ion energies, the scaling follows $a_0^4$; for relativistic ion energies, the dependency reduces to $a_0^2$ (where for fixed pulse durations $a_0$ is proportional to the fluence).

It should be noted that predictions of our scaling presented here are more uncertain for values of $a_0$ exceeding ~100 or intensities largely exceeding $10^{22}$ W/cm$^2$. There is only very limited experimental data available for benchmarking predictive capabilities of our PIC simulations at these intensities. The presented comparison of the energy scalings clearly emphasizes the importance of these laws for design of future laser systems. For the parameters used here, for intensities below $a_0 = 30$ acceleration via BOA gives the highest energies. For higher intensities, RPA has the potential to exceed these energies, provided a 1D-geometry can be maintained [21, 49] and the target does not undergo excessive heating turning it relativistically transparent prior to arrival of the main pulse.
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Methods

**Laser:**
Trident has a typical pulse duration of 600 fs with 80 J of energy at a wavelength of 1.053 $\mu$m. Trident’s high temporal laser contrast of $10^{-7}$ at -4 ps enables interaction of the peak pulse with an highly overdense target even for nm-thicknesses. The on-target intensity has been controlled using Off-axis parabolic (OAP) mirrors with F-numbers of F/8, F/3 and F/1.5 (as F/N with N=f/D where f is the focal length and D the diameter of the laser beam). The spot diameter is then proportional to N$\lambda$, with $\lambda$ the laser wavelength. The diameters have been measured to be 13.8 $\mu$m (F/8), 7.9 $\mu$m (F/3) and 3.4 $\mu$m (F/1.5) with an encircled energy of 50%.

**Diagnostics:**
The iWASP is based on particle deflection in a magnetic field of order 0.5T and a 30 $\mu$m slit aperture to measure the spectra angularly resolved in one plane, covering a range of about 25°. Species separation is achieved by use of the hugely different stopping power of carbon ions
and protons in a stacked detector consisting of a 32 μm Al layer (for laser light protection), followed by a 1 mm thick CR39 [30] and a BAS-TR image plate (IP) [31, 32]. The CR39 detects carbon ions above 33 MeV (the energy needed to pass the Al layer); protons above 11 MeV leave no visible tracks on the CR39 (unless etched for several hours); here, typical etching times of 10 minutes have been applied. The IP is used to detect protons above 11 MeV passing the CR39 in front of the IP. The energy resolution (lower instrument limit) at 80 MeV/amu for protons and carbon C6+ ions is approximately ±3% and ±6%, respectively. The advantage of using the iWASP is its large solid angle of > 0.1 msr, which is 3–5 orders of magnitude more than typically covered by conventional Thomson parabolas and results in a much higher precision of measuring the absolute peak ion energy. This is important especially for ion acceleration mechanisms, where maximum energies are emitted off-axis rather than on-axis. For the BOA mechanism it has recently been demonstrated in simulations and experimentally [33, 34] that maximum energies are in fact emitted off-axis, demanding a large solid angle for accurate measurements.

Simulations:
The 2D simulations use a domain of 50 μm x 25 μm or 50 μm x 50 μm in the (x, z) plane (the target transverse width is 25 μm or 50 μm). The laser pulse is polarized along y, propagates along x, and has a time-varying intensity profile $I(t) = I_0 \sin^2(\pi t/\tau)$, where $\tau/2 = 540$ fs or 700 fs is the FWHM. The central laser wavelength is 1054 nm, as in the experiments. The laser electric field has a 2D-Gaussian spatial profile with best focus at the target surface, where $E_y \sim \exp(-z^2/w^2)$ and $w = 5$ μm. Solid density C6+ (diamond like) targets at $n_e/n_{cr} = 660$ or 821 (2.2 or 2.8 g/cm$^3$; $n_{cr} = m_e \omega_0^2/4 \pi e^2$ is the critical density in CGS units and $\omega_0$ is the laser frequency) were employed with 5% or 20% protons in number density. The density is initially a constant-density slab profile. Both 2D and 3D (more details can be found in Yin, et al. [33]) simulations retain the Debye-length-scale physics throughout the duration of the simulation. The size of the simulation box was chosen to give optimum resolution in the BOA regime where the acceleration region is localized to within the center of the target and does not depend sensitively on accurately capturing the electron dynamics outside this region [38].

Model:
The time $t_1$ is calculated via an 1D expansion of the target as $t_1 = (12/\pi^2)^{1/4} (N \tau d/(a_0 C_s))^{1/2}$, with $d$ the target thickness and ion sound speed $C_s \approx q_i m_e c^2 a_0/m$ and charge state $q_i$. Time $t_2$ is derived from a 3D isospheric expansion starting at $t_1$ with $t_2 = t_1 + N d (\gamma^{1/3} - 1)/(\gamma C_s \sin(\omega t_1))$ and $\omega$ the laser frequency. The maximum energy is calculated via $E_{max} = (2 \alpha + 1) q_i E_0 [1 + \omega_p(t_2 - t_1)]^{1/(2 \alpha + 1)} - 1$ with $\omega_p$ the plasma frequency. The scaling factor $\alpha$ is the electron coherence parameter; for a wide range of parameters $\alpha$ has been found to be 3 in numerical PIC studies, provided $0.1 \leq N d/a_0 \lambda \leq 10$ (see Yan, et al.[44] for a detailed description and derivation of the model).
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