Phase separation and multistability of two-component Bose-Einstein condensate in an optical cavity
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We examine the multistability associated with miscibility-immiscibility conditions for a two-component Bose-Einstein condensate coupled to the light field in an optical cavity. For a strongly immiscible condition, the system exhibits a variety of density structures, including separated state, stripe state, and their coexistence. The multistability arises from these spatial structures of the two-component condensate, which significantly alter the hysteresis curve with respect to the intensity of cavity pumping. We present a variational approach to confirm our numerical results.

I. INTRODUCTION

Phase separation is a well-known phenomenon in nature, and the immiscibility of oil and water is the most prominent example. The experimental realization of two-component Bose-Einstein condensates (BECs) [1–4] provided an ideal platform to investigate the miscible-immiscible transition in quantum systems. Later on, efforts were made to create two-component BECs with different atomic species, e.g., 41K-87Rb [4], 7Li-133Cs [5], 87Rb-84Sr and 87Rb-88Sr [6]. In recent years, the interest in two-component BECs has been revived by more controlled and more precise experimental results demonstrating the phenomenon of phase separation [7–10].

Preparing BECs in optical cavities has opened new frontiers for exploring the light-matter interaction, where the cavity field couples predominantly to cold atoms. Ultracold atoms play a crucial role inside the optical cavity, in which the atom-photon interaction induces an optical lattice for atoms, while the induced matter-wave grating changes the cavity resonance. In recent years, BECs loaded in optical cavities have been studied extensively [11–22]. Atom-photon interactions in a cavity-BEC system generate highly nonlocal nonlinearity, which gives rise to many interesting phenomena, such as self-organization of atoms inside the optical cavity [23–24], Dicke quantum phase transitions [25–26], optical bistability [27–28], instability and chiral dynamics [29–30], and Floquet dynamics [31–32].

In previous studies, the bistable behaviors of single-component BECs in optical cavities have been extensively studied both theoretically [33–34] and experimentally [35–36]. Two-component and spinor BECs in cavities have also been studied by many researchers [37–55]. However, most of these studies ignore the atom-atom interaction, which determines the miscibility of multicomponent BECs. Since bistability is strongly affected by the density distribution of the BEC, we expect that the miscible-immiscible transition of a two-component BEC plays a vital role in bistability and multistability, which the present paper focuses on. We will show that the global structure of the condensate changes abruptly when the transition occurs between multistable branches. We find a variety of multistable phases, such as a separated phase, alternate stripe phase, and their coexistence. This multistability is sensitive to the inter-component interaction strength. We will also analyze the multistability using a variational approach to confirm our numerical results.

This paper is organized as follows. In Sec. II we present the mean-field description of the system based on the coupled Gross-Pitaevskii (GP) and cavity field equations. In Sec. III we present numerical results for the multistability in the absence of a trapping potential. In Sec. IV we propose a variational method to understand the numerical results. In Sec. V we investigate a harmonically trapped system. Finally, we summarize our results in Sec. VI.

II. MODEL

We consider a two-component BEC located inside a high-Q single-mode optical cavity, as illustrated in Fig. 1. The cavity mode frequency is ωc, and the transition frequency of the two-level atoms is ωaj with components j = 1 and 2. The coupled BEC-cavity system is coherently driven by the external laser pump along the cavity axis with frequency ωp and amplitude η, and the cavity field decays at a rate of κ. The atom-pump detuning and the cavity-pump detuning are represented as Δaj = ωaj − ωp and Δc = ωc − ωp, respectively. We will assume that the laser pump is detuned far from the atomic transition ωaj to ensure that the electronic excitation is sufficiently low and the upper atomic excited state can be eliminated adiabatically.

In the mean-field description, the time evolution of macroscopic wavefunctions Ψ1(r, t) and Ψ2(r, t) of components 1 and 2 are described by the GP equation, including their interaction with the cavity field. We assume that the cavity mode at the location of the BECs can be approximated by the one-dimensional sinusoidal function cos(kx), where k is the wave-number of the cavity mode. We also assume that the cavity field can be treated as a classical field α = ⟨a⟩, where a is the annihilation operator of the cavity photon. The coupled GP equations for
The cavity field is pumped at a rate of $\eta$ and decays at a rate of $\kappa$. The cavity mode near the BECs is approximated as $\cos(\kappa t)$. The macroscopic wave functions are then given by

\begin{align}
\frac{i\hbar}{\partial t} \Psi_1 &= \left[ -\frac{\hbar^2}{2m_1} \nabla^2 + V_1(r) + U_1 |\alpha|^2 \cos^2(kx) + g_{11} |\Psi_1|^2 + g_{12} |\Psi_2|^2 \right] \Psi_1, \\
\frac{i\hbar}{\partial t} \Psi_2 &= \left[ -\frac{\hbar^2}{2m_2} \nabla^2 + V_2(r) + U_2 |\alpha|^2 \cos^2(kx) + g_{22} |\Psi_2|^2 + g_{12} |\Psi_1|^2 \right] \Psi_2,
\end{align}

and the equation of motion for the cavity field has the form

\begin{align}
\frac{d\alpha}{dt} &= -i \left[ \Delta_c + U_1 \int dr |\Psi_1|^2 \cos(kx) + U_2 \int dr |\Psi_2|^2 \cos(kx) \right] \alpha - \kappa \alpha + \eta,
\end{align}

where $\Delta_c$ is the maximal light shift per photon that an atom may experience, with $g_{0j}$ being the atom-photon coupling constant for component $j$. The wave function is normalized as $\int dr |\Psi_j(r,t)|^2 = N_j$, where $N_j$ is the number of atoms in component $j$.

In experiments, the cavity damping is much faster than the mechanical motion of the condensate. We therefore assume that the cavity field follows the condensate adiabatically. Setting $\frac{d\alpha}{dt} = 0$ in Eq. (3), the instantaneous photon number is obtained as

$$|\alpha(t)|^2 = \frac{\eta^2}{\delta_c + \sum_{j=1}^2 \int dr |\Psi_j(r,t)|^2 \cos(2kx) + \kappa^2}.$$

III. NUMERICAL SIMULATION OF AN IDEAL SYSTEM

We consider an ideal system to focus on the multistability of the system, where the trapping potential is absent, i.e., $V_1 = V_2 = 0$, and the periodic boundary condition is imposed. For simplicity, we consider a two-dimensional system with size $(2\pi \ell)^2$ and $\ell = 4$, and the number of atoms per $(2\pi)^2$ area is defined as $\tilde{N} = N/\ell^2$. We also define $\tilde{g} = g\tilde{N}$ and $\tilde{g}_{12} = g_{12}\tilde{N}$. We solve the imaginary-time propagation of Eqs. (1) and (2) with Eq. (4) numerically, using the pseudospectral method [54], where $i$ on the left-hand sides of Eqs. (1) and (2) is replaced with $-1$. In the numerical simulations, we discretize the space into a $256 \times 256$ mesh, and the time step is $dt = 0.001$. We add a small random number to each mesh of the initial state to break the symmetry of the system.

First, in Fig. 2(a), we show the case of $\tilde{g} = \tilde{g}_{12}$, for which the two components are miscible when $\eta = 0$. We prepare the ground state for $\eta = 0$, and $\eta$ is gradually increased with a step of $\Delta \eta = 40$. For each value of
using the variational method. 

increased from Fig. 1, then jumps back to the separated state, when a small change in the intercomponent interaction coefficient \( \tilde{g} \). At \( \eta \approx 2920 \) when \( \tilde{g} \) is decreased. The system jumps from the lower to upper branches at \( \eta \approx 3000 \). When \( \eta \) is increased, and the system jumps back to the lower branch at \( \eta \approx 2220 \) when \( \eta \) is decreased. The two components are mixed in the lower branch, while the alternate stripe pattern is formed in the upper branch, as shown in the insets in Fig. 2(a).

In Fig. 2(b), we show the result for \( \tilde{g}_{12} = 1020 \) and \( \tilde{g} = 1000 \), which satisfy the immiscibility condition for the homogeneous system. When \( \eta = 0 \) (point a in Fig. 2(b)), the two components are spatially separated along the \( y \) axis due to the immiscible condition. When \( \eta \) is increased to 4400, the density profile of each component becomes modulated by the cavity field (inset b). At this value of \( \eta \), the system jumps from point b to point c, where the density profiles of the two components suddenly change to the alternate stripe pattern. The system then jumps back to the separated state, when \( \eta \) is decreased, exhibiting hysteresis.

We note that the bistable region is significantly increased from Fig. 2(a) to Fig. 2(b), whereas the parameters in Fig. 2(b) are the same as those in Fig. 2(a) except for a small change in the intercomponent interaction coefficient \( \tilde{g}_{12} \). This is due to the miscibility-immiscibility transition, which alters the global structure of the atomic density distribution, i.e., the density distributions in the lower branches in Figs. 2(a) and 2(b) are quite different. The results in Figs. 2(a) and 2(b) thus demonstrate that the bistability curve is sensitive to \( \tilde{g}_{12} \), which can be used to control the optical bistability, since \( \tilde{g}_{12} \) can be controlled using the Feshbach resonance.

In Figs. 3(a) and 3(b), \( \tilde{g}_{12} \) is further increased, and we observe the transition from bistability to multistability. In Fig. 3(a), for \( \tilde{g}_{12} = 1030 \), we find a new branch around \( \eta \approx 3000 \), when \( \eta \) is decreased. In this branch, the stripe phase and separated phase coexist, as shown in the inset e in Fig. 3(a), where the central region and outer region are occupied by components 2 and 1, respectively, and the stripe regions lie in between. This coexistence phase appears because it has lower effective energy than the overall stripe phase (inset c), which will be shown in Sec. IV using the variational method.

Figure 3(b) shows the case of \( \tilde{g}_{12} = 1040 \), where one can see five stable branches. Initially, in the lower stable branch, the two components are strongly separated, as shown in the insets a and b. At \( \eta \approx 4680 \), the system jumps from point b to point c, where the two regions coexist along the \( y \) axis: the stripe region and the region occupied only by component 2. This coexistence phase continues up to \( \eta \approx 8000 \), at which the region occupied by component 2 disappears and the whole space becomes the stripe state. When \( \eta \) is decreased, the stripe state continues to point d, and the transition occurs from point d to point e, which is similar to the transition in Fig. 3(a) (d to e). After that, further transition occurs from point f to point g, where only the number of stripes changes. Such transition is ascribed to the finite size of the system, and will become continuous in an infinite system.
IV. VARIATIONAL APPROACH

In the previous section, we numerically showed that various multistable phases appear when the intercomponent repulsive interaction is increased. In order to understand this result in more detail, we performed variational analysis. The effective energy of the system can be written as [12]

\[
E_{\text{eff}} = \int dr \left( |\nabla \Psi_1|^2 + |\nabla \Psi_2|^2 + \frac{g_{11} N}{2} |\Psi_1|^4 + \frac{g_{22} N}{2} |\Psi_2|^4 + \frac{\eta^2}{\kappa} \tan^{-1} \left\{ \frac{1}{\kappa} |\delta_c + \frac{U_1 N}{2} \int dr |\Psi_1|^2 \cos(2kx) + \frac{U_2 N}{2} \int dr |\Psi_2|^2 \cos(2kx) \right\} \right).
\]

This effective energy is defined in such a way that its functional derivative \( \delta E_{\text{eff}} / \delta \Psi^* (r) \) gives the right-hand sides of the GP equations (1) and (2) with Eq. (1), and therefore minimization of \( E_{\text{eff}} \) globally or locally under the constraint of the normalization of the wave functions gives the steady states of the GP equations.

From the density distributions shown in the insets in Figs. [2] and [3], we find that the steady states consist of different spatial regions (region occupied only by each component separately, alternate stripe region), and therefore we divide the integrals in Eq. (5) into \( \sum_{\beta} I_{\beta} + \sum_{\beta \neq \beta'} I_{\beta \beta'} \), where \( \beta = a, b, \cdots \) is the index of the regions. In this expression, \( I_{\beta} \) denotes the bulk part of the region \( \beta \) and \( I_{\beta \beta'} \) denotes the interface part between the regions \( \beta \) and \( \beta' \).

Since the interface part is difficult to evaluate, we consider a sufficiently large system, in which the bulk parts are dominant and the interface parts can be neglected. The effective energy is then approximated as

\[
E_{\text{eff}} = \sum_{\beta} \int dr \left( |\nabla \Psi_{1\beta}|^2 + |\nabla \Psi_{2\beta}|^2 \right)
+ \frac{g_{11} N}{2} |\Psi_{1\beta}|^4 + \frac{g_{22} N}{2} |\Psi_{2\beta}|^4
+ g_{12} N |\Psi_{1\beta}|^2 |\Psi_{2\beta}|^2 + \frac{\eta^2}{\kappa} \tan^{-1} \left\{ \frac{1}{\kappa} |\delta_c + \frac{U_1 N}{2} \int dr |\Psi_{1\beta}|^2 \cos(2kx)
+ \frac{U_2 N}{2} \int dr |\Psi_{2\beta}|^2 \cos(2kx) \right\}.
\]

where \( \Psi_{j\beta} \) represents the wave function of component \( j \) in the region \( \beta \) and the integrals \( \int dr \) are taken only in each region \( \beta \).

Next, we introduce the two-mode approximation. The ground state of the condensate in the absence of external pumping is homogeneous, with a zero-momentum state in each region \( \beta \). The effect of the intracavity field is to diffract this ground state from the zero-momentum state into a superposition \( \frac{1}{\sqrt{2}} (|p = +2k\rangle + |p = -2k\rangle) \) of the momentum states. In a weak interaction and weak pump case, the state of the condensate is limited to these two states.
modes. We therefore approximate the wave function as
\[
\Psi_{j\beta}(r) = \sqrt{\frac{N_{j\beta}}{V_\beta}} \left[ a_{j\beta} + \sqrt{2} b_{j\beta} \cos(2kx) \right], \quad (7)
\]
where \(N_{j\beta}\) is the number of component-\(j\) atoms in the region \(\beta\), \(V_\beta\) is the volume of the region \(\beta\), and \(a_{j\beta}\) and \(b_{j\beta}\) are real numbers satisfying \(a_{j\beta}^2 + b_{j\beta}^2 = 1\). We also define the atom number ratio \(n_{j\beta} = N_{j\beta}/N_j\) and the volume ratio \(v_\beta = V_\beta/V\), where \(V\) is the total volume. These ratios must satisfy \(\sum_\beta n_{j\beta} = \sum_\beta v_\beta = 1\). Substituting Eq. (7) into Eq. (6), we obtain the variational energy as
\[
\frac{E_{\text{eff}}}{N} = 4 \sum_{j=1,2} \sum_{\beta} n_{j\beta} b_{j\beta}^2 + 4 \sum_{j=1,2} \sum_{\beta} g_{ij} \frac{n_{i\beta}^2}{v_\beta} \left( 1 + 4 a_{j\beta}^2 b_{j\beta}^2 + \frac{1}{2} b_{j\beta}^4 \right) + \sum_{j=1,2} \sum_{\beta} \left[ \frac{1}{2} b_{j\beta}^2 N \right] \frac{n_{j\beta} v_\beta}{\kappa N} \tan^{-1} \left[ \frac{1}{\kappa} (\delta_c - \nu) \right] + \sum_{j=1,2} \sum_{\beta} \sqrt{2} N U_j n_{j\beta} a_{j\beta} b_{j\beta}, \quad (8)
\]
where the variational parameters are \(n_{j\beta}, v_\beta,\) and \(b_{j\beta} = \sqrt{1 - a_{j\beta}^2}\). To compare the variational results with those in Sec. III, we use the same parameters \(g_i, U_j, \delta_c, \kappa,\) and \(N\). As in Sec. III, we define \(g_{ij} = g_{ij} N/4\) and we set \(V = (8\pi)^2\). The thermodynamic limit \(N, V \to \infty\) can be taken with \(U_j N\) and \(\eta^2/N\) being kept constant.

To find the stationary conditions of the variational parameters, we first minimize Eq. (8) by the Monte Carlo method, in which the initial values of variational parameters are set to random numbers, and they are changed in a random-walk-like manner in the parameter space to reach the minima. By this method, we obtain an initial guess of possible stationary phases, which are summarized in Table I. There are five phases as follows:

Phase 1: Two components are separated in two spatial regions \(\beta = a\) and \(b\), and therefore \(n_{1a} = n_{2b} = 1\) and \(n_{1b} = n_{2a} = 0\).

Phase 2: The alternate stripe pattern is formed in the whole space, and there is only a single region \(\beta = a\).

Phase 3: There are two regions \(\beta = a\) and \(b\). Region \(a\) is the alternate stripe state and region \(b\) is occupied only by component 2, and hence \(n_{1a} = 1\) and \(n_{1b} = 0\).

Phase 4: Similar to phase 3, but the region \(b\) is occupied only by component 1.

Phase 5: We have three regions \(\beta = a, b,\) and \(c\). Region \(a\) is the alternate stripe state, region \(b\) is occupied only by component 2, and region \(c\) is occupied only by component 1.

By the Monte Carlo search, no other phases are found, and three spatial regions are sufficient. From the initial guess of the stationary states, we can obtain the complete stationary curves by an iteration method such as the Newton-Raphson method. The energetically stable states can be obtained by both Monte Carlo and iteration methods, while unstable states are obtained only by the iteration method. These results are shown in Fig. 4.

Figure 4(a) shows the case of \(\tilde{g}_{12} = 1010\). Unlike the single bistable curve in a usual BEC-cavity system, one can see two bistable curves in Fig. 4(a), which arise from the separated phase and alternate stripe phase, respect-
tively. For small $\eta$, the only stable branch is the separated phase (phase 1). Increasing $\eta$, the lower stable branch of phase 1 disappears at $\eta \simeq 5400$, above which the state can jump to either upper branch of phase 1 or phase 2. Since the energy of phase 2 is lower than that of phase 1 around this value of $\eta$ (see Fig. 4(a)), phase 2 is chosen at this jump, i.e., the stripe state is realized. When $\eta$ is decreased to $\eta \simeq 2280$, the upper stable branch of phase 2 disappears and the state jumps back to phase 1. Thus, Fig. 4(a) can explain the behavior of the numerical result in Fig. 5(a), which enables the jump from the lower edge of phase 1 to phase 3. As $\eta$ is increased, phase 3 merges into phase 2 in Figs. 4(b) and 4(c), which also agrees with the behavior in Fig. 5(b). The volume ratio of region b decreases with increasing $\eta$ as shown in Fig. 5(b).

Figure 5 shows the $\delta_c$ dependence of the photon number with $\eta$ fixed. When the pump intensity is $\eta = 1000$, the stationary curves of phases 1 and 2 are nearly Lorentzian, as shown in Fig. 5(a). When the pump increases, the atoms collectively act as a dispersive medium shifting the cavity resonance, and the system exhibits multistable behavior above a critical value, as shown in Fig. 5(b) for $\eta = 4000$, where the Lorentzian-like curves shift rightward. Furthermore, the stationary curves of phases 3, 4, and 5 also emerge, which connect to those of phases 1 and 2, forming complicated structures.

### TABLE I. Variational parameters for the five phases.

| Phase | $n_{1a}$ | $n_{2a}$ | $n_{1b}$ | $n_{2b}$ | $n_{1c}$ | $n_{2c}$ | $v_a$ | $v_b$ | $v_c$ |
|-------|----------|----------|----------|----------|----------|----------|-------|-------|-------|
| 1     | 1        | 0        | 0        | 1        | 0        | 0        | variable | 1 − $v_a$ | 0      |
| 2     | 1        | 1        | 0        | 0        | 0        | 0        | 1      | 0      | 0      |
| 3     | 1        | variable | 0        | 1 − $n_{2a}$ | 0        | 0        | variable | 1 − $v_a$ | 0      |
| 4     | variable | 1        | 1 − $n_{1a}$ | 0        | 0        | 0        | variable | 1 − $v_a$ | 0      |
| 5     | variable | variable | 0        | 1 − $n_{2a}$ | 1 − $n_{1a}$ | 0        | variable | variable | 1 − $v_a − v_b$ |

![FIG. 5. (a) Effective energy $E_{\text{eff}}$ as a function of laser pump intensity $\eta$. (b) Volume ratio of region b, $v_b$, as a function of laser pump intensity $\eta$. The intercomponent interaction strength is $g_{12} = 1030$. Other parameters are the same as those in Fig. 3. Curves of stable states are only shown.](image)

### V. TRAPPED SYSTEM

We have so far considered a two-dimensional system without an external potential. Here we examine the multistability for a more realistic three-dimensional system confined in a harmonic potential. We consider a two-component BEC with different hyperfine states of $^{87}$Rb in a trap potential $V_1(r) = V_2(r) = m(\omega_x^2x^2 + \omega_y^2y^2 + \omega_z^2z^2)/2$, where the trap frequencies are $\omega_x = 2\pi \times 800$ Hz, $\omega_y = 2\pi \times 800$ Hz, and $\omega_z = 2\pi \times 800$ Hz. We normalize the length and time by $k^{-1}$ and $(\hbar k^2/2m)^{-1}$ with $2\pi/k = 780$ nm. We solve the imaginary-time evolution of the GP equation with increasing and decreasing $\eta$ by the step $\Delta\eta = \pm 80$ and obtain the stationary state for each $\eta$, as in Sec. III.

Let us first consider the case of $g \leq g_{12}$. In Fig. 6 we
show the stationary states as a function of $\eta$. For $\eta = 0$, the two components are mixed. As $\eta$ is increased, the system follows the lower branch, and jumps to the upper branch at $\eta \approx 10400$, where the alternate stripe pattern emerges. When we decrease $\eta$, the system jumps from the upper to lower branches at $\eta \approx 7880$, resulting in the bistable region. Such bistable behavior is similar to that in the ideal system in Fig. 4.

Figure 6 shows the immiscible case, $g_{12} > g$. In this case, the lower branch starting from $\eta = 0$ is the separated state. At $\eta \approx 12000$, the system jumps to the upper branch, and the condensate sharply changes to a state in which the alternate stripe region and the regions occupied only by either component separately coexist. In this branch, the inner and outer regions are partially occupied by component 2 and 1. This phase is maintained up to $\eta = 16000$. When $\eta$ is decreased from 16000, the system follows a different branch in a manner similar to Fig. 3(b). At $\eta \approx 11720$, another jump occurs, and the stripe region appears around the center. Subsequently, two jumps occur in which the central stripe region decreases, resulting in the totally separated state at $\eta \approx 9800$. By further decreasing $\eta$, the system jumps back to the lower branch, which is separated in the $x$ direction.

Thus, in the trapped three-dimensional system as well, bistability and multistability emerge, which is significantly altered by the miscibility of the two-component BEC.

VI. CONCLUSIONS

We have investigated a two-component BEC coupled to a single-mode optical cavity. We showed that this coupled BEC-cavity system exhibits a variety of density structures and optical multistability, which is sensitive to the intercomponent interaction strength. This sensitivity arises from the miscible-immiscible transition of the two-component BEC, by which the global structure of the density distribution changes, altering the effective BEC-cavity coupling significantly. We found a variety
of stable phases, such as the separated phase, alternate stripe phase, and their coexistence, which exhibit multistability. Using a variational method, we classified these phases, and explained the results of the numerical simulations.

In contrast to the single component BEC-cavity system, such a two-component BEC-cavity system allows one to control the optical bistability width by changing the condition of miscibility. Experimentally, the miscibility transition can be controlled by adjusting the s-wave scattering length through a Feshbach resonance. Thus, the present system may provide a candidate for a controlled optical switch using the miscibility transition. The hydrodynamic properties of quantum fluids, such as their miscibility, will yield other interesting phenomena in the BEC-cavity system, which merit further study.
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