Adiabatic transport in one-dimensional systems with a single defect
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Abstract

The adiabatic transport properties of U(1) invariant systems are determined by the dependence of the ground state energy on the twisted boundary condition. We examine a one-dimensional tight-binding model in the presence of a single defect and find that the ground state energy of the model shows a universal dependence on the twist angle that can be fully characterized by the transmission coefficient of the scattering by the defect. We identify resulting pathological behaviors of Drude weights in the large system size limit: (i) both the linear and nonlinear Drude weights depend on the twist angle and (ii) the N-th order Drude weight diverges proportionally to the (N − 1)-th power of the system size. To clarify the physical implication of the divergence, we simulate the real-time dynamics of the tight-binding model under a static electric field and show that the divergence does not necessarily imply the large current. Furthermore, we address the relation between our results and the boundary conformal field theory.

I. INTRODUCTION

Transport phenomenon is one of the most fundamental problems in the condensed matter and statistical physics. Compared to the widely-studied linear response, the nonlinear ones have been less explored and still being an intriguing topic. For instance, rectification current [1, 2] and high-harmonic generation [3, 4] originating from nonlinear responses are extensively studied recently. Although the theoretical sides have also been actively investigated and various interesting phenomena have been proposed [5–11], we still do not reach the systematic understanding of them. In particular, the general aspects of the nonlinear responses in quantum many-body systems has been less studied [12].

Among various transport phenomena, adiabatic transport, which is realized in the adiabatic insertion of U(1) magnetic flux, is one of the most basic ones. This is because such transport in a clean system is characterized by the Drude weight [13] which is easily calculable from the energy eigenvalues under a twisted boundary condition using the Kohn formula [14]. The linear Drude weight has played an essential role in the studies of transport phenomena in one-dimensional (1D) quantum many-body systems at zero and finite temperature [15–21]. Also, the adiabatic current induced in a small metallic ring pierced by magnetic flux is known as persistent current. This is a manifestation of the Aharanov-Bohm effect in quantum many-body systems and has been well-studied both experimentally and theoretically [22–31]. Note that the Drude weight corresponds to a flux derivative of the persistent current, as explained later.

Recently, nonlinear Drude weights were introduced as a direct generalization of the Drude weight of linear response to higher-order responses [32]. The generalized Kohn formula is also derived [32] and allows us to evaluate the nonlinear Drude weights easily. For non-interacting band insulators, the Drude weights underlie the phenomenon so-called Bloch oscillation [32]. However, it turns out that nonlinear Drude weights in the spin-1/2 XXZ Heisenberg chain diverges in the limit of large system size, depending on the order of the response and the value of the anisotropy parameter [32, 33]. While the origin of the divergence in the XXZ chain was discussed in Ref. [33], the general condition, such as if the many-body interaction is needed or not for the divergence, is still unknown. It is also unclear what happens under a static electric field in the system with the divergent Drude weights. It is important to clarify the above problems in order to reach the systematic understanding of the nonlinear responses.

In this work, we examine the dependence of the ground state energy to the twisted boundary condition in general 1D systems and clarify the relation to the adiabatic transport including the nonlinear responses. We then establish a concrete example in which nonlinear Drude weights diverge even without many-body interactions. Our model is a single-band tight-binding model with a single defect. Regardless of the details of the defect, the divergence of nonlinear Drude weights is much stronger than those observed in the XXZ model. Furthermore, we find that even the linear Drude weight shows a pathological behavior, depending strongly on the twisted boundary condition.

We also elucidate the physical consequence of the diverging behavior of the Drude weights. One might think that the divergence implies an arbitrary large current response when the system is under a static electric field. To clarify this point, we employ the numerical real-
time simulation and show that the adiabatic transport is rather suppressed compared to the defect-free case. The real-time simulations have not been done to study the divergent Drude weights because the interaction makes the long-time simulation difficult. In contrast, our model is non-interacting and easy to reach the adiabatic limit where the Drude weights dominate. This is one of the advantageous points of our single-defect model.

We emphasize that in this paper we discuss the Drude weights which characterize the adiabatic response of the uniform current to the applied uniform electric field. In other words, we focus on the Drude weights determined by (generalized) Kohn formulas \[14, 32\]. They are sensitive to the presence of the defect, or equivalently to the boundary condition. In fact, it follows trivially that those Drude weights exactly vanish for the open boundary condition. In fact, it has been pointed out that the Drude weight for the periodic boundary condition can be extracted even under the open boundary condition with an appropriate procedure \[34, 35\]. However, it is the purpose of the present paper to elucidate the effects of the single boundary condition. For example, the spontaneous current density, averaged over the entire system, is given by

\[
j_{\text{GS}}(\theta) = \frac{dE_{\text{GS}}(\theta)}{d\theta}.
\]  

Higher-derivatives are related to the Drude weights \[14, 32\]:

\[
D_N(\theta) = L^N \frac{d^{N+1}}{d\theta^{N+1}} E_{\text{GS}}^L(\theta).
\]

Here \(N\) represents the order of the response: \(N = 1\) is the linear response and \(N \geq 2\) is a higher-order response. Since \(e^{i\theta}\) may be interpreted as the phase of twisted boundary condition, \(E_{\text{GS}}^L(\theta)\) must have the period \(2\pi\) as a function of \(\theta\).

The ground state energy can, in general, be expanded into a power-series of \(L\):

\[
E_{\text{GS}}^L(\theta) = c_{+1}(\theta)L + c_0(\theta) + c_{-1}(\theta)L^{-1} + o(L^{-1}),
\]  

where, \(o(L^{-n})\) represents corrections that decay faster than \(L^{-n}\) in the large \(L\) limit, which includes possible terms with non-integer power \(\alpha \notin \mathbb{Z}\) and \(\alpha > 1\). By definition, coefficients \(c_p(\theta)\) \((p = 1, 0, -1, \ldots)\) do not depend on \(L\). Note that \(c_{+1}(\theta)\) corresponds to the energy density \(\varepsilon_{\text{GS}}\) in the thermodynamic limit and cannot depend on \(\theta\).

In order to investigate the \(\theta\)-dependence of \(c_0(\theta)\) and \(c_{-1}(\theta)\), let us derive a bound for the spontaneous current density \(j_{\text{GS}}^L(\theta)\) following the proof of the Bloch theorem \[33, 34\]. To this end, we introduce the large gauge transformation operator

\[
\hat{U} \equiv e^{i(2\pi n_\theta/L)\sum_x \hat{n}_x}\text{,}
\]

that changes the flux \(\theta\) by \(2\pi m\), hence the gauge field \(A = \theta/L\) by \(2\pi m/L\). Here \(\hat{n}_x\) is the number density operator at the site \(x\). Therefore,

\[
\hat{U}^\dagger \hat{H} \hat{U} - \hat{H} = \frac{2\pi m}{L} d\hat{H}/dA + 1 + \frac{2\pi m^2}{L} \frac{d^2\hat{H}}{dA^2} + O(L^{-2}).
\]

Here, \(O(L^{-n})\) is a quantity that decays either equally fast with or faster than \(L^{-n}\). We take the expectation value of this relation using the ground state of \(\hat{H}\). Since the variational principle implies \(\langle \hat{U}^\dagger \hat{H} \hat{U} - \hat{H} \rangle \geq 0\), we find

\[
m j_{\text{GS}}^L(\theta) + 2\pi m^2 \frac{d^2\hat{H}}{d\theta^2} + O(L^{-2}) \geq 0
\]

for any \(m \in \mathbb{Z}\). It follows that \(\langle d^2\hat{H}/d\theta^2 \rangle > 0\) and that \(c_0(\theta)\) is \(\theta\)-independent. In fact, a non-zero \(c_0(\theta)\) indicates the energy due to a defect, and thus \(c_0(\theta)\) generally vanishes in translation-invariant systems. The statement \(c_0(\theta) = 0\) also follows from the conformal mapping.
from the infinite plane to a cylinder [38, 39], when the translation-invariant system is described by a CFT.

On the other hand, \( c_{-1}(\theta) \) is related to the central charge and conformal dimensions of the CFT, and thus is expected to be universal (see the later sections for its precise meaning). Non-vanishing \( \theta \)-dependence starts at \( c_{-1}(\theta) \), indicating the universal nature of the transport we will discuss in this paper. To quantify the \( \theta \)-dependence, let us look at the \( n \)-th derivative:

\[
d_n(\theta) \equiv \frac{d^n c_{-1}(\theta)}{d\theta^n}. \quad (7)
\]

The inequality (7) implies

\[
|d_1(\theta)| \leq \pi \lim_{L \to \infty} L \left( \frac{d^2 \tilde{H}}{d\theta^2} \right) = \lim_{L \to \infty} \int_{-\infty}^{\infty} d\omega \sigma^L(\omega). \quad (8)
\]

The last equality is the frequency sum rule of the optical conductivity \( \sigma^L(\omega) \). Furthermore, the positivity of the regular part of Re\(\sigma^L(\omega)\) implies:

\[
d_2(\theta) \leq \lim_{L \to \infty} L \left( \frac{d^2 \tilde{H}}{d\theta^2} \right) = \frac{1}{\pi} \lim_{L \to \infty} \int_{-\infty}^{\infty} d\omega \sigma^L(\omega). \quad (9)
\]

See Appendix A for the derivation. These inequalities give general bounds for the spontaneous current density \( j_G^L(\theta) = d_1(\theta)L^{-1} + o(L^{-1}) \) and the linear Drude weight \( D_1^L(\theta) = d_2(\theta) + o(1) \).

By definition, the Drude weights are represented as \( D_N^L(\theta) = d_{N+1}(\theta)L^{-N+1} + o(L^{-N+1}) \) in general. When \( d_{N+1}(\theta) \neq 0 \) for an \( N \geq 2 \), two important consequences follow immediately: (i) The \( N \)-th order Drude weight \( D_N^L(\theta) \) diverges in the large \( L \) limit with the power \( L^{-N-1} \), and (ii) The linear Drude weight \( D_1^L(\theta) \) depends non-trivially on \( \theta \) even in the large \( L \) limit. Since a physical quantity in a sufficiently large system must be insensitive to the choice of the boundary condition, this implies that even the linear Drude weight becomes unphysical as a bulk quantity when \( d_n(\theta) \neq 0 \) for an \( n \geq 3 \).

Conversely, this discussion suggests that \( d_n(\theta) \) vanishes for all \( n \geq 3 \) whenever the linear Drude weight is supposed to be a good physical quantity independent of \( \theta \). This is expected to be the case when the system has both U(1) symmetry and the lattice translation symmetry, regardless of the presence or the absence of many-body interactions. Even in this case the nonlinear Drude weight \( D_N^L(\theta) \) may still diverge but with a power smaller than \( L^{-N-1} \). This is the case of the XXZ model as we discuss later.

**B. Single-band tight-binding model**

As an example, let us consider a single-band tight-binding model of spinless electrons in one dimension.

\[
\tilde{H}_0 \equiv -t_0 \sum_{x=1}^{L/2} (\hat{c}_{x+1}^\dagger e^{-i\theta/L} \hat{c}_x + \text{h.c.}). \quad (10)
\]

The lattice constant is set 1. We assume that the system size is \( L = 4\ell' + 2 \) and the number of electrons is \( N_{el} = 2\ell + 1 \) \((\ell, \ell' \in \mathbb{N})\). The Hamiltonian can be diagonalized by the Fourier transformation \( \hat{c}_n^\dagger \equiv L^{-1/2} \sum_x e^{iK_n x} \).

We get \( \tilde{H}_0 = \sum_{n=1}^L \epsilon_k \hat{c}_n^\dagger \hat{c}_n \) with \( \epsilon_k = -2t_0 \cos(k_\ell + \theta/L) \). For the range \(|\theta| < \pi\), the ground-state energy is given by

\[
E_{GS}^L(\theta) = \sum_{n=-\ell}^{\ell} \epsilon_n = -\frac{v_F}{\sin(\pi/L)} \cos(\theta/L). \quad (11)
\]

Here the Fermi velocity \( v_F \) is defined by

\[
v_F \equiv 2t_0 \sin k_F, \quad k_F \equiv \pi N_{el}/L. \quad (12)
\]

Therefore,

\[
c_{+1}(\theta) = -\frac{v_F}{\pi}, \quad c_0(\theta) = 0, \quad c_{-1}(\theta) = \frac{v_F}{2\pi} \left[ \arccos(\cos \theta) \right] - \frac{\pi v_F}{6}. \quad (15)
\]

This expression of \( c_{-1}(\theta) \) respects the period \( 2\pi \) of \( E_{GS}^L(\theta) \) and is valid for any \( \theta \in \mathbb{R} \). Our convention of arccosine is the standard one, satisfying \( 0 \leq \arccos(x) \leq \pi \), \( \arccos(-1) = \pi \), and \( \arccos(+1) = 0 \). Thus \( \arccos(\cos \theta) = |\theta| \) for \( |\theta| < \pi \). \( c_{-1}(\theta) \) and its derivative \( d_n(\theta) \) \((n = 1, 2, 3)\) of this model are shown in Fig. 4.

The \( N \)-th order Drude weight \((n \geq 1)\) in this model remains finite in the thermodynamic limits, which is given by

\[
\lim_{L \to \infty} D_N^L(\theta) = (-1)^N v_F / \pi. \quad (14)
\]

More generally, all nonlinear Drude weights remain finite if the ground state energy takes the form

\[
E_{GS}^L(\theta) = L \varphi^L_{GS}(\theta/L). \quad (16)
\]

with a function \( \varphi^L_{GS}(A) \) whose large \( L \) limit \( \varphi_{GS}(A) \) is a smooth function of \( A \). In the above tight-binding model, \( \varphi_{GS}(A) = -(v_F/\pi) \cos A \). In such a case, \( c_p(\theta) \) \((p = 1, 0, -1, \cdots)\) is a polynomial of \( \theta \) with the maximal power \( \theta^{1-p} \) and

\[
\lim_{L \to \infty} D_N^L(\theta) = d^{N+1} \varphi(A)/dA^{N+1}|_{A=0}.
\]

**C. Tomonaga-Luttinger liquids**

For Tomonaga-Luttinger liquids (TLLs) with the Luttinger parameter \( K \) and the velocity parameter \( v \), the finite-size scaling of the ground state energy is known to be [40]

\[
c_{+1}(\theta) = \varphi_{GS}, \quad c_0(\theta) = 0, \quad c_{-1}(\theta) = \frac{Kv}{2\pi} \left[ \arccos(\cos \theta) \right] - \frac{\pi v}{6}. \quad (19)
\]
For example, in the case of the spin-1/2 XXZ Heisenberg spin chain
\[
\hat{H} = J \sum_{x=1}^{L} \left( \frac{1}{2} \delta_{x+1}^{-} e^{-\theta/L} \delta_{x}^{+} + \text{h.c.} + \Delta \delta_{x+1}^{z} \delta_{x}^{z} \right)
\]  
(20)
with \(-1 < \Delta \leq 1\), the parameters \(\varepsilon_{\text{GS}}, K\), and \(v\) are given by \[43\].

\[
\varepsilon_{\text{GS}} = \frac{J}{4} \cos \gamma - \frac{J}{2} \sin \gamma \int_{-\infty}^{\infty} dx \frac{\sinh((\pi-\gamma)x)}{\sinh(\pi x) \cosh(\gamma x)},
\]
(21)
\[
v = \frac{J \pi \sin \gamma}{2\gamma}, \quad K = \frac{\pi}{2(\pi-\gamma)},
\]
(22)
where \(\gamma \equiv \arccos \Delta\). This model with \(J = 2t_{0}\) and \(\Delta = 0\) can be exactly mapped to the above tight-binding model at the half filling \(N_{\text{el}} = L/2\). \(c_{-1}(\theta)\) and its derivative \(d_{n}(\theta)\) \((n = 1, 2, 3)\) of this model are shown in Fig. 1.

Although TLLs satisfy \(d_{n} = 0\) for \(n \geq 3\), nonlinear Drude weights diverge in the thermodynamic limit in the XXZ chain as studied in Refs. \[32, 33\]. This is due to the irrelevant perturbation to the CFT and not captured in the unperturbed TLLs \[33\]. We emphasize that this fact does not contradict to our statement because the divergence of the \(N\)-th order Drude weight in the XXZ chain is with a power smaller than \(L^{N-1}\).

We observe that \(c_{-1}(\theta)\) in Eq. \[19\] is written completely in terms of the parameters of the low-energy effective theory and is universal in that sense. In particular, the constant term \(-\pi v/6\) follows from the central charge 1 of the TLL. The Luttinger parameter \(K\) only affects the coefficient of \(\theta^{2}\) but never generates higher power terms of \(\theta\) in \(c_{-1}(\theta)\). Reflecting the level crossing of many-body energy levels at \(\theta = (2m-1)\pi\) \((m \in \mathbb{Z})\), the slope of \(c_{-1}(\theta)\) is discontinuous at these points. The level crossing is protected by the lattice translation symmetry; that is, the two many-body energy levels crossing at these points have distinct momenta \((0\) and \(2k_{F}\)) and they cannot repel each other. This observation motivates us to investigate translation breaking perturbations.

### III. TIGHT-BINDING MODEL WITH A SINGLE DEFECT

Let us introduce a defect \(\hat{V}\) to the tight-binding model \(\hat{H}_{0}\) in Sec. \[11B\]. The defect induces a level repulsion at \(\theta = (2m-1)\pi\) and \(E_{\text{GS}}(\theta)\) becomes a smooth periodic function of \(\theta\). As a consequence, the \(\theta\)-dependence of \(c_{-1}(\theta)\) is fundamentally modified, as we shall see in Sec. \[11C\].

#### A. Single defect scattering

We consider a defect \(\hat{V}\) localized around the site \(x = 0\). Examples include a single impurity potential
\[
\hat{V} = w c_{0}^{\dagger} c_{0}
\]
and a single bond disorder
\[
\hat{V} = -(v \epsilon_{\text{d}} - t_{0}) c_{1}^{\dagger} e^{-i\theta/L} c_{0} + \text{h.c.},
\]
(24)
but our discussion below is not restricted to these cases. The only assumptions are that \(\hat{V}\) is written in terms of operators near the origin and is a bilinear of \(c_{1}^{\dagger}\) and \(c_{x}\).

To solve the eigenvalue equation \((\hat{H}_{0} + \hat{V}) |k\rangle = \epsilon_{k} |k\rangle\), we postulate the following form of the wavefunction:
\[
\psi_{k}(x) \equiv \tilde{\psi}_{k}^{+} e^{ikx} + \tilde{\psi}_{k}^{-} e^{-i(k+2\theta)/L} x
\]
(25)
for \(-1/2 \leq x < -1\) and
\[
\psi_{k}(x) \equiv \tilde{\psi}_{k}^{+} e^{ikx} + \tilde{\psi}_{k}^{-} e^{-i(k+2\theta)/L} x
\]
(26)
for \(1 < x \leq L/2\). We may assume \(0 < k + \theta/L < \pi\). The energy eigenvalue is still given by \(\epsilon_{k} = -2t_{0} \cos(k + \theta/L)\) as in the defect-free case, but the quantization condition imposed on \(k\) is modified, as we will see below.

The defect \(\hat{V}\) can be characterized by the scattering matrix
\[
S_{q} \equiv \begin{pmatrix} T_{q}^{+} & R_{q}^{-} \\ R_{q}^{+} & T_{q}^{-} \end{pmatrix},
\]
(27)
where \(T_{q}^{+}\) and \(R_{q}^{\pm}\) are the transmission and the reflection coefficients. It maps the incoming components \((\tilde{\psi}_{k}^{+} \text{ and } \tilde{\psi}_{k}^{-})\) to the outgoing components \((\tilde{\psi}_{k}^{\dagger} \text{ and } \tilde{\psi}_{k}^{-})\):
\[
\begin{pmatrix} \tilde{\psi}_{k}^{+} \\ \tilde{\psi}_{k}^{-} \end{pmatrix} = S_{k+\theta/L} \begin{pmatrix} \tilde{\psi}_{k}^{+} \\ \tilde{\psi}_{k}^{-} \end{pmatrix}.
\]
(28)
For example, for the single impurity potential \[23\],
\[
T_{q}^{\pm} = \frac{2t_{0} \sin q}{2t_{0} \sin q + i w}, \quad R_{q}^{\pm} = -\frac{i w}{2t_{0} \sin q + i w}.
\]
(29)
For the single bond disorder \[24\],
\[
T_{q}^{\pm} = e^{\pm i \delta} \frac{2t_{0} \sin q}{(t_{0}^{2} + v^{2}) \sin q + i(t_{0}^{2} - v^{2}) \cos q}, \quad R_{q}^{\pm} = e^{\mp i \delta} \frac{i(t_{0}^{2} - v^{2})}{(t_{0}^{2} + v^{2}) \sin q + i(t_{0}^{2} - v^{2}) \cos q}.
\]
(30)
(31)
The conservation of the probability current implies that the \(S\)-matrix is unitary for any \(q\). Furthermore, it is also constrained by symmetries of the system. For example, the time-reversal invariance implies
\[
\begin{pmatrix} \tilde{\psi}_{k}^{+} \\ \tilde{\psi}_{k}^{-} \end{pmatrix} = \sigma_{1} \begin{pmatrix} \tilde{\psi}_{k}^{+} \\ \tilde{\psi}_{k}^{-} \end{pmatrix}^{*},
\]
(32)
where \(\sigma_{i} (i = 1, 2, 3)\) is the Pauli matrix. Together with the unitarity, we find \(\sigma_{1} S_{q}^{\dagger} \sigma_{1} = S_{q}^{\dagger}\), which is reduced to \(T_{q}^{\dagger} = T_{q}^{-}\) \[44\]. Likewise, the spatial inversion about \(x = x_{0}\) requires
\[
\begin{pmatrix} \tilde{\psi}_{k}^{+} \\ \tilde{\psi}_{k}^{-} \end{pmatrix} = \sigma_{1} e^{2ix_{0} \sigma_{3}} \begin{pmatrix} \tilde{\psi}_{k}^{+} \\ \tilde{\psi}_{k}^{-} \end{pmatrix},
\]
(33)
\[
\begin{pmatrix} \tilde{\psi}_{k}^{+} \\ \tilde{\psi}_{k}^{-} \end{pmatrix} = \sigma_{1} e^{2ix_{0} \sigma_{3}} \begin{pmatrix} \tilde{\psi}_{k}^{+} \\ \tilde{\psi}_{k}^{-} \end{pmatrix},
\]
(34)
implying $S_q = e^{-2iqx_0\sigma_3}S_0S_1 e^{2iqx_0\sigma_3}$. In terms of the matrix elements, this is equivalent to $T_q^+ = T_q^-$ and $R_q^+ = e^{-4iqx_0}R_q^-$. For example, the impurity potential \(^{(23)}\) has the site inversion symmetry ($q_0 = 0$) and the bond disorder \(^{(24)}\) has the bond inversion symmetry ($x_0 = 1/2$) when $\delta = 0$. Note that our discussions below do not assume any of these symmetries.

**B. Quantization condition**

Now we impose the periodic boundary condition:

$$
\begin{pmatrix}
\psi_k^+ \\
\psi_k^-
\end{pmatrix}
= \begin{pmatrix}
T_q e^{i\delta_q} & -R_q e^{-i\eta_q} \\
R_q e^{i\eta_q} & T_q e^{-i\delta_q}
\end{pmatrix}
\begin{pmatrix}
\psi_k \\
\psi_{k+2\ell/L}
\end{pmatrix}.
$$

We demand the existence of nonvanishing solutions to Eqs. \(^{(25)}\) and \(^{(35)}\), which leads to the quantization condition of $q \equiv k + \theta/L$. Such a condition can be most easily implemented (see Ref. \(^{(35)}\) for a related discussion on Majorana fermions) by parametrizing the scattering matrix as

$$
S_q = e^{i\varphi_q} \left( T_q e^{i\delta_q} - R_q e^{-i\eta_q} \right) \left( R_q e^{i\eta_q} + T_q e^{-i\delta_q} \right),
$$

where $T_q \equiv |T_q^+|$ and $R_q \equiv |R_q^+|$ are the transmission and the reflection amplitude. The phase $\varphi_q$ is related to the determinant of the scattering matrix as $\det S_q = (T_q^+/(T_q^-))^* = e^{2i\varphi_q}$. In the presence of either the time-reversal symmetry or the inversion symmetry, $\delta_q = 0$. With these definitions, the quantization condition reads

$$
\cos(q L + \varphi_q) = T_q \cos(\theta - \delta_q), \quad 0 < q < \pi.
$$

The parametrization \(^{(36)}\) and the quantization condition \(^{(37)}\) are invariant under the simultaneous shift $\varphi_q \rightarrow \varphi_q + \pi$, $\delta_q \rightarrow \delta_q + \pi$, and $\eta_q \rightarrow \eta_q + \pi$. To fix the ambiguity, here we assume the absence of bound states below the band bottom $c = -2t_0$. We choose a branch of $\varphi_q$ in such a way that $\lim_{q \rightarrow \pi} \varphi_q = -\pi/2$ \(^{(41)}\) and is continuous as a function of $q$. See Sec. \(^{(11)}\) for the case when bound states appear below $-2t_0$.

In the defect-free case (i.e., $T_q = 1$ and $\varphi_q = \delta_q = 0$), the solutions to Eq. \(^{(37)}\) can be written as

$$
q_n^\pm = k_n \pm \frac{\theta}{L} \left( k_n = \frac{2\pi n}{L} \right),
$$

where $n = 0, 1, \ldots, L/2 - 1$ for $q_n^+$ and $n = 1, 2, \ldots, L/2$ for $q_n^-$. Even for a general $V \neq 0$, Eq. \(^{(37)}\) can be expressed in a form similar to Eq. \(^{(38)}\):

$$
q_n^\pm = k_n + \phi_\pm(q_n^\pm) \frac{1}{L},
$$

$$
\phi_\pm(q) = \pm \text{arccos} (T_q \cos(\theta - \delta_q) - \varphi_q).
$$

Since the phase shift $\phi_\pm(q_n^\pm)$ in Eq. \(^{(39)}\) depends on $q_n^\pm$, it still needs to be solved self-consistently. In practice, however, one can solve it iteratively. Namely, the first approximation is to replace $q_n^\pm$ on the right hand side by $k_n$, which gives $q_n^\pm$ with an error $O(L^{-2})$. For our purpose of determining $c_1(\theta)$, one needs to repeat this step once again to determine $q_n^\pm$ to the $L^{-2}$ accuracy. We find

$$
q_n^\pm = k_n + \frac{\phi_\pm(k_n)}{L} + \frac{1}{2L^2} \left( \frac{d[\phi_\pm(k_n)]^2}{dk_n} \right) + O(L^{-3}).
$$

**C. Ground state energy**

Using Eq. \(^{(41)}\) and performing the Taylor expansion in a series of $L^n$, we evaluate the ground state energy as

$$
E_{GS}(\theta) = -2t_0 \sum_{n=0}^{\ell} \cos(q_n^+) - 2t_0 \sum_{n=1}^{\ell} \cos(q_n^-)
$$

$$
= c_{\ell+1}^L(\theta)L + \tilde{c}_0^L(\theta) + \tilde{c}_{-1}^L(\theta)L^{-1} + O(L^{-2}).
$$

Here, the coefficients $\tilde{c}_0^L(\theta)$ are given by

$$
\tilde{c}_0^L(\theta) = \frac{2t_0}{L} \sum_{n=1}^{\ell} \sin k_n [\phi_+(k_n) + \phi_-(k_n)]
$$

$$
= -\frac{2t_0}{\pi} \int_0^{k_F} dk \sin k \varphi_k + O(L^{-2}),
$$

and

$$
\tilde{c}_{-1}^L(\theta) = \frac{t_0}{L} \sum_{n=0}^{\ell} \frac{d}{dk_n} \left[ \sin(k_n)\phi_+(k_n) \right]^2
$$

$$
+ \frac{t_0}{L} \sum_{n=1}^{\ell} \frac{d}{dk_n} \left[ \sin(k_n)\phi_-(k_n) \right]^2
$$

$$
= \frac{v_F}{4\pi} [\phi_+(k_F)^2 + \phi_-(k_F)^2] + O(L^{-1}).
$$

Combining these results with Eq. \(^{(40)}\), we find

$$
c_{\ell+1}(\theta) = \frac{v_F}{\pi},
$$

$$
c_0(\theta) = -\frac{2t_0}{\pi} \int_0^{k_F} dk \sin k \varphi_k,
$$

$$
c_{-1}(\theta) = \frac{v_F}{2\pi} \left[ \text{arccos} (T_F \cos(\theta - \delta_F)) \right]^2 + \frac{v_F}{2\pi} \varphi_F^2 - \frac{\pi v_F}{6}.
$$

In these expressions, $v_F$ and $k_F$ are defined in Eq. \(^{(12)}\). In the derivation, we used the Euler–Maclaurin formula
The constant term in terms of the parameters of the low-energy effective
of $\varphi_q$. We note that the present result is consistent with the
approximated by sign $\theta$. The energy eigenvalue is given by
$\pi$. We see that $c_{-1}(\theta)$ results

dependence, is independent of the bound states away from the Fermi
level. The second term weakly depends on them through the
choice of the branch of $\varphi_q$. This is in contrast to the non-universal
defect energy $c_0(\theta)$, which explicitly depends on the bound state energy $b_m$.\[c_{-1}(\theta) = v_F \frac{\pi}{2} \left[ \arccos(T_F \cos(\theta - \delta_F)) \right]^2 \]

\[+ \frac{v_F}{2\pi}(\varphi_F + N_b \pi)^2 - \frac{\pi v_F}{6}.\]

The Levinson theorem states
\[\sum_{n=1}^m g(k_n) = L/(2\pi) \int_{k_n}^{k_{n+1}} dk f(k) + \frac{1}{2}[f(k_{m+1}) - f(k_1)] + O(L^{-1})\text{ for the error estimate. The subscript } F \text{ refers to the value at the Fermi point } k = k_F. \text{ The effect of } \delta_F \text{ merely shifts the origin of } \theta.\]

We note that the present result is consistent with the
earlier general observation. The “defect energy” $c_0(\theta)$ is non-vanishing only in the presence of the localized
defect. On the other hand, $c_{-1}(\theta)$ is written completely
in terms of the parameters of the low-energy effective
theory, including the transmission amplitude $T_F$ at the
Fermi point. The constant term $-\pi v_F/6$ is again
the consequence of the central charge 1 of the corresponding
CFT (TLL). In this sense $c_{-1}(\theta)$ is universal.

D. Bound states

Some of eigenstates of $\hat{H}_0 + \hat{V}$ are exponentially
localized to the defect. These bound states have energy
eigenvalues lower than $-2t_0$ or higher than $+2t_0$. The
number of plane-wave states in Eqs. (25) and (26) is
reduced by the number of the bound states. For example, the impurity potential in Eq. (25) has a bound state
when $|w|/L > 1 - \cos \theta$. The energy eigenvalue can be
approximated by $\sin(w)/\sqrt{(2t_0)^2 + w^2}$ in a sufficiently
large system.

Let us assume that there are $N_b$ bound states below
$\epsilon = -2t_0$. We write their energy eigenvalues as $\epsilon_m$ ($m = 1, 2, \cdots, N_b$). In this situation, we find it useful to define
$\tilde{\varphi}_q \equiv \varphi_q - N_b \pi$. (49)

The Levinson theorem states $\lim_{q \to 0} \tilde{\varphi}_q = -\pi/2$ [44].
Our results in Eqs. (47) and (48) are modified as
\[c_0(\theta) = -\frac{2t_0}{\pi} \int_0^{k_F} dk \sin(k \varphi) + N_b \pi + \sum_{m=1}^{N_b} (\epsilon_m^b + 2t_0)\]
\[= -\frac{2t_0}{\pi} \int_0^{k_F} dk \sin(k \varphi_k) + \sum_{m=1}^{N_b} (\epsilon_m^b - \epsilon_F),\]
\[c_{-1}(\theta) = \frac{v_F}{2\pi} \left[ \arccos(T_F \cos(\theta - \delta_F)) \right]^2 \]
\[+ \frac{v_F}{2\pi}(\varphi_F + N_b \pi)^2 - \frac{\pi v_F}{6}.\]

E. Derivatives of ground state energy

Given the fully general expression of $c_{-1}(\theta)$ in Eq. (48),
we can readily compute the derivatives of $c_{-1}(\theta)$ in
Eq. (7). For example,
\[d_1(\theta) = \frac{v_F \sin \theta' \arccos(T_F \cos \theta')}{\pi \sqrt{\sin^2 \theta' + r_F^2}},\]
\[d_2(\theta) = \frac{v_F}{\pi} \frac{\sin^2 \theta'}{\sin^2 \theta' + r_F^2} + d_1(\theta) \frac{r_F^2 \cot \theta'}{\sin^2 \theta' + r_F^2},\]
and
\[d_3(\theta) = \frac{3v_F^2 \sin \theta'}{2\pi (\sin^2 \theta' + r_F^2)^2} - d_1(\theta) \frac{r_F^2 (2 + \cos 2\theta' + r_F^2)}{(\sin^2 \theta' + r_F^2)^2},\]
where $\theta' \equiv \theta - \delta_F$ and $r_F \equiv R_F/T_F$. Note that Eqs. (48) and (52) were previously derived in Ref. [29] for the special
case of an impurity potential in a continuum model.
Here we rederived it in a more general setting on lattice
model without specifying the form of the impurity $\hat{V}$. Possible
time-reversal symmetry breaking by $\hat{V}$ results in nonzero
$\delta_F$ in our setting. We plot these functions in
Fig. 11 for the example of the single impurity potential
at the half-filling, for which we have $r_F = |w|/v_F$ and
$v_F = 2t_0$. We see that $d_n(\theta)$ generally does not vanish,
implying the divergence of $D_{n-1}(\theta)$ in the thermodynamic
limit, except for several special values of $\theta$. For example, the time-reversal symmetry implies $d_{n-1}(\theta) = 0$ for
$\theta = 0$ and $\pi$, but $d_1(\theta), d_3(\theta) \neq 0$ except for these
points. Despite this divergence, $|d_1(\theta)|$, which is the leading term in the adiabatic transport in Eq. (1), is a monotonically decreasing function of $r_F$ for a fixed $\theta$. In fact, for the present model, the frequency sum of the optical conductivity $\sigma^{\text{L}}(\omega)$ in Eq. (8) is given by

$$\pi L \left( \frac{d^2 \hat{H}}{d\theta^2} \right) = -\frac{\pi}{L} (\hat{H}) + O(L^{-1}) = v_F + O(L^{-1}), \quad (55)$$

implying that $|d_1(\theta)| \leq v_F$ regardless of $\theta$ or $\hat{V}$. The bound is saturated when $\theta = \pm \pi$ in the absence of the defect. Therefore, at least in this class of models, the diverging Drude weights do not imply any larger adiabatic current.

The $\theta$-dependence of $d_1(\theta)$ may be related to the singular contribution around $\theta' = \theta - \delta_F = \pi$:

$$d_2(\pi + \delta_F) = d_2(\delta_F) - \frac{v_F}{r_F}, \quad (56)$$

$$d_4(\pi + \delta_F) = d_4(\delta_F) + v_F \left( \frac{3}{r_F} + \frac{1}{r_F} \right), \quad (57)$$

which diverges in the $r_F = 0$ limit. This divergence originates from the degeneracy of the single particle levels of $\hat{H}_0$ at $\theta = \pi$ as we show in Appendix B. It is interesting to observe that the absolute value of the linear Drude weight can become arbitrary large without contradicting with the bound $d_2(\theta) \leq v_F/\pi$ suggested by Eq. (9).

IV. REAL-TIME DYNAMICS

To clarify the physical implication of the divergent nonlinear Drude weights, we perform a numerical calculation. We directly simulate the real-time dynamics of the tight-binding model with a defect under a static electric field.

We consider the dynamics driven by the time-dependent Hamiltonian,

$$\hat{H}(\theta(t)) = -t_0 \sum_{x=1-L/2}^{L/2} (\hat{c}_x^\dagger e^{-i\theta(t)/L} \hat{c}_x + \text{h.c.}) + w \hat{c}_0^\dagger \hat{c}_0, \quad (58)$$

where the systems size $L = 4\ell + 2$ and the number of electrons $N_0 = L/2$. Here, we use a single potential disorder $2\delta$ as an example. Our results should be independent on the detail of the defect as discussed in Sec. III. In Appendix C we examine the bond disorder and indeed obtain essentially the same result. The flux $\Theta(t)$ is set to

$$\frac{\Theta(t)}{L} = \begin{cases} \frac{A_0}{T} t, & 0 \leq t < T, \\ A_0 T, & T \leq t. \end{cases} \quad (59)$$

This flux insertion corresponds to the application of the static electric field $E = A_0/T$ within $0 \leq t \leq T$. For convenience, we call $T$ the ramp time. The initial state $|\psi_{\text{ini}}\rangle$ is set to the many-body ground state of $\hat{H}(0)$. For numerical calculation, we discretize the
time evolution operator as \( \hat{U}(t) \equiv \Delta \hat{U}_{N_1} \cdots \Delta \hat{U}_2 \Delta \hat{U}_1 \)
where \( \Delta \hat{U}_n = \exp[-i\hat{H}(t_n + \Delta t/2)\Delta t] \), \( \Delta t = t/N_2 \), and \( t_n = (n-1)\Delta t \). \( N_2 \) is taken to be large enough to make the result independent on it. The observable we focus on is the time-dependent current density \( j(t) \) which is defined as
\[
\langle j(t) \rangle = \left \langle \frac{d\hat{H}(\theta)}{d\theta} \right \rangle_{\theta=\theta(t)}
\]
(60)

where \( \langle \cdots \rangle \equiv \langle \psi(t) | \cdots | \psi(t) \rangle \) and \( \psi(t) = \hat{U}(t) |\psi_{ini}\rangle \).

We are interested in the adiabatic transport which is dominated by the Drude weights. To clearly see it, we simulate the dynamics with changing the ramp time. There are two energy scales in this system: the energy gap induced by the defect \( \Delta V \equiv v_F r_F / L \) and the energy scale of the flux insertion \( \Delta \theta \equiv 2\pi / T \). The adiabatic condition is given by \( \Delta \theta \ll \Delta V \). This is satisfied with the sufficiently large \( T \). Under this condition, the current density \( j(t) \) should be governed by \( J_{GS}(\theta) \) in Eq. (48) which is directly related to the Drude weights. On the other hand, \( \Delta \theta \gg \Delta \omega \) corresponds to the sudden quench.

The current density \( j(t) \) is shown in Fig. 2 (a)-(h). Figs. 2 (a) and (e) are near the quench limit. They show with changing the ramp time is understood from the analytical results and the boundary CFT. In fact, the first term of Eq. (48) which depends on \( T_F \) can be interpreted in terms of the boundary CFT.

The defect in the tight-binding model we consider corresponds to the barrier in a TLL studied in Refs. \([53, 54]\) at the free fermion point \( K = 1 \). The system studied in this paper is a finite ring of circumference \( L \) with the single defect. Such a system can be mapped to a problem of boundary CFT by a folding trick \([55, 57]\): after the folding, we have a two-component TLL of length \( l = L/2 \) with two boundaries: one corresponding to the defect and the other corresponding to no defect. Although the problem at this point is a two-component TLL (of central charge 2) with boundaries, we can decompose the two-component TLL into even and odd combinations of the original fields \( \phi(x) \pm \phi(-x) \). It can be seen that the odd component does not “feel” the defect and is always subject to the same boundary condition. Thus the problem is effectively reduced to the single-component TLL (of the even field) with boundaries, although a care should be taken about “gluing condition” \([55, 57, 58]\) in reconstructing the spectrum of the original model. In the discussion of the universal part of the ground-state energy, which is the focus of the present paper, however, the gluing condition is not important and we can simply study the single-component TLL with boundaries. For generic values of the Luttinger parameter \( K \), the barrier is either a relevant or irrelevant perturbation (in the renormalization group sense), so that the defect is renormalized into an infinitely strong barrier which completely reflects the current, or a vanishing barrier which transmits the current perfectly. In terms of the (even component of) “phase field” of the TLL, the infinitely strong barrier corresponds to the Neumann boundary condition, while the
vanishing barrier corresponds to the Dirichlet boundary condition. The free fermion case $K = 1$ corresponds to the boundary condition interpolating the vanishing barrier and the infinitely strong barrier. This exactly corresponds to the $S$-matrix of the defect for the incoming free fermions.

In fact, the continuous family of the boundary conditions at $K = 1$ was studied in terms of free bosons in Refs. [69, 70] and in terms of free fermions in Ref. [61]. Here we show that our result agrees with theirs. In Refs. [69, 70], the continuous family of the boundary conditions at $K = 1$ is formulated in terms of the emergent SU(2) symmetry. This SU(2) degree of freedom indeed corresponds to the $S$-matrix of free fermions. In Ref. [61], the $S$-matrix was parametrized in terms of the effective barrier parameter $g$ (complex number). For simplicity here we focus on the case $g$ is real, for which the $S$-matrix is given as $S \sim \exp(\pm ig\sigma_1)$ and thus $T_F^\pm = T_F = \cos(\pi g)$. The phase shift in those papers, for example in Eq. (13) of Ref. [61], then simply reads

$$\Delta = \pi|g| = \arccos T_F.$$

The partition function for the boundary condition corresponding to the the barrier strength $g$ on one side and the Neumann boundary condition (corresponding to the infinite barrier) on the other side (in the even fermion number sector) at the inverse temperature $\beta$ is [61]

$$Z_{BN}(q) \sim \frac{q^{-1/24}}{\prod_{m=1}^{\infty} (1-q^m)} \sum_{k=0}^{\infty} q^{\frac{1}{2}[k+\frac{1}{2}(-1)^k\frac{\Delta}{\pi}]},$$

(61)

where $q \equiv e^{-\pi\beta/4}$. In our setup, we just consider a single barrier, so that the other side obeys the Dirichlet boundary condition after the folding. In this case, the partition function is rather given by

$$Z_{BD}(q) \sim \frac{q^{-1/24}}{\prod_{m=1}^{\infty} (1-q^m)} \sum_{k=0}^{\infty} q^{\frac{1}{2}[k+\frac{1}{2}(-1)^k\frac{\Delta}{\pi}]}.$$

(62)

We can read off the ground-state energy (relative to $g = 0$ case) as

$$\frac{\pi}{7} \frac{1}{2} \left( \frac{\Delta}{\pi} \right)^2 = \frac{1}{L} \frac{\Delta^2}{\pi}.$$

(63)

Because $\Delta = \arccos T_F$, this agrees with our Eq. (48) with $\delta_F = \theta = \varphi_F = 0$ and $\varphi_F = 1$.

VI. SUMMARY AND OUTLOOK

In this work, we clarified the dependence of the ground state energy on the twisted boundary condition in 1D systems in general. As an illuminating toy model, we discussed a single-band tight-binding model in the presence of a single defect. We found that the linear Drude weight $D_L(\theta)$ in the large $L$ limit depends non-trivially on the twist angle $\theta$ due to the presence of the defect. As stressed in the introduction, our viewpoint is different from the previous studies [34, 35] that discussed how to extract the Drude weight under open boundary conditions. We also found that $N$-th order Drude weights $D^{(N)}_L(\theta)$ ($N \geq 2$) in our model exhibits a strong divergence proportional to $L^{N-1}$ in the large $L$ limit. In addition, we studied the physical implication of the divergence through the direct numerical simulation which is relatively easy since this model is non-interacting. This model will help us further develop general theories of transport properties with or without the translation invariance.

There remains various open issues for future work. While we only studied a single defect, it is an attractive problem to study the multi-defect (disordered) model, which should be relevant to the physics of Anderson localization. The effect of interaction in the single-defect model is also interesting because it has been already known that the transport properties of this model can be drastically changed by an interaction [28–31, 53, 54, 62]. It should be clarified how the pathological behaviors for the nonlinear Drude weights presented in this paper is modified by the interaction.

It is also important to further develop the general theory for the adiabatic transport. Our discussion in Sec. II.A suggests that the defect energy $c_0(\theta)$ vanishes and that $c_{-1}(\theta)$ is a quadratic function of $\theta$, i.e., $d_n(\theta) = 0$ ($n \geq 3$) in any systems with a U(1) symmetry and a lattice translation symmetry, regardless of whether the low-energy effective theory of the system is TLL or not. In particular, $d_n(\theta) = 0$ ($n \geq 3$) is the condition for the linear Drude weight to be $\theta$-independent in the large $L$ limit. These statements may be rationalized by the following argument. Let us imagine dividing the system into $M$ subsystems ($M \geq 2$) in such a way that each part has the length $L_i \gg 1$ and $\sum_{i=1}^{M} L_i = L$. We decompose $\theta$ correspondingly into $\theta_i \equiv \theta L_i/L$ ($i = 1, \cdots, M$). We expect that the ground state energy of the $i$-th part is given by

$$E_{\text{GS}_i}(\theta_i) = \sum_{p=1}^{M} c_p(\theta_i) L_p^\theta$$

and that the total ground state energy satisfies the additivity

$$\sum_{i=1}^{M} E_{\text{GS}_i}(\theta_i) = E_{\text{GS}}(\theta) + O(L^{-1}).$$

This is possible only when $c_0(\theta)$, which should be independent of $\theta$, vanishes. Furthermore, we demand that the leading $L^{-1}$ correction is $\theta$-independent, i.e.,

$$\sum_{i=1}^{M} [E_{\text{GS}_i}(\theta_i) - E_{\text{GS}}(0)] = \left[ E_{\text{GS}}(\theta) - E_{\text{GS}}(0) \right] + O(L^{-1}),$$

which suggests that $c_{-1}(\theta) - c_{-1}(0)$ is proportional to $\theta^2$. We leave more rigorous proof of these conjectures to future work.
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Appendix A: Optical conductivity

In Kubo’s theory, the optical conductivity $\sigma^L(\omega)$ is given by
\[ \sigma^L(\omega) = \frac{i}{\omega + i\eta} \varphi^L(\omega), \tag{A1} \]
where
\[ \varphi^L(\omega) \equiv L\left\langle \frac{d^2\hat{H}}{d\theta^2} \right\rangle + L\left\langle \frac{d\hat{H}}{d\theta} \frac{\hat{Q}}{\omega - (H - E^L_{\text{GS}}) + i\eta} \frac{d\hat{H}}{d\theta} \right\rangle - L\left\langle \frac{d\hat{H}}{d\theta} \frac{\hat{Q}}{\omega + (H - E^L_{\text{GS}}) + i\eta} \frac{d\hat{H}}{d\theta} \right\rangle \tag{A2} \]
and $\hat{Q}$ is the projection operator onto excited states. The expectation value is taken using the ground state. The real part of the conductivity may be written as
\[ \text{Re}[\sigma^L(\omega)] = \delta(\omega)\pi D^L_1 + \text{Re}[\sigma^L_{\text{reg}}(\omega)], \tag{A3} \]
where
\[ D^L_1 = L\left\langle \frac{d^2\hat{H}}{d\theta^2} \right\rangle - 2L\left\langle \frac{d\hat{H}}{d\theta} \frac{\hat{Q}}{H - E^L_{\text{GS}}} \frac{d\hat{H}}{d\theta} \right\rangle = L \frac{d^2E^L_{\text{GS}}(\theta)}{d\theta^2} \tag{A4} \]
is the (linear) Drude weight and
\[ \text{Re}[\sigma^L_{\text{reg}}(\omega)] = \pi L\left\langle \frac{d\hat{Q}\delta(\omega|\omega - (H - E^L_{\text{GS}}))}{H - E^L_{\text{GS}}} \frac{d\hat{H}}{d\theta} \right\rangle \geq 0 \tag{A5} \]
is the real part of the regular part of $\sigma^L(\omega)$.

The frequency sum rule reads
\[ \int_{-\infty}^{\infty} d\omega \sigma^L(\omega) = \int_{-\infty}^{\infty} d\omega \text{Re}[\sigma^L(\omega)] = \pi L\left\langle \frac{d^2\hat{H}}{d\theta^2} \right\rangle. \tag{A6} \]

Since the second and the third term of Eq. (A3) are non-negative, the frequency sum must cannot be smaller than $\pi D^L_1$. This justifies Eq. (9) in the main text.

Appendix B: Perturbative justification of the main result

Some key aspects of $c_{-1}(\theta)$ derived in Sec. III C of the main text can be readily understood by treating $V$ as perturbation. Here we use the single impurity potential $23$ as an example. As noted before, $r_F \equiv R_F/T_F = |w|/v_F$ and $\delta_F = 0$ in this case. The matrix element $\langle k_n|\hat{V}|k_n\rangle = w/L$ is independent of $n$ and $m$ and is inversely proportional to the system size.

The first-order correction to the ground-state energy is
\[ \sum_{n,\text{occ.}} \langle k_n|\hat{V}|k_n\rangle = w \frac{N_{\text{el}}}{L} \tag{B1} \]
This is a part of the defect energy $c_0(\theta)$.

The second-order correction is given by
\[ - \sum_{n,\text{occ.}} \sum_{m,\text{unocc.}} \frac{\langle k_n|\hat{V}|k_m\rangle\langle k_m|\hat{V}|k_n\rangle}{\epsilon_k - \epsilon_{k_m}} = - \frac{v_F^2 r_F^2}{L^2} \sum_{n,\text{occ.}} \sum_{m,\text{unocc.}} \frac{1}{\epsilon_k - \epsilon_{k_m}} \tag{B2} \]
To extract the most singular contributions from adjacent of the Fermi points $k = \pm k_F$, we linearize the dispersion as $\epsilon_k = \pm v_F(k - k_F + \theta/L)$. The summation in Eq. (B2) is dominated by the scattering between $k = k_F$ and $-k_F$:
\[ - \frac{v_F r_F^2}{L^2} \sum_{k_m > k_F} \sum_{k_m > k_F} \frac{1}{k_m + k_n + 2\theta/L} + \frac{v_F r_F^2}{L^2} \sum_{k_m < k_F} \sum_{k_m < k_F} \frac{1}{k_m + k_n + 2\theta/L} = - \frac{v_F r_F^2}{2\pi L} \sum_{n, m = 0}^{\infty} \frac{2(m + n + 1)}{(m + n + 1)^2 - (\theta/\pi)^2} = \frac{v_F r_F^2}{2\pi^2 L} \cot \theta + \ldots. \tag{B3} \]
In the last step, we regularize the summation by subtracting the $\theta$-independent term. This gives the correct $\theta$-dependence of $c_{-1}(\theta)$ in Eq. (48) up to $r_F$, and Eqs. (52)–(54) can be fully reproduced up to this order of $r_F$.

The above perturbation theory fails near $\theta = \pi$ because of the degeneracy of the $N_{\text{el}}$-th level and the $(N_{\text{el}}+1)$-th level ($n = \ell$ and $n = -\ell - 1$) of $H_0$. Focusing only on these two levels, we find
\[ \begin{pmatrix} \epsilon_{k_\ell} & 0 \\ 0 & \epsilon_{k_{-\ell-1}} \end{pmatrix} + \frac{w}{L} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}. \tag{B4} \]
The smaller eigenvalue of this matrix is
\[ \frac{w}{L} + \epsilon_F \cos \frac{\theta - \pi}{L} - \sqrt{v_F^2 \sin^2 \frac{(\theta - \pi)}{L} + \frac{w^2}{L^2}}, \tag{B5} \]
implying that $c_{-1}(\theta)$ contains

$$- v_F \sqrt{(\theta - \pi)^2 + r_F^2}$$

$$= - v_F \sum_{N=0}^{\infty} \frac{\Gamma(\frac{1}{2})}{N!\Gamma(\frac{3}{2} - N)} (\theta - \pi)^{2N} r_F^{1-2N}. \quad (B6)$$

Hence, the most singular term in $d_{2N}(\theta = \pi) \ (N \geq 1)$ in the $r_F = +0$ limit is given by

$$- v_F \frac{(2N)!\Gamma(\frac{3}{2})}{N!\Gamma(\frac{3}{2} - N)} \frac{1}{r_F^{N+1}}. \quad (B7)$$

This reproduces our results in Eqs. (56) and (57).

**Appendix C: Real-time simulation for a bond disorder**

Our main claim in this paper does not depend on the detail of the defect. This is because the universal dependence of the ground state energy on the twist angle is fully characterized by the transmission coefficient of the defect scattering as shown in Sec. III. To support this point from the numerical calculation, here we examine the bond disorder in [24] as our second example.

We apply a static electric field to the tight-binding model with the bond disorder. The time-dependent Hamiltonian is given by

$$\hat{H}(\theta(t)) = -t_0 \sum_{x=1}^{L/2} (\hat{c}_{x+1}^\dagger e^{-i\theta(t)/L} \hat{c}_x + \text{h.c.})$$

$$+ \{- (ve^{i\delta} - t_0) \hat{c}_{x}^\dagger e^{-i\theta(t)/L} \hat{c}_x + \text{h.c.}\}. \quad (C1)$$

where the systems size $L = 4\ell + 2$ and the number of electrons $N_{el} = L/2$. The time dependence of the flux $\theta(t)$ is given by Eq. (59). The time-evolution protocol and the calculation method are the same as in Sec. IV.

We calculate the current density $j(t)$ defined by Eq. (60) and the results are shown in Fig. 3. The qualitative behavior is the same as the potential disorder case shown in Fig. 2. This supports the validity of our analytical results in Sec. III. Also, this result suggests that the current response is weakened by the defect while the defect induces the divergence of nonlinear Drude weights. A slight difference from the potential disorder is the time-reversal symmetry breaking effect, i.e., $\delta \neq 0$. This makes the persistent current nonvanishing even without an electric field.
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