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Abstract. Navigation inside a closed area with no GPS-signal accessibility is a highly challenging task. In order to tackle this problem, recently the imaging-based methods have grabbed the attention of many researchers. These methods either extract the features (e.g. using SIFT, or SOSNet) and map the descriptive ones to the camera position and rotation information, or deploy an end-to-end system that directly estimates this information out of RGB images, similar to PoseNet. While the former methods suffer from heavy computational burden during the test process, the latter suffers from lack of accuracy and robustness against environmental changes and object movements. However, end-to-end systems are quite fast during the test and inference and are pretty qualified for real-world applications, even though their training phase could be longer than the former ones. In this paper, a novel multi-modal end-to-end system for large-scale indoor positioning has been proposed, namely APS (Alpha Positioning System), which integrates a Pix2Pix GAN network to reconstruct the point cloud pair of the input query image, with a deep CNN network in order to robustly estimate the position and rotation information of the camera. For this integration, the existing datasets have the shortcoming of paired RGB/point cloud images for indoor environments. Therefore, we created a new dataset to handle this situation. By implementing the proposed APS system, we could achieve a highly accurate camera positioning with a precision level of less than a centimeter.
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1 Introduction

Throughout the development of navigation systems, there are lots of challenges along the way, which have been mainly solved by development of GPS systems. However, the indoor navigation, due to the lack of GPS data, has remained unsolved, yet. Inside malls, airports, large towers, warehouses, and many other places the position can easily get lost, when the GPS data is hardly available.
One solution has been to place very small bluetooth broadcasting devices all over the area, so that they can detect the target and based on their distribution topology predict the position. However, that could have several disadvantages [5,25,11,13]. For example, extra devices become necessary which entails periodic monitoring and maintenance, as well as calibrations. Moreover, the battery lifetime of the bluetooth devices would be a critical issue and the target could be easily lost when the battery goes off. In addition, only a rough estimation of the position could be achieved and this may hardly work in a crowded and winding corridor. With a same logic, using WiFi signals have also been leveraged [41,2,34], yet the position precision has not been highly improved and the installation of extra devices would still be a need [24,26]. The latest Apple localization system using WiFi signals, have achieved the accuracy of 3 to 5 meters [44]. Although, this precision might be acceptable for outdoor navigations, it may not work for indoor scenarios, such as autonomous driving, or augmented reality applications in which the digital overlays require a centimeter precision scale [6,35,36,29].

A different solution has been through geometry-aware systems, which incorporate perceptual and temporal features of camera imaging in order to extract the position and quaternion information. This is pretty similar to the human way of memorizing a location and navigating by using visual and temporal features. Some conventional methods in this regard, either use RGB images along with a depth-assisted camera [43,40,10,42,3,18], or they employ SIFT-based algorithms [32,819]. In many realistic scenarios however, the depth-based camera or bluetooth or WiFi signals are not available [183,29], at all.

In this paper, following the works of [67] we present an end-to-end deep neural network system that involves the RGB data of a particular scene in one hand and the point-cloud data corresponding to it on the other hand; then integrates them and provides the camera position and quaternion estimates with a high accuracy. Furthermore, the proposed system is proved to be robust against environmental variations including partially masking of the images, light changes, etc. in contrast to ICPS-net work [6].

The outline goes, as follows. First, the related works are explained. Then, a big-picture of the proposed end-to-end system along with its building blocks is
introduced. Next, the training and evaluation processes of the architecture are explained. In addition, a dataset has been created for this purpose, and the way to employ it for the training processes is mentioned. Alongside, the experiments and the evaluation measures are introduced. The paper is finally terminated by the results, conclusion, and the references being cited within the contained sections.

2 Related Works

A pioneering work for outdoor positioning using deep neural networks proposed in [15], as PoseNet. This system employs a convolutional neural network for a real-time 6 degree-of-freedom camera relocalization. MapNet is another deep network based system, which uses geometrical information of the images for the camera localization [9]. Both of these methods, were presented to address the outdoor positioning problem.

For outdoor places, the positioning is possible due to using image processing methods and the existence of indicative objects in the environment as the markers. However, for indoor places, due to limited scales and conditions, there would be many identical patterns which hinder the SIFT or SURF-based methods to work well in practice [20,35,31,1]. Moreover, inside buildings the configurations are usually subject to changes such as object replacements or movements, which in turn modify the status of the patterns over the course of the imaging period.

In order to pave the way for indoor positioning, a deep conventional neural network system, namely ICPS-net [6] was proposed, primarily. In this work, a photogrammetry was performed on selected scenes in the area of interest. An EfficientNet CNN network [37], is then employed which has been already trained on the sequence of images associated to each specific scene inside the interested area. This CNN network, then takes in the user image and classifies it as one of the previously trained scenes. When the scene associated to the user input image is identified, another MobileNet-V2 CNN is employed [30], which has been already trained to perform the regression over the camera Cartesian positions, as well as the quaternion information. While these tandem connected networks as a system is able to achieve a high position accuracy, it suffers from the lack of robustness due to environmental changes that could easily confuse the system. Another problem with this system is that creating data for the model requires excruciating efforts. Later, a LiDAR ICPS-net [7] was proposed which involves the point cloud data being extracted through a LiDAR system to make the model sufficiently robust against the environmental changes. The disadvantage of this model was that it could get stuck in the model convergence problem, and the training phase could be extremely prolonged. In addition, the accuracy was deteriorated significantly with respect to the ICPS-net system with RGB data.

In the current work, we are integrating the prominent properties of the ancestral ICPS-net based systems and we integrate them so that the final architecture performs a higher precision estimates while the entire data preparation and model convergence, as well as the estimation precision are all significantly
improved. Briefly speaking, a place is initially introduced to our system for indoor navigation. We divide it into different scenes, and we show all the possible views of the scenes through camera moving strategies. Then, we train our model based on these obtained images for the purpose of scene classification and final navigation step.

3 The Proposed Architecture

As depicted in the system architecture in figure 1, there is a convolutional neural network (CNN), which is trained in order to identify the specified scene out of divided segments form the interested area based on the user input RGB image taken by the mobile phone, for instance. The input image size is changed to become compatible with the employed CNN structure (here, an EfficientNet B0 network [32]), as in figure 2. The point-cloud data associated to the RGB images of the interested area have to be already extracted using a LiDAR system. The entire process has been explained in [7].

![Scene classifier based on EfficientNet-B0 CNN.](image)

**Fig. 2:** Scene classifier based on EfficientNet-B0 CNN. **Input:** RGB data; **Output:** Associated scene number.

During training of the system, the imagery RGB data is given to a UNET-based network (as in figure 6) to reconstruct the point-cloud image associated to the RGB image [28]. This network is a Pix2Pix GAN (*Generative Adversarial Network*), which produces these corresponding pairs of (RGB, Point-cloud)
images [12]. The input RGB images are augmented for the Pix2Pix GAN network, using different contrast and brightness levels as well as masking objects as depicted in figure 8 in order to make the reconstruction of pointcloud images of the network sufficiently robust. Then, two CNN models are trained, simultaneously on the RGB images, as well as the LiDAR reconstructed point-cloud images, respectively. These CNNs are trained in a parallel regime, to perform as the regression models for the position estimates. The complete data (including RGB, Point-cloud and augmented ones) with more than one million samples will be released for further research works. The process is explained in the sequel.

3.1 Created Dataset

![Fig. 3: (a) 3D model of the Hallwyl museum; (b) Top: Model vertices to produce Lidar-like dataset, Bottom: Material Capture including lighting and reflections](image)

Fig. 3: (a) 3D model of the Hallwyl museum; (b) Top: Model vertices to produce Lidar-like dataset, Bottom: Material Capture including lighting and reflections

The dataset is created in the following procedure. First, 3D scanned images of the Hallwyl museum in Stockholm\(^1\) has been sampled using the Unity software, and the normalized outputs are saved. This museum, as in figure 3a, has been divided into 9 scenes. More than one Million pure data sample\(^2\) has been generated from all scenes using different regimes for the camera, as depicted in figure 4. The equivalent pointcloud data for each of the samples are created as depicted in figure 3b. The complete procedure has been explained in [6,7]. The augmentation process over the images through brightness variations and mask insertions are performed and the outputs are added to both the RGB and pointcloud datasets. In order to evaluate the masking effect on the position regression network, we have created test samples in which some unseen objects are inserted to the scenes, a sample of which is depicted in figure 5.

3.2 Training Of The Model

The complete procedure of the model training is shown in algorithm 1. The RGB images created from the segmented scenes, and their corresponding pointcloud

\(^1\) https://sketchfab.com/TheHallwylMuseum
\(^2\) http://opensource.alphareality.io
Fig. 4: Camera movement trajectory regimes inside different scenes to produce the RGB training images. Styles are: rectangular, spiral, circular, semicircular, and random with forward and backward viewpoints.

Fig. 5: Test samples being created using object insertions which occlude and mask the view patterns, in order to test the model robustness against masking effects. (Top) The big view of the scene, (Bottom) Left-to-right: different camera views and masked patterns due to object occlusions

(P.C.) images, are the two datasets being available, as discussed in the previous section. During the test phase, we have no pointcloud data. Therefore, we train a generative neural network based on the UNET architecture [28] to estimate the pointcloud equivalent to the input user RGB image. This GAN has a Pix2Pix architecture, as in [12], and has been made robust using augmented data with brightness variations that is depicted in figure 6.

A CNN based on EfficientNet-B0 architecture [37], is trained as the scene classifier that gets the input RGB image of a specified scene inside the area of interest and outputs the scene number. The output layers of the standard EfficientNet-B0 is modified according to the problem requirements. Therefore, the stack of MLPs has been converted to $1024 \times 256 \times 32$, and the Swish activation function has been involved [24]. In addition, the batch normalization, and dropconnect [39], have also been employed in order to avoid model overfitting.
Algorithm 1 Training phase of the Model components

**Dataset 1:** RGB images of the scenes.
**Dataset 2:** Point cloud (P.C.) images of the same scenes.
**CNN 1:** Scene classifier (**EfficientNet B0**)  
  **input:** Dataset 1  
  **Output:** Scene No.
**GAN:** RGB-2-Point Cloud Translator (**Pix2Pix GAN**)  
  **input 1:** Dataset 1  
  **input 2:** Dataset 2  
  **Output:** Reconstructed P.C. image ≡ Dataset 3.
**CNN 2:** Multi-Modal Regressor (**2 EfficientNet CNNs**)  
  **input 1:** Dataset 3  
  **input 2:** Dataset 1  
  **Output:** Location.

Fig. 6: RGB-to-Pointcloud translation, using Pix2Pix GAN

Localizing the user image is a task to be performed by a multi-modal CNN structure, as depicted in figure 7. In this innovative architecture, two individual CNNs are trained, separately. The CNN on the right-hand side of the figure 7) gets the RGB images and their associated location information as the input-output pairs of samples, according to ICPS-net architecture [6]. The left-hand side CNN, takes the reconstructed pointcloud images obtained from the GAN (as the equivalent pointcloud images of the user RGB images) and the corresponding location information, as pairs. However, these two structures are both clipped from a middle layer (i.e. the stack of MLP layers) and concatenated, as in figure 7) to inherit the prominent properties of their ancestors. The trained models of each individual path has been pre-trained for 40 epochs [17], and after concatenation, the architecture has been again trained completely from the scratch for 90 epochs.

There are two critical problems for this multimodal regressor. First, each CNN branch contains more than 3 million parameters to be trained. This will lead to model overfitting. We do data augmentation to avoid it. However, the images which are augmented through zooming, sheering, or rotating, can modify the associated position outputs drastically and corrupt the model performance. On the other hand, for indoor areas there are not sufficient indicatives and sta-
Fig. 7: A novel multi-modal regressor CNNs. Left path is only trained on the pointcloud data obtained from the GAN output; Right path only on RGB data.

...tionary objects which can perform as the markers of the environment. As a result, moving of the objects may cause serious mismatches between training and test conditions, hence leading to contradictions between what model has been trained with, and what the user feeds to the model. In order to solve both problems simultaneously, we used a dark mask window which slides over all images of the input datasets and generates the augmented data for the model, as depicted in figure 8. These masked images correspond to the same output, as the original ones. However, by doing that we can make the model robust against trivial environmental changes. This augmentation is performed in addition to the brightness variations, mentioned earlier. The masking augmentation has been applied to the input data including the RGB and associated pointcloud images, as in figure 8. As explained during the model training, the effect of these aug-
Fig. 8: Data augmenting by mask insertion and sliding completely over the reference image, on the top-left corner.

The accuracy and loss curves related to the training of the regressor (based on algorithm 1) has been depicted in figure 9. This figure illustrates the train and validation losses of the regressor, which is a bundle of two CNN architectures. The first row images, show the training and validation losses of the right-hand side of the regressor structure of figure 7, which belongs to the RGB images.
Model loss, training loss of location information and validation loss of these information are depicted from left-to-right, respectively. Second row shows the same curves for the pointcloud based CNN regressor (left branch of the figure 7). Third row, further illustrates the aforementioned curves for the integrated regressor model of CNNs. As clearly shown in figure 9, the training and validation losses of the RGB model are pretty well converged. For the pointcloud CNN regressor the convergence is not so good and validation curve is nasty. However, for the combined model, decaying curves mostly follow the RGB model, but the error of training and validation is slightly worse than the RGB-CNN model. Therefore, the premium features of each of the CNN models are inherited in the combined model.

4 Experimental Analysis and Results

A GTX 1080 NVIDIA GPU, on an Intel 7700 core-i7 CPU, with 32 GBytes of RAM have been employed. Tensorflow 1.13.1 with CUDA 10.1, and Keras 2.2.4 softwares are also used to implement the algorithms.

The RGB sample images are created using a moving camera with an imaging regime and movement styles, as depicted in figure 4. However, the number of the scenes assigned to each interested area is optional. Here, we have divided the Hallwyl 3D graph into 9 different scenes and the RGB images are the ones sampled from each scene, individually. The point-cloud pair of these images are further extracted using a LiDAR system. The created datasets are divided into 60% training, 20% validation, and 20% test data samples. The regression results are further evaluated on the unseen 20% of data samples. The output positioning data has also been normalized to the values between 1, and \(-1\), in order to expedite the convergence process. The normalization is performed as,

\[
P = 2 \frac{P - P_{Min}}{P_{Max} - P_{Min}} - 1
\]

where \(P\) is the position, and \(P_{Max}\) and \(P_{Min}\) are the maximum and minimum samples of each class, respectively.

4.1 Testing of The Model

The complete test procedure is depicted in the algorithm 2. The user RGB image is resized to match the input of the classifier CNN. The EfficientNet B0 classifier CNN, could be easily replaced by the MobileNet V2, and the activation function could be replaced by ReLU in order to reduce the computational burden, to the cost of a trivial growth of the estimation error.

Loss function of the classification CNN is the categorical cross-entropy, and the model is optimized for maximizing the validation accuracy. The scene classification accuracy and loss over the training and test data have been depicted in figure 10 and further shown in table 1. Using strategies to avoid overfitting such as dropout and dropconnect during training causes the training error exceed the validation error.
Algorithm 2 Testing phase of the system

| Input: User RGB image ≡ inData. |
|----------------------------------|
| **CNN 1**: Scene classifier (EfficientNet B0) |
| input: inData. |
| **Output**: Scene No. |
| **pre-process**: Map the user image to the model image size. |
| **GAN**: RGB-2-Point Cloud Translator (Pix2Pix GAN) |
| input 1: inData |
| **Output**: Reconstructed P.C. image of inData. |
| **CNN 2**: Multi-Modal Regressors (2 EfficientNet CNNs) |
| input 1: Reconstructed P.C. image of inData. |
| input 2: inData |
| **Output**: Location. |

Table 1: Classifier errors and accuracy values.

|       | Training | Validation | Test   |
|-------|----------|------------|--------|
| Loss  | 0.06415  | 0.021851   | 0.063899 |
| Accuracy | %98.514 | %100 | %98.099 |

Fig. 10: Classification accuracy (left), and Classification loss (right) based on the categorical cross-entropy.

As the confusion matrix in figure [1] clarifies the classification has been performed almost perfectly. The worst misclassification belongs to the *Armoury*, and *SmallDrowing* rooms. This is due to the similar patterns which are generated from rectangular trajectory X-Y, in which the camera is close to the wall and the observed patterns get quite similar. This would be completely solved through taking a sequence of panorama-capturing images which create a batch of test images from the same location. The regression loss is calculated, as

\[
loss = \|P - \hat{P}\|_2 + \frac{1}{\beta} \|\hat{Q} - \frac{Q}{\|Q\|}\|_2
\]

(2)

where \(P = [x; y; z]\) is the position data vector, \(Q\) is the quaternion, and \(\beta\) is the scale factor that makes a balance between position, and the quaternion estimations. The regression losses for training, validation, and test set (with 60,20,20 partitioning rates, respectively) are shown in table 2. The comparison among the proposed APS model and the previous models show that the APS
model is highly accurate, however it does not carry the problems of the ICPS-net model. The regression loss is chosen based on \cite{14, 16}.

In addition, the average errors of the position and quaternion estimates in the output of the proposed model and the competitors are shown in Table 3. The average disruption loss, over the entire test set in a comparison with the other methods is further shown in Table 4, which indicates the superiority of the proposed model.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Method & Training & Validation & Test \\
\hline
RGB (ICPS-net) & 0.00781 & 0.00688 & 0.00938 \\
F.Cloud (LiDAR ICPS-net) & 0.01286 & 0.01334 & 0.02964 \\
APS & 0.00813 & 0.00712 & 0.00972 \\
\hline
\end{tabular}
\caption{Training, validation, and test losses of the models}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Method & AvgErr & X & Y & Z & Quaternion \\
\hline
RGB (ICPS-net) & 2.6 & 3.4 & 1 & 0.0086 \\
LiDAR ICPS-net & 19 & 27 & 7.3 & 0.0096 \\
APS & 3.1 & 3.9 & 1.3 & 0.0097 \\
\hline
\end{tabular}
\caption{Average errors of the methods on the position (X,Y,Z) estimates (millimeter), and the Quaternion (degree)}
\end{table}

5 Conclusion

In this paper an end-to-end system has been proposed to address the indoor positioning problem. This work improves the previously proposed systems, namely ICPS-net, and LiDAR ICPS-net. The ICPS-net has become robust against environmental changes due to objects with dynamicity in the background. The
LiDAR ICPS-net had the advantage of easier data generation and more robustness against input variations. However, it suffered from lack of precision. Another novelty has been through using the Pix2Pix GAN to generate the point-cloud data which could help data augmentation by generating the images with a distribution close to the dataset. While new data prevents model overfitting, it helps providing robust point-cloud data when input RGB images are masked and occluded. The third novelty has been a multi-modal CNN which merges two individual CNN models and outperforms them for both the regression precision, and the convergence ability. The Cartesian position and quaternion estimates, have been remarkably improved with respect to the SOTA. The novelties of the proposed model simplifies leveraging of the system in various applications, such as large buildings, malls, tunnels, and AR/VR applications.
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