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Abstract

Dynamic adaptation in single-neuron response plays a fundamental role in neural coding in biological neural networks. Yet, most neural activation functions used in artificial networks are fixed and mostly considered as an inconsequential architecture choice. In this paper, we investigate nonlinear activation function adaptation over the large time scale of learning, and outline its impact on sequential processing in recurrent neural networks. We introduce a novel parametric family of nonlinear activation functions, inspired by input-frequency response curves of biological neurons, which allows interpolation between well-known activation functions such as ReLU and sigmoid. Using simple numerical experiments and tools from dynamical systems and information theory, we study the role of neural activation features in learning dynamics. We find that activation adaptation provides distinct task-specific solutions and in some cases, improves both learning speed and performance. Importantly, we find that optimal activation features emerging from our parametric family are considerably different from typical functions used in the literature, suggesting that exploiting the gap between these usual configurations can help learning. Finally, we outline situations where neural activation adaptation alone may help mitigate changes in input statistics in a given task, suggesting mechanisms for transfer learning optimization.

1 Introduction

Beyond synaptic plasticity that alters the strength of connection between neurons in the brain, there is a set of physiological mechanisms that drive individual neurons to change their input-output properties over several timescales. Collectively, these mechanisms are referred to as neural adaptation, and they are known to considerably influence the neural code [1, 2]. In contrast, single neuron response in artificial neural networks (ANN) is often chosen to be a fixed property, both in time and across neurons, as the choice of activation function or “nonlinearity” is often made from a limited set of commonly used functions. Nevertheless, recent practices where the leak rate of leaky rectified linear units (ReLUs) are included as optimized parameters during ANN training (e.g. [3]) suggest that allowing a form of “activation adaptation” alongside learning can be beneficial. Still, what level of flexibility should be allowed, and how neural response modulation impacts learning in ANNs, are far from understood.
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In this paper, we draw inspiration from biophysical mechanisms and investigate the impact of activation function adaptation, across training epochs and neurons, on learning dynamics of ANNs. Our goal with this work is not to improve on state-of-the-art performance on precise tasks, but rather to offer a mechanistic exploration of neural response flexibility in ANNs, and identify opportunities for ANN improvement. Our contributions are threefold. We first propose in §3.1 a novel two-parameter, differentiable family of activation functions where both gain and saturation levels can be modulated. This family contains commonly used activation functions such as ReLU and sigmoid, and can continuously interpolate in between them. Second in §3.3, we analyze the impact of parametric activation changes on the dynamics of random recurrent neural networks (RNN), thereby establishing basic stability and information propagation properties linked to neural activation. Lastly in §4, through a series of simple numerical experiments with sequential processing tasks on RNNs, we investigate the impact of adaptation on learning by allowing levels of gain and saturation to evolve throughout training. We find that adaptation during training can lead to improvements in learning speed and performance, and gives rise to task-specific configurations reflecting dynamic computational requirements. Moreover, we showcase promising results in §4.3 that suggest activation adaptation alone can help a network adapt to new tasks, thereby facilitating a form of transfer learning. Finally, we discuss how our proposed framework may help understand some forms of neural adaptation in the brain.

2 Background

Historically, the choice of activation function in ANNs has ranged from the binary heaviside or “step” function, to the differentiable but saturating sigmoid and hyperbolic tangent, to the piece-wise linear (leaky) rectified linear unit (ReLU) [4]. Recently, the deep learning field largely adopted the ReLU as it makes backpropagation more efficient on modern hardware, with little empirical impact on model performance compared to other architecture choices. Still, beyond the small list of functions mentioned above, there is little work aimed at understanding activation modulation in modern ANNs. Recent work aims to bridge this gap [5], bringing ideas of neuromodulation in the brain to deep learning, and our contribution builds on this direction with a focus on exploring adaptive activations during learning.

In contrast to ANNs, considerable computational work was dedicated to understand how neural adaptation and network parameter modulation influence coding in the brain (see [2, 6] for reviews). Of importance to our study is the neuron’s input response function, known as the input frequency curve (IF-curve) [7]. This measures the spiking frequency of a neuron as a function of applied input current, and is what inspired nonlinear activation functions used in ANNs today (see e.g. [4]). Recent findings highlight how critical the shape of IF-curves is in both the dynamical behavior of neural networks [8, 9]) and how populations of neurons in the brain encode and process information [10, 11]. Crucially, neuron IF properties are known to adapt to changes in stimuli statistics, a property that has been shown to have important implications on the neural code [12, 13]. Other types of IF adaptation occur over developmental timescales, with likely implications on learning and early synaptic and network configurations [14]. It is this latter flavor of neural adaptation that inspired the present work, as we set out to understand the role of activation modulation on the order of training epochs in ANNs.

3 Model and analysis details

3.1 Parametric family of activation functions

We propose a novel, differentiable family of activation functions defined by

\[ \gamma(x; n, s) = (1 - s) \log\left( \frac{1 + e^{nx}}{n} \right) + s \frac{e^{nx}}{1 + e^{nx}} \]  

for \( x \in \mathbb{R} \) with two parameters controlling its shape: the degree of saturation \( s \) and neuronal gain \( n \). This is a \( s \)-modulated convex sum of two \( C^\infty(\mathbb{R}) \) functions: the non-saturating softplus \( (s = 0) \), and the saturating sigmoid \( (s = 1) \), while \( n \) rescales the domain and controls response sharpness, or gain [15]. Figure 1A-C shows the graph of \( \gamma \) for different values of \((n, s)\), interpolating between well-known activation functions in deep learning. We note \( \gamma \) is differentiable in both \( s \) and \( n \), and

\(^1\)We often shorten these to saturation and gain and collectively refer to them as the shape parameters
include these parameters in the optimization scheme in several experiments described below. We refer the reader to Appendix §A for error gradient derivations that include these parameters.

3.2 Recurrent neural network model

In line with the goal of isolating the role of activation functions, we elect to use a simple “vanilla” RNN model for experiments. The vector equation for the recurrent unit activation $h_t \in \mathbb{R}^{N_{rec}}$ in response to input $x_t \in \mathbb{R}^{N_{in}}$, $t \in \{0, \ldots, T\}$ is given by

$$h_t = \gamma(W_{rec} h_{t-1} + W_{in} x_t + b; n, s)$$

where the output $y_t \in \mathbb{R}^{N_{out}}$ is generated by a linear readout $y_t = W_{out} h_t + b_{out}$. Weight matrices $W_{\cdot}$ and biases $b_{\cdot}$ are optimized in all experiments. In results presented below, we explore different ways in which learning is influenced by the shape of $\gamma$, which operates point-wise on its inputs. We consider three scenarios:

1. Static activations: We explore a range of $(n, s)$ values, but they remained fixed throughout training and are shared by all neurons.
2. Homogeneous adaptation: $(n, s)$ are shared by all neurons, and this parameter tuple is included in the optimization process.
3. Heterogeneous adaptation: $(n, s)$ hold different values across neurons ($n, s \in \mathbb{R}^N$). We write $\gamma(x; n, s)_i = \gamma(x_i; n_i, s_i) \in \mathbb{R}$ and include all $(n_i, s_i)$ in the optimization process.

The vector of all trainable parameters is denoted $\Theta$, and are updated via gradient descent using backpropagation through time (BPTT), with the matrix $W_{rec}$ initialized using a random orthogonal scheme \cite{16} (details in Appendix §A).

3.3 Signal propagation measurements

Before exploring the impact of our activation function’s shape on learning, we first explore how $(n, s)$ shape network dynamics, where connectivity weights are chosen randomly like at initialization, and

---

\footnote{Note that while plotted for finite $n$, ReLU and Heaviside correspond to limits of $\gamma$ as $n \to \infty$.}
Table 1: (Top) Test performance for specific activations attained by $\gamma$, trained without adaptation. (Bottom) Optimal performance on test sets for the different adaptation scenarios.

when the network does not receive inputs. Dynamics in this regime are important as they dictate gradient stability properties early in training. Hence to assess how the activation gain and saturation influence on signal propagation, we use three quantities:

**Jacobian norm** The main mechanism leading to the well studied problem of exploding & vanishing gradients in backpropagation and BPTT happens when products of Jacobian matrices explode or vanish [17, 18]. We average the $L^2$-norm of the derivative of Eq. (2) with respect to $h_{t-1} \sim \mathcal{U}(-5, 5)$. A mean Jacobian norm (JN) that is greater/less than one leads to exploding/vanishing gradients, respectively. An issue with this approximation is that the true mean depends on $h_t$’s invariant distribution, which changes with $(n, s)$.

**Lyapunov Exponents** Developed in Dynamical Systems theory, Lyapunov exponents measure the exponential rate of expansion/contraction of state space along iterates (see Appendix §B for a LE primer). As an asymptotic quantity, the Maximal Lyapunov exponent (MLE) has been used to quantify ANN stability and expressivity [19, 20]. We numerically compute it for our system. The MLE gives a better measurement of stability than the Jacobian norm above, although it requires more effort to approximate. A positive MLE indicates chaotic dynamics and can lead to exploding gradients, while a negative MLE leads to vanishing ones.

**Mutual Information** We compute the mutual information (MI) between inputs and network hidden states, both treated as random variable $X_t$ and $H_t$ (see Appendix §C for a primer). Borrowing from the information bottleneck principle [21, 22], lower MI between these variables indicates more computations produced by the network.

Figure 1D, E shows the task-independent stability metrics of JN and MLE for a range of $(n, s)$ values (fixed across neurons). Clearly, activation shape influences Jacobian norms and will play an important role during training. Consistent with the average gradient norm, the MLE reports distinct $(n, s)$-regions of stability for random networks. In some cases, expansion and contractions can be useful for computations, and we further use these measurements to study training dynamics.

4 Results

We seek to understand how allowing $(n, s)$ to adapt during training (i.e. be optimized) influences sequential processing in RNNs. Specifically, we are interested in the interplay between long-term and short-term processing, and how distinct activation configurations may facilitate one over the other. To this end, we conduct experiments on three synthetic tasks that demand distinct types of computations (see [23] for a discussion):

---

3See legend in Figure 1A for the corresponding $(n, s)$ combinations.
Figure 2: A. Final static performance, where for each point \((n, s)\), we report the performance attained by the model with the corresponding activation function. B. Adaptation dynamics in parameter space. Points are colored by final performance, following the colorbar above. Lines indicate shape parameter trajectories over training. C. Learned heterogeneous \((n, s)\) parameters for the best performing model.

1. **Copy**: Introduced in [24], the task requires propagation of information over long time scales. The model reads a sequence of inputs, waits for a time delay \(T\) (we use \(T = 200\)) before outputting the same sequence.

2. **psMNIST**: This task requires an accumulation of information over long timescales. A fixed random permutation is applied to pixels of the popular hand-written digits MNIST dataset, and the model reads them sequentially. Correct digit class needs to be outputted at the end.

3. **PTB**: This task requires ongoing information processing and inference at each time step. Character-level prediction with the Penn Tree Bank (PTB) corpus consists of predicting the next character in a sequence of text [25]. Performance on this task is compared in terms of test mean bits per character (BPC), where lower BPC is better, and accuracy.

We use PyTorch [26] and the Adam optimizer [27] and refer to the Appendix §A for task setups, training details and sensitivity analysis.

### 4.1 Adaptation scenarios and their task-dependent impact on performance

In this section, we investigate the impact of our parametric family of activation functions on performance within the distinct adaptation scenarios. We refer to Table 1 and Figure 2 for a comparison of the final performances for the various scenarios, and to Appendix §D for further results.

#### 4.1.1 Static scenario: advantages of static but nontrivial activation functions

A recurrent neural network’s ability to accomplish a given task depends entirely on its ability to efficiently propagate information back through the multiple internal transformations, in the process of backpropagation. As highlighted in [17], recurrent neural networks are subject to the vanishing
and exploding gradient problem, which we explain and highlight the associated expected impact on performance in §3.3.

As expected, we find a strong correlation between the norm of the Jacobian in parameter space which is task-independent (Figure 1D) and the performance landscapes for each task (see Figure 2A). Interestingly, regions in space \((n, s)\) with poor performance are all associated with an exploding gradient, not a vanishing gradient. Networks whose activation functions have shape parameters in a neighborhood of \(\{(n, s) : \|\gamma'(x; n, s)\| = 1\}\) present optimal performance, on all the tasks. On the one hand, this further emphasizes the performance of ReLU (see [28]) as part of this \((n, s)\)-neighborhood. However, as we show in Table 1, traditional nonlinearities (including ReLU) are outperformed by the considerably different activation functions arising in the different adaptation scenarios. This result highlights that non-trivial combinations of parameters may also achieve optimal performance while allowing for much more complex nonlinear transformations than ReLU.

4.1.2 Homogeneous adaptation improves learning speed and overall performance

Firstly, regardless of the adaptation scenario considered, we observe that only models with \((n, s)\) parameters located on the \(s = 0\) axis reach an accuracy of 1.0 for the Copy task (see Figure 2B-right). This was to be expected since there is an explicit and optimal solution for this task simply involving rotation matrices and linear activation functions [16]. The activation functions closest to linear are precisely combinations of parameters with \(s = 0\). However, focusing on these parameters, we observe that the gain levels in the presence of adaptation decrease through learning, in opposition to adaptation dynamics that would converge towards and encourage the use of ReLU.

For psMNIST and PTB, the introduction of homogeneous adaptation is useful both in terms of learning speed and overall test performance. Throughout training for both tasks, homogeneous adaptation outperforms the static scenario. There is an increase in final performance (see Table 1), and more importantly on learning speed: modal values for homogeneous adaptation reach within 5% of optimal performance 85% faster than static for psMNIST, and 29% faster than static for PTB (see Appendix §D, Figure 6 for the performance over training). Moreover, learned combinations of \((n, s)\) parameters differ from the conventional activations (see Figure 2B) but do so differently for each task. Shape parameters converge between known functions for psMNIST, and conversely converge towards previously unexplored \((n, s)\)-regions for PTB.

4.1.3 Heterogeneous adaptation

The heterogeneous adaptation scenario provides a more in-depth portrait of adaptation in RNNs, in a way that is reminiscent of the diversity of activations in cortical networks. We plot in Figure 2C the final state of learned \((n_i, s_i)\) combinations for the best performing network for each task.

Allowing for heterogeneous adaptation has a different impact on each task. First, the Copy task is the only task for which the use of heterogeneous adaptation was not beneficial, although this scenario also reaches an accuracy of 1.0 like the others. This may be due to the fact that in the presence of a heterogeneous adaptation, certain combinations \((n_i, s_i)\) scatter away from the \(s = 0\) axis (see Figure 2C-left), while they remain on it with homogeneous adaptation. For psMNIST, heterogeneous adaptation outperforms the static scenario but not necessarily the homogeneous scenario. Finally heterogeneous adaptation is beneficial for the PTB task as it outperforms all other scenarios in terms of final performance, and matches homogeneous adaptation in terms of learning speed. Interestingly this spectrum of impact of heterogeneous adaptation on performance may be related to a given task need for computation across different timescales. We further investigate heterogeneous adaptation in §4.3 suggesting its usefulness in transfer learning experiments.

4.2 Signal propagation is influenced by activation function shape

Recent work [23] investigates the interplay between long-term and short-term processing, and highlights a spectrum of connectivity structure using the Schur decomposition of learned weight matrices in RNNs. At one end, we find tasks that are highly dependent on hidden-states dynamics and on long-term memory (copy), and at the other end, tasks that give more importance to encoding efficiently and short-term computation (PTB). The psMNIST task lies in the middle. In this section, we analyze...
the impact of the activation function on signal propagation, both from a stability perspective with MLEs and from an information theoretic perspective with mutual information. These measurements complement each other and reflect the different computational properties of the tasks. In our analysis, we suggest mechanisms that lead to the observed adaptation dynamics.

**Copy: hidden-state dynamics and Lyapunov exponents** For its high reliance on computation with hidden-state dynamics, we investigate adaptation in the Copy task through an analysis of the Lyapunov exponents over training. This task requires the networks to retain information, with almost no regard to ongoing computation. To this end, dynamics at the edge of chaos are particularly well suited as a way through the hidden-states dynamics to store information [29, 30]. Lyapunov exponents are kept close to zero in the case of homogeneous adaptation, but become more positive with heterogeneous adaptation. Considering the respective impact of these two adaptation scenarios on performance, this emphasizes that maintaining a system at the edge of chaos is the preferable mechanism. Finally, and unlike the other tasks which will be covered below, mutual information does not provide significant insight on the adaptation dynamics observed.

**PTB: efficient encoding and mutual information** On the other end in terms of computational properties, the PTB character-level prediction task gives more importance to information processing and computation across different timescales. Through the different scenarios of adaptation (see Figure 3A), the MLEs vary considerably, indicating a wide range of quantitatively different internal dynamics with yet almost the same test performance. For instance, we see a sharp decrease over in the MLEs training for the homogeneous scenario, explained by the associated best performing combinations in Figure 2B moving towards negative saturation and high gain levels, a region with particularly negative MLEs for random weights (see Figure 1E). Hence Lyapunov exponents are not enough to understand adaptation dynamics, however mutual information tells a different story. Figure 3B presents the landscape of mutual information $I(H_t, X_{t-1})$. The observed shape parameters dynamics in Figure 2B-right seem evolve to minimize mutual information. This observation suggests a mechanism by which activation functions adapt in tasks with an emphasis on short term computation, and provides an interesting avenue for future exploration.

**psMNIST: balancing hidden-state dynamics and encoding efficiency** This task requires an interesting balance between long-term and short-term computational properties. To better understand how these two come into play, we need both the Lyapunov exponents and the landscape of mutual information. We observe that the MLEs for the best performing models stay close to zero throughout training for all the adaptation scenarios; in fact, the better the models of an adaptation scenario perform on this task, the closer the MLEs are to zero. Indeed, by comparing the adaptive dynamics of
Figure 2B-middle and the contour plot of the MLEs of Figure 1E, we find that the adaptation dynamics aim to bring the MLEs closer to zero. This reinforces our claim above of increased performance in edge-of-chaos regimes for tasks with a reliance on hidden-state dynamics. In parallel, we observe that the regions with lowest MI seem to also act as attracting sets for the adaptation dynamics, in a similar way to PTB. Just as this task requires a balance between hidden-state dynamics and encoding efficiency, both the Lyapunov exponents and mutual information help shed some light the observed adaptation dynamics.

4.3 Transfer learning experiments with adaptation

In neuroscience, the term adaptation is mostly used to describe processes that occur on short timescales and at a neuron level which have been shown to account for changes in stimulus statistics [2]. This mechanism is naturally linked to the concept of transfer learning in AI where one seeks systems where minimal changes in parameters allow adaptation from learned tasks to novel ones. To see if changes in single neurons activation could offer transfer advantages in ANNs, we design a novel task using the psMNIST test data set where the images are rotated by 45°. The goal is for a trained network to adapt to this change in input structure by only changing its activation function parameters. To evaluate this, we split rotated images into training and test sets. Each set contains approximately 5k images and the same number of images per digit. We then briefly retrain heterogeneous activation parameters \((n_i, s_i)i\) on this rotated data set using the heterogeneous adaptation scenario. For initialization, we take the parameters \((n_i, s_i)i\) that resulted from training with normal images, also under the heterogeneous adaptation scenario (see Figure 2C-right). Before retraining, the networks achieved an accuracy of 94% on the original data set, this fell to 42% after rotation. Retraining \((n, s)i\) allowed the networks to recover classification accuracy up to 56%. This shows that simply allowing the activation functions to adapt can recover over a quarter of lost performance (over 25%).

An example of \((n, s)i\) trajectories during retraining is showed in Figure 4. Like in the PTB plot of Figure 2C, the cloud of \((n, s)i\) parameters expands, suggesting that a diversification in nonlinearity shapes is needed to adapt to the change in task and is consistent with neural diversity in the brain. As we further discuss in section 5, this suggests interesting avenues to implement rapid adaptation protocols for ANNs.

5 Conclusion & Discussion

In this paper, we provide an experimentally-based analysis of the impact of activation functions shape and adaptation in RNNs. We introduce a novel nonlinear activation function inspired by IF-curves of biological neurons, parameterized by a degree of saturation and gain which permit interpolation between well-known activation functions. We include these parameters in the network’s training procedure, thus allowing single neuron response to adapt over the course of optimization. We investigate two scenarios, one where all neurons share the same activation parameters (homogeneous), and another where we enable diversity to emerge with each neuron having distinct activation properties (heterogeneous). Using numerical experiments on the copy, the permuted sequential MNIST and the character-level language modeling prediction with the Penn Tree Bank corpus tasks, we investigate the impact of adaptation on learning dynamics.

We first observe that the activation functions achieving the best performance differ from those normally used in machine learning, and depend on the input statistics of the tasks. This suggests that the choice of nonlinearity might not be as inconsequential as currently believed in the ML community. This observation is further emphasized when considering the learned activation functions within the adaptation scenarios. We found homogeneous adaptation to improve learning speed and overall
performance. While heterogeneous adaptation results are more nuanced we observed that in a task which requires ongoing computations across several timescales (PTB), heterogeneous adaptation gives considerable gains and the solution leads to diversity across neurons. In our analysis, we highlight the importance of activation functions in signal propagation through an analysis of the evolution of Lyapunov exponents over training, with insights from the mutual information between the last hidden-state and input distributions. We explore the idea that adaptation dynamics may be explained by a trade-off between hidden-states dynamics for long-term dependencies and complex computations and encoding efficiency. Also, our preliminary results indicate that nonlinearity adaptation can help accuracy after a change in input statistics.

Finally, we identify a promising use for rapidly adaptive activation functions in ANNs. The results from §4.3 indicate that individual neuron adaptation can help mitigate changes in input statistics (just like the brain). Single neuron activations are thus a great candidate for an online adaptation process. Here, we envision a single adaptive function that could be learned throughout training, and deployed at inference time, acting locally on individual neurons and having a similar role as input normalization. In contrast, this strategy would be difficult to implement on, say, connectivity matrices. This work is currently in progress and holds promise not only to improve ANNs, but to explore coding properties of neural adaption in the brain by enabling models and experimental predictions.
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A Experimental details

A.1 Experimental setups

| Task      | LR  | hid | LR-scheduler       | Rec. init.     | In init.     |
|-----------|-----|-----|-------------------|----------------|--------------|
| Copy      | $10^{-4}$ | 128 | Henaff Glorot normal |                |              |
| psMNIST   | $10^{-4}$ | 400 | Henaff Kaiming    |                |              |
| PTB       | $10^{-4}$ | 600 | ReduceLROnPlateau | Henaff Kaiming |              |

Table 2: Task-dependent hyperparameters, where "hid" is hidden state size, "LR" is learning rate, "Rec. init." and "In init." are the initialization scheme for respectively the state transition matrix and the input weights.

We trained the networks for 100K iterations for the Copy task, and 100 epochs for the others. We investigated different learning rates ($LR \in \{10^{-3}, 10^{-4}, 10^{-5}, 10^{-6}\}$), and settled on those in the Table 2 for each task.

Independently of the task, we used Cross-entropy loss as our loss function and the Adam [27] optimizer. We experimented with the RMSprop optimizer (introduced in [36], first used in [37]) with smoothing constant $\alpha = 0.99$ and no weight decay, which yielded similar results. The initialization schemes in Table 2 for the recurrent weights and input weights refer to:

- Henaff: Random orthogonal matrices following [16].
- Glorot Normal: Normally distributed weights following [38]. Implemented in the torch.nn initialization library as `xavier_normal_`.
- Kaiming: Normally distributed weights following [39]. Also known as He initialization. Implemented in the torch.nn initialization library as `kaiming_normal_`.

Shape parameters The initialization grid for the shape parameters used throughout this work is $N \times S$, where $N = \{1.0\} \cup \{1.25k : 1 \leq k \leq 16\}$ and $S = \{0.0, 0.25, 0.5, 0.75, 1.0\}$ such that $|N| = 17$ and $|S| = 5$. In the heterogeneous adaptation scenario, both n and s vectors are initialized with the same value for each component.

A.2 Pytorch autograd implementation of gamma

We implement $\gamma(x; n, s)$ as a Pytorch autograd Function with corresponding Pytorch Module. To allow for activation function adaptation, we further include the shape parameters in the backpropagation algorithm. We do so by defining the gradient of $\gamma$ with respect to the input and parameters. We can rewrite $\gamma(x; n, s)$ as:

$$\gamma(x; n, s) = \left(1 - \frac{s}{n}\right) \gamma_1(nx) + \frac{s}{n} \sigma(nx) \tag{3}$$

where $\sigma(x)$ is the sigmoid activation function. With this notation, the partial derivatives of $\gamma$ with respect to $x$ (or total derivative), $n$ and $s$ are

$$\gamma'(x; n, s) = \frac{\partial}{\partial x} \gamma(x; n, s) = (1 - s)\sigma(nx) + ns\sigma(nx)(1 - \sigma(nx)) \tag{4}$$

$$\frac{\partial}{\partial n} \gamma(x; n, s) = \left(1 - \frac{s}{n}\right)(x\sigma(nx) - \frac{\gamma_1(nx)}{n}) + sx\sigma(nx)(1 - \sigma(nx)) \tag{5}$$

$$\frac{\partial}{\partial s} \gamma(x; n, s) = \sigma(nx) - \frac{\gamma_1(nx)}{n} \tag{6}$$
B A primer on Lyapunov exponents

In this section we are first going to give a bit of theoretical background on Lyapunov exponents. Exponential explosion and vanishing of long products of Jacobian matrices is a long studied topic in dynamical systems theory, where an extensive amount of tools have been developed in order to understand these products. Thus one can hope to leverage these tools in order to better understand the exploding and vanishing gradient problem in the context of RNNs.

B.1 Definition of Lyapunov exponents

Let $F : X \to X$ be a continuously differentiable function, and consider the discrete dynamical system $(F, X, T)$ defined by

$$x_{t+1} = F(x_t)$$

for all $t \in T$, where $X$ is the phase space, and $T$ the time range. We would like to gain an intuition for how trajectories of the mentioned dynamical system behave under small perturbations.

Let $x_t$ and $x'_t$ be two trajectories with initial conditions $x_0$ and $x'_0$, such that $|x_0 - x'_0|$ is sufficiently small.

Defining $\epsilon_t = x'_t - x_t$, we get by the first order Taylor expansion

$$x'_{t+1} = F(x'_t)$$

$$= F(x_t + \epsilon_t)$$

$$= F(x_t) + DF(x_t) \cdot \epsilon_t + O(|\epsilon_t|^2)$$

$$= x_{t+1} + DF(x_t) \cdot \epsilon_t + O(|\epsilon_t|^2)$$

Subtracting $x_{t+1}$ both sides we get the variational equation

$$\epsilon_{t+1} = DF(x_t) \cdot \epsilon_t + O(|\epsilon_t|^2)$$

$$\approx \prod_{k=0}^{t} DF(x_k) \cdot \epsilon_0$$

$$= DF^{t+1}(x_0) \cdot \epsilon_0$$

(Here $DF^{t+1}(x_0)$ is an abuse of notation for the Jacobian of the $(t + 1)$-th iterate of $F$, evaluated at $x_0$). Intuitively the ratio $\frac{||\epsilon_t||}{||\epsilon_0||}$ describes the expansion/contraction rate after $t$ time steps if our initial perturbation was $\epsilon_0$, which motivates the following definition:

Let $x_0, w \in X$, define

$$\lambda(x_0, w) \stackrel{\text{def}}{=} \lim_{m \to \infty} \frac{1}{m} \ln \prod_{t=1}^{m} \frac{||DF^t(x_0) \cdot w||}{||w||}$$

$$= \lim_{m \to \infty} \frac{1}{m} \sum_{t=1}^{m} \ln \frac{||DF^t(x_0) \cdot w||}{||w||}$$

Thus $\lambda(x_0, w)$ measures the average rate of expansion/contraction over an infinite time horizon of the trajectory starting at $x_0$, if it has been given an initial perturbation $w$. Note that once $x_0$ and $w$ have been fixed, the quantity $\lambda(x_0, w)$ is intrinsic to the discrete dynamical system defined by $x_{t+1} = F(x_t)$. We call $\lambda(x_0, w)$ a Lyapunov exponent of the mentioned dynamical system.

Since the Lyapunov exponents describe the the average rate of expansion/contraction for long products of Jacobian matrices, it doesn’t sound too surprising that they might provide an interesting perspective to study the exploding and vanishing gradient problem in RNNs. To give a complete picture of the analogy to RNNs, one can think of $x_t$ as the hidden state at time $t$, and $F$ can be seen as the function defined in the RNN cell. The only difference is that in RNNs we have inputs at every time step, and thus the function $F$ changes at every time step. This is the distinction between autonomous and non-autonomous dynamical systems, which is explained in more detail in the upcoming subsection B.4.
Finally, let us remark that the expression in the above definition of Lyapunov exponents is not always well defined. This will be the topic of the next subsection B.2, where we are presenting Oseledets theorem which gives exact conditions for when the above expression is well-defined.

B.2 Oseledets theorem

As already stated, we bypassed the fact that the limit in the definition of \( \lambda(x_0, w) \) might not actually exists. In fact this is the result of the well-known Oseledets theorem, but before stating the theorem let us point out a definition.

**Definition.** A cocycle of an autonomous dynamical system \((F, X, T)\) is a map \( C : X \times T \to \mathbb{R}^{n \times n} \) satisfying:

- \( C(x_0, 0) = \text{Id} \)
- \( C(x_0, t + s) = C(x_t, s)C(x_0, t) \) for all \( x_0 \in X \) and \( s, t \in T \)

**Oseledets theorem.** (sometimes referred to as Oseledets multiplicative ergodic theorem) Let \( \mu \) be an ergodic invariant measure on \( X \), and let \( C \) be a cocycle of a dynamical system \((F, X, T)\) such that for each \( t \in T \), the maps \( x \mapsto \log \|C(x, t)\| \) and \( x \mapsto \log \|C(x, t)^{-1}\| \) are \( L^1 \)-integrable with respect to \( \mu \). Then for \( \mu \)-almost all \( x \) and each non-zero vector \( w \in \mathbb{R}^n \) the limit

\[
\lambda(x, w) = \lim_{t \to \infty} \frac{1}{t} \ln \frac{\|C(x, t)w\|}{\|w\|}
\]

exists and assumes, depending on \( w \) but not on \( x \), up to \( n \) different values, called the Lyapunov exponents (giving rise to a more general definition)

One can prove that the following matrix limit

\[
\Lambda = \lim_{t \to \infty} [C(x, t)^T C(x, t)]^{1/2t}
\]

exists, is symmetric positive-definite and its log-eigenvalues are the Lyapunov exponents. We call \( \Lambda \) the Oseledets matrix.

In order to make this definition a little bit more intuitive, let us come back to our original situation, and note that the terms \( \prod_{k=0}^{t} DF(x_k) = DF^{t+1}(x_0) \) define a cocycle verifying the conditions of the theorem. Thus, in this case, the Lyapunov exponents are not only well defined, but there are up to \( n \) distinct ones of them, and they are the log-eigenvalues of the following Oseledets matrix:

\[
\Lambda = \lim_{t \to \infty} [DF^t(x_0)^T · DF^t(x_0)]^{1/2t}
\]

Let us now consider the singular value decomposition of \( DF^t(x_0) \),

\[
DF^t(x_0)V(x_0, t) = U(x_0, t)\Sigma(x_0, t)
\]

where \( \Sigma(x_0, t) \) is a diagonal matrix composed of the singular values \( \sigma_1(x_0, t) \geq \ldots \geq \sigma_n(x_0, t) \geq 0 \), and \( U(x_0, t) \) as well as \( V(x_0, t) \) are orthogonal matrices, composed column-wise of the left and right singular vectors respectively. Then

\[
\Lambda = \lim_{t \to \infty} V(x_0, t)^T\Sigma(x_0, t)^{1/t}V(x_0, t)
\]

Thus, for large \( t \), the log-eigenvalues of \( \Lambda \) can be approximated by \( \frac{1}{t} \ln \sigma_i(x_0, t) \)'s, which can be thought of as the average singular value along an infinite time horizon. It turns out that for ergodic systems, the Lyapunov exponents are independent of initial conditions \( x_0 \). Thus, intuitively, Lyapunov exponents are topological quantities intrinsic to the dynamical system that describe the average amount of instability along infinite time horizons.

In order to understand how this instability manifests along each direction, let us further look what we can say about the vectors associated with the individual Lyapunov exponents. If we denote
\(\lambda^{(1)} \geq \lambda^{(2)} \geq \ldots \geq \lambda^{(s)}\) the distinct Lyapunov exponents, and \(v_i(x_0)\) the corresponding vector of the matrix \(\lim_{t \to \infty} V(x_0, t)\), then let us define the nested subspaces

\[ S_j(x_0) = \text{span}\{v_i(x_0) | i = j, j + 1, \ldots, s\} \quad (22) \]

for all \(j = 1, 2, \ldots, s\), and take a vector \(w_j(x_0) \in S_j(x_0) \setminus S_{j+1}(x_0)\). Then \(w_j(x_0)\) is orthogonal to all \(v_i(x_0)\) with \(i < j\) and has a non-zero projection onto \(v_j(x_0)\) since \(v_j(x_0) \notin S_{j+1}(x_0)\), and thus

\[ \|DF^t(x_0) \cdot w_j(x_0)\| \sim e^{\lambda^{(j)} t} \quad (23) \]

In particular, since \(S_1(x_0)\) is the whole phase space \(X\), and \(S_2(x_0)\) is only a hyperplane in \(X\) (a subset of Lebesgue measure zero), we have that for "almost all" \(w \in X\):

\[ \|DF^t(x_0) \cdot w\| \sim e^{\lambda^{(1)} t} \quad (24) \]

hence aligning with the direction of maximum Lyapunov exponent (MLE). In other words a randomly chosen vector, has a non-zero projection in the direction of the MLE with probability 1, and thus over time the effect of the other exponents will become negligible. This motivates taking the MLE as a way of measuring the overall amount of stability or instability of a dynamical system. One typically distinguishes the cases, where the MLE is negative, zero and positive.

Thus computing MLEs, LEs and their corresponding subspaces can be a useful tool to understand the average expansion/contraction rate as well as the corresponding directions of gradients in recurrent neural networks.

**B.3 The QR algorithm**

It is generally not advised to calculate the Lyapunov exponents and the associated vectors using \(DF^t(x_0)\) as this matrix becomes increasingly ill-conditioned. There is a known algorithm that in most cases allows to provide good estimates, called the **QR algorithm**.

As a preliminary remark, let us emphasize that the right singular vectors of \(DF(x_{t+1})\) do not necessarily match the left singular vectors of \(DF(x_t)\), thus simply applying the singular value decomposition in order to calculate the Lyapunov exponents does not work.

Let us denote \(J_t = DF(x_t)\) for each time step \(t = 0, 1, 2, \ldots\), then lets us pick an orthogonal matrix \(Q_0\), and compute \(Z_0 = J_0 Q_0\). Then let us perform the QR decomposition \(Z_0 = Q_1 R_1\). Let us further assume that \(J_0\) is invertible and we are imposing that the diagonal elements of \(R_1\) are non-negative (which we can), thus making the QR decomposition unique.

In the next step, we compute \(Z_1 = J_1 Q_1\) and perform the QR decomposition \(Z_1 = Q_2 R_2\), where again we are imposing the diagonal elements of \(R_2\) to be non-negative.

Continuing in this fashion at each time step \(k\), we then have the identity \(J_k = Q_{k+1} R_{k+1} Q_k^T\), and thus

\[ DF^{t+1}(x_0) = \prod_{k=0}^{t} J_k \]

\[ = Q_{t+1} (R_{t} \cdot \ldots \cdot R_1) Q_0^T \quad (26) \]

It turns out that, as long as the dynamical system is "regular", we can then compute the \(i\)-th Lyapunov exponent via

\[ \lambda_i = \lim_{t \to \infty} \frac{1}{t} \sum_{k=1}^{t} \ln(R_{k})_{ii} \quad (27) \]

where the Lyapunov exponents are ordered \(\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n\) as explained in [31] and [32].
B.4 Link to RNNs

Recalling the update equation of an RNN:

\[ h_{t+1} = \phi(Vh_t + Ux_{t+1} + b) \]  

for \( t = 0, 1, \ldots \), and by denoting \( F(h, x) = \phi(Vh + Ux + b) \), we can see that

\[ \tilde{h}_{t+1} = F(\tilde{h}_t, 0) \]  

defines an autonomous discrete dynamical system (DS1), while

\[ h_{t+1} = F(h_t, x_{t+1}) \]

defines a non-autonomous discrete dynamical system (DS2).

For (DS1), the machinery that we have developed over the last subsections is directly applicable, as we are in the autonomous case. For instance, we can compute the Lyapunov exponents of recurrent neural network over the course of training using the QR algorithm, and in particular observe the evolution of the maximum Lyapunov exponent (MLE), as a means to measure the amount of instability or chaos in the network. For example in the case of a linear RNN with a unitary or orthogonal connectivity matrix, all LEs are equal to zero, and thus no expansion nor contraction is happening. If all LEs are negative, we are in the contracting regime, where every point eventually will approach an attractor, thus producing a vanishing gradient. For instance, [18] showed that storing information in a fixed-size state vector (as is the case in a vanilla RNN) over sufficiently long time horizon in a stable way necessarily leads to vanishing gradients when back-propagating through time (here stable means insensitive to small input perturbations).

The natural question arises whether and to what extent the machinery will stay valid for (DS2). It turns out that one can use the theory of Random Dynamical Systems Theory, where Oseledet’s multiplicative ergodic theorem holds under some stationarity assumption of the underlying distribution generating the inputs \( x_t \) as stated in [33]. However in this paper we are just we are just making use of the machinery developed for (DS1), by computing Lyapunov exponents for trained RNNs but computed without inputs (\( x_t = 0 \) for all \( t \)).

C A primer on mutual information

In this section we will give some basic definitions and propositions in regards to mutual information loosely following the book [34].

C.1 Entropy

**Definition 1** (Entropy). Let \( X \) be a discrete random variable with support \( \mathcal{X} \) and probability density function \( p_X \), then we define the entropy of \( X \) as

\[ H(X) \overset{\text{def}}{=} -\mathbb{E}_{x \sim p_X} [\log(p_X(x))] \]

\[ = -\sum_{x \in \mathcal{X}} p_X(x) \log(p_X(x)) \]  

**Intuition.** In Shannon’s “fundamental problem of communication” a receiver needs to identify what data was generated by data generating source, based on the signal it receives via a potentially noisy communication channel. Intuitively, the event of the data generating source producing a low-probability value carries a lot more “information” than if it were a high-probability value. One way to quantify this “information” is via the quantity \( -\log p \), where \( p \) is the probability of the value generated by the source. As we can see for \( p = 1 \), the amount of information becomes \( -\log p = 0 \), which is the minimal possible value, while \( -\log p \) approaches infinity, as \( p \to 0^+ \). Then we can see that the entropy \( H(X) \) is the expected amount of “information” carried by \( X \) (here \( X \) can be seen as the random variable associated to the underlying data generating distribution of the source).
**Definition 2** (Conditional Entropy). If we further consider a discrete random variable $Y$ with support $\mathcal{Y}$ and probability density function $p_Y$, we define the conditional entropy of a discrete random variable $Y$ given $X$ as

$$\mathcal{H}(X|Y) \overset{\text{def}}{=} -\mathbb{E}_{(x,y) \sim p_{X,Y}} \left[ \log(p_{Y|X}(y|x)) \right] = -\sum_{x \in X} \sum_{y \in Y} p_{X,Y}(x,y) \log(p_{Y|X}(y|x))$$

where $p_{X,Y}$ is the joint probability density function of $(X, Y)$ and $p_{Y|X}$ is the probability density function of the conditional distribution $Y|X$.

**Intuition.** If we use Definition 1 for the random variable $X|Y = y$, we get:

$$\mathcal{H}(X|Y = y) = -\sum_{x \in X} \mathbb{P}(X = x|Y = y) \log \mathbb{P}(X = x|Y = y)$$

which measures the average amount of "information" carried by $X$ given the event $Y = y$. One can then verify that $\mathcal{H}(X|Y)$ is the result of averaging $\mathcal{H}(X|Y = y)$ over all possible $y \in \mathcal{Y}$:

$$\mathbb{E}_{y \sim p_Y} [\mathcal{H}(X|Y = y)] = \sum_{y \in \mathcal{Y}} \mathbb{P}(Y = y) \cdot \mathcal{H}(X|Y = y)$$

$$= -\sum_{x \in X} \sum_{y \in Y} \mathbb{P}(Y = y) \cdot \mathbb{P}(X = x|Y = y) \cdot \log \mathbb{P}(X = x|Y = y)$$

$$= -\sum_{x \in X} \mathbb{P}(X = x, Y = y) \cdot \log \mathbb{P}(X = x|Y = y)$$

$$= \mathcal{H}(X|Y)$$

Hence we stay consistent with the intuition from Definition 1: $\mathcal{H}(X|Y)$ describes the average amount of "information" carried by $X$ given $Y$. In the extreme case, $\mathcal{H}(X|Y) = 0$, if $X$ is fully determined by the knowledge of $Y$.

**Definition 3** (Joint Entropy). Finally we define the joint entropy of $X$ and $Y$ as

$$\mathcal{H}(X, Y) \overset{\text{def}}{=} -\mathbb{E}_{x,y \sim p_{X,Y}} \left[ \log(p_{X,Y}(x,y)) \right] = -\sum_{x \in X} \sum_{y \in Y} p_{X,Y}(x,y) \log(p_{X,Y}(x,y))$$

**Intuition.** In order to see how Definition 3 relates to Definitions 1 and 2, let us observe that $\mathcal{H}(X, Y) = \mathcal{H}(Y) + \mathcal{H}(X|Y)$. In fact, let us imagine we would first observe $Y$ and then observe $X$. $\mathcal{H}(Y)$ describes the average amount of information carried by $Y$, and $\mathcal{H}(X|Y)$ is the average amount of information carried by $X$ once $Y$ is known. It thus doesn’t sound too surprising that this equates exactly the amount of information carried by both $X$ and $Y$. Let us verify this mathematically.

$$\mathcal{H}(X, Y) = -\sum_{x \in X, y \in Y} \mathbb{P}(X = x, Y = y) \log \mathbb{P}(X = x, Y = y)$$

$$= -\sum_{x \in X, y \in Y} \mathbb{P}(X = x, Y = y) \cdot [\log \mathbb{P}(X = x|Y = y) + \log \mathbb{P}(Y = y)]$$

$$= -\sum_{x \in X, y \in Y} \mathbb{P}(X = x, Y = y) \cdot \log \mathbb{P}(X = x|Y = y) - \sum_{x \in X, y \in Y} \mathbb{P}(X = x, Y = y) \cdot \log \mathbb{P}(Y = y)$$

$$= \mathcal{H}(X|Y) - \sum_{y \in Y} \mathbb{P}(Y = y) \cdot \log \mathbb{P}(Y = y)$$

$$= \mathcal{H}(X|Y) + \mathcal{H}(Y)$$

$$= \mathcal{H}(X) + \mathcal{H}(Y)$$
The identity $\mathcal{H}(X, Y) = \mathcal{H}(X|Y) + \mathcal{H}(Y)$ is also referred to as the *chain rule* of conditional entropy, which can be generalized to multiple random variables $X_1, \ldots, X_n$ (via a straightforward proof by induction) as

$$\mathcal{H}(X_1, \ldots, X_n) = \sum_{i=1}^{n} \mathcal{H}(X_i|X_1, \ldots, X_{i-1}) \quad (47)$$

### C.2 Kullback-Leibler Divergence

**Definition 4 (Kullback-Leibler Divergence).** The *KL-divergence* between two discrete probability distributions $p$ and $q$ with common support $\mathcal{X}$ is defined by

$$D_{KL}(p||q) \overset{\text{def}}{=} \mathbb{E}_{x \sim p} \left[ \log \left( \frac{p(x)}{q(x)} \right) \right] \quad (48)$$

$$= \sum_{x \in \mathcal{X}} p(x) \log \left( \frac{p(x)}{q(x)} \right) \quad (49)$$

**Intuition.** The KL-divergence between $p$ and $q$, or also called the *relative entropy* of $p$ with respect to $q$, measures the information lost when $q$ is used to approximate $p$. In other words, it quantifies how much $q$ deviates from $p$. Note that it does not satisfy the mathematical properties of a definition of a metric. We can rewrite

$$D_{KL}(p||q) = \text{CE}(p, q) - \mathcal{H}(p) \quad (51)$$

where

$$\text{CE}(p, q) = -\sum_{x \in \mathcal{X}} p(x) \log q(x) \quad (52)$$

also called the *cross-entropy* between $p$ and $q$, while

$$\mathcal{H}(p) = \text{CE}(p, p) = -\sum_{x \in \mathcal{X}} p(x) \log p(x) \quad (53)$$

Hence if $p = q$ then $D_{KL}(p||q) = 0$.

### C.3 Mutual information

**Definition 5 (Mutual Information).** Let $X$ and $Y$ be two random variables with probability density functions $p_X$ and $p_Y$ respectively and joint distribution $p_{X,Y}$, then we define the *mutual information* of $X$ and $Y$ by

$$\mathcal{I}(X; Y) \overset{\text{def}}{=} D_{KL}(p_{X,Y}||p_X \otimes p_Y) \quad (54)$$

$$= \sum_{x \in \mathcal{X}, y \in \mathcal{Y}} p_{X,Y}(x,y) \log \frac{p_{X,Y}(x,y)}{p_X(x) \cdot p_Y(y)} \quad (55)$$

**Intuition.** Going back to the intuition of the KL-divergence, we see that the mutual information $\mathcal{I}(X; Y)$ between $X$ and $Y$, measures the information lost when approximating $(X, Y)$ as a pair of independent random variables, when in reality they are not. Alternatively, one can interpret $\mathcal{I}(X; Y)$ to measure the amount of “information” $X$ and $Y$ share. Note that when $X$ and $Y$ are indeed independent, $X$ and $Y$ do not share any information and $\mathcal{I}(X; Y) = 0$. Meanwhile, when $X = Y$, we can see that $\mathcal{I}(X; Y) = \mathcal{H}(X)$. We can thus see that mutual information and entropy are intimately related, which motivates an equivalent definition of the mutual information $\mathcal{I}(X; Y)$ in terms of entropy and conditional entropy. In fact one can prove that

$$\mathcal{I}(X; Y) = \mathbb{E}_Y \left[ D_{KL}(p_{X|Y}||p_X) \right] \quad (56)$$

$$= \mathcal{H}(X) - \mathcal{H}(X|Y) \quad (57)$$

$$= \mathcal{H}(Y) - \mathcal{H}(Y|X) \quad (58)$$

$$= \mathcal{H}(X) + \mathcal{H}(Y) - \mathcal{H}(X,Y) \quad (59)$$

$$= \mathcal{H}(X,Y) - \mathcal{H}(X|Y) - \mathcal{H}(Y|X) \quad (60)$$
where in the last two equalities we have used the chain rule of conditional entropy. Here \( \mathcal{H}(X) - \mathcal{H}(X|Y) \) can be seen as the information gain carried by \( X \), did we not know anything about \( Y \). Also we see that the mutual information \( I(X;Y) \) is symmetric in \( X \) and \( Y \).

**Definition 6 (Conditional Mutual Information).** Further, let \( Z \) be a third random variable, then we define the conditional mutual information between \( X \) and \( Y \) given \( Z \) via

\[
I(X;Y|Z) = \mathbb{E}_Z \left[ D_{KL}(p_{X,Y,Z}||p_{X|Z} \otimes p_{Y|Z}) \right]
\]

where in the last equality we made use of the identity \( p_{X,Y,Z}(x,y,z) = \frac{p_{X,Y,Z}(x,y,z)}{p_Y(z)} \) for all \( x \), and all \( (y,z) \in \text{supp}(p_Y) \times \text{supp}(p_Z) \). From this follows the following the chain rule for mutual information.

**Lemma 1 (Chain Rule for Mutual Information).** The multivariate mutual information between the the random variables \( X, Y \) and \( Z \) is defined by

\[
I(X;Y,Z) = I(X;Z) + I(X;Y|Z)
\]

**Proof.**

\[
\begin{align*}
I(X;Y,Z) &= \mathcal{H}(X,Y,Z) - \mathcal{H}(X\mid Y,Z) \\
&= \mathcal{H}(X) + \mathcal{H}(Y\mid X) - \mathcal{H}(X\mid Z) - \mathcal{H}(Y\mid X) \\
&= I(X;Z) + I(Y\mid X) \\
&= I(X;Z) + I(Y;Z\mid X)
\end{align*}
\]

By a straightforward induction argument we can prove the following more general version of the chain rule.

**Proposition 1 (Chain Rule for Mutual information).** Let \( X \) and \( Z_1, \ldots, Z_n \) be random variables, then

\[
I(X;Z_1, \ldots, Z_n) = \sum_{i=1}^{n} I(X;Z_i\mid Z_1, \ldots, Z_{i-1})
\]

### C.4 Information Bottleneck and application to RNNs

The Information Bottleneck (IB) principle [21, 22] is an information theoretic method for extracting relevant information from an input variable \( X \) about an output variable \( Y \), via a representation \( H \) of \( X \) with respect to \( Y \). In fact, one would like to minimize the Lagrangian

\[
I(X;H) - \beta \cdot I(H;Y)
\]

where the positive constant \( \beta \) (Lagrange multiplier) acts as a trade-off parameter between the complexity of the representation \( I(X;H) \) and the amount of preserved relevant information \( I(H;Y) \). The intuition here is that we would like \( H \) to be as much of a compressed version of \( X \) as possible (by minimizing \( I(X;H) \)), while being as predictive as possible about the outcome \( Y \) (by maximizing \( I(H;Y) \)). How much we favour prediction over compression is quantified by the trade-off parameter \( \beta > 0 \).

**Application to RNNs.** If we consider an RNN with inputs \( x_1, \ldots, x_t \), hidden states \( h_1, \ldots, h_t \) and an output \( y_t \) at time step \( t \), then one way of applying IB in this context is to use \( h_t \) as the representation \( H \). In other words we would like to minimize \( I(x_{1:t};h_t) - \beta \cdot I(h_t; y_t) \), where \( x_{1:t} = (x_1, \ldots, x_t) \). Here \( I(x_{1:t};h_t) \) can then be estimated via the following corollary of the chain rule of mutual information (prop 1).
Corollary 1. Let \( x_1, \ldots, x_T \) be the random variables corresponding to the input sequence of a recurrent neural network. Then we have for all positive integers \( t, k, \) and \( s \)

\[
\mathcal{I}(h_{t+k}; x_{s:t}) = \sum_{i=s}^{t} \mathbb{E}_{x_{s:i-1}} \left[ D_{KL}(p(h_{t+k} \mid x_{s:i}) \| p(h_{t+k} \mid x_{s:i-1})) \right] \tag{72}
\]

where \( x_{s:i} = (x_s, \ldots, x_i) \) if \( i \geq s \) and \( x_{s:i} = \emptyset \) otherwise.

Proof. For any positive integers \( t, k, \) and \( s \) with \( t \geq s \), we get, using the chain rule of mutual information (proposition 1),

\[
\mathcal{I}(h_{t+k}; x_{s:t}) = \mathcal{I}(h_{t+k}; (x_t, \ldots, x_s)) = \sum_{i=s}^{t} \mathcal{I}(h_{t+k}; x_i \mid (x_{i-1}, \ldots, x_s)) = \sum_{i=s}^{t} \mathcal{I}(h_{t+k}; x_i \mid x_{s:i-1}) \tag{73}
\]

Finally using the equation 64 from above, we have

\[
\mathcal{I}(h_{t+k}; x_i \mid x_{s:i-1}) = \mathbb{E}_{x_{s:i-1}} \left[ \mathbb{E}_{x_i \mid x_{s:i-1}} \left[ D_{KL}(p(h_{t+k} \mid x_i) \| p(h_{t+k} \mid x_{s:i-1})) \right] \right] \tag{76}
\]

proving proposition 1.

D Impact of adaptation on performance: further results

In this appendix section, we show additional results on the performance through learning.

Figure 5: Accuracy on the copy task, for each scenario over training. The models are divided according to their final performance, plotted on the left if they do not exceed 0.8 in accuracy, and on the right if they do. Line corresponds to the average over the models (per scenario) and shaded regions indicated one standard deviation from the mean.

For copy, we plot in Figure 5 the accuracy over training for each scenario. This reinforces what is mentioned in the main text, how models in the homogeneous adaptation setting perform similarly to the static setting. Those in the heterogeneous adaptation setting perform slightly worse, although the best performing still achieves an accuracy of 1.0. Also to reiterate what is mentioned in the main text, only models with saturation levels on the \( s = 0 \) axis attain a decent accuracy. There is a clear distinction in terms of performance: either performance remains poor (which can be seen by the low mean and the standard deviation in Figure 5-left), or the models perform well (Figure 5-right).

For the two other sequential tasks (psMNIST, PTB), we plot in Figure 6A the modal performance over epochs. We found the distribution of performances over the parameters \((n, s)\) to be strongly skewed in the direction of the desired performances (positively skewed for PTB, negatively for psMNIST). For this reason, we opted for the distribution mode as a means of summarizing each scenario for a given epoch. To illustrate the distribution for a specific epoch (in the case 40) we refer to 6B. Neither an average nor a median would justly represent the data.
Figure 6: Accuracies and distributions for the psMNIST and PTB tasks, for each scenario over training. For both rows, legend inlet on the left applies to the whole row. A Modal performance over training per scenario, for each task. Red rectangle acts as a visual aid for next row. B Histogram of performances for each task and scenario at epoch 40. We point out the skewed nature of the distributions. Elements classified into bins are defined by a given combination of $n$, $s$ and adaptation scenario.

E Impact of the shape parameters on encoder efficiency

This section explains how the mutual information experiments were conducted. We refer to Appendix §C above for a theoretical primer.

As previously mentioned, the RNN used can be thought of as an encoder $p_{\theta}(h_t|x_t)$ and a decoder $p_{\theta}(\hat{y}_t|h_t)$ where $x_t$, $h_t$, $\hat{y}_t$ are realizations of the random variables $X_{\leq t}$, $H_t$, $\hat{Y}_t$, respectively the inputs, the hidden (or latent) state and the prediction made (or output), each depending on the time step $t$. The decoder $p_{\theta}(\hat{y}_t|h_t)$ is of little interest here since the RNN output is simply a linear readout of the internal hidden state. The encoder $p_{\theta}(h_t|x_t)$ is however directly affected by the shape parameters $(n, s)$ and we are interested in quantifying the effect of these parameters on the encoder performance in the context of the PTB task. For these reasons, while we rely on the Information Bottleneck (see above §C.4) for an intuition of the desired interplay between encoding and decoding, we only compute the mutual information between the distributions of the encoder.

In order to isolate the effect of the shape parameters on the mutual information between the input $X_{\leq t}$ and the hidden state $H_t$ variables, we conducted our experiments on randomly initialized \cite{16} networks with manually specified values for $(n, s)$ and no subsequent training. Since the input is either a discrete or a continuous random variable (depending on the task) and the hidden state is continuous we used the mutual information estimator for discrete-continuous mixtures proposed in \cite{35}. This estimator was shown to be better than previous state-of-the-art estimators for situations where "some variables are discrete, some continuous, and others are a mixture between continuous and discrete components".

The goal here being to isolate as much as possible the encoder from the internal dynamics, we chose to only consider the present input $x_t$ and the present hidden state $h_t$ to compute the mutual information estimate $\hat{I}_{(n,s)}(h_t; x_t)$ that is plotted in Figure 3B. For the copy and PTB tasks, $x_t$ is a discrete random variable representing a digit (values 0 to 9) for copy and the index of an alphabet character for PTB (values 0 to 25). For the psMNIST task $x_t$ is continuous and represents the color of a pixel in gray scale (values 0 to 1). In all cases, $h_t$ is continuous and contains the activation values of the $N$ hidden neurons.
F Transfer learning experiments

For our transfer learning experiments, we alter the data in the MNIST dataset by imposing an anti-clockwise rotation of 45° over the entire image for each figure. Only the networks which originally achieved an accuracy of over 94% on the psMNIST classification task were used as initializations for the transfer learning task. Mean accuracy and standard deviation of the networks during retraining is plotted in Figure 7 as well as the accuracy throughout retraining for the top performing network at the end of the retraining.

![Figure 7](image)

**Figure 7:** Left: Mean and standard deviation for accuracy during retraining of the top 5 performing networks. Right: Best performing network after retraining on the new task.

In the article, the shape parameters trajectories during retraining for the transfer task were plotted for only one network for clarity. In Figure 8 we show the same plot but for the 4 remaining tested networks. What we can observe is that the expansion in parameter space mentioned in the article is present in all subplots. It is a generally observable phenomenon which supports the idea of the article that a diversification in nonlinearity shapes is needed to adapt to the change in task.

![Figure 8](image)

**Figure 8:** Trajectories of the shape parameters during retraining on the modified MNIST images (Figure 4 of the article) for 4 other network initializations.
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