Abstract Measuring and analyzing the flow of customers in retail stores is essential for a retailer to better comprehend customers’ behavior and support decision-making. Nevertheless, not much attention has been given to the development of novel technologies for automatic people counting. We introduce LRCN-RetailNet: a recurrent neural network architecture capable of learning a non-linear regression model and accurately predicting the people count from videos captured by low-cost surveillance cameras. The input video format follows the recently proposed RGBP image format, which is comprised of color and people (foreground) information. Our architecture is capable of considering two relevant aspects: spatial features extracted through convolutional layers from the RGBP images; and the temporal coherence of the problem, which is exploited by recurrent layers. We show that, through a supervised learning approach, the trained models are capable of predicting the people count with high accuracy. Additionally, we present and demonstrate that a straightforward modification of the methodology is effective to exclude salespeople from the people count. Comprehensive experiments were conducted to validate, evaluate and compare the proposed architecture. Results corroborated that LRCN-RetailNet remarkably outperforms both the previous RetailNet
architecture, which was limited to evaluating a single image per iteration; and a state-of-the-art neural network for object detection. Finally, computational performance experiments confirmed that the entire methodology is effective to estimate people count in real-time.
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1 Introduction

Customer behavior analysis is an essential task to gain relevant insights and drive the decision-making process of retailers. As a result, a merchant may enhance customer experience, optimize operational costs and store performance, and consequently maximize profitability [15][11].

In particular, an inadequate sales staff scheduling may result both in low rates of conversion, *i.e.* transforming a browsing customer into a buying customer; and in sub-optimal labor costs, which is widely known to be a relevant expenditure in the budget of a retail store [13]. Although buying behaviors can be easily tracked through transaction logs, it is not straightforward to comprehend more hidden patterns such as the flow of non-buyers, since they are usually harder to track.

Fortunately, surveillance cameras have become ubiquitous in public indoor environments and particularly in retail stores. Such cameras provide images that may be exploited to identify and track any visible individual.

While it is impractical for a human to analyze several hours of video every day, recent advances in Deep Learning algorithms and hardware have allowed the development of extremely robust Computer Vision tools that may replace a human in tasks like real-time image classification and object localization [26]. In particular, it is now feasible to investigate and develop effective algorithms to automatically extract people flow information from affordable cameras, although it is still a scarcely studied problem [22].

In this paper we focus on the specific problem of accurately counting the number of people inside a store in real-time, using data collected from a low-cost surveillance camera. We introduce LRCN-RetailNet: a recurrent neural network architecture for accurate people counting that exploits the spatio-temporal coherence of videos acquired from surveillance cameras. It is worth mentioning that, to the best of our knowledge, this particular problem has not been much studied in the literature. Recently, Nogueira *et al.* [22] proposed an approach that combines a foreground detection method with a CNN regression model called RetailNet to predict the people count from single images. Our proposed approach resembles that previous work pipeline, but taking advantage of the spatio-temporal coherence of the problem: LRCN-RetailNet combines essential qualities of both the original RetailNet and the Long-term Recurrent Convolutional Networks architecture (LRCN, [8]). This synergy allows the resulting network to exploit compositional representations in space
and time, which are mainly related to the density of people in the spatial domain of the images.

The proposed LRCN-RetailNet architecture is trained through supervised learning. We make use of low-resolution RGB videos acquired from a single low-cost surveillance camera and then annotated by a human trainer according to the people count of each image. The videos are converted to the RGBP image representation [22] by extracting its foreground (or people) channel using an algorithm developed to deal with the peculiarities of a retail store. Small videos (or sequences of RGBP images) are considered as input to the LRCN-RetailNet, which is essentially a deep regression model trained to predict the people count in the last frame of the video. We emphasize that, in the studied setting, people in a store are prone to be partially occluded by furniture, objects and/or other people. Furthermore, customers often appear in extreme poses, such as when seated to try on shoes. However, we claim that such issues are mitigated when several images from a video are jointly exploited by LRCN-RetailNet. Additionally, we present an adaptation of the proposed methodology to make the network count only the visible customers in the images (disregarding salespeople), since the flow of customers is more relevant to customer behavior analysis.

We show in our experiments that the proposed recurrent architecture significantly outperforms both the original RetailNet and the state-of-the-art object detection method YOLO v3 [27] in the people counting task. We also conducted comprehensive experiments to validate the whole approach (including customer-only count); optimize hyper-parameters; evaluate transfer learning strategies; and measure the computational performance to confirm that LRCN-RetailNet is indeed capable of performing real-time people counting.

2 Related work

The specific problem of accurate people counting has not been widely studied in the literature. Nevertheless, there is already a large body of literature on crowd density estimation methods, which are closely related to our work. According to Sindagi et al. [29], such methods can be grouped into three main categories: detection-based, regression-based and density estimation-based methods. In addition to discussing each of these three categories, we also mention a few methods based on depth images (RGBD) and give special attention to deep learning methods, since they are more closely related to our proposed method. We refer the reader to surveys on crowd counting methods [20,29] for a more comprehensive presentation.

Detection-based methods rely on the recognition of each visible person in the image and make use of hand-crafted features such as Haar wavelets [31], Histogram of Oriented Gradients (HOG, [7]), edgelet features [34] and shapelet features [28]. Despite achieving good results in low-density crowd scenes, this class of techniques is unreliable in scenes containing many partially occluded objects and high-density crowds. Classifiers for specific body parts built on
top of part-based detection \cite{9,15} and shape-based \cite{39} methods addressed this issue. Although better results can be achieved with part-based detection, it is still challenging to recognize people in low-resolution images acquired from affordable surveillance cameras, and even harder when individuals are strongly occluded.

Regression-based methods achieve better results in scenes with dense crowds and background clutter by using global and local features like foreground features extracted by background subtraction \cite{3}, blob-based holistic features such as area, perimeter and edges \cite{4}, and gray level co-occurrence matrices (GLCM) \cite{5}. Such features were proposed to be combined with different regression techniques including linear regression \cite{23}, ridge regression \cite{5} and neural networks \cite{21}.

Density estimation-based techniques employ linear \cite{14} or non-linear \cite{24} mappings between local patch features and density maps. In \cite{32}, a density estimation approach based on subspace learning enables the learning of an embedding of each subspace formed by image patches. Xu et al. \cite{35} pointed out that such crowd density methods use only a small set of features due to the computationally expensive Gaussian and Ridge regressions. They proposed to use a richer set of features combined with random forest regression to enhance the results and reach the necessary computational efficiency and scalability.

RGBD image and videos help to mitigate the issues caused by clutter and occlusions by merging depth and color information. Simplified Local Ternary Patterns (SLTP, \cite{25}) were developed to detect and track the human head from depth images in a top-view camera system. The so-called water filling method \cite{37} is an unsupervised method that uses a vertical Kinect sensor and finds the regions of the depth image with a suitable local minimum. A few methods make use of the combination of RGB images and depth information for people counting \cite{30}. Gao et al. \cite{10} combines a water filling method with an SVM classifier using HOG features to detect head candidates, and track the trajectories from depth videos. Another approach was proposed by Liu et al. \cite{19}, which trains an SVM classifier to detect the upper part of a human body. Although depth information is valuable to perform people counting, it is not practical for retail stores and indoor environments in general, since the depth acquisition technologies impose depth range limits. Also, their affordability and availability are still not comparable to the ubiquitousness of surveillance cameras. Similarly to these techniques, we also consider valuable information in addition to the color image, but in the form of a foreground channel.

Deep learning methods have also been applied to the crowd counting problem and the results have been very promising \cite{29}. Liu et al. \cite{17} proposed a counting system for public transportation based on the combination of convolutional neural networks (CNN), which detects the passengers, and Spatio-Temporal Context (STC) \cite{36}, to track passengers heads. Wei et al. \cite{33} recently proposed an approach to crowd counting that combines support vector regression and spatial-temporal multi-features by joining super-pixel based multi-appearance features and multi-motion features, and then combine with a deep
attribute learning architecture based on the VGG16 model. Zhang et al. [38] propose a multi-column convolutional neural network (MCNN) architecture to map the image to the corresponding crowd density map. The features learned by each CNN column are adaptive to variations in people (or head) size and the density map is computed based on geometry-adaptive kernels. Boominathan et al. [2] proposed the CrowdNet framework for estimating crowd density from images of highly dense crowds. CrowdNet uses a combination of deep and shallow architecture which can capture both high-level semantic information (face detectors) and low-level features (blob detectors). Such methods, however, aim to roughly estimate the number of people in crowded outdoor images, and consequently cannot be directly applied to accurately monitor the people flow in an indoor environment.

In this direction, RetailNet [22] was recently proposed to perform accurate people counting in retail stores using only color images acquired from an inexpensive surveillance camera. By first extracting the background in an appropriate manner to identify visible people, an RGBP representation is proposed to train a CNN regression model, achieving robust results in real-world situations. However, the spatio-temporal coherence of the problem is not exploited: single images are separately evaluated by the CNN. We propose a pipeline similar to [22], but taking advantage of the spatio-temporal coherence by evaluating a sequence of several images. We claim that, compared to RetailNet, the proposed recurrent architecture may better deal with challenges like high occlusion and extreme human poses, due to the larger amount of data considered for prediction.

3 Methodology

Our methodology follows a pipeline that resembles the one proposed by Nogueira et al. [22], which is also intended to perform accurate people counting from color images. Fig. 1 gives an overview of our approach, which is comprised of three main parts: a preprocessing step, a training step, and a prediction step. We consider that only low-resolution RGB video captured from affordable surveillance cameras are given as input.

The supervised learning algorithm is based on a recurrent convolutional architecture derived from the well known Long-term Recurrent Convolutional Networks (LRCN, [8]), which have been successfully applied to many video recognition tasks [1]. We consider the people counting task as a regression problem whose input is a sequence of RGBP images, here called RGBP video. This representation is derived from the recently proposed RGBP image, which combines color and foreground (people) information [22]. RGBP images and videos are computed in the preprocessing step by considering the spatio-temporal coherence of the problem to detect and extract foreground images. This is accomplished by analyzing the most recent RGB images acquired from the camera. The RGBP videos are then utilized in the other parts of the method: training and prediction.
In the training phase, RGB videos of the retail store are first collected, converted to the RGBP format, and then annotated with the number of people. Here, it is worth mentioning that, differently from [22], the training examples are sequences of $T$ continuous images in time (instead of single images) annotated according to the number of people in the last image of the sequence. The resulting supervised training set is used to train an LRCN-RetailNet regression model.

In the prediction step, the people count of a queried image $I$ is estimated by considering the sequence (or video) $S$ of $T$ RGB images comprised of $I$ and its $T-1$ preceding RGB images in time. The same preprocessing is applied to convert $S$ to the RGBP video format, which is then given as input to the trained regression model. Finally, the people count of the last image of $S$ is predicted by the model. It is worth mentioning that the prediction step can be employed in real-time to promptly estimate the people flow in retail-stores. In the following subsections, we describe each of the aforementioned steps.
3.1 Foreground/background detection

Foreground/background detection is a recurrent problem for several Computer Vision applications and has been investigated for many years [3]. In the particular context of retail stores, it is not appropriate to adopt simple approaches such as using a single static image as a reference for the background due to several challenges inherent to this problem:

1. furniture and products are frequently changing positions;
2. shadows and illumination varies in time;
3. people often remain motionless for a period of time, particularly salespeople and customers browsing or trying on products, or in the cashier line.

Thus, to detect the background we adopt the same approach proposed by Nogueira et al. [22], which comprises a preprocessing step followed by a proper background initialization and iterative dynamic background updates. In what follows, we describe each of these steps.

**Image preprocessing.** Firstly, every captured image $I$ is resampled to fit the spatial dimensions of the neural network input, which is set to $400 \times 225$ pixels in this work. To mitigate illumination issues, resampled images are then uniformly quantized to $\lambda$ levels ($\lambda_c$ levels per channel). We follow [22] and set $\lambda_c = 4$, resulting in quantized images $\tilde{I}$ with $\lambda = 4^3 = 64$ different quantized levels.

**Background initialization.** To generate the initial background $B$, a circular image buffer $C$ initially accumulates $\eta$ images sequentially sampled from a quantized RGB video, possibly in real-time. As in [22], we fix $\eta$ to 100 and the sampling rate to one frame per second to accumulate information from 100 consecutive seconds. Such values were sufficiently robust to remove salespeople from the background in practice. When the circular image buffer $C$ becomes filled, histograms $H_{ij}$ are computed for each pixel $(i, j)$ of the spatial domain of the images in $C$. Each histogram is comprised of $\lambda$ bins, where each bin represents the frequency in which a quantized level appears in the pixel position $(i, j)$ of the images in $C$. More formally,

$$H_{ij}[l] = \# \{ \tilde{I} \in C \mid \tilde{I}_{ij} = l \} , \quad l = 1 \ldots \lambda.$$

The background color of pixel $(i, j)$ is then defined as the most frequent color in that pixel, i.e. the mode of pixel $(i, j)$:

$$B_{ij} = \text{mode}(H_{ij}) , \quad i = 1 \ldots 225 , \quad j = 1 \ldots 400 .$$

**Background updates.** Despite the high quality of the backgrounds provided by the aforementioned method, it is still necessary to regularly update it due to changes in both the position of visible objects in the background, such as shoes boxes or furniture; and in the illumination of the store. The update process
from time step $t-1$ to $t$ make use of the previous background $B_{t-1}^{ij}$, the current histograms $H_{t-1}^{ij}$, and the circular buffer $C$, which keeps being updated with the upcoming images acquired from the camera. Before overwriting the oldest image $\tilde{I}_o$ in $C$ with a new image $\tilde{I}_n$, it is necessary to remove its data from the histograms $H_{t-1}^{ij}$ and update them with data from $\tilde{I}_n$. This computation results in the subsequent histograms $H_{t}^{ij}$, which are next utilized to update the previous background colors $B_{t-1}^{ij}$ to updated background colors $B_{t}^{ij}$. However, differently from the initialization strategy, here a more cautious condition is employed:

$$B_{t}^{ij} = \begin{cases} \text{mode}(H_{t}^{ij}), & \text{if } \max(H_{t}^{ij}) \geq \tau \cdot \eta \\ B_{t-1}^{ij}, & \text{otherwise,} \end{cases}$$

where $\tau$ is a threshold to ensure that the update occurs only if the samples in $H_{t}^{ij}$ are highly concentrated in a single bin. This additional constraint to change the previous background colors is imposed to avoid standstill people to be incorrectly recognized as background in many cases. As in [22], we adopt $\tau = 0.8$.

**Foreground detection**: Each background image $B$ is used to compute a binary image $P$, representing the spatial distribution of people in the RGB image $\tilde{I}$. This is achieved by taking the absolute difference between $\tilde{I}$ and $B$, and thresholding a grayscale version of such difference image, as summarized in the following equation:

$$P_{i,j} = \begin{cases} 1, & \text{if } \text{gray}(|\tilde{I}_{ij} - B_{ij}|) > \beta \\ 0, & \text{otherwise} \end{cases}, \quad \forall i,j,$$

where $\text{gray}(\cdot)$ is a grayscale conversion function and $\beta$ is a small binarization threshold set to 0.1. Note that $P$ is expected to be 1 in regions of the image occupied by people, thus providing higher level information to the neural network. Lastly, $P$ is merged to the original image $I$ to constitute a four channel RGBP image, which is used as input to the proposed supervised learning approach.

### 3.2 Supervised learning approach

We consider the people counting problem as a regression analysis process. A supervised learning approach is employed to train a deep neural network that evaluates sequences of RGBP images and outputs a real number estimating the approximate people count.

An appropriate training set is compiled by adapting the strategy proposed in [22]. In that work, the diversity of the training set was prioritized by collecting RGB videos throughout different times and days of the week from a surveillance camera positioned in a real shoe retail store. The gathered RGB videos were afterwards structured into a set of individual RGBP images.
The annotation step was carried out by a human trainer using a publicly available semi-automatic annotation tool developed for that purpose. As manually labeling thousands of images would be an extremely exhaustive process, the authors proposed an efficient semi-automatic visual annotation tool, whose interface allows the user to visually count the number of people. Temporal coherence was exploited by semi-automatically annotating each collected video. After manually annotating the first frame of a video, the video starts playing. Then, the annotator is expected to increase or decrease by one unit the people count of the frame being displayed since only small variations of the people count is expected over time, i.e. when an individual enters or leaves the visible area of the store. Consequently, the training time is expected to be in the order of the duration of the videos.

Differently from [22], we consider each training sample to be a sequence of $T$ continuous RGBP images in time, i.e. a small RGBP video labeled with the people count of the last image of the sequence. Thus, the aforementioned annotation process can still be utilized here before compiling the training set of annotated sequences.

After training the regression model, videos acquired in real-time from the camera may be evaluated in a similar fashion: the last recorded frames are used to detect the foreground and compose an RGBP video with the most recent images, which is then given as input data to the neural network. Finally, an accurate real-time prediction of the people count is given as output.

3.3 LRCN-RetailNet architecture

The Long-term Recurrent Convolutional Networks were recently investigated as an alternative for applications that deal with sequences of images (or videos). The key elements of this architecture are 2d convolutional layers and recurrent layers made of Long Short-Term Memory (LSTM) units. By appropriately combining these layers, this architecture is capable of simultaneously extracting spatial features and learning long-term temporal dependencies. In practice, the LSTM units are sequentially fed by the features extracted from each RGBP image by the convolutional layers. The reasons to combine such architectures are two-fold: first, the people count from subsequent images is expected to present a time dependency; and second, features extract from RGBP images through 2d convolutional layers have been previously shown to be relevant to count people.

The structure of the LRCNs investigated in this work is shown in the diagram of Fig. 2. All networks receive, as input, sequences comprised of $T$ RGBP images with fixed spatial resolution of $400 \times 225$ pixels, resulting in a 4d tensor with dimensions $400 \times 225 \times 4 \times T$. Each RGBP image is individually filtered by $C$ convolutional layers composed of $F$ filters with dimensions $K \times K$, and are always followed by a $2 \times 2$ max pooling layer, which will halve the

1 https://ic.ufal.br/professor/thales/retailnet/
Fig. 2 LRCN-RetailNet architecture: each image of a sequence of continuous RGBP images in time is given as input to convolutional blocks composed of 2d convolutional layers (each one applying $F$ filters of size $K \times K$) and $2 \times 2$ max pooling layers. Then, the flattened features of each image is sequentially given as input to $L$ recursive LSTM layers that precede a linear output layer with a single neuron. The output of the network is a real number, which is then rounded to its nearest integer, representing the estimated people count.

Input image in both spatial dimensions and highlight its features. For the convolutional layers, we adopt the standard rectified linear (ReLU) activation function. Then, after flattening the resulting feature maps, the resulting array
is fed into the recurrent part of the network, which is composed of \( L \) LSTM layers, each one consisting of an individual number of units \( (U_1, \ldots, U_L) \).

The features extracted from each image are sequentially given as input to the LSTM layers, whose output flows to the following time step (right), if it is not the last time step; and possibly to a subsequent LSTM layer, if it is not the last recurrent layer, or to the linear output layer, if it is the last recurrent layer and in the last time step (up).

The output layer is made up of a single neuron with linear activation since we are considering the people counting task to be a regression problem. We follow the many-to-one paradigm, which means that the output layer is only fed with data after the last image from the sequence being processed by the previous layers. The output of the last layer is the estimated count for that image, which is afterwards rounded to the nearest integer. Consequently, the output layer estimates the people count by considering local color and foreground features extracted from each image of the input video through the convolutional blocks; and sequentially in time to take advantage of the temporal coherence through the recurrent layers.

### 3.4 Customers-only training

In this work, we also intended to adapt and test the capability of the proposed approach to counting only the visible customer in the images, since it is much more important to a retailer to analyze the flow of customers that are visiting the store, without taking into account the salespeople.

We propose a simple adaptation of the entire approach in which only the annotation of the dataset is modified. By considering that salespeople usually wear uniforms with the same color, we hypothesize that both LRCN-RetailNet and the original RetailNet are capable of learning to extract features in such a way to exclude salespeople from the count.

For this purpose, the label of each image in the training set shall be modified to the number of customers only, disregarding visible salespeople. It is worth mentioning that the same efficient annotation tool described in Section 3.2 may be employed in this re-annotation process. In Section 4.4 we describe experiments conducted to validate this adaptation in both the original RetailNet architecture [22] and in the novel LRCN-RetailNet architecture.

### 4 Experiments

In this section we describe experiments thoroughly performed to answer the following relevant research questions:

1. What are adequate hyper-parameters values of the LRCN-RetailNet?
2. Do LRCN-RetailNet models outperform the single-image RetailNet?
3. What is the optimum image sequence size to accurately predict people count?
4. Can transfer learning and fine-tuning the weights of the convolutional layers of the LRCN-RetailNet architectures boost accuracy when compared to a training from scratch?

5. Can the proposed approach be easily adapted to customers-only counting?

6. How do the single-image RetailNet and the LRCN-RetailNet compare to a state-of-the-art approach for object detection such as YOLO [26]?

In what follows, we describe the dataset used to validate, evaluate and compare the LRCN-RetailNet (Section 4.1). In Section 4.3, questions 1 to 4 are investigated. Section 4.4 is focused in question 5, and question 6 is answered in Section 4.5. Computational performance is analyzed in Section 4.6.

4.1 Dataset

Our experiments were carried out using the same dataset collected to evaluate the original RetailNet work, which is publicly available[2]. The dataset was compiled from many RGB videos that were recorded using a 1-megapixel surveillance camera placed in a real-world retail store. The videos were manually labeled using an efficient annotation tool, described in [22]. As a result, each image in the dataset is labeled with its correct people count. Also, to avoid very similar consecutive frames, only one every five consecutive images were considered. The foreground detection algorithm was applied to extract the P channels from the RGB images, which were then merged to compose RGBP images. The resulting dataset is composed of 37,742 annotated RGBP images showing a wide variety of people counting, ranging from 0 (empty store) to 30 people, as shown in Fig. 3.

Fig. 3 Dataset distribution of the number of images per number of people: the same dataset collected and experimented by Nogueira et al. [22] was employed in our experiments. Images showing up to 30 people are included.

[2] http://www.ic.ufal.br/professor/thales/retailnet/
4.2 Experiment setup

In all our experiments, we employ the Mean Absolute Error (MAE) as a loss function, and the Adam optimization algorithm \cite{12} with a learning rate of 0.001 and an early stopping trigger to avoid overfitting. For each evaluated network, we carried out a cross-validation experiment. The dataset was split by randomly assigning 70\% of the (image) samples for a training set and 30\% for a testing set, in a stratified manner. More specifically, the stratified sampling procedure considered as criterion the people counts of the dataset images to properly balance the sets.

The accuracy of the network is evaluated on the test set by considering both the MAE, and the error measure

\[ E = \frac{1}{n} \sum_{i=1}^{n} \left| t_i - \text{round}(y_i) \right|, \]

where \( t_i \) is the annotated number of people and \( y_i \) is the predicted number of people of the \( i \)-th example; and \( \text{round()} \) is the function that rounds a number to the nearest integer. Exceptionally, the denominator is set to 1 when \( t_i = 0 \). To better comprehend and compare the robustness of the models, we also calculate the number of examples that resulted in each absolute error, according to

\[ A(t, y) = \left| t - \text{round}(y) \right|, \]

where \( t \) is the ground truth people count and \( y \) is the network prediction.

We adopt the original RetailNet architecture \cite{22} as the baseline method for comparisons. More specifically, we compare our results to the best network architecture found in the original work, whose best hyper-parameters values were found to be \( C = 3, F = 8, L = 2, U = 16 \) and \( K = 5 \). It is worth mentioning that here we consider \( L \) and \( U \) to be the number of dense layers and the number of units per dense layer, instead of the LSTM hyper-parameters defined in Section 4.3.

The baseline RetailNet achieved \( E = 12.38\% \) and MAE = 1.4 in the aforementioned cross-validation experiments, which are slightly worse results than those found in the original paper (\( E = 10.78\% \) and MAE = 1.232). This difference may be explained by different sampling strategies: the original paper considered a higher proportion of 75\% of the samples for training and stratification was not performed. In Fig. 4 the percentage of test images per absolute error are revealed. Most images show a people count error of up to 2 persons in more than 80\% of the test images. In what follows, we will further refer to this chart to compare to other approaches.

4.3 Hyper-parameters optimization of the LRCN-RetailNet architecture

The first experiments carried out on the LRCN-RetailNet architecture were focused on optimizing its hyper-parameters and, consequently, validating the
entire approach. We initially reshaped the dataset to be comprised of sequences of $T = 9$ continuous images in time, where the number of people in the last image was the target value to be estimated by the network.

Since the baseline RetailNet achieved good results, we opted to perform transfer learning by exploiting the weights of the convolutional layers of the best performing model from Section 4.2. Consequently, we fix the convolutional layers hyper-parameters values of all experimented LRCN-RetailNet architectures to $C = 3$, $F = 8$ and $K = 5$, and set their weights values to the corresponding values from the baseline RetailNet. The recurrent hyper-parameters $L$ and $U$ were optimized by performing a grid search and experimenting the following variations of hyper-parameters values:

- Number of LSTM layers: $L = \{1, 2\}$;
- Units per LSTM layer: $U = \{250, 500, 1000\}$.

We also applied a dropout of 30% in each LSTM layer, to avoid overfitting. Following the Section 4.2 experiments setup, we employed the Adam optimizer with the same learning rate and the MAE loss. The same cross-validation experiment described in the experiments of Section 4.2 was conducted.

As shown in Table 1, all the top configurations achieved significantly smaller MAE and $E$ than the best RetailNet model. In particular, the best configuration obtained a very good result of $E = 3.59\%$, which is almost a quarter of the baseline RetailNet error (12.38%). Since the best result was achieved by the smaller configuration, we further investigated whether an even smaller network would boost the accuracy. However, the results for a single recurrent layer comprised of 125 units did not outperform the top three configurations. Fig. 4 reveals that the best configuration was capable of predicting more than 70% of the test images precisely. In Fig. 5 we show an example in which the best LRCN-RetailNet succeeded in predicting the correct people count in a challenging example with 20 people, while the single-image RetailNet predicted only 16 people, missing by a good margin. These relevant results also confirms our expectations that, by exploiting a larger amount of

Fig. 4 Absolute error charts: the horizontal axes denote the different absolute errors ($A$) achieved by each model on the test set, and the vertical axis denote the relative frequency for each $A$ value.
Table 1 Performance obtained by the top LRCN configurations and the baseline RetailNet model, sorted by $E$. Best result shown in bold.

| L | U   | $E$ (in %) | MAE | params       |
|---|-----|------------|-----|-------------|
| 1 | (250)| 3.59%      | 0.365 | 9,083,251  |
| 1 | (1000)| 4.19%     | 0.401 | 39,333,001 |
| 1 | (500)| 4.27%      | 0.377 | 18,666,501 |
| 1 | (125)| 5.02%      | 0.498 | 4,479,126  |
| 2 | (1000,250)| 5.46%   | 0.549 | 40,583,251 |
| 2 | (500,250)| 5.55%   | 0.589 | 19,417,251 |
| 2 | (500,500)| 5.67%   | 0.529 | 20,668,501 |
| 2 | (1000,500)| 6.49%   | 0.610 | 42,334,501 |
| 2 | (1000,1000)| 6.49%  | 0.643 | 47,337,001 |
| 2 | (250,250)| 7.01%   | 0.653 | 9,584,251  |
| RetailNet |   | 12.38%   | 1.402 | 145,641    |

data from a sequence of images, and consequently the temporal coherence of the problem, higher accuracy can be achieved by employing appropriate neural network architectures.

Next, we investigated values for the hyper-parameter $T$, which represents the image sequence size given as input to the network. We repeated the same transfer learning procedure of the previous experiments on the best-performing LRCN configuration, but trying to decrease ($T = 5$) and increase ($T = 12$) the image sequence size. The results shown in Table 2 reveal that, in both cases, the resulting $E$ did not outperform the initial value of $T = 9$, which we fix from now on as the proper sequence size.

Finally, we evaluated distinct training approaches. In addition to the previously described transfer learning strategy, we also experimented:

- fine-tuning the best model trained in the previous experiments with a lower learning rate of 0.0001;

![Fig. 5](image_url) Result on a challenging example showing 20 people: a sequence of 9 images (last image shown) was given as input to the best LSTM-RetailNet configuration, that correctly predicted the people count. The single-image RetailNet, by contrast, incorrectly estimated 16 people.
Table 2 Comparison of different image sequence sizes (T) on the top performing LRCN-RetailNet.

| sequence size (T) | 5   | 9   | 12  |
|------------------|-----|-----|-----|
| **ε**            | 3.78% | 3.59% | 6.03% |
| **MAE**          | 0.337 | 0.365 | 0.528 |

- training all layers of the best network configuration from scratch.

The results shown in Table 3 reveal that, even though the baseline RetailNet’s convolutional layers weights can deliver good performance to the LRCN-RetailNet, such weights can still be improved through a fine optimization, achieving an outstanding accuracy of $\varepsilon = 2.98\%$, which is the best result in work. This enhancement can also be observed in the absolute error chart (Fig. 4): when compared to the previous LRCN-RetailNet model trained with transfer learning, the number of correctly predicted images increases from 70% to more than 76%.

4.4 Experiments on customers-only count

We also investigated if the alternative training proposed in Section 3.4 is effective to exclude salespeople from the predicted people counts. Using the same dataset of the previous experiments, we counted the number of customers on each image (disregarding salespeople) using the same annotation tool, and relabeled them. The same stratified cross-validation procedure performed in the experiments of Sections 4.2 and 4.3 was conducted here. The modified dataset was used to retrain both the baseline RetailNet and the best LRCN-RetailNet architecture. We employed the same optimization method of the previous experiments. As in Section 4.3, we applied transfer learning from the convolutional layers of the baseline RetailNet (trained specifically for customers-only counting) to the corresponding layers of the LRCN-RetailNet and, after training the other layers, we fine-tuned all layers simultaneously.

The results validated the proposed adaptation by revealing even better results than the general people counting approach. The baseline RetailNet achieved $\varepsilon = 3.08\%$ and a MAE of only 0.22. This substantial improvement when compared to the results of Section 4.2 may be explained due to a substantial number of missed salespeople in the first experiment. Here, they are not taken into account, and thus do not contribute to increasing the errors.

Table 3 Comparison of different transfer learning strategies.

| error | training strategy | from scratch | transfer learning | fine-tuning |
|-------|-------------------|--------------|------------------|-------------|
| ε     |                   | 3.78%        | 3.59%            | 2.98%       |
| MAE   |                   | 0.384        | 0.365            | 0.299       |
The LRCN-RetailNet experiments resulted in $E = 2.33\%$ and an MAE of 0.10, which is also better than the fine-tuning results found in Table 3. It is also worth noting that, once again, the LRCN-RetailNet outperformed the baseline RetailNet. Fig. 6 reveals a high number of accurately predicted examples, achieving more than 92\% for the LRCN-RetailNet. These results ratify the proposed adaptation in the labeling process to the task of counting only the customers.

4.5 Comparison with the object detection approach

In addition to the comparisons of the LRCN-RetailNet architecture to the baseline RetailNet, we further investigate whether state-of-the-art deep neural networks for object detection can achieve higher people count accuracy. Such approaches try to detect previously trained classes of objects in images, usually providing lists of the detected objects and their respective bounding boxes coordinates.

We compare to the well-known You Only Look Once (YOLO, [26]). We make use of an open-source implementation of YOLO v3 [27] that is pre-trained in the Common Objects in Context (COCO, [16]) dataset, with the standard threshold of 25\% for detection confidence. To predict the number of people for each image using YOLO, we simply take the number of objects detected and classified as a person. The same test subset used to assess the LRCN-RetailNet models (Section 4.3) was used here.

Results revealed that object detection is not a suitable approach for this task, reaching a poor MAE of 6.241 and $E = 51.49\%$. A lower confidence threshold of 12.25\% was also tested, but no improvement was found, scoring an MAE of 4.766 and $E = 52.78\%$. By visually examining some predicted images, we found cases where YOLO missed many visible people (Fig. 7a), and cases where it detected non-existing ones (Fig. 7b).

Fig. 6 Percentage of test images per absolute error: RetailNet achieved a correct estimation of customers count in 79.17\% of test cases while LRCN-RetailNet achieved a correct estimation in 92.37\%.
Our hypothesis for such a poor result from YOLO is twofold. First, YOLO makes use of data from a single image, which makes it difficult even for a human to accomplish the people counting task in some situations. Differently, our approach takes advantage of the temporal coherence of several images in two distinct steps: the background extraction and the recurrent network prediction. Second, YOLO is not trained to cope with very extreme poses and occluded people, which is quite common in the captured images. In contrast, according to [22] the convolutional layers of RetailNet (and consequently LRCN-RetailNet) are capable of learning densities of people per pixel, and thus it is not necessary to effectively recognize each person. This comparison confirms that our approach is more appropriate to the problem of people counting in retail stores.

4.6 Performance

Since the proposed models are intended to be applied as an analysis tool in real-world small retail stores, it is of great importance that they perform well in real-time on affordable computers. Thus, we measured and compared the computational performance of both the baseline RetailNet, which was already shown to achieve real-time prediction, and the best LRCN-RetailNet model. Since the networks must be trained for each store and viewpoint, we also evaluate the training times in addition to the prediction times. Furthermore, considering that transfer learning highly decreases training time, we also compared the training time of the LRCN-RetailNet when trained from scratch. The experiments were performed using an Intel Core i5 processor with 4 cores running at 2.20GHz and 8GB of RAM, without using GPU processing. All networks were trained using the Keras Library [6], and commonly used Python packages.

The results revealed in Table 4 indicate that, as expected, RetailNet has a smaller prediction time, since only a single image is processed. It is also clear that, training the model with transfer learning results in significantly faster training, since the convolutional layers weights are fixed and only recurrent layers are trainable. More importantly, the prediction time for the
Table 4 Experiments on computational performance: the LRCN-RetailNet architectures are shown to be able to achieve real-time prediction and faster training time than the baseline RetailNet when transfer learning (TF) is applied.

| network                        | time per phase |     |     |
|-------------------------------|----------------|-----|-----|
|                               | training       |     |     |
| Baseline RetailNet            | 8h45 min       | 18.53 ms |
| LRCN-RetailNet without TF     | 12 h           | 159.73 ms |
| LRCN-RetailNet with TF        | 4h15 min       | 170.12 ms |

LRCN-RetailNet allows real-time prediction for people flow analysis, achieving approximately 6 predictions per second. It is worth noting that, since only one every 5 frames are considered (Section 4.1) in a 20fps recording, only 4 predictions are required per second, which is practically the prediction time achieved here.

5 Conclusion

We introduced a novel architecture for accurate people counting in retail stores and other indoor environments. As main contributions, we proposed the exploitation of the spatio-temporal coherence of RGB videos acquired from low-cost surveillance cameras through a deep neural network architecture derived from the LRCN architecture. Our experiments revealed significantly higher accuracy when compared to a previous architecture based on single-images and to a state-of-the-art object detection approach, while still achieving real-time performance. The most efficient training strategies and hyper-parameters were thoroughly investigated. We also showed that a simple adaptation in the labeling task is effective to exclude salespeople wearing working uniforms from the people count. In practice, this result is of great importance for retailers to better analyze the flow of customers. As future work, we intend to research end-to-end neural network architectures that incorporate the foreground detection step in an integrated fashion.

Acknowledgements The authors would like to thank CNPq/PIBITI/UFAL for the first author’s scholarship and PRMB Comércio e Distribuidora de Calçados LTDA for partially financing this research.

Conflict of interest

The authors declare that they have no conflict of interest.

References

1. Amaral, L., Júnior, G.L.N., Vieira, T., Vieira, T.: Evaluating deep models for dynamic brazilian sign language recognition. In: R. Vera-Rodriguez, J. Fierrez, A. Morales (eds.)
2. Boominathan, L., Kruthiventi, S.S., Babu, R.V.: Crowdnet: A deep convolutional network for dense crowd counting. In: Proceedings of the 24th ACM international conference on Multimedia, pp. 640–644. ACM (2016)
3. Bouwmans, T.: Traditional and recent approaches in background modeling for foreground detection: An overview. Computer science review 11, 31–66 (2014)
4. Chan, A.B., Liang, Z.S.J., Vasconcelos, N.: Privacy preserving crowd monitoring: Counting people without people models or tracking. In: 2008 IEEE Conference on Computer Vision and Pattern Recognition, pp. 1–7. IEEE (2008)
5. Chen, K., Loy, C.C., Gong, S., Xiang, T.: Feature mining for localised crowd counting. In: Proceedings of the British Machine Vision Conference, pp. 21.1–21.11. BMVA Press (2012). DOI http://dx.doi.org/10.5244/C.26.21
6. Chollet, F., et al.: Keras. https://keras.io (2015)
7. Dalal, N., Triggs, B.: Histograms of oriented gradients for human detection. In: CVPR, vol. 1, pp. 886–893. IEEE Computer Society (2005)
8. Donahue, J., Anne Hendricks, L., Guadarrama, S., Rohrbach, M., Venugopalan, S., Saenko, K., Darrell, T.: Long-term recurrent convolutional networks for visual recognition and description. In: Proceedings of the IEEE conference on computer vision and pattern recognition, pp. 2625–2634 (2015)
9. Felzenszwalb, P.F., Girshick, R.B., McAllester, D., Ramanan, D.: Object detection with discriminatively trained part-based models. IEEE transactions on pattern analysis and machine intelligence 32(9), 1627–1645 (2009)
10. Gao, C., Liu, J., Feng, Q., Lv, J.: People-flow counting in complex environments by combining depth and color information. Multimedia Tools and Applications 75(15), 9315–9331 (2016)
11. Hawkins, D.I., Mothersbaugh, D.L.: Consumer behavior: Building marketing strategy. McGraw-Hill Education (2015)
12. Kingma, D.P., Ba, J.: Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980 (2014)
13. Lam, S., Vandenbosch, M., Pearce, M.: Retail sales force scheduling based on store traffic forecasting. Journal of Retailing 74(1), 61–88 (1998)
14. Lempitsky, V., Zisserman, A.: Learning to count objects in images. In: Proceedings of the 23rd International Conference on Neural Information Processing Systems - Volume 1, NIPS'10, p. 13241332. Curran Associates Inc., Red Hook, NY, USA (2010)
15. Li, M., Zhang, Z., Huang, K., Tan, T.: Estimating the number of people in crowded scenes by mid based foreground segmentation and head-shoulder detection. In: 2008 19th International Conference on Pattern Recognition, pp. 1–4 (2008)
16. Lin, T.Y., Maire, M., Belongie, S., Hays, J., Perona, P., Ramanan, D., Dollár, P., Zitnick, C.L.: Microsoft coco: Common objects in context. In: European conference on computer vision, pp. 740–755. Springer (2014)
17. Liu, G., Yin, Z., Jia, Y., Xie, Y.: Passenger flow estimation based on convolutional neural network in public transportation system. Knowledge-Based Systems 123, 102–115 (2017)
18. Liu, J., Gù, Y., Kamijo, S.: Customer behavior classification using surveillance camera for marketing. Multimedia Tools and Applications 76(5), 6595–6622 (2017)
19. Liu, J., Liu, Y., Cui, Y., Chen, Y.Q.: Real-time human detection and tracking in complex environments using single rgbd camera. In: 2013 IEEE International Conference on Image Processing, pp. 3088–3092. IEEE (2013)
20. Loy, C.C., Chen, K., Gong, S., Xiang, T.: Crowd counting and profiling: Methodology and evaluation. In: Modeling, simulation and visual analysis of crowds, pp. 347–382. Springer (2013)
21. Marana, A.N., Costa, L.F., Lotufo, R.A., Velastin, S.A.: On the efficacy of texture analysis for crowd monitoring. In: Proceedings SIBGRAPI'98. International Symposium on Computer Graphics, Image Processing, and Vision (Cat. No.98EX237), pp. 354–361 (1998)
22. Nogueira, V., Oliveira, H., Silva, J.A., Vieira, T., Oliveira, K.: Retailnet: A deep learning approach for people counting and hot spots detection in retail stores. In: 2019 32nd
SIBGRAPI Conference on Graphics, Patterns and Images (SIBGRAPI), pp. 155–162. IEEE (2019)

23. Paragios, N., Ramesh, V.: A mrf-based approach for real-time subway monitoring. Proceedings of the 2001 IEEE Computer Society Conference on Computer Vision and Pattern Recognition. CVPR 2001, 1–I (2001)

24. Pham, V.Q., Kozakaya, T., Yamaguchi, O., Okada, R.: Count forest: Co-voting uncertain number of targets using random forest for crowd density estimation. In: The IEEE International Conference on Computer Vision (ICCV) (2015)

25. Rauter, M.: Reliable human detection and tracking in top-view depth images. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops, pp. 529–534 (2013)

26. Redmon, J., Divvala, S., Girshick, R., Farhadi, A.: You only look once: Unified, real-time object detection. In: CVPR (2016)

27. Redmon, J., Farhadi, A.: Yolov3: An incremental improvement. arXiv (2018)

28. Sabzemeydani, P., Mori, G.: Detecting pedestrians by learning shapelet features. In: 2007 IEEE Conference on Computer Vision and Pattern Recognition, pp. 1–8. IEEE (2007)

29. Sindagi, V.A., Patel, V.M.: A survey of recent advances in cnn-based single image crowd counting and density estimation. Pattern Recognition Letters 107, 3–16 (2018)

30. Sun, S., Akhtar, N., Song, H., Zhang, C., Li, J., Mian, A.: Benchmark data and method for real-time people counting in cluttered scenes using depth sensors. IEEE Transactions on Intelligent Transportation Systems 20(10), 3599–3612 (2019)

31. Viola, P., Jones, M.: Robust real-time face detection. International Journal of Computer Vision 57, 137–154 (2004). DOI 10.1023/B:VISI.0000013087.49260.fb

32. Wang, Y., Zou, Y.: Fast visual object counting via example-based density estimation. In: 2016 IEEE International Conference on Image Processing (ICIP), pp. 3653–3657. IEEE (2016)

33. Wei, X., Du, J., Liang, M., Ye, L.: Boosting deep attribute learning via support vector regression for fast moving crowd counting. Pattern Recognition Letters 119, 12–23 (2019)

34. Wu, B., Nevatia, R.: Detection of multiple, partially occluded humans in a single image by bayesian combination of edgelet part detectors. In: Tenth IEEE International Conference on Computer Vision (ICCV'05) Volume 1, vol. 1, pp. 90–97. IEEE (2005)

35. Xu, B., Qiu, G.: Crowd density estimation based on rich features and random projection forest. In: 2016 IEEE Winter Conference on Applications of Computer Vision (WACV), pp. 1–8. IEEE (2016)

36. Zhang, K., Zhang, L., Liu, Q., Zhang, D., Yang, M.H.: Fast visual tracking via dense spatio-temporal context learning. In: European conference on computer vision, pp. 127–141. Springer (2014)

37. Zhang, X., Yan, J., Feng, S., Lei, Z., Yi, D., Li, S.Z.: Water filling: Unsupervised people counting via vertical kinect sensor. In: 2012 IEEE ninth international conference on advanced video and signal-based surveillance, pp. 215–220. IEEE (2012)

38. Zhang, Y., Zhou, D., Chen, S., Gao, S., Ma, Y.: Single-image crowd counting via multicolour convolutional neural network. In: CVPR (2016)

39. Zhao, T., Nevatia, R., Wu, B.: Segmentation and tracking of multiple humans in crowded environments. IEEE transactions on pattern analysis and machine intelligence 30, 1198–211 (2008). DOI 10.1109/TPAMI.2007.70770