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Abstract. The classical Lipschitz extension problem in concerned for conditions on a pair of metric spaces \((X, d_X)\) and \((Y, d_Y)\) such that for all \(\Omega \subset X\) and for all Lipschitz function \(f : \Omega \rightarrow Y\), then there is a function \(g : X \rightarrow Y\) that extends \(f\) and has the same Lipschitz constant as \(f\). In this paper we discuss some results and open questions related to that issue.

1 Introduction

In this paper, we discuss the Lipschitz extension problems. Let \((X, d_X)\) and \((Y, d_Y)\) be metric spaces and let \(\Omega\) be a subset of \(X\). Let \(f : \Omega \rightarrow Y\) be a Lipschitz function. We denote

\[
\text{Lip}(f, \Omega) := \sup_{x,y \in \Omega \atop x \neq y} \frac{d_Y(f(x), f(y))}{d_X(x, y)}
\]

to be the Lipschitz constant of \(f\) on \(\Omega\).

Question 1.1 Whether there exists a function \(g : X \rightarrow Y\) that extends \(f\) and has the same Lipschitz constant as \(f\), i.e. \(\text{Lip}(f, \Omega) = \text{Lip}(g, X)\) ?

The pair \((X, Y)\) satisfies the property in Question 1.1 for all \(\Omega \subset X\) and for all Lipschitz function \(f : \Omega \rightarrow Y\) is said to have the isometric extension property. In Section 2 we present some famous examples for a pair of metric spaces \((X, Y)\) to have this property.

We consider a pair of metric space \((X, Y)\) that has isometric extension property. Let \(\Omega\) be a subset of \(X\) and let \(f : \Omega \rightarrow Y\) be a Lipschitz function. If \(g\) extends \(f\) and \(\text{Lip}(g, X) = \text{Lip}(f, \Omega)\), then we say that \(g\) is a minimal Lipschitz extension (MLE) of \(f\). Of course, the MLE may not be unique, and it is possible to search for extension with additional properties. In a series of papers in the 1960’s [2–4], Aronsson proposed the notion of an absolutely minimal Lipschitz extension (AMLE):

Definition 1.2 A function \(u\) defined on \(X\) is called an AMLE of \(f\) if \(u\) is a MLE of \(f\) and \(u\) satisfies

\[
\text{Lip}(u, V) = \text{Lip}(u, \partial V), \quad \text{for any open } V \subset X \setminus \Omega,
\]

where \(\partial V\) denotes the boundary of \(V\) and \(V \subset X\) means that \(\overline{V} \subset X\).
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Question 1.3 Whether there exists an AMLE \( u : X \to Y \) of \( f \)? If this extension exists, is it unique?

After the works of Aronsson, there has been many studies devoted to the study of AMLEs. Although this problem was originated in real and functional analysis, it has been found relevant to many areas in applied mathematics (see [16, 23] for instance). In Section 3 we discuss the existence and uniqueness of AMLE, as well as problems related to them.

Now, given a function \( f : \Omega \subset \mathbb{R}^n \to \mathbb{R} \). If \( f \) is differentiable in some sense, can we extend it to a function on the whole \( \mathbb{R}^n \) with the same differentiability? This question goes back to Whitney [29] in 1934. The problem is particularly interesting when \( f \) is not smooth, and one looks for an extension satisfying certain constraints. Motivated by Taylor’s expansion for smooth functions,

\[
\begin{align*}
f(y) &= f(x) + \langle \nabla f(x), y - x \rangle + o(\|y - x\|),
\end{align*}
\]

Whitney [29] and Glaeser [15] have introduced the notion of 1-fields for non-smooth functions: for \( f : \Omega \to \mathbb{R}^n \) and \( Df : \Omega \to \mathbb{R}^n \), we define the 1-field \( F : \Omega \to \mathcal{P}^1(\mathbb{R}^n, \mathbb{R}) \), where

\[
\mathcal{P}^1(\mathbb{R}^n, \mathbb{R}) := \{ P : \mathbb{R}^n \to \mathbb{R} \mid \exists p \in \mathbb{R}, v \in \mathbb{R}^n : P(a) = p + \langle v, a \rangle, \forall a \in \mathbb{R}^n \}
\]

(the set of first degree polynomials), by the identity

\[
F(x)(y) := f(x) + \langle Df(x), y - x \rangle, \quad \forall x \in \Omega, y \in \mathbb{R}^n.
\]

The 1-field \( F \) can be interpreted as a smooth approximation for \( f \) on \( \Omega \), and hence the extension problem for \( f \) can be related to the extension problem for \( F \). Note that \( F \) is well-defined even if \( f \) and \( Df \) has no relation as a priori.

In 2009, Le Gruyer [20] introduced the Lipschitz constant of 1-field \( F \):

\[
\Gamma^1(F; \Omega) := 2 \sup_{x \neq y} \sup_{a \in \mathbb{R}^n} \frac{|F(x)(a) - F(y)(a)|}{\|x - a\|^2 + \|y - a\|^2},
\]

(2)

Question 1.4 Does the Lipschitz constant \( \Gamma^1 \) of 1-field play a role in the extension problem similarly to the Lipschitz constant \( \text{Lip} \) of continuous function?

Question 1.4 and related issues to the 1-field extension are discussed in Section 4.

2 Kirszbraun theorem and McShane-Whitney extremal extensions

It is rare for a pair of metric spaces \((X, Y)\) to have the isometric extension property. In this section we present some famous examples for a pair of metric spaces \((X, Y)\) to have the isometric extension property.

2.1 Kirszbraun theorem

Kirszbraun in 1934 [18] proved that if \( X \) and \( Y \) are Euclidean spaces both equipped with the Euclidean norm then \((X, Y)\) have the isometric extension property. Later Frederick Valentine in 1943 [28] generalized it to pairs of Hilbert spaces of arbitrary dimension. This theorem is called Kirszbraun theorem, sometimes it is also called Kirszbraun-Valentine theorem.
Theorem 2.1 (Kirsbraun theorem) Let $H_1$ and $H_2$ be Hilbert spaces. If $\Omega$ is a subset of $H_1$, and $f: \Omega \to H_2$ is a Lipschitz function, then there is a function $g: H_1 \to H_2$ satisfying

$$g = f \text{ on } \Omega, \quad \text{and } \text{Lip}(g, H_1) = \text{Lip}(f, \Omega).$$

The proof of the theorem uses geometric features of Hilbert spaces, the corresponding statement for Banach spaces is not true in general, not even for finite-dimensional Banach spaces. We can construct counterexamples where the domain is a subset of $\mathbb{R}^n$ with the maximum norm and the map is valued in $\mathbb{R}^m$ with Euclidean norm. A simple counterexample is the following:

1. $X = \mathbb{R}^2$ with $\|x\|_1 = \sup(|x_1|, |x_2|)$,
2. $Y = \mathbb{R}^2$ with $\|x\|_2 = (x_1^2 + x_2^2)^{1/2}$,
3. $\Omega = \{(1,-1), (-1,1), (1,1)\} \subset X$, $f: \Omega \to Y$,

Then

$$\|x - y\|_1 = \|f(x) - f(y)\|_2 = 2, \quad \forall x, y \in \Omega.$$

Thus $\text{Lip}(f, \Omega) = 1$.

On the other hand, we have $\|x\| = 1$ for all $x \in \Omega$, but there exists no $\xi \in \mathbb{R}^2$ such that

$$\|f(x) - \xi\| \leq 1, \quad \forall x \in \Omega.$$

Thus $f$ has no extension $u$ to $\Omega \cup \{(0,0)\}$ with $\text{Lip}(u, \Omega \cup \{(0,0)\}) = 1$.

More generally, the theorem fails for $\mathbb{R}^m$ equipped with any $\ell_p$ norm ($p \neq 2$) (see Schwartz 1969 [26, p. 20]).

It is easy to see that the Kirsbraun theorem is equivalent to the following theorem.

Theorem 2.2 [8, Proposition 1.13 ] Let $H_1$ and $H_2$ be Hilbert spaces, $\{x_\beta\}_{\beta \in I}$ a subset of $H_1$, $\{y_\beta\}_{\beta \in I}$ a subset of $H_2$, and $\{r_\beta\}_{\beta \in I}$ a collection of nonnegative real numbers. If

$$\|y_\beta - y_\gamma\| \leq \|x_\beta - x_\gamma\|$$

for all $\beta, \gamma \in I$, then $\bigcap_{\beta \in I} B(y_\beta, r_\beta) \neq \emptyset$ whenever $\bigcap_{\beta \in I} B(x_\beta, r_\beta) \neq \emptyset$.

If $H_1 = H_2$ then the contraction hypothesis (3) in Theorem 2.2 implies that we can rearranging the ball $B(x_\beta, r_\beta)$ in a way that the centers of the balls are closer to each other. In addition, if $\dim H_1 = \dim H_2 < +\infty$ and the index $I$ is finite, then it is natural to conjecture that the volume of the intersection should increase as we push the spheres together. In fact, we have

Problem 2.3 [19, 24, Kneser-Poulsen conjecture] Let $\{r_1, \ldots, r_N\}$ be a collection of nonnegative numbers and $\{x_1, \ldots, x_N\}$ and $\{y_1, \ldots, y_N\}$ two subsets of $\mathbb{R}^n$. If $\{y_1, \ldots, y_N\}$ is a contraction of $\{x_1, \ldots, x_N\}$, i.e

$$\|y_i - y_j\| \leq \|x_i - x_j\|,$$

for all $1 \leq i, j \leq N$. Then

$$\text{Vol}\left(\bigcap_{i=1}^N B(y_i, r_i)\right) \geq \text{Vol}\left(\bigcap_{i=1}^N B(x_i, r_i)\right).$$

The above was conjectured independently by Kneser [19] in 1955 and Poulsen [24] in 1954. It is quite surprising that the conjecture remains unproven for a long time. The conjecture is solved only when $n = 2$ by Bezdek and Connelly [9] in 2002 and it is still open when $n \geq 3.$
2.2 McShane-Whitney extremal extensions

McShane [22] and Whitney [29] in 1934 proved that if $Y = \mathbb{R}$ and for any arbitrary metric space $X$ then $(X, Y)$ have the isometric extension property. More precisely, they prove that for any metric space $X$ and any $\Omega$ subset of $X$, every Lipschitz function $f : \Omega \rightarrow \mathbb{R}$ has two MLEs which can be written explicitly:

$$m^+(\xi) = \inf_{x \in \Omega} \{ f(x) + \text{Lip}(f, \Omega) d_X(x, \xi) \} \text{ for } \xi \in X,$$

$$m^-(\xi) = \sup_{x \in \Omega} \{ f(x) - \text{Lip}(f, \Omega) d_X(x, \xi) \} \text{ for } \xi \in X. \tag{5}$$

Moreover, $m^\pm$ are extremal: the first is maximal and the second is minimal, that is

$$m^-(x) \leq g(x) \leq m^+(x), \forall x \in X,$$

for any $g$ other MLE of $f$.

Clearly MLEs are unique if and only if $m^+ = m^-$ on $X$. This rarely happens.

3 Absolutely minimal Lipschitz extension

We consider the case $X \subset \mathbb{R}^n$ and $Y = \mathbb{R}$ both equipped with the Euclidean norm. Let $\Omega = \partial X$ and $f : \Omega \rightarrow \mathbb{R}$. From McShane - Whitney formulas (4) and (5), we have two extremal MLEs $m^+$ and $m^-$ of $f$. Thus, unless $m^+ \equiv m^-$, we have no uniqueness of MLE of $f$. In this section we discuss about the question of the existence and uniqueness of AMLE of $f$.

3.1 The existence and uniqueness of AMLE

We rewrite the original problem in (1) by calculus of variations problems in the sup-norm:

$$\| \nabla u \|_{L^\infty(V)} \leq \| \nabla v \|_{L^\infty(V)}, \tag{6}$$

for all $V \subset X$, and for all “sufficiently regular" $v$ satisfying $v = u$ on $\partial V$.

It is not clear at all that (6) is equivalent to (1). If $V$ is convex then $\text{Lip}(v, V) = \| \nabla v \|_{L^\infty(V)}$ for any locally Lipschitz continuous function $v$. But if $V$ is not convex, then $\text{Lip}(v, V)$ may be infinite when $\| \nabla v \|_{L^\infty(V)} = 1$. The equivalence, which may not be generally appreciated, is established in [7].

A central question has been to understand minimization problems involving (6) and related functionals, and especially to develop appropriate PDE methods. The most popular line of research has arisen from the idea of interpreting the AMLE as a formal limit of $u_p$, as $p \rightarrow \infty$, where $u_p$ is the minimizing of the functional

$$I_p[v] := \int_X \| \nabla v \|^p \, dx, \tag{7}$$

where $X \subset \mathbb{R}^n$ is open, $v \in W^{1,p}(X; \mathbb{R})$ with boundary condition $v = f$ on $\partial X$, and $\nabla v = (u_{x1}, ..., u_{xn})$ is the gradient of $v$.

The problem (7) leads as usual to the Euler-Lagrange equation $\Delta_p u = 0$, but it was unclear what is the correct "Euler-Lagrange" equation for the problem (6). In 1967, Aronsson [4] discovered the "Euler-Lagrange" equation for the problem (6) by approximation procedure. Let us explain the idea at least formally. He considered for finite $p$ the nonlinear $p$–Laplacian operator:

$$\Delta_p u = \text{div}(\| \nabla u \|^{p-2} \nabla u) = (p-2)\| \nabla u \|^{p-4}\Delta_{\infty} u + \| \nabla u \|^{p-2} \Delta u,$$
where
\[ \Delta_{\infty} u := \sum_{j,k=1}^{n} u_{x_j} u_{x_k} u_{x_j x_k}. \]

Dividing the equation \( \Delta_{p} u = 0 \) by \( (p - 2)\|\nabla u\|^p \) leads to
\[ \Delta_{\infty} u + \frac{1}{p - 2}\|\nabla u\|^2 \Delta u = 0, \]

Let \( p \) tend to infinity. This leads to the equation
\[ \Delta_{\infty} u = 0, \]  
where
\[ \Delta_{\infty} u := \sum_{j,k=1}^{n} u_{x_j} u_{x_k} u_{x_j x_k}. \]

This nonlinear equation is a highly degenerate elliptic equation. The above "Euler-Lagrange" equation is nowadays known as the infinity Laplace equation.

In 1967, Aronsson [4] proved that if \( X \) is the closure of the bounded domain in \( \mathbb{R}^n \) and \( f \) is a Lipschitz function given on \( \partial X \) then a \( C^2 \) function \( u : X \to \mathbb{R} \) is an AMLE of \( f \) if and only if it is a solution of the infinity Laplace equation (8) with boundary condition \( u = f \) on \( \partial X \).

However, AMLEs are not \( C^2 \) in general, the classical solutions of the eikonal equation \( |Du| = \text{constant} \) is an example of AMLEs which are not \( C^2 \). The existence and uniqueness of AMLEs was unknown in general, and it was also unclear what is correct notion for non-smooth solution of infinity Laplace equation (8). An important breakthrough in this direction was made by Jensen by using the viscosity solution concept:

**Definition 3.1**  
(i) An upper semi-continuous function \( u : \overline{X} \to \mathbb{R} \) is a sub-solution of (8) if \( \Delta_{\infty} \phi(x) \geq 0 \), for every \( (x, \phi) \in X \times C^2(X) \) such that \( (u - \phi)(x) \geq (u - \phi)(y) \) for all \( y \in X \).

(ii) An lower semi-continuous function \( u : \overline{X} \to \mathbb{R} \) is a super-solution of (8) if \( \Delta_{\infty} \phi(x) \leq 0 \), for every \( (x, \phi) \in X \times C^2(X) \) such that \( (u - \phi)(x) \leq (u - \phi)(y) \) for all \( y \in X \).

(iii) A continuous function \( u : \overline{X} \to \mathbb{R} \) is a viscosity solution of (8) if it is both a sub-solution and super-solution.

This concept introduced by Crandall and Lions in a famous paper in 1983 [12] is a generalization of the classical concept to treat the problem for non-smooth function. The modern theory of viscosity solutions was developed by Crandall, Evans, Jensen, Ishii, Lions, and others. First, it was designed for first order equations. Later, it was extended to second order equations. The solutions must obey a Comparison Principle.

In 1993, Jensen [16] proved the existence and uniqueness of viscosity solution of infinity Laplace equation with boundary condition \( u = f \) on \( \partial X \). Jensen showed as well that this solution is also identified by Aronsson: for every open bounded subset \( V \) of \( X \) if \( u \) is the viscosity solution of infinity Laplace equation then
\[ \|\nabla u\|_{L^\infty(V)} \leq \|\nabla v\|_{L^\infty(V)}, \]  
for each \( v \in C(\overline{V}) \) and \( u = v \) on \( \partial V \).

After the foundational papers of Aronsson, the uniqueness of AMLE remained as the most important open problem. Jensen’s work generated considerable interest in the long developments in the existence and uniqueness theory of AMLEs.
3.2 Comparison with cones and generalizing the AMLE in metric spaces

The existence and uniqueness theory of AMLEs was settled in Jensen’s influential work. Jensen’s proof was rather indirect. Moreover, the arguments relied on the theory of variational problems and the viscosity solution machinery developed for second-order elliptic equations. A more direct uniqueness proof was found by Armstrong and Smart in 2010 [1] by using the comparison with cones concept:

**Definition 3.2** (i) A function \( u \in C(X) \) is said to enjoys comparison with cones from above in \( X \) if for every bounded open subset \( V \) of \( X \) and every \( x_0 \in \mathbb{R}^n, a, b \in \mathbb{R} \) for which

\[
u(x) \leq C(x) = a + b\|x - x_0\|
\]

holds on \( \partial(V \backslash \{x_0\}) \), we have \( u \leq C \) in \( V \) as well.

(ii) A function \( u \in C(X) \) is said to enjoys comparison with cones from below in \( X \) if for every bounded open subset \( V \) of \( X \) and every \( x_0 \in \mathbb{R}^n, a, b \in \mathbb{R} \) for which

\[
u(x) \geq C(x) = a + b\|x - x_0\|
\]

holds on \( \partial(V \backslash \{x_0\}) \), we have \( u \geq C \) in \( V \) as well.

(iii) A function \( u \in C(X) \) is said to enjoys comparison with cones in \( X \) if it enjoin comparison with cones both above and below.

Notice that any solution of an eikonal equation \( |Dv| = \text{constant} \) is a classical solution of \(-\Delta_{\infty}v = 0 \) wherever it is smooth. Thus the cone \( C(x) = a + b\|x - x_0\| \) is a classical solution for \( x \neq x_0 \).

In 2001, Crandall, Evans, and Gariepy [11] proved that if \( u \) is a continuous function on a bounded open set \( X \subset \mathbb{R}^n \) then the concepts of AMLE, the viscosity solution of infinity Laplace equation and the function enjoying comparison with cones are equivalent.

In 2010, Armstrong and Smart [1] presented an elegant and elementary proof of the uniqueness of the functions enjoying comparison with cones. This proof makes no use of partial differential equations and does not need the viscosity solution machinery developed for second-order elliptic equations. This implies a new and easy proof for the uniqueness of AMLE and the uniqueness of the viscosity solution of the infinity Laplace equation.

The definition of comparison with cones easily extends to other metric spaces. In 2007, Champion and De Pascale [10] adapted this definition to length spaces.

In 2002, Juutinen [17] used Perron’s method to establish the existence of AMLE extensions for separable length space domains.

In 2009, Peres, Schramm, Sheffield and Wilson [23] used game-theoretic techniques to prove the existence and uniqueness of AMLE for general length spaces\(^1\). It relied on some complicated probabilistic arguments and a beautiful connection between the infinity Laplace equation and random-turn “tug of war” game.

Extending results on AMLEs to vector valued functions presents many difficulties, which in turn has limited the number of results in this direction, see e.g. [14, 27].

**Problem 3.3** For \( X = \mathbb{R}^n \) and \( Y = \mathbb{R}^m \) (\( m \geq 2 \)) both equipped with the Euclidean norm, is it true that for every \( \Omega \subset X \), any Lipschitz function \( f : \Omega \rightarrow Y \) admits an AMLE \( g : X \rightarrow Y \)?

---

1 A metric space \((X, d_X)\) is a length space if for all \( x, y \in X \), the distance \( d_X(x, y) \) is the infimum of the lengths of curves in \( X \) that connect \( x \) to \( y \).
3.3 Regularity

We study the differentiability properties of viscosity solutions of the PDE

$$\Delta_{\infty} u = 0, \quad \text{in } X,$$  \hspace{1cm} (10)

where $X \subset \mathbb{R}^n$ is an open set.

A viscosity solution $u$ of (10) is called an \textit{infinity harmonic function}.

**Example 3.4** The best known infinity harmonic function was exhibited by Aronsson in 1984 [5]: $u(x, y) = x^{4/3} - y^{4/3}$. The first derivatives of $u$ are Holder continuous with exponent $\frac{1}{5}$, the second derivatives do not exist on the lines $x = 0$ and $y = 0$. Therefore, $u \in C^1$ but $u \notin C^2$.

**Problem 3.5** Are infinity harmonic functions necessarily continuously differentiable?

In 2011, Evans and Smart[13] established that the infinity harmonic function is everywhere differentiable. In 2006, Savin [25] has shown that infinity harmonic functions in $n = 2$ variables are in fact continuously differentiable. Savin’s arguments use the topology of $\mathbb{R}^2$ very strongly, and it is difficult to general Savin’s arguments for case $n > 2$. The question of whether infinity harmonic functions are necessarily $C^1$ in general remains the most conspicuous open problem in the area.

**Problem 3.6** Does an infinity harmonic function belong to $C^{1,\frac{1}{2}}_{loc}$?

Savin [25] proved that in the plane all infinity harmonic functions have continuous gradients. Moreover from Example (3.4), the first derivatives of $u(x, y) = x^{4/3} - y^{4/3}$ are Holder continuous with exponent $\frac{1}{5}$. Thus we can hope that the optimal regularity class is $C^{1,\frac{1}{2}}_{loc}$.

4 $C^{1,1}$ extension

In this Section, let $\Omega$ be a subset of the Euclidean space $\mathbb{R}^n$ and $F$ be a 1-field on $\Omega$ such that $f : \Omega \mapsto \mathbb{R}$, $Df : \Omega \mapsto \mathbb{R}^n$ are mappings associated with $F$.

4.1 The minimal Lipschitz extension for 1-field

Let us review the Kirsbran extension theorem (see Theorem 2.1): Let $\Omega \subset \mathbb{R}^n$ and let $u : \Omega \rightarrow \mathbb{R}^m$ be a Lipschitz function. Then there exists a total Lipschitz extension $v$ of $u$ such that $\text{Lip}(v, \mathbb{R}^m) = \text{Lip}(u, \Omega)$. As a consequence, we have $\text{Lip}^*(u) = \text{Lip}(u, \Omega)$ where

$$\text{Lip}^*(u) := \inf\{\text{Lip}(v, \mathbb{R}^m) : v \text{ total extension of } u\}.$$  \hspace{1cm} (11)

The natural question is that what is

$$\text{Lip}^*(F) = \inf\{\text{Lip}(Dg, \mathbb{R}^n) : G \text{ is an extension of } F\}?$$

In 2009, Le Gruyer [20] proved that $\text{Lip}^*(F) = \Gamma^1(F, \text{dom}(F))$. Moreover, the constant $\Gamma^1$ of 1-field plays a role in the extension problem similarly to the constant Lip of continuous function:
Theorem 4.1 [20] Let $F$ be a 1-field. The functional $\Gamma^1 : F \to \Gamma^1(F, \text{dom}(F)) \in \mathbb{R}^+ \cup \{+\infty\}$ is the unique one satisfying

(P0) $\Gamma^1$ is increasing, that is, $G$ extends $F$ implies that

$$\Gamma^1(G, \text{dom}(G)) \geq \Gamma^1(F, \text{dom}(F)).$$

(P1) If $G$ has total domain satisfying $\Gamma^1(G, \text{dom}(G)) < +\infty$, then the total function $g$ defined by $g(x) := G(x)(x)$ is differentiable and its derivative $\nabla g$ is Lipschitz.

(P2) If $g$ is a differentiable function of total domain with $\nabla g$ Lipschitz, then

$$\Gamma^1(G, \mathbb{R}^n) = \text{Lip}(\nabla g, \mathbb{R}^n),$$

where $G$ is the 1-field associate to $g$, i.e. $G(x)(a) := g(x) + \langle \nabla g(x); a-x \rangle, \forall x, a \in \mathbb{R}^n$.

(P3) For any $F$ such that $\Gamma^1(F, \text{dom}(F)) < +\infty$, $F$ extends to a total 1-field $G$ satisfying

$$\Gamma^1(G, \text{dom}(G)) = \Gamma^1(F, \text{dom}(F)).$$

This theorem holds not only in $\mathbb{R}^n$ but in fact in any Hilbert space. Therefore, it generalizes the $C^{1,1}$ version of the classical Whitney extension theorem [29].

To compute the norm $\Gamma^m$ of the minimal extension on $C^m$ which generalize Le Gruyer’s work on minimal $C^1$ extensions is a very difficult problem and the main thrust is some attempts to guess the natural norm for which one can obtain the minimal extension.

Problem 4.2 Let $\Omega$ be a subset of Euclidean space $\mathbb{R}^n$. Let $\mathcal{P}^m(\mathbb{R}^n, \mathbb{R})$ be the set of $m$–degree polynomials mapping $\mathbb{R}^n$ to $\mathbb{R}$. Let us consider a $m$-field $T : \Omega \to \mathcal{P}^m(\mathbb{R}^n, \mathbb{R})$. Find a functional $\Gamma^m : T \to \Gamma^m(T, \text{dom}(T)) \in \mathbb{R}^+ \cup \{+\infty\}$ satisfying

(P0) $\Gamma^m$ is increasing, that is, $U$ extends $T$ implies that

$$\Gamma^m(U, \text{dom}(U)) \geq \Gamma^m(T, \text{dom}(T)).$$

(P1) If $U$ has total domain satisfying $\Gamma^m(U, \mathbb{R}^n) < +\infty$, then the total function $u$ defined by $u(x) := U(x)(x)$ is in $C^m$ and $D^m u$ is Lipschitz.

(P2) If $u \in C^m(\mathbb{R}^n)$ with $D^m u$ Lipschitz, then

$$\Gamma^m(U, \mathbb{R}^n) = \text{Lip}(D^m u),$$

where $U$ is the $m$–field associate to $u$.

(P3) For any $T$ such that $\Gamma^m(T, \text{dom}(T)) < +\infty$, $T$ extends to a total $m$–field $U$ satisfying

$$\Gamma^m(U, \mathbb{R}^n) = \Gamma^m(T, \text{dom}(T)).$$

4.2 Relationships between $\Gamma^1(F; \Omega)$ and $\text{Lip}(Df; \Omega)$

It is worth asking what is it the relationship between 1-field Lipschitz constant $\Gamma^1(F; \Omega)$ and $\text{Lip}(Df; \Omega) := \sup_{x,y \in \Omega} \frac{||Df(x)-Df(y)||}{||x-y||}$? The two are equal when $\Omega = \mathbb{R}^n$, but in general one only has $\text{Lip}(Df, \Omega) \leq \Gamma^1(F, \Omega)$ and the strict inequality may happen even when $\Omega$ is convex (see [20, 21]). It remains a very interesting question whenever the equality holds. It turns out that the answer depends heavily on the boundary of $\Omega$. In [21], Le Gruyer and Phan show that:

Theorem 4.3 Let $\Omega$ be an open set in $\mathbb{R}^n$. We have

$$\Gamma^1(F; \Omega) = \max \{\text{Lip}(Df; \Omega), \Gamma^1(F; \partial \Omega)\}.$$  

 Moreover, they prove that $\text{Lip}(Df, \Omega) = \Gamma^1(F, \Omega)$ when either the supremum in the definition of $\Gamma^1(F, \Omega)$ is attained, or $\Gamma^1(F, \Omega) = \Gamma^1(F, \Omega')$ for some compact subset $\Omega'$ of $\Omega$. 


4.3 Extremal MLEs and AMLEs for 1-field

Suppose that $\Gamma^1(F, \Omega) < +\infty$. From Theorem 4.1, there exists $g \in C^{1,1}(\mathbb{R}^n, \mathbb{R})$ such that $g|_{\Omega} = f$, $\nabla g_{\Omega} = Df$ and the 1-field $G$ associated to $(g, \nabla g)$ satisfies $\Gamma^1(F, \Omega) = \Gamma^1(G; \mathbb{R}^n)$. Such a map $G$ is called a minimal Lipschitz extension (MLE) of $F$.

In 2015, Le Gruyer and Phan [21] constructed explicitly the sup-inf formulas for two extremal MLEs $U^+$ and $U^-$, namely
\[
U^-(x)(x) \leq G(x)(x) \leq U^+(x)(x), \forall x \in \mathbb{R}^n
\]
for every MLE $G$ of $F$. Moreover, they proved that if $\Omega$ is finite, then $U^\pm$ are absolutely minimal Lipschitz extensions (AMLE) of $F$, namely
\[
\Gamma^1(U^\pm, D) = \Gamma^1(U^\pm, \partial D)
\]
for any open, bounded set $D$ satisfying $\overline{D} \subset \mathbb{R}^n \setminus \Omega$.

This result gives the existence of AMLEs of $F$ when $\Omega$ is finite. In general, we have not uniqueness, since it may happen $u^- < u^+$. In fact, we may even have infinity AMLE of $F$.

Recently, in 2018, Azagra, Le Gruyer and Mudarra [6] provide necessary and sufficient conditions for the 1-field $F$ to admit an extension $G$ associated to $(g, \nabla g)$ with $g$ convex and of class $C^{1,1}$. As a consequence, they obtain a simple explicit formulas for $U^+$ and $U^-$.

When $\Omega$ is infinite, $U^+$ and $U^-$ are extremal MLEs, but in general are not AMLE of $F$ (see [21]). The question on the existence of an AMLE for a 1-field when $\Omega$ is infinite remains a very difficult open problem.

Problem 4.4 Whether there exists an AMLE of 1-field $F$?
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