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Abstract

This paper studies the feasibility of deploying intelligent reflecting surfaces (IRSs) in massive MIMO (multiple-input multiple-output) systems to improve the performance of users in the service dead zone. One question of paramount importance is as follows: if the overhead of channel training and the computational complexity of algorithm design arising from the huge number of IRS reflecting elements and base station (BS) antennas have to be controlled, can we provide reasonable performance to the users with weak direct channels? This paper provides an affirm answer to this question. Specifically, to reduce the channel training overhead, we advocate a novel protocol for the uplink communication in the IRS-assisted massive MIMO systems. Under this protocol, the IRS reflection coefficients are optimized based on the channel covariance matrices, which are generally fixed for many coherence blocks, to boost the long-term performance. Then, given the IRS reflecting coefficients, the BS beamforming vectors are designed in each coherence block based on the effective channel of each user, which is the superposition of its direct and reflected user-IRS-BS channels, to improve the instantaneous performance. Since merely the user effective channels are estimated in each coherence block, the training overhead of this protocol is the same as that in the legacy wireless systems without IRSs. Moreover, in the asymptotic regime that the numbers of IRS elements and BS antennas both go to infinity with a fixed ratio, we manage to first characterize the minimum mean-squared error (MMSE) estimators of the user effective channels and then quantify the closed-form user achievable rates as functions of channel covariance matrices with channel training overhead and estimation error taken into account. Interestingly, it is shown that the properties of channel hardening and favorable propagation still hold for the user effective channels, and satisfactory user rates are thus achievable even if simple BS beamforming solutions, e.g., maximal-ratio combining, are employed. Finally, thanks to the rate characterization, we design a low-complexity algorithm to optimize the IRS reflection coefficients based on channel covariance matrices.
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I. INTRODUCTION

A. Motivation

It is well accepted that massive MIMO (multiple-input multiple-output) will be a mainstream feature for enhanced mobile broadband communication in the fifth-generation (5G) and beyond 5G networks. After the seminal work [1], both solid theory and practical solutions have been devised for massive MIMO communication over the past decade, covering spectrum efficiency analysis [2]–[7], pilot contamination and decontamination [8], [9], etc. However, despite the appealing properties of channel hardening, i.e., the strength of user channels does not fade over time, and favorable propagation, i.e., user channels are asymptotically orthogonal with each other, brought by massive MIMO, it remains an open problem about how to guarantee the performance of the users in the service dead zone, e.g., indoor users with thick walls between them and the base station (BS) or outdoor users surrounded by many tall buildings, when the severe channel attenuation cannot be compensated by the channel hardening gain.

In this paper, we study the feasibility of deploying intelligent reflecting surfaces (IRSs) in the massive MIMO communication systems for maintaining the performance of the users in the service dead zone. IRS is a planar surface consisting of a vast number of reflecting elements. By inducing phase shift to the incident signal at each reflecting element, the IRS is able to modify the channels between the BS and the users to be more favorable for communication [10]–[12]. Moreover, the IRS is usually of thin material, allowing it to be easily attached to the ceilings and walls in indoor environments, and coated on the building facade in outdoor environments. Motivated by the above advantages, it is a natural idea to deploy IRSs for providing alternative user-IRS-BS communication links to the users within the service dead zone, as shown in Fig. 1.

In the literature, a great amount of endeavor has been devoted to the joint optimization of the BS beamforming vectors and the IRS reflecting coefficients when the BS is equipped with a small or moderate number of antennas, and it is shown that the user signal-to-interference-plus-noise ratio (SINR) can be greatly improved by IRS [13]–[22]. However, the above results are not convincing to verify the effectiveness of IRSs for serving the users at the service dead zone in a massive MIMO system, due to the following reasons. First, in an IRS-assisted massive MIMO system, the number of coefficients in the user-BS channels and the user-IRS-BS channels is huge. As a result, reducing the channel estimation overhead is a challenging issue before we plan to reap the beamforming gain brought by the IRS. Second, a joint design of the BS beamforming
vectors and the IRS reflecting coefficients at each coherence block is intractable in IRS-assisted massive MIMO systems, considering the vast number of optimization variables associated with the BS antennas and IRS reflecting elements. In this regard, performance analysis given simple BS/IRS strategies and in the asymptotic regime where both the numbers of BS antennas and IRS reflecting elements go to infinity is more relevant than sophisticated optimization. Last, although the well-known channel hardening and favorable propagation properties hold in the conventional massive MIMO systems, it is not clear whether these beneficial properties are still true for the user-IRS-BS channels in IRS-assisted massive MIMO systems such that the users can rely on the reflecting channels when their direct channels are weak. In this paper, we aim to show that under certain novel protocol designed for the IRS-assisted massive MIMO systems, the asymptotic user rates are reasonable even under simple BS/IRS design because the channel training overhead can be significantly reduced, and the channel hardening as well as favorable propagation properties hold for the user-IRS-BS channels.

B. Prior Works

The pioneering works [1]–[6] showed that the massive MIMO technology can significantly improve the throughput over the conventional MIMO technology even if the channel estimation overhead is considered. However, there still exists the service dead zones in massive MIMO systems where the direct channel is relatively weak due to blockage. To solve this problem, several works have investigated the possibility of deploying IRSs in massive MIMO systems to serve the users in the service dead zone. Specifically, in the asymptotic regime where the number
of BS antennas is infinite but the number of IRS elements is finite, [23] characterized the user achievable rate in an IRS-assisted system where the channel estimation overhead is also taken into consideration. The main conclusion in this regime is that the favorable propagation property no longer holds for user channels, and the zero-forcing (ZF) receive beamforming, instead of the maximal-ratio combining (MRC) beamforming, should be used at the BS. However, in a practical IRS-assisted massive MIMO system, the number of IRS elements may be much larger than that of the BS antennas. It is thus crucial to focus on another asymptotic regime where both the numbers of the IRS elements and the BS antennas go to infinity, and study whether the favorable propagation property holds. In addition, [24], [25] devised the algorithms to design the beamforming vectors at the BS and the reflection coefficients at the IRS based on the instantaneous channels. However, the overhead for channel estimation, which is huge in IRS-assisted communication systems [26]–[28], and computational complexity to optimize so many variables are not considered in these works. This motivates us to focus on new mechanism for IRS-assisted communication with low channel training overhead and implementation complexity.

C. Main Contributions

In this paper, we consider the uplink communication in IRS-assisted massive MIMO systems, in which the users in the service dead zone can rely on the alternative user-IRS-BS channels provided by the IRSs for communication. In such systems, the BS may have tens or hundreds of antennas, while the IRS may have hundreds or thousands of reflecting elements. This motivates us to focus on the asymptotic regime where the numbers of BS antennas and IRS reflection elements both go to infinity, but with a fixed ratio. In this regime, we aim to characterize the user achievable rates when the channel training overhead and estimation error are taken into consideration. The main contributions of this paper are as follows.

First, we advocate a novel two-timescale communication protocol [29]–[33] for our considered IRS-assisted massive MIMO systems to balance the channel estimation overhead, the optimization complexity, and the IRS beamforming gain. Under this protocol, the IRS reflecting coefficients are designed to optimize the long-term performance based on the statistical channel state information (CSI), i.e., channel covariance matrices, which may keep approximately constant for a large number of channel coherence blocks. \(^1\). As a result, the IRS optimization is

\(^1\)In practice, we can first estimate the user-IRS channels and the IRS-BS channels separately based on the methods proposed in [34], [35], and then estimate the corresponding channel covariance matrices based on the techniques proposed in [36], [37].
conducted at a relatively low frequency. On the other hand, given the IRS reflection coefficients, the BS beamforming vectors are designed at each coherence block to optimize the short-term performance based on the instantaneous CSI of each user’s effective channel, which is the superposition of its direct user-BS channel and reflected user-IRS-BS channels. Note that the dimension of each user’s effective channel equals to the number of BS antennas, similar to the conventional massive MIMO systems without IRS. As a result, under this protocol, the overhead for channel estimation at each coherence block is independent of the number of IRS elements. This is in sharp contrast to the existing works [13]–[15], [19]–[22] where the IRS reflection coefficients and BS beamforming vectors are jointly optimized based on the users’ direct channels as well as reflected channels via the IRS at each coherence block such that the channel estimation overhead is linear to the number of IRS elements [26]. Moreover, the considered protocol is also appealing from the computational complexity perspective, since the IRS reflection coefficients are optimized at a low frequency, while the existing beamforming design schemes can be directly applied by the BS given the user effective channels.

Second, under the above novel communication protocol and our interested asymptotic regime, we manage to characterize the closed-form (approximated) minimum mean-squared error (MMSE) estimators for estimating the user effective channels and the corresponding estimation mean-squared error (MSE) at each coherence block. In general, the distribution of the user effective channels is very complicated in IRS-assisted communication systems because the user-IRS-BS channels are products of the random user-IRS and IRS-BS channels. In this paper, we manage to express the user effective channels as the summation of $N + 1$ independent channels, where $N$ denotes the number of IRS reflecting elements. Then, based on the multivariate Lindeberg-Feller central limit theorem [38], it is shown that the distribution of user effective channels approaches the joint Gaussian distribution in our interested asymptotic regime. As a result, the classic estimation theory for estimating Gaussian channels are applied to design the MMSE channel estimators and quantify their estimation MSE in the IRS-assisted massive MIMO systems.

Third, under our interested communication protocol and asymptotic regime, we show that the user effective channels are independent of each other. As a result, the favorable propagation property in the conventional massive MIMO systems, i.e., the inner produce of two users’ channels approaches zero when the number of BS antennas goes to infinity, still holds in the IRS-assisted massive MIMO systems under our considered asymptotic regime. Note that in another asymptotic regime where the number of BS antennas goes to infinity but the number of
IRS reflecting elements is finite, our previous work [23] showed that the property of favorable propagation does not hold because the identical IRS-BS channel appears in all the users’ reflected channels such that the user effective channels are not independent. Thanks to the multivariate Lindeberg-Feller central limit theorem [38], if the number of IRS elements goes to infinity as well, then user effective channels become orthogonal again in the massive MIMO systems.

Fourth, thanks to the favorable propagation property, we employ the MRC beamforming vectors at the BS in this work. Then, under our interested communication protocol and asymptotic regime, we characterize the closed-form user achievable rate expressions as functions of statistical CSI, i.e., channel covariance matrices, based on the random matrix theory [39], where the channel estimation time duration and the channel estimation error are both considered. Note that the IRS-assisted massive MIMO communication was also considered in [40]–[42]. However, the channel hardening and favorable propagation properties were not revealed in the above works, and the rate expression is thus in much more complicated form.

Last, thanks to the user rate characterization as functions of the channel covariance matrices, we provide a successive convex approximation technique [43] to minimize the long-term user total transmit power subject to the individual user rate constraints. Numerical results are provided to verify the effectiveness of the proposed optimization algorithm.

The rest of this paper is organized as follows. Section II presents the system model for IRS-assisted massive MIMO communication. Section III introduces a two-timescale communication protocol. Section IV presents the distribution of the user effective channels and the corresponding MMSE channel estimators. Section V characterizes user achievable rates as functions of channel covariance matrices when channel estimation overhead and error are considered. Section VI optimizes the IRS reflection coefficients based on the rate characterization. Finally, Section VII concludes the paper.

II. SYSTEM MODEL

We study a massive MIMO system in which $K$ single-antenna users simultaneously communicate with a BS equipped with $M$ antennas in the uplink. We assume that the users are in the service dead zone where their direct communication channels to the BS are very weak with the presence of obstacles such as tall buildings. In such a scenario, an IRS equipped with $N$ reflecting elements is deployed to enhance the data transmission rates of these users, as shown in Fig. 1. Specifically, the reflection elements of the IRS are able to dynamically adjust their reflection
coefficients to re-scatter the electromagnetic waves from the users to the BS with focused energy. Let \( \phi_n = \alpha_n e^{j\theta_n} \) denote the reflection coefficient of the \( n \)-th IRS element, \( n = 1, \ldots, N \), where \( 0 < \alpha_n \leq 1 \) and \( 0 \leq \theta_n < 2\pi \) denote the amplitude and phase, respectively.

We assume quasi-static block-fading channels, in which all channels remain approximately constant in each coherence block consisting of \( T \) symbols. Let \( h_k \in \mathbb{C}^{M \times 1} \) denote the direct channel from the \( k \)-th user to the BS, \( t_{k,n} \in \mathbb{C} \) denote the channel from the \( k \)-th user to the \( n \)-th IRS element, and \( r_n \in \mathbb{C}^{M \times 1} \) denote the channel from the \( n \)-th IRS element to the BS, \( k = 1, \ldots, K, n = 1, \ldots, N \). In this paper, the direct channels \( h_k \)'s are modeled as

\[
h_k = (C_k^B)^{1/2}\tilde{h}_k, \quad \forall k,
\]

where \( C_k^B \in \mathbb{C}^{M \times M} \succ 0 \) denotes the BS receive correlation matrix for user \( k \), and \( \tilde{h}_k \sim \mathcal{CN}(0, \beta_k^{BU}I) \) follows the independent and identically distributed (i.i.d.) Rayleigh fading channel model, with \( \beta_k^{BU} \) denoting the path loss of \( h_k \). Due to the blockages between the BS and the users, \( \beta_k^{BU} \)'s are assumed to be small in this paper. In the extreme case of no direct link between the BS and user \( k \), we have \( \beta_k^{BU} = 0 \). Moreover, we assume that \( \tilde{h}_k \)'s are independent over \( k \). Next, define \( R = [r_1, \cdots, r_N] \) as the overall channel from the IRS to the BS. Then, \( R \) is modeled as

\[
R = (C^B)^{1/2}\tilde{R}(C^I)^{1/2},
\]

where \( C^B \in \mathbb{C}^{M \times M} \succ 0 \) denotes the BS receive correlation matrix for the IRS, and \( C^I \in \mathbb{C}^{N \times N} \succ 0 \) denotes the IRS transmit correlation matrix for the BS. In addition, \( \tilde{R} \sim \mathcal{CN}(0, N\beta^{BI}I) \) follows the i.i.d. Rayleigh fading channel model, where \( \beta^{BI} \) denotes the path loss of \( R \). Last, define \( t_k = [t_{k,1}, \cdots, t_{k,N}]^T \) as the overall channel from user \( k \) to the IRS, \( \forall k \). They are modeled as

\[
t_k = (C_k^I)^{1/2}\tilde{t}_k, \quad \forall k,
\]

where \( C_k^I \in \mathbb{C}^{N \times N} \succ 0 \) denotes the IRS receive correlation matrix for user \( k \), and \( \tilde{t}_k \sim \mathcal{CN}(0, \beta_k^{IU}I) \) follows the i.i.d. Rayleigh fading channel model, with \( \beta_k^{IU} \) denoting the path loss of \( t_k \). We assume that \( \tilde{t}_k \)'s are independent over \( k \). Note that the channels \( h_k \)'s, \( R \), and \( t_k \)'s merely remain constant within each coherence block, while the channel correlation matrices \( C^B \), \( C_k^B \)'s, \( C^I \), and \( C_k^I \)'s can keep constant within a large number of coherence blocks.
Under the considered model, the received signal at the BS is expressed as

\[ y = \sum_{k=1}^{K} h_k \sqrt{p_k} s_k + \sum_{k=1}^{K} \sum_{n=1}^{N} \phi_n g_{k,n} \sqrt{p_k} s_k + z \]

\[ = \sum_{k=1}^{K} c_k \sqrt{p_k} s_k + z, \quad (4) \]

where \( p_k \) denotes the transmit power of user \( k \), \( s_k \in \mathcal{CN}(0,1) \) denotes the transmit symbol of user \( k \), \( z \sim \mathcal{CN}(0,\sigma^2 I) \) denotes the additive white Gaussian noise (AWGN) at the BS,

\[ g_{k,n} = t_{k,n} r_n, \quad \forall k,n, \quad (5) \]

is the effective reflecting channel from user \( k \) to the BS through the IRS reflecting element \( n \), and

\[ c_k = h_k + \sum_{n=1}^{N} \phi_n g_{k,n}, \quad \forall k, \quad (6) \]

is the effective channel between user \( k \) and the BS contributed by both the direct channel and the reflecting channels via the IRS. Note that, for any user \( k \), the mean and covariance matrix of its effective channel are

\[ \mathbb{E}[c_k] = 0 \]

and

\[ V_k = \mathbb{E}[c_k c_k^H] = \beta_k^{BU} C_k^B + \beta_k^{IU} \mathbb{E}[(C^B)^{\frac{1}{2}} \tilde{R} D_k(\phi) \tilde{R}^H (C^B)^{\frac{1}{2}}] \]

\[ = \beta_k^{BU} C_k^B + \beta_k^{BI} \beta_k^{IU} \text{tr} (D_k(\phi)) C^B \]

\[ = \beta_k^{BU} C_k^B + \beta_k^{BI} \beta_k^{IU} \phi^H \bar{C}_k \phi C^B, \quad (7) \]

respectively, where \( \phi = [\phi_1, \ldots, \phi_N]^T \), and

\[ D_k(\phi) = (C^I)^{\frac{1}{2}} \text{diag}(\phi) C_k^I (\text{diag}(\phi))^H (C^I)^{\frac{1}{2}}, \quad (9) \]

\[ \bar{C}_k = C^I \circ (C_k^I)^T, \quad (10) \]

with \( \circ \) denoting Hadamard product, \( \text{diag}(\phi) \) denoting a diagonal matrix with \( \phi \) being diagonal elements. Note that (7) can be obtained via the eigenvalue decomposition of \( D_k(\phi) \) and the fact that \( \tilde{R} U \sim \mathcal{CN}(0,N\beta^{BI}I) \) if \( U \in \mathbb{C}^{N \times N} \) is a unitary matrix. Moreover, \( \bar{C}_k \succ 0, \forall k \), according to the Schur product theorem [44].

After receiving the signals from the users, the BS applies a beamforming vector \( w_k \in \mathbb{C}^{M \times 1} \) to decode \( s_k, k = 1, \ldots, K \), i.e.,

\[ \tilde{y}_k = \sum_{j=1}^{K} w_k^H c_j \sqrt{p_j} s_j + w_k^H z, \quad \forall k. \quad (11) \]
Then, assuming perfect CSI at the BS, the SINR for decoding $s_k$ is

$$
\gamma_k = \frac{p_k \left| w_k^H \left( h_k + \sum_{n=1}^{N} \phi_n g_{k,n} \right) \right|^2}{\sum_{j \neq k} p_j \left| w_k^H \left( h_j + \sum_{n=1}^{N} \phi_n g_{j,n} \right) \right|^2 + \sigma^2 |w_k^H w_k|^2} = \frac{p_k |w_k^H c_k|^2}{\sum_{j \neq k} p_j |w_k^H c_j|^2 + \sigma^2 |w_k^H f_k|^2}, \quad \forall k. \quad (12)
$$

III. A NOVEL TWO-TIMESCALE COMMUNICATION PROTOCOL

It can be observed from (12) that to maximize the user SINRs, at the beginning of each coherent block, the BS should jointly design its receive beamforming vectors $w_k$’s and the IRS’s reflection coefficients $\phi_n$’s based on the user-BS channels $h_k$’s and user-IRS-BS channels $g_{k,n}$’s [13], [45], [46], and then send the reflection coefficients to the IRS controller via the gateway network in every coherence block [47]. However, several practical challenges arise from the above joint design. First, the estimation of $h_k$’s and $g_{k,n}$’s is time-consuming due to the large number of channel coefficients in $g_{k,n}$’s. Second, the optimization of such a large number of IRS reflecting coefficients in each coherence block is intractable in practice. Note that the above two practical challenges both arise from the dynamic optimization of $\phi_n$’s in each coherence block. Specifically, if $\phi_n$’s are fixed over time, then the optimization of $w_k$’s at the BS is of lower complexity and merely requires the information of the effective channels $c_k$’s as shown in (6), which can be estimated by $K$ pilot symbols in each coherence block [48]. However, such a strategy totally loses the dynamic optimization gain thanks to the “configurable” feature of the IRS.

To reap the dynamic IRS beamforming gain at low training overhead and computational complexity, in this paper, we consider a two-timescale optimization protocol [29], [30], where $\phi_n$’s are optimized based on the channel covariance matrices at a lower frequency but $w_k$’s are optimized based on the instantaneous effective channels $c_k$’s at a higher frequency. Specifically, define “covariance interval” as the maximum time duration during which the channel covariance matrices $C_B^k$, $C_I^k$, $C_B^{k'}$’s and $C_I^{k'}$’s remain constant. Then, in each covariance interval which may consist of a large number of channel coherence blocks, the IRS employs a fixed pattern of reflecting coefficients $\phi_n$’s, which are designed based on the channel correlation matrices (please refer to Section VI) to improve the average performance of the whole covariance interval. Next, given the optimized IRS reflection coefficients over the whole covariance interval, at the beginning of each coherence block, the BS can estimate the effective channels of the users, i.e., $c_k$’s, based on their pilot signals (please refer to Section IV). Then, all the users can transmit their
data to the BS in the remaining time of each coherence block, which then designs beamforming vectors $w_k$’s based on the estimation of $c_k$’s to decode user messages (please refer to Section V) to improve the rate performance in each coherence block.

In a practical IRS-assisted massive MIMO system, the number of BS antennas and IRS elements are very large. As a result, in this paper, we study the performance of the two-timescale protocol in the asymptotic regime where both $N$ and $M$ go to infinity with a fixed ratio $q$, i.e.,

$$N, M \to \infty \text{ with } \frac{N}{M} = q. \quad (13)$$

To facilitate the analysis in the asymptotic regime (13), we make the following assumptions.

**Assumption 1:** The correlation matrices $C^B$, $C^B_k$’s, $C^I$, and $C^I_k$’s have uniformly bounded spectral norm.

**Assumption 2:** Let $\sigma_{k}^{\min}$ denote the minimum singular value of the matrix

$$L_k = (C^I)^{\frac{1}{2}} \text{diag}(\phi) (C^I_k)^{\frac{1}{2}}, \quad k = 1, \ldots, K. \quad (14)$$

For each $L_k$, there exists $l_k$ that is independent of $N$ such that

$$\sigma_{k}^{\min} > l_k > 0, \quad k = 1, \ldots, K. \quad (15)$$

**Assumption 3:** Define

$$\tilde{C}_{k,j} = \frac{(C^I_k)^{\frac{1}{2}} (\text{diag}(\phi))^H (C^I_j)^{\frac{1}{2}} (\tilde{R})^H C^B \tilde{R} (C^I)^{\frac{1}{2}} \text{diag}(\phi) (C^I_j)^{\frac{1}{2}}}{N}, \quad \forall k, j. \quad (16)$$

and

$$\hat{C}_{k,j} = \frac{(C^B_k)^{\frac{1}{2}} (C^B)^{\frac{1}{2}} \tilde{R} (C^I)^{\frac{1}{2}} \text{diag}(\phi) (C^I_j)^{\frac{1}{2}}}{N}, \quad \forall k, j. \quad (17)$$

Then, $\tilde{C}_{k,j}$ and $\hat{C}_{k,j}$ have almost surely uniformly bounded spectral norm.

Assumption 1 has been widely assumed in the massive MIMO works (see, e.g., [3]). For Assumptions 2 and 3, it can be shown that when all the channel correlation matrices are identity matrices, i.e., $C^I_k = C^B_k = C^I = C^B = I$, $\forall k$, these assumptions are true. Otherwise, it is hard to theoretically show the sufficient conditions for Assumptions 2 and 3 to be true. In the following, we verify these two assumptions numerically under the following two correlation models that are widely used in the literature:

**Covariance Model 1:** All the channel covariance matrices follow the exponential covariance matrix model [49], i.e., for a covariance matrix $C$, the element at the $i$-th row and $j$-th column of $C$ is expressed as $[C]_{i,j} = c^{i-j}$ if $i \geq j$, and $[C]_{i,j} = [C]_{j,i}^*$ if $i < j$, with $|c| < 1$. 
Covariance Model 2: $C^B$ and $C^B_k$’s follow the exponential covariance matrix model [49], and $C^I$ and $C^I_k$’s follow the model shown in Proposition 1 of [50].

In this numerical example, we assume that $\phi_n = e^{j\theta_n}$, where $\theta_n$ is uniformly distributed in $[0, 2\pi)$, $\forall n$. We first numerically verify Assumption 2. Fig. 2 shows the minimum singular value of $L_1$ under the above two channel covariance models. It is observed that as $N$ increases from 50 to 1000, the minimum singular value of $L_1$ is lower bounded by a threshold which does not further decreases with $N$. We also have similar observations for $L_k$, $k \neq 1$, and for other kinds of correlation matrices construction, the details are omitted due to the space limit. Next, we numerically verify Assumption 3. In this numerical example, we generate a large number of $\tilde{R}$ randomly according to its distribution. Fig. 3 shows the empirical distribution of the singular values of $\tilde{C}_{1,2}$ when $N = 100, 200$ and $q = N/M = 10$ under the above two channel covariance models. It is observed that as $N$ and $M$ increase, the empirical distribution of the singular values approaches to a fixed distribution, and all the singular values fall into a fixed interval with probability 1. It implies that the spectral norm of $\tilde{C}_{1,2}$ is indeed uniformly bounded almost surely in this numerical example. We also have similar observations for $\tilde{C}_{i,j}$’s and $\tilde{C}’_{i,j}$’s when $(i,j) \neq (1,2)$, the details are omitted due to the space limit.

In the rest of this paper, we show the performance of the two-timescale protocol under Assumptions 1 to 3 and the assumption that the channel covariance matrices have already been estimated via the method proposed in [36]. First, given $\phi_n$’s, we will show how to estimate $c_k$’s
at the beginning of each coherence block in Sections IV and how to characterize the closed-form user achievable rates under the MRC receive beamforming strategy with imperfect CSI about $c_k$’s in Section IV, respectively. Then, based on the user rate characterization as functions of $\phi_n$’s, we will design an efficient algorithm to optimize $\phi_n$’s to minimize the users’ total transmit power over the whole covariance interval in Section VI.

IV. CHANNEL ESTIMATION DESIGN

In this section, for given $\phi_n$’s under our considered communication protocol, we introduce MMSE channel estimators of the effective channels $c_k$’s.

In the channel estimation stage, each user $k$ sends a pilot sequence with length $\tau = K$ [48] to the BS, denoted by $a_k = [a_{k,1}, \ldots, a_{k,K}]^T$, where $a_{k,i}$ with $|a_{k,i}| = 1$ denotes the $i$-th pilot symbol of user $k$, $i = 1, \ldots, K$. Assuming that all the users transmit their pilots with identical
power denoted by $p^t$, the normalized received signal at the BS during the channel training stage is
\[ Y / \sqrt{N} = \sqrt{p^t} \left( [c_1, \ldots, c_K] / \sqrt{N} \right) [a_1, \ldots, a_K]^T + Z / \sqrt{N}, \tag{18} \]

where $Z \sim \mathcal{CN}(0, K\sigma^2 I) \in \mathbb{C}^{M \times K}$ denotes the AWGN. Here, we normalize the received signal by $\sqrt{N}$ to ease the analysis in the asymptotic regime (13) later. Since the cross-covariance matrix of any two different normalized channels $c_k / \sqrt{N}$ and $c_j / \sqrt{N}$ is
\[
\mathbb{E} \left[ \frac{c_k c_j^H}{N} \right] = \mathbb{E} \left[ \frac{h_k h_j^H}{N} \right] + \mathbb{E} \left[ \frac{(C^B)^{1/2} \tilde{R}(C^I)^{1/2} \text{diag}(\phi)(C_k^l)^{1/2}(\tilde{t}_k)(C_j^l)^{1/2}(\text{diag}(\phi))^{1/2}(C^I)^{1/2}(\tilde{t})^H(C^B)^{1/2}}{N} \right]
\]
\[
= \mathbb{E} \left[ \frac{(C^B)^{1/2} \tilde{R}(C^I)^{1/2} \text{diag}(\phi)(C_k^l)^{1/2}(\tilde{t}_k)(C_j^l)^{1/2}(\text{diag}(\phi))^{1/2}(C^I)^{1/2}(\tilde{t})^H(C^B)^{1/2}}{N} \right] = 0, \quad \forall k \neq j, \tag{19} \]

we follow the optimal pilot design such that the pilot sequences of different users are orthogonal with each other [48], i.e., $(a_k)^T a_j = 0, \forall k \neq j$. In this case, from (18), we have
\[ \hat{y}_k = Y a_k^* / \sqrt{N} = K \sqrt{p^t} c_k / \sqrt{N} + \hat{z}_k, \tag{20} \]

where $\hat{z}_k = Z a_k^* / \sqrt{N} \sim \mathcal{CN}(0, K\sigma^2 I / N)$. The MMSE channel estimator of $c_k / \sqrt{N}$ is
\[ \hat{c}_k = \mathbb{E} \left( \frac{c_k}{\sqrt{N}} \mid \hat{y}_k \right), \quad k = 1, \ldots, K, \tag{21} \]

where $\mathbb{E}(x)$ denotes expectation of $x$. Define the error for the above MMSE estimation of $c_k / \sqrt{N}$ as $\varepsilon_k = \hat{c}_k - \frac{c_k}{\sqrt{N}}, \forall k$. Then, the MSE is
\[ F_k = \mathbb{E} (\varepsilon_k \varepsilon_k^H), \quad \forall k. \tag{22} \]

In general, it is hard to obtain the closed-form expressions of the MMSE channel estimators (21) and the corresponding estimation MSE (22) due to the complicated channel distribution arising from the deployment of the IRS. Nevertheless, in the rest of this section, we show that in our considered asymptotic regime (13), $c_k / \sqrt{N}$’s tend to be Gaussian distributed such that they can be efficiently estimated based on the classic estimation techniques for Rayleigh fading channels.
A. Channel Distribution and Channel Properties in Asymptotic Regime

We first study the Gaussian approximation for the distribution of the normalized effective channels

\[ c = \left[ c_1^T / \sqrt{N}, \ldots, c_K^T / \sqrt{N} \right]^T, \tag{23} \]

in (18) under the asymptotic regime (13). For convenience, define the reflecting channel related term within \( c_k \) shown in (6) as

\[ q_k = \left[ q_{k,1}, \ldots, q_{k,M} \right]^T = \frac{(C^B)^{T/2}}{\sqrt{N}} \sum_{n=1}^{N} \phi_n g_{k,n} = \frac{1}{\sqrt{N}} \tilde{R}(C^I)^{T/2} \text{diag}(\phi)(C^I_k)^{T/2}i_k, \quad \forall k. \tag{24} \]

The following lemma shows that the vectors \( q_1, \ldots, q_K \) are jointly Gaussian vectors under Assumption 2 when \( N \) goes to infinity.

**Lemma 1:** Denote \( q = \left[ q_1^T, \ldots, q_K^T \right]^T \), where \( q_k \)'s are given in (24). Under Assumption 2, \( q \) is a Gaussian random vector when \( N \) goes to infinity.

**Proof:** Please refer to Appendix B.

Define

\[ \bar{q} = \text{diag} \left( \frac{(C^B)^{T/2}}{\sqrt{N}}, \ldots, \frac{(C^B)^{T/2}}{\sqrt{N}} \right) q. \tag{25} \]

Since \( q \) is a Gaussian random vector according to Lemma 1, \( \bar{q} \) is also a Gaussian vector. Further, \( h = \left[ h_1^T, \ldots, h_K^T \right]^T \) is a Gaussian random vector which is independent of \( \bar{q} \). As a result, according to (6) and (23), \( c = h / \sqrt{N} + \bar{q} \) is a Gaussian vector. In this case, we have \( c_k / \sqrt{N} \in \mathcal{CN}(0, \bar{V}_k / N) \) with \( \bar{V}_k \) given in (8), \( \forall k \). Last, since the jointly Gaussian vectors \( c_1 / \sqrt{N}, \ldots, c_K / \sqrt{N} \) are uncorrelated as shown in (19), they are independent of each other. To summarize, Lemma 1 implies the following corollary.

**Corollary 1:** Under Assumption 2, \( c_1 / \sqrt{N}, \ldots, c_K / \sqrt{N} \), where \( c_k \)'s are given in (6), are independent and jointly Gaussian random vectors when \( N \) goes to infinity.

In the following, we provide a numerical example to verify the tightness of the Gaussian distribution approximation of \( \left[ c_1^T / \sqrt{N}, c_2^T / \sqrt{N} \right]^T \). Define \( v_{1,1} \) and \( v_{1,2} \) as the real parts of the first and the second elements in \( c_1 / \sqrt{N} \), and \( v_{2,1} \) as the real part of first element in \( c_2 / \sqrt{N} \), respectively. Under the above setup, in Figs. 4(a) - 4(d), we plot the empirical distribution of \( v_1 = [v_{1,1}, v_{1,2}]^T \) and \( v_2 = [v_{1,1}, v_{2,1}]^T \) when \( N = 300 \) and \( q = 10 \), under the two covariance models as detailed in Section III, respectively. Moreover, we plot the probability density functions (PDFs) of Gaussian random vectors with zero mean and covariance matrices \( \Sigma_1 \) and \( \Sigma_2 \) to
(a) Distribution of $v_1$ under Covariance Model 1.  
(b) Distribution of $v_2$ under Covariance Model 1.  
(c) Distribution of $v_1$ under Covariance Model 2.  
(d) Distribution of $v_2$ under Covariance Model 2.

Fig. 4. Verification of the Gaussian approximation for the distribution of $v_1$ and $v_2$.

evaluate the empirical distribution of $v_1$ and $v_2$, respectively. It is observed from Fig. 4 that the empirical distribution of $v_1$ and $v_2$ does matches that of the Gaussian random vectors very well when $N = 300$ and $q = 10$. Similar results are observed in many other numerical results, which are omitted here due to the space limit.

We next study the channel hardening and favorable propagation properties for the user effective channels in our considered IRS-assisted massive MIMO systems. We have the following theorem.

**Theorem 1**: In the asymptotic regime where $N$ and $M$ go to infinity with a fixed ratio $N/M = q$, the following properties are true for the normalized effective channels $c_k/\sqrt{N}$’s
under Assumptions 1 to 3:

\[
\frac{c_k^H c_k}{MN} - \frac{\beta_k^R \beta_k^B \phi_k^H \phi_k}{N} \xrightarrow{a.s.} 0, \forall k, \quad \text{(26)}
\]

\[
\frac{c_k^H c_j}{MN} \xrightarrow{a.s.} 0, \forall k \neq j, \quad \text{(27)}
\]

where “\(a \xrightarrow{a.s.} b\)” denotes “almost sure convergence of \(a\) to \(b\)”. 

**Proof:** Please refer to Appendix C. 

In the conventional massive MIMO systems without IRS, the so-called “channel hardening” and “favorable propagation” properties hold, which state that as \(M\) goes to infinity, the impact of the channel randomness on the communications is negligible compared with its channel power, and the user channels are orthogonal with each other. Interestingly, the channel hardening (see (26)) and favorable propagation (see (27)) properties still hold in the IRS-assisted massive MIMO system, if \(M\) and \(N\) go to infinity with a fixed ratio \(N/M = q\). Moreover, (26) also explains the reason that we normalize the effective channels \(c_k\)’s (and the received signals) by \(\sqrt{N}\). Specifically, as shown in (26), the power of the normalized channel \(c_k/\sqrt{N}\) is in the order of \(M\), and the power of each normalized channel element in \(c_k/\sqrt{N}\) converges to a fixed value, \(k = 1, \ldots, K\), making the afterwards signal processing doable even through the number of IRS elements \(N\) goes to infinity.

**B. MMSE Channel Estimators and Corresponding Estimation MSE in the Asymptotic Regime**

After quantifying the distribution of \(c_k/\sqrt{N}\)’s in our considered asymptotic regime, in this subsection, we study the MMSE estimators of \(c_k/\sqrt{N}\)’s in (21) and the estimation MSE in (22) under the regime. Since \(c_k/\sqrt{N}\)’s are independent Gaussian random vectors shown in Section IV-A, the MMSE estimator is equivalent to a simple LMMSE estimator. In this case, under the considered regime (13), the MMSE channel estimator of \(c_k/\sqrt{N}\) in (21) becomes

\[
\hat{c}_k = V_k \left( V_k + \frac{\sigma^2}{Kp} I \right)^{-1} \left( c_k + \frac{1}{K\sqrt{p}} \tilde{z}_k \right) / \sqrt{N}, \forall k, \quad \text{(28)}
\]

where \(\tilde{z}_k = Z a_k^* \in \mathcal{C} \mathcal{N}(0, K\sigma^2 I)\), and \(V_k\) is defined in (8). In addition, the MSE in (22) becomes

\[
F_k = \mathbb{E} (\epsilon_k \epsilon_k^H) = \left( V_k^{-1} + \frac{Kp_i}{\sigma^2} I \right)^{-1} / \sqrt{N}, \forall k. \quad \text{(29)}
\]
In the following, we study the channel estimation error. In (29), denote the eigenvalue decomposition of $V_k$ as

$$V_k = B_k \Sigma_k B_k^H,$$

(30)

where $B_k \in \mathbb{C}^{M \times M}$ is a unitary matrix, and $\Sigma_k = \text{diag}(\lambda_{k,1}, \ldots, \lambda_{k,M})$ is a diagonal matrix whose diagonal elements are $M$ eigenvalues. Substituting (30) into (29), the power of $\varepsilon_k$ is

$$\mathbb{E}(\varepsilon_k^H \varepsilon_k) = \text{tr}(F_k) = \frac{1}{N} \text{tr}\left(B_k^H \text{diag}\left(\frac{\lambda_{k,1}\sigma^2}{\sigma^2 + p^t K \lambda_{k,1}}, \ldots, \frac{\lambda_{k,M}\sigma^2}{\sigma^2 + p^t K \lambda_{k,M}}\right)B_k\right)$$

(31)

$$= \frac{1}{N} \sum_{i=1}^{M} \frac{\lambda_{k,i}\sigma^2}{\sigma^2 + p^t K \lambda_{k,i}} \leq \frac{\sigma^2}{Np^t K} \sum_{i=1}^{M} \frac{p^t K \lambda_{k,i}}{\sigma^2 + p^t K \lambda_{k,i}} \leq \frac{M\sigma^2}{Np^t K}. $$

(32)

In this case,

$$0 \leq \lim_{N/M = q, N \to \infty} \frac{\text{tr}(F_k)}{M} \leq \lim_{N/M = q, N \to \infty} \frac{\sigma^2}{Np^t K} = 0.$$  

(33)

Thus,

$$\lim_{N/M = q, N \to \infty} \frac{\text{tr}(F_k)}{M} = 0.$$  

(34)

Note that (34) indicates that in the IRS-assisted massive MIMO system, the channel estimation error is negligible compared to the normalized channel power order $M$. Note that this is not true in the conventional massive MIMO system without IRS [2]. The reason is as follows. Based on (20), since the elements in $c_k/\sqrt{N}$ and $\hat{z}_k$ are independent, the channel of each antenna $m$ can be estimated via the following signal

$$\hat{y}_k(m) = K \sqrt{p^t c_k(m)/\sqrt{N}} + \hat{z}_k(m), \quad m = 1, \ldots, M,$$

(35)

where $\hat{z}_k(m) \sim \mathcal{CN}(0, K\sigma^2/\sqrt{N})$. It is observed that as $N$ goes to infinity, the power of $c_k(m)/\sqrt{N}$ is finite as shown in (26) since it is the superposition of $N$ reflecting channels, but the power of $\hat{z}_k(m)$ is zero. As a result, with the MMSE channel estimator (28), the MSE for estimation $c_k(m)/\sqrt{N}$ is negligible compared to the power of $c_k(m)/\sqrt{N}$. Thus,

$$\hat{c}_k(m) = \frac{c_k(m)}{\sqrt{N}}, \quad m = 1, \ldots, M.$$  

(36)

As a result, it is expected that the overall MSE for estimating $c_k/\sqrt{N}$ is negligible compared to the power of $c_k/\sqrt{N}, \ k = 1, \ldots, K$, as shown in (34).
A straightforward result following from (34), and the channel hardening in (26) and favorable propagation property in (27) is that, in the asymptotic regime where \( N \) and \( M \) go to infinity with a fixed ratio \( N/M = q \), we have

\[
\frac{\hat{c}_k^H \hat{c}_k}{M} \xrightarrow{a.s.} 0, \; \forall k,
\]

(37)

\[
\frac{\hat{c}_k^H \hat{c}_j}{M} \xrightarrow{a.s.} 0, \; \forall k \neq j.
\]

(38)

V. ACHIEVABLE USER RATE WITH IMPERFECT CSI

In this section, we characterize the user achievable rate under the two-timescale protocol in our considered asymptotic regime (13).

With the MMSE channel estimator \( \hat{c}_k \)'s shown in (21) given any \( M \) and \( N \), the normalized beamformed signal at the BS shown in (11) can be expressed as

\[
\tilde{y}_k/\sqrt{N} = w_k^H \hat{c}_k \sqrt{p_k s_k} + \sum_{j \neq k} w_k^H \hat{c}_j \sqrt{p_j s_j} - \sum_{j=1}^{K} w_k^H \varepsilon_j \sqrt{p_j s_j} + w_k^H \varepsilon / \sqrt{N}, \; \forall k.
\]

(39)

Due to the channel hardening in (26) and favorable propagation property in (27), it can be expected that the MRC receiver is quite good. Thus, the BS applies MRC receivers based on the estimated channels, i.e., \( w_k = \hat{c}_k \), \( \forall k \). In this case, (39) becomes

\[
\tilde{y}_k/\sqrt{N} = \hat{c}_k^H \hat{c}_k \sqrt{p_k s_k} + \sum_{j \neq k} \hat{c}_k^H \hat{c}_j \sqrt{p_j s_j} - \sum_{j=1}^{K} \hat{c}_k^H \varepsilon_j \sqrt{p_j s_j} + \hat{c}_k^H \varepsilon / \sqrt{N}, \; \forall k.
\]

(40)

Under MMSE channel estimation, the estimated channels \( \hat{c}_k \)'s are independent of the estimation errors \( \varepsilon_k \)'s. In this case, according to [2], [48], the achievable rate of user \( k \) is

\[
R_k(\phi) = \frac{T - K}{T} \log_2(1 + \gamma_k(\phi)), \; \forall k,
\]

(41)

where \( T \) is the length of a coherent block, \((T - K)/T\) denotes the fraction of time for data transmission, and \( \gamma_k(\phi) \) is given by

\[
\gamma_k(\phi) = \frac{\sum_{j \neq k} p_j \left| \hat{c}_k^H \hat{c}_j \right|^2}{\sum_{j \neq k} p_j \left| \hat{c}_k^H \hat{c}_j \right|^2 + \sum_{j=1}^{K} p_j \hat{c}_k^H F_j \hat{c}_k + \sigma^2 \hat{c}_k^H \hat{c}_k / N}, \; \forall k,
\]

(42)

with \( F_j \)'s shown in (22).

In the following, we characterize the closed-form expression of the user rates in (42) under the regime where \( N \) and \( M \) go to infinity with \( N/M = q \). Within this regime, the closed-from expressions of \( \hat{c}_k \)'s and \( F_k \)'s are shown in (28) and (29), respectively. We have the following theorem.
Theorem 2: Assume that the transmit power of user $k$ is $p_k = \frac{E_k}{M}$, where $E_k$ is fixed, $\forall k$. Under the asymptotic regime where $N$ and $M$ go to infinity with a fixed ratio $N/M = q$ and Assumptions 1 to 3, we have

$$R_k(\phi) - \bar{R}_k(\phi) \xrightarrow{a.s.} 0, \quad \forall k,$$

where $R_k(\phi)$ is the rate of user $k$ given in (41) achieved by the MRC beamforming $w_k = \hat{c}_k$, and

$$\bar{R}_k(\phi) = \frac{T - K}{T} \log_2 \left( 1 + \frac{E_k \beta_{\text{IU}} \beta_{\text{BI}} \phi^H \bar{C}_k \phi}{N \sigma^2} \right), \quad \forall k,$$

with $\bar{C}_k$ being shown in (10).

\textbf{Proof:} Please refer to Appendix D.

We verify Theorem 2 through numerical results. Specifically, we assume that the number of users is $K = 4$, and the ratio between the numbers of IRS reflection elements and BS antennas is $q = N/M = 5, 10, 20$. The IRS reflection coefficients are set to be $\phi_n = 1$, $\forall n$. The transmit power is $p_k = \frac{E_k}{M N}$, where $E_k = 0$ dbm for all users. The power spectrum density of the AWGN is $-170$ dBm/Hz, and the bandwidth is assumed to be 1 MHz. The channel fading block length is $T = 1000$. We assume that the direct links between BS and users are totally blocked, i.e., $h_k = 0$, $k = 1, \ldots, K$. Moreover, we apply the two channel covariance models detailed in Section III to verify Theorem 2. The path loss of $t_{k,n}$’s and $r_n$’s is modeled as $\beta_{\text{IU}} = \beta_0 (d_{k,n}^\text{IU} / d_0)^{-\alpha_1}$ and $\beta_{\text{BI}} = \beta_0 (d_{n}^\text{BI} / d_0)^{-\alpha_2}$, respectively, where $d_0 = 1$ meter (m) denotes the reference distance.
$\beta_0 = -20$ dB denotes the path loss at the reference distance, $d_{k}^{\text{IU}}$ and $d_{k}^{\text{BI}}$ denote the distance between the IRS and user $k$, as well as the distance between the BS and the IRS, $\alpha_1$ and $\alpha_2$ denote the path loss factors for $t_{k,n}$’s and $r_{n}$’s, respectively. We set $\alpha_1 = 2.1$ and $\alpha_2 = 2.2$ in the numerical examples. Moreover, the distance between the BS and IRS is set to be $d_{BI}^B = 100$ m, and all the users are assumed to be located in a circular regime with radius $5$ m, whose center is $10$ m away from the IRS and $105$ m away from the BS.

Based on the above setup, in Fig. 5 we plot the sum-rate predicted by (44) and the sum-rate obtained by Monte Carlo simulation with different values of $q = N/M$. In the Monte Carlo simulations, we use LMMSE estimator to approximate MMSE estimator for general $M$ and $N$. It is observed from Fig. 5 that when $M$ and $N$ increase, the theoretical user rate predication in (44) becomes more accurate under both of the two channel covariance models. Moreover, it is observed that with different values of $q$, the Monte Carlo simulations converge to the same rate, since (44) implies that user rate is independent of $q$. However, with a smaller value of $q$ (or equivalently, a larger value of $M$), the user rate given any $N$ is closer to the asymptotic rate shown in (44). Fig. 5 indicates that with the aid of IRS, a non-zero rate is achieved when the user transmit power is in the order of $1/MN$. Note that in the conventional massive MIMO systems without IRS, a non-zero user rate is achieved when the user transmit power is in the order of $1/M$ [2].

VI. IRS REFLECTION COEFFICIENTS DESIGN

In Sections IV and V, we have introduced how to estimate the channels and characterize the user achievable rates given any IRS reflection coefficients in each channel coherent block, under our interested protocol introduced in Section III. In this section, we introduce how to design the IRS reflection coefficients based on the channel covariance matrices to improve the user rates shown in (44). Due to the space limitation, in the following, we merely consider the problem to minimize the sum transmit power of all the users subject to the individual rate constraints, while the similar philosophy can be also applied to the other IRS reflection coefficients optimization problems, e.g., weighted sum-rate maximization problem, minimum rate maximization problem,
etc. Specifically, the sum-power minimization problem considered in this paper is formulated as

\[
(P1) : \min_{p_1, \ldots, p_K, \phi} \sum_{k=1}^{K} p_k
\]

\[
\text{s.t.} \quad \bar{R}_k(\phi) \geq R_k^{\min}, \quad k = 1, \ldots, K,
\]

\[
\phi^*_n \phi_n \leq 1, \quad n = 1, \ldots, N,
\]

where \( R_k^{\min} \) is the minimum required rate of user \( k \). Note that problem (P1) is always feasible thanks to the favorable propagation property shown in Theorem 1. Specifically, given any feasible IRS reflecting coefficient solution satisfying (46), the target rate constraints (45) can be always satisfied with the following transmit power solution

\[
p_k = \left( 2 \frac{R_k^{\min}}{r - K - 1} - 1 \right) \sigma^2 / M \beta_{\text{IU}} \beta_{\text{BI}} \phi^H \bar{C}_k \phi, \quad \forall k.
\]

Next, constraint (45) can be re-expressed as

\[
\frac{1}{p_k} \left( 2 \frac{R_k^{\min}}{r - K - 1} - 1 \right) \sigma^2 \leq \phi^H \bar{C}_k \phi, \quad k = 1, \ldots, K.
\]

However, constraint (48) is still non-convex since given \( \bar{C}_k \succ 0 \), \( \phi^H \bar{C}_k \phi \) is a convex function, rather than a concave function, over \( \phi \), \( \forall k \). In the following, we apply the successive convex approximation (SCA) technique to solve problem (P1) with constraint (45) replaced by (48).

**A. Successive Convex Approximation Method**

For convenience, denote

\[
A_k = \begin{bmatrix}
\Re(\bar{C}_k) & -\Im(\bar{C}_k) \\
\Im(\bar{C}_k) & \Re(\bar{C}_k)
\end{bmatrix}, \quad \forall k,
\]

and

\[
b = \left[ \Re(\phi)^T \quad \Im(\phi)^T \right]^T,
\]

where \( \Re(X) \) and \( \Im(X) \) denote the real and imaginary parts of \( X \), respectively. Since \( \bar{C}_k^H = \bar{C}_k \), i.e., \( \Re(\bar{C}_k)^T = \Re(\bar{C}_k) \) and \( \Im(\bar{C}_k)^T = -\Im(\bar{C}_k) \), we have \( A_k^T = A_k \), \( \forall k \). Then, it can be shown that \( \phi^H \bar{C}_k \phi \) can be characterized by the following real expression:

\[
\phi^H \bar{C}_k \phi = b^T A_k b, \quad \forall k.
\]
Due to the convexity of $b^T A_k b$ over $b$, at any point $\bar{b}$ that satisfies $\bar{b}_n^2 + \bar{b}_{n+N}^2 \leq 1$, $\forall n$, where $\bar{b}_n$ denotes the $n$-th element in $\bar{b}$, its first-order Taylor approximation always serves as a lower bound:

$$b^T A_k b \geq \bar{b}^T A_k \bar{b} + 2\bar{b}^T A_k (b - \bar{b}), \forall k, \quad (52)$$

where the equality holds if and only if $b = \bar{b}$. Given any $\bar{b}$ that satisfies $\bar{b}_n^2 + \bar{b}_{n+N}^2 \leq 1$, $\forall n$, the approximated problem for problem (P1) is then given as

$$(P2) : \min_{p_1,\ldots,p_K} \sum_{k=1}^{K} p_k$$

$$\text{s.t.} \quad \frac{1}{p_k} \left( 2^{\frac{p_k^{\min_T}}{M^{[U]}_k} - \frac{1}{\beta T}} - 1 \right) \sigma^2 \leq \bar{b}^T A_k \bar{b} + 2\bar{b}^T A_k (b - \bar{b}), \forall k, \quad (53)$$

$$b_n^2 + b_{n+N}^2 \leq 1, \ n = 1,\ldots,N, \quad (54)$$

where $b_n$ denotes the $n$-th element of $b$. Problem (P2) is convex and can be efficiently solved by the existing convex optimization software, e.g., CVX [51].

**Algorithm 1:** Proposed SCA Method to Solve Problem (P1)

- **Initialization:** For iteration $i = 0$, generate initial $\bar{b}$ satisfying $\bar{b}_n^2 + \bar{b}_{n+N}^2 \leq 1$, $\forall n$;

- **Repeat:**
  1) For iteration $i \geq 1$, find the optimal solution to problem (P2) using CVX as $b^{(i)}$ and $p_k^{(i)}$, $k = 1,\ldots,K$;
  2) Update $\bar{b} = b^{(i)}$ in (53);
  3) $i = i + 1$;

- **Until** $\|b^{(i)} - b^{(i-1)}\|_2^2 \leq \delta$.

After solving problem (P2) given the point $\bar{b}$, the SCA method for problem (P1) proceeds by iteratively updating $\bar{b}$ based on the solution to problem (P2). The proposed iterative algorithm is summarized in Algorithm 1, where $i$ denotes the index of iteration, and $\delta > 0$ is a given threshold. The convergence of Algorithm 1 is guaranteed and the converged solution satisfies the Karush-Kuhn-Tucker (KKT) condition of the Problem (P1) [43].

**B. Numerical Results**

In this subsection, we present numerical results to evaluate the performance the proposed SCA algorithm. We assume that the number of users is $K = 4$. In addition, we use the channel
Fig. 6. Convergence speed of Algorithm 1 (SCA method) when $N = 1280$ and $M = 128$.

covariance model 1 detailed in Section III in the numerical examples. The other numerical parameters are the same as those used in Section V.

We first show the convergence speed of Algorithm 1 (i.e., the SCA algorithm) in Fig. 6. In this example, the target rates of the 4 users are $R_{1\text{min}} = 1 \text{ bps/Hz}$, $R_{2\text{min}} = 1.5 \text{ bps/Hz}$, $R_{3\text{min}} = 1.5 \text{ bps/Hz}$, and $R_{4\text{min}} = 2 \text{ bps/Hz}$, respectively. As shown in Fig. 6, Algorithm 1 converges very fast with iterations.

Fig. 7. Performance comparison among different IRS reflection coefficients designs.

Second, we compare the performance of Algorithm 1 (i.e., the SCA algorithm) with that of some benchmark schemes.

- **IRS Coefficients: All One.** In this case, we set $\phi_n = 1$, $\forall n$. 

---
• **IRS Coefficients: Random Amplitude and Random Phase.** In this case, the amplitude of each IRS reflection coefficient $\phi_n$ is randomly distributed between $[0, 1]$, and the phase of each IRS reflection coefficient $\phi_n$ is randomly distributed between $[0, 2\pi]$, $\forall n$.

• **IRS Coefficients: Unit Amplitude and Random Phase.** In this case, the amplitude of each IRS reflection coefficient is set to be one, and the phase of each IRS reflection coefficient is randomly distributed between $[0, 2\pi]$, $\forall n$.

• **IRS Coefficients: Optimized by SDR Method.** In this case, the IRS reflecting coefficients are optimized by the semidefinite relaxation (SDR) method [13].

We first provide the performance comparison when $N = 100$ and $M = 5$ in Fig. 7(a) since the SDR method does not work with large $M$ and $N$ due to its complexity. The target rates are assumed to be the same for the all users. It is observed that the sum-power achieved by SCA algorithm is much smaller than that achieved by all the benchmark schemes. Next, we provide performance comparison when $N = 1280$ and $M = 128$ in Fig. 7(b), where the SDR method does not work. Again, it is observed that the sum-power achieved by SCA algorithm is much smaller than that achieved by the benchmark schemes.

**VII. Conclusions and Future Work**

In this paper, we proposed to deploy IRSs in massive MIMO systems to serve the users in the service dead zone. Specifically, to reduce the overhead of channel estimation and computational complexity of BS beamforming and IRS reflection design, we advocated a novel two-timescale protocol. Under the asymptotic regime where the numbers of BS antennas and IRS elements go to infinity with a fixed ratio, we first characterized the MMSE channel estimators of the user effective channels, then quantified the user achievable rates as functions of channel covariance matrices when the channel estimation overhead and error are taken into consideration, and last designed the IRS reflection coefficients to minimize the long-term transmit power of all the users based on channel covariance matrices. It was shown theoretically and numerically that the IRS can improve the performance of massive MIMO communication.

Some promising future work directions are described as follows. First, for IRS reflection coefficients design, this paper mainly considers the long-term power minimization problem. It is interesting to investigate how to optimize the other metrics based on our rate characterization results. Moreover, this paper assumes the Rayleigh fading model for the BS-IRS channels and the IRS-user channels. In practice, the IRS may be deployed closed to either the BS or the users such
that the BS-IRS or IRS-user channels follow the Rician fading model. It is interesting to check whether the channel hardening and favorable propagation properties hold and characterize the user achievable rates under this channel model. Next, this paper mainly focuses on the issues arising from estimating the instantaneous CSI. It is also important to study the efficient way to estimate the statistical CSI, i.e., the channel covariance matrices, by utilizing some unique property of the IRS-assisted massive MIMO communication. Such a research line may lead to new theoretical problems about covariance estimation as well as practical solutions to implement the two-timescale communication protocol.

APPENDIX

A. Useful Results

**Lemma 2 (Lemma 14.2 [39]):** Let $A \in \mathbb{C}^{M \times M}$ be a random matrix with almost surely uniformly bounded spectral norm. Let $x \in \mathbb{C}^{M \times 1}$ be a random vector with i.i.d. entries of zero mean, and variance $1/M$, and eighth order moment of order $O(1/N^4)$, and independent of $A$. Then as $M \to \infty$,

$$x^H A x - \frac{1}{M} \text{tr}(A) \xrightarrow{a.s.} 0.$$  \hspace{1cm} (55)

**Lemma 3:** Let $A \in \mathbb{C}^{M \times M}$ be a random matrix with almost surely uniformly bounded spectral norm. Let $x \in \mathbb{C}^{M \times 1}$ and $y \in \mathbb{C}^{M \times 1}$ be mutually independent random vectors with i.i.d. entries of zero mean, and variance $1/M$, and fourth order moment of order $O(1/N^2)$, and independent of $A$. Then as $M \to \infty$,

$$x^H A y \xrightarrow{a.s.} 0.$$  \hspace{1cm} (56)

**Proof:** The proof is similar to that of Lemma 14.2 in [39]. We omit the details here. \qed

B. Proof of Lemma 1

In the following, we first show that under Assumption 2, all the elements in $q$, i.e., $q_{k,m}$’s, $k = 1, \ldots, K$ and $m = 1, \ldots, M$, are Gaussian random variables when $N$ goes to infinity. Then, we show that $q_{k,m}$’s are independent over both $k$ and $m$ when $N$ goes to infinity. These two results are sufficient to prove Lemma 1.

First, we show that all the elements in $q$ are Gaussian. Denote the singular value decomposition (SVD) of $(C^I_l)^{1/2} \text{diag}(\phi)(C^I_k)^{1/2}$ within (24) as

$$(C^I_l)^{1/2} \text{diag}(\phi)(C^I_k)^{1/2} = U_k \Lambda_k G^H_k, \hspace{1cm} \forall k,$$  \hspace{1cm} (57)
where $U_k \in \mathbb{C}^{N \times N}$ and $G_k \in \mathbb{C}^{N \times N}$ are unitary matrices, and $\Lambda_k = \text{diag}(\sigma_{k,1}, \ldots, \sigma_{k,N})$ is a diagonal matrix whose diagonal elements are $N$ non-negative singular values. Substituting (57) into (24), we have

$$q_k = \frac{1}{\sqrt{N}} \bar{R}_k A_k \bar{t}_k \equiv \frac{1}{\sqrt{N}} \sum_{n=1}^{N} \bar{r}_{k,n} \bar{t}_{k,n} \sigma_{k,n} = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} m_{k,n} \sigma_{k,n}, \quad \forall k,$$

(58)

where $\bar{R}_k = \bar{R}U_k = [\bar{r}_{k,1}, \ldots, \bar{r}_{k,N}]$, $\bar{t}_k = G_k^H \bar{t}_k = [\bar{t}_{k,1}, \ldots, \bar{t}_{k,N}]^T$, and $m_{k,n} = \bar{r}_{k,n} \bar{t}_{k,n}$. Since $U_k$ is a unitary matrix, the distribution of $\bar{R}_k$ in (58) is the same as that of $\bar{R}$, i.e., $\bar{R}_k \sim \mathcal{CN}(0,N\beta^2 I)$, $\forall k$. Similarly, since $G_k$ is a unitary matrix, the distribution of $\bar{t}_k$ is the same as that of $\bar{t}_k$, i.e., $\bar{t}_k \sim \mathcal{CN}(0,\beta_k U^H I)$, $\forall k$. In (58), $\sigma_{k,n}$'s are fixed terms given $C^I$, $C^I$'s, and $\phi$, and $m_{k,n}$’s are independent over $n$ since $\bar{r}_{k,n}$’s and $\bar{t}_{k,n}$’s are independent over $n$, respectively. Moreover, according to (15) in Assumption 2, $\sigma_{k,n} > l_k > 0$, $\forall n$, where the lower bound $l_k$ is independent of $N$. Thus, (58) shows that $q_k$ is the summation of $N$ independent vectors. From the Multivariate Lindeberg-Feller Central Limit theorem in [38], we can approximate $q_k$ as a Gaussian random vector when $N$ goes to infinity, $k = 1, \ldots, K$. In other words, all the elements in $q$ are Gaussian.

Next, we show that $q_{k,m}$’s are independent over both $k$ and $m$ when $N$ goes to infinity. First, it can be shown that within a vector $q_k$, $E[q_{k,m} q_{k,m}^*] = 0$ holds $\forall m_1 \neq m_2$, i.e., $q_{k,m_1}$ and $q_{k,m_2}$ are uncorrelated. Since $q_k$ is a Gaussian vector, it follows that for any given $k$, $q_{k,m}$’s are independent over $m$. Then, we aim to show that $\forall k_1 \neq k_2$: 1. $q_{k_1,m_1}$ and $q_{k_2,m_2}$ are independent with each other $\forall m_1 \neq m_2$; and 2. $q_{k_1,m}$ and $q_{k_2,m}$ are independent with each other.

Consider the case when $m_1 \neq m_2$. According to (58), we have

$$q_{k,m} = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} \bar{r}_{k,n,m} \bar{t}_{k,n} \sigma_{k,n} = \bar{r}_m^T \frac{1}{\sqrt{N}} \sum_{n=1}^{N} u_{k,n} \bar{t}_{k,n} \sigma_{k,n}, \quad \forall k, m,$$

(59)

where $\bar{r}_{k,n,m}$ is the $m$-th element of $\bar{r}_{k,n}$ in (58), $\bar{r}_m$ is the $m$-th row of $\bar{R}$ in (2), and $u_{k,n}$ is the $n$-th column of $U_k$ in (57). Then, according to (59), given any $m_1 \neq m_2$ and $k_1 \neq k_2$, it follows that $\bar{r}_{m_1}$ is independent with $\bar{r}_{m_2}$ and $\bar{t}_{k_2,n}$’s, $\forall n$, and $\bar{t}_{k_1,n}$’s, $\forall n$, are independent with $\bar{r}_{m_2}$ and $\bar{t}_{k_2,n}$’s, $\forall n$. As a result, (59) implies that $q_{k_1,m_1}$ and $q_{k_2,m_2}$ are independent when $k_1 \neq k_2$ and $m_1 \neq m_2$.

Next, we consider the case when $m_1 = m_2 = m$ and show that $q_{k_1,m}$ and $q_{k_2,m}$ are independent with each other when $k_1 \neq k_2$. According to [52], we first aim to prove that $q_{k_1,m}$ and $q_{k_2,m}$ are jointly Gaussian by showing that for arbitrary $a_{k_1}$ and $a_{k_2}$, $b_{m,k_1,k_2} = a_{k_1} q_{k_1,m} + a_{k_2} q_{k_2,m}$ is a
Gaussian random variable when \( N \) goes to infinity. If both \( a_{k_1} \) and \( a_{k_2} \) are zero, then \( b_{m,k_1,k_2} = 0 \) is a Gaussian random variable. Otherwise, we can express \( b_{m,k_1,k_2} \) as
\[
b_{m,k_1,k_2} = a_k q_{k_1,m} + a_k q_{k_2,m} = \frac{1}{\sqrt{N}} \bar{r}_m^T (C^l)^{\frac{1}{2}} \text{diag}(\phi) (a_k (C_{k_1}^l)^{\frac{1}{2}} \tilde{t}_{k_1} + a_k (C_{k_2}^l)^{\frac{1}{2}} \tilde{t}_{k_2}). \tag{60}
\]
Since \( \tilde{t}_{k_1} \) and \( \tilde{t}_{k_2} \) are independent Gaussian vectors, it follows that \( b_{m,k_1,k_2} \) has the same distribution as the following random variable:
\[
\bar{b}_{m,k_1,k_2} = \frac{1}{\sqrt{N}} \bar{r}_m^T C_{k_1,k_2} t_{k_1,k_2}, \tag{61}
\]
where \( C_{k_1,k_2} = (C^l)^{\frac{1}{2}} \text{diag}(\phi) (\beta_{k_1} a_k^2 C_{k_1}^l + \beta_{k_2} a_k^2 C_{k_2}^l)^{\frac{1}{2}} \), and \( t_{k_1,k_2} \in \mathbb{C}^{N \times 1} \sim \mathcal{CN}(0, I) \).
Denote the SVD of \( C_{k_1,k_2} \) in (61) as
\[
C_{k_1,k_2} = \bar{U}_{k_1,k_2} \bar{\Lambda}_{k_1,k_2} \bar{G}_{k_1,k_2}^H, \tag{62}
\]
where \( \bar{U}_{k_1,k_2} \in \mathbb{C}^{N \times N} \) and \( \bar{G}_{k_1,k_2} \in \mathbb{C}^{N \times N} \) are unitary matrices, and \( \bar{\Lambda}_{k_1,k_2} = \text{diag}(\bar{\sigma}_{k_1,k_2,1}, \ldots, \bar{\sigma}_{k_1,k_2,N}) \) is a diagonal matrix whose diagonal elements consist of the \( N \) non-negative singular values of \( C_{k_1,k_2} \). Then, according to Weyl’s theorem in [53], under Assumption 2, we have
\[
\bar{\sigma}_{k_1,k_2,n} \geq \sqrt{\frac{\beta_{k_1} a_k^2}{\alpha_{k_1}} (\sigma_{k_1}^\min)^2 + \frac{\beta_{k_2} a_k^2}{\alpha_{k_2}} (\sigma_{k_2}^\min)^2} > \sqrt{\frac{\beta_{k_1} a_k^2}{\alpha_{k_1}} \hat{l}_{k_1}^2 + \frac{\beta_{k_2} a_k^2}{\alpha_{k_2}} \hat{l}_{k_2}^2}, \quad \forall n. \tag{63}
\]
Therefore, if at least one of \( a_{k_1} \) and \( a_{k_2} \) is non-zero, each \( \bar{\sigma}_{k_1,k_2,n} \), \( n = 1, \ldots, N \), is lower bounded by a value that is independent of \( N \). Substituting (62) into (61), we have
\[
b_{m,k_1,k_2} = \frac{1}{\sqrt{N}} \tilde{r}_m^T \bar{U}_{k_1,k_2} \bar{\Lambda}_{k_1,k_2} \hat{t}_{k_1,k_2} = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} \bar{\sigma}_{n,k_1,k_2} \tilde{r}_{m,k_1,k_2,n} \hat{t}_{k_1,k_2,n}, \tag{64}
\]
where \( \tilde{r}_m^T \bar{U}_{k_1,k_2} \sim \mathcal{CN}(0, \beta^{BI} I) \) with \( \tilde{r}_{m,k_1,k_2,n} \) being its \( n \)-th element, and \( \hat{t}_{k_1,k_2} = \bar{G}_{k_1,k_2}^H t_{k_1,k_2} \sim \mathcal{CN}(0, I) \) with \( \hat{t}_{k_1,k_2,n} \) being its \( n \)-th element. Since \( \bar{\sigma}_{k_1,k_2,n} \) is lower bounded by a value that is independent of \( N \) according to (63), \( \forall n, \bar{b}_{m,k_1,k_2} \) is the summation of \( N \) independent random variables. According to the Central Limit theorem in [38], \( \bar{b}_{m,k_1,k_2} \) and also \( b_{m,k_1,k_2} \) are Gaussian random variables when \( N \) goes to infinity. By combining the cases that both \( a_{k_1} \) and \( a_{k_2} \) are zero and at least one of \( a_{k_1} \) and \( a_{k_2} \) is non-zero, it follows that \( q_{k_1,m} \) and \( q_{k_2,m} \) are jointly Gaussian. Moreover, the correlation between \( q_{k_1,m} \) and \( q_{k_2,m} \) is
\[
\mathbb{E} (q_{k_1,m} q_{k_2,m}^*) = \frac{1}{N} \mathbb{E} \left[ \sum_{n=1}^{N} \tilde{r}_{k_1,n,m} \tilde{r}_{k_1,n} \sigma_{k_1,n} \left( \sum_{n=1}^{N} \tilde{r}_{k_2,n,m} \tilde{r}_{k_2,n} \sigma_{k_2,n} \right)^* \right] = 0, \tag{65}
\]
since \( \tilde{r}_{k,n}'s \) are mutually independent over \( n \) and \( k \). Because \( q_{k_1,m} \) and \( q_{k_2,m} \) are jointly Gaussian and uncorrelated, they are also independent.
Until now, we have shown that for any \( k, q_{k,m_1} \) and \( q_{k,m_2} \) are independent if \( m_1 \neq m_2 \); for any \( k_1 \neq k_2, q_{k_1,m_1} \) and \( q_{k_2,m_2} \) are independent under both the cases that \( m_1 \neq m_2 \) and \( m_1 = m_2 \). As a result, all the elements in \( q = [q_1^T, \ldots, q_K^T]^T \) are independent. Moreover, all the elements in \( q \) are Gaussian. As a result, \( q \) is a Gaussian vector. Lemma 1 is thus proved.

C. Proof of Theorem 1

We first prove the asymptotic behavior of \( \frac{c_k^H c_j}{MN} \) shown in (27). As \( M, N \) go to infinity with \( N/M = q \),

\[
\frac{c_k^H c_j}{MN} = q \frac{c_k^H c_j}{N^2} = q \left( \frac{h_k + \sum_{n=1}^{N} \phi_n g_{k,n}}{N} \right)^H \left( \frac{h_j + \sum_{n=1}^{N} \phi_n g_{j,n}}{N} \right)
\]

\[
= \frac{\hat{h}_k^H (C_k^B)^{1/2} (C_j^B)^{1/2} \hat{h}_j}{N^2} + q \frac{\hat{h}_k^H \hat{C}_{k,j} \hat{t}_{k,j}}{N} + q \frac{(\hat{t}_k)^H \hat{C}_{k,j} \hat{h}_j}{N} + q \frac{(\hat{t}_k)^H \hat{C}_{k,j} \hat{t}_{k,j}}{N},
\]

where \( \hat{C}_{k,j} \) and \( \hat{C}_{k,j} \) are shown in (16) and (17), respectively. In (66), since \( C_{k,j}^B, \forall k \), have uniformly bounded spectral norm, \( (C_k^B)^{1/2} (C_j^B)^{1/2}, \forall k \neq j \), have uniformly bounded spectral norm. In addition, \( \hat{h}_k \) and \( \hat{h}_j \) are mutually independent vectors with i.i.d. entries, \( \forall k \neq j \). Thus, according to Theorem 3.7 in [39], as \( M, N \) go to infinity with \( N/M = q \), we have

\[
\frac{\hat{h}_k^H (C_k^B)^{1/2} (C_j^B)^{1/2} \hat{h}_j}{N^2} \xrightarrow{a.s.} 0, \forall k \neq j.
\]

Moreover, denote the SVD of \( \hat{C}_{k,j} \) as

\[
\hat{C}_{k,j} = L_{k,j} \Sigma_{k,j} O_{k,j}^H, \forall k \neq j,
\]

where \( L_{k,j} \in \mathbb{C}^{M \times M} \) and \( O_{k,j} \in \mathbb{C}^{N \times N} \) are unitary matrices. First, consider the case that \( N \geq M \). In this case, \( \Sigma_{k,j} \in \mathbb{C}^{M \times N} \) is expressed as

\[
\Sigma_{k,j} = \begin{bmatrix} \Sigma_{k,j}^{(1)} & 0 \end{bmatrix},
\]

where \( \Sigma_{k,j}^{(1)} = \text{diag}(\delta_{k,j}^{(1)}, \ldots, \delta_{k,j}^{(M)}) \) contains the \( M \) positive singular values of \( \hat{C}_{k,j} \). Then,

\[
\frac{\hat{h}_k^H \hat{C}_{k,j} \hat{t}_{k,j}}{N} = q \frac{\hat{h}_k^H \Sigma_{k,j} \hat{t}_{k,j}}{N} = q \frac{\hat{h}_k^H \Sigma_{k,j}^{(1)} \hat{t}_{k,j}^{(1)}}{N},
\]

where \( \hat{h}_{k,j} = L_{k,j}^H \hat{h}_k \) and \( \hat{t}_{k,j} = O_{k,j}^H \hat{t}_k \) have \( \hat{t}_{k,j}^{(1)} \equiv (t_{k,j}^{(1)})^T (t_{k,j}^{(2)})^T \) with \( \hat{t}_{k,j}^{(1)} \in \mathbb{C}^{M \times 1} \) and \( \hat{t}_{k,j}^{(2)} \in \mathbb{C}^{(M-N) \times 1} \). Since \( L_{k,j} \) is a unitary matrix, the distribution of \( \hat{h}_{k,j} \) is the same as that of \( \hat{h}_k \), i.e., \( \hat{h}_{k,j} \sim \mathcal{CN}(0, \beta_k^H \beta_k I), \forall k \). Similarly, it follows that \( \hat{t}_{k,j} \sim \mathcal{CN}(0, \beta_k^H \beta_k I), \forall k \). Since \( \Sigma_{k,j}^{(1)} \) has
almost surely uniformly bounded spectral norm according to Assumption 3, by utilizing Lemma 3 in Appendix A we have

\[
\tilde{h}_k H \tilde{C}_{k,j} \tilde{t}_j \overset{a.s.}{\rightarrow} 0. \tag{71}
\]

We can also get the same results when \( M > N \). Similarly, for the third and fourth terms in (66),

\[
\begin{align*}
q (\tilde{t}_k)^H \tilde{C}_{k,j} \tilde{h}_j \overset{a.s.}{\rightarrow} 0, \tag{72} \\
q (\tilde{t}_k)^H \tilde{C}_{k,j} \tilde{t}_j \overset{a.s.}{\rightarrow} 0. \tag{73}
\end{align*}
\]

Substituting (67), (71), (72), and (73) into (66), as \( M, N \) go to infinity with \( N/M = q \), we have

\[
c^H_k c_j \overset{a.s.}{\rightarrow} 0, \quad \forall k \neq j. \tag{74}
\]

Then, we show the asymptotic behavior of \( c^H_k c_j / MN \) shown in (27). As \( M, N \) go to infinity with \( N/M = q \), we have

\[
\begin{align*}
\frac{c^H_k c_j}{MN} &\overset{a.s.}{\rightarrow} 0, \quad \forall k \neq j. \\
&\overset{a.s.}{\rightarrow} q \tilde{h}_k H \tilde{C}_{k} \tilde{h}_k N^2 \\
&+ q (\tilde{t}_k)^H \tilde{C}_{k,k} \tilde{t}_k N^2. \tag{76}
\end{align*}
\]

In (76), since \( C^B_k \) has uniformly bounded spectral norm and \( \tilde{h}_k \) has i.i.d. distributed random entries, according to Theorem 3.4 in [39], as \( M, N \) go to infinity with \( N/M = q \), we have

\[
q \tilde{h}_k H C^B_k \tilde{h}_k \overset{a.s.}{\rightarrow} q \beta_k \beta_{BU} (C^B_k) N^2 \overset{a.s.}{\rightarrow} 0. \tag{77}
\]

In addition, since \( \tilde{C}_{k,k} \) has almost surely uniformly bounded spectral norm based on Assumption 3 and \( \tilde{t}_k \) has i.i.d. random entries, according to Lemma 3 in Appendix A, as \( M, N \) go to infinity with \( N/M = q \), we have

\[
q (\tilde{t}_k)^H \tilde{C}_{k,k} \tilde{t}_k \overset{a.s.}{\rightarrow} q \beta_k \beta_{IU} (\tilde{C}_{k,k}) N^2 \overset{a.s.}{\rightarrow} 0. \tag{78}
\]

Denote the eigenvalue decomposition of \( C^B \) as

\[
C^B = W \Psi W^H, \tag{79}
\]
where $W \in \mathbb{C}^{M \times M}$ is a unitary matrix, and $\Psi = \text{diag}(\psi_1, \ldots, \psi_M)$ is a diagonal matrix whose diagonal elements are $M$ eigenvalues. Substituting (79) into (78), we have

$$q \left( \hat{t}_k^H \hat{C}_{k,k} \hat{t}_k \right) N \overset{a.s.}{\to} q \beta_k^I \text{tr} \left( \hat{R} \hat{R}^H D_k(\phi) \right) N^2 = q \beta_k^I \sum_{m=1}^{M} \psi_m \hat{r}_m^H \hat{r}_m D_k(\phi) N^2 \tag{80}$$

where $\hat{R} = \hat{R}^H W = [\hat{r}_1, \ldots, \hat{r}_M]$. In (80), since the spectral norm $||D_k(\phi)||_2 \leq ||C^I||_2 ||C^I_k||_2$, according to Assumption 1, $D_k(\phi)$ has uniformly bounded spectral norm. In this case, based on Theorem 3.4 in [39], (80) can be further expressed as

$$q \left( \hat{t}_k^H \hat{C}_{k,k} \hat{t}_k \right) N \overset{a.s.}{\to} q \beta_k^I \beta B \text{tr} \left( C^B \text{tr} (D_k(\phi)) \right) N^2 = \beta \beta B \text{tr} (\hat{C}_k \phi) \overset{a.s.}{\to} 0, \forall k. \tag{85}$$

Theorem 1 is thus proved.

**D. Proof of Theorem 2**

Substituting $p_k = \frac{E_k}{M N}$ into (42), we have

$$\gamma_k(\phi) = \frac{E_k \left| \hat{c}_k^H \hat{c}_k / M \right|^2}{\sum_{j \neq k} E_j \left| \hat{c}_j^H \hat{c}_j / M \right|^2 + \sum_{j=1}^{K} E_j \hat{c}_j^H F_j \hat{c}_k / M^2 + \sigma^2 \hat{c}_k^H \hat{c}_k / M}, \forall k. \tag{86}$$

In (86), we have already shown the asymptotic behaviors of $\frac{\hat{c}_k^H \hat{c}_k}{M}$ and $\frac{\hat{c}_j^H \hat{c}_j}{M}$ in (37) and (38), respectively. In the following, we show the asymptotic behavior of $\frac{\hat{c}_j^H F_j \hat{c}_k}{M^2}$.

From (31), we have

$$F_j = \frac{1}{N} B_j^H \text{diag} \left( \frac{\lambda_{j,1} \sigma^2}{\sigma^2 + p^t K \lambda_{j,1}}, \ldots, \frac{\lambda_{j,M} \sigma^2}{\sigma^2 + p^t K \lambda_{j,M}} \right) B_j, \forall j. \tag{87}$$
Then,
\[
\hat{c}_k^H F_j \hat{c}_k = \frac{1}{N} \hat{c}_k^H B_j^H \text{diag} \left( \frac{\lambda_{j,1}\sigma^2}{\sigma^2 + p^T K \lambda_{j,1}}, \ldots, \frac{\lambda_{j,M}\sigma^2}{\sigma^2 + p^T K \lambda_{j,M}} \right) B_j \hat{c}_k \leq \frac{\sigma^2}{N p^T K} \hat{c}_k^H \hat{c}_k. \tag{88}
\]

As \( M, N \) go to infinity with \( N/M = q \),
\[
0 \leq \frac{\hat{c}_k^H F_j \hat{c}_k}{M^2} \leq \frac{\sigma^2}{p^T K M^2 N} \xrightarrow{a.s.} 0, \tag{89}
\]
where the last equality follows from the fact that the power of \( \hat{c}_k \) is in the order of \( M \). Thus, as \( M, N \) go to infinity with \( N/M = q \),
\[
\frac{\hat{c}_k^H F_j \hat{c}_k}{M^2} \xrightarrow{a.s.} 0. \tag{90}
\]

Substituting \( \frac{\hat{c}_k^H \hat{c}_k}{M} \) in (37), \( \frac{\hat{c}_k^H \hat{c}_j}{M} \) in (38), and \( \frac{\hat{c}_k^H F_j \hat{c}_k}{M^2} \) in (90) into (86), as \( M, N \) go to infinity with \( N/M = q \), we have
\[
\gamma_k(\phi) - \bar{\gamma}_k(\phi) \xrightarrow{a.s.} 0, \quad \forall k, \tag{91}
\]
where
\[
\bar{\gamma}_k(\phi) = \beta_k^{IU} \beta_k^{BI} \frac{E_k \phi^H \hat{C}_k \phi}{N\sigma^2}. \tag{92}
\]

From (41), Theorem 2 is thus proved.
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