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Zusammenfassung—High-resolution representations are important for vision-based robotic grasping problems. Existing works generally encode the input images into low-resolution representations via sub-networks and then recover high-resolution representations. This will lose spatial information, and errors introduced by the decoder will be more serious when multiple types of objects are considered or objects are far away from the camera. To address these issues, we revisit the design paradigm of CNN for robotic perception tasks. We demonstrate that using parallel branches as opposed to serial stacked convolutional layers will be a more powerful design for robotic visual grasping tasks. In particular, guidelines of neural network design are provided for robotic perception tasks, e.g., high-resolution representation and lightweight design, which respond to the challenges in different manipulation scenarios. We then develop a novel grasping visual architecture referred to as HRG-Net, a parallel-branch structure that always maintains a high-resolution representation and repeatedly exchanges information across resolutions. Extensive experiments validate that these two designs can effectively enhance the accuracy of visual-based grasping and accelerate network training. We show a series of comparative experiments in real physical environments at https://youtu.be/Jhdp-xHsFYY.

Index Terms—Perception for Grasping and Manipulation; Object Detection, Segmentation and Categorization; Deep Learning in Grasping and Manipulation

I. INTRODUCTION

Since the world’s first robot in 1960s, robots have been playing more and more roles in intelligent manufacturing, domestic services, etc. Pick and place is one of the basic skills in robot manipulation. Choosing appropriate grasping position and pose based on visual perception is crucial for such manipulations.

As a variant of convolutional neural networks (CNN) [1]–[7], deep CNNs have become the engine of visual perception and recognition. Considerable progress including LeNet [8], AlexNet [9], VGGNet [10], and ResNet [11] advances and improves the perceptual capacity of the models. Although the aforementioned models were initially designed for natural image classification, a lot of subsequent works in the robotic community adopt the architecture used in these models as their backbone. However, the robotic visual perception tasks are quite different from the classical natural image processing tasks. Typical applications in industrial robots, such as assembling and drilling, not only require recognition of different objects but also manipulation of them in various scenarios. Unlike general visual classification that only needs semantic representation of objects, robotic perception tasks more rely on accurate spatial information of the objects. This is because the model often encounters objects that are not seen in the dataset of training.

In this work, we focus on retaining the details of the representation. Previous approaches mainly used encoder and decoder structures, and U-Net [12] like networks can extract features well and contain rich semantics. However, spatial information can lose when recovering high-resolution representations from the encoded low-resolution representations, resulting in inappropriate predictions and failure of grasping tasks. As shown in Fig. 1, the workspace is cluttered with various objects. When approaching to the target object, the claw touches an adjacent object and thus fails in grasping the target object. To address this issue, we present a novel neural network design paradigm for robotic visual grasping as shown in Fig. 2. It is a parallel-branch structure that maintains a high-resolution representation and repeatedly exchanges information across resolutions. The model not only reaches the state-of-the-art results on several mainstream datasets (99.5% in Cornell\textsuperscript{1} [13] and 96.5% in Jacquard [14]), but also perform well in various grasping-related applications in physical environments. To unravel the role of components in our model, the ablation experiments are performed. It is also found that high resolution is crucial for robotic perception tasks. Our insight is that the model should more focus on the configuration information, e.g., object position, shape, etc, so that stronger perception

\textsuperscript{1}Cornell dataset: http://pr.cs.cornell.edu/grasping/rect_data/data.php.
can be obtained to facilitate robotic grasping. The main contribution of this paper can be summarised as follows:

- To the best of our knowledge, it is one of the first attempts to explore the high-resolution feature map for improved perception quality in robotic visual grasping.
- We develop an online closed-loop robotic grasping framework that dynamically adjusts the motion of the end-effector based on real-time visual detection.
- Extensive comparison results and physical experiments show the advantages of maintaining high-resolution features in the robotic perception framework.

Related Work: Robot grasping in general consists of three main components: grasping detection, trajectory planning, and motion control. Grasping detection is to generate an executable grasping configuration that maximizes the success rate of grasping tasks. These methods broadly fall into two categories: geometry-driven methods and data-driven methods. Geometry-driven approaches generally obtain a grasp by analyzing and calculating the geometry and kinematics of the physical model. A major limitation is that geometry-driven approaches typically assume a known physical model, which is not often available or accurate in practice. Data-driven approaches are mostly based on learning methods and usually require a large number of human-labeled samples. Prior classical methods used handcraft feature engineering for vision-based grasping [15]. With the flourishing of deep learning, end-to-end training approaches are being gradually used instead. Learning-based methods show their potential in robotic grasping. The method of representing the grasp pose by a grasping rectangle is proposed by [16]. The work [2] proposes a two-state solution, where the first step is to generate a large number of grasp rectangles and the second stage evaluates the quality of each rectangle and chooses the best one among them. Recent works [2], [17]–[20] utilize deep neural networks to complete the grasping detection task, in which convolution neural networks are applied to perform vision-based grasping from raw sensor inputs. Afterwards, region proposal network (RPN) [21] is introduced into grasping planning by [22]. The RPN is primarily designed to regress the bounding box of objects and avoid sampling candidate boxes, reducing the time complexity. On the other hand, larger and deeper models [5], [23], [24] are also used to improve the performance of grasp detection. Kumra et al. [5] present a 50 layers ResNet and achieve high accuracy. So far, the majority of these algorithms are based on encoder and decoder architecture. However, extensive experiments show that this method is very sensitive to the distance between the object and the camera and the clutter of the workspace on the grasping task, which often leads to failure of the grasping task due to poor prediction of position and pose.

II. BACKGROUND AND PROBLEM FORMULATION

A. Grasp Representation

Our network output consists of three feature maps \( Q, \Phi, \) and \( W \), which are of the same size as the input raw depth image as shown in Fig. 2. We introduce \( Q \) to better reflect the likelihood of a successful grasp when each pixel in the image is used as the center of the grasp rectangle, the parameters in the grasping quality score \( Q \) take values between 0 and 1. When the value of a place in the quality score \( Q \) is closer to 1, it means that the probability of a successful grasp at that location is higher. Subsequently, the best grasping point can be obtained by retrieving the grasping quality score \( g^* = \arg \max_{\Phi} g_i. \) \( \Phi \) is an image that describes the grasp angle to be executed at each point \( p \). Since the antipodal grasp is symmetrical around \( \pm \frac{\pi}{2} \) radians, the angles are given in the range \( [-\frac{\pi}{2}, \frac{\pi}{2}] \). \( W \) is an image that describes the gripper width to be executed at each point \( p \). To allow for depth invariance, the variable \( z \) is in the range of \([0, 150]\) pixels, which can be converted to a physical measurement using the depth camera parameters and the measured depth. In this work, we adopt a five-dimensional dynamic evolution for the parallel gripper to represent the grasp representation. The corresponding gripping configuration includes grasping center point \( p = (x, y) \), rotation angle \( \theta \), the width of robot manipulation gripping jaws \( w \) in \( p \) and height \( z \) of end-effector. A complete grasping rectangle \( g \) can be defined as

\[
g = (x, y, \theta, w, z), (x, y) \in W, \theta \in \Phi, w \in W
\]  

To calculate the predicted position and pose, we just need to search for the maximum value in \( Q \) to get the coordinates of the best grasping point \( (x^*, y^*) = \arg \max_{Q} (x, y) \). Then, based on the coordinates of this point \( p = (x^*, y^*) \), \( w \) and \( \phi \) can be obtained directly in the width map \( W \) and angle map \( \Phi \), so that the predicted grip position and pose are completely known. The distance \( z \) of the jaws from the object is measured by the depth camera, which takes into account the size of the jaws and the placement of the camera.

B. Problem Formulation

Given some labeled dataset (Cornell or Jacquard, etc.), select \( N \) samples \((x_1, x_2, ..., x_N)\), \( x_i \in \mathbb{R}^{H \times W} \), \( H \) and \( W \) are the height and width of the image, respectively. The objective of visual net is about how to construct a neural network \( F \) with parameters \( \Theta \) to ensure that the loss function is minimized after \( \Theta \) certain number of updates. The loss function is:

\[
L(\Theta) = \frac{1}{2N} \sum_i^N (F(x_i, \Theta) - y_i)^2
\]

where \( y_i \) is label corresponding image \( x_i \).

After obtaining the perception module, the next objective is to integrate it into the motion planning to online adjust manipulation trajectories to accomplish grasping tasks. In the following section, we’ll first show the current limitations of existing works and then propose our solution.

III. HRG-NET BASED GRASPING FRAMEWORK

A. Motivation

Feature extraction plays a crucial role in robotic visual grasping. One early approach [15] applied hand-crafted features to extract the grasping candidates, and then used methods of deep learning to stack convolutional layers and build abstract feature representation. Unlike the general supervised vision
The main characteristics of our model are i) parallel connections from high-resolution to low-resolution throughout all phases of the model, and ii) exchanges of information across different resolutions to enrich semantic information. Technically, the network first starts with a convolutional stem block, gradually stacks convolutional blocks with different resolutions, and connects them in parallel. In general, the features learned by HRG-Net are both semantically and spatially strong. This is because the convolutional blocks of different resolutions are linked in parallel rather than serially, which is more beneficial for learning accurate spatial position information. And our model consistently maintains a high-resolution feature representation, instead of shrinking the feature maps as in traditional encoders. In addition, there is an ongoing fusion of information among the different branches, making a wealth of information at the semantic level.

C. Vision-based Trajectory Planning

Initial visual predictions with far distance to complex objects is crucial for the overall grasping task. This section introduces a trajectory planning framework by leveraging HRG-Net that has better performance regarding this point. First, it is worth noting that our entire gripping is a closed-loop process that adjusts trajectories of the manipulation’s end-effector in real-time using visual information from the camera as feedback. It online captures input images as the end-effector moving close to the object vertically. Consequently, the choice of camera viewpoint plays an important role in the quality of visual detection. We apply an active perception technique [29] to calculate the next best viewing angle in real time with an eye-in-hand camera. Before completing the grasping task, let \( z_{\text{max}} \), \( z_{\text{obj}} \) denote the heights of the initial end-effector and the predicted height of the object. We can have a trajectory \((p_0, p_1, \ldots, p_i = (x, y, z) \in \mathbb{R}^3, (p_i[2] - p_j[2]) \times (i - j) > 0)\) with decreasing heights (from \( z_{\text{max}} \) to \( z_{\text{obj}} \)). During this process, the HRG-Net model is called when a new viewpoint is reached. Thus, we can obtain a series of predictions \((g_0, g_1, \ldots, g_i = F((\text{camera}(p_i), \Theta)) \) from the trajectory points \((p_0, p_1, \ldots)\), where \(\text{camera}(p_i)\) is the image captured by the camera at \(p_i\). Based on the direction of decreasing entropy of the grasping quality map \( Q \), the robot arm then executes the horizontal trajectory planning and descends in height at a specific rate. Our trajectory planning method can effectively avoid clutter or occlusion situations owing to multi-view in trajectory.

As a running example in Fig. 3, we can see that HRG-Net initially gives an inaccurate prediction (green solid rectangle) in Fig. 3 (a). At this point, the direct grasping based on offline motion planning may lead to a collision with the banana resulting the failure. By applying our method, as the end of the robot arm gradually approaches the workspace shown in Fig. 3 (b)-(c), the camera’s perspective decreases and the prediction will be more precise. Finally, when the height of the robotic manipulation’s end-effector does not reach the object i.e., \( z \geq z_{\text{obj}} \) in Fig. 3 (d), HRG-Net gives a most reasonable prediction from previous perception information.
Abbildung 3. These snapshots show that multiple calls of HRG-Net can improve grasping prediction performance. (a)-(d) reflect the multi-visual process of grasping an orange. The objects observed by the camera are shown using the point cloud in the simulation, and the green rectangular blocks are visualizations of the predicted grasping position and pose.

IV. EXPERIMENT

In this section, extensive experiments are carried out to answer why the robot perception models need to keep high-resolution representations. To demonstrate our metrics, experiment results including comparisons with baselines [5], [13], [25] that use sequential stacked convolutional layers.

A. System Setup

The 7 DoF Franka robot with 2-finger gripper is used to perform grasping. The RealSense D435 RGB-D camera is mounted on the end-effector of the robot for accurate predictions of gripping position and pose. Ubuntu realtime kernel is used to control the robot manipulation and an additional computer with a 3.6GHz Intel i7-9700k CPU and Geforce RTX 2080 Super GPU is used for the network deployment and computing. The system is built on ROS.

B. Implementation Details

For our high-resolution grasp model, we utilize AdamW optimizer [30] with an initial learning rate of $1e-4$ and weight decay of $5e-2$. The input resolution is cropped to $224 \times 224$ and the input batch is $I(N, C, H, W)$. The momentum of BN layer is set to 0.1. The batch size is set as 32 and the epoch is set as 50.

C. Experimental and Analysis in Datasets

We tested our method on two popular public datasets i.e., Cornell Dataset and Jacquard Dataset. The Cornell dataset contains a pair of 885 color maps and depth images with 5110 positive and 2909 negative labels labeled by hand. Considering that the Cornell dataset is relatively small and prone to overfitting, we performed a 5-fold cross-validation according to the evaluation criteria from the image perspective (IW) and the object perspective (OW), as in past works [2], [5], [31]. The input patterns and running times are considered in the comparison. The detailed results are shown in Table I. To show the performance of HRG-Net, we visualized part of the images used for validation in the Cornell dataset and the results are shown in Fig. 4 (a) - Fig. 4 (c). The Jacquard Dataset is a large synthetic dataset containing a total of 11k objects in 54k different scenes with a total of 1.1M successfully captured annotations, which is divided into 90% training set and 10% validation set. As shown in Table II, our method performs well in all three channels of RGB, Depth, and RGB-D. Also the depth images and RGB images behave closely on the dataset since the background and objects are relatively easy to be distinguished and are highly consistent with the contour boundaries of the objects.

D. Ablation Studies

Our HRG-Net is conceptually different from the traditional design in the robotics community. In contrast to the conventional models that build serial convolutions from high-resolution feature maps to low-resolution maps, our grasping model always maintains high-resolution representation through
the parallel branch. To evaluate the role of each component, ablation experiments are carried out on the HRG-Net. Fig. 4 (d) shows the accuracy achieved by the network with different architectures after 10 epochs of training, where the first one is the Fully Convolutional neural network (FCN) [39]. Clearly, it achieves an accuracy of about 60% after 10 epochs. By adding a residual block [11], the accuracy is significantly improved because it can enhance gradient propagation and effectively avoid network degradation. It achieves an accuracy of 73% after 10 epochs. On the other hand, instead of adding a residual block, we use U-Net as a backbone that got similar performance (75% after 10 epochs) as the FCN with a residual block. Whereas the original CNN suffers from information loss in the feature map due to the use of pooling layers and the fixed receptive field of convolutional kernels. The emergence of residual connections of HRG-Net alleviates this issue and improves the performance of the original CNN. U-Net [12] uses skip connections to merge detailed information from low-level layers to high-level layers to enhance model feature fusion and achieve the best results in non-parallel architecture. However, these three ways still do not leave the architecture of first downsampling and then upsampling, and for problems like grasping, when the object is far from the camera, it often only occupies a few pixel points. Therefore, errors brought by image upsampling are likely to lead to the failure of the grasping task. For this reason, HRG-Net keeps multiple feature maps of different sizes at the same time, and there exists information interaction between feature maps of different sizes. After testing, the accuracy of HRG-Net can reach 81% with the same training of 10 epochs, which is significantly better than other architectures. This is because such an architecture is able to obtain the rich semantic information in the low-resolution feature maps and maintain the accurate spatial information embedded in the high-resolution feature maps.

The last feature information is fused in the following two ways to generate relevant grasp representations. As in Fig. 7 (a), features from all branches at different resolutions are combined to predict the corresponding grasp configurations. In Fig. 7 (b), only the feature maps from the highest resolution branch are used to generate the final grasp representations. The performances of the two approaches over the Cornell and Jacquard dataset are shown in Table IV. We can see that the final output of the feature map with a mix of sizes gives a better result then the feature map considering only the highest resolution.

E. Experiments in real physical environments

To test the generalization capability of unseen objects, we selected novel objects that are not available in the dataset. We will design three sets of experiments for objects that do not appear in the dataset.
Abbildung 6. HGR-Net for a human-computer collaboration stack task.

Abbildung 7. The last two layers of Fig. 2 (a) Only output the representation from the high-resolution convolution stream. (b) Concatenate the (upsampled) representations that are from all the resolutions

not appear in these datasets, with the aim of highlighting the advantages of our algorithm.

In the first task, the robot manipulation needs to move all the objects on the table to the basket, the main challenge of this task is that the objects in the workspace are far away from the camera and may stick together, so it is very easy to receive interruptions from other objects in the process of grasping e.g., Fig. 1. In this experiment, we compared Chu [40] et al. and GG-CNN [25]. We found that Chu’s method took about 9 minutes and 15 seconds to complete the task, GG-CNN [25] took 8 minutes and 20 seconds to complete the task, and ours only needed 4 minutes and 13 seconds to complete the task. The main reason is the first two lose spatial accuracy due to downsampling, resulting in poor localization, and frequent interruptions by other objects adhering to the target object. In contrast, our model reduced the risk of imprecision of spatial information via a high-resolution feature map and downsampling. It is also found that several objects with sophisticated shapes are challenging to grasp in practice. For instance, the toy depicted in Fig. 5 has frequently bumped the gripper because of its tail.

In the second task, we consider the adaptability of different networks’ architecture to unseen objects, and compared with GG-CNN [25]. In our experiments, we tested the robustness of both methods to objects with random initial positions and dynamic objects (here the distance is less than 10cm) and found that both methods can have some adaptability, but our HRG-Net performs better. This can be seen in table III where we tested each method 100 times, 50 times for random positions, and 50 times for dynamic objects.

The last task is to build a block building, which requires robot manipulation to complete the grasping and placing the blocks in a specific order. The whole process needs to ensure that the block building does not fall down. The difficulty of this task is how to ensure accurate positioning and motion planning. Because our motion planning algorithm online predicts the optimal pose and pose during execution, and the size and position of objects from different viewpoints can vary greatly. The resulting error due to upsampling in GG-CNN [25] will be more obvious, which is reflected in the experiment that the blocks cannot be placed correctly. In contrast, HRG-Net performs well due to its capability of high-resolutions. Due to space limitation, we only include the screenshots of the experiments using HRG-Net in Fig. 6, and the detailed comparisons of performances can be found in the webpage: https://github.com/USTCzzl/HRG-Net.

V. Conclusion

In this paper, we propose a framework of robotic visual grasping that maintains high-resolution representations and connects the high-to-low resolution convolution streams simultaneously. Our design is effective in boosting the performance of perception tasks by using parallel branches and fusing information between different resolutions rather than a single branch stacked convolutional layers. Physical experimental results including comparisons with the mainstream baselines show that HRG-Net delivers better performance for a large margin on several datasets. In conclusion, accurate spatial information integrated with motion planning plays an important role as rich semantic information, and HRG-Net can better address problems of the far distance between the initial camera and target. Future work will further explore cases where grasping objects are too small or the depth of information is not obvious.
