Ghost Factors in Gauss Sum Factorization with Transmon Qubits
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A challenge in the Gauss sums factorization scheme is the presence of ghost factors — nonfactors that behave similarly to actual factors of an integer — which might lead to the misidentification of nonfactors as factors or vice versa, especially in the presence of noise. We investigate Type II ghost factors, which are the class of ghost factors that cannot be suppressed with techniques previously laid out in the literature. The presence of Type II ghost factors and the coherence time of the qubit set an upper limit for the total experiment time, and hence the largest factorizable number with this scheme. Discernability is a figure of merit introduced to characterize this behavior. We introduce preprocessing as a strategy to increase the discernability of a system, and demonstrate the technique with a transmon qubit. This can bring the total experiment time of the system closer to its decoherence limit, and increase the largest factorizable number.

I. INTRODUCTION

Qubit interference plays an important role in quantum algorithms, which can be used to solve some problems more efficiently than classical algorithms [1–4]. However, on present Noisy Intermediate-Scale Quantum (NISQ) era systems, noisy qubits are and will be prevalent, so arbitrarily long operations might be impractical on currently available architectures [5]. As such, quantum systems might lose their advantage over their classical counterparts due to decoherence effects.

A prime example on the impact of decoherence on quantum systems is Shor’s algorithm, which relies on the interference of superposed qubits in an intermediate step [6]. What on paper is a scheme that can outperform classical algorithms requires more than \(2 \log_2(N)\) qubits for the factorization of an integer \(N\) [7, 8]. This can be challenging due to the coherence times of present qubit technology, limiting experimental implementations to two-digit numbers [9, 10]. In fact, for a fault-tolerant execution of Shor’s algorithm with noisy qubits, the number of physical qubits needed greatly exceeds the ideal value required [11].

Therefore, textbook quantum schemes have to be tailored for use with NISQ-era systems in order to boost their applicability even in the face of noisy operations. In this paper, we adapt an integer factorization technique, one that utilizes the destructive interference of quantum phases, for use in a transmon qubit, and we limit the scope of this work to a single qubit.

Apart from Shor’s algorithm, other approaches to integer factorization have been suggested and demonstrated, including the use of quantum annealing [12–14], variational algorithms [15, 16], and Gauss sums [17–19]. In this paper, we turn to the lattermost technique for two reasons. Firstly, Gauss sum factorization have been demonstrated on many architectures, including nuclear magnetic resonance (NMR) systems [20, 21], Bose–Einstein condensates [22], multipath interferometers [23], with the optical Talbot effect [24, 25], and a variation has been proposed for Josephson phase qubits [26]. Its widespread use means that our findings should be applicable to a variety of systems. Secondly, while it does not provide a speedup over the classical case on its own [27], there are extended Gauss sum schemes with the promise of bringing together the robustness of Gauss sums with the speedup of Shor’s algorithm [28, 29]. As coherent control of entanglement between a larger number of qubits become possible, although not yet in the scale required for the direct implementation of textbook schemes, these hybrid schemes can be immediately useful.

The naive form of Gauss sum factorization takes advantage of the interference behavior of a quantum system, where the number to be factorized and various trial factors are worked into the parameters that govern the system’s evolution [30]. The protocol is designed so that the system constructively interferes when the trial factor is a factor, but destructively interferes if the trial factor is a nonfactor.

For Gauss sum factorization to be effective in NISQ-era architectures, the challenge of ghost factors have to be addressed. Ghost factors are nonfactors that behave similarly to actual factors, whose presence might cause the misidentification of factors as nonfactors or vice versa. Their scaling behavior have been previously studied, and it is known that to subdue the effect of ghost factors, the “truncation parameter” — the number of unitary gates
needed — has to be above a lower limit that scales with $N$ [31]. Monte Carlo methods to suppress ghost factors have also been utilised [12, 32].

However, as noted by Štefanák et al. [31], these methods only suppress a class of ghost factors, which we call Type I ghost factors. There is a gap in the examination of what we designate as Type II ghost factors, which are ghost factors not suppressed with the aforementioned methods. These Type II ghost factors become prevalent when the total experimental time is close to the coherence limit of the qubit. As the truncation parameter must be large for a large $N$, Type II ghost factors greatly restrict the size of the number that can be factorized. As such, it is of importance to also subdue Type II ghost factors to push the utility of the quantum schemes, even in the present NISQ era of noisy qubits and imperfect operations.

In this paper, we investigate the impact of Type II ghost factors on the Gauss sum factorization scheme, supplemented by both theoretical arguments and experimental demonstrations. The experiments are performed on a transmon qubit, and our experimental setup is detailed in Sec. II. In Sec. III, we lay out the theory of Gauss sums factorization, the Bloch-Redfield model to describe qubit decoherence, and the appearance of ghost factors. We show that Type II ghost factors limit the effectiveness of the scheme even where Type I ghost factors are suppressed, and the decoherence when the time of the experiment approaches the coherence time of the qubit sets an upper limit to the computation. We introduce a figure of merit that characterizes this upper limit, which we call discernability, in Sec. IV A.

In Sec. IV B, we introduce and experimentally demonstrate preprocessing as a technique to improve the ability of a system to discern factors and nonfactors in a Gauss sum factorization experiment, to push the utility of the scheme even as the system approaches its decoherence limit. Finally, in Sec. IV C, we address a discrepancy we encountered in our experimental results which required a phenomenological adjustment to the noise model, and suggest a possible direction for future works.

II. EXPERIMENTAL SETUP

In Fig. 1 the schematic diagram of the experimental setup is shown. Two transmon qubits are located in a rectangular copper 3D cavity with a bare resonant frequency of 4.517 GHz. The Q factor of the cavity is at 3050. The two transmons are thermalized at 9-12 mK and have resonant frequencies $\omega_q^{(A)} = 3.064$ GHz and $\omega_q^{(B)} = 3.266$ GHz. All experiments were performed with qubit A. The $T_1$ time of qubit A is 4.7 ± 0.5 $\mu$s. The $T_2$ time of qubit A is 1.9 ± 0.2 $\mu$s. For qubit A, using state tomography, we determine the $|0\rangle$ state fidelity to be 99.3% and the $|1\rangle$ state fidelity to be 98.9%. An arbitrary waveform generator (AWG5204 by Tektronix) is used to synthesize the pulses for qubit control and readout. Fixed amplitude single qubit gate operations vary in duration from 9 to 20 ns. Each experimental pulse sequence consists of the pulse train, followed by a 5 $\mu$s readout pulse and a 20 $\mu$s rest period for the qubit and cavity reset. This readout length provides the best signal to noise ratio for readout.

III. THEORY

A. Gauss Sum Factorization

Factorization using Gauss sums is motivated by the observation that the term exp($i2\pi n^2 N/l$) is one for a sequence of $n = 0, 1, \ldots$ when $N/l$ is an integer, but oscillates widely around the origin if not. Hence, for a number $N$ and a trial factor $l$, the average of the terms add up to unity when $l$ is a factor of $N$, but otherwise destructively interferes to a value less than one.

Furthermore, recognizing that these terms are akin to the phase factors that accumulate when operating a qubit in the equatorial plane of the Bloch sphere, a particular choice of pulse sequences can generate states whose phases are the Gauss sum terms. We adopt the pulse sequence laid out by Mehring et al. [21], given as a sequence of $\pi$-pulses about the axis $\cos(\phi_k)x + \sin(\phi_k)y$ with

$$\phi_k(l) = \begin{cases} 0 & \text{for } k = 0; \\ a_k(N)/l & \text{for } k > 0, \end{cases}$$

$$a_k(N) = (-1)^k \pi N(2k - 1)$$

FIG. 1. Block diagram of the experimental setup. The figure is divided into two parts, the room temperature electronics at the top, and the cryogenic electronics and the cryostat at the bottom. An arbitrary waveform generator (AWG) is used to synthesize the signals for qubit control and readout. The readout signals are upconverted and downconverted with an IQ mixer and a local oscillator. Both signals are combined and sent through the cryostat. The readout signal is then downconverted and parsed by an analog-to-digital converter (ADC).
where $N$ is the number to be factorized, and $l$ is the trial factor. This sequence, as shown in Fig. 2 gives

$$\text{Pr}(m; l, N) = \left\langle + \prod_{k=m}^{0} \hat{R}(\pi, \phi_k) \right| + \right) = \frac{1}{2} \left( 1 + C_N^{(M)}(l) \right), \quad (2)$$

$$<l, N>^{(M)} = \frac{1}{M+1} \sum_{m=0}^{M} \text{Pr}(m; l, N) = \frac{1}{2} \left( 1 + C_N^{(M)}(l) \right), \quad (3)$$

where $M$ is the maximum number of pulses used for each trial factor. The details are worked out in Appendix A.

The averaged probability $<l, N>^{(M)}$ acts as the signal of each trial factor in a Gauss sum factorization, and the magnitude of the signal indicates whether or not the trial factor is a factor or a nonfactor. Here, $c_N^{(m)}(l)$ and $C_N^{(M)}(l)$ are the real Gauss summands and sums,

$$c_N^{(m)}(l) = \cos \left( 2\pi m \frac{N}{T} \right) \quad (4)$$

$$C_N^{(M)}(l) = \frac{1}{M+1} \sum_{m=0}^{M} c_N^{(m)}(l), \quad (5)$$

The sum $C_N^{(M)}(l) = 1$ if $l$ is a factor of $N$, while $C_N^{(M)}(l) < 1$ if $l$ is not a factor of $N$. By performing the sum with trial factors $1 \leq l \leq \sqrt{N}$ and seeking out the peaks, we can work out the factors of a large number.

However, in practice, the presence of noise makes it difficult to discern between factors and nonfactors, as fluctuations and decays would make the Gauss sum of a factor less than one. Furthermore, there are ghost factors — nonfactors with Gauss sums that are very close to one, which might cause a misidentification of a ghost factor as a factor or vice versa. Therefore, in the experimental implementation of Gauss sums, the effect of noise must be considered.

B. Bloch-Redfield Theory

To study the effect of decoherence on Gauss sums, we turn to the Bloch-Redfield master equations that describes the evolution of an initial state $\hat{\rho} = \ket{\psi}\bra{\psi}$, where $\ket{\psi} = \alpha|0\rangle + \beta|1\rangle$, that is weakly coupled to a noisy environment $\{33\}$. 

$$\hat{\rho}_{BR} = \left( \begin{array}{cc} 1 + \left( |\alpha|^2 - 1 \right) e^{-\Gamma_1 t} & \alpha \beta^* e^{i \delta \omega t} e^{-\Gamma_2 t} \\ \alpha^* \beta e^{-i \delta \omega t} e^{-\Gamma_2 t} & |\beta|^2 e^{-\Gamma_1 t} \end{array} \right) \quad (6)$$

Here, $\delta \omega = \omega_q - \omega_d$ is the difference between the qubit and driving frequency, $\Gamma_1 = 1/T_1$ with the relaxation time $T_1$, and $\Gamma_2 = 1/T_2$ with the dephasing time $T_2$.

A density operator $\hat{\rho}$ can also be vectorized into a column vector $|\tilde{\rho}\rangle$ as

$$|\tilde{\rho}\rangle = \text{vec}(\hat{\rho}) \equiv \frac{1}{\sqrt{2}} \left( \begin{array}{c} \alpha \beta^* + \alpha^* \beta \\ i(\alpha \beta^* - \alpha^* \beta) \\ |\alpha|^2 - |\beta|^2 e^{-\Gamma_1 t} \end{array} \right) = \frac{1}{\sqrt{2}} \left( \begin{array}{c} 1 \\ r_x \\ \sqrt{r_y^2 + r_z^2} \end{array} \right) \quad (7)$$

where $r = (\langle \hat{\sigma}_x \rangle, \langle \hat{\sigma}_y \rangle, \langle \hat{\sigma}_z \rangle)^T$ with $0 \leq |r|^2 \leq 1$.

In this vectorized form, a unitary operator $\hat{R}(\theta, \hat{n})$ acting on a density operator $\hat{R} \hat{\rho} \hat{R}^\dagger$ is simply a matrix multiplication $\hat{R}(\theta, \hat{n}) |\tilde{\rho}\rangle = \hat{R} |\tilde{\rho}\rangle$, where $\hat{R}(\theta, \hat{n})$ is a 3D rotation matrix that acts on the Bloch vector $r$.

Performing the same treatment on the Bloch-Redfield density operator,
The operation $R(\pi, \phi)$, a $\pi$-rotation around the axis $\cos(\phi)\hat{x} + \sin(\phi)\hat{y}$, commutes with both the amplitude damping and pure dephasing processes, while its commutation relation with a $z$-rotation is $R(\delta\omega, \hat{z})R(\pi, \phi) = R(\pi, \phi)R(-\delta\omega, \hat{z})$. So,

$$\cdots R(\pi, \phi_{k-1}) \mathcal{A}P R(\delta\omega, \hat{z}) R(\pi, \phi_{k}) \mathcal{A}P R(\delta\omega, \hat{z}) \cdots = \cdots R(\pi, \phi_{k-1}) R(\pi, \phi_{k}) \mathcal{A}^{2}P^{2} \left( -\delta\omega, \hat{z} \right) R(\delta\omega, \hat{z}) \cdots$$

$$= \cdots R(\pi, \phi_{k-1}) R(\pi, \phi_{k}) \mathcal{A}^{2}P^{2} \cdots$$

(9)

The expected measurement under this decay model is

$$\langle \varrho_{+\hat{z}} \rangle = \prod_{k=m}^{0} R(\pi, \phi_{k}) \mathcal{A}^{m+1}P^{m+1} \langle \varrho_{+\hat{z}} \rangle$$

(10)

where $|\varrho_{+\hat{z}}\rangle = (1, 1, 0, 0)^T/\sqrt{2}$ is the state in the $+\hat{z}$ axis, which comes from our choice of the initialization pulses. If the delay between pulses is $\tau$ and the $\pi$-pulse time is $t_{\pi}$, this gives

$$\tilde{\Pr}(m; l, N) = \frac{1}{2} \left( 1 + \cos \left( 2\pi m^{2}N \right) e^{-\left( m+1 \right) \Gamma_{z}(\tau+t_{\pi})} \right)$$

(11)

with the tilde indicating the presence of decoherence due to noise in the Bloch-Redfield model. Hence, the noisy Gauss sum result is

$$\tilde{C}_{N}^{(M)}(l) = \frac{1}{M+1} \sum_{m=0}^{M} \cos \left( 2\pi m^{2}N \right) e^{-\left( m+1 \right) \Gamma_{z}(\tau+t_{\pi})}.$$  

(12)

This is exactly the phenomenological fit used in an earlier Gauss sum experiment [21].

C. Ghost Factors

Eq. [5] with $M = l - 1$ includes every unique summand, since subsequent summands $m = k$ to $kl - 1$ for $k = 1, 2, \ldots$ are repetitions of the first sum. $M$ also corresponds to the maximum number of pulses used for each trial factor. Since the factorization of large $N$ requires large trial factors, it can be impractical to perform a complete Gauss sum due to decoherence limits. In practice, the truncated Gauss sum with some constant $M < l_{\text{max}} - 1$ is used.

The choice of $M$ is important as choosing a low number of pulses might not allow the summands to interfere enough to reduce the signal of a nonfactor adequately. This is especially true for larger trial factors, where many terms might be needed before it converges to a value close to its full sum. These appear as ghost factors: nonfactors whose signals are close to that of a factor, which makes it difficult to differentiate the two. Previous theoretical work on truncated Gauss sums set a lower limit for the number of pulses required as $\sqrt{N}/4 \leq M [31]$. As it turns out, this only addresses a subset of ghost factors. Here, it is useful to categorize the types of trial factors as

1. Factors that divide $N$, which includes both prime factors of $N$ and their products,
2. “Well-behaved” nonfactors that decays quickly within a few pulses,
3. Type I ghost factors that take a large number of pulses to decay,
4. Type II ghost factors that plateau at some value.

While Type I ghost factors can be suppressed by increasing the number of pulses $M$ used, the same cannot be done for Type II ghost factors, even with a large $M$. As such, we consider the effects of Type II ghost factors in the cases where Type I ghost factors are already suppressed (that is, the lower limit for $M$ is already met).

Any rational number can be reduce to the form $\frac{p}{q} = \text{integer} + \frac{p}{q}$, where $p < q, p$ and $q$ are co-prime. Explicitly, $q = l/\gcd(N, l)$ and $p = (N/\gcd(N, l)) \mod q$. Then,

$$C_{N}^{(M)}(l) = C_{p}^{(M)}(q) = \frac{1}{M+1} \sum_{m=0}^{M} \cos \left( 2\pi m^{2}P \right) q^{\frac{p}{q}}.$$  

(13)

so $p$ and $q$ completely determine its behavior. Treating the cosine as the real part of a point in the complex plane, it is clear that the points traversed by this sum are the $q$-th roots of unity.

Type II ghost factors occur when the terms oscillate within a smaller subset on the right half of the complex plane. An example is with $N = 3 \times 7 \times 83 \times 151$ and $l = 12$. The reduced fraction of $N/l$ gives $p = 3$ and $q = 4$, which alternates between 1 and 1 in the complex plane, so the measurement outcome oscillates between 1 and 0.5 for each $k$, resulting in $\Pr(m) \approx 0.75$ overall.
Another example, with the same \( N \) and \( l = 15, 35, 105, \) 1245, gives the reduced fraction with coprimes \( q = 5 \) and \( p = 1, 4, 3, 2. \) The \( p = 1 \) branch always ends up being on the right side of the plane as the first step involves a single rotation \( 2\pi/q \) away from the starting point. Hence, the \( p = 1 \) branch gives the worst ghost factor for a given \( q. \)

The sum of the form \( \sum_{m=0}^{q-1} e^{-i2\pi m^2/q} \) has been previously worked out by Gauss \cite{34,35}, and by taking the real component of the result, we find

\[
\langle \Pr(p = 1, q) \rangle^{(q-1)} = \frac{1}{2} \left( 1 + \frac{1}{q} \sum_{m=0}^{q-1} \cos \left( \frac{2\pi m^2}{q} \right) \right) = \frac{1}{2} \left( 1 + \frac{1}{\sqrt{q}} \right) \text{ if } q \mod 4 = 0, 1; 0 \text{ otherwise.}
\]

A trial factor meets this condition when it is of the form \( l = (4k + \lambda) \times n \) where \( \lambda = 0, 1, \) integer \( k \geq 1, \) and \( n \) divides \( N. \)

From Eq. (14), Type II ghost factors get smaller with larger \( q. \) Note that this involves the full sum from \( m = 0 \) to \( q-1. \) However, since the worst-case scenarios occur at small \( q, \) the problematic factors of interest will have gone through several complete cycles after the lower limit of \( M \) have already been met, so the final average \( \langle \Pr(p = 1, q) \rangle \) will be approximated by this sum.

We reiterate that Type II ghost factors cannot be improved with large \( M, \) since increasing the number of pulses only duplicates the above sum several times with some extra terms coming from incomplete cycles of \( (0, q-1). \) In fact, as \( M \to \infty, \) the contributions of these extra terms become negligible, and \( \langle \Pr(p = 1, q) \rangle \) becomes exactly the value given by Eq. (14).

A consequence of the above is that the Type II ghost factors limit the ability for us to discern between factors and nonfactors. The presence of \( q = 4 \) ghost factors mean that \( \langle \Pr(\text{factor}) \rangle - \langle \Pr(\text{nonfactor}) \rangle \leq \frac{1}{2} (1 - 1/\sqrt{4}) = 1/4, \) which can be a narrow margin in the presence of noise. This value also determines where we would place the cutoff between factors and nonfactors, as setting it too low (and close to the worst nonfactor) would cause us to misidentify nonfactors as factors, while the converse would cause us to misidentify factors as nonfactors.

Furthermore, this difference becomes zero after a long time due to decoherence, whether it is because both states relax to the ground state or because both dephase to a completely mixed state. As such, the study of this worst-case scenario is an important practical consideration when implementing Gauss sum factorization experimentally. To that end, we will take a closer look at this in the next section.

\[\text{IV. RESULTS}\]

\[\text{A. Discernability}\]

As we have seen, the signal difference between factors and nonfactors is bounded above by Type II ghost factors. Practically speaking, given the result of a Gauss sum factorization experiment, we wish to choose a \( \langle \Pr \rangle_{\text{cutoff}} \) to identify all \( l \) such that \( \langle \Pr(l) \rangle > \langle \Pr \rangle_{\text{cutoff}} \) to be factors, and all \( l \) such that \( \langle \Pr(l) \rangle < \langle \Pr \rangle_{\text{cutoff}} \) to be nonfactors. Previous work suggests the use of the worst nonfactor as the cutoff \cite{20}, which is \( \langle \Pr \rangle_{\text{cutoff}} = 0.75 \) in our case, but this does not take into account decoherence, which might cause the signal of a factor to fall below that threshold.

Instead, an improved cutoff would be halfway between the expected signal of the factor and the worst nonfactor

\[
\langle \Pr \rangle_{\text{cutoff}} = \frac{1}{2} \left( \hat{c}_N^{(m)}(\text{worst nonfactor}) + \hat{c}_N^{(m)}(\text{factor}) \right). \tag{15}
\]

This not only accounts for the decoherence of the qubit, but also allows for some leeway for fluctuations and measurement errors. An illustration of this is shown in Fig. 3.

We multiplied the value of each Gauss sum term with a random number sampled from a normal distribution with a standard deviation of 0.04 to simulate the presence of measurement noise. The cutoff calculated using Eqs. \((12) \) & \((15) \) is placed where the signal of the factors can fluctuate without crossing over the threshold.

To study this in more detail, we define the discernability of an experimental implementation of a Gauss sum
factorization
\[
D(M, N) \equiv 2 \left( \langle \text{Pr(factor, } N) \rangle^{(M)} - \langle \text{Pr(worst ghost factor, } N) \rangle^{(M)} \right)
\]
\[
= \tilde{C}_N^{(M)}(\text{factor}) - \tilde{C}_N^{(M)}(\text{worst ghost factor}).
\]

At this point, the definition does not prescribe the worst ghost factor, to allow for experimenters to skip past known nonfactors to improve the signal. This can be done by preprocessing the number to be factorized, which will be covered in Sec. [IVB]

The factor of two sets the discernability within the range [0, 1] when factors can be discerned from nonfactors. The former holds when the qubit completely decoheres, while the latter holds when all ghost factors are eliminated, leaving only “well-behaved” ghost factors such that \( D = 2(1 - 0.5) = 1 \). Meanwhile, \( D < 0 \) means that the signal of the nonfactor exceeds the factor, so a misidentification will occur with certainty.

We juxtapose this to the contrast \( V \) used in other Gauss sum factorization experiments [21, 36], which is an adaptation of the Michelson contrast [37] to the Gauss sum factorization scheme. Contrast is given by
\[
V = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}} = \frac{1 - a}{1 + a},
\]
where
\[
a = \frac{1}{\text{no. of nonfactors}} \sum_{\text{nonfactors } l} \left| C_N^{(M)}(l) \right|
\]
\[
= \frac{1}{\text{no. of nonfactors}} \sum_{\text{nonfactors } l} 2 \langle \text{Pr}(l, N) \rangle^{(M)} - 1
\]
with \( a \), the average over the absolute values of the Gauss sums of nonfactors, playing the role of the minimum intensity. The contrast reflects the overall performance of the system, and is a useful gauge of the effectiveness of a particular Gauss sum factorization.

On the other hand, the discernability quantifies the system at its worst behavior. It does not supplant contrast as a descriptor of the system’s overall performance, but rather serves to indicate the limits of the Gauss sum factorization where noise might render the scheme ineffective. This is useful as an indicator when pushing a system to its decoherence limits, while achieving a target discernability to maintain the effectiveness of the factorization scheme.

We apply the results from the Bloch-Redfield equation to investigate the behavior of discernability in the presence of noise. If all trial factors are present, the worst Type II ghost factor occurs for \( q = 4 \), and the summands of the factor and ghost factor follow a \( T_2 \) decay given by
\[
C_N^{(m)}(\text{factor}) = C_N^{(m)}(q = 1) = e^{-(m+1)\Gamma_2(\tau+t_{\pi})}
\]
\[
C_N^{(m)}(\text{worst ghost factor}) = C_N^{(m)}(q = 4)
\]
\[
= \begin{cases} e^{-(m+1)\Gamma_2(\tau+t_{\pi})} & \text{for even } m; \\ 0 & \text{for odd } m. \end{cases}
\]

This gives the Gauss sums
\[
\tilde{C}_N^{(M)}(q = 1) = \frac{1}{M+1} \sum_{m=0}^{M} e^{-(m+1)\Gamma_2(\tau+t_{\pi})}
\]
\[
= 1 - e^{-(M+1)\Gamma_2(\tau+t_{\pi})} / (M+1)(e^{\Gamma_2(\tau+t_{\pi})} - 1),
\]
\[
\tilde{C}_N^{(M)}(q = 4) = \frac{1}{M+1} \sum_{m=0}^{M/2} e^{-(2m+1)\Gamma_2(\tau+t_{\pi})}
\]
\[
= 1 - e^{-(2M/2+2)\Gamma_2(\tau+t_{\pi})} / (M+1)(e^{\Gamma_2(\tau+t_{\pi})} - e^{-\Gamma_2(\tau+t_{\pi})})
\]
\[
\approx 1 - e^{-(M+2)\Gamma_2(\tau+t_{\pi})} / (M+1)(e^{\Gamma_2(\tau+t_{\pi})} - e^{-\Gamma_2(\tau+t_{\pi})}).
\]

In the last step, we approximate \(|M/2| \approx M/2\) as \( M \) is generally large when the lower limit for the \( M \) for suppressing Type I ghost factor is met. The discernability is the difference, given by
\[
D(M, N) = 1 - e^{-\Gamma_2(\tau+t_{\pi})} / (M+1)(e^{2\Gamma_2(\tau+t_{\pi})} - 1).
\]

At large \( M \), \( D \to 0 \), which is the statement that it gets increasingly difficult to discern the factors and nonfactors as the number of pulses increase.

The discernability of a system can be thought of as the tolerance of the Gauss sum factorization to measurement uncertainty. This is illustrated in Fig. 4, where we have plotted the experimental behavior of a factor and a ghost factor with the cutoff calculated with Eq. [15], and the experimental and theoretical discernability from Eq. [22]. We applied a long sequence of pulses for a factor (\( l = 21 \)) and the worst ghost factor (\( l = 28 \)), which has \( q = 4 \) with pulse delay \( \tau = 30 \) ns and \( \pi \)-pulse time \( t_{\pi} = 25 \) ns. We performed a fit shown in Fig. 4(b) to find \( T_2 = 3.6 \pm 0.5 \) ms. Graphically, the \( D \) plotted in Fig. 4(d) is twice the gap between the factors (upper solid line) and nonfactors (lower solid line) shown in Fig. 4(c). The discernability is reduced at very small \( M \), where the nonfactor is not yet sufficiently suppressed, and at large \( M \), where the decoherence of both the factor and nonfactor causes the separation between the two to close. We can tolerate a much smaller discernability in a system where measurement uncertainty is low, but a larger discernability would be needed in a noisy system for a bigger allowance for fluctuations without the misidentification of factors or nonfactors.

In that sense, for a target \( D_{\text{target}} \), we require \( M < M_{\text{max}} \), with \( M_{\text{max}} \) given by inverting Eq. [22] and taking the principal branch of the Lambert W function to find
\[
M_{\text{max}} = M_0 W \left( \frac{-e^{\frac{1}{\mu D_{\text{target}}} - 1}}{M_0 \mu D_{\text{target}}} \right) + \frac{1}{\mu D_{\text{target}}} - 1,
\]
if we avoid trial factors that are multiples of either 4 or 5, we can eliminate these ghost factors and increase the discernability. To do so, we can reduce $N$ to another number $N^{(2)}$ does not have 4 or 5 as a factor. This is easily done as the divisibility tests for 2 and 5 are simple, and the integer division of a number is computationally cheap.

The exact steps are as follows:

1. If $N$ is even, divide $N$ by 2 until an odd number $N^{(1)}$ is obtained. Store the number of divisions as $n_2$.

2. If the last digit of $N^{(1)}$ is 5, divide $N^{(1)}$ by 5 until a number $N^{(2)}$ without 5 as the last digit is obtained. Store the number of divisions as $n_5$.

3. Perform Gauss sum factorization on $N^{(2)}$ with odd trial factors that are not multiples of 5. The prime decomposition of $N$ is $2^{n_2} \times 5^{n_5} \times \{\text{prime decomposition of } N^{(2)}\}$.

With this approach, the worst remaining Type II ghost factor is at $q = 9$, which brings the upper limit of the discernability up to $D \leq (1 - 1/\sqrt{5}) = 0.67$, an improvement over the unprocessed case $D \leq 0.5$. This improvement can make it far easier to discern between factors and nonfactors, especially when the total time of the pulse train approaches the decoherence limit of the qubit.

We consider such a situation in our experimental setup. First, we performed the Gauss sum factorization with $M = 17$, with and without preprocessing, and the qubit and driving frequency on resonance. On resonance, the coherence time is $T_2 = 3.5 \pm 0.5 \mu s$, and the results are shown in Fig. 5b. Then, we intentionally introduced noise by randomly detuning the driving frequency of the qubit away from resonance, such that $\omega_d = \omega_0 - \delta$, where $\delta$ is sampled from a uniform distribution with $\delta \in [0, 2\pi \times 250 \text{ MHz}]$, reducing the coherence time of the system to $T_2 = 0.4 \pm 0.2 \mu s$. Hence, when noise is intentionally introduced, the qubit is operating in a region where the total experiment time $17 \times (\tau + t_x) = 9.4 \mu s$ exceeds the coherence time. The results of the qubit operated at this region is shown in Fig. 5b.

Type II ghost factors like those at $l = 4$ and $l = 36 (q = 4)$, $l = 15$ and $l = 145 (q = 5)$ are eliminated, leaving a clear separation between the actual factors and the nonfactors. Quantitatively, the discernability increases from $D = 0.198 \pm 0.006$ to $D = 0.402 \pm 0.006$ on resonance, and $D = -0.032 \pm 0.008$ to $D = 0.240 \pm 0.008$ detuned, where the uncertainties are calculated by propagating the standard error of the signal of the factors through Eq. (16). The drastic improvement in discernability can be verified visually when comparing panels (a) with (c), and (b) with (d), in Fig. 5. Note also that $D < 0$ before preprocessing, which is because the nonfactor 4 will be misidentified as a factor no matter the choice of cutoff. This shows that preprocessing can improve the utility of the Gauss sum factorization scheme.

**B. Preprocessing**

From Eq. (14), the two worst ghost factors occur when the trial factors are certain multiples of 4 or 5. Hence, where $\mu = e^{\frac{-2\pi}{N}} - 1$ and $M_0 = T_2/(\tau + t_x)$. $M_0$, the ratio between the coherence time and pulse duration, is a naive estimate of the maximum circuit depth.

Hence, Type II ghost factors provide an upper bound for $M$ by taking into account the decreasing discernability with an increasing number of pulses. Together with a lower bound due to Type I ghost factors, this sets a limit to the largest factorizable number at $\sqrt{N/4} \sim M_{\text{max}}$.

There are two options to increase the largest factorizable number: increase the discernability of the system so that we can achieve $D_{\text{target}}$ with a larger $M$, or increase the ratio $T_2/(\tau + t_x)$. For the former, we introduce the technique of preprocessing in Sec. IVB. For the latter, this involves fitting a larger number of pulses within the coherence time of the qubit, which we explore in Sec. IVC.
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FIG. 5. Experimental results for the Gauss sum factorization of 263193 = \(3 \times 7 \times 83 \times 151\) with the total number of pulses \(M = 17\). The factors are labelled above the corresponding bar without arrows, and the cutoff from Eq. (15) is marked out with a dashed line. The qubit drive is on resonance in (a \& c) and with detuning noise in (b \& d). The noise is introduced by randomly detuning the qubit drive to \(\omega_d = \omega_q - \delta\), where \(\delta\) is sampled from a uniform distribution in the range [0, 2\(\pi\) \times 250 MHz]. The results are shown without preprocessing (a \& b) and with preprocessing (c \& d). In (a), ghost factors \(l = 28\) and \(l = 56\), labelled with arrows, are close to the cutoff, although there is no misidentification of factors and nonfactors. In (b), the ghost factor \(l = 4\) exceeds some of the factors, so there will be misidentification regardless of how the cutoff is adjusted. In addition, the ghost factors \(l = 15\) and \(l = 36\), labelled with arrows, exceed the chosen cutoff, so there is a risk of misidentifying these nonfactors depending on the choice of cutoff. In (c \& d), there is a clear separation between factors and nonfactors, and there is no longer any misidentification of either. The worst nonfactors after preprocessing are \(l = 27\) and \(l = 91\), labelled with arrows, which are the next worst ghost factors with \(q = 9\) and \(q = 13\).

C. Fitting More Pulses Within Coherence Time

Another method to increase the largest possible \(N\) is to increase the ratio \(T_2/(t_\pi + \tau)\), which corresponds to fitting more pulses within the \(T_2\) time of the qubit. One approach is to increase \(T_2\) or decrease \(t_\pi\), which is mostly an engineering challenge with regards to the experimental equipment used. On the other hand, we can also decrease the delay \(\tau\) between successive pulses. However, in doing so, we observed a behavior that will require an extension of the noise model beyond the Bloch-Redfield theory.

1. Decreasing Pulse Delay

In the previous sections, we have performed the pulse sequences with a delay \(\tau = 30\) ns, which is in the order of the \(\pi\)-pulse time \(t_\pi = 25\) ns. The results in Fig. 4 show that the experiments agree with the theoretical predictions, and the system does dephase with a characteristic time \(T_2\) independent of the pulse sequence.

However, when performing the pulse sequence with a much shorter pulse delay, we found the qubit to decay at a different rates: \(T_2^{(1)}\) for the factors and \(T_2^{(4)}\) for the nonfactor. \(q = 4\) ghost factor with \(T_2^{(4)} < T_2^{(1)}\). This is shown in Fig. 5(a). We repeated the procedure performed in Fig. 4(b) but with \(\tau = 1\) ns, and fitted the graph to find \(T_2^{(1)} = 8.2 \pm 0.5\) \(\mu s\) for the factor and \(T_2^{(4)} = 1.2 \pm 0.3\) \(\mu s\) for the nonfactor.

In lieu of these findings, the discernability was adjusted for the two \(T_2\) times as

\[D(M, N) = \tilde{C}_N^M(q = 1) - \tilde{C}_N^M(q = 4),\]

where \(\tilde{C}_N^M\) for both cases are given by Eqs. (20) \& (21). When the decay times are different, there are no equivalent closed-form expressions for Eqs. (22) \& (23), but they can be calculated numerically using the same procedure. This is done in Fig. 6(b), where we compare the adjusted discernability in Eq. (24) against the unadjusted discernability in Eq. (23) with the averaged decay.
The control pulses specify a filter function in the frequency domain, which filters out certain frequency ranges of the noise. Since the control pulses are determined by the trial factors in the Gauss sum calculations, there is a corresponding filter function for each trial factor. They are worked out in Appendix B and the filter functions for a factor and the worst ghost factor are shown in Fig. 7.

Two comments are in order. Firstly, our pulses sequences are built as a spin-echo-like pulse train, initially with the intention to remove the decoherence effect of detuning within the Bloch-Redfield model (see Eq. (10)). As such, the pulse sequence for a factor happens to be a Carr-Purcell-Meiboom-Gill (CPMG) pulse train, which in the limit of instantaneous pulses results in a Dirac-delta approximation \( \delta(\omega - \frac{n}{\tau}) \approx \delta(\omega - \frac{n}{\tau_0}) \) in the frequency domain centred around a target frequency that depends on the delay time between each pulse \( \tau \). The instantaneous pulse assumption approximately holds when \( \tau \gg \tau_\pi \).

The benefit of the filter function approach is that we are able to incorporate finite pulse time effects so that the delay time between each pulse can be reduced. This allows us to fit more operations within the coherence time of the qubit, like in our experimental implementation in the preceding discussion, where \( \tau \ll \tau_\pi \). As we can work out the filter function without the instantaneous pulse assumption, we can predict the region of the noise spectrum that will contribute to the decoherence of the qubit. Importantly, we see that the peak of the filter function is roughly the same as in the instantaneous case, so long as...
tal noise, which is beyond the scope of this experiment. done with knowledge of the spectrum of the environment model with the experimental data can only be made in Eq. (24), where the could be an explanation for the phenomenological adjustment of types of noise, the nonfactor always decays faster. This otherwise arbitrary, as we only wish to explore the qualitative aspects of the actual noise spectrum.

we calculate the filter function using \( \tau + t_\pi \) for the "pulse delay", that is, \( \delta(\omega - \frac{\pi}{2}) \rightarrow \delta(\omega - \frac{\pi}{2} + t_\pi) \). Increasing the number of pulses \( m \) still brings the filter function closer to the Dirac delta function, as it does in noise spectroscopy.

Secondly, the filter function caused by the \( q = 4 \) ghost factor spreads out over a wide range of frequencies. As the filter function is integrated over the spectrum, a broad portion of the environmental noise will contribute to the decoherence of the qubit. For this reason, it is likely that the qubit will decohere faster for a ghost factor, compared to a factor, where only a narrow region contributes. Whether or not this is true depends upon the actual noise spectrum.

For a sense of how this might be so, we use \( S(\omega) = \text{constant (white noise)} \) and \( S(\omega) \propto 1/\omega \) \((1/f \text{ noise})\) to calculate Eq. (25). These noise statistics are ubiquitous in electronics, and their presence and mechanism in superconducting qubits have been widely studied. The constants and proportionality factors are chosen so that the standard deviation for both noises are the same, but otherwise arbitrary, as we only wish to explore the qualitative properties of the filter functions shown in Fig. 7.

The resulting behavior is plotted in Fig. 8. For both types of noise, the nonfactor always decays faster. This could be an explanation for the phenomenological adjustment made in Eq. (24), where the \( T_2 \) time of a factor is an order of magnitude larger than worst ghost factor.

Undoubtedly, a quantitative comparison of this decoherence model with the experimental data can only be done with knowledge of the spectrum of the environmental noise, which is beyond the scope of this experiment. A possible approach to this is offered in Sec. V.C.

V. DISCUSSION

A. Type II ghost factors

We have shown that Type II ghost factors can affect a Gauss sum factorization computation even in regimes where Type I ghost factors might be suppressed. This is a drawback to the scheme, especially when pushing the limits of the number of digits of \( N \) to be factorized.

The effect of the Type II ghost factor can be characterized by the discernability \( D \), which can be found after measuring the \( T_2 \) time of the system when performing the pulse sequence for just the factor if the pulse delay is not much shorter than the \( \pi \)-pulse time. This determines the maximum number of pulses \( M \) possible by requiring that the measurement errors should be smaller than \( D \), which in turn sets a limit on the maximum factorizable number \( N \).

As discernability is a figure of merit tailored to Gauss sum factorization, a better estimate of this upper limit can be obtained, given that the tolerances of the experimental setup are known. For example, in the setup used in Fig. 1, the maximum number of pulses without considering the specifics of the Gauss sum factorization scheme is given by \( M_0 = T_2/(\tau + t_\pi) = 56.4 \). The lower bound of the coherence time is taken to provide a conservative estimate. Together with the lower limit \( \sqrt{N/4} < M_0 \), we find \( \log_{10}(N) < 7.6 \). Meanwhile, from the residual standard error in Fig. 4, the uncertainty in the signal is \( \delta \text{Pr} = 0.06 \). That means that \( D_{\text{target}} = 0.12 \) would be sufficient to separate factors from nonfactors with certainty. From Eq. (23), we find \( M_{\text{max}} = 225 \). With \( \sqrt{N/4} < M_{\text{max}} \), this implies \( \log_{10}(N) < 10.0 \).

Therefore, by incorporating the tolerances of the setup, the experimentalist can perform more pulses to factorize 10-digit numbers instead of 8-digit numbers, which is a large improvement. Importantly, because discernability is operationally twice the signal difference between the worst nonfactor and the factors, the chosen target discernability guarantees that they are operating in a regime where the factorization scheme is still effective. Furthermore, with preprocessing, which increases the discernability for a given coherence time, the maximum number of pulses can be further increased.

The same procedure can also be done when the pulse delay is much shorter than the \( \pi \)-pulse time, except with a phenomenological adjustment that requires the measurement of \( T_2 \) of the worst ghost factor. While it seems problematic that we can only predict the decay behavior of a trial factor after actually performing the measurement to obtain its coherence time, this worry can be alleviated with Eq. (13), which shows that the property of the trial factor in relation to \( N \) — which category it belongs to and the resulting coprimes \( p \) and \( q \) — determines the resulting filter function of the pulse sequences. Hence, we can measure the \( T_2 \) time of all factors by measuring the \( T_2 \) time for a known factor \((l = 1)\), and likewise for the worst Type II ghost factor by measuring the sys-
tem using a smaller $N$ and a known Type II ghost factor. These $T_2$ times can be fed back into Eqs. (15) & (24) to calculate the discernability and the cutoff. The discernability can be inverted to work out the upper limit for the number of pulses, and hence, the largest possible $N$.

**B. Preprocessing**

A strategy to improve the discernability would be to reduce $N$ to another number $N^{(k)}$ that is coprime to the worst few Type II ghost factors. In Sec. [VII][1] we provided the steps to remove the first two ghost factors to improve the discernability from to $D \leq 0.5$ to $D \leq 0.67$.

This method is easily extendable. For example, the next worst ghost factor $q = 9$ can be removed by performing a division test for 9 (by checking if the sum of digits of $N^{(3)}$ is a multiple of 9), and dividing $N^{(2)}$ by 9 until the division test fails to obtain $N^{(0)}$. The number of divisions by 9 is stored as $n_9$. Finally, Gauss sum factorization is performed on $N^{(3)}$ with trial odd trial factors that are neither multiples of 5 nor 9. The prime decomposition of $N$ is $N = 3^{2n_{9}+1}\times \ldots$ if $N^{(3)}$ is a factor of 3 and $N = 3^{2n_9}\times \ldots$ otherwise. This would improve the discernability further to $D \leq 0.72$.

**C. Noise Spectroscopy**

The filter function formalism potentially explains the differing $T_2$ times between factors and nonfactors in the presence of common types of environmental noise when shortening the pulse delay to a value much smaller than the pulse time. However, this claim has to be checked with experiment, which can only be done if we can reconstitute the actual noise spectrum of the environment.

One possibility to do so is to perform spectroscopy experiments on the qubit to measure the spectrum of the environmental noise, which will allow us to predict the decay of the nonfactors by numerically integrating Eq. (25) to find the associated $T_2$ times. This will lead us to a better estimate of the discernability, and predict the behavior of the qubit at large $m$, which is required when factoring larger numbers.

**VI. CONCLUSION**

We investigated the effects of decoherence and ghost factors in a Gauss sum factorization scheme. We found that Type II ghost factors limit the effectiveness of the computation, even in regimes where Type I ghost factors are suppressed. We introduced discernability as a measure of these limitations, which with the measurement uncertainty, sets an upper limit to the number of pulses that can be used. It also informs us about the cutoff choice, which sets the threshold that discriminates factors against nonfactors.

Furthermore, we introduced the use of preprocessing as a strategy to improve the discernability between factors and nonfactors, and demonstrated its use by experimentally implementing the scheme in a transmon qubit. Our experimental results corresponded well with the theory. Importantly, we showed that preprocessing enabled the Gauss sum factorization scheme to be useful even when the imperfect execution of the scheme in a NISQ device of the unmodified scheme gave the wrong results.

In the case where the pulse delay is much shorter than the pulse time, we required a phenomenological adjustment of the decoherence times as we discovered that the qubit decoheres at a different rate for different trial factors. We offered a likely explanation for this differing decoherence time with the filter function approach by demonstrating that the control pulses of a factor filters out a narrower range of the noise spectrum than that of a nonfactor, and that the nonfactor decohered faster than the factor for two common noise statistics.

However, we noted that the exact noise spectrum would be needed to confirm this quantitatively, and identified that a possible avenue of future research would be to perform noise spectroscopy on the environment to reconstitute the noise spectrum. This can lead to a better understanding of the system behavior when $\tau \ll t_\pi$, which would allow us to fit more operations within the coherence time of the qubit, and hence increase the upper limit to the number of digits that can be factorized.
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Appendix A: Resultant Rotations

With the pulse sequence shown in Fig. 2 the overall operation on the qubit is the resultant rotation $R(\gamma_m, \hat{n}_m) = \prod_{k=0}^{m-1} R(\pi, \phi_k)$. We find the final rotation using the Rodriguez formula for the product of two rotations $R(\gamma_m, \hat{n}_m) = R(\pi, \phi_m)R(\gamma_{m-1}, \hat{n}_{m-1})$ with

$$\cos \left( \frac{\gamma_m}{2} \right) = \cos \left( \frac{\gamma_{m-1}}{2} \right) \cos \left( \frac{\pi}{2} \right) - \sin \left( \frac{\gamma_{m-1}}{2} \right) \sin \left( \frac{\pi}{2} \right) \hat{n}_{\phi_m} \cdot \hat{n}_{m-1}$$

$$= - \sin \left( \frac{\gamma_{m-1}}{2} \right) \sin \left( \frac{\pi}{2} \right) \hat{n}_{\phi_m} \cdot \hat{n}_{m-1}$$
\[
\sin \left( \frac{\gamma_m}{2} \right) \hat{n}_m = \sin \left( \frac{\gamma_{m-1}}{2} \right) \cos \left( \frac{\pi}{2} \right) \hat{n}_{m-1} \\
+ \cos \left( \frac{\gamma_{m-1}}{2} \right) \sin \left( \frac{\pi}{2} \right) \hat{n}_{\phi_m} \\
+ \sin \left( \frac{\gamma_{m-1}}{2} \right) \sin \left( \frac{\pi}{2} \right) \hat{n}_{\phi_m} \times \hat{n}_{m-1} \\
= \cos \left( \frac{\gamma_{m-1}}{2} \right) \hat{n}_{\phi_m} + \sin \left( \frac{\gamma_{m-1}}{2} \right) \hat{n}_{\phi_m} \times \hat{n}_{m-1}
\]

where \( \hat{n}_{\phi_m} = \cos(\phi_m) \hat{x} + \sin(\phi_m) \hat{y} \).

This works out to be

\[
\hat{R}(\gamma_m, \hat{n}_m) = \begin{cases} 
\cos(\pi m^2 N^2 \sigma_z) + i \sin(\pi m^2 N^2 \sigma_z) & m \text{ even}, \\
\cos(\pi m^2 N^2 \sigma_z) + \sin(\pi m^2 N^2 \sigma_z) & m \text{ odd}.
\end{cases}
\]

In our setup, we have used \( \phi_1 = \phi_f = \pi/2 \), and measure the probability of finding the system in the \( |1 \rangle \) state,\]

\[
\Pr(m; l, N) = \left| \langle 0 | \hat{R}(\frac{\pi}{2}, \hat{y}) \hat{R}(\gamma_m, \hat{n}_m) \hat{R}(\frac{\pi}{2}, \hat{y}) | 1 \rangle \right|^2
\]

\[
= \left| \langle + | \hat{R}(\gamma_m, \hat{n}_m) + \rangle \right|^2
\]

\[
= \left( \cos \left( \pi m^2 N^2 \frac{\pi}{2} \right) \right)^2 \tag{A4}
\]

\[
= \frac{1}{2} \left( 1 + \cos \left( 2\pi m^2 \frac{N}{l} \right) \right).
\]

\[
R_\omega(\omega; m)
\]

\[
= -i\omega \int_0^t dt' R^{\text{ctrl}}(t') e^{i\omega t'}
\]

\[
= -i\omega \left\{ \int_0^\pi dt' e^{i\omega t'} + \int_{\pi}^{\pi + t_\pi} dt' R(\Omega(t' - \frac{\pi}{2}), \phi_0) e^{i\omega t'} + R(\pi, \phi_0) \int_{\frac{\pi}{2} + t_\pi}^{\tau + t_\pi} dt' e^{i\omega t'} + \right.
\]

\[
R(\pi, \phi_0) \left[ \int_{(\tau + t_\pi) + \frac{\pi}{2}}^{(\tau + t_\pi) + \frac{\pi}{4} + t_\pi} dt' R(\Omega(t' - (\tau + t_\pi + \frac{\pi}{4})), \phi_1) e^{i\omega t'} + \\
R(\pi, \phi_1) \int_{(\tau + t_\pi) + \frac{\pi}{4} + t_\pi}^{(\tau + t_\pi) + \frac{\pi}{2} + t_\pi} dt' e^{i\omega t'} + \right.
\]

\[
R(\pi, \phi_0) R(\pi, \phi_1) \left[ \int_{2(\tau + t_\pi) + \frac{\pi}{2}}^{2(\tau + t_\pi) + \frac{\pi}{4} + t_\pi} dt' R(\Omega(t' - (2(\tau + t_\pi + \frac{\pi}{4}))), \phi_2) e^{i\omega t'} + \\
R(\pi, \phi_2) \int_{2(\tau + t_\pi) + \frac{\pi}{4} + t_\pi}^{2(\tau + t_\pi) + \frac{\pi}{2} + t_\pi} dt' e^{i\omega t'} \right] + \\
\ldots
\]

\[
\right.
\]

\[
= \frac{1}{i\omega} \left( e^{i\omega \frac{\pi}{2}} - 1 + e^{i\omega \frac{\pi}{4}} \int_0^{t_\pi} dt' R(\Omega(t', \phi_0)) e^{i\omega t'} + e^{i\omega (\frac{\pi}{4} + t_\pi)} \frac{e^{i\omega \frac{\pi}{2}} - 1}{i\omega} R(\pi, \phi_0) \right) + \\
R(\gamma_0, \hat{n}_0) e^{i\omega (\tau + t_\pi)} \left[ e^{i\omega \frac{\pi}{2}} - 1 + e^{i\omega \frac{\pi}{4}} \int_0^{t_\pi} dt' R(\Omega(t', \phi_1)) e^{i\omega t'} + e^{i\omega (\frac{\pi}{4} + t_\pi)} \frac{e^{i\omega \frac{\pi}{2}} - 1}{i\omega} R(\pi, \phi_1) \right] + 
\]

### Appendix B: Gauss Sum Filter Function

The filter function is defined as

\[
g_{ij}(\omega) = \frac{1}{\omega^2} \left[ R_\omega(\omega) R_\omega^*(\omega) \right]_{ij}, \quad \text{(20 in main text)}
\]

\[
R_\omega(\omega) = -i\omega \int_0^t dt' R^{\text{ctrl}}(t') e^{i\omega t'}. \quad \text{(27 in main text)}
\]

For the Gauss sum sequence we have defined, for a particular value of \( m \), given that the qubit rotates at a frequency \( \Omega \) and takes \( t_\pi = \pi/\Omega \) time for a \( \pi \)-pulse,
\[
R(\gamma_1, \hat{n}_1) e^{i \omega t (\tau + t_s)} \left[ \frac{e^{i \omega \hat{z}} - 1}{i \omega} + e^{i \omega \hat{z}} \int_0^{t_s} dt' R(\Omega t', \phi_2) e^{i \omega t'} + \frac{e^{i \omega (\hat{z} + t_s)} e^{i \omega \hat{z}} - 1}{i \omega} R(\pi, \phi_2) \right] + \ldots
\]

Here, \( R(\gamma_{-1}, \hat{n}_{-1}) = 1 \) for the \( m = 0 \) case to hold. From Eq. \( 1 \), \( \phi_0 = 0 \) for \( m = 0 \) independent of the trial factor,

\[
R_\omega(m = 0) = (1 - e^{-\omega \hat{z}}) \left( \begin{array}{ccc} 1 + e^{i \omega (\hat{z} + t_s)} & 0 & 0 \\ 0 & 1 - e^{i \omega (\hat{z} + t_s)} & 0 \\ 0 & 0 & 1 - e^{i \omega (\hat{z} + t_s)} \end{array} \right) e^{-\omega \hat{z}} \left( \begin{array}{ccc} 1 + \frac{\omega^2 - \Omega^2}{1 + e^{i \omega t_s} (1 + e^{i \omega t_s})} & \Omega & 0 \\ \Omega & 0 & 0 \end{array} \right)
\]

For the factors, \( \phi_k = 0 \),

\[
R_\omega(q = 1, m > 0) = \left( \begin{array}{ccc} 1 - e^{i(m+1)\omega (\hat{z} + t_s)} & 0 & 0 \\ 0 & 1 + e^{i(m+1)\omega (\hat{z} + t_s)} & 0 \\ 0 & 0 & 1 + e^{i(m+1)\omega (\hat{z} + t_s)} \end{array} \right) R_\omega(m = 0).
\]

Meanwhile, the \( q = 4 \) ghost factor gives

\[
R_\omega(q = 4, m > 0) = R_\omega(m = 0) + \sum_{k=1}^{m} e^{i \omega k (\tau + t_s)} (A_k + B_k),
\]

\[
A_k = \begin{cases} \frac{e^{i \omega (\hat{z} + t_s)}}{1 + e^{i \omega (\hat{z} + t_s)}} & \frac{1 - e^{i \omega \hat{z}}}{1 + e^{i \omega \hat{z}}} \\ 0 & 0 & -(1 - e^{i \omega \hat{z}} (1 + e^{i \omega t_s})) \end{cases}
\]

\[
B_k = e^{i \omega \hat{z}} \frac{1 + e^{i \omega t_s}}{1 + e^{i \omega t_s}} \left( -\frac{1}{2} \frac{\omega^2 - \Omega^2}{1 + e^{i \omega t_s}} (1 - e^{i \omega t_s}) - (-1)^k \omega^2 \right) - \frac{1}{2} \frac{\omega^2 - \Omega^2}{1 + e^{i \omega t_s}} (1 - e^{i \omega t_s}) + (-1)^k \omega^2 \frac{q_k}{\sqrt{2}} i \omega \Omega \right)
\]

where \( q_k = \begin{cases} 1 & \text{if (k - 1) mod 4 = 0, 1} \\ -1 & \text{if (k - 1) mod 4 = 2, 3} \end{cases} \)

While the analytical expressions for \( g_{ij}(\omega; m) = \frac{1}{\sqrt{2}} \left[ R_\omega(\omega; m) R_\omega^*(\omega; m) \right]_{ij} \) become cumbersome to work out, they can be calculated numerically with ease by using the above formulas. In practice, the noise we measure will be data which might not follow the spectrum of a simple distribution, so the integration will be done numerically in any case.