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ABSTRACT

While lots of research has been conducted on the architecture of Industrial Internet of Things (IIoT) systems, concepts of structuring their development processes are missing. Therefore, we propose a holistic approach supporting organizations in rapid development of IIoT systems. It includes the structuring of the development process into multiple projects sharing project conventions. Utilizing a single configurable build script for all projects, our goal is to make the integration of code from various projects into broader IIoT systems easy and the systems decomposable with minimal effort.

1 Introduction

Usually, development of information and automation systems have very different characteristics in terms of abstraction, reusability, (automated) testing and deployment. One reason is the longer lifetime of hardware in industrial equipment compared to IT systems. Changes in automation structures are complicated because of regulatory aspects and safety checks. Looking at the field of industrial automation, IIoT systems are more and more spreading out and bringing new methods of software development closer to the hardware [1]. This opens up opportunities for faster and more agile development methods.

On the software development side there are many possible ways how to structure software systems in general. During the last years, trends to compose systems based on small units, mostly known as microservices, have gained much interest [2]. As hardware becomes more efficient these technologies and aspects of development are pushing into new domains like IIoT. This creates opportunities but also challenges and things to consider for the development of such systems.

Some advantages of the new software architecture are more decoupled and better scalable systems. Following this trend, lots of new technologies have been established for containerized applications and for development operations and build automation, mostly referred to as DevOps [3]. This all leads to a new approach of developing industrial applications and is eagerly needed for integration of so called “smart products” often integrating some sort of machine learning applications.

The reusability of microservices makes it possible to develop such systems split across multiple projects and even organizations. Individual parts of the system become decomposable and integrable in multiple applications.

However, despite these possibilities we found it hard to find a structured approach for the distributed development of systems in a practical way, where a service is developed once and might be used within different projects.

So, our focus is on the decomposability of individual services, in this paper also referred to as modules. During the lifetime of a software system, some functionality might be moved between projects. Also, some projects are discontinued, but a portion of the functionality is still maintained. Being able to transfer them to active projects and dismissing the not needed parts results in a low maintenance effort. To do so, it must be possible to develop individual
modules in different projects and being able to transfer them without causing large refactorings. The same applies to libraries, tests, configurations and documentations.

In this paper we show, how it is possible to develop IIoT systems split in multiple projects using our approach and combining them in multiple, distinct IIoT systems while maintaining the possibility to develop new code rapidly and still be very flexible.

2 Related work

The related work can be categorized into general software development trends and proposed architectures for IIoT. Within the first category, current software trends like structuring software systems into small deployable units, also called microservices happen. There are approaches for migrating monoliths to microservices [4]. Microservices are shown to be useful for IoT with some limitations as well [5]. They have been applied and show advantages in flexible reusability, on-demand scalability and to speed up the creation of remote sensing products [6]. In other domains microservices have shown potential as well, for example in health applications [7]. Other research looks into the interoperability of microservice-based systems by proposing a microservice-based reference architecture and a reference implementation [8].

Another trend related to microservices is the availability of Open-Source technologies usable for microservice architectures. There is research conducted combining them in a framework [9]. Deploying microservices using the container runtime Docker for IIoT-Applications with resource-constrained devices has shown to be possible [10] [11].

Within the second category, there are framework proposals for IIoT. One of them focuses on protecting personalized privacy data for mobile crowdsensing. It includes a rational data uploading strategy where users can choose their preferred privacy level [12]. Another framework focus on the integration of several subsystems via an intelligent API layer [13]. Other authors focus on a framework utilizing blockchain technology to provide protection against data confidentiality attacks [14]. The list may be continued, but all these frameworks focus on the software architectures, but not on the development aspects of these systems.

3 Approach

The presented challenges are solved by using project conventions and a build script, also referred to as build tools, managing all aspects needed for software development and deployment. This results in projects without a difference in their kind from each other, having a similar order and thus allow functionality to get moved easily across projects.

3.1 Project setup

Each project starts with a setup phase. Common project files can be generated based on templates. The generation process is conducted via a build script and can be customized to match the project needs and provide a good starting point for development, optionally including sample modules with method stubs.

To make transferring of functionality between projects possible, each project must be capable of handling a broad range of features. A not limited list includes providing a custom library, multiple modules, automated tests, configuration files for deployment, documentation beside some other project-related files. It is possible to have projects only containing a small range of the named features for example only a library, but they are in the same way structured as projects also including more features like modules.

Different use cases also require different features, but for the IIoT domain in the context of machine learning, this set of features covers most requirements. Furthermore, it is possible to add features for projects in a similar way in the future, if required.

Setting up all project related files into one single repository may look like one project for a self-learning assistance system for machine operators (SAM, [15]) as shown in Fig. 1.

The figure shows, where certain files are typically found within the project. Configurations, libraries, modules, tests, beside some other files are located following a convention. The convention is verifiable via the build tools, so violations are detected automatically.

Fig. 2 shows another project named SAM-Machine Learning (SAM-ML). The project includes modules and libraries from SAM and provides modules implementing various machine learning algorithms to be used by other projects.
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Figure 1: Project related files of SAM-Project in a single source code repository.

As can be seen the project layout is very similar to the files of the previous project SAM. Therefore, functionality can be moved easily between them. This enables agile and rapid development.

3.2 Bootstrapping

Having all projects share a common layout and build tools managing them results in the challenge, how the build tools are built. One possible option is to have a separated project layout for the build tools to match its needs. This solves the problem, but it also increases the implementation and maintenance effort significantly because then two different project layouts must be managed.

Instead, establishing project conventions allowing the build tools to build themselves. On a technical level, it can be done if the build tools are obtainable as a library. The build tools project must provide the build tools as a library and at the same time use its functionality for itself. This approach can be implemented using an interpretable programming language like Python to include the library during runtime without the need for compiling it beforehand. All other projects can then list the build tools as a library dependency to have access to it.

3.3 Module development

After setting up the project layout, requirements need to get implemented. In the context of IIoT domain logic this is not done by highly skilled programmers often, but instead by experts from different domains like data scientists or automation engineers. As these are in many cases not explicitly IT specialists but domain experts with a good sense for programming, complex topics must be encapsulated and abstracted. Those topics include but are not limited to microservice handling, data models and data serialization for messaging between the services. Functionality for managing the connection to various services like databases, message brokers etc. are supported by shared libraries within the framework. Handling configuration files for specific modules like hardware configuration as well as framework-wide environment variables can be managed by framework libraries as well.

Each module can indicate deployment requirements. These can be ports, devices, databases, etc. and restart policies. For easier fault-recovery containers are typically configured with an always-restart policy. The framework also includes exception handling functionality because in modern programming languages like Python, many tasks run asynchronously.
and the built-in exception handling might not redirect exceptions properly and instead drop them. This is often the case with Python’s async library. Thus, the framework handles exceptions in a way to cause the program to restart. This is particularly the case of any issues with connectivity to hardware, services or other unexpected behavior.

It is also possible to generate modules based on templates or construct modules inheriting from an abstract base class implementing common functionality. Doing so speeds up the development.

### 3.4 Testing

A major task during development is testing. Automated tests like unit tests or integration tests play an important role for good quality software and therefore must be covered. Specific test configurations allow to start containers with broker and other services like databases for local automated testing and automated testing on a Continuous Integration Service (CI-runner). However, when interfering with local hardware like cameras, test automation might come with a high cost. Focusing on project requirements, most often, hardware interfaces are not automatically tested. A possible – but expensive – solution can be customized hardware test benches. Mocking some of this functionality can still be useful for testing other program logic.

Also writing automated tests seems not to be necessary for small projects or prototypes with a foreseen lifetime. Instead, having fast results and iterating on them is more important. To do so, starting modules locally can be used for debugging while being able to connect to a local broker in a container or a central broker on a development server. This can be done by setting environment variables. They can be set either directly in the integrated development environment (IDE) or via importing a specific "env-file" in the IDE containing all environment variables.

### 3.5 Deployment configurations

The focus is on reusability of modules across projects. Therefore, each project must be able to use other projects modules. To do so, each project has one or many deployment configurations. The configuration is in a specified format including modules and custom environment setups for the modules, if needed. Project-internal modules can be built. External ones are just included with their corresponding image name in the deployment. As a project may contain many different deployments, it is possible to setup, for example, a server with some modules and single board computers with distinct modules. Differentiating between development/debugging setups and production can be achieved by using different image tags for debugging and production respectively. Optionally, configurations may include hosts it should be deployed on.

![Figure 2: Project related files of SAM-ML-Project.](image-url)
3.6 Deployment

Building for production is usually done by an automated build pipeline on the CI-runner. Having a similar project setup, a shared build pipeline can manage the build process of all projects reducing the maintenance effort even when many projects are building at the same time.

The shared build pipeline needs to handle unit testing, compilation of software artifacts like libraries and services, cross architecture compilation for different architectures like x86 and ARM and generation of source code documentation.

The build pipeline could also handle automated deployment. However, automated deployment is hard to implement because if not done carefully, bugs can be deployed instantly on all deployments. There are concepts to prevent the outcome from being too fatal and some of them providing zero downtime, like Blue Green Deployment, Canary Deployment or Rolling Deployment [16]. In theory, these concepts can be integrated into the build pipeline. However, this has not been done yet because we do not have zero downtime as a requirement for our projects and the costs for maintaining automated deployment outweigh its benefits.

Instead, manual deployment with infrastructure as code concepts [17] is implemented. Needed files for deployment are generated via build tools from project’s deployment configurations. Utilizing configuration management systems like “Ansible”, deployment can be done in a single command for the actual roll-out if hosts are specified in the configurations. Otherwise the generated files for deployment have to be copied to the machine manually. In each case, the deployment configuration is stored as code in the repository.

3.7 Documentation

Project and source code documentation can be helpful for onboarding new project members and for internal and external communication. It is also a store of information. Tooling for documentation supports automatically generating API-documentation from source files. This allows the maintenance of source files as a single source of truth. From there most needed documentation is generated.

The documentation can be considered as a part of the project conventions. By applying this, each project has its own documentation. If modules are moved in a different project, the automated generation process of documentation files will handle it properly. It synergizes with the established concepts and enables developers and researchers moving between projects easily.

4 Findings

We employ the explained concepts for various projects in the domain of self-learning assistance systems for machine operators in the food industry [18], for a protein database, adaptive cleaning solutions and beyond and conclude, that it works very well for setting up new projects and integrating results from various projects together. Similar project layouts allow researchers and developers to move from one project to the other quickly and it is possible to transfer functionality or modules between projects easily. Typical tasks in IIoT like hardware interfacing with machine controls, still often being quite a hassle, can thus be reused and also help for a lot of brown-field applications as proposed in [19].

For an experienced developer the whole setup process from zero to a project can be done in 10 minutes starting from a fresh virtual machine. This includes the creation of the project, creating a central repository for the source code, registering the project in the build system and deploying two microservices communicating with each other locally.

Moving functionality between project works well, especially if projects are discontinued and only a portion of the functionality must be extracted.

Also, we found the maintenance of the automated build pipeline not a huge issue, as all projects share the same build pipeline so there is only one to maintain.

However, we also faced some challenges concerning versioning. Applying specified versioning schemes like semantic versioning is a must to integrate several libraries from different projects [20]. Using different versions of imported modules is not a problem as all modules are encapsulated and bringing their own libraries in their containers. But as soon as a project also provide a library, the sub-dependencies of the library have to be kind of loose or the installation of the requirements will fail if two libraries explicitly request distinct versions. Applying semantic versioning 2.0 can these issues, if strictly applied to internal and external libraries.

Another challenge has been in the development of the build tools and the framework. There is a need for customization to be compatible with required technologies and functionality. We found, that during the development of the build tools, a “paved road”/expected way is created for developers and researchers to use. Leaving the paved road may result in
significant more work to do, so it requires good decision making, which features to include in the build tools and which not. We also have not explored a built-in support for multiple programming languages to choose from which may result in further complications.

Creating the sample modules do help to quickly start a project but are critical to maintain. While it is good to look for backward compatibility when adding new functions or refactoring some parts of the code this does not always work. Whereas older modules can simply stick to an older core library, projects just generated from scratch will use the latest library. Refactoring parts of the code is easy with modern IDEs, but those will usually omit templates. If the templates are not adjusted to changes in the core library this will cause bugs in fresh modules and especially novices in the code will have a hard time to find the bugs. A possible next step would be to also test the templates using automated testing techniques.

Another pain point we found to be is the serialization mechanism. Multiple developers have different ideas how to implement it properly or whether to include certain aspects. This resulted in discussions and refactorings.

Also, we found the correct design of data types to be very important in this field. Especially data types used by many modules like sensor data must be designed very carefully. Changes in data types require at least recompilation - if not refactoring of all modules using this data type for communication. An alternative are custom data types for specific projects, but this is unfavorable because it denies the ability to transfer modules between projects easily. Multiple data types for the same entity also cause higher maintenance effort.

A minor difficulty lies within the dependency between modules in a way that sending data often causes modules to wait until another module can use the data. Otherwise it is lost. As an example, a module reads out the process image of a machine controller (PLC) and sends changed values further on. If no suitable listener is available when sending the initial process image, the data will be lost forever. This is an issue because some values don’t change often. The question is, what defines a listener to be suitable? Is a module just receiving the data suitable? Or a module storing the data? What, if in a special case, there is no need for storing the data in a deployment? This is still an open issue as there are many corner cases.

4.1 Conclusions

We presented a holistic approach to manage the development of software systems across multiple projects in the IIoT domain. We showed how it supports the development, compilation and deployment of micro services across various, distinct systems and how functionality can be moved between projects.

The proposed approach reduces effort for developers and researchers to move between projects. Additionally, the usage of templates reduces the time needed for the setup of projects and modules. The sharing of features like the build pipeline reduces the amount of work for single projects and decreases the maintenance effort. Shared libraries can evolve over the lifetime of multiple projects and thus reduce the cost for new projects further.

Even though much complexity of such systems is covered and moved to abstraction layers, learning to work with the build tools and the framework still takes some time for people new to the field. Documentation is helpful for the first steps but is not yet able to cover all complexity arising when using multiple setups with various machines, services, technologies. Understanding the infrastructure handling deployments is still not trivial and needs skills in various domains from programming to IT infrastructures.
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