Abstract

For finding the numerical solution of operator equations in many applications a decomposition in subspaces is needed. Therefore, it is necessary to extend the known method of matrix representation to the utilization of fusion frames. In this paper we investigate this representation of operators on a Hilbert space $H$ with Bessel fusion sequences, fusion frame and Riesz decompositions. We will give the basic definitions. We will show some structural results and give some examples. Furthermore, in the case of Riesz decompositions, we prove that those functions are isomorphisms. Also, we want to find the pseudo-inverse and the inverse (if there exists) of such matrix representations. We are going to apply this idea to the Schatten $p$-class operators. Finally, we show that tensors of fusion frame are frames in the space of Hilbert-Schmidt operators.
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1 Introduction

Frames were introduced by Duffin and Schaefer [29] and became a popular topic of mathematical research with the rise of wavelets [27]. Frames have been the focus of active research, both in theory [19, 30, 35] and applications [17, 38, 9, 15, 23]. Frame theory has given rise to deep conjectures and results such as the Feichtinger conjecture [37, 44]. Also several generalizations have been investigated, e.g. [1, 2, 53, 56], among them fusion frames [20, 21, 33], which are the topic of this paper. The reason why frames became more and more important was that it can be hard to find a 'good' orthonormal basis, in the sense that it sometimes cannot fulfill given chosen properties, as formally expressed e.g. in the Balian-Low theorem [36] for Gabor frames, or some No-Go theorems for wavelets [26].
This is also the reason why frames have become more popular in describing operators. The numerical treatment of operator equations, $O\tilde{f} = \tilde{g}$, requires a discrete formulation, $M\tilde{f} = \tilde{g}$. This is often done with a so-called Galerkin scheme [49], i.e. choosing atoms ($\psi_k$) and look at matrices $\langle O\psi_k, \psi_l \rangle$. In the Finite Element Method [16] and the Boundary Element Method [32] usually spline-like bases are used. Recently, wavelet bases [25] and frames [54, 39] have been applied.

On an abstract level, it is well known that for orthonormal sequences operators can be uniquely described by a matrix representation [34]. An analogous result holds for frames and their duals [7, 8]. For solving this problem, frames are widely developed by many authors [12, 22, 27, 31].

In approaches solving operator equations numerically one of the problems is the splitting of the considered spaces. Domain decomposition methods [58] solve a boundary value problem by splitting it into smaller boundary value problems on subdomains. Fusion frames allow the combination of solution on subspaces in a natural way. A first link of the concepts of space splittings and fusion frames was done in [47]. A first approach towards the matrix representation was done in [52], where a viewpoint of a Gram-like operator was taken.

In this paper, we investigate this approach from a frame theory point of view, generalizing the approach in [34] (for bases) and [7] (for Hilbert frames). We settle the basic properties for a matrix representation of operators using fusion frames. In fact, we represent an operator by fusion frames and show that this representation is unique if the fusion frames are fusion Riesz bases. We will settle the question how the invertibility of operators and matrices are related. In Section 2 we review basic notations and collect needed results. In Section 3 we give matrix representation of operators by Bessel fusion sequence and fusion frames. For an operator $O$ we obtain a matrix induced by two Bessel fusion sequences and conversely, associated with a matrix $M$ we define an operator induced by the matrix $M$ with respect to the Bessel fusion sequences. In Section 4 we obtain necessary and sufficient conditions for the invertibility and pseudo-invertibility of such matrix representations. We restricted our attentions to Schatten $p$—class of operators in Section 5. We investigate the properties of matrix representations for Hilbert-Schmidt class of operator and show that for fusion frames $W$ and $V$, the space $(W \otimes V)$ constitutes a fusion frame for $S_2(\mathcal{H})$, the set of Hilbert-Schmidt operators.
2 Preliminaries

Throughout this paper, \(\pi_W\) denotes the orthogonal projection from \(\mathcal{H}\) onto a closed subspace \(W\), \(I_{\mathcal{H}}\) the identity operator on \(\mathcal{H}\) and \(\{e_i\}_{i \in I}\) an orthonormal basis for \(\mathcal{H}\). By \(\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)\) we denote the space of all bounded operators between Hilbert spaces \(\mathcal{H}_1\) and \(\mathcal{H}_2\) and write \(\mathcal{B}(\mathcal{H})\) for \(\mathcal{H}_1 = \mathcal{H}_2 = \mathcal{H}\). Also, we represent the range and null space of a bounded operator \(O \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)\) by \(R(O)\) and \(N(O)\), respectively. Moreover, \(O^\dagger\) is the pseudo-inverse of bounded and closed range operator \(O \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)\).

2.1 Fusion frames

For each sequence \((W_i, \omega_i)\) of closed subspaces in \(\mathcal{H}\), the space

\[
\left( \sum_{i \in I} \bigoplus W_i \right)_{\ell^2} = \left\{ \{f_i\}_{i \in I} : f_i \in W_i, \sum_{i \in I} \|f_i\|^2 < \infty \right\},
\]

with the inner product

\[
\left\langle \{f_i\}_{i \in I}, \{g_i\}_{i \in I} \right\rangle = \sum_{i \in I} \langle f_i, g_i \rangle,
\]

is a Hilbert space.

We now give the central definition of fusion frames:

**Definition 2.1** Let \(\{W_i\}_{i \in I}\) be a family of closed subspaces of \(\mathcal{H}\) and \(\{\omega_i\}_{i \in I}\) be a family of weights, i.e. \(\omega_i > 0, i \in I\). The sequence \(W = (W_i, \omega_i)\) is called a fusion frame for \(\mathcal{H}\) if there exist constants \(0 < A_W \leq B_W < \infty\) such that

\[
A_W \|f\|^2 \leq \sum_{i \in I} \omega_i^2 \|\pi_W f\|^2 \leq B_W \|f\|^2, \quad (f \in \mathcal{H}).
\]

The constants \(A_W\) and \(B_W\) are called fusion frame bounds. If we only assume the upper bound, we call \((W_i, \omega_i)\) a Bessel fusion sequence. A fusion frame is called tight, if \(A_W\) and \(B_W\) can be chosen to be equal, and Parseval if \(A_W = B_W = 1\). If \(\omega_i = \omega\) for all \(i \in I\), the collection \((W_i, \omega_i)\) is called \(\omega\)-uniform and we abbreviate 1- uniform fusion frames as \(\{W_i\}_{i \in I}\). A fusion frame \((W_i, \omega_i)\) is said to be a fusion orthonormal basis if \(\mathcal{H} = \bigoplus_{i \in I} W_i\) and it is called a Riesz decomposition of \(\mathcal{H}\) if for every \(f \in \mathcal{H}\) there is a unique choice of \(f_i \in W_i\) such that \(f = \sum_{i \in I} f_i\).
It is clear that every fusion orthonormal basis is a Riesz decomposition for \( \mathcal{H} \), and also every Riesz decomposition is a 1-uniform fusion frame for \( \mathcal{H} \) [20]. Moreover, a family \( \{W_i\}_{i \in I} \) of closed subspaces of \( \mathcal{H} \) is a fusion orthonormal basis if and only if it is a 1-uniform Parseval fusion frame [20].

Note that \( S_W = \text{id}_\mathcal{H} \) if and only if \( W \) is a fusion orthonormal basis. In contrast, for Hilbert frames \( S_\Psi = \text{id}_\mathcal{H} \) if and only if \( \Psi \) is a Parseval frame.

The synthesis operator \( T_W : (\sum_{i \in I} \bigoplus W_i)_{\ell^2} \to \mathcal{H} \) for a Bessel fusion sequence \((W_i, \omega_i)\) is defined by

\[
T_W(\{f_i\}_{i \in I}) = \sum_{i \in I} \omega_i f_i, \quad (\{f_i\}_{i \in I} \in \sum_{i \in I} \bigoplus W_i).
\]

The adjoint operator \( T_W^* : \mathcal{H} \to (\sum_{i \in I} \bigoplus W_i)_{\ell^2} \) which is called the analysis operator is given by

\[
T_W^* f = \{\omega_i \pi_{W_i} f\}_{i \in I}, \quad (f \in \mathcal{H}).
\]

Both are bounded by \( \sqrt{B_W} \).

If \( W = (W_i, \omega_i) \) is a fusion frame, the fusion frame operator \( S_W : \mathcal{H} \to \mathcal{H} \), which is defined by \( S_W f = T_W T_W^* f = \sum_{i \in I} \omega_i^2 \pi_{W_i} f \), is bounded (with bound \( B_W \)), invertible and positive [20, 33].

Every Bessel fusion sequence \((V_i, \upsilon_i)\) is called a Gávruta-dual of \((W_i, \omega_i)\), if

\[
f = \sum_{i \in I} \omega_i \upsilon_i \pi_{V_i} S_W^{-1} \pi_{W_i} f, \quad (f \in \mathcal{H}),
\]

for more details see [20, 33]. From here on, for simplicity we say dual instead of Gávruta-dual. The sequence of subspaces \( \tilde{W} : = \{(S_W^{-1} W_i, \omega_i)\}_{i \in I} \), which is a fusion frame for \( \mathcal{H} \), is called the canonical dual of \( W \).

A Bessel fusion sequence \((V_i, \upsilon_i)\) is a dual of fusion frame \( W = (W_i, \omega_i) \) if and only if

\[
T_V \phi_{VW} T_W^* = \text{id}_\mathcal{H},
\]

where the bounded operator \( \phi_{VW} : (\sum_{i \in I} \bigoplus W_i)_{\ell^2} \to (\sum_{i \in I} \bigoplus V_i)_{\ell^2} \) is given by

\[
\phi_{VW}(\{f_i\}_{i \in I}) = \{\pi_{V_i} S_W^{-1} f_i\}_{i \in I}
\]

and \( \|\phi_{VW}\| \leq \|S_W^{-1}\| \).

Another approach to duality [40, 41] uses a fixed arbitrary bounded operator \( M : \sum_{i \in I} \bigoplus W_i \to \sum_{i \in I} \bigoplus V_i \). Starting with two fusion frames the duality is defined analogously to (2.2), i.e. \( T_V M T_W^* = \text{id}_\mathcal{H} \). We stick to the
Găvruţa duals, but all results herein can be adapted to this other definition of duality.

Let \( \{W_i\}_{i \in I} \) be a family of closed subspaces of \( \mathcal{H} \) and \( \{\omega_i\}_{i \in I} \) a family of weights. We say that \( (W_i, \omega_i) \) is a fusion Riesz basis for \( \mathcal{H} \) if \( \text{span}\{W_i\} = \mathcal{H} \) and there exist constants \( 0 < C \leq D < \infty \) such that for each finite subset \( J \subseteq I \)

\[
C \sum_{j \in J} \|f_j\|^2 \leq \sum_{j \in J} \omega_j f_j \leq D \sum_{j \in J} \|f_j\|^2, \quad (f_j \in W_j). \tag{2.4}
\]

The next proposition explores fusion Riesz bases with respect to local frames and their operators.

**Proposition 2.1** \([20, 52]\) Let \( (W_i, w_i) \) be a family of closed subspaces and \( \{e_{ij}\}_{j \in J_i} \) be an orthonormal basis for \( W_i \) for each \( i \in I \). Then the following conditions are equivalent:

1. \( (W_i, w_i) \) is a Riesz decomposition of \( \mathcal{H} \).
2. The synthesis operator \( T_{W_i} \) is bounded and bijective.
3. The analysis operator \( T_{W_i}^* \) is bounded and bijective.
4. \( (W_i, w_i) \) is a fusion Riesz basis for \( \mathcal{H} \).
5. \( \{w_i e_{ij}\}_{i \in I, j \in J_i} \) is a Riesz basis for \( \mathcal{H} \).

The following characterizations of fusion Riesz bases will be used frequently in this note.

**Proposition 2.2** \([51, 52]\) Let \( W = (W_i, w_i) \) be a fusion frame in \( \mathcal{H} \). Then the following are equivalent:

1. \( W \) is a fusion Riesz basis.
2. \( S^{-1}_w W_i \perp W_j \) for all \( i, j \in I, i \neq j \).
3. \( \omega^2_i \pi_{W_i} S_{W_i}^{-1} \pi_{W_j} = \delta_{ij} \pi_{W_j} \), for all \( i, j \in I \).
2.2 Tensor Product of Operators

Let \( S \in \mathcal{B}(\mathcal{H}_3, \mathcal{H}_4) \) and \( T \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2) \), the tensor product of two operators as an element of \( \mathcal{B}(\mathcal{H}_1, \mathcal{H}_3) \), \( \mathcal{B}(\mathcal{H}_2, \mathcal{H}_4) \) is defined as follows

\[
(S \otimes T)(O) := S \circ O \circ T^*, \quad (O \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_3)).
\]

(2.5)

The basic properties of tensor product of operators, see e.g. [28], can be summarized in the following:

1. \((S \otimes T)^* = T^* \otimes S^*\).
2. \(\|S \otimes T\| = \|S\| \|T\|\).
3. \(S \otimes T\) is injective, surjective, respectively invertible if and only if \(S\) and \(T\) are injective, surjective, respectively invertible. In the later case, \((S \otimes T)^{-1} = S^{-1} \otimes T^{-1}\),

when \(S \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_4)\) and \(T \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)\). Moreover, if \(\mathcal{H}_1 = \mathcal{H}_2 = \mathcal{H}_4 = \mathcal{H}\), then

4. \(\text{id}_\mathcal{H} \otimes \text{id}_\mathcal{H} = \text{id}_\mathcal{H}\).
5. \((S \otimes T)(A \otimes B) = (SA) \otimes (TB)\).

3 Matrix Representations

For orthonormal sequence it is well known that operators can be uniquely described by a matrix representation [34]. For sequences the matrix representation using Bessel sequences, frames, Riesz bases and orthonormal bases have been investigated theoretically in [7]. The matrix representation of frames has also been used for the numerical treatment of operator equations [24, 39, 54].

Here we extend the concept to Bessel fusion sequences and fusion frames. For that let \((W_i, w_i)\) and \((V_i, v_i)\) be two sets of closed subspaces of \(\mathcal{H}\) and \(B_{j,i} : V_i \to W_j\) is a bounded operator. Define the block-matrix of operators \(B : \sum_{i \in I} V_i \to \sum_{i \in I} W_i\) as

\[
Bf := \sum_i B_{j,i} f_i,
\]

(3.1)
where \( f = \{ f_i \}_{i \in I} \subseteq \sum_i \bigoplus V_i \) \( \triangleq \) This extends the definition of the operator defined by a (possibly infinite) matrix: \((Mc)_j = \sum_k M_{j,k}c_k\). Any operator in \( B \left( \sum_i \bigoplus V_i, \sum_i \bigoplus W_i \right) \) can be represented as matrix of operators. (See [43, 42].)

We will start with the more general case of Bessel fusion sequences. Note that we will use the notation \( \| \cdot \|_{H_1 \rightarrow H_2} \) for the operator norm in \( B(H_1, H_2) \) to be able to distinguish between different operator norms.

### 3.1 Matrix Representation for Bessel fusion Sequences

Assume that \( W = (W_i, w_i) \) and \( V = (V_i, v_i) \) are Bessel fusion sequences in \( H_1 \) and \( H_2 \), respectively. Using the tensor product of operators, for any operator \( O \in B(H_1, H_2) \) we can define a matrix operator in \( B \left( \sum_i \bigoplus V_i, \sum_i \bigoplus W_i \right) \) by

\[
\left( M^{(W,V)}(O) \right)_{i,j} = w_j v_i \pi_{W_j} O \pi_{V_i}, \quad (i, j \in I). \tag{3.2}
\]

**Theorem 3.1** Let \( W = (W_i, w_i) \) and \( V = (V_i, v_i) \) be Bessel fusion sequences in Hilbert spaces \( H_1 \) and \( H_2 \) with bounds \( B_W \) and \( B_V \), respectively.

1. Let \( O : H_1 \rightarrow H_2 \) be a bounded linear operator. Then the matrix of operators \( M^{(W,V)}(O) \), denoted by \( \mathcal{M}^{(W,V)}(O) \), defines a bounded operator from \( \sum_i \bigoplus V_i \) to \( \sum_i \bigoplus W_i \) with

\[
\left\| \mathcal{M}^{(W,V)}(O) \right\|_{\sum_i \bigoplus V_i \rightarrow \sum_i \bigoplus W_i} \leq \sqrt{B_W \cdot B_V} \cdot \| O \|_{H_1 \rightarrow H_2}.
\]

As an operator \( \sum_i \bigoplus V_i \rightarrow \sum_i \bigoplus W_i \)

\[
\mathcal{M}^{(W,V)}(O) = T^*_W OT_V = (T^*_W \otimes T^*_V)(O). \tag{3.3}
\]

This means the function \( \mathcal{M}^{(W,V)} : B(H) \rightarrow B \left( \sum_i \bigoplus V_i, \sum_i \bigoplus W_i \right) \) is a well-defined bounded operator.

---

1 This could be called a generalized subband matrix, motivated by system identification applications [45].
2. On the other hand, let $M$ be an infinite matrix of operators defining a bounded operator from $\sum_{i \in I} \bigoplus V_i$ to $\sum_{i \in I} \bigoplus W_i$, $(Mf)_i = \sum_k M_{i,k} f_k$. Then the operator $O(W,V)$ defined by

$$O(W,V)(M) := T_W MT_V^* = (T_W \otimes T_V)(M)$$

is a bounded operator from $H_1$ to $H_2$ with

$$\left\| O(W,V)(M) \right\|_{H_1 \rightarrow H_2} \leq \sqrt{B_W \cdot B_V} \left\| M \right\|_{\sum_{i \in I} \bigoplus V_i \rightarrow \sum_{i \in I} \bigoplus W_i} .$$

This means the function $O(W,V) : \mathcal{B} \left( \sum_{i \in I} \bigoplus V_i, \sum_{i \in I} \bigoplus W_i \right) \rightarrow \mathcal{B}(H_1, H_2)$ is a well-defined bounded operator.

**Proof:** Let $O \in \mathcal{B}(H_1, H_2)$. Then

$$\left( \mathcal{M}^{(W,V)}(O)f \right)_j = \sum_k \left( \mathcal{M}^{(W,V)}(O) \right)_{j,k} f_k$$

$$= \sum_k v_k w_j \pi_{W_j} O \pi_{V_k} f_k$$

$$= w_j \pi_{W_j} \sum_k v_k O f_k$$

$$= w_j \pi_{W_j} O \sum_k v_k f_k = (T_W^* \otimes T_V)(O)f)_j .$$

Hence,

$$\left\| \mathcal{M}^{(W,V)}f \right\|_{\sum_{i \in I} \bigoplus W_i} \leq \sqrt{B_W \cdot B_V} \left\| O \right\|_{H_1 \rightarrow H_2} \left\| f \right\|_{\sum_{i \in I} \bigoplus V_i} .$$

The second part can be proved. $\square$

For an operator $O$ and a matrix $M$ as in Theorem 3.1, we call $\mathcal{M}^{(W,V)}(O)$ the matrix induced by the operator $O$ with respect to the Bessel fusion sequences $W = (W_i, w_i)$ and $V = (V_i, v_i)$, and $O^{(W,V)}(M)$ the operator induced by the matrix $M$ with respect to the Bessel fusion sequences $W$ and $V$. For an example, suppose that $W = (W_i, w_i)$, $V = (V_i, v_i)$ be fusion frames and $W^u = (W_i, 1)$, $V^u = (V_i, 1)$. Then

$$\text{diag} \left( \mathcal{M}^{(W^u,V^u)}(S_V^{-1}) \right) = \phi_{W,V} .$$
Trivially, we have
\[
\left( \mathcal{M}^{(W, V)}(O) \right)^* = \mathcal{M}^{(V, W)}(O^*) \tag{3.4}
\]
\[
\left( \mathcal{O}^{(W, V)}(M) \right)^* = \mathcal{O}^{(V, W)}(M^*) \tag{3.5}
\]

### 3.2 Matrix Representation for Fusion Frames

Let \( W = (W_i, w_i) \) and \( V = (V_i, v_i) \) be fusion frames with the frame operators \( S_W \) and \( S_V \), respectively. Then we define operators by means of \( \mathcal{M}^{(W, V)} \) and \( \mathcal{O}^{(W, V)} \):

\[
\mathcal{M}^{(W, V)}_\otimes = (T_W^* \otimes T_V^*) \circ \left( S_W^{-1/2} \otimes S_V^{-1/2} \right) = \left( \mathcal{M}^{(W, V)} \right) \circ \left( S_W^{-1/2} \otimes S_V^{-1/2} \right).
\]

On the other hand

\[
\mathcal{O}^{(W, V)}_\otimes = \left( S_W^{-1/2} \otimes S_V^{-1/2} \right) \circ (T_W \otimes T_V) = \left( S_W^{-1/2} \otimes S_V^{-1/2} \right) \circ \left( \mathcal{O}^{(W, V)} \right).
\]

These operators have nicer properties than the original ones, see below.

**Theorem 3.2** Let \( W = (W_i, w_i) \) and \( V = (V_i, v_i) \) be fusion frames. Then \( \mathcal{M}^{(W, V)}_\otimes \) and \( \mathcal{O}^{(W, V)}_\otimes \) are bounded operators, moreover,

\[
\mathcal{O}^{(W, V)}_\otimes \mathcal{M}^{(W, V)}_\otimes = \text{id}_{\mathcal{B}(\mathcal{H})}. \tag{3.6}
\]

**Proof:** Using Theorem 3.1 we have

\[
\left\| \mathcal{M}^{(W, V)}_\otimes \right\| \leq \left\| \left( \mathcal{M}^{(W, V)} \right) \circ \left( S_W^{-1/2} \otimes S_V^{-1/2} \right) \right\|
\]
\[
\leq \sqrt{B_W \cdot B_V} \left\| S_W^{-1/2} \right\| \left\| S_V^{-1/2} \right\| \leq \sqrt{\frac{B_W \cdot B_V}{A_W \cdot A_V}}.
\]

Similarly,

\[
\left\| \mathcal{O}^{(W, V)}_\otimes \right\| \leq \sqrt{\frac{B_W \cdot B_V}{A_W \cdot A_V}}.
\]

Moreover,

\[
\mathcal{O}^{(W, V)}_\otimes \mathcal{M}^{(W, V)}_\otimes O = \left( S_W^{-1/2} \otimes S_V^{-1/2} \right) \mathcal{O}^{(W, V)}_\otimes \mathcal{M}^{(W, V)} \left( S_W^{-1/2} \otimes S_V^{-1/2} \right) O
\]
\[
= S_W^{-1/2} T_W T_W^* S_W^{-1/2} O S_V^{-1/2} T_V^* T_V S_V^{-1/2} = O,
\]

for all \( O \in \mathcal{B}(\mathcal{H}) \). \( \square \)
Notice that in [52] we investigated the $U$-cross Gram matrix, i.e. the operator $\phi_{W}T_{W}O\theta_{V}$, denoted by $G_{O,W,V}$. In the notation of the current paper we have

$$G_{O,W,V} = \phi_{W}M^{(W,V)}(O) = \left\{ \pi_{V_{i}}S_{W}^{-1}M^{(W,V)}(O) \right\}_{i \in I}.$$

There a reconstruction formula is shown:

$$\left[ T_{w} \otimes (T_{w}S_{w}^{-1}) \right] G_{O,W,V} = O.$$

Note the similarity and difference to $M_{W,V}^{(W,V)} \otimes (O) = M_{W,V}^{(W,V)}(S_{W}^{-1/2}OS_{V}^{-1/2})$. Besides the different definition, the scope of this paper is also different, see Theorem 4.4 and Theorem 4.5. Nevertheless let us summarize some of the results in [52] interesting for this manuscript using the new terminology. We used $G_{W}$ for $G_{W,W}$; the so called fusion Gram matrix. For a fusion orthonormal basis $W = (W_{i},\omega_{i})$, it is shown that $G_{W} = \phi_{W} = I\sum_{i \in I} \oplus W_{i}$. Moreover, $G_{O,W,W}$ is invertible if and only if $W$ is a fusion Riesz basis and $O$ is invertible, in this case,

$$G_{O,W,W}^{-1} = G_{S_{W}^{-1}O^{-1}S_{W}^{-1},W,W},$$

where $W^{u} = (W_{i},1)$ is the uniformization of $W$. Similar results are obtained for $G_{O,\tilde{W},W}$, $G_{O,\tilde{W},W}$ and $G_{O,\tilde{W},\tilde{W}}$. Also, if $O$ has closed range and $O^{\dagger}$ denote its pseudo inverse, then with some additional assumptions we obtain

$$\left( G_{O,\tilde{W},W} \right)^{\dagger} = G_{O^{\dagger},\tilde{W},W}, \quad \left( G_{O,W,W} \right)^{\dagger} = G_{L_{W}O^{\dagger}L_{W}^{-1},W,W},$$

where $L_{W} = T_{W}\phi_{W}T_{W}^{*}$ is the so called ”alternate fusion frame operator” of $W$. For the proofs we refer the reader to [52].

4 Invertibility

In this section we investigate some conditions for the invertibility of $O^{(W,V)}$, $M^{(W,V)}$, $O^{(W,V)}$, $M^{(W,V)}$ and the operators induced by a matrix $M$ and operator $O$. We will see that their invertibilities, for some cases, are equivalent.

Specifically, let $W = (W_{i},w_{i})$, $V = (V_{i},v_{i})$ be Bessel fusion sequences, $O \in \mathcal{B}(\mathcal{H})$ and $M \in \mathcal{B}\left( \sum_{i \in I} \oplus V_{i} \sum_{i \in I} \oplus W_{i} \right)$. Then $M^{(W,V)}(O)$ has left
(resp. right) inverse implies that \( V \) (resp. \( W \)) is fusion Riesz sequence. Similarly, \( O^{W,V}(M) \) has left (resp. right) inverse implies that \( V \) (resp. \( W \)) is fusion frame.

As an easy consequence of the properties of the tensors of operators, see Subsection 2.2 we get

**Corollary 4.1** Let \( W = (W_i, w_i) \) and \( V = (V_i, v_i) \) be Bessel fusion sequences. Then we have the following properties:

1. The operator \( \mathcal{M}^{W,V} = T_W^* \otimes T_V^* \) is surjective if and only if \( T_W^* \) and \( T_V^* \) are surjective (i.e. \( W \) and \( V \) are fusion Riesz bases).

2. The operator \( \mathcal{M}^{W,V} = T_W^* \otimes T_V^* \) is injective, if and only if \( T_W^* \) and \( T_V^* \) is injective (i.e. \( W \) and \( V \) are complete).

3. The operator \( O^{W,V} = T_W \otimes T_V \) is surjective if and only if \( T_W \) and \( T_V \) are surjective (i.e. \( V \) and \( W \) are fusion frames).

4. The operator \( O^{W,V} = T_W \otimes T_V \) is injective if and only if \( T_W \) and \( T_V \) are injective.

### 4.1 Banach-algebra properties

For every fusion frame \( W = (W_i, w_i) \), the function \( \mathcal{M}^{W,W} \) is a Banach-algebra homomorphism between the algebra of bounded operators \( \mathcal{B}(\mathcal{H}) \) and the matrices of operators in \( \mathcal{B}\left(\bigoplus_{i \in I} W_i\right) \) if and only if \( W \) is a fusion orthonormal basis in \( \mathcal{H} \). Indeed, \( \mathcal{M}^{W,W} \) is a homomorphism only if

\[
\mathcal{M}^{W,W}(O_1)\mathcal{M}^{W,W}(O_2) = T_W^*O_1S_WO_2T_W,
\]

\[
= T_W^*O_1O_2T_W
\]

\[
= \mathcal{M}^{W,W}(O_1O_2).
\]

In particular, \( O_1S_WO_2 = O_1O_2 \). This easily follows that (take \( O_1 = O_2 = \text{id}_{\mathcal{H}} \) \( S_W = \text{id}_{\mathcal{H}} \) and so \( W \) is a fusion orthonormal basis.

**Proposition 4.2** For every fusion frame \( W = (W_i, w_i) \), the function \( \mathcal{M}_{\odot}^{W,W} \) is a \( \mathcal{C}^* \)-algebra monomorphism between \( \mathcal{B}(\mathcal{H}) \) and the matrices of operators in \( \mathcal{B}\left(\bigoplus_{i \in I} W_i\right) \). It is an isomorphism if and only if \( W \) is a fusion Riesz basis.
Proof: Clearly, for all \( O_1, O_2 \in \mathcal{B}(\mathcal{H}) \) we have

\[
\mathcal{M}_{\otimes}^{(W,W)}(O_1 O_2) = T^*_W S^{-1/2} O_1 O_2 S^{-1/2} T_W \\
= T^*_W S^{-1/2} O_1 S^{-1/2} T_W T^*_W S^{-1/2} O_2 S^{-1/2} T_W \\
= \mathcal{M}_{\otimes}^{(W,W)}(O_1) \mathcal{M}_{\otimes}^{(W,W)}(O_2).
\]

Hence, \( \mathcal{M}_{\otimes}^{(W,W)} \) is a \( C^* \)-algebra homomorphism by using (3.4) and (3.5). Furthermore,

\[
\mathcal{M}_{\otimes}^{(W,W)}(\text{id}_\mathcal{H}) = T^*_W S^{-1/2} \text{id}_\mathcal{H} S^{-1/2} T_W. \tag{4.1}
\]

Hence, The rest follows from Corollary 4.1. \( \square \)

**Corollary 4.3** Let \( W = (W_i, w_i) \) be a fusion frame in \( \mathcal{H} \), \( O \in \mathcal{B}(\mathcal{H}) \) and \( M \in \mathcal{B}(\sum_{i \in I} \bigoplus W_i) \). The following are equivalent:

1. \( W \) is a fusion Riesz basis.
2. If \( O \) is invertible, then \( \mathcal{M}_{\otimes}^{(W,W)}(O) \) is invertible and \( \left( \mathcal{M}_{\otimes}^{(W,W)}(O) \right)^{-1} = \mathcal{M}_{\otimes}^{(W,W)}(O^{-1}) \).
3. If \( M \) is invertible, then \( \mathcal{O}_{\otimes}^{(W,W)}(M) \) is invertible and \( \left( \mathcal{O}_{\otimes}^{(W,W)}(M) \right)^{-1} = \mathcal{O}_{\otimes}^{(W,W)}(M^{-1}) \).

**4.2 Invertibility for Riesz Fusion Sequences**

Similar to the Hilbert frame case \([10, 11]\) we can show formulas for the inverse and pseudo-inverse of the matrix induced by operators. They are not just a straightforward generalization, because of the interesting situation for fusion duals. In the next, we compute the inverse of operator matrix induced by the operator \( O \) with respect to fusion Riesz bases \( W \) and \( V \). First we give the following proposition.

**Proposition 4.4** Let \( W = (W_i, w_i) \) be a fusion frame in \( \mathcal{H} \) and \( O \in \mathcal{B}(\mathcal{H}) \) an invertible operator. The following are equivalent:

1. \( W \) is a fusion orthonormal basis.
2. \( \mathcal{M}_{\otimes}^{(W,W)}(\text{id}_\mathcal{H}) = \text{id}_{\sum_{i \in I} \bigoplus W_i} \).
3. $\mathcal{M}^{(W,W)}(O) \text{ is invertible and } (\mathcal{M}^{(W,W)}(O))^{-1} = \mathcal{M}^{(W,W)}(O^{-1})$.

**Proof:** (1 $\Rightarrow$ 2) Let $W$ be a fusion orthonormal basis, then $W_i \perp W_j$, for all $i \neq j$ by Proposition 2.2. Hence,

$$\mathcal{M}^{(W,W)}(id_H) = T_W^*T_W = \text{id}\sum_{i \in I} \bigoplus W_i.$$ 

(2 $\Rightarrow$ 1) Conversely, suppose that $\mathcal{M}^{(W,W)}(id_H) = \text{id}\sum_{i \in I} \bigoplus W_i$. Then

$$S_W^2 = T_W T_W^* T_W T_W^* = T_W \mathcal{M}^{(W,W)}(id_H) T_W^* = T_W T_W^* = S_W.$$ 

The invertibility of $S_W$ implies that $S_W = id_H$ and so $W$ is a fusion orthonormal basis.

(1 $\Rightarrow$ 3) Let $W$ be a fusion orthonormal basis. For an orthonormal basis $W$ we obtain

$$\mathcal{M}^{(W,W)}(O^{-1}) \mathcal{M}^{(W,W)}(O) = T_W^* O^{-1} T_W T_W^* O T_W = T_W^* O^{-1} S_W O T_W = \mathcal{M}^{(W,W)}(id_H) = \text{id}\sum_{i \in I} \bigoplus W_i.$$ 

Similarly, $\mathcal{M}^{(W,W)}(O^{-1})$ is a right inverse of $\mathcal{M}^{(W,W)}(O)$.

(3 $\Rightarrow$ 1) Conversely, if $\mathcal{M}^{(W,W)}(O)$ is invertible, then $W$ is a fusion Riesz basis by Theorem 4.4. Also, if $(\mathcal{M}^{(W,W)}(O)^{-1})^{-1} = \mathcal{M}^{(W,W)}(O^{-1})$, then

$$S_W^{-1} = (T_W^*)^{-1} \text{id}\sum_{i \in I} \bigoplus W_i (T_W)^{-1} = (T_W^*)^{-1} \mathcal{M}^{(W,W)}(O^{-1}) \mathcal{M}^{(W,W)}(O) (T_W)^{-1} = O^{-1} T_W T_W^* O = O^{-1} S_W O.$$ 

The above computations show that $S_W O S_W = O$. Putting $O := S_W^{-1}$ we obtain $S_W = id_H$ since $S_W$ being positive. Hence, $W$ is a fusion orthonormal basis which is equivalent to $\mathcal{M}^{(W,W)}(id_H) = \text{id}\sum_{i \in I} \bigoplus W_i$. 

$\square$

The next result states the invertibility of some matrix operators when the operator $O \in \mathcal{B}(H)$ is not necessary invertible. Those results might seem trivial, but note that $S_W^{-1} \pi_{W_i} \neq \pi_{W_i} S_W^{-1}$, which is the reason for many interesting properties of fusion duals see also [2,1].
**Theorem 4.5** Suppose that \( W = (W_i, w_i) \) is a fusion frame in \( \mathcal{H} \) and \( O \in \mathcal{B}(\mathcal{H}) \). Then

1. \( \mathcal{M}^{(W, \hat{W})}(O) \) is invertible if and only if \( \mathcal{M}^{(W, W)}(OS^{-1}_W) \) is invertible.

2. \( \mathcal{M}^{(\hat{W}, W)}(O) \) is invertible if and only if \( \mathcal{M}^{(W, W)}(S^{-1}_W O) \) is invertible.

3. \( \mathcal{M}^{(\hat{W}, \hat{W})}(O) \) is invertible if and only if \( \mathcal{M}^{(W, W)}(S^{-1}_W OS^{-1}_W) \) is invertible.

4. \( \mathcal{M}^{(W, \hat{W})}(O) \otimes (O) \) is invertible if and only if \( \mathcal{M}^{(W, W)}(OS^{-1/2}_W S^{-1/2}_W) \) is invertible.

5. \( \mathcal{M}^{(\hat{W}, W)}(O) \otimes (O) \) is invertible if and only if \( \mathcal{M}^{(W, W)}(S^{-1/2}_W S^{-1/2}_W O) \) is invertible.

6. \( \mathcal{M}^{(\hat{W}, \hat{W})}(O) \otimes (O) \) is invertible if and only if \( \mathcal{M}^{(W, W)}(S^{-1/2}_W S^{-1/2}_W OS^{-1}_W S^{-1/2}_W) \) is invertible.

**Proof:** 1. First, we show that

\[
T_{\hat{W}} = S^{-1}_W T_W (\oplus S_W), \tag{4.2}
\]

where \( \oplus S_W : \sum_{i \in I} \bigoplus \tilde{W}_i \to \sum_{i \in I} \bigoplus W_i \) is given by

\[
\oplus S_W(g) = \{S_W g_i\}_{i \in I}, \quad \left(g = \{g_i\}_{i \in I} \in \sum_{i \in I} \bigoplus \tilde{W}_i\right). \tag{4.3}
\]

More precisely, by (4.3) we obtain for \( \{f_i\}_{i \in I} \in \sum_{i \in I} \bigoplus W_i \),

\[
T_{\hat{W}} g = T_{\hat{W}} \{S^{-1}_W f_i\}_{i \in I} = S^{-1}_W \sum_{i \in I} \pi_{W_i} f_i = S^{-1}_W T_W \{S_W g_i\}_{i \in I} = S^{-1}_W T_W (\oplus S_W)g.
\]

Furthermore, applying (4.2) we have

\[
\mathcal{M}^{(W, \hat{W})}(O) = T_W OT_{\hat{W}} = T_W OS^{-1}_W T_W (\oplus S_W) = \mathcal{M}^{(W, W)}(OS^{-1}_W) (\oplus S_W).
\]

So, (1) follows immediately by the invertibility of \( \oplus S_W \).
2. To obtain the second part, note that
\[
\mathcal{M}(\widetilde{W}, W)(O) = T^*_W OT_W \\
= (\oplus S_W)^* T^*_W S^{-1}_W O T_W = (\oplus S_W)^* \mathcal{M}(W, W)(S^{-1}_W O).
\]
Moreover, \((\oplus S_W)^*: \sum_{i \in I} \bigoplus W_i \rightarrow \sum_{i \in I} \bigoplus \widetilde{W}_i\) is invertible, and hence (3) is easily proved.

4. Using (4.3) and the fact that
\[
\mathcal{M}(\widetilde{W}, W) \otimes O = \mathcal{M}(W, \widetilde{W}) S^{-1/2}_W S^{-1/2}_W \otimes O S^{-1/2}_W S^{-1/2}_W = \mathcal{M}(W, W)(O) (S^{-1/2}_W S^{-1/2}_W O).
\]
follow the result.

5. Applying the identity \(T^*_W = S^{-1/2}_W T_W (\oplus S_W)\), proven in (1), we obtain
\[
\mathcal{M}(\widetilde{W}, W) O = \mathcal{M}(\widetilde{W}, W) \left( S^{-1/2}_W \otimes S^{-1/2}_W \right) O \\
= T^*_W S^{-1/2}_W O S^{-1/2}_W T_W \\
= T^*_W S^{-1/2}_W O S^{-1/2}_W S^{-1/2}_W T_W (\oplus S_W) = \mathcal{M}(W, W)(O) \left( S^{-1/2}_W S^{-1/2}_W O \right) (\oplus S_W)
\]
It immediately implies the result by the invertibility of \(\oplus S_W\). The proof of (3) and (6) are similar.

We are ready now to state the main result of this section.

**Theorem 4.6** Let \(W = (W_i, w_i)\), \(V = (V_i, v_i)\) be fusion frames in \(\mathcal{H}\). Then the following are equivalent:

1. \(W\) and \(V\) are fusion Riesz bases.
2. \(\mathcal{M}(W, V)\) is onto.
3. \(\mathcal{M}(W, V)\) is invertible and \((\mathcal{M}(W, V))^{-1} = (S^{-1}_W \otimes S^{-1}_V) O(W, V)\).
4. There exists an invertible operator \(O \in B(\mathcal{H})\) such that \(\mathcal{M}(W, V)(O)\) is invertible and
\[
\left( \mathcal{M}(W, V)(O) \right)^{-1} = \mathcal{M}(V, W)(S^{-1}_V \otimes S^{-1}_W)(O^{-1}).
\]
5. $\mathcal{M}_{\otimes}^{(W,V)}$ is onto.

6. $\mathcal{M}_{\otimes}^{(W,V)}$ is invertible and $\left(\mathcal{M}_{\otimes}^{(W,V)}\right)^{-1} = \mathcal{O}_{\otimes}^{(W,V)}$.

7. There exists an invertible operator $O \in \mathcal{B}(\mathcal{H})$ such that $\mathcal{M}_{\otimes}^{(W,V)}(O)$ is invertible and
   $$\left(\mathcal{M}_{\otimes}^{(W,V)}(O)\right)^{-1} = \mathcal{M}_{\otimes}^{(V,W)}(O^{-1}).$$

**Proof:** (1 $\leftrightarrow$ 2 $\leftrightarrow$ 3) follows from Corollary 4.1. The formula for the inverse is easy to show.

(3 $\Rightarrow$ 4) Assume that $\mathcal{M}^{(W,V)}$ is invertible. So, by Corollary 4.1, $W$ and $V$ are fusion Riesz bases. Moreover, using Proposition 2.1 for a fusion Riesz basis $W$ easily follows that
   $$T_W S_W^{-1} T_W = \text{id} \sum_{i \in I} \oplus W_i.$$  \hspace{1cm} (4.4)

So,
   $$\mathcal{M}^{(W,V)}(O) \mathcal{M}^{(V,W)}(S_V^{-1} O^{-1} S_W^{-1}) = T_W OT_V T_W^* S_W^{-1} O^{-1} S_W^{-1} T_W = T_W S_W^{-1} T_W = \text{id} \sum_{i \in I} \oplus W_i.$$

Moreover,
   $$\mathcal{M}^{(V,W)}(S_V^{-1} O^{-1} S_W^{-1}) \mathcal{M}^{(W,V)}(O) = T_V^* S_V^{-1} O^{-1} S_W^{-1} T_W T_W^* OT_V = T_V^* S_V^{-1} T_V = \text{id} \sum_{i \in I} \oplus V_i.$$

(4 $\Rightarrow$ 3) For the reverse, suppose that $M^{-1} \in \mathcal{B} \left( \left( \sum_{i \in I} \oplus W_i, \sum_{i \in I} \oplus V_i \right) \right)$ is the inverse of $\mathcal{M}^{(W,V)}(O)$. Then
   $$\text{id} \sum_{i \in I} \oplus V_i = M^{-1} \mathcal{M}^{(W,V)} O = M^{-1} T_W OT_V$$

and
   $$\text{id} \sum_{i \in I} \oplus W_i = \mathcal{M}^{(W,V)} O M^{-1} = T_W OT_V M^{-1}$$

follow that $T_V$ and $T_W$ are injective and surjective, respectively, and so $W$ and $V$ are fusion Riesz bases by Proposition 2.1. The rest is clear by Theorem 4.6.
(5) ⇔ (6) ⇔ (7) are similar.
(2) ⇔ (5), (3) ⇔ (6) by the definition of \( M \) and \( M_\otimes \). \( \square \)

The interesting aspect of the last result was, that from the invertibility for only one instance, the invertibility of the whole operator can be deduced.

### 4.3 Pseudo-Inverse

Suppose that \( U : \mathcal{H}_1 \rightarrow \mathcal{H}_2 \) is a bounded linear operator with closed range \( \mathcal{R}(U) \). Then there exists a unique bounded linear operator \( U^\dagger : \mathcal{H}_2 \rightarrow \mathcal{H}_1 \) satisfying

\[
\mathcal{R}(U^\dagger) = \mathcal{R}(U^\ast), \quad \mathcal{N}(U^\dagger) = \mathcal{N}(U^\ast), \quad UU^\dagger U = U.
\]

The operator \( U^\dagger \) is called the pseudo-inverse operator of \( U \). If \( U \) has closed range, then \( U^\ast \) and \( UU^\ast \) have closed range and \( (U^\ast)^\dagger = (U^\dagger)^\ast \) and \( (UU^\ast)^\dagger = (U^\ast)^\dagger U^\dagger \).

Our goal of this subsection is to obtain the pseudo-inverse of the operators induced in the third section. Here, we assume that \( \mathcal{M}_\otimes^{(W,V)}(O) \) and \( \mathcal{M}^{(W,V)}(O) \) have closed range, which is true, for example if \( O \) is onto. The advantage of \( \mathcal{M}_\otimes^{(W,V)}(O) \) over \( \mathcal{M}^{(W,V)}(O) \) is that its (pseudo-inverse) representation is obtained without any condition.

**Theorem 4.7** Let \( W \) and \( V \) be fusion frames, \( O \in \mathcal{B}(\mathcal{H}) \) and \( M \in \mathcal{B}\left( \sum_{i \in I} \bigoplus V_i, \sum_{i \in I} \bigoplus W_i \right) \) have closed range. Then the following assertions hold.

1. If \( \mathcal{M}^{(W,V)}(O) \) has closed range, then \( \left( \mathcal{M}_\otimes^{(W,V)}(O) \right)^\dagger = \mathcal{M}^{(V,W)}(S^{-1}_V O^\dagger S^{-1}_W) \) if and only if \( S_V R(O^\ast) = R(O^\ast) \) and \( S_W R(O) = R(O) \).

2. If \( \mathcal{M}_\otimes^{(W,V)}(O) \) has closed range, then \( \left( \mathcal{M}_\otimes^{(W,V)}(O) \right)^\dagger = \mathcal{M}^{(V,W)}(O^\dagger) \).

**Proof:** It is straightforward to see that

\[
\mathcal{M}^{(W,V)}(O) \mathcal{M}^{(V,W)}(S^{-1}_V O^\dagger S^{-1}_W) \mathcal{M}^{(W,V)}(O) = \mathcal{M}^{(W,V)}(O).
\]

Clearly, \( S_V R(O^\ast) = R(O^\ast) \) if and only if

\[
\mathcal{R}\left( T_V^\ast S^{-1}_V O^\dagger \right) = \mathcal{R}(T_V^\ast O^\ast). \quad (4.5)
\]
So,

\[ R \left( \mathcal{M}^{(W,V)}(S^{-1}_V O^\dagger S^{-1}_W) \right) = R \left(T^*_V S^{-1}_V O^\dagger S^{-1}_W T_W \right) \]

(by using 4.5)

\[ = R \left(T^*_V S^{-1}_V O^\dagger \right) \]

\[ = R \left(T^*_V O^* \right) \]

\[ = R \left(T^*_V O^* T_W \right) = R \left( \left( \mathcal{M}^{(W,V)}(O) \right)^* \right). \]

Also, \( S_W R(O) = R(O) \) if and only if

\[ N \left( O^\dagger S^{-1}_W T_W \right) = N \left( O^* T_W \right) \quad (4.6) \]

\[ N \left( \mathcal{M}^{(W,V)}(S^{-1}_V O^\dagger S^{-1}_W) \right) = N \left( T^*_V S^{-1}_V O^\dagger S^{-1}_W T_W \right) \]

(by using 4.6)

\[ = N \left( O^\dagger S^{-1}_W T_W \right) \]

\[ = N \left( O^* T_W \right) \]

\[ = N \left( T^*_V O^* T_W \right) = N \left( \left( \mathcal{M}^{(W,V)}(O) \right)^* \right). \]

Hence, \( \left( \mathcal{M}^{(W,V)}(O) \right)^\dagger = \mathcal{M}^{(V,W)}(S^{-1}_V O^\dagger S^{-1}_W). \)

2. One can see that

\[ \mathcal{M}^{(W,V)}(O) \mathcal{M}^{(V,W)}(O^\dagger) \mathcal{M}^{(W,V)}(O) = \mathcal{M}^{(W,V)}(O). \]

Also,

\[ R \left( \left( \mathcal{M}^{(W,V)}(O) \right)^\dagger \right) = R \left(T^*_V S^{-1/2}_V O^\dagger \right) \]

\[ = R \left(T^*_V S^{-1/2}_V O^* \right) \]

\[ = R \left(T^*_V S^{-1/2}_V O^* S^{-1/2}_W T_W \right) = R \left( \left( \mathcal{M}^{(W,V)}(O) \right)^* \right). \]

and

\[ N \left( \left( \mathcal{M}^{(W,V)}(O) \right)^\dagger \right) = N \left( O^\dagger S^{-1/2}_W T_W \right) \]

\[ = N \left( T^*_V S^{-1/2}_V O^* S^{-1/2}_W T_W \right) = N \left( \left( \mathcal{M}^{(W,V)}(O) \right)^* \right). \]

Therefore, \( \left( \mathcal{M}^{(W,V)}(O) \right)^\dagger = \mathcal{M}^{(V,W)}(O^\dagger) \).
5 Matrix representation of Schatten $p$-class operators

Given $0 < p < \infty$, we define the Schatten $p$-class of $\mathcal{H}$, denoted by $S_p(\mathcal{H})$, as the space of all compact operators $T$ on $\mathcal{H}$ with the singular value sequence $\{\lambda_n\}_{n \in I}$ belonging to $\ell^p$. The space $S_p(\mathcal{H})$ is a Banach space with the norm

$$
\|T\|_p = \left( \sum_{n} |\lambda_n|^p \right)^{\frac{1}{p}}.
$$

(5.1)

The Banach space $S_1(\mathcal{H})$ is called the trace class of $\mathcal{H}$. A compact operator $T \in S_1(\mathcal{H})$ if and only if $trace(T) := \sum_{i \in I} \langle Te_i, e_i \rangle < \infty$, for every orthonormal basis $\{e_i\}_{i \in I}$ for $\mathcal{H}$. Also, $S_2(\mathcal{H})$ is called the Hilbert-Schmidt class and $T \in S_2(\mathcal{H})$ if and only if $\|T\|_2 = \sum_{i \in I} \|Te_i\|^2 < \infty$.

We know that $T \in S_p(\mathcal{H})$ if and only if $\{\|Te_n\|\}_{n \in I} \in \ell^p$ for all orthonormal bases $\{e_n\}_{n \in I}$. For $0 < p \leq 2$ it is even enough to have the property for only one orthonormal basis. It is well known that $S_p(\mathcal{H})$ is a two sided $*$-ideal of $\mathcal{B}(\mathcal{H})$, that is, a Banach algebra under the norm (5.1) and the finite rank operators are dense in $(S_p(\mathcal{H}), \|\cdot\|_p)$. Moreover, for $T \in S_p(\mathcal{H})$, one has $\|T\|_p = \|T^*\|_p$, $\|T\| \leq \|T\|_p$ and if $S \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)$, then $\|ST\|_p \leq \|S\|\|T\|_p$ and $\|TS\|_p \leq \|S\|\|T\|_p$. It is well known that $S_2(\mathcal{H}_1, \mathcal{H}_2)$, the space of Hilbert-Schmidt operators from $\mathcal{H}_1$ to $\mathcal{H}_2$, is a Hilbert space under the following inner product

$$
\langle U_1, U_2 \rangle = trace(U_1^*U_2), \quad (U_1, U_2 \in S_2(\mathcal{H}_1, \mathcal{H}_2)).
$$

For more information about these operators, see [34, 48, 50, 57].

**Lemma 5.1** Let $W = (W_i, w_i)$, $V = (V_i, v_i)$ be Bessel fusion sequences in $\mathcal{H}$ and $O \in \mathcal{B}(\mathcal{H})$. For $0 < p < \infty$, the following are valid.

1. If $O$ is compact, then $\mathcal{M}^{(W,V)}(O)$ and $\mathcal{M}^{(W,V)}_{\otimes}(O)$ are compact.

2. If $O \in S_p(\mathcal{H})$, then $\mathcal{M}^{(W,V)}(O)$, $\mathcal{M}^{(W,V)}_{\otimes}(O) \in S_p \left( \sum_{i \in I} \bigoplus V_i, \sum_{i \in I} \bigoplus W_i \right)$.

When $W$ and $V$ are fusion frames, then (1) and (2) are equivalent.

**Proof:** The sentences (1) and (2) are followed by the ideal property compact operators and $S_p(\mathcal{H})$ in $\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)$. For compact operators see Theorem 4.18 of [Rudin, 1973]. Conversely, if $W$ and $V$ are fusion frames then

$$
O = S_W^{-1}T_W T_W^* O T_V T_V^* S_V^{-1} = S_W^{-1}T_W \mathcal{M}^{(W,V)}(O) T_V^* S_V^{-1}.
$$
Again by the ideal property $S_p(\mathcal{H})$ in $\mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)$ the result follows immediately.

The following theorem computes the pseudo-inverse of $\mathcal{M}^{(W,V)}$, $\mathcal{O}^{(V,W)}$, $\mathcal{M}_\otimes^{(W,V)}$ and $\mathcal{O}_\otimes^{(V,W)}$ restricted to Hilbert-Schmidt operators, which are denoted by $\mathcal{M}_\text{HS}^{(W,V)}$, $\mathcal{O}_\text{HS}^{(V,W)}$, $\mathcal{M}_\otimes\text{HS}^{(W,V)}$ and $\mathcal{O}_\otimes\text{HS}^{(V,W)}$, respectively.

**Theorem 5.2** Let $W$ and $V$ be fusion frames in $\mathcal{H}$. Then

1. \[
\left( \mathcal{M}_\text{HS}^{(W,V)} \right)^\dagger = (S_W^{-1} \otimes S_V^{-1}) \mathcal{O}_\text{HS}^{(V,W)}.
\]

2. \[
\left( \mathcal{M}_\otimes\text{HS}^{(W,V)} \right)^\dagger = \mathcal{O}_\otimes\text{HS}^{(V,W)}.
\]

**Proof:** Obviously, we can see that $\mathcal{M}_\text{HS}^{(W,V)} : S_2(\mathcal{H}) \rightarrow S_2 \left( \sum_{i \in I} \bigoplus V_i, \sum_{i \in I} \bigoplus W_i \right)$ given by

$$
\mathcal{M}_\text{HS}^{(W,V)}(O) = T_W^* OT_V,
$$

for all $O \in S_2(\mathcal{H})$ is well-defined. Also,

$$
\mathcal{M}_\text{HS}^{(W,V)} (S_W^{-1} \otimes S_V^{-1}) \mathcal{O}^{(V,W)} \mathcal{M}_\text{HS}^{(W,V)} = \mathcal{M}_\text{HS}^{(W,V)}.
$$

Moreover, \[
\left( \mathcal{M}_\text{HS}^{(W,V)} \right)^* M = T_W M T_V^*. \]

Indeed, for all $M \in S_2 \left( \sum_{i \in I} V_i, \sum_{i \in I} W_i \right)$ we have

$$
\left\langle \left( \mathcal{M}_\text{HS}^{(W,V)} \right)^* M, O \right\rangle = \langle M, T_W M T_V^* O \rangle = \text{trace}(M^* T_W^* O) = \text{trace}(T_V M^* T_W^* O) = \langle T_W M T_V^*, O \rangle,
$$

for all $O \in S_2(\mathcal{H})$. The third identity follows from the fact that $\text{trace}(UT) = \text{trace}(TU)$ for all $U \in S_1(\mathcal{H})$ and $T \in \mathcal{B}(\mathcal{H})$. Hence,

$$
(S_W^{-1} \otimes S_V^{-1}) \mathcal{O}^{(V,W)}_\text{HS}(M) = S_W^{-1} T_W M T_V^* S_V^{-1} = S_W^{-1} \left( \mathcal{M}_\text{HS}^{(W,V)} \right)^* M S_V^{-1}
$$

and this immediately follows that $R \left( \mathcal{O}^{(V,W)}_\text{HS} \right) = R \left( \left( \mathcal{M}_\text{HS}^{(W,V)} \right)^* \right)$ and $N \left( \mathcal{O}^{(V,W)}_\text{HS} \right) = N \left( \left( \mathcal{M}_\text{HS}^{(W,V)} \right)^* \right)$. Hence, $\left( \mathcal{M}_\text{HS}^{(W,V)} \right)^\dagger = \mathcal{O}_\text{HS}^{(V,W)}$. In the same way, (2) follows. \(\square\)
5.1 Fusion Frames in Hilbert Schmidt Operators

The above results bear a striking resemblance to the frame-related operators, the analysis and synthesis operators, which we will make more formal below. In the discrete frame case, it is known that the tensor product of frames builds a frame again, see [7, 6]. For fusion frame we can show a similar result.

Suppose $W = (W_i, w_i)$ and $V = (V_i, v_i)$ are fusion frames. Let us denote by $W_j \otimes V_i$ the space of Hilbert-Schmidt operators from $V_i$ to $W_j$. This notation is justified as this space is isomorphic to the tensor product of the two spaces with the inner product introduced above [28]. This can be considered as a subspace of $S_2(\mathcal{H})$, which we will also denote by $\mathcal{H} \otimes \mathcal{H}$.

**Lemma 5.3** Let $W = (W_i, w_i)$ and $V = (V_i, v_i)$ be fusion frames. Then for all $i, j$ we have:

1. $W_j \otimes V_i = \{ \pi_{W_j} O \pi_{V_i}, O \in S_2(\mathcal{H}) \}$
2. $\pi_{W_j} \otimes \pi_{V_i}$ is the orthogonal projection on $W_j \otimes V_i$. i.e. $\pi_{W_j} \otimes V_i = \pi_{W_j} \otimes \pi_{V_i}$. In particular, $W_j \otimes V_i$ is a closed subspace of $S_2(\mathcal{H})$.

**Proof:** Using the ideal property of $S_2(\mathcal{H})$ immediately follows that $\pi_{W_j} O \pi_{V_i} \in W_j \otimes V_i$, for all $O \in S_2(\mathcal{H})$. Conversely, assume that $U_{ji} : V_i \to W_j$ belongs to $W_j \otimes V_i$, then $U_{ji}$ can be extended to a bounded operator $O$ from $\mathcal{H}$ to $W_j$. In particular, $O \in S_2(\mathcal{H})$ and $U_{ji} = \pi_{W_j} O \pi_{V_i}$. This proves (1). To compute the orthogonal projection on $W_j \otimes V_i$ we first apply (1) to show that $\pi_{W_j} \otimes \pi_{V_i} : S_2(\mathcal{H}) \to W_j \otimes V_i$ is the identity on $W_j \otimes V_i$. In addition, if $U \in (W_j \otimes V_i)^\perp$ and $O \in S_2(\mathcal{H})$, then

$$\langle (\pi_{W_j} \otimes \pi_{V_i}) U, O \rangle = \langle \pi_{W_j} U \pi_{V_i}, O \rangle = \mathrm{trace}(\pi_{V_i} U^* \pi_{W_j} O) = \mathrm{trace}(U^* \pi_{W_j} O \pi_{V_i}) = \langle U, \pi_{W_j} O \pi_{V_i} \rangle = 0,$$

where the last identity follows from (1). \hfill \Box

We can prove (similar to the results in [?, 6]) that the tensors of fusions systems are fusion systems in the class of Hilbert-Schmidt operators with the same properties in the following sense:

**Theorem 5.4** The sequences $(W, w_i)$ and $(V, v_i)$ are Bessel fusion sequences (fusion frames, fusion Riesz sequences) with frame bounds $A_W, B_W$ and
A_V, B_V, respectively if and only if \( W \otimes V := (W_j \otimes V_i, v_i w_j) \) is a Bessel fusion sequence (fusion frame, fusion Riesz sequence) for \( S_2(\mathcal{H}) \) with frame bounds \( A_V A_W \) and \( B_V B_W \).

**Proof:** Let \( T_{W \otimes V}^*: S_2(\mathcal{H}) \to \sum_{i,j} \oplus (W_j \otimes V_i) \) denote the analysis operator of \( W \otimes V \). Then

\[
T_{W \otimes V}^* O = \left\{ w_j v_i \pi(W_j \otimes V_i) O \right\} = \left\{ w_j v_i \pi W O \pi V_i \right\} = (T_W^* \otimes T_V^*) (O),
\]

for all \( O \in S_2(\mathcal{H}) \). Combining [20, Theorem 3.12] and Corollary 4.1, the result follows immediately.

\[\square\]

Suppose that \( W \) and \( V \) are Bessel fusion sequences in \( \mathcal{H} \). Denote by \( S_{W \otimes V} \) the fusion frame operator of \( W \otimes V \), then

\[
S_{W \otimes V} = T_{W \otimes V} T_{W \otimes V}^* = (T_W \otimes T_V) (T_W^* \otimes T_V^*) = S_W \otimes S_V.
\]

As a consequence, we summarize the basic facts of frames of Hilbert-Schmidt operators as following.

**Corollary 5.5** Let \((W_i, w_i)\) and \((V_i, v_i)\) be fusion frames. Then the following assertions for \( W \otimes V \) hold:

1. \( S_{W \otimes V} = S_W \otimes S_V \) is the frame operator of \( W \otimes V \).

2. \( S_{W \otimes V}^{-1} = S_W^{-1} \otimes S_V^{-1} \). In particular, the canonical dual of \( W \otimes V \) is the tensor product of their canonical duals.

3. The tensor product of alternate duals of \( W \) and \( V \) is an alternate dual of \( W \otimes V \).

### 6 Solving Operator Equations

Recall that for discrete frames \( \Phi \) and \( \Psi \), we denote \( T_\Psi^* O T_\Phi \) by \( M(\Psi, \Phi)(O) \) as the Gram-matrix of an operator \( O \in B(\mathcal{H}) \), also \( O(\Psi, \Phi)(M) = T_\Psi M T_\Phi^* \) indicates the operator induced by a matrix \( M \in B(\ell^2) \). By a straightforward calculation we can prove the following lemma (see [42]):
Lemma 6.1 Let \( \{W_i\}_{i \in I} \) be a family of closed subspaces in \( \mathcal{H} \) and \( U_i \in B(W_i) \), for all \( i \in I \) such that \( \sup_{i \in I} \|U_i\| < \infty \). Then \( \oplus U_i : \bigoplus_{i \in I} W_i \to \sum_{i \in I} W_i \) defined by \( \oplus U_i \{f_i\}_{i \in I} = \{U_i f_i\}_{i \in I} \) is a well-defined bounded operator.

The following result can also be shown in a straightforward way (see also [42]):

Lemma 6.2 Let \( W = (W_i, w_i) \) be a fusion frame in \( \mathcal{H} \) and \( \Psi^{(i)} = \{\psi_{i,j} : j \in J_i\} \) be a Riesz basis (resp. frame) for \( W_i \), for all \( i \in I \) with bounds \( A_i \) and \( B_i \), respectively such that

\[
0 < \inf_{i \in I} A_i \leq \sup_{i \in I} B_i < \infty. \tag{6.1}
\]

Then \( \Psi := \{w_i \psi_{ij}\}_{i \in I, j \in J_i} \) is a Riesz basis (resp. frame). Moreover,

1. \( T_W \circ (\oplus T_{\Psi^{(i)}}) = T_{\Psi} \).
2. \( S_{\Psi} = T_W \circ (\oplus S_{\Psi^{(i)}}) \circ T_W^* \).

Proof: Using [20] Theorem 3.2, [52] Proposition 2.4] and the assumptions we have \( \Psi \) is a Riesz basis (resp. frame) for \( \mathcal{H} \). The synthesis operator \( T_{\Psi} : \sum \bigoplus \ell^2 \to \mathcal{H} \) is defined by \( T_{\Psi} \{c_{ij}\}_{i \in I, j \in J_i} = \sum_{i \in I} \sum_{j \in J_i} c_{ij} \psi_{ij} \), where we identify \( \ell^2 \otimes \ell^2 \) by \( \sum \bigoplus \ell^2 \). Also, (6.1) follows that \( \sup_{i \in I} \|T_{\Psi^{(i)}}\| < \infty \). Hence, \( \oplus T_{\Psi^{(i)}} : \sum \bigoplus \ell^2 \to \sum \bigoplus W_i \) is a well-defined and bounded operator by Lemma 6.1.

A fusion frame \( W = (W_i, w_i) \) with the local frames \( \{\Psi^{(i)}\}_{i \in I} \) satisfied in the Theorem 6.2 is called a fusion frame system and denoted by \( W = (W_i, w_i, \psi_{ij}) \). If \( (W, w_i, \psi_{ij}) \) and \( (V, v_i, \phi_{ij}) \) are fusion frame systems, then \( (W \otimes V, v_i w_i, \psi_{ij} \otimes \phi_{ij}) \) is also a fusion frame system for \( S_2(\mathcal{H}) \).

In combination we get:

Corollary 6.3 Let \( W = (W_i, w_i, \Psi_{ij}) \) and \( V = (V_i, v_i, \Phi_{ij}) \) be fusion frame systems (with the same index sets \( K = \{(i, j) : i \in I, j \in J_i\}\)). Then for all \( O \in \mathcal{B}(\mathcal{H}) \) and \( M \in \mathcal{B}(\ell^2) \) we have

1. \( [\mathcal{M}^{(\Psi, \Phi)}(O)]_{(i,j)(k,l)} = [\oplus \mathcal{M}^{(\Psi^{(i)}, \Phi^{(k)})}(\mathcal{M}^{(W,V)}(O))]_{(i,j)(k,l)} \).
2. \( \mathcal{O}^{(\Psi, \Phi)}(M) = \mathcal{O}^{(W,V)}[\oplus \mathcal{O}^{(\Psi^{(i)}, \Phi^{(k)})}(M)]_{(i,k)} \).
As a result of the above theorem we have

\[ M(Ψ,Φ)(S_{W}^{-1/2} \otimes S_{V}^{-1/2})(O)_{(i,j)(k,l)} = [\oplus M(Ψ^{(i)},Φ^{(k)})(M_{\otimes}^{(W,V)}(O))]_{(i,j)(k,l)}. \]

Also,

\[ (S_{W}^{-1/2} \otimes S_{V}^{-1/2})O(Ψ,Φ)(M) = O^{(W,V)}[\oplus O(Ψ^{(i)},Φ^{(k)})(M)]_{(i,k)}. \]

In particular, if \( S_{Ψ} = S_{W} \) and \( S_{Φ} = S_{V} \), for example every local frame \( Ψ^{(i)} \) and \( Φ^{(i)} \) are Parseval (see Lemma 6.2), then

\[ [M_{\otimes}(Ψ,Φ)(O)]_{(i,j)(k,l)} = [\oplus M(Ψ^{(i)},Φ^{(k)})(M_{\otimes}^{(W,V)}(O))]_{(i,j)(k,l)}. \]

Consider the operator equation

\[ Of = g, \quad (6.2) \]

where \( O \in B(\mathcal{H}) \). For the operator equation (6.2) we can introduce the following system of linear equations

\begin{align*}
M^{(W,W)}(O)T_{W}^{*}f &= T_{W}^{*}g \quad (6.3) \\
M^{(W,W)}(OS_{W}^{-1})T_{W}^{*}S_{W}^{-1}f &= T_{W}^{*}S_{W}^{-1}g \quad (6.4) \\
M^{(Ψ,Ψ)}(OS_{Ψ}^{-1})T_{Ψ}^{*}f &= T_{Ψ}^{*}g \quad (6.5) \\
M_{\otimes}^{(W,W)}(O)T_{W}^{*}f &= T_{W}^{*}g \quad (6.6) \\
M_{\otimes}^{(Ψ,Ψ)}(O)T_{Ψ}^{*}f &= T_{Ψ}^{*}g. \quad (6.7)
\end{align*}

Note that, for numerical computations, the above linear systems are solved. It is very natural to ask which representation above is numerically more efficient. Between (6.3) and (6.4), the second is more suitable since \( S_{W}^{-1} \) in the all process of (6.3) is appear, however, in (6.4) it is only in the final step. Obviously, (6.6) coincide (6.3) when the subspaces \( W_{i}, \) for all \( i \in I \) are one-dimensional. In general, every equation of (6.3) is a linear combination of equations of (6.5). Therefore, applying (6.3) reduces the computation time and iterations. An important distinction is between nonlinear equation (6.2) and linear systems (6.5),…, (6.7). It is not difficult to see that the solutions of (6.2) coincide with the solutions of (6.3) and (6.5). Also, there exists a one to one correspondence between solutions of (6.2) and solutions of (6.6) and (6.7).
6.1 Block matrices by fusion frames

By (3.2) we have a block-matrix representation. Assuming finite frames \[5, 18\] (just for this representation) we can write for \(U_{i,j} = (M(W,W)(O))_{i,j}:\)

\[
O = T_{\bar{W}}^{\phi_{\bar{W}W}} \begin{pmatrix}
    U_{0,0} & U_{0,1} & \cdots & U_{0,b-1} \\
    U_{1,0} & U_{1,1} & \cdots & U_{1,b-1} \\
    \vdots & \vdots & \ddots & \vdots \\
    U_{b-1,0} & U_{b-1,1} & \cdots & U_{b-1,b-1}
\end{pmatrix} \phi_{\bar{W}W} T_{\bar{W}}^*, \quad (6.8)
\]

7 Applications

In this section, we show that existing algorithms and operator representations can be interpreted as fusion frames representations. In particular, we focus on convolution operators, where it is shown that the degrees of freedom obtained by using redundant fusion frames can be used to obtain sparse and structured representations of convolutions.

7.1 Overlapped convolution algorithms

We consider convolution operators in \(L^2(\mathbb{R})\). For a function \(h \in L^1(\mathbb{R})\), the convolution operator \(O\) is defined by

\[
O(f)(t) = (h \ast f)(t) = \int_{\mathbb{R}} f(t-u)h(u)du.
\]

Boundedness of \(O\) is guaranteed by the Young inequality, i.e. \(\|O\|_{L^2(\mathbb{R}) \to L^2(\mathbb{R})} \leq \|h\|_{L^1(\mathbb{R})}\).

Fusion frames can be used to find efficient representations of a convolution operator as a matrix of convolution operators on bounded intervals. Numerically, such convolutions can be efficiently computed using Fast Fourier Transforms.

At first fusion frame representation of \(O\) is obtained by considering the fusion orthogonal basis \((W_i)_{i \in \mathbb{Z}}\) where \(W_i = L^2(i,i+1)\), with orthogonal projections \(\pi_{W_i}(f) = f1_{(i,i+1)}\).

In this orthogonal fusion basis, the convolution \(O\) is represented by the matrix of operators \(M^{(W,W)}(H)\) with (see (3.2))

\[
\left( M^{(W,W)}(O) \right)_{j,i} = \pi_{W_i} H \pi_{W_j} = O_{ij}
\]
where
\[ O_{j,i}(f) = \mathbf{1}_{[i,i+1]} \left( h \ast (1_{[j,j+1]} f) \right). \]

In the definition of \( O_{j,i} \), \( h \) can be replaced by \( h_{i-j} \) with \( h_k = 1_{[k-1,k+1]} h \). Furthermore, \( O_{ij}(f) \) can be obtained by computing a circular convolution: without loss of generality, for \( j = 1 \) and \( i = 0 \), \( O_{10}(f) \) is equal, in the interval \((1, 2)\), to the circular convolution of \( h_1 \) and \( 1_{[0,1]} f \), computed in the interval \((0, 2)\). As the Fourier coefficients of the circular convolution are given by the products of the Fourier coefficients of \( h_1 \) and \( 1_{[0,1]} f \), computed in the interval \((0, 2)\), \( H_{10} \) is a frame multiplier \( M_m, \Phi, \Psi \), where the symbol \( m \) is given by the Fourier coefficients of \( h_1 \), \( \Phi = (\phi_n)_{n \in \mathbb{Z}} \) and \( \Psi = (\psi_n)_{n \in \mathbb{Z}} \) are frames on \( L^2(0,1) \) and \( L^2(1,2) \) resp., with \( \phi_n(t) = \psi_n(t) = \exp(i\pi nt)/\sqrt{2} \).

We consider now the case where the support of \( h \) is the interval \([0, L]\), with finite \( L \). We show that the Overlap-Add and Overlap-Save algorithms \[55, 56\] for fast numerical convolutions can be interpreted as fusion frame matrix representations of the convolution operator \( O \). These algorithms compute convolutions of a long signal with a short impulse response by splitting the signal in short segments, and computing convolutions of signals with finite support using the Fast Fourier Transform. Here, we take advantage of the non-uniqueness of the fusion frame representation of an operator to get a simple representation of a convolution operator.

Overlap-add consists in decomposing \( f \) using the frame \( W \) as \( \sum_{i \in \mathbb{Z}} f \mathbf{1}_{(i,i+1)} \), and applying \( H \) on each term:
\[
h \ast f = \sum_{i \in \mathbb{Z}} h \ast (f \mathbf{1}_{(i,i+1)})
\]
As the support of \( h \ast f \mathbf{1}_{(i,i+1)} \) is included in \([i, i + L + 1]\), each term of the sum is in a subspace of the fusion frame \( V \), with \( V_i = L^2(i, i + L + 1) \), and the convolution \( H \) can be represented as
\[
O = O(V,W)(\mathcal{M}^\text{oa})
\]
with \( \mathcal{M}^\text{oa} \) the matrix of operators such that \( \mathcal{M}^\text{oa}_{ij} = 0 \) for \( i \neq j \), and \( \mathcal{M}^\text{oa}_{ii} : W_i \to V_i \) is defined by \( \mathcal{M}^\text{oa}_{ii}(f) = h \ast f \).

Similarly, the Overlap-Save algorithm is obtained by using the fusion frames \( V \) and \( U \), with \( U_i = L^2(i + L, i + L + 1) \). Then \( H = O(U,V)(H^\text{os}) \) with \( H^\text{os}_{ij} = 0 \) for \( i \neq j \), and
\[
\mathcal{M}^\text{os}_{ii}(f) = \mathbf{1}_{[i+L,i+L+1]}(h \ast f)
\]
In both cases, the convolution operator is decomposed as a diagonal matrix of operators, where the operators on the diagonal are convolutions on bounded intervals, that can be computed using Fourier series.
7.2 Non-standard representation of operators in wavelet frames

In this second example, we give a fusion frame interpretation of the non-standard representation of operators in wavelet bases [13].

We consider a multiscale analysis, i.e., a dense, nested sequence of finite dimensional subspaces

\[ \cdots \subseteq V_2 \subseteq V_1 \subseteq V_0 \subseteq V_{-1} \subseteq V_{-2} \subseteq \cdots \subseteq V_j \subseteq \cdots \subseteq L^2(\mathbb{R}), \]

such that

\[ L^2(\mathbb{R}) = \bigcup_{j \in \mathbb{N}_0} V_j, \quad V_0 = \bigcap_{j \in \mathbb{N}_0} V_j. \]

We define \( W_j \) as the orthogonal complement of \( V_j \) in \( V_{j-1} \),

\[ V_{j-1} = V_j \oplus W_j. \]

Then \( L^2(\mathbb{R}) = \bigoplus W_j \).

As in [13] let us consider \( \{ \psi_{j,k} \} \) an orthonormal basis for \( W_j \) and \( \{ \varphi_{j,k} \} \) and ONB for \( V_j \). \( P_j \) and \( Q_j \) are the orthogonal projections in \( V_j \) and \( W_j \), respectively.

The space \( V_0 \) of the approximations of functions of \( L^2(\mathbb{R}) \) at scale 0 can be decomposed as a space of coarse approximations \( V_n \), and detail subspaces \( W_j \):

\[ V_0 = V_n + \sum_{j=1}^{n} W_j. \]

An approximation \( T_0 \) of an operator at scale 0 is given by \( T_0 = P_0 T P_0 \).

Using this fusion orthogonal basis \( (V_n, W_n, \ldots, W_2, W_1) \) to represent the operator \( T_0 \) would involve operators between spaces at different scales.

Following [13], we use the nonstandard form of an operator \( T \), i.e. the set of triplets \( \{ A_j, B_j, \Gamma_j \}_{j \in \mathbb{Z}} \), where

\[
\begin{align*}
A_j &= Q_j T Q_j \\
B_j &= Q_j T P_j \\
\Gamma_j &= P_j T Q_j
\end{align*}
\]

Using the nonstandard form of an operator allows to decompose the operator using operators between spaces at the same scales:

\[ T_0 = T_n + \sum_{j=1}^{n} (A_j + B_j + \Gamma_j). \]
This can be interpreted as a fusion frame representation of $T_0$ by considering the fusion frame $F_n = (V_n, V_{n-1}, \ldots, V_1; W_n, W_{n-1}, \ldots, W_1)$, and the matrix representation

$$T_0 = O(F_n, F_n)(M)$$

with

$$M = \begin{pmatrix}
T_n & \Gamma_n & \ldots & \\
B_{n-1} & A_{n-1} & \ldots & \\
& & \ddots & \\
& & & A_1
\end{pmatrix}$$

In the case where $T$ is an integral operator of the form

$$T(f)(x) = \int_{\mathbb{R}} K(x, y)f(y)dy,$$

then the coefficients of the matrix representations of $A_n$, $B_n$ and $\Gamma_n$ using the orthogonal bases of $W_n$ and $V_n$ are given the 2D wavelets coefficients of $K(x, y)$.

Furthermore, if $T$ is translation-invariant (i.e. $K(x, y) = h(x - y)$), the representation of $A_j$ in the wavelet basis of $W_j$ is given by the coefficients

$$\alpha_{jl}^j = \int_{-\infty}^{+\infty} \psi_{j,l}(x)(T\psi_{j,l})(x)dx$$

which has a Toeplitz structure. Similar structures are found for the matrix representations of $B_j$ and $\Gamma_j$.
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