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We study theoretically spin current generation from a band insulator with PT symmetry, which is associated with Zener tunneling in strong dc electric fields. Each band in this system is doubly degenerate with opposite spins, but spin rotational symmetry is not preserved in general. We consider the condition for spin current generation in connection with the nature of the wave function, which ultimately depends on a geometric quantity known as the shift vector. From an analysis of a two-band model, we find that the shift vector is necessary for spin current generation in a PT symmetric system. We also present zigzag chain models that have shift vectors, and confirm from numerical calculations that a nonzero tunneling spin current occurs in spin-degenerate systems.

I. INTRODUCTION

Spin current generation by the application of an electric field has been extensively studied for crystals with various kinds of symmetries [1–3] and for the linear and nonlinear [4, 5] response regimes. Even in non-magnetic centrosymmetric crystals, it is possible to generate spin current provided spin rotational symmetry is broken by spin–orbit coupling (SOC). The intrinsic spin Hall effect [6] in metals and semiconductors is an example of this mechanism.

We can extend this idea to band insulators with both inversion and time-reversal symmetries. Here, spin current is associated with Zener tunneling [7] by a strong dc electric field. This tunneling is considered to be a non-adiabatic process, and the Landau–Zener formula [8–10] is useful for evaluating the tunneling probability of Bloch electrons across a band gap. In this formula, the tunneling probability is given by the electric field, band gap, and slope of the band dispersion. The tunneling spin current is then obtained from the difference in tunneling probabilities between two electrons with opposite spins (the definition is given in Eq. (10) below). As mentioned above, spin current generation by an electric field is also allowed in the presence of SOC.

However, it is not obvious how a tunneling spin current arises in crystals with both inversion and time-reversal symmetries. This can be understood from the band dispersion: the combination of the space inversion and the time reversal operations, i.e., a PT operation, transforms the wavenumber \( k \) and spin \( \sigma \) that characterize the energy eigenvalues, as \( (k, \sigma) \rightarrow (k, -\sigma) \), and each band is doubly degenerate with opposite spins, as shown in Fig. 1. Thus, focusing on the shape of the dispersions, it seems that the tunneling probabilities of two electrons with opposite spins are the same, and that no spin current is allowed in this system. The same consideration holds for insulators with PT symmetry that is invariant under the PT operation.

We need to determine the origin of the tunneling spin current in a system with spin degeneracy. This is a challenge to the conventional idea that spin currents hardly arise in spin-degenerate crystals, and sheds light on the spin transport in these crystals.

The key to solving the problem is the nature of the wave function, rather than degenerate energy bands. Indeed, even in crystals with both global inversion and time-reversal symmetries, wave functions with opposite spins can be spatially shifted from each other [11, 12]. In particular, it has recently been revealed that the geometric nature of the wave function is reflected in the tunneling process [5, 13, 15] and this effect can be reduced to a quantity called the shift vector, which is seen in the asymptotic formula of the tunneling probability [13, 14]. The shift vector, known for the shift current in the photovoltaic effect [16, 18], is a gauge-invariant quantity constructed from Berry connections of two bands. We expect that this quantity plays an important role in the nature of the tunneling phenomenon that cannot be explained from the band structure. One example that validates this idea is nonreciprocal tunneling in time-reversal systems [5, 14].

In this paper, we consider tunneling spin current generation in a PT symmetric system, in connection with

![FIG. 1. Schematic picture of the tunneling process in a system with spin degeneracy. When an electric field is applied, a wave packet characterized by wavenumber \( k_0 \) and spin \( \sigma \) tunnels from the valence band \( \epsilon_- \) to the conduction band \( \epsilon_+ \) with probability \( P_{k_0}^\sigma \).](image-url)
the shift vector. Our discussion also applies to crystals with inversion and time-reversal symmetries.

This paper is organized as follows. In Sec. II we show that it requires a nonzero shift vector to generate tunneling spin current from the analysis of the time-dependent Schrödinger equation. In Sec. III we confirm the generation of a tunneling spin current in a zigzag chain model with a finite shift vector, based on numerical calculations. The discussion in this section is generalized to a PT symmetric system in Sec. IV. Finally, we provide a summary and conclusions in Sec. V.

II. FORMULATION

A. Tunneling probability and current

We consider a one-dimensional lattice system with PT symmetry. First, we suppose that no external electric field is applied. For simplicity, we assume that a certain spin component $\hat{\sigma}$ is an exceptionally good quantum number of the system. Then, the Hamiltonian in crystal momentum space $\hat{H}(k)$ is described as follows:

$$\hat{H}(k) = \hat{H}^\uparrow(k) \oplus \hat{H}^\downarrow(k),$$

$$\hat{H}^\sigma(k) u_n^\sigma(k) = \epsilon_n^\sigma(k) u_n^\sigma(k)$$

where the symbols $\uparrow, \downarrow$ correspond, respectively, to the eigenvalues of the spin $\sigma = +1, -1$. As we have seen in Sec. II PT symmetry leads to $\epsilon_n^\uparrow(k) = \epsilon_n^\downarrow(k) = \epsilon_n(k)$ for any $k$. From now on, we focus on two gapped bands $\nu = \pm$ where $\epsilon_\nu(k) > \epsilon_\nu(-k)$ holds.

We then consider a dc electric field $E$ applied to this system from time $t = 0$. The Hamiltonian for $t > 0$ is obtained as $\hat{H}^\sigma(k - eEt/\hbar)$ in accordance with the Peierls substitution. (In this paper the charge of an electron is $\sigma e$.) Suppose that the valence band $\epsilon_n^\sigma(k)$ is occupied and the conduction band $\epsilon_n^\sigma(k)$ is empty for all $k, \sigma$. We take a wavenumber $k_0$ from the Brillouin zone (BZ) and define $\Psi_{k_0}^\sigma(t)$ as the time evolution of a Bloch state in the valence band $|u_n^\sigma(k_0)\rangle$ from $t = 0$. This state satisfies the time-dependent Schrödinger equation

$$i\hbar \partial_t |\Psi_{k_0}^\sigma(t)\rangle = \hat{H}(k_0(t)) |\Psi_{k_0}^\sigma(t)\rangle$$

with $k_0(t) = k_0 - eEt/\hbar$, and the initial condition

$$|\Psi_{k_0}^\sigma(t = 0)\rangle = |u_n^\sigma(k_0)\rangle.$$  

Now, we expand the state with snapshot eigenstates of $\hat{H}^\sigma(k_0(t))$ as

$$|\Psi_{k_0}^\sigma(t)\rangle = \sum_{n = \pm} a_{nk_0}^\sigma(t) e^{i\gamma_{nk_0}^\sigma(t)} |u_n^\sigma(k_0(t))\rangle.$$  

Here, we introduced the coefficients $a_{nk_0}^\sigma(t)$ and the sum of the dynamical phase and Berry phase

$$\gamma_{nk_0}^\sigma(t) = \int_{k_0}^{k_0(t)} dk \left[ \frac{\epsilon_n(k)}{eE} + A_{\nu n}(k) \right]$$

where the Berry connection $A_{\nu n}(k) = \langle u_n^\nu(k) | i\partial_k [u_n^\nu(k)] \rangle$ appears. Using these coefficients, the tunneling probability of the Bloch electron is defined as

$$P_{k_0}^\sigma(E, t) = |\langle u_n^\sigma(k_0(t)) | \Psi_{k_0}^\sigma(t)\rangle|^2 = |a_{nk_0}^\sigma(t)|^2.$$  

We can also express the expectation value of the charge current $\hat{j} = \hat{j}^\uparrow + \hat{j}^\downarrow$ and that of the spin current $\hat{j}^\sigma = \frac{\hbar}{e} \hat{\sigma} (\hat{j}^\uparrow - \hat{j}^\downarrow)$ associated with the tunneling. As in the conventional way, $\hat{j}^\sigma$ is given as an expectation value of the velocity operator for all electrons in BZ, and is expressed as

$$\hat{j}^\sigma(E, t) = -\frac{e}{L} \sum_{k_0 \in \text{BZ}} \langle \Psi_{k_0}^\sigma(t) | \hat{v}_{k_0}^\sigma(t) | \Psi_{k_0}^\sigma(t) \rangle.$$  

Here, $L$ is the system size and $\hat{v}_{k_0}^\sigma(t) = \frac{\partial \hat{H}^\sigma(k_0(t))}{\partial k}$ is the velocity operator. Note that this definition of the tunneling current is given in [5], where the effect of the fermionic heat bath is also considered in the expression.

If we take the limit $L \to \infty$ with periodic boundary conditions, we find the next expression (shown in Appendix [A])

$$\hat{j} = \frac{e}{\pi} \int_{\text{BZ}} \frac{dk_0}{2\pi} \frac{\partial}{\partial k_0} \left[ \epsilon_{\text{gap}}(k_0)P_{k_0}^\sigma(k_0) \right]_{k = k_0(t)}$$

where we introduced $\epsilon_{\text{gap}} = \epsilon_+ - \epsilon_-$ and considered $P_{k_0}^\sigma(k_0)$ as a function of $k = k_0(t)$. In particular, the spin current is given as

$$\hat{j}^\sigma = \int_{\text{BZ}} \frac{dk_0}{2\pi} \frac{\partial}{\partial k_0} \left[ \epsilon_{\text{gap}}(k_0) \frac{P_{k_0}^\uparrow(k) - P_{k_0}^\downarrow(k)}{2} \right]_{k = k_0(t)}$$

as mentioned in Sec. II.

B. Explicit expression for the time evolution

Substituting Eq. (5) into Eq. (3) gives

$$i\hbar \partial_t a_{nk_0}^\sigma(t) = \frac{eE}{\hbar} \sum_{m(\neq n)} |A_{nm}^\sigma(k_0(t))|$$

where we introduced

$$A_{nm}^\sigma(k_0) = e^{-i\Delta_{nm}^\sigma(k_0(t), k_0(t))} A_{nm}^\sigma(k_0(t))$$

and

$$\Delta_{nm}^\sigma(k, k_0) = \int_{k_0}^{k} dk' \frac{\epsilon_n(k') - \epsilon_m(k') + eE \cdot R_{nm}(k')}{eE}.$$  

Here,

$$R_{nm}^\sigma(k) = A_{nn}^\sigma(k) - A_{mm}^\sigma(k) - \partial_k \arg A_{nm}^\sigma(k)$$

called the shift vector.

As Eq. (4) gives $(a_{nk_0}^\sigma, a_{-nk_0}^\sigma)|_{t=0} = (0, 1)$, we get a solution of Eq. (11) formally expressed as
Here, \( \hat{T} \) is the time ordering operator. This formula shows that the information contained in the Hamiltonian is based on three quantities \( \epsilon_{\text{gap}}(k) \), \( |A^+_{\uparrow -}(k)| \) and \( R^+_{\uparrow -}(k) \) that are all found to be gauge-invariant. Note that \( R^+_{\uparrow -}(k) \) is interpreted as being the difference in the intracell coordinate of the Bloch electron between the valence and conduction bands [19]. From this perspective, the spatial shift \( R^+_{\uparrow -}(k) \) yields the difference of the electrostatic potential between the two bands \( \epsilon E \cdot R^+_{\uparrow -} \), which changes the energy to cross the band gap from \( \epsilon_{\text{gap}} \) to \( \epsilon_{\text{gap}} + \epsilon E \cdot R^+_{\uparrow -} \). We can find this term in Eq. (12). In real space, this effect appears as a correction to the depth of the tunnel barrier [14].

### C. Origin of the spin dependence

The Berry connection and shift vector satisfy

\[
|A^\uparrow_{\uparrow -}(k)| = |A^\uparrow_{\downarrow -}(k)|, \quad R^\uparrow_{\uparrow -}(k) = -R^\downarrow_{\uparrow -}(k) \quad (15)
\]

in the PT symmetric system. In a system with both inversion and time-reversal symmetries, as a special case of PT symmetry,

\[
|A^\sigma_{\sigma -}(k)| = |A^\sigma_{\sigma +}(k)|, \quad R^\sigma_{\sigma -}(k) = -R^\sigma_{\sigma +}(k) \quad (16)
\]

also holds for \( \sigma = \uparrow, \downarrow \) in addition to Eq. (15). These derivations are given in Appendix [B]. Note that the shift vector remains finite in general even in such a highly symmetric system, though it vanishes if the system has spin rotational symmetry, in addition [14].

We now consider spin dependence of the tunneling probability in a PT symmetric system. Equation (7) shows that the spin dependence results from the difference between \( \left| a^\uparrow_{+k_0} \right|^2 \) and \( \left| a^\downarrow_{+k_0} \right|^2 \). Here, the formula for \( a^\sigma_{+k_0} \) is given in Eq. (14) and its spin dependence is reduced to that of \( |A^\sigma_{\sigma -}(k)| \) and \( R^\sigma_{\sigma -}(k) \) in \( \Delta^\sigma_{\sigma -}(k,k_0) \).

In addition, \( |A^\sigma_{\sigma -}(k)| \) is spin-independent, as shown in Eqs. (15). Thus, the spin dependence of the tunneling probability is dependent only on the shift vector that changes its sign depending on its spin. We can also explain this result in terms of the energy to cross the band gap \( \epsilon_{\text{gap}} + \epsilon E \cdot R^\sigma_{\sigma -} \). This energy is different between electrons with opposite spins, which leads to the difference in tunneling probability.

Furthermore, we can consider the condition of the spin current generation. If \( R^\sigma_{\sigma -} = 0 \) holds, we then find that \( P^\sigma_{k_0}(t) = P^\sigma_{k_0}(t) \) and \( j^s = 0 \) hold because of Eq. (10). This result implies that even in a system with spin degeneracy, tunneling spin current can be generated unless \( R^\sigma_{\sigma -} = 0 \).

### III. ZIGZAG CHAIN MODEL WITH BOTH INVERSION AND TIME-REVERSAL SYMMETRIES

In this section, we construct a simulation model with both inversion and time-reversal symmetries and derive a two-band Hamiltonian to show that tunneling spin current is induced by an electric field. Note that the model has previously been introduced in [20 Sec. 7.2], except that a parameter \( v \) is added in the current study, as will be detailed later. In our model, we show that the shift vector remains finite since \( v \neq 0 \), and we confirm that the shift vector plays an important role in the spin current generation.

#### A. Tight-binding Hamiltonian

Let us consider a one-dimensional zigzag chain, shown in Fig. 2(a) with \( s,p \) orbitals at each atomic site. This chain satisfies the following three conditions: (i) it has no magnetic orders and has time-reversal symmetry; (ii) it has inversion symmetry and the inversion center is located at the middle of the neighboring A and B sites; (iii) it has reflection symmetry in a plane perpendicular to the z axis, while it breaks reflection symmetry in a plane perpendicular to the x axis. We also introduce a crystalline electric field (CEF) that is consistent with the conditions above.

Taking all this into account, we focus on the energy levels at each site as shown in Fig. 2(b). First, the CEF lifts the six-fold degenerate \( p \) orbitals into the energy levels \( (p_x, p_y) \) and \( p_z \). Then, we consider the splitting of the \( p_x, p_y \) levels due to the SOC, which is given as

\[ H_{\text{SO}} = \lambda_{\text{SO}} \hat{l} \cdot \hat{\sigma} \]

Here, \( \hat{l} \) and \( \hat{\sigma} \) are the orbital and spin angular momentum, respectively. We find that \( \hat{l}_z, \hat{l}_y \) have no effect on the splitting because the \( p_x, p_y \) orbitals are related to the eigenstates of \( \hat{l}_z \) through

\[ |\pm 1 \rangle \equiv |l = 1, m = \pm 1 \rangle = \frac{1}{\sqrt{2}} (|p_x| \pm i|p_y|) \quad (17) \]

and

\[ \left\langle \pm 1 | \hat{l}_{x,y} | \pm 1 \right\rangle = 0 \] holds. Therefore, the term \( \lambda_{\text{SO}} \hat{l}_z \cdot \hat{\sigma} \) lifts the degeneracy into two Kramers pairs, \( (|+1, \uparrow \rangle , | -1, \downarrow \rangle ) \) and \((|+1, \downarrow \rangle , | -1, \uparrow \rangle ) \). We assume that the former pair

\[ |p_\sigma \rangle \equiv \frac{1}{\sqrt{2}} (|p_x, \sigma \rangle + i|p_y, \sigma \rangle) \quad (\sigma = \sigma_z = \pm 1) \quad (18) \]

is at an energy level close to that of the \( s \) orbitals \( |s, \sigma \rangle \), as shown in Fig. 2(b) [2]. For simplicity, we take the energy levels of \( |s, \sigma \rangle, |p_\sigma \rangle \) to be \( +\Delta, -\Delta \).
We then focus on the onsite parity mixing due to the internal electric field as shown in Fig. 2(a) which appears when the inversion center is not located at a site. To see this, we introduce the local electrostatic potential \( \hat{V}_\text{in} \) as follows:

\[
\hat{V}_\text{in}(y) = \begin{cases} 
-E_{\text{in}} y & \text{near A sites} \\
+E_{\text{in}} y & \text{near B sites} 
\end{cases}
\]

(19)

where the inversion center is placed at \( y = 0 \). Here, \( \hat{V}_\text{in} \) satisfies the global inversion symmetry and meets the conditions (i)–(iii). Then, the mixing \( \langle s | (e) \hat{V}_\text{in} | p \rangle \) occurs at each site and we find from Eq. (18) that

\[
\langle s_{\sigma A} | (e) \hat{V}_\text{in} | p_{\sigma A} \rangle = - \langle s_{\sigma B} | (e) \hat{V}_\text{in} | p_{\sigma B} \rangle = i \sigma \phi.
\]

(20)

Here, we introduced a constant \( \phi \).

We also introduce the transfer integrals \( t_s^{(\pm)} \) and \( t_{sx}^{(\pm)} \) as shown in Fig. 2(a). The signs with \( t_{sx}^{(\pm)} \) are determined by the direction dependence of \( | \hat{s} \rangle, | p_x \rangle \). It is also natural to assume that \( t_s^{(+)} \) and \( t_s^{(-)} \) have the same sign in this model.

Thus, we get the tight-binding Hamiltonian

\[
\hat{H}_{s-p} = \sum_{j,\sigma,\tau} \Delta \left( \hat{\sigma}_{j\tau\sigma} \hat{\sigma}_{j\tau\sigma} - \hat{\sigma}_{j\tau\sigma}^{\dagger} \hat{\sigma}_{j\tau\sigma}^{\dagger} \right) + \sum_{j,\sigma} \left( i\sigma \phi \right) \left( \hat{\sigma}_{jA\sigma} \hat{p}_{jA\sigma} - \hat{\sigma}_{jB\sigma}^{\dagger} \hat{p}_{jB\sigma}^{\dagger} \right) + \sum_{j,\sigma} \left( t_{sx}^{(\pm)} \hat{\sigma}_{jA\sigma} \hat{\sigma}_{jB\sigma} + \hat{\sigma}_{jB\sigma}^{\dagger} \hat{\sigma}_{jA\sigma}^{\dagger} \hat{\sigma}_{j-1,\sigma} \right)
\]

(21)

where \( \hat{\sigma}_{j\tau\sigma}, \hat{\sigma}_{j\tau\sigma}^{\dagger} \) are electron creation and annihilation operators on the \( j \)-th site, labeled with orbital \((s, p), \) spin \((\sigma = \uparrow, \downarrow)\) and sublattice \((\tau = A, B)\).

In the crystal momentum space, the Hamiltonian is expressed as follows:

\[
\hat{H}_{k\sigma}^{p-p} = \sum_{k\sigma} \hat{C}_{k\sigma}^{\dagger} H_{k\sigma}^{p-p} \hat{C}_{k\sigma},
\]

(22)

and \( \hat{C}_{k\sigma}^{\dagger} = \left( \hat{\sigma}_{kA\sigma}^{\dagger}, \hat{\sigma}_{kB\sigma}^{\dagger}, \hat{p}_{kA\sigma}^{\dagger}, \hat{p}_{kB\sigma}^{\dagger} \right) \) obtained from the Fourier transformation of \( \hat{\sigma}_{j\tau\sigma}^{\dagger}, \hat{p}_{j\tau\sigma}^{\dagger} \). Let us now assume that \( \phi, t_s^{(\pm)}, t_{sx}^{(\pm)} \ll \Delta \) and derive the effective Hamiltonian for \( | s_{\sigma} \rangle \). We divide 4 × 4 matrix \( H_{k\sigma}^{p-p} \) into 2 × 2 blocks as

\[
H_{k\sigma}^{p-p} = \frac{1}{2} \begin{pmatrix} H_{k\sigma}^{11} & H_{k\sigma}^{12} \\ H_{k\sigma}^{21} & H_{k\sigma}^{22} \end{pmatrix},
\]

(23)

and obtain the effective Hamiltonian

\[
\hat{H}_{k\sigma}^{s} = H_{k\sigma}^{s} + \frac{1}{2} \Delta H_{k\sigma}^{11} H_{k\sigma}^{22} = H_{k}^{s}(k) + \text{(scalar)}
\]

(26)

where we can neglect the scalar term since it has no effect on the tunneling process. We find that

\[
H_{k}^{s}(k) = \begin{pmatrix} -u_{\sigma} \sin(ka) \cos(ka) & iw \cos(ka) - iu \sin(ka) \\ iw \cos(ka) + iu \sin(ka) & u_{\sigma} \sin(ka) \cos(ka) \end{pmatrix}
\]

(27)

with Pauli matrices \( \tau = (\tau_x, \tau_y, \tau_z) \). This two-band Hamiltonian is characterized by the following:

\[
u = \frac{-4t_{sx}^{(\pm)} \phi}{\Delta}, \quad v = \frac{t_s^{(-)} - t_s^{(+)}}, \quad w = \frac{t_s^{(+)} + t_s^{(-)}}, \quad d^{(k)} = (w \cos(ka), v \sin(ka), -\sigma u \sin(ka) \cos(ka)),
\]

(29)
Let us examine each component of $d^s(k)$. The first component always remains finite since $t_1^{(+)}$ and $t_1^{(-)}$ have the same sign, as mentioned above. The second component with $v$, however, disappears if the model recovers reflection symmetry in a plane perpendicular to the $x$ axis, since $t_2^{(+)} = t_2^{(-)}$ holds in this case. Thus, we can consider this component to be the result of reflection symmetry breaking. We also find that the third component of $d^s(k)$ emerges due to the lack of local inversion symmetry, since $\phi = 0$ holds if an inversion center can be placed at each lattice site. This term is known as the antisymmetric spin–orbit interaction in lattice structures such as zigzag [21 22], honeycomb and diamond structure, which are all globally centrosymmetric systems but break the inversion symmetry at lattice sites [23]. Note that it is easy to see that this component corresponds to SOC when the SOC splitting is small enough to satisfy $\lambda_{SO} \ll \Delta$. In this case, we should take into account the additional energy level just below $\varepsilon_k$ shown in Fig. 2(b). The parameter $u$ is then modulated as

$$u = \frac{-4t_{xx}^s \phi}{\Delta} \rightarrow -4t_{xx}^s \phi \left( \frac{1}{\Delta} - \frac{1}{\Delta + \lambda_{SO}} \right) \approx \frac{-4t_{xx}^s \phi \lambda_{SO}}{\Delta^2}$$

(30)

and is indeed proportional to $\lambda_{SO}$.

Now, we check if the shift vector in this model remains finite. From the Hamiltonian [27], we can express it as follows:

$$R_{++}^v(k) = \frac{(d^s \times \partial_{k} d^s) \cdot (\partial_{k} d^s)}{(d^s \times \partial_{k} d^s)^2} \sqrt{(d^s)^2}$$

$$= \frac{3}{2} uvw \sin(2k) \sqrt{u^2 \sin^2 k \cos^2 k + v^2 \sin^2 k + w^2 \cos^2 k \over v^2 u^2 + u^2 w^2 \cos^2 k + u^2 v^2 \sin^2 k} \sigma$$

(31)

where we used the formula given in [14] and take $a = 1$. Equation (31) shows that $R_{++}^v(k) \neq 0$ holds when $u, v, w \neq 0$.

B. Numerical calculations

From the Hamiltonian [27], the behaviors of $P_{k_0}(t)$, $j^s(E, t)$ and $j^s(E, t)$ are obtained numerically as shown in Fig. 3. Here, we introduced $t_0 = h/w$, $E_0 = w/(ea)$, $j^s_0 = (-e)w/h$ and $j_0 = w/2$ as a typical time length, electric field, charge current and spin current, respectively.

In Fig. 3(a) we can see that the probabilities with opposite spins are different from each other, which is expected since $u \neq 0$ breaks spin rotational symmetry in our model. Note that $P_{k_0}(t)$ has a steep rise and fall in the vicinity of $k = k_0(t)$ where the band gap is locally minimum. This behavior is characteristic of tunneling. We also find from Fig. 3(b) that a nonzero spin current is associated with an electric field in this model. This spin current generation purely originates from a nonzero shift vector, i.e., the geometric effect of the wave function, since each band is doubly degenerate with opposite spins.

Figure 3(b) also shows an oscillating behavior in the charge and spin currents, the reason for which can be explained as follows: the Hamiltonian of this model $H'(k_0(t))$ is time-periodic with period $T = 2\pi h/(e |E| a)$. and we can consider that the Schrödinger equation (3) describes a kind of Rabi cycle driven by an external field with period $T$. Thus, we see an oscillation in the population $\langle \sigma^\sigma_{k_0}(t) \rangle$ and that of the currents $j^s(t)$. For more details, see Appendix C. Here, $T$ corresponds to the period of the Bloch oscillation, though it is hard to observe the oscillation in experiments since $T$ is large. Thus, we focus on the time period shortly after application of the electric field, i.e., $t << t_0$.

In this region, the tunneling spin current can be approximated as

$$j^s(E, t)/j^s_0 \approx \frac{-5}{12\pi} \frac{1}{a^3 w^2} \int_{BZ} dk \frac{\partial \varepsilon_{gap}}{\partial k} |A^\sigma_{++}|^2 R_{++}^v \left( \frac{E}{E_0} \right)^3 \left( \frac{t}{t_0} \right)^4$$

(32)

and is scaled by the integral containing the shift vector $R_{++}^v$. This expression is derived in Appendix D. In Fig. 3(c) this formula fits the numerically obtained $j^s(t)$ for each value of $E/E_0$. The relation $j^s(-E) = -j^s(+E)$ also holds in both Fig. 3(c) and Eq. (32), which is expected from the inversion symmetry of the model.

As we mentioned in Sec. III, this spin current disappears when the shift vector goes to zero. This means that $j^s = 0$ holds if the antisymmetric SOC vanishes ($u = 0$) or the reflection symmetry is restored ($v = 0$) in our zigzag chain model. The curve of $u = 0$ in Fig. 3(d) demonstrates this behavior. Moreover, Fig. 3(d) shows a trend of the spin current increasing as $u$ moves away from zero. In the Supplemental Material, we check that the same trend holds for the parameter $v$. These results and the integral in Eq. (32) indicate that as long as $u, v$ are small enough, the shift vector is increased by the antisymmetric SOC and reflection symmetry breaking in the zigzag chain model.

IV. GENERAL ZIGZAG CHAIN MODEL WITH PT SYMMETRY

We now generalize the zigzag chain model in Sec. III by introducing staggered magnetic order on each site. In this model, illustrated in Fig. 4(a), inversion and time-reversal symmetries are both broken, but PT symmetry is preserved. Introducing the magnetic order may seem to be artificial, but it is known that for a zigzag chain model, which has itinerant electrons and localized spins, the staggered antiferromagnetic order along the chain is stabilized near half-filling [24].
FIG. 3. (Color online) Numerical results for time variation of tunneling probability and charge/spin current in the zigzag chain model with both inversion and time-reversal symmetries. (a) Tunneling probability (upper row) across the energy levels (lower row) with the parameters \((k_0 a, u/w, v/w, E/E_0) = (\pi/6, 5, 0.4, -2)\). The dashed vertical lines show where the band gap is locally minimum. (b) Charge and spin currents with the parameters \((u/w, v/w, E/E_0) = (0.7, 0.4, 0.8)\). (c) Electric field dependence of the spin current shortly after application of electric field with the parameters \((u/w, v/w) = (0.7, 0.4)\). The dashed curves represent \(j_s(E, t)\) from the analytical formula (32). (d) Spin current shortly after the application of an electric field for different values of antisymmetric SOC parameter \(u\), with the parameters \((v/w, E/E_0) = (0.4, 0.8)\). The dashed curves represent \(j^s(E, t)\) from the analytical formula (32).

Now, the molecular field from the magnetic order is expressed as

\[
\mathcal{H}_{AF} = \sum_{k,\sigma} \hat{C}^\dagger_{k\sigma} \left( \begin{array}{cc} \phi_s \cdot \sigma & -\phi_s \cdot \sigma \\ \phi_s \cdot \sigma & -\phi_s \cdot \sigma \end{array} \right) \hat{C}_{k\sigma} .
\] (33)

We add this term to the Hamiltonian (22) and derive the effective Hamiltonian \(H^\sigma(k)\) for \(|s_\sigma\rangle\) in the same way as in Sec. III. Then, we obtain

\[
H^\sigma(k) = \hat{d}^\sigma(k) \cdot \tau
\] (34)

with

\[
\hat{d}^\sigma(k) = (w \cos(ka), v \sin(ka), \sigma[\phi_s - u \sin(ka) \cos(ka)])
\] (35)

where \(u, v, w\) are the same as those defined in Eq. (32).

In this model, the expression for the shift vector is rather complicated, and we focus on whether a spin current can be generated from this model. Figure 4(b) plots charge and spin currents computed from the Hamiltonian (34). The nonzero spin current shown here ensures that tunneling spin current occurs even in insulators with spin degeneracy by the application of an electric field. Again, oscillating behaviors of the charge and spin currents are evident, and we give the reason for this in Appendix C.

Let us focus on the time period shortly after the application of the electric field. Then, the tunneling spin current from this model is approximated as

\[
j^s(E, t)/j^s_0 \approx \frac{2 \alpha}{3 \pi} \left( \frac{1}{a^2 w^2} \int_{BZ} dk \epsilon_{\text{gap}}^2 |A^\uparrow_{++} R^\downarrow_{+-}|^2 \left( \frac{E}{E_0} \right)^2 \left( \frac{t}{t_0} \right)^3 \right)
\] (36)

in the PT symmetric model. We derive this expression in Appendix D. In Fig. 4(c) this formula fits the behavior of \(j^s(t)\) for each value of \(E/E_0\). We also find from Fig. 4(c) that this spin current satisfies nonreciprocity i.e., the relation \(j^s(-E) \neq -j^s(+E)\), which is expected...
from the lack of inversion symmetry in this model.

**V. CONCLUSIONS**

We investigated whether a tunneling spin current is induced by an electric field in connection with the shift vector. We focused on a system with PT symmetry but without spin rotational symmetry, including a system with both inversion and time-reversal symmetries. First, we find from the analytic calculations for a two-band model in Sec. II that a shift vector is necessary for spin current generation. Then, in Sec. III we demonstrate a model that has a shift vector and calculated the spin current numerically. We confirm that even in a system with inversion and time-reversal symmetries, a spin current can be generated because of the shift vector. We extend this discussion to the general PT symmetric system, where tunneling spin current also arises, in Sec. IV.

Taking all this into account, we can conclude that it is the shift vector, a purely geometric quantity, that causes a tunneling spin current in a system with spin degeneracy. So far, we have only considered models where a certain spin component is a good quantum number. However, even in systems that do not satisfy this condition, we only need to consider doubly degenerate levels that exchange with each other under PT transformation, rather than degenerate bands with opposite spins. Our result can then be applied to this system, but its formulation is left for a future study.

The results of this study should help the search for materials useful in spintronics. Even for highly symmetric insulators, which are considered less attractive for spintronics, we find that it is usually possible to generate tunneling spin currents. Our results also show that materials with a relatively large tunneling spin current can be identified by estimating the shift vector for the material. Although we have analyzed zigzag chains as an example, we expect that the shift vector also remains finite in many other crystal structures.

In addition, this study may lead to the proposal of a new spin current generation mechanism. It is known that tunneling, as a response to a strong dc electric field, undergoes a crossover in response to a weak ac electric field in the plane of the field strength and frequency [25, Sec. IIIA]. This study should stimulate theoretical research into the ac spin current response in PT symmetric systems that corresponds to the tunneling spin current in this paper, since it is easier to experimentally study an ac spin current response than a dc response, which requires a strong electric field.

Finally, this study for a system with both inversion and time-reversal symmetries should provide insight for the spin transport properties of other systems that have only...
inversion or time-reversal symmetry. For example, this study may help us to understand the spin transport properties of chiral molecules where inversion symmetry is broken. In some chiral molecules, highly spin-dependent transport called chirality-induced spin selectivity (CISS) has recently been found \cite{26,27}, but its mechanism is still under debate \cite{28}. As well as CISS, this study should be useful for characterizing spin transport in a wide range of materials.
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Appendix A: Expression for the tunneling current

Here, we derive Eq. (9) from the definition \cite{3}. First, we find from the Schrödinger equation \cite{3} that

$$\frac{\partial}{\partial t} \left\langle \Psi_{k_0}^\sigma(t) \left| \hat{H}^\sigma(k_0(t)) \right| \Psi_{k_0}^\sigma(t) \right\rangle = \left\langle \Psi_{k_0}^\sigma(t) \left| \hat{H}^\sigma(k_0(t)) \right| \frac{\partial}{\partial t} \Psi_{k_0}^\sigma(t) \right\rangle + \text{c.c.}$$

$$= \frac{1}{i\hbar} \left\langle \Psi_{k_0}^\sigma(t) \left| \left[ \hat{H}(k_0(t)) \right] \right|^2 \right\rangle \left\langle \Psi_{k_0}^\sigma(t) \right\rangle + \text{c.c.}$$

$$+ \frac{\partial k_0(t)}{\partial t} \left\langle \Psi_{k_0}^\sigma(t) \left| \frac{\partial \hat{H}^\sigma(k)}{\partial k} \right| \Psi_{k_0}^\sigma(t) \right\rangle \bigg|_{k=k_0(t)}$$

$$= -eE \left\langle \Psi_{k_0}^\sigma(t) \left| \hat{v}_{k_0}^\sigma(t) \right| \Psi_{k_0}^\sigma(t) \right\rangle$$

where $\hat{v}_{k_0}^\sigma(t)$ is the velocity operator introduced in Sec. II A.

Then, Eq. (A1) leads to

$$\left\langle \Psi_{k_0}^\sigma(t) \left| \hat{H}(k_0(t)) \right| \Psi_{k_0}^\sigma(t) \right\rangle = \epsilon_+ (k_0(t)) \left| a_{+k_0}^\sigma(t) \right|^2 + \epsilon_- (k_0(t)) \left| a_{-k_0}^\sigma(t) \right|^2$$

$$= \epsilon_{\text{gap}}(k_0(t)) \left| P_{k_0}^\sigma(t) \right|^2 + \epsilon_- (k_0(t))$$

using the conservation of probability $\left\langle \Psi_{k_0}^\sigma(t) \left| \Psi_{k_0}^\sigma(t) \right\rangle = \left| a_{+k_0}^\sigma(t) \right|^2 + \left| a_{-k_0}^\sigma(t) \right|^2 = 1$. Finally, combining Eq. (A3) and Eq. (A5), we have

$$-e \left\langle \Psi_{k_0}^\sigma(t) \left| \hat{v}_{k_0}^\sigma(t) \right| \Psi_{k_0}^\sigma(t) \right\rangle = \frac{1}{E} \frac{\partial}{\partial t} \left[ \epsilon_{\text{gap}}(k_0(t)) P_{k_0}^\sigma(t) \right] + \frac{1}{E} \frac{\partial \epsilon_- (k_0(t))}{\partial t}.$$  \hspace{1cm} (A6)

We then integrate both sides of Eq. (A6) over the BZ. The second term in the right-hand side of Eq. (A6) vanishes and we obtain Eq. (9).

Appendix B: Symmetry considerations of the Berry connection and shift vector

In this appendix, we consider the symmetry of the Berry connection and shift vector reflecting the discrete symmetry of the spinful system. Note that the case when the system has spin rotational symmetry is considered in \cite{14}. Let us focus on a system that is invariant under a discrete transformation, such as space inversion $\hat{\Pi}$, time-reversal $\hat{\Theta}$ or PT transformation $\hat{\Pi}\hat{\Theta}$. The Hamiltonian of this system satisfies

$$\hat{\Theta} \hat{H}(k) = \hat{H}(\chi \cdot k) \hat{\Theta}$$

with $(\hat{\Theta}, \chi) = (\hat{\Pi}, -1), (\hat{\Theta}, -1), (\hat{\Pi} \hat{\Theta}, -1)$.

The eigenstates of the Hamiltonian are introduced as $\hat{H}(k) |u_{\alpha}(k)\rangle = \epsilon_{\alpha}(k) |u_{\alpha}(k)\rangle$ where $\alpha = (n, \sigma)$ is a combination of band and spin indices. We then find from Eq. (B1) that $\hat{\Theta} |u_{\alpha}(k)\rangle$ is one of the eigenstates of $\hat{H}(\chi \cdot k)$ with energy $\epsilon_{\alpha}(k)$. We consider this state labeled with another band index $\tilde{\alpha}$ such that

$$|u_{\tilde{\alpha}}(\chi \cdot k)\rangle = e^{-i\theta_{\alpha}(k)} |u_{\alpha}(k)\rangle,$$  \hspace{1cm} (B2)

where the difference in the phase $\theta_{\alpha}(k)$ remains in general.

From the definition of the Berry connection and Eq. (B2), we find that

$$A_{\alpha \beta}(\chi \cdot k) = \left\langle u_{\tilde{\alpha}}(\chi \cdot k) \left| i \partial_{k \cdot k} \right| u_{\beta}(\chi \cdot k) \right\rangle = \chi \cdot \left[ \left\langle \hat{\Theta} u_{\alpha}(k) \right| \hat{\Theta} i \partial_{k \cdot k} u_{\beta}(k) \right\rangle$$

$$+ \left( \partial_{k \cdot k} \right) \left\langle \hat{\Theta} u_{\alpha}(k) \right| \hat{\Theta} u_{\beta}(k) \right\rangle \cdot e^{i(\theta_{\alpha}(k) - \theta_{\beta}(k))}.$$  \hspace{1cm} (B4)

Here, $\hat{\Theta} = \hat{\Pi}$ is a unitary operator and $\hat{\Theta} = \hat{\Theta}, \hat{\Pi} \hat{\Theta}$ are antiunitary operators. These operators obey

$$\left\langle \hat{\Theta} \psi \left| \hat{\Theta} \phi \right\rangle = \left\{ \begin{array}{ll} (\psi | \phi) & \text{if } \hat{\Theta} \text{ is unitary} \left( U \right) \\ (\phi | \psi) & \text{if } \hat{\Theta} \text{ is antiunitary} \left( A \right) \end{array} \right.$$  \hspace{1cm} (B5)

for arbitrary states $|\psi\rangle, |\phi\rangle$. Hereafter, we substitute \left( U \right), \left( A \right) for unitary or antiunitary $\hat{\Theta}$, respectively.

Then, we find from Eq. (B4) that

$$A_{\alpha \beta}(\chi \cdot k) = \begin{cases} \chi \cdot \left[ + A_{\alpha \beta}(k) + (\partial_{k \cdot k}) \delta_{\alpha \beta} \right] e^{i(\theta_{\alpha}(k) - \theta_{\beta}(k))} & \left( U \right) \\ \chi \cdot \left[ - A_{\alpha \beta}(k) + (\partial_{k \cdot k}) \delta_{\alpha \beta} \right] e^{i(\theta_{\alpha}(k) - \theta_{\beta}(k))} & \left( A \right). \end{cases}$$  \hspace{1cm} (B6)
Furthermore, the shift vector $\mathbf{R}_{\alpha\beta}(\chi \cdot k)$ ($\alpha \neq \beta$) satisfies

$$R_{\alpha\beta}(\chi \cdot k) = A_{\alpha\beta}(\chi \cdot k) - A_{\beta\alpha}(\chi \cdot k) = \partial_{\chi} \arg A_{\alpha\beta}(\chi \cdot k)$$

(B7)

where $\theta_{\alpha,\beta}$ vanishes because of the gauge invariance of the shift vector. From Eqs. (B6) and (B8), we find the following relations:

$$|A_{\alpha\beta}(\chi \cdot k)| = |A_{\alpha\beta}(k)|$$

($\alpha \neq \beta$),

(B9a)

$$R_{\alpha\beta}(\chi \cdot k) = \begin{cases} +\chi \cdot R_{\alpha\beta}(k) & (U) \\ -\chi \cdot R_{\alpha\beta}(k) & (A) \end{cases}$$

(B9b)

Let us now consider a PT symmetric system. In this case, $\hat{O} = \Pi \hat{\Theta}$ is antunitary (A) and $\chi = +1$. If we take $\alpha, \beta = (n, \uparrow), (m, \uparrow)$, we then find $\hat{\alpha}, \hat{\beta} = (n, \downarrow), (m, \downarrow)$. Taking these into account, we immediately obtain Eqs. (15) and (16).

Similarly, in a system with both inversion and time-reversal symmetries, we obtain

$$|A_{nm}(\chi \cdot k)| = |A_{nm}(k)|, \quad R_{nm}(\chi \cdot k) = -R_{nm}(k),$$

from the inversion symmetry, and

$$|A_{nm}^\dagger(\chi \cdot k)| = |A_{nm}(k)|, \quad R_{nm}^\dagger(\chi \cdot k) = +R_{nm}^\dagger(k)$$

from the time-reversal symmetry. Combining Eqs. (B10a) and (B10b), we get Eqs. (15) and (16).

Appendix C: Reason for tunneling current oscillation

We consider the components of the Hamiltonian of the zigzag chain models shown in Eqs. (27) and (34). We find that in both models, $H^\sigma(k_0(t))$ is time-periodic with period $T = 2\pi\hbar/(eE|a|)$. In this case, Floquet theory [3] gives some conditions for $|\Psi_{k_0}^\sigma(t)|$ as a solution of Eq. (3). Note that we also have to pay attention to conservation of probability $\langle \Psi_{k_0}^\sigma(t) | \Psi_{k_0}^\sigma(t) \rangle = 1$. Then, we obtain the expression

$$|\Psi_{k_0}^\sigma(t)\rangle = \sum_{\nu=1,2} b_{\nu k_0} e^{-i\varepsilon_{\nu}^\sigma t/\hbar} |\Psi_{k_0}^\sigma(t)\rangle.$$  

(C1)

Here, $|\Psi_{k_0}^\sigma(t)\rangle$ is a time-periodic state with period $T$, and the Floquet exponent $i\varepsilon_{\nu}^\sigma$ is imaginary. We also introduced the coefficients $b_{\nu k_0}$. Note that $\varepsilon_{\nu}^\sigma$ is independent of $k_0$ because Eq. (3) shows that the difference in $k_0$ is reduced to the shift of the origin of time, which has no effect on the Floquet exponent of the solution.

Furthermore, when the system has time-reversal symmetry, $\varepsilon_{\nu}^\sigma$ is also independent of $\sigma$ because the time-reversal operation (antiunitary) and the subsequent change of variable $t \rightarrow -t$ converts the Schrödinger equation and the solution (C1) with the label $(k_0, \sigma)$ into those with $(-k_0, -\sigma)$, but the Floquet exponent is unchanged.

Now, we find

$$\langle \Psi_{k_0}^\sigma(t) | \hat{H}^\sigma(k_0(t)) | \Psi_{k_0}^\sigma(t) \rangle = \sum_{\mu,\nu} b_{\mu k_0}^* b_{\nu k_0} e^{i(\varepsilon_{\mu}^\sigma - \varepsilon_{\nu}^\sigma)/\hbar} \langle \Psi_{k_0}^\sigma(t) | \hat{H}^\sigma(k_0(t)) | \Psi_{k_0}^\sigma(t) \rangle$$

(C2)

$$= P_0(t) + P_1(t) \cos(\omega_{12}^\sigma t) + P_2(t) \sin(\omega_{12}^\sigma t)$$

(C4)

where $P_{0,1,2}(t)$ are all real periodic function with period $T$, and $\omega_{12}^\sigma \equiv |\varepsilon_1^\sigma - \varepsilon_2^\sigma|/\hbar$. Thus, we get from Eq. (8) and Eq. (A3),

$$j^\sigma = \frac{1}{E T} \sum_{k_0 \in BZ} \partial_t \langle \Psi_{k_0}^\sigma(t) | \hat{H}^\sigma(k_0(t)) | \Psi_{k_0}^\sigma(t) \rangle$$

(C3)

Appendix D: Approximation of tunneling current shortly after application of electric field

In the adiabatic limit, Eq. (14) leads to

$$\left( \frac{a_{+,k_0}(t) e^{-i \arg A_{-,k_0}^\sigma(k)}}{a_{-,k_0}^\sigma(t)} \right) \simeq \left[ \begin{array}{cc} 1 + i \int_{k_0}^{k_0(t)} |A_{-,k_0}^\sigma(k)| \cdot \left( e^{-i \Delta_{-,k_0}^\sigma(k,k_0)} - 0 \right) dk \right] \left( \frac{0}{1} \right).$$

(D1)

For convenience, we write $A_0 \equiv |A_{-',-}|$, $R_0 \equiv R_{-,+}$, $q \equiv -eE/\hbar$ and $\lambda \equiv (\epsilon_{gap}/eE) + \sigma \cdot R_0$. We assume that $t$ is small enough to satisfy $|q| a \ll 1$ where $a$ is the lattice constant, hereafter taken as $a = 1$. We also consider the band parameter $w$ shown in Eq. (25) as a typical energy scale, and set $w = 1$ for simplicity. By using the Taylor expansion with $q$, we find that

$$P_{k_0}^\sigma(E,t) = |a_{+,k_0}^\sigma|^2$$

(D2)

$$= \left[ \int_{k_0}^{k_0+q} dk \ A_0 \exp \left( -i \int_{k_0}^k dk' \lambda \right) \right]^2$$

(D3)

$$= A_0(k_0) q^2 \left[ (\partial_k - i\lambda) A_0 \right]_{k=k_0} q^2 \frac{2!}{2!}$$

$$+ (\partial_k - i\lambda)^2 A_0 |_{k=k_0} q^3 \frac{3!}{3!} + (\partial_k - i\lambda)^3 A_0 |_{k=k_0} q^4 \frac{4!}{4!} + \cdots$$

(D4)

$$\equiv P_{k_0}^\sigma(E,q).$$

(D5)
The tunneling current Eq. (9) is expressed as
\[ j^\sigma = -\frac{e}{\hbar} \int_{BZ} \frac{dk_0}{2\pi} \frac{\partial}{\partial q} \left[ \epsilon_{\text{gap}}(k_0 + q) P_{k_0}^\sigma(E, q) \right] \cdot (D6) \]

We expand this formula with \( q \) by using Eq. (D5) and the expansion \( \epsilon_{\text{gap}}(k_0 + q) = \epsilon_{\text{gap}}(k_0) + \partial \epsilon_{\text{gap}}|_{k=k_0} q^1 + \cdots \). Then, we find
\[
\epsilon_{\text{gap}}(k_0 + q) P_{k_0}^\sigma(E, q)/q^2 = c_{0,0} + c_{1,0} q^1 \\
+ [c_{2,1} (E/E_0)^{-2} + c_{2,1} (E/E_0)^{-1} \sigma + c_{2,0} q^2] q^2 \\
+ [c_{3,2} (E/E_0)^{-2} + c_{3,1} (E/E_0)^{-1} \sigma + c_{3,0} q^2] q^3 \\
+ O \left( (t/t_0)^3 \right) \quad (D7)
\]

where we introduced \( E_0 = w/(ea) \) and \( t_0 = \hbar/w \). The coefficients \( c_{l,m} \) consist of \( \epsilon_{\text{gap}}, A_0 \) and \( R_0 \), for example,
\[
c_{0,0} = \epsilon_{\text{gap}} A_0^2 \big|_{k=k_0}, \quad c_{2,1} = -\frac{1}{6} \epsilon_{\text{gap}} A_0^2 R_0 \big|_{k=k_0}, \quad (D8)
\]
\[
c_{3,1} = \frac{1}{12} \left[ \epsilon_{\text{gap}}(\partial_k \epsilon_{\text{gap}}) A_0^2 R_0 - \partial_k (\epsilon_{\text{gap}} A_0^2 R_0) \right] \big|_{k=k_0}. \quad (D9)
\]

Then, the leading term of the charge current \( j^c = j^\uparrow + j^\downarrow \) is given as follows:
\[
j^c(E, t) \simeq 2 \cdot \frac{e}{\hbar} \int_{BZ} \frac{dk_0}{2\pi} c_{0,0} \cdot 2q^1 \quad (D10)
\]
\[
= \frac{2}{\pi} j^c \left( \frac{1}{aw} \int_{BZ} dk \epsilon_{\text{gap}} A_0^2 \right) \cdot \left( \frac{E}{E_0} \right)^{1} \left( \frac{t}{t_0} \right)^{1}. \quad (D11)
\]

Here, we reinserted the powers of \( a \) and \( w \) from dimensional analysis. The leading term of the spin current \( j^s = (\hbar/2(-e)) \cdot (j^\uparrow - j^\downarrow) \) in a PT symmetric system is also given as follows:
\[
j^s(E, t) \simeq 2 \cdot \frac{\hbar}{2(-e)} \cdot \frac{e}{\hbar} \int_{BZ} \frac{dk_0}{2\pi} c_{2,1} \cdot \left( \frac{E}{E_0} \right)^{-1} 5q^4. \quad (D12)
\]

This equation leads to Eq. (30).

However, in a system with both inversion and time-reversal symmetries, the integral in Eq. (D12) vanishes because the coefficient \( c_{2,1}(k) \) is an odd function of \( k \). In general, \( c_{m,-m}(-k_0) = (-1)^{m+n} c_{m,m}(k_0) \) holds because the expansion (D7) is valid regardless of the inversion transformation \((E, \sigma, q) \rightarrow (-E, +\sigma, -q)\). Therefore, the leading term of \( j^s \) in this system is given as
\[
j^s(E, t) \simeq 2 \cdot \frac{\hbar}{2(-e)} \cdot \frac{e}{\hbar} \int_{BZ} \frac{dk_0}{2\pi} c_{3,1} \cdot \left( \frac{E}{E_0} \right)^{-1} 5q^4, \quad (D13)
\]

which leads to Eq. (32).
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In this material, we provide additional numerical results for the zigzag chain models introduced in Sec. III and Sec. IV in the main text. These results ensure the accuracy of our calculations and support the conclusions drawn in the main text.

The outline of the material is as follows. We first examine how accurately the conservation of probability during the interband transition is satisfied in our computation. We then show the Fourier spectrum of the oscillating tunneling current, and check that each peak in the spectrum is at the position expected from Appendix C. Next, we consider how the parameter \(v\) in the Hamiltonian (27) affects the behavior of the spin current shortly after the application of an electric field. Finally, we focus on the electric field dependence of the charge current shortly after the application of the electric field.

S1: NUMERICAL ACCURACY REGARDING THE CONSERVATION OF PROBABILITY

In our models, the conservation of probability is described as follows:

\[
\frac{1}{N_{\text{ele}}} \sum_{k_0 \in BZ} \sum_{\sigma=\uparrow,\downarrow} \langle \Psi^\sigma_{k_0}(t) | \Psi^\sigma_{k_0}(t) \rangle = 1. \tag{S1}
\]

Here,

\[
N_{\text{ele}} = 2 \cdot L/|UC| \tag{S2}
\]

is the total number of electrons that contribute to the tunneling process where \(|UC| = 2a\) is the length of a unit cell and the factor two is due to the spin degree of freedom.

Let us now compute the left-hand side of Eq. (S1) and compare it to the right-hand side (= 1) to estimate any numerical errors in our computation. We first take the tight-binding Hamiltonian shown in Eq. (27) or Eq. (34), and get \(|\Psi^\sigma_{k_0}(t)\rangle\) by solving the Schrödinger equation (3) with the Runge–Kutta method. Then, we take the sum in Eq. (S1) for a sufficiently large \(N_{\text{ele}}\), and obtain the left-hand side of Eq. (S1) at each time.

Figure S1 plots the difference between the two sides of Eq. (S1) computed in this way. The numerical error is found to be at most \(3 \times 10^{-7}\) in \(0 < t/t_0 < 20\) from the figures. We consider this error to be of the same order of magnitude.
as that in the expectation value of the tunneling current because the expectation value \[ \langle S1 \rangle \] is computed in the same way as the left-hand side of Eq. \[ \langle S1 \rangle \] just as the sum \[ \langle 8 \rangle \] corresponds to the sum \[ \langle S1 \rangle \]. Thus, the charge and spin current plotted in Fig. 3(b) and Fig. 4(b) are considered to be correct up to order \( 10^{-7} \). This estimate confirms the validity of the nonzero spin currents shown in these figures, which are not attributed to numerical errors but are generated from the zigzag chain models.

**S2: FOURIER SPECTRUM OF OSCILLATING CURRENT**

In the main text, we observe oscillating behavior of the charge and spin currents \( j^c(t), j^s(t) \) in Fig. 3(b) and Fig. 4(b) explained in Appendix C. To clarify this point, we derive the Fourier spectrum of the oscillating currents, shown in Fig. S2.

We first focus on Fig. S2(a) which corresponds to the spectrum for the model with both inversion and time-reversal symmetries. We find that all the charge current peaks overlap those of the spin current, and their positions can be expressed as

\[
\omega t_0 = n \cdot E/E_0, \quad n \cdot E/E_0 \pm 2\pi \delta (n = 1, 2, \ldots)
\]

where \( \delta = 0.046 \). These peaks are predicted in Eq. (C4), such that

\[
\omega t_0 = n \cdot E/E_0, \quad n \cdot E/E_0 \pm \omega_{12} t_0 \quad (n = 1, 2, \ldots).
\]

Here, we used the relation \( (2\pi/T) t_0 = (eEa/h)(h/w) = E/E_0 \) and introduced \( \omega_{12} \equiv \omega_1 = \omega_2 \). We find that Eqs. (S3) and (S4) have the same form. This agreement supports the analytical calculations in Appendix C.

We next focus on Fig. S2(b) which corresponds to the spectrum for the PT symmetric model. Again, we find that all the peaks of the charge current overlap those of the spin current, with their positions given by

\[
\omega t_0 = n \cdot E/E_0, \quad n \cdot E/E_0 \pm 2\pi \delta_1, \quad n \cdot E/E_0 \pm 2\pi \delta_2 \quad (n = 1, 2, \ldots)
\]

where \( \delta_1 = 0.033, \delta_2 = 0.049 \). These peaks are predicted in Eq. (C4) such that

\[
\omega t_0 = n \cdot E/E_0, \quad n \cdot E/E_0 \pm \omega_{12} t_0, \quad n \cdot E/E_0 \pm \omega_{12} t_0 \quad (n = 1, 2, \ldots).
\]

We now find that Eqs. (S5) and (S6) have the same form. This agreement also supports the analytical calculations in Appendix C.

**S3: SPIN CURRENT DEPENDENCE ON \( v \)**

In Sec. III, we focus on a model with both inversion and time-reversal symmetries where the shift vector is explicitly given by Eq. (31) and is proportional to the product \( uvw \). Note that \( v \neq 0 \) originates from the breaking of reflection symmetry in the model.

Figure S3 plots the spin current dependence on \( v \) in this system. We find that the analytical formula (32) fits the behavior of \( j^s(t) \) for each value of \( v \). We also find that the spin current vanishes as \( v \) goes to zero. That is what we expected since there is no spin current generation when the shift vector is zero, as mentioned in Sec. II C.

**S4: CHARGE CURRENT DEPENDENCE ON ELECTRIC FIELD**

We touch on the behavior of the charge current in this section. Figures S4 show the behaviors for the two models in Sec. III and Sec. IV. In each figure, we find that the analytical formula (D11) fits the behavior of \( j^c(E, t) \) well. This result supports the validity of the formula derived in Appendix D.
FIG. S2. (Color online) Fourier spectrum of charge and spin currents. In both panels (a) and (b), the spectrum in the upper row is enlarged in the lower row. The vertical dashed lines denote the frequencies $\omega t_0 = n \cdot E / E_0$ ($n = 1, 2, \ldots$). (a) Model with both inversion and time-reversal symmetries. We used the parameters $(u/w, v/w, E/E_0) = (0.7, 0.4, 0.8)$. (b) PT symmetric model. We used the parameters $(u/w, v/w, \phi_s/w, E/E_0) = (0.7, 0.4, 0.2, 0.8)$. 
FIG. S3. (Color online) Time variation of spin current shortly after the application of an electric field for different values of $v$. The dashed curves represent $j^s(E,t)$ from the analytical formula (32). We used the parameters $(u/w, E/E_0) = (0.7, 0.8)$.

FIG. S4. (Color online) Electric field dependence of the charge current $j^c(E,t)$ shortly after the application of an electric field. In both panels (a) and (b), the dashed curves represent $j^c(E,t)$ from the analytical formula (D11). (a) $j^c(E,t)$ for the model with inversion and time-reversal symmetries. We used the same parameters $(u/w, v/w) = (0.7, 0.4)$ as in Fig. 3(c). (b) $j^c(E,t)$ for the PT symmetric model. We used the same parameters $(u/w, v/w, \phi_s/w) = (0.7, 0.4, 0.2)$ as in Fig. 4(c).