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Abstract

Recent mainstream weakly supervised semantic segmentation (WSSS) approaches are mainly based on Class Activation Map (CAM) generated by a CNN (Convolutional Neural Network) based image classifier. In this paper, we propose a novel transformer-based framework, named Semantic Guided Activation Transformer (SemFormer), for WSSS. We design a transformer-based Class-Aware AutoEncoder (CAAE) to extract the class embeddings for the input image and learn class semantics for all classes of the dataset. The class embeddings and learned class semantics are then used to guide the generation of activation maps with four losses, i.e., class-foreground, class-background, activation suppression, and activation complementation loss. Experimental results show that our SemFormer achieves 74.3% mIoU and surpasses many recent mainstream WSSS approaches by a large margin on PASCAL VOC 2012 dataset. Code will be available at https://github.com/JLChen-C/SemFormer.

1 Introduction

Semantic Segmentation, a fundamental but challenging task in computer vision, has received much attention of researchers. This task is to assign a class for each pixel in the given image. Due to the rapid development of computer vision community, many approaches [29, 4, 6, 43, 45, 40] have achieved surprising performance for fully-supervised semantic segmentation (FSSS). However, FSSS is developed upon pixel-level annotations, which is very time-consuming and may cost huge human labour. To reduce the numerous resource cost, recently many weakly supervised semantic segmentation (WSSS) approaches aims at making full use of weaker annotations, e.g., bounding boxes [31, 18], scribbles [34, 27], points [2], and image-level labels [17, 37, 45, 26, 32]. These WSSS approaches follow a two-stage paradigm: first generating pseudo semantic segmentation labels utilizing the weak annotations, and then training an FSSS network via the pseudo labels. In the above approaches, image-level annotations are the most convenient labels to acquire, and are therefore broadly studied by researchers. As a result, in this paper, we mainly pay attention to approaches using image-level annotations.

However, the image-level labels can not provide enough location information. Fortunately, the development of Class Activation Map (CAM) [47] provides an effective way to acquire the location information only using image-level annotations. Many WSSS approaches are built upon CAM. Although CAM is simple and effective, it has an obvious disadvantage, i.e., it only activates the most discriminative regions, which results in under-activation. As a result, many WSSS approaches including CAM expanding [17, 38, 36] are trying to solve this problem. Erasing-based methods drive
the network to focus on the less discriminative regions by erasing the regions with high response.

Recently, vision transformers has been introduced to computer vision community. Vision Transformer (ViT) [10] splits the given image into patch sequence. The patches are projected to patch embeddings by a shared fully-connected (FC) layer and summed up with corresponding learnable position embeddings. The summation is then input to the sequential transformer blocks which contain Multi-Head Self-Attention (MHSa) and Multi-Layer Perceptron (MLP). Thanks to the MHSa and MLP, ViT can build long-range relationship between the patches and handle complex feature transforms. Recent researches [10, 33, 35, 28] show the superiority of vision transformers over conventional convolutional neural network (CNN).

In this paper, we propose a novel framework with vision transformer for WSSS, which generates activation maps based on class semantics. In this framework, we design a transformer based Class-Aware AutoEncoder (CAAE) to extract class embeddings of the input image and learn semantic of each class in the dataset with the semantic similarity loss. Via the CAAE and the learned class semantics, we design an adversarial learning framework for generating class activation map (CAM) for each class using transformer. Given an input image and its CAM, we construct an complementary image pair, class-foreground and class-background images, by multiplying the CAM with the given image. Both of the complementary images are input to the CAAE to extract the corresponding class embedding. While the similarity between the embedding of the class-foreground image and the class semantic should be maximized, the similarity between the embedding of the class-background image and the corresponding class semantic should be minimized. We design two losses, activation suppression, and activation complementary loss, to improve the activation map. Besides, we introduce extra class tokens into the segmentation network to learn the class embeddings, and refine the CAM using the class-relative attention of each class.

We summarize our contribution as follows. First, different from conventional classification network based CAM approaches, we design a Class-Aware AutoEncoder (CAAE) to extract the class embedding of the foreground and background images and learn the semantic of each class in the dataset, to guide the generation of the activation map. Second, to maximize the similarity between the class embedding of the input image and the semantic of this class, adversarial losses are designed to measure the similarity between the class-foreground or class-background image and this class, and thus guide the generation of the activation map. Third, we introduce extra class tokens into the segmentation network to learn the class embeddings and refine the CAM with the generated multi-head self attention of each class. Finally, experimental results show that our proposed SemFormer achieves 74.3% mIoU and surpasses many recent mainstream WSSS approaches on PASCAL VOC 2012 dataset.

2 Related Work

2.1 Weakly-Supervised Semantic Segmentation

As CAM only activates the most discriminative regions of the given image, many approaches attempt to address this issue. [16, 19] use object boundary information to expand the regions of the initial CAM. [13] utilize the pixel relationship to refine the initial CAM to generate better pseudo labels. But these approaches heavily rely on the quality of the initial CAM. Many methods try to improve the quality of the initial CAM. MDC [38] introduce multi-dilated convolutions to enlarge the receptive field for classification of the non-discriminative regions. SEAM [36] designs a module exploring the pixel context correlation. However, these methods bring complicated modules to the segmentation network or require complex training procedure. Beyond above approaches, another popular technique, adversarial erasing (AE), generally erases the discriminative regions found by CAM, and drives the network to recognize the objects in the non-discriminative regions. AE-PSL [37] erases the regions with the CAM and forces the network to discover the objects in the remaining regions, but suffers from over-activation, i.e., some background regions are incorrectly activated. GAIN [26] proposes a two-stage scheme using a shared classifier that minimize the classification score of the masked image using the thresholded CAM generated in the first stage. OC-CSE [20] improves GAIN by training a segmentation network in the first stage, and using the pre-trained classifier in the second stage. However, Zhang et al. [45] points out that the AE-based approaches has some weakness. First, their training stage is unstable as some regions might be lost due to the random hiding process. Second, they may over-activate the background regions, resulting in very small classification score in the second stage and thus increase the training instability.
2.2 Vision Transformer

Recently, vision transformers have been introduced to computer vision community. Vision Transformer (ViT) [10] first proposes to split the input image into a non-overlapping patch sequence. Each patch is then projected into a token using a shared fully-connected (FC) layer. The patch tokens plus a class token will be summed with the corresponding position embedding and passed to the transformer blocks with Multi-Head Self-Attention (MHSA) and Multi-Layer Perceptron (MLP). DeiT [33] improves ViT via distillation on an extra distillation token. As the MHSA with MLP builds a connection between each token and other tokens, the message passing within the transformer is global and better than the local connection in the conventional CNN. Many approaches aims at improving ViT [35, 28, 7, 9] with better architectures. Recently, TS-CAM [14] and MCTFormer [42] introduce transformers to weakly-supervised object localization and WSSS, respectively, and both achieve impressive performance. However, TS-CAM [14] and MCTFormer [42] are still classification-based CAM generation approaches and may still suffer from incomplete activation problem. In this paper, we propose a novel transformer-based learning framework for WSSS to generate activation maps under the guidance of semantic, which can produce more complete regions than those CAM-based approaches.

3 Method

3.1 Overall Framework

Figure 1: Overview of the proposed two-stage SemFormer. The first stage (top) is to train a class-aware autoencoder (CAAE). The second stage (bottom) is to train the segmentation network using the pre-trained CAAE.
In this section, we introduce the overall framework of our SemFormer. As shown in Figure 1, SemFormer contains two training stages. In the first stage, we train a Class-Aware AutoEncoder (CAAE) under the constraint of semantic similarity and reconstruction loss to correctly extract the class embeddings of the input image, and learn the class semantics of the dataset. In the second stage, we train the segmentation network based on the class embeddings extracted by the pre-trained CAAE and the learned class semantics. The similarity of the same class or different classes are maximized or minimized through four losses (class-foreground, class-background, activation suppression, and activation complementary loss) to guarantee the correctness, completeness, compact, and complementation of activation maps.

3.2 Class-Aware AutoEncoder

3.2.1 Architecture.

The Class-Aware AutoEncoder (CAAE) is a transformer-based architecture designed to extract class embeddings for input image and learn class semantics of the dataset, which consists of an encoder (a transformer backbone without classification layer) and an asymmetric decoder (transformer blocks).

3.2.2 Class-Aware Semantic Representation

Let $I$ be the input image with $H \times W$ pixels, which is split into $h \times w$ patches, where $h = W/P$, $w = W/P$, and $P$ is the patch size. The patches are flattened and projected to patch tokens $t^0 \in \mathbb{R}^{h w \times d}$ via a shared FC layer, where $d$ is the dimension of each token embedding. The patch tokens (in our experiments, we find that ignorance of the class token has negligible influence to the performance) are then summed up with the corresponding position embeddings and passed to $L$ transformer blocks with MHSA and MLP. Let $t^L \in \mathbb{R}^{h w \times d}$ be the patch tokens after the the $L$-th transformer block. $t^L$ is passed to a fully-connected (FC) layer followed by ReLU function and reshaped to generate primary tokens $T \in \mathbb{R}^{h w \times K \times D}$:

$$T = reshape(ReLU(t^L W_1), (wh, K, D)),$$

where $W_1 \in \mathbb{R}^{d \times KD}$ is the weights of the FC layer, $reshape$ denotes the reshaping function, $K$ is the number of classes in the dataset, and $D$ is the class dimension.

After that, we sum up the primary tokens $T$ to generate the class embeddings $E \in \mathbb{R}^{K \times D}$, i.e., $E = \frac{1}{K} \sum_{i=1}^{wh} T_i$.

The class embeddings $E$ can represent the semantic for each class of the input image. We also define class semantics $S \in \mathbb{R}^{K \times D}$ to represent the overall semantics of the $K$ classes in the dataset. Each semantic is a $D$-dimension vector corresponds to a class. $S$ is obtained by $S = ReLU(W_S)$, where $W_S$ is the weights, which is randomly initialized before training CAAE and fixed after training.

3.2.3 Loss Functions

For CAAE, we design semantic similarity and reconstruction loss to extract the class embeddings of the input image and learn class semantics of the dataset.

**Semantic Similarity Loss.** For the input image $I$, the semantic similarity (SS) loss is designed to make CAAE aware what classes exist in the image. For class $c$, the cosine similarity $Sim(E_c, S_c)$ between the class embedding $E_c$ and the class semantic $S_c$ is maximized if any object of class $c$ exists in the image, otherwise $Sim(E_c, S_c)$ is minimized, where $Sim(a, b) = \frac{a^\top b}{\|a\|_2 \|b\|_2}$ is the cosine similarity between $a$ and $b$. The value of $Sim(E_c, S_c)$ is in $[0, 1]$ as both $E$ and $S$ are passed to ReLU function without negative values as mentioned above. Let $Y \in \mathbb{R}^K$ be the image-level annotation of the input image. For class $c$, $Y_c$ is in $\{0, 1\}$, if class $c$ exist in the image, $Y_c = 1$, otherwise, $Y_c = 0$. The SS loss $L_{SS}$ is a binary cross entropy (BCE) loss:

$$L_{SS} = -\frac{1}{K} \sum_{c \in C} [Y_c log(Sim(E_c, S_c)) + (1 - Y_c) log(1 - Sim(E_c, S_c))].$$

**Reconstruction Loss.** There is no guarantee that the embeddings extracted by the encoder can correctly represent the semantic for each class of the input image. To address this issue, we introduce
a decoder to perform image reconstruction. The primary tokens $T$ is reshaped and passed to an FC layer to recover the dimension of the patch tokens:

$$t'^L = reshape(T, (wh, KD))W_2,$$

where $W_2 \in \mathbb{R}^{KD \times d}$ is the weights of the FC layer, $t'^L$ denotes the recovering result.

The recovering result is then passed to the decoder consisting of transformer blocks followed by an FC layer, and then reshaped to reconstruct the input image. On one hand, as the reconstructed image are generated from the primary tokens $T$, the reconstruction loss can ensure that the primary tokens $T$ have correct semantics of the input image. On the other hand, the embeddings are produced from the primary tokens $T$. As the semantic of $T$ is correct, the semantic of class embeddings can also be ensured. Similar with MAE [15], the decoder of CAAE is only used in pre-training CAAE to perform image reconstruction task. Only the encoder is used to extract class embeddings of input image for the training of segmentation network. As MAE [15] indicates, the design of the decoder architecture can be flexible and independent of the encoder design. In our experiments, we evaluate the impact of the depth (number of transformer blocks) of the decoder. Let $I_{recon}$ be the reconstructed image from CAAE, the reconstruction loss $L_{recon}$ is a mean squared error (MSE) loss between $I$ and $I_{recon}$.

**Overall Loss.** During training CAAE, the overall loss $L_{CAAE}$ is defined as:

$$L_{CAAE} = L_{SS} + L_{recon}. \quad (4)$$

### 3.3 Segmentation Network

#### 3.3.1 Architecture.

The segmentation network is a vanilla transformer backbone to be trained for the generation of activation maps with image-level supervision. The patch tokens with $K$ class tokens are summed up with the position embedding and input to the segmentation network. Let $t'^l \in \mathbb{R}^{K+h'w' \times d'}$ be the tokens of the $l$-th transformer block of the segmentation network, where $d'$ is the dimension of the tokens. The patch tokens $t^{patch} = t'^{l+1}_K:K+h'w'$ are then passed to an FC layer follow by the sigmoid function and then transposed and reshaped to generate the activation maps $M$:

$$M = reshape((t^{patch}W^{patch})^\top, (K, h', w')),$$

where $W^{patch} \in \mathbb{R}^{d' \times K}$ denotes the weights of the FC layer. Each channel of the activation maps corresponds to a class of the dataset.

#### 3.3.2 Semantic Guided Activation.

The CAAE aims to embed the class semantic into the segmentation network to guide the generation of the activation maps. The weights of CAAE are fixed during training of the segmentation network.

#### 3.3.3 Class-Relative Attention.

The MHSA in the transformer, which builds token-to-token attentions, can reflect the relationship between the tokens. Hence, the attention from each class token to patch tokens (class-relative attention) can also work as the CAM. Let $A^l \in \mathbb{R}^{(K+h'w') \times (K+h'w')}$ be the token-to-token attentions from the $l$-th transformer block (averaged over heads of MHSA), where $h'$ and $w'$ denotes the height and width of the last feature layer of the segmentation network. The class-relative attention of the $l$-th transformer block is $A^l = A^l_{1:K,K+1:K+h'w'}$. As the deeper transformer block has stronger semantic, we average the class-relative attentions from the last $U$ (set to 4 in our experiments) transformer blocks and use min-max normalization to generate the final class-relative attention $A'$:

$$A' = reshape(min\_max\_norm(\frac{1}{U} \sum_{l=U'\sim U+1}^L A^l), (K, h', w')),$$

where $L'$ denotes the number of total transformer blocks, $min\_max\_norm$ denotes min-max normalization.

The final activation map $M_c = M_c \odot A'_c$ of class $c$ is generated by combining $M_c$ and $A'_c$. In our experiments, we find that the performance of combining the semantic guided activation map with class-relative attention is much better than that of semantic guided activation map. This result indicates that, the learned multi-head self-attention is very useful for semantic segmentation.
3.3.4 Loss Functions

For the segmentation network, we design four losses (class-foreground, class-background, activation suppression, and activation complementation loss) to make the segmentation network aware of the class embeddings.

For a given image $I$, and its CAM $M_c$ of class $c$, a complementary image-pair, i.e., class-foreground image $I^F_c = M'_c \odot I$ and class-background image $I^B_c = (1 - M'_c) \odot I$ are constructed by element-wise multiplication $\odot$, where $M'_c$ is generated by interpolating $M_c$ to the size of input image. We perform class-foreground loss and class-background loss on the class-foreground image and class-background image via the CAAE, to ensure that there is only the semantic of this class in the class-foreground image and no information of this class is available in the class-background image. The adversarial training of the two complementary losses guides the generation of the CAM and ensures its correctness.

As shown in Figure 3, given an input image with $\{\text{boat, person}\}$ classes, for class $c \in \{\text{boat, person}\}$, the class-foreground image $I^F_c$ is constructed by multiplying the class-foreground map (i.e., activation map) $M_c$ with the input image and used to calculate class-foreground loss, and the class-background image $I^B_c$ is constructed by multiplying the class-background map $1 - M_c$ with the input image for class-background loss. We will give detailed introduction of the four losses in the following sections.

**Class-Foreground Loss.** The class-foreground (CF) loss aims at making the segmentation network aware whether the activated regions are correct. For class $c$, the class-foreground image should only contain regions of class $c$, without activating regions of other classes, as shown in Figure 3. Let $E^F_c$ be the embedding for class $c$ of class-foreground image, and $S^F_c$ be the semantic of class $c$. The CF loss is designed to maximize $\text{sim}(E^F_c, S^F_c)$, and minimize $\text{Sim}(E^F_{c'}, S^F_{c})$, where $c' \neq c$. In our experiments, we find that for training the segmentation network, the losses without log function have better results. As a result, the CF loss $L_{CF}$ is defined as:

$$L_{CF} = \frac{1}{C} \sum_{c=1}^{K} \mathbb{I}(Y_c = 1)[1 - \text{Sim}(E^F_c, S^F_c)] + \frac{1}{C - 1} \sum_{c', c' \neq c} \mathbb{I}(Y_c = 1, Y_{c'} = 1)\text{Sim}(E^F_c, S^F_{c'}),$$  \(7\)

where $C$ denotes the number of available classes of the input image, and $\mathbb{I}(\text{condition}) \in \{0, 1\}$ is the indicator function and equal to 1 only when the condition is true.

**Class-Background Loss.** The CF loss encourage to activate the most discriminative regions of the objects, similar with CAM-based approaches. In this situation, some regions of the objects are recognized as background, resulting in incomplete activation. To address this issue, we propose a class-background loss, to minimize the similarity between the embedding of the class-background image $E^B_c$ and the semantic $S_c$ for class $c$, to ensure that there exist no information of this class in the class-background image. Besides, the CB loss also encourages to activate the regions of other available classes in the class-background image to promote the complementation of the class-background image to the class-foreground image, by maximizing the similarity between embedding of other available classes $E^B_c$ and the corresponding semantic $S_{c'}$, where $c' \neq c$. The CB loss $L_{CB}$ is defined as:

$$L_{CB} = \frac{1}{C} \sum_{c=1}^{K} \mathbb{I}(Y_c = 1)\text{Sim}(E^B_c, S_c) + \frac{1}{C - 1} \sum_{c', c' \neq c} \mathbb{I}(Y_c = 1, Y_{c'} = 1)[1 - \text{Sim}(E^B_c, S_{c'})],$$  \(8\)

where $C$ denotes the number of available classes of the input image.

The adversarial training between the CF loss and CB loss is similar with the erasing-based methods. However, the erasing-based approaches usually erase the input image using binary mask via hard threshold, which need to be finely tuned and brings difficulty in optimization. Besides, the erasing-
based approaches often randomly select a class for training in each training iteration. Zhang et al. [45] indicates that, the randomness makes the training of the erasing-based approaches unstable. In contrast, we use soft activation, instead of hard-thresholded binary mask, to multiply with the image, and take all available classes into training. As a result, our approach can alleviate the difficulty of optimization due to the hard threshold and instability caused by randomness.

**Activation Suppression Loss.** The segmentation network can produce correct and complete activated regions via the adversarial training between CF loss and CB loss. The CB loss will decrease when the activated regions in the class-foreground image enlarges, until they cover the complete object. The CF loss will increase when the activated regions are larger than the object. However, when the object and background look similar, e.g., the spindrift surrounding a white boat in the ocean, the adversarial training between CF and CB loss will converge to a trivial case, i.e., activating large regions of background. We propose an activation suppression (AS) loss to shrink the activated regions in the class-foreground image, which is defined as:

$$\mathcal{L}_{AS} = \frac{\sigma}{KWH} \sum_{c} \sum_{i} \sum_{j} M_c(i, j),$$

where $\sigma$ (set to 0.075) is the scaling value of the AS loss.

**Activation Complementation Loss.** In our study, we find that some pixels are activated in multiple channels of the class-foreground maps, e.g., some pixels of the train image are activated both in train and background classes, while some pixels of a black regions within a motorbike are not activated in any channels. In these situations, the activation values are not complementary. To address issue, we propose an activation complementation (AC) loss to ensure that each pixel is activated in only one of the classes. We first generate a background map $N_c$ for each class $c$ indicating whether a pixel does not belong to this class, by aggregating class-foreground maps from other classes:

$$N_c(i, j) = \max(\{M_{c'}(i, j) | c' \in \{1, \ldots, K\}, c' \neq c\}),$$

where $(i, j)$ denotes the pixel coordinates.

The AC loss forces the summation of $M_c$ and $N_c$ to 1:

$$\mathcal{L}_{AC} = \frac{1}{CHW} \sum_{c, Y_c=1}^{K} \sum_{i} \sum_{j} (M_c(i, j) + N_c(i, j) - 1)^2,$$

where $H$ and $W$ are the height and width of the activation map, respectively. With the help of CF and CB loss, the segmentation network will activate the correct class for each pixel.

**Semantic Similarity Loss.** The class tokens $t_{\text{class}}^{\text{class}} = \frac{WH}{1:K+1}$ are used to learn the class-relative attention described in Section 3.3 which can improve the segmentation performance. For class $c$, the class token $t_{\text{class}}^{\text{class}}$ is passed to a linear layer to produce embedding $E'_c$ of this class: $E'_c = t_{\text{class}}^{\text{class}}W'_c$, where $W'_c \in \mathbb{R}^{d' \times D}$ is the weights of the linear layer. We learn the class-relative attention by conducting semantic similarity loss $\mathcal{L}_{SS}'$ on the class-relative embedding produced by the segmentation network and the corresponding learned class-relative semantic of the dataset:

$$\mathcal{L}_{SS}' = -\frac{1}{K} \sum_{c} [Y_c\log(Sim(E'_c, S_c)) + (1 - Y_c)\log(1 - Sim(E'_c, S_c))].$$

**Overall Loss.** During training the segmentation network, the overall loss is defined as:

$$\mathcal{L}_{seg} = \mathcal{L}_{CF} + \mathcal{L}_{CB} + \mathcal{L}_{AS} + \mathcal{L}_{AC} + \mathcal{L}_{SS}'.$$

4 Experiments

4.1 Experimental Setup

**Dataset and Evaluation Metric.** All experiments are conducted on PASCAL VOC 2012 dataset [11] containing 21 classes (20 object classes and background class). We use the trainaug split (10,528 images) with only image-level annotations for training. We use the train split (1,464 images) to
validate our method. We use the val (1,449 images) and test (1,456 images) split for evaluating our WSSS approach and comparison with recent state-of-the-art methods, respectively. All the experimental results are reported in the standard mean Intersection over Union (mIoU) metric.

Reproducibility. For Class-Aware AutoEncoder (CAAE), the backbone is pre-trained on ImageNet [8]. Stochastic gradient descent (SGD) optimizer with batch size 64 is used to train CAAE for 200 epochs. The poly-policy training strategy is adopted with the initial learning rate of 0.025 and decay power of 0.9. Input images are scaled randomly and then cropped to 224 x 224 pixels. For segmentation network, we follow [14, 42] to use DeiT-S [33] as backbone for fair comparisons. SGD with batch size 8 is used to train the segmentation network for 20 epochs. The poly-policy training strategy is adopted with the initial learning rate and decay power is 0.005 and 0.9, respectively. Input images are scaled randomly and then cropped to 448 x 448 pixels. Experiments are conducted on 2 NVIDIA A100 GPUs.

4.2 Main Results

4.2.1 Performance of CAM and Pseudo Mask

We first compare the performance of CAM and pseudo mask in Table 1. As shown in the 2nd column of the table, our SemFormer achieves 63.7% mIoU, which is 23.4% higher than TS-CAM [14] (We use the official code for re-implementation on PASCAL VOC 2012 dataset.), and outperforms numerous recent state-of-the-art methods, e.g., 2.0% and 1.6% higher than that of MCTFormer [42] and AMN [24], respectively. We also compare the performance of the pseudo mask, yielded via AffinityNet [1], which is widely adopted by most state-of-the-art methods. As shown in the last column of Table 1, the pseudo mask of our SemFormer achieves the best mIoU of 73.2%.

Table 1: Performances (mIoU (%)) of CAM and pseudo mask (denoted as Mask) of different methods.

| Method          | CAM  | Mask |
|-----------------|------|------|
| CAM CVPR'16     | 47.4 | -    |
| SC-CAM CVPR'20  | 50.9 | 63.4 |
| SEAM CVPR'20    | 55.4 | 63.6 |
| CONTA NeurIPS'20| 56.2 | 67.9 |
| VWE ICA1'21     | 55.1 | 67.7 |
| AdvCAM CVPR'21  | 55.6 | 68.0 |
| TS-CAM ICCV21   | 40.3 | -    |
| ECS-Net ICCV21  | 56.6 | 67.8 |
| OC-CSE ICCV21   | 56.0 | 66.9 |
| CPN ICCV21      | 57.4 | 67.8 |
| RIB NeurIPS'21  | 56.5 | 68.6 |
| CLIMS CVPR'22   | 56.6 | 70.5 |
| AMN CVPR'22     | 62.1 | 72.2 |
| MCTFormer CVPR'22 | 61.7 | 69.1 |
| **SemFormer (ours)** | **63.7** | **73.2** |

4.2.2 Performance of WSSS

We now compare the performance of WSSS with state-of-the-art methods using different supervisions, including image-level labels (I), saliency maps (S), bounding boxes (B), and pixel-level masks (F), in Table 2. We follow [36, 45, 20, 32, 42] to adopt DeepLabV1 [4] with ResNet38 [39] backbone for the fully supervised segmentation network. As shown in the table, our SemFormer achieves 74.3% and 74.0% mIoU on PASCAL VOC 2012 val and test split, respectively, surpassing many recent state-of-the-art methods, e.g., CLIMS [41] and MCTFormer [42] by a large margin. Our SemFormer also achieves better performance than some methods using stronger supervisions. For example, the mIoU of our SemFormer is 3.3% and 2.2% higher than EPS [25] using extra saliency maps, on val
and test split, respectively, and surpasses BBAM trained with extra bounding-box annotations. These results justify the advantage of our method.

4.3 Ablation Studies

4.3.1 The loss function and class-relative attention of the segmentation network.

In this section, we evaluate the impact of each loss function of segmentation network. Figure ?? shows some examples of different loss combinations. We can observe two main problems when only $L_{CF}$ is used (2nd column), i.e., the activated regions of objects are incomplete, and some background similar with objects are falsely activated. The inclusion of $L_{CB}$ (3rd column) removes background information in the class-foreground image, and the activated regions are more complete. However, as mentioned above, the adversarial training may activate a large regions in the class-foreground image. The introduction of $L_{AS}$ (4th column) can address this issue by making the activated regions more compact. The $L_{AC}$ alleviates the second problem by forcing the segmentation network to activate the correct channel for each pixel with the help of other losses. As shown in the 4th column of the table, the combination of four losses reduces the false activation e.g., the buildings near the aeroplane.

Table 3 lists the mIoUs of different loss combinations. As shown in the table, the combination of all losses achieves the best mIoU of 55.8%, which is much higher than TS-CAM.

| Loss Function | mIoU (%) |
|---------------|----------|
| $L_{CF}$      | 35.6     |
| $L_{CB}$      | 40.1     |
| $L_{AS}$      | 48.8     |
| $L_{AC}$      | 55.0     |
| **Total**     | 55.8     |

We also evaluate the effectiveness of class-relative attention (CRA) in Table ?? As shown in the table, CRA brings dramatic improvement of 7.9% mIoU to segmentation performance, which justifies the effectiveness of CRA.

4.3.2 The impact of various token merging of CAAE

We explore the impact of various token merging of CAAE to the segmentation performance in Table ?? As shown in the table, during training of CAAE, using “sum” reduction to merge the primary tokens into the class embedding is around 2% (mIoU) better than “mean” or “max” reduction. This can be explained by the representation quality of the embedding. “max” reduction only focuses on the most discriminative features and ignores the non-discriminative ones. As “mean” reduction normalizes the embeddings with a factor, i.e., number of primary tokens, the grads propagated from the embeddings to the primary tokens are also reduced by the factor, which may influence the learning of class semantic. “sum” reduction takes all tokens into consideration and avoid influencing the learning of class semantic. The above results indicate that the summation of the primary tokens may be more properiate to represent the class semantic than mean or maximum.
4.3.3 The impact of different encoder backbone of CAAE

We explore the impact of different encoder backbone of CAAE to the segmentation performance in Table 6. As shown in Table 6 when the backbone becomes larger (from DeiT-S to DeiT-B), the segmentation performance becomes better. Taking DeiT-B as the encoder backbone will bring around 4% mIoU improvement to the segmentation performance than DeiT-S. This result indicates that the capacity of the encoder of CAAE is highly important to the segmentation result. As the class embeddings generated by the CAAE are important to train the segmentation network, an encoder with higher capacity will produce embeddings with better representation, and thus brings superior segmentation results. Therefore, adopting an encoder with higher capacity of the CAAE is beneficial to the segmentation, without bringing any inference cost to the segmentation network.

4.3.4 The impact of decoder depth of CAAE

In this section, we evaluate the impact of the decoder depth (number of transformer blocks) of CAAE in Table 7. As shown in Table 7 a sufficient depth of the decoder is important to the segmentation performance. This can be explained by the relationship between reconstruction task and the CAAE. The last several layers of the decoders in CAAE are more specialized to the reconstruction task. A reasonable deep decoder with sufficient reconstruction capacity, is desirable for primary tokens to extract more abstract class semantics, which can bring around 2% improvement in mIoU.

4.3.5 The impact of dimension for class embedding

We evaluate the impact of the dimension of the class embedding to the segmentation network, in Table 8. As shown in the table, the dimension of 256 achieves the best segmentation performance. We also find that if we decrease or increase the dimension, the segmentation performance will drop. In our opinion, a small dimension is not able to fully represent the semantic of the input image, while the larger dimension may bring redundant features and disturb the optimization.

4.4 Model Complexity

In this section, we compare the model complexity of the proposed SemFormer with that of the baseline TSCAM, in Table 9. As shown in Table 9, our method have negligible increase of number of parameters and FLOPs, which indicates the high efficiency of our model.

5 Conclusions

In this paper, we propose a novel framework, Semantic Guided Activation Transformer (SemFormer), for weakly-supervised semantic segmentation. We design a transformer-based Class-Aware AutoEncoder to learn the semantic for each class and extract class embeddings for input image. The class embeddings of foreground and background images and learned semantics are used to guide the generation of activation maps, with four losses (class-foreground, class-background, activation suppression, and activation complementation loss). Besides, we use the attention learned by transformer to enhance the activation maps. Experiments show that SemFormer achieves considerable performance and surpasses many recent mainstream approaches on PASCAL VOC 2012 dataset.
A Appendix

A.1 More Ablation Studies

Table 10: The impact of decoder width of CAAE.

| Width | mIoU (%) |
|-------|----------|
| 384   | 61.5     |
| 576   | 62.1     |
| 768   | 63.7     |
| 1152  | 61.0     |

Table 11: The impact of reconstruction loss ($L_{\text{recon}}$) of CAAE.

| $L_{\text{recon}}$ | mIoU (%) |
|---------------------|----------|
| $\not\checkmark$   | 61.7     |
| $\checkmark$       | 63.7     |

Table 12: The impact of class-relative attention (CRA) of segmentation network. FP: false positive. FN: false negative.

| CRA   | mIoU (%) | FP (%) | FN (%) |
|-------|----------|--------|--------|
| $\not\checkmark$ | 55.8 | 20.5 | 23.7 |
| $\checkmark$     | 63.7 | 19.3 | 17.0 |

A.1.1 The impact of decoder width of CAAE

In this section, we evaluate the impact of the decoder width (dimension of transformer blocks) of CAAE in Table 10. We add a linear layer before the decoder to change the dimension of the tokens. As shown in the table, keeping the same decoder width as the encoder backbone (i.e., 768 for DeiT-B) achieves the best mIoU of 63.7%. A narrow decoder, e.g., with dimension of 384 can also work well.

A.1.2 The impact of reconstruction loss of CAAE

In this section, we evaluate the impact of the reconstruction loss of CAAE in Table 11. As shown in the table, the reconstruction loss can bring 2% mIoU improvement to the segmentation performance, which indicates that the reconstruction loss can ensure the correctness of the semantic of the class embeddings.

A.1.3 Further analysis of class-relative attention of segmentation network.

We have roughly evaluated the impact of the class-relative attention (CRA) in the main body. In this section, we further analyze the reason why the CRA can bring considerable improvement to the segmentation performance. We first provide some examples of activation map and CRA in Figure 4. As shown in the figure, the CRA is able to activate the missing regions in activation maps (within green boxes), therefore, the CRA can reduce the under-activation (false negative). We also provide a quantitative result of segmentation performance listed in Table 12. The CRA can significantly reduce the false negative (FN) by 6.7%, and also decrease the false positive (FP) by around 1%, and thus dramatically boosts the segmentation performance.

A.1.4 Investigation of the number of the last transformer blocks for the CRA

Table 13: Investigation of the number of the last transformer blocks for the CRA.

| $U$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|-----|---|---|---|---|---|---|---|
| mIoU (%)\(\uparrow\) | 60.0 | 61.6 | 63.3 | 63.7 | 63.5 | 63.2 | 63.0 |
| FP (%)\(\downarrow\)  | 24.0 | 21.8 | 20.0 | 19.3 | 20.0 | 21.0 | 20.5 |
| FN (%)\(\downarrow\)  | 16.0 | 16.6 | 16.6 | 17.0 | 16.5 | 15.7 | 16.5 |

As described in Section 3.1.2 of the main body, we average the CRA from the last $U$ transformer blocks as the final CRA. We investigate the impact of various $U$s to the segmentation performance in Table 13. As shown in the table, when $U$ is set to 4, the segmentation network achieves the best mIoU of 63.7%. We also find that the FP drops significantly (from 24.0% to 19.3%) when $U$ is changed from 1 to 4. This results indicates that the last $U$ transformer blocks can produce semantically strong CRAs that can alleviate the over-activation problem, and thus improve the segmentation performance.

A.1.5 Investigation of the effectiveness of image reconstruction module in CAAE
In this section, we investigate the effectiveness of image reconstruction module in CAAE. Table 14 lists the segmentation performance of without or with the image reconstruction module. The results show that the image reconstruction module is important for segmentation, as the image reconstruction can help to preserve the details of the image in the first CAAE stage, and avoid only extracting the most semantically strong features.

Table 14: Investigation of the effectiveness of image reconstruction module in CAAE.

| image reconstructing module | mIoU (%) |
|----------------------------|----------|
| ✗                          | 61.7     |
| ✓                          | 63.7     |

A.1.6 Investigation of the impact of the refinement from class tokens

In this section, we investigate the impact of class token refinement. The class tokens are not only used to refine the activation map, but also used to facilitate the segmentation network to learn class semantics through the semantic similarity loss. The segmentation network can benefit from the mutual learning between class tokens and patch tokens, through multi-head self-attention.

Table 15: Investigation of the impact of the refinement from class tokens.

| Semantic Similarity Loss | Class-Relative Attention | mIoU (%) |
|--------------------------|--------------------------|----------|
| ✓                        | ✓                        | 54.8     |
| ✓                        | ✓                        | 55.8     |
| ✓                        | ✓                        | 63.7     |

Table 15 lists the results of whether using semantic similarity loss or class-relative attention. The 2nd and 3rd rows show that the segmentation network can obtain 1.0% mIoU improvement from the semantic similarity loss even without class-relative attention, which justifies the effectiveness of the mutual learning between class tokens and patch tokens.

A.1.7 Investigation of the final activation map

In this section, we investigate the performance of different final activation map in Table 16. As shown in the table, the performance of using only attention from class token to patch token as the final activation map is somewhat lower than the original result. The attention from class token to patch token may work as a complement to the activation map for refinement.

Table 16: Investigation of different final activation map.

| activation map | class-relative attention | mIoU (%) |
|----------------|--------------------------|----------|
| ✓              | ✓                        | 55.8     |
| ✓              | ✓                        | 38.3     |
| ✓              | ✓                        | 63.7     |

A.1.8 Ablation study of the scaling value of the AS loss

In this section, we provide the ablation study of the scaling value \( \sigma \) in Eq. 9 of the main body, in Table 17. As shown in the table, the segmentation network achieves the best mIoU of 63.7% when \( \sigma \) is set to 0.075.

Table 17: Ablation study of the scaling value of the AS loss.

| \( \sigma \) | 0.025 | 0.05  | 0.075 | 0.1  |
|--------------|-------|-------|-------|------|
| mIoU (%)     | 62.3  | 62.8  | 63.7  | 62.8 |

A.2 Visualization Results of WSSS

In this section, we provide visualization results of WSSS in Figure 5.
Figure 4: Visualization results of activation map and CRA on PASCAL VOC 2012 train split. From left to right: original image (Image), activation map (Act. Map), class-relative attention (CRA), final activation map (Act. Map ⊗ CRA), and Ground Truth. The green boxes show the improvement brought by the CRA to the Act. Map.
Figure 5: Visualization results of WSSS on PASCAL VOC 2012 val split.
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