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Abstract—Domain adaptation (DA) becomes an up-and-coming technique to address the insufficient or no annotation issue by exploiting external source knowledge. Existing DA algorithms mainly focus on practical knowledge transfer through domain alignment. Unfortunately, they ignore the fairness issue when the auxiliary source is extremely imbalanced across different categories, which results in severe under-presented knowledge adaptation of minority source set. To this end, we propose a Towards Fair Knowledge Transfer (TFKT) framework to handle the fairness challenge in imbalanced cross-domain learning. Specifically, a novel cross-domain knowledge propagation technique is proposed with the guidance of within-source and cross-domain structure graphs to smooth the manifold of the minority source set. Besides, a cross-domain fulfillment augmentation strategy is exploited to achieve domain adaptation. Moreover, hybrid distillation and cross-domain prototype alignment are adopted to seek a more robust classifier boundary and mitigate the domain shift. Such three strategies are formulated into a unified framework to address the fairness issue and domain shift challenge. Extensive experiments over two popular benchmarks have verified the effectiveness of our proposed model by comparing to existing state-of-the-art DA models, and especially our model significantly improves over 20% on two benchmarks in terms of the overall accuracy.

Index Terms—Transfer learning, fairness learning, unsupervised domain adaptation.

I. INTRODUCTION

M ASSIVE amounts of well-annotated training data contribute to a great deal to the development of deep neural networks (DNNs) and the significant performance improvement on image recognition tasks [1]–[4]. Unfortunately, the soaring cost of collection and annotation makes it difficult to gather sufficient data to train effective DNNs in some real applications. Domain Adaptation (DA) casts a light on the problem by borrowing knowledge from another well-annotated but different distributed domain [5]–[10].

Domain adaptation aims to mitigate the distribution discrepancy across different domains and obtain a model designed well-annotated but different distributed domain. Existing domain adaptation efforts consist of two categories, minimizing distribution discrepancy and adversarial training mechanism. The first one, minimizing the distribution discrepancy, seeks domain invariant representation, where Maximum Mean Discrepancy (MMD) is one of the crucial members [11], [12]. The other group of methods, adversarial training mechanism, performs an adversarial optimization strategy to train a domain discriminator while optimizing a feature generator to map both source and target domain data into a shared latent space [13]. Besides aligning the source and target domain-level distribution shifts, some works reveal the task-specific decision boundaries to explore the potential of class-wise adaptation [5], [13]. However, current domain adaptation efforts all assume an ideal situation that the annotated source domain data are sufficient and balanced distributed across all categories, which is hard to guarantee. The long-tail distribution is a more realistic and practical situation in data collection [14]–[16].

To solve the distribution imbalance, some researchers focus on the Imbalanced Domain Adaptation task, where they seek to mitigate the distraction of the imbalance by assigning an importance weight to each sample [8], [17]–[21]. However, such strategies still rely on the importance weights assigned to the target domain samples by the source classifier, which could be undependable when in some extreme situation when some categories even lack enough data to train a reasonable classifier. Under such extreme situation, the ability to maintain the performance on specific categories with limited training data is crucial and challenging, leading to transfer fairness problems [22]. Conventional domain adaptation methods or works focusing on imbalanced domain adaptation tasks ignore those classes lacking sufficient training data resulting in domination on those many-shot categories and unreliable on the few-shot classes.

In this paper, we consider the source fairness challenge in domain adaptation under the extreme condition when the available source domain is extremely imbalanced as illustrated in Fig. 1, i.e., some source domain categories only contain a few labeled samples for training. Consequently, we propose a novel Towards Fair Knowledge Transfer (TFKT) framework to guarantee faithful cross-domain adaptation. The contributions of this work are summarized in four folds as follows:

- First of all, we propose the knowledge propagation within the source domain and across source and target domains with the weighted structure graph guidance to smooth the manifold and alleviate the distraction caused by the undesired random few-shot samples belonging to the source domain minority categories.
- Secondly, we exploit the cross-domain fulfillment augmentation strategy based on the refined data through...
knowledge propagation to achieve across-domain alignment and eliminate the domain shift.

- Thirdly, we enhance the faithful knowledge transfer by exploring dual-classifier mechanism and cross-domain alignment, to seek more robust task-specific classification boundaries and domain-invariant feature representation.

- Finally, we extensively evaluate our proposed model under various challenging but realistic settings and compare the performance with state-of-the-art methods. The superior results, even in the extreme situation with only one labeled source sample available for some classes, emphasize the effectiveness of our model.

II. RELATED WORK

In this section, we briefly review the most recent studies of domain adaptation as well as learning strategies handling data distribution imbalance issues.

A. Domain Adaptation

Unsupervised domain adaptation (UDA) aims to resolve the lack of well-labeled data for training via bridging the knowledge gap between an external source domain with sufficient annotation and the unlabeled target domain [23]–[30]. A representative solution to domain adaptation challenges is reducing the domain distribution discrepancy between the source and target domains [24]. Minimizing the maximum mean discrepancy (MMD) [25] is one typical and sufficiently explored solution to domain adaptation challenges is reducing the domain distribution discrepancy between the source and target domains [24]. Minimizing the maximum mean discrepancy (MMD) [25] is one typical and sufficiently explored methodology to bridge the knowledge gap between the source and target domains.

B. Fairness Transfer

Different from assuming adequate samples available for training as standard DA assumption, fairness arises in domain adaptation tasks when the training source domain data is distributed extremely imbalanced. Lack of sufficient training data from specific categories will mislead the model overfitting to those classes with adequate training samples. Some existing efforts manage the distribution imbalance problems by re-weighing the domain alignment loss [27], [42], [43] addresses the fairness problems through involving adversarial mechanisms to optimize the fairness metrics, while [44] focuses on constraining the optimization of fairness objectives. Moreover, [45] aims to solve the fairness domain adaptation problem when attribute labels are not available in the domains, and [46] reveals that transfer learning can boost the accuracy of target tasks at the cost of lowering prediction fairness. However, such strategies tend to fail in extreme situations when only few samples are accessible in some categories, since their learned models will reflect those undesired biases from the training data distribution. Differently, we use cross-domain adaptation to augment imbalanced source data, and hybrid classifier framework to enhance the model ability.

III. THE PROPOSED METHOD

A. Preliminaries and Motivation

In this paper, we consider a challenging but realistic domain adaptation task involving a well-labeled but extremely-imbalanced source domain dataset \( \mathcal{X}_s, \mathcal{Y}_s = \{(x_i^s, y_i^s)\}_{i=1}^{n_s} \) and an unlabeled target domain dataset \( \mathcal{X}_t = \{x_i^t\}_{j=1}^{n_t} \), where \( n_s \) and \( n_t \) are the numbers of samples in the source and target domains, respectively. The source domain, denoted as \( \mathcal{D}_s \), consists of two subsets, a majority-set \( \mathcal{D}_s^m \) and a minority-set \( \mathcal{D}_s^f \), where the majority-set \( \mathcal{D}_s^m \) have \( n_s^m \) samples available and each category consists of sufficient instances with annotations from the target domain space \( \mathcal{X}_t \), while the minority-set \( \mathcal{D}_s^f \) only contains \( n_s^f \) data drawn from \( \mathcal{P}_i \) categories from label space \( \mathcal{Q}_f \), with limited \( Q \) samples per class, and we describe it as \( P \) way \( Q \) shot task. \( Z_{s,t} = E(X_{s,t}), Z_{s,t} \in \mathbb{R}^{n_s \times d} \) is the source/target embedding representations extracted from pretrained backbone network \( E(\cdot) \).
where \(d\) is the embedding dimension. In the rest of this work, we choose ResNet-50 [47] pretrained on ImageNet [48] as the convolutional backbone and accept the output before the last fully-connected layer as the embedding representation. The source and target domains are drawn from different distributions \(P_s\) and \(P_t\), but lie in the same label space \(Q = Q^s \cup Q^t\), thus the number of categories in the source and target domains are identical.

Some source domain categories only contain a few samples for training that will fail the conventional unsupervised domain adaptation solutions, relying on plenty of well-labeled source domain data for supervised training. The extremely imbalanced distribution will distract the optimization direction and mislead the model overfitting to those classes with adequate training data while ignoring the few-shot categories. We address such challenges by refining the embedding representations of samples from few-shot categories through structure guided knowledge propagation to eliminate the undesired noise distraction, then synthesizing those few-shot categories to expand the feature distribution space and avoid the imbalance issues, and finally exploring the dual classifier mechanism to align the source and target domain and alleviate domain shift. The fair knowledge transfer process can expand the feature space of minority set categories with few labeled training samples, and smooth the decision boundaries (Fig. 2).

B. Towards Fair Knowledge Transfer

We first present an overview of our proposed framework (Fig. 3). Firstly, the source domain few-shot category sample \((\mathbf{z}'_i)\) is augmented to obtain refined embeddings \((\tilde{\mathbf{z}}^j_i)\) through the knowledge propagation within the source and across domains under the guidance of weighted structure graphs \((\mathbf{H}_{s/o})\). Besides, the refined synthesized samples \((\tilde{\mathbf{z}}^j_{i/o})\) are used to generate more synthesized instances \((\tilde{\mathbf{z}}^j_m)\) to expand the feature space and fulfill the distribution gap across domains through random combination. Finally, all the real and synthesized instances are mapped into a domain invariant space through the feature generator \(F(\cdot)\), denoting the output features as \(\mathbf{f} = F(\tilde{\mathbf{z}})\), guided by the discriminative cross-domain alignment and source domain supervision objectives obtained from the dual-classifier mechanism, consisting of a multi-layer neural network classifier \(C_N(\cdot)\) and a prototypical classifier \(C_P(\cdot)\). We will discuss details about each part in the following sections.

C. Cross-Domain Feature Augmentation (CDA)

1) Data Augmentation Through Embedding Propagation:

The most challenging difference between the extreme imbalanced domain adaptation and conventional domain adaptation tasks is that some categories from the source domain only contain few labeled samples for training. The optimization process of previous domain adaptation solutions would be dominated and misled by the majority set classes having sufficient training data and fail on the minority set categories. Besides, the limited labeled samples from the minority set categories may lie far from the class center in the feature space, which cannot represent the corresponding categories distribution characteristic. To address this challenge, we first explore the augmentation strategy embedding propagation within the source domain [49]. Specifically, for each source sample from the minority set \(D^f_s\), an interpolated embedding is constructed through the combination of its neighbors with the knowledge propagated under the guidance of a weighted graph. The goal of embedding propagation is to remove the noise from the features and smooth the embedding manifold, which will benefit the generalization and effectiveness of semi-supervised learning methods [49]–[51].

Firstly, we build a similarity adjacency matrix \(A_s \in \mathbb{R}^{n_s \times n_s}\) for all samples in the source domain \(D_s\), and each element in \(A_s\) is computed as:

\[
A_s^{i,j} = \exp\left(-\frac{d^2_{ij(s)}}{\sigma^2_s}\right) = \exp\left(-\frac{\|\mathbf{z}'_i - \mathbf{z}'_j\|^2}{\sigma^2_s}\right),
\]

in which \(d_{ij(s)} = \|\mathbf{z}'_i - \mathbf{z}'_j\|_2\) is the distance between two samples features \(\mathbf{z}'_i\) and \(\mathbf{z}'_j\), both from the source domain \(D_s\), and \(\sigma^2\) is the scaling factor which is set as the standard variation of the distances, i.e., \(\sigma^2 = Var(d^2_{ij(s)})\), and \(A^{kk}_s = 0, \forall k \in [52]\). Then based on the pair-wise similarity adjacency graph, the Laplacian matrix can be obtained as:

\[
L_s = D_s^{-1/2} A_s D_s^{-1/2},
\]

where \(D^{ii}_s = \sum_j A^{ij}_s\). Then based the propagator proposed in [53], the weighted knowledge propagation graph within the source domain, denoted as \(H_s\), can be calculated as:

\[
H_s = (I - \alpha L_s)^{-1},
\]

where \(\alpha \in \mathbb{R}\) is a scaling factor which is fixed as 0.2 following [49], and \(I\) is the identity matrix.

Then for each sample \(\mathbf{z}'_i\) from the source minority set \(D^f_s\), an interpolated embedding \(\tilde{\mathbf{z}}^j_i\) is constructed by the structure knowledge propagated from all its neighbors under the guidance of the weighted propagation graph:

\[
\tilde{\mathbf{z}}^j_i = \sum_{\mathbf{z}'_j \in D^f_s} H_s^{ij} \mathbf{z}'_j,
\]

in which \(\tilde{\mathbf{z}}^j_i\) share the same label as \(\mathbf{z}'_i\), and the augmented interpolated embeddings for all source domain minority set samples make up the set \(\tilde{D}^f_s = \{\tilde{\mathbf{z}}^j_i | \mathbf{z}'_j \in D^f_s\}\) lying in the identical label space as \(D^f_s\). Since the constructed \(\tilde{\mathbf{z}}^j_i\)
involves the structure information from the whole source domain, so such knowledge propagation augmented samples can expand the corresponding category feature space and eliminate the undesired noise from outliers.

2) Cross-Domain Knowledge Propagation: Except labeled source domain data, the unlabeled target domain is also rich in the structure information corresponding to the source domain. However, due to the domain shift, which is one of the main challenges in domain adaptation tasks caused by the different data distribution across domains, we cannot directly put the source and target domain data together and apply the knowledge propagation globally. Because the knowledge propagation graph computed overall source and target domain data will be dominated by the relationship between samples from the same domain, while the structure knowledge between samples across domains is easy to be ignored compared to the close relationship within source/target domain. Based on this, instead of directly combining the source and target domain together, we propose the cross-domain knowledge propagation from the target domain $D_t$ to the few-shot source domain minority set $D_s^f$.

Specifically, by putting the source domain minority set $D_s^f$ and the target domain data $D_t$ together making up a new dataset $D_o = D_s^f \cup D_t$. The adjacency matrix $A_o \in \mathbb{R}^{(n_t + n_o) \times (n_t + n_o)}$ based on the dataset $D_o$ is computed as:

$$A_{o}^{ij} = \exp\left(-\frac{d_{ij}^2(o)}{\sigma_o^2}\right) = \exp\left(-\frac{\|z_i^o - z_j^o\|^2}{\sigma_o^2}\right),\quad(5)$$

where $d_{ij}^2(o) = \|z_i^o - z_j^o\|^2$ is the distance between the samples $z_i^o$ and $z_j^o$, both from $D_o$, the scaling factor $\sigma_o^2 = Var(d_{ij}^2(o))$, and $A_{o}^{kk} = 0, \forall k [52]$. It is noteworthy that due to the different distribution between the source and target domain, only considering the relationship between the given source domain minority-set sample and the target domain may mislead the structure knowledge in the adjacency matrix. So $A_o$ keeps the structure knowledge about the corresponding relationships among the source domain samples from minority set in $D_s^f \subset D_o$. In other words, $A_o$ contains both within-source and source-target structure information.

Similarly, the Laplacian matrix of $A_o$ is computed as:

$$L_o = D_o^{-1/2}A_oD_o^{-1/2},\quad(6)$$

where $D_o = \sum_j A_{o}^{ij}$, and the weighted cross-domain knowledge propagation graph is calculated as:

$$H_o = (1 - \alpha L_o)^{-1},\quad(7)$$

in which $\alpha$ is fixed as 0.2 following [49], same as Eq. 3.

Based on the cross-domain knowledge propagator $H_o$, for each sample $z_i^j$ from the source domain minority set $D_s^f$, a synthesized embedding $\tilde{z}_i^j$ is constructed by the combination of its neighbors in the set $D_o$ under the guidance of the weighted knowledge propagation graph $H_o$:

$$\tilde{z}_i^j = \sum_{\tilde{x}_i^j \in \mathcal{O}} H_{o}^{ij} z_i^j,\quad(8)$$

where $\tilde{z}_i^o$ and $\tilde{z}_i^j$ have the same label. The augmented embeddings through Cross-domain Knowledge Propagation raise the set $\overline{D_o'} = \{\tilde{z}_i^j | \tilde{x}_i^j \in D_s^f\}$ to augment $D_s^f$. 3) Cross-Domain Fulfillment Augmentation: Moreover, besides the extremely imbalanced distributed source domain data, the different data distribution across source and target domains is another crucial challenge in imbalanced domain adaptation problems. Existing image generation strategies designed for few-shot problems, such as F2GAN [16], train a generator with images from the seen categories mapping a few conditional images to synthetic samples belonging to the
same category. Then the trained model translates the images from unseen categories to diverse images with random interpolation coefficients. Such augmentation strategy does not take advantages of the discriminative knowledge in the annotated source domain data, and cannot manage the cross-domain distribution difference. Recent image recognition works reveal that the features deep in networks are usually linearized, and distribution difference. Recent image recognition works reveal advantages of the discriminative knowledge in the annotated translation coefficients. Such augmentation strategy does not take from unseen categories to diverse images with random interpolation.

Moreover, Xu et al. notice that in DA tasks, only samples from source and target domain alone are not sufficient to ensure domain-invariance at most part of latent space [55], which inspires us to generate synthesized data involving cross-domain information to fulfill the gap between source and target domain, as well as guarantee domain-invariance in a more continuous latent space.

However, due to the extremely imbalanced distribution in source domain and lacking of data from some specific categories causes directly translating the information across domains is vulnerable to negative transfer, especially when the available few-shot categories samples cannot represent the specific class distribution characteristics because they may lie far from the class center in the feature space. Thus aiming to implement a moderate augmentation strategy without severely misleading under the imbalance domain adaptation situation, we seek to generate synthesized samples through the feature level mix-up involving the augmented embeddings refined with knowledge propagation within the source domain and across source and target domains, i.e., $\tilde{D}_s^f$ and $\tilde{D}_o^f$.

Specifically, for each source domain sample $x_s^i \in D_s^f$ drawn from the minority set categories, two refined augmentation embeddings $\tilde{z}_s^i \in \tilde{D}_s^f$ and $\tilde{z}_o^i \in \tilde{D}_o^f$ are synthesized through the within-source and cross-domain structure knowledge propagation, respectively. To explore the internal information across domains, these two synthesized embeddings are linearly interpolated to fulfill the feature space across domains and produce mixup samples as:

$$\tilde{z}_m = (1 - \gamma)\tilde{z}_s^i + \gamma \tilde{z}_o^i,$$

where $\gamma \sim \text{Beta}(a, b)$ is to control the interpolation between the two embeddings ($\gamma \in [0, 1], a, b > 0$). Because $\tilde{z}_s^i$ and $\tilde{z}_o^i$ have identical class labels, the mixup samples are also assigned the same class label. For each source domain minority set sample $x_s^i$, $k$ different mixup samples with label $y_s^i$, the same label as $x_s^i$, are generated with different randomly selected factor $\gamma$. The synthesized samples created by the cross-domain fulfillment augmentation constitute a new set denoted as $\tilde{D}_m = \{\tilde{z}_m \mid (1 - \gamma)\tilde{z}_s^i + \gamma \tilde{z}_o^i \sim \text{Beta}(a, b)\}$, which is used to optimize the frameworks with corresponding class label.

It is noteworthy that our proposed Cross-domain Fulfillment Augmentation is different from DM-ADA proposed in [55]. Due to the extremely imbalanced distribution in the source domain caused by the lack of labeled samples from the minority set categories, directly combining samples across domains could produce fake samples leaning towards the majority set feature space severely. Moreover, the risk that the given few-shot samples lying far from the class center in the corresponding feature space will mislead the augmentation and domain alignment process. With our proposed strategy, the interpolated samples are produced based on the refined embeddings obtained with the within source and across source and target domain knowledge propagation under the guidance of the weighted graph, which can eliminate the undesired noise and distraction caused by outliers. Such a strategy can balance the contribution of the majority and minority set during the domain adaptation process.

4) Hybrid Distinct Classifiers: Recent works explored that dual classifiers structure can benefit the task specific decision boundaries and boost the domain adaptation performance [5], [19], [20]. However, in the imbalance domain adaptation problems, the extreme class-wise distribution imbalance make it impossible to train a promising classifier only based on given few-shot samples from the minority set. Even with the help of the knowledge propagation augmentation and cross-domain fulfillment strategies proposed in our work, the synthesized samples still cannot work as efficient as the real labeled data as the samples from the source domain majority set categories. Thus in our work, we propose a hybrid distinct classifiers mechanism to address this issue, which will evaluate the majority set and minority set categories from different perspectives separately. The hybrid distinct classifiers mechanism consists of $C_N(\cdot)$, a multi-layer neural network classifier, and $C_P(\cdot)$, a prototype classifier. The prototype classifier $C_P(\cdot)$ recognizes the target samples based on the similarity between each target sample to each category prototype, i.e., class center, instead of relying on the massive training data as $C_N(\cdot)$ does, which can eliminate the drawbacks caused by the insufficiency of the training data from the source domain minority set. On the contrary, for the majority set categories, the sufficient source domain training data can train a promising classifier for us to adapt to the target domain.

The probability prediction of $C_N(\cdot)$ and $C_P(\cdot)$ for each target sample $x_t$ belonging to class $c$ are calculated as:

$$\tilde{y}_{N,t} = \frac{e^{\hat{t}_c(x_t, \theta_{c_N})}}{\sum_{j=1}^{C} e^{\hat{t}_j(x_t, \theta_{c_N})}}, \quad \tilde{y}_{P,t} = \frac{e^{\hat{t}_{\mu}(x_t, \mu_{\cdot c})}}{\sum_{j=1}^{C} e^{\hat{t}_{\mu}(x_t, \mu_{\cdot j})}},$$

in which $\hat{t}_c$ is the output of the feature generator $F(\cdot)$, and $\theta_{c_N}$ denotes the trainable parameters in $C_N(\cdot)$, $\psi(\cdot, \cdot)$ is the c-th output of the last layer in $C_N(\cdot)$ before the softmax operation with input $\hat{t}_c$, $\phi(\cdot, \cdot)$ is defined to measure the similarity between the target sample to each task-specific prototype, and $\mu_{\cdot c}$ is the initialized source domain prototype of class $c$, $\mu_{\cdot c} = \frac{1}{n_s} \sum_{i=1}^{n_s} x_{s_i}^{c}$. Since $C_P(\cdot)$ has no trainable parameters, we only apply supervision optimization to update the parameters in generator $F(\cdot)$ and classifier $C_N(\cdot)$ by minimizing the cross-entropy loss, which is defined as:

$$M_s = -\frac{1}{n_s} \sum_{i=1}^{n_s} \sum_{c=1}^{C} 1[y_{s_i} = c] \log \tilde{y}_{N,s_i}^{c},$$

where $n_i = n_s + \tilde{n}_s + \tilde{n}_o + \tilde{n}_m$, is the total number of samples including all real source domain data ($n_s$) as well as synthesized samples through the within source Embedding
Propagation($\hat{n}_s^f$), Cross-domain Knowledge Propagation ($\hat{n}_o^f$), and Cross-domain Fulfillment Augmentation($\hat{n}_m^f$).

D. Cross-Domain Prototypes Alignment (CPA)

So far, we have sufficient well-labeled source domain majority-set samples, few-shot minority-set real samples, together with the synthesized samples to make up the minority-set categories. In order to simultaneously solve the domain distribution disparity problem and augment the minority set data, we explore the Cross-Domain Prototype Alignment (CPA) strategy. Specifically, we accept the prototypes $\mu_c^s$ as the dominant sector during the domain adaptation process and seek to align the source and target domain task-specific prototypes. Empirical Maximum Mean Discrepancy (MMD) [12], [25], [31] has been considered as a promising technique as the dominant sector during the domain adaptation process.

Just as we already have the synthesized samples making up the source domain data, $D_s^f$, $D_o^f$, $D_m^f$ makes the MMD alignment not reliable anymore. Fortunately, we have the synthesized samples to make up the target domain class prototypes with only few-shot labeled data available. In order to simultaneously solve the domain distribution disparity problem and augment the minority-set categories, in addition to the synthesized samples to make up the target domain majority-set samples, few-shot minority-set real samples, $D_m^f$, we accept the prototypes $\mu_c^s$, $\mu_c^o$, $\mu_c^m$ as the corresponding prototypes.

Beyond that, we extend to explicitly consider the data distribution among different classes across domains, and maximize the inter-class divergence as:

$$\mathcal{M}_d = \frac{1}{C} \sum_{c=1}^{C} \sum_{c' \neq c} \| \mu_c^s - \mu_{c'}^s \|^2, \quad (14)$$

where the inter-class divergence $\mathcal{M}_d$ evaluates the distances of all different class prototype pairs across domains.

Overall, our discriminative Cross-Domain Prototype Alignment is proposed to minimize the cross-domain intra-class prototypes distances, while maximizing the inter-class distances.

E. Overall Objective and Optimization

To sum up, by exploring the source supervision over the real and augmented instances, as well as the discriminative cross-domain alignment, we have our overall objective function as:

$$\min_{\mathcal{F}, \mathcal{C}_N} M_s + \lambda (M_c - M_d), \quad (15)$$

where $\lambda$ is a hyper-parameter to balance the contributions of different terms. We need to train the generator $F(\cdot)$ to map both source and target domain samples to a shared domain-invariant embedding feature space. It is noteworthy that the prototype classifier $C_P(\cdot)$ is free of parameters. Inspired by [5], [19], our training process consists of two steps:

Step A: We train the feature generator $F(\cdot)$ and neural networks classifier $C_N(\cdot)$ over the source supervision, including real and synthesized data. Keeping the performance on the source domain is crucial for obtaining discriminative whilst domain-invariant embedding features. Moreover, due to the lack of source domain minority-set samples, optimizing the whole model over the real samples as well as the synthesized samples will benefit the performance on the minority-set categories, avoiding the model overfitting to the majority-set classes. The optimization objective is listed as $\min_{\mathcal{F}, \mathcal{C}_N} M_s$.

Step B: We freeze the parameters of classifier $C_N(\cdot)$ and update the generator $F(\cdot)$, which will map the source and target domain samples into a shared embedding feature space, where both source and target samples from the same class will be distributed close to each other, while far from samples belonging to other categories. The optimization objective is provided as $\min_{\mathcal{F}} M_s + \lambda (M_c - M_d)$.

IV. EXPERIMENTS

We evaluate our proposed model on two domain adaptation visual benchmarks, and compare the evaluation performances with several state-of-the-art domain adaptation methods. Then we analyze the components of our framework in detail and explore the parameters sensitivity.
A. Datasets and Experimental Setting

Office-31 [58]: Is a standard benchmark dataset for visual domain adaptation. It contains 4,110 images from 31 categories, shared by three domains: Amazon (A), Webcam (W) and DSLR (D). We evaluate our methods following the common protocol on all 6 adaptation tasks.

Office-Home [59]: Is a more various yet challenging benchmark, consisting of 15,500 images from 65 classes of daily objects in office and home, shared by four extremely distinct domains: Artistic (Ar), Clip Art (Cl), Product (Pr), and Real-World (Rw). The model is evaluated on all 12 tasks.

Implementation Details: We implement our model based on PyTorch. ImageNet pre-trained ResNet-50 [47] without the last fully-connected layer is accepted as $E$ to obtain the embeddings $x_i$. $F(\cdot)$ is a two-layer fully-connected neural networks with hidden layer output dimension as 1,024 and ReLU activation. The output of $F(\cdot)$ is the domain invariant features $f_i$ with dimension 512. $C_N(\cdot)$ is a two-layer fully-connected neural networks classifier with hidden layer dimension as 512.

Cosine similarity is accepted as the measurement function $\phi(\cdot)$ in the prototype classifier $C_P(\cdot)$. We take the embedding features mean of the source domain samples belonging to each category as the initialized prototype $\mu_s^c$ which will be used by $C_P(\cdot)$ for classification, while for the Cross-Domain Prototype Alignment, we take the synthesized samples into account to update the prototype $\mu_s^c \rightarrow \tilde{\mu}_s^c$. All trainable parameters are optimized by Adam optimizer with learning rate as 0.001 for both Office-31 and Office-Home dataset. $F(\cdot)$ and $C_N(\cdot)$ are initialized and pre-trained on the source domain with learning rate as 0.0001 for 2,000 epochs, while $E(\cdot)$ is fixed. $\lambda$ is fixed as 0.1 for Office-Home, while 0.01 for Office-31, $\gamma \sim \text{Beta}(2,2)$, and $k$ is fixed as 5, which will be discussed in the ablation study section. To decide the optimal values of hyper-parameters, we follow [31] to construct a validation set with labeled source and unlabeled target data, then a binary domain classifier is trained to distinguish the source and target data on the validation set. The source classifier error and domain classifier error are jointly assessed to determine the parameters for each task.

We focus on two challenging extremely-imbalanced domain adaptation tasks as 1-shot and 5-shot in our experiments. Specifically, for each domain transfer task, we randomly select 1 or 5 samples of each source domain minority-set category, together with all the rest labeled majority-set source domain data as well as the unlabeled target domain samples for training. The first 10 and the first 25 alphabetically classes are selected and pre-trained on the source domain with labeled source and unlabeled target data, then a binary domain classifier is trained to distinguish the source and target domain data, respectively, the rest classes constitute the majority-set. For the Office-31 dataset 5-shot tasks, our model achieves promising results while keeping reliable performance under 4 challenging settings in terms of the overall accuracy. Especially for the performance of the minority-set, our model achieves promising results while keeping reliable performance under 4 challenging settings in terms of the overall accuracy. Especially for the performance of the minority-set, our model achieves promising results while keeping reliable performance under 4 challenging settings in terms of the overall accuracy.

B. Results and Comparisons

The classification results on Office-Home and Office-31 under 5-shot and 1-shot settings are reported in Tables I, II, III, and IV, respectively. $A_f$ means minority-set accuracy, $A_m$ represents majority-set accuracy, and $A_o$ denotes the overall accuracy on the whole target domain.

From the results, it is obvious that our method significantly outperforms all the comparisons on both two benchmarks under 4 challenging settings in terms of the overall accuracy. Especially for the performance of the minority-set, our model achieves promising results while keeping reliable performance on the majority-set, which emphasizes the robustness of our model to manage the extremely imbalanced distribution challenges. On the contrary, conventional UDA solutions, e.g., DM-ADA [55] and SymNets [20], suffer from the source distribution imbalance problem, and fail to perform well in the minority-set categories due to no consideration of imbalance distribution. For the Office-31 dataset 5-shot tasks, our model achieves 93.0% average accuracy on the minority-set, which beats DAN over 26%, and maintains 87.3% on the majority-set, which is higher than SymNets. Furthermore, our model

| Method     | DAN  | DM-ADA | MCD  | SWD  | SymNets | Ours |
|------------|------|--------|------|------|---------|------|
| Acc        |      |        |      |      |         |      |
| $Ar \rightarrow Cl$ | 22.1 | **57.1** | 43.6 | 5.13 | 20.2 | 14.4 |
| $Ar \rightarrow Pr$ | 30.5 | 71.7 | 55.1 | 2.35 | 28.2 | 17.8 |
| $Ar \rightarrow Rw$ | 42.0 | **77.5** | 62.7 | 4.31 | 37.1 | 23.5 |
| $Cl \rightarrow Ar$ | 15.7 | **60.6** | 40.4 | 6.52 | 20.3 | 14.1 |
| $Cl \rightarrow Cl$ | 25.7 | 72.0 | **52.7** | 0.00 | 29.3 | 17.5 |
| $Cl \rightarrow Pr$ | 18.4 | 73.2 | 51.1 | 0.00 | 28.1 | 16.4 |
| $Pr \rightarrow Ar$ | 22.0 | 57.0 | 41.3 | 1.01 | 23.8 | 13.6 |
| $Pr \rightarrow Cl$ | 20.2 | 52.3 | 40.0 | 5.85 | 27.1 | 19.0 |
| $Pr \rightarrow Rw$ | 42.6 | 77.8 | 36.1 | 3.42 | 43.4 | 26.8 |
| $Rw \rightarrow Ar$ | 26.5 | 68.2 | 49.5 | 6.52 | 41.2 | 25.6 |
| $Rw \rightarrow Cl$ | 25.0 | 60.9 | 47.1 | 2.05 | 31.0 | 19.9 |
| Avg.       | 30.9 | 64.3 | 51.1 | 3.20 | 32.1 | 20.2 |

**TABLE I COMPARISONS OF RECOGNITION RATES (%) ON OFFICE-HOME DATASET (5-SHOT)**
gets promising overall performance on the Office-31 dataset as 89.0%, which is even comparable to the state-of-the-art performance 88.4% achieved by SymNets, which include more source domain minority set labeled samples for training [20]. Moreover, on another extremely challenging case when only 1 sample is available for each category in the minority-set, our model still gets reasonable results on the minority-set as well as stable performance on the majority-set. It highly affirms the effectiveness and robustness of our method dealing with domain adaptation problem in which the source domain data is extremely imbalanced and insufficient for training.

From the results reported in Tables I - IV, we observe that the classification accuracy of proposed methods is much higher than the other compared baselines in most cases. This justifies the efficacy of the Cross-Domain Augmentation and the Cross-Domain Prototype Alignment in dealing with imbalanced domain adaptation challenges.

C. Comparison With Imbalanced DA Solution

To demonstrate the effectiveness of the proposed TFKT, we show more results of source-only hybrid classifiers and Weighted Maximum Mean Discrepancy (WDAN) [27]. Source-only hybrid classifiers consider $CN(\cdot)$ on the target domain majority-set categories, while the results of $CP(\cdot)$ on the minority-set. WDAN manages the domain adaptation with data distribution imbalance issues through reweighing the importance of each source sample during the domain alignment process. We re-implement WDAN with ResNet-50 [47] as the backbone, as the ResNets are the preferred base networks contemporaneously.1

From the results in Tables V & VI, we observe that our TFKT beats all compared baselines in most cases and achieves the best average results. WDAN obtains good performance in the original imbalance situation claimed in [27], but it cannot handle the extreme situations claimed in our paper when only 1 or 5 samples per-class are available for training. In addition, we notice that the Source-only results also surpass some conventional domain adaptation solutions, especially in the minority set, emphasizing the contribution and benefits of involving

---

1The original WDAN is implemented with LeNet [60], AlexNet [1], GoogleLeNet [61], and VGG16 [2] as the backbone.
TABLE V
COMPARISONS OF RECOGNITION RATES (%) ON OFFICE-31 DATASETS (1-SHOT)

| Shot | Method   | Source-only | WDAN | Ours   | Source-only | WDAN | Ours   |
|------|----------|-------------|------|--------|-------------|------|--------|
|      |          | A_f, A_m, A_o | A_f, A_m, A_o | A_f, A_m, A_o | A_f, A_m, A_o | A_f, A_m, A_o |
| A→W | 68.51    | 75.66        | 70.59 | 13.19  | 60.77       | 81.07 | 76.01  |
| D→W | 91.49    | 97.14        | 95.39 | 52.34  | 93.27       | 97.32 | 96.04  |
| W→D | 95.45    | 99.71        | 99.45 | 46.10  | 100.0       | 83.33 | 97.02  |
| A→D | 77.92    | 79.65        | 79.34 | 18.83  | 76.74       | 58.84 | 85.1   |
| D→A | 65.66    | 66.63        | 66.35 | 27.31  | 71.15       | 58.32 | 79.7   |
| W→A | 66.50    | 63.92        | 64.67 | 11.29  | 66.68       | 50.51 | 80.4   |
| Avg. | 77.59    | 80.85        | 79.85 | 28.18  | 82.16       | 66.01 | 87.5   |

TABLE VI
COMPARISONS OF RECOGNITION RATES (%) ON OFFICE-HOME DATASETS (1-SHOT)

| Shot | Method   | Source-only | WDAN | Ours   | Source-only | WDAN | Ours   |
|------|----------|-------------|------|--------|-------------|------|--------|
|      |          | A_f, A_m, A_o | A_f, A_m, A_o | A_f, A_m, A_o | A_f, A_m, A_o | A_f, A_m, A_o |
| A→CI | 26.39    | 43.79        | 37.11 | 0.00   | 49.52       | 30.52 | 29.4   |
| A→Pt | 41.29    | 62.36        | 53.89 | 0.60   | 70.80       | 42.35 | 46.2   |
| A→Sw | 49.25    | 72.82        | 63.02 | 0.00   | 79.06       | 44.39 | 53.9   |
| A→Pr | 32.32    | 51.57        | 42.93 | 0.00   | 56.13       | 30.94 | 41.2   |
| A→Cl | 34.90    | 68.69        | 55.10 | 0.00   | 73.47       | 43.93 | 43.8   |
| C→A | 40.03    | 67.36        | 56.00 | 0.00   | 72.03       | 42.09 | 50.7   |
| C→Pr | 44.72    | 53.89        | 49.78 | 0.00   | 55.31       | 30.49 | 47.6   |
| C→Sw | 27.94    | 48.51        | 40.62 | 0.00   | 50.07       | 30.86 | 34.8   |
| C→Rw | 60.57    | 74.86        | 68.92 | 0.00   | 77.61       | 45.35 | 63.8   |
| R→A | 44.08    | 64.65        | 55.42 | 0.00   | 65.47       | 36.09 | 56.9   |
| R→C | 30.27    | 51.34        | 43.25 | 0.00   | 53.37       | 30.01 | 40.2   |
| Avg. | 40.63    | 61.83        | 51.13 | 0.01   | 65.30       | 38.34 | 47.4   |

Fig. 4. Contribution of the Cross-Domain Prototype Alignment (CPA) and the Cross-domain Augmentation (CDA) strategy on Office-Home 25-way 5-shot tasks (a) $C_P(\cdot)$ performance on minority-set and (b) $C_N(\cdot)$ performance on majority-set.

D. Ablation Analysis

First of all, we evaluate the contribution of the Cross-domain Prototypes Alignment (CPA) and the Cross-domain Augmentation (CDA) to our model by removing one of them and keep all other architectures and training strategies. In Fig. 4, we remove CPA, or the CDA strategy, or both of them and show the results on Office-Home as “w/o CPA”, “w/o CDA”, and “Source Only”, respectively. Besides, the source domain minority set data is augmented by CDA to three kinds of synthetic data $\tilde{D}_{s_{f}}, \tilde{D}_{s_{o}},$ and $\tilde{D}_{s_{m}}$, through Data Augmentation through Embedding Propagation, Cross-domain Knowledge Propagation, and Cross-domain Fulfillment Augmentation, respectively. By removing each one kind of synthetic data while keeping others, the results are reported as “w/o CDA_s”, “w/o CDA_t”, “w/o CDA_mix”, respectively. Moreover, CPA
consists of two loss terms, minimizing class-wise MMD ($\mathcal{M}_c$) and maximizing inter-class divergence ($\mathcal{M}_d$). We remove each one term and the results are denoted as “w/o CPA_intra” and “w/o CPA_inter”, respectively. Fig. 4 (a) claims the $C_P(\cdot)$ performance on the target domain minority-set classes, and (b) shows the $C_N(\cdot)$ performance on the majority-set. From the results, we observe that both CPA and CDA strategies benefit the fair cross-domain learning tasks especially on the recognition performance on the minority set. It is reasonable that $C_N(\cdot)$ performance on the majority-set is not promoted significantly by CDA, because CDA only augments the minority-set categories. But the CPA strategy boosts the $C_P(\cdot)$ performance on the minority-set categories impressively.

Secondly, we compare the different classification specialties of $C_N(\cdot)$ and $C_P(\cdot)$ on different subsets. In Fig. 5, we show $C_N(\cdot)$ and $C_P(\cdot)$ recognition rate of the target domain majority-set and minority-set categories on the Office-Home 25-way 5-shot tasks. The main difference between the roles of neural network classifier $C_N(\cdot)$ and prototypical classifier $C_P(\cdot)$ is their classification ability on the minority-set categories. The insufficiency of training data from the majority-set classes makes the trained neural network classifier dominated by the majority set and fail on the minority set. On the contrary, the prototype classifier is based on the estimated prototype from given samples per category, which are decided by the quality of available data instead of the number of samples available. From the results, we notice that for categories with sufficient well-labeled source samples for training in the majority-set, $C_N(\cdot)$ always obtains better performance than the prototype classifier $C_P(\cdot)$, e.g., $\text{Pr} \rightarrow \text{Cl}$. However, for those classes lacking training samples in the minority-set, $C_P(\cdot)$ can handle it much better and achieve promising performance in most cases, e.g., $\text{Pr} \rightarrow \text{Cl}$ and $\text{Rw} \rightarrow \text{Cl}$. The generated samples contribute to refining the prototypes during training and benefit the classification performance of $C_P(\cdot)$. From the results, we notice that the improvement of $C_P(\cdot)$ compared to $C_N(\cdot)$ for the minority set is more significant on 1-shot setting than 5-shot. So the fewer source domain minority-set data available for training, choosing $C_P(\cdot)$ to recognize the minority set is more reasonable and superior.

Thirdly, we analyze the parameter sensitivity of our model. Four hard-to-transfer tasks of Office-Home dataset are used for evaluation. The results are reported in Fig. 6. We can see that transfer performance is not sensitive to the variance of hyper-parameter $\lambda$ from 0.1 to 0.3, in both 5-shot and 1-shot settings, which demonstrate the importance of the Cross-domain Prototype Alignment. Moreover, we change the number $k$ of generated fake samples in each class from 1 to 20. Fig. 6(c) and (d) show that the results are not sensitive to the number of fake samples generated by the Cross-domain Fulfillment Augmentation after $k = 5$.

Finally, we evaluate the quality of the generated synthesized samples belonging to the minority-set categories by drawing the t-SNE embeddings of all the real source and target samples, together with the generated fake samples. The results are visualized in Fig. 7. The red star points are the 1-shot set samples and the blue dots are the source domain majority set samples, gray dots are the target domain data. The augmented fake data are represented as yellow dots. (a) shows the output embeddings of network $E(\cdot)$, and (b) shows the output features of $F(\cdot)$. It is obvious that the generated samples are very similar to the available source domain minority-set samples, and the comparison between the chaos in (a) and organized data distribution in (b) demonstrate the effectiveness of the proposed cross-domain augmentation and prototypes alignment strategies.
V. CONCLUSION

In this paper, we addressed the problem of fairness challenge in extremely imbalanced cross-domain learning by proposing a Towards Fair Knowledge Transfer (TFKT) model. Specifically, cross-domain feature augmentation strategy was proposed to augment the source domain minority-set categories by within-source and cross-domain embedding knowledge propagation and cross-domain fulfillment augmentation. Moreover, cross-domain prototypes alignment was further explored to seek a hybrid classifier framework towards fair knowledge transfer recognizing the target domain data. Extensive experiments on different tasks demonstrated the predominant performance of our model dealing with minority-set in domain adaptation.
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Fig. 7. Visualization of embedding features of the Office-31 dataset A→W 10-way 1-shot task, including real and augmented fake samples. (a) Embeddings output from $E(x)$ (b) Features output from $F(x)$. 
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