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ABSTRACT

The recent development of the on-chip micro-polarizer technology has made it possible to acquire four spatially aligned and temporally synchronized polarization images with the same ease of operation as a conventional camera. In this paper, we investigate the use of this sensor technology in high-dynamic-range (HDR) imaging. Specifically, observing that natural light can be attenuated differently by varying the orientation of the polarization filter, we treat the multiple images captured by the polarization camera as a set captured under different exposure times. In our approach, we first study the relationship among polarizer orientation, degree and angle of polarization of light to the exposure time of a pixel in the polarization image. Subsequently, we propose a deep snapshot HDR reconstruction framework to recover an HDR image using the polarization images. A polarized HDR dataset is created to train and evaluate our approach. We demonstrate that our approach performs favorably against state-of-the-art HDR reconstruction algorithms.

Index Terms— HDR, polarization, multiexposure images, deep learning

1. INTRODUCTION

The dynamic range of real-world scenes varies over several orders of magnitude. However, standard digital camera sensors can only capture a limited fraction of this range. The resulting low-dynamic-range (LDR) images often have over- or under-exposed areas that cannot reflect our visual ability to perceive details in both bright and dark regions of a scene. Furthermore, information is lost in these regions which make vision tasks such as object detection [1] and visual tracking [2] difficult. High-dynamic-range (HDR) imaging seeks to recover the lost information, and aims to produce an image that captures a broader range of illumination than is available from the sensor directly.

Classical HDR imaging methods merge a sequence of LDR images at different exposures to create an HDR image [3][4]. However, this approach could create ghosting artefacts when there is motion between the input images. Although some methods can compensate for image motion [5][6], these approaches still require multiexposure images as input, which may not always be available and practical. One-shot HDR techniques overcome these limitations by reconstructing an HDR image using one input image. As a result, they have attracted considerable attention in recent years.

Several one-shot HDR works proposed to recover the brightness of saturated areas by extrapolating the light intensity using heuristic rules [7][8]. However, these methods rely on hand-crafted features, and assumptions about the scene that might not adequately represent the real luminance value for proper pixel recovery. Recently, deep neural networks (DNNs) have improved HDR reconstruction results [9][10][11][12]. As another one-shot approach, DNNs based on a snapshot HDR sensor have also been studied [13][14]. In [14], for example, a DNN using multiexposure color filter array images is proposed for HDR imaging.

In this paper, we present our method on using the polarization camera for deep snapshot HDR reconstruction. We design our approach based on two main observations. First, when using images captured by standard digital camera sensors, utilized by most existing approaches, the network is unable to hallucinate details for images with wide saturated areas. Second, information in a single polarization image is often insufficient, and this leads to poor results in saturated areas. To address these limitations, we propose to use the combination of polarization data and a fused input for the DNN to recover details lost in the saturated areas, in addition to expanding the dynamic range of unsaturated regions. The fusion mechanism is performed by a pixel-weighting function that combines the polarization images to reveal more details. Our contributions can be summarized as follows:

• We propose a novel deep learning framework to solve the snapshot HDR reconstruction problem using polarization images.
• We introduce a fusion mechanism based on the domain knowledge of polarization in combining images as input to the network.
• We collect a polarized HDR dataset for training and evaluation, and such a dataset of polarization images is currently unavailable in the literature.
2. METHOD

In this section, we first review the polarization image formation model, motivate why this image modality helps HDR reconstruction [15], and then describe our framework for including the cues in the deep learning model.

2.1. Polarization Image Formation (HDR)

When light reflects off a non-metallic object, it becomes partially polarized. This polarized light can be captured by a polarization camera. In the polarization camera [16], the image irradiance $I_0$ is first filtered by the on-chip directional micro-polarizers. Then the camera converts the light signal, using the camera response function (CRF), into four digital images $L_1$ to $L_4$. The effect of a polarizer on image irradiance can be written as [17]:

$$I_i = 0.5 \cdot I_0 \left(1 + \rho \cos(2\theta - 2\alpha_i)\right)$$  \hspace{1cm} (1)

where $\rho$ is the degree of polarization (DoP) in $[0,1]$, $\theta$ is the angle of polarization (AoP) in $[0^\circ, 180^\circ]$, $\alpha_i = 0^\circ, 45^\circ, 90^\circ, 135^\circ$ denotes the angle of the polarizers, and $i = 1, 2, 3, 4$ denotes the index of the four polarizers. Substituting the polarizer angles into Eq. (1) we get the filtered images:

$$I_1, I_3 = 0.5 \cdot I_0 (1 + \rho \cos 2\theta)$$
$$I_2, I_4 = 0.5 \cdot I_0 (1 + \rho \sin 2\theta)$$  \hspace{1cm} (2)

Then $\rho$ and $\theta$ can be computed from the Stokes by [17]:

$$\rho = \sqrt{S_1^2 + S_2^2 \over S_0}, \hspace{0.5cm} \theta = 0.5 \cdot \tan^{-1} \left(\frac{S_2}{S_1}\right)$$  \hspace{1cm} (3)

In general, the relation between image irradiance $I_i$ and pixel value $L_i$ at exposure time $t_0$ can be written as [3]:

$$L_i = f(\alpha_i t_0)$$  \hspace{1cm} (4)

where $f$ is the CRF. By substituting Eq. (3) into Eq. (4) and applying the reciprocity relation in (3), we obtain:

$$t_1, t_3 = 0.5 \cdot t_0 (1 + \rho \cos 2\theta)$$
$$t_2, t_4 = 0.5 \cdot t_0 (1 + \rho \sin 2\theta)$$  \hspace{1cm} (5)

Eq. (5) provides the polarization image formation model in the case of HDR reconstruction. When the incoming light is not entirely unpolarized ($\rho \neq 0$), the four pixels within one calculation unit of the polarization camera experience different exposure times, effectively creating the condition for multiple exposures. In the extreme case, when $\rho \approx 1$ one can expect a large difference in exposure between the four pixels.

Different from a conventional camera capturing multiple exposures, the variation in exposure time in a polarization camera is pixel specific as both $\rho$ and $\theta$ vary from pixel to pixel. This is because the pixels in different calculation units of a polarization camera correspond to different points in space, which in general differ in terms of their light polarization, just as in color or in intensity. A comparative study on the increase in dynamic range of a conventional camera versus a polarization camera is performed by [15], in which the polarization camera shows superiority for HDR reconstruction.

2.2. Framework Overview

Fig. 1 illustrates our framework. In order to reduce computation parameters and improve detail reconstruction, we propose a pre-process step to fuse the four LDR polarization images before feeding it to the network. Based on Eq. (5) the fusion step can be implemented by a pixel-weighting function which assigns weights to the four pixels in one calculation unit depending on how well-exposed the pixels are as was proposed byDebevec in [3] and adopted in [15]. The resulting image $I_{Deb}$ can be computed by:

$$I_{Deb} = \frac{\sum_{i=1}^{2} W \left(L_i + L_{i+2}\right) \left(g(L_i) + g(L_{i+2})\right)}{\sum_{i=1}^{2} W \left(L_i + L_{i+2}\right) t_0}$$  \hspace{1cm} (6)

where $W$ is the Gaussian weighted function ($\sigma = 0.2$ in our study), and $g$ is the inverse-CRF. Intuitively, Eq. (6) transforms the input to the HDR space, which conveys more information as $I_{Deb}$ is in floating point and spans a wider dynamic range than $L_i$.

We adopt an 18 level autoencoder architecture for our network [12]. The architecture generates multiexposure images, and then merges the images to output an HDR image. In addition, we introduce the following improvements: 1) We replace the deconvolution operation with a bilinear interpolation operation. This reduces the visible tiling artefacts when the input
image has large saturated regions \[18\]. 2) We add the SSIM loss to the loss function. This additional loss term improves the perceptual quality of the synthesized content \[19\]. Our overall loss function is:

\[
L(W, b) = \alpha \cdot \mathbb{E}[|H - \hat{H}|] + \beta \cdot SSIM(H, \hat{H}) \tag{7}
\]

where \(H\) and \(\hat{H}\) denote the ground truth and prediction image, respectively. The first term in Eq. 7 corresponds to the mean absolute error (MAE) loss which measures the pixel-level loss between the prediction and ground truth images. By minimizing the MAE loss, details can be better recovered. The second term in Eq. 7 corresponds to the SSIM loss, which measures the perceptual loss between the prediction and ground truth images. By maximizing the SSIM loss, edges and contrast details can be better preserved. We empirically set \(\alpha = 1\) and \(\beta = 0.1\) in our experiments.

3. EXPERIMENTS

3.1. Experiment Setups

Dataset. Since there is no public dataset available for training and testing HDR techniques with polarized images, we collected an outdoor dataset, under sunlight conditions, named EdPolCommunity. Images are captured using the FLIR BFS-U3-51S5p polarization camera. The dataset consists of colored images of four polarizer orientations capturing each scene with 17 exposure times \((t_0 = 0.03, 0.045, 0.068, 0.101, 0.152, 0.228, 0.342, 0.513, 0.769, 1.153, 1.73, 2.595, 3.592, 5.839, 8.758, 13.137, 19.705 \text{ ms})\). The resolution of each polarization image is 1024x1224. Then four 512x512 patches are cropped from each image for better visibility. In total, our EdPolCommunity dataset has 41,616 LDR images and 612 HDR image as the ground truth to train and test the network. The ground truth HDR images are created by combining the four polarization images using Eq. 6, and then merging the bracketed images using the method in \[20\] and the inverse-CRF. The ground truth LDR images, useful for visualization, are generated with Reinhard \[21\] tone mapping.

Implementation Details. The framework is implemented using Chainer where the up- and down-exposure models are trained on NVIDIA GTX 1080 Ti. We trained using an Adam optimizer \[22\] and set the batch size, learning rate and momentum as 1, 0.0002 and 0.5, respectively. We initialized all weights with zero mean Gaussian noise \((\sigma = 0.02)\).

Evaluation Metrics. We evaluate the accuracy of HDR reconstruction with the HDR-VDP2 \[23\] metric. We normalize the predicted and reference ground truth HDR images \[10\]. The ground truth images capture wide dynamic range scene contents. We also use the PSNR, SSIM \[19\] and FSIM \[24\] metrics to evaluate the image quality on the HDR tone mapped images.

3.2. Ablation Studies

3.2.1. Study on the Model Architecture

We validate the importance of different individual components in our framework. Fig. 2 shows the result for the ablation study. We can observe that the case without \(I_{Deb}\) reconstructs fewer details compared with the case with \(I_{Deb}\). It is because the case without \(I_{Deb}\) uses a single image as input which conveys less information, and thus tend to neglect textures and local contrasts. On the other hand, \(I_{Deb}\) constructs an intermediate HDR image, from four polarizer orientation images, which conveys an information rich input. These four images effectively correspond to four different exposure times on a per-pixel basis, and can thus better reveal scene details and color contrast. As shown by the quantitative results in Table 1 our framework (last row) achieves the best results. In addition, the deconvolution interpolation operation produces clearer and smoother images.

We also study the benefit of the fusion mechanism by comparing two different input images, namely \(I_{Deb}\) and input LDR. As displayed in Fig. 2a and 2b, \(I_{Deb}\) overall provides more details than input LDR, and thus is a more informative and better input. Quantitative comparisons of the

|                | PSNR | SSIM | FSIM | HDR-VDP2 |
|----------------|------|------|------|----------|
| Input LDR      | 11.76| 0.59 | 0.87 | 44.85    |
| \(I_{Deb}\) \[15\] | 15.42| 0.67 | 0.89 | 45.72    |
| Ours w/o \(I_{Deb}\) | 20.61| 0.80 | 0.90 | 49.56    |
| Ours           | 25.35| 0.91 | 0.94 | 55.26    |

Table 1: Quantitative results of model variants.
results are shown in Table 1.

3.2.2. Study on the Loss Function

In this experiment, we compare the performances of our method with different loss functions. For simplicity, we use the model ours w/o \( I_{Deb} \) to analyze the effect of each loss function. Qualitative results are illustrated in Fig. 3, where \( \ell_1 + SSIM \) loss is better at preserving details. This is also reflected by the quantitative results shown in Table 2. Therefore, we train our model using \( \ell_1 + SSIM \) loss.

3.3. Comparison with State-of-the-art Methods

We compare the proposed method with four state-of-the-art learning based methods: HDRCNN [9], ENet [10], DrTMO [12] and DRCP [11]. For all the methods, we use source code and pre-trained model provided by the authors, with a single polarization image as input. We also compare our method with PHDR [15], a non-learning method developed directly for polarization based HDR recovery.

Qualitative results are shown in Fig. 4. HDRCNN [9] results tend to be dim, and the network is unable to restore details in the saturated regions. ENet [10] generates overly-bright and smooth results, as it over-enhances the extracted illumination features. It also fails to recover details which reside in the overexposed regions. The results of DrTMO [12] suffer from blocking artefacts and can not preserve details in the saturated areas. DRCP [11] shares similar limitations and the results lack color consistency, as in some cases the generated colors are unnatural with artefacts. PHDR [15] results tend to be bright, and the method cannot recover the information in the saturated regions. Since our method fuses four polarization images captured in a snapshot, where the images also correspond to those captured under four different exposure times, the given input is able to utilize information in the unsaturated pixels from one or more of the images to reveal details. As a result, the polarized input images collectively convey richer details compared to an image taken by a conventional camera. This fusion mechanism helps to reconstruct details, and outputs visually pleasing textures.

### Table 2: Quantitative results of different loss functions

| Method       | PSNR | SSIM | FSIM | HDR-VDP2 |
|--------------|------|------|------|----------|
| \( \ell_1 \) | 17.64| 0.78 | 0.91 | 48.48    |
| \( \ell_1 + SSIM \) | 20.61| 0.80 | 0.90 | 49.56    |

### Table 3: Quantitative comparative results with state-of-the-art methods

| Methods         | PSNR | SSIM | FSIM | HDR-VDP2 |
|-----------------|------|------|------|----------|
| HDRCNN [9]      | 14.18| 0.40 | 0.71 | 47.49    |
| ENet [10]       | 15.37| 0.67 | 0.88 | 47.24    |
| DrTMO [12]      | 16.16| 0.64 | 0.89 | 47.70    |
| DRCP [11]       | 17.24| 0.70 | 0.90 | 51.46    |
| PHDR [15]       | 15.42| 0.67 | 0.89 | 45.72    |
| **Ours**        | 25.35| **0.91** | **0.94** | **55.26** |

In addition to visual evaluation, the quantitative results are summarized in Table 3. It shows that our method performs favorably compared to state-of-the-art methods under various evaluation metrics.

4. CONCLUSION

This paper presented a deep framework to address the snapshot HDR reconstruction problem using polarization images. It effectively utilizes the benefits of HDR imaging hardware and deep learning to restore details for snapshot HDR image reconstruction. Our key insight is to leverage the domain knowledge of polarization for designing the framework. We show that the our framework demonstrated better quantitative and qualitative performances over state-of-the-art methods. In addition, we introduced a new polarized HDR dataset for training and testing HDR techniques, which will be made publicly available with the publication of this paper.

To follow up on this study, we plan to explore the use of DoP and AoP images to further the image dynamic range and detail recovery. It would also be interesting to investigate the transferability of this approach to underexposed polarized datasets for HDR reconstruction.
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