Quantum statistical ensemble for emissive correlated systems
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Relaxation dynamics of complex quantum systems with strong interactions towards the steady state is a fundamental problem in statistical mechanics. The steady state of subsystems weakly interacting with their environment is described by the canonical ensemble which assumes the probability distribution for energy to be of the Boltzmann form. The emergence of this probability distribution is ensured by the detailed balance of transitions induced by interaction with the environment. Here we consider relaxation of an open correlated quantum system brought into contact with a reservoir in a vacuum state. We refer to such a system as emissive since particles irreversibly evaporate into the vacuum. The steady state of the system is a statistical mixture of stable eigenstates from which particles cannot escape due to the binding energy. We found that, despite the absence of the detailed balance, the stationary probability distribution over these eigenstates is of the Boltzmann form in each N-particle sector. A quantum statistical ensemble corresponding to the steady state is characterized by different temperatures in different sectors, in contrast to the Gibbs ensemble. We argue that the emergence of the Boltzmann distribution is rooted in a regular dependence of transition rates between eigenstates of the system on the transition energy.

Whether and how a quantum system brought out of equilibrium reaches its steady state is a fundamental question which has recently attracted much attention [1–6]. Expectation values of local observables after relaxation are typically determined by integrals of motion while the memory of microscopic details of an initial state is lost. In quantum systems the mechanism of thermalization is rooted in the properties of individual eigenstates as stated in the eigenstate thermalization hypothesis (ETH) [7,9]. The basic statement of ETH for non-integrable systems is the smoothness of eigenstate expectation values of local observables as functions of eigenenergies. For systems with integrals of motion this statement remains true if eigenstates are taken from the same subspace [10–12]. In the steady state the density matrix of any subsystem is diagonal and its elements are the same for typical initial eigenstates of the full system [13–16]. ETH may break down for rare eigenstates in the low-energy part of the spectrum [17,18].

A subsystem weakly coupled to the rest of the system can be viewed as an open system with its surroundings acting as a reservoir. Transitions induced by coupling to the reservoir govern relaxation dynamics of the open system to the steady state which is described by the (generalized) Gibbs ensemble [19–22]. These transitions satisfy the detailed balance principle in the steady state and the probability distribution over many-body eigenstates of the open system is of the Boltzmann form. However, this general scenario does not describe a special case of an open correlated quantum system brought into contact with a reservoir in the vacuum state. In this case the detailed balance principle does not hold. We refer to such a system as emissive since particles irreversibly evaporate into the reservoir. Although particles can only leave the system, its steady state may be populated if there is a binding energy for escaping particles. If such a populated steady state is a mixture of multiple eigenstates, the probability distribution over these eigenstates is not a priori known. Thus defined quantum statistical ensemble for emissive systems has not been considered so far.

Open systems coupled to a vacuum reservoir appear ubiquitously in various fields of natural sciences including surface science [23,24], quantum optics [25,26], nuclear physics [27], and astrophysics [28]. In the field of cold atoms an established experimental example is a trapped atomic or molecular gas in a vacuum chamber [29,31]. Collisions of trapped particles result in internal equilibrium of the gas which alters as particles escape. The loss of particles can be accompanied by cooling. This process of evaporative cooling is a key technological development used to achieve Bose–Einstein condensation of cold atoms in magneto-optical traps [32,35]. The systems studied in experiments with ultracold atoms typically contain...
from $10^3$ to $10^6$ particles. Statistical properties of these systems are usually probed by measuring their local observables. Recent experimental progress has made it possible to study smaller systems [36-39]. For these systems a direct measurement of the probability distribution over many-body states can be realized. In particular, it would allow to probe statistical properties of the steady state of emissive quantum systems.

In this paper we study an emissive quantum system of hard-core bosons on a two-dimensional lattice. We demonstrate that its probability distribution in the steady state is of the Boltzmann form in each $N$-particle sector. We characterize this steady state by a quantum statistical ensemble and discuss its application to calculating expectation values of observables. We show that the physical mechanism behind the emergence of the Boltzmann distribution is rooted in the behaviour of the transition rate. This rate appears to be a regular function of the transition energy though there is no detailed balance with the reservoir. We connect this behaviour with statistical properties of off-diagonal matrix elements of local annihilation operators entering expressions for transition rates.

We study a system of hard-core bosons on a two-dimensional lattice coupled to the vacuum reservoir with the Hamiltonian $H = H_S + H_R + H_I$. The lattice is described by the Hamiltonian

$$H_S = -\sum_{\langle ij \rangle} h_{ij}(b_i^\dagger b_j + b_j^\dagger b_i)$$

with a constraint that each site can be occupied with no more than one particle. Here $b_i^\dagger$ ($b_i$) is a creation (annihilation) operator on the site $i$, $h_{ij}$ are hopping amplitudes and the sum runs over the pairs of nearest-neighbour sites. For calculations we use a lattice of 14 sites (see inset of Fig. 1). To ensure non-integrability of the lattice, different values are assigned to hopping amplitudes $h_{ij}$. These values are taken from the interval between 0.8 and 1.2 (in arbitrary units of energy). The vacuum reservoir is described by the Hamiltonian $H_R = \sum_i \varepsilon_i a_i^\dagger a_i$ with operators $a_i^\dagger$ ($a_i$) creating (annihilating) particles in reservoir modes $k$ with energy $\varepsilon_k$. The interaction between the lattice and the reservoir is introduced through the Hamiltonian $H_I = \alpha \sum_i (a_i^\dagger b_i + b_i^\dagger a_i) \delta(\varepsilon_i - \varepsilon_0)$, where the unit step function $\delta(\varepsilon_i - \varepsilon_0)$ accounts for the binding energy $\varepsilon_0$. This binding energy is a tunable parameter in our calculations. We consider the weak coupling limit $\alpha \ll 1$ and assume that escaping particles immediately lose the coherence with the lattice and do not return back to it.

We describe the reduced dynamics of the lattice by a master equation [40-41] for its density matrix $\rho_S$. The density matrix is represented in a basis of eigenstates of $H_S$. These eigenstates $|N, n\rangle$ are divided into sectors according to the number of particles $N$ in the lattice. Corresponding eigenenergies are denoted by $E_N^N$. We consider transitions between the eigenstates generated by the coupling to the reservoir in the leading perturbative order [42]. In the absence of special symmetries of the lattice there are two constraints on these transitions: (i) $\Delta N = -1$ which is due to the type of coupling, (ii) $\Delta E \leq -\varepsilon_0$ which is due to the binding energy for escaping particles.

We consider the dynamics of the system at the coarse-grained time scale $dt \sim \tau_{\text{loss}}$ where $\tau_{\text{loss}}$ is the characteristic time of the particle loss process. In the weak coupling regime $\tau_{\text{loss}} \propto \alpha^{-2}$ is much larger than the dephasing time, so that only diagonal elements of the density matrix contribute to dynamics. These elements $\langle N, n|\rho_S|N, n\rangle \equiv P_N^n$ may be viewed as the probability distribution of the lattice over its eigenstates. The master equation is reduced to the system of rate equations for this probability distribution

$$\frac{d}{dt} P_N^n = \sum_{m} R_{mn}^N P_{m+1}^N - \sum_{m} R_{nm}^N P_n^N,$$

where $R_{mn}^N$ is a transition rate from the state $|N, n\rangle$ into the state $|N-1, m\rangle$. For transitions allowed by selection rules the rates are estimated using Fermi’s golden rule as

$$R_{mn}^N = 2\pi\Omega_0 a^2 \sum_{i=1}^L |(N-1, m|b_i|N, n) |^2.\tag{3}$$

Here the step-like density of states of the reservoir $\Omega_0 = \Omega_0 (\varepsilon - \varepsilon_0)$ has been used. The particle loss process can be viewed as a sequence of transitions which brings the system from the initial to one of the stable states from which no further transitions can occur (see Supplementary). There is a trivial stable state with no particles and occupied stable states which appear due to the constraint on the transition energy. For calculations we use the maximally occupied pure state with $N_0 = 14$ as the initial one and choose $\varepsilon_0 = 0$ to maximize the number of stable states (see Supplementary) which can be achieved. For the 14-site lattice this number is 26 and the maximal occupation of stable states is 7.

The probability distribution of the system in a steady state is shown in Fig. 1. In each $N$-particle sector of the Hilbert space (having at least 3 stable states) this stationary distribution is found to be of the Boltzmann form. We describe the steady state by a quantum statistical ensemble of the following form

$$P_N^n = \frac{P_N}{Z_N} e^{-E_N^N/T_N} \tag{4}$$

characterized by a set of temperatures $T_N$. Here $Z_N = \sum_n e^{-E_N^N/T_N}$ is the partial partition function which is a sum over $N$-particle states, $P_N$ is the total probability in the $N$-particle sector. Stationary expectation values of observables are given by a standard expression $\langle A \rangle = \sum_{Nn} e_{Nn} P_N^n \langle N, n|A|N, n\rangle$. We note that the steady state can be characterized by this statistical ensemble for an arbitrary initial state of the system (see Supplementary). Variation of the initial state only changes parameters $P_N$ and $T_N$ of the distribution.

The emergence of the Boltzmann distribution in the emissive system can be understood from statistics of transitions which the system undergoes as particles evaporate. For each sector we calculate occurrence probabilities of intermediate states, i.e. states through which the system evolves from the initial to one of the stable states. These distributions in sectors (referred to as intermediate) are shown in Fig. 3 as functions of the energy of the states. In sectors $N = 3 \div 11$ the dependence is smooth and fluctuations of the data are less than the
size of points. In each sector we consider the part of the spectrum accumulating the probability of 0.8P_N and approximate corresponding points by the Boltzmann distribution \( \frac{N}{N_0} \). For \( N \ll r \) the data includes stable states and the temperatures are close to those in Fig. [1]. We note that measuring occurrence probabilities of the intermediate states will require collecting statistics from an ensemble of emissive systems. Assuming that the spectrum of the system is discrete and not degenerate, a sequence of intermediate states can be directly determined by measuring energies of escaping particles.

The smooth dependence of intermediate probability distributions on energy can be understood from the statistical properties of transition rates in the system. Fig. [5] shows \( R_m^N(e) \) plotted as a function of transition energy \( e = E_m - E_n \). In each sector data for \( R_m^N(e) \) can be approximated by a regular dependence with state-to-state fluctuations. For an arbitrary initial \( N \)-particle ensemble the probability distribution in \((N-1)\)-particle sector after the loss of a particle is determined by

\[
P_m^{N-1} \propto \sum_n R_m^N P_n^N. \tag{5}
\]

Possible state-to-state fluctuations of \( P_m^N \) are convolved with the regular function of the transition energy and almost do not translate into the probability distribution in the following sector. If transition rates in neighbouring sectors are uncorrelated, the probability distribution after the loss of several particles becomes a smooth function of energy.

The analysis of lattices of different sizes (see Supplementary) shows that the transition rate is always a regular function of the transition energy with state-to-state fluctuations. The fluctuations decrease with the increase of the size of the lattice. We expect that they vanish in the macroscopic limit, though it is not evident from the available range of lattice sizes. This assumption is supported by the correspondence of the system to a classical gas in a trap in the macroscopic limit. In a classical gas the probability distribution for the energy of particles is the regular exponential function. In our case the probability distribution for the energy of an escaping particle is determined by \( R_m^N(e) \). Fig. [5] shows an approximately exponential dependence of \( R_m^N(e) \) on the transition energy for allowed transitions with \( e > 0 \). Vanishing of fluctuations in the macroscopic limit follows from the correspondence principle.

The regular dependence of the transition rate on the transition energy relates to statistical properties of off-diagonal matrix elements \( \langle N-1, mb|N, n \rangle \) which enter the expression [3]. It is important to note that \( b_i \) are non-Hermitian annihilation operators and matrix elements are calculated between states in different sectors, in contrast to known studies [45, 47]. We argue that the smooth dependence of these matrix elements on the transition energy is similar to the smooth dependence of eigenstate expectation values on the energy in ETH. Fluctuations of expectation values vanish as the size of the system increases [45, 47]. From our scaling analysis we expect that fluctuations of \( \langle N-1, mb|N, n \rangle \) have the same property.

We note that the experimental verification of our findings will require measuring the probability distribution of a system under study over its many-body states. This type of measurements is in contrast to determining temperature from average values of (local) observables. While the latter is available both for finite-size and macroscopic systems, the former is only realizable for systems of finite size.

To summarize, we demonstrated an emergence of the Boltzmann distribution in each \( N \)-particle sector of an emissive system of hard-core bosons on a lattice. The steady state of the system was described by a quantum statistical ensemble char-
characterized by a set of temperatures. Smooth probability distributions are the consequence of statistical properties of transition rates in the system. Transition rates are expressed in terms of off-diagonal matrix elements of local annihilation operators and depend smoothly on the transition energy. This allowed us to draw the analogy with ETH which asserts the smooth dependence of eigenstate expectation values on the energy. We expect that this feature of transition rates is a generic property of correlated emissive quantum systems and the formation of a smooth Boltzmann distribution can be observed in contemporary experiments with ultracold atoms.
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HILBERT SPACE AND TRANSITIONS

The Hilbert space of the system can be represented as the graph as shown in Fig. S1. Vertices of this graph represent many-body eigenstates |N, n⟩ which are classified by the number of particles N and the energy E_n. Directed edges connect these vertices according to transitions between eigenstates generated by the coupling to the vacuum reservoir. The dynamics of the system can be considered as a walk through the graph. Transitions should satisfy two constraints: (i) ΔN = −1, (ii) ΔE < −ε_0. By possible transitions we mean all transitions satisfying the first constraint. We divide them into allowed transitions which also satisfy the second constraint and forbidden transitions which do not satisfy the second constraint. We also introduce two categories for the eigenstates of the system. For a given initial state we define an achievable eigenstate as an eigenstate which can be reached from the initial one through allowed transitions. We define a stable eigenstate as an eigenstate from which no further transitions are allowed. Only achievable stable eigenstates are present in the steady state of the system.

BINDING ENERGY

The binding energy ε_0 determines allowed transitions and eigenstates which are present in the steady state of the system. The dependence of the number of these eigenstates on ε_0 for the initial maximally occupied pure state is shown in Fig. S2. For extreme values of the binding energy there is only one achievable stable eigenstate: (i) an empty eigenstate for ε_0 = −∞ (all possible transitions are allowed), (ii) a maximally occupied eigenstate for ε_0 = ∞ (all possible transitions are forbidden). For calculations we set ε_0 = 0 which corresponds to the maximal value of the number of eigenstates present in the steady state of the system.

Figure S2. Number of achievable stable eigenstates. The system of hard-core bosons on a 14-site lattice is prepared in the maximally occupied pure state. The plot shows the number of achievable stable eigenstates as the function of the binding energy.

DEPENDENCE ON THE INITIAL ENERGY

As stated in the paper, the steady state of the system is characterized in each sector by the Boltzmann distribution. Here we demonstrate that variation of the initial state of the system only changes parameters of the stationary distribution but not its shape. Fig. S3 shows stationary distributions for initial pure states with N_0 = 12 particles and different energies E_0. We observe that (i) temperatures T_N increase as E_0 increases, (ii) for initial states with close energies stationary distributions are similar.

Figure S1. Graphical representation of the Hilbert space. The system of hard-core bosons on a lattice of 4 sites is considered. Bars representing many-body eigenstates |N, n⟩ are placed into the coordinate system ‘number of particles - energy’. Initial maximally occupied pure state is indicated by the green colour. Allowed transitions and some forbidden transitions for ε_0 = 0 are shown with solid and dashed arrows correspondingly. The achievable eigenstates are indicated with the blue colour. The stable eigenstates are represented with empty bars. After the loss of particles the systems in the ensemble can be in either the lowest energy 2-particle eigenstate or the lowest energy 3-particle eigenstate.
**SCALING ANALYSIS**

The amplitude of state-to-state fluctuations of the transition rate as the function of the transition energy depends on the size of the system. Fig. S4 shows that the standard deviation of state-to-state fluctuations becomes smaller as the size of the system increases. Lattices of different sizes are obtained by taking out sites from the 14-site lattice under study.

**COOLING/HEATING EFFECT**

Preparation of the system in a Gibbs state with \( N_0 < 14 \) allows us to study the cooling/heating effect in the system and its dependence on the initial temperature \( T_0 \). Fig. S5 shows the inverse temperature \( 1/T \) as a function of \( N \) for Gibbs states with \( N_0 = 12 \) and different initial temperatures. The energy spectrum of the system is bounded both from below and above, so initial states with negative \( T_0 \) can also be considered. In case of negative initial temperatures the system always cools down as particles escape. In case of small positive initial temperatures the loss of the first particle leads to the abrupt heating of the system. This is explained by the shift between spectra of neighbouring sectors which leads to the possibility of transitions from the lowest energy state in sector to excited \((N-1)\)-particle states. For the system under study this condition can be satisfied only for \( N > 7 \) so that no heating is observed below half-filling. Fig. S6 shows intermediate distributions for systems initially prepared in a Gibbs state and their approximation by the exponential function of energy.

---

**Figure S3.** Stationary distributions. The system is prepared in pure states with \( N_0 = 12 \) particles and different energies: (a) \( E_0 = -3.00 \), (b) \( E_0 = -0.06 \), (c) \( E_0 = 0.06 \), (d) \( E_0 = 3.00 \). The stationary distributions are of the Boltzmann form in each \( N \)-particle sector for all these initial conditions (temperatures are presented in tables).

---

**Figure S4.** Scaling analysis. The plot shows the standard deviation of \( \log_{10} R \) in the interval of transition energies \([-0.1, 0.1]\) as the function of the number of sites in the lattice. Geometries of the lattices of different sizes are shown in the inset.
Figure S5. **Cooling/heating effect.** The plots (a)-(b) show intermediate distributions for the system prepared in the Gibbs state with $N_0 = 12$ and (a) $1/T_0 = -1$, (b) $1/T_0 = 1$. Points accumulating 80% of the total probability in each sector are approximated by exponential functions $P_\nu(E) \propto \exp(-E/T_\nu)$. The plot (c) shows the dependence of temperatures $T_\nu$ on the number of particles for different initial temperatures $T_0$. For illustrative purposes $N$-axis is reversed and temperatures are inversed.