Abstract

We investigate a duality relation between floating and illumination bodies. The definitions of these two bodies suggest that the polar of the floating body should be similar to the illumination body of the polar. We consider this question for the class of centrally symmetric convex bodies. We provide precise estimates for \( B_n \) and for centrally symmetric convex bodies with everywhere positive Gauss curvature. Our estimates show that equality of the polar of the floating body and the illumination body of the polar can only be achieved in the case of ellipsoids.

1 Introduction

Floating bodies and illumination bodies are attracting considerable interest as their important properties make them effective and powerful tools. Therefore, they, and the related affine surface areas, are omnipresent in geometry, e.g., \([15, 16, 23, 26, 28, 17, 30, 44, 57]\) and find applications in many other areas such as information theory, e.g., \([2, 32, 56]\), the study of polytopes and approximation by polytopes \([3, 8, 9, 14, 23, 36, 37, 39, 40, 43]\) and partial differential equations (e.g., \([27, 51]\) and the solutions for the affine Bernstein and Plateau problems by Trudinger and Wang \([48, 49, 50]\)).

Very recent developments are the introduction of the floating body in spherical space \([6]\) and in hyperbolic space \([7]\). This has already given rise to applications in approximation of spherical and hyperbolic convex bodies by polytopes \([5]\).

A notion of floating body appeared already in the work of C. Dupin \([12]\) in 1822. In 1990, a new definition was given by Sch"utte and Werner \([41]\) and independently by Bárány and Larman \([4]\). They introduced the convex floating body as the intersection of all halfspaces whose hyperplanes cut off a set of fixed volume of a convex body (a compact convex set). In contrast to the original definition, the convex floating body is always convex and coincides with Dupin’s floating body if it exists.

The illumination body was introduced in \([53]\) as the set of those points whose convex hull with a given convex body has fixed volume.

The definitions of the floating body and the illumination body suggest a possible duality relation, namely that the polar of a floating body of a convex body \(K\) is “close” to an illumination body of the polar of \(K\). In fact, for the Euclidean unit ball \(B_n^2\), equality can always be achieved. Note however that equality cannot be achieved in general since it was shown in \([41]\) that floating bodies are always strictly convex, but the illumination body of a polytope is always a polytope.

In this paper we clarify the duality relation between floating body and illumination in the case of centrally symmetric convex bodies with \(C^2\)-boundary. We provide asymptotically precise formulas for bodies with everywhere strictly positive Gauss curvature and for \(B_n^p, 2 \leq p < \infty\).

Floating bodies and illumination bodies allow to establish the long sought extensions of an important affine invariant, the affine surface area, to general convex bodies in all dimensions. This was
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carried out in [11], respectively [53]. In both instances, affine surface area appears as a limit of the volume difference of the convex body and its floating body, respectively illumination body. Other extensions - all coincide - were given by Lutwak [28] and Leichtweiss [22].

Here we carry out a limit procedure which leads to a new affine invariant that is different from the affine surface area. It is related to the cone measure of the convex body. These measures play a central role in many aspects of convex geometry, e.g., [10, 11, 31, 32].

In a forthcoming paper we investigate the case of centrally symmetric polytopes which leads to discrete versions of the formulas we derive in the following.

The paper is organized as follows. In the next subsection we introduce notation that is used throughout the paper and present the main theorems and some consequences, a characterization of ellipsoids among them. Section 2 provides the necessary definitions and background. In Section 3 we give an upper bound for general centrally symmetric convex bodies that are $C^2$ and in Section 4 we prove that this upper bound is precise in the case of $C^2_+$-boundary and for $B^n_p$, $2 \leq p < \infty$. We also provide a lower bound for the case $1 < p < 2$.

1.1 Notation

We denote by $\mathbb{R}_{\geq 0}$ the non-negative real numbers. A convex body $K \subseteq \mathbb{R}^n$ is a convex, compact subset of $\mathbb{R}^n$ with non-empty interior. $K$ is called centrally symmetric (with respect to the origin) if $K = -K$. From now on, we will always denote by $C \subseteq \mathbb{R}^n$ a centrally symmetric convex body and by $S \subseteq \mathbb{R}^n$ a centrally symmetric convex body with $C^2$-boundary. We refer to the books by Schneider [38] or Gardner [13] for background on convex bodies.

Let $A$ and $B$ be subsets of $\mathbb{R}^n$. Then $\text{conv}[A, B] = \{\lambda a + (1 - \lambda)b : a \in A, b \in B, 0 \leq \lambda \leq 1\}$ is the convex hull of $A$ and $B$. If $B = \{x\}$, we simply write $\text{conv}[A, x]$. For a measurable set $A \subseteq \mathbb{R}^n$, we denote by $|A|_k$ its $k$-dimensional Hausdorff measure and, in particular, by $|A|_n$ its $n$-dimensional volume.

For $1 \leq p < \infty$, let $B^p_n$ be the unit ball of the space $\mathbb{R}^n$ equipped with the norm $\|x\|_p = (\sum_{i=1}^n |x_i|^p)^{\frac{1}{p}}$, $B^p_n = \{x \in \mathbb{R}^n : \|x\|_p \leq 1\}$.

1.2 Statement of principal results

Let $K$ be convex body in $\mathbb{R}^n$ and $\delta \geq 0$. The convex floating body $K_\delta$ of $K$ was introduced in [11] and independently by Bárány and Larman [11] as the intersection of all half spaces whose defining hyperplanes cut off a set of volume $\delta |K|_n$ from $K$. More precisely,

$$K_\delta = \bigcap_{|K \cap H^-|_n \leq \delta |K|_n} H^+, \quad (1.1)$$

where $H$ is a hyperplane and $H^+, H^-$ are the corresponding closed halfspaces. An important result by Meyer and Reisner [29] which we will use throughout, states that for centrally symmetric convex bodies Dupin’s floating body always exists and coincides with the convex floating body.

The illumination body $K^{\delta}$ of $K$ was introduced in [53] as follows

$$K^{\delta} = \{x \in \mathbb{R}^n : |\text{conv}[K, x]|_n \leq (1 + \delta) |K|_n\} \quad (1.2)$$

Note that the illumination body is always convex. This can easily be seen by the fact that

$$|\text{conv}[K, x]|_n = \frac{1}{2} \left( |K|_n + \frac{1}{n} \int_K |x - y, u(y)| \, d\mu(y) \right),$$
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where $\langle \cdot, \cdot \rangle$ is the standard inner product on $\mathbb{R}^n$, $\mu$ is the surface measure on $\partial K$, the boundary of $K$, and $u(y)$ the almost everywhere uniquely determined outer normal at $y \in \partial K$.

The definitions of the floating body and the illumination body suggest a duality relation, namely that the polar of a floating body of a convex body $K$ is “close” to the illumination body of the polar of $K$,

$$[K_\delta]^\circ \approx [K^\circ]^{\delta'} ,$$

(1.3)

for suitable $\delta$ and $\delta'$. Note that equality cannot be achieved in general since it was shown in [11] that floating bodies are always strictly convex, but the illumination body of a polytope is again a polytope. On the other hand, equality can always be achieved for the Euclidean unit ball $B^n_2$. We make (1.3) precise in the case of centrally symmetric convex bodies. To do so, we use the distance which we introduce next.

For a convex body $K \subseteq \mathbb{R}^n$ with $0 \in K$ and $x \in \mathbb{R}^n\setminus\{0\}$ we denote by $r_K(x) = \max \{ \lambda \geq 0 : \lambda x \in K \}$ the radial function of $K$. We define a distance $d$ on the set of $n$-dimensional convex bodies which compares radial functions. We only consider this distance for centrally symmetric convex bodies. If $C_1$ and $C_2$ are $n$-dimensional centrally symmetric convex bodies, we define

$$d(C_1, C_2) = \sup_{u \in \mathbb{S}^{n-1}} \max \left[ \frac{r_{C_1}(u)}{r_{C_2}(u)}, \frac{r_{C_2}(u)}{r_{C_1}(u)} \right] = \inf \left\{ a \geq 1 : \frac{1}{a} C_1 \subseteq C_2 \subseteq aC_1 \right\} .$$

(1.4)

Note that $\log d(\cdot, \cdot)$ is a metric which induces the same topology as the Hausdorff distance. We put

$$\langle C \rangle^\delta = \left( [C^\circ]^\delta \right)^\circ .$$

**Definition 1.1** Let $C$ be a centrally symmetric convex body and $0 < \delta < \frac{1}{2}$. We define

$$d_C(\delta) = \inf_{\delta' > 0} d \left( C_\delta, \langle C \rangle^{\delta'} \right) .$$

If $C = B^n_p$, we put $d_p(\delta) = d_{B^n_2}(\delta)$.

Please note that $d_L(C)(\delta) = d_C(\delta)$ for every linear invertible map $L$ and that $d_2(\delta) = d_{B^n_2}(\delta) = 1$.

Together with the distance the distance $d$, the following expressions will be crucial to make the relation (1.3) precise. For a centrally symmetric convex body $C$ and $x \in \partial C$ with a unique outer normal $u(x)$ and such that the Gauss curvature $e(x)$ exists, we set

$$G_C(x) = e(C, u) \frac{c(x)^{\frac{n}{n+1}}}{(x, u(x))} ,$$

(1.5)

where $c(C, n) = \frac{(n+1) \pi^\frac{n}{2}}{2 \pi^{n/2} \Gamma(\frac{n}{2})}$ and $\frac{3}{4}$. In most cases we omit the subscript $C$ in $G_C$.

Our two main theorems treat the case that the centrally symmetric convex body has $C^2$-boundary. If in addition the Gauss curvature is strictly positive everywhere, we say that a convex body is of class $C^2$. For such bodies the function $G : \partial S \to \mathbb{R}_{\geq 0}$ is continuous with respect to the Euclidean distance. We put

$$G_{\max} = \max_{x \in \partial S} G(x) \quad \text{and} \quad G_{\min} = \min_{x \in \partial S} G(x).$$
Theorem 1.1 Let $S \subset \mathbb{R}^n$ be a centrally symmetric convex body that is of class $C^2$. Then
\[
\limsup_{\delta \to 0} \frac{d_S(\delta) - 1}{\delta^{\frac{n}{n+1}}} \leq G_{\text{max}} - G_{\text{min}}.
\]

Theorem 1.2 Let $S \subset \mathbb{R}^n$ be a centrally symmetric convex body that is of class $C^2$. If $S$ has everywhere strictly positive Gauss curvature or is an $B^p_\infty$-ball, $2 \leq p < \infty$, then
\[
\lim_{\delta \to 0} \frac{d_S(\delta) - 1}{\delta^{\frac{n}{n+1}}} = G_{\text{max}} - G_{\text{min}}.
\]

One might ask if Theorem 1.2 holds for general $S$ with $C^2$-boundary. However, the authors think that this is not the case and that they can construct a counterexample.

To put the above theorems into context, we recall that it was shown in [41] that for all convex bodies $K$,
\[
\frac{1}{c_n} \lim_{\delta \to 0} \frac{|K\cap n| - |K\cap n|}{\delta^{\frac{n}{n+1}}} = \int_{\partial K} K^{\frac{1}{n+1}}(x) d\mu(x),
\]
where $c_n = \frac{1}{2} \left( \frac{n+1}{|B^n_2|} \right)^{\frac{2}{n+1}}$ and the right-hand side integral is the well-known affine surface area. Note that a different normalization is chosen for the parameter $\delta$ in the definition of the floating body in [41].

For $x \in \partial K$ with outer normal $u(x)$, let $m_K(x) = \frac{1}{n} \langle x, u(x) \rangle$ be the density function of the cone measure $M_K$ of $K$ with respect to the surface measure of $K$. For a Borel set $A \subset \partial K$, it is defined as $M_K(A) = |\text{conv}[0, A]|_n$. We write $n_K(x) = \frac{1}{m_K(x)} |x, u(x)|$ for the density of the normalized cone measure $\mathbb{P}_K$ of $K$. This means that
\[
dM_K(x) = m_K(x) d\mu_K(x) \quad \text{and} \quad d\mathbb{P}_K(x) = n_K(x) d\mu_K(x).
\]
If we rewrite (1.6) using the cone measure equivalently in such a way that have both sides are affine invariants, we get
\[
\lim_{\delta \to 0} \left( \frac{L_n - L_{\delta}}{\delta^{\frac{n}{n+1}}} \right) = \int_{\partial K} G(x) d\nu_K(x) = \|G\|_{1,n}.
\]
One can consider other differences than the volume difference on the left-hand side of (1.7). Indeed, combining Proposition 3.2 and Lemma 4.3 of the following sections we get a radial-version of (1.7) for centrally symmetric $C^2$-bodies
\[
\lim_{\delta \to 0} \sup_{u \in S^{n-1}} \frac{r_S(u) - r_{S_{\delta}}(u)}{r_S(u)\delta^{\frac{n}{n+1}}} = \lim_{\delta \to 0} \frac{d(S_\delta, S)}{\delta^{\frac{n}{n+1}}} = G_{\text{max}} = \|G\|_{\infty,n}.
\]
Let $S$ be a centrally symmetric convex body that is $C^2$. There is a nice way to write $G_S$ of (1.5) in terms of cone measures. Let $m_s$ and $n_s$ be the cone measure respectively the normalized cone measure of $S$ defined above and let $c_n$ be as above. Observe that
\[
G_S(x) = c_n |S^n|^{\frac{1}{n+1}} \frac{\kappa(x)^{\frac{1}{n}}}{\langle x, u(x) \rangle} = c_n |S^n|^{\frac{1}{n+1}} \left( \frac{\kappa(x)}{\langle x, u(x) \rangle} \right)^{\frac{1}{n}} \left( \frac{1}{\langle x, u(x) \rangle} \right)^{\frac{1}{n}}
\]
\[
= c_n |S^n|^{\frac{1}{n+1}} \left( \frac{m_S(x)}{m_S(x)} \right)^{\frac{1}{n}} = c_n |S^n|^{\frac{1}{n+1}} \left( \frac{n_S(x)}{n_S(x)} \right)^{\frac{1}{n}}.
\]
where \( m_S \) and \( n_S \) are defined as follows. Denote by \( u_S : \partial S \to \mathbb{S}^{n-1}, x \to u(x) \) the Gauss map of \( S \). Then, \( m_S(x) = \frac{1}{n} \frac{\kappa_S(x)}{|u(x)|^n} \) is the density function of the “cone measure” \( M_S \) of \( S \). For a Borel set \( A \in \partial S \), \( M_S(A) = |\text{conv}[0, u_S^{-1}(u_S(A))]|_n \) and \( n_S(x) = \frac{1}{m_S(x)} \frac{\kappa_S(x)}{|u(x)|^n} \) is the density of the normalized cone measure \( \mathbb{P}_S \) of \( S \) (see e.g. [32]). This means that
\[
dM_S(x) = m_S(x) d\mu_S(x) \quad \text{and} \quad d\mathbb{P}_S(x) = n_S(x) d\mu_S(x).
\]
Thus, the right-hand side of Theorem 1.2 can be re-written as an expression involving the normalized cone measures
\[
\lim_{\delta \to 0} \frac{dS(\delta) - 1}{\delta} = c_n (|S|_n |S^0|_n)^{\frac{1}{n+1}} \left[ \max_{x \in \partial S} \left( \frac{n_S(x)}{n_S(x)} \right) \right]^{\frac{1}{n+1}} - \min_{x \in \partial S} \left( \frac{n_S(x)}{n_S(x)} \right)^{\frac{1}{n+1}}
\]

Theorems 1.1 and 1.2 give rise to a new affine invariant which we will also call \( G \). We set
\[
\overline{G}(S) = \lim \inf \frac{dS(\delta) - 1}{\delta} \quad \text{and} \quad \underline{G}(S) = \lim \sup \frac{dS(\delta) - 1}{\delta}
\]
and we put \( G(S) = \overline{G}(S) \), if \( \overline{G}(S) = \underline{G}(S) \). By a theorem of Petty [33], a centrally symmetric convex body \( S \) with \( C^2 \)-boundary is an ellipsoid if and only if there is a constant \( \alpha_S \) such that \( \alpha_S = \frac{\kappa_S(x)}{|u(x)|^n} \) for every \( x \in \partial S \). Therefore, \( G(S) = 0 \) if and only if \( S \) is an ellipsoid. An immediate consequence of this fact and Theorem 1.2 is the following corollary.

**Corollary 1.3** Let \( S \subseteq \mathbb{R}^n \) be a centrally symmetric convex body with \( C^2 \)-boundary. Suppose there exists a constant \( \delta_0 \) such that for all \( 0 < \delta < \delta_0 \) and all \( \delta' > 0 \) we have that
\[
S_{\delta} = (S)^{\delta'}.
\]

Then \( S \) is an ellipsoid.

This corollary supports the conjecture that equality of the floating body of \( S \) and the polar of the illumination body of the polar \( S^0 \) characterizes ellipsoids. Note that in [12] [47] [57] similar theorems for the homothety conjecture also make use of Petty’s lemma as a crucial step in their proofs.

## 2 Background

Let \( K \subseteq \mathbb{R}^n \) be a convex body and let \( x \in \partial K \). If \( x \) has a unique outer normal, we denote it by \( u_K(x) \). We omit the subscript \( K \), if it is clear what is meant from the context. If the outer normal is well-defined everywhere, we also denote by \( u : \partial K \to \mathbb{S}^{n-1}, x \to u(x) \), the Gauss map.

Let \( u(x) \) be defined, let \( L \in O(n) \) be a rotation such that \( L(u(x)) = -e_n \) and put \( K' = L(K - x) \). Then there is \( \tau > 0 \) and a convex function \( f_x : \tau B_{2}^{n-1} \to \mathbb{R}_{\geq 0} \) with \( f(0) = 0 \) such that the boundary of \( K' \) is locally around the origin given by the graph of \( f_x \). We call \( f_x \) a parametrization of \( K \) at \( x \). We say that \( y \in \partial K \) corresponds to \((z, f_x(z)) \), \( z \in \tau B_{2}^{n-1} \), or vice versa, \((z, f_x(z)) \) corresponds to \( y \) if \( L(y - x) = (z, f_x(z)) \).

If \( K \) is differentiable at \( 0 \), then \( \nabla f_x(0) = 0 \). If \( f_x \) is \( C^2 \) on a neighbourhood of \( 0 \), the principal curvatures and the Gauss curvature of \( K \) at \( x \) are defined as the eigenvalues and the determinant of the Hessian \( H f_x \) at \( 0 \). We denote the Gauss curvature at \( x \) by \( \kappa_K(x) \) and we omit the subscript \( K \) in \( \kappa_K \) in most cases since the convex body involved will usually be clear from the context. These definitions are independent of the choice of \( f_x \) (see also the introduction of [34] [43] for the definition of curvature for convex bodies).
Provided they exist, we denote by $\lambda_1(x) \geq \lambda_2(x) \geq \cdots \geq \lambda_{n-1}(x) \geq 0$ the principal curvatures at $x \in \partial K$ and we put $\lambda_{\text{min}} = \min_{x \in \partial K} \lambda_{n-1}(x)$ and $\lambda_{\text{max}} = \max_{x \in \partial K} \lambda_1(x)$. We put $\kappa_{\text{min}} = \min_{x \in \partial K} \kappa(x)$ and $\kappa_{\text{max}} = \max_{x \in \partial K} \kappa(x)$.

**Definition 2.1** Let $K \subseteq \mathbb{R}^n$ be a convex body and let $x \in \partial K$ be a boundary point with unique outer normal $u(x)$. We denote by $\Delta_x(\delta) > 0$ the unique value such that
\[
\{ y \in K : (y, u(x)) > \Delta_x(\delta) \} = \delta |K|_n.
\]

**Definition 2.2** Let $K \subseteq \mathbb{R}^n$ be a convex body with $0 \in \text{int}K$. Let $x \in \partial K$ and $\delta \geq 0$. We denote by $x_\delta \in \partial K_\delta$ the unique point such that $\{x_\delta\} = K_\delta \cap [0, x]$, by $x^\delta \in \partial K^\delta$ the unique point such that $\{x\} = K \cap [0, x^\delta]$ and by $\langle x \rangle^\delta \in \partial (K)^\delta$ the unique point such that $\{\langle x \rangle^\delta\} \in [0, x] \cap (K)^\delta$.

We call $y \in \partial K$ a touching point of $x$ with $K$ if the line segment $[y, x]$ lies in a support hyperplane of $K$ at $y$. The following lemma tells us that $\text{conv}\{K, x\}$ depends only on the touching points of $x$ with $K$. We include proofs of the next two lemmas even though they are probably known.

**Lemma 2.1** Let $K \subseteq \mathbb{R}^n$ be a convex body and let $x \in \mathbb{R}^n \setminus K$. Then\[
\partial (\text{conv}\{K, x\}) \subseteq \partial K \cup \{x + (1 - \lambda)y : \lambda \in [0, 1], y \in \partial K \text{ is a touching point}\}.
\]

*Proof.* Let $z \in \partial (\text{conv}\{K, x\})$ and assume that $z \neq x$ and $z \notin \partial K$. It is an elementary fact of convex geometry that $\text{conv}\{K, x\} = \{x + (1 - \lambda)y : y \in K, \lambda \in [0, 1]\}$. A simple consequence is that $\partial (\text{conv}\{K, x\}) \subseteq \{x + (1 - \lambda)y : y \in \partial K, \lambda \in [0, 1]\}$ (see, e.g., [52]). Hence there are $\lambda \in (0, 1)$ and $y \in \partial K$ such that $z = \lambda y + (1 - \lambda)x$. Let $H$ be a support hyperplane of $\text{conv}\{K, x\}$ at $z$ and let $H^+$ be the corresponding closed halfspace including $\text{conv}\{K, x\}$. Then $y, x \in H^+$, hence, $y, x \in H$ and it follows that $H$ is also a support hyperplane of $\text{conv}\{K, x\}$ at $y$. \qed

**Lemma 2.2** Let $\tau > 0$ and let $f : (-\tau, \tau) \to \mathbb{R}_{\geq 0}$ be convex, of class $C^2$ and such that $f(0) = 0$, $f'(0) = 0$ and $f''(0) > 0$. Let $\frac{\tau}{16} > \eta \geq 0$. Let $\tau > \theta > 0$ be such that $|t| \leq \theta$ implies\[
\frac{1 - \eta}{2} f''(0)t^2 \leq f(t) \leq \frac{1 + \eta}{2} f''(0)t^2.
\]
If $\Delta > 0$ is such that $\Delta < \frac{(1 - 4 \sqrt{\eta})f''(0)\theta^2}{2}$, then there exists some $0 < t_0 < \theta$ such that the line through $-\Delta e_2$ and $(t_0, f(t_0))$ is tangent to $f$ at $(t_0, f(t_0))$. In this case $f(t_0) \leq \frac{1 + \eta}{1 - 4\sqrt{\eta}} \Delta$.

*Proof.* For every $s \in (0, \tau)$ the line $l_s$ through $-\Delta e_2$ and $(s, f(s))$ is given by $l_s(t) = \frac{f(s) + \Delta}{s} t - \Delta$ and $l_s$ touches the graph of $f$ if and only if $f'(s) = \frac{f(s) + \Delta}{s}$. We provide upper and lower estimates for $f'(t)$. Put $c = 1 - 2\sqrt{\eta}$. Since $f$ is convex we have for every $0 < t \leq \theta$ that
\[
f'(t) \geq \frac{f(t) - f(tc)}{t - tc} \geq \frac{\frac{1 - \eta}{2} f''(0)t^2 - \frac{1 + \eta}{2} f''(0)c^2t^2}{(1 - c)t} = \left(1 - \frac{c}{2} \eta \frac{1 + c^2}{1 - c} \right) f''(0)t \geq (\frac{1 + c}{2} - \frac{\eta}{1 - c}) f''(0)t \left(1 + \sqrt{\eta} - \frac{1}{2} \sqrt{\eta} \right) f''(0)t \left(1 - \frac{3}{2} \sqrt{\eta} \right) f''(0)t.
\]
Put $d = 1 + 2\sqrt{\eta}$. Providing that $0 < (1 + 2\sqrt{\eta})t \leq \theta$ we get the following upper estimate.

\[
f'(t) = \frac{f(t) - f(0)}{dt - t} \leq \frac{1+\eta}{2} f''(0) d^2 t^2 - \frac{1-\eta}{2} f''(0) t^2 = \left(1 + \eta + \frac{d}{2(d-1)}\right) f''(0) t.
\]

Put $t = \sqrt{\frac{2\Delta}{f''(0)(1-4\sqrt{\eta})}}$. Then $t < \theta$ and we get

\[
f'(t) - f(t) \geq \left(1 - \frac{3}{2}\sqrt{\eta}\right) f''(0) t^2 - \frac{1+\eta}{2} f''(0) t^2 \geq (1 - 4\sqrt{\eta}) \frac{f''(0)}{2} t^2 = \Delta.
\]

Now, put $t = \sqrt{\frac{2\Delta}{f''(0)(1+8\sqrt{\eta})}}$. It is easy to verify that $\frac{1}{1+2\sqrt{\eta}} \leq \theta$. It follows that

\[
f'(t) - f(t) \leq \left(1 + \frac{7}{2}\sqrt{\eta}\right) f''(0) t^2 - \frac{1-\eta}{2} f''(0) t^2 \leq (1 + 8\sqrt{\eta}) \frac{f''(0)}{2} t^2 = \Delta.
\]

Since $f'(t) - f(t)$ is continuous there is $\sqrt{\frac{2\Delta}{f''(0)(1+8\sqrt{\eta})}} \leq t_0 \leq \sqrt{\frac{2\Delta}{f''(0)(1-4\sqrt{\eta})}}$ such that $f'(t_0) = \frac{f(t_0) + \Delta}{t_0}$. Note that by monotonicity of $f$ we obtain

\[
f(t_0) \leq f\left(\sqrt{\frac{2\Delta}{f''(0)(1-4\sqrt{\eta})}}\right) \leq \frac{1+\eta}{2} f''(0) \sqrt{\frac{2\Delta}{f''(0)(1-4\sqrt{\eta})}} \frac{1+\eta}{1-4\sqrt{\eta}} \Delta.
\]

We obtain the following immediate generalization for higher dimensions:

**Corollary 2.3** Let $\tau > 0$ and let $f : \text{int}(\tau B_n^{n-1}) \to \mathbb{R}_{\geq 0}$ be convex, of class $C^2$ such that $f(0) = 0$, $\nabla f(0) = 0$ and the smallest eigenvalue $\lambda_{n-1}$ of $H f(0)$ is positive. Let $\frac{1}{16} > \eta \geq 0$ and let $\tau > \theta > 0$ be such that $\|z\|_2 \leq \theta$ implies

\[
\frac{1-\eta}{2} (H f(0) z, z) \leq f(z) \leq \frac{1+\eta}{2} (H f(0) z, z).
\]

If $\Delta > 0$ is such that $\Delta < \frac{(1-4\sqrt{\eta})\lambda_{n-1}}{\eta} \theta^2$, then for every $v \in S^{n-1}$ there is some $0 < t_0(v) < \theta$ such that the line through $-\Delta e_n$ and $(t_0(v) v, f(t_0(v) v))$ lies in the tangent hyperplane of $f$ at $(t_0(v) v, f(t_0(v) v))$. In this case $f(t_0(v) v) \leq \frac{1+\eta}{1-4\sqrt{\eta}} \Delta$.

The following lemma can be found in [35, Lemma 6].

**Lemma 2.4** Let $K \subseteq \mathbb{R}^n$ a convex body with $C^2$-boundary. There is $\tau > 0$ such that for every $\xi \in \partial K$ there is a parametrization $f_\xi : \text{int}(\tau B_n^{n-1}) \to \mathbb{R}_{\geq 0}$ of $K$ at $\xi$ such that for every $1 > \eta > 0$ there is $\tau > \theta > 0$, independent of $\xi$, such that $\|z\|_2 \leq \theta$ implies

\[
\frac{1-\eta}{2} (H f_\xi(0) z, z) \leq f_\xi(z) \leq \frac{1+\eta}{2} (H f_\xi(0) z, z).
\]

A careful analysis of the proof in [35] yields the following version of this lemma for $C^2$-bodies.
Lemma 2.5 Let $K \subseteq \mathbb{R}^n$ be a convex body with $C^2$ boundary. Then there is $\tau > 0$ such that for every $\xi \in \partial K$ there is a parametrization $f_\xi : \tau B_2^{n-1} \to \mathbb{R}^n$ of $K$ at $\xi$ such that for every $\eta > 0$ there is a $\theta$ independent of $\xi$, $\tau > \theta > 0$, such that $\|z\|_2 \leq \theta$ implies
\[
\frac{1}{2} \left(\langle Hf_\xi(0)y, y \rangle - \eta \|y\|^2 \right) \leq f_\xi(z) \leq \frac{1}{2} \left(\langle Hf_\xi(0)y, y \rangle + \eta \|y\|^2 \right)
\]
As eventually we treat symmetric convex bodies with smooth boundary, we will from now on mostly consider symmetric convex bodies $S$ that are $C^2$, even though some of the mentioned results hold true for general convex bodies.

Corollary 2.6 Suppose that $S$ has $C^2$-boundary. For every $\varepsilon > 0$ there is $\Delta_0 > 0$ such that for every $0 \leq \Delta \leq \Delta_0$ and every $x \in \partial S$ the following holds: Let
\[
S_1 = S \cap \{\xi \in \mathbb{R}^n : \langle \xi - x, u(x) \rangle \leq -(1 + \varepsilon)\Delta\}
\]
and
\[
S_2 = S \cap \{\xi \in \mathbb{R}^n : \langle \xi - x, u(x) \rangle \geq -(1 + \varepsilon)\Delta\}.
\]
Then
\[
\text{conv}[S, x + \Delta u(x)] = S_1 \cup \text{conv}[S_2, x + \Delta u(x)]
\]
Proof. Let $\varepsilon > 0$ and $\frac{1}{3} > \eta > 0$ with $\frac{1 + \eta}{1 - 4\varepsilon} \leq 1 + \varepsilon$. By Lemma 2.4 we can choose $\tau > 0$ and $\tau > \theta > 0$ such that for every $x \in \partial S$ the following holds:
There is a parametrization $f_\xi : \tau B_2^{n-1} \to \mathbb{R}^n$ such that
\[
\frac{1 - \eta}{2} \langle Hf_\xi(0)z, z \rangle \leq f_\xi(z) \leq \frac{1 + \eta}{2} \langle Hf_\xi(0)z, z \rangle,
\]
if $\|z\|_2 \leq \theta$. Put $\Delta_0 = \frac{(1 + 4\varepsilon\eta)^{\lambda_{\max}}}{\theta}$. Let $x_0 \in \partial S$ and $0 < \Delta < \Delta_0$. By Lemma 2.1 it is sufficient to show that the touching points of $x_0 + \Delta u(x_0)$ with $S$ lie in $S_2$. If $y \in \partial S$ is a touching point, then there is some $w \in S^{n-1}$ orthonormal to $u(x_0)$ such that
\[
y \in \partial S \cap \{x_0 + \mu_1 u(x_0) + \mu_2 w : \mu_1, \mu_2 \in \mathbb{R}, \mu_2 \geq 0\}.
\]
It is obvious that $y$ is the unique touching point which lies on the halfplane $\{x_0 + \mu_1 u(x_0) + \mu_2 w : \mu_1, \mu_2 \in \mathbb{R}, \mu_2 \geq 0\}$.

We use Corollary 2.6 to obtain an upper volume estimate for the convex hull of $S$ with a point. Let $\tau = \tau(S) > 0$ and $f_\tau : \tau B_2^{n-1} \to \mathbb{R}^n$ be chosen according to Lemma 2.4. We may assume without loss of generality that $\tau$ is chosen so small that for every $z \in \tau B_2^{n-1}$ it holds that
\[
\frac{1}{4} \langle Hf_\xi(0)z, z \rangle \leq f_\xi(z) \leq \frac{3}{4} \langle Hf_\xi(0)z, z \rangle.
\]
For every $v \in S^{n-2}$,
\[
f_\xi(\tau v) \geq \frac{1}{4} \langle Hf_\xi(0)\tau v, \tau v \rangle \geq \frac{\lambda_{\max} \tau^2}{4} =: T_0(S).
\]
Hence, the part of the boundary of $S$ lying in the halfspace $\{\xi \in \mathbb{R}^n : \langle \xi, u(x) \rangle \geq \langle x, u(x) \rangle - T_0(S)\}$ is completely parametrized by $f_x$, i.e., for every

$$y \in \partial S \cap \{\xi \in \mathbb{R}^n : \langle \xi, u(x) \rangle \geq \langle x, u(x) \rangle - T_0(S)\}$$

there is a $z \in \tau B_2^{n-1}$ such that $(z, f_x(z))$ corresponds to $y$.

The following two lemmas are uniform versions of well-known estimates for cap and hat volumes which can be found in [21], p. 459 and [53], Lemma 3.

**Lemma 2.7** There is a non-negative function $\phi$ with $\lim_{\Delta \to 0} \phi(\Delta) = 0$ such that for every $x \in \partial S$

$$\frac{(2\Delta)^{\frac{n+1}{n+1}}}{n+1} \frac{|B_2^{n-1}|_{n-1}}{(\kappa(x) + \phi(\Delta))^\frac{1}{2}} \leq |\{\xi \in S : \langle \xi - x, u(x) \rangle \geq -\Delta\}|_n .$$

**Proof.** We show that for every $\varepsilon > 0$ there is a $\Delta_0 > 0$ such that for every $0 \leq \Delta \leq \Delta_0$ we have

$$\frac{(2\Delta)^{\frac{n+1}{n+1}}}{n+1} \frac{|B_2^{n-1}|_{n-1}}{(\kappa(x) + \varepsilon)^\frac{1}{2}} \leq |\{\xi \in S : \langle \xi - x, u(x) \rangle \geq -\Delta\}|_n ,$$

which establishes the proof. Put $\varepsilon' = \frac{\varepsilon}{\lambda_{\max}^{2\theta^2}}$ and note that $\lambda_{\max} > 0$. Assume without loss of generality that $\varepsilon > 0$ is chosen sufficiently small so that $\frac{\varepsilon}{\lambda_{\max}^{2\theta^2}} \leq 1$. Apply Lemma 2.5 to $\eta = \frac{\varepsilon}{\lambda_{\max}^{2\theta^2}}$ and let $\tau > \theta > 0$ be chosen accordingly to this $\eta$. Let $Hf_x(0) = \sum_{i=1}^{n-1} \lambda_i(x)v_i \otimes v_i$. Put $\lambda_i(x) = \max[\lambda_i(x), \frac{\varepsilon}{\lambda_{\max}^{2\theta^2}}]$ and $\tilde{H}_x = \sum_{i=1}^{n-1} \tilde{\lambda}_i(x)v_i \otimes v_i$. For $w \in \mathbb{S}^{n-2}$ we get

$$\{s \in [-\tau, \tau] : f_x(sw) \leq t\} \supseteq \{s \in [-\theta, \theta] : f_x(sw) \leq t\} \supseteq \left\{ s \in [-\theta, \theta] : \frac{s^2}{2} \left( \langle Hf_x(0)w, w \rangle + \frac{\varepsilon'}{2} \right) \leq t \right\} \supseteq \left\{ s \in [-\theta, \theta] : |s| \leq \sqrt{\frac{2t}{\langle Hf_x(0)w, w \rangle + \frac{\varepsilon'}{2}}} \right\} .$$

The second inclusion follows as

$$f_x(sw) \leq \frac{1}{2} \left( \langle Hf_x(0)sw, sw \rangle + \frac{\varepsilon'}{2} \|sw\|^2 \right) = \frac{s^2}{2} \left( \langle Hf_x(0)w, w \rangle + \frac{\varepsilon'}{2} \right) .$$

We may assume that $t \leq \frac{\varepsilon'}{4} \theta^2$. Note that $s \leq \theta$ since $\langle \tilde{H}_x w, w \rangle + \frac{\varepsilon'}{2} \leq \frac{\varepsilon'}{2} \|w\|^2 + \frac{\varepsilon'}{2} = \varepsilon'$. This yields

$$\{z \in \tau B_2^{n-1} : f_x(z) \leq t\} \supseteq \sqrt{2t} \left\{ y \in \mathbb{R}^{n-1} : \left\langle \tilde{H}_x + \frac{\varepsilon'}{2} I, y, y \right\rangle \leq 1 \right\}$$

and the set on the right-hand side is an ellipsoid with principle axes $\left( \lambda_i(x) + \frac{\varepsilon'}{2} \right)^{-1/2} v_i$. Note that

$$\left( \lambda_i(x) + \frac{\varepsilon'}{2} \right)^{-1/2} \geq (\lambda_i(x) + \varepsilon')^{-1/2},$$

which, for $\Delta \leq \frac{\varepsilon'}{4} \theta^2$, implies that

$$\int_0^\Delta \left| \{z \in \tau B_2^{n-1} : f_x(z) \leq t\} \right|_{n-1} dt \geq \int_0^\Delta \left( 2t \right)^{\frac{n-1}{n+1}} \left| \left\{ y \in \mathbb{R}^{n-1} : \left\langle \left( \tilde{H}_x + \frac{\varepsilon'}{2} I \right), y, y \right\rangle \leq 1 \right\} \right|_{n-1} dt$$

$$\geq \frac{(2\Delta)^{\frac{n+1}{n+1}}}{n+1} \prod_{i=1}^{n-1} \left( \lambda_i(x) + \varepsilon' \right)^{1/2} |B_2^{n-1}|_{n-1} .$$
We can conclude, as
\[
\prod_{i=1}^{n-1} (\lambda_i(x) + \varepsilon') \leq \prod_{i=1}^{n-1} \lambda_i(x) + \prod_{i=1}^{n-1} (\lambda_{\max} + \varepsilon') - \lambda_{\max}^{n-1} \\
= \kappa(x) + \lambda_{\max}^{n-1} \left( 1 + \frac{\varepsilon'}{\lambda_{\max}} \right) - \lambda_{\max}^{n-1} = \kappa(x) + \lambda_{\max}^{n-1} \sum_{i=1}^{n-1} \left( \frac{n-1}{i} \right) \left( \frac{\varepsilon'}{\lambda_{\max}} \right)^i \\
\leq \kappa(x) + \lambda_{\max}^{n-1} \sum_{i=1}^{n-1} \left( \frac{n-1}{i} \right) \frac{\varepsilon'}{\lambda_{\max}} \leq \kappa(x) + \varepsilon' \lambda_{\max}^{n-1} \sum_{i=0}^{n-1} \left( \frac{n-1}{i} \right) \\
= \kappa(x) + \varepsilon' \lambda_{\max}^{n-2} \lambda_{\max}^{n-1} = \kappa(x) + \varepsilon' .
\]

\[\square\]

**Lemma 2.8** Suppose that \( S \) has \( C^2_+ \)-boundary. Then there are non-negative functions \( \phi \) and \( \psi \) with \( \lim_{\Delta \to 0} \phi(\Delta) = 0 \) and \( \lim_{\Delta \to 0} \psi(\Delta) = 0 \) such that for every \( x \in \partial S \) the following holds.

1. 
\[
\frac{(2\Delta)^{\frac{n+1}{n}}}{n(n+1)} \frac{|B_2^{n-2} n^{-1}|}{\kappa(x)^{\frac{1}{2}}} (1 - \phi(\Delta)) \leq |\{ x \in S : \langle \xi - x, u(x) \rangle \geq -\Delta \} |_n \leq \frac{(2\Delta)^{\frac{n+1}{n}}}{n(n+1)} \frac{|B_2^{n-2} n^{-1}|}{\kappa(x)^{\frac{1}{2}}} (1 + \phi(\Delta)).
\]

2. For every \( y \in \mathbb{R}^n \) such that \( (y, u(x)) \geq (x, u(x)) + \Delta \) we have
\[
\frac{(2\Delta)^{\frac{n+1}{n}}}{n(n+1)} \frac{|B_2^{n-2} n^{-1}|}{\kappa(x)^{\frac{1}{2}}} (1 - \psi(\Delta)) \leq |\text{conv}[S, y] |_n - |S|_n .
\]

3. 
\[
|\text{conv}[S, x + \Delta u(x)] |_n - |S|_n \leq \frac{(2\Delta)^{\frac{n+1}{n}}}{n(n+1)} \frac{|B_2^{n-2} n^{-1}|}{\kappa(x)^{\frac{1}{2}}} (1 + \psi(\Delta)).
\]

**Proof.** Before we show the volume estimates, we establish some general facts.

Let \( 0 < \varepsilon < 1 \) and \( \Delta_0 > 0 \) be chosen according to Corollary 2.6. Let \( 0 < \theta < \tau \) be such that for every \( z \in \theta B_2^{n-1} \) and every \( x \in \partial S \) we have
\[
\frac{1 - \varepsilon}{2} \langle H f_x(0) z, z \rangle \leq f_x(z) \leq \frac{1 + \varepsilon}{2} \langle H f_x(0) z, z \rangle.
\]

Without loss of generality we can assume that \((1 + \varepsilon)\Delta_0 \leq T_0(S)\) and \(\Delta_0 \leq \frac{(1 - \varepsilon)\min \theta^2}{2}\). Let \( 0 \leq t \leq (1 + \varepsilon)\Delta_0 \). We show that for every \( x \in \partial S \),
\[
\sqrt{\frac{2t}{1 + \varepsilon}} E_x \subseteq \{ z \in \tau B_2^{n-1} : f_x(z) \leq t \} \subseteq \sqrt{\frac{2t}{1 - \varepsilon}} E_x , \tag{2.1}
\]
where \( E_x = \{ \zeta \in \mathbb{R}^{n-1} : \langle H f_x(0) \zeta, \zeta \rangle \leq 1 \} \) is the indicatrix of Dupin at \( x \). For \( z \in \tau B_2^{n-1} \setminus \{0\} \) it follows for \( z \in \theta B_2^{n-1} \) that
\[
\frac{(1 - \varepsilon)\lambda_{\min} \|z\|^2}{2} \leq \frac{1 - \varepsilon}{2} \langle H f_x(0) z, z \rangle \leq f_x(z) \leq \frac{1 + \varepsilon}{2} \langle H f_x(0) z, z \rangle \leq \frac{(1 + \varepsilon)\lambda_{\max} \|z\|^2}{2} .
\]
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Since $\sigma \mapsto f_\sigma(\sigma v)$ is strictly monotonously increasing on $[0, \tau]$ for $v \in S^{n-2}$, we conclude for $\|z\|_2 > \theta$ and $z' = \frac{z}{\|z\|_2}$ that
\[
f_z(x) > f_z(\theta z') \geq \frac{(1 - \varepsilon)\lambda_{\min}\theta^2}{2} \geq \Delta_0 \geq t.
\]
Therefore,
\[
\{z \in \tau B_2^{n-1} : f_z(z) \leq t\} = \{z \in \theta B_2^{n-1} : f_z(z) \leq t\} \subseteq \{z \in \theta B_2^{n-1} : \frac{1 - \varepsilon}{2} (Hf_z(0)z, z) \leq t\}.
\]
Since for $\|z\| > \theta$ we have $\frac{1 - \varepsilon}{2} (Hf_z(0)z, z) > \frac{(1 - \varepsilon)\lambda_{\min}\theta^2}{2} \geq t$, it follows that
\[
\left\{z \in \theta B_2^{n-1} : \frac{1 - \varepsilon}{2} (Hf_z(0)z, z) \leq t\right\} \subseteq \left\{z \in \theta B_2^{n-1} : \frac{1 - \varepsilon}{2} (Hf_z(0)z, z) \leq t\right\} = \sqrt{\frac{2t}{1 - \varepsilon}} E_x.
\]
We conclude in a similar way that $\{z \in \tau B_2^{n-1} : f_z(z) \leq t\} \supseteq \sqrt{\frac{2t}{1 - \varepsilon}} E_x$.

**Proof of 1.** Let $x \in \partial S$. Since $\Delta_0 \leq T_0(S)$ the part of the boundary of $S$ lying in the halfspace $\{\xi \in \mathbb{R}^n : \langle \xi - x, u(x) \rangle \geq -\Delta_0\}$ is completely parametrized by $f_x$. Hence, for every $0 \leq \Delta \leq \Delta_0$, the volume of $\{\xi \in S : \langle \xi - x, u(x) \rangle \geq -\Delta\}$ equals the volume of $\{(z, t) \in \mathbb{R}^n : f_z(z) \leq t \}$. 

Cavalieri’s principle and the right-hand side of (2.1) yield
\[
|(z, t) \in \mathbb{R}^n : f_z(z) \leq t \leq \Delta|_n = \int_0^\Delta |\{z \in \tau B_2^{n-1} : f_z(z) \leq t\}|_{n-1} dt \leq \int_0^\Delta \sqrt{\frac{2t}{1 - \varepsilon}} E_x |_{n-1} dt = \int_0^\Delta (2)^{\frac{n+1}{2}} dt \frac{|E_x|_{n-1}}{(1 - \varepsilon)^{\frac{n+1}{2}}} = \frac{(2\Delta)^{\frac{n+1}{2}} |E_x|_{n-1}}{n+1} (1 - \varepsilon)^{-\frac{n+1}{2}}.
\]
Similarly, using the left-hand side of (2.1), one has
\[
|(z, t) \in \mathbb{R}^n : f_z(z) \leq t \leq \Delta|_n \geq \frac{(2\Delta)^{\frac{n+1}{2}} |E_x|_{n-1}}{n+1} (1 + \varepsilon)^{-\frac{n+1}{2}}.
\]
Since $\det(Hf_z(0)) = \kappa(x)$, it follows that $|E_x|_{n-1} = \kappa(x)^{-1/2}|B_2^{n-1}|_{n-1}$. This shows the first part of the lemma.

**Proof of 2.** Let $0 \leq \Delta \leq \Delta_0$, $y \in \{\xi \in \mathbb{R}^n : \langle \xi - x, u(x) \rangle \geq \Delta\}$ and put $B_\Delta(y) = \{\xi \in S : \langle \xi - x, u(x) \rangle = -\Delta\}$. The set $\text{conv}\{S, y\} \setminus S$ includes the set $\text{conv}\{B_\Delta(y), y\} \setminus \{\xi \in S : \langle \xi - x, u(x) \rangle \geq -\Delta\}$.

The height of the cone $\text{conv}\{B_\Delta(y), y\}$ is at least $2\Delta$. Using Part 1. of the lemma, a lower estimate for the volume of $\text{conv}\{S, y\} \setminus S$ is
\[
|\text{conv}\{B_\Delta(y), y\}|_{n} - |\{\xi \in S : \langle \xi - x, u(x) \rangle \geq -\Delta\}|_{n} \geq \frac{2\Delta |B_\Delta(y)|_{n-1}}{n+1} - \frac{(2\Delta)^{\frac{n+1}{2}} |B_2^{n-1}|_{n-1}}{\kappa(x)^{\frac{n+1}{2}}} (1 + \phi(\Delta)).
\]
Since $\Delta_0 \leq T_0(S)$, we get similar to the proof of Part 1. that the volume of $|B_z(\Delta)|_{n-1}$ equals $|\{z \in \tau B_2^{n-1} : f_z(z) \leq \Delta\}|_{n-1}$. Using the left-hand side of (2.1), we obtain
\[
|B_\Delta(y)|_{n-1} \geq \frac{(2\Delta)^{\frac{n+1}{2}} |E_x|_{n-1}}{(1 + \varepsilon)^{\frac{n+1}{2}}} = \frac{(2\Delta)^{\frac{n+1}{2}} |B_2^{n-1}|_{n-1}}{\kappa(x)^{1/2}} (1 + \varepsilon)^{-\frac{n+1}{2}},
\]
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Thus, \( S < 0 \) and \( \phi(\Delta) \) is arbitrarily close to \( \frac{1}{n+1} \), if \( \Delta_0 > 0 \) is small enough to guarantee that \( \phi(\Delta) \) is sufficiently small and it is possible to choose \( \varepsilon > 0 \) sufficiently small.

**Proof of 3.** Let \( x \in \partial S \). Since \( \Delta_0 \) is chosen according to Corollary 2.6, we have that for every \( 0 < \Delta \leq \Delta_0 \) the volume of \( \text{conv}[S, x + \Delta u(x)] \) is the same as the volume of \( \text{conv}[S, x + \Delta u(x)] \), where

\[
S_2 = \{ \xi \in S : \langle \xi - x, u(x) \rangle \geq -(1 + \varepsilon)\Delta \}.
\]

Since \( (1 + \varepsilon)\Delta_0 \leq T_0(S) \), the volume of \( \text{conv}[S_2, x + \Delta u(x)] \) is given by the volume of \( \text{conv}[S_2', -\Delta e_n] \), where

\[
S_2' = \{ (z, t) \in \mathbb{R}^{n-1} \times \mathbb{R} : f_\varepsilon(z) \leq t \leq (1 + \varepsilon)\Delta \}.
\]

Let \( F_\varepsilon(\Delta) \subset \mathbb{R}^n \) be the cone with base \( B_\varepsilon(\Delta) = \sqrt[2]{\frac{2}{4(1-\varepsilon)}}(2 + \varepsilon)E_\varepsilon \times \{(1 + \varepsilon)\Delta \} \) and apex \(-\Delta e_n\), i.e., \( F_\varepsilon(\Delta) = \text{conv}[B_\varepsilon(\Delta), -\Delta e_n] \). It follows from the right-hand side of (2.1) that for every \( 0 \leq t \leq (1 + \varepsilon)\Delta \),

\[
\{ z \in \mathbb{R}^{n-1} : (z, t) \in S_2' \} \subseteq \{ z \in \mathbb{R}^{n-1} : (z, t) \in F_\varepsilon(\Delta) \}.
\]

Thus, \( S_2' \subset F_\varepsilon(\Delta) \) and \( \text{conv}[S_2', -\Delta e_n] \subset F_\varepsilon(\Delta) \). Since the height of \( F_\varepsilon(\Delta) \) is \( (2 + \varepsilon)\Delta \), the volume of \( F_\varepsilon(\Delta) \) is given by

\[
\frac{1}{n}(2 + \varepsilon) \left[ \sqrt{\frac{2\Delta}{(1-\varepsilon)(2+\varepsilon)}} \right]^{n-1} |E_\varepsilon|^{\frac{n}{2}} = \frac{(2\Delta)^{\frac{n+1}{2}} |B_\varepsilon^{n-1}|}{\kappa(x)^{n/2}} \frac{(1 + \varepsilon)^n}{n(1 - \varepsilon)^{\frac{n+1}{2}}}.
\]

By Part 1., the volume of \( S_2 \) can be bounded from below by

\[
\frac{(2\Delta)^{\frac{n+1}{2}} |B_\varepsilon^{n-1}|}{\kappa(x)^{n/2}} \frac{(1 + \varepsilon)^n}{n(1 - \varepsilon)^{\frac{n+1}{2}}} \times \frac{\kappa(x)^n}{n+1}.
\]

Similar to the proof of Part 2., one can derive the claim of the third part.

\[\square\]

### 3 Upper Bound

Let \( \Delta_x(\delta) \) be as in Definition 2.1.

**Lemma 3.1** Let \( \Gamma_{\min}(\delta) = \min_{x \in \partial S} \Delta_x(\delta) \) and \( \Gamma_{\max}(\delta) = \max_{x \in \partial S} \Delta_x(\delta) \). Then

\[
(1 - \Gamma_{\max}(\delta)) S \subseteq S_\delta \subseteq (1 - \Gamma_{\min}(\delta)) S.
\]

**Proof.** Let \( x \in \partial S \) and \( \alpha \geq 0 \) such that \( 0 \in \{ y \in \mathbb{R}^n : \langle y - x, u \rangle \leq -\alpha \} \). We show that

\[
\left( 1 - \frac{\alpha}{\langle x, u \rangle} \right) S \subseteq \{ y \in \mathbb{R}^n : \langle y - x, u \rangle \leq -\alpha \}.
\]
Let $\xi \in S$. Then $\langle \xi - x, u \rangle \leq 0$ and $1 - \frac{\alpha}{\langle x, u \rangle} \geq 0$, since $0 \in x \setminus \{y \in \mathbb{R}^n : \langle y, u \rangle \leq \alpha\}$. It follows that
\[
\left\langle \left(1 - \frac{\alpha}{\langle x, u \rangle}\right) \xi - x, u \right\rangle = \left(1 - \frac{\alpha}{\langle x, u \rangle}\right) \langle \xi - x, u \rangle - \alpha \leq -\alpha.
\]
Since
\[
S_\delta = \bigcap_{x \in \partial S} \{y \in \mathbb{R}^n : \langle y - x, u(x) \rangle \leq -\Delta_x(\delta)\},
\]
the left-hand side inclusion of (3.1) follows immediately from (3.2). For the right-hand side inclusion of (3.1) note that $x_\delta \in \{\xi \in S : \langle \xi - x, u(x) \rangle \leq -\Delta_x(\delta)\}$. It follows that
\[
\|x_\delta\|_2 \leq \frac{\langle x_\delta, u(x) \rangle}{\langle x, u(x) \rangle} = \frac{\langle x, u(x) \rangle - \langle x, (\mu\kappa(x) + e')\rangle}{\langle x, u(x) \rangle} = 1 - \frac{\Delta_x(\delta)}{\langle x, u(x) \rangle} \leq 1 - \Gamma_{\min}(\delta),
\]
i.e. $S_\delta \subseteq (1 - \Gamma_{\min}(\delta))S$.

**Proposition 3.2** There is a non-negative function $\Phi$ with $\lim_{\delta \to 0} \Phi(\delta) = 0$ such that
\[
\left(1 - (1 + \Phi(\delta))G_{\max}\delta^{\frac{2}{n+1}}\right)S \subseteq S_\delta.
\]

**Proof.** We show that for every $\varepsilon > 0$ there is a $\delta_0 > 0$ such that for every $0 \leq \delta \leq \delta_0$,
\[
\left(1 - (1 + \varepsilon)G_{\max}\delta^{\frac{2}{n+1}}\right)S \subseteq S_\delta.
\]
Let $x_{\max} \in \partial S$ be such that $G(x_{\max}) = G_{\max}$. Then $\kappa(x_{\max}) > 0$. Put $\mu = \min_{x \in \partial S} \langle x, u(x) \rangle > 0$ and $\varepsilon' = \frac{\mu \kappa(x_{\max})}{(x_{\max}, u(x_{\max}))}$. By Lemma 2.7 there is a $\Delta_0$ such that for every $0 \leq \Delta \leq \Delta_0$ and every $x \in \partial S$,
\[
\frac{2\Delta}{n+1} \frac{|B_{2}^{-1}|_{n-1}}{(\kappa(x) + \varepsilon')^{\frac{2}{n}}} \leq \frac{\|x - \Delta(x, \delta)u(x)\|_2}{\|x, u(x)\|_2} - \frac{\Delta(x, \delta)}{\langle x, u(x) \rangle} \leq 1 - \Gamma_{\min}(\delta).
\]
Choose $\delta_0$ such that for every $0 \leq \delta \leq \delta_0$ and every $x \in \partial S$ we have that $\Delta_x(\delta) \leq \Delta_0$. Hence,
\[
\delta|S|_n \geq \frac{2\Delta_x(\delta)}{n+1} \frac{|B_{2}^{-1}|_{n-1}}{(\kappa(x) + \varepsilon')^{\frac{2}{n}}}.
\]
This yields
\[
\Delta_x(\delta) \leq \frac{c(S, n)}{(\kappa(x) + \varepsilon')^{\frac{2}{n}}} \delta^{\frac{2}{n+1}} \leq \frac{c(S, n)}{(\kappa(x), u(x))^{n+1}} \delta^{\frac{2}{n+1}} - \frac{\varepsilon}{\langle x, u(x) \rangle^{n+1}} \delta^{\frac{2}{n+1}}
\]
\[
\leq \frac{c(S, n)}{(\kappa(x), u(x))^{n+1}} \delta^{\frac{2}{n+1}} - \frac{\varepsilon}{\langle x_{\max}, u(x_{\max}) \rangle^{n+1}} \delta^{\frac{2}{n+1}}
\]
\[
= \frac{c(S, n)}{G_{\max}(1 + \varepsilon)^{\frac{2}{n+1}}} \delta^{\frac{2}{n+1}} \leq \frac{c(S, n)}{G_{\max}(1 + \varepsilon)} \delta^{\frac{2}{n+1}}.
\]
We conclude with Lemma 3.1. \qed
Proposition 3.3 Suppose that $S$ has $C^2_-$-boundary. Then there is a non-negative function $\Phi$ with $\lim_{\delta \to 0} \Phi(\delta) = 0$ such that
\[
\left(1 - (1 + \Phi(\delta)) G_{\max} \delta \frac{n+1}{n-\epsilon}\right) S \subseteq S_{\delta} \subseteq \left(1 - (1 - \Phi(\delta)) G_{\min} \delta \frac{n+1}{n-\epsilon}\right) S. \tag{3.3}
\]

Proof. Let $1 > \epsilon > 0$ and let $\phi$ be the function of Lemma 2.8. Let $\Delta_0 = \Delta_0(\epsilon) > 0$ be sufficiently small, such that for every $0 \leq \Delta \leq \Delta_0$ we have $\phi(\Delta) \leq \epsilon$. Let $\delta_0 > 0$ be such that
\[
\frac{(2\Delta_0)^{n+1}}{n+1} \frac{|B_2^{n-1}| |n-1|}{\kappa_{\max}} (1 - \epsilon) = \delta_0 |S|_n .
\]
Let $x \in \partial S$. If $\delta \leq \delta_0$, then $\Delta_\delta(\delta) \leq \Delta_0$. Indeed, if $\Delta_\delta(\delta) > \Delta_0$ then
\[
\left|\{\xi \in S : \langle \xi - x, u(x) \rangle \geq -\Delta_\delta(\delta)\}\right|_n \geq \frac{(2\Delta_0)^{n+1}}{n+1} \frac{|B_2^{n-1}| |n-1|}{\kappa_{\max}} (1 - \epsilon) = \delta_0 |S|_n .
\]
Since for $\delta \leq \delta_0$ we have $\Delta_\delta(\delta) \leq \Delta_0$, we obtain the estimate
\[
\frac{G_{\min}}{(1 + \epsilon) \frac{n}{n-\epsilon}} \delta \frac{n+1}{n+1} \leq \frac{c(S, n)}{(1 + \epsilon) \frac{n}{n-\epsilon}} \langle x, u(x) \rangle \leq \frac{\Delta_\delta(\delta)}{(1 + \epsilon) \frac{n}{n-\epsilon}} \delta \frac{n+1}{n+1} \leq \frac{G_{\max}}{(1 - \epsilon) \frac{n}{n-\epsilon}} \delta \frac{n+1}{n+1} .
\]
Now apply Lemma 3.1.

Proposition 3.4 Suppose that $S$ has $C^2_-$-boundary. Then there is a non-negative function $\tilde{\Psi}$ with $\lim_{\delta \to 0} \tilde{\Psi}(\delta) = 0$ such that
\[
\left(1 - (1 - \tilde{\Psi}(\delta)) n \frac{n+1}{n-\epsilon} G_{\min} \delta \frac{n+1}{n+1}\right) S \subseteq S_{\delta} \subseteq \left(1 - (1 + \tilde{\Psi}(\delta)) n \frac{n+1}{n-\epsilon} G_{\max} \delta \frac{n+1}{n+1}\right) S \tag{3.4}
\]

Proof. For $x \in \partial S$, let $\Delta x(\delta) \geq 0$ be defined as the value such that
\[
|\text{conv}[S, x + \Delta x(\delta)u(x)]|_n - |S|_n = \delta |S|_n .
\]
Let $\epsilon > 0$ be given and let $\Delta_0 > 0$ be such that for every $0 \leq \Delta \leq \Delta_0$ the function $\psi$ of Lemma 2.8 is smaller than or equal to $\epsilon$. We show that there is $\delta_0$ such that for every $0 \leq \delta \leq \delta_0$ and every $y \in \mathbb{R}^n$ with $|\text{conv}[S, y]|_n - |S|_n = \delta |S|_n$, it follows that $\langle y - x, u(x) \rangle \leq \Delta_0$ for every $x \in \partial S$. In particular, $\Delta x(\delta) \leq \Delta_0$. Let $\delta_0 > 0$ be such that
\[
\frac{(2\Delta_0)^{n+1}}{n(n+1)} \frac{|B_2^{n-1}| |n-1|}{\kappa_{\max}} (1 - \epsilon) = \delta_0 |S|_n .
\]
Then arguments similar to the ones in the proof of Proposition 3.3 ensure that $\delta_0$ has the desired properties.
Let $\delta \leq \delta_0$. We start with the right-hand side inclusion of (3.4). Since $|\text{conv}[S, x^\delta]|_n - |S|_n = \delta |S|_n$, it follows that $\langle x^\delta - x, u(x) \rangle =: \Delta \leq \Delta_0$. We conclude with Lemma 2.8., that
\[
|S|_n \geq \frac{(2\Delta)^{n+1}}{n(n+1)} \frac{|B_2^{n-1}| |n-1|}{\kappa_{\max}} (1 - \epsilon) .
\]
or, equivalently
\[ \Delta \leq \frac{n^{\frac{2}{\alpha}} c(S,n)}{(1 - \varepsilon)^{\frac{2}{\alpha}}} \kappa(x)^{\frac{1}{\alpha}} \delta^\frac{2}{\alpha}. \]

Hence,
\[ \frac{\|x^\delta\|}{\|x\|} = \frac{\langle x^\delta, u(x) \rangle}{\langle x, u(x) \rangle} = 1 + \frac{\Delta}{\langle x, u(x) \rangle} \leq 1 + \frac{n^{\frac{2}{\alpha}} G(x)}{(1 - \varepsilon)^{\frac{2}{\alpha}}} \delta^\frac{2}{\alpha} \leq 1 + \frac{n^{\frac{2}{\alpha}} G_{\max}}{(1 - \varepsilon)^{\frac{2}{\alpha}}} \delta^\frac{2}{\alpha}, \]

which proves the right-hand side of (3.4).

For the left-hand side inclusion, let again \( x, x^\delta \in \partial S \). Then there is \( x' \in \partial S \) such that \( x^\delta = x' + \Delta x'(\delta)u(x') \), i.e., \( x' \) is the point of \( S \) with minimal distance to \( x^\delta \). This point is unique since \( S \) is strictly convex. Note that \( \langle x - x', u(x') \rangle \leq 0 \), i.e., \( \langle x, u(x') \rangle \leq \langle x', u(x') \rangle \) and therefore,
\[ \frac{\|x^\delta\|}{\|x\|} = \frac{\langle x^\delta, u(x') \rangle}{\langle x, u(x') \rangle} \geq \frac{\langle x' + \Delta x'(\delta)u(x'), u(x') \rangle}{\langle x', u(x') \rangle} = 1 + \frac{\Delta x'(\delta)}{\langle x', u(x') \rangle}. \]

Since \( \Delta x'(\delta) \leq \Delta_0 \), Lemma 2.8 yields
\[ \frac{\Delta x'(\delta)}{\langle x', u(x') \rangle} \geq \frac{n^{\frac{2}{\alpha}} G(x)}{(1 + \varepsilon)^{\frac{2}{\alpha}}} \delta^\frac{2}{\alpha} \geq \frac{n^{\frac{2}{\alpha}} G_{\min}}{(1 + \varepsilon)^{\frac{2}{\alpha}}} \delta^\frac{2}{\alpha}. \]

This establishes the left-hand side inclusion of (3.4).

Note that \( S^o \) is also a centrally symmetric convex body with \( C^2_+ \)-boundary (see [18]). An immediate corollary of Proposition 3.4 is the following corollary.

**Corollary 3.5** Suppose that \( S \) has \( C^2_+ \)-boundary. Then there is a non-negative function \( \Psi \) with \( \lim_{\delta \to 0} \Psi(\delta) = 0 \) such that
\[ \left( 1 + \Psi(\delta) \right)^{\frac{n}{\alpha}} c(S, n) G_{\min} \delta^\frac{n}{\alpha} \right) S \subseteq \langle S \rangle^\delta \subseteq \left( 1 + \left( 1 - \Psi(\delta) \right)^{\frac{n}{\alpha}} c(S, n) G_{\max} \delta^\frac{n}{\alpha} \right) S, \]

where \( \bar{c}(S, n) = n^{\frac{2}{\alpha}} c(S, n) c(S^o, n) \).

**Proof.** The corollary follows immediately from the following result which can be found in e.g., [18].

For every \( x \in \partial S \) there exists a unique \( y \in \partial S^o \) with \( \langle x, y \rangle = 1 \) and in this case
\[ \kappa_S(x)^{\frac{1}{\alpha}} = \left[ \kappa_{S^o}(y)^{\frac{1}{\alpha}} \right]^{-1}. \]

**Theorem 3.6**
\[ \lim_{\delta \to 0} \sup \frac{d_S(\delta) - 1}{\delta^{\frac{n}{\alpha}}} \leq G_{\max} - G_{\min}. \]

**Proof.** First assume that there is \( x \in \partial S \) with \( \kappa(x) = 0 \). Thus \( G_{\max} - G_{\min} = G_{\max} - 0 = G_{\max} \). Note that
\[ d_S(\delta) = \inf_{\delta' \geq 0} d \left( S_{\delta}, \langle S \rangle^{\delta'} \right) \leq d \left( S_{\delta}, \langle S \rangle^{0} \right) = d \left( S_{\delta}, S \right). \]
By Proposition 3.2, \( (1 - G_{\text{max}} \delta \frac{2}{n} (1 + o(1))) S \subseteq S_\delta \subseteq S \) and this yields
\[
d(S_\delta, S) \leq \frac{1}{1 - G_{\text{max}} \delta \frac{2}{n} (1 + o(1))} = 1 + G_{\text{max}} \delta \frac{2}{n} (1 + o(1)) .
\]

Hence,
\[
\limsup_{\delta \to 0} \frac{d_S(\delta) - 1}{\delta} \leq \lim_{\delta \to 0} G_{\text{max}} (1 + o(1)) = G_{\text{max}} .
\]

Assume now that \( S \) has \( C^2_+ \)-boundary. Put \( \delta' = \frac{G_{\text{max}} G_{\text{min}}}{d(S, n)} \delta \frac{2}{n} \). By Proposition 3.3,
\[
(1 - G_{\text{max}} \delta \frac{2}{n} (1 + o(1))) S \subseteq S_\delta \subseteq (1 - G_{\text{min}} \delta \frac{2}{n} (1 + o(1))) S .
\]

By Corollary 3.5,
\[
(1 - G_{\text{max}} \delta \frac{2}{n} (1 + o(1))) S \subseteq \langle S \rangle^{\delta'} \subseteq (1 - G_{\text{min}} \delta \frac{2}{n} (1 + o(1))) S .
\]

Therefore, a sufficient condition for \( \frac{1}{a} S_\delta \subseteq \langle S \rangle^{\delta'} \) is
\[
\frac{1}{a} \left( 1 - G_{\text{min}} \delta \frac{2}{n} (1 + o(1)) \right) \leq 1 - G_{\text{max}} \delta \frac{2}{n} (1 + o(1))
\]
and a sufficient condition for \( \langle S \rangle^{\delta'} \subseteq a S_\delta \) is
\[
1 - G_{\text{min}} \delta \frac{2}{n} (1 + o(1)) \leq a \left( 1 - G_{\text{max}} \delta \frac{2}{n} (1 + o(1)) \right) .
\]

These two conditions are met, if one takes \( a = 1 + (G_{\text{max}} - G_{\text{min}}) \delta \frac{2}{n} (1 + o(1)). \) Hence,
\[
\limsup_{\delta \to 0} \frac{d_S(\delta) - 1}{\delta} \leq \lim_{\delta \to 0} \frac{1 + (G_{\text{max}} - G_{\text{min}}) \delta \frac{2}{n} (1 + o(1)) - 1}{\delta} = G_{\text{max}} - G_{\text{min}} .
\]
\[
\square
\]

4 Lower Bounds

We prove \( \liminf_{\delta \to 0} \frac{d_S(\delta) - 1}{\delta} \geq G_{\text{max}} - G_{\text{min}} \) for \( S \) with \( C^2_+ \)-boundary and for \( B^n_p, 2 \leq p < \infty \). We also provide a lower bound for the case \( 1 < p < 2 \). Together with Theorem 3.6, we get the following.

**Theorem 4.1** Let \( S \subseteq \mathbb{R}^n \) be of class \( C^2_+ \) or \( S = B^n_p, 2 \leq p < \infty \). Then
\[
\lim_{\delta \to 0} \frac{d_S(\delta) - 1}{\delta} = G_{\text{max}} - G_{\text{min}} .
\]

We need another lemma.

**Lemma 4.2** For every \( x \in \partial S \) the following holds.

1. There is a function \( \Phi_x \) with \( \lim_{\delta \to 0} \Phi_x(\delta) = 0 \) such that
\[
\left( 1 - (1 + \Phi_x(\delta)) G(x) \delta \frac{2}{n} \right) x \in \partial S_\delta .
\]
2. If $S$ has $C^2$-boundary then there is a function $\Psi_x$ with $\lim_{\delta \to 0} \Psi_x(\delta) = 0$ such that

$$
\left(1 - (1 + \Psi_x(\delta)) \frac{\tilde{c}(S,n)}{G(x)} \delta^{\frac{1}{2+\kappa}}\right) x \in \partial \left[ \delta S, \right],
$$

where $\tilde{c}(S,n)$ is the constant defined in Lemma 3.5.

In order to prove this lemma, we need two results. The first lemma is an immediate consequence of Lemmas 7 and 10 of [41].

**Lemma 4.3** Let $K \subseteq \mathbb{R}^n$ be a convex body with 0 in its interior and $x \in \partial K$ such that the Gauss curvature $\kappa(x)$ exists. Then

$$
\lim_{\delta \to 0} \frac{1}{\delta^{\frac{1}{2+\kappa}}} \left| x \right|_2^2 - \left| x^\delta \right|_2^2 \cdot \frac{1}{\left| x \right|_2^2} = \frac{n \kappa \delta^{\frac{1}{2+\kappa}}}{n+1} \frac{|K|_n}{|B^{n-1}_2|_{n-1}} \frac{(x,u(x))}{\kappa(x)} = G(x),
$$

where $x^\delta$ is the unique point lying in the intersection of $\partial K_\delta$ with the line segment $[0,x]$.

The second lemma is a direct consequence of Lemma 3 of [53].

**Lemma 4.4** Let $K \subseteq \mathbb{R}^n$ be a convex body with 0 in its interior and $x \in \partial K$ such that the Gauss curvature $\kappa(x)$ exists. Then

$$
\lim_{\delta \to 0} \frac{1}{\delta^{\frac{1}{2+\kappa}}} \left| x^\delta \right|_2^2 - \left| x \right|_2^2 \cdot \frac{1}{\left| x \right|_2^2} = \frac{n \kappa \delta^{\frac{1}{2+\kappa}}}{n+1} \frac{|K|_n}{|B^{n-1}_2|_{n-1}} \frac{(x,u(x))}{\kappa(x)} = n \delta^{\frac{1}{2+\kappa}} G(x),
$$

where $x^\delta$ is the unique point on the boundary of $K_\delta$ such that $x$ lies on the line segment $[0,x^\delta]$.

**Proof of Lemma 4.2** It follows immediately from Lemma 4.3 that for every $x \in \partial S$ there is a function $\Phi_x$ such that $\lim_{\delta \to 0} \Phi_x(\delta) = 0$ and

$$
\left(1 - (1 + \Phi_x(\delta)) \frac{\tilde{c}(S,n)}{G(x)} \delta^{\frac{1}{2+\kappa}}\right) x \in \partial S_\delta.
$$

The polar body $S^\circ$ has $C^2$-boundary with everywhere positive Gauss curvature (see [18]) and for every $x \in \partial S$ there is a unique dual point $y$, i.e. $y \in \partial S^\circ$ such that $\langle x, y \rangle = 1$ and

$$
\frac{\kappa(x)}{\langle x, u(x) \rangle} = \left[ \frac{\kappa(y)}{\langle y, u(y) \rangle} \right]^{-1}.
$$

By Lemma 4.4,

$$
\lim_{\delta \to 0} \frac{1}{\delta^{\frac{1}{2+\kappa}}} \left| y^\delta \right| - \left| y \right| \cdot \frac{1}{\left| y \right|} = \kappa \frac{\delta^{\frac{1}{2+\kappa}}}{\langle y, u(y) \rangle} = \kappa \frac{\delta^{\frac{1}{2+\kappa}}}{\langle x, u(x) \rangle} = \frac{\tilde{c}(S,n)}{G(x)}.
$$

It follows that there is a function $\tilde{\Psi}_y$ with $\lim_{\delta \to 0} \tilde{\Psi}_y(\delta) = 0$ such that

$$
\left(1 + (1 + \tilde{\Psi}_y(\delta)) \frac{\tilde{c}(S,n)}{G(x)} \delta^{\frac{1}{2+\kappa}}\right) y \in (S^\circ)^{\delta}.
$$
Let \( x \in \partial S \) and \( y \in \partial S^\circ \) with \( \langle x, y \rangle = 1 \). We show that we may choose a function \( \Psi_x \) such that 
\[
\lim_{\varepsilon \to 0} \Psi_x(\varepsilon) = 0
\]
and choose \( \lambda \)
\[
\lim_{\varepsilon \to 0} u(\varepsilon) = 0
\]
that for every \( \varepsilon > 0 \) such that 
\[
\delta_{\varepsilon} = \frac{\varepsilon}{\lim_{\varepsilon \to 0} u(\varepsilon)}
\]
and 
\[
\eta > \frac{1}{\lim_{\varepsilon \to 0} u(\varepsilon)}
\]
we have 
\[
\delta_{\varepsilon} \geq \frac{1}{\lim_{\varepsilon \to 0} u(\varepsilon)}
\]
and 
\[
\eta \leq \frac{1}{\lim_{\varepsilon \to 0} u(\varepsilon)}
\]
where 
\[
\delta_{\varepsilon} = \frac{\varepsilon}{\lim_{\varepsilon \to 0} u(\varepsilon)}
\]
and 
\[
\eta \leq \frac{1}{\lim_{\varepsilon \to 0} u(\varepsilon)}
\]
Then there exists \( \Delta_0 > 0 \) such that for every \( 0 \leq \Delta \leq \Delta_0 \)
\[
(1 - \eta)\sqrt{2\Delta} \subseteq \{ z \in \tau B_{2^{-1}}^n : f(z) \leq \Delta \} \subseteq (1 + \eta)\sqrt{2\Delta} \epsilon
\]
where \( \epsilon = \{ z \in \mathbb{R}^{n-1} : (Hf(0)z, z) \leq 1 \} \) is the indicatrix of Dupin (see, e.g., [34], [43]). We conclude that for every \( \zeta \in \mathbb{R}^{n-1} \)
\[
\text{conv}[K, \zeta - \Delta e_n]\backslash K \supseteq \text{conv}[\Delta e_n + (1 - \eta)\sqrt{2\Delta} \epsilon, \zeta - \Delta e_n]\backslash K
\]
We compute
\[
|\text{conv}[K, \zeta - \Delta e_n]\backslash K| \geq |\text{conv}[\Delta e_n + (1 - \eta)\sqrt{2\Delta} \epsilon, \zeta - \Delta e_n]\backslash K|
\]
\[
\geq |\text{conv}[\Delta e_n + (1 - \eta)\sqrt{2\Delta} \epsilon, \zeta - \Delta e_n]| - \{|v \in K : v_n \leq \Delta\}|n
\]
We have
\[
|\text{conv}[\Delta e_n + (1 - \eta)\sqrt{2\Delta} \epsilon, \zeta - \Delta e_n]|n = (1 - \eta)^{n-1} \frac{(2\Delta)^{\frac{n+1}{2}}}{n}
\]
and
\[
|\{v \in K : v_n \leq \Delta\}|n \leq \int_0^\Delta |\{ z \in \mathbb{R}^{n-1} : f(z) \leq t\}|n-1 dt
\]
\[
\leq (1 + \eta)^{n-1} \int_0^\Delta (2t)^{\frac{n-1}{2}}|\epsilon|n-1 dt = (1 + \eta)^{n-1} \frac{(2\Delta)^{\frac{n+1}{2}}}{n+1}|\epsilon|n-1
\]
Therefore,
\[
|\text{conv}[K, \zeta - \Delta e_n]\backslash K|n \geq (2\Delta)^{\frac{n+1}{2}}|\epsilon|n-1 \left( \frac{(1 - \eta)^{n-1}}{n} - \frac{(1 + \eta)^{n-1}}{n+1} \right) \geq \frac{(2\Delta)^{\frac{n+1}{2}}}{n(n+1)}|\epsilon|n-1
\]
Suppose that $\delta_0 > 0$ is sufficiently small such that for every $0 \leq \delta \leq \delta_0$ we have
\[
\frac{(2\Delta_0)^{\frac{n+1}{n+2}}}{n(n+1)(1+\varepsilon)^{\frac{n+1}{n+2}}} |E|_{n-1} \geq \delta |K|_n .
\]

Hence, if $0 \leq \delta \leq \delta_0$ and $\Delta \geq 0$ is chosen such that
\[
|\text{conv}[K, \zeta - \Delta e_1]]| = \delta |K|_n ,
\]
it follows that $\Delta \leq \Delta_0$ and we conclude that
\[
\frac{(2\Delta)^{\frac{n+1}{n+2}}}{n(n+1)(1+\varepsilon)^{\frac{n+1}{n+2}}} |E|_{n-1} \geq \frac{\delta}{n+1} |K|_n .
\]

Hence, if $0 \leq \delta \leq \delta_0$ and $\Delta \geq 0$ is chosen such that
\[
|\text{conv}[K, \zeta - \Delta e_1]]| = \delta |K|_n ,
\]
it follows that $\Delta \leq \Delta_0$ and we conclude that
\[
\frac{(2\Delta)^{\frac{n+1}{n+2}}}{n(n+1)(1+\varepsilon)^{\frac{n+1}{n+2}}} |E|_{n-1} \geq \frac{\delta}{n+1} |K|_n .
\]

Hence, if $0 \leq \delta \leq \delta_0$ and $\Delta \geq 0$ is chosen such that
\[
|\text{conv}[K, \zeta - \Delta e_1]]| = \delta |K|_n ,
\]
it follows that $\Delta \leq \Delta_0$ and we conclude that
\[
\frac{(2\Delta)^{\frac{n+1}{n+2}}}{n(n+1)(1+\varepsilon)^{\frac{n+1}{n+2}}} |E|_{n-1} \geq \frac{\delta}{n+1} |K|_n .
\]

Hence, if $0 \leq \delta \leq \delta_0$ and $\Delta \geq 0$ is chosen such that
\[
|\text{conv}[K, \zeta - \Delta e_1]]| = \delta |K|_n ,
\]
it follows that $\Delta \leq \Delta_0$ and we conclude that
\[
\frac{(2\Delta)^{\frac{n+1}{n+2}}}{n(n+1)(1+\varepsilon)^{\frac{n+1}{n+2}}} |E|_{n-1} \geq \frac{\delta}{n+1} |K|_n .
\]

Hence, if $0 \leq \delta \leq \delta_0$ and $\Delta \geq 0$ is chosen such that
\[
|\text{conv}[K, \zeta - \Delta e_1]]| = \delta |K|_n ,
\]
it follows that $\Delta \leq \Delta_0$ and we conclude that
\[
\frac{(2\Delta)^{\frac{n+1}{n+2}}}{n(n+1)(1+\varepsilon)^{\frac{n+1}{n+2}}} |E|_{n-1} \geq \frac{\delta}{n+1} |K|_n .
\]

Hence, if $0 \leq \delta \leq \delta_0$ and $\Delta \geq 0$ is chosen such that
\[
|\text{conv}[K, \zeta - \Delta e_1]]| = \delta |K|_n ,
\]
it follows that $\Delta \leq \Delta_0$ and we conclude that
\[
\frac{(2\Delta)^{\frac{n+1}{n+2}}}{n(n+1)(1+\varepsilon)^{\frac{n+1}{n+2}}} |E|_{n-1} \geq \frac{\delta}{n+1} |K|_n .
\]

Hence, if $0 \leq \delta \leq \delta_0$ and $\Delta \geq 0$ is chosen such that
\[
|\text{conv}[K, \zeta - \Delta e_1]]| = \delta |K|_n ,
\]
it follows that $\Delta \leq \Delta_0$ and we conclude that
\[
\frac{(2\Delta)^{\frac{n+1}{n+2}}}{n(n+1)(1+\varepsilon)^{\frac{n+1}{n+2}}} |E|_{n-1} \geq \frac{\delta}{n+1} |K|_n .
\]
where $\Omega_x(\delta'') = \Psi_x(\delta')$. Let $x_0 \in \partial S$ be such that $G_{\min} = \min_{x \in \partial S} G(x) = G(x_0)$ and let $x_1 \in \partial S$ be such that $G_{\max} = \max_{x \in \partial S} G(x) = G(x_1)$. Let $a \geq 1$ be such that $\frac{1}{a} S_\delta \subseteq \left( \left(S^o \right)^o \right) \subseteq a S_\delta$. We conclude that

\[
a \geq \frac{1 - (1 + \Phi_{x_0}(\delta)) G_{\min} \frac{\delta'}{\pi + \tau}}{1 - (1 + \Omega_{x_0}(\delta'')) G_{\min}^{-1} \frac{\delta''}{\pi + \tau}},
\]

and

\[
a \geq \frac{1 - (1 + \Omega_{x_1}(\delta'')) G_{\max}^{-1} \frac{\delta''}{\pi + \tau}}{1 - (1 + \Phi_{x_1}(\delta)) G_{\max} \frac{\delta'}{\pi + \tau}}.
\]

The assumption that $\delta'' \geq (G_{\min} G_{\max})^{\frac{\pi + \tau}{\pi + \tau}} \delta$ and inequality (4.2) lead to

\[
\liminf_{\delta \to 0} \frac{a - 1}{\frac{\delta'}{\pi + \tau}} \geq G_{\max} - G_{\min}.
\]

The assumption $\delta'' \leq (G_{\min} G_{\max})^{\frac{\pi + \tau}{\pi + \tau}} \delta$ and (4.3) lead to

\[
\liminf_{\delta \to 0} \frac{a - 1}{\frac{\delta'}{\pi + \tau}} \geq G_{\max} - G_{\min}
\]

as well. We conclude that

\[
\liminf_{\delta \to 0} \frac{d_{\delta}(\delta) - 1}{\frac{\delta'}{\pi + \tau}} \geq G_{\max} - G_{\min}.
\]

\[\square\]

4.2 The $B^n_p$-Case

In this section we prove the following.

**Theorem 4.6** For every $n \geq 2$ and $2 < p < \infty$ we have

\[
\lim_{\delta \to 0} \frac{d_p(\delta) - 1}{\frac{\delta'}{\pi + \tau}} = G((n^{-1/p}, \ldots, n^{-1/p})) = G_{\max} = G_{\max} - G_{\min}.
\]

**Remark 4.1** By Lemma 4.9 below, the value of $G_{\max}$ is given by

\[
G((n^{-1/p}, \ldots, n^{-1/p})) = c(B^n_p, n)(p - 1)^{\frac{n - 1}{n + p}} n^{\frac{2n + p}{n + p}}.
\]

Furthermore, we give a lower bound for the case $1 < p < 2$. First, we need some preparatory definitions and lemmas.

**Definition 4.1** Let $1 \leq p \leq \infty$. The cap $C^n_p(\Delta)$ of $B^n_p$ of height $0 \leq \Delta \leq 1$ is defined by

\[
C^n_p(\Delta) = \{ x \in B^n_p : x_1 \geq 1 - \Delta \}.
\]

The hat $H^n_p(\Delta)$ of height $\Delta \geq 0$ is defined by

\[
H^n_p(\Delta) = \text{conv}[B^n_p, (1 + \Delta)e_1] \setminus B^n_p.
\]
Lemma 4.7 Let $1 \leq p < \infty$ and $0 \leq \Delta \leq 1$. Then

$$|C_p^n(\Delta)|_n = \frac{1}{n - 1 + p} |B_{p}^{n-1}|_{n-1}(p\Delta) \frac{n-1+p}{p} (1 - \phi_p^n(\Delta)),$$

where $\phi_p^n$ is a function with $\lim_{\Delta \to 0} \phi_p^n(\Delta) = 0$.

Proof. By Taylor’s theorem, for every $0 < s < 1$ there is $0 < \sigma(s) < s$ such that $(1 - s)^p = 1 - p(1 - \sigma(s))^{p-1}$. This yields

$$\int_0^\Delta (1 - (1 - s)^p) \frac{n-1}{p} ds \leq \int_0^\Delta (p(1 - \sigma(s))^{p-1} s) \frac{n-1}{p} ds \leq \int_0^\Delta (ps) \frac{n-1}{p} ds = \frac{1}{n - 1 + p} (p\Delta)^{\frac{n-1+p}{p}}$$

and

$$\int_0^\Delta (p(1 - \sigma(s))^{p-1} s) \frac{n-1}{p} ds \geq (1 - \Delta)^{\frac{n-1}{p}(n-1)} \int_0^\Delta (ps) \frac{n-1}{p} ds = (1 - \Delta)^{\frac{n-1}{p}(n-1)} \frac{1}{n - 1 + p} (p\Delta)^{\frac{n-1+p}{p}}.$$ 

Hence, we obtain by Cavalieri’s principle

$$|C_p^n(\Delta)|_n = \frac{1}{n - 1 + p} |B_{p}^{n-1}|_{n-1}(p\Delta) \frac{n-1+p}{p} (1 - \phi_p^n(\Delta)),$$

with $0 \leq \phi_p^n(\Delta) \leq 1 - (1 - \Delta)^{\frac{n-1}{p}(n-1)}$. \hfill \Box

Lemma 4.8 Let $1 < p < \infty$ and $0 \leq \Delta \leq 1$. Then

$$|H_p^n(\Delta)|_n = \frac{p - 1}{n(n - 1 + p)} |B_{p}^{n-1}|_{n-1} \left(\frac{p}{p - 1}\Delta\right)^{\frac{n-1+p}{p}} (1 + \psi_p^n(\Delta)),$$

where $\psi_p^n$ is a function with $\lim_{\Delta \to 0} \psi_p^n(\Delta) = 0$.

Proof. Put $f(t) = (1 - t^p) \frac{1}{p}$, $-1 < t < 1$. The tangential function $T_{0}(t)$ of $f$ at $t_0$ is given by

$$T_{0}(t) = f(t_0) + f'(t_0)(t - t_0) = (1 - t_0^p) \frac{1}{p} (1 - t_0^{p-1})t.$$ 

If $T_{0}(1 + \Delta) = 0$, then $t_0 = \frac{1}{(1 + \Delta)^{\frac{1}{p-1}}}$. It follows that the boundary of the cap of $B_{p}^{n}$ touches $B_{p}^{n}$ at height $\frac{1}{(1 + \Delta)^{\frac{1}{p-1}}}$ with respect to the direction $e_1$. The hat volume is given by the difference of the cone volume and the corresponding cap volume,

$$|H_p^n(\Delta)|_n = \frac{1}{n} \left(1 + \Delta - \frac{1}{(1 + \Delta)^{\frac{1}{p-1}}}\right) \left(1 - \frac{1}{(1 + \Delta)^{\frac{1}{p-1}}}\right)^{\frac{n-1}{p}} |B_{p}^{n-1}|_{n-1} - |C_p^n\left(1 - \frac{1}{(1 + \Delta)^{\frac{1}{p-1}}}\right)|_n.$$ 

Hence,

$$\lim_{\Delta \to 0} \frac{1}{n^{\frac{n-1+p}{p}}} |H_p^n(\Delta)|_n = \frac{1}{n} \left(\frac{p}{p - 1}\right)^{\frac{n-1+p}{p}} |B_{p}^{n-1}|_{n-1} - \frac{1}{n - 1 + p} \left(\frac{p}{p - 1}\right)^{\frac{n-1+p}{p}} |B_{p}^{n-1}|_{n-1}$$

$$= \frac{p - 1}{n(n - 1 + p)} \left(\frac{p}{p - 1}\right)^{\frac{n-1+p}{p}} |B_{p}^{n-1}|_{n-1}.$$
The following formulas for the Gauss curvature and the normal directions of $B^p_n$ can be found in e.g. \cite{20, 41}.

**Lemma 4.9** The Gauss curvature at $x \in \partial B^p_n$ is given by

$$\kappa(x) = (p - 1)^{n-1} \frac{\prod_{i=1}^{n} |x_i|^{p-2}}{\left(\sum_{i=1}^{n} |x_i|^{2p-2}\right)^{\frac{n}{p}}}$$

and the normal is given by

$$u(x) = \frac{1}{\left(\sum_{i=1}^{n} |x_i|^{2p-2}\right)^{\frac{1}{2}}} \left(\text{sign}(x_i)|x_i|^{p-1}\right)_{i=1}^{n},$$

if $2 \leq p < \infty$ or if $1 < p < 2$ and all components of $x$ are not equal to zero.

**Lemma 4.10** Let $1 < p < \infty$.

1. There are functions $\Phi_1$, $\Phi_2$, depending only on $n$ and $p$, such that $\lim_{\delta \to 0} \Phi_1(\delta) = 0$, $\lim_{\delta \to 0} \Phi_2(\delta) = 0$ and

$$\pm (1 - (1 + \Phi_1(\delta))c_1 \delta^{\frac{n}{1+p'}}) c_i, \in \partial (B^p_n)_\delta, \quad 1 \leq i \leq n,$$

$$\left(1 - (1 + \Phi_2(\delta))c_2 \delta^{\frac{1}{n+p''}}\right) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \pm c_i, \in \partial (B^p_n)_\delta$$

where

$$c_1 = \left(\frac{n - 1 + p'}{p}\right)^{\frac{n}{1+p'}} \left(\frac{|B^p_n|}{|B^{n-1}_p|}\right)^{\frac{n}{1+p'}}, \quad c_2 = G_{B^p_n}((n^{-1/p}, \ldots, n^{-1/p})) .$$

2. There are functions $\Psi_1$, $\Psi_2$, depending only on $n$ and $p$, such that $\lim_{\delta \to 0} \Psi_1(\delta) = 0$, $\lim_{\delta \to 0} \Psi_2(\delta) = 0$ and

$$\pm (1 - (1 + \Psi_1(\delta))c_3 \delta^{\frac{n}{1+p''}}) c_i, \in \partial (B^p_n)^\delta, \quad 1 \leq i \leq n,$$

$$\left(1 - (1 + \Psi_2(\delta))c_4 \delta^{\frac{1}{n+p''}}\right) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \pm c_i, \in \partial (B^p_n)^\delta ,$$

where $\frac{1}{p} + \frac{1}{p'} = 1$ and

$$c_3 = \left[\frac{n(n - 1 + p')}{p' - 1}, \frac{|B^p_n|}{|B^{n-1}_p|}\right]^{-\frac{n}{1+p''}} \cdot \frac{p' - 1}{p'}, \quad c_4 = n^{\frac{1}{n+p''}} G_{B^p_n}((n^{-1/p'}, \ldots, n^{-1/p'})) .$$

**Proof.** Part 1. is an immediate consequence of Lemmas \cite{4.7} and \cite{4.3}. For Part 2., note that by Lemma \cite{4.7}

$$\pm (1 + \psi(\delta))c_3 \delta^{\frac{n}{1+p''}} c_i, \in \partial [(B^p_n)^\delta] ,$$

and
By Lemma 4.4
\[
(1 + (1 + \psi_2(\delta))c_4\delta^{\frac{n-1}{p'}}) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \pm \varepsilon_i \in \partial [B_p^n] \delta ,
\]
for some functions \( \psi_1, \psi_2 \) with \( \lim_{\delta \to 0} \psi_1(\delta) = 0 \) and \( \lim_{\delta \to 0} \psi_2(\delta) = 0 \). Furthermore, note that by symmetry \( \pm \varepsilon_i \) is an outer normal of \( (B_p^n)\delta \) at \( (1 + (1 + \psi_1(\delta))c_3\delta^{\frac{n-1}{p'}})e_i \) and \( (n^{-1/2}, \ldots, n^{-1/2}) \) is an outer normal of \( (B_p^n)\delta \) at \( (1 + (1 + \psi_2(\delta))c_4\delta^{\frac{n-1}{p'}}) \). Similar to the proof of Part 2. of Lemma 4.2 one can show that
\[
\pm(1 + (1 + \psi_1(\delta))c_3\delta^{\frac{n-1}{p'}})^{-1} e_i \in \langle B_p^n \rangle \delta
\]
and
\[
\left(1 + (1 + \psi_2(\delta))c_4\delta^{\frac{n-1}{p'}}\right)^{-1} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \pm \varepsilon_i \in \langle B_p^n \rangle \delta.
\]
From this, we conclude.

\[\square\]

**Proposition 4.11** Let \( 2 \leq p < \infty \) and let \( c_2 \) be the constant of Lemma 4.10. Then we have
\[
\liminf_{\delta \to 0} \frac{\partial_p(\delta) - 1}{\delta^{n-1/p}} \geq c_2 = G_{\max} = G((n^{-1/p}, \ldots, n^{-1/p})) .
\]

**Proof.** Fix \( \delta' \geq 0 \) and let \( a_\delta \geq 1 \) be such that
\[
\frac{1}{a_\delta} (B_p^n) \delta \subseteq \langle B_p^n \rangle \delta' \subseteq a_\delta (B_p^n) \delta .
\]
From Lemma 4.10 we deduce that
\[
a_\delta \geq \max \left\{ \frac{1 - c_4\delta^{\frac{n}{p'}-1}(1 + \Phi_4(\delta') + 1 - c_1\delta^{\frac{n}{p'}-1}(1 + \Phi_1(\delta))}{1 - c_2\delta^{\frac{n}{p'}-1}(1 + \Phi_2(\delta))} , \frac{1 - c_3\delta^{\frac{n}{p'}-1}(1 + \Phi_3(\delta))}{1 - c_3\delta^{\frac{n}{p'}-1}(1 + \Phi_3(\delta))} \right\} .
\]

Since \( \frac{n-1}{n+1} < \frac{2}{n+1} < \frac{p'}{p-1} \), we may choose a fixed constant \( 1 < \alpha < \frac{2}{n+1} \cdot \frac{n-1+p'}{p'} \). As \( \alpha \frac{n-1+p'}{p'} < \frac{2}{n+1} \), we get for \( \delta' \geq \delta^\alpha \) that
\[
a_\delta \geq \frac{1 - c_4\delta^{\frac{n}{p'}-1}(1 + s_3(\delta))}{1 - c_3\delta^{\frac{n}{p'}-1}(1 + s_3(\delta))} = 1 + c_3\delta^{\frac{n}{p'-1}}(1 + o_\delta(1) + o_\delta(1)) \geq 1 + c_2\delta^{\frac{n}{p'-1}}(1 + o_\delta(1) + o_\delta(1)) .
\]
If \( \delta' \leq \delta^\alpha \) it follows that
\[
a_\delta \geq \frac{1 - c_4\delta^{\frac{n}{p'}-1}(1 + s_4(\delta'))}{1 - c_3\delta^{\frac{n}{p'-1}}(1 + s_2(\delta))} = 1 + c_2\delta^{\frac{n}{p'-1}}(1 + o_\delta(1) + o_\delta(1)) .
\]
We may assume without loss of generality that \( \delta' \) tends to zero as \( \delta \) tends to zero and hence,
\[
\lim_{\delta \to 0} \frac{a_\delta - 1}{\delta^{n-1/p}} \geq c_2 .
\]
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The last step is to prove that $G_{\text{max}} = G((n^{-1/p}, \ldots, n^{-1/p}))$. By Lemma 4.9, 
\[
\kappa(x) \frac{\pi}{\pi + \tau} = (p - 1) \frac{n - 1}{p} \prod_{i=1}^{n} |x_i|^{\frac{p-2}{p}}.
\]

The arithmetic geometric means inequality yields 
\[
\prod_{i=1}^{n} |x_i|^{\frac{p-2}{p}} = \left( \prod_{i=1}^{n} |x_i|^{p} \right)^{\frac{p-2}{p}} \leq \left( \frac{1}{n} \sum_{i=1}^{n} |x_i|^p \right)^{\frac{p-2}{p}} = n^{-\frac{n-1}{p+1}} \cdot \frac{n-1}{p}.
\]

with equality if and only if all $|x_i|$ are equal to $n^{-1/p}$.

□

**Proposition 4.12** Let $1 < p < 2$ and let $c_1$ be the constant from Lemma 4.10. We have 
\[
\liminf_{\delta \to 0} \frac{d_p(\delta) - 1}{\delta \frac{n-1}{n+1}} \geq c_1 \frac{(n - 1 + p) \frac{n-1}{n+p} \left( |B_{n+p}^n|_{n} \right)^{\frac{p}{n+p}}} {p \left( |B_{n-1}^{n-1}|_{n-1} \right)^{\frac{p}{n+p}}}.
\]

**Proof.** Similarly as in the previous proposition one argues that 
\[
a_\delta \geq \max \left[ \frac{1 - c_2 \delta \frac{p}{n+1} (1 + o_\delta(1))}{1 - c_3 \delta' \frac{n-1}{n+p}} \right).
\]

Note that we have $\frac{p}{n-1+p} < \frac{p'}{n-1+p'}$. We fix an $\alpha > 0$ with 
\[
\frac{p}{n-1+p} \cdot \frac{n-1+p'}{p'} < \alpha < \frac{p}{n-1+p} \cdot \frac{n+1}{2}
\]
and we conclude as in the previous proof by considering the two cases $\delta' \leq \delta^\alpha$ and $\delta' \geq \delta^\alpha$.

□
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