Constrained non-negative matrix factorization enabling real-time insights of in situ and high-throughput experiments
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Non-negative Matrix Factorization (NMF) methods offer an appealing unsupervised learning method for real-time analysis of streaming spectral data in time-sensitive data collection, such as in situ characterization of materials. However, canonical NMF methods are optimized to reconstruct a full dataset as closely as possible, with no underlying requirement that the reconstruction produces components or weights representative of the true physical processes. In this work, we demonstrate how constraining NMF weights or components, provided as known or assumed priors, can provide significant improvement in revealing true underlying phenomena. We present a PyTorch based method for efficiently applying constrained NMF and demonstrate this on several synthetic examples. When applied to streaming experimentally measured spectral data, an expert researcher-in-the-loop can provide and dynamically adjust the constraints. This set of interactive priors to the NMF model can, for example, contain known or identified independent components, as well as functional expectations about the mixing of components. We demonstrate this application on measured X-ray diffraction and pair distribution function data from in situ beamline experiments. Details of the method are described, and general guidance provided to employ constrained NMF in extraction of critical information and insights during in situ and high-throughput experiments.

I. INTRODUCTION

High-throughput1–6 and in situ7,8 analyses have become ubiquitous in modern materials discovery. Automation and engineering has increased capabilities for data streaming and in situ experimentation in many settings, including university laboratories,9 industrial research,10 and central facilities.11 This technological advancement opens up new opportunities for interrogating the dynamic processes of a system including phase transitions12 and reactive processes.7 Such opportunities bear the burden of an increased rate of data production, as well as a commensurate increase in the volume of data to process. For many experiments, these high-volume datasets require physically meaningful analysis to be performed in real-time. Diffraction experiments are a prototypical materials characterization technique that produce such data. X-ray diffraction (XRD) and pair distribution function (PDF) analysis are necessary for comprehending energy materials across batteries,13,14 catalysis,15,16 photovoltaics,17 and multiferroics.18 This challenge is most pressing at central facilities, which have the technological capacity to produce vast amounts of data across variable sample environments.

With the advances in accelerator technology achieved in recent decades, available photon flux at synchrotron X-ray light sources is increasing at a rate even faster than Moore’s law.17 With new beamlines capable of utilizing these record-breaking levels of brightness and resolution, scientists can now perform many of the critical high-throughput and in situ studies required to realize future energy technologies. Largely driven by these new capabilities, facilities are generating more data now than ever before. For example, at the National Synchrotron Light Source II (NSLS-II) produced over 1 PB of raw data in the last year, and that rate is expected to increase as the facility matures.11 Despite these huge data generation rates, however, approaches to data analysis have barely changed over time, with users often relying on methods and codes that are decades old. Consequently, data collected in seconds to minutes may take weeks or months of analysis to understand. Due to such limitations, conventional knowledge extraction is often divorced from the beamtime measurement process. This lack of real-time feedback can force users into ‘flying blind’ during their limited time at the beamline, leading to missed opportunities and mistakes.

This information bottleneck is most pronounced during diffraction experiments, where the atomic structure of a sample can be measured in fractions of a second, in both real (PDF) and reciprocal (XRD) space. Historically, such data are modeled using iterative refinement procedures such as Rietveld refinements to extract the relevant physical insights such as crystallographic phase, lattice constants, atomic positions, site occupancies, and atomic displacement parameters.19 As these refinements may take minutes to hours for a skilled expert to perform, they are daunting for technique novices and often do not scale well to large datastreams.20 While such full information extraction from the data can be performed a posteriori, users distinctly benefit from the extraction of critical information at-the-beamline, such as if the sample has undergone a sought transition or phase transformation.

Machine learning (ML) tools offer great promise for monitoring and analyzing large volumes of streaming data.11 These tools have been demonstrated for classifying diffraction patterns,21–28 or decomposing large datasets.22,25–33 Particularly, unsupervised learning is useful for offering rapid diagnostics and analysis without prior training.13,30,34 Because unsupervised decomposition—or data reduction—algorithms do not require any prior data labeling or expected phases, they are...
exceptionally useful for interpreting datasets where there are potentially new or unexpected phases. Two such algorithms, principle component analysis (PCA)\textsuperscript{12} and non-negative matrix factorization (NMF)\textsuperscript{9,34} have been employed to segregate components from diffraction datasets. The algorithms aim to describe a dataset of \( m \) experimental patterns (XRD or PDF) as a weighted linear composition of \( k \) fundamental components. Of these, NMF is particularly well suited to scattering data because its decomposition aligns with physics: the component signals are enforced to remain greater than or equal to zero, and are strictly additive to one another in the dataset reconstruction.

While NMF has the advantages of retaining the additive superposition and non-negativity of XRD and PDF, it comes with some significant drawbacks. Firstly, NMF is incapable of interpreting translational variance. Since the NMF model uses only a linear combination of components, a given component cannot effectively reproduce data that is identical except for translation. Unfortunately this is a common occurrence for XRD and PDF experiments due to thermal expansion, changes in nanostructure, and lattice strain due to Vergad’s law.\textsuperscript{30} Efforts to overcome this translation have included discarding translationally redundant components, although this requires additional hyperparameters for detecting the redundancy that are not effective across different experimental challenges.\textsuperscript{21,30} Furthermore, there is no unique set of components and weights that can satisfy the NP-hard optimization for the NMF decomposition. This means that the NMF result will vary based on random initialization, and is not guaranteed to converge to a local minimum for reconstruction error. Lastly, while non-negativity is a sensible constraint, it doesn’t require the resulting components to correspond to interpretable patterns nor the weights to carry any meaning with respect to volume fraction. It can be argued that there is a unique set of components in the analysis of diffraction data that is physically meaningful. Metropolis matrix factorization attempts to identify this unique set by constraining the constraining select components and finding the global optimum for the constrained decomposition.\textsuperscript{15,34} Although this approach is powerful, it remains too costly to run real-time during an measurement that is streaming data.

To successfully apply decomposition methods during a diffraction experiment, they must operate efficiently and resolve components and weights that are physically meaningful. Instead of simply finding the decomposition model that best fits the data, we need the most likely physical model that best fits the data. By increasing the likelihood that found components and weights are physically relevant to real chemical process occurring within the sample, it would present results in an immediately convincing representation to the researcher. For example, a sudden shift in weights between two components may suggest to a researcher that a second order phase transition has occurred during an experiment; however, if the researcher is presented with nonphysical components to inspect, they are far less likely to understand or trust the information even if it later proves true. Fortunately, the nature of these \textit{in situ} experiments typically follows a standard trajectory across a set of state variables, under which the sample begins read-

\section*{II. RESULTS AND DISCUSSION}

The goal of NMF is to find an \( m \times k \) non-negative matrix \( W \) of weights and a \( k \times n \) non-negative matrix \( H \) of components, to approximate a dataset \( X \approx WH \), where \( m \) is the number of patterns in a dataset, \( n \) is the number of points in a pattern, and \( k \) is the chosen number of components. The details of this optimization are presented in Section IV. We augmented this approach to allow the user — or an algorithm — to initialize any column of \( W \) or row of \( H \), and to subsequently constrain those vectors from being updated during the optimization. It is worth noting that the algorithm is often presented with the contents of \( W \) and \( H \) reversed; however, we find more intuitive to have \( W \) refer to weights.

\subsection*{A. Synthetic and experimental datasets}

To test the capabilities of canonical and constrained NMF, we assembled two synthetic datasets (Fig. 1). The first approach highlights a common case where two unique, overlapping, components will mix linearly with coefficients that sum to one. This occurs in binary mixtures when the measured response function is a molar weighted sum of the pure response functions, as is the case for diffraction. We represent this with two Gaussians mixed linearly, and include random noise in coefficients of mixing and the final functions. Under these circumstances, it is likely to know the weights of the individ-
Constraining weights with synthetic datasets

With the first synthetic dataset (Fig 1(a)) we demonstrated the challenge of retaining physically relevant components from NMF when the weights are readily available. This is a common situation in diffraction studies of variable composition or phase mixing, when other experimental information (preparation conditions or spectroscopy) will indicate the concentration of individual phases without specifying the diffraction patterns of the phases. We considered a continuous mixture of two Gaussian functions, where noise is added to the composition and to the final function. From this we can see the power of canonical NMF for dimensionality reduction and the benefit offered by constraints.

In decomposing the Gaussian dataset (Fig 1(a)) using canonical NMF, the reconstruction loss as defined by squared error (SE) (eq. 3) achieved a mean value (MSE) of 5.788 over the dataset. The common crystallographic metric of R-factor (eq. 6) was 0.066 for the reconstruction on average. The decomposition into two components created a model of the mixtures that fits the data well. Even though the learned components are similar to the true functions, their respective magnitudes are not obviously linked to the magnitudes of those functions (Fig 3d). Furthermore, the weights must compensate for this increased predicted magnitude, and inevitably over-fit the noise in the dataset and (Fig 3e). This is the expected behavior of NMF, but is naive to any prior knowledge or physical components a priori, but not necessarily the components themselves.

The second synthetic dataset contains three unique functions that are mixed non-monotonically as the dataset progresses. The three functions are a non-overlapping Lorentzian, and a Gaussian and box function that overlap to create non-differentiable result. This dataset explores a limiting and challenging use case for the underlying components, that can occur with a known mask or background augmentation. The weights represent commonly encountered ways that physical and chemical processes — and therefore components — can evolve naturally. This family of challenges highlights the scenario wherein a priori knowledge of one or all components exists, but not necessarily knowledge the weights.

We next examined to two distinct experimental challenges, analyzing the exceedingly subtle temperature driven phase transitions of barium titanate, and understanding the structural evolution of a salt, NaCl:CrCl₃, heated beyond its melting temperature. BaTiO₃ is a well studied material that has been used to probe the mechanism of ferroelectricity because its phase transitions exist at relatively low temperature. At high temperature, BaTiO₃ exists as a paraelectric phase, where on average the Ti atoms are octahedrally coordinated by six O atoms. At room temperature the average displacement of the Ti elongates along [001], resulting in a ferroelectric tetragonal phase. Further cooling results in an orthorhombic phase with polarization along the [011]. At low temperature the rhombohedral ground state is reached, with all Ti atoms polarized along the [111]. This symmetry breaking results in subtle peak splitting, which is further obfuscated by thermal expansion driven peak shifting (Fig. 2). The differences between patterns is so subtle that classification across these temperature-induced phase transitions is not possible considering only Rietveld refinements without expert intervention.

Contrary to changes in BaTiO₃, an crystalline–amorphous transition is abrupt and distinct. We used constrained NMF to understand the behavior of NaCl:CrCl₃ across a temperature range of 300–963 K, which included its melting transition (Fig. 2). These molten salts are of interest for the development of nuclear reactors. In this experiment there was a residual solid phase after the melting transition. Without any additional analysis, it remained unclear to the research team whether that solid was a distinct high-temperature phase or an experimental artefact. Together, these four datasets present the clear utility of constrained NMF for on-the-fly and in situ analysis of diffraction data.

FIG. 1. Example datasets used to demonstrate the capabilities of canonical and constrained NMF: (a) Two noisy Gaussian curves centered at 2.5 and -2.5 are mixed in linear combinations with coefficients that vary approximately, but not exactly, linearly across the dataset. (b) A Lorentzian centered at 3.0, a box function of width two centered at 5.0, and a Gaussian centered at 6.0 are mixed as linear combination with functionally varying weights across the dataset.

The weights represent a priori knowledge of one or all components, but not necessarily the components themselves. The second synthetic dataset contains three unique functions that are mixed non-monotonically as the dataset progresses. The three functions are a non-overlapping Lorentzian, and a Gaussian and box function that overlap to create non-differentiable result. This dataset explores a limiting and challenging use case for the underlying components, that can occur with a known mask or background augmentation. The weights represent commonly encountered ways that physical and chemical processes — and therefore components — can evolve naturally. This family of challenges highlights the scenario wherein a priori knowledge of one or all components exists, but not necessarily knowledge the weights.
FIG. 2. Constrained NMF was used to analyze two variable temperature diffraction datasets. (a) BaTiO$_3$ undergoes three phase transitions across the temperature range 150–450 K, that are imperceptible even to traditional refinement techniques. (b) NaCl:CrCl$_3$ diffraction was measured a temperature range of 300–963 K that included a melting transition and an anomalous high temperature solid phase (shown by the remaining sharp peaks above 650 K).

However, when we informed the NMF model with prior knowledge of weights, and constrained those weights, we constructed the most likely model that best fits the data. This resultant model successfully retains the physical significance on the weights and components. In this use case, the weights were limited to the coordinates of a simplex (that is, they sum to unity), and expected to vary linearly. By initializing the NMF with these exact weights, and constraining their update in the optimization algorithm, we created a decomposition with a MSE of 6.903 and mean R-factor 0.0722. By design these metrics are slightly worse than those for the canonical NMF because we do not allow the decomposition to over-fit the noise in the weights, which not exactly linear. This forces the weights to follow the prior and keeps the reconstruction robust to outliers. Importantly, the resulting components from the constrained NMF are physically meaningful with respect to the true function. In a crystallographic or spectroscopic context, this is important because peak intensity carries physical significance.

The results from this constrained NMF are obtained rapidly, and can be produced on-the-fly during measurement. The output components offer immediate insight into the underlying dataset, while depending on an physical approximate prior. These components can be used as starting conditions for exact refinement, such as a Rietveld refinement, of each pattern of a dataset of mixed Gaussian functions using constrained NMF. The weights of the decomposition were constrained to be linear with respect to the dataset index. The full dataset is shown in Figure 1(a). (d) Both the ordering and amplitude of the learned components successfully matches the ground truth functions. (e) By fixing the weights, they cannot match the non-linearity in the ground truth but serve as a physically meaningful approximation.

FIG. 3. The reconstruction of the (a) first, (b) median, and (c) last pattern of a dataset of mixed Gaussian functions using canonical NMF. The full dataset is shown in Figure 1(a). (d) Both the ordering and amplitude of the learned components fail to match the ground truth functions. (e) The learned weights compensate for this false magnitude and fit accurately to the non-linearity in the true weights.

FIG. 4. The reconstruction of the (a) first, (b) median, and (c) last pattern of a dataset of mixed Gaussian functions using constrained NMF. The weights of the decomposition were constrained to be linear with respect to the dataset index. The full dataset is shown in Figure 1(a). (d) Both the ordering and amplitude of the learned components successfully matches the ground truth functions. (e) By fixing the weights, they cannot match the non-linearity in the ground truth but serve as a physically meaningful approximation.
pattern or spectrum in a dataset. When analysis is less time-constrained, other methods for further tuning the optimization of constrained NMF can be explored with continual human input. Some such methods include using non-rigid constraints and Markov chain Monte Carlo optimization, which would enable a flexible, non-exact, linear prior.

C. Constraining components with synthetic datasets

As a second controlled example, we created a synthetic dataset from three diverse functions with smooth, non-monotonically varying weights in a linear combination (Fig 1b). Those functions included an overlapping box and Gaussian function, and a Lorentz function which does not overlap either. In this scenario, knowledge of any of these components significantly constrains the NP-hard optimization problem of NMF.

Unlike the previous example, this dataset was not effectively decomposed by canonical NMF. The resulting reconstruction MSE was 25.441 with a mean R-factor of 0.034. One reason for this failure was the non-differentiable box function. This property makes decomposition particularly challenging for the gradient descent methods used in the optimization. As shown in Figure 5d, the model found a local minimum in the optimization where the learned components were partial mixtures of the true components. This is both physically inaccurate and results in a poor reconstruction. In a case such as this, the decomposition from NMF results in a weak, non-physical, dimensionality reduction, which offers no new knowledge to the scientist.

Corollary to the previous example where prior knowledge of the weights enabled a physically meaningful extraction of components, when the components are fed to NMF as a prior to decompose these composite functions, we were able to extract the ground truth weights. As shown in Figure 5e, the weights are not trivial, and prior knowledge of the component functions enabled the model to learn those weights (Fig. 6). Again we see the rigidity of the priors ignoring the inherent noise, guiding the model away from overfitting. Yet, the constrained NMF outperformed canonical NMF even by the standard metrics (MSE=1.336, $\text{R-factor}=0.013$). This approach is also applicable if only some of the components are known (Fig. S1–6), albeit less robust for this use case. This suggest that a procedure which allows for iterative inclusion of more priors through human or automatic intervention would allow for the most complex datasets to be successfully resolved using constrained NMF.

D. Constraints enable physically meaningful phase segregation of BaTiO$_3$.

Following this validation of constrained NMF in controlled systems, we sought to test its ability to construct a meaningful decomposition in a subtle and challenging crystallographic problem with measured data. The BaTiO$_3$ dataset presented in Figure 2 contains four distinct phases across the temperature range measured. These transitions are subtle and not detectable considering traditional methods without expert intervention. Between these second order phase transitions, there is continuous peak shifting due to thermal expansion.

Canonical NMF is poorly suited to address translational variance (peak shifting) in decomposing a dataset into composite patterns. However, it was also incapable of identifying the clear second order phase transitions within the data.
Instead it learned mixtures of the true components as its pure components. From Figure 7b, one might falsely conclude that the high temperature phase (blue) increases approximately linearly in composition with temperature, or that there are three components which make up the low temperature phase. Despite this, the reconstruction loss from NMF was quite low with an MSE of 0.150 and a mean R-factor of 0.039. This demonstrates that canonical NMF is not well suited for crystallographic datasets with subtle transitions, a common case for diffraction studies.

We next considered constraining the components of NMF to extract a better, more physically realistic, decomposition of the BaTiO$_3$ dataset. We sought to approach this in a way that made no presumption of a specific phase, and only operated under the knowledge that the dataset was measured along a single state variable (temperature). Our synthetic experiment mixing diverse functions demonstrated that constraining all of the components led to the optimal solution, albeit partial constraints enabled the extraction of physically sensible intermediates. This concept has been demonstrated previously using different approaches on diffraction data.$^{34,39}$ To construct a physically meaningful solution without explicit knowledge of the underlying phases, we designed an iterative algorithm that wraps our constrained NMF to handle datasets over state variables such as temperature or composition.

The iterative application of constrained NMF automatically selects components to constrain, thus depending only on the user selected number of components. It begins by assuming the end members of a dataset (in this case lowest and highest temperature patterns) are unique, fixing those members as components, and optimizing a partially constrained NMF. In the limiting case of a rank 2 NMF, this amounts to combinatorial decomposition, which has been successful in interpreting PDF data.$^{12}$ When more components are desired, the algorithm chooses the most populated variable component, then finds the location where this component is most prevalent in the dataset. The next component is then fixed to the member at this location, and the NMF optimization proceeds with one additional constraint. This process continues until all members of the NMF are constrained. Critically for total scattering datasets, this results in weights that are bounded between 0 and 1, thus possessing a meaningful mapping to composition.

The automated, iterative, constrained NMF approached a similar reconstruction accuracy as the canonical NMF (MSE=0.349, < R–factor >=0.051). However, the resulting components and weights are immediately interpretable by the scientist. As the fixed components were chosen directly from the measured dataset, these can be used directly as reference diffraction patterns for pure phases (Fig. 8a). Furthermore, the weights can be interpreted as molar fractions, showing phase mixtures during transitions (Fig. 8b). The applications of constraints — even without prior knowledge of what those constraints should be — enabled a substantial improvement over canonical NMF, providing both physically meaningful components and weights.

There is still some room for improvement of this method. The transitions provided by the constrained NMF are still too gradual for second order phase transitions. While they occur in approximately the correct location, they indicate more mixing than is actually observed. This is a direct result of translation dependence of NMF: peak shifts in pure phases are likely cast as mixtures between minimally and maximally shifted components that are otherwise identical. Supervised or semi-supervised convolutional deep learning methods have exceeded this performance.$^{24,25,40}$ Nonetheless, to the authors’ knowledge this is the best performance of any fully unsupervised ML approach at segregating the phases in such a dataset.

E. Constraints enable physically meaningful in situ analysis of melting salts.

We then used the constrained NMF to monitor an experimental transition into an amorphous state with an unknown number of component phases. Canonical NMF behaves as expected with the same shortcomings we noted in the study of BaTiO$_3$. It elucidated the solid to amorphous phase boundary with a clear second order phase transition shown at 676 K (Fig. 9). The reconstruction MSE was 3.355 with a mean R-factor of 0.020. By integrating the NMF into data acquisition pipeline,$^{41}$ this enables the researcher to note the transition temperature on-the-fly; however, the canonical approach is
FIG. 8. Automated constrained NMF produces a physically meaningful decomposition of the variable temperature BaTiO$_3$ dataset (Fig. 2(a)). (a) The learned components correspond to the pure phases at the median temperatures where they are observed. (b) The resulting weights approximate mixing between phases and thermal expansion causing translational variance in the XRD patterns.

FIG. 9. Canonical NMF produces a confusing decomposition, offering limited clarity to the scientist. (a) The learned components are non-physical and cannot be interpreted as XRD patterns. (b) The learned weights provide little information beyond an abrupt change around 400 K.

FIG. 10. Following the loss curve of NMF with respect to the number of components shows diminishing returns around 4 components. Since this heuristic identification is subjective in nature, multiple instances of NMF can be run with a range of components.
low 400 K arises from the translational dependence of NMF: the algorithm compensates by considering two identical [besides shift] patterns at both ends of the relevant temperature range. From the rank-3 constrained NMF alone, we can see the gradual impact of thermal expansion followed by a second order transition where some of the material remained solid.

Considering higher orders of constrained NMF showed the uniqueness of the high temperature solid material, and further validated the assertion that smooth, linear variations of similar patterns are an indication of peak shifting. The rank-4 NMF extracts similar components as the rank-3, albeit with a new high temperature component to describe the fine structure observed after the transition temperature (Fig. 11c–d). This pattern (orange in Figure 11c) was a result of an amorphous background (later fully pronounced at high temperature in dark grey) and persistent, strained, crystallites of the original solid that had a preferred orientation with respect to the X-ray beam. Lastly, the rank-6 NMF (Fig. 11e–f) decomposed the dataset into the same components with an additional subdivision of the low temperature solid phase. This subdivision occurred at the midpoint of the previous two end members, demonstrating the behavior of the constrained NMF when compensating for pattern shift. This response to the imperceptible shift in the data is a useful and predictable benefit to the iterative and constrained approach: without translational invariance, this behavior enables the user to confidently note when components belong to the same, but shifting, phase.

The results of the constrained NMF for decomposing a variable temperature diffraction dataset are immediately more interpretable than a similar decomposition using canonical NMF (Fig 9). As with the BaTiO₃ example, the weights correspond to meaningful compositions. Without solid-solid phase transitions as seen with BaTiO₃, the linear response to pattern shifting is apparent. While this ameliorates a problem with NMF, a more ideal solution would be one which maps only one component to a single phase regardless of the translational variations which occur during an experiment. Moreover, the recognition of persistent solids by the NMF is useful for adjusting an experimental protocol on the fly. Through user or algorithm intervention, the identification of a second order transition could be used to slow the rate of temperature change, allowing the system time to equilibrate. In such experiments there is often a lag between the measured temperature and the material temperature, especially around a transition that involves latent heat. Indicating this transition on-the-fly enables a more robust and informative experiment.

III. CONCLUSIONS

Here we developed a constrained NMF approach that interprets streaming spectral data on-the-fly, promptly providing critical insight and analysis from time-sensitive experiments such as XRD and PDF. This approach efficiently handles the drastic increase in data generation rates — critical at modern beamlines — where conventional analysis approaches cannot keep up with the experimental pace required for optimized data collection. We demonstrated the advantages of using constrained NMF to aid in revealing subtle phase transitions of a ferroelectric perovskite and the identification of experimental complexities in molten salts. This approach leverages the combined capabilities of the computer and the researcher. Constrained NMF processes large datasets in an unsupervised fashion with an interactive prior: the intuition and decision making of the human-in-the-loop. Although applying constraints may cause the NMF model to create a worse reconstruction of the dataset, the additional prior information provided by constraints enables for a model that is more physically meaningful. These constraints can be chosen explicitly by the researcher, or by implicitly from the dataset by an algorithm. This gives the streaming analysis added value that cannot be expected from canonical NMF. Some overall limitations of NMF that still apply to constrained approaches are the inability to retain the partial translational invariance of XRD and PDF patterns, as well as other common aberrations that impact a pattern without impacting the underlying phase.²⁴,⁴⁰ Constrained NMF can be extended to a broad range of spectral applications such as X-ray photoelectron spectra, X-ray absorption near edge spectra, photoluminescence spectra, nuclear magnetic resonance spectra, or mass spectra.²⁴ The outputs can be interpreted asynchronously with supervised ML, and be used to inform adaptive experiments.⁴¹ Constrained NMF enables human-in-the-loop, informed, unsupervised learning. It maintains the agency of the researcher through leveraging of expertise, while producing real-time analysis and actionable results during an experiment.

IV. METHODS

A. NMF

Given a non-negative data matrix \( \mathbf{X} \) of dimensions \( m \times n \) — where \( m \) is the number of independent measurements and \( n \) is the length of the feature dimension — the goal of NMF is to find a factorization such that:

\[
\mathbf{X} \approx \mathbf{W}\mathbf{H},
\]

where \( \mathbf{W} \) and \( \mathbf{H} \) are non-negative matrices of dimension \( m \times k \) and \( k \times n \), respectively, and \( k \) is the user-specified number of components. As such, the problem reduces to solving:

\[
\min_{\mathbf{W} \in \mathbb{R}^{m \times k}, \mathbf{H} \in \mathbb{R}^{k \times n}} D(\mathbf{X}, \mathbf{W}\mathbf{H}) \quad \text{s.t.} \quad \mathbf{W} \geq 0, \mathbf{H} \geq 0,
\]

where \( D \) is a separable, positive measure of fit and the notation \( \mathbf{M} \geq 0 \) indicates non-negativity of the entries of matrix \( \mathbf{M} \).

We employ the \( \beta \)-divergence \( D_\beta \) as a loss function during minimization. The \( \beta \)-divergence is a popular cost function for NMF minimization parameterized by a single shape parameter \( \beta \). For the purposes of this study, we consider two special cases of the \( \beta \)-divergence — squared Euclidean distance, also known as the squared error (SE) (\( \beta = 2 \)):

\[
D_2(\mathbf{X}, \mathbf{X}') = \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{n} (X_{i,j} - X'_{i,j})^2,
\]
FIG. 11. Automated constrained NMF was run using 3-6 components asynchronously on the molten salt dataset. The learned components for the (a) 3, (c) 4, and (e) 6 component decompositions provide insight into thermal expansion, a phases present during the temperature ramp. The learned weights for the (b) 3, (d) 4, and (f) 6 component decompositions demonstrate the second-order phase transition, the characteristic response to thermal expansion, and persistence of a solid phase after 400 K.

and Kullback-Leibler divergence ($\beta = 1$):

$$D_1(X, X') = \sum_{i=1}^{m} \sum_{j=1}^{n} \left( X_{i,j} \log \frac{X_{i,j}}{X'_{i,j}} - X_{i,j} + X'_{i,j} \right),$$

though the methods presented here may generalize to any choice of $\beta$.

We employ the alternating non-negative least squares (ANLS) algorithm in order to minimize the $\beta$-divergence subject to NMF constraints. Briefly, this algorithm operates by alternately minimizing $D_\beta(X, WH)$ with respect to $W$ and $H$ under the constraints that all matrices remain non-negative. This can be solved by gradient descent with non-negativity constraints on parameter updates, as described in Algorithm 1:
Algorithm 1 Alternating non-negative least squares

1: procedure ANLS(X, W0, H0, β, λ1, λ2, iter, tol)
2: i ← 0, Lprev ← ∞, Δ ← ∞
3: W ← W0, H ← H0
4: while i < iter and Δ > tol do
5: X′ ← THRESHOLD(WH, 0, 10−8)
6: L ← Dβ(X, X′)
7: µW ← { ∑j∈SMj,1 Hj, if β = 1
8: W ← W · max(µW, −∂2L/∂Wj2), otherwise
9: )/ (µW + λ1 + λ2W)
10: Non-negative W update
11: L ← Dβ(X, X′)
12: µH ← { ∑i∈SMi,1 W1, if β = 1
13: H ← H · max(µH, −∂2L/∂Hj2), otherwise
14: )/ (µH + λ1 + λ2H)
15: Non-negative H update
16: i ← i + 1, Δ ← L − Lprev, Lprev ← L
17: end while
18: return W, H
19: end procedure

To allow for import of prior knowledge, Algorithm 1 allows for the user to supply initial values for W and H in the form of inputs W0 and H0. To fix certain columns of W or rows of H throughout optimization in order to reflect ground-truth knowledge, one may fix the gradients for known components to zero in the following manner:

$$\frac{\partial D_\beta}{\partial M_{i,j}} = 0 \ \forall \ M_{i,j} \in S_M,$$

where SM is the set of all known components of matrix M.

During the analysis of experimental results, we presented the MSE alongside the mean R-factor

$$R = \frac{\sum_{n=1}^{N} |X - WH|}{\sum_{n=1}^{N} |X|},$$

as a commonly used crystallographic metric.

Algorithm 1 has been implemented in PyTorch36,44 and is publicly available at https://github.com/bnl/pub-Maffettone_2021_04.

V. DATA AVAILABILITY

The data that support the findings of this study are available from the corresponding author upon reasonable request.
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FIG. 1. The reconstruction of the (a) first, (b) median, and (c) last pattern of a dataset of mixed Gaussian, Lorenzian, and box functions using constrained NMF. (d) Prior knowledge of the Gaussian function fixes one underlying component. (e) The learned weights are improved and create an better reconstruction of the dataset, than canonical NMF (MSE=13.314, R-factor=0.029).

FIG. 2. The reconstruction of the (a) first, (b) median, and (c) last pattern of a dataset of mixed Gaussian, Lorenzian, and box functions using constrained NMF. (d) Prior knowledge of the box function fixes one underlying component. (e) The learned weights are improved and create an better reconstruction of the dataset, than canonical NMF (MSE=27.959, R-factor=0.044).

I. PARTIALLY CONSTRAINING COMPONENTS WITH SYNTHETIC DATASETS

When considering the dataset shown in the main text Figure 1b, knowing even some of the underlying components increases the effectiveness of the NMF decomposition.
FIG. 3. The reconstruction of the (a) first, (b) median, and (c) last pattern of a dataset of mixed Gaussian, Lorenzian, and box functions using constrained NMF. (d) Prior knowledge of the Lorenzian function fixes one underlying component. (e) The learned weights are improved and create an better reconstruction of the dataset, than canonical NMF (MSE=3.838, R-factor=0.018).

FIG. 4. The reconstruction of the (a) first, (b) median, and (c) last pattern of a dataset of mixed Gaussian, Lorenzian, and box functions using constrained NMF. (d) Prior knowledge of the Gaussian and box functions fixes two underlying components. (e) The learned weights are improved and create an better reconstruction of the dataset, than canonical NMF (MSE=3.788, R-factor=0.020).

II. CONSTRAINTS ENABLE PHYSICALLY MEANINGFUL IN SITU ANALYSIS OF MELTING SALTS USING THE PAIR DISTRIBUTION FUNCTION

The results from the pair distribution function (PDF) analysis mirror that of the X-ray diffraction (XRD) results in the main text. The primary difference is the noise persistent in the resultant
FIG. 5. The reconstruction of the (a) first, (b) median, and (c) last pattern of a dataset of mixed Gaussian, Lorenzian, and box functions using constrained NMF. (d) Prior knowledge of the Gaussian and Lorenzian functions fixes two underlying components. (e) The learned weights are improved and create an better reconstruction of the dataset, than canonical NMF (MSE=1.752, R-factor=0.015).

FIG. 6. The reconstruction of the (a) first, (b) median, and (c) last pattern of a dataset of mixed Gaussian, Lorenzian, and box functions using constrained NMF. (d) Prior knowledge of the box and Lorenzian functions fixes two underlying components. (e) The learned weights are improved and create an better reconstruction of the dataset, than canonical NMF (MSE=2.159, R-factor=0.015).

components, which is necessary to recreate the dataset. Since PDF is a calculated function from the integrated total scattering, it requires an additional step in the data stream to reduce the reciprocal space function into a real space PDF. This imperfect data reduction on-the-fly created a lack of uniformity at large radii for the amorphous regions. In this case, the function \( G(r) \) was used, pre-processed for NMF by min-max normalization.
FIG. 7. Canonical NMF produces a confusing decomposition, offering limited clarity to the scientist. (a) The learned components are non-physical and cannot be interpreted as PDFs. (b) The learned weights provide little information beyond an abrupt change around 400 K.
FIG. 8. Automated constrained NMF was run using 3-6 components asynchronously on the molten salt dataset for PDFs. The learned components for the (a) 3, (c) 4, and (e) 6 component decompositions provide insight into thermal expansion, a phases present during the temperature ramp. The learned weights for the (b) 3, (d) 4, and (f) 6 component decompositions demonstrate the second-order phase transition, the characteristic response to thermal expansion, and persistence of a solid phase after 400 K.