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Abstract

Spectrally constrained sequences (SCSs) play an important role in modern communication and radar systems operating over non-contiguous spectrum. Despite numerous research attempts over the past years, very few works are known on the constructions of optimal SCSs with low cross-correlations. In this paper, we address such a major problem by introducing a unifying framework to construct unimodular SCS families using circular Florentine rectangles (CFRs) and interleaving techniques. By leveraging the uniform power allocation in the frequency domain for all the admissible carriers (a necessary condition for beating the existing periodic correlation lower bound of SCSs), we present a tighter correlation lower bound and show that it is achievable by our proposed SCS families including multiple SCS sets with zero correlation zone properties.
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I. INTRODUCTION

A. Background

Designing sequences with good correlation properties for various communication and radar systems has been a significant research topic for several decades. Specifically, sequences with low auto- and cross-correlations are highly desirable for a number of applications, such as active sensing, ranging, channel estimation, synchronization and spread spectrum communications, etc [1], [2]. Conventional sequences are typically designed with the assumption of contiguous spectral bands. Specifically, a separate contiguous spectral band is assigned to a communication or radar application with guard bands inserted at both ends so as to avoid interference from adjacent bands. However, such a luxury is hard to continue [3]. On one hand, modern communication and radar applications demand larger amount of spectral bands to provide higher data rates and/or enhanced sensing performances. On the other hand,
the current radio spectrum (particularly the sub-6 GHz band) is becoming increasingly congested and fragmented owing to the explosive growth of wireless applications and communication/sensing devices.

For increased spectral utilization efficiency, as an instance, an overlay cognitive radio network [4]–[6] keeps searching for unused spectral bands to serve new users (called secondary users), whilst ensuring minimal interference to the licensed users. When multiple secondary users are to be deployed over several non-contiguous frequency bands, SCSs with low cross-correlations are desired. Most of the known constructions of SCSs are obtained by numerical optimization. Two algorithms are developed in [7] to construct unimodular SCSs for applications in cognitive radar. [8] studied SCSs with both low autocorrelation and low peak-to-average power ratios using Gerchberg-Saxton (GS) algorithm [9]. [10] proposed fast Fourier transform (FFT) based SHAPE algorithm to design SCSs. The waveform trade-offs between the achievable signal to interference plus noise ratio, spectral shape, and the resulting autocorrelation function were studied in [11]. SCSs for cognitive code division multiple access communications were developed in [12] by time-frequency analysis. A remarkable progress was made in [13] by applying majorization-minimization technique to design SCSs.

SCSs with good correlation properties are also useful in attaining random access over non-contiguous spectrum. In a cellular network, the physical random access channel (PRACH) conveys uplink synchronization signals in order to establish an initial access from a user equipment (UE) to a base station (BS) [14]. The network should support multiple PRACH signals, which are preamble sequences, to enable simultaneous detection of multiple UEs accessing the network. In order for the BS to correctly detect multiple preambles and to estimate their timing for synchronization, the preambles should have low auto- and cross-correlation properties over certain range of access delays in the same cell. Besides, the cross-correlations of multiple preambles from distinct cells, also known as inter-set correlations, should be as small as possible to suppress/mitigate the interference between different cells. In LTE and 5G New Radio systems, the preambles are constructed from Zadoff-Chu (ZC) sequences with different cyclic shifts and root indices. Some sequence families with similar properties have been reported in the literature (see [15], [16], [17] and references therein). However, these sequences are all designed over contiguous spectral bands. In addition, most available sequences are contiguous which are inapplicable in some non-contiguous spectral scenarios, such as the interlaced transmission of 3GPP LTE enhanced licensed-assisted access (eLAA) and New Radio (NR) in unlicensed bands. In 3GPP 5G NR R16, the physical uplink control channels (PUCCH) formats can be extended to the interlaced transmission for unlicensed bands [18]. To satisfy such requirement of non-contiguous spectral applications, Sahin and Yang proposed a general construction of Golay complementary pairs (GCPs) in [19] which can cater for both contiguous and non-contiguous spectrum bands. Recently, a new construction of non-contiguous complementary sequences has been developed in [20] for more flexible resource allocation in the frequency domain. In general, however, there is a paucity of sequences which can be used in such spectrally constrained applications. By contrast, this paper is mainly concerned with the multiple SCS sets with optimal inter-set cross-correlation which may be used to implement the detection and timing estimation in a spectrally constrained communication scenario.
B. Motivations and Contributions

It is noted that many well-known correlation lower bounds, such as Welch bounds [21], Sarwate bounds [22], and Tang-Fan-Matsufuji bounds [23], are applicable to traditional sequences with contiguous spectral bands only. A correlation lower bound to measure the optimality of SCSs was first derived in [24]. Such a bound was generalized and extended in [25] by convex optimization in the frequency domain for single- and multi-channel SCSs. For SCSs with zero power leakage over all the forbidden frequency slots (i.e., sometimes also called carriers in this paper), it is shown in [25] that the corresponding periodic correlation lower bound is met with equality if and only if uniform power allocation is applied to those admissible frequency slots. By leveraging this condition, we aim to go one step further to tighten that periodic correlation lower bound. The key observation behind the derivation is that uniform power allocation over all the admissible carriers yields a constant sum of correlation squares when all the typical time-shifts are counted. Such an observation allows us to differentiate the auto- and cross-correlation lower bounds of SCSs separately for a tighter lower bound (see Theorem 1 and Theorem 2).

As far as the systematic constructions of optimal SCSs are concerned, to the best of our knowledge, [24] pioneered the first ZCZ SCS family by allocating a comb-like sequence in the frequency domain. In 2018, [25] constructed SCSs with minimum autocorrelation values by judiciously choosing certain ternary frequency-domain duals with zero periodic autocorrelation sidelobes. Recently, [26] proposed an analytical construction of single-channel polyphase SCS families whose maximum periodic correlation magnitude asymptotically achieves the correlation lower bound derived in [25]. However, the size of that sequence family is at most the minimal prime factor of the sequence period.

Motivated by [25] and [26], we first propose a novel construction of SCSs by applying circular Florentine rectangles (CFRs) in the time domain. Florentine rectangles are a combinatorial concept which has been extensively studied since 1989 [27]–[30]. Florentine rectangles of order $k \times n$, are a special class of matrices having $k$ rows each of which contains $n$ distinct symbols exactly once and for any pair of distinct symbols $(a, b)$ and $1 \leq m < n$, there is at most one row for which $b$ is $m$ steps right to $a$. A CFR is defined when circular rows are considered [30]. With the aid of CFRs, we show that the set size of the proposed SCS family is larger than that in [26] while maintaining the minimum correlation magnitude, making it closer to the lower bound in [25] (see Theorem 3 and Theorem 4). In addition, we design a generic framework through interleaving technique in the frequency domain (see Section V). By selecting the base sequence appropriately, some known SCS families can be obtained by our framework. Interestingly, by applying the inverse of CFRs in the frequency domain, we obtain new SCSs with low correlation and more flexible forbidden frequency slots (see Construction 2–4). It is worth mentioning that traditional designs can only produce a small number of sequences because of the linear structure used. By leveraging the combinatorial structure of CFRs, our constructions lead to large-sized SCSs for the support of more users. In addition, analytical construction of SCSs with flexible spectral null constraints structure and low-correlation properties is challenging due to a paucity of effective tools. In view of this, we show that new spectral null constraints can be supported by the proposed construction combining interleaving and cyclic difference sets (see Theorem 6 and Theorem 7). In particular, among these new constructions, we obtain multiple SCS sets with ZCZ properties meeting both the set
size upper bound (derived based on [24]) and our improved inter-set correlation lower bound of SCSs. Finally, we summarize the main results of this paper in Fig. 1 in order to illustrate their inter-connections. For example, the arrow below Theorem 3 in the Fig. 1 means that Construction 1 achieves the lower bound in Theorem 2 through Theorem 3. The same can be said for Theorem 4, Theorem 5, Theorem 6 and Theorem 7. More information is also provided in the subsequent constructions, theorems and remarks.

C. Organization

The rest of the paper is organised as follows. In Section II, we revisit some preliminary definitions, introduce the concepts of SCSs and CFRs. Also, we review several properties and constructions of CFRs in the literature. In Section III, we revisit some known bounds of SCSs proposed in [24] and [25], and then derive an improved lower bound for minimum cross-correlation of multiple SCS sets. Section IV proposes new optimal SCS families using CFRs in the time domain. In Section V, we carry out time-frequency analysis under a newly proposed unifying framework for the design of novel SCS families. In Section VI, some optimal SCS sets are presented by our framework, including optimal multiple ZCZ SCS sets meeting the improved lower bounds. Finally, we conclude the paper in Section VII.

II. Preliminaries

Before we begin, let us define the notations that we will be used throughout this paper.

- $L$ is an integer.
- $\mathbb{Z}_L$ denotes the ring of integers modulo $L$. 
The periodic cross-correlation function (PCCF) between $C\_\text{C}$ where $C\_\text{Z}$ sequence set with $Z\_\text{CZ}$ width $Z\_\text{CZ}$ sequence set and each sequence of $C\_\text{C}$ is said to be an $(M, L, Z)$-ZCZ sequence set with ZCZ width $Z$, if it satisfies the following conditions:

\[
\theta_{C_j}(\tau) = 0, \quad \text{for } 0 \leq i < M \text{ and } 0 < \tau < Z;
\]

\[
\theta_{C_i, C_j}(\tau) = 0, \quad \text{for } 0 \leq i \neq j < M \text{ and } 0 \leq \tau < Z.
\]

A. Multiple Spectrally Null Constrained Sequences

Let $\mathcal{C}$ be a set of $K$ sequence sets, each consisting of $M$ sequences of length-$L$, i.e., $\mathcal{C} = \{C^0, C^1, \ldots, C^{K-1}\}$, where $C^i = \{C^i_0, C^i_1, \ldots, C^i_{M-1}\}$ and $C^j = \{c^j_0, c^j_1, \ldots, c^j_{L-1}\}$ denotes the $j$-th constituent sequence of the $i$-th set and each sequence of $C^i$ has identical energy of $L$, i.e., $\|C^i_j\|_F^2 = L$. Unimodular sequences are desired as they lead to improved power transmission efficiency. Let us consider a cognitive radio/radar system. The entire spectrum is assumed to be divided into $L$ carriers. Let $[d_0, d_1, \ldots, d_{L-1}]$ denote a “carrier marking vector” which displays the status of all carriers of the system. To be specific, $d_t = 1$ if the $t$-th carrier is available, otherwise, $d_t = 0$. Let $\Omega$ denotes the “spectral constraint”, the set of all forbidden carrier positions, i.e., $\Omega = \{t : d_t = 0, t \in \mathbb{Z}_L\}$. Formally, for any sequence $C^i_j$ in $\mathcal{C}$, denote $\hat{C}^i_j = [\hat{c}^i_{j,0}, \hat{c}^i_{j,1}, \ldots, \hat{c}^i_{j,L-1}]$ its frequency domain dual sequence. For minimum integrated correlation squares of SCSs, it is shown in [25] that uniform power allocation should be adopted to all the admissible carriers (i.e., carriers whose positions are complementary to that of the forbidden carriers). Throughout this paper, we consider such a setting for power allocation. We also assume that all the sequences in an SCS
set follow the same spectral-null constraint. Therefore, we consider the SCS set $C$ which satisfies the following condition:

$$|\tilde{c}_{i,j,k}|^2 = \begin{cases} \frac{L}{L-|\Omega|}, & k \notin \Omega; \\
0, & k \in \Omega; \end{cases} \quad (3)$$

for any $0 \leq i \leq K - 1$, $0 \leq j \leq M - 1$.

B. Interleaving Technique

Following the terminology in [2], let $A$ be an $M \times N$ matrix as follows:

$$A = \begin{bmatrix} a_{0,0} & a_{0,1} & \cdots & a_{0,N-1} \\
\vdots & \vdots & & \vdots \\
a_{M-1,0} & a_{M-1,1} & \cdots & a_{M-1,N-1} \end{bmatrix}_{M \times N} \quad (4)$$

Then the interleaving sequence of $A$, denoted by $A = [a_0, a_1, \ldots, a_{MN-1}]$ is a length-$MN$ sequence constructed by concatenating the rows of $A$. In other words,

$$a_{Mi+j} = a_{i,j}, \quad \text{for } 0 \leq i < M, \ 0 \leq j < N. \quad (5)$$

Here, $A$ is called the base matrix of $A$.

C. Difference Sets

In this subsection, we give the definition of cyclic difference set over $\mathbb{Z}_v$ as follows. For any subset $D = \{d_0, d_1, \ldots, d_{k-1}\} \in \mathbb{Z}_v$, the difference function of $D$ is defined as

$$d_D(\varepsilon) = |(\varepsilon + D) \cap D|, \ \varepsilon \in \mathbb{Z}_v. \quad (6)$$

Then $D$ is said to be a $(v, k, \lambda)$ cyclic difference set if and only if $d_D(\varepsilon)$ takes on the value $\lambda$ for $v-1$ times when $\varepsilon$ ranges over the nonzero elements of $\mathbb{Z}_v$.

D. Circular Florentine Rectangles

In this subsection, we introduce the definition of CFRs which is available in the literature [28], [30].

**Definition 3:** A Tuscan-$k$ rectangle of order $r \times N$ has $r$ rows and $N$ columns such that

C1: Each row is a permutation of the $N$ symbols and

C2: For any two distinct symbols $a$ and $b$ and for each $1 \leq m \leq k$, there is at most one row in which $b$ is $m$ steps to the right of $a$.

When $k = N - 1$, it is called a Tuscan-$(N - 1)$ rectangle or Florentine rectangle. When the circularly-shifted versions of the rows of a Florentine rectangle satisfying the condition that $b$ is $N - m$ steps to the right of $a$ is equivalent to the fact that $b$ is $m$ steps to the left of $a$, it is called a CFR. Recently, Zhang and Helleseth defined the CFRs by using matrix notation in [31]. Each row, denoted by $\pi_i$ for $0 \leq i \leq r - 1$, is a permutation of $\mathbb{Z}_N$. The property C2 is equivalent to that, for each $m \neq 0 \mod N$, $(\pi_i(x), \pi_i(x + m)) = (\pi_j(y), \pi_j(y + m))$ if and
The following matrix is an example of a $4 \times 15$ CFR.

\[
\begin{bmatrix}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 \\
0 & 7 & 1 & 8 & 2 & 12 & 3 & 11 & 9 & 4 & 13 & 5 & 14 & 6 & 10 \\
0 & 4 & 11 & 7 & 10 & 1 & 13 & 9 & 5 & 8 & 3 & 6 & 2 & 14 & 12 \\
0 & 13 & 7 & 2 & 11 & 6 & 14 & 10 & 3 & 5 & 12 & 9 & 1 & 4 & 8 
\end{bmatrix}.
\]

For each positive integer $N \geq 2$, we denote by $\tilde{F}(N)$ the maximum number of rows such that an $\tilde{F}(N) \times N$ CFR exists. Some known results of $\tilde{F}(N)$ are given in the following lemma.

**Lemma 1 ([28], [30]):** For $N \geq 2$, we have the following bounds for $\tilde{F}(N)$:

- $\tilde{F}(N) = 1$ when $N$ is even,
- $p - 1 \leq \tilde{F}(N) \leq N - 1$, where $p$ is the smallest prime factor of $N$,
- $\tilde{F}(N) = N - 1$ when $N$ is a prime,
- $\tilde{F}(N) \leq N - 3$ when $N \equiv 15 \text{ mod } 18$.

**Lemma 2 ([30]):** Let $p$ be an odd prime integer. Then the multiplication table of $\mathbb{Z}_p$, without the upper all-zero row, is a $(p - 1) \times p$ CFR. This also implies that for $N = p$, where $p$ is an odd prime, $\tilde{F}(N) = p - 1$.

In this paper, we are interested in the bounds on $\tilde{F}(N)$, because they determine the set size of an asymptotically optimal set to be developed in a later part of this paper. In Table I, some possible values of $\tilde{F}(N)$ are given based on the results given in [28].

To proceed, let us present the following lemmas which are useful for our subsequent proof.

**Lemma 3:** Let $\mathcal{A}$ be an $M \times N$ CFR on $\mathbb{Z}_N$. Then each row, denoted by $\pi_i$ for $0 \leq i \leq M - 1$, is a permutation of $\mathbb{Z}_N$. For $0 \leq i \neq r \leq M - 1$, $\pi_i(t) = \pi_r(t + l')$ exactly has one solution for each $0 \leq l' \leq N - 1$.

**Proof:** Based on the definition of CFR, for each $l \neq 0 \text{ mod } n$, we have $(\pi_i(j), \pi_i(j + l)) = (\pi_r(k), \pi_r(k + l))$ if and only if $i = r$ and $j = k$. Assume there exists $l'$ such that $\pi_i(t) = \pi_r(t + l')$ for $i \neq r$ has two solutions $t_1$ and $t_2$. Then we obtain $\pi_i(t_1) = \pi_r(t_1 + l')$ and $\pi_i(t_2) = \pi_r(t_2 + l')$. Hence, $(\pi_i(t_1), \pi_i(t_2)) = $

\begin{table}[h]
\centering
\caption{Possible values of $\tilde{F}(N)$ for various odd-composite $N$ [28].}
\begin{tabular}{|c|c|c|c|}
\hline
$N$ & Possible value of $\tilde{F}(N)$ & $N$ & Possible value of $\tilde{F}(N)$ \\
\hline
9 & 2 & 45 & 2, \ldots, 43 \\
15 & 4 & 49 & 6, \ldots, 48 \\
21 & 5, \ldots, 19 & 51 & 2, \ldots, 48 \\
25 & 4, \ldots, 24 & 55 & 4, \ldots, 54 \\
27 & 4, \ldots, 26 & 57 & 7, \ldots, 55 \\
33 & 3, \ldots, 30 & 63 & 6, \ldots, 62 \\
35 & 4, \ldots, 33 & 65 & 4, \ldots, 63 \\
39 & 3, \ldots, 38 & 69 & 2, \ldots, 66 \\
\hline
\end{tabular}
\end{table}
Lemma 3: Within the maximum range of interest \( \tau \) for \( i \neq r \), which leads to a contradiction. Therefore, we have \(|\{t : \pi_i(t) = \pi_r(t + l')\}| \leq 1\) for each \( 0 \leq l' \leq N - 1 \). Since \( \pi_i \) and \( \pi_r \) are permutations of \( \mathbb{Z}_N \), we have \( \sum_{l'=0}^{N-1} |\{t : \pi_i(t) = \pi_r(t + l')\}| = N \). Hence, \(|\{t : \pi_i(t) = \pi_r(t + l')\}| = 1\) for each \( 0 \leq l' \leq N - 1 \). Then the result follows.

Lemma 4: In the context of the symbols in Lemma 3, let \( \pi_i^{-1} \) be the inverse of \( \pi_i \) for \( 0 \leq i \leq M - 1 \), then \( \pi_i^{-1} \) is a permutation of \( \mathbb{Z}_N \), and \( \pi_i^{-1} - \pi_r^{-1} \) is still a permutation of \( \mathbb{Z}_N \) if \( 0 \leq i \neq r \leq M - 1 \).

Proof: Obviously, \( \pi_i^{-1} \) is a permutation of \( \mathbb{Z}_N \) due to \( \pi_i \) is a permutation of \( \mathbb{Z}_N \). To prove \( \pi_i^{-1} - \pi_r^{-1} \) is a permutation of \( \mathbb{Z}_N \) is equivalent to prove

\[
(\pi_i^{-1} - \pi_r^{-1})(x) \neq (\pi_i^{-1} - \pi_r^{-1})(y), \quad \text{for any } 0 \leq x \neq y \leq N - 1.
\]

Suppose there exists a pair \((x, y)\) with \( 0 \leq x \neq y \leq N - 1 \), such that \((\pi_i^{-1} - \pi_r^{-1})(x) = (\pi_i^{-1} - \pi_r^{-1})(y)\). Then we have \(\pi_i^{-1}(x) - \pi_r^{-1}(x) \equiv \pi_i^{-1}(y) - \pi_r^{-1}(y) \equiv k \) (mod \(N\)) for an integer \(k \in \mathbb{Z}_n\). Let \(\pi_i^{-1}(x) = a, \pi_r^{-1}(y) = b\), we have

\[
\begin{align*}
\pi_i(a) &= \pi_i(a + k) = x, \\
\pi_i(b) &= \pi_i(b + k) = y.
\end{align*}
\]

Since \(\pi_r^{-1}\) is a permutation and \(x \neq y\), we have \(a \neq b\). Hence, \(\pi_r(t) = \pi_i(t + k)\) has two solutions. Which is contradict to Lemma 3. The result then follows.

III. STRENGTHENED PERIODIC CORRELATION LOWER BOUNDS OF SCSs

Let \( \mathcal{C} = \{C_0, C_1, \ldots, C_{M-1}\} \) be a set consisting of \( M \) sequences of length \( L \). Consider the integer time delay \( \tau \) within the maximum range of interest \( L_{CZ} \). Define

\[
\theta_a(\mathcal{C}) = \max \{|\theta_{C_i}(\tau)| : 0 \leq i < M, 0 < \tau < L_{CZ}\},
\]

\[
\theta_c(\mathcal{C}) = \max \{|\theta_{C_i, C_j}(\tau)| : 0 \leq i \neq j < M, 0 \leq \tau < L_{CZ}\}.
\]

Then the maximum periodic correlation magnitude is defined as

\[
\theta_{\text{max}}(\mathcal{C}) = \max \{\theta_a(\mathcal{C}), \theta_c(\mathcal{C})\}.
\]

For multiple sets \( \mathcal{C} = \{C^0, C^1, \ldots, C^{K-1}\} \), it can be similarly defined that \( \theta_a(\mathcal{C}) = \max \{\theta_{\text{max}}(C^i) : 0 \leq i < K\} \),

\[
\theta_c(\mathcal{C}) = \max \{|\theta_{C_i, C_j}(\tau)| : 0 \leq i \neq j < K, 0 \leq l, m < M, 0 \leq \tau < L_{CZ}\} \quad \text{and} \quad \theta_{\text{max}}(\mathcal{C}) = \max \{\theta_a(\mathcal{C}), \theta_c(\mathcal{C})\}.
\]

Numerous research on single SCS set, which can be seen as a special case of multiple SCS sets with each set containing one sequence, attempts over the past years.

In 2011, [24] derived a relation between \( \theta_a(\mathcal{C}) \) and \( \theta_c(\mathcal{C}) \) as follows:

\[
(L_{CZ} - 1)\theta_a^2(\mathcal{C}) + (M - 1)L_{CZ}\theta_c^2(\mathcal{C}) + L^2 \geq ML^2L_{CZ} \frac{L}{L-n},
\]

where \(|\Omega| = n\) (i.e., \(\Omega\) contains \(n\) elements). In particular, let \(\theta_a(\mathcal{C}) = \theta_c(\mathcal{C}) = 0\), we obtain the tradeoff among the parameters of any ZCZ SCS set below

\[
(L - n) \geq MZ.
\]
By setting $L_{CZ} = L$, a generalized periodic correlation lower bound has been developed in [25], which includes the zero power leakage as a special case as shown below:

**Lemma 5:** Let $C$ be an SCS family described as above, and $\theta_{\text{max}}(C)$ be its maximum periodic correlation magnitude. Then

$$\theta_{\text{max}}(C) \geq \theta_{\text{opti}}(C) = L \cdot \sqrt{\frac{(M-1)L + n}{L-n}(ML-1)}.$$  \hspace{1cm} (11)

We call an SCS family $C$ optimal if $\theta_{\text{max}}(C) = \theta_{\text{opti}}(C)$. An SCS family $C$ is called asymptotically optimal if

$$\lim_{L \to \infty} \frac{\theta_{\text{max}}(C)}{\theta_{\text{opti}}(C)} = 1.$$

Next, we propose an improved lower bound of $\theta_a$ and $\theta_c$ for SCSs. The key idea of the technique is to make full use of fact that uniform power allocation is adopted over all the admissible carriers.

**Theorem 1:** For any $(M, L, \theta_{\text{max}})$ SCS family $C$, we have

$$\theta_a \geq L \sqrt{\frac{n}{(L-n)(L-1)}}, \quad \theta_c \geq \frac{L}{\sqrt{L-n}}.$$  \hspace{1cm} (12)

**Proof:** For any $C_i, C_j \in C$, we have

$$\sum_{\tau=0}^{L-1} |\theta_{C_i,C_j}(\tau)|^2 = \sum_{\tau=0}^{L-1} \sum_{f=0}^{L-1} \sum_{f'=0}^{L-1} |\hat{c}_{i,f}\hat{c}_{j,f'}^*\omega_L^{-f\tau}|^2 = \sum_{f,f'=0}^{L-1} \sum_{\tau=0}^{L-1} \omega_L^{(f'-f)\tau} = L \sum_{f=0}^{L-1} |\hat{c}_{i,f}|^2 |\hat{c}_{j,f'}|^2 = \frac{L^3}{L-n}. \hspace{1cm} (12)$$

Then the results follow from

$$\theta_a \geq \sqrt{\frac{\sum_{\tau=0}^{L-1} |\theta_{C_i,C_j}(\tau)|^2}{L-1}}, \quad \theta_c \geq \sqrt{\frac{\sum_{\tau=0}^{L-1} |\theta_{C_i,C_j}(\tau)|^2}{L}}.$$

**Remark 1:** By Theorem 1, adding the two inequalities, we have

$$\theta_a^2(L-1) + \theta_c^2(M-1) \geq \frac{L^2(ML-L+n)}{L-n}.$$  \hspace{1cm} (13)

The lower bound in (13) is equivalent to (12) in [24], i.e.,

$$(L_{CZ}-1)\theta_a^2 + (M-1)L_{CZ}\theta_c^2 + L^2 \geq \frac{ML^2L_{CZ}}{L-n},$$

when $L_{CZ} = L$. (13) is also equivalent to the classical Sarwate-bound if $n = 0$. When we set $\theta_a = \theta_c = \theta_{\text{max}}$, (13) will be reduced to inequality (44) in [25], e.g.,

$$\theta_{\text{max}} \geq L \cdot \sqrt{\frac{(M-1)L + n}{(L-n)(ML-1)}}.$$
Based on Theorem 1, we obtain a lower bound of cross-correlation between different SCS families for multiple SCS sets as follow. To the best of our knowledge, Theorem 2 is the first lower bound of inter-set cross-correlation for multiple SCS sets.

**Theorem 2:** Let $\mathcal{C} = \{C^0, C^1, \ldots, C^{K-1}\}$ be a set of $K$ SCS sets, each consisting of $M$ sequences of length $L$, then we have

$$\theta_c(\mathcal{C}) \geq \frac{L}{\sqrt{L-n}}. \quad (14)$$

**IV. PROPOSED CONSTRUCTION OF ASYMPTOTICALLY OPTIMAL SCS USING CFRS**

In this section, we propose a direct construction of a set of SCSs with asymptotically optimal correlation. These SCS sets have potential applications such as synchroniztion and channel estimation in cognitive networks.

**Construction 1:** Consider any odd positive integer $N \geq 2$, for which an $\tilde{F}(N) \times N$ Florentine rectangle $\mathcal{A}$ exists over $\mathbb{Z}_N$. Also let $\pi_k$ be a permutation over $\mathbb{Z}_N$ for $0 \leq k < \tilde{F}(N)$, defined as above, which satisfies Lemma 3. Let $\mathcal{C} = \{C^0, C^1, \ldots, C^{\tilde{F}(N)-1}\}$ be a set of $\tilde{F}(N)$ sequence sets, each containing a single sequence of length $L = N(N+1)$, i.e.,

$$C^m = [c^m_1, c^m_2, \ldots, c^m_{L-1}]_{1 \times L}, \quad 0 \leq m < \tilde{F}(N), \quad (15)$$

where

$$c^m_i = \omega^{\pi_m((i)_N) \cdot i}, \quad 0 \leq i < L. \quad (16)$$

For the sequence set generated in Construction 1 we have the following theorem.

**Theorem 3:** $\mathcal{C}$ described in Construction 1 is an SCS family over alphabet $\mathbb{Z}_{N+1}$ having the following properties:

1) $\theta_n(\mathcal{C}) = \theta_c(\mathcal{C}) = \theta_{\max}(\mathcal{C}) = N + 1$.
2) The spectral constraint set $\Omega$ for $\mathcal{C}$ is $\Omega = \{1 + a(N + 1) : a \in \mathbb{Z}_N\}$.

**Proof:** By Construction 1, $\mathcal{C}$ contains $\tilde{F}(N)$ sequence sets each containing single sequence of length $L$. We prove the properties of $\mathcal{C}$ as follows:

1) Let $C^m$ and $C^{m'}$, for $0 \leq m, m' < \tilde{F}(N)$, be two sequences in $\mathcal{C}$. We have

$$\theta_{C^m, C^{m'}}(\tau) = \sum_{i=0}^{L-1} c^m_i \cdot (c^{m'}_{i+\tau})^*$$

$$= \sum_{i=0}^{N(N+1)-1} \omega^{\pi_m((i)_N) \cdot i - \pi_m'((i+\tau)_N) \cdot (i+\tau)}$$

$$= \sum_{i=0}^{N-1} \omega^{-\pi_m((i_0+\tau_0)_N) \cdot \tau_1} \sum_{i_1=0}^{N} \omega^{-\pi_m((i_0+\tau_0)_N) \cdot \tau_1}, \quad (17)$$

where $i_0 = (i)_N$, $i_1 = (i)_{N+1}$, $\tau_0 = (\tau)_N$, and $\tau_1 = (\tau)_{N+1}$. We have the following cases.

Case 1: When $m = m'$, $\tau_0 = 0$ and $\tau_1 \neq 0$, (17) becomes

$$\theta_{C^m}(\tau) = (N + 1) \cdot \sum_{i_0=0}^{N-1} \omega^{-\pi_m((i_0)_N) \cdot \tau_1}. \quad (18)$$
As per Lemma 3, \( \pi_m((i_0)_N) \) is a permutation on \( \mathbb{Z}_N \). Hence,

\[
\sum_{i_0=0}^{N-1} \omega_{N+1}^{-\pi_m((i_0)_N) \cdot \tau_1} = -\omega_{N+1}^{- \tau_1}.
\]

Therefore, we have \( |\theta_{C_m}(\tau)| = N + 1 \).

Case 2: When \( m = m' \) and \( \tau_0 \neq 0 \), (17) becomes

\[
\sum_{i_0=0}^{N-1} \omega_{N+1}^{-\pi_m((i_0+\tau_0)_N) \cdot \tau_1} \cdot \sum_{i_1=0}^{N-1} \omega_{N+1}^{-\pi_m((i_0+\tau_0)_N) \cdot \tau_1} = 0.
\]

Note that for \( \tau_0 \neq 0 \), \( (\pi_m((i_0)_N) \neq \pi_m((i_0 + \tau_0)_N)) \), since \( \pi_m(i_0) \) is a permutation on \( \mathbb{Z}_N \). Then

\[
\sum_{i_1=0}^{N} \omega_{N+1}^{(\pi_m((i_0)_N) - \pi_m((i_0 + \tau_0)_N)) \cdot \tau_1} = 0.
\]

Therefore, \( |\theta_{C_m}(\tau)| = 0 \).

Case 3: When \( m \neq m' \), then from (17) we have

\[
\sum_{i_0=0}^{N-1} \omega_{N+1}^{-\pi_m((i_0+\tau_0)_N) \cdot \tau_1} \cdot \sum_{i_1=0}^{N-1} \omega_{N+1}^{-\pi_m((i_0+\tau_0)_N) \cdot \tau_1} = 0.
\]

Recall that permutations \( \pi_m \) and \( \pi_m' \) satisfy Lemma 3. Hence, \( \pi_m((i_0)_N) = \pi_m((i_0 + \tau_0)_N) \) for any \( 0 \leq (i_0)_N < N, 0 \leq (i_0 + \tau_0)_N < N, m \neq m' \) has at most one solution. Therefore, if there is no solution, then \( |\theta_{C_m, C_{m'}}(\tau)| = 0 \). If there is one solution, say \( i_0' \), with \( 0 \leq (i_0')_N < N, 0 \leq (i_0' + \tau_0)_N < N \), then we have

\[
\theta_{C_m, C_{m'}}(\tau) = (N + 1) \cdot \omega_{N+1}^{-\pi_m((i_0'+\tau_0)_N) \cdot \tau_1} + \sum_{i_0=0}^{N-1} \omega_{N+1}^{-\pi_m((i_0+\tau_0)_N) \cdot \tau_1} \cdot \sum_{i_1=0}^{N-1} \omega_{N+1}^{-\pi_m((i_0+\tau_0)_N) \cdot \tau_1} = (N + 1) \cdot \omega_{N+1}^{-\pi_m((i_0'+\tau_0)_N) \cdot \tau_1}.
\]

Hence, \( |\theta_{C_m, C_{m'}}(\tau)| = N + 1 \). Observing the three cases above, we conclude that \( \theta_{\text{max}}(C) = N + 1 \).

2) We now show that the spectral constraint set \( \Omega \) for \( C \) is \( \Omega = \{1 + a(N + 1) : a \in \mathbb{Z}_N\} \).

Let \( \widehat{C}^m \) for \( 0 \leq m < \widehat{F}(N) \) be the frequency domain dual corresponding to the sequence sets \( C^m \) in \( C \), where \( \widehat{C}^m = [\widehat{c}_0^m, \widehat{c}_1^m, \ldots, \widehat{c}_{L-1}^m] = [c_0^m, c_1^m, \ldots, c_{L-1}^m] \cdot \frac{1}{\sqrt{L}} \mathcal{F}_L \). Then, for \( 0 \leq j < L \) we have

\[
\widehat{c}_j = \frac{1}{\sqrt{L}} \sum_{i=0}^{L-1} c_i^m \cdot f_{i,j} = \frac{1}{\sqrt{L}} \sum_{i=0}^{L-1} \omega_{N+1}^{\pi_m((i)_N) \cdot i} \cdot f_{i,j} = \frac{1}{\sqrt{N(N+1)}} \sum_{i=0}^{N(N+1)-1} \omega_{N+1}^{\pi_m((i)_N) \cdot i} \cdot \omega_{N(N+1)}^{-ij} = \frac{1}{\sqrt{N(N+1)}} \sum_{i=0}^{N-1} \sum_{i_1=0}^{N} \omega_{N(N+1)}^{(N \pi_m(i_0) - j) \cdot (N+i_1+i_0)} = \frac{1}{\sqrt{N(N+1)}} \sum_{i=0}^{N-1} \sum_{i_1=0}^{N} \omega_{N(N+1)}^{(N \pi_m(i_0) - j) \cdot i_1}.
\]
where \( i_0 = (i)_{N} \) and \( i_1 = [i/N] \). Since \( \pi_m(i_0) \) for \( 0 \leq i_0 < N \) is a permutation on \( \mathbb{Z}_N \), we have \( \{(N \cdot \pi_m(i_0))_{(N+1)} : i_0 \in \mathbb{Z}_N\} = \mathbb{Z}_{N+1} \setminus \{1\} \). Therefore when \( j \in \{1 + a(N + 1) : a \in \mathbb{Z}_N\} \), one has \( ((N \cdot \pi_m(i_0) - j))_{N+1} \neq 0 \) for any \( 0 \leq i_0 < N \). In this case \( \tilde{c}_j^m = 0 \) holds for \( \sum_{i_1=0}^{N} (N \cdot \pi_m(i_0) - j)_{i_1} = 0 \) in (24). Otherwise, there is only one solution \( 0 \leq i'_0 < N \) such that \( ((N \cdot \pi_m(i'_0) - j))_{N+1} = 0 \). Then, from (24), we get

\[
\tilde{c}_j^m = \frac{1}{\sqrt{N(N+1)}} \omega_{N(N+1)}^{(N \cdot \pi_m(i'_0) - j)} i'_0 \cdot (N+1)
\]

(25)

Therefore, \( \sum_{m=0}^{K-1} |\tilde{c}_j^m|^2 = 0 \) for all \( j \in \Omega \), where \( \Omega = \{1 + a(N + 1) : a \in \mathbb{Z}_N\} \). Hence, \( \mathcal{C} \) is a SCS family with spectrall-null constraint \( \Omega \).

**Theorem 4:** The proposed SCS family \( \mathcal{C} \) in Theorem 3 is optimal with respect to the lower bound in Theorem 2. Besides, the SCS family is asymptotically optimal with respect to (11) when \( \lim_{N \to \infty} \tilde{F}(N) = \infty \).

**Proof:** By Theorem 2, we have

\[
\theta_c \geq \frac{N(N+1)}{\sqrt{N(N+1) - N}} = N + 1.
\]

Hence, the SCS family \( \mathcal{C} \) has optimal cross-correlation. By (11), we have

\[
\theta_{\text{max}}(\mathcal{C}) \geq \theta_{\text{opti}}(\mathcal{C}) = L \cdot \sqrt{\frac{(K-1)L + n}{(L-n)(KL-1)}}.
\]

(26)

The resultant sequence family of our construction have \( K = \tilde{F}(N), n = N, L = N(N+1) \).

Denote the optimality factor by \( \eta \), i.e.

\[
\eta = \frac{\theta_{\text{max}}(\mathcal{C})}{\theta_{\text{opti}}(\mathcal{C})}.
\]

(27)

We have

\[
\eta = \sqrt{\frac{N+1}{N(N+1)}} \sqrt{\frac{(\tilde{F}(N) - 1)N(N+1) + N}{(F(N) - 1)N(N+1) - N}}
\]

\[
= \sqrt{\frac{1}{(F(N) - 1)N(N+1) + N} + \frac{N(N+1)}{(F(N) - 1)N(N+1) + N}}
\]

\[
= \sqrt{1 - \frac{1}{(F(N) - 1)N + 1} + \frac{1}{1 + \frac{1}{N+1}}}
\]

(28)

So, if \( \lim_{N \to \infty} \tilde{F}(N) = \infty \), we have

\[
\lim_{N \to \infty} \eta = 1.
\]

(29)

Hence the resultant SCSs are asymptotically optimal. This completes the proof.

**Corollary 1:** The proposed SCS family \( \mathcal{C} \) in Theorem 3 is asymptotically optimal when

1) \( N = p, \) where \( p \) is prime.
TABLE II: Possible values of $\tilde{F}(N)$ for various odd-composite $N$.

| $N$ | Length of seq. | $\tilde{F}(N)$ | $\theta_{\text{max}}$ | $\theta_{\text{ojo}}$ | $\eta$ | $\eta$ in [26] |
|-----|----------------|----------------|----------------------|----------------------|-------|---------------|
| 15  | 240            | $\geq 4$       | 16                   | $\geq 14.0073$       | $\leq 1.1423$ | 1.3706       |
| 21  | 462            | $\geq 5$       | 22                   | $\geq 19.7932$       | $\leq 1.1115$ | 1.3824       |
| 25  | 650            | $\geq 4$       | 26                   | $\geq 22.6649$       | $\leq 1.1471$ | 1.1471       |
| 27  | 756            | $\geq 4$       | 28                   | $\geq 24.3967$       | $\leq 1.1477$ | 1.3892       |
| 33  | 1122           | $\geq 3$       | 34                   | $\geq 27.9684$       | $\leq 1.2157$ | 1.3936       |
| 35  | 1260           | $\geq 4$       | 36                   | $\geq 31.3240$       | $\leq 1.1493$ | 1.1493       |
| 39  | 1560           | $\geq 3$       | 40                   | $\geq 32.8669$       | $\leq 1.2170$ | 1.3966       |
| 45  | 2070           | $\geq 2$       | 46                   | $\geq 32.8825$       | $\leq 1.3989$ | 1.3989       |
| 49  | 2450           | $\geq 6$       | 50                   | $\geq 45.7363$       | $\leq 1.0932$ | 1.0932       |
| 51  | 2652           | $\geq 2$       | 52                   | $\geq 37.1249$       | $\leq 1.4007$ | 1.4007       |
| 55  | 3080           | $\geq 4$       | 56                   | $\geq 48.6435$       | $\leq 1.1512$ | 1.1512       |
| 57  | 3306           | $\geq 7$       | 58                   | $\geq 53.7758$       | $\leq 1.0786$ | 1.4021       |
| 63  | 4032           | $\geq 6$       | 64                   | $\geq 58.5162$       | $\leq 1.0937$ | 1.4032       |
| 69  | 4830           | $\geq 2$       | 70                   | $\geq 49.8524$       | $\leq 1.4041$ | 1.4041       |

2) $N = p(p + k)$, where $p$ and $p + k$ are prime for some integers $k$.

3) $N = \prod_{i=1}^{h} (m + k_i)$, where $m + k_1, \ldots, m + k_h$ are prime and $\mathcal{H} = \{k_1, \ldots, k_h\}$ of distinct nonnegative integers satisfies the ‘admissible’ condition in [33].

**Proof:**

1) When $N = p$, the result follows from Lemma 2 and Theorem 2.

2) When $N = p(p + k)$, by Zhang’s groundbreaking work [32], there exist infinite prime numbers $p$ such that $p, p + k$ are prime for some integers $k \leq 7 \times 10^7$. Recently this bound has been tightened to $k \leq 246$. Hence, there exists integer $k \leq 246$ meeting the condition. Specially, if the twin-prime conjecture holds, we can choose $k = 2$. Then we have $\lim_{N \to \infty} \tilde{F}(N) = \sqrt{N} = \infty$, the result follows from Theorem 2.

3) When $N = \prod_{i=1}^{h} (m + k_i)$, by Maynard’s work [33], the prime $k$-tuples conjecture holds for a positive proportion of admissible $k$-tuples. Hence, there exist infinite positive numbers $m$ such that $m + k_i$ are prime. Then we have $\lim_{N \to \infty} \tilde{F}(N) = \sqrt{N} = \infty$. The result then follows from Theorem 2.

**Remark 2:** Since systematic constructions of CFRs for all matrix orders are not available and the availability of CFRs are highly based on computer search results, we calculate the maximum value of the optimality factor $\eta$ in Table II, for the available values of $\tilde{F}(N)$ under different values of $N$, given in Table I. As we can see in Table II, the minimum possible values of $\tilde{F}(N)$ hugely improves the value of the optimality factor $\eta$, compared to the previous results available in [26]. In particular, when $N$ is prime, we have $\tilde{F}(N) = p - 1$ and the $\theta_{\text{max}}(\mathcal{C})$ is extremely close to the lower bound in Lemma 5.

**Example 1:** Consider $N = 15$. By using the $4 \times 15$ CFR given in (6) in Construction 1, we get $\mathcal{C} = \{C^0, C^1, C^2, C^3\}$, where each $C^m$ for $0 \leq m \leq 3$, consists of a single sequence of length 240 and the elements are defined as per (16). A glimpse of the autocorrelation and cross-correlation of the generated sequences in time
domain in shown is the first two sub-plots of Fig. 2. As shown in Fig. 2, $\theta_{\text{max}}(\mathcal{C}) = 16$.

Let $\hat{c}_m$ be the frequency domain dual of the sequence set $\mathcal{C}^m$ for $0 \leq m \leq 3$. Here the magnitudes of $\hat{c}_j^m$ for $0 \leq m \leq 3$ are

$$|\hat{c}_j^m| = \begin{cases} 0 & \text{for } j \in \Omega, \\ \sqrt{\frac{16}{15}} & \text{for } j \notin \Omega, \end{cases}$$

where $\Omega = \{1, 17, 33, 49, 65, 81, 97, 113, 129, 145, 161, 177, 193, 209, 225\}$ is the spectral-null constraint. The third sub-plot of Fig. 2 shows a glimpse of the magnitudes of $\hat{c}_j^m$. Hence, $\sum_{m=0}^{3} |\hat{c}_j^m|^2 = 0$ for all $j \in \Omega$. Therefore, $\mathcal{C}$ is an SCS family with spectral-null constraint $\Omega$.

V. PROPOSED UNIFYING FRAMEWORK OF SCS SETS BASED ON INTERLEAVING TECHNIQUES

In the constructions reported in [26] and the sequences reported in Construction 1, for a length $N(N+1)$ sequence, forbidden carrier positions are drawn from the set $\Omega = \{1 + a(N+1) : a \in \mathbb{Z}_N\}$. In this section, we will...
introduce an important construction framework, with which we can have more flexible forbidden carrier positions. Besides, multiple SCS sets with ZCZ can also be obtained by the framework.

**Proposed Unifying Framework**

- Construct $M$ matrices $A^i$, $0 \leq i < M$, of order $N \times N$, as follows

$$A^i = \begin{bmatrix}
    a^i_{0,0} & a^i_{0,1} & \cdots & a^i_{0,N-1} \\
    a^i_{1,0} & a^i_{1,1} & \cdots & a^i_{1,N-1} \\
    \vdots & \vdots & \ddots & \vdots \\
    a^i_{N-1,0} & a^i_{N-1,1} & \cdots & a^i_{N-1,N-1}
\end{bmatrix}_{N \times N}$$

(31)

where the elements of this matrix $A^i$ will be carefully designed in the sequel.

- Let $P = N + T$ where $T$ is a positive integer. Assuming $Z = 0_{N \times 1}$ is inserted at the $s_i$-th column, $i = 0, 1, \cdots, l - 1$, and all $s_i$ form a subset $I$ of $Z_P$, obviously $T = |I|$. Define $Z_P \setminus I = \{l_0, \cdots, l_{N-1}\}$ with $l_0 < \cdots < l_{N-1}$, the $i$-th base matrix $B^i$ of order $N \times P$ is given by $B^i = \left(b^i_{j,k}\right)_{N \times P}$, where

$$b^i_{j,k} = \begin{cases} 
    a^i_{j,t}, & \text{if } k = l_t; \\
    0, & \text{if } k \in I.
\end{cases}$$

(32)

- Let $\widehat{U}^i = [\widehat{u}^i_0, \widehat{u}^i_1, \cdots, \widehat{u}^i_{N-1}]$ be the interleaved sequences of $B^i$ with length $NP$ in the frequency domain, i.e.,

$$\widehat{a}^i_n = b^i_{r,s} \text{ for } r = \left\lfloor \frac{n}{P} \right\rfloor, s = n - Pr \text{ and } 0 \leq n < NP.$$  

(33)

Then the sequence set $\mathcal{U} = \{U^0, U^1, \ldots, U^{M-1}\}$, the collection of corresponding time-domain sequence of $\widehat{U}^i$, is an SCS set, having the following properties:

1) The spectral constraint set $\Omega = \{s + aP : s \in I, a \in \mathbb{Z}_N\}$.

2) The auto-correlation of each SCS $U^i$ is given as

$$\theta_{U^i}(\tau) = \begin{cases} 
    NP, & \text{if } \tau = 0; \\
    P \sum_{t \in \mathbb{Z}_P \setminus I} \omega^0_{nP}, & \text{if } \tau = Nb \text{ with } P \nmid b; \\
    0, & \text{otherwise}.
\end{cases}$$

(34)

3) The cross-correlation between $U^{i_1}$ and $U^{i_2}$ is given as follow

$$\theta_{U^{i_1}, U^{i_2}}(\tau) = \sum_{n=0}^{NP-1} \widehat{u}^{i_1}_n (\widehat{u}^{i_2}_n)^* \omega_{NP}^{nP\tau}$$

$$= \sum_{r=0}^{N-1} \sum_{s=0}^{P-1} \widehat{u}^{i_1}_{Pr+s} (\widehat{u}^{i_2}_{Pr+s})^* \omega_{NP}^{(Pr+s)\tau}$$

$$= \sum_{r=0}^{P-1} \omega_{NP}^{P\tau} \sum_{s=0}^{N-1} b^{i_1}_{r,s} b^{i_2}_{r,s}^* \omega_{N}^{s\tau}.$$

(35)

4) The element of time domain sequence is given as

$$u^i_t = \frac{1}{\sqrt{L}} \sum_{n=0}^{L-1} \widehat{u}^i_n \omega_n^t = \frac{1}{\sqrt{L}} \sum_{s=0}^{P-1} \omega_{NP}^{s\tau} \sum_{r=0}^{N-1} b^i_{r,s} \omega_{N}^{s\tau}. $$

(36)
Note that, SCS sets generated by the above framework are capable of supporting more flexible spectral holes, whereas the correlations and element magnitudes are dependent on the base matrices. By choosing appropriate base matrices, some unimodular SCS sets with optimal correlation properties will be presented subsequently. In addition, we design optimal multiple ZCZ SCS sets by choosing special base matrices.

VI. SOME OPTIMAL SCS SETS DERIVED FROM THE UNIFYING FRAMEWORK

A. SCS Sets with Flexible Spectrum Constraints

Construction 2: Given an $M \times N$ CFR $F$, let us consider an $M \times N$ matrix $G = (g_{i,j})_{M \times N}$, where $g_{i,j} = \pi_i^{-1}(j)$ and $\pi_i$ is the $i$-th row of $F$. Let $P = N + 1$ and $L = PN$, which is a special case for the proposed unifying framework with $T = 1$. Define

$$a_{j,k}^i = \frac{P}{N} \omega_N^j g_{i,k}. \quad (37)$$

By using our framework, we have

$$b_{j,k}^i = \begin{cases} a_{j,k}^i \omega_{N}^{k g_{i,k}} & \text{if } k < s_0; \\ 0 & \text{if } k = s_0; \\ a_{j,k-1}^i \omega_{N}^{k g_{i,k-1}} & \text{if } k > s_0. \end{cases} \quad (38)$$

Using $M$ base matrices $B^i$, let us construct $M$ interleaved sequences $\hat{U}^i = [\hat{u}^i_0, \hat{u}^i_1, \ldots, \hat{u}^i_{PN-1}]$ which is defined as equation (33). For the corresponding time domain sequences of $\hat{U}^i$, we have the following theorem.

Theorem 5: The sequence set $U = \{U^0, U^1, \ldots, U^{M-1}\}$ defined in Construction 2, where $U^i = \hat{U}^i$, is an unimodular SCS with alphabet size less than $P$, having the following properties:

1) $\theta_a(U) = \theta_c(U) = \theta_{\max}(U) = N + 1.$

2) The spectral constraint set $\Omega = \{s_0 + a(N + 1) : a \in \mathbb{Z}_N\}$.

Proof: First, let us prove the second part of the theorem. Since we have assumed that for $0 \leq i < M$ the base matrix $B^i$ have zero column $Z$ at the $s_0$-th column for each $i$. Therefore, as per the proposed construction, the constructed interleaved sequences $\hat{U}^i$ corresponding to the base matrix $B^i$ will have zero at the positions $Pr + s_0$, $0 \leq r < N$, $0 \leq s_0 < P$. In other words, for each $i$ with $0 \leq i < M$,

$$\hat{u}^i_{(N+1)r+s_0} = 0. \quad (39)$$

Therefore, $\sum_{i=0}^{M-1}|\hat{u}^i_j|^2 = 0$ for all $j \in \Omega$, where $\Omega = \{s_0 + a(N + 1) : a \in \mathbb{Z}_N\}$. Hence, $U$ is an SCS with spectral-null constraint $\Omega$. For all $0 \leq i < M$, when $j \notin \Omega$, we also have from (37) and (38),

$$|\hat{u}^i_j| = \sqrt{\frac{P}{N}} = \sqrt{\frac{N + 1}{N}}. \quad (40)$$
Next, we prove the first part of the theorem. Let \(0 \leq i_1, i_2 < M\) and \(U^{i_1}\) and \(U^{i_2}\) be two time domain sequences corresponding to the frequency domain sequences \(\hat{U}^{i_1}\) and \(\hat{U}^{i_2}\), respectively. Then we have for \(0 \leq \tau < NP\)

\[
\theta_{U^{i_1}, U^{i_2}}(\tau) = \sum_{n=0}^{NP-1} \hat{u}_n \left(\hat{u}_n^{i_2}\right)^* \omega_N^{n\tau} \\
= \sum_{r=0}^{N-1} \sum_{s=0}^{P-1} \hat{u}_{Pr+s} \left(\hat{u}_{Pr+s}^{i_2}\right)^* \omega_N^{Pr+s\tau} \\
= \sum_{s=0}^{P-1} \sum_{r=0}^{N-1} \hat{b}_{r,s}^{i_1} \hat{b}_{r,s}^{i_2}^* \omega_N^{s\tau} \\
= \sum_{s=0}^{P-1} \sum_{r=0}^{N-1} \hat{b}_{r,s}^{i_1} \hat{b}_{r,s}^{i_2}^* \omega_N^{s\tau} + \sum_{r=0}^{P-1} \sum_{s=0}^{N-1} \hat{b}_{r,s}^{i_1} \hat{b}_{r,s-1}^{i_2}^* \omega_N^{(Pr+s)\tau}. 
\] (41)

We have the following cases. For \(0 \leq i_1 = i_2 < M\) and \(\tau = 0\), we have from (41) and (37)

\[
\theta_{U^{i_1}}(0) = \sum_{s=0}^{s_0-1} \sum_{r=0}^{N-1} a_{r,s}^{i_1} a_{r,s}^{i_1} + \sum_{s=s_0}^{N-1} \sum_{r=0}^{N-1} a_{r,s}^{i_1} a_{r,s-1}^{i_1} \\
= \frac{P}{N} \left[ \sum_{s=0}^{s_0-1} \sum_{r=0}^{N-1} \omega_N^{Pr(g_{1,s}-g_{1,s-1})+s(g_{1,s}-g_{1,s-1})} + \sum_{s=s_0+1}^{N-1} \sum_{r=0}^{P-1} \omega_N^{Pr(g_{1,s-1}-g_{1,s-1})+s(g_{1,s-1}-g_{1,s-1})} \right] \\
= \frac{P}{N} \left[ s_0N + (N-s_0)N \right] = PN. 
\] (42)

For \(0 \leq i_1 = i_2 < M\) and \(0 < \tau < NP\), we have from (41) and (37)

\[
\theta_{U^{i_1}}(\tau) = \sum_{s=0}^{s_0-1} \sum_{r=0}^{N-1} \omega_N^{Pr(g_{1,s}-g_{1,s-1})+s(g_{1,s}-g_{1,s-1})} + \sum_{s=s_0+1}^{N-1} \sum_{r=0}^{P-1} \omega_N^{Pr(g_{1,s-1}-g_{1,s-1})+s(g_{1,s-1}-g_{1,s-1})} \omega_N^{s\tau} \\
= \frac{P}{N} \left[ \sum_{s=0}^{s_0-1} \sum_{r=0}^{N-1} \omega_N^{Pr(g_{1,s}-g_{1,s-1})+s(g_{1,s}-g_{1,s-1})} \omega_N^{s\tau} + \sum_{s=s_0+1}^{N-1} \sum_{r=0}^{P-1} \omega_N^{Pr(g_{1,s-1}-g_{1,s-1})+s(g_{1,s-1}-g_{1,s-1})} \omega_N^{s\tau} \right]. 
\] (43)

When \(\tau = bn\) for some integer \(b\), i.e., when \(\tau < NP\) is a multiple of \(N\), then we have from (43)

\[
|\theta_{U^{i_1}}(\tau)| = \frac{P}{N} \left[ N \left( \sum_{s=0}^{s_0-1} \omega_N^{Pr} + \sum_{s=s_0+1}^{P-1} \omega_N^{Pr} \right) \right] \\
= P|\omega_N^{sn_0b}| = P. 
\] (44)

For other non-zero \(\tau\), since \(\sum_{r=0}^{N-1} \omega_N^{\tau r} = 0\), we have from (43) \(|\theta_{U^{i_1}}(\tau)| = 0\).
Next, for $0 \leq i_1 \neq i_2 < M$, we have from (41) and (37)
\[
\theta_{U^{i_1,U^{i_2}}} (\tau)
= \frac{P}{N} \left[ \sum_{s=0}^{s_0-1} \omega_N s \sum_{r=0}^{N-1} \frac{Pr(g_{i_1,s} - g_{i_2,s} + r(g_{i_1,s} - g_{i_2,s})) \omega_N^r}{\omega_N^s} 
+ \sum_{s=s_0+1}^{P-1} \omega_N s \sum_{r=0}^{N-1} \frac{Pr(g_{i_1,s-1} - g_{i_2,s-1} + r(g_{i_1,s-1} - g_{i_2,s-1})) \omega_N^r}{\omega_N^s} \right]
\] 
\[= \frac{P}{N} \left[ \sum_{s=0}^{s_0-1} \omega_N s \sum_{r=0}^{N-1} \frac{r(g_{i_1,s} - g_{i_2,s} + \tau)}{\omega_N^s} 
+ \sum_{s=s_0+1}^{N-1} \omega_N s \sum_{r=0}^{N-1} \frac{s+1)(g_{i_1,s} - g_{i_2,s} + \tau)}{\omega_N^s} \right].
\]

By Lemma 4, we assert that $\pi^{-1}_{i_1} - \pi^{-1}_{i_2}$ is a permutation of $\mathbb{Z}_N$. Hence, $g_{i_1,s} - g_{i_2,s} + \tau \equiv 0 \pmod{N}$ exactly has one solution for $s \neq s_0$, say $s'$. If $g_{i_1,s} - g_{i_2,s} + \tau \not\equiv 0 \pmod{N}$, then $\sum_{r=0}^{N-1} \omega_N^{r(g_{i_1,s} - g_{i_2,s})} = 0$. Hence, if $s' < s_0$, then we have from (45)
\[
|\theta_{U^{i_1,U^{i_2}}} (\tau)| = \frac{P}{N} |N + 0| = P.
\]
Similarly, when $s' > s_0$, we have
\[
|\theta_{U^{i_1,U^{i_2}}} (\tau)| = \frac{P}{N} |0 + N| = P.
\]
Hence, observing the cases above, we conclude that $\theta_{\max}(\Omega) = P = N + 1$.

In the end, we prove $U^i$ is a unimodular sequence. By the inverse Fourier transform, we have
\[
u^i_n = \frac{1}{\sqrt{L}} \sum_{i=0}^{L-1} \tilde{u}_i^i \omega_L^t = \frac{1}{\sqrt{L}} \sum_{s=0}^{s_0-1} \omega_N s \sum_{r=0}^{N-1} \frac{b_{r,s} \omega_N^r}{\omega_N^s} + \sum_{s=s_0+1}^{P-1} \omega_N s \sum_{r=0}^{N-1} \frac{a_{r,s-1} \omega_N^r}{\omega_N^s}
\] 
\[= \frac{1}{N} \left[ \sum_{s=0}^{s_0-1} \omega_N s \sum_{r=0}^{N-1} \frac{r(g_{i,s} + t)}{\omega_N^s} + \sum_{s=s_0+1}^{N-1} \omega_N s \sum_{r=0}^{N-1} \frac{(s+1)(g_{i,s} + t)}{\omega_N^s} \right].
\]

Based on Lemma 4, $g_{i,s} + t \equiv 0 \pmod{N}$ exactly has one solution for $s \in \mathbb{Z}_N$. Hence, $|\nu^i_n| = 1$ for any $t \in \mathbb{Z}_L$.

Example 2: Let $F$ be the $4 \times 15$ CFR given in (6). Here $M = 4$, $N = 15$, $P = N + 1 = 16$, and $L = NP = 240$. Let us choose $0 \leq s_0 < P = 16$, arbitrarily, say, $s_0 = 7$. Then, according to Construction 2, we get $\Omega = \{\mathcal{U}^0, \mathcal{U}^1, \ldots, \mathcal{U}^3\}$, where each of the $\mathcal{U}^i$ for $0 \leq i < 4$, consists of a single sequence of length 240, constructed by interleaving the base matrix $\mathcal{B}^i$ of order $15 \times 16$, as described in our framework. A glimpse of the autocorrelation and cross-correlation of the generated sequences in time domain is shown in the first two sub-plots of Fig. 3. As shown in Fig. 3, $\theta_{\max}(\mathcal{C}) = 16$.

As described in (33), the spectrum of the elements $\hat{u}_n^i$ of the frequency domain sequences $\tilde{U}^i$ for $0 \leq i < 4$ are
\[
|\hat{u}_n^i| = \begin{cases} 0 & \text{for } n \in \Omega, \\ \sqrt{\frac{16}{15}} & \text{for } n \notin \Omega, \end{cases}
\]
Fig. 3: Illustrative plots of periodic auto- and cross-correlation magnitudes and a frequency-domain dual of the SCS family developed in Example 2.

where $\Omega = \{7, 23, 39, 55, 71, 87, 103, 119, 135, 151, 167, 183, 199, 215, 231\}$ is the spectral-null constraint.

The third sub-plot of Fig. 3 shows a glimpse of the magnitudes of $u_n^i$. Hence, $\sum_{n=0}^{3} |u_n^i|^2 = 0$ for all $n \in \Omega$. Therefore, $\{\xi\}$ is an SCS family with spectral-null constraint $\Omega$.

Based on the above discussion and the lower bound in Lemma 5, the correlation properties of the designed SCS family are closely related to spectral-null constraint $\Omega$. In fact, one can insert more spectral hole at a slight sacrifice of sequence autocorrelation. Next we present a generalization of Construction 2, which provide more flexible spectral-null constraint $\Omega$.

**Construction 3:** (Generalization of Construction 2) Let $P = N + T$ where $T$ is a positive integer and the elements $a_{jk}^i$ of $A^i$ are defined by (37). Define

$$b_{j,k}^i = \begin{cases} 
  a_{j,i} e^{i\omega_{N,P} k_j} & \text{if } k = l_t; \\
  0 & \text{if } k \in I,
\end{cases} \quad (50)$$

where $l_t, I$ are defined in equation (32) and $T$ is the cardinality of $I$. Similarly, by our framework, we have the
following theorem.

**Theorem 6:** The sequence set $\U = \{\U^0, \U^1, \ldots, \U^{M-1}\}$ defined in Construction 3, where $\U^i = U^i$, the corresponding time-domain sequence of $\hat{U}^i$, is an SCS, having the following properties:

1) $\theta_a(\U) \geq P\sqrt{\frac{N(P-N)}{P-1}}$. If $\mathbb{Z}_P \setminus \mathcal{I}$ is a cyclic difference set over $\mathbb{Z}_P$, the equality holds.
2) $\theta_c(\U) = P$.
3) The spectral constraint set $\Omega = \{s + aP : s \in \mathcal{I}, a \in \mathbb{Z}_N\}$.

**Proof:** The proofs of properties 2) and 3) are similar to that for Theorem 5, hence we only give a proof of property 1). Based on equation (34), we have

$$\theta_{U^i}(\tau) = \begin{cases} NP, & \tau = 0; \\ P \sum_{l \in \mathbb{Z}_P \setminus \mathcal{I}} \omega^b_{P}, & \tau = Nb \text{ with } P \nmid b; \\ 0, & \text{otherwise.} \end{cases}$$

(51)

By equation (12), we have $\sum_{\tau=0}^{L-1} |\theta_{U^i}(\tau)|^2 = P^3 N$. Therefore, $\theta^2_a(\U) \geq \frac{P^3 N - P^2 N^2}{P-1}$. Specially, if $\mathbb{Z}_P \setminus \mathcal{I}$ is a $(P, N, \lambda)$ cyclic difference set over $\mathbb{Z}_P$, we have $\lambda = \frac{N(N-1)}{P-1}$ and

$$\theta^2_{U^i}(\tau) = P^2 \sum_{l,l' \in \mathbb{Z}_P \setminus \mathcal{I}} \omega^{(l-l')}_{P} = P^2(N-\lambda), \text{ for } \tau = Nb \text{ with } P \nmid b.$$  

(52)

The proof then follows.

**Remark 3:** Note that Construction 2 is a special case of Construction 3 when $T = 1$. In particular, $\mathbb{Z}_{N+1} \setminus \{s_0\}$ is a $(N+1, N, N-1)$ difference set for any $s_0 \in \mathbb{Z}_{N+1}$. Hence, we have $\theta_a(\U) = P$. It is interesting to find that the cross-correlation between different sequences is always optimal regardless of the value of $T$. Similar to Theorem 3, the SCS family in Construction 3 is asymptotically optimal with respect to (11) when $\lim_{N \to \infty} \bar{F}(N) = \infty$.

**Example 3:** Let $\mathcal{F}$ be a $4 \times 5$ CFR given below:

$$\begin{bmatrix} 0 & 1 & 2 & 3 & 4 \\ 0 & 2 & 4 & 1 & 3 \\ 0 & 3 & 1 & 4 & 2 \\ 0 & 4 & 3 & 2 & 1 \end{bmatrix}.$$  

(53)

Here $M = 4$, $N = 5$, $P = N + 6 = 11$, and $L = NP = 55$. Let us choose $\mathcal{I} = \{0, 2, 6, 7, 8, 10\}$, then according to Construction 3, we get $\U = \{\U^0, \U^1, \ldots, \U^3\}$, where each of the $\U^i$ for $0 \leq i < 4$, consists of a single sequence of length 55, constructed by interleaving the base matrix $B^i$ of order $5 \times 11$, as described in our framework. A glimpse of the autocorrelation and cross-correlation of the generated sequences in time domain is shown in the first two sub-plots of Fig. 4. As shown in Fig. 4, $\theta_a(\mathcal{C}) = 19, \theta_c(\mathcal{C}) = 11$.

As described in Construction 3, the spectrum of the elements $\hat{u}_n^i$ of the frequency domain sequences $\hat{U}^i$ for $0 \leq i < 4$ are

$$|\hat{u}_n^i| = \begin{cases} 0 & \text{for } n \in \Omega, \\ \sqrt{\frac{11}{5}} & \text{for } n \notin \Omega, \end{cases}$$

(54)
where \( \Omega = \{0, 2, 6, 7, 8, 10, 11, 13, 17, 18, 19, 21, 22, 24, 28, 29, 30, 32, 33, 35, 39, 40, 41, 43, 44, 46, 50, 51, 52, 54\} \) is the spectral-null constraint. The third sub-plot of Fig. 4 shows a glimpse of the magnitudes of \( u_n^i \). Hence, \( \sum_{i=0}^{3} |u_n^i|^2 = 0 \) for all \( n \in \Omega \). Therefore, \( \Omega \) is an SCS family with spectral-null constraint \( \Omega \).

**B. Optimal Multiple ZCZ SCS Sets**

In 5G physical random access cellular networks, the maximum possible delay between different preamble sequences inside a cell is dependent on the cell range. When optimal ZCZ sequence sets are allocated to different cells, however, larger delay is possible because of the larger distance between any two different cells. Therefore, it is desirable to minimize the inter-set cross-correlation between different ZCZ sequence sets for minimum inter-cell interference. In this subsection, we propose a novel construction of SCS family with the aid of CFRs, which displays a large ZCZ in the time domain and minimum inter-set cross-correlation with respect to the improved lower bound in (14).

**Construction 4:** Let us consider an \( N \times N \) orthogonal matrix \( \mathcal{H} \), such as DFT matrix, as follows

\[
\mathcal{H} = \begin{bmatrix}
h_{0,0} & h_{0,1} & \cdots & h_{0,N-1} \\
h_{1,0} & h_{1,1} & \cdots & h_{1,N-1} \\
\vdots & \vdots & \ddots & \vdots \\
h_{N-1,0} & h_{N-1,1} & \cdots & h_{N-1,N-1}
\end{bmatrix}_{N \times N}
\]
For $0 \leq c < N - 1$, let
\[
\mathcal{H}_c = \begin{bmatrix}
    h_{c,0} & h_{c,1} & \ldots & h_{c,N-1} \\
    h_{c,0} & h_{c,1} & \ldots & h_{c,N-1} \\
    \vdots & \vdots & \ddots & \vdots \\
    h_{c,0} & h_{c,1} & \ldots & h_{c,N-1}
\end{bmatrix}_{N \times N}.
\]  
(56)

Define
\[
\mathcal{A}^i_c = \mathcal{H}_c \circ \mathcal{A}^i,
\]  
(57)

where $\circ$ denotes the Hadamard product of matrices and $\mathcal{A}^i$ is defined as equation (31) and (37). By our framework, the $i$-th base matrix $D^i$ of order $N \times P$ is given by $D^i_c = \left( d^i_{j,k} \right)_{N \times P}$, where
\[
d^i_{j,k} = \begin{cases} 
    a^i_{j,k} h_{i,c} & \text{if } k = l_i; \\
    0 & \text{if } k \in \mathcal{I}.
\end{cases}
\]  
(58)

Then we obtain a multiple SCS set consisting of $K = \tilde{F}(N)$ sets $\mathcal{U} = \{ \mathcal{U}^i \}_{i=0}^{K-1}$ with $\mathcal{U}^i = \{ U^i_{c,s} \}_{c=0}^{N-1}$, where each $\tilde{U}^i_{c,s} = [\hat{u}^i_{0,c}, \hat{u}^i_{1,c}, \ldots, \hat{u}^i_{NP-1,c}]$ is the frequency domain dual sequence with length $NP$, and
\[
\hat{u}^i_{n,c} = d^i_{r,s} \text{ for } r = \left\lfloor \frac{n}{P} \right\rfloor, s = n - Pr \text{ and } 0 \leq n < NP.
\]  
(59)

For multiple SCS sets $\mathcal{U}$ we have the following theorem.

**Theorem 7**: $\mathcal{U} = \{ \mathcal{U}^0, \mathcal{U}^1, \ldots, \mathcal{U}^{K-1} \}$ in Construction 4 gives multiple unimodular ZCZ SCS sets which are optimal with respect to the bounds (10) and (14). In summary, we have

1) The spectral constraint set of $\mathcal{U}$ is $\Omega = \{ s + aP : s \in \mathcal{I}, a \in \mathbb{Z}_N \}$.

2) The ZCZ length of $\mathcal{U}$ is $Z = N$.

3) $|\theta_{U^i_{c_0}, U^{i'}, c_1}(\tau)| = P$, for any $0 < i \neq i' \leq K - 1, 0 < c_0, c_1 < N - 1$.

**Proof**: The first part of the theorem is similar with previous analysis, so we omit it. For $0 \leq \tau < NP, 0 \leq c_0 < N$ and $0 \leq c_1 < N$, similar to (41), we have
\[
\theta_{U^i_{c_0}, U^{i'}, c_1}(\tau) = \sum_{s=0}^{N-1} \omega_{NP}^{s}\sum_{r=0}^{N-1} a^i_{r,s} h_{c_0,s} \left( a^i_{r,s} h_{c_1,s} \right)^\ast \omega_N^{\tau r}.
\]  
(60)

Now, we prove the second part of the theorem. Let us fix $i = i'$, when $c_0 = c_1$, then we have from (60) that
\[
|\theta_{U^i_{c_0}, c_1}(\tau)| = \begin{cases} 
    NP & \text{if } \tau = 0; \\
    P \sum_{s=0}^{N-1} \omega_P^{b_l s}, & \text{if } \tau = Nb \text{ with } P \nmid b; \\
    0, & \text{otherwise.}
\end{cases}
\]  
(61)

When $c_0 \neq c_1$, we have from (60) that
\[
\theta_{U^i_{c_0}, U^{i'}, c_1}(\tau) = \begin{cases} 
    P \sum_{s=0}^{N-1} h_{c_0,s} h_{c_1,s}^\ast & \text{if } \tau = 0; \\
    P \sum_{s=0}^{N-1} h_{c_0,s} h_{c_1,s}^\ast \omega_P^{b_l s} & \text{if } \tau = Nb \text{ with } P \nmid b; \\
    0 & \text{otherwise.}
\end{cases}
\]  
(62)
Since $\mathcal{H}$ is an orthogonal matrix, we have $\sum_{s=0}^{N-1} h_{c_0,s} h_{c,s}^* = 0$, and hence from (61) and (62), we conclude that the ZCZ length of the proposed SCS $\mathcal{U}^i$ is $Z \geq N$. Since here $M = N$, and $|\Omega| = N(P - N)$, we have $Z = N$ from (10) and

$$NP - |\Omega| = N^2 \geq MZ.$$  

(63)

Hence, the proposed sequence sets are optimal.

Now, we prove the third part of the theorem. From (60) and (45), we have

$$\theta_{U^{i,c},U^{i',c_1}}(\tau) = \sum_{s=0}^{N-1} h_{c_0,s} h_{c,s}^* \omega_N^{\frac{1}{P}r(g_{i,s} - g_{i',s} + \tau)},$$  

(64)

Based on Lemma 4, $g_{i,s} - g_{i',s} + \tau \equiv 0 \pmod{N}$ exactly has one solution $s' \not\in \mathcal{I}$ when $i \neq i'$. If $g_{i,s} - g_{i',s} + \tau \not\equiv 0 \pmod{N}$, then $\sum_{r=0}^{N-1} \omega_N^{r(g_{i,s} - g_{i',s} - 1)} = 0$. Hence,

$$|\theta_{U^{i,c},U^{i',c_1}}(\tau)| = \frac{P}{N} \left| \sum_{r=0}^{N-1} \omega_N^{r(g_{i,s} - g_{i',s} + \tau)} \right| + 0 = P.$$  

(65)

In addition, for any $0 \leq i \neq i' \leq K - 1$, $0 \leq c_0, c_1 \leq N - 1$, we have

$$\frac{NP}{\sqrt{PN - |\Omega|}} = P = \left| \theta_{U^{i,c},U^{i',c_1}}(\tau) \right|,$$

(66)

which satisfies (14) with equality, indicating that the proposed sequences families have minimum inter-set cross-correlation. This completes the proof.

**Example 4:** Let $\mathcal{G}$ be the $4 \times 15$ CFR given in (6). Here $K = 4$, $N = 15$, $P = N + 1 = 16$, and $L = NP = 240$. Let us choose $0 \leq s_0 < P(=16)$, arbitrarily, say, $s_0 = 4$. Consider a DFT matrix $\mathcal{H}$ of order 15. Then, according to Construction 4, we get $\mathcal{U} = \{U^0, U^1, \ldots, U^{14}\}$, where $U^i = \{U^{i,c}\}_{c=0}^{14}$ consists of a single sequence of length 240, constructed by interleaving the base sequences $\mathcal{D}^i_c$ of order $15 \times 16$, as described in (58). A glimpse of the autocorrelation and cross-correlation of the generated sequences in time domain is shown in the first two sub-plots of Fig. 5. As shown in Fig. 5, the ZCZ length of $\mathcal{U}^i$ is $Z = 15$.

As described in (59), the spectrum of the elements $\hat{u}_{n}^{i,c}$ of the frequency domain sequences $\hat{U}^{i,c}$ for $0 \leq c < 14$ is

$$|\hat{u}_{n}^{i,c}| = \begin{cases} 0 & \text{for } n \in \Omega, \\ \frac{\sqrt{16}}{15} & \text{for } n \not\in \Omega, \end{cases}$$  

(67)

where $\Omega = \{4, 20, 36, 52, 68, 84, 100, 116, 132, 148, 164, 180, 196, 212, 228\}$ is the spectral-null constraint. The third sub-plot of Fig. 5 shows a glimpse of the magnitudes of $\hat{u}_{n}^{i,c}$. Hence, $\sum_{c=0}^{14} |\hat{u}_{n}^{i,c}|^2 = 0$ for all $n \in \Omega$. Therefore, $\mathcal{U}$ gives multiple SCS sets with spectral-null constraint $\Omega$. Following Theorem 7, we can also show that $|\theta_{U^{i,c},U^{i',c_1}}(\tau)| = 16$, for any $0 \leq i \neq i' \leq 3, 0 \leq c_0, c_1 < 15$.

**VII. CONCLUSIONS**

In this paper, we have presented an improved periodic correlation lower bound for SCSs by differentiating the auto- and cross- correlation lower bounds of SCSs separately (see Theorem 1 in Section III). The proposed
Fig. 5: Illustrative plots of periodic auto- and cross- correlation magnitudes and a frequency-domain dual of the multiple SCS sets developed in Example 4.

The lower bound is tighter than some known bounds, such as Sarwate bounds, inequality (44) in [25] if $M = 1$ and inequality (12) in [24] for SCS set. We have also constructed a class of unimodular SCSs with uniformly low correlation sidelobes asymptotically meeting the lower bound (11) with equality (see Construction 1 in Section III). For more flexible spectral null-constraints, we have presented a unifying framework through interleaving technique in frequency domain (see Section V). Some asymptotically optimal SCS families with new spectrum holes have been proposed by selecting the base sequence based on CFRs (see Construction 2 and Construction 3 in Section VI). In particular, we have also constructed multiple SCS sets with ZCZ properties (see Construction 4 in Section VI), which are not only optimal with respect to the lower bound (10), but also optimal to the newly derived bound on inter-set cross correlation in Theorem 2. A future task of this research is to construct more optimal SCSs which have optimal correlations approaching the derived bound in Theorem 1 and Theorem 2 and explore the application scenarios of these SCSs.
ACKNOWLEDGMENTS

The authors are very grateful to the Associated Editor, Prof. Daniel Katz, and anonymous reviewers for their valuable comments that improved the presentation and quality of this paper.

REFERENCES

[1] P. Fan and M. Darnell, *Sequence Design for Communications Applications*. New York, NY, USA: Wiley, 1996.
[2] S. W. Golomb and G. Gong, *Signal Design for Good Correlation: For Wireless Communication, Cryptography, and Radar*. Cambridge, U.K.: Cambridge Univ. Press, 2005.
[3] Q. Zhao and B. M. Sadler, “A survey of dynamic spectrum access,” *IEEE Signal Process. Mag.*, vol. 24, no. 3, pp. 79-89, May 2007.
[4] S. Haykin, “Cognitive radio: Brain-empowered wireless communications,” *IEEE J. Sel. Areas Commun.*, vol. 23, no. 2, pp. 201-220, Feb. 2005.
[5] T. Yucek and H. Arslan, “A survey of spectrum sensing algorithms for cognitive radio applications,” *IEEE Commun. Surveys Tuts.*, vol. 11, no. 1, pp. 116-130, 1st Quart. 2009.
[6] S. Haykin, “Cognitive radar: A way of the future,” *IEEE Signal Process. Mag.*, vol. 23, no. 1, pp. 30-40, Jan. 2006.
[7] H. He, P. Stoica and J. Li, “Waveform design with stopband and correlation constraints for cognitive radar,” in *Proc. 2nd Int. Workshop Cognit. Inf. Process.*, Italy, Jun. 2010, pp. 344-349.
[8] L.S. Tsai, W.H. Chung and D.S. Shiu, “Synthesizing low autocorrelation and low PAPR OFDM sequences under spectral constraints through convex optimization and GS algorithm,” *IEEE Trans. Signal Process.*, vol. 59, pp. 2234-2243, May 2011.
[9] R. Gerchberg and W. Saxton, “A practical algorithm for the determination of the phase from image and diffraction plane pictures,” *Optik*, vol. 35, no. 2, pp. 237-250, 1972.
[10] W. Rowe, P. Stoica, and J. Li, “Spectrally constrained waveform design,” *IEEE Signal Process. Mag.*, vol. 3, no. 3, pp. 157-162, May 2014.
[11] A. Aubry, A. De Maio, M. Piezzo and A. Farina, “Radar waveform design in a spectrally crowded environment via nonconvex quadratic optimization,” *IEEE Trans. Aerosp. Electron. Syst.*, vol. 50, no. 2, pp. 1138-1152, Apr. 2014.
[12] S. Hu, Z. Liu, Y. L. Guan, W. Xiong, G. Bi and S. Li, “Sequence design for cognitive CDMA communications under arbitrary spectrum hole constraint,” *IEEE J. Sel. Areas Commun.*, vol. 32, no. 11, pp. 1974-1986, Nov. 2014.
[13] J. Song, P. Babu, and D. P. Palomar, “Sequence set design with good correlation properties via majorization-minimization,” *IEEE Trans. Signal Process.*, vol. 64, no. 11, pp. 2879-2886, Jun. 2016.
[14] R. A. Pitaval, B. M. Popovic, P. Wang and F. Berggren, “Overcoming 5G PRACH capacity shortfall: supersets of Zadoff-Chu sequences with low-correlation Zone,” *IEEE Trans. Commun.*, vol. 68, no. 9, pp. 5673-5688, Sept. 2020.
[15] X. Tang and W. H. Mow, “Design of spreading codes for quasisynchronous CDMA with intercell interference,” *IEEE J. Sel. Areas Commun.*, vol. 24, no. 1, pp. 84-93, 2006.
[16] B. M. Popovic and O. Mauritz, “Generalized chirp-like sequences with zero correlation zone,” *IEEE Trans. Inf. Theory*, vol. 56, no. 6, pp. 2957-2960, 2010.
[17] Z. Zhou, D. Zhang, T. Helleseth and J. Wen, “A construction of multiple optimal ZCZ sequence sets with good cross correlation,” *IEEE Trans. Inf. Theory*, vol. 64, no. 2, pp. 1340-1346, Feb. 2018.
[18] 3GPP Release 16, Physical Channels and Modulation, https://www.3gpp.org/release-16/, Dec. 2019.
[19] A. Sahin and R. Yang, “An uplink control channel design with complementary sequences for unlicensed bands,” *IEEE Trans. Wireless Commun.*, vol. 9, no. 10, pp. 6858-68705, 2020.
[20] B. Shen, Y. Yang, P. Fan and Z. Zhou, “Constructions of non-contiguous complementary sequence sets and their applications,” *IEEE Trans. Wireless Commun.*, early access, DOI: 10.1109/TWC.2021.3133629, Dec. 2021.
[21] L. Welch, “Lower bounds on the maximum cross correlation of signals,” *IEEE Trans. Inf. Theory*, vol. 20, no. 3, pp. 397-399, 1974.
[22] D. Sarwate, “Bounds on crosscorrelation and autocorrelation of sequences,” *IEEE Trans. Inf. Theory*, vol. 25, no. 6, pp. 720-724, Nov. 1979.
[23] X. Tang, P. Fan and S. Matsufuji, “Lower bounds on the maximum correlation of sequence set with low or zero correlation zone,” *Electron. Lett.*, vol. 36, no. 6, pp. 551-552, 2000.
[24] L. S. Tsai, W. H. Chung and D. S. Shiu, “Lower bounds on the correlation property for OFDM sequences with spectral-null constraints,” IEEE Trans. Wireless Commun., vol. 10, no. 8, pp. 2652-2659, Aug. 2011.

[25] Z. Liu, Y. L. Guan, U. Parampalli and S. Hu, “Spectrally-constrained sequences: bounds and constructions,” IEEE Trans. Inf. Theory, vol. 64, no. 4, pp. 2571-2582, Apr. 2018.

[26] L. Tian, C. Xu and Y. Li, “A family of single-channel spectrally-null-constrained sequences with low correlation,” IEEE Signal Process. Lett., vol. 64, pp. 1645-1649, 2020.

[27] T. Etzion, S. W. Golomb and H. Taylor, “Tuscan-k-squares,” Adv. Appl. Math., 10(1989), 164-174.

[28] H. Y. Song and J. H. Dinitz, “Tuscan squares,” CRC handbook of combinatorial designs, pp. 480-484, CRC Press, New York, 1996.

[29] H. Taylor, “Florentine rows or left-right shifted permutation matrices with cross-correlation values $\leq 1$,” Discrete Math., 93(1991), 247-260.

[30] H. Y. Song, “On aspects of Tuscan squares,” Ph.D. Thesis, 1991.

[31] D. Zhang and T. Helleseth, “New optimal sets of perfect polyphase sequences based on circular Florentine arrays,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), pp. 2921-2925, 2020.

[32] Y. Zhang, “Bounded gaps between primes,” Annals of Mathematics, pp. 1121-1174, 2014.

[33] J. Maynard, “Small gaps between primes,” Annals of Mathematics, pp. 383-413, 2015.