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\textbf{ABSTRACT}

Interpretation of machine learning models has become one of the most important research topics due to the necessity of maintaining control and avoiding bias in these algorithms. Since many machine learning algorithms are published every day, there is a need for novel model-agnostic interpretation approaches that could be used to interpret a great variety of algorithms. Thus, one advantageous way to interpret machine learning models is to feed different input data to understand the changes in the prediction. Using such an approach, practitioners can define relations among data patterns and a model’s decision. This work proposes a model-agnostic interpretation approach that uses visualization of feature perturbations induced by the PSO algorithm. We validate our approach on publicly available datasets, showing the capability to enhance the interpretation of different classifiers while yielding very stable results compared with state-of-the-art algorithms.

1. Introduction

Machine learning (ML) algorithms have been achieving unprecedented capability in various tasks, such as in Natural Language Processing \cite{1, 2}, Computer Vision \cite{3, 4, 5, 6}, and others. Nevertheless, the employment of ML models on applications where the consequences of mistakes could be catastrophic for organizations \cite{7} has required the necessity to include model interpretation capabilities when developing ML solutions. Interpretability increases the performance of human-model teams \cite{8} and improves the ability of practitioners to debug models \cite{9}, leading to better hyperparameter tuning.

To this end, Explainable Artificial Intelligence (XAI) efforts focus on the interpretability side-by-side of model performance. In this case, the literature presents various approaches to decrease the lack of interpretation faced by complex models. For example, the surrogate models mimic machine learning models to provide global or local explanations \cite{10, 11}. At the same time, visualization techniques usually focus on specific models to devise graphical representations and enhance understanding of models’ decisions and functionality \cite{12, 13, 14}. Such visualization techniques can emphasize nuances and provide insights into the execution of these black-box models to indicate a bias towards a specific class. Another class of XAI methods that has been receiving much attention is the model-agnostic explanation methods, which create surrogate models to return the contribution of each feature to a model’s prediction \cite{15, 16}. Using these strategies, specialists could look at the model’s prediction, analyze which features contribute the most, and further assess if these contributions make sense with the problem domain. For example, a doctor would look to the features considered after a model predicts a tumor as benign or not. Then, such prediction could be assessed as reliable or not even if the model’s prediction was correct. The characteristic of gaining insights even if a model does not have high performance is one of the most important and valuable aspects of XAI methods. Although much research focuses on interpretability aspects of machine learning models, only a few provide model-agnostic interpretation based on visual exploration \cite{17, 18}. These existing approaches still lack flexibility regarding whether they could be applied to interpret classification, regression tasks \cite{18}, or assign feature importance that could not correspond to the true importance of machine learning models \cite{17}.

In this work, we propose a novel model-agnostic interpretation approach based on the visualization of feature perturbations generated by the PSO algorithm \cite{19}. Our approach uses the PSO algorithm to minimize a function that induces the most change in a model’s prediction. Then, with carefully chosen visual encodings, the decisions of a model can be inspected. We use a prototype tool with coordinated views to visualize the similarity between classes using a hybrid visualization of a radial layout and node-link diagram, besides using detailed and summary visualizations based on dot plot to encode the importance of features to a model’s prediction. Our tool focuses on visualizing the PSO particles representing weights and the model’s performance after multiplying these weights using the x-axis and model performance using a color scale. We also provide histograms of feature values to help users compare the feature importance and their actual distributions. Finally, we design a summary visualization to encode the PSO execution using a strategy based on heatmaps and a node-link strategy that emphasizes the relationship among dataset classes according to how PSO particles (perturbing weights) affect their correct classification. Our methodology is validated through several case studies by showing its applicability to understanding machine learning models. Then, we numerically evaluate our approach according to feature importance, showing that our method yields very stable results across different datasets and surpass a few well-established methods in the sense of assigning correct importance to features. This is the first research study exploring the PSO algorithm to generate pertur-
bation of feature spaces to interpret machine learning models to the best of our knowledge. Moreover, this is the first research study visualizing the execution of the PSO algorithm.

- Support machine learning models and feature spaces interpretation using the PSO algorithm.
- Novel visual metaphors to visualize PSO execution and to interpret machine learning models.

This work is organized as follows: Section 2 presents the related works on model explainability; in Section 3 we delineate our methodology; in Section 4, we explain our visualization design; in Section 5 we show use cases to demonstrate how our method can be used to interpret a model’s prediction; Section 6 provides a numerical evaluation of our technique regarding its ability to truly reflect the feature importance; discussions are provided in Section 7; we conclude our work in Section 8.

2. Related Works

The adoption of machine learning-based approaches in healthcare [20, 21, 12], finance [22], government [23], and other areas must account for explainability factors. For example, doctors would like to understand a model’s decisions after predicting a tumor as benign or not. Besides defining the interpretability of machine learning with scientific rigor [10, 11] and identifying the human factors in model interpretability, such as practices, challenges, and needs [24], the literature is focused on proposing novel techniques to interpret machine learning models.

These techniques are often categorized into two classes: global and local [11]. Global methods summarize the input features’ contributions to the model as a whole [25], which could deceive one understanding of the structures of the internal model’s decisions. Such methods usually try to understand a model structure and functionality by applying input-output combinations to build a mental map of a model’s decision, such as building surrogate models to measure the importance of features by adding perturbation. On the other hand, local interpretability methods explain each data observation separately. LIME [16] and SHAP [15], for example, propose model-agnostic explanations by explaining models’ predictions through the contribution of features. In this case, this set of feature contributions help explain the model’s prediction. Note that global interpretation for LIME and SHAP is achieved by averaging the local contributions. Other methods apply various model-agnostic approaches that require repeatedly executing the model for each explanation [26, 27, 28]—note that LIME and SHAP also repeatedly execute the model.

Finally, the visualization community has been putting much effort into using graphical representations to help researchers interpret neural networks [29, 30] and understand deep learning models’ training processes [31, 13, 14], such as visualizing neurons’ activations using heatmap representations [32].

In this work, we present a model-agnostic explanation approach in which perturbation weights are found through PSO. Our method searches for the minimum weight that induces the greater change in the model performance to find the importance of a feature. Besides, we present a visualization approach to interpreting the results generated by our algorithm.

3. Methodology

This work aims to interpret a model’s prediction by understanding which decisions it took to classify data samples correctly or incorrectly. Such an understanding is achieved by inspecting the importance of the features regarding the classification outcome.

To devise an interpretation for a model’s prediction, let us first discuss how this could be done using the confusion of a trained classifier (when a classifier assigns an incorrect class to a data sample). To explore the confusion of a classifier, we create perturbations on the test set (data samples used to evaluate a model’s performance). These perturbations correspond to real numbers greater than zero multiplied by the feature values of the test set. Here, if a classifier maintains its performance after perturbing a specific feature, the classifier is stable to such a feature since perturbations do not influence the prediction. Thus, the feature perturbations can measure the stability of a model.

Fixing a class of interest (c) and a feature (\(F_i\)) from the test set, we measure the stability of the model upon feature \(F_i\) based on two variables: a perturbation weight (w) inducing changes on all of the values of \(F_i\) and the performance score of the model after predicting labels for the test set with perturbation w applied to \(F_i\). In other words, we multiply a weight w to all values of feature \(F_i\) in the test set and use the model (trained with original training set) to measure the classifier performance after perturbation. Figure 1 illustrates this process for a dataset with \(m\) features (\(F_1, F_2, ..., F_m\)). Suppose a model was trained on these features, focused on the perturbation of \(F_3\) by an arbitrary weight \(w\) (see \(w \times F_3\) highlighted). Without the perturbation on \(F_3\) (\(w = 1\)), the model’s performance is 0.98. Then, perturbing this feature with \(w = 1.3\), the model’s performance decreases to 0.68.

![Figure 1: Perturbing a feature with weight. After multiplying \(F_3\) by \(w\), the performance of the trained model is measured on the perturbed dataset.](image)

Based on such an approach, changing the weight of important features (the ones that influence the classification)
produces instability to the model by decreasing its performance. Thus, the higher is the decrease the more important is the feature associated with it. Notice that, since we multiply the perturbation weights by the features, these weights must have two characteristics: to induce a lot of decrease in the performance and to be close to one (i.e., when \( w = 1 \) there is no perturbation). Figure 2 illustrates three possible scenarios for comparing perturbation weights and their respective model’s performance: in the first case (a), two different weights induce the same accuracy, thus, we select \( W_j \) which is the closest to one; in the second case (b), we select the second weight (\( W_2 \)) since it induces the greater decrease; finally, we pick the select weight (\( W_1 \)) in the third case (c) since it induces the greater decrease.

![Figure 2](image-url)

**Figure 2:** All of the scenarios for choosing weights according to their relationship to the models performance. The weight that induces the most decrease in performance is always selected—the closest one is selected for equal weights.

Notice that we try to minimize the performance and the perturbation at the same time. In other words, we try to induce more errors in the model using perturbation weights as close to one as possible. From these two objectives, minimizing performance is more important. For instance, to minimize the performance using the accuracy score as the performance measure, we can maximize Equation 1. Notice that \( h \) is just a jargon of the PSO technique (the algorithm we used to maximize the function, explained in the following paragraphs), which is usually the name of the function that has to be optimized.

\[
h = |1 - \text{Accuracy}(y, \hat{y})| \tag{1}
\]

where \( \text{Accuracy}(y, \hat{y}) \) measures the accuracy of a model using the predicted labels \( \hat{y} \) and the true labels \( y \). Since \( \hat{y} \) corresponds to the labels returned by prediction on a perturbed test set and recalling that perfect accuracy (when \( y \) equals \( \hat{y} \)) assumes value 1, maximizing Equation 1 essentially means that we are looking for the weight \( w \) that induces the most decrease in accuracy value. In other words, we try to minimize \( \text{Accuracy}(y, \hat{y}) \) by inducing errors through perturbations, which leads to maximizing Equation 1.

Equation 1 depends only on \( \hat{y} \), which depends on the \( w \), thus, we have to define how labels \( \hat{y} \) are predicted by the model after perturbation using \( w \). First, the perturbation weights have to be separately defined for each pair of class and feature since the importance of features can be different from one class to another. For example, while a feature that describes the number of goals scored in a football game can be important for a forward player getting the prize of woman-of-the-match, it could have no importance for a goalkeeper getting the same prize. So that, to generate \( \hat{y} \), the model (\( f \)) receives the matrix that joins disturbed and non-disturbed data samples, where the disturbing data samples corresponding to the instances of the same class as the analyzed (\( c \)). Equation 2 illustrates the idea, where \( f \) denotes a classification model, \( D^c \) denotes the sub-matrix whose data samples have class equals to \( c \) and \( D^{ic} \) denotes the sub-matrix whose data samples are not from class \( c \)—notice that \( D \) corresponds to the test set. Finally, \( w \times D^c \) means the multiplication of all feature values of \( D^c_j \) by \( w \).

\[
\hat{y} = f((w \times D^c)D^{ic}) \tag{2}
\]

Now, the question is how to find these weights. In this work, we use the PSO [19] algorithm, a bio-inspired optimization algorithm that uses particles in the search space to optimize a given function. The PSO considers a set of particles used to cooperate in searching for the solution to an optimization problem. Each particle has its behavior and its group behavior (defined by a neighborhood). At the beginning of the algorithm, all particles receive a random position in the search space. Then, they are evaluated in each iteration according to an optimization function to verify if they are close or not to the solution of the problem. Notice that each particle update is influenced by the position of the best particle in its neighborhood and its past positions. During iterations, the best particles will lead the others throughout the search space.

Our implementation of the PSO algorithm (see Algorithm 1) tries to find the best weights that would maximize Equation 2 while considering the importance of these weights according to the scheme of Figure 2. The first lines of the algorithm (lines 1-3) correspond to the initialization step of the particles (\( X \) and \( P \)) and the velocity of movement (\( V \)) of these particles. Notice that \( X \) and \( P \) are initialized as matrices with ones since they represent the weights for each feature and we choose to initialize the search with no perturbation (i.e., with all weights equals one). These matrices have the dimensions of the number of particles (\( p_{max} \)) by the number of features (\( m \)). For a fixed number of iterations, we set as one all of the weights except for the weight corresponding to the feature in the analysis (lines 6 and 7)—notice that \( X \) corresponds to the best particles’ positions until the current iteration and \( P \) corresponds to the positions of the particles in the current iteration. Setting to one all of the weights will induce change only in the feature of interest.

The main part of the algorithm is used to find the best position for the particle \( p \) (\( P_p \)) and the position of the best neighbor of \( p \) (\( P_{g} \)). For each particle \( p \) (line 8), we use the function \( h \) (see Equation 1) to verify if the current position of the particle \( P_p \) is better than the previous position (\( X_p \)) or if \( P_{p,feature} \) is closer than \( X_{p,feature} \) to one when the induced performance by these two weights are equal—remember that from Figure 2 we choose the weight closest to one if the performance is the same. Having set the best particle (\( p \)) in line 10, we initialize the best particle in the group (\( g \)) as being \( p \) as well. Lines 12-14 do essentially the same thing as
Algorithm 1: Finding minimum feature perturbation with PSO.

1: procedure PSO(iterations, feature, f, p, m, D, y, Vmin, Vmax, k, χ)
2:     X ← [1]p×m
3:     P ← X
4:     V ← [Vmin ≤ random ≤ Vmax]p×m
5: while it < iterations do
6:     X[: j ≠ feature] ← 1.0
7:     P[: j ≠ feature] ← 1.0
8:     for each p in p do
9:         if h(Xp, D, y, f) > h(Pp, D, y, f) or
10:            h(Xp, D, y, f) ≠ 0.0 and
11:            h(Xp, D, y, f) = h(Pp, D, y, f) and
12:            1 − │Xp,feature || < 1 − │Pp,feature || then
13:                 Pp ← Xp
14:     g ← p
15:     for each j in neighborhood(p) do
16:         if h(Pg, D, y, f) > h(Pp, D, y, f) or
17:            h(Pg, D, y, f) ≠ 0.0 and
18:            h(Pg, D, y, f) = h(Pp, D, y, f) and
19:            1 − │Pp,feature || < 1 − │Pg,feature || then
20:                 g ← j
21:     Vp ← Xp + Vp
22:     return P

The final part of the iteration of the algorithm consists of updating Xp (the matrix row storing the best position of the particle p) based on the positions of the best particle (p) and the best in the group (g). Line 15 uses such information to compute the new velocity vector based on the previous velocity (Vp) and the position of the particle (Xp). According to the PSO algorithm, φ1 and φ2 are random vectors and the multiplication φ1 × (Pp − Xp) corresponds to the individual behavior of the particle while φ2 × (Pg − Xp) corresponds to the social behavior of the particle. In other words, these two equations mean to move particle p based on its current best value and based on the state of its neighborhood. Finally, the parameter χ is the constriction coefficient and it helps the algorithm in the convergence, we set χ = 0.729 since it is a well-established value in the literature.

Although the algorithm has a lot of parameters, the literature shows that Vmin = −1 and Vmax = 1 works fine, so we fixed them. The neighborhood was defined as k = 1 following a ring pattern, i.e., for each particle p, its set of neighbors correspond to the indices i, p − k ≤ i ≤ p + k, i ≠ p. Finally, at each iteration, we normalize set X values to be inside the range [0, 10].

After execution, |p| weights in the Xk,feature column vector are available for the feature in analysis to compute the feature’s importance. Thus, the mean of the absolute differ-

Table 1

| Feature | σw | σs | I |
|---------|----|----|---|
| petal width (cm) | 0.37515 | 0.43333 | 4.29485 |
| petal length (cm) | 0.42242 | 0.43333 | 4.29000 |
| sepal length (cm) | 0.03375 | 0.00000 | 0.00000 |
| sepal width (cm) | 0.31219 | 0.00000 | 0.00000 |

ence between the weights and one σw = 1/pm ∑|w| − 1| and the mean of the scores when predicting using each weight minus the score with no perturbation σs = 1/pm ∑|S(w) − S(1)| is taken. Then, the importance for each feature is computed as follows:

\[ I_i = \sigma_{s_i} \times (X_{\text{max}} - \left(\frac{|\sigma_{w_i}|}{\max(W_{\sigma_i})/X_{\text{max}}}\right)) \]  

where W_{\sigma_i} is the set of weights with respective score same as \( \sigma_{i} \). Essentially, with Equation 3 we derive a number that depends on the mean weight \( \sigma_{w_i} \) and its contribution to the model’s performance. In this case, with \( \sigma_s \) multiplied by \( X_{\text{max}} \) we can order the importance based on accuracy, then, \( \sigma_s \) multiplied by the normalized weight (among those with same mean score \( \sigma_{s_i} \)) results in an ordering for the features with the same \( \sigma_{s_i} \). After computing the importance of each feature, they can be ordered in a decreasing way. Table 1 exemplifies such an ordering for the Iris dataset, notice that the features are arranged as if they were ordered based on \( \sigma_w \) and \( \sigma_s \) consecutively. Notice that, the higher is I the more important is the feature.

4. Visualization Design

Using the methodology described in the previous section, we defined several design requirements (DR) to help with the interpretation of classification models using the PSO algorithm. The visualization is based on the visual inspection of the PSO algorithm execution with carefully chosen visual variables to help interpret classification results. Using the information generated by the PSO algorithm and other requirements to interpret a model’s decision, we want to be able to visualize:

- **DR1**: the weights that most influence the classifier decision;
- **DR2**: the strength of influence of a feature;
- **DR3**: the confusion of the classifier based on different perturbation weights;
- **DR4**: the distribution of values for the features;
- **DR5**: the PSO execution;
• DR6: the similarity among the classes in the dataset.

To accomplish these design requirements (DR), we follow a strategy to create the visualization tool centered on the PSO execution. The interpretation of the classifier’s decisions consists of inspecting the feature perturbations generated by PSO particles. In the following sections, we explain the detailed and the summary visualization for a class of interest. Then, we show how to measure the similarity between classes in terms of classifier confusion.

4.1. Detailed View

In the PSO algorithm, the particles assume different values (weights) during iterations. These weights correspond to the perturbations we want to find to interpret a model’s prediction. When we multiply a weight $w_{ij}$ to a feature $F_k$, we can assess how much the perturbation $w_{ij}$ induces change on the classification performance—notice that $i$ represents the particle index and $j$ represents the current iteration of the PSO algorithm. With such an idea in mind, we can use graphical variables to encode the relationship between the perturbation ($w_{ij}$) and the feature. Notice that the perturbation consists of multiplying $w_{ij}$ by $F_k$ ($w_{ij} \times F_k$). In other words, multiplying $w_{ij}$ by the column $k$ of the test set.

To visualize the perturbations and the result on the performance measure after a model’s prediction, we encode the weights as circles in a horizontal axis. At the same time, a color scale represents the change in the model’s performance, as illustrated in Figure 3. Such an encoding shows consistency with PSO execution since we move the weights from the initial position (close to one) to positions with much perturbation to the model. Each circle corresponds to a weight assumed by a particle during PSO execution—notice that the y-axis does not have any meaning.

Using the visual encoding of Figure 3 we can visualize the weights that most influence the classifier decision (DR1) by comparing the position (distance to one) and the induced model’s performance. The circles and their color also help to understand the strength of influence (DR2) and the PSO execution (DR5) throughout iterations based on the weights assumed by the particles. However, other additional information could help to interpret the classifier decisions and learning processes. Firstly, the distribution of values (DR4) for the feature $F_k$ helps to contrast the classifier performance with the pattern seen in data samples for a particular class. Lastly, for the non-binary classification problem, it is interesting to know how different weights influence the classifier’s confusion with other classes (DR3). Figure 4 shows information for two features. Apart from distribution plots showing the feature values ($c$), we encode the confusion of the classifier after perturbation using proportions of the confused classes ($b$) (indicated by color hue)—notice that higher bars show a greater number of data samples classified as that specific class. The circles in ($a$) encode the information already discussed and exemplified with the scheme of Figure 3. Finally, the horizontal red segment ($d$) shows the best weight (among all of the weights generated by the particle) for the feature concerning the definition of our optimization problem, that is, the minimum weight that induces the higher loss to the model’s performance.

One important thing to mention is that the proportion displaying the confusion is not computed using one weight but a range of weights inside a window. More specifically, we divide the weight space in windows of length $\epsilon$ and use all weights inside each window to calculate the proportion. Since each perturbation weight generates $m$ predictions—where $m$ is the number of data samples in the test set—we compute the mean of classification for each class to derive the proportion of the bars in the stacked bar chart.

4.2. Summary View

The visualization design presented in the previous section suffers from visual scalability issues when analyzing a large dataset (in terms of dimensionality). So, we designed a summary version of the information presented in the detailed view where users can choose which features to explore throughout the interaction. More specifically, in the Summary View, we show the relationship between perturbation weights and the model’s performance.

To summarize the information contained in the Detailed View, we use a variable $\gamma$ to create windows on the weight axis, as illustrated in Figure 5. Then, each feature weight inside a window induces a performance score (PS) to the model being analyzed. Since the mean of performance score inside a window still lies inside the score range (from 0 to 1 for accuracy), windows are color-coded based on the same color-scale used for the Detailed View. Notice that for some weights, there is no influence on the model’s prediction (see the performance for weights lower than one in Figure 5) while there is an upper bound for how much change on the performance a feature perturbation can induce (see the performance for weights greater than approximately 1.25).

Figure 6 shows the results of summarizing information using the discussed strategy. Besides the performance of the classifiers inside the windows defined using $\gamma$, the best weight (as the one for the Detailed View) is shown through a vertical segment in red. Lastly, the boxes on the right of each axis show which features are being currently inspected on the Detailed View. Users can toggle the boxes to show

![Figure 3: Encoding PSO execution. Each circle corresponds to a value (weight) assumed by a particle during PSO's execution, while the colors encode the model's performance. Here, color-coding indicates that the classifier is sensitive when the feature values increase.](Image)
Detailed View for classifier interpretation using PSO. Using the PSO execution encoding (a) as explained in Figure 3 we visualized how the weights affect on model’s prediction. The stacked bar charts encode the classification proportion inside a weight range \([a, a + \delta]\) to assist in the classifier’s confusion analysis. Distribution plots (c) of the feature values for the class of interest also help with the interpretation of the results. Finally, the horizontal red segment (d) also assists in the identification of the best weight for the feature concerning the definition of our optimization function.

Figure 5: Aggregation of particle weights. Using a range \([a, a + \delta]\), the mean of the weights inside the range is encoded by the color scale. The area highlighted in orange shows how different weights are aggregated in a single block. (when the boxes are filled with gray) or hide (when the boxes are filled with white) feature information.

Summary View showing all information about PSO execution in an aggregated way for class 1 (orange). The color of the blocks (a) encodes classifier performance (e.g. accuracy) and the red segments show the best weight for each feature. The grey vertical segment shows the weight with no perturbation \((w = 1)\). Finally, the boxes on the right of each feature show which features are being inspected at the moment (grey - selected, while - unselected).

4.3. Similarity View

Besides assessing how the perturbations affect a model’s performance based on a local perspective, a global view, where we understand how the classification of class a is confused with class b, can be helpful to guide users on the detailed inspection. Notice that confusion is not reflexive, that is, the confusion from a to b is not the same as the confusion from b to a.

Let us define the similarity between two classes a and b (from a to b) as a measure of confusion of the classifier between these classes. Firstly, we must give higher weight to the data points confused with b when the weight induced to such confusion is closer to one. This means we give more interaction to the classes in which little perturbation induces more confusion. So that, the similarity from class a to class b for feature \(i\) is defined as it follows:

\[
I_{a \rightarrow b}^i = \frac{\sum_{w \in W} (W_{\text{max}} - w) \times |\{ k \in f(w \times D_{s,i}) : k = b \}|}{\sum_{w \in W} (W_{\text{max}} - w) \times |D|}
\]

Equation 4 ranges from 0 to 1, where 1 means that all of the test data samples were classified as b. Notice that \(|\{ k \in f(w \times D_{s,i}) : k = b \}|\) denotes the number of data points classified as b after multiplying w to the column corresponding to feature \(i\). \(W_{\text{max}}\) corresponds to the greatest value that a particle can assume in the PSO algorithm (here, we set \(W_{\text{max}} = 10\)). Using that equation, we can define the similarity from a to b as the mean of similarities of each fea-
ture, as shown in Equation 5.

\[ f^{a \rightarrow b} = \frac{1}{m} \sum_{i=1}^{m} f_{i}^{a \rightarrow b}. \] (5)

To visualize the similarity information among all classes, we use a node-link layout together with an encoding inspired on the UpSet [33] visualization. As illustrated in Figure 7, every pair of combination is encoded by a cross on the lines of the classes. Then, to communicate the interaction \( a \) to \( b \) for every pair of \((a, b)\), we use the outer radius of an arc positioned on the crossing between \( a \) and \( b \). Notice in Figure 7, the encoding for interaction between two classes follows the direction of the source class to the target, as demonstrated for \( I^{1 \rightarrow 2} \) and \( I^{2 \rightarrow 1} \). For instance, the figure shows the example of a Similarity View for the Iris dataset. Notice that, as it is very understanding about this well-known dataset, two classes interact the most and are responsible for errors in the classification.

Figure 7: Similarity View encodes the relationship between each pair of classes. The similarity from class \( a \) to \( b \) \((I^{a \rightarrow b})\) is visualized by the outer radius of a radial layout segment. Notice that such an encoding follows the direction of the interaction, as indicated by the red square.

5. Use cases

In this section, we use the feature perturbations generated by PSO to interpret the model’s behavior upon the classification of several datasets. All of the experiments were performed with a computer with the following configuration: Intel(R) Core(TM) i7-8700 CPU @ 3.20 GHz, 32GB RAM, Windows 10 64 bits. Since the focus is on the interpretation of the results rather than the performance of the classifier, all of the hyper-parameters and details are described in the Supplementary File.

5.1. Vertebral Column

In this first use case, we interpret the XGBoost Classifier [34] applied to the Vertebral Column [35] dataset, composed by 310 instances described by six biomechanical features derived from the shape and orientation of the pelvis and lumbar spine: pelvic incidence, pelvic tilt, lumbar lordosis angle, sacral slope, pelvic radius, and grade of spondylolisthesis. The dataset is divided into three classes: class \( I \) for patients with Hernia, class \( II \) for patients with Spondylolisthesis – a disturbance of the spine in which a bone (vertebra) slides forward over the bone below it, and class \( III \) for normal patients. Figure 8 shows the interaction among these three classes. From the Similarity View, we can understand that there is a lot of confusion between classes \( II \) and \( III \) induced by the perturbation weights generated by the PSO execution, which indicates that it is a difficult task to determine whether a data sample belongs to either of these two classes. On the other hand, class \( III \) seems to have very distinctive features from the other two classes, where the confusion is mostly present in the backward form \((I^{0 \rightarrow 1} \text{ and } I^{2 \rightarrow 1})\).

To inspect how the classes \( II \) and \( III \) present such complexity to the classifier, Figure 9 shows the summary result of all features in the dataset and detail of only the most distinctive features for these two classes. The first thing to notice is that the classifier confuses both of the classes with class \( I \) when degree_spondylolisthesis increases – as we show later, the degree of spondylolisthesis is the most determinant feature for patients with Spondylolisthesis. Further that, we can identify that those normal patients (class \( II \)) present lower values for pelvic tilt and higher values for sacral slope and pelvic radius, that is, see how the confusion from class \( II \) to class \( III \) increases when the feature pelvic tilt is multiplied by a number below one or when the feature sacral slope is multiplied by a number higher than one in Figure 9a. On the other hand, the values for these features are found to be the opposite in patients with Hernia [36, 37, 38]. We can see that by analyzing the changes induced by the perturbations generated with the PSO algorithm, we could understand a lot of characteristics of the dataset together with the classifier decisions. Here, while the classifier could learn the parameters to be more confident when the features are pushed to the limit (higher or lower values), it seems that the classifier needs improvement to correctly classify data samples that share class boundaries – when feature values are similar.

The class \( II \), as shown in Figure 10, presents different results only when the perturbations are applied to the degree_spondylolisthesis feature. Notice that how the results are consistent with the Similarity Plot, in which there are very low similarity going from class \( II \) to the others.

Now, we must verify if the results of the classifier explained by the PSO perturbation weights make sense. That is, to verify if the patients with Spondylolisthesis, the degree...
of spondylolisthesis are known to be greater. Interestingly, the degree of spondylolisthesis is the most important factor to determine if a patient has Spondylolisthesis or not [36]. This makes sense if, with a higher degree, a vertebra bone presents more deviation from a bone below it – which constitutes the Spondylolisthesis. Here, we see that the classifier used degree_spondylolisthesis to induce a separation between class and the other two classes and .

5.2. Heart disease

In this second case study, we use our approach to inspect and understand the features used by Random Forest Classifier [39] to differentiate between patients with healthy and unhealthy hearts. The dataset contains two classes: healthy hearts ( ) and unhealthy hearts ( ). Each data sample is described by the following features: age, sex (1 - male; 0 - female), chest pain type, resting blood pressure, serum cholesterol (in mg/ml), fasting blood sugar, (> 120 mg/ml), resting electrocardiographic results (values 0, 1, 2), maximum heart rate achieved, exercise induced angina, oldpeak = ST depression induced by exercise relative to rest, the slope of the peak exercise ST segment, number of major vessels (0-3), and thal (3 - normal, 6 - fixed defect, 7 - reversible defect). Since there are only two classes, the Summary View does not add much information to the analysis, thus, we omitted it for this case study.

Figure 11 shows the summary and detailed (for some features) of the importance given by the classifier to classify data samples as healthy hearts. The most important feature, that according to the classification model constitutes a healthy heart, is max. heart rate. In this case, healthy hearts are seen by the classification model as the ones with moderate rate beat – when the heartbeat gets higher, the model starts to confuse with unhealthy hearts. Then, the chest pain, defined by increasing values related to the severity (from 0 to 3), constitutes the second most important feature. As learned by the algorithm, healthy hearts present lower levels of severe pain (see the distribution plot of chest pain). The third most influential feature, thal, corresponds to an inherited blood disorder (Thalassemia) that causes one’s body to have less hemoglobin than normal. Interestingly, heart prob-
lems (such as congestive heart failure and abnormal heart rhythms) can be associated with Thalassemia [40, 41]. Finally, the model also gave importance to the number of major vessels feature. This feature indicates how many arteries are visible after a special dye (fluoroscopy) is injected into the blood vessels of the heart. Unlike the previously discussed feature (th), there is a consistency to the algorithm as defining healthy hearts the one with a higher number of visible vessels.

The pattern perceived for unhealthy hearts (class A) is nearly the opposite of the ones perceived for healthy hearts, as shown in Figure 12. Although the four most important features of class A are the same four most important features of class H, there is a change in the ordering. For the case of chest pain, the feature weights are lower than one since unhealthy hearts present more severe chest pain, encode by greater values. The second most important feature, max. heart rate shows how unhealthy hearts present a beat rate greater than healthy hearts. Then, the narrowing of blood vessels, which is related to the number of major vessels, is usually due to arteriosclerosis, a common arterial disease in which increased areas of degeneration and cholesterol deposits form on the inner surfaces of the particles blocking the blood flow [42, 43]. Finally, one must understand the organization of the dataset and the field in which the problem is inserted before taking any particular assumption. That is, besides preventing analysts from defining erroneous hypothesis, carefully analyze the results returned by our algorithm will help one to understand the decisions of the model and the structures of the dataset, such as data mismatch. For example, after receiving a high score in a classification task, one could analyze and understand if there is bias in the features learned by the models.

5.3. Diabetes

In this final case study, we interpret CatBoost [44] classifier’s prediction on a dataset containing 768 data samples of patients described by eight medical features concerning the presence of diabetes: 268 data samples of patients with diabetes (class A) and 500 data samples of non-diabetic patients (class H). The features used for classification are: preg (number of times pregnant), plas (plasma glucose concentration after 2 hours in an oral glucose tolerance test), pres (diastolic blood pressure), skin (triceps skin fold thickness (mm)), insulin (2-hour serum insulin (mU/ml)), mass (body mass index (weight in kg/(height in m)^2)), pedi (diabetes pedigree function), age (age in years). As we discussed for the previous case study, we do not rely on the similarity view to extract information of this dataset since it consists in a binary classification.

Figure 13 shows the result for both classes: patients with diabetes A and patients without diabetes H. Here, we focus on the three most important features returned by our technique for both of the classes, in which three importance ordering is the same: plasma glucose concentration (plas), body mass index (mass), diabetes pedigree function (pedi). Recalling that plasma glucose concentration (or simply blood
sugar level) is a well-known indicator of prediabetes when the levels are high \[45\], our approach consistently shows how a healthy patient (class 0) must increase his blood sugar levels to become diabetic—notice that it consistently identified this feature as the most important one. Looking at the distribution of values for \textit{plas} for patients without diabetes, there is a concentration of around 100. Further, the second most important feature also shows that increased body fat will result in patients with a higher probability of having diabetes. Interestingly, such a result is consistent with the
literature since an increase in body fat is generally associated with an increase in the risk of metabolic diseases such as Type 2 diabetes mellitus [46]. Finally, the diabetes pedigree function feature (pedi) also illustrates the applicability of our visualization design and method of model explanation. Since such a feature measures the likelihood of diabetes based on family history, it is clear that higher pedigree function values will induce more chances for patients to be classified as diabetic.

Interestingly, looking at the perturbations of class 2, the algorithm consistently imposed weight that would result in the levels of features shown by healthy patients. That is, normal levels for plas, mass, and pedi.

6. Numerical evaluation

In this section, we provide an evaluation on a few parameters of PSO algorithm and their influence on the result of our model. We evaluate the velocity parameters \( V_{\text{min}}, V_{\text{max}} \)—indicated by \( \text{Limits}(V_{\text{min}}, V_{\text{max}}) \) in the graphs—, which influence the changes of particles in each algorithm iteration. The number of particles \( p_n \) used by the swarm optimization, and the number of iterations. Figure 15 shows the result for the datasets used in the numerical evaluation using the Keep Absolute metric after five runs using the same configuration.

The results of Figure 15 show the robustness of our model regarding the changes in the parameters. That is, although there are differences among the Keep Absolute (AUC) values when considering different parameter combinations, the overall performance is maintained. Another important thing to mention is that the number of iterations together with the number of particles defines the runtime execution for each dataset (please, see Figure 1 in Supplementary File). Thus, the analysis of Figure 15 provides the information that using a few particles (<10) is sufficient for a trustworthy analysis using our model.

7. Discussions

In this work, we presented a novel model interpretation approach using PSO. Our method, defined as a global interpretation approach, can be employed as a local approach by feeding one instance at a time to our PSO implementation. The main strength of our method is its simplicity and ability to be adapted to various performance scores and optimization functions, which is a strength of our method over the state-of-the-art algorithms LIME [16] and SHAP [15].

In the numerical evaluation, our method performed better than feature selection algorithms on tasks that measure
Figure 15: Keep Absolute metric (AUC) when varying the PSO parameters.
Table 2
Area Under the Curve (AUC) for Keep Absolute metric. The curve is calculated by varying the number of features kept for classification—the best scores are highlighted in bold.

|                | Vertebral | Indian Liver | Heart | Wine | Breast Cancer | Iris |
|----------------|-----------|--------------|-------|------|---------------|------|
| SWARM          | 0.8071    | 0.6687       | 0.8172| **0.9413** | 0.9639        | **0.9615** |
| Kernel SHAP    | 0.8047    | 0.6672       | 0.8108| 0.9393 | 0.9628        | **0.9615** |
| Tree SHAP (PD) | 0.8056    | **0.6692**   | 0.8194| 0.9338 | **0.9650**    | **0.9615** |
| LIME           | 0.8074    | 0.6658       | 0.8197| 0.9253 | 0.9645        | **0.9615** |
| PI             | **0.8080**| 0.6636       | **0.8209** | 0.9333 | 0.9637        | **0.9615** |
| ANOVA          | 0.7849    | 0.6632       | 0.7940| 0.9187 | 0.9510        | **0.9615** |
| M. Information | 0.7933    | 0.6603       | 0.7922| 0.9239 | 0.9505        | **0.9615** |
| RFE            | 0.7960    | 0.6585       | 0.7795| 0.9246 | 0.9617        | 0.9560 |

Table 3
Area Under the Curve (AUC) for Keep Absolute metric and Random Forest Classifier.

|                | Vertebral | Indian Liver | Heart | Wine | Breast Cancer | Iris |
|----------------|-----------|--------------|-------|------|---------------|------|
| SWARM          | **0.8155**| 0.6756       | 0.8178| 0.9208| 0.9563        | 0.9541 |
| Kernel SHAP    | 0.8128    | 0.6820       | 0.8165| **0.9433** | 0.9537        | 0.9535 |
| LIME           | 0.7931    | **0.6820**   | **0.8212** | 0.9332 | 0.9559        | 0.9551 |
| PI             | 0.8144    | 0.6666       | 0.8115| 0.9283 | **0.9566**    | 0.9551 |
| ANOVA          | 0.7916    | 0.6681       | 0.7897| 0.9282 | 0.9490        | 0.9534 |
| M. Information | 0.7978    | 0.6652       | 0.7906| 0.9332 | 0.9474        | 0.9551 |
| RFE            | 0.7966    | 0.6706       | 0.7740| 0.9407 | 0.9514        | **0.9602** |

the performance of defining the input features’ proper importance ordering. Although it could not uncover the best results for all of the datasets used in training, our method provided stable results on higher positions.

**Preprocessing.** One important thing to mention is the need to preprocess some datasets to use the proposed approach with PSO perturbation weights. For instance, a value needs to be added to datasets with zero entries. Such a preprocessing step is important since our explanations consist of using instructions in the form $w \times X_{ij}$, and having $X_{ij} = 0$

Table 4
Ranking for the results presented in Table 2.

|                | Vertebral | Indian Liver | Heart | Wine | Breast Cancer | Iris | Mean ranking | St.d. |
|----------------|-----------|--------------|-------|------|---------------|------|--------------|-------|
| SWARM          | 3         | 2            | 4     | 1    | 3             | 1    | **2.33**     | 1.21  |
| Kernel SHAP    | 5         | 3            | 5     | 2    | 5             | 1    | **3.50**     | 1.76  |
| Tree SHAP (PD) | 4         | 1            | 3     | 3    | 1             | 1    | **2.17**     | 1.33  |
| LIME           | 2         | 4            | 2     | 5    | 2             | 1    | **2.67**     | 1.51  |
| PI             | 1         | 5            | 1     | 4    | 4             | 1    | **2.67**     | 1.86  |
| ANOVA          | 8         | 6            | 6     | 8    | 7             | 1    | **6.00**     | 2.61  |
| M. Information | 7         | 7            | 7     | 7    | 8             | 1    | **6.17**     | 2.56  |
| RFE            | 6         | 8            | 8     | 6    | 6             | 8    | **7.00**     | 1.10  |

Table 5
Ranking for the results presented in Table 3.

|                | Vertebral | Indian Liver | Heart | Wine | Breast Cancer | Iris | Mean ranking | St.d. |
|----------------|-----------|--------------|-------|------|---------------|------|--------------|-------|
| SWARM          | 1         | 2            | 2     | 7    | 2             | 5    | **3.17**     | 2.32  |
| Kernel SHAP    | 3         | 1            | 3     | 1    | 4             | 6    | **3.00**     | 1.90  |
| LIME           | 6         | 3            | 1     | 3    | 3             | 2    | **3.00**     | 1.67  |
| PI             | 2         | 6            | 4     | 5    | 1             | 2    | **3.33**     | 1.97  |
| ANOVA          | 7         | 5            | 6     | 6    | 6             | 7    | **6.17**     | 0.75  |
| M. Information | 4         | 7            | 5     | 3    | 7             | 2    | **4.67**     | 2.07  |
| RFE            | 5         | 4            | 7     | 2    | 5             | 1    | **4.00**     | 2.19  |
will make the particles of the PSO algorithm stay still and not make any progress. Adding $\epsilon$ to $X$ will solve such a problem—here we used $\epsilon = 1$. Notice that this preprocessing is only applied to help the algorithm, and the visualization aspects are created based on the original data.

Finally, while we demonstrated our technique’s ability to explain classifiers’ predictions, it can be easily modified to work with regression models. In this case, the PSO algorithm can be used to produce perturbation weights that would maximize an error metric (e.g., mean squared error) while reducing the distance between the position with no perturbation ($w = 1$).

**Other nature-inspired algorithms.** As demonstrated in the paper, the PSO and the visualization design help understand the learned patterns by machine learning techniques. However, the reader may notice that the optimization performed to search for the perturbing features cannot be performed only by PSO. Other algorithms, such as genetic or evolutionary approaches, could also be employed for this task. The two components of our approach (optimization and visualization) are uncoupled and provide flexibility on which algorithm to use. Thus, we plan to investigate other nature-inspired strategies with a few updates on the visualization component to explain machine learning techniques in future works.

### 7.1. Limitations

The main limitation of our work is the run-time execution since we have to execute the PSO algorithm for each combination of feature and class. Although we plan to investigate faster optimization algorithms in further works, a subset of the data used to feed our algorithm could also decrease the execution time. Besides that, we could use a subset of the most important features for a dataset with higher dimensionality.

Another limitation of our work is the need for preprocessing steps, as discussed above, which could break the desire patterns introduced by users or during dataset acquisition. In future works, we plan to investigate alternatives to reduce the dependency on these steps. For example, instead of multiplying a feature by an optimized value, each data sample could receive a random perturbation (negative or positive) created using a Gaussian function with an optimized kernel. So, less important features could receive a strong perturbation without a relevant change in the model’s performance. On the other hand, an essential feature would cause performance loss even with a weak perturbation.

### 7.2. Implementation

Our technique was implemented using Python, while the prototype system with the visualization uses D3.js [51]. We also created a Python module (it will be available after publication) with lightweight visualizations similar to those presented here so users can use our approach in notebooks.

### 8. Conclusion

As machine learning algorithms take over traditional approaches to solve problems, their reliability becomes more critical in applications where wrong decisions can lead to severe issues. Understanding a model’s decisions is now an essential process of the development and execution of machine learning strategies to assess if such decisions make sense to domain experts.

In this work, we proposed a novel model-agnostic approach to interpret any classification algorithm by using PSO. We validated our approach on its ability to explain classifiers’ decisions throughout several case studies. Finally, our methodology was also numerically evaluated on its ability to classify input features according to their importance. The results showed that our method could return very stable orderings with good results for all of the datasets—a result that only one state-of-the-art method was able to provide.

We plan to investigate our methodology on regression tasks in future works and use other optimization algorithms to find the perturbation weights. Besides that, since SHAP approximates Shapley values, we also want to investigate nature-inspired optimization techniques to approximate them.
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