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ABSTRACT
Reuse-1 systems operating in the sub-1 GHz UHF band are limited by substantial co-channel interference (CCI). In such orthogonal frequency division multiple access (OFDMA) cellular systems, the inter-sector or inter-tower interference (ITI) makes accurate signal recovery quite challenging as sub-1 GHz bands only support single-input single-output (SISO) links. Interference-aware receiver algorithms are essential to mitigate the ITI in such low-frequency bands. Such algorithms enable ubiquitous mobile broadband access over the entire homeland, say with > 95% geographical coverage with quality of service guarantees. One element of the interference-aware signal recovery is the least-squares-based joint channel estimation scheme that uses non-orthogonal pilot subcarriers. This estimator is then compared with a variant that uses orthogonal pilot subcarriers to bring out the advantage of this joint estimator. It is shown that the proposed joint estimator requires fewer pilots to be well-determined when compared to its under-determined orthogonal counterpart. Moreover, it is easy to implement and does not require any knowledge of channel statistics. This work also derives a compensation factor needed for the interference-aware detector in the presence of inter-carrier interference (ICI) originating from multiple transmitters. Simulation results show that the proposed joint channel estimator outperforms traditional estimators at moderate to high frequency selectivity. The proposed compensation factor to the joint detector is found to be essential for recovering the transmitted signal in the absence of phase-tracking pilots.
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I. INTRODUCTION

ROADBAND cellular networks based on the current 4G-Long Term Evolution (LTE) or the emerging 5G-New Radio (NR) wireless standards use universal frequency reuse or reuse-1 [1], [2]. In such OFDM/OFDMA block-modulated networks, all cell towers and sectors use the same frequency resource to provide a higher sum throughput. Co-channel interference (CCI), which arises in such ultra-dense networks, is a crucial bottleneck that restricts the throughput of the cell-edge user [3]. CCI manifests as inter-cell or inter-sector interference, broadly referred to as inter-tower interference (ITI). This contribution is focused on a downlink cellular model with ITI. Downlink power control, interference coordination, beamforming, etc. (see, for example, [4], [5], [6], [7], [8]) are used to reduce this ITI and improve cell-edge user throughput.

OFDMA networks deployed in the ultra-high frequency (UHF), particularly the sub-1 GHz bands, can provide excellent geographical coverage and are used for supplementary uplink in 5G [9], [10]. The 3GPP study item [11] has identified typical deployment scenarios for next-generation access technologies. Eleven of the twelve scenarios identified have an option for sub-6 GHz deployment, and three particularly consider sub-1 GHz bands alone. The scenarios include rural deployment with inter-site distances or ISD of 1 to 5 km, extreme long-distance coverage in low density areas with ISD of the order of 100 km, and urban coverage for massive

1. The word sector is used to refer to the full 360° region served by a cell site, or to simply one part of that region (typically a 120° portion, when three sectors are deployed per cell site). In this paper, the term inter-tower interference (ITI) also subsumes the inter-sector interference that could be present at the sector boundaries.
machine-type communications (mMTC). The importance of these bands for rural connectivity is also studied in [12] and [13]. This frequency band has also been examined for suitability for wideband Short-Range Devices (SRDs) in [14], [15] as well as low-power, long-range IoT [16]. The band also finds use in deploying resilient machine-to-machine systems, including smart grids, which are critical to the national infrastructure [17]. The IEEE 802.22 and 802.11af standards, which are expected to play a significant role in bridging the rural connectivity for 6G networks, also operate in this band [18], [19].

However, the sub-1 GHz bands do not support spatial filtering/beamforming because the large wavelengths involved make single input single output (SISO) the only realistic deployment. The receiver will likely pick up significant interference/beamforming because the large wavelengths involved make single input single output (SISO) the only realistic deployment. The receiver will likely pick up significant ITI, especially in the cell-edge region, even after employing interference coordination and power control algorithms. The ITI is especially detrimental if the aim is to provide coverage/beamforming because the large wavelengths involved make single input single output (SISO) the only realistic deployment. The receiver will likely pick up significant

The sounding reference signal (SRS) in 5G also uses pilot-on-pilot arrangement [28]. However, the ports use distinct phase-shifted pilot sequences [31] rather than relying on OCC to separate the ports. The phase-shifted pilots result in time-shifted CIR for each port, which can then be separated by windowing the CIR [32]. However, this approach suffers from an error floor caused due to interpolation error that arises from zero padding in the CIR [33].

The band also finds use in deploying resilient machine-to-machine systems, including smart grids, which are critical to the national infrastructure [17]. The IEEE 802.22 and 802.11af standards, which are expected to play a significant role in bridging the rural connectivity for 6G networks, also operate in this band [18], [19].

However, the sub-1 GHz bands do not support spatial filtering/beamforming because the large wavelengths involved make single input single output (SISO) the only realistic deployment. The receiver will likely pick up significant interference/beamforming because the large wavelengths involved make single input single output (SISO) the only realistic deployment. The receiver will likely pick up significant

The sounding reference signal (SRS) in 5G also uses pilot-on-pilot arrangement [28]. However, the ports use distinct phase-shifted pilot sequences [31] rather than relying on OCC to separate the ports. The phase-shifted pilots result in time-shifted CIR for each port, which can then be separated by windowing the CIR [32]. However, this approach suffers from an error floor caused due to interpolation error that arises from zero padding in the CIR [33].

A. LITERATURE SURVEY

1) CHANNEL ESTIMATION SCHEMES

OFDM channel estimation typically consists of obtaining the initial estimates at the pilot locations and then interpolating these estimates over the data subcarriers. The channel interpolation can be done using various methods such as linear interpolation, transform domain techniques, Wiener filtering, etc. [20]. The initial estimate quality will affect the quality of the interpolated channel.

The initial channel estimates can be obtained using frequency or time-domain least-squares, the linear minimum mean squared error (LMMSE) approach [21], the maximum likelihood (ML) approach [22] or the Bayesian MMSE approach [23]. The ML and time-domain least squares solutions (also called modified least squares or mLS) are found to be equivalent, and the MMSE solution reduces to ML at high signal-to-noise ratios (SNRs) [20], [23]. Thus, the mLS/ML is a minimum variance unbiased estimator that yields the best performance without knowledge about the channel correlation matrix. The mLS typically uses implicit DFT interpolation but can also work with other interpolation methods.

Signal detection in the presence of interference requires estimates of the channels of the interfering signals and that of the desired signal. These channels can be estimated by allotting them non-intersecting sets of frequency orthogonal pilot subcarriers like those described in [24]. However, such designs are not flexible as they would have to reserve pilot sets for the maximum number of BS towers that the user equipment (UE) is likely to detect. The number of such towers is calculated based on inter-site distances and path loss calculations alone. The combination of shadowing, fading, and dynamic interference control techniques can reduce the number of towers that interfere with the UE. A design based on the maximum number of BS towers in a region would be spectrally inefficient as it would require more pilot subcarriers in total.

The pilot-on-pilot allocation scheme multiplexes the pilot positions of the desired signal and interferers [24]. The pilots originating from different towers would then be separated with the help of codes rather than frequency orthogonality. Interfering pilots are either suppressed or cancelled out altogether in such an allocation [25], [26], [27]. The 5G-NR standards [28], for example, define the demodulation reference signal (DM-RS) sequence with such a pilot-on-pilot allocation by using orthogonal cover codes (OCCs). The channel is assumed to be static over the time and frequency resources over which the OCC is applied. This assumption makes DM-RS channel estimation suffer from performance degradation in channels with moderate to high selectivity [29], [30].

The sounding reference signal (SRS) in 5G also uses pilot-on-pilot arrangement [28]. However, the ports use distinct phase-shifted pilot sequences [31] rather than relying on OCC to separate the ports. The phase-shifted pilots result in time-shifted CIR for each port, which can then be separated by windowing the CIR [32]. However, this approach suffers from an error floor caused due to interpolation error that arises from zero padding in the CIR [33].

2) MANAGEMENT OF CCI AND ICI

Co-channel interference must either be avoided or suppressed to decode the received signal. The transmitter powers at the different towers can be optimized by solving a system of equations as in [34] to minimize the CCI. The idea is to reduce the interference power while keeping the quality at the desired receiver at an acceptable level. While this method utilizes knowledge of channel states of the neighboring cells, recent works like [4] have proposed strategies that do not require this knowledge. CCI is suppressed in [7] by a combination of interference coordination and beamforming. Beamforming-based techniques use multi-antenna systems and cannot be practically deployed in the sub-1 GHz band. Power control faces limitations in the presence of multiple high-power interferers, as the transmitted power of a tower cannot be reduced without the associated cost of reduced throughput in its home cell.

Thus, either successive interference cancellation (SIC) or joint detection has to be employed to deal with interference at the receiver [35]. When the signal-to-interference ratio (SIR) is very high, the signal can be decoded satisfactorily by ignoring the interference. On the other hand, SIC can be employed when interference power exceeds the signal power by a large margin [36]. A joint detector such as the one described in [35], [37] is the best option when the signal...
and interference powers are comparable. Such detectors typically utilize a joint loglikelihood ratio (JLLR) metric [38] that accounts for the interferer constellations and the signal constellation in the minimum distance calculation.

The local oscillators of the different towers seen by the receiver induce frequency offsets with varying signs and magnitudes on the receiver. The total frequency synchronization error is comprised of the error in local oscillator frequencies and the relative Doppler of the mobile UE relative to the BS [39]. The term carrier frequency offset (CFO) will be used in our work to denote this combined error. CFO error is the major contributor to inter-carrier interference (ICI) in an OFDM or OFDMA system.

ICI cancellation literature focuses on removing or suppressing ICI in the time or frequency domains. Frequency domain approaches are limited and more complex as they mostly require reconstructing the ICI to cancel them [40]. On the other hand, a time-domain algorithm reduces the CFO before it is formed by the FFT operation [41]. Some methods, like [42], combine time domain and frequency domain approaches. Other methods for multi-transmitter CFO compensation involve singular value decomposition [43], lattice filtering [44], iterative design [45], etc. Complete compensation for the CFOs is not possible when multiple transmitters are present, as in the case of a reuse-1 system [45].

The downlink multi-transmitter CFO problem is distinct from CFO correction in the absence of co-channel interferers for uplink OFDMA links [46], [47]. CCI comes into the picture on the uplink in MIMO systems that use spatial multiplexing [40], [48]. Based on the downlink CFO estimate, the uplink compensation schemes generally assume some amount of precompensation by the UE [40]. UE-specific precompensation is not possible in the downlink as the towers simultaneously cater to multiple UEs.

The ICI contribution of multiple CFOs in the downlink is studied extensively in Coordinated Multi-Point (CoMP) literature [49], [50], [51], [52], [53]. A receiver in a CoMP system sees multiple towers from nearby cells that transmit desired information as a form of diversity [49]. The degradation due to multi-transmitter CFO is studied in [50]. The ICI that arises from downlink transmitters is an issue that reuse-1 systems share with CoMP schemes. The ICI compensation proposed in [51] utilizes a time-domain derotation factor that is a nonlinear function of the CFOs. Some corrections are proposed to this derotation factor in [52]. These methods assume that the difference between the minimum and maximum CFOs is less than half of the subcarrier bandwidth. The CFO correction is shifted to the transmitter side in [53] by first de-biasing the various CFOs at the receiver and then feeding back the residual to the respective towers. However, [53] assumes a quasi-static, non-selective channel and a single-carrier system.

B. KEY CONTRIBUTIONS

This work describes an algorithm that jointly estimates the desired and interference channels in a spectrally efficient manner. The proposed estimator employs the comb-type pilot-on-pilot design strategy described in [24]. The pilot pattern used at the different towers may be random PSK/QAM sequences. The signal model in this work enables joint estimation by accounting for both interferer and desired signal pilots. The proposed channel estimator is an extension of the mLS estimator [21]. It will be shown that the combination of mLS and pilot-on-pilot configuration makes this estimator spectrally efficient.

The time-domain methods, such as those described in [41], [51], and [52], do not entirely compensate for multi-transmitter CFO even when used in conjunction with frequency domain approaches (as seen in [42]). The residual CFOs cause phase rotations in the signal and interferer constellations. The interference-aware joint detector proposed in this work tracks and compensates for this phase resulting from the residual CFO.

The key contributions of this work are captured below with reference to the block diagram in Fig. 1.

1) We first propose a joint channel estimation algorithm (labeled (A) in Fig. 1) that can estimate the desired and interference channels in a spectrally efficient manner. This estimator is shown to outperform null-on-pilot and existing pilot-on-pilot-based estimation algorithms [30], [31], [33]. A comparison of the Cramer-Rao lower bound (CRLB) indicates that there is no degradation in using the pilot-on-pilot estimator compared to a conventional null-on-pilot estimator like [21]. This estimator is shown to be well-defined even when the conventional orthogonal estimator may be under-determined. The proposed estimator is also shown to be a minimum variance unbiased estimator (MVUE).

2) The second contribution is the inclusion of a phase correction factor (labeled (B) in Fig. 1) in the JLLR-based detection framework discussed in [35] and [38] to work in the presence of distinct CFOs. The phase due to the residual CFO will have to be tracked with dedicated pilots in every OFDM symbol in the absence of this factor. Such pilots are unnecessary overhead and reduces spectral efficiency. Since the LLR is calculated considering the ITI structure, this joint detector manages both interference and CFO errors elegantly using only a single receive antenna.

The proposed approaches for channel estimation and signal detection complement each other because the channel estimates carry information on the distortion caused due to the CFOs to the JLLR-based detector. The joint detector has a simple mechanism to track and compensate for the incremental “phase ramp” caused due to the residual CFO error. It is shown that the absence of the modification to the JLLR
block can lead to an unacceptably high block error rate in the scenarios considered.

C. RELATED REFERENCES AND NOVELTY

The proposed estimator can be considered an extension of the mLS estimator [21] for the case when the received signal contains CCI. The work in [54] proposes a similar estimator but requires a specialized training sequence with an entire OFDM symbol reserved for pilots. The proposed estimator requires fewer pilots to estimate the channel and is shown to be MVUE. The present work also identifies the condition for joint estimator superiority over an orthogonal-pilot-based estimator.

Unlike existing pilot-on-pilot-based methods, the proposed method does not enforce orthogonality using OCC [30] or phase-shifted pilots [31], [33]. Simulation results show that the proposed design is not vulnerable to frequency selectivity. The proposed joint channel estimation scheme allows overlapping multipath delays and does not require interference-free initial channel estimates as in [55]. The algorithm proposed in [56] requires the knowledge of the maximum delay spread, whereas our work makes no such assumption. An uplink scenario involving coordinated joint detection of $K$ users by $M$ tower equipment is described in [40]. In the downlink model considered here, the UE only needs to decode the message from one of the towers while modeling the interference structure caused by the other ITI terms.

To the best of our knowledge, this is the first work to propose a joint channel estimation framework requiring fewer pilots than its orthogonal counterpart. Unlike an orthogonal pilot system, the proposed estimator needs to be designed for the number of interferers seen by the UE rather than the worst case. The proposed modification to the JLLR expression compensates for the common phase error from the residual CFO and is required when frequency synchronization errors are present.

This paper is organized as follows. Section II describes the system model under consideration. The key components of the proposed interference-aware receiver are presented in Section III. Section IV presents some numerical simulation results and the results of a link-level simulation. The work is concluded in Section V.

NOTATIONS

Bold symbols denote vectors or matrices. Uppercase letters usually indicate the frequency domain, and lowercase letters are for the time domain. A hat on top of a parameter (e.g., $\hat{x}$) will represent an estimate of the parameter $x$. The subscripts $k$ and $m$ are used to denote the $k^{th}$ subcarrier and $m^{th}$ tower, respectively. Finally, the OFDM symbol index shall be denoted by $i$, and $j$ shall be reserved for the unit imaginary number.

II. SYSTEM MODEL

An $N$ subcarrier reuse-1 downlink OFDMA system with a cyclic prefix (CP) of $N_{cp}$ samples is considered. Assume that the system operates in the sub-1 GHz UHF band. The link between the base station/tower and the UE is assumed to be single-input single-output (SISO). Although the UE is near $N_T$ base stations/towers, not all of them are visible.

Consider the situation where only $M < N_T$ towers are typically visible to the UE due to long-term fading, shadowing, interference management or avoidance schemes, etc.
A preamble symbol\(^3\) with \(N_T\) bands can be used to estimate \(M\). The towers are numbered from 0, 1, \ldots, \(M - 1\), and the \(0^\text{th}\) tower denotes the one to which the UE is communicating. The other \(M - 1\) towers transmit co-channel interfering signals since they occupy the same time-frequency resources. With the UE carrier frequency acting as the reference, the CFOs of the \(M\) towers are denoted as \(\{\Delta f_0, \Delta f_1, \ldots, \Delta f_{M-1}\}\) and the subcarrier bandwidth normalized CFOs are \(\{\epsilon_0, \epsilon_1, \ldots, \epsilon_{M-1}\}\) respectively. The data is assumed to be coded. The system is described by the block diagram in Fig. 1 for \(M = 4\).

A mathematical model for the system can be developed based on the interference-free system model described in [57]. When all UEs have different CFOs, it is observed that the individual constellations of the different transmitters are rotated by an amount corresponding to the respective offset. For the signal belonging to the \(m^\text{th}\) tower, the CFO-induced phase at the \(n^\text{th}\) sample of the \(p^\text{th}\) received OFDM symbol shall be \(c_{i,m}(n) = e^{j2\pi \frac{(n+N_p)\epsilon_m}{N}}\). Then, the time domain expression for the received OFDM symbol before CP removal is given by

\[
y_i(n) = \sum_{m=0}^{M-1} c_{i,m}(n) s_{i,m}(n) + w_i(n)
\]

where \(s_{i,m}\) denotes the faded OFDM symbol from the \(m^\text{th}\) tower. Let \(x_{i,m}\) be the transmit symbol and \(h_{i,m}\) be the channel impulse response (CIR) for the \(m^\text{th}\) downlink signal. Then \(x_{i,m}\) is the convolution of \(x_{i,m}\) and \(h_{i,m}\). The last term \(w_i(n) \sim \mathcal{N}(0, \sigma^2)\) in (1) is an additive white Gaussian noise (AWGN) sample. With the symbol index \(i\) omitted for notational convenience, the frequency domain measurements for the \(k^\text{th}\) subcarrier can be written as follows

\[
Y[k] = \sum_{m=0}^{M-1} C_m A_m H_{k,m} X_m[k] + ICI + W[k] \\
C_m := e^{j2\pi \frac{(N+\epsilon_m)k}{N}} \epsilon_m, \\
A_m := \frac{\sin(\pi \epsilon_m)}{Ns\sin\left(\frac{\pi \epsilon_m}{N}\right)}
\]

where \(C_m\) is the CFO-induced phase distortion, \(A_m\) is the corresponding amplitude distortion, \(H_{k,m}\) is the channel frequency response (CFR) and \(X_m[k]\) is the modulated symbol placed in the \(k^\text{th}\) subcarrier by the \(m^\text{th}\) tower. The term \(ICI\) in (2) is the total inter-carrier interference caused by the CFOs. The measurement noise is zero mean and Gaussian with \(W[k] \sim \mathcal{N}(0, \sigma^2)\). The phase terms independent of the OFDM symbol index \(i\) in the above expression can be absorbed into the frequency response, which is now denoted

by \(H'_{k,m}\), to yield

\[
Y[k] = C_0 H'_{k,0} X_0[k] + \sum_{m=1}^{M-1} C'_m H'_{k,m} X_m[k] \\
+ \sum_{m=0}^{M-1} C'_m I_{l,k}(m) + W[k]
\]

where \(C'_m := e^{j2\pi \frac{(N+\epsilon_m)k}{N}} \epsilon_m\) is the symbol index dependent component of the phase distortion. The signal term \((m = 0)\) and the co-channel interference terms \((m > 0)\) are shown separately in this equation. Here, \(I_{l,k}(m)\) is the ICI term between subcarriers \(l\) and \(k\) from the \(m^\text{th}\) tower. This term shall be examined in more detail in Section III-B, where the time-domain compensation scheme for ICI is derived.

Observe that \(H'_{k,m}\) in the above expression is an attenuated and phase-rotated version of \(H_{k,m}\) in (2). \(H'_{k,m}\) can be estimated for every \(P^\text{th}\) OFDM symbol using pilot-aided channel estimation. Starting from the pilot-containing symbol, \(i\) takes index values 0, 1, 2, \ldots, \(P - 1\), and again wraps back to 0 when the channel is estimated again. This is because \(C'_m\) also gets absorbed into \(H'_{k,m}\) during estimation. \(C'_m\) produces a “phase ramp” called CFO-induced common phase error for the OFDM symbols following the pilot-laden symbol. This \(\epsilon_m\)-dependent phase ramping term \(C'_m\) will cause a time-progressive phase shift for the data symbols received after the pilot-laden symbol. This term must be compensated for while modeling the interference-aware detector.

III. PROPOSED INTERFERENCE-AWARE RECEIVER

The data bits are coded, modulated, and loaded into OFDM subcarriers before transmission. The signals from the different towers are assumed to arrive within the CP duration of the OFDM symbol. This is reasonable at the cell edge since the strong interferers are almost equally distant from the UE. In other words, assuming IBI-free timing recovery at the UE is possible even with strong ITI. The objective is to recover the transmitted data bits from the frequency-domain received symbol (3). The following sections look at algorithms proposed for joint channel estimation and frequency offset compensation.

A. JOINT CHANNEL ESTIMATION

The choice of the mLS algorithm used to construct the proposed joint channel estimator shall now be justified. In the time domain, the multipath components will be limited to a sparse subset of the first \(N_p\) samples of the estimated channel impulse response. Even if the multipath components’ exact location is unknown, only \(N_{cp}\) samples need to be estimated in the worst case. The samples after \(N_{cp}\) can be made zero as the CIR is usually limited to the cyclic prefix length.

The traditional least squares formulation performs poorly in the presence of noise, as the number of estimates and the number of pilots (\(N_p\)) are equal. Suppose \(N_p\) pilots are used in mLS. Since \(N_{cp}\) is usually just a fraction of \(N_p\),
high-quality channel estimates are obtained as the estimation problem becomes overdetermined. If reduction of pilot overhead is the primary consideration, the number of pilots needed for estimating the channel can be reduced from $N_p$ to $N_{cp}$. The mLS is suitable to estimate interference channels compared to traditional least squares due to this reduction in the pilot requirement. For an $M$ tower system, the number of pilots required reduces from $MN_p$ to $MN_{cp}$. The fourth section shows that the proposed joint estimator can further reduce the number of pilots required in interference channels.

To derive the joint estimator, (24) is rewritten in vector form (note that for the symbols with pilots, $\tilde{\cdot}$) as follows:

$$Y^{(D)} = X_0 F_{N_{cp}} \tilde{h}_0 + \sum_{m=1}^{M-1} X_m F_{N_{cp}} \tilde{h}_m + \sum_{m=0}^{M-1} \tilde{I}_m + \tilde{W}$$

Here $Y^{(D)}$ is an $N \times 1$ OFDM received signal vector in the frequency domain, with each entry of the vector corresponding to a particular subcarrier. The superscript $(D)$ and variables with tilde (’) indicate that downconversion was done in the time domain to reduce the ICI. More details on downconversion schemes shall be provided in the next section. $F_{N_{cp}}$ is the subsampled DFT matrix consisting of columns from 1 to $N_{cp}$ of the full $N$-point DFT matrix $F$. $X_m$ is a diagonal matrix with modulated data or pilots of the $m^{th}$ BS tower as its diagonal elements, and $\tilde{h}_m$ is the $N_{cp} \times 1$ CIR vector corresponding to the $N \times 1$ CFR vector $\tilde{h}_m$.

The proposed joint estimator allows a comb-type pilot arrangement in the OFDM symbols with pilots. Equation (4) can then be rewritten in matrix form as follows. The corresponding matrix dimensions are also provided.

$$Y^{(D)}_p = X_p F_{pN_{cp}} \tilde{h}_{N_{cp}M} + \tilde{I} + \tilde{W} \quad (N_p \times 1)$$
$$X_p = [X_0 \, X_1 \, \cdots \, X_{M-1}] \quad (N_p \times MN_p)$$
$$F_{pN_{cp}} = \begin{bmatrix} F_{pN_{cp}} & 0 & \cdots & 0 \\ 0 & F_{pN_{cp}} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & F_{pN_{cp}} \end{bmatrix} \quad (MN_p \times MN_{cp})$$
$$\tilde{h}_{pN_{cp}M} = [\tilde{h}_0 \, \tilde{h}_1 \, \cdots \, \tilde{h}_{M-1}]^T \quad (MN_{cp} \times 1)$$

The subscript $p$ denotes that only pilot subcarriers are selected for those matrices or vectors. The rows corresponding to pilot subcarriers are selected from $F_{N_{cp}}$ to get $F_{pN_{cp}}$. The objective now is to solve the following least-squares problem.

$$\min_{\tilde{h}^{(p)}_{N_{cp}M}} \left\| Y^{(D)}_p - X_p F_{pN_{cp}M} \tilde{h}^{(p)}_{N_{cp}M} \right\|^2$$

This minimization can be solved by differentiating the function with respect to $\tilde{h}^{(p)}_{N_{cp}M}$ and setting the result equal to zero.

$$-2\left( Y^{(D)}_p \right)^H X_p F_{pN_{cp}M} + 2\left( \tilde{h}^{(p)}_{N_{cp}M} \right)^H F_{pN_{cp}M}^H X_p^H X_p F_{pN_{cp}M} = 0.$$  \hspace{1cm} (7)

This can be rewritten as

$$F_{pN_{cp}M}^H X_p^H X_p F_{pN_{cp}M} \tilde{h}^{(p)}_{N_{cp}M} = F_{pN_{cp}M}^H X_p^H Y^{(D)}_p.$$  \hspace{1cm} (8)

The estimate of $\tilde{h}^{(p)}_{N_{cp}M}$ can be obtained by multiplying throughout by the regularized inverse of $F_{pN_{cp}M}^H X_p^H X_p F_{pN_{cp}M}$.

$$\tilde{h}_{M_{LS}} = J_M Y^{(D)}$$

where

$$J_M = \left( F_{pN_{cp}M}^H X_p^H X_p F_{pN_{cp}M} + \alpha I \right)^{-1} F_{pN_{cp}M}^H X_p^H$$ \hspace{1cm} (9a)

Here, $\alpha > 0$ is a Tikhonov regularization factor [58]. When guard subcarriers are present in the OFDM symbol, the reduced DFT matrix loses orthogonality, and the inverse becomes ill-conditioned. The regularization parameter $\alpha$ improves the condition number of this inverse. $\alpha$ can be chosen according to the Hoerl-Kennard-Baldwin formula [59], [60]. As per this formula, the regularization factor would be,

$$\alpha = \frac{MN_{cp}}{h_{M_{LS}}^2} \hat{\sigma}^2$$ \hspace{1cm} (10)

Here, $MN_{cp}$ is the number of parameters to be estimated. $\hat{\sigma}^2$ is the estimated noise variance. As the regularization factor requires an estimate of the channel impulse response, $\tilde{h}_{M_{LS}}^H \tilde{h}_{M_{LS}}$ can be initialized to 1 the first time JmLS is applied. The previous CIR estimate can be used in the subsequent JmLS estimations. The initialization value of 1 corresponds to the assumption of a single path with no fading or attenuation. The noise variance estimate is also required for the joint detector, and can be estimated by leaving a few subcarriers blank.

$J_M$ shall be called the joint modified least squares (JmLS) estimate for the remainder of this paper. The CFRs can be obtained from the JmLS time domain estimate by multiplying each $N_{cp} \times 1$ subvector in $\tilde{h}_{M_{LS}}$ with $F_{N_{cp}}$. This is equivalent to taking an $N$ point FFT of each such subvector in $\tilde{h}_{M_{LS}}$.

1) CRLB OF THE JOINT CIR ESTIMATE

The pilots are assumed to be equally spaced in the frequency domain from band-edge to band-edge to derive the CRLB. The residual ICI term $\tilde{I}$ is merged with the noise term $\tilde{W}$. Under these assumptions, following the steps given in Appendix A, CRLB of the total variance of an unbiased joint estimator of $\tilde{h}^{(p)}_{N_{cp}M}$ is given by

$$CRLB_{tot} (\tilde{h}) = Tr \left( \left( F_{pN_{cp}M}^H X_p F_{pN_{cp}M} \right)^{-1} \right) \sigma^2$$ \hspace{1cm} (11)

where $Tr(.)$ denotes the trace of a matrix. If the pilot spacing is assumed to be a power of 2, as given in Appendix A, then

$$CRLB_{tot} (\tilde{h}) = \frac{MN_{cp}}{N_p^2} \sigma^2$$ \hspace{1cm} (12)
where the number of joint estimator pilots $N_p^{(J)} = N/2^i$, $i$ being a non-negative integer. Equation (12) is only approximate since the inverse will not be a pure identity matrix in the presence of guard subcarriers. Equation (11) can be used in such cases.

2) JMLS AS A MINIMUM VARIANCE UNBIASED ESTIMATOR (MVUE)

The JmLS estimator can be shown to be unbiased by simply substituting (5) into (9a) and performing the expectation operation. The MVUE property of an unbiased estimator can be proven if its MSE is shown to be equal to the CRLB. The total MSE of the JmLS estimates is now computed as follows:

$$MSE = Tr\left(E\left[\left(\hat{\mathbf{h}}_{\text{JmLS}} - \mathbf{h}_{\text{true}}\right)\left(\hat{\mathbf{h}}_{\text{JmLS}} - \mathbf{h}_{\text{true}}\right)^H\right]\right)$$  
(13)

The following expression is obtained by applying the steps given in Appendix B. For unit amplitude pilots,

$$MSE = Tr\left(\left(F_{pN_pM}^H F_{pN_pM} + \alpha \mathbf{I}\right)^{-1}\right)\sigma^2$$  
(14)

Equation (14) is the same as the CRLB expression (12) except for the regularization factor. When pilots are band-edge to band-edge, and the pilot spacing is assumed as per the CRLB derivation, regularization is unnecessary. For $\alpha = 0$, (14) becomes equal to (11). Thus the proposed JmLS estimator in (9a) achieves CRLB and is an MVUE as well as an efficient estimator.

3) CRLB OF ORTHOGONAL CIR ESTIMATION SCHEME

The CRLB of the joint estimator can now be compared to the mLS algorithm with a null-on-pilot allocation. An orthogonal pilot pattern with $N_p^{(O)}$ pilots per BS tower can be compared to the JmLS pilot-on-pilot pattern with a total of $N_p^{(J)}$ pilots. This orthogonal scheme can estimate CIR using mLS for each tower. This algorithm shall be called orthogonal modified least squares (OmLS) to distinguish it from the joint estimation scheme. The OmLS estimate is described by

$$\hat{\mathbf{h}}_{\text{OmLS}} = \mathbf{O}_m \mathbf{Y}_{p,m}^{(D)}$$  
(15a)

$$\mathbf{O}_m = \left(F_{pN_pM}^H \mathbf{x}_m \mathbf{x}_m^H F_{pN_pM} + \alpha \mathbf{I}\right)^{-1} F_{pN_pM}^H \mathbf{x}_m$$  
(15b)

$\mathbf{Y}_{p,m}^{(D)}$ is the vector consisting of only those subcarriers in $\mathbf{Y}_p^{(D)}$ that correspond to the $m$th tower as per the null-on-pilot scheme. The CRLB of OmLS is the special case of JmLS with $M = 1$, except for a pilot boosting factor which shall be explained shortly. The CRLB of the joint variance of the estimate for the $m$th user is then

$$\text{CRLB}(\hat{\mathbf{h}}_{\text{orth.},m}) = Tr\left(\left(F_{pN_pM}^H E\left[\mathbf{x}_m^H \mathbf{x}_m\right] F_{pN_pM}\right)^{-1}\right)\sigma^2$$  
(16)

The number of BS towers $M$ seen by the UE changes with time and location. OmLS can then only be designed for $N_T > M$ towers, the maximum number a UE is likely to see at the cell edge. Since $(N_T - 1)N_p^{(O)}$ subcarriers are nulls in OmLS, the power of the $N_p^{(O)}$ pilot subcarriers can be boosted by a factor $\beta = N_T$. This means $E[\mathbf{x}_m^H \mathbf{x}_m] = \beta \mathbf{I}$. The expression in (16) can be further simplified in terms of the pilot boosting factor and the number of OmLS pilots.

$$\text{CRLB}(\hat{\mathbf{h}}_{\text{orth.},m}) = Tr\left(\left(\beta N_p^{(O)} \mathbf{I}\right)^{-1}\right)\sigma^2 = \frac{N_p}{\beta N_p^{(O)}}$$  
(17)

This CRLB is identical to the CRLB derived for JmLS in (12) and it shows that there is no degradation by going for a joint estimator instead of using orthogonal pilots. The next section shows that JmLS has an advantage over OmLS in terms of the number of pilots needed.

4) CONDITION FOR JMLS SUPERIORITY OVER OMLS

The model in (5) can be rewritten as a system of equations.

$$\mathbf{x}_p^H \mathbf{y}_p^{(D)} = \mathbf{x}_p^H \mathbf{x}_p \mathbf{F}_{pN_pM} \hat{\mathbf{h}}_{\text{true}} + \tilde{\mathbf{I}} + \tilde{\mathbf{W}}$$  
(19)

This is a system with $MN_p^{(J)}$ equations and $MN_p$ unknowns. As $N_p^{(J)} = N_T N_p^{(O)}$, JmLS would be solvable when $N_p^{(O)} N_T > N_p$. When $N_p^{(O)} < N_p$, the OmLS estimator is underdetermined as it would have fewer equations than the number of unknowns. This means that the matrix inverted in (15b) will not be full rank. Thus, JmLS will be able to perform better than OmLS whenever the set of inequalities hold true.

$$N_p^{(O)} N_T / N_p > 1$$
$$N_p^{(O)} / N_p < 1$$  
(20)

It follows that JmLS can work with fewer pilots than OmLS when multiple towers are present.

5) COMPARISON OF COMPLEXITY

The estimator matrix $\mathbf{J}_M$ in (9a) is an $MN_p \times N_p^{(J)}$ matrix. Both $\mathbf{x}_p$ and $\mathbf{F}_{pN_pM}$ are required to calculate this matrix. These are computed with the individual pilot matrices ($\mathbf{x}_m$), and the subsampled DFT matrix $\mathbf{F}_{pN_pM}$. Since the transmitted pilot sequence and their locations are known at the receiver, $\mathbf{J}_M$ can be precalculated and stored. $\mathbf{J}_M$ should be computed for different $M$ values and the various tower combinations that the receiver is likely to see. The appropriate estimator matrix can then be chosen by determining which $M$ out of the $N_T$ possible bands in the boarded preamble (as explained in footnote 3 and the simulation section) contain signals of significant strength.
The OmLS estimator matrices for the \( N_T \) towers can also be precalculated and stored using similar logic.

The OmLS and JmLS estimations reduce to matrix multiplications by employing the precalculated estimator matrices at the receiver. A well-determined OmLS-based estimator requires \( N_p^{(O)} = N_c p \) subcarriers per tower and \( N_T N_c p \) subcarriers in total. However, JmLS can work with slightly more than \( N_c p \) pilots. The total number of pilots in OmLS and JmLS are kept equal in this work for a fair comparison of the schemes. This means that JmLS is well-determined and will perform well, while OmLS is underdetermined. For this design, the complexity of JmLS in terms of complex multiplications is \( O(MN_c p N_p^{(J)}) \). The corresponding complexity of OmLS to estimate the CIR for all channels is \( M \times O(N_c p N_p^{(O)}) = O(MN_c p N_p^{(O)}) \).

In the case described above, \( N_p^{(J)} = N_T N_p^{(O)} = N_c p \) which implies \( N_p^{(O)} = N_c p / N_T \). Although OmLS is less complex than JmLS, the estimates are meaningless as \( N_p^{(O)} < N_c p \). Thus, JmLS requires more complex multiplications to produce reliable channel estimates. On the other hand, OmLS is less complex but underdetermined. This higher complexity can be justified as the JmLS estimator can work with fewer pilots than OmLS. If the total number of pilots of both estimators are fixed such that the equations are well determined in either case, \( N_p^{(J)} \) becomes equal to \( N_c p \) and \( N_p^{(O)} = N_c p \). In this case, OmLS and JmLS would have the complexity of the order of \( O(MN_c p^2) \). However, OmLS would require \( N_T \) times more pilots in total.

**B. FREQUENCY OFFSET COMPENSATION**

1) TIME-DOMAIN ICI COMPENSATION SCHEME

Time-domain compensation is a computationally simple first step towards reducing the ICI power at the receiver. The CFOs should be estimated at the receiver as their true values are unknown. This work estimates CFOs using a banded preamble, as explained in the simulation section. These estimates are then used to perform offset correction in the time domain. Some of the choices for the compensation factor are:

1) Desired signal CFO \([41]\).
2) A function of the arctan of the CFOs as proposed in CoMP literature \([51], [52]\).
3) Mean or weighted mean of the CFOs can also serve as a near-optimal derotator as proposed in this work.

In CCI-free systems, ICI is mostly removed with the help of the time-domain scheme described in \([41]\). In this algorithm, the received time domain signal \( y(n) \) is multiplied with the conjugate of \( c_{i,0}(n) \) to remove the effect of CFO. This is equivalent to “de-rotating” the signal that was rotated by the CFO, and hence this approach is called signal derotation (SD). Some amount of ICI shall remain as an estimate of \( \epsilon_0 \) is used in practice.

Although the optimal time-domain derotation factor for a co-channel interference system has not been explored in the literature, there are several studies made in the related field of downlink CoMP. These studies have been outlined in the literature survey. In \([51]\), the derotator proposed is the arctan of the ratio of the weighted sum of sines and cosines of the normalized CFOs. A later study \([52]\) corrected this expression and found that even for the case of \( M = 2 \), certain cross terms should be accounted for within the arctan expression. It is shown that for \( M = 2 \) and similar fading conditions, the derotator reduces to the mean of the normalized CFOs. For dissimilar fading conditions, the derotator reduces to the CFO of the signal with the larger fading factor, i.e., lower path loss. This corrected expression has not been derived for \( M > 2 \).

In this work, a simple linear function of the CFOs is shown to be a near-optimal derotator by using a slightly different set of approximations than the ones used in \([51]\) and \([52]\). The proposed derotator is a weighted mean of the normalized CFOs and shall be called the weighted mean derotator (WMD). The formulation of the optimization problem and the steps to arrive at this solution is given in Appendix C. When the user equipment is near the cell edge, the desired and interferer channels have similar path loss. The weighting factors of the CFOs of the different towers become equal in such scenarios, and the WMD reduces to a simple mean derotator (MD). Their expressions are given by

\[
\epsilon_{wmd} = \frac{\sum_{m=0}^{M-1} P_m \epsilon_m}{\sum_{m=0}^{M-1} P_m} \tag{21}
\]

and

\[
\epsilon_{md} = \frac{1}{M} \sum_{m=0}^{M-1} \epsilon_m \tag{22}
\]

As mentioned at the start of this section, the normalized CFOs used in the MD and WMD expressions are replaced by their estimates obtained using a preamble described in Section IV-C. The simulation section explains how the weights used in the WMD formulation can also be obtained from this preamble. It will be shown through simulations that there is no loss in terms of block-error rate (BLER) by using the mean derotator over WMD.

ICI compensation can be carried out using either the proposed derotation factor or the arctan-based derotator. For any derotation factor \( \epsilon_d \), the time-domain derotation is given by

\[
y_{D,i}(n) = e^{-j2\pi \left(\frac{(N_p^{(O)} + N_c p) + \epsilon_d}{N}\right) y_i(n)} \tag{23}
\]

Here \( i \) is the OFDM symbol index. \( i = 0 \) for OFDM symbols in which channel estimation takes place (pilot-containing symbols). For symbols that do not contain pilots, \( i \) increments by 1 for every symbol until the next pilot-containing symbol is reached. In place of (3), the following new equation is obtained after derotation.
The joint detector can be formulated

\[ Y_D[k] = \tilde{C}_0 \tilde{H}_0^0 X_0[k] + \sum_{m=1}^{M-1} \tilde{C}_m \tilde{H}_{k,m} X_m[k] + \sum_{m=0}^{M-1} \tilde{C}_m^f \tilde{I}_{l,k}(m) + \tilde{W}[k] \]  \tag{24}

\( Y_D \) is the frequency domain received signal that has undergone time-domain derotation and \( \tilde{C}_m \) is the frequency domain received signal that has undergone time-domain derotation and \( \tilde{C}_m \) is given by

The tilde in the above terms indicate that \( \epsilon_m \) has been replaced with \( \epsilon_m - \epsilon_d \).

2) FREQUENCY OFFSET COMPENSATION FOR JOINT DETECTOR

A maximum likelihood detector that compensates for the effect of residual CFO phase ramp can be derived using the model described in (24). The joint detector can be formulated while including the effect of residual CFO as

\[

coss
\begin{align*}
LLR_{0,\lambda,k} &= \log \left( \frac{P(\tilde{b}_i(X_0[k]) = 1 \mid Y_D[k], \tilde{C}'_0, \tilde{H}'_k)}{P(\tilde{b}_i(X_0[k]) = 0 \mid Y_D[k], \tilde{C}'_0, \tilde{H}'_k)} \right). \tag{25}
\end{align*}
\end{coss}

where the notation \( b_i(.) \) denotes the \( i \)th bit of the modulated symbol on the \( k \)th subcarrier. The probabilities in the numerator and denominator would be Gaussian, assuming that the residual ICI does not much distort the noise distribution. Then, the Bayes theorem can be applied while assuming equal prior probabilities for the constellation points. Following the steps given in Appendix D, the Max-Log-MAP approximation [61] for the solution is given by

\[

coss
\begin{align*}
LLR_{0,\lambda,k} &\approx \min_{X_0 \in X_0^0, X_m \in X_m} \frac{1}{2} \left( Y_D[k] - \tilde{C}'_0 \tilde{H}_{k,0} X_0[k] 
&- \sum_{m=1}^{M-1} \tilde{C}_m \tilde{H}_{k,m} X_m[k] 
&- \sum_{m=0}^{M-1} \tilde{C}_m^f \tilde{I}_{l,k}(m) \right)^2 
&- \sum_{m=0}^{M-1} \tilde{C}_m \tilde{H}_{k,m} X_m[k] \right)^2 \tag{26}
\end{align*}
\end{coss}

The solution is a modified version of the joint log-likelihood ratio (JLLR) [38] detector and shall be called offset-corrected JLLR (OC-JLLR). The residual ICI is considered a part of the effective noise in the above approximation. The LLR expression includes the phase ramp term \( \tilde{C}_m^f \) that tracks the phase change in the data symbols caused due to CFO. It will be shown that block error rate flooring occurs due to CFO-induced ICI in the absence of this term in the JLLR expression. Equation (26) can be interpreted as the minimum distance receiver for a “super-constellation” derived from the desired and interference signals.

### IV. SIMULATION RESULTS AND DISCUSSION

#### A. TIME-DOMAIN ICI COMPENSATION SCHEME

The extent of residual ICI after compensation depends on the time-domain ICI compensation technique used. Numerical simulations are performed to compare the average residual ICI power of schemes such as signal derotation (SD) [41], arctan-based derotation (TD) [51], [52], the proposed mean and weighted mean derotation (MD, WMD), and a brute-force search for the optimal derotator. The simulation parameters are described in Table 1.

The amount of CFO experienced by signals from various towers can be quantified as follows. The oscillator at the UE has significantly lower accuracy requirements than the BS [39]. Typical numbers for oscillator accuracy in 5G are 10 parts per million (ppm) of the carrier frequency at the UE [62] and as low as 0.1 ppm for base stations that cover a moderate area [39]. It is then evident that the CFO will have the same sign for all the ITI terms. The CFO would be within 10 ± 0.1 ppm per the tightest specifications in 5G-NR.

In the first scenario considered, the normalized CFOs are chosen from the interval \( [\epsilon_{\text{min}}, \epsilon_{\text{max}}] \). Here, \( \epsilon_{\text{min}} = \Delta_f_{\text{UE}} / \Delta_f_{\text{sc}} \) and \( \epsilon_{\text{max}} = (\Delta_f_{\text{UE}} + \Delta_f_{\text{BS}}) / \Delta_f_{\text{sc}} \). \( \Delta_f_{\text{sc}} \) is the OFDM subcarrier spacing, \( \Delta_f_{\text{UE}} \) is the local oscillator error of the UE in ppm, \( \Delta_f_{\text{BS}} \) is the local oscillator error of the BS in ppm, and \( f_c \) is the carrier frequency. As \( \Delta_f_{\text{UE}} \) is at least an order lower than \( \Delta_f_{\text{BS}} \) (as UE typically has poorer quality equipment), both \( \epsilon_{\text{min}} \) and \( \epsilon_{\text{max}} \) are positive. Thus, the normalized CFO varies over a relatively small range. For \( \Delta_f_{\text{UE}} = 10 \) ppm and \( \Delta_f_{\text{BS}} = 1 \) ppm, the normalized CFO ranges between 0.3 and 0.36. Thus, the CFOs will have the same sign. Time domain compensation is most effective in this scenario since the common frequency offset can be removed via derotation. The average residual ICI corresponding to CFO ranging from 10 ±0.1 ppm to 10 ±1 ppm are plotted in Fig. 2. The case when derotation is absent is also plotted.

It can be seen that the residual ICI is very high (5 dB) in the absence of derotation. Among the derotation techniques, signal derotation performs worst. WMD is very

| Parameter | Value |
|-----------|-------|
| Carrier Frequency | 500 MHz |
| Max. no. of Towers (N_T) | 8 |
| No. of Towers (M) | 4 |
| Relative received powers | [0, 3, 0] dB |
| CFO range | 10 ± 0.1 ppm to 10 ± 1 ppm |
| Subcarrier Bandwidth | 15 kHz |
| FFT Size | 2048 |
| Channel Model | TDL-B |
| RMS Delay Spread | 300 ns |
| CP length (N_CP) | 72 samples |
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close to the optimum derotation found by brute force search. It outperforms the arctan-based derotator proposed in [51] by approximately 0.5 dB. The mean derotator and the arctan-based derotator have very similar performances.

The carrier frequency offsets are randomly drawn from $[-\epsilon_{\text{max}}, \epsilon_{\text{max}}]$ when no assumptions are made regarding the transmitter (base station) and receiver (UE) oscillator accuracy. In this case, the average residual ICI power is plotted in Fig. 3 for various values of $\epsilon_{\text{max}}$. Since the CFOs are randomly distributed around 0, the mean value will also be close to zero. This means that the extent of offset compensation via derotation is limited. The level of residual ICI is seen to be higher in this scenario. It is seen that the case without any ICI compensation (no derotation) performs better than the signal derotation technique. This is because the mean value of the CFOs is near zero and ‘no derotation’ is the same as derotating with zero. Depending on the CFO of the desired signal, SD could perform the derotation with the minimum or maximum value among the CFOs. This kind of derotation can further amplify the ICI rather than reduce it. Hence it is clear that in such scenarios, it is better not to perform derotation than derotating with the desired signal CFO.

In Fig. 3, WMD is seen to be near-optimal even for a random distribution of CFO. The arctan-based derotator (TD) [51] performs well for $\epsilon_{\text{max}} < 0.3$ but degrades for larger $\epsilon_{\text{max}}$. This degradation is because the assumptions made during the derivation of this technique require that $\epsilon_{\text{max}} - \epsilon_{\text{min}} \leq 0.5 \implies \epsilon_{\text{max}} \leq 0.25$. The WMD uses a different set of assumptions and approximations (as given in Appendix C) and is seen to perform close to the optimal derotator in practice.

**B. JMLS CHANNEL ESTIMATION PERFORMANCE**

The MSE performance of the JMLS channel estimator is studied in this section. First, the total MSE of the CIR for all the towers is calculated using link-level simulations. This is plotted along with the theoretical CRLB on the CIR of the joint estimator given by (30). $N_T = 8$ and $M \leq 4$ is considered for this simulation. The JMLS channel estimator uses $N_p^{(J)} = 512$ band-edge to band-edge pilots. The corresponding OmLS design uses $N_p^{(O)} = 64$ pilots per tower as the system has to be designed for eight towers. The OmLS estimator is underdetermined since $N_p^{(O)} < N_c$, but the JMLS estimator is well conditioned. Even though the CRLB of the OmLS estimator is not defined as the equations are underdetermined, the MSE can still be found. The results in Fig. 4 show that the JMLS estimator MSE coincides with the CRLB for the joint estimator and decreases linearly with increasing SNR. On the other hand, the MSE of the OmLS estimator does not improve with SNR because the number of pilots are insufficient.

The following results are based on a calibrated link-level simulation of an OFDMA framework with parameters shown in Table 2. Some parameter values have changed from Table 1. The UE now occupies only a fraction of the total usable subcarriers.
TABLE 2. OFDMA link-level simulation parameters.

| Parameter                        | Value                     |
|----------------------------------|---------------------------|
| Time of Flight (for M = 4)       | [0 150 300 450] ns        |
| Used Subcarriers                 | 240 (20 PRBs)             |
| No. of JmLS Pilots \(N_p^{JmLS}\) | 80                        |
| No. of OmLS Pilots \(N_p^{OmLS}\) | 10                        |

Estimators are now compared in terms of the average per-subcarrier MSE of the CFR. JmLS is compared with the OmLS estimator and two existing pilot-on-pilot estimation algorithms. These are the robust MMSE algorithm [63] which can be used to refine and interpolate channel estimates obtained using 5G DM-RS, and the windowed DFT-based algorithm [31], [32], [33] used to extract channel information from phase-shifted pilots employed in 5G SRS.

The literature survey explains that the DM-RS uses pilot-on-pilot allocation by spreading pilot subcarriers across time and frequency. OCCs are used to spread the pilots and multiplex DM-RS ports in the same set of pilot subcarrier resources. These ports may correspond to the channels of the spatially multiplexed layers of the same link or the channels of different links. In the reuse-1 scenario, the desired and interferer channels are assigned to distinct DM-RS ports. The first step in the receiver is to perform pilot ‘despreading’ and least-squares estimation as described in [30]. These estimates are subsequently refined and interpolated using robust MMSE or Weiner filtering as described in [63]. The DMRS-MMSE estimator is assumed to know the true value of delay spread and SNR for calculating the Weiner filter weights.

A pilot sequence based on double symbol type-II DM-RS [28] is used as one of the benchmarks to compare the performance of the proposed JmLS scheme. One of the three CDM groups is reserved for pilots to accommodate \(M = 4\) towers. If one DM-RS additional position\(^4\) is considered, this amounts to four pilot-containing symbols per slot. A 20 PRB allocation would have 20 PRB \(\times 12 \times \frac{1}{3}\) pilot subcarriers per PRB = 80 pilot subcarriers per pilot-containing symbol. The pilot overhead is the same as that for JmLS in this configuration of DM-RS.

The second pilot-on-pilot scheme in the literature is used in 5G SRS channel estimation. Phase-shifted sequences are used to separate channel impulse responses in time so that they can be windowed out in the receiver [33]. This approach causes interpolation errors due to zero padding in practical non-sample-spaced channels. In addition to OmLS and DMRS-MMSE, phase-shifted pilots coupled with windowed DFT-based channel estimation shall also be compared with the JmLS scheme. This approach shall be labeled as SRS-DFT, although it is not specific to SRS. Once again, the total number of pilots shall be the same as JmLS.

4. The terms such as ‘type-II’, ‘CDM group’, ‘additional position’, etc. are specific to 5G. More details can be found in [28] and [30].

The result in Fig. 5 compares the performance of JmLS with that of OmLS, DMRS-MMSE, and SRS-DFT. For a 30 ns delay spread, DMRS-MMSE is marginally superior to the proposed JmLS estimator. However, at 300 ns delay spread, it is clear that DMRS-MMSE floors with a high MSE while the JmLS performance does not change. That is, the DMRS-MMSE is not suitable for moderate to highly frequency selective channels. The DM-RS scheme cannot track the frequency selectivity well because it will effectively yield only 2 estimates per PRB. JmLS, with 80 pilots in 240 subcarriers, gives 4 estimates per PRB. JmLS has twice the number of estimates and hence does not floor at high delay spreads.

The OmLS MSE floors at high SNRs because the number of pilots per tower is the total number of pilots divided by \(N_T\), which is 8 in this case. Thus, the number of pilots per tower becomes insufficient to estimate the channel with good quality when the allocation is orthogonal. JmLS MSE does not floor because it depends on the visible number of towers rather than the maximum number of towers, i.e., \(M\) rather than \(N_T\). OmLS floors at a lower MSE than DMRS-MMSE as mLS-based schemes that estimate the channel in time-domain have a natural advantage due to the rejection of the noise samples beyond the cyclic prefix length.

The SRS-DFT scheme also floors as the TDL-B channel model is non-sample-spaced. The MSE performance of the SRS-DFT scheme shown in Fig. 5 is similar to that found in [33]. It is seen that JmLS is the only one among the four schemes whose performance does not floor, irrespective of the delay spread used. It is also spectrally efficient as it provides the best estimation quality with the least number of pilots.

C. LINK-LEVEL SIMULATION PERFORMANCE

The proposed receiver is now evaluated in terms of coded BLER performance. LDPC codes of rate 1/2 are used for this simulation. The signal modulation from each tower is assumed to be known at the receiver. When this information
is unknown, modulation order classification techniques such as those described in [64] and [65] could be used. The noise variance, $\sigma^2$, can be estimated either from a few subcarriers left purposefully blank or using guard subcarriers if the adjacent channel interference is low. The first approach is used in the simulations presented in this paper.

The link-level simulator follows the frame structure described in 5G standards [28] with 15 kHz subcarrier spacing. Every frame has ten slots, and every slot has 14 OFDM symbols. The simulations use a time-varying channel with Doppler corresponding to 10 kmph for the low-mobility scenario and 100 kmph for the high-mobility scenario. The channel is estimated in the $1^{\text{st}}, 5^{\text{th}}, 9^{\text{th}}$ and $14^{\text{th}}$ symbols in this simulation setup. Linear interpolation is used to provide the CFR estimates in the remaining symbols.

A new realization is generated for each tower-to-UE channel in every frame. The CFO relative to each BS tower is randomly generated for every frame while staying within the limit of $10 \pm 0.2$ ppm relative to the carrier frequency. As mentioned in Section III-B1, the tightest constraint on the BS oscillator accuracy is 0.1 ppm in the 5G specs. The current simulations exceed the error expected in such systems. Simulations are run for a minimum of 5000 frames or until twenty block errors are detected at a particular SNR.

The CFOs corresponding to different towers are estimated at the start of each frame with the help of a two-symbol preamble. The two symbols in this preamble are identical. Each preamble symbol consists of $N_T$ orthogonal bands in the frequency domain. Each band is a block of subcarriers with guard subcarriers in between. In the frequency domain, subcarriers of each band are loaded with a Zadoff-Chu sequence of appropriate length.

The received time-domain samples corresponding to the two-symbol preamble are first filtered using a filter bank to separate the preamble signals belonging to each tower/band. The power of this filtered signal can be used to detect the presence or absence of an ITI signal, thus providing an estimate of $M$. This power can also be used to define the weights for performing WMD and as an indicator to select the appropriate estimator matrix $\mathbf{J}_M$.

The timing and frequency synchronization procedure is implemented using the algorithm proposed in [66]. The signal from the band corresponding to the desired tower can be cross-correlated with a time-domain preamble signal to estimate the timing offset of the signal from the desired tower. The first and second preamble symbols can be identified using this timing offset. The times of arrival of significant interferers are also estimated to determine an appropriate inter-block-interference (IBI)-free window. Since the two symbols will be identical except for the CFO and doppler induced phase shifts, the combined phase effect of CFO and doppler can be estimated by measuring the phase difference as suggested in [66]. The proposed phase derotation scheme is now applied, followed by OFDM demodulation.

The preamble sequence is not helpful for channel estimation since it is narrowband. Thus, the next step at the receiver is the channel estimation in the four symbols of a slot, followed by estimate interpolation over the entire slot. The channel estimation is done for the desired signal and the interfering signals. The estimates of the channel, noise variance, and CFOs are passed to the OC-JLLR detector to obtain the LLR values. The BLER is computed after LDPC decoding.

The simulation results for various scenarios are presented in the following sections.

1) LOW MOBILITY, $N_T = 8$, $M = 4$

The desired signal is modulated with 4-QAM. Three ITI signals are also present with powers of 3, $-3$, and $0$ dB relative to the desired signal, each modulated with 4-QAM. This means that the interferer powers are high and comparable to the desired signal power. The ITI signals are assumed to arrive at the time of flights given in Table 2. In pilot-carrying OFDM symbols, a comb-type pilot arrangement interlaced with data is assumed with a pilot subcarrier separation of 3. The number of used subcarriers and the number of pilots per OFDM symbol are given in Table 2. A TDL-B channel, as defined in [67] and scaled with an RMS delay spread of 300 ns (long delay spread channel), is assumed. In this scenario, the UE is assumed to have low mobility with speed restricted to below 10 kmph.

The performance of the OmLS, JmLS, and DMRS-MMSE channel estimation schemes are compared in terms of coded block error rate in Fig. 6. The SRS-DFT approach is not simulated here since its performance is found to be floorng similar to OmLS in Fig. 5. The performance of the joint detector fed with the true channel knowledge is also plotted for reference.

It is seen that at low delay spreads, DMRS-MMSE is superior and is close to the performance for the case of true channel knowledge. This is unsurprising as the robust-MMSE interpolation is known to be near-optimal. The true values of the delay spread and SNR are given to the MMSE interpolator. Because of this, it can achieve near-ideal performance at low delay spreads. However, even at an rms delay spread of 300 ns, DMRS-MMSE fails as the number of estimates becomes insufficient.

By comparing Fig. 5 and Fig. 6, it is seen that the BLER performance of JmLS improves at high delay spreads even though there is no improvement in the MSE performance. This is because high frequency selectivity is known to be beneficial for the performance of error correction codes [68]. A similar BLER improvement is also seen in the case of true channel knowledge when the delay spread increases.

The ICI compensation scheme proposed in this work comprises both a time-domain derotation scheme and the offset correction in the joint detector. It was found in Fig. 2 that WMD performs close to the optimum time-domain derotator, and the MD performs close to the arctan derotator proposed in [51]. The SD has the worst performance among the time-domain derotators. The simulations results that follow shall only contain the results for SD, MD, and WMD schemes to
avoid confusion. Further, only the OmLS and JmLS channel estimation schemes shall be included in future comparisons.

It is seen in Fig. 7 that since the present design satisfies (20), the OmLS estimator has an unacceptable performance resulting in a BLER close to unity. This simulation shows that JmLS can perform well in scenarios where OmLS fails. The decoder fails in the absence of offset correction term as suggested by the proposed OC-JLLR in (26). All blocks will now be in error, irrespective of SNR. This is shown by the result indicated as “pure JLLR” in Fig. 7. As a benchmark for comparison, the BLER when CFO is absent and when perfect channel knowledge is available at the receiver is also plotted.

The simulation results show that WMD and MD do not differ much in terms of BLER. The weights for WMD are almost equal in the cell-edge scenario, as the path losses from the different towers are comparable. It is seen that there is a difference of just 0.5 dB in terms of ICI cancellation for the two schemes. However, both perform better than the signal derotation (SD) approach used in interference-free systems. The SD approach floors more at high SNRs than WMD or MD.

2) LOW MOBILITY, $N_T = 8$, $M = 3$, 16-QAM

In this scenario, the desired signal is modulated with 16-QAM. Two ITI signals are also present with powers of 3 and $-3$ dB relative to the desired signal, each modulated with 4-QAM. The remaining assumptions in the previous section also hold here.

The inferences drawn from this result (shown in Fig. 8) are similar to the $M = 4$ case. It is seen that 16-QAM with two 4-QAM interferers perform slightly better than 4-QAM with three 4-QAM interferers even though the super-constellation order is the same. One reason for this behavior is that 16-QAM has better minimum-distance properties than the irregular super-constellation formed by adding two faded 4-QAM signals. In addition, the detector for $M = 3$ requires only 3 sets of channel estimates and hence has less estimation error.

3) LOW MOBILITY, $N_T = 8$, $M = 2$, 64-QAM

The last scenario considered in the low mobility case is when the desired signal is modulated with 64-QAM. A single interfering signal whose power is 3 dB above the desired signal and modulated with 4-QAM is also present. This case is plotted in Fig. 9.

Although super-constellation remains the same, the performance for $M = 2$ is superior to the previous two scenarios. This result also shows that a joint detector is feasible even for large constellation sizes like 64-QAM, but the number of interferers it can tolerate will reduce accordingly. For example, simulations show that it is not possible to accommodate two 4-QAM interferers on top of a 64-QAM desired signal for the code rate under consideration.
Since high-order constellations are typically seen towards the center of the cell where interference is minimal, the results show that joint detectors can handle the interferences that are likely to be seen in the cell edge.

4) HIGH MOBILITY, TDL-E LOS CHANNEL

The final scenario uses a TDL-E channel model with a line-of-sight (LOS) Rician path and the usual non-line-of-sight (NLOS) Rayleigh multipaths. The UE is assumed to be mobile with a maximum speed of 100 kmph. The delay spread scaling factor considered for this channel is 100 ns since the TDL-E model is more spread out in terms of multipath. If a 300 ns scaling factor were to be considered as in the previous cases, this channel would have significant inter-block interference.

The results plotted in Fig. 10 consider a 4-QAM signal with 4-QAM interferer(s) for $M = 2, 3,$ and $4$. WMD is not plotted in these results since previous simulations have shown no significant difference between WMD and MD in terms of BLER for the given interference profile. The performance of OmLS is similar to the results shown so far and is not plotted here. The $M = 4$ result (denoted by 4T in the figure) shows that the proposed MD is superior to SD even in the presence of a significant Doppler component. Referring back to Fig. 2, it is seen that when the BS oscillator error is 0.2 ppm, the residual ICI power is around $-30$ dB for SD. This means that the ICI is comparable to noise at an SNR of 30 dB. Hence, SD starts to floor near 30 dB SNR. SD would floor sooner for higher CFOs, as predicted by Fig. 2. The effect of the derotation factor is not as pronounced for this particular code rate when $M < 4$.

The results show that the SNR required to reach a particular BLER increases with increasing $M$. The first reason for this is an increase in the order of super- constellation. A secondary reason is the accumulation of errors in channel estimation of both the desired and interferer channels. This error accumulates linearly with $M$.

V. CONCLUSION

Interference-aware receiver algorithms that aid accurate signal recovery even in strong ITI were proposed in this work. It described a joint channel estimation scheme that uses a non-orthogonal pilot pattern to estimate the desired and interferer channels efficiently. The CRLB of the proposed estimator was derived and compared with its orthogonal counterpart. This joint estimator was shown to reduce the number of pilots by almost a factor of $N_f$. The condition under which the proposed estimator becomes superior to the orthogonal estimator was also derived, and the computational complexity of the estimator was analyzed. A low-complexity time-domain CFO compensation scheme that performs close to the optimal time-domain scheme was proposed. Although it does not have significant performance advantages over the existing arctan-based compensation, the proposed derotator can be easily computed as it is a linear function of the CFOs. Irrespective of the time-domain derotator used, it should be coupled with a CFO correction factor to compensate for the phase shift caused due to the residual CFO. This compensation factor was derived for the JLLR detector in this work.

Simulation results reveal that JmLS works with fewer pilots than OmLS, provided that condition (20) is met. For the same pilot overhead, JmLS is shown to be advantageous at moderate to high delay spreads compared to an MMSE estimator that uses DM-RS pilots. All data blocks are erroneous in the absence of the proposed CFO correction factor for the JLLR. The proposed techniques enable high-quality signal recovery in interference-limited reuse-1 cellular OFDMA systems operating in the sub-1 GHz UHF band.
Ignoring the ICI term, the noise vector can be rewritten as
\[
\tilde{\mathbf{W}} \approx \mathbf{Y}_{p}^{(D)} - \mathbf{X}_{p} \mathbf{F}_{pNcpM} \tilde{\mathbf{h}}_{NcpM}'
\] (27)

Since \( \tilde{\mathbf{W}} \) is a Gaussian vector, the log likelihood function of the data for the parameter \( \tilde{\mathbf{h}}_{NcpM}' \) is given by
\[
\ln p(\mathbf{Y}_{p}^{(D)}; \tilde{\mathbf{h}}_{NcpM}') = -N \ln (2\pi \sigma^2) - \frac{(\mathbf{Y}_{p}^{(D)} - \mathbf{X}_{p} \mathbf{F}_{pNcpM} \tilde{\mathbf{h}}_{NcpM}')^H (\mathbf{Y}_{p}^{(D)} - \mathbf{X}_{p} \mathbf{F}_{pNcpM} \tilde{\mathbf{h}}_{NcpM}')}{2\sigma^2}
\] (28)

The Fisher information matrix [69] is then given by
\[
\mathcal{I}(\tilde{\mathbf{h}}_{NcpM}') = -E \left\{ \nabla_{\tilde{\mathbf{h}}_{NcpM}'}^2 \ln p(\mathbf{Y}_{p}^{(D)}; \tilde{\mathbf{h}}_{NcpM}') \right\} = \frac{(\mathbf{F}_{pNcpM} \mathbf{H} E[\mathbf{X}_{p}^H \mathbf{X}_{p}] \mathbf{F}_{pNcpM})^{-1}}{\sigma^2}
\] (29)

CRLB of the total variance of an unbiased estimator of \( \tilde{\mathbf{h}}_{NcpM}' \) is found as the trace of the inverse of the Fisher information matrix (29).

\[
CRLB_{tot}(\tilde{\mathbf{h}}) = Tr \left( (\mathbf{F}_{pNcpM} \mathbf{H} E[\mathbf{X}_{p}^H \mathbf{X}_{p}] \mathbf{F}_{pNcpM})^{-1} \right) \sigma^2
\] (30)

Here \( \tilde{\mathbf{h}} \) is an unbiased joint estimator of the CIR. Looking at (30) for the case with unit-amplitude pilots such as 4-QAM, \( \mathbf{X}_{i}^H \mathbf{X}_{j} = 1 \). Although \( \mathbf{X}_{i}^H \mathbf{X}_{j} \neq 0 \) for any two integers \( i \neq j \).

\[
E[\mathbf{X}_{i}^H \mathbf{X}_{j}] = 0. \mathbf{X}_{i}^H \mathbf{X}_{j} \text{ is the product of two diagonal matrices with unit-amplitude sequences in the diagonal. This product results in another unit-amplitude sequence.}
\]

These relations can now be used on a constellation with equal probability for all symbols. It then follows from the definition of \( N \)-point DFT that
\[
\mathbf{H}_{M} \text{ is found as the trace of the inverse of the Fisher information matrix.}
\]

\[
\mathcal{F}(\mathbf{h}) = Tr \left( (\mathbf{F}_{pNcpM}^H \mathbf{F}_{pNcpM})^{-1} \right) \sigma^2
\] (31)

Here \( \sigma^2 \) is the MSE of the joint estimate is given by the expression below.

\[
MSE = Tr \left( E \left[ (\tilde{\mathbf{h}}_{JMLS} - \tilde{\mathbf{h}}_{NcpM}) (\tilde{\mathbf{h}}_{JMLS} - \tilde{\mathbf{h}}_{NcpM})^H \right] \right)
\] (36)

where,

\[
A = \mathbf{J}_{M} (\mathbf{X}_{p} \mathbf{F}_{pNcpM} \tilde{\mathbf{h}}_{NcpM} + \mathbf{W})
\]

\[
= \mathbf{J}_{M} (\mathbf{X}_{p} \mathbf{F}_{pNcpM} \tilde{\mathbf{h}}_{NcpM}^H \mathbf{F}_{pNcpM}^H \mathbf{F}_{pNcpM} \mathbf{X}_{p}^H + \mathbf{W} \mathbf{X}_{p}^H \mathbf{F}_{pNcpM}^H \mathbf{F}_{pNcpM}^H \mathbf{X}_{p}^H + \mathbf{W} \mathbf{X}_{p}^H) \mathbf{J}_{M}^H
\] (37)

The following equations simplify the expression for the expected value of \( A \).

\[
E[\tilde{\mathbf{h}}_{NcpM}^H \tilde{\mathbf{h}}_{NcpM}] = \sigma^2 \mathbf{1}
\]

\[
\mathbf{J}_{M} \mathbf{F}_{pNcpM} \mathbf{X}_{p}^H \mathbf{J}_{M}^H = \mathbf{I}
\]

\[
E[\mathbf{W}] = 0
\]

\[
\mathbf{J}_{M} \mathbf{F}_{pNcpM} \mathbf{X}_{p}^H + \alpha \mathbf{I} \mathbf{J}_{M} \mathbf{F}_{pNcpM} \mathbf{X}_{p}^H \mathbf{J}_{M}^H = (\mathbf{F}_{pNcpM}^H \mathbf{F}_{pNcpM} + \alpha \mathbf{I})^{-1}
\] (38)

These relations can now be used on \( A, B, C \) and \( D \).

\[
E[\mathbf{A}] = \sigma^2 \mathbf{1} + \sigma^2 (\mathbf{F}_{pNcpM}^H \mathbf{X}_{p}^H \mathbf{F}_{pNcpM} + \alpha \mathbf{I})^{-1}
\]

\[
B = \mathbf{J}_{M} (\mathbf{X}_{p} \mathbf{F}_{pNcpM} \tilde{\mathbf{h}}_{NcpM} + \mathbf{W}) \mathbf{F}_{pNcpM}^H
\]

\[
E[\mathbf{B}] = -\sigma^2 \mathbf{1}
\]

\[
C = \mathbf{J}_{M} \mathbf{F}_{pNcpM} \mathbf{X}_{p}^H \mathbf{F}_{pNcpM} \mathbf{X}_{p}^H \mathbf{J}_{M}^H
\]
\[ E[C] = -\sigma_h^2 I \]
\[ D = \hat{h}_{NcpM}^H \hat{h}_{NcpM} \]
\[ E[D] = \sigma_h^2 I \] (39)

Thus,
\[ MSE_C = Tr\left( \sigma^2 (F_{pNcpM}^H X_p^H X_p F_{pNcpM} + \alpha I)^{-1} \right) \]
\[ = \sigma^2 MNcp \]
\[ \quad N_{p}^{(3)} \] (40)

where the simplified expression (with \( X_p^H X_p = I \)) is valid for unit-amplitude pilot sequences such as 4-QAM. As shown in Lemma 1 of Appendix A, \( F_{pNcpM}^H F_{pNcpM} = N_{p}^{(3)} I \). As \( I \) is an \( MN_{cp} \times MN_{cp} \) matrix here, its trace is equal to \( MN_{cp} \).

**APPENDIX C
TIME-DOMAIN DEROTATION FACTOR**

Referring to the system model described in (3) and the expression for ICI given in [57], the total ICI at the \( k^{th} \) subcarrier is given by

\[ ICI(k) = \sum_{m=0}^{M-1} C_m^e \sqrt{N_p} \epsilon_m \]
\[ \times \sum_{l=0, l \neq k}^{N-1} \left( \frac{\sin(\pi(l - k + \epsilon_m))}{N \sin(\pi(\frac{l - k + \epsilon_m}{N}))} \right) \]
\[ \times |H_{k,m} X_m[k]| \] (41)

The objective of reducing the ICI power has been realized in prior works [51], [52] by employing a series of approximations and upper bounds on the ICI power. This paper uses a similar approach to obtain a different expression by employing different approximations. As a first step, it follows from the inequality of arithmetic and geometric means [70] that \( a_1^2 + a_2^2 \geq 2a_1a_2 \), \( \forall a_1, a_2 \in \mathbb{C} \). This means that \( (a_1 + a_2)^2 \leq 2(a_1^2 + a_2^2) \). Repeated application of this property can be used to prove that \((\sum_{m=0}^{M-1} a_m)^2 \leq M \sum_{m=0}^{M-1} a_m^2 \). This upper bound can be applied to the expression for the ICI power at the \( k^{th} \) subcarrier.

\[ |ICI(k)|^2 \leq M \sum_{m=0}^{M-1} |f_1(\epsilon_m)|^2 \] (42)

where

\[ |f_1(\epsilon_m)|^2 = \left| \sum_{l=0, l \neq k}^{N-1} \left( \frac{\sin(\pi(l - k + \epsilon_m))}{N \sin(\pi(\frac{l - k + \epsilon_m}{N}))} \right) \right|^2 \]
\[ \times |H_{k,m} X_m[k]|^2 \] (43)

because \( |ab|^2 = |a|^2 |b|^2 \) and \( |C_m e^{j2\pi N_p \epsilon_m}| = 1 \) as it is a pure phase term. A sinc function can be substituted for the ratio of sines in the above expression. This is possible because the FFT size \( N \) is large and \( \sin(\frac{\theta}{N}) \approx \frac{\theta}{N} \).

\[ |f_1(\epsilon_m)|^2 = \left| \sum_{l=0, l \neq k}^{N-1} \frac{\sin(\pi(l - k + \epsilon_m))}{N \sin(\pi(\frac{l - k + \epsilon_m}{N}))} \right|^2 \]
\[ \times |H_{k,m} X_m[k]|^2 \] (44)

where the absolute value is taken inside the summation by employing the triangle inequality [71]. It is now evident that the value of \( \epsilon_m \) can be reduced to reduce the ICI. This is because, for \( \max(|\epsilon|) \leq 0.5 \) and \( l \neq k \), the absolute value of sinc reduces with decreasing \( \epsilon_m \). On applying a time domain derotation factor \( \epsilon_a \), the quantity \( \epsilon_m \) in the equation gets replaced with \( \epsilon_m - \epsilon_a \). We search for \( \epsilon_a \) between \( \min(\epsilon) \) and \( \max(\epsilon) \) as the optimum value is known to lie within this range [52]. Thus, the ICI power at the \( k^{th} \) subcarrier is upper bounded by

\[ |ICI(k)|^2 \leq M \sum_{m=0}^{M-1} \left( \sum_{l=0, l \neq k}^{N-1} |\sin(l - k + \epsilon_m - \epsilon_a)| \right)^2 f_2(k, m) \]
\[ f_2(k, m) = M|H_{k,m}|^2|X_m[k]|^2 \] (45)

The inequality of arithmetic and geometric means [70] can once again be used to upper bound the above square of a summation with a scaled version of summation of squares.

\[ |ICI(k)|^2 \leq \sum_{m=0}^{M-1} \sum_{l=0, l \neq k}^{N-1} (\sin(l - k + \epsilon_m - \epsilon_a))^2 f_3(k, m) \]
\[ f_3(k, m) = MN|H_{k,m}|^2|X_m[k]|^2 \] (46)

By following the approximation used in [51] and [72] for large \( N \), \( \sum_{l=0, l \neq k}^{N-1} (\sin(l - k + \epsilon_m - \epsilon_a))^2 \approx 1 - \sin^2(\epsilon_m - \epsilon_a) \). Since \( N \) is the total number of subcarriers in the OFDM system, it is usually of the order of \( 10^3 \) and the approximation will hold. The next step is to find the optimum derotator \( \epsilon_a \) that minimizes the upper bound on ICI power given above. Then, the cost function is

\[ C(\epsilon_a) = \sum_{m=0}^{M-1} \left( 1 - \sin^2(\epsilon_m - \epsilon_a) \right) f_3(k, m) \] (47)

Using the first two terms of the Maclaurin expansion for sinc(\( x \)), the approximation sinc(\( x \)) \approx 1 - \frac{(\pi x)^2}{3!} can be made. Then sinc(\( x \)) \approx 1 - 2(\frac{\pi x}{3})^2 + (\frac{\pi x}{3})^2. Here, \( x = \epsilon_m - \epsilon_a \). The higher order terms of the Maclaurin expansion will become negligible when the sinc function is squared. Substituting this expansion in (47),

\[ C(\epsilon_a) = \sum_{m=0}^{M-1} \left( \frac{(\pi (\epsilon_m - \epsilon_a))^2}{3!} - \frac{(\pi^4 (\epsilon_m - \epsilon_a))^4}{3!} \right) f_3(k, m) \] (48)
Differentiating the cost function,
\[
\frac{3C(\epsilon_s)}{3\epsilon_s} = \sum_{m=0}^{M-1} \left( -4\pi (\epsilon_m - \epsilon_s) \right) \frac{3! + 4(\pi^4 (\epsilon_m - \epsilon_s)^3(3))}{(3)!^2} f_3(k, m)
\]
Substituting for \(f_3(k, m)\) and equating the derivative to zero,
\[
\sum_{m=0}^{M-1} (\epsilon_m - \epsilon_s) P_m = 0
\]
Summation is done over all possibilities for which \(b_1(X_0[k]) = 1\) in the numerator and \(b_1(X_0[k]) = 0\) in the denominator, assuming equal prior probabilities for constellation points. That is, the marginal distribution is found from the joint distribution.
\[
LLR_{0,\lambda, k} = \ln \left( \frac{\sum_{X_0 \in X_0^{(1, \lambda)}} \sum_{X_m \in X_m} P(Y_D[k] | C, \tilde{H}, X[k])}{\sum_{X_0 \in X_0^{(0, \lambda)}} \sum_{X_m \in X_m} P(Y_D[k] | C, \tilde{H}, X[k])} \right)
\]
This expression shall be called the offset-corrected joint log likelihood ratio (OC-JLLR) expression.
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