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ABSTRACT The past few years have witnessed some public safety incidents occurring around the world. With the advent of the big data era, effectively extracting public security information from the internet has become of great significance. Up to hundreds of TBs of data are injected into the network every second, and thus it is impossible to process them manually. Natural Language Processing (NLP) is dedicated to the development of an intelligent system for effective text information mining. By analysing the text and quickly extracting the relationships between the relevant entities, NLP can establish the knowledge graph (KG) of public security, which lays the foundation for safety case analysis, information monitoring, and activity tracking and locating. One of the current pre-training relation extraction models is the Word2Vec model. The Word2vec model is single mapped, and it produces a static, single representation of the words in sentences. Then, the BERT model considers contextual information and provides more dynamic, richer vector representations of generated words. Therefore, in this paper, we propose a Bidirectional Encoder Representation from Transformers (BERT) based on the Chinese relation extraction algorithm for public security, which can effectively mine security information. The BERT model is obtained by training the Masked Language Model and predicting the next sentence task, which is based on the Transformer Encoder and the main model structure is the stacked Transformers. Extensive simulations are conducted to evaluate our proposed algorithm in comparison to some state-of-the-art schemes.

INDEX TERMS BERT, relationship extraction, public security, MaxPooler, ReLU.

I. INTRODUCTION

In recent years, public safety incidents around the world occur from time to time. Extreme terrorism cases, such as the explosions at Manchester stadium and the St Petersburg subway, pose great challenges to national security services [1]. With the development of the internet and communication technology, effective web text disposal and understanding plays an important role in today’s public safety [2].

However, with the massive increase of the amount of data, where hundreds of TBs of data are produced on the internet every second, manual processing becomes difficult. Recently, NLP has been dedicated to the development of a computer system for effective web text processing [3].

NLP can improve the task efficiency of public security information extraction, classification, and prediction. The traditional human annotation method cannot effectively achieve deep semantic understanding. At present, structured knowledge such as Wikidata, Yago and DBpedia have been widely used in NLP applications. [4]–[7]. Because of the large scale of knowledge and the high costs of manual tagging, the technology of relationship extraction technology becomes particularly important since it can add more abundant world knowledge to the KGs and automatically obtain world knowledge [8].

Specifically, given the sentence and entities, the entity relation extraction model needs to determine the relationship between entities according to the semantic information. For example, given the sentence “Tsinghua university is located near Beijing” and the entities “Tsinghua university”
and “Beijing”, the model can semantically obtain the “located” relationship, and finally extract the ternary knowledge (Tsinghua University, located in, Beijing). Because the core of Natural Language Understanding (NLU) is to establish a KG of a field, and the relation extraction is the core of KG construction [9].

However, because of the nature of Chinese text, Chinese relation extraction is still at the initial stage. The current pre-training relation extraction model is the Word2Vec model. The word representations it produces are static, they do not consider the context, and they cannot solve the problem of polysemy. Meanwhile, the BERT model uses the Transformer encoder as the feature extractor. This method naturally makes good use of the context, dynamically produces word vector representations, and trains MLM such as denoising targets on large-scale corpora. The resulting representation is very helpful for downstream tasks and solves the polysemy problem [10], [11].

BERT can reflect the complex characteristics of words, including their syntax and semantics. The word embedding method such as word2vec does not have this advantage itself because it is too simple. The BERT model learns a “deep” network; therefore, after the pre-training, it can get different levels of features using different network layers. Generally, the high-level generated features better reflect the abstract and context-dependent part while the bottom generated features pay more attention to the grammatical part.

Therefore, in this paper, we proposed a BERT Chinese Relational Extraction architecture (Bert-CRE). The architecture consists of an input layer, Embedding layer, Encoder layer, Pooling layer, and fully connected layer. The input layer first receives the entity pair features, the original sentence, the relation, the entity pair position and the sentence coding. Using the BERT Chinese-based preprocessing model, the following embedding, encoding, and pooling operations are performed on the data. In addition, the entity-to-position matrix processed by fine-tuning is the input of the fully connected layer. At last, the training set is used for 20 epochs of training, and the verification set is used for evaluation [12].

Compared with the 100-dimensional Word2Vec model, the BERT model can reach 768-dimensional [13]. BERT-Chinese-Based is trained with a large number of Chinese corpora to express more semantic information. BERT-Chinese-Based can effectively handle the polysemous words. It is able to make full use of the position information of entity pairs, improve the recognition degree of entity relations, emphatically understand semantics, and analyse sentence semantics. Our relationship extraction model can be applied to customs and exports, hazardous chemical content control and investigation, and a variety of security scenarios.

Here, the contributions of this article can be summarized as follows. (1) In RELATED WORK, we present the related work on relation extraction methods. (2) In Section A of the METHODOLOGY, we introduce the Transformer Encoder into the BERT-based pre-training model using the Scaled Dot-Product attention mechanism in the task of relation extraction. The use of the BERT-based pre-training model helps to solve the problem of the polysemy of a word and capture more semantic features between words. (3) In Section B of the METHODOLOGY, we propose a variety of downstream network processing layers, including a position embedding layer, dropout layer and max pooling linear layer, further enhances the extraction effect. (4) Compared with the current best model, the proposed model can obtain more precise representations of relations and achieve better performance. To demonstrate the advantages of the proposed model, we compare it to other relation extraction models with different downstream network processing layers and illustrate the experiment results in SIMULATION EXPERIMENTS AND RESULTS ANALYSIS. Finally, the conclusion is given.

II. RELATED WORK

Regarding neural network relationship extraction, in [14], Liu et al. used Convolutional Neural Network (CNN) in relational extraction for the first time. The advantage of this paper is that it introduces the CNN structure to relational extraction. The disadvantage is that the CNN has a relatively simple structure, and there is no Pooling layer, which may make the effects of noise more obvious. In [15], Zeng et al. proposed to extract the optimal features corresponding to each convolution kernel and introduced position features. The drawback is that while multiple convolution kernels are used, only the same window size is used. In [16], Santos et al. used the advantage of the ranking loss, which has improved the results by more than 2 percent. In [17], Zhang et al. used a Recurrent Neural Network (RNN), which has a similar effect as a CNN. During long text modelling, the memory advantage of the RNN can be seen. In [18], Zhou et al. used the NLP task’s standardized Attention Bi-directional Long Short-Term Memory (BiLSTM), which also worked well on relation classification. In [19], Huh et al. proposed an Attention model that reach the highest F1-Score of 88 percent on the SemEval 2010 Task8 dataset and was not surpassed until 2019. The advantage is that it uses two-tier Attention. In [20], Ren et al. used an external message, the Entity Description, to address the data sparsity problem in the relational classification task. This paper proposes...
TABLE 1. The Full form of the abbreviation in the text.

| Full form                                      | Abbreviation |
|------------------------------------------------|--------------|
| Bidirectional Encoder Representation from Transformers | BERT         |
| Natural Language Processing                    | NLP          |
| knowledge graph                                | KG           |
| Natural Language Understanding                 | NLU          |
| Bert Chinese Relational Extraction architecture | Bert-CRE     |
| Convolutional Neural Networks                  | CNN          |
| Recurrent Neural Networks                      | RNN          |
| Bi-directional Long Short-Term Memory          | BLSTM        |
| Neural Relation Classification with Text Descriptions | DeSR        |
| Generative Pre-Training                        | GPT          |
| Embeddings from Language Model                 | ELMo         |
| RectifiedLinearUnit                            | ReLU         |
| Multi-Grained Lattice                          | MG-lattice   |
| Area Under the Curve                           | AUC          |
| Precision-Recall plot                          | PR plot      |
| Continuous Bag-of-Word Model                   | CBOW         |
| Long short-term memory                         | LSTM         |

a Neural Relation Classification with Text Descriptions (DeSR, neural relation classification method), which describes the entity’s text options and adds them to the neural network model as supplementary information.

At present, RNNs and their various improved algorithms are the mostly used in relation extraction tasks, but none of these methods take into account the dependence between the relationships in sentences and do not fully utilize the indirect relationship between entities when dealing with the existence of multiple entity pairs in sentences. In [21], Fenia et al. proposed implicit inferences that, unlike these methods that existed in 2018, used a path-based entity graph model, which makes full use of the indirect relationships between entities when identifying the relationships of the target entity pairs. Although, some other algorithms also address the multiple relationships in sentences. However, these algorithms cannot model known entity paths. The feasibility and effectiveness of the path-based graph model in relational extraction are proved by experiments. By 2019 the NLP field began many attempts to improve the preprocessing model, mainly using the BERT, Generative Pre-Training (GPT), and the Embeddings from Language Model (ELMo) model. Among them, in [22] Alt et al. the GPT was introduced for pre-training. In [21], for the 2019 ACL, Christopoulou et al. proposed general-purpose relation extraction, using BERT for relational representation, and proposed the Matching the Blanks pre-training task. The paper’s model achieves SOTA results on multiple datasets, and the promotion is obvious in the case of small samples.

III. METHODOLOGY

Our architecture contains a BERT model layer, a Dropout layer and a Classification layer, where the BERT model layer effectively implements the embedding, Transformer encoding, and pooling. Through the Embedded, Encoder and Pooling layers, it output the feature vectors of each sentence. Based on this, the entity-to-location information features are embedded by the feature vectors of each sentence. Then, the dropout layer is applied to prevent overfitting. Eventually, all the model weights are trained, the entity-to-relationship prediction of each sentence is realized and the total loss is obtained.

1. The input layer first receives the entity pair features, the original sentence, the relation, the entity pair position and the sentence coding.

2. The features are transformed into 768-dimensional word & position & token vectors in the embedding layer. The three kinds of embeddings are added together and the last output is returned.

3. The BERT Encoding layer establishes the entire Transformer architecture, which contains several layers, the core of which is the Scaled Dot-Product Attention structure.

4. The output of the encoder layer is fed into the pooling layer and pooled.

5. Through fine-tuning, the entity-to-position matrix enters into the fully connected layer. The output is changed from the token level to the sentence level (sum or max pooling here), and then after dropout are the layerNorm, Rectified Linear Unit (ReLU) and Linear operations. The training set is used for 20 epochs of training and the validation set is used to evaluate.

A. BERT-BASED PRE-TRAINING MODEL

The BERT model is to process the training set through an attention mechanism. Then, the pre-trained word vectors are loaded through the Embedding layer and the Encoder layer. Finally, the Pooling layer uses the BERT model to train two sentences.

1) BERT EMBEDDING

In the Embedding layer, the input data first passes through the BERT embedding section [23]. It changes each word into embedding_{word}, embedding_{position} and embedding_{token_type} (formula 1).

\[ E = \text{embedding}_{word} + \text{embedding}_{position} + \text{embedding}_{token_type} \]  \hspace{1cm} (1)
From the papers on BERT, we know that BERT’s word vectors are mainly composed of three vectors, which are the vectors of the word itself embedding, the position of the word in the sentence embedding, and the position of the sentence in the individual training text embedding. The advantage is that the BERT based embedding model prediction can handle polysemous words. When the three vectors are added together, after normalization and dropout processing, they will be input into the BERT Encoder model. All above matrices are \(d_{\text{batch}} \times d_{\text{max length}} \times d_{\text{hidden dim}}\).

2) BERT ENCODER

BERT uses a Transformer Encoder as a language model, and the Transformer model adopts the Attention mechanism to compute the relationship between the input and output. Then, it uses the attention mechanism to compute the relationship between the input-output [25].

The difference between the BERT model and the OpenAI GPT is that the Transformer Encoder is applied, that is, the attention calculation of each moment can get the input of the whole moment before and after [26]. Meanwhile, the OpenAI GPT adopts the Transformer Encoder in which the attention calculation of each moment can only depend on the input of all the moments before that moment.

Next, we apply the Softmax function to an n-dimensional input Tensor, rescaling them so that the elements of the n-dimensional output Tensor lie in the range \([0, 1]\) and sum to 1. The above is the process of calculating the Scaled Dot-Product Attention.

The \(d_{\text{batch}} \times d_{\text{max length}} \times d_{\text{hidden dim}}\) dimensions \(K, V\) and \(Q\) are mapped into dimension \(d_{\text{batch}} \times d_{\text{max length}} \times d_{k}\), dimension \(d_{\text{batch}} \times d_{\text{max length}} \times d_{k}\) and dimension \(d_{\text{batch}} \times d_{\text{max length}} \times d_{v}\), respectively, using different linear transformations of \(h\). Then the attention mechanism is substituted to produce a dimension of \(d_{\text{batch}} \times d_{\text{max length}} \times h \times d_v\) (formula 5 output), and then they are put together (formula 6) to obtain the final output with a linear transformation \(W^O\).

First, \(Q, K, \text{ and } V\) are three embedding matrices that be changed through the linear processing, corresponding to entering the Multi-Head Attention. The Multi-Head Attention consists of overlapping Scaled Dot-Product Attention. The Scaled Dot-Product Attention structure inside the Multi-Head Attention is shown below (Figure 3).

The input contains the \(d_{\text{batch}} \times d_{\text{max length}} \times d_{k}\) dimensions \(Q\) and \(K\), as well as the \(d_{\text{batch}} \times d_{\text{max length}} \times d_{v}\) dimension \(V\). In formula 2, we calculate the dot product of \(Q\) and each individual \(K\), and divide it by the normalized \(\sqrt{d_k}\). Then, we use the Softmax activation to generate the weights. The advantages of the dot product attention mechanism are its low time and space complexity.

\[
sim_{Q,K} = \frac{QK^T}{\sqrt{d_k}}. \tag{2}
\]

\[
sim_{\text{scale}}(\text{sim}_{Q,K}) = \frac{\exp(\text{sim}_{Q,K})}{\sum \exp(\text{sim}_{Q,K})}. \tag{3}
\]

\[
\text{Attention}(Q, K, V) = \text{sim}_{\text{scale}} \cdot V. \tag{4}
\]

Then, we conduct linear processing (formula 7), a dropout and the layerNorm (formula 8). The Multi-Head Attention is done.

\[
MH(Q, K, V) = \text{MultiHead}(Q, K, V)A^T + b. \tag{7}
\]

\[
MH(Q, K, V) = \frac{x - E[\text{MultiHead}(Q, K, V)]}{\sqrt{\text{Var}[\text{MultiHead}(Q, K, V)]} + \varepsilon} \gamma + \beta. \tag{8}
\]

Afterward, take another round of linear processing (formula 9) and an activation function (formula 10) are applied, followed by a dropout and a normalization. Thus, the entire Transformer section is complete.

\[
M = MH(Q, K, V)A_{\text{M-Head}}^T + b_{\text{M-head}}. \tag{9}
\]

Apply the Gaussian Error Linear Units function as follows:

\[
M = GULE(M) = M \ast \Phi(M). \tag{10}
\]

where is the Cumulative Distribution Function for a Gaussian Distribution.

3) BertPooler

This is an activation function that conducts linear processing and uses \(Tanb()\) to pool the output of the BERT Encoder. Linearly transform the input data as follows:

\[
P = MA_{\text{pool}}^T + b_{\text{pool}}. \tag{11}
\]
Then, apply the element-wise function:

$$W_{\text{token}} = \tanh(P) = \frac{e^P - e^{-P}}{e^P + e^{-P}}. \quad (12)$$

**B. POSITION EMB DROPOUT MAX POOLING, AND LINEAR**

The best-verified setting for the Learning Rate is $3e^{-5}$

1) **POSITION EMB**

After the sentence is extracted with token level features, the entity pair has embedded position information in the form of a matrix. Using the maximum sentence length (here it is set to 86, that is, the maximum length of a sentence is 86 words) as the length and width, the unit matrix is generated, and the position information is placed on the diagonal line. The following is used:

$$W_{\text{entity-pos}} = \begin{bmatrix} 0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 \\ \end{bmatrix}$$

**Sentence:** 让小华和小明...

![FIGURE 4. Position matrix.](image)

As shown in Figure 4, *Xiao Hua* and *Xiao Ming* are entities 1 and 2, respectively. Through the entity-to-position matrix, we can locate the positions of the entities. We then multiply the feature vector matrix of the sentence with the newly generated entity-to-position matrix. Then we can get the sentence feature vector with the entity pair position information.

$$W = W_{\text{token}} \cdot W_{\text{entity-pos}}. \quad (13)$$

The dimensions of all three matrices are $d_{\text{batch, size}} \times d_{\text{max, length}} \times d_{\text{hidden, dim}}$

2) **SUM AND DROPOUT**

In the word dimension, all embeddings are summed, that is, $d_{\text{batch, size}} \times d_{\text{max, length}} \times d_{\text{hidden, dim}}$ converted into $d_{\text{batch, size}} \times d_{\text{hidden, dim}}$ and the sentence feature vector matrix is transferred from the token level to the sentence level. Furthermore, dropout prevents overfitting.

3) **MAX POOLING AND DROPOUT**

Apply a 1D max pooling over an input signal composed of several input planes. In the simplest case, the output value of the layer with the set input size $B \times M \times H = d_{\text{batch, size}} \times d_{\text{max, length}} \times d_{\text{hidden, dim}}$ and output $B \times M_{\text{out}} \times H$ can be precisely described as follows:

$$O(B_i, H_j, k) = \max_{m=0, \ldots, ML-1} I(B_i, H_j, \text{stride} \times k + m), \quad (14)$$

where the $O$ is the output function, $I$ denote the input function and $ML$ denotes the max length. By using Max Pooling, we transform the sentence feature vector matrix from the token level to the sentence level. Furthermore, dropout is adopted to prevent overfitting.

4) **LayerNorm AND ReLU**

The mean value of each dimension is calculated by normalizing the sentence feature vector matrix in the channel direction.

$$y = \frac{x - E[x]}{\sqrt{\text{Var}[x] + \varepsilon}} \ast \gamma + \beta. \quad (15)$$

Through the excitation function of the ReLU, it applies the rectified linear unit function in an element-wise manner:

$$\text{ReLU}(x) = \max(0, x). \quad (16)$$

5) **LINEAR MODEL**

This criterion combines $\text{nn.LogSoftmax}()$ and $\text{nn.NLLLoss}()$ in one single class. The loss can be described as follows:

$$\text{loss}(x, c) = -\log(\frac{\exp(x[c])}{\sum_{j} \exp(x[j])})$$

$$= -x[c] + \log(\sum_{j} \exp(x[j])). \quad (17)$$

In the case of the weight argument being specified, it is as follows:

$$\text{loss}(x, c) = \text{weight}[c] \left( -x[c] + \log(\sum_{j} \exp(x[j])) \right). \quad (18)$$

**IV. SIMULATION EXPERIMENTS AND RESULTS ANALYSIS**

**A. DATASET**

The Chinese SanWen dataset contains nine relationships between 837 Chinese literature articles, 695 of which are for training, 84 are for testing and the remaining 58 are for validation [27]. It is a discourse-level dataset from hundreds of Chinese literature articles. By using a heuristic tagging method and a machine auxiliary tagging method to solve the problem of data inconsistency, SanWen is a high-quality dataset.

**B. DATA PREPROCESSING**

To facilitate the training model, we need to follow the following structure: input IDs, input sentence number, attention mask, token type IDs, label relational markers, ent1, and ent2 to store the sentence features in the example format.

Based on the extracted features, the required datasets are further processed, and the structure of all input IDs, all attention masks, all token type IDs, all labels, all entity seg pos, all entity span1 pos, and all entity spans2 pos are finally used to store the original data packets in dataset format.
Data preprocessing includes the following three stages: sentence, relational label, and entity pair extraction; entity pair initial and terminal position extraction; and entity pair position sequence data representation.

C. EXPERIMENTAL ENVIRONMENT
The experimental environment is set as follows: ubuntu14.04os/windows10, pytorch0.4.1, python 3.6, an Nvidia 1080ti graphics card and 32g of memory. 1. To prevent the occurrence of an overfitting phenomenon, dropout is utilized during the training process with a probability of 0.8. 2. For the optimization method, the initial learning rate is set to 2e-5 with AdamW optimization. 3. Meanwhile, we use ReLU as the activation function. 4. In addition, the batch size is 8(batch size) and the program is trained for 20 epochs. 5. The vector dimension after the Embedding layer is 768 dimensions.

D. EVALUATION METRICS
To evaluate the experimental results, we used four evaluation criteria: accuracy, recall, F1, and acc. Because relation extraction is a classification task, we need to calculate the above indicators for each category separately.

Precision equals the number of relational instances of a class that are correctly classified, divided by the total number of relational instances judged to be a class:

\[ P_c = \frac{TP_c}{TP_c + FP_c}. \]  

Recall equals the number of correctly classified relational instances of a class divided by the total number of relational instances of a class in the test set:

\[ R_c = \frac{TP_c}{TP_c + FN_c}. \]  

The F1 value is the harmonic average of the precision and recall:

\[ F1_c = \frac{2P_cR_c}{P_c + R_c}. \]  

Accuracy refers to the ratio of the correctly predicted sample size to the total predicted sample size, regardless of whether the predicted sample is positive or negative:

\[ acc = \frac{\sum_{c=1}^{C} TP_c}{N}. \]  

E. EXPERIMENTAL RESULT ANALYSIS
In this subsection, we conduct five experiments to evaluate our proposed model. Specifically, the first experiment compared the F1 and the Area Under the Curve(AUC) values of the current best Chinese relation extraction model, the Multi-Grained Lattice(MG-lattice), to our model on the same dataset [28]. The second experiment mainly compares the loss convergence speed of the two models. The third experiment contrasts this model and analyses the effect on the value of F1 and AUC when different layers are used. The fourth experiment is to find the best learning rate of our model. The purpose of the fifth experiment is to evaluate the classification performance of the two models using the Precision-Recall plot(P-R plot). The sixth experiment uses the statistical Precision of the at top N predictions (P@N) measure to assess the statistical significance of the proposed method. The seventh experiment mainly compares the best accuracy speed of the four models. The experiments show that our Bert-CRE achieves state-of-the-art results on the F1 value, AUC value, P-R plot and P@N.

For the same trained dataset SanWen, Table 2 shows that the F1 value for the current best Chinese relation extraction model Multi-Grained Lattice is 65.61 and the AUC value is 57.33. Our model’s F1 values reached 73.35 and the AUC reached 64.72. Regarding the model’s methods, BERT draws lessons from ELMO, GPT, and the Continuous Bag-of-Words Model (CBOW); and puts forward the Masked Language Model and Next Sentence Prediction [29]. How to introduce prior linguistic knowledge has always been one of the main goals of NLP, especially in deep learning, but there has been no good solution. Thus it can be seen that BERT’s preprocessing model has a great influence on the F1 and AUC.

TABLE 2. F1 and AUC value on different models.

| Models          | auc  | F1   |
|-----------------|------|------|
| Multi-Grained Lattice | 57.33 | 65.61 |
| Bert-CRE        | 64.72 | 73.35 |

Figure 5 shows the convergence of our Bert-CRE model’s loss. It can be seen that our model converges faster and the effect is better than that of the other models. From Table 3, it can be seen that the treatment of the Max Pooling layer,
layerNorm layer, and ReLU layer has a great influence on the model.

The Max Pooling layer not only calculates the maximum value in the pooled area during forwarding propagation, but it also records the position of the maximum value of the input data. It can effectively reduce redundant information and make the experimental results better.

A change in the output of one layer produces a high correlation change in the input of the next layer, especially when ReLU is used, and its output changes greatly. Then, we can reduce the effect of the covariate shift by fixing the input mean and variance of a layer of neurons.

### TABLE 4. Effects of different learning rate on model.

| Learning Rate | 1e-5 | 2e-5 | 3e-5 | 4e-5 | 5e-5 |
|---------------|------|------|------|------|------|
| P1            | 72.1 | 72.6 | 73.35| 72.0 | 70.0 |
| Auc           | 62.9 | 63.6 | 64.72| 62.4 | 61.4 |

The learning rate, as an important parameter in supervised learning and deep learning, determines whether or not the objective function can converge to the global minimum and when to the minimum. Table 4 shows that the appropriate learning rate enables the objective function to converge to a global minimum in the appropriate time. It can be seen that the different values of the learning rate have a great influence on the model. The following are the results of the pure BERT model with a fully connected layer and sum. The best learning rate is 3e-5.

### TABLE 5. Precision@N of models.

| Model | P@100 | P@200 | P@300 | Mean  |
|-------|-------|-------|-------|-------|
| MG-Lattice | 0.941 | 0.925 | 0.904 | 0.923 |
| pure Bert +sum +dropout | 0.950 | 0.94  | 0.927 | 0.939 |
| +sum -dropout +MaxPooler +dropout | 0.950 | 0.935 | 0.924 | 0.936 |
| +layerNorm +ReLU | 0.990 | 0.965 | 0.950 | 0.968 |

As figure 6 shows, our model as a whole performs better on the x and y-axes than the current best MG-lattice model. There are two problems for the current development of NLP. One is the need for a stronger feature extractor, and it is found that the Transformer is significantly stronger than the Long short-term memory (LSTM) of the MG-lattice model. The other problem is that the introduction of linguistic knowledge contained in a large number of unsupervised data is important. A considerable amount of work has attempted grafting or introducing various linguistic knowledge, but many methods are not effective. Training using this method is still very effective and very concise. It can be seen that the preprocessing model of BERT has a great influence on the precision and the recall.

We can see from the Table 5 that our proposed model is obviously superior to the current best model MG-lattice. Adding more processing layers, such as the Max Pooling layer and ReLU layer, makes the Precision of the top N predictions effect of the model better. It can be seen that the pre-processing model is obviously improved, and the Max Pooling layer and ReLU layer improve the effect of the model.

As figure 7 shows, our model as a whole performs better on the accuracy speed than the current best MG-lattice model. It can be seen that the preprocessing model of BERT has a great influence on the accuracy.

It can be seen from the results of the experimental figures and tables shows the statistical significance of our proposed method. Our model’s F1 and AUC reached over the current best Chinese relation extraction model and our model converges faster and the effect is better than that of the other models. The treatment of the Max Pooling layer, layerNorm layer, and ReLU layer has a great influence on the model.
Our model as a whole performs better on the x and y-axes than the current best MG-lattice model.

Word2Vec is the pre-training model used in the MG-lattice model. BERT is the pre-training model used in our proposed model. Regarding the training method, BERT uses the Denoising pattern to predict the words in the random MASK position. When BERT predicts the MASK dropped words, the model is trained directly through the softmax, and then it uses cross-entropy as a loss function. Word2Vec generally uses a sliding window to predict the middle word of the window or it uses the middle word to predict the words on both sides of the window. Furthermore, because of the use of words as the basic unit, the number of words is relatively large, and thus Word2Vec generally uses the stratified softmax or negative samples to conduct training. Word2Vec is also a pre-training model from the user’s point of view, and the parameters of the model are the word vectors themselves. BERT as a more powerful pre-training model, and words in sentences can be output as word vectors with rich contextual information through the Transformer. Furthermore, sentence vectors can be obtained, and the pre-training of BERT is more adequate. Both BERT and Word2Vec can be part of other models, although BERT is stronger. Their biggest difference is that all Word2Vec get is a parameter matrix of the network, and the representation of each word does not change because of the different sentences in which they located. The word vector of each position in BERT has to go through a multi-layer Transformer network structure. The Transformer network structure will change the word vector of each position and the word vector of other position using the self-attention matrix, and finally the word vector of each position will fuse the information of the word vector of each position. Therefore, BERT is better than Word2Vec. The word vector of BERT in each position after many Transformer outputs, is contextual information, and it can more directly model the more distant words and word dependence, which is better than Word2Vec.

Considering the effect of the context of the Chinese relational extraction data set on the relationships among entity pairs, it should be encoded from the sentence level, and a model can not simply look up the same token with only one representation. BERT can capture contextual information more efficiently and without the limitation of distance. It has the ability to be transferred, which makes the model no longer have a limited effect. In this paper, we introduce the BERT pre-training model to generate sentence features, and use the Transformer structure to bring the Word2Vec, which has already experienced a bottleneck, in a new direction. We can further increase the injection of position information and let the classification and judgment of relationship occur on the basis of more semantic information judgment.

V. CONCLUSION, SUMMARY AND FUTURE WORKS

In this article, we propose a neural relation extraction model, named Bert-CRE for the relation extraction task. This paper applies the BERT pre-training model to the Chinese relation extraction, which improves the extraction accuracy and efficiency, and provides new ideas for the analysis of public security data. BERT is the latest state-of-the-art model as of October 2018, and it can solve 11 NLP tasks using pre-training and fine-tuning. Using a Transformer, BERT is more efficient and able to capture longer-distance dependencies relative to an RNN. Compared with the previous pre-training model, it captures real bidirectional context information. The operational effect is further improved by the ReLU, layer-Norm, and Max pooling. The experimental results show that our model improves the F1 and AUC of the entity relations in the extracted dataset. In the Precision-Recall plot, our model as a whole performs better on the x and y-axes than the current best MG-lattice model. In addition, the convergence effect of our model loss has achieved satisfactory performance, with faster convergence and more robustness. The Precision at the top N predictions (P@N) measure shows the statistical significance of our proposed method. In the future, we will continue to explore the application of deep learning in relational extraction, and further develop the model for public security field and Chinese structural analysis.
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