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Abstract—Heterogeneous information networks (HINs) become popular in recent years for its strong capability of modelling objects with abundant information using explicit network structure. Network embedding has been proved as an effective method to convert information networks into lower-dimensional space, whereas the core information can be well preserved. However, traditional network embedding algorithms are sub-optimal in capturing rich while potentially incompatible semantics provided by HINs. To address this issue, a novel meta-path-based HIN representation learning framework named mSHINE is designed to simultaneously learn multiple node representations for different meta-paths. More specifically, one representation learning module inspired by the RNN structure is developed and multiple node representations can be learned simultaneously, where each representation is associated with one respective meta-path. By measuring the relevance between nodes with the designed objective function, the learned module can be applied in downstream link prediction tasks. A set of criteria for selecting initial meta-paths is proposed as the other module in mSHINE which is important to reduce the optimal meta-path selection cost when no prior knowledge of suitable meta-paths is available. To corroborate the effectiveness of mSHINE, extensive experimental studies including node classification and link prediction are conducted on five real-world datasets. The results demonstrate that mSHINE outperforms other state-of-the-art HIN embedding methods.
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1 INTRODUCTION

INFORMATION network(Graph) is a type of structural data which can be used to describe a set of objects and their relationships. This type of data is widely used in representing social networks, knowledge graphs, world wide web and so on. Therefore, in the era of information and technology, the topic of information network analysis has received a lot attention from the research community to industrial sectors. Recent works [1], [2], [3], [4] have shown the effectiveness of network embedding in information network analysis. The goal of network embedding is to convert graph data into a lower dimensional space while the important information (e.g., structure information and attribute information) is still well preserved so that these lower-dimensional representations are able to facilitate downstream HIN analysis tasks such as node classification [5] and link prediction [6], [7], [8]. Network embedding is also referred as network representation learning in this paper.

Recently, heterogeneous information networks (HINs), a special type of information networks which contain various types of nodes and edges, is receiving increasing attention because of its strong capability of describing objects with rich information [9]. However, the heterogeneity of HINs also raises the problem of potential semantic incompatibility which might affect the performance of network embeddings in downstream tasks. For example, Fig. 1 illustrates a simple HIN where users are connected with their reviewed movies, some attributes (actors, directors and genres) of these movies are also listed. If we analyse the relationship between $U_1$ and $U_3$, it is easy to find that they reviewed movies produced by the same directors. However, as for $U_1$ and $U_2$, they reviewed movies with the same actors. So we may conclude that $U_1$ and $U_2$ are interested in the same actors while $U_1$ and $U_3$ are interested in the same directors. This reflects different types of semantic information of HINs which can also be referred as different aspects of HINs. If we focus on actors, $U_1$ should be closer to $U_2$ while it should be closer to $U_3$ if we focus on directors. In this case, directly representing each user with a single lower-dimensional representation may lead to information loss and reduce the quality of network embeddings.

Since traditional homogeneous information network embedding methods [1], [2], [10], [11] fail to capture information included in HINs from different aspects, some new methods [3], [7], [12], [13], [14], [15], [16], [17], [18] that are designed for HIN embedding have been proposed to address the problems mentioned above. Many of these works make use of meta-paths [19] to distinguish different semantic information and have verified the effectiveness of meta-paths in HIN embedding. However, meta-path selection is still a challenge in current research works. Some methods [7], [12] require selecting meta-paths in advance based on experts’ experience and some other methods [14], [15] require setting the limitation of meta-paths’ length and then all possible meta-paths will be greedily examined. These methods are hard to be applied in practical applications when there is no prior knowledge from domain experts for optimal meta-path selection. Other tools [16], [17] instead of...
meta-paths can also be applied to represent different aspects of an HIN while the practical meaning of these aspects are sometimes unexplainable. Besides, some hyper-parameters are still required to be set to select valid aspects for practical using. Another challenge is, for each of the selected meta-paths(aspect), re-learning all node representations is extremely inefficient especially when a large number of meta-paths(aspects) or meta-path(aspect) combinations need to be tried.

To address the problems mentioned above, we propose mSHINE (a multiple-meta-paths Simultaneous learning framework) for Heterogeneous Information Network Embedding which takes an HIN as input and learns multiple node representations for each node as the output, where each representation is associated with one respective meta-path. This framework mainly consists of two parts: Initial meta-path selection module and Node representation learning module. Firstly, to reduce the cost of meta-path exploration during training stage, a set of criteria are proposed to select valid initial meta-paths. Here, initial meta-paths refer to the meta-paths that are selected for training. Then the node representation learning module, which is inspired by the concept and basic structure of recurrent neural network(RNN) [20], is applied to capture long-term node information. At the same time, combined with meta-paths information, the representation learning module is designed to be capable of simultaneously learning the respective node representations for all selected initial meta-paths. Finally, node representations learned from different meta-paths can be applied to the target tasks. Users can further choose the most suitable meta-path which achieves the best performance for a specific task. In addition to the learned node representations, the trained framework can also be easily applied in downstream link prediction task which is a type of common and critical HIN analysis task. The main contributions of this work are as follows:

- Proposed mSHINE, a novel HIN representation learning framework includes two key components: node representation learning module and initial meta-path selection module.
- The representation learning module is designed to facilitate simultaneously learning multiple node representations for all selected meta-paths. This improves the feasibility and learning efficiency when multiple meta-paths need to be considered.
- The representation learning module combines the concept of meta-path with RNN-inspired structure to capture different semantic and long-term node information, thereby solving the problem of incompatibility of HINs to a certain extent.
- The initial meta-path selection module, consisting of a set of selection criteria, is proposed to select initial meta-paths. This module is helpful to reduce the meta-path exploration cost in the beginning.
- The well trained mSHINE can be easily applied in downstream HIN analysis tasks such as link prediction and node classification.
- The effectiveness of the proposed mSHINE framework is verified via extensive experiments study on 5 real-world datasets.

The rest of this paper is organized as follows. Section 2 describes notations used in this paper and some necessary concepts which are widely used in HIN representation learning works. A critical review of the current research work that is related to HIN representation learning is given in Section 3. The details of the proposed representation learning module as well as the criteria we proposed to select initial meta-paths are described in Section 4. A number of experiments are conducted and detailed analysis are illustrated in Section 5. Finally, the conclusion is given in Section 6.

2 Preliminaries

We define related concepts and notations in this section.

Definition 1. Heterogeneous Information Network (HIN).
A heterogeneous information network, denoted as \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \), is defined as a directed graph which consists of a node set \( \mathcal{V} \) and an edge set \( \mathcal{E} \). The heterogeneous information network is associated with a node type mapping \( \phi: \mathcal{V} \rightarrow T_v \) and an edge type mapping \( \psi: \mathcal{E} \rightarrow T_e \). \( T_v \) and \( T_e \) denote the sets of node and edge types and \(|T_v| + |T_e| > 2\).

Definition 2. Network Schema. Denoted as \( T_D = (T_v, T_e) \), network schema is a meta template for a heterogeneous information network \( \mathcal{G} \). It is a graph defined over node types \( T_v \) with edges as relations from \( T_e \). Network schema defines the type constraints on the sets of nodes as well the allowed relationships between these nodes.

Definition 3. Meta-path. A meta-path is a sequence of node and edge types between 2 given nodes which is defined on the heterogeneous network schema to explain how the nodes are related. A meta-path is denoted in the form of \( T_{v_1} \xrightarrow{T_{E_1}} T_{v_2} \xrightarrow{T_{E_2}} \cdots T_{v_{l-1}} \xrightarrow{T_{E_{l-1}}} T_{v_l} \), which defines a composite relation \( T_{E_{1,\ldots,l-1}} = T_{E_1} \circ T_{E_2} \circ \cdots \circ T_{E_{l-1}} \) between node types \( T_{v_1} \) and \( T_{v_l} \), where \( \circ \) denotes the composition operator on relations. A meta-path is referred as symmetric meta-path if the composite relation \( T_{E_{1,\ldots,l-1}} \) defined by it is symmetric. In HIN representation learning, many previous work [12] [19] [21] has shown the effectiveness of learning representations based on different meta-
paths where each meta-path can also be considered as an aspect of HIN.

**Definition 4. Meta-path-based Random Walk.** Given an HIN \( G = (V, E) \) and a meta-path \( M_i : T_{V_1} \xrightarrow{T_{E_{l-1}}} \ldots \xrightarrow{T_{E_1}} T_{V_i} \), the random walk is generated based on the following transition probability at the \( n \)-th step:

\[
p(V_{n+1} | V_n, M_i) = \begin{cases} 
\frac{1}{| \mathcal{N}^{T_{V+i}}(V_n) |} (V_n, V_{n+1}) \in \mathcal{E} \text{ and } \phi(V_{n+1}) = T_{V_{n+1}}, \\
0, \text{ otherwise}
\end{cases}
\]

where \( \phi(V_n) = T_{V_1} \) and \( \mathcal{N}^{T_{V+i}}(V_n) \) represents the neighbor nodes of \( V_n \) with the node type of \( T_{V_{i+1}} \). Meta-paths are usually applied in a symmetric manner \([12, 22]\), which facilitates the guidance for recursive random walk so that the walk can repetitively follow the pattern of the meta-path \( M_i \) until it reaches the pre-defined node sequence length.

Fig. 1 illustrates a simple example of HIN with five different types of objects (User(U), Movie(M), Actor(A), Genre(G) and Director(D)) and four different types of relationships (user reviewed movie(U-M), actor played movie(A-M), director directed movie(D-M), genre of movie(G-M)). Fig. 2 displays the network schema of the HIN showed in Fig. 1 in which nodes U, M, A, G, D represent the object type of User, Movie, Actor, Genre and Director respectively. Different types of relationships between different types of objects are also displayed. If we do random walk on this HIN based on the symmetric meta-path \( U \rightarrow M \rightarrow A \rightarrow M \rightarrow U \), the extracted node sequences can be \( U_1 \rightarrow M_1 \rightarrow A_2 \rightarrow M_2 \rightarrow U_2 \rightarrow M_5 \rightarrow A_1 \rightarrow M_1 \cdots \).

The notations that are used in this article are summarized in Table 1 for easy reading.

### Table 1 Notations and Explanations

| Notation | Explanation |
|----------|-------------|
| \( M \) | Meta-path set |
| \( M_i \) | The \( i \)-th meta-path |
| \( D \) | The sampled node sequences |
| \( D^{M_i} \) | Node sequences which are extracted based on meta-path type \( M_i \) |
| \( V_n/E_n \) | Node type of node \( V_n \) and edge type of edge \( E_n \) |
| \( T_{V_n}/T_{E_n} \) | Node type sequence of a three-element node sequence \( V_{n-1} \rightarrow E_{n-1} \rightarrow V_n \rightarrow V_{n+1} \) |
| \( f_{T_{E_{ab}}} \) | Relation representation of a three-element node sequence with the type of \( T_{E_{ab}} \) |
| \( x_{V_n}/h_{V_n} \) | General basic/state node representation of node \( V_n \) |
| \( x_{V_n}/h_{V_n} \) | Basic/state node representation of node \( V_n \) in meta-path \( M_i \) |
| \( f_{M_i} \) | Meta-path-related functions for general basic/state/target node representations |
| \( C_{M_i} \) | The decomposed three-element node sequence type set of meta-path \( M_i \) |

Some research work has shown the effectiveness of network embedding in many network analysis tasks such as node classification and clustering \([9, 23]\), link prediction \([6]\) and recommendation \([2, 24]\). In DeepWalk \([1]\), skip-gram and negative-sampling are applied to learn node representations based on node sequences sampled through random walk. It is also the first representation learning method which combines language modelling and random walk to explore information networks. Furthermore, Node2vec \([2]\) proposes to conduct a more flexible exploration strategy when sampling node sequences. Unlike DeepWalk and Node2vec where no clear objective about what network properties are preserved, LINE \([10]\) is designed to preserve both of the first-order and the second-order proximities in networks. To improve the effectiveness of learned node representations, some algorithms \([13, 26]\) which are designed for special network types (e.g., networks whose nodes represent different papers and the paper content is known) are proposed to integrate richer node information. Some neural network based works \([27, 28]\) apply auto-encoder to information network to do dimensionality reduction. However, these neural network based auto-encoders have difficulties in handling large sparse networks which might lead to expensive computation cost and sub-optimal performance.

Then, GNNs \([29, 30, 31]\) are proposed to iteratively aggregate neighbor node information and update center node embedding through activation function which also show impressive performance in several tasks. Because of the concept of receptive-field used in GNNs, these GNNs are referred as graph convolutional neural network methods. However, compared with random-walk-based methods \([1, 2]\), GNN-based methods usually fail to capture long-term relationships between nodes which is usually critical in node classification tasks. In addition, to achieve satisfied performance, GNN-based methods usually require suitable initialization which makes GNN-based methods harder to be applied in some applications. Furthermore, some recurrent neural network based methods \([32, 33]\) are also proposed to process networks. The information propagation in GGS-NNs \([33]\) between nodes follows the structure of RNN and in theory, there is no limitation of the length of information propagation. All methods introduced above are...
Heterogeneous information networks (HINs) currently are widely used to model complex data with different types of objects and relationships. However, traditional network embedding methods introduced above can hardly handle complex information provided by HINs. Hence, some tools are designed to separately describe different semantic information of HINs. For example, meta-path [19], a tool that is widely used to distinguish different semantic information in HIN has been verified its effectiveness. To be more specific, Metapath2vec [12] proposed to prepare training node sequence based on different meta-paths and separately apply skip-gram to learn node representations for each meta-path. Besides, they also proposed heterogeneous negative-sampling which constrains the node type of negative samples to be the same as the target node and this technique becomes popular in later methods. However, Metapath2vec requires manually selecting meta-paths based on experts’ experience so it is hard to be applied when no prior knowledge is available. Besides, re-training node representations for different meta-paths is extremely inefficient when the number of possible meta-paths is huge. To address the difficulty of re-training node representations, HAN [23] proposed to simultaneously extract node features under different meta-paths with multiple GATs [31] and then use attention mechanism [34] to combine these node features while how to select initial meta-paths for training is not discussed. Besides, to learn attention value for meta-paths, node labels are required in HAN. To address the difficulty of meta-path selection, some works [14], [15] are proposed to greedily analyse all possible meta-paths within the default meta-path length limitation. However, this length limitation still needs presetting. In addition to meta-paths, some methods [16], [17] also proposed to recognise different aspects of HINs by directly analysing the structure information of HINs while the practical meaning of these detected aspects are usually unexplainable. HeGAN [18] and HEER [3] directly consider different edge types as different aspects which is equivalent to omitting the procedure of aspects exploration. This is sub-optimal in exploring different semantic information of HINs. In addition, in order to achieve satisfied performance, HeGAN also requires initializing carefully. For example, in the original paper of HeGAN, the node representations learned from Metapath2vec are used to initialize HeGAN, which is extremely inefficient in practical applications.

4 mSHINE

Given an HIN $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, mSHINE intends to find a set of initial meta-paths $\mathcal{M} = \{M_1, M_2, \ldots, M_c\}$ (unless initial meta-paths set is given based on prior knowledge) and then concurrently learn a total of $c$ d-dimensional representations for each node $V_i \in \mathcal{V}$. The important information of $\mathcal{G}$ should be well preserved in the learned node representations. The trained model can be easily applied in downstream link prediction tasks and achieve state-of-the-art performance.

The overall structure of mSHINE is shown in Fig. 3 which mainly consists of two modules and this section will introduce these modules in detail respectively: 1) Node representation learning module and 2) Initial meta-path selection module.

4.1 Node Representation Learning

As introduced in Section 1 and Section 3, traditional network embedding methods such as DeepWalk [1] and Node2vec [2] fail to capture different semantic information of HINs since they simply use random walk to generate node sequences for node representation learning. Hence, we choose to extract meaningful node sequences under the direction of meta-paths for node representation learning to distinguish different semantic information of an HIN. This is similar to Metapath2vec [12] where an HIN is converted to a stream of node sequences through meta-path-based random walk. By considering these extracted node sequences as sentences and nodes as words, language modeling methods can be applied to explore the property of the original HIN. Different from Metapath2vec [12] where Word2vec [25] is chosen as the language modeling method, the node representation learning module in mSHINE is developed by adapting the working principle and basic structure of RNN which is designed for processing sequential data. The detailed structure of this representation learning module will be introduced from two levels: 1) Structure Information Modelling which is designed to capture connection information from extracted node sequences, and 2) Semantic Information Modelling which is developed on the basis of structure information modelling to include semantic information.

4.1.1 Structure Information Modelling

At the structure information modelling level, the edge and node types are all ignored since we only focus on connection information at this level.

In the original RNN structure, at each timestamp $t$, an RNN unit takes the current input $\vec{x}_t$ and the hidden state $\vec{h}_{t-1}$ to predict the current output $\vec{y}_t$ and generate a new hidden state $\vec{h}_t$. In this work, when we process an extracted node sequence (the details about how to select initial meta-path and how to extract meta-path-based node sequences is explained later) with RNN structure, the node sequence should be decomposed into multiple short three-element sequences and each three-element sequence corresponds a timestamp. For example, supposing the node sequence is $\{V_0 \rightarrow V_1 \rightarrow V_2 \rightarrow V_1 \rightarrow \cdots \}$, for each three-element sequence in this set, the processing procedure is shown in Fig. 4 and formally, it can be written as:

\begin{align}
\vec{h}_{V_n} &= \sigma(W_{xh}\vec{x}_{V_n} + W_{hh}\vec{h}_{V_{n-1}}) \tag{1} \\
\vec{y}_{V_n} &= W_{hy}\vec{h}_{V_n} 
\end{align}

\begin{align}
p(V_{n+1}|V_n \cdots V_1) &= \frac{\exp (\vec{y}_{V_n}(V_{n+1}))}{\sum_{v' \in \mathcal{V}} \exp (\vec{y}_{V_n}(v'))} 
\end{align} \tag{3}

The input of the RNN unit should be the basic representation of $V_n(\vec{x}_{V_n})$ and the state representation of $V_{n-1}(\vec{h}_{V_{n-1}})$. The output includes a new state representation $\vec{h}_{V_n}$ for $V_n$. The overall structure of mSHINE is shown in Fig. 3 which mainly consists of two modules and this section will introduce these modules in detail respectively: 1) Node representation learning module and 2) Initial meta-path selection module.
Meta-path-related functions are applied to process the basic and state node representations. Then meta-path-related functions are used to generate meta-path-related node representations and the trained node representation learning module can be applied in downstream link prediction tasks.

**Fig. 3.** The schematic illustration of mSHINE. Meta-path selection criteria are applied to select valid meta-paths first and these valid meta-paths are used to direct sampling three-element node sequences. For each three-element node sequence \( V_{n-1} \rightarrow V_n \rightarrow V_{n+1} \), the general basic node representation \( \vec{x}_{V_n} \) for \( V_n \) and general state node representations \( \vec{h}_{V_n-1} \), \( \vec{h}_{V_n} \) for \( V_{n-1} \) and \( V_n \) are generated through looking up the basic and state node representation tables. Then meta-path-related functions are applied to process the general basic and state node representations to generate \( \vec{x}^M_{V_n} \), \( \vec{h}^M_{V_n-1} \) and \( \vec{h}^M_{V_n} \) respectively. The processed node representations \( \vec{x}^M_{V_n} \) and \( \vec{h}^M_{V_n-1} \) are then fed into RNN-inspired unit together with the edge representation \( \vec{r}_{T_{Eab}} \) to generate a new state node representation \( \vec{h}_{V_n} \) for \( V_n \) as well as the prediction of the next node \( V_{n+1} \).

All the trainable parameters in the proposed structure are trained based on \( L_{state}(V_n) \) and \( O(V_n) \). Finally, the basic node representations as well as meta-path-related functions can be used to generate meta-path-related node representations and the trained node representation learning module can be applied in downstream link prediction tasks.

**Fig. 4.** Basic RNN unit for node sequence processing.

### Semantic Information Modelling

In HINs, besides structural information, semantic information which is provided by the attributes of different edges and nodes also plays an important role in describing object properties. Based on the basic representation learning module introduced in Section 4.1.1, we will include more semantic information at this level to enhance the quality of the learned node representations. This level mainly consists of two parts: 1) Meta-path-based semantic information and 2) Edge-based semantic information.

**Meta-path-based semantic information.** As introduced in Section 2 node representations which are learned based on different meta-paths can reflect different aspects of this node and separately embedding these aspects is helpful to describe different properties of this node. So, when processing a node sequence which is extracted based on the meta-path \( M_i \), the corresponding meta-path information should be embedded into the representation of each node in this sequence. This is achieved through the meta-path-related functions and the procedure can be formally written as:

\[
\vec{x}^M_{V_n} = f^M_x(\vec{r}_{T_{Eab}}, \vec{x}_{V_n}) \quad (4)
\]

\[
\vec{h}^M_{V_n} = f^M_h(\vec{r}_{T_{Eab}}, \vec{h}_{V_n}) \quad (5)
\]

Here, \( \vec{x}_{V_n} \) and \( \vec{h}_{V_n} \) denote the general basic node representation and general state node representation of \( V_n \) respectively. The word *general* here indicates that these representations contain node information from all meta-paths and they are independent from any specific meta-paths. Then meta-path-related functions \( f^M_x(\cdot) \) and \( f^M_h(\cdot) \) are used to decode information that is related to the meta-path \( M_i \) from...
\(\vec{x}_{V_n}\) and \(\vec{h}_{V_n}\) respectively. As a result, \(\vec{x}^{M_i}_{V_n}\) and \(\vec{h}^{M_i}_{V_n}\) can be used to reflect the meta-path-related properties of \(V_n\) and these meta-path-related node representations can be easily used in downstream HIN analysis tasks.

**Edge-based semantic information.** As introduced in Section 4.1.1, a node sequence which is extracted based on the meta-path \(M_i\) can be further decomposed into multiple three-element sequences \((V_{n-1},T_{Eab},V_n)\). The three-element node sequence type \(T_{Eab}\) (a.k.a edge-based information) is also a part of the crucial information which needs to be embedded into the representation of each node that appears in this three-element sequence. To include both edge-based and meta-path-based information into the node representations, the procedure which is originally written as Eq. (1)-(3) can be further modified as:

\[
\vec{r}^{M_i}_{V_n,T_{Eab}} = \sigma(W_{xh}\vec{x}^{M_i}_{V_n} + W_{hh}\vec{h}^{M_i}_{V_n-1} + W_{rh}\vec{e}_{T_{Eab}})
\]

(6)

\[
\vec{y}^{M_i}_{V_n,T_{Eab}} = W^{M_i}_{hy}\vec{h}^{M_i}_{V_n,T_{Eab}}
\]

(7)

where

\[
W^{M_i}_{hy} = f_{y}(W_{hy})
\]

(8)

and

\[
p(V_{n+1}|V_n \cdots V_1,M_i,T_{Eab}) = \frac{\exp(\vec{y}^{M_i}_{V_n,T_{Eab}}(V_{n+1}))}{\sum_{v' \in V, i \neq (V_{n+1})} \exp(\vec{y}^{M_i}_{V_n,T_{Eab}}(v'))}
\]

(9)

where \(\vec{e}_{T_{Eab}}\in R^{1 \times 1}\) is used to decode the edge-based semantic information from node representations and it is decided by the three-element node sequence type \(T_{Eab}\). The role of \(\vec{e}_{T_{Eab}}\) can be considered as the same as the context vector \(\vec{c}\) in RNN Encoder–Decoder work \([35]\). Since the three-element node sequence type \(T_{Eab}\) is uniquely determined by the node sequence \(V_n \cdots V_1\), \(p(V_{n+1}|V_n \cdots V_1,M_i,T_{Eab})\) can be directly written as \(p(V_{n+1}|V_n \cdots V_1,M_i)\) in the following discussion. It is worth noting that \(W_{hy}\) is row-wisely processed with its corresponding meta-path-related function \(f_{y}(\cdot)\) as well. This is because each row of \(W_{hy}\) is the target representation of a node and it is more reasonable to apply meta-path-related function to these target node representations too.

By including both meta-path-based and edge-based semantic information, the structure introduced above is capable of capturing both connection information as well as heterogeneous semantic information of extracted node sequences.

**4.1.3 Optimization Objective**

Multiple optimization objectives are set to learn the trainable parameters as well as node representations in the proposed module.

The first optimization objective is the prediction objective. In specific, given a node sequence \(s^{n+1} = (V_{n+1},V_n \cdots V_0)\) which is extracted based on meta-path \(M_i\), the prediction optimization objective is to maximize the log likelihood of \(V_{n+1}\) given its previous node sequence \(s^n = (V_n, V_{n-1} \cdots V_0)\):

\[
O_{\text{pre}}(V_{n+1},M_i) = \sum_{s \in D_{s,M_i}} \log p(V_{n+1}|s^n, M_i)
\]

(10)

where \(D_{s,M_i}\) denotes node sequences which are extracted based on meta-path type \(M_i\) and these sequences should start from node \(u\) and end at node \(v\). Here, the probability \(p(V_{n+1}|s^n, M_i)\) is defined as Eq. (9). Since it is not necessary for the length of \(s\) to be \(n\), \(p(V_{n+1}|s^n, M_i)\) is directly written as \(p(V_{n+1}|s,M_i)\) in the following part. As directly optimizing Eq. (10) is computationally expensive, negative sampling \([36]\) is used here to improve training efficiency. Hence, Eq. (10) can be approximated as:

\[
\log p(V_{n+1}|s,M_i) \approx \log \sigma(W^{M_i}_{hy(V_{n+1})}\vec{r}^{M_i}_{V_n,T_{Eab}}) + \frac{1}{K} \sum_{i=1,\phi(V_i)=\phi(V_{n+1})} \log \sigma(-W^{M_i}_{hy(V_i)}\vec{r}^{M_i}_{V_i,T_{Eab}})
\]

(11)

where \(K\) denotes the number of negative samples and \(W^{M_i}_{hy(V_i)}\) denotes the target node representation of negative node \(V_i\) under meta-path type \(M_i\).

As introduced above, prior to learning node representations with the proposed structure, a large number of node sequences \(D) should be prepared in advance by conducting meta-path-based random walk. Then for each node sequence \(s\), an optimization algorithm is applied to maximize the objective value which is calculated based on Eq. (11). However, as the node sequence length grows, training parameters based on the objective function becomes inefficient. So we proposed to relax the procedure of calculating state representation of each node so that processing a long node sequence to generate state representation for each node is not required anymore. To be specific, given a three-element sequence \(V_{n-1},T_{Eab},V_n\) and its corresponding meta-path \(M_i\), it is not required to calculate \(\vec{h}^{M_i}_{V_n-1}\) based on its previous three-element node sequences, instead, \(\vec{h}^{M_i}_{V_n-1}\) can be directly obtained by looking up the stored general state representations which is then processed by a meta-path-related function \(f_{h}^{M_i}(\cdot)\). In this case, the structure used in the node representation learning module becomes quite different from the original RNN and we call the structure as RNN-inspired structure simply because it has state node representations. In HIN representation learning, when predicting \(V_{n+1}\) based on \(V_{n-1}\) and \(V_n\), the state representation of \(V_{n-1}\) should actually provide its spacial environment information instead of just the sequential information generated based on only one single node sequence. So using stored general state representations which contain rich information captured from various node sequences is more desirable in this case. As a result, in addition to train the stored general state representations with prediction objective value, we also set the second optimization objective to embed newly generated information into stored state representations: minimizing the distance between the meta-path-related state representation \(\vec{h}_{V_n}^{M_i}\) which is generated through looking up stored representations and the newly
generated meta-path-related state representation \( \tilde{h}_{V_n, T_{Eab}} \), which is calculated through Eq. (6). This distance can be calculated through:

\[
L_{state}(V_n, M_i) = \| \tilde{h}_{V_n, T_{Eab}}^{M_i} - \tilde{h}_{V_n, T_{Eab}}^{M_j} \|_2
\]

(12)

Storing general state representations of nodes makes sampling a huge number of long node sequences for training unnecessary, so when preparing training data, we only need to sample three-element node sequences around each node and find the corresponding meta-path type for each of the three-element node sequences.

Overall, the optimization objective of the proposed method can be formally written as:

\[
O_{all} = \sum_{M_i \in M} [ \sum_{V_n \in V} O_{pre}(V_n, M_i) - \sum_{V_n \in V} L_{state}(V_n, M_i) ]
\]

(13)

4.2 Initial Meta-path Selection

Initial meta-paths need to be selected in advance for training in this work. It is worth noting that initial meta-paths can be selected based on prior knowledge from domain experts if it is available. However, in most of the case, prior knowledge is unavailable in HIN representation learning. So in this section, the selection of valid initial meta-paths without prior knowledge is introduced.

As discussed in Section 4.1.3, the training of node representations for a meta-path \( M_i \) is actually associated with a set of three-element node sequence types \( C_{M_i} \), and the learned node representations will be the same for meta-path \( M_i \) and meta-path \( M_j \) if their decomposed three-element node sequence type set \( C_{M_i} \) and \( C_{M_j} \) are the same. So two meta-paths are considered as the same if their decomposed three-element node sequence type sets are the same and the shorter one is selected as valid meta-path.

3) Any of the selected meta-paths should not be included by any other valid meta-paths.

In an HIN, the number of possible three-element node sequence types is limited. So, the number of meta-paths that meet the proposed criteria is also limited and we will select all meta-paths that satisfy the criteria as initial meta-paths in mSHINE. The node representation module introduced in Section 4.1 is then applied to learn node representations for all initial meta-paths simultaneously. After training, node representations corresponding to different meta-paths can be easily obtained by processing general node representations with different meta-path-related functions, then we can select the most suitable meta-paths and apply the respective node representations based on specific tasks. The overall framework of mSHINE which consists of initial meta-paths selection criteria and node representation learning module is specified Algorithm [1]

5 Experiments

5.1 Datasets

We use five publicly available real-world datasets: Douban Movie, DBLP, Cora, IMDB and Yelp to form HIN in the experiments. The detailed description of those datasets is shown in Table 2 and all edges in these datasets are considered as undirected edges. DBLP and Cora are bibliographical networks. DBLP used here is DBLP-four-areas [22]. It is extracted from DBLP database which contains papers(P) that are published in 20 conferences(V) as well as the related authors(A) and the key words(T) of these papers. As for Cora, there are only 3 types of nodes in this HIN: authors(A), papers(P) and the frequent terms(T) of these papers. Labels of these papers in cora are given based on the research areas

1. The code to find all initial meta-paths can be found at https://github.com/XinyiZ001/mSHINE
2. https://people.cs.umass.edu/~mccallum/code-data.html
of these papers and there are 10 research areas. 1) In all IMDB [16] reviewed the movie-attribute information from IMDB and the user-viewing information from MovieLens100K [37] to form HIN and there are 5 types of nodes (Movie(M), User(U), Director(D), Genre(G), Actor(A)) in IMDB. Another movie related dataset is Douban Movie which also contains 5 types of nodes (Movie(M), User(U), Director(D), Actor(A), Group(G)) which includes more users interaction information from MovieLens100K [37] of these papers and there are 10 research areas.

3. Information Retrieval, Databases, Artificial Intelligence, Encryption and Compression, Operating Systems, Networking, Hardware and Architecture, Programming, Data Structures Algorithms and Theory, Human Computer Interaction.

4. the 10 top cities are ‘Las Vegas’, ‘Toronto’, ‘Phoenix’, ‘Charlotte’, ‘Scottsdale’, ‘Calgary’, ‘Pittsburgh’, ‘Montreal’, ‘Mesa’, ‘Henderson’
5.3 Implementation Details

The implementation details of mSHINE in the experiments are shown as below which is applied on all the datasets:

1) The number initial meta-paths we selected based on the criteria proposed in Section 4.2 for all experimental datasets are summarized in Table 3.

2) As for meta-path-related functions \( f^M_x, f^M_h \) and \( f^M_y \), we choose to use Hadamard product in this work:

   \[
   \hat{x}^M_v = f^M_x(\hat{x}^*_v) = \hat{x}^*_v \odot \hat{v}^M_x \tag{14}
   \]

   \[
   \hat{h}^M_v = f^M_h(\hat{h}^*_v) = \hat{h}^*_v \odot \hat{v}^M_h \tag{15}
   \]

   \[
   W_{hy}(\hat{v}_n) = f^M_y(W_{hy}(\hat{v}_n)) = W_{hy}(\hat{v}_n) \odot \hat{v}^M_y \tag{16}
   \]

   where \( \hat{v}^M_x, \hat{v}^M_h, \hat{v}^M_y \in \mathbb{R}^{d \times 1} \) are trainable vectors. Other meta-path-related functions can also be used while we just take Hadamard product as an example here.

3) Batch size is set as \( B = 30 \) for each iteration and each training sample should provide a three-element node sequence as well as the corresponding meta-path type.

4) The dimension of node representations \( d \) and negative sampling rate \( K \) are set as 128 and 5 respectively. Other algorithms will also follow this setting.

5) The number of epochs is set as \( E = 1000 \) for all datasets.

6) Stochastic gradient descent (SGD) \( 38 \) is used to train all the parameters in mSHINE.

7) When training finished, the learned basic meta-path-related node representations are used in experimental studies to show the performance of mSHINE.

8) Other hyper-parameters are set as the same as other baseline algorithms which will be introduced individually in each experiment section.

9) All the experiments are conducted in Nvidia Tesla P100 Cluster.

5.4 Node Classification

In this section, the effectiveness of mSHINE is evaluated through node classification. Related experimental setup as well as the procedure of constructing classification datasets will be introduced first and then the experimental results will be discussed.

5.4.1 Experimental setup

Data preparation. To evaluate the performance of algorithms through node classification task, HIN datasets which are used for node classification should provide node labels, so, Cora, Yelp and Douban Movie are used as the experimental datasets in this experiment. As introduced in Section 5.2 papers in Cora can be categorized by 10 different research areas and these areas are used as paper labels for paper node classification(The property of DBLP is similar to Cora and we choose to use Cora because of its larger dataset size). Following HIN2vec \( 14 \), in Yelp, we select 10 main cuisines in restaurants’ categories as labels and there are 17,782 restaurant business in all can be labeled with one of the 10 cuisine types. Besides, we use Douban Movie dataset to evaluate the quality of the learned node representations in multi-label classification task where movie types will be used as movie labels. Thus, the labeled node classification datasets are constructed.

Hyper-parameter setting. For random-walk-based baseline algorithms, for fairly comparing their performance, the number of node sequences that are extracted from each node is set as the same which is \( w_n = 80 \) and the sequence length is set as \( w_l = 40 \) which are the same as DeepWalk paper. As for the window size, we use \( w_s = 4 \) which follows the experimental setting of HIN2vec. Regarding other baseline algorithms, we follow the default setup as what is reported in the original papers. In AspEm, we follow the steps they proposed to select aspects and separately learn node representations for each aspect. At last, we report the best results after comparing all the selected aspects. As for Metapath2vec which requires us manually selecting meta-paths, we only test a limited number of meta-paths for each dataset since it is not practical to test all possible meta-paths. The way we set meta-paths for Metapath2vec follows two steps: 1) decide key node types. For example, the key node type in Cora should be Paper since the node classification is conducted based on paper nodes. 2) list all symmetric meta-paths which start from the key node type and end when the key node type appears at the first time. For example, the tested meta-paths of Cora are \( P\rightarrow A\rightarrow P, P\rightarrow T\rightarrow P \) and \( P\rightarrow P\rightarrow P \). The same as AspEm, when we report the results of Metapath2vec and mSHINE, we report the best results after comparing all tested meta-paths in these two methods respectively. Regarding HIN2vec, as introduced in Section 5.2 all meta-paths whose length are shorter than the window size \( w_s = 4 \) will be learned. In this case, the number of selected meta-paths(aspects) in Cora, Douban Movie and Yelp is 80, 176 and 109 respectively and it is impossible to separately do classification experiments for each of the meta-paths(aspects). In this experiment, we choose to follow the original setting of HIN2vec where the general node representations are used to conduct node classification task.

Overall, we use the learned node representations from different algorithms as node features and then do node classification with off-the-shelf classifier(support vector machine(SVM) is used in our experiment). The classification performance is evaluated using f1-macro and f1-micro score respectively \( 3 \). For all datasets, following the experimental setting of \( 3 \), we set four training ratios as in \( \{20\%, 40\%, 60\%, 80\%\} \). For each ratio, we randomly generate ten evaluation sets where the learned node representations are divided into training data and test data based on the training ratio and the average of these ten evaluation
results on the test data will be reported as the final results.

5.4.2 Experimental results and discussion

The node classification results are summarized in Table 4. The best performance of the existing algorithms are marked with * and the best results for each dataset are highlighted in bold.

The proposed mSHINE outperforms all the state-of-the-art algorithms in node classification task which illustrates the effectiveness of the proposed method from two angles: the capability of selecting suitable meta-paths(aspects) and the capability of capturing long-term information.

**Meta-path(aspect) Selection.** It is easy to find from Table 4 that when the test data is Yelp, HIN-based algorithms namely Metapath2vec, AspEm, HIN2vec as well as mSHINE are generally better than homogeneous-information-network-based algorithms such as DeepWalk and LINE which indicates the necessary of meta-paths(aspects) selection in Yelp node classification. So we focus on the node classification performance on Yelp to measure the capability of meta-paths(aspects) selection of an algorithm. Table 4 shows that a worse performance of HIN2vec compared with DeepWalk, which is expected from our understanding of HIN2vec. This algorithm simultaneously learns node and meta-path representations and mainly makes use of meta-path representations to distinguish different types of links or paths. However, from the node representation angle, all semantic information is still mixed within a single node embedding which might still introduce noise. Regarding Metapath2vec and AspEm, they are capable of embedding different semantic information into different node representations. However, for each meta-path(aspect), Metapath2vec and AspEm require re-training the entire model which is extremely inefficient. Therefore, an effective meta-path(aspect) selection strategy is necessary for these two algorithms to reduce training cost while it is still unsolved so far or the proposed strategy is sub-optimal in their work. We test more meta-paths(aspects) or meta-path(aspect) combination of Metapath2vec and AspEm to show the impact of meta-path(aspect) selection strategy and the experimental results are shown in Table 6. Cora and Douban Movie also show the similar phenomenon as Yelp while we only display the results of Yelp here since it is the most obvious one. When Metapath2vec uses the combination of meta-paths $B\rightarrow U\rightarrow B$, $B\rightarrow C_a\rightarrow B$ and $B\rightarrow C_i\rightarrow B$, AspEm uses the combination of aspects $B - U, U - U$ and $B - C_a$, these two algorithms reach comparable performance to mSHINE where only one meta-path($C_a\rightarrow B\rightarrow U\rightarrow B\rightarrow C_a$) is used to learn node representations. However, these effective meta-paths(aspects) combination shown in Table 6 cannot be easily detected through their original method while mSHINE is able to address this problem in a feasible way. mSHINE learns multiple node representations from multiple meta-paths simultaneously, and then users can select the most suitable meta-path and node representations based on specific classification tasks, without extra efforts after training once.

**Long-term information.** From data Cora, it is easy to find that the performance of long-term-information-based algorithms such as DeepWalk, HIN2vec, Metapath2vec as well as mSHINE are generally better than short-term-information-based algorithms(AspEm) which indicates the importance of long-term information in Cora node classification. So the better performance of mSHINE in Cora justifies its effectiveness in capturing long-term information. In DeepWalk, HIN2vec and Metapath2vec, a larger window size indicates a longer long-term information the algorithms are capturing. The influence of window size to the classification performance also shows that a longer window size is better for capturing long-term information in Cora node classification.
5.5 Link Prediction

In this section, mSHINE is evaluated via another HIN analysis task which is link prediction. In this experiment, the link prediction is modeled as ranking all possible nodes based on a query node and the performance of link prediction is evaluated through the relevance between the highly ranked nodes and the query node. The related experimental setup will be introduced first which is followed by experimental results and the detailed analysis.

5.5.1 Experimental setup

Data preparation. In this experiment, we adopt three widely used datasets from different domains as the experimental datasets which are IMDB, Yelp and DBLP. Following [14], we randomly remove 20% of a certain type of edges and the edge types which are selected to remove in DBLP, IMDB and Yelp are set as $P\rightarrow A$, $U\rightarrow M$ and $B\rightarrow U$ respectively. Thus, the experimental datasets are constructed.

Evaluation metrics. After removing edges, network representation learning algorithms are applied to learn HIN node representations based on the remained HIN. The purpose of link prediction is to reconstruct those removed edges. In mSHINE, the prediction objective function given in Eq. [10] can be used to rank all possible nodes based on the prediction value. Here, all possible nodes means the nodes with the same type as the target nodes. Since mSHINE is capable of simultaneously capturing information learned from different meta-paths, we will calculate the average relevance based on multiple meta-paths and use this average value to rank nodes. For example, in DBLP, to predict the related authors(A) of a given paper(P), we will calculate the prediction value based on different meta-paths and different three-element node sequence including $V\rightarrow P\rightarrow A$, $T\rightarrow P\rightarrow A$ and $A\rightarrow P\rightarrow A$, then the average value from these meta-paths is used to rank all authors in the HIN. In this case, the well trained node representation learning module which is introduced in Section [4,1] can be easily applied in this link prediction task. Top-k recall, top-k precision, Mean Average Precision(MAP) as well as Mean reciprocal rank (MRR) are chosen as metrics for link prediction evaluation [4] here and the four metrics are given below.

1) top-k precision:

$$Pre@k = \frac{\text{num. of hits} @k}{k}$$

2) top-k recall:

$$Rec@k = \frac{\text{num. of hits} @k}{\text{num. of relevant nodes}}$$

3) MAP:

$$AP@k(V_i) = \frac{1}{k} \sum_{j=1}^{k} Pre@j \cdot relevant@j$$

where $relevant@j = 1$ if the $j$th recommended node is relevant otherwise $relevant@j = 0$ and:

$$MAP = \frac{1}{N} \sum_{i=1}^{N} AP@k(V_i)$$

where $N$ represents the number of all query nodes.

4) MRR:

$$MRR = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\text{rank}_{V_i}}$$

where $\text{rank}_{V_i}$ refers to the rank position of the first relevant node in recommendation list when the query node is $V_i$. MAP gives a general measure of the link prediction

| Metric | Training | DeepWalk | Metapath2vec | HIN2vec |
|--------|----------|----------|--------------|----------|
|        |          | $w_s = 1$ | $w_s = 2$    | $w_s = 3$ | $w_s = 1$ | $w_s = 2$    | $w_s = 3$ | $w_s = 1$ | $w_s = 2$    | $w_s = 3$ |
|        |          |          |              |           |          |              |           |          |              |           |
|        |          | 0.6918   | 0.8050       | 0.7978    |          |              |           |          |              |           |
|        |          | 0.7540   | 0.8171       | 0.8040    | 0.7234   | 0.7367       | 0.7281    | 0.7445   | 0.7540       | 0.7656    |
|        |          | 0.7517   | 0.7577       | 0.7743    | 0.6874   | 0.7239       | 0.7504    | 0.7567   | 0.7542       | 0.7656    |
|        |          | 0.6681   | 0.8043       | 0.8171    | 0.7354   | 0.7703       | 0.7955    | 0.8025   | 0.8005       | 0.8050    |
|        |          | 0.6630   | 0.8090       | 0.8235    | 0.7555   | 0.7800       | 0.8021    | 0.8092   | 0.8050       | 0.8136    |

In summary, the property of capturing long-term information in DeepWalk, HIN2vec and Metapath2vec is controlled by window size($w_s$) and the ability of meta-path(aspect) selection is controlled by meta-path length(HIN2vec), incompatibility threshold(AspEm) or even no criteria(Metapath2vec). Compared with them, mSHINE does not require these hyper-parameters which makes mSHINE more feasible for practical usage besides its state-of-the-art performance as shown in Table 4.
quality while MRR only cares about the highest-ranked relevant item. As for other baseline algorithms, we also make use of the objective function proposed in respective paper to measure the relevance between nodes. It is worth noting that the objective function value of HIN2vec is calculated based on specific meta-paths and this requires us specifying the meta-path type used for conducting link prediction. So, we choose to use the same meta-path as the removed edge type for each dataset. For example, the removed edge type in DBLP is $P - A$, so the meta-path type we choose to measure the relevance between nodes in DBLP for HIN2vec is $P - A$.

5.5.2 Experimental result and discussion

The performance of each algorithm in link prediction task is shown in Table 7. The same as Section 5.4.2 the best performance of the existing algorithms are marked with * and we highlight the best result for each dataset in bold.

mSHINE outperforms all the state-of-the-art algorithms except HIN2vec when the test data is IMDB. Even comparing with HIN2vec with IMDB, mSHINE achieves top 2 and has comparable performance with HIN2vec. Besides, the effectiveness of the proposed method is quite obvious especially when compared with those algorithms which are designed for the homogeneous information networks and this also indicates the advantages of separately embedding different semantic or structural information in HINs. This is because that the purpose of link prediction is to predict a specific type of edges while algorithms such as DeepWalk and LINE fail to distinguish different edge types and embedding all types of edge information into one embedding might bring in too much noise which is harmful to link prediction performance. However, even different semantic information is separately embedded, the way to select and merge different semantic information learned from different meta-paths(aspects) also influence link prediction performance. We take DBLP and IMDB as the examples to show the influence of meta-paths(aspect) selection in link prediction and the experimental results are shown in Table 6. We highlight the best meta-path or meta-path combination for each algorithms in bold. As for Metapath2vec, it usually gets better performance when combining more meta-paths information while the training cost is huge since it requires re-training for each meta-path separately. Regarding HIN2vec, it is capable of simultaneously learning multiple meta-path embeddings which reduces the cost of training. However, combining representations learned from different meta-paths does not ensure that the performance of HIN2vec in link prediction is improved. To obtain the optimal performance of HIN2vec, more meta-path combinations need to be tested while this will increase the cost of testing. On the contrary, we can find from Table 6 that mSHINE is able to get satisfied performance by directly combining node representations learned from all different meta-paths so that no more meta-path combination testing is required. Again, compared with other baseline algorithms, the proposed method requires a smaller number of hyper-parameters while achieves a better performance on almost all datasets which shows the effectiveness and feasibility of mSHINE in practical applications.

6 Conclusion and Future Work

In this paper, we presented a novel HIN representation learning framework which consists of a set of criteria for initial meta-path selection and an HIN representation learning module. The proposed criteria for initial meta-path selection is helpful to reduce the cost of meta-path exploration during training. The representation learning module inspired by basic RNN structure is designed to be capable of simultaneously learning multiple node representations for different meta-paths which improves the learning efficiency especially when multiple meta-paths(aspects) need to be trained. Besides, the learned node representation learning module can be easily applied in downstream link prediction tasks. Through our comprehensive experiments on 5 real-world datasets, we demonstrates the capability of mSHINE in both capturing long-term information as well as efficiently selecting suitable meta-paths for downstream applications without any prior knowledge from experts. In these experiments, the proposed method outperforms the stat-of-the-art methods on most of the datasets in both node classification and link prediction tasks. Besides, by storing state node representations during training, compared with other random-walk-based algorithms, the proposed method is able to capture long-term node information without preparing a huge number of long node sequences for training which makes mSHINE more efficient.

As for future work, we will explore more effective meta-path-related functions to improve the interaction between highly-related meta-paths which is helpful for integrating semantic information from different but related meta-paths. Besides, the meta-path selection criteria proposed in this work is only a preliminary criteria for initial meta-path selection. A more automatic and dynamic way to select suitable meta-paths or meta-path combinations may be

| Metric | Training | Metapath2vec | AspEm |
|--------|----------|--------------|-------|
| Selected Aspect | BUB | BCB | BUB+BCB+BCaB | BCa+BCi | BU+UU | BU+UU+BCa |
| f1-macro | 20% | 0.2765 | 0.1096 | 0.5575 | 0.5378 | 0.1995 | 0.5208 |
| | 40% | 0.3110 | 0.1060 | 0.5904 | 0.5536 | 0.2189 | 0.5593 |
| | 60% | 0.3385 | 0.1022 | 0.6085 | 0.5616 | 0.2360 | 0.5837 |
| | 80% | 0.3440 | 0.1071 | 0.6183 | 0.5628 | 0.2478 | 0.5970 |
| f1-micro | 20% | 0.4095 | 0.3070 | 0.7035 | 0.6847 | 0.3699 | 0.6801 |
| | 40% | 0.4309 | 0.3084 | 0.7215 | 0.6961 | 0.3801 | 0.7020 |
| | 60% | 0.4442 | 0.3089 | 0.7305 | 0.6992 | 0.3872 | 0.7131 |
| | 80% | 0.4485 | 0.3105 | 0.7352 | 0.6997 | 0.3989 | 0.7182 |
investigated in the future. Furthermore, except the heterogeneity, real-world networks are often noisy and uncertain [39], which requires a more robust network embedding algorithm to produce stable and robust representations and we will explore a more robust method to improve the performance.
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### TABLE 7

| Dataset | Metric | DeepWalk | LINE | Metapath2vec | AspEm | HIN2vec | mSHINE |
|---------|--------|----------|------|--------------|-------|---------|--------|
|         | Selected Aspect | k=1 | k=3 | k=10 | k=1 | k=3 | k=10 | k=1 | k=3 | k=10 | k=1 | k=3 | k=10 |
| DBLP    | Pre@k  | 0.0090 | 0.0039 | 0.0648 | 0.1694 | 0.0392 | 0.1867 |
|         | Rec@k  | 0.0587 | 0.0033 | 0.0938 | 0.1483 | 0.0342 | 0.1620 |
|         | MAP    | 0.1045 | 0.0112 | 0.1470 | 0.2415 | 0.0803 | 0.2580 |
|         | MRR    | 0.1149 | 0.0130 | 0.1582 | 0.2577 | 0.0870 | 0.2763 |

### TABLE 8

| Dataset | Metric | Metapath2vec | HIN2vec |
|---------|--------|--------------|---------|
|         | Selected Aspect | k=1 | k=3 | k=10 | k=1 | k=3 | k=10 | k=1 | k=3 | k=10 | k=1 | k=3 | k=10 |
| DBLP    | Pre@k  | 0.0690 | 0.0120 | 0.181 | 0.0932 | 0.1167 |
|         | Rec@k  | 0.0564 | 0.0103 | 0.1563 | 0.0342 | 0.0982 |
|         | MAP    | 0.1030 | 0.0229 | 0.2600 | 0.0803 | 0.1581 |
|         | MRR    | 0.0751 | 0.0178 | 0.1793 | 0.0870 | 0.1775 |

| IMDB    | Pre@k  | 0.0149 | 0.0043 | 0.0202 | 0.3202 | 0.2006 |
|         | Rec@k  | 0.0307 | 0.0022 | 0.0332 | 0.0335 | 0.0218 |
|         | MAP    | 0.0215 | 0.0223 | 0.0298 | 0.2195 | 0.1152 |
|         | MRR    | 0.0359 | 0.0280 | 0.0426 | 0.4981 | 0.3425 |
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