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ABSTRACT
In this paper we present the Heterogeneous Radio Mobile Simulator in Python (HermesPy), an open-source evaluator for studies on the physical layer of 6-th generation (6G) wireless systems. The software framework combines a link-level simulator, featuring a comprehensive set of models and algorithms, with hardware in the loop verification using software-defined radios. Among other features, it supports the evaluation of multi-node joint communications and sensing scenarios, which are likely to be one of the key features in 6G. We benchmark the framework’s feature set against existing simulators and introduce its architectural concept. Finally, extensive simulation results demonstrating core functionalities are presented and discussed.

INDEX TERMS
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I. INTRODUCTION
While the current 5-th generation (5G) of wireless networks are being massively deployed throughout the world, researchers are already investigating novel methods to improve the network performance and extend the existing feature set, both for 5G-Advanced and upcoming 6G networks. Although a consensus on the details of 6G has yet to be reached, it will certainly introduce a straightforward evolution of 5G, providing higher data rates, lower latencies and increased capacity, but may also introduce several completely new features. Specifically in the physical layer (PHY) researchers currently consider: (i) the usage of sub-THz waves [1]; (ii) the application of machine learning (ML) techniques [2], replacing algorithmic approaches for several PHY functions; (iii) the enhancement of propagation channels by means of reflective intelligent surface (RIS) [3] and (iv) integrated sensing and communications (ISAC), introducing radar as a service (RaaS) in wireless networks [4], [5].

These emerging techniques must be thoroughly investigated and discussed before their adoption into upcoming standards. As an integral part of their investigation, predicting and verifying the performance of proposed algorithms for wireless systems is one of the most common challenges encountered in signal-processing research for both communication and sensing applications. However, the theoretical derivation of performance indicators for complex, nonlinear systems usually proves to be challenging. On the other hand, the experimental approach of realizing multiple hardware iterations and performing the respective measurement campaigns for benchmark data collection is expensive and time-consuming. Both theoretical and experimental evaluation strategies are therefore typically infeasible in early stages of development. Instead, researchers routinely resort to numerical simulations based on precise models of the wireless system behaviours on the PHY, referred to as link-level simulations.

With the expected emergence of novel PHY features in 6G software tools providing environments to perform the respective link-level simulations are required as well. We propose HermesPy, the Heterogeneous Radio Mobile Simulator in Python, for the investigation of algorithms within current and next-generation wireless systems, from now on referred to as Hermes. Hermes is a software framework implemented primarily in Python [6] and distributed under the Affero General Public License [7] as a package [8] listed in the Python package index [9]. Hermes aims to bridge the existing gap between physical layer simulations of sensing and communication applications by providing a flexible and easily extensible software architecture adaptable to any
link-level wireless scenario. It may be configured to control software-defined radio (SDR) devices, allowing researchers to conduct measurement campaigns of novel algorithms in real-life multi-node multiple input multiple output (MIMO) scenarios with minimal implementation overhead. We firmly believe that open-source research software is essential to make research results reproducible and verifiable. Therefore, Hermes’ source code is publicly accessible as a GitHub repository [10], with the project being explicitly open to any contribution. Hermes is available free of charge for application and extension to both the scientific community and commercial users.

The paper is structured the following way: In Section II Hermes’ feature set will be benchmarked against other available link-level simulation tools, highlighting Hermes’ unique contribution to the state of the art. Hermes’ architecture and system model will be described in Section III, and, since it supports both communications and sensing, the operation for both services will be described in Section V and in Section VI, respectively. Simulation results obtained with the simulator will be shown and discussed in Section VII. Finally, section VIII describes Hermes hardware in the loop (HiL) verification architecture and provides a minimal code example demonstrating the workflow using Hermes’ application programming interface (API).

II. STATE OF THE ART

A. EXISTING SIMULATION TOOLS

In recent years, a diverse landscape of tools for link-level physical layer simulations of communication systems has emerged [11]. Focusing on various aspects of the communications signal-processing chain, each tool has unique strengths and weaknesses, resulting from both software architecture choices and the selection of implemented communication algorithms and models.

The Communications Toolbox [12] and 5G Toolbox [13] are part of the software suite by Mathworks and controlled by the MATLAB script language. They offer third generation partnership project (3GPP) standard-compliant waveforms and channel models as well as link- and system-level simulation routines. Both MATLAB and the aforementioned toolboxes are commercially licensed closed-source products. While the MATLAB suite is, in terms of modeling features for link-level simulation, the most complete among the compared tools, it is in and of itself not a simulator. The task of implementing a viable simulation pipeline is left to the user, resulting in high flexibility while at the same time demanding significant additional effort when building more intricate simulations.

The GTEC 5G simulator [14] combines tested universal software radio peripheral (USRP) integration with link-level simulation functionalities. Implemented in C++ and MATLAB, it enables the transmission of orthogonal frequency-division multiplexing (OFDM) and filterbank multicarrier modulation (FBMC) waveforms over a singular 2×2 MIMO antenna link using real hardware in addition to link-level simulations with several 3GPP standard-compliant channel models. Each simulation sweep over a specific parameter must be implemented manually, extended simulation features such as multidimensional parameter sweeping, stopping criteria and workload distribution are not available.

The Vienna 5G link-level simulator [15] is part of the 5G simulation suite developed by technical university of Vienna. It is implemented in MATLAB and released under an academic license. It provides a simulation framework for multi-node investigations of OFDM waveforms, channel codings and equalization schemes as well as channel and antenna characteristics models. The simulator is configurable to sweep over a wide range of parameters, the computational load may be distributed via the Matlab Parallel Computing Toolbox [16], but natively supports neither multidimensional parameter sweeps nor premature stopping.

Note that both the GTEC and the Vienna simulators require an additional acquisition of MATLAB licenses, regardless of their own licensing models.

The third version of Network Simulator [17] (ns-3) is a community-developed C++ library for the event-based simulation of multi-node computer network communication, considering the link- data-link and network layer with extensions for wireless link-level simulations [18], [19]. Distributed as a Git repository under a public license, it features a wide range of channel propagation models including antenna characteristics modeling but has limited configuration options regarding channel coding, equalization and radio-frequency chain modeling, since it focuses on network-level simulations, relying mostly on a simplified PHY model. The simulator itself only sweeps over the time domain, users are required to implement custom callbacks to vary simulation parameters or implement a multidimensional sweep. The workload may be distributed by ns-3’s interface to OpenMPI [20].

The Simulator for Mobile Networks [21] (SiMoNe) is a link-level simulator specialising in carrier frequencies up to THz bands. Implemented in C# and not publicly available, it features Rayleigh, Rician and raytracing-based channel modeling as well as channel codes and single carrier waveforms for THz communications. Among the reviewed simulators, it is the only one to consider oscillator phase noise (PN). Users may investigate a single communication link by sweeping over a choice of several parameters, multidimensional sweeping, premature stopping or workload distribution are, to the best of our knowledge, not supported.

A Fast Forward Error Correction Toolbox (AFF3CT) is a set of channel coding evaluation tools implemented in C++ and distributed under the MIT public license [24]. It provides fast implementations of state-of-the-art error-correction algorithms and a complementing simulation helper to investigate bit error rate (BER) and frame error rate (FER) performances over a single input single output (SISO) additive white Gaussian noise (AWGN) channel. It should be noted that both SiMoNe and the proposed HermesPy simulator obtain parts
of their error correction abilities by wrapping the AFF3CT project in C# and Python, respectively.

Sionna [22] is a Python library for link-level simulations built around the Tensorflow [23] framework, published by Nvidia under the Apache 2.0 license. It is explicitly geared towards GPU-accelerated machine learning by implementing the whole communication signal processing chain in Tensorflow and provides 3GPP standard-compliant channel codings and channel models, as well as basic MIMO support and OFDM communication waveforms. While Sionna’s programming interface is highly flexible and theoretically supports the simulation of multi-node scenarios, the provided pipelines only sweep over the receiver signal-to-noise ratio (SNR) of a single link.

Formally, the reviewed tools differ in terms of their chosen implementation languages and licensing models under which they are being distributed. Their core functionalities as link-level simulators can be characterized by whether a configurable simulation pipeline is provided, over which parameters this pipeline can be configured to sweep during simulation runtime, if this parameter sweep can be multidimensional, if a premature simulation stopping criterion can be defined, how the simulation workload is distributed and how many communication links may be considered within a single simulation. Table 1 displays a structured overview of these indicators, including a comparison to the proposed Hermes simulator. In order to further distinguish Hermes’ novelty, the table indicates the support for HiL evaluations.

When considering the detailed simulator features, conducting a fair comparison between the existing simulation tools is challenging, since each tool focuses on different aspects of signal processing and channel modeling for communication links, providing unique features tailored towards its respective specialization. However, in order to particularly highlight Hermes’ contribution, we chose to characterize each tool by its respective natively supported waveforms, forward error correction (FEC), data preceding schemes, MIMO schemes, supported channel models, hardware impairment models and key performance indicators (KPIs). Table 2 displays a detailed feature comparison, checkmarks indicating feature support. The considered communication waveforms are OFDM, frequency-modulated continuous wave (FMCW), frequency shift keying (FSK), and single carrier (SC) with any pulse shape. The considered FEC operations are low-density parity-check (LDPC) [26], Polar [27], [28], Turbo [29], recursive systematic convolutional (RSC) [30], Reed-Solomon (RS) [31] and Bose-Chaudhuri-Hocquenghem (BCH) [32] codes, as well as bit interleaving and scrambling. The considered spatial MIMO codings are maximum ratio combining (MRC) [33], selection combining (SCEC) [34], space-time block code (STBC) and spatial multiplexing (SM). Additionally, we indicate whether any form of beamforming (BF) was implemented. The considered channel models are an ideal channel only introducing AWGN at the receiver side, the 3GPP tapped delay line (TDL) and cluster delay line (CDL) models and the Quadriga channel model implemented in MATLAB. Additionally, we indicate the support for any form of spatial radar channel modeling. The considered hardware models are antenna polarizations, mutual coupling between antenna elements, transmit-receive isolation in multi-antenna arrays, power amplifier (PA) and low-noise amplifier (LNA) non-linearities, in-phase and quadrature-phase imbalance (I/Q), analog-to-digital converter (ADC) quantization and phase noise (PN) [35]. The considered key performance indicators estimators are BER, FER, block error rate (BLER), data rate throughput (DRX) and receiver operation characteristics (ROC).

In summary, of the existing link-level simulation tools only few are distributed under a public license, release their source code and accept third-party contributions, which would be desirable in platforms for cooperative research and development, both in academia and industry. The reviewed tools usually offer only limited sweeping parameter options, sweeping over multiple parameters is either completely unsupported or has to be implemented by the user. None of the reviewed publicly available tools currently support the evaluation of sensing applications, such as providing implementations for radar waveforms or spatial radar channels and the respective KPI estimations. Apart from antenna polarization models, as suggested in the 3GPP standards, hardware effects are usually neglected during link-level simulations. However, simulations modeling only propagation channels and antenna polarizations will overestimate the performance of communication links, if the effects of radio frequency (RF) chain impairments are not considered (see Figure 16), as these can have a significant impact in the KPIs [36]. In addition, when designing ISAC systems for 6G, isolation between transmitting and receiving antennas is a crucial performance-limiting factor for the system’s sensing capabilities [37], [38], which

### Table 1. Simulation tools general comparison.

| Simulator     | Language     | License          | Pipeline | Sweep Params | Multidim | Stopping | Distribution | Links | HiL |
|---------------|--------------|------------------|----------|--------------|----------|----------|--------------|-------|-----|
| Matlab [12], [13] | MATLAB      | Commercial       | No       | -            | No       | No       | No           | No    | Yes |
| GTEC 5G [14]   | MATLAB, C++ | Public           | Yes      | Specific     | No       | No       | No           | No    | Yes |
| Vienna 5G [15] | MATLAB       | Academic         | Yes      | All          | No       | No       | OpenMPI [20] | No    | No  |
| ns-3 [17]-[19] | C++, Python  | Public           | Yes      | Time         | No       | No       | No           | No    | No  |
| SiMoNe [21]    | C++, C++     | Closed           | Yes      | Specific     | No       | No       | No           | No    | No  |
| Sionna [22]    | Python       | Public           | Yes      | SNR          | No       | No       | No           | Single| No  |
| AFF3CT [24]    | C++          | Public           | Yes      | All          | Yes      | Yes      | Tensorflow [23] | No    | No  |
| HermesPy       | Python, C++  | Public           | Yes      | All          | Yes      | Yes      | Ray [25]     | Single| No  |

In summary, of the existing link-level simulation tools only few are distributed under a public license, release their source code and accept third-party contributions, which would be desirable in platforms for cooperative research and development, both in academia and industry. The reviewed tools usually offer only limited sweeping parameter options, sweeping over multiple parameters is either completely unsupported or has to be implemented by the user. None of the reviewed publicly available tools currently support the evaluation of sensing applications, such as providing implementations for radar waveforms or spatial radar channels and the respective KPI estimations. Apart from antenna polarization models, as suggested in the 3GPP standards, hardware effects are usually neglected during link-level simulations. However, simulations modeling only propagation channels and antenna polarizations will overestimate the performance of communication links, if the effects of radio frequency (RF) chain impairments are not considered (see Figure 16), as these can have a significant impact in the KPIs [36]. In addition, when designing ISAC systems for 6G, isolation between transmitting and receiving antennas is a crucial performance-limiting factor for the system’s sensing capabilities [37], [38], which
TABLE 2. Simulation tools feature comparison.

| Simulator      | Waveforms | FEC Codes | Interleave | Scannable | MIMO | Channels | Hardware | KPIs |
|----------------|-----------|-----------|------------|-----------|------|----------|----------|------|
| Matlab [12], [13] | OFDM | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ |
| GTMC 5G [14]    | FMCW | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ |
| Vienna 5G [15]  | ISK | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ |
| ns-3 [17]-[19]  | SC | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ |
| SMoNe [21]      | Turbo | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ |
| AFF3CT [24]     | LDC | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ |
| HermesPy        | SM | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ | ✔️ |

B. CONTRIBUTION

Hermes introduces a novel framework approach to link-level evaluations, enabling both the simulation and HiL verification of multi-node ISAC applications within a single unifying API. It contributes a unique combination of features only sparsely supported within the landscape of existing tools, namely

- Multidimensional sweeps over arbitrary parameters
- Online confidence estimation of KPIs
- Distributed computation of Monte Carlo simulations
- Comprehensive hardware effects modeling
- Extensible implementations of communication, sensing and ISAC waveforms
- Native SDR support for the verification of simulation results

Implemented in Python and C++, Hermes follows a strictly object-oriented, modular coding style, enabling the quick integration of novel waveforms and algorithms to be investigated within the framework. By default, Hermes provides implementations for OFDM, FMCW, FSK and SC communication waveforms, state of the art FEC codings, precodings, beamformers and standard-compliant TDL and CDL channel models. Within simulations, hardware effects such as antenna polarization, mutual coupling, transmit-receive isolation, I/Q imbalance, amplifier characteristics and ADC quantization are modeled. Interference scenarios featuring multiple nodes, possibly of different radio access technologies (RATs) operating in identical or neighbouring spectrum bands may be investigated. The resulting Monte-Carlo style simulation campaigns are not limited to specific parameters, such as SNR, and can instead be configured to sweep over arbitrary parameter combinations. Built around the Ray [25] framework, Hermes supports the distribution of simulation workloads on multi-core systems as well as high-performance computing (HPC) clusters. Hermes can be used as either a command-line tool configured by text-based parameter files or as a Python library within third-party projects, providing either its full simulation pipeline or individual modules for signal processing, PHY simulation and hardware control. Communications and radar techniques, such as IEEE 802.11 and LoRaWAN, can be modelled and simulated by adjusting the simulation parameters accordingly. Users may immediately verify simulation results of algorithms implemented within the framework over the air by configuring Hermes to transmit and receive waveforms over hardware testbeds. For this purpose, Hermes provides bindings to USRPs and audio interfaces, bindings to custom setups may be easily added.

III. SIMULATOR ARCHITECTURE

Hermes aims to abstract the process of wireless communication and sensing signal processing within a strictly object-oriented software architecture. Signal processing steps and hardware models are represented by a composition of dedicated classes. Software users may simulate customized scenarios by adapting compositions and configuring exposed parameter attributes. Within the Hermes framework, any physical entity capable of emitting or receiving electromagnetic waves is represented by a device. The propagation characteristics of electromagnetic waves exchanged between two devices are represented by radio channels. Therefore, the model of a single communication link consists of the tuple of two devices and their respective connecting channel, as visualized in Figure 1. Each device with index $a$ emits a complex-valued waveform $x_a(t) \in \mathbb{C}^{M_{Tx}^{(a)}}$, $M_{Tx}^{(a)}$ being the...
number of active device antennas during transmission, and receives a complex-valued waveform \( y_{b,d}(t) \in \mathbb{C}^{M^{(a)}_{Rx}} \) after channel propagation over a link with device \( b \), \( M^{(a)}_{Rx} \) being the number of active device antennas during reception. The signal distortion resulting from channel propagation over a link between two devices may be characterized by a time-variant channel impulse response \( H_{a,b}(t, \tau) \in \mathbb{C}^{M^{(a)}_{Rx} \times M^{(b)}_{Tx}} \), leading to

\[
y_{a,b}(t) = \int_{0}^{\infty} H_{a,b}(t, \tau)x_{a}(t - \tau) \, d\tau
\]

as a general time-continuous expression of the channel propagation, \( t \) denoting time and \( \tau \) denoting delay in seconds, respectively. The actual design of \( H_{a,b} \) is defined by the selected channel model’s specifications. By default, Hermes assumes channels to be reciprocal, therefore \( H_{b,a} = H_{a,b}^\dagger \), with \([\cdot]^\dagger\) denoting the matrix transpose operator. It should be noted that this reciprocity assumption may be invalid in cases where two linked devices operate on widely differing carrier frequencies. Hermes does not distinguish between up- down- and side-link by defining a device as either base-station or terminal. Instead, the channel model choice implicitly characterizes the link. A full simulation scenario may consist of an arbitrary number of devices \( D \), with every device being linked to all other devices and to itself by a channel instance. Therefore, a scenario contains \( \sum_{d=1}^{D} D_d = \frac{D(D+1)}{2} \) links with the equal amount of channel instances, forming a symmetric matrix of links between devices, as visualized in Figure 2. In such an architecture, the interference among devices occurring in complex multi-node wireless communication scenarios can be addressed without the need for a unifying channel model over every device link. Instead, each link is configured with a specific channel model best fitting the scenario assumptions. For example, joint communications and sensing scenarios could contain radar channel model instances on the scenario self-interference diagonal and vehicle-to-vehicle side-link communication channels on the off-diagonals to investigate automotive applications. That being said, while each link is configured with an individual channel model instance, the instances may share mutual information. For example, considering a ray-tracing scenario where several devices are simulated, the channel impulse responses between the devices would be constructed from ray propagation paths reflected by the same objects, but illuminated from varying perspectives depending on the device orientations and positions.

As a consequence of the assumed link model, the electromagnetic signal impinging onto each device is a superposition

\[
y_{a}(t) = \sum_{d=1}^{D} y_{d,a}(t)
\]

\[
y_{a}(t) = \sum_{d=1}^{D} \int_{0}^{\infty} H_{d,a}(t, \tau)x_{d}(t - \tau) \, d\tau
\]

of all signals emerging from the device’s respective links after channel propagation, in other words, a sum over all channel models within the \( a \)-th row of Figure 2.

Until now, Hermes’ channel model has been described in time-continuous domain in order to properly motivate the implemented simulator architecture. Numeric simulations, however, are required to sample continuous models into discrete domains with a sufficient sampling rate. Hermes considers two dedicated sampling rate requirements per device, \( f_{Tx,s}^{(d)} \) and \( f_{Rx,s}^{(d)} \) in Hz, for transmit and receive processing, respectively. During simulation runtime, the signal models being generated and passed from one processing step to another are dynamically resampled in order to match the sampling rate requirements of the currently executed processing step. Therefore,

\[
Y_d = \begin{bmatrix} y_{d}^{(0)}(1), & y_{d}^{(1)}(1), & \ldots, & y_{d}^{(N_{Rx}^{(d)})}(1) \end{bmatrix} \in \mathbb{C}^{N_{Rx}^{(d)} \times N_{Rx}^{(d)}}
\]

is the matrix of \( N_{Rx}^{(d)} \) time-discrete sample streams impinging onto the \( d \)-th device’s antennas, subsequently feeding into the device’s receive signal processing chains. Equivalently,

\[
X_d = \begin{bmatrix} x_{d}^{(0)}(1), & x_{d}^{(1)}(1), & \ldots, & x_{d}^{(N_{Tx}^{(d)})}(1) \end{bmatrix} \in \mathbb{C}^{N_{Tx}^{(d)} \times N_{Tx}^{(d)}}
\]

is the matrix of \( N_{Tx}^{(d)} \) time-discrete antenna samples emerging from device transmit processing chains and feeding into channel links. The channel model is sampled into a time- and delay-discrete impulse response tensor

\[
H_{a,b}^{(n,\tau)} = H_{a,b} \begin{bmatrix} n-1, & \tau-1 \end{bmatrix} \frac{M^{(a)}_{Rx} - 1}{f_{Rx,s}^{(b)}} \frac{M^{(b)}_{Tx} - 1}{f_{Tx,s}^{(d)}}
\]

for \( n, \tau = 1 \ldots N_{Rx}^{(b)} \). Computing the channel impulse response \( H_{a,b}^{(n,\tau)} \) for massive MIMO systems simulating large delay spreads can require significant processing and memory.
resources. That being said, most channel models consider discrete delay taps, leading to $\mathbf{H}_{a,b}^{(n,\tau)}$ being sparse in its delay dimension $\tau$, which can be exploited to reduce memory requirements in practice.

### A. RESAMPLING

Each MIMO signal $\mathbf{X}_d$ is assumed to be emitted at the device’s central transmit carrier frequency $f_{Tx,c}^{(d)}$ which is a freely configurable simulation parameter. Similarly, devices assume a central carrier frequency $f_{Rx,c}^{(b)}$ during reception. Hermes does not consider the modulated RF pass-band samples during its simulation calculations. Instead, in order to minimize memory requirements, it internally handles MIMO signals as the tuple of their respective complex base-band samples, sampling rates and assumed carrier frequencies. The downside of this approach is the inability to generally compute the superposition of two signals directly as a sum of both sample matrices, since they may feature different centre frequencies and sampling rates. Instead, the signals have to be resampled and mixed to match the superposition’s target carrier frequency and sampling rate. By applying the Whittaker-Kotelnikov-Shannon sampling theorem, the resampling of device $a$’s transmission to the target specifications of device $b$ can be expressed as a

$$\tilde{\mathbf{X}}_{a,b} = \mathbf{X}_a \mathbf{W}_f^{(a,b)} \mathbf{W}_s^{(a,b)} \mathbf{W}(a,b)$$

(7)

consisting of a sequence of linear operations $\mathbf{W}$. Considering the target carrier frequency $f_{Rx,c}^{(b)}$ and sampling rate $f_{Rx,s}^{(b)}$, a superimposed signal with carrier frequency $f_{Tx,c}^{(a)}$ and sampling rate $f_{Tx,s}^{(a)}$ has to be mixed to a virtual carrier frequency

$$\Delta f_c^{(a,b)} = f_{Tx,c}^{(a)} - f_{Rx,c}^{(b)}$$

(9)

perceived by the target. Depending on the sampling rates and carrier frequency distance, typically only a section of the signal spectra overlap, requiring a resampling bandpass filter of width

$$B_{Rs}^{(a,b)} = \min \left( \frac{1}{2} (f_{Tx,s}^{(a)} + f_{Rx,s}^{(b)}) - \| \Delta f_c^{(a,b)} \|, f_{Rx,s}^{(b)} \right)$$

(10)

centered around the frequency

$$f_{Rs,c}^{(a,b)} = \frac{1}{2} (f_{Tx,c}^{(a)} - f_{Rx,c}^{(b)})$$

(11)

in order to avoid aliasing resulting from the mixing operations within the final superpositioned discrete samples. This relationship is visualized in Figure 3. $\mathbf{W}_f^{(a,b)}$ is the convolution matrix representation of a bandpass filter impulse response for the respective bandwidth and center frequencies. Hermes considers superpositioned signals with non-overlapping bands $B_{Rs}^{(a,b)} \leq 0$ to be completely orthogonal. Such a case may occur when simulating interference links with two devices transmitting at widely spaced carrier frequencies, where the interference power perceived by the respective receivers will subsequently be zero. After application of the initial anti-aliasing filter, the transmitted samples are converted to the target sampling rate $f_{Rx,s}^{(b)}$ by applying a sinc interpolation kernel

$$w_s^{(a,b,n,\tilde{n})} = \text{sinc} \left( (\tilde{n} - 1) \frac{f_{Tx,s}^{(a)}}{f_{Rx,s}^{(b)}} - n \right)$$

(12)

to recalculate time-domain samples according to the target sampling rate sample instances. The whole resampling process

$$\mathbf{W}_s^{(a,b)} = \begin{bmatrix}
    w_s^{(a,b,1,1)} & \cdots & w_s^{(a,b,N_{Rx}^{(b)},1)} \\
    \vdots & \ddots & \vdots \\
    w_s^{(a,b,N_{Rx}^{(b)},1)} & \cdots & w_s^{(a,b,N_{Rx}^{(b)},N_{Rx}^{(b)})}
\end{bmatrix}$$

(13)

can be described a linear operation. In a final processing step, the resampled signal samples are modulated to the perceived target carrier frequency by multiplying with a sinusoid

$$W_c^{(a,b)} = \text{Diag}(1, e^{2\pi f_{Rx,c}^{(b)}/f_{Rx,s}^{(b)}}, \ldots, e^{2\pi (N_{Rx}^{(b)}-1)/f_{Rx,s}^{(b)}})$$

(14)

of a frequency equal to the carrier frequency distance $f_{Rx,c}^{(b)}$. Note that, depending on the relation between the number of output samples $N_{Rx}^{(b)}$ and number of input samples $N_{Tx}^{(a)}$, the mixing operation (14) can be performed before or after re-sampling in order to optimize computational costs. Using the resampled signal, we can express the samples

$$y_b^{(n)} = \sum_{a=1}^{D} \sum_{\tau=1}^{n} \mathbf{H}_a^{(n,\tau)} \mathbf{x}_{a,b}^{(n,\tau+1)} \quad \text{for} \quad n = 1 \ldots N_{Rx}^{(b)}$$

(15)

imposing onto the $b$-th receiving device as a superposition of base-band signal samples transmitted by all $D$ scenario devices after propagation over their respective linking channel models.

### B. DEVICE OPERATION

While the scenario and its respective links specify how electromagnetic waves are distorted during propagation from and to devices, the actual waveforms being transmitted depend...
on the specific device operator configurations. Operators represent Hermes’ abstraction for all digital signal processing operations taking place before samples are converted to the analog domain during transmission, and, inversely, all signal processing operations taking place after signals are converted to digital domain during reception. They may implement different types of digital communication modems, radar signal processing chains or any other entity capable of generating or receiving base-band representations of electromagnetic waves from and to RF hardware. Transmitting device operators may submit a set of $N_d$ base-band signal samples $S_{Tx}^{(o,d)} \in \mathbb{C}^{M_d \times N_d}$ to the device’s digital-to-analog converter (DAC) to be transmitted. The actual signal being transmitted over the device’s hardware chain is a superposition

$$S_{Tx}^{(d)} = \sum_{o=1}^{O_{Tx}^{(d)}} S_{Tx}^{(o,d)}$$  \hspace{1cm} (16)

of all $O_{Tx}^{(d)}$ operator base-band signal samples registered at the $d$-th device. Receive operators on the other hand are being fed a copy of their device’s ADC buffers, so that the received base-band samples

$$S_{Rx}^{(o,d)} = S_{Rx}^{(d)} \text{ for } o = 1 \ldots O_{Rx}^{(d)}$$  \hspace{1cm} (17)

are identical over all $O_{Rx}^{(d)}$ receive operators of a single device. The information extracted from the base-band samples depends on its specific receive operator’s implementation and parameterization. Hermes currently implements two duplex operators, duplex referring to operators having both transmit and receive functionalities, namely communication and sensing operators. They may be configured to only execute either transmit or receive functionalities in order to minimize simulation workload. The respective signal processing chains will be introduced in dedicated sections V and VI.

IV. HARDWARE MODELING

When running Hermes simulation campaigns, each virtual device placed within the simulation scenario features a customizable pipeline to model hardware effects during waveform transmission and reception. The implemented device model is visualized in Figure 4. Naturally, all models are optional and often provide multiple implementations from which users may chose the most appropriate one for their simulation assumptions. During signal transmission simulation, the samples submitted by transmit operators are sequentially processed by a DAC model introducing quantization noise, an I/Q imbalance model, PA modeling, mutual coupling (MC) and an transmit antenna array topology model (ANT). During reception most of the processing steps will be applied in reverse order, with the received samples after channel propagation being initially processed by the receive antenna array topology model, followed the MC model. Now, signal power leaking from the transmit to receive chains, simulated by the isolation model (ISO) is added. The combined leakage and received signal samples are processed by an LNA model and IQ imbalance, after which quantization noise introduced by the ADC is introduced. Finally, additive hardware noise is added. In the following subsections, each hardware model is described in more detail.

A. ANALOG-DIGITAL CONVERSION

Currently the ADC model considers only the quantization step. A uniform quantizer with either mid-riser or mid-tread behaviour is implemented, configurable to an arbitrary bit resolution. The quantizer range can be fixed or automatically adjusted based on the input signal power or amplitude. The model will only introduce quantization noise, though, as its output is still in floating point format and fixed-point operations are not yet supported.

B. I/Q IMBALANCE

During modulation and demodulation of complex-valued signals, the signal’s real and imaginary parts are multiplied with a sinusoid and a $\frac{\pi}{2}$ phase-shifted copy of the sinusoid, respectively. Variations in the phase shift lead to an effect known as IQ Imbalance (I/Q). Hermes’ radio-frequency chain model offers the option to configure a phase offset $\epsilon_\theta$ and an amplitude offset $\epsilon_A$ so that the imbalance is described by

$$S_{Tx,IQ}^{(d)} = S_{Tx,DAC}^{(d)} + \eta_\beta S_{Tx,DAC}^{(d)j}$$  \hspace{1cm} (18)

during signal transmission and

$$S_{Rx,IQ}^{(d)} = S_{Rx,LNA}^{(d)} + \eta_\beta S_{Rx,LNA}^{(d)j}$$  \hspace{1cm} (19)

during signal reception with imbalance coefficients

$$\eta_\alpha = \cos \frac{\epsilon_\theta}{2} + j \epsilon_A \sin \frac{\epsilon_\theta}{2}$$  \hspace{1cm} (20)

$$\eta_\beta = \epsilon_A \cos \frac{\epsilon_\theta}{2} - j \sin \frac{\epsilon_\theta}{2}$$  \hspace{1cm} (21)

statically distorting the signal’s amplitude and phase as suggested in [39].

C. AMPLIFICATION

During signal transmission, the PA section amplifies the signal for transmission over the air. Inversely, during signal reception, LNAs amplify signals received by antennas after propagation over the air for further processing. While an ideal amplifier is usually assumed to amplify the signal according to a fixed gain, which can be modeled by a scalar factor, hardware amplifiers typically display a non-linear saturation characteristic, which is only approximately linear around an expected working point. Driving the amplification into saturation leads to a non-linear signal distortion, which may result in out-of-band emissions and impacts data recovery during reception. Hermes currently implements several memoryless amplifier models

$$S_{Tx,PA}^{(d)} = F_{Amp}(S_{Tx,IQ}^{(d)})$$  \hspace{1cm} (22)

$$S_{Rx,LNA}^{(d)} = F_{Amp}(S_{Rx,Mc}^{(d)} + S_{ISO}^{(d)})$$  \hspace{1cm} (23)

as functions of the amplifier input, namely ideal distortionless amplification, a nonlinear clipping model, Saleh’s...
model [40], Rapp’s model [41] and an option to model custom amplifier AM-AM and AM-PM responses derived from a measurement data set. The LNA’s input is a superposition of the received signal after mutual coupling simulation and the crosstalk device self-interference due to imperfect self-isolation $S_{ISO}^{(d)}$ as defined in (35). Figure 5 displays a comparison of the implemented power amplifiers’ amplitude characteristics around an assumed saturation point of 1, with Rapp’s model being parameterized with a smoothness factor $p_{Rapp} = 2$ and Saleh’s model being parameterized by amplitude factors $\alpha_a = 1.9638$, $\beta_a = 0.9945$ and phase factors $\alpha_{\phi} = 2.5293$, $\beta_{\phi} = 2.8168$, respectively.

D. ANTENNA MODELING
An individual antenna within Hermes is characterized by its polarization pattern, frequency response characteristics and impedance at vertical and horizontal polarization components

$$F(\phi, \theta)^{(d,n)} = \begin{bmatrix} F_V(\phi, \theta), & F_H(\phi, \theta) \end{bmatrix}^T \in \mathbb{R}^2,$$ (24)

which specify the polarization of an emitted wave towards horizontal coordinates azimuth $\phi$ and elevation $\theta$, respectively. Note that the normalized antenna gain characteristics towards a certain angle of departure during transmission, or angle of arrival during reception,

$$G(\phi, \theta) = \|F(\phi, \theta)\|_2 = \sqrt{F_V(\phi, \theta)^2 + F_H(\phi, \theta)^2}$$ (25)

depend on the sum of squared polarization components. Therefore, the polarization model implicitly describes the antenna gain characteristics. Currently, Hermes provides implementations for omnidirectional and patch antennas with circular polarization, as well as half-wavelength dipole antennas with horizontal polarization. Spatial channel models considering a ray-like electromagnetic wave propagation between antennas, such as [42] and [43], may apply the antenna polarization information to generate more realistic channels: For a single path between two antennas $a$ and $b$, the polarization loss

$$F^{(a)}_b \Phi F^{(b)}_a$$ (26)

depends on the path cross-polarization $\Phi \in \mathbb{C}^{2 \times 2}$. For line-of-sight paths the cross-polarization can be assumed to be identity, $\Phi = I$. In this case it is straightforward to see that orthogonally polarized antennas may actually exchange zero power, given unfavorable antenna orientations. A device is considered to feature an array of $M_d$ individual antenna elements, with each antenna element being located at cartesian position

$$p_{A}^{(d,m)} \in \mathbb{R}^3$$ (27)

within the device’s local coordinate grid, oriented according to an azimuth-offset $\phi_{A}^{(d,m)}$ and elevation-offset $\theta_{A}^{(d,m)}$. 
Antennas within the array may be considered to be simplex antennas, which are only active during either transmission or reception, or duplex antennas, which transmit and receive waveforms simultaneously. The respective antenna matrix

$$G_A^{(d)} = \text{Diag}\{G^{(d,1)}, G^{(d,2)}, \ldots, G^{(d,M(d))}\}$$  (28)

contains the linear gain of each antenna element within the considered array on its diagonal. Therefore, the antenna signals are amplified according to

$$X_d = G_T^{(d)} S_T^{(d)}$$  \hspace{1cm} (29)

$$S_R^{(d)} = G_R^{(d)} Y_d$$  \hspace{1cm} (30)
during transmission and reception over the the configured subarrays, $G_T^{(d)}$ being the gains of the transmit subarray and $S_R^{(d)}$ being the gains of the receive subarray, respectively.

\section{E. MUTUAL COUPLING AND ISOLATION}

Within MIMO antenna arrays, transmitting electromagnetic waves over an individual antenna results in an excitation of neighbouring antenna circuits within the array. Considering every antenna within the array transmitting, the cross-talk between the individual antennas creates a feedback-loop referred to as mutual coupling [44]. The cross-talk’s effects on signals can be modeled as a complex symmetric correlation matrix $\Psi_d \in \mathbb{C}^{M_d \times M_d}$. By default, Hermes assumes ideal antenna arrays with no cross-correlation, so $\Psi_d = \mathbf{I}$. If non-ideal antenna array cross-correlations are specified, signals are being distorted according to

$$S_{Rx,MC}^{(d)} = \eta_s \left\{ Z_{Tx,A}^{(d)} \right\}^{-\frac{1}{2}} \Psi_{Tx}^{\frac{1}{2}} Z_{Tx,PA}^{(d)}$$  \hspace{1cm} (31)
during transmission. A detailed model of the coupling behaviour between a transmitting and a receiving antenna array requires the consideration of antenna impedances and adjacent matching circuits [45], [46]. We may interpret an antenna array as a multiport network with symmetric impedance matrix $Z_A^{(d)} \in \mathbb{C}^{M_d \times M_d}$, the impedance matrix diagonal elements

$$\text{Diag}\{Z_A^{(d)}\} = \left[ z_A^{(d,1,1)}, \ldots, z_A^{(d,M_d,M_d)} \right]^T$$  \hspace{1cm} (32)

representing the actual antenna element impedances and the off-diagonal elements representing the mutual impedances between two antenna circuits. Impedances matrices $Z_{Tx,A}^{(d)}$ and $Z_{Rx,A}^{(d)}$ represent the subarrays of elements transmitting and receiving, respectively. Additionally, Hermes considers a matching network $Z_M^{(d)} \in \mathbb{C}^{M_d \times M_d}$ in order to mitigate mutual coupling effects, as suggested in [45]. The signal received after channel propagation

$$S_{Rx,MC}^{(d)} = Z_{Rx}^{(d)} \Psi_{Rx}^{\frac{1}{2}} S_{Rx,ANT}^{(d)}$$  \hspace{1cm} (33)
depends on the overall multiport receiver resistance

$$Z_{Rx}^{(d)} = \eta_s \left\{ z_A^{(d,1,1)} \right\} \left\{ Z_M^{(d)} \right\}^{\frac{1}{2}} \left( Z_M^{(d)} + Z_{Rx,A}^{(d)} \right)^{-1}$$  \hspace{1cm} (34)

normalized with respect to the first antenna within the receiving device’s antenna array. The implemented mutual coupling model is visualized in Figure 6. An identical hardware model as deployed for mutual coupling considering the transmit and receive antenna arrays for two spatially separated devices is assumed to model the isolation between the transmit and receive chains within a single device. Defining the transmit-receive antenna array subarray correlation matrix $\Psi_{ISO}^{(d)} \in \mathbb{C}^{M_R \times M_T}$, modeling the coupling between the transmit and receive chains of a single device, Hermes implements

$$S_{ISO}^{(d)} = Z_{Rx}^{(d)} \Psi_{ISO}^{\frac{1}{2}} \left\{ Z_A^{(d)} \right\}^{-\frac{1}{2}} S_{Tx,PA}^{(d)}$$  \hspace{1cm} (35)
as the isolation model considering both antenna impedances and cross-correlations, describing the leakage of signal power from transmit to receive chains within devices.

\section{F. NOISE}

Hardware noise is one of the primary factors limiting the performance of wireless systems in both communication [47] and sensing applications. While any processing step introduces noise to some extent, Hermes assumes receiving front-ends to be the primary source of noise power added to any incoming signal. In Hermes’ hardware model, additive noise $N_d \in \mathbb{C}^{M_d \times N_d}$ is introduced at the last stage of device receive modeling according to

$$S_{Rx}^{(d)} = S_{Rx,ADC}^{(d)} + N_d.$$  \hspace{1cm} (36)

For circular invariant additive white Gaussian noise, the noise samples $N_d \sim CN(0, \sigma_N^d \mathbf{I})$ are independently distributed with variance $\sigma_N^d$, drawn from the complex normal distribution.

\section{V. COMMUNICATION OPERATION}

For the operation of communication devices, Hermes offers the modem module. It implements a highly customizable signal-processing chain for information transmission in form of bits, as well as evaluation tools for the estimation of BERs, BLERs, FERs and DRXs. A flowchart of the processing steps is visualized in Figure 7. Users may configure the source of bits to be transmitted over the operated device as either randomly generated or deterministic, the latter being any file system stream such as images, text or audio files. Bits are being generated on a frame-by-frame basis and encoded with a block-based FEC scheme. Afterwards, the encoded bit stream is split into streams of equal length. The number of generated streams depends on the MIMO configuration consisting of a symbol and stream coding stage, and, implicitly, on the number of device antennas the configured modem operates on. For instance, consider a device featuring an array of multiple transmit and receive antennas. The MIMO coding scheme could either be a delay-and-sum beamformer, which would require a single input stream of base-band samples, or a spatial multiplexing scheme, which would require multiple independent streams to be transmitted over the air simultaneously, encoded into the streams fed into the transmit antennas.
The substreams of bits are independently mapped and modulated to base-band sample streams of data frames according to the configured waveform. In between the mapping and modulation stage, codings operating on the symbol level may be configured. After modulation, the resulting frames are encoded by the configured MIMO stream coding configuration and transferred to the operated device for transmission over the air as $s_{Tx}^{(o,d)}$.

Data reception requires processing steps for synchronization, channel estimation and channel equalization in addition to the inversion of encoding steps executed during transmission. After device reception, the modem initially divides the receive baseband samples $s_{Rx}^{(o,d)}$ into frame sections of equal length through a configured synchronization routine. After synchronization, each resulting frame section is processed in serial independently. Initially, the MIMO stream coding configuration is decoded. Afterwards, the signal is demodulated to communication symbols. A channel estimation routine is deployed, estimating the channel impulse response $\hat{H}$ representing the channel state of the received frame during propagation. The estimated impulse response may be accessed by MIMO coding algorithms as well as waveform equalization routines. Channel estimation is followed by a symbol MIMO decoding routine and an equalization stage. Similarly to the transmission signal processing, decoding may result in several, ideally orthogonal, signal substreams which are unmapped in parallel and concatenated, resulting in a bitstream to be decoded by the configured FEC routines.

### A. FORWARD ERROR CORRECTION

The FEC configuration is realized as a successive chain of independent coding steps, which enables the easy combination of error correcting and error detecting codes to evaluate custom configurations, as well as complementary operations such as bit scrambling and interleaving. Each encoding step $e$ is assumed to achieve a rate $R_e = \frac{K_e}{L_e}$ with an input data block size of $K_e$ bit and an output code block size after encoding of $L_e$ bit. The resulting error correction code chain is characterized by its overall input block size $K$ and its output block size $L$. The chain is visualized in Figure 8. During the generation of each communication frame, the modem computes the number of bits $\tilde{L}$ required to modulate a single frame and generates them by querying

$$B = \lfloor \frac{K \tilde{L}}{L} \rfloor$$

blocks of data bits at the configured bit source, $\lfloor \cdot \rfloor$ denoting the floor operator to the next integer. The resulting vectors

$$k = [k_1^T, \ldots, k_B^T]^T, \quad \tilde{k} = [k_1^T, \ldots, k_B^T]^T \in \{0, 1\}^{BK}$$

represent the transmitted and estimated streams of a single data frame consisting of $B$ data blocks $k_b$ of length $K$, respectively. The blocks are encoded independently over the FEC chain, with the resulting code blocks being concatenated to a communication frame payload $l \in \{0, 1\}^{L}$. In case of block size mismatches between adjacent coding steps, the chain may be configured to run coding steps in parallel in order to increase block sizes, padding overheads resulting from non-integer block size relations with random bits. Decoding
of a received payload \( \hat{I} \in \{0, 1\}^L \) is conducted in the reverse order with respect to encoding, resulting in a data estimation \( \hat{k} \). During the decoding, random bits added to padded blocks will be removed. Mismatches between estimated and transmitted bits define the communication performance indicators computed by Hermes, which may be expressed as

\[
\text{BER} = \mathbb{E}[(\|k - \hat{k}\|^2_2)]
\]

(39)

\[
\text{BLER} = \mathbb{E}[(\|k_i - \hat{k}_i\|^2_2 > 0)]
\]

(40)

\[
\text{FER} = \mathbb{E}[(\|k - \hat{k}\|^2_2 > 0)]
\]

(41)

\[
\text{DRX} = \mathbb{E}[(\|k - \hat{k}\|^2_2 > 0)]^\text{bit/Tf}
\]

(42)

for BER, BLER FER, and DRX, respectively, \( T_F \) being the time interval of frame transmission in seconds. Naturally, for configurations not considering any FEC \( k = 1 \) and \( \hat{k} = 1 \) is assumed, so that the error correction stage is bypassed within the communication signal processing chain.

### B. WAVEFORMS

Communication waveforms are Hermes’ abstraction to generate and process base-band complex-valued communication signal sample frames. Each modem is required to specify its waveform, with the waveform providing routines for mapping and unmapping of bits to data symbols and the following modulation and demodulation algorithms. Additionally, each waveform implementation provides its own choice of equalization, channel estimation and synchronization routines to be configured by the user. As summarised in Table 3, Hermes currently provides implementations for OFDM, chirp FSK and SC waveforms, with reference-symbol based Least-Squares (LS) channel estimation and Zero-Forcing (ZF) and minimum mean square error (MMSE) equalization routines.

For SC modulations, raised cosine, root raised cosine, rectangular and FMCW filters are available. Time-domain synchronization of communication frames is implemented by a correlation-based detection [48] (Corr) of a customizable frame preamble. OFDM waveforms may additionally configure Schmidt-Cox (Sch-Co) [49] pilot sections.

### C. MIMO- AND PRE-CODING

Hermes offers the option to configure MIMO codings and precodings in two dedicated stages of its communication signal processing chain: On the symbol level in between the mapping of bits to data symbols and their modulation to base-band signal representations and on the antenna stream level after modulation and before transmission over the RF chain. To highlight this distinction, consider the transmitter side of two \( 2 \times 1 \) MIMO communication configurations, one applying Alamouti STBC, the other ZF precoding. Both configurations generate two streams to be transmitted over their respective antenna pairs. But while Alamouti precoding generates two sets of modulation symbols to be transmitted independent of each antenna, ZF precoding can be applied to the already modulated signal stream, even for incoherent modulation schemes such as FSK. Therefore, the optimal implementation location for MIMO algorithms differs within the signal processing chain. Considering the general case of communication modems operating on a MIMO device \( d \) featuring multiple transmit and receive antennas \( M_T \) and \( M_R \), the MIMO codings specify how individual base-band signal streams \( S_{Tx}^{(o,d)} \) feeding into each antenna element during transmission are being generated, and, inversely, how the base-band signal streams \( S_{Rx}^{(o,d)} \) emerging from antenna RF chains during reception are being processed. Therefore, Hermes requires each modem operating a device featuring more than one antenna to specify a MIMO scheme configuring how the individual antenna streams are generated. Depending on the configured MIMO scheme, multiple parallel streams of symbols might be generated during signal transmission, so that the waveform modulation will be conducted on multiple symbol streams in parallel, resulting in an equal amount of base-band signal streams, each representing a communication frame in time domain, encoding individual data symbols. During reception, symbol streams of demodulated base-band signals after equalization are fed to the decoding block, and are processed and combined towards a singular stream. The resulting stream is the input of the waveform’s unmapping routine. Table 4 displays an overview of the codings operating on the symbol level currently implemented in Hermes, comparing the number of required and generated symbol streams during transmission and reception, respectively.

Stream coding is implemented identically to symbol coding, but operates on MIMO streams representing base-band signal samples instead of modulation symbols. During transmission, the base-band signal sample streams resulting from the waveform’s modulation routine are processed by the configured stream coding’s encoding routines, which again may result in an increase or a reduction of the number of streams. The resulting streams represent the communication modem’s output to the device. During reception, synchronized base-band sample streams are the input of the stream decoding stage. The resulting decoded streams are fed to the waveform’s demodulator and independently demodulated in parallel. Table 4 displays an overview of coding schemes

**TABLE 3. Hermes communication waveforms.**

| Waveform | Sync  | Estimation | Equalizer |
|----------|-------|------------|-----------|
| OFDM     | Sch-Co Corr | LS        | ZF, MMSE |
| FSK      | Corr   | -         | -         |
| SC       | Corr   | LS        | ZF, MMSE |

**TABLE 4. Symbol codings.**

| Scheme    | Tx Streams | Rx Streams |
|-----------|------------|------------|
|           | In | Out | In | Out |
| DFT [50]  | 1  | 1 | 1  | 1   |
| Alamouti [51] | 1  | 2 | 1  | 1   |
| MRC [33]  | 1  | 1 | \( M_{Rx}^{(d)} \) | 1   |
| SDEC [34] | 1  | 1 | \( M_{Rx}^{(d)} \) | 1   |
channel estimation for SC and OFDM waveforms. During simulation runtime the ideal channel state information used to propagate the transmitted and received signals is available, so that users may configure an ideal channel state estimator leading to $\hat{H} = H$. When using Hermes in hardware loop mode operating SDRs or when configuring non-ideal channel state estimators during simulations, transmit processing blocks only have access to the channel state estimated from the most recent reception.

VI. SENSING OPERATION

For the operation of devices as sensors, Hermes provides the radar operator class. It implements a customizable signal processing chain for sensing operations based on electromagnetic waves. During transmission, a sensing waveform is being generated and, in case of a device featuring multiple transmit antennas, precoded according to a configured transmit beamforming algorithm. During reception, in case of a device featuring multiple receive antennas, the signal is steered towards a predefined set of angles of interest by a configured receive beamforming algorithm. For each steered signal line, resulting from the beamformer focusing towards specific angles of arrival, an estimation of the power distribution with respect to target range and velocity is performed. The results are combined to a four-dimensional radar image cube, where the first two dimensions denote discrete azimuth and zenith angles of arrival in a spherical coordinate system, and the last two dimensions denote discrete ranges and velocities, respectively. The radar cube typically displays a constant noise floor over all discrete estimation bins, with clusters of high-power bins indicating target candidates, which may be both real targets or ghosts resulting from higher order multipath propagations or beamforming aliasing. Therefore, a detection routine is applied to the image cube in order to extract an, ideally sparse, point cloud representing the cartesian positions of target detections with respect to the device’s location and the detection’s estimated velocity. The full processing chain is visualized in Figure 9. Compared to communication operators, the processing chain for sensing operators is rather simplistic, since it lacks the sophisticated steps for symbol coding and error correction. On a more formal level, the resulting point cloud can be considered the output of sensing operators, as opposed to transmitted and received bits of communication operators. From the point cloud, Hermes can be configured to estimate the ROC [55] as a general sensing performance indicator. Hermes currently provides implementations of FMCW waveforms as well as an ISAC module extending modems by sensing capabilities by estimating delays between transmitted and received communication waveforms in duplex devices.

VII. SIMULATION

This section contains a selection of simulation results generated by Hermes, highlighting the core functionalities of the simulator.
In order to validate Hermes’ implementations of SC, OFDM and FSK waveforms as well as AWGN and Rayleigh channels as a special case of TDL channels, Monte Carlo simulations iterating over an SNR range between $-10$ dB and $20$ dB collecting the mean BER over up to $10^6$ modulation symbols are performed. For each modulation scheme, modulation orders featuring two, four, 16 and 64 unique communication symbols are considered. The SC waveform is unfiltered, each frame consisting of 100 data symbols transmitted at a rate of 100 MHz, without any additional pilot or reference symbols. The OFDM waveform consists of a single data section featuring 1200 subcarriers, considering neither cyclic prefixes nor reference symbols. The simulated FSK waveform consists of a frame of 100 data chirps, each chirp sweeping over a bandwidth of 200 MHz in a duration of 4 us. The results are compared to theoretic derivations of the expected BERs. Figure 10 displays the results for SC and OFDM communication links over an AWGN channel, Figure 11 displays the performance of the identical waveforms over a Rayleigh channel, and Figure 12 displays the performance of an FSK waveform over an AWGN channel, respectively.

Applying FEC algorithms encoding the transmitted data bits before modulation and decoding them after demodulation can increase the error robustness in noisier domains at the cost of maximal information throughput. Considering the identical 64-QAM modulated OFDM waveform as in the previous example, we configure a Turbo coding with a data block size of $K_e = 40$ Bit and code block size of $L_e = 132$ Bit, achieving a rate of $R_e \approx 0.303$. Figure 13 displays the result of a simulation estimating the BER, BLER, FER and DRX over an AWGN channel with an SNR between $-10$ dB and $10$ dB. We can conclude that the Turbo coding is able to provide a stable data throughput for SNRs greater than 3 dB, at which point the FER is rapidly approaching zero and the DRX is approaching its maximum.

Depending on the scenario configuration, executing Hermes simulation campaigns may require significant processing power and memory resources. Especially on consumer-grade machines such as notebooks and desktops, high runtimes are the result. In order to minimize these expected runtimes, Hermes implements stopping criteria for Monte Carlo simulations as suggested in [56], enabling users to specify a confidence (Conf) and tolerance (Tol) requirement for each estimated performance indicator. Once the stopping criteria suggest the error of all estimated performance indicators to be smaller than Tol with a probability greater or equal to Conf, the simulation moves to the next parameter combina-
Figure 14 displays the evaluation results of an OFDM communication link transmitting a single section of 1200 64-QAM modulated data subcarriers over a 3GPP TDL-A channel with perfect channel state information at the receiver and subsequent zero-forcing equalization. The results of a BER evaluation with relaxed (blue) and strict (green) stopping criteria is compared. While the evaluation with strict criteria generates a much smoother result curve than its relaxed counterpart, it should be noted that computing the relaxed curve required approximately 23 seconds of simulation runtime, while the strict curve required 1200 seconds. Therefore, if only a rough performance trend estimate is required, relaxing the stopping criteria can save significant computation time.

Although most of the displayed simulation results iterate over the SNR and estimate the resulting BER, it should be noted that Hermes can be configured to sweep over virtually any combination of simulation parameters. To highlight this functionality, a simulation attempting to numerically estimate the ideal pilot symbol rate with respect to the channel doppler frequency shift is performed. A Root-Raised-Cosine filtered SC waveform transmits frames consisting of $10^5$ symbols at a rate of 100 MHz over a 3GPP TDL-A channel model, with the simulation estimating the BER over a parameter grid spanned by pilot rate candidates and channel model doppler frequency candidates ranging from zero to 1 MHz. The receiver is assumed to be perfect and noiseless and estimates the channel by a LS routine followed by a ZF equalization. The results are displayed in Figure 15 and clearly highlight the trade-off between pilot symbol rate and channel equalization success for increasing channel doppler frequencies.

Figure 16 displays the performance impact of hardware imperfections on a single-carrier communication link by estimating the BER over an SNR between $-10$ dB and 20 dB. The simulation considers 64-QAM modulated Root-Raised-Cosine pulses, within frames consisting of 16 pilot symbols and 100 data symbols, mixed to 3.7 GHz carrier frequency and transmitted over a TDL channel model, which is equalized by a ZF equalization routine based on LS channel estimation. An ADC with 8 bit quantization, I/Q imbalance with phase offset $\epsilon_\theta = 1^\circ$ and amplitude imbalance $\epsilon_A = 0.05$, power amplification following Rapp’s model [41] with $\rho_{Rapp} = 1$ and all imperfections combined are compared to the ideal performance without any imperfections. As a result we can conclude that simulations considering ideal RF chains might significantly overestimate the performance of communication systems, especially in high SNR regions where relative impact of hardware effects increases.

Figure 17 displays a range estimate comparison between an FMCW radar sweeping over a bandwidth of 1 GHz, estimating the target range via stretch-processing, and an ISAC radar estimating the target range by correlating a backscattered OFDM Schmidl-Cox pilot symbol over 1000 subcarriers spaced 1 MHz apart. Both signals are transmitted at 70 GHz carrier frequency, have a bandwidth of 1 GHz and a duration of 2 us. A noiseless radar channel models a single target located at 25 m distance with a radar cross section...
Note that the OFDM radar is similar to the approach presented in [37]. Comparing both range estimates visually, both approaches seem to perform rather similarly. A more formal comparison of radar performance is the ROC, comparing the probability of false alarm when no target is present within the channel to the probability of detection when a target is present. The evaluation and comparison of ROCs between FMCW and OFDM for transmit signal power to noise power ratios of $-20$ dB, $-10$ dB and 0 dB is displayed in Figure 18. Again, both approaches perform rather similarly, with OFDM slightly outperforming FMCW in lower SNR regions.

Figure 19 displays the result of an interference investigation. The simulation considers an industrial communication scenario featuring two devices with perfect channel state information communicating via OFDM modems over a line-of-sight link in a factory building, being located 50 m apart from one another, modeled by the indoor factory parameterization of the 3GPP CDL channel model [42] assuming a volume of 48000 m$^3$ and a surface of 80000 m$^2$. The devices’ communication is disturbed by an FMCW radar transmitting within the same frequency band. The BER between a SISO link equalized by zero forcing (SISO ZF) and a 2 x 1 MIMO link with Alamouti precoding is compared. As a reference, a SISO scenario lacking the interfering FMCW signal (SISO NO) is considered as well. The results show that the MIMO system continuously outperforms the SISO system. Additionally, when comparing the results with and without interference, the expected effect of the interference limiting the system performance, especially in low-noise regions, becomes evident.

VIII. HARDWARE VERIFICATION

The implemented software architecture, more precisely the division between operators generating complex base-band signal samples and devices simulating hardware effects and exchanging signal models over channel links, enables the...
instantaneous switch from using Hermes as a simulator to verifying algorithms implemented within the Hermes API using real hardware. Instead of simulated devices, operators can be assigned to devices representing bindings to interfaces such as SDRs. The operator configuration remains identical, with the exception of access to perfect channel state information being, naturally, impossible. Therefore, in case of communication operation, configuring synchronization, channel estimation and equalization routines is usually mandatory for hardware verification setups. During transmission, the operator samples are generated and uploaded to the respective device drivers via their binding implementations. Channel propagation modeling is replaced by a trigger operation, triggering synchronous transmission and reception over all devices. The received samples are subsequently downloaded over the device bindings and submitted to the configured receive operators for further processing. The architecture is visualized in Figure 20.

Hermes currently officially provides bindings to USRPs via the USRP hardware driver [57] as well as bindings to sound cards, enabling communication experiments using audio signals with affordable consumer-grade hardware. It should be noted that the hardware verification mode of Hermes is not yet optimized for conducting real-time communication experiments. Depending on the configured waveforms and processing steps, generating base-band waveforms may require significant processing power, introducing delays up to the magnitude of several seconds. Additionally, the up- and subsequent downloading of base-band samples to and from devices when evaluating waveforms of large bandwidths might further decrease the overall processing speed.

In order to demonstrate the proposed workflow, we consider a scenario of four single-antenna devices communicating over two simplex links, with a link being established between each device pair, respectively. The configured waveforms are identical 16-QAM modulated single-carrier root-raised cosine pulses, transmitted at a bandwidth of $B = 61.44$ MHz, forming communication frames featuring 16 preamble symbols and 100 data symbols, respectively. The processing chain during signal reception consists of a correlation-based clock synchronization followed by a LS channel estimation over the the preamble and a final ZF data symbol equalization. The first link operates at a static carrier frequency of $f_{c,a} = 3.7$ GHz, while the evaluation sweeps over the second link’s carrier frequency

$$f_{c,b} = f_{c,a} + \frac{(N - n)B}{N} \quad \text{with} \quad n = 0 \ldots N$$

in order to investigate the interference between the two links with respect to their frequency distance.

Figure 21 shows the described scenario implemented as a Python script calling Hermes’ API. For the sake of readability, initial import statements have been omitted. Cyan boxes indicate the only code modifications required to switch the evaluation process from simulation to hardware loop and
vice-versa: While the simulation pipeline considers virtual devices, the hardware loop pipeline initializes bindings to physical USRP devices within the local network instead, running the server proposed in [57], which require the network address as additional initialization information. Figure 22 displays the average BER over both links with respect to the carrier frequency distance for simulation and hardware loop, respectively. As expected, the error rates significantly decrease with greater frequency distance, approaching zero for a distance greater than the waveform bandwidth. When approaching signal bandwidth carrier frequency distance, the hardware loop performs worse than the initial simulation would suggest, since the simulation considers no noise, assumes ideal antenna frequency characteristics and an ideal channel without time of flight and trigger delays.

IX. CONCLUSION

Physical layer simulations are a core tool for the investigation of novel algorithms in both wireless communications and radar sensing. With the likely adoption of joint communication and sensing in 6G, simulators are required to provide features supporting the evaluation of both services within a unifying software framework. The interference between different services, as well as the role of hardware effects limiting the achievable performance in real-world applications, is currently not being sufficiently addressed by established simulation tools. HermesPy is introduced as a novel open-source software suite, combining both simulation and hardware loop verification abilities and enabling the generation of reproducible results for algorithms implemented within the framework. It provides an easily extensible architecture for the investigation of communication and radar waveforms as well as algorithms within the waveforms’ respective signal processing pipelines. Custom algorithms implemented within the API can immediately be verified within hardware testbeds. Future software releases are scheduled to introduce phase noise modeling to the simulation device model, expand the radar operator feature set and optimize the hardware verification performance.

REFERENCES

[1] H. Tataria, M. Shafi, A. F. Molisch, M. Dohler, H. Sjöland, and F. Tufvesson, “6G wireless systems: Vision, requirements, challenges, insights, and opportunities,” Proc. IEEE, vol. 109, no. 7, pp. 1166–1199, Jul. 2021.
[2] J. Kaur, M. A. Khan, M. Ifthikhar, M. Iman, and Q. E. U. Haq, “Machine learning techniques for 5G and beyond,” IEEE Access, vol. 9, pp. 23472–23488, 2021.
[3] Y. Liu, X. Liu, X. Mu, T. Hou, J. Xu, M. Di Renzo, and N. Al-Dhahir, “Reconfigurable intelligent surfaces: Principles and opportunities,” IEEE Commun. Surveys Tuts., vol. 23, no. 3, pp. 1546–1577, 3rd Quart., 2021.
[4] A. Bourdoux, A. N. Barreto, B. van Liempd, C. de Lima, D. Dardari, D. Belot, E.-S. Lohan, G. Seco-Granados, H. Sariieddeen, H. Wymeersch, J. Suutala, J. Saloranta, M. Guillaud, M. Isomursu, M. Valkama, M. R. K. Aziz, R. Berkvens, T. Sanguanpuak, T. Svensson, and Y. Miao, “6G white paper on localization and sensing,” 2020, arXiv:2006.01779.
[5] T. Wild, V. Braun, and H. Viswanathan, “Joint design of communication and sensing for beyond 5G and 6G systems,” IEEE Access, vol. 9, pp. 30845–30857, 2021.
[6] G. Van Rossum and F. L. Drake, Python 3 Reference Manual. Scotts Valley, CA, USA: CreateSpace, 2009.
[7] GNU Affero General Public License. Accessed: Oct. 27, 2022. [Online]. Available: http://www.gnu.org/licenses/agpl-3.0.en.html
[8] Hermespy Package. Accessed: Oct. 27, 2022. [Online]. Available: https://pypi.org/project/hermespy/
[9] Python Package Index—PYPI. Accessed: Oct. 27, 2022. [Online]. Available: https://pypi.org/
[10] J. Adler, A. N. Barreto, and T. Kronauer. (2022). HermesPy GitHub Repository. Accessed: Oct. 27, 2022. [Online]. Available: https://github.com/Barkhausen-Institut/hermespy
[11] P. K. Gkonis, P. T. Trakadas, and D. I. Kaklamani, “A comprehensive study on simulation techniques for 5G networks: State of the art results, analysis, and future challenges,” Electronics, vol. 9, no. 3, p. 468, Mar. 2020. [Online]. Available: https://www.mdpi.com/2079-9292/9/3/468
[12] MATLAB Communications Toolbox, The MathWorks Inc., Natick, MA, USA, 2022. Accessed: Oct. 27, 2022. [Online]. Available: https://pypi.org/
[13] MATLAB Communications Toolbox, The MathWorks Inc., Natick, MA, USA, 2022. Accessed: Oct. 27, 2022. [Online]. Available: https://www.mathworks.com/help/cpmm/
[14] T. Dominguez-Bolano, J. Rodriguez-Pineiro, J. A. Garcia-Naya, and L. Castedo, “The GTEC 5G link-level simulator,” in Proc. 1st Int. Workshop Link-Syst. Level Simulations (IWSLS), Jul. 2016, pp. 1–6.
[15] S. Pratschner, B. Tahir, L. Marijanovic, M. Mussbah, K. Kirev, R. Nissel, S. Schwarz, and M. Rupp, “Versatile mobile communications simulation: The Vienna 5G link level simulator,” EURASIP J. Wireless Commun. Netw., vol. 2018, no. 1, p. 226, Dec. 2018.
[16] MATLAB Parallel Computing Toolbox, The MathWorks Inc., Natick, MA, USA, 2022. Accessed: Oct. 27, 2022. [Online]. Available: https://de.mathworks.com/help/paralcomputing/
[17] G. F. Riley and T. R. Henderson, “The ns-3 network simulator,” in Modeling and Tools for Network Simulation, K. Wehrle, M. Güneş, and J. Gross, Eds. Berlin, Germany: Springer, 2010, pp. 15–34.
[18] M. Mezzavilla, M. Zhang, M. Polese, R. Ford, S. Dutta, S. Rangan, and M. Zorzi, “End-to-end simulation of 5G mmWave networks,” IEEE Commun. Surveys Tuts., vol. 20, no. 3, pp. 2237–2263, 3rd Quart., 2018.
[19] N. Patriccio, S. Lagen, B. Bojovic, and L. Giupponi, “An E2E simulator for 5G NR networks,” Simul. Model. Pract. Theory, vol. 96, Nov. 2019, Art. no. 101933. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S1569190X19300589
[20] R. L. Graham, T. S. Woodall, and J. M. Squires, “Open MPI: A flexible high performance MPI,” in Parallel Processing and Applied Mathematics, R. Wyzykowski, J. Dongarra, N. Meyer, and J. Waśniewski, Eds. Berlin, Germany: Springer, 2006, pp. 228–239.
[21] J. M. Eckhardt, C. Herold, B. K. Jung, N. Dreyer, and T. Kürner, “Modular link level simulator for the physical layer of beyond 5G wireless communication systems,” Radio Sci., vol. 57, no. 2, Feb. 2022, Art. no. c2021RS007395.
