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Abstract—New concepts for next-generation wireless systems are being developed. It is expected that these 6G and beyond systems will incorporate more than only communication, but also sensing, positioning, (deep) edge computing, and other services. The discussed measurement facility and approach, named Techtile, is an open, both in design and operation, and unique testbed to evaluate these newly envisioned systems. Techtile is a multi-functional and versatile testbed, providing fine-grained distributed resources for new communication, positioning and sensing technologies. The facility enables experimental research on hyper-connected interactive environments and validation of new algorithms and topologies. The backbone connects 140 resource units equipped with edge computing devices, software-defined radios (SDRs), sensors, and LED sources. By doing so, different network topologies and local-versus-central computing can be assessed. The introduced diversity of i) the technologies (e.g., RF, acoustics and light), ii) the distributed resources and iii) the interconnectivity allows exploring more degrees and new types of diversity, which can be investigated in this testbed.

I. INTRODUCTION – FROM 5G TO RADIOWEAVES

Massive MIMO [1], used in 5G, has brought great improvements in both spectral and energy efficiency. By increasing the number of antennas at the base station, simple linear precoders (downlink) and detectors (uplink) could be utilized. Furthermore, the wireless channels between the users tend to become orthogonal, and the wireless medium behaves as if it were a flat fading channel. Conventionally, in massive MIMO, the base stations antennas are located together, often half-wavelength spaced, forming a large array. Further exploiting the spatial diversity, this approach has been extended to distributed massive MIMO, where several arrays are distributed over the coverage area. The extreme case of distributed massive MIMO is called cell-free (CF) massive MIMO, where all antennas are distributed over the region and connected to a central processing unit, essentially removing the notion of cells. Spatially dispersed antennas are required to share data and frequency and timing information, making CF networks not scalable in practice [2]. To address these challenges, Radioweavesas been introduced in [3].

There, it is envisioned that a ‘weave’ of radios and other resources is created and integrated in existing structures, bringing them in closer to devices and eventually becoming truly ubiquitous. The Techtile infrastructure, illustrated in Figure 1, is a modular testbed capable of evaluating the Radioweavesconcept [3]. Such a system extends the conventional communication-only networks to provide other services, such as localization, sensing and wireless-power transfer (WPT).

Main technical challenges, in both the testbed and future distributed infrastructures, are the scalability and synchronization. In contrast to other testbeds [2]–[6], this R&D infrastructure does not utilize dedicated connections for communication and synchronization to each processing point, i.e., –in our case– tile. The conventional approach to time synchronization requires all cables to have the same length, making deployment cumbersome and not scalable. In order to support high-speed connections between the tiles and the central processing, multiple hierarchies of processing must be organized to aggregate the high number of separate connections. To tackle these issues, all tiles are connected, powered (PoE++ IEEE802.3bt) and time synchronized (PTP IEEE 1588) over Ethernet. By default, each tile has a processing unit, a software-defined radio (SDR) and a power supply, as depicted in Figure 2. This base configuration can be extended with custom solutions to support other use cases. To facilitate other research activities, all developed equipment and software is open-source available [7]. An overview of the architecture of the Techtile testbed is depicted in Figure 3.

This paper is structured as follows. First, the open challenges of implementing distributed networking concepts in practical systems are elaborated, with a focus on the Radioweavesconcept. Next to this, the opportunities of having a spatially dispersed and diverse set of resources to provide different services is discussed in Section II. By first introducing the challenges and opportunities, the requirements imposed on the testbed become evident. In Section III, the modular construction is discussed. This is followed by the implementation of the back-end and on-tile resources in IV and V, respectively. Lastly, the envisioned research and development activities in the testbed are summarized in Section VI where we welcome, and even encourage, others to implement and evaluate their algorithms and methods in a practical scenario.

II. RADIOWEAVES – CHALLENGES AND OPPORTUNITIES

While the Radioweave concept and distributing compute-connectivity paradigms bears great potential [3], key challenges need to be addressed in order to progress it towards practically deployable systems. These challenges stem from the high number of diverse resources hosted in the infrastructure and the novel application requirements. Prior to elaborating on the design of Techtile, some challenges are highlighted to demonstrate how the testbed enables research and development strategies to design, assess and prototype solutions to these challenges.

[7] github.com/techtile-by-dramco
A. Challenges

**Heavy and distributed processing.** 6G applications significantly raise current requirements and pose new needs for services \(^7\). These include the provision of position information and mapping of the environment, interaction with energy-neutral devices enabled by WPT, support for federated learning, and perceived zero-latency and ultra-reliability for critical services. An infrastructure hosting a high number of distributed antennas or wireless entry points and computing resources has the potential to accommodate these. Yet, this can lead to an extremely high volume of data propagating in the network, becoming a key factor for bandwidth and energy. However, it is expected that the information is rather sparse, i.e., not all data coming from all the resources contribute equally to the performance of the system and not all sampled data contain information that can not be disregarded.

Novel digital signaling processing algorithms, including AI approaches, are being developed to address the expectations for 6G. Hereby, not all data can—or is desired to—be processed in a central manner, e.g., because of the high data volume or because of latency constraints. New algorithms and distribution of processing approaches are considered in order to reduce the data volume and latency within the performance requirements of the applications. Next to this, the energy consumption of signal processing will become increasingly important. In previous cellular networks, the power amplifiers were responsible for the highest share of energy consumption \(^8\), while in 5G systems, this has been more balanced by the digital signal processing. One could expect this contribution to further increase with the number of resources, e.g., antennas.

**Synchronization and Calibration.** In order to sample all signals coherently, all processing and sensing units need to be synchronized and calibrated. For instance, in order to exploit the reciprocity of the wireless channel, the hardware-dependent effects of the transmit and receive RF chains need to be measured \(^9\). After this calibration phase, the conventional uplink pilot-based method can be used for coherent transmitting and receiving when the different units are synchronized in time (phase) and frequency. Due to the high number of dispersed resources in the infrastructure and the diverse services, synchronization, and calibration is an open challenge. Different approaches for synchronization and calibration can be evaluated in the testbed and is discussed in Section IV-C.

**Embedding in structures.** To mitigate the impact on the environment and the users, the electronics will need to be fully embedded in existing structures, or they need to be integrated in a creative manner to enhance the user experience. e.g., providing novel interaction possibilities with the technology. Fully embedding the electronics, is not feasible or desired when using technologies requiring a line-of-sight connection such as LEDs, microphones, or speakers. Next to the technological challenges, the perception of the visible technologies require careful design from an aesthetic point-of-view.

**Organization of resources.** An open research question is the spatial organization of individual resources to satisfy the requirements of the diverse applications. Radiowaves is expected to provide a wide range of services. For augmented reality applications, a dense network of resources close to the users could provide low-latency response and high-throughput wireless access. On the other hand, for positioning, geographically distributed beacons ensure the necessary diversity to enable fine-grained localization. Next to the positioning of resources, how these resources need to interconnected will be highly application-dependent.

B. Opportunities

**Distributed computing and storage resources.** The availability of distributed computing and storage resources can improve on conventional wireless systems performance vs. complexity. For example, data reduction can be implemented near to the devices in monitoring systems, or short reaction times can be achieved for autonomous applications. Interestingly, the distributed resources also open opportunities to support new services, such as federated learning \(^10\).

**Sensor/Technology Fusion.** The multitude of different services, e.g., wireless-power transfer and communication, could be jointly exploited to enhance one another. For example, position information could improve the channel estimation procedure of the wireless channel. When we can estimate where a user will be, we can predict when high channel fading can be expected. In addition, different technologies providing the same service such as positioning with RF, acoustics and visible light can be combined to increase both the accuracy and the precision.

**Increased Degrees of Freedom.** The ample redundancy created in the points of access to the network is of particular importance to increase reliability. This avoids a single point of failure, and allows
to anticipate on potential bad connections. Retransmission can be avoided, which is essential to achieve imperceivably latency.

**Spatial Diversity.** The rich diversity can be exploited to improve positioning performance and especially achieve a high precision as the significant outliers, which are typical in highly reflective indoor environments, can be discovered and resolved. The many simultaneous connections also increase the possibility to discriminate simultaneous streams.

**Close Proximity Operation.** The dispersed access resources in the RadioWeave decrease the average distance of a device to the nearest point of entry to the network, and creates more favorable conditions with respect to antenna array angles. This leads to the possibility to reduce the transmit power of devices, and to achieve a higher energy budget when charging energy-neutral devices. Moreover, the proximity opens opportunities to reduce interference in the network.

III. TECHTILE CONSTRUCTION – MODULAR AND OPEN

Figure 2 illustrates the Techtile support structure. It is based on the open-source building concept WikiHouse. Such constructions are made of standardized wooden parts. Building further on the modular design, the walls, floor and ceiling of the structure are comprised of 140 detachable tiles. The two walls of the building support 28 tiles each. The ceiling and ground floor support 42 and 52 tiles, respectively. The room’s dimension is 4 m by 8 m, with a height of 2.4 m. A tile has a size of 120 cm by 60 cm. To mount the electronics, the tile features a 5 cm by 5 cm grid of M3 inserts. This allows conveniently installing components with standardized M3 screws. In addition to attaching equipment and custom electronics to the tile, we allow designing your own tile for specific applications. For instance, visible light communication (VLC) and visible light positioning (VLP) systems using LED fixtures can permanently be mounted in the ceiling. We also support attaching equipment to the inside of the room by means of overlays. An overlay has the same grid structure as a tile and is mounted on top of the tile. This keeps the aesthetics, while still supporting attaching equipment on the inside of the room. This is required for technologies demanding a line-of-sight (LoS), e.g., visible light and acoustics.

IV. TECHTILE BACKBONE – EVERYTHING OVER ETHERNET

The backbone of the infrastructure consists of a central server, connecting all tiles via Ethernet. 90 W of power is supplied to each tile by means of power-over-Ethernet (PoE) midspans. The Ethernet switches support the IEEE-1588 precision time protocol (PTP), enabling high-accuracy clock distribution to all connected devices. The testbed, thus, provides communication, synchronization, and power over Ethernet. As everything is connected over Ethernet, the developed system is easily scalable and is flexible in the manner in which devices are added and removed from the network. Furthermore, by connecting all tiles using Ethernet, all different network topologies can be emulated, e.g., tree or mesh. This facilitates investigating the impact of different network topologies.

A. CENTRAL PROCESSING AND NETWORKING

The central server (Dell PowerEdge R7525) has 512 GB RAM, two NVIDIA Tesla T4 16 GB graphical processing units (GPUs) and two AMD 7302 3 GHz central processing units (CPUs), running Ubuntu Server 20.04 LTS. At the networking side, four Dell S4148T-ON switches are used, featuring each 48 10 Gbit Ethernet ports with IEEE 1588v2 support. A Dell virtual edge platform (VEP) 1485, running VyOS, handles routing, DHCP, VPN and firewall.

B. POWER-OVER-ETHERNET

PoE technology, where both data and power go over the same Ethernet cable, is used to keep the cable management practical. Our PoE architecture consists of several PoE midspans supporting 156 powered devices (PDs) (PoE clients). Each midspan has a 10/100/1000 Mbps data rate pass through. In total, a PoE budget of approximately 9 kW is available.

C. SYNCHRONIZATION

Multiple manners to distribute synchronization are available in the testbed to investigate different levels of synchronization, i.e., Ethernet-based, dedicated cabling or over-the-air synchronization.

**Over Ethernet.** By default all tiles are time synchronized with PTP IEEE 1588v2. This protocol achieves a clock accuracy in the sub-microsecond range – and depending on the network, configuration, and version even the sub-nanosecond range. The protocol incorporates a master-slave architecture. The root time reference is hold by the grandmaster clock and is distributed to the other clocks in the network. Precision time protocol supports both L2 and UDP transport. It has an operation similar to network time protocol (NTP), where the master and slave exchange messages to determine the path delays and correct their clocks accordingly. In PTP, different profiles are defined, each having different configurations and requirements. Such profiles are tailored for specific application and are, for example, used in time-sensitive networking (TSN). Different clocks are defined based on their capabilities. For instance, transparent clocks are network devices that alter the timestamps in the packets to remove the time spent in these devices, effectively making them transparent to the PTP protocol. A boundary clock, on the other hand, serves as both master and slave. It synchronizes its internal clock to a master on a specific port, and serves as a master on other ports.

While the IEEE 1588v2 method ensures a scalable and low-cost solution for network synchronization, it has limitations in terms of accuracy and latency, especially in environments with high network traffic or long distances. Therefore, alternative synchronization methods, such as close proximity operation, are also employed in the Techtile testbed to address these challenges.

---
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solution, several other synchronization technologies exist. Recently, another Ethernet-based protocol, white-rabbit (WR) \([12]\), is being integrated in the IEEE 1588 protocol (IEEE 1588-2019) \([13]\). It extends the conventional IEEE 1588v2 protocol by including clock syntonization (frequency synchronization), phase detection (increasing the timestamp accuracy) and link asymmetry detection. These features result in sub-nanosecond accuracy time synchronization. At the time of writing, all required WR switches are equipped with optical fibers and dedicated hardware WR end-nodes are necessary to support WR, making this solution not scalable in terms of costs and wiring for 140 end-devices.

With dedicated cabling. To provide a reference for time and frequency synchronization, clock distribution modules\(^3\) can be used in the infrastructure. It provides a frequency and time reference via a 10 MHz and 1 pulse per second (PPS) source, respectively. The clock distribution modules are synchronized via the grand master clock, which is in turn synchronized via global navigation satellite system (GNSS). While this approach is not scalable, it serves as a baseline to compare the deterioration of the system services when the synchronization accuracy decreases or when high-accurate synchronization is required.

Over-the-air. Next to distributing synchronization information, the radio elements need to be calibrated to remove the hardware impairments and in particular mismatches between the many RX and TX chains. Radioweaves increases the technological difficulty to do this because of the high number of antenna elements and the ad-hoc nature of the infrastructure, i.e., there is no imposed design of connections and distribution of resources in space. Proposed over-the-air algorithms in literature, such as in \([14]\), \([15]\), can be evaluated in this testbed.

D. Data Acquisition System

The data acquisition system (DAQ\(^4\)) can provide the tiles with a synchronized analog data acquisition channel, able to sample at 1.25 MS/s, with a resolution of 16 bit, and for a total number of 192 differential channels or 384 single-ended channels. This sample frequency and number of bits is sufficient to sample almost every potential sensor, which allows us to move the state-of-the-art in sensor fusion and underpins our aim for multi-modal sensing and positioning research. It includes sampling of full continuous audio streams (i.e., microphones recording audible or ultrasonic sound) and sensors registering high-bandwidth visible light communication and positioning \([16]\). The high number of synchronized channels allows for setting up truly dispersed architectures, obtaining large and distributed sensor arrays.

The DAQ also has 48 synchronized 16-bit DAC output channels, with a sample rate of 3.3 MS/s, able to steer a variety of actuators. For example, an array of speakers, ranging into the deep ultrasonic range, e.g. 45 kHz, can be implemented in research on transmit beamforming and backscattering for fully passive mobile devices. Additional possibilities are the generation of modulated signals and multiple access schemes to drive power LEDs in VLC applications \([17]\).

The combination of the DAQ and the edge devices forms the infrastructure that is required to validate new concepts based on distributed nodes. By using the fully synchronized sensing capabilities of the central data acquisition (including a 24 TB RAID storage) and processing infrastructure, a baseline performance can be established. This baseline performance can act as a reference for more realistic scenarios where distributed edge devices collaborate in a loosely coupled (and varying) configuration.

V. ON-TILE – SENSORS, RADIOS, PROCESSING, AND OTHER COOL STUFF

Each tile can accommodate a diversity of sensors and actuators, transmitters and receivers for radio - and other waves, host processing resources adding distributed intelligence in the environments, and potential other cool stuff that a creative researcher may want to experiment with. In this section we elaborate on the PoE board, the RF communication through SDRs, acoustic positioning, edge processing and automated 3D sampling via a rover.

A. PoE Board

The standard PoE hardware attached on top (HAT) for the Raspberry Pi, or other derivative forms, are readily available but do not support the latest PoE version. For this reason, an 802.3bt supported PD circuit was developed. The system is based on the ON Semiconductor NCP1096 which is the PoE-PD interface controller. On top of the 802.3bt support, the board features several connectors and voltages to power different devices and sensors.

B. Wireless RF Communication through Software-Defined Radio

The testbed hosts a fabric of distributed SDRs. Each tile is equipped with one universal software radio peripheral (USRP) NI B210, featuring four RF channels (if in full-duplex mode). The B210 has a maximum transmit power of 20 dBm. This SDR supports up to 56 MHz of real-time bandwidth through the AD9361 direct-conversion transceiver. The B210 can operate over a frequency range of 70 MHz to 6 GHz, thereby covering most licensed and unlicensed bands. The B210 hosts an open and reprogrammable Spartan6 XC6SLX150 field-programmable gate array (FPGA). The baseband signal is processed by the host, i.e., raspberry pi (RPi) 4, using USB 3.0. GNURadio, supported by the B210, enables adopting and designing a high range of protocols and standards, e.g., IEEE 802.11 (Wi-Fi) \([17]\) and LoRaWAN \([18]\), provided by the open-source community. The B210 can be fed with an external 10 MHz clock and PPS for synchronized operation (cfr. Section \([19]\)). The reference clock is used to generate all data clocks, sample clocks and local oscillators. In addition, an external PPS signal can be used for time synchronization between the SDRs. In this manner, it is possible to coherently transmit and receive on all SDRs, when properly calibrated \([19]\) and/or trained \([20]\).
The baseband signals are processed by the RPi 4. Depending on the application, the distributed signals are aggregated to the central server for further processing. By having both local processing and central processing, different techniques regarding local, edge, and cloud processing can be studied.

C. Cool Other Stuff

Acoustics – Microphones and Speakers. The Techtile infrastructure hosts both ultrasonic speakers and low-power acoustic MEMS sensors to study acoustic positioning. The deployed MEMS microphone is shown in Figure 4. These can be sampled through the DAQ, discussed in Section IV-D. Since our acoustic research focuses on frequencies between 20 Hz and 45 kHz, the current sample rate of the DAQ is amply sufficient. The offered 16-bit resolution is common for digitizing acoustic signals.

Optical Wireless Positioning. As an emerging and high potential technology for indoor localization, optical wireless positioning is also integrated seamlessly in the infrastructure. LED sources, including the necessary drivers, are mounted in tiles in the ceiling. Figure 5 shows the dedicated photo diode receiver equipped with a programmable system on chip (PSoC). As demonstrated in [16], highly accurate (P95 below 10 cm) and low latency (sub 100 ms) position estimates are established by means of embedded machine learning.

D. Edge Processing

The default setup contains a RPi capable of edge computing. The latest RPi model, i.e., RPi 4, is adopted. It has a rich feature set, such as 8 GB of LPDDR4-3200 SDRAM and a powerful processor, i.e., Quad core Cortex-A72 (ARM v8) 64-bit SoC 1.5GHz, tailored for high computing tasks. Custom edge computing platforms can be used, e.g., NVIDIA Jetson Nano, Google Coral and Intel NCS, for dedicated and more computation-intensive applications.

The combination of edge processing units and a central server allows researchers to evaluate different processing topologies and novel applications.

E. Automated 3D Sampling

To reduce labor-intensive tasks, speed-up measurements and mitigate human-errors, we have designed a rover to perform automated 3D sampling inside the testbed (Figure 6). The rover consists of a baseplate, hosting the processing unit and batteries, and a scissor lift to move the measurement equipment to the required height. Marvelmind indoor RTLS is used as a positioning system. It has a precision of 2 cm [21]. Ultrasonic beacons are used to acquire the position of the mobile beacon (mounted on the baseplate). Four beacons are fixed in the Techtile infrastructure. The position is determined by trilateration. The rover features obstacle detection to mitigate crashing into objects in the room. Ultrasonic sensors mounted on the sides of the rover’s baseplate are used and have a resolution of 3 mm and a range of 2 cm to 400 cm. The navigation system can later be extended with other technologies, such as the one discussed in Section VI-A. By including a scissor lift, the rover is able to measure in 3D space. The lift has a range of 55 cm to 185 cm. The measurement equipment can be mounted on top of the lift and powered via the on-board 170 Wh battery pack.

VI. RESEARCH AND DEVELOPMENT ACTIVITIES - INVITING CREATIVE EXPERIMENTS

The Techtile experimental facility is designed to enable a wide range of experiments. We foresee the following research and development activities: i) development of next-generation Internet-of-Things solutions, ii) experimental validation of beyond-5G communication, e.g., Radioweaves iii) positioning and sensing based on acoustic signals, iv) wireless charging and v) visible light communications and positioning. We conclude this paper with a glance on some ongoing research development.

A. Precise Indoor Localization with Acoustics

In previous work [22], a hybrid RF-acoustic indoor positioning system was developed, exploring the possibilities of RF acting both as a synchronization and communication solution. This preliminary study shows that with a limited set of acoustic beacons and without any room information, a 3D position can be estimated with a median Euclidean distance of 0.75 m whilst consuming only 362.45 µJ. Further explorations in this research will make use of the Techtile infrastructure. For example, the work of [22] will be extended to a large amount of hybrid RF-acoustic beacons. The available SDRs are combined with ultrasonic speakers enabling ultra-low power RF communication in the form of backscattering.

B. Positioning with Visible Light

Our research [16] has demonstrated that artificial neural networks (ANNs) and Gaussian Processes (GPs) provide an accuracy that is far superior to the results as obtained by a more classical multilateration process [23]. This especially in case nearby reflectors such as walls and obstacles are part of the setup, as will be evident in a Radioweavesetup.
C. Wireless Charging

Next-generation smart homes and smart cities will host a massive amount of battery-powered or even battery-less devices, i.e., energy neutral devices. Different wireless-power transfer can be adopted, provisioning energy via electric, magnetic or electromagnetic fields. In order to support the diverse set of devices and applications targeted in Radioweaves, multiple wireless-power transfers need to be studied. For example, magnetic resonance coupling technology offers the advantage of being more flexible in charging devices and is a prime candidate for recharging robots and Internet of Things (IoT) nodes. To transfer energy wirelessly over larger distances, technologies based on light [24] and RF offer new opportunities. Energy neutral devices, without energy source included, could capture energy directly from RF power transmitters. In Radioweaves a high number of geographically dispersed RF transmitters are combined in the infrastructure, allowing to focus energy to the receiver by means of beamforming. As demonstrated in [25], this approach is interesting for low-energy applications, e.g., smart light switches, electronic labeling, etc. Notably, this requires high accurate synchronization and calibration, as discussed in Section IV-C.
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