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Abstract

In this paper, we study a non-linear filtering problem in the presence of signal model uncertainty. The model ambiguity is characterized by a class of probability measures from which the true one is taken. After interchanging the order of extremum problems by using the mini-max theorem, we find that the uncertain filtering problem can be converted to a weighted conditional mean-field optimal control problem. Further, we characterize the ambiguity filter and prove its unique existence.
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1 Introduction

Originally motivated by its application in telecommunications, stochastic filtering has been studied extensively since the early work of Stratonovich [26, 25] and Kushner [14, 15]. The celebrated paper Fujisaki et al. [8] marked
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the pinnacle of the innovative approach to non-linear filtering of diffusion processes. The optimal filtering equation is a non-linear stochastic partial differential equation (SPDE), which is usually called the Kushner–Stratonovich equation or the Kushner–FKK equation. The groundbreaking contributions of Kallianpur and Striebel [12, 13] established the representation of the optimal filter in terms of the unnormalized one, which was studied in the pioneering doctoral dissertations of Duncan [6], Mortensen [20] and the important paper of Zakai [36]. The linear SPDE governing the dynamics of the unnormalized filter is commonly referred to as the Duncan-Mortensen-Zakai equation, or more succinctly, Zakai’s equation. For a more comprehensive and detailed introduction to nonlinear filtering, we refer the reader to the books of Bain and Crisan [2], Kallianpur [11], Liptser and Shiryaev [17, 18], and Xiong [33].

Recently, stochastic filtering has gained significant relevance in mathematical finance due to its diverse applications. In this context, observation processes commonly involve the prices of stocks or other securities, along with their derivatives. The associated quantities, such as the appreciation rates, serve as the essential “signal” that requires precise estimation through stochastic filtering methods. We refer the reader to the papers of Brennan and Xia [3], Huang et al. [10], Lakner [16], Nagai and Peng [21], Rogers [23], Xia [32], Xiong and Zhou [34], Xiong et al. [35], and Zeng [37], for some examples. A related topic worth mentioning is the so-called “optimal control under partial information”, which has captured the attention of numerous researchers. Here we mention a few works of Baghery and Øksendal [1], Huang et al. [9], and Wang et al. [29, 30]. We refer to the book of Wang et al. [31] for a detailed introduction to this topic.

The fundamental premise of classical stochastic filtering rests on the perfect modeling of both the signal and observation processes. Nonetheless, this assumption may not always be tenable in various practical applications. Particularly, model ambiguity frequently arises in mathematical finance, as evident in works such as Chen and Epstein [4], Chen and Xiong [5] and Epstein and Ji [7]. Thus, the objective of this article is to delve into the filtering problem under model ambiguity.

Consider the following filtering model with real-valued signal and observation processes:

\[
\begin{align*}
\left\{
\begin{array}{ll}
    dX_t &= b(X_t)dt + \sigma(X_t)dW_t, \\ 
    dY_t &= h(X_t)dt + dB_t, 
\end{array}
\right. \\
X_0 &= x, \\
Y_0 &= 0,
\end{align*}
\]  
(1.1)

where the coefficients \(b, \sigma\) and \(h\) are continuous real functions, \((W_t, B_t)\) is a 2-dimensional standard Brownian motion under probability measure \(P \in \mathcal{P}\). In this context, the probability measure \(P\) serves as a precise evaluation criterion for the signal process observed by external observers. The probability measure set \(\mathcal{P}\) is considered to encompass all evaluation criteria with the ambiguity parameters \(\theta \in \Theta\). Then we naturally seek to estimate the signal process by minimizing the squared error in the worst-case scenario:
\[
\min_{\xi} \max_{P \in \mathcal{P}} \mathbb{E}^P[|X_t - \xi|^2],
\]
where \(\mathbb{E}^P\) is the expectation with respect to the probability measure \(P\), and \(\xi\) is over all \(\mathcal{G}\)-measurable random variables. Here \(\mathcal{G} \equiv \sigma(Y_s : s \leq t)\).

In this paper, we first prove the unique existence of the optimal control that minimizes the squared error within the most unfavorable evaluation criteria, relying on partially observable information under some necessary mathematical assumptions. Afterwards, by utilizing the mini-max theorem, we interchange the order of extremum problems and characterize the optimal control. Furthermore, we obtain the most favorable evaluation criteria, namely, the optimal probability measure.

The rest of this article is organized as follows. In Section 2, we introduce the stochastic filtering problem under model ambiguity and state the main results of this article. The unique existence of the ambiguity filter is proved in Section 3. Section 4 is devoted to the characterization of the ambiguity filter and the optimal probability measure by converting the filtering problem to a weighted conditional mean-field optimal control problem.

2 Problem formulation and main results

Let \(T > 0\) be a fixed time horizon. Let \((\Omega, \mathcal{F}, \mathbb{P}) \equiv \{\mathcal{F}_t\}_{0 \leq t \leq T, \mathbb{P}}\) be a complete filtered probability space satisfying the usual condition, on which two standard independent \(\mathcal{F}_t\)-Brownian motions \(W_t\) and \(B_t\) are defined, where \(\mathcal{F}_t = \mathcal{F}_t^{W,B}\) is their natural filtration and \(\mathcal{F} = \mathcal{F}_T\). Let \(\mathbb{R}^n\) be the \(n\)-dimensional real Euclidean space and \(|\cdot|\) be the norm in a Euclidean space.

We denote by \(C_b(\mathbb{R}^d)\) the set of all bounded and continuous mappings on \(\mathbb{R}^d\), \(L^p(\Omega, \mathcal{F}, \mathbb{P})\) the space of all the \(\mathcal{F}\)-measurable \(p\)-power integrable random variables \(\xi\) with \(|\xi|_p \equiv (\mathbb{E}[|\xi|^p])^{1/p}\) and, \(L^p_\mathcal{F}(0, T; \mathbb{R}^d)\) the set of all \(\mathbb{R}^d\)-valued \(\mathcal{F}_t\)-adapted processes \(\phi_t\) such that for \(p > 1\),

\[
\mathbb{E} \left[ \int_0^T |\phi_s|^p \, ds \right] < \infty.
\]

Throughout this paper, all processes will be \(\mathcal{F}_t\)-adapted unless stated otherwise.

The signal process \(X_t\), or a function \(f(X_t)\) of it, is what we want to estimate and the observation process \(Y_t\) provides the information we can use. Namely, if the model is without ambiguity, we look for a \(\mathcal{G}_t \equiv \sigma(Y_s : s \leq t)\)-adapted process \(u_t\) such that for any \(t \in [0, T]\), \(\mathbb{E}[|f(X_t) - u_t|^2]\) is minimized.

It is clear that this \(u_t\) also minimizes the quantity \(\mathbb{E} \left[ \int_0^T |f(X_t) - u_t|^2 \, dt \right]\). On the other hand, if the minimizer of the latter quantity is unique which we will
prove in this article, then it must coincide with the unique minimizer of the former. Thus, these two minimization problems are essentially equivalent. However, the latter is more convenient from a control point of view.

**Definition 2.1.** A control process \( u_t \) is called admissible if it belongs to \( L^2_{\text{ad}}(0; T; \mathbb{R}) \). The set of all admissible controls is denoted by \( \mathcal{U}_{\text{ad}} \).

Now we are ready to introduce the stochastic filtering problem with drift ambiguity. For every \( \theta_t \) belonging to \( \Theta = \{ (\theta_t)_{t \in [0, T]} : \theta_t \in \mathcal{F}_t, \text{ and } \sup_{t \in [0, T]} |\theta_t| \leq k \} \),

let \( \mathcal{P} \) be a class of probability measures which is defined as

\[
\mathcal{P} = \left\{ Q \sim P : \frac{dQ}{dP} = \exp \left( \int_0^T \theta_s dW_s - \frac{1}{2} \int_0^T \theta_s^2 ds \right), \text{ with } \theta \in \Theta \right\},
\]

where \( k \) is a non-negative constant, and \( \theta_t \in \mathcal{F}_t \) means that \( \theta_t \) is \( \mathcal{F}_t \)-measurable. The cost functional associated with the control \( u \) and the probability measure \( Q \in \mathcal{P} \) is defined as

\[
J(u, Q) = \mathbb{E}^Q \left[ \int_0^T |f(X_t) - u_t|^2 dt \right],
\]

where \( f \in C_b(\mathbb{R}) \). The model ambiguity means that the true probability measure is one taken from \( \mathcal{P} \). This is also equivalent to drift ambiguity because by Girsanov’s formula, \( \tilde{W}_t \equiv W_t - \int_0^t \theta_s ds \) is a Brownian motion and, under \( Q \), \( X_t \) is a diffusion process with drift coefficient \( b + \sigma \theta \). Namely, the signal process \( X_t \) can be rewritten as

\[
dX_t = (b(X_t) + \sigma(X_t)\theta_t) dt + \sigma(X_t) d\tilde{W}_t, \quad X_0 = x.
\]

To simplify the notation, we assume that \( \sigma(x) \geq 0 \) for all \( x \in \mathbb{R} \).

Before we proceed further, we would like to point out that we can also consider the ambiguity of the observation model by modifying (2.2) by changing the formula there for \( \frac{dQ}{dP} \) to the following

\[
\frac{dQ}{dP} = \exp \left( \int_0^T \left( \theta_s dW_s + \tilde{\theta}_s dB_s \right) - \frac{1}{2} \int_0^T \left( \theta_s^2 + \tilde{\theta}_s^2 \right) ds \right)
\]

with \( |\theta_s| \leq k \) and \( |	ilde{\theta}_s| \leq \tilde{k} \), where \( \tilde{k} \) is another non-negative constant. We choose to take \( \tilde{k} = 0 \) for simplicity of notation since the arguments are similar.

Throughout this paper, we impose the following hypotheses.
Hypothesis (H1). The functions $b, \sigma, f, h$ are continuously differentiable with respect to $x$ and their partial derivatives $b_x, \sigma_x, f_x, h_x$ are uniformly bounded. Further, $f, h$ are bounded functions.

Because of the model ambiguity, we naturally consider the square error in the worst case scenario.

Problem (O). For a given initial state $x \in \mathbb{R}$, under Hypothesis (H1), seek a control $u \in \mathcal{U}_{ad}$ such that

$$J(u) = \inf_{v \in \mathcal{U}_{ad}} \sup_{Q \in \mathcal{P}} J(v, Q) \equiv \inf_{v \in \mathcal{U}_{ad}} J(v) \equiv J_0,$$

subject to (2.3). If such an identity holds, we call $u$ the ambiguity filter of $f(X_t)$.

Remark 2.2. Note that $u_t$ in the definition above is $f$-dependent. We omit this dependence for simplicity. We also point out that the ambiguity filter coincides with the classical one if $\mathcal{P} = \{P\}$ contains a single probability measure only.

Next, we present the main results of this paper. The rigorous proofs are deferred to the subsequent sections. First, we establish the existence and uniqueness of the ambiguity filter.

Theorem 2.3. Suppose that Hypothesis (H1) holds. For each initial state $x \in \mathbb{R}$, Problem (O) admits a unique ambiguity filter.

We proceed to characterizing the ambiguity filter which is the second main result of this article. For each $Q \in \mathcal{P}$, we define another probability measure $\tilde{Q}$ such that $\tilde{Q} \sim Q$ with Radon-Nikodym derivative given by

$$\left. \frac{d\tilde{Q}}{dQ} \right|_{\mathcal{F}_t} = M_t^{-1} \equiv \exp \left( - \int_0^t h(X_s) dB_s - \frac{1}{2} \int_0^t h(X_s)^2 ds \right). \quad (2.5)$$

By Hypothesis (H1), due to the boundedness of $h$, the Novikov’s condition holds. Note that, under the probability measure $\tilde{Q}$, $Y_t$ is a Brownian motion independent of $\tilde{W}_t$, and

$$dM_t = h(X_t)M_t dY_t, \quad M_0 = 1. \quad (2.6)$$

The adjoint processes $(p_t, q_t, P_t, Q_t)$ are governed by the following backward stochastic differential equations (BSDEs):
\[
\begin{aligned}
dp_t &= -\left\{ h(X_t)q_t + \frac{1}{2} \left( f(X_t) - \frac{\EE[f(X_t)M_t|G_t]}{E[M_t|G_t]} \right)^2 \right\} dt + q_t dY_t, \\
\end{aligned}
\]

where \( \EE \) denotes the expectation with respect to probability measure \( \tilde{Q} \).

**Theorem 2.4.** Let Hypothesis (H1) hold. For each \( \theta \in \Theta \) in (2.1) being fixed, the forward and backward stochastic differential equation (FBSDE) (2.4, 2.6, 2.7) has a unique solution. Further, the optimal ambiguity filter satisfying the SDE (4.7) is given by

\[
\begin{aligned}
u_t &= \frac{\EE[f(X_t)M_t|G_t]}{E[M_t|G_t]}, \\
\end{aligned}
\]

where \( \tilde{Q} \) is defined through (2.2) and (2.5) with \( \theta_t = k \text{ sgn}(P_t) \).

### 3 Existence and uniqueness of the ambiguity filter

In this section, we proceed to prove Theorem 2.3. Denote by \( V^Q_t \) as the conditional expectation of the total square error in the time interval \( [t, T] \) with respect to an admissible measure \( Q \):

\[
\begin{aligned}
V_t^Q &= \EE^Q \left[ \int_t^T |f(X_s) - u_s|^2 ds \middle| \mathcal{F}_t \right], \quad 0 \leq t \leq T. \\
\end{aligned}
\]

Let

\[
\begin{aligned}
y_t &= \sup_{Q \in \mathcal{P}} V_t^Q, \quad \text{and} \quad J(u) = \sup_{Q \in \mathcal{P}} J(u, Q), \\
\end{aligned}
\]

where \( J(u, Q) \) is defined in (2.3). It is easy to see that \( J(u) = y_0 \).
Theorem 3.1. The process $y_t$ is the unique solution to the BSDE

$$
\left\{
\begin{array}{l}
dy_t = (-|f(X_t) - u_t|^2 + k|z_t|)dt + z_t dW_t + \tilde{z}_t dB_t, \\
y_T = 0.
\end{array}
\right.
$$

(3.3)

Proof. It is clear that $V_t^Q + \int_0^t |f(X_s) - u_s|^2 ds$ is a martingale under the probability measure $Q$. The martingale representation theorem implies that $V_t^Q$ is a solution to the BSDE:

$$
\left\{
\begin{array}{l}
dV_t^Q = z_t dW_t + \tilde{z}_t dB_t - |f(X_t) - u_t|^2 dt - z_t \theta_t dt, \\
V_T^Q = 0,
\end{array}
\right.
$$

where $z_t$ and $\tilde{z}_t$ are predictable processes with respect to the filtration $(\mathcal{F}_t)$. Note that the probability uncertainty only reflects on the drift, and hence, $z_t$ and $\tilde{z}_t$ do not depend on the probability measure $Q$.

Note that

$$
\max_{\theta \in \Theta} \theta_t z_t = k|z_t|.
$$

Then,

$$
y_t = \sup_{Q \in \mathcal{P}} V_t^Q
\leq \sup_{Q \in \mathcal{P}} \left\{ \int_t^T (|f(X_s) - u_s|^2 + z_s \theta_s) ds - \int_t^T z_s dW_s - \int_t^T \tilde{z}_s dB_s \right\}
\leq \sup_{Q \in \mathcal{P}} \left\{ \int_t^T (|f(X_s) - u_s|^2 + k|z_s|) ds - \int_t^T z_s dW_s - \int_t^T \tilde{z}_s dB_s \right\}
\leq \int_t^T (|f(X_s) - u_s|^2 + k|z_s|) ds - \int_t^T z_s dW_s - \int_0^t \tilde{z}_s dB_s.
$$

On the other hand, by Lemma B.1(b) in Chen and Epstein [4], there exists $\theta^*_t \in \Theta$ such that

$$
\theta^*_t z_t = \max_{\theta} \theta_t z_t = k|z_t|.
$$

Hence,

$$
y_t = \sup_{Q \in \mathcal{P}} V_t^Q
$$
which implies that \( y_t \) is a solution to (3.3). The uniqueness follows from the standard result of BSDE since the coefficients satisfy Lipschitz’s continuity. This finishes the proof.

Note that \( y_t \) can also be represented as the unique solution to the following BSDE

\[
\begin{align*}
\frac{dy_t}{dt} &= (-|f(X_t) - u_t|^2 - h(X_t)\tilde{z}_t + k|z_t|) dt + z_t dW_t + \tilde{z} dY_t, \\
y_T &= 0.
\end{align*}
\] (3.4)

Before proceeding with the proof of Theorem 2.3, it is essential to lay the groundwork with the following preparation.

**Lemma 3.2.** To search for optimal control, we can restrict the admissible one to those \( u \) with \( \|u\|_\infty \leq \|f\|_\infty \), where \( \| \cdot \|_\infty \) denotes the supreme norm.

**Proof.** For any \( u \in \mathcal{U}_{ad} \), we define

\[
\tilde{u}_t = \begin{cases} 
  u_t, & \text{if } |u_t| \leq \|f\|_\infty, \\
  \|f\|_\infty, & \text{if } u_t > \|f\|_\infty, \\
  -\|f\|_\infty, & \text{if } u_t < -\|f\|_\infty.
\end{cases}
\]

It is easy to show that

\[
|f(X_t) - \tilde{u}_t| \leq |f(X_t) - u_t|,
\]

and hence, \( J(\tilde{u}, Q) \leq J(u, Q) \). This implies that \( J(\tilde{u}) \leq J(u) \).

**Proof of Theorem 2.3.** Let \( u^n \in \mathcal{U}_{ad} \) be such that \( J(u^n) \to J_0 \). By Lemma 3.2, without loss of generality, we may and will assume that \( \|u^n\|_\infty \leq \|f\|_\infty \). Then, \( \{u^n\} \) is bounded in \( \mathbb{H} \equiv L^2([0, T] \times \Omega) \) and hence, it is compact in the weak topology of \( \mathbb{H} \). Without loss of generality, we assume that \( u^n \to u \)
in the weak topology. By Mazur’s theorem, there is a sequence of convex combinations

\[ \hat{u}^n = \sum_j \lambda_j^n u^{n+j} \to u \]

in the strong topology of \( \mathbb{H} \), where \( \lambda_j^n \geq 0 \) with \( \sum_j \lambda_j^n = 1 \). By the convexity of \( U_{ad} \), \( \hat{u}^n \in U_{ad} \) and hence the limit \( u \in U_{ad} \).

Let \( \hat{y}^n_t \) be given through (3.1) and (3.2) with \( u \) being replaced by \( \hat{u}^n \). Similar to Theorem 3.1, \( \hat{y}^n_t \), together with \((\hat{z}^n_t, \tilde{\hat{z}}^n_t)\) is the unique solution to BSDE

\[
\begin{aligned}
    d\hat{y}^n_t &= \left( k|\hat{z}^n_t| - |f(X_t) - \hat{u}^n_t|^2 - h(X_t)\hat{z}^n_t \right) dt + \hat{z}^n_t dW_t + \tilde{\hat{z}}^n_t dY_t, \\
    \hat{y}^n_T &= 0.
\end{aligned}
\] (3.5)

Note that

\[ |f(X_t) - \hat{u}^n_t|^2 \leq \sum_j \lambda_j^n |f(X_t) - u_t^{n+j}|^2. \]

Then,

\[
\begin{aligned}
    \hat{y}^n_t &= \sup_{Q \in \mathcal{P}} \mathbb{E}^Q \left[ \int_t^T |f(X_s) - \hat{u}^n_s|^2 ds \middle| F_t \right] \\
    &\leq \sup_{Q \in \mathcal{P}} \sum_j \lambda_j^n \mathbb{E}^Q \left[ \int_t^T |f(X_s) - u_s^{n+j}|^2 ds \middle| F_t \right] \\
    &\leq \sum_j \lambda_j^n \sup_{Q \in \mathcal{P}} \mathbb{E}^Q \left[ \int_t^T |f(X_s) - u_s^{n+j}|^2 ds \middle| F_t \right] \\
    &= \sum_j \lambda_j^n y_t^{n+j}.
\end{aligned}
\] (3.6)

Thus,

\[ J(\hat{u}^n) = \hat{y}^n_0 \leq \sum_j \lambda_j^n y_0^{n+j} = \sum_j \lambda_j^n J(u^{n+j}). \]

For any \( \epsilon > 0 \), let \( N > 0 \) be such that \( J(u^n) < J_0 + \epsilon \) for all \( n \geq N \). Then,

\[ J_0 \leq J(\hat{u}^n) \leq \sum_j \lambda_j^n (J_0 + \epsilon) = J_0 + \epsilon. \] (3.7)
According to (3.4), (3.5) and Lemma 3.2, applying Itô’s formula to $|\hat{y}_t^n - y_t|^2$, we derive that

$$
\mathbb{E} \left[ |\hat{y}_t^n - y_t|^2 \right] + \mathbb{E} \left[ \int_t^T \left( |\hat{\tilde{z}}_s^n - z_s|^2 + |\hat{z}_s^n - \tilde{z}_s|^2 \right) ds \right]
\leq 2 \mathbb{E} \left[ \int_t^T \left( -\hat{y}_s^n + y_s, k(|\hat{\tilde{z}}_s^n - |z_s|) - h(X_s)(\hat{\tilde{z}}_s^n - \tilde{z}_s) \right) ds \right]
- \int_t^T \left( -\hat{y}_s^n + y_s, \left( |f(X_s) - \hat{\tilde{u}}_s^n|^2 - |f(X_s) - u_s|^2 \right) \right) ds \right)
\leq C \mathbb{E} \left[ \int_t^T \left( |\hat{y}_s^n - y_s|^2 + |\hat{u}_s^n - u_s|^2 \right) ds \right]
+ \frac{1}{2} \mathbb{E} \left[ \int_t^T \left( |\hat{\tilde{z}}_s^n - z_s|^2 + |\hat{\tilde{z}}_s^n - \tilde{z}_s|^2 \right) ds \right],
$$

where $C > 0$ is a constant. It follows from Gronwall’s inequality that

$$
\mathbb{E} \left[ |\hat{y}_t^n - y_t|^2 \right] \leq e^{CT} \mathbb{E} \left[ \int_0^T |\hat{u}_s^n - u_s|^2 dt \right],
$$

which yields that $J(\hat{u}^n) = \hat{y}_0^n \rightarrow y_0 = J(u)$. By (3.7), we get $J(u) = J_0$ and hence, $u_t$ is an optimal ambiguity filter.

The uniqueness follows from the convexity directly, while the convexity is obtained by comparison similar to (3.6). The proof completes. □

## 4 Characterization of the ambiguity filter

In this section, we use a weighted conditional mean-field approach to establish a necessary condition for the ambiguity filter. Namely, we proceed to present the proof of Theorem 2.4.

**Lemma 4.1.** The set of probability measures $\mathcal{P}$ defined in (2.2) is convex, and for any $p > 1$, the set $\{\frac{dQ}{dP} : Q \in \mathcal{P}\} \subset L^p(\Omega, \mathcal{F}; P)$ is compact in the weak topology $\sigma(L^p(\Omega, \mathcal{F}; P), L^{1+p}(\Omega, \mathcal{F}; P))$.

**Proof.** The convexity of $\mathcal{P}$ has been proved in Chen and Epstein [4, Theorem 2.1]. Because of the boundedness of $\theta$, by Tang and Xiong [28, Lemma 4.1], the set $\{\frac{dQ}{dP} : Q \in \mathcal{P}\}$ is uniformly bounded in the norm $\| \cdot \|_p$. Then it follows from Theorem 4.1 of Chapter 1 in Simons and Takens [24] that the
The convexity of $\mathcal{G}$ and Lemma 4.1 allow us to apply the mini-max theorem (see Theorem B.1.2 in Pham [22]) to the ambiguity filtering problem which can obtain the following theorem immediately.

**Theorem 4.2.** Let Hypothesis (H1) hold. Then,

$$\min_{v \in U_{ad}} \sup_{Q \in \mathcal{P}} J(v, Q) = \sup_{Q \in \mathcal{P}} \min_{v \in U_{ad}} J(v, Q). \tag{4.1}$$

Recall that the probability measure $\tilde{Q}$ defined in (2.5) is absolutely continuous with respect to $Q$ and the Radon-Nikodym derivative $M_t^{-1}$ satisfies the following equation

$$dM_t = h(X_t)M_t dY_t, \quad M_0 = 1. \tag{4.2}$$

We first fix $\theta \in \Theta$, and search for the optimal filter. Under the probability measure $\tilde{Q}$ defined in (2.5), $Y_t$ and $\tilde{W}_t$ are independent Brownian motions. Recall that the signal equation can be rewritten as

$$dX_t = (b(X_t) + \sigma(X_t)\theta_t)dt + \sigma(X_t)d\tilde{W}_t, \quad X_0 = x.$$ 

Notice that $X_t$ is dependent with the parameter $\theta_t$. To make the discussion clear, in what follows, we use the notation $X^\theta_t$ to replace $X_t$. With $\theta$ being fixed, we consider the control problem on the right side of (4.1).

**Problem (MC).** With $\theta$ being fixed in (2.2) and the initial state $x \in \mathbb{R}$ being given, we seek a control $u \in U_{ad}$ such that

$$J(u, Q) = \inf_{v \in U_{ad}} J(v, Q),$$

subject to (1.1) and (2.4), where $J(\cdot, Q)$ is given by (2.3).

As we mentioned in Section 2, when fixed the parameter $\theta$, which means the probability measure is fixed, Problem (MC) is equivalent to a classical optimal filtering problem. Applying filtering theory (we refer the reader to Chapter 5 in Xiong [33] for more details), the optimal filter is a $\mathcal{G}_t$-adapted probability measure-valued process $\{\pi^\theta_t(\cdot), t \in [0, T]\}$ given by

$$\pi^\theta_t(\phi) = \mathbb{E}^Q[\phi(X^\theta_t)|\mathcal{G}_t] \text{ a.s.}, \tag{4.3}$$

for any $\phi \in C_b(\mathbb{R})$ and $t \in [0, T]$. The optimal control $u$ of Problem (MC) can be solved as
\[ u_t = \pi_t^\theta(f). \] (4.4)

The innovation process \( \nu_t \) defined by
\[ \nu_t = Y_t - \int_0^t \pi_s^\theta(h) \, ds, \] (4.5)
is a \( G_t \)-Brownian motion under probability measure \( Q \). Note that the generator of the signal process
\[ L\phi(x) = \phi'(x)(b + \sigma \theta) + \frac{1}{2} \phi''(x)\sigma^2, \quad \forall t \in [0, T], \quad \forall \phi \in C_b^2(\mathbb{R}). \] (4.6)

The following Kushner-FKK equation for the optimal filter is taken from Theorem 5.7 in Xiong [33].

**Proposition 4.3.** Let \( \theta \) be fixed in (2.2). Under Hypothesis (H1), the optimal filter of Problem (MC) satisfies the following equation: for all \( \phi \in C_b^2(\mathbb{R}) \),
\[ \pi_t^\theta(\phi) = \pi_0(\phi) + \int_0^t \pi_s^\theta(L\phi) \, ds + \int_0^t \left( \pi_s^\theta(h\phi) - \left( \pi_s^\theta h \right)(\pi_s^\theta \phi) \right) d\nu_s. \] (4.7)

Let \( \mathcal{M}_F(\mathbb{R}) \) denote the space of all finite Borel measures on \( \mathbb{R} \). Define the \( \mathcal{M}_F(\mathbb{R}) \)-valued process \( \{ \rho_t^\theta, t \in [0, T] \} \) on stochastic basis \( (\Omega, \mathcal{F}, \tilde{Q}, \mathcal{G}_t) \) by
\[ \rho_t^\theta(\phi) \equiv \tilde{E}[M_t\phi(X_t^\theta)|\mathcal{G}_t] \quad \forall t \in [0, T], \quad \forall \phi \in C_b(\mathbb{R}), \] (4.8)
where \( M_t \) is defined in (4.2) and \( \tilde{E} \) is the expectation with respect to \( \tilde{Q} \). \( \rho_t^\theta \) is known as the unnormalized filter. Applying Itô’s formula to \( M_t\phi(X_t^\theta) \) we can immediately arrive at the following Zakai equation.

**Proposition 4.4.** Let \( \theta \) be fixed in (2.2). Under Hypothesis (H1), the unnormalized filter \( \rho_t^\theta \) satisfies the following equation:
\[ \forall \phi \in C_b^2(\mathbb{R}), \]
\[ \rho_t^\theta(\phi) = \rho_0(\phi) + \int_0^t \rho_s^\theta(L\phi) \, ds + \int_0^t \rho_s^\theta(h\phi) \, dY_s. \] (4.9)

**Remark 4.5.** According to Theorem 2.21 in Lucic and Heunis [19], for each \( \theta \) fixed in (2.2), namely, for each \( Q \in \mathcal{P} \), the normalized filter equation (4.7) has the property of uniqueness in law and the unnormalized filter equation (4.9) has the property of both pathwise uniqueness and uniqueness in law.
In virtue of Kallianpur-Striebel formula, for fixed $\theta \in \Theta$, the optimal control $u$ of Problem (MC) given by (4.4) can also be represented as

$$u_t = \pi^\theta_t(f) = \frac{\rho^\theta_t(f)}{\rho^\theta_t(1)}.$$  

(4.10)

Plugging it into (4.1), Problem (O) then is converted from a mini-max problem into a weighed conditional mean-field optimal control problem with the control $\theta \in \Theta$, the cost functional

$$J(\theta) = -\mathbb{E} \left[ \frac{1}{2} \int_0^T \left| f(X_t^\theta) - \frac{\mathbb{E}[f(X_t^\theta) M_t | G_t]}{\mathbb{E}[M_t | G_t]} \right|^2 M_t dt \right],$$

(4.11)

and state process $(X_t^\theta, M_t)$ satisfying (2.4, 4.2). Note that we have put the factor $-\frac{1}{2}$ to switch the maximization problem to the minimization one. By Tang and Xiong [28, Lemma 4.1], for each $\theta \in \Theta$, the weighted state equations (2.4, 4.2) admit a unique solution $(X_t^\theta, M_t) \in L^2_{\mathbb{F}}(0, T; \mathbb{R}^2)$.

Suppose that $\theta_t$ is the optimal control that minimizes the cost functional (4.11), and $(X_t^\theta, M_t)$ is the corresponding optimal state. Let $v_t$ be such that $\theta_t + v_t \in \Theta$. For any $\epsilon \in (0, 1)$, by the convexity of $\Theta$, we see that $\theta_t + \epsilon v_t \in \Theta$. We denote $(X_t^{\theta_t + \epsilon v_t}, M_t^{\theta_t + \epsilon v_t})$ as the solution of (2.4, 4.2) along with the control $\theta_t + \epsilon v_t$. We now present the the convergence of $(X_t^{\theta_t + \epsilon v_t}, M_t^{\theta_t + \epsilon v_t})$ to $(X_t^\theta, M_t)$ and establish the convergence rate. As the result can be readily obtained, we shall state it without including the proof.

Lemma 4.6. Let Hypothesis (H1) hold, then there exists a constant $K > 0$ such that

$$\mathbb{E} \left[ |X_t^{\theta_t + \epsilon v_t} - X_t^\theta|^2 \right] + \left( \mathbb{E} \left[ |M_t^{\theta_t + \epsilon v_t} - M_t|^2 \right] \right)^{\frac{1}{2}} \leq K \epsilon^2.$$

Define $(X_t^1, M_t^1)$ by the following variational equation: for any $v_t \in L^2_{\mathbb{F}}(0, T; \mathbb{R})$,

$$\begin{cases} dX_t^1 = ((b'(X_t^\theta) + \sigma'(X_t^\theta) \theta_t)X_t^1 + \sigma(X_t^\theta) v_t) dt + \sigma'(X_t^\theta) X_t^1 d\tilde{W}_t, \\ dM_t^1 = -h'(X_t^\theta) h(X_t^\theta) M_t X_t^1 dt + (h(X_t^\theta) M_t^1 - h'(X_t^\theta) M_t X_t^1) dY_t, \\ X_0^1 = 0, \quad M_0^1 = 0. \end{cases}$$

(4.12)

For $v$ being fixed, under Hypothesis (H1), it follows from Sun and Yong [27, Proposition 2.1] that the variational equation (4.12) admits a unique pair of solutions $(X_t^1, M_t^1) \in L^2_{\mathbb{F}}(0, T; \mathbb{R}^2)$. The following result can be estimated by a similar approach to Tang and Xiong [28, Lemma 5.2], which is stated without proof.
Lemma 4.7. Let Hypothesis (H1) hold and

\[ \chi^\epsilon_t = \epsilon^{-1}(\lambda^{\theta + \epsilon\upsilon} - \chi_t) - \chi^1_t, \]

where \( \chi = X, M \), then

\[ \lim_{\epsilon \to 0} \mathbb{E} \left[ \int_0^T \left( |X_t^\epsilon|^2 + |M_t^\epsilon|^2 \right) dt \right] = 0. \]

The next lemma is concerned with the perturbation of the cont functional defined in (4.11) with respect to the parameter \( \epsilon \). For simplifying the notation, we define

\[ l(t) = -\frac{1}{2} \left[ f(X_t^\theta) - \frac{\mathbb{E}[f(X_t^\theta)M_t|\mathcal{G}_t]}{\mathbb{E}[M_t|\mathcal{G}_t]} \right]^2 M_t, \]

and \( l_x(t), l_m(t), l_{\rho_1}(t), l_{\rho_2}(t) \) as the corresponding partial derivation of \( l \) with respect to \( X_t^\theta, M_t, \mathbb{E}[f(X_t^\theta)M_t|\mathcal{G}_t], \) and \( \mathbb{E}[M_t|\mathcal{G}_t] \), respectively, given by

\[
\begin{align*}
    l_x(t) &= -f'(X_t^\theta)M_t \left( f(X_t^\theta) - \frac{\mathbb{E}[f(X_t^\theta)M_t|\mathcal{G}_t]}{\mathbb{E}[M_t|\mathcal{G}_t]} \right), \\
    l_m(t) &= -\frac{1}{2} \left( f(X_t^\theta) - \frac{\mathbb{E}[f(X_t^\theta)M_t|\mathcal{G}_t]}{\mathbb{E}[M_t|\mathcal{G}_t]} \right)^2, \\
    l_{\rho_1}(t) &= \frac{M_t}{\mathbb{E}[M_t|\mathcal{G}_t]} \left( f(X_t^\theta) - \frac{\mathbb{E}[f(X_t^\theta)M_t|\mathcal{G}_t]}{\mathbb{E}[M_t|\mathcal{G}_t]} \right), \\
    l_{\rho_2}(t) &= -M_t \left( f(X_t^\theta) - \frac{\mathbb{E}[f(X_t^\theta)M_t|\mathcal{G}_t]}{\mathbb{E}[M_t|\mathcal{G}_t]} \right) \frac{\mathbb{E}[f(X_t^\theta)M_t|\mathcal{G}_t]}{\mathbb{E}[M_t|\mathcal{G}_t]^2}. 
\end{align*}
\]

By Hypothesis (H1) and Lemma 4.1, we can derive that \( l_x, l_m, l_{\rho_1}, l_{\rho_2} \in L^p(0, T; \mathbb{R}) \) for any \( p \geq 1 \).

Lemma 4.8. Let Hypothesis (H1) hold, then

\[ \frac{d}{d\epsilon} f(\theta + \epsilon\upsilon) \bigg|_{\epsilon=0} = \mathbb{E} \left[ \int_0^T \left( l_x(t)X_t^1 + l_m(t)M_t^1 \right) dt \right]. \]

Note that \( \mathbb{E}[l_{\rho_1}(t)|\mathcal{G}_t] = \mathbb{E}[l_{\rho_2}(t)|\mathcal{G}_t] = 0 \). Plugging \( X_t^{\theta + \epsilon\upsilon}, M_t^{\theta + \epsilon\upsilon} \), and \( \theta_t + \epsilon\upsilon_t \) into (4.11), the result above can be obtained immediately after some derivative calculations, so we omit it.

Recall the adjoint processes \((p_t, q_t, P_t, Q_t)\) are introduced in (2.7). In view of Hypothesis (H1) and Sun and Yong [27, Proposition 2.1], once \( X_t^\theta \)}
and \( \theta_t \) are determined, the adjoint equation (2.7) admits a unique solution \( (p_t, q_t, P_t, Q_t) \in L^2(0, T; \mathbb{R}^4) \). Now we are ready to estimate the optimal control \( \theta \in \Theta \).

**Theorem 4.9.** Let Hypothesis (H1) hold. Suppose \( \theta_t \in \Theta \) is the optimal control that minimizes the cost functional defined in (4.11) and \( X^\theta_t \) is the corresponding optimal state. Then we have

\[
\theta_t = k \; \text{sgn} \; (P_t).
\]

**Proof.** Combined with (4.13), adjoint processes \( (p_t, q_t, P_t, Q_t) \) can be rewritten as follows:

\[
\begin{align*}
\frac{dp_t}{dt} &= (l_t - h(X^\theta_t)q_t)dt + q_t dY_t, \\
\frac{dP_t}{dt} &= \begin{cases} 
1 - (\beta(X^\theta_t) - \sigma'(X^\theta_t)\theta_t)P_t - \sigma'(X^\theta_t)Q_t + h'(X^\theta_t)(\theta_t - \sigma(X^\theta_t)P_t)q_t \\
&+ h'(X^\theta_t)\sigma(X^\theta_t)P_t v_t 
\end{cases} + Q_t d\bar{W}_t, \\
p_T &= 0, \quad P_T = 0.
\end{align*}
\]

Then by (4.15) and (4.12), it follows from Itô’s formula that

\[
\begin{align*}
\frac{dp_t M_t^1}{dt} &= \left( l_t M_t^1 - (h(X^\theta_t)q_t + q_t)h'(X^\theta_t)M_t X_t^1 \right)dt \\
&\quad + \left( M_t^1 M_t^1 - h'(X^\theta_t)M_t X_t^1 \right)dt + q_t \sigma'(X^\theta_t)X_t^1 dY_t, \\
\frac{dP_t X_t^1}{dt} &= \left( l_t X_t^1 + (h(X^\theta_t)P_t + q_t)h'(X^\theta_t)X_t^1 + \sigma(X^\theta_t)P_t v_t \right)dt \\
&\quad + X_t^1 (Q_t + \sigma'(X^\theta_t)X_t^1) d\bar{W}_t.
\end{align*}
\]

Taking integral on both sides of the above SDEs, we can obtain that

\[
\tilde{E} \left[ p_T M_T^1 + P_T X_T^1 \right] = \tilde{E} \left[ \int_0^T \left( l_t M_t^1 + l_t X_t^1 + \sigma(X^\theta_t)P_t v_t \right)dt \right].
\]

Recall that \( \theta_t \) is an optimal control that minimizes the cost functional (4.11) in the sense that for all \( \nu \) satisfying \( \theta + \epsilon \nu \in \Theta \) with \( \epsilon \in [0, 1] \), \( J(\theta + \epsilon \nu) \) attains its minimum at \( \epsilon = 0 \). Plugging (4.16) back into (4.14), since

\[
\lim_{\epsilon \to 0^+} \epsilon^{-1}(J(\theta + \epsilon \nu) - J(\theta)) \geq 0,
\]
we derive that

\[
\tilde{E}\left[ \int_{0}^{T} \left( \sigma(X_{t}^{\theta}) P_{t} v_{t} \right) dt \right] \leq 0.
\]

Note that there exist \( \theta^{0} \in \Theta \) such that \( v_{t} = \theta_{t}^{0} - \theta_{t} \). Thus,

\[
\tilde{E}\left[ \int_{0}^{T} \left( \sigma(X_{t}^{\theta}) P_{t} (\theta_{0}^{0} - \theta_{t}) \right) dt \right] \leq 0.
\]

Therefore, to ensure that the above inequality holds, in virtue of the assumption that \( \sigma \geq 0 \), we must have \( \theta_{t} = k \text{sgn}(P_{t}) \). This marks the conclusion of the current proof, while simultaneously accomplishing the proof of Theorem 2.4.

References

[1] F. Baghery and B. Øksendal. A maximum principle for stochastic control with partial information. *Stochastic Analysis and Applications*, 25(3):705–717, 2007.

[2] A. Bain and D. Crisan. *Fundamentals of stochastic filtering*, volume 3. Springer, 2009.

[3] M. J. Brennan and Y. Xia. Assessing asset pricing anomalies. *The Review of Financial Studies*, 14(4):905–942, 2001.

[4] Z. Chen and L. Epstein. Ambiguity, risk, and asset returns in continuous time. *Econometrica*, 70(4):1403–1443, 2002.

[5] Z. Chen and J. Xiong. Large deviation principle for diffusion processes under a sublinear expectation. *Science China Mathematics*, 55:2205–2216, 2012.

[6] T. E. Duncan. *Probability densities for diffusion processes with applications to nonlinear filtering theory and detection theory*. Stanford University, 1967.

[7] L. G. Epstein and S. Ji. Ambiguous volatility, possibility and utility in continuous time. *Journal of Mathematical Economics*, 50:269–282, 2014.

[8] M. Fujisaki, G. Kallianpur, and H. Kunita. Stochastic differential equations for the nonlinear filtering problem. *Osaka J. Math.*, 9(1):19–40, 1972.
[9] J. Huang, G. Wang, and J. Xiong. A maximum principle for partial information backward stochastic control problems with applications. *SIAM Journal on Control and Optimization*, 48(4):2106–2117, 2009.

[10] J. Huang, G. Wang, and Z. Wu. Optimal premium policy of an insurance firm: full and partial information. *Insurance: Mathematics and Economics*, 47(2):208–215, 2010.

[11] G. Kallianpur. *Stochastic filtering theory*, volume 13. Springer Science & Business Media, 2013.

[12] G. Kallianpur and C. Striebel. Estimation of stochastic systems: Arbitrary system process with additive white noise observation errors. *The Annals of Mathematical Statistics*, 39(3):785–801, 1968.

[13] G. Kallianpur and C. Striebel. Stochastic differential equations occurring in the estimation of continuous parameter stochastic processes. *Theory of Probability & Its Applications*, 14(4):567–594, 1969.

[14] H. J. Kushner. On the dynamical equations of conditional probability density functions, with applications to optimal stochastic control theory. *Journal of Mathematical Analysis and Applications*, 8(2):332–344, 1964.

[15] H. J. Kushner. Dynamical equations for optimal nonlinear filtering. *Journal of Differential Equations*, 3(2):179–190, 1967.

[16] P. Lakner. Optimal trading strategy for an investor: the case of partial information. *Stochastic Processes and their Applications*, 76(1):77–97, 1998.

[17] R. S. Liptser and A. N. Shiryaev. *Statistics of random processes: General theory*, volume 394. Springer, 1977.

[18] R. S. Liptser and A. N. Shiryaev. *Statistics of Random Processes II: Applications*, volume 6. Springer Science & Business Media, 2013.

[19] V. M. Lucic and A. J. Heunis. On uniqueness of solutions for the stochastic differential equations of nonlinear filtering. *Annals of Applied Probability*, pages 182–209, 2001.

[20] R. E. Mortensen. *Optimal control of continuous-time stochastic systems*. University of California, Berkeley, 1966.

[21] H. Nagai and S. Peng. Risk-sensitive dynamic portfolio optimization with partial information on infinite time horizon. *Annals of Applied Probability*, pages 173–195, 2002.
[22] H. Pham. *Continuous-time stochastic control and optimization with financial applications*, volume 61. Springer Science & Business Media, 2009.

[23] L. C. G. Rogers. The relaxed investor and parameter uncertainty. *Finance and Stochastics*, 5:131–154, 2001.

[24] S. Simons and F. Takens. *From Hahn-Banach to Monotonicity*, volume 1693. Springer, 2008.

[25] R. Stratonovich. Conditional markov processes and their application to optimal control theory. *Moscow State Univ*, 1966.

[26] R. L. Stratonovich. Conditional markov processes. *Teoriya Veroyatnostei i ee Primeneniya*, 5(2):172–195, 1960.

[27] J. Sun and J. Yong. Linear quadratic stochastic differential games: open-loop and closed-loop saddle points. *SIAM Journal on Control and Optimization*, 52(6):4082–4121, 2014.

[28] Y. Tang and J. Xiong. Stochastic maximum principle for weighted mean-field system. *Discrete & Continuous Dynamical Systems-Series S*, 16(5), 2023.

[29] G. Wang, Z. Wu, and J. Xiong. Maximum principles for forward-backward stochastic control systems with correlated state and observation noises. *SIAM Journal on Control and Optimization*, 51(1):491–524, 2013.

[30] G. Wang, Z. Wu, and J. Xiong. A linear-quadratic optimal control problem of forward-backward stochastic differential equations with partial information. *IEEE Transactions on Automatic Control*, 60(11):2904–2916, 2015.

[31] G. Wang, Z. Wu, J. Xiong, et al. *An introduction to optimal control of FBSDE with incomplete information*. Springer, 2018.

[32] Y. Xia. Learning about predictability: The effects of parameter uncertainty on dynamic asset allocation. *The Journal of Finance*, 56(1):205–246, 2001.

[33] J. Xiong. *An introduction to stochastic filtering theory*, volume 18. OUP Oxford, 2008.

[34] J. Xiong and X. Y. Zhou. Mean-variance portfolio selection under partial information. *SIAM Journal on Control and Optimization*, 46(1):156–175, 2007.
[35] J. Xiong, Y. Zeng, and S. Zhang. Mean-variance portfolio selection for partially observed point processes. *SIAM Journal on Control and Optimization*, 58(6):3041–3061, 2020.

[36] M. Zakai. On the optimal filtering of diffusion processes. *Zeitschrift für Wahrscheinlichkeitstheorie und verwandte Gebiete*, 11(3):230–243, 1969.

[37] Y. Zeng. A partially observed model for micromovement of asset prices with bayes estimation via filtering. *Mathematical Finance: An International Journal of Mathematics, Statistics and Financial Economics*, 13(3):411–444, 2003.