Deep Attention Spatio-Temporal Point Processes

Shixiang Zhu, Minghe Zhang, Ruyi Ding, Yao Xie
H. Milton Stewart School of Industrial and Systems Engineering, Georgia Institute of Technology
February 24, 2020

Abstract
We present a novel attention-based sequential model for mutually dependent spatio-temporal discrete event data, which is a versatile framework for capturing the non-homogeneous influence of events. We go beyond the assumption that the influence of the historical event (causing an upper-ward or downward jump in the intensity function) will fade monotonically over time, which is a key assumption made by many widely-used point process models, including those based on Recurrent Neural Networks (RNNs). We borrow the idea from the attention model based on a probabilistic score function, which leads to a flexible representation of the intensity function and is highly interpretable. We demonstrate the superior performance of our approach compared to the state-of-the-art for both synthetic and real data.

1 Introduction
Spatio-temporal event data are ubiquitous in modern applications, ranging from traffic incidents recorded by the police, user behaviors in social-media applications, to the earthquake catalog data. Such data consist of a sequence of events that indicate when and where each event occurred, as well as any additional information about that event. A particular interest is to model the triggering effect: when an event occurs, subsequent events are more likely or less likely to happen. A popular model for such a triggering effect is point processes, whose distributions are completely specified by the conditional intensity function. The task of modeling the triggering effect thus becomes how to incorporate the “influence” of historical events into the conditional intensity function.

The most commonly used modeling approach is to assume the influence function decays monotonically over time and introduce parametric models for the influence function. For instance, this approach is used in the popular Recurrent Neural Networks (RNNs) based methods \cite{3, 13, 11, 19, 23, 22, 28}, which have achieved various successes in modeling complex temporal dependence: e.g., \cite{3} assumes that the influence of an event decreases or increases exponentially over time.

However, in various scenarios, the influence of past events may not decay monotonically over time. For example, most earthquakes cause aftershocks for no more than a decade afterward. However, sometimes earthquakes hundreds of years ago can still contribute to recent seismic activities \cite{18}: it has been shown that recent seismic events occurred in New Madrid, MO, are aftershocks of four earthquakes of magnitude 7.5 in 1811 (shown in Figure 1).
A similar phenomenon can also happen in space. As shown in Figure 1 (b), there are five series of robbery in Atlanta in 2017. Each series is a sequence of robbery events committed by the same perpetrator (indicated by the same color). As we can see, the events in the same crime series are not necessarily adjacent to each other regarding their spatial locations. When the influence of events over time are non-homogeneous (e.g., some distant events are equally important as recent events), assumes that influence fades monotonically over time can become a significant limitation and cannot capture such effect. To model such event data, a key challenge is to evaluate the influence of past events in a general manner without assuming a functional form that only depends on the gap in event times or distance between event locations.

In this paper, we present a novel Deep Attention Point Processes (DAPP) model to capture the complex non-homogeneous influence of historical events on the future. We go beyond the assumption that the influence of the historical event fades over time, and leverage the attention mechanism to develop a flexible framework that “focus” on past events with high importance score on the current event. We introduce probabilistic score function between past events and the current event represented using a deep neural network (see an example in Figure 2, the score learned from traffic data is not monotonically decaying over time), which capture the joint distribution of features in the embedding space. Our DAPP model also extends the conventional dot-product score \[20\] used in other attention models, and our model is highly interpretable.

The main contributions of our paper include (1) To the best of our knowledge, it is the first attempt to use attention-based models to capture non-homogeneous influence in point processes and offer a more flexible framework for event data modeling; (2) Our probabilistic score function is highly interpretable, and it generalizes the dot-product score commonly used in the existing attention model; (3) To achieve constant memory in the face of streaming data, we introduce an online algorithm to perform attention efficiently for our DAPP model, where only the most informative events in the past are retained for computation.

Related work. Existing works for statistical point processes modeling, such as \[7, 6, 24, 27\], often make strong assumptions and specify a parametric form of the intensity functions.
Figure 2: Visualization of the probabilistic scores (discussed in Section 3.2) between pairwise events in the sequence, learned from data using (a) synthetic data generated from a Hawkes process model and (b) traffic data collected from the GDOT. The $x_n$ represents the current event and $x_i$ represents past events, where $t_i < t_n$. The color of the entry at $n$-th row and $i$-th column represents the score $\nu(x_n, x_i)$ learned from data using our DAPP model.

Such methods enjoy good interpretability and are efficient to perform. However, parametric models are not expressive enough to capture the events’ dynamics in some applications.

Recent interest has focused on improving the expressive power of point process models. There are have been attempts on RNNs based point process models [3, 13, 23, 28], which use the RNNs to memorize the influence of historical events. However, the conditional intensity is assumed to be some specific functional forms.

There are also other works [11, 22] using RNNs to model the events’ dependencies without specifying the conditional intensity function explicitly. These works only use RNN as a generative model where the conditional function is not available. These works focus on studying different learning strategies since maximum likelihood estimation is not applicable here. Another recent work [15] has aimed at looking for a more general way to model point processes, where no parametric form is assumed. It uses a neural network to parameterize the hazard function, where the conditional intensity can be further derived by taking the derivative of the hazard function. This approach is highly flexible and easy to compute since no numerical integral calculation is involved. However, the model is only specified using the neural network, which lacks interpretability. In addition, this model only works for temporal events.

There also have been some work that model stochastic processes using the attention mechanism [26, 9, 9] uses self-attention to model a class of neural latent variable models, called Neural Processes [4], which is not for sequential data specifically. A recent work [26] also uses the attention to model the historical information in point processes. However, an important distinction of their approach from ours is that it is still a parametric form and assumes a decaying exponential assumption on the conditional intensity function, which may not capture distant events although they are important; we do not make such assumption and can capture important events as long as their “importance score” is high. Moreover, [26] focuses on temporal point processes while we also consider spatio-temporal point processes; they use the conventional dot-product score function is employed to measure the similarity of two events while we introduce the more flexible score function based on neural networks which are learned from data.
2 Background
In this section, we revisit the basic definitions of marked spatio-temporal point processes and attention mechanism.

2.1 Spatio-temporal point processes
Marked spatio-temporal point processes (MSTPPs) \cite{17} consist of an ordered sequence of events localized in time, location, and mark spaces. Let \( \{x_1, x_2, ..., x_{N_T}\} \) represent a sequence of points sampled from a MSTPP. We denote \( N_T \) as the number of the points generated in the time horizon \([0, T)\). Each point \( x_i \) is a marked spatio-temporal tuple \( x_i = (t_i, s_i, m_i) \), where \( t_i \in [0, T) \) is the time of occurrence of the \( i \)-th event, \( s_i \in S \subseteq \mathbb{R}^2 \) is its location, and \( m_i \in \mathcal{M} \) is its mark.

The events’ distribution in MSTPPs are characterized via a conditional intensity function \( \lambda(t, s, m| \mathcal{H}_t) \), which is the probability of observing an event in the marked spatio-temporal space \([0, T) \times S \times \mathcal{M} \) given the events’ history \( \mathcal{H}_t = \{(t_i, s_i, m_i)|t_i < t\} \), i.e.,

\[
\lambda(t, s, m| \mathcal{H}_t) = \frac{\mathbb{E}[N_m([t, t + dt) \times B(s, ds)| \mathcal{H}_t]}{dt \times |B(s, ds)|},
\]

where \( N_m(A) \) is the counting measure of events with mark \( m_i = m \) over the set \( A \subseteq [0, T) \times S \) and \( |B(s, ds)| \) is the Lebesgue measure of the ball \( B(s, ds) \) with radius \( ds \) (see Appendix A for the derivation). For the notational simplicity, we denote the conditional intensity function \( \lambda(t, s, m| \mathcal{H}_t) \) as \( \lambda^\star(t, s, m) \) and the conditional probability density function of the event \( f(t, s, m| \mathcal{H}_t) \) as \( f^\star(t, s, m) \). Then the conditional probability density function of the \( i + 1 \)-th event \( x_{i+1} = (t_{i+1}, s_{i+1}, m_{i+1}) \) can be obtained as follows:

\[
f^\star(t_{i+1}, s_{i+1}, m_{i+1}) = \lambda^\star(t_{i+1}, s_{i+1}, m_{i+1}) \exp \left\{ - \sum_{m \in \mathcal{M}} \int_{t_i}^{t_{i+1}} \int_{s \in S} \lambda^\star(t, s, m) ds dt \right\}.
\]

(1)

The log-likelihood of observing a sequence with \( n \) events denoted as \( \mathbf{x} = \{(t_i, s_i, m_i)\}_{i=1}^{N_T} \) can be obtained by (see Appendix B for the derivation):

\[
\ell(\mathbf{x}) = \sum_{i=1}^{N_T} \log \lambda^\star(t_i, s_i, m_i) - \sum_{m \in \mathcal{M}} \int_{0}^{T} \int_{s \in S} \lambda^\star(t, s, m) ds dt.
\]

(2)

2.2 Attention
The attention mechanism \cite{12, 1, 20} has been widely used in the recent deep learning studies \cite{16, 2, 25, 21}. Such mechanisms make it possible to focus more on a subset of input, which reveals significant patterns of data.

The basic dot-product single attention \cite{20} can be described as mapping a query \( q \in \mathbb{R}^d \) and \( n \) pairs of key-value \( \{(k_i, v_i)\}_{i=1}^{n} \) to an output (which is also referred to as the score):

\[
\text{Attention}(q) = \frac{\sum_{i=1}^{n} v(q, k_i) \phi(v_i)}{\sum_{j=1}^{n} v(q, k_j)},
\]
where $d$ is the dimension of query and key embeddings, $d'$ is the dimension of value embeddings. The function $\nu(q, k) = \varphi(q)^T \varphi(k)$ is the inner product between the query $q$ and the key $k$, which measures their “similarity”. The function $\phi(v) = vW^v$ and $\varphi(k) = kW^k$ are linear transformations for the value $v$ and the key $k$, where $W^v \in \mathbb{R}^{d' \times p}, W^k \in \mathbb{R}^{d \times r}$ are weight matrices that projects key and value vectors to corresponding embedding spaces, the $p$ and $r$ are the dimensions of embedding spaces, respectively. The attention output for a query $q$ is computed as a weighted sum of value embeddings, where the weight assigned to each value embedding is computed by the score between the query and the corresponding key.

The single attention model can also be extended to multi-head attention by concatenating multiple independent attention outputs, which allows the model to jointly attend to information from different representation subspaces at different positions of the sequence [20]. A multi-head attention with $K$ heads is formally defined as follows:

$$\text{MultiHead}(q) = \text{concat}(\text{Attention}_1(q), \ldots, \text{Attention}_L(q)),$$

where $\text{concat}(\cdot)$ is the concatenation of a sequence of vectors. Each attention function $\text{Attention}_l(q), l = 1, \ldots, L$ associates with linear mapping functions $\phi_l(\cdot), \varphi_l(\cdot)$ and a similarity function $\nu_l(\cdot, \cdot)$.

### Proposed Method

In this section, we present a novel attention-based point process model with a probabilistic score function, which is able to capture complex marked spatio-temporal dependencies.

#### 3.1 Attention in point processes

The idea of the Deep Attention Point Processes (DAPP) is to model the nonlinear dependencies of the current event from past events using the attention mechanism. Specifically, we model the conditional intensity function of MSTPPs using the attention output. We
also consider multi-heads, which offers multiple "representation subspace" for events in the sequence. The exact calculation of the conditional intensity is carried out as follows.

Let \( x_n := (t_n, s_n, m_n) \) represent the data tuple of the current event and \( x_i \in \mathcal{X}_n \) represent the data tuple of the past \( i \)-th event. As shown in Figure 3 for the \( l \)-th attention head, we first map past events to the value embedding space \( \varphi_l \) and the key embedding space \( \varphi_l \). Then we score the current event against its past event using their key embeddings \( \varphi_l(x_n) \in \mathbb{R}^r \) and \( \varphi_l(x_i) \in \mathbb{R}^r \) \((r \) is the dimension of the key embedding space), denoted as \( \nu_l(x_n, x_i) \in \mathbb{R}^+ \). For the event \( x_n \), the score \( \nu_l(x_n, x_i) \) determines how much attention to place on the past event \( x_i \) as we encode the history information, which will be discussed in Section 3.2. The normalized score \( \omega_l(x_n, x_i) \in [0, 1] \) for the event \( x_n \) and \( x_i \) is obtained by employing the softmax function over the score, which is defined as:

\[
\omega_l(x_n, x_i) = \frac{\nu_l(x_n, x_i)}{\sum_{x_j \in \mathcal{X}_n} \nu_l(x_n, x_j)},
\]

Then we are able to obtain the \( l \)-th attention head \( h_l(x) \in \mathbb{R}^p \) \((p \) is the dimension of value embedding) for the event \( x \) via multiplying each value embedding by the score and adding them up, which is formally defined as

\[
h_l(x) = \sum_{x_i \in \mathcal{X}_n} \omega_l(x_n, x_i) \varphi_l(x_i),
\]

where the value embedding \( \varphi_l(x_i) = xW^v_l \) and \( W^v_l \in \mathbb{R}^{d \times p} \) is a weight matrix, the \( d \) is the data dimension. Here, the key embedding for the current event \( \varphi_l(x_n) \) is analogous to the query, the key and value embedding for the past event \( \varphi_l(x_i) \) are analogous to the key and the value in the attention mechanism, respectively. The multi-head attention \( h(x) \in \mathbb{R}^{Lp} \) is the concatenation of \( L \) single attention heads:

\[
h(x) = \text{concat}(h_1(x), \ldots, h_L(x)).
\]

Consider a non-linear transformation of the multi-head attention \( h(x) \) as the historical information before event \( x \), the conditional intensity function \( \lambda^*(x) \) can be specified as:

\[
\lambda^*(x) = \lambda(x|h(x)) = \mu + \text{softplus}(h(x)^TW + b),
\]

where \( W \in \mathbb{R}^{Lp}, b \in \mathbb{R} \) are the weight matrix and the bias term. The function softplus\((x) = \log(1 + e^x) > 0 \) is a smooth approximation of the ReLU function, which ensures the intensity strictly positive at all times when an event could possibly occur and avoid infinitely bad log-likelihood. The \( \mu > 0 \) is the base intensity, which can be estimated from the data.

### 3.2 Probabilistic score function

The score function directly quantifies how likely one event is triggered by the other in a sequence. The dot-product score function has been widely used in most of the attention models. Typically, two events \( x_n \) and \( x_i \) are first projected onto another space as \( \varphi(x_n) \) and \( \varphi(x_i) \), respectively. Then the score is obtained by computing their inner product \( \varphi(x_n)^T \varphi(x_i) \), which is their Euclidean distance in the embedding space, as shown in Figure 3 (a). However, for some real applications, the correlation of two events may not depend
on their Euclidean distance explicitly. Take earthquake catalog data as an example. The correlation between seismic events is related to the geologic structure of faults and usually exhibits a heterogeneous correlation regarding the distance. For instance, most aftershocks either occur along the fault plane or other faults within the volume affected by the strain associated with the mainshock.

To capture such complex dependencies between events, we model the score \( \nu_l(x_n, x_i) \) in the \( l \)-th attention head as the conditional probability of features in the concatenated embedding \( \text{concat}(\varphi_l(x_n), \varphi_l(x_i)) \), where \( \varphi_l(x) = xW_l^k \) is the key embedding of \( x \) and \( W_l^k \in \mathbb{R}^{d \times r} \). As shown in Figure 4 (b), we leverage the expressive power of deep neural networks to capture the co-occurrence of these features, which takes the concatenated embedding as input and yields the conditional probability of these features. For notational simplicity, we denote feature variables in the embedding \( \varphi_l(x_n), \varphi_l(x_i) \) as \( \{v_j^n\}_{j=1}^{r}, \{v_j^i\}_{j=1}^{r} \), respectively. The above conditional probability can be written as:

\[
\nu_l(x_n, x_i) = Z_l \cdot \mathbb{P}\left\{v_1^i, \ldots, v_r^i | v_1^n, \ldots, v_r^n \right\} = \psi_\theta \left( \text{concat}(\varphi_l(x_n), \varphi_l(x_i)) \right),
\]

where \( \psi_\theta \) is a multi-layer neural network parameterized by a set of weights and biases \( \theta \). The \( Z_l = \sum_{x_j \in \mathcal{X}_l} \nu_l(x_n, x_j) \) is the normalization term that ensures

\[
\sum_{i \in \mathcal{X}_l} \mathbb{P}\left\{v_1^i, \ldots, v_r^i | v_1^n, \ldots, v_r^n \right\} = 1.
\]

### 3.3 Online attention for streaming data

For streaming data, the attention calculation may be computationally intractable since past events would explode in number as time goes on. Here, we propose an adaptive online attention algorithm to address this issue, where only a fixed number of “important” historical events with high average scores will be remembered for the attention calculation in each attention head. The procedure for collecting “important” events in each attention head is demonstrated as follows.

First, when the \( n \)-th event occurs, for a past event \( x_j, t_j < t_n \) in \( l \)-th attention, we denote the set of its score against the events \( \{\omega_t(x_i, x_j)\}_{i \in \mathcal{X}_j} \) as \( \mathcal{J}_{j,l} \). Then the average score of the event \( x_j \) can be computed by \( \mu_{j,l} = (\sum_{s \in \mathcal{J}_{j,l}} s) / |\mathcal{J}_{j,l}| \), where \(|A|\) denotes the number of
Algorithm 1 Event Selection for Online Attention

**Input:** data $x = \{x_i\}_{i=1}^{\infty}$, threshold $\eta$.
Initialize $A_{0,l} = \emptyset$.

for $i = 1$ to $+\infty$. do

for $l = 1$ to $L$. do

Initialize $A_{i,l} = \emptyset$, $\mu_{j,l} = 0$.

for $j = 1$ to $i - 1$ do

$A_{j,l} \leftarrow A_{j,l} \cup x_i$.

$\mu_{j,l} \leftarrow (\sum_{s \in A_{j,l}} s)/|A_{j,l}|$.

end for

if $i > \eta$ then

$A_{i,l} \leftarrow A_{i,l} \setminus \arg \min_{j \mid t_j < t_i} \{\mu_{j,l}\}$.

end if

end for

end for

elements in set $A$. Hence, a recursive definition of the set of active events $A_{i,l}$ in the $l$-th attention head up until the occurrence of the event $x_i$ is written as:

$A_{i,l} = \mathcal{K}_{i+1}$, \hspace{1cm} \forall i \leq \eta$,

$A_{i,l} = A_{i-1,l} \cup \arg \max_{j \mid t_j < t_i} \{\mu_{j,l}\} \setminus \arg \min_{j \mid t_j < t_i} \{\mu_{j,l}\}$, \hspace{1cm} \forall i > \eta$.

The exact event selection is carried out by Algorithm 1.

To perform the online attention, we substitute $\mathcal{K}_{i,n}$ in (3) and (4) with $A_{i,n}$ for all attention heads.

### 3.4 Learning of model

The log-likelihood function of our proposed model can be obtained by substituting (5) into (2) defined in Section 2.1. The model is jointly parameterized by a set of parameters $\theta = \{W, b, \theta, \{W^k_l, W^v_l\}_{l=1,..,L}\}$, which can be learned via maximising log-likelihood estimation using the stochastic gradient descent.

To perform the event prediction given a sequence of events $\{x_i\}_{i=1,..,n}$ with length of $n$, we first substitute the conditional intensity (5) into the conditional probability (1) defined in Section 2.1, then the next event can be estimated by calculating the expectation of the conditional probability:

$$
\begin{bmatrix}
\hat{t}_{n+1} \\
\hat{s}_{n+1} \\
\hat{m}_{n+1}
\end{bmatrix} = 
\begin{bmatrix}
\int_{t_n}^{T} \int_{S} \sum_{m \in \mathcal{M}} f^*(\tau, s, m) ds d\tau \\
\int_{S} s \int_{t_n}^{T} \sum_{m \in \mathcal{M}} f^*(\tau, s, m) d\tau ds \\
\arg \max_{m \in \mathcal{M}} \int_{t_n}^{T} \int_{S} f^*(\tau, s, m) ds d\tau
\end{bmatrix}.
$$

In general, the integration above cannot be obtained analytically. Therefore, we use common numerical integration techniques here to compute the expectation.
4 Experiments

In this section, we conduct experiments on four synthetic data sets and four large-scale real-world data sets. We evaluate our deep attention point process with / without the online attention (DAPP / ODAPP) and other baseline methods by comparing their log-likelihood and visually inspecting their conditional intensity function in both temporal and spatial scenarios. There are four baseline methods that we are considering in the following experiments:

**Recurrent Marked Temporal Point Process (RMTPP):** [3] assumes the following form for the conditional intensity function $\lambda^*$ in point processes, denoted as $\lambda^*(t) = \exp((v^\top h_j + \omega(t - t_j) + b)$, where the $j$-th hidden state in the RNN $h_j$ is used to represent the history influence up to the nearest happened event $j$, and $w(t - t_j)$ represents the current influence. The $v, \omega, b$ are trainable parameters.

**Neural Hawkes Process (NHP):** [13] specifies the conditional intensity function in point processes using a continuous-time LSTM, denoted as $\lambda^*(t) = f(\omega^\top h_t)$, where the hidden state of the LSTM up to time $t$ represents the history influence, the $f(\cdot)$ is a softplus function which ensure the positive output given any input.

**Self-Attentive Hawkes Process (SAHP):** [26] adopts self-attention mechanism to model the historical information in the conditional intensity function, which is specified as $\lambda^*(t) = \text{softmax}(\mu + \alpha \exp(\omega(t - t_j)))$, where $\mu, \alpha, w$ are computed via three non-linear mappings: $\mu = \text{softplus}(hW_\mu)$, $\alpha = \text{tanh}(hW_\alpha)$, $\omega = \text{softplus}(hW_\omega)$. The $W_\mu, W_\alpha, W_\omega$ are trainable parameters.

**Hawkes Process (HP):** [7] As a sanity check, the conditional intensity function of Hawkes process is given by $\lambda^*(t) = \mu + \alpha \sum_{t_i < t} \beta \exp(-\beta(t_i - t_j))$, where parameters $\mu, \alpha, \beta$ can be estimated via maximizing likelihood.

The experiment configurations are as follows: each data set sampling from a specific point process model is divided into 80% training and 20% testing data. In the training phase, the model parameters are estimated using the training data. For optimization, we employ Adam optimizer with a learning rate $= 1e - 3$ while the batch size is 64. The objective is to minimize the negative log-likelihood function derived in [2]. For the testing phase, both estimated conditional intensity and log-likelihood are evaluated. Moreover, for ODAPP, only 50% number of events are retained for training, i.e., $\eta = 0.5n$, where $n$ is the maximum length of sequences in the data set.

4.1 Synthetic data

In the following experiments with synthetic data, we confirmed that our deep attention point process model is capable of capturing the temporal pattern of synthetic data, which are generated from some conventional generative processes. To evaluate the performance of each method, we first measure the average maximum likelihood of the models on each synthetic data set. Since we know the true latent intensities of these generating processes, we also plot the conditional intensity function over time given one particular event series, and visually inspect whether the trained models predict these intensities accurately.

The synthetic data are obtained by the following four generative processes: (1) **Hawkes process:** the conditional intensity function is given by $\lambda^*(t) = \mu + \alpha \sum_{t_i < t} \beta \exp(-\beta(t_i - t_j))$, where $\mu = 10$, $\alpha = 1$, and $\beta = 1$; (2) **self-correction point process:** the conditional intensity function is given by $\lambda^*(t) = \exp(\mu t - \sum_{t_i < t} \alpha)$, where $\mu = 10$, $\alpha = 1$; (3) **non-homogeneous Poisson 1:** The intensity function is given by $\lambda^*(t) = c \cdot \Phi(t - 0.5) \cdot U[0, 1]$ where $c = 100$ is the sample size, the $\Phi(\cdot)$ is the PDF of standard normal distribution, and $U[a, b]$ is uniform...
We evaluate the performance on real-world data sets from a diverse range of domains, including a spatio-temporal data set and three other temporal data sets:
(b) financial

(c) meme

(d) traffic

Figure 7: The average log-likelihood of real data sets versus training epochs. For each real data set, we evaluate performance of the five methods according to the final log-likelihood averaged per event calculated for the test data.

Figure 8: Left: the map of traffic observation sites. Upper right: the heat-map shows the conditional intensities of 14 selected observation sites over one day, where each row represents an observation site (associated with a unique site ID), each column represents a particular time slot, the blue dot represents the occurrence of events. The color depth in the heat-map represents the level of intensity. Bottom right: We categorize the conditional intensity into three subplots, where three plots from left to right represent the intensity of five sites on north-bound highways, five sites on south-bound highways, and four sites on connectors, respectively.

Traffic Congestions: We collect the data of traffic congestions from the Georgia Department of Transportation (GDOT) over 178 days from 2017 to 2018, including 15,663 congestion events recorded by 86 different observation sites. Each event consists of time, location, and congestion level. We partition the data into 178 sequences by day, and each sequence has an average length of 88.

Electrical Medical Records: Medical Information Mart for Intensive Care III (MIMIC-III) contains de-identified clinical visit time records from 2001 to 2012 for more than 40,000 patients. We select 2,246 patients with at least three visits. The visit history of each patient will be considered as an event series, and each clinical visit will be considered as an event.

Financial Transactions We collected data from NYSE of the high-frequency transactions for a stock. It contains 0.7 million transaction records, each of which records the time (in millisecond) and the possible action (sell or buy). We partition the raw data into 5,756 sequences with an average length of 48 by days.

Memes: MemeTracker tracks the meme diffusion over public media, which contains more than 172 million news articles or blog posts. The memes are sentences, such as ideas, proverbs, and the time is recorded when it spreads to specific websites. We randomly sample
Table 1: the average maximum log-likelihood for all methods.

| Data set         | SAHP | NHP | RMTPP | DAPP  | ODAPP |
|------------------|------|-----|-------|-------|-------|
| Hawkes           | 20.8 | 20.0| 19.7  | **21.2** | 21.1  |
| Self-correction  | 3.5  | 5.4 | 6.9   | 7.1   | **7.1** |
| Non-homo 1       | 432.4| 445.6| 443.1 | 442.3 | **457.0** |
| Non-homo 2       | 364.3| 410.1| 405.1 | **428.3** | 420.1 |
| MIMIC-III        | 11.7 | 14.4| 8.7   | **21.5** | 21.2  |
| Financial        | 43.1 | 43.4| 44.0  | **72.9** | 72.9  |
| Meme             | 84.0 | 113.4| 106.0 | **131.0** | 128.5 |
| Traffic          | 326.7| 324.4| 339.2 | **458.5** | 387.2 |

22,003 sequences of memes with an average length of 24.

We compare and report the average log-likelihood of different models over training epochs on the testing data of each data set in Figure 7. As we can see from Figure 7 and Table 1, our DAPP outperforms the other alternatives with the largest average maximum log-likelihood value when the model achieves the convergence.

We also evaluate the conditional intensity of our DAPP for the traffic data set, where spatial information is included. For better visualization of the conditional intensity over space, we select 14 representative observation sites on two major highways (I-75 and I-85) in Atlanta, as shown in the left of Figure 8 and visualize their conditional intensity on May 8th, 2018. We first visualize the conditional intensity of 14 sites as a heatmap in the upper right of Figure 8 where each row represents an observation site, and each column represents a specific time frame, the color depth of each entry indicates the level of intensity. There is an apparent temporal pattern that the conditional intensity of each site reaches its pinnacle in both morning (around 7:00) and evening (around 16:00) rush hours. We also categorize the observation sites into three groups based on their locations and plot their conditional intensities in a temporal view shown in the bottom right of Figure 8. We can find that there are similar temporal patterns among the observation sites in the same subplots since these sites are sharing the same traffic flow successively. Moreover, we also found the “phantom traffic jam” phenomenon from the above result. This kind of situation usually begins when a part of traffic flow slows down even slightly, then causes the flow behind that part to slow even more, and the slowing action spreads backward through the lane of traffic like a wave, getting worse the farther it spreads. For example, as the site L1S, L2S, LR1S are distributed along the southbound of I-75, the peak of the conditional intensity of one site drift towards the right and appear later about half an hour against its adjacent site in the south. A similar phenomenon can also be found among the site L1N, L2N, LR1N. There are more results from other days and corresponding interpretations shown in Appendix C.

4.3 Score function interpretation

To interpret the result of our score function, we visualize the scores of current event \( x_n \) against its historical events \( \{x_i\}_{i=1}^{n-1} \) in Figure 2 where 15 events in a row in a sequence are considered. Specifically, the entry at the \( n \)-th row and the \( i \)-th column of the lower triangular matrix represents scores of the event \( x_n \) against its past event \( x_i \), i.e., \( \nu(x_n, x_i) \).

Figure 2 confirms that our DAPP can capture the complex dependence between events accurately, and the probabilistic score function is interpretable. Specifically, Figure 2(a) shows the scores of events generated from a Hawkes process. It is clear to see that the pattern of scores for each event against its past resembles the exponential decay in the kernel.
function of Hawkes processes. We also conduct a similar experiment on the traffic data set, as shown in Figure 2 (b), where spatial information is considered as well. It has been shown that the first three events pose more impact on their subsequent events in contrast to others, i.e., the first three scores in the last row are remarkably higher than the other scores. By investigating the data, we find out that the first three events are observed by the same site on the highway, while others are observed by other sites located somewhere else. It provides us some insights about the importance of the first three events and the location of the observation site.

5 Conclusion

In conclusion, we propose a novel attention-based mechanism for learning the general spatio-temporal process. As demonstrated by our experiments, our method achieves the best performance in maximizing the likelihood function of a point process compared with previous approaches. Besides, by implementing various kinds of point process models, we show that our model exceeds the others in terms of robustness and flexibility. Furthermore, based on the structural information of dynamic networks, our model can be generalized in such a way that the prediction of the current event of a particular type might depend more on some specific types of events by exploring the structure of the score matrices. Thus gives us a new method for implementing causality inference in networks.
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A Deriving Conditional Intensity of MSTPPs

The conditional intensity function is defined by:

$$\lambda^*(t, s, m) = \frac{f(t, s, m|\mathcal{H}_t)}{1 - F(t, s, m|\mathcal{H}_t)}$$

$$= \frac{f(t, s, m|\mathcal{H}_{tn})}{1 - F(t, s, m|\mathcal{H}_{tn})}.$$

The last equality is achieved by considering up to time $t$, the filtration $\mathcal{H}_t$ contains $n$ history events $x_1, x_2, \cdots, x_n$, thus $\mathcal{H}_t$ is equivalent to be written as $\mathcal{H}_{tn}$.

Then $\lambda^*(t, s, m)$ can be interpreted heuristically as the following: consider a small enough interval around $t$ addressed as $dt$, and a ball $B(s, ds)$ with radius $ds$, then

$$\lambda^*(t, s, m)dt ds = \frac{f(t, s, m|\mathcal{H}_{tn})dt ds}{1 - F(t, s, m|\mathcal{H}_{tn})}.$$ 

Denote $\Omega_m = [t, t+dt] \times B(s, ds)$ where $m \in \mathcal{M}$, the above equation can be written as

$$\frac{\mathbb{P}(x_{n+1} \in \Omega_m | \mathcal{H}_{tn})}{\mathbb{P}(t_{n+1} \notin (t_n, t) | \mathcal{H}_{tn})}$$

$$= \frac{\mathbb{P}(x_{n+1} \in \Omega_m, t_{n+1} \notin (t_n, t) | \mathcal{H}_{tn})}{\mathbb{P}(t_{n+1} \notin (t_n, t) | \mathcal{H}_{tn})}$$

$$= \mathbb{P}(x_{n+1} \in \Omega_m | \mathcal{H}_{tn})$$

$$= \mathbb{P}(x_{n+1} \in \Omega_m | \mathcal{H}_t)$$

$$= \mathbb{E}[N(\Omega_m) | \mathcal{H}_t].$$

This shows the definition we present in main section 2.1 is equivalent.

B Deriving Log-Likelihood of MSTPPs

The likelihood function is defined as:

$$\mathcal{L} = f(t_1, \ldots, t_n; s_1, \ldots, s_n; m_1, \ldots, m_n)$$

$$= f^*(t_1, s_1, m_1) \times \cdots \times f^*(t_n, s_n, m_n)$$

$$= \prod_{i=1}^{n} f^*(t_i, s_i, m_i)$$

Note from the definition of conditional intensity function, we get:

$$\lambda^*(t, s, m_i) = \frac{f(t, s, m_i|\mathcal{H}_{tn})}{1 - F(t, s, m_i|\mathcal{H}_{tn})}$$

$$= \frac{\partial^2}{\partial t \partial s} \left( \frac{F(t, s, m_i|\mathcal{H}_{tn})}{1 - F(t, s, m_i|\mathcal{H}_{tn})} \right)$$

$$= -\frac{\partial^2}{\partial t \partial s} \log(1 - F(t, s, m_i|\mathcal{H}_{tn})).$$
Integrating both side from \( t_n \) to \( T \) (since \( \lambda(t,s,m|\mathcal{H}_t) \) depends on history events, so its support is \([t_n, T] \)) where \( t_n \) is the last event before \( T \), integrate over all \( S \), sum over all marks \( M \) we can get:

\[
\sum_{m \in M} \int_{s \in S} \int_{t_n}^{T} \lambda^*(t,s,m)dt \, ds - \log \left(1 - F(t, s, m|\mathcal{H}_{t_n})\right),
\]

obviously, using basic calculus we could find:

\[
f^*(t, s, m) = \lambda^*(t, s, m) \cdot \exp \left(- \sum_{m \in M} \int_{s \in S} \int_{t_n}^{T} \lambda^*(t, s, m)dt \, ds\right).
\]

Plugging in the above formula into the definition of likelihood function, we have:

\[
\mathcal{L} = \prod_{i=1}^{n} \left( \lambda^*(t_i, s_i, m_i) \cdot \exp \left(- \sum_{m \in M} \int_{s \in S} \int_{0}^{T} \lambda^*(t, s, m)dt \, ds\right) \right), \tag{6}
\]

and the log-likelihood function of marked spatio-temporal point process can be the written as:

\[
\ell = \sum_{i=1}^{n} \log \lambda^*(t_i, s_i, m_i) - \sum_{m \in M} \int_{s \in S} \int_{0}^{T} \lambda^*(t, s, m)ds \, dt. \tag{7}
\]

**C Additional Traffic Results**

As shown in Figure 9, we present two extra concrete examples using the traffic data set for two different days: Figure 9 (a) shows the conditional intensities on Saturday, April 21th, 2018, which has a different traffic congestion pattern in contrast to what we have shown in Figure 8. The overall congestion intensities are lower than the normal week days and the time for the morning rush hour has been delayed around two hours; Figure 9 (b) shows the conditional intensities on Tuesday, April 24th, 2018. In this day, Atlanta broke a 135-year-old rainfall record when it got 4.16 inches of rain [14]. The previous record, set in 1883, was 2.4 inches. As we can see from the figure, the heavy rain and subsequent flood in the city led to the unusual level of traffic congestion. Differing from the results shown in Figure 8, the traffic congestion level remains at a relatively high level throughout the entire day.
Figure 9: **Top:** the heatmap shows the conditional intensities of 14 traffic sensors in one day, where each row represents a traffic sensor (associated with a unique site ID), each column represents a particular time slot, blue dots represent the occurrence of events. The color depth in the heatmap represents the level of intensity. **Bottom:** We categorize the conditional intensity into three subplots, where three plots from left to right represent the intensity of five sites on northbound highways, five sites on southbound highways, and four sites on connectors, respectively.