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Abstract: This paper discusses the power loss minimization problem in asymmetric distribution systems (ADS) based on phase swapping. This problem is presented using a mixed-integer nonlinear programming model, which is resolved by applying a master–slave methodology. The master stage consists of an improved version of the crow search algorithm. This stage is based on the generation of candidate solutions using a normal Gaussian probability distribution. The master stage is responsible for providing the connection settings for the system loads using integer coding. The slave stage uses a power flow for ADSs based on the three-phase version of the iterative sweep method, which is used to determine the network power losses for each load connection supplied by the master stage. Numerical results on the 8-, 25-, and 37-node test systems show the efficiency of the proposed approach when compared to the classical version of the crow search algorithm, the Chu and Beasley genetic algorithm, and the vortex search algorithm. All simulations were obtained using MATLAB and validated in the DigSILENT power system analysis software.
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1. Introduction

Due to the economic and population growth, the dependence on electrical systems has equally grown to satisfy humanity’s basic needs, changing the habits and customs of how individuals live and work [1]. To ensure this, three-phase distribution networks are used, which are responsible for interconnecting transmission and sub-transmission networks with end-users (i.e., residential, industrial, and commercial areas) requiring medium and low voltage [2,3]. These systems generally operate in an asymmetric manner due to the following factors. (i) The configurations on the distribution lines are asymmetrical since the transposition criterion is not applicable due to the short length of the lines [4,5]. (ii) The nature of the loads may be 1ϕ, 2ϕ, or 3ϕ, which generates unbalances in voltages at the nodes and in the line currents [6]. (iii) The arbitrary location of single-phase transformers on the phases of the system causes an unbalance in the currents through the lines [7]. Load unbalances in distribution systems create undesirable scenarios such as the increase of current in any phase system, which produces an increase in power losses through its constituent elements [8]. These power losses can exceed the capacity required to supply the demand, cause equipment to age, and increase investment and operating costs for network operators [7,9].

The importance of reducing power losses in distribution networks has established multiple approaches, such as (i) optimal placement and sizing of distributed generation [10],
(ii) optimal capacitor placement and sizing [11], (iii) optimal network reconfiguration [12], (iv) optimal conductor sizing in distribution networks [13], (v) optimal power system restoration [14], and (vi) optimal phase swapping [15,16]. These strategies can significantly help distribution companies to reduce the number of power losses. However, the first two approaches involve significant investments since they integrate new devices into the distribution network [17]. The third approach requires less investment since few distribution lines need to be constructed to realize the optimal network reconfiguration [18]. The fourth approach also requires high investment as the system conductors need to be renewed [19]. The fifth methodology is more appropriate for operation of the power system after fault isolation. The sixth strategy is the most economical as it requires few teams to reconfigure the system loads without investing in new equipment [20]. Bearing in mind the low phase swapping costs to minimize the power losses in ADSs, a new master–slave optimization strategy is proposed to solve this problem.

In the specialized literature, the balance phase problem, with the minimizing power losses approach, has been solved using different optimization methods, including the Chu and Beasley genetic algorithms [8,16,21–24], particle swarm optimization [9], mixed-integer convex optimization [25], bat optimization algorithm [26], differential evolution algorithm [27], simulated annealing optimizer [28], and vortex search algorithm [15], among others.

The main feature of the optimization methodologies described above is that they employ the master–slave optimization scheme to solve the problem [15]. The master defines the connection of the loads to the nodes. The slave is typically a power flow tool that allows one to revise and exploit the solution space through the power losses calculation [16].

Similar to the metaheuristic optimization methods described above, a master–slave methodology is proposed in this work to solve the phase swapping problem in ADSs. The proposed optimization algorithm corresponds to an improved version of the crow optimization algorithm (CSA) to select the connection of the loads in the master stage, together with the use of the iterative sweep power flow method in its three-phase version in the slave stage. In the master stage, the connection of each load is defined using an integer encoding between 1 and 6, which represents the six possible connection forms for a three-phase charge [8]. The slave stage is responsible for evaluating the power flow to determine the total power losses for the connection set provided in the master stage [15]. Improvements in the classical CSA are carried out in the crow avoidance stage based on a probability criterion [29]. If the probability is higher than the crow knowledge probability \((A_p)\), the new crow position \(i\) is provided using the classical CSA exploration proposed in [29]. Likewise, if the possibility is less than the crow knowledge probability (i.e., \(A_p\)), the new crow position \(i\) is generated through a regular Gaussian distribution (GD) used in the process of evolution of the vortex search algorithm (VSA) [30]. The main benefit of the VSA is that the solution space can be explored and exploited through the use of hyper-spheres derived from the selection of an individual from the current population. It also clarifies that the criterion of evolution in our proposal is applied at each iteration, which implies that this process is of the adaptive type.

The main contributions of our proposal are listed below.

- It proposes an improved approach for the classical CSA using the VSA evolution mechanism to revise and exploit the solution space.
- The interaction between the improved CSA (i.e., ICSA) and the three-phase power flow (TPPF), based on the classical iterative sweep method, allows the application of phase swapping in radial or meshed systems with connected loads, either in \(Y\) or \(\Delta\).

It is relevant to mention that, upon analyzing the specialized literature, there was no evidence of the CSA application to the phase swapping problem in distribution systems, which corresponds to a research gap that this work intends to fill. In addition, the numerical results obtained in test systems of 8, 25, and 37 nodes prove the quality of the algorithm when compared with classical metaheuristic optimization methodologies.
The structure of the remainder of the document takes the following form: Section 2 presents the optimal phase swapping problem representation in ADSs, Section 3 presents the ICSA incorporated with the TPPF method, Section 4 portrays the electrical networks used in this research, and Section 5 represents the obtained results for the connections set and the grid power losses. Finally, Section 6 states the conclusions drawn from the development of this article.

2. Mathematical Formulation

The optimal phase swapping problem in ADSs is represented by a mixed-integer nonlinear programming (MINLP) model [16]. The binary variables are the decision variables, which correspond to the connections set for each load presented in the system [8]. Additionally, the power flow formulation provides the continuous part of the decision variables. The nonlinear nature of the products appears between the different voltage magnitudes at the nodes and the trigonometric functions [25]. Next, the objective function and the set of constraints representing the phase swapping problem are presented.

2.1. Formulation of the Objective Function

The phase swapping problem has an objective function associated with the minimization of total active power losses of the ADS, as presented in Equation (1):

$$\min z = \sum_{n \in N} \sum_{m \in N} \sum_{f \in F} \sum_{g \in F} Y_{nfg} V_{nf} V_{mg} \cos(\delta_{nf} - \delta_{mg} - \theta_{nmfg}),$$ (1)

where $z$ defines the value of the objective function. Further, $Y_{nfg}$ is the admittance magnitude associated with node $n$ in the electrical phase $f$ with node $m$ in the electrical phase $g$, $V_{nf}(V_{mg})$ corresponds to the voltage magnitude at node $n(m)$ in the electrical phase $f(g)$, $\delta_{nf}(\delta_{mg})$ represents the angle of the voltage at node $n(m)$ in the electrical phase $f(g)$, and $\theta_{nmfg}$ represents the admittance angle associated with node $n$ in the electrical phase $f$ with node $m$ in the electrical phase $g$. It is relevant to mention that $F$ and $N$ are the sets containing all phases and nodes, respectively.

Remark 1. The product between the magnitudes of the voltages and the trigonometric functions makes the objective function nonlinear and nonconvex [16]. The structure of the objective function makes advanced numerical optimization techniques necessary to minimize it efficiently [15]. A master–slave methodology is proposed, as is the case of the improved version of the developed CSA, due to its simplicity in programming terms.

2.2. Set of Constraints

The phase swapping problem has a set of constraints that corresponds to the different operating limitations in an ADS [15]. These are shown from Equation (2) to Equation (6):

$$P_{nf}^s - \sum_{g \in F} x_{nfg} P_{ng} = V_{nf} \sum_{m \in N} \sum_{g \in F} Y_{nfg} V_{mg} \cos(\delta_{nf} - \delta_{mg} - \theta_{nmfg}), \{\forall f \in F, \forall n \in N\},$$ (2)

$$Q_{nf}^s - \sum_{g \in F} x_{nfg} Q_{ng} = V_{nf} \sum_{m \in N} \sum_{g \in F} Y_{nfg} V_{mg} \sin(\delta_{nf} - \delta_{mg} - \theta_{nmfg}), \{\forall f \in F, \forall n \in N\},$$ (3)

$$\sum_{g \in F} x_{nfg} = 1, \{\forall f \in F, \forall n \in N\},$$ (4)

$$\sum_{f \in F} x_{nfg} = 1, \{\forall g \in F, \forall n \in N\},$$ (5)

$$V_{\min} \leq V_{nf} \leq V_{\max}, \{\forall g \in F, \forall n \in N\},$$ (6)

where $P_{nf}^s$ is the variable associated with the active power produced at generator $s$ connected to node $n$ in the electrical phase $f$, and $Q_{nf}^s$ is the generated reactive power at
generator $s$ sited at node $n$ in the electrical phase $f$. $P_{n g}^{d}$ indicates the active demanded power at node $n$ in the electrical phase $g$, while $Q_{n g}^{d}$ describes the reactive power needed at node $n$ in the electrical phase $g$. $x_{n f g}$ is a binary variable defining the configuration of demand node $n$ at $f$ in the electrical phase $g$. Finally, $V_{\min}$ and $V_{\max}$ correspond to the allowable limits of voltage regulation for all the system nodes.

Remark 2. Equations (2) and (3) are nonlinear and nonconvex. These features highlight the complexity of the TPPF problem for electrical systems, making it necessary to use numerical methods, such as the iterative sweep method, to solve it.

Note that Equation (1) defines the form of the objective function for the phase swapping problem formulated as the minimization of power losses under a given demand condition in all network sections of the system. Equations (2) and (3) define the apparent power balance constraints maintained at each phase and node of the ADS. Equations (4) and (5) ensure that loads take a unique connection form by using a matrix of connections (i.e., $x_{n f g}$) at each node [5]. Finally, the constraint presented in (6) defines the allowable limits of voltage regulation for all nodes of the system [15].

3. Methodology Proposed

To solve the optimal phase swapping problem in ADS with the objective of minimize power losses for a specific demand condition, this paper proposes to use an ICSA [29] as the master stage in conjunction with the iterative swept TPPF as the slave stage [15]. The master stage defines the phase configurations at each system demand node to achieve the most balanced system possible, while the slave stage evaluates the power flow constraints defined in (2) and (3). The section below will describe each component of the proposed master–slave methodology.

3.1. Slave Stage: TPPF Method

The iterative sweep power flow method is a numerical method typically used for single-phase distribution networks [31]. Nevertheless, this method has been adapted for three-phase ADSs with wye (i.e., $Y$) and delta (i.e., $\Delta$) loads [15]. This method is derived from graph theory, where the topology of the network is represented by an incidence matrix, which relates the nodes and the links of the system [31]. First, Kirchhoff’s first law is used to calculate currents in the system nodes, starting from the terminal nodes and until the source node, which corresponds to the implementation of the backward sweep stage. Then, Kirchhoff’s second law, which corresponds to the implementation of the forward sweep stage, is used to calculate the voltage drops in the network sections from the slack node to the terminal nodes [31].

One of the most important aspects of the iterative sweep power flow method is that it is derivative-free. Likewise, the matrices involved in the calculations are constant, which implies that the computing times required to obtain a solution are in milliseconds [15].

In order to expose the iterative swept TPPF method developed by [15], in any $n$–node system, we used the relationship between the nodal voltage and the injected current that is presented using the equivalent between the admittance matrix and the incidence matrix [32], as shown in Equation (7).

$$
\begin{bmatrix}
I_{d3p} \\
I_{d3p}
\end{bmatrix}
= 
\begin{bmatrix}
A_{d3p}Z_{r3p}^{-1}A_{d3p}^T & A_{d3p}Z_{r3p}^{-1}A_{d3p}^T \\
A_{d3p}Z_{r3p}^{-1}A_{d3p}^T & A_{d3p}Z_{r3p}^{-1}A_{d3p}^T
\end{bmatrix}
\begin{bmatrix}
V_{d3p} \\
V_{d3p}
\end{bmatrix}
$$

where $V_{d3p}$ is the vector containing all the voltages at the slack node that are known for power flow purposes [21]. $V_{d3p}$ is the vector containing all the unknown variables of interest, i.e., the demand voltages. Further, $I_{d3p}$ represents the vector with the net current injections at the slack node, $I_{d3p}$ represents the vector that involves all the currents at the nodes of consumption, and $Z_{r3p}$ is the matrix that contains all the impedance matrices of...
the distribution lines present in the system. \( A_{g3\phi} \) is the component of the incidence matrix that associates the source nodes to each other, while \( A_{d3\phi} \) is the component of the incidence matrix relating the nodes of consumption to each other.

**Remark 3.** The voltage variables and current ones in Equation (7) are organized by nodes and phases according to the three-phase condition.

From Equation (7), it can be observed that the second row has the nodal voltages at the demand nodes (i.e., \( V_{d3\phi} \)), which are the unknown variables in power flow studies [16]. Equation (7) can then be rewritten as follows: (8).

\[
V_{d3\phi} = -Y^{-1}_{dd3\phi} [Y_{dg3\phi} V_{g3\phi} - I_{d3\phi}],
\]

where \( Y_{dg3\phi} = A_{d3\phi} Z^{-1}_{r3\phi A_{g3\phi}^T} \) and \( Y_{dd3\phi} = A_{d3\phi} Z^{-1}_{r3\phi A_{d3\phi}^T} \).

Equation (8) allows the determination of all the nodal demand voltages per phase. However, it is necessary to consider the type of load, either \( Y \) or \( \Delta \), to establish the demand current (i.e., \( I_{d3\phi} \)).

In the case where node \( m \) has a constant power load with a \( Y \) structure (assuming it is solidly earthed [33]), the demand current can be shown as in Equation (9), as reported in [21].

\[
I_{dm3\phi} = -\text{diag}^{-1}(V^*_{dm3\phi}) S^*_{dm3\phi}
\]

If node \( m \) has a load with a connection \( \Delta \), the demand current can be as shown in Equation (10), as reported in [21].

\[
I_{dm3\phi} = -\text{diag}^{-1}(M V^*_{dm3\phi}) - \text{diag}^{-1}(M^T V^*_{dm3\phi} H) S^*_{dm3\phi}
\]

where the \( H \) and \( M \) matrices are defined as follows:

\[
H = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}, \quad M = \begin{bmatrix} 1 & -1 & 0 \\ 0 & 1 & -1 \\ -1 & 0 & 1 \end{bmatrix}
\]

Through a \( t \) iteration counter, the solution of Equation (8) is obtained if

\[
\max \left\{ \left| V_{t+1}\right| - \left| V_{t+1}\right| \right\} \leq \epsilon,
\]

where \( \epsilon \) is the maximum tolerance suggested as \( 1 \times 10^{-10} \) [34]. When solving the TPPF, the main objective is to evaluate the power losses for the phase connection set established in the master stage. For this purpose, Equation (11), as described in [32], is used.

\[
P_{\text{loss}} = \text{real} \left\{ J_{3\phi}^T Z_{r3\phi} | J_{3\phi} | \right\},
\]

where \( P_{\text{loss}} \) describes the total system effective power losses and \( J_{3\phi} \) represents the current per phase flowing through the system branches expressed as shown in Equation (12) through Ohm’s Law, as reported in [15].

\[
J_{3\phi} = Z_{r3\phi} E_{3\phi},
\]

where \( E_{3\phi} \) represents the voltage drop per phase in the system branches, which can be written in terms of the generation and demand using the three-phase incidence matrix as shown in Equation (13), as reported in [15].

\[
E_{3\phi} = A_{g3\phi}^T V_{g3\phi} + A_{d3\phi}^T V_{d3\phi}
\]

Algorithm 1 shows the general implementation of the TPPF method by an iterative sweep for ADSs with connected loads in \( Y \) and \( \Delta \).
Algorithm 1: Solution of the TPPF problem for ADSs with Y and Δ loads

1. Define the characteristics of the unbalanced three-phase system under study;
2. Obtain the per-unit equivalent of the system;
3. Generate the $3\varphi$ incidence matrix $A_{3\varphi}$;
4. Extract the components $A_{g3\varphi}$ and $A_{d3\varphi}$;
5. Define $Z_{r3\varphi}$;
6. Calculate $Y_{dg3\varphi}$ and $Y_{dd3\varphi}$;
7. Select $t_{max}$;
8. Define $\epsilon$;
9. Chose the voltages per phase of the Slack node: $V_{g3\varphi} = [1\angle 0, 1\angle -\frac{2\pi}{3}, 1\angle \frac{2\pi}{3}]^T$;

Do $t = 0$;

for $m \geq n - 1$ do
    Do $V_{dm3\varphi} = V_{g3\varphi}$;
end

for $t \leq t_{max}$ do
    Define $m = 1$;
    for $m \geq n - 1$ do
        if node load $m$ is connected at Y then
            Calculate $I_{dm3\varphi}$ using Equation (9);
        else
            Calculate $I_{dm3\varphi}$ using Equation (10);
        end
    end
    Calculate the new voltages at the demand nodes $V_{d3\varphi}$ using Equation (8);
    if $\max\{|V_{d3\varphi}^{t+1} - V_{d3\varphi}^t|\} \leq \epsilon$ then
        Report the nodal voltages as $V_{3\varphi} = [V_{g3\varphi}^t, V_{d3\varphi}^t]^T$;
        Calculate the voltage drop across the branches of the system using Equation (13);
        Calculate the current flowing in the system branches using Equation (12);
        Calculate the power losses using Equation (11);
        break;
    else
        Do $V_{d3\varphi}^t = V_{d3\varphi}^{t+1}$;
    end
end

Remark 4. The convergence of the matrix iterative sweep method can be demonstrated with the Banach fixed-point theorem, as reported in [31]. So, if the system is far enough from the stress collapse point, it can be guaranteed that the solution of Equations (2) and (3) obtain any combination of nodal loads provided by the master stage.

3.2. Master Stage: ICSA

The master stage is responsible for providing the nodal connections set for evaluation in the iterative sweep TPPF presented in Algorithm 2. This paper proposes an improved version of the classical CSA modifying the solution space exploration by introducing a normal GD employed by the VSA optimization method [35]. Before explaining the improvements made to the CSA, the encoding of the phase swapping problem in ADSs according to the possible configurations is shown in Table 1.
Table 1. Possible connection types for the system loads [8].

| Connection Type | Phases | Sequence |
|-----------------|--------|----------|
| 1               | UVW    |          |
| 2               | VWU    | No vary  |
| 3               | WUV    |          |
| 4               | UWV    |          |
| 5               | WVU    | Vary     |
| 6               | VUW    |          |

The coding used to represent an individual $i$ in iteration $k$ is presented as follows:

$$X_{i,k} = [6, 2, 4, 5, ..., c, ..., 1]$$

Here, the dimensions are $1 \times (n - 1)$ and $c$ is an integer that defines the type of connection (see Table 1) [15]. The ICSA is developed using a probability criterion at each iteration, which will define the methodology to be used to define the new site of crow $i$. If the probability criterion is greater than the crow knowledge probability (i.e., $A_P$) at iteration $k$, the traditional classical CSA search is employed [29]; otherwise, it will use the GD of the VSA to generate the new crow position $i$.

3.2.1. Classical Approach: CSA

CSA is a metaheuristic optimization technique inspired by the intelligent performance of crows [29]. Crows are considered to be the smartest birds in nature; they possess a brain much larger in relation to the size of their bodies [36]. In groups, crows show notable traits of intelligence. They can learn and remember faces, use tools, communicate using sophisticated manners, and manage their food throughout the seasons because they hide their excess food in certain places (caches) in their environment and retrieve it when necessary [29].

Crows are ambitious birds as they pursue each other for better food reserves, observe where other birds hide their food, and steal it once they have left [37]. If a crow has stolen something, it takes additional cautions such as relocating its hiding places to prevent becoming a future victim [36]. They use their experience in theft to predict another robber’s behavior and to determine the quickest course to protect their caches from being stolen [38].

The main bases of CSA are listed below [29]: (i) crows live in flocks, (ii) crows remember the site of their hiding places, (iii) crows pursue others to commit robberies, and (iv) crows shield their caches from being robbed using probability.

The following is an example of how the CSA mechanism works. Crows explore and exploit their environment, which is the solution space. Each environment cache corresponds to a feasible solution, the quality of the food source is the objective function. The best food source in the environment is the solution to the problem, Thus, the CSA seeks to simulate the intelligent behavior of crows to find the optimal solution [29].

The CSA is also based on a population. The population size (i.e., flock) consists of $N$ individuals (number of crows), which belong to a $d$ dimensional solution space, where $d = (n - 1)$. The position $X_{i,k}$ of crow $i$ at iteration $k$ is described in Equation (14) and represents a feasible problem solution.

$$X_{i,k} = [x_{1,k}^i, x_{2,k}^i, ..., x_{n,k}^i]$$

where $i = 1, 2, ..., N$ and $k = 1, 2, ..., t_{max}$. Further, $t_{max}$ is the maximum number of iterations of the exploration and exploitation process of the solution space. Each crow (individual) can memorize the position of its hiding place. At iteration $k$, the position of crow $i$ hiding place is represented as $M_{i,k}$, being the best position that crow $i$ has obtained so far. Of course, the position of its best experience is memorized because crows move in their environment and search for the best food source (i.e., hiding places).
At the start of the optimization process, it is assumed that at iteration \( k \), crow \( j \) wants to visit its hideout, \( M_{j,k} \). In this iteration, crow \( i \) decided to follow crow \( j \) to approach crow \( j \)'s hideout. In this case, two situations can occur.

**Situation 1: Search**
Crow \( j \) does not know that crow \( i \) is following it. As a result, crow \( i \) approaches crow \( j \)'s hiding place. In this case, through Equation (15), the new position of crow \( i \) is obtained.
\[
X_{i,k+1} = X_{i,k} + r_i f_{i,k} (M_{j,k} - X_{i,k}),
\]
where \( r_i \) a random number between 0 and 1, and \( f_{i,k} \) is the flight length of the crow \( i \) at each iteration \( k \). According to [29], small values of \( f_l \) allow a local exploration of the solution space (close to \( X_{i,k} \)), while large values of \( f_l \) allow a global solution space exploration (far from \( X_{i,k} \)).

**Situation 2: Evasion**
Crow \( j \) knows that crow \( i \) is following it. As a result, crow \( j \) tries to deceive crow \( i \) by heading towards another position in the solution space to protect its caches from being stolen. Either way, situations 1 and 2 can be represented as shown in Equation (16).
\[
X_{i,k+1} = \begin{cases} 
X_{i,k} + r_i f_{i,k} (M_{j,k} - X_{i,k}) & \text{if } r_j \geq A_P \\
\text{random} & \text{otherwise}
\end{cases}
\]
where \( r_j \) is a random number between 0 and 1, and \( A_P \) denotes the probability of crow \( j \)'s knowledge of crow \( i \).

Once the crows’ positions are modified, the memory of each crow is updated based on the objective function values of the new spots. So, if the objective function of the new location is better than the objective function of the memorized position, the crows update their memory to the new area, as shown in Equation (17).
\[
M_{i,k+1} = \begin{cases} 
F(X_{i,k+1}) & \text{if } F(X_{i,k+1}) < F(M_{i,k}) \\
M_{i,k} & \text{otherwise}
\end{cases}
\]
where \( F(\cdot) \) represents the minimized objective function.

### 3.2.2. Proposed ICSA

The CSA has confirmed its capability to reach the optimal solution for particular solution space configurations [29,39,40]. Nevertheless, its convergence is not ensured due to the inefficient exploration of its search strategy [37]. Therefore, it presents difficulties when facing high-dimensional problems [37,41]. In the original CSA method [29], there are two elements responsible for the search process: knowledge probability (i.e., \( A_P \)) and random motion (i.e., Situation 2: Avoidance) [41].

The value of \( A_P \) is entrusted with providing an adequate equilibrium between diversification and intensification [29]. With small \( A_P \) values, a local solution space search is obtained, increasing intensification [29]. On the other hand, with large \( A_P \) values, a global solution space search is obtained, which increases diversification [29]. Since metaheuristic algorithms require a balance between diversification and intensification to find a globally optimal solution when solving problems with large dimensions [42,43], \( A_P \) is taken as an intermediate value, i.e., 50%.

Moreover, the random motion specifically impacts the CSA search mechanism since it resets the candidate solutions, deviating them from the current best solution and delaying the convergence of the problem [37]. In the proposed ICSA, the random motion is reformulated, as shown below.
3.2.3. Improved Approach: VSA for Random Movement

The evasion behavior is simulated by a random motion implementation computed through a uniformly distributed random value [29]. In the proposed ICSA, to have a better solution space diversification, the possibility of generated candidate solutions based on the VSA evolution criteria is added to the classical CSA [15], considering that the main feature of the VSA is the use of a regular GD to generate neighbors around the current best solution named as the center of the hyper-sphere $\mu$ [44]. In this paper, the hyper-sphere center is selected as the best solution in the current population during iteration $k$ as $\mu_k = X_{\text{best},k}$.

The set of candidate solutions $C_{v,k}(y)$ is generated using a random GD in the space $d$ around the best solution $X_{\text{best},k}$, as shown in Equation (18).

$$C_{v,k}(y) = p(y|\mu_k, \Sigma) = \frac{1}{\sqrt{(2\pi)^d|\Sigma|}}\exp\left\{-\frac{1}{2}(y - \mu_k)^T\Sigma^{-1}(y - \mu_k)\right\},$$  \hspace{1cm} (18)

where $d$ is the solution space dimension, $y \in \mathbb{R}^{d \times 1}$ corresponds to a vector of random variables with values between zero and one, and $\Sigma \in \mathbb{R}^{d \times d}$ is the matrix of covariance. If, in $\Sigma$, the on-diagonal elements (variance) are equally defined and if the off-diagonal components (covariance) are chosen as zero, then the GD will generate hyper-spheres in the $d$-dimensional space [35]. Equation (19) displays a simple way to calculate $\Sigma$, considering equal variance and zero covariances.

$$\Sigma = \sigma^2 I_{d \times d},$$  \hspace{1cm} (19)

where $I_{d \times d}$ is an identity matrix and $\sigma$ represents the variance of the GD. Note that the standard deviation of the GD can be defined as shown in Equation (20).

$$c_0 = \frac{\max\{y^{\text{max}}\} - \min\{y^{\text{min}}\}}{2},$$  \hspace{1cm} (20)

where $y^{\text{max}}$ and $y^{\text{min}}$ are vectors of dimension $d \times 1$ that define the upper and lower bounds of the decision variables of the optimization problem, respectively. Here, $c_0$ can also be considered as the initial radius $r_0$ of the hyper-sphere [35]. To achieve a proper exploration of the solution space, initially, $c_0$ is the largest possible hyper-sphere.

The candidate solutions obtained and contained in the set $C_{v,k}(y)$ must guarantee that the results lie within the bounds of the solution space; so, Equation (21) is employed.

$$C_{v,k}(y) = \begin{cases} C_{v,k}(y) = y^{\text{min}} + (y^{\text{max}} - y^{\text{min}})\text{rand} & y^{\text{min}} \leq y \leq y^{\text{max}} \\ y^{\text{min}} & \text{otherwise} \end{cases},$$  \hspace{1cm} (21)

where rand generates random numbers between 0 and 1. Once verified the limits, the best solution obtained in the set $C_{v,k}(y)$ is selected to be the new position of the crow $i$.

It is necessary to mention that the radius of the hyper-sphere decreases as the iteration process progresses using an inverse incomplete gamma function, as reported in [45] and as shown in Equation (22).

$$r_k = c_0\gamma^{-1}(y, a_k)$$  \hspace{1cm} (22)

The inverse incomplete gamma function for the variable radius calculation can be calculated in MATLAB®, as shown in Equation (23) [35].

$$r_k = c_0\frac{1}{y}\text{gammaincinv}(y, a_k),$$  \hspace{1cm} (23)

where $a_k$ is a parameter defined as $a_k = 1 - \frac{k}{k_{\text{max}}}$. Moreover, the parameter $y$ is chosen as 0.1, as recommended in [35].

Algorithm 2 summarizes the implementation of the CSA, considering the VSA evolution criterion for Situation 2, to solve the phase swapping problem in ADSs.
Remark 5. For the phase swapping problem solution, when using Algorithm 2, it is recommended to take $y^\text{max}$ as 6.5 and $y^\text{min}$ as 0.5. Further, $d$ is the number of system demand nodes, except for the slack node.

Remark 6. The size of the solution set $C_{v,k}(y)$ is chosen as 30% of the CSA population size to minimize the number of evaluations needed in the slave stage to determine the power losses.

Algorithm 2: General ICSA implementation for solving the phase swapping problem in ADSs

Read information from the AC distribution system;
Set the initial values $N_A$, $AP$, $f$, and $t_{\text{max}}$;
Initialize the crows’ position $X_{i,0}$ randomly;
Calculate the objective function value for each crow $F(x_{i,0})$ using Algorithm 1;
Select the initial memory value $M_{i,0}$ for each crow $i$;
Select the initial radius $r_0$ (or the standard deviation $\sigma_0$) of (20);
Set $k = 1$;
while $k \leq \text{iter max}$ do
   for $i = 1: N$ do
      Randomly select a crow $j$ for tracking;
      if $r_j \geq AP$ then
         $X_{i,k+1} = X_{i,k} + r_i \cdot f l_i \cdot (M_{j,k} - X_{i,k})$;
      else
         Determine the center of the hyper-sphere $\mu_k$ as $X_{\text{best},k}$;
         Select the radius of the hyper-sphere $r_k$;
         Define the individuals’ number $v$ as 30% of $N$;
         Create the set of candidate solutions $C_{v,k}(y)$ using (18);
         Check the lower and upper bounds for each $v$ en $C_{v,k}(y)$ using (21);
         Calculate the objective function value for each crow $v$ in $C_{v,k}(y)$ using Algorithm 1;
         Select $X_{i,k+1}$ as the individual with the best solution of $C_{v,k}(y)$;
      end
   end
   Verify feasibility of the new positions $X_{i,k+1}$;
   Evaluate the crows’ new position $F(X_{i,k+1})$;
   Update the crows’ memory $M_{i,k+1}$;
   Update the radius $r_{k+1}$ as shown in en (22);
   $k = k + 1$;
end
Result: Report the best solution $X_{i,t_{\text{max}}}$ and its obj. func. value, i.e., $F(X_{i,t_{\text{max}}})$.

4. Three-Phase Test Feeders

We consider three test systems to validate the proposed ICSA. These test systems correspond to the 8, 25, and 37 node systems with radial topology reported in [15] for the phase swapping study using the VSA. Their main characteristics are presented below.

4.1. 8-Bus Test Feeder

The 8-node test system is a three-phase ADS formed by eight nodes and seven distribution lines, which operates with a nominal voltage of 11 kV at the main node. Figure 1 shows the electrical configuration of the test system. Note that the benchmark active power losses for this system take a value of 13.9925 kW. The electrical parameters for this test feeder can be found in [15].
4.2. 25-Bus Test Feeder

The 25-node test system is a three-phase ADS formed by twenty five nodes and twenty four distribution lines, which operates with a nominal voltage of 4.16 kV at the main node. Figure 2 displays the grid configuration. Note that the benchmark active power losses for this system take a value of 75.4207 kW. The electrical parameters for this test feeder can be found in [15].

4.3. 37-Bus Test Feeder

The 37-node system is part of a current ADS, consisting entirely of subway lines situated in California, USA. It has thirty seven nodes and thirty five distribution lines, and it operates at a nominal voltage of 4.8 kV at the substation. Figure 3 shows the grid electrical design of this test feeder. Note that the benchmark active power losses for this system take a value of 76.1357 kW. The electrical parameters for this test feeder can be found in [15].
5. Numerical Simulations

This section contains the numerical validation of the developed methodology to solve the phase swapping problem in 8-, 25-, and 37-node test systems, considering a given demand condition. In that sense, it uses the information provided by [15], which presents two methodologies to solve the proposed problem. Note that the aim is to compare the results obtained by the proposed procedure with each optimization technique reported in [15].

To solve the MINLP, formulated from (1) through (6), that represents the optimal phase swapping problem for ADSs, MATLAB® V2020a software is used on a laptop computer with an Intel(R) Core(TM) i5-7200U CPU @2.50 Ghz, a RAM of 8.00 GB, and a Windows 10 Home Single Language 64-bit operating system.

To test the efficiency of the proposed algorithm, the ICSA is compared with the Chu and Beasley genetic algorithm (CBGA) [15], the VSA [15], and the CSA. The parameters used for the CSA and ICSA are as provided in Table 2. Furthermore, the parameters were established with ten individuals in the population, six hundred iterations, and one hundred evaluations to calculate the average processing time. The parameters for the CSA are those recommended by the author of the algorithm in [29].

| Parameter | CSA | ICSA |
|-----------|-----|------|
| $f_l$     | 2   | 2    |
| $A_p$     | 0.1 | 0.5  |

5.1. Results for the 8-Node System

Table 3 shows the results obtained by the proposed ICSA for the 8-node test system as follows: (i) all methodologies allow a reduction of more than 24% in total power losses;
(ii) the solution obtained with the ICSA for the 8-node system equals those reported in [15], which states that the optimal global solution for this system is 10.5968 kW, albeit with a much longer processing time; and (iii) the standard deviation for the ICSA shown in Table 3 is $1.099 \times 10^{-5}$ kW, which is at least ten times lower than in the VSA [15]. These results indicate that the repeatability of the solutions is close to 100% when solving the phase swapping problem in the 8-node test system, bearing in mind that the solution space has dimensions of 279,936.

**Table 3.** Performance of the power losses after implementing the phase-swapping plan in the 8-bus test feeder.

| Method    | Connections | Losses (kW) | Std. (kW) | Reduction (%) | Proc. Time (s) |
|-----------|-------------|-------------|-----------|---------------|---------------|
| Benchmark case | $\{1,1,1,1,1,1\}$ | 13.9925 | - | - | - |
| CBGA [15]  | $\{6,1,5,1,4,4,1\}$ | 10.5869 | 0.0897 | 24.34 | 2.8137 |
| VSA [15]   | $\{6,1,5,1,2,1,1\}$ | 10.5869 | $4 \times 10^{-4}$ | 24.34 | 6.059 |
| CSA        | $\{5,3,4,5,6,6,3\}$ | 10.5869 | $4.646 \times 10^{-3}$ | 24.34 | 8.7290 |
| ICSA       | $\{2,4,5,6,4,3\}$ | 10.5869 | $1.099 \times 10^{-5}$ | 24.34 | 47.7428 |

Figure 4 displays the variations of the phase power losses before and after the application of phase swapping with the ICSA, where the phase losses of $a$ and $b$ increase by 1.025 kW and 1.663 kW, respectively. On the contrary, the power losses in the electrical phase $c$ decrease by about 6.10 kW, which increases the offsets seen in the power losses of phases $a$ and $b$. Additionally, the power losses per phase are close to the average of the total power losses of approximately 3.50 kW, with differences of less than 0.80 kW. These results indicate that phase swapping by ICSA is an effective way to redistribute the loads in the phases of the system as evenly as possible.

**Figure 4.** Effect of phase swapping on power losses in the 8-bus test feeder.

### 5.2. Results for the 25-Node System

Table 4 shows the results obtained by the proposed ICSA for the 25-node test system, where the following is evident: (i) the solution obtained with the ICSA for the 25-node system equals the one reported in [15] for the VSA, which states that the optimal global solution for this system is 72.2888 kW; (ii) the solution obtained with the ICSA for the 25-node system outperforms the solution obtained with the CSA, which shows that the improvement made to the classical CSA explores and exploits the solution space for systems of large dimensions (i.e., 24 nodes in this case) in a better way; and (iii) the standard deviation for the ICSA, shown in Table 4, is 0.0116 kW lower than those reported in [15] and in CSA. This affirms the repeatability properties of the ICSA for solving the phase swapping problem, considering the size of the solution space, i.e., $2.8430 \times 10^{19}$.
Table 4. Performance of the power losses after implementing the phase-swapping plan in the 25-bus test feeder.

| Method  | Connections                                                                 | Losses (kW) | Std. (kW) | Proc. Time (s) |
|---------|-----------------------------------------------------------------------------|-------------|-----------|----------------|
| Benchmark case | {1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1} | 75.4207     | -         | -              |
| CBGA [15] | {1, 1, 3, 5, 2, 1, 1, 2, 6, 5, 1, 5, 3, 6, 3, 3, 1, 3, 5, 2, 4, 3}            | 72.2919     | 0.0366    | 18.6683        |
| VSA [15]  | {1, 2, 4, 5, 6, 1, 2, 3, 1, 5, 4, 3, 5, 2, 3, 3, 5, 4, 2, 2, 2, 3}            | 72.2888     | 0.0233    | 36.6900        |
| CSA       | {4, 4, 4, 2, 6, 5, 2, 5, 6, 3, 1, 4, 2, 2, 1, 2, 3, 5, 3, 2, 5, 3, 4}         | 72.2926     | 0.0225    | 29.4161        |
| ICSA      | {4, 2, 4, 5, 6, 3, 2, 3, 1, 5, 4, 3, 5, 5, 2, 3, 3, 5, 4, 2, 2, 2, 3}         | 72.2888     | 0.0116    | 134.8935       |

Figure 5 represents the variations of the phase power losses before and after the application of phase swapping with the ICSA, where the phase losses of \(b\) increase by 11.3776 kW. On the other hand, the phase power losses of \(a\) and \(c\) approximately decrease by 11.2156 kW and 3.294 kW, respectively, which offsets the increase seen in the electrical phase \(b\) power losses. Additionally, the phase power losses are close to the average of the total power losses, approximately 24 kW, with differences of less than 3.60 kW. These results indicate that phase swapping by ICSA is an effective way to redistribute the loads in the phases of the system as evenly as possible.

Figure 5. Effect of phase swapping on power losses in the 25-bus test feeder.

Figure 6 shows a comparison of the percentage reductions of the total active power losses of the different methods displayed in Table 4, in contrast to the initial power losses. All methodologies allow a cutback of more than 4%. ICSA obtains a reduction of 4.15%, akin to the VSA reported in [15].

Figure 6. Reduction of the power losses in the 25-bus system.

5.3. Results for the 37-Node System

Table 5 shows the results obtained by the proposed ICSA for the 37-node test system, where the following is evident: (i) the solution obtained with the ICSA for the 37-node system improves the one reported in [15] for the VSA, which indicates that the optimal
solution for this system is 61.4781 kW; (ii) the solution obtained with the ICSA for the 37-node system outperforms the solution obtained with the CSA, which shows that the improvement made to the classical CSA explores and exploits the solution space for systems of large dimensions (i.e., 37-nodes) in a better way; and (iii) the standard deviation for the ICSA shown in Table 5 is 0.1344 kW, which is lower than those reported in [15] and the one obtained by the CSA. This affirms the repeatability properties of the ICSA for solving the phase swapping problem, considering the size of the solution space, i.e., $6.1887 \times 10^{28}$.

Table 5. Performance of the power losses after implementing the phase-swapping plan in the 37-bus test feeder.

| Method     | Connections                                                                 | Losses (kW) | Std. (kW) | Proc. Time (s) |
|------------|------------------------------------------------------------------------------|-------------|-----------|----------------|
| Benchmark case | $\{1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1\}$                      | 76.1357     | -         | -              |
| CBGA [15]  | $\{4,1,6,4,1,6,5,2,1,2,3,1,5,1,4,3,2,6,5\}$                                | 61.5785     | 0.4274    | 14.1816        |
| VSA [15]   | $\{4,1,1,5,3,4,2,3,1,1,3,2,2,1,3,5,2,3,1,3,6,1,2,3\}$                   | 61.4801     | 0.3286    | 50.0262        |
| CSA        | $\{4,5,4,4,4,5,4,3,3,4,4,1,5,3,3,2,3,3,4,3,4,3\}$                       | 61.6565     | 0.2975    | 89.1698        |
| ICSA       | $\{4,4,4,5,3,5,5,6,3,2,4,5,3,5,5,5,5,5,5,5,6,5,2,6\}$                  | 61.4781     | 0.1344    | 238.3614       |

Figure 7 portrays the variations of the phase power losses before and after the application of phase swapping with the ICSA, where the phase $b$ losses increase by 9.9184 kW. On the contrary, the phase power losses in $a$ and $c$ decrease by approximately 6.7771 kW and 17.7989 kW, respectively, offsetting the increase seen in the electrical phase $b$ power losses. Additionally, the phase power losses are close to the average total power losses of approximately 20.50 kW, with differences of less than 1.40 kW. These results indicate that phase swapping by ICSA is an effective way to redistribute the loads in the phases of the system as evenly as possible.

![Figure 7](image-url) Figure 7. Effect of phase swapping on power losses in the 37-bus test feeder.

Figure 8 compares the reductions in the total active power losses percentage of the different methods presented in Table 5 to the initial power losses. All methodologies allow a decrease of more than 19%, where ICSA obtains a reduction of 19.252%, a higher loss than VSA, as reported in [15], which reported a decrease of 19.249%.

In Figure 8, it is possible to observe that the proposed ICSA allows an additional improvement about 0.003% when compared to the power losses reduction with the VSA. This reduction implies a difference of 0.1784 kW in the total power losses minimization for the IEEE 37-bus system. Even if this power losses value corresponds to a small power losses reduction for this system, this demonstrates that the proposed ICSA finds an optimal solution for the IEEE 37-bus system, which supports the best current literature report obtained by [15] with the VSA method. Thus, this new solution will serve as a reference.
point for future approaches that can be proposed to solve the phase swapping problem in ADSs.

![Graph showing power loss reduction](image)

**Figure 8.** Reduction of the power losses in the 37-bus test feeder.

### 5.4. Complementary Results

The following can be concluded from the results obtained in Section 5.

✓ The optimal solution achieved with the enhanced version of the CSA for each test system is equal to the one reported in [15] for the 8- and 25-node systems. However, it obtained a better solution for the 37-node system. Note that the obtained solutions (power losses) in this research are 10.5869 kW, 72.2888 kW, and 61.4781 kW for the 8-, 25-, and 37-node systems, respectively, while the best solutions reported in [15] are 10.5869 kW, 72.2888 kW, and 61.4801 kW, respectively. It is relevant to highlight that the ICSA requires a longer processing time. Nevertheless, these times do not exceed 6 minutes, which is not significant considering the terms for optimization problems with solution spaces with hundreds of thousands of combinations. It ensures excellent quality solutions and even better ones than the values reported in the literature review in some cases (see results for the 37-node system). However, simulations in tests feeders with large number of nodes will be required to ensure that, in all of the cases, the processing times spent by the proposed ICSA will be compensated with optimal solutions better than the solutions provided by the VSA.

✓ The standard deviations reported in Tables 3–5 for the 8-, 25-, and 37-node systems, respectively, for ICSA are lower than those reported in [15]. In addition, a standard deviation of 0.1344 kW for the 37-node test system demonstrates the repeatability properties of the ICSA for solving the phasing problem, considering that the dimensions of the solution space are higher than $1 \times 10^{28}$. Regarding metaheuristic optimization methods, the main preoccupation in the literature is associated with the ability of these methods to find the same optimal solution at each simulation. However, this is not possible due to the random nature of the exploration and exploitation criteria inside of each metaheuristic optimizer. Nevertheless, when an optimization methodology exhibits low standard deviations, all the solutions are contained inside of a small hyper-sphere close to the global optimum. This improves the optimization method of the proposed ICSA when compared with a family of metaheuristic optimizers.

✓ When comparing the base cases of each test system with the proposed methodologies, as shown in Table 3 and Figures 5 and 7, the reductions in energy losses resulting from ICSA in the 8, 25, and 37-node systems are 24.34%, 4.152%, and 19.252%, respectively. The results show that better results are obtained when applying the proposed methodology for the 37-node system, in contrast to the CSA and the VSA [15]. Likewise, it is observed that the proposed enhancement for the CSA effectively explores and exploits the solution space for large systems higher than 25 nodes in the case of distribution power systems.
The comparison of the effect in the energy losses redistribution at each phase using the classic and improved CSA methods is presented in Table 6.

Table 6. Comparison between the CSA and the proposed ICSA regarding power losses among phases.

| Method   | Phase a (kW) | Phase b (kW) | Phase c (kW) | Total (kW) |
|----------|--------------|--------------|--------------|------------|
|          |              |              |              | 8-bus system |
| Benchmark case | 1.7158       | 2.3305       | 9.9462       | 13.9925    |
| CSA      | 3.7617       | 2.7295       | 4.0957       | 10.5869    |
| ICSA     | 2.7412       | 3.9930       | 3.8464       | 10.5869    |
|          |              |              |              | 25-bus system |
| Benchmark case | 36.8801      | 14.7837      | 23.7570      | 75.4207    |
| CSA      | 24.9590      | 26.2079      | 21.1627      | 72.3296    |
| ICSA     | 25.6645      | 26.1613      | 20.4630      | 72.2888    |
|          |              |              |              | IEEE 37-bus system |
| Benchmark case | 27.1532      | 11.9143      | 37.0683      | 76.1357    |
| CSA      | 19.1177      | 20.5926      | 21.1627      | 61.6565    |
| ICSA     | 20.3761      | 21.8327      | 19.2694      | 61.4781    |

With these results, we can make several observations. (i) In the 8-bus system, the phase c presents power losses higher than 4 kW, while the ICSA does not support this value; however, both solutions are indeed optimal since the total power losses is the same for both methods. (ii) In the 25-bus system both methods, i.e., the CSA and its improved version, the phase c has been identified to present higher power losses surpassing 26 kW; however, regarding the final power losses, the ICSA presents better load redistribution, since the amount of power losses is about 0.0408 kW. Finally, (iii) in the 37-bus system, the CSA method presents a difference between phases a and b power losses of 2.0450 kW, while the proposed ICSA has a minor difference between both phases with a value of 1.1067 kW. This directly impacts the final grid results with a general improvement of about 0.1784 kW in favor of the proposed ICSA, which is indeed the best global optimum reported in the current literature for the IEEE 37-bus system.

6. Conclusions and Future Works

This paper presented a master–slave methodology to solve the phase equilibrium problem in ADSs. For this purpose, an ICSA was proposed using the VSA evolution mechanism. The master stage determined the set of phase configurations for the system three-phase charges through the ICSA, using an integer encoding between 1 and 6 representing the load connections in the three-phase system. On the other hand, the slave stage evaluated each of the load connections in the TPPF, which correspond to the extended version of the iterative sweep power flow method for unbalanced three-phase systems.

The numerical results on the 8-, 25-, and 37-node test systems showed that the proposed ICSA, compared to the VSA, achieves identical solutions for the 8-node and 25-node systems. However, for the 37-node system, the ISCA obtains a better optimal solution when compared with the current report employing the VSA method. The solutions obtained by the ICSA are 10.5869 kW, 72.2888 kW, and 61.4781 kW for the 8-, 25-, and 37-node systems, representing a reduction of 24.34%, 4.152%, and 19.252%, respectively. In the same way, the solutions for the VSA are 10.5869 kW, 72.2888 kW, and 61.4801 kW, respectively.

In addition, the proposed methodology has minor standard deviations for solving the phase swapping problem for the 8-, 25-, and IEEE 37-node test systems, which were $1.099 \times 10^{-5}$ kW, 0.0116 kW, and 0.1344 kW, respectively. This demonstrates better repeatability properties of the improved algorithm, since all the solutions are contained inside small hyper-spheres around the global optimum. Further, the solution space for the phase
equilibrium problem potentially increases as a function of the demand nodes. Thus, for the IEEE 37-node system, there is a solution space bigger than $1 \times 10^{28}$, which is by far higher than 100 billion combinations. This result confirmed the effectiveness of the proposed methodology for solving complex MINLP models such as the phase equilibrium problem in ADSs as well as in being better than the optimal solution reported in the current literature using the VSA.

In future work, it is possible to accomplish the following: (i) combine the proposed phase swapping with the optimal placement of distributed generators to reduce power losses in ADSs; (ii) employ typical active and reactive power demand curves to solve the phase swapping problem using the ICSA to reduce power losses; and (iii) use the ICSA to solve the optimal reconfiguration problem in three-phase radial distribution networks.
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