A Time-Context-Dependent Resource Diffusion Algorithm Based on User Splitting
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Abstract. Personalized recommendation for smartphone applications is studied, and a time-context-dependent resource diffusion algorithm based on user splitting is proposed. The algorithm introduces time context information. According to this idea, the algorithm can make full use of user preference data information, cluster mobile applications to get more user preference categories and optimize recommendation results. In the personalized recommendation process of mobile applications, because users and projects are dynamic changes, this paper analyses the dynamic change process of the algorithm in detail, and enhances the applicability of the algorithm. Experimental results show that the proposed algorithm improves the accuracy of recommendation results compared with the previous resource diffusion algorithm.

1. Introduction

Personalized recommendation was proposed as an independent concept in the 1990s [1-2]. Tapestry, the first recommendation system named Tapestry was proposed by Goldberg et al [3]. Recommendation systems are bridges between users and applications or projects of interest. It can be divided into three categories according to the different ways of recommendation: user behaviour-based recommendation, content-based recommendation and mixed recommendation [4]. Analyse users' favourite projects and recommend similar projects. Find user B who has similar interests with user A and recommend the project that user B likes to A. Analyse the user data to get the characteristics that users like, and recommend the projects that contain these characteristics. According to the principle of recommendation system, it can be divided into demographic recommendation, knowledge-based recommendation and graph-based recommendation. Recently, collaborative filtering algorithms are also commonly used as recommendation techniques.

Researchers have proposed many algorithms for massive data in mobile applications. Sun J.L, et al presents a CBR recommendation system, which first establishes a multi-case database of users and their preferences, and then combines expert system analysis to analyze the potential preferences of users, or to analyze users' thinking patterns, so as to form personalized cases of different users' preferences for recommendation [5]. A recommendation algorithm using cloud as an intermediate node for recommendation is proposed-DocCloud Recommendation System by Vera-Del-Campo J. By adding the recommendation method of intermediate nodes, the user's factors are well protected. The recommender's recommendation and the recommender's acceptance of the recommendation can be anonymously carried out. The system introduces many security mechanisms into the recommendation algorithm [6]. Chang H.Y, et al propose an Internet TV recommendation system, which successfully used cloud-assisted channel recommendation and adopted association rules to
solve the problem of slow channel switching. A large number of users' history logs are processed in parallel by distributed processing on multiple computers. The experimental results show that this method can help users find their favorite program channels in a short time superior to COV and MFS algorithms [7]. In literature [8], a system of promoting e-learning system for learners is presented. The fuzziness and uncertainty of user's learning activities, i.e. the uncertain category of a learning activity, are studied. The priority relationships of multiple learning activities that users are interested in are given. The problem of individuation in the process of learning recommendation is solved. Liu H et al propose a recommendation system model based on collaborative filtering. The model not only considers the local context information of user ratings, but also the global preference of user behavior [9]. Wang L.C et al proposed a fashion recommendation system for consumers to choose the most relevant fashion design scheme and provide personalized fashion products. Fuzzy knot and fuzzy relation are used to formally describe the perceptual data of consumers and designers, and fuzzy cognitive map is used to model [10]. In addition, there are many recommendation algorithms and systems based on different applications [11-13].

These methods greatly improve the quality of recommendations, but these algorithms require multi-dimensional contextual information, such as installation information, detailed records, implicit feedback, and so on. First, a large amount of user information needs to be collected, which consumes more time and space resources. Second, the current mobile system does not have relevant data collection and processing modules, which is not conducive to the promotion and application. Considering the above problems, this paper proposes a time-context-based resource diffusion algorithm, which improves the accuracy of the recommendation algorithm under the condition of the allowable resources of mobile devices (time and space resources).

2. Analysis of common resource diffusion algorithm

Literature [14] gives the basic principle of current common resource diffusion algorithm- Bipartite network projection, as shown in figure 1.

Let bipartite graph \( G = (P,Q,R) \), where \( P = \{p_1, p_2, \ldots, p_s\} \) is the set of items, \( Q = \{q_1, q_2, \ldots, q_u\} \) is the set of users, and \( R \) is the edge set representing the preference relationship between users and items.

![Figure 1. Calculation process of bipartite network projection.](image)

The calculation process of the user's preference for the items in the algorithm based on bipartite network projection is shown in figure 1.

Let \( f(p_i) \) an integer greater than 0, which denote the initial resource of the first node in set \( P \), \( f(q_i) \) is the resource value of the first element in \( Q \), and the resource is diffused from \( P \) to \( Q \). \( M \) is a resource transfer matrix. \( m_{i,j} \) represents the proportion of resources transferred from \( p_i \) to \( p_j \). The elements \( i \) in set \( P \) are redistributed by two-step diffusion.

The resource transfer matrix of figure 1 is

\[
\begin{bmatrix}
3/7 & 1/7 & 6/21 \\
1/12 & 4/9 & 7/21 \\
5/12 & 7/18 & 4/9
\end{bmatrix}
\]. When computing a user's preference vector, the resource transfer matrix is multiplied by the user's item selection vector. The
calculation process of the item preference vector of the first user (black solid circle) in figure 1 is as follows. The value of the element in the result vector reflects the user's preference degree for the item.

\[
\begin{bmatrix}
3/7 & 1/7 & 6/21 & 1 \\
1/12 & 4/9 & 7/21 & 0 \\
5/12 & 7/18 & 4/9 & 0
\end{bmatrix} \times \begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix} = \begin{bmatrix}
3/7 \\
1/12 \\
5/12
\end{bmatrix}
\]

Previous resource diffusion algorithms simulated the process of material diffusion in physics and obtained the recommended results by using simple two-step resource allocation in the user-item bipartite graph. The results of this kind of resource diffusion algorithm are better than the classical collaborative filtering algorithm. However, the research of Neal et al. shows that this kind of algorithm has a good performance in the test set, but the effect is not good in practical application, because this kind of resource diffusion algorithm does not consider the time factor, that is, it directly obtains the recommendation results from the historical records. Therefore, the algorithm proposed in this paper divides users whose preferences change with time into multiple users. In other words, time context information is introduced from the perspective of user splitting to improve the recommendation accuracy of the algorithm.

3. Time-context-dependent resource diffusion algorithm based on user splitting

The algorithm proposed in this paper is named as time-context-dependent resource diffusion algorithm based on user splitting. The mathematical model and algorithm steps of the algorithm are described in detail in this section.

3.1. Mathematical model of Algorithm

The mathematical model is expressed as a four partite graph with \( r + r + n + s \) nodes, \( G = (P, U, I, T, E) \), as shown in figure 2. Assuming that the number of users is \( r \), the number of items is \( n \), the number of tags is \( s \). \( U = (u_1, u_2, \ldots, u_r) \) is the set of users, \( P = (p_1, p_2, \ldots, p_r) \) is the set of time property to each user, each user can choose different items at different times. \( I = (i_1, i_2, \ldots, i_n) \) is the set of items. \( T = (t_1, t_2, \ldots, t_r) \) is the label classification of items. \( E \) is the edge set representing the preference relationship between users and items.

![Mathematical model of time-context-dependent resource diffusion algorithm based on user splitting.](image)

Figure 2. Mathematical model of time-context-dependent resource diffusion algorithm based on user splitting.

3.2. Algorithm description

In literature [15-16], we have done some basic work, and proposed the recommendation algorithm of time context and user splitting algorithm. Here we give the step description of time-context-dependent resource diffusion algorithm based on user splitting.

STEP1: Resource diffusion, as shown in figure 2. The resource allocation results of elements in item \( I \) are obtained by using the resource diffusion algorithm for user \( U \) and item \( I \), which are stored as the resource transfer matrix \( M \).
Let the distance between elements in item $I$ be as formula (2).

$$
\text{dis}_i = \begin{cases} 
\log m_{i,j} \times \log m_{j,i} & m_{i,j} \neq 0 \text{ and } m_{j,i} \neq 0 \\
+\infty & \text{otherwise}
\end{cases}
$$

STEP3: User splitting. The users whose preferences change with the time dimension are divided into multiple users by using the splitting idea. When making item recommendation to users with user splitting, new users obtained by using the splitting idea can participate in the algorithm operation as historical users as shown in figure 3(b) to 3(c). The method is as follows: Let the ordered set $U$ be the list of user $U_a$ preference items sorted in chronological order, and $U_1$ be the ordered set of the initial $m$ items. Let $U_2 = U - U_1$. The difference ratio between $U_1$ and $U_2$ in various tags is defined as formula (3).

$$
\text{Ratio}_{a_1-a_2} = \frac{1}{2|U|} \sum_{i=1}^{\text{tags}} \text{differs}
$$

Where $|\text{tags}|$ the module of the tag is set and $\text{differs}$ is the difference of the number of items in each tag. $|U|$ is module of the set of users.

$T$ is the threshold set by the system. When $\text{Ratio} \geq T$, it is believed that user preference has changed and new users $U_a$ are obtained, that is, user $U_a$ is split into $U_a$ and set $U_1$ is the list of user $U_a$ preference items. When $\text{Ratio} \leq T$, the user preference is considered unchanged. Let $U_1 = U - U_1 - U_2$. $\text{Ratio}_1$ is the difference ratio between $U_1$ and $U_3$. When $\text{Ratio}_1 \geq T$, we get new user $U_a$, set $U_1 \cup U_2$ is the list of user $U_a$ preference items, and when $\text{Ratio}_1 < T$, we get new user $U_a$ by splitting, set $U_1 \cup U_2 \cup U_1$ is the list of user $U_a$ preference items. The $U_a$ split ends when the module of the remaining preference item set $U_{last}$ is less than $m$. $U_{last}$ is the last user set split from $U_a$.

STEP4: Production of user tag preference vector. As shown in figure 4, let the edge between each user-item have a weight of 1, distribute the items evenly to relevant tags, sum and normalize the user preference vector. For example, the user $u_1$ preference vector is $V_{u_1} = [1/3, 1/19, 5/18, 1/21, 1/3]$.

STEP5: Items additions and deletions. Let the total downloads of the mobile application item since its release be $x$, and when the download times of nearly a month are less than $m$% of the total downloads, the item is considered to have entered a declining period. Delete the item and re-execute the algorithm. Add the items, when the number of mobile application item uploads times above $m$% of the current item set $|I|$.
STEP6: User additions and deletions. When a new user $U_{\text{new}}$ joins the set $U$ and the new user downloads application item $I_j$, add the mapping $U_{\text{new}} - I_j$. When a user's related items are deleted, the user is deleted.

STEP7: Generate a list of recommendations. Based on the user tag preference vector, the items within each tag are recommended in proportion.

4. Experimental verification and analysis

4.1. Data sets and measurement standard

The data set was obtained by crawling the 360 app circle in December, 2018, including 1,175 Android mobile apps and their downloaders and download date. Each mobile app has 1 to 4 tags, which are selected from 37 system tags provided by the app circle. The data set is divided into 5 data subsets in ascending order according to download time. The first m ($1 \leq m \leq 4$) data subsets are taken as training sets, and the latter 5-m data subsets are taken as test sets for algorithm verification. Take the top 10 average accuracy as the measurement standard.

4.2. Experimental results and analysis

Set $R=0.16$ as the diffusion ratio in the experiment [17]. Tag clustering is performed when the number of mobile apps in the tag is greater than 60. The commonly used resource diffusion algorithm [14] and the algorithm (time-context-dependent resource diffusion algorithm based on user splitting) proposed in this paper are tested. The comparison of experimental results is shown in table 1 and figure 5. The number of test subsets in the table 1 is the first m subsets sorted in chronological order, as described in section 4.1. Common algorithms refer to commonly used resource diffusion algorithms, and
time-content-dependent algorithm refers to the time-content-dependent resource diffusion algorithm based on user fission algorithm proposed in this paper.

Table 1. Comparison of average precision of algorithm.

| Number of test subsets | Common algorithms | time-context-dependent algorithm |
|------------------------|-------------------|---------------------------------|
| 1                      | 18.2%             | 21.3%                           |
| 2                      | 23.9%             | 28.2%                           |
| 3                      | 26.2%             | 32.1%                           |
| 4                      | 27.6%             | 36.4%                           |

Figure 5. Comparison of algorithm accuracy.

It can be seen from table 1 and figure 5 that the accuracy of the algorithm proposed in this paper is obviously better than the traditional resource diffusion algorithm. This is because the algorithm uses the idea of user splitting to introduce time context information, makes full use of the time attribute of data, and improves the performance of the algorithm in practical applications. With the increase of test subset data, the average precision of both algorithms increases, but the algorithm proposed in this paper increases more obviously. It indicates that with the increase of data set, the user's interest list increases and the proportion of users participating in user splitting increases. This algorithm can make more effective use of the time context attribute, thus improving the accuracy of the algorithm.

5. Conclusion
This paper proposes a time-context-dependent resource diffusion algorithm based on user splitting. The algorithm improves the accuracy by introducing time context information through user splitting. User splitting avoids the emergence of super-large users and the excessive influence of super-large users on the recommendation results of other users. To make it easier for users to upload applications, many practical application systems provide more granular tags for users to select and mark. This algorithm gets more refined tags by tag clustering, and solves the problem of less tag number and larger granularity in the system. In fact, the structure of user-item bipartite graph is decomposed, the operation scale of the algorithm is reduced, and the efficiency of the algorithm is improved.

The common resource diffusion algorithm is compared with the algorithm proposed in this paper. The data set was obtained by crawling The 360 app circle in 12, 2018, including 1,065 Android mobile apps and their downloaders and download date. Experimental results show that the accuracy of the proposed algorithm is better than the common resource diffusion algorithm.
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