Dark Energy Survey Year 1 Results: calibration of redMaGiC redshift distributions in DES and SDSS from cross-correlations
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ABSTRACT

We present calibrations of the redshift distributions of redMaGiC galaxies in the Dark Energy Survey Year 1 (DES Y1) and Sloan Digital Sky Survey (SDSS) DR8 data. These results determine the priors of the redshift distribution of redMaGiC galaxies, which were used for galaxy clustering measurements and as lenses for galaxy–galaxy lensing measurements in DES Y1 cosmological analyses. We empirically determine the bias in redMaGiC photometric redshift estimates using angular cross-correlations with Baryon Oscillation Spectroscopic Survey (BOSS) galaxies. For DES, we calibrate a single-parameter redshift bias in three photometric redshift bins: $z \in [0.15, 0.3]$, $[0.3,0.45]$, and $[0.45,0.6]$. Our best-fit results in each bin give photometric redshift biases of $|\Delta z| < 0.01$. To further test the redMaGiC algorithm, we apply our calibration procedure to SDSS redMaGiC galaxies, where the statistical precision of the cross-correlation measurement is much higher due to a greater overlap with BOSS galaxies. For SDSS, we also find best-fit results of $|\Delta z| < 0.01$. We compare our results to other analyses of redMaGiC photometric redshifts.
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1 INTRODUCTION

The Dark Energy Survey is an on-going, five-year photometric survey, which will image 5000 deg$^2$ of the sky. In DES Collaboration et al. (2018), a cosmological analysis is produced based on measurements of DES Year 1 data including galaxy clustering (Elvin-Poole et al. 2018), cosmic shear (Troxel et al. 2018), and galaxy-galaxy lensing (Prat et al. 2018). The cosmological interpretation of these measurements relies critically on precise and accurate estimates of galaxy redshift distributions. Redshifts at cosmological distances indicate a specific time in the universe being observed, making them paramount for each of these measurements to accurately study the history of the universe. While spectroscopic surveys can obtain precise galaxy redshifts, currently they cannot sample the large sky areas to faint enough magnitudes needed for the above cosmological measurements. As a result, we must rely on multi-band photometric surveys to provide approximate redshift estimates.

Photometric galaxy surveys such as DES (The Dark Energy Survey Collaboration 2005), KiDS (de Jong et al. 2013), HSC (Aihara et al. 2018), and in the future LSST (Tyson et al. 2003), Euclid (Laureijs et al. 2011), and WFIRST (Spergel et al. 2013) will rely on this technique of estimating approximate photometric redshift (photo-z) estimates from multi-band imaging. Reviews of photo-z algorithms can be found in e.g. Hildebrandt et al. (2010), Sánchez et al. (2014), Bonnett et al. (2016), and Hoyle et al. (2018) and references therein. The robustness of their cosmological results will depend upon the reliability of the photo-z estimates.

In the past decade, a separate technique of determining redshifts has been studied, starting most prominently with Schneider et al. (2006) and Newman (2008). The technique, sometimes called the cross-correlation method, or clustering redshifts, involves measuring angular correlation functions between a sample of galaxies for which the redshifts are unknown, and a reference sample of galaxies for which the redshifts are known. The technique uses the fact that because galaxies cluster via gravity, two galaxies with small angular separation are more likely to be spatially correlated and thus at similar distances (and redshifts). The above is only a statistical statement since a pair of galaxies may be close on the sky due to chance projection. However, for a large sample of galaxies with unknown redshifts, angular clustering with a reference sample of known redshifts provides an informative prior on the redshift distribution of the former. The technique has developed with several variations in the past decade, and has been tested on multiple data sets and simulations (Matthews & Newman 2010; McQuinn & White 2013, Ménard et al. 2013; Schmidt et al. 2013; among others). Recent uses include calibrating redshifts of CFHTLenS (Heymans et al. 2012) galaxies in Choi et al. (2016), of KiDS galaxies in Hildebrandt et al. (2017), Morrison et al. (2017), Johnson et al. (2017), and DES science verification galaxies in Davis et al. (2018).

This work focuses on calibrating the redshift distribution of redMaGiC galaxies using cross-correlations. These galaxies are luminous red galaxies (LRG) selected by the redMaGiC algorithm (Rozo et al. 2016). The algorithm was specifically designed to create a sample of LRGs with minimal photometric redshift errors. The resulting sample is also luminosity-thresholded and has a constant comoving density. Each of these features is important for measurements of large-scale structure. The redMaGiC algorithm relies on the redMaPPer red sequence cluster finder (Rykoff et al. 2014), which uses a set of spectroscopic galaxy clusters and photometric data to create a photometric template for the red sequence of galaxies as a function of redshift. The redMaGiC algorithm selects galaxies when its colours are well matched by the template.

Several DES Year 1 studies use redMaGiC galaxies. In Elvin-Poole et al. (2018), the spatial clustering of redMaGiC galaxies is measured. In Prat et al. (2018), redMaGiC galaxies are used as the lenses in galaxy-galaxy lensing measurements. Both of these measurements are used in the cosmological analysis of DES Collaboration et al. (2018). Separately, redMaGiC galaxies are used for a counts and lensing in cells cosmological analysis in Gruen et al. (2018).

Uncertainties and biases in the redshift distributions of the redMaGiC galaxies will contribute to statistical and systematic errors in the cosmological parameter estimates derived from these measurements.

Two other cross-correlation papers using DES Y1 data, Davis et al. (2017) and Gatti et al. (2018), also use the redMaGiC galaxies. In these analyses, the redMaGiC galaxies serve as a reference sample to cross-correlate with the weak lensing source galaxies (Zuntz et al. 2018), with Davis et al. (2017) calibrating the Y1 data and Gatti et al. (2018) using simulations to assess the systematic uncertainties of the method. The redMaGiC photo-z’s are much more precise than those for the weak lensing source galaxies. The redMaGiC galaxies can thus be used as a “pseudo-spectroscopic” sample to calibrate the redshift distribution of the source galaxies via cross-correlations. Using redMaGiC as the reference sample is necessary since there are too few galaxies with spectroscopic redshifts in the DES footprint to use for cross-correlations to calibrate the source galaxies. This paper’s calibration of redMaGiC thus also impacts these other cross-correlation papers and their constraints used in the DES Y1 cosmology papers.

To calibrate redMaGiC, we cross-correlate with the LOWZ and CMASS spectroscopic galaxy samples from the Baryon Oscillation Spectroscopic Survey (BOSS, Dawson et al. 2013) from the Sloan Digital Sky Survey (York et al. 2000) Data Release 12 (SDSS DR12, Alam et al. 2015)). The BOSS sample was chosen since it is the largest spectroscopic sample that overlaps the DES Y1 footprint. The overlap overall is a small fraction of the full-DES Y1 footprint though, only over part of the region known as Stripe 82 (RA ∈ [317, 360], DEC ∈ [−1.8, 1.8]). Each of the DES analyses using redMaGiC mentioned previously do not use this Stripe 82 area of Y1, opting only to use the much larger contiguous region further South. The Stripe 82 DES redMaGiC sample is roughly 10 per cent as large as the Southern redMaGiC sample used in the other analyses. The Stripe 82 and Southern DES redMaGiC samples were created with the same methodology.

The main goal of this paper is to estimate the photo-z bias of the redMaGiC algorithm to support the DES Y1 cosmological measurements. A secondary goal is to understand the redMaGiC photo-z biases in more detail to support future uses of the algorithm. For this second goal, we also study the SDSS redMaGiC sample which has a far larger overlap with the BOSS spectroscopic galaxies, allowing us to greatly reduce the statistical errors on our calibrations. In the limit that the DES and SDSS redMaGiC photo-z’s behave similarly, the SDSS results may be the more precise measurement of issues also present in DES. In Section 6, we compare the measured photo-z biases with the estimated biases of the redMaGiC algorithm in Rozo et al. (2016). A large sample of SDSS redMaGiC galaxies that have spectroscopic redshifts (spec-z) will also be used to test our methodology and systematics in Section 4.1.

The outline of this paper is as follows. In Section 2, we describe the data sets used in our work, redMaGiC galaxies and reference
spectroscopic galaxies. In Section 3, we describe our methodology of measuring the cross-correlations, correcting for galaxy clustering bias evolution and using our results to calculate a photometric redshift shift bias for redMaGiC. (From this point forward, ‘galaxy bias’ will always refer to the linear galaxy clustering bias, \( b \) in equation (1), not to be confused with the photo-z bias.) In Section 4, we validate our methodology by testing on a subset of SDSS redMaGiC galaxies that have spectroscopic redshifts, and estimate the amplitude of different systematic uncertainties (primarily the galaxy bias evolution) based on that test and others with the main data sets. In Section 5, we present our main results for DES and SDSS redMaGiC photo-z biases in our fiducial redshift binning. In Section 6, we alter our analysis somewhat to more precisely estimate redMaGiC photo-z biases as a function of redshift and compare to previous estimates of bias. In Section 7, we summarize our work.

2 DATA SETS

2.1 Dark Energy Survey redMaGiC

The redMaGiC selection algorithm of LRGs is described in Rozo et al. (2016). The algorithm has been slightly updated as described in Elvin-Poole et al. (2018), and applied to the DES Y1 Gold catalog (Drlica-Wagner et al. 2018). For DES Y1, the redMaGiC algorithm uses a sampling from a Gaussian distribution \( \zeta_{\text{rmg}} \pm \sigma_{\text{rmg}} \) rather than simply the central redshift value, \( \zeta_{\text{rmg}} \), to compute the comoving density as done in Rozo et al. (2016).

We calibrate the photometric redshift bias of redMaGiC galaxies in the photometric redshift bins defined in Elvin-Poole et al. (2018), namely \( z \in [0.15, 0.3), [0.3, 0.45), [0.45, 0.6] \). We note that while Elvin-Poole et al. (2018) defines two additional higher-redshift bins, the number of spectroscopic galaxies at these redshifts is too low for us to use cross-correlation techniques for photo-z calibration.

As described in Elvin-Poole et al. (2018), there are three redMaGiC samples defined by luminosity cuts of \( \text{L}_{\text{L}} > 0.5 \) (‘high-density’), \( \text{L}_{\text{H}} > 1.0 \) (‘high-luminosity’) and \( \text{L}_{\text{HH}} > 1.5 \) (‘higher-luminosity’), where the reference luminosity \( \text{L}_{\text{r}} \) is computed using a Bruzual and Charlot (Bruzual & Charlot 2003) model for a single star-formation burst at \( z \approx 3 \) (Rykoff et al. 2016). The samples use different photometric methods for the red sequence training. The high-density sample uses SExtractor MAGAUTO quantities applied to redMaPiPer as in Soergel et al. (2016). The training for the high-luminosity and higher luminosity samples uses a multi-epoch, multi-band, and multi-object fit (MOF) described in Drlica-Wagner et al. (2018) applied to redMaPiPer in McClintock et al. (2018). We also use a DES systemsatics derived set of weights as used in Elvin-Poole et al. (2018). More details on the redMaGiC catalogues are in Elvin-Poole et al. (2018).

For the redshift range of \( z = 0.15 - 0.6 \), the high-density sample is what is used by Elvin-Poole et al. (2018) and DES Collaboration et al. (2018). Those papers use the high- and higher-luminosity sample only at \( z > 0.6 \), a redshift range that our work cannot study due to fewer spectroscopic galaxies in BOSS. However, the higher luminosity sample at \( 0.15 < z < 0.6 \) is used in Davis et al. (2017), as a reference sample for cross-correlations with weak lensing source galaxies used in Troxel et al. (2018), Prat et al. (2018) and DES Collaboration et al. (2018). Since no DES Y1 analysis uses the high-luminosity sample in the redshift range we probe, we only calibrate the high-density and higher luminosity samples for DES.

The redMaGiC algorithm assigns each galaxy in the catalogue a redshift value, \( \zeta_{\text{rmg}} \) and error \( \sigma_{\text{rmg}} \). The redshift value, \( \zeta_{\text{rmg}} \), is used to place the galaxies into the different redshift bins. However, the photometric redshift distributions, \( n_{\text{pz}} \) are built by stacking estimates of the redshift of each galaxy assuming the probability distribution function (PDF) is a Gaussian centred at \( \zeta_{\text{rmg}} \) with spread \( \sigma_{\text{rmg}} \). Thus, the photometric redshift distribution of, e.g. a bin of \( z \in [0.15, 0.3) \) will extend into \( z < 0.15 \) and \( z > 0.3 \). All plotted photometric redshift distributions in this work match this procedure, which is also done in Elvin-Poole et al. (2018).

The redMaGiC sample in Stripe 82 (RA \( \in [317, 360) \), DEC \( \in [-1.8, 1.8] \)), where we have the ability to use cross-correlations with BOSS galaxies, spans \( \sim 124 \, \text{deg}^2 \) after masking. This sample is about 10 per cent the size of the main DES redMaGiC sample, which is further South (roughly RA \( \in [300, 360] \), [0, 100], DEC \( \in [-60, -40] \), see Elvin-Poole et al. (2018)). Numbers for the DES redMaGiC samples in this region used in this work are given in Table 1.

The spatial separation between the redMaGiC galaxies used in this work for calibration and those in the main DES cosmology papers theoretically could mean the calibrations are not applicable to the DES Y1 papers. Procedures and tests in Drlica-Wagner et al. (2018) and Elvin-Poole et al. (2018) strongly limit the extent these samples could be different though. The Gold catalog created in Drlica-Wagner et al. (2018) contains all of the area covered by this work (‘Stripe 82 region’) and the cosmology papers (‘SPT region’). Drlica-Wagner et al. (2018) constrains the photometric calibration to within 2 per cent across the full footprint. That calibration includes accounting for Galactic dust reddening as measured by Schlegel, Finkbeiner & Davis (1998) by using stellar locus regression (Kelly et al. 2014). Elvin-Poole et al. (2018) goes a step further in assessing systematics for the redMaGiC catalog by looking for correlations of galaxy density with various systematics, such as seeing, exposure time, stellar density, Galactic extinction, and other properties to create a system of weights for the redMaGiC catalog. This same process was done for both the ‘Stripe 82’ and ‘SPT’ redMaGiC catalogues. The resulting weights had negligible impact on the cross-correlations measurements in this paper. This is not surprising, as the systematics in Elvin-Poole et al. (2018) were seen to be significant only at large scales (>60'). This work uses smaller scales than all of the measurements in Elvin-Poole et al. (2018), with their work using only scales >10', and ours using only scales <10', after converting from the physical distance bounds mentioned in Section 3. Furthermore, our methodology weights the smallest angular scales (equation (2)).

2.2 Sloan Digital Sky Survey redMaGiC (DR8)

We use the SDSS DR8 redMaGiC catalogues created in Rozo et al. (2016). SDSS DR8 photometric data is described in Aihara et al.
The catalogue uses the red sequence calibration of the DR8 redMaPPer catalogue (Rykoff et al. 2014). Masking of the DR8 galaxy catalogue was done while applying the redMaPPer and redMaGiC algorithms, using data from the mask in the Baryon acoustic oscillation survey (BOSS) (Dawson et al., 2013) as well as stellar masking using data in the Yale Bright Star Catalogue (Hoffleit & Jaschek 1991) and New General Catalog (NGC, Sinnott (1988)). Spectroscopic training for the redMaPPer algorithm used SDSS DR10 data (Ahn et al. 2014). The final catalog covers ~9, 350 deg².

Similar to the DES redMaGiC catalogues, the SDSS catalogues are defined by luminosity cuts. In Rozo et al. (2016), the L/L₀ > 0.5 and L/L₀ > 1.0 catalogues are called ‘Faint’ and ‘Bright’, respectively, but we will refer to them by their DES-equivalent names, ‘high-density’ and ‘high-luminosity’. There is no ‘higher-density’ subsample, but we will refer to them by their DES-equivalent names, ‘high-density’ and ‘high-luminosity’. The random galaxy catalogues (used in equation (2)) are formally selected spectroscopic galaxy sample fit the purposes of our methodology (Section 3.2). We did not test using both the LOWZ and CMASS samples at overlapping redshifts (i.e. not applying the 0.43 cut), but doing so would only increase the sample of galaxies by ~6 per cent. The DR12 catalogue was designed primarily to measure the Baryon acoustic oscillations (BAO) signal (Alam et al. 2017), but its properties as a large, uniformly selected spectroscopic galaxy sample fit the purposes of cross-correlations quite well.

For the correlations with DES redMaGiC, the BOSS catalog has 20,473 galaxies in Stripe 82 in the redshift range of z ∈ [0.1, 0.7]. For the correlations with SDSS redMaGiC, we use the full area of the catalogue, which has 825,751 galaxies in the redshift range of z ∈ [0.1, 0.55]. The full redshift distribution of the BOSS catalogue is shown in Fig. 1, including redshift ranges not used in this work.

### 2.4 Buzzard simulations

We make use of simulations in this section to study the large-scale structure catalogue described in Reid et al. (2016) from the BOSS survey (Dawson et al. 2013) published as part of the SDSS DR12. The catalogue, associated mask, and simulated random galaxies are described in detail in Reid et al. (2016) and references therein. The random galaxy catalogues (used in equation (2)) were generated from N-body simulations using L-Gadget 2, a modified version of GADGET2 (Springel 2005) with haloes identified using ROCKSTAR (Behroozi, Wechsler & Wu 2013), and galaxies assigned using ADDGALS (Wechsler et al. 2018). Spectral energy

**Table 2.** SDSS redMaGiC number of galaxies by sample. The subsample with spec-z will be used as a test sample in Section 4.1. The high-density and high-luminosity samples are defined by the luminosity threshold, L/L₀. The total number of galaxies, N$_{gal}$ and the galaxy density, n$_{gal}$ are also shown. This samples covers roughly the entire SDSS footprint, ~9, 350 deg².

| SDSS Galaxy Sample | L/L₀ | n$_{gal}$(arcmin$^{-2}$) | N$_{gal}$ |
|--------------------|------|--------------------------|---------|
| High-density w/spec-z (z ∈ [0.15, 0.3]) | 0.5 | 0.0013 | 43181 |
| High-density w/spec-z (z ∈ [0.3, 0.45]) | 0.5 | 0.0016 | 55214 |
| High-density (z ∈ [0.15, 0.3]) | 0.5 | 0.0146 | 512380 |
| High-luminosity (z ∈ [0.3, 0.45]) | 1.0 | 0.0036 | 1228418 |
| High-luminosity (z ∈ [0.3, 0.45]) | 1.0 | 0.0074 | 247406 |

**Figure 1.** The redshift distribution of the BOSS spectroscopic galaxies from SDSS DR12. The full sample that overlaps SDSS and the subsample that overlaps DES are both shown. The BOSS galaxies are our reference sample to cross-correlate with redMaGiC galaxies.
distributions (SEDs) are assigned using spectroscopic data from SDSS DR7 (Cooper et al. 2011). From these, photometry is generated for the DES filters and photometric errors are assigned using the Y1 depth map (Rykoff, Rozo & Keisler 2015). The redMaGiC algorithm is run on these photometric measurements.

We note that we do not test our full methodology in simulations due to uncertainties in modelling characteristics of the BOSS spectroscopic sample, such as its galaxy bias evolution. However, many of the choices for the cross-correlation methodology used in this work (Section 3.1) are based on testing cross-correlations of simulated DES redMaGiC galaxies and weak lensing source galaxies in Gatti et al. (2018), which use the same Buzzard simulations as described here. For extensions beyond the methodology in Gatti et al. (2018), such as testing the accuracy of the galaxy bias correction (Section 4.1), we use the SDSS redMaGiC galaxies with spectroscopic redshifts as a sample that we can validate our methods against.

3 METHODS

3.1 Unknown and reference correlation measurement

The clustering redshifts method involves a cross-correlation between an ‘unknown’ sample for which redshift estimates are desired, and a ‘reference’ sample with known redshift measurements for each object. In our study (in contrast to Gatti et al. (2018) and Davis et al. (2017)), the unknown is the redMaGiC galaxy sample, and the reference are the LOWZ and CMASS spectroscopic galaxies from BOSS/SDSS DR12.

The basic framework of the clustering measurement in this work is similar to that of Gatti et al. (2018), and we provide a brief summary of the methods described there. Our analysis differs from that of Gatti et al. (2018) and Davis et al. (2017) in our methodology to correct for galaxy bias evolution, which we describe in Section 3.2.

In the clustering redshift technique, one relates the normalized redshift distribution of the unknown sample, \(n_u(z)\), to the angular cross-correlation, \(w_{ur}\), between the unknown sample and a narrow redshift slice of the reference sample. In the limit of linear scale-independent biasing, \(n_u(z)\) and \(w_{ur}\) are related by:

\[
w_{ur}(\theta) = \int dz \, n_u(z) n_r(z) b_u(z) b_r(z) w_{mn}(\theta, z),
\]

where \(n_r\) is the normalized redshift distribution of the reference samples, \(b_u\) and \(b_r\) are the galaxy biases of the unknown and reference samples, and \(w_{mn}\) is the two-point correlation function of the full matter distribution.

For our measurement of \(w_{ur}(\theta)\), we implement the method used in Schmidt et al. (2013). The method counts unknown galaxies in annuli around each reference galaxy bound by comoving scales \(r = (1 + z)D_A \theta\) from \(r_{\text{min}}\) to \(r_{\text{max}}\), where \(D_A\) is the angular diameter distance to create a single-value estimate of the cross-correlation between two samples. For our analysis, we set \(r_{\text{min}} = 500\) kpc and \(r_{\text{max}} = 1500\) kpc. This choice of scales is based on the work in Gatti et al. (2018), where the impact of scales on the method is analysed.

We note that the scales mentioned above include the non-linear regime of density fluctuations which puts into question the assumption of a linear scale-independent galaxy bias model in equation (1). Gatti et al. (2018) studies a variety of scales in simulations for the fiducial method used here, and finds that implementing a linear bias model on these scales does not significantly impact the accuracy of the method. Our results in Section 4.1, where we test the method on redMaGiC galaxies with spectroscopic redshifts, also supports the conclusion that using these scales does not significantly impact the accuracy of the results.

\[\bar{w}_{ur} = \frac{N_{\text{Dr}}}{N_{\text{Dd}}} \int_{r_{\text{min}}}^{r_{\text{max}}} dr' W(r') \left[ D_r(r') \right] - 1,\]

where \(\bar{w}_{ur}\) is the single-value cross-correlation, \((D_rD_r(r'))\) and \((D_dD_d(r'))\) are the numbers of data–data and data–random pairs in different angular bins set by \(r'\), \(N_{\text{Dr}}\) and \(N_{\text{Dd}}\) are the numbers of galaxies in the reference sample and reference randoms, and \(W(r')\) is a weighting function set to \(1/r'\) as part of the method in Schmidt et al. (2013). Equation (2) uses a random catalogue for the reference sample as mentioned in Section 5.2. Only the randoms for the reference sample are used to be consistent with the analysis of Gatti et al. (2018). Here and below, all our cross- and auto-correlations (e.g. equations (4)-(5)) will use this single-value estimate defined in equation (2) for each pair of unknown and reference redshift-binned samples.

In practice, we will evaluate equation (2) in narrow discrete redshift bins of the reference sample \((dz = 0.01\) or 0.02\) centred at \(z\). In each reference bin, the normalized \(n_u(z)\) is just 1, though \(n_u(z)\) is still unknown, as \(n_u(z)\) goes over the full redshift range of the unknown sample of interest (which, in this work, is binned by \(dz = 0.15\)). We can then invert equation (1) to obtain the number of galaxies in the unknown sample in each of these reference sample redshift bins:

\[
n_u(z) \propto \bar{w}_{ur}(z) \left( \frac{1}{\bar{b}_u(z)} \frac{1}{\bar{b}_r(z)} \frac{1}{w_{\text{mn}}(z)} \right),\]

where the barred quantities indicate we are now using the single-value estimator of equation (2). Equation (3) also assumes that the galaxy biases and the matter–matter correlation function are not changing significantly across the reference bin centred at \(z\). The reference redshift bins are narrow, only \(dz = 0.01\) for the SDSS redMaGiC analysis and 0.02 for the DES analysis. We use larger bins in the DES analysis to have more galaxies per bin and reduce statistical errors.

Alternative methods to the above are also studied in Gatti et al. (2018) but we use the preferred method identified in that work. The similar method from Ménard et al. (2013) produces comparable results. Alternative estimators were also tested, such as using only randoms for the unknown sample instead of reference, a test that could reveal issues in the spectroscopic data set. The Landy–Szalay estimator (Landy & Szalay 1993) was also tested in our analysis, which uses randoms for both samples of galaxies. We note that using randoms for the unknown sample would be a more acceptable option in our work than it was in Gatti et al. (2018) and Davis et al. (2017), where an accurate mask and random catalogue was difficult to make for the weak lensing source galaxies in DES Y1. Our tests found that changing the estimators produces far less variance than the systematic errors described below, namely the effects of correcting for galaxy bias, so we decided to match the estimator used in Gatti et al. (2018) and Davis et al. (2017) for consistency.

3.2 Correcting for galaxy bias

Equation (3) gives us a solution for calculating \(n_u(z)\) with a few unknowns. In the calibration of weak lensing source galaxies in simulations. The counted galaxies are also inverse-weighted by distance which improves the S/N ratio of the measurement (Schmidt et al. 2013). For the single-value cross-correlation, we use the estimator from Davis & Peebles (1983):

\[
\bar{w}_{ur} = \frac{N_{\text{Dr}}}{N_{\text{Dd}}} \int_{r_{\text{min}}}^{r_{\text{max}}} dr' W(r') \left[ D_r(r') \right] - 1,\]
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Davis et al. (2017), corrections for the galaxy bias are not part of the fiducial procedure. In the simulations studied in Gatti et al. (2018), the galaxy bias redshift evolution of the sources is found to be quite complex and difficult to model. The redMaGiC galaxy bias evolution in the simulations (also studied here in Section 4.2) is far more smooth in comparison, but it is only a minor correction in Gatti et al. (2018). Instead of correcting for either galaxy bias directly, Gatti et al. (2018) assesses how much ignoring the galaxy biases changes the results in simulations. This is used to estimate systematic errors to the method, and Gatti et al. (2018) finds that the galaxy bias evolution of the source galaxies is the dominant systematic effect in their measurement.

In contrast, in this work, we do attempt to correct for these galaxy biases. This change in approach is warranted by both the higher S/N of this measurement between redMaGiC and spectroscopic galaxies, and by the accurate measurements available to assess the galaxy bias evolution of each sample. The effects of not correcting for galaxy bias for some data sets are demonstrated in the tests of Section 4.1.

We can correct for the galaxy bias of the reference sample with the auto-correlation of the reference sample at different redshift bins:

$$\tilde{w}_u(z) = b(z)^{2} \tilde{w}_{\text{mm}}(z),$$

where each $z$ refers to a different reference redshift bin. This measurement can be done for each redshift bin of the reference sample. In principle, a similar correction using the auto-correlation for the unknown sample could also be used. The auto-correlation of the unknown is:

$$\tilde{w}_u(z) = b(z)^{2} \tilde{w}_{\text{mm}}(z).$$

Then, following from equation (3), we could solve for the redshift distribution with:

$$n_u(z) \propto \frac{\tilde{w}_u(z)}{\sqrt{w_u(z)w_{uu}}}. $$

However, the estimates of $\tilde{w}_{uu}$ in the narrow redshift bins ($dz = 0.02$ for DES) are noisy, and tests using equation (6) directly on the SDSS redMaGiC sample with spec-z show that this approach leads to biased results for $n_u(z)$. To reduce the impact of the noise, we assume $w_{uu}$ evolves monotonically with redshift and approximate it with a simple power-law. The assumption of passive evolution of the galaxy bias is supported theoretically (e.g. Tegmark & Peebles (1998)) as well as by the measured galaxy bias of redMaGiC at larger scales in Elvin-Poole et al. (2018). We use a similar power law parameterization to Davis et al. (2018):

$$\sqrt{\tilde{w}_{uu}(z)} \propto (1+z)\gamma .$$

This leads to our full estimator for the redshift distribution, $n_u(z)$:

$$n_u(z) \propto \frac{\tilde{w}_u(z)}{\sqrt{w_u(z)(1+z)^{\gamma}}} .$$

The uncertainty in estimating the value of $\gamma$ to be used to get the correct redshift distribution, $n_u(z)$, is the largest systematic error in our analysis. Using equation (8) is in practice slightly different than directly using equation (6). In Section 4.2, we use the auto-correlations of different redMaGiC data sets (across different surveys and luminosity cuts) over a large range of redshifts to make overall estimates of $\gamma$ for redMaGiC (equation (7)). This reduces the noise compared to directly using equation (6) for any single redMaGiC data set. We save further comments on estimating $\gamma$ for Section 4.

An important caveat is that deriving equation (8) from equation (3) assumes $\tilde{w}_u$ is measured on true redshifts. (Otherwise, $b_u$ is a different quantity in equation (3) than in equation (5).) In practice, all of our samples of redMaGiC are selected by photometric redshift. When measuring the auto-correlation of a photometric redshift selected sample, the amplitude of the auto-correlation will be affected by the fact that the width of the true galaxy distribution in redshift space will be wider than if the galaxies were binned by their true redshifts. This effect will lower the amplitude of the auto-correlation, and could change the inferred redshift evolution of the galaxy bias represented by $\gamma$ in equation (8). As shown in Gatti et al. (2018) (Appendix B), this error due to photo-z can be corrected with:

$$w_{uu}(z) \propto w_{\text{spec},pu}(z) \frac{\int N_{\text{spec}}(z)^2 dz}{\int N_{\text{pred}}(z)^2 dz}. $$

where $N(z)$ is the spectroscopic galaxy distribution of the unknown sample with the subscripts indicating whether binned by spectroscopic redshift or photometric redshift measurements, $\tilde{w}_{uu}(z)$ is the auto-correlation of redMaGiC absent of photo-z effects (i.e. what you would measure selecting objects by spectroscopic redshifts), and $w_{\text{spec},pu}(z)$ is the auto-correlation you measure on photo-z selected bins. This correction thus still needs spectroscopic information to assess the true distribution of galaxies when binned by photo-z, $N_{\text{spec}}(z)$. Spectroscopic information is needed, in principle, for $N_{\text{spec}}(z)$ as well, though, in practice, it is usually flat across a small redshift bin. We achieve this by measuring $N_{\text{spec}}(z)$ on small subsamples of our redMaGiC galaxies that have spectroscopic redshifts. If this subsample is not representative of $N_{\text{pred}}(z)$ for the entire sample of redMaGiC, this could lead to additional systematic errors. This is another reason we ultimately smooth out estimates of $\tilde{w}_{uu}$ by a power-law (equation (7)). We go into more detail on our estimates of $\tilde{w}_{uu}$ and thus $\gamma$ both directly on true redshifts if available, and using equation (9) when only photometric redshifts are available in Section 4.

Our last step in the clustering estimate is making a cut on the tails of the redshift distribution. This is necessary as the clustering redshifts method (equations (1)-(3)), can be noisy and potentially biased in the tails of the redshift distribution where the S/N is low. In the tests on redMaGiC with spectroscopic measurements in Section 4.1, it is clear that the recovery of the true distribution in the tails is significantly biased compared to the higher amplitude parts of the distribution. We discuss this more in Section 4.4. We cut the redshift distribution at $\pm 2.5\sigma_u$ from the mean of the clustering redshift distribution estimate with $\sigma_u$ being the standard deviation of that estimate. Gatti et al. (2018) and Davis et al. (2017) make a similar cut at $\pm 2\sigma_u$. We opt to use more of the data, but cutting at $2\sigma_u$ has a very minor effect on our results changing $\Delta z$ by about 0.001, well below our errors.

### 3.3 Estimating photometric redshift bias

The clustering method as described above provides a general estimate for the redshift distribution, $n_u(z)$, of a galaxy sample (equation (8)). We now shift the focus of the method to a more narrow goal of calibrating a photometric redshift distribution, $n_u(z)$. DES Y1 analyses show that the most important feature of $n_{\text{pred}}(z)$ for the cosmological analyses is the mean redshift of the distribution (DES Collaboration et al. (2018), Hoyle et al. (2018), Krause et al. (2017), Troxel et al. (2018)). We thus focus on calibrating a single mean bias, $\Delta z = \bar{z}_u - \bar{z}_{\text{spec}}$, of the photometric redshift distribution,
n_{pz}(z). Future work may include a more extensive calibration of the photometric distribution beyond this single-shift estimation.

After estimating a value of γ (see Section 4.2) to complete our measurements of equations (7) and (8), and choosing a redshift range that we will use the clustering results on, we estimate Δz, the photometric redshift bias. We fit for Δz by shifting the photometric redshift distribution to match the mean redshift, $\bar{z}_u$ of the clustering estimate, $n_{\text{cl}}(z)$ in equation (8), over the redshift range used. Specifically, this is finding the Δz that satisfies:

$$\int_{z_{\text{min}}}^{z_{\text{max}}} n_{\text{pz}}(z - \Delta z) \, dz = \int_{z_{\text{min}}}^{z_{\text{max}}} n_{\text{cl}}(z) \, dz,$$

where $n_{\text{pz}}$ is the photometric redshift distribution, and $z_{\text{min}}$ and $z_{\text{max}}$ are set by the clustering estimate to be $\bar{z}_u \pm 2.5\sigma_u$ as mentioned previously. Our methodology assumes that the clustering estimate of the mean redshift, $\bar{z}_u$ is a more accurate estimate of the true mean than the mean of photo-z distribution, $\bar{z}_{\text{pz}}$. This assumption is tested on the SDSS redMaGiC sample with spectroscopic redshifts in the next section.

4 ESTIMATING SYSTEMATICS

4.1 Testing with a spectroscopic SDSS redMaGiC subsample

To validate the methodology of Section 3, we test on a subsample of SDSS DR8 redMaGiC galaxies that have spectroscopic redshift measurements as mentioned in Section 2. The results from these tests show the validity of the cross-correlation method, while also illuminating some important systematic issues. We note that while these subsamples with spec-z are a small percentage of the larger SDSS data sets, the subsamples are about six times larger than the DES redMaGiC samples in Stripe 82 in Bin 1 ($z \in [0.15, 0.3]$), and three times larger than those in Bin 2 ($z \in [0.3, 0.45]$).

Importantly, we can use this sample to test the accuracy of the galaxy bias calibration method described in Section 3.2. We measure the cross-correlation between the redMaGiC galaxies and the BOSS reference galaxies (equation (2)) and the auto-correlation of the reference galaxies and use equations (7) and (8) to estimate the redshift distribution, starting with $\gamma = 0$ (no bias correction). To assess the ‘true’ bias correction for each of the two redshift bins of this sample, we fit $\gamma$ to be the value that makes the clustering-estimated mean redshift of the sample match the true mean redshift of the sample as measured by spectroscopic redshifts. These correctly bias-calibrated clustering results are shown in Fig. 2. Also shown in that figure are the clustering distributions with no bias correction ($\gamma = 0$). We discuss the large values for $\gamma$ in Fig. 2 more in Section 4.2 and Fig. 5.

We now test the accuracy of using auto-correlations on this sample to calibrate the bias correction by comparing the best-fit $\gamma$ values from the auto-correlations (equation (7)) to the value of $\gamma$ that yields the correct mean redshift. The auto-correlations are shown in Fig. 3, both as measured on spectroscopic redshifts and on photometric redshifts which requires also applying equation (9) to correct for photo-z effects on the auto-correlation. The resulting best-fit $\gamma$’s to these auto-correlations, and the resulting photo-z biases from those $\gamma$’s are shown in Table 3, along with the true photo-z biases and the $\gamma$’s that fit to those values.

We can infer from these comparisons the relative accuracy of the auto-correlation method for correcting the galaxy bias evolution effects. Each of the four estimates of $\gamma$ (including the spec-z and photo-z auto-correlations) are within ±2 of the ‘true’ $\gamma$ that fits the spec-z mean, or approximately within ±0.004 from the true photo-z bias, $\Delta z$. We also see that, although in Fig. 3 the auto-correlations on spec-z and photo-z measurements of redMaGiC do not perfectly match up, they yield similar values of $\gamma$ compared to the overall scatter of $\gamma$ measurements on this subsample from the ‘true’ values. The photo-z results actually match the true $\gamma$’s slightly better, but this is well within the errors of fitting $\gamma$ to the auto-correlations. In any case, the difference between photo-z and spec-z auto-correlations appears sub-dominant to the overall uncertainty of using auto-correlations to get the correct $\gamma$ and thus the correct mean redshift. Fig. 4 (left-hand panel) in the next section also supports this observation.

Another observation to note in Table 3 is that when we cut the tails of the redshift distribution (see Section 3.3) for the clustering estimate, we also change the true photo-z bias of the redshift range we are measuring in. This effect is seen in Table 3 by comparing $\Delta z$ fit to $z_{\text{spec}}$ over the full bin to the same fit over the ‘cut tails’ redshift range. The difference in $\Delta z$ is around 0.002. Cosmological analyses usually depend on the photo-z bias over the full bin, but our measurements trace the photo-z bias over only the cut range. Since our measurements are primarily meant to aid cosmological analyses, this is another systematic error of our measurements.

In comparing the accuracy of clustering redshifts to photometric redshifts on this sample, we can see that e.g. the clustering method bias, $\left| \Delta z \right|_{(\text{pz auto})} - \Delta z_{\text{spec}}$ (cut tails)), is more than a factor of two less than the photo-z bias, $\left| \Delta z_{\text{spec}} \right|$ (cut tails), in each bin, as seen in Table 3. On the other hand, in Bin 1, the residuals are about a factor of 2 less for photo-z than clustering, and are about equal for Bin 2 (Fig. 2). Based on these results, and the uncertainty of having just two bins to test on, we can say little more than that the methods have roughly comparable accuracy for this sample. However, the full photometric samples of redMaGiC will primarily be fainter galaxies compared to this test sample with spec-z measurements, likely making their photo-z measurements less accurate. We confirm this in Section 6. Also, the full samples will have more galaxies and thus smaller errors for the clustering method. The similar errors between photo-z and clustering on this bright sample of redMaGiC thus indicate that clustering is likely to be more accurate for the full samples.

4.2 Galaxy bias evolution of redMaGiC

In this section, we explore how we will calibrate the galaxy bias evolution systematic for the main redMaGiC samples. We could simply take the auto-correlations of e.g. the DES galaxies in Stripe 82, and apply the best-fit $\gamma$ with some uncertainty. However, the errors may be larger than when we tested the SDSS redMaGiC with spec-z estimates sample, since there are fewer galaxies. We fortunately have the ability to look at larger data sets to estimate the galaxy bias evolution of redMaGiC as well.

In Fig. 4, we show the auto-correlations for a number of redMaGiC samples from DES and SDSS. Included are measurements of redMaGiC in the Buzzard simulations (DeRose et al. 2018) as well as the full redMaGiC sample used in the DES Year 1 analyses in Elvin-Poole et al. (2018) and DES Collaboration et al. (2018). These auto-correlations are plotted along with the auto-correlations of DES redMaGiC in Stripe 82, the only sample we use for the cross-correlations. For SDSS, we plot the auto-correlations of the main samples (high-density and high-luminosity) as well as for the subsamples with spec-z again as seen in Fig. 3.

Notably, we see in Fig. 4, that the SDSS sample with spec-z measurements used in Section 4.1 has distinctly larger galaxy bias
Figure 2. (Top row) SDSS redMaGiC with spectroscopic redshifts, high-density sample, clustering redshift distributions \(n(u(z))\) in equation (8)), photo-z distribution \(n(pz(z))\) in equation (10)), shifted photo-z fit \(n(pz(z + \Delta z))\) in equation (10)) and true spec-z distribution. The blue points have the values of \(\gamma\) that make the clustering estimate match the mean redshift of the spec-z (see Table 3). The black x’s are the clustering estimate with \(\gamma = 0\) (no bias correction). The ‘clustering excluded’ points are the clustering redshift estimates in the tails that are cut from analysis (see end of Section 3.2). (Bottom row) The residuals (number of galaxies) compare the clustering and photometric redshift distribution estimates with the spec-z distribution. The total residuals for the range where clustering is used are approximately for Bin 1: 5,400 for clustering, 2,700 for photo-z, Bin 2: 9,400 for clustering, 10,000 for photo-z.

Figure 3. Integrated auto-correlations (equation (2)) of SDSS redMaGiC with spectroscopic redshift samples. Shown are the auto-correlations of the same sample but on either the spectroscopic or photometric redshift measurements. The auto-correlations on the photo-z measurements of redMaGiC samples use the correction of equation (9). We fit these auto-correlations in both Bin 1 \((z \in [0.15, 0.3])\) and Bin 2 \((z \in [0.3, 0.45])\) by \((1 + z)^\gamma\) in equation (7). The best fits are shown here, and their values are listed in Table 3. We note that although the spec-z and photo-z auto-correlations are offset in amplitude, our methodology (i.e. equation (6)) only depends on the redshift-dependence of the auto-correlations, parameterized by \(\gamma\). The spec-z and photo-z auto-correlation fits are within \(\delta \gamma = 1\) of each other.

Figure 4. Integrated auto-correlations of SDSS redMaGiC with high-density samples, fitting the redshift evolution \((1 + z)^\gamma\) in equation (7). The auto-correlations are shown for each sample, with the best fit and error bars shown. The results are consistent with \(\gamma = 0\) for the DES high-density samples, while the SDSS samples show a larger bias evolution, with \(\gamma \approx 2\). Using the results of Fig. 4, and the tests on the SDSS sample with spec-z measurements (Fig. 2 and Table 3), we decide to model the galaxy bias evolution of our main samples in DES and SDSS as a power law of \((1 + z)^\gamma\) with \(\gamma = 0 \pm 2\). In practice, this means we set \(\gamma = 0\) in equation (8) for our fiducial results and measure the difference in our estimated photo-z bias when setting \(\gamma = 2\) and \(\gamma = -2\). Given the size of our redshift bins \((dz = 0.15)\), the \(\pm 2\) in \(\gamma\) always yields a scatter of approximately \(\pm 0.004\) in \(\Delta z\).

The choice of \(\delta \gamma = 2\) is generally larger than the statistical uncertainty of determining \(\gamma\) in either of the above tests. However, evolution with redshift than any of the other samples. This is likely due to luminosity bias, as more luminous galaxies are known to have stronger clustering and larger galaxy bias values (e.g. Zehavi et al. (2011), Coupon et al. (2012), Crocce et al. (2016)). As seen in Fig. 5, the sample with spec-z measurements increases in luminosity with redshift much more strongly than the full SDSS redMaGiC sample. This is a selection effect as galaxies targeted for spectroscopic measurements typically have larger apparent brightness. High-redshift galaxies with spectra will thus be preferentially intrinsically brighter.

In contrast to the SDSS sample with spec-z, the auto-correlations of the main redMaGiC samples in Fig. 4, and thus their galaxy biases, shows little evolution as a function of redshift. Each of the DES high-density samples, and both of the SDSS full photometric samples fit well with \(\gamma = 0\), a flat line. For the DES higher luminosity samples, which are considerably noisier, the simulations and the Stripe 82 data are consistent with \(\gamma = 0\), though the full footprint DES sample shows a larger bias evolution, with a best fit of \(\gamma \approx 2\).
Figure 4. (Top row) Integrated auto-correlations (equation (2)) of DES and SDSS redMaGiC samples. The photo-z redMaGiC samples use the correction of equation (9). (Bottom row) The same auto-correlations normalized for better comparison between samples. Only the change in redshift matters as a systematic to the cross-correlation method, not the amplitude of the galaxy auto-correlation (equation (6)). We fit the normalized auto-correlations by \((1 + z)^{\gamma}\) in equation (7). Shown in grey are lines for \((1 + z)^{\gamma}\) with \(\gamma = -2, 0, 2\) as examples, though we do fit across all possible values of \(\gamma\). Each of the DES high-density samples and the SDSS high-density and high-luminosity samples are very consistent with \(\gamma = 0\). The DES higher-luminosity samples are much noisier due to fewer objects, so we also assume in our fiducial analysis \(\gamma = 0 \pm 2\). For the DES higher-luminosity sample, the full DES data set is closer to \(\gamma = 2\), though the simulations and Stripe 82 data agree with \(\gamma = 0\). In the normalized DES higher-luminosity plot, the error bars for the simulations (photo-z) and the Stripe 82 data have been removed for clarity since they span the entire y-axis range of the plot. Also shown in the right-hand panels again are the SDSS subsamples with spec-z measurements used in Section 4.1. Their significantly different bias evolution with redshift is apparent compared to the other redMaGiC samples (see Fig. 5 for more discussion on this).

Figure 5. The mean luminosity as a function of redshift for the SDSS DR8 redMaGiC samples. Shown is the full high-density sample, and the subsample that has spectroscopic redshifts. The reference luminosity, \(L_*\) is described in Section 2.1. Since galaxies with large apparent brightness are preferentially selected for spectroscopic redshifts, the mean luminosity of the spectroscopic sample increases with redshift. More luminous galaxies tend to have larger galaxy bias values. This likely explains the significant difference in galaxy bias evolution with redshift of these samples in Fig. 4, right-hand panel.

the choice of a broad prior of \(\gamma = 0 \pm 2\) reflects an uncertainty in how well the tests capture the errors of the bias calibration on the data. The SDSS redMaGiC subsample with spec-z’s (Section 4.1) is a large sample we can test our full methodology on, but that redMaGiC sample has a significantly different bias evolution than the full photometric samples. We can estimate galaxy bias evolution on real photometric redMaGiC samples, or the simulated ones with auto-correlations, but we do not directly test how well those auto-correlations correctly calibrate the cross-correlations. Future work with simulated redMaGiC and simulated spectroscopic surveys may yield a more precise estimate of the uncertainties in our galaxy bias calibration method on samples more similar to our data than the SDSS redMaGiC subsample with spec-z’s.

We also note that by \(\chi^2/\text{dof}\), the \((1 + z)^{\gamma}\) models are not always good fits of the auto-correlations of Fig. 4. The choice of using the power-law (equation (7)) along with the broad prior of \(\delta \gamma = 2\) is still appropriate given the uncertainties in the method not captured in the statistical error bars of the figure, such as the uncertainty in the photo-z correction (equation (9)) which we do not directly estimate other than the comparison of methods in Table 3. Noisy points from using this correction were why using the power-law formalism was more accurate in testing with the SDSS subsample with spec-z than using auto-correlations directly.

4.3 Galaxy bias evolution of the reference spectroscopic galaxies

The galaxy bias evolution of the reference sample from SDSS DR12 will also impact the cross-correlation of the reference and unknown
They are statistically consistent, with SDSS footprint and the sample that overlaps DES in Stripe 82. We note that similar estimates of the bias evolution between the auto-correlations of the reference sample over the entire and CMASS. We suggest that this estimate of the bias evolution is, on average, smaller than the total BOSS data set used on the cross-correlations with SDSS redMaGiC. Fig. 6 shows the similarity between the auto-correlations of the reference sample over the full BOSS data set in equation (8), rather than only the Stripe 82 galaxies in order to minimize noise. The difference in can be due to magnification, as discussed in Gatti et al. (2018). In Bin 2 in Table 3, the reduced redshift range has a true photo-z bias that differs by 0.002 from the full bin’s true photo-z bias. For each sample, we assign a minimum systematic error related to the tails of 0.002 based on those tests. We test further the impact of cutting the tails by checking how much the photo-z bias, changes when we change the redshift range used between 2 and 2.5 \( \sigma_u \) (see Section 3.3). In most cases, changing the redshift range in this way causes the \( \Delta z \) to change by 0.001-0.003. In the few samples that have a deviation of about 0.003, we use this larger value for the systematic error related to the tails instead of 0.002. We include this error in our systematic errors reported in Tables 4 and 5.

4.4 Influence of tails of redshift distribution

The last systematic we attempt to account for are errors associated with cutting the tails of the redshift distribution. As discussed in Gatti et al. (2018), and also see in Fig. 2, the cross-correlation method can be biased and noisy in the tails, where there is little signal. The bias may be due to magnification, as discussed in Gatti et al. (2018). In Bin 2 in Table 3, the reduced redshift range has a true photo-z bias that differs by 0.002 from the full bin’s true photo-z bias. For each sample, we assign a minimum systematic error related to the tails of 0.002 based on those tests. We test further the impact of cutting the tails by checking how much the photo-z bias, changes when we change the redshift range used between 2 and 2.5 \( \sigma_u \) (see Section 3.3). In most cases, changing the redshift range in this way causes the \( \Delta z \) to change by 0.001-0.003. In the few samples that have a deviation of about 0.003, we use this larger value for the systematic error related to the tails instead of 0.002. We include this error in our systematic errors reported in Tables 4 and 5.

5 RESULTS

We follow our procedure of Section 3 to measure the cross-correlations of BOSS/SDSS DR12 spectroscopic galaxies and redMaGiC galaxies to get estimates of the redMaGiC redshift distribution and photometric redshift bias. We use the choice of no redshift evolution of the quantity \( b_{\text{avg}} \sqrt{w_{\text{mm}}} \), setting \( \gamma = 0 \pm 2 \) in
equation (7) as detailed in Section 4. Changing $\gamma$ from 0 to 2 or $-2$ always shifts $\Delta z$ by approximately $\pm 0.004$, so we assign $0.004$ as the uncertainty on $\Delta z$ due to $\gamma$. We also assign an error of $0.002$–$0.003$ depending on the sample based on the discussion of effects caused by cutting the tails of the redshift distribution from being used in the clustering estimate in Section 4.4. Adding these errors in quadrature, we get for all of our main samples, a systematic error of $\pm 0.005$ in $\Delta z$. We add to this in quadrature the statistical error of the cross-correlation and auto-correlation of the reference sample (equation (8)) as measured by 100 jackknife samplings across the area of each sample. These statistical errors in $\Delta z$ range from $0.001$ in SDSS to $0.010$ in the DES higher luminosity samples. The systematic, statistical, and total uncertainties for each redMaGiC sample are shown in Tables 4 and 5.

5.1 DES redMaGiC results

Our main sample of interest is the Dark Energy Survey Year 1 redMaGiC catalogues, as they play a role in several other analyses, especially the high-density sample. As mentioned in Section 2, our measurement is limited by the fact that the sample of DES redMaGiC galaxies in the overlapping region with BOSS is only about 10 per cent the size of the main redMaGiC samples used in the other Year 1 analyses. This significantly increases the statistical uncertainty of our measurements compared to those on SDSS redMaGiC.

To improve the uncertainty of our measurements compared to those on SDSS redMaGiC, we use the redshift range $0.001$ in SDSS to $0.010$ in the DES higher luminosity samples. The systematic, statistical, and total uncertainties for each redMaGiC sample are shown in Tables 4 and 5.

5.2 SDSS redMaGiC results

While our main sample of scientific interest is the DES redMaGiC, studying the SDSS redMaGiC allows us to study a far larger sample with more constraining power. The full-SDSS redMaGiC samples are about 15 times larger than the subsample with spec-z, and about 50 times larger than the DES sample in Stripe 82 that we can use for cross-correlations (comparing high-density samples). To compare with the DES results, we use the same binning as DES Bin 1 ($z \in [0.15, 0.3]$) and Bin 2 ($z \in [0.3, 0.45]$). The SDSS redMaGiC catalogue do not cover the DES Bin 3 ($z \in [0.45, 0.6]$). These larger catalogues have statistical errors on $\Delta z$ of around $0.001$ for both the high-density and high-luminosity samples on these bins in SDSS. Our results for the high-density and high-luminosity SDSS samples are shown in Table 5 and Fig. 8. Overall, the photo-z biases appear similar to the DES photo-z biases across the $dz = 0.15$ bins of our analysis, though we explore this in more detail in Section 6.

6 ANALYSIS OF REDMAGIC PHOTO-Z ERRORS

Our main goal of this work was to measure the single-parameter photometric redshift bias in each of the $dz = 0.15$ redshift bins for use in DES Year 1 analyses, as shown in Section 5. In this section, we go deeper into probing the full photo-z bias as a function of redshift and compare with the results of Rozo et al. (2016), where biases are estimated for the SDSS DR8 and DES SV (science verification) redMaGiC galaxies. In Rozo et al. (2016), for the most part only the photo-z bias of redMaGiC galaxies with spectroscopic redshifts could be analysed, a limitation our work does not have. The purpose of this section is to identify with more precision at what redshifts the redMaGiC algorithm is biased. This study may be useful for future implementations of the redMaGiC algorithm, or in using cross-correlations for calibrating redshift distributions beyond a single-shift parameter.

We use our fiducial methodology for cross-correlations but this time to work on thinner bins of $dz = 0.03$. We first analyse SDSS redMaGiC so that we can compare directly with Rozo et al. (2016). In Fig. 9, we show the results of the cross-correlations on the $dz = 0.03$ bins for the full SDSS high-density sample and the SDSS subsample with spectroscopic redshifts. The main SDSS sample has...
significantly larger biases at most redshifts. We also show the true photometric redshift bias of the SDSS with spec-z sample as measured by mean and median bias. Our estimates of the true median photo-z bias compares well with the results of Rozo et al. (2016) (e.g. their Fig. 3). Measuring the photo-z bias by mean (which is our fiducial method in the cross-correlations) gives for the most part slightly larger amplitude bias estimates than measuring by median. The cross-correlation points for the sample with spec-z shows overall good agreement with the true mean bias and median bias, validating that our cross-correlations on these small bins are accurate. We note that we cut large photo-z outliers from the photo-z mean calculation in Fig. 9 to more properly compare with the cross-correlation redshift range analysed. This changes the true mean photo-z bias by about 0.001–0.002. Based on this accuracy of the cross-correlation method, Fig. 9 indicates that the full-SDSS redMaGiC sample indeed does have a larger photo-z bias than the sample with spec-z. The importance of this cross-correlation method to test the full-redMaGiC galaxy sample rather than just
The same as in Fig. 9.

We now compare the DES and SDSS high-density samples in the smaller \( dz = 0.03 \) bins in Fig. 10. As seen, the error bars in DES are significantly larger by a factor of about 5–7. Despite the larger error bars, Fig. 10 shows some interesting trends, such as a large photo-z bias at all points in Bin 2 (\( z \in [0.3, 0.45] \)).

It is interesting to compare the apparent photo-z errors seen in Figs 7–10 with known issues of the redMaGiC algorithm. For example, a notable feature in the DES results is the excess of galaxies around \( z = 0.34 \), and lack of galaxies around \( z = 0.42 \) compared to the photo-z estimate, seen especially in the high-density results, but also to a smaller degree in the higher luminosity results (Fig. 7). This matches a photometric redshift outlier population (i.e. large photo-z bias of many individual galaxies) case mentioned in Rozo et al. (2016) (their ‘clump 2’). In that work, this outlier population is attributed to parallel trends in colour space of dust reddening and evolution of the red sequence around \( z = 0.35 \), which can make an e.g. \( z \approx 0.3 \) galaxy appear to the redMaGiC algorithm as a \( z \approx 0.4 \) galaxy. At other redshifts, dust reddening does not as often mimic evolution of the red sequence.

We can investigate where the photo-z outliers are coming from in redshift space by looking at the cross-correlations of smaller redshift bins. In Fig. 11, the cross-correlations of DES high-density on bins of \( dz = 0.04 \) are shown spanning from \( z = 0.32–0.44 \). In each plot, clear trends of excess galaxies around \( z = 0.33 \) are present compared to the photo-z estimate. In each of the three \( dz = 0.04 \) bins, we do a very loose matching of an ‘outlier model’ correction to the photo-z distribution to match the clustering results, the details of which are in the caption of Fig. 11. Fig. 12 shows the full Bin 2 (\( z \in [0.3, 0.45] \)) with this outlier model. Across this full bin, the outlier model improves the \( \chi^2/\text{dof} \) fit of the clustering data from about 2.2 to 0.7, compared to the fiducial model of applying a single shift to the photo-z distribution. These calculations use only the statistical error bars, and do not take into account the systematic uncertainties from Section 4. The model is a rough approximation (no minimization criteria applied), but the improvement in \( \chi^2 \) indicates roughly these trends are present. The outlier models suggest approximately 20 per cent of galaxies in these redshift ranges are truly around \( z = 0.32–0.36 \). This is significantly higher than, e.g. the estimate of \( < 5 \) per cent 5\( \sigma \) outliers (with \( \sigma \) measuring the photo-z error of redMaGiC, compared with true redshift) in this redshift range, up to \( z = 0.45 \), for DES science verification data in Rozo et al. (2016). These types of tests indicate the ability of cross-correlations to identify specific errors in redMaGiC or other photo-z algorithms.

We can also check Figs 7–10 for signs of the other outlier populations (‘clumps 1 and 3’) in Rozo et al. (2016). These outlier populations are attributed to undetected active star formation, meaning these galaxies are not really in the red sequence. Figs 8 and 9 indicate pretty clearly a positive photo-z bias (overprediction of low redshift) for roughly \( z_{\text{pz}} = 0.15–0.25 \). The ‘clump 1’ outlier population in Rozo et al. (2016), which has photo-z biases up to \( +0.01 \), would match this trend. There are signs this trend exists in the DES data as well, though it seems to be less prevalent (Fig. 10). There are also possibly signs in our data of ‘Clump 3’ in Rozo et al. (2016), which contains galaxies with \( z_{\text{pz}} = 0.42–0.45 \) that have positive photo-z biases up to 0.015. Positive bias at this redshift range seems to be present in DES and perhaps SDSS (though only inferred from the low S/N tail for SDSS). The trends resembling clumps 1 and 3 seem much less prevalent than the one resembling ‘clump 2’ in this work. Since our main goal was just the mean redshift of each bin, we leave more expansive modelling of redMaGiC photo-z errors to future work.

Some minor effects are worth mentioning for the analyses in this section. On these small \( dz = 0.03 \) bins, we use a \( 3\sigma_u \) cut instead of 2.5\( \sigma_u \) cut for the SDSS samples due to the narrow distributions. This changes the results of the order of 0.001 in \( \Delta z \), and generally brings the clustering estimates of the SDSS with spec-z sample closer to the true mean redshifts. For the DES samples, we specifically cut where the clustering signal is around zero or goes negative as the usual \( \Delta z \) cut in some bins allowed very low S/N points that seemed likely to skew the results. Variations on where to cut typically didn’t affect results more than \( \approx 0.002 \) in \( \Delta z \), though the systematics on these size
we note that we again set may point to statistical errors being the main factor though. Finally, by about 0.001–0.002. The fact that the difference is larger in DES of the bin in the SDSS redMaGiC with spec-z changes in amplitude mentioned in Fig. 9, without cutting some outliers, the mean bias across these small bins. This assumption is supported by the good MNRAS 481, 2427–2443 (2018)

Figure 11. Cross-correlation results for three sub-bins of our Bin 2 ($z \in [0.3, 0.45])$. We create an 'outlier model' to try to more accurately shift the photo-z distribution to match the clustering results, specifically trying to fit the excess of galaxies around $z = 0.32–0.36$. The model is the following: randomly move 30 per cent of galaxies with $z_{\text{rmg}} \in [0.34, 0.36]$ to a flat redshift distribution of $z = 0.32 – 0.34$, similarly move 20 per cent of galaxies with $z_{\text{rmg}} \in [0.36, 0.4]$ to $z = 0.32–0.36$ and 20 per cent of galaxies with $z_{\text{rmg}} \in [0.4, 0.44]$ to $z = 0.32–0.36$. These movements are in place of the usual building of the photo-z distribution from a Gaussian sampling centred at $z_{\text{rmg}}$ with width $\sigma$ for each galaxy.

Figure 12. Comparison of the fiducial DES Y1 high-density redMaGiC Bin 2 ($z \in [0.3, 0.45]) N(z)$ measurements, and shifted photo-z fit, to the outlier model described in Fig. 11. This improves the $\chi^2/\text{dof}$ fit to 2.2 compared to 0.7 for the fiducial corrected photo-z fit of a single shift of $\Delta z = 0.005$.

bins were not as rigorously tested. It is also noteworthy that although nearly all of the broad trends in the $dz = 0.15$ bins (Figs. 7 and 8 can be identified in the $dz = 0.03$ bins (Fig. 10), the overall mean biases in the main analysis are somewhat different than the inferred bias when summing the biases in the small bins even accounting for the modest change in number of galaxies across the bin. This difference is especially true in DES, where the inferred biases from summing the points in Fig. 10 differ from the fiducial results by about 0.006 in Bins 1 and 3. The summed SDSS points in Fig. 10 are within 0.002 of the fiducial results (Table 5). These differences from the fiducial analysis may be due to large redshift outliers that are found outside of a $dz = 0.03$ bin and will not be picked up by the cross-correlation analysis over the 2.5–3$\sigma$ window. This will be less of an issue in the $dz = 0.15$ bins, though the effect will still be present. Indeed, as mentioned in Fig. 9, without cutting some outliers, the mean bias of the bin in the SDSS redMaGiC with spec-z changes in amplitude by about 0.001–0.002. The fact that the difference is larger in DES may point to statistical errors being the main factor though. Finally, we note that we again set $\gamma = 0$ in the measurements in Section 6 for all samples. The bias evolution should be a much smaller effect across these small bins. This assumption is supported by the good match for SDSS redmagic with spec-z clustering results with the true photo-z mean biases.

7 SUMMARY

In this paper, we have produced constraints on the photometric redshift biases of redMaGiC galaxies using the cross-correlation method with spectroscopic galaxies as our reference sample. Our main scientific objective was to produce constraints on these biases for the redshift bins used by projects that went into the main DES Y1 cosmology paper (DES Collaboration et al. (2018), Elvin-Poole et al. (2018), Prat et al. (2018), Davis et al. (2017)). We also looked at the SDSS redMaGiC sample which allowed us to use samples with far more galaxies (both redMaGiC and reference) to validate our methodology and to compare with the DES results. Our results on the photo-z biases of both the DES and SDSS redMaGiC samples were also used in the cosmological analysis of Gruen et al. (2018). We were able to study the photo-z biases as a function of redshift in more detail, providing evidence that redMaGiC biases are somewhat larger than found in Rozo et al. (2016). We also recovered some of the known outlier trends seen in Rozo et al. (2016) in our analysis. Overall though, the best-fit biases we found for the fiducial redshift bins are less than $\Delta z = 0.01$. Our work verifies that the redMaGiC algorithm for selecting LRGs is still one of the most successful methods in creating a sample of galaxies with minimal photo-z errors. Our estimated photo-z biases for the DES high-density redMaGiC sample were small enough in magnitude to not impact the cosmological analysis of DES Collaboration et al. (2018) compared to a model of zero bias with the same uncertainty as our work.

There were two main limitations of our analysis. The first is the lack of spectroscopic galaxies to cross-correlate with across most of the DES Year 1 footprint. We only used a region about 10 per cent the size of the main sample of DES redMaGiC galaxies, overlapping the BOSS galaxies on about 248 deg$^2$ of Stripe 82. Since there were relatively few BOSS galaxies at $z > 0.6$, we could only get constraints on the first three bins used in the DES cosmological analyses. There were other smaller spectroscopic samples available in DES Y1, but these small samples would have had significantly higher statistical errors in the cross-correlations, and combining them would introduce many potential systematics compared to using a single uniformly selected sample like BOSS. Simply, to improve the analysis on DES redMaGiC, more uniformly selected
spectroscopic galaxies at higher redshifts and over more of the footprint will need to be obtained.

The second limitation was our main source of systematic error, uncertainty in the galaxy bias redshift evolution of redMaGiC. This error was comparable to the statistical error of the DES redMaGiC analysis, and was approximately five times larger than the statistical error of the SDSS redMaGiC analysis. This systematic will be one that we need to continue to be addressed in future cross-correlation analyses of all types. Davis et al. (2017) and Gatti et al. (2018) do not attempt to correct for it as the galaxy bias evolution of the weak lensing source galaxies they calibrate is more complex than redMaGiC. In this work, we do try to account for the galaxy bias evolution with some relatively conservative assumptions based on auto-correlations of redMaGiC on data and simulations. Future simulations that include accurate representations of both redMaGiC samples and spectroscopic surveys could improve calibration of systematics in this methodology, including the galaxy bias evolution.

Future data sets will lead to more opportunities of calibrating redMaGiC galaxies (and other galaxies) using cross-correlation methods. In the immediate future, the DES Year 3 data set will cover the full footprint of DES. Compared to the year 1 analysis, this will approximately triple the area of the survey. Roughly, the overlapping area with BOSS should grow by a factor of 4–5 for year 3, allowing for a larger sample of DES redMaGiC galaxies that can be calibrated as in this work. Also now underway is the eBOSS program (Dawson et al. 2016) which in the future could be utilized with DES for further cross-correlation. Notably, eBOSS will have more spectroscopic galaxies at higher redshifts, z > 0.6 (Dawson et al. 2016). This can extend to higher redshift the calibrations possible on DES or other photometric surveys.

Moving forward a few more years into the 2020s, there will be many potential cross-correlation applications between photometric surveys like LSST, and spectroscopic surveys like DESI (Levi et al. 2013), 4MOST (de Jong et al. 2012), Euclid, WFIRST, and others. The cross-correlation method will continue to be a way to utilize the quantity of galaxy measurements possible with photometry and the quality redshift estimates of spectroscopic surveys. The future is also likely to bring extensions on how to use the cross-correlation method in conjunction with photo-z methods, such as identifying specific issues of photo-z algorithms as we touch on in our Section 6. How best to utilize cross-correlation redshift estimates will continue to be an important area of study in cosmology.
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