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Abstract

Molecular dipole moment in liquid water is an intriguing property, partly due to the fact that there is no unique way to partition the total electron density into individual molecular contributions. The prevailing method to circumvent this problem is to use maximally localized Wannier functions, which perform a unitary transformation of the occupied molecular orbitals by minimizing the spread function of Boys. Here we revisit this problem using a data-driven approach satisfying two physical constraints, namely: (a) The displacement of the atomic charges is proportional to the Berry phase polarization; (b) Each water molecule has a formal charge of zero. It turns out that the distribution of molecular dipole moments in liquid water inferred from latent variables is surprisingly similar to that obtained from maximally localized Wannier functions. Apart from putting a maximum-likelihood footnote to the established method, this work highlights the capability of graph convolution based charge models and the importance of physical constraints on improving the model interpretability.

Molecular dipole moment in polar liquids, such as liquid water, is an intriguing property [1]. On one hand, its magnitude and variation are directly linked to the dielectric properties of polar liquids and the intensities in infrared and sum-frequency generation spectra; On the other hand, molecular dipole moment in polar liquids is not accessible to direct measurement.

One prominent example of using molecular dipole moment is the Kirkwood theory of the static dielectric constant $\varepsilon$ in polar liquids [2], which directly involves the mean value of the molecular dipole in the liquid, i.e. $\langle \mu \rangle$, and the orientational correlation factor, i.e. the Kirkwood g-factor $g_K$ [3].

\[
\frac{(\varepsilon - 1)(2\varepsilon + 1)}{\varepsilon} = 4\pi\beta\rho(\mu)^2 g_K
\]  

(1)

where $\rho$ and $\beta$ are the number density and the inverse temperature respectively. In his 1939 paper, [2] Kirkwood noticed that scaling the gas phase dipole of a water molecule by a factor of 1.26 may lead to an exact agreement on $\varepsilon$ with the experiments and attributed this to a strong polarization effect by neighboring molecules in the liquid phase.

The most notable estimation of the molecular dipole of water was given by Coulson and Eisenberg with an induction model in 1966 [4]. They found that the reaction field from neighboring molecules in ice I$_h$ increases the molecular dipole to about 2.6 D, compared to 1.84 D of an isolated H$_2$O molecule. This issue was revisited in 1999 [5]. Instead of partitioning the total electron density of liquid water to individual water molecules [6], Silvestrelli and Parrinello found that $\langle \mu \rangle$ is about 3.0 D by using density functional theory based molecular dynamics (DFTMD) [7] and maximally localized Wannier functions (MLWFs) [8]. Their result agrees with the reanalysis of the Coulson-Eisenberg model [9] and implies a charge transfer of about 0.5e along each O–H bond [10, 11].
In MLWFs, [8] the Boys localization [12] was employed to maximize the distance between centroids of orbitals (Wannier centers). However, alternative localization schemes are possible [13]. In a recent work, [14] Edmiston–Ruedenberg localization [15], which maximizes the self-repulsion energy of orbitals, has been explored to investigate the molecular dipole moment in liquid water. Depending on the regularization parameter, the resulting \( \langle \mu \rangle \) varies between 2.35 \( \text{D} \) and 2.63 \( \text{D} \) [14].

In this work, we tackle this issue with a physically constrained data-driven approach. Similar to the dipole moment of an isolated molecule, the change in polarization \( \Delta \mathbf{P} \) in condensed phase systems is well defined and experimentally measurable [16]. For liquid water, with the choice of the molecular gauge, \( \mathbf{P} \) is the so-called itinerant polarization [17]. This is the target quantity that we used in the regression task for liquid water. In contrast, molecular dipole moments here are inferred from latent variables and not involved in the training of the model. Another physical constraint built into our regression model is the charge neutrality of each water molecule, which is formally required by the integer change of the polarization quantum in the modern theory of polarization [18, 19]. Taking these ingredients into account, we show that the distribution of molecular dipole moments inferred from our regression model using the graph convolutional neural network architecture PiNet is surprisingly similar to that obtained from MLWFs. Moreover, the trained model, with PiNet using only data at ambient conditions, is transferable to liquid water in a range of different densities.

The loss function \( \mathcal{L} \) that we used for predicting the itinerant polarization \( \mathbf{P} \) is the squared error in terms of the \( \mathbb{F} \) norm:

\[
\mathcal{L} = \sum_{i}^{n} \| \mathbf{R}_i \mathbf{Q}_i - \mathbf{P}_i \Omega \|_2^2
\]

where \( \mathbf{R}_i \) is a \( 3 \times N \) matrix of the atomic coordinates of the configuration \( i \) for a system containing \( N \) atoms. \( \mathbf{Q}_i \) represents a column vector of the atomic charge in the configuration \( i \). \( \Omega \) is the volume of the simulation box.

In our ML model, neutrality is enforced for each water molecule. This is done by subtracting the net charge using the following expression:

\[
\mathbf{Q}_i = \bigoplus_{j=1}^{N_w} \left( \mathbf{Q}_{ij} - \frac{\mathbf{J} \mathbf{Q}_i}{3} \right)
\]

where \( N_w \) is the number of water molecules in the system, \( \mathbf{J} \) is a column vector with each entry equal to one, and \( \bigoplus \) is used as the symbol for the concatenation of vectors.

The loss function in equation (2) was trained with PiNet, a high-performing graph convolutional neural network architecture which works for both isolated molecules and condensed phase systems [20]. Despite the simplicity of our scalar dipole model, PiNet leads to an outstanding learning curve with the QM9 dataset [21], compared to even more sophisticated models [22] (see figure 1(a)). For liquid water, the itinerant polarization \( \mathbf{P} \) was computed with the CP2K package [23] and the BLYP functional [24, 25] using the Berry phase formula [26] (see equation (S1)). In this case, the PiNet-dipole model gives an excellent prediction of \( ||\mathbf{P}\Omega|| \) with a mean absolute error (MAE) of 0.037 \( \text{D} \) for the test set (see figure 1(b)). Here we followed the conventional 80:20 splitting of the dataset (see electronic supplementary information (available online at stacks.iop.org/MLST/2/03LT03/mmedia) for further descriptions of the computational methods and the dataset).

Before looking into the inferred molecular dipole moment in liquid water from the PiNet-dipole model, it is necessary to set up a baseline for the sake of comparison. The baseline model used here is the linear regression (LR)-dipole model.

Equation (2) resembles a LR problem where \( \mathbf{Q} \) may be considered as the weight vector. However, this requires the configuration-dependent \( \mathbf{Q}_i \) to be substituted by the configuration-independent \( \mathbf{Q} \). This leads to the loss function used in the LR-dipole model as

\[
\mathcal{L} = \sum_{i}^{n} \| \mathbf{R}_i \mathbf{Q} - \mathbf{P}_i \Omega \|_2^2 + \lambda \sum_{j}^{N_w} \| \mathbf{\Gamma}_j \mathbf{Q} \|_2^2
\]

where Tikhonov matrices \( \mathbf{\Gamma}_j \) are introduced to ensure the charge neutrality of each water molecule and \( \lambda \) is the ridge parameter. For example, if the first three entries in \( \mathbf{Q} \) are \( \{q_0, q_6, q_{11}\} \) for one water molecule, then \( \mathbf{\Gamma}_j \) can be written as:
Figure 1. (a) The learning curve of the PiNet-dipole model for the QM9 dataset in comparison with the MuML model which combines atomic charges and atomic dipoles. Data of the MuML model was extracted from [22]; (b) The parity plot for itinerant polarizations \( \mathbf{P} \) of liquid water calculated using the Berry phase formula and the ones predicted from the PiNet-dipole model.

Table 1. The comparison between the linear regression (LR)-dipole model and the PiNet-dipole model for predicting the itinerant polarization \( \mathbf{P} \) of liquid water in terms of the root mean square error (RMSE) and the mean absolute error (MAE). Entries are \( ||\mathbf{P}|| \) in Debye (D). CN means applying the charge neutrality constraint for each water molecule.

| Method                  | RMSE  | MAE  |
|-------------------------|-------|------|
| LR-dipole (without CN)  | 1.996 | 1.609|
| LR-dipole               | 2.033 | 1.632|
| PiNet-dipole (without CN) | 0.212 | 0.164|
| PiNet-dipole            | 0.054 | 0.037|

\[
\Gamma_j = \begin{bmatrix}
1 & 1 & 1 & 0 & \cdots \\
0 & 0 & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix}.
\]

Therefore, the corresponding optimal solution for \( \bar{\mathbf{Q}}^* \) is:

\[
\bar{\mathbf{Q}}^* = \left( \mathbf{R}^\top \mathbf{R} + \lambda \sum_{j} N_w \Gamma_j \Gamma_j^\top \right)^{-1} \mathbf{R}^\top \mathbf{P} \Omega.
\]

Note that here the subscript \( i \) is dropped and that \( \mathbf{R} \) includes all the input data over three Cartesian coordinates, which make it a \( 3n \times N \) matrix instead.

As seen in Table 1, the itinerant polarization of liquid water predicted from the PiNet-dipole model is orders of magnitude more accurate than that predicted using the LR-dipole model. Moreover, the PiNet-dipole model with charge neutrality constraint performs significantly better than the one without charge neutrality constraint. These highlight the necessity of having environmental-dependent atomic charges built into the PiNet-dipole model and to impose physical constraints which are compatible with the modern theory of polarization.

Now we are ready to compare the molecular dipole moments in liquid water as inferred from the PiNet-dipole model with those inferred from the linear regression dipole model. To put this comparison into perspective, we included the ones computed with Wannier centers from MLWFs (see equation (S2)). The reference calculations of the Wannier dipole moments were done with the same computational setup as the
Figure 2. (a) Distributions of molecular dipole moments in liquid water, as computed from Wannier centers and the variational charge method, and as inferred from the linear regression (LR)-dipole model and the PiNet-dipole model; (b) The parity plot for molecular dipole moments in liquid water between the ones computed from Wannier centers and the ones inferred from the PiNet-dipole models (with and without charge neutrality constraint); (c) The parity plot for molecular dipole moments in liquid water between the ones computed from Wannier centers, and the ones inferred from the LR-dipole model and the variational charge method.

Results of this comparison are given in figure 2. The most interesting finding in figure 2(a) is that the distribution of molecular dipole moments in liquid water inferred from the PiNet-dipole model is very close to that computed with Wannier centers. Since there is no regularization term in equation (2), this result may be seen as a maximum-likelihood footnote to MLWFs. In this regard, the LR-dipole model is quite off. In addition, as shown in figure 2(b), the charge neutrality constraint is an important factor to achieve a good correlation. Because reproducing the itinerant polarization of liquid water and retaining the charge neutrality for each water molecule are two main ingredients in the PiNet-dipole model, the question that naturally arises is whether methods which satisfy these two conditions will necessarily lead to molecular dipole moments which are close to the ones obtained with Wannier centers in MLWFs.

Instead of viewing equation (2) as a regression problem, one may use reference charges $Q_0$ to supplement the equation and transform it to a set of linear equations \([27, 28]\). This approach is what we call the variational charge method here, as the loss function shown below may be viewed as an energy functional with respect to the atomic charge $Q_i$.

$$
\mathcal{L} = \epsilon^\top (R_i Q_i - P_i \Omega) + \frac{\kappa}{2} ||Q_i - Q_0^p||_2^2 + \eta^\top \left( \sum_{j=1}^{N_W} \Gamma_j^\top Q_i \right) \tag{7}
$$

where $\epsilon$ is a column vector which plays the role of a Lagrange multiplier and $\kappa$ is a weight parameter. To introduce charge neutrality for each water molecule, we added a third term in equation (7) where $\eta$ is a Lagrange multiplier and $\Gamma_j$ is the same Tikhonov matrix as given in equation (5).

Taking the derivative of equation (7) with respect to $Q_i$, $\epsilon$ and $\eta$ leads to a set of $N + 3 + N/3$ linear equations:
where $I$ is a $N \times N$ identity matrix. Note that equation (8) is solved independently for each configuration $i$.

The reference charges $Q^\circ$ for liquid water were obtained with the REPEAT method [29, 30], which provides electrostatic potential derived charges in periodic systems (see electronic supplementary information for details). Since both $\epsilon$ and $\eta$ in equation (7) are Lagrange multipliers, the two physical constraints mentioned before (reproducing the itinerant polarization and retaining the charge neutrality) are exactly satisfied in the variational charge method. However, as shown in figures 2(a) and (c), the resulting molecular dipole moments are very different from the ones obtained with Wannier centers. This suggests that one should not take the striking agreement between the molecular dipole moments in liquid water inferred from the PiNet-dipole model and those computed with Wannier centers for granted. The effective inclusion of long-range charge transfer in graph convolution [31] is likely to be the reason behind this, because the delocalization tail along the hydrogen bonds contributes significantly to the molecular dipole moment in water clusters [32].

Finally, how good is the transferability of the PiNet-dipole model for liquid water? To answer that, we used a publicly accessible dataset for BLYP liquid water at different densities [33, 34]. Results of the predicted itinerant polarizations $P$ and the corresponding mean molecular dipole moments $\langle \mu \rangle$ are shown in figure 3. Despite the fact that the PiNet-dipole model was trained using data only at ambient conditions (i.e. $\rho = 1.0 \text{ g cm}^{-3}$), this model is rather transferable for liquid water in a range of different densities (figure 3(a)). Moreover, the mean water dipole moments $\langle \mu \rangle$ at different densities as inferred from the PiNet-dipole model correlate quite well with those calculated from the Wannier centers (figure 3(b)). These excellent agreements may be due to the high expressiveness of the underlying graph convolutional neural network architecture PiNet [20], which is also seen in the learning curve shown in figure 1(a) for isolated molecules.

Presumably, the paradigm in atomistic machine learning at present focuses on predicting physical quantities which enter into the loss function and the model training, e.g. energy, force and charge [35–37]. Instead, we looked into the latent variables of a trained network in this work and showed that the molecular dipole moments in liquid water inferred from the PiNet-dipole model are surprisingly in accord with those
obtained from Wannier centers. Apart from the importance of physical constraints as shown in this work, future studies should investigate other factors which could contribute to this agreement, e.g. an effective inclusion of long-range charge transfer. With these efforts, graph convolution based charge models could provide an alternative for describing the itinerant polarization in condensed phase systems [38]. Thus, their applications to charged systems, such as electrolyte materials and electrified solid-liquid interfaces [39, 40], shall be anticipated.

Data availability statement

The polarization dataset for liquid water can be accessed using the following link https://doi.org/10.5281/zenodo.4752246. Other data that support the findings of this study are included within the article (and any supplementary files).
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