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Abstract

Automated seizure detection and classification from electroencephalography (EEG) can greatly improve the diagnosis and treatment of seizures. While prior studies mainly used convolutional neural networks (CNNs) that assume image-like structure in EEG signals or spectrograms, this modeling choice does not reflect the natural geometry of or connectivity between EEG electrodes. In this study, we propose modeling EEGs as graphs and present a graph neural network for automated seizure detection and classification. In addition, we leverage unlabeled EEG data using a self-supervised pre-training strategy. Our graph model with self-supervised pre-training significantly outperforms previous state-of-the-art CNN and Long Short-Term Memory (LSTM) models by 6.3 points (7.8%) in Area Under the Receiver Operating Characteristic curve (AUROC) for seizure detection and 6.3 points (9.2%) in weighted F1-score for seizure type classification. Ablation studies show that our graph-based modeling approach significantly outperforms existing CNN or LSTM models, and that self-supervision helps further improve the model performance. Moreover, we find that self-supervised pre-training substantially improves model performance on combined tonic seizures, a low-prevalence seizure type. Furthermore, our model interpretability analysis suggests that our model is better at identifying seizure regions compared to an existing CNN. In summary, our graph-based modeling approach integrates domain knowledge about EEG, sets a new state-of-the-art for seizure detection and classification on a large public dataset (5,499 EEG files), and provides better ability to identify seizure regions.
Introduction

Up to 10% of people will experience at least one seizure over their lifetime.1 Seizures commonly result from a brain insult such as traumatic brain injury, cerebrovascular disease, or drug intoxication.1–3 and are among the most common neurological emergencies.4,5 In addition to physical problems such as injuries, loss of consciousness, and disturbances of movement resulting from seizures, people with epilepsy also experience higher rates of psychological conditions, social stigma, and unemployment.6

For patients, definitive detection of a seizure is only the first step in their diagnostic journey. An important subsequent step is to classify seizures into finer-grained types, such as focal seizure versus generalized seizure or absence seizure versus tonic seizure, in order to identify targeted therapies, comorbidities, and prognosis.10,11

Electroencephalography (EEG) plays a critical role in this process of seizure detection and classification. Common scalp EEG (referred to as simply “EEG” hereafter) measures the electrical activity of the brain using multiple electrodes placed on an individual’s scalp. Clinically, EEG-based seizure detection and seizure type classification are performed by a board-certified EEG reader who visually examines a patient’s EEG signals over time periods ranging from hours to days. This manual analysis of EEG signals is extremely resource- and time-consuming, and is often impractical for real-time continuous seizure monitoring in hospital units where an expert EEG reader is often not available around the clock.12 Automated algorithms for seizure detection and seizure type classification can greatly mitigate these limitations, accelerate epilepsy diagnosis, and improve outcomes for acutely ill patients.

Substantial research has been conducted on developing EEG-based automated seizure detection algorithms. Earlier studies extracted hand-crafted features and applied classical machine learning models, such as support vector machines and Bayesian networks, for automated seizure detection.13–20 More recent studies leveraged deep learning methods—such as convolutional neural networks (CNNs),21–25 hybrid architectures combining CNNs and recurrent neural networks (RNNs),26,27 or graph neural networks (GNNs)—to automatically learn useful features for seizure detection. Importantly, deep learning-based methods have shown promise across populations ranging from adults to neonates.24,29

In contrast to automated seizure detection, automated seizure type classification remains largely unaddressed, and many open questions remain outstanding. First of all, although there is a standard International League Against Epilepsy (ILAE) seizure classification system, this classification system makes use of (the first) clinically observed symptoms as the basis for classification. Indeed, to our knowledge, there is no consensus seizure nomenclature based purely on EEG morphology. One major limitation in producing such a consensus classification system and using it for automated seizure type classification has been the limited availability of large EEG databases. In 2018, Shah et al.30 released the Temple University Hospital Seizure Detection Corpus (TUSZ), an EEG database consisting of 5,612 EEG files, with 3,050 annotated seizures from clinical recordings. Though this corpus does not capture every known seizure type, it provides an important step towards automating seizure classification by providing a large open set of baseline examples of seizures. The Temple University Hospital group additionally proposed their own seizure classification scheme using terms from 1981 ILAE schema by dividing the seizures in their database into eight seizure types (e.g. focal non-specific seizure, generalized non-specific seizure, etc).

The release of TUSZ database has motivated several studies on developing automated seizure type classification algorithms. Based upon the results so far, the seizure type classification problem appears to be substantially more difficult than seizure detection alone. Investigators have used classical machine learning methods,32,33 deep-learning-based CNNs,34–36 or hybrid CNN-RNN models.37 In most
of these prior studies on seizure detection or seizure type classification, the same patients’ EEGs were
used for both training and evaluating the algorithms, which does not demonstrate the model’s ability to
generalize to unseen patients. Like some other prior studies, we aim to evaluate our model’s
generalizability to unseen patients’ data, which is motivated by real-world scenarios where new patients’
data are continuously being collected and analyzed.

We note that prior state-of-the-art deep learning-based methods for automated seizure detec-
tion or seizure type classification used CNNs that assume image-like structures in EEG signals
or their spectrograms. However, CNN-based approaches do not reflect the natural geometry of EEG
electrodes. Standard EEG electrode placements (see Figure 1a for the layout of electrodes in the 10-
20 international EEG configuration) represent a graph structure rather than a two-dimensional image
structure in EEG signals. Thus, a more natural way of modeling EEGs is representing them as graphs.
A few studies have explored modeling EEGs as graphs in other domains, such as EEG-based identi-
fication of visual stimuli, emotion recognition, and distinguishing neurological patients’ normal
EEGs from healthy individuals’ EEGs. To the best of our knowledge, only two studies have examined
modeling EEGs with graphs for seizure detection or localization. Varatharajah et al. designed a factor
graph model based on significant domain knowledge to encode the spatial and temporal relationships
in EEGs for seizure onset localization. Covert et al. proposed a Temporal Graph Convolutional Net-
work that performs feature extraction that is localized and shared over time and space for automated
seizure detection. Nevertheless, these two studies were only limited to seizure localization or detection
on internal datasets, and did not use self-supervised pre-training approaches. Our study is the first to
date that investigates seizure detection and seizure type classification with graph-based modeling and
self-supervised pre-training on the public TUSZ dataset.

Since expert-labeled medical data are extremely expensive to obtain, label-free methods that
improve the model’s performance, such as self-supervised pre-training, have gained particular interest
in medical domains. Self-supervised pre-training involves pre-training a model on large amounts of un-
labeled data using an alternative objective that is related to the target tasks of interest. In medical
domains, self-supervised pre-training has been widely applied to medical image analysis. To the
best of our knowledge, only three studies have investigated self-supervised learning for EEG signals.
Banville et al. proposed three self-supervised pre-training tasks—contrastive predictive coding, rela-
tive positioning, and temporal shuffling—to learn useful representations of EEG signals for sleep staging
from EEGs. Inspired by the SimCLR framework from computer vision, Mohsenvand et al. hand-
crafted a few data augmentation methods for EEG signals, and presented a framework for emotion
recognition, normal/abnormal classification, and sleep-stage scoring from EEGs. Kostas et al. adopted
a self-supervised contrastive pre-training method that was initially used for automatic speech recogni-
tion, and fine-tuned the model on downstream EEG-based sleep stage classification and brain-computer
interface tasks. However, these self-supervised learning studies did not model EEGs as graphs, neither
did they address seizure detection or classification.

In this study, we present a graph-based modeling method with self-supervised pre-training for
automated seizure detection and seizure type classification. We model EEG signals as graphs, where
the nodes in the graphs represent EEG electrodes, and the edges represent either the physical distance
or connectivity between the electrodes. More precisely, we propose two different graph structures: (a)
modeling the edges by the pairwise physical distance between EEG electrodes in the standard 10-20
system (see Figure 1b), or (b) modeling the edges by the pairwise cross-correlation between the signals
in the EEG channels (see Figure 1c). We adapt Diffusion Convolutional Recurrent Neural Network
(DCRNN), a recurrent neural network with graph diffusion convolutions, to model the spatiotemporal
dependencies in EEGs. Our model achieves an Area Under the Receiver Operating Characteristic curve
(AUROC) value of 0.824 for seizure detection, and a weighted F1-score of 0.710 for seizure type classi-
Compared to state-of-the-art CNN and Long Short-Term Memory (LSTM) models, our graph model without self-supervised pre-training provides 1.2 points increase (1.5%) in AUROC for seizure detection, and 2.4 points increase (3.5%) in weighted F1-score for seizure type classification. Furthermore, we propose a novel self-supervised pre-training strategy that pre-trains the model for predicting the next 12-s EEGs given the previous 60-s/12-s EEGs. This pre-training strategy leverages the large amounts of unlabeled EEGs already present in our dataset, and thus does not require additional data or labels for pre-training. Compared to our non-pre-trained model, self-supervised pre-training significantly improves the model performance by 5.1 points (6.2%) in AUROC for seizure detection, and 3.9 points (5.5%) in weighted F1-score for seizure type classification. Consequently, by leveraging both the graph structure of the data and self-supervised pre-training strategy, our graph model significantly outperforms previous state-of-the-art CNN and LSTM models by 6.3 points (7.8%) in AUROC for seizure detection and 6.3 points (9.2%) in weighted F1-score for seizure type classification. Importantly, our model with self-supervised pre-training achieves an AUROC value of 0.875 on seizure detection, matching the performance of the previous state-of-the-art CNN (AUROC = 0.88) that was pre-trained using supervised learning on a dataset that is an order of magnitude larger than TUSZ. In addition, detailed analyses of the individual seizure type predictions suggest that our model significantly improves the performance on low-prevalence seizure classes. Specifically, our model without self-supervised pre-training performs 10 points (12.0%) better than the baselines in prediction accuracy on the low-prevalence absence seizure class, and our self-supervised pre-training provides 48 points increase (184.6%) in prediction accuracy on the low-prevalence combined tonic seizure class. Lastly, to understand how our model reaches the final predictions, we examine methods for model interpretability by occluding small segments of EEGs and observing the change in the model output. We quantitatively show that our graph-based modeling approach, particularly when combined with self-supervised pre-training, is better at identifying seizure regions than an existing CNN.

Our main contributions are summarized as follows. First, our graph-based modeling approach significantly improves model performance on automated seizure detection and seizure type classification on the public TUSZ dataset compared to existing methods. Second, by leveraging large amounts of unlabeled EEGs, our self-supervised pre-training strategy further improves the model performance without the need of additional data or labels. Third, our graph neural network is flexible to the EEG electrode placements and sequence lengths, and thus can be easily applied to EEGs with different electrode geometry or length. Finally, our graph-based modeling approach, particularly when combined with self-supervised pre-training, substantially improves the ability to identify seizure regions over an existing CNN, suggesting that our model is better at capturing spatiotemporal dependencies in EEG signals.
Figure 1: (a) Electrode placement in the international 10-20 system. (b) Distance EEG graph. Edge weights are computed based on the pairwise Euclidean distance between EEG electrodes in the international 10-20 system. This results in an undirected, weighted graph. Self-edges are not shown here. Darker (lighter) edges indicate stronger (weaker) connectivity. (c) An example correlation EEG graph. Edge weights are computed based on the pairwise cross-correlation between preprocessed signals in EEG channels. Only the edges of the top-3 neighbors of each node are kept, resulting in a directed, weighted graph. (d) Overview of our methods. We preprocess the EEG clips and construct the EEG graphs (see Methods) before inputting them to the corresponding model for seizure detection, seizure type classification, or self-supervised pre-training. (e) Details of our seizure detection, seizure type classification, and self-supervised pre-training models. We employ Diffusion Convolutional Gated Recurrent Units (DCGRUs), a variant of Gated Recurrent Units where the matrix multiplications are replaced by graph diffusion convolutions. For seizure detection and seizure type classification, the models consist of several layers of DCGRUs and a prediction layer. For self-supervised pre-training, the model consists of an encoder and a decoder, each having the same number of DCGRUs. Abbreviation: FC, fully connected layer.
Results

Overview
In this study, we model EEG signals as graphs, where the nodes in the graphs represent EEG electrodes, and the edges represent the physical distance or connectivity between electrodes. We investigate two novel methods of computing the edge weights. The first approach is based on the pairwise physical distance between the electrodes according to the standard 10-20 system (referred to as “distance graph” hereafter), which results in a universal undirected, weighted graph for all the EEG clips (Figure 1b). The second approach is based on the pairwise cross-correlation between the preprocessed signals (referred to as “correlation graph” hereafter), which results in a unique directed, weighted graph for each EEG clip (Figure 1c). We adapt a graph neural network, Diffusion Convolutional Recurrent Neural Network (DCRNN), to model the spatiotemporal dependencies in EEG signals. Following the experimental setting of a prior study\(^\text{24}\), we examine our model’s capability of fast detection/classification over 12-s EEG clips, as well as slow detection/classification over 60-s EEG clips. The seizure detection task is to predict whether or not a seizure event exists within each clip, the seizure type classification task is to predict the seizure type given a seizure EEG clip, and the self-supervised pre-training task is to predict the next 12-s EEG clip given the previous 12-s (or 60-s) EEG clip. For additional details on EEG graph construction, model architecture, and model training procedures, see Methods.

Data
We use the public TUSZ v1.5.2 dataset in this study. To ensure that the held-out test set only consists of unseen patients, we exclude five patients from the test set who exist in both of the TUSZ v1.5.2 official train and test sets. This results in 4,599 EEG files (18.9% seizure) in the TUSZ train set and 900 EEG files (25.6% seizure) in the TUSZ test set (Table 1a). Supplementary Figure 1 shows the distributions of EEG file duration, patients’ age and sex, and four seizure classes used in our study.

For seizure detection and self-supervised pre-training, we use all the EEGs with and without seizure events in TUSZ train/test set, and adopt a non-overlapping sliding window approach to obtain the EEG clips (see Methods). Whereas for seizure type classification, we use only EEGs with seizure events in TUSZ train/test set. We exclude myoclonic seizures because there are only two myoclonic seizures in the dataset. Furthermore, because simple partial seizures and complex partial seizures are focal seizures characterized by consciousness and impaired consciousness respectively\(^\text{55,56}\), they are not distinguishable from other types of focal seizures by EEG signals alone. Hence, we combine focal non-specific seizures, simple partial seizures, and complex partial seizures to form a class named combined focal (CF) seizures. In addition, since tonic and tonic-clonic seizures are rare in the dataset (there are only 18 tonic seizures and 30 tonic-clonic seizures in TUSZ train set), and tonic-clonic seizures always start with a tonic phase\(^\text{55}\), in order to maximize the training data for tonic/tonic-clonic seizures, we combine tonic-clonic seizures with tonic seizures to form a class named combined tonic (CT) seizures. This results in four seizure classes in total (Table 1b): combined focal (CF) seizures, generalized non-specific (GN) seizures, absence (AB) seizures, and combined tonic (CT) seizures. We obtain one 12-s (or 60-s) EEG clip for each seizure event.

We further randomly split the official TUSZ train set by patients into train and validation sets with a ratio of 90%/10% for model training and hyperparameter tuning respectively, and we hold-out the TUSZ test set for model evaluation. The train, validation, and test sets consist of EEGs from distinct patients. The resulting sample sizes are shown in Table 1c. Details on data preprocessing can be found in the Methods section.
Table 1: Overview of the data used in this study. (a) Summary of data in the official train and test sets of Temple University Seizure Corpus (TUSZ) v1.5.2. To ensure the test set only consists of unseen patients, we exclude five patients from the test set who also appear in the train set. (b) Number of seizure events and patients in TUSZ v1.5.2 in the following four seizure classes used in our study: combined focal (CF), generalized non-specific (GN), absence (AB), and combined tonic (CT) seizures. The CF class is formed by combining focal non-specific, simple partial, and complex partial seizures. The CT class is formed by combining tonic non-specific, simple partial, and complex partial seizures. We exclude myoclonic seizures because there are only two myoclonic seizure events in the dataset. (c) Sample sizes after data preprocessing. We further randomly split the TUSZ v1.5.2 official train set into train and validation sets by 90%/10% across patients. Hence, our train, validation, and test sets consist of EEGs from distinct patients. For self-supervised pre-training and seizure detection tasks, we use all the available EEG files (see (a)) in each train/validation/test set. Because we adopt a non-overlapping sliding window approach (see Methods) for self-supervised pre-training and seizure detection tasks, the number of samples for 60-s and 12-s EEG clips are different. For seizure type classification, we use only EEG files containing seizure events (see (b)) in each train/validation/test set. The number of samples for 60-s and 12-s clips for seizure type classification are the same because only one EEG clip is obtained from each seizure event.

**Graph neural network performance**

To validate that our graph-based modeling approach improves seizure detection and seizure type classification compared to traditional CNN- or RNN-based methods, we compare our DCRNN (without self-supervised pre-training) to two baseline models: (a) Dense-CNN\textsuperscript{24}, a previous state-of-the-art CNN with densely connected inception modules, and (b) Long Short-Term Memory (LSTM)\textsuperscript{57}, a recurrent neural network with feedback connections. Furthermore, we compare our model’s performance to results of two other CNNs reported in the literature\textsuperscript{35,36}. Following standards established by recent studies on seizure detection\textsuperscript{24,28,29} and seizure type classification\textsuperscript{33,35,37}, we compare the AUROC scores on the test set between the baselines and our DCRNN models for seizure detection, and weighted F1-scores for seizure type classification. As a fair comparison to the CNN-based ensemble model SeizureNet\textsuperscript{35}, we trained and evaluated our DCRNN using a new train and test split: the same 3-fold patient-wise split.
reported by Asif et al. Asif et al. did not aggregate the seizure types in the TUSZ dataset and used the original labels (excluding myoclonic seizures), resulting in seven seizure types instead of four in our other seizure classification experiments. The seven seizure classes are focal non-specific seizure, simple partial seizure, complex partial seizure, generalized non-specific seizure, absence seizure, tonic seizure, and tonic-clonic seizure. Table 2a (third to sixth rows) shows the performance of our DCRNN model (without self-supervised pre-training) and the baselines for seizure detection and seizure type classification. Table 2b shows the performance of our DCRNN model and SeizureNet on seven-class seizure type classification. The mean and standard deviation were calculated from five runs with different random seeds for each model.

For seizure detection, both of our distance/correlation graph-based DCRNN models (without self-supervised pre-training) perform on par with Dense-CNN, and significantly better \( p < 0.05 \) than LSTM on 12-s/60-s EEG clips. Note that the seizure/non-seizure ratios are different between 60-s and 12-s EEG clips in the test set, and that there are many more training samples for 12-s seizure detection (see Table 1), which likely results in higher AUROC scores for 12-s EEG clips than 60-s EEG clips across all the models (without self-supervised pre-training). See Supplementary Table 1 for additional model evaluation scores (F1-score, Area Under the Prevision-Recall curve, sensitivity, and specificity) for seizure detection.

For seizure type classification, both of our distance/correlation graph-based DCRNN models significantly outperform \( p < 0.05 \) the two baseline models on 12-s EEG clips, and perform on par with the baselines on 60-s EEG clips. Notably, our correlation graph-based DCRNN achieves a weighted F1-score of 0.710, providing 13.4 points (23.3%) increase over Dense-CNN and 5.8 points (8.9%) increase over LSTM. Compared to the weighted F1-score reported for SeizureNet, our 60-s correlation graph-based model provides 3 points (4.8%) improvement on seven-class seizure type classification (Table 2b). Note that seizure type classification in Asif et al. is performed independently on 1-s EEG clips obtained by sliding a 1-s window (0 or 0.5-s overlap) on EEGs with seizures, and one seizure event may be associated with multiple EEG clips and predictions. In contrast, our seizure type classification is performed on 12-s/60-s EEG clips from different seizure events.

Moreover, to compare our model’s performance on seizure type classification to Iesmantas et al., we report AUROC values of individual seizure classes in Supplementary Table 2. For GN and AB seizure classes that are common between our studies, our DCRNN (without self-supervised pre-training) achieves substantially higher AUROC scores than Iesmantas et al., providing 3.5 points increase (4.5%) for GN seizures, and 26.3 points increase (36.5%) for AB seizures.

In addition, we conduct an ablation study to examine the effectiveness of Fourier transform in our preprocessing step for our graph-based methods. We find that frequency-domain inputs with Fourier transform result in a large and significant improvement of model performance compared to time-domain inputs on both seizure detection and seizure type classification. See Supplementary Results and Supplementary Table 3 for details.

**Self-supervised pre-training improves graph neural network performance**

To assess the effectiveness of self-supervised pre-training in improving our model’s performance on seizure detection and seizure type classification, we compare the results of our DCRNN model without and with self-supervised pre-training. Specifically, we pre-train our DCRNN model for predicting next 12-s preprocessed EEG clips given the previous 60-s/12-s preprocessed EEG clips. We fine-tune our models for seizure detection and seizure type classification by initializing the model parameters with the self-supervised model weights.

Table 2a (seventh and eighth rows) shows the model performance with self-supervised pre-
(a) Seizure detection and seizure type classification results.

Table 2: (a) Results of seizure detection and seizure type classification for the baselines, DCRNN models without and with self-supervised pre-training. Our graph-based DCRNN models perform on par with or significantly better than the baseline Dense-CNN and LSTM on both seizure detection and seizure type classification tasks. Moreover, self-supervised pre-training significantly improves the performance of our DCRNN models on both tasks. Mean and standard deviation (std) were obtained by five runs with different random seeds for each model. Results with statistically significant improvement are highlighted in bold. *DCRNN model (without self-supervised pre-training) performs significantly better than at least one of the baseline models ($p < 0.05$). †DCRNN model with self-supervised pre-training performs significantly better than DCRNN model without self-supervised pre-training ($p < 0.05$). (b) Comparison between our DCRNN models and SeizureNet on seven-class seizure type classification. Our correlation graph-based DCRNN model trained and evaluated on 60-s EEG clips substantially outperforms the CNN-based ensemble model, SeizureNet.

(b) Seven-class seizure type classification results for models without self-supervised pre-training.

training. Compared to DCRNN without self-supervised pre-training, models with self-supervised pre-training perform significantly better on both seizure detection and seizure type classification tasks. Notably, distance graph-based DCRNN with self-supervised pre-training achieves an AUROC of 0.875 for seizure detection on 60-s EEG clips, which is 8.2 points (10.3%) higher than model without self-supervised pre-training. Importantly, the 0.875 AUROC score matches the performance of Dense-CNN reported in Saab et al.\cite{Saab2023} that was pre-trained using supervised learning on a dataset that is an order of magnitude larger than TUSZ. Similarly, distance graph-based DCRNN with self-supervised pre-training achieves a weighted F1-score of 0.749 for seizure type classification on 60-s clips, which is 5.9 points (8.6%) higher compared to its non-pre-trained counterpart. These results suggest the effectiveness of our self-supervised pre-training strategy. Importantly, the pre-trained model weights are shared by both seizure detection and seizure type classification models, which indicates that our self-supervised pre-training provides good model initialization that generalizes across tasks.

Figure 2a shows the Receiver Operating Characteristic (ROC) curves for our median DCRNN models and the median baseline models for seizure detection. At a low false positive rate (FPR) operating
point (e.g., 20% FPR), our DCRNN models with self-supervised pre-training achieve higher true positive rates than the baselines.

Figure 2b shows the normalized confusion matrices that are averaged across five random runs for our distance graph-based DCRNN model and the baselines for seizure type classification on 12-s EEG clips. We summarize two main observations here. First, our DCRNN model without self-supervised pre-training performs significantly better than the baselines on the low-prevalence AB seizure class \( (p < 0.05) \). Second, with self-supervised pre-training, the prediction accuracy of the low-prevalence CT seizure is substantially improved, and is significantly better than the baselines and the non-pretrained DCRNN model \( (p < 0.05) \).

Surprisingly, despite being a majority class, many of the GN seizures are misclassified (Figure 2b). To examine the reason of the misclassifications, a board-certified neurologist (CLM) manually analyzed the EEG signals for the GN seizures in the test set that are misclassified by all of our four best models (i.e., 12-s/60-s distance/correlation graph with self-supervised pre-training). We find that many of the misclassified GN seizures are in fact focal seizures but are mislabeled as GN seizures in the dataset. See Supplementary Results and Supplementary Figures 2-3 for details.
Figure 2: (a) Receiver Operating Characteristic (ROC) curves of our median DCRNN models and the median baselines for seizure detection. At a low false positive rate operating point (e.g., 20% FPR), our models with self-supervised pre-training achieve higher true positive rates compared to the baseline models. (b) Confusion matrices (averaged across five runs with different random seeds) for the baselines and our DCRNN model (distance graph) without and with self-supervised pre-training for seizure type classification on 12-s EEG clips. Each row of the confusion matrices is normalized by dividing by the number of examples in the corresponding class, such that each row sums up to one. Without self-supervised pre-training, our graph-based model (bottom left panel) significantly outperforms the baseline Dense-CNN and LSTM on the low-prevalence absence (AB) seizure class ($p < 0.05$). Furthermore, with self-supervised pre-training (bottom right panel), the prediction accuracy on the low-prevalence combined tonic (CT) seizure class is significantly improved ($p < 0.05$). Abbreviations: CF, combined focal seizure; GN, generalized non-specific seizure; AB, absence seizure; CT, combined tonic seizure.
Graph neural network is flexible to EEG sequence lengths

Unlike CNNs, our model is independent of the EEG clip length because of its recurrent architecture. To validate that this property leads to better generalization performance across different clip lengths compared to CNNs, we test the trained DCRNN models on the clip length that is different from which the models are trained on. Specifically, we test on 12-s clips with the model trained on 60-s clips, and vice versa. Because Dense-CNN model parameters are dependent on the clip length, we can only test the 60-s trained Dense-CNN on 12-s clips by imputing the remaining 48-s clips with values such as 0’s. Supplementary Table 4 shows the performance when the models are tested on different clip lengths. For seizure detection tested on 12-s clips, Dense-CNN’s performance decreases by 28.9 points in AUROC, whereas DCRNN’s performance decreases by 8.3 points. For seizure type classification tested on 12-s clips, Dense-CNN’s performance decreases by 11.6 points in weighted F1-score, while DCRNN’s performance decreases by 2.8 points. This suggests that the flexibility to EEG clip lengths is an advantage of our method compared to CNN-based methods.

Graph neural network provides better ability to identify seizure regions

Visualizing spatial/temporal regions important for model prediction

To understand the spatial and/or temporal regions that are important for our model’s predictions, we perform the following model interpretability analyses. See Methods for details on the experimental setup.

For seizure detection, an EEG clip may partially overlap with a seizure event or may be completely seizure free. We hypothesize that both the spatial and temporal dimensions can be important for our model’s prediction of seizures. Therefore, we occlude 1-s EEG signals in one channel at a time and compute the percentage change in the model output compared to the original output. A larger (smaller) drop in the output indicates that the occluded region is more (less) important for predicting seizure. Figure 3 shows examples of percentage changes in four correctly predicted 60-s EEG clips in the test set, which are obtained from our correlation graph-based DCRNN with self-supervised pre-training. The percentage changes are overlaid on raw EEG signals and are shown in the bipolar double banana montage. We refer to this visualization as saliency maps in the remainder of this paper.

From Figure 3, we observe that temporal regions with seizures have higher saliency than temporal regions without seizures. Moreover, for focal seizures (Figures 3a–3b), high saliency is localized in the more abnormal EEG channels. Specifically, in Figure 3a, the most abnormal regions are Fp2-F8, Fp2-F4, Cz-Pz, T4-T6, and T6-O2, which correspond to the bright regions in the saliency map. In Figure 3b, while our manual examination of the entire EEG signal (i.e. before and after this EEG clip) suggests that the seizure may start in regions involving Fp1, F3, F7, and P3, the saliency map highlights P3-O1 while ignoring Fp1-F7, Fp1-F3, and F3-C3. This is likely because of the ongoing artifact (spikes in Figure 3b) in Fp1-F7, Fp1-F3, and F3-C3. In contrast, high saliency for generalized seizures (Figures 3c–3d) is more diffused across the channels, and the regions with high-frequency artifacts have lower saliency than regions without artifacts. Such patterns are expected given that generalized seizures occur in all areas of the brain. Supplementary Figure 4 shows the same examples in the referential average montage.

Furthermore, we performed the same occlusion experiment using the baseline Dense-CNN. Supplementary Figures 5–6 show the saliency maps from Dense-CNN for the same examples visualized in the double banana and average montages respectively. Compared to our DCRNN model, the high saliency regions from Dense-CNN do not localize in any spatial or temporal seizure regions. This suggests that our graph-based model is better at identifying seizure regions than Dense-CNN, which is intuitive given that our model more accurately encodes the natural geometric structure or connectivity of the
EEG electrodes. In the next section, we provide more quantitative analyses of the model’s ability to identify seizure regions.

For seizure type classification, since a seizure event spans the entire EEG clip length, we hypothesize that the spatial differences in the EEG signals are more important for the model’s prediction of the seizure types than temporal differences. To leverage our model’s advantage that it is independent of the number of EEG electrodes, we completely drop one EEG channel at a time and compute the percentage change in the model output. Supplementary Figure 7 shows examples of percentage changes in correctly classified 60-s EEG clips in the test set. We observe that for CF seizures, spatial regions with high saliency correspond to where the seizures are localized. See Supplementary Results and Supplementary Figures 7-8 for details.
Figure 3: Example saliency maps for seizure detection obtained from our correlation graph-based DCRNN model shown in the double banana montage for (a)–(b) focal seizures, and (c)–(d) generalized seizures. The saliency maps are obtained by occluding 1-s EEG signals in one EEG channel at a time and calculating the percentage change in the model output (see Methods). To visualize the percentage changes in the double banana montage, we subtract the values between the corresponding channels in the montage. Brighter (Darker) color indicates higher (lower) saliency. In each subfigure, the bottom panel shows the 60-s saliency map, the top left panel shows the saliency map zoomed in to the 12-s most salient time periods, the top right panel shows the saliency values that are averaged along the time dimension and overlaid on the corresponding correlation graph, and the red boxes indicate the duration of the seizures. We observe that temporal regions with seizures have higher saliency than temporal regions without seizures. Moreover, for focal seizures (a–b), high saliency is localized in the more abnormal brain regions. In contrast, for generalized seizures (c–d), high saliency is more diffused across the brain regions. The examples shown here are correctly predicted 60-s EEG clips in the test set. Note that the values within a saliency map are normalized, and thus should not be compared across different saliency maps.
Quantifying model ability to identify seizure regions

In addition to visually analyzing the saliency maps, we provide a quantitative analysis of the model’s capability to identify seizure regions. Specifically, we compare the high saliency regions (i.e. normalized saliency values $> 0.5$) to the event-based seizure annotations in the TUSZ dataset (i.e. annotations that indicate where and when seizures occur). For each EEG clip and its corresponding saliency map, we define a coverage metric that measures how many true seizure regions in both the spatial and temporal dimensions are detected, and a localization metric that measures how many detected spatial and temporal seizure regions are true seizure regions. Note that the coverage and localization metrics are analogous to recall and precision, respectively, for binary classification problems. We only performed this analysis for seizure detection because many of the seizure EEG clips also consist of non-seizure temporal regions, which provides more insights about the coverage and localization measures. See Methods and Equations 12–13 for more details on the definitions of the coverage and localization metrics.

Figures 4a–4b show the distributions of coverage scores for baseline Dense-CNN, correlation graph-based DCRNN without and with self-supervised pre-training, where the coverage scores are computed on each model’s correctly predicted 60-s test EEG clips. Similarly, Figures 4c–4d show the distributions of localization scores for the three models on their correctly predicted 60-s test EEG clips. We observe that compared to Dense-CNN, our DCRNN models have many more saliency maps with high coverage scores (e.g. coverage $> 0.9$ in Figures 4a–4b), suggesting that our DCRNN models are better at identifying relevant seizure regions than Dense-CNN. Similarly, there are many more saliency maps with high localization scores for DCRNN, which suggests that compared to Dense-CNN, a larger proportion of seizure regions that are detected by our model are true seizure regions. Notably, self-supervised pre-training improves coverage and localization scores for both focal and generalized seizures, where the most notable improvement is on the localization scores for focal seizures (e.g. localization $> 0.9$ in Figure 4c).

Here, we are particularly interested in the localization metric for focal seizures. The ability of not only detecting focal seizure regions, but also localizing the regions as precisely as possible would be highly desirable for a seizure detection model from a clinical standpoint. In Figures 4e–4f, we show example saliency maps of focal seizures in the test set whose localization scores are above 0.9, which are obtained from our correlation graph-based DCRNN model with self-supervised pre-training. Because the event-based annotations in the TUSZ dataset are based on the Temporal Central Parasagittal (TCP) montage, we visualize the saliency maps and raw EEG signals in the TCP montage here. Only high saliency regions (i.e. normalized saliency value $> 0.5$) are shown here, and the red boxes indicate the annotated spatial and temporal regions of the focal seizures. We can see that the high saliency regions overlap well with the annotated seizure regions.
Figure 4: (a)–(b) Distributions of coverage scores for baseline Dense-CNN, correlation graph-based DCRNN without and with self-supervised pre-training on each model’s correctly predicted 60-s EEG clips for (a) focal seizures, and (b) generalized seizures. There are many more saliency maps with high coverage scores (e.g. coverage > 0.9) from our DCRNN model without self-supervised pre-training than baseline Dense-CNN. Moreover, self-supervised pre-training substantially improves the coverage scores. (c)–(d) Distributions of localization scores for the three models on their correctly predicted 60-s EEG clips for (c) focal seizures, and (d) generalized seizures. There are many more saliency maps with high localization scores (e.g. localization > 0.9) from our DCRNN models compared to baseline Dense-CNN. Notably, self-supervised pre-training substantially improves the localization scores, especially for focal seizures. (e)–(f) Examples of saliency maps with focal seizure whose localization scores are above 0.9 shown in the TCP montage. Only high saliency regions (i.e. normalized saliency value > 0.5) are shown here, and the red boxes indicate the annotated spatial and temporal regions of the focal seizures.
Discussion

In this study, we present a novel graph-based deep learning method for seizure detection and seizure type classification. Our method has two primary technical innovations: graph-based EEG representation and self-supervised pre-training. In addition, as part of our work, we examine the classification scheme put forth by the Temple University Hospital group and alter it in order to make it better fit the underlying classes of seizures based upon their morphology. Combining these approaches, we achieve a new state-of-the-art on both seizure detection and seizure type classification on the public TUSZ dataset.

Our DCRNN model architecture holds the promise of better capturing the underlying geometry of EEG sensors in the same way that CNNs are thought to provide a better inductive bias for images.

In addition to substantially improved performance on the public TUSZ dataset, our method provides better ability to identify seizure regions than a previous state-of-the-art CNN. The saliency maps in Figures demonstrate a focus on EEG abnormalities that much better match human approaches to EEG interpretation. Even more importantly, because these saliency maps can help explain to physicians why the algorithm makes its predictions, we believe doctors are much more likely to be able to interpret and trust the algorithm’s results, which is a critical step towards clinical use of deep learning models.

The DCRNN architecture also offers increased flexibility. With its recurrent sequential architecture, the model can easily be adapted to different EEG lengths without retraining. Moreover, graph-based modeling approach allows for easy adaptation to different EEG sensor geometries. Different scalp montages and even the diverse electrode geometries of intracranial and stereo EEGs can be easily modeled. Hence, our method offers the possibility for an automated algorithm to approach the same level of flexibility as human expert EEG interpreters. Furthermore, it is possible to incorporate different methods to determine graph connectivity. While we show that a graph structure based upon Euclidean distance provides an intuitive basis for the graph topology, we additionally show that a graph topology based upon cross-correlation also gives improved performance over the baselines. In addition, this correlation-based graph topology has the following advantages. First, it can be used even when the physical locations of electrodes are unknown. Second, it captures connectivity beyond spatial information of EEG electrodes, which could also be particularly useful for intracranial EEGs where the connectivity between electrodes is not as dependent on their spatial alignment. In the future, one can investigate additional connectivity measures that have been shown to be particularly useful for predicting seizure onset or epileptogenic zones.

Self-supervised learning is a crucial element in the success of our method. By leveraging large amounts of unlabeled EEGs already present in the dataset, our self-supervised pre-training strategy significantly improves our model performance on both seizure detection and seizure type classification without the need of additional data or labels (Table and Figure). Of note, our DCRNN model with self-supervised pre-training achieves an AUROC value of 0.875, matching the performance of Dense-CNN reported in Saab et al. (AUROC = 0.88) that was pre-trained using supervised learning on a different dataset which is an order of magnitude larger than TUSZ. Moreover, our self-supervised pre-training method is general and can be applied to other sequence-to-sequence model architectures, and would be particularly useful for real-world clinical settings, where abundant, unlabeled data are continuously being generated in daily clinical routines.

There exist several limitations in this study that can be improved in the future. First, we represent the EEGs in each channel by the amplitudes of one-second Fast Fourier Transform in this study. While this preprocessing step leads to significantly improved model performance compared to time-domain EEG signals (see Supplementary Table), more sophisticated single-channel representations could be investigated in the future to improve the performance and interpretability of the method.

Second, our detailed error analysis on the misclassified GN seizures suggests that the TUSZ
dataset, annotated by a team of trained undergraduates, may contain errors in seizure type labels. A
prior study showed that a seizure detection model trained on large data with noisy labels greatly
outperformed the model trained on small, clean data. Therefore, the noisy labels in TUSZ could still
be valuable. It is also important to note that given the difficulties of EEG interpretation, there is likely
intrinsic variability in seizure classification even among experts. Hence, to improve the quality of model
evaluation, a test set with accurate labels that are approved by a consensus of experts would be helpful.

Third, this study is both made possible and limited by the TUSZ dataset and its seizure classifica-
tion scheme. After extensive visual analysis of the TUSZ dataset aided by early versions of
our model, we modified the original classification by eliminating myoclonic seizure class that has limited
representation in the dataset (i.e. only two myoclonic seizures) and combining tonic and tonic-clonic
seizures to maximize the training data of tonic seizures. Furthermore, we merged focal non-specific,
simple partial, and complex partial seizures into a combined focal seizure class. We justify the decision
of forming combined focal seizure class based upon avoiding using clinical observations to determine
electroencephalographic seizure classifications. In general, clinical seizure classification is a difficult task
even when the patient’s video recording and clinical history are available, and direct examination of the
clinical relationship to scalp EEG appearance during a seizure is complicated. Specifically, the classes
“simple partial seizures” and “complex partial seizures” are distinguished by a clinical behavior, con-
sciousness, whose underlying neurobiology is neither easy to measure nor fully understood. Therefore,
while it is of profound interest to determine which EEG seizure patterns lead to impaired consciousness,
we advocate strongly in this work that a system for EEG classification of seizures needs to be based as
much as possible on EEG waveform features alone. To support future advances in the field, we believe
that developing such an electrographic seizure classification system based on EEG morphology will be
of broad interest to the research community. We imagine that a system analogous to the American
Clinical Neurophysiology Society terminology for ICU EEG waveforms would arise out of this effort.
This might be done by consensus opinion or by testing competing classifications on their clinical useful-
ness. Furthermore, future work on EEG datasets from different populations and age groups is needed to
evaluate the model’s generalizability across populations and age groups.

In conclusion, we present a novel graph-based modeling method with self-supervised pre-training
for automated seizure detection and seizure type classification. Our study is the first to date that
examines both seizure detection and seizure type classification on the public TUSZ dataset. Our novel
self-supervised pre-training approach significantly improves the model performance, and sets new state-
of-the-arts on both tasks. In addition, our graph-based modeling approach is flexible to the EEG electrode
placements and sequence lengths, and provides better ability to identify seizure regions. We also propose
a more practical seizure type classification scheme based on EEG morphology. Lastly, our study suggests
that graph-based methods are a more effective alternative to CNN-based methods for modeling EEG
signals, and opens exciting future opportunities to build graph-based EEG representations for neurology
applications.
Methods

Data preprocessing

In this study, we use the public TUSZ v1.5.2 dataset, which is a subset of the larger Temple University Hospital EEG Corpus\(^5\) with seizure type labels. We use only signals from the following 19 electrodes in the 10-20 international EEG configuration: Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, T6, Fz, Cz, and Pz. Because the EEG signals are sampled at different frequencies in the dataset, we resample them to the same frequency of 200 Hz using the “resample” function in SciPy python package\(^6\).

We perform the following preprocessing steps to obtain EEG clips in the frequency domain and their corresponding labels. First, for seizure detection, we use all the EEGs with and without seizure events in each of the TUSZ train/test set. We obtain the EEG clips by sliding a 12-s (or 60-s) window over the EEG signals without overlaps, and ignore the last window if it is shorter than the clip length. The label for each clip is \(y = 1\) if at least one seizure event occurs within this clip, otherwise \(y = 0\).

Second, for seizure type classification, we use only EEGs with seizure events in each of the TUSZ train/test set. We obtain one 12-s (or 60-s) EEG clip for each seizure event starting at 2-s before the annotated seizure onset time, where a 2-s offset accounts for tolerance in the annotations. If a seizure event is shorter than 12-s (or 60-s), the EEG clip is truncated at the end of the seizure to prevent a clip from having multiple seizure types. The label for each clip is the index of the corresponding seizure class, i.e. \(y \in \{0, 1, 2, 3\}\), which corresponds to \{CF, GN, AB, CT\}.

Third, for self-supervised pre-training, we use all the EEGs in each of the TUSZ train/test set, and adopt the same sliding window approach as seizure detection to obtain the EEG clips.

Fourth, for each EEG clip in each of the seizure detection/seizure type classification/self-supervised pre-training tasks, we perform the following preprocessing steps to transform the signals in time domain to frequency domain: (a) slide a \(t\) second window over the EEG clip without overlap, where \(t\) is the time step size for networks involving recurrent layers such as LSTM or DCRNN; (b) apply Fast Fourier Transform (FFT) to each \(t\) second window, and retain the log amplitudes of the non-negative frequency components similar to prior studies\(^2\)\(^8\)\(^\)\(^9\); (c) z-normalize the EEG clip with respect to the mean and standard deviation of the training data. Because EEG clips for seizure type classification may have variable lengths due to short seizures, we pad the clips with 0’s to facilitate model training in batches. We use \(t = 1\) second as a natural choice of the time step size. After preprocessing, each EEG clip can be denoted as \(X \in \mathbb{R}^{T \times N \times M}\), where \(T = 12\) (or \(T = 60\)) represents the clip length, \(N = 19\) represents the number of EEG channels/electrodes, and \(M = 100\) represents the feature dimension after the aforementioned Fourier transform.

Representing EEGs as graphs

In this study, we propose representing an EEG clip as a graph \(G = \{V, E, W\}\), where \(V\) denotes the set of nodes (i.e. 19 EEG electrodes/channels), \(E\) denotes the set of edges, and \(W\) is the adjacency matrix. Following our preliminary study\(^7\), we examine the following two methods of constructing the EEG graph.

- **Distance graph**: The edge weight \(W_{ij}\) between electrodes \(v_i\) and \(v_j\) is obtained by applying a thresholded Gaussian kernel\(^8\) to the pairwise Euclidean distance between \(v_i\) and \(v_j\) according to the standard 10-20 system:

  \[
  W_{ij} = \exp\left(-\frac{\text{dist}(v_i, v_j)^2}{\sigma^2}\right) \text{ if } \text{dist}(v_i, v_j) \leq \kappa, \text{ otherwise } 0
  \] (1)
where \( \text{dist}(v_i, v_j) \) is the pairwise Euclidean distance between electrodes \( v_i \) and \( v_j \) according to the 10-20 system, \( \sigma \) is the standard deviation of the distances, and \( \kappa \) is the threshold for sparsity. This method results in a universal undirected, weighted graph for the all input EEG clips. We experimented with various values of \( \kappa \) and found that \( \kappa = 0.9 \) resulted in a reasonable graph (e.g. no long-range connection), and thus used \( \kappa = 0.9 \) in all the experiments.

- **Correlation graph:** The edge weight \( W_{ij} \) between electrodes \( v_i \) and \( v_j \) is the absolute value of the normalized cross-correlation between the preprocessed signals in \( v_i \) and \( v_j \). To introduce sparsity to the graph, we limit the number of neighbors each node can have. For each node, only the edges whose weights are among the top-\( \tau \) of the node are kept:

\[
W_{ij} = |X_{i,:} \ast X_{j,:}| \text{ if } v_j \in \mathcal{N}(v_i), \text{ otherwise } 0
\]

where \( \ast \) represents the normalized cross-correlation, and \( \mathcal{N}(v_i) \) represents the top-\( \tau \) neighbors of \( v_i \). This method results in a unique directed, weighted graph for each input EEG clip. We treat \( \tau \), the number of neighbors whose edges are kept for each node, as a hyperparameter in our experiments.

Figure 1b shows the distance graph, and Figure 1c shows an example correlation graph with \( \tau = 3 \). In both figures, darker (lighter) edges indicate stronger (weaker) connections, and self-edges are not shown for better visualization.

**Model architecture**

We use Diffusion Convolutional Recurrent Neural Network (DCRNN), a recurrent neural network with graph diffusion convolutions, to model the spatiotemporal dependencies in EEG signals. DCRNN was initially developed for traffic forecasting, where the dynamics of traffic flow were modeled as a diffusion process. Similarly, we can also model the spatial dependency in EEG signals as a diffusion process, because one could expect an electrode to be influenced more by electrodes in its proximity (measured by distance or correlation). Specifically, the diffusion process is characterized by a bidirectional random walk on a directed graph \( \mathcal{G} \), which results in the following diffusion convolution:

\[
X_{.,m \in \mathcal{G}} f_\theta = \sum_{k=0}^{K-1} (\theta_{k,1}(D_O^{-1}W)^k + \theta_{k,2}(D_I^{-1}W^T)^k)X_{.,m} \text{ for } m \in \{1, ..., M\}
\]

where \( X \in \mathbb{R}^{N \times M} \) is the preprocessed EEG clip at time step \( t \in \{1, ..., T\} \) with \( N \) nodes and \( M \) features, \( f_\theta \) is the convolution filter with parameters \( \theta \in \mathbb{R}^{K \times 2} \), \( D_O \) and \( D_I \) are the out-degree and in-degree diagonal matrices of the graph respectively, \( D_O^{-1}W \) and \( D_I^{-1}W^T \) are the state transition matrices of the outward and inward diffusion processes respectively, and \( K \) is the number of maximum diffusion steps.

For undirected graphs, the diffusion convolution is similar to ChebNet spectral graph convolution up to a constant scaling factor, and thus can be computed using stable Chebyshev polynomial bases as follows:

\[
X_{.,m \in \mathcal{G}} f_\theta = \Phi \left( \sum_{k=0}^{K-1} \theta_k A^k \right) \Phi^T X_{.,m} = \sum_{k=0}^{K-1} \theta_k L^k X_{.,m} = \sum_{k=0}^{K-1} \theta_k T_k(\tilde{L})X_{.,m} \text{ for } m \in \{1, ..., M\}
\]

where \( T_0(x) = 1, T_1(x) = x, \text{ and } T_k(x) = 2xT_{k-1}(x) - T_{k-2}(x) \) for \( k \geq 2 \) are the bases of the Chebyshev polynomial, \( L = D^{-\frac{1}{2}}(D - W)D^{-\frac{1}{2}} = \Phi \Phi^T \) is the normalized graph Laplacian, and \( \tilde{L} = \frac{-1}{\lambda_{\max}}L - I \) is the scaled graph Laplacian mapping the eigenvalues from \([0, \lambda_{\max}] \) to \([-1, 1] \).
In our study, we use Equation 3 for the directed correlation graphs, and Equation 4 for the undirected distance graph.

Next, we employ Gated Recurrent Units (GRUs), a variant of RNN with gating mechanism, to model the temporal dynamics in EEGs. Specifically, the matrix multiplications in GRUs are replaced with diffusion convolutions (or ChebNet spectral graph convolutions for undirected graphs), allowing spatiotemporal modeling of EEG signals. Equations 5–8 show the resulting GRU with diffusion convolutions (or DCGRU):

\[ r(t) = \sigma(\Theta_r \ast G[X(t), H(t-1)] + b_r) \]  
\[ u(t) = \sigma(\Theta_u \ast G[X(t), H(t-1)] + b_u) \]  
\[ C(t) = \tanh(\Theta_C \ast G[X(t), (r(t) \odot H(t-1)] + b_C) \]  
\[ H(t) = u(t) \odot H(t-1) + (1 - u(t)) \odot C(t) \]

where \( X(t), H(t) \) denote the input and output of DCGRU at time step \( t \) respectively, \( \sigma \) denotes Sigmoid function, \( \odot \) represents the Hadamard product, \( r(t), u(t), C(t) \) denote reset gate, update gate and candidate at time step \( t \) respectively, \( \ast G \) denotes the diffusion convolution (or ChebNet spectral graph convolution), \( \Theta_r, \Theta_u, \Theta_C \) and \( b_r, b_u, b_C \) are the weights and biases for the corresponding convolutional filters.

Finally, the seizure detection and seizure type classification models consist of several DCGRU layers, followed by a fully connected layer with ReLU non-linearity, and max-pooling over nodes. We also apply dropout to the fully connected layer during training to mitigate overfitting. Lastly, a Sigmoid or a Softmax activation is applied to the output of the max-pooling layer for seizure detection and seizure type classification respectively. Figure 1e illustrates the model architecture.

Self-supervised pre-training task

The self-supervised pre-training task is to predict the next \( w \) second preprocessed EEG clips given the previous preprocessed 12-s/60-s EEG clip. We experimented with different lengths of \( w \) and found that \( w = 12 \) resulted in low regression loss on the validation set given 12-s/60-s clips, and thus used \( w = 12 \) for all the self-supervised pre-training experiments.

We employ a sequence-to-sequence model architecture for self-supervised pre-training, where both the encoder and decoder consist of several DCGRU layers (Figure 1f).

Baselines

We compare our DCRNN model to two baselines: (a) Dense-CNN, an existing CNN with densely connected inception modules, and (b) Long Short-Term Memory (LSTM), a RNN with feedback connections. For Dense-CNN, we employ the same model architecture as described in Saab et al.

For LSTM, we have the number of LSTM layers and hidden units the same as the number of DCGRU layers and hidden units in our DCRNN model. The baselines were trained and fine-tuned on the same preprocessed EEG clips in the train and validation sets, and the results are reported on the same held-out test set.

Model training procedure

Training for all models was accomplished using the Adam optimizer in PyTorch on one NVIDIA Titan RTX GPU. Model parameters were randomly initialized for models without self-supervised pre-training,
and were initialized with the pre-trained weights for models with self-supervised pre-training. We performed the following hyperparameter search on the validation set: (a) initial learning rate within range $[5 \times 10^{-5}, 1 \times 10^{-3}]$; (b) $\tau \in \{2, 3, 4\}$, the number of neighbors to keep for each node in the correlation graphs; (c) the number of DCGRU layers within range $\{2, 3, 4, 5\}$ and hidden units within range $\{32, 64, 128\}$; (d) the maximum diffusion step $K \in \{2, 3, 4\}$; (e) dropout probability in the last fully connected layer. We used a batch size of 40 EEG clips, the maximum possible across all models and baselines on a single Titan RTX GPU. The hyperparameters were selected based on the best performance on the validation sets, and are detailed in the next sections. We used the cosine annealing learning rate scheduler in PyTorch for all model training. We ran five runs with different random seeds for all models to obtain the mean and standard deviation values reported in this manuscript. During training, we performed data augmentation to reduce overfitting by (a) randomly scaling the amplitude of the raw EEG signals by a scale between 0.8 and 1.2, and (b) randomly reflecting the signals along the midline. In all experiments, model training was early stopped when the validation loss did not decrease for five consecutive epochs.

Model training for seizure detection

For seizure detection, the plentiful negative examples in the train set were undersampled such that the train set had 50% positive examples, which resulted in 27,292 training examples for 12-s clips and 7,188 training examples for 60-s clips.

We used binary cross-entropy as the loss function to train the seizure detection models. Equation 9 shows the binary cross-entropy loss for one example, where $p$ denotes the probability output from the Sigmoid activation, and $y$ denotes the ground truth label for that example.

$$L_{\text{binary}} = - \left( y \log(p) + (1 - y) \log(1 - p) \right)$$

The models were trained for 100 epochs with an initial learning rate of 1e-4. The top-3 neighbors’ edges were kept for each node for correlation graphs, the maximum number of diffusion step was 2, and the dropout probability was 0 (i.e. no dropout). The model consists of two DCGRU layers with 64 hidden units, resulting in 168,641 trainable parameters for the distance graph and 280,769 trainable parameters for the correlation graphs. Model training for seizure detection took about 20-min for 12-s EEG clips, and about 30-min for 60-s EEG clips.

To obtain the final seizure/non-seizure prediction, we performed decision threshold search on the validation set. More specifically, to balance between precision and recall scores, we selected the decision threshold that results in the highest F1-score on the validation set. When evaluating the models on the test set, EEG clips with probabilities above this decision threshold are predicted as seizures, while clips with probabilities below this decision threshold are predicted as non-seizures.

Model training for seizure type classification

For seizure type classification, we used multi-class cross-entropy as the loss function during training. Equation 10 shows the multi-class cross-entropy loss for a single example, where $C$ denotes the set of seizure classes, $p_c$ denotes the probability output from the Softmax activation for class $c$, and $y_c$ denotes the ground truth label for class $c$ for that example.

$$L_{\text{multi-class}} = - \sum_{c \in C} y_c \log(p_c)$$
dropout probability was 0.5. The model consists of two DCGRU layers with 64 hidden units, resulting in 168,836 trainable parameters for the distance graph and 280,964 trainable parameters for the correlation graphs. Model training for seizure type classification took about 3-min for 12-s EEG clips, and about 7-min for 60-s EEG clips.

Model training for self-supervised pre-training

For self-supervised pre-training, we used mean absolute error (MAE) as the loss function. Mathematically, let \( x = x_1, \ldots, x_n \) be the ground truth values in a preprocessed EEG clip, and \( \hat{x} = \hat{x}_1, \ldots, \hat{x}_n \) be the predicted values, the MAE between \( x \) and \( \hat{x} \) is defined as follows:

\[
L_{\text{MAE}}(x, \hat{x}) = \frac{1}{n} \sum_{i=1}^{n} |x_i - \hat{x}_i|
\]

(11)

The models were trained for 350 epochs with an initial learning rate of 5e-4. The top-3 neighbors’ edges were kept for each node for correlation graphs, and the maximum number of diffusion step was 2. The model consists of three DCGRU layers with 64 hidden units in both the encoder and decoder, resulting in 417,572 trainable parameters for the distance graph and 690,980 trainable parameters for the correlation graphs. Model training for self-supervised prediction took about 10-h for 12-s EEG clips, and about 24-h for 60-s EEG clips.

Model interpretability

To understand how our DCRNN models reach the final predictions, we examine the spatial and/or temporal regions important for the model predictions. First, for seizure detection, an EEG clip may partially overlap with a seizure event or may be completely seizure free. We hypothesize that both the spatial and temporal dimensions can be important for our model’s prediction of seizures. Therefore, we zero-fill 1-s EEG signals in one channel at a time and compute the percentage change in the model’s output logit (i.e. model output before Sigmoid activation) with respect to the original non-occluded output. Furthermore, we reverse the signs of the percentage changes so that larger values indicate higher importance, and we scale the values in each clip to \([0, 1]\) using the minimum and maximum values in that clip. This results in a matrix \( M \in \mathbb{R}^{N \times T} \), where \( N = 19 \) is the number of EEG channels, \( T = 12 \) (or \( T = 60 \)) is the clip length, and \( M_{ij} \) indicates the relative change in the model output when the \( j \)-th second EEG clip in the \( i \)-th channel is occluded. A larger \( M_{ij} \) indicates that the occluded region is more important for predicting seizure, and vice versa. We visualize \( M \) as saliency maps overlaid on EEG signals. See Figure 3 and Supplementary Figure 4 for examples.

Next, for seizure type classification, since a seizure event spans the entire EEG clip, we hypothesize that the spatial differences in the EEG signals are more important for the model’s prediction of the seizure types than temporal differences. To leverage our model’s advantage that it is independent of the number of EEG channels, we completely drop one EEG channel at a time in the input EEG clips as well as the graph structure, and compute the percentage change in the model output logit with respect to the original output. This results in an array \( M' \in \mathbb{R}^{N} \), where \( N = 19 \) is the number of EEG channels, and \( M'_{i} \) indicates the relative change in the model output when the \( i \)-th channel is dropped. In order to visualize \( M' \) as saliency maps overlaid on EEG signals, the value for each EEG channel is replicated along the time dimension. See Supplementary Figures 7–8 for examples.

Finally, in addition to visually analyzing the aforementioned saliency maps, we quantify the model’s capability of identifying seizure regions based on the saliency maps. Note that we only perform this analysis on saliency maps obtained from seizure detection models. This is because in seizure detec-
tion, many of the seizure EEG clips also consist of non-seizure temporal regions, which provides more insights about the model’s ability to identify seizure regions. We leverage the event-based seizure annotations (i.e. annotations that indicate where and when seizures occur) available in the TUSZ dataset. We define the coverage metric as the fraction of the number of high saliency values that overlaps with annotated seizure regions to the number of annotated seizure regions, where high saliency values are normalized saliency values that are above 0.5. Intuitively, the coverage metric quantifies how many true seizure regions are detected. Let $M_{annot} \in \mathbb{R}^{N \times T}$ be the matrix representing the event-based seizure ground truth annotations, where $M_{annot}^{ij} = 1$ if there is a seizure at the $j$-th second in the $i$-th channel, otherwise $M_{annot}^{ij} = 0$. Let $M \in \mathbb{R}^{N \times T}$ be the saliency map obtained by occluding 1-s EEG clip from a seizure detection model described above. Mathematically, the coverage metric is defined as follows:

$$\text{Coverage} = \frac{\sum_{i,j} 1\{M_{ij} > 0.5\} M_{annot}^{ij}}{\sum_{i,j} M_{annot}^{ij}} \quad (12)$$

Similarly, we define the localization metric as the fraction of the number of high saliency values that overlaps with annotated seizure regions to the number of high saliency values. Hence, the localization metric quantifies how many detected seizure regions are true seizure regions. Mathematically, the localization metric is defined as follows:

$$\text{Localization} = \frac{\sum_{i,j} 1\{M_{ij} > 0.5\} M_{annot}^{ij}}{\sum_{i,j} 1\{M_{ij} > 0.5\}} \quad (13)$$

### Performance metrics

In seizure detection, true positives (TP) are correct seizure predictions, true negatives (TN) are correct non-seizure predictions, false positives (FP) are incorrect seizure predictions, and false negatives (FN) are incorrect non-seizure predictions. True positive rate (TPR, also called recall or sensitivity), false positive rate (FPR), true negative rate (TNR, also called specificity), and precision are derived from these quantities as follows:

$$\text{TPR (recall or sensitivity)} = \frac{TP}{TP + FN} \quad (14)$$

$$\text{FPR} = \frac{FP}{FP + TN} \quad (15)$$

$$\text{TNR (specificity)} = \frac{TN}{TN + FP} \quad (16)$$

$$\text{Precision} = \frac{TP}{TP + FP} \quad (17)$$

Following recent studies on seizure detection\,[24,28,29], we assess seizure detection performance using the Area Under the Receiver Operating Characteristic curve (AUROC) as the main metric. The ROC curve is a plot showing TPR (i.e. sensitivity or recall) versus FPR at different decision thresholds, and thus the AUROC score provides a holistic measure for seizure detection. In addition to reporting AUROC scores (Table 2a), we also visualize the ROC curves for different models (Figure 2a).

Moreover, we report F1-score, the Area Under the Precision-Recall curve (AUPR), sensitivity, and specificity for seizure detection (Supplementary Table 1). F1-score is the harmonic mean of precision and recall defined as follows:

$$\text{F1-score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \quad (18)$$

The Precision-Recall curve is a plot showing precision versus recall at different decision thresh-
olds, and the area under the curve is summarized as the AUPR score.

Next, following recent studies on seizure type classification\cite{13,33,35}, we assess the seizure type classification performance of the different models using weighted F1-score as the main metric. In multi-class classification problems, weighted F1-score is the weighted average of F1-scores for all the classes, where the weight is the fraction of the number of examples in each class:

\[
\text{Weighted F1-score} = \sum_{c \in \mathcal{C}} w_c \times \text{F1-score}(c) \tag{19}
\]

where \( \mathcal{C} \) denotes the set of seizure classes, \( w_c \) denotes the fraction of examples in class \( c \), and \( \text{F1-score}(c) \) denotes the F1-score for class \( c \). Besides weighted F1-score which shows the aggregated performance on all the seizure classes, we visualize the confusion matrices that shows the prediction accuracy for individual classes in Figure 2b, and report AUROC scores for individual seizure classes in Supplementary Table 2.

**Statistical analyses**

To compare the performance between models in this study, two-sample t-tests are performed on the results obtained from five runs with different random seeds. A statistical significance threshold (\( \alpha \)) of 0.05 is used for all the reported tests in this manuscript.
Data Availability
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Supplementary Results

Selection of the Fourier transform and its effectiveness

In our preprocessing step, in order to have a straightforward encoding of the single-channel EEG data, we choose the amplitudes of the discrete Fourier transform because of its interpretability and simplicity (see Methods).

To evaluate the effectiveness of Fourier transform, we compare the performance of our DCRNN (without self-supervised pre-training) on inputs without and with Fourier transform on both seizure detection and seizure type classification. As shown in Supplementary Table 3, frequency-domain inputs (with Fourier transform) result in significantly better ($p < 0.05$) performance than time-domain inputs (without Fourier transform). This is likely because seizures are associated with electrical activity in certain frequency bands, and thus short-time-interval frequency-domain inputs could be more informative than time-domain inputs.

Error analysis for misclassified generalized non-specific seizures

Although generalized non-specific (GN) seizures are a majority class (see Table 1b), they are largely misclassified as combined focal (CF) seizures by our models (see Figure 2b). To examine the reason of the misclassifications, a board-certified neurologist (CLM) manually analyzed the EEG signals for the GN seizures in the test set that are misclassified by all of our four best models (i.e. 12-s/60-s distance/correlation graph with self-supervised pre-training). In total, 32 GN seizures from nine patients’ 21 EEG files were manually analyzed. We find that 27 seizures (from seven patients’ 16 EEG files) are in fact focal seizures but are mislabeled as GN seizures in the dataset. In contrast, only five seizures (from two patients’ five EEG files) are indeed generalized seizures but are misclassified by our models. This suggests that the seizure type labels in the TUSZ dataset are not fully characterized and could likely be improved. Furthermore, we notice that all of the five misclassified cases show spatial asymmetries in abnormal patterns or muscle artifacts. Therefore, our models might have exploited the asymmetric patterns, and thus misclassified them as focal seizures. See Supplementary Figures 2a–2d for examples of focal seizures that are classified as CF seizures by our models but are mislabeled as generalized seizures in the dataset, and see Supplementary Figures 2e–2f for examples of true generalized seizures that are misclassified by our models. Supplementary Figure 3 shows the same examples in the average montage.

Model interpretability for seizure type classification

Here, we examine the spatial regions that are important for our model’s prediction of seizure types. To leverage our model’s advantage that it is independent of the number of EEG electrodes, we completely drop one EEG channel at a time and compute the percentage change in the model output (see Methods).

Supplementary Figure 7 shows example saliency maps of correctly classified 60-s EEG clips in the test set, where the saliency maps are visualized in the double banana montage. For the combined focal seizure (CF) examples (Supplementary Figures 7a–7b), the high saliency regions correspond to brain areas where the focal seizures are localized. For the other generalized seizure types (i.e. generalized non-specific (GN), absence (AB), and combined tonic (CT) seizures), less salient regions correspond to less abnormal areas. However, it is hard to tell from the saliency maps what spatial patterns distinguish these generalized seizure types. We speculate that the reason why this analysis works better for CF seizures than generalized seizures is that focal seizures are localized in one brain region, and thus removing the corresponding EEG channels could result in a large change in the model prediction. Supplementary Figure 8 shows the same examples in the average montage.
## Supplementary Tables and Figures

| Model                                | F1-score (mean ± std) | AUPR (mean ± std) | Sensitivity (mean ± std) | Specificity (mean ± std) |
|--------------------------------------|-----------------------|-------------------|--------------------------|--------------------------|
| Dense-CNN                            | 0.326 ± 0.019         | 0.328 ± 0.043     | 0.293 ± 0.021            | 0.938 ± 0.014            |
| LSTM                                 | 0.376 ± 0.021         | 0.354 ± 0.023     | 0.357 ± 0.045            | 0.934 ± 0.015            |
| DCRNN Correlation Graph Without Pre-training | **0.392 ± 0.027**∗ | 0.370 ± 0.027     | **0.373 ± 0.035**∗       | 0.935 ± 0.012            |
| DCRNN Distance Graph Without Pre-training | **0.437 ± 0.029**∗  | **0.411 ± 0.041**∗ | **0.411 ± 0.038**∗       | 0.943 ± 0.006            |
| DCRNN Correlation Graph With Pre-training | **0.484 ± 0.011**+  | **0.454 ± 0.020**+ | **0.524 ± 0.012**+       | 0.922 ± 0.004            |
| DCRNN Distance Graph With Pre-training | 0.487 ± 0.042         | 0.463 ± 0.048     | **0.592 ± 0.052**+       | 0.897 ± 0.012            |

(a) Additional evaluation scores for seizure detection on 12-s EEG clips.

| Model                                | F1-score (mean ± std) | AUPR (mean ± std) | Sensitivity (mean ± std) | Specificity (mean ± std) |
|--------------------------------------|-----------------------|-------------------|--------------------------|--------------------------|
| Dense-CNN                            | 0.404 ± 0.022         | 0.399 ± 0.017     | 0.451 ± 0.134            | 0.869 ± 0.071            |
| LSTM                                 | 0.365 ± 0.009         | 0.287 ± 0.026     | 0.463 ± 0.060            | 0.814 ± 0.053            |
| DCRNN Correlation Graph Without Pre-training | **0.448 ± 0.029**∗ | 0.440 ± 0.021∗    | 0.457 ± 0.058            | 0.900 ± 0.028∗            |
| DCRNN Distance Graph Without Pre-training | 0.341 ± 0.170         | 0.418 ± 0.046∗    | 0.326 ± 0.183            | 0.932 ± 0.058∗            |
| DCRNN Correlation Graph With Pre-training  | 0.514 ± 0.028+        | 0.539 ± 0.024+    | 0.502 ± 0.047            | 0.923 ± 0.008             |
| DCRNN Distance Graph With Pre-training  | **0.571 ± 0.029**+    | **0.593 ± 0.031**+| **0.570 ± 0.047**+       | 0.927 ± 0.012             |

(b) Additional evaluation scores for seizure detection on 60-s EEG clips.

Supplementary Table 1: **Additional evaluation scores for seizure detection on (a) 12-s EEG clips, and (b) 60-s EEG clips.** Mean and standard deviation (std) are computed from five runs with different random seeds for each model. *DCRNN model (without self-supervised pre-training) performs significantly better than at least one of the baseline models (p < 0.05). +DCRNN model with self-supervised pre-training performs significantly better than DCRNN model without self-supervised pre-training (p < 0.05). Abbreviation: AUPR, Area Under the Precision-Recall curve.
Supplementary Table 2: AUROC scores for individual seizure classes obtained from seizure type classification models on (a) 12-s EEG clips, and (b) 60-s EEG clips. Mean and standard deviation (std) are computed from five runs with different random seeds for each model. *DCRNN model (without self-supervised pre-training) performs significantly better than at least one of the baseline models ($p < 0.05$). +DCRNN model with self-supervised pre-training performs significantly better than DCRNN model without self-supervised pre-training ($p < 0.05$). Abbreviations: CF, combined focal seizure; GN, generalized non-specific seizure; AB, absence seizure; CT, combined tonic seizure.
| Model                        | Input Domain | AUROC (mean ± std) |
|------------------------------|--------------|--------------------|
| DCRNN Correlation Graph      | Time         | 0.717 ± 0.003      |
| Without Pre-training         | Frequency    | 0.704 ± 0.023      |
| DCRNN Distance Graph         | Time         | 0.812 ± 0.012*     |
| Without Pre-training         | Frequency    | 0.804 ± 0.015*     |

(a)

| Model                        | Input Domain | Weighted F1-score (mean ± std) |
|------------------------------|--------------|-------------------------------|
| DCRNN Correlation Graph      | Time         | 0.733 ± 0.012                |
| Without Pre-training         | Frequency    | 0.698 ± 0.003                |
| DCRNN Distance Graph         | Time         | 0.824 ± 0.020*               |
| Without Pre-training         | Frequency    | 0.793 ± 0.022*               |

(b)

Supplementary Table 3: Comparison of (a) seizure detection and (b) seizure type classification results from our DCRNN model (without self-supervised pre-training) on time-domain inputs and frequency-domain inputs. Frequency-domain inputs result in significantly better performance on both seizure detection and seizure type classification tasks, indicating the effectiveness of Fourier transform in our preprocessing step. *Improvement is statistically significant (p < 0.05).
| Model                          | Seizure Detection | Seizure Type Classification |
|-------------------------------|-------------------|-------------------------------|
|                              | AUROC (mean ± std) | Weighted F1-score (mean ± std) |
| [60-s → 12-s (vs 12-s → 12-s)]|                    |                               |
| Dense-CNN                    | 0.523 ± 0.130     | 0.460 ± 0.079 (↓ 0.116)       |
| DCRNN Correlation Graph      | 0.770 ± 0.004     | 0.682 ± 0.027 (↓ 0.028)       |
| Without Pre-training         | (↓ 0.042)         | (↓ 0.085)                     |
| DCRNN Distance Graph         | 0.777 ± 0.009     | 0.696 ± 0.040 (↓ 0.007)       |
| Without Pre-training         | (↓ 0.054)         | (↓ 0.033)                     |
| DCRNN Correlation Graph      | 0.778 ± 0.014     | 0.704 ± 0.023 (↓ 0.019)       |
| With Pre-training            | (↓ 0.083)         | (↓ 0.053)                     |
| DCRNN Distance Graph         | 0.791 ± 0.022     | 0.743 ± 0.039 (↓ 0.003)       |
| With Pre-training            | (↓ 0.075)         | (↓ 0.076)                     |

Supplementary Table 4: **Performance of Dense-CNN and our DCRNN when tested on the clip length that is different from which the models are trained on.** 60-s → 12-s (12-s → 60-s) means that the model is trained on 60-s (12-s) EEG clips and tested on 12-s (60-s) clips. ↓ shows the decrease in model performance compared to original model trained and tested on 12-s (60-s) clips. Because Dense-CNN’s model parameters are dependent on the clip length, we can only test on 12-s clips with model trained on 60-s clips, where we pad the remaining 48-s with 0’s to obtain 60-s clips. We observe that Dense-CNN’s performance decreases by a much larger margin than our DCRNN model.
Supplementary Figure 1: Distributions of (a) EEG file duration, (b) age, (c) sex, (d) seizure types by seizure events, and (e) seizure types by patients in the TUSZ official train and test sets used in our study. Note that we exclude five patients from the TUSZ test set who appear in both train and test sets of TUSZ v1.5.2. Abbreviations: CF, combined focal seizure; GN, generalized non-specific seizure; AB, absence seizure; CT, combined tonic seizure.
Supplementary Figure 2: (a)–(d) Examples of focal seizures that are mislabeled as generalized non-specific seizures in TUSZ dataset shown in the double banana montage. Shaded areas indicate the duration of the seizure events. These four examples are classified as combined focal (CF) seizures by all of our four best DCRNN models (i.e. 12-s/60-s distance/correlation graphs with self-supervised pre-training). Closer investigation of the EEG signals by a board-certified neurologist (CLM) suggested that these seizures are in fact focal seizures but are mislabeled as generalized seizures. Specifically, (a) shows a left frontal onset seizure, (b) shows a focal seizure that starts in the anterior temporal region, (c) shows a focal seizure with waxes and wanes in the posterior/occipital regions, and (d) shows a focal fast spiking seizure. (e)–(f) Examples of generalized non-specific seizures that are misclassified as CF seizures by our models. Specifically, (e) shows a generalized seizure that is bilateral but more prominent in the left frontal and right frontal areas, and (f) shows a generalized seizure with suppressed patterns, sharp waves, and spikes. Although these examples are generalized seizures, there are spatial asymmetries in the abnormalities, which could be the reason why our models misclassify them as focal seizures.
Supplementary Figure 3: (a)–(d) Examples of focal seizures that are mislabeled as generalized non-specific seizures in TUSZ dataset shown in the average montage. Shaded areas indicate the duration of the seizure events. These four examples are classified as combined focal (CF) seizures by all of our four best DCRNN models (i.e. 12-s/60-s distance/correlation graphs with self-supervised pre-training). Closer investigation of the EEG signals by a board-certified neurologist (CLM) suggested that these seizures are in fact focal seizures but are mislabeled as generalized seizures. Specifically, (a) shows a left frontal onset seizure, (b) shows a focal seizure that starts in the anterior temporal region, (c) shows a focal seizure with waxes and wanes in the posterior/occipital regions, and (d) shows a focal fast spiking seizure. (e)–(f) Examples of generalized non-specific seizures that are misclassified as CF seizures by our models. Specifically, (e) shows a generalized seizure that is bilateral but more prominent in the left frontal and right frontal areas, and (f) shows a generalized seizure with suppressed patterns, sharp waves, and spikes. Although these examples are generalized seizures, there are spatial asymmetries in the abnormalities, which could be the reason why our models misclassify them as focal seizures.
Supplementary Figure 4: Example saliency maps for seizure detection obtained from our correlation graph-based DCRNN model shown in the average montage for (a)–(b) focal seizures, and (c)–(d) generalized seizures. The saliency maps are obtained by occluding 1-s EEG signals in one EEG channel at a time and calculating the percentage change in the model output (see Methods). Brighter (Darker) color indicates higher (lower) saliency. In each subfigure, the bottom panel shows the 60-s saliency map, the top left panel shows the saliency map zoomed in to the 12-s most salient time periods, the top right panel shows the saliency values that are averaged along the time dimension and overlaid on the corresponding correlation graph, and the red boxes indicate the duration of the seizures. We observe that temporal regions with seizures have higher saliency than temporal regions without seizures. Moreover, for focal seizures (a–b), high saliency is localized in the more abnormal brain regions. In contrast, for generalized seizures (c–d), high saliency is more diffused across the brain regions. The examples shown here are correctly predicted 60-s EEG clips in the test set. Note that the values within a saliency map are normalized, and thus should not be compared across different saliency maps.
Supplementary Figure 5: Example saliency maps for seizure detection obtained from baseline Dense-CNN shown in the double banana montage for (a)–(b) focal seizures, and (c)–(d) generalized seizures. The saliency maps are obtained by occluding 1-s EEG signals in one EEG channel at a time and calculating the percentage change in the model output. To visualize the percentage changes in the double banana montage, we subtract the values between the corresponding channels in the montage. Brighter (Darker) color indicates higher (lower) saliency. Red boxes indicate the duration of the seizures. We observe that the high saliency regions do not localize in any spatial or temporal regions associated with seizures. The examples shown here are correctly predicted 60-s EEG clips in the test set. Note that the values within a saliency map are normalized, and thus should not be compared across different saliency maps.
Supplementary Figure 6: Example saliency maps for seizure detection obtained from baseline Dense-CNN shown in the average montage for (a)–(b) focal seizures, and (c)–(d) generalized seizures. The saliency maps are obtained by occluding 1-s EEG signals in one EEG channel at a time and calculating the percentage change in the model output. Brighter (Darker) color indicates higher (lower) saliency. Red boxes indicate the duration of the seizures. We observe that the high saliency regions do not localize in any spatial or temporal regions associated with seizures. The examples shown here are correctly predicted 60-s EEG clips in the test set. Note that the values within a saliency map are normalized, and thus should not be compared across different saliency maps.
Supplementary Figure 7: Example saliency maps for seizure type classification obtained from our correlation graph-based DCRNN model for (a)–(b) CF seizures, (c) GN seizure, (d) AB seizure, and (e) CT seizure shown in the double banana montage. The saliency maps are obtained by completely dropping one EEG channel at a time and calculating the percentage change in the model output. In each subfigure, the bottom panel shows the saliency values for each channel replicated along the time dimension and overlaid on 60-s EEG signals, the red boxes indicate the duration of seizures in the EEG clips, and the top panel shows the saliency values overlaid on the correlation graph structure. To visualize percentage changes in the double banana montage, we subtract the values between the corresponding channels in the montage and that shown on the graph structures (top panels). Brighter (darker) color indicates higher (lower) saliency. For CF seizures (a–b), the high saliency regions correspond to brain areas where the focal seizures are localized. For the other generalized seizure types (c–e), less salient regions correspond to less abnormal areas. The examples shown here are DCRNN’s correctly classified 60-s EEG clips in the test set. Note that the values within a saliency map are normalized, and thus should not be compared across different saliency maps. Abbreviations: CF, combined focal; GN, generalized non-specific; AB, absence; CT, combined tonic.
Supplementary Figure 8: Example saliency maps for seizure type classification obtained from our correlation graph-based DCRNN model for (a)–(b) CF seizures, (c) GN seizure, (d) AB seizure, and (e) CT seizure shown in the average montage. The saliency maps are obtained by completely dropping one EEG channel at a time and calculating the percentage change in the model output. In each subfigure, the bottom panel shows the saliency values for each channel replicated along the time dimension and overlaid on 60-s EEG signals, the red boxes indicate the duration of seizures in the EEG clips, and the top panel shows the saliency values overlaid on the correlation graph structure. Brighter (Darker) color indicates higher saliency. For CF seizures (a–b), the high saliency regions correspond to brain areas where the focal seizures are localized. For the other generalized seizure types (c–e), less salient regions correspond to less abnormal areas. The examples shown here are DCRNN’s correctly classified 60-s EEG clips in the test set. Note that the values within a saliency map are normalized, and thus should not be compared across different saliency maps. Abbreviations: CF, combined focal; GN, generalized non-specific; AB, absence; CT, combined tonic.