Future landscape visualization using a city digital twin: integration of augmented reality and drones with implementation of 3D model-based occlusion handling

Naoki Kikuchi, Tomohiro Fukuda* and Nobuyoshi Yabuki

Division of Sustainable Energy and Environmental Engineering, Graduate School of Engineering, Osaka University, Suita, Osaka 565-0824, Japan

*Corresponding author. E-mail: fukuda.tomohiro.see.eng@osaka-u.ac.jp © http://orcid.org/0000-0002-4271-4445

Abstract

The integration of augmented reality and drones allows past and future landscapes to be visualized from an aerial perspective. However, these visualizations still suffer from the occlusion problem, where the three-dimensional (3D) virtual model displayed in the real world is in front of a real-world object. Currently, city digital twins are essential for the sustainable development of cities and the development of detailed 3D models of cities. By visualizing the city digital twin, augmented reality can facilitate the participation of nonexpert citizens in the decision-making process of urban design, but research examples are limited. Here, using detailed city 3D models, we develop a digital-twin approach to outdoor augmented reality with occlusion handling for both first-person and bird’s-eye views. In a verification experiment, the occlusion handling accuracy of the prototype system was measured to be about 0.8 using intersection over union. The frame rate of the entire prototype system was about 30 fps, and the delay between the controller and the augmented reality device was about 3 s. The internet-based system architecture was developed to integrate augmented reality and drone systems. Our system allows multiple stakeholders involved in building construction projects to observe aerial perspectives of those projects, both on-site and off-site via an internet browser, using augmented reality with occlusion handling.
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1. Introduction

In the field of architectural and urban design, public involvement is expected during the planning and design stages in the examining of landscape changes (Wiberg et al., 2019). The design information provided to participants needs to be easy to understand. Augmented reality (AR) superimposes virtual data on the real world (Milgram & Kishino, 1994; Azuma, 1997). The visualization of the landscape at the design stage using AR provides users with visual information about the result of a proposed development and helps in building consensus among stakeholders (Goudarznia et al., 2017; Tomkins & Lange, 2019). Conventional outdoor landscape visualization methods using AR require users to wear a head-mounted display (HMD), such as Microsoft HoloLens (2016), or to hold a smartphone or tablet (Haynes et al., 2018; Tomkins & Lange, 2021). Consequently, there is a physical distance limitation between the AR device (e.g. HMD or smartphone) and the AR user, and the perspective of the AR device’s camera is limited to the view from the AR user’s area of action. In addition, good information graphics are needed that
allow people to understand the data at both the micro and macro levels (Offenhuber & Seitinger, 2014).

The research and development of unmanned aerial vehicles, commonly called drones, has advanced greatly, and the use of drones in various applications has been proposed. For example, drone delivery services for small packages have attracted interest; Amazon (2013) is developing a drone delivery service (Hong et al., 2018), and drones are also used for both traffic and crowd monitoring (Motlagh et al., 2017; Elloumi et al., 2018). Drones provide new perspectives that are not visible from the user’s range of action (Gallacher, 2017). To visualize nonexistent landscapes, both past and future, from the air, a method that integrates AR and drones has been proposed (Koch et al., 2011; Wen & Kang, 2014; Unal et al., 2018, 2020; Yan et al., 2019). This integrated AR–drone method enables the perception of augmented macro-level information by adding digital information to the aerial video acquired from the drone. However, the integrated AR–drone method has an occlusion problem (Fig. 1b). In general, virtual objects in AR are rendered last in relation to objects in the real world, and without intervention, a virtual object is displayed in front of real objects. This discrepancy between the relative placement of a real object and that of a virtual object (i.e. determining which one is behind the other) is called the occlusion problem (Fig. 1c). Occlusion handling is a method for solving this problem and is essential for clarifying the position of the virtual object (Zollmann et al., 2020). Model-based occlusion handling (Kasperi et al., 2017; Gimeno et al., 2018; Li et al., 2018; Evangelidis et al., 2021) uses a three-dimensional (3D) virtual model (occlusion model) based on the real surrounding environment, and the design target model and occlusion models are created in the virtual scene during preprocessing. The method deals with occlusion by comparing the depth of the 3D virtual model of the design target with that of the occlusion model. In integrating AR and drones, if a city 3D model is available, then occlusion handling can provide a realistic representation of the city (Koch et al., 2011).

A city 3D model is made of 3D geospatial data that reproduce a real-world (physical space) city in a virtual world (cyberspace). These models have become an essential platform for co-designing with residents in urban spaces (Ruhomäki et al., 2018). The ideal city digital twin would be a city 3D model that encompasses economic, ecological, and demographic conditions and changes (Dembski et al., 2020). A digital twin is defined as “a digital replica of a physical asset, process, or system” (Grieves, 2014). The digital twin and the physical twin continuously interact (Batty, 2018). From the perspective of architecture and urban design, the use of digital twins in cities is still in its infancy, and no methods utilizing them have been established. AR and virtual reality (VR) are gaining attention as tools for visualizing city digital twins (Mohammadi & Taylor, 2019). However, there are fewer studies in which AR has been used to visualize city digital twins (Schrotter & Hürzeler, 2020) than those in which VR has been used (Dou et al., 2019; Dembski et al., 2020; Ham et al., 2020; Herman et al., 2021; White et al., 2021). Because of the limited view available in AR while using city digital twins, it is challenging to obtain a holistic view of the city using AR, whereas this is possible with VR.

As city 3D models evolve into city digital twins, they become more detailed, larger, and require many resources for AR rendering. Therefore, a high-performance PC is required for rendering the city 3D model when using AR. This makes it difficult to implement the AR system outdoors due to the weight, power supply, and communication environment required. To achieve rapid consensus building among stakeholders, it is...
necessary to design an AR system that can be easily implemented outdoors.

In this research, we use detailed city 3D models to develop a digital-twin approach to outdoor AR with occlusion handling for both first-person and bird’s-eye views. The internet-based system architecture is built in an integrated AR-drone system. Multiple stakeholders involved in building construction projects can view aerial perspectives, both on-site and off-site via an internet browser, using AR videos occluded with a city 3D model. An earlier version of this paper was presented at the Education and Research in Computer Aided Architectural Design in Europe (eCAADe) 2021 conference (Kikuchi et al., 2021). Important subsequent advances in our research are presented in this paper.

2. Literature Review

2.1. Integration of AR and drones

AR technology has been integrated with drone technology for AR visualization from aerial viewpoints. Liu et al. (2021) developed an AR visualization method for building inspections that concatenates aerial drone animations and building information model (BIM) animations of the target building while it is being navigated. They used intersection over union (IoU) to quantitatively evaluate the degree of matching between the aerial images and BIM images. The system used the drone for preprocessing, so the AR rendering and real-world photography were not synchronized. Some studies have reported methods for synchronizing AR rendering with real-world drone photography. Koch et al. (2011) proposed a method of visualization that integrates drones and marker-based AR. Wen and Kang (2014) proposed integrating AR and a drone to display a 3D virtual model in the real world from an aerial perspective. They designed and built the prototype from scratch, and the system’s applicability to other sites was low.

A method using commercially available drones was proposed by Unal et al. (2018) in which GPS- and location-based AR were integrated with a drone to display 3D virtual models of cultural heritage sites from an aerial perspective. In a subsequent paper, Unal et al. (2020) proposed two methods for integrating drones and AR, one involving location-based positioning using GPS and accelerometers and the other involving vision-based positioning using videos from a monocular camera attached to the drone. Yan et al. (2019) proposed a landscape visualization method that involved AR–drone integration and that used simultaneous localization and mapping. However, the method has not yet been implemented because the drone’s captured videos cannot be handled by the AR engine.

In the conventional method using commercially available drones, the integration of AR and drones was based on the software development kits (SDKs) specific to each technology, and the system integration required the use of devices that were compatible with the SDKs. In addition, the existing method of integrating AR and drones still suffered from the occlusion problem in which the 3D virtual model displayed in the real world is shown in front of the real-world object. The occlusion problem is described in detail in Section 2.2.

2.2. Occlusion handling method

Occlusion problems can mislead AR users about the positions of 3D virtual models (Tian et al., 2015). To solve the occlusion problem, depth-based, foreground object-based, and model-based methods have been proposed.

In depth-based methods, both RGB-D cameras and monocular cameras have been used to obtain the depth information for the occlusion target. They have also been used to handle the occlusion by comparing the depth information obtained from the camera with the depth of the virtual object (Holyński & Kopf, 2018; Valentín et al., 2018; Du et al., 2020). Although the method can handle occlusion in real time, the depth information that the 3D sensing camera can obtain is limited, making it unsuitable for use in wide outdoor spaces.

Foreground object-based methods use image processing to extract foreground objects from still images and videos and use the extracted object outline to handle the occlusions. Semantic segmentation has also been used to extract foreground objects and to handle occlusion (Roxas et al., 2018; Kido et al., 2021). Because the object-based foreground method analyses the foreground object and the 3D virtual model before and after the 2D image, it cannot handle positional movement of the drone camera; looking around the 3D virtual model displayed in the real world from the air is an example.

Model-based methods handle occlusions by comparing the depth of the 3D virtual model with the depth of the occlusion model (Kasperi et al., 2017; Gimeno et al., 2018; Li et al., 2018; Evangelidis et al., 2021). Although the model-based methods require the preliminary creation of an occlusion model, they provide robust occlusion handling when the occlusion model is a static physical model whose shape and position do not change irregularly with time, such as a building. In integrating AR and drones in an outdoor space, if city 3D models are available, then model-based occlusion handling can provide a realistic representation of the virtual model (Koch et al., 2011).

2.3. Toward the city-digital-twin approach

Digital twin technology is rapidly developing toward being fully used for urban development (Deng et al., 2021). In various cities, 3D models are being created to create the cities’ digital twins. In Singapore, in the Virtual Singapore project (2017), and in Japan, in the PLATEAU project (2020), 3D models of urban spaces are being created. Dembski et al. (Dembski et al., 2020) studied a city digital twin for urban planning in Herrenberg, Germany. A city digital twin is also being developed for Zurich, Switzerland, to support decision making in urban planning (Schrotter & Hürzeler, 2020).

The research community has identified the need for advanced technological tools and applications that improve the visualization, realization, and management of city digital twins (Shahat et al., 2021). AR and VR are tools for visualizing city digital twins that can facilitate nonexpert citizens’ participation in the decision-making process (Mohammadi & Taylor, 2019). However, fewer studies have used AR (Schrotter & Hürzeler, 2020) than VR (Dembski et al., 2020; Ham et al., 2020; Schrotter & Hürzeler, 2020; Herman et al., 2021; White et al., 2021) to visualize city digital twins.

In urban spaces, residents should perceive information at both the micro and macro levels (Offenhuber & Seitzinger, 2014). This study defines micro-level information as that obtained in the near-ground view and macro-level information as that obtained in the far-ground view. The BIM-based VR method (Kim et al., 2021) and AR method (Fukuda et al., 2019) for architectural visualization have been proposed to provide real-scale advanced micro-level information. However, due to the limitation of the physical distance between the AR device and the AR user, outdoor AR using a city model has not yet provided a holistic view of a full-scale city as VR has.
In the City Geography Markup Language (CityGML) (2021), which is a standardized data format for storing city 3D models, there are four levels of detail (LoD): digital terrain model (LoD0), block model (LoD1), roof model (LoD2), and exterior model (LoD3). The city digital twin envisions an LoD3 model as the ideal goal, but most models are either LoD1 or LoD2 at this stage. As the model of the city develops into a city digital twin, many LoD3 models will be added, vastly increasing the amount of data in it. As a result, the model of the city will require a large amount of resources for VR and AR rendering. One way to solve this problem is to use a high-performance PC to perform VR and AR rendering.

3. Research Contribution

In this study, we developed a digital-twin approach to landscape visualization by building an internet-based system architecture in an integrated AR–drone system, enabling us to obtain both first-person and overhead views for outdoor AR with occlusion handling using a detailed city model.

Our system uses universal technologies, such as virtual cameras and the screen-sharing functions of online meeting applications, to integrate AR and drones into the system without using SDKs. In addition, as city 3D models develop into city digital twins, the AR system configuration must cope with large amounts of data, and thus a high-performance PC is needed for AR rendering. However, problems with the weight, power supply, and communication environment of high-performance PCs make AR systems difficult to operate outdoors. Designing an outdoor AR system is necessary for achieving rapid consensus building among stakeholders. Therefore, our system uses a server PC to perform AR rendering with occlusion handling using a city 3D model and does not require a PC to be present at the construction site.

In the earlier version of this paper (Kikuchi et al., 2021), we did not quantitatively evaluate the occlusion handling accuracy, and the experimental location was limited to one site. Therefore, we conducted an outdoor AR experiment to determine whether the proposed system can handle occlusion at two sites from the perspective of a drone camera that is moving in the air in an outdoor space, and IoU was used to quantitatively evaluate the occlusion handling accuracy (Liu et al., 2021). The proposed method is expected to help stakeholders both understand and share plans for building, improve reviewing during the planning and design phase of development, and contribute to accelerating large-scale construction projects.

4. Methodology

We use a drone that acquires both first-person and overhead views at the building construction site, a controller that operates the drone, and a PC on a server that performs AR rendering with occlusion handling. Various AR devices, such as smartphones and PCs, are used by multiple users off-site and on-site. These devices are connected via internet communication.

The conceptual and flow diagrams for our method are shown in Figs 2 and 3, respectively.

4.1. Preprocessing for model-based occlusion handling

Occlusion handling is performed in the model-based method. As a preprocessing step, the occlusion model and the 3D virtual
model of the design target are created and placed in an appropriate positional relationship in the real world. To superimpose the occluded 3D virtual model of the design target on the real world during the chroma keying process, everything except the 3D model of the design target is changed to an emissive color that does not exist in the real world. Figure 4 shows how this is done. A navigational route is set up for the cameras in both worlds to synchronize the position and direction between the
drone camera in the real world and the camera in the virtual world.

4.2 Internet-based integration of augmented reality and a drone for a city-digital-twin approach

A high-performance PC is required for the AR rendering with occlusion handling of detailed city models as occlusion models. A high-performance PC in this study is defined as a PC equipped with a GPU and CPU that enable AR rendering with occlusion handling using a detailed city digital twin. First, on-site video of a building construction project is captured in real time by a camera attached to the drone and is displayed on the controller’s screen, which is a smartphone. The screen-sharing function of an online meeting application is used to communicate video over the internet between the high-performance server PC and the drone controller, and to take the video on the controller and display it on the high-performance PC’s screen. The screen-sharing feature of online meeting applications shares the video on one screen with multiple devices in the internet environment. As in the earlier version of this paper (Kikuchi et al., 2021), by using a virtual camera, the drone video displayed on the high-performance PC can be processed without using the drone SDK. The virtual camera treats the PC screen as a webcam video. Image processing is used to detect changes in the controller’s video when the drone begins to move and to synchronize the start of movement of the drone’s camera with the virtual world’s camera.

4.3. AR rendering with model-based occlusion handling

Our method performs AR rendering with occlusion handling on a server PC. Figure 5 shows a conceptual diagram of the rendering with occlusion handling. First, to superimpose the 3D virtual model of the design target onto the video from the drone’s viewpoint, the emissive color regions of the video acquired from the virtual world’s camera are masked using chroma keying, in which mask processing based on color information is performed. Mask processing is an image processing technique that displays a specific range on an image or video while hiding the rest of the range. AR videos with occlusion handling are generated by synchronizing the start time of the drone’s camera in the real world and in the virtual world and then superimposing the videos from the viewpoints of the two cameras while flying along a predetermined route.

4.4. Web AR distribution for multiple users

The AR system needs to be user friendly to encourage public participation. Web technology supports smartphones and PCs with various operating systems and specifications. It provides multiple means of access to stakeholders, including citizens, and is one of the best ways to encourage citizen participation. Streaming software delivers the AR video that is created on the server PC live to the available video delivery platform on the website (Fig. 6). By using a video delivery platform that can be used on
5. Experiments and Results

In this section, we describe the verification experiments that were conducted in two field tests to evaluate the occlusion handling accuracy, the communication speed, and the system latency of the prototype system that we built to test our method.

5.1. Development of the prototype system

A prototype system was constructed to verify the applicability of the method proposed in Section 4. The prototype system hardware was as follows. A self-built PC was used as the server PC to generate an AR video with occlusion handling and to upload it to the web. To obtain the first-person and overhead views in AR, a drone (Mavic Mini, DJI) weighing only 199 g that could fly in densely populated areas in Japan was used. An iPhone 11 with an installed drone control application was used as the drone controller. In addition, an iPad was used as the device for checking the uploaded AR video. Table 1 shows the hardware specifications of the prototype system.

Table 1: Hardware of the prototype system.

| Type          | Device information                  |
|---------------|-------------------------------------|
| Drone         | Mavic Mini                          |
| Resolution    | 2.7K: 2720 × 1530, 30 fps           |
|               | Full HD: 1920 × 1080, 60 fps        |
| FOV           | 83°                                 |
| Horizontal FOV| 68.0° (measured experimentally)     |
| Weight        | 199 g                               |
| Controller    | iPhone 11                           |
| OS            | iOS v14.4                           |
| Server PC     | Self-built PC                       |
| OS            | Windows 10 Education 64 bit         |
| CPU           | Intel (R) Core (TM) i7-8700K CPU @ 3.70 GHz |
| GPU           | Geforce GTX 1080 Ti                 |
| RAM           | 32 GB                               |
| AR device     | iPad                                |
| OS            | iOS v14.4                           |

Websites, users can easily watch an AR video from various sites on the internet by accessing web pages via URLs or QR codes. This can be done entirely by using their own devices, such as smartphones and PCs.

5.1.1. Preprocessing for model-based occlusion handling

To compare the occlusion handling accuracy for LoD1 and LoD2, 3D models were created for LoD1 using the camera. We experimentally determined the horizontal FOV of the drone’s camera to be 68.0° (Fig. 7).
infrastructure design software InfraWorks 2019 (Autodesk) and for LoD2 using Metashape Professional [v1.6.0 build 9925 64 bit, Agisoft], which is a tool for the photogrammetry pipeline that can create 3D models by structure from motion (Westoby et al., 2012). InfraWorks 2019 determines the position of the 3D model of the design target based on the base map information from the Geospatial Information Authority of Japan. In addition, the 3D modeling software SketchUp Make 2017 (Trimble Inc.) was used to create a virtual 3D model as a design target. The Unity (2020.1.7f1 64-bit) game engine was used to build the virtual world in which 3D models of existing buildings (occlusion models) were created. The navigation routes in the real and virtual worlds were chosen so that the position and direction of the drone camera in the real world and those of the camera in the virtual world were synchronized. Using the automatic drone navigation function of the drone control application DJI Fly (iOS v1.4.8, DJI), the route of the drone camera in the real world was preset. The virtual world’s camera was then preset to move along this same route by programming in C# in Unity. To superimpose the 3D virtual model of the design target, which was occluded by chroma keying, onto the real world, the existing 3D model of the building and the virtual background were changed to emissive colors with RGB values [0, 255, 0], which do not exist in the real world.

5.1.2. Internet-based integration of augmented reality and a drone for a city-digital-twin approach

Microsoft Teams (server PC: v1.4.00.22 976 64 bit; controller: iOS v3.14.0), an online meeting application with a screen-sharing function, was used to display the same screen on different devices, such as smartphones and PCs, over the internet. Microsoft Teams was used to send video between the high-performance server PC and the drone controller in real time over the internet and to display the video from the controller on the high-performance PC. We used the streaming software OBS Studio (v27.0.1), which distributes video, such as PC screens, in real time and has a virtual camera function.

5.1.3. AR rendering with model-based occlusion handling

To generate an AR video with occlusion handling from the perspective of a drone flying along a preset route, the chroma keying function of OBS Studio was used.

5.1.4. Web AR distribution for multiple users

OBS Studio was used as the video distribution platform. To output the AR video on the web, YouTube was used as the video delivery platform. Google Chrome (v93.0.4577.82) was used as the web browser for watching YouTube.

5.2. Evaluation of occlusion handling and AR video data communication

To determine whether the proposed system is capable of occlusion handling from the perspective of a drone camera moving in the air in an outdoor space, outdoor AR experiments were conducted at two sites to evaluate the accuracy of occlusion handling, communication speed, and system latency.

IoU, which is a segmentation metric, was used to evaluate the occlusion handling accuracy because it is a quantitative measure of the consistency between the occlusion target building and the occlusion model (Liu et al., 2021):

\[
\text{IoU} = \frac{TP}{TP + FP + FN}
\]

In equation (1), TP is true positive, which is the area that correctly describes parts that are buildings; FP is false positive, which is the area that describes parts that are not buildings as buildings; and FN is false negative, which is the area that describes parts that are buildings as not buildings.

The internet speed measurement service fast.com (the website; Fast.com, 2021) was used to measure the upload and download speeds of the controller (smartphone), the server PC for AR rendering with model-based occlusion handling, and the AR device. The communication speed indicates the amount of data that can be sent and received in 1 s. The communication speed of the prototype was measured 10 times, and the average value was obtained.

Latency is the time it takes to transmit data between devices. The controller–server PC latency was determined by the time difference between the transmission of video from the controller and the display of that video on the server PC. The latency between the server PC and the AR device was determined by the time difference between when the video for the AR device was sent from the server PC and when it was actually displayed on the device. The latency of the prototype was measured 10 times, and the average value was obtained.

5.2.1. Field test at site A

At the first site, a 3D model of a new building was superimposed on the parking lot of Osaka University Dental Hospital, Osaka University Suita Campus in Suita, Japan, from the perspective of the ground. Table 2 shows the details of the experiment.

The 3D model of the design target that was created in Sketch Up Make 2017 is shown in Fig. 8. This study focuses on model-based occlusion handling using a detailed city model, so we use a 3D model of only a simplified design target.

The occlusion target was the existing building between the AR camera and the 3D model of the design target. The occlusion model of the existing building created in InfraWorks is shown in Fig. 9.

The 3D model featuring both the design target building and the occlusion model in the virtual world is shown in Fig. 10.

Figure 11 shows the layout of the design target and the existing buildings as well as the route and direction of the camera. The drone was automatically navigated in an arc around the center point in Fig. 11, facing the center at 40 ± 1 m altitude, and stopped after 16 s.

Figure 12 shows the current state of the site.

Figure 13 shows snapshots of the AR video with occlusion handling.

Figure 14 provides a more detailed example of the results.
Figure 8: The 3D model of the design target that was created in Sketch Up.

Figure 15 shows how the occlusion handling accuracy is visualized by superimposing part of the occlusion model (transparent shading) onto the drone video. Figure 15 was created with Adobe Photoshop CS4 (v11.0) using a specific range of the virtual world and real-world buildings. The experiment was performed twice to obtain the results shown in Figs 13 and 15. Using live drone video, which the device was designed for, the length and content of the live video were recorded each time the experiment was conducted. Therefore, we prerecorded the drone video and used the prerecorded video as the input video to perform the processing twice. Because the live drone video and the prerecorded video had a real scene frame rate of about 30 fps and a latency (controller–server PC) of 0.2 s, we concluded that the effect of using the prerecorded video was small. The drone video was prerecorded at 16:00 Japan Standard Time (JST) on 20 March 2021, and the weather was cloudy. Postprocessing of the drone videos was conducted at 16:00 JST on 24 September 2021.

Figure 16 shows the occlusion handling accuracy over time. The specifications of the prototype system used in the field test at site A are shown in Table 3, the verification results of the occlusion handling accuracy are shown in Table 4, the communication speed measurements are shown in Table 5, and the latency measurements are shown in Table 6.

The results demonstrated that AR with occlusion handling is feasible using an occlusion model (existing building), which is part of a city 3D model, from the viewpoint of a drone camera moving along a preset route in the air in an open outdoor space. The occlusion handling accuracy, processing speed, communication speed, and latency of the proposed system were also determined. The average IoU value, indicating the occlusion handling accuracy, was 0.820. We also confirmed that the occlusion handling accuracy decreased with time. The frame rate of the video acquired from the drone was about 30 fps, the frame rate of the video acquired from the camera in the virtual world was about 3000 fps, and the frame rate of the video output on the web was about 30 fps. The number of polygons drawn in the scene was $2.9 \times 10^3$, the number of vertices was $4.4 \times 10^3$, and the amount of data was 7.06 MB. The latency between the controller smartphone and the server PC was about 0.23 s, and the latency between the server PC and the AR device was about 2.814 s. The video was output on an iPad, which is a common device that users bring with them.

5.2.2. Field test at site B
At the second site, a 3D model of a new building was superimposed on the parking lot of the Osaka University Dental Hospital from the perspective of the Osaka University Suita Campus athletic field. Table 7 shows the details of the experiment. The 3D model of the design target was the same as in the first validation (Fig. 8). The occlusion target was a group of existing buildings between the AR camera and the 3D model of the design target. The occlusion model of the existing buildings was created from 369 photos taken by the drone by using structure from motion in Agisoft Metashape (Fig. 17).
Figure 10: Virtual world for the site A field test.

Figure 11: Map of the existing and design target (new) buildings for the site A field test.

Figure 18 shows the placement of both the target 3D model and the occlusion model in the virtual world.

Figure 19 shows the layout of the design target and the existing buildings as well as the route and direction of the camera. The drone was automatically navigated in an arc around the center point in Fig. 19, facing the center at 60 ± 1 m altitude, and stopped after 16 s.

Figure 20 shows the scene during the outdoor AR experiment.

Figure 21 shows snapshots from the AR video with occlusion handling.

Figure 22 shows an example of the results in greater detail.

Figure 23 shows how the occlusion handling accuracy was visualized by superimposing the occlusion model (transparent shading) onto the drone video. Figure 23 was created with Adobe Photoshop CS4 (v11.0) using a specific range of the virtual world and real-world buildings. To obtain the results shown in Figs 21 and 23, the experiment was performed twice. Therefore, for the same reason as in Section 4.2.1, the drone video was prerecorded, and the processing was performed twice using the prerecorded video as the input. The real scene frame rate and latency (controller–server PC) for both the live drone video and the prerecorded video were about 30 fps and about 0.2 s, respectively; thus, the effect of using the prerecorded video was small. The drone video was prerecorded at 06:00 JST on 30 August 2021, and the weather was clear. Postprocessing of the drone videos was done at 07:00 JST on 2 October 2021.

Figure 24 shows the occlusion handling accuracy over time.

The specifications of the prototype used in the field test at site B are shown in Table 8, the verification results of the occlusion handling accuracy are shown in Table 9, the measurement results of the communication speed are shown in Table 10, and the measurement results of the latency are shown in Table 11.

As in the first experiment, we demonstrated that AR with occlusion handling could be performed in the model-based method using the occlusion model (existing buildings), which was part of the city 3D model. The occlusion handling accuracy in the second validation was 0.786, which was lower than the
average IoU value of 0.820. As in the first verification, the occlusion handling accuracy decreased with time. We measured the processing speed and latency for the entirety of the proposed system. The frame rate of the video acquired from the drone (real scene) was about 30 fps, the frame rate of the video acquired from the camera in the virtual world (virtual scene) was about 200 fps, and the frame rate of the video output on the web (AR output with occlusion handling) was about 30 fps.

Figure 13: Snapshots from the site A field test (40 ± 1 m altitude).

Figure 14: Example of the results from the site A field test (40 ± 1 m altitude).
Figure 15: Occlusion handling accuracy in the site A field test (40 ± 1 m altitude).

Table 3: Specifications of the prototype used in the site A field test.

| 3D model       | Number of polygons | 2.9 × 10³ |
|----------------|-------------------|-----------|
|                | Number of vertices | 4.4 × 10³ |
| Total system   | Data amount (MB)   | 7.06      |
|                | Output frame rate (fps) | 30       |

Table 4: Accuracy of the occlusion handling in the site A field test.

| IoU targets                  | IoU |
|------------------------------|-----|
| Occlusion target-Occlusion model | 0.820 |
### Table 5: Internet speed in the site A field test.

| Device                  | Internet speed (Mbps) |
|-------------------------|-----------------------|
|                         | Download | Upload |
| Controller internet communication speed | 98.7    | 24.9   |
| Server PC internet communication speed   | 758     | 882    |
| AR device communication speed             | 81.4    | 16.8   |

### Table 6: Latency in the site A field test.

| Communication between devices | Latency (s) |
|------------------------------|-------------|
| Controller–server PC         | 0.230       |
| Server PC–AR device          | 2.814       |

The number of polygons drawn in the scene was $2.09 \times 10^7$, the number of vertices was $1.38 \times 10^7$, and the amount of data was $8.46 \times 10^2$ MB, but the frame rate was about 30 fps, the same as the experiment at site A. The latency between the smartphone attached to the controller and the server PC was 0.248 s, and the latency between the server PC and the AR device was 3.223 s. As in the first experiment, the video output was sent to an iPad.

### 6. Discussion

This section discusses the performance of the prototype system and the specific applications to which this research can contribute and presents the limitations of this research.

#### 6.1. Prototype system performance

In the prototype system, we showed that users could experience AR with model-based occlusion handling on a web browser from the perspective of a drone that automatically navigates along a preset route. The AR rendering was performed by a server PC, allowing detailed city 3D models to be handled. Our system uses universal technologies, such as virtual cameras and the screen sharing functions of online meeting applications, to enable internet-based system integration of AR and drones without specific SDKs.

The AR system was used at two outdoor sites to visualize the design target buildings. Occlusion handling accuracies of 0.820 and 0.786 were achieved at sites A and B, respectively. The IoU at which a building is adequately detected is 0.5 (Jabbar et al., 2017), and the prototype exceeded this value, although the IoU did decrease over time (Figs 16 and 24). In addition, the occlusion handling accuracy for site A using the LoD1 model was higher than that of site B using the LoD2 model, which was presumably due to the vast scope of the verification target at site B. Because the scope of the verification target is large from a bird’s-eye view, a comparison of the LoD1 and LoD2 models after expanding the scope of the verification target will be required in the future.

The system outputs the video in a web browser on an iPad, a common device that users may own. For sites A and B, the frame rate of the AR video that the users viewed was about 30 fps. This is higher than the 15 fps that is needed for humans to perceive video comfortably (Chen & Thropp, 2007). The latency was about 3 s, and thus the 3D model of the design target displayed on the AR device corresponded to what was displayed on the real-world video about 3 s before. Because the AR rendering with time synchronization and occlusion handling was performed by the server PC, we assumed that there was no gap.

#### Table 7: Details of the field test at site B.

| Field test | Detail                      |
|------------|-----------------------------|
| B          | Prerecording date: 06:00 JST on 30 August 2021 |
|            | Postprocessing date: 07:00 JST on 2 October 2021   |
|            | Field test location: Osaka University Suita Campus, Suita, Japan |

![Figure 17: LoD2 occlusion model created in Agisoft Metashape.](https://academic.oup.com/jcde/article-abstract/9/2/837/6575496)
between the real-world video and the 3D model of the design target caused by the latency.

The frame rate of the virtual scene on the server PC at site A was approximately 3000 fps, which was much higher than the virtual scene frame rate of approximately 700 fps in the earlier version of this paper (Kikuchi et al., 2021). In the verification experiment at site B, which used an LoD2 model with a polygon count of $2.09 \times 10^7$, the virtual scene frame rate was also about 200 fps. The frame rate of the whole system was 30 fps, which is higher than the 15 fps threshold.

6.2. Limitations

There were several limitations in this research. The area around the boundary between the existing building and the 3D model of the design target was not accurately occluded, and thus the

---

**Figure 18:** Virtual world in the site B field test.

**Figure 19:** Map of the existing and design target (new) buildings in the site B field test.
occlusion handling accuracy needs to be improved (Figs 25 and 26). The existing building and the 3D model of the design target were tilted (Fig. 26) due to the distortions inherent in the wide-angle lens cameras (the drone camera and the virtual world's camera). The IoU decreased over time, presumably because the position and direction of the drone's camera and of the virtual world's camera were not corrected, and thus their misalignment increased over time (Figs 16 and 24).
The drone’s navigational route and direction are predefined for AR alignment. The user cannot change the viewpoint during AR execution. Consequently, free-flying drones do not support our proposed method. Using information from the drone’s internal sensors requires a drone-specific SDK, which is limited to model-dependent system configurations. If drone- or AR-specific SDKs are not used, the positional information for the drone’s camera in flight is required to link the position and direction of the drone’s camera with those of the virtual world’s camera in real time. The proposed method also requires accurate 3D modeling of the structures around the flight area.

7. Conclusions

We developed a digital-twin approach to landscape visualization that uses a detailed city model to achieve both first-person and overhead views in outdoor AR with occlusion handling. We used universal technologies, such as virtual cameras and the screen-sharing functions of online meeting applications, to achieve an
internet-based system integration of AR and a drone without specific SDKs. Users could view the aerial perspective AR video with occlusion handling both on-site and off-site by using an internet browser.

In the verification experiments, we built a prototype system to evaluate our method and visualized a 3D model of the design target using several existing buildings as occlusion models in front of the new building. The occlusion handling accuracy of the prototype system was measured using IoU and was about 0.8. To improve the accuracy of occlusion handling, a method is required for linking the location information of the drone’s camera with that of the virtual world’s camera in real time. The ultimate objective is to build an AR method that includes a digital twin, one that allows the digital twin (virtual world) to respond continuously to the physical twin (real world) by linking the location and sensor information of the real and virtual worlds via the drone.

The frame rate of the entire prototype system was about 30 fps even with the LoD1 and LoD2 occlusion models, which should be compatible with AR rendering that uses a detailed city model as a tool for visualizing a city digital twin. However, the latency was about 3 s and requires improvement. The noticeable latency arose because the system has a one-to-many structure in which one controller delivers to many clients via a single server PC. A new communication method, such as 5G, would allow for the use of a system structure with low video transmission latency between the controller and the client device.

This study makes two main contributions to improving, compared to the previous version of this study (Kikuchi et al. 2021), the practicality of AR as a tool for visualizing the city digital twin. First, the system design means that it can be used outdoors, requiring only a drone, a controller (smartphone), and an AR device (smartphone) at a construction site. Second, the AR rendering with model-based occlusion handling is performed by a PC on a server, enabling a large city 3D model to be handled.

This research could help support business development and could improve reviewing in the planning and design stage. By

### Table 8: Specifications of the prototype used in the site B field test.

| 3D model          | Number of polygons | $2.09 \times 10^7$ |
|--------------------|--------------------|--------------------|
| Number of vertices | $1.38 \times 10^7$ |

| Total system       | Data amount (MB)   | $8.46 \times 10^2$ |
|--------------------|--------------------|--------------------|
| Output frame rate  | fps                | 30                 |

### Table 9: Accuracy of the occlusion handling in the site B field test.

| IoU targets                     | IoU   |
|---------------------------------|-------|
| Occlusion target–occlusion model| 0.786 |

### Table 10: Internet speed in the site B field test.

| Device                        | Download | Upload |
|-------------------------------|----------|--------|
| Controller internet communication speed | 89.7     | 27.4   |
| Server PC internet communication speed | 748      | 874    |
| AR device communication speed  | 79.8     | 18.9   |

### Table 11: Latency in the site B field test.

| Communication between devices | Latency (s) |
|-------------------------------|-------------|
| Controller–server PC          | 0.248       |
| Server PC–AR device           | 3.223       |
Future landscape visualization using a city digital twin

using our AR system, stakeholders could check the 3D model of the proposed building, which is occluded, on a real scale and from the multiple angles given by the first-person and overhead viewpoints. In addition, the system can be easily operated using a drone, a controller (smartphone), and an AR device (smartphone) without transporting a high-performance PC to the project site. Furthermore, multiple remote users, at a head office or home, for example, could view the AR videos simultaneously on common devices, such as smartphones or PCs, using web browsers. Thus, regardless of location, stakeholders would be able to both understand and share proposed changes to the building environment during the planning and design stage, which would contribute to accelerating large-scale building construction projects. In addition, usability testing with end users, including citizens, is necessary for facilitating the acceleration of such construction projects in the future.

Interaction with light is one of the most important features in realistic 3D modeling. Use cases of light intensity visualization for interaction with light have been identified in the Virtual Singapore (2017) and PLATEAU (2020) city digital twins. Visualization of light changes to the design object and realistic shadows on neighboring buildings is a topic for future research. In addition, the method could be used to develop city-scale traffic and flood simulations from first-person and overhead viewpoints in AR by using a city model with LoD3 models placed on it. The proposed method is limited to predefined drone camera routes and directions and does not support free flight. In the case of the GPS-based free-flight method using a specific SDK, the system configuration depends on the specific SDK and is not versatile. The method of mounting a cell phone on a drone can permit free-flight AR by using a versatile GPS that is not dependent on a specific SDK.
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