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A detailed analysis of the stimulated parametric down-conversion (PDC) process is performed to investigate the effects of the spatiotemporal degrees of freedom. The analysis provides information that would be useful for PDC-based metrology applications. Using a Wigner functional approach, we obtain the parametric down-converted state as the Bogoliubov transformed input state, in terms of Bogoliubov kernel functions. The result is used to consider the case for a coherent state seeding stimulated PDC. We also compute the background which is obtained from spontaneous PDC.

I. INTRODUCTION

Parametric down-conversion (PDC) [1] has become one of the most widely studied optical phenomena, thanks to its relevance for photonic quantum information systems. Various quantum information applications are based on the PDC process, including the preparation of entangled quantum states [2–6], preparation of squeezed states [7–10], and SU(1,1) interferometry [11–13], to name a few.

Here, we focus on metrology applications. Quantum metrology [14, 15] is usually associated with estimating quantities better than the standard quantum limit [16]. However, the association between metrology and quantum physics goes beyond that. While quantum information science can be applied to enhance metrology, standard metrology can also enhance quantum information technology. The latter may play a more significant role in the near future than the former. The reason is that many of the subsystems in quantum information systems require characterization, calibration and standardization to ensure the successful operation of the complete system. Various techniques in quantum optics such as PDC can be used to provide such metrology applications.

One such application is a scheme to measure the absolute intensity of a source. Such a source would be used as the seed optical field in a stimulated PDC experiment, from which the output intensity would be measured. Together with the measured output intensity from the spontaneous PDC in the same experiment — the output intensity without the seed field — one should be able to determine the absolute intensity of the seed field. What makes this proposal challenging is the fact that the outputs that are obtained in these two scenarios give very different intensity distributions that depend on the spatiotemporal degrees of freedom in the experiment. Here, we investigate the output intensity distributions that are obtained from stimulated PDC experiments to determine how they depend on the various degrees of freedom.

PDC has been analyzed with diverse formalisms. While many investigations focus on individual photons [2, 17–23], recent advances include bright squeezed states [24, 26] and non-Gaussian states [8, 25, 29]. The use of PDC for metrology applications have been considered in multiphoton cases, with several studies focussing on the temporal frequency aspects of the output state [30, 31]. In contrast, few such studies provide analyses of the full spatiotemporal degrees of freedom of the output state. To address the more challenging analyses of such multiphoton states, a continuous variable formalism is often used [32–34]. It leads to a discretization and truncation of the spatiotemporal degrees of freedom to facilitate the use of Bloch-Messiah reductions [35, 36].

Here, we use a Wigner functional approach [6, 10], which is based on the incorporation of the spatiotemporal degrees of freedom with the particle-number degrees of freedom [37, 39] to produce a functional phase space for a Moyal representation of all quantum optical states. This approach was recently used to derive an evolution equation for the PDC process in a second order nonlinear crystal and to determine the output state obtained from a spontaneous PDC process [43]. In the current investigation, we consider the case where a seed field enters the nonlinear crystal together with the pump, thus producing a stimulated PDC process, often called parametric amplification or difference frequency generation, respectively depending on whether the focus is the signal field or the idler field. We’ll consider the complete process incorporating both the signal and idler fields. A solution is obtained for an arbitrary quantum state entering as seed field by assuming that the PDC process can be represented as a Bogoliubov transformation of the seed field. We thus find expressions for the Bogoliubov kernels that serve to produce a solution for the output state valid under general conditions.

It is often helpful to use a thin-crystal approximation, which is applicable under typical experimental conditions. We consider two cases: Under some conditions, we can remove all propagation distance dependencies from the kernels, which we call the thin-crystal limit. In other cases, we retain up to subleading order terms in the propagation distance in the argument of the exponent and the prefactors of the kernels. It is called the thin-crystal approximation. In the thin crystal limit, we can compute the contributions in the expansions of the kernels to all orders in the squeezing parameter. It shows how successive orders contribute to the output intensity distribution, but some information about the spatial distribution is lost in this limit. The thin-crystal approxima-
tion provides a more accurate description of the shape of the output distribution, but, although one can calculate higher order contributions, they become progressively more challenging.

Using the solution for the stimulated PDC process that we obtain as the Bogoliubov transformation of the seed field, we consider the example of a coherent state with a Gaussian parameter function acting as the seed field. This example is studied in the thin crystal limit to see how the different orders contribute to the output intensity distribution. We then use a thin-crystal approximation to determine the conditions for the most efficient difference frequency generation. We also compute the absolute intensity of the seed field.

With the aid of all these contributions to the output intensity distribution represented in terms of analytic expressions, we then propose a procedure to measure the absolute intensity of the seed field.

II. SOLVING THE EVOLUTION EQUATION

Assuming that the pump is a coherent state that remains unentangled with the down-converted light, we can apply the semi-classical approximation. Since the contributions beyond the semi-classical term require unenhanced vertices, they are severely suppressed relative to the semi-classical term. Under the semi-classical approximation, the evolution equation for PDC can be written as

$$\partial_t W_\beta = \frac{1}{2} \alpha^* \circ H \circ \alpha + \frac{1}{2} \delta W_\beta / \delta \alpha^* \circ H \circ \alpha,$$  \hspace{1cm} (1)

where $W_\beta$ is the down-converted state’s Wigner functional, $H$ is the bilinear semi-classical kernel function for the PDC process, $\alpha$ is the functional phase space field variable, and the $\circ$-contraction is defined by

$$f \circ H \circ g = \int f(k)H(k,k')g(k') \, dk \, dk',$$ \hspace{1cm} (2)

with

$$dk = \frac{d^2 k d\omega}{(2\pi)^3}.$$ \hspace{1cm} (3)

The semi-classical approximation implies that the phase space field variable for the pump field is replaced by its parameter function. As a consequence, the vertex function for the second-order parametric process is always contracted with this parameter function, so that it becomes the bilinear kernel $H$ in the down-converted degrees of freedom only. It is assumed that the pump parameter function is given by a Gaussian function in the Fourier domain:

$$\zeta(k) = \sqrt{2\pi\zeta_0} w_p h(\omega - \omega_p, \delta_p) \exp\left(-\frac{1}{2} w_p^2 |K|^2\right),$$ \hspace{1cm} (4)

where $\zeta_0 = |\zeta_0| \exp(i\varphi)$ is a complex amplitude, $w_p$ is the beam waist radius, $K$ is the two-dimensional transverse part of the wave vector $k$, and $h(\omega)$ is a normalized real-valued spectral function, with a bandwidth $\delta_p$, and a center frequency $\omega_p$. The magnitude of the pump profile function is $||\zeta(k)||^2 = |\zeta_0|^2$. Under monochromatic conditions, $h^2(\omega - \omega_p, \delta_p) \to 2\pi\delta(\omega - \omega_p)$, for $\delta_p \to 0$.

The expression for the bilinear semi-classical kernel function, obtained by contracting the pump parameter function with the vertex for the PDC, reads

$$H(k_1, k_2, z) = -\frac{i4}{\hbar} \int \zeta^*(k)T(k_1, k_2, k, z) \, dk$$

$$= -i\Omega_0 \sqrt{1/2} \times \exp\left(-\frac{1}{2} w_p^2 |K_1 + K_2|^2 + i\Delta k z\right),$$ \hspace{1cm} (5)

where $T(k_1, k_2, k, z)$ is the vertex function for the second-order parametric process, and

$$\Omega_0 = \frac{4\sqrt{2\pi\omega_p^2} \zeta_0 \sigma_{ooe} w_p}{c^2},$$ \hspace{1cm} (6)

with $\sigma_{ooe}$ being the nonlinear coefficient of the nonlinear medium for type I phase matching, represented as a scattering cross-section (with the units of an area), and $c$ being the speed of light. The wave vector mismatch $\Delta k_z$ for noncollinear phase matching, is (see Appendix A)

$$\Delta k_z = -\frac{1}{2} \frac{k_z(\omega_1)k_z(\omega_2)}{k_z(\omega_1) + k_z(\omega_2)} \frac{K_1}{K_2} - \frac{2}{k_z(\omega_1)} = \frac{1}{2} \frac{k_z(\omega_1) + k_z(\omega_2)}{2},$$ \hspace{1cm} (7)

where

$$k_z(\omega) = \frac{\omega \cos[\theta(\omega)]}{v(\omega)}, \hspace{1cm} k(\omega) = \frac{\omega}{v(\omega)},$$ \hspace{1cm} (8)

with $\theta(\omega)$ being the PDC angle as a function of the frequency and $v(\omega)$ being the weakly dispersive phase velocity in the crystal. The PDC angle is determined by the phase matching condition and is not to be confused with the incident angle of the seed beam. Note that $k_z$ is the $z$-component of the beam axis and not that of the wave vector of any plane wave. Therefore, it only depends on the frequency and does not depend on the transverse wave vectors.

A. Bogoliubov kernels

If $W_\beta[\alpha^*, \alpha](0)$ represents the Wigner functional of the seed field just before it enters the crystal at $z = 0$, then the state at $z > 0$ is assumed to be represented by a Bogoliubov transformation of the initial seed field. The Bogoliubov transformation changes the arguments of the Wigner functional by

$$\alpha \to \tilde{\alpha} = U \circ \alpha + V \circ \alpha^*$$

$$\alpha^* \to \tilde{\alpha}^* = \alpha^* \circ U^\dagger + \alpha \circ V^\dagger,$$ \hspace{1cm} (9)
where $U$ and $V$ are Bogoliubov kernels such that

$$U^\dagger \circ U - V^\dagger \circ V = 1.$$  \hspace{1cm} (10)

Applied to the initial seed field, the Bogoliubov transformation produces

$$W_{\rho}(\alpha)(z) = W_{\rho}[U(z) \diamond \alpha + V(z) \diamond \alpha^*](0).$$ \hspace{1cm} (11)

The Bogoliubov transformed seed field in Eq. (11) substituted into the evolution equation in Eq. (11) gives

$$\begin{align*}
\left[ \alpha^* \circ \partial_z U^\dagger(z) + \alpha \circ \partial_z V^\dagger(z) \right] &+ \frac{\delta W_{\rho}^*}{\delta \alpha^*} \\
&+ \frac{\delta W_{\rho}[\alpha^*, \bar{\alpha}]}{\delta \alpha} [\partial_z U(z) \circ \alpha + \partial_z V(z) \circ \alpha^*] \\
= &\frac{1}{2} \left[ \alpha^* \diamond H^*(z) \circ V(z) \diamond \delta W_{\rho}^*[\bar{\alpha}, \bar{\alpha}] \right. \\
&\left. + \alpha^* \diamond H^*(z) \circ U^T(z) \diamond \delta W_{\rho}[\bar{\alpha}, \bar{\alpha}] \right. \\
&\left. + \alpha^* \diamond U^*(z) \circ H(z) \diamond \alpha \right] \\
&\frac{\delta W_{\rho}[\alpha^*, \bar{\alpha}]}{\delta \bar{\alpha}^*} \diamond U(z) \circ H(z) \diamond \alpha \\
&\frac{\delta W_{\rho}[\bar{\alpha}^*, \bar{\alpha}]}{\delta \alpha} \diamond V(z) \circ H(z) \diamond \alpha \right] .
\end{align*}$$  \hspace{1cm} (12)

We can separate the result into four equations, which can then be reduced to two equations:

$$\begin{align*}
\partial_z U(z) &= \frac{1}{2} V(z) \diamond H(z), \\
\partial_z V(z) &= \frac{1}{2} U(z) \diamond H^*(z).
\end{align*}$$  \hspace{1cm} (13)

### B. Consistency with spontaneous process

If the Bogoliubov transformed seed state is a solution for the stimulated PDC process, then a Bogoliubov transformed vacuum state should be the solution for the spontaneous PDC process. As a result, the Bogoliubov kernels $U$ and $V$ must combine to produce the squeezed vacuum state kernels $A$ and $B$. It implies that we should be able to use the differential equations for $U$ and $V$, given in Eq. (12) to derive differential equations for $A$ and $B$. These latter equations can then be compared with those in [14] to see if they are consistent. It follows that the squeezed vacuum state kernels are represented by the following contractions of the Bogoliubov kernels

$$\begin{align*}
A &= U^\dagger \circ U + V^T \circ V^*, \\
B &= U^\dagger \circ V + V^T \circ U^*, \\
B^* &= U^T \circ V^* + V^\dagger \circ U.
\end{align*}$$ \hspace{1cm} (14)

We apply a derivative with respect to $z$, substitute Eq. (13) into the derivatives of the Bogoliubov kernels, and replace the contractions of Bogoliubov kernels in terms of $A$ and $B$, using Eq. (14). We also use the fact that $H$ is symmetric. The resulting equations are

$$\begin{align*}
\partial_z A(z) &= \frac{1}{2} H^\dagger(z) \circ B^*(z) + \frac{1}{2} B(z) \circ H(z), \\
\partial_z B(z) &= \frac{1}{2} H^\dagger(z) \circ A^T(z) + \frac{1}{2} A(z) \circ H^*(z), \\
\partial_z B^*(z) &= \frac{1}{2} H^T(z) \circ A(z) + \frac{1}{2} A^T(z) \circ H(z).
\end{align*}$$ \hspace{1cm} (15)

are the same as those obtained in [43], apart from interchanging the definitions of $B$ and $B^*$. It shows that the Bogoliubov solution is consistent with the previous solution in [43].

### C. Solutions for Bogoliubov kernels

To solve the equations in Eq. (13), we can proceed in the same way that was followed in [43]: We integrate the two equations with respect to $z$ and then perform progressive back substitutions to obtain an expansion in terms of integrals of contracted $H$-kernels. The initial conditions for the expansion are assumed to be $U(0) = 1$ and $V(0) = 0$, which give the Wigner functional of the initial seed field. The resulting expressions for the Bogoliubov kernels are

$$\begin{align*}
U(z) &= 1 + \frac{1}{4} \int_0^z \int_0^{z_1} H^*(z_2) \circ H(z_1) \, dz_2 \, dz_1 \\
&\quad + \frac{1}{16} \int_0^z \int_0^{z_1} \int_0^{z_2} H^*(z_3) \circ H(z_3) \\
&\quad \diamond H^*(z_2) \circ H(z_1) \, dz_3 \, dz_2 \, dz_1, \\
V(z) &= \frac{1}{2} \int_0^z H^*(z_1) \, dz_1 + \frac{1}{8} \int_0^z \int_0^{z_1} \int_0^{z_2} H^*(z_3) \\
&\quad \diamond H(z_2) \circ H^*(z_1) \, dz_3 \, dz_2 \, dz_1, \\
&\quad \vdots.
\end{align*}$$ \hspace{1cm} (16)

Hence, the representation of the stimulated PDC process as a Bogoliubov transformation, produces a successful solution for the evolution equation.

### D. Thin-crystal

Often in experimental implementations of the PDC process, the pump beam has a Rayleigh range that is much longer than the length of the nonlinear crystal. Under such conditions, we can use a thin-crystal approximation to simplify the expressions.

In the extreme thin-crystal limit, the $z$-dependence is completely removed from the bilinear kernel $H$. The integrals over the $z$’s in the expressions of the Bogoliubov kernels in Eq. (16) can all be evaluated, leading to

$$U(z) = 1 + \frac{z^2}{2!} H^* \circ H + \frac{z^4}{4!} H^* \circ H \circ H^* \circ H \vdots$$

$$= 1 + \sum_{m=1}^{\infty} \frac{z^{2m}}{2^{2m}(2m)!} H^{(2m\circ)}$$

$$= \cosh\left(\frac{1}{2} z |H|\right),$$ \hspace{1cm} (17)

$$V(z) = \frac{1}{2} H^* + \frac{z^3}{3!} H^* \circ H \circ H^* \vdots$$

$$= \exp(-i \varphi) \sum_{m=1}^{\infty} \frac{z^{2m-1}}{2^{2m-1}(2m-1)!} |H|^{(2m-1\circ)}$$

$$= \exp(-i \varphi) \sinh\left(\frac{1}{2} z |H|\right),$$
where $H = |H| \exp(\i \varphi)$, with $\varphi$ being the phase of the complex amplitude of the pump parameter function, defined beneath Eq. (4). Moreover, the contractions of the sequences of $H$’s can also be evaluated. The results for odd and even numbers of contracted $H$’s in the thin-crystal limit are

$$H_{m}^{(o)}(k_1, k_2) = \frac{-i M_0 M_1}{m^5/4!} \exp \left(-\frac{1}{4m} w_p^2 |K_1 + K_2|^2 \right) \omega_{1n}$$

$$\times \omega_{1n}^{\omega/2} h(\omega_p - \omega_1 - \omega_2, \sqrt{m\delta_p}),$$

where $m$ is an odd integer, and

$$H_{m}^{(e)}(k_1, k_2) = \frac{M_0 M_1}{m^5/4!} \exp \left(-\frac{1}{4m} w_p^2 |K_1 - K_2|^2 \right) \omega_{1n}$$

$$\times (\omega_p - \omega_1)^{\omega/2} h(\omega_1 - \omega_2, \sqrt{m\delta_p}),$$

where $m$ is an even integer. The two quantities in the prefactors are given by

$$M_0 = \frac{\pi^{5/4} w_p^2}{\sqrt{\delta_p}},$$

$$M_1 = \frac{4\sqrt{2L} \zeta_0 \sigma_{ooe} \sqrt{\omega_p \delta_p}}{\pi^{3/4} c^2 w_p},$$

where $L$ is the length of the nonlinear crystal.

Using the expressions for the odd and even orders in Eqs. (18) and (19) with the additional factors of $\frac{1}{2}$, we can express the Bogoliubov kernels by

$$U(k_1, k_2) = 1 + \sum_{n=1}^{\infty} \frac{1}{4^n} H_{2n}^{(o)}(k_1, k_2),$$

$$V(k_1, k_2) = \exp(-i\varphi) \sum_{n=1}^{\infty} \frac{2}{4^n} H_{2n-1}^{(o)}(k_1, k_2).$$

III. COHERENT STATE SEED

As an illustrative example, we consider the case where the seed field is a coherent state, which is sent into the nonlinear crystal, together with the coherent state pump. We apply a Bogoliubov transformation to the arguments of the coherent state of the seed field to obtain the Wigner functional for the stimulated down-converted state exiting the crystal. The result is

$$\mathcal{N}_0 \exp \left(-2||\alpha - \xi||^2\right)$$

$$\Rightarrow \mathcal{N}_0 \exp \left(-2||U \circ \beta + V \circ \beta^* - U \circ \zeta - V \circ \zeta^*||^2\right)$$

$$= \mathcal{N}_0 \exp \left(-2(\beta^* - \zeta^*) \circ A \circ (\beta - \zeta) - (\beta^* - \zeta^*) \circ B \circ (\beta - \zeta) - (\beta - \zeta) \circ B^* \circ (\beta - \zeta)\right),$$

where $\xi$ is the parameter function of the seed field prior to entering the nonlinear crystal, and $\zeta$ is a parameter function whose Bogoliubov transformation produces the original parameter function $\xi$. The combinations of $U$ and $V$ are expressed in terms of the kernels $A$ and $B$ according to Eq. (13), assuming that $U$ is Hermitian and $V$ is symmetric, and also that $U \circ V$ is symmetric. These assumed properties of the Bogoliubov kernels allow the definition of an inverse Bogoliubov transformation, which can be used to define $\zeta$ in terms of the original parameter function $\xi$:

$$\zeta \rightarrow U \circ \zeta - V \circ \zeta^*$$

$$\zeta^* \rightarrow \xi^* \circ U^\dagger - \xi \circ V^\dagger.$$  

Hence, the effect of a stimulated PDC process on a coherent state is to apply a Bogoliubov transformation on the phase space field variables and an inverse Bogoliubov transformation on the parameter function.

The expression of the Bogoliubov transformed coherent state in Eq. (22) is that of a displaced squeezed vacuum state. It can now be used to investigate the output intensity distribution that is obtained from stimulated PDC, seeded by a coherent state. For this purpose, we need to consider the measurement process.

A. Output intensity distribution

To obtain the output intensity distribution that is produced by stimulated PDC with a coherent state as seed field, we perform an intensity measurement on the stimulated PDC state with the aid of a localized number operator that represents the detection process. The Wigner functional for the localized number operator is

$$W_n[\beta] = \beta^* \circ D \circ \beta - \frac{1}{2} \text{Tr}\{D\},$$

where $D$ is the detector kernel. Placed in the exponent of Eq. (22), and multiplied by an auxiliary variable $J$, it gives a generating function for the measurement:

$$\mathcal{W}(J) = \mathcal{N}_0 \int \exp \left[-2\alpha^* \circ A \circ \alpha - \alpha^* \circ B \circ \alpha^* \right.$$  

$$- \alpha \circ B^* \circ \alpha + J(\alpha^* + \zeta^*) \circ D \circ (\alpha + \zeta)$$

$$- \frac{1}{2} J \text{Tr}\{D\} \right] \mathcal{D}^0[\alpha],$$

where we shifted $\beta \rightarrow \alpha + \zeta$, and $\mathcal{D}^0[\alpha]$ is the functional integration measure over the field variable $\alpha$. The generic result of a functional integration of this form is given by

$$\mathcal{N}_0 \int \exp \left[-2(\alpha^* \circ A \circ \alpha - \alpha^* \circ B \circ \alpha^* - \alpha \circ B^* \circ \alpha - \alpha^* \circ F - F^* \circ \alpha \right. \right.$$  

$$\left. - \frac{1}{2} \text{Tr}\{D\} \right] \mathcal{D}^0[\alpha]$$

$$= \frac{1}{\sqrt{\text{det}\{A\} \text{det}\{A - B \circ (A^*)^{-1} \circ B^*\} \times \exp \left\{ 1 F^* \circ A^{-1} \circ F + \frac{1}{2} [F^* - F \circ (A^*)^{-1} \circ B^*] \circ [A - B \circ (A^*)^{-1} \circ B^*]^{-1} \circ [F - B \circ (A^*)^{-1} \circ F^*] \right\},$$

where $\mathcal{N}_0$ is a normalization constant. For the expression in Eq. (25), we replace $A \rightarrow A - \frac{1}{2} JD, F^* \rightarrow -J \zeta^o D$ and
$F \to -JD \diamond \zeta$ in Eq. (26), and multiply it by $\exp(J\zeta^* \diamond D \diamond \zeta - \frac{1}{2}J\text{tr}(D))$. Applying a derivative with respect to $J$ and setting $J = 0$, we obtain

$$\langle \hat{n} \rangle = \partial_J W(J) |_{J=0} = \zeta^* \diamond D \diamond \zeta + \frac{1}{2} \text{tr}\{(A - 1) \diamond D\}$$

$$+ \frac{1}{4} \text{tr}\{A^{-1} \diamond B \diamond A^* \diamond B^* \diamond A^{-1} \diamond D\}$$

$$- \frac{1}{4} \text{tr}\{B \diamond (A^*)^{-1} \diamond B^* \diamond D\}, \quad (27)$$

where we used that fact that the argument of a trace can always be transposed and, for a pure squeezed state,

$$A - B \diamond (A^*)^{-1} \diamond B^* = A^{-1}. \quad (28)$$

If we can assume that $A$ is real-valued and commutes with $B$, so that

$$A^{-1} \diamond B \diamond A^* \diamond B^* \diamond A^{-1} = A - A^{-1}, \quad (29)$$

then the last two terms in Eq. (27) would cancel. If that is not the case, then at least the leading contributions cancel, leaving terms that are of fourth order in the squeezing parameter $\{44\}$. Therefore, we consider the expression for the average number of photons in the output to be

$$\langle n \rangle = \zeta^* \diamond D \diamond \zeta + \frac{1}{2} \text{tr}\{(A - 1) \diamond D\}. \quad (30)$$

The first term represents the intensity distribution of the stimulated PDC field, where $\zeta$ is given in terms of the parameter function of the seed field by Eq. (23). The second term is the spontaneous PDC field, which acts as a background noise term.

**B. Detector kernel**

To compute the terms in Eq. (30), we need to specify the detector kernel, which depends on the details of the experimental setup. For the purpose of a metrology application, we assume that the quantity of interest is obtained from the far-field intensity distribution of the PDC field. It can be obtained with the aid of a 2f system, as shown in Fig. 1.

The image of the output intensity distribution is measured with the aid of a CCD array. The detector kernel represents one small detector in the CCD array located at a position $X_0$ that can vary over the output plane. We'll assume that the detector is smaller than the resolution in the output plane. The 2f system performs a Fourier transform of the field distribution in the plane of the nonlinear crystal. The latter field distribution is the inverse Fourier transform of the down-converted state in the Fourier domain. The combination of these two Fourier transformations produces the output intensity distribution of the down-converted state in the Fourier domain via a replacement

$$K \to \frac{k_d}{f} X_0, \quad (31)$$

where $k_d$ is the wavenumber of the down-converted light in the degenerate case, and $f$ is the focal length of the lens in the 2f system. The detector includes a narrow spectral filter that fixes the angular frequency to be the degenerate PDC frequency

$$\omega \to \omega_d = \frac{1}{2} \omega_p. \quad (32)$$

![FIG. 1. Diagram of the optical setup for the far-field intensity measurement.](image)

The replacements in Eqs. (31) and (32) can be implemented via Dirac delta functions. However, the resulting kernel may lose idempotency. To retain idempotency, we use a limit process to replace each Dirac delta function with a Gaussian function:

$$\delta(k) = \lim_{w_D \to \infty} \frac{w_D}{\sqrt{\pi}} \exp(-k^2 w_D^2). \quad (33)$$

The result can be seen as a single-mode detector kernel $D(k_1, k_2) = M(k_1) M^*(k_2)$, where $M(k)$ is a normalized function that is represented by

$$M(k) = 2\sqrt{2\pi w_D h(\omega - \omega_d, \delta_D)} \times \exp \left(-\frac{w_D^2}{\sqrt{\pi}} \left| K - \frac{k_d}{f} X_0 \right|^2 \right). \quad (34)$$

where $w_D$ is the size of the aperture in the crystal plane that leads to the resolution size in the output plane, and $h(\omega - \omega_p, \delta_D)$ is the spectral filter function, with a bandwidth $\delta_D$. For a single-mode detector kernel, it follows that $\text{tr}\{D\} = 1$. The detector area $A$ is assumed to be equivalent to the area of the output resolution

$$A = \frac{2\pi f^2}{k_d^2 w_D^2}. \quad (35)$$

For a large enough $w_D$ and a small enough $\delta_D$, the detector kernel will effectively perform the replacements in Eqs. (31) and (32), so that

$$\zeta^* \diamond D \diamond \zeta = |M^* \diamond \zeta|^2 \to K_D |\zeta \left( \frac{k_d}{f} X_0, \omega_d \right)|^2, \quad (36)$$

where

$$K_D = \frac{(2\pi)^3 \sqrt{\pi} k_d^2 A \delta_D}{f^2}. \quad (37)$$

The result in Eq. (36) represents the modulus square of the sum over multiple orders.
C. Transformed parameter function

Here, we compute the transformed parameter function given in Eq. (22). The Bogoliubov transformed coherent state is specified in terms of the transformed parameter function and the Bogoliubov kernels.

The inverse Bogoliubov transformed parameter function consists of two terms,

$$\zeta_1 = U \circ \xi, \quad \zeta_2 = V \circ \xi^*,$$

(38)

which we’ll compute separately. The complete transformation that retains some parameter dominates. Then we apply a thin crystal approximation. The calculations are done in two different ways to address different aspects. First, we use the expressions for the Bogoliubov kernels in the thin-crystal limit, as given in Eq. (21) in terms of Eqs. (18) and (19), to calculate the contractions. It allows us to compute the transformed parameter function to all orders, showing the angle that the seed beam makes with respect to the pump beam as they enter the crystal. It is defined as

$$\zeta_1(k) = \sqrt{2\pi\xi_0 w_\xi h(\omega - \omega_\xi, \delta_\xi)} \times \exp\left(-\frac{1}{2}w_\xi^2|K - K_\xi|^2\right),$$

(39)

where $\xi_0$ is the complex amplitude, $w_\xi$ is the beam width, $\omega_\xi$ is the center frequency, $\delta_\xi$ is the bandwidth, and $K_\xi$ is the shift in the spatial Fourier domain. We’ll assume that the center frequency is equal to the degenerate frequency $\omega_\xi = \omega_0 = \frac{1}{2}w_p$. The associated shift in the output plane is then given by

$$X_\xi = \frac{f}{k_0} K_\xi.$$  

(40)

Next, we calculate the contractions given in Eq. (38). To perform explicit calculations, we’ll assume that the experiment satisfies the conditions for the thin-crystal approximation. The calculations are done in two different ways to address different aspects. First, we use the expressions for the Bogoliubov kernels in the thin-crystal limit, as given in Eq. (21) in terms of Eqs. (18) and (19), to calculate the contractions. It allows us to compute the transformed parameter function to all orders, showing how the different orders contribute to the total intensity distribution and revealing how they change for increasing orders. However, some detailed information about the spatial distribution is lost in the thin-crystal limit. For instance, the background term lacks any spatial degrees of freedom in this limit. For more accurate calculations, we assume that the leading order in the expansions of the kernels in terms of the squeezing parameters dominates. Then we apply a thin crystal approximation that retains some $z$-dependence while allowing a tractable solution. Thus, we obtain a more detailed description of the spatial properties of the output intensity distribution. However, in this case the calculations of higher orders become more challenging. Therefore, we only consider the leading order terms.

D. Thin-crystal limit

For $\zeta_1$ and $\zeta_2$, respectively, we use the definitions of $U(k_1, k_2)$ and $V(k_1, k_2)$ in Eq. (21) in terms of Eqs. (18) and (19), together with Eq. (69). For the spectra $h(\cdot)$, we assume normalized Gaussian functions. The integrals are all readily evaluated. The results are

$$\zeta_1(k_1) = \int U(k_1, k_2) \xi(k_2) \, dk_2$$

$$= \xi(k_1) + \sum_{m=1}^{\infty} \frac{\sqrt{2\pi\xi_0 w_\xi^2 \Xi^m} h(\omega - \omega_\xi, \delta_\xi)}{(2m)! w_\xi (1 + 2m\eta)^{1/4}} \times \exp\left(-\frac{1}{2}w_\xi^2|K_1 - K_\xi|^2\right),$$

$$\zeta_2(k_1) = \int V(k_1, k_2) \xi^*(k_2) \, dk_2$$

$$= \int_{m=1}^{\infty} \frac{\sqrt{2\pi\xi_0 w_\xi^2 \Xi^m} h(\omega - \omega_\xi, \delta_\xi)}{(2m-1)! w_\xi (1 + 2m\eta)^{1/4}} \times \exp(-i\varphi) \exp\left(-\frac{1}{2}w_\xi^2|K_1 + K_\xi|^2\right),$$

where

$$w_\xi = \frac{w_\xi w_p}{\sqrt{w_p^2 + 2mw_\xi^2}},$$

$$w_\eta = \frac{w_\xi w_p}{\sqrt{w_p^2 + (2m-1)w_\xi^2}},$$

$$\delta_\xi = \delta_\xi \sqrt{1 + 2m\eta},$$

$$\delta_\eta = \delta_\xi \sqrt{1 + 2m\eta - \eta},$$

$$\eta = \frac{\delta_\xi^2}{\delta_\xi^2}.$$

(42)

To obtain the output intensity, we perform the replacements in Eqs. (51) and (52), compute the modulus square of $\zeta_1$ and $\zeta_2$ separately, assuming they don’t produce overlapping intensity distributions, and multiply the result by $K_p$, as shown in Eq. (60).

FIG. 2. Amplitude distributions for the different orders from $m = 0$ to $m = 5$ are plotted along $x$. The intensity of the sum of all the orders is shown by the solid line. The experimental parameters are $\lambda_p = 0.8 \mu m$, $f = 100$ mm, $w_p = 1$ mm, $w_\xi = 0.6$ mm, $|X_\xi| = 0.3$ mm, $\eta = 1$, and $\Xi = 1.7$. 
In Fig. 2 we plot the one-dimensional curves for the output intensity distribution of the stimulated PDC field and the curves in Fig. 2. The signal field \( \zeta_1 \) that represents the parametric amplified seed field contains the original seed field as a leading contribution. The idler field that represents the difference frequency generated field does not contain any photons from the original seed field. Since it is produced with the complex conjugate of \( \zeta_1 \) shows the intensity distribution obtained as the difference frequency beam, is

\[
\zeta_2 \approx \frac{i}{2} \int_0^L \int H^*(k_1, k_2, z_1) \xi^*(k_2) \, dk_2 \, dz_1, \quad (43)
\]

where \( H(k_1, k_2, z_1) \) is given in Eq. (5). The integrations over \( k_2 \) can be evaluated readily, but the integration over \( z_1 \) is challenging. Therefore, we use the thin-crystal approximation to expand the prefactor and the argument of the exponent, respectively, to subleading order in \( z_1 \).

The resulting expression is

\[
\zeta_2 \approx \frac{i\Omega_1 b}{w_0^2 Lk_1(\omega_d)} \int_0^L \exp \left( -\frac{w_0^2 w_\xi^2 |K_a|^2}{4w_0^2} \right) \left( \frac{iz_1|K_b|^2}{4k_dw_0} + iz_1\chi_d \right) (k_dw_0^2 - iz_1) \, dz_1, \quad (44)
\]

where

\[
\Omega_1 = \frac{2\Xi_0^* w_\xi w_p^2 \sqrt{2\pi\delta_k}}{(\delta_p^2 + \delta_\xi^2)^{1/4} w_0^2} \quad (45)
\]

and

\[
w_0 = \sqrt{w_p^2 + w_\xi^2},
\]

\[
K_a = K_1 + K_\xi,
\]

\[
K_b = (2w_p^2 + w_\xi^2) K_1 - w_\xi^2 K_\xi,
\]

\[
\chi_d = \frac{k^2(\omega_d)}{k_z(\omega_d)} - k_z(\omega_d) = \frac{k(\omega_d)\sin^2[\theta(\omega_d)]}{\cos[\theta(\omega_d)]}.
\]

Integrated over \( z_1 \), the expression reads

\[
\zeta_2 \approx \Omega_1 b \left( \omega - \omega_d, \sqrt{\delta_p^2 + \delta_\xi^2} \right) \exp \left( -\frac{w_0^2 w_\xi^2 |K_a|^2}{4w_0^2} \right) \times \left\{ \frac{(\kappa - \beta)}{\kappa^2} \left[ 1 - \exp(-i\kappa) \right] + \frac{i\beta}{\kappa} \exp(-i\kappa) \right\}, \quad (47)
\]

where

\[
\kappa = \frac{L|K_b|^2}{4k_z(\omega_d)w_0^2} - L\chi_d,
\]

\[
\beta = \frac{L}{k_z(\omega_d)w_0^2}.
\]

We recognize the first exponential function in Eq. (47) as being associated with the original seed field, but shifted in the opposite direction and broadened due to the convolution with the kernel. Since the original field is a Gaussian, the complex conjugation does not have any effect on its shape. This field is modulated by a function of \( \kappa \). The effect of this modulation is to vary the peak amplitude of the idler field — i.e., the efficiency of the difference frequency generation. To see how the efficiency varies, we consider the amplitude at the peak, which is obtained by substituting

\[
K_1 \rightarrow -K_\xi,
\]

so that \( K_a \rightarrow 0 \),

\[
K_b \rightarrow K_b' = -2w_0^2 K_\xi,
\]

and

\[
\kappa \rightarrow a = \frac{L|K_b|^2}{k_z(\omega_d)} - L\chi_d. \quad (51)
\]
The dimensionless variable \( a \) represents the mismatch in the incident angle, as determined by \( \mathbf{K}_\xi \), and the PDC angle on which \( \chi_d \) depends and which is determined by the phase matching condition. The intensity of the peak is governed by the modulus square of the part of the expression that contains \( a \), which is given by the efficiency function

\[
f(a) = \frac{\beta^2}{a^2} + \frac{2(a - \beta)\beta \sin a}{a^3} + \frac{2(a - \beta)^2(1 - \cos a)}{a^4}. \tag{52}
\]

It shows how the efficiency of the difference frequency generation depends on the mismatch between the incident angle and the PDC angle.

The curve for \( f(a) \), shown in Fig. 3, resembles the shape of a sinc-squared function. The location of the peak efficiency, where the most efficient difference frequency generation is obtained, is approximately given by

\[
a_{\text{peak}} = -\frac{6\beta}{6 + \beta^2}. \tag{53}
\]

We thus obtain a relationship between the phase matching condition in terms of \( \chi(\omega_d) \) and the incident angle of the seed beam in terms of \( \mathbf{K}_\xi \), given by

\[
|\mathbf{K}_\xi|^2 = k_z(\omega_d)\chi_d - \frac{k_z(\omega_d)}{L} \frac{6\beta}{6 + \beta^2} k_z(\omega_d) \sin^2[\theta(\omega_d)] - w_0^2. \tag{54}
\]

In Fig. 3 a relatively large value for \( \beta \) is selected to emphasize the shift in the location of the peak efficiency. In most experiments, the value of \( \beta \) would be much smaller, moving the peak efficiency closer to the origin.

**F. Background term**

The second term in Eq. (30) is a background term produced by spontaneous PDC. Usually, the background term would be negligible compared to the term produced by stimulated PDC, due to the enhancement by the number of photons in the seed field. However, we can envisage scenarios where the measurement is made for a small average number of photons in the seed field. Moreover, for absolute intensity measurements, knowledge of this spontaneous PDC term is required. Therefore, we also compute the leading order contribution for the background term.

If an identity operator is used for the detector kernel and the thin-crystal limit is applied to the kernel function \( A \), the trace would produce a divergent result. With the localized detector kernel discussed in Section III B, the result is finite, but all the spatial degrees of freedom are lost in the thin-crystal limit, giving a constant background. For a more precise calculation that provides some detail of the spatial behavior of the background, we use the full expression and then apply a thin-crystal approximation to alleviate the calculation.

The leading order term in the expansion of \( A - 1 \) is second order in the bilinear kernel:

\[
A - 1 \approx \frac{1}{2} \int_0^L \int_0^L H^*(z_1) \odot H(z_2) \, dz_2 \, dz_1. \tag{55}
\]

The contraction of the two bilinear kernels produces

\[
\int H^*(\mathbf{k}_1, \mathbf{k}_2, z_1)H(\mathbf{k}_2, \mathbf{k}_3, z_2) \, dk_2
\]

\[
= \Omega_2 h(\omega - \omega_3, \sqrt{\delta p}) \exp \left[ -R_1 |\mathbf{K}_1 - \mathbf{K}_3|^2 \right. - R_2|\mathbf{K}_1 + \mathbf{K}_3|^2 - R_3\left( |\mathbf{K}_1|^2 - |\mathbf{K}_3|^2 \right) + R_4, \tag{56}
\]

where

\[
\Omega_2 = \frac{16\pi^{5/4}2^{3/4}2\omega_0^2 w_p^2 \omega_1 \omega_p - \omega_1}{L^2 \omega_p^2 \sqrt{\delta p} \tau(\omega_1, z_1, z_2)}, \tag{57}
\]

with \( \Xi \) given in Eq. (12), and

\[
R_1 = \frac{w_p^2}{8} + \frac{\text{i}(z_1 - z_2)k_z(\omega_p - \omega_1)}{8k(\omega_p)k_z(\omega_1)}
\]

\[
+ \frac{8w_p^2 k^2(\omega_p)\tau(\omega_1, z_1, z_2)}{8k_z(\omega_1)k_z(\omega_p - \omega_1)\tau(\omega_1, z_1, z_2)}, \tag{58}
\]

\[
R_2 = \frac{\text{i}(z_1 - z_2)k_z(\omega_p)}{8k_z(\omega_1)k_z(\omega_p - \omega_1)\tau(\omega_1, z_1, z_2)},
\]

\[
R_3 = \frac{\text{i}(z_1 + z_2)}{4k_z(\omega_1)\tau(\omega_1, z_1, z_2)},
\]

\[
R_4 = \frac{1}{2}\text{i}(z_1 - z_2)[\chi(\omega_p - \omega_1) + \chi(\omega_1)],
\]

with

\[
\tau(\omega_1, z_1, z_2) = 1 + \frac{\text{i}(z_1 - z_2)k_z(\omega_1)}{w_p^2 k(\omega_p)k_z(\omega_p - \omega_1)}, \tag{59}
\]

\[
\chi(\omega) = \frac{k^2(\omega)}{k_z(\omega)}.
\]

As discussed in Sec. III B the effect of the detector kernel is to perform the replacements in Eqs. (31) and
and multiply the result by $K_D$. Since both $K_1$ and $K_3$ are replaced in terms of $X_0$, the terms with $R_1$ and $R_3$ drop away, leaving only the $R_2$ and $R_4$ terms.

The remaining integrations over $z_1$ and $z_2$ are alleviated by using the thin-crystal approximation as we did in Sec. III E. Therefore, we use the approximation

$$\frac{1}{\tau(\omega_1, z_1, z_2)} \approx \tau^*(\omega_1, z_1, z_2).$$

The result is

$$\begin{align*}
\Omega_2 &\to \Omega'_2 = \frac{4\pi^{5/4}z^2w_p^2}{L^2}\tau^*(\omega_1, z_1, z_2), \\
R_2 &\to R'_2 = \frac{i(z_1 - z_2)}{4k_z(\omega_d)}, \\
R_4 &\to R'_4 = i(z_1 - z_2)\chi_d,
\end{align*}$$

where we also discarded a $(z_1 - z_2)^2$-term in $R'_2$, and used the fact that $k(\omega_p) = 2k_z(\omega_d)$.

The output intensity distribution in Eq. (62) is a non-negative real-valued rotationally symmetric function of $r$. The shape of the output intensity distribution is governed by three parameters composed of the experimental parameters.

The intensity distribution of the background field is plotted in Fig. 4 along the $x$-axis for three different PDC angles, representing different phase matching conditions. In the experiment, the phase matching condition is changed by rotating the nonlinear crystal to change the angle between the crystal axis and the pump beam axis. For $\theta(\omega_d) = 0$ degrees, the intensity distribution is a broadened sinc-function. With increasing angle, the peak develops a dip in the center, which eventually produces a ring-shaped intensity distribution.

**G. Combined intensity distribution**

The combined intensity distribution is obtained by adding the intensities of the signal field, idler field and background field. The result is shown in Fig. 5 for a small number of photons in the seed field and for three different angles between the seed and pump beams to demonstrate the effect of the efficiency function. The peaks for the signal field are found on the right-hand side and those for the idler field are on the left-hand side. All the peaks are added on top of the spontaneous PDC background.

The small chosen values for the number of photons in the seed field $|\xi|^2$ and the squeezing parameter $\Xi$ allow us to see the spontaneous PDC background together with the stimulated PDC fields. For larger values of these parameters, the stimulated PDC fields would be much larger than the spontaneous PDC background.

Using the quantities defined in Eq. (63), we can express the location of the idler peak intensity for the most efficient difference frequency generation in the output plane, based on Eq. (62), as

$$|X_{\text{peak}}|^2 = r_0^2 - \frac{1}{2}R^2.$$
A parameter $G$ is used to represent the location of the idler peak intensity in the output plane, according to

$$X_\xi = GX_{\text{peak}}. \quad (65)$$

It can be varied experimentally by changing the incident angle of the seed beam for fixed phase matching conditions. In Fig. 5 we show the curves for $G = 0.8, 1, 1.2$. The highest idler peak intensity is obtained for $G = 1$, and its location coincides with the location of the peak intensity of the spontaneous PDC background, as expected.

FIG. 5. Intensity distribution of the combined output field for three different displacements of the seed field. The experimental parameters: $L = 3$ mm, $\lambda_d = 0.8$ $\mu$m, $f = 100$ mm, $w_p = w_\xi = 0.2$ mm, $|\xi|^2 = 4$, and $\Xi = 1$.

The effective squeezing parameter $\Xi$, given in Eq. (12), serves as the expansion parameter for the different orders of the kernels. In strongly pumped scenarios, the effective squeezing parameter may become quite large. However, the factorials in the denominators in Eq. (11) ensure that the higher orders will eventually converge. In Fig. 5 we used a relatively large value for the effective squeezing parameter so that multiple orders would be visible. For the case in Fig. 5 on the other hand, we assumed that the effective squeezing parameter is relatively small so that the leading order would completely dominate.

IV. TOWARD ABSOLUTE INTENSITY

The fact that the expected output intensity distribution can be reproduced with analytic expressions for the stimulated and spontaneous PDC fields means that the measured output distribution can be used to determine the parameters that govern its shape. By capturing an image of such an output intensity distribution with a CCD array, we can use the analytic expressions to fit the intensity distribution with the unknown parameters as fitting parameters.

Consider for example the case where the intensity of the seed field, which is proportional to the average number of photons $|\xi_0|^2$, is unknown. The three fields shown in Fig. 5 — signal, idler and background — respectively receive enhancement factors $|\xi_0|^2$, $\Xi|\xi_0|^2$, and $\Xi$, with some minor modifications due to the various bandwidths and beam widths. By fitting the three fields to their respective analytic expressions, the absolute intensity of the seed field can be determined in terms of the average number of photons, even if $\Xi$ is unknown. It may require separate measurements with and without the seed field if the dynamic range of the CCD array cannot see the background together with the stimulated fields.

V. CONCLUSIONS

The analytic expressions for the output intensity distributions, produced by a stimulated PDC process are obtained with a Wigner functional approach. It produces these results without knowledge of the eigenstates of the process, i.e., without discretizing and truncating the kernel functions of the process. Moreover, it avoids the need for numerical simulations.

This analysis allows the calculation of higher order contributions. However, they do become more challenging as the order increases, unless the thin crystal limit can be applied where all the $z$-dependencies are removed from the expressions of the bilinear kernel. In the thin crystal limit, the information about the phase matching condition is lost. If such information is important, the thin crystal approximation should be used instead, which retains the subleading order $z$-dependencies in the exponents and the prefactors of the kernel functions.

Equipped with these analytic expressions, we may be able to use the measured output intensity distributions from such PDC experiments to determine the values of unknown parameters. It can therefore serve as a tool for metrology applications in radiometry and photometry. One such application is the measurement of the absolute intensity of a light source, which is used as the seed field. It should be possible to use this method for arbitrary large intensities, which would require separate measurements of the stimulated fields and the background field, as well as the calculation of higher order contributions to the output intensity distribution.

ACKNOWLEDGEMENT

This work was supported in part by funding from the National Research Foundation of South Africa (Grant Numbers: 118532).

Appendix A: Noncollinear phase matching

Here, we discuss the derivation of the expression for $\Delta k_z$ under paraxial conditions when the PDC angle $\theta(\omega)$ is too large to be considered paraxial. We impose the paraxial condition on each of the beams separately by
assuming that the beam divergence angle of each of the three beams is small, even for arbitrary large $\theta(\omega)$.

The pump beam propagates along the $z$-axis, while the signal and idler beams propagate at angles of $\theta(\omega)$ with respect to the $z$-axis. The $z$-components of the wave vectors are given in terms of the angular frequency and the transverse part of the wave vectors by

$$k_z = \sqrt{\frac{\omega^2}{v^2(\omega)}} - |K|^2. \quad (A1)$$

To impose the paraxial approximation for the pump beam, it suffices to assume that $|K| \ll \omega/v(\omega)$. However, since the other two beams propagate at different angles that may be large compared to their beam divergence angles, their situation is more complicated.

For these beams, we replace the transverse part by

$$|K|^2 \rightarrow \frac{\omega^2 \sin^2[\theta(\omega)]}{v^2(\omega)} + \left\{ |K|^2 - \frac{\omega^2 \sin^2[\theta(\omega)]}{v^2(\omega)} \right\} \epsilon, \quad (A2)$$

where we tagged the part in the expression that is small under paraxial conditions by an auxiliary parameter $\epsilon$. We can then substitute the appropriate expressions for the three beams’ $z$-components into

$$\Delta k_z = k_z^{(p)} - k_z^{(s)} - k_z^{(i)}, \quad (A3)$$

and expand the result to subleading order in $\epsilon$, after which we set $\epsilon = 1$. For critical phase matching, the leading order term cancels, leaving the subleading order which is represented by the expression in Eq. (7).
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