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Abstract—Robot navigation technology is required to accomplish difficult tasks in various environments. In navigation, it is necessary to know the information of the external environments and the state of the robot under the environment. On the other hand, various studies have been done on SLAM technology, which is also used for navigation, but also applied to devices for Mixed Reality and the like.

In this paper, we propose a robot-device calibration method for navigation with a device using SLAM technology on a robot. The calibration is performed by using the position and orientation information given by the robot and the device. In the calibration, the most efficient way of movement is clarified according to the restriction of the robot movement. Furthermore, we also show a method to dynamically correct the position and orientation of the robot so that the information of the external environment and the shape information of the robot maintain consistency in order to reduce the dynamic error occurring during navigation.

Our method can be easily used for various kinds of robots and localization with sufficient precision for navigation is possible with offline calibration and online position correction. In the experiments, we confirm the parameters obtained by two types of offline calibration according to the degree of freedom of robot movement and validate the effectiveness of online correction method by plotting localized position error during robot’s intense movement. Finally, we show the demonstration of navigation using SLAM device.

I. INTRODUCTION

Terrestrial mobile robots such as industrial AGV and home robot have been more popular and practical in various scenes. These robots are required to perform tasks autonomously on behalf of humans in a flat floor or ground. Robot navigation is a very important technique for the automatic execution of many tasks. Navigation requires information on the external environment and position and orientation of the robot in the environment.

There is a method of localizing a robot on an environment map of a place in which the robot is navigated prepared in advance. Various algorithms are used to localize robot such as ICP algorithm [1], 2D Monte Carlo Localization (MCL) [2], 3D MCL, A vision-based approach [3], RGB-D camera and particle filter [4]. For estimating position and orientation, some kinds of landmarks such as RFID (Radio-frequency identifier) [5] and two-dimensional bar code [6] are also used.

Meanwhile, SLAM (Simultaneous Localization and Mapping) technology using various kinds of sensor such as monocular camera [7], [8] and RGB-D camera [9] has been developed recently. SLAM-based navigation methods using various sensors such as laser range finder [10], [11] and RGB-D camera [12], [13] are also proposed. SLAM is also applied to devices for Augmented Reality (AR) and Mixed Reality (MR) such as a head-mounted display.

We refer to a real-time three-dimensional sensing device as “SLAM device”. The SLAM device has the functions of sensing, mapping external environment and estimating the self position and pose in real time. MR applications require this functions to display virtual objects in a fixed position even when the device moves. In this research, we deal with robot-SLAM device calibration to navigate robot by using SLAM function of SLAM device as shown in Fig. I(a).

The aim of our research is robot-sensor extrinsic calibration. This calibration is necessary because the robot itself knows only the internal state and have to know the position and orientation in the environment through the SLAM device. Calibration between camera and robot arm is well known as hand-eye calibration. In [14], [15], a mathematical solution of the equation $AX = XB$ is shown. Fassi, et al. similarly discuss the solution of $AX = XB$ from a geometrical point of view [16]. Calibration methods of camera and IMU using the Kalman filter are also proposed in [17], [18]. However, these studies have not considered a restriction on freedom of the robot movements.

Some kinds of robot traveling ground have a restriction of movement. For example, a rover does not have a vertical rotation function. Completing calibration requires to know
what parameters derived from a certain motion. Another problem is that dynamic errors may occur during navigation due to the shift of the device attached to the robot or the time lag of the encoders when joints of the robot moves. These errors can cause large localization error.

In this paper, we clarify the necessary movement and information for the calibration and show the most efficient calibration method with respect to the degree of freedom of the robot movement. The aim of this system is to apply SLAM system to various types of robots including a robot having such a restriction on freedom of their movement that normal hand-eye calibration methods do not consider. We deal with two cases: a case where the robot can rotate in two directions, a horizontal direction and a vertical direction, and a case where the robot can rotate in the horizontal direction but cannot rotate in the vertical direction, and show the optimal calibration method for each case. In the latter case, a calibration parameter that cannot be obtained from position and pose transition is acquired by using the position information of the SLAM device as supplementary information.

In addition to this offline calibration, we propose an online position correction method by adjusting the relative position and orientation of the robot and the device so that the consistency of the device-robot-external environment information holds. For example, the footprint pose of robot should be localized to be perpendicular to the floor. The rotation component of the calibration parameter is adjusted dynamically during robot moving to alleviate this localization error under the premise that the robot stands vertically and a vector perpendicular to the floor and a vector perpendicular to the ground plane of the robot coincide with each other.

II. PROBLEM SETTING AND NOTATION

The problem to solve in this calibration is to calculate relative rotation and translation parameters between "head" and "sd". To solve this problem, we use each self-position estimated by robot and SLAM device as inputs and position and orientation transitions of the SLAM device and robot are calculated respectively. The robot has the IMU and motor encoder etc. and it is assumed that the position and pose parameter of the robot is given. In the SLAM device, it is assumed that external information can be acquired and its own position and pose in the world coordinate system is given. Robot shape information and 3-D map of external environment obtained by SLAM device is also used for offline and online calibration.

In our system, several coordinate systems are used: "map" coordinate system, "sd" coordinate system of SLAM device, "head" coordinate system of the robot frame that SLAM device mounted on, and "foot" coordinate system of the part of the robot contacting the floor. For convenience, the coordinate system of the robot frame to which the SLAM device is attached is called "head", but even if there is no head mechanism like the rover, this method can be used.

We deal with the parameters of 6-DoF of an unknown rotational and translational parameter. As shown in Fig. 2, we set the propulsion direction when the robot moves forward as $x$ and the vertical direction of the robot as $z$. $t_x$, $t_y$, $t_z$ is translation parameter along the axis $x$, $y$, $z$ and roll, pitch, yaw is rotation parameter around the axis $x$, $y$, $z$ respectively.

III. ANALYSIS OF ROBOT-SENSOR CALIBRATION FROM TRANSITIONS

We analyze what parameters can be obtained from a certain motion. In contrast to normal hand-eye calibration, there is a possibility that the robot’s motion may be restricted depending on the robot to be used. For example, as shown in Fig. 3 a robot such as a humanoid type can swing the neck vertically and horizontally in addition to position movement. On the other hand, a robot like a rover type can not rotate in the longitudinal direction. We describe an optimal calibration method according to such degrees of freedom of movement.

A. Obtaining pose transition

First, we explain the method to compute transition of robot and SLAM device for calculating the calibration parameters. In order to obtain the relative position and orientation between the robot and the SLAM device, the position and orientation transition is made and the differences between
the two position and orientation parameters before and after the transition are taken. Let pose 1 be the initial posture of the head and the SLAM device and let pose 2 be their poses after the transition. Let $M_{1\text{head}}$ and $M_{1\text{sd}}$ be $4 \times 4$ matrix representing the position and pose in the local coordinates of each robot and SLAM device at pose 1 respectively. $M_{2\text{head}}$ and $M_{2\text{sd}}$ be $4 \times 4$ position and pose matrix in the local coordinates at pose 2 respectively. These matrices are the observed values. The differences between the two position and pose before and after the transition are given by the following equation,

$$
A = M_{1\text{head}}^{-1}M_{2\text{head}} \quad (1)
$$

$$
B = M_{1\text{sd}}^{-1}M_{2\text{sd}} \quad (2)
$$

$A$ indicates transformation of the head from pose 1 to pose 2, and $B$ represents transformation of the SLAM device. Let $X$ be an unknown $4 \times 4$ matrix representing the relative position and orientation between the robot and sensor given by the following equation,

$$
X = \begin{bmatrix} R & t \\ 0 & 1 \end{bmatrix} \quad (3)
$$

As shown in Fig. 3 considering transformation from the coordinate frame of “head” at pose 1 to the coordinate frame of “sd” at pose 2, there are two transformations via “head” at pose 2 and via “sd” at pose 1. The former is represented by matrix calculation $AX$ and the latter is represented by $XB$. The results are same in both coordinate transformations, therefore $AX = XB$ holds.

**B. Relation between movement and solved parameter**

We describe the parameters obtained by the transitions. We mainly consider three types of movement of horizontal rotation, vertical rotation, forward movement and discuss what parameters can be derive from each motion based on solving $X$ in $AX = XB$. The solution of $AX = XB$ is discussed in [14], [15], [16] and we can calculate $X$ by using linear and non-linear optimization from $AX = XB$. Let $R_A$ and $R_B$ be $3 \times 3$ rotation matrix components in $A$ and $B$ respectively, $k_A$ and $k_B$ be unit vectors indicating the rotation axis in $R_A$ and $R_B$ respectively. Let $t_A$ and $t_B$ be three-dimensional translation vector components. The following two formulas hold from $AX = XB$

$$
k_A = Rk_B, \quad (4)
$$

$$
R_A t + t_A = R_t B + t. \quad (5)
$$

First of all, consider the constraint obtained from Eq. 4. Given a set of $k_A$, $k_B$, the 2-DoF rotational parameters other than around the $k_A$ vector among the 3-DoF rotation parameters included in $R$ are determined.

Subsequently, let us consider the constraints obtained from Eq. 5, Eq. 5 can be transformed as follows,

$$
(I - R_A) t = t_A - R t_B. \quad (6)
$$

In Eq. 6 rank of $(I - R_A)$ is two. When rotating the robot and considering the case where $t$ is decomposed into $k_A$ components and two unit vectors $t_1$ and $t_2$, which is orthogonal to $k_A$ and mutually orthogonal, $t$ in Eq. 6 has a degree of freedom in the $k_A$ direction and has constraints in the $t_1$ and $t_2$ directions since $(I - R_A)k_A = 0$.

1) **Horizontal Rotation:** When the robot rotates horizontally, rotational axis directs in the $z$ direction. In the case of rotation, $k_A$ in Eq. 4 directs the $z$ axis, and we can obtain the parameters $roll$, $pitch$ other than the rotation $yaw$ around the $z$ axis. In the case of translation parameters, constraints based on Eq. 6 are mainly applied to $t_x$ and $t_y$.

2) **Vertical Rotation:** In the case of performing a rotational motion in the vertical direction (here, it is assumed to rotate around the $y$ axis) such as swinging the neck vertically in the humanoid robot, similarly to horizontal rotation, two parameters of $roll$ and $yaw$ can be obtained from Eq. 4. Translation parameter $t_x$ and $t_z$ is also obtained from Eq. 6.

3) **Forward Movement:** When moving the robot straight ($R_A \approx I$), Eq. 5 becomes as follows,

$$
t_A = R t_B. \quad (7)
$$

This equation is the same form as Eq. 4 Therefore constraint is applied to rotation parameters $pitch$, $yaw$ when advancing the robot. Figure 4 shows these relations between the pose and position transition method (horizontal rotation, vertical rotation, forward) and the restricted parameters.

**IV. OFF-LINE ROBOT-SLAM DEVICE CALIBRATION**

We deal with two types of a robot: one is a robot that can rotate in two directions, the other is a robot that can move only in the horizontal direction ($x$ direction, $y$ direction, rotation around $yaw$ axis in Fig. 2). The both are assumed
to be capable of turn on the spot. In the former case, bi-directional rotation is optimal. In the later case, only five parameters can be obtained by horizontal rotation and forward movements. The remaining one is obtained using auxiliary information such as height of SLAM device.

A. Calibration using bi-directional rotation

We describe the conditions of position and orientation transition and the calibration method when the frame of a robot equipped with SLAM device can rotate in the vertical direction. We can see in Fig. 4 that the constraint is applied to $t_x, t_y, \text{roll}, \text{pitch}$ with horizontal rotation. For the remaining $t_z$ and $\text{yaw}$, you can restrain these parameters by rotating in the vertical direction. Therefore, if horizontal rotation and vertical rotation are performed at least once, the constraint can be applied to all 6-DoF parameters.

B. Calibration using horizontal movement and SLAM device height

In the case of using a robot that is difficult to obtain $t_z$, For the component in the remaining $z$ direction, we cannot constrain it by horizontal position and pose transition alone, therefore we use the height of the SLAM device from the floor to calculate the $z$ parameter. Let $\mathbf{n}$ be the normal vector of the floor and $h$ be the height of the SLAM device from the floor. $\mathbf{n}$, $h$ can be observed from the environmental map of the SLAM device. Let $\mathbf{b}$ be a vector from "head" to "foot". It is known because robot's shape information is available. Let $\mathbf{o}$ be a parallel component to the floor of the vector from "sd" to "head". $\mathbf{o}$ indicates the shift of "sd" and "foot" in the plane parallel to floor. It is perpendicular to $\mathbf{n}$ defined by the following equation,

$$\mathbf{o} = h\mathbf{n} - R^{-1}\mathbf{t} + \mathbf{b}. \quad (8)$$

From Eq. 8, the following equation holds,

$$\mathbf{n} \cdot \mathbf{o} = \mathbf{n} \cdot (h\mathbf{n} - R^{-1}\mathbf{t} + \mathbf{b}) = 0 \quad (9)$$

This Eq. 9 can constrain the remaining $t_z$ in the vertical direction of the floor.

C. The case of a complex movement

Here, we consider a case where a complex position and pose transition including both rotation and translation at once is performed. From Eq. 8 $\mathbf{t}$ is obtained using the difference between the translation component $t_A$ of the robot's head and translational movement component $Rt_B$ of the SLAM device. Now, when rotating and translating at the same time in position and pose transition at once, accumulation error between odometry of the SLAM device and the robot occurs. This accumulation error is directly related to the error of $\mathbf{t}$ calculated based on the difference between $t_A$ and $Rt_B$. Therefore, in order to prevent this accumulation error and perform accurate calibration, it is necessary to minimize the robot translational movement ($= \text{length of } t_A$).

We consider whether there is superiority in terms of the minimum number of transitions necessary for calibration when performing position and pose transition including both rotation and translation at the same time. In Eq. 6 although constraints are applied to the three parameters $t_x, t_y, \text{yaw}$, the rank of $(I - R_A)$ is two and one equation can bind only two parameters of the three. Therefore, even if a complex position and pose transition is performed, at least two transitions are required, as in the case of when using movements with only rotation and with only translation. For these reasons, it is better to use the only rotation movement and only translation movement so that the influence of accumulation error can be avoided.

Fig. 6. Overview of online adjustment. (a) When the error exists within transformation from SLAM device to robot’s foot, the robot is localized diagonally. (b) Rotation error is corrected by making loop closure between SLAM device - robot shape - environment. Consistency is taken by aligning the perpendicular vector of the robot with floor normal vector.

Fig. 7. Schematic Diagram of position of the robot and SLAM device. The gray robot is in the correct positional relationship with the device and the red is the localized robot by SLAM device and calibration parameter. (a) The red robot is localized with error and the difference between $hR_{err}n$ and $hn$ becomes the large part of the error of localization. (b) The position and pose of localized red robot is corrected by additional rotation and the difference between $hR_{err}n$ and $hn$ is canceled.
V. On-line position adjustment

We describe an online position correction method to correct relative position between the robot and the SLAM device so that the information of the external environment, the shape of the robot and the position of the device are consistent. Even if the calibration is performed offline in advance, there are several dynamic factors that make the location of the localized base incorrect during navigation. There is a possibility that the SLAM device may be misplaced while navigation is in operation. The accuracy of the IMU or the encoder of the robot causes an error, or the time lag of the encoder when the joint is moved also causes a large error. This makes robot be localized diagonally as shown in Fig. 6 (a). Therefore we adjust the robot’s pose so that the robot is properly grounded as shown in Fig. 6 (b).

Among the errors caused by these causes, in particular, errors in the roll axis and pitch axis rotation lead to a large localization error when the device is mounted at a high position. In the online correction method, the parameters between the SLAM device and the robot are modified based on the premise that the robot stands perpendicular to the ground. The overview is shown in the Fig. 6. As a specific calculation, first, from the information of the external environment acquired by the SLAM device, find the normal vector of the floor and the vector perpendicular to the ground plane of the robot localized by the SLAM device before correction. Then apply additional correction rotation to the coordinate transformation between the robot and the device so that the two vectors match. This operation creates a partial loop closure that constrains two parameters and alleviates the localization error.

A. Error analysis

We explain what factor become large localized error. A schematic diagram is shown in Fig. 7 (a). Let \( a_{\text{true}} \) be the true value of the vector from the "sd" coordinate center to the "foot" coordinate center and \( a_{\text{obs}} \) be the observation value including translation and rotation error. Let \( a_{\text{err}} \) and \( R_{\text{err}} \) be the translational and rotational error factor. This error factor includes all the error in the transformations from "sd" to "foot" such as calibration error or robots encoder error. Using the translational error \( a_{\text{err}} \) and the rotational error factor \( R_{\text{err}}, a_{\text{obs}} \) is expressed as follows,

\[
a_{\text{obs}} = R_{\text{err}} a_{\text{true}} + a_{\text{err}}. \tag{10}
\]

It is assumed that this error factor is caused by the above-mentioned deviation of the SLAM device and the error of the encoder. Next, decompose \( a_{\text{true}} \) into a component in the direction of the unit vector \( n \) perpendicular to the floor and a vector \( o \) parallel to the floor and orthogonal to \( n \),

\[
a_{\text{true}} = -hn + o, \tag{11}
\]

where,

\[
h = -a_{\text{true}} \cdot n. \tag{12}
\]

Substitute Eq. 11 for Eq. 10

\[
a_{\text{obs}} = -h R_{\text{err}} n + R_{\text{err}} o + a_{\text{err}}. \tag{13}
\]

When comparing Eq. 11 and Eq. 13, the difference between \( h R_{\text{err}} n \) and \( hn \) (The red line in Fig. 7 (a)) becomes the large part of the error of localization in the case of a particularly tall robot because localized error is proportional to the sine of the rotation error and the height of the robot.

B. Error correction

We explain how the error is reduced when applying an additional correction rotation. A schematic diagram is shown in Fig. 7 (b). Letting a vector perpendicular to the ground plane of the localized robot before correction be \( n' \),

\[
n' = R_{\text{err}} n. \tag{14}
\]

Here the rotation matrix \( R_{\text{add}} \) to rotate \( n' \) in the same direction as \( n \) is decided, ie \( R_{\text{add}} \) satisfies the following equation:

\[
n = R_{\text{add}} n'. \tag{15}
\]

Integrating this correction matrix into the observation value \( a_{\text{obs}} \),

\[
R_{\text{add}} a_{\text{obs}} = -h R_{\text{add}} R_{\text{err}} n + R_{\text{add}} (R_{\text{err}} o + a_{\text{err}}) = -hn + R_{\text{add}} (R_{\text{err}} o + a_{\text{err}}), \tag{16}
\]

where, we used that the following equation is established from Eq. 14 and Eq. 15

\[
n = R_{\text{add}} R_{\text{err}} n, \tag{17}
\]

Comparing Eq. 11 Eq. 13 Eq. 16, we can see that the term of \( h R_{\text{err}} n \) in Eq. 13 which was the cause of the error increase, was corrected and canceled in Eq. 11 and Eq. 16. Schematic diagram of this is shown in Fig. 7. This correction method cancels roll and pitch, which are the two degrees of freedom rotational parameters other than the rotation component around the vector \( n \) of \( R_{\text{err}} \) and removes the error component of localization proportional to the height of the robot.

When actually calculating \( R_{\text{add}} \), we can use the vector perpendicular to the ground plane of the localized robot before correction as the observed value of \( n' \) and the floor normal obtained from the SLAM device’s 3D environmental map as the observed value of \( n \). Although \( R_{\text{add}} \) is not unique, the rotation matrix with \( n \times n' \) as its rotation axis and the angle between \( n \) and \( n' \) as the rotation angle satisfies the condition as \( R_{\text{add}} \).

VI. Experimental results

In the method evaluation, first, we check the values of parameters obtained in the two ways explained in Sec. III then validate the online position correction method by confirming the error of the localized position when the joint of the robot is strongly moved. Finally, we demonstrate a robot navigation system in an indoor scene using SLAM devices.
A. Implementation

For experimental evaluation, we used SoftBank Pepper as the robot and Microsoft HoloLens as the SLAM device. Robot Operating System (ROS) is used as the host system. HoloLens is attached to the head of Pepper as shown in Fig. 1(a). HoloLens has a function to create a 3D map of the external environment and to record any point in real space as a “spatial anchor” with orientation in device memory. In this time, To make it easy to incorporate obstacles and other information into the system, navigation is done using a pre-made 2D map.

Regarding implementation, in order to localize HoloLens in ROS’s world coordinate system, we align the image obtained by rendering a three-dimensional map inside HoloLens from an orthogonal viewpoint from the top with the pre-made 2D floor map. From the result of this alignment, the spatial anchor can be placed in the coordinate system of ROS and the HoloLens can be localized on the map. Even if HoloLens is localized once by setting up a spatial anchor, there is a tendency that the deviation between the position of HoloLens in the real world and the localized HoloLens in 2D map becomes large due to the error between the environment map inside HoloLens and the floor map. In order to avoid this error, When HoloLens moves away from the spacial anchor which is currently the standard, alignment of the 3D map inside HoloLens to the floor map with the current HoloLens position as the initial position is performed again to eliminate the accumulation error and a new spatial anchor is localized in the floor map.

B. Off-line Calibration

| TABLE 1 |
| NOISE AND BIAS VALUES IN SIMULATION ENVIRONMENTS |
| Joint angle | 0.001(rad) |
| SLAM Device position | 0.002(m) |
| SLAM Device orientation | 0.004(rad) |
| Floor point | 0.02(m) |
| γ1 | 0.04 |
| γ2 | 0.04 |
| a | 0.985 |
| b | 0.01 |

1) Simulation environments: First, we show the results of calibration using simulation environment. The simulation robot consists of a body and a head, and the head has two joints around pitch axis and yaw axis. The SLAM device is fixed with respect to the head. For the value of the joint angle issued by the robot, the position and posture given by the SLAM device, and the position of the floor (the coordinates of the foot of the perpendicular drawn from the SLAM device towards the floor), a model in which Gaussian noise is added to the true value is defined. For the odometry of the robot, we create a model considering the following two errors: the first one is an error between the speed value observed by a robot and velocity command value and the other is the difference between the velocity observed by the robot and the actual distance the robot has advanced. Let \( dv(t) \) be the velocity value in the two-dimensional translation \( (dx, dy) \) or angle \( (dθ) \) direction at time \( t \), \( a_0 \) be the acceleration or angular acceleration calculated from the commanded velocity value and the current observation speed value, \( G(a, b) \) be Gaussian disturbance with median \( a \) and deviation \( b \), \( γ \) be a coefficient value, \( dv(t + ∆t) \) be the value of the displacement that actually changed during the time \( t \) to \( t + ∆t \). The speed update formula and the displacement are defined as follows,

\[
\begin{align*}
dv(t + ∆t) &= dv(t) + a_0\Delta t + G(0, γ_1|dv(t)|) + G(0, γ_2|dv(t)|) \\
dv'(t + ∆t) &= dv(t + ∆t)G(a, b)\Delta t.
\end{align*}
\]

Table VI-B shows the result. Each calibration is performed five times and the average value and the median value of the error from the true value are recorded. In the case where the median error of translation is the largest, the median value of translation error is 1.11 cm. This shows that if the dynamic error is ignored, it is sufficient to consider the centimeters order margin against the size of the robot. It can be said that this error is enough small for navigation of indoor scene.

2) Real environments: Next, we compare the values of parameters obtained by the calibration with two-way rotation transitions and the calibration with the horizontal position and pose transitions + HoloLens position information. In calibration using bidirectional rotation, we control the pitch angle and yaw angle of the neck and perform horizontal rotation transformation twice and vertical rotation transition twice in one calibration. In the case of using horizontal position and pose transitions, we manipulate Pepper’s wheel and make twice rotational transitions and make two forward transitions while recording the height of HoloLens and the normal vector of the floor at five locations. Table. III shows the average value and standard deviation of parameters when each calibration method is performed five times.

For the calibration using two-way rotation transitions, the standard deviation of translational movement is less than 2mm, and the angle is less than \( 4.0 \times 10^{-4} \) rad. For the calibration using horizontal position and pose transition, the standard deviation of it is larger than the value in the case of two-way rotation calibration. However, it can be said that the accuracy is sufficient for navigation.
TABLE II
CALIBRATION PARAMETER VALUE OBTAINED IN SIMULATION ENVIRONMENTS

| Calibration method         | pos error(m) | x axis angle error(rad) | y axis angle error(rad) |
|---------------------------|--------------|------------------------|------------------------|
| two-way rotation          |              |                        |                        |
| average                   | 0.009589     | 0.013243               | 0.011954               |
| median                    | 0.011113     | 0.010341               | 0.009204               |
| horizontal movement       |              |                        |                        |
| median                    | 0.005444     | 0.007186               | 0.005484               |

TABLE III
CALIBRATION PARAMETER VALUE OBTAINED IN REAL ENVIRONMENTS

| Calibration method         | x (m)       | y (m)       | z (m)       | angle(rad) | axis x    | axis y    | axis z    |
|---------------------------|-------------|-------------|-------------|------------|-----------|-----------|-----------|
| two-way rotation          |             |             |             |            |           |           |           |
| mean                      | 0.083285    | 0.031271    | 0.129084    | 1.65694    | 0.511814  | -0.491343 | -0.70262  |
| standard deviation        | 0.000531    | 0.000906    | 0.001693    | 0.000391   | 0.000876  | 0.000232  |           |
| horizontal movement       |             |             |             |            |           |           |           |
| mean                      | 0.101651    | 0.031098    | 0.117130    | 1.642449   | 0.52515   | -0.471333 | -0.70838  |
| standard deviation        | 0.004845    | 0.002489    | 0.002671    | 0.010782   | 0.015054  | 0.00668   | 0.007034  |

C. On-line Adjustment

Next, we demonstrate the effectiveness of the online position correction method. We record both localized positions with and without correction in two dimensions during moving robot joints vigorously to validate our online correction method. While the robot is moving, the true value of the plotted foot position does not change in two dimensions since the joint moves but the position of the robot’s foot has not changed. However, when the joint of the robot is violently moved, an encoder error due to a time lag occurs, which causes an error in observed localized positions via HoloLens.

Figure 8 shows the result of plotting the error of the localized position of pepper’s foot from the initial position during the operation of the joint of the robot. In the offline calibration, we use the two-way rotation calibration method and rotate in the horizontal direction and the vertical direction twice respectively. During operation, an error of at least 60cm at maximum is recorded without correction, whereas the plot at the corrected position is less than 10cm. This result shows that the proposed position correction method can absorb the localization error.

D. Navigation

The steps for demonstrating the navigation system using Pepper and HoloLens are as follows: First, attach HoloLens to the head of Pepper, then establish communication with the host system and Pepper and HoloLens, and run navigation and localization program. After that, calibrate the Pepper’s head and HoloLens using two-way rotation transitions (Fig. 1 (a) and (b)). Regarding the localization of HoloLens, by specifying the position of HoloLens on a two-dimensional floor map manually through a GUI, alignment is performed using it as an initial position and a spacial anchor is installed. Finally, navigation is executed by specifying the destination on the 2D map. As shown in Fig. 10 it is also possible to navigate the rover by placing the SLAM device on it and applying calibration using horizontal movement.

In the navigation, we make a global route plan using the Dijkstra method implemented in ROS’s NavFn 4 package, create a cost map [19]. We used Dynamic Window Approach [20] for local route planning. Figure 9 shows a continuous photograph of navigation where Pepper goes through a long corridor and enters the room.

VII. Conclusion

In this paper, we proposed a calibration method between external SLAM device and a robot for navigation. Although a humanoid type robot attached with a SLAM device is used for the demonstration, the proposed method can be easily applied to various robots having a self-position estimation function. In the experiments, 2D floor maps created in advance are used, however, this system can be extended to mapless navigation and three-dimensional navigation.
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