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Abstract—Previous studies have shown that much of laryngeal cancer-based work was carried out with a minimal set of linear features. Much of the work was focused on the study of larynx preservation, quality of life around radiotherapy, or surgery. The voice disorder database was not solely limited to laryngeal cancer. In the context of this, the paper proposes a non-invasive voice disorder detection of laryngeal cancer patients. The sustained vowel /a/ was recorded with 55 laryngeal cases and 55 healthy cases. Owing to the non-linearity property of the vocal cords, seven non-linear parameters along with biologically inspired 39 Mel-Frequency Cepstral Coefficients (MFCC) are extracted. This forms a laryngeal dataset of size 110X46. The wrapper method is used for better feature selection and to enhance the discriminating ability of the present work. The classification is carried out using a tuned support vector machine (SVM) with grid search and random forest (RF). The present work has shown an improved accuracy of 76.56% with SVM and 80% in the case of random forest. The forward selection of features along with the involvement of non-linear features has played a significant role in the better performance of the present system.
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I. INTRODUCTION

One of the main categories of head and neck cancer is laryngeal cancer (LC). The oncologists can treat the LC by subjective evaluations and invasive diagnostic methods. LC patients are found to be reluctant in many situations. The stroboscope does not record the status of vocal function with cycle-to-cycle information. Moreover, the parameters and rating information provided by stroboscope are visual perceptual ratings and subject to reliability and validity errors. The video laryngoscope (VLS) has limitations of irritating patients and a need for topical anesthesia [1]. The voice analysis provides clinicians an alternative, non-invasive, and objective analysis tool in this regard. So far the LC based works were carried out using statistical and machine learning approaches with linear features only. The experimental study was conducted by [2,3] with 80-1925 LC cases. The statistical analysis was carried out with only few linear features. Jitter, shimmer, noise-to-harmonic ratio (NHR) and maximum phonation time (MPT) have shown a significant difference between cancer and dysfunctional groups in the results (p<0.05). The perturbation measures, NHR and MPT were verified with laryngoscopic evaluations for which LC cases are reluctant. To carry out the LC classification, a prototype distribution type map (PDM) was proposed by [4]. But, this PDM modeling was done using neural maps which was quite complex and time consuming with increased number of iterations. Moreover, efforts have been made to preserve the larynx after surgery, radiotherapy, and rehabilitation [10]. It is clear from the previous studies that,

- Much of the LC database used was found to contain LC cases along with dysphonia cases.
- Only linear based voice acoustic features were used.
- Much of the work was focused on voice analysis of LC cases to study the quality of life and preservation of larynx w.r.t surgery or radiotherapy.
- Much of the study was carried out on LC were lacking voice disorder analysis using machine learning approaches.

The main objectives of the present study are:

- To create and use a specific LC database concerned with the pathologies related to adjacent regions of the larynx.
- To assess the performance of linear and non-linear descriptors to discriminate between the patients with LC pathologies and healthy cases.
- To develop a cost-effective (using open-source platform Ubuntu 15.0 and GNU Octave 4.0) and non-invasive voice acoustic classification tool.

Hence, the paper presents a non-invasive voice disorder detection of LC cases with optimized feature selection using forward selection method and, classification by tuned SVM.
and random forest. Rest of this paper is organized as follows. Section II describes the background study with reviews in the existing research, Section III illustrates materials and proposed methodology for LC detection, Section IV depicts extensive experimental evaluation for the proposed method and finally Section V presents concluding remarks with future scope.

II. BACKGROUND STUDY

Researchers have adopted many clinical and acoustic methods in classifying the LC cases but with little attention to detection of LC. The clinical methods have been suffering from patients comfortless to laryngoscopy and variations in measurements. A more diversified LC database was adopted in the following studies. Data dependent random forest was proposed by [5] in fusing knowledge with increased classification accuracy. Here, 110 LC cases with different pathologies (tumors, polyps, cysts, papillomata, keratosis, carcinoma and paralysis) were included in the study. The auto-associative neural network was used to differentiate LC cases (139-laryngitis cases, 211-hyper-functional dysphonia and 212-recurrent laryngeal nerve paralysis) from healthy group. Frequency-based features like MFCC, Cepstral-based features, HNR, and LP-based parameters were used to form a 14-dimensional vector for each subgroup. Over 37 linear features were used to train neural network with 87.5% accuracy [6]. The authors believes that with more protuberant features describing dynamics of vocals cords along with better feature selection methods can enhance the accuracy of the LC detection system.

However, much of the experimental work was carried out to understand the impact of radiotherapy on LC cases at particular periodic follow up. The retrospective study was conducted on 115 early-stage (in-situ, T1-T2) LC cases to assess the improvements in visual, acoustic, and patient-reported findings [7]. A similar study was conducted on laryngopharyngeal cancer cases [8]. To determine the effect of supra-clavicular RT on the physiology and functioning of the vocal fold, an experimental study was performed on 29 female patients diagnosed with breast cancer who underwent supra-clavicular RT, reported at intervals of 1 and 6 months before and after treatment. [9]. In all these radiation-based studies, a limited number of linear voice acoustic parameters were used with an average significant variation. These variations were used in the assessment of the early stage of LC or analysis of voice quality. The work was carried out to know the impact of voice rehabilitation on laryngeal cancer patients after radiotherapy using jitter, shimmer, quality of life scores (QOL), and voice handicap-index (VHI). These studies have provided a better road map towards multi-classification among LC cases. But, no specific voice rehabilitation was found to be necessary for laryngeal cancer patients after radiotherapy as there was no statistical significance found with these parameters [10].

III. MATERIALS AND METHODS

A. Database

The present study involves cases with laryngeal pathology. The voice samples of laryngeal cancer patients came for radiotherapy, were collected after taking the written consent from each case. The cases have given sufficient information about the non-invasive procedure being followed while recording the voice samples. The ethical approval was taken in advance from the Sri Siddhivinayak Ganapati Cancer Hospital, Miraj, and Nargis Dutt Memorial Cancer Hospital, Barshi, (Maharashtra), India. The sustained vowel /a/ was recorded using an Omni-directional microphone for 1-3 seconds. The recording has performed at a sampling frequency of 44.1 kHz with a 16-bit resolution using the Praat software. The operated laryngeal cases were not included in the recording. A total of 55 laryngeal cases in the age group of 62.8±10.8, having 49 males and 6 female cases are included as shown in the Table I. The voice samples for the control group of 55 cases are collected in the age group of 63.1±10.9. This forms the voice dis-order database for LC having a total of 110 cases.

B. Proposed Algorithm

The methodology adopted in the present work is as shown in Fig. 1. Pre-processing is optionally adopted in the present work based on the type of classifier used. As shown in Fig. 1, the speech frames of 25 ms with 50% overlap are used throughout work. A pre-eminishing filter with α = 0.97 is used to boost the high-frequency components.

\[ \gamma_p(n) = y(n) - \alpha y(n - 1) \] (1)

Then, the speech enhancement is carried out using a two-step noise reduction method (TSNR) using a Wiener filter [11]. This stage is followed by the extraction of the MFCC and non-linear features as discussed in the section C. To validate the irrelevance to the present function, the features were investigated. By utilizing forward function selection, the identification of voice dysfunction is optimized and comparative analysis is established between optimized and non-optimized features with a strongly validated mix. In classification process, SVM with grid search and random forest methods are adopted owing to their ability in dealing with low dimensional features space.

| Voice Pathologies          | Number of Cases |
|---------------------------|-----------------|
| Ca-larynx                 | 24              |
| Ca-laryngo-pharynx        | 1               |
| Ca-Supraglottis           | 7               |
| Ca-epiglottis             | 12              |
| Ca-Pharynx                | 4               |
| Ca-Hypopharynx            | 6               |
| Ca-Cricopharynx           | 1               |
| **Total**                 | **55**          |
C. Feature Extraction

1) MFCC: In the feature extraction, linear and biologically inspired 39-dimensional MFCC features are extracted per frame as shown in Fig. 2. Here, the 13 MFCC is derived from each of the speech frames by taking the discrete Fourier transform (DFT). To obtain its power spectrum, it is then passed through a triangular filter bank with 24 filters, uniformly positioned on the Mel scale. Log energy is computed for each of the banks, which is found to be sensitive to small variations in the articulatory movements. Then the MFCC of 13 coefficients is obtained by using DCT. A total of the 39-dimensional vector of MFCC are obtained with its derivatives. The 39-dimensional vectors are fed to the supervised SVM for the classification of LC pathology or healthy [12].

2) Non-linear features: It is clear from the previous studies that, the linear time-invariant property is no longer holding good for the non-linear structure of vocal cords and their dynamic behavior. The non-linear features are capable of producing the trajectories in phase space from the vibrations produced by a dynamical system like the vocal folds. The 7-dimensional non-linear data subset was obtained by the extraction following features [13,14,15];

A. Mutual information (MI): It provides a flexible approach in evaluating dynamical variables by using the method of delays. It refers to the reconstruction of phase space of voice signal using with minimum delay, called the first minimum of mutual information. The MI is computed by using the equation (2).

\[ S = \sum_{ij} p_{ij} (\tau) \ln \left( \frac{p_{ij}(\tau)}{p_i p_j} \right) \] (2)

3) False nearest neighborhood (FNN): If there are two nearest neighbours \( \vec{s}_i \) and \( \vec{s}_j \) in dimension \( m \) with distance between them is \( \| \vec{s}_i - \vec{s}_j \| \); then, \( \vec{s}_{i+1} \) and \( \vec{s}_{j+1} \) are the maps of the respective \( \vec{s}_i \) and \( \vec{s}_j \) in \( m+1 \) dimension. The divergence rate of these points while travelling from dimension \( m \) to \( m+1 \) is shown by (3),

\[ R_i = \frac{||s_{i+1} - s_{i+1}||}{||s_i - s_j||} \] (3)

These two points become false neighbors if the distance between them exceeds a certain threshold. Then the condition for maximum embedding dimension is the fraction of points for \( R_i > R_t \) threshold gives the estimation for embedding dimension \( m \). Here, \( p_i \) is the probability of finding a time series value in the \( i \)-the interval, and \( p_i (\tau) \) is the joint probability of \( p_i \) and \( p_j \) corresponding two points. MI measures the mutual dependence of the points \( p_i \) and \( p_j \).

4) Correlation Sum and Dimension (CD): The correlation dimension quantitatively describes the complexity or irregularity of the trajectory in phase space. This irregularity is confined to the correlation of two points on the trajectory known as the correlation dimension. The convergence of finite correlation can be obtained by straight-line fitting of the log-log plot of the correlation sum which is given by equation (4).

\[ C_i^m (r) = \sum_{i=1}^{N} \left( \frac{2}{N(N-1)} \sum_{j=1}^{N} \Theta (r - ||s_i - s_j||) \right) \] (4)

Fig. 1. Methodology of the Present Work.

Fig. 2. Estimation of MFCC.
The correlation dimension quantitatively describes the complexity or irregularity of the trajectory in phase space. This irregularity is confined to the correlation of two points on the trajectory known as the correlation dimension. The convergence of finite correlation can be obtained by straight-line fitting of the log-log plot of the correlation sum which is given by equation (5),

\[
D_T(r) = \frac{C(r)}{\log(r)}
\]  

(5)

Information dimension or correlation dimension of order 2 \((CE_2)\): Information dimension \(CE_2\) can be estimated from the modified correlation sum.

5) Largest Lyapunov Exponent (LLE): This feature depicts the average divergence rate of the neighbor trajectories as calculated by Rosenstein’s method. The separation or the convergence of points in a trajectory is \(d(t) = C e^{\lambda t}\). Here \(\lambda\) is the LLE and \(C\) is a constant.

6) Renyi Entropy \((RE_1, RE_2)\): In a dynamic system like vocal cords, Renyi entropies describe the loss of information in time. There will be an evolution of a nearby point in phase space to far points. In random systems, Renyi entropies tend to infinity.

At the end of this section, 39-dimensional MFCC and 7-dimensional non-linear parameters provide a 46-dimensional feature vector.

D. Feature Selection

The feature selection methods help in revising the model with reduced complexity and optimized accuracy. The commonly categorized feature selection methods are filtering, wrappers, and embedding methods [16]. The wrapper method is based on a predictive model. The forward selection (FS) method is used as it is less prone to overfitting and having low computational cost, than backward selection. The FS method provides a reduced, un-correlated significant feature sub-set with average computational cost [17,18]. The steps involved in the forward selection are:

- Begins with null model \(M_0\) with zero predictors.
- Pre assuming the significant levels \(S_{add}\) and \(S_{drop}\) to add and drop features respectively.
- For \(k = 0, \ldots, p-1\) (0 to 9 features), means considering all \((p-k)\) models that augment with the predictors in \(M_k\).
- Augmenting of significant model for \(S_{add} <\) cross-validation error \((CV)\) and dropping the previously added predictor for \(S_{drop} >\ CV\) error.
- The last step is replicated before a final optimum set of characteristics is obtained among \(M_1, M_2, \ldots , M_p\).

E. Classification Algorithms

Two supervised classification algorithms, SVM and random forest are used in this work owing to the size of the present dataset and number of features. Random forest is sensitive to the small changes in training data (bagging) that enable us to include in the present work. Both algorithms are fast in training and testing data-sets. In order to infer the most productive classifier for the detection of voice disorders, the comparative analysis is compiled between their success rates.

1) Support Vector Machine with a grid search: SVM is a supervised binary classifier using kernel tricks to trace the best hyperplane with the maximum margin between two classes. In a higher-dimensional space, the non-linear data is mapped, where the kernel becomes linear. Commonly used kernels with SVM are linear, polynomial, radial, and sigmoid. The SVM is used to classify the LC cases due to low computational costs and less prone to over-fitting. The data comprising n-dimension feature vectors are first labeled by using the Audacity tool, scaled and normalized before feeding to the SVM. In all the cases, SVM-kernel tricking is employed with the help of a grid search. SVM is tuned with hyper-plane parameters with different kernels, gamma, and C values [19, 20]. The grid search will build and evaluate the model for each combination of hyper-plane parameters. Then, best hyper-plane parameters with good cross-validation (CV) accuracy. In the present work 10-fold, cross-validation is used. The C (1 to 500), gamma (0.00003 to 0.002), and the kernels are traced to find the best fit of these hyper-parameters. The grid search is separately performed in using different data-sets during experimental investigations as discussed in section III.

2) Random forest: Random forest is an ensemble of a set of more number of individual and uncorrelated decision trees. Because of RF’s sensitivity to changes in training data, it allows each tree to randomly sample from the main data-set with replacement known as bagging. Hence, the bagging process provides us with a sample size of \(N\), which is less in size than the actual whole data-set. But with replacement, each of the attributes may be repeated in each chunk. In the model, this forces much more variance among the trees and eventually results in less correlation between trees. Therefore, trees that are not only learned on different sets of data (bagged) but also use different features will make decisions eventually [20, 21]. The typical steps to be followed for the core working of RF are:

- For a given training data of \(\{(a_1, b_1), (a_2, b_2), \ldots, (a_n, b_n)\}\) with \(X_i\) predictors which corresponds to the root node.
- Each non-terminal node splits up into two descendent nodes based on the value of one of the predictor variables.
- Categorical predictor variable creates partitions on either side of the split point with different sub-set of categories.
- The last step is replicated before a final optimum set of characteristics is obtained among \(M_1, M_2, \ldots, M_p\).
- 4. This process proceeds recursively before the conditions for stopping are satisfied.
- 5. For all events in the terminal nodes, an estimated value occurred by averaging the computation.
- Response of the most frequent class for classification problems.
An in-depth tree is kept at 5 to address the over-fitting of data.

F. Evaluation Process

By using precision, sensitivity, specificity, precision, and the Area Under Curve (AUC), the efficacy of the proposed algorithm is evaluated. The sensitivity evaluates the likelihood of pathological samples to be detected by the algorithm. In turn, the specificity assesses the algorithm's ability to classify typical samples. Precision reflects the percentage of pathological samples from the pathological class that is well identified. Besides, accuracy measures the correct classification rate of the algorithm. AUC assesses the capacity to differentiate between the normal and abnormal samples. The AUC offers an alternative means of calculating the performance of the method suggested. These measures are based on the following notions:

\[
\text{Accuracy}=\frac{(TP+TN)}{\text{total}} \times 100 \\
\text{Sensitivity}(\text{Recall}) = \frac{(TP)}{(TP+FN)} \times 100 \\
\text{Specificity}=\frac{TN}{(TN+FP)} \times 100 \\
\text{Precision}=(TP)/(TP+FP)) \times 100 \\
\text{AUC}=0.5x(\text{Specificity+Sensitivity})
\]

IV. EXPERIMENTAL RESULTS WITH DISCUSSION

According to Fig. 1, the speech signal related to sustained vowel /a/ is framed using a 25 ms window and 50% overlapping. Then, for each 25 ms speech frame, a 49-dimensional feature vector is extracted as discussed in section. Now with 110 cases, gives 110X46 sized main dataset. In this research, the dataset was divided a 70% of the training data and 30% for validation. All simulations were conducted in GNU-Octave using python.

The forward selection has been applied to a 46-dimensional data-set (MFCC & NL) and also on 39-dimensional MFCC separately. FS will select a sub-set of maximally performing 10 features, which improves accuracy with minimal computational time. In the present work, FS iteration is supported with 10 features due to more computational time, as shown in Table II. The best score of 0.80 is achieved. MFCC along with two non-linear features, CD and LLE are found to be significant. Where the forward selection has shown a significant impact of involving non-linear features in the experimental study. The SVM with (RB) kernel has shown an improved accuracy from 72.85% to 75.66% for the whole dataset and accuracy enhancement from 62.82% to 66.66% in the case of the MFCC dataset. Thus wrapper method along with (RB) kernel of SVM has played a significant role in optimizing the dataset. This resulted in the prediction of laryngeal cancer. Fig. 3 shows an increase in accuracy with feature selection (optimized) related to MFCC dataset from 62.82% to 66.66%. The maximum accuracy of 75.66% is achieved with a dataset having 2.81% optimization. Moreover, an average sensitivity of 74% has shown better discrimination ability of SVM with a complete dataset along with a better AUC rate of 76.56% as shown in Fig. 4.

B. Process Evaluation based on Random Forest Performance

Table IV shows the performance of random forest presented in terms of accuracy (%), sensitivity (%), specificity (%), the area under the curve (AUC), and precision (%). It is clear from Fig. 5 and 6, that with the whole dataset, 3.44% of optimization is achieved. This is responsible for the maximum enhancement in the accuracy from 76.56% to 80% along with a maximum AUC rate of 79.80%. Hence, from the experimental observations, it is evident that random forest is showing better accuracy (80%) and discriminating ability (79.80%) with a complete dataset.

| Average Score | Feature Names |
|---------------|---------------|
| 0.72          | ΔΔ8           |
| 0.76          | MFCC10,ΔΔ8    |
| 0.74          | MFCC10, MFCC11, ΔΔ8 |
| 0.74          | MFCC2, MFCC10, MFCC11, ΔΔ8 |
| 0.76          | MFCC2, MFCC4, MFCC10, MFCC11, ΔΔ8 |
| 0.76          | MFCC2, MFCC4, MFCC10, MFCC11, ΔΔ8, ΔΔ-log-energy |
| 0.77          | MFCC4, MFCC10, MFCC11, ΔΔ8,ΔΔ12, ΔΔ-log-energy,CD |
| 0.78          | MFCC10, MFCC11, Δ8, ΔΔ8,ΔΔ12, ΔΔ-log-energy,CD,LLE |
| 0.77          | MFCC8,MFCC10, MFCC11, Δ8, ΔΔ8,ΔΔ12, ΔΔ-log-energy,CD,LLE |
| 0.80          | MFCC8,MFCC10, MFCC11, Δ6, Δ8, ΔΔ8,ΔΔ12, ΔΔ-log-energy,CD,LLE |
TABLE III. SVM PERFORMANCE BEFORE AND AFTER APPLYING FORWARD SELECTION METHOD

| Wrapper                  | Features                      | Accuracy (%) | Sensitivity (%) | Specificity (%) | AUC (%) | Precision (%) | C   | Kernel       |
|--------------------------|-------------------------------|--------------|----------------|----------------|---------|---------------|-----|--------------|
| Without Feature selection| MFCC + Non-linear parameters | 72.85        | 73.33          | 72.00          | 72.66   | 82.5          | 30  | Radial Basis |
| With Feature selection   | MFCC parameters               | 62.82        | 61.82          | 65.21          | 63.52   | 80.95         | 100 | Linear       |
| Without Feature selection| MFCC + Non-linear parameters | 75.66        | 74.00          | 79.17          | 76.56   | 83.33         | 30  | Radial Basis |
| With Feature selection   | MFCC parameters               | 66.66        | 64.81          | 70.83          | 67.82   | 83.33         | 50  | Linear       |

TABLE IV. PERFORMANCE OF RANDOM FOREST BEFORE AND AFTER APPLYING FORWARD SELECTION METHOD

| Wrapper                  | Features                      | Accuracy (%) | Sensitivity (%) | Specificity (%) | AUC (%) | Precision (%) | C   | Kernel       |
|--------------------------|-------------------------------|--------------|----------------|----------------|---------|---------------|-----|--------------|
| Without Feature selection| MFCC + Non-linear parameters | 76.56        | 68.75          | 72.72          | 70.74   | 84.61         |     |              |
| With Feature selection   | MFCC parameters               | 68.57        | 60.71          | 63.63          | 62.17   | 80.95         |     |              |
| Without Feature selection| MFCC + Non-linear parameters | 80.00        | 80.43          | 79.17          | 79.80   | 88.09         |     |              |
| With Feature selection   | MFCC parameters               | 69.33        | 68.62          | 70.83          | 69.72   | 83.33         |     |              |

Fig. 3. SVM Performance in Terms of Accuracy(%).

Fig. 4. SVM Performance in Terms of AUC(%).

Fig. 5. Performance of Random Forest in Terms of Accuracy(%).

Fig. 6. Performance of Random Forest in Terms of AUC(%).
V. CONCLUSION AND FUTURE SCOPE

The paper presents a non-invasive laryngeal cancer detection platform. Both linear and non-linear features are tested over 110 LC cases. Features are optimized with the forward selection method. The system’s performance is evaluated with SVM and random forest. The main findings are:

- Hyper-parameter tuning using grid search, helped in the identification of significant features.
- Better optimization of features resulted in improved accuracy of 76.56% with SVM and 80% in the case of random forest.
- Better discriminating abilities are observed with 75.66% with SVM and 79.80% with random forest.

The observations suggest that the SVM with RB kernel and forward selection of features involving non-linear parameters can be used for the development of a more enhanced non-invasive diagnostic tool for laryngeal cancer. With such findings along with more significant features and deep learning techniques, a better diagnostic tool can be developed for the detection of laryngeal cancer.
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