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Abstract

An obstacle representation of a graph is a mapping of the vertices onto points in the plane and a set of connected regions of the plane (called obstacles) such that the straight-line segment connecting the points corresponding to two vertices does not intersect any obstacles if and only if the vertices are adjacent in the graph. The obstacle representation and its plane variant (in which the resulting representation is a plane straight-line embedding of the graph) have been extensively studied with the main objective of minimizing the number of obstacles. Recently, Biedl and Mehrabi [5] studied grid obstacle representations of graphs in which the vertices of the graph are mapped onto the points in the plane while the straight-line segments representing the adjacency between the vertices is replaced by the $L_1$ (Manhattan) shortest paths in the plane that avoid obstacles.

In this paper, we introduce the notion of geodesic obstacle representations of graphs with the main goal of providing a generalized model, which comes naturally when viewing line segments as shortest paths in the Euclidean plane. To this end, we extend the definition of obstacle representation by allowing some obstacles-avoiding shortest path between the corresponding points in the underlying metric space whenever the vertices are adjacent in the graph. We consider both general and plane variants of geodesic obstacle representations (in a similar sense to obstacle representations) under any polyhedral distance function in $\mathbb{R}^d$ as well as shortest path distances in graphs. Our results generalize and unify the notions of obstacle representations, plane obstacle representations and grid obstacle representations, leading to a number of questions on such embeddings.

1 Introduction

An obstacle representation of an (undirected simple) graph $G$ is pair $(\varphi, S)$ where $\varphi : V(G) \to \mathbb{R}^2$ maps vertices of $G$ to distinct points in $\mathbb{R}^2$ and $S$ is a set of connected subsets of $\mathbb{R}^2$ with
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**Figure 1** Four different obstacle representations of the same graph $G$: (a) an obstacle representation, (b) a geodesic obstacle representation under $L_1$ distance, (c) a plane obstacle representation, and (d) a non-crossing geodesic obstacle representation under $L_1$ distance.

the property that, for every $u, w \in V(G)$, $uw \in E(G)$ if and only if the line segment with endpoints $\varphi(u)$ and $\varphi(w)$ is disjoint from $\cup S$. The elements of $S$ are called obstacles. It is easy to see that every graph $G$ has an obstacle representation: obtain a straight-line drawing of $G$ by taking any $\varphi$ that does not map three vertices of $G$ onto a single line, and let $S$ be the set of the open faces in the resulting arrangement of line segments.

Since every graph has an obstacle representation, this defines a natural graph parameter called the **obstacle number**, $\text{obs}(G) = \min\{|S| : (\varphi, S) \text{ is an obstacle representation of } G\}$. Since their introduction by Alpert et al. [2], obstacle numbers have been studied extensively with the main goal of bounding the obstacle numbers of various classes of graphs (see e.g. [3, 7, 11, 12, 15, 16] and the references therein).

For planar graphs, there is also a natural notion of a **plane obstacle representation** $(\varphi, S)$ which is an obstacle representation in which $\varphi$ defines a plane straight-line embedding of $G$. This leads to a **plane obstacle number**: $\text{plane-obs}(G) = \min\{|S| : (\varphi, S) \text{ is a plane obstacle representation of } G\}$. Using Euler’s formula, it is not hard to see that the plane obstacle number of any $n$-vertex planar graph is $O(n)$: let $\varphi$ define any plane drawing of $G$ with no three vertices collinear and take $S$ to be the set of open faces in this drawing. Since an $n$-vertex planar graph has at most $2n - 4$ faces, this implies plane-obs$(G) \leq 2n - 4$.

Recently, Biedl and Mehrabi [5] studied **non-blocking grid obstacle representations** of graphs, consisting of the pair $(\varphi, S)$ as before in which $\varphi$ maps the vertices of the graph to points in the plane and $S$ is a set of obstacles, but the adjacency in the graph is represented by replacing straight-line segments with $L_1$ shortest paths in the plane. That is, for every $u, w \in V(G)$, $uw \in E(G)$ if and only if some $L_1$ shortest path from $\varphi(u)$ to $\varphi(w)$ is disjoint from $\cup S$; see Figure 1 for an illustration of these obstacle representations.

**Geodesic obstacle representation.** In this paper, we generalize the notions of obstacle representations [2], plane obstacle representations, and grid obstacle representations [5] by introducing **geodesic obstacle representations** of graphs. This natural generalization of obstacle representations comes from viewing line segments as shortest paths in the Euclidean plane. An obstacle representation $(\varphi, S)$ has the property that $uw \in E(G)$ if and only if the shortest path from $\varphi(u)$ to $\varphi(w)$ does not intersect $\cup S$. The Euclidean distance is a very special case because the shortest path between any two points $p$ and $q$ is unique. To accommodate other distance measures, we extend the definition of obstacle representation by saying that $uw \in E(G)$ if and only if some shortest path from $\varphi(u)$ to $\varphi(w)$ does not intersect $\cup S$. In this way, we can obtain many generalizations of obstacle representations by changing the underlying distance measure. For example, with the $L_1$ distance measure, every $xy$-monotone path is a shortest path. Therefore, if $(\varphi, S)$ is an obstacle representation under $L_1$, then $uw \in E(G)$ if and only if there is some $xy$-monotone path from $u$ to $w$ that
analogous to plane obstacle representations, we can define \emph{non-crossing} geodesic obstacle representations in which \(\varphi\) defines a plane embedding of graph \(G\). Under the \(L_1\) metric, this non-crossing version is equivalent to non-blocking grid obstacle representations as defined by Biedl and Mehrabi \[5\].

Considering the \(L_1\) metric in the plane, one can view a geodesic obstacle representation of \(G\) as a partition of the neighbours of each vertex \(u \in V(G)\) into four sets based on which of the four quadrants relative to \(u\) the neighbours of \(u\) are in the representation. Consequently, if \(uv, uw \in E(G)\) in such a way that \(v\) is in the same quadrant of \(u\) as \(w\) is in the quadrant of \(v\) in a representation, then we must have \(uw \in E(G)\) since there is an \(xy\)-monotone path from \(u\) to \(w\) in the representation. As such, it is now not clear whether every graph has a geodesic obstacle representation. Indeed, the focus of this paper is to determine, for a class \(\mathcal{G}\) of graphs, whether or not every member of \(\mathcal{G}\) has a geodesic obstacle representation (under some metric space). Clearly, the existence of such representations is more likely if one extends the definition of monotonicity by considering \(2k\) equal-angled \emph{cones} around each vertex (instead of \(2k = 4\) quadrants), where \(k \geq 2\) is an integer. This leads us to the general question of, informally speaking, what is the minimum integer \(k > 0\) for which every member of \(\mathcal{G}\) has a geodesic obstacle representation when shortest paths are defined by monotone paths relative to such \(2k\) equal-angled cones around each vertex. In this paper, with this “parameter \(k\),” we study geodesic obstacle representations and its non-crossing version under polyhedral distance functions in \(\mathbb{R}^d\) as well as shortest path distances in graphs. See Section \[2\] for the formal definition of this generalized notion of obstacle representations.

\textbf{Related work.} It is known that every \(n\)-vertex graph has obstacle number \(O(n \log n)\) \[3\] and some \(n\)-vertex graphs have obstacle number \(\Omega(n/(\log \log n)^2)\) \[7\]. For planar graphs, there exists planar graphs with obstacle number 2 (the icosahedron is an example \[4\]), but the best upper bound on the obstacle number of an \(n\)-vertex planar graph is \(O(n)\). Recall the \(O(n)\) upper bound on the plane obstacle number of any \(n\)-vertex planar graph by Euler’s formula. A lower bound of \(\Omega(n)\) is also not difficult: any plane drawing of the \(\sqrt{n} \times \sqrt{n}\) grid \(G_{\sqrt{n} \times \sqrt{n}}\) has at least \(n - 2\sqrt{n}\) bounded faces. Each of these faces has at least four vertices and therefore requires at least one obstacle, so plane-obs\((G_{\sqrt{n} \times \sqrt{n}}) \geq n - 2\sqrt{n}\). Gimbel et al. \[11\] have nailed the leading constant by showing that every planar graph has plane obstacle number at most \(n - 3\), the maximum being attained by planar bipartite graphs. See \[2, 3, 7, 11\] and the references therein for more details of results on obstacle number and its plane version.

While the obstacle numbers have been extensively studied under the Euclidean distance as shortest path, not much is known about obstacle representations under other shortest path metrics. In fact, we are only aware of the works of Bishnu et al. \[6\], Biedl and Mehrabi \[5\] both of which considered only a restricted version of obstacle representations. Bishnu et al. \[6\] showed that any \(n\)-vertex planar graph \(G\) has an obstacle representation on an \(O(n^4) \times O(n^4)\) grid in the plane under \(L_1\) metric, with the additional restriction that, for any \(uw \in E(G)\), the shortest path from \(\varphi(u)\) to \(\varphi(w)\) also avoids \(\varphi(v)\) for all \(v \in V(G) \setminus \{u, w\}\) (in addition to avoiding \(\cup S\)). Biedl and Mehrabi \[5\] relaxed this “vertex blocking” constraint and were able to show that every \(n\)-vertex planar bipartite graph has a non-blocking grid obstacle representation on an \(O(n) \times O(n)\) grid. They left open the problem of finding other classes of graphs for which such non-blocking grid obstacle representations exist and, in particular, whether every planar graph has such a representation.

\textbf{Our results.} In this paper, we prove the following results:
For any integer \( k > 1 \), there is a graph with \( O(k^2) \) vertices that does not have a geodesic obstacle representation with parameter \( k \). On the other hand, every \( n \)-vertex graph has a geodesic obstacle representation with every \( k \geq n \).

For any integer \( d > 1 \) and any integer \( k > 1 \), there exists a graph that does not have a geodesic obstacle representation in \( \mathbb{R}^d \) with parameter \( k \). On the other hand, every \( n \)-vertex graph has a geodesic obstacle representation in \( \mathbb{R}^3 \) with \( k = \lceil (1/2) \log_2 n + 2 \rceil \).

A planar graph \( G \) has a non-crossing geodesic obstacle representation with \( k = 1 \) if and only if \( G \) is bipartite.

Every planar graph of treewidth at most 2 (and hence every outerplanar graph) has a non-crossing geodesic obstacle representation with \( k = 2 \); i.e., a non-blocking obstacle representation.

Not every planar 3-tree has a non-crossing geodesic obstacle representation with \( k = 2 \), answering the question asked by Biedl and Mehrabi \[5]\] negatively. Moreover, not every planar 4-connected triangulation has a non-crossing geodesic obstacle representation with \( k = 2 \).

Every planar 3-tree has a non-crossing geodesic obstacle representation with \( k = 3 \). Furthermore, every 3-connected cubic planar graph has a non-crossing geodesic obstacle representation with \( k = 7 \).

Every planar graph with maximum degree \( \Delta \) has a non-crossing geodesic obstacle representation with \( k = f(\Delta) \), where \( f \) is a computable function depending only on \( \Delta \).

Every \( n \)-vertex graph admits a non-crossing geodesic obstacle representation when taking the \( D \)-cube graph as the underlying distance metric, where \( D = C \log n \) for some constant \( C > 0 \).

**Organization.** We give definitions and notation in Section 2. Then, we show our results for (general) geodesic obstacle representations in Section 3 and for its non-crossing version in Section 4. We give our results for graph metrics in Section 5 and conclude the paper with a discussion on open problems in Section 6.

## 2 Notation and Preliminaries

Let \((X, \delta)\) be a metric space. A **curve** over \(X\) is a function \( f : [0, 1] \to X \). We call \( f(0) \) and \( f(1) \) the **endpoints** of the curve \( f \) and define the **image of \( f \)** as \( I(f) = \{ f(t) : 0 \leq t \leq 1 \} \). A curve \( f \) is a **geodesic** if, for every \( 0 \leq t \leq 1 \), \( \delta(f(0), f(t)) + \delta(f(t), f(1)) = \delta(f(0), f(1)) \). A **path space** is a triple \((X, \delta, \mathcal{C})\), where \((X, \delta)\) is a metric space and \( \mathcal{C} \) is a set of curves over \( X \) that has the following closure property: if the curve \( f \) is in \( \mathcal{C} \) then, for every \( 0 \leq t \leq 1 \), \( f \) also contains the curves \( g(x) = f(x \cdot t) \) and \( h(x) = f(t + x \cdot (1 - t)) \). A path space \((X, \delta, \mathcal{C})\) is **connected** if, for every distinct pair \( u, w \in X \), there is some path in \( \mathcal{C} \) with endpoints \( u \) and \( w \). For a path space \( P = (X, \delta, \mathcal{C}) \) and a subset \( R \subseteq X \), we denote the subspace induced by \( R \) as \( P[R] = (R, \delta, \{ f \in \mathcal{C} : I(f) \subseteq R \}) \). The subspace that avoids \( R \) is defined as \( P \setminus R = P[X \setminus R] \). Moreover, any curve in \( P \setminus R \) is called an **R-avoiding curve**. With these definitions in hand, we are ready to define a generalization of obstacle representations.

**Definition 1.** An **\((X, \delta, \mathcal{C})\)-obstacle representation** of a graph \( G \) is a pair \((\varphi, S)\) where \( \varphi : V(G) \to X \) is a one-to-one mapping and \( S \) is a set of connected subspaces of \((X, \delta, \mathcal{C})\) with the property that, for every \( u, w \in V(G) \), \( uv \in E(G) \) if and only if \( \mathcal{C} \) contains a \( \cup S \)-avoiding geodesic with endpoints \( \varphi(u) \) and \( \varphi(w) \).

Notice that it is now not clear whether every graph has an \((X, \delta, \mathcal{C})\)-obstacle representation. Indeed, the focus of this paper is to determine, for a class \( G \) of graphs and a particular path
space \((X, \delta, C)\), whether or not every member of \(G\) has an \((X, \delta, C)\)-obstacle representation. This is closely related to certain types of embeddings of \(G\) into \(X\). An embedding \((\varphi, c)\) of a graph \(G\) into \((X, \delta, C)\) consists of a one-to-one mapping \(\varphi: V(G) \to X\) and a function \(c: E(G) \to C\) such that, such that for each \(uw \in E(G)\), the endpoints of \(c(uw)\) correspond to \(\varphi(u)\) and \(\varphi(w)\). The embedding is geodesic if \(c(uw)\) is a geodesic for every \(uw \in E(G)\). Moreover, the embedding \((\varphi, c)\) is non-crossing if \(c(uw)\) is disjoint from \(c(xz)\), for every \(uw, xz \in E(G)\) with \(\{u, w\} \cap \{x, z\} = \emptyset\). Observe that given an \((X, \delta, C)\)-obstacle representation \((\varphi, S)\) of \(G\), for each \(uw \in E(G)\), we can choose some \(S\)-avoiding geodesic \(c(uw) \in C\) with endpoints \(\varphi(u)\) and \(\varphi(w)\). Then, the pair \((\varphi, c)\) gives a geodesic embedding of \(G\) into \(X\). If we can choose \(c\) such that \((\varphi, c)\) is also non-crossing, then we say that the representation \((\varphi, S)\) is non-crossing.

**Distance functions.** In this paper, we focus on the obstacle representations using polyhedral distance functions in \(\mathbb{R}^d\). For a set \(N = \{v_0, \ldots, v_{n-1}\}\) of vectors in \(\mathbb{R}^d\), we define the polyhedral distance function

\[
\delta_N(p, q) = \min \left\{ \sum_{i=0}^{r-1} |a_i| : \pi_S(q-p) = \sum_{i=0}^{r-1} a_i v_i \right\},
\]

where \(S\) is the subspace spanned by the vectors in \(N\) and \(\pi_S(v)\) is the projection of \(v\) on \(S\). Every such distance function defines a centrally symmetric polyhedron \(P_N = \{ x \in \mathbb{R}^d : \delta_N(0, x) \leq 1 \}\). The facets of \(P_N\) determine the geodesics. For a (closed) facet \(F\) of \(P_N\), we denote the cone \(C_F\) as the union of all rays originating at the origin and containing a point on \(F\) (this is the affine hull of \(F\)). For a point \(x \in \mathbb{R}^d\), the \(F\)-sector of \(x\) is \(Q_F^N(x) = C_F + x\). For a facet of \(F\) of \(P_N\), we say that a curve \(f\) is \(\delta_N\)-monotone in direction \(F\) if, for all \(0 \leq a \leq b \leq 1\), \(f(b) \in Q_F^N(f(a))\). We say that a curve is \(\delta_N\)-monotone if it is \(\delta_N\)-monotone in direction \(F\) for some facet \(F\) of \(P_N\). Observe that a curve \(f\) is a geodesic for \(\delta_N\) if and only if \(f\) is \(\delta_N\)-monotone.

**Observation 2.** If \(uw\) and \(xz\) are curves that are each \(\delta_N\)-monotone in direction \(F\) and \(uw \cap xz\) contains at least one point \(p\), then \(\delta_k(u, z) = \delta_k(u, p) + \delta_k(p, z)\) and \(\delta_k(x, w) = \delta_k(x, p) + \delta_k(p, w)\).

When \(X = \mathbb{R}^d\), we let \(C_d\) to denote the set of curves over \(\mathbb{R}^d\). For the sake of compactness, when \(X = \mathbb{R}^d\), we denote the \((\mathbb{R}^d, \delta_N, C_d)\)-obstacle representation by \(\delta_N\)-obstacle representation. For the plane case \(d = 2\), we define, for each integer \(k \geq 2\) \(\in \mathbb{N}\), the regular distance function \(\delta_k = \delta_N, k\), where \(N_k = \{ (\cos(i\pi/k), \sin(i\pi/k)) : i \in \{0, \ldots, 2k - 1\}\} \). In this case, the associated polygon \(P_N\) is a regular \(2k\)-gon. Moreover, we use \(\delta_k\)-obstacle representation as shorthand for \((\mathbb{R}^2, \delta_k, C_2)\)-obstacle representation. Moreover, for a point in \(\mathbb{R}^2\), we denote the \(i\)-sector of \(x\) by \(Q^k_i(x)\), for \(i \in \{0, \ldots, 2k - 1\}\).

In addition to polyhedral distance functions, we consider obstacle representations under graph distance. For a graph \(H\), we denote the set of neighbours of a vertex \(u\) in \(H\) by \(N_H(u)\) and the degree of \(u\) by \(\deg_H(u)\). Moreover, let \(\delta_H\) denote the graph distance and let \(C_H\) be the set of curves that define paths in \(H\). Then, we call a \((H, \delta_H, C_H)\)-obstacle representation an \(H\)-obstacle representation. If we consider the infinite square grid \(H_4\) (resp., the infinite triangular grid \(H_6\)), for instance, then it is not difficult to argue that a graph \(G\) has a non-crossing \(\delta_2\)-obstacle representation (resp., non-crossing \(\delta_3\)-obstacle representation) if and only if \(G\) has a non-crossing \(H_4\)-obstacle representation (resp., non-crossing \(H_6\)-obstacle representation). In general, for any integer \(D > 1\), define the \(D\)-cube graph \(Q_D\) to be the graph with vertex set \(V(Q_D) = \{0, 1\}^D\) and that contains the edge \(uw\) if and only if \(u\) and \(w\) differ in exactly one coordinate.
3 General Representations

In this section, we show our results for the general representations. We first consider the special case of $\mathbb{R}^2$ and will then discuss our results for higher dimensions. We start by the following result.

**Theorem 3.** For any $\epsilon > 0$, there exists a graph $G$ with $n = n(\epsilon)$ vertices such that $G$ has no $\delta_k$-obstacle representation for any $k < n^{1-\epsilon}$.

**Proof.** For some constant $c > 0$ and all sufficiently large $n$, there exists a graph $G$ with $n$ vertices and $cn^{2-2/r}$ edges and that contains no $K_{r,r}$ as subgraph \(^1\). Let $(\varphi, S)$ be a $\delta_k$-obstacle representation of $G$ and let $(\varphi, c)$ be an embedding of $G$ obtained by taking, for each $uw \in E(G)$, $c(uw)$ to be some shortest $\cup S$-avoiding path from $\varphi(u)$ to $\varphi(v)$. From this point on we identify the vertices of $G$ with the points they are embedded to and the edges of $G$ with the curves the are embedded to.

By definition each edge $uw \in E(G)$ is $k$-monotone. Since $P_V$ has at most $2k$ facets and each edge is monotone in at least two of these directions, this means that it has some facet $F$ such that $G$ contains $E(G)/k$ edges that are monotone in direction $F$. Consider the graph $G'$ consisting of only these edges and the embedding $\varphi$ of $G'$. Observe that if two edges $uw$ and $xy$ of $G'$ intersect at some point $p$, then (after appropriate relabelling), this implies that there is a $\cup S$-avoiding geodesic from $u$ to $x$ as well as from $w$ to $y$. Therefore, $ux, uw \in E(G')$.

Therefore, if $G'$ contains an $r$-tuple of pairwise crossing edges, then $G'$ contains a $K_{r,r}$ subgraph. Now, observe that the edges of $G'$ are monotone in some direction and (after an appropriate rotation) we can assume that they are $x$-monotone. We call this an $x$-monotone embedding. Valtr [17] has shown that for every fixed $r$, there exists a constant $C = C(r)$ such that any $x$-monotone embedding of any $n$-vertex graph with more than $Cn \log n$ edges contains a a set of $r$ pairwise crossing edges. In our case, this means that $G$ contains a $K_{r,r}$ subgraph if $(cn^{2-2/r})/k \geq Cn \log n$, which gives a contradiction when $k \leq cn^{1-2/r}/C \log n$. The result then follows by choosing any $r > 2/\epsilon$.

As $k \rightarrow \infty$, $\delta_k$ becomes the usual Euclidean distance function and $\delta_k$-obstacle representations are just the usual obstacle representations, which we know every graph has. Thus, for every $n \in \mathbb{N}$, there is a threshold value $k(n)$ such that every $n$-vertex graph has a $\delta_{k(n)}$-obstacle representation. Theorem 3 shows that $k(n) \in \Omega(n^{1-\epsilon})$ and the following theorem shows that $k(n) \in O(n)$.

**Theorem 4.** Every $n$-vertex graph $G$ has a $\delta_k$-obstacle representation for $k = [n/2]$.

**Proof.** Consider the regular $2k$-gon with vertices at $(\cos((i+1/2)\pi/k), \sin((i+1/2)\pi/k))$, for $i \in \{0, \ldots, 2k-1\}$. It is well known that the pairs of vertices of this $2k$-gon determine only $k$ distinct directions and that these directions are $(i+1/2)\pi/k$ for $i = \{0, \ldots, k-1\}$.

Therefore, to obtain an obstacle representation of $G$, place its vertices on this regular $2k$-gon, join its vertices with straight-line segments and take the obstacles to be the faces of the resulting arrangement of line segments. That this is a $\delta_k$-obstacle representation follows from the fact that no $k$-monotone path uses two different directions determined by pairs of vertices and no two edges in the same direction cross each other.

**Higher dimensions.** The proof of Theorem 3 makes critical use of the fact that obstacle representations live in the plane so that any sufficiently dense (sub)graph has a $k$-tuple of pairwise crossing edges. An obvious question, then, is whether every graph has a $\delta_N$-obstacle representation in $\mathbb{R}^3$ (i.e., an $(\mathbb{R}^3, \delta_V, C_3)$-obstacle representation), where $\delta_N$ is some
polyhedral distance function. The following theorem shows that the answer to this question is no.

**Theorem 5.** Let \( \delta_N \) be a polyhedral distance function over \( \mathbb{R}^d \) whose corresponding polyhedron \( P_N \) has \( 2k \) facets, for \( k \in o(\log n) \). Then, there exists an \( n \)-vertex graph \( G \) that has no \( \delta_N \)-obstacle representation.

**Proof.** Let \( G \) be an \( n \)-vertex graph with no clique and no independent set of size larger than \( 2\log n \). The existence of such graphs was shown by Erdős and Renyi [9]. Suppose, for the sake of contradiction, that \( G \) has some \( \delta_N \)-obstacle representation \( (\varphi,S) \). Let \( \prec \) denote lexicographic order over points in \( \mathbb{R}^d \).

We will \( k \)-colour the \( \binom{n}{2} \) pairs of vertices of \( G \) where the colours are facets of \( P_N \). A pair \((u,w)\) with \( u \prec w \) is coloured with a facet \( F \) of \( P_N \) such that \( w \in Q_F^{\varphi}(u) \). If more than one such facet exists, we choose one arbitrarily. For each \( i \in \{1,\ldots,k\} \), let \( \prec_i \) denote the partial order obtained by restricting the total order \( \prec \) to the pairs of vertices in \( G \) with colour \( i \). We claim that for at least one \( i \), \( \prec_i \) contains a chain \( v_1 \prec_i \cdots \prec_i v_r \) of size \( r \geq n^{1/k} \). To see why this is so, observe that, by Dilworth’s Theorem, if \( \prec_k \) does not contain a chain of length \( n^{1/k} \), then it contains an antichain \( A_k \) of size \( n^{1-1/k} \). Now, proceed inductively on \( \prec_1,\ldots,\prec_{k-1} \) and \( A_k \), observing that every pair in \( A_k \) is coloured with \( \{1,\ldots,k-1\} \).

Next, consider the relation \( \prec'_i \) over \( v_1,\ldots,v_r \) in which \( v_a \prec_i v_b \) if and only if \( 1 \leq a < b \leq r \) and \( v_a,v_b \in E(G) \). Observe that \( \prec'_i \) is a partial order over \( \{v_1,\ldots,v_r\} \). Therefore, by Dilworth’s Theorem, it contains a chain of size at least \( \sqrt{r} \) or it contains an antichain of size at least \( \sqrt{r} \). A chain corresponds to a clique in \( G \) and an antichain corresponds to an independent set in \( G \). This contradicts our choice of \( G \) when \( \sqrt{r} > 2\log n \), which is true for all \( k \in o(\log n) \) and all sufficiently large \( n \).

Theorem 5 shows that, for some \( n \)-vertex graphs \( G \), any \( \delta_N \)-obstacle representation of \( G \) must use a distance function \( \delta_N \) with \( k = \Omega(\log n) \) facets. Our next result shows that, even in \( \mathbb{R}^3 \), a polyhedral distance function with \( k = O(\log n) \) facets is indeed sufficient.

**Theorem 6.** Let \( \delta_N \) be any polyhedral distance function in \( \mathbb{R}^d \) for which the polyhedron \( P_N \) has at least \( 2\log_2 n \) facets. Then, every \( n \)-vertex graph \( G \) has a \( \delta_N \)-obstacle representation.

**Proof.** We claim that there exists a general position point set \( X \subset \mathbb{R}^d \) of size at least \( n \) with the property that no geodesic contains 3 points of \( X \). Given such a point set, we obtain an embedding \( (\varphi,c) \) of \( G \) by letting \( \varphi \) be any one-to-one mapping of \( V(G) \) onto \( S \) and letting, for each \( uw \in E(G) \), \( c(uw) \) be the line segment with endpoints \( u \) and \( w \). In this way, no path of length 2 or more in \( G \) becomes a geodesic, so \( (\varphi,c) \) is a \( \delta_N \)-obstacle representation of \( G \). Furthermore, since \( X \) is in general position, no two edges of the embedding cross. Therefore, taking \( S = \mathbb{R}^d \setminus \bigcup_{uw \in E(G)} c(uw) \) yields a \( \delta_N \)-obstacle representation \( (\varphi,S) \) of \( G \). All that remains is to show the existence of the set \( X \). In the following, we will ignore the general position requirement on \( X \), since it will be clear that the set \( X \) we find can be slightly perturbed to ensure it is in general position.

Since \( P_N \) is symmetric, the facets of \( P_N \) come in \( k \geq \log_2 n \) opposing pairs; let \( \{f_1,\ldots,f_k\} \) contain one representative facet from each such pair, and let \( \{c_1,\ldots,c_k\} \) be a set of balls, where each ball \( c_i \) is contained in the interior of \( f_i \). Finally, let \( \{L_1,\ldots,L_k\} \) be a set of sets of lines, where each \( L_i \) contains all lines through the origin that intersect \( c_i \). Note that, since the balls \( c_1,\ldots,c_k \) are disjoint, so are the line sets \( L_1,\ldots,L_k \).

It suffices to construct a point set \( X \), \( |X| = 2^k \), such that, for any triple \( u,x,w \in X \), there exists \( i,j \in \{1,\ldots,k\} \), \( i \neq j \), such that \( ux \) is parallel to some line in \( L_i \) and \( xw \) is
parallel to some line in $L_j$. We construct such a set inductively. If $k = 0$, $X = \{0\}$ satisfies our requirements.

For $k \geq 2$, apply induction to obtain a set of points $X'$, $|X'| = 2^{k-1}$ such that, for any triple $u, x, w \in X'$, there exists $i, j \in \{2, \ldots, k\}, i \neq j$, such that $ux$ is parallel to some line in $L_i$ and $xw$ is parallel to some line in $L_j$. Now, choose two balls $A$ and $B$ such that, for every pair of points $u \in A$, $w \in B$, $u - w$ is parallel to some line in $L_1$. Finally, scale and translate $X'$ to obtain point set $X'_A \subset A$ and another point set $X'_B \subset B$ and take $X = X'_A \cup X'_B$. Clearly, $|X| = 2^k$.

By the inductive hypothesis, if $\{u, x, w\} \in X'_A$ or $\{u, x, w\} \in X'_B$, then $ux$ is parallel to some line $L_i$ and $xw$ is parallel to some line in $L_j$, with $i, j \in \{2, \ldots, k\}$, $i \neq j$. Otherwise, assume without loss of generality that $u \in X'_A$ and $x, w \in X'_B$. Then, $u - x$ is parallel to some line in $L_1$ and $x - w$ is parallel to some line $L_j$ for some $j \in \{2, \ldots, k\}$. ◀

If we take $t$ generic unit vectors in $\mathbb{R}^3$, then the polyhedral distance function determined by these vectors defines a polyhedron having $2t$ vertices and $4t - 8$ triangular faces. Theorem 3 therefore implies that a polyhedral distance function determined by $t \geq (1/2) \log_2 n + 2$ unit vectors is sufficient to allow an obstacle representation of any $n$-vertex graph.

In constant dimensions $d > 3$, there exists sets of $t$ vectors in $\mathbb{R}^d$ defining polytopes with $\Theta(t^{\lfloor d/2 \rfloor})$ facets. Therefore, in $\mathbb{R}^d$, every $n$-vertex graph has a $\delta_N$-obstacle representation with $|N| \in O(\sqrt[d]{\log n})$ vectors.

## 4 Non-Crossing Representations

In this section, we consider non-crossing $\delta_k$-obstacle representations. The following lemma shows that these representations are equivalent to plane $\delta_k$-obstacle embeddings.

**Lemma 7.** A graph $G$ has a non-crossing $\delta_k$-obstacle representation if and only if $G$ has a non-crossing $\delta_k$-obstacle embedding.

**Proof.** First, suppose $G$ has a plane $\delta_k$-obstacle embedding $(\varphi, c)$. Then, we claim that by taking $S = \mathbb{R}^2 \setminus \bigcup_{uw \in E(G)} c(uw) \cup \bigcup_{u \in V(G)} \varphi(u)$, we obtain an obstacle representation $(\varphi, S)$.

If $uw \in E(G)$ then $uw$ is an $S$-avoiding $k$-monotone curve. On the other hand if $uw \not\in E(G)$ then, since $(\varphi, c)$ is plane, any $S$-avoiding $k$-monotone curve with endpoints $u$ and $w$ would determine a $k$-monotone path from $u$ to $w$ in $G$. The definition of $\delta_k$-obstacle embedding does not allow this.

Next, we argue that a non-crossing $\delta_k$-obstacle representation $(\varphi, S)$ implies the existence of a non-crossing $\delta_k$-obstacle embedding $(\varphi, c')$ of $G$. By the definition of non-crossing, we immediately obtain a function $c : E(G) \rightarrow \mathcal{C}_2$ that maps edges of $G$ onto geodesic curves joining their endpoints, and any two of these curves are disjoint unless they share a common endpoint.

The resulting embedding $(\varphi, c)$ is almost a plane $\delta_k$-obstacle embedding except that it may contains pairs of edges $ux$ and $uz$ such that $c(ux)$ and $c(uz)$ cross each other. In this case, we observe that both $ux$ and $uz$ are $k$-monotone in direction $i$ for the same value of $i$. This makes it easy to eliminate crossings by repeatedly swapping segments of the curves and making local modifications around the crossings. Repeating this for every crossing pair of edges gives a plane $\delta_k$-obstacle embedding of $G$. ◀

Lemma 7 allows us to focus our effort on studying the existence (or not) of plane $\delta_k$-obstacle embeddings.
4.1 δ₁-Obstacle Representations

In this section, we show that the class of planar graphs that have plane δ₁-obstacle embeddings are exactly planar bipartite graphs. Since a graph has a plane δ₁-obstacle embedding if, and only if, it can be straight-line embedded without x-monotone paths of length 2, we prove a slightly more general result about such embeddings.

▶ Theorem 8. A combinatorial embedding of a planar graph (the counter-clockwise order of the neighbours of each vertex) has a straight-line plane embedding with the same neighbour orders and no x-monotone paths of length 2 if, and only if, the graph is bipartite.

Proof. If the graph is not bipartite, then it has an odd cycle, whose embedding must have at least one x-monotone path of length 2. On the other hand, we show how to construct the desired straight-line plane embedding if the graph is bipartite and has at least 3 vertices. The construction has three stages: input transformations to simplify the embedding; the embedding itself; and adaptation of the embedding to the original input.

The first input transformation adds vertices and edges to the graph so a 2-connected quadrilateralization results. The graph is first made connected by repeatedly adding edges between outer vertices of different connected components. To make it 2-connected, we need to deal with cut vertices. If u is a cut vertex, let v be a neighbour of u whose next vertex w in the counter-clockwise order around u lies in a different 2-connected component than v and add a path of length 2 between v and w, as in Figure 2. This path addition merges the 2-connected components of v and w, so eventually a 2-connected graph remains.

Note that because the graph is 2-connected and has at least 3 vertices, a counter-clockwise traversal of any face will not repeat edges or vertices. Therefore, the neighbour ordering of the original graph is preserved if we preserve the faces of this 2-connected combinatorial embedding, and this is what the construction will achieve. To conclude this first input transformation, we obtain a quadrilateralization by repeatedly inserting edges between vertices three edges apart in faces with more than four vertices, which is possible since faces all have an even number of vertices greater than two.

For the second input transformation, while there are two quadrilaterals sharing exactly two adjacent edges, we merge these quadrilaterals into one by erasing these two edges and the isolated vertex, as in Figure 3. Note that no cut vertices are introduced. Also, this merging reduces the number of quadrilaterals by one, so this process eventually ends.
Finally, for the third input transformation, while there is a vertex \( v \) that is not part of the outer face, we first name the neighbours of \( v \) in counter-clockwise order as \( w_0, \ldots, w_k \) and the vertex opposing \( v \) in the quadrilateral to the left of \( \overrightarrow{vw_k} \) as \( u \). Then we remove \( v \) and its incident edges and connect \( u \) to \( w_1, \ldots, w_{k-1} \), as in Figure 4. Note that no cut vertices are introduced here either and that the quadrilaterals originally incident to \( v \) did not share any edges but the ones incident to \( v \) due to our second input transformation. Furthermore, each of these steps removes a vertex, so this process also terminates.

The reason performing the embedding is now easy is that we are dealing with a 2-connected outerplanar graph, whose dual graph is thus a tree. We can thus remove leaves from this tree until a single vertex remains. Therefore, we can start by embedding the quadrilateral corresponding to this vertex in any feasible way and keep embedding quadrilaterals that share a single (outer) edge with the current embedding, one at a time. These new quadrilaterals are embedded as concave quadrilaterals small enough so that they do not overlap with the rest of the embedding and so that their edges have the same slope as the shared edge, as in Figure 5. Because they have the same slope, no \( x \)-monotone paths of length 2 are created.

Now we have an embedding with no \( x \)-monotone paths of length 2, but we need to “undo” the transformations we did to the original graph in the reverse order they were made. To undo a transformation of the third type (Figure 4), note that \( w_0, \ldots, w_k \) must have been embedded all to the left or all to the right of \( u \). W.l.o.g., we assume the latter case. First we erase the edges from \( u \) to \( w_1, \ldots, w_{k-1} \) and we embed the vertex \( v \) close to \( u \), to the left of \( \overrightarrow{uw_0} \) and to the right of \( \overrightarrow{uw_k} \). If \( v \) is close enough to \( u \), there will be no crossings or change
in slope when we reinsert the edges from \( v \) to \( w_0, \ldots, w_k \), as in Figure 6.

Upon close inspection, the second type of transformation (Figure 3) can be interpreted as a transformation of the third type where \( k = 1 \). The procedure just outlined may be then used to obtain a valid embedding prior to these transformations. As for transformations of the first type, they are simply vertex and edge insertions, so removing these vertices and edges clearly does not create \( x \)-monotone paths of length 2, providing us our desired embedding.

\[ \text{Corollary 9.} \quad \text{A planar graph has a straight-line } \delta_1 \text{-obstacle embedding if, and only if, it is bipartite.} \]

4.2 \( \delta_2 \)-Obstacle Representations

In this section, we focus on plane \( \delta_2 \)-obstacle embeddings. Recall that these are equivalent to the non-blocking planar grid obstacle representation studied by Biedl and Mehrabi. We begin with the positive result that all graphs of treewidth at most 2 (i.e., partial 2-trees) have plane \( \delta_2 \)-obstacle embeddings.

**Treewidth.** A \( k \)-tree is any graph that can be obtained in the following manner: we begin with a clique on \( k + 1 \) vertices and then we repeatedly select a subset of the vertices that form a \( k \)-clique \( K \) and add a new vertex adjacent to every element in \( K \). The class of \( k \)-trees is exactly the set of edge-maximal graphs of treewidth \( k \). A graph \( G \) is called a **partial \( k \)-tree**
if it is a subgraph of some \( k \)-tree. The class of partial \( k \)-trees is exactly the class of graphs of treewidth at most \( k \). We will make use of the following lemma, due to Dujmović and Wood [8] in proving Theorem 11 and later in Section 4.3.

\[ \text{Lemma 10 (Dujmović and Wood [8]):} \]
Every \( k \)-tree is either a clique on \( k + 1 \) vertices or it contains a non-empty independent set \( S \) and a vertex \( u \notin S \), such that (i) \( G \setminus S \) is a \( k \)-tree, (ii) \( \deg_{G \setminus S}(u) = k \), and (iii) every element in \( S \) is adjacent to \( u \) and \( k - 1 \) elements of \( N_{G \setminus S}(u) \).

\[ \text{Theorem 11.} \]
Every partial 2-tree has a plane straight-line \( \delta_2 \)-obstacle embedding.

\[ \text{Proof.} \]
Let \( G \) be a partial 2-tree. We can, without loss of generality, assume that \( G \) is connected. If \( |V(G)| < 4 \), then the result is trivial, so we can assume \( |V(G)| \geq 4 \). We now proceed by induction on \( |V(G)| \).

Let \( T = T(G) \) be a 2-tree with vertex set \( V(G) \) and that contains \( G \). Apply Lemma 10 to find the vertex set \( S \) and the vertex \( u \). Let \( x \) and \( y \) be the neighbours of \( u \) in \( T \setminus S \). Now, apply induction to find a plane straight-line \( \delta_2 \)-obstacle embedding of the graph \( G' \) whose vertex set is \( V(G') = V(G) \setminus S \) and whose edge set is \( E(G') = E(G \setminus S) \cup \{ux, uy\} \). Denote by \( S_x \) (resp., \( S_y \)) the neighbours of \( x \) (resp., \( y \)) that belong to \( S \).

Now, observe that, since \( u \) has degree 2 in \( G' \) and the edges \( ux \) and \( uy \) are in \( G' \), this embedding does not contain any monotone path of the form \( uxw \) or \( uyw \) for any \( w \in V(G) \setminus \{u, x, y\} \). Therefore, if we place the vertices in \( S \) sufficiently close to \( u \), we will not create any monotone path of the form \( axw \) or \( ayw \) for any \( a \in S \) and any \( w \in V(G) \setminus \{u, x, y\} \). What remains is to show how to place the elements of \( S \) in order to avoid unwanted monotone paths of the form \( uaw \), \( ubw \), or \( abw \) for any \( a, b \in S \). There are three cases to consider:

1. \( x \in Q_2^{i}(u) \) and \( y \in Q_2^{i+2}(u) \) for some \( i \in \{0, \ldots, 3\} \). W.l.o.g., assume that \( Q_2^{i+3}(u) \) does not intersect the segment \( xy \). Then, we can embed the elements of \( S \) in \( Q_2^{i+3}(u) \) without
creating any new monotone paths; see Figure 7(a).

2. $x, y \in Q^2_i(u)$ for some $i \in \{0, \ldots, 3\}$. There are two subcases: (i) At least one of $ux$ or $uy$ is in $E(G)$. Suppose $ux \in E(G)$. Then we embed $S_x$ in $Q^2_i(u)$ and embed $S_y$ in $Q^2_{i+1}(u)$; see Figure 7(b). The only monotone paths this creates are of the form $uax$ with $a \in S_x$, which is acceptable since $ux \in E(G)$. (ii) Neither $ux$ nor $uy$ is in $E(G)$. In this case, we embed all of $S$ in $Q^2_{i+2}(u)$ (see Figure 7(c)). This does not create any new monotone paths.

3. $x \in Q^2_i(u)$ and $y \in Q^2_{i+3}(u)$ for some $i \in \{0, \ldots, 3\}$. We have three subcases to consider: (i) $\{|ux, uy\} \cap E(G) = 1$. In this case, assume $ux \in E(G)$. Then, we embed the vertices of $S_x$ in $Q^2_i(u)$ and we embed the vertices of $S_y$ in $Q^2_{i+1}(u)$. See Figure 7(d). The only monotone paths this creates are of the form $uax$ with $a \in S_x$, which is acceptable since $ux \in E(G)$. (ii) $\{|ux, uy\} \cap E(G) = 2$. In this case, we embed the vertices of $S_x$ in $Q^2_i(u)$ and we embed the vertices of $S_y$ in $Q^2_{i+3}(u)$ (see Figure 7(e)). The only monotone paths this creates are of the form $uax$ with $a \in S_x$ and $uby$ with $b \in S_y$, which is acceptable since $ux, uy \in E(G)$. (iii) $\{|ux, uy\} \cap E(G) = 0$. In this case, we embed all of $S$ into $Q^2_{i+1}$ (see Figure 7(f)). This does not create any new monotone paths.

This completes the proof of the theorem. ▶

We next show that not every planar 3-tree admits a plane $\delta_2$-obstacle embedding. To this end, we first need some preliminary results.

▸ Lemma 12. The vertices of any triangle $xyz$ can be labelled such that $y, z \in Q^2_i(x)$ for some $i \in \{0, \ldots, 3\}$.

**Proof.** Consider the vertex $x$ and assume w.l.o.g. that $y \in Q^2_i(x)$, for some $i \in \{0, \ldots, 3\}$. Notice that $x \in Q^2_{i+2}(y)$. If $z \in Q^2_i(x)$ or $z \in Q^2_{i+2}(y)$, then we are done. Otherwise, we must have $x, y \in Q^2_{i+1}(z)$ or $x, y \in Q^2_{i+3}(z)$, which proves the lemma by a re-labelling. ◀

A (1-level) subdivision of a triangle $xyz$ is obtained by adding a vertex $w$ in the interior of $xyz$ and adding the edges $wx, wy, wz$. A $d$-level subdivision of $xyz$ is obtained by repeating this process recursively to a depth of $d$.

▸ Lemma 13. Let $G$ be a non-crossing $\delta_2$-obstacle embedding of some graph, and let $xyz$ be a three-cycle in $G$ embedded with $x \in Q^2_i(y)$ and $z \in Q^2_i(x)$. Then, $xyz$ does not contain a 3-level subdivision in its interior.

**Proof.** W.l.o.g., assume that $i = 0$ and $x$ is above the edge $yz$. Consider the location of the vertex $w$ that subdivides $xyz$. There are three cases to consider:

1. The vertex $w$ is placed in $Q^2_0(x)$. In this case, there will be a $d_2$-monotone path from $z$ to the vertex $w'$ that subdivides $xyz$.

2. The vertex $w$ is placed in $Q^2_2(x)$. In this case, there will be a $d_2$-monotone path from $y$ to the vertex $w'$ that subdivides $xyz$.

3. The vertex $w$ is placed in $Q^2_3(x)$. In this case, consider the vertex $w'$ that subdivides $wyz$. The preceding two arguments prevent $w'$ from being placed in $Q^2_0(w)$ or $Q^2_3(w)$. However, placing $w'$ in $Q^2_2(w)$ creates a monotone path from $x$ to $w'$.

▸ Lemma 14. Let $G$ be a non-crossing $\delta_2$-obstacle embedding of some graph, and let $xyz$ be a three-cycle in $G$ with $yz \in Q^2_i(x)$ for some $i$. Then, $xyz$ does not contain a 4-level subdivision in its interior.
Proof. If \(xyz\) does not already meet the criteria for Lemma 13, then any choice of location for the first-level subdivision vertex will create at least one triangle that does meet the criteria for Lemma 13.

\[\text{Theorem 15.} \quad \text{There exists a planar 3-tree that does not have a non-crossing } \delta_2\text{-obstacle embedding.}\]

Proof. Consider the graph \(G\) that is a 5-level subdivision of a triangle. In any embedding of \(G\), there is a triangle \(xyz\) with a 4-level subdivision in its interior. The theorem then follows since, by Lemma 12, we can apply Lemma 13 to \(xyz\).

Notice that the graph in Theorem 15 has treewidth 3. Figure 8 shows that the infinite triangular grid has a non-crossing \(\delta_2\)-obstacle embedding. This means that while not all planar graphs of treewidth 3 have a non-crossing \(\delta_2\)-obstacle embedding, there are planar graphs of treewidth \(\Theta(\sqrt{n})\) that admit such an embedding.

We next prove that even 4-connectivity does not help to guarantee the existence of non-crossing \(\delta_2\)-obstacle embeddings. The idea is to show that a 4-connected triangulation having a plane \(\delta_2\)-obstacle representation must have a constrained 4-colouring in the sense that, for the neighbours of a vertex, which colours and in what order are they allowed to be assigned to them. We then find a 4-connected triangulation that does not have such a constrained 4-colouring. We next give the details. Let \(G\) be a non-crossing \(\delta_2\)-obstacle representation of a 4-connected triangulation; we call a vertex of \(G\) an outer vertex if it is incident to the outerface of \(G\).

\[\text{Lemma 16.} \quad \text{For every internal vertex } u \text{ of } G, \text{ there is an } i \in \{0, \ldots, 3\} \text{ such that } u \text{ has exactly one neighbour in } Q^2_i(u), \text{ exactly one neighbour in } Q^2_{i+1}(u) \text{ and all remaining neighbours in } Q^2_{i+2}(u).\]

Proof. Suppose for a contradiction that this is not the case. Then, since \(G\) is 4-connected, \(u\) would have two non-adjacent neighbours \(x\) and \(y\) such that \(x \in Q^2_i(u)\) and \(y \in Q^2_{j+2}(u)\), for some \(j \in \{0, \ldots, 3\}\). This means that the path \(xuy\) is \(xy\)-monotone, but \(x\) and \(y\) are not adjacent in \(G\) — a contradiction.

Lemma 16 classifies the internal vertices of \(G\) into four types 0, 1, 2, and 3. For each internal vertex \(u \in V(G)\), we define \(c(u)\) as the type of the vertex \(u\). For an internal vertex \(u\) with \(c(u) = i\), we can assume by Lemma 16 that \(u\) has \(\deg(u) - 2\) of its neighbours in \(Q^2_i(u)\) and has no neighbours in \(Q^2_{i+2}(u)\).

\[\text{Lemma 17.} \quad \text{For an internal vertex } u \text{ of } G \text{ with } c(u) = i, \text{ for some } i \in \{0, \ldots, 3\}, \text{ the neighbour } x \text{ (resp., } y) \text{ of } u \text{ in } Q^2_{i+1}(u) \text{ (resp., } Q^2_{i-1}(u)) \text{ is either an outer vertex or } c(x) = i - 1 \text{ (resp., } c(y) = i + 1)\).

Proof. Since \(x \in Q^2_{i+1}(u)\) and \(y \in Q^2_{i-1}(u)\), the vertices \(u\) and \(y\) are two neighbours of \(x\) that are both in \(Q^2_{i-1}(x)\). This means that \(c(x) = i - 1\), unless \(x\) is an outer vertex. An analogous argument applies to the vertex \(y\).

Lemma 17 suggests the following property for an internal vertex \(u\) of \(G\). If \(c(u) = i\) and all neighbours of \(u\) are internal (i.e., \(u\) has no neighbour on the outerface), then \(u\) has two consecutive neighbours \(x\) and \(y\) such that (i) \(c(x) = i - 1\) and \(c(y) = i + 1\), and (ii) \(x\) is before \(y\) in the counter-clockwise ordering of the neighbours of \(u\). See Figure 9. We call this as the two-neighbour property of \(u\).
Lemma 18. The partial function $c : V(G) \rightarrow \{0, 1, 2, 3\}$ is a proper colouring of the internal vertices of $G$.

Proof. Let $u$ be an internal vertex $G$ with $c(u) = i$. Then, by Lemma 17, the neighbour $x$ (resp., $y$) of $u$ in $Q_{i+1}^2(u)$ (resp., in $Q_{i-1}^2(u)$) is either an outer vertex or $c(x) = i - 1$ (resp., $c(y) = i + 1$). Moreover, any vertex $z \in Q_i^2(u)$ has at least one neighbour (namely, $u$) in $Q_{i+2}(z)$ and so $z$ is either an outer vertex or $c(z) \neq i$.

Now, consider the graph $H$ shown in Figure 10(a) in which the labels of the vertices denote the colour of the vertices.

Lemma 19. Let $G$ be a planar graph that contains $H$ such that all the vertices of $H$ are internal in $G$. If $G$ has a plane $\delta_2$-obstacle embedding, then (referring to the graph $H$ shown in Figure 10(a)) $c(e) = i$, $c(h) = i + 1$, $c(g) = i + 2$ and $c(f) = i + 3$ up to rotation.
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![Figure 9](image.png) The two neighbours $x$ and $y$ of $u$ in four cases depending on the type of $u$. The value besides each vertex denotes its type.

**Proof.** Since $G$ is planar and all the vertices of $H$ are internal in $G$, the two-neighbour property must hold for every vertex $u$ of $H$ by Lemma [17]. W.l.o.g., assume that $a = 0$ and so $c \in \{1, 2, 3\}$ by Lemma [18]. We next consider these three cases.

**Case I:** $a = 0$ and $c = 1$. Then, we consider the two cases for $b$. (i) If $b = 3$, then $f \neq 1$ because otherwise $b$ cannot satisfy the two-neighbour property (i.e., $b$ cannot have two consecutive neighbours $x$ and $y$ such that $c(x) = 2$, $c(y) = 0$, and $x$ appears before $y$ in the counter-clockwise ordering around $b$). By Lemma [18], $f = 2$ and so we then have $g = 0$. If $h = 2$, then we must have $d = 3$ in order to satisfy the two-neighbour property for $h$. This will then imply that $e = 1$, but then the two-neighbour property does not hold for $d$. If $h = 3$, then $d = 2$ and $e = 1$ by Lemma [18]. But then, $h$ does not have the two-neighbour property.

(ii) If $b = 2$, then we must have $g = 3$ in order to satisfy the two-neighbour property for $b$. This implies that $f = 1$ by proper colouring, but now the two-neighbour property does not hold for $g$.

**Case II:** $a = 0$ and $c = 2$. We consider the two cases for $b$. (i) If $b = 1$, then $g = 0$. Notice that $g$ cannot be 3 because then $f = 2$ by proper colouring, but then the two-neighbour property does not hold for $g$. Since $g = 0$ and the colours 1 and 3 must appear at two consecutive neighbours of $c$ in counter-clockwise, we must have $d = 1$ and $h = 3$. This gives $e = 2$ by proper colouring, but then the two-neighbour property does not hold for $e$ (notice that $d = 1$ and $h = 3$, but they do not appear in counter-clockwise around $e$). (ii) If $b = 3$, then $g \in \{0, 1\}$. If $g = 0$, then the remaining vertices are forced to be $d = 1$ and $h = 3$ (by the two-neighbour property for $c$), and then $e = 2$ and $f = 1$ (by proper colouring) in this order. Similarly, if $g = 1$, then $f = 2$ (by the two-neighbour property for $b$), $e = 3$ and $d = 1$ (by the two-neighbour property for $a$), and $h = 0$ by proper colouring. Observe that in either case $c(e) = i$, $c(h) = i + 1$, $c(g) = i + 2$ and $c(f) = i + 3$ up to rotation, satisfying the ordering stated in the lemma.

**Case III:** $a = 0$ and $c = 3$. We again consider the two cases for $b$. (i) If $b = 1$, then we must have $g = 0$ and $f = 2$ (in order to satisfy the two-neighbour property for $b$). This will then imply that we have $d = 2$ and $h = 0$ (in order to satisfy the two-neighbour property for $c$). But, then we cannot satisfy this property for $h$. (ii) If $b = 3$, then we must have $g = 1$ and $f = 3$ (again, in order to satisfy the two-neighbour property for $b$). But, then we cannot satisfy this property for $f$; notice that although $b = 2$ and $a = 0$, they do not appear in the counter-clockwise around $f$ as required.

Therefore, the only way $G$ can have a plane $\delta_2$-obstacle embedding is to have $a = 0$ and $c = 2$ in which case we get $c(e) = i$, $c(h) = i + 1$, $c(g) = i + 2$ and $c(f) = i + 3$ up to rotation.

\[\textbf{Theorem 20.} \text{ There exists a 4-connected triangulation } G \text{ with maximum degree 7 that has no plane } \delta_2\text{-obstacle embedding.}\]
Proof. Graph $G$ is shown in Figure 10(b). First, it is easy to see that $G$ is planar, 4-connected and has maximum degree 7. Moreover, $G$ contains two copies of graph $H$ “attached” to each other in its interior. By Lemma 19 the four vertices on the outerface of each of these copies of $H$ must have the ordering type given in Lemma 19. However, since these two copies of $H$ share two of the outerface vertices, it is not possible to satisfy such ordering type for the outerface vertices at the same time. As such, $G$ does not admit a plane $\delta_2$-obstacle embedding.

4.3 Higher-$k\ \delta_k$-Obstacle Representations

In this section, we consider the non-crossing embeddings for $k > 2$. We start by planar 3-trees.

Theorem 21. Every planar 3-tree has a plane $\delta_3$-obstacle embedding.

Proof. The proof is by induction on $n = |V(G)|$. However, our inductive hypothesis is slightly stronger: every $n$ vertex planar 3-tree has a plane $\delta_3$-obstacle embedding in which the neighbours of each vertex $u$ occupy at least 3 of the sectors $Q_0^u, \ldots, Q_5^u$. As the base case, the smallest planar 3-tree is the clique $K_4$ on four vertices, for which the standard planar drawing of $K_4$ satisfies the requirement. So, assume that $n > 4$ and every graph $G$ has a plane $\delta_3$-obstacle embedding that satisfies the stronger induction hypothesis for all $|V(G)| = k$ for all $k < n$.

When specialized to planar 3-trees, Lemma 10 says that every planar 3-tree is either $K_4$ or has a vertex $u$ and an independent set $S (|S| \leq 3)$ such that $G \setminus S$ is a 3-tree, $u$ has degree 3 in $G \setminus S$ with neighbours $x, y$ and $z$, and every vertex $r$ in $S$ forms a clique with exactly one of $uxy, uyz$ or $uzz$. 

Figure 10 (a) Graph $H$ in supporting the proof of Lemma 19. (b) Graph $G$ in supporting the proof of Theorem 20.
In the case $n > 4$, we apply the previous result and recurse on $G \setminus S$. This gives us a plane $\delta_3$-obstacle embedding of $G \setminus S$. By our (stronger) induction hypothesis, there are two cases depending on the locations of $x, y$ and $z$ with respect to $u$. In both cases, the elements of $S$ are placed close enough to $u$ that we do not create any new $\delta_3$-monotone paths involving vertices other than those in $\{u, x, y, z\} \cup S$. Furthermore, since $\{u, x, y, z\}$ form a clique, we only need to worry about (possibly) creating a new $\delta_3$-monotone path involving at least one vertex of $S$. We now consider two cases.

- No two neighbours of $u$ are in consecutive cones; e.g., $x \in Q^3_1(u)$, $y \in Q^3_2(u)$ and $z \in Q^3_3(u)$.
  In this case, we add the elements of $S$ as shown in Figure 11(a).

- Two neighbours of $u$ are in consecutive cones; e.g., $x \in Q^3_1(u)$, $y \in Q^3_2(u)$ and $z \in Q^3_3(u)$.
  Then, we add the elements of $S$ as shown in Figure 11(b).

In both cases, we can verify that the (at most three) new neighbours of $u$ also satisfy the stronger inductive hypothesis.

\[\Box\]

3-connected cubic graphs. Here, we show that every 3-connected cubic planar graph has a plane $\delta_7$-obstacle embedding. The algorithm constructs a $\delta_7$-obstacle embedding by adding one vertex per time according to a canonical ordering of the graph [13], and at each step it maintains a set of geometric invariants which guarantee its correctness. The key ingredients are the fact that each new vertex $v$ to be inserted has exactly two neighbors in the already constructed representation, together with the existence of a set of edges whose removal disconnects the representation in two parts, each containing one of the two neighbors of $v$. A sufficient stretching of these edges allows for a suitable placement for vertex $v$. We next give the details.

A graph is cubic if all its vertices have degree three (i.e., it is 3-regular). Let $G = (V, E)$ be a 3-connected plane graph; i.e., a 3-connected planar graph with a prescribed planar embedding. Let $\delta = \{V_1, \ldots, V_K\}$ be an ordered partition of $V$, that is, $V_1 \cup \cdots \cup V_K = V$ and $V_i \cap V_j = \emptyset$ for $i \neq j$. Let $G_i$ be the subgraph of $G$ induced by $V_1 \cup \cdots \cup V_i$ and denote by $C_i$ the outerface of $G_i$. The partition $\delta$ is a canonical ordering of $G$ if

- $V_1 = \{v_1, v_2\}$, where $v_1$ and $v_2$ lie on the outerface of $G$ and $(v_1, v_2) \in E$.
- $V_K = \{v_n\}$, where $v_n$ lies on the outerface of $G$, $(v_1, v_n) \in E$, and $v_n \neq v_2$.
- Each $C_i$ (i > 1) is a cycle containing $(v_1, v_2)$.
- Each $G_i$ is 2-connected and internally 3-connected.

\[\Box\]
For each \( i = \{2, \ldots, K - 1\} \), one of the following conditions holds:

1. \( V_i \) is a singleton \( v_i \) which belongs to \( C_i \) and has at least one neighbor in \( G \setminus G_i \).
2. \( V_i \) is a chain \( \{v^1_i, \ldots, v^l_i\} \), both \( v^1_i \) and \( v^l_i \) have exactly one neighbor each in \( C_{i-1} \), and
   \( v^2_i, \ldots, v^{l-1}_i \) have no neighbor in \( C_{i-1} \). Since \( G \) is 3-connected, this implies that each
   \( v^1_i \) has at least one neighbor in \( G \setminus G_i \).

Kant [13] proved that every 3-connected plane graph has a canonical ordering that can be computed in linear time. Observe that, if the graph \( G \) is cubic and \( V_i \) is a singleton, then \( v_i \) has exactly two neighbors in \( C_i \) and therefore exactly one neighbor in \( G \setminus G_i \). Similarly, if \( V_i \) is a chain, then all its vertices will have exactly one neighbor in \( G \setminus G_i \), since they already have two neighbors in \( G_i \). Therefore, for each \( V_i, i = 2, \ldots, K - 1 \), there are exactly two vertices in \( G_{i-1} \) that are adjacent one to \( v^1_i \) and one to \( v^l_i \) if \( V_i \) is a chain, or both to \( v_i \) if \( V_i \) is a singleton. We call them the leftmost and the rightmost predecessor of \( V_i \), respectively.

Let \( G \) be a 3-connected cubic plane graph and let \( \delta = \{V_1, \ldots, V_K\} \) be a canonical ordering of \( G \). For \( i = 2, \ldots, k \), we call base edges of \( G_i \), the edges in the set \( B_i \) inductively defined as follows: for \( i = 2 \), \( B_2 \) contains all edges of \( G_2 \); for \( i > 2 \), if \( V_i \) is a singleton, then \( B_i = B_{i-1} \) else \( B_i = B_{i-1} \cup \{(v^1_i, v^2_i), \ldots, (v^{l-1}_i, v^l_i)\} \). Furthermore, every vertex of \( G_i \) that has a neighbor in \( G \setminus G_i \) is called an attaching vertex of \( G_i \). Note that an attaching vertex of \( G_i \) belongs to \( C_i \) and that \( G_K \) has no attaching vertices. Two attaching vertices \( u \) and \( v \) of \( G_i \) are consecutive if there is no attaching vertex between them when walking from \( u \) to \( v \) along \( C_i \) in the direction that does not pass through \( v_1 \) and \( v_2 \). We first need the following two results by Di Giacomo et al. [10].

**Lemma 22** (Di Giacomo et al. [10]). For every pair of consecutive attaching vertices \( u \) and \( v \) of \( G_i \), there exists a set of base edges \( B_i(u, v) \) whose removal disconnects \( G_i \) into two subgraphs, one containing \( u \) and the other one containing \( v \).

All other edges of \( G_i \) that are not base edges are called attaching edges.

**Lemma 23** (Di Giacomo et al. [10]). For every pair of consecutive attaching vertices \( u \) and \( v \) of \( G_i \), there exists exactly one base edge in the path from \( u \) to \( v \) along \( C_i \), and thus all other edges in this path (if any) are attaching edges.

We are now ready to prove the following.

**Theorem 24.** Every 3-connected cubic plane graph has a plane \( \delta_7 \)-obstacle embedding.

**Proof.** Let \( \delta = \{V_1, \ldots, V_K\} \) be a canonical ordering of a 3-connected cubic plane graph \( G \). The algorithm inductively constructs a drawing of \( G \) by adding a set \( V_i \) per time. The base case is a drawing of \( G_2 \). We denote by \( \Gamma_i \) the drawing after the addition of \( V_i \) \((i = 2, 3, \ldots, K)\); i.e., the drawing of \( G_i \). We prove that each drawing \( \Gamma_i \) \((i = 2, 3, \ldots, K - 1)\) satisfies the following invariants:

11. Every base edge \((u, v)\), assuming \( u \) is below \( v \), is such that \( v \) is inside \( Q^0_0(u) \) (resp., \( Q^0_1(u) \)) if \( v \) is to the right (resp., left) of \( u \).
12. Every other edge \((u, v)\), assuming \( u \) is below \( v \), is such that \( v \) is inside \( Q^1_1(u) \) or \( Q^0_2(u) \) (resp., \( Q^1_0(u) \) or \( Q^1_1(u) \)) if \( v \) is to the right (resp., left) of \( u \).
13. For every two consecutive attaching vertices \( u \) and \( v \), assuming \( u \) is to the left of \( v \), the path from \( u \) to \( v \) along \( C_i \) is drawn \( x \)-monotone and it first contains a (possibly empty) set of downward attaching edges, then the unique base edge (in Lemma 23), and then a (possibly empty) set of upward attaching edges.
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We first draw $G_2$ as follows. We distinguish between two cases based on whether $V_2$ contains an odd or even number of vertices. This distinction is needed to avoid monotone paths and to ensure visibility between $v_1$ and $v_2$, refer to Figures 12a and 12b for illustrations. If $|V_2|$ is odd, we set $v_1$ at point $(0,0)$ and $v_2$ at point $(1,0)$. We then draw each vertex $v_i^j (j = 1, \ldots, l)$ in the intersection of $Q_0^7(v_1)$ and $Q_2^7(v_2)$. Each vertex $v_i^j$ is placed inside the sector $Q_0^7(v_i^{j-1})$ if $j$ is odd, or inside the sector $Q_3^7(v_i^{j-1})$ if $j$ is even, where $v_i^0 = v_1$. Also, we may assume that all vertices with even (odd) $j$ have the same $y$-coordinate. If $|V_2|$ is even, we set $v_1$ at point $(0,0)$ and $v_2$ at point $(1, -\epsilon)$, for a value of $\epsilon$ that guarantees $v_2$ be inside $Q_1^7(v_1)$. We then draw each vertex $v_i^j (j = 1, \ldots, l)$ below $v_1$, above the line connecting $v_1$ and $v_2$, and between $v_1$ and $v_2$. Each vertex $v_i^j$ is placed inside the sector $Q_1^7(v_i^{j-1})$ if $j$ is odd, or inside the sector $Q_2^7(v_i^{j-1})$ if $j$ is even, where $v_i^0 = v_1$. Also, we may assume that all vertices with even (odd) $j$ have the same $y$-coordinate. By definition all edges of $G_2$ are base edges (thus I2. trivially follows), and this construction guarantees I1. and I3.

Next, we draw each $V_i$ as follows, refer to Figures 12c and 12d for illustrations. Let $u$ and $v$ be the leftmost and rightmost predecessors of $V_i$, respectively. One can see that, by the properties of the canonical ordering together with I2, if $u$ is adjacent to a vertex $w$ in $G_{i-1}$ and $u$ is in $Q_1^7(w)$ (resp., $Q_2^7(w)$), then there is no vertex $z$ in $G_{i-1}$ that is adjacent to $u$ and such that $u$ is in $Q_1^7(w)$ (resp., $Q_1^7(w)$). Hence, we can place the vertex of $V_i$ adjacent to $u$ in either $Q_1^7(u)$ or $Q_2^7(u)$, say $Q_1^7(u)$, without creating any monotone path. Similarly, we can place the vertex of $V_i$ adjacent to $v$ inside either $Q_2^7(v)$ or $Q_2^1(v)$, say $Q_1^2(v)$. Indeed, we can place all vertices of $V_i$ in $Q_1^7(u) \cap Q_2^7(v)$. To this aim, we need to ensure that $Q_1^7(u) \cap Q_2^7(v) \neq \emptyset$ and that $Q_1^7(u) \cup Q_2^7(v)$ does not intersect $\Gamma_{i-1}$. By I3., the path between $u$ and $v$ contains first a set of downward edges, followed by one base edge, and finally a set of upward edges. Thus, by sufficiently stretching the base edges in $B_{i-1}(u,v)$ (Lemma 22), both conditions can be satisfied. I2. is trivially preserved by the stretching operation. Concerning I1 and I3, note that stretching a base edge makes it nearly horizontal but does not change the sector in which the edge lies. After the stretching operation, we can safely draw $V_i$ if it
is a singleton in \(Q_1^2(u) \cap Q_1^2(v)\), or by using a technique similar as for \(G_2\) if it is a chain.

Invariants I. and I2. imply that \(G_{K-1}\) admits a plane \(\delta_7\)-obstacle embedding. The addition of \(V_K\) requires some special care since \(v_K\) has three predecessors. One of these predecessors is \(v_1\) by definition of canonical ordering. Let \(u\) and \(v\) be the other two predecessors in the order they appear when walking clockwise along \(C_{K-1}\) from \(v_1\) to \(v_2\). We place \(v_K\) in \(Q_2^2(u) \cap Q_2^2(v)\) similarly as we did for the previous sets (this may require stretching the base edges in \(B_{K-1}(u,v)\)). We now aim at realizing the edge \((v_1,v_K)\) such that \(v_K\) is in \(Q_2^2(u)\) (or equivalently in \(Q_2^2(u)\)). If \(v_K\) already belongs to \(Q_2^2(u)\), then we are done. Else, we can assume that the \(y\)-coordinate of \(v_K\) is sufficiently large to guarantee that \(v_K\) lies above \(Q_2^2(u)\). Note that both the other two edges incident to \(v_1\) are base edges that belong to \(G_2\), thus we can move \(v_1\) horizontally to the left until \(v_K\) lies in \(Q_2^2(u)\). This concludes the proof. ▶

**Bounded-degree planar graphs.** Here, we show that every planar graph with maximum degree \(\Delta\) has a plane \(\delta_{O(\Delta)}\)-obstacle embedding. Informally speaking, the idea is to apply the algorithm of Keszegh et al. [14] for drawing bounded-degree planar graphs with a few slopes and then taking these (bounded) number of slopes to define a polyhedral distance function with \(k = O(\Delta)\). However, there might exist edges in this drawing with collinear endpoints, which are not allowed for our purpose. We resolve this by re-scaling the drawing and a 4-colouring of the graph. We next give the details.

Let \(G\) be a planar graph with maximum degree \(\Delta\) and let \(c = c(\Delta)\) be an integer that depends only on \(\Delta\). Keszegh et al. [14] proved that we can assign to each vertex \(u \in V(G)\) is assigned a non-negative integer \(\ell(u)\) such that (i) for any edge \(uv \in E(G)\), \(|\ell(u) - \ell(v)| \leq c\), and (ii) there exists a planar straight-line drawing of \(G\) in which the \(x\) - and \(y\)-coordinates of every vertex \(u\) are both divisible by \(2^\ell(u) - c\), and each edge incident to a vertex \(u\) has length at most \(2^\ell(u)c\). Notice that each edge in this drawing has a slope that is the same as that of some line segment whose endpoints are on a \(2^{2c} \times 2^{2c}\) grid; this drawing thus uses a fixed number of slopes, for a fixed \(\Delta\).

It remains to show how the collinear edges are dealt with. First, we compute a 4-colouring \(c : V(G) \to \{0, 1, 2^c + 2, 2^{2c} + 2^c + 4\}\) of the vertices of \(G\). Next, we re-scale the grid to a \(2^{2c} \times 2^{2c}\) grid. Then, for every vertex \(u = (x_u, y_u) \in V(G)\), we move \(u\) to the grid point with coordinates \((x_u, c(u))\); i.e., the \(y\)-coordinate of every vertex is increased by the value of its colour. In the following, we show that this transformation will result in a drawing of \(G\) with no collinear edges. For a vertex \(u \in V(G)\), let \(u'\) denote its new position.

Consider two edges \(uv\) and \(vw\) that were collinear before this transformation and assume w.l.o.g. that \(x_u < x_v < x_w\). Therefore, \((x_w - x_u)/(y_w - y_u) = (x_w - x_v)/(y_w - y_v)\); assume w.l.o.g. that \(x_w - x_v = a(x_v - x_u)\) and \(y_w - y_v = a(y_v - y_u)\), where \(a\) is a rational with both enumerator and denominator between 1 and \(2^c\). If these two edges are still collinear after the transformation, then we must have

\[
\frac{x_w - x_u}{y_w - y_u} = \frac{c(v) - c(u)}{c(w) - c(v)},
\]

which is simplified to \(c(v) - c(v) = a(c(v) - c(u))\). But, it is easy to verify by the bound on \(a\) and the values given to the colours that this equality is not possible.

Now, consider two edges \(uv\) and \(vw\) that were non-collinear before this transformation, and assume w.l.o.g. that \(x_u < x_v < x_w\). We can argue that they stay non-collinear after the transformation by noting a lower bound on the difference between their slopes. That is, we know that

\[
\frac{x_w - x_u}{y_w - y_u} - \frac{x_w - x_v}{y_w - y_v} > \frac{1}{2^{2c}}.
\]
Since the grid is re-scaled by $2^{dc}$ and the largest value of a color assigned to a vertex is $2^{dc} + 2^c + 4$, we can ensure that these two edges cannot become collinear after the transformation. Hence, we have the following theorem.

**Theorem 25.** Every planar graph with maximum degree $\Delta$ has a plane $\delta_\Theta(\Delta)$-obstacle embedding.

### 5 Graph Metrics

In this section, we consider the problem under graph distances. Recall the graph $D$-cube, $Q_D$ whose vertex set is $V(Q_D) = \{0,1\}^D$ and that contains the edge $uw$ if and only $u$ and $w$ differ in exactly one coordinate. It is not hard to see that every $n$ vertex graph has a $Q_n$-obstacle representation: each vertex of $G$ is assigned a coordinate with a single 1 bit. Then, for any two vertices $u$ and $w$ there are exactly two shortest paths in $Q_n$ joining them and their lengths are 2. One path goes through the intermediate vertex $0 = (0,\ldots,0)$ and the other goes through $u+w$. Therefore, by placing an obstacle at 0 and at each $u+w$ for which $uw \notin E(G)$, we obtain a $Q_D$-obstacle representation of $G$. The following theorem shows we can do this with much fewer coordinates.

**Theorem 26.** There exists a constant $C > 0$ such that, for $D = C \log n$, every $n$-vertex graph has a non-crossing $Q_D$-obstacle representation.

**Proof.** Consider the following embedding $(\varphi,c)$ of $G$ into $Q_D$: For each $u \in V(G)$, $\varphi(u)$ is a random element of $\{0,1\}^D$. We use the notation $u_i$ to denote the $i$th coordinate of $u$. Let $\prec$ denote lexicographic order on $D$-tuples. For each edge $uw \in E(G)$ with $u \prec w$, we take $c(uw)$ to be the greedy path that visits, for $i = 0,\ldots,D$, the vertex $uw_i = (u_1,\ldots,u_i, u_{i+1},\ldots,u_D)$. Thus $uw_0,\ldots,uw_D$ is a sequence of vertices that—after removing duplicates—is a shortest path, in $Q_D$, from $u$ to $w$. Note that there is an asymmetry here that we should be careful of, so for $u \prec w$, we define $wu_i = w_1,\ldots,w_{D-i},u_{D-i+1},\ldots,u_D = uw_{D-i}$. There are some observations about the embedding $(\varphi,c)$:

1. All vertex distances are close to $D/2$: The distance between any two vertices is a binomial$(D,1/2)$ random variable. Therefore, by Chernoff’s bound, for any constant $\epsilon > 0$ and for any vertex pair $u \neq w$, $\Pr(|\delta_{Q_D}(u,w) - D/2| > \epsilon(D/2)) \leq n^{-\Omega(C)}$. By the union bound, the probability that there exists any pair of vertices $u \neq w$ with $|\delta_{Q_D}(u,w) - D/2| > \epsilon(D/2)$ is also $n^{-\Omega(C)}$.
2. The embedding is non-crossing: For any four distinct vertices $u \prec w$ and $x \prec y$, and any $i,j \in \{0,\ldots,D\}$, the vertices $uw_i$ and $xy_j$ are independent random $D$-bit strings. Therefore, $\Pr(|\delta_{Q_D}(uw_i,xy_j) \leq 1) = (D+1)/2^D$. By the union bound, the probability that there exists any four vertices $u,w,x,y$ and any pair of indices $i,j$ for which $\delta_{Q_D}(uw_i,xy_j) \leq 1$ is at most $n^D(D+1)^3/2^{2D} = n^{-\Omega(C)}$.
3. No geodesic passes close to a vertex except its endpoints: Let $u$, $w$, and $x$ be distinct vertices and $r \in \{0,\ldots,D\}$ be an integer. Then, the probability that there exists any geodesic with endpoints $u$ and $w$ that contains a vertex $z$ with $\delta_{Q_D}(z,x) \leq r$ is at most $n^{-\Omega(C)}$. To see why this is so, suppose that such a geodesic, $C$, contains a vertex $z$ such that $\delta_{Q_D}(z,x) \leq r$. Then, at least one of the following events occurs: (a) $\delta_{Q_D}(u,w) \geq (1+\epsilon)D/2$; (b) $\delta_{Q_D}(u,x) \leq (1+\epsilon)D/4+r$; or (c) $\delta_{Q_D}(w,x) \leq (1+\epsilon)D/4+r$. Point 1, above establishes that the probability of the first event is $n^{-\Omega(C)}$ and that, for $r \leq (1-3\epsilon)D/4$, the probability of each of the other two events is $n^{-\Omega(C)}$. Applying the union bound over all 3 events, and over all $\binom{n}{3}$ choices of $u$, $w$, and $x$ then shows that
the probability that there is any triple \( u, w, x \) such that any geodesic from \( u \) to \( w \) passes within distance \((1 - 3\epsilon)D/4\) of \( x \) is \( n^{-\Omega(\epsilon)} \).

4. Paths diverge quickly: Let \( xu, xw \in E(G) \), be two edges of \( G \) with the common endpoint \( x \) and let \( r \in \{0, \ldots, D\} \). We want to show that the directed paths \( xu \) and \( xw \) diverge quickly. There are three cases to consider:

a. \( x \prec u \) and \( x \prec w \). In this case \( xu_r = xw_r \) if and only if \( u_1, \ldots, u_r = w_1, \ldots, w_r \), so \( \Pr\{xu_r = xw_r\} = 2^{-r} \).

b. \( x \prec u \) and \( w \prec x \). In this case, we consider \( xu_r = u_1, \ldots, u_r, x_{r+1}, \ldots, x_D \) and \( xw_r = wx_D-r = x_1, \ldots, x_{D-r}, w_{D-r+1}, \ldots, w_D \). For any choice of \( i \), these two strings have independent bits in at least \( r \) locations, so \( \Pr\{xu_r = xw_r\} \leq 2^{-r} \).

c. \( u \prec x \) and \( w \prec x \). In this case \( xu_r = ux_{D-r} = x_1, \ldots, x_{D-r}, u_{D-r+1}, \ldots, u_D \) and \( xw_r = wx_{D-r} = x_1, \ldots, x_{D-r}, w_{D-r+1}, \ldots, w_D \). So \( \Pr\{xu_r = xw_r\} = 2^{-r} \).

If we choose \( r = \alpha \log n \), then this probability is at most \( n^{-\Omega(\alpha)} \). Again, the union bound shows that the probability that there is any \( u, w, x \) such that \( xu_r = xw_r \) is at most \( n^{-\Omega(\alpha)} \).

In the following, we choose \( C \) sufficiently large and \( \alpha < (1/4 - \epsilon)C \) also sufficiently large so that with probability greater than 0, we obtain an embedding for which all four of the preceding properties hold. Therefore, there exists some embedding \((\varphi, c)\) such that 1. for all \( u, w \in V(G) \), \(|\delta_{Q_D}(u, w) - D/2| \leq \epsilon D/2 \); 2. for all \( uw, xy \in E(G) \) with \( \{u, w\} \cap \{x, y\} = \emptyset \), \( \delta_{Q_D}(c(uw), c(xy)) > 1 \); 3. for all \( uw \in E(G) \) and \( x \in V(G) \setminus \{u, w\} \), \( \delta_{Q_D}(c(uw), x) \geq (1 - \epsilon)D/4 \); and 4. for all \( x, w \in E(G) \) and all \( r \geq \alpha \log n \), \( xu_r \neq xw_r \).

To obtain a \( Q_D \)-obstacle representation \((\varphi, S)\) we take \( S \) to contain all the vertices not used in any path of the embedding \((\varphi, c)\). To verify that this is indeed a non-crossing \( Q_D \)-obstacle representation, we need only verify that, for any \( u, w \in V(G) \) with \( uw \notin E(G) \), \( \delta_{Q_D \setminus S}(u, w) > \delta_{Q_D}(u, w) \). This is implied by the following inequality, which relates distances in \( G \) to those in \( Q_D \setminus S \):

\[
\delta_{Q_D \setminus S}(u, w) \geq \delta_{G}(u, w)(1 - \epsilon)D/2 - (\delta_{G}(u, w) - 1)2\alpha \log n .
\]  

Note \([1]\) is sufficient since, if \( uw \notin E(G) \), then \( \delta_{G}(u, w) \geq 2 \) and \([1]\) implies \( \delta_{Q_D \setminus S}(u, w) \geq (1 - \epsilon)D - 2\alpha \log n = ((1 - \epsilon)C - 2\alpha) \log n \geq (1 + \epsilon)D/2 \), which contradicts Property 1. Thus, all that remains is to establish \([1]\). To do this, consider any path \( P \) from \( u \) to \( w \) in \( Q_D \setminus S \). Since the only vertices in \( Q_D \setminus S \) are those that are used by some embedded edge of \( G \), the path \( P \) consists of a sequence of subpaths \( P_1, \ldots, P_k \) where each \( P_i \) is a subpath of \( c(x_i, y_i) \) for some edge \( x_iy_i \in E(G) \). Note that Property 3 implies that \( x_0 = u \) and that \( x_k = w \). Furthermore, Properties 2 and 3 imply that \( x_i = y_{i-1} \) for each \( i \in \{1, \ldots, k\} \). Therefore, \( x_0, \ldots, x_k \) is a path in \( G \) from \( u \) to \( w \), so \( k \geq \delta_{G}(u, w) \). Finally, Property 4 implies that, for each \( i \in \{1, \ldots, k-1\} \), the portion of \( c(x_i, x_{i+1}) \) not used by \( P_i \) has length at most \( 2\alpha \log n \). Thus, the length of \( P \) is at least \( k(1 - \epsilon)D/2 - 2(k - 1)\alpha \log n \), as required.

It is worth noting that Theorem 25 is closely related to Theorem 6. Indeed, before perturbing it, the point set \( X \) used in the proof of Theorem 6 is a projection of the vertices of \( Q_D \) with \( D = \lceil \log_2 n \rceil \) onto \( \mathbb{R}^3 \). In Theorem 6 we then perturb \( X \) to obtain a non-crossing embedding. In the proof of Theorem 26, we have to be more careful to avoid crossings.

6 Conclusion

In this paper, we introduced the geodesic obstacle representation of graphs, providing a unified generalization of obstacle representations and grid obstacle representations. Our work
leaves several problems open. As perhaps the main question, does every planar graph admit a non-crossing $\delta_k$-obstacle representation for some constant $k$? It would be also interesting to extend the classes of graphs for which non-crossing $\delta_k$-obstacle representations exist for small values of $k$. For graph metrics, given two graphs $G$ and $H$, is it NP-hard to decide if $G$ has an $H$-obstacle representation?

Acknowledgement. We thank Mark Keil for useful discussions on this problem.
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