Abstract—An attacker can gain information of a user by analyzing its network traffic. The size of transferred data leaks information about the file being transferred or the service being used, and this is particularly revealing when the attacker has background knowledge about the files or services available for transfer. To prevent this, servers may pad their files using a padding scheme, changing the file sizes and preventing anyone from guessing their identity uniquely. This work focuses on finding optimal padding schemes that keep a balance between privacy and the costs of bandwidth increase. We consider Rényi-min leakage as our main measure for privacy, since it is directly related with the success of a simple attacker, and compare our algorithms with an existing solution that minimizes Shannon leakage. We provide improvements to our algorithms in order to optimize average total padding and Shannon leakage while minimizing Rényi-min leakage. Moreover, our algorithms are designed to handle a more general and important scenario in which multiple servers wish to compute padding schemes in a way that protects the servers’ identity in addition to the identity of the files.
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I. INTRODUCTION

This paper focuses on the problem of minimizing the information that an adversary can obtain when he analyzes the network traffic of a user.

Network traffic analysis is a powerful tool that is needed for optimizing the routing and transmission speed of data in telecommunications networks [Wel05], [PLB11], as well as for detecting anomalies [BBK17] and possibly some types of attacks. In addition to this, traffic analysis is, on its own, a subject which sparks various research topics. For instance, there has been discovered evidence of self-similar patterns in network traffic [PW00]. Nonetheless, it can also be used to infer users’ demographics [LXZ+16] and the types of web services they are using [HKDV15], [CKS+09]. Therefore, network traffic analysis is an active and important research topic in telecommunications, networking, privacy, computer security, as well as in mathematics.

Since the vast majority of modern traffic is encrypted, the research on traffic analysis has increasingly been focused towards the analysis of encrypted traffic, in which the adversary willing to gain information can not observe the content of the messages, but can make inferences based on their timing and sizes. Although data-encryption provides a strong limitation for the attacker, it is possible, with a substantial degree of accuracy, to detect information about the activity of the users, such as what site is being browsed [SJVR+18], [CHJ17] or the format of a streamed video [WUB15].

Moreover, as pointed out in [WCM09], packet sizes and timing are essential tools that can reveal the language of a VoIP call [WBMM07], passwords in secure shell logins [Son01], or even web browsing habits [SSW+02], [LL06]. The danger of these inferences is highly increased when the adversary combines several of them, possibly also with additional background knowledge about the user or about application standards, e.g. if Google Meet and Skype use different video formats by default, the attacker would be able to identify which application is being used.

Padding messages is a well-known technique for reducing the quality of the inferences that the traffic observer can do. It increases the sizes of the files being transferred across a network in order to make them harder to recognize. More precisely, padding reduces the probability that the attacker infers correctly the file being transferred. But it also increases the bandwidth use of the network. Therefore, it is necessary to design padding-schemes that achieve an optimal trade-off between reducing bandwidth overhead and its costs while maintaining a high level of privacy.

We propose different algorithms that minimize Rényi-min leakage subject to three different types of bandwidth constraints that occur naturally in practice. We prove the correctness of all the algorithms described in the paper, test them against brute-force implementations over small datasets, and compare them to other methods in the literature over a large dataset.

II. RELATED WORKS

The need for padding has been identified already in [SJVR+18] and solved for specific applications in [WCM09] and [RR21].

This paper is strongly related with the work of Reed and Reiter [RR21], in which the authors propose three padding algorithms, PRP_Shannon, POP_Shannon (referred to as PopSh in this document) and PwoD (padding without a distribution), for finding padding schemes that minimize Shannon leakage under different bandwidth constraints. They formalize the
We extend [RR21] in two ways. First, we take also into consideration the problem of server identity protection, in which several servers coordinate themselves before deploying their optimal padding-schemes such as to protect their identities in addition to the individual identities of the files. We achieve their POP algorithm to minimize Shannon leakage for this new scenario. Secondly, we redesign all their algorithms to find padding functions that minimize Rényi-min leakage [Smi09a] instead of Shannon leakage, and we provide some heuristics for Rényi-then-Shannon and Rényi-then-bandwidth minimization, i.e. finding among all schemes that minimize Rényi-min leakage, the one that minimize Shannon leakage or bandwidth respectively.

We believe that Rényi-min leakage is a better metric for privacy than Shannon leakage for the the file padding problem. We justify this claim in this paper by pointing out that Rényi-min leakage is directly related via a bijective function with the probability of an attacker’s best inference to be true. This correspondence can also be interpreted as an instance (to network traffic analysis) of the general operational interpretation of Rényi-min leakage in terms of one-try attacks [Smi09a].

For Shannon, which is more related to information theoretic applications like compression, the attackers’ success and the leakage are highly correlated, however, they are not directly related via a linear function. This fact is corroborated experimentally in [RR21], as well as in our paper.

In general, in the privacy community, metrics are better described in terms of their associated attacker rather than their information-theoretic properties [ACPS12], [Rom20]. For this particular application, the direct pragmatic connection between Rényi-min leakage and a simple adversary success makes it very appealing. The same argument is used in [Che17], whose privacy measure is closely related with ours.

III. PROBLEM FORMALIZATION

Generally speaking, the objective is to determine how much to pad each of the files stored in a server to minimize the information gained by a potential adversary analyzing network traffic.

The files in the server store are denoted as \( E = \{e_1, e_2, \ldots, e_n\} \). We assume the files in \( E \) to be sorted non-decreasingly by their sizes \( |e_i| \), and to be accessed with frequency \( p_i \in [0,1] \), where \( \sum_{i=1}^{n} p_i = 1 \). To denote a random file from the server, we use the random variable \( X \) that takes values in \( E \) with probabilities \( P(X = e_i) = p_i \). We define the set of file sizes \( S \overset{\text{def}}{=} \{|e| \in E\} \) and enumerate its unique elements in increasing order as \( S = \{s_1, s_2, \ldots, s_m\} \). Note that \( m \leq n \), since there may be different files with the same size.

Given a fixed multiplicative constraint \( c \geq 1 \), a padding function, or padding scheme, is a (possibly randomized) function \( f : E \to \mathbb{N} \) that satisfies, for all \( i \in [1..n] \), \( |e_i| \leq f(e_i) \leq c \cdot |e_i| \) (with probability 1). The padding function will determine the size of the files in the server after padding them, and the double inequality represents, on the one hand, the fact that files can only be padded to a size greater than the initial one: \( \mathbb{P}(f(e) \geq |e|) = 1 \), (III.1) and on the other hand, the constraint of avoiding unexpectedly large paddings: \( \mathbb{P}(f(e) \leq c \cdot |e|) = 1 \). (III.2)

The latter constraint guarantees both for the server and the client that the bandwidth used is not excessive. It is multiplicative instead of additive because we consider typical cases in which the largest files are accessed less frequently than the smallest ones, hence, it is desirable to limit more severely the padding added to smaller files. Also, it might be randomized in case the server has the infrastructure to pad files independently for each transfer request. Moreover, in the favor of clients, the constraint is enforced for each individual file instead of a single global expectation of bandwidth increase because if a client accesses just one or two files, it is of his interest that the bandwidth is bounded for each of those two files.

The objective is to find a padding function \( f : E \to \mathbb{N} \) that minimizes a given metric of information leakage \( I(|X|, f(X)) \), while respecting the constraints \( |e_i| \leq f(e_i) \leq c \cdot |e_i| \), for each \( i \in \{1, \ldots, n\} \).

In the rest of this section, we describe all the variations of the problem by considering two different leakage functions from the literature, as well as several additional types of constraints that may arise in real-world applications.

A. Leakage functions

In the literature there are multiple options for quantifying the leakage \( I(|X|, f(X)) \) of a padding function \( f : E \to \mathbb{N} \). We will further use the notation \( I(f) \overset{\text{def}}{=} I(|X|, f(X)) \) to reduce verbosity since the random variable \( X \) is fixed.

In [RR21], they use Shannon mutual information as a leakage measure. Shannon leakage is based on Shannon entropy \( H \) and is given by:

\[
I_1(|X|, f(X)) \overset{\text{def}}{=} H(|X|) - H(|X| f(X)) \tag{III.3}
\]

Shannon leakage is a particular case (\( \alpha = 1 \)) of a family of leakages \( I_\alpha \) based on \( \alpha \)-Rényi entropy. A particular case of interest for privacy applications is what we call Rényi-min leakage (\( \alpha = \infty \)), whose derivation and importance is highlighted in [PR18] and [Smi09b]:

\[
I_\infty(|X|, f(X)) = H_\infty(|X|) - H_\infty(|X| f(X)) \tag{III.4}
\]

Both Shannon leakage and Rényi-min leakage are directly related (in one-to-one relation) to the probability of success of an attacker, but the specific assumptions about the attacker and his objective are different. In the case of Shannon leakage, the attacker is assumed to have the power to perform set-queries of the type "is the secret in this set?", and his objective is to guess the secret using the minimal number of queries. For Rényi-min leakage, the attackers’ power is reduced to a one-try attack, i.e. he can only make one query of the type "is this
the secret?”), and his objective is to maximize the probability of being correct. In both cases, to protect against worst-case scenarios, the attacker is assumed to know the server’s files’ sizes and frequencies, as well as the padding-scheme used by the server. This knowledge may arise in practice if the server hosts public files and the attacker has had time to request each of the files, possibly multiple times in case of a randomized padding scheme. Notice that the fact that the server files are public, does not reduce at all the need for privacy. For instance, although the files of an adult video site are public, the users are very interested that no adversarial third party knows exactly which video is being watched. Therefore, it is clear from the point of view of attackers, that Rényi-min leakage is superior to Shannon leakage as a measure of privacy for this particular application.

We conclude this section by proving an important property of padding functions that minimize Rényi-min leakage. The same holds true for paddings that minimize Shannon leakage, as shown in [RR21].

**Proposition 1.** Let I denote Rényi-min leakage, S the set of sizes of the files and f : E → N a padding-scheme. Then, there is a padding-scheme f∗ : E → S such that I(f∗) ≤ I(f) and I∞(f∗) ≤ I∞(f).

**Proof.** We consider that the files are sorted in non-decreasing order with respect to their sizes, denoted by the set S = {s₁, s₂, ..., sₘ}. We have X the random variable associated to E and denote the random variable Y = f(X). We define g : N → S to be the function satisfying g(f(eᵢ)) = max{s ∈ S|s ≤ f(eᵢ)}. Denote by Z the random variable (g ∘ f)(X) equipped with the probability space of E. We use the Data Processing Inequality for |X, Y, Z as stated in Theorem 6.2 of [MCPS12] and Theorem 8 of [MMS+14], and remarked also in Theorem 5.1 of [Sm15]. Z only depends on Y and is conditionally independent of |X] because Z is a deterministic function of Y. Since this holds for any g-leakage function, we have I(|X], f(X)) ≥ I(|X], (g ∘ f)(X)) and I∞(|X], f(X)) ≥ I∞(|X], (g ∘ f)(X)). Hence, we proved that there exists a function f∗ = g ∘ f : E → S such that it has a lower leakage than f. □

**Corollary 2.** A padding function that has minimal leakage must pad each file to the size of another file in the initial set.

**B. Variations of the padding problem**

The padding problem can have additional restrictions that arise commonly in practice, giving rise to the following variations, of which the first two are also considered in [RR21].

1) **POP (Per-object-padding)**

In this variation, the server plans to pad the files only once and forever. This saves the server from costs and complexity associated to repeated padding. Hence, our objective in this variation is to compute a deterministic padding function f.

2) **PRP (Per-request-padding)**

In this variation, we assume no additional constraints to the padding function others than Equations III.1 and III.2. This means that the store can pad the files before every transaction.

3) **Server identity protection**

Note that although the generic problem has no restriction on the output sizes f(X), Corollary 2 implies that the optimal padding is achieved when f(X) = S, meaning that the files of the store can only be padded to sizes of other files in the set E. This fact has a critical implication regarding the protection of server identities. For instance, assume that an attacker who knows that server A and B have file sizes 20, 22, 24 and 21, 23, 25 respectively, and he observes a (padded) file of size 22 being transferred to a user; then he does not know if the file is that of size 20 or 22, due to padding, but he knows certainly that the user accessed server A. In order to protect the server identity, we suggest a standardized protocol among the servers. This protocol involves having all the servers padding the files to the same pre-determined set of sizes S such that f(X) ⊂ Z. In practice, Z can be a set of rounded sizes such as {5Mb, 10Mb, 20Mb, 30Mb, ...}. We keep the padding constant c and conditions (III.1) and (III.2). Additionally, we add the constraint that, ∀i ∈ [1..n]:

\[ \{ z ∈ Z | z ≥ |e_i|, z ≤ c \cdot |e_i| \} \neq \emptyset \]  

(III.5) meaning that the set Z has enough possible padding sizes to be consistent with (III.2). Moreover, the protocol aforementioned for protecting the servers holds not only for Per-Object-Padding, but also for Per-Request-Padding, i.e. it does not influence in any way if the padding function f is deterministic or probabilistic, since we can apply the same procedure for both cases.

**C. Generalization**

All the aforementioned variations of the padding problem can be written as instances of a single input-output problem specification. The specification requires to standardize the bandwidth constraints as pairs \([l_i, r_i]\), meaning that file \(e_i\) can only be padded to sizes \(\{z_{l_i}, ..., z_{r_i}\}\), for some fixed increasing sequence of output values Z = \(\{z_1, ..., z_{|Z|}\}\). Naturally, these pairs must satisfy some minimal properties to reflect a possible instance of the padding problem. Namely, we say a sequence \(\{l_i, r_i\}_{i=1}^n\) is a valid sequence of constraints for Z if \(l_i ≤ r_i\) holds for all \(i ∈ [1..n]\), and the sequences \(\{l_i\}_{i=1}^n\) and \(\{r_i\}_{i=1}^n\) are non-decreasing and satisfy \(l_1 = 1\) and \(l_n = r_n = |Z|\).

We now state the problem specification and proceed to explain how it captures all variations of the padding problem. All the algorithms in following sections follow this specification.

**Problem specification 3.**

**Input:**

A set E of n files \(\{e_i | i ∈ [1..n]\}\) with sizes \(|e_i|\) and frequencies \(p_i\); a set Z of possible output sizes (\(Z = S\) unless otherwise specified) with a valid sequence of
constraints \(\{(l_i, r_i)\}_{i=1}^n\); and a leakage function \(\mathbb{I}\) that measures the informational leakage of padding-schemes.

**Desired output:**

A padding function \(f : E \to Z\) (deterministic for POP, possibly randomized for PRP) that minimizes the information leakage \(\mathbb{I}(|X|, f(X))\), where \(P(X=e_i) \triangleq p_i\) for each \(i \in \{1, \ldots, n\}\).

If \(f\) is deterministic, it can be encoded as a list \((f(e_i))_{i=1}^n\), and in the general probabilistic case as the channel-matrix \((p_{ij})\) of size \(n \times |\mathbb{Z}|\) between the secrets \(X\) and the observables \(f(X)\).

Firstly, we argue that the specification generalizes the variations POP and PRP. In both cases, we invoke Corollary 2 which mandates \(Z = S\), hence the the padding function will have signature \(f : E \to S\). Condition (III.1) is attained by choosing \(l_i \triangleq \min\{j \in [1..m] | |e_j| \geq |e_i|\}\) and \(r_i \triangleq \max\{j \in [1..m] | s_j \leq c \cdot |e_i|\}\), thus specifying the padding restriction individually for each file. Note that this also generalizes POP and PRP, allowing the store to have special padding restrictions for each specific file rather than a universal constant \(c\), e.g. a list \(e_i\) for \(i \in [1..n]\).

Secondly, to deal with the server identity protection case, we start with a padding-scheme \(f : E \to Z\), the probability distribution \(P\), and the set \(S\), with the purpose of adapting these three to the generalized problem. For each \(i \in [1..n]\), let \(L^*_i = \min\{z \in Z | z \geq |e_i|\}\), i.e. the smallest file size in \(Z\) that file \(e_i\) can be padded to. Define \(e^*_i\) to be a file with size \(L^*_i\). Due to (III.5), \(L^*_i\) exists, \(\forall i \in [1..n]\), and consider the multiset \(S^* := \{L^*_i | i \in [1..n]\}\). Because each file is mapped injectively to an element of \(S^*\), we consider that we pad each element to the closest one in \(Z\) and then apply the padding problem for the new files. Using this and Corollary 2, we reduce the problem to finding a padding-scheme \(f^* : E^* \to S^*\), and a sequence of restrictions \([l_i, r_i], i \in [1..n]\) that satisfy the relation \(r_i := \max\{j | L^*_j < c \cdot L^*_i\}\), where \(L^*_j\) is the size of the file in \(E^*\). Note that the sizes of the files are given in the three variations of the problem, but not in the generalization, as these can be reduced to the restrictions sequence.

**IV. Algorithms (and Proofs)**

In this section, we give algorithms that minimize the Rényi-min leakage as defined in (III.4) for the POP and PRP cases, namely PopRe and PrpRe, which contrast those for Shannon mutual information minimization, found in the paper [RR21]. The complexities of these algorithms are summarized in Table 1.

**Observation 4.** Let \(f\) be a Rényi-min optimal padding-scheme and \(e_i\) be the file with the highest associated frequency \(p_i\), and assume that \(p_{ij} = 1\) for some \(j \in [1..m]\). Then there exists a padding-scheme \(f^*\) with the same Rényi-min leakage such that \(p_{kj} = 1\) for all \(k \in [1..n]\) and for some \(j \in [l_k, r_k]\).

**Proof.** We consider the padding-scheme \(f\) to be represented as the channel-matrix between the secrets and the observables. Let \(P\) be the \(n \times m\) matrix which contains on every entry \((a, b)\)
with $a \in [1..n]$, $b \in [1..m]$ the probability $p_{ab}$. When we want to minimize (IV.1) we sum over each column of the matrix $P$. In particular, on the column $j$ we have $\max_{a \in [1..n]}(p_a \cdot p_{aj}) = p_j$ since $p_j$ is the highest frequency among the frequencies of the files and $p_{aj} = 1$. Now, let us consider the padding-scheme $f^*$ such that with the associated matrix $P^*$, moving, on the same line, every $1$ that we can to column $j$:

$$p_{ab}^* = \begin{cases} p_{ab} & \text{if } b \neq j \text{ and } a \in [1..n] \text{ such that } j \notin [a..r_a] \\ 1 & \text{if } b = j \text{ and } a \in [1..n] \text{ such that } j \notin [a..r_a] \\ 0 & \text{otherwise} \end{cases}$$

On the column $j$ of the matrix $P^*$ we will still have $\max_{a \in [1..n]}(p_a \cdot p_{aj}^*) = p_j$ because the padding-scheme $f^*$ preserves the maximum on column $j$. Moreover, on the rest of the columns, the maximum either decreases or stays the same since we created more entries $p_{ab}^* = 0$, which means that the product $p_a \cdot p_{ab}^* = 0$. However, we chose $f$ to be the Rényi-min optimal padding-scheme and with the observations above, $f$ and $f^*$ give the same leakage. □

Figure IV.1 depicts an example of a sub-matrix of $P$ as described in Observation 4. In the figure, we have exactly one entry equal to $1$ in each line because the channel-matrix is stochastic and we are in the POP case. Additionally, the quantity in (IV.1) represents the sum of the maximum over columns where each $1$ counts for the frequency of the file. Then, the update does not increase the (IV.1) because the $1$ with maximal frequency dominates its column, and moving all possible $1$’s above or below it does not increase Rényi-min leakage.

Using Observation (4) we can divide the padding problem into sub-problems that minimize (IV.1) and leverage dynamic programming: $\forall a \leq b \in [1..n]$, we define

$$D[a][b] = \min_{\text{channel matrix}} \sum_{j \in [1..m]} \max_{i \in [a+1..b]} (p_i \cdot p_{ij}),$$

i.e. $D[a][b]$ gives the minimal leakage for the sub-problem that pads files from $e_{a+1}$ to $e_b$, under the general constraints.

By convention, we consider $D[i][a] = 0$, which will be the base case. To write the recurrence formula, we need to take the file $e_{i max}$ with maximum frequency $p_{i max}, i_{max} \in [a + 1, b]$. We go through every size index $k \in [1..m]$ such that $e_{i max}$ can be padded to the size of $s_k$ and we update the channel-matrix according to Observation 4, i.e. add $1$’s on $k$-th column if we can (taking into consideration the padding constraints) and complete the lines that have a fixed $1$ with $0$’s on the remaining entries. Then, we apply the recurrence on the rows which are not updated, i.e. from $a$ to $a^* \overset{\text{def}}{=} \max(a, \max_{i \in [1..n]} \{i | r_i < k\})$, and, respectively, from $b^* \overset{\text{def}}{=} \min(k, b)$ to $b$. Hence,

$$D[a][b] = p_{i max} + \min_{k \in [i max..r_{max}]} (D[a][a^*] + D[b^*][b])$$

After applying the dynamic algorithm program with the aforementioned recurrence, we get the minimization of (IV.1) in $D[0][n]$, from which we can compute the minimal Rényi-min leakage. If we want to recover the channel-matrix itself, in $D[a][b]$ we pass on the index $k$ for which the maximum happens, as an argument. In case of a tie, we choose the smallest index $k \in \{1, \ldots, n\}$ in order to reduce average padding. Bandwidth minimization is further analyzed in Section V. Hence, we know in each sub-interval $[a, b]$ what we pad everything to, so the information is enough to recover the channel matrix. The implementation can be found in [PPS22].

In Figure IV.2 we depict the channel-matrix of the files with sizes $S = \{1000, 1050, 1100, 1120, 1140\}$ and associated frequencies $\{22\%, 5\%, 23\%, 12\%, 18\%, 20\%\}$. As shown in the visual representation of the padding-scheme in the right, we observe that, for both of the existing padded sizes, there are multiple files that are padded to the same element, making them indistinguishable for an attacker. Moreover, the blue and red bars on the graph indicate the frequencies of the files, respectively, the maximum frequency among the frequencies of the files padded to each specific size. These are used in order to highlight the terms of the sum (IV.1).

![Figure IV.2: Visualization of PopRe for a dataset having the padding constraint $c = 1.1$ and sizes $\{1000, 1050, 1100, 1110, 1120, 1140\}$](image)

### B. PrpRe

In this section, we treat the case of Per-Request-Padding and provide an algorithm for finding the probabilistic channel-matrix $P$ which minimizes the Rényi-min leakage. We will look at the joint distribution matrix $I$ with entries $I_{ij} = p_i \cdot p_{ij}, \forall i \leq n, j \leq m$, for which the row-wise sum $\sum_{j=1}^{m} I_{ij}$ is equal to $p_i, \forall i \in [1..n]$.

We proceed by finding iteratively, for each of the $m$ columns, starting from the last one, the Rényi-min optimal manner of setting the entries of $I$ given the padding constraints. We define the optimal distribution of $p_i$ across the $i$-th row, $1 \leq i \leq n$ to be the way we fill in the entries

$$P_{ij}^{\text{opt}} = \frac{I_{ij}}{p_i}$$

and $P_{ij} = I_{ij}$ otherwise.
problems in which the sequence \( (p_i)_{1 \leq i \leq n} \) is updated at each step of the algorithm, thus being different from the initial set of frequencies associated to each file. Hence, we rewrite the problem as a more general one in terms of a budget sequence \( (b_i)_{1 \leq i \leq n} \) of length \( n \) (initialized as \( (p_i)_{1 \leq i \leq n} \)), which dictates the remaining value to be distributed across each row \( i \), for \( i \in [1..n] \). The general problem is stated below:

Given a non-negative budget sequence \( (b_i)_{i=1}^k \) of length \( k \in [1..n] \), find a solution matrix \( I_{k \times m} \) that minimizes Equation (IV.1), under the padding constraints for rows \( i \in [1..k] \), namely the set \( \{[l_1, r_1], \ldots, [l_k, r_k] \} \) and \( \sum_{j=1}^m I_{ij} = b_i \).

We will design the algorithm to solve the general problem recursively by returning the matrix \( I \) for the budget sequence \( \{p_1, \ldots, p_n\} \) with \( n \) terms. The recurrence relationship can be described using the following observation that will be used when we create the probabilistic channel-matrix for the padding-scheme \( f \):

**Observation 5.** The solution \( I_{k \times m} \) for a given \( (b_i)_{i=1}^k \) that minimizes Rényi leakage satisfies the recurrence relationship

\[
I_{ij} = \begin{cases} 
 b_i & \text{if } j = m \text{ and } i \in [1..k], |e_i| = s_m \\
 b_i - b_t' & \text{if } j = m \text{ and } i \in [1..k-1], |e_i| \neq s_m, m \in [l_i..r_i] \\
 I_{ij}' & \text{otherwise}
\end{cases}
\]

where \( I_{(k-t)\times(m-1)}' \) is the solution to the same minimization problem for the sequence \( (b_i)_{i=1}^{k-t} \) of length \( k-t \), \( t \) number of files from \( E \) which can be padded to \( s_m \), such that for any \( i \in [1..k-t] \), it is defined as:

\[
b_t' = \begin{cases} 
 \max(b_i - b_{t_{max}}, 0) & \text{if } m \in [l_i..r_i] \\
 b_{t_{max}} & \text{if } b_i|e_i| = s_m, m = s_m, \forall i \in T
\end{cases}
\]

**Proof.** If there are no files among \( \{e_1, \ldots, e_k\} \) which can be padded to \( s_m \), we set \( t = 0 \) and solve the minimization problem for the same budget sequence and for the set of \( m-1 \) sizes \( \{s_1, \ldots, s_{m-1}\} \).

If there are files that can be padded to \( s_m \), then due to the padding constraints, the element \( e_i \) can only be padded to \( s_m \), so the entry \( I_{im} \) must necessarily be equal to \( b_t' \), for all \( i \) such that \( |e_i| = s_m \). Let us denote by \( T = \{k - t + 1, \ldots, k\} \) the set of indices satisfying \( |e_i| = s_m, \forall i \in T \) and \( b_{t_{max}} = \max \{b_i | i \in T \} \). Clearly, for every \( i \in T \), \( I_{ij} = 0, \forall j \in [1..k-1] \). On the \( m \)-th column of the matrix \( I \), we have \( \max_{i \in [1..k]} I_{im} \geq b_{t_{max}} \).

In order to minimize the sum (IV.1) and taking into consideration that the maximum entry on column \( m \) is at least \( b_{t_{max}} \), we aim to distribute, for every \( i \) such that \( e_i \) can be padded to \( s_m \) but \( |e_i| \neq s_m \), a quantity equal to \( b_{t_{max}} \) (or, if \( b_t < b_{t_{max}} \), then we distribute the whole \( b_t \) on the entry \( I_{im} \), such that we preserve the maximum on this last column to be \( b_{t_{max}} \). This way, we can assure that, among the other columns, we’ll have to distribute a smaller fraction of \( b_t \), which means that the maximum on each column between 1 and \( m - 1 \) will decrease, and so will (IV.1).

The problem reduces to find the optimal sub-matrix \( I'_{(k-t)\times(m-1)} \) to complete the first \( k - t \) rows of \( I \), and with the aforementioned observation, we can actually consider \( f' \) to be the solution given the updated sequence \( (b_i)_{1 \leq i \leq k-t} \) which is defined, for every \( i \) such that file \( e_i \) that can be padded to \( s_m \), as either 0, if \( b_i \leq b_{t_{max}} \), or as \( b_i - b_{t_{max}} \), if \( b_i \geq b_{t_{max}} \). When we reconstruct the matrix \( I \), on the \( m \)-th column we will have the value \( I'_{im} + b_{t_{max}} \) or \( I'_{im} + b_t \) (depending whether \( b_t \) is smaller, respectively larger, than \( b_{t_{max}} \)).

Now, let us show that, for the sub-matrix \( I' \), we have 0’s on every entry of the \( m \)-th column. By definition, \( I' \) must be a Rényi-min optimal solution for the updated sequence of \( b_i's \). Using Proposition 1, there exists a Rényi-min optimal padding-scheme \( f' \) which maps \( e_i, i \in [1..k-t] \) to \( \{s_1, \ldots, s_{k-t}\} \), for any set of files \( \{e_1, \ldots, e_{k-t}\} \) with the associated frequencies \( \{b_1, \ldots, b_{k-t}\} \). Consequently, for every \( i \in [1..k-t] \), \( P(f'(e_i) = s_m) = 0 \Rightarrow I'_{im} = 0 \).

Therefore, we have proved that the matrix \( I \) can be recursively expressed using the sub-matrices obtained when we update the budget sequence accordingly, at each step decreasing by 1 the number of columns and by at least 1 the number of rows of the matrix returned from the algorithm, until we reduce a problem to finding the Rényi-min optimal scheme for a budget sequence with a single element. Since we want to minimize (IV.1) in the case of \( n \) files with frequencies \( \{p_1, \ldots, p_n\} \) and the associated set of sizes \( \{s_1, \ldots, s_m\} \), we proceed the induction on the number of rows and columns as described in Observation 5 and eventually fill in all the entries of the solution \( I_{n \times m} \). If we want to recover the channel-matrix \( P \) of conditional probabilities, we return the matrix with entries:

\[
P_{ij} = I_{ij}/p_i, \forall i \in [1..n], j \in [1..m].
\]

This approach also handles a problem tackled in [RR21], in which the distribution of the files’ frequencies is unknown. By supposing an uniform distribution of the files, our algorithm PrpRe minimizes the Sibson mutual information of order infinity as introduced in [IWK19], hence solving the problem discussed in [RR21].

V. ALGORITHMS FOR FURTHER MINIMIZATIONS

We observe that there might be numerous padding-schemes that achieve minimal Rényi-min leakage. In this section we provide improvements to our algorithms in order to optimize average total padding and Shannon leakage after minimizing Rényi-min leakage. That is, we start with a Rényi-min optimal padding scheme found with the algorithms of the previous section and apply several heuristics to reduce the average padding or the Shannon leakage, while preserving minimal Rényi-min leakage.
A. Average padding minimization

In this section, we show improvements for the Per-Object-Padding and Per-Request-Padding cases in order to reduce the average padding while keeping the Rényi-min leakage at its minimum.

1) POP(Per-Object-Padding)

The heuristic for reducing bandwidth is already part of the design of algorithm PopRe. The heuristic consists of resolving ties by always choosing to pad the file with maximal frequency to the file with the least possible size.

Technically, this heuristic guarantees we find the padding-scheme with minimal bandwidth among those that are reachable using zero or more moves (see Section V-B for all details). We verified this experimentally, with more than 10,000 random generated tests using the code in [PPS22], as well as the fact that this heuristic is limited and does not find the minimal bandwidth among all padding functions with optimal Rényi-min leakage.

2) PRP(Per-Request-Padding) Suppose \( f \) is the padding scheme resulting from \( \text{PRPRe} \) and \( I \) is its joint distribution matrix. Let the list \( C \) of maximums on each column, i.e. \( C = \{ \max_{i \in [1..n]} I_{ij} | j \in [1..m] \} \), where \( C_j = \max_{i \in [1..n]} I_{ij} \) for every \( j \in [1..m] \).

Define a move to be a change in the matrix \( I \) performed on two of the entries of the matrix on line \( i \), for some \( i \in [1..n] \) such that \( (I_{ia}, I_{ib}) \) becomes \( (I_{ia} - \alpha, I_{ib} + \alpha) \) while keeping the entries of \( I \) positive, i.e. \( \alpha \leq I_{ia} \).

Now, we will describe an update on line \( i \), which will consist of a series of moves and will return a new matrix \( I^* \). We start with \( I^* \) to be the matrix \( I \), but with 0’s on the \( i \)-th line. Since the sum on row \( i \) is equal to \( p_i \), we start with this quantity and go through the columns in order from \( j = 1 \) to \( j = m \). For each column, we set:

\[
I_{ij} = \begin{cases} 
C_j & \text{if } C_j + \sum_{k=1}^{j-1} I_{ik} \leq p_i \\
p_i - \sum_{k=1}^{j-1} I_{ik} & \text{otherwise}
\end{cases}
\]

The algorithm ends by applying the update on all lines, regardless of their order. As for the case before, we will later discuss the performance of this algorithm.

In the next section we refer to this improvement of the algorithm which performs average padding minimization as \( \text{PRPReBa} \).

B. Shannon leakage minimization

We aim to improve Shannon leakage while keeping the Rényi-min leakage minimal. For instance, in Figure IV.2, if we pad the file with frequency 10% to size 96 instead of 84, then Rényi-min leakage is preserved while Shannon leakage changes.

In this section, instead of working with the channel-matrix \( P = (p_{ab})_{a \in [1..n], b \in [1..m]} \) of dimension \( n \times m \), we will talk about the matrix \( I = (p_{ab} \cdot p_{a})_{a \in [1..n], b \in [1..m]} \). This is intuitive since minimizing the Rényi-min leakage is equivalent to minimizing (IV.1). However, the sum in (IV.1) is equal to \( \sum_{j \in [1..m]} \max_{i \in [1..n]} I_{ij} \), i.e. the sum of the maximal entries of the columns of matrix \( I \).

We consider a move to be a change of a padding-scheme \( f \) to a different padding-scheme \( f^* \) such that the two functions differ in one element only, and \( f^* \) respects the padding constraints inherent to \( f \). Our goal is to start from matrix \( I \) and apply a series of moves in order to eventually reach a matrix that preserves Rényi-min leakage but has lower Shannon leakage.

We focus on keeping the Rényi-min leakage constant after each single move. This does not find the universal Rényi-min optimal padding with the least Shannon leakage, a fact that was tested experimentally [PPS22], but in practice it performs very well (refer to Section VI for details).

Starting from the initial matrix \( I \), we want to get the matrix \( I^* \) such that, at any step during the sequence of moves applied, the following property holds for all columns \( j \in [1..m] \):

\[
\max_{i \in [1..n]} I_{ij} = \max_{i \in [1..n]} I^*_{ij}
\]

This property ensures that the Rényi-min leakage stays the same due to the fact that the quantity in IV.1 remains constant. By restricting our algorithm to only perform moves that respect the above condition, we define a list of positions where the file \( e_i \) can be padded to, named \( \text{poss}[i] \), for each \( i \in [1..n] \):

\[
\text{poss}[i] := \{ j \in [1..m] | j \in [i..r_i] \text{ and } \max_{a \in [1..n]} I_{aj} \geq p_i \}.
\]

Allowing to pad file \( e_i \) only to files with index in \( \text{poss}[i] \) will preserve the minimal Rényi-min leakage. Now, the method to minimize the Shannon mutual information is rooted in the following underlying observation:

**Observation 6.** Consider \( f \) to be a Rényi-min optimal padding-scheme with \( P = (p_{ab})_{a \leq n, b \leq m} \) its channel-matrix and let \( j \in [1..m] \) be the index of the column of the channel-matrix \( (p_{ab})_{a \leq n, b \leq m} \) with the highest associated probability \( \mathbb{P}(f(X) = s_j) = \max_{a \in [1..n]} p_{aj} \). Then, any move of 1’s to the \( j \)-th column gives a padding-scheme with less Shannon leakage.

**Proof.** The Shannon mutual information is \( \mathbb{H}(|X|, f(X)) = \mathbb{H}(|X|) - \mathbb{H}(X | f(X)) = \mathbb{H}(f(X)) - \mathbb{H}(f(X) | X) \). Since we are still in the case POP. \( f(X) \) is a deterministic function of \( X \), so \( \mathbb{H}(f(X) | X) = 0 \). Hence, in order to minimize Shannon mutual information, it is sufficient to minimize:

\[
\mathbb{H}(f(X)) = -\sum_{j=1}^{m} \mathbb{P}(f(X) = s_j) \cdot \log_2 \mathbb{P}(f(X) = s_j) \quad (V.1)
\]

Suppose there exists \( i \) an index such that \( p_{ij} = 0 \), and \( i \in [i..r_i] \). Then, \( \exists k \neq j \) with \( p_{ik} = 0 \). We want to show that moving the 1 from position \( P_{ik} \) to \( P_{ij} \) decreases the initial Shannon leakage. Consider the updated scheme \( f^* \) resulting...
after the move to column $j$, with the associated channel-matrix $P^* = (p^*_{ab})_{a \leq n, b \leq m}$:

$$p^*_{ab} = \begin{cases} p_{ab} & \text{if } a \neq i \\ 1 & \text{if } a = i \text{ and } b = j \\ 0 & \text{otherwise} \end{cases}$$

It is sufficient to prove that the sum \( (V.1) \) is smaller for \( f^* \) than for \( f \). For simplicity, let us denote \( \tilde{p}(x) = -x \cdot \log_2 x \), so \( (V.1) \) can be written as \( \sum_{b=1}^m \tilde{p}(g(b)) \) where for every \( b \in [1..m] \), we define \( g(b) := \mathbb{P}(f(X) = s_b) \) and \( g^*(b) := \mathbb{P}(f^*(X) = s_b) \).

We see that:

$$D = \sum_{b=1}^m \tilde{p}(g(b)) - \sum_{b=1}^m \tilde{p}(g^*(b)) = \tilde{p}(g(j)) + \tilde{p}(g(k)) - \tilde{p}(g^*(j)) - \tilde{p}(g^*(k)).$$

But note that \( g(j) \geq g(k), g^*(j) \geq g(j), g(k) \geq g^*(k) \) and, moreover, \( g^*(j) - g(j) = p_k = g(k) - g^*(k) \). Using the properties of the concave function \( \tilde{p}(x) \) on \([0,1] \), we get that \( \tilde{p}(g(j)) + \tilde{p}(g(k)) \geq \tilde{p}(g^*(j)) + \tilde{p}(g^*(k)) \). Hence \( D \geq 0 \), so the sum in \( (V.1) \) is smaller for the padding-scheme \( f^* \).

This shows that the move from position \( P_{ik} \) to \( P_{ij} \) decreases Shannon leakage.

This observation implies that a padding-scheme with optimal Rényi-min leakage, satisfying that no further move can reduce the Shannon leakage, has a column, call it maximal such that any 1 on line \( i \) that could have been moved to that column, given \( \text{pos}[i] \), was already moved there. This corollary prompts us to leverage dynamic programming and divide the problem into sub-problems.

We define \( D[a|b] \) to be the partial Shannon leakage, looking at the columns from \( a \) to \( b \) on which we only place non-zero elements in lines \( i \) such that \( \text{pos}[i] \subseteq [a..b] \). So, any file which can be padded to a size \( s_t \) with \( t \notin [a..b] \), will not be taken into account in the sub-problem \( D[a|b] \). We will use the convention \( D[j+1][j] = 0 \) since it acts on no columns, and we consider this to be a base case. With the observation above we deduce the following recurrence formula:

$$D[a|b] = \min_{j \in [a..b]} (D[a|i-1] + D[i+1|b] + \sum_{x \in \mathbb{S} \cap \text{pos}[i]} -x \cdot \log x)$$

Note that this recurrence only keeps in memory the value of the Shannon leakage. If we want to recover the channel-matrix itself, we need to pass on as an argument the column which was maximal in \([a..b]\) at each step. This information is enough to reconstruct the channel-matrix given the maximal property of the columns.

Below we give representations of the different outputs returned by the algorithms PopReSh and PopSh. By comparing Figure IV.2 with Figure V.1, we highlight the reduction in Shannon leakage produced by PopReSh. Moreover, in the case analyzed below, we observe that PopSh gives a higher Rényi-min leakage compared to PopReSh. In the case of PopSh, it is obvious for an attacker that the first padded size comes from the first file. An example of the proficiency of PopReSh and PopRe compared to PopSh is that they don’t have any file padded in a unique way, making it non-trivial for the attacker to guess the initial file in the example below.

VI. EXPERIMENTS AND COMPARISON

Several experiments were carried out for three distinct purposes, namely, (1) to test the correctness of the implementations against brute-force algorithms for small sized problems, (2) to corroborate the direct link between Rényi-min leakage and the success rate of an attacker and (3) to compare the runtime, bandwidth and leakages of all the algorithms on a large real-world dataset. The code of all the experiments is available in [PPS22].

A. Brute-force tests

All the algorithms developed, including our re-implementation of PopSh to handle the server identity problem, were tested against brute-force implementations for small datasets (with at most 10 elements). That is, for each randomly generated test case of file sizes and frequencies, we explored (exhaustively) all the POP padding schemes satisfying the constraints, and chose among them, the ones that minimized Rényi-min leakage, Shannon leakage or bandwidth, with the purpose of comparing them with the solutions returned by our algorithms.

We ran tens of thousands of experiments (code available in [PPS22]), all corroborating that: (a) among all POP schemes, PopRe achieves minimal Rényi-min leakage and PopSh achieves minimal Shannon leakage; (b) PopReSh is always better than PopRe; (c) PrpRe leaks at most the Rényi-min leakage of PopRe.

B. Attacker tests

We simulated a real attacker who observes the padded size of a file transferred in the network and tries to guess the original file. We assume that the attacker knows the joint distribution matrix \( I \) and guesses, for a padded size \( s_j, j \in [1..m] \), the file \( e_j, j^* \in [1..n] \) which satisfies \( p_{j^*} \cdot p_{j^*} = \max_{a \in [1..n]} I_{aj} \). If \( A \) is the random variable,
taking the value 0 each time the attacker is wrong, and 1 if the attacker is right, we see that the expected value of \( A \) can be expressed in the following way:

\[
E[A] = \sum_{j=1}^{m} p_j \cdot p_j \cdot j,
\]

This proves that the expected value of the success of the attacker, by the law of large numbers, should converge to \( E[A] \), which is equal to the value of (IV.1). This means that building a padding-scheme that minimizes the success of the attacker is indeed equivalent to finding the optimal Rényi-min leakage, and this can be observed graphically in Figure VI.1.

C. NodeJS dataset tests

The dataset of NodeJS packages was proposed in [RR21]. This dataset consists of a list of 423,450 javascript packages provided by NPM for browser and nodeJS applications, each with its associated file size and access frequency, as of August 2021. These packages are used by most websites, which pull them from Content Delivery Networks such as jsDelivr, unpkg or cdnjs, and therefore, having information about pulled packages leaks some information about the website identity, since the specific packages used by each webpage can be though of a fingerprint. For this security reason, and taking into account the large number of files, we used the NodeJS dataset to benchmark the algorithms.

We used two versions of the NodeJS dataset: the large NodeJS dataset is the original dataset with 423,450 files, and the small consists of only the 1000 most frequently accessed files. The small NodeJS dataset allowed us to benchmark and compare the algorithms with large complexity, which timeout on the large dataset.

Firstly, we compared our own developed algorithms PopRe, PopReSh, PrpRe, PrpReBa, and the algorithm PopSh from [RR21], which minimizes Shannon mutual information, against the Small NodeJS dataset. We present the following two plots which make the comparison between these algorithm in terms of both min-leakage and Shannon leakage:

In Figure VI.2, we observe that, for the various values of the constant \( c \) ranging from 1 to 1.1, the Rényi-min leakage becomes significantly smaller for the PrpReBa and PrpRe in comparison with the rest of the algorithms presented. This difference can be noticed from a slight change in \( c \) from 1, which describes that the file sizes are not padded at all, to the value 1.02. As the value of \( c \) increases, allowing the files to be padded more, the Rényi-min leakage is decreased by about 40\% from \( c = 1 \) to \( c = 1.1 \). We remark that, for each of the 6 values of the padding constraint \( c \), PrpReBa and PrpRe provide a smaller leakage than PopRe and PopReSh. However, the reduction of PopRe is tiny compared to PopSh, suggesting that the algorithm provided by Reed and Reiter [RR21] is comparable in terms of Rényi-min leakage with our per-object-padding algorithm, however, our per-request-padding algorithm PrpRe is more efficient to reduce information gain of an attacker.

In Figure VI.3, we remark a reversed behavior than the one present in the previous graph. More specifically, the Shannon leakage in the two per-request-padding case is greater than the one given by the three algorithms using per-object-padding. Again, as \( c \) increases by 10\%, the Shannon leakage decreases by roughly 40\%. Nonetheless, the Shannon leakage returned by our improvement PopReSh is similar overall with the Shannon leakage of PopSh. Consequently, our algorithm...
PopReSh gives a better Rényi-min leakage and a similar Shannon leakage compared to PopSh developed by [RR21].

Figure VI.4: Small NodeJS runtime plot. The JIT compilation takes 7 additional seconds.

Figure VI.4 depicts the runtime of the algorithms under analysis. As predicted by the complexity analysis explained in section dedicated to algorithms and proofs, PrpRe has the smallest runtime among the algorithms that we developed, and it is similar to PopSh for the Small NodeJS dataset. However, our algorithm remains more efficient in terms of the running time, as it can be observed for the cases \( c = 1.08 \) and \( c = 1.1 \). As the value of \( c \) increases, the execution time of PopRe increases most significantly as it has complexity \( O(nm^2) \), \( m \) denoting the number of available sizes where to pad the files. Nonetheless, the same behavior occurs in the case of PrpReBa. The latter has a greater runtime than PrpRe, difference which can be seen starting from \( c = 1.02 \). Their complexity is polynomially the same, \( O(n \bar{m}) \) (refer to Table I), but in practice PrpRe runs faster as it often fills up a row in \( O(1) \) rather than \( O(m) \) or \( O(\bar{m}) \). For the algorithm PopReSh, the running time appears to be decreasing in the value of the padding constraint \( c \). This indicates that a higher \( c \) allows PopRe to give a result which has a Shannon leakage closer to the optimal, as seen in Figure VI.3, which diminishes the number of improvements that PopReSh can act on and consequently its runtime.

Next, we analyze the performance of our algorithms in terms of the bandwidth increase generated by the padding of the file sizes. Figure VI.5 depicts the percentage increase in the bandwidth for the same values of \( c \) previously analyzed. The bandwidth increase is a non-decreasing function of the padding constraint, i.e. allowing the servers to pad more the files in order to find optimal Rényi-min leakage also generates an increase in the bandwidth. Hence, we conclude that, as the padding limitations are relaxed, the intuition behind the fact that it is better for reducing leakage to pad more the objects is reinforced. As suggested by the graph, the algorithm PrpReBa proves to be efficient in reducing the average padding over a network, as it always gives the smallest bandwidth increase out of the 5 algorithms under analysis.

Conversely, PopSh gives the highest average padding in all the cases except for \( c = 1.1 \). From now on, we analyze the large NodeJS dataset. The only algorithms efficient enough to run on this data are PrpReBa, PrpRe and to a lesser extent PopSh. Once more, we will plot Rényi-min leakage, Shannon leakage, bandwidth increase and runtime.

In Figure VI.6, as compared to Figure VI.2, we can see that a larger dataset allows for greater differences in Rényi-min leakage between the optimal algorithm PrpRe and PopSh. Moreover, the results of this figure corroborate the fact that PrpRe and PrpReBa give the same Rényi-min leakage.

Figure VI.6: Rényi-min leakage using the entire NodeJS dataset

Figure VI.7, which analyses the Shannon leakage, depicts once again an opposite behavior compared to the one in Figure VI.6. Naturally, PopSh has a smaller Shannon leakage than our algorithms PrpRe and PrpReBa. Once again, we notice that both the Shannon leakage and the Rényi-min leakage follow a decreasing trend in the value of \( c \), exactly as observed in the experiments performed for the small NodeJS dataset.

Figure VI.5: Bandwidth increase using the small NodeJS dataset; for reference, the average bandwidth use without padding is 52,487
It can be observed in Figure VI.8 the proficiency of the optimization PrpReBa compared to its initial variant PrpRe and to PopSh. This makes PrpReBa ideal for a web server who wants to limit the total expected average bandwidth on top of the individual bounds set by $c$.

Lastly, Figure VI.9 highlights the scalability of the three algorithms, especially PrpRe and PrpReBa. For all values of $c$ plotted in this graph, the runtime for PrpRe is under 7 seconds, which makes it the fastest algorithm among all of its competitors, while optimizing its measure of privacy, Rényi-min leakage. We can also see that PrpReBa has a great running time compared to PopSh, peaking at $c = 1.1$ with around 3 minutes versus 15 minutes, which is a clear advantage.

One natural improvement in our work would be to make our extended algorithms, namely PopReSh and PrpReBa, find the padding-scheme with optimal Shannon mutual information, respectively minimal average padding among all the channels with minimal Rényi-min leakage. In order to better delve into the problem, let us consider a graph $G$ for each algorithm, such as the one in Figure VII.1, where the nodes represent all the Rényi-min optimal padding-schemes.

Secondly, we prioritized the minimization of Rényi-min leakage over the measure of average padding. Future work can be directed in finding an optimal trade-off between the two, not necessarily giving absolute priority to the bandwidth.
of each customer using the constant $c$.

Lastly, our paper and [RR21] provided algorithms to minimize Rényi-min and Shannon leakage. As mentioned in the subsection Problem formalization, we could also try to minimize $\text{Leak}_0$, the Rényi-min leakage. However, thanks to the applicability of the notion of Rényi-min leakage to measure the success of a real adversary, we believe that Rényi-min leakage is the most adequate measure of leakage for this problem.

VIII. CONCLUSION

In this paper we used Rényi-min leakage as the main measure for privacy, arguing that it is the most suitable for simulating a real-life attacker. We built two types of algorithms that minimize Rényi-min leakage, treating not only the per-object-padding case in which the files are padded in a deterministic way, but also the per-request-padding, in which each single file is padded to every available size with a given probability.

We provided several improvements that lowered the average padding and the Shannon leakage. We want to highlight the algorithms PrpRe and PrpReBa, which have proven a better running time compared to all of their competitors. Nonetheless, the latter one also has an impressive bandwidth advantage. We analyzed all of our algorithms numerically, using many artificial examples and also the NodeJS dataset.

Furthermore, we described a method for designing padding-schemes for multiple servers that protect the identities of both the files and the servers. The servers should simply agree on a fixed standard set of possible output sizes and run our algorithms.
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