Detector-Independent Verification of Quantum Light
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We introduce a method for the verification of nonclassical light which is independent of the complex interaction between the generated light and the material of the detectors. This is accomplished by means of a multiplexing arrangement. Its theoretical description yields that the coincidence statistics of this measurement layout is a mixture of multinomial distributions for any classical light field and any type of detector. This allows us to formulate bounds on the statistical properties of classical states. We apply our directly accessible method to heralded multiphoton states which are detected with a single multiplexing step only and two detectors, which are in our work superconducting transition-edge sensors. The nonclassicality of the generated light is verified and characterized through the violation of the classical bounds without the need for characterizing the used detectors.

Introduction.— The generation and verification of nonclassical light is one of the main challenges for realizing optical quantum communication and computation [1–4]. Therefore, robust and easily applicable methods are required to detect quantum features for real-world applications; see, e.g., [5, 6].

The complexity of producing reliable sensors stems from the problem that new detectors need to be characterized. For this task, various techniques, such as detector tomography [7–12], have been developed. However, such a calibration requires many resources, for example, computational or numerical analysis, reference measurements, etc. From such complex procedures, the interaction between quantum light and the bulk material of the detector can be inferred and quantum features can be uncovered. Nevertheless, the verification of nonclassicality also depends on the bare existence of criteria that are applicable to this measurement. Here, we prove that detectors with a general response to incident light can be employed in an optical detection scheme, which is well characterized, to identify nonclassical radiation fields based on simple nonclassicality conditions.

The concept of device independence has recently gained a lot of attention because it allows one to employ even untrusted devices; see, e.g., [13]. For instance, device-independent entanglement witnesses can be used without relying on properties of the measurement system [14, 15]. It has been further studied to perform communication and computation tasks [16, 17]. Detector independence has been also applied to state estimation and quantum metrology [18, 19] to gain knowledge about a physical system which might be too complex for a full characterization.

In parallel, remarkable progress has been made in the field of well-characterized photon-number-resolving (PNR) detectors [20, 21]. A charge-coupled-device camera is one example of a system that can record many photons at a time. However, it also suffers inherent readout noise. Still, the correlation between different pixels can be used to infer quantum correlated light [22–24]. Another example of a PNR device is a superconducting transition-edge sensor (TES) [25–27]. This detector requires a cryogenic environment, and its operation is based on superconductivity. Hence, a model for this detector would require the quantum mechanical treatment of a solid-state bulk material which interacts with a quantized radiation field in the frame of low-temperature physics.

Along with the development of PNR detectors, multiplexing layouts define another approach to realize photon-number resolution [28–33]. The main idea is that an incident light field, which consists of many photons, is split into a number of spatial or temporal modes, which consist of a few photons only. These resulting beams are measured with single-photon detectors which do not have any photon-number-resolution capacity. They can only discriminate between the presence (“click”) and absence of absorbed photons. Hence, the multiplexing is used to get some insight into the photon statistics despite the limited capacity of the individual detectors. With its resulting binomial click-counting statistics, one can verify nonclassical properties of correlated light fields [34–38].

Recently, a multiplexing layout has been used in combination with TESs to characterize quantum light with a mean photon number of 50 and a maximum number of 80 photons for each of the two correlated modes [39].

In this Letter, we formulate a method to verify nonclassical light with arbitrary detectors. This technique is based on a well-defined multiplexing scheme and individual detectors which can discriminate different measurement outcomes. The resulting correlation measurement is always described as a mixture of multinomial distributions in classical optics. Based on this finding, we formulate nonclassicality conditions in terms of covariances to directly certify nonclassical light. Nonclassical light
is defined in this work as a radiation field which cannot be described as a statistical mixture of coherent light \[40, 41\]. We demonstrate our approach by producing heralded photon-number states from a parametric down-conversion (PDC) source. Already a single multiplexing step is sufficient to verify the nonclassicality of such states without the need to characterize the used TESs. In addition to our method presented here, a complementary study is provided in Ref. [42]. There we use a quantum-optical framework to perform additional analysis of the measurement layout under study.

Theory.— The detection scenario is shown in Fig. 1. Its robustness to the detector response is achieved by the multiplexing layout whose optical elements, e.g., beam splitters, are much simpler and better characterized than the detectors. Our only broad requirement is that the measured statistics of the detectors are relatively similar to each other. Here we are not using multiplexing to improve the photon-number detection (see, e.g., Ref. [39]). Rather, we employ this scheme to get nonclassicality criteria that are independent of the properties of the individual detectors.

First, we consider a single coherent, classical light field. The detector can resolve arbitrary outcomes \( k = 0, \ldots, K \) or, equivalently, \( K + 1 \) bins [43]—which have a probability \( p_k \). If the light is split by 50/50 beam splitters as depicted in Fig. 1 and measured with \( N \) individual and identical detectors, we get the probability \( p_{k_1} \cdots p_{k_N} \) to measure \( k_1 \) with the first detector, \( k_2 \) with the second detector, etc. Now, \( N_k \) is defined as the number of individual detectors which measure the same outcome \( k \). This means we have \( N_0 \) times the outcome 0 together with \( N_1 \) times the outcome 1, etc., from the \( N \) detectors, \( N = N_0 + \cdots + N_K \). For example, \( k_1 = K \) and \( k_2 = k_3 = k_4 = 0 \) yields \( N_k = 1 \) and \( N_0 = 3 \) for \( N = 4 \) detectors (\( N_k = 0 \) for all \( 0 \leq k \leq K \)). The probability to get any given combination of outcomes, \( N_0, \ldots, N_K \), from the probabilities \( p_{k_1} \cdots p_{k_N} \) is known to follow a multinomial distribution [44],

\[
c(N_0, \ldots, N_K) = \frac{N!}{N_0! \cdots N_K!} p_0^{N_0} \cdots p_K^{N_K}. \tag{1}
\]

To ensure a general applicability, we counter any deviation from the 50/50 splitting and differences of the individual detectors by determining a corresponding systematic error (in our experiment in the order of 1%), see the Supplemental Material [45] for the error analysis.

For a different intensity, the probabilities \( p_k \) of the individual outcomes \( k \) might change. Hence, we consider in the second step a statistical mixture of arbitrary intensities. This generalizes the distribution in Eq. (1) by averaging over a classical probability distribution \( P \),

\[
c(N_0, \ldots, N_K) = \left\langle \frac{N!}{N_0! \cdots N_K!} p_0^{N_0} \cdots p_K^{N_K} \right\rangle = \int dP(p_0, \ldots, p_K) \frac{N!}{N_0! \cdots N_K!} p_0^{N_0} \cdots p_K^{N_K}. \tag{2}
\]

Because any light field in classical optics can be considered as an ensemble of coherent fields [40, 41], the measured statistics of the setup in Fig. 1 follows a mixture of multinomial distributions (2). This is not necessarily true for nonclassical light as we will demonstrate. The distribution (2) applies to arbitrary detectors and includes the case of on-off detectors (\( K = 1 \)), which yields a binomial distribution [46]. Also, we determine the number of outcomes, \( K + 1 \), directly from our data.

Let us now formulate a criterion that allows for the identification of quantum correlations. The mean values of multinomial statistics obey \( \overline{N_k} = N p_k \) [44]. Averaging over \( P \) yields

\[
\overline{\overline{N_k}} = N \langle p_k \rangle. \tag{3}
\]

In the same way, we get for the second-order moments,

\[
\overline{\overline{N_k N_{k'}}} = N(N - 1) \langle p_k p_{k'} \rangle + \delta_{k,k'} N \langle p_k \rangle. \tag{4}
\]

Thus, we find the covariance from Eqs. (3) and (4),

\[
\Delta \overline{N_k} \Delta \overline{N_{k'}} = N \langle p_k \rangle \langle \delta_{k,k'} - \langle p_k \rangle \rangle + N(N - 1) \langle \Delta p_k \Delta p_{k'} \rangle. \tag{5}
\]

Note that the multinomial distribution has the covariances

\[
\overline{\overline{N_k N_{k'}}} = N p_k \delta_{k,k'} - \langle p_k \rangle \tag{44}\]

Multiplying Eq. (5) with \( N \) and using Eq. (3), we can introduce the

\[
M = \left( N \overline{\overline{N_k N_{k'}}} - N \overline{\overline{N_k}} \overline{\overline{N_{k'}}} \right)_{k,k' = 0,\ldots,K}. \tag{6}
\]
As the covariance matrix \((\langle \Delta p_k \Delta p_{k'} \rangle)_{k,k'}\) is nonnegative for any classical probability distribution \(P\), we can conclude: We have a nonclassical light field if

\[
0 \not\geq \left( N^2 \Delta k \Delta k' - N_k (N^2 \delta_{k,k'} - N_k) \right)_{k,k'=0,...,K};
\]

i.e., the symmetric matrix \(M\) in Eq. (6) has at least one negative eigenvalue. In other words, \(M \not\geq 0\) means that fluctuations of the parameters \(p_k\) in \(\langle \Delta p_k \Delta p_{k'} \rangle_{k,k'}\) are below the classical threshold of zero. Based on condition (7), we will experimentally certify nonclassicality.

**Experimental setup.** — Our experimental implementation is shown in Fig. 2(a). A PDC source produces correlated photons. Conditioned on the detection of \(k\) clicks from the heralding detector, we measure the click-counting statistics \(c(N_0, \ldots, N_K)\), Eq. (2). The key components of our experiment are (i) the PDC source and (ii) the three TESs used as our heralding detector and as our two individual detectors after the multiplexing step.

(i) PDC source. Our PDC source is a waveguide-written 8 mm-long periodically poled potassium titanyl phosphate crystal. We pump a type-II spontaneous PDC process with laser pulses at 775 nm and a full width at half maximum of 2 nm at a repetition rate of 75 kHz. The heralding idler mode (horizontal polarization) is centered at 1554 nm, while the signal mode (vertical polarization) is centered at 1546 nm. The output signal and idler pulses are spatially separated with a PBS. The pump beam is discarded using an edge filter. Subsequently, the other beams are filtered by 3 nm bandpass filters in order to filter out the broadband background which is typically generated in dielectric nonlinear waveguides [47].

(ii) TES detectors. We use superconducting TESs [25] as our detectors. They consist of 25 \(\mu m \times 25 \mu m \times 20 nm\) slabs of tungsten inside an optical cavity designed to maximize absorption at 1500 nm. They are maintained at their transition temperature by Joule heating caused by a voltage bias, which is self-stabilized via an electrothermal feedback effect [48]. When photons are absorbed, the increase in temperature causes a corresponding electrical signal which is picked up and amplified by a superconducting quantum interference device (SQUID) module and amplified at room temperature. This results in complex time-varying signals of about 5 \(\mu s\) duration. Our TESs are operated within a dilution refrigerator with a base temperature of about 70 mK. The estimated detection efficiency is \(0.98^{+0.02}_{-0.08}\) [49]. The electrical throughput is measured using a waveform digitizer and assigns a bin (described below) to each output pulse [50]. We process incoming signals at a speed of up to 100 kHz.

The time integral of the measured signal results in an energy whose counts are shown in Fig. 2(b) for the heralding TES. It also indicates a complex, nonlinear response of the TESs [45]. The energies are binned into \(K + 1\) different intervals. One typically fits those counts with a number of functions or histograms to get the photon statistics via numerical reconstruction algorithms for the particular detector. Our bins—also the number of them—are solely determined from the measured data by simply dividing our recorded signal into disjoint energy intervals [Fig. 2(b)]. This does not require any detector model or reconstruction algorithms. Above a threshold energy, no further peaks can be significantly resolved and those events are collected in the last bin. No measured event is discarded. Our heralding TES allows for a resolution of \(K + 1 = 12\) outcomes. Because of the splitting of the photons on the beam splitter in the multiplexing step, the data from the other two TESs yield a reduced distinction between \(K + 1 = 8\) outcomes.

**Results.** — Condition (7) can be directly applied to the measured statistics \(c(N_0, \ldots, N_K)\) by sampling mean values, variances, and covariances [Eq. (6)]. In Fig. 3, we show the resulting nonclassicality of the heralded states. As the minimal eigenvalue of \(M\) has to be non-negative for classical light, this eigenvalue is depicted in Fig. 3.

To discuss our results, we compare our findings with a simple, idealized model. Our produced PDC state can be approximated by a two-mode squeezed-vacuum state which has a correlated photon statistics, \(p(n, n') = (1 - \lambda)\lambda^{n'} \delta_{n,n'}\), where \(n(n')\) is the signal/idler photon number and \(r \geq 0\ (\lambda = \tanh^2 r)\) is the squeezing parameter which
is a function of the pump power of the PDC process [51]. Heralding with an ideal PNR detector, which can resolve any photon number with a finite efficiency \( \eta \), we get a conditioned statistics of the form

\[
p(n|k) = N_k \left( \frac{n}{k} \right) \eta^k (1 - \eta)^{n-k} (1 - \lambda) \lambda^n,
\]

with

\[
N_k = \frac{(1 - \lambda)(\lambda \eta)^k}{[1 - \lambda(1 - \eta)]^{k+1}},
\]

for the \( k \)th heralded state and \( p(n|k) = 0 \) for \( n < k \) and \( \lambda^0 = 1 \). Here \( N_k \) is a normalization constant as well as the probability that the \( k \)th state is realized. The signal includes at least \( n \geq k \) photons if \( k \) photoelectric counts have been recorded by the heralding detector.

In the ideal case, the heralding to the 0th bin yields a thermal state [Eq. (8)] and in the limit of vanishing squeezing a vacuum state, \( p(n|0) = \delta_{n,0} \) for \( \lambda \rightarrow 0 \). Hence, we expect that the measured statistics is close to a multinomial, which implies \( M \approx 0 \). Our data are consistent with this consideration, cf. Fig. 3.

Using an ideal detector, a heralding to higher bin numbers would give a nonclassical Fock state with the corresponding photon number. The nonclassical character of the experimentally realized multiphoton states is certified in Fig. 3. The generation of \( k \) photon pairs in the PDC is less likely for higher photon numbers, \( N_k \propto \lambda^k \). Hence, this reduced count rate of events results in the increasing contribution of the statistical error in Fig. 3. The highest significance of nonclassicality is found for lower heralding bins.

Furthermore, we studied our criterion (7) as a function of the pump power in Fig. 4 to demonstrate its impact on the nonclassicality. The conditioning to zero clicks of the heralding TES is consistent with a classical signal. For higher heralding bins, we observe that the nonclassicality is larger for decreasing pump powers as the distribution in Eq. (8) becomes closer to a pure Fock state. We can also observe in Fig. 4 that the error is larger for smaller pump powers as fewer photon pairs are generated (\( N_k \propto \lambda^k \)).

Note that the nonclassicality is expressed in terms of the photon-number correlations. If our detector would allow for a phase resolution, we could observe the increase of squeezing with increasing pump power. This suggests a future enhancement of the current setup. Moreover, an implementation of multiple multiplexing steps (\( N > 2 \)) would allow one to measure higher-order moments [42], which renders it possible to certify nonclassicality beyond second-order moments [36, 52, 53].

Conclusions.— We have formulated and implemented a robust and easily accessible method that can be applied to verify nonclassical light with arbitrary detectors. Based on a multiplexing layout, we showed that a mixture of multinomial distributions describes the measured statistics in classical optics independently of the specific properties of the individual detectors. We derived classical bounds on the covariance matrix whose violation is a clear signature of nonclassical light. We applied our theory to an experiment consisting of a single multiplexing step and two superconducting transition-edge sensors. We successfully demonstrated the nonclassicality of heralded multiphoton states. We also studied the dependence on the pump power of our spontaneous parametric-down-conversion light source.

Our method is a straightforward technique that also applies to, e.g., temporal multiplexing or other types of individual detectors, e.g., multipixel cameras. It also includes the approach for avalanche photodiodes [34, 35] in the special case of a binary outcome. Because our theory applies to general detectors, one challenge was to apply it to superconducting transition-edge sensors whose characteristics are less well understood than those of commercially available detectors. Our nonclassicality analysis is only based on covariances between different outcomes.
which requires neither sophisticated data processing nor a lot of computational time. Hence, it presents a simple and yet reliable tool for characterizing nonclassical light for applications in quantum technologies.
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This supplemental material is organized as follows. In part A, we present the essential details of our data processing and error analysis. In part B, the detector response of a single detector is analyzed.

The used acronyms are TES (transition-edge sensor) and PDC (parametric down-conversion).

Appendix A: Data processing and error analysis

For the application of our approach, we provide the data-analysis methods. With the detection scheme under study, employing N detectors which resolve K + 1 outcomes, one measures the coincidence counts \( C_{\vec{N}} \) with \( \vec{N} = (k_1, \ldots, k_N) \in \{0, \ldots, K \}^N \) labeling the event that the \( n \)-th detector yields the measurement outcome \( k_n \). The total number of counts is given by \( C = \sum_{\vec{N}} |C_{\vec{N}}| \). Our numerical data analysis is implemented as described here and in terms of such arrays \( C_{\vec{N}} \). Therefore, we use this multi-index notation to ensure reproducibility.

From individual counts \( C_{\vec{N}} \) to the click counting statistics \( c(N_0, \ldots, N_K) \). The numbers \( N_k \)—number of detectors that give the outcome \( k \)—can be also arranged in \((K+1)\)-dimensional multi-index \( \vec{N} = (N_0, \ldots, N_K) \).

For our multiplexing scheme, the relation to \( \vec{N} \) is given by the summation

\[
\vec{N} = \nu(\vec{k}) \triangleq \sum_n \bar{e}_n, \tag{A1}
\]

where \( \bar{e}_k = (\delta_{k1}, 0, \ldots, 0) \) is the \( k \)-th standard basis vector.

Note that \( \|\vec{N}\| = \sum_k N_k = N \). Then, the click-counting statistics can be directly written as

\[
c(N_0, \ldots, N_K) = c(\vec{N}) = \frac{1}{C} \sum_{\vec{N}} C_{\vec{N}}, \tag{A2}
\]

In our case of \( N = 2 \) detectors, we measured the raw counts \( C_{(k_1, k_2)} \) with two TESs, and the total number of counts is \( C = \sum_{k_1, k_2=0}^K C_{k_1, k_2} \). For the only possible cases of indices with \( \|\vec{N}\| = 2 \), we get the click counting statistics from Eq. (A2) as

\[
c(\vec{N}) = \frac{1}{C} \begin{cases} C_{k, k} & \text{for } \vec{N} = 2\bar{e}_k, \\ C_{k, k'} + C_{k', k} & \text{for } \vec{N} = \bar{e}_k + \bar{e}_{k'}, \end{cases} \tag{A3}
\]

where the first case corresponds to a measurement of \( k \) from both detectors and the second case is that both detectors give different outcomes \( k \neq k' \).

Systematic error from asymmetric data. For a balanced multiplexing and identical detectors, all permutations \( P_k \vec{k} \) of elements of \( \vec{k} \) give the same count rates, \( C_{P_k \vec{k}} = C_{\vec{k}} \), where \( P_k \) is the operator which redistributes the components of \( \vec{k} \) according to the permutation \( \tau \in \mathcal{S}_N \). Hence, the deviation from this symmetry results in a relative systematic error,

\[
\epsilon_{\text{sys}} = \sum_{\tau \in \mathcal{S}_N} \frac{|C_{\vec{k}} - C_{P_k \vec{k}}|}{C}. \tag{A4}
\]

In combination with a relative statistical error \( \epsilon_{\text{stat}} \) for the estimate \( \vec{f} \) of a quantity \( f \), we have \( f = \vec{f}(1 \pm \epsilon_{\text{stat}} + \epsilon_{\text{sys}}) = \vec{f} \pm \Delta f \). For two TESs, Eq. (A4) simplifies to

\[
\epsilon_{\text{sys}} = \frac{1}{C} \sum_{k, k'=0}^K |C_{k, k'} - C_{k', k}|. \tag{A5}
\]

Sampling of moments. In order to sample a quantity \( f \), which is a function of the number of coincidences \( \vec{N} \), we obtain from Eqs. (A1) and (A2)

\[
\vec{f} = \frac{1}{C} \sum_{\vec{N}} f(\vec{N}) c(\vec{N}) = \frac{1}{C} \sum_{\vec{k}} f(\nu(\vec{k})) C_{\vec{k}}, \tag{A6}
\]

where we applied \( \sum_{\vec{N}} \sum_{\vec{N} \parallel k} N_k = \sum_{\vec{k}} \). The standard error of the mean reads \( \sigma(\vec{f}) = (\sum_{\vec{N}} \vec{N}^2 - \vec{N})/(C - 1)^{1/2} \), which gives the relative statistical error \( \epsilon_{\text{stat}} = \sigma(\vec{f})/\langle \vec{f} \rangle \).

For example, we can use \( f(\vec{N}) = N^{\bar{w}} = \prod_k N_k^{\bar{w}_k} \) to get for the moments:

\[
f(\vec{N}) = \prod_k \left( \sum_{w_k} \delta_{k, w_k} \right)^{\bar{w}_k} \tag{A7}
\]

using \( N_k = \bar{e}_k \cdot \nu(\vec{k}) = \sum w_k \delta_{k, w_k} \) [cf. Eq. (A1)] and \( \bar{e}_k \cdot \bar{e}_k = 1 \).

For the example of the first-order moments (mean values) and two TESs, Eqs. (A6) and (A7) explicitly give

\[
\bar{N}_k = \frac{1}{C} \sum_{k_1=0}^K C_{k_1, k} + \sum_{k_2=0}^K C_{k, k_2}. \tag{A8}
\]
for \( k = 0, \ldots, K \). Analogously, the second-order moments read

\[
\mathcal{N}_k\mathcal{N}_k' = \frac{1}{C} \left[ C_{k,k'} + C_{k',k} + \delta_{k,k'} \left( \sum_{k_1=0}^{K} C_{k_1,k} + \sum_{k_2=0}^{K} C_{k,k_2} \right) \right].
\]

(A9)

**Error propagation.** For the propagation of errors, a linear error propagation is favorable as the systematic error might exceed the statistical error. From the sampled moments, we get the elements of the matrix \( M \), used in the Letter, and their errors. For this matrix \( M = \overline{M} \pm \Delta M \) and a given vector \( \vec{f} \), the linear error propagation yields

\[
\mu = \vec{f}^\dagger M \vec{f} = \vec{f}^\dagger \overline{M} \vec{f} + \left| \vec{f}^\dagger \Delta M \vec{f} \right|,
\]

where \( \cdot | \cdot \) acts component-wise on the vector \( \vec{f} \).

Suppose \( \vec{f} \) is an normalized eigenvector to the matrix \( \overline{M} \), i.e., \( \overline{M} \vec{f} = \vec{p} \vec{f} \) and \( \vec{f}^\dagger \vec{f} = 1 \). Then the eigenvalue \( \mu \) of \( M \) is represented via the mean value \( \vec{p} = \vec{f}^\dagger \overline{M} \vec{f} \). From Eq. (A10), we also get its error \( \Delta \mu = \left| \vec{f}^\dagger \Delta M \vec{f} \right| \).

See Ref. [1] for further details.

**Appendix B: Detector response**

Our detector-independent approach does not require to know specific detector characteristics for the verification of nonclassicality. However, since the TESs used are at the cutting edge of detector technology, we provide an additional discussion on the detector response. This also demonstrates the complex behavior of our detectors and the necessity to formulate detector-independent nonclassicality tests.

**Reference states.** To identify properties of the TES, we measured one mode of the two-mode squeezed-vacuum state, which is produced by our PDC source, with a single TES. It is well known that the marginal photon-number distribution \( p(n) \) of this state is given by a geometric distribution,

\[
p(n) = (1 - \lambda) \lambda^n,
\]

where \( 0 < \lambda < 1 \). In Fig. 1, the measurement outcome is shown [see also Fig. 2(b) in the Letter].

Reference measurement. We can see in Fig. 1 that we can resolve 11 peaks (indicated by bullets and vertical dark green, solid lines). They correspond to the discrete energy levels \( E_n \) of the \( n \)-photon contribution. The difference between two discrete energies \( E_n \) is not constant as one would expect from \( E_n = \hbar \omega n + E_0 \).

Also, the marginal photon statistics is the geometric distribution (B1) which, in the logarithmic scaling in Fig. 1, would result in the linear function \( \log_{10} p(n) = n \log_{10} \lambda + \log_{10}(1 - \lambda) \). However, we observe a deviation from such a model; compare light green, dashed and dot-dashed lines in Fig. 1.

Nonlinear response. Rather than a linear function, the quadratic fit of the peaks in Fig. 1 properly describes our data. This shows that the TES, together with the employed superconducting quantum interference device (SQUID) module, has a nonlinear response to the energy of the incident photons. In particular, this also implies that the measured statistics for different \( \lambda \) values is more complex than the geometric form of marginal photon statistics (B1); see also [2] for further details.

![FIG. 1.](image)

- The counts of one TES (solid, gray curve) are depicted. Maxima for all \( k \in \{0, \ldots, K\} \) bins are shown as bullets. The green vertical lines correspond to the energy levels of the maxima. A nonlinear regression \( \log_{10} y = ax^2 + bx + c \) (green, dot-dashed line) and its tangent at the first maximum (green, dashed line) are additionally shown.
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