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ABSTRACT

We describe covariant derivatives with respect to the coordinates of the full superPoincaré group and dual coordinates, for Yang-Mills and supergravity. The derivatives have engineering dimension running from 0 to 2. Prepotentials appear as potentials for Lorentz derivatives (spin). Their role is clarified in a lightcone analysis, where they also act as compensating gauge parameters and Hertz potentials. Field strengths appear as potentials for dual-coordinate derivatives, until dimensional reduction. These generalizations extend the superstring’s affine Lie algebra, and generalize gauge couplings for the superparticle.
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Motivated by constructions of currents for first-quantization of superparticles and superstrings, we extend the covariant derivatives of (super) Yang-Mills and gravity to include not only those corresponding to translations, spin, and (for the supersymmetric cases) supersymmetry, but also those “dual” to spin and supersymmetry. There are extra coordinates associated with the extra derivatives, but they can be eliminated by both (1) isotropy (coset) constraints, for the gauge-covariant derivative for spin, and (2) dimensional reduction, by constraining symmetry generators dual to spin and supersymmetry. The dimensional reduction allows the usual field strengths to be interpreted as gauge fields of the extra dimensions, and exhibits a duality between field strengths and (pre)potentials. The coset constraints define spin as a differential operator, so in gravity the vierbein and Lorentz connection can be treated on equal footing. The extra coordinates allow prepotentials to appear as (undifferentiated) potentials in the covariant derivatives that otherwise would be of too low (engineering) dimension to do so. R-symmetry can be treated in the same way as spin, and arises from spin upon (the usual kind of) dimensional reduction; “±” directions in lightcone treatments can also be interpreted as directions in R-space.

In the next section we outline the general construction, introducing extra gauge fields by gauge covariantizing before eliminating extra coordinates. From a first-quantization point of view, the extra derivatives are natural for coupling external fields, and their currents automatically arise in the action.

In the following section we give some examples: In N=0 Yang-Mills, gauge covariantizing the spin introduces a nontrivial dimensionless potential in the lightcone gauge, where it acts as both Hertz potential and compensating gauge parameter that automatically makes all Lorentz transformations gauge preserving. In selfdual (4D) Yang-Mills (supersymmetric or not), the usual prepotential appears as this potential, automatically in the covariant derivatives without solving differential constraints. In selfdual (gauged) supergravity, the dual derivatives come into play, allowing the usual prepotential, which now has negative dimension, to again appear as a potential (without derivatives acting on it) in the covariant spin derivative, as a “connection” for the derivative dual to spin. Similar remarks apply to the non-selfdual case.

We devote the subsequent section to a lightcone analysis of 10D super Yang-Mills. The usual lightcone treatment can be derived straightforwardly from the covariant one, and suggests a covariant analysis for 4D N=4 when lightlike directions are treated as null, complex, spacelike directions in R-space. Directions for further research are suggested in the conclusions.
Cosets

Superspace is generally defined as the coset space \((G/H)\) of the symmetry (isometry) group superPoincaré \((G)\) mod the gauge (isotropy) group Lorentz \((H)\). As in the usual coset construction, the coordinates of the space parametrize a group element, with the global symmetry derived from group multiplication from one side and covariant derivatives from group multiplication on the other, converted into differential operators on the group space:

\[
\delta g(z) = (ie^A T_A) g + g(i\zeta^A T_A) = (\epsilon^A q_A + \zeta^A d_A) g, \quad [T_A, T_B] = -if_{AB}^C T_C,
\]

\[
g^{-1} dg = i dz^M R_M^A T_A, \quad (dg) g^{-1} = i dz^M L_M^A T_A
\]

\[
d_A = R_A^M \partial_M, \quad q_A = L_A^M \partial_M
\]

\[
[d_A, d_B] = f_{AB}^C d_C, \quad [q_A, q_B] = -f_{AB}^C q_C
\]

where \(g\) is a group element in a matrix (or Hilbert space) representation where the generators are represented by \(T_A\), parametrized by coordinates \(z^M\), \(d_A\) are the covariant derivatives, \(q_A\) are the symmetry generators, and \(f_{AB}^C\) are the structure constants, the free value of the torsion. For (compact) internal symmetries, the distinction between left and right multiplication is arbitrary; but for spacetime symmetries (especially supersymmetry) there are physical differences, as we’ll explain in this subsection and the following one.

The representation space \(|\psi\rangle\) of the coset is then expressed as wave functions \(\psi_i(z) \equiv \langle z, i | \psi \rangle\) with basis element \(|z, i\rangle\) defined by

\[
|z, i\rangle \equiv g(z) |0, i\rangle, \quad T_{(H), j}|0, i\rangle = |0, j\rangle H_{ij}^{-1} \iff d_{(H),j} \psi_i(z) = H_{ij}^{-} \psi_j(z)
\]

Only the derivatives \(d_{(G/H)}\) act nontrivially on the coset, the other (isotropy) derivatives \(d_{(H)}\) having been used as constraints (set equal to a matrix representation \(H_I\) on the fields) to define it.

In (super) Yang-Mills these symmetry-covariant derivatives are then also covariantized with respect to the Yang-Mills gauge group:

\[
d_A \rightarrow \nabla_A = d_A + i A_A
\]

\[
[\nabla_A, \nabla_B] = f_{AB}^C \nabla_C + i F_{AB}
\]

(The Yang-Mills gauge group is unrelated to the isotropy gauge group, except in a somewhat misleading sense in gravity.) We can always set \(\nabla_{(H)} = d_{(H)}\) in some gauge
since \([\nabla_{(H)}, \nabla_{(H)}] = f\nabla_{(H)}\) (i.e., \(F_{(H)(H)} = 0\)), but in this paper we’ll consider the alternative.

Our treatment of general curved spaces is a direct generalization of the coset construction for maximally symmetric spaces (flat or de Sitter). In this first-quantized approach to (super)gravity the derivatives are gauge covariantized with respect to the superPoincaré group itself: The Yang-Mills generators (in some matrix representation) are effectively replaced with derivatives with respect to all the coordinates:

\[ d_A \rightarrow \nabla_A = e_A^M \partial_M = \hat{e}_A^M d_M \]

\[ [\nabla_A, \nabla_B] = T^{C}_{AB} \nabla_C \]

where \(e\) (or \(\hat{e}\)) is now arbitrary. Acting on a representation of the Lorentz derivatives \(\nabla_{(H)}\), the coefficients of \(\nabla_{(H)}\) in the covariant derivatives \(\nabla_{(G/H)}\) are called “Lorentz connections”; coefficients of \(\nabla_{(H)}\) in the torsion term \(T\nabla\) (i.e., \(T_{(G/H)(G/H)}(H)\)) are called “curvatures”. Local Lorentz transformations are now included with the rest of the coordinate transformations:

\[ \nabla' = e^A \nabla e^{-A}, \quad \Lambda = \Lambda^M d_M = \hat{\Lambda}^A \nabla_A \]

The usual action of local Lorentz transformations on the coset part \(\nabla_{(G/H)}\) of the covariant derivative is fixed by the commutator \([\nabla_{(H)}, \nabla_{(G/H)}]\), whose torsions take their free values (as again does \([\nabla_{(H)}, \nabla_{(H)}]\)).

In this paper we reorganize this procedure: The isotropy constraints are applied as part of the last step of defining the theory, along with the field equations and other constraints. We thus have “covariant” derivatives \(d_A\) for the full group \((G)\), and they are actually invariant under the full symmetry group (since left and right multiplication commute, by associativity). The usual covariant derivatives can be obtained by using the isotropy constraints \((d_{(H)})\) to fix a (unitary) gauge by eliminating the conjugate coordinates. However, if we do not fix the gauge for the Lorentz constraint, but leave the Lorentz coordinates, the remaining derivatives (for translations and supersymmetry) retain their invariance under Lorentz transformations. The covariant Lorentz derivatives (“spin”) then vanish (for scalars), or equal a particular matrix representation, when acting on a particular superfield. This is the first-quantized method of defining spin as differential operators, by giving fields (and invariant derivatives) simple, fixed dependence on spin coordinates. (Similar remarks apply to scale weight in conformal theories derived from higher dimensions [1], which appears in the field as an extra coordinate to the power of the scale weight.)
More importantly, we gauge covariantize the Yang-Mills and supergravity covariant derivatives before applying the isotropy constraints. Some consequences are: (1) the introduction of new gauge fields for derivatives with respect to the coordinates of the isotropy group, which function as prepotentials and (in lightcone gauges) Hertz potentials and compensating gauge parameters; (2) in supergravity, the treatment of the local Lorentz group on a par with general coordinate transformations, so Lorentz generators act as first-quantized operators, and curvatures become additional torsions; and (3) in first quantization, an extension of the affine Lie algebra of the superstring, which also appears for the (gauge-fixed) superparticle off shell, and in the supergravity covariant derivatives as new central charges, making it a direct extension of the algebra of the super Yang-Mills covariant derivatives (see next subsection).

As a generalization, one can define the Lorentz representation by applying not all the Lorentz derivatives as constraints, but some subalgebra that includes a Cartan subalgebra. A similar analysis is applied in the corresponding approach to coordinates for R-symmetry (which can be derived from higher-dimensional Lorentz symmetry) in projective [2] and harmonic [3,4] superspaces. (Similar Lorentz components for Yang-Mills gauge fields have been considered previously [5,6], but with a different analysis of the constraints. Such coordinates also appear in the pure spinor formalism [7] as the coset space SO(10)/U(5), but without corresponding gauge field components.) Although the procedure may look noncovariant, since we pick only a Lorentz subgroup, covariance is preserved simply because each constraint is invariant under the full symmetry group. Fewer constraints means a larger superspace; noncovariance is avoided because not all Lorentz coordinates can now be gauged away (but dependence on them is fixed by field equations). The advantage is that some supersymmetry derivatives can be added to the constraints, as long as the constraint algebra still closes. (If all Lorentz derivatives were constrained, only full representations of the Lorentz derivatives could be used.) As a result, the increase in the number of bosonic coordinates of the coset space can be traded for a decrease in the number of fermionic coordinates. Note that, unlike most previous approaches, here the additional coordinates are not added to the usual coset superspace superPoincaré/Lorentz; instead we use the usual coset construction, with superPoincaré as the symmetry group, but reduce the isotropy group.

The lightcone analysis of this paper can be interpreted in this fashion: Some of the results may then be applied to a covariant analysis. However, the solution of the field equations introduces factors of $1/p^+$, which are nonlocal even when treated covariantly, so such equations shouldn’t be considered as kinematic constraints.
**Dimensional reduction and superstrings**

Dimensional reduction is a generalization of the usual coset construction: It imposes (linear) constraints on the symmetry generators \( q \), not the covariant derivatives \( d \). As a result, it does not involve the gauge fields. If these constraints were not originally central to the symmetry group, they become so, by definition: These constraints reduce the symmetry to the subgroup that preserves them; however, all covariant derivatives remain invariant. A familiar example is defining translations in extra dimensions as constraints. In that case, the covariant derivatives corresponding to translations happen to be just translations themselves, so all that survives of the corresponding Yang-Mills covariant derivatives is scalars (without derivatives). And the Lorentz symmetry is reduced to Lorentz for the smaller surviving dimensions plus “internal” symmetry for those eliminated. For example, \( D=26 \) Yang-Mills dimensionally reduced to \( D=4 \) gives Yang-Mills plus 24 scalars, while the analogous coset would yield just 4D Yang-Mills without the scalars.

A less familiar example is the construction for the superstring: It’s known from the constraint approach to the superstring that the affine Lie algebra for the covariant derivatives includes not only stringy generalizations (currents) \( D(\sigma) \) and \( P(\sigma) \) of the superparticle’s \( d \) (for supersymmetry) and \( p \) (for translations), but a further operator \( \Omega(\sigma) \sim \Theta'(\sigma) \) (where “′” is the derivative with respect to the worldsheet coordinate \( \sigma \)) needed for closure of the algebra \([8,9]\). This \( \Omega \) is thus dual to \( D \) in the sense that \( D \) is a kind of \( \Theta \) derivative while \( \Omega \) is a kind of \( \Theta \) 1-form (over \( \sigma \) space), and consequently also in the sense that they are spinors of opposite chirality.

Specifically, if we look at the fusion of the superparticle’s \( \{d, d\} \sim p \) and the bosonic string’s \([P, P] \sim \delta' \), then by applying the Jacobi identity for \( DDP \) we find the requirement of an \( \Omega \) such that \([D, P] \sim \Omega \) (times \( \delta(\sigma) \), which we leave implicit) and \([D, \Omega] \sim \delta' \) (but making \( \delta'(\sigma) \) explicit):

\[
[D, [D, P]] \sim [(D, D), P] \sim [P, P] \sim \delta'
\]

(as well as the \( \gamma \)-matrix Fierz identity that fixes \( D=3,4,6,10 \) classically, for minimal supersymmetry). Writing collectively

\[ D_A = (D_\alpha, P_a, \Omega_\alpha) \]

we then have an affine Lie algebra (fixed-“time” current commutation relations) of the form

\[
[D_A(1), D_B(2)] = -i\delta'(1-2)\eta_{AB} + \delta(1-2)f_{ABC}\sigma D_C
\]
where the arguments refer to different values of $\sigma$, and the torsions (structure constants) $f$ are formed from factors of the Minkowski metric and $\gamma$ (generalized Pauli) matrices. (Underlined Roman indices are Lorentz vector, underlined Greek indices are Lorentz spinor.) These commutation relations can be solved in terms of the usual coordinates $X$ and $\Theta$, derivatives $\delta/\delta X$ and $\delta/\delta \Theta$ with respect to them, and their $\sigma$ derivatives $X'$ and $\Theta'$. (The $\delta'$ includes a $1/\alpha'$ for dimensional analysis if the $D$'s are normalized as derivatives, or $\alpha'$ if they’re normalized as currents.)

Furthermore, in the Lagrangian approach these currents already occur for the (gauge-fixed) superparticle off shell, with $\Theta'(\sigma)$ replaced with $\dot{\theta}(\tau)$ (where “·” is the derivative with respect to the worldline “time” $\tau$), as it appears in all of $D, P, \Omega \rightarrow d, p, \omega$ [10]. Although $\dot{\theta}$ might seem trivial, since it vanishes on shell (in an appropriate gauge), its propagator with the conjugate variable $\pi$ generates a $\delta(\tau)$, which is responsible for 4-point interactions. In other words, the external field coupling $\dot{\theta} \rightarrow \dot{\theta} + W$ (for spinor field strength $W$) makes its equation of motion nontrivial.

This is also clear from an operator product point of view, since the only differences in operator products for the free (after gauge fixing) operators of the superparticle and string are: (1) For the superparticle we use the operators $\dot{x}, \theta, \dot{\theta}$, and $\pi$, functions of only $\tau$, at unequal times, while for the superstring we use the chiral $\partial_z X, \Theta, \partial_z \Theta$, and $\Pi$, functions of only $z$; and (2) the propagators are different in the two cases, as a result of which the $\eta$ term will disappear in the particle case if we restrict the operator products to equal-time commutators, but at general times the algebra will be the same (with different coordinate dependence in the coefficients).

The $DP\Omega$ affine Lie algebra of the superstring can also be derived as a generalization of an ordinary $dp\omega$ Lie algebra for the superparticle defined by the above $f$ by introducing coordinates $Z^M(\sigma)$ for the group [11]: We now write

$$d_A = (d_{\alpha}, d_{\dot{\alpha}}, \tilde{d}_{\omega}) = (d_{\alpha}, p_{\alpha}, \omega_{\alpha})$$

(and similarly for $q_A$) where $\tilde{d}_{\omega}$ is “dual” to $d_{\omega}$ with respect to the above group metric $\eta_{AB}$. But the coordinates for $\tilde{d}_{\omega}$ are redundant, and can be eliminated by constraining the “symmetry generators” $\tilde{Q}_{\omega}(\sigma)$ to vanish [12] (i.e., dimensional reduction of the fermionic coordinates). This forces the symmetry generators $Q_{\omega}(\sigma)$ to be reduced to just their zero-modes $q_\omega$ (since $\{ Q_\omega(1), \tilde{Q}_{\omega}(2) \} \sim \delta_\omega \delta'(1 - 2)$), the usual supersymmetry.

A similar construction works for Type II superstrings, introducing separate left and right-handed $DP\Omega$ algebras and coordinates, with a reduction constraint [13]

$$\tilde{Q}_a \equiv Q_{L_a} - Q_{R_a} = 0$$
to identify the bosonic coordinates for both handednesses; the remaining $g_a$ symmetry is just the zero-modes of $Q_a \equiv Q_{La} + Q_{Ra}$, i.e., the usual translations $p_a$, since $[Q_a, \bar{Q}_b] \sim \eta_{ab}$. (This can be done for all strings, but for the heterotic case one handedness has only $P$ in its algebra, and Type I can be described as one-handed.) Thus for the string one generally starts with twice as many coordinates as symmetries, and half the symmetries (the "dual" ones) are constrained, to ban all but the zero-modes of the other half as symmetries. This construction can also be applied to the superparticle, and yields a description of supergravity with manifest T-duality [14].

Note that left and right-handedness on the worldsheet are not the same as left and right multiplication of the group elements: The symmetry currents are always associated with the on-shell modes, while the isotropy currents are associated with modes of the opposite worldsheet handedness. (This is related to unitarity [12], since for supersymmetry $\{q, q^\dagger\} = E$ but $\{d, d^\dagger\} = -E$. This "wrong sign" for the supersymmetry covariant derivatives $d_\alpha$ is exactly why they are "eliminated" by second-class constraints.) Equivalently, one treats the group element $g$ for one worldsheet handedness in the same way as $g^{-1}$ for the other, giving the usual opposite signs in the Wess-Zumino term. For the rest of this paper we'll usually ignore dualization of translations.

This affine Lie algebra follows from an ordinary Lie algebra (defined by $f$) that is similar in appearance to that for the super Yang-Mills covariant derivatives and spinor field strength

$$\nabla_\alpha, \nabla_\beta, W^\alpha$$

(again in D=3,4,6,10) except that the latter algebra has also the bosonic field strength $F_{ab}$. This is related to the fact that, with these variables for first-quantization, external super Yang-Mills coupling to the superparticle (by Lorentz invariance and dimensional analysis) is described (see next subsection) by the vector connection coupling as usual to $p$, the spinor connection to $\omega$, and the spinor field strength $W$ to $d$, but the antisymmetric tensor field strength $F$ can only couple to the (super)spin $s$, the usual relativistic Pauli term. (Such a term has proven necessary in covariant quantizations of the superparticle/superstring, although previously it appeared only through ghost coordinates [7,15].)

This asymmetry is resolved when coordinates for the Lorentz group are introduced to define the spin: We then have not only Lorentz "covariant derivatives" (the spin operators), analogous to the spinor derivatives $d$, but also a dual Lorentz "current" of the form $g^{-1}\dot{g}$ in terms of the Lorentz group element $g$ (parametrized by the Lorentz
coordinates), analogous to $\omega$. (All of $d$, $p$, and $\omega$ will also get dependence on the Lorentz coordinates.) The affine Lie algebra is then extended to

$$D_A = (S_{ab}, D_a, P_a, \Omega^a, \Sigma^{ab})$$

The requirement of $\Sigma$ follows similarly to that of $\Omega$: Instead of the supersymmetry algebra for $d, p$, we now consider the superPoincaré algebra of $s, d, p$; then applying the Jacobi identity for $SP\cal{P}$, we find the requirement of a $\Sigma$ such that $[P,P] \sim \Sigma (+\delta')$ and $[S,\Sigma] \sim \delta' (+\Sigma)$:

$$[S, [P,P]] \sim [[S,P], P] \sim [P,P] \sim \delta' (+\Sigma)$$

Similarly, the $SD\Omega$ Jacobi implies $\{D, \Omega\} \sim \Sigma (+\delta')$. The components of $f$ then appear as in the table of commutators (fixed mostly by dimension and Lorentz symmetry):

| $f$ | $S$ | $D$ | $P$ | $\Omega$ | $\Sigma$ |
|-----|-----|-----|-----|--------|--------|
| $S$ | $S$ | $D$ | $P$ | $\Omega$ | $\Sigma$ |
| $D$ | $D$ | $P$ | $\Omega$ | $\Sigma$ |
| $P$ | $P$ | $\Omega$ | $\Sigma$ |
| $\Omega$ | $\Omega$ | $\Sigma$ |
| $\Sigma$ | $\Sigma$ |

(Note that $\delta'$ and $\Sigma$ now always accompany each other. This is also true when translations are dualized, so $[P,\bar{P}]$ gives both, but $[P,P]$ and $[\bar{P},\bar{P}]$ neither, so all “dual” currents commute with each other.) As for the other dual symmetries, the dual spin coordinates are eliminated by dimensional reduction $\bar{Q}^{ab} = 0$.

Such an extension is natural for anti de Sitter compactifications, where “translations” require Lorentz for closure (but the structure constants are modified from the above).

### Coupling and Superparticles

We now consider coupling of external fields: Without loss of generality we specialize to the superparticle, which has these same currents in its Lagrangian; we begin with super Yang-Mills. The Lorentz components of the gauge field will then couple to this dual Lorentz current. Thus, we not only have a spinor connection of opposite chirality to the spinor field strength, but also an antisymmetric tensor gauge field “dual” to the antisymmetric tensor field strength. Being of lowest dimension (1 lower
than the vector), this gauge field should be interpreted as the “prepotential”. Thus the general coupling in the Lagrangian now takes the form

$$\frac{1}{2} F^{ab} s_{ab} + W^\alpha d_\alpha + A_2 p^2 + A_3 \omega^\alpha + \frac{1}{2} A_{ab} \sigma^{ab}$$

where in terms of the full symmetry group element $g$ of translations + supersymmetry + Lorentz the currents $J$ are defined as usual by

$$-i g^{-1} \dot{g} = p^a T_a + \omega^\alpha T_\alpha + \frac{1}{2} \sigma^{ab} T_{ab}$$

for some matrix representation $T$ of the various generators. (Before including Lorentz coordinates, we had simply $-i \omega^\alpha = \dot{\theta}^\alpha$ and $-i p^a = \dot{x}^a + i \frac{1}{2} \dot{\theta}^\alpha \bar{\gamma}^a \theta^\beta$.)

So we have the currents, progressively increasing in dimension by 1/2, and the fields doing the same,

$$d_A = (s_{ab}, d_2, p_2, \omega^\alpha, \sigma^{ab})$$

$$A_A = (A_{ab}, A_2, A_3, W^\alpha, F^{ab})$$

(We use graded antihermitian derivatives, so $p \approx \partial_x$ without the $-i$, etc.) The latter can be considered gauge fields for the former in the operator (or Hamiltonian) approach, so these extended covariant derivatives for super Yang-Mills take the form

$$\nabla_A = d_A + i A_A = (\nabla_{ab}, \nabla_2, \nabla_3, \tilde{\nabla}^\alpha, \nabla^{ab})$$

This differs from earlier treatments in that it includes (1) the spin derivative $s_{ab}$, and (2) the dual spin current $\sigma^{ab}$, which is necessary for an invertible metric $\eta_{AB}$ (not the non-invertible Cartan metric), but also treats the bosonic field strength $F^{ab}$ in the same way as the fermionic one $W^\alpha$.

Note that this antisymmetric tensor Yang-Mills gauge field covariantizes the antisymmetric tensor spin “covariant derivatives”: We now have vector, spinor, and antisymmetric tensor covariant derivatives, all of which transform under the same Yang-Mills gauge transformations. We have extended the (super)coordinate space, not the gauge group.

The interaction in the operator approach comes from a generalized d’Alembertian, using the (inverse) metric $\eta^{AB}$ that relates quantities of opposite dimension with respect to the average. The higher-dimension currents vanish on shell in the operator approach for the superparticle, so their “gauge fields” are really field strengths. (These currents for the superstring have only $\sigma$ derivative terms, so similar remarks apply for their zero-modes.)
As usual, this analysis can be generalized directly to supergravity (or the closed superstring): In the Lagrangian approach, supergravity couplings are written as the “square” of super Yang-Mills couplings. (In the operator approach, vertex operators are also squares for the superstring, where higher-point contributions can be neglected.) In particular, the supergravity “prepotential” now carries the same index structure as the Riemann tensor, appearing as $\frac{1}{8} \sigma^{ab,cd} h_{ab,cd}$, where $h_{ab,cd}$ has dimension 2 less than the metric.

The appearance of this prepotential in the covariant derivatives can be understood from the point of view of the first-quantized action as describing parallel transport along the worldline: A transport term $\int dz^M \nabla_M = \int d\tau \hat{z}^M \nabla_M$ shows that not only will the prepotential appear in the Lorentz covariant derivative, but as the coefficient of the dual Lorentz current. Although for the superstring this current survives on shell, and therefore also in a second-quantized approach, its usefulness for the superparticle requires a further generalization. (This generalization is trivial, although perhaps pedagogical, for super Yang-Mills.)

For supergravity we then have for this enlarged space (including dual coordinates)

\[
[\nabla_A, \nabla_B] = T_{AB}^C \nabla_C, \quad \nabla_A = E_A^M d_M
\]

\[\nabla' = e^A \nabla e^{-A}, \quad \Lambda = \Lambda^M d_M = \hat{\Lambda}^A \nabla_A\]

where $d_M$ are the flat-space derivatives, but we can also expand over partial derivatives. (This is opposite to some approaches in the literature, where all transformations, including Lorentz, supersymmetry, and even translations are treated as Yang-Mills gauge transformations, so all field strengths are “curvatures” [16].) A more useful concept is then to expand the torsion around its vacuum value, i.e.,

\[T_{AB}^C \rightarrow f_{AB}^C + T_{AB}^C\]

**First-class constraints**

For most of the rest of this paper we concentrate on how these prepotentials contribute to solving constraints in a lightcone (or lightcone-like covariant) formalism. We first derive results for all free theories from group theoretic considerations of first-quantization. All free massless supersymmetric theories satisfy a simple set of equations of motion, the subset of the free superconformal equations of motion that don’t involve S-supersymmetry or conformal boosts [9,17]. (Equivalent equations appear in pure spinor formulations with regard to the b ghost [18].) These can be expressed in first-quantized language in terms of $p$, $d$, and $s$ (and the scale weight
Because the equations are highly reducible, the higher-(engineering-)dimension equations follow from the lower-dimension ones by hitting with spinor derivatives (the reverse of the procedure of deriving them by applying S-supersymmetry to the Klein-Gordon equation). It’s more convenient to solve them from the top down in a lightcone analysis, where we pick out the irreducible pieces that have been projected by replacement of a free vector index by +, and multiplication of spinor equations by the corresponding vector component of the Dirac matrices $\gamma^+$. (These are really the Pauli matrices, since we use Weyl spinors; we normalize $\{\gamma^a, \gamma^b\} = -\eta^{ab}$. As usual the lightcone basis is defined by denoting two null directions of a vector by “+” and “−”, where we normalize $\eta^{+-} = -1$.)

We divide the constraints into two subsets: (1) The first, which we call “field equations”, always have a factor of momentum, and thus can be solved easily in a lightcone analysis by picking out the $p^+$ term:

$$p^2 = 0 \quad \Rightarrow \quad p^- = \frac{(p^i)^2}{2p^+}, \quad \text{gauge } x^+ = 0$$

$$\dot{p}d = 0 \quad \Rightarrow \quad \gamma^- d = \frac{1}{p^+} \gamma^j p^j \gamma^- (\gamma^+ d), \quad \text{gauge } \gamma^+ \theta = 0$$

$$s^{ab}p_b + wp_a = 0 \quad \Rightarrow \quad s^- = \frac{1}{p^+} s^{ij} p^j, \quad s^+ = w, \quad \text{gauge } s^{+i} = 0$$

The scale weight $w$ is determined in terms of the spin representation as that which gives a nontrivial solution. In supersymmetric theories the first solution is redundant to the second, since $\{\gamma^- d, \gamma^- d\} = -\gamma^- p^- (\text{from } \{d, d\} = \gamma^2 d)$. The first (Klein-Gordon) equation is the field equation that determines dependence on the lightcone “time” $x^+$. The second (“$\kappa$-symmetry”) and third determine the dependence on the “non-lightcone” fermionic coordinates $\gamma^+ \theta$ and the longitudinal spin components $s^{\pm i}, s^{+-}$. The gauge choices are unitary transformations in field theory; for the time this is the usual time-development operator. (The equations should be imposed on field strengths, but in the lightcone gauge these are the same as the gauge fields up to factors of $p^+$. The only effect is to shift $w$ to 0 for the gauge field.) There are also versions of the free equations directly in terms of symmetry generators (which is the form given by applying S-supersymmetry to Klein-Gordon), but the covariant derivative form is that obtained from actions; in particular, the symmetry-covariant derivatives (actually symmetry invariant before fixing Lorentz
coordinates) are gauge covariantized for interactions. The solutions to the field equations can be used to replace derivatives with respect to non-lightcone coordinates in the symmetry generators, and the corresponding gauge choices to replace the coordinates themselves.

For example, the last equation applied to a vector gives

\[ s^{i\bar{j}} A^{j} = \frac{1}{p^+} p^k s^{i\bar{k}} A^{j} = \frac{1}{p^+} (p^j A^i - \delta^{ij} p^k A^k) \]

where we have used

\[ s^{i\bar{j}} A^k = A^{[i} \delta^{j]k} \equiv A^i \delta^{jk} - A^j \delta^{ik} \]

(2) The second subset, which we call “representation constraints”, further restrict the dependence on the surviving fermionic coordinates \( \gamma^{-}\theta \):

\[ d\gamma^{abc} d + \frac{1}{2} s^{[ab} p^{c]} = 0 \]

\[ \left( \frac{1}{2} \gamma^{abc} s^{abc} + w' \right) d = 0 \]

(where \( w' \) is another constant, related to the scale weight.) For cases with nonvanishing spin, the former is redundant to the latter. They take the place of second-class constraints. There can be additional terms for R-symmetry: In this paper we mostly restrict to 10D minimal supersymmetry (super Yang-Mills) to avoid them, but they can be obtained by dimensional reduction. (In superconformal field theory, such constraints are known as “semi-shortening” conditions; on the other hand, “shortening” conditions are the usual isotropy constraints.)

For example, reducing to D=4 and then truncating to N=1, for the case of a scalar with nonvanishing R-symmetry U(1) charge \( Y \), the latter simplifies to

\[ (\gamma^{-1} Y + w') d = 0 \]

in Dirac spinor notation, where “\( \gamma^{-1} \)” is the product of all the 4D \( \gamma \) matrices. This constraint then states that the scalar is a chiral superfield, and its complex conjugate antichiral.

For the case of 10D super Yang-Mills, after applying the lightcone analysis to the field equations, the latter reduces on a vector to

\[ \left( \frac{1}{2} \gamma^{ij} s^{ij} + w' \right)(\gamma^+ d) A^k = 0 \Rightarrow (\gamma^+ d) A^i - tr = 0 \]

where “\( tr \)” is the \( \gamma \)-matrix trace. We can also consider its action on a spinor,

\[ \left( \frac{1}{2} \gamma^{ij} s^{ij} + w' \right)(\gamma^+ d)(\gamma^{-} A) = 0 \Rightarrow (\gamma^+ d)(\gamma^{-} A) - tr = 0 \]

(again a \( \gamma \)-trace, i.e., subtracting the one-\( \gamma^{i} \) term), which is related to the vector case by triality. Solution of these equations requires a second halving of the \( \theta \)'s: We’ll do this analysis for these cases below.
Bosonic Yang-Mills

Nontrivial gauge-covariant Lorentz derivatives already exist in Lorentz-noncovariant gauges for nonsupersymmetric theories, although they have generally gone unnoticed. In a lightcone approach, the nontriviality of the gauge fields for the “Lorentz derivatives” appears as part of the nonlinearity (in fields) of the Lorentz symmetry generators. (The remainder of the nonlinearity is due to solving the field equations, as in lightcone formulations of nongauge theories.) The “spin” terms in such operators (i.e., terms that differ from their action on color-singlet scalars) include “compensating gauge transformations” that restore the gauge condition after the Lorentz transformation. But the spin operators are just the covariant derivatives (the “isotropy” constraints define the spin representation), so solving the constraints on the covariant derivatives is an equivalent approach to this problem.

For example, consider pure nonsupersymmetric Yang-Mills, with covariant derivatives $\nabla$ for both translations and Lorentz transformations, and field strengths $F$

$$\nabla = d + iA, \quad [\nabla^a, \nabla^b] = iF^{ab}, \quad [\nabla^a, \nabla^{bc}] = \eta^{ab}d^c$$

(We will forgo introducing $\tilde{\nabla}^{ab} = \sigma^{ab} + iF^{ab}$.) We now use $d$ for all free covariant derivatives (distinguished by indices), and $\partial$ for all partial derivatives. (Lorentz derivatives have the implied commutators with themselves, and their field strengths vanish.) In particular,

$$[\nabla^i, \nabla^j] = -\delta^{ij}\nabla^- \Rightarrow d^- A^j = -\delta^{ij} A^- + \nabla^j A^i$$

The first term is the usual covariant spin term, while the second can be recognized as a gauge transformation. The full symmetry generator $J^i$ is then the sum of this spin piece and the usual “orbital” piece $x^i\partial^-$ $\equiv x^i\partial^- - x^- \partial^i$. ($A^-$ and $\partial^-$ are then determined by the field equations, as usual.) Thus in the standard approach $A^i$ appears surreptitiously as these compensating gauge parameters themselves. In covariant language, there is no “repair” of the Lorentz transformation warranted by change of gauge; the “gauge-covariant” spin operator automatically preserves the gauge.

Since the other components of the covariant Lorentz derivatives and symmetry generators are linear, their action is the naive one, and we can avoid discussing them, and introducing coordinates for them. (Alternatively, we can eliminate them by constraints, defining an appropriate coset space [5]. However, rather than just the
Lorentz space being a coset, we recognize the whole space as being a coset of Poincaré.) The free covariant derivative $d^-$ can then be taken to be just a partial derivative with respect to the remaining coordinates $y^{\pm 1}$ in an appropriate representation. The commutators

$$[d^-, d^+] = -d^i, \quad [d^-, d^i] = -\delta^{ij} d^-, \quad [d^-, d^-] = 0$$

then determine the $y$ dependence: For $\partial^- y^{\pm 1} = -\delta^{ij}$,

$$d^- = \partial^-, \quad d^i = \partial^i + y^{\pm 1} \partial^-, \quad d^+ = \partial^+ + y^{\pm 1} \partial_i + \frac{1}{2} (y^{\pm 1})^2 \partial^-$

(Similar remarks apply to the spinor derivatives in the supersymmetric case.) Since dependence on $y$ is completely determined, in the end we’ll keep only the $y^{\pm 1} = 0$ part of the fields, replacing the free vector covariant derivatives with the usual partial derivatives. (This is equivalent to gauging $y^{\pm 1}$ away with the constraints that fix the action of $d^-$ on the fields.)

So far we haven’t explicitly imposed a gauge. In covariant gauges the gauge fields for the Lorentz derivatives vanish, so the above discussion is vacuous. However, in the lightcone gauge

$$A^+ = 0$$

we can use Lorentz transformations to relate $A^-$ to $A^i$:

$$[\nabla^-, \nabla^+] = -\nabla^i \quad \Rightarrow \quad A^i = d^+ A^- \quad \Rightarrow \quad A^- = \frac{1}{d^+} A^i$$

which fixes the explicit form of the compensating gauge parameters. If we treat instead $A^-$ as fundamental, we can write

$$d^- A^- = \frac{1}{d^+} (\delta^{ij} A^- d^i A^- - [A^-, d^+ A^-])$$

This result will find frequent use for supersymmetric generalizations in the following sections.

The free parts of these results agree with the first-quantized result above for $s^- A^i$, after making the identification

$$A^- = \frac{1}{d^+} d^i A^i = d^i A^i$$
which is the solution to its free field equation.

Another interpretation of these expressions for $A^i$ and $A^-$ in terms of $A^{i-}$ is based on the fact that (in the free case) the lightcone gauge is a special case of the Landau gauge (because of $A^-$'s free field equation). This is implemented here by the prepotential acting as the (Lorentz covariant) Hertz potential:

$$d_\omega A_\omega = 0 \Rightarrow A_\omega = d_\omega A^\omega_{\mu}$$

In the lightcone gauge, where $A^{i-}$ is the only surviving part of $A^\omega$, we then have

$$A^+ = d_\omega A^\omega_{\mu} = 0, \quad A^i = d_\omega A^\omega_{\mu} = d^+ A^{i-}, \quad A^- = d_\omega A^\omega_{\mu} = d^i A^{i-}$$

In the interacting case, the form of the field equation for the “auxiliary” field $A^-$ and the “physical” fields $A^i$ depends on the choice of interactions. However, the auxiliary one is generally simpler, and Lorentz invariance can be used to derive the rest from it. Consider a more general solution of the form

$$A^- = \frac{1}{d^+} (d^i A^i + \Delta)$$

where $\Delta$ is $(1/d^+) J^+$ in terms of the “current” $J^+$, quadratic in (Yang-Mills and other) fields (in the lightcone gauge, for minimal coupling). We then solve

$$[\nabla^i, \nabla^-] = 0$$

using the above solution for $d^- A^{i-}$ (and the commutation relations of the $d$’s) to find

$$2d^- A^{i-} = \frac{(d^i)^2}{d^+} A^{i-} + i \frac{1}{d^+} [A^{(i}, d^j A^{j)\mu}] + \frac{1}{d^+} d^i \Delta + i \left[ A^{i-}, \frac{1}{d^+} \Delta \right]$$

$$(ij) \equiv ij + ji; \quad | | \text{ leaves alone indices between},$$

where the first term is the usual free one, and $d^- \Delta$ can be evaluated from the above (and similarly derived results for matter).

In the nonsupersymmetric case $A^{i-}$ then seems redundant to $A^i$. However, in the maximally supersymmetric case we’ll see that the usual lightcone superfield appears in $A^{i-}$; the corresponding component of $A^i$ would require an extra factor of $1/d^+$ (which the lightcone formalism already has in abundance). This follows from dimensional analysis, as the lightcone kinetic term $\frac{1}{g^2} \int d^4 \theta \phi \Box \phi$ implies $\phi$ is dimensionless. This is also true in the selfdual case, where $1/d^+$ is not required, and would further break Lorentz symmetry. Another possible argument is that in a covariant background field gauge the four-point amplitude could be expected to take the form $\int d^{16} \theta A^4$ (times momentum integrals), which can give the usual component $F^4$ term only if this $A$ is dimensionless.
Selfdual super Yang-Mills

A similar analysis can be made for selfdual (D=4) Yang-Mills, where a related lightcone gauge appears [19], and whose selfduality implies the field equations already in the nonsupersymmetric case. The main difference from the non-selfdual bosonic case just considered is that, at least in a lightcone gauge, the prepotential is required in the course of solving the constraints. Thus it seems natural to introduce it from the beginning, and give an explanation for its origin.

The supersymmetric case can be treated by a simple extension of indices [20]: In spinor notation, the vector derivative becomes the chiral superspace derivative $\nabla^\alpha A$, where one Lorentz SL(2) spinor index becomes an index $A = (a, \bar{a})$ for GL(N|2) generated by $\nabla^A B$ (including also GL(N) R-symmetry, scale, and antichiral supersymmetry and S-supersymmetry), while the index $\alpha$ for the other Lorentz SL(2) $\nabla^\alpha \beta$ is unchanged. Compared to the non-selfdual case, we roughly have the substitution

$$\nabla_a b \rightarrow \nabla^\alpha \beta, \nabla^A B, \nabla^\alpha A, W^\alpha, F^a b \rightarrow F^A B$$

The explicit relationship to 4D vector notation for the bosonic parts is $a = \alpha \bar{\alpha}$,

$$\eta^{\alpha \bar{\alpha}, \beta \bar{\beta}} = C^{\alpha \beta} \bar{C}^{\bar{\alpha} \bar{\beta}}, \quad \nabla^{\alpha \bar{\alpha}, \beta \bar{\beta}} = -i(C^{\alpha \bar{\beta}} \nabla^\beta \bar{\alpha} + \bar{C}^{\bar{\alpha} \bar{\beta}} \nabla^{\alpha \bar{\beta}})$$

and the same for $F^{ab}$ (but for selfduality $F^{\alpha \beta} = 0$), etc. ($C$ is an antisymmetric symbol, also used to raise indices, with $C^{+ -} \equiv \bar{C}^{+ -} = i$.)

The constraints on the covariant derivatives are

$$[\nabla^\alpha A, \nabla^\beta B] = C^{\alpha \beta} F_{AB}, \quad [\nabla^\alpha A, \nabla^B C] = \delta^B_A \nabla^\alpha C, \quad [\nabla^\alpha A, \nabla^{\beta \gamma}] = -i \frac{1}{2} C^{(\alpha \beta} \nabla^{\gamma) A}$$

From now on we use $\pm$ mostly for values of the spinor indices $\alpha$. Then we make the classification

$$\nabla^+, \nabla^+, \nabla^A B, \nabla^- A, \nabla^-, \nabla_0, \nabla^- A$$

"Scale weight", which we define to here include R-symmetry (as the GL(1) factor of the GL(N|2)) increases downward, "Lorentz weight" $s^{+ -} (\nabla^+ - \nabla^-)$ for undotted spinor indices $\pm$, using only 1 of the SL(2)'s to the right. It's actually the sum of these two
eigenvalues that defines the separation of variables: We divide these operators up according to whether this eigenvalue sum is 0 (or less; free) or 1 (linear in prepotential).

We then make a similar division for the commutation relations,

\[
\begin{align*}
[\nabla_0, \nabla_0] &= \nabla_0 \quad \Rightarrow \quad \textit{little group: gauge } A_0 = 0 \\
[\nabla_0, \mathcal{O}_1] &= 0 \quad \Rightarrow \quad \textit{representation} \\
[\nabla_0, \mathcal{O}_1] &= \mathcal{O}_1 \quad \Rightarrow \quad \textit{defines } \mathcal{O}_1 \textit{ linear in prepotential} \\
[\mathcal{O}_1, \mathcal{O}_1] &= 0 \quad \Rightarrow \quad \textit{field equations}
\end{align*}
\]

to solve order-by-order in the prepotential, in the order listed. We’re really interested only in the equations that involve only covariant derivatives; the field strengths are then defined in the usual way.

The gauge fields \( A_0 \) in the covariant derivatives \( \nabla_0 \) appear above and to the left of the basic fields \( \mathcal{O}_1 \) appearing in the diagonal along the lower right edge. All of \( A_0 \) can be gauged to zero, since they generate no nonvanishing field strengths among themselves.

The commutators of \( \nabla_0 \) with \( \mathcal{O}_1 \) are then divided up: First are those that vanish (except for \( \nabla_0 \)'s with vanishing scale weight, which are boring now), which identify the little-group representation of the prepotential, which in this case is \( A^{--} \). Then come those that define the other gauge fields and field strengths \( \mathcal{O}_1 \) linearly in terms of it: Since \( \nabla^+_A \) has vanishing gauge fields, it (actually just \( d^+_A \)) can be used to relate entries in the table by moving in the direction indicated by its position relative to the “origin” (\( \nabla^+, A^B \)). Thus it takes us from \( \nabla^{--} \) (specifically \( A^{--} \)) to the other entries in that diagonal one step at a time. Finally, the commutators of \( \mathcal{O}_1 \) with itself then give the field equations.

Before considering Lorentz derivatives, the lightcone separation is then

\[
\begin{align*}
[\nabla^+_A, \nabla^+_B] &= 0 \quad \Rightarrow \quad A^+_A = 0 \quad (\textit{little group}) \\
[\nabla^+_A, \nabla^-_B] &= 0 \quad \Rightarrow \quad A^-_A = d^+_A A^{--} \quad (\textit{representation}) \\
[\nabla^+_A, \nabla^-_B] &= 2i F_{AB} \quad \Rightarrow \quad F_{AB} = d^+_A d^+_B A^{--} \quad (\textit{definition}) \\
[\nabla^-_A, \nabla^-_B] &= 0 \quad \Rightarrow \quad d^-_A d^+_B A^{--} + i[d^+_A A^{--}, d^-_B A^{--}] = 0
\end{align*}
\]

The representation constraint says the other potentials are “curl-free”, so its solution is in terms of some prepotential \( A^{--} \). The last constraint consists of the field equations that determine the nonlinear dependence on the “non-lightcone” coordinates, whose derivatives are \( d^-_A \) (while \( d^+_A \) remain arbitrary).
Note that the selfdual lightcone gauge condition, instead of breaking both of the manifest Lorentz SL(2,R)’s to GL(1), breaks only one, avoiding the explicit appearance of the usual lightcone’s ubiquitous $1/d^+$. This and the natural use here of chiral (and not antichiral) superspace make $A^{--}$ the unambiguous prepotential.

However, the existence of this prepotential is already guaranteed without solving differential constraints, as the potential for one of the Lorentz derivatives $\nabla^{\alpha\beta}$ [7]. (Such potentials were also considered in [21], but with a different constraint analysis.) In the above gauge we find, instead of solving the above differential representation constraint, the algebraic definition

$$[\nabla^{--}, \nabla^{+}_{A}] = -\nabla^{-}_{A} \Rightarrow A^{-}_{A} = d^{+}_{A}A^{--} \quad (new \ \text{definition})$$

Thus we have replaced one nontrivial derivative $\nabla^{-}_{A}$ with a Lorentz derivative $\nabla^{-}$ in the representation constraint.

Again, as seen from the free part, the free chiral superspace derivatives $d$ in $\nabla = d + A$ are no longer just partial derivatives, but now have some dependence on the Lorentz coordinate $y^{++}$, with $d^{--} = \partial^{-}$ ($\partial^{-}y^{++} = -1$),

$$d^{-}_{A} = \partial^{-}_{A}$$
$$d^{+}_{A} = \partial^{+}_{A} + y^{++}\partial^{-}_{A}$$

The field equations can also be replaced, by again substituting $\nabla^{-}$ for one $\nabla^{-}_{A}$:

$$[\nabla^{--}, \nabla^{-}_{A}] = 0 \Rightarrow d^{+}_{A}d^{-}A^{--} - 2d^{-}_{A}A^{--} + i[A^{-}, d^{+}_{A}A^{--}] = 0$$

(We have used the free part of the previous commutator to push the $d^{--}$ to the right of the $d^{+}_{A}$.) The solution of either version of the field equations requires breaking the other SL(2): For the old constraint, we set $B = \perp$ (upper; the rest is redundant), and choose $A = a$ or $\perp$ to solve for the non-lightcone-$\theta$ derivatives $\partial^{-}_{a}$ and for the time development $\partial^{-}$.

For the new constraint we now instead first set $A = \perp$ (upper) to solve for $d^{-}$, then plug this solution into the equation for the other values of $A$ for the same as before. The results are

$$d^{-}A^{--} = \frac{1}{d^{++}}(2d^{-}A^{--} + i[d^{++}A^{--}, A^{--}])$$
$$d^{-}_{a}A^{--} = \frac{1}{d^{++}}(d^{-}_{a}d^{++}A^{--} + i[d^{++}A^{--}, d^{++}_{a}A^{--}])$$
$$d^{-}_{\perp}A^{--} = \frac{1}{d^{++}}(d^{-}_{\perp}d^{++}A^{--} + i[d^{++}A^{--}, d^{++}_{\perp}A^{--}])$$
The first is identical to the nonsupersymmetric case, as a component of what we found for $\kappa^i A^j$, since it doesn’t involve spinors. The last is a rearrangement of $\Box A^{--} = \ldots$.

The generalization to the non-selfdual ($4 \leq D \leq 10$) case is similar (but more complicated: see the next section). In particular, the non-selfdual action in $D=4$ is most conveniently written as the selfdual one plus extra terms, especially for an expansion in order of helicity violation [22]. (Extension to $D>4$ then adds yet further terms.) This implies the appropriateness of the selfdual prepotential for the general case.

**Selfdual supergravity**

A similar construction can be used for selfdual supergravity [20]. The one we describe here applies to the (fully) gauged version. (The vectors have Yang-Mills gauge group $\text{SO}(N)$ for $N$ supersymmetries.) Because of the gauging, the $\text{GL}(N|2)$ of the selfdual Yang-Mills case is replaced with its subgroup $\text{OSp}(N|2)$. (The result is the chiral contraction of $\text{OSp}(N|4)$, namely $I[\text{OSp}(N|2) \otimes \text{Sp}(2)]$, with no cosmological constant because of the selfduality.) We can now make use of the central charges similar to those of the non-selfdual case described above; unlike the Yang-Mills case (where we ignored them), they will play an important role here. The relation to the non-selfdual flat derivatives is roughly

\[
\begin{align*}
    s_{ab} & \rightarrow s^{\alpha\beta}, s^{AB}, \\
    d_{\alpha}, p_{\dot{\alpha}} & \rightarrow d^a A, \\
    \omega^a, \sigma^{ab} & \rightarrow \sigma_{\alpha\beta}, \sigma_{AB}
\end{align*}
\]

where $s^{AB}$ are the graded-antisymmetric $\text{OSp}(N|2)$ generators, related to the $\text{GL}(N|2)$ generators $s^A_B$ as

\[
s^{AB} \equiv s^{[A} C \eta_{B]C}
\]

Note that this reduced symmetry was already suggested in the Yang-Mills case since $s^{AB}$, which carries the same symmetry on its indices as $\sigma_{AB}$, now in turn carries the same as the field strength $F_{AB}$. Also, now the indices can be freely raised and lowered by the graded-symmetric $\text{OSp}$ metric $\eta^{AB}$ and its inverse $\eta_{AB}$ (and of course we can also use the metric $C$ for the other $\text{SL}(2)$).
The structure constants of the Lie algebra correspond to the table

| f | s | d | σ |
|---|---|---|---|
| s | s | d | σ |
| d | d | σ | σ |

(I.e., \( s \) acts as \( \text{OSp}(N|2) \otimes \text{Sp}(2) \) on everything according to their indices, including itself, but also \([d, d] = \sigma\).) We thus consider the derivatives

\[
\nabla^{++}, \nabla^{+-}, \nabla^{AB}, \nabla^{-+}, \nabla^{-}, \nabla_{--}
\]

where now there is the introduction of \( \mathcal{O}_2 \), not appearing in the selfdual super Yang-Mills case.

The nontrivial (i.e., not involving \( s \)) commutators are now

\[
[\nabla^\alpha_A, \nabla^\beta_B] = \eta_{AB} \tilde{\nabla}^{\alpha\beta} + C^{\alpha\beta} F_{AB}
\]

\[
iF_{AB} \equiv \tilde{\nabla}_{AB} + \frac{1}{2} R_{ABCD} \nabla^{DC}
\]

the nontrivial part being the \( R \) term. A sufficient set of constraints is

\[
[\nabla^{+}_A, \nabla^{+}_B] = 0 \quad \Rightarrow \quad \nabla^{+}_A = d^{+}_A
\]

\[
[\nabla^{--}, \nabla^{+}_A] = -\nabla^{--}_A \quad \Rightarrow \quad \nabla^{--}_A = [d^{+}_A, \nabla^{--}]
\]

\[
[\nabla^{[+}_A, \nabla^{-}_B] = 2iF_{AB} \quad \Rightarrow \quad \text{representation and definition}
\]

\[
[\nabla^{--}, \nabla^{-}_A] = 0 \quad \Rightarrow \quad \text{field equations}
\]

These are similar to the selfdual Yang-Mills case, except for the restriction on the form of \( F_{AB} \). (\( R \) could be absorbed by a redefinition of \( \tilde{\nabla} \), but then would pop up in other commutators.) Any new ones involving \( \mathcal{O}_2 \) are redundant or definitions. Since we won’t consider non-selfdual supergravity in much detail, we’ll concentrate on using the solution of the first two equations to solve the third.

The solution is essentially the same as that given previously [19], with again the difference that the prepotential already appears in the covariant derivatives, rather than being discovered by solving a differential equation as in the original treatment.
of the bosonic case [23]. The result is
\[ \nabla^{-} = s^{-} + \frac{1}{2}(d^{+A}d^{+B}h^{-4})s_{BA} + 2(d^{+A}h^{-4})d^{+A} + 3h^{-4}\sigma^{++} \]
\[ \nabla^{-A} = d^{-A} + \frac{1}{2}(d^{+A}d^{+B}d^{+C}h^{-4})s_{CB} + (d^{+A}d^{+B}h^{-4})d^{+B} + (d^{+A}h^{-4})\sigma^{++} \]
\[ iF_{AB} = \sigma_{AB} + \frac{1}{2}(d^{+A}d^{+B}d^{+C}d^{+D}h^{-4})s_{DC} \]
\[ \Rightarrow R_{ABCD} = d^{+A}d^{+B}d^{+C}d^{+D}h^{-4} \]
where we have abbreviated \( h^{-4} \) for \( h^{--} \). The relative coefficients of the \( h \) terms in \( \nabla^{-} \) are fixed so that with each commutator with \( d^{+A} \) there is some cancellation between a term with it acting on \( h \) and a term with its commutator with a derivative: Multiple commutators with \( d^{+A} \) act as
\[ d^{+A} : \begin{cases} s^{-} \to d^{-A} \to \sigma_{AB} \ (\sigma^{+-}) \\ s_{AB} \to d^{+A} \to \sigma^{++} \end{cases} \]

Note that, whereas in the Yang-Mills case the prepotential appears only as its derivative if the Lorentz derivative isn’t introduced, in the supergravity case it appears only as its second derivative if both the Lorentz derivative and the dual Lorentz central charge aren’t introduced: \( h^{-4} \) appears without derivatives only as the \( \sigma^{++} \) term of \( \nabla^{-} \).

N=2 and general

The prepotential appears in a similar way [24] in harmonic supergravity [4,25], now also simplified by the extra currents/coordinates: We now have the derivatives
\[ \nabla^{++}, \nabla^{+-}, \nabla^{\alpha\beta}, \nabla^{-} \]
\[ \nabla^{+\alpha}, \nabla^{-\alpha}, \nabla^{\alpha\beta}, \nabla^{++} \]
\[ \nabla^{\tilde{\beta}} \nabla^{-\alpha}, \nabla^{\tilde{\beta}}, \nabla^{\alpha\beta}, \nabla^{-} \]
where now \( \alpha \) is a 6-dimensional spinor index, \( \nabla^{\alpha\beta} \) is the (6-)vector derivative, and \( \pm \) is for R-symmetry SU(2), as might arise from Lorentz in still higher dimensions. (For convenience we look at 4D N=2 supersymmetry as 6D N=1, or at least use that notation.) In the harmonic formalism \( \nabla^{++} \) is not gauged to the free value, but still satisfies the “analyticity” condition
\[ [d^{+\alpha}, \nabla^{++}] = 0 \]
where $\nabla^+ \alpha$ has been gauged to its free value. In the Yang-Mills case, this simply states the analyticity of the prepotential $A^{++}$. In the supergravity case, the solution is now

$$\nabla^{++} = s^{++} + \frac{1}{4!} \epsilon^{\alpha\beta\gamma\delta} \{d^+ \alpha, [d^+ \beta, [d^+ \gamma, [d^+ \delta, U s^{--}]]] \}$$

$$= s^{++} + [(d^+)^4 U] s^{--} + [(d^+)^3 U] d^- \alpha + \frac{1}{2} (d^+ \alpha d^+ \beta U) d^{\alpha\beta} + (d^+ \alpha U) \omega^{+\alpha} + U \sigma^{++}$$
in terms of the prepotential $U$. In this case multiple commutators with $d^+ \alpha$ act as

$$d^+ \alpha : \quad s^{--} \rightarrow d^- \alpha \rightarrow d^{\alpha\beta} \rightarrow \omega^{+\alpha} \rightarrow \sigma^{++}$$
or more explicitly,

$$[d^+ \alpha, s^{--}] = d^- \alpha, \quad \{d^+ \alpha, d^- \beta \} = d_{\alpha\beta}, \quad [d^+ \alpha, d^{\beta\gamma}] = \omega^{+\beta} [\delta_\alpha^\gamma], \quad \{d^+ \alpha, \omega^{+\beta} \} = \delta^\beta_\alpha \sigma^{++}$$

$$(d^+)^4 \equiv \frac{1}{4!} \epsilon^{\alpha\beta\gamma\delta} d^+ a^+ d^+ a^+ d^+ a^+ d^+ a^+ d^+ d^- \alpha, \quad (d^+)^3 a^+ \equiv \frac{1}{3!} \epsilon^{\beta\gamma\delta\alpha} d^+ a^+ d^+ d^- \alpha, \quad (d^+)^3 \beta \equiv \frac{1}{2} \epsilon^{\gamma\delta\alpha\beta} d^+ \gamma d^- \delta$$

The former arose from the SU(2)-covariant relations (with R-index $a$ on $d^a$)

$$[d^a \alpha, s^{bc}] = -i \frac{1}{2} C^{a(b} d^c \alpha), \quad \{d^a \alpha, d^b \beta \} = -i C^{ab} d_{\alpha\beta}$$

$$[d^a \alpha, d^{b\gamma}] = \omega^{a\beta} [\delta^\gamma_\alpha], \quad \{d^a \alpha, \omega^{b\beta} \} = \delta^\beta_\alpha \sigma^{ab}$$

Even with the usual harmonic coordinates the prepotential would not appear explicitly with fewer than 2 derivatives without $\omega$ and $\sigma$.

As a matter of dimensional analysis, we note that even if the kinetic term of a supersymmetric theory involves only Lorentz (or R) derivatives, which are dimensionless, and the $\theta$ integration is over only half the maximum (as for chiral, projective, or harmonic Lagrangians), the prepotentials in D=4 still must have a dimension (following from $\int d^4 x d^{2N} \theta \ V^2$) of (at most) $2-N/2$. For the dimensions of the maximally supersymmetric cases, we then find:

(a) 1 for the N=2 scalar multiplet, the dimension of a physical scalar;
(b) 0 for N=4 Yang-Mills, the dimension of the Lorentz (pre)potential; and
(c) $-2$ for N=8 supergravity, the dimension of the dual-Lorentz ($\sigma$) connection appearing in the Lorentz ($s$) derivative.

These are also the dimensions and fields found above for N=2 and for general selfdual theories.

On the other hand, in background field gauges we can choose a gauge for the background where these lower-dimensional potentials are set to vanish (since their field strengths vanish, and we don’t need to solve constraints for the background), resulting in the usual nonrenormalization theorems [26].
10D super Yang-Mills

Separation of equations

In nonsupersymmetric theories, lightcone formulations of gauge theories (both Yang-Mills [27] and gravity [28]) were originally derived by starting with the covariant (under both Lorentz and gauge transformations) formulation, fixing a null gauge, and eliminating nonpropagating modes by their field equations. On the other hand, in the supersymmetric case the result has been obtained by either (1) combining component results into lightcone superfields [29] or (2) developing free lightcone superspace by symmetry arguments, and preserving consistency upon introducing interactions [30]. In the case of supergravity the latter method has succeeded only to lowest orders in the coupling [31]. This suggests that the covariant (also under supersymmetry) method should be more straightforward.

Here we apply this method to maximally supersymmetric Yang-Mills in ten dimensions. (Results in lower dimensions, including cases with less supersymmetry, can be derived by the same method or dimensional reduction.) Extension to supergravity is straightforward (but more tedious, as seen from the nonsupersymmetric case). Although totally (manifestly) covariant formulations of maximally supersymmetric gauge theories are known only on shell [32,33], in a lightcone analysis it’s easy to separate the field equations from the representation constraints.

Our gauge-covariant objects for super Yang-Mills include the spinor ($W$) and antisymmetric tensor ($F$) field strengths (which define the usual component field strengths at $\theta = 0$), the usual spinor and vector covariant derivatives (for $\theta$ and $x$), and the antisymmetric tensor covariant derivatives for Lorentz spin introduced above. In a lightcone analysis we can classify them by both their scale weight and their eigenvalue under the component of the Lorentz spin operator $s^{+-}$:

\[
\begin{align*}
\nabla^+ & \quad \nabla^-, \nabla^{ij} & \quad \nabla^{i-} \\
\gamma^+ \nabla & \quad \nabla_i & \quad \gamma^- \nabla \\
\gamma^+ W & \quad \nabla^i & \quad \gamma^- W \\
F^{+i} & \quad F^{+-}, F^{ij} & \quad F^{i-} \\
\end{align*}
\]

Scale weight increases downward (Lorentz, spinor, and vector covariant derivatives; and spinor and antisymmetric tensor field strengths), $s^{+-} (\nabla^{+-})$ weight to the right.

As in the (4D) selfdual case, we use the sum of these two eigenvalues to define the separation of variables: It corresponds to the polynomial order in the prepotential. We
now label these operators for eigenvalue sum 0 (or less; free), 1 (linear in prepotential), or 2 (or higher; nonlinear). We also classify the commutation relations as before:

\[
\begin{align*}
[\nabla_0, \nabla_0] &= \nabla_0 \quad \Rightarrow \quad \text{little group: gauge } A_0 = 0 \\
[\nabla_0, \mathcal{O}_1] &= 0 \quad \Rightarrow \quad \text{representation} \\
[\nabla_0, \mathcal{O}_1] &= \mathcal{O}_1 \quad \Rightarrow \quad \text{defines } \mathcal{O}_1 \text{ linear in prepotential} \\
[\mathcal{O}_1, \mathcal{O}_1] &= 0 \quad \Rightarrow \quad \text{field equations}
\end{align*}
\]

The derivatives \( \nabla_0 \) now appear above and to the left of the main diagonal in the table, which is drawn from the lower left corner to the upper right. These derivatives correspond to the “little group” [34] of nonvanishing free derivatives \( d_0 \) in the lightcone frame \( d^i = 0 \): There \( d^- \), \( \gamma^- d \), and \( d_i^- \) also vanish by the (free) field equations, as we saw in the first-quantized treatment.

The basic fields \( \mathcal{O}_1 \) appear along this diagonal. The prepotential in this case is a Lorentz component of \( A^{i-} \). Now \( \gamma^+ d \) and \( d^+ \) can be used to relate entries in the table (relative to the “origin” \( (\nabla^{+}, \nabla^j) \)), taking us from \( A^{i-} \) to all the other entries in that diagonal, either one step at a time (by \( \gamma^+ d \) or two (by \( d^+ \)).

Just as for \( [\nabla_0, \mathcal{O}_1] \), the commutators of \( \mathcal{O}_1 \) with itself are also divided into those that vanish, which give the field equations, and those that define the gauge field and field strengths \( \mathcal{O}_2 \) to the right of and below the diagonal.

For the maximally supersymmetric case it’s sufficient (but not necessarily preferable) to consider just the spinor-spinor anticommutators \( \{\nabla, \nabla\} = -i\gamma \cdot \nabla \) (for \( D=10 \), or in \( D=10 \) notation [32]), as is usually done when Lorentz derivatives aren’t considered:

\[
\begin{align*}
\{\gamma^+ \nabla, \gamma^+ \nabla\} &= i\gamma^+ \nabla^+ \quad \Rightarrow \quad \gamma^+ A = A^+ = 0 \\
\{\gamma^+ \nabla, \gamma^- \nabla\} &= i\gamma^+ \gamma^- \gamma^i \nabla^i \quad \Rightarrow \quad (\gamma^+ d)(\gamma^- A) = i\gamma^+ \gamma^- \gamma^i A^i \\
\{\gamma^- \nabla, \gamma^- \nabla\} &= i\gamma^- \nabla^- \quad \Rightarrow \quad \text{field equations}
\end{align*}
\]

The other commutators are redundant. The first anticommutator is the little-group constraint for both \( \gamma^+ \nabla \) and (by Jacobi identity) \( \nabla^+ \). The second anticommutator is a representation constraint plus a definition, which says that (the lightcone part of) the spinor derivative acts as a Dirac matrix (up to factors involving \( d^+ \)) on the two “Weyl spinors” \( \gamma^- A \) and \( A^i \) (up to a triality, so that \( \gamma^+ d \) is the “vector”). Since it’s linear, the representation part agrees with the free first-quantized result. The last anticommutator gives field equations defining \( d^- \) and the nonlinear supersymmetry transformations \( \gamma^- q \).
Introducing the covariant Lorentz derivative, we can replace $\gamma^- \nabla$ with $\nabla^i$ in the above to get a different set of sufficient equations. (The previous then follow via the Jacobi identities.) This is the same type of replacement of representation constraint made above in the selfdual case (there replacing $\nabla^- A$ with $\nabla^-$). We then look at

$$[\nabla^i, \gamma^+ \nabla] = \gamma^i \gamma^+ (\gamma^- \nabla) \Rightarrow (\gamma^+ d) A^i = \gamma^i \gamma^+ (\gamma^- A) \quad (new \ representation)$$

which is effectively the same representation constraint, using the anticommutation relations of the “Dirac matrices” $\gamma^+ d$ (again the same as the free first-quantized result, and related to the constraint on the spinor by triality). We can therefore replace the previous representation constraint with this new, lower-dimension one.

The equivalence is a little clearer if we note that, as in the nonsupersymmetric case above,

$$[\nabla^i, \nabla^+] = -\nabla^i \Rightarrow A^i = d^+ A^i$$

(Similar equations hold for the other entries on the main diagonal of the table.)

We can also make a similar replacement of the field equation constraint, trading one or both of $\gamma^- \nabla$ for $\nabla^i$:

$$[\nabla^i, \gamma^- \nabla] = 0 \quad or \quad [\nabla^i, \nabla^j] = 0 \quad (new \ field \ equations)$$

**Euphoric representation**

The (4D) selfdual theory can be defined on chiral superspace, since antichiral supersymmetry transformations are so trivial there. (They are included in the manifest $GL(N|2)$ symmetry of the indices.) In the more general theory chirality arises from the representation constraint.

As usual the representation constraint for 10D lightcone super Yang-Mills can be solved by breaking the lightcone SO(8) symmetry to $U(4) = SU(4) \otimes U(1)$, corresponding to the standard method of expressing Dirac matrices in terms of creation and annihilation operators. The $SU(4) = SO(6)$ symmetry is the same as in the 4D $N=4$ case, except we now keep the derivatives $d_{ab}$ for the 6 extra dimensions. The $U(1) = SO(2)$ is part of 4D Lorentz: We can take the 4 “broken” dimensions ($10-6 = 4$) as those of D=4. Thus $SO(9,1)$ is broken to $SO(6) \otimes SO(3,1)$, and the $SO(3,1)$ is in turn broken to $SO(2) \otimes SO(1,1)$, where the $SO(1,1) = GL(1)$ is the $-s^{+-}$ (in vector notation) used above.

Thus it’s convenient to use 4D spinor notation for the 10D theory, so as to indicate explicitly both the $SO(1,1)$ and $SO(2)$ charges, as well as the $SU(4)$. We therefore
convert the ± vector notation of the previous subsection to the ±,± spinor notation of the previous section:

\[ \nabla^+ \rightarrow \nabla^+ \]
\[ \nabla^- \rightarrow \nabla^- \]
\[ \nabla^i \rightarrow \nabla^- \]
\[ \nabla^i- \rightarrow \nabla^- \]
\[ \gamma^+ \nabla \rightarrow \nabla^+ \]
\[ \gamma^- \nabla \rightarrow \nabla^- \]

and the same for the potentials \( A \). The ± indices thus still indicate SO(1,1) weight (but now in half steps), while the SO(2) weights are \( +\frac{1}{2} \) for + and \( -\frac{1}{2} \) for -- and \( +\frac{1}{2} \) (all for upper indices). Some normalizations we use follow from those of the previous section (and complex conjugation); we use

\[ \{ d_\alpha^a, \bar{d}^\beta b \} = -i \delta^\beta_a \delta_\alpha^b \]
\[ \{ d_\alpha^a, d_\beta^b \} = -i \epsilon_\alpha^\gamma^\beta^\delta \delta_\gamma^a \delta_\delta^b \]
\[ \{ \bar{d}^\alpha_a, \bar{d}^\beta b \} = -i \epsilon_\alpha^\gamma^\beta^\delta \delta_\gamma^a \delta_\delta^b \]

The latter follow from identifying \( A_{ab} \) with the selfdual scalars \( F_{ab} \) after dimensional reduction. The implied convention for the metric is then, for general 8-vectors \( \mathcal{A} \) and \( \mathcal{B} \),

\[ \mathcal{A}^i \mathcal{B}^j \delta_{ij} = \mathcal{A}^+ \mathcal{B}^- + \mathcal{A}^- \mathcal{B}^+ - \frac{1}{4} \epsilon_{abcd} A_{ab} B_{cd}, \quad A_{ab} = -\frac{1}{2} \epsilon_{abcd} (A^*)^{cd} \]

The representation constraints then become the usual oscillator relations (up to factors of \( d^{+\dot{+}} \), since \( \{ d^+_a, \bar{d}^{\dot{+}b} \} = -i \delta^b_a d^{+\dot{+}} \)):

The chirality and “reality” conditions are

\[ \bar{d}^{\dot{+}a} A^- = 0, \quad d^+_a d^+_b A^- = \frac{1}{2} \epsilon_{abcd} \bar{d}^{\dot{+}c} d^{+d} A^{\ddot{+}d} \]

while the expansion in \( \theta_a \) is given by

\[ A^- \]
\[ d^+_a A^- = A^-_a \]
\[ d^+_a d^+_b A^- = d^{+\dot{+}} A_{ab}^{\ddot{+}d} = A_{ab} \]
\[ i d^+_a d^+_b d^+_c A^- = \epsilon_{abcd} d^{+\dot{d}} A^{\ddot{d}d} = \epsilon_{abcd} W^{+d} \]
\[ d^+_a d^+_b d^+_c A^- = \epsilon_{abcd} (d^{+\dot{d}})^2 A^{\ddot{d}d} = \epsilon_{abcd} F^{+d} \]

\( A^- \) can again be used as the chiral-superspace prepotential, as for the selfdual sector, but now we also have the antichiral \( \bar{A}^{\ddot{+}d} \). In the selfdual case, because of Wick
rotation, it’s independent and vanishing, while $A^{--}$ is real. (This is what extends the R symmetry from SL(N) to GL(N) in the selfdual case; the extra GL(1) is the continuous duality transformation.) In Minkowski space for the general case it’s the complex conjugate of $A^{--} (\bar{A}^{--} = (A^{--})^*)$, while the reality is that of $d^+ a d^+ b A^{--}$.

Remembering also the relations $A^i = d^+ A^i$, $\gamma^+ W = d^+ \gamma^+ \gamma^- A$, and $F^{+i} = d^{+2} A^i$, we then can write all the potentials/field strengths in $\mathcal{O}_1$ in terms of the prepotential as (with normalizations from previous sections)

\[
A_{ab} = \frac{1}{d^{++}} d^+ a d^+ b A^{--}, \quad \bar{A}_{ab}^{--} = \frac{1}{(d^{++})^2} (d^+)^4 A^{--}
\]

\[
A^{-a} = d^+ a A^{--}, \quad \bar{A}^{-a} = \bar{d}^+ a \bar{A}^{--} = -i \frac{1}{d^{++}} (d^+)^3 a A^{--}
\]

\[
A^{-\hat{i}} = d^{+\hat{i}} A^{--}, \quad A_{ab} = d^+ a d^+ b A^{--}, \quad A^{+\hat{i}} = \frac{1}{d^{++}} (d^+)^4 A^{--}
\]

\[
\bar{W}^{\hat{i}
\hat{a}} = d^{+\hat{i}} d^+ a A^{--}, \quad W^{+a} = -i (d^+)^3 a A^{--}
\]

\[
\bar{F}^{+\hat{i}
\hat{a}} = (d^{+\hat{i}})^2 A^{--}, \quad F^{+\hat{a}
\hat{b}} = d^{+\hat{i}} d^+ a d^+ c A^{--}, \quad F^{++} = (d^+)^4 A^{--}
\]

where

\[
(d^+)^4 \equiv \frac{1}{24} \epsilon^{abcd} d^+ a d^+ b d^+ c d^+ d, \quad (d^+)^3 a \equiv \frac{1}{6} \epsilon^{abcd} d^+ b d^+ c d^+ d
\]

Thus these quantities are related by the action of $d^+ a$, $\bar{d}^+ a$, and $d^{+\hat{i}}$ as indicated by the following table, where scale weight and Lorentz SO(1,1) weight increase downward and Lorentz U(1) to the right:

\[
\begin{array}{cccc}
A^{--} & A_{ab}^{-\hat{i}} & \bar{A}^{-\hat{i}} & A^{+\hat{i}} \\
A^{-a} & A_{a}^{--} & \bar{A}^{-a} & \bar{d}^{+a} \\
A^{-\hat{i}} & A_{\hat{a}b}^{--} & \bar{A}^{-\hat{i}} & d^{+\hat{i}} \\
\bar{W}^{\hat{i}a} & W^{+a} & A^{+\hat{i}} & d^+ a \\
\bar{F}^{+\hat{i}a} & F^{+\hat{a}b} & F^{++} & \end{array}
\]

**Field equations**

The procedure for solving the field equations is a generalization of that used for the selfdual theory. (We have already solved the little group and representation constraints. The linear parts of the following all agree with the first-quantized results above.) The basic idea is to solve for the action of $d^{-}$, $\gamma^{-} d$, and $d^{-}$ on the prepotential, by looking at commutators of covariant derivatives. Since the action of $d^i$ is unconstrained, it’s more convenient to use $\nabla^{-\hat{i}}$ in place of $\nabla^{--}$ in field equations where possible, i.e., when it yields vanishing commutator. (Remember $A^{-\hat{i}} = d^{+\hat{i}} A^{--}$.}
Another alternative would involve introducing $O_2$ field strengths, which would be eliminated using their field equations, as derived by higher-order commutators.

We begin with equations of the form $[\nabla^i, \nabla^j]$, which were already solved in the nonsupersymmetric case to find $d^- A^j$:

$$ [\nabla^-, \nabla^-] = 0 \Rightarrow \quad d^- A^- = \frac{1}{d^{++}}(2d^- \bar{A}^--i[A^-, A^+]) $$

$$ [\nabla_{ab}^-, \nabla^-] = 0 \Rightarrow \quad d_{ab}^- A^- = \frac{1}{d^{++}}(d^- \bar{A}_{ab}^--d_{ab} A^- - i[A_{ab}^-, A^+]) $$

(We have left $A'$s not explicitly expressed in terms of the prepotential, for conciseness; the representation solution above should be applied.) We also have the complex conjugate solutions

$$ d^{--} \bar{A}^{--} = \frac{1}{d^{++}}(2d^{--} \bar{A}^{--} - i[\bar{A}^{--}, A^{++}]) $$

$$ d_{ab}^{--} \bar{A}^{--} = \frac{1}{d^{++}}(d^{--} \bar{A}_{ab}^{--} + d_{ab} \bar{A}^{--} - i[A_{ab}^{--}, A^{++}]) $$

In the selfdual case we also solved two equations which now have identical solutions: the former of the two above, and

$$ [\nabla_a^-, \nabla^-] = 0 \Rightarrow \quad d_a^- A^- = \frac{1}{d^{++}}(d^- a \bar{A}^- - i[A^- a, A^+]) $$

The complex conjugate is

$$ d^{--} a \bar{A}^{--} = \frac{1}{d^{++}}(d^{--} \bar{A}^{--} - i[\bar{A}^{--} a, A^{++}]) $$

The easiest (and most useful) way to solve for $d^{--} \bar{A}^-$ and $d^{--} a \bar{A}^-$, rather than solving more constraints, is to write $A^-$ in terms of $\bar{A}^{--}$ using the complex conjugate of the equation for the reverse

$$ A^- = \frac{1}{(d^{++})^2}(d^+)^4 \bar{A}^{--}, \quad (d^+)^4 \equiv \frac{1}{24} \epsilon_{abcd} d^a \bar{d}^b d^c \bar{d}^d $$

and pushing the $\bar{d}^{--}$ or $\bar{d}^{--} a$ to the right till it hits the $\bar{A}^{--}$. This requires the special cases of the above commutators,

$$ [d^{--}, d^{++}] = -d^{--}, \quad [d^{--}, d^{--} a] = -d^{--} a, \quad \{d^{--} a, d^{--} b\} = -\frac{1}{2} \epsilon^{abcd} d_{cd} $$

Using the above solutions for the $\bar{d}^{--}$'s or $\bar{d}^{--} a$'s that reach the $\bar{A}^{--}$, we find

$$ \bar{d}^{--} A^- = \frac{1}{d^{++}} \epsilon^{abcd} d_{ab} A_{cd} \bar{d}^{--} $$

$$ = -i \frac{1}{(d^{++})^3}(d^+)^4[A^{--}, A^+] + \frac{1}{(d^{++})^4}d^a (d^+)^4[A^{--} a, A^+] $$

$$ \bar{d}^{--} a A^- = -i \frac{1}{d^{++}} \frac{1}{2} \epsilon^{abcd} d_{bc} A_{-a} - i \frac{1}{(d^{++})^3}(d^+)^4[\bar{A}^{--} a, A^+] $$
These two are also simply related by $d^+a d^{\cdot\cdot} - A^{\cdot\cdot} = d^{\cdot\cdot} A^{\cdot\cdot}$. (We have also used $[d^+_a, (d^+)^4] = -i d^{++} (d^+)^3 a$ to replace a $d^3$ with a $d^4$.)

The complex conjugates of these involve $(d^+)^4$ rather than $(d^+)^4$. We find the latter more convenient, so we instead use

$$[\nabla^{\cdot\cdot}, \nabla^{\cdot\cdot}] = 0 \Rightarrow d^{--} A^{\cdot\cdot} = \frac{1}{d^{++}} \frac{1}{4} \epsilon^{abcd} d_{ab} A_{cd}^{\cdot\cdot} + i[A^{\cdot\cdot}, A^{\cdot\cdot}]$$

$$- i \frac{1}{(d^{++})^3} (d^+)^4 [A^{\cdot\cdot}, A^{\cdot\cdot}] + \frac{1}{(d^{++})^4} d^+_a (d^+)^4 [A^{\cdot\cdot}, A^{\cdot\cdot}]$$

Using $d^+_a d^{--} A^{\cdot\cdot} = d_{--} A^{\cdot\cdot}$,

$$d^{--} A^{\cdot\cdot} = - i \frac{1}{d^{++}} d_{ab} A^{ab} + i[A^{\cdot\cdot}, A^{\cdot\cdot}]$$

$$+ \frac{1}{(d^{++})^2} \left\{ -(d^+)^3 a [A^{\cdot\cdot}, A^{\cdot\cdot}] + \frac{1}{2} \epsilon_{abcd} A^{\cdot\cdot} A^{\cdot\cdot} + \frac{1}{2} \epsilon_{abcd} A^{\cdot\cdot} A^{\cdot\cdot} \right\}$$

There are now several ways to solve for the field equation $d^{--} A^{--} = i H A^{--}$, which is the lightcone analog of the nonrelativistic Schrödinger equation in terms of the “Hamiltonian” $H$: One way, as outlined for the bosonic case, is to first solve for $A^{--}$, from

$$[\nabla^{--}, \nabla^{--}] = - \nabla^{--} \Rightarrow A^{--} = d^{--} A^{--} + d^{--} A^{--} - d^{--} A^{--} - i[A^{--}, A^{--}]$$

(another case of $d^{--} A^{--}$ from the bosonic section), use the above for $d^{--} A^{--}$ to give

$$A^{--} = (d^{--} A^{--} + d^{--} A^{--} - \frac{1}{4} \epsilon^{abcd} d_{ab} A_{cd}^{--} + i[A^{--}, A^{--}]$$

$$+ \frac{1}{(d^{++})^4} (d^+)^4 [A^{--}, A^{--}] - \frac{1}{(d^{++})^3} d^+_a (d^+)^4 [A^{--}, A^{--}]$$

and then perform similar manipulations for $d^{--}$ on $A^{--}$ in

$$[\nabla^{--}, \nabla^{--}] = 0 \Rightarrow d^{--} A^{--} = d^{--} A^{--} + i[A^{--}, A^{--}]$$

An equivalent way is to expand $[d^{--}, d^{--}] A^{--} = 0$.

Another way is to evaluate $\{d^{--}, d^{--}\} = - i \delta^b_a d^{--}$ on $A^{--}$. We’ll do this in a simpler way: The $d^{--}$ field equation follows directly from varying the action, so we’ll evaluate the action directly as an anticommutator, as described below.
Symmetries

An alternative and commonly used way to derive the analog of the above expressions for symmetry generators is to use canonical transformations, i.e., second-quantized commutators (see [30] for supersymmetry). We’ll review some of the features of this approach here, and show how covariant derivatives can be used to shortcut some of the initial steps. After solving the above equations, symmetry generators, but not all covariant derivatives, can be expressed as such operators, since the pre-potential is then defined only on the reduced (lightcone) chiral superspace. Since we’ll concentrate on deriving the action, we’ll reduce vector derivatives to just partial derivatives.

There is a term $\pm \frac{1}{2} \delta \partial^+ \partial^- \phi$ in any lightcone action. (The sign depends on the integration measure: It’s $+$ for a bosonic scalar, but $-$ for our chiral superfield. This is clear from a component expansion in evaluating $\int d^4 \theta A^- \Box A^-$, using $\int d^4 \theta = (d^+)^4$.) Thus $\mp \partial^+ \phi$ is the “momentum” for $\phi$, so a general (super)field will satisfy the canonical equal-time commutation relations

$$[\phi(1), \phi(2)] = \pm i \frac{1}{\partial^+} \delta(1-2)$$

where the $\delta$-function is in all lightcone chiral superspace coordinates except the lightcone time $x^+$. (We’re really working in the Schrödinger picture, so there is no time.) Symmetry generators (including the Hamiltonian) are then functionals of the field $G[\phi]$ (quadratic in the free case), acting as

$$\delta \phi = [G, \phi] = \mp i \frac{1}{\partial^+} \frac{\delta G}{\delta \phi}$$

Conversely, $G$ can be found from $\delta \phi$ by integrating $\delta G/\delta \phi = \pm i \partial^+ \delta \phi$. For example, in the free case the second-quantized linear symmetry operators $G$ follow from first-quantized linear ones $G$ as

$$G = \pm i \int \frac{1}{2} \delta \phi \partial^+ G \phi \quad \Rightarrow \quad [G, \phi] = G \phi$$

$$[G_1, G_2] = G_3 \quad \Rightarrow \quad [G_1, G_2] = -G_3$$

where “$\int$” integrates over all the coset coordinates except the lightcone time $x^+$.

At the classical level, we then have the Poisson bracket (with quantum mechanical normalization)

$$[G_1, G_2] = \pm i \int \frac{\delta G_1}{\delta \phi} \frac{1}{\partial^+} \frac{\delta G_2}{\delta \phi} = \pm i \int (\delta_1 \phi) \partial^+ (\delta_2 \phi)$$
(again integrated over everything except \(x^+\)). Bose symmetrization, together with the antisymmetry of the \(1/\partial^+\), then gives the (graded) commutator of \(\delta_1\) and \(\delta_2\). In particular, for supersymmetry we have \(\{\gamma^- q, \gamma^- q\} = -i\gamma^- p^-\), so the Hamiltonian \(-ip^- = ip_+\) can be derived as quadratic in the supersymmetry variations.

We modify this approach here by first using the solution to the equations for the covariant spinor derivatives to find the supersymmetry generators. This step is trivial, since the interaction terms in the covariant spinor derivatives \(d\) and supersymmetry transformations are identical: Comparing the expressions for the covariant derivatives \(d\) and symmetry generators, we have for those with corrections from interactions (for \(\delta\) in \(\delta A^-\)):

\[
J^i- = (x^i d^- - x^- \partial^i) - \theta \gamma^i \gamma^- (i \frac{1}{2} \gamma^j \partial^j \theta + d) + d^- \\
\gamma^- q = -i \gamma^i \partial^i (\gamma^- \theta) + \gamma^- d \\
p^- = d^- 
\]

where we’ve used the fact that \(q\) and the spinor derivative \(d\) have the same \(\partial/\partial\theta\) term and opposite \(\theta p\) term, and applied the gauge condition \(\gamma^+ \theta = 0\). (There are generally also unitary transformations to simplify the lightcone representation, involving \(\theta\) and \(\partial_x\) but not \(\partial_y\), which therefore leave the above relation between \(q\) and \(d\) unchanged.) The interactions appear only upon solving the equations of motion for the partial derivatives with respect to the non-lightcone coordinates \(y^i, \gamma^+ \theta,\) and \(x^+\). (We solve for the derivatives, then set the corresponding coordinates to vanish.) In the way we have expressed the generators above, all these partial derivatives are contained in covariant derivatives. Thus all interaction terms in the generators can be read directly from the covariant derivatives \(d^-, \gamma^- d,\) and \(d^-\).

At least for the case of supersymmetry, it’ll be useful to go one step further and make a similar replacement for \(\gamma^- \theta\) by comparing \(\gamma^+ q\) and \(\gamma^+ d\): we then find

\[
\gamma^- \theta = i \frac{1}{\partial^+} \gamma^- (\gamma^+ q - \gamma^+ d) \\
\Rightarrow \gamma^- q = \frac{1}{\partial^+} (\gamma^j \partial^j) \gamma^- (\gamma^+ q - \gamma^+ d) + \gamma^- d 
\]

The explicit \(\gamma^+ q\) term is the usual free part of \(\gamma^- q\) as found from solving \(\dot{p} q = 0\); similarly, the \(d\) terms are the interacting \(\gamma^- d\) minus the free part found from \(\dot{p} d = 0\). In particular, in euphoric notation we have

\[
q^-_a = \frac{1}{\partial^{++}} [(q^+_a - d^+_a) \partial^{--} + i(q^+_b - d^+_b) \partial_{ab}] + d^-_a, \\
\dot{q}^-_a = \frac{1}{\partial^{++}} [(\dot{q}^+_a - \dot{d}^+_a) \partial^{++} + i(q^+_b - d^+_b) \frac{1}{2} \epsilon^{abcd} \partial_{cd}] + \dot{d}^-_a 
\]
In our case the role of the fundamental field $\phi$ is played by $A^{--}$. Thus in particular we can use the above results for $d^-{}^aA^{--}$ and $\bar{d}^a{}.^aA^{--}$ to find the corresponding transformations $\gamma^-q$, and express the generator for $p^-$ by multiplying these supersymmetry variations. (The Lorentz generators are also straightforward. An interesting case is $J^{--}$: The $d^{--}$ terms serve only to cancel terms generated from the rest by Bose symmetrization.) Substituting our solution for $\gamma^-d$ into $\gamma^-q$, we have

$$q^a-_aA^{--} = \frac{1}{\partial^+}(\partial^+q^+_a - i\partial_a\bar{q}^+\partial)\bar{A}^{--} - i[q^+_aA^{--}, \partial^+\bar{A}^{--}]$$

$$\bar{q}^-{}_aA^{--} = \frac{1}{\partial^+} \left\{ (\partial^+\bar{q}^+a - i\frac{1}{2}\epsilon^{abcd}\partial_bq^+_a)\bar{A}^{--} - i\left[\frac{(\bar{d}^+)^4}{(\partial^+)^2}\bar{q}^+_a\bar{A}^{--}, \partial^+\bar{A}^{--}\right] \right\}$$

The $\theta$ terms in the commutators drop out automatically, allowing us to also replace those $d$'s with $q$'s. (We can also use the complex conjugate of $d^-a\bar{A}^{--}$ to write $\bar{q}^-aA^{--}$ directly in terms of just $A^{--}$ and not $\bar{A}^{--}$, but with more terms.) We’ve written the transformations in this way to make explicit the fact that they preserve the (anti)chirality of $A^{--}$ ($\bar{A}^{--}$). (We could use the chiral representation, where $q^+ = \partial^+$, or the antichiral one, where $\bar{q}^+ = \bar{\partial}^+$.)

Showing the product $\int(q^a^-{A^{--}})\partial^+\bar{q}^-{}^b(A^{--})$ is proportional to $\delta^b_a$ is still complicated, but the trace is easy to evaluate. The calculation then proceeds as follows: In the quadratic (free) terms, only those with an even number of derivatives survive Bose symmetrization, forcing the $q$'s to contribute only as their anticommutators ($qq \to \frac{1}{2}\{q,q\}$), giving the usual result. In the cubic terms there is a similar Bose symmetrization identity

$$tr \int (\partial_A\phi)\{\partial_B\phi, \partial_C\phi\} = 0$$

since the antisymmetry of the structure constants (commutator) forces (graded) antisymmetry in the indices of the derivatives, but integration by parts gives two derivatives on a single field, which must be symmetric. This can be used in the case with both $q$ and $\bar{q}$ since, e.g., $\bar{q}A = (\bar{q} - \bar{d})A = i\theta\partial^+\bar{A}$, again forcing an anticommutator. In the interaction terms involving $(\bar{d}^+)^4$, we can use it to convert the $\int d^4\theta$ into $\int d^8\theta$. In the corresponding cubic terms, we can then do the $\int d^4\theta$ on the $A^{--}$ to leave an $\int d^4\theta$ on three $\bar{A}^{--}$'s.

The result is then, abbreviating $\phi = A^{--}$, $\bar{\phi} = \bar{A}^{--}$, $\partial^+ = \partial^+\bar{\phi}$, $\partial_a = \partial_a\bar{\phi}$, and $\bar{\partial}^a = \bar{\partial}^a\bar{\phi}$ (and again we can replace $q_a$ with $\partial_a$ or $d_a$ inside the commutators):

$$S = \frac{1}{g^2} tr \int d^4x \left[ \int d^4\theta \left( -\frac{1}{2}\phi\partial^+\partial^\phi + \mathcal{H}_2 + \mathcal{H}_3 \right) + \int d^4\bar{\theta} \mathcal{H}_3 + \int d^4\phi d^4\bar{\phi} \mathcal{H}_4 \right]$$
\[ H_2 = \frac{1}{2} \phi (\partial^+ \cdot \partial^- \cdot \phi - \frac{1}{8} \epsilon^{abcd} \partial_{ab} \partial_{cd}) \phi \]

\[ H_3 = -i \frac{1}{2} \phi [\partial^+ \phi, \partial^+ \phi] - i \frac{1}{8} \epsilon^{abcd} (\partial_{ab} \partial_{cd}) \frac{1}{\partial^+} [\partial^+ \phi, \partial_d \phi] \]

\[ \overline{H}_3 = -i \frac{1}{2} \phi [\partial^+ \bar{\phi}, \partial^+ \bar{\phi}] - i \frac{1}{4} (\partial_{ab} \partial^a \bar{\phi}) \frac{1}{\partial^+} [\partial^+ \bar{\phi}, \bar{\partial^a \bar{\phi}}] \]

\[ H_4 = -i \frac{1}{4} [\partial^+ \phi, \partial_a \partial^b \phi] \frac{1}{(\partial^+)^3} [\partial^+ \phi, \bar{\partial^b \bar{\phi}}] \]
Conclusions

We have introduced new coordinates for supersymmetric theories by a combination of covariant coset and dimensional reduction, which are formally “left and right coset” but are distinguished physically by their relation to symmetry vs. covariant derivatives (as determined by unitarity) and free vs. coupled. The extension is suggested by regarding equally the spinor and antisymmetric tensor field strengths of super Yang-Mills (or their “squares” in supergravity), as gauge fields before dimensional reduction. This implies similar treatment for supersymmetry coordinates (which introduce spin) compared to Lorentz coordinates (which introduce superspin), which are dual to these field strengths. Related remarks apply to superstrings, where the spinor field strength was already known to appear so.

The results here suggest several avenues of extension: (1) We have shown how the covariant (in all ways) formulation is always the best starting point, even for lightcone applications. The field theory equations are equivalent to the first-class constraints of first-quantization. We applied the analysis only to the super Yang-Mills case in generality; (non-selfdual) supergravity would also be interesting: The selfdual case already confirms that the chiral prepotential $h^{--}$ corresponds to the square of the super Yang-Mills $A^{--}$.

(2) Lorentz coordinates and the related R-symmetry coordinates have proven advantageous previously in projective and harmonic superspace approaches. Perhaps similar methods will solve the problem of extending covariant formulations of maximally supersymmetric theories off shell. The prepotentials we have found are of the appropriate (engineering) dimension for such theories. In particular, the new dual Lorentz coordinates are necessary for this result in the supergravity case.

(3) The new affine Lie algebra for superstrings implies modifications of first-class constraints for superstrings, including generalizations of previous covariant approaches such as pure spinors. Such considerations are particularly natural for anti de Sitter strings, where the Lorentz algebra is already required for closing the algebra of “translations”.
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