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Abstract—Despite the superior performance of CNN, deploying them on low computational power devices is still limited as they are typically computationally expensive. One key cause of the high complexity is the connection between the convolution layers and the fully connected layers, which typically requires a high number of parameters. To alleviate this issue, Bag of Features (BoF) pooling has been recently proposed. BoF learns a dictionary, that is used to compile a histogram representation of the input. In this paper, we propose an approach that builds on top of BoF pooling to boost its efficiency by ensuring that the items of the learned dictionary are non-redundant. We propose an additional loss term, based on the pair-wise correlation of the items of the dictionary, which complements the standard loss to explicitly regularize the model to learn a more diverse and rich dictionary. The proposed strategy yields an efficient variant of BoF and further boosts its performance, without any additional parameters.
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I. INTRODUCTION

In recent years, Convolutional Neural Networks (CNNs) have significantly advanced many tasks in the computer vision field due to their ability to learn ‘good’ feature representation in an end-to-end manner [1], [2]. However, despite their superior performance across multiple tasks, e.g., image classification [3]–[5], object detection [6]–[8], anomaly detection [9]–[12], deploying CNN-based solutions on low computational power devices, such as mobile phones, is still limited as most of the high-accuracy models are typically computationally expensive [1], [13], [14]. Thus, they are inefficient in terms of time and energy consumption [15]. To alleviate this issue, several approaches have been proposed to reduce the number of parameters required by a CNN model [16]–[20].

The standard CNN model is usually composed of two parts: The first part is formed of convolutional layers typically coupled with max-pooling operations. Then, in the second part, fully connected layers are connected directly to a flattened version of the last convolutional layer output. This connection dramatically increases the total number of parameters, as convolutional layer outputs usually have high dimensionality. Recent approaches mitigate this problem by developing better mechanisms for connecting both parts, e.g., global average pooling and Bag of Features (BoF) pooling.

BoF pooling is a neural extension [18], [19] of the famous Bag-of-Visual Words [21]–[26]. An illustration of a simple BoF-based CNN model is presented in Figure 1. Based on the convolutional output, BoF pooling learns a codebook (dictionary) and outputs a shallow histogram representation of the input. The items of the dictionary are optimized in an end-to-end manner during the standard back-propagation. This yields powerful and efficient models, that achieve a high performance with a low computational footprint. Recently, CNN models, based on BoF pooling, have been used to solve multiple tasks [27]–[32], such as action recognition [30], information retrieval [33], and illumination estimation [34].

In this paper, we propose an approach that builds on top of BoF pooling to boost its efficiency by ensuring that the items of the learned dictionary are non-redundant. Forcing an
uncorrelated structure on the codebook yields a more powerful model which can achieve a high performance with minimal dictionary size. Diversity in deep learning context has been shown to lead to better results [35]–[48]. To this end, we propose to augment the loss of the model to penalize pairwise correlations between the items of the codebook. The proposed technique requires no additional parameters and can be incorporated in any BoF-based CNN model to boost the performance of the CNN model.

The contributions of this paper can be summarized as follows:

- We propose a scheme to avoid redundant items in the dictionary learned by the BoF.
- We propose to augment the CNN-loss to explicitly penalize the pairwise correlations between codebook items and learn rich compressed dictionary.
- The proposed regularizer acts as an unsupervised regularizer on top of the BoF pooling layer and can be integrated into any BoF-based CNN model in a plug-and-play manner.
- The proposed approach is evaluated with three datasets.
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The rest of this paper is organized as follows. First, provide a brief overview of BoF in Section II. In Section III, we present our approach. In Section IV, we empirically evaluate the performance of our method on three different datasets. We conclude the paper in Section V.

II. BAG-OF-FEATURES POOLING

In this section, we briefly describe the BoF pooling mechanism. BoF [18], [19] has been incorporated in a variety of applications and often led to superior results [31], [33], [34]. The BoF pooling is parameterized with a dictionary. Given an input, i.e., the output maps of the last convolutional layer, a histogram representation is compiled based on the dictionary. In the training phase, the items of the dictionary are optimized with the traditional back-propagation. The size of the dictionary is a hyper-parameter that can be adjusted with a validation set to avoid over-fitting.

BoF pooling is formed using two inner layers: a Radial Basis Function (RBF) layer that measures the similarity of the input features to the RBF centers and an accumulation layer that builds a histogram of the quantized feature vectors. Formally, let \( X \) be the input image and \( \rho(X) \in \mathbb{R}^{D \times P} \) the output of the convolutional layer, the RBF layer outputs a sequence of quantized representations:

\[
\Psi = [\psi_1, \psi_2, \cdots, \psi_P] \in \mathbb{R}^{K \times P},
\]

where \( \psi_i \) is the representation corresponding to the \( i^{th} \) feature, i.e.,

\[
\psi_i = [\psi_{i,1}, \cdots, \psi_{i,K}].
\]

The output of the \( i^{th} \) RBF unit is as follows:

\[
\psi_{n,i} = \frac{\exp(-||\rho(X)_n - c_i||/m_i)}{\sum_j \exp(-||\rho(X)_n - c_j||/m_j)},
\]

where \( c_i \) is the center of the \( i^{th} \) RBF neuron, and \( m_i \) is a scaling factor. The outputs of the \( P \) RBF neurons are accumulated in the next layer in order to obtain the final representation \( \Phi \) of each image:

\[
\Phi = \frac{1}{P} \sum_j \psi_j.
\]

To summarize, BoF receives as input a feature representation, usually in high dimension, and quantizes it into a fixed-size shallow histogram representation. The quantization is based on the inner dictionary, \( \{c_1, \cdots, c_K\} \), which can be learned jointly with the rest of the parameters in an end-to-end manner.

III. OUR APPROACH

BoF pooling layer is a key technique that can be used in CNNs to construct powerful models with a low computational cost. The BoF relies on a dictionary, learned during the training, to compute its shallow output. In this paper, we propose an approach that builds on top of BoF pooling to boost its efficiency by explicitly forcing the items of the learned dictionary to be distinct and non-redundant. We propose a simple additional regularizer that penalizes the similarities between the codebook items. This can further boost the performance of the model, without any additional parameters.

The dictionary learned the BoF layer plays a critical role in the global performance of the model. Intuitively, Learning a diverse and rich dictionary yields in a robust codebook and increases the efficiency of the global model. Given a CNN model containing a BoF pooling layer with an inner dictionary \( \{c_1, \cdots, c_K\} \) of size \( K \), the similarity \( SIM \) between two elements \( c_i \) and \( c_j \) of this dictionary can be measured with the squared correlation:

\[
SIM(c_i, c_j) = (corr(c_i, c_j))^2,
\]

where \( corr(\cdot, \cdot) \) is the correlation operator.

Intuitively, \( SIM \) measures how similar two items are. Our goal is to regularize the similarities between the elements of the dictionary. So, the global similarity regularizer can be computed as the sum of the pairwise similarities, i.e.,

\[
\sum_{i \neq j} SIM(c_i, c_j).
\]

Given the original loss \( L \), e.g., least squares or cross entropy, we propose to regularize it as follows:

\[
L_{\text{new}} \triangleq L + \beta \sum_{i \neq j} SIM(c_i, c_j),
\]

where \( L_{\text{new}} \) is the augmented loss and \( \beta \) is a hyper-parameter employed to control the contribution of the supplementary regularizer in the global loss of the model. The computation of the total loss is illustrated in Figure 2.

Setting \( \beta = 0 \) corresponds to the standard BoF case, while a higher \( \beta \) yields a loss dominated by the regularizer. In the training phase, at each step in the back-propagation, the
of 50,000 and 10,000 samples for training and testing, respectively.

2) Training & Testing: In all our experiments, we hold 20% of the training data for validation and hyper-parameter selection. We also experiment with different values for the number of filters in the last convolutional layer. The full topology of the CNN models used in MNIST/fashionMNIST and CIFAR10 experiments are reported in Table I and Table II, respectively.

For MNIST and fashionMNIST experiments, all the models are trained for 50 epochs using Adam [52] regularizer with a 0.001 learning rate and a batch-size of 128. For CIFAR10 experiments, all the models are trained for 200 epochs with standard data augmentation [4] using Adam regularizer with a 0.0001 learning rate and a batch-size of 128.

We report the competitive results of the different pooling strategies, namely global max pooling (GMP) [15], global average pooling (GAP) [15], BoF [18], [19], and our approach. The size of the codebook is a hyperparameter for both BoF and our approach. It is optimized with the validation set from {8, 16, 32, 64, 128} for MNIST and fashionMNIST and from {32, 64, 128, 256} for CIFAR10. The hyper-parameter $\beta$ in Eq. (5), used for controlling the contribution of the proposed regularizer in the global loss, is selected from {0.1, 0.01, 0.001, 0.0001} using the validation set in all experiments.

B. Empirical Results

In Table III and Table IV, we report the average error rates and standard deviations for the different filter sizes, i.e., $C$ in Table I, on MNIST and fashionMNIST datasets, respectively. Compared to standard pooling approaches, i.e., GMP and GAP, we note that both variants of BoF consistently yield a better performance. For the 16 filter case, for example, GMP and GAP reach 3.63% and 4.67% errors on MNIST, respectively, whereas standard BoF and our variant of BoF reach 1.03 and 1.00% for the same case, respectively.
best results achieved by GMP, GAP, and the standard BoF, respectively.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a scheme that builds on top of BoF pooling to improve its performance. We proposed a regularizer, based on the pair-wise correlation of the items of the dictionary, which ensures the diversity and the richness of the learned dictionary within the BoF layer. It led to an efficient variant of BoF and further improved its capability, without any additional parameters. The proposed approach can be incorporated in any BoF-based model in a plug-and-play manner. Empirical results over three different dataset showed that the proposed regularizer boosts the performance of the model and led to lower error rates.

Future directions include more extensive experimental evaluation of the proposed approach over larger datasets and proposing more advanced techniques for quantifying the similarities between the codebook elements.
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