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We use particle-in-cell modeling to identify the acceleration mechanism responsible for the observed generation of super-hot electrons in ultra-intense laser-plasma interactions with solid targets with pre-formed plasma. We identify several features of direct laser acceleration (DLA) that drive the generation of super-hot electrons. We find that, in this regime, electrons that become super-hot are primarily injected by a looping mechanism that we call loop-injected direct acceleration (LIDA).
I. INTRODUCTION

Over the last decade, laser facilities with peak intensity $I > 10^{20} \, \text{W/cm}^2$ have enabled the study of a variety of exciting applications including ion acceleration, x-ray generation, and laboratory astrophysics. These applications are driven by the relativistic electron beams generated by ultraintense short pulse lasers interacting with plasma and, in general, are enhanced by maximizing the hot electron current and energies. It is therefore important to understand the precise nature of how the electron beams are generated.

There are a variety of mechanisms by which a laser can couple its energy into relativistic electrons in plasma. First is the well-known laser wake-field scheme where a short pulse laser interacts with low density plasma to produce a directional and high energy electron beam; however, the typical currents produced by the wake-field mechanism are lower than is generally desired for the above applications. On the other hand, solid-target interactions produce high current electron beams but suffer from broad energy and angular spread. In this case, the relativistic or “hot” electron population is typically generated when an intense laser interacts with the pre-formed plasma generated by amplified spontaneous emission incident on the solid target starting a few ns before the short-pulse laser. This electron population can often be characterized by a so-called “slope temperature” approximately given by the “ponderomotive energy” $kT_p$

$$kT_p = m_e c^2 \left( \sqrt{1 + \frac{I\lambda^2[W \mu m^2]}{1.37 \times 10^{18} \, \text{cm}^2}} - 1 \right) \quad (1)$$

where $m_e$ is the electron mass, $c$ is the speed of light, and $\lambda$ is the laser wavelength. This scaling has been the subject of experimental, computational, and theoretical efforts. This work seeks to answer the question of how the highest energies of the distribution, which we term “super-hot”, are produced when an intense laser interacts with a solid target with pre-formed plasma.

The super-hot region has been the subject of both theoretical scrutiny and computer simulation. Particle-in-cell (PIC) modeling has been used to study electron acceleration by an ultraintense short pulse laser in a plasma channel; in particular, the betatron resonance mechanism was identified as a way to enhance electron energies in a long plasma channel. Others have investigated the role of stochastic fields on electron acceleration. PIC modeling was used to identify direct laser acceleration (DLA) as the mechanism...
responsible for the experimentally observed enhancement to electron and ion energy spectra when a high-contrast short-pulse laser interacts with the wall of a flat-top cone. For this case, electrons were injected directly into the intense laser field by the side of the cone wall, thus producing the enhanced spectra. PIC modeling and theory have also been used to identify an enhancement to DLA caused by the inclusion of static transverse and longitudinal electric fields. Compared to the free electron case, the static electric fields, like those in a laser-formed channel, can help slow the dephasing rate of the electron from the laser and lead to enhanced energies.

In this work, we use PIC modeling to investigate one of the most common and fundamental scenarios: a short-pulse laser incident on a flat, solid target with moderate scale-length pre-formed plasma. We identify all of the super-hot electrons (a small fraction of the total population) at the end of the simulation and reconstruct the histories of a large sample of the super-hots. In doing this we have found that a large majority of the super-hots are produced by a mechanism we call “loop-injected direct acceleration” (LIDA) which injects electrons into the peak intensity of the laser enabling large energy gain via DLA.

The LIDA mechanism is initiated by the early part of the laser pulse heating the region near the critical surface whose general area is indicated in pink in FIG. 1. The angular distribution of the electrons in this heated region is broad and electrons leave and enter the region in all directions; the green arrows in FIG. 1a indicate the leaving electrons. We find that the electrons that will become super-hots, however, leave this region following the looping paths indicated by the black arrows in FIG. 1b. These paths are shaped by large quasi-static fields (the orientation and approximate extent of the magnetic field is shown in yellow in FIG. 1b). The loop is completed when the super-hots are injected into the laser and start undergoing DLA as shown in FIG. 1c. The electrons are then accelerated until they reach the critical surface where they decouple from the laser and escape with high energy into the target. Our studies indicate that LIDA dominates the acceleration of electrons with final energy at a large multiple of the ponderomotive energy.

II. FREE ELECTRON INTERACTION WITH A LASER

Before discussing our simulation results, we consider the motion of a free electron initially at rest which interacts with a linearly polarized electromagnetic plane wave whose temporal
Figure 1. (color online). Sketch depicting LIDA. In (a), the incoming laser heats the region (pink) near the critical surface (dashed black line) expelling electrons (green arrows). The electrons that will become super-hots follow looping trajectories (black arrows) shown in (b), shaped by large quasi-static fields (the magnetic field is indicated by yellow). The electrons complete the loop in (c) where they undergo DLA until they reach the critical surface, now with large energies, and escape into the target.

and spatial features are an arbitrary function of $\phi$. The vector potential $A$ is given by

$$\vec{A} = A(\phi)\hat{x}$$

$$\phi = \omega t - kz$$

where $\omega$ is the laser frequency, $t$ is the time, $k = 2\pi/\lambda$ is the wavenumber, and $z$ is the position along the propagation direction. The vector potential is related to the electric field $E$ and the magnetic field $B$ through

$$\vec{E} = -\frac{\partial \vec{A}}{\partial t} = -\omega \frac{\partial A}{\partial \phi} \hat{x}$$

$$\vec{B} = \vec{\nabla} \times \vec{A} = -k \frac{\partial A}{\partial \phi} \hat{y}$$

Using these relations the Lorentz force law

$$\frac{d\vec{p}}{dt} = -e \left[ \vec{E} + \vec{v} \times \vec{B} \right]$$

where $v$ is the electron velocity, can be easily integrated. Substituting in the normalized vector potential $a = eA/m_e c$ where $e$ is the elementary charge, we get the well-known solutions for the electron’s momentum

$$p_x = (a - a_i)m_e c$$

$$p_z = (a - a_i)^2 \frac{m_e c}{2}$$
where \( p_x \) and \( p_z \) are the transverse and longitudinal momentum of the electron and the subscript \( i \) indicates the initial condition. Therefore, the momentum of an electron evolving under these conditions is fully defined by the difference between the initial and the current values of the vector potential. When \( a_i = 0 \) the difference \( a - a_i \) is limited to \( \pm a_0 \) but when \( a_i = \pm a_0 \) the difference can be as much as \( \pm 2a_0 \); accordingly, the latter case enables much higher energies. The normalized energy rate of the electron is given by

\[
\frac{d\gamma}{dt} = -\frac{e}{m_ec^2} \vec{v} \cdot \vec{E}
\]

\[
= -\frac{e}{m_ec^2} v_x E_x
\]

(6)

where \( \gamma = 1/\sqrt{1-(v/c)^2} \) is the relativistic factor. This relation can be easily integrated and, in combination with the Lorentz force law, gives the relation for the kinetic energy

\[
\gamma = \frac{p_z}{m_ec} + 1.
\]

\[
U_e = (a - a_i)^2 \frac{m_ec^2}{2}
\]

(7)

where \( U_e \) is the electron kinetic energy which scales with the quantity \((a - a_i)^2\).

This simple analytical solution gives rise to two distinct cases: first, the non-injection case where \( a_i = 0 \) and second, the injection case where \(|a_i| > 0\) (recall that \( a \) and \( a_i \) are signed, unlike \( a_0 \)). In the first case, the range of the electron’s energy is limited to \( U_e = [0, a_0^2 m_e c^2 / 2] \). For the conditions in our simulation \( (a_0 \simeq 21) \), this gives a maximum possible energy of \( U_{e,max} \simeq 112 \text{MeV} \). However, experiments and computer PIC modeling typically produce electrons with energies that are significantly higher than the non-injection limit (which of course varies with the corresponding \( a_0 \)). Indeed, our PIC modeling also predicts electrons with greater energy than this limit \( (U_{e,max} \simeq 200 \text{MeV}, \text{see FIG. 4}) \). On the other hand, if there is an injection mechanism, the analytical model results in an increase in the range of the electron kinetic energy to \( U_e = [0, 2a_0^2 m_e c^2] \) which corresponds to \( U_{e,max} \simeq 448 \text{MeV} \) for the simulation conditions. As we describe below, we find two injection mechanisms which produce the highest energy electrons in our PIC modeling: LIDA, where particles are injected into the laser by following a looping path as well as laser ionization-injection where an electron is ionized by the laser field and is immediately directly accelerated by the laser to high energy.

In practice, achieving the intense fields considered in this work is only possible by tightly
focusing the short-pulse laser. The need to satisfy $\nabla \cdot \vec{E} = 0 = \nabla \cdot \vec{B}$ gives rise to longitudinal electric and magnetic fields (which scale with $1/k_w$, where $u_0$ is the beam waist), greatly complicating the theoretical expressions. The dynamics of an electron interacting with a focusing laser pulse have been considered analytically elsewhere $^{31-35}$. In particular, the authors of reference $^{35}$ derive detailed expressions for the momenta and position; the authors of $^{34}$ make estimates for energy gain and dephasing time by making some simplifying assumptions. Our PIC modeling includes all of the effects of the putative laser focus as well as the self-consistent fields generated by the displacement of charge in the plasma.

III. MODELING PARAMETERS

We model a $\lambda = 1\mu m$ Gaussian (175 fs and $\sim 9\mu m$ temporal and spatial intensity FWHM, respectively) laser pulse with peak intensity $I = 6 \times 10^{20} \frac{W}{cm^2}$ (corresponding to 100 J of 3D-equivalent laser energy) with the PIC code LSP $^{36}$ which uses the direct implicit method with an energy conserving particle push. The transverse ($x$) polarized laser pulse propagates in the longitudinal ($z$) direction through a 2D Cartesian grid with spatial resolution $dx = dz = \frac{\lambda}{32}$ and $\sim 95$ time steps per optical cycle. Entering from the left in FIG. 2, the normally incident laser pulse propagates through 15 $\mu m$ of vacuum before entering a pre-formed plasma region with a 3 $\mu m$ (exponential) scale length and 40 $\mu m$ total length; a solid density region abuts the pre-plasma and extends 20 $\mu m$ in the longitudinal direction. The pre-plasma and solid regions extend 84 $\mu m$ in the transverse direction and are bounded by conducting surfaces on the three non-laser boundaries. The plasma conditions are chosen to be similar to standard experimental conditions and radiation hydrodynamics modeling results $^{37,38}$ while limiting the size of the simulation. As we note below, we have investigated but don’t present other conditions. The Al plasma is initialized to a 5 eV temperature and is comprised of 49 electron and 49 ion macro-particles per cell; the ions are initialized at $Z = +3$ and are further dynamically ionized using ADK rates $^{39}$, but not collisions. The importance of LIDA is robust against variation in numerical parameters such as particle count or resolution.

In our simulations, each macro-particle is uniquely tagged allowing us to construct individual particle history tracks. First, all of the electrons with energy above 5 MeV which cross into the solid density region and have thus escaped the laser-plasma interaction are identified. Having isolated the particles-of-interest from the much larger total population,
individual position and momentum histories are reconstructed for all times in the simulation. This retrospective particle tracking method allows us to follow every particle in the simulation at all times but eventually focus only on those that become super-hots.

A sampling of 500 particles is investigated in each 5 \( MeV \) wide bin in the range \( U_e = 5 - 150 \, MeV \); above 150 \( MeV \) the total number of tracks in each bin is less than 500, so every track was investigated. The injection mechanism for each track is determined by inspection and comparison with the features described below. Based on this, we are able to separate the hot electrons into two distinct injection mechanisms: those injected by LIDA and those injected by laser ionization. A third group which is made up of relatively low energy electrons is also identified. Generally, the third group has no identifiable injection mechanism and typically has a stochastic path through the LPI region before gaining its energy from the laser and/or quasi-electrostatic fields; this group is referred to as “other”.

IV. INJECTION AND ACCELERATION

Three individual representative particle tracks from the simulation are shown in FIG. 3 for each of the two observed injection mechanisms, LIDA (a and d) and laser ionization-injection (b and e) as well as for tracks falling into the other category (c and f). The top three
Figure 3. (color online). Nine particle tracks which highlight the characteristic features of each injection mechanism. Three LIDA tracks are plotted in red, blue, and green in a and d; three laser ionization-injection tracks are plotted in black, pink, and cyan in b and e; three other tracks are plotted in dark green, orange, and gray in c and f. For each case, the top row plots the kinetic energy (signed by $p_z$) vs. longitudinal position (a, b, c) and the bottom row plots the trajectory (d, e, f). In d, e, and f the location of the critical density is shown by the dashed line. The $x$-dependent relativistic critical density is calculated using the peak field at each point in $x$ for the initial plasma conditions.

Images (a, b, c) in FIG. 3 show the kinetic energy vs. longitudinal position; the bottom three images (d, e, f) show the trajectories. The kinetic energy carries the sign of the longitudinal momentum $p_z$ so negative kinetic energy indicates $p_z < 0$ (backwards moving). We now describe the two observed injection mechanisms.

The relative proportions of each of the three groups as a function of energy are shown by the normalized linear histogram in FIG. 4. For the combination of intensity and pre-plasma in this simulation, all of the particles we tracked whose energy exceeds 75 $MeV$ required one of the two injection mechanisms. Below 75 $MeV$, the role of a clear injection mechanism starts to diminish in favor of other mechanisms as indicated in the figure. This finding is consistent with the above free electron theory. Altogether, LIDA and laser ionization-injection account for $> 41\%$ and 1\% (36\% and 1\%) of the electron energy (charge), respectively, that
A. Laser Ionization-Injected Direct Acceleration

Particle tracks belonging to the laser ionization-injection group, including those shown in FIG. 3b and 3e, are simple to identify. As in the figure, the laser ionization-injected super-hots are created in the low density plasma a large distance from the critical surface. The critical surface is the density contour where the laser frequency is equal to the relativistic plasma frequency $\omega_p = \sqrt{ne^2/\gamma_L m_e \epsilon_0}$, where $n$ is the electron density, $\epsilon_0$ is the vacuum permittivity, $\gamma_L = \sqrt{1 + a_0^2}$, (with the subscript 0 referring to the peak value of $a$). The ionized electrons are effectively injected at the point of their creation and are accelerated towards the critical surface by the laser. Their momentum space closely follows the quadratic relationship $p_z = p^2_z/2m_e c$ which follows from the two relations given in equation 5.

As can be seen in FIG. 3b (as well as in the LIDA tracks shown in FIG. 3a), the acceleration is limited by the plasma. The dispersion relation for electromagnetic waves in plasma is $\omega^2 = c^2 k^2 + \omega_p^2$ and the index of refraction is $\eta = \sqrt{1 - \omega_p^2/\omega^2}$; the electromagnetic
wave phase velocity $v_p = \frac{c}{\eta}$ is therefore superluminal. In laser ionization-injection (and LIDA), super-hot electrons are injected into the laser at relatively low density (compared to critical density, thus $\omega_p^2 \approx 0$) where $\eta \approx 1$ and $v_p \approx c$. However, as the electron is accelerated to higher density, $v_p$ becomes significantly superluminal and outpaces the electron whose speed is limited to $<c$. Eventually, the electron falls far enough behind that it experiences a sign reversal of the laser field causing energy loss as seen in the $z = [-18, -15] \mu m$ region (roughly) of the trajectories in FIG. 3.a and 3.b).

of laser ionization-injected super-hot electrons originate in the lowest density region of the plasma. This is necessary for the highest energy particles since they require a relatively long acceleration length. However, there is a noticeable lack of laser ionization-injected particles at higher densities, which is unexplained.

**B. Loop-Injected Direct Acceleration**

The majority of the LIDA electrons start in the region near the critical surface (as shown by the green colored track in FIG. 3.a and 3.d), though some are swept there by the leading edge of the pulse (as shown by the red and blue colored tracks in the same figure). While ponderomotive pressure will, on average, expel electrons from the central region of the laser, it is a low frequency effect that occurs in the plasma over many laser cycles; individual tracks, like the red and blue ones, don’t necessarily exhibit this average behavior. The strongest fields in the region near the critical surface are a combination of the incident laser, reflected laser, and charge separation fields. As a result, the individual particle tracks in the heating stage are complex and stochastic. Furthermore, the critical surface is complicated by two intensity effects. First, laser ionization moves the critical surface away from solid density as ions are ionized to higher stages. Second, the critical surface is dynamically shaped\textsuperscript{41,42} by relativistic transparency\textsuperscript{43}. The superposition of these processes creates a temporally and spatially evolving critical surface and a stochastic environment which expels electrons, some of which will become the super-hots. LIDA electrons typically leave the critical surface region with energies in the range of $10 - 20 MeV$ for these simulation conditions; these energies are selected by the strength of the magnetic field which creates the looping.

LIDA electrons then leave the region near the critical surface and start looping in the directions indicated in FIG. 1.b and FIG. 3.d due to the azimuthal magnetic fields. These
fields select the LIDA electrons from the population of electrons leaving the critical surface. The LIDA tracks in FIG. 3 all have a significant transverse component to their motion $|p_x| > 0$ and are deflected back to $x = 0$. Electrons leaving the critical surface region with too much or too little energy are not injected since they are deflected either too little or too much to appropriately re-enter the most intense region of the laser field. The loop is completed when electrons transition to DLA as indicated by the acceleration to high energy in FIG. 3.

The loop stage motion of the super-hots is controlled by the large quasi-static azimuthal magnetic field, $B_y$, shown in FIG. 5 which is temporally ($\frac{15\lambda}{c}$) and spatially ($6\lambda \times 6\lambda$ moving box) averaged to filter out rapidly varying fields. The quasi-static $B_y$ is produced by the $\nabla T \times \nabla n$ effect (44,45) ($T$ is the electron temperature) which arises from the curl of the electric field caused by the plasma electron pressure gradient; the sign of these fields is opposite to that of self-generated fields due to the ponderomotive expulsion of electrons, which do not appear to play a major role in LIDA. The looping electrons typically have $U_e = [10,20] MeV$ during the loop stage (as shown in FIG. 3a); for reference, the radius of curvature of a $15 MeV$ electron moving in a uniform $75 MG$ magnetic field is $\sim 7 \mu m$ which is consistent with the observed particle tracks.

Injection into an intense laser is generally most effective for $p_0/m_e c \ll a_0$, where $p_0$ is the initial electron momentum, since large initial electron momenta can cause rapid dephasing of the electron from the laser. The need for a mechanism like LIDA arises due to the heating of the plasma in the intense field region. Looking in the general region when and where LIDA electrons are injected ($z = [-35,-25] \mu m$, $x = [-5,5] \mu m$), the average kinetic energy is $\sim 14 MeV$ and only $\sim 0.2\%$ of these electrons have $U_e < 1 MeV$. This explains why the background electrons, which are vastly larger in number, do not undergo efficient DLA while the looping electrons do. The plasma is so warm that efficient DLA is not possible for plasma electrons already in the high field regions because they quickly fall behind the phase of the laser due to their initial large momentum. It is apparent that the primary function of the LIDA mechanism is as an injection mechanism which delivers low energy electrons to the most intense part of the laser at the correct phase. Most of the looping stage LIDA electrons are initially too energetic to undergo efficient DLA. However, as the electrons loop into the high field region of the laser, they move against the ponderomotive potential of the laser which dissipates a significant fraction of their energy. In general, electrons with too little
energy, including those not participating in the loop but in the same region, are turned away by the ponderomotive forces of the laser, and those with too much energy simply overshoot the acceleration region. The looping electrons that will become the super-hots lose the majority of their energy just prior to undergoing DLA. While the individual particle tracks are complicated by charge separation fields and reflected laser light, our results confirm that this history is a universal feature for the overwhelming majority of electrons that become super-hots.

There are several features of DLA in the super-hot particle tracks. FIG. 6 shows kinetic energy (carrying the sign of $p_z$) vs. longitudinal position for electrons in the range $z = [-40, -8] \mu m$ where each position in $z$ is summed over $x = [-5, 5] \mu m$. There is a pronounced $2\omega$ bunching in the forward moving hot electrons; this bunching is a well-known signature of $J \times B$ forcing and arises due to the electric and magnetic field of a laser being in phase. Furthermore, after injection, the accelerating electrons follow very closely (not shown here) the signature parabolic momentum relation, $p_z = p_x^2 / 2m_e c$ referred to earlier. Finally, while the electron density shows large plasma waves/charge disturbances, we don’t observe any
Figure 6. (color online). Kinetic energy (carrying the sign of $p_z$) vs. longitudinal position for electrons in the approximate region where DLA starts ($x = [-5, 5] \mu m$) at the time when nearly half of the super-hots have started accelerating. The regular $2\omega$ bunching indicates that the electrons are undergoing DLA.

regular charge arrangements that could produce the super-hot electron energies as in the wake-field acceleration mechanism.

The spatial profile of the laser pulse also plays an important role in LIDA. On average, electrons will tend to move against the gradient of the intensity of the laser; electrons near the center of the laser are pushed to weaker field regions. However, as in the plane wave discussion, the super-hot electrons have an extended acceleration length because they remain at approximately constant phase relative to the laser. The largest energies are achieved by electrons that move towards the center of the pulse where the laser field is strongest. This is evident in the tracks shown in FIG. 3.d: the green track loops with $x > 0$ and is accelerated with $p_x < 0$, the red and blue tracks loop with $x < 0$ and are accelerated with $p_x > 0$.

V. DISCUSSION

The modeling in this paper represents a small part of the total explorable parameter space. Accordingly, the results presented above are subject to change under different conditions. Here we speculate on varying a number of these parameters; however, making generalizations based on the isolation of individual parameters is difficult as the parameters are intrinsically coupled.
A. Peak Intensity

The large electron energies observed in our modeling require a large acceleration length (compared to $\lambda$). The $\vec{v} \times \vec{B}$ term in the Lorentz force law gives rise to electron motion along the laser propagation direction; as the strength of the field becomes large, the forward motion can become significant and even dominant. The transition to forward dominated motion occurs when the ratio $p_z/|p_x| = |a - a_i|/2$ is greater than 1 which can occur for $a_0 > 1$. However, a large acceleration length can only occur when the longitudinal momentum becomes much larger than the transverse ($p_z/|p_x| \gg 1$). LIDA and laser ionization-injection enable the large acceleration distances by injecting electrons in the strongest region of the laser at a large distance from the critical surface. So for moderately relativistic laser intensities, LIDA is not expected to contribute as significantly as here since the acceleration lengths are of order $\lambda$. LIDA does however play a similarly dominant role over the range of peak intensities $I = 10^{20} - 10^{21} \text{ W cm}^{-2}$ ($a_0 \simeq 7 - 27$, for $\lambda = 1 \mu m$) based on simulations with otherwise identical parameters not presented herein.

B. Pulse Length

Modern short-pulse laser facilities are now able to produce high intensity laser pulses with a wide range of pulse lengths. Lasers employing titanium-sapphire amplifiers are able to produce pulses shorter than $30 fs$ whereas glass amplification systems typically operate in the $500 - 1000 fs$ range. More recently developed hybrid systems are able to produce pulses similar in length to the one used in the above modeling.

In the case of the $\sim 30 fs$ pulses, LIDA should not play much of a role due to time-of-flight restrictions on the electron. An electron simply does not have the time to be ejected from the critical surface region, loop backwards and re-enter the laser pulse in time to be injected into the peak intensity region of the laser. Furthermore, the magnetic fields that control the loop stage will likely not be able to grow fast enough to produce the looping paths. Absent a new, unknown injection mechanism, the energy spectrum should be cooler since a larger proportion of the hot electrons will have $a_i \simeq 0$.

For $500 - 1000 fs$ length pulses and longer, there is no time-of-flight issue and it is possible that the role of LIDA will be maintained. This may be consistent with the findings of Kemp,
Their modeling was slightly different from ours in that they started with a sharp interface and a > 1ps pulse. However, they observed a hotter energy spectrum as plasma expanded away from the sharp interface; they attribute the enhancement to direct laser acceleration of the expanding plasma electrons.

C. Focusing

The LIDA mechanism relies on the growth of $\vec{\nabla}T \times \vec{\nabla}n$ magnetic fields. By itself, the focusing determines the transverse intensity gradient and therefore the transverse thermal gradient of the electrons. Therefore, a tighter focus should produce faster growing magnetic fields with a smaller extent and softer focusing should produce slower growing magnetic fields but with a larger extent. The electrons that participate in LIDA are selected from the total population of electrons that exit the critical surface by the azimuthal magnetic field. Weak focusing will therefore select lower energy electrons for LIDA and tight focusing will select higher energy electrons.

If the looping energy is significantly reduced due to a slowly growing magnetic field, the electrons may not be able to overcome the ponderomotive potential and be scattered out of the laser focus with low energy. However, in the modeling described above, the energy distribution (integrated over all angles; not shown) of electrons in the critical surface region when the average super-hot starts to loop is well-fit by an exponential function with a “slope temperature” of $\sim 5.6\text{MeV}$. Therefore, a lower looping energy would also substantially increase the number of electrons that could participate in LIDA.

Significantly increasing the looping energy (and decreasing the spatial extent of the magnetic field) with a tighter focus will almost certainly reduce the number of particles that can loop and eventually become super-hot via LIDA. Furthermore, increasing the energy could cause the electrons to overshoot the laser and never get injected.

Practically speaking, changing the focusing most directly alters the laser intensity. The transverse profile of the intensity of a Gaussian laser at focus scales with $e^{-r^2/2w_0^2}$ where $r$ is the radial distance from the focus; therefore, the peak intensity (and equivalently $a_0^2$) scales as $1/w_0^2$. As a result, both the energy an electron can gain from DLA as well as the magnetic field growth rate are a function of the focusing and it is difficult to determine how these competing effects balance without further modeling.
D. Pre-plasma Scale Length

The growth of the $\vec{\nabla}T \times \vec{\nabla}n$ magnetic fields also depends on the pre-plasma scale density gradient. In our modeling, we have used a 1D exponential decay with a cut-off for the plasma density; these magnetic fields will grow faster for shorter scale-length plasma. For this kind of pre-plasma density distribution, the scale length also defines the spatial extent of the plasma. We performed several calculations (not shown) to investigate the dependence of LIDA on the scale length and found that the role of LIDA is similar to the above results when $L = 5\mu m$ but is significantly diminished when $L = 1\mu m$.

As the scale length is increased from $L = 3\mu m$, LIDA is initially expected to produce even higher energy electrons but will eventually diminish due to weaker magnetic fields and a larger region where $v_p$ is significantly different than $c$. However, it is reported by\cite{20} that longer scale-lengths (though with a less intense laser) produce hotter distributions. In that case, the hotter distributions were reported to be produced by the betatron resonance mechanism. In the betatron resonance mechanism, electrons undergoing DLA are also forced by self-generated magnetic fields and electrostatic fields due to the ion channel formed by the ponderomotive expulsion of electrons. Both of these fields will radially pinch accelerating electrons; as explained in\cite{20}, “when the frequency of the transverse electron oscillations in the self-generated static electric and magnetic fields (betatron oscillations) coincides with the laser frequency as witnessed by the relativistic electron, a resonance occurs”. More recently, Arefiev\cite{28} has shown that the frequency of electron oscillations across the channel can be strongly modulated by the laser field leading to parametric energy gain. This is distinct from the betatron resonance because it can occur out of the plane of polarization of the laser. However, LIDA and these acceleration mechanisms are not mutually exclusive since LIDA is an injection mechanism and the others are acceleration mechanisms.

For smaller scale lengths than considered in our modeling, the magnetic fields are expected to grow larger, but with smaller extent. As with the intensity gradients, this will have the effect of reducing the number of electrons which can participate in the process. Furthermore, the plasma will not support long acceleration lengths since the magnetic field does not extend into the vacuum.
VI. CONCLUSIONS

DLA is found to be the dominant acceleration mechanism for the generation of super-hot electrons when an ultra-intense laser interacts with a solid with moderate scale-length pre-formed plasma. We have studied conditions similar to recent short pulse laser experiments using flat targets and we find that the majority of the super-hot electrons require a loop-like injection mechanism we call LIDA. This work could have implications for ion acceleration, especially hadron cancer therapy as well as bright x-ray production which are both enhanced for a hotter electron energy spectrum. Our findings should lead to improved hot electron coupling in a number of ways. For instance, a pre-plasma that enhances acceleration length and/or minimizes phase velocity mismatch may be possible with the development of advanced targets specifically designed to enhance the delivery of looping electrons.
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