Abstract—We propose a light-weight variational framework for online tracking of object segmentations in videos based on optical flow and image boundaries. While high-end computer vision methods on this task rely on sequence specific training of dedicated CNN architectures, we show the potential of a variational model, based on generic video information from motion and color. Such cues are usually required for tasks such as robot navigation or grasp estimation. We leverage them directly for video object segmentation and thus provide accurate segmentations at potentially very low extra cost. Furthermore, we show that our approach can be combined with state-of-the-art CNN-based segmentations in order to improve over their respective results. We evaluate our method on the datasets DAVIS{}^{16,17} and SegTrack v2.

I. INTRODUCTION

Object detection and segmentation play a crucial role in applications such as grasp estimation [31], affordance detection [24] or human robot interaction [33]. While these steps are in general challenging on their own, they become even more so when we assume automotive settings in dynamic environments. Then, potentially moving objects of interest are to be segmented and tracked from video under camera ego-motion. High-end computer vision algorithms on this task usually rely on object and video specific training [23], [27], [36] of convolutional neural networks (CNNs) and show, with few exceptions, limited applicability to online settings while they come at high computational costs.

Despite generally good results for example on the challenging DAVIS video segmentation benchmark [26], the boundary localization as well as occlusion handling are far from being solved by these approaches. However, off-the-shelf deep learning based approaches to low-level tasks such as boundary prediction [19], [40] and optical flow estimation [10], [11] produce highly accurate image and motion boundaries. At the same time, such low level information is a basic component in state-of-the-art approaches to robot navigation [7], [42], [21], grasp estimation [31] and visual SLAM [17]. Thus, their computation comes at little to no extra cost in many practical settings.

In this paper, we provide a light-weight variational formulation that can leverage low-level cues such as boundary estimates and optical flow estimations from generic models and incorporate them into a simple frame-by-frame label propagation framework. Our model facilitates the segmentation of fine details and thin structures.

Furthermore, since our framework allows for a modular integration of low-level cues, it can function as an evaluation platform for such cues w.r.t. video segmentation applications. None of the currently evaluated optical flow or boundary estimation methods are trained or finetuned on the relevant datasets. We thus prove the potential of generic low-level cues for object segmentation tracking and show that the gap to highly optimized CNN methods is actually small.

Additionally, we evaluate the proposed variational method as a postprocessing step for such highly optimized CNN-based models currently defining the state-of-the-art on the DAVIS{}^{16} and DAVIS{}^{17} dataset [26] and show an improvement of the segmentation quality in this scenario. This experiment proves that off-the-shelf boundary and motion estimates actually carry complementary information, currently not captured in dedicated CNN methods.

In summary, our main contributions are:

– We provide a light-weight formulation for video object segmentation using variational label propagation. Once optical flow and boundary estimates are computed, our approach facilitates the online generation of tracked video object segmentations within milliseconds.

– We incorporate optical flow and color features to facilitate the retrieval of lost objects due to intermediate tracking mistakes or full object occlusion.

– We study the effect of different state-of-the-art boundary [6], [40], [19] and optical flow estimation methods in our proposed formulation [11], [10].

– Our approach can be used to refine state-of-the-art CNN-based results, whenever available.

We evaluate our method on the video object segmentation datasets DAVIS{}^{16} [26], DAVIS{}^{17} [29] and SegTrack v2 [16] and provide an ablation study on the impact of all employed cues on DAVIS{}^{16}. Our approach yields competitive results on SegTrack v2 and can compete with several but not all CNN-based methods on the DAVIS benchmarks. Used as a postprocessing, our formulation allows to improve over existing results and provides fine object details.

A. Related Work

Various variational formulations have been proposed to multi-label segmentation in still images, e.g. [25], [1]. In [25], image segmentation from user scribbles is addressed in a variational framework considering the spatial and color information. In [22] such methods have been applied to produce dense video segmentations from sparse seeds in a frame-by-frame manner, based on seeds automatically
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generated from point trajectories [15], [14]. In contrast to [25], [22], we directly introduce highly informative low-level cues into the variational formulation. Our variational formulation is derived from [25]. Yet, we don’t require user scribbles and use optical flow to propagate labels semi-densely across frames. Label propagation by optical flow has been previously used for example in [35], [30], [23]. Unlike [30], which exclusively utilize temporal coherence, [23] only uses color consistency. Our approach employs optical flow to propagate the labels through consecutive frames and, additionally, to provide information in the data term.

The problem of label propagation in videos has also been addressed by deep learning approaches [27], [36], [3], [18], [33]. Such networks are trained on specific datasets and the first frame annotation of a sequence to produce segmentation of subsequent frames. Optical flow magnitudes are employed as additional input for the network e.g. in [36], to provide additional saliency cues. However, the exact localization quality of optical flow is hardly used. Notably, [9] use optical flow to create patch correspondences in a video to improve the training of deep neural networks. Jampani et al. [12] use the similarity of features in neural networks to disseminate information in videos. In [18], a spatio-temporal Markov Random Field model is defined over pixels to produce temporally consistent video object segmentation. In their approach, spatial dependencies among pixels are encoded by a CNN trained for the specific target sequence. In contrast, the OSVOS-S approach from Maninis et al. [18] can be considered to be fully complementary. They propose a one shot video object segmentation framework which explicitly does not rely on any temporal consistency within the data, such that object occlusions and disocclusions can be handled particularly well. In contrast, OSVOS-S [18] successively transfers generic, pretrained, semantic information to the task of video object segmentation by learning the appearance of the annotated (single) object of the test sequence. To show the benefit of our model for the refinement of CNN predictions, we particularly evaluate on OSVOS-S which can be considered most complementary.

II. PROPOSED APPROACH

In the following, we describe the details of our approach. Fig 1 gives an overview of its workflow. We assume that an image sequence $I_1, \ldots, I_t$ is given, where $t$ is the number of frames. We further assume that we are given a full annotation $\mathcal{S} = \bigcup_{t=1}^{n} \mathcal{S}_t$ with $n$ segments for frame $t$, where $\bigcap_{t=1}^{n} \mathcal{S}_t = \emptyset$. The task is to subsequently infer the segmentation of the remaining frames using this first annotation. The proposed method computes optical flow in forward and backward direction to infer label scribbles for $I_{t+1}$ from $I_t$ and $\mathcal{S}$. Optical flow is also used, along with pure image information, to generate costs for all labels and to extract motion boundaries for exact object delineation. In conjunction with generic image boundaries, these cues are used to generate the full segmentation of $I_{t+1}$ using a variational formulation.

A. Confident Label Propagation with Optical Flow

The optical flow field $\mathbf{f}: \Omega \rightarrow \mathbb{R}^2$ is a function assigning a displacement vector to every point in the image domain $\Omega$. For every point $\mathbf{x} \in \Omega$ in frame $t$, the optical flow $\mathbf{f}_t(\mathbf{x})$ is the displacement to the most likely location of $\mathbf{x}$ at time $t+1$. Similarly, the backward optical flow $\mathbf{b}_{t+1}(\mathbf{y})$ of any point $\mathbf{y} \in \Omega$ in frame $t+1$ is the displacement to its most likely location in frame $t$. For points $\mathbf{y}$ that are visible in both frames $t$ and $t+1$, the distance $d(\mathbf{f}, \mathbf{b}, \mathbf{y}) = \|\mathbf{y} - \mathbf{f}_t(\mathbf{b}_{t+1}(\mathbf{y}))\|_2 = 0$, see Fig 2. For those points, the label from location $\mathbf{b}_{t+1}(\mathbf{y})$ in frame $t$ can be directly transferred to location $\mathbf{y}$ in frame $t+1$. Whenever a point $\mathbf{y}$ is occluded in frame $t$, this is no longer valid. In these cases, $d(\mathbf{f}, \mathbf{b}, \mathbf{y}) > 0$. For those locations, the label of $\mathbf{y}$ in $t+1$ needs to be inferred from other cues.

For real world image sequences, optical flow estimations are often not perfectly accurate such that $d(\mathbf{f}, \mathbf{b}, \mathbf{y}) > 0$ for almost all $\mathbf{y} \in \Omega$. Thus, there is need for a heuristic on the matching confidence, which is defined by $\text{conf}(\mathbf{f}, \mathbf{b}, \mathbf{y})$ in [1] [34]. In practice, we assume the optical flow matching to be confident (i.e. $\text{conf}(\mathbf{f}, \mathbf{b}, \mathbf{y}) = 1$) if $d(\mathbf{f}, \mathbf{b}, \mathbf{y})$ is sufficiently
such as to optimize the motion problem as minimal partitioning problem. The objective is to partition the image domain \( \Omega \subset \mathbb{R}^2 \) into \( \Omega_1, \ldots, \Omega_n \subset \mathbb{R}^2 \) such as to minimize

\[
\min_{\Omega_1, \ldots, \Omega_n} \sum_{i=1}^{n} \frac{1}{2} \int_{\Omega_i} \text{Per}(\Omega_i; \Omega) + \int_{\Omega_i} h_i(x) \, dx,
\]

\[
\text{s.t. } \Omega = \bigcup_{i=1}^{n} \Omega_i, \quad \forall i \neq j, \quad \Omega_i \cap \Omega_j = \emptyset.
\]

The potential functions \( h_i : \mathbb{R}^2 \rightarrow \mathbb{R}^+ \) represent the costs for each individual pixel to be assigned to label \( i \), and \( \text{Per}(\Omega_i; \Omega) \) is the perimeter of region \( \Omega_i \) in \( \Omega \). Usually, the perimeter is measured according to an underlying image induced metric [25]. The regularization parameter \( \lambda \) steers the penalization of longer boundaries. For an image \( I : \Omega \rightarrow \mathbb{R}^d \) with \( d \) channels, a common weighting function is

\[
\text{Per}(\Omega_i; \Omega) = \int_{\Omega_i} \exp(-\gamma|\nabla I(x)|) \, dx
\]

where \( \nabla I \) is the Jacobian of \( I \), \( |\nabla I| \) denotes its Frobenius norm, and \( \gamma \) is a positive scalar.

If partial annotations \( \mathcal{A} \subset \Omega \) of \( I \) are provided for labels \( i \), the potential functions \( h_i \) can be defined as spatially varying color or feature distributions [25]

\[
h_i(x) = -\log \frac{1}{|\mathcal{A}|} \int_{\mathcal{A}} G_{\rho_i} \cdot G_{\sigma} \, dx_{\mathcal{A}},
\]

with \( G_{\rho_i} = k_{\rho_i}(x - x_{\mathcal{A}}) \) and \( G_{\sigma} = k_{\sigma}(I(x) - I(x_{\mathcal{A}})) \). Here \( |\mathcal{A}| \) denotes the area occupied by label \( i \), \( k_{\rho_i} \) and \( k_{\sigma} \) are Gaussian distributions in the feature and the spatial domain, respectively. Usually, color is used as pixel features. It can be complemented for example with cues from optical flow such as its magnitude or direction.

The subscripts \( \rho_i \) and \( \sigma \) denote the respective standard deviations. The parameter \( \rho_i \) is assigned based on the Euclidean distance of the unlabeled feature points in \( I \) to each of the scribble points for label \( i \) and \( \sigma \) is assigned experimentally. By \( x_{\mathcal{A}} \) and \( I(x_{\mathcal{A}}) \) we represent the position \((x, y)\) and feature (e.g. \( RGB \)) information of the partial annotation \( \mathcal{A} \subset \Omega \) in the image \( I \), respectively. Equation (4) shows how spatial and color features of the partial annotations are used to generate costs for each label \( i \) in image \( I \).

**C. Flow Magnitude and Flow Direction**

Besides being useful for the tracking of ego-motion and 3D scene reconstruction for example by visual SLAM [17], optical flow information is a straight-forward cue for video label propagation. Here, we additionally leverage optical flow information in the data term \( h_t \) for the creation of the label costs. Such information is expected to provide: 1) cues for object saliency, and 2) cues for the object label, since motion only changes gradually over time.

Hence, we concatenate the normalized flow magnitude \( (f_{\text{mag}}) \) and direction \( (f_{\text{dir}}) \) to the original color information of the image in frame \( t+1 \) for the segmentation. With this additional information, \( I : \Omega \rightarrow \mathbb{R}^3 \) in (4) is replaced by

\[
J := \begin{bmatrix} I \alpha \cdot f_{\text{mag}} \theta \cdot f_{\text{dir}} \end{bmatrix},
\]

where \( f_{\text{mag}} : \Omega \rightarrow \mathbb{R}^+ \), \( f_{\text{dir}} : \Omega \rightarrow \mathbb{R}^+ \) and \( \alpha \) and \( \theta \) are weighting factors which are assigned as 0.5 to account for the strong expected correlation between color values. Thus, the range of values in the \( RGB \) channels are between 0 and 255 while values in \( f_{\text{mag}} \) and \( f_{\text{dir}} \) range between 0 and 127.5. Finetuning of these parameters for specific datasets is possible and will most likely improve the results. However, the proposed approach attempts not to fit such parameters to any specific dataset for simplicity.
D. Boundary Term

In the variational formulation from (2), the perimeter $\text{Per}$ is computed based on an image induced metric such as given in (6). This metric can be replaced by more evolved, learning-based boundary estimations $\mathscr{E} : \Omega \rightarrow \mathbb{R}_+$ such as [6], [19], [40]. For example, [22] propose to weight the region boundaries according to pseudo-probabilities

$$g(x) = \exp(\mathscr{E}(x)^\beta / \mathcal{E}),$$

with $\mathcal{E} := \frac{2}{\Omega} \int_{\Omega} |\mathscr{E}(x)| dx$ and $\beta > 0$, and employ boundary estimates from [6] for the generation of object segmentations.

However, any approach to image (e.g. HED [40]), object (e.g. COB [19]), or motion (e.g. FlowNet3.0 [11]) boundary estimation could be used. We study the effect of each of the mentioned boundary estimation methods on the validation set of DAVIS$_{16}$ in Sec. V-A. For this study, off-the-shelf trained models of [6], [40], [19], [11] are employed to generate boundary estimates (compare Fig. 3).

III. LOST OBJECT RETRIEVAL

In the considered video object segmentation scenario, objects can become partially or fully occluded for several video frames. In this case, the respective label gets lost. Fig. 4 illustrates this problem: The foreground object (a soccerball) moves to the left and is partially covered by a tree. As it reappears, no labels can be propagated. We propose a simple approach to lost object retrieval (LOR), which fixes this issue in many practical scenarios.

We create partial annotations of the missing object using the confidence values from (1) and the color information given in the annotated key frame. As soon as the object reappears (i.e. is disoccluded) in frame $I_{t+1}$ to be segmented, the confidence of the label propagation in the respective image area should be low, since $d(f, b, y)$ is high in case of disocclusion (see Fig. 2).

Thus, we select all positions with low confidence for the label propagation as candidates for LOR. Then, we compute the color similarity of the positions in $I_{t+1}$ with the lost object’s mean color extracted from the annotated key frame. Finally, we create partial labels for the object using the calculated color similarities by selecting the points with a color distance below a predefined threshold (here set to 5.0). Such a low value is necessary to prevent wrong partial label generation and ensures that we retrieve lost objects whenever the color similarity of respective regions is high. This approach works well in practice. However, it might fail when different objects on a video are similar in color. Here, we apply LOR in the binary segmentation scenario only.

IV. IMPLEMENTATION DETAILS

Parameter Settings Our approach has several parameters. The $\gamma$ in (3) is trivially set to $\frac{1}{255}$ and the normalization factors $\alpha$ and $\theta$ in (5) are set to 0.5 for all datasets. The $\lambda$ in (2) is determined via grid search in the interval $\{5, 10, ..., 60\}$ for the first two images of each sequence: We assume that the object size does not change drastically in two consecutive frames, and thus select the $\lambda$ yielding the smallest deviation in size between the foreground objects in the generated segmentation and the first frame annotation. We set $\tau$ in (1) to a fixed value of 5 for DAVIS$_{16}$ and DAVIS$_{17}$. For SegTrack v2, $\tau$ is set to the mean optical flow magnitude to account for strong motion variations. The value $\sigma$ in (4) is set to 64 for all sequences in all datasets. We expect that parameter finetuning would improve the results further. Yet, we skip this step for simplicity.

Optimization Assigning labels to each object is an optimization problem that we solve using the iterative primal-dual algorithm of [4]. Stopping criteria for this iterative approach are based on a maximum number of iterations which initially is set to 3000. It is increased to 6000 whenever the calculated objective value in iteration 3000 is above 600000. The optimization stops earlier when the decrease in objective value between consecutive iterations is below 10. The computation time for the optimization is proportional to the number of iterations and objects to be segmented.

V. EXPERIMENTS AND RESULTS

We evaluate our method on binary and multi-object segmentation tasks on the state-of-the-art datasets DAVIS$_{16}$ [26], DAVIS$_{17}$ [29] and SegTrack v2 [16].

1) DAVIS Benchmark: The original version of the DAVIS$_{16}$ benchmark [26] is focused on binary video object segmentation and consists of 50 sequences with pixel-accurate object masks. It contains different challenges such as light changes, occlusions and fast motion. The more recent dataset DAVIS$_{17}$ [29] also includes the segmentation of multiple objects. It consists of 90 sequences and more complicated scenarios for example due to object interactions. The DAVIS datasets are evaluated in terms of boundary accuracy (F-measure) and Jaccard’s index (i.e. intersection over union (IoU)).

2) SegTrack v2 Dataset: The SegTrack v2 dataset [16] consists of 14 sequences with ground truth annotation per frame and object. The sequences contain different object characteristics, motion blur, occlusions and complex deformations, low resolution and quality, for both binary and multi-object scenarios. The standard evaluation metric is IoU.

A. Ablation Study

In the following, we evaluate the impact of the employed cues such as boundary terms, optical flow and lost object retrieval to our model on the DAVIS$_{16}$ dataset.

1) Boundary Terms: The boundary term used in (6) is crucial to our approach. We evaluate segmentation results when [6] (SED), [40] (HED) and [19] (COB) are used directly and when they are combined with motion boundaries
extracted from FlowNet3.0 [11] (see Fig. 3). In this case, motion boundaries are simply summed up before non-maximum suppression. All boundary estimations are generated based on existing models, including [11], who directly estimate motion boundaries along with the optical flow. We emphasize that none of these models is trained on DAVIS16,17 nor SegTrack v2. In Tab. I we report the resulting F-measure (F) and Jaccard’s index (J) values. The combination of COB and motion boundaries works best. All further results are based on this setting.

2) Flow Estimation Methods: Optical flow information is a central component of our model. It is used to 1) generate scribble points for subsequent frames, 2) compute the data terms $h_i$ in the variational optimization, and 3) to compute motion boundaries to complement generic image boundaries (compare Fig. 3). Only few optical flow methods produce motion boundary estimates directly as an additional output, which is why our setup is based on FlowNet3.0 [11]. However, motion boundaries can be computed from strong gradients of any estimated optical flow field, such as generated by [38], [2], [10]. Thus, we compare here the performance of our full model when we replace all optical flow information from FlowNet3.0 [11] by FlowNet2.0 [10]. The results in Tab. II show a decrease in the segmentation accuracy. Since the difference in optical flow quality itself is known to be small between the two approaches, the decrease in segmentation quality indicates a rather strong impact of the better motion boundaries from FlowNet3.0.

3) Lost Object Retrieval: In Tab. II we evaluate the impact of lost object retrieval (LOR) to our method. The numbers indicates a significant improvement of the segmentations due to LOR. Specifically, the results of our model improve by 3-5% on the train and validation sets of DAVIS16 when LOR is added.

4) Data Term: In Tab. III we provide an ablation study on the data term creation. To do so, we remove from our full model, the optical flow direction (w/o $f_{\text{dir}}$) and both the optical flow direction and magnitude (w/o $f_{\text{mag}} + f_{\text{dir}}$). In this case, only color information is used. Our full model performs better than the two alternatives, thus both $f_{\text{mag}}$ and $f_{\text{dir}}$ provide meaningful segmentation cues.
Fig. 5. Exemplary results for segmentation tracking on the DA VIS16 (binary) and DA VIS17 (multi-label) benchmark. We compare different state-of-the-art methods (OSVOS-S [18], CINM [3] and OSMN [41]) and ours.

Fig. 6. Sample results on the SegTrack v2 benchmark.

TABLE V
RESULTS ON THE SEGTRACK V2 DATASET [16].

| Sequence/Object | SPT+CSI [16] | MSK [27] | JOTS [39] | SPT [16] | ours |
|-----------------|--------------|----------|-----------|---------|------|
| Unsupervised    | ✓            | ×        | ×         | ✓       | ✓    |
| Online          | ×            | ✓        | ✓         | ✓       | ✓    |
| Mean per object | 65.9         | 67.4     | 71.8      | 62.7    | 65.7 |
| Mean per seq.   | 71.2         | -        | 72.2      | 68.0    | 68.6 |

B. Results on DAVIS

In Tab. III we report the mean (M), recall (R) and decay (D) values for F-measure (F) and Jaccard’s index (J) over the DAVIS16 dataset splits for the state-of-the-art methods OSVOS-S [18], MSK [27], VPN [12], SIAMMASK [37], CTN [13], PLM [32], OFL [35], BVS [20], FCP [28], and JMP [8], as well as for our approach. The main difference between ours and the competing methods is that we neither learn a model such as OSVOS-S, MSK, VPN, SIAMMASK, CTN or PLM, nor work at super-pixel level and iteratively optimize the optical flow for the achieved segmentation, as is the case for OFL. We only use tracking for segmentation. Yet, our method indeed outperforms all remaining non deep-learning based approaches as well as CNN approaches such as PLM [32] or SIAMMASK [37]. Qualitative results are shown in Fig. 5. Visually, the generated segmentation results are appealing and fine details are well captured.

1) Cost Terms from CNN Segmentation: Here, we evaluate the proposed method as a postprocessing step for state-of-the-art CNN predictions. If our method indeed carries complementary information to the appearance cues learned for example by OSVOS-S [18], we should be able to achieve an improvement. In Tab. III and Tab. IV we specifically report the results of our method when we use plain CNN predictions from OSVOS-S [18] and CINM [3] as data terms (costs) (OSVOS-S + ours and CINM + ours) in the DAVIS16 and DAVIS17 datasets, respectively. In all settings, segmentation results are improved by our method.

C. Results on SegTrack v2

In the following, we evaluate our proposed model on the SegTrack v2 dataset. In Tab. IV we compare our results to the state of the art methods JOTS [39], MSK [27] and [16]. Li et al. [16] propose two variants of their method: 1. the online version Segment Pool Tracking (SPT), 2. the offline version with subsequent refinement of the segments within each frame, i.e. Composite Statistical Inference (CSI). Similar to SPT, our method operates in an online fashion and does not require dataset specific training. However, we only use tracking information to compute segments, whereas SPT incrementally trains a global model of the appearance of objects. Yet, our approach produces results within the range of the top performing methods and improves over SPT. Several qualitative results for SegTrack v2 are given in Fig. 6. Our segmentation is able to capture fine details of the objects such as the slender legs of the frog in the frog sequence and the arm and hand of the monkey in the monkey sequence.

VI. CONCLUSIONS

We have proposed a variational method for single and multiple object segmentation tracking scenarios. It leverages optical flow as well as image boundary estimations for the propagation of labels through video sequences, where a key frame annotation is provided. Deep learning based methods are addressing video object segmentation with high computational complexity and sequence specific training. In contrast, our method only considers the first frame annotations and achieves competitive results without an expensive training procedure. In application scenarios which require optical flow as an input (for example for robot navigation), the computation of video object segmentations with our method comes at very low extra costs. Our proposed method produces visually appealing segmentations and preserves fine details on the DAVIS16, DAVIS17 and SegTrack v2 datasets.
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