Abstract: A blade rub-impact fault is one of the complex and frequently appearing faults in turbines. Due to their nonlinear and nonstationary nature, complex signal analysis techniques, which are expensive in terms of computation time, are required to extract valuable fault information from the vibration signals collected from rotor systems. In this work, a novel method for diagnosing the blade rub-impact faults of different severity levels is proposed. Specifically, the deep undercomplete denoising autoencoder is first used for estimating the nonlinear function of the system under normal operating conditions. Next, the residual signals obtained as the difference between the original signals and their estimates by the autoencoder are computed. Finally, these residual signals are used as inputs to a deep neural network to determine the current state of the rotor system. The experimental results demonstrate that the amplitudes of the residual signals reflect the changes in states of the rotor system and the fault severity levels. Furthermore, these residual signals in combination with the deep neural network demonstrated promising fault identification results when applied to a complex nonlinear fault, such as a blade-rubbing fault. To test the effectiveness of the proposed nonlinear-based fault diagnosis algorithm, this technique is compared with the autoregressive with external input Laguerre proportional-integral observer that is a linear-based fault diagnosis observation technique.
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1. Introduction

A blade rub-impact fault is a severe type of mechanical fault frequently occurring in rotating machinery, especially in various turbines. The interactions between the blades of the rotor and the stationary parts of rotating machines can be recognized as a separate mechanical fault that can be caused by rotor blade extension due to the high operating temperatures or as a coupling fault where the rub-impact is a consequence (or evidence) of a different mechanical fault. Under the faults leading to blade rub, usually, shaft imbalance, misalignments, excessive self-excited vibrations, or bearing failures are understood [1]. If not detected and identified at the early stages, a blade rub-impact fault may cause the failure of the system and severe economic loss.

Vibration signal analysis [2] is most frequently applied for diagnosing blade rub-impact faults in comparison with other methods, such as acoustic [3], pressure [4], and temperature analysis [5]. The main reason for its application is that performing the vibration signal acquisition in the field is relatively easy compared to other techniques. However, it is known that for proper vibration analysis, the signal processing methods play an essential role. A system with a rotor-to-stator rub impact fault
is recognized as a complex nonlinear and nonstationary one [6,7]. This is because, simultaneously, several physical processes are involved in the process of rubbing, such as vibration, thermal effects, stiffness, and friction [8]. These facts cause limitations in the application of the conventional time- and frequency-domain analysis approaches based on statistical feature extraction and Fourier transforms, and they force researchers and engineers to utilize complex time-frequency analysis (TFA) methods for extracting relevant information about the mechanical fault and performing fault diagnosis [9].

In recent years, many studies focused on the extraction of discriminative features from rotor systems using TFA approaches for diagnosing blade rub-impact faults. The most frequently used TFAs are empirical mode decomposition (EMD) [10] and its derivative methods, such as ensemble EMD (EEMD) [11], Hilbert–Huang Transform (HHT) [12], and wavelet transform with its variations [13,14], including Harmonic Wavelet Transform [15]. All these methods appeared to be capable of effectively extracting valuable fault features from nonlinear and nonstationary rotor systems in general, and systems with blade rub-impact faults, specifically. However, these methods suffer some drawbacks in their application in real industrial fields. First, the EMD method suffers from the problem of mode-mixing [16], which means that multiple oscillating components are presented in a single intrinsic mode or similar oscillating components are getting split into several modes with disrupted amplitudes. This problem causes difficulties in the interpretation of the decomposition results and affects fault diagnosis accuracy. Second, although EEMD successfully resolves the problem of mode mixing, it drastically increases the computational complexity of this iterative algorithm. It runs an ensemble of EMD decompositions on a signal to achieve “clear” intrinsic modes. This leads to problems in using this approach in industrial applications, especially when real-time performance is needed. Finally, talking about the wavelet transform family of methods, they suffer from energy leakage and interference terms that make it difficult to interpret the results of decomposition. Furthermore, the selection of the mother wavelet function significantly affects the results of the wavelet transformation [17]. Unfortunately, to find an appropriate mother wavelet function that correlates well with the signal properties, a series of experiments is needed that leads to subjectivity in this selection process and makes it difficult to make this type of analysis adaptive [18].

For decision making, machine learning algorithms have been extensively utilized in the fields of fault diagnosis and condition monitoring. As examples of the classical widely applied machine learning methods in this domain, k-nearest neighbors [19], support vector machines (SVM) [20], decision trees [21], and shallow artificial neural network (ANN) [22,23] architectures can be considered. These algorithms use different concepts for learning how to perform the task of classification, but they have one thing in common: the machine learning algorithms in the field of fault diagnosis are mainly trained on the manually chosen or hand-crafted features to diagnose the mechanical faults. In this case, the fault diagnosis performance of the classical machine learning algorithms relies strongly on human knowledge and expertise, which cannot guarantee that these features are optimal and best characterize the specific fault type being investigated.

Due to the complexity of implementation and the problems of TFA signal analysis approaches for extracting discriminative fault features as well as the problems of the classical machine learning algorithms that are dependent on the feature quality, the other family of algorithms is widely used in the industry for assessing the health condition of rotor systems. These algorithms belong to the family of control theory-based algorithms. Thus, linear-based observers such as proportional–integral observer (PIO) and proportional multi-integral observer (PMIO) have been successfully used in several applications [24,25]. Despite the various advantages of the linear-based observer such as the simplicity of implementation in industrial applications and their flexibility, the main challenges of this method are robustness and reliability. To address the issues of linear-based observers, two different schemes have been defined by researchers: designing the nonlinear-based observer and artificial intelligence-based observation techniques. The nonlinear-based observation techniques such as sliding mode fault observer, feedback linearization fault observer, and backstepping fault observer are used in several applications. Apart from the various advantages of nonlinear-based observers such as stability,
reliability, and robustness, these techniques suffer from its complexity \[26,27\]. The second scenario is based on improving the linear-based observer performance using artificial intelligence-based techniques. This scenario also can be implemented in two ways. The first way is to improve the fault diagnosis performance of the conventional linear-based observation techniques with the addition of artificial intelligence techniques into the different stages of the fault diagnosis pipeline \[21,28\]. In another way, the nonlinear rotor systems can be diagnosed in a data-driven manner by replacing linear-based observation techniques with artificial intelligence-based approaches, such as using methods from the field of deep learning that are easier to implement and set up compared to the modern nonlinear observation techniques from control theory. This is the scenario that has been chosen in this work.

Recently, the deep learning-based approaches for fault feature extraction and fault classification are drawing attention due to the increased computational power. The deep learning field provides us with a variety of techniques that are capable of learning the discriminative features autonomously or generating them from the given data representations and are actively applied for condition monitoring and predictive maintenance. For instance, talking about supervised learning, convolutional neural networks \[29\] autonomously extract high-level features from the images \[30,31\] and one-dimensional signals \[32,33\]. Another technique from the supervised learning family is called deep neural network (DNN) \[34\], which resembles the conventional ANN with a difference in the depth of the network and number of neurons in its layers, and it also offers better classification capabilities when dealing with high-dimensional input data (can be a one-dimensional signal instead of feature parameters) and uncertainties within it compared to the conventional machine learning algorithms, including shallow structured ANNs. Furthermore, to fully understand the capabilities of deep learning, it is important to discuss the unsupervised methods that are introduced by researchers. One of the great examples of unsupervised deep learning techniques is generative adversarial networks (GANs) \[35,36\]. GANs learn the statistical parameters of the input data distribution and are capable of generating new data of similar distribution. In the field of fault diagnosis, GANs are frequently utilized for solving the problem of fault data augmentation before training DNNs for decision making \[37\]. This application is reasonable and draws a lot of attention in the industry, since it is usually not possible or even expensive to collect huge datasets of faulty signals from real applications. However, some challenges might cause difficulties when applying GANs to mimic nonstationary signals of the nonlinear system. First, as was mentioned above, GANs learn the distribution of the input signals during the training so they can generate sequences of similar distribution from the random noise. It is known that in nonstationary signals, the statistical parameters of the time sequences tend to change with the time even when these signals are collected during the same operating condition. Hence, it can be a difficult problem to learn the exact properties of the nonlinear system using GANs. Second, some external disturbances from the environment affect the recorded signals, and this unwanted noise will be also included in the distribution learned by GAN. Finally, it is understandable that the learned distribution also depends on the length of time sequence. To address or avoid these problems, the indirect approximation (i.e., the approximation of the system state by learning the specific features of the system instead of signal distribution) of a nonlinear system can be useful. Autoencoders (AEs) \[38\] are another type of deep learning technique that can be used to resolve this issue. During the training, AEs learn the specific nonlinear discriminative features (latent coding) of the input data that allow us to use them for feature extraction to determine the state of the system, data reconstruction, data generation, compression, and fault detection in the system \[39,40\]. Furthermore, there are extensions of the conventional AEs called denoising autoencoders (DAEs) that enhance the capabilities of AEs to learn the discriminative features of the system by the signals even when those are highly contaminated by noise \[41\].

Considering the information gathered from the literature review, in this paper, we propose a novel method based on a deep undercomplete denoising autoencoder (DUDAE) and a DNN to address the issues of approximating the nonlinear function of the rotor system with coupling blade rub-impact faults and to perform fault identification in a data-driven manner. In this work, we attempt to replace the conventional two-block-based control theory methodology for estimating signal behavior (function
approximation of the system and signal estimation) with one block, which is represented by the deep learning technique DUDAE. First, the DUDAE is trained using the vibration signals corresponding to the healthy state of the rotor system. During this step, the DUDAE learns the latent coding in its bottleneck layer that represents the nonlinear function of the rotor system under normal operating conditions. Next, the vibration signal corresponding to the unknown state of the rotor system is pushed at the input layer of the DUDAE, where it estimates the signal of the current state using the latent coding learned on signals of normal operating conditions. Then, the residual signal (i.e., error signal) is generated as the difference between the real vibration signal of an unknown system state and the one estimated by the DUDAE. Residue generation is used for enhancing the dissimilarities of the signals corresponding to different classes using the anomaly detection properties of the autoencoder, and hence, it generates sequences (residual signals) that are treated as discriminative features capable of improving fault diagnosis performance. At the final step, these residual signals are used as inputs to the DNN to accomplish the task of fault identification of rotating machinery.

The specific contributions of this study can be summarized as below:

1. The novel data-driven method for diagnosing coupling rotor imbalance and blade rub-impact faults in nonlinear rotor systems is presented.
2. The deep learning-based system identification approach for approximating the nonlinear function of the system and state estimation has been introduced as a part of the proposed fault diagnosis solution.

The remainder of this manuscript is organized as follows. Section 2 introduces the proposed methodology for diagnosing the coupling blade rub-impact faults of different severity levels. Section 3 provides an experimental validation of the introduced framework and discussion. Finally, Section 4 contains the concluding remarks.

2. Proposed Methodology

A block diagram of the proposed approach for identifying the coupling blade rub-impact faults of various intensities is depicted in Figure 1, and it consists of three important steps. First, the collected vibration acceleration signals corresponding to the normal operating state when no faults are observed in the system are used to train the DUDAE to create a nonlinear function approximation of a system under normal operating conditions. Then, the autoencoder’s property of anomaly detection is used to represent the deviations in the state of the system by generating the residual signal. This residual signal represents the difference (error) between the current vibration signal approximated by the DUDAE using the learned nonlinear function of the normal state of the system and the actual current vibration signal. At the final step, this residual signal is considered a discriminative representation containing fault feature information and describing the current state of the system that is employed as an input to the DNN to accomplish the problem coupling blade rub-impact fault identification.
2.1. Data Collection

To investigate the capabilities of the proposed framework for blade rubbing fault identification, an experimental dataset was acquired in this study. The test rig used to collect rub-impact fault data of various severity levels is presented in Figure 2. Two vibration sensors installed at the different ends of the shaft were used to collect the data during the experiment. Each of the sensors has two channels for recording the displacements of the rotor in vertical and horizontal directions.

In this work, the coupling shaft imbalance and periodical local blade rub-impact fault has been simulated. Specifically, to create the interactions between rotor disk blades (the number of blades of the
rotor disk is equal to 16) and rotor cage (i.e., blade rub-impact fault), shaft imbalance fault (<45°) has been first simulated by attaching additional weights to the rotor disk. The detection and evaluation of the severity levels of the fault being investigated have been done by a thermal camera mounted on the non-drive end of the rotor. Overall, 10 classes of signals were observed during data collection. Specifically, class #1 corresponds to 0 g of extra weight added to the shaft, which represents the normal operating state of the system. Classes #2, #3, and #4 correspond to 0.5, 1, and 1.5 g of extra weight added to the shaft. At this time, a shaft imbalance fault appeared in the testbed; however, despite the rotor imbalance, no contact between the blades and the stator was detected through the thermal camera. Classes #5 to #7 describe the first evidence that a coupling fault appeared in the system when shaft imbalance caused a slight blade rub fault with the 1.6, 1.7, and 1.8 g of additional weight added to the shaft, respectively. Classes #8 and #9 with 2 and 2.4 g of additional weight correspond to the coupling fault of shaft imbalance with an intensive blade rub, while class #10 with 2.8 g of extra weight attached to the rotor disk represented the coupling fault when the shaft imbalance led to a severe blade rub-impact fault condition.

The experiment was conducted under constant rotational speed equal to 2500 revolutions per minute (RPM). The vibration signals were collected at a sampling rate of 65.5 kHz. The duration of signal recordings for each signal class was 30 s. Then, for signal processing purposes, these signals were split into samples of 1 s in length. Thus, the total number of data instances acquired during the experiment was equal to 300 samples before cutting them into windows during signal resampling.

The main properties of the collected signal classes are summarized and presented in Table 1.

| Class # | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|---------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Weight (g) | 0.0 | 0.5 | 1.0 | 1.5 | 1.6 | 1.7 | 1.8 | 2.0 | 2.4 | 2.8 |
| Sample #   | 30  | 30  | 30  | 30  | 30  | 30  | 30  | 30  | 30  | 30  |

| System State | Norm. Shaft Imbalance | Shaft Imbalance Slight Rub | Shaft Imbalance Intensive Rub | Shaft Imbalance Severe Rub |
|--------------|-----------------------|----------------------------|-------------------------------|----------------------------|

### 2.2. Signal Resampling

In general, deep learning-based approaches require datasets with a huge number of samples for efficient representation learning. However, it is not always possible and even expensive to collect huge datasets with the samples corresponding to faulty conditions of the system. Furthermore, when the artificial intelligence algorithms are applied to one-dimensional signals, the size of these input signals affects the architecture of the network (i.e., depth of the network, number of nodes, shape) as well as the time needed for learning these representations. To address these issues prior to creating the autoencoder-based nonlinear observer, in this work, we perform a resampling of the collected vibration signals corresponding to different states of the system into a series of windows such that each window has a length equal to the number of data points collected during one revolution of the shaft.

For vibration signal resampling, first, the number of revolutions completed in one second (RPS) should be computed by the formula as below:

\[ RPS = \frac{RPM}{60}, \]

where \( RPM \) is the rotational speed used during data recording.

Next, the time needed for one revolution (2) and the number of data points (3) collected during one revolution of the shaft can be obtained as shown below:

\[ TFOR = \frac{1}{RPS}, \]
Here, $T_{FOR}$ stands for the time for one revolution expressed in seconds, $w_{\text{length}}$ corresponds to the length of each window of the resampled signal expressed in a number of data points, and $f_{\text{sampling}}$ is the sampling frequency used during the data acquisition.

The computed parameters for resampling the signal into windows are as follows: $R_{PS} = 41.6$, $T_{FOR} = 0.024$, and $w_{\text{length}} \approx 1598$, respectively. An example of signal resampling using the achieved resampling parameters is depicted in Figure 3.

![Figure 3. The vibration signal resampling process.](image)

### 2.3. Deep Undercomplete Denoising Autoencoder (DUDAE)-Based Nonlinear Function Approximation of the System and Residual Signal Generation

Autoencoders are a form of deep neural network that are widely used for problems where manifold learning is required. The most common tasks that are solved by autoencoders are feature learning [42], feature extraction [43], and feature selection [44]. However, since autoencoders are deep neural networks with a symmetric structure, they can successfully utilize the properties of neural networks to learn and discover complex nonlinear relations of the input data (i.e., nonlinear function approximation) and successfully utilize them for the input data reconstruction, which is the purpose of the autoencoder in this paper.

The simple undercomplete autoencoder consists mainly of three layers that are trained in an unsupervised manner. The first layer is called the input layer. It receives the input data and pushes it to the further layers. The hidden layer after the input layer with lower dimensionality is called a bottleneck layer. It is used to extract the latent coding, i.e., the high-level representative features of the input data. The dimensionality of the latent codes is equal to the number of nodes in the bottleneck layer. The last layer, called the output layer, is used to decode the obtained latent codes and reconstruct the original input data. In summary, the autoencoder performs two tasks: (1) it encodes the input data into the latent coding, and (2) it decodes the latent coding to reconstruct the original data. The operation of the autoencoder can be summarized as follows:

$$e : x \rightarrow F$$

$$d : F \rightarrow x'$$

$$e, d = \text{argmin}(x - x')^2$$

As mentioned above, the simple undercomplete autoencoder has only one hidden layer: the bottleneck layer. During the encoding stage, the autoencoder receives the input data $x$ of the dimensions $R^m$ and nonlinearly maps the input data to the latent coding $F$ with the dimensions $R^n$. The encoding process can be presented as below:

$$F = f(Wx + b),$$

where $f$ is a nonlinear activation function. The decoding process of the autoencoder is described by:

$$x' = d(F).$$
where $F$ is the latent coding, $W$ represents the weight matrix, $b$ stands for the bias, and $f$ is a nonlinear activation function. The decoding process of the autoencoder is described by:

$$\hat{x} = f_f(W_fF + b_f).$$

Here, $\hat{x}$ is the reconstructed output that resembles the input data, $W_f$ is the weight matrix, $b_f$ stands for the bias, and $f_f$ represents an activation function of the decoder, respectively.

To perform the training of the autoencoder, the mean squared error (MSE) loss function should be calculated between the original input data and the reconstructed data using the following equation:

$$L(\theta) = \frac{1}{N} \sum_{n=1}^{N} (x - \hat{x})^2,$$

where $L$ stands for the MSE loss function, $\theta$ is a set of model parameters, and $N$ is the dimensionality of the input data, i.e., the number of nodes in the input layer of the autoencoder.

In this paper, the DUDAE is utilized to approximate the nonlinear function of the normal state of the rotor system. The detailed architecture of this autoencoder is presented in Table 2. Unlike the simple three-layer undercomplete autoencoder, the proposed DUDAE is a deep autoencoder (emphasized by the first ‘D’ in the abbreviation) that has more than one hidden layer, as can be seen in the table. However, the basic idea described in Equations (4)–(7) pertains to the DUDAE, with the only difference being that during the encoding and decoding phases, more nonlinear data transformations are done concerning the increased number of hidden layers. From the same table, it can be seen that the size of the encoding layers is smaller than that of the input layer, which means that the structure of the proposed autoencoder is “undercomplete” (highlighted by the “U” in the abbreviation). This is needed to force the autoencoder to learn a more compact representation (i.e., nonlinear function) from the input data. To increase the tolerance to the noise of the autoencoder used for approximating the nonlinear function of the normal operating state of the system, the dropout [45], with a rate equal to 0.1, is added to the input layer in which the input signals are received. This makes the proposed autoencoder belong to a type of denoising autoencoders (this property is expressed as the second ‘D’ in the abbreviation).

| Layer # | Type of Layer (Purpose) | Node # | Activation | Dropout |
|---------|-------------------------|--------|------------|---------|
| #1      | Input (Encoder)         | 1598   | -          | 0.1     |
| #2      | Hidden (Encoder)        | 790    | SELU       | -       |
| #3      | Hidden (Encoder)        | 395    | SELU       | -       |
| #4      | Hidden (Encoder)        | 128    | SELU       | -       |
| #5      | Hidden (Encoder)        | 64     | SELU       | -       |
| #6      | Hidden (Encoder/Decoder)| 32     | SELU       | -       |
| #7      | Hidden (Decoder)        | 64     | SELU       | -       |
| #8      | Hidden (Decoder)        | 128    | SELU       | -       |
| #9      | Hidden (Decoder)        | 395    | SELU       | -       |
| #10     | Hidden (Decoder)        | 790    | SELU       | -       |
| #11     | Output (Decoder)        | 1598   | SELU       | -       |

As the activation function for the hidden and output layers of the DUDAE, the scaled exponential linear units (SELU) function is chosen in this paper. There are a few main reasons of employing this activation function: (1) the input vibration signals collected by the sensors contain both the positive and negative values, hence a possibly non-saturating activation function that supports these types of inputs is needed, (2) the specific formulation of the SELU activation prevents the vanishing gradient problem that may be faced in deep architectures, as well as avoids the situations when the neuron can die during training, and (3) the SELU activation function speeds up the training process and
convergence of the deep neural network due to its normalization properties [46]. The formulation of the SELU activation function is shown in Equation (8):

\[ f_{\text{selu}}(x) = \lambda \left\{ \begin{array}{ll} \alpha e^x - \alpha & x \leq 0 \\ x & x > 0 \end{array} \right. \]  

(8)

where \( \lambda \approx 1.05 \) and \( \alpha \approx 1.6731 \) are the coefficients predetermined by the inventors of SELU activation [42].

Glorot uniform weight initialization [47] was chosen as the initialization strategy of the weights in the hidden layers of the proposed deep undercomplete denoising autoencoder.

As the optimization algorithm for training the deep denoising undercomplete autoencoder to estimate the nonlinear function of the normal system state using backpropagation, the RMSProp optimizer [48], a widely used variant of stochastic gradient descent for training autoencoders, is applied in this paper. The equation of this optimization algorithm can be presented as follows:

\[ s \leftarrow \gamma s + (1 - \gamma) \nabla_{\theta} L(\theta) \otimes \nabla_{\theta} L(\theta) \]

\[ \theta \leftarrow \theta - \xi \nabla_{\theta} L(\theta) \otimes \sqrt{s + \epsilon}. \]  

(9)

Here, \( s \) is a vector containing the squares of the loss function gradients; \( \gamma \) stands for the rate of decay (\( \gamma = 0.9 \)); \( \nabla_{\theta} L(\theta) \) represents the gradient of the loss function (MSE in this case) with the respect to the parameters of the deep learning model, \( \theta \); \( \xi \) is the notation for the learning rate that was assigned to be equal to 0.001; \( \epsilon \) is the coefficient needed to prevent zero division (\( \xi = 10^{-7} \) in this paper); and \( \otimes \) and \( \otimes \) are the operators of element-wise multiplication and division, respectively.

2.4. Residual Signal Generation

The main purpose of the autoencoder (DUDAE) in this paper is to learn the nonlinear function of the system under normal operating conditions. Once the training is completed, this trained model is used to give its estimate of the current system state by attempting to reconstruct the signal previously unseen during the training (i.e., a signal corresponding to the unknown state of the system). Next, the residual signals are generated as a difference signal between the real unknown vibration signal and the estimate of this signal delivered by the DUDAE. These residual signals are used at the next step as the input for the DNN to perform fault identification, and can be computed as below:

\[ r_\hat{x}(n) = x(n) - \hat{x}(n), \]  

(10)

where \( r_\hat{x}(n) \) is the residual signal, \( x(n) \) stands for the original vibration signal in the time domain, and \( \hat{x}(n) \) is the signal reconstructed by the autoencoder using the latent coding learned while training on signals corresponding to the normal operating state of the system (i.e., when no imbalance and no blade rub fault are observed).

The purpose of computing the residual signals is as follows. Since the DUDAE is trained using only the data collected under normal system operating conditions, it learns how to reconstruct this data by using the learned nonlinear function, i.e., latent coding. However, it cannot accurately reconstruct the data that have not been used during the training process. That is, if the DUDAE is applied to reconstruct the signals not observed during training and that significantly deviate from the signals corresponding to the normal system state, it will inevitably lead to a reconstruction error. Furthermore, when a shaft imbalance or a coupling imbalance and blade rub fault appears in the system, the values of statistical parameters of the vibration signals increase with the increase of their amplitude. This means that errors between the real signals corresponding to abnormal conditions of the system and the ones estimated by the DUDAE will increase, too. This allows for detection of the current state of the system and residual signals computed by Equation (10) can be used as discriminative features to perform fault identification of coupling blade rub faults of various intensity levels.
2.5. Fault Identification Using Residual Signals and the DNN

Despite the fact that the DNN is a variation of the conventional ANN, which was first introduced a long time ago, due to the higher dimensionality and the number of hidden layers, it became one of the most powerful and widely applied decision-making algorithms for a huge variety of problems. Furthermore, DNNs became the main core of recent trends in the field of artificial intelligence algorithms, such as deep representation learning.

The general DNN architecture resembles the architecture of an ANN and consists of an input, output, and a sequence of hidden layers. The generalized formula of the \( m \)th hidden layer operation can be summarized as follows:

\[
x_m = f(W_m x_{m-1} + b_m),
\]

where \( x_m \) is the output of the \( m \)th hidden layer after applying the nonlinear activation function \( f \); \( x_{m-1} \) is the output of the previous hidden layer after application of the activation function; and \( W_m \) and \( b_m \) are the weight matrix and bias vector of the \( m \)th hidden layer, respectively.

In this paper, the DNN is used to perform the task of blade rub-impact fault identification using the residual signals computed using Equation (10). The exact architecture of the DNN used for fault identification is presented in Table 3. As can be seen from the table, the architecture of the proposed DNN is similar to the encoder part of the DUDAE described in Section 2.3. However, there are two differences that are discussed below.

| Layer # | Type of Layer | Node # | Activation | Dropout |
|---------|---------------|--------|------------|---------|
| #1      | Input         | 1598   | SELU       | -       |
| #2      | Hidden        | 790    | SELU 0.1   | 0.1     |
| #3      | Hidden        | 395    | SELU 0.1   | 0.1     |
| #4      | Hidden        | 128    | SELU 0.1   | 0.1     |
| #5      | Hidden        | 64     | SELU 0.1   | -       |
| #6      | Hidden        | 32     | SELU       | -       |
| #7      | Output        | 4      | SoftMax    | -       |

The first is the way the dropout regularization has been applied. Unlike the autoencoder, where the dropout was applied only to the input layer to increase its robustness to the noise in the data, in the DNN, it is used for fault identification, and a dropout rate of 0.1 is applied to hidden layers #2, #3, #4, and #5 to avoid overfitting of the data. If the DNN overfits the training data, it might fail to generalize the validation and testing data (the data unseen during the training process), which will lead to a decrease in the fault classification performance. It cannot be seen from the table, but along with dropout regularization, an early stopping procedure is applied during the training of the DNN to reduce the chance of overfitting. The idea of early stopping is to interrupt the training process once the validation error stops decreasing or starts increasing with some tolerance level during a defined number of epochs.

The second difference is an activation function of the output layer. To solve a multiclass classification problem, SoftMax activation is employed in the output layer of the DNN. The SoftMax activation function is given as follows:

\[
\hat{P}_k = \exp(s_k(x)) / \sum_{i=1}^{K} \exp(s_i(x)),
\]

where \( K \) is the total number of classes and \( s(x) \) is a vector containing the scores of each class for the specific data instance \( x \). The input data instance is assigned to the class with the highest estimated probability \( \hat{P}_k \) (i.e., the class with the highest computed score for this sample).

To train the DNN to perform blade rub fault identification using the residual signals, the categorical cross-entropy loss function is used with the outputs of the SoftMax activation of the output layer
to perform decision making about the state of the system. The categorical cross-entropy loss can be represented as below:

\[
\text{Loss}(\theta) = -\frac{1}{n} \sum_{i=1}^{n} \sum_{k=1}^{K} y_{ik} \log(\hat{P}_k),
\]

where \( \theta \) is the set of model parameters and \( y_{ik} \) and \( \hat{P}_k \) are the target and estimated probabilities that the \( i^{\text{th}} \) data instance belongs to the class \( k \), respectively. The same optimization algorithm used for training the autoencoder, RMSProp (Section 2.3, Equation (9)), is used for training the DNN by computing the gradients of the categorical cross-entropy loss function with respect to model parameter \( \theta \).

The remaining parameters of the machine learning model, such as the weight initialization algorithm, the learning rate of the optimization algorithm, and other parameters of the network remain the same, as described in Section 2.3.

3. Experimental Results and Discussion

3.1. Training, Validation, and Testing Data Configuration

After signal resampling, described in Section 2.2, the new dataset consisted of 12,300 time-domain resampled vibration signals in total (1230 resampled signals for each system condition observed during data collection). To investigate the fault identification capabilities of the proposed approach, the two experimental datasets were constructed.

The first dataset consisted of all the resampled time-domain vibration signals corresponding to the normal state of the system (1230 resampled signals), i.e., when neither imbalance nor coupling imbalance and blade rub faults were observed (this dataset is further referred to as dataset #1). This dataset is needed to train the DUDAE to reconstruct the input data using the learned latent coding and to derive the residual signals that are further used for fault identification by the DNN. For training the DUDAE, dataset #1 was randomly divided into training and validation subsets at a rate of 8:2. Thus, 984 resampled signals corresponding to normal system conditions were used as a training subset for the DUDAE, whereas the remaining 246 signals comprised the validation subset used to measure validation error.

Once the autoencoder was trained, it was used to generate the residual signals using the whole 12,300 original resampled vibration signals. The data were used further to accomplish the task of fault diagnosis. For this, the dataset of residual signals (further referred to as dataset #2) was first randomly split into training and testing subsets at a ratio of 8:2. Then, the obtained training subset was randomly split again at the ratio 8:2 to get a validation subset. Thus, the obtained training subset from dataset #2 consisted of 7872 residual signals, the validation subset contained 1968 samples, and the remaining 2460 residual signals previously unseen by the DNN were used as a testing subset for evaluating the fault diagnosis capabilities of the proposed framework.

To ensure the reliability of the proposed methodology and exclude the effect of randomness, the experiments for the proposed and referenced methods will be performed 10 times with different training, validation, and testing subsets randomly sampled at each trial.

3.2. Training the DUDAE–DNN Model

Before validating the capabilities of the proposed framework to identify blade rub-impact faults of various intensity levels, the modules of the proposed framework, the DUDAE and the DNN, should be trained. Furthermore, they should be trained in a pipeline (i.e., sequential order). Thus, first, the training and validation subsets of dataset #1 containing the time-domain resampled vibration signals corresponding to the normal condition are used to train the DUDAE. Next, the training and validation subsets of dataset #2 (consisting of residual signals obtained after training the DUDAE) are utilized to train the DNN to perform fault diagnosis. For training both parts of the model, data batches with 64 data samples each were utilized. Initially, the number of training epochs for the
DNN model was assigned to be equal to 1000. However, the early stopping algorithm was applied during the training that stops the learning process once the validation accuracy stops improving and restores the model parameters that demonstrated the highest fault classification accuracy on the validation subset.

In Figure 4, the analysis of dependence between the number of training epochs of the DUDAE model and its influence on the validation classification accuracy of the DNN is presented.

From this figure, it can be seen that in general, the increase in the number of training epochs for the DUDAE model leads to a decrease in the number of training epochs for the DNN model (the early stopping technique stops training earlier, since no improvement on the validation subset has been observed for a certain number of epochs). At the same time, for all of the cases presented in Figure 4, it can be observed that at the moment when the training was stopped, the validation accuracy curve saturates and slightly oscillates around an accuracy of 94–95%. However, when we applied the best model parameters saved during the DNN training in each experiment, it appeared that the model trained on residual signals obtained after training the DUDAE during 600 epochs reached 95.5% accuracy on the validation subset. The other models demonstrated slightly worse performance: 95.33%, 95.2%, 95.4%, 95.4%, and 95.1% for 100, 200, 300, 400, and 500 training epochs of the DUDAE, respectively. Overall, the number of training epochs of the DUDAE did not significantly affect the fault classification performance of the DNN. However, considering that the validation accuracy of the DNN was slightly higher when the DUDAE was trained over 600 epochs, it was decided to keep this number
of training epochs for the DUDAE while the number of training epochs of the DNN was left under full control of the early stopping algorithm.

Once the training epoch number of DUDAE and training scenario for decision-maker (DNN) are fixed, we repeat the training–validation procedure 10 times to observe the behavior of the training–validation loss curves and generalize the conclusions on the convergence of the proposed methodology. The training and validation loss curves obtained during 10 experiments are presented in Figure 5.
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**Figure 5.** The training and validation loss curves obtained during ten experimental trials by the proposed technique: (a) training loss curves of DUDAE, (b) validation loss curves of DUDAE, (c) training loss curves of DNN, and (d) validation loss curves of DNN, respectively.

The training and validation curves corresponding to DUDAE are demonstrated in Figure 5a,b. From these figures, it can be seen that the values of loss functions during ten experiments first demonstrated a sharp descent during the first 40 epochs of training and then continued decreasing toward zero steadily. Despite in all experimental trials DUDAE having been trained during 600 epochs, from Figure 5c,d, we can observe that the training process of DNN has been stopped by an early stopping algorithm at different moments before 400 epochs in all trials except for in experiment #7, where the training of DNN has lasted for 488 epochs (the longest result). From Figure 5d and its color bar, it can be concluded that in all experimental trials, the validation loss curves of DNN demonstrated similar descending patterns, and at the moment when the training procedure was stopped, they were oscillating around the value of 0.2.

Overall, it can be concluded that the proposed methodology demonstrates repeatable results in terms of convergence under various training and validation subset permutations. However, it can be also seen that there is an open direction for improvement of the part related to the decision making in the proposed framework because despite a good convergence of DUDAE under various data permutations, the loss functions of DNN saturated at a certain level without moving closer to zero.

### 3.3. Residual Signal Analysis

In this subsection, the analysis of residual signals obtained after the DUDAE was trained on signals corresponding to the normal system state is provided. From the previous subsection, it was concluded that when the number of training epochs of the DUDAE is equal to 600, the obtained residual signals
that are used as input to the DNN for decision making on the state of the system lead to the highest classification accuracy on the validation dataset. The main point of this is that the well-trained DUDAE delivers residual signals of a small magnitude oscillating around zero (i.e., small reconstruction error) for the signals that correspond to the normal state of the system or for the signals that resemble those signals. On the other hand, when the imbalance and blade rub-impact fault appear in the system, the vibration signals start deviating from the ones corresponding to a normal operating state. Hence, with the increase of rub-impact fault intensity, the reconstruction error increases as well, which leads to residual signals of higher magnitudes and higher deviations from zero. The examples of residual signals computed after the trained DUDAE for different states of the system are depicted in Figure 6.

As can be seen from this figure, the magnitudes of residual signals and their shapes change with the progression of the fault. Furthermore, it can be seen that MSE values computed between the original and reconstructed signals also increase when the signals in the input of the trained DUDAE deviate significantly from the signals corresponding to the normal system condition when neither shaft imbalance nor blade rub faults was observed.

Figure 7 illustrates the energy of residual signals generated by the proposed methodology for five signal classes, namely normal system condition (class #1), shaft imbalance fault (class #4), shaft imbalance + slight rubbing fault (class #6), shaft imbalance + intensive rubbing fault (class #9), and shaft imbalance + severe rubbing fault (class #10), respectively. The signal groups presented in Figure 7 are the same as the ones demonstrated in Figure 6 for the sake of consistency. In the proposed methodology, DUDAE extracts the function of the dynamic behavior of the normal signal (the rotor
system is under the normal operating condition when no faults are observed) during its training. However, in abnormal conditions of the system, the behavior of the signal is utterly different from its behavior in the normal state of the system. Regarding Figure 7, it can be seen that the accuracy of the dynamic behavior estimation for the signals belonging to different classes is satisfactory, especially for class #1. The reason for this observation is that the residual signal itself is a type of error signal that is computed between the actual vibration signal and one estimated by DUDAE. That is, since the DUDAE has been trained on signals belonging to normal conditions, it is capable of accurately estimating the unknown signals when their dynamic behavior is close to the ones it has been learned on. Furthermore, it can be seen from Figures 6 and 7 that when we use DUDAE to estimate the unknown signal dynamic behavior that drastically differs from ones collected under normal operating conditions, the estimation error (residual signal) between the actual and estimated signal is increasing. In Figure 6, this difference can be observed in a deviation of residual signals from zero-mean along with the increasing value of the MSE metric, while in Figure 7, this difference is characterized with growing values of energy features extracted from those residual signals. Based on the energies of the residual signals presented in Figure 7, it can be concluded that the obtained residual signals are sensitive to the degradation of the system, which means that these residual signals can be used as discriminative features itself for fault classification or for the feature extraction in conjunction with feature-based machine learning classifiers for diagnosing faults. Thus, the more discriminative the residual signals are, the easier it is for the classifier to perform fault identification. However, some overlap can be observed when the intensity of rub fault increases, such as in classes #9 and #10. Therefore, to improve the potential fault classification accuracy, the DNN with the residual signals as input features is recommended in this work instead of conventional amplitude-based statistical feature extraction and fault classification schemes, the performance of which can be affected by the overlap of the extracted feature parameters.

![Figure 7](image_url)

**Figure 7.** The energy feature parameter used for characterizing the residual signals obtained by proposed methodology for the signal classes under normal operating condition, 1.5 g shaft imbalance condition, 1.7 g shaft imbalance + slight blade-rub fault condition, 2.4 g shaft imbalance + intensive blade rub-fault, and 2.8 g shaft imbalance + severe blade rub fault, respectively.

### 3.4. Fault Identification Performance

To evaluate the fault identification capabilities of the proposed framework, we compare it with two counterpart methods. Since the proposed model is a pipeline process containing two steps, nonlinear function approximation of the system state and decision making, for fair comparison, it is reasonable to fix the decision-making approach (i.e., DNN) and vary the methods at the first step to observe...
whether the proposed pipeline influences the fault identification abilities or not. The first method used for the comparison is directly applying the DNN to resampled signals in the time domain (further referred to as RAW+DNN). This approach allows us to investigate the improvement in classification performance of the proposed method where nonlinear function approximation by the DUDAE is utilized in comparison to when no function approximation is used. In the second approach used for the comparison, we are utilizing a widely used state-of-the-art linear observation method from the field of control theory, autoregressive with external input ARX–Laguerre proportional–integral observer (PIO) (ARXLPIO) [21], for estimating the nonlinear blade rub-impact fault signals. The residual signals computed as the difference between the original raw signals and ones estimated by ARXLPIO are used as the inputs to the DNN to accomplish the task of fault diagnosis. This method will be further referred to as ARXLPIO+DNN. The architecture of the DNN employed in the comparison approaches matches the one used in the proposed DUDAE+DNN model. Note, in this comparison, we are not using the modern control theory algorithms, such as nonlinear observation techniques. The main reason for this, as was discussed in the introduction part of this manuscript, is the complexity of the design process of these approaches in a real industrial environment as well as the need to re-design the nonlinear observation technique whenever the system changes. Additionally, to investigate the quality of obtained residual signals and compare the performance of different types of techniques for residual signal classification (i.e., fault identification), the two additional techniques that include residual signal characterization with feature parameter and classification are included in this experiment. One method represents the characterization of residual signals with the energy feature parameter and decision tree machine learning algorithm, as has been proposed in [21] (further referred to as RS+EN+DT). As the second approach used for residual signal characterization and classification, the combination of the SVM machine learning classifier, as one of the most popular classification algorithms, is applied to the energy features extracted from the residual signal [49] (further referred to as RS+EN+SVM).

The fault classification performance for the methods mentioned above is evaluated using the widely micro-averaged forms of widely used metrics [50], such as micro-averaged recall ($Rec_\mu$), micro-averaged precision ($Prec_\mu$), micro-averaged F1-score ($F1_\mu$), and total fault identification accuracy (FIA). It is decided to use the micro-averaged versions of these metrics to address the possible deviations in the numbers of data samples presented in each class in the testing subsets due to the random sampling procedure applied at each trial of the experiment. These metrics are expressed as follows:

$$Rec_\mu = \frac{\sum_{k=1}^{K} TP_k}{\sum_{k=1}^{K} (TP_k + FN_k)} \times 100;$$

$$Prec_\mu = \frac{\sum_{k=1}^{K} TP_k}{\sum_{k=1}^{K} (TP_k + FP_k)} \times 100;$$

$$F1_\mu = 2 \times \left( Prec_\mu \times Rec_\mu \right) \times 100 / \left( Prec_\mu + Rec_\mu \right);$$

$$FIA = \frac{\sum_{k=1}^{K} TPV_k}{N} \times 100$$

Here, $TP_k$, $FP_k$, and $FN_k$ are the true-positive, false-positive, and false-negative values computed for the data instances of the class $k$, respectively; $N$ is the total number of data samples in the datasets used for the experiment, and $K$ is the total number of signal classes presented in the datasets. The experimental results expressed in these metrics averaged over 10 experiments are tabulated in Table 4.
Table 4. The experimental results expressed in terms of $Rec_\mu$, $Prec_\mu$, $F1_\mu$, and fault identification accuracy (FIA) averaged over 10 experiments.

| Methods               | $Rec_\mu$ (%) | $Prec_\mu$ (%) | $F1_\mu$ (%) | FIA (%) |
|-----------------------|---------------|----------------|--------------|---------|
| Proposed              | 94.85         | 94.85          | 94.85        | 94.8    |
| ARXLPIO+DNN           | 91.24         | 91.24          | 91.24        | 91.2    |
| RS+EN+DT              | 87.33         | 87.33          | 87.33        | 87.3    |
| RS+EN+SVM             | 87.13         | 87.13          | 87.13        | 87.1    |
| RAW+DNN               | 83.05         | 83.05          | 83.05        | 83.0    |

As can be seen from the table, the proposed framework outperformed the counterpart methods with the highest average FIA of 94.8%. The counterpart approaches, ARXLPIO+DNN, RS+EN+DT, RS+EN+SVM, and RAW+DNN, achieved FIAs of 91.2%, 87.3%, 87.1%, and 83.0%, respectively. More details regarding fault classification accuracies can be observed in Figure 7 where the boxplots with distributions of accuracy values obtained during 10 experiments are presented. The black cross in the boxes belonging to different methods in Figure 8 corresponds to the average classification accuracy values presented in Table 4.

![Figure 8. The boxplots demonstrating the statistics of the FIA metric over 10 experiments.](image)

As can be seen from the boxplots demonstrated in Figure 8, the classification accuracy values did not deviate significantly from the mean and median values during the experiments for the proposed method, which ensures the repeatability of the results. For ARXLPIO+DNN, it can be seen that the deviation of the accuracy values is also not very significant, with outliers not laying far from the box; however, all the accuracy values are distributed lower than the results of the proposed technique. Unlike the proposed method where artificial intelligence-based system identification has been used and ARXLPIO+DNN where the linear observer has been utilized, we can see that the box corresponding to the RAW+DNN method is wider with a long whisker laying toward the outlier of 68.1%. From this figure, it can be concluded that the proposed DUDAE used for nonlinear function approximation and the ARXLPIO observation technique both can improve the fault diagnosis stability; however, the DUDAE helps to increase the average classification performance when applied to a nonlinear rubbing signal in comparison with a linear observation technique. Additionally, both RS+EN+DT and RS+EN+SVM techniques, where the residual signals provided by DUDAE have been characterized by an energy feature parameter, provided relatively high results in terms of average FIA. Furthermore, these methods demonstrated small deviations of the FIA metric from its mean value during 10 experiments, which also shows that even less powerful classifiers in comparison with DNN are capable of yielding stable results under different training–testing data permutations when applied to the features extracted from residual signals delivered by the proposed technique. The results of RS+EN+DT and RS+EN+SVM also speak for the advantage of the proposed technique and highlight
the importance of the quality of residual signals. If the residuals are of high quality, various algorithms for classifying these residual signals can be used without significant performance degradation.

Figure 9 presents the confusion matrices averaged over 10 experiments to provide more details on the fault diagnosis performance. From this figure, it can be seen that the proposed technique demonstrated the lowest numbers of misclassifications in conditions where the nonlinearity of the rotor system increases in comparison with referenced techniques, especially, with the RAW+DNN where the DNN has been applied directly to vibration signals. These conditions corresponded to the appearance of coupling imbalance and slight blade rub-impact faults (classes #5–7) and imbalance with intensive blade rubbing faults (classes #8 and #9). From Figure 9c,d, it can be observed that despite demonstrating relatively good results of fault classification when different feature-based machine learning classifiers are applied to the energy feature parameters extracted from the residual signals provided by the proposed technique, those classification results can be still improved by using more powerful approaches for decision making that might extract discriminative features autonomously or utilize the residual signal itself as a feature, such as DNN.

Figure 9. The confusion matrices obtained for (a) proposed, (b) autoregressive with external input ARX–Laguerre proportional–integral observer (PIO) (ARXLPIO)+DNN, (c) the characterization of residual signals with the energy feature parameter and decision tree machine learning algorithm (RS+EN+DT), (d) combination of the SVM machine learning classifier with the energy features extracted from the residual signal (RS+EN+SVM), and (e) directly applying the DNN to resampled signals in the time domain (RAW+DNN), respectively. The presented results are averaged over 10 experiments.

The main reason that the ARXLPIO+DNN method shows degraded performance in comparison with the proposed methodology is in the nature of the ARXLPIO method. When a linear observation technique, such as ARXLPIO, is applied to approximating the nonlinear function of the system state when dealing with nonlinear and nonstationary signals, it inevitably leads to the appearance of estimation errors. This is because the uncertainty term of the nonlinear and nonstationary signal (i.e., blade rub-impact fault signal) modeling cannot be estimated properly by the linear observation technique. Despite the fact that the residual signals obtained after the ARXLPIO observation technique appear to be more discriminative as features in comparison with the original raw time-domain signals, the degradation of classification performance in comparison with the nonlinear observation techniques from the field of control theory or the artificial intelligence-based techniques is expected.

The RAW+DNN method demonstrated the lowest FIA in comparison to other techniques presented in Table 4. In this approach, the DNN utilized the raw resampled time-domain vibration signals as the
inputs to perform the task of fault identification. It mainly demonstrated lower accuracy in comparison with the proposed approach due to the complexity of the blade rub-impact fault signal. Due to its non-stationarity, the statistical properties of time-domain samples may vary over time even when they belong to the same signal class, which leads to the problem that time-domain vibration signal patterns are not discriminative enough and may lead to the failure of the DNN to adjust its weights during training to reach a good level of generalization.

Overall, it can be concluded that the proposed data-driven framework consisting of the DUDAE-DNN model is suitable for diagnosing blade rub-impact faults of various intensity levels with high fault classification accuracy in comparison with the other referenced methods. From the experimental results, it can be seen that the application of the DUDAE for approximating the nonlinear function of the nonlinear rotor system state improves the fault diagnosis capabilities of the DNN in comparison with the state-of-the-art linear observation techniques frequently used in industry and the situations when no signal observation is used. Another important advantage of the proposed methodology is that its structure is pipeline-shaped, which supports modifications of the current architecture as well as applicability to other systems, since the residual signals used as features in this study are generated based on the ideas of system identification. However, from the results, it also can be seen that the proposed methodology for diagnosing coupling blade rub-impact faults still should be improved to increase its classification performance when dealing with vibration signals corresponding to the increasing nonlinearity of the rotor system. Furthermore, to accomplish a comprehensive investigation of the robustness and reliability, it is important to test the proposed methodology on the datasets with varying operating conditions, such as varying rotating speed and varying load.

4. Conclusions

In this paper, a novel method for diagnosing complex coupling faults consisting of shaft imbalance and blade rub-impact faults of different severity levels is introduced. In the proposed fault diagnosis technique, the input time-domain vibration signals are first resampled concerning the fundamental frequency of the rotating machine. Then, the nonlinear function approximation of the system state under normal operating conditions is accomplished by training the deep undercomplete denoising autoencoder on the resampled signals corresponding to the state of the system when neither imbalance nor blade rub-impact faults were observed. Next, the residual signals are computed as a difference between the original resampled time-domain signals and their estimates by the autoencoder. Finally, these residual signals were used as the inputs to the deep neural network to perform the decision making about the current state of the rotor system. The series of experiments show that the proposed fault diagnosis model demonstrated stable convergence behavior under different training–testing data permutations and outperformed other methods used for the comparison in terms of the micro-averaged performance metrics. In future work, we will focus on the improvement of the robustness and reliability of the proposed methodology. The possible directions for the improvement are the discovering and application of more complex architectures of an autoencoder to improve the quality of nonlinear function approximation and deep neural network to improve the decision-making procedure that will lead to better classification of the vibration signals with the induced nonstationary. Furthermore, the problem of varying operating conditions should be considered, and the proposed technique should be validated using the datasets containing other mechanical faults with changing operating conditions.
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