A Comparative Study of Filtering Approaches Applied to Color Archival Document Images
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Abstract: Current systems used by the Tunisian national archives for the automatic transcription of archival documents are hindered by many issues related to the performance of the optical character recognition (OCR) tools. Indeed, using a classical OCR system to transcribe and index ancient Arabic documents is not a straightforward task due to the idiosyncrasies of this category of documents, such as noise and degradation. Thus, applying an enhancement method or a denoising technique remains an essential prerequisite step to ease the archival document image analysis task. The state-of-the-art methods addressing the use of degraded document image enhancement and denoising are mainly based on applying filters. The most common filtering techniques applied to color images in the literature may be categorized into four approaches: scalar, marginal, vector and hybrid. To provide a set of comprehensive guidelines on the strengths and weaknesses of these filtering approaches, a thorough comparative study is proposed in this article. Numerical experiments are carried out in this study on color archival document images to show and quantify the performance of each assessed filtering approach.
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1. Introduction

In order to strengthen initiatives in the exploitation and enrichment of the national documentary heritage, the Tunisian national archives1 are extremely interested in providing reliable tools for assisting researchers and historians in manual transcription of the archival documents. The Tunisian national archives digitize over 200 pages per day. The documentary heritage digitized by the Tunisian national archives encompasses more than six centuries (1500-2000) of Tunisian history. It consists primarily of printed and manuscript image documents written in Arabic and Latin and digitized at 300 dpi in full color mode. Analyzing historical documents by using a classical OCR system requires burdensome and complex processing due to the idiosyncrasies and particularities of historical documents, such as noise and degradation caused by copying, scanning or aging (e.g. yellow pages, ink stains, mold or moisture, faded out ink, uneven lighting due to folded, corrugated parchment or papyrus). Therefore, applying an enhancement method or a denoising technique is considered as the first major step in a document image analysis workflow. It is well known that the success or failure of a historical document image analysis and understanding approach tightly depends on the results of applying an enhancement, a denoising or a restoration technique as a pre-processing stage in a historical document image analysis workflow. Several scientific works in historical document image analysis have described several relevant approaches for restoration or enhancement purposes [8].

In the literature, the issue of enhancing and restoring historical document images has been tackled by using different filtering techniques. Filtering techniques have been intensively used in different fields of pattern recognition and machine vision. It has been observed that filtering techniques are flexible in a wide range of image types for reducing or eliminating noise on the one hand, and for improving edge contrast on the other hand [3]. Nevertheless, it is worth noting that the significant increase of image complexity of historical documents is considered one serious limitation for the choice of the appropriate filtering technique [13], [9]. Moreover, applying a filtering technique on historical documents digitized in full color requires an additional processing to handle with the color space. Applying a filter on a color document image should be addressed differently from a gray-scale one [7], [2]. Indeed, applying a filter on color document images involves the use of a specific color model [11]. Each pixel is represented by a multi-dimensional vector that is determined according to the specified color space model such as RGB (red, green and blue), HSB (hue, saturation and brightness) and CMYK (cyan, magenta, yellow and key), etc.

Several research works have suggested that the design of a filtering technique for color images should
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take into account the multi-dimensionality paradigm when examining the theoretical basis for such an approach [6], [12]. For instance, Angulo and Serra [1] presented a theory of multi-dimensional mathematical morphology for color images. To model color image, Ell and Sangwine [5] introduced the theory of vector filters based on linear quaternion functions.

Applying a filter to color images is tackled in different ways by many researchers. Most researchers have usually applied filters to color images either by analyzing separately each color component of the selected color model or by defining a linear combination of the different color components of the selected color model. In some cases, other researchers have avoided separating the different color components and have proposed to use a hyper-complex or a hyper-spatial model when applying filters to color images. For instance, Sangwine and Ell [10] introduced a filter based on convolution with hyper-complex masks for color images. Nevertheless, when using a hyper-complex or a hyper-spatial model, a priori knowledge regarding the content of the analyzed data is absolutely required in order to define the appropriate filters for color images. Therefore, research efforts have recently been turned towards enriching semantically the applied filters in order to adapt them properly to the content of the analyzed data. This may eventually result in a vicious circle between filtering, segmentation and recognition to find the most fine-tuned filter. Among the serious limitations of applying filters on color images that have recently been highlighted by numerous researchers, include first the lack of reliable and accurate segmentation methods of color document images into color layers. For instance, some filtering techniques have recently been proposed based on analyzing only few color components, which may cause significant performance loss. In addition, it is commonly agreed that the key challenge of color image processing lies in finding the adequate color space model, which is not a trivial task. Nevertheless, Elhedda [4] claimed that the choice of the specified color component of the color space model to analyze is a more determining factor than the choice of the color space model for color image segmentation. It is also important to be noted that the type of the filtering approach used for segmenting color images has a significant impact.

Filtering techniques for color images can be categorized according to the adopted type of analysis strategy. There are four categories of approaches for filtering techniques used for color images: scalar, marginal, vector and hybrid. In our work, we only focus on investigating the marginal and vector approaches. The purpose of our work is to provide valuable guidelines on the strengths and weaknesses of these filtering approaches.

The remainder of this article is organized as follows. Section 2 reviews a number of commonly and widely used conventional filtering techniques applied to color images. In Section 3, we outline the criterion used to evaluate the performance of the different assessed filtering techniques in this work. In Section 4, our experimental protocol is firstly detailed. Then, we discuss quantitatively the obtained performance of the filtering technique experiments. Finally, our conclusions and future work are presented in Section 6.

For simplification purposes, we have adopted the following notations in this article.

- \( \mathbf{I} \) is the input image,
- \( \mathbf{F} \) is the filtered image,
- \( M \) denotes the number of image intensities,
- \( N \) corresponds to the number of image pixels.

2. Filtering techniques for color images

In the literature, the most known filtering approaches are: scalar, marginal, vector and hybrid. A scalar approach combines the color components, defined according to the selected color space model, into a single numeric value. A marginal approach operates by applying filters separately on each color component determined according to the selected color space model. A vector approach operates by applying filters on vector representations defining the different color component values of the analyzed pixels. A hybrid approach combines several types of filtering approaches. Based on the assumption that color images can best be handled within investigating all available color information, we focus in our work on evaluating the vector and marginal approaches (i.e. a scalar approach eliminates the color information) [7], [2].

Filtering techniques are largely used for both denoising and edge detection purposes. It is important to note that the definition of a filter is closely associated with the hyperspace notion. Indeed, some filters need to be reviewed once the properties of a hyperspace are modified. For instance, applying a Laplacian filter in a two-dimensional space only requires a simple convolution of the analyzed image with the Laplacian kernel, while applying a Laplacian filter in a multi-dimensional space needs to review the filter principles (i.e. by using a finite-difference method). However, other filters do not need to be re-examined such as the mean filter. The mean filter gives similar results when analyzing each color component separately and when analyzing the hyperspace. Thus, for both denoising (see. Section 2.1) and edge detection (see. Section 2.2) purposes, a number of commonly and widely used filters and their application in a hyperspace are summarized in the following.

2.1 Denoising filters

Denoising filters are designed to reduce or to eliminate different noise levels and degradation types existing in an image. A denoising filter requires a priori knowledge regarding the image to be analyzed and
their characteristics (e.g. noise levels and types). There is a variety of filters used for denoising purposes. In our work, we only focus on the conventional denoising filters, including the mean filter (see. Section 2.1.1), median filter (see. Section 2.1.2) and morphological filter (see. Section 2.1.3).

2.1 Mean filter

To compute the intensity value of a pixel by using a mean filter, we need to compute its average intensity value regarding its neighbors. In the case of a color image, the computation of the average intensity value of a pixel regarding its neighbors is based on determining the centroid.

The centroid is given by:

$$\overrightarrow{OG} = \frac{\sum_i m_i \cdot \overrightarrow{OM_i}}{\sum_i m_i}$$  \hspace{1cm} (1)

Where $G$ denotes the gravity center of the point cloud represented by $M_i$, $O$ is the origin of the vectors, and $m_i$ corresponds to the weight of $M_i$.

Subsequently, for color images the coordinates of the point $G$ are calculated separately for each color component of the selected color space model. Consequently, the marginal and vector approaches will have similar results in the case of using the mean filter. Similarly, with regard to the weighted mean filter and Gaussian filter, there will no differences in terms of results when using either a marginal approach or a vector one.

2.1.2 Median filter

The median filter is based on sorting the intensity values of the pixel to be analyzed and its neighbors. Afterwards, the median value is assigned to the pixel to be analyzed. In the hyperspace of a color image (see. Equation 2), sorting the intensity values of a set of pixels is equivalent to sorting the norms of the intensity vectors (see. Equation 3).

$$I(x - 1: x + 1, y - 1: y + 1) = \begin{bmatrix} a & b & c \\ d & e & f \\ g & h & i \end{bmatrix}$$  \hspace{1cm} (2)

Where $\{a, b, ..., h, i\}$ denotes a set of vectors.

Each vector contains the different color components of the selected color space model.

$$F(x, y) = \text{median} (\|a\|, |b|, \cdots, |h|, |i|)$$  \hspace{1cm} (3)

2.1.3 Morphological filters

The idea of a basic morphological filter is based on sorting filters. For a morphological erosion operation, we simply need to sort the intensity values of the pixel to be analyzed and its neighbors. Afterwards, the minimum intensity value of the sorted set of the intensity values is assigned to the pixel to be analyzed (see. Equation 4). In the case of color images, the vector norms are sorted.

$$F(x, y) = \min (\|a\|, |b|, \cdots, |h|, |i|)$$  \hspace{1cm} (4)

Similarly, for a morphological dilatation operation the maximum intensity value of the sorted set of the intensity values is assigned to the pixel to be analyzed (see. Equation 5).

$$F(x, y) = \max (\|a\|, |b|, \cdots, |h|, |i|)$$  \hspace{1cm} (5)

The morphological erosion or dilatation operation is operated by using a 3 x 3 square structuring element on the hyperspace of a color image (see. Equation 2).

2.2 Edge detection filters

Edge detection is an important pre-processing step preceding a series of image analysis tasks. It is based on identifying points having more or less abrupt variation in terms of image intensities with the aim of capturing and excluding noise. The main edge detection filters are: Roberts filter, Laplacian filter, Sobel filter, Prewit filter, Kirsh filter, Canny filter, Derich filter and Gabor filter. In the following, we outline briefly the use of the Laplacian and the Sobel filters for color images in Sections 2.2.1 and 2.2.2, respectively.

2.2.1 Laplacian filter

The Laplacian filter is based on computing the second derivative of the intensity function. It is defined by means of a finite-difference method computed at the pixel $I(x, y)$.

The kernel of the Laplacian filter is given by:

$$\begin{bmatrix} 0 & 1 & 0 \\ 1 & -4 & 1 \\ 0 & 1 & 0 \end{bmatrix}$$  \hspace{1cm} (6)

Applying a Laplacian filter on a gray-scale image requires a simple convolution of the analyzed image with the Laplacian kernel. The Laplacian filter remains a useful technique for color images in the case of using a marginal approach. However, applying a Laplacian filter with a marginal approach (i.e. each color component is separately analyzed) is really incorrect due to the fact that an edge can not be dislocated on several planes. Hence, the idea is to use a vector approach. In this case, a pixel is characterized by an intensity vector.

The Laplacian filter applied for color images is computed as follows:

$$F(x, y) = \sqrt{LR(x, y) + LG(x, y) + LB(x, y)}$$  \hspace{1cm} (7)

Where

$$LR(x, y) = (I_R(x - 1, y) - I_R(x, y))^2 + (I_R(x, y - 1) - I_R(x, y))^2 + (I_R(x, y + 1) - I_R(x, y))^2$$

$$LG(x, y) = (I_G(x - 1, y) - I_G(x, y))^2 + (I_G(x, y - 1) - I_G(x, y))^2 + (I_G(x, y + 1) - I_G(x, y))^2$$

$$LB(x, y) = (I_B(x - 1, y) - I_B(x, y))^2 + (I_B(x, y - 1) - I_B(x, y))^2 + (I_B(x, y + 1) - I_B(x, y))^2$$
\[ LB(x, y) = (I_B(x-1,y) - I_B(x,y))^2 + (I_B(x,y-1) - I_B(x,y))^2 + (I_B(x,y+1) - I_B(x,y))^2 + (I_B(x+1,y) - I_B(x,y))^2 \]

\[ I_R, I_G \text{ and } I_B \text{ are the three color components of the analyzed image. This formalism remains consistent for any color space model such as RGB, HSB, etc.} \]

### 2.2.2 Sobel filter

A Sobel kernel is applied by means of either a marginal approach or a vector one for edge detection purposes. The only difference between the results of the two approaches when using a Sobel filter lies only in the intensity level of the filtered pixels. The filtered image pixels have higher intensity levels (i.e., clearer filtered images) in the case of using a vector approach than in the case of using a marginal one. This is due to the fact that the filtered image is computed by using a vector norm (i.e., sum of norm differences). On the other side, in the case of a marginal approach, the sum of differences between pixels is firstly computed and the norm is subsequently calculated.

The kernels of a Sobel filter are defined as follows:

\[
S_h(x, y) = \begin{pmatrix} -1 & 0 & 1 \\ -2 & 0 & 2 \\ -1 & 0 & 1 \end{pmatrix} \quad (8)
\]

\[
S_v(x, y) = \begin{pmatrix} -1 & -2 & -1 \\ 0 & 0 & 0 \\ 1 & 2 & 1 \end{pmatrix} \quad (9)
\]

Where \( S_h \) and \( S_v \) are the horizontal and vertical Sobel kernels, respectively.

The Sobel filter applied for color images by means of a marginal approach is computed as follows:

\[
F = \sqrt{F_h^2 + F_v^2} \quad (10)
\]

Where \( F_h \) and \( F_v \) are the resulting images of convoluting the analyzed image with the horizontal and vertical Sobel kernels, respectively.

The Sobel filter applied for color images by means of a vector approach is computed as follows:

\[
F(x, y) = \sqrt{SR(x, y) + SG(x, y) + SB(x, y)} \quad (11)
\]

Where

\[
SR(x, y) = (c_R - a_R)^2 + 2(f_R - d_R)^2 + (I_R - g_R)^2 + (g_R - a_R)^2 + 2(h_R - b_R)^2 + (I_R - c_R)^2
\]

\[
SG(x, y) = (c_G - a_G)^2 + 2(f_G - d_G)^2 + (I_G - g_G)^2 + (g_G - a_G)^2 + 2(h_G - b_G)^2 + (I_G - c_G)^2
\]

\[
SB(x, y) = (c_B - a_B)^2 + 2(f_B - d_B)^2 + (I_B - g_B)^2 + (g_B - a_B)^2 + 2(h_B - b_B)^2 + (I_B - c_B)^2
\]

We note that \( \alpha \) denotes either \( R, G \) and \( B \) for RGB space model or \( H, S \) and \( B \) for HSB space model. This formalism remains consistent for other color space models.

### 3. Performance evaluation criteria

In order to assess the different filtering techniques, previously presented in Section 2, several assessment criteria for filter performance evaluation are detailed in this section. Two types of assessment criteria can be used to evaluate filter performance. The first type of assessment criteria is psycho-visual. The second type of assessment criteria is quantitative or statistical. Comparing visually the effectiveness of a filtering technique is inherently a subjective evaluation and is not sufficient. Thus, we focus on the second type of assessment criteria in this work. Indeed, the performance of the different filtering techniques has been analyzed by computing three metrics including: the peak signal-to-noise ratio (PSNR), the ratio of the regions statistics (SR) and the statistical variance of a homogeneous region in an image (\( R_{SC} \)) [12]. These metrics depend on the type of the used filtering technique.

- The PSNR metric (see. Section 3.1) and the SR metric (see. Section 3.2) are computed in the case of using a denoising filter,
- The \( R_{SC} \) metric is computed in the case of using an edge detection filter (see. Section 3.3).

#### 3.1 PSNR metric

The peak signal-to-noise ratio (PSNR) is computed as follows:

\[
PSNR = 10 \log_{10} \frac{Max^2}{MSE} \quad (12)
\]

Where

- \( \text{MSE} \) denotes the mean square error, which is given by:

\[
MSE = \sum_x \sum_y \frac{(I(x,y) - F(x,y))^2}{N} \quad (13)
\]

- \( \text{Max} \) denotes the maximum value of image intensity.

This is exemplified by the following calculation method applied to RGB color image by using a vector form. A vector form is used to determine \( (I(x,y) - F(x,y))^2 \) which is giving by:
\[(I(x,y) - F(x,y))^2\]
\[= (I_R(x,y) - F_R(x,y))^2 + (I_G(x,y) - F_G(x,y))^2 + (I_B(x,y) - F_B(x,y))^2 \quad (14)\]

The higher the values of the computed PSNR criterion, the better the filter results.

### 3.2 SR metric

The ratio of region statistics (SR) is computed by:

\[SR = \frac{\sum_i \sigma_i}{m \cdot N} \quad (15)\]

Where
- \(\sigma_i\) denotes the standard deviation of the \(i\)th region,
- \(m\) is the statistical mean of the whole image intensities.

The regions are identified by convoluting an image difference (between the original image and the filtered image) at a window having a \(T \times T\) size (\(T\) is equal to 5).

The lower the values of the computed SR criterion, the better the filter results.

### 3.3 RSC metric

The \(RSC\) metric is computed based on a statistical analysis of image regions. It uses the Lee filter to crop an image into regions and subsequently statistical moments for each image regions are calculated. For each region, two simple statistics, the mean and standard deviation, deduced from the variations of each edge of the analyzed pixel are computed. The \(RSC\) criterion corresponds to the ratio between the sum of the standard deviations applied to the mean difference norm of image regions of either side of the edge.

The mean and standard deviation are computed twice, either side of the edge.

Usually, four scan directions have been used: \(\theta_r = \{0^\circ, 45^\circ, 90^\circ, 135^\circ\}\) (i.e. horizontal, vertical, diagonal and anti-diagonal directions).

Figure 1 illustrates the four scan directions used for computing the statistics of the \(RSC\) metric. Therefore, statistics are computed for each scan direction.

![Figure 1: Illustration of the four scan directions used for computing the statistics of the RSC criterion: horizontal (H1 and H2), vertical (V1 and V2), first diagonal from the right to the left (D11 and D12), second diagonal from the left to the right (D21 and D22).](image)

The \(RSC\) criterion is given by:

\[RSC = \sum_x \sum_y \frac{\sqrt{\sum_r r_z^2}}{N} \quad (16)\]

Where
- \(z\) is the specified direction (i.e. horizontal, vertical, diagonal and anti-diagonal directions).
- \(r_z\) denotes the ratio in the \(z\) direction. \(r\) is defined as:
  \[r_z = \frac{|m_{z1} - m_{z2}|}{\sqrt{v_{z1} + v_{z2}}} \quad (17)\]

- \(m_{z1}\) and \(v_{z1}\) correspond to the mean and variance, respectively, computed according to the predefined edge side (see. Figure 1) in the specified direction.

The higher the values of the computed \(RSC\) criterion, the better the filter results.

### 4. Evaluation results

To illustrate the effectiveness of the different assessed filtering techniques, a thorough experimental study has been conducted in this article using a corpus of color archival document images collected from the Tunisian national archives. In the following, we firstly detail our experimental protocol and the experiments carried out to evaluate different filtering techniques applied to color archival document images (see. Section 4.1). Then, we discuss quantitatively the obtained filter performance (see. Section 4.2).

#### 4.1 Experimental protocol

The denoising filters evaluated in this work are: the median filter with a kernel having a \(3 \times 3\) size, and the morphological filter having the following structure "opening (closing (image)) ". Each filter is applied using the following approaches: a marginal approach \((M)\), a vector approach \((V)\), and two dual approaches. A dual approach is considered as a kind of a hybrid one. In our work, we have evaluated two dual approaches. The first dual approach \((MV)\) is a succession of marginal and vector approaches, while the second one \((VM)\) is a succession of vector and marginal approaches.

The experimental corpus used in our work has been collected from the Tunisian national archives. Figure 2 illustrates an example of an archival document image collected from the Tunisian national archives.

![Figure 2. An example of an archival document image collected from the Tunisian national archives.](image)
First, the different filtering techniques assessed in our work have been applied without introducing any noise on images of our experimental corpus. Then, several degradations are added to images with the goal of evaluating the robustness of the filtering techniques on color images. Therefore, images under numerous degradation and noise models have been generated in order to evaluate the performance of the different filtering techniques and approaches.

Several degradation and noise models have been introduced by adding several kinds of noise on images of our experimental corpus. The different noise models assessed in our work are presented in Table 1.

Table 1. List of the different evaluated noise models.

| Id. | Description                  |
|-----|------------------------------|
| Noise 1 | Weak additive Gaussian noise |
| Noise 2 | Strong additive Gaussian noise |
| Noise 3 | Weak speckle noise          |
| Noise 4 | Strong speckle noise        |
| Noise 5 | Weak "salt & pepper" noise  |
| Noise 6 | Strong "salt & pepper" noise |

The filters assessed for edge detection purposes are: the Laplacian filter, Sobel filter and morphological filter. The morphological filter is obtained by computing the difference between the image filtered by means of a morphological dilatation and the image filtered by means of morphological erosion.

4.2 Results

The performance evaluation and comparison of the different filtering techniques used for denoising and edge detection purposes, are presented in Sections 4.2.1 and 4.2.2, respectively.

4.2.1 Denoising filters

Figures 5 and 6 illustrate the obtained performances of the median and morphological filters, respectively, in the RGB color space by computing the PSNR metric.

By computing the PSNR metric, we note that the best performance is obtained by using a marginal approach for almost all types of noise (see. Figures 3 and 4).

Figures 5 and 6 illustrate the obtained performances of the median and morphological filters, respectively, in the RGB color space by computing the SR metric.

Similarly, by computing the SR metric we also observe that a marginal approach outperforms the other evaluated approaches for almost all types of noise either when using the median filter or the morphological filter (see. Figures 5 and 6). This strengthens our previous observations obtained when analyzing the obtained PSNR results. We also observe that the two assessed dual approaches (MV. and VM.) do not perform better than the other evaluated approaches in most of carried out experiments for image denoising purposes. This can be justified by the produced bias by using a progressive merge process of two different filtering approaches.
Figures 7 and 8 illustrate the obtained PSNR and SR performances, respectively by using the median and morphological filters.

Figure 7. Performance evaluation of the median and morphological filters in the HSB color space by computing the PSNR metric. The median and morphological filters are annotated with “median” and “morph”, respectively.

Figure 8. Performance evaluation of the median filter and the morphological filter in the HSB color space by computing the SR metric. The median and morphological filters are annotated with “median” and “morph”, respectively.

We note that the experiments carried out on other color spaces such as HSB (see. Figures 7 and 8) confirms our previous observations concerning the RGB color space (see. Figures 3, 4, 5 and 6). Indeed, similar performance is obtained according to the most computed evaluation metrics when comparing results obtained from two different color spaces.

4.2.2 Edge detection filters

Figure 9 depicts the obtained performances of the morphological, Sobel and Laplacian filters by computing the $R_{sc}$ metric.

Figure 9. Performance evaluation of the morphological, Sobel and Laplacian filters by computing the $R_{sc}$ metric. The morphological, Sobel and Laplacian filters are annotated with "laplace", "sobel" and "morph", respectively.

We note that using a vector approach gives better results for the Laplacian and Sobel filters. This can be explained by the limitations of a marginal approach to split spatially edge in many hyper-space plans. Nevertheless, the results of the morphological filter are similar when using vector and marginal approaches (see. Figure 9).

5. Conclusions and further work

The filtering of color images have many particularities compared to the filtering of gray-scale images. Indeed, the filtering techniques in gray levels are only based on computing pixels intensities. On the other side, analyzing color images is a tricky task. Hence, applying a filtering technique on a color image requires more extensive image processing tasks to handle with the color space. The major difficulty encountered at filtering color images lies in the number of intensities contained in a single pixel.

Considering the type of the adopted approach in the filtering technique, each filter is analyzed according to their characteristics and performance. For instance, the conventional linear filters, such as the mean and Gaussian filters, make a vector approach similar to a marginal one. In the case of using high-order filters, such as the median and morphological filters, a marginal approach is better than a vector one. This can be justified by the need to take into account the characteristics of the existing noise in the analyzed data. Indeed, if we have a priori knowledge about the noise and the image content, a vector approach will outperform a marginal one. Therefore, the choice of a filtering approach tightly depends on the availability of a priori knowledge on the image characteristics. Hence, a marginal approach is the suitable choice when applying a "blind" filtering on a color image (i.e. without a priori knowledge of the image characteristics).

Based on our experimental results and observations, we conclude that adopting a marginal approach in using a filtering technique that do not require a priori knowledge of the characteristics of data to be analyzed is the best alternative for enhancing or denoising historical document images. Nevertheless, adopting a vector approach in using a filtering technique for edge detection purposes remains the suitable choice.

Our further works will be in line with those described in this article. The first aspect of future work will be to extend our investigation to other datasets. Furthermore, we intend to conduct a comparative study of the quaternion and vector filters. Finally, we will investigate filters in the fifth space dimension or more.
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