Xiao Li
DEPARTMENT OF EDUCATIONAL PSYCHOLOGY
UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN

Hanchen Xu
DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING
UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN

Jinming Zhang
DEPARTMENT OF EDUCATIONAL PSYCHOLOGY
UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN

Hua-hua Chang
DEPARTMENT OF EDUCATIONAL STUDIES
PURDUE UNIVERSITY

April 21, 2020
DEEP REINFORCEMENT LEARNING FOR ADAPTIVE LEARNING SYSTEMS

Abstract

In this paper, we formulate the adaptive learning problem—the problem of how to find an individualized learning plan (called policy) that chooses the most appropriate learning materials based on learner’s latent traits—faced in adaptive learning systems as a Markov decision process (MDP). We assume latent traits to be continuous with an unknown transition model. We apply a model-free deep reinforcement learning algorithm—the deep Q-learning algorithm—that can effectively find the optimal learning policy from data on learners’ learning process without knowing the actual transition model of the learners’ continuous latent traits. To efficiently utilize available data, we also develop a transition model estimator that emulates the learner’s learning process using neural networks. The transition model estimator can be used in the deep Q-learning algorithm so that it can more efficiently discover the optimal learning policy for a learner. Numerical simulation studies verify that the proposed algorithm is very efficient in finding a good learning policy, especially with the aid of a transition model estimator, it can find the optimal learning policy after training using a small number of learners.
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Introduction

In a traditional classroom, a teacher uses the same learning material (e.g. textbook, instruction pace, etc.) for all students. However, the selected material may be too hard for some students and too easy for some other students. Further, some students may take longer time in learning than the others. Such a learning process may not be efficient. These issues can be solved if the teacher can make an individualized learning plan for each individual student: Select an appropriate learning material according to each student’s ability and let a student learn at her/his own pace. Considering that a very low teacher-student ratio is required, such an individualized adaptive learning plan may be too expensive to be applied to all students. As such, adaptive learning systems are developed to provide individualized adaptive learning for all students/learners. In particular, with the fast growth of digital platforms, globally integrated resources, and machine learning algorithms, the adaptive learning systems are becoming increasingly more affordable, applicable, and efficient (Zhang and Chang, 2016).

An adaptive learning system—also referred to as a personalized/individualized learning or intelligent tutoring system—aims at providing a learner with optimal and individualized learning experience or instructional materials so that the learner can reach a certain achievement level in a shortest time or reach as high as possible an achievement level in a fixed period of time. First, learners’ historical data are used to estimate her/his proficiency. Then, according to the level of her/his proficiency, the system selects the most appropriate learning material for the learner. After the learner finishes the learning material, an assessment is given to the learner and her/his proficiency level is updated and is used by the adaptive learning system to choose the next most appropriate learning material for the learner. Such process repeats until the learner achieves a certain proficiency level.

In previous studies, the proficiencies or latent traits were typically characterized as vectors of binary latent variables (Chen et al., 2018b; Li et al., 2018; Tang et al., 2019). However, it is important to consider the granularity of the latent traits in a complicated learning and assessment environment in which a knowledge domain consists of several fine-grained abilities. In some cases, it would be too simple to model learners’ abilities as mastery or non-mastery. For example, when
an item is designed to measure several latent traits and a learner regarded as mastering all related traits of the item cannot be assured to answer the item correctly. A possible reason is that the so-called mastery is not full mastery of a latent trait. By measuring learners’ traits as continuous scales, the adaptive learning system can be designed to help learners to learn and improve until they reach the target levels of certain abilities so that the learners can achieve target scores in assessments. Especially in practice, most assessments are designed to measure learners’ latent traits (McGlohen and Chang, 2008). In such scenarios, it is better to use a continuous scale to measure the latent traits as the item response theory (IRT) does. In this paper, we will develop an adaptive learning system that estimate learners’ abilities using measurement models in order to provide them with most appropriate materials for further improvements.

Existing research studies have focused on modeling learners’ learning paths (Chen et al., 2018a; Wang et al., 2018), accelerating learners’ memory speed (Reddy et al., 2017), providing model-based sequence recommendation (Chen et al., 2018b; Lan and Baraniuk, 2016; Xu et al., 2016), tracing learners’ concept knowledge state transitions over time (Lan et al., 2014), and selecting materials for learners optimally based on model-free algorithms (Li et al., 2018; Tang et al., 2019). However, explicit models are typically needed to characterize learners’ learning progresses in these studies. While there exist research studies that aim to find the optimal learning strategy/plan (called policy in the rest of the paper) which chooses the most appropriate learning materials for learners using model-free algorithms, they all assume discrete latent traits. In addition, when the number of learners is too small for the system to learn an optimal policy, these algorithms are not applicable. This paper studies the important, yet less addressed adaptive learning problem—the problem of finding the optimal learning policy—based on continuous latent traits, and applies machine learning algorithms to deal with the tackle challenges such as only a small number of learners available in historical data.

In this paper, we formulate the adaptive learning problem as a Markov decision process (MDP), in which the state is the (continuous) latent traits of a learner, the action is the (discrete) learning material given to the learner. Yet, the state transition model is unknown in practice, thus making the MDP unsolvable using conventional model-based algorithms such as the value iteration algorithm (Sutton and Barto, 2018). To solve the issue, we apply a model-free deep
reinforcement learning (DRL) algorithm, the so-called deep Q-learning algorithm, to search for
the optimal learning policy. The model-free DRL algorithm is a class of machine learning
algorithms that solve an MDP by learning an optimal policy represented by neural networks from
a sequence of state transitions directly when the transition model itself is are unknown
(François-Lavet et al., 2018). DRL algorithms have been widely applied in solving a variety of
problems in many different fields such as playing Atari games (Mnih et al., 2015), bidding and
pricing in electricity market (Xu et al., 2019), manipulating robotics (Gu et al., 2017), and
localizing objects (Caicedo and Lazebnik, 2015). We refer interested readers to
François-Lavet et al. (2018) for a detailed review on the theories and applications of DRL.
Therefore, the adaptive learning system is embedded with the well-developed measurement
models and the model-free DRL algorithm so as to be more flexible.

However, a deep Q-learning algorithm typically requires a large amount of state transition
data so as to find an optimal policy, which may be difficult to obtain in practice. To cope with
the challenge of insufficient state transition data, we develop a transition model estimator that
emulates the learner’s learning process using neural networks. The transition model that is fitted
using available historical transition data can be used in the deep Q-learning algorithm to further
improve its performance with no additional cost.

The purpose of this paper is to develop a fully adaptive learning system in which (i) the
learning material given to a learner is based on her/his continuous latent traits that indicate the
levels of certain abilities, and (ii) the learning policy that maps the learner’s latent traits to the
learning materials is found adaptively with minimal assumption on the learners’ learning process.
First, an MDP formulation for the adaptive learning problem by representing latent traits in a
continuum is developed. Second, a model-free DRL algorithm—the deep Q-learning algorithm—is
applied, to the best of our knowledge, for the first time, in solving the adaptive learning problem.
Third, a neural network based transition model estimator is developed, which can greatly improve
the performance of the deep Q-learning algorithm when the number of learners is inadequate.
Last, some interesting simulation studies are conducted to serve as demonstration cases for the
development of adaptive learning systems.

The remainder of this paper is organized as follows. In the Preliminaries section, we briefly
review measurement models and make some assumptions on the adaptive learning problem. In the Adaptive Learning Problem section, we introduce the conventional adaptive learning systems and develop a MDP formulation for the adaptive learning problem. Then, we apply the deep Q-learning algorithm to solve the MDP in the Optimal Learning Policy Discovery Algorithm section, where a transition model estimator that emulates the learners is also developed. Two simulation studies are conducted in the Numerical Simulation section and some concluding remarks are made at the end of the paper.

Preliminaries

In this section, we give a brief introduction on measurement models for continuous latent traits, which is an important component in adaptive learning systems. The representation of learners’ latent traits and assumptions on them are also presented.

Measurement Models

In an adaptive learning system, a test is given to a learner/student after each learning cycle. The learner’s responses to the test items are collected by the system and her/his latent traits are estimated using measurement models, specifically IRT models (Rasch, 1960; Lord et al., 1968).

An appropriate IRT model needs to be chosen based on the test’s features such as the test’s dimensional structure (Zhang, 2013) and its response categories. To be more specific, in the case when item responses are recorded as binary values indicating correct or incorrect answers, the test that evaluates only one latent trait will use the unidimensional item response theory IRT models (Rasch, 1960; Birnbaum, 1968; Lord, 1980), whereas tests that associate more than one trait will use the multidimensional item response theory (MIRT) models (Reckase, 1972; Mulaik, 1972; Simpson, 1978; Whitely, 1980). When item responses have more than two categories, polytomous IRT models such as the partial credit model (Masters, 1982), the generalized partial credit model (Muraki, 1992), and the graded response model (Samejima, 1969) are used for unidimensional case. Their extensions can be applied in multidimensional cases.
The basic representation of an IRT model is expressed as

$$P(U = u|\theta) = f(\theta, \eta, u), \quad (1)$$

where $P$ denotes probability, $U$ is a random variable representing the score on the test item, $u$ is the possible value of $U$, $\theta$ is a vector of parameters describing the learner’s latent traits, $\eta$ is a vector of parameters indicating the characteristic of the item, and $f$ denotes a function that maps $\theta, \eta, u$ to a probability in $[0, 1]$. As pointed out in Ackerman et al. (2003), many educational tests are inherently multidimensional. Therefore, we will use the MIRT as the intrinsic model to build up the adaptive learning system. As an illustration, the multidimensional two-parameter logistic IRT (M2PL) model is given by

$$P(U_{ij} = 1|\theta_i, a_j, d_j) = \frac{e^{a_j^\top \theta_i + d_j}}{1 + e^{a_j^\top \theta_i + d_j}}, \quad (2)$$

where $U_{ij}$ is the response given by $i^{th}$ test taker to $j^{th}$ item, $\theta_i = [\theta_{i1}, \theta_{i2}, \cdots, \theta_{iD}]^\top$ is a vector in $\mathbb{R}^D$ describing a set of $D$ latent traits, $a_j$ is a vector of $D$ discrimination parameters for the $j^{th}$ item, indicating the relative importance of each trait in correctly answering the item, and the intercept parameter $d_j$ is a scalar for item $j$. An applicable item $j$ takes each element of $a_j$ to be nonnegative. Therefore, as each element’s value of $\theta_i$ increases, the probability of correct response increases.

With an online calibration design, an accurately calibrated item bank can be acquired using previous learners’ response data for an adaptive learning system without large pretest subject pools (Makransky and Glas, 2014; Zhang and Chang, 2016). After item parameters are pre-calibrated, a variety of latent trait estimation methods can be applied to estimate learners’ abilities. Conventional methods such as maximum likelihood estimation (Lord et al., 1968), weighted likelihood estimation and Bayesian methods (e.g. expected a posteriori estimation (EAP), maximum a posteriori (MAP)) can accurately estimate latent traits in MIRT models. Their variations are also extended for estimating the latent traits in multiple dimensions. Many latent trait estimation methods result in a bias on the order of as small as $O(n^{-1})$, where $n$ denotes test length, while approaches that further reduce the bias as well as the variance of
estimates have also been identified and proposed (Firth, 1993; Tseng and Hsu, 2001; Wang, 2015; Warm, 1989; Zhang et al., 2011).

Assumptions

Denoted $\boldsymbol{\theta}(t) = [\theta_1^{(t)}, \cdots, \theta_D^{(t)}]^{\top}$ as learner’s latent traits at time step $t$, where $D$ is the number of dimensions. Throughout this paper, we make the following simplifying yet practical assumptions:

A1. No retrogression exists in latent traits. That is, $\theta_d^{(t+1)} \geq \theta_d^{(t)}$, $\forall d \in \{1, \cdots, D\}$.

A2. The number of learning materials is finite.

Adaptive Learning Problem

In this section, we first describe the adaptive learning problem and then formulate this problem as an MDP.

Problem Statement

A conventional adaptive learning system is illustrated in Figure 1. Such an adaptive learning system is typical in traditional classrooms and online courses like Massive Open Online Courses (MOOCs) (Lan and Baraniuk, 2016). In the adaptive learning system, the learner takes some learning materials to improve her/his latent traits. After the learner finishes learning the materials, a test or homework is assigned to the learner. Then, the learner’s latent traits are
estimated. Based on the estimated latent traits, the learning system adaptively determines the next learning material for the learner, which may be one of many forms including a textbook chapter, a lecture video, an interactive task, an instructor support, or an instruction pace. Such cyclic learning process continues until the learner’s latent traits reach or are close to a prespecified levels of proficiency.

The tests in an adaptive learning system can be computerized adaptive testing (CAT). The CAT is a test mode that administers tests adapted to test takers’ trait levels (Chang, 2015). It provides more accurate trait estimates with much smaller number of items (Weiss, 1982) by sequentially selecting and administering items tailored to each individual learner. Therefore, a relatively short test can assess learners’ latent traits with high accuracy.

Conventionally, the learning policy (or plan) is provided by a teacher as illustrated in Figure 1. As aforementioned, however, it is too expensive for teachers to make an individualized adaptive learning policy for each learner. In this paper, we use a DRL algorithm to search for an optimally individualized adaptive learning policy for each learner. The algorithm selects the most appropriate learning material among all available materials for each learner based on her/his provisional estimated latent traits that are obtained from her/his learning history and performances in tests. The adaptive selection of learning materials guarantees the learner reaches a prespecified proficiency level in a shortest number of learning cycles or reaches proficiency level as high as possible in a fixed number of learning cycles. That is, instead of resorting to an experienced teacher for the construction of a learning policy as illustrated in Figure 1 we will develop a systematic method to enable the adaptive learning system to discover an optimal learning policy from the data that have been collected, which include historical learning materials, test responses, and estimated latent traits, etc.

**Markov Decision Process Formulation**

**Primer on Markov Decision Process**

Before presenting the formulation for the adaptive learning problem, we first briefly review MDPs. An MDP is characterized by a 5-tuple \((S, A, P, R, \gamma)\), where \(S\) is a set of states, \(A\) is a set
of actions, $\mathcal{P}$ is a Markovian transition model, $\mathcal{R} : S \times A \times S \rightarrow \mathbb{R}$ is a reward function, and $\gamma \in [0, 1)$ is a discount factor (Sutton and Barto, 2018). A transition sample is defined as $(s, a, r, s')$, where $s, s' \in S$ and $a \in A$, $r = \mathcal{R}(s, a, s')$ is a scalar reward when the state transitions into state $s'$ from state $s$ after taking action $a$.

Let $S^{(t)}$ and $A^{(t)}$ denote the state and action at time step $t$, respectively, and $R^{(t)}$ denote the reward obtained after taking action $A^{(t)}$ at state $S^{(t)}$. Note that $S^{(t)}, A^{(t)}$, and $R^{(t)}$ are random variables. When both $S$ and $A$ are finite, the transition model $\mathcal{P}$ can be represented by conditional probability, that is,

$$\mathcal{P}^{(t)}(s'|s, a) = \mathbb{P}(S^{(t+1)} = s' | S^{(t)} = s, A^{(t)} = a).$$

The Markovian property of the transition model is that, for any time step $t$,

$$\mathbb{P}(S^{(t+1)} | A^{(t)}, S^{(t)}, \ldots, A^{(0)}, S^{(0)}) = \mathbb{P}(S^{(t+1)} | A^{(t)}, S^{(t)}).$$

Essentially, the Markovian property requires that a future state is independent of all past states given the current state. Assume $\mathcal{P}$ is time-homogeneous, i.e., for any two time steps $t_1$ and $t_2$,

$$\mathcal{P}^{(t_1)}(s'|s, a) = \mathcal{P}^{(t_2)}(s'|s, a).$$

Then, we can drop the superscript $t$ and write the transition model as $\mathcal{P}(s'|s, a)$. Note that when $S$ is continuous, the transition model can be represented by a conditional probability density function.

Let $\pi : S \rightarrow A$ denote a deterministic policy for the MDP defined above. The action-value function for the MDP under policy $\pi$ is defined as follows:

$$Q^\pi(s, a) = \mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^t R^{(t)} | S^{(0)} = s, A^{(0)} = a; \pi\right],$$

where $\mathbb{E}$ denotes the expectation. The action-value function $Q^\pi(s, a)$ is the expected cumulative discounted reward when the system starts from state $s$, takes action $a$, and follows policy $\pi$ thereafter. The maximum action-value function over all policies is defined as

$$Q(s, a) = \max_\pi Q^\pi(s, a).$$

A policy $\pi$ is said to be optimal if $Q^\pi(s, a) = Q(s, a)$ for any $s \in S$ and $a \in A$. In particular, the greedy policy with respect to $Q(s, a)$, defined as
\[ \pi^*(s) = \arg \max_a Q(s, a), \] is an optimal policy (Sutton and Barto, 2018). The MDP is solved if we find \( \pi^* \).

**Theorem 1.** (Bertsekas and Tsitsiklis, 1996) The optimal action-value function \( Q(s, a) \) satisfies the Bellman optimality equation:

\[
Q(s, a) = \mathbb{E}[R(0)] + \gamma \sum_{s' \in S} P(s'|s, a) \max_{a' \in A} Q(s', a').
\] (7)

Furthermore, there is only one \( Q \) function that solves the Bellman optimality equation.

The Bellman optimality equation is of central importance to solving the MDP. When both \( S \) and \( A \) are finite and \( P \) is known, model-based algorithms such as the value iteration algorithm can be applied to solve the MDP (Sutton and Barto, 2018).

**Adaptive Learning Problem as MDP**

We next formulate the adaptive learning problem as an MDP as follows.

**State Space:** Define the vector of parameters describing the learner’s latent traits as the state, i.e., \( s = \theta \), which has \( D \) continuous variables, where \( D \) represents the dimension of the latent traits. For the simplicity of the algorithm construction in the following, the state space is defined as \( S = [0, 1]^D \) when each element of \( \theta \) satisfies \( \theta \in [0, 1] \), in which a smaller value of \( \theta \) indicates a lower ability and a larger value indicates a higher ability. Although a latent trait variable is typically defined on \( \mathbb{R} \) in IRT, a closed interval, say \([-5, 5]\), is used as the range of a latent trait variable in practice. Let \( h_d \) be the prespecified target proficiency level of the \( d \)th latent trait, which is the level the learners try to reach, where \( d = 1, \ldots, D \). Because of the fact that there is a bijection between \([-5, h_d]\) and \([0, 1]\), an estimated trait \( \theta \in [-5, h_d] \) can be directly transformed into the scale of \([0, 1]\). Thus, without loss of generality, we consider the state space as \( S = [0, 1]^D \).

**Action Space:** Let the learning materials available in the adaptive learning system be indexed by \( 1, 2, \cdots, L \). The action \( a \) in the adaptive learning system is the index of a learning material, which is discrete, and the action space is \( A = \{1, \cdots, L\} \).

**Reward Function:** Recall that the objective of the adaptive learning system is to minimize the learning steps it takes before a learner’s latent traits reach the maximum, i.e., for \( \theta \) to reach \( 1_D \),
where $\mathbf{1}_D$ is an all-ones vector in $\mathbb{R}^D$. As such, the reward function is defined as follows:

$$r = \mathcal{R}(s, a, s') = \begin{cases} 
-1, & \text{if } ||s' - \mathbf{1}_D||_\infty \geq 10^{-3}, \\
0, & \text{otherwise},
\end{cases} \tag{8}$$

where $|| \cdot ||_\infty$ indicates the infinite norm. Intuitively, the sum of rewards over one episode (the entire learning process of a learner) is to the negative of the total steps a learner takes before all of her/his latent traits are very close to 1, which indicates that the learner has reached target levels of all prespecified abilities.

**Transition Model:** The probability distributions of the latent trait as well as the change of trait are unknown. As a result, the transition model $\mathcal{P}(s'|s,a)$ is not known a priori.

Based on this MDP formulation, the adaptive learning problem is essentially to find an optimal learning policy, denoted by $\pi^* : S \rightarrow A$, that determines the action (learning material selection) based on the state (latent traits), such that the expected cumulative discounted reward is maximized. Note that the larger the expected cumulative discounted reward is, the less the total learning steps a learner takes to reach the target level(s) of an ability/abilities is. Since the transition model $\mathcal{P}$ is unknown, the MDP cannot be solved using model-based algorithms such as the value iteration algorithm. We will resort to a model-free DRL algorithm to solve it in the next section.

**Optimal Learning Policy Discovery Algorithm**

In this section, we solve the adaptive learning problem by using the deep Q-learning algorithm, which can learn the action-value function directly from historical transition data without knowing the underlying transition model. To utilize the available transition information more efficiently, we further develop a transition model estimator and use it to train the deep Q-learning algorithm.

**Action-Value Function As Deep Q-Network**

Recall that the optimal learning policy can be readily obtained if we know the action-value function. When the state is continuous and the action is discrete, which is the case in the
adaptive learning problem, the action-value function \( Q(s, a) \) cannot be exactly represented in a tabular form. In such cases, the action-value function can be approximated by some functions, such as linear functions (Sutton and Barto, 2018) or artificial neural networks (simply referred to as neural networks) (Mnih et al., 2015). In the former case, the approximate action-value function is represented as an inner product of the parameter vector and a feature vector that is constructed from the state. It is important to point out the choice of the features is critical to the performance of the approximate action-value function. Meanwhile, neural networks are capable of extracting useful features from the state directly, and have stronger representation power than linear functions (Goodfellow et al., 2016).

As an example for neural networks, Fig. 2 shows an illustrative neural network that consists of an input layer that has 3 units, a hidden layer that has 4 units, and an output layer with 2 units. Let \( x = [x_1, x_2, x_3]^\top \), \( h = [h_1, h_2, h_3, h_4]^\top \), and \( y = [y_1, y_2]^\top \) denote the vectors that come out of the input layer, the hidden layer, and the output layer, respectively. In the neural network, the output of one layer is the input for the next layer. To be more specific, \( h \) can be computed from \( x \), and \( y \) can be computed from \( h \) as follows:

\[
\begin{align*}
  h &= \phi(W_{hx}x + b_h), \\
  y &= W_{yh}h + b_y,
\end{align*}
\]

where \( W_{hx} \in \mathbb{R}^{4 \times 3} \) and \( W_{yh} \in \mathbb{R}^{2 \times 4} \) are two weight matrices, \( b_h \in \mathbb{R}^4 \) and \( b_y \in \mathbb{R}^2 \) are two bias vectors, and \( \phi(\cdot) \) is the so-called activation function, which is applied to its argument.
A popular choice of the activation function $\phi$ is the rectifier, i.e., $\phi(x) = \max(x, 0)$. Conceptually, we can write the output $y$ as a function of $y = \varphi(x)$, where $\varphi(\cdot)$ is parameterized by $W_{hx}, W_{yh}, b_h, \text{ and } b_y$, which can be collectively denoted as a parameter vector $w$. Given a set of input-output values denoted by $\{(x^{(i)}, y^{(i)}) : i = 1, \cdots, M\}$, the optimal value of $w$ can be found by solving the following problem:

$$
\min_w \sum_{i=1}^M \|\varphi(x^{(i)}) - y^{(i)}\|^2, \tag{11}
$$

where $\| \cdot \|$ is the $L_2$-norm. Problem (11) can be solved by using gradient descent algorithm or its variants, in which the gradient of the objective function with respect to $w$ can be computed using the famous backpropagation technique. Neural networks can also be trained using a variety of other optimization algorithms such as Adam and RMSProp (see, Goodfellow et al., 2016). Note that there may be several hidden layers and the more hidden layers there are, the deeper the neural network is. We refer interested readers to Goodfellow et al. (2016) for a more comprehensive details about neural networks.

Recall that in the adaptive learning problem, the state is continuous in $[0, 1]^D$, while the action is discrete $A = \{1, \cdots, L\}$. The approximate action-value function, denoted by $\hat{Q}(s, a)$, can be represented using a neural network as follows. The input layer is the state $s$, or equivalently, the latent trait vector $\theta$, which has $D$ units. The output has $L$ units, each of which corresponds to the action-value for one action. To more be specific, the $\ell^{th}$ unit in the output layer gives $\hat{Q}(s, a = \ell)$, i.e., the action-value for state $s$ and action $\ell$. The number of hidden layers and the number of units in each hidden layer can be determined through simulation, which is to be detailed in the numerical simulation section. Such a neural network is also referred to as a deep Q-network (DQN) (Mnih et al., 2013). Let $w$ denote the parameter vector of the DQN, which includes all weights and biases in the DQN. To emphasize that $\hat{Q}(s, a)$ is parameterized by $w$, we write $\hat{Q}(s, a)$ as $\hat{Q}(s, a; w)$.

Once we have $\hat{Q}(s, a; w)$, the optimal learning policy becomes readily available, which is $\pi^*(s) = \arg \max_a \hat{Q}(s, a; w)$. Then, the “Teacher” block in Figure 3 can be replaced with the DQN as shown in Figure 3.
Learning Policy Discovery with Deep Q-Learning

The parameters of the DQN can be learned from the sequence of latent traits and learning materials using the deep Q-learning algorithm proposed by Mnih et al. (2013). The optimal value of the parameter vector of the DQN, $\mathbf{w}$, can be found by minimizing the mean squared error between the approximate action-value function and the true action-value function:

$$\min_{\mathbf{w}} \mathbb{E}[(\hat{Q}(S, A; \mathbf{w}) - Q(S, A))^2].$$  \hfill (12)

However, solving (12) is extremely difficult if not impossible since both $Q(S, A)$ and the transition model are unknown and thus, the expectation of the mean squared error cannot be computed. The deep Q-learning algorithm adopts two measures to cope with these challenges.

First, the expectation is replaced with the sample average that can be computed from a set of historical transitions, denote by $\mathcal{M} = \{(s, a, r, s') : s, s' \in S, a \in A\}$, with $|\mathcal{M}| = M$, where $|\cdot|$ denotes the cardinality of a set. That is, (12) is now replaced by the following problem:

$$\min_{\mathbf{w}} \sum_{(s, a, r, s') \in \mathcal{M}} (\hat{Q}(s, a; \mathbf{w}) - Q(s, a))^2. \hfill (13)$$

At time step $t$, the parameter vector is updated using the gradient descent algorithm as follows:

$$\mathbf{w}^{(t+1)} = \mathbf{w}^{(t)} - \alpha \sum_{(s, a, r, s') \in \mathcal{M}} (\hat{Q}(s, a; \mathbf{w}^{(t)}) - Q(s, a)) \frac{\partial \hat{Q}(s, a; \mathbf{w}^{(t)})}{\partial \mathbf{w}}, \hfill (14)$$

where $\alpha > 0$ is the learning rate and $\mathbf{w}^{(t)}$ denotes the value of $\mathbf{w}$ at time step $t$. Second, the unknown $Q(s, a)$ is further substituted by $r + \gamma \max_{a'} \hat{Q}(s', a'; \mathbf{w}^{(t)})$ based on the Bellman...
optimality equation in (7). Note that when \( \|s' - 1_D\|_\infty < 10^{-3} \), which indicates the learning process has ended, \( Q(s', a') = 0 \). Therefore, (14) is now becomes

\[
w^{(t+1)} = w^{(t)} - \alpha \sum_{(s,a,r,s') \in M} \left( \hat{Q}(s, a; w^{(t)}) - y \right) \frac{\partial \hat{Q}(s, a; w^{(t)})}{\partial w},
\]

where

\[
y = \begin{cases} 
  r, & \text{if } \|s' - 1_D\|_\infty < 10^{-3}, \\
  r + \gamma \max_{a'} \hat{Q}(s', a'; w^{(t)}), & \text{otherwise.}
\end{cases}
\]

The detailed deep Q-learning algorithm that is used to search the optimal parameter vector for the DQN is presented in Algorithm 1, where one episode represents a complete learning process of one learner and the number of episodes is the number of learners. In order to obtain a good approximate action-value function, the state-action space needs to be sufficiently explored. To achieve this, the so-called \( \epsilon \)-greedy exploration is adopted in the deep Q-learning algorithm. Specifically, at time step \( t \), a random action \( a^{(t)} \) is selected with probability \( \epsilon^{(t)} \), and a greedy action \( a^{(t)} = \max_a \hat{Q}(s^{(t)}, a; w^{(t)}) \) is with probability \( 1 - \epsilon^{(t)} \). In this paper, we adaptively decay \( \epsilon^{(t)} \) from \( \epsilon \) to \( \epsilon \) in \( \tau \) time steps. In addition, the parameter vector is updated at each time step using a set of transitions \( M \) that is resampled from the historical transitions denoted by \( H \) with \( |H| = H \) so as to reduce the bias that may be caused by the samples.

**Transition Model Estimator**

The deep Q-learning algorithm requires a sufficiently large historical transition data in order to find a good approximate of the action-value function, based on which the learning policy is then derived. However, we may not be able to obtain adequate transitions due to several reasons including the lack of adequate learners, and the long time it takes to acquire an individual learner’s learning path (transitions). Thus, it is more desirable to develop an adaptive learning system which can efficiently discover the optimal learning policy after training on a relatively small number of learners. To this end, we develop a transition model estimator which emulates the learning behavior of learners. Specifically, the transition model estimator can take a state \( s \) and an action \( a \) as inputs, and output the next state \( s' \). This can be cast as a supervised learning
task, (a regression task), which can be solved using neural networks. The input layer of the neural network that represents the transition model is a pair of state and action, and the output layer is the next state. The number of hidden layers can be adjusted through the parameter tuning process (see, e.g., Goodfellow et al., 2016, for more details).

Conceptually, we can write the neural network that represents the transition model as $s' = \psi(s, a)$, the parameter vector of which is denoted by $v$. The optimal value of $v$ can be found by solving the following problem using the backpropagation algorithm:

$$
\min_v \sum_{(s, a, r, s') \in H} ||\psi(s, a) - s'||^2,
$$

where $H$ is the set of historical transition (data).

The adaptive learning system with the DQN and a transition model estimator is shown in Fig. 4, where the DQN is trained against the transition model, instead of the actual learners.

![Diagram of adaptive learning system with DQN and transition model estimator](image)

**Figure 4.**
Adaptive adaptive learning system with DQN and transition model estimator.

**Numerical Simulation**

In this section, we show the performance of the adaptive learning system with and without the transition model estimator, and also investigate the impacts of latent trait estimation errors through two simulation studies.

**Simulation Overview**

Consider a group of learners in a two-dimensional assessment and a learning environment with three sets of learning materials. We model the group of learners as a homogeneous MDP. Let
the random vector $\Theta(t) = [\Theta_1(t), \Theta_2(t)]^T$ denote a learner’s state $S(t)$ at time step $t$, which represents the latent traits in our study. Consider three sets of learning materials regarding the two-dimensional latent trait levels, that is, $A = \{1, 2, 3\}$. Each set of learning materials contain contents with regards to different latent traits. Denote the change of the latent traits from time step $t$ to $t+1$ by $\Delta \Theta(t) = [\Delta \Theta_1(t), \Delta \Theta_2(t)]^T$. The probability of having $\Delta \theta = [\Delta \theta_1, \Delta \theta_2]^T$ transitioning from state $\theta = [\theta_1, \theta_2]^T$ to $\theta' = [\theta'_1, \theta'_2]^T$ can be represented as

$$P(\theta' | \theta, a) = P(\Delta \Theta(t) = \Delta \theta | \Theta(t) = \theta, A(t) = a),$$

where $a$ is the index of the set which the selected learning material belongs to. In the following notations, we only consider the set which the selected learning material belongs to, denoted as $a$. Assume $\theta_1, \theta_2 \in [0, 1]$, where the value of 0 indicates extremely low ability on the corresponding dimension and the value of 1 indicates the target ability.

In addition, under Assumption $A1$ of no retrogression, we have $\Delta \theta_1 \in [0, 1 - \theta_1]$ and $\Delta \theta_2 \in [0, 1 - \theta_2]$. As we model the transition of the latent traits to be a continuous-state MDP, the change of $\Delta \theta_1$ and $\Delta \theta_2$ only depends on current latent trait $\theta$ and the selected learning material $a$. Therefore, we let $\Delta \theta_1$ and $\Delta \theta_2$ follow Beta distributions such that

$$\Delta \theta_1 \sim Beta(1, g_1(\theta, a)), \text{ where } a \in \{1, 3\}, \text{ and } \Delta \theta_2 \sim Beta(1, g_2(\Delta \theta_1, \theta, a)), \text{ where } a \in \{2, 3\}.$$  

$\Delta \theta_2 = 0$ when $a = 1$ and $\Delta \theta_1 = 0$ when $a = 2$, which means the first set of materials only helps improving $\theta_1$ while the second set is only related to $\theta_2$. Parameters of $g_1(\theta, a)$ and $g_2(\Delta \theta_1, \theta, a)$ in the Beta distribution are calculated by

$$g_1(\theta, a) = \begin{cases} 
3 + 8\theta_1 - 0.2\theta_2, & a = 1 \\
15 + 15\theta_1 - 0.4\theta_2, & a = 3 
\end{cases}$$

and

$$g_2(\theta, a) = \begin{cases} 
10 - \theta_1 + 5\theta_2, & a = 2 \\
20 - 28\theta_1 e^{-\frac{(\theta_1 - 0.6)^2}{0.3}} + 30\theta_2 - 0.3\Delta \theta_1, & a = 3.
\end{cases}$$

An intuitive example is how a learner learns addition “+” and subtraction “-”. A learning process usually takes a long time and thus a monotonic decreasing, zero-concentrated distribution is adopted to simulate the ability increase. In that case, each learning step will most likely lead to
a small increase of the ability/abilities. Besides, in the distribution $Beta(1, b)$, the larger $b$ is, the more the curve approaches 0, which results in a higher chance in generating a smaller $\Delta \theta$. It implies that a higher ability the learner has on either dimension, the harder for him/her to further improve the corresponding ability. Thus, $g_1(\theta, a)$ and $g_2(\Delta \theta_1, \theta, a)$ have positive coefficients in front of $\theta_1$ and $\theta_2$, respectively. Meanwhile, we assume that a higher ability on one dimension helps to increase the other dimension’s ability, which results in a negative coefficient ahead of $\theta_2$ in $g_1(\theta, a)$ and a negative coefficient ahead of $\theta_1$ in $g_2(\Delta \theta_1, \theta, a)$. In particular, assume the third learning material contains contents related to both abilities, and especially helps learners with intermediate or high ability level of addition to improve further on subtraction. This assumption is included in calculating $g_2(\theta, a)$ when $a = 3$ in equation (20). In addition, if the learner makes a big progress in mastering the ability of addition, there is a higher chance for the one to improve more on learning subtraction. Thus, the coefficient of $\Delta \theta_1$ in $g_2(\Delta \theta_1, \theta, a)$ is negative which gives a curve that is less zero-concentrated as $\Delta \theta_1$ increases. Consequently, $\Delta \theta_2$ has a higher possibility in increasing more as $\Delta \theta_1$ is large. Note that the transition model is not required for adaptive learning system. The simulation gives an example in validating the model-free deep Q-learning algorithm in discovering the optimal learning policy.

Estimation errors ranging from 1% to 15% are also added to estimated latent traits to evaluate their impacts on the adaptive learning system. Denote the estimation error vector by $e = [e_1, e_2]^T$, where $e_1$ and $e_2$ are generated by the same normal distribution such that $e_1, e_2 \sim \mathcal{N}(0, \sigma^2)$. As a result, 99.7% of $e_1, e_2$ lie in the range of $(-3\sigma, 3\sigma)$. In the simulation, the estimated latent traits are calculated by the sum of the true latent traits and the estimation errors, which are $[\theta_1 + e_1, \theta_2 + e_2]^T$. For instance, if the standard deviation $\sigma$ is 0.03, the observation is $[\theta_1 + e_1, \theta_2 + e_2]^T$, where $e_1, e_2 \sim \mathcal{N}(0, 0.03^2)$, and 99.7% of $e_1, e_2$ lie in the range of $(-0.09, 0.09)$.

Two simulations cases are studied. In the first case, the DQN is trained against actual learners whose abilities’ changes follow the MDP with kernel distributions described above. In this case, it is presumed that the optimal learning policy can be trained on sufficient number of learners. The resulting optimal learning policy is compared with a heuristic learning policy, which selects the next learning material that can improve the not-fully-mastered ability, and a random
learning policy which selects any material randomly from the set of three. The impact of different estimation errors is also assessed. In the second case, the DQN is trained against an estimated transition model learning that is obtained using a small group of learners. The resulting optimal learning policy is compared with that obtained by training against actual learners.

**Simulation Study I**

Assume all learners are beginners on the two latent traits when using the adaptive learning system, i.e. $\Theta^{(0)} = [0, 0]^	op$. The DQN has two hidden layers, the first of which has 64 units and the second of which has 32 units. The DQN is trained against 2000 learners that are simulated according to the method discussed earlier, i.e. $E = 2000$. Other parameters are chosen as follows: $\gamma = 0.9$, $\alpha = 6 \times 10^{-4}$, $\tau = 1.0$, $\epsilon = 0.1$, $\tau_{\epsilon} = 2000$, $M = 256$. The Adam algorithm is adopted for the training of the DQN.

Figure 5 presents the smoothed reward under the deep Q-learning algorithm across the first 1500 episodes with a smoothing window of 20. It can be seen that the reward converges to $-15$ after 600 episodes, which indicates the optimal learning policy is found after the DQN is trained using 600 learners.
Figure 6. Smoothed rewards under DQN, heuristic, and random learning policies.

Figure 6 and Table 1 compare smoothed rewards across 200 new learners, labeled as episodes in Figure 6, with a smoothing window of 20 between the optimal learning policy found by the deep Q-learning algorithm after being trained in 2000 episodes—referred to as the DQN learning policy, the heuristic learning policy, and the random learning policy. The larger the reward is, the fewer learning steps a learner takes to fully master the two latent traits, or in another word, the better the learning policy is. Clearly, the rewards obtained by the deep Q-learning algorithm have a higher mean and smaller standard deviation (SD) than those obtained by the heuristic learning policy and the random learning policy. These results show that the learning policy found by the deep Q-learning algorithm is much better than the other two.
Figure 7 presents an example of a state transition path that shows how the latent traits change with a sequence of actions taken under the DQN learning policy obtained without considering estimation error. Take the addition and subtraction test as an example. The first learning material is repeatedly selected to improve the learner’s ability of addition at the beginning. Then the third material related to both addition and subtraction is selected. In the last few steps, the second learning material is chosen to further improve the learner’s ability of subtraction.
Comparison of rewards under DQN and heuristic learning policies with various estimation errors.

Figure 8 compares rewards under the DQN and the heuristic learning policies when estimation errors with various standard deviations ($\sigma$) exist. It shows that the mean rewards obtained by the DQN learning policy under various estimation errors are consistently higher than those of the heuristic learning policy when estimation errors exist. That is, the DQN learning policy still outperforms the heuristic learning policy even with the presence of estimation errors, which demonstrates that the deep Q-learning algorithm is reliable and stable in finding optimal learning policy with the presence of estimation errors.

**Simulation Study II**

Next, we show the performance of the adaptive learning system with a transition model estimator, which is represented using a neural network with one hidden layer that has 32 units. The prediction accuracy indices are presented in Table 2. The train and test scores are defined as the coefficient of determination in the training and test sets respectively, calculated by

$$1 - \frac{\sum_{i=1}^{H} ||s^{(i)} - \hat{s}^{(i)}||^2}{\sum_{i=1}^{H} ||s^{(i)} - \bar{s}||^2},$$

where $s$ is the true state, $\bar{s}$ is average value of the true state, $\hat{s}$ is the predicted state using previous state and the action taken, and $H$ is the number of the transitions. The best possible
The root mean square error (RMSE) is calculated by

\[ RMSE = \sqrt{\frac{\sum_{i=1}^{H} ||s^{(i)} - \hat{s}^{(i)}||^2}{H}}. \]

(22)

Figure 9.
Comparison of rewards under actual and virtual DQN learning policies.

A DQN is trained on 2000 episodes against the estimated transition model that is fitted using a certain number of actual learners; the learning policy corresponding to this DQN is referred to as the virtual DQN learning policy. For the purpose of comparison, another DQN is trained on the same number of actual learners; the learning policy corresponding to this DQN is referred to as the actual DQN learning policy. Essentially, these two learning policies differ in the way how the same set of actual learners are utilized. The actual learners are simulated according to the method discussed in “Simulation Overview” section and are used to train the actual DQN learning policy directly. In contrast, these actual learners are used to first fit a transition model, which is then used to train the virtual DQN learning policy; this allows the virtual DQN learning policy to be trained over as many episodes as it needs. Figure 9 compares rewards obtained by the two DQN learning policies when various numbers of actual learners are utilized. It is shown that with no more than 200 actual learners, the utilization of the transition model can significantly improve the performance of the learning policy, generating much larger mean rewards.
compared than the algorithm without using the transition model. When the number of learners is large enough, both two approaches found optimal learning policies and yield similar rewards.

**Concluding Remarks and Future Directions**

In this paper, we developed an MDP formulation for an adaptive learning system by describing learners’ latent traits as continuous instead of simply classifying learners as mastery or non-mastery of certain skills. The objective of the system is to improve learners’ abilities to the prespecified target levels. We developed a deep Q-learning algorithm, which is a model-free DRL algorithm that can effectively find the optimal learning policy from data on learners’ learning process without knowing the transition model of the learner’s latent traits. To cope with the challenge of insufficient state transition data, which may result in a poor performance of the deep Q-learning algorithm, we developed a transition model estimator that emulates the learner’s learning process using neural networks, which can be used to further train the DQN and improve its performance.

The two simulation studies presented in the paper verified that the proposed methodology is very efficient in finding a good learning policy for adaptive learning systems without any help from a teacher. The optimal learning policy found by the DQN algorithm outperformed the heuristic and random methods with much higher rewards, or equivalently, much fewer learning steps/cycles for learners to reach the target levels of all prespecified abilities. Particularly, with the aid of a transition model estimator, the adaptive learning system can find a good learning policy efficiently after training using a few learners.

The directions for extending the adaptive learning research include applying the adaptive learning system on actual learners to further assess the efficiency of the proposed methodology. Both the DQN algorithm and the transition model estimator can be adopted and evaluated through real data analysis on an online learning platform. Second, the adaptive learning system here consists of a latent trait estimator which uses measurement models to estimate latent traits and a learning policy. Instead, some research construct the system assuming that learning materials influence learners’ responses to test items directly, without the latent trait estimator incorporated (Lan et al., 2014; Lan and Baraniuk, 2016). As such, learners’ learning process is
modeled and traced directly and model-free algorithms can be proposed to find the optimal learning policy. Third, because each group of learners assumes to follow a homogeneous MDP, further researches can be conducted to classify learners into groups before they use the adaptive learning system in order to find the optimal learning policy for each group. Fourth, machine learning algorithms for recommendation systems (e.g., collaborative filtering, matrix decomposition, etc.) can be incorporated with the DRL algorithm to better recommend not only optimal but also preferred materials to learners (Li et al., 2010). Fifth, it would be interesting to further examine how much better is the DQN learning policy than the random and heuristic learning policies under different scenarios and constrains. Sixth, it is also interesting to formulate the adaptive learning problem as a partially observable Markov decision process (POMDP) and explore solutions to the problem. Finally, future studies can include the modeled learning paths (Chen et al., 2018a; Wang et al., 2018) as learners’ historical data to search the optimal learning policy more efficiently.
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Algorithm 1: Deep Q Learning Algorithm for Adaptive Learning Problem

Input: $\gamma, \alpha, \tau, \epsilon, \tau, M, E$

Output: $w$

Randomly initialize $w$ and set total time step counter $\tau = 0$

for episode $= 1, \cdots, E$ do

Receive initial state $s_0$

for $t = 0, 1, \cdots$ do

Compute $\epsilon(t) = \tau - (\tau - \epsilon) \times \min(\tau/\tau, 1)$ and increase $\tau$ by 1

With probability $\epsilon(t)$ select a random action $a(t)$ otherwise select

$a(t) = \max_a \hat{Q}(s(t), a; w(t))$

Send the learning material determined by $a(t)$ to the learner

Given the learner a test and collect test response

Receive new state $s(t+1)$ estimated from test response by latent trait estimator

Compute reward $r(t)$ according to

$r(t) = \begin{cases} 
-1, & \text{if } ||s(t+1) - 1_D||_\infty \geq 10^{-3} \\
0, & \text{otherwise}
\end{cases}$

Store transition $(s(t), a(t), r(t), s(t+1))$ into $H$

Sample $M$ transitions from $H$ and store them into $M$

Update $w$ according to

$w(t+1) = w(t) - \alpha \sum_{(s,a,r,s') \in M} (\hat{Q}(s,a; w(t)) - y) \frac{\partial \hat{Q}(s,a; w(t))}{\partial w}$

where

$y = \begin{cases} 
r, & \text{if } ||s' - 1_D||_\infty < 10^{-3} \\
\gamma \max_{a'} \hat{Q}(s', a'; w(t)), & \text{otherwise}
\end{cases}$

if $||s' - 1_D||_\infty < 10^{-3}$, break

end

end
Table 1.
Mean and Standard Deviation (SD) of Rewards under DQN, Heuristic, and Random Learning Policies.

| Methods       | DQN | Heuristic | Random |
|---------------|-----|-----------|--------|
| Reward mean   | -13.49 | -21.55 | -24.85 |
| Reward SD     | 4.59  | 4.76     | 5.59   |

Table 2.
Accuracy of Transition Model Trained against Various Numbers of Learners.

| No. of learners | 10 | 20 | 30 | 40 | 50 | 100 | 150 | 200 | 2000 |
|-----------------|----|----|----|----|----|-----|-----|-----|------|
| Train Score     | 0.96 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 |
| Test Score      | 0.95 | 0.97 | 0.96 | 0.96 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 |
| RMSE            | 0.11 | 0.08 | 0.09 | 0.09 | 0.08 | 0.08 | 0.08 | 0.08 | 0.08 |