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Abstract

This paper presents the variational discretization of the compressible Navier-Stokes-Fourier system, in which the viscosity term and the heat conduction are handled within the variational approach to nonequilibrium thermodynamics developed in Gay-Balmaz and Yoshimura [2017a,b], as well as its discrete counterpart whose foundations have been laid in Gay-Balmaz and Yoshimura [2018], Couéraud and Gay-Balmaz [2018] and more particularly Bauer and Gay-Balmaz [2018] for the case of the compressible Euler equation. In a first part, we review the variational framework introduced in Gay-Balmaz and Yoshimura [2017b] for the Navier-Stokes-Fourier (NSF) system in the smooth setting. In a second part, we first review the discrete exterior calculus developed in Pavlov and al. [2011], which is based on discrete diffeomorphisms and therefore particularly well-adapted for the discretization of Euler-Poincaré systems whose configuration space is an infinite-dimensional Lie group. Then, the variational principle underlying the NSF system is spatially discretized through the use of this discrete exterior calculus, which yields a semi-discrete nonholonomic variational principle for the NSF system, as well as semi-discrete evolution equations. In order to avoid important technical difficulties, further treatment of the phenomenological constraint is needed. In a third part we discretize in time the spatial variational principle underlying the NSF system by extending Couéraud and Gay-Balmaz [2018], which at last yields a nonholonomic variational integrator for the NSF system, as well as (fully) discrete evolution equations.

Contents

Introduction 2

1 The variational framework for the Navier-Stokes-Fourier system 5
  1.1 Review of Euler-Poincaré systems ........................................ 5
  1.1.1 Compressible Euler equations .......................................... 7
  1.2 The material variational principle for the Navier-Stokes-Fourier system 10
  1.3 The spatial variational principle for the Navier-Stokes-Fourier system 12

2 Spatial discretization of the Navier-Stokes-Fourier system 17
  2.1 Discrete exterior calculus based on discrete diffeomorphisms ........ 17
  2.1.1 Discrete diffeomorphisms ............................................. 17
  2.1.2 Discrete velocity fields ............................................... 20
  2.1.3 Discrete differential forms ........................................... 25
  2.1.4 Discrete momenta .................................................... 29
Introduction

In Gay-Balmaz and Yoshimura [2017a,b] a new variational formalism was proposed for nonequilibrium thermodynamics. This formalism is an extension of the Hamilton principle that allows the inclusion of irreversible phenomena in discrete\(^1\) and continuum systems, by using a nonholonomic nonlinear constraint, the so-called phenomenological constraint, and its associated variational constraint. In this formalism, the entropy of the system is promoted to a full dynamic variable, and to each irreversible process corresponds a thermodynamic displacement, whose rate equals the thermodynamic affinity of the process. Thanks to the introduction of these variables, together with the phenomenological and variational constraints, this new variational formalism yields the time evolution equations of the system in accordance with the two fundamental laws of thermodynamics, see, e.g., Stueckelberg [1974, chapter 1].

Equipped with such a variational formalism, it is natural to try to devise new variational integrators based on this approach, with the aim of developing new algorithms for the simulation of multiphysics systems with the advantages that are known to variational integrators based on Lagrangian mechanics, see Marsden and West [2001]. Indeed, variational integrators were proved to be superior to more classical algorithms thanks to the fact that they were designed to preserve as much as possible of the geometric structures underlying the mechanical system they discretize. Some important features are that the discrete symplectic structure of the discrete Lagrangian system, as well as the discrete momenta in case when there are symmetries, are all preserved, and the discrete total energy of the system remains bounded and oscillates around its correct value during the simulation. In Gay-Balmaz and Yoshimura [2018], variational integrators for the nonequilibrium thermodynamics of simple closed systems were developed. Because of the presence of thermal effects, the flow of the smooth equations is not symplectic anymore, but rather satisfies a generalized structure-preserving property, which reduces to the conservation of the symplectic form if thermal effects are absent. The associated variational integrators satisfy a discrete version of this structure-preserving property. In Couéraud and Gay-Balmaz [2018], this approach was extended to a particular type of Euler-Poincaré systems that undergo irreversible thermodynamic processes. We recall that classical Euler-Poincaré systems have a Lie group as configuration space, and a Lagrangian which is invariant under the action of this group, leading to a reduced variational principle as well as reduced Euler-Lagrange equations famously known as the Euler-Poincaré equations (see Holm, Marsden and Ratiu [1998]). This approach can be extended to the discrete setting and leads to a variational integrator on the Lie algebra of the configuration space through the use of a group difference map (see Marsden, Pekarsky, and Shkoller [1999] and Bou-Rabee and Marsden [2008]).

Classical Euler-Poincaré reduction covers a broad range of physical systems, and is particularly suitable for the geometric treatment of various types of fluids (see for instance Holm, Marsden and Ratiu [1998], Holm, Marsden and Ratiu [1999], Holm [2012]). Its discrete counterpart has been used in a number of works to address the time discretization of partial differential equations that describe the evolution of reversible fluids (meaning inviscid, non heat conducting fluids), see Pavlov and al. [2011], Gawlik and al. [2011], and Desbrun and al. [2014]. Note that paramount to this approach is the use of a discrete exterior calculus (first defined in Pavlov and al. [2011] and then extended to the compressible case in Bauer and Gay-Balmaz [2018]) based on the notion of discrete diffeomorphisms, that is used for the spatial discretization and leveraged in the derivation of the semi-discrete and fully discrete variational principles.

---

\(^1\)In this context, recall that a discrete system is a system composed of multiple simple systems, interconnected in some sense (see Gay-Balmaz and Yoshimura [2017a] for the precise definition, but such systems will not be used in what follows).
As expected, the obtained variational integrators derived in this way all exhibit a good long-term behavior for energy as well as conservation of a Kelvin-Noether quantity. In this paper, we are concerned with the design of such a variational integrator for the Navier-Stokes-Fourier system, that we will simply refer to as the NSF system. More particularly, the NSF system will refer for us to the set of partial differential equations that govern the compressible flow on a 2D or 3D domain $M$ of a Newtonian fluid that conducts heat assuming that Fourier’s law is used in the mathematical model representing the fluid. Therefore, in this model the fluid simultaneously undergoes two irreversible processes that are responsible for entropy production in the system: viscosity and heat conduction. The NSF system can therefore be considered as an Euler-Poincaré system with thermodynamics, whose underlying variational principle has been given in Gay-Balmaz and Yoshimura [2017b]. However, the approach developed in Couéraud and Gay-Balmaz [2018] needs to be extended in order to handle the NSF system. Indeed, in the variational formalism proposed in Gay-Balmaz and Yoshimura [2017b], the Lie group (of diffeomorphisms) acts on the entropy variable, and more importantly a new variable called \textit{thermal displacement} is introduced, which couples the variational condition to the variational constraint through a specific \textit{thermal coupling term}. Note also that the phenomenological constraint for the NSF system is the local balance of entropy, which is equivalent to the heat equation (see Gay-Balmaz and Yoshimura [2017c]). The paper is organized as follows.

In a first part, after quickly reviewing Euler-Poincaré reduction, we recall the variational principles for the NSF system as developed in Gay-Balmaz and Yoshimura [2017b]. Contrary to the original article, we specialize to the case of 2D or 3D euclidean space (typically meaning that the domain $M$ is considered to be an open and bounded set of $\mathbb{R}^2$ or $\mathbb{R}^3$ with smooth boundary $\partial M$), instead of a generic Riemannian manifold, to keep things simple and in line with the application that we will deal with.

In the second part of this article, we proceed with the spatial discretization of the NSF system. Firstly, we recall and extend the discrete exterior calculus that is used in the spatial discretization of the partial differential equations arising from variational principles associated to Euler-Poincaré systems on a group of diffeomorphisms. At the heart of this approach is the notion of \textit{discrete diffeomorphism} (see Pavlov and al. [2011] for the incompressible case and Bauer and Gay-Balmaz [2018] for the compressible case). This allows us to discretize the infinite dimensional Lie group of diffeomorphisms $\text{Diff}_0(M)$ into a matrix Lie group $D(M)$, whose dimension is directly related to the number of cells of the mesh $M$ discretizing our domain $M$. The corresponding Lie algebra is the Lie algebra $\mathfrak{d}(M)$ of \textit{discrete vector fields}. These discrete vector fields act on discrete momentum fields. There are two important subsets (which are not Lie subalgebras of $\mathfrak{d}(M)$), one being the vector subspace $S$ of discrete vector fields that satisfy a certain sparsity constraint based on cell adjacency, whereas the other one, denoted by $V$, is the vector subspace of \textit{physical} discrete velocity fields. The space of discrete momenta is then shown to be $V^\ast \cong \Omega_1^\mathbb{Z}(M)$, where $\Omega_1^\mathbb{Z}(M)$ is the vector space of \textit{discrete differential 1-forms}. Then, a discrete exterior calculus is developed based on these objects. Of particular importance are the \textit{discrete Lie derivatives} of discrete differential 1-forms and discrete density-valued differential 1-forms. An explicit formula is given for simplicial grids. Secondly the original phenomenological constraint is recast in such a way that we will not have to deal with the discretization of a general covariant derivative, which is a difficult subject of its own, see de Goes and al. [2014] and de Goes and al. [2016] for instance. Thirdly we describe how to obtain a semi-discrete nonholonomic variational principle, that will need further treatment in the next part to obtain a fully discrete variational principle. The associated Euler-Lagrange equations yield semi-discrete evolution equations for the NSF system. We note already at this point that the nonholonomic character of the obtained variational principle is threefold: it comes from the presence of the nonholonomic phenomenological constraint, but also from the fact that we require discrete vector fields modeling the velocity to be in both $S$ and $V$, which are not Lie subalgebras of $\mathfrak{d}(M)$ as stated before.

In the last part, after reviewing the variational discretization of Euler-Poincaré systems and group difference maps, we deal with the time discretization of the semi-discrete variational principle obtained in the previous part. This is done à la Veselov, meaning that we do not discretize the semi-discrete evolution equations but rather the semi-discrete variational principle directly, in a way that extends Couéraud and Gay-Balmaz [2018]. Thus we obtain a variational integrator for the NSF system, in the sense of Marsden and West [2001] and Gay-Balmaz and Yoshimura [2018]. Given the discrete velocity field, the discrete density and the discrete entropy of the fluid at some discrete time $t_n$, the variational integrator yields these variables at the next discrete time $t_{n+1}$, allowing us to understand the evolution of the fluid state and other relevant quantities. The structure of the article is summarized in figure 1.

\footnote{See Podio-Guidugli [2009] for an historical account.}
1 The variational framework for the Navier-Stokes-Fourier system

1.1 Review of Euler-Poincaré systems

In this section we consider mechanical systems whose configuration space is a finite-dimensional Lie group $G$. Given $g \in G$, denote by $R_g$ the right multiplication by $g$ in the group $G$, $\mathfrak{g}$ its Lie algebra, and $\omega_G \in \Omega^1(G, \mathfrak{g})$ its right Maurer-Cartan form; recall that $\omega_G$ is the $\mathfrak{g}$-valued one-form on $G$ defined by $\omega_G(g) = T_g R_g^{-1} \mathfrak{g}$ for any $\mathfrak{g} \in T_g G \cong \mathfrak{g}$, see Sharpe [1997, chapter 3, Definition 1.3]. The right action of $G$ on itself can be lifted to $TG$, and we get $TG/G \cong \mathfrak{g}$, where the diffeomorphism is given by the Maurer-Cartan form $\omega_G$.

Given a $G$-invariant Lagrangian $L : TG \rightarrow \mathbb{R}$ on $G$ (relatively to the lifted action), and the associated Euler-Lagrange equations, it is natural to ask how one can obtain equivalent equations directly on the Lie algebra $\mathfrak{g}$, which is the realization of the reduced velocity phase space $TG/G$. This process is called Euler-Poincaré reduction and the equations obtained in this way are called the Euler-Poincaré equations on $\mathfrak{g}$, see Marsden and Ratiu [1999, section 13.5] for details as well as an historical overview. Euler-Poincaré reduction is a particular instance of Lagrangian reduction, see Marsden and Scheurle [1993a,b] and Cendra, Marsden, and Ratiu [2001] for instance, in which one considers a Lagrangian $L : TG \rightarrow \mathbb{R}$ invariant under the tangent lifted action of a free and proper group action of a Lie group on the configuration space $Q$.

Euler-Poincaré equations can also accommodate advected parameters, which are very useful in applications. These parameters, initially fixed, acquire dynamics after reduction in the form of an advection equation. In this case the Lagrangian is only invariant under the isotropy subgroup of a given reference parameter. The case of advected parameters taking values in (the dual of) a vector space has been studied in Hohm, Marsden and Ratiu [1998, section 3] and the general case of advected parameters taking values in manifolds has been developed in Gay-Balmaz and Tronci [2010]. We shall follow here this more general setting.

Denoting by $P$ the manifold in which the parameters live we consider a right action of $G$ on $P$, simply denoted by concatenation as $(g, a) \mapsto ag$. The infinitesimal generator associated to $\xi \in \mathfrak{g}$ is the vector field on $P$ denoted by $\xi_P$. Given a reference parameter $a_{ref} \in M$, we use the notation $G_{a_{ref}} \subset G$ and $\text{Orb}(a_{ref}) \subset P$ for the isotropy subgroup and the orbit of $a_{ref}$, respectively. Assuming $G_{a_{ref}}$-invariance, the reduced velocity phase space is $TG/G_{a_{ref}} \cong \mathfrak{g} \times \text{Orb}(a_{ref}) \subset \mathfrak{g} \times P$, where the isomorphism is the map $[g, \dot{g}] \mapsto (\dot{g}^{-1}, a_{ref}g^{-1})$. In what follows, unless necessary, all actions will be typed with concatenations for the sake of simplicity. Let $L_{a_{ref}} : TG \rightarrow \mathbb{R}$ be a $G_{a_{ref}}$-invariant Lagrangian, this means that

$$L_{a_{ref}}(hg, \dot{h}g) = L_{a_{ref}}(h, \dot{h}),$$

equation:1.2

for all $g \in G_{a_{ref}}$ and $\langle h, \dot{h} \rangle \in TG$. Then we can define a reduced Lagrangian $\ell : \mathfrak{g} \times \text{Orb}(a_{ref}) \rightarrow \mathbb{R}$ by setting

$$\ell(gg^{-1}, a_{ref}g^{-1}) = L_{a_{ref}}(g, \dot{g}),$$
equation:1.3

for all $(g, \dot{g}) \in TG$. A similar construction can be used for any $G_{a_{ref}}$-invariant map.

The proof of the Euler-Poincaré reduction theorem is based on the following technical result proven in Bloch, Krishnaprasad, Marsden and Ratiu [1994, proposition 5.1]. We give below a simpler proof of this well-known result.

**Lemma 1.1:** Let $G$ be a Lie group, $\mathfrak{g}$ its Lie algebra, $U$ an open set of $\mathbb{R}^2$, $g : U \rightarrow G$ a smooth map, and define two $\mathfrak{g}$-valued maps given for any $(t, \varepsilon) \in U$ by:

$$\xi(t, \varepsilon) = \frac{\partial g}{\partial t}(t, \varepsilon)g(t, \varepsilon)^{-1}, \quad \eta(t, \varepsilon) = \frac{\partial g}{\partial \varepsilon}(t, \varepsilon)g(t, \varepsilon)^{-1}. \quad \text{(1.1)}$$

Then on the open set $U$ we have:

$$\frac{\partial \xi}{\partial \varepsilon} - \frac{\partial \eta}{\partial t} = -[\xi, \eta]. \quad \text{(1.2)}$$

**Proof:** We first handle the case of matrix Lie groups. In the case where $G$ is a matrix Lie group, the derivative of the right multiplication is the right multiplication itself, owing to the fact that $G$ is a subset of a vector space. Therefore $\xi$ and $\eta$ are now matrix-valued. Differentiating, using the product rule and equality of mixed partial derivatives, we obtain that

$$\frac{\partial \xi}{\partial \varepsilon} - \frac{\partial \eta}{\partial t} = \frac{\partial^2 g}{\partial \varepsilon \partial t} g^{-1} - \frac{\partial g}{\partial t} g^{-1} \frac{\partial \partial \varepsilon g^{-1}}{\partial \varepsilon} - \frac{\partial^2 g}{\partial \varepsilon \partial \varepsilon} g^{-1} + \frac{\partial g}{\partial \varepsilon} g^{-1} \frac{\partial \partial g}{\partial \varepsilon} g^{-1} = -[\xi, \eta].$$
We now turn to the case of general Lie groups. Given a smooth map \( g : U \to G \), denoting by \( \omega_g = g^* \omega_G \) the right Darboux derivative\(^3\) of \( g \), we have

\[
d\omega_g - \frac{1}{2} [\omega_g, \omega_g] = d(g^* \omega_G) - \frac{1}{2} [g^* \omega_G, g^* \omega_G] = g^* \left( d\omega_G - \frac{1}{2} [\omega_G, \omega_G] \right) = 0,
\]

because the right Maurer-Cartan form \( \omega_G \) is known to satisfy the structural equation \( d\omega_G - \frac{1}{2} [\omega_G, \omega_G] = 0 \). Now, evaluating \( d\omega_g - \frac{1}{2} [\omega_g, \omega_g] \) on \( \frac{\partial}{\partial t} \) and \( \frac{\partial}{\partial \varepsilon} \) yields (1.1). Indeed, since \( \left[ \frac{\partial}{\partial t}, \frac{\partial}{\partial \varepsilon} \right] = 0 \), the intrinsic formula for the exterior derivative allows us to compute that

\[
\frac{\partial}{\partial t} \left[ g^* \omega_G \left( \frac{\partial}{\partial t} \right) \right] - \frac{\partial}{\partial \varepsilon} \left[ g^* \omega_G \left( \frac{\partial}{\partial \varepsilon} \right) \right] - \frac{1}{2} \left[ g^* \omega_G \left( \frac{\partial}{\partial t} \right), g^* \omega_G \left( \frac{\partial}{\partial \varepsilon} \right) \right] + \frac{1}{2} \left[ g^* \omega_G \left( \frac{\partial}{\partial \varepsilon} \right), g^* \omega_G \left( \frac{\partial}{\partial t} \right) \right] = \frac{\partial \eta}{\partial t} - \frac{\partial \xi}{\partial \varepsilon} - \frac{1}{2} [\xi, \eta] + \frac{1}{2} [\eta, \xi] = 0.
\]

We can now recall the Euler-Poincaré reduction theorem with advected parameters.

**Theorem 1.2 (Euler-Poincaré reduction with advected parameters):** Let \( G \) be a Lie group and \( \mathfrak{g} \) its Lie algebra, and let \( P \) be a manifold on which \( G \) acts on the right. For a fixed parameter \( a_{\text{ref}} \in P \) let \( L_{a_{\text{ref}}} : TG \times \mathbb{R} \to \mathbb{R} \) be a \( G_{a_{\text{ref}}} \)-invariant Lagrangian and denote the corresponding reduced Lagrangian by \( \ell : \mathfrak{g} \times \text{Orb}(a_{\text{ref}}) \to \mathbb{R} \). Then the following assertions are equivalent:

1. The curve \( g(t) \in G \) is critical for the variational principle

   \[
   \delta \int_0^T L_{a_{\text{ref}}}(g, \dot{g}) \, dt = 0 \tag{1.3}
   \]

   where variations \( \delta g \) of \( g \) vanish at \( t = 0, T \).

2. The curve \( g(t) \in G \) satisfies the Euler-Lagrange equations obtained from the variational principle (1.3).

3. The curve \( (\xi(t), a(t)) \in \mathfrak{g} \times \text{Orb}(a_{\text{ref}}) \), defined by \( \xi(t) = \dot{g}(t) g(t)^{-1}, a(t) = a_{\text{ref}} g(t)^{-1} \), is critical for the reduced variational principle

   \[
   \delta \int_0^T \ell(\xi, a) \, dt = 0
   \]

   subject to the variational constraints

   \[
   \delta \xi = \dot{\eta} - [\xi, \eta], \quad \delta a = -\eta_p(a),
   \]

   where \( \eta \) is any curve in \( \mathfrak{g} \) vanishing at \( t = 0, T \).

4. The curve \( (\xi(t), a(t)) \in \mathfrak{g} \times \text{Orb}(a_{\text{ref}}) \) satisfies the equations

   \[
   \begin{aligned}
   \frac{d}{dt} \frac{\delta \ell}{\delta \xi}(\xi, a) &= -\text{ad}_x^* \frac{\delta \ell}{\delta \xi}(\xi, a) - J \left( \frac{\delta \ell}{\delta a}(\xi, a) \right), \quad \tag{1.4}
   \frac{\delta a}{\delta \xi}(\xi, a) &= 0, \quad \tag{1.5}
   \end{aligned}
   \]

   where \( J : T^* P \to \mathfrak{g}^* \) is the momentum map associated to the cotangent lift of the action of \( G \) on \( T^* P \); it is defined by \( \langle J(\alpha_x), \xi \rangle = \langle \alpha_x, \xi_P(x) \rangle \) for any \( x \in P \), \( \alpha_x \in T_x^* P \) and \( \xi \in \mathfrak{g} \).

   In these equations, (1.5) is called the *advection equation*. Equation (1.4) is called the *Euler-Poincaré equation*. Also, the relation \( \dot{g} = g^* \xi \) is called the *reconstruction equation*. In (1.4) the variational derivatives are computed relatively to the natural duality pairing between \( \mathfrak{g}^* \) and \( \mathfrak{g} \). More on Euler-Poincaré reduction can be found in Holm, Marsden and Ratiu [1998] or Marsden and Ratiu [1999]. Of course, the group can also act on the left of itself rather than on the right, but in the case of fluids the group acts on the right as we will see below; \( G \) can also act on the left of \( P \) too.

---

\(^3\)Also known as the right logarithmic derivative of \( g \).
Proof: The equivalence between (1) and (2) follows from a direct computation, see Marsden and Ratiu [1999, chapter 7]. We now show that (3) and (4) are equivalent. Taking variations from the left hand side of the variational condition in (3), we obtain using all the available constraints:

\[
\int_0^T \left< \frac{\delta \ell}{\delta \xi}, \delta \xi \right> dt + \int_0^T \left< \frac{\delta \ell}{\delta a}, \delta a \right> dt = \int_0^T \left< \frac{\delta \ell}{\delta \xi} - [\xi, \eta], \delta a \right> dt - \int_0^T \left< \frac{\delta \ell}{\delta a}, \eta P(a) \right> dt
\]

\[
= \int_0^T \left< - \frac{d}{dt} \frac{\delta \ell}{\delta \xi} - ad_{\xi}^* \frac{\delta \ell}{\delta \xi} - J \left( \frac{\delta \ell}{\delta a} \right), \eta \right> dt + \left[ \left< \frac{\delta \ell}{\delta \xi}, \eta \right> \right]_0^T,
\]

which yields equations (1.4), the last term in the right hand side being zero. The advection equation comes from a slightly more technical computation. Denoting by \( \sigma : G \times P \to P \) the right action of \( G \) on \( P \) and by \( d\sigma_{(g,a)} : T_g G \times T_a \text{Orb}(a_{ref}) \to \mathbb{R} \) its derivative at \((g,a)\), we compute that

\[
\dot{a} = d\sigma_{(g^{-1},a_{ref})}(-g^{-1}\dot{g}g^{-1},0).
\]

Introducing for \( g \in G \) the map \( \Psi_g : G \times P \to G \times P \) defined by \( \Psi_g(h,a) = (g^{-1}h,ag) \) we obtain

\[
\dot{a} = \Psi_g^* d\sigma_{(e,a)}(-\xi,0).
\]

Since the pullback commutes with the differential and \( \Psi_g^* \sigma = \sigma \) for any \( g \in G \), we get the advection equation \( \dot{a} = d\sigma_{(e,a)}(-\xi,0) = -\xi \cdot P(a) \).

We are now concerned with the equivalence of (1) and (3). Suppose that (1) holds first. Setting \( \eta = \delta g^{-1} \), which is a \( g \)-valued curve, we obtain the desired variational formulation from left \( G_{a_{ref}} \)-invariance of the Lagrangian. It remains to understand how variations \( \delta g \) of the curve \( g \) in \( G \) induce variations \( \delta \xi \) of the curve \( \xi \) in \( g \) and variations \( \delta a \) of the curve \( a \) in \( P \), and conversely. First recall how variations \( \delta g \) of \( g \) are constructed: consider a map \((t,\varepsilon) \in U \mapsto \tilde{g}(t,\varepsilon) \in G \) such that \( \tilde{g}(t,0) = g(t) \) for all \( t \in [0,T] \) (a curve of curves in \( G \) with the same endpoints as \( g \) for all the curves) and where \( U \) is some open set in \( \mathbb{R}^2 \). Then \( \delta g(t) = \frac{\partial \tilde{g}}{\partial \varepsilon}(t,0) \in T_{\tilde{g}(t)}G \) for all \( t \in [0,T] \) (see Marsden and Ratiu [1999, proposition 8.1.2] for more details). Now consider the maps \( \xi : U \to g \) and \( \eta : U \to g \) defined by

\[
\xi(t,\varepsilon) = \frac{\partial \tilde{g}}{\partial \varepsilon}(t,\varepsilon)\tilde{g}(t,\varepsilon)^{-1}, \quad \eta(t,\varepsilon) = \frac{\partial \tilde{g}}{\partial \varepsilon}(t,\varepsilon)\tilde{g}(t,\varepsilon)^{-1}.
\]

Notice that for all \( t \in [0,T], \xi(t) = \xi(t,0) \) and \( \eta(t,0) = \eta(t) \). Now thanks to Lemma 1.1 we have for all \((t,\varepsilon) \in U \) that

\[
\frac{\partial \xi}{\partial \varepsilon}(t,\varepsilon) - \frac{\partial \eta}{\partial t}(t,\varepsilon) = -\left[ \xi(t,\varepsilon), \eta(t,\varepsilon) \right],
\]

and taking \( \varepsilon = 0 \) in this equality yields \( \delta \xi = \dot{\xi} - [\xi, \eta] \). This describes entirely the variations \( \delta \xi \) of \( \xi \) in terms of \( \delta g \) since \( \eta \) directly depends on \( \delta g \). Concerning variations \( \delta a \) of the curve \( a \) we have \( \delta a = -\eta P(a) \) using a computation similar to the one used to obtain the advection equation above.

Conversely, given a curve \( \xi \) in \( g \) and a variation \( \delta \xi \) of \( \xi \), we define \( g \) to be the curve in \( G \) obtained from solving the reconstruction equation \( \dot{\tilde{g}} = \xi \cdot P \). Then we set \( \delta g = \eta \cdot P \). Since \( \eta \) is arbitrary and zero at endpoints, \( \delta g \) is arbitrary and zero at endpoints. We finish the proof using the \( G_{a_{ref}} \)-invariance to obtain the variational principle (1) from the variational principle (3). \( \square \)

1.1.1 Compressible Euler equations

As it is fundamental regarding this article, we now detail the case of compressible Euler equations of inviscid fluid dynamics. A reference on this topic is Holm, Marsden and Ratiu [1998, section 6]. The configuration space is the infinite-dimensional Lie group \( G = \text{Diff}(M) \) of diffeomorphisms of \( M \), where \( M \) is an open bounded set of \( \mathbb{R}^3 \) (or \( \mathbb{R}^2 \)). Its Lie algebra is the Lie algebra of vector fields \( \mathfrak{X}(M) \) with Lie bracket given by minus the Jacobi-Lie bracket of vector fields \(-[\mathbf{u}, \mathbf{v}] = \text{ad}_\mathbf{u}\mathbf{v}, \) for all \( \mathbf{u}, \mathbf{v} \in \mathfrak{X}(M) \), and such that \( \mathbf{u} \cdot \mathbf{n} = 0 \) on \( \partial M \), the so-called tangential boundary condition, where \( \mathbf{n} \) denotes the outward normal vector field. Recall that densities on \( M \), denoted by \( \text{Den}(M) \), can be considered as the dual of smooth functions \( C^\infty(M) \), relatively to the pairing

\[
\langle f, \mu \rangle = \int_M f \mu,
\]

(1.6)
for any \( f \in C^\infty(M) \) and \( \mu \in \text{Den}(M) \). Then, the dual of \( \mathfrak{X}(M) \) can be identified with density-valued 1-forms \( \Omega^1(M) \otimes \text{Den}(M) \) with the help of the pairing
\[
\langle \alpha \otimes \mu, u \rangle = \int_M \langle \alpha, u \rangle \mu,
\]
defined for all \( \alpha \in \Omega^1(M) \), \( \mu \in \text{Den}(M) \) and \( u \in \mathfrak{X}(M) \). With respect to this pairing the adjoint of \( \text{ad}_u \) is given by
\[
\text{ad}_u^* (\alpha \otimes \mu) = [L_u \alpha + (\text{div}_\mu u) \alpha] \otimes \mu = L_u (\alpha \otimes \mu).
\]
In particular for \( \mu = \rho \, dx \) where \( dx \) is the euclidean volume form\(^4\), notice that:
\[
(\text{div}_\rho, u) \rho \, dx = [\rho \text{div} u + \text{grad} \rho \cdot u] \, dx = \text{div}(\rho u) \, dx,
\]
where \text{div} denotes the divergence with respect to \( dx \) and where we used the flat operator associated with the euclidean metric.

Although \( \text{Diff}(M) \) is infinite-dimensional, the framework of Euler-Poincaré reduction still makes sense (see Holm, Marsden and Ratiu [1998, section 6] for details). The action of \( \text{Diff}(M) \) on \( M \) is known as the particle relabeling symmetry in this case. Before giving explicitly the Lagrangian, we need to introduce a few standard notions. \( M \) is thought as the domain where the material particles live (their coordinates will be denoted by \( X \)). As the fluid undergoes a motion \( \varphi(t) \in \text{Diff}(M) \), a particle which was located at \( X \) has moved to \( x(X,t) = \varphi_t(X) \) after \( t \) units of time. Therefore, \( M \) can also be thought as the domain where spatial particles live (their coordinate will be denoted by \( x \) in this case). In the Lagrangian formalism we are interested in the motion of a particle located at \( X \in M \) whereas in the spatial formalism we are interested in the particles that go along the flow across a location \( x \in M \): the spatial formalism is also called the Euler specification of the fluid flow and is the one which is prevalent in casual fluid mechanics. The Lagrangian velocity is \( U(X,t) = \frac{d}{dt} \varphi_t(X) = \varphi_t(X) \in T_{\varphi_t(X)}M \) for all \( X \in M \); by definition \( \varphi_t \in T_{\varphi_t} \text{Diff}(M) \) at any time \( t \). The Eulerian velocity is \( u(x,t) = \varphi_t^{-1} \dot{x} \) for any \( x \in M \) and time \( t \), which means that the Eulerian velocity actually looks at the velocity of the particle where it was \( t \) units of time before.

Let \( P = \text{Den}(M) \) be our parameter manifold and set \( \rho_{\text{ref}} \in P \) to be the reference mass density of the fluid that will be advected along the flow. The lifted action of \( \text{Diff}(M) \) on \( T \text{Diff}(M) \) is \( \tilde{\psi} = \varphi \circ \psi \) and the action of \( \text{Diff}(M) \) on \( \text{Den}(M) \) is given by \( \rho \varphi = (\rho \circ \varphi) J_\varphi \), where \( J_\varphi(X) = \det T_X \varphi \) is the Jacobian of \( \varphi \). The Lagrangian \( L_{\rho_{\text{ref}}} : T \text{Diff}(M) \to \mathbb{R} \) is given by:
\[
L_{\rho_{\text{ref}}} (\varphi, \dot{\varphi}) = \int_M L_{\rho_{\text{ref}}} (\varphi(X), \dot{\varphi}(X), T_X \varphi) \, dX = \int_M \left[ 1 \rho_{\text{ref}}(X) \left\lVert \dot{\varphi}(X) \right\rVert^2 - \varepsilon \left( \rho_{\text{ref}}(X) \right) \frac{\det T_X \varphi}{J_\varphi(X)} \right] \, dX,
\]
where \( \varepsilon \) denotes the internal energy of the fluid (see Gay-Balmaz and Yoshimura [2017b, section 2.3] for more details). \( L_{\rho_{\text{ref}}} \) is called a Lagrangian density associated to \( L_{\rho_{\text{ref}}} \). Although it is seldom used in fluid mechanics, let’s derive the Euler-Lagrange equations associated to this variational formalism as it will play an important role in what follows\(^5\). We begin by computing the variations of the action functional based on the Lagrangian \( L_{\rho_{\text{ref}}} \), where \( t \mapsto \varphi(t) \) denotes a curve in \( \text{Diff}(M) \):
\[
\delta \int_0^T L_{\rho_{\text{ref}}} (\varphi, \dot{\varphi}) \, dt = \int_0^T \int_M \left( \frac{\partial L_{\rho_{\text{ref}}}}{\partial \varphi} \cdot \delta \varphi + \frac{\partial L_{\rho_{\text{ref}}}}{\partial \dot{\varphi}} \cdot \delta \dot{\varphi} + \frac{\partial L_{\rho_{\text{ref}}}}{\partial T_X \varphi} \cdot \delta T_X \varphi \right) \, dX \, dt.
\]
Then integrating by parts in time and using the generalized divergence theorem for tensors (see [Marsden and Hughes, 1983, Problem 7.6]) we obtain:
\[
\delta \int_0^T L_{\rho_{\text{ref}}} (\varphi, \dot{\varphi}) \, dt = \int_0^T \int_M \left( - \frac{D}{Dt} \frac{\partial L_{\rho_{\text{ref}}}}{\partial \dot{\varphi}} - \text{DIV} \frac{\partial L_{\rho_{\text{ref}}}}{\partial T_X \varphi} \right) \cdot \delta \dot{\varphi} \, dX \, dt.
\]
In this relation, \text{DIV} is the usual divergence operator (albeit for two-point tensors), but the uppercase is used to emphasize the fact that we use material coordinates (see Marsden and Hughes [1983, chapter 1]). Therefore the material equations of motion are given by:
\[
\frac{D}{Dt} \frac{\partial L_{\rho_{\text{ref}}}}{\partial \dot{\varphi}} = \text{DIV} P, \quad P := - \frac{\partial L_{\rho_{\text{ref}}}}{\partial T_X \varphi}.
\]
\(^4\)We will often simply write \( \rho \) for the density \( \rho \, dx \).
\(^5\)We would like to warn the reader that the material variational principle and the associated Euler-Lagrange equations require more advanced differential geometry that the one used for the forthcoming spatial variational principle. We will not dive into the necessary theory as it would require a quite long exposition but the reader is referred to Marsden and Hughes [1983, chapter 5, section 4] for an overview of the geometry of classical field theories.
\( P \) is called the first Piola-Kirchoff stress tensor\(^6\). For the Lagrangian \( L_{\rho \varepsilon} \) given above, we obtain:

\[
\frac{\partial U}{\partial t} = -\left( \text{grad} p \right) \circ (\varphi J_\varphi),
\]

where \( p \) is the pressure defined by \( p = \varepsilon'(\rho) \rho - \varepsilon \). This evolution equation can be understood as the compressible Euler equation in material coordinates (which is physically the material balance of momentum). To this equation we need to add the continuity equation, which reads \( \rho = \rho_{\varepsilon} \varphi^{-1} \) in material coordinates, as well as the tangential boundary conditions (recall that \( \varphi \) maps \( \partial M \) onto \( \partial M \) at each time \( t \), which is also written as \( \U \cdot \mathbf{n} = 0 \) on \( \partial M \)), and an appropriate initial condition.

For any \( \varphi \) in the isotropic subgroup of \( \rho_{\varepsilon} \), \( L_{\rho \varepsilon} \) is invariant, provided that the internal energy \( \varepsilon \) is \( \text{Diff}(M) \)-equivariant. Then, Euler-Poincaré reduction amounts to going from the material formalism to the spatial formalism: the new variables are the flow velocity \( u = \dot{\varphi} \circ \varphi^{-1} \in X(M) \), the mass density \( \rho = \rho_{\varepsilon} \varphi^{-1} \in \text{Orb}(\rho_{\varepsilon}) \), and the reduced Lagrangian is:

\[
\ell(u, \rho) = L_{\rho \varepsilon}(\text{Id}, \dot{\varphi} \circ \varphi^{-1}) = \int_M \left[ \frac{1}{2} \rho(u^2, u) - \varepsilon(\rho) \right] \, dx,
\]

in which we recognize the kinetic energy of the fluid.

Now, in theorem 1.2, going from (1) to (3) is a direct consequence of the relationship between \( L_{\rho \varepsilon} \) and \( \ell \) that we just described above; also the variational constraint\(^8\) \( \delta \xi = \dot{\eta} - \text{ad}_\xi \eta \) now reads \( \delta u = \dot{\zeta} - \text{ad}_\zeta \zeta = \dot{\zeta} + [u, \zeta] \), where \( \zeta \in X(M) \) vanishes at \( t = 0 \), and \( \delta a = -\eta P(a) \) reads \( \delta \rho = -L_\zeta(\rho \, dx) = -\left( \text{div}_\rho \eta \right) \rho \, dx = -\text{div}(\rho \zeta) \, dx \). We use now these relations in going from (3) to (4) which will yield the usual compressible Euler equation. Indeed, we have:

\[
\delta \int_0^T \ell(u, \rho) \, dt = \int_0^T \left[ \left\langle \frac{\delta \ell}{\delta u}, \delta u \right\rangle + \left\langle \frac{\delta \ell}{\delta \rho}, \delta \rho \right\rangle \right] \, dt,
\]

using integration by parts we compute that

\[
\left\langle \frac{\delta \ell}{\delta u}, \delta u \right\rangle = \int_M \left( \rho u^2, \dot{\zeta} \right) \, dx + \left\langle u^2 \otimes \rho \, dx, -\text{ad}_\zeta \zeta \right\rangle = \left\langle -\frac{\partial}{\partial t} (\rho u^2) \otimes dx - \text{ad}_\zeta^*(u^2 \otimes \rho \, dx), \zeta \right\rangle,
\]

and using the divergence theorem we also compute that

\[
\left\langle \frac{\delta \ell}{\delta \rho}, \delta \rho \right\rangle = -\int M \frac{1}{2} (u^2, u) \text{div}(\rho \zeta) \, dx + \int_M \frac{\partial \varepsilon}{\partial \rho} \text{div}(\rho \zeta) \, dx
\]

\[
= \int M \frac{1}{2} \rho \left( d(u^2, u), \zeta \right) \, dx - \int_M \rho \left( \varepsilon'(\rho), \zeta \right) \, dx
\]

\[
= \left\langle \frac{1}{2} \rho d(u^2, u) \otimes dx - \rho \text{div}(\rho \zeta) \otimes dx, \zeta \right\rangle.
\]

Therefore, the Euler-Poincaré equation (1.4) reads:

\[
\frac{\partial}{\partial t} (\rho u^2) + \rho L_u u^2 + \text{div}(\rho u) u^2 - \frac{1}{2} \rho d(u^2, u) = -\rho \text{div}(\rho \zeta),
\]

and using the advection equation (1.5) \( \frac{\partial}{\partial t} = -\text{div}(\rho u) \), the relation \( (\nabla_u u)^\flat = L_u u^2 - \frac{1}{2} d(u^2, u) \) (for the Levi-Civita connection associated to the euclidean metric) and the pressure \( p = \varepsilon'(\rho) \rho - \varepsilon \), we finally obtain after sharpening:

\[
\rho \frac{\partial u}{\partial t} + \rho \nabla u = -\text{grad} p,
\]

which is the Euler equation for compressible flow, to which we need to add the advection equation for \( \rho \) (called the continuity equation in the Physics literature) and the boundary condition \( u \cdot \mathbf{n} = 0 \) on \( \partial M \). From the point of view of continuum mechanics, the continuity equation corresponds to the local balance of mass and the Euler equation corresponds to the local balance of (linear) momentum. In conclusion, we have seen that the usual compressible Euler equations (the momentum equation, the continuity equation, together with the tangential boundary condition) can be considered as an infinite-dimensional Euler-Poincaré system.

\(^6\)This tensor is related to the more familiar Cauchy stress tensor through the Piola transform.

\(^7\)Notice that \( \rho_{\varepsilon} \) is not necessarily equal to \( \rho_0 \) as we have the relation \( \rho_0 = \rho_{\varepsilon} \varphi_0^{-1} \).

\(^8\)This constraint is also known as the Lin constraint in the Physics literature.
Remark 1.3: We can compute with the help of the divergence theorem that the momentum map $S_t$ tangent vector bundle $T_{\mathcal{M}}$ another key point is to decompose the first Piola-Kirchoff tensor as irreversible process corresponding to viscosity has for thermodynamic flux the deviatoric part by thermodynamic fluxes. For instance, in the material version of the phenomenological constraint, the density as we will see shortly, and as such contains the sum of the product of thermodynamic affinities added to the variational condition; it is exactly formulated as the evolution equation of the entropy density satisfies the advection equation as above though the pressure becomes the thermodynamic pressure $p = \frac{\partial \xi}{\partial s} \rho + \frac{\partial \xi}{\partial s} s - \varepsilon$, and the entropy density satisfies the advection equation $\frac{\partial \rho}{\partial s} + \text{div}(\mathbf{u}) = 0$. One of the main achievements of Gay-Balmaz and Yoshimura [2017b] is to consistently incorporate irreversible processes into one nonholonomic variational principle, where the nonholonomic constraint, called the phenomenological constraint, will replace the preceding advection equation and reflect how entropy is created into the system. To achieve this goal, $S_{\text{ref}}$ has to be promoted to a full dynamic variable in the variational principle as we will see in the next two sections.

1.2 The material variational principle for the Navier-Stokes-Fourier system

In this section and the next, we recall the variational formalism for nonequilibrium thermodynamics of fluids developed in Gay-Balmaz and Yoshimura [2017b]. The irreversible processes that we are interested in are internal heat conduction and viscosity, which can be thought of as internal generalized friction forces of the fluid. The phenomenological constraint is a nonlinear, nonholonomic constraint that is added to the variational condition; it is exactly formulated as the evolution equation of the entropy density as we will see shortly, and as such contains the sum of the product of thermodynamic affinities by thermodynamic fluxes. For instance, in the material version of the phenomenological constraint, the irreversible process corresponding to viscosity has for thermodynamic flux the deviatoric part $P^{fr}(t,X)$ of the first Piola-Kirchoff tensor $P(t,X)$ and for thermodynamic affinity the gradient of the Lagrangian velocity $\nabla \dot{\varphi}$, whereas the irreversible process corresponding to heat conduction has for thermodynamic flux the entropy density flux $\text{Den}(t,X)$ and for thermodynamic affinity the temperature $\Theta(t,X)$. Therefore, in order to consider heat conduction as a generalized friction force, we need to introduce a new variable $\Gamma(t,X)$ called thermal displacement and whose rate equals the temperature of the fluid. Now, technically speaking, a new variable $\Sigma(t,X)$ is also needed so that the associated Euler-Lagrange equations will be exactly the evolution equations for the Navier-Stokes-Fourier system (the physical meaning of $\Sigma$ will be given later); these two new variables appear in a coupling term added to the usual Lagrangian and that we call the thermal coupling term.

The configuration space for the Navier-Stokes-Fourier system is the infinite dimensional Lie group $\text{Diff}_{0}(M)$ of diffeomorphisms of $M$ that fix the boundary $\partial M$ point-wise; this will in turn correspond to the no-slip boundary condition in the spatial formalism of the next section. In contrast to what has been done in the remark 1.4, a key point of the new variational formalism is to promote the entropy density variable to a full dynamic variable $t \mapsto S(t,\cdot) \in \text{Den}(M)$ instead of being considered as a fixed parameter $S_{\text{ref}} \in \text{Den}(M)$. Therefore, the material Lagrangian becomes:

$$L_{\text{ref}}(\varphi, \dot{\varphi}, S) = \int_{\mathcal{M}} L_{\text{ref}}(\varphi, \dot{\varphi}, T_{\varphi}X, \varphi, S) dX = \int_{\mathcal{M}} \left[ \frac{1}{2} \rho_{\text{ref}}(X) \| \dot{\varphi}(X) \|_{\varphi}^{2} \varphi(X) - \varepsilon \left( \frac{\rho_{\text{ref}}(X)}{J_{\varphi}(X)}, \frac{S(X)}{J_{\varphi}(X)} \right) J_{\varphi}(X) \right] dX. \quad (1.9)$$

Another key point is to decompose the first Piola-Kirchoff tensor as $P = P^{\text{cons}} + P^{fr}$, where $P^{fr}$ is coupled in the phenomenological constraint to $\nabla \dot{\varphi}$. In geometric terms, $\nabla$ is the Levi-Civita connection on the tangent vector bundle $T\text{Diff}(M)$ associated to the Riemannian metric $\tilde{g}$ defined for any $U, V \in T_{\varphi}\text{Diff}(M)$, $\varphi \in \text{Diff}(M)$, by:

$$\tilde{g}(U, V)_{\varphi} = \int_{\mathcal{M}} g(U(X), V(X)) \varphi(X) dX,$$

where $g$ is a Riemannian metric on $M$.

The material version of the variational formalism for nonequilibrium thermodynamics of viscous heat conducting fluids is given as follows (see Gay-Balmaz and Yoshimura [2017b, section 3.1]).
Variational principle for viscous heat conducting fluids, material version:

The motion \( t \mapsto (\varphi_t, S(t,\cdot), \Gamma(t,\cdot), \Sigma(t,\cdot)) \in \text{Diff}_0(M) \times \text{Den}(M) \times \mathcal{C}^\infty(M) \times \text{Den}(M) \) is critical for the variational condition:

\[
\delta \int_0^T \left[ L_{\text{mat}}(\varphi_t, \varphi, S) + \int_M (S - \Sigma) \Gamma_t^M \, dX \right] \, dt = 0, \tag{1.10}
\]

subject to the phenomenological and variational constraints:

\[
\begin{align*}
\frac{\delta L_{\text{mat}}}{\delta S} \dot{\Sigma} & = -P^{fr} : \nabla \varphi + J_S \cdot \mathbf{d}^\Gamma - \rho_{\text{ref}} R, \tag{1.11} \\
\frac{\delta L_{\text{mat}}}{\delta \Sigma} \delta \Sigma & = -P^{fr} : \nabla \delta \varphi + J_S \cdot \mathbf{d} \delta \Gamma, \tag{1.12}
\end{align*}
\]

where \( P^{fr}(t, X) \) is the friction Piola-Kirchhoff tensor (the deviatoric part of the first Piola-Kirchhoff tensor \( P(t, X) \)), \( J_S(t, X) \) is an entropy flux density and \( \rho_{\text{ref}}(X) R(t, X) \) is the heat power supply density. The dot in \( \Gamma_t^M \) and \( \Sigma_t^M \) is a shortcut for the material derivative \( \frac{D}{Dt} \). In (1.10), the variation of the action functional has to be taken with respect to variations \( \delta \varphi \), \( \delta S \), \( \delta \Sigma \) and \( \delta \Gamma \), such that \( \delta \varphi \) and \( \delta \Gamma \) only vanish at the endpoints \( t = 0, T \).

Notice how the variational constraint is automatically obtained from the phenomenological one: all time derivatives are replaced by variations and the external heat term is removed. Note also that although the variables \( \Gamma \) and \( \Sigma \) are needed in the variational formalism, they will vanish when deriving the Euler-Lagrange equations associated to the above variational principle, a task we tackle now. Taking variations in the variational condition (1.10), we obtain:

\[
\delta \int_0^T \left[ L_{\text{mat}}(\varphi_t, \varphi, S) + \int_M (S - \Sigma) \Gamma_t^M \, dX \right] \, dt = \int_0^T \int_M \left[ \frac{\partial L_{\text{mat}}}{\partial \varphi} \cdot \delta \varphi + \frac{\partial L_{\text{mat}}}{\partial \dot{\varphi}} \cdot \delta \dot{\varphi} + \frac{\partial L_{\text{mat}}}{\partial X} \delta \varphi + \frac{\partial L_{\text{mat}}}{\partial S} \delta S + (S - \Sigma) \delta \Gamma + \delta \Sigma \frac{\partial \Gamma_t^M}{\partial \varphi} \right] \, dX \, dt.
\]

Now terms in (1) are handled exactly in the same way as in the compressible Euler equation; they transform into:

\[
\int_0^T \int_M \left( -\frac{D}{Dt} \frac{\partial L_{\text{mat}}}{\partial \dot{\varphi}} - \text{DIV} \frac{\partial L_{\text{mat}}}{\partial X} \frac{\partial \varphi}{\partial \dot{\varphi}} \right) \cdot \delta \varphi \, dX \, dt.
\]

The terms in (2) combine together to yield \( \frac{\partial L_{\text{mat}}}{\partial S} \delta \Sigma = -\dot{\Gamma} \equiv -\Theta; \) the smooth map \( \Theta : M \to \mathbb{R} \) is called the material temperature of the fluid, which is the usual temperature scalar field written in material coordinates. Then we use the variational constraint (1.12) with the term (3), which yields using the divergence theorem:

\[
\int_0^T \int_M \left[ \text{DIV} P^{fr} \cdot \delta \varphi - (\text{DIV} J_S) \delta \Gamma \right] \, dX \, dt.
\]

Consequently, we obtain the evolution equations:

\[
\frac{D}{Dt} \frac{\partial L_{\text{mat}}}{\partial \varphi} = \text{DIV} P^{\text{cons}} + \text{DIV} P^{fr} = \text{DIV} P, \quad P^{\text{cons}} := -\frac{\partial L_{\text{mat}}}{\partial X} \frac{\partial \varphi}{\partial \dot{\varphi}}.
\]

For the Lagrangian (1.9) we obtain the equation (balance of momentum):

\[
\rho_{\text{ref}} \frac{DU}{Dt} = -(\text{grad} p) \circ (\varphi \mathbf{J}_\varphi) + \text{DIV} P^{fr},
\]

which together with the phenomenological constraint (1.11), the continuity equation \( \rho = \rho_{\text{ref}} \varphi^{-1} \) (balance of mass in material coordinates), and the no-slip boundary conditions \( \varphi(t, X) = X \) for any \( X \in \partial M \) at any time \( t \), which amounts to say that \( U|_{\partial M} = 0 \), constitute the Navier-Stokes-Fourier system of
partial differential equations, in material coordinates. Although it is seldom used in fluid mechanics, the material variational principle is important for the purpose of this article since the classical Navier-Stokes-Fourier system of partial differential equations arises from the reduction of this principle, and, as we will see in section 3, it is important to obtain the right variational discretization of the classical Navier-Stokes-Fourier system.

Returning to the computation above, we see that terms in \( \otimes \) yield the identity \( \dot{S} = -\text{DIV} \mathbf{J}_S + \dot{\Gamma} \). This identity allows us to find the balance of entropy in material coordinates for the fluid with the help of the phenomenological constraint (1.11):

\[
\dot{S} + \text{DIV} \mathbf{J}_S = \frac{1}{\Theta} \left( \mathbf{P}^\text{ref} : \nabla \dot{\varphi} - \mathbf{J}_S \cdot \text{d}\mathbf{\Theta} + \rho_{\text{ref}} R \right).
\]

Therefore the entropy changes in the system are due to the internal irreversible processes of friction (viscosity) and heat conduction, but also to the external heat supply.

**Remark 1.5:** The thermal coupling term can be written as the inner product \( \langle S - \Sigma, \dot{\Gamma} \rangle \) given in (1.6) between the density \( S - \Sigma \) and the function \( \dot{\Gamma} \). This remark will be useful in the discretization of the variational principle in section 2.

**Remark 1.6** (Geometric structure of the phenomenological constraint): We now relate the material variational principle composed of (1.10), (1.11) and (1.12), to variational formulations in nonholonomic mechanics. Let us consider formally the manifold \( Q := \text{Diff}_0(M) \times \text{Den}(M) \times C^\infty(M) \times \text{Den}(M) \) and denote an element in \( Q \) by \( q := (\varphi, S, \Gamma, \Sigma) \). We shall write \( (q, \dot{q}, \delta \dot{q}) \) for an element in the fiber over \( q \in Q \) of \( TQ \times_Q TQ \). The variational constraint (1.12) defines a subset \( C_{\text{var}} \subset TQ \times_Q TQ \) as follows: \((q, \dot{q}, \delta \dot{q}) \in C_{\text{var}} \) if and only if \((q, \dot{q}, \delta \dot{q}) \) satisfies (1.12), where \((q, \dot{q}, \delta \dot{q}) = (\varphi, S, \Gamma, \Sigma, \dot{\varphi}, \dot{S}, \dot{\Gamma}, \dot{\Sigma}) \). This variational constraint satisfies the following property: for each \((q, \dot{q}) \in TQ \), the set \( C_{\text{var}} (q, \dot{q}) := C_{\text{var}} \cap \{ (q, \dot{q}) \} \times Q \) is a vector space. The phenomenological constraint (1.11) on \((q, \dot{q}) = (\varphi, S, \Gamma, \Sigma, \dot{\varphi}, \dot{S}, \dot{\Gamma}, \dot{\Sigma}) \) also defines a subset \( C_{\text{pheno}} \subset TQ \). For the case of adiabatically closed systems (i.e., \( \rho_{\text{ref}} R = 0 \)), the subset \( C_{\text{pheno}} \) is obtained from the variational constraint \( C_{\text{var}} \) via the following general construction:

\[
C_{\text{pheno}} = \{ (q, \dot{q}) \in TQ : (q, \dot{q}) \in C_{\text{var}} (q, \dot{q}) \} \quad \text{(1.13)}
\]

In terms of these constraint sets, the material variational formulation of the Navier-Stokes-Fourier system can thus be written as follows: a curve \( t \mapsto q(t) = (\varphi(t), S(t), \Gamma(t), \Sigma(t)) \) in \( Q \) satisfies the material variational principle if and only if it satisfies the variational condition

\[
\delta \int_0^T L_{\text{var}}(q, \dot{q}) \, dt = 0, \quad \tilde{L}_{\text{var}}(q, \dot{q}) := L_{\text{var}}(\varphi, \dot{\varphi}, S) + \int_M (S - \Sigma) \dot{\Gamma} \, dX, \quad \text{(1.14)}
\]

for all variations \( \delta \dot{q} \in C_{\text{var}}(q, \dot{q}) \) vanishing at the endpoints and curves \( t \mapsto q(t) \in C_{\text{pheno}} \). Therefore, the material variational principle is an infinite-dimensional, nonlinear extension of the Lagrange-d’Alembert principle used for the treatment of nonholonomic mechanical systems with linear constraints, see e.g., Bloch [2003]. Such linear constraints are given by a distribution \( \Delta \subset TQ \) and the associated variational constraint is given by \( \Delta \times_Q TQ \). For the case of nonlinear constraints a generalization of the Lagrange-d’Alembert principle has been considered in Chetaev [1934]; see also Appell [1911], Pironneau [1983]. In Chetaev’s approach, the variational constraint is derived from the kinematic constraint. However, it has been pointed out in Marle [1998] that this principle does not always lead to the correct equations of motion and in general one has to consider the kinematic and variational constraints as independent notions. A general geometric variational approach for nonholonomic systems with nonlinear and (possibly) higher order kinematic and variational constraints has been described in Cendra, Ibort, de León, and Martín de Diego [2004]. This setting generalizes both the Lagrange-d’Alembert and Chetaev approaches. It is important to point out that for these generalizations, including Chetaev’s approach, energy may not be conserved along the solution of the equations of motion. The material variational principle and more generally the variational principle for nonequilibrium thermodynamics developed in Gay-Balmaz and Yoshimura [2017a] and Gay-Balmaz and Yoshimura [2017b] fall into the general setting described in Cendra, Ibort, de León, and Martín de Diego [2004], extended to the infinite dimensional setting. However, for these particular constraints of thermodynamic type, total energy is conserved, consistently with the fact that we supposed the system to be isolated.

### 1.3 The spatial variational principle for the Navier-Stokes-Fourier system

Just like we did in 1.1 for the case of compressible fluid dynamics, in Gay-Balmaz and Yoshimura [2017c, section 3.2], a reduction akin to Euler-Poincaré reduction is performed onto the material variational
principle for viscous heat conducting fluids. Consequently a spatial version of the variational principle is obtained, whose Euler-Lagrange equations will turn out to be the classical Navier-Stokes-Fourier system of PDE.

As before, we consider the group Diff₀(M) that acts on itself on the right, as well as on densities, functions, and other tensors. Its Lie algebra is the Lie algebra 𝔅₀(M) of vector fields 𝑢 on 𝑀 that satisfy the no-slip boundary condition 𝑢|_{∂𝑀} = 0. The reduced variables are 𝑢 = 𝜓 ◦ 𝜙⁻¹ ∈ 𝔅₀(M) (the fluid velocity), 𝜌 = (ρvol ◦ 𝜙⁻¹)𝐽ₑ⁻¹ ∈ Den(𝑀) (the mass density of the fluid), 𝑠 = (S ◦ 𝜙⁻¹)𝐽ₑ⁻¹ ∈ Den(𝑀) (the entropy density of the fluid), 𝜌 = 𝜌vol ◦ 𝜙⁻¹ ∈ C∞(𝑀) and 𝜎 = (Σ ◦ 𝜙⁻¹)𝐽ₑ⁻¹ ∈ Den(𝑀). The reduced analogues of 𝑃_goods and 𝐽 goods are defined via the inverse Piola transform9:

\[ 𝐟 = (𝑓, 𝑓)(𝐽₀, 𝑇ₙ)(\alpha_x, \beta_x) = 𝑃(𝑋, 𝑇ₙ)(\alpha_x, 𝑇ₙ(\varphi(\beta_x))), \]

where \( 𝑥 = \varphi(𝑋) ∈ 𝑀 \) and \( \alpha_x, \beta_x ∈ 𝑇^* x M \).

As the material Lagrangian (1.9) is Diff₀(M) ref-invariant, we obtained a reduced Lagrangian called the spatial Lagrangian, which is given by:

\[ ℓ(𝑢, 𝜌, 𝑠) = \int_M \left[ \frac{1}{2} \rho(𝑢^t, 𝑣) - 𝜖(𝜌, 𝑠) \right] \, dx. \]  

Also, in (1.11) and (1.12), the material derivatives \( \frac{DΓ}{Dt}(t, X) \) and \( \frac{DΣ}{Dt}(t, X) \) are replaced as follows:

\[ \frac{DΓ}{Dt}(t, X) = \frac{d}{dt}(t, 𝜙(t)(X)) = \frac{∂Γ}{∂t}(t, x) + d(Γ_x(𝑢)), \]

\[ \frac{DΣ}{Dt}(t, X) = \frac{d}{dt}(σ(t, 𝜙(t)(X))𝐽ₑ(t, 𝑋)) = \left( \frac{∂σ}{∂t}(t, x) + \text{div}(σ(𝑢)(x)) \right) 𝑊(𝑡, 𝑋), \]

where \( 𝑥(t, X) = 𝜙(t)(X) ∈ M \). The spatial version of the variational formalism for nonequilibrium thermodynamics of viscous heat conducting fluids is given by (see Gay-Balmaz and Yoshimura [2017b, section 3.2]) as follows.

### Variational principle for viscous heat conducting fluids, spatial version:

The motion \( t \mapsto (𝑢, 𝜌(t, ·), 𝑠(𝑡, ·), 𝜎(𝑡, ·)) ∈ 𝔅₀(M) × Den(𝑀) × Den(𝑀) × C∞(𝑀) × Den(𝑀) \) is critical for the variational condition:

\[ \frac{d}{ds} \left( \int_0^T \left[ ℓ(𝑢, 𝜌, 𝑠) + \int_M (s - 𝜎)(\partial_Γ + d(Γ(𝑢))) \, dx \right] \, dt \right) = 0, \]  

subject to the phenomenological and variational constraints:

\[ \frac{dΓ}{ds}(𝑡, 𝑥) = -\sigma^f (𝑡, 𝑥) \cdot \nabla 𝜉 + 𝉣(\partial_Γ + d(Γ(𝑢))) - 𝜌, \]

\[ \frac{dΩ}{ds}(𝑡, 𝑥) = -\sigma^f (𝑡, 𝑥) \cdot 𝜉 + 𝉣(\partial_Γ + d(Γ(𝑢))), \]

where \( 𝜉 = 𝑓(𝑡, 𝑥) \) is the friction Cauchy stress tensor (the deviatoric part of the Cauchy stress tensor \( \sigma(t, x) \)), \( 𝑓(t, x) \) is its entropy flux density and \( 𝑚r \) is the external heat power. In (1.16), the variation of the action functional has to be taken with respect to variations

\[ \frac{Δ}{Δs} = 𝑔_1(\xi) + [𝑢, 𝜉], \; \frac{Δ}{Δ𝜌} = -\text{div}(𝑛\xi), \]

\( 𝑔_1, 𝜉 \) and \( 𝑚r \) such that \( 𝜉 ∈ 𝔅₀(M) \) and \( 𝑚r \) both vanish at the endpoints \( t = 0, T, \) and \( 𝑚r|_{∂𝑀} = 0. \)

Notice again how the variational constraint is automatically obtained from the phenomenological one: all time derivatives are replaced by variations, \( 𝑢 \) is replaced by \( 𝜉 \) and the external heat term is removed. Note also that although the variables \( 𝑚r \) and \( 𝜉 \) are needed in the variational formalism, they will vanish when deriving the Euler-Lagrange equations associated to the above variational principle.

9Recall that the Piola transform is a map that is used to transform tensors given in Eulerian (spatial) coordinates to tensors given in Lagrangian (material coordinates), see [Marsden and Hughes, 1983, Definition 7.18] and below for details.
We are now going to derive the Euler-Lagrange equations associated to the spatial variational principle, and relate them directly to the Navier-Stokes-Fourier system of PDE. We begin by taking the variations of the action functional in (1.16):

\[
\delta \int_0^T \left[ \ell(\mathbf{u}, \rho, s) + \int_M (s - \theta) (\partial_t \gamma + \mathbf{d}\gamma(\mathbf{u})) \, dx \right] \, dt \\
= \int_0^T \left[ \left\langle \frac{\delta \ell}{\delta \mathbf{u}}, \delta \mathbf{u} \right\rangle + \left\langle \frac{\delta \ell}{\delta \rho}, \delta \rho \right\rangle + \left\langle \frac{\delta \ell}{\delta s}, \delta s \right\rangle \right] \, dt \\
+ \int_M \delta s (\partial_t \gamma + \mathbf{d}\gamma(\mathbf{u})) \, dx - \int_M \delta \sigma (\partial_t \gamma + \mathbf{d}\gamma(\mathbf{u})) \, dx \\
+ \int_M (s - \sigma) \partial_t (\delta \gamma) \, dx + \int_M (s - \sigma) \mathbf{d}\gamma(\mathbf{u}) \, dx + \int_M (s - \sigma) \mathbf{d}\gamma(\mathbf{d}\mathbf{u}) \, dx,
\]

and this expression has to be equal to zero for all variations \(\delta \mathbf{u}, \delta \rho, \delta s\) and \(\delta \gamma\) satisfying all the variational constraints mentioned above. Then, all terms that couple with the variation \(\delta \sigma\) are in (2), therefore we obtain \(\frac{\delta s}{\delta t} = - (\partial_t \gamma + \mathbf{d}\gamma(\mathbf{u})) = - \theta = - \Theta \circ \varphi^{-1}\) which is the spatial temperature of the fluid. Then, in (2), we use the spatial variational constraint (1.18) to get:

\[
- \int_M \delta \sigma (\partial_t \gamma + \mathbf{d}\gamma(\mathbf{u})) \, dx = \int_M \frac{\delta \ell}{\delta s} \delta \sigma \, dx \\
= - \int_M \frac{\delta \ell}{\delta \sigma} \text{div}(\mathbf{\sigma}) \, dx - \int_M \mathbf{\sigma}^f \cdot \nabla \mathbf{\zeta} \, dx + \int_M \mathbf{j}_S \cdot \mathbf{d} \gamma + \mathbf{d}\gamma(\mathbf{z}) \, dx.
\]

Now using the well-known formula \(\text{div}(f \mathbf{u}) = f \, \text{div} \mathbf{u} + \mathbf{d}(f \mathbf{u})\) and the traditional divergence theorem, the generalized divergence theorem for tensors (see [Marsden and Hughes, 1983, Problem 7.6]), as well as the boundary conditions \(\mathbf{z}|_{\partial M} = 0\) as well as \(\gamma|_{\partial M} = 0\), we obtain:

\[
- \int_M \delta \sigma (\partial_t \gamma + \mathbf{d}\gamma(\mathbf{u})) \, dx = \int_M \mathbf{\sigma} \cdot \left( \frac{\delta \ell}{\delta s} \right) \mathbf{\zeta} \, dx + \int_M \left( \text{div} \mathbf{\sigma}^f \right) (\mathbf{\zeta}) \, dx - \int_M \left( \text{div} \mathbf{j}_S \right) \delta \gamma \, dx - \int_M \left( \text{div} \mathbf{j}_S \right) \mathbf{d}\gamma(\mathbf{z}) \, dx.
\]

After using an integration by parts relatively to time as well as the divergence theorem, we get from the terms in (2) that couple with the variation \(\delta \gamma\) the following relation:

\[
\partial_t (s - \sigma) + \text{div} \left( (s - \sigma) \mathbf{u} \right) = - \text{div} \mathbf{j}_S.
\]

It remains to analyze the terms in (2). Again, using integration by parts, the divergence theorem and boundary conditions, we obtain:

\[
\int_0^T \left[ \int_M \mathbf{\sigma} \cdot \left( \frac{\delta \ell}{\delta s} \right) \mathbf{\zeta} \, dx + \int_M (s - \sigma) \mathbf{d}\gamma(\mathbf{d}\mathbf{u}) \, dx - \int_M \left( \text{div} \mathbf{j}_S \right) \mathbf{d}\gamma(\mathbf{z}) \mathbf{\zeta} \right] \, dt \\
= \int_0^T \int_M \mathbf{\sigma} \cdot \left( \frac{\delta \ell}{\delta s} \right) \mathbf{\zeta} \, dx \, dt + \int_0^T \int_M \left[ - \partial_t (s - \sigma) - \text{div} \left( (s - \sigma) \mathbf{u} \right) - \text{div} \mathbf{j}_S \right] \mathbf{d}\gamma(\mathbf{z}) \, dt \\
= 0 \text{ thanks to (1.19)}
\]

\[\text{In the case where the constraint } \delta \gamma|_{\partial M} = 0 \text{ is not imposed, then the variational formalism above yields the condition } \mathbf{j}_S \cdot \mathbf{n} = 0 \text{ on } \partial M, \text{ and if in addition the external heat power supply is zero, then the fluid is adiabatically closed.}\]
Finally, after collecting all terms in \( \mathcal{L} \) that couple with \( \zeta \) (some of them have already been computed in section 1.1 explicitly) we obtain the following equation:

\[
\left( \partial_t + \text{ad}^\rho_u \right) \frac{\delta \ell}{\delta u} = \rho \frac{\delta \ell}{\delta \rho} + s \frac{\delta \ell}{\delta s} + \text{div} \sigma^{\text{fr}}.
\]

This is the Euler-Lagrange equation associated to the spatial (reduced) variational principle, which physically corresponds to the balance of momentum. Together with the advection equation for the mass density (the continuity equation) which is obtained by reduction of \( \rho = (\rho_{\text{ref}} \circ \varphi^{-1})J_{\rho^{-1}} \), the phenomenological constraint (1.17) (the local balance of entropy), and using the relation (1.19) to make \( \sigma \) disappear, we obtain the following abstract Navier-Stokes-Fourier system of equations:

\[
\begin{align*}
\left( \partial_t + \text{ad}^\rho_u \right) \frac{\delta \ell}{\delta u} &= \rho \frac{\delta \ell}{\delta \rho} + s \frac{\delta \ell}{\delta s} + \text{div} \sigma^{\text{fr}} \\
\partial_t \rho + \text{div}(\rho u) &= 0 \\
\frac{\delta \ell}{\delta s}(\partial_s s + \text{div}(su) + \text{div} j_s) &= -\sigma^{\text{fr}} : \nabla u + j_Q \cdot \theta - \rho v
\end{align*}
\]

(1.20)

together with the non-slip boundary condition \( u|_{\partial M} = 0 \) and also appropriate initial conditions. Notice how the auxiliary variables \( \gamma \) and \( \sigma \) have disappeared from this system of partial differential equations, which describes the evolution of the state \( (u, \rho, s) \) of the fluid with respect to time in accordance with the principles of thermodynamics. Note also that the three partial differential equations are fully coupled.

In order to recover the classical Navier-Stokes-Equations, we need phenomenological laws that give us expressions for the symmetric tensor \( \sigma^{\text{fr}} \) and the vector field \( j_s \). We choose to focus on Newtonian fluids that conduct heat according to Fourier’s law, therefore:

\[
\sigma := -p \text{id} + \sigma^{\text{fr}}, \quad \sigma^{\text{fr}} := 2\mu \text{Def} u + \left( \zeta - \frac{2}{3} \mu \right) (\text{div} u) \text{id}, \quad j_Q^\text{r} := \theta j_Q^\text{e} = -\lambda \text{div} \theta,
\]

(1.21)

with \( \mu \geq 0 \) the shear viscosity, \( \zeta \geq 0 \) the bulk viscosity, \( \lambda \geq 0 \) the thermal conductivity and \( p \) the thermodynamic pressure (given below); and where \( \text{Def} u = \frac{1}{2}(\nabla u + \nabla u^T) \) is the linear strain tensor and \( j_Q \) the heat flux density. Using these expressions as well as computing the variational derivatives in (1.20) of the spatial Lagrangian (1.15) and sharpening, we finally recover the classical Navier-Stokes-Fourier system of partial differential equations:

\[
\begin{align*}
\rho \frac{\partial u}{\partial t} + \nabla u &= -\text{grad} p + \mu \Delta u + \left( \zeta - \frac{2}{3} \mu \right) \text{grad div} u \\
\frac{\partial \rho}{\partial t} + \text{div}(\rho u) &= 0 \\
\frac{\partial s}{\partial t} + \text{div}(su) &= \frac{1}{\theta} \left( \sigma^{\text{fr}} : \nabla u + \lambda \Delta \theta + \rho v \right)
\end{align*}
\]

(1.22)

where the thermodynamic pressure \( p \) is given by \( p = \frac{\partial^2 u}{\partial s^2} \rho + \frac{\partial^2 \theta}{\partial s^2} s - \varepsilon \), \( \Delta u \) is the vector Laplacian of the velocity vector field \( u \), and \( \Delta \theta \) is the scalar Laplacian of the temperature scalar field \( \theta \).\[\text{Note that in the more general case of a Riemannian manifold } (M, g), \text{ the vector Laplacian is replaced by the Hodge-De Rham Laplacian } \Delta = \delta \circ d + d \circ \delta, \text{ and the scalar Laplacian is replaced by the Laplace-Beltrami operator. This can be observed in Gay-Balmaz and Yoshimura [2017], therefore answering the question of the appropriate generalization of the Navier-Stokes equations to an arbitrary Riemannian manifold (see Chan, Czubak and Disconzi [2017]).}\]
Corollary 1.10 (Local and global entropy balance, meaning of $\sigma$): Thanks to the relation (1.19) and the phenomenological constraint (1.17), we have

$$\partial_t s + \text{div}(su) + \text{div}(js) = \partial_t \sigma + \text{div}(\sigma u) - \frac{1}{\theta} \left( \sigma^{fr} : \nabla u - js \cdot d\theta \right) + \frac{pr}{\theta},$$

where $\Box$ is the internal entropy production (which can be further separated into viscosity-related and heat-related contributions) and $\Box$ is the external entropy production. Therefore, we can interpret $\dot{\sigma}$ as the rate at which (total) entropy is produced in the fluid. The global balance of entropy is the classical one for nonequilibrium thermodynamics of continuum systems: define $S(t) = \int_M S(t, x) dx$ then applying the Reynold’s transport theorem to $\mathcal{S}$ and using the spatial phenomenological constraint (1.17) we obtain:

$$\frac{dS}{dt} + \int_{\partial M} j_S \cdot dS = \int_M \frac{1}{\theta} \left( \sigma^{fr} : \nabla u - js \cdot d\theta \right) dx + \int_M \frac{pr}{\theta} dx.$$

Note that this balance can be obtained by integration over $M$ of the local one.

Corollary 1.11 (Local and global energy balance): We can compute the global balance of energy as it is usually done for Lagrangian systems and in particular Euler-Poincaré systems (see [Couéraud and Gay-Balmaz, 2018, section 1.3]). The spatial energy density of the fluid is defined as the Legendre transform usually done for Lagrangian systems and in particular Euler-Poincaré systems (see [Couéraud and Gay-Balmaz, 2018, section 1.3]). Let $K$ be a manifold; we will suppose that (1.20) and then in a particular case that will yield the Kelvin-Noether quantity (associated to $C$ and $K$) be the map $I : C \times \text{Orb}(\rho_{ref}) \times \text{Den}(M) \to \mathbb{R}$ defined by $I(\gamma, u, \rho, s) = \langle K(\gamma, \rho), \frac{dI}{d\theta}(u, \rho, s) \rangle$. Then along a solution $\{\varphi, u, \rho, s\}$ of (1.20), where the motion $t \mapsto \varphi_t$ satisfies the reconstruction equation $u = \varphi_t$, we obtain:

$$\frac{dI}{dt} = \langle K(\gamma, \rho), \text{div} \dot{\sigma} \rangle.$$
with \( \gamma := \gamma_{ref} \), for some \( \gamma_{ref} \in C \). Indeed, using the equivariance property of \( K \), as well as Marsden and Ratiu [1999, formula (9.3.7)], and the local balance of momentum, we have successively:

\[
\frac{dI}{dt} = \left\langle K(\gamma_{ref}, \rho_{ref}), \frac{d}{dt} Ad^*_{\gamma_{ref}} \delta \ell (u, \rho, s) \right\rangle
\]

\[
= \left\langle K(\gamma_{ref}, \rho_{ref}), Ad^*_{\gamma_{ref}} \left[ \delta_\rho \frac{\delta \ell}{\delta u}(u, \rho, s) + \frac{\partial}{\partial t} \frac{\delta \ell}{\delta u}(u, \rho, s) \right] \right\rangle
\]

\[
= \left\langle K(\gamma, \rho), \rho \frac{d}{d\rho} \frac{\delta \ell}{\delta u} + s \frac{d}{ds} \frac{\delta \ell}{\delta u} + \text{div} \sigma^\beta \right\rangle
\]

\[
= \left\langle K(\gamma, \rho), \text{div} \sigma \right\rangle,
\]

where \( \sigma = -\tilde{\rho} 1d + \sigma^\text{fr} \) with \( \tilde{\rho} := \rho - \frac{1}{2} \rho(u^g, u) \). The viscous Kelvin’s theorem is recovered by choosing \( C \) to be the space of closed loops \( C^0(S^1) \) and \( K \) to be the circulation map defined by \( \left\langle K(\gamma, \rho), \alpha \right\rangle = \oint_\gamma \frac{\alpha}{\rho} \), where \( \frac{\alpha}{\rho} \in \Omega^1(M) \) is defined by \( \frac{\alpha}{\rho} = \frac{f}{\rho} \beta \) for \( \alpha = \beta \otimes f \text{d}x \). Then along a solution of (1.22) we have:

\[
\frac{dI}{dt} = \oint_\gamma \frac{\mu}{\rho} (\Delta u)^2,
\]

from which we recover the classical Kelvin’s theorem for inviscid flows.

## 2 Spatial discretization of the Navier-Stokes-Fourier system

### 2.1 Discrete exterior calculus based on discrete diffeomorphisms

In this section we review the objects that will allow us to conveniently discretize both the material (to some extent) and spatial variational principles presented in section 1.2 and 1.3, respectively. This amounts to discretize the infinite-dimensional Lie group \( \text{Diff}_0(M) \) into a matrix Lie group. In the case of incompressible flows, this has been done in Pavlov and al. [2011] whereas in the case of compressible flows, this has been done in Bauer and Gay-Balmaz [2018]; we shall present this case below and relate it to the former.

#### 2.1.1 Discrete diffeomorphisms

First of all, the 2D or 3D fluid domain \( M \) has to be discretized into a 2D or 3D mesh \( \mathbb{M} \) with \( N \) cells \( C_i, i \in \{1, \ldots, N\} \), that tile the domain \( M \). We do not explicitly describe what is a nice mesh in our framework but for our purpose, the cells need to be disjoint except on shared edges (or faces in 3D). It is understood that, smaller is the characteristic mesh size \( h \), better is the approximation \( \mathbb{M} \) of the fluid domain \( M \). However, it is important to note that we do not require the mesh \( \mathbb{M} \) to be structured nor regular. We will mostly illustrate the forthcoming concepts with the help of a simplicial mesh \( \mathbb{M} \) of \( M \) (see figure 2). Note also that the circumcenteric dual mesh, \( \star \mathbb{M} \) of \( \mathbb{M} \), which is obtained by connecting the circumcenters of adjacent primal cells, will play a central role as we will see. We will denote by \( \Omega \) the diagonal matrix with diagonal elements \( \Omega_{ii} = |C_i| \) the unsigned volume (or area in 2D) of cell \( C_i \).

**Definition 2.1** (Group of discrete diffeomorphisms): Given a mesh \( \mathbb{M} \) approximating the fluid domain \( M \), the matrix Lie group

\[
D(\mathbb{M}) = \left\{ q \in GL(N)^+ : q1 = 1 \right\}
\]

where \( 1 = (1, \ldots, 1)^T \in \mathbb{R}^N \), is called the **group of discrete diffeomorphisms** associated to \( \mathbb{M} \).

Thanks to this group, we will make sense of the \( \text{Diff}_0(M) \) relabeling symmetry at the discrete level and the spatial variational principle will be properly discretized in section 2.3. Note that, at this point, the no-slip boundary condition has not been introduced yet, so \( D(\mathbb{M}) \) is a discretization of \( \text{Diff}(M) \) rather than \( \text{Diff}_0(M) \).

**Definition 2.2** (Discrete function): Given a mesh \( \mathbb{M} \) approximating the fluid domain \( M \), a **discrete function** is a vector \( F \in \mathbb{R}^{N} \). The vector space of discrete functions is denoted by \( \Omega^0(\mathbb{M}) \cong \mathbb{R}^N \). The

---

12Such a limit, when \( h \to 0 \), can be understood as taking nice successive mesh refinements of \( \mathbb{M} \).
13In the case where \( \mathbb{M} \) is a simplicial Delaunay triangulation, \( \star \mathbb{M} \) is the associated Voronoi diagram.
14We will see shortly that each component \( F_i \) is considered as an approximation of the cell average of an associated function \( f \in L^2(M) \) on cell \( C_i, i \in \{1, \ldots, N\} \).
Figure 2: A simplicial mesh $\mathbb{M}$ (in blue) approximating the fluid domain $M$ (in black), as well as its dual mesh $\star\mathbb{M}$ (in red). Also is represented a primal cell $C$ (filled in blue), and its dual node $\star C$, a primal edge $h$ (in dashed blue) and its dual edge $\star h$ (in plain red), and a primal node $e$ and its dual cell $\star e$ (filled in red).

$L^2$ inner product of functions on $M$ is discretized into an inner product $\langle \cdot, \cdot \rangle_0$ on discrete functions by setting:

$$\langle F, G \rangle_0 = F^T \Omega G = \sum_{i=1}^{N} F_i \Omega_{ii} G_i,$$

for any $F, G \in \Omega_0^d(M)$.

The main idea behind the definition 2.1 is as follows. The action of a diffeomorphism $\varphi \in \text{Diff}(M)$ on a function $f \in L^2(M)$ is given by $f \mapsto f \circ \varphi^{-1}$. This linear action preserves constant functions. With the given definition of discrete functions and the associated inner product, we obtain that the preservation of constants at the discrete level is equivalent to the condition $q1 = 1$, for the action $F \mapsto q^{-1}F$ on the right of $\Omega_0^d(M)$.

Remark 2.3: In the case of incompressible flows, we need to impose some kind of incompressibility condition. As the action of $\text{Diff}(M)$ on $L^2(M)$ also preserves the $L^2$ inner product according to Koopman’s lemma, the condition of incompressibility at the discrete level is $q^T \Omega q = \Omega$, and the associated group of discrete diffeomorphisms becomes $D_{\text{vol}}(\mathbb{M}) = \{ q \in \text{D}(\mathbb{M}) : q^T \Omega q = \Omega \}$.

Discrete functions can be integrated on the whole mesh $\mathbb{M}$ discretizing $M$ in the following sense: given $F \in \Omega_0^d(\mathbb{M})$, its integral over $\mathbb{M}$ is the real number

$$\text{Tr}(\Omega F^T) = \sum_{i=1}^{N} \Omega_{ii} F_i,$$

where $\Omega$ is seen as a vector of $\mathbb{R}^N$.

We shall now explain in which sense a discrete function $F \in \Omega_0^d(\mathbb{M})$ approximates a function $f \in C^0(M)$, and in which sense a discrete diffeomorphism $q \in \text{D}(\mathbb{M})$ approximates a smooth diffeomorphism $\varphi \in \text{Diff}(M)$.

Definition 2.4: Given a family $\{ M_h \}_{h>0}$ of meshes $\mathbb{M}_h$ of characteristic size $h$ approximating the fluid domain $M$, we say that a family $\{ F_h \}_{h>0}$ of discrete functions $F_h \in \Omega_0^d(\mathbb{M}_h)$ approximates the function $f \in C^0(M)$ if

$$\| S_{\mathbb{M}_h}(F_h) - f \|_\infty \underset{h \to 0}{\longrightarrow} 0,$$
where $S_M: \Omega_0^d(M) \to L^2(M)$ is the \textit{reconstruction operator} defined by

$$S_M(F) = \sum_{i=1}^{N} \left( F_i \chi_{C_i} + \frac{F_i}{2} \chi_{\partial C_i} \right)$$

for any mesh $M$ and $F \in \Omega_0^d(M)$. Notice that $S_M(F)$ is a piecewise continuous function (see figure 3). In particular, we have the following:

- For any $x \in \hat{C}_i$, we have
  $$|F_i - f(x)| = |S_{M_h}(F)(x) - f(x)| \leq \sup_{x \in \hat{M}} |S_{M_h}(F)(x) - f(x)| = \|S_{M_h}(F)(x) - f(x)\|_\infty \xrightarrow{h \to 0} 0,$$
  which justifies the approximation $f(x) \approx F_i$ on $\hat{C}_i$;

- Similarly for any $x \in C_i \cap C_j$, we have
  $$\left| \frac{F_i + F_j}{2} - f(x) \right| \leq \|S_{M_h}(F)(x) - f(x)\|_\infty \xrightarrow{h \to 0} 0,$$
  which justifies the approximation $f(x) \approx \frac{F_i + F_j}{2}$ on $C_i \cap C_j = h_{ij}$.

Given a function $f \in C^0(M)$ there is a simple way to discretize it into a discrete function $F \in \Omega_0^d(M)$ by considering averages on cells.

**Definition 2.5:** Given a mesh $M$ approximating the fluid domain $M$, the \textit{discretization operator} is the map $P_M: C^0(M) \to \Omega_0^d(M)$ defined by

$$P_M(f) = \frac{1}{\Omega_{ii}} \int_{C_i} f \, dx,$$

for any $f \in C^0(M)$.

It can be shown that $P_M(f)$ approximates $f$ in the sense of the previous definition. All functions that we consider hereafter will be discretized in this way. Therefore, the coefficients $F_i$ of a discrete function $F \in \Omega_0^d(M)$ will always be thought of as approximations of cell averages $\frac{1}{\Omega_{ii}} \int_{C_i} f \, dx$, $i \in \{1, \ldots, N\}$.

**Definition 2.6:** Given a family $\{M_h\}_{h>0}$ of meshes $M_h$ of characteristic size $h$ approximating the fluid domain $M$, we say that a family $\{q_h\}_{h>0}$ of matrices $q_h \in D(M_h)$ \textit{approximates} a diffeomorphism $\varphi \in \text{Diff}(M)$ if for any $f \in C^0(M)$,

$$\|S_{M_h}(q_h P_M(f)) - f \circ \varphi^{-1}\|_\infty \xrightarrow{h \to 0} 0.$$

Notice that a discrete diffeomorphism $q$ naturally acts on a vector $F$ by matrix-vector multiplication $qF$, so we have a right action of $D(M)$ on $\Omega_0^d(M)$ defined by $F \cdot q := q^{-1}F$; whereas $\text{Diff}(M)$ naturally acts on the right of $L^2(M)$ as $f \cdot \varphi := f \circ \varphi$. Note that this action is unitary for $(\cdot, \cdot)_0$ if and only if in addition $q \in D_{\text{vol}}(M)$.
2.1.2 Discrete velocity fields

We already know that in the reduction process we will need the Lie algebra of $D(M)$.

**Definition 2.7 (Discrete vector field):** Given a mesh $M$ approximating the fluid domain $M$, the Lie algebra of $D(M)$ is

$$\mathfrak{d}(M) = \{ A \in \mathfrak{gl}(N) : A1 = 0 \}$$

equipped with the matrix commutator $[A, B] = AB - BA$; it is called the Lie algebra of discrete vector fields.

Actually, the physical discrete velocity fields belong to a certain linear subspace $\mathcal{V}$ of $\mathfrak{d}(M)$, not a Lie subalgebra of $\mathfrak{d}(M)$, which, as we will see, will have important consequences on the spatial semi-discrete (discretized in space) variational principle. Once we understand what the elements of a discrete vector field $A$ approximate, we will have a clear understanding of the condition $A1 = 0$ as a discrete divergence theorem for $A$. Note also that up to that moment we did not mention how to discretize the no-slip boundary conditions. It will be made clear at the end of this section, but right now we shall say that $\mathfrak{d}(M)$ is the Lie algebra of discrete vector fields that are tangent to the boundary (that is, they satisfy a discrete version of the tangential boundary condition $u \cdot n = 0$).

**Remark 2.8:** In the case of incompressible flows, the Lie algebra of $D(M)$ should reflect the fact that the discrete vector fields are divergence-free, for a discrete notion of divergence. Computing the Lie algebra $\mathfrak{d}_{\text{vol}}(M)$ of $D_{\text{vol}}(M)$, we find $\mathfrak{d}_{\text{vol}}(M) = \{ A \in \mathfrak{d}(M) : A^T \Omega + \Omega A = 0 \}$, so the divergence-free condition corresponds to the discrete condition $A^T \Omega + \Omega A = 0$ and we will see later how it is related to a notion of discrete divergence.

Let $\{ q_h(t) \}_{h>0}$, $q_h(t) \in D(M)$, be a family of discrete motions approximating a smooth motion $\varphi_t \in \text{Diff}(M)$ in the sense of definition 2.6. Then, for $h > 0$ fixed and for $f \in C^0(M)$, set $F = F_{M_h}(f)$. The definition means that at all time, $q_h(t)F := F_t$ converges to the function $f \circ \varphi_t^{-1} := f_t$. Define $A_h(t) = q_h(t)q_h^{-1}(t)$, which is the discrete analogue of the velocity vector field $u_t = \varphi_t \circ \varphi_t^{-1}$. Therefore, in the discrete case we have $\dot{f}_t = A_h(t)F_t$, whereas in the continuous case we have $\dot{f}_t = -L_{u_t}f_t$, which suggests the following definition.

**Definition 2.9:** Given a family $\{ M_h \}_{h>0}$ of meshes $M_h$ of characteristic size $h$ approximating the fluid domain $M$, we say that a family $\{ A_h \}_{h>0}$ of discrete vector fields $A_h \in \mathfrak{d}(M_h)$ approximates the smooth vector field $u \in \mathfrak{X}(M)$ if for any $f \in C^0(M)$,

$$\| S_{M_h}(A_hP_{M_h}(f)) - (-L_u f) \| \to 0 \quad \text{as} \quad h \to 0.$$ 

We have the following result, see Pavlov and al. [2011, lemma 2] for the proof.

**Proposition 2.10:** Given a family $\{ M_h \}_{h>0}$ of meshes $M_h$ of characteristic size $h$ approximating the fluid domain $M$, let $\{ A_h(t) \}_{h>0}$ be a family of time-dependent discrete vector fields $A_h(t) \in \mathfrak{d}(M_h)$ that approximates the time-dependent smooth vector field $u_t \in \mathfrak{X}(M)$. Then there exists a family $\{ q_h(t) \}_{h>0}$ of discrete motions $q_h(t) \in D(M_h)$ such that $A_h(t) = q_h(t)q_h^{-1}(t)$ and $\{ q_h \}_{h>0}$ approximates the motion $\varphi_t \in \text{Diff}(M)$ associated to $u_t$, in the sense of definition 2.6.

Given a discrete motion $t \mapsto q(t) \in D(M)$, the coefficient $A_{ij}(t)$ of the associated discrete vector field $A(t) = q(t)q(t)^{-1} \in \mathfrak{d}(M)$ can be thought of how much of the fluid is transported between cells $C_i$ and $C_j$. Consequently it is physically sound to have $A_{ij}(t)$ non-zero only if cells $C_i$ and $C_j$ share an edge in 2D, or a face in 3D; so we introduce

$$S = \{ A \in \mathfrak{d}(M) : A_{ij} = 0, \quad \forall j \notin N(i) \},$$

where $N(i)$ denotes the set of all indices, including $i$, of cells sharing an edge in 2D or a face in 3D with the cell $C_i$. Note that $S$ is only a linear subspace of $\mathfrak{d}(M)$, not a Lie subalgebra, because of the matrix multiplications appearing in the matrix commutator. As a constraint on discrete vector fields, $S$ is therefore nonholonomic (we have $S, S \subset \mathfrak{d}(M)$ and $S \cap \{ S, S \} = \{ 0 \}$), we will call it the sparsity constraint. This requirement on discrete vector fields let us describe the coefficients $A_{ij}, j \in N(i)$, of a discrete vector field $A \in S$. 
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\[15\] The coefficient $[A, B]_{ij}$ may be non zero if cells $C_i$ and $C_j$ are two cells away from each other, see figure 4.
Figure 4: Here the cells $C_2$ and $C_5$ are two cells away from each other. However, given $A$ and $B \in S$, we have that $[A, B]_{25} \neq 0$ as $[A, B]_{25} = \sum_{i \in N(2) \cap N(5)} (A_{2i}B_{5i} - B_{2i}A_{5i}) = A_{21}B_{15} - B_{21}A_{15} \neq 0$ since $C_1$ is the only common cell to $C_2$ and $C_5$. Consequently $[A, B] \notin S$.

**Proposition 2.11:** Let $A \in S$ approximate a smooth vector field $u \in \mathcal{X}(M)$, tangent to the boundary $\partial M$, in the sense of definition 2.9. Then:

$$A_{ij} \approx -\frac{1}{2\Omega_{ii}} \int_{h_{ij}} u \cdot dS, \quad \forall j \in N(i), j \neq i,$$

$$A_{ii} \approx \frac{1}{2\Omega_{ii}} \int_{C_i} \text{div} u \, dx,$$

where $h_{ij}$ denotes the shared edge in 2D, or face in 3D, between the cells $C_i$ and $C_j$, and oriented by the exterior normal to $C_i$.

**Proof:** We only give a sketch of the proof; a more detailed one is currently reviewed, in a more analytical context. Given any discrete function $F \in \Omega_0(M)$ we have for any cell $C_i$ that

$$-\Omega_{ii}(AF)_i \approx \int_{C_i} df(u) \, dx = \sum_{j \in N(i)} \int_{h_{ij}} f u \cdot n \, dS - \int_{C_i} f \text{div} u \, dx.$$  

In (1) we use that $f \approx \frac{F_i + F_j}{2}$ on $h_{ij}$ as explained before. Therefore (1) can be approximated by

$$\frac{F_i}{2} \int_{C_i} \text{div} u \, dx + \sum_{j \in N(i)} \frac{F_j}{2} \int_{h_{ij}} u \cdot n \, dS,$$

whereas (2) can be approximated by

$$F_i \int_{C_i} \text{div} u \, dx,$$

since $f \approx F_i$ on $C_i$. Consequently, $-\Omega_{ii}(AF)_i$ can be seen as an approximation of

$$-\frac{F_i}{2} \int_{C_i} \text{div} u \, dx + \sum_{j \in N(i)} \frac{F_j}{2} \int_{h_{ij}} u \cdot n \, dS.$$  

Since $-\Omega_{ii}(AF)_i = -\Omega_{ii}A_{ii}F_i - \sum_{j \in N(i)} \Omega_{ii}A_{ij}F_j$ and $F$ is arbitrary, we obtain the aforementioned approximations. \hfill \Box
Figure 5: Fluid is coming from neighboring cells $C_2$, $C_3$ and $C_4$ out or in the cell $C_1 = [e_0, e_1, e_2]$ through its boundary $\partial C_1 = [e_0, e_2] + [e_1, e_2] + [e_0, e_1] = h_{12} - h_{13} - h_{14}$ (assuming that the primal edges $h_{ij}$ are positively oriented with respect to the exterior normal), which has for effect to compress or dilate the fluid in $C_1$.

Note that, thanks to this proposition, we can understand the defining condition $A_1 = 0$ for $A \in S$ as a discrete version of the classical divergence theorem, see figure 5.

From the previous proposition, we also observe that a discrete vector field $A \in d(M)$ shall satisfies the relation

$$\Omega_{ii} A_{ij} + A_{ji} \Omega_{jj} = \Omega_{ii} \delta_{ij}$$

for all $i, j \in \{1, \ldots, N\}$. Note that, again, $V$ is nonholonomic. $V$ is called the compressibility constraint as the physical discrete velocity field is required to satisfy this constraint.

**Definition 2.12** (Discrete divergence): Given a mesh $M$ approximating the fluid domain $M$, the discrete divergence of a discrete vector field $A \in \mathfrak{V}(M)$ is the discrete function $\text{div} A \in \Omega_0^d(M)$ defined by $\text{div} A_i = 2 A_{ii}$, for all $i \in \{1, \ldots, N\}$.

Therefore the defining condition for $V$ reads $\Omega_{ii} A_{ij} + A_{ji} \Omega_{jj} = \Omega_{ii} \delta_{ij} (\text{div} A)_i$ for all $i, j \in \{1, \ldots, N\}$, and we now see the relationship with the incompressibility condition $A^T \Omega + \Omega A = 0$ in remark 2.8: $A \in \mathfrak{V}(M)$ is incompressible if and only if $\text{div} A = 0$. Note also that this definition is coherent with proposition 2.11 in the case where in addition $A \in S$, because $(\text{div} A)_i$ should approximate $\frac{1}{|C_i|} \int_{C_i} \text{div} u \, dx$, and we know from the proposition that $2 A_{ii}$ already approximates this cell average.

**Lemma 2.13**: Given a mesh $M$ approximating the fluid domain $M$ and $A \in V$, the integral of $\text{div} A$ over $M$ is zero, that is, we have:

$$\sum_{i=1}^N \Omega_{ii} (\text{div} A)_i = 0.$$

Upon adding the sparsity constraint into the statement, one sees that this lemma is precisely the discrete counterpart of the fact that the integral of $\text{div} u$ over the whole domain $M$ is zero for $u$ any vector field tangent to the boundary $\partial M$. 
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We now introduce the action $F \cdot A$ of a discrete vector field $A \in \mathfrak{d}(\mathbb{M})$ on a discrete function $F \in \Omega^0(\mathbb{M})$. This is obtained as the infinitesimal action of $\mathfrak{d}(\mathbb{M})$ on $\Omega^0(\mathbb{M})$: $F \cdot A = -AF$. It is the discrete analogue of the action $L_A f = df(u)$ of a smooth vector field $u \in \mathfrak{X}(M)$ on a smooth function $f \in C^\infty(M)$. When $A \in \mathcal{S}$ we compute for any $i \in \{1, \ldots, N\}$ that:

$$(F \cdot A)_i = - \sum_{j \in N(i)} A_{ij} F_j.$$ 

Note that this is a Lie algebra action, meaning here that the map $\mathfrak{d}(\mathbb{M}) \to \text{End} \Omega^0(\mathbb{M})$, $A \mapsto \rho_A$, with $\rho_A(F) := F \cdot A = -AF$, is a Lie algebra anti-homomorphism.

We are going now to extend what has been done until now to include discrete vector fields that are not tangential to the boundary. This is an essential feature of the framework developed in this paper, as the smooth vector field $j_S$ is potentially not tangent to the boundary $\partial M$ in the case the fluid is not adiabatic (see section 1.3). We will also make clear how boundary conditions are handled within this framework. First of all, we define $\mathbb{M} = \mathbb{M} \cup \mathcal{C}_\partial$, where $\mathcal{C}_\partial$ is a special cell modeling the 

environment outside of the fluid domain $M$ which has been discretized into a mesh $\mathbb{M}$. We will also denote by $\mathbb{M}^\circ$ the mesh composed of all cells $C_i \subset \mathbb{M}$ which do not have an edge in $\partial \mathbb{M}$. Then the Lie algebra of (general) discrete vector fields is defined by:

$$\mathfrak{d}(\mathbb{M}) = \{ A \in \mathfrak{gl}(N + 1) : A \cdot 1 = 0 \},$$

where $1 = (1, \ldots, 1)^T \in \mathbb{R}^{N+1}$. The spatial discretization $J_S$ of the smooth vector field $j_S$ will belong to this Lie algebra. Both sparsity and compressibility constraints are defined as before, except now that cells in $\mathbb{M}$ can have a new neighbor: $N(\partial) = \{i \in \{1, \ldots, N\} : C_i \in \mathbb{M} \setminus \mathbb{M}^\circ \cup \partial\}$; we will denote these linear subspaces of $\mathfrak{d}(\mathbb{M})$ by $\overline{S}$ and $\overline{V}$, respectively. By convention, the index $\partial$ of the cell $\mathcal{C}_\partial$ is the $(N + 1)^{th}$ cell of $\mathbb{M}$. The proposition 2.11 is extended as follows:

$$A_{i\partial} \approx -\frac{1}{2\Omega_i} \int_{h_{i\partial}} u \cdot dS, \quad A_{\partial i} \approx -\frac{1}{2\Omega_{\partial i}} \int_{b_{\partial i}} u \cdot dS, \quad A_{\partial\partial} \approx \frac{1}{2\Omega_{\partial\partial}} \int_{\partial \mathcal{C}_\partial} \text{div} u \, dx;$$

where $u$ is a smooth vector field not necessarily tangent to the boundary $\partial M$, $h_{i\partial}$ is the edge common to $C_i$ and the exterior environment, oriented from $C_i$ to $\mathcal{C}_\partial$, and provided that we can make sense of the volume $\Omega_{\partial\partial}$ of $\mathcal{C}_\partial$. To that end, notice that:

$$A_{\partial\partial} = - \sum_{i \in N(\partial)} A_{i\partial} \approx \sum_{i \in N(\partial)} \frac{1}{2\Omega_{\partial\partial}} \int_{h_{i\partial}} u \cdot dS = \frac{1}{2\Omega_{\partial\partial}} \int_{\partial \mathcal{C}_\partial} \text{div} u \, dx,$$

where $\mathbb{M}$ is interpreted as a piecewise smooth manifold with boundary. Therefore, in accordance with proposition 2.11, we set $\mathcal{C}_\partial = \mathbb{M}$ and $\Omega_{\partial\partial} = \sum_{i=1}^N \Omega_i$. Note that the left hand side of this approximation means that $A_{\partial\partial}$ is the discretization of the net flux through the boundary of the fluid domain of the vector field approximated by $\mathcal{A}$. Moreover, notice that the right hand side of this approximation is given by

$$\sum_{i=1}^N \sum_{j \in N(i) \setminus \{i\}} \frac{\Omega_{ij}}{|\mathbb{M}|} A_{ij},$$

therefore we can define $A_{\partial\partial}$ by setting

$$A_{\partial\partial} = \sum_{i=1}^N \sum_{j \in N(i) \setminus \{i\}} \frac{\Omega_{ij}}{|\mathbb{M}|} A_{ij}.$$

In this context, tangential boundary conditions are implemented into the following Lie subalgebra:

$$\mathfrak{d}(\mathbb{M}) = \{ A \in \mathfrak{d}(\mathbb{M}) : A_{i\partial} = 0 \ \forall C_i \in \mathbb{M} \} \simeq \{ A \in \mathfrak{gl}(N) : A \cdot 1 = 0 \}.$$ 

In that case, we recover the usual sparsity and compressibility constraints. Finally, we also have the Lie subalgebra of discrete vector fields satisfying the no-slip boundary condition, defined as:

$$\mathfrak{d}_0(\mathbb{M}) = \{ A \in \mathfrak{d}(\mathbb{M}) : A_{ij} = 0 \ \forall C_i \in \mathbb{M}, \ \forall C_j \in \mathbb{M} \setminus \mathbb{M}^\circ \} \simeq \{ A \in \mathfrak{gl}(N - N^0) : A \cdot 1 = 0 \},$$
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where $N^0$ is the number of cells in $\mathbb{M}$ that have an edge in $\partial \mathbb{M}$. Practically this means that a cell that has an edge in $\partial \mathbb{M}$ does not transfer anything to the exterior environment nor to its neighboring cells, and we take this definition as the discretization of the no-slip boundary condition $\mathbf{u} \cdot \mathbf{n} = 0$ where $\mathbf{u} \in \mathcal{X}(\mathcal{M})$. Note that we can also define the Lie groups $\mathfrak{D}(\mathbb{M})$ and $\mathfrak{D}_0(\mathbb{M})$ of the Lie algebras $\mathfrak{d}(\mathbb{M})$ and $\mathfrak{d}_0(\mathbb{M})$, respectively, but we will not use them in what follows.

We define as well the space of extended discrete functions $\Omega^0_d(\mathbb{M}) = \Omega^0_d(\mathbb{M}) \oplus \mathbb{R}$. That is, an extended discrete function $F \in \Omega^0_d(\mathbb{M})$ is a usual discrete function with an additional component $F_\partial$, which is used to store the value of the discrete function on the exterior environment of the fluid domain (this value can also be included in the reconstruction operator $S_M$ defined in 2.4). The inner product $\langle \cdot, \cdot \rangle_0$, as well as discrete integration, remain however the same on these extended discrete functions, as the exterior environment does not play any role, only the mesh $\mathbb{M}$; and thus summations are performed from 1 to $N$. Given $A \in \mathfrak{d}(\mathbb{M})$, its divergence $\text{div} A \in \Omega^0_d(\mathbb{M})$ is defined as usual by $(\text{div} A)_i = 2A_{i\partial}$, for $i \in \{1, \ldots, N + 1\}$, and the action of $A$ on $F \in \Omega^0_d(\mathbb{M})$ is also defined as usual by $F \cdot A = -AF_\partial \in \Omega^0_d(\mathbb{M})$.

We finish this section by saying a few words on the initialization and reconstruction processes that we will use later on, that is, how we obtain a discrete vector field $A$ from a smooth vector field $\mathbf{u}$, and how we obtain a smooth vector field $\mathbf{u}$ from a discrete vector field $A$, for the case of a simplicial mesh $\mathbb{M}$. Given a cell $C_i$ and a smooth vector field $\mathbf{u}$ on the fluid domain $\mathcal{M}$, we denote by $\mathbf{u}_{ij}$ the normal component of $\mathbf{u}$ with respect to the exterior normal $\mathbf{n}_{ij}$ from $C_i$ to an adjacent cell $C_j$, that is, $\mathbf{u}_{ij} = \mathbf{u} (\mathbf{\tau}_{ij}) \cdot \mathbf{n}_{ij}$, with $\mathbf{\tau}_{ij}$ the midpoint of the shared edge $h_{ij}$. These values used to approximate the fluxes given by proposition 2.11:

$$A_{ij} = -\frac{|h_{ij}| \mathbf{u}_{ij}}{2\Omega_{ii}}, \quad j \in N(i), \ j \neq i,$$

and then we set $A_{ii} = -\sum_{j \in N(i), \ j \neq i} A_{ij}$. Thus we obtain discrete vector field $A$ from a smooth vector field $\mathbf{u}$. Of course, other flux discretizations are possible for this initialization procedure.

Concerning the reconstruction process, we use Raviart-Thomas finite elements of the lowest degree. Given a pair of adjacent cells $C_i$ and $C_j$ we define a smooth vector field $\mathbf{\Psi}_{ij}$ by

$$\mathbf{\Psi}_{ij}(x) = \frac{|h_{ij}| (x - x_{ij})}{2\Omega_{ii}},$$

with $x_{ij}$ being the (coordinates of the) primal node opposite to the primal edge $h_{ij}$. Then we obtain a smooth vector field $\mathbf{u}$ for the whole cell $C_j$ by setting $\mathbf{u}_{i}(x) = \sum_{j=1}^{3} \mathbf{u}_{ij} \mathbf{\Psi}_{ij}(x)$. Finally the reconstructed vector field for the whole mesh is $\mathbf{u} = \sum_{i=1}^{N} \mathbf{u}_{i}$. Other reconstruction methods are possibly feasible too.
2.1.3 Discrete differential forms

The subject of discrete differential forms has a long history and appear in several frameworks, notably in the discrete exterior calculus (DEC) of Desbrun and al. [2015]. Here we follow the approach developed in Pavlov and al. [2011], which is rich in relationships with Desbrun and al. [2015] but is well adapted to Euler-Poincaré reduction thanks to its interplay with discrete vector fields as defined in the previous section.

In terms of DEC, our discrete differential forms are a bit more general than cochains on the dual mesh. Indeed, in the traditional chain-cochain approach, on either the primal or dual mesh, chains are defined relatively to a simplicial complex, meaning that each face of a simplex belongs to the complex itself; this requirement is relaxed here. Let \( \mathcal{M} \) be a mesh approximating the fluid domain \( M \), whose cells are denoted by \( C_i \) and their circumcenter by \( \ast C_i \), \( i \in \{1, \ldots, N\} \). We denote by \( C_k(\ast \mathcal{M}) \) the free vector space generated by the oriented \( k \)-simplices of \( \ast \mathcal{M} \). For instance, a 0-simplex is just a circumcenter, a 1-simplex is the segment joining two circumcenters (not necessarily circumcenters of adjacent primal cells), and a 2-simplex is a triangle joining three circumcenters; of which we can take linear combinations that live in \( C_k(\ast \mathcal{M}) \).

**Definition 2.16**: Given a mesh \( \mathcal{M} \) approximating the fluid domain \( M \) with \( N \) cells, a discrete differential form of degree \( k \) (or discrete \( k \)-form) is an element of the linear dual \( C_k(\ast \mathcal{M})^* \), or, alternatively, \( 17 \), an alternating \((k + 1)\)-linear map on \( \mathbb{R}^N \), that is, an element of \( \Lambda^{k+1}(\mathbb{R}^N)^* \). The vector space of discrete \( k \)-forms is denoted by \( \Omega^k_d(\mathcal{M}) \).

Concretely, a discrete 0-form is a vector \( (F_i)_{1 \leq i \leq N} \), a discrete 1-form is a skew-symmetric matrix \( (F_{ij})_{1 \leq i,j \leq N} \), and a discrete 2-form is a completely skew-symmetric tensor \( (F_{ijk})_{1 \leq i,j,k \leq N} \). Note that in the case of a discrete 2-form or 3-form, the indices in the coefficients do not necessarily correspond to adjacent cells; if it the case, they can be interpreted as discrete differential forms in the sense of DEC. For a discrete function \( f \), \( F \) is an approximation of a function \( f \) at the circumcenter \( \ast C_i \) of the cell \( C_i \). For a discrete 1-form \( F \), \( F_i \) is an approximation of the integral of a differential 1-form on the 1-simplex \( [\ast C_i, \ast C_j] \) (akin to a circulation). For a discrete 2-form \( F \), \( F_{ijk} \) is an approximation of the integral of a differential 2-form on the 2-simplex \( [\ast C_i, \ast C_j, \ast C_k] \) (akin to a flux).

We introduce now operators that are the discrete counterparts of operators in the smooth setting.

**Definition 2.17** (Discrete exterior derivative): Let \( \mathcal{M} \) be a mesh approximating the fluid domain \( M \). The discrete exterior operator is the map \( d : \Omega_d^k(\mathcal{M}) \rightarrow \Omega_d^{k+1}(\mathcal{M}) \) defined for any \( F \in \Omega_d^k(\mathcal{M}) \) by

\[
(dF)_{i_0 \ldots i_{k+1}} = \sum_{0 \leq j \leq k} (-1)^j F_{i_0 \ldots i_j \ldots i_{k+1}},
\]

where the hat denotes an omission. In particular, for \( F \in \Omega_d^0(\mathcal{M}) \), \( (dF)_{ij} = F_i - F_j \), and for \( F \in \Omega_d^1(\mathcal{M}) \), \( (dF)_{ijk} = F_{ij} + F_{jk} + F_{ki} \). The differential of an extended discrete function \( F \in \Omega_d^0(\mathcal{M}) \) is defined in a similar manner, except it yields a \((N + 1) \times (N + 1)\) matrix instead of a \( N \times N \) matrix.

We now summarize the construction of the most important operator of Pavlov’s framework: the flat operator \( \flat : \mathcal{S} \rightarrow \Omega_d^1(\mathcal{M}) \); see [Pavlov and al., 2011, Section 3.5] for details. We would like to construct a flat operator \( \flat : \mathcal{S} \rightarrow \Omega_d^1(\mathcal{M}) \) and a pairing \( \langle ., . \rangle : \Omega_d^1(\mathcal{M}) \times \Omega_d^0(\mathcal{M}) \rightarrow \mathbb{R} \) which approximates (as the characteristic size of the mesh decreases) the smooth \( L^2 \) inner product of vector fields \( \int_M u \cdot v \, dx \), with \( u, v \in \mathcal{X}(M) \), and in which the Euclidean metric is used. Such a pairing will be used in forthcoming variational principles, and \( A^p \) will be paired not only with discrete vector fields \( B \in \mathcal{S} \) but also with discrete vector fields of the form \( [B, C] \in [\mathcal{S}, \mathcal{S}] \). Since the coefficient \( [B, C]_{ij} \) may not be zero when \( C_i \) and \( C_j \) are two cells away of each other, the coefficient \( A^p_{ij} \) also may not be zero for such cells, which justifies the generalization which was raised at the beginning of this section. The pairing itself is the \( \Omega \)-weighted Frobenius inner product inherited from \( \mathfrak{g}(\mathbb{N}) \):

\[
\langle L, B \rangle := \text{Tr}(L^T \Omega B) = \sum_{1 \leq i,j \leq N} \Omega_{ij} L_{ij} B_{ij}.
\]

\(18\)It is interesting to compare the approach of Pavlov and al. [2011] with the DEC of Desbrun and al. [2015] because recently a systematic study of the convergence of DEC to smooth exterior calculus has begun, see Schulz and Tsogtgerel [2018].

\(17\)The linear isomorphism is given by \( \Psi : \Lambda^{k+1}(\mathbb{R}^N)^* \rightarrow C_k(\ast \mathcal{M})^* \) defined by \( \langle \Psi(\omega), [\ast C_{i_1}, \ldots, \ast C_{i_k}] \rangle = \omega_{i_1 \ldots i_k} \), where \( [C_{i_1}, \ldots, C_{i_k}] \) denotes the \( k \)-simplex based on the circumcenters \( \ast C_{i_1}, \ldots, \ast C_{i_k} \). In practice we will not make any distinction.

\(18\)We will have variations of the form \( \delta A = \hat{B} - [A, B] \) for the discrete velocity field \( A \).
Definition 2.18 (Discrete flat operator): Let \( \{ \mathcal{M}_h \}_{h > 0} \) be a family of meshes \( \mathcal{M}_h \) approximating the fluid domain \( M \). An operator \( h : S \rightarrow \Omega^1_d(\mathcal{M}_h) \) is called a discrete flat operator if the following conditions are satisfied:

1. For any \( A_h, B_h \in S \) which approximate \( u, v \in X(M) \) in the sense of definition 2.9,
   \[
   \langle A_h, B_h \rangle \rightarrow_{h \to 0} \langle u^k, v \rangle = \int_M u \cdot v \, dx,
   \]

2. For any \( A_h, B_h \in S \) and \( C_h \) which approximate \( u, v \) and \( w \) in \( X(M) \) in the sense of definition 2.9,
   \[
   \langle A_h, [B_h, C_h] \rangle \rightarrow_{h \to 0} \langle u^k, [v, w] \rangle = \int_M u \cdot [v, w] \, dx.
   \]

This last condition can be seen as equivalent to the convergence of the partial discrete vorticity \( dA_h^\circ \) to the smooth vorticity \( du^k \) when \( h \rightarrow 0 \), in a certain sense, see Pavlov and al. [2011, lemma 4].

Let’s fix a mesh \( M \) approximating \( M \), and let \( A \in S \). For \( j \in N(i) \), we define:

\[
A^\circ_{ij} := 2\Omega_{ij}A_{ij}\frac{ \star h_{ij} }{ |h_{ij}| },
\]

where \( h_{ij} \) is the shared edge (in 2D, or face in 3D) between cells \( C_i \) and \( C_j \), and \( \star h_{ij} \) is the dual edge between these cells, that is, the edge in the dual mesh \( *M \) that connects the circumcenters of \( C_i \) and \( C_j \). Indeed, recall from 2.11 that \( 2\Omega_{ij}A_{ij} \) is an approximation of the flux \( \int_{h_{ij}} u \cdot dS \), for instance suppose that \( 2\Omega_{ij}A_{ij} = -u(x_{ij}) \cdot n |h_{ij}| \) with \( x_{ij} \) the barycenter of \( h_{ij} \). Then, with this approximation, \( A^\circ_{ij} = -u(x_{ij}) \cdot n |h_{ij}| \), which is an approximation of the circulation \( \int_{h_{ij}} u \cdot dS \), and therefore \( A^\circ \) is a discrete 1-form as defined before. Then, it can be shown that this definition for \( j \in N(i) \) make \( b \) satisfy the first condition, see Pavlov and al. [2011, section 3.5]. We also need to define \( A^\circ_{ijk} \) in the case where the cells \( C_j \) and \( C_k \) are two cells away from each other; let’s call \( C_i \) the cell they share. Then \( A^\circ_{ijk} \) is defined by the relation

\[
(dA^\circ)_{ijk} = A^\circ_{ij} + A^\circ_{ik} + A^\circ_{kj} = K_{ijk} \omega_A(e_{ijk}),
\]

where the \( K_{ijk} \) are constants to be determined and \( \omega_A(e_{ijk}) \) is the total discrete vorticity around the primal node (in 2D, or edge in 3D)\(^{19} \) shared by the cells \( C_i, C_j \) and \( C_k \). This notion of total discrete vorticity is defined at any primal node \( e \in \mathcal{M} \) by:

\[
\omega_A(e) = \sum_{\star h_{ij} \in \partial(\star e)} s_{ij} A^\circ_{ij},
\]

where \( \star e \) is the dual face to \( e \) in \( \star \mathcal{M} \), and \( s_{ij} = +1 \) if \( \star h_{ij} \) is positively oriented around \( e \), \( s_{ij} = -1 \) otherwise. Therefore, \( \omega_A(e) \) can be considered as an approximation of the circulation of \( u \) around the discrete loop \( \partial(\star e) \) around \( e \); or, according to Stokes theorem, an approximation of the flux of vorticity \( du^k \) through the dual cell \( \star e \).

Remark 2.19: So far we have introduced two notions of discrete vorticity associated to a discrete vector field \( A \in S \): the partial discrete vorticity \( dA^\circ \) and the total discrete vorticity \( \omega_A \). As just explained, \( \omega_A \) can be thought as the vorticity flux through a dual cell. In contrast to \( \omega_A(e_{ijk}) \), the relation (2.3) tells us that \( (dA^\circ)_{ijk} \) only represents a fraction of this flux. More precisely, it can be thought as an approximation of the flux of vorticity through the simplex based on the triplet of adjacent cells \( C_i, C_j \) and \( C_k \), with \( C_j \) and \( C_k \) two cells away of each other; hence the name. See figure 6.

The constants \( K_{ijk} \) are computed such that the second condition for the flat operator is satisfied:

\[
K_{ijk} = s_{ijk} \frac{|e_{ijk} \cap C_i|}{|e_{ijk}|} \text{ in 2D, } K_{ijk} = \frac{8}{3} s_{ijk} \frac{|e_{ijk} \cap C_i|}{|e_{ijk}|} \text{ in 3D},
\]

where \( s_{ijk} = +1 \) if the triplet of cells \( C_i, C_j \) and \( C_k \) is positively oriented around \( e_{ijk} \), and \( s_{ijk} = -1 \) otherwise; see Pavlov [2009, section 2.2.5] and Pavlov and al. [2011, section 3.5].

Now that we recalled the definition of the flat operator, we can define its inverse the sharp operator \( \sharp : \Omega^1_d(\mathcal{M}) \rightarrow S \).

\(^{19}\text{This way the discrete vorticity could be seen as a dual discrete function.}\)
The total vorticity is \( \omega_A(e) = A_{21}^e + A_{16}^e + A_{65}^e + A_{24}^e + A_{43}^e + A_{32}^e \) which is an approximation of \(- \int_{\partial(e)} u^e \), whereas the partial vorticity (\( dA^e \)) is an approximation of \(- \int_{[C_6,C_5,C_1]} du^e \), which is a part of the total vorticity. The signs come from those in the proposition 2.11.

**Definition 2.20:** Let \( M \) be a mesh approximating the fluid domain \( M \). The sharp operator \( \sharp : \Omega^1_d(M) \to S \) is defined for any \( Z \in \Omega^1_d(M) \) by:

\[
\forall j \in N(i), j \neq i, \quad Z^\sharp_{ij} := \frac{|h_{ij}|^2}{2|\star h_{ij}|} Z_{ij},
\]

where as usual \( h_{ij} \) is the shared edge (in 2D, or face in 3D) between cells \( C_i \) and \( C_j \), and \( \star h_{ij} \) is the dual edge between these cells; and \( Z^\sharp_i = - \sum_{j \in N(i), j \neq i} Z^\sharp_{ij} \) thus enforcing that \( Z^\sharp \in S \). This definition is easily extended to the case of the differential of an extended function.

Thanks to this sharp operator we can define a discrete Laplace-Beltrami operator acting on discrete functions. Interestingly, this operator corresponds to the Laplace-Beltrami operator found in Desbrun and al. [2015, section 9].

**Definition 2.21** (Discrete Laplace-Beltrami operator): Let \( M \) be a mesh approximating the fluid domain \( M \) and \( F \in \Omega^0_d(M) \). The Laplacian of \( F \) is the discrete function \( \Delta F = \text{div}(dF) \in \Omega^0_d(M) \); that is, for any \( i \in \{1, \ldots, N+1\} \) by:

\[
(\Delta F)_i = \frac{1}{\Omega_{ii}} \sum_{j \in N(i)} (F_i - F_j) \frac{|h_{ij}|}{|\star h_{ij}|},
\]

where \( h_{ij} \) is the shared edge between the cells \( C_i \) and \( C_j \) whereas \( \star h_{ij} \) denotes the dual edge.

We continue by defining a discrete analogue of the Hodge-De Rham Laplacian of a differential 1-form.

**Definition 2.22** (Discrete Hodge-De Rham operator for discrete 1-forms): Let \( M \) be a mesh approximating the fluid domain \( M \) and \( A \in S \). First, we define \( \Lambda(A^e) \in \Omega^1_d(M) \) for any \( j \in N(i) \) by:

\[
\Lambda(A^e)_{ij} = \frac{1}{2} \left[ \omega_A(e^+_{ij}) |\star e^+_{ij}| - \omega_A(e^-_{ij}) |\star e^-_{ij}| \right] \frac{|h_{ij}|}{|\star h_{ij}|},
\]

where \( e^+_{ij} \) is the extremity of \( h_{ij} \) such that the pair \( C_i, C_j \) is positively oriented around \( e^+_{ij} \), and negatively oriented around \( e^-_{ij} \) (see figure 7). Then we define the Laplacian \( \Delta A^e \in \Omega^1_d(M) \) of the discrete 1-form \( A^e \) by:

\[
\Delta(A^e) = d(\text{div} A) - \Lambda(A^e).
\]
Figure 7: The primal nodes $e_{ij}^\pm$ appearing in the definition of $\Lambda(A^\#)$, and the cells $C_i^\pm$ and $C_j^\pm$ appearing in the discrete Lie derivative $P(\Omega^{-1}[A^T, \Omega L])_{ij}$ in section 2.1.6.

Note that this definition is similar to the one given for the vector Laplacian in calculus. This Laplacian operator will appear as we derive the Euler-Lagrange equations associated to the variational principle for the spatially discretized Navier-Stokes-Fourier system; it will be associated to viscosity like in the smooth case.

We finish this section by a lemma which is the discrete analogue of the smooth identity $\langle f, \text{div} \ u \rangle = \sum_{i=1}^{N} (F_i - F_j) \Omega_{jj} A_{ji} = \sum_{i=1}^{N} \Omega_{ii} (F_i \cdot A)_{i}$, for any $u \in \mathcal{X}(\mathcal{M})$ tangent to the boundary, with on the left the $L^2$ inner product of smooth functions on $\mathcal{M}$ and on the right the $L^2$ inner product of smooth vector fields on $\mathcal{M}$. In the case where $u$ is not tangent to the boundary, the lemma gives the discrete analogue of the familiar calculus identity $\int_M f \text{div} \ u \ dx = \int_{\partial \mathcal{M}} f \ u \cdot dS - \int_M d(f(u)) \ dx$.

**Lemma 2.23:** Let $\mathcal{M}$ be a mesh approximating the fluid domain $\mathcal{M}$ and $A \in \mathcal{V}$. Then for any discrete function $F \in \Omega^0(\mathcal{M})$ we have:

$$\langle F, \text{div} A \rangle_0 = \sum_{i=1}^{N} \Omega_{ii} (F_i \cdot A)_{i}.$$

In the case where $A \in \mathcal{V}$, we have for any extended discrete function $F \in \Omega^0(\mathcal{M})$:

$$\langle F, \text{div} A \rangle_0 = \sum_{i=1}^{N} \Omega_{ii} (F_i \cdot A)_{i} + \sum_{i=1}^{N} \Omega_{ii} \frac{F_i + F_i}{2} A_{i}.$$  

**Proof:** Thanks to the compressibility constraint (2.1) and the discrete divergence theorem, the left hand side equals

$$\sum_{i=1}^{N} 2\Omega_{ii} A_{ij} F_i = \sum_{1 \leq i, j \leq N} (\Omega_{ii} A_{ij} + \Omega_{jj} A_{ji}) F_i = \sum_{1 \leq i, j \leq N} \Omega_{ij} A_{ji} F_i,$$

whereas the term in the middle equals

$$\text{Tr} \left( (-dF)^T \Omega A \right) = \sum_{1 \leq i, j \leq N} (F_i - F_j) \Omega_{jj} A_{ji} = \sum_{1 \leq i, j \leq N} F_i \Omega_{jj} A_{ji},$$

and the right hand side reads

$$\sum_{i=1}^{N} \Omega_{ii} (AF)_{i} = \sum_{1 \leq i, j \leq N} \Omega_{ii} A_{ij} F_j.$$
In the case $A \in \overline{\mathcal{V}}$ we have

$$
\langle F, \text{div} \, A \rangle_{0} = \sum_{1 \leq i,j \leq N} (\Omega_{ii}A_{ij} + \Omega_{jj}A_{ji})F_{i} = \sum_{1 \leq i,j \leq N} \Omega_{ij}A_{ji}F_{i} - \sum_{i=1}^{N} \Omega_{ii}F_{i}A_{i}^{0},
$$

while

$$
-N \sum_{i=1}^{N} \Omega_{ii}(F \cdot A)_{i} = \sum_{1 \leq i,j \leq N} \Omega_{ij}A_{ji}F_{i} + \sum_{i=1}^{N} \Omega_{ii}A_{i}F_{\partial},
$$

and these expressions combine to give the result. 

\[\square\]

2.1.4 Discrete momenta

In the smooth case, the physical momenta are given by $\mathfrak{X}(M)^{*} \cong \Omega^{1}(M) \otimes \text{Den}(M)$, or by $\Omega^{1}(M)$ if a volume form is fixed. In the discrete case, the physical momenta are not given by $\mathfrak{d}(\mathbb{M})^{*}$, where $\mathbb{M}$ is a mesh approximating $M$, essentially because the physical velocity field has to satisfy in addition the compressibility constraint $\mathcal{V}$ as we have seen before. Therefore, in the discrete case, the discrete momenta are given by $\mathcal{V}^{*}$, which we compute now.

**Proposition 2.24** (Discrete momenta, Bauer and Gay-Balmaz [2018, section 2]): Let $\mathbb{M}$ be a mesh approximating the fluid domain $M$. Then we have:

1. $\mathfrak{d}(\mathbb{M})^{*} \cong \{ L \in \mathfrak{gl}(N) : \text{diag} \, L = 0 \}$,
2. $\mathcal{V}^{*} \cong \Omega^{1}_{d}(\mathbb{M}) \subset \mathfrak{gl}(N)$.

**Proof:** For the first point, the question can be reduced to $\mathfrak{gl}(N)$ equipped with its unweighted Frobenius product by considering $\Omega(\mathbb{M})$ instead of $\mathfrak{d}(\mathbb{M})$. We need to compute $[\Omega(\mathbb{M})]^{\perp}$. Observe that all matrices $L \in \mathfrak{gl}(N)$ such that $L_{ij} = \hat{L}_{ij} := L_{ii}$ for all $i, j \in \{1, \ldots, N\}$ are in $[\Omega(\mathbb{M})]^{\perp}$. Moreover, the dimension of this linear subspace is $N$ whereas the codimension of $\Omega(\mathbb{M})$ in $\mathfrak{gl}(N)$ is $N$ according to its definition by linear equations, therefore we obtain $\mathfrak{d}(\mathbb{M})^{*} = \{ L \in \mathfrak{gl}(N) : L = \hat{L} \}$. Consequently the Frobenius product $\langle \cdot, \cdot \rangle : \mathfrak{gl}(N)/\mathfrak{d}(\mathbb{M})^{*} \times \mathfrak{d}(\mathbb{M}) \to \mathbb{R}$ is non-degenerate and $\mathfrak{d}(\mathbb{M})^{*} \cong \mathfrak{gl}(N)/\mathfrak{d}(\mathbb{M})^{*}$. This quotient is isomorphic to $\{ L \in \mathfrak{gl}(N) : \text{diag} \, L = 0 \}$, the isomorphism being given by the map $Q : \mathfrak{gl}(N) \to \{ L \in \mathfrak{gl}(N) : \text{diag} \, L = 0 \}$, $L \mapsto L - \hat{L}$, whose kernel is exactly $\text{ker} \, Q = \mathfrak{d}(\mathbb{M})^{*}$.

For the second point, we consider $\mathfrak{d}(\mathbb{M})^{*}$ as a linear subspace of $\mathfrak{gl}(N)$ in accordance with the first point. We need to compute $\mathcal{V}^{\perp}$. Take $L \in \mathfrak{d}(\mathbb{M})^{*}$ symmetric and $B \in \mathcal{V}$. Then we have for some diagonal matrix $D$:

$$
\langle L, B \rangle = \text{Tr}(L \Omega B) = - \text{Tr}(L(\Omega B)^{T}) + \text{Tr}(LD) = - \text{Tr}(B^{T}\Omega L) = - \langle B, L \rangle.
$$

Therefore, $\{ L \in \mathfrak{d}(\mathbb{M})^{*} : L^{T} = L \} \subset \mathcal{V}^{*}$. Also the dimension of this linear subspace is equal to $\dim \mathfrak{d}(\mathbb{M})^{*} - \dim \mathcal{V}$, so $\mathcal{V}^{\perp}$ is the space of symmetric $N \times N$ matrices with zero diagonal. Then $\mathcal{V}^{*} \cong \mathfrak{gl}(N)^{*}/\mathcal{V}^{\perp} \cong \Omega^{1}_{d}(\mathbb{M})$, where the isomorphism is given by the map $P : \mathfrak{d}(\mathbb{M})^{*} \to \Omega^{1}_{d}(\mathbb{M})$, $L \mapsto \text{skew}(L - \hat{L})$, whose kernel is seen to be $\text{ker} \, P = \mathcal{V}^{\perp}$. 

\[\square\]

The following result immediately follows from the previous proposition and its proof. Its importance will emerge as we derive the material and spatial semi-discrete variational principles for the Navier-Stokes-Fourier system, and beyond.

**Corollary 2.25:** Let $\mathbb{M}$ be a mesh approximating the fluid domain $M$. Then:

1. $\langle L, B \rangle = 0$ for all $B \in \mathfrak{d}(\mathbb{M})$ is equivalent to $Q(L) = 0$, where $Q : \mathfrak{gl}(N) \to \mathfrak{d}(\mathbb{M})^{*}$ is the map $L \mapsto L - \hat{L}$;
2. $\langle L, B \rangle = 0$ for all $B \in \mathcal{V}$ is equivalent to $P(L) = 0$, where $P : \mathfrak{gl}(N) \to \mathcal{V}^{*}$ is the map $L \mapsto \text{skew}(L - \hat{L})$.

**Remark 2.26:** In the incompressible case we have $\mathfrak{d}_{\text{vol}}(\mathbb{M})^{*} \cong \Omega^{1}_{d}(\mathbb{M})$ (the space of discrete gradients) and $\mathfrak{d}(\mathbb{M})^{*} \cong \Omega^{1}_{d}(\mathbb{M})/\mathfrak{d}_{\text{vol}}(\mathbb{M})^{*}$. Consequently, in this case, $\langle L, B \rangle = 0$ for all $B \in \mathfrak{d}_{\text{vol}}(\mathbb{M})$ is equivalent to $R(L) = 0$ with $R : \mathfrak{gl}(N) \to \mathfrak{d}_{\text{vol}}(\mathbb{M})^{*}$, $L \mapsto [\text{skew} \, L]$, that is, $L = dP$ for some $P \in \Omega^{1}_{d}(\mathbb{M})$; see Gawlik and al. [2011, section 1].
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Lemma 2.27: Let $\mathcal{M}$ be a mesh approximating the fluid domain $M$. Then for any $L \in \mathfrak{gl}(N)$ and $A \in \mathcal{V}$ we have $\langle L, A \rangle = \langle P(L), A \rangle$.

Proof: Using the compressibility constraint (2.1) and the discrete divergence theorem $A \cdot 1 = 0$ we compute:

$$\langle P(L), A \rangle = \frac{1}{2} \sum_{1 \leq i,j \leq N} \Omega_{ii} L_{ij} A_{ij} - \frac{1}{2} \sum_{1 \leq i,j \leq N} \Omega_{ii} L_{ji} A_{ij} - \frac{1}{2} \sum_{1 \leq i,j \leq N} \Omega_{ii} L_{jj} A_{ij}$$

$$= \sum_{1 \leq i,j \leq N} \Omega_{ii} L_{ij} A_{ij} - \sum_{1 \leq i,j \leq N} \Omega_{ii} L_{ji} A_{ij} + \frac{1}{2} \sum_{1 \leq i,j \leq N} \Omega_{ii} L_{jj} A_{ij}$$

$$= \langle L, A \rangle - \sum_{i=1}^{N} \Omega_{ii} L_{ii} A_{ii} - \frac{1}{2} \sum_{1 \leq i,j \leq N} \Omega_{jj} L_{jj} A_{ij} + \sum_{1 \leq i,j \leq N} \Omega_{ii} L_{jj} A_{ii} \delta_{ij}$$

$$= \langle L, A \rangle.$$

\[\square\]

2.1.5 Densities

In this section we define discrete densities, which will be used as a discrete counterpart for the mass density $\rho$ and entropy density $s$ of the fluid that were introduced in section 1.3.

Definition 2.28 (Discrete density): Let $\mathcal{M}$ be a mesh approximating the fluid domain $M$. A discrete density on $\mathcal{M}$ is an element of $\mathbb{R}^N$, in a similar way to discrete functions. We will denote the vector space of discrete densities by $\text{Den}_d(\mathcal{M})$, which is in duality with $\Omega^0_d(\mathcal{M})$ by the inner product $\langle \cdot, \cdot \rangle_0$ defined in definition 2.2.

Remember that discrete diffeomorphisms $\text{Diff}(\mathcal{M})$ act linearly on the right of discrete functions $\Omega^0_d(\mathcal{M})$ by $F \cdot q = q^{-1}F$. Therefore there is a dual linear action of $\text{Diff}(\mathcal{M})$ on $\text{Den}_d(\mathcal{M})$ relatively to $\langle \cdot, \cdot \rangle_0$ and defined by $\langle D \cdot q, F \rangle_0 = \langle D, F \cdot q^{-1} \rangle_0$, for any $D \in \text{Den}_d(\mathcal{M})$ and $F \in \Omega^0_d(\mathcal{M})$. We can compute explicitly that:

$$D \cdot q = \Omega^{-1} q^T \Omega D,$$

and we can also compute the infinitesimal action of $\mathfrak{d}(\mathcal{M})$ on the right of $\text{Den}_d(\mathcal{M})$ as well, which is given for any $A \in \mathfrak{d}(\mathcal{M})$ and $D \in \text{Den}_d(\mathcal{M})$ by:

$$D \cdot A = \Omega^{-1} A^T \Omega D.$$

This action satisfies the relation $\langle D \cdot A, F \rangle_0 = -\langle D, F \cdot A \rangle_0$ for all $A \in \mathfrak{d}(\mathcal{M})$, $D \in \text{Den}_d(\mathcal{M})$ and $F \in \Omega^0_d(\mathcal{M})$.

The following lemma can be understood as the discrete analogue in $\text{Den}_d(\mathcal{M})$ of the relation $\text{div}(\mathbf{u}) \, dx = \rho \text{div} \mathbf{u} \, dx + d\rho(\mathbf{u}) \, dx$ in $\text{Den}(M)$.

Lemma 2.29: Let $\mathcal{M}$ be a mesh approximating the fluid domain $M$. Then for any $A \in \mathcal{V}$ and $D \in \text{Den}_d(\mathcal{M})$ we have for any $i \in \{1, \ldots, N\}$:

$$(D \cdot A)_i = (\text{div} A)_i D_i + (D \cdot A)_i = 2A_{ii} D_i - \sum_{j=1}^{N} A_{ij} D_j,$$

where in $D \cdot A$, $D$ is viewed as an element of $\Omega^0_d(\mathcal{M})$\textsuperscript{20}.

Proof: Because $A$ satisfies the compressibility constraint (2.1), we compute that:

$$\langle D \cdot A \rangle_i = \sum_{j=1}^{N} \Omega_{ii}^{-1} A_{jj} \Omega_{jj} D_j = \sum_{j=1}^{N} (2A_{ii} \delta_{ij} - A_{ij}) D_j = 2A_{ii} D_i - \sum_{j=1}^{N} A_{ij} D_j.$$

\[\square\]

\textsuperscript{20}As vector spaces $\text{Den}_d(\mathcal{M})$ and $\Omega^0_d(\mathcal{M})$ are identical, but not as $\mathcal{D}(\mathcal{M})$-spaces. The same can be said in the smooth case: once a measure has been fixed, one can identify densities as functions, but $\text{Diff}(\mathcal{M})$ acts differently on each of them.
The following lemma is the discrete analogue of \( \int_M \text{div} (\rho u) \, dx = 0 \), for any \( u \in X(M) \) which is tangent to the boundary.

**Lemma 2.30:** Let \( M \) be a mesh approximating the fluid domain \( M \). Then for any \( A \in V \) and \( D \in \text{Den}_d(M) \) we have:

\[
\sum_{i=1}^{N} \Omega_i (D \cdot A)_i = 0.
\]

**Proof:** Using the previous lemma, the compressibility constraint (2.1), and the discrete divergence theorem, we compute:

\[
\sum_{i=1}^{N} \Omega_i (D \cdot A)_i = \sum_{1 \leq i, j \leq N} 2 \Omega_{ij} A_{ii} D_i \delta_{ij} - \sum_{1 \leq i, j \leq N} \Omega_{ii} A_{ij} D_{jj} = \sum_{1 \leq i, j \leq N} \Omega_{ij} A_{ij} D_{jj} = 0.
\]

We conclude this section with a lemma that will be useful when we will derive the Euler-Lagrange equations from the forthcoming variational principle.

**Lemma 2.31:** Let \( M \) be a mesh approximating the fluid domain \( M \). Then for any \( F \in \Omega_0^0(M) \), \( D \in \text{Den}(M) \) and \( A \in \Omega(M) \) we have:

\[
\langle F, D \cdot A \rangle_0 = \langle DF^T, A \rangle.
\]

**Proof:** The left hand side is equal to:

\[
\langle D, AF \rangle_0 = D^T \Omega AF = \sum_{1 \leq i, j \leq N} D_i \Omega_{ij} A_{ij} F_j,
\]

whereas the right hand side is equal to:

\[
\text{Tr}(FD^T \Omega A) = \sum_{1 \leq i, j \leq N} (FD^T)_{ij} (\Omega A)_{ji} = \sum_{1 \leq i, j \leq N} F_i D_j \Omega_{ij} A_{ji}.
\]

**Remark 2.32:** We have a similar identity when considering the action of \( \Omega(M) \) on discrete functions. For any \( F \in \Omega_0^0(M) \), \( D \in \text{Den}(M) \) and \( A \in \Omega(M) \), we have \( \langle D, F : A \rangle_0 = -\langle DF^T, A \rangle \).

**Remark 2.33:** The pairing \( \langle L, B \rangle = \text{Tr}(L^T \Omega B) \) introduced before can also be given a wider interpretation using discrete densities. Indeed, the diagonal matrix \( \Omega \) can be seen as a discrete density and \( \Omega B \) as the discrete analogue of \( v \otimes \rho \, dx \). More generally, the discrete analogue of a 1-form density \( v \otimes \rho \, dx \) is \( DB \), where \( D \) is a discrete density regarded as a diagonal matrix and \( B \) a discrete vector field. The pairing \( \langle \cdot, \cdot \rangle \) is therefore the discrete analogue of the pairing (1.7).

### 2.1.6 Lie derivatives

As we have already seen in section 1.1.1, the adjoint representation of \( X(M) \) is given by \( \text{ad}_A v = -[u, v] = -L_u v \), and its adjoint \( \text{ad}^*_A : X(M)^* \to X(M)^* \), with respect to the pairing between vector fields and 1-form densities, is given by \( \text{ad}^*_A (\alpha \otimes \mu) = L_u (\alpha \otimes \mu) \). We can do the same at the discrete level to obtain discrete Lie derivatives of discrete momenta.

On \( \Omega(M) \), the adjoint action is given by \( \text{ad}_A B = [A, B] \) and we compute easily that its adjoint \( \text{ad}^*_A : \Omega(M)^* \to \Omega(M)^* \) with respect to the pairing \( \langle \cdot, \cdot \rangle \) is given for any \( L \in \Omega(M)^* \) by:

\[
\text{ad}^*_A L = Q (\Omega^{-1} [A^T, \Omega L])=
\]

**Remark 2.34:** In the incompressible case, we have in a similar way that the operator \( \text{ad}^*_A : \Omega_{vol}(M)^* \to \Omega_{vol}(M)^* \) is given by \( \text{ad}^*_A L = R (\Omega^{-1} [A^T, \Omega L]) = \Omega^{-1} [A^T, \Omega L] \).
Recall that the operator $\text{ad}_A^*$ is defined by $\langle \text{ad}_A^* L, B \rangle = \langle L, \text{ad}_A B \rangle$, for any $L \in \mathfrak{d}(M)^*$ and $B \in \mathfrak{d}(M)$. However, because of the nonholonomic compressibility constraint, in the variational principle to come we will only have that $B \in \mathcal{V}$. Therefore, the operator that we need to understand is $P(\Omega^{-1}[A^T, \Omega L]) = \text{skew ad}_A^*$, which is the subject of the following proposition.

**Proposition 2.35** ([Bauer and Gay-Balmaz, 2018, lemma 3.1]): Let $M$ be a mesh approximating the fluid domain $M$ and let $A \in \mathfrak{d}(M)$, $D \in \text{Den}_d(M)$ and $B \in \mathcal{S}$. Define $L \in \mathfrak{d}(M)^*$ by $L_{ij} = D_i B^j_{ij}$ for all $i, j \in \{1, \ldots, N\}$. Then we have:

$$P[\Omega^{-1}[A^T, \Omega L]]_{ij} = \omega_B(e^+_{ij}) (K^i_j D_{ji}^T A_{1i} + K^j_i D_{ij} A_{1j}) - \omega_B(e^-_{ij}) (K^i_j D_{ji} A_{1i} - K^j_i D_{ij} A_{1j})$$

$$+ \bar{D}_{ij} \left( \sum_{k \in \mathcal{N}(i)} A_{ik} B^k_{ij} - \sum_{k \in \mathcal{N}(j)} A_{jk} B^k_{ij} \right) - \bar{D} \bullet A_{ij} B^0,$$

where $\bar{D}_{ij} = \frac{1}{2}(D_i + D_j)$, and $K^\pm = \frac{\|e^\pm_i\|_{\mathcal{C}_0}}{\|e^\pm_i\|}$, and the other notations are explained in figure 7.

Using Cartan’s formula $L_u = i_u d + d i_u$, the formula of the previous proposition can be considered as the discrete analogue of the following smooth formula in Den$(M)$, which motivates the forthcoming definition:

$$L_u(v^\ast \otimes \rho \, dx) = (i_u dv^\ast + d(v^\ast, u)) \otimes \rho \, dx + v^\ast \otimes \text{div}(\rho u) \, dx.$$

**Definition 2.36** (Lie derivative of a 1-form density): Let $M$ be a mesh approximating the fluid domain $M$. Let $A \in \mathfrak{d}(M)$, $D \in \text{Den}_d(M)$ and $B \in \mathcal{S}$. We will denote by $L_A(DB^0)_{ij} = P[\Omega^{-1}[A^T, \Omega L]]_{ij}$, where $L \in \mathfrak{d}(M)^*$ is defined by $L_{ij} = D_i B^0_{ij}$ for all $i, j \in \{1, \ldots, N\}$ (or $D$ is viewed as a diagonal matrix). Then $L_A(DB^0) \in \mathfrak{d}(M)^*$ is called the Lie derivative of the 1-form density $L$.

**Remark 2.37:** These Lie derivatives admit an other algebraic description akin to the Cartan formula in differential geometry. Following Pavlov and al. [2011], define for a discrete 1-form $F \in \Omega^1_d(M)$ the interior product $i_A F \in \Omega^0_d(M)$ by a discrete vector field $A \in \mathfrak{d}(M)$ as:

$$(i_A F)_i := (AF^T)_i = (FA^T)_i,$$

as well as the interior product $i_A F \in \Omega^2_d(M)$ of a discrete 2-form $F \in \Omega^2_d(M)$ by a discrete vector field $A \in \mathfrak{d}(M)$ as:

$$(i_A F)_{ij} = \sum_k (F_{ikj} A_{ik} - F_{jki} A_{jk}).$$

Then the Lie derivative $L_A F \in \Omega^1_d(M)$ of a discrete 1-form $F \in \Omega^1_d(M)$ is defined by $L_A = -(i_A d + d i_A)$. Consequently we obtain the following expression:

$$(L_A F)_{ij} = -(i_A dF)_{ij} + (d i_A F)_{ij}$$

$$= - \sum_k (F_{ikj} + F_{kji} A_{ik}) + \sum_k (F_{ijk} + F_{jki}) A_{jk} - (FA^T)_{jjj} = - \left[(AF - (FA^T)_iight]_{ij}$$

$$= -(AF + FA^T)_{ij}.$$
Table 1: Comparison of smooth objects and their discrete counterparts.

| Smooth Object on $M$ | Discrete Counterpart on $M$ |
|----------------------|-----------------------------|
| Function             | $f \in \mathcal{C}^\infty(M)$ | $\hat{f} \in \Omega^0_M(M)$ |
| Global pairing of functions | $\langle f, g \rangle = \int_M fg \, dx$ | $\langle F, G \rangle = \text{Tr}(F^T \Omega G)$ |
| Density              | $\rho \, dx \in \text{Den}(M)$ | $\hat{D} \in \text{Den}_M(M)$ |
| Diffeomorphism       | $\varphi \in \text{Diff}(M)$ | $q \in \mathcal{D}(M)$ |
| Vector field         | $\mathbf{u} = \varphi \circ \varphi^{-1} \in \mathfrak{X}(M)$ | $A = \hat{q}^{-1} \in \mathfrak{o}(M)$ |
| Divergence theorem   | $\int_{\partial C} \mathbf{u} \, dx = \int_{\partial C} \mathbf{u} \cdot d\mathbf{S}$ | $A \cdot 1 = 0$ |
| Global pairing of vector fields | $\langle \mathbf{u}^t, \mathbf{v} \rangle = \int_M \mathbf{u} \cdot \mathbf{v} \, dx$ | $\langle A^t, B \rangle = \text{Tr}((A^t)^T \Omega B)$ |
| Group action on functions | $f \mapsto f \circ \varphi$ | $F \mapsto \hat{F} \cdot \hat{q} = q^{-1}F$ |
| Group action on densities | $\rho \, dx \mapsto (\rho \circ \varphi) J_\varphi \, dx$ | $D \mapsto D \circ \hat{A} = \Omega^{-1} A^T \Omega D$ |
| Lie algebra action on functions | $f \mapsto df(u)$ | $F \mapsto F \circ \hat{A} = -AF$ |
| Lie algebra action on densities | $\rho \, dx \mapsto \text{div}(\rho \mathbf{u}) \, dx$ | $D \mapsto D \circ \hat{A} = \Omega^{-1} A^T \Omega D$ |
| Lie derivative of a 1-form | $\alpha \mapsto L_u \alpha$ | $L \mapsto \hat{P}(\Omega^{-1}[A^T, \Omega L])$ |
| Lie derivative of a 1-form density | $\alpha \otimes \rho \, dx \mapsto L_u(\alpha \otimes \rho \, dx)$ | $L_{ij} = D_i B_{ij} \mapsto \hat{P}(\Omega^{-1}[A^T, \Omega L])$ |

2.2 Discretization of the phenomenological and variational constraints

The presence of a gradient (or more generally of a covariant derivative) in both the phenomenological and variational constraints seems to prevent a discretization according to the discrete framework presented in section 2.1. Nevertheless, the phenomenological constraint, and hence the associated variational constraint, can be recast into constraints that are amenable to discretization in terms of the discrete exterior calculus developed so far, which is the subject of this section. The difficult point is the discretization of the quantity $\sigma^{tr}: \nabla \mathbf{v}$, and more precisely of $\text{Def} \mathbf{u} : \text{Def} \mathbf{v}$, for any vector fields $\mathbf{u}, \mathbf{v} \in \mathfrak{X}(M)$, where $\text{Def} \mathbf{u} = \frac{1}{2} (\nabla \mathbf{u} + \nabla \mathbf{u}^T)$, the so-called linear strain tensor in continuum mechanics.

**Lemma 2.38:** For any vector fields $\mathbf{u}, \mathbf{v} \in \mathfrak{X}(M)$ we have:

$$\text{Def} \mathbf{u} : \text{Def} \mathbf{v} = \text{div} \mathbf{u} \text{div} \mathbf{v} + \frac{1}{2} \text{curl} \mathbf{u} \cdot \text{curl} \mathbf{v} + \text{div} \left[ \nabla \mathbf{v} \mathbf{u} - (\text{div} \mathbf{u}) \mathbf{v} \right].$$

**Proof:** Recall that for any 2-tensor $\mathbf{T}$ and vector field $\mathbf{v}$ we have the identity $\text{div}(i_v \mathbf{T}) = i_v \text{div} \mathbf{T} + \mathbf{T} : \nabla \mathbf{v}$. In particular, for $\mathbf{T} = \text{Def} \mathbf{u}$ which is symmetric, we have:

$$\text{Def} \mathbf{u} : \text{Def} \mathbf{v} = \text{div} (i_v \text{Def} \mathbf{u}) - i_v \text{div} \text{Def} \mathbf{u}.$$ 

We compute each term separately. Firstly we get:

$$i_v \text{Def} \mathbf{u} = \nabla_v \mathbf{u} + \frac{1}{2} (\nabla \mathbf{u}^T - \nabla \mathbf{u}) \cdot \mathbf{v} = \nabla_v \mathbf{u} - \frac{1}{2} (\text{curl} \mathbf{u}) \times \mathbf{v}.$$

Secondly we have:

$$\text{div} \text{Def} \mathbf{u} = \frac{1}{2} \Delta \mathbf{u} + \frac{1}{2} \nabla \text{div} \mathbf{u} = \nabla \text{div} \mathbf{u} - \frac{1}{2} \text{curl} \text{curl} \mathbf{u},$$

and owing to the fact that $\text{curl} \text{curl} \mathbf{u} \cdot \mathbf{v} = \text{curl} \mathbf{u} \cdot \text{curl} \mathbf{v} + \text{div} \left[ (\text{curl} \mathbf{u}) \times \mathbf{v} \right]$, we obtain that

$$i_v \text{div} \text{Def} \mathbf{u} = - \text{div} \mathbf{u} \text{div} \mathbf{v} - \frac{1}{2} \text{curl} \mathbf{u} \cdot \text{curl} \mathbf{v} + \text{div} \left[ (\text{div} \mathbf{u}) \mathbf{v} - \frac{1}{2} (\text{curl} \mathbf{u}) \times \mathbf{v} \right].$$

Combining the terms together, we finally obtain the desired result. \hfill \Box

**Corollary 2.39:** For any vector field $\mathbf{u} \in \mathfrak{X}(M)$ we have:

$$\text{Def} \mathbf{u} : \text{Def} \mathbf{u} = (\text{div} \mathbf{u})^2 + \frac{1}{2} \| \text{curl} \mathbf{u} \|^2 + \text{div} \left[ \left( L_u \mathbf{u} - \frac{1}{2} d \| \mathbf{u} \|^2 \right) \hat{\nu} - (\text{div} \mathbf{u}) \mathbf{u} \right].$$
Figure 8: The geometric shape, drawn in red, determined by the intersection of \( \star e_{ijk} \) and \( C_i \) is called the kite associated to \( e = e_{ijk} \) and \( C_i \). Alternatively, in terms of primal cells, such a kite is determined by a triplet \((i, j, k)\) of adjacent cells \( C_i, C_j \) and \( C_k \). Note however that the triplet \((i, j, k)\) and \((i, k, j)\) determine the same geometric kite, albeit changing its orientation. Observe also how kites partition \( \mathbb{M} \).

**Proof:** This directly follows from the previous lemma and the fact that \((\nabla_u u)^\flat = L_u u^\flat - \frac{1}{2} d\|u\|^2\).

Before giving the full discretization of the variational principles 1.2 and 1.3, we need to figure out a proper discretization of the phenomenological constraint and its associated variational constraint. We will begin with the variational constraint (1.17) in the spatial formalism, and its associated variational constraint (1.18). As we have just seen, an important part of this constraint reads:

\[
\text{Def } u : \text{Def } v = \text{div } u \text{ div } v + \frac{1}{2} \text{curl } u \cdot \text{curl } v + \text{div } [\nabla_v u - (\text{div } u) v],
\]

for any vector field \( u \) and \( v \in X(M) \). Each term on the right-hand side can be discretized within the framework developed in 2.1 at a cell \( C_i \) of a mesh \( M \) approximating the fluid domain \( \mathbb{M} \), except for the term \( \text{curl } u \cdot \text{curl } v \) that we are going to address now. Indeed, as the covariant derivative \( \nabla_v u \) sits inside a divergence term, any discretization of it can be used since anyway it will vanish when deriving later the discrete Euler-Lagrange equations, thanks to lemma 2.13 (in that case \( v \) needs to be zero on the boundary such that by locality of the covariant derivative we have \( \nabla_v u = 0 \); we will assume that a discretization having a similar property exists).

For that matter, we first need to understand how to discretize \( \int_M \text{curl } u \cdot \text{curl } v \). Note that in 2D this integral equals \( \int_M \omega_u \omega_v d\mathbf{x} \) where \( \omega_u \) is the function defined by \( du^\flat = \omega_u d\mathbf{x} \wedge d\mathbf{y} \), whereas in 3D this integral equals \( \int_M du^\flat \wedge \star dv^\flat \). We first discretize \( \omega_u \) into \( \omega_A \), where \( A \) is a discrete vector field approximating \( u \) (see 2.4). Next, we observe that the mesh \( M \) can be partitioned into kites, which are the geometric shapes determined by the intersection between a dual cell \( \star e \) associated to a primal node \( e \), and a primal cell \( C_i \). Alternatively, such a kite is determined by a triplet of adjacent cells \( C_i, C_j \) and \( C_k \); see figure 8.

Using this partition of \( \mathbb{M} \) and noting that the value of the discrete vorticity on a kite corresponds to its value on the dual cell it belongs to, we can approximate our integral as follows:

\[
\int_M \omega_u \omega_v d\mathbf{x} \approx \sum_{\text{kite } \kappa} \omega_A(e_{\kappa}) \omega_B(e_{\kappa}) |\star e_{\kappa} \cap C_{\kappa}|
=
\sum_{\text{adjacent cells } C_i, C_j, C_k} \omega_A(e_{ijk}) \omega_B(e_{ijk}) |\star e_{ijk} \cap C_i|
=
\sum_{i=1}^{N} \Omega_{\pi} \sum_{j,k \in N(i)} W_{ijk}(dA^\flat)_{ijk}(dB^\flat)_{ijk},
\]
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where we defined

\[ W_{ijk} = \frac{|\ast e_{ijk}|^2}{2\Omega_{ii}|\ast e_{ijk} \cap C_i|}. \]

Consequently we can approximate the smooth function \( \omega_u \omega_v \) on a cell \( C_i \) by the formula

\[ \sum_{j,k \in N(i)} W_{ijk}(dA^i)_{ijk}(dB^i)_{ijk}. \]

Notice that, although we started in the 2D setting, this formula also makes sense for the 3D setting. For our purpose we need to rearrange the terms in the previous approximation. Firstly, summing over the kites of \( M \) accounts to summing over the primal nodes of \( M \), therefore:

\[
\sum_{\text{adjacent cells } C_i, C_j, C_k} (dA^i)_{ijk}(dB^i)_{ijk} |\ast e_{ijk} \cap C_i| = \sum_{\text{nodes } e \text{ adjacent cells } C_i \cap C_j \cap C_k = e} \omega_A(e_{ijk}) \omega_B(e_{ijk}) K_{ijk}^2 |\ast e_{ijk} \cap C_i| = \sum_{\text{nodes } e \text{ adjacent cells } C_i \cap C_j \cap C_k = e} \omega_A(e_{ijk}) \omega_B(e_{ijk}) |\ast e_{ijk} \cap C_i|,
\]

but the primal node \( e_{ijk} \) doesn’t depend on \((i,j,k)\) (any triplet with the same intersection yields the same node) so that we can factor out \( \omega_A(e_{ijk}) \omega_B(e_{ijk}) \) and thus obtain:

\[
\sum_{\text{nodes } e} \omega_A(e) \omega_B(e) \sum_{\text{adjacent cells } C_i \cap C_j = e} |\ast e_{ijk} \cap C_i| = \frac{1}{2} \sum_{\text{nodes } e} \omega_A(e) \omega_B(e) |\ast e|,
\]

where the \( \frac{1}{2} \) factor comes from the fact that enumerating triplets of adjacent cells \((i,j,k)\) is equivalent to enumerating cells \( i \) and considering adjacent cells \( k \) and \( j \), but then \( e_{ijk} = e_{ikj} \) so we have twice the desired contribution. Secondly, the sum on the primal nodes can be rewritten in another way using the definition 2.4\(^{22}\):

\[
\sum_{\text{nodes } e} \omega_A(e) \omega_B(e) |\ast e| = \sum_{\text{nodes } e} \omega_A(e) \left( \sum_{i,j \in e} s_{ij} B^0_{ij} \right) |\ast e| = \sum_{i=1}^{N} \sum_{j \in N(i)} \sum_{e = C_i \cap C_j} \omega_A(e) s_{ij} B^0_{ij} |\ast e|,
\]

but for each pair \((i,j)\) with \( j \in N(i) \), there are only two primal nodes in the intersection \( C_i \cap C_j \), so we get the following formula:

\[
\sum_{\text{nodes } e} \omega_A(e) \omega_B(e) |\ast e| = \sum_{i=1}^{N} \sum_{j \in N(i)} \left[ \omega_A(e^+_{ij}) |\ast e^+_{ij}| - \omega_A(e^-_{ij}) |\ast e^-_{ij}| \right] B^0_{ij},
\]

where, by convention, \( e^+_{ij} \) is the primal node such that we go from \( C_i \) to \( C_j \) in the counterclockwise direction, and \( e^-_{ij} \) is the primal node such that we go from \( C_i \) to \( C_j \) in the clockwise direction (see figure 7). Finally, using the definition 2.2 of the flat operator for adjacent cells, we obtain:

\[
\sum_{i=1}^{N} \Omega_{ii} \sum_{j,k \in N(i)} W_{ijk}(dA^i)_{ijk}(dB^i)_{ijk} = \langle \Lambda(A^i), B \rangle,
\]

where \( \Lambda(A^i) \) has been defined in 2.22.

**Remark 2.40:** From the above formula, we see that the discrete operator \( \Lambda : \Omega^1_d(M) \to \Omega^1_d(M) \) is the discrete analogue of the smooth operator \( \text{curl}^* \circ \text{curl} \), relatively to the \( L^2 \) pairing of vector fields tangent

\(^{22}\)The round arrow is an intuitive shortcut replacing the more sophisticated notation in the definition 2.4.
to the boundary. Therefore, in the forthcoming variational principle, we will exactly reproduce at the
discrete level the following computation:

\[
\int_M \text{Def } \mathbf{u} : \text{Def } \mathbf{v} \, dx = \int_M \left[ \text{div}^* (\text{div } \mathbf{u}) \cdot \mathbf{v} + \frac{1}{2} \text{curl}^* (\text{curl } \mathbf{u}) \cdot \mathbf{v} \right] \, dx
\]

\[
= \int_M \left( -\nabla \text{div } \mathbf{u} + \frac{1}{2} \text{curl } \text{curl } \mathbf{u} \right) \cdot \mathbf{v} \, dx
\]

\[
= \int_M \left[ -\frac{1}{2} \Delta \mathbf{u} \cdot \mathbf{v} - \frac{1}{2} (\nabla \text{div } \mathbf{u}) \cdot \mathbf{v} \right] \, dx.
\]

We summarize our result in the following proposition.

**Proposition 2.41:** Let \( \mathcal{M} \) be a mesh approximating the fluid domain \( D \). Given two discrete vector fields \( A, B \in \mathcal{M} \) approximating two continuous vector fields \( \mathbf{u} \) and \( \mathbf{v} \in \mathcal{X}(\mathcal{M}) \) (these are supposed to be tangent to the boundary \( \partial D \)), either the function \( \omega_{\mathbf{u}} \omega_{\mathbf{v}} \) or \( dA^p \wedge *d\mathbf{v}^q \) can be approximated on a cell \( C_i \) by:

\[
(dA_p \wedge *dB^q)_{ij} := \sum_{j,k \in N(i)} W_{ijk}(dA_p)_{ijk}(dB^q)_{ijk}.
\]

Moreover we have the following identities:

\[
\sum_{i=1}^N \Omega_i \sum_{j,k \in N(i)} W_{ijk}(dA_p)_{ijk}(dB^q)_{ijk} = \frac{1}{2} \sum_{i=1}^N \sum_{j,k \in N(i)} \kappa_{ijk} \omega_{\mathcal{A}}(\epsilon_{ijk}) \omega_B(\epsilon_{ijk})
\]

\[
= \frac{1}{2} \sum_{\text{nodes } \epsilon} \omega_{\mathcal{A}}(\epsilon) \omega_B(\epsilon) |\star \epsilon|
\]

\[
= \langle \Lambda(A^p), B \rangle,
\]

where \( \kappa_{ijk} \) denotes the (unsigned) area \(|\star \epsilon_{ijk} \cap C_i|\) of the kite determined by the triplet of adjacent cells \( C_i, C_j \) and \( C_k \).

Now, remembering from (1.21) that for the Navier-Stokes-Fourier system we chose \( \sigma^\text{fr} = 2\mu \text{Def } \mathbf{u} + (\zeta - \frac{3}{2}) (\text{div } \mathbf{u})_2 \) with \( \mu \) the shear viscosity and \( \zeta \) the bulk viscosity, so we finally have setting \( \tilde{\mu} = \zeta + \frac{3}{2}\mu:\)

\[
-\sigma^\text{fr} : \nabla \mathbf{v} = -\sigma^\text{fr} : \text{Def } \mathbf{v} = -\tilde{\mu} \text{div } \mathbf{u} \text{div } \mathbf{v} - \mu \text{curl } \mathbf{u} \cdot \text{curl } \mathbf{v} - 2\mu \text{div } [\nabla_{\mathbf{v}} \mathbf{u} - (\text{div } \mathbf{u}) \mathbf{v}].
\]

Therefore, concerning the variational constraint (1.18) we have everything that we need for its discretization, since, as we will see in a while, \textit{any} discretization of the term \( \nabla_{\mathbf{v}} \mathbf{u} - (\text{div } \mathbf{u}) \mathbf{v} \) will vanish in the derivation of the associated Euler-Lagrange equations thanks to lemma 2.13.

This is not the case for the phenomenological constraint. In this case, we have the following according to 2.39:

\[
-\sigma^\text{fr} : \nabla \mathbf{u} = -\sigma^\text{fr} : \text{Def } \mathbf{u}
\]

\[
= -\tilde{\mu} (\text{div } \mathbf{u})^2 - \mu \| \text{curl } \mathbf{u} \|^2 - 2\mu \text{div } \left[ \left( L_n \mathbf{u} \right)^{\frac{1}{2}} \| \mathbf{u} \|^2 \right] - (\text{div } \mathbf{u}) \mathbf{u},
\]

So the only term that needs attention is \((\text{div } \mathbf{u}) \mathbf{u}\). But as this term sits in a divergence, we can view the div ((div \( \mathbf{u} \)) \mathbf{u}) as the infinitesimal action of the vector field \( \mathbf{u} \) on the density associated to div \( \mathbf{u} \). Therefore the appropriate discretization will be \( \text{div}(\Lambda) \cdot \mathcal{A} \), and the same type of discretization will be used for the variational constraint\(^\text{21}\). Below we will denote by \( \nabla_{\mathcal{A}} \Lambda \in \mathcal{D}(\mathcal{M}) \) for any \( \Lambda \in \mathcal{D}(\mathcal{M}) \) the discrete vector field defined by \( (\nabla_{\mathcal{A}} \Lambda)^p = L_A \Lambda^p - \frac{1}{2} \text{div}_{\mathcal{A}} \Lambda, A \). Consequently, as the multiplication of functions is discretized into the cell-by-cell product of discrete functions, the semi-discrete analogue of the quantity \(-\sigma^\text{fr} : \nabla \mathbf{v}\) is, for any cell \( i \in \{1, \ldots, N\} \):

\[
-\tilde{\mu} (\text{div } A)_i (\text{div } B)_i - \mu (dA^p \wedge *dB^q)_i - 2\mu (\text{div } X)_i + 2\mu ((\text{div } A) \cdot B)_{ij},
\]

\[\text{23}\text{Although this modification is technically not needed, it is motivated by the fact that we should be able to deduce the variational constraint from the phenomenological one, as in the smooth case.\]
spatial variational principle as mentioned before. As for the term $-\sigma^{\text{fr}} : \nabla u$ appearing in the spatial phenomenological constraint (1.17), its discretization reads:

$$-\bar{\mu}(\text{div} A)_i - \mu(dA^\rho \wedge \star dA^\rho)_i - 2\mu(\text{div} \nabla A)_i + 2\mu [(\text{div} A) \bullet A]_i.$$  \hfill (2.6)

Lemma 2.42: Let $A \in \mathcal{V}$. Then $\nabla_A A = [L_A A^\rho - \frac{1}{2} d(A^\rho, A)]^\rho \in \mathcal{V}$.

**Proof:** $\nabla_A A \in \mathcal{V}$ is equivalent to $(\nabla_A A)_j \Omega_{jj} + \Omega_{ij}(\nabla_A A)_{ij} = 0$, for any $i \neq j$. This is straightforward from the definition 2.20 of the sharp operator and the skew-symmetry of discrete 1-forms. \qed

### 2.3 Semi-discretization of the spatial variational principle

We now discretize in space the spatial formalism presented in 1.3. The configuration space of the fluid, which was previously in the spatial formalism $\mathcal{X}_0(M) \times \text{Den}(M) \times \text{Den}(M) \times C^\infty(M) \times \text{Den}(M)$ is now $\Omega_0(M) \times \text{Den}_d(M) \times \text{Den}_d(M) \times \Omega^1_0(M) \times \text{Den}_d(M)$, where $M$ is a mesh approximating the fluid domain $\mathcal{M}$. This concretely means that, after spatial discretization following the framework presented in 2.1, the velocity vector field $u$ becomes a discrete vector field $A$, the entropy density $s$ becomes a discrete entropy density $S$, the thermal displacement $\gamma$ becomes a discrete function $\Gamma$ and the variable $\sigma$, which is related to total entropy production, becomes a discrete entropy $\Sigma$. Both sparsity and compressibility constraints will be imposed as nonholonomic constraints in the variational principle. Note also that the mass density $\rho$, which evolves according to the advection equation, becomes a discrete density $D$.

The semi-discrete variational principle in the spatial formalism is obtained from the semi-discrete variational principle in the material formalism established in the previous section through a reduction akin to the Euler-Poincaré reduction recalled in 1.1. Denote by $q \in \Omega_0(M)$, $D_{ref} \in \text{Den}_d(M)$, $S_{mat} \in \text{Den}_d(M)$, $\Gamma_{mat} \in \Omega_0^1(M)$ and $\Sigma_{mat} \in \text{Den}_d(M)$ for the discrete material variables. Then the spatial variables are $A = \hat{q}^{-1}q^{-1} \in \Omega_0^1(M)$, $D = D_{ref} \bullet q^{-1} \in \text{Den}_d(M)$, $S = S_{mat} \bullet q^{-1}$, $\Gamma = \Gamma_{mat} \bullet q^{-1}$ and $\Sigma = \Sigma_{mat} \bullet q^{-1}$. Parts of the reduction of the phenomenological and variational constraints were given in section 2.2. We also have a new variable $B = \delta q^{-1} \in \Omega_0(M)$ associated to the variations $\delta q \in T\bar{D}(M)$ of the curve $q$. Note that we have $\Gamma_{mat} \bullet q^{-1} = \hat{\Gamma} + \Gamma \cdot A$, $\delta \Gamma_{mat} \bullet q^{-1} = \delta \hat{\Gamma} + \Gamma \cdot B$, $\Sigma_{mat} \bullet q^{-1} = \Sigma + \Sigma \cdot A$, $\delta \Sigma_{mat} \bullet q^{-1} = \delta \Sigma + \Sigma \cdot B$. We suppose the semi-discrete material Lagrangian $L_{D_{ref}}$ to be $\Omega_0(M)$-invariant, so that we can define a reduced Lagrangian $\ell(A, D, S) := L_{D_{ref}}(q, \dot{q}, S_{mat})$\textsuperscript{24}. With these definitions and remarks in mind, we can now state the spatial version of the semi-discrete variational principle for the Navier-Stokes-Fourier system.

---

**Semi-discrete variational principle for viscous heat conducting fluids, spatial version:**

Let $\mathcal{M}$ denote a mesh approximating the fluid domain $\mathcal{M}$. The motion $t \rightarrow (A(t), D(t), S(t), \Gamma(t), \Sigma(t)) \in \Omega_0(M) \times \text{Den}_d(M) \times \text{Den}_d(M) \times \Omega^1_0(M) \times \text{Den}_d(M)$ is critical for the **variational condition:**

$$\delta \int_0^T \left[ \ell(A, D, S) + \left( \delta S - \Sigma \cdot \hat{\Gamma} - \Gamma \cdot A - \text{thermal coupling term} \right) \right] dt = 0,$$

\hfill (2.7)

subject to the **phenomenological** and **variational** constraints for any cell $i \in \{1, \ldots, N\}$:

$$\frac{\delta \ell}{\delta S_i} (\hat{\Sigma} + \Sigma \cdot A)_i = -\bar{\mu}(\text{div} A)_i - \mu(dA^\rho \wedge \star dA^\rho)_i - 2\mu(\text{div} \nabla A)_i + 2\mu [(\text{div} A) \bullet A]_i + (\hat{\Gamma} + \Gamma \cdot A ) \cdot J_S)_i - D_i R_i,$$

\hfill (2.8)

$$\frac{\delta \ell}{\delta S_i} (\hat{\delta} \Sigma + \Sigma \cdot B)_i = -\bar{\mu}(\text{div} A)_i (\text{div} B)_i - \mu(dA^\rho \wedge \star dB^\rho)_i - 2\mu(\text{div} X)_i + 2\mu [(\text{div} A) \bullet B]_i + (\hat{\delta} \Gamma + \Gamma \cdot B ) \cdot J_S)_i,$$

\hfill (2.9)

where $X$ is any discretization of $\nabla_x u$, $J_S \in \mathcal{O}(\mathcal{M})$ is a discrete entropy flux density and $D_i R_i$ represents the discrete external heat power supplied at the cell $C_i$; as well as both the **sparsity** and **compressibility** constraints:

$$A \in \mathcal{S} \cap \mathcal{V}, \quad B \in \mathcal{S} \cap \mathcal{V}.$$  

\textsuperscript{24}The Lagrangian $\ell(A, D, S)$ is the spatial discretization of the smooth Lagrangian $\ell(u, \rho, s)$ given in (1.15) but we will explicit a possible discretization further in the text.
In (2.7), the variation of the action functional has to be taken with respect to variations
\[ \delta A = \dot{B} - [A, B], \quad \delta D = -D \cdot B, \]
\[ \delta S, \delta \Sigma \text{ and } \delta \Gamma, \] such that \( B \in \mathcal{D}(\mathcal{M}) \) and \( \delta \Gamma \) both vanish at the endpoints \( t = 0, T \), and such that \( \frac{1}{2}(\delta \Gamma_{1} + \delta \Gamma_{3}) = 0 \) for all \( C_{t} \in \mathcal{M} \setminus \mathcal{M}^{2} \).

Now we have all the necessary ingredients to derive the semi-discrete Euler-Lagrange equations associated to this variational principle; it will yield a spatially discretized version of the Navier-Stokes-Fourier system of PDE. The derivation will tightly follow the one we did in section 1.3. First we compute the variations of the action functional in (2.7):

\[
\delta \int_{0}^{T} \left[ \ell(A, D, S) + \langle S - \Sigma, \dot{\Gamma} + \Gamma \cdot A \rangle_{0} \right] \, dt \\
= \int_{0}^{T} \left[ \left\langle \frac{\delta \ell}{\delta A}, \delta A \right\rangle + \left\langle \frac{\delta \ell}{\delta D}, \delta D \right\rangle_{0} + \left\langle \frac{\delta \ell}{\delta S}, \delta S \right\rangle_{0} + \langle \dot{\delta S}, \dot{\Gamma} + \Gamma \cdot A \rangle_{0} \\
- \langle \delta \Sigma, \dot{\Gamma} + \Gamma \cdot A \rangle_{0} + \langle S - \Sigma, \delta \Gamma \rangle_{0} + \langle S - \Sigma, \Gamma \cdot A \rangle_{0} + \langle S - \Sigma, \delta \cdot A \rangle_{0} \right] \, dt.
\]

This expression is equal to zero for variations \( \delta A, \delta D, \delta \Sigma \) and \( \delta \Gamma \) satisfying all the mentioned variational constraints. Thanks to an integration by parts, section 2.1.6 and lemma 2.31, the terms in (1) are arranged as follows:

\[
\int_{0}^{T} \left[ \left\langle \frac{\delta \ell}{\delta A}, \delta A \right\rangle + \left\langle \frac{\delta \ell}{\delta D}, \delta D \right\rangle_{0} \right] \, dt = - \int_{0}^{T} \left[ \frac{d}{dt} \frac{d}{\delta A} + \Omega^{-1} \left[ A^{T}, \Omega \frac{\delta \ell}{\delta A} \right] \right] \cdot B \, dt.
\]

The terms in (2) yield:

\[
\frac{\delta \ell}{\delta S} = - (\dot{\Gamma} + \Gamma \cdot A) = - \Theta,
\]

where \( \Theta \in \Omega_{h}^{0}(\mathcal{M}) \) is now the (semi-discrete) spatial temperature (the reduction of the material temperature \( \Theta_{\text{mat}} \)). Then, we use the variational constraint (2.9) and lemma 2.30 for handling (3):

\[
- \langle \delta \Sigma, \dot{\Gamma} + \Gamma \cdot A \rangle_{0} = \sum_{i} \Omega_{ii} \frac{\delta \ell}{\delta S_{i}} \delta S_{i}
= \sum_{i} \Omega_{ii} \left[ \Theta_{i}(\Sigma \cdot B)_{i} - \bar{\mu}(\text{div } A)_{i}(\text{div } B)_{i} - \mu(\text{d} A^{\#} \wedge \text{d} B^{\#})_{i} + \left( \delta \Gamma_{1} + \delta \Gamma_{3} \right) \cdot J_{S} \right].
\]

In the sum above, we obtain from lemma 2.23 and proposition 2.41 that the terms in (1) transform into
\[
\langle \bar{\mu} \text{d} A, B \rangle - \langle \mu A, B \rangle = \langle \bar{\mu} - \mu \rangle \text{d} A, B \rangle + \langle \mu A, B \rangle
\]
according to definition 2.22; they have to be added to the others terms we found before that couple with \( B \). The term in (2) is also treated with the help of lemma 2.23, taking into account the boundary condition on \( \delta \Gamma \)

\[
\delta \int_{0}^{T} \left[ \left\langle \frac{\delta \ell}{\delta A}, \delta A \right\rangle + \left\langle \frac{\delta \ell}{\delta D}, \delta D \right\rangle_{0} \right] \, dt = - \int_{0}^{T} \left[ \frac{d}{dt} \frac{d}{\delta A} + \Omega^{-1} \left[ A^{T}, \Omega \frac{\delta \ell}{\delta A} \right] \right] \cdot B \, dt.
\]

After an integration by parts in time, the terms in (3) combine to yield the following useful identity:

\[
(\dot{S} - \bar{\Sigma}) + (S - \Sigma) \cdot A = - \text{div } J_{S}.
\]

\[\text{In the case this boundary condition is not imposed, then the variational formalism yields the condition } J_{S} = 0, \text{ which is the discrete analogue of } J_{S} \cdot n = 0.\]
We now handle the term $\Theta$. For this term, we compute:

$$
\int_0^T \langle S - \Sigma, \Gamma \cdot \delta A \rangle_0 dt = \int_0^T \left[ \langle S - \Sigma, \Gamma \cdot \hat{B} \rangle_0 - \langle S - \Sigma, \Gamma \cdot [A, B] \rangle_0 \right] dt
$$

$$
= \int_0^T \left[ -\langle \hat{S} - \hat{\Sigma}, \Gamma \cdot B \rangle_0 - \langle S - \Sigma, \Gamma \cdot B \rangle_0 - \langle S - \Sigma, \Gamma \cdot [A, B] \rangle_0 \right] dt
$$

$$
= \int_0^T \left[ -\langle \hat{S} - \hat{\Sigma} \rangle + (S - \Sigma) \cdot A, \Gamma \cdot B \rangle_0 - \langle S - \Sigma, \Theta \cdot B \rangle_0 \right] dt.
$$

The terms in $\Theta$ combine together and vanish thanks to (2.10), and the terms in $\hat{\Theta}$ combine to give:

$$
-(\Theta \cdot B, \Sigma)_0 - \langle S - \Sigma, \Theta \cdot B \rangle_0 = -(\Theta \cdot B, S)_0 = \langle S \Theta^T, B \rangle,
$$

where at the end we used lemma 2.31. Finally, using (2.10) to write $\hat{S} + \Sigma \cdot A = \hat{S} + S \cdot A + \text{div} J_S$, we obtain that the semi-discrete evolution equations for the Navier-Stokes-Fourier system are for any $i \in \{1, \ldots, N\}$ and $j \in N(i)$:

$$
\begin{align*}
\mathbf{P} \left( -\frac{d}{dt} \frac{\partial \ell}{\partial A} - \Omega^{-1} \left[ A^T, \Omega \frac{\partial \ell}{\partial A} \right] - D \frac{\partial \ell}{\partial D} - S \frac{\partial \ell}{\partial S} + (\tilde{\mu} - \mu) \text{div} A + \mu \delta A^p \right)_{ij} &= 0 \\
\dot{D} + \Omega^{-1} A^T \Omega D &= 0 \\
\Theta_i(\hat{S} + S \cdot A + \text{div} J_S)_i &= \mu(\text{div} A)^2 + \mu(\text{div} A)^2 + 2\mu(\text{div} \nabla A)_{ij} - 2\mu[(\text{div} A) \cdot A]_{ij} - (\Theta \cdot J_S)_i + D_i R_i
\end{align*}
$$

(2.11)

The first equation corresponds to the semi-discrete momentum equation, the second to the semi-discrete continuity equation (which is obtained by reduction from $D = D_{\text{rot}} \cdot q^{-1}$) and the third to the semi-discrete entropy production equation. We can go further and rearrange the terms in order to make the Laplacian of the discrete temperature appear. We compute that:

$$
\Theta_i(\text{div} J_S)_i + (\Theta \cdot J_S)_i = 2\Theta_i(\text{div} J_S)_i - \sum_{j=1}^{N+1} (J_S)_{ij} \Theta_j = -\sum_{j=1}^{N+1} (\Theta_i + \Theta_j)(J_S)_{ij}.
$$

Then, we define, for any $j \in N(i)$, $j \neq i$:

$$
(J_S)_{ij} := \lambda \frac{\Theta_i - \Theta_j}{\Theta_i + \Theta_j} \frac{|h_{ij}|}{\Omega_{ii} |h_{ij}|},
$$

(2.12)

as a discretization of Fourier’s law, so this way we obtain $\Theta_i(\text{div} J_S)_i + (\Theta \cdot J_S)_i = -\lambda(\Delta \Theta)_i$, $i \in \{1, \ldots, N\}$, with the discrete Laplace-Beltrami operator defined in 2.21, and where $\lambda$ is the thermal conductivity of the fluid. Then $(J_S)_{ij} := -\sum_{j=1}^{N+1} (J_S)_{ij}$, so that $J_S \in \mathbb{S}$ and note that we also have $J_S \in \mathbb{V}$. In (2.12) we define the dual edge $\mathit{h}_{ij}$ (which appears when $j = \partial$) as the segment connecting the circumcenter of the cell $C_i$ to the midpoint of the shared edge with the environment $C_0$.

Therefore, the discrete entropy production equation (phenomenological constraint) takes the form:

$$
\Theta_i(\hat{S} + S \cdot A)_i = \tilde{\mu} \text{(div} A)^2 + \mu(\text{div} A)^2 + 2\mu(\text{div} \nabla A)_{ij} - 2\mu[(\text{div} A) \cdot A]_{ij} + \lambda(\Delta \Theta)_i + D_i R_i.
$$

We now rewrite the previous semi-discrete equations for a particular Lagrangian. Remember from section 1.3 that in the smooth setting, the spatial Lagrangian is given by (1.15):

$$
\ell(u, \rho, s) = \int_M \left[ \frac{1}{2} \rho \|u^s\|^2 - \varepsilon(\rho, s) \right] dx.
$$

Consequently one possible semi-discrete Lagrangian is given by:

$$
\ell(A, D, S) = \sum_{i=1}^{N} \Omega_{ii} \left[ \frac{1}{2} D_i \sum_{j \in N(i)} A_{ij}^2 A_{ij} - \varepsilon(D_i, S_i) \right],
$$

(2.13)
where \( \bar{e}(D_i, S_i) \) is the real number approximating the average of the smooth internal energy \( e(\rho, s) \) on the cell \( C_i \); we choose to make this value depend on the average cell value of \( D \) as well as \( S \). Recall also from section 2.1 that the operator \( P : \mathfrak{gl}(N) \rightarrow \Omega^1_d(\mathbb{M}) \) is given for any \( L \in \mathfrak{gl}(N) \) by

\[
P(L)_{ij} = \frac{1}{2}(L_{ij} - L_{ji} - L_{ii} + L_{jj}), \quad \forall (i, j) \in \{1, \ldots, N\}^2.
\]

We compute with the Lagrangian \((2.13)\):

\[
\begin{align*}
\delta t \frac{\delta \mathcal{L}}{\delta A} &= D_i A_{ij}, \\
\delta t \frac{\delta \mathcal{L}}{\delta D} &= \sum_{j \in N(i)} \frac{1}{2} A_i^\nu A_{ij} - \frac{\partial \xi}{\partial D_i}, \\
\delta t \frac{\delta \mathcal{L}}{\delta S} &= -\frac{\partial \xi}{\partial S_i},
\end{align*}
\]

and using the notation \( \mathcal{D}_{ij} = \frac{1}{2}(D_i + D_j) \), we compute that the projected terms are:

\[
P \left( -\frac{d}{dt} \frac{\delta \mathcal{L}}{\delta A} \right)_{ij} = -\frac{d}{dt} P \left( \frac{\delta \mathcal{L}}{\delta A} \right)_{ij} = -\frac{d}{dt} \left( \mathcal{D}_{ij} A_{ij} \right) = \mathcal{D} \mathcal{D}_{ij} A_{ij} - \mathcal{D}_{ij} \dot{A}_{ij},
\]

\[
P \left( D \frac{\delta \mathcal{L}}{\delta D} \right)_{ij} = \mathcal{D}_{ij} \frac{\delta \mathcal{L}}{\delta D} - \mathcal{D}_{ij} \frac{\partial \xi}{\partial D_i}
= \mathcal{D}_{ij} \left( \frac{\partial \xi}{\partial D_i} - \frac{\partial \xi}{\partial D_j} \right) + S_{ij} \left( \frac{\partial \xi}{\partial S_i} - \frac{\partial \xi}{\partial S_j} \right) + 2(\bar{\mu} - \mu)(A_{jj} - A_{ii}) + \mu(\Delta A)^i_j,
\]

\[
P \left( S \frac{\delta \mathcal{L}}{\delta S} \right)_{ij} = S_{ij} \frac{\delta \mathcal{L}}{\delta S} - S_{ij} \frac{\partial \xi}{\delta S} = -S_{ij} \frac{\partial \xi}{\delta S} + S_{ij} \frac{\partial \xi}{\delta S}.
\]

Note that the term with the Lie derivative has been already computed separately in proposition 2.35. Therefore, the spatially discretized version of the system of PDE \((1.22)\) is:

\[
\begin{align*}
\frac{d}{dt} (\mathcal{D}_{ij} A_{ij}^\nu) + L_A (D A^\nu)_{ij} + \frac{1}{2} \mathcal{D}_{ij} \left( \sum_{k \in N(i)} \frac{1}{2} A_{ik} A_{jk} - \sum_{k \in N(j)} \frac{1}{2} A_{jk} A_{ik} \right) &
= \mathcal{D}_{ij} \left( \frac{\partial \xi}{\partial D_i} - \frac{\partial \xi}{\partial D_j} \right) + S_{ij} \left( \frac{\partial \xi}{\partial S_i} - \frac{\partial \xi}{\partial S_j} \right) + 2(\bar{\mu} - \mu)(A_{jj} - A_{ii}) + \mu(\Delta A)^i_j, \\
\dot{D} + \Omega^{-1} A^T \Omega D &= 0, \\
\Theta_i (S + \mathcal{D} \cdot A)_i &= \bar{\mu} \left( \frac{\partial A}{\partial \rho} \right)^2 + \mu \left( \frac{\partial A^\nu}{\partial A} \right)_i + 2\mu \left( \frac{\partial A^\nu}{\partial \rho} \right)_i - 2\mu \left( \frac{\partial \xi}{\partial A} \right)_i + \lambda(\Delta \Theta)_i + D_i R_i.
\end{align*}
\]

**Remark 2.43 (Discrete pressure):** In the first equation of \((2.14)\), there is no discrete gradient of pressure, that is, an expression of the form \( dP \) for some \( P \in \Omega^0_d(\mathbb{M}) \), although it could have been expected comparing \((2.14)\) with \((1.22)\). In Pavlov and al. [2011] a discrete pressure gradient was obtained at the semi-discrete level for the incompressible Euler equation because the nature of the discrete momenta was different and the authors resorted to the projector \( \mathcal{P} \) explained in remark 2.26, which naturally makes a discrete pressure gradient appears in the final discrete momentum equation. Here, the discrete momenta are different, and the equation is coupled to any \( B \in \mathcal{V} \subset \mathfrak{d}(\mathbb{M}) \) (see the derivation of the associated Euler-Lagrange equations above). Therefore we need to resort to the projector \( P \) and use the lemma 2.25. Nevertheless, observe that the expression

\[
\mathcal{D}_{ij} \left( \frac{\partial \xi}{\partial D_i} - \frac{\partial \xi}{\partial D_j} \right) + S_{ij} \left( \frac{\partial \xi}{\partial S_i} - \frac{\partial \xi}{\partial S_j} \right)
\]

is an approximation of \( dp = \rho \frac{\partial \xi}{\partial \rho} + s \frac{\partial \xi}{\partial s} \), where the pressure \( p \) is given by \( p = \frac{\partial \xi}{\partial \rho} \rho + \frac{\partial \xi}{\partial s} s - \bar{\varepsilon} \). Indeed, the integral \( \int_{[C_i,C_j]} dp \) is approximated by

\[
\frac{D_i + D_j}{2} \int_{[C_i,C_j]} \frac{\partial \xi}{\partial \rho} + S_i + S_j \frac{\partial \xi}{\partial s},
\]

which in turn is approximated by \((2.15)\). Note that the discrete pressure field is given by any discretization of the defining relation \( p = \frac{\partial \xi}{\partial \rho} \rho + \frac{\partial \xi}{\partial s} s - \bar{\varepsilon} \).
We now focus on the discrete analogues of the balance of entropy and the balance of energy. On a cell $C_i$, we can formulate a local balance of entropy as follows. From the phenomenological constraint above we have:

$$
\{\dot{S} + S \cdot A + \text{div} J_S\}_i = \frac{1}{\Theta_i} \left[ \tilde{\mu}(\text{div} A)_i^2 + \mu (\text{d} A^\nu \wedge \star \text{d} A^\nu)_i + 2\mu (\text{div} \nabla_A A)_i - 2\mu \left[ \left( \text{div} A \right) \cdot A \right]_i - \left( \Theta \cdot J_S \right)_i \right] + \frac{D_i R_i}{\Theta_i}.
$$

Then, the global entropy balance on the mesh $\mathcal{M}$ is obtained by integration. According to lemma 2.30 and lemma 2.14 we obtain:

$$
\sum_{i=1}^{N} \Omega_i \dot{S}_i + \sum_{i \in N(\partial)} \Omega_{ii} (J_S)_i^2 = \sum_{i=1}^{N} \Omega_i \left[ \tilde{\mu}(\text{div} A)_i^2 + \mu (\text{d} A^\nu \wedge \star \text{d} A^\nu)_i + 2\mu (\text{div} \nabla_A A)_i - 2\mu \left[ \left( \text{div} A \right) \cdot A \right]_i - \left( \Theta \cdot J_S \right)_i \right] + \sum_{i=1}^{N} \Omega_i \frac{D_i R_i}{\Theta_i},
$$

which is the discrete analogue of corollary 1.10.

Now for the energy balance. We define the total energy of the semi-discrete system by:

$$
E(A, D, S) = \left\langle \frac{\delta \ell}{\delta A}, A \right\rangle - \ell(A, D, S).
$$

We compute using the advection equation $\dot{D} + D \cdot A = 0$ and lemma 2.31:

$$
\frac{dE}{dt} = \left\langle \frac{d}{dt} \frac{\delta \ell}{\delta A}, A \right\rangle - \left\langle \frac{\delta \ell}{\delta D}, D \right\rangle_0 - \left\langle \frac{\delta \ell}{\delta S}, S \right\rangle_0 + \left\langle \frac{d}{dt} \frac{\delta \ell}{\delta A} + D \frac{\delta \ell}{\delta D}, A \right\rangle + (\Theta, \dot{S})_0.
$$

Then using lemma 2.27 and the phenomenological constraint we have:

$$
\frac{dE}{dt} = \left\langle \mathbf{P} \left( \frac{d}{dt} \frac{\delta \ell}{\delta A} + D \frac{\delta \ell}{\delta D} \right), A \right\rangle + \sum_{i=1}^{N} \Omega_i \left[ -\Theta_i (S \cdot A)_i + \tilde{\mu}(\text{div} A)_i^2 + \mu (\text{d} A^\nu \wedge \star \text{d} A^\nu)_i + 2\mu (\text{div} \nabla_A A)_i - 2\mu \left[ \left( \text{div} A \right) \cdot A \right]_i - \left( \Theta \cdot J_S \right)_i + \lambda(\Delta \Theta)_i + D_i R_i \right].
$$

Now observe that the term $2\mu(\text{div} \nabla_A A)_i$ as well as the term $2\mu \left[ \left( \text{div} A \right) \cdot A \right]_i$ vanish thanks to lemmas 2.42, 2.13 and 2.30.

Using the semi-discrete momentum equation in (2.11) then lemma 2.27 we further obtain:

$$
\frac{dE}{dt} = \left\langle -\Omega^{-1} \left[ A^T, \Omega \frac{\delta \ell}{\delta A} \right] - S \frac{\delta \ell}{\delta S} \right\rangle + \left\langle (\tilde{\mu} - \mu) \text{d} \text{div} A + \mu \Delta A, A \right\rangle + \sum_{i=1}^{N} \Omega_i \left[ -\Theta_i (S \cdot A)_i + \tilde{\mu}(\text{div} A)_i^2 + \mu (\text{d} A^\nu \wedge \star \text{d} A^\nu)_i + \lambda(\Delta \Theta)_i + D_i R_i \right].
$$

Now observe that terms in $\odot$ cancel each other thanks to lemma 2.31, whereas terms in $\oplus$ cancel each other thanks to lemma 2.23 and proposition 2.41. The remaining term is

$$
\left\langle \text{ad}^* A \frac{d}{dt} \frac{\delta \ell}{\delta A}, A \right\rangle
$$
which clearly equals 0. Using lemma 2.23 we obtain:

\[
\frac{dE}{dt} = - \sum_{i \in N(\partial)} \Omega_i + \frac{\Theta_i}{2} (J_S)_i^0 + \sum_{i=1}^N \Omega_i D_i R_i,
\]

which has to be compared to the corollary 1.11.

3 A variational integrator for the Navier-Stokes-Fourier system

3.1 Variational integrators

In computational geometric mechanics, variational integrators are geometric integrators based on the discretization of the variational principle from which comes the ordinary differential equation of interest, rather than the discretization of the equation itself. This subject is rich in geometric structures, which are the discrete counterpart of the geometric structures that one can find in traditional geometric mechanics, and brings desired and important qualitative features into numerical simulation in general.

3.1.1 Variational integrators for finite-dimensional systems

Variational integrators are numerical schemes that arise from a discrete version of Hamilton’s principle, or Lagrange-d’Alembert’s principle in the case external forces act on the system. These geometric integrators are thoroughly reviewed in Marsden and West [2001], we simply recall the broad idea hereafter. Let \( Q \) be a configuration manifold and \( L: TQ \rightarrow \mathbb{R} \) be a Lagrangian. Given a time step \( h \), \( [0, T] \) is discretized into the sequence \( t_k = kh, k \in \{0, \ldots, n\} \). A curve \( q \) in \( Q \) is discretized into a sequence \( q_d = (q_k)_{0 \leq k \leq n} \), and a variation \( \delta q \) of \( q \) is discretized into a sequence \( \delta q_d = (\delta q_k)_{0 \leq k \leq n} \), such that \( \delta q_k \in T_q Q \), for any \( k \in \{0, \ldots, n\} \). The Lagrangian \( L \) is discretized into a discrete Lagrangian \( L_d: Q \times Q \rightarrow \mathbb{R} \) such that the following approximation holds:

\[
L_d(q_k, q_{k+1}) \approx \int_{t_k}^{t_{k+1}} L(q(t), \dot{q}(t)) \, dt,
\]

where the curve \( t \mapsto q(t) \) is the solution of the Euler-Lagrange equations with endpoints \( q_k \) and \( q_{k+1} \). Usually this approximation is related to some numerical quadrature rule of the integral above. Then the discrete analogue of Hamilton’s principle for the discrete action defined by

\[
S_d(q_d) = \sum_{k=0}^{n-1} L_d(q_k, q_{k+1})
\]

is \( \delta S_d(q_d) \cdot \delta q_d = 0 \) for all variations \( \delta q_d \) of \( q_d \) with vanishing endpoints. After taking variations and applying a discrete integration by parts formula (change of indices), we obtain the discrete Euler-Lagrange equations:

\[
D_2 L_d(q_{k-1}, q_k) + D_1 L_d(q_k, q_{k+1}) = 0, \quad \forall k \in \{1, \ldots, n-1\}.
\]

(3.1)

These equations define, under appropriate conditions, an algorithm which solves for \( q_{k+1} \) knowing the two previous configuration variables \( q_k \) and \( q_{k-1} \). These integrators are symplectic, meaning that at each time step, the discrete symplectic form is preserved; for more details see Marsden and West [2001, section 1.3].

3.1.2 Variational integrators for finite-dimensional Euler-Poincaré systems

Let’s now describe how variational integrators can be constructed in the case of Euler-Poincaré systems whose configuration space is a finite-dimensional Lie group \( G \). The tangent space \( TG \) is discretized into \( G \times G \) as usual, and the analogue of the projection map \( \pi : TG \rightarrow TG/G \cong \mathfrak{g} \) is given by one of the two maps \( \pi^\pm : G \times G \rightarrow (G \times G)/G \cong \mathfrak{g} \) defined by \( \pi^+(g_0, g_1) = g_1 g_0^{-1} \) and \( \pi^-(g_0, g_1) = g_0 g_1^{-1} \). In what follows we choose to only work with \( \pi^+ \) and will write \( \Xi_k \) for \( g_{k+1} g_k^{-1} \); this is the discrete analogue of \( TG/G \) being identified with \( \mathfrak{g} \) with the help of the right Maurer-Cartan form. Note however that this is just a matter of choice. Also note that in contrast to Euler-Poincaré reduction in the smooth setting, the discrete reduced tangent space is represented by the manifold \( G \) rather than the vector space \( \mathfrak{g} \).
Suppose that in addition to acting on the right of itself, $G$ acts on a parameter manifold $P$. Suppose that we have a discrete Lagrangian $L_{d,a_{ref}} : G \times G \to \mathbb{R}$, with $a_{ref} \in P$, which is $G_{ref}$-invariant; this means that for any $h_0$, $h_1$ and $g \in G$ we have:

$$L_{d,a_{ref}}(hg, h_1g) = L_{d,a_{ref}}(h_0, h_1).$$

Then we define the reduced discrete Lagrangian $L_d : G \times G \times \text{Orb}(a_{ref}) \to \mathbb{R}$ by:

$$L_d(g_1g_0^{-1}, a_{ref}g_0^{-1}) = L_{d,a_{ref}}(g_0, g_1).$$

Below is a summary of Euler-Poincaré reduction for discrete Euler-Poincaré systems as we defined above. It can be found in Marsden, Pekarsky, and Shkoller [1999] without advected parameters and has been extended in Couéraud and Gay-Balmaz [2018] to include thermodynamics.

**Theorem 3.1 (Discrete Euler-Poincaré reduction with advected parameters):** Let $G$ be a finite dimensional Lie group and denote by $g$ its Lie algebra. Suppose that $G$ acts on the right of a manifold $P$. For a fixed parameter $a_{ref} \in P$, let $L_{d,a_{ref}} : G \times G \to \mathbb{R}$ be a discrete $G_{ref}$-invariant Lagrangian, and $L_d : G \times \text{Orb}(a_{ref}) \to \mathbb{R}$ be the associated reduced map. Then the following assertions are equivalent:

1. The discrete curve $g_d$ is critical for the discrete variational principle

$$\delta \sum_{k=0}^{n-1} L_{d,a_{ref}}(g_k, g_{k+1}) = 0. \quad (3.2)$$

2. The discrete curve $g_d$ satisfies the discrete Euler-Lagrange equations (3.1).

3. The discrete curve $(\xi_d, a_d)$ defined by $\xi_k = g_{k+1}g_k^{-1} \in G$ and $a_k = a_{ref}g_k^{-1} \in \text{Orb}(a_{ref})$, is critical for the reduced discrete variational principle

$$\delta \sum_{k=0}^{n-1} L_d(\xi_k, a_k) = 0,$$

subject to the discrete Euler-Poincaré constraints

$$\delta \xi_k = T_{\xi_k}R_{\xi_k+1} \eta_{k+1} - T_{\xi_k}L_{\xi_k} \eta_k, \quad \delta a_k = -(\eta_k)_{\mathfrak{p}}(a_k),$$

where $\eta_d$ is any discrete curve in $\mathfrak{g}$ with vanishing endpoints.

4. The discrete curve $(\xi_d, a_d)$ is the solution of the discrete Euler-Poincaré equations

$$\begin{cases}
D_1 L_d(\xi_k, a_k) T_{\xi_k} L_{\xi_k} = D_1 L_d(\xi_{k-1}, a_{k-1}) T_{\xi_{k-1}} L_{\xi_{k-1}} - J(D_2 L_d(\xi_k, a_k)) \\
a_{k+1} = a_k \Xi_k^{-1}
\end{cases} \quad (3.3) \quad (3.4)$$

**Proof:** The equivalence between (1) and (2) comes directly from discrete variational mechanics, as in 3.1. Showing that (3) and (4) are equivalent is done as usual; note that the advection equation comes from the definition of $a_k$:

$$a_{k+1} = a_{ref}g_{k+1}^{-1} = a_{ref}g_k^{-1}g_{k+1}^{-1} = a_k \Xi_k^{-1}.$$  

It remains to show that (1) and (3) are equivalent. Firstly, given a variation $\delta g_k$ of $g_k$, we have by setting $\eta_k = \delta g_k g_k^{-1} = T_{\xi_k}R_{\xi_k+1} \delta g_k$ that

$$\delta \xi_k = \delta g_{k+1}g_k^{-1}g_{k+1}^{-1} - g_{k+1}g_k^{-1} \delta g_k g_k^{-1} = T_{\xi_k}R_{\xi_k} \eta_{k+1} - T_{\xi_k}L_{\xi_k} \eta_k.$$  

Secondly we find that $\delta a_k = -(\eta_k)_\mathfrak{d}(a_k)$ using a computation similar to the one we did in the proof of the theorem 1.2.

Conversely, suppose that we are given the curve $\xi_d$ and a variation $\delta \xi_d$. We want to find a discrete curve $g_d$ and a discrete variation $\delta g_d$ of $g_d$ starting from curves $\xi_d$ and $\eta_d$ as above. This is achieved by computing successively $g_{k+1} = \Xi_k g_k$, and by setting $\delta g_k = \eta_k g_k$. Since $\eta_k$ is arbitrary and zero at endpoints, $\delta g_d$ is arbitrary and zero at endpoints. We conclude using the right $G_{ref}$-invariance to obtain the variational principle (1) from the variational principle (3). \qed
As can be seen from Theorem 3.1, the reduced discrete evolution equations now take place on \( G \times \text{Orb}(a_{\text{ref}}) \). However, numerically speaking, solving differential equations on manifolds is more difficult that solving differential equations on vector spaces, as it is difficult to design a numerical scheme which ensures that the discrete evolution actually takes place in the manifold. We will write down discrete evolution equations on the Lie algebra \( g \) instead. We will do so by using a group difference map as introduced in Bou-Rabee and Marsden [2008, section 4]. Simply put, these maps are approximations of the exponential map \( \exp : g \rightarrow G \), but that still share its main algebraic properties.

**Definition 3.2** (Group difference map): Let \( G \) be a Lie group and denote by \( g \) its Lie algebra. A group difference map is a local diffeomorphism \( \tau : g \rightarrow G \) mapping a neighborhood \( N_0 \) of 0 \( \in g \) to a neighborhood of \( e \in G \), and such that \( \tau(0) = e \) and \( \tau(\xi)^{-1} = \tau(-\xi) \), for any \( \xi \in N_0 \).

For the purpose of this paper, we will need the left trivialized tangent of a group difference map, which is defined below.

**Definition 3.3** (Left trivialized tangent of a group difference map): Let \( G \) be a Lie group, \( g \) its Lie algebra and \( \tau : g \rightarrow G \) a group difference map. The left trivialized tangent of \( \tau \) is the map \( \delta \tau : g \times g \rightarrow g \) defined by

\[
\delta \tau(\xi)(\delta) = T_e L_{\tau(\xi)} d\tau_\xi(\delta),
\]

for all \( \xi, \delta \in g \). The inverse left trivialized tangent of \( \tau \) is the map \( \delta \tau^{-1} : g \times g \rightarrow g \) defined by

\[
\delta \tau^{-1}(\tau(\xi))(\delta) = d\tau_\xi^{-1}(T_e L_{\tau^{-1}(\delta)} \delta),
\]

for all \( \xi, \delta \in g \). Thus \( d\tau_\xi(d\tau_\xi^{-1}(\delta)) = \delta \), for all \( \xi, \delta \in g \). Note that \( d\tau \) and \( d\tau^{-1} \) are always linear in their second argument, but not necessarily in the first.

**Remark 3.4:** Denote by \( \delta \tau^- \) the left trivialized tangent of the group difference map \( \tau \). The right trivialized tangent \( \delta \tau^+ \) of \( \tau \) is defined in a similar way:

\[
\delta \tau(\xi)(\delta) = T_e R_{\tau(\xi)} d\tau_\xi^+(\delta).
\]

Therefore the two trivialized tangents of \( \tau \) are related by \( d\tau_\xi^+(\delta) = Ad_{\xi(\xi)} d\tau_\xi^-(\delta) \).

**Proposition 3.5** (Bou-Rabee and Marsden [2008, section 4]): Let \( G \) be a Lie group, \( g \) its Lie algebra and \( \tau : g \rightarrow G \) a group difference map. The left trivialized tangent \( d\tau \) of \( \tau \) satisfies the following properties:

1. \( d\tau_{\tau^{-1}}(\delta) = Ad_{\tau(\xi)} d\tau_\xi(\delta) \).
2. \( d\tau_{\tau^{-1}}^{-1}(Ad_{\tau(\xi)} \delta) = d\tau_\xi^{-1}(\delta) \).

**Proof:** For the first property, for any \( \xi \in g \) we have \( \mu(\tau(\xi), \tau(-\xi)) = e \), where \( \mu \) denotes the multiplication law in \( G \). Differentiating this relation we obtain for any \( \delta \in g \):

\[
T_{\tau(\xi)} R_{\tau(-\xi)} D\tau(\xi)(\delta) - T_{\tau(-\xi)} L_{\tau(\xi)} D\tau(-\xi)(\delta) = 0,
\]

and finally using the definition of the left trivialized tangent of \( \tau \) we obtain

\[
d\tau_{\tau^{-1}}(\delta) = T_{\tau(\xi)} R_{\tau(-\xi)} T_e L_{\tau(\xi)} d\tau_\xi(\delta).
\]

The second property results from an application of the first one, with \( \delta \) replaced by \( d\tau_\xi^{-1}(\delta) \). \( \square \)

Approximations of the exponential map are available in terms of rational fractions, these are the well-known Padé approximants of the exponential. The \((1,1)\) Padé approximant of the exponential is also known as the Cayley map, and is widely used in computational geometric mechanics when \( G \) is a quadratic Lie group. For more details, see Hairer, Lubich and Wanner [2006, Section III.4.1 and IV.8.3] and Bou-Rabee and Marsden [2008, Section 4.6]. Also remark that a left trivialized tangent of a group difference map can be defined and used in a similar way, this is not related to which side \( G \) acts on itself.

Let \( \tau : g \rightarrow G \) be a group difference map and \( h > 0 \) be a time step. We are now going to transport the reduced discrete variational formulation 3.1.(3) and the associated discrete equations 3.1.(4) to the Lie algebra \( g \) using this group difference map \( \tau \). We define a new discrete Lagrangian \( \ell_d : g \times \text{Orb}(a_{\text{ref}}) \rightarrow \mathbb{R} \) by

\[
\ell_d(\xi_k, a_k) = L_d(\Xi_k, a_k), \text{ with } \xi_k := \frac{1}{h} \tau^{-1}(\Xi_k).
\]
This can simply be considered as a change of variable in the Lagrangian, and the relation \( g_{k+1} = \tau(h\xi_k)g_k \) amounts to discretize the reconstruction equation \( g(t) = \xi(t)g(t) = \frac{d}{dt} \exp \left[ c\xi(t) \right] g(t) \big|_{c=0} \), since the group difference map \( \tau : g \to G \) is an approximation of the exponential map \( \exp : g \to G \). This definition naturally extends to other quantities. Therefore, using the proposition 3.5, the discrete variational formulation 3.1.(3) can be reformulated for a curve \((\xi_d, a_d)\) as:

\[
\delta \sum_{k=0}^{n-1} \ell_d(\xi_k, a_k) = 0,
\]

subject to the discrete Euler-Poincaré constraints

\[
\delta \xi_k = \frac{1}{h} \delta \tau^{-1}(\xi_k) = \frac{1}{h} d\tau_{h\xi_k}^{-1}(\eta_{k+1}) \big|_{a_k} \big|_{a_k} - \frac{1}{h} d\tau_{h\xi_k}^{-1}(\eta_k), \quad a_k = -(\eta_k)_M(a_k),
\]

where \( \eta_d \) is any discrete curve in \( g \) with vanishing endpoints. From the discrete variational formulation above we get the following reformulation of the equations 3.1.(4):

\[
\begin{cases}
(d\tau_{-h\xi_k})^*D_1\ell_d(\xi_k, a_k) = (d\tau_{h\xi_k})^*D_1\ell_d(\xi_{k-1}, a_{k-1}) - hJ(D_2\ell_d(\xi_k, a_k, S_k, S_{k+1})) \\
 a_{k+1} = a_k\tau(\eta\xi_k)
\end{cases}
\]

**Remark 3.6:** For the kind of variational integrators that we have presented, if we want to define energy properly at the discrete level, then the time step \( h \) has to be promoted to a full dynamic variable as well, meaning that the discrete Lagrangian of the system is interpreted as being time-dependent and thus the discrete Euler-Lagrange equations decompose into the usual dynamical part and an equation enforcing energy conservation in addition. See Kane, Marsden and Ortiz [1999] and De León, and Martín De Diego [2002] for such an approach in the case of mechanical systems without thermal effects.

**Remark 3.7:** A Kelvin-Noether theorem is available for this reformulation of the discrete Euler-Poincaré equations, see Desbrun and al. [2014, section 2.1.4] and Couéraud and Gay-Balmaz [2018, section 2.3 and formula 2.14].

The variational discretization of Euler-Poincaré systems has been applied to the rigid body in Bou-Rabee [2007], the heavy top, incompressible fluids, incompressible magnetohydrodynamics, nematic liquid crystals and microstretch fluids in Pavlov and al. [2011], rotating stratified fluids in Desbrun and al. [2014], anelastic and pseudo-incompressible flows in Bauer and Gay-Balmaz [2017]. The spatial discretization of the compressible Euler equations has been done in Bauer and Gay-Balmaz [2018], but not the variational (time) discretization which can be obtained as a particular case of this paper.

### 3.1.3 Variational integrators for simple systems with thermodynamics

We first review the main points of the discrete variational formalism for nonequilibrium thermodynamics of simple systems that has been introduced in Gay-Balmaz and Yoshimura [2017a]. Recall that by a *simple system* we mean a thermodynamical system for which we only need one entropy variable \( S \) and a finite set of mechanical variables \((q, \dot{q})\) in order to describe entirely the state of the system. Given such a simple system, let \( Q \) be the finite dimensional configuration manifold associated to the mechanical variables of the system. The Lagrangian of such a system is a map \( L : TQ \times \mathbb{R} \to \mathbb{R} \), \((q, \dot{q}, S) \to L(q, \dot{q}, S)\). We also have forces that act on the system: external forces \( F^{\text{ext}} : TQ \times \mathbb{R} \to T^*Q \) that do not derive from a potential and friction forces \( F^{\text{fr}} : TQ \times \mathbb{R} \to T^*Q \) which ultimately encode all the irreversible processes in the simple system and are responsible for internal entropy production. These maps are assumed to be fiber preserving, that is, \( F^{\text{ext}}(q, \dot{q}, S), F^{\text{fr}}(q, \dot{q}, S) \in T_q^*Q \) for any \( q \in Q, \dot{q} \in T_qQ \) and \( S \in \mathbb{R} \). It is also possible that the system exchanges heat with its environment, and we will denote by \( F_H^{\text{ext}} : TQ \times \mathbb{R} \to \mathbb{R} \) the power due to heat transfer with the exterior of the system. A curve \((q, S)\) satisfies the *variational formulation for nonequilibrium thermodynamics* if and only if it satisfies the *variational condition*

\[
\delta \int_0^T L(q, \dot{q}, S) \, dt + \int_0^T \langle F^{\text{ext}}(q, \dot{q}, S), \delta q \rangle \, dt = 0, \tag{3.7}
\]

for all variations \( \delta q \) and \( \delta S \) satisfying the *variational constraint*

\[
\frac{\partial L}{\partial S}(q, \dot{q}, S) \delta S = \langle F^{\text{fr}}(q, \dot{q}, S), \delta q \rangle, \tag{3.8}
\]
with δq(0) = δq(T) = 0 and if it also satisfies the phenomenological constraint

\[ \frac{\partial L}{\partial S}(q, \dot{q}, S) \dot{S} = \langle F^{fr}(q, \dot{q}, S), \dot{q} \rangle - P^{ext}_H(q, \dot{q}, \dot{S}). \]  

(3.9)

The associated Euler-Lagrange equations are obtained by taking variations in the variational condition (3.7) and using the constraints (3.8) and (3.9), we obtain the following system of differential equations:

\[
\begin{cases}
\frac{\partial L}{\partial \dot{q}}(q, \dot{q}, S) - \frac{\partial L}{\partial q}(q, \dot{q}, S) = F^{ext}(q, \dot{q}, S) + F^{fr}(q, \dot{q}, S), \\
\frac{\partial L}{\partial S}(q, \dot{q}, S) \dot{S} = \langle F^{fr}(q, \dot{q}, S), \dot{q} \rangle - P^{ext}_H(q, \dot{q}, S).
\end{cases}
\]

In a nutshell, the variational formalism reviewed above yields the time evolution equations for the thermomechanical system considered, in accordance with the axiomatic formulation of thermodynamics of Stueckelberg (Stueckelberg [1974, chapter 1]); see Gay-Balmaz and Yoshimura [2017a, section 3] for more details.

We now review the variational discretization of thermodynamical simple systems as introduced in Gay-Balmaz and Yoshimura [2017c, section 3.2.1] for a description of forces in the discrete setting. Essentially, such maps are directly responsible for the discretization of \( F^{fr} \). These discrete forces are required to be fiber-preserving in the sense that \( \pi_{T^*Q} \circ F_d^{ext+} = \pi_Q \) and similarly for \( F_d^{fr} \), with \( \pi_{T^*Q} : T^*Q \to Q \) being the canonical projection and the maps \( \pi_Q : Q \times Q \times R \to Q \) being defined by \( \pi_Q(q_0, q_1, S_0, S_1) = q_0 \) and \( \pi_Q(q_0, q_1, S_0, S_1) = q_1 \). Concretely, this means, for instance, that \( F_d^{ext+}(q_0, q_1, S_0, S_1) \in T^*_Q Q \). See also Marsden and West [2001, section 3.2.1] for a description of the discrete setting.

We now need to discretize the phenomenological constraint. As stated in Gay-Balmaz and Yoshimura [2017c, section 3], this is done with the help of a finite difference map \( \chi \) such as introduced in McLachlan and Perlmutter [2006, section 4] for the development of variational integrators for systems with nonholonomic constraints. Essentially, such maps are directly responsible for the discretization of constraints and they are also used for the discretization of the Lagrangian too. The phenomenological constraint can be seen as the zero-level set \( C \) of the map

\[ P : T(\pi \times Q) \to \pi \]

defined by:

\[ P(q, \dot{q}, S, \dot{S}) = \frac{\partial L}{\partial S}(q, \dot{q}, S) \dot{S} - \langle F^{fr}(q, \dot{q}, S), \dot{q} \rangle + P^{ext}_H(q, \dot{q}, S), \]

for any \((q, \dot{q}) \in TQ\) and \((S, \dot{S}) \in T\pi\). The discrete counterpart of \( C \) is \( C_d \), defined as

\[ C_d = \chi^{-1}(C) \subset Q \times Q \times R \times R. \]

(3.10)

Therefore, \( C_d \) can be seen as the zero-level set of the map \( P_d = P \circ \chi : Q \times Q \times R \to R \).}

\[ ^{20} \]Note that the way in which the entropy is discretized in the discrete Lagrangian \( L_d \) is not necessarily the one used for the discrete phenomenological constraint \( F_d^{fr} \).
Let $f$ be a functional on $\mathcal{D}$, and let $q_0 := \min f$, $q^* := \max f$. We shall use $\mathcal{D}$ for the functional $\delta f$.

\section{The spatial formalism for the Navier-Stokes-Fourier system}

We now proceed to the reduction of the variational integrator presented in the previous section by extending it to the spatial formalism for the Navier-Stokes-Fourier system. As in the variational discretization, we shall use the vector fields $\mathbf{F}^{ext, -}$ and $\mathbf{F}^{ext, +}$ to discretize the evolution equations (3.5) and (3.6) after reduction and conversion to the finite difference map. This finite difference map is not problematic because usually we are ultimately much more interested in the evolution equations than the evolution equations (3.3) and (3.4) on $G$; see Couéraud and Gay-Balmaz [2018, section 3.2]. Also note that the present article generalizes this approach to systems that are not simple, that is, the entropy of the system is not described by a single real number, and the Lie group acts on the entropy variable.

\subsection{Variational integrator for the spatial variational principle}

We now proceed to the reduction of the variational integrator presented in the previous section by extending what has been done in Couéraud and Gay-Balmaz [2018, section 3.2]; this will yield a variational integrator in the spatial formalism for the Navier-Stokes-Fourier system. As in the variational discretization of any Euler-Poincaré system, the reduction is done in three stages that we recalled in 3.1.2. The first is writing down a variational principle on $\mathcal{D}_0(\mathcal{M})^2$ involving $q_k$ and $q_{k+1} \in \mathcal{D}_0(\mathcal{M})$; this was explained in the previous section. The second stage is to perform a reduction, then the reduced variational principle is expressed on $\mathcal{D}_0(\mathcal{M})$ in terms of the curve $\mathbf{g} = \mathbf{g}^{k+1}(q^{k})^{-1} \in \mathcal{D}_0(\mathcal{M})$ (and the other reduced quantities). The last stage is to make a change of variable by defining $A^k := \frac{1}{\pi} r^{-1} (q^{k+1}(q^k)^{-1})$ where $t$ is a group difference map for $\mathcal{D}_0(\mathcal{M})$; it allows us to write a variational principle on $\mathcal{D}(\mathcal{M})$ only. We will do the two last stages in one in this section. The reference mass density $D_{ref} \in \mathcal{D}(\mathcal{M})$ becomes a dynamic mass density $\mathcal{D} \in \mathcal{D}(\mathcal{M})^{n+1}$ defined by $D^k = D_{ref} \cdot (q^k)^{-1}$. If we denote by $S_{\text{mat}} \in \Omega_{\text{mat}}(\mathcal{M})^{n+1}$, $\Gamma_{\text{mat}} \in \Omega_{\text{mat}}(\mathcal{M})^{n+1}$ and $\Sigma_{\text{mat}} \in \Omega_{\text{mat}}(\mathcal{M})^{n+1}$ the other discrete curves that represent discrete material variables, then we have new discrete curves $S \in \mathcal{D}(\mathcal{M})^{n+1}$, $\Gamma \in \Omega_{\text{mat}}(\mathcal{M})^{n+1}$ and $\Sigma \in \Omega_{\text{mat}}(\mathcal{M})^{n+1}$ defined by $S^k = S_{\text{mat}}^k \cdot (q^k)^{-1}$, $\Gamma^k = \Gamma_{\text{mat}} \cdot (q^k)^{-1}$ and $\Sigma^k = \Sigma_{\text{mat}} \cdot (q^k)^{-1}$. The entropy flux density $J_{S,\text{mat}}$ and the external heat supply $R_{\text{mat}}$ are transformed into $J^k_S = J_{S,\text{mat}}(q^k)^{-1}$ and $R^k = R_{\text{mat}} \cdot (q^k)^{-1}$.
also have a new variable \( B \in \mathfrak{d}(\mathbb{M})^{n+1} \) defined by \( B^k = \delta q^k(q^k)^{-1} \), where \( \delta q_d \) is a discrete variation of the discrete curve \( q_d \). Note that \( \Sigma_k^{+1} = \Sigma_k \) is reduced to \( \Sigma_k^{+1} \cdot q^{k+1} - q^{k} = \Sigma_k^{+1} \cdot \tau(h A^k) - \Sigma_k \), \( \Gamma_k^{+1} - \Gamma_k \) to \( \Gamma_k^{+1} \cdot \tau(h A^k) \) and \( \Sigma_k \) to \( \Sigma_k + B^k \) and \( \delta \Gamma_k^{+1} \) to \( \delta \Gamma_k \). We will also suppose that \( L_d \) is \( \mathfrak{d}(\mathbb{M}) \)-invariant so that we can define a reduced discrete Lagrangian by \( \ell_d(A^k, D^k, S^k, S^{k+1}) = \mathcal{L}_{d,ref}(q^k, q^{k+1}, \mathfrak{s}_k, q_k) \).

Lemma 3.8: Let \( G \) be a Lie group, denote by \( g \) its Lie algebra, and let \( V \) be a manifold on which \( G \) acts on the right. Then we have \( v \cdot T_c R_g(\xi) = (v \cdot \xi) \cdot g \) for any \( g \in G, \xi \in g \) and \( v \in V \).

Proof: We compute:
\[
(v \cdot \xi) \cdot g = \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} (v \cdot \exp(\varepsilon \xi)) \cdot g = \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} v \cdot [\exp(\varepsilon \xi) \cdot g] = v \cdot T_c R_g(\xi).
\]

Below we will denote by \([D_2 \ell_d]\) the quantity \( D_2 \ell_d(A^k, D^k, S^k, S^{k+1}) \), where \( Z \) is one of the four variables of \( \ell_d(A, D, S_0, S_1) \). In this article, we will limit ourselves to the simplest discrete Lagrangian, \( \ell_d(A, D, S_0, S_1) = h \ell(A, D, S_0) \). However, other discrete Lagrangians can be considered as well as other discretizations of the thermal coupling term.

**Variational integrator for viscous heat conducting fluids, spatial version:**

Let \( \mathbb{M} \) denote a mesh approximating the fluid domain \( M \) and a sequence \((t_k)_{0<k<\delta n}\) discretizing the time interval. The discrete motion \((A_d, D_d, S_d, \Gamma_d, \Sigma_d) \in \mathfrak{d}(\mathbb{M})^{n+1} \times \text{Den}(\mathbb{M})^{n+1} \times \text{Den}(\mathbb{M})^{n+1} \times \Omega_{\mathfrak{d}}^{0}(\mathbb{M})^{n+1} \times \text{Den}(\mathbb{M})^{n+1} \) is critical for the discrete variational condition:

\[
\delta \sum_{k=0}^{n-1} \left[ \ell_d(A^k, D^k, S^k, S^{k+1}) + (S^k - \Sigma_k, \Gamma_k^{+1} \cdot \tau(h A^k) - \Gamma_k) \right]_i = 0, \tag{3.11}
\]

subject to the discrete phenomenological and variational constraints for any cell \( i \in \{1, \ldots, N\} \) and time step \( k \in \{0, \ldots, n-1\} \):

\[
\Theta_k^{\mathfrak{s}}(\Sigma_k^{+1} \cdot \tau(h A^k) - \Sigma_k)_i = h \bar{\mu} (\text{div} A^k)_i^2 + h \bar{\mu} (\text{div} A^k)_i + 2 h \mu (\text{div} \nabla A^k)_i - 2 h \mu \left( (\text{div} A^k) \cdot A^k \right)_i - \left( \Gamma_k^{+1} \cdot \tau(h A^k) - \Gamma_k \right)_i J^k_S, \tag{3.12}
\]

\[
[D_2 \ell_d]_i \left[ (\delta \Sigma_k + \Sigma_k \cdot B^k)_i + [D_3 \ell_d]_i (\delta \Sigma_k^{+1} + \Sigma_k^{+1} \cdot B^{+1})_i \right] = -h \bar{\mu} (\text{div} A^k)_i (\text{div} B^k)_i - h \bar{\mu} (\text{div} A^k \wedge \text{div} B^k)_i - 2 h \mu (\text{div} X)_i + 2 h \mu \left( (\text{div} A^k) \cdot B^k \right)_i + h \left( (\sigma \Gamma_k + \Gamma_k \cdot B^k) \right)_i J^k_S, \tag{3.13}
\]

where \( X \) is any discretization of \( \nabla_C u \), \( J^k_S \in \mathfrak{d}(\mathbb{M}) \) is a discrete entropy flux density and \( D_t R_t \) represents the discrete external heat power supplied at the cell \( C_i \); as well as both the sparsity and compressibility constraints:

\[
A^k \in \mathcal{S} \cap \mathcal{V}, \quad B^k \in \mathcal{S} \cap \mathcal{V}.
\]

In (3.11), the variation of the action functional has to be taken with respect to variations

\[
\delta A^k = h \left[ \delta A^k \right]_{h A^k, B^k} = \frac{1}{h} \delta A^k - \delta D^k \cdot B^k,
\]

\[
\delta S_d, \delta \Sigma_d \text{ and } \delta \Gamma_d, \text{ such that } B_d \in \mathfrak{d}(\mathbb{M})^{n+1} \text{ and } \Sigma_d \in \Omega_{\mathfrak{d}}^{0}(\mathbb{M})^{n+1} \text{ both vanish at the endpoints } t = 0, T, \text{ and such that } \frac{1}{h} (\delta \Gamma_k + \delta \Gamma_k^0) = 0 \text{ for all } C_i \in \mathbb{M} \mathbb{M}^2 \text{ and time step } k. \text{ Here } \delta^{-1} \text{ denotes the inverse left trivialized tangent of the group difference map } \tau.
\]

We now derive the associated discrete Euler-Lagrange equations. Taking variations of the discrete
action functional in (3.11) we obtain:

\[
\sum_{k=0}^{n-1} \left[ \langle [D_A \ell_d]^k, \delta A^k \rangle_0 + \langle [D_D \ell_d]^k, \delta D^k \rangle_0 + \langle [D_S \ell_d]^k, \delta S^k \rangle_0 + \langle [D_S \ell_d]^k, \delta S^{k+1} \rangle_0 \right]
\]

\[
+ \langle \delta S^k, \Gamma^{k+1} \cdot \tau(hA^k) - \Gamma^k \rangle_0 - \langle \delta S^k, \Gamma^{k+1} \cdot \tau(hA^k) - \Gamma^k \rangle_0 + \langle S^k - \Sigma^k, \delta \Gamma^{k+1} \cdot \tau(hA^k) \rangle_0
\]

\[
+ \langle S^k - \Sigma^k, \Gamma^{k+1} \cdot D \tau(hA^k) \rangle_0 - \langle S^k - \Sigma^k, \delta \Gamma^k \rangle_0 \right] = 0.
\]

Using an integration by parts (change of indices) and lemma 2.31, terms in \(\bigcirc\) are equal to:

\[
\left\langle \frac{1}{\hbar}(d\tau_{-hA^{k+1}})^* [D_A \ell_d]^{k-1} - \frac{1}{\hbar}(d\tau_{-hA^k})^* [D_A \ell_d]^k - D^k [D_D \ell_d]^{kT}, B^k \right\rangle.
\]

Using another change of indices, we obtain from terms in \(\boxdot\):

\[
[D_S \ell_d]^k + [D_S \ell_d]^{k+1} = -(\Gamma^{k+1} \cdot \tau(hA^k) - \Gamma^k) =: -h \Theta^k.
\]

Using this definition and a change of indices as well as lemmas 2.30 and 2.14, we rearrange the terms in \(\bigotimes\) with the help of the variational constraint as follows:

\[
\sum_{k=0}^{n-1} \langle \delta \Sigma^k, h \Theta^k \rangle_0 = \sum_{k=0}^{n-1} \sum_{i=1}^{N} \sum_{i=1}^{N} \Omega_{ii} \left[ -[D_S \ell_d]^k (\Sigma^k \cdot B^k)_i - [D_S \ell_d]^{k+1} (\Sigma^{k+1} \cdot B^{k+1})_i \right.
\]

\[
-h \mu (\text{div} A^k)_i (\text{div} B^k)_i - h \mu (dA^{k} \wedge \delta B^{k})_i + h (\delta \Phi^k \cdot J^k_S)_i + h (\Gamma^k \cdot B^k \cdot J^k_S)_i \right].
\]

The terms \(-h \mu (\text{div} A^k)_i (\text{div} B^k)_i - h \mu (dA^{k} \wedge \delta B^{k})_i\) will have to be added to other terms in \(\bigotimes\) found previously, through the use of lemma 2.23 and proposition 2.41. Then collecting terms in \(\bigotimes\) we obtain thanks to a change of indices the following relation, similar to (2.10):

\[
(S^{k-1} - \Sigma^{k-1}) \cdot \tau(-hA^{k-1}) - (S^k - \Sigma^k) = h \text{ div } J^k_S.
\] (3.14)

Now, using the properties of the inverse left trivialized tangent of the group difference map \(\tau\) we compute that:

\[
\langle S^k - \Sigma^k, \Gamma^{k+1} \cdot D \tau(hA^k) \rangle_0
\]

\[
= \langle S^k - \Sigma^k, \Gamma^{k+1} \cdot [T_e L_{\tau(hA^k)} d\tau_{-hA^k} (d\tau_{-hA^k} (B^{k+1}) - d\tau_{-hA^k}^{-1} (B^k)) \rangle_0
\]

\[
= \langle S^k - \Sigma^k, \Gamma^{k+1} \cdot [T_e L_{\tau(hA^k)} A d_{\tau(hA^k)} (B^{k+1}) - T_e L_{\tau(hA^k)} (B^k)) \rangle_0
\]

\[
= \langle S^k - \Sigma^k, \Gamma^{k+1} \cdot (B^{k+1} \tau(hA^k) - \tau(hA^k) B^k) \rangle_0
\]

which combined with other terms in \(\bigotimes\), yield, using lemma 3.8, the definition of temperature, as well as:

\[
\sum_{k=0}^{n-1} \left[ \langle (S^{k-1} - \Sigma^{k-1}) \cdot \tau(-hA^{k-1}), \Gamma^k \cdot B^k \rangle_0 - \langle S^k - \Sigma^k, (h \Theta^k + \Gamma^k) \cdot B^k \rangle_0
\]

\[
+ \langle \Sigma^k \cdot B^k, h \Theta^k \rangle_0 - h \langle \text{div } J^k_S, \Gamma^k \cdot B^k \rangle_0 \right].
\]

Then using the relation (3.14) and lemma 2.29, we finally obtain that the above sum is equal to

\[
\sum_{k=0}^{n-1} \langle h S^k \Theta^k T^k, B^k \rangle.
\]
The fully discrete Navier-Stokes-Fourier equations are therefore (see section 2.1.4 for the definition and use of the projection $P$):

$$
\begin{align*}
\mathbf{P}\left(\frac{1}{\mathcal{h}}(d\tau_{hA}^{-1})^*D^kA^{ib} - \frac{1}{\mathcal{h}}(d\tau_{-hA}^{-1})^*D^kA^{(k-1)b})\right)_{ij} + \mathbf{D}_{ij}
&= D_{ij}^k \left(\frac{\partial\varepsilon}{\partial D^S^j} - \frac{\partial\varepsilon}{\partial D^S^j}\right) + S_{ij}^k \left(\frac{\partial\varepsilon}{\partial S^S_i} - \frac{\partial\varepsilon}{\partial S^S_i}\right) + 2(\bar{\mu} - \mu)(A_{ij}^k - A_{ij}) + \mu(\Delta A^{ib})_{ij}
\end{align*}
$$

(3.15)

to which we need to add the Dirichlet boundary conditions on the temperature $\Theta^k = \Theta_0$ for any cell $C_i$ in $\mathbb{M}\setminus\mathbb{M}^s$, and also the no-slip boundary conditions for the discrete vector field $A^k$, at each time step.

Concerning the choice of group difference map $\tau$, contrary to the incompressible case, there is no reason to use the Cayley map as $\tau_0(\mathbb{M})$ is not a quadratic Lie algebra. Moreover, the discrete velocity field $A$ has to satisfy the compressibility constraint $V$, which means in particular that $A = L + D$ with $L$ a $\mathbb{Q}$-skew symmetric matrix and $D$ a diagonal matrix, and in this case $I \pm A$ is possibly not invertible, preventing us to use the Cayley map in this particular case.

**Conclusion and perspectives**

This article opens new perspectives concerning the geometric integration of fluids; we would like to give a few of them. On the geometrical side, the reduction of the structure-preserving property established in Gay-Balmaz and Yoshimura [2018] is a topic of high importance, as it replaces the preservation of the symplectic form, in both smooth and discrete settings. The geometric structure, in terms of a variational principle, for interactions between a fluid and a rigid body, or between two fluids, is an active subject of research, see Jacobs and Vankerschaver [2014] for instance. It would be interesting to see how the framework developed in this paper can be enlarged to handle the interactions with a rigid body, for instance with a more sophisticated model yet similar to the one developed in Couéraud and Gay-Balmaz [2018, section 3]. Another research direction is the incorporation of stochastics into geophysical fluid flows, see for instance Gay-Balmaz and Holm [2018]. Indeed, measurement campaigns performed by satellites have revealed the stochastic behavior of drifting devices in the ocean. It would be interesting to investigate discrete variational integrators based on the stochastic models developed in Gay-Balmaz and Holm [2018]. It could be then also for the development of a Kalman filter that would use this stochastic variational integrator for making predictions (see Schultz, Flasikamp and Murphey [2017] for an account of the use of variational integrators as predictors in Kalman filters).

More on the modeling side, it would be interesting to understand the discretization of other irreversible processes, for instance in magnetohydrodynamics, and also to see if the variational integrator developed in this paper can be used to optimally control the equilibrium state of a plasma, which is of great interest because of the special properties of geometric integrators. Also, multiple irreversible processes are included in the atmospheric model developed in Gay-Balmaz [2018]; it would be important to discretize this model and implement it as a circulation model in mind and see the benefits of geometric integration on long runs of the integrator. Discretization of complex fluids is also a possible direction of research.

At last, a lot remains to be done on the numerical side. Other discretizations of the thermal coupling term have to be considered, as well as others methods for vector field discretization and reconstruction. The numerical analysis (stability, convergence) of this variational integrator, starting from the one in the original work of Pavlov [2009] for ideal fluids, is a subject of uttermost importance. This subject will bring many standard tools of numerical analysis into computational geometric mechanics and forge interesting partnerships between these fields. Finally, it would be interesting to benchmark this integrator against known numerical schemes for the Navier-Stokes-Fourier system qualitatively, but also in terms of (empirical) convergence, and computational and memory cost.
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