A quantum neural network with efficient optimization and interpretability
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As the quantum counterparts to the classical artificial neural networks underlying widespread machine-learning applications, unitary-based quantum neural networks are active in various fields of quantum computation. Despite the potential, their developments have been hampered by the elevated cost of optimizations and difficulty in realizations. Here, we propose a quantum neural network in the form of fermion models whose physical properties, such as the local density of states and conditional conductance, serve as outputs, and establish an efficient optimization comparable to back-propagation. In addition to competitive accuracy on challenging classical machine-learning benchmarks, our fermion quantum neural network performs machine learning on quantum systems with high precision and without preprocessing. The quantum nature also brings various other advantages, e.g., quantum correlations entitle networks with more general and local connectivity facilitating numerical simulations and experimental realizations, as well as novel perspectives to address the vanishing gradient problem long plaguing deep networks. We also demonstrate the applications of our quantum toolbox, such as quantum-entanglement analysis, for interpretable machine learning, including training dynamics, decision logic flow, and criteria formulation.

Introduction—Artificial neural networks (ANNs) lay the foundation of cutting-edge machine learning research and witness profound successes in artificial intelligence applications [1–8]. Their successes largely lie in their versatile expression and efficient optimization, as back-propagation collectively determines the model’s descending gradients in deep, feed-forward architecture [1–3]. On the other hand, such structural complexity comes at the price of increasingly obscure interpretability and the vanishing gradient problem [9, 10] - frustrating obstacles to a new generation of machine learning with advanced control and effectiveness, especially for scientific utilities. Recently, various studies have applied ANNs to quantum data and systems [11–34], where classical ANNs witness typical compatibility issues and usually require suitable bridging and preprocessing of quantum inputs [24–34].

A quantum neural network (QNN) is a quantum circuit of unitaries commonly used in quantum computations [35] and quantum machine learning [36, 37]. Compared with classical ANNs, the QNNs may possess a quantum advantage [38–47], especially in their expressive and computational potential [48–52]. However, as quantum many-body systems, the QNNs are generally costly to simulate on classical computers [38–44] and, notably, more expensive to optimize [53–57] - due to the lack of efficient optimization, various studies had to resort to brute-force gradient calculations or extensive circuit samplings based on parameter-shift rules [58, 59]. Consequently, most machine-learning demonstrations of QNNs are limited to small systems and mediocre performances compared to the ANN benchmark in the current noisy intermediate-scale quantum (NISQ) era.

Here, we consider a fermion bilinear model over a network of sites (black dots), whose hopping amplitudes \( t_{rr'} \) and onsite potentials \( \mu_r \) are parameters for supervised machine learning. It integrates the classical data or quantum model inputs as the \( t = 0 \) layer from the left, and its subsequent physical properties, such as the LDOS on the right, serve as the outputs. Such properties are available via Green’s function \( G(l) \) recursively, adding one layer (\( \hat{T}_{l-1} \) and \( \hat{H}_l \)) at a time. Therefore, for efficient optimization, we only allow finite \( t_{rr'} \) intra-layer (orange lines) or between the neighboring layers (green lines). For clarity, we only show the hopping concerning a single site (dashed circle). In addition to such fully-connected FQNNs, locally-connected FQNNs are also applicable for machine learning, thanks to quantum correlation.

on site potential over the neurons, granting it extensive degrees of freedom. Its specific physical properties, such as local density of states (LDOS) and conditional conductance (CC), possess rich expressions and serve as outputs. We name such a quantum model as a fermion quantum neural network (FQNN) and show that it possesses the benefits of both classical and quantum worlds. On the one hand, for an FQNN with hopping only between the nearest layer and within each layer (Fig. 1), we establish efficient optimization similar to the back-propagation of
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classical feed-forward ANNs. On the other hand, FQNN connects directly with target quantum data and models without the need for preprocessing and also entities our comprehensive quantum toolboxes, such as quantum entanglement and correlation. We demonstrate FQNNs on classical MNIST [60] benchmarks and quantum models with excellent efficiency, accuracy, and compatibility; further, we show that quantum analysis brings unique interpretable machine learning [32, 61–63]: training dynamics, decision logic flow, and criteria formulation. Notably, while FQNNs are straightforwardly operable on classical computers, their quantum nature allows for not only more general and local networks, thus better feasibility overall, but also a perspective and potential solution towards the long-standing vanishing gradient problem.

**FQNN for machine learning**—Without loss of generality, our FQNN model takes the following form:

\[
\hat{H} = \sum_{rr'} t_{rr'} c^\dagger_r c_{r'} + \sum_r \mu_r c^\dagger_r c_r,
\]

where the hopping amplitudes \(t_{rr'} = t_{r'r}\), and the onsite potentials \(\mu_r\) are the model parameters adjusted via machine learning, similar to the weights and biases of a classical ANN. We label each neuron (site) with \(r = (l, m)\), where \(l \in [0, L]\) denotes the layer and \(m\) denotes the intra-layer coordinate, respectively. We demand finite \(t_{rr'}\) only for \(|l - l'| \leq 1\); we do allow intra-layer hopping, unlike feed-forward classical ANNs; see an example of FQNN architecture in Fig. 1.

The input data or quantum system \((l = 0)\) connects to FQNN via \(T_0\) to the first layer \((l' = 1)\), after which the outputs take the form of specific physical properties of the entire quantum model. For example, we may use the LDOS at the neurons in the last layer \((l = L, k = 1, \cdots, M_L)\) as outputs:

\[
y_k = -\frac{1}{\pi} \Im \left[ \mathcal{G}^{(L)}_{L,i,L} \right]_{k,k},
\]

where \(\mathcal{G}^{(L)}_{l,m,m'}\) are FQNN’s Green’s functions between the \((l, m)\) and \((l', m')\) sites. For a classification problem, we can conveniently set the number of output neurons \(M_L\) to the number of categories, where the neuron with the largest LDOS signals the FQNN’s decision. Likewise, we may use the FQNN’s CC, i.e., the localization property across its depth:

\[
y = \sum_m \left| \mathcal{G}^{(L)}_{0,i,L} \right|_{m,1}^2,
\]

which offers a binary output as the FQNN switches on and off like a PN-junction depending on our chosen target. Without loss of generality, we have considered an FQNN with \(M_L = 1\) and averaged over the contributions from all sites \(r = (0, m)\) in the input layer. These measurements are more efficient than the tomography on unitary-based QNNs [64–66].

**Examples and results**—First, we apply FQNNs to the MNIST dataset as a classical benchmark. We encode each image’s pixel grayscale \(x_{\bar{m}} \in [0, 1]\) as the onsite potential \(\mu_{\bar{m}}\) of a model, integrated into the FQNN as the \(l = 0\) layer, see Fig. 1:

\[
\hat{H}_0 = \sum_{\bar{m}} x_{\bar{m}} c^\dagger_{\bar{m}} c_{\bar{m}},
\]

where \(\bar{m} = (m_1, m_2)\) labels the pixels’ 2D coordinates.

We consider different FQNN architectures: first, we consider a fully-connected FQNN with \([100, 64, 10]\) neurons in 3 layers, where \(t_{rr'}\) fully connects each neuron to its own layer and adjacent layers (Fig. 1); then, we consider a locally-connected FQNN with \([13 \times 13, 6 \times 6, 10]\) Hutchinson.
neurons, where hopping is local on the 2D lattices in the $l = 1, 2$ layers and the $l = 3$ layer remains fully-connected. The LDOS over the $l = 3$ layer stands for the 10 MNIST categories. We set learning rate $\eta = 0.005$, level width $\gamma = 0.005$, and weight decay $\lambda = 0.001$. Further details and examples on FQNN architecture and locality are in the Supplemental Material [68].

With the aforementioned optimization approach, we achieve high-quality convergences in the supervised machine learning of MNIST. With a fully-connected FQNN, we achieve 98.13% accuracy (Fig. 2 and Ref. [68]), comparable with classical fully-connected ANNs with similar compact scales ($\sim$ 98.5% [69]) and blowing past conventional QNNs that had to settle with small systems, coarse-graining on big data, high cost, and meager accuracy. In addition, with an efficient algorithm and fast convergence, FQNNs have much potential to expand further on their architectures [70]. Interestingly, we still achieve satisfactory accuracy - 97.36% on MNIST - using FQNNs with only local hopping, a vital step towards feasibility on quantum devices. Indeed, quantum correlation naturally extends beyond the hopping range, and the extra intra-layer hopping, absent in classical ANNs, further boosts the communication and network generality in FQNN.

We note the diverse possibilities over FQNN input and output formalisms as long as we keep the consistency between machine learning and subsequent applications. For instance, instead of the model in Eq. 5, we may encode an image as an external, static LDOS field $\mathcal{G}_{\text{ext}}(\vec{m}) \propto x(\vec{m})$ directly coupled to the FQNN. We set $\eta = 0.001$, $\gamma = 0.001$, and $\lambda = 0.001$. The FQNN achieves an (even higher) accuracy of 98.54% on the MNIST dataset; see further details in the Supplemental Material [68]. We discuss other output formalisms in the following example.

Next, we consider training FQNN to distinguish Chern insulators (Chern number $C = 1$) and normal insulators ($C = 0$) with the following fermion bilinear models on a $12 \times 12$ square lattice $\vec{r} = (x, y)$:

$$\hat{H}(\kappa) = \sum_{\vec{r}} (-1)^y c_{\vec{r}+\hat{x}}^\dagger c_{\vec{r}} + [1 + (-1)^y (1 - \kappa)] c_{\vec{r}+\hat{y}}^\dagger c_{\vec{r}} + (-1)^y \frac{\tilde{\kappa}}{2} [c_{\vec{r}+\hat{x}+\hat{y}}^\dagger c_{\vec{r}} - c_{\vec{r}+\hat{x}-\hat{y}}^\dagger c_{\vec{r}}] + \text{h.c.}, \quad (6)$$

which yields a Chern insulator if $\kappa > \kappa_C = 0.5$ and a normal insulator otherwise at $\kappa = 0$. In practice, we also add quenched disorder among the onsite potentials as well as nearest and next nearest neighbor hopping amplitudes to Eq. 6 for a diverse training set and apply the real-space Kubo formula [24, 71] for each sample’s topological category [68].

FQNN incorporates each sample directly as its $l = 0$ layer; in comparison, classical ANNs are incompatible with such quantum models and have to resort to proper preprocessing, e.g., quantum operators, quantum entanglement or surface states. For the binary decision of whether the input is a Chern insulator or not, we may use either the LDOS over two neurons in the $l = L$ layer or the CC across the entire FQNN. For the latter, the FQNN is localized at $E \approx 0$ with Green’s functions decaying exponentially thus vanishing between the first and last layers if $\tilde{H}_0$ is a normal insulator, and vice versa. We employ FQNNs with $[100, [64] \times 3, 2]$ neurons in the 5 layers for the former case and with $[100, [64] \times 5, 1]$ neurons distributed among 7 layers for the latter. We set $\eta = 0.001 \sim 0.005$, $\gamma = 0.01$, and $\lambda = 0.001$.

After the supervised machine learning reaches convergence, we apply the FQNNs to examine various sample models. We obtain 100% accuracy on test models without the disorder, whose phase diagrams in $\kappa$ in Fig. 3(a)(c) display an apparent topological transition at $\kappa = 0.5$ fully consistent with the theory benchmark. Even on test models with a moderate disorder, the FQNN still achieves an accuracy of 99.83% for LDOS and 99.51% for CC [72], as well as 100% and 99.99% test area under the receiver operating characteristic curve (AUROC) [73, 74], respectively. Interestingly, responsible for the CC behavior, an extended state emerges at $E \approx 0$ in the gap when and only when the FQNN meets up with a Chern insulator (Fig. 3(b)(d)), which is useful for interpretability as we show later.

Interpretability—FQNN has inherited classical ANNs’ merits of efficient optimization and powerful expression while exhibiting compatibility in both the classical and quantum worlds. In addition, its quantum nature allows us to take advantage of our quantum toolbox, such as quantum entanglement [75, 76], for novel perspectives on interpretable quantum machine learning. For example, mutual information [77, 78] measures the information de-
dependence between two subregions A and B:
\[ I_{AB} = S_A + S_B - S_{AB}, \]  
(7)
where \( S_A = -\text{tr}(\rho_A \log \rho_A) \), \( \rho_A = \text{tr} \bar{\rho}_A(\rho) \) are the entanglement entropy and (reduced) density operator of A. The mutual information \( I_{l\ell_0} \) between the \( l = 0 \) and \( l = L \) layers evaluate the FQNN’s control on converting inputs into outputs, thus its machine learning progress; see Fig. 2 for an illustration of \( I_{l\ell_0} \) on mid-training dynamics.

For a post-learning FQNN, we can also employ mutual information to track the input-to-output logic flow through its full depth. First, given a target input, we can establish mutual information between every neuron and the output neurons, whose LDOS holds the FQNN’s decision. Further, we can apply a unitary transformation to each layer so that the mutual information concentrates among a few selected neurons, simplifying the logic flows. For this purpose, we solve for a new basis where most neurons do not correlate with the output neurons; see more details in the Supplemental Material [68]. For the FQNN in Fig. 3(a), a logic flow example given a Chern insulator input and the mutual information distributions before and after the unitary transformation are in Fig. 4(a)(b). We note that such unitary transformations are controlled, invertible, and sample-wise applicable - no transformation of this kind is available to classical ANNs [79].

There are also interpretive machine learning options for an FQNN with CC as its output. In the presence of a Chern insulator \( \hat{H}_0 \) at the input layer, the overall quantum fermion model should possess an extended state at \( E = 0 \) (Fig. 3(d)), suggesting:
\[
\det \begin{pmatrix} \hat{H}_0 & \hat{T}_0 & \hat{T}_0^\dagger & \hat{Q} \end{pmatrix} = 0,
\]  
(8)
which offers a natural formulation of the FQNN’s criteria on the target model \( \hat{H}_0 \) that lead to a Chern-insulator decision. Here, \( \hat{Q} \) is the Hamiltonian of the \( l = 1, 2, \cdots, L \) layers of the FQNN, connected to the input model via \( \hat{T}_0 \) and \( \hat{T}_0^\dagger \). \( \hat{T}_0^\dagger, \hat{T}_0, \hat{T}_0^\dagger \) consist of the model parameters \( t_{rr^{'}} \) and \( \mu_r \) and are fixed by training. Also, given a Chern insulator model \( \hat{H}_{\text{ch}} \), we design a Chern-insulator criteria:
\[
\hat{H}_0 = \hat{H}_{\text{ch}} + \sum_i \omega_i \hat{h}_{\delta i} + \omega_i^* \hat{h}_{\delta i}^{'},
\]  
(9)
for any sufficiently small \( \omega_i \), where \( \hat{h}_{\delta i} \) \((i = 1, 2, \cdots)\) are normalized columns linearly depend on the overall matrix and local in \( \hat{H}_0 \). To verify such formulation, we start with a Chern insulator model \( H_{\text{ch}} \) close to the topological transition, e.g., Eq. 6 with \( \kappa = 0.52 \), and evaluate the consequences of perturbations with an \( \hat{h}_{\delta} \) in Eq. 9 either random or following our criteria. Example results are in Fig. 4(c). While random perturbations may topple the Chern insulator relatively easily, the designed perturbations are indeed pro-topological-phase, which steadily persists till the perturbation amplitude is fairly large.

Discussion —FQNNs can take advantage of their quantum nature, and their physical properties’ nonlinear recursions from model parameters endow them with as powerful expressions and efficient optimization as classical ANNs. Moreover, FQNN may even exceed the classical ANNs in optimization, which widely suffer from the vanishing-gradient problem as the layers further away from the outputs experience exponentially decreasing gradients, thus unproductive optimizations. The introductions of convolutional neural networks [60, 80] and residue blocks [81] that renovated deep ANNs only partially circumvent such issues. Physically, the vanishing gradient is consistent with the increasing distance and decaying correlation between the target model parameters and the ANN outputs. In contrast, as CC engages the entire depth of the FQNN, its contributions are naturally more equally distributed over and dependent on parameters from all layers. The effect of our remedy to the vanishing gradient is also rooted in the gradients’ recursive expressions [68] and explicitly observable from the example results in Fig. 5 on FQNNs and classical ANNs’ gradient distributions during machine learning.
FIG. 5. The modulus gradients distributed among the layers show that, unlike the ANN that suffers a vanishing gradient for neurons farther from the output, the FQNN with CC output enjoys a more evenly distributed gradient - more advantageous for optimization. We employ identical layer architecture, initialization methods, and Chern/normal insulator models for ANN and FQNN, where the dataset for the former is preprocessed via quantum loop topography [24]. We average the gradients over the first three epochs and normalize the results by setting the last layer’s values as 1 (not shown).

Unlike a quantum-circuit-based QNN, FQNN functions as a non-dynamical quantum fermion model, which can become relatively simpler to implement in analog quantum simulations [82, 83], especially given FQNN’s locality where hopping \( t_{rr'} \) exists only between near neighbors. Recent quantum simulations have exercised precisely controls on the inter-site couplings and onsite chemical potentials [84, 85], and reach system scales of hundreds of sites [86–88], especially in the quantum-dot arrays [84, 89–93] and the Rydberg atom arrays [85–88, 94–97]. In addition to speeding up applications, the machine learning and quantum realization of FQNN also offer a new arena for designing novel phenomena and functional properties, such as CC under diverse circumstances.

We also note that our studies may generalize to non-Hermitian systems [98, 99] FQNNs, where Eq. 1 attains non-reciprocal hopping \( t_{rr'} \neq t_{r'r} \) and more closely resembles the unidirectional information flow in classical ANNs.
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Methods — To characterize the quantum model in Eq. 1, we can evaluate the expectation values \( \langle \Phi | O | \Phi \rangle \) for the many-fermion ground state \( | \Phi \rangle = \prod_{\epsilon \leq E} c_\epsilon | 0 \rangle \), where \( c_\epsilon \) corresponds to the energy eigenstates \( \hat{H} = \sum_\epsilon \epsilon c_\epsilon c_\epsilon^\dagger \) and we set the Fermi energy \( E = 0 \). Alternatively, we may resort to Green’s functions:

\[
\hat{G}(z) = \left( \hat{z}^{\dagger} - \hat{H} \right)^{-1},
\]

where \( z = E + i\gamma \) possesses a small imaginary part \( \gamma > 0 \) that attributes a finite level width and avoids singularities. Interestingly, when hopping exists only within the same or adjacent layers, we can evaluate systematic properties via the recursive Green’s function method [101]:

\[
\begin{align*}
\hat{G}^{(N)}_{N,N} &= \left[ z^{\dagger} I_N - \hat{T}_N \hat{G}^{(N-1)}_{N-1,N-1} \hat{T}_N \right]^{-1}, \\
\hat{G}^{(N)}_{l,N} &= \hat{G}^{(N-1)}_{l,N-1} \hat{T}_{N-1} \hat{G}^{(N)}_{N,N},
\end{align*}
\]

where \( \hat{H}_l \) is the Hamiltonian defined within the \( l \)th layer, and \( \hat{T}_l \) is the hopping matrix elements from the \((l + 1)\)th to the \( l \)th layer: \( \hat{H} = \hat{H}_0 + \sum_{l=1}^L \hat{H}_l + \hat{T}_{l-1} + \hat{T}_{l-1}^{\dagger} \). The recursion starts with \( \hat{G}^{(0)}_{0,0} = \left[ z^{\dagger} I_0 - \hat{H}_0 \right]^{-1} \) for the input model on the left \((l = 0)\), adding one layer to the right at a time for a system of \( N \) layers at the \( N \)th iteration, as denoted by the superscript \( N \in [1, L] \) in the braces; see Fig. 1. The recursive expressions for the rest of \( \hat{G} \) components are in the Supplemental Material [68].

Importantly, the left-hand sides of Eq. 11 at the \( N \)th iteration only depend on the right-hand sides at the \( (N - 1) \)th iteration. Therefore, the time complexity of each layer is only polynomially related to the number of neurons \( M_l \) in the current layer, similar to classical ANNs. Also, the functions mapping each iteration’s inputs to the outputs are highly nonlinear. At the very end of the recursion lies \( \hat{G}^{(L)} \), which encodes various physical properties of the entire FQNN and provides outputs, e.g., the LDOS on the last layer’s neurons \((l = L)\) or the CC across the depth of FQNN. These features, like the feed-forward architecture and the nonlinear activation function of classical ANNs, endow the FQNN with powerful expressive potential and collective gradient solution through the chain rule - major merits that made ANN’s name in machine learning and that prior QNNs lack the most.
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I. ADDITIONAL EXAMPLES ON FQNN

INPUTS: ENCODING CLASSICAL DATA AS EXTERNAL LDOS

Given classical data, there are diverse encoding methods for FQNNs’ inputs. For example, in addition to the onsite potential $\mu_{\vec{m}}$ of a model, we may also regard each sample as $\mathcal{I}(\hat{G}_{00})_{\vec{m}\vec{m}} = -\pi \cdot x(\vec{m})$, an external and static LDOS field coupled to the FQNN’s first layer ($l = 1$) via $T_0$ and $T_0^\dagger$. As such inputs do not specify an explicit $\hat{H}_0$, the mutual information $I_{0L}$ between the input and output layers is no longer directly available.

Applying such encoding to the classical MNIST dataset, we carry out supervised machine learning with FQNNs and settings similar to the main text. The LDOS over the 10 neurons in the last layer serves as outputs. We summarize the performance on training and convergence in Fig. 1. With adequate tuning and training, FQNNs can achieve 98.54% accuracy on the MNIST dataset, fully comparable to classical ANNs with similar scale and complexity.

Also, we have investigated adding nearest neighbor hopping to the onsite potential Hamiltonian in Eq. (7) in the main text. The performance remains on par with the scenario without hopping.

II. ADDITIONAL EXAMPLES ON FQNN ARCHITECTURE

We study more FQNN architectures to compare the effect of connectivity and locality on machine-learning performance. We consider FQNNs with the neurons in each layer forming a 2D square lattice and either no intra-layer hopping (unconnected), nearest neighbor intra-layer hopping, or nearest and next-nearest neighbor intra-layer hopping. We also consider two inter-layer connection formalisms: first, we consider FQNNs with $[14 \times 14, 7 \times 7, 10]$ neurons per layer, and tree-type inter-layer hopping - each neuron in the 1st (2nd) layer connects with $2 \times 2$ neurons in the 0th (1st) layer and without overlap; then, we also consider FQNNs with $[13 \times 13, 6 \times 6, 10]$ neurons per layer, where the neighboring neurons’ inter-layer partners share an overlap - inter-layer $t_{rr'}$ connects neuron at $(m_1, m_2)$ in the 1st (2nd) layer and neurons at $(m'_1, m'_2)$ in the 0th (1st) layer, $m'_j \in [2m_j - 1, 2m_j + 2]$.

In all scenarios, the $l = 3$ layer consists of fully-connected neurons whose LDOS represents FQNNs’ classification outputs.

| Intra-layer | Tree | Overlapping |
|-------------|------|-------------|
| Unconnected | 93.43% | 97.17% |
| Upto nearest neighbor | 95.61% | 97.26% |
| Upto next nearest neighbor | 96.19% | 97.36% |

TABLE I. FQNNs’ accuracy on the MNIST test dataset shows relatively sensitive dependence on the architecture - the level of locality and connectivity. The image’s pixel grayscale is encoded as the zeroth layer model’s onsite potentials; see Eq. (7) in the main text.

| Intra-layer | Tree | Overlapping |
|-------------|------|-------------|
| Unconnected | 93.40% | 97.84% |
| Upto nearest neighbor | 96.27% | 97.68% |
| Upto next nearest neighbor | 96.16% | 97.72% |

TABLE II. FQNNs’ accuracy on the MNIST test dataset shows relatively sensitive dependence on the architecture - the level of locality and connectivity. The image’s pixel grayscale is encoded as an external, static LDOS field coupled to the FQNN’s first layer; see Sec. I.
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FIG. 1. The loss function on the training set and the accuracy over the test set consistently demonstrate the convergence of a fully-connected FQNN in supervised machine learning on the MNIST dataset encoded as external LDOS. The shades illustrate typical variance over 10 trails.
Applying such FQNNs to supervised machine learning for the MNIST dataset, encoded as onsite potentials in Eq. (7) in the main text or as an external LDOS field in Sec. I, we summarize the optimal performances in Tabs. I and II. We note that poor connectivity, e.g., the tree architecture (‘tree column’ and ‘unconnected’ row), may adversely impact the FQNN capacity - such locality is too strict to allow sufficient correlations between neurons in the first layers. Fortunately, unlike classical ANNs, FQNNs allow intra-layer connections, adding to available inter-layer hopping, which we observe bears more significant contributions. Given sufficient connectivity above the tree architecture, FQNNs’ performances increase quickly and saturate to the level of fully-connected FQNNs. Further reduction of locality tends to receive a diminishing margin.

III. DETAILS ON REGULARIZATION

Regularization plays a vital role in reducing over-fitting and reaching optimal performance in supervised machine learning. Common regularization approaches for classical ANNs are weight decay [1] and dropout [2]. Noting the similarity between FQNN’s $\tilde{T}_{(-1)}$ and $\tilde{H}_l$ with classical ANN’s weights and biases, we can carry over the weight decay, also known as L2 regularization, for the benefit of FQNN’s supervised machine learning. Indeed, we have observed improved results with the inclusion of a small weight decay of $\lambda = 0.001$ in various scenarios; see Fig. 2 for examples. In addition, most of the optimal results in Tabs. I and II are obtained with the weight decay. As a caveat, we also observe increased fluctuations in mid-training performances with such regularization.

Another regularization is the small imaginary part $\gamma$ added to the energy $E$. Physically, such $\gamma$ introduces a finite level width, reduces singularities, and may originate from the averaged effect of random quenched disorder. Like dropout introduces effective averaging over multiple descendants of a classical ANN, a proper value of $\gamma$ may represent an average over various random disorder configurations over the FQNN, thus reducing sensitivity towards details and enhancing generality. A closer comparison with dropout for classical ANNs would suggest training with variable disorder configurations, which are then replaced with a corresponding $\gamma$ for tests and applications. We leave such endeavors and more throughout investigations on FQNN regularization to future studies.

IV. DETAILS ON DISORDERED INSULATOR MODELS AND THEIR TOPOLOGICAL CHARACTERIZATION

To increase the diversity of the insulator models in Eq. (8) in the main text, we also include in their Hamiltonians the following terms on random quenched disorder:

$$\hat{H}_{\text{dis}} = \sum_{\vec{r}} w^{(1)}_{\vec{r}} c^\dagger_{\vec{r}+\vec{x}} c + w^{(-1)}_{\vec{r}} c^\dagger_{\vec{r}+\vec{y}} c + w^{(2)}_{\vec{r}} c^\dagger_{\vec{r}+\vec{x}+\vec{y}} c + w^{(-2)}_{\vec{r}} c^\dagger_{\vec{r}+\vec{x}-\vec{y}} c + \text{h.c.} = w^{(0)}_{\vec{r}} c^\dagger_{\vec{r}} c, \quad (1)$$

where $w^{(0)}_{\vec{r}} \in [-W_0, W_0]$, $w^{(\pm 1)}_{\vec{r}} \in [-W_1, W_1]$, $w^{(\pm 2)}_{\vec{r}} \in [-W_2, W_2]$ are perturbations to the onsite potential, nearest-neighbor hopping and next-nearest neighbor hopping, respectively. In practice, we set $W_0 \in [1.0, 3.0]$, $W_1 \in [0, 1.0]$, $W_2 \in [0, 0.5]$.

Since disorder and perturbations may modify the topological character of a model, it may be rash to determine whether samples with $\hat{H}_{\text{dis}}$ are Chern or normal insulators just with their $\kappa$ value in the clean limit. Instead, we employ the real-space Kubo formula [3, 4] to evaluate the transverse conductance in accord with the Chern
number:
\[ C = \frac{4\pi i}{N} \sum_{jkl} P_{jk} P_{kl} P_{lj} S_{\triangle jkl}, \]
(2)

where \( P_{jk} = \langle c_j^\dagger c_k \rangle \) is the two-point correlator between sites \( i \) and \( j \), \( S_{\triangle jkl} \) is the signed area of triangle \( jkl \), and \( N \) is the total number of sites. Given the locality of the insulator models, we limit the summation in Eq. 2 to triangles no larger than a cut-off length scale \( d = 3 \) for simplicity. Finally, for model samples with an apparent spectral gap and \( 0.7 \leq C \leq 1.0 \) or \( 0 \leq C \leq 0.3 \) after the cut-off, we include them in our training set as Chern insulators and normal insulators, respectively.

V. DETAILS ON THE LOSS FUNCTION GRADIENT VIA THE CHAIN RULE AND RECURSIVE GREEN’S FUNCTION METHOD

The recursive Green’s function method [5] derives the Green’s functions of the entire system in Eq. (2) in the main text via recursion. Starting from the system’s first layer, the recursive expressions \((i, j < N)\):
\[ \hat{G}^{(N)}_{N,N} = \left[ z \hat{I} - \hat{H}_N - \hat{T}_{N-1} \hat{G}^{(N-1)}_{N-1,N-1} \hat{T}_{N-1} \right]^{-1}, \]
\[ \hat{G}^{(N)}_{i,N} = \hat{G}^{(N-1)}_{i,N-1} \hat{T}_{N-1} \hat{G}^{(N)}_{N,N} , \]
\[ \hat{G}^{(N)}_{N,j} = \hat{G}^{(N)}_{N-1,j} \hat{T}_{N-1} \hat{G}^{(N)}_{N,N} , \]
\[ \hat{G}^{(N)}_{i,j} = \hat{G}^{(N-1)}_{i,j} + \hat{G}^{(N-1)}_{i,N-1} \hat{T}_{N-1} \hat{G}^{(N)}_{N,N} \hat{T}_{N-1} \hat{G}^{(N-1)}_{N-1,j} , \]
(3)
yield the Green’s functions of a system with the first \( N \) layers:
\[ \hat{G}^{(N)} = \begin{pmatrix} 
\hat{G}^{(N)}_{0,0} & \cdots & \hat{G}^{(N)}_{0,N-1} & \hat{G}^{(N)}_{0,N} \\
\vdots & \ddots & \vdots & \vdots \\
\hat{G}^{(N)}_{N-1,0} & \cdots & \hat{G}^{(N)}_{N-1,N-1} & \hat{G}^{(N)}_{N,N} \\
\hat{G}^{(N)}_{0,0} & \cdots & \hat{G}^{(N)}_{0,N-1} & \hat{G}^{(N)}_{0,N} 
\end{pmatrix}, \]
(4)
given those of a system with the first \( N - 1 \) layers,
\[ \hat{G}^{(N-1)} = \begin{pmatrix} 
\hat{G}^{(N-1)}_{0,0} & \cdots & \hat{G}^{(N-1)}_{0,N-1} \\
\vdots & \ddots & \vdots \\
\hat{G}^{(N-1)}_{N-1,0} & \cdots & \hat{G}^{(N-1)}_{N-1,N-1} 
\end{pmatrix}, \]
(5)
adding one layer at each iteration until we reach the entire system \((N = L)\), whose physical properties correspond to the FQNN outputs. In practice, one first solves for \( \hat{G}^{(N)}_{N,N} \) in the first line in Eq. 3, which is then plugged into the second to last lines.

Such iterative dependencies also allow us to utilize the chain rule and collectively obtain the differentials of the loss function \( \mathcal{L} \) with respect to the FQNN parameters implicitly in \( \hat{T} \) and \( \hat{H} \), whose definitions are in the main text. For convenience, we define the following real matrices [6]:
\[ T^{(N-1)} = \begin{pmatrix} 
\Re \left( \hat{T}_{N-1} \right) & \Im \left( \hat{T}_{N-1} \right) \\
-\Im \left( \hat{T}_{N-1} \right) & \Re \left( \hat{T}_{N-1} \right) 
\end{pmatrix}, \]
\[ H^{(N)} = \begin{pmatrix} 
\Re \left( \hat{H}_N \right) & \Im \left( \hat{H}_N \right) \\
-\Im \left( \hat{H}_N \right) & \Re \left( \hat{H}_N \right) 
\end{pmatrix}, \]
\[ O^{(N)} = \begin{pmatrix} 
\Re \left( \hat{G}^{(N)}_{0,0} \right) & \Im \left( \hat{G}^{(N)}_{0,0} \right) \\
-\Im \left( \hat{G}^{(N)}_{0,0} \right) & \Re \left( \hat{G}^{(N)}_{0,0} \right) 
\end{pmatrix} = \left( X^{(N)} \right)^{-1}, \]
\[ X^{(N)} = z \hat{I} - \hat{H}^{(N)} - \left( T^{(N-1)} \right)^T O^{(N-1)} T^{(N-1)} , \]
\[ Y^{(N)} = \begin{pmatrix} 
\Re \left( \hat{G}^{(N)}_{0,0} \right) & \Im \left( \hat{G}^{(N)}_{0,0} \right) \\
-\Im \left( \hat{G}^{(N)}_{0,0} \right) & \Re \left( \hat{G}^{(N)}_{0,0} \right) 
\end{pmatrix} = Y^{(N-1)} T^{(N-1)} O^{(N)} , \]
(6)
where \( X^{(N)} \), \( Y^{(N)} \) and \( O^{(N)} \) are the input and output of the \( N \)th iteration (first two lines in Eq. 3), with parametric dependence on the \( N \)th layer.

First, we consider the case where the FQNN outputs \( y \) are the LDOS over the \( M_L \) neurons in the last layer \( N = L \); see Eq. 4 in the main text. \( \mathcal{L} \) depends explicitly on \( y \), e.g., a mean-square or cross-entropy error loss function. With the chain rule, we have:
\[ \frac{\partial \mathcal{L}}{\partial T_{ij}}^{(N-1)} = \frac{\partial \mathcal{L}}{\partial O_{mn}} \frac{\partial O_{mn}}{\partial T_{ij}}^{(N-1)} = \epsilon^{(N)}_{mn} \delta_{mm,ij}, \]
\[ \frac{\partial \mathcal{L}}{\partial H_{ij}} = \frac{\partial \mathcal{L}}{\partial O_{mn}} \frac{\partial O_{mn}}{\partial H_{ij}} = \epsilon^{(N)}_{mn} \delta_{mm,ij}, \]
(7)
where:
\[ \epsilon^{(L)}_{mn} = \sum_{k=1}^{M_L} \frac{\partial \mathcal{L}}{\partial y_k} \frac{\partial y_k}{\partial O_{mn}} \]
\[ = \sum_{k=1}^{M_L} \frac{\partial \mathcal{L}}{\partial y_k} \left( \delta_{k+M_L,m} \delta_{kn} - \delta_{km} \delta_{k+M_L,n} \right) \pi \]
\[ = \frac{\partial \mathcal{L}}{\partial y_n} \left( \delta_{n+M_L,m} - \delta_{m+M_L,n} \right) \pi , \]
(8)
and the rest \((N < L)\) are obtainable via a second (backward) recursion:
\[ \epsilon^{(N)}_{mn} = \frac{\partial \mathcal{L}}{\partial O_{mn}} = \sum_{kl} \epsilon^{(N+1)}_{kl} \frac{\partial O_{mn}}{\partial O_{kl}} \]
\[ = \sum_{kl} \epsilon^{(N+1)}_{kl} \gamma_{kl,mn} , \]
(9)

We note that the values of \( \alpha, \beta, \) and \( \gamma \) necessary for 7 and 9 are fully determined in the previous recursion.
towards the FQNN outputs:
\[
\alpha_{mn,ij}^{(N)} = \frac{\partial O_{mn}^{(N)}}{\partial T_{ij}^{(N-1)}} = -\sum_p O_{mp}^{(N)} O_{jn}^{(N)} \left[ \left(T_{(N-1)}^{(N-1)}\right)^T O_{jn}^{(N)} \right]_{pi} + O_{mj}^{(N)} O_{pn}^{(N)} \left[ O_{(N-1)T_{(N-1)}}^{(N-1)} \right]_{ip},
\]
\[
\beta_{mn,ij}^{(N)} = \frac{\partial O_{mn}^{(N)}}{\partial H_{ij}^{(N)}} = O_{mi}^{(N)} O_{jn}^{(N)},
\]
\[
\gamma_{kl,mn}^{(N+1)} = \frac{\partial O_{mn}^{(N+1)}}{\partial O_{kl}^{(N)}} = \sum_{pq} O_{kp}^{(N+1)} O_{ql}^{(N+1)} \left( T_{ij}^{(N)} \right)^T T_{mn}^{(N+1)} T_{pq}^{(N+1)},
\]
where we have employed the following formulas [7]:
\[
\frac{\partial O_{mn}^{(N)}}{\partial X_{pq}^{(N)}} = -O_{mp}^{(N)} O_{qn}^{(N)},
\]
\[
\frac{\partial X_{pq}^{(N)}}{\partial T_{ij}^{(N-1)}} = \delta_{ij} \left[ \left(T_{(N-1)}^{(N-1)}\right)^T O_{jn}^{(N-1)} \right]_{pi} + \delta_{pj} \left[ O_{(N-1)T_{(N-1)}}^{(N-1)} \right]_{iq},
\]
\[
\frac{\partial X_{pq}^{(N+1)}}{\partial H_{ij}^{(N+1)}} = -\delta_{pi} \delta_{qj},
\]
Next, we consider the case where the FQNN output takes the form of the CC, Eq. 5 in the main text. Once again, we apply the chain rule to get:
\[
\frac{\partial L}{\partial T_{ij}^{(N-1)}} = \frac{\partial L}{\partial y} \sum_{kl} \frac{\partial y_{kl}^{(L)}}{\partial y_{uv}^{(L)}} \left[ \frac{\partial y_{uv}^{(L)}}{\partial y_{uv}^{(N)}} \frac{\partial y_{uv}^{(N)}}{\partial T_{ij}^{(N-1)}} \right]_{kl} + \frac{\partial L}{\partial y} \sum_{N=N-1}^{N=N} \left[ \frac{\partial y_{kl}^{(L)}}{\partial y_{uv}^{(N)}} \frac{\partial y_{uv}^{(N)}}{\partial O_{mn}^{(N)}} \frac{\partial O_{mn}^{(N)}}{\partial T_{ij}^{(N-1)}} \right]_{kl},
\]
\[
\frac{\partial L}{\partial H_{ij}^{(N-1)}} = \frac{\partial L}{\partial y} \sum_{kl} \frac{\partial y_{kl}^{(L)}}{\partial y_{uv}^{(L)}} \left[ \sum_{N=N-1}^{N=N} \left[ \frac{\partial y_{kl}^{(L)}}{\partial y_{uv}^{(N)}} \frac{\partial y_{uv}^{(N)}}{\partial O_{mn}^{(N)}} \frac{\partial O_{mn}^{(N)}}{\partial H_{ij}^{(N-1)}} \right]_{kl} \right],
\]
\[
\frac{\partial L}{\partial y} \sum_{kl} \frac{y_{kl}^{(L)}}{y_{ij}^{(L)}} \left[ \sum_{N=N-1}^{N=N} \theta_{kl,uv}^{(N)} \phi_{uv,mm}^{(N)} \gamma_{mn,ij}^{(N)} \right],
\]
where:
\[
\theta_{kl,uv}^{(L)} = \frac{\partial y_{kl}^{(L)}}{\partial y_{uv}^{(L)}} = \delta_{ku} \delta_{lv},
\]
\[
\phi_{uv,mm}^{(N)} = \frac{\partial y_{uv}^{(N)}}{\partial O_{mn}^{(N)}} = \delta_{vn} \sum_r y_{ur}^{(N-1)} T_{rm}^{(N-1)},
\]
and the rest (\(N < L \) for \(\theta \) and \(N < N' \) for \(\phi \)) are obtainable via (back-ward) recursions:
\[
\theta_{kl,uv}^{(N')} = \frac{\partial y_{kl}^{(L)}}{\partial y_{uv}^{(N')}} = \sum_{pq} \theta_{kl,pq}^{(N'+1)} \frac{\partial y_{pq}^{(N+1)}}{\partial y_{uv}^{(N')}}
= \sum_{qr} \theta_{kl,qr}^{(N'+1)} T_{qr}^{(N+1)},
\]
\[
\phi_{uv,mm}^{(N')} = \frac{\partial y_{uv}^{(N')}}{\partial O_{mn}^{(N)}} = \sum_{pq} \phi_{uv,pq}^{(N'+1)} \gamma_{pq,mm}^{(N+1)}.
\]
Interestingly, due to the extra summation of \(N' \) from \(N \) to \(L \) in Eq. 12, an earlier layer receives a concentration and boost in its corresponding differentials from multiple channels contributed by all later layers (Fig. 3), thus circumventing the gradient decay like in classical ANNs; see Fig. 5 in the main text. Such multi-purposes of gradients towards the earlier layers are also present in residual neural networks [8] via additional connectivity in ANN architecture. In comparison, even with local FQNN connectivity, the additional contributions rise naturally due to the CC’s global physical dependence.

VI. DETAILS ON MUTUAL INFORMATION AND LOCAL UNITARY TRANSFORMATIONS FOR LOGIC FLOW

Given a fermion tight-binding model, e.g., the FQNN Hamiltonian in Eq. 1 in the main text, we can analyze its ground-state entanglement entropy [9, 10] and mutual information [11, 12] starting from its two-point correlators.
$C_{ij} = \langle c_i^\dagger c_j \rangle$. With the correlation matrix $C_A$ defined in a subsystem $A$, the corresponding entanglement Hamiltonian $h_A$ is:

$$h_A = \{ \ln [ (1 - C_A) / C_A ] \}^T ,$$

which gives the reduced density matrix for the subsystem $A$ [13]:

$$\rho_A = \frac{1}{Z_A} \exp \left[ - \sum_{i,j \in A} (h_A)_{ij} c_i^\dagger c_j \right].$$

Since the partition function takes the form:

$$Z_A = \text{tr} \left( e^{-h_A} \right) = \prod_k \left( 1 + e^{-\varepsilon_k^A} \right),$$

$$\varepsilon_k^A = \ln \left[ (1 - \zeta_k^A) / \zeta_k^A \right],$$

where $\varepsilon_k^A$ and $\zeta_k^A$ are the respective eigenvalues of $h_A$ and $C_A$ [14, 15], we can straightforwardly derive the Von Neumann entanglement entropy we use in the main text as:

$$S_A = -\text{tr} (\rho_A \ln \rho_A) = \sum_k \left[ \frac{\varepsilon_k^A}{e^{\varepsilon_k^A} + 1} + \ln \left( 1 + e^{-\varepsilon_k^A} \right) \right],$$

which we can calculate from first $C_{ij}$ and then $\zeta_k^A$. As a side note, we can also evaluate the Renyi entanglement entropy as:

$$(S_A)_\alpha = \frac{1}{1 - \alpha} \ln \left[ \text{tr} (\rho_A^n) \right] = \frac{1}{1 - \alpha} \sum_k \ln \left( 1 + \alpha e^{\varepsilon_k^A} \right) - \alpha \ln \left( 1 + e^{-\varepsilon_k^A} \right).$$

For the FQNN in Eq. 1 in the main text, we first diagonalize the Hamiltonian:

$$\hat{H} = (c^\dagger Q) \Lambda (Q^\dagger c) = \alpha^\dagger \Lambda \alpha,$$

where $\Lambda = \text{diag} \{ \{ \epsilon_n \} \}$ are the energy eigenvalues and $\alpha_n^\dagger = \sum_m c_m^\dagger Q_{mn}$ are the corresponding eigenstates. Then, since the ground state fills (leaves empty) all states with $\epsilon_n \leq 0$ ($\epsilon_n > 0$):

$$|\Phi\rangle = \prod_{\epsilon_n \leq 0} \alpha_n^\dagger |0\rangle,$$

where $|0\rangle$ is the vacuum state, we can obtain the correlation matrix:

$$C = \left( Q \hat{A} Q^\dagger \right)^T ,$$

where $\hat{A}$ is the occupation matrix with 1’s in the diagonal for all $\epsilon_n \leq 0$.

In order to unambiguously locate the logic flow, we need to perform a unitary transformation $U$ on each layer so that the mutual information (Eq. 9 in the main text) vanishes between the last layer and as many neurons in that layer as possible. We note that the mutual information $I_{AB} = 0$ between two subsystems $A$ and $B$ if and only if the correlation matrix is block-diagonal:

$$C_{AB} = \begin{pmatrix} C_A & 0 \\ 0 & C_B \end{pmatrix},$$

and so does the entanglement Hamiltonian $h_{AB}$, yielding eigenvalues and entanglement entropy fully canceled by those from the separate subsystems $h_A$ and $h_B$. Physically, the subsystems $A$ and $B$ behave decoupled.

To preserve the layered FQNN architecture, we considered layer-wise unitary transformations, which take a block-diagonal form:

$$U = \begin{pmatrix} U_0 & \cdots & \cdots & \cdots & 0 \\ \vdots & \ddots & \cdots & \cdots & \vdots \\ \vdots & \cdots & U_{L-1} & 0 & \vdots \\ 0 & \cdots & 0 & 0 & U_L \end{pmatrix},$$

where $U_l$ is a unitary matrix of $M_l \times M_l$ acting on the $l^{th}$ layer. $U$ transforms the overall correlation matrix (and simultaneously the FQNN model) as follows:

$$C' = U^\dagger C U = \begin{pmatrix} C'_{0,0} & \cdots & \cdots & \cdots & C'_{0,L} \\ \vdots & \ddots & \cdots & \cdots & \vdots \\ \vdots & \cdots & C'_{L,L} & \cdots & \vdots \\ C'_{L,0} & \cdots & C'_{L,1} & \cdots & C'_{L,L} \\ C'_{L,L-1,0} & \cdots & C'_{L,L-1,1} & \cdots & C'_{L,L} \end{pmatrix},$$

where $C'_{l,l'} = U_l^\dagger C_{l,l'} U_{l'}$. Importantly, we wish to zero as many rows from the $M_l \times M_l$ matrix $C'_{l,L}$ as possible so that these neurons in the $l^{th}$ layer do not correlate with the last layer, diminishing their mutual information. Commonly, we have more hidden neurons than output neurons, $M_l > M_{L}$. For such purpose, we can transform $C'_{l,L}$ into an upper triangular matrix:

$$C'_{l,L} = \begin{pmatrix} a_{11} & a_{12} & \cdots & a_{1,M_L} \\ 0 & a_{22} & \cdots & a_{2,M_L} \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & a_{M_L,M_L} \\ 0 & \cdots & 0 & 0 \end{pmatrix},$$
by making $U_L = I$ an identity so that the output neurons retain their meanings and obtaining $U_l^*$ via the Gram-Schmidt orthogonalization. In the new FQNN after the overall unitary transformation $U$, only the first $M_L$ neurons in a layer may possess finite mutual information with the last layer. An example transformation yields the mutual information distributions and the decision logic flow shown in Fig. 4(a)(b) in the main text.
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