EMERGENT BEHAVIORS OF CUCKER-SMALE FLOCKS ON THE HYPERBOLOID
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Abstract. We study emergent behaviors of Cucker-Smale(CS) flocks on the hyperboloid $\mathbb{H}^d$ in any dimensions. In a recent work [22], a first-order aggregation model on the hyperboloid was proposed and its emergent dynamics was analyzed in terms of initial configuration and system parameters. In this paper, we are interested in the second-order modeling of Cucker-Smale flocks on the hyperboloid. For this, we derive our second-order model from the abstract CS model on complete and smooth Riemannian manifolds by explicitly calculating the geodesic and parallel transport. Velocity alignment has been shown by combining general velocity alignment estimates for the abstract CS model on manifolds and verifications of a priori estimate of second derivative of energy functional. For the two-dimensional case $\mathbb{H}^2$, similar to the recent result in [2], asymptotic flocking admits only two types of asymptotic scenarios, either convergence to a rest state or a state lying on the same plane (coplanar state). We also provide several numerical simulations to illustrate an aforementioned dichotomy on the asymptotic dynamics of the hyperboloid CS model on $\mathbb{H}^2$.

1. Introduction

Emergent behaviors of many-particle systems are often observed in nature, e.g., flocking of birds [7,13,14], aggregation of bacteria [3,43], swarming of fish [15,17,42] and synchronization of fireflies and pacemakers [4,8,32,36,44] etc. For survey articles and books on collective dynamics, we refer to [1,3,10,21,35,39,41,45]. In this paper, we continue the study begun in [22] on the collective modeling of many-particle systems on the hyperboloid which is one of mathematical model for the hyperbolic space, and we plan to propose a second-order model for CS flocks on the hyperboloid. In [22], authors introduced a first-order Lohe sphere type model on the hyperboloid by replacing the Euclidean inner product with Minkowski one. Moreover, they derived several frameworks leading to the complete aggregations.

The CS model [13,14] is a Newton-like particle system describing flocking behaviors of many-particle systems, and it has been extensively investigated from various points of view [9,11,14,18,20,23,25,28,31,33,34,37,38]. Although extensive studies for the CS model have been done in the last decade, all aforementioned works were mostly restricted to the CS model on Euclidean space. Therefore, one might ask how does a particle system
interacts with the geometric structure of its ambient space, which is an interesting question from the pure and applied mathematics viewpoint. For definiteness, we are interested in the following questions:

- Can we generalize the Cucker-Smale model on the Euclidean space to second-order particle models on manifolds? If then, how to formulate the velocity alignment?
- For the proposed manifold counterpart of the CS model, can we derive emergent dynamics?

Recently, the above questions have been addressed in [27], and it has been further extended to the thermodynamic Cucker-Smale(TCS) model by the authors on complete smooth Riemannian manifolds in [2]. To fix the idea, we consider a complete and connected Riemannian manifold \( M \) with metric tensor \( g \), and assume that \( (M,g) \) has no boundary. For each \( i = 1, \cdots, N \), let \( x_i : [0, \infty) \to M \) be a smooth curve representing the position of the \( i \)-th CS particle on \( M \) and \( v_i \) be the corresponding velocity of the \( i \)-th particle. Then, the dynamics of CS particles on \( (M,g) \) is governed by the following second-order ODE model [27]:

\[
\begin{align*}
\dot{x}_i &= v_i, \quad t > 0, \quad i = 1, \cdots, N, \\
\nabla v_i v_i &= \frac{\kappa}{N} \sum_{j=1}^{N} \psi(x_i, x_j) (P_{ij} v_j - v_i), \\
(x_i(0), v_i(0)) &= (x_i^0, v_i^0) \in TM,
\end{align*}
\]

(1.1)

where \( \nabla \) is the Levi-Civita connection compatible with \( (M,g) \), and \( P_{ij} \) is the parallel transport along the length minimizing geodesic from \( x_j \) to \( x_i \), and \( \kappa \) is a nonnegative coupling strength which is assumed to be strictly positive. Throughout the paper, we call (1.1) as the “abstract manifold CS model”. For a global well-posedness of (1.1), we assume that \( \psi \) satisfies positivity, boundedness, symmetry and smoothness conditions:

\[
0 \leq \psi(x, y) = \psi(y, x) \leq \psi_M < \infty, \quad \forall \; x, \; y \in M,
\]

(1.2)

\[
\psi : M \times M \to \mathbb{R} \text{ is a smooth function, and moreover the mapping}
\]

\[
\{(x_k, v_k)\}_{k=1}^{N} \mapsto \psi(x_i, x_j) (P_{ij} v_j - v_i) \text{ is smooth for all } i, j = 1, \cdots, N.
\]

In particular, the smoothness condition on \( \psi \) implies that \( \psi(x, y) \) has to be zero for each pair \( (x, y) \in M \times M \) having more than one length minimizing geodesics, i.e.,

\[
\psi(x, y) = 0, \quad \forall \; y \in \text{Cut}(x),
\]

(1.3)

where \( \text{Cut}(x) \) denotes the cut locus of the point \( x \), which corresponds to the closure of the set of points \( y \in M \) that has more than one length minimizing geodesics joining \( x \) and \( y \).

In [27], the smoothness condition in (1.2) was not stated clearly and the communication weight \( \psi \) was assumed to be a function of geodesic distances between two points, i.e.,

\[
\psi(x, y) = \tilde{\psi}(d(x, y)),
\]

(1.4)

where \( d(x, y) \) denotes a geodesic distance between \( x \) and \( y \) on \( M \). In this case, according to the condition (1.3), the function \( \psi(x, y) \) has to be zero, whenever \( x \) and \( y \) satisfy

\[
d(x, y) \in \{d(p, q) : p \in \text{Cut}(q)\}.
\]

Therefore, authors in [27] only considered the case in which \( (M, g) \) allows a global injectivity radius \( R > 0 \) and the distance between any two points is less than \( R \) along the flow. Indeed,
the assumption (1.4) is reasonable when the ambient manifold \((M, g)\) has enough symmetry, e.g. homogeneous spaces such as \(\mathbb{R}^d, S^d\) or \(\mathbb{H}^d\). In order to overcome this limitation and study the CS model on a generic complete manifold \((M, g)\), the condition (1.4) for communication weight \(\psi\) had been discarded in [2] and replaced by the smoothness condition (1.2) for a generic \(\psi\). In what follows, we set a phase point \(z_i\):

\[
z_i := (x_i, v_i), \quad i = 1, \cdots, N.
\]

Before we move on further, we recall a concept of asymptotic flocking and velocity alignment as follows.

**Definition 1.1.** [27] Let \(Z = (z_1, \cdots, z_N)\) be a global-in-time smooth solution to (1.1).

1. The configuration \(Z\) exhibits (asymptotic) velocity alignment if

\[
\lim_{t \to \infty} \|P_{ij}v_j(t) - v_i(t)\|_{x_i(t)} = 0, \quad \forall i, j = 1, \cdots, N.
\]

2. The configuration \(Z\) exhibits (asymptotic) flocking if

\[
\sup_{0 \leq t < \infty} \max_{i,j} d(x_i(t), x_j(t)) < \infty, \quad \lim_{t \to \infty} \max_{i,j} \|P_{ij}v_j(t) - v_i(t)\|_{x_i(t)} = 0,
\]

where the norm \(\|v\|_x\) in above definition is the canonical norm defined in \(T_x M\) associated with inner product \(g_x(\cdot, \cdot)\).

Now, we return to our manifold setting with \(M = \mathbb{H}^d\). Consider a smooth solution of system (1.1) on \(\mathbb{H}^d\) and denote the position configuration as \(X := \{x_1, \cdots, x_N\}\). For each curve \(x_i\), we then write their \((d+1)\)-dimensional coordinate expression as \(x_i = \iota(x_i)\). Similarly, we also consider the coordinate expression of tangent vector \(\dot{x}_i\) in \(\mathbb{R}^{d+1}\) by using the canonical orthonormal basis of \(T_x \mathbb{H}^{d+1}\):

\[
x_i = \iota(x_i), \quad \mathbf{v}_i := (v_i^0, \cdots, v_i^d), \quad \text{where } d\iota_{x_i}(\dot{x}_i) = \sum_{j=0}^d v_i^j \frac{\partial}{\partial x_j}\big|_{\iota(x_i)}.
\]

In this setting, the abstract manifold CS model (1.1) reduces to the following explicit form:

\[
\begin{align*}
\dot{x}_i &= v_i, & t > 0, \quad i = 1, \cdots, N, \\
\dot{v}_i &= ||v_i||^2 x_i + \frac{\kappa}{N} \sum_{j=1}^N \psi(x_i, x_j) \left( v_j - v_i + \frac{(x_i, v_j)_M}{1 - (x_i, x_j)_M} (x_i + x_j) \right), \\
(x_i(0), v_i(0)) &= (x_i^{in}, v_i^{in}) \in \mathbb{R}^{d+1} \times \mathbb{R}^{d+1}, \quad i = 1, \cdots, N,
\end{align*}
\]

subject to the initial constraints:

\[
(x_i^{in}, x_i^{in})_M = -1, \quad (x_i^{in}, v_i^{in})_M = 0, \quad i = 1, \cdots, N.
\]

We refer Section 2 and 3 for the definition of \(\|\cdot\|, \langle \cdot, \cdot \rangle_M\) and a detailed derivation from (1.1) to (1.7)-(1.8). Throughout the paper, we call system (1.7)-(1.8) as the hyperbolic Cucker-Smale(HCS) model.

Next, we briefly discuss our three main results. First, we show that when the HCS model (1.7) is restricted on a geodesic, it reduces to the hyperbolic Kuramoto(HK) model
introduced in [40] (see Section 3):
\[
\dot{\theta}_i = \nu_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sinh(\theta_j - \theta_i), \quad i = 1, \ldots, N.
\]

Second, we show that if \(\psi\) in (1.7) has a positive lower bound, system (1.7) exhibits asymptotic velocity alignment in the sense of Definition 1.1 (see Theorem 4.1):
\[
\lim_{t \to \infty} \|P_{ij} v_j - v_i\|_{x_i} = 0, \quad \forall \ i, j = 1, \ldots, N.
\]

Third, we derive a dichotomy on the asymptotic patterns of the HCS model on \(H^2\) under the a priori flocking assumption (1.5). For this, we introduce an energy functional \(E\):
\[
E[t] := \frac{1}{2} \sum_{i=1}^{N} \|v_i\|_{x_i}^2 = \frac{1}{2} \sum_{i=1}^{N} g(\dot{x}_i, \dot{x}_i), \quad t \geq 0.
\]

Then, it is known [27] that \(E[t]\) is monotonically decreasing along the abstract manifold CS model (1.1), which includes the HCS flow (1.7) as a particular case \(M = H^d\). Hence, it converges to a nonnegative value asymptotically (see Proposition 4.1). Then, depending on the limit, we have the following two cases:
\[
\text{either } \lim_{t \to \infty} E[t] = 0 \text{ or } \lim_{t \to \infty} E[t] > 0.
\]

For the latter case, via several technical lemmas (Lemma 4.2 - Lemma 4.4) on the hyperbolic geodesic triangles, we show that position configuration becomes coplanar asymptotically (see Theorem 4.2).

The rest of this paper is organized as follows. In Section 2, we study the CS model on generic Riemannian manifolds and review basic materials on the hyperbolic space. In Section 3, we present the hyperbolic Kuramoto model and derive it from the HCS model on a geodesic. In Section 4, we study emergent dynamics of the HCS model, e.g. velocity alignment, asymptotic flocking and dichotomy in asymptotic dynamics and provide several numerical simulations to compare them with our analytic results. Finally Section 5 is devoted to a brief summary of our main results and some discussion on the remaining issues to be explored in a future work.

2. Preliminaries

In this section, we review theoretical minimum for the hyperboloid model as a hyperbolic space and a priori velocity alignment estimate for the abstract CS model on complete and smooth Riemannian manifolds, and then provide explicit CS model on the hyperboloid.

2.1. The hyperbolic space \(H^d\). The hyperbolic \(d\)-space, denoted by \(H^d\), is a unique \(d\)-dimensional Riemannian manifold which is complete, connected, simply-connected with constant sectional curvature \(-1\) up to isometry. In the sequel, we characterize the hyperbolic space \(H^d\) for the hyperboloid model with some geometric properties. In the hyperboloid model, \(H^d\) is given by
\[
H^d = \left\{ (x^0, x^1, \ldots, x^d) \in \mathbb{R}^{d+1} : -(x^0)^2 + (x^1)^2 + \cdots + (x^d)^2 = -1, \quad x^0 > 0 \right\},
\]
where the smooth structure of $\mathbb{H}^d$ can be described by a single chart $(\mathbb{H}^d, \phi)$ for the homeomorphism $\phi$:

$$
\phi : \mathbb{H}^d \to \mathbb{R}^d, \quad \phi(x^0, x^1, \ldots, x^d) = (x^1, x^2, \ldots, x^d)
$$

and

$$
\phi^{-1} : \mathbb{R}^d \to \mathbb{H}^d, \quad \phi^{-1}(x^1, \ldots, x^d) = \left(\sqrt{1 + (x^1)^2 + \cdots + (x^d)^2}, x^1, x^2, \ldots, x^d\right).
$$

Then, $\mathbb{H}^d$ is connected and simply connected since it is homeomorphic to $\mathbb{R}^d$. In the following proposition, we state a well-known fact for the geodesic of $\mathbb{H}^d$, which guarantees the completeness of $\mathbb{H}^d$. To make the notion clear, we now denote $\iota$ as the natural injection from $\mathbb{H}^d$ to $\mathbb{R}^{d+1}$.

**Proposition 2.1.** Let $\gamma : \mathbb{R} \to \mathbb{H}^d$ be a geodesic curve on $\mathbb{H}^d$ parametrized by arc length. Then, $\Gamma := \iota \circ \gamma$ can be written as

$$
\Gamma(s) = \cosh(s) \cdot \Gamma(0) + \sinh(s) \cdot \dot{\Gamma}(0), \quad \forall s \in \mathbb{R}.
$$

**Proof.** Although this is well-known fact for $\mathbb{H}^d$, we present its proof in Appendix A for completeness. $\square$

**Remark 2.1.** In the unit sphere $S^d$, any geodesic $\gamma : \mathbb{R} \to S^d \subset \mathbb{R}^{d+1}$ satisfies

$$
\Gamma(s) = \cos(s) \cdot \Gamma(0) + \sin(s) \cdot \dot{\Gamma}(0), \quad \forall s \in \mathbb{R}.
$$

Next, we discuss some properties of a geodesic curve on $\mathbb{H}^d$ and parallel transports along length minimizing geodesics on $\mathbb{H}^d$ by using Minkowski bilinear form. We first begin with definition of Minkowski bilinear form, denoted by $\langle \cdot, \cdot \rangle_M$.

**Definition 2.1.** The Minkowski bilinear form $\langle \cdot, \cdot \rangle_M : \mathbb{R}^{d+1} \times \mathbb{R}^{d+1} \to \mathbb{R}$ is defined as

$$
\langle x, y \rangle_M := -x^0 y^0 + \sum_{k=1}^d x^k y^k \in \mathbb{R},
$$

where $x = (x^0, x^1, \ldots, x^d) \in \mathbb{R}^{d+1}$, $y = (y^0, y^1, \ldots, y^d) \in \mathbb{R}^{d+1}$.

This bilinear form can be extensively used to simplify several notions in the hyperboloid model. Among them, we here introduce some well-known properties of Minkowski bilinear form in the following three propositions to be crucially related to analysis in later sections. The first one gives some defining relations of points and tangent vectors on the hyperboloid model in terms of Minkowski bilinear form.

**Proposition 2.2.** Let $x = (x^0, \ldots, x^d)$, $u = (u^0, \ldots, u^d)$ and $v = (v^0, \ldots, v^d)$ be arbitrary vectors in $\mathbb{R}^{d+1}$. Then, the following assertions hold:

1. $x$ lies on $\iota(\mathbb{H}^d)$ if and only if $\langle x, x \rangle_M = -1$ and $x^0 > 0$.

2. $\sum_{i=0}^d v^i \frac{\partial}{\partial x^i} | x \rangle$ is contained in $d\mathbb{e}_x (T_x \mathbb{H}^d)$ if and only if $x = \iota(x)$ and $\langle x, v \rangle_M = 0$, where $\left\{ \frac{\partial}{\partial x^0} | x \rangle, \cdots, \frac{\partial}{\partial x^d} | x \rangle \right\}$ is the canonical orthonormal basis of $T_x \mathbb{R}^{d+1}$ at point $x$. 
(3) Let \( x \) be a point in \( \mathbb{H}^d \) and \( u, v \) be two tangent vectors on \( \mathbb{H}^d \) at \( x \). If \( x, u \) and \( v \) satisfy
\[
\begin{align*}
x &= \iota(x) \quad \text{and} \quad \sum_{i=0}^{d} u_i \frac{\partial}{\partial x^i} \bigg|_x = d\xi_x(u), \quad \sum_{i=0}^{d} v_i \frac{\partial}{\partial x^i} \bigg|_x = d\xi_x(v),
\end{align*}
\]
we have an equivalence between \( \langle \cdot, \cdot \rangle_M \) and \( g(\cdot, \cdot) \):
\[
\langle u, v \rangle_M = g(u, v).
\]

**Proof.** The first assertion immediately follows from definition (2.1), and we deduce the second one by taking derivative of (1). Therefore, we only present a proof of (3). For (3), it suffices to verify (2.2) for the basis \( \{ \partial_1, \ldots, \partial_d \} := \{ d \phi^{-1} \left( \frac{\partial}{\partial x^1} \bigg|_{\phi(x)} \right), \ldots, d \phi^{-1} \left( \frac{\partial}{\partial x^d} \bigg|_{\phi(x)} \right) \} \), since \( g(\cdot, \cdot) \) and \( \langle \cdot, \cdot \rangle_M \) are both bilinear. Then, we use
\[
d\xi_x(\partial_i) = d(\iota_x \circ \phi^{-1}) \left( \frac{\partial}{\partial x^i} \bigg|_{\phi(x)} \right) = \frac{x^i}{\sqrt{1 + \sum_{m=1}^{d} (x^m)^2}} \frac{\partial}{\partial x^i} \bigg|_x + \frac{\partial}{\partial x^i} \bigg|_x
\]
to deduce
\[
g(\partial_i, \partial_j) = g_{ij}(\phi(x)) = \delta_{ij} - \frac{x^i x^j}{1 + \sum_{m=1}^{d} (x^m)^2}
\]
\[
= \left\langle \frac{x^i}{\sqrt{1 + \sum_{m=1}^{d} (x^m)^2}} e_0 + e_i, \frac{x^j}{\sqrt{1 + \sum_{m=1}^{d} (x^m)^2}} e_0 + e_j \right\rangle_M,
\]
where \( e_k = (0, \ldots, 0, 1, 0, \ldots, 0) \) is a unit vector which has a unique nonzero value at \((k+1)\)-th component. \( \square \)

Meanwhile, the bilinear form \( \langle \cdot, \cdot \rangle_M \) can be also used to represent the geodesic distance between points and show the uniqueness of geodesic joining arbitrary pair of points.

**Proposition 2.3.** For every \( p \neq q \in \mathbb{H}^d \), there exists a unique geodesic joining \( p \) and \( q \) up to re-parametrization. Moreover, their geodesic distance \( d(p, q) \) satisfies
\[
cosh d(p, q) = -\langle p, q \rangle_M, \quad p := \iota(p), \quad q := \iota(q).
\]

**Proof.** Suppose \( \gamma_1 \) and \( \gamma_2 \) are two geodesics from \( p \) to \( q \) parametrized by arclength. Then, we use Proposition 2.1 to write
\[
\begin{align*}
\Gamma_i(s_i) &= \cosh(s_i) \cdot \Gamma_i(0) + \sinh(s_i) \cdot \dot{\Gamma}_i(0), \\
\gamma_i(0) &= p, \quad \gamma_i(s_i) = q, \quad \Gamma_i := \iota \circ \gamma_i, \quad i = 1, 2,
\end{align*}
\]
where \( s_1, s_2 > 0 \) are the lengths of geodesics \( \gamma_1 \) and \( \gamma_2 \) from \( p \) to \( q \), respectively. Now, we substitute the representations (2.3) of \( p \) and \( q \) to \( \langle p, q \rangle_M \) to obtain
\( \langle p, q \rangle_M = \langle \Gamma_i(0), \Gamma_i(s_i) \rangle_M \)
\[ = \cosh(s_i) \langle \Gamma_i(0), \Gamma_i(0) \rangle_M + \sinh(s_i) \langle \Gamma_i(0), \Gamma_i(0) \rangle_M \]
\[ = - \cosh(s_i), \quad i = 1, 2, \]
where we used Proposition 2.2 in the last equality.

Therefore, we deduce \( s_1 = s_2 \) and
\[ \hat{\Gamma}_1(0) = \frac{q - \cosh(s_1)p}{\sinh(s_1)} = \frac{q - \cosh(s_2)p}{\sinh(s_2)} = \hat{\Gamma}_2(0), \]
which is equivalent to \( \gamma_1 = \gamma_2. \) \( \square \)

**Remark 2.2.** By the result of Proposition 2.3, the hyperbolic space \( \mathbb{H}^d \) admits a unique geodesic for each pair of points. Therefore, the mapping \( \{ (x_k, v_k) \}_{k=1}^N \mapsto \psi(x_i, x_j) \langle P_{ij}v_j - v_i \rangle \)
is smooth if and only if \( \psi \) is smooth, and therefore any nonnegative, bounded, symmetric and smooth \( \psi(\cdot, \cdot) \) can be used in the hyperbolic Cucker-Smale model \( (1.7)-(1.8) \). In particular, \( \psi \) may have a positive lower bound or it is even possible to take \( \psi \) as a constant without any violation of well-posedness.

Finally, Minkowski bilinear form \( \langle \cdot, \cdot \rangle_M \) can be used to write down the covariant derivative \( \nabla_{\dot{x}} \dot{x} \) and parallel transport along geodesics explicitly, which is necessary to analyze \( (1.1) \) more comprehensively.

**Proposition 2.4.** Let \( \mathbb{H}^d \) and \( \nabla \) be the hyperbolic space represented by the hyperboloid model and the Levi-Civita connection of \( (\mathbb{H}^d, g) \), respectively. Then, the following assertions hold.

(1) For any smooth curve \( x : \mathbb{R} \to \mathbb{H}^d \), the covariant derivative of tangent vector field \( \dot{x} \) along \( x \) satisfies
\[ (2.4) \quad \nabla_{\dot{x}} \dot{x} = \ddot{x} - \langle \dot{x}, \dot{x} \rangle_M x = \ddot{x} + \langle \dot{x}, x \rangle_M x, \]
where \( x = \iota \circ x = (x^0, \cdots, x^d) \) is a curve in \( \mathbb{R}^{d+1} \) and
\[ \nabla_{\dot{x}} \dot{x} := (a^0, \cdots, a^d), \quad dtx(\nabla_{\dot{x}} \dot{x}) = \sum_{i=0}^{d} a^i \frac{\partial}{\partial x^i} | \dot{x}. \]

(2) Let \( p \) and \( q \) be two distinct points in \( \mathbb{H}^d \), and \( \gamma \) be the geodesic from \( p \) to \( q \). If \( u \) is the parallel transport of \( v \) from \( p = \iota(p) \) to \( q = \iota(q) \) along \( \gamma \), we have
\[ (2.5) \quad u = v + \frac{\langle v, q \rangle_M}{1 - \langle p, q \rangle_M} (p + q), \]
where \( v = (v^0, \cdots, v^d) \) and \( u = (u^0, \cdots, u^d) \) are given by the relations:
\[ dt_p(v) = \sum_{i=0}^{d} v^i \frac{\partial}{\partial x^i} | p, \quad dt_q(u) = \sum_{i=0}^{d} u^i \frac{\partial}{\partial x^i} | q. \]

**Proof.** Since the proof is rather lengthy, we leave it in Appendix B. \( \square \)
3. From HCS to HK Model

In this section, we provide an explicit representation for the CS model on the hyperboloid. Then, we recall the hyperbolic Kuramoto model [40] and provide a rigorous derivation of HK model from the HCS model on a geodesic.

Recall that the \((d+1)\)-dimensional coordinate expression of \((x_i, v_i) \in TM\) is given by

\[
x_i = \iota(x_i), \quad v_i := (v_i^0, \cdots, v_i^d), \quad \text{where} \quad \text{d}x_i(\dot{x}_i) = \sum_{j=0}^{d} v_i^j \frac{\partial}{\partial x^j}|_{(x_i)}.
\]

By abuse of notation, we used \(\psi(\cdot, \cdot)\) and \(\| \cdot \|\) as:

\[
\psi(x_i, x_j) := \psi(x_i, x_j) \quad \text{and} \quad \|v_i\|^2 := \langle v_i, v_i \rangle_M,
\]

for points \(x_i, x_j \in \iota(\mathbb{H}^d)\) and a tangent vector \(v_i\).

Now we use Proposition 2.2 and 2.4 to reduce system (1.1) to (1.7)-(1.8):

\[
\begin{cases}
\dot{x}_i &= v_i, \quad t > 0, \quad i = 1, \cdots, N, \\
\dot{v}_i &= ||v_i||^2 x_i + \frac{\kappa}{N} \sum_{j=1}^{N} \psi(x_i, x_j) \left( v_j - v_i + \frac{\langle x_i, v_j \rangle_M}{1 - \langle x_i, x_j \rangle_M} (x_i + x_j) \right), \\
(x_i(0), v_i(0)) &= (x_i^{in}, v_i^{in}) \in \mathbb{R}^{d+1} \times \mathbb{R}^{d+1}, \quad i = 1, \cdots, N,
\end{cases}
\]

(3.6)

together with the initial constraint

\[
\langle x_i^{in}, x_i^{in} \rangle_M = -1, \quad \langle x_i^{in}, v_i^{in} \rangle_M = 0, \quad i = 1, \cdots, N.
\]

(3.7)

Since (3.6)-(3.7) is an alternative representation of intrinsic ordinary differential equation (1.1) on \(\mathbb{H}^d\), it is clear that \(x_1, \cdots, x_N\) lie on \(\iota(\mathbb{H}^d)\) along the flow. From now on, we call the model as “the hyperbolic Cucker-Smale (HCS) model”.

On the other hand, HK model was first formulated in [40] as a hyperbolic analogue of classical Kuramoto model [32], which has been extensively studied as a prototype mathematical model of synchronization for weakly coupled oscillators. More precisely, it has been derived by selecting the noncompact Lorentz Group \(SO(1, 1)\) as the symmetry group for the system of matrix equation in [26]:

\[
\dot{X}_i X_i^{-1} = \Omega_i + \frac{\kappa}{2N} \sum_{j=1}^{N} \left( X_j X_i^{-1} - X_i X_j^{-1} \right),
\]

(3.8)

where the group element \(X_i\) is a position of \(i\)-th node and \(\Omega_i\) is an element of corresponding Lie algebra. Then, we parametrize \(X_i \in SO(1, 1)\) and \(\Omega_i\) to

\[
X_i = e^{\alpha_i J} = \begin{pmatrix} \cosh \alpha_i & \sinh \alpha_i \\ \sinh \alpha_i & \cosh \alpha_i \end{pmatrix}, \quad \Omega_i := \omega_i J, \quad J := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},
\]

(3.9)

for hyperbolic angles \(\alpha_i\) and real parameters \(\omega_i\), and we substitute ansatz (3.9) into (3.8) to get the following system:

\[
\dot{\alpha}_i = \omega_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sinh(\alpha_j - \alpha_i), \quad i = 1, \cdots, N, \quad t > 0.
\]

(3.10)
This system is coined as the hyperbolic Kuramoto model in [40]. In addition, the equation (3.8) also exhibits an asymptotic phase locking:

\[
\exists \lim_{t \to \infty} X_i X_j^{-1} \quad \forall \ i, j = 1, \ldots, N,
\]

for sufficiently large \( \kappa \) and for restricted initial configuration.

Now, we discuss a reduction from the HCS model to the HK model. For this, we consider the HCS model on a geodesic. Suppose that there exists a geodesic \( \gamma \) of \( \mathbb{H}^d \) containing all initial positions \( x_1^n, \ldots, x_N^n \) of the CS model (1.1). We further assume that all initial velocity vectors \( v_1^n, \ldots, v_N^n \) are tangent to the geodesic \( \gamma \) so that the geodesic \( \gamma \) is positively invariant under the HCS flow. Then, system (1.1) becomes intrinsic to the submanifold \( \gamma \) of \( \mathbb{H}^d \), and we can parametrize the time-evolution of \( x_i \) by one-dimensional parameter \( \alpha_i \) (see Proposition 2.1):

\[
x_i(s) = \iota(x_i(s)) = p \cosh(\alpha_i(s)) + q \sinh(\alpha_i(s)),
\]

where \( p \) and \( q \) satisfy

\[
\langle p, p \rangle_M = -1, \quad \langle p, q \rangle_M = 0, \quad \langle q, q \rangle_M = 1.
\]

Then, the first and second derivative of \( x_i \) can be written as

\[
\dot{x}_i = (p \sinh \alpha_i + q \cosh \alpha_i) \dot{\alpha}_i, \quad \| \dot{x}_i \| = |\dot{\alpha}_i|,
\]

\[
\ddot{x}_i = (p \sinh \alpha_i + q \cosh \alpha_i) \ddot{\alpha}_i + (p \cosh \alpha_i + q \sinh \alpha_i) |\dot{\alpha}_i|^2,
\]

and we have

\[
\langle x_i, x_j \rangle_M = -\cosh(\alpha_i - \alpha_j), \quad \langle x_i, \dot{x}_j \rangle_M = \sinh(\alpha_i - \alpha_j) \dot{\alpha}_j.
\]

Therefore, we reduce the hyperbolic CS model (3.6) to the following ODE system for the parameters \( \alpha_i \): for \( i = 1, \ldots, N \),

\[
(p \sinh \alpha_i + q \cosh \alpha_i) \ddot{\alpha}_i = \frac{\kappa}{N} \sum_{j=1}^{N} \psi(x_i, x_j) \left( \ddot{x}_j - \dot{x}_i + \frac{\sinh(\alpha_i - \alpha_j)}{1 + \cosh(\alpha_i - \alpha_j)} \dot{\alpha}_j (x_i + x_j) \right).
\]

(3.11)

We then apply a linear operator \( \langle (p \sinh \alpha_i + q \cosh \alpha_i), \cdot \rangle_M \) to the both sides of (3.11) to deduce

\[
\ddot{\alpha}_i = \frac{\kappa}{N} \sum_{j=1}^{N} \psi(x_i, x_j) \left( \cosh(\alpha_i - \alpha_j) \dot{\alpha}_j - \dot{\alpha}_i + \frac{\sinh(\alpha_i - \alpha_j)}{1 + \cosh(\alpha_i - \alpha_j)} \dot{\alpha}_j \sinh(\alpha_j - \alpha_i) \right)
\]

\[
= \frac{\kappa}{N} \sum_{j=1}^{N} \psi(x_i, x_j) (\dot{\alpha}_j - \dot{\alpha}_i), \quad i = 1, \ldots, N.
\]

(3.12)

Since \( \mathbb{H}^d \) is a homogeneous space for the Lorentz group \( O^+(1, d) \) as an isometry group, it is reasonable to assume \( \psi(x_i, x_j) \) as a function of geodesic distance \( d(x_i, x_j) = \cosh(\alpha_i - \alpha_j) \) from the symmetry of \( \mathbb{H}^d \). In particular, if \( \psi(x_i, x_j) = d(x_i, x_j) \), we can integrate the
right-hand side of (3.12) and obtain the first-order ODE system

\[
\dot{\alpha}_i = \left[ \dot{\alpha}_i(0) - \frac{\kappa}{N} \sum_{j=1}^{N} \sinh(\alpha_j(0) - \alpha_i(0)) \right] + \frac{\kappa}{N} \sum_{j=1}^{N} \sinh(\alpha_j - \alpha_i)
\]

\[=: \omega_i + \frac{\kappa}{N} \sum_{j=1}^{N} \sinh(\alpha_j - \alpha_i), \quad i = 1, \cdots, N,\]

which exactly coincides with the hyperbolic Kuramoto model (3.10).

4. Emergent behaviors for the HCS model

In this section, we first recall velocity alignment for the abstract manifold CS model and provide an improved velocity alignment estimate for \( H^d \).

4.1. Abstract manifold CS model. In this subsection, we briefly recall the velocity alignment estimate in [2, 27] for the abstract CS model (1.1) on manifold \((M, g)\):

\[
\begin{align*}
\dot{x}_i & = v_i, \quad t > 0, \quad i = 1, \cdots, N, \\
\nabla_{v_i} v_i & = \frac{\kappa}{N} \sum_{j=1}^{N} \psi(x_i, x_j) (P_{ij} v_j - v_i).
\end{align*}
\]

To see the dissipative nature of (4.1) and velocity alignment in a priori setting, we recall the energy functional defined in (1.9):

\[
E[t] := \frac{1}{2} \sum_{i=1}^{N} \| v_i \|_{x_i}^2 = \frac{1}{2} \sum_{i=1}^{N} g(\dot{x}_i, \dot{x}_i), \quad t \geq 0.
\]

Proposition 4.1. [2, 27] Let \( Z := (z_1, \cdots, z_N) \) be a global-in-time smooth solution to (4.1). Then, the following two assertions hold.

1. The total kinetic energy \( E[\cdot] \) is monotonically decreasing in time:

\[
\frac{d}{dt} E[t] = -\frac{\kappa}{2N} \sum_{i,j} \psi(x_i, x_j) \| P_{ij} v_j - v_i \|_{x_i}^2 \leq 0, \quad t > 0.
\]

2. Suppose that the following a priori conditions hold:

\[
\inf_{0 \leq t < \infty} \min_{i,j} \psi(x_i(t), x_j(t)) =: \psi_m > 0, \quad \sup_{0 \leq t < \infty} \left| \frac{d}{dt} \sum_{i,j} \| P_{ij} v_j - v_i \|_{x_i}^2 \right| < \infty.
\]

Then, the configuration \( Z = Z(t) \) exhibits asymptotic velocity alignment:

\[
\lim_{t \to \infty} \| P_{ij} v_j - v_i \|_{x_i} = 0, \quad \forall i, j = 1, \cdots, N.
\]

Proof. The detailed proofs can be found in [2, 27], but for reader’s convenience, we briefly sketch the proof below.
Then dissipativity and a priori velocity alignment for (4.1) can be summarized in the following proposition. (i) We use (4.1) and index exchange $i \leftrightarrow k$ to derive the dissipation estimate for $\mathcal{E}$:

$$
\frac{d\mathcal{E}}{dt} = \sum_{i=1}^{N} g_{x_i}(v_i, \frac{\kappa}{N} \sum_{k=1}^{N} \psi(x_i, x_k)(P_{ik}v_k - v_i) ) x_i
$$

$$
= \frac{\kappa}{2N} \sum_{i,k=1}^{N} \psi(x_i, x_k) \left( g_{x_i}(v_i, P_{ik}v_k - v_i) + g_{x_k}(v_k, P_{ki}v_i - v_k) \right)
$$

$$
= \frac{\kappa}{2N} \sum_{i,k=1}^{N} \psi(x_i, x_k) \left( g_{x_i}(v_i, P_{ik}v_k - v_i) + g_{x_k}(P_{ik}v_k, v_i - P_{ki}v_k) \right)
$$

$$
= -\frac{\kappa}{2N} \sum_{i,k=1}^{N} \psi(x_i, x_k) \|P_{ik}v_k - v_i\|_{x_i}^2 \leq 0,
$$

where we also used the following properties of parallel transport:

$$
P_{ik}P_{ki} = I \quad \text{and} \quad g_{x_i}(P_{ik}v_k, P_{ki}w_k) = g_{x_k}(v_k, w_k).
$$

(ii) It follows from the first assertion that

$$
\int_{0}^{T} \left( \sum_{i,j} \psi(x_i, x_j) \|P_{ij}v_j - v_i\|_{x_i}^2 \right) dt = \frac{2N}{\kappa} (\mathcal{E}(0) - \mathcal{E}(T)) \leq \frac{2N\mathcal{E}(0)}{\kappa} < \infty, \quad \forall \ T > 0.
$$

Then, a priori assumption (4.2) implies

$$
\int_{0}^{\infty} \sum_{i,j} \|P_{ij}v_j - v_i\|_{x_i}^2 dt \leq \frac{2N\mathcal{E}(0)}{\kappa\psi_m} < \infty, \quad \forall \ i, k \in \{1, \cdots, N\}.
$$

Since the primitive of $\sum_{i,j} \|P_{ij}v_j - v_i\|_{x_i}^2$ satisfies all the conditions in Barbalat’s Lemma (see [6]), we can conclude the desired estimate. \hfill \Box

**Remark 4.1.** In the sequel, we provide several comments on the results of Proposition 4.1.

1. The first a priori condition in (4.2) is related to modeling issue. By choosing $\psi$ to have a positive lower bound, we can get rid of the first a priori assumption, in contrast the second assumption is a genuine a priori condition to be checked for specific manifold.

2. Note that the estimates in Proposition 4.1 hold regardless of smooth structures and metrizations of given Riemannian manifold $(M, g)$.

3. Although $\mathcal{E}$ is smooth, nonnegative and monotonically decreasing, it does not imply the convergence of the derivative immediately. For instance, consider a following real-analytic function $h$:

$$
h(x) = -\sum_{k=1}^{\infty} e^{-(k^2x-k^3)^2}, \quad x \in \mathbb{R}.
$$

Then, the function $h$ above does not converge to zero, while the primitive of $h$ is analytic, bounded and monotonically decreasing. Indeed, to obtain the zero convergence of $\frac{d\mathcal{E}}{dt}$, we
need a uniform continuity of \( \frac{d\mathbf{c}}{dt} \).

4. In [27], the authors verified the second a priori condition \((4.2)_2\) for \( M = S^2 \) and \( M = \mathbb{H}^2 \), and provided a sufficient framework to guarantee \((4.2)_1\) for two-particle system on \( S^2 \). Then, the authors in [2] provided an explicit proof of \((4.2)_2\) for \( M = \mathbb{S}^d \) for every dimension \( d \). In that sense, we here find an analogous proof of \((4.2)_2\) for \( M = \mathbb{H}^d \) any dimension \( d \).

4.2. Velocity alignment of the HCS model. In this subsection, we show that the second a priori condition \((4.2)_2\) can be verified for the HCS model by energy dissipation estimate and explicit form of parallel transport. First, we recall

\[
\begin{aligned}
\dot{x}_i &= v_i, \quad t > 0, \quad i = 1, \ldots, N, \\
\dot{v}_i &= ||v_i||^2 x_i + \frac{\kappa}{N} \sum_{j=1}^{N} \psi(x_i, x_j) \left( v_j - v_i + \frac{\langle x_i, v_j \rangle_M}{1 - \langle x_i, x_j \rangle_M} (x_i + x_j) \right),
\end{aligned}
\]

subject to the initial constraints:

\[
\begin{aligned}
\langle x_i(0), v_i(0) \rangle = (x_{i}^{in}, v_{i}^{in}) \in \mathbb{R}^{d+1} \times \mathbb{R}^{d+1},
\end{aligned}
\]

Lemma 4.1. Let \( x, y \) and \( v = (v^0, \cdots, v^d) \) be three vectors in \( \mathbb{R}^{d+1} \) satisfying

\[
\langle x, x \rangle_M = \langle y, y \rangle_M = -1 \quad \text{and} \quad \langle x, v \rangle_M = 0.
\]

Then, we have the following inequality:

\[
\frac{|\langle y, v \rangle_M|}{1 - \langle x, y \rangle_M} \leq \|v\|.
\]

Proof. Consider a curve \( x : \mathbb{R} \to \mathbb{H}^d \) and a point \( y \in \mathbb{H}^d \) satisfying

\[
\iota(x(0)) = x, \quad \iota(y) = y, \quad d\iota(x(0))(\dot{x}(0)) = \sum_{i=0}^{d} v^i \frac{\partial}{\partial x^i} x,
\]

and denote \( x(t) := \iota(x(t)) \). Then, we use Proposition 2.4 and \( v = \dot{x}(0) \) to obtain

\[
\langle y, v \rangle_M = \langle y, \dot{x}(0) \rangle_M = \frac{d}{dt} |_{t=0} \langle y, x(t) \rangle_M = -\frac{d}{dt} |_{t=0} \cosh \left( d(y, x(t)) \right)
\]

\[
= -\sinh \left( d(y, x(0)) \right) \frac{d}{dt} |_{t=0} d(y, x(t)).
\]

Since \( |\sinh(s)| \leq 1 + \cosh(s) \) and by using proposition 2.3, it suffices to show

\[
\frac{d}{dt} |_{t=0} d(y, x(t)) \leq \|v\|.
\]

On the other hand, since geodesic distance \((\cdot, \cdot)\) satisfies the triangle inequality, we have

\[
|d(y, x(t_1)) - d(y, x(t_2))| \leq d(x(t_1), x(t_2)) \leq \int_{t_1}^{t_2} \sqrt{g(\dot{x}(s), \dot{x}(s))} ds = \int_{t_1}^{t_2} \|\dot{x}(s)\| ds,
\]
for every $-\infty < t_1 < t_2 < \infty$. Hence, we divide \((4.6)\) by \(t_2 - t_1\) and take \(t_1, t_2 \to 0\) to obtain the claim \((4.5)\) and conclude the proof. \(\square\)

Now, we are ready to show our second main result on the emergence of velocity alignment to the Cauchy problem to the HCS model \((4.3) - (4.4)\). Our statement concerns a long-time behavior of solution to \((1.1)\) in \(\mathbb{H}^d\), but their analyses are indeed done for \((3.6) - (3.7)\).

**Theorem 4.1.** Suppose that the coupling strength and communication weight satisfy

\[
\kappa > 0, \quad \inf_{(x,y) \in (\mathbb{H}^d)^2} \psi(x,y) \geq \psi_m,
\]

for some positive constant \(\psi_m\), and let \(Z = (z_1, \cdots, z_N)\) be a solution to \((1.1)\) on \(\mathbb{H}^d\) with the initial data \(\{(x_i^{in}, v_i^{in})\}_{i=1}^{N} \subset T\mathbb{H}^d\). Then, the solution \(Z = Z(t)\) exhibits asymptotic velocity alignment:

\[
\lim_{t \to \infty} \| P_{ij}v_j - v_i \|_{x_i} = 0, \quad \forall \ i, j = 1, \cdots, N.
\]

**Proof.** From Proposition 4.1, it suffices to check that the a priori condition \((4.2)_2\) holds for system \((4.3) - (4.4)\):

\[
(4.7) \quad \sup_{0 \leq t < \infty} \left| \frac{d}{dt} \| P_{ij}v_j - v_i \|_{x_i}^2 \right| < \infty, \quad \forall \ i, j = 1, \cdots, N.
\]

Then, we decompose \(\frac{d}{dt} \| P_{ij}v_j - v_i \|_{x_i}^2\) into two terms and show their boundedness one by one. Namely,

\[
\frac{d}{dt} \| P_{ij}v_j - v_i \|_{x_i}^2 = \frac{d}{dt} g(P_{ij}v_j - v_i, P_{ij}v_j - v_i) = \frac{d}{dt} \left( \| v_i \|_{x_i}^2 + \| v_j \|_{x_j}^2 \right) - 2 \frac{d}{dt} g(P_{ij}v_j, v_i) =: I_{11} + I_{12}.
\]

- **Step A (Boundedness of \(I_{11}\)):** By the compatibility between metric tensor \(g\) and Levi-Civita connection \(\nabla\), we have

\[
I_{11} = 2g(v_i, \nabla v_i v_i) + 2g(v_j, \nabla v_j v_j),
\]

where \(v_i\) and \(\nabla v_i v_i\) are controlled by the initial kinetic energy. More precisely, since kinetic energy \(E\) is monotonically decreasing, we can apply Proposition 2.1 to obtain

\[
\| v_i(t) \|_{x_i(t)} \leq \sqrt{2E[0]} \leq \sqrt{2E[0]}, \quad \forall \ i = 1, \cdots, N,
\]

where \(v_i(t) = \nabla v_i v_i(t)\) and \(x_i(t) = \psi(x_i(t), x_k(t))\) with \(x_k(t)\) being the \(k\)-th particle.

\[
(4.8) \quad \| v_i(t) \|_{x_i(t)} \leq \kappa \frac{\sum_{k=1}^{N} \psi(x_i(t), x_k(t)) \| P_{ik}v_k(t) - v_i(t) \|_{x_i}}{N} \leq 2\kappa \psi_M \sqrt{2E[0]}.
\]

Therefore, \(I_{11}\) has a finite uniform upper bound in \(t\).

- **Step B (Boundedness of \(I_{12}\)):** For solution \(Z = (z_1, \cdots, z_N)\), we consider a \((d + 1)\)-dimensional representations of \(x_1, \cdots, x_N\) by using \((1.6)\). Then, we combine Proposition 2.3 and 2.4 to obtain an explicit formula for \(g(P_{ij}v_j, v_i)\):

\[
(4.9) \quad g(P_{ij}v_j, v_i) = \frac{\langle v_j, x_i \rangle_M}{1 - \langle x_i, x_j \rangle_M} (x_i + x_j) - v_i = \frac{\langle v_i, x_j \rangle_M \langle v_j, x_i \rangle_M}{1 - \langle x_i, x_j \rangle_M}.
\]
Finally, we combine the uniform boundedness of \( |I| \). Below, we further provide detailed estimates on \( I \) for each \( i = 1, 2, 3 \) separately.

\[ I_{121} = \langle \dot{v}_i, v_j \rangle_M + \langle \nabla v_i, v_j \rangle_M \frac{\langle v_j, x_i \rangle_M}{1 - \langle x_i, x_j \rangle_M} \]

\[ = \frac{\langle \nabla v_i, v_j \rangle_M + \langle \nabla v_i, x_i \rangle_M \langle v_j, x_i \rangle_M}{1 - \langle x_i, x_j \rangle_M} \]

\[ = g(\nabla v_i, v_j, P_{ij}v_j) + \|v_i\|^2 \frac{\langle v_j, x_i \rangle_M}{1 - \langle x_i, x_j \rangle_M}. \]

Therefore, \( I_{121} \) can be controlled by a function of initial kinetic energy:

\[ |I_{121}| \leq \|\nabla v_i\|_{x_i} \|v_j\|_{x_j} + \|v_i\|^2 \|v_j\|_{x_j} \leq 4\kappa \psi_M \mathcal{E} \langle 0 \rangle + (2\mathcal{E} \langle 0 \rangle)^{3/2} < \infty, \]

and we get the same upper bound for \( |I_{122}| \) by using similar argument as above.

\[ I_{123} \leq \langle \|v_i\|_{x_i} + \|v_j\|_{x_j} \rangle_{\langle P_{ij}v_j, v_i \rangle} \leq 2(2\mathcal{E} \langle 0 \rangle)^{3/2} < \infty. \]

Finally, we combine the uniform boundedness of \( I_{11} \) and \( I_{12} \) to obtain \( 4.7 \) and conclude the desired velocity alignment.

4.3. A dichotomy in asymptotic patterns. In this subsection, we characterize an asymptotic pattern of spatial configuration \( \langle x_1, \cdots, x_N \rangle \), when the asymptotic flocking \( 1.5 \) emerges on \( \mathbb{H}^2 \). We first introduce a preparatory lemma to estimate the turning angle of tangent vector by parallel transports along a geodesic triangle on \( \mathbb{H}^2 \). This estimate was first introduced in \cite{2} for the Cucker-Smale model on \( \mathbb{S}^2 \) by using the Gauss-Bonnet theorem for geodesic triangle.

**Lemma 4.2.** \cite{2} Let \( x_1, x_2 \) and \( x_3 \) be three points in \( \mathbb{H}^2 \) and \( v \in T_{x_1} \mathbb{H}^2 \) be a tangent vector at point \( x_1 \), and let \( \Delta = \Delta(x_1, x_2, x_3) \) be a geodesic triangle whose edges consist of (length-minimizing) geodesics between each pair of points \( \{x_1, x_2, x_3\} \). Then, we have

\[ \|P_{12}P_{23}P_{31}v - v\|_{x_1} = \|v\|_{x_1} \sqrt{2 - 2 \cos(\text{Area}(\Delta))}. \]

**Proof.** This is a direct consequence of Gauss-Bonnet theorem for compact surface with boundary, and the proof of the analogous result for spherical triangle are provided in \cite{2}. **\qed
The only difference here is that the sectional curvature $K$ is fixed as $-1$ and therefore the Gauss-Bonnet theorem says

$$-\text{Area}(T) = 2\pi - (\alpha_1 + \alpha_2 + \alpha_3),$$

where $\alpha_i$ denotes the signed exterior angle of $T$ at vertex $x_i$. Since the angle between $v$ and $P_{12}P_{23}P_{31}v$ is congruent to $-(\alpha_1 + \alpha_2 + \alpha_3)$ modulo $2\pi$ for nonzero $v$, we conclude the desired result (4.11).

Now, we recall an inequality showing the relation between relative velocities and areas of geodesic triangles introduced in [2].

Lemma 4.3. [2] Let $(M,g)$ be an arbitrary complete Riemannian manifold and

$$(x_1,v_1), \ldots, (x_N,v_N) \in TM.$$ For each pair $(i,j) \in \{1, \ldots, N\}^2$, we fix a geodesic $\gamma_{ij}$ on $M$ that joins from $x_j$ to $x_i$, and let $P_{ij}$ be the corresponding parallel transport operator along $\gamma_{ij}$. Then, we have

$$\sum_{i,j,k} \|P_{ki}P_{ij}P_{jk}v_k - v_k\|^2_{x_k} \leq 9N \sum_{i,j} \|P_{ij}v_j - v_i\|^2_{x_i}.$$ 

Proof. Although the statement of Lemma 4.2 can be written under more general setting, the proof is completely the same as in [2]. Nevertheless, we here introduce a proof for the completeness. Since each parallel transport $P_{ij}$ acts as an isometry between tangent space $T_{x_i}M$ and $T_{x_j}M$, we have

$$\|P_{ki}P_{ij}P_{jk}v_k - v_k\|_{x_k} \leq \|P_{ki}P_{ij}P_{jk}v_k - P_{ki}P_{ij}v_j\|_{x_k} + \|P_{ki}P_{ij}v_j - P_{ki}v_i\|_{x_k} + \|P_{ki}v_i - v_k\|_{x_k},$$

(4.12)

$$= \|P_{jk}v_k - v_j\|_{x_j} + \|P_{ij}v_j - v_i\|_{x_i} + \|P_{ki}v_i - v_k\|_{x_k}.$$ 

Therefore, we take a sum of squares of (4.12) for all $i,j,k$ to obtain

$$\sum_{i,j,k} \|P_{ki}P_{ij}P_{jk}v_k - v_k\|^2_{x_k} \leq 3 \sum_{i,j,k} \left( \|P_{jk}v_k - v_j\|^2_{x_j} + \|P_{ij}v_j - v_i\|^2_{x_i} + \|P_{ki}v_i - v_k\|^2_{x_k} \right)$$

$$= 9N \sum_{i,j} \|P_{ij}v_j - v_i\|^2_{x_i}.$$ 

□

In [2], the authors introduced two well-known properties on spherical trigonometry without proofs to show dichotomy in asymptotic patterns of CS particles. Here we present their corresponding results for the hyperbolic triangles on $\mathbb{H}^2$ to figure out the detailed asymptotic patterns of CS particles.

Lemma 4.4. Let $\Delta$ be a hyperbolic geodesic triangle on $\mathbb{H}^2$, and we consider the hyperboloid model as a realization of $\mathbb{H}^2$. Denote $A, B$ and $C$ as three vertices of $\Delta$, and define the angles $b, c$ and $\angle A$ as

$$b = d(C,A), \ c = d(A,B), \ \angle A : \text{interior angle of } \Delta \text{ at vertex } A.$$ 

Then, the following assertions hold:
(1) (L’Huilier’s formula for hyperboloid):
\[
\tan \left( \frac{\text{Area}(T)}{2} \right) = \frac{\tanh \frac{b}{2} \tanh \frac{c}{2} \sin \angle A}{1 - \tanh \frac{b}{2} \tanh \frac{c}{2} \cos \angle A}.
\]

(2) (Law of sines):
\[
|\sinh b \sinh c \sin \angle A| = |\det(OA,OB,OC)|.
\]

Proof. Since a proof is very lengthy and technical, we leave it in Appendix C. \qed

Now, we are ready to present our third main result, where the precise statement is given as follows.

**Theorem 4.2.** Let \( Z = (x_1, \cdots, x_N) \) be a global smooth solution to (1.1) exhibiting asymptotic flocking (1.5). Then, we have the following dichotomy:

1. The energy tends to zero:
\[
\lim_{t \to \infty} \mathcal{E}[t] = 0.
\]
2. The energy converges to a positive value, and position configuration becomes coplanar asymptotically:
\[
\lim_{t \to \infty} \mathcal{E}[t] > 0, \quad \lim_{t \to \infty} \det \left( x_i(t) \big| x_j(t) \big| x_k(t) \right) = 0, \quad \forall \ i, j, k = 1, \cdots, N.
\]

Proof. It follows from Proposition 4.1 that the energy always converges to a nonnegative value:
\[
\exists \mathcal{E}^\infty := \lim_{t \to \infty} \mathcal{E}[t] \geq 0.
\]
Therefore, it suffices to show that
\[
\lim_{t \to \infty} \det(x_i(t)\big| x_j(t)\big| x_k(t)) = 0 \quad \forall \ i, j, k = 1, \cdots, N
\]
holds, whenever the asymptotic flocking (1.5) emerges and \( \mathcal{E}^\infty \) is strictly positive. In this case, the speed of each particles converges to a common positive number \( \sqrt{\mathcal{E}^\infty / N} \), since
\[
\|v_i\| - \|v_j\| = \|v_i\| - \|P_{ij}v_j\| \leq \|P_{ij}v_j - v_i\| \to 0, \quad \forall \ i, j = 1, \cdots, N.
\]
Now, we apply Lemma 4.2 and Lemma 4.3 to (1.5) to obtain
\[
\lim_{t \to \infty} \sum_{i,j,k} \left( 2 - 2 \cos(A_{ijk}(t)) \right) = 0,
\]
where \( A_{ijk}(t) \) denotes the (length-minimizing) geodesic triangle with vertices \( \{x_i, x_j, x_k\} \) at time \( t \). Hence, we deduce \( A_{ijk}(t) \to 0 \) for each \( i, j, k \), and we use Lemma 4.4 to obtain
\[
\lim_{t \to \infty} \tanh \left( \frac{d(x_i, x_j)}{2} \right) \tanh \left( \frac{d(x_i, x_k)}{2} \right) \sin \angle(x_jx_ix_k) \to 0, \quad \forall \ i, j = 1, \cdots, N.
\]
Finally, we combine the above result with the boundedness of \( d(x_i, x_j) \) and \( d(x_i, x_k) \) from (1.3) to conclude the desired result:
\[
|\det \left( x_i(t) \big| x_j(t) \big| x_k(t) \right) | = \left| \sinh \left( \frac{d(x_i, x_j)}{2} \right) \sinh \left( \frac{d(x_i, x_k)}{2} \right) \sin \angle(x_jx_ix_k) \right| \to 0 \quad \text{as} \ t \to 0.
\]
\qed
4.4. **Numerical simulation.** In this subsection, we present a numerical example of the HCS model on $\mathbb{H}^2$ for $N = 10$ and compare them with our analytical results in Section 4. We used the fourth-order Runge-Kutta method in all numerical simulations, and we orthogonally projected $(x_i(n+1), v_i(n+1))$ to $T\mathbb{H}^2$ after each step. Moreover, we fixed the following parameters:

$$\phi(x, y) = 1, \quad N = 10, \quad \kappa = 1, \quad dt = 0.001, \quad t = 200s.$$ 

Recall that according to Theorem 4.1 and Theorem 4.2 we obtained the followings:

1. Energy $\mathcal{E}[t]$ decrease monotonically.
2. The velocity alignment always occur.
3. If all distances between particles are bounded in $t$, then they approach to a geodesic of $\mathbb{H}^2$ unless $\mathcal{E}[t] \to 0$.

We here show a $t$ vs log $\mathcal{E}[t]$ plot and $t$ vs det($x_1|x_2|x_3|$) plot to see (1) and (3).

![Plot of log $\mathcal{E}[t]$ vs time](image1.png)

![Plot of det($x_1|x_2|x_3|$) vs time](image2.png)

Figure 1: Temporal evolution of log $\mathcal{E}[t]$ and det($x_1|x_2|x_3|$).

Fig. 1(A) shows that the energy indeed converges to zero exponentially fast, and therefore each particle converged to a certain point which might not be located in the same geodesic. Since all particles converge, the determinant of first three particles also converges to a nonzero value as in Fig. 1(B).

One considerable issue here is that we could not find any other type of result in our countless trial for random initial data. In our simulations, the energy always converges to zero exponentially fast, and therefore the particles could not approach further until they aggregate to a single geodesic. Even if they start from any geodesic $\gamma$ with initial velocity slightly different from $\dot{\gamma}$, they show a similar dynamics. This indicates that the coplanar state in our dichotomy is indeed unstable and cannot emerges from generic initial data/system parameter. This is the contrasted difference with the unit $d$-sphere $S^d$ in [2], since there was a flocking on $S^d$ with nonzero asymptotic velocity, and therefore all particles approach to a single great circle asymptotically. Moreover, from our derivation of HK from HCS and the asymptotic stability results in [26], it might be possible to achieve asymptotic flocking with nonzero $\mathcal{E}_\infty$ if there is a common invariant geodesic along the flow. In our simulation on a geodesic, the energy $\mathcal{E}$ converged to a nonzero positive value, and the
determinant remained zero for short time (until \( t = 50s \)) because of numerical error and possibly the instability of coplanar state.

![Graph](image)

(A) Evolution of \( \log E[t] \) for HK.  
(B) Evolution of \( \text{det}(x_1|x_2|x_3) \) for HK.

Figure 3: Temporal evolution of \( \log E[t] \) and \( \text{det}(x_1|x_2|x_3) \) for HK.

5. Conclusion

In this paper, we have studied emergent behaviors of the Cucker-Smale model on \( \mathbb{H}^d \) (in short the HCS model) whose general abstract form was already introduced in [27] for generic complete Riemannian manifolds. For \( \mathbb{H}^d \), we can explicitly express geodesics and parallel transport in terms of state variables. Thus, the explicit form of the HCS model can be derived. Thanks to this explicit representation of the HCS model, three ramifications were obtained in this paper. First, when all initial positions are restricted to a geodesic and initial velocities are tangent to the geodesic, geodesic becomes a positively invariant set for the HCS dynamics. In this case, we showed that the dynamics of the HCS model reduces to that of the hyperbolic Kuramoto model which was proposed in a recent work [40]. Second, any pair of points on \( \mathbb{H}^d \) admits a unique geodesic and thus the choice of communication weight \( \psi \) can be done without any consideration of conjugate points as in \( \mathbb{S}^d \). Then, for a bounded symmetric smooth communication function \( \psi(\cdot, \cdot) \) with a positive lower bound, we were able to show the emergence of velocity alignment \textit{without a priori condition}, which improves earlier a priori velocity alignment result in [27]. Third, we also found a dichotomy on the asymptotic patterns of CS particles on \( \mathbb{H}^2 \). Thanks to dissipative structure of the velocity interaction terms, the total kinetic energy is monotonically decreasing and bounded below by zero, hence it converges to a nonnegative value asymptotically. When flocking occurs, there will be two possible asymptotic scenario, either the total kinetic energy converges to zero or the total energy converge a positive value and spatial positions lie on the same plane in \( \mathbb{R}^3 \cap \mathbb{H}^2 \) asymptotically.

There are several open remaining that were not investigated further in this paper. For example, in our velocity alignment estimate, we have assumed that the communication weight function does have a positive lower bound, so whether we can get rid of this positive lower bound condition or not will be an interesting question. Another interesting question will be identification of basins leading to the dichotomy. These issues will be addressed in a future work.
Appendix A. Proof of Proposition 2.1

In this appendix, we discuss the completeness of \((H^d, g)\) and recover the well-known simple formula for geodesics on the hyperboloid model which provides a proof for Proposition 2.1.

First, for the canonical orthonormal basis \(\left\{ \frac{\partial}{\partial x^1} \bigg|_u, \ldots, \frac{\partial}{\partial x^d} \bigg|_u \right\}\) of tangent space \(T_u H^d\) at the point \(u = (u^1, \ldots, u^d)\), the metric tensor \(g\) is designated as follows: for \(i, j = 1, \ldots, N\),

\[
g_{ij}(u) := g \left( d\phi^{-1} \left( \frac{\partial}{\partial x^i} \bigg|_u \right), \ d\phi^{-1} \left( \frac{\partial}{\partial x^j} \bigg|_u \right) \right) = \delta_{ij} - \frac{u^i u^j}{1 + \sum_m (u^m)^2},
\]

and this designation uniquely determines an inner product in the tangent space \(T_{\phi^{-1}(u)} H^d\), since

\[
g \left( d\phi^{-1} \left( a^i \frac{\partial}{\partial x^i} \bigg|_u \right), \ d\phi^{-1} \left( a^j \frac{\partial}{\partial x^j} \bigg|_u \right) \right) = \sum_m (a^m)^2 - \frac{(\sum_i a^i u^i)^2}{1 + \sum_m (u^m)^2} \geq \sum_m (a^m)^2 \left( 1 - \frac{\sum_m (u^m)^2}{1 + \sum_m (u^m)^2} \right) \geq 0,
\]

for every \((a^1, \ldots, a^d)\) in \(\mathbb{R}^d\).

In addition, the inverse matrix of \((g_{ij})\) is then given by

\[(A.2) \quad g^{ij}(u) = \delta_{ij} + u^i u^j, \quad (g^{ij}) := (g_{ij})^{-1},\]

which can be verified from the following simple calculations:

\[
g_{ij} g^{jk} = \left( \delta_{ij} - \frac{u^i u^j}{1 + \sum_m (u^m)^2} \right) \left( \delta_{jk} + u^j u^k \right) = \delta_{ik} + u^i u^k - \frac{u^i u^k}{1 + \sum_m (u^m)^2} - \frac{\sum_m (u^m)^2}{1 + \sum_m (u^m)^2} u^i u^k = \delta_{ik}.
\]

Recall that for the Levi-Civita connection \(\nabla\) compatible with the metric tensor \(g\), the Christoffel symbols of the second kind \(\Gamma^k_{ij}\) are given as

\[
\Gamma^k_{ij}(u) = \frac{1}{2} g^{kl}(u) \left( \frac{\partial g_{li}}{\partial u^j} + \frac{\partial g_{lj}}{\partial u^i} - \frac{\partial g_{ij}}{\partial u^l} \right),
\]

where

\[
\nabla_{\partial_i} \partial_j = \Gamma^k_{ij} \partial_k, \quad \partial_i := d\phi^{-1} \left( \frac{\partial}{\partial x^i} \bigg|_u \right).
\]

More explicitly, we obtain

\[
\frac{\partial}{\partial u^c} g_{ca} = \frac{\partial}{\partial u^b} \left( \delta_{ca} - \frac{u^c u^a}{1 + \sum_m (u^m)^2} \right) = \frac{\delta_{bc} u^a + u^b \delta_{ab}}{1 + \sum_m (u^m)^2} + \frac{2 u^c u^a u^b}{(1 + \sum_m (u^m)^2)^2}
\]

for every \(i, j, k = 1, \ldots, N\).
so that the detailed formula for $\Gamma^k_{ij}$ follows immediately:

$$
\Gamma^k_{ij}(u) = \frac{1}{2} g^{kl}(u) \left( \frac{\partial g_{li}}{\partial u^j} + \frac{\partial g_{lj}}{\partial u^i} - \frac{\partial g_{ij}}{\partial u^l} \right)
$$

(A.3)

$$
g^{kl}(u) \left( \frac{u^l \delta_{ij}}{1 + \sum_m (u^m)^2} + \frac{u^i u^j u^l}{(1 + \sum_m (u^m)^2)^2} \right)
$$

$$
= - \frac{g^{kl}(u) u^l}{1 + \sum_m (u^m)^2} g_{ij}(u)
$$

$$
= - u^k g_{ij}(u), \quad \forall \, i, j, k = 1, \ldots, N.
$$

Therefore, for every geodesic $\gamma(s) = \phi^{-1}(u^1(s), \ldots, u^d(s))$ of $(\mathbb{H}^d, g)$, we have

$$
\frac{d^2 u^k}{ds^2} + \Gamma^k_{ij} \frac{du^i}{ds} \frac{du^j}{ds} = \ddot{u}^k - u^k g_{ij}(u) \dot{u}^i \dot{u}^j = \ddot{u}^k - u^k g(\dot{\gamma}, \dot{\gamma}) = 0, \quad k = 1, \ldots, d,
$$

where $g(\dot{\gamma}, \dot{\gamma})$ is constant along each geodesic curve. From the uniqueness of ODE theory, we obtain

$$
u(s) = \phi(\gamma(s)) = u(0) \cosh cs + \frac{\dot{u}(0)}{c} \sinh cs, \quad c^2 := g(\dot{\gamma}, \dot{\gamma}).
$$

Finally, we consider the geodesic $\gamma(s)$ as a curve in $\mathbb{R}^{d+1}$:

$$
\gamma(s) = \phi^{-1}(u^1(s), \ldots, u^d(s))
$$

$$
= \left( \sqrt{1 + \sum_m (u^m)^2}, u^1, u^2, \ldots, u^d \right) =: \left( u^0(s), u^1(s), u^2(s), \ldots, u^d(s) \right).
$$

Then, we combine (A.5) and

$$
c^2 = g(\dot{\gamma}, \dot{\gamma}) = \sum_m (\dot{u}^m(0))^2 - \frac{(\sum_m u^m(0) \dot{u}^m(0))^2}{1 + \sum_m (u^m(0))^2}
$$

to compute $u^0$ explicitly. Precisely, one has

$$
u^0(s)^2 = 1 + \sum_m (u^m(s))^2
$$

$$
= 1 + \sum_m \left( u^m(0) \cosh cs + \frac{\dot{u}^m(0)}{c} \sinh cs \right)^2
$$

$$
= 1 + \sum_m \left[ (u^m(0))^2 \cosh^2 cs + \frac{2 u^m(0) \dot{u}^m(0)}{c} \cosh cs \sinh cs + \frac{(\dot{u}^m(0))^2}{c^2} \sinh^2 cs \right]
$$

$$
= 1 + \sum_m \left[ (u^m(0))^2 \cosh^2 cs + \frac{2 u^m(0) \dot{u}^m(0)}{c} \cosh cs \sinh cs \right]
$$

$$
+ \sinh^2 cs + \frac{(\sum_m u^m(0) \dot{u}^m(0))^2}{c^2 (1 + \sum_m (u^m(0))^2)} \sinh^2 cs
$$
\begin{align*}
&= \left(1 + \sum_m (u^m(0))^2\right) \cosh^2 cs + \frac{2}{c} \left(\sum_m u^m(0) \dot{u}^m(0)\right) \cosh cs \sinh cs \\
&\quad + \frac{\left(\sum_m u^m(0) \dot{u}^m(0)\right)^2}{c^2 (1 + \sum_m (u^m(0))^2)} \sinh^2 cs \\
&= \left[\sqrt{1 + \sum_m (u^m(0))^2} \cosh cs + \frac{\left(\sum_m u^m(0) \dot{u}^m(0)\right)}{c \sqrt{1 + \sum_m (u^m(0))^2}} \sinh cs\right]^2 \\
&= \left[u^0(0) \cosh cs + \frac{\dot{u}^0(0)}{c} \sinh cs\right]^2.
\end{align*}

**Appendix B. Proof of Proposition 2.4**

In this appendix, we provide proofs for two assertions stated in Proposition 2.4.

- (Proof of the first assertion): First of all, we combine (A.4) and Proposition 2.3 to obtain
  \begin{equation}
  a^i = \dddot{x}^i - g(\dot{x}, \dot{x})x^i = \dddot{x}^i - \langle \dot{x}, \dot{x} \rangle x^i, \quad i = 1, \cdots, d.
  \end{equation}
  On the other hand, by taking derivative twice in Proposition 2.3, we have
  \begin{equation}
  \langle x, \dddot{x} \rangle_M + \langle \dot{x}, \dddot{x} \rangle_M = 0.
  \end{equation}
  Now, we substitute the relation (B.2) to (B.1) to get
  \begin{equation}
  a^i = \dddot{x}^i + \langle x, \dddot{x} \rangle_M x^i, \quad i = 1, \cdots, d.
  \end{equation}
  Finally, we use the uniqueness of \((d+1)\)-dimensional vector \(a = (a^0, \cdots, a^d)\) satisfying (B.3) and \(\langle a, x \rangle_M = 0\) to conclude (2.4).

- (Proof of the second assertion): It follows from the estimate (A.3) that the parallel vector field \(u\) along \(\gamma\) is given by the relation
  \begin{equation}
  \dot{u}^k - g_{ij}(x)u^i \dot{x}^j x^k = \dot{u}^k - g(u, \dot{\gamma}) x^k = 0, \quad k = 1, \cdots, d,
  \end{equation}
  where \(\phi(\gamma(s)) = (x^1(s), \cdots, x^k(s))\) and
  \[u(s) = \sum_{i=1}^d u^i(s) \partial_i = \sum_{i=1}^d u^i(s) d\phi^{-1} \left(\frac{\partial}{\partial x^i} \phi(s)\right)\).
  Now, let us denote the right-hand side of (2.5) as \(Pv := P(v; p, q)\). Then, we can easily check \(\langle Pv, q \rangle_M = 0\) from the following simple calculations:
  \[\langle Pv, q \rangle_M = \langle v, q \rangle_M + \frac{\langle v, q \rangle_M}{1 - \langle p, q \rangle_M} \langle p, q \rangle_M + \langle q, q \rangle_M = \langle v, q \rangle_M - \langle v, q \rangle_M = 0.\]
  On the other hand, the derivative of mapping
  \[s \mapsto P(v; p, \Gamma(s)) \in \mathbb{R}^{d+1}\]
can be obtained as
\[
\frac{d}{ds} \left[ v + \frac{\langle v, \Gamma(s) \rangle_M}{1 - \langle p, \Gamma(s) \rangle_M} (p + \Gamma(s)) \right]
\]
\[
= \frac{d}{ds} \left[ v + \langle v, \dot{\Gamma}(0) \rangle_M \sinh(s) \left( p + \cosh(s)p + \sinh(s)\Gamma(0) \right) \right]
\]
\[
= \langle v, \dot{\Gamma}(0) \rangle_M \cdot \left( p \sinh(s) + \cosh(s)\dot{\Gamma}(0) \right)
\]
\[
= \langle v, \dot{\Gamma}(0) \rangle_M \cdot \dot{\Gamma}(s),
\]
where we used Proposition 2.2 and Proposition 2.4. Moreover, the product
\[
\langle P(v; p, \Gamma(s)), \dot{\Gamma}(s) \rangle_M
\]
is conserved along the geodesic \(\gamma\), since
\[
\frac{d}{ds} \langle P(v; p, \Gamma(s)), \dot{\Gamma}(s) \rangle_M
\]
\[
= \langle \frac{d}{ds} P(v; p, \Gamma(s)), \dot{\Gamma}(s) \rangle_M + \langle P(v; p, \Gamma(s)), \dot{\Gamma}(s) \rangle_M
\]
\[
= \langle v, \dot{\Gamma}(0) \rangle_M \cdot \langle \Gamma(s), \dot{\Gamma}(s) \rangle_M + \langle P(v; p, \Gamma(s)), \Gamma(s) \rangle_M
\]
\[
= 0,
\]
where we used Proposition 2.2 to deduce \(\ddot{\Gamma}(s) = \Gamma(s)\) in the second equality. Therefore, the mapping
\[
Pv(s) = (p^0(s), \ldots, p^d(s)) := P(v; p, \Gamma(s))
\]
is a unique mapping satisfying
\[
\sum_{i=0}^{d} p_i^0 \frac{\partial}{\partial x^i} \bigg|_{\phi(\gamma(s))} \in dh(T_{\gamma(s)}H^d), \quad \frac{d}{ds} Pv(s) = \langle Pv(s), \dot{\Gamma}(s) \rangle_M \cdot \Gamma(s),
\]
and the corresponding tangent vector \(\sum_{i=1}^{d} p_i^1(s) d\phi^{-1} \left( \frac{\partial}{\partial x^i} \bigg|_{\phi(\gamma(s))} \right) \) on \(T_{\gamma(s)}H^d\) satisfies the equation (B.4) for \(u\). Finally, we use the uniqueness of solution of (B.4) to conclude \(Pv = u\).

**Appendix C. Proof of Lemma 4.4**

In this appendix, we provide a complete proof for the two assertions in Lemma 4.4.

Let \(\Delta\) be a hyperbolic geodesic triangle on \(H^2\), and consider the hyperboloid model as a realization of \(H^2\). Recall that \(A, B\), and \(C\) are three vertices of \(\Delta\), and \(b, c\) and angle \(\angle A\) are defined as
\[
b = d(C, A), \quad c = d(A, B), \quad \angle A : interior \ angle \ of \ \Delta \ at \ vertex \ A.
\]
- (Proof of the first assertion): First, we introduce two well known facts on the hyperbolic trigonometry without proof:
(1) If the interior angle of $\Delta$ are given as $\angle A$, $\angle B$ and $\angle C$, the area of $\Delta$ can be written as

\[(C.1) \quad \text{Area}(\Delta) = \pi - (\angle A + \angle B + \angle C),\]

which is a direct consequence of Gauss-Bonnet theorem.

(2) Let $a$ be the geodesic distance between $B$ and $C$. Then, there is a relation between $a, b, c$ and $\angle A$:

\[(C.2) \quad \cosh a = \cosh b \cosh c - \sinh b \sinh c \cos \angle A,\]

which is called as the hyperbolic law of cosines.

From now on, let us denote $s$ as the semiperimeter $s := \frac{a+b+c}{2}$. Then, the law of cosines \[(C.2)\] can be reduced to the following two equivalent relations:

\[\sin^2 \left( \frac{\angle A}{2} \right) = \frac{\sinh b \sinh c - \cosh b \cosh c + \cosh a}{2 \sinh b \sinh c} = \frac{\sinh(s-c) \sinh(s-b)}{\sinh b \sinh c},\]

and

\[\cos^2 \left( \frac{\angle A}{2} \right) = \frac{\sinh b \sinh c + \cosh b \cosh c + \cosh a}{2 \sinh b \sinh c} = \frac{\sinh(s) \sinh(s-a)}{\sinh b \sinh c}.\]

Then, these two relations yield

\[\cos \left( \frac{\angle B + \angle C}{2} \right) = \sqrt{\frac{\sinh^2 s \sinh(s-b) \sinh(s-c)}{\sinh^2 a \sinh b \sinh c}} - \sqrt{\frac{\sinh^2 (s-a) \sinh(s-b) \sinh(s-c)}{\sinh^2 a \sinh b \sinh c}} = \sin \left( \frac{\angle A}{2} \right) \sinh s \sinh a - \sin \left( \frac{\angle A}{2} \right) \sinh(s-a) \sinh a.\]

Hence, we divide the above relation by $\sin \left( \frac{\angle A}{2} \right)$ do deduce

\[\cos \left( \frac{\angle B + \angle C}{2} \right) = \frac{\sinh s - \sinh(s-a)}{\sinh a} = \frac{2 \cosh \left( \frac{b+c}{2} \right) \sinh \left( \frac{a}{2} \right)}{\sinh a} = \frac{\cosh \left( \frac{b+c}{2} \right)}{\cosh \left( \frac{a}{2} \right)},\]

and by using similar argument, one has

\[\sin \left( \frac{\angle B + \angle C}{2} \right) = \frac{\cosh \left( \frac{b-c}{2} \right)}{\cos \left( \frac{a}{2} \right)} = \cosh \left( \frac{b-c}{2} \right).\]

Therefore, we obtain

\[\tan \left( \frac{\angle A}{2} \right) \tan \left( \frac{\angle B + \angle C}{2} \right) = \frac{\cosh \left( \frac{b-c}{2} \right)}{\cosh \left( \frac{b+c}{2} \right)} = \frac{1 - \tanh \left( \frac{b}{2} \right) \tanh \left( \frac{a}{2} \right)}{1 + \tanh \left( \frac{b}{2} \right) \tanh \left( \frac{c}{2} \right)}.\]
On the other hand, since the area of $\Delta$ can be represented by the interior angles, we have
\[
\tan \left( \frac{\text{Area}(\Delta)}{2} \right) = \cot \left( \frac{\angle A + \angle B + \angle C}{2} \right) = \frac{1 - \tan \left( \frac{\angle A}{2} \right) \tan \left( \frac{\angle B+\angle C}{2} \right)}{\tan \left( \frac{\angle A}{2} \right) + \tan \left( \frac{\angle B+\angle C}{2} \right)}.
\]

Therefore, as we substitute (C.33) into the above relation, we get
\[
\tan \left( \frac{\text{Area}(\Delta)}{2} \right) = \frac{2 \tan \left( \frac{\angle A}{2} \right) \tanh \left( \frac{\beta}{2} \right) \tanh \left( \frac{\gamma}{2} \right)}{\tan^2 \left( \frac{\angle A}{2} \right) + \tan^2 \left( \frac{\angle A}{2} \right) \tanh \left( \frac{\beta}{2} \right) \tanh \left( \frac{\gamma}{2} \right) + 1 - \tanh \left( \frac{\beta}{2} \right) \tanh \left( \frac{\gamma}{2} \right)}
\]
\[
= \frac{2 \tan \left( \frac{\angle A}{2} \right) \tanh \left( \frac{\beta}{2} \right) \tanh \left( \frac{\gamma}{2} \right)}{\sec^2 \left( \frac{\angle A}{2} \right) + \tan^2 \left( \frac{\angle A}{2} \right) \tanh \left( \frac{\beta}{2} \right) \tanh \left( \frac{\gamma}{2} \right) - \tanh \left( \frac{\beta}{2} \right) \tanh \left( \frac{\gamma}{2} \right)}
\]
\[
= \frac{\sin(\angle A) \tanh \left( \frac{\beta}{2} \right) \tanh \left( \frac{\gamma}{2} \right)}{1 - \cos(\angle A) \tanh \left( \frac{\beta}{2} \right) \tanh \left( \frac{\gamma}{2} \right)} = \frac{\sin \left( \frac{\beta}{2} \right) \sinh \left( \frac{\gamma}{2} \right) \sin(\angle A)}{\cosh \left( \frac{\beta}{2} \right) \cosh \left( \frac{\gamma}{2} \right) - \sin \left( \frac{\beta}{2} \right) \sinh \left( \frac{\gamma}{2} \right) \cos(\angle A)},
\]
which is the desired result.

\begin{itemize}
\item (Proof of the second assertion) By taking left multiplication of proper Lorentz group $L \in O(1,2)$ if necessary, we may assume $LA = (1, 0, 0)$, $LB = (\cosh c, 0, \sinh c)$ and $LC = (\cosh b, \sinh b \sin \angle A, \sinh b \cos \angle A)$.
\end{itemize}

Then, the determinant of matrix $(LA|LB|LC)$ satisfies
\[
\det \begin{bmatrix}
1 & \cosh c & \cosh b \\
0 & \sinh b \sin \angle A & 0 \\
0 & \sinh c & \sinh b \cos \angle A
\end{bmatrix} = |\sinh b \sin c \sin \angle A|.
\]

Finally, since the determinant of $L$ is either 1 or $-1$, we conclude the desired second assertion.
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