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Abstract
In this study, the Renyi entropy-mean-variance maximization and Renyi cross entropy-mean-variance minimization models for portfolio selection with fuzzy return were investigated under the credibility theory framework. We also attempted to examine the relationship between credibilistic Renyi entropy-mean-variance and Renyi cross entropy-mean-variance models. The effect of the $\nu$ parameter in Renyi entropy and Renyi cross entropy on optimal portfolio selection was considered using the presented models.
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1. Introduction

Markowitz [1] was the first scientist to introduce the modern portfolio selection theory. The first measure he used to study investment returns was variance, and he relied on logic that suggested the bigger the variance was, the higher the risk would be. Later, many researchers revised or developed the model with new methods or elements to improve the results. Yu et al. [2] pointed out that different risk measurement models lead to significantly different impacts on portfolio structure.

A major advancement in the literature was the argument that the concept of entropy could be used to calculate the risk measure of a portfolio, as long as the risk is taken as an element of uncertainty in portfolio selection. Entropy was first used by Philippatos and Wilson [3] in portfolio selection, and the mean-entropy model they proposed has become the foundation for research in this field. Moreover, Zhou [4] found that entropy has been more and more widely used in the financial field. Ke and Zhang [5] used the Shannon entropy to modify the mean-variance. Usta and Kantar [6] also used the mean-variance-skewness-entropy model for portfolio diversification, and they found that the models with an entropy factor performed the best in out-of-sample testing. Yu et al. [7] compared the mean-variance efficiency of the models that incorporated different entropy measures by applying the multiple criteria method, and Yari et al. [8] employed entropy optimization measures to determine the weights of each criterion of growth and reduction to better predict the future worth of each share.

Recently, portfolio selection problems have been studied under fuzzy environment conditions. By using the fuzzy set theory, many scholars, including Tanaka and Guo [9], Huang [10,11], and Abiyev and Menekay [12], took the security returns as fuzzy variables.
The concept of fuzzy entropy was proposed by Li and Liu \cite{13} for measuring the uncertainty of fuzzy variables. Huang \cite{10,11} extended Kapur’s entropy maximization model \cite{14} to a fuzzy environment and formulated the mean-entropy model.

This study attempts to improve portfolio selection models by focusing on credibilistic entropy \(\alpha\) order maximization and cross entropy \(\alpha\) order minimization models. We established credibilistic Renyi entropy maximization and Renyi cross entropy minimization models for portfolio optimization with fuzzy returns in the framework of credibility theory. The main contents include the definition of entropy of fuzzy variables, and the formulation and equivalents of entropy maximization and cross entropy minimization models.

2. Preliminaries

The credibility theory, introduced by Liu \cite{15}, is a branch of mathematics that studies the behavior of fuzzy phenomena. Let \(\Theta\) be a nonempty set and \(\mathcal{P}\) is a power set of \(\Theta\). Any members of the set \(\mathcal{P}\) is considered as an event. Li and Liu \cite{16} defined the credibility measure as a mean of possibility measure with the self-duality property. The axioms defined by them for the credibility measure are as follows:

**Axiom 1** (Normality). \(Cr\{\Theta\} = 1\).

**Axiom 2** (Monotonicity). \(Cr\{A\} \leq Cr\{B\}\) whenever \(A \subseteq B\).

**Axiom 3** (Self-duality). \(Cr\) is self-dual, i.e., \(Cr\{A\} + Cr\{A^c\} = 1\) for any event \(A\).

**Axiom 4** (Countable subadditivity). \(Cr\bigcup_{i=1}^{\infty} A_i = \sup_{i} Cr\{A_i\}\) for any events \(\{A_i\}\) with \(\sup_{i} Cr\{A_i\} < 0.5\).

If the set function, \(Cr\), follows the aforementioned four axioms, then the triple \((\Theta, \mathcal{P}, Cr)\) will be called the credibility pace. Let \(\xi\) be a fuzzy variable with the \(\mu\) membership function. For any \(A\) set of real numbers, we obtain

\[
Cr (\xi \in A) = \frac{1}{2} \left( \sup_{x \in A} \mu(x) + 1 - \sup_{x \in A^c} \mu(x) \right). \tag{1}
\]

In credibility theory, Liu and Liu \cite{17} defined the expected value and variance with a finite expected value of fuzzy variable \(\xi\) as follows:

\[
E[\xi] = \int_{0}^{\infty} Cr (\xi \geq r) dr - \int_{-\infty}^{0} Cr (\xi \leq r) dr. \tag{2}
\]

\[
Var (\xi) = E[(\xi - E[\xi])^2]. \tag{3}
\]

If \(\xi = \tau (a - \alpha, a, a + \beta)\) is a triangular fuzzy variable with following membership function

\[
\mu(x) = \begin{cases} \frac{(x - a + \alpha)}{\alpha}, & \text{if } a - \alpha \leq x \leq a, \\ \frac{(a + \beta - x)}{\beta}, & \text{if } a \leq x \leq a + \beta, \\ 0, & \text{otherwise}. \end{cases} \tag{4}
\]

The Li and Liu \cite{16} study proved that \(E(\xi) = a + \frac{\beta - \alpha}{4}\) and \(var(\xi) = \frac{33a^3 + 21a^2(\beta + 1) + 11a^2 - \beta^3}{384\beta}\) if \(\alpha \geq \beta\), \(\frac{33\beta^3 + 21\beta^2 + 11\alpha^2 - \alpha^3}{384\beta}\) if \(\alpha \leq \beta\).

**Definition 1.** Let \(\xi\) be a continuous fuzzy variable that takes values in \([a, b]\); Li and Liu \cite{13} presented the following definition for fuzzy entropy

\[
H[\xi] = \int_{a}^{b} S(Cr\{\xi = x\}) dx, \tag{5}
\]

where \(S(t) = -t \ln t - (1 - t) \ln(1 - t)\).

Considering the continuity of the fuzzy variable, we have

\[
0 \leq H[\xi] \leq (b - a) \ln 2. \tag{6}
\]

**Definition 2 (Li \cite{18}).** Let \(\xi\) and \(\eta\) be a continuous fuzzy variable that takes values in \([a, b]\). Then, the cross entropy of \(\xi\) and \(\eta\) is defined as

\[
D = [\xi; \eta] = \int_{a}^{b} T(Cr\{\xi = x; Cr\{\eta = x\}) dx, \tag{7}
\]

where \(T(s; t) = s \ln(s) + (1 - s) \ln(\frac{1-s}{1-t})\).

It is easy to verify that (a) \(T(s; t)\) is strictly convex with respect to \((s, t)\) and attains its minimum value of zero on the line \(s = t\); and (b) for any \(0 \leq s \leq 1\) and \(0 \leq t \leq 1\), we have \(T(s; t) = T(1 - s; 1 - t)\).

3. The Order \(\alpha\) Fuzzy Entropy and Cross Entropy

Shannon \cite{19} defined the entropy of a probability distribution \((p_1, p_2, \ldots, p_n)\) as \(-\sum_{i=1}^{n} p_i \ln p_i\). In case of a duality system, the Shannon entropy is shortened to \(-\ln(p - (1 - p))\ln(1 - p)\), where \(0 \leq p \leq 1\). This shows the uncertainty of dual-state systems. Applying this concept in a fuzzy environment, the ambiguity measure with \(\mu\) membership can be defined as \(g(\mu) = \cdots\)
\[ -\mu \ln \mu - (1 - \mu) \ln (1 - \mu). \]

De Luca and Termini [20] introduced principles for generating fuzzy entropy, where the fuzzy entropy formula for a finite universal set \( X = \{x_1, x_2, \ldots, x_n\} \) is drawn as follows:

\[
E(A) = -k \sum_{i=1}^{n} [\mu_A(x_i) \ln \mu_A(x_i) + (1 - \mu_A(x_i)) \ln(1 - \mu_A(x_i))], \quad k > 0. \tag{8}
\]

Renyi [21] defined the order \( \nu \) entropy of a probability distribution \( p_1, p_2, \ldots, p_n \) as \( \frac{1}{1 - \nu} \ln \left( \sum_{i=1}^{n} p_i^{\nu} \right), \nu > 0 \). A similar analysis was used by Bhandari and Pal [22] to define the order \( \nu \) entropy for a fuzzy set as

\[
E_\nu (A) = \frac{1}{1 - \nu} \sum_{i=1}^{n} \ln[\mu_A(x_i)^\nu + (1 - \mu_A(x_i))^\nu], \quad v > 0, \quad \nu \neq 0, \tag{9}
\]

where \( \lim_{\nu \to 1} E_\nu (A) = E(A) \).

Taking into account the above points and Definition 1, we introduce a definition of order \( \nu \) fuzzy entropy as follows:

\[
H[\xi] = \int_{a}^{b} S(Cr(\xi = x)) dx, \tag{10}
\]

where \( S_\nu(t) = \frac{1}{1 - \nu} \ln[t^\nu + (1 - t)^\nu], v > 0, \nu \neq 0. \)

Considering \( \frac{\partial^2 S_\nu}{\partial t^2} < 0 \), we can conclude that \( S_\nu \) is a strictly concave function and that its minimum value is at point zero and its maximum value at point \( \frac{1}{2} \).

Also, based on the definition of Li [18], the fuzzy cross entropy of \( \xi \) from \( \eta \) is defined as

\[
D = [\xi; \eta] = \int_{a}^{b} T(Cr(\xi = x); Cr(\eta = x)) dx, \tag{11}
\]

where \( T(s; t) = \frac{1}{1 - \nu} \ln[t^\nu s^{1-\nu} + (1 - t)^\nu (1 - s)^{1-\nu}] \).

**Theorem 1.** Let \( \xi = \tau (a - \alpha, a, a + \beta) \) be a triangular fuzzy variable. Then, we obtain the following:

\[
H[\xi] = \frac{\alpha + \beta}{2^\nu(1 - \nu)} \int_{0}^{1} \ln[x^\nu + (1 - x)^\nu] dx. \tag{12}
\]

**Proof.** Considering Eqs. (9) and (10), we obtain the following:

\[
H[\xi] = \frac{\alpha + \beta}{2^\nu(1 - \nu)} \int_{0}^{1} \ln[\mu(x)^\nu + (1 - \mu(x))^\nu] dx,
H[\xi] = \frac{1}{2^\nu(1 - \nu)} \int_{a}^{a+\alpha} \ln\left(\frac{x - a + \alpha}{\alpha}\right)^\nu
+ \left(1 - \frac{x - a + \alpha}{\alpha}\right)^\nu dx
+ \left(1 - \frac{a + \beta - x}{\beta}\right)^\nu dx.
\]

By the changes of variable technique, we obtain the following:

\[
H[\xi] = \frac{\alpha}{2^\nu(1 - \nu)} \int_{0}^{1} \ln[x^\nu + (1 - x)^\nu] dx
+ \frac{1}{2^\nu(1 - \nu)} \int_{a}^{a+\beta} \ln\left(\frac{a + \beta - x}{\beta}\right)^\nu dx
+ \left(1 - \frac{a + \beta - x}{\beta}\right)^\nu dx.
\]

Therefore, the theorem is proved, and solving this integral numerically for different values of \( v, (v > 0) \) is possible. \( \blacksquare \)

**Theorem 2.** Let \( \xi = \tau (a - \alpha, a, a + \beta) \) be a triangular fuzzy variable, and \( \eta \) is an equipossible fuzzy variable on \( [a - \alpha, a + \beta] \). Then, we obtain the following:

\[
D[\xi; \eta] = \frac{\alpha + \beta}{2^\nu(1 - \nu)} \int_{0}^{1} \ln[x^\nu + (2 - x)^\nu] dx. \tag{13}
\]

**Proof.** Let \( \mu \) and \( \kappa \) be the membership functions of \( \xi \) and \( \eta \), respectively. Because \( Cr(\xi = x) = \frac{\mu(x)}{2} \) and \( Cr(\eta = x) = \frac{\kappa(x)}{2} \), the cross entropy of \( \xi \) from \( \eta \) can be rewritten as

\[
D[\xi; \eta] = \frac{1}{\alpha - 1} \ln \int_{a}^{b} \left[ \left( \frac{\mu(x)}{2} \right)^\nu \left( \frac{\kappa(x)}{2} \right)^{1-\nu} + \left(1 - \frac{\mu(x)}{2}\right)^\nu \left(1 - \frac{\kappa(x)}{2}\right)^{1-\nu} \right] dx. \tag{14}
\]

Considering the \( \kappa(x) \equiv 1 \) for any \( x \in [a, b] \), we obtain the following:

\[
D = [\xi; \eta] = \frac{1}{2(1 - \nu) - 1} \ln \int_{a}^{b} [(\mu(x))^\nu + (2 - \mu(x))^{1-\nu}] dx.
\]

By Definitions 1 and 2, we obtain

\[
D[\xi; \eta] = \frac{1}{2(1 - \nu)} \ln \int_{a}^{a+\alpha} \left( \frac{x - a + \alpha}{\alpha} \right)^\nu dx
+ \left(2 - \frac{x - a + \alpha}{\alpha}\right)^{1-\nu} dx
+ \frac{1}{2(1 - \nu)} \ln \int_{a}^{a+\beta} \left(\frac{a + \beta - x}{\beta}\right)^\nu dx
+ \left(2 - \frac{a + \beta - x}{\beta}\right)^{1-\nu} dx.
\]
By the changes of variable technique, we obtain the following:

\[ D[\xi; \eta] = \frac{\alpha + \beta}{2(1 - v)} \int_0^1 \ln[x^v + (2 - x)^{1-v}]dx. \]

Therefore, the theorem is proved, and solving this integral numerically for different values of \( v \) \((v > 0)\) is possible. □

### 4. Credibilistic Entropy and Cross-Entropy Order \( \nu \) Maximization

In this section, we introduce the order \( \nu \) maximization entropy model for optimizing a portfolio with fuzzy returns. Let \( \xi_i \) be the \( i \)th return of the security, and \( x_i \) is the proportion of capital allocated for the \( i \)th security, where \( i = 1, 2, \ldots, n \). Let \( \xi_1, \xi_2, \ldots, \xi_n \) be the fuzzy variables in the credibility space \((\Theta, \mathcal{P}, \mathcal{C})\). We seek to build a credibilistic order \( \nu \) maximum entropy model to select the appropriate risk measure and return in order to optimize the portfolio. By changing the \( \nu \) value, we can examine the effects of this value in selecting an optimum portfolio. Let \( \xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_n x_n \) be a symmetric fuzzy return, and we use variance as a risk measure and propose the following credibilistic entropy order \( \nu \) maximization model,

\[
\begin{align*}
\max & \quad H[\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_n x_n] \\
\text{s.t.} & \quad E[\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_n x_n] \geq r_0, \\
& \quad V[\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_n x_n] \leq d_0, \\
& \quad x_1 + x_2 + \cdots + x_n = 1, \\
& \quad x_i \geq 0, \quad i = 1, 2, \ldots, n,
\end{align*}
\]

(15)

where \( r_0 \) is the predetermined expected return and \( d_0 \) is the predetermined risk for the portfolio.

**Theorem 3.** Suppose that \( \xi_i = \tau(a_i - \alpha_i, a_i, a_i + \beta_i) \) are independent triangular fuzzy variables for \( i = 1, 2, \ldots, n \). Then, the above model is equivalent to the crisp model,

\[
\begin{align*}
\max & \quad \frac{(\alpha_i + \beta_i)x_i}{2^\nu(1-v)} \int_0^1 \ln[x^v + (1-x)^{1-v}]dx \\
\text{s.t.} & \quad \int_{i=1}^n (4a_i + \beta_i - \alpha_i)x_i \geq 4r_0, \\
& \quad \sum_{i=1}^n \sum_{j=1}^n (17\alpha_i \alpha_j + 17\beta_i \beta_j + 11\alpha_i \beta_j + 11\alpha_j \beta_i) x_i x_j \\
& \quad \times \left| \sum_{k=1}^n (\alpha_k - \beta_k)x_k \right| \\
& \quad + \sum_{i=1}^n \sum_{j=1}^n \sum_{k=1}^n 16(\alpha_i \alpha_j + \beta_i \beta_j)(\alpha_k + \beta_k)x_i x_j x_k \\
& \quad \leq 192d_0 \left( \sum_{i=1}^n x_i (\alpha_i + \beta_i) + \left| \sum_{i=1}^n x_i (\alpha_i - \beta_i) \right| \right). \quad (16)
\end{align*}
\]

**Proof.** Because \( \xi_1, \xi_2, \ldots, \xi_n \) are independent triangular fuzzy variables, the theorem extension principle of Zade, Liu [15], tell us that

\[
\sum_{i=1}^n x_i = \tau \left( \sum_{i=1}^n (a_i - \alpha_i)x_i, \sum_{i=1}^n a_i x_i, \sum_{i=1}^n (a_i + \beta_i)x_i \right)
\]

is also a triangular fuzzy variable. Thus, the expected value and variance of \( \xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_n x_n \) are \( \sum_{i=1}^n a_i x_i + \frac{1}{2} \sum_{i=1}^n \beta_i x_i - \frac{1}{2} \sum_{i=1}^n \alpha_i x_i \) and

\[
\begin{align*}
& \frac{11}{192} \left( \sum_{i=1}^n x_i (\alpha_i + \beta_i)^2 \right) \sum_{i=1}^n x_i (\alpha_i - \beta_i) \\
& + \frac{2}{192} \left( \sum_{i=1}^n x_i (\alpha_i + \beta_i) + \sum_{i=1}^n x_i (\alpha_i - \beta_i) \right) \\
& \times \left( \sum_{i=1}^n x_i x_i(\alpha_i)^2 + \sum_{i=1}^n x_i x_i(\beta_i)^2 \right) \\
& + \frac{3}{192} \left( \sum_{i=1}^n x_i (\alpha_i - \beta_i) \right).
\end{align*}
\]

After rearranging these two expressions, the desired results are easy to obtain. Therefore, the theorem is proved. □

In addition, we obtain the credibilistic cross entropy order \( \nu \) minimization model, as follows:

\[
\begin{align*}
\min & \quad D[\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_n x_n; \eta] \\
\text{s.t.} & \quad E[\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_n x_n] \geq r_0, \\
& \quad V[\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_n x_n] \leq d_0, \\
& \quad x_1 + x_2 + \cdots + x_n = 1, \\
& \quad x_i \geq 0, \quad i = 1, 2, \ldots, n,
\end{align*}
\]

(18)

where \( r_0 \) is the predetermined expected return and \( d_0 \) is the predetermined risk for the portfolio.

The crisp model for the above model, as in a proof of Theorem 3. By comparing the models (15) and (18), it can be concluded that there is no difference in optimization portfolio.

### 5. Conclusions

In the present study, we compared the applicability of two models, Renyi entropy-mean-variance and Renyi cross entropy-mean-variance, for portfolio selection under the credibility theory framework. We showed that there is no difference between the two models as a choice investors. It was also presented that changing the values of the \( \nu \) parameter in the Renyi entropy-
mean-variance maximization and Renyi cross entropy-mean-variance minimization would not affect the decision of an investor. We may also conclude that using different values of $\nu$ in proposed models for portfolio optimization would not affect the decision of an investor to allocate his capital to purchase various securities. Eventually, the application of different entropy measures instead of Renyi entropy in the presented models will lead to a single result under the credibility theory for portfolio optimization.
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