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Abstract

We present a hierarchy of semidefinite programs (SDPs) for the problem of fitting a shape-constrained (multivariate) polynomial to noisy evaluations of an unknown shape-constrained function. These shape constraints include convexity or monotonicity over a box. We show that polynomial functions that are optimal to any fixed level of our hierarchy form a consistent estimator of the underlying shape-constrained function. As a byproduct of the proof, we establish that sum-of-squares-convex polynomials are dense in the set of polynomials that are convex over an arbitrary box. A similar sum of squares type density result is established for monotone polynomials. In addition, we classify the complexity of convex and monotone polynomial regression as a function of the degree of the polynomial regressor. While our results show NP-hardness of these problems for degree three or larger, we can check numerically that our SDP-based regressors often achieve similar training error at low levels of the hierarchy. Finally, on the computational side, we present an empirical comparison of our SDP-based convex regressors with the convex least squares estimator introduced in [25, 26] and show that our regressor is valuable in settings where the number of data points is large and the dimension is relatively small. We demonstrate the performance of our regressor for the problem of computing optimal transport maps in a color transfer task and that of estimating the optimal value function of a conic program. A real-time application of the latter problem to inventory management contract negotiation is presented.
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1 Introduction

Shape-constrained regression is a fundamental problem in statistics and machine learning. It posits the existence of a shape-constrained function $f$ that maps feature vectors to response variables. Its goal is to obtain an estimator (or regressor) of this function, with the same shape constraints, from noisy feature vector-response variable pairings. The shape constraints we consider are of two types here: convexity constraints over a box and $K$-bounded-derivative constraints over a box, as defined in Section 2. Bounded-derivative constraints include as subcases both the case where the regressor is constrained to be monotone and the case where it is constrained to be Lipschitz-continuous with a fixed Lipschitz constant. Combined, these shape constraints cover
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the wide majority of shape constraints arising in applications. A short and non-exhaustive list of areas where regression with shape constraints such as these appear include economics \[36, 5\], psychology \[17\], engineering \[50, 37, 14\], and medicine \[46\].

In this paper, we study a set of shape-constrained (multivariate) polynomial regressors, the Sum of Squares Estimators (SOSEs), which are obtained via a semidefinite programming hierarchy. They are parametric in \(d\), their degree, and \(r\), the level of the hierarchy (see Section 2.1). While we are not the first paper to consider shape-constrained polynomials of this type \[34, 54\], we are the first to propose a systematic analysis of estimators defined in this way, from a variety of angles. More specifically, our contributions are the following:

1. We showcase a regime in which the SOSEs are competitive in terms of computation time. This corresponds to the setting where the number of data points is large, the dimension is relatively small, and predictions need to be made often and quickly. Within this regime, we provide experimental evidence that the SOSEs outperform, in terms of generalization error, two alternative shape-constrained regressors, the Convex Least-Squares Estimator or CLSE \[25, 26\] and the Maximum-Affine Estimator or MAE \[20\], which are among the most prevalent convex regressors; see Section 2.

2. We show that, for fixed \(r\), the SOSEs are consistent estimators of the underlying shape-constrained function. In doing so, we prove that sos-convex polynomials (see Section 3.1 for a definition) are dense in the set of polynomials convex over a box. We also show that a similar result holds for monotonicity. These results can be viewed as analogs of sum of squares density results for nonnegative polynomials in \[28, 29\] for convex and monotone polynomials, and may be of independent interest; see Section 3.

3. We compare the SOSEs against their limits as \(r \to \infty\): these limits correspond to the solutions to convex and \(K\)-bounded-derivative polynomial regression. We provide a complete characterization of the complexity of solving these problems as a function of the degree \(d\) of the regressor. Our results show NP-hardness for degree three or larger. We also propose a convex optimization-based method for bounding the gap between the optimal value of shape-constrained polynomial regression problems and that of the SOSE training problem (for fixed \(r\)). Our numerical experiments show that the gap is very small already for small values of \(r\); see Section 4.

4. We propose three applications which correspond to settings where the SOSEs perform particularly well. The first application is well known and involves fitting a production function to data in economics. Our main contribution here is to show that we outperform the prevalent approach in economics, which uses Cobb-Douglas functions. The second application is to the problem of computing optimal transport maps, and more specifically the problem of color transfer. While using shape-constrained regression to compute optimal maps is not new \[43\], we are the first to tackle it using sum of squares-based methods. This is intriguing as the approach adopted by \[43\], which relies on a variant of the CLSE, is not as well-suited to color transfer as the SOSEs are. Our third application is, to the best of our knowledge, an entirely novel use of shape-constrained regression. It involves estimating the optimal value function of a conic program. We present a real-time application of this problem to inventory management contract negotiation; see Section 5.

The sum of squares techniques we present in this paper have the advantage, unlike other techniques, of being very modular: they can handle with ease a wide variety of shape constraints, including convexity, monotonicity, Lipschitz continuity, or any combinations of these, globally or over regions.
They also produce explicit algebraic certificates enabling users to independently verify that the regressors obtained possess the shape constraints of interest. This can help with interpretability and enhance user trust. Through this paper, we hope to encourage a broader use of these techniques for shape-constrained regression, particularly in settings, such as color transfer, for which they are well-suited.

2 The Sum of Squares Estimators (SOSEs)

We define the SOSEs in Section 2.1 investigate their computation time and performance in Section 2.2 and compare them against two other estimators in Section 2.3.

2.1 Definition of the SOSEs

Given a feature vector \( X \in \mathbb{R}^n \) and a response variable \( Y \in \mathbb{R} \), we model by a function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) the relationship between \( X \) and \( Y \). We assume that \( X \) belongs to a full-dimensional box \( B \subset \mathbb{R}^n \):

\[
B = \{(x_1, \ldots, x_n) \in \mathbb{R}^n \mid l_i \leq x_i \leq u_i, \forall i = 1, \ldots, n \} \subset \mathbb{R}^n,
\]

where \( l_i < u_i \) for all \( i = 1, \ldots, n \). This choice is made as, in applications, each feature typically lies within a range. Our approach also has natural extensions to other semialgebraic sets. As mentioned in Section 1, we assume that some “shape information” on \( f \) lies within a range. Our approach also has natural extensions to other semialgebraic sets. As mentioned in Section 1, we assume that some “shape information” on \( f \) over \( B \) is known (which is less restrictive than assuming shape information knowledge over \( \mathbb{R}^n \) in full). In particular, \( f \) is assumed to have at least one of the two following shape constraints.

**Definition 1 (Convex over a box).** A function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is convex over a box \( B \) if for any \( x, y \in B \) and for any \( \lambda \in [0, 1] \), we have \( f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y) \). For twice differentiable functions \( f \) and full-dimensional boxes \( B \), this is equivalent\(^1\) to \( H_f(x) \succeq 0, \forall x \in B \), where \( H_f(x) \) is the Hessian of \( f \) at \( x \).

A proof of the equivalence can be found, e.g., in [9 Section 1.1.4].

**Definition 2 (K-bounded derivatives over a box).** Given \( K_1^-, K_1^+, \ldots, K_n^-, K_n^+ \in \mathbb{R} \cup \{ \pm \infty \} \) with \( K_i^- \leq K_i^+ \), \( i = 1, \ldots, n \), let \( K = (K_1^-, K_1^+, \ldots, K_n^-, K_n^+) \) and \( I^\pm = \{ i \in \{1, \ldots, n\} \mid K_i^\pm \) is finite\}. A continuously-differentiable function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is said to have \( K \)-bounded derivatives over a box \( B \) if

\[
\frac{\partial f(x)}{\partial x_i} \geq K_i^-, \forall x \in B, \forall i \in I^-, \quad \frac{\partial f(x)}{\partial x_i} \leq K_i^+, \forall x \in B, \forall i \in I^+.
\]

Assuming that \( f \) has these shape constraints, the goal is then to recover an estimator of \( f \) with the same shape constraints from \( m \) observed feature vector-response variable pairings \( (X_i, Y_i)_{i=1,...,m} \). We propose such an estimator in this paper: these are the Sum of Squares Estimators (SOSEs).

Before we formally define them, we recall that an \( n \)-variate polynomial \( p \) is a sum of squares (sos) polynomial if \( p(x_1, \ldots, x_n) = \sum_{i=1}^{t} q_i^2(x_1, \ldots, x_n) \) for some \( n \)-variate polynomials \( q_i \). Furthermore, for a \( t \times t \) polynomial matrix \( M(x) \) (that is, a matrix with entries that are polynomials), we say that \( M(x) \) is an sos matrix if there exists a \( t' \times t' \) polynomial matrix \( V(x) \) such that \( M(x) = V(x)^T V(x) \), or equivalently, if the (scalar-valued) polynomial \( y^T M(x) y \) in \( x \) and \( y \) is a sum of squares polynomial. We denote by \( P_{n,d} \), the set of polynomials in \( n \) variables and of degree at most \( d \), by \( \Sigma_{n,2d} \) the set

---

\(^1\)We use here the standard notation \( A \succeq 0 \) to denote that the symmetric matrix \( A \) is positive semidefinite.
of polynomials in $P_{n,2d}$ that are sums of squares, and by $\Sigma_{n,2d,t}^M$ the set of sos matrices of size $t \times t$ and with entries that are polynomials in $P_{n,2d}$.

We are now ready to formally define the SOSEs, $\tilde{g}_{m,d,r}$ and $\tilde{h}_{m,d,r}$. Let $b_i(x_i) = (u_i - x_i)(x_i - l_i)$ for $i = 1, \ldots, n$ so that $B = \{ (x_1, \ldots, x_n) \mid b_1(x_1) \geq 0, \ldots, b_n(x_n) \geq 0 \}$.

**Definition 3.** Given $m$ feature vector-response variables $(X_i, Y_i)_{i=1,\ldots,m}$ and two nonnegative integers $d, r$, we define $\tilde{g}_{m,d,r}$ as:

$$
\tilde{g}_{m,d,r} := \arg \min_{g \in P_{n,d}, \mathbf{S}_0 \in \Sigma_{n,2r,n}^M, \mathbf{S}_1, \ldots, \mathbf{S}_n \in \Sigma_{n,2r-2,n}^M} \sum_{i=1}^m (Y_i - g(X_i))^2 
$$

s.t. $H_g(x) = \mathbf{S}_0(x) + b_1(x) \mathbf{S}_1(x) + \ldots + b_n(x) \mathbf{S}_n(x)$.

**Definition 4.** Let $I^\pm$ be as in Definition 2. Given $m$ feature vector-response variables $(X_i, Y_i)_{i=1,\ldots,m}$ and two nonnegative integers $d, r$, we define $\tilde{h}_{m,d,r}$ as:

$$
\tilde{h}_{m,d,r} := \arg \min_{h \in P_{n,d}, \mathbf{s}_{0,i}^+, \mathbf{s}_{0,i}^-, \mathbf{s}_{1,i}^+, \mathbf{s}_{1,i}^- \in \Sigma_{n,2r,n}^M} \sum_{i=1}^m (Y_i - h(X_i))^2
$$

s.t. $K_i^+ - \frac{\partial h(x)}{\partial x_i} = s_{0,i}^+(x) + s_{1,i}^+(x)b_1(x) + \ldots + s_{m,i}^+(x)b_n(x)$, for $i \in I^+$,

$$
\frac{\partial h(x)}{\partial x_i} - K_i^- = s_{0,i}^-(x) + s_{1,i}^-(x)b_1(x) + \ldots + s_{m,i}^-(x)b_n(x)
$$

for $i \in I^-$.

Note that the SOSEs are polynomials in $n$ variables and of degree $d$. They always exist and are unique, provided that we take $m$ large enough and that the data points $\{X_i\}_{i=1,\ldots,m}$ are linearly independent. They are parametric estimators, depending on two parameters, $d$ and $r$, as well as on the data points $(X_i, Y_i)_{i=1,\ldots,m}$, as reflected in the notation. They also possess the appropriate shape constraints. Indeed, $\tilde{g}_{m,d,r}$ is convex over $B$ and $\tilde{h}_{m,d,r}$ has $K$-bounded derivatives over $B$.

This can be seen by noting that when $x \in B$, $b_i(x) \geq 0$, that sos polynomials are nonnegative, and that sos matrices are positive semidefinite.

### 2.2 Computing the SOSEs and Dependence on Input Parameters

It is well known that testing membership to $\Sigma_{n,2d}$ can be reduced to a semidefinite program (SDP). Indeed, a polynomial $p(x_1, \ldots, x_n)$ of degree $2d$ is sos if and only if there exists a positive semidefinite matrix $Q$ (we write $Q \succeq 0$) of size $\mathbb{R}^{(n+d) \times (n+d)}$ such that $p(x) = z(x)^T Q z(x)$, where $z(x) = (1, x_1, \ldots, x_n, x_d^T)$ is the vector of all monomials of degree at most $d$. Thus, computing the SOSEs amounts to solving SDPs. Of interest to us is how the size of the SDPs scales with $m, n, d$, and $r$. For both $[3]$ and $[4]$, the data points only appear in the objective: thus, the size of the SDPs is independent of the number $m$ of data points. Their size does depend however on $n, d$, and $r$. For $[3]$, the number of equality constraints is equal to $\binom{n+2}{2} \cdot \binom{n+\max(2r,d-2)}{\max(2r,d-2)}$ and the size of the $n+1$ semidefinite constraints is $n \cdot \binom{n+r}{r} \times n \cdot \binom{n+r}{r}$. For $[4]$, the number of equality constraints is equal to $2n \cdot \binom{n+\max(d-1,2r)}{\max(d-1,2r)}$ and the size of the $2n+2$ semidefinite constraints is $\binom{n+r}{r} \times \binom{n+r}{r}$.

Bearing in mind that $\binom{n+k}{k} = \binom{n+k}{n}$ and that $\binom{n+k}{k} = O((n+k)^k)$, we get that, for fixed $n$, the sizes of $[3]$ and $[4]$ grow polynomially in $d$ and $r$, and that for fixed $d$ and $r$, the sizes of $[3]$ and $[4]$ grow polynomially in $n$.

Even though the size of the SDPs scales polynomially with the parameters of interest, in practice, SDPs can suffer from scalability issues $[35]$. Thus, computing the SOSEs is generally faster when $n, d, r$ are small, though $m$ can be taken as large as needed, as the size of the SDPs is independent...
of \( m \). In practice, \( m \) and \( n \) are fixed as artifacts of the application under consideration. The parameters \( r \) and \( d \) however are fixed by the user. They should be chosen using a statistical model validation technique, such as cross validation, to ensure that generalization error is low on the test data. As an example, we experimentally investigate the impact of the choice of \( r \) and \( d \) on the generalization error for estimating the function

\[
f_1(w_1, \ldots, w_n) = (w_1 + \ldots + w_n) \log(w_1 + \ldots + w_n).
\]

We plot the results in Figure 1. To obtain these plots, we use datasets generated as explained in Appendix A.1 with \( m = 10,000 \). An analogous plot with a different function \( f_2 \) is given in Appendix A.2. We vary the values of \( n, d, r \) as indicated in Figure 1. The train RMSE (resp. test RMSE) are concepts formally defined in Appendix A.1. Roughly speaking, the lower they are, the closer the values obtained by evaluating the SOSEs on the training (resp. testing) feature vectors are to the training (resp. testing) response variables. Figure 1 indicates that low values of \( d \) and \( r \) often lead to better test RMSE (i.e., generalization error) than larger \( d, r \). In fact, low \( d \) and \( r \) seem to have a regularization effect.

As well as being fast to compute when \( m \) is large and \( n \) is small, evaluating the SOSEs on a new feature vector is also fast to do as it simply amounts to evaluating a polynomial at a point. Thus, the SOSEs should be favored in applications where \( m \) is large, \( n \) is small, and predictions need to be made often and quickly (see Section 5 for examples). In the next subsection, we give experimental evidence that the SOSEs tend to have low generalization error when compared to other prominent methods for convex regression. In the section that follows, we show favorable theoretical properties of the SOSEs, namely that they are consistent statistical estimators even when \( r \) is fixed.
2.3 Comparison of the SOSEs Against Other Estimators

Many methods exist for shape-constrained regression, in particular for convex regression (see, e.g., [41] and the references within for a comprehensive literature review). We restrict ourselves to two here, the Convex Least Squares Estimator (CLSE) as in [25, 26], and the Max-Affine Estimator (MAE), as in, e.g., [34]. The CLSE, $\hat{g}_m$, is a non-parametric convex piecewise-affine estimator, obtained by solving the quadratic program (QP):

$$
\min_{g_i \in \mathbb{R}, \xi_i \in \mathbb{R}^n} \sum_{i=1}^{m} (Y_i - g_i)^2
$$

s.t. $g_j \geq g_i + \xi_i^T (X_j - X_i)$, for $1 \leq i,j \leq m$,

with optimal solution $\{g_i^*, \xi_i^*\}$, and taking

$$
\hat{g}_m(x) = \sup\{g(x) | g \text{ convex}, g(X_i) = g_i^*, 1 \leq i \leq m\}, \text{ for all } x \in \mathbb{R}^n.
$$

(Note that while the $\{g_i^*\}_{i=1}^{m}$ are unique, the $\{\xi_i^*\}_{i=1}^{m}$ are not, and consequently, defining $\hat{g}_m$ via (6) is needed.) The MAE is a convex piecewise-affine estimator as well, but parametric with parameter the number of pieces, $k$. It is obtained as a solution of

$$
\min_{\Theta_j \in \mathbb{R}^n, \beta_j \in \mathbb{R}} \sum_{i=1}^{m} (Y_i - \max_{1 \leq j \leq k} (X_i^T \Theta_j + \beta_j))^2.
$$

Unlike the CLSE, the MAE is NP-hard to compute, but many heuristics have been developed (some with statistical guarantees) to obtain it. Here, we use the ones proposed by [20].

We restrict ourselves to the CLSE for three reasons. First, it is arguably the most prevalent shape-constrained regressor in the literature. Second, the computation time for many popular alternative regressors (e.g., based on isotonic regression, lattice methods, etc.) grows exponentially in the number $n$ of features and we wish to compare the SOSE against methods which, just like the SOSE with any fixed $d,r$, are polynomial in $n$. Finally, like the SOSE, the CLSE can be obtained by solving a convex program. We also consider the MAE, though it does not fit these criteria, as it can be viewed as a parametric version of the CLSE and the SOSE is also parametric. A downside in our opinion for both the CLSE and the MAE relates to the limited type of constraints that can be required. For example, as the CLSE and MAE are globally convex by definition, we cannot require that they be monotonous only, or convex only over a region, which some applications may call for. As they are piecewise-affine, we cannot require either that they be strongly convex, as needed, e.g., in the optimal transport application of Section 5.3. Extensions to incorporate $\ell$-strong convexity do exist [53, Theorems 3.8, 3.14], but we would argue that they are not very straightforward to derive, contrarily to the SOSE where we would simply replace $H_g(x)$ in (3) by $H_g(x) - \ell I$, where $I$ is the $n \times n$ identity matrix.

In terms of computation, the SOSE and the CLSE can be viewed as methods best-suited to complementary settings. While the SOSE is quicker to compute when $n$ is small and $m$ is large, the CLSE is quicker to compute when $n$ is large and $m$ is small. Indeed, the QP in (5) has a number of variables that scales linearly and a number of constraints that scales quadratically with the number $m$ of data points (unlike the SDP whose size does not scale with $m$). This can be expected as the CLSE is non-parametric, while the SOSEs are not. We illustrate the differences in solving time in Figure 2 (implementation details can be found in Appendix A.1). The SOSE is much faster to compute in settings where the number of data points is moderate to large ($m = 2000$ to $m = 10000$); see Figure 2. In fact, for most of the QPs solved for these values of $m$, the 4-hour time-out that we put into place was reached. Evaluation of the CLSE, when it is defined as above, can also be quite slow, as it requires solving a linear program whose size scales with $m$ (see (6) and, e.g., [32]). When solving this linear program, one can encounter issues of infeasibility if the quadratic program is
not solved to high accuracy. One can also encounter unboundedness issues if asked for a prediction on a point which does not belong to the convex hull of the training points. This is not the case for the SOSEs, though we point out that our statistical guarantees from Section 3 only apply to points in the convex hull of the training points. Typical heuristics for computing the MAE run much faster than the CLSE, as their solving time does not scale with \( m \). They also are faster to compute than the SOSEs as they involve solving cheaper convex optimization problems. Similarly, evaluation of the MAE is very fast, as it only requires evaluating \( k \) affine functions and taking the maximum of the \( k \) evaluations, which is comparable to the SOSEs. However, as the MAE is a solution to a non-convex optimization problem, this opens the door to a series of complications which are not encountered with the SOSEs such as choosing an appropriate heuristic or initializing in an appropriate manner.

In terms of quality of prediction, we compare the SOSEs against the MAE and the CLSE in the regime where we advocate for the SOSE, namely \( m \) large and \( n \) smaller. The train and test RMSEs are given in Table 1. They are obtained using a dataset generated as explained in Appendix A.1 with \( f = f_1 \), \( r = 1 \) for the SOSEs, and varying \( m, n, d, k \). The differences between Spect Opt, Rand Opt, and Rand are also explained in Appendix A.1 at a high level, they correspond to different initialization techniques for the MAE. The best results in terms of test RMSE are indicated in bold: these are always obtained by the SOSE. This happens even when we select the best performing hyperparameters for the MAE. We provide a similar table with \( f = f_2 \) in Appendix A.2.
For any $\epsilon > 0$, there exists $d' \geq d_0'$ such that $g_{\epsilon} := g + \epsilon \Theta_{d'}$ is sos-convex for all $d' \geq d_0'$.

**Theorem 3.2.** Let $h : \mathbb{R}^n \to \mathbb{R}$ be a polynomial with $K$-bounded derivatives over $[-1,1]^n$. Let $\rho \in \{-1,0,1\}^n$ with $\rho_i = 1$ (resp. $-1$, 0) if $K_i^-$ (resp. $K_i^+$, neither) is finite. For $d' \in \mathbb{N}$, define

$$
\Xi_{d'}(x_1, \ldots, x_n) = \sum_{1 \leq i \leq n} \rho_i x_i + \sum_{1 \leq i < j \leq n} \left(4 \rho_i x_i^{2d' + 1} + 2 \rho_j x_j^{2d'} x_j + 2 \rho_i x_i^{2d'} x_i + 4 \rho_j x_j^{2d' + 1}\right).
$$

For any $\epsilon > 0$, there exists $d_0'$ such that $h_{\epsilon} := h + \epsilon \Xi_{d'}$ has sos-$K$-bounded derivatives for all $d' \geq d_0'$.
These theorems easily extend to any full-dimensional box $B \subset \mathbb{R}^n$. They should be contrasted to the following result, which holds for a polynomial that is nonnegative over $[-1, 1]^n$.

**Theorem 3.3** (Corollary 3.3, [29]). Let $f$ be a nonnegative polynomial over $[-1, 1]^n$. For $d' \in \mathbb{N}$, define

$$
\Psi_{d'}(x_1, \ldots, x_n) = 1 + \sum_{i=1}^{n} x_i^{2d'}.
$$

For any $\epsilon > 0$, there exists $d'_0$ such that $f + \epsilon \Psi_{d'}$ is sos for all $d' \geq d'_0$.

Despite the similarities between Theorem 3.3 and Theorems 3.1 and 3.2, Theorem 3.3 does not straightforwardly imply Theorems 3.1 and 3.2. Indeed, if we were to use Theorem 3.3 to show Theorem 3.1, we would have to find a polynomial $\Theta_{d'}$ such that $y^T H_{\Theta_{d'}} y = 1 + \sum_{i=1}^{n} x_i^{2d'} + \sum_{i=1}^{n} y_i^{2d'}$. This cannot be done as, by construction, the degree of $y_i$ in $y^T H_{\Theta_{d'}} y$ must be 2. We thus need to show another version of Theorem 3.3 for polynomials of the structure $y^T M(x) y$, where $M(x)$ is a positive semidefinite matrix over $[-1, 1]^n$. Even with this new version of Theorem 3.3 in hand, showing Theorem 3.1 is not plain sailing, as it requires us to find a polynomial whose Hessian has a very specific structure, namely diagonal with entries all equal to $1 + \sum_{j=1}^{n} x_j^{2d'}$. Such a polynomial does not exist, so we need to find a way around this difficulty. Likewise, if we were to show Theorem 3.2 as an immediate corollary of Theorem 3.3, we would need to find a polynomial $\Xi_{d'}$, whose partial derivatives with respect to $x_i$ are all equal to $\rho_i(1 + \sum_{j=1}^{n} x_j^{2d'})$. Again, such a polynomial does not exist, due to the specific structures of partial derivatives. We thus proceed in a different way, starting with Propositions 3.4 and 3.5, which are used as intermediate steps for the proofs of Theorems 3.1 and 3.2.

**Proposition 3.4.** Let $\Theta_{d'}$ be as defined in Theorem 3.1. For any $d' \geq 1$ and any $y = (y_1, \ldots, y_n)^T \in \mathbb{R}^n$, $y^T H_{\Theta_{d'}}(x_1, \ldots, x_n) y - \sum_{i=1}^{n} y_i^2(1 + \sum_{j=1}^{n} x_j^{2d'})$ is sos.

**Proposition 3.5.** Let $\Xi_{d'}$ be as defined in Theorem 3.2. For any $d' \geq 1$ and for any $k = 1, \ldots, n$, $\rho_k \cdot \frac{\partial \Xi_{d'}(x_1, \ldots, x_n)}{\partial x_k} - \rho_k^2(1 + \sum_{i=1}^{n} x_i^{2d'})$ is sos.

These propositions are not a priori evident: the presence of cross-terms in $\Xi_{d'}$ and $\Theta_{d'}$ give rise to terms in the first and second-order derivatives which work against their being sums of squares, and we are requiring them to satisfy an even stronger condition. We now prove these two propositions, which requires the following lemma.

**Lemma 3.6.** Let $n \in \mathbb{N}$ and let $a_1 > a_0 > 0$. Define $a_i = a_1 \cdot \left( \frac{a_n}{a_1} \right)^{\frac{i-1}{n-1}} > 0$ for $i = 2, \ldots, n - 1$. Let $M$ be the $n \times n$ symmetric matrix which is all zeros except for the entries $M_{i,i} = \frac{a_i}{2}$ for $i = 1, 2, n-1, n$; $M_{i,i} = a_i$ for $i = 3, \ldots, n-2$; and $M_{(i-1)(i+1)} = M_{(i+1)(i-1)} = -\frac{a_i}{2}$ for $i = 2, \ldots, n-1$. In other words,

$$
M = \begin{pmatrix}
\frac{a_1}{2} & 0 & -\frac{a_2}{2} & 0 & \ldots & 0 & 0 & 0 & 0 \\
0 & \frac{a_2}{2} & 0 & -\frac{a_3}{2} & \ldots & 0 & 0 & 0 & 0 \\
-\frac{a_2}{2} & 0 & a_3 & 0 & \ldots & 0 & 0 & 0 & 0 \\
0 & -\frac{a_3}{2} & 0 & a_4 & \ldots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & \frac{a_{n-3}}{2} & 0 & -\frac{a_{n-2}}{2} & 0 \\
0 & 0 & 0 & 0 & \ldots & a_{n-3} & 0 & -\frac{a_{n-2}}{2} & 0 \\
0 & 0 & 0 & 0 & \ldots & -\frac{a_{n-2}}{2} & 0 & \frac{a_{n-1}}{2} & 0 \\
0 & 0 & 0 & 0 & \ldots & 0 & -\frac{a_{n-1}}{2} & 0 & \frac{a_{n-2}}{2}
\end{pmatrix}.
$$

We have that $M$ is positive semidefinite.
Proof. For \(i = 2, \ldots, n - 1\), we define the \(n \times n\) matrices \(M^{(i)}\) to be all zeros except for four entries \(M_{i-1,i-1}^{(i)} = a_{i-1} \cdot a_{i+1} / 4 - a_i^2 / 4 \geq 0\). Note that \(\sum_{i=2}^{n-1} M^{(i)} = M\). We show that \(M^{(i)}\), \(i = 2, \ldots, n - 1\) is positive semidefinite, which proves the result. As \(a_i > 0\) for \(i = 1, \ldots, n\), we have that

\[
M^{(i)} \succeq 0 \iff \left(\frac{a_{i-1}}{2} - \frac{a_i}{2}\right) - \left(\frac{a_{i+1}}{2}\right) \geq 0 \iff \frac{a_{i-1} \cdot a_{i+1}}{4} - \frac{a_i^2}{4} \geq 0.
\]

The result follows as we have \(\frac{a_{i-1} - a_{i+1}}{4} - \frac{a_i^2}{4} = \frac{a_i^2}{4} (i-1/q+1/(n-1) - (a_i/a_i) (2n)/(n-1)) = 0\).

Proof of Proposition 3.4. Let \(d' \in \mathbb{N}\). For simplicity, we use \(H\) for the Hessian \(H_{\Theta_{d'}}\) of \(\Theta_{d'}\). We have that \(y^T H y = 2 \sum_{1 \leq k \leq n} y_k^2 + \sum_{1 \leq k < \ell \leq n} (y_k^2 \tilde{H}_{kk} + 2 y_k y_\ell \tilde{H}_{kl} + y_\ell^2 \tilde{H}_{\ell \ell})\), where

\[
\tilde{H}_{kk} = \frac{\partial^2 (\Theta_{d'}(x) - \sum_{i=1}^n x_i^2)}{\partial x_k^2} = 8(2d' + 2)(2d' + 1) x_k^{2d'} + 2d'(2d' - 1)x_k^{2d'-2},
\]

for \(k = 1, \ldots, n\)

\[
\tilde{H}_{kl} = \frac{\partial^2 (\Theta_{d'}(x) - \sum_{i=1}^n x_i^2)}{\partial x_k \partial x_\ell} = 4d'x_k^{2d'-2} x_\ell, \quad \text{for} \quad k = 1, \ldots, n, \quad k \neq \ell.
\]

We show that \(y^T H y = 2 \sum_{k=1}^n y_k^2 - \sum_{1 \leq k < \ell \leq n} (16y_k^{2d'} + y_k y_\ell + y_\ell^{2d'} + 16y_\ell^{2d'})\) is sos. This implies the result. To do so, we define, for \(1 \leq k < n\),

\[
q_k(x, x_k, x_\ell, y_k, y_\ell) = y_k^2 \tilde{H}_{kk} + 2 y_k y_\ell \tilde{H}_{kl} + y_\ell^2 \tilde{H}_{\ell \ell} - 16y_k^{2d'} + y_k^2 x_\ell^{2d'} + y_\ell^2 x_k^{2d'} - 16y_\ell^{2d'}.
\]

\[
= 8d'(4d' + 6)x_k^{2d'} y_k^2 + 2d'(2d' - 1)x_k^{2d'-2} x_\ell y_k^2 + x_\ell^{2d'} y_\ell^2 + 8d'(4d' + 6)x_k^{2d'} y_\ell^2 + 2d'(2d' - 1)x_\ell^{2d'-2} x_k y_\ell^2 + x_k^{2d'} y_k^2 + 8d'x_k^{2d'-1} x_\ell y_k y_\ell + 8d'x_k^{2d'-1} y_k y_\ell
\]

and show that \(q_k\) is a sum of squares. More specifically, we show that there exists a positive semidefinite \(Q \in \mathbb{R}^{(2d' + 2) \times (2d' + 2)}\) such that \(q_k(x, x_k, x_\ell, y_k, y_\ell) = w_{d'}(x, y)^T Q w_{d'}(x, y)\), where \(w_{d'}(x, y) = \left[ y_k \cdot z_{d'}(x_k, x_\ell) \right] \) and \(z_{d'}(x_k, x_\ell) = (x_k^{d'} x_\ell^{d'-1}, \ldots, x_k x_\ell^{d'-1}, x_\ell^{d'})^T\) is a vector of monomials of size \(d' + 1\). Let \(M\) be as in Lemma 3.6 with \(n = d'\), \(a_1 = 2d'(2d' - 1)\), \(a_{d'} = 1\) and consider the following \((2d' + 2) \times (2d' + 2)\) matrices

\[
\tilde{M} = \left( \begin{array}{cc|cc} 0 & \cdots & 0 & \cdots & 0 \\
 & \ddots & \vdots & \ddots & \vdots \\
 & & \ddots & \cdots & \cdots \\
 & & & \ddots & \vdots \\
 & & & & \ddots \\
 \hline 0 & \cdots & 0 & \cdots & 0 \\
 & \ddots & \vdots & \ddots & \vdots \\
 & & \ddots & \cdots & \cdots \\
 & & & \ddots & \vdots \\
 & & & & \ddots \\
 0 & \cdots & 0 & \cdots & 0 \\
 & \ddots & \vdots & \ddots & \vdots \\
 & & \ddots & \cdots & \cdots \\
 & & & \ddots & \vdots \\
 & & & & \ddots \\
 \end{array} \right), \quad \tilde{P} = \left( \begin{array}{cc} D & 0 \\
 0 & D \end{array} \right),
\]

where \(D = \text{diag} \left( \frac{a_1}{2}, \frac{a_2}{2}, \ldots, 0, \frac{a_{d'}}{2} \right)\). Note that \(\tilde{M} \succeq 0\) by virtue of Lemma 3.6 and \(\tilde{P} \succeq 0\) by definition of \(\{a_i\}\). We further define the following \((2d' + 2) \times (2d' + 2)\) matrices:

\[
\tilde{N}_1 = \left( \begin{array}{cc|cc} 8d'(4d' + 6) & 0 & \cdots & 0 \\
 0 & 0 & \cdots & 0 \\
 \vdots & \vdots & \ddots & \vdots \\
 0 & 0 & \cdots & 0 \\
 0 & 0 & \cdots & \cdots \\
 \vdots & \vdots & \ddots & \vdots \\
 4d' & 0 & \cdots & 0 \\
 0 & 0 & \cdots & 0 \\
 \end{array} \right), \quad \tilde{N}_2 = \left( \begin{array}{cc|cc} 0 & \cdots & 0 & \cdots & 0 \\
 \vdots & \ddots & \vdots & \ddots & \vdots \\
 0 & \cdots & \cdots & 0 & 0 \\
 0 & \cdots & 0 & 0 & 0 \\
 0 & \cdots & 0 & 0 & 0 \\
 \vdots & \ddots & \vdots & \ddots & \vdots \\
 4d' & 0 & \cdots & 0 & \cdots \\
 0 & 0 & \cdots & 0 & \cdots \\
 \end{array} \right).
\]
As established in Lemma 3.6, we have that $M\rho$ holds. We now assume that $M\rho$. We also have that $\tilde{\rho}$, there exists $\tilde{x}$ such that $r(x_k,x_{\ell}) := 4(2d'+1)x_k^{2d'} + 4d'_x \rho_x x_k^{2d'-1} x_{\ell} + 2x_{\ell}^{2d'} - 4x_k^{2d'} - x_{\ell}^{2d'} = 8d'_x x_k^{2d'} + 4d'_x \rho_x x_k^{2d'-1} x_{\ell} + x_{\ell}^{2d'}$. We show that $r_{k\ell}(x_k,x_{\ell})$ is sos in $(x_k,x_{\ell})$ to conclude. Note that when $d' = 1$, $r_{k\ell}(x_k,x_{\ell}) = 8x_k^2 + 4x_k x_{\ell} + x_{\ell}^2 = 8(x_k^2 + \frac{1}{2} x_{\ell}^2) + \frac{1}{2} x_{\ell}^2$. We now focus on $d' \geq 2$. As before, we let $z_{d'}(x_k,x_{\ell}) = (x_k^{d'}, x_k^{d'-1} x_{\ell}, \ldots, x_k x_{\ell}^{d'-1}, x_{\ell}^{d'})^T$ be a vector of monomials of size $d' + 1$. We consider $M$ as defined in Lemma 3.6 with $n = d'+1$, $a_1 = 8d'$, $a_{d'+1} = 1$, and hence $a_i = 8d' \cdot (\frac{1}{8d'})^{(i-1)/d'}$ for $i = 1, \ldots, d'$. As established in Lemma 3.6, we have that $M\geq 0$. Furthermore, we define $P = \begin{pmatrix} 4d' & 2d' & \cdots & 0 & 0 & 0 & 0 \\ 2d' & \frac{a_2}{2} & \cdots & 0 & 0 & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 & 0 & 0 & 0 \\ 0 & 0 & \cdots & 0 & \frac{a_{d'}}{2} & 0 & 0 \\ 0 & 0 & \cdots & 0 & \frac{a_{d'+1}}{2} & \frac{a_{d'+1}}{2} & \frac{a_{d'+1}}{2} \end{pmatrix}$

We have that $P \succeq 0$. Indeed, $\frac{a_2}{2}, \frac{a_{d'+1}}{2}, \frac{a_{d'}}{2} > 0$, and

$$\begin{pmatrix} 4d' & 2d' \\ 2d' & \frac{a_2}{2} \end{pmatrix} \succeq 0 \iff 4d' \cdot \frac{a_2}{2} - 4d'^2 = 4d' \cdot 4d' \left( \frac{1}{8d'} \right)^{1/d'} - 4d'^2 = 4d'^2 \left( 4 \left( \frac{1}{8d'} \right)^{1/d'} - 1 \right) \geq 0 \text{ for } d' \geq 2.$$ 

Thus, $M + P \succeq 0$. Now, note that $z_{d'}(x_k,x_{\ell})^T(M + P)z_{d'}(x_k,x_{\ell}) = r_{k\ell}(x_k,x_{\ell})$, and is thus sos.

We give a lemma before proving Theorems 3.1 and 3.2. Its proof is given in Appendix B.1 for completeness and follows quite straightforwardly from the proof of [30, Theorem 7.2].

**Lemma 3.7.** Let $M(x_1, \ldots, x_n)$ be an $n \times n$ polynomial matrix which is positive semidefinite for all $x \in [-1,1]^n$ and let $y \in \mathbb{R}^n$. For $d' \in \mathbb{N}$, define $\Phi_{d'}(x,y) = \frac{\sum_{i=1}^{n} y_i^2 (1 + \sum_{j=1}^{n} x_j^{2d'})}{(\sum_{i=1}^{n} y_i^2 (1 + \sum_{j=1}^{n} x_j^{2d'}))^{1/d'}}$. For any $\epsilon > 0$, there exists $d'_0$ such that $y^TM(x)y + \epsilon \Phi_{d'}$ is sos for all $d' \geq d'_0$. 
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Proof of Theorem 3.1. Let $\epsilon > 0$. From Lemma 3.7, as $g$ is convex over $[-1,1]^n$, there exists $d'_o$ such that $y^TH_g(x)y + \epsilon \Phi_d'$ is sos. Combining this with Proposition 3.4 and the fact that $y^TH_g y = y^TH_g(x)y + \epsilon(\Phi_d'(x,y) - \Phi_d'(x,y))$, we get that $y^TH_g y$ is sos for $d' \geq d'_o$. □

Proof of Theorem 3.2. Let $\epsilon > 0$ and $i \in I^+ \cup I^-$. From Theorem 3.3 as $h$ has $K$-bounded derivatives over $[-1,1]^n$, i.e., $\rho_i \cdot \left( \frac{\partial h(x)}{\partial x_i} - K_i^\pm \right) \geq 0$, for all $x \in [-1,1]^n$, there exists $d'_o$ such that $\rho_i \cdot \left( \frac{\partial h(x)}{\partial x_i} - K_i^\pm \right) + \epsilon \Psi_d'$ is sos for $d' \geq d'_o$. Combining this with Proposition 3.5 and the fact that

$$\rho_i \cdot \left( \frac{\partial h_i(x)}{\partial x_i} - K_i^\pm \right) = \rho_i \cdot \left( \frac{\partial h(x)}{\partial x_i} - K_i^\pm \right) + \epsilon \Psi_d' + \epsilon \left( \rho_i \frac{\partial \Xi_d'(x)}{\partial x_i} - \Psi_d' \right),$$

we get that $\frac{\partial h_i(x)}{\partial x_i} - K_i^\pm$ (resp. $K_i^\pm - \frac{\partial h_i(x)}{\partial x_i}$) is sos for $i \in I^-$ (resp. $i \in I^+$). □

3.2 Implications of the Approximation Results Beyond Shape-Constrained Regression

Theorems 3.1 and 3.2 may be of broader interest when reinterpreted as algebraic density results over the set of convex and monotone polynomials. Given a vector $\rho \in \{-1,0,1\}^n$, we say that a polynomial $f(x) := f(x_1, \ldots, x_n)$ is $\rho$-monotone if $\rho_i \cdot \frac{\partial f(x)}{\partial x_i} \geq 0$ for $i = 1, \ldots, n$, and $\rho$-sos-monotone if $\rho_i \cdot \frac{\partial f(x)}{\partial x_i}$ is sos for $i = 1, \ldots, n$. Furthermore, for a polynomial $f$, we use $||f||_1$ for the $l_1$-norm of its coefficients.

Corollary 3.8. The following statements hold:

(i) Let $f : \mathbb{R}^n \to \mathbb{R}$ be a polynomial that is convex over $[-1,1]^n$. There exists a sequence $\{f_\epsilon\}_\epsilon$ of sos-convex polynomials such that $||f - f_\epsilon||_1 \to 0$ when $\epsilon \to 0$.

(ii) Let $\rho \in \{-1,0,1\}^n$ and let $f : \mathbb{R}^n \to \mathbb{R}$ be a $\rho$-monotone polynomial over $[-1,1]^n$. There exists a sequence $\{f_\epsilon\}_\epsilon$ of $\rho$-sos-monotone polynomials such that $||f - f_\epsilon||_1 \to 0$ when $\epsilon \to 0$.

Proof. An explicit construction of such sequences of polynomials is obtained immediately by taking $f_\epsilon = f + \epsilon \Theta_d'$ for (i) and $f_\epsilon = f + \epsilon \Xi_d'$ for (ii), and noting that the coefficients of $\Theta_d', \Xi_d'$, and thus $||\Theta_d'||_1, ||\Xi_d'||_1$ do not depend on $\epsilon$ nor $d'$. □

Corollary 3.8 easily extends to any full-dimensional box $B \subset \mathbb{R}^n$. It states that sos-convex (resp. sos-monotone) polynomials are dense in the set of convex (resp. monotone) polynomials over $[-1,1]^n$ in the $l_1$ norm of coefficients, provided that we allow the degree of the sos-convex (resp. sos-monotone) polynomials to grow. It adds to a line of research studying the gap between convex and sos-convex polynomials (see, e.g., [4, 24]) and can be viewed as an analog—for convexity and monotonicity—to a result in [29] showing that the set of sos polynomials is dense in the set of nonnegative polynomials on $[-1,1]^n$. Corollary 3.8 also holds if convexity and $\rho$-monotonicity are global (rather than over a box). It can thus be viewed as an analog of a result in [28] as well. Similarly to these papers, we propose simple and explicit expressions of sequences $\{f_\epsilon\}$ that approximate $f$, and these are obtained by adding a small perturbation to $f$ with high-degree terms. Importantly, the sequences $\{f_\epsilon\}$ built in our case are not those given in the aforementioned papers (that is, they do not involve $\Psi_d'$, but $\Theta_d'$ and $\Xi_d'$). As explained before, the structure of Hessians and gradients precludes us from using $\Psi_d'$. For the convex case, these positive results regarding approximation of convex polynomials by sos-convex polynomials are the counterpart of existing negative results when the degree of the sos-convex polynomials is fixed. In that case, it can be shown as a consequence of [11] that there are many more convex polynomials than there are sos-convex polynomials.
3.3 Consistency of the SOSEs

In this section, we make three statistical assumptions on the way \((X_i, Y_i)_{i=1,...,m}\) are generated, which are standard for consistency results.

**Assumption 1.** The vectors \(X_1, \ldots, X_m \in \mathbb{R}^n\) are randomly generated and are independently and identically distributed (iid) with \(E[||X_i||^2] < \infty\).

**Assumption 2.** The support of the random vectors \(X_1, \ldots, X_m\) is a full-dimensional box \(B \subseteq \mathbb{R}^n\) as in [1], i.e., \(P(X_i \in B) = 1\). Furthermore, for any full-dimensional set \(C \subseteq B\), \(P(X_i \in C) > 0\).

**Assumption 3.** There exists a continuous function \(f : \mathbb{R} \to \mathbb{R}\) such that \(Y_i = f(X_i) + \nu_i\) for all \(i = 1, \ldots, m\), where \(\nu_i\) are random variables with support \(\mathbb{R}\) and the following characteristics:

\[
P(\nu_1 \in dz_1, \ldots, \nu_m \in dz_m | X_1, \ldots, X_m) = \prod_{i=1}^{m} P(\nu_i \in dz_i | X_i), \forall z_1, \ldots, z_m \in \mathbb{R},
\]

\[
E[\nu_i | X_i] = 0 \text{ almost surely (a.s.), } \forall i = 1, \ldots, m, \ E[\nu_i^2] =: \sigma^2 < \infty \forall i = 1, \ldots, m.
\]

Assumptions 1 and 3 imply that the sequence \(\{(X_i, Y_i)_{i=1,...,m}\}\) is iid, that \(E[\nu_1] = 0\), and that \(E[\nu_1^2] < \infty\). Using these three assumptions, we show consistency of the SOSEs. This is a key property of estimators stating that, as the number of observations grows, we are able to recover \(f\).

**Theorem 3.9.** Let \(C\) be any closed full-dimensional subset of \(B\) such that no point on the boundary of \(B\) is in \(C\). Assuming that \(f\) is twice continuously differentiable and convex over \(B\), that \(\tilde{g}_{m,d,r}\) is as defined in (3), and that Assumptions 1 through 3 hold, we have, for any fixed \(r \in \mathbb{N}\),

\[
\sup_{x \in C} |\tilde{g}_{m,d,r}(x) - f(x)| \to 0 \text{ almost surely (a.s.) as } d, m := m(d) \to \infty,
\]

i.e., \(P(\lim_{d,m \to \infty} \sup_{x \in C} |\tilde{g}_{m,d,r}(x) - f(x)| \to 0) = 1\).

**Theorem 3.10.** Let \(C\) be any closed full-dimensional subset of \(B\) such that no point on the boundary of \(B\) is in \(C\). Assume that \(f\) has \(K\)-bounded derivatives over \(B\) with \(I^+ \cap I^- = \emptyset\), that \(\tilde{h}_{m,d,r}\) is as defined in (4), and that Assumptions 1 through 3 hold, we have, for any fixed \(r \in \mathbb{N}\),

\[
\sup_{x \in C} |\tilde{h}_{m,d,r}(x) - f(x)| \to 0 \text{ a.s. as } d, m := m(d) \to \infty.
\]

**Remark 3.1.** Under our assumptions, \(d\) and \(m\) need to go to infinity for consistency to hold and it is quite clear that these assumptions cannot be dropped. (The same assumptions are needed to show consistency of, e.g., unconstrained polynomial regression.) If we allow \(r \to \infty\), it is easier to show consistency, as we are then able to leverage certain [Positivstellensätze 17 51]. As \(r\) is fixed in Theorems 3.9 and 3.10, we do not make use of such results here. Note that one can fix \(r\) to any value, including \(r = 0\), and still obtain consistency as long as \(m, d \to \infty\). In practice, we choose \(d\) and \(r\) via cross-validation (see Section 2.2) as it is not clear that \(r = 0\) is preferable to larger \(r\) in terms of generalization error.

**Remark 3.2.** One could extend these theorems to the box \(B\) itself, provided that we make assumptions on the sampling of the pairs of points \((X_i, Y_i)_{i=1,...,m}\) on the boundary of \(B\).

Theorems 3.9 and 3.10 rely on three propositions and require the introduction of two sets of polynomials \(g_{d}, h_{d}\) and \(g_{m,d}, h_{m,d}\). Let \(C_{n,d}\) (resp. \(K_{n,d}\)) be the set of \(n\)-variate polynomials of degree \(d\) that are convex (resp. have \(K\)-bounded derivatives) on \(B\).

**Proposition 3.11.** The following two statements hold:
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(i) Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a twice continuously differentiable function that is convex over a box \( B \subset \mathbb{R}^n \). Define \( g_d \) to be one of the minimizers of \( \min_{g \in C_{n,d}} \sup_{x \in B} |f(x) - g(x)| \). For any \( \epsilon > 0 \), \( \exists d \) such that \( \sup_{x \in B} |g_d(x) - f(x)| < \epsilon \).

(ii) Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a continuously differentiable function with \( K \)-bounded derivatives over a box \( B \subset \mathbb{R}^n \). Define \( h_d \) to be one of the minimizers of \( \min_{g \in K_{n,d}} \sup_{x \in B} |f(x) - g(x)| \). For any \( \epsilon > 0 \), \( \exists d \) such that \( \sup_{x \in B} |h_d(x) - f(x)| < \epsilon \).

The polynomials \( g_d \) and \( h_d \) are guaranteed to exist following Appendix A in [8], though they are not necessarily unique. Given \( m \) feature vector-response variable pairs \( (X_i, Y_i)_{i=1,...,m} \), define now a convex-constrained regressor \( \tilde{g}_{m,d} : \mathbb{R}^n \to \mathbb{R} \) and a bounded-derivatives regressor \( \tilde{h}_{m,d} : \mathbb{R}^n \to \mathbb{R} \) as the solutions to the following least-squares regression problems:

\[
\tilde{g}_{m,d} := \arg\min_{g \in P_{n,d}} \sum_{i=1}^{m} (Y_i - g(X_i))^2 \tag{9}
\]

\[
\text{s.t. } H_g(x) \succeq 0, \forall x \in B,
\]

and

\[
\tilde{h}_{m,d} := \arg\min_{h \in P_{n,d}} \sum_{i=1}^{m} (Y_i - h(X_i))^2 \tag{10}
\]

\[
\text{s.t. } \frac{\partial f(x)}{\partial x_i} \geq K_i^-, \forall x \in B, i \in I^-, \quad \frac{\partial f(x)}{\partial x_i} \leq K_i^+, \forall x \in B, i \in I^+.
\]

**Proposition 3.12.** Let \( C \) be any closed full-dimensional subset of \( B \) such that no point on the boundary of \( B \) is in \( C \) and let \( d \in \mathbb{N} \). Assuming that Assumptions 1 through 3 hold, we have:

(i) If \( \tilde{g}_{m,d} \) is as in \([9]\), \( g_d \) is as in Proposition 3.11(i), then \( \lim_{m \to \infty} \sup_{x \in C} |\tilde{g}_{m,d}(x) - g_d(x)| = 0 \) a.s.

(ii) If \( \tilde{h}_{m,d} \) is as in \([10]\), \( h_d \) is as in Proposition 3.11(ii), then \( \lim_{m \to \infty} \sup_{x \in C} |\tilde{h}_{m,d}(x) - h_d(x)| = 0 \) a.s.

**Proposition 3.13.** Let \( m, d \in \mathbb{N} \). Fix \( r \in \mathbb{N} \) (including \( r = 0 \)).

(i) Let \( \tilde{g}_{m,d} \) be as in \([9]\) and \( \tilde{g}_{m,d',r} \) as in \([3]\). Then \( \lim_{d' \to \infty} \sup_{x \in B} |\tilde{g}_{m,d}(x) - \tilde{g}_{m,d',r}(x)| = 0 \).

(ii) Let \( \tilde{h}_{m,d} \) be as in \([10]\) and \( \tilde{h}_{m,d',r} \) as in \([4]\). Then \( \lim_{d' \to \infty} \sup_{x \in B} |\tilde{h}_{m,d}(x) - \tilde{h}_{m,d',r}(x)| = 0 \).

The proofs of Theorems 3.9 and 3.10 follow immediately from the triangle inequality and the three propositions above. The proof of Proposition 3.11 is given in Appendix B.2 that of Proposition 3.12 in Appendix B.3 and that of Proposition 3.13 in Appendix B.4. Proposition 3.11 can be viewed as a shape-constrained Weierstrass theorem. To the best of our knowledge, the result and its proof are new to the literature. The proof of Proposition 3.12 is similar to the proof of consistency of the CLSE in [32]. However, we cannot directly apply the results in [32], as they assume that \( X_1, \ldots, X_m \) are sampled from \( \mathbb{R}^n \), which is an assumption that we cannot make (in light of our Weierstrass-type results). This requires us to rework parts of the proof given in [32]. The proof of Proposition 3.13 relies on Theorems 3.11 and 3.2 and is not as straightforward as would be perhaps expected.

\(^2\)We once again assume that the feature vectors \( \{X_i\}_{i=1,...,m} \) are linearly independent and that \( m \) is large enough.
4 Connection to Training-Optimal Shape-Constrained Polynomial Regressors

Recall the definitions of the regressors $\bar{g}_{m,d,r}$, $\bar{h}_{m,d,r}$, $\bar{g}_{m,d}$, and $\bar{h}_{m,d}$ as defined in (3), (4), (9), and (10). It follows from Positivstellensätze by [47] and by [51] that $\lim_{r \to \infty} \bar{g}_{m,d,r} = \bar{g}_{m,d}$ and that $\lim_{r \to \infty} \bar{h}_{m,d,r} = \bar{h}_{m,d}$. It is thus natural to wonder how the SOSEs, $\bar{g}_{m,d,r}$ and $\bar{h}_{m,d,r}$, compare to their limits, $\bar{g}_{m,d}$ and $\bar{h}_{m,d}$.

The first notable difference between the SOSEs and their limits relates to their computation. As seen in Section 2.2, $\bar{g}_{m,d,r}$ and $\bar{h}_{m,d,r}$ can be obtained for any fixed $r$ by solving an SDP. By contrast, $\bar{g}_{m,d}$ and $\bar{h}_{m,d}$, however, are NP-hard to compute in general, as we prove next. More specifically, we provide a complete classification of the complexity of computing $\bar{g}_{m,d}$ and $\bar{h}_{m,d}$ based on their degree $d$. We work in the standard Turing model of computation (see, e.g., [52]), where the input to the problem $\{(X_i,Y_i)\}_{i=1,...,m}, B \subset \mathbb{R}^n$ is described by rational numbers.

**Definition 5.** Let CONV-REG-d (resp. BD-DER-REG-d) be the following decision problem. Given a box $B \subset \mathbb{R}^n$ as in [1] (i.e., pairs $(l_i,u_i), i = 1, \ldots, n$), data points $(X_i,Y_i) \in B \times \mathbb{R}$, for $i = 1, \ldots, m$, and a scalar $t$ (resp. a vector $K$ as in Definition 2 and a scalar $t$), decide whether there exists a polynomial $p$ of degree $d$ that is convex over $B$ (resp. with $K$-bounded derivatives over $B$) such that $\sum_{i=1}^{m}(Y_i - p(X_i))^2 \leq t$.

We use the standard notation $P$ to refer to the class of polynomially-solvable decision problems in the Turing model of computation.

**Theorem 4.1.** BD-DER-REG-d is strongly NP-hard for $d \geq 3$ and is in $P$ for $d \leq 2$. CONV-REG-d is strongly NP-hard for $d \geq 3$, can be reduced to a semidefinite program (SDP) of polynomial size for $d = 2$, and is in $P$ for $d = 1$.

The proof of Theorem 4.1 is in Appendix C.1. Unless $P = NP$, this Theorem 4.1 suggests that for $d \geq 3$ and some fixed $r$, it cannot be the case in general that $\bar{g}_{m,d}$ and $\bar{h}_{m,d}$ are equal to $\bar{g}_{m,d,r}$ and $\bar{h}_{m,d,r}$. When certain additional structural assumptions are made, this can change: for example, as seen above, when $d = 1$ or $d = 2$. Likewise, when $\bar{h}_{m,d}$ is a separable polynomial (see the results by Polya and Szego reviewed in, e.g., [15]) or when $\bar{g}_{m,d}$ is a separable plus quadratic polynomial (see [2]), we have that $\bar{h}_{m,d} = \bar{h}_{m,d,r}$ and $\bar{g}_{m,d} = \bar{g}_{m,d,r}$ for known and small values of $r$.

In the case where no additional structural assumptions are made, i.e., when the estimators can be different a priori, one may ask whether one set of estimators is better suited to shape-constrained regression than the other.

One can compare, for some fixed $r$, the performance of $\bar{g}_{m,d,r}$ (resp. $\bar{h}_{m,d,r}$) against $\bar{g}_{m,d}$ (resp. $\bar{h}_{m,d}$) without computing $\bar{g}_{m,d}$ (resp. $\bar{h}_{m,d}$), which (unless $P = NP$) would require exponential time. It is quite clear, as the feasible set of (3) (resp. (4)) inner approximates that of (9) (resp. 10), that, for any $r$, the training RMSE of $\bar{g}_{m,d}$ and $\bar{h}_{m,d}$ is always going to be lower than that of $\bar{g}_{m,d,r}$ and $\bar{h}_{m,d,r}$. In this sense, $\bar{g}_{m,d}$ and $\bar{h}_{m,d}$ are training-optimal shape-constrained polynomial regressors. Is the training performance of $\bar{g}_{m,d,r}$ and $\bar{h}_{m,d,r}$ close for a given value of $r$? To ascertain this, we propose a procedure, relying on convex optimization (SDPs in the case of convex regression, and QPs in the case of bounded-derivative regression), which checks on any instance how close $\bar{g}_{m,d,r}, \bar{h}_{m,d,r}$ and $\bar{g}_{m,d}, \bar{h}_{m,d}$ are in terms of training error. We present it for $\bar{g}_{m,d}$ and $\bar{g}_{m,d,r}$, but the same idea applies to $\bar{h}_{m,d}$ and $\bar{h}_{m,d,r}$. We select $N'$ points $z_1, \ldots, z_{N'} \in B$ (e.g., uniformly at random) and solve

$$\min_{g \in \mathcal{F}_{n,d}} \sum_{i=1}^{m}(Y_i - g(X_i))^2$$

s.t. $H_g(z_i) \geq 0$, for $i = 1, \ldots, N'$.

15
Fitting to $f_1$ & Fitting to $f_2$

| degree $d$ | $N'=100$ | $N'=1000$ | $N'=100$ | $N'=1000$ |
|-----------|-----------|-----------|-----------|-----------|
| 2         | 0.999     | 0.999     | 0.995     | 0.996     |
| 3         | 0.978     | 0.997     | 0.989     | 0.996     |
| 4         | 0.936     | 0.984     | 0.9428    | 0.971     |
| 5         | 0.792     | 0.937     | 0.834     | 0.932     |
| 6         | 0.446     | 0.801     | 0.433     | 0.791     |

Table 2: Average ratio of the objective value of the sample problem against that of the sos-shape constrained problem for $n = 6$, $r = 1$, and $m = 1000$, for different values of $N'$ and $d$ and functions $f_1$ and $f_2$.

Its objective value is a lower bound on the optimal value of (9), as the convexity constraint of (9) has been relaxed. We then compare this lower bound to the upper bound on the optimal value of (9) given by the optimal value of the SDP in (3). If the upper and lower bounds are close, then $\tilde{g}_{m,d,r}$ is close to training-optimal. We examine this approach on a dataset generated as described in Appendix A.1 with $f = f_1$ and $f = f_2$. In Table 2 we give the ratio of the objective of (11) against that of (3) for these datasets and different values of $d, N'$ (we take $n = 6, r = 1, m = 1000$). We observe that, even for very low $r$, the objective value of (11) is very close to that of (3), particularly when $N'$ is large. Similar results occur when considering the applications in Section 5; for Section 5.1, using $N' = 100$, $d = 4$, $r = 2$, we get an average ratio across industries of 0.92; for Section 5.3, using $N' = 100$, $d = 5$, $r = 1$, we get an average of 0.96 across various values of $\ell$ and $L$ (see Appendix C.2). This indicates that in practice, at least, the SOSEs are close to training-optimal in all our applications, even for small $r$.

It is important however to note that low training error is not the criterion against which we measure the quality of our regressors. Of much more importance is low testing error. When accounting for this criterion, lower training error can sometimes be viewed as a hindrance rather than an advantage, as it can indicate overfitting to the data at hand. In practice, we observe (see Figures 1 and 5) that the SOSEs do no worse for small $r$ than they do for larger $r$ in terms of testing error. (In fact, in some cases, increasing $r$ can lead to a marginal increase of testing error.) Thus, the SOSEs are not necessarily less valuable than the training-optimal $\tilde{g}_{m,d}$ and $\tilde{h}_{m,d}$. On the contrary, they seem to perform equally well or marginally better in terms of testing error, even for small $r$, and have the advantage of being efficiently computable. This makes them estimators of interest in their own right, independently of $\tilde{g}_{m,d}$ and $\tilde{h}_{m,d}$.

5 Applications of Shape-Constrained Regression to Economics, Real-Time Optimization, and Optimal Transport

In this section, we present three applications of the SOSEs. The first is fitting a production function to data (Section 5.1). It is a well-known application of shape-constrained regression in economics and we show that it outperforms the prevalent approach there. The second is predicting the optimal value of a conic program and is, to the best of our knowledge, novel (Section 5.2). The third is in optimal transport, more specifically color transfer (Section 5.3), and has not been tackled using sum of squares methodology previously, despite it being a very relevant setting for the SOSEs.
5.1 Fitting a Production Function to Data

The goal of this application is to estimate the functional relationship between the yearly inputs of Capital ($K$), Labor ($L$), and Intermediate goods ($I$) to an industry, and the yearly gross-output production $Out$ of that industry. As $Out$ is assumed to be a decreasing function in $K$, $L$, and $I$, as well as concave in $K$, $L$, and $I$ by virtue of diminishing returns, an estimator constrained to have this shape is desirable. Traditionally, in the economics literature, this is done by fitting a *Cobb-Douglas production function* to the data, i.e., finding $(a, b, c, d)$ such that the function $Out = a \cdot K^b \cdot L^c \cdot I^d$ is as close as possible to the observed data. The advantage of such an approach is that it can be couched as a linear regression problem by working in log-space, with the shape constraints being imposed via the constraints $b, c, d \geq 0$, $b + c + d \leq 1$ and $a \geq 0$. We compare the SOSE to the Cobb-Douglas estimator. To fit the estimators, we consider the USA KLEMS data (available at [http://www.worldklems.net/data.htm](http://www.worldklems.net/data.htm)), which contains yearly gross-output production data $Out$ for 65 industries in the US, from 1947 to 2014 as well as yearly inputs of Capital $K$, Labor $L$, and Intermediate goods $I$, adjusted for inflation. Since the data is temporal, we perform a temporal split for our training-testing splits. We then fit the Cobb-Douglas estimator and the SOSE with degree $d = 4$ and $r = 2$ and the aforementioned shape constraints to the data. The results obtained are given in Figure 3. As can be seen, our method outperforms the traditional Cobb-Douglas technique on 50 out of the 65 industries, sometimes quite significantly.

![Figure 3](image-url)
We assume that strong duality holds, which implies that \( v_P(b, c) = v_D(b, c) =: v(b, c) \). As it turns out, \( v(b, c) \) satisfies a number of shape constraints.

**Proposition 5.1.** Assume that strong duality holds for the primal-dual pair \((P)-(D)\). Then, the function \( v(b, c) \) is (i) convex in \( b \), (ii) concave in \( c \), (iii) \( K \)-nondecreasing in \( b \).

The proof is given in Section \([7]\). It suggests a possible use of the SOSE, and shape-constrained regression more generally: compute the SOSE of \( v(b, c) \) and then use it to obtain quick predictions of the optimal value of \((P)\) for any new set of parameters \((b, c)\), without having to solve \((P)\) explicitly. This can prove useful for real-time decision making, as we see now.

### 5.2.1 An Application to Real-Time Inventory Management Contract Negotiation

In a single-product inventory with a finite-time horizon, the state of the inventory at time \( t = 1, 2, \ldots, T \) is specified by the amount \( x_t \in \mathbb{R} \) of product in the inventory at the beginning of period \( t \). During the period, the retailer orders \( q_t \geq 0 \) units of product from the supplier (we assume it arrives immediately) and satisfies external demand for \( d_t \geq 0 \) units of the product. Thus, the state equation of the inventory is given by \( x_{t+1} = x_t + q_t - d_t \). We assume \( x_1 = 0 \) and allow for \( x_t \leq 0 \) (backlogged demand). We further enforce a minimum amount \( L \) that the retailer needs to buy, i.e., \( \sum_{t=1}^{T} q_t \geq L \). The retailer wishes to minimize the overall inventory management cost. To this effect, we let \( h, p, c, s \geq 0 \) with \( h + p \geq s \) be the respective costs per period and per unit, of storing the product, backlogged demand, replenishing the inventory, and salvaging the product \([6]\). Following \([7]\), we further assume that the supplier and retailer agree on a **flexible commitment contract**: at time \( t = 0 \), the retailer must commit to projected future orders, \( w_t \in \mathbb{R}, 1 \leq t \leq T \). These do not have to be fully respected, but a penalty \( \alpha^\pm \) will be incurred per unit of excess/recess of the actual orders \( q_t \) as compared to commitments \( w_t \) and a penalty \( \beta^\pm \) will be incurred for variations in the commitment \( w_t \) across periods. The problem that the inventory manager has to solve to obtain the minimum-cost inventory is thus:

\[
\min_{x_t,q_t,w_t} \sum_{t=1}^{T} \left( h \max\{x_{t+1},0\} + p \max\{0,-x_{t+1}\} + \alpha^+ \max\{q_t-w_t,0\} + \alpha^- \max\{w_t-q_t,0\} \right) \\
+ \sum_{t=1}^{T} c q_t - s \max\{x_{T+1},0\} + \sum_{t=2}^{T} \left( \beta^+ \max\{w_t-w_{t-1},0\} + \beta^- \max\{w_{t-1}-w_t,0\} \right)
\]

s.t. \( x_{t+1} = x_t + q_t - d_t, \; t = 1, \ldots, T, \; x_1 = 0, \; \sum_{t=1}^{T} q_t \geq L, \; q_t \geq 0, \; t = 1, \ldots, T. \)

The demand \( d := (d_1, \ldots, d_T) \) is assumed to be uncertain however, belonging either to a box \( S_B \subseteq \mathbb{R}^T \) or to an ellipsoid \( S_E \subseteq \mathbb{R}^T \). We also suppose that \( q_t \) depends affinely on \( d_t \), as done in \([7]\), i.e., we write: \( q_t = q^0_t + \sum_{\tau=1}^{t-1} q^\tau_t d_{\tau}, t = 1, \ldots, T, \) where \( \{q_t\}_{t,\tau} \) are additional variables. Using the state equation to get rid of variables \( \{x_t\} \) and introducing new variables \( \{y_t\}, \{u_t\}, \{v_t\}, \{z^\pm_t\} \) which encode the max functions, we rewrite the worst-case formulation of (12) as the following
semi-infinite program (see [7] for details):

\[
\begin{align*}
\min_{C, w_t, z_t^+, \ldots, z_T^+} \quad & \beta^+ \sum_{t=1}^T z_t^+ + \beta^- \sum_{t=2}^T z_t^- + C \\
\text{s.t.} \quad & z_t^+ \geq w_t - w_{t-1}, \quad z_t^+ \geq 0, \quad z_t^- \geq w_{t-1} - w_t, \quad z_t^- \geq 0, \quad t = 2, \ldots, T, \\
\forall d \in \mathcal{S}_B \cup \mathcal{S}_E : \quad & C \geq \sum_{t=1}^T \left( y_t^0 + c_0^t + \alpha^+ u_t^0 + \alpha^- v_t^0 + \sum_{\tau=1}^{t-1} \left( g_{\tau}^t + c_{\tau}^t + \alpha^+ u_{\tau}^t + \alpha^- v_{\tau}^t \right) d_{\tau} \right) \\
& y_{t,\tau}^0 + \sum_{\sigma=1}^{t-1} d_{\sigma} \geq h_t \sum_{\tau=1}^{t} \left( q_{0,\tau}^t + \sum_{\sigma=1}^{t-1} q_{\sigma,\tau}^t d_{\sigma} - d_{\tau} \right), \quad t = 1, \ldots, T, \\
& y_{t,\tau}^0 + \sum_{\sigma=1}^{t-1} d_{\sigma} \geq p \sum_{\tau=1}^{t} \left( -q_{0,\tau}^t - \sum_{\sigma=1}^{t-1} q_{\sigma,\tau}^t d_{\sigma} + d_{\tau} \right), \quad t = 1, \ldots, T, \\
& u_{t,\tau}^0 + \sum_{\sigma=1}^{t-1} d_{\sigma} \geq q_{0,\tau}^t + \sum_{\sigma=1}^{t-1} q_{\sigma,\tau}^t d_{\sigma} - w_t, \quad u_{t,\tau}^0 + \sum_{\sigma=1}^{t-1} d_{\sigma} \geq 0, \quad t = 1, \ldots, T, \\
& v_{t,\tau}^0 + \sum_{\sigma=1}^{t-1} d_{\sigma} \geq w_t - q_{0,\tau}^t - \sum_{\sigma=1}^{t-1} q_{\sigma,\tau}^t d_{\sigma}, \quad v_{t,\tau}^0 + \sum_{\sigma=1}^{t-1} d_{\sigma} \geq 0, \quad t = 1, \ldots, T, \\
& \sum_{t=1}^T \left( q_{0,\tau}^t + \sum_{\sigma=1}^{t-1} q_{\sigma,\tau}^t d_{\sigma} \right) \geq L, \quad q_{0,\tau}^t + \sum_{\sigma=1}^{t-1} q_{\sigma,\tau}^t d_{\sigma} \geq 0, \quad t = 1, \ldots, T.
\end{align*}
\]

Depending on whether \( d \in \mathcal{S}_B \) or \( \mathcal{S}_E \), (13) can be cast as either an LP or an SOCP by rewriting the constraints involving \( d \). For example, if \( \mathcal{S}_B \) is given by \( \mathcal{S}_B = \{ d \in \mathbb{R}^T \mid |d_t - d_t^0| \leq \rho_t, t = 1, \ldots, T \} \), the constraint \( \sum_{t=1}^T \left( q_{0,\tau}^t + \sum_{\sigma=1}^{t-1} q_{\sigma,\tau}^t d_{\sigma} \right) \geq L, \forall d \in \mathcal{S}_B \) is equivalent to

\[
\sum_{t=1}^T q_{0,\tau}^t + \sum_{\tau=1}^T \left( \sum_{t=1}^T q_{\tau}^t \right) d_{\tau} - \sum_{\tau=1}^T \gamma_{\tau} \rho_{\tau} \geq L, \quad -\gamma_{\tau} \leq \sum_{t=1}^T (-q_{0,\tau}^t) \leq \gamma_{\tau}, \quad \tau = 0, \ldots, T,
\]

where \( \{ \gamma_{\tau} \}_\tau \) are new variables; again, see [7] Section 3.3 for more details. We consider now the following scenario: at time \( t = 0 \), before the inventory starts, the retailer and the supplier negotiate the details of their contract, that is, they need to agree on values of \( \alpha^+, \beta^+, \) and \( L \). To do so effectively, the retailer needs to know in real time the worst-case cost incurred for different choices of these values. Solving the LP/SOCP to do so is impossible as, e.g., running one such LP with \( T = 100 \) takes \( \approx 15 \) minutes, whilst running the SOCP with \( T = 100 \) takes more than 60 minutes. A tool which produces an approximation of the minimum inventory cost as a function of \( (\alpha^+, \beta^+, L) \) would thus be valuable, which is what shape-constrained regression enables.

**Proposition 5.2.** Let \( v(\alpha^+, \alpha^-, \beta^+, \beta^-, L) \) be the optimal value of the LP obtained by taking \( d \in \mathcal{S}_B \) in (13). We have that (i) \( v \) is convex in \( L \), (ii) \( v \) is concave jointly in \( (\beta^+, \beta^-) \), (iii) \( v \) is nondecreasing in \( \alpha^+, \alpha^-, \beta^+, \beta^- \), and \( L \). The same results hold for the optimal value of the SOCP obtained by taking \( d \in \mathcal{S}_E \) in (13) (assuming strong duality).

Thus, when preparing for the negotiation, we generate \( m \) training points by sampling uniformly at random \( m \) tuples \( (\alpha^+, \alpha^-, \beta^+, \beta^-, L) \) and computing the minimum inventory cost \( v \) by solving (13) with a fixed set \( \mathcal{S}_B \). We then fit the degree-\( d \) SOSE of \( v \) (with \( r = 2 \)) to these points. During the negotiation, to obtain the minimum inventory cost for new values of \( (\alpha^+, \beta^+, L) \), we simply evaluate the SOSE at these values. This task only takes milliseconds, in contrast to solving the LPs or SOCPs. In Table 3, we give the relative accuracy of the optimal values predicted by the SOSE, both on average (train and test) and in the worst-case (test only), as compared to the true optimal values obtained via the LP. (Similar results hold for \( \mathcal{S}_E \).) As can be seen, the accuracy
Table 3: Relative accuracy of the values predicted by the SOSE (with $r = 2$) and the UPR against those obtained by the LP for the contract negotiation application given in (5.2). Best test max deviation marked in bold font (smaller is better).

| $m$  | $d$ | SOSE Ave (%) | SOSE Max (%) | UPR Ave (%) | UPR Max (%) |
|------|-----|--------------|--------------|-------------|-------------|
|      |     | Train        | Test         | Train       | Test        |
| 100  | 2   | 2.522        | 2.487        | 1.545       | 1.890       | 6.723       |
| 4    |     | 1.018        | 1.027        | 0.000       | 4.366       | 31.656      |
| 6    |     | 0.853        | 0.867        | 0.000       | 3.781       | 24.169      |
| 200  | 2   | 2.530        | 2.451        | 1.662       | 1.885       | 4.400       |
| 4    |     | 1.111        | 1.065        | 0.227       | 0.645       | 4.636       |
| 6    |     | 0.939        | 0.907        | 0.000       | 3.174       | 19.809      |
| 400  | 2   | 2.550        | 2.490        | 1.698       | 1.803       | 4.325       |
| 4    |     | 1.065        | 1.026        | 0.304       | 0.477       | 3.706       |
| 6    |     | 0.898        | 0.870        | 0.000       | 9.34        | 225.441     |
| 600  | 2   | 2.577        | 2.478        | 1.788       | 1.752       | 4.209       |
| 4    |     | 1.074        | 1.023        | 0.322       | 0.412       | 1.618       |
| 6    |     | 0.904        | 0.869        | 0.109       | 0.615       | 9.521       |

loss of the predictions is 1-2% on average. We also compare the SOSE against the Unconstrained Polynomial Regressor (UPR). Against the UPR, the SOSE performs best for $m$ around 400 and values of $d$ around 4 or 6. This implies that when using the SOSE as compared to the UPR, we need not solve as many LPs offline to obtain good-quality predictions. Furthermore, the SOSE appears to be more robust across variations in the data, with consistent average performance over training and testing sets and best worst-case performance, particularly for higher $d$.

5.3 Shape-Constrained Optimal Transport Maps and Color Transfer

An optimal transport map is a function that maps one probability measure to another while incurring minimum cost. In many applications, it is of interest to determine an optimal transport map given two measures and a cost function [44]. Interestingly, the problem of computing an optimal transport map can be related back to shape-constrained regression, as optimal transport maps are known to have specific shapes when the cost function under consideration or the measures they are defined over have certain properties. For example, if the cost function is the $l_2$-norm and one of the measures is continuous with respect to the Lebesgue measure, the Brenier theorem states that the optimal transport map is uniquely defined as the gradient of a convex function [13]. Following [43], rather than observing these properties of the map a posteriori, we use these shape constraints as regularizers when computing the optimal transport maps. This gives rise to shape-constrained regression problems. To solve these, [43] propose an approach that can be viewed as a CLSE-based approach. We propose to use instead the SOSE, which we show is particularly well-suited to this application.

To better illustrate our method, we focus on the concrete application of color transfer, though our methodology is applicable more widely to, e.g., the other applications mentioned in [43] and voice transfer. The color transfer problem is defined by two images, the input image and the target image [48]. The goal is to transfer the colors of the target image to the input image, thereby creating a third image, the output image; see Figure 4. We now describe how the color transfer problem can be reformulated as a sequence of shape-constrained regression problems, following [43].
Each pixel in the input and target images is associated to an RGB color triple in $[0,1]^3$, once each entry is normalized by 256. We define a discrete measure $\mu = \sum_{i=1}^{\tilde{N}} a_i \delta_{x_i}$ (resp. $\nu = \sum_{j=1}^{\tilde{M}} b_j \delta_{y_j}$) over the space of colors in the input (resp. target) image by taking $x_i \in [0,1]^3$, $i = 1, \ldots, \tilde{N}$, (resp. $y_j \in [0,1]^3$, $j = 1, \ldots, \tilde{M}$,) to be the distinct color triples in the input (resp. target) image, with $\tilde{N}$ (resp. $\tilde{M}$) being less than or equal to the number of pixels in the input (resp. target) image, and $a_i$ (resp. $b_j$) to be the ratio of number of pixels of color $x_i$ (resp. $y_j$) to the total number of pixels. The idea is then to search for a function $f^* : [0,1]^3 \rightarrow \mathbb{R}$ that minimizes the 2-Wasserstein distance between the push-forward of $\mu$ under $\nabla f^*$ and $\nu$, under certain shape constraints. This is written as the following optimization problem:

$$\inf_{f,P \in \mathbb{R}^{N \times M}} \sum_{i,j} P_{ij} ||\nabla f(x_i) - y_j||^2$$

s.t. $P \succeq 0$, $P 1_M = a$, $P^T 1_N = b$

$$\nabla f \text{ is } L\text{-lipschitz and } f \text{ is } \ell\text{-strongly convex over } [0,1]^3,$$

where $L$ and $\ell$ are parameters of the problem. (As a reminder, a function $g : \mathbb{R}^m \rightarrow \mathbb{R}^n$ is $L$-Lipschitz over a box $B$ if $||g(x) - g(y)|| \leq L \cdot ||x - y||$, for all $x, y \in B$, where $|| \cdot ||$ is some norm. Similarly, a function $f : \mathbb{R}^n \mapsto \mathbb{R}$ is $\ell$-strongly convex over $B$ if $H_f(x) \succeq \ell I$, for all $x \in B$.) We derive from the optimal solution $f^*$ to (15), the optimal transport map (or color transfer map) $\nabla f^* : [0,1]^3 \rightarrow [0,1]^3$. To obtain the output image, we simply apply $\nabla f^*$ to the RGB triple of each pixel in the input image to obtain a new RGB triple (i.e., the new color of the pixel) for that pixel. In this context, smaller $L$ gives rise to more uniform colors whereas larger $\ell$ increases the contrast; see Figure 7.

In its current form however, problem (15) is not quite a shape-constrained regression problem of the type (3) or (4). This is due to the matrix variable $P$ which makes the problem non-convex. To circumvent this issue, we use alternate minimization: we fix $f$ and solve for $P$ using, e.g., Sinkhorn’s algorithm (see [14]). We then fix $P$ and solve for $f$. If we parametrize $f$ as a polynomial (with $P$ fixed), we obtain a shape-constrained polynomial regression problem:

$$\inf_{f \in P_{d,r}} \sum_{i,j} P_{ij} ||\nabla f(x_i) - y_j||^2$$

s.t. $\ell \cdot I \preceq H_f(x) \preceq L \cdot I$, $\forall x \in [0,1]^3$,

which we solve using the sos techniques from Section 2. We iterate this process until convergence.

An example of the output images obtained via this process is given in Figure 4. Additional illustrations can be found in Figure 7 for different values of $l$ and $L$ with $d = 4$ and $r = 3$. The color transfer application works particularly well for the SOSE as the number of features is small (equal to 3), the number of data points is very large, as it corresponds to the number of pixels in the images, and as a large number of new predictions need to be made (one per pixel of the input image). In contrast, the CLSE approach considered in [43] requires the authors to segment the images via k-means clustering to limit computation time. Pre-processing of this type can lead to undesirable artifacts in the output image and grainy texture, which our method avoids.
Figure 4: The color transfer problem in (5.3) with $\ell = 1$ and $L = 10$. 
A Experimental Setup and Additional Figures for Section 2

A.1 Experimental Setup

Machine Specifications. All experiments were performed on a MacBook Pro (2.6 GHz 6-Core Intel Core i7 processor and 16 GB RAM).

Dataset generation for synthetic experiments. We generate \( m \) data points \( X_i \) independently and uniformly from the \( n \)-dimensional box \([0, 1]^n\). We define two separate functions:

\[
\begin{align*}
  f_1(w_1, \ldots, w_n) &= (w_1 + \ldots + w_n) \log(w_1 + \ldots + w_n) \\
  f_2(w_1, \ldots, w_n) &= e^{\sqrt{w_1^2 + \ldots + w_n^2}},
\end{align*}
\]

which are both convex but not monotonous in any direction. To generate \( Y_i \), we let \( Y_i = f(X_i) + \nu_i \) where \( f \) is either \( f_1 \) or \( f_2 \) and the \( \nu_i \)'s are sampled independently from a standard normal. We refer to the square root of the optimal value of the optimization problem (9) as the train root mean squared error (or train RMSE). The test RMSE is obtained by generating an additional random 1000 points \( X_i \) and evaluating the predicted values against the true values \( f(X_i) \) without adding noise. The optimization solver times are given in seconds. When fitting these functions, we use \( \tilde{g}_{m,d,r} \) in light of the shape constraints.

Obtaining the SOSEs. To solve the SDPs [9], we used MATLAB R2020b, MOSEK [1], and YALMIP (release R20200930) [33]. If we further wished to speed up the solving times of our SDPs, we could use recent approaches to SDP [39, 31, 42, 40, 35] which are more scalable. We do not do so here as our results are already competitive.

Obtaining the CLSE. We use the implementation proposed by [15]. The original implementation can be found at https://github.com/wenyuC94/ConvexRegression/. It uses Julia 1.5 programming language with the default parameters for their best performing algorithm using Augmentation Rule 2 specified in the demo code: https://github.com/wenyuC94/ConvexRegression/blob/master/demo_2stage.jl. To improve the performance of CLSE on our task we increased the number of iterations to 1000. Note that the CLSE thus computed is not exactly the CLSE defined in Section 2—in particular, for the version used in [15], evaluation can be done by taking the maximum of affine pieces evaluated at the new point. We have made the choice to use this version to show that, even with computational improvements, there are regimes where the SOSEs are faster to compute than the CLSE.

Obtaining the Max-Affine Estimator. We used the algorithm (Algorithm 1) described in [20]. We contacted the author for an original implementation; in the absence of a response we implemented the algorithm outlined in the paper pseudocode. The algorithm was implemented in Python 3.8. Our code can be found at https://github.com/mcurmei627/dantzig/MA/MaxAffine. Algorithm 1 however necessitates initial parameter estimates which can be obtained via two different initialization processes. We refer to Spect MAE when we proceed with the initialization given in Algorithms 2 and 3. We refer to Rand MAE when we proceed with a random initialization. Both initializations require specifying a number \( M \) of seeds. To obtain this number, we tried \( M = 2^j \) for \( j = 1, \ldots, 8 \) and picked the best one based on cross-validation. We also need to specify \( k \), the number of affine pieces. The columns marked Spect Opt and Rand Opt pick \( k \) via cross-validation as well. The column marked Rand takes \( k = \binom{n+2}{2} \). The idea here is to let the amount of parametrization be of the same order as that of the SOSE, which is \( \binom{n+d}{d} \).
Figure 5: Train and Test RMSE for (3) with $m = 10,000$ data points generated as described in Appendix A.1 as the number $n$ of features, the degree $d$ of the polynomials, and the degree $r$ of the semidefinite programming hierarchy. Lighter color corresponds to lower $d$.

A.2 Additional Experiments for Section 2.2 and 2.3

Figure 5 (resp. Table 4) is an analog to Figure 1 (resp. Table 1) for $f = f_2$.

| RMSE | MAE | CLSE | SOSE |
|------|-----|------|------|
| $m$  | $n$ | Spect | Rand | Spect | Rand | Spect | Rand | Spect | Rand | Spect | Rand | Spect | Rand | Spect | Rand | Spect | Rand |
| 2000 | 2   | 0.473 | 0.414 | 0.418 | 0.223 | 0.078 | 0.109 | 0.410 | 0.056 | 0.422 | 0.411 | 0.410 | 0.071 | 0.038 | 0.042 |
|      | 3   | 0.294 | 0.254 | 0.272 | 0.146 | 0.070 | 0.108 | 0.244 | 0.049 | 0.259 | 0.254 | 0.251 | 0.059 | 0.036 | 0.045 |
|      | 4   | 0.230 | 0.183 | 0.192 | 0.150 | 0.075 | 0.096 | 0.153 | 0.057 | 0.182 | 0.175 | 0.173 | 0.043 | 0.026 | 0.036 |
|      | 5   | 0.170 | 0.147 | 0.162 | 0.113 | 0.079 | 0.096 | 0.111 | 0.060 | 0.141 | 0.135 | 0.132 | **0.031** | 0.033 | 0.039 |
|      | 6   | 0.145 | 0.110 | 0.128 | 0.105 | 0.069 | 0.082 | 0.147 | 0.112 | 0.113 | 0.108 | 0.099 | **0.024** | 0.030 | 0.042 |
| 5000 | 2   | 0.467 | 0.410 | 0.417 | 0.221 | 0.059 | 0.090 | 0.412 | 0.065 | 0.416 | 0.408 | 0.408 | 0.070 | **0.028** | 0.028 |
|      | 3   | 0.291 | 0.256 | 0.264 | 0.148 | 0.063 | 0.083 | 0.264 | 0.099 | 0.257 | 0.253 | 0.251 | 0.057 | **0.022** | 0.030 |
|      | 4   | 0.213 | 0.183 | 0.196 | 0.126 | 0.067 | 0.091 | 0.194 | 0.098 | 0.182 | 0.177 | 0.176 | 0.041 | **0.019** | 0.024 |
|      | 5   | 0.182 | 0.145 | 0.162 | 0.120 | 0.064 | 0.092 | 0.159 | 0.097 | 0.139 | 0.136 | 0.134 | 0.030 | **0.023** | 0.028 |
|      | 6   | 0.146 | 0.116 | 0.128 | 0.099 | 0.064 | 0.076 | 0.136 | 0.091 | 0.113 | 0.109 | 0.105 | **0.022** | 0.021 | 0.031 |
| 10000| 2   | 0.466 | 0.413 | 0.418 | 0.220 | 0.067 | 0.090 | 0.413 | 0.063 | 0.416 | 0.409 | 0.409 | 0.067 | **0.023** | **0.022** |
|      | 3   | 0.291 | 0.256 | 0.264 | 0.148 | 0.058 | 0.081 | 0.263 | 0.084 | 0.257 | 0.252 | 0.252 | 0.055 | **0.019** | 0.020 |
|      | 4   | 0.235 | 0.183 | 0.199 | 0.148 | 0.057 | 0.095 | 0.212 | 0.122 | 0.181 | 0.176 | 0.176 | 0.040 | **0.014** | 0.016 |
|      | 5   | 0.182 | 0.145 | 0.164 | 0.118 | 0.059 | 0.092 | 0.166 | 0.105 | 0.139 | 0.136 | 0.135 | 0.029 | **0.016** | 0.020 |
|      | 6   | 0.148 | 0.118 | 0.128 | 0.097 | 0.058 | 0.070 | 0.148 | 0.105 | 0.112 | 0.110 | 0.106 | 0.021 | **0.015** | 0.027 |

Table 4: Comparison of the train and test RMSEs, for different values of $m$ and $n$, of the SOSE $\tilde{g}_{m,d,r}$ computed in (3) (with $r = 1$), for the CLSE, and for the MAE under different initializations and choice of hyperparameters; see Appendix A.1. Best test RMSE marked in bold font.
B Proofs of Results in Section 3

B.1 Proof of Lemma 3.7

For this proof, we need to introduce some notation. Let $\tilde{N}_d^n$ (resp. $\tilde{N}_d^n$) be the set of vectors $\alpha$ in $\mathbb{N}^n$ such that $|\alpha| \leq d$ (resp. $= d$). Given a sequence $(w_\alpha)_{\alpha \in \mathbb{N}_d^n}$, we define $M(w)$ to be the matrix indexed by $\mathbb{N}_d^n$ with $(\alpha, \beta)^{th}$ entry $w_{\alpha + \beta}$ for $\alpha, \beta \in \mathbb{N}_d^n$. Likewise, given a sequence $(w_\alpha)_{\alpha \in \mathbb{N}_d^n}$, we define $\tilde{M}_d^n(w)$ to be the moment matrix of order $d$ indexed by $\mathbb{N}_d^n$, with $(\alpha, \beta)^{th}$ entry $w_{\alpha + \beta}$, for $\alpha, \beta \in \mathbb{N}_d^n$. Finally, given a sequence $(w_{\alpha, \alpha'})_{\alpha \in \mathbb{N}_d^n}$, we define $\tilde{M}_d^n(w)$ to be the moment matrix of order $d$ indexed by $\mathbb{N}_d^n \times \tilde{N}_d^n$ with $((\alpha, \alpha'), (\beta, \beta'))^{th}$ entry $w_{(\alpha + \beta, \alpha' + \beta')}$ for $\alpha, \beta \in \mathbb{N}_d^n$, $\alpha', \beta' \in \tilde{N}_d^n$. As we will mostly be working with $\tilde{M}_d^n(w)$ moving forward, we introduce the Riesz linear functional which is a little more intelligible in this setting. Given a sequence $(w_{\alpha, \alpha'})_{\alpha \in \mathbb{N}_d^n}$, the Riesz linear functional $L_w : \mathbb{R}_2[x] \cdot \mathbb{R}_2[y] \to \mathbb{R}$ is defined by:

$$
\sum_{(\alpha, \alpha') \in \mathbb{N}_d^n \times \tilde{N}_d^n} f_{\alpha, \alpha'} x^\alpha y^{\alpha'} \mapsto L_w(f) = \sum_{(\alpha, \alpha') \in \mathbb{N}_d^n \times \tilde{N}_d^n} f_{\alpha, \alpha'} w_{\alpha, \alpha'}.
$$

When there is no ambiguity, we drop the index $w$ from $L_w$. We use the following lemmas.

**Lemma B.1.** Let $(w_{\alpha, \alpha'})_{\alpha \in \mathbb{N}_d^n}$ be a sequence. If $\tilde{M}_d^n(w) \geq 0$, then:

1. $L(x^{2\beta} y_j^2) \geq 0$, $\forall \alpha \leq \beta, \forall j = 1, \ldots, n$.
2. $L(x^{\alpha + \beta} y^{\alpha'} y^{\beta'}) \leq L(x^{2\alpha} y^{2\alpha'}) \cdot L(x^{2\beta} y^{2\beta'})$, where $\alpha, \beta \in \mathbb{N}_d^n$ and $\alpha', \beta' \in \tilde{N}_d^n$.

The proof follows immediately from the fact that $\tilde{M}_d^n(w) \geq 0$ and the definition of $L$.

**Lemma B.2.** [76] Theorem 4.12] Let $w \in \mathbb{R}_d^n$, let $C > 0$ and let $K := [-C, C]^n$. Then $w$ has a representing measure supported by the set $K$ if and only if $M(y) \geq 0$ and there is a constant $C_0 > 0$ such that $|w_\alpha| \leq C_0C^{[\alpha]}$ for all $\alpha \in \mathbb{N}_d^n$.

We now give two propositions before proving Lemma 3.7.

**Proposition B.3.** Let $(w_{\alpha, \alpha'})_{\alpha \in \mathbb{N}_d^n}$ be a sequence. If $\tilde{M}_d^n(w) \geq 0$, then

$$
L(x^{\alpha} y^{\alpha'}) \leq \lambda_d := \max_{i=1, \ldots, n, \alpha, \beta \in \mathbb{N}_d^n} \{L(x_i y_i^2), L(y_i^2)\}, \text{ for any } 0 \leq |\alpha| \leq 2d \text{ and for } |\alpha'| = 2.
$$

**Proof.** First, we prove the claim: $L(x^{2\beta} y_j^2) \leq \lambda_d$ for any $0 \leq |\alpha| \leq d$, $i = 1, \ldots, n$ and $j = 1, \ldots, n$. We proceed by induction on $d$. If $d = 0, 1$, the result is obvious. Assume $d \geq 1$ and the result holds for $d-1$, i.e., $L(x^{2\beta} y_j^2) \leq \lambda_{d-1}$ for any $0 \leq |\alpha| \leq d-1$ and $j = 1, \ldots, n$. We show that $L(x^{2\beta} y_j^2) \leq \lambda_d$ for any $0 \leq |\alpha| \leq d$ and $j = 1, \ldots, n$. Let $j \in \{1, \ldots, n\}$ and $\alpha$ such that $|\alpha| = d-1$. It is enough to show that $L(x^{2\beta} y_j^2) \leq \lambda_d$, as the case where $|\alpha| = d - 2$ will then follow from the induction hypothesis. If there exists $k \in \{1, \ldots, n\}$ such that $L(x^{2\beta} y_k^2) \leq \lambda_d$, then the result holds. If not, then for all $k \in \{1, \ldots, n\}$, $L(x^{2\beta} y_k^2) \geq L(y_k^2)$. Construct vectors $\gamma, \gamma'$ such that $\gamma + \gamma' = 2\alpha$, $|\gamma| = d - 2$ and $|\gamma'| = d$. We then have from Lemma B.1 combined to the induction hypothesis and the fact that $L(x^{2\beta} y_k^2) \geq L(y_k^2)$ for all $k$, $L(x^{2\beta} y_j^2) \leq L(x^{2\beta} y_j^2) \cdot L(x^{2\gamma'} y_j^2) \leq L(x^{2\beta} y_j^2) \cdot L(x^{2\gamma'} y_j^2)$. Thus, $L(x^{2\beta} y_j^2) \leq L(x^{2\gamma'} y_j^2)$. As $|2\gamma'| = 2d$, the claim follows. Consider now $0 < |\alpha| \leq 2d$ and $|\alpha'| = 2$. Write $(\alpha, \alpha') = (\beta, \beta') + (\gamma, \gamma')$ where $|\beta|, |\gamma| \leq d$ and $|\beta'| = |\gamma'| = 1$. Using Lemma B.1, we have that $L(x^{2\beta} y^{2\beta'}) \leq \lambda_d$, which concludes the proof. \[\Box\]
Proposition B.4. As in Lemma 3.7, let \( f(x, y) = y^T M(x)y \) and let \( \Psi_d(x, y) = \sum_{i=1}^{n} y_i^2 (1 + \sum_{j=1}^{n} x_j^{2d_*}) \). Consider the program:

\[
\epsilon^*_t := \inf_{\{w, \alpha\} \in \mathbb{R}^{2n-2 \times 2n}} f^T w \text{ s.t. } \tilde{M}_{t-1}(w) \geq 0, w^T \Psi_t \leq 1, \tag{17}
\]

where we use \( f \) and \( \Psi_t \) for the coefficients of the corresponding polynomials. The following hold:

(i) \(-\infty < \epsilon^*_t \leq 0 \) and the infimum is attained in \([17]\).

(ii) For \( \epsilon \geq 0 \), the polynomial \( f + \epsilon \Psi_t \) is a sum of squares if and only if \( \epsilon \geq -\epsilon^*_t \). In particular, \( f \) is a sum of squares if and only if \( \epsilon^*_t = 0 \).

(iii) If \( f \) is nonnegative on \([-1, 1]^n \times \mathbb{R}^n \), then \( \lim_{t \to \infty} \epsilon^*_t = 0 \).

Proof. The proof is identical to that of \([30, \text{Proposition 7.9}]\), noting that

\[
1 \geq w^T \Psi_t = L(\Psi_t(x, y)) \geq \sum_{i=1}^{n} L(y_i^2) + \sum_{i=1}^{n} \sum_{j=1}^{n} L(y_j^2 x_j^{2d_*}) \geq 0
\]

implies that \( \lambda_t \leq 1 \) (and hence the conclusion of Proposition B.3) and that \( f(x, y) \) being nonnegative over \([-1, 1]^n \times \mathbb{R}^n \) implies nonnegativity over \([-1, 1]^{2n} \). \( \square \)

Proof of Lemma 3.7. The result follows from Proposition B.4 (ii) and (iii). Let \( \epsilon > 0 \). As \( \lim_{d \to \infty} \epsilon^*_d = 0 \), \( \exists d_0 \in \mathbb{N} \) such that \( \epsilon^*_d \geq -\epsilon \) for all \( d \geq d_0 \). Thus, \( f + \epsilon \Psi_d \) is sos for all \( d \geq d_0 \). \( \square \)

B.2 Proof of Proposition 3.11

The proof of Proposition 3.11 requires the following lemma.

Lemma B.5 (e.g., Theorem 6.7 in \([16]\)). Consider the Bernstein multivariate polynomial of degree \( d \) and in \( n \) variables, defined over \([0,1]^n\):

\[
B_d(f, x) = \sum_{j_1 + \ldots + j_n = d} f \left( \frac{j_1}{d}, \ldots, \frac{j_n}{d} \right) C_{d,j} C_d^{j_1} \ldots C_d^{j_n} x_1^{j_1} \ldots x_n^{j_n} (1-x_i)^{d-j_i},
\]

where \( C_{d,j} = \begin{pmatrix} d \\ j_i \end{pmatrix} / \begin{pmatrix} d-j_i \\ j_i \end{pmatrix} \). Let \( m \) be an integer and assume that \( f \) is \( m \) times continuously differentiable. Let \( k = (k_1, \ldots, k_n) \) be a multi-index such that \( \sum_{i=1}^{n} |k_i| \leq m \) and denote by \( \partial^k f = \frac{\partial^k f(x)}{\partial x_1^{k_1} \ldots \partial x_n^{k_n}} \). Then, \( \forall k \) such that \( \sum_{i=1}^{n} |k_i| \leq m \), \( \lim_{d \to \infty} \sup_{x \in [0,1]^n} |\partial^k B_d(f, x) - \partial^k f(x)| = 0 \).

This result can easily be extended to hold over any box \( B \subset \mathbb{R}^n \) by simply scaling and translating the variables in the Bernstein polynomials.

Proof of Proposition 3.11. We start with part (i). Let \( \epsilon > 0 \) and \( M := \max_{x \in B} \frac{1}{2} \sum_{i=1}^{n} x_i^2 \). From Lemma B.5, as \( f \) is twice continuously differentiable, there exists a polynomial \( q \) of degree \( d \) s.t.

\[
\sup_{x \in B} |f(x) - q(x)| \leq \frac{\epsilon}{2(1+2nM)} \text{ and } \sup_{x \in B} \left| \frac{\partial^2 f(x)}{\partial x_i \partial x_j} - \frac{\partial^2 q(x)}{\partial x_i \partial x_j} \right| \leq \frac{\epsilon}{2(1+2nM)}, \forall i, j.
\tag{18}
\]

Let \( \Delta H(x) = H_q(x) - H_f(x) \). As \( f \) and \( q \) are twice continuously differentiable, the entries of \( \Delta H(x) \) are continuous in \( x \). This implies that \( x \mapsto \lambda_{\min}(\Delta H(x)) \) is continuous \([10, \text{Corollary VI.1.6}]\). Hence, if we let \( \Lambda := \min_{x \in B} \lambda_{\min}(\Delta H(x)) \), it follows that there exists \( x_0 \in B \) such that \( \Lambda = \lambda_{\min}(\Delta H(x_0)) \).
We now bound this quantity. Recall that for a symmetric $n \times n$ real-valued matrix $M$, $\|M\|_{\text{max}}$ is the max-norm of $M$, i.e., its largest entry in absolute value, $\|M\|_2 = \max\{|\lambda_{\min}(M)|, |\lambda_{\max}(M)|\}$, and $\|M\|_2 \leq n\|M\|_{\text{max}}$. From [18], we have that $\|\Delta H(x_0)\|_{\text{max}} \leq \frac{\epsilon}{2(1 + 2nM)}$, which implies that

$$-\frac{n\epsilon}{2(1 + 2nM)} \leq \Lambda \leq \frac{n\epsilon}{2(1 + 2nM)}.$$ 

By definition of $\Lambda$, we thus have $\Delta H(x) \geq -\frac{n\epsilon}{2(1 + 2nM)}$ for all $x \in B$. Now, consider $p(x) := q(x) + \frac{n\epsilon}{2(1 + 2nM)} x^T x$. For any $x \in B$, we have $|f(x) - p(x)| \leq |f(x) - q(x)| + |q(x) - p(x)| \leq \frac{\epsilon}{2(1 + 2nM)} x^T x + \frac{n\epsilon}{2(1 + 2nM)} x^T x = 2M < \epsilon$. Using our previous result on $\Delta H(x)$, the definition of $p$, and the fact that $H_f(x) \geq 0$, $H_{p}(x) = H_{p}(x) - H_{q}(x) + H_{q}(x) - H_{f}(x) + H_{f}(x) \geq \frac{2n\epsilon}{2(1+2nM)} I - \frac{n\epsilon}{2(1+2nM)} I > 0$. From this, it follows that there exists a degree $d$ and a polynomial $p \in C_n$ such that $\sup_{x \in B} |f(x) - p(x)| < \epsilon$. The definition of $g_d$ as the minimizer of $\sup_{x \in B} |f(x) - g(x)|$ for any $g \in C_n$ gives us the result.

We now show part (ii). Let $\epsilon > 0$ and take $M = \max_{x \in B} \|x\|_{\infty}$. From Lemma B.5 there exists a polynomial $q$ of degree $d$ such that

$$\max_{x \in B} |f(x) - q(x)| \leq \epsilon' \text{ and } \max_{x \in B} \left| \frac{\partial f(x)}{\partial x_i} - \frac{\partial q(x)}{\partial x_i} \right| \leq \epsilon',$$

where $\epsilon' = \frac{\epsilon}{nM + 2} > 0$. Recall that $I^+ \cap I^- = \emptyset$ and define $\rho$ as in Theorem 3.2. Consider $p(x) := q(x) + \epsilon' \sum_{i=1}^n \rho_i x_i$. Let $x \in B$. We have:

$$|p(x) - f(x)| \leq |p(x) - q(x)| + |q(x) - f(x)| \leq \epsilon' \sum_{i=1}^n |x_i| + \epsilon' \leq \epsilon' \cdot (nM + 1) = \epsilon.$$ 

Now, let $i \in I^+$, i.e., $\rho_i = -1$. As $\frac{\partial f(x)}{\partial x_i} \leq K_i^+$ and $\frac{\partial q(x)}{\partial x_i} \leq \frac{\partial f(x)}{\partial x_i} + \epsilon'$, it follows that $\frac{\partial p(x)}{\partial x_i} \leq K_i^+ + \epsilon' - \epsilon' = K_i^+$. Likewise, let $i \in I^-$, i.e., $\rho_i = 1$. As $\frac{\partial f(x)}{\partial x_i} \geq K_i^-$ and $\frac{\partial q(x)}{\partial x_i} \geq \frac{\partial f(x)}{\partial x_i} - \epsilon'$, it follows that $\frac{\partial p(x)}{\partial x_i} \geq K_i^- - \epsilon' + \epsilon' = K_i^-$. \hfill $\Box$

We show this result here in the case where $I^+ \cap I^- = \emptyset$ as that is the setting of interest for our consistency result. However, Proposition 3.11(ii) also holds when both $K_i^+$ and $K_i^-$ are finite.

### B.3 Proof of Proposition 3.12

We first show that our estimators $\hat{g}_{m,d}$ and $\hat{h}_{m,d}$ are uniformly upper bounded and Lipschitz continuous (with Lipschitz constants that do not depend on the data) over certain boxes contained within $B$. For this purpose, we introduce the following notation: let $\eta$ be a scalar such that

$$0 < \eta < \min_{i=1,\ldots,m} \frac{u_i - l_i}{2} \quad (19)$$

and let $B_\eta := \{x \mid l_i + \eta \leq x_i \leq u_i - \eta, \ i = 1, \ldots, n\}$. We have that (19) holds if and only if $B_\eta$ is full-dimensional and $B_\eta \subset B$. The proof of Lemma B.6 uses some ideas of [32], but has to account for being over a box, rather than over $\mathbb{R}^n$. The proof of Lemma B.7 is new.

**Lemma B.6.** Let $g_d$ be defined as in Proposition 3.11 and $\hat{g}_{m,d}$ defined as in (9). Furthermore, let $\eta$ be a scalar such that (19) holds. We have the following properties:
(i) \( \exists c_2 > 0 \), which is independent of the data \((X_1, Y_1), \ldots, (X_m, Y_m)\), such that \( |g_{m,d}(x)| \leq c_2 \) a.s. for all \( x \in B_{3\eta/4} \).

(ii) \( \exists M_2 > 0 \), which is independent of the data \((X_1, Y_1), \ldots, (X_m, Y_m)\), such that \( |g_{m,d}(x) - g_{m,d}(y)| \leq M_2||x - y|| \) a.s. for all \( x, y \in B_\eta \), i.e., \( g_{m,d} \) is \( M_2 \)-Lipschitz over \( B_\eta \).

(iii) \( \exists N_2 > 0 \), which is independent of the data \((X_1, Y_1), \ldots, (X_m, Y_m)\), such that \( |g_d(x) - g_d(y)| \leq N_2||x - y|| \) for all \( x, y \in B_\eta \), i.e., \( g_d \) is \( N_2 \)-Lipschitz over \( B_\eta \).

Proof. (i) The idea here is to control the value of \( g_{m,d} \) at the corners and the analytic center of \( B \). Convexity of \( g_{m,d} \) enables us to conclude that \( g_{m,d} \) is upper and lower bounded a.s. over \( B_{3\eta/4} \). We start by using Step 2 in \([32]\) with \( \bar{g}_n = g_{m,d} \) and \( g^* = g_d \). This provides us with the following a.s. bound on \( \frac{1}{m} \sum_{i=1}^{m} g_{m,d}^2(X_i) \):

\[
\frac{1}{m} \sum_{i=1}^{m} g_{m,d}^2(X_i) \leq 9E[(Y_1 - g_d(X_1))^2] + 3E[g_d^2(X_1)] =: \beta \text{ a.s.}
\]

We use this bound to show the existence of sample points \( X_i \) in the “corners” and around the analytic center of \( B \) such that \( |g_{m,d}(X_i)| \) is uniformly bounded (in \( m \)). To do this, we define for each vertex \( i, i = 1, \ldots, 2^n \), of \( B \), a box \( B_i \) which is included in \( B \), has vertex \( i \) as a vertex, and has edges of length \( \eta/4 \). In other words, if vertex \( i_0 \) of \( B \) is given by \((l_1, u_1, u_2, \ldots, u_n)\), then the corresponding box \( B_{i_0} \) is defined as \( B_{i_0} = \{ x \in \mathbb{R}^n \mid l_1 \leq x_1 \leq l_1 + \frac{\eta}{4}, u_2 - \frac{\eta}{4} \leq x_2 \leq u_2, \ldots, u_n - \frac{\eta}{4} \leq x_n \leq u_n \} \). We further define \( B_i^c = \{ x \in \mathbb{R}^n \mid u_i - \frac{\eta}{8} \leq x_i \leq u_i + \frac{\eta}{8}, i = 1, \ldots, n \} \). We refer the reader to Figure 0 for illustrations of these boxes and their relationships to other boxes appearing in the proof. Note that, for all \( i = 0, \ldots, 2^n \), \( B_i \subset B \) and is full dimensional. However, when \( i \geq 1 \), \( B_i \cap B_{i/2} = \emptyset \) whereas \( B_i \subset B_i \subset B_{3\eta/4} \). Let \( \gamma_i := P(X \in B_i^c) \), \( i = 0, \ldots, 2^n \), and \( \gamma := \min\{\gamma_0, \ldots, \gamma_{2^n}\} \). As \( B_i \) is full-dimensional for all \( i \), it follows that \( \gamma > 0 \). Leveraging (16) in \([32]\) Step 4), we obtain, for each \( i \in \{0, \ldots, 2^n\} \) and for a positive scalar \( r \) such that \( \frac{\beta}{r^2} \leq \frac{\gamma}{2} \), when \( m \) is large enough

\[
\frac{1}{m} \sum_{j=1}^{m} P(X_j \in B_i^c, |g_{m,d}(X_j)| \leq r) = \frac{\gamma}{2} > 0.
\]

We use this to obtain upper and lower bounds on \( g_{m,d}(x) \) over \( B_{3\eta/4} \) which only depend on the probability distribution of \( X_i \) and \( B_\eta \) (i.e., these bounds do not depend on the number of data points, nor on the data points themselves). The proof of the lower bound requires us to show that \( g_{m,d} \) is actually upper bounded over \( B_{\eta/2} \). As \( B_{\eta/2} \) is a superset of \( B_{3\eta/4} \), this will imply that \( g_{m,d} \) is upper bounded over \( B_{3\eta/4} \).

Upper bound: We show that \( B_{\eta/2} \) is a subset of the convex hull of \( X_{I(1)}, \ldots, X_{I(2^n)} \). This then implies that any \( x \) in \( B_{\eta/2} \) can be written as a convex combination of these points, and so, using convexity of \( g_{m,d} \), we can conclude that \( g_{m,d}(x) \leq r \). To see that \( B_{\eta/2} \) is a subset of the convex hull of \( X_{I(1)}, \ldots, X_{I(2^n)} \), first note that \( X_{\bar{I}(i)} \notin B_{\eta/2} \) for all \( i = 1, \ldots, 2^n \) as \( B_i^c \cap B_{i/2} = \emptyset \). Hence, either \( B_{\eta/2} \) is a subset of convex hull of \( X_{I(1)}, \ldots, X_{I(2^n)} \) or the two sets are disjoint. We show that the former has to hold. This follows from the fact that \( X_0 = \frac{1}{2^n} \sum_{i=1}^{2^n} X_{I(i)} \), which is in the convex hull of \( X_{I(1)}, \ldots, X_{I(2^n)} \), is also in \( B_{\eta/2} \). To see this, note that for a fixed component \( k \) of the vectors \( \{X_{I(i)}\} \), there are exactly \( 2^{n-1} \) of these components that belong to \([l_k, l_k + \frac{\eta}{4}]\) and \( 2^{n-1} \) that belong to \([u_k - \frac{\eta}{4}, u_k]\). This implies that the \( k \)-th component of \( X_0 \) belongs to the interval \([u_k - \frac{\eta}{8}, u_k + \frac{\eta}{8}]\). As \( u_k + \frac{\eta}{8} \leq u_k - \frac{\eta}{2} \) and \( u_k + \frac{\eta}{2} - \frac{\eta}{8} \geq l_k + \frac{\eta}{2} \), we get that \( X_0 \) is in \( B_{\eta/2} \).

Lower bound: Let \( x \in B_{3\eta/4} \). We use the lower bound proof in \([32]\) Step 4) to obtain that \( g_{m,d}(x) \geq -3r \). Taking \( c_\eta = \max\{r, 3r\} = 3r \) gives us the expected result.

(ii) Similarly to \([32]\) Step 5), as \( g_{m,d} \) is convex over \( B \) and a.s. bounded on \( B_{3\eta/4} \) by \( c_\eta \) from (i), there exists a constant \( M_2 = \frac{8c_\eta}{\eta} \) which is independent of the data, such that \( g_{m,d} \) is \( M_2 \)-Lipschitz over \( B_\eta \); for a proof of this, see \([39]\) Theorem A].
(iii) As $g_d$ is continuous over $B$, $g_d$ has a maximum over $B$. Furthermore, $g_d$ is convex over $B$. The result follows, using a similar argument to (ii).

\begin{lemma}
Let $h_d$ be defined as in Proposition 3.11 and $\bar{h}_{m,d}$ defined as in (10). We have:

(i) $\exists c'_\eta > 0$ which is independent of the data $(X_1, Y_1), \ldots, (X_m, Y_m)$ such that $|\bar{h}_{m,d}| \leq c'_\eta$ a.s. for all $x \in B_{3n/4}$.

(ii) $\exists M'_\eta > 0$, which is independent of the data $(X_1, Y_1), \ldots, (X_m, Y_m)$, such that $|\bar{h}_{m,d}(x) - h_{m,d}(y)| \leq M'_\eta ||x - y||$ a.s. for all $x, y \in B_\eta$, i.e., $h_{m,d}$ is $M'_\eta$-Lipschitz over $B_\eta$.

(iii) $\exists N'_\eta > 0$, which is independent of the data $(X_1, Y_1), \ldots, (X_m, Y_m)$, such that $|h_d(x) - h_d(y)| \leq N'_\eta ||x - y||$ for all $x, y \in B_\eta$, i.e., $h_d$ is $N'_\eta$-Lipschitz over $B_\eta$.

\end{lemma}

\textbf{Proof.} (i) We follow the previous proof to conclude that there exists $X_{I(i)} \in B_i^u$ for $i = 0, \ldots, 2^n$ such that $|\bar{h}_{m,d}(X_{I(i)})| \leq r$. Wlog, we take $\frac{\partial h_{m,d}}{\partial x_i} \geq K_i^-$ for $i = 1, \ldots, n$ (recall that $I^+ \cap I^- = \emptyset$). A similar proof holds for other cases. Let $x \in B_{3n/4}$ and let $i_M$ (resp. $i_m$) be such that $X_{I(i_M)} \geq x$ component-wise (resp. $X_{I(i_m)} \leq x$). These exist given the construction of $B_i^u$ and $B_{3n/4}$. For ease of notation, we denote $X_{I(i_M)} = X^M$ and $X_{I(i_m)} = X^m$ and have:

$$
\bar{h}_{m,d}(x_1, x_2, \ldots, x_n) = \bar{h}_{m,d}(X^M - (X^M_1 - x_1), \ldots, X^M_n - (X^M_n - x_n))
$$

$$
\leq \bar{h}_{m,d}(X^M) + \sum_{i=1}^n |K_i^-| \cdot |X^M_i - x_i| \leq r + \max_{i=1,\ldots,n} |u_i - l_i| \cdot \sum_{i=1}^n |K_i^-|
$$

Likewise, $\bar{h}_{m,d}(x_1, x_2, \ldots, x_n) \geq \bar{h}_{m,d}(X^m) - \sum_{i=1}^n |K_i^-| \cdot |x_i - X^m_i| \geq r - \max_{i=1,\ldots,n} |u_i - l_i| \cdot \sum_{i=1}^n |K_i^-|$. Thus, letting $c'_\eta = r + \max_{i=1,\ldots,n} |u_i - l_i| \cdot \sum_{i=1}^n |K_i^-|$, we obtain our result.

(ii) Recall that $d$ is fixed. We use (i) and Markov’s inequality for polynomials (see, e.g., 27) to obtain:

$$
\max_{x \in B_\eta} \left| \frac{\partial \bar{h}_{m,d}}{\partial x_i} \right| \leq \frac{4d^2}{\min_{i=1,\ldots,n} |u_i - l_i| - 2\eta} \cdot \max_{x \in B_\eta} |\bar{h}_{m,d}| \leq \frac{4d^2}{\min_{i=1,\ldots,n} |u_i - l_i| - 2\eta} \cdot c'_\eta.
$$

This implies the result by taking $M'_\eta = \frac{4d^2}{\min_{i=1,\ldots,n} |u_i - l_i| - 2\eta} \cdot c'_\eta$.

(iii) As $h_d$ has $K$-bounded derivatives over $B$, we get the result similarly to (ii). \qed

We now give the proof of Proposition 3.12 (i). The proof of (ii) goes through in a similar way using Lemma B.7 instead of Lemma B.6. The proof of (i) has three steps: the first step shows that we can replace the set $C$ in the result by any $B_\eta$ for some $\eta$ such that (19) holds and still get the
conclusion over $C$. In the second step, we show that $g_d$ and $\bar{g}_{m,d}$ are “close” on the random samples $X_i$; this is then used in the third step to show that the two functions are uniformly close. Step 1 is new compared to [32], Step 2 follows quite closely parts of the proof of [32] but has to account for the box constraints among other minor details, Step 3 is immediate from [32].

**Proof of Proposition 3.12 (i).** Fix $d \in \mathbb{N}$ and recall the definitions of $C_{n,d}$ and $g_d$. Let $\epsilon > 0$.

**Step 1: going from $C$ to $B_\eta$.** Let $C$ be any full-dimensional compact subset of $B$ such that no point of the boundary of $B$ is in $C$. As $C \cap \text{int}(B) = C$, there exists $\eta_C > 0$ such that $C \subseteq B_{\eta_C}$. Furthermore, there exists $\eta_\epsilon > 0$ such that

$$2\sqrt{2E[(Y_1 - g_d(X_1))^21(X_1 \notin B_{\eta_\epsilon})]} \cdot \sqrt{5E[(Y_1 - g_d(X_1))^2]} \leq \epsilon. \quad (20)$$

To see this, note that as $\eta \to 0$, $P(X_1 \notin B_{\eta}) \to 0$ with $P(X_1 \notin B) = 0$ (this is a consequence of $P(X \in A) > 0$ for any full-dimensional set $A$). Existence of $\eta_\epsilon$ then follows by expanding out the expression and using Assumptions [1] and [3] together with the fact that $g_d$ is continuous over $B$ and so bounded over $B$. We let $\eta := \min(\eta_C, \eta_\epsilon)$. Thus defined, $\eta$ is such that [19] holds as $C$ is full-dimensional and a subset of $B_\eta$. As a consequence, in the rest of the proof, we simply show that $\sup_{x \in B_\eta} |\bar{g}_{m,d}(x) - g_d(x)| \to 0$ a.s. when $m \to \infty$.

**Step 2: showing that $\frac{1}{m} \sum_{i=1}^m (\bar{g}_{m,d}(X_i) - g_d(X_i))^2 \to 0$ a.s. as $m \to \infty$.** Following Step 1 in [32], we have:

$$\frac{1}{m} \sum_{i=1}^m (\bar{g}_{m,d}(X_i) - g_d(X_i))^2 \leq \frac{2}{m} \sum_{i=1}^m (Y_i - g_d(X_i))(\bar{g}_{m,d}(X_i) - g_d(X_i))1(X_i \in B_\eta)$$

$$+ \frac{2}{m} \sum_{i=1}^m (Y_i - g_d(X_i))(\bar{g}_{m,d}(X_i) - g_d(X_i))1(X_i \notin B_\eta)$$

Step 3 of [32] combined to (20) enables us to show that for large enough $m$,

$$\frac{2}{m} \sum_{i=1}^m (Y_i - g_d(X_i))(\bar{g}_{m,d}(X_i) - g_d(X_i))1(X_i \notin B_\eta) \leq \epsilon \text{ a.s..} \quad (22)$$

We now focus on the term that includes the sample points in $B_\eta$. As done in [32], we replace $\bar{g}_{m,d}$ by a deterministic approximation and then apply the strong law of large numbers. Let $\mathcal{C} = \{\text{polynomials } p : B_\eta \to \mathbb{R} \text{ of degree } d, M_\eta \text{-Lipschitz with } |p(x)| \leq c_\eta, \forall x \in B_\eta\}$, where $M_\eta$ and $c_\eta$ are the constants given in Lemma [B.6] which do not depend on the data $(X_1, Y_1), \ldots, (X_m, Y_m)$. Lemma [B.6] implies that $\bar{g}_{m,d}$ belongs to $\mathcal{C}$ for large enough $m$. Furthermore, given that $\mathcal{C}$ is a subset of the set of continuous functions over the box $B_\eta$ and given that all functions in $\mathcal{C}$ are uniformly bounded and Lipschitz, it follows from Ascoli-Arzelà’s theorem that $\mathcal{C}$ is compact in the metric $d(f, g) = \sup_{x \in B_\eta} |f(x) - g(x)|$. As a consequence, $\mathcal{C}$ has a finite $\epsilon$-net: we denote by $p_1, \ldots, p_R$ the polynomials belonging to it. Hence, for large enough $m$, there exists $r \in \{1, \ldots, R\}$ such that $\sup_{x \in B_\eta} |p_r(x) - \bar{g}_{m,d}(x)| < \epsilon$, which is the deterministic approximation of $\bar{g}_{m,d}$. Following Step 7 of [32], we show that:

$$\frac{2}{m} \sum_{i=1}^m (Y_i - g_d(X_i))(\bar{g}_{m,d}(X_i) - g_d(X_i))1(X_i \in B_\eta)$$

$$\leq \frac{2}{m} \cdot \epsilon \sum_{i=1}^m |Y_i - g_d(X_i)| \leq \max_{j=1,\ldots,R} \frac{2}{m} \sum_{i=1}^m (Y_i - g_d(X_i))(p_j(X_i) - g_d(X_i))1(X_i \in B_\eta).$$
As $g_d$ is bounded over $B$, we use the strong law of large numbers to obtain
\[
\frac{1}{m} \sum_{i=1}^{m} |Y_i - g_d(X_i)| \leq 2E[|Y_1 - g_d(X_1)|] \text{ a.s., for large enough } m. \tag{23}
\]
We also have for any $j \in \{1, \ldots, R\}$, using Proposition 3.11 and Assumption 3
\[
\frac{2}{m} \sum_{i=1}^{m} (Y_i - g_d(X_i))(p_j(X_i) - g_d(X_i))1(X_i \in B_\eta)
= \frac{2}{m} \sum_{i=1}^{m} (Y_i - f(X_i) + f(X_i) - g_d(X_i))(p_j(X_i) - g_d(X_i))1(X_i \in B_\eta)
\leq \frac{2}{m} \sum_{i=1}^{m} \nu_i(p_j(X_i) - g_d(X_i))1(X_i \in B_\eta) + \frac{2}{m} \epsilon \sum_{i=1}^{m} |p_j(X_i) - g_d(X_i)|1(X_i \in B_\eta).
\]

Given Assumption 1 and the fact that $h_j$ is uniformly bounded over $B_\eta$, from the strong law of large numbers, for any $j \in \{1, \ldots, r\}$ and for large enough $m$, we have
\[
\frac{2}{m} \sum_{i=1}^{m} \nu_i(p_j(X_i) - g_d(X_i))1(X_i \in B_\eta) \leq \epsilon \text{ a.s.} \tag{24}
\]
Similarly, using the strong law of large numbers again, for large enough $m$,
\[
\frac{1}{m} \sum_{i=1}^{m} |p_j(X_i) - g_d(X_i)|1(X_i \in B_\eta) \leq 2E[|p_j(X_1) - g_d(X_1)|1(X_1 \in B_\eta)] \text{ a.s.} \tag{25}
\]
Combining (23), (24), and (25), we conclude that for large enough $m$,
\[
\frac{2}{m} \sum_{i=1}^{m} (Y_i - g_d(X_i))(\bar{g}_{m,d}(X_i) - g_d(X_i))1(X_i \in B_\eta)
\leq 2\epsilon \left( 2E[|Y_1 - g_d(X_1)|] + \max_{j=1,\ldots,R} 2E[|p_j(X_1) - g_d(X_1)|1(X_1 \in B_\eta)] \right) + \epsilon.
\]
Combining this with (22) in (21), we obtain our conclusion.

**Step 3:** showing that $\sup_{x \in B_\eta} |g_d(x) - \bar{g}_{m,d}(x)| \to 0$ a.s. when $m \to \infty$. This follows immediately from Step (8) in B.2. \qed

### B.4 Proof of Proposition 3.13

Our first step is to show that, given a sequence of optimization problems, convergence of the objective values implies convergence of the minimizers under certain assumptions.

**Theorem B.8.** Let $f : \mathbb{R}^n \to \mathbb{R}$ be a strictly convex quadratic function and let $x^*$ be its (unique) minimizer (which must exist as $f$ is coercive) over a closed convex set $S \subseteq \mathbb{R}^n$. Suppose that a sequence $\{x_j\}_j \subseteq S$ is such that $\lim_{j \to \infty} f(x_j) = f(x^*)$. Then, $\lim_{j \to \infty} ||x_j - x^*|| = 0$.

The proof of this theorem requires the following lemma.
Lemma B.9. Let $x^* \in \mathbb{R}^n$ and \{S_j\}_j \subset \mathbb{R}^n be a sequence of sets satisfying (i) $S_j \neq \emptyset$, (ii) $S_{j+1} \subseteq S_j$, for $j = 1, 2, \ldots$, (iii) $\cap_j S_j = \{x^*\}$, then, $\forall \epsilon > 0$, $\exists k_0$ such that $S_k \subseteq B(x^*, \epsilon)$, $\forall k \geq k_0$, where $B(x^*, \epsilon)$ is the ball centered at $x^*$ and with radius $\epsilon > 0$.

Proof. Let $d_k = \text{diam}(S_k) := \max_{y,z \in S_k} ||y - z||$, which is finite for all $k$ by virtue of (i). We claim that $\lim_{k \to \infty} d_k = 0$. Indeed, due to (ii) and the nonincreasing and bounded below by zero, thus, it converges to some limit $d^*$, with $d_k \geq d^*, \forall k$. Suppose for the sake of contradiction that $d^* > 0$. As $S_k$ is compact for all $k$, there exists $y_k$ and $z_k$ in $S_k$ such that $||y_k - z_k|| = d_k$. As $\{y_k\}_k$ is a bounded sequence, it has a convergent subsequence $\{y_{\phi(k)}\}$. Likewise, $\{z_{\phi(k)}\}$ is a bounded sequence, so it has a convergent subsequence $\{z_{\phi(k)}\}$. Let $\bar{y} := \lim_{k \to \infty} \{y_{\phi(k)}\}$ and $\bar{z} := \lim_{k \to \infty} \{z_{\phi(k)}\}$. As $||y_{\phi(k)} - z_{\phi(k)}|| = d_{\phi(k)} \geq d^*, \forall k$, and $|| \cdot ||$ is continuous, we have that $||\bar{y} - \bar{z}|| \geq d^*$. Now, for any $i \in \mathbb{Z}_+$, (ii) implies that $y_{\phi(k)}$, $z_{\phi(k)} \in S_i$ for $\phi(k) \geq i$. Since $S_i$ is closed by virtue of (i), we must have $\bar{y}, \bar{z} \in S_i$. As the $i$ chosen before was arbitrary and using (iii), it follows that $\bar{y} \in \cap_k S_k = \{x^*\}$ and $\bar{z} \in \cap_k S_k = \{x^*\}$, which contradicts $||\bar{y} - \bar{z}|| \geq d^* > 0$. This proves the claim.

From the claim, we know that $\forall \epsilon > 0$, $\exists k_0$ such that $d_k < \epsilon$, $\forall k \geq k_0$. As $d_k = \max_{y,z \in S_k} ||y - z|| \geq \max_{z \in S_k} ||x^* - z||$, $\max_{z \in S_k} ||x^* - z|| < \epsilon$, $\forall k \geq k_0$. This implies that $S_k \subseteq B(x^*, \epsilon), \forall k \geq k_0$. ☐

Proof of Theorem B.8. Let $S_k := \{x \in S \mid f(x) \leq f(x^*) + \frac{1}{k}\}$. The assumptions of Lemma B.9 are met: (i) holds as $S_k$ is nonempty (it contains $x^*$) and compact (it is contained in the sublevel set of a coercive function); (ii) holds as $S_{k+1} \subseteq S_k$ by definition; and (iii) holds as $x^*$ is contained in $S_k$ for all $k$, and it is the unique minimizer of $f$ over $S$. We can thus apply Lemma B.9 with $c > 0$. From Lemma B.9, $\exists k_0$ s.t. $\forall k \geq k_0, x \in S$ and $f(x) \leq f(x^*) + \frac{1}{k} \Rightarrow ||x - x^*|| \leq \epsilon$. Now, as $\lim_{j \to \infty} f(x_j) = f(x^*)$, then $\exists j_0$ such that $\forall j \geq j_0, |f(x_j) - f(x^*)| \leq \frac{1}{k_0}$. As $x_j \in S, \forall j$, it follows that $||x_j - x^*|| \leq \epsilon$, which concludes the proof. ☐

Proof of Proposition 3.1. Let $m, d, r \in \mathbb{N}$. We identify polynomials in $P_{m,d}$ with their coefficients in $\mathbb{R}^{(n + d)}$, using the same notation for both. We apply Theorem B.8 with $f(c) = \sum_{i=1}^{m} (Y_i - c(X_i))^2$, which is a strictly convex quadratic function by virtue of our assumptions on $m$ and on the data. To show (i), we let $S = \{c \in \mathbb{R}^{(n + d)} \mid H_c(x) \geq 0, \forall x \in B\}$ with $\tilde{g}_{m,d}$ being $x^*$ and $\{\tilde{g}_{m,d}, r\}_d$ being $\{x_j\}_j$. Similarly, for (ii), we let $S = \{c \in \mathbb{R}^{(n + d)} \mid \frac{\partial c}{\partial x_i} \geq K_i^-, \forall x \in B, i \in I^-, \frac{\partial c}{\partial x_i} \leq K_i^+, \forall x \in B, i \in I^+\}$ with $\tilde{h}_{m,d}$ being $x^*$ and $\{\tilde{h}_{m,d}, r\}_d$ being $\{x_j\}_j$.

It remains to show that $\{f(\tilde{g}_{m,d}, r)\}_d$ converges to $\{\tilde{g}_{m,d}\}$ to show that (i) holds. Let $\epsilon > 0$ and let $\epsilon^2 = \frac{\epsilon^2}{m(n + 9m(n - 1)^2)}$. Define $D \in \mathbb{R}^{n \times n}$ to be a diagonal matrix with $i$th entry

$D_{ii} = \frac{1}{u_i - l_i} > 0$ and $d \in \mathbb{R}$ to be a vector with $i$th entry $d_i = -1 - \frac{t_i}{u_i - l_i}$. We then let $z = D \cdot x + d$, with $z \in [-1, 1]^n$ when $x \in B$. Consider now $\tilde{g}_{m,d}(z) := \tilde{g}_{m,d}(D^{-1}z - D^{-1}d) = \tilde{g}_{m,d}(x)$. As $\tilde{g}_{m,d}$ is convex over $B$, $\tilde{g}_{m,d}$ is convex over $[-1, 1]^n$. By Theorem 3.1, there exists $d'_0$ such that, for all $d'_0 \geq d'_0, f_{m,d}(z) := \tilde{g}_{m,d}(z) + \epsilon' \Theta_d(z)$ is sos-convex. We let $f_{m,d}(x) := f_{m,d}(D \cdot x + d)$, which is also sos-convex. Then,

$$\sum_{i=1}^{m} (f_{m,d}(X_i) - \tilde{g}_{m,d}(X_i))^2 = \sum_{i=1}^{m} \epsilon^2 (\Theta_d(DX_i + d))^2 \leq \sum_{i=1}^{m} \epsilon^2 ||\Theta_d||^2 \cdot ||DX_i + d||^2 \leq \epsilon^2,$$

where the second inequality follows from the Cauchy-Schwarz inequality with $||\Theta_d||^2$ being the 2-norm of the coefficients of $\Theta_d$, and the third inequality follows by definition of $\epsilon'$ and the fact that $DX_i + d \in [-1, 1]^n$. Now, by definition of $\tilde{g}_{m,d}, r$, as $f_{m,d}$ is sos-convex, we have

$$\sum_{i=1}^{m} (Y_i - \tilde{g}_{m,d,r}(X_i))^2 \leq \sum_{i=1}^{m} (Y_i - f_{m,d}(X_i))^2,$$

which implies $\sum_{i=1}^{m} (\tilde{g}_{m,d}(X_i) - \tilde{g}_{m,d,r}(X_i))^2 \leq \sum_{i=1}^{m} (Y_i - \tilde{g}_{m,d}(X_i))^2$. Now, by definition of $\tilde{g}_{m,d,r}$, as $f_{m,d, r}$ is sos-convex, we have

$$\sum_{i=1}^{m} (Y_i - \tilde{g}_{m,d,r}(X_i))^2 \leq \sum_{i=1}^{m} (Y_i - f_{m,d}(X_i))^2,$$

which implies $\sum_{i=1}^{m} (\tilde{g}_{m,d}(X_i) - \tilde{g}_{m,d,r}(X_i))^2 \leq \sum_{i=1}^{m} (Y_i - \tilde{g}_{m,d}(X_i))^2$. Now, by definition of $\tilde{g}_{m,d,r}$, as $f_{m,d, r}$ is sos-convex, we have

$$\sum_{i=1}^{m} (Y_i - \tilde{g}_{m,d,r}(X_i))^2 \leq \sum_{i=1}^{m} (Y_i - f_{m,d}(X_i))^2,$$
\[
\sum_{i=1}^{m}(\partial_gm_d(X_i) - f_m,d'(X_i))^2 \leq \epsilon^2 \text{ from the triangle inequality and the previous inequality. Thus,}
\[
\sqrt{\sum_{i=1}^{m}(Y_i - \tilde{g}_m,d'(r)(X_i))^2 - \epsilon} \leq \sqrt{\sum_{i=1}^{m}(Y_i - \tilde{g}_m,d(r)(X_i))^2} \leq \sqrt{\sum_{i=1}^{m}(Y_i - \tilde{g}_m,d'(r)(X_i))^2},
\]
where the first inequality is a consequence of the reverse triangle inequality and the second is by definition of \( \tilde{g}_m,d \). It follows that \( \lim_{d' \to \infty} f(\tilde{g}_m,d',r) = f(\tilde{g}_m,d) \). We proceed similarly for (ii). \( \square \)

C Proofs and Additional Figures for Section 4

C.1 Proof of Theorem 4.1

Lemma C.1. Given a polynomial \( p \) of degree \( d \geq 3 \), a vector \( K \) as in Definition 3, and a box \( B \) as defined in (7), it is strongly NP-hard to test whether \( p \) has \( K \)-bounded derivatives over \( B \).

Proof. We first show the result for \( d = 3 \) via a reduction from MAX-CUT. Recall that in an unweighted undirected graph \( G = (V, E) \) with no self-loops, a cut partitions the \( n \) nodes of the graph into two sets, \( S \) and \( \bar{S} \). The size of the cut is the number of edges connecting a node in \( S \) to a node in \( \bar{S} \) and MAX-CUT is the problem: given a graph \( G \) and an integer \( k \), test whether \( G \) has a cut of size at least \( k \). It is well known that MAX-CUT is NP-hard [18].

Let \( A \) be the adjacency matrix of the graph, i.e., \( A \in \{0,1\}^{n \times n} \) with \( A_{ij} = 1 \) if \( \{i,j\} \in E \) and \( A_{ij} = 0 \) otherwise, and let \( \gamma := \max_i \{A_{ii} + \sum_{j \neq i} |A_{ij}| \} \). Note that \( \gamma \) is the maximum degree in the graph and so an integer, and an upper bound on the largest eigenvalue of \( A \) [10].

We show that \( G \) does not have a cut of size \( \geq k \) if and only if the cubic polynomial

\[
p(x_1, \ldots, x_n) = \sum_{j=2}^{n} x_j^3 \frac{A_{ij}x_j}{4} + \frac{x_1}{2} \sum_{1 \leq i < j \leq n} x_i A_{ij} x_j - \frac{\gamma x_1^3}{12} - \frac{\gamma x_1}{4} \sum_{i=2}^{n} x_i^2 + x_1 \left( k + \frac{n\gamma}{4} - \frac{e^T A e}{4} \right)
\]

has \( K \)-bounded derivatives on \( B = [-1, 1]^n \), where

\[
K_1^- = 0, \quad K_1^+ = n^2 + k, \quad K_2^- = \ldots = K_n^- = -n, \quad K_2^+ = \ldots = K_n^+ = n + 1.
\]

Letting \( x = (x_1, \ldots, x_n)^T \), we compute the partial derivatives of \( p \):

\[
\frac{\partial p(x)}{\partial x_1} = \frac{1}{4} x^T(A - \gamma I)x + (k + \frac{n\gamma}{4} - \frac{e^T A e}{4}),
\]

\[
\frac{\partial p(x)}{\partial x_i} = \frac{1}{4} x^T A_{ii} + \frac{1}{2} x_1 \cdot \sum_{j \neq i, j > 1} x_j A_{ij} - \frac{\gamma}{2} x_1 \cdot x_i, \quad i = 2, \ldots, n.
\]

As \( x \in [-1, 1]^n \) and \( \gamma \leq n \), it is straightforward to check that \( \frac{\partial p(x)}{\partial x_1} \leq K_1^+ \) and \( K_1^- \leq \frac{\partial p(x)}{\partial x_i} \leq K_i^+ \), for \( i = 2, \ldots, n \), \( \forall x \in B \). The statement to show thus becomes: \( G \) does not have a cut of size \( \geq k \) if and only if \( \frac{\partial p(x)}{\partial x_1} \leq \frac{1}{4} x^T(A - \gamma I)x + k + \frac{n\gamma}{4} - \frac{e^T A e}{4} \geq K_1^- = 0, \forall x \in B \). The converse implication is easy to prove: if \( \frac{\partial p(x)}{\partial x_1} \geq 0 \) for all \( x \in B \), then, in particular, \( \frac{\partial p(x)}{\partial x_1} \geq 0 \) for \( x \in \{-1, 1\}^n \). When \( x \in \{-1, 1\}^n \), \( \gamma x^T x = \gamma n \), and so \( k \geq \frac{1}{4} e^T A e - \frac{1}{4} x^T A x, \forall x \in \{-1, 1\}^n \). Any cut in \( G \) can be encoded by a vector \( x \in \{-1, 1\}^n \) with \( x_i = 1 \) if node \( i \) is on one side of the cut and with \( x_i = -1 \) if node \( i \) is on the other. The size of the cut is then given by \( \frac{1}{4} e^T A e - \frac{1}{4} x^T A x \) [21]. Hence, this is equivalent to stating that all cuts in \( G \) are of size less than or equal to \( k \).
and a box \( \tilde{B} = [\tilde{x}] \Leftrightarrow \set{\lambda_{x_i}} \) be arbitrary numbers in \( \mathbb{R} \), then there is exactly one polynomial \( p \in P_{n,d} \) such that \( p(w_i) = f_i, i = 1, \ldots, (n+d) \).

**Proof of Theorem 4.1.** Let \( d \geq 3 \). We only show NP-hardness of BD-DER-REG-\( d \) (the proof of NP-hardness of CONV-REG-\( d \) is analogous). This is done via a reduction from the problem in Lemma C.1. Consider an instance of the problem, i.e., a polynomial \( \tilde{p} \) of degree \( d \), a vector \( \tilde{K} \), and a box \( B \) such that there exists \( t = 0 \). Recalling that \( B = [\tilde{l}_1, \tilde{u}_1] \times \ldots \times [\tilde{l}_n, \tilde{u}_n] \), set \( \theta_0 = (\tilde{l}_1, \tilde{l}_2, \ldots, \tilde{l}_n), \theta_1 = (\tilde{u}_1, \tilde{l}_2, \ldots, \tilde{u}_n), \ldots, \theta_n = (\tilde{l}_1, \tilde{l}_2, \ldots, \tilde{u}_n) \) and take \( X_1, \ldots, X_m \), where \( m = \binom{n+d}{d} \), to be the points contained in \( \Gamma_{n,d} \) as in (29). Note that \( X_1, \ldots, X_m \) are rational, can be computed in polynomial time, and belong to \( B \) as \( \theta_0, \ldots, \theta_n \in B \). We then take \( Y_i = \tilde{p}(X_i), i = 1, \ldots, m \). It is easy to see that the answer to BD-DER-REG-\( d \) is YES if and only if \( \tilde{p} \) has \( \tilde{K} \)-bounded derivatives on \( \tilde{B} \). The converse is immediate by taking \( p = \tilde{p} \). For the implication, if the answer to BD-DER-REG-\( d \) is YES, then there exists a polynomial \( p \) of degree \( d \) with \( \tilde{K} \)-bounded derivatives over \( B \) such that \( \sum_{i=1}^m (Y_i - p(X_i))^2 = 0 \), i.e., \( p(X_i) = Y_i \) for \( i = 1, \ldots, m \). From Lemma C.3 as \( \tilde{p} \in P_{n,d} \), it must be the case that \( p = \tilde{p} \) and \( \tilde{p} \) has \( \tilde{K} \)-bounded derivatives over \( B \).
Table 5: Ratio of the objective of the sample problem against that of the sos-shape constrained problem for varying $d$, $L$ and $\ell$ for the application in Section 5.3

| $d=3$ | $d=5$ |
|-------|-------|
| $L=2$ | $L=5$ | $L=10$ | $L=2$ | $L=5$ | $L=10$ |
| $\ell=0.1$ | 0.927 | 0.930 | 0.939 | 0.849 | 0.967 | 0.956 |
| $\ell=0.5$ | 0.980 | 0.979 | 0.977 | 0.956 | 0.965 | 0.963 |
| $\ell=1$ | 0.999 | 0.999 | 0.999 | 0.998 | 0.998 | 0.999 |

Now, let $d = 1$ and denote by $\mathbf{K}^+ = (K_1^+, \ldots, K_n^+)$ and by $\mathbf{K}^- = (K_1^-, \ldots, K_n^-)$. The answer to BD-DER-REG-$d$ is YES if and only if the optimal value of $\min_{a_0 \in \mathbb{R}, \, \lambda \leq a \leq \mathbf{K}^-} \sum_{i=1}^{m} (Y_i - a^T X_i - a_0)^2$ is less than or equal to $t$ (here the inequalities are component-wise). As this is a QP, BD-DER-REG-$d$ is in P when $d = 1$. Similarly, the answer to CONV-REG-$d$ is YES if and only if the optimal value of $\min_{a_0 \in \mathbb{R}, \, a \in \mathbb{R}^n} \sum_{i=1}^{m} (Y_i - a^T X_i - a_0)^2$ is $\leq t$ (as any affine function is convex). This can be done by solving a system of linear equations, which implies that CONV-REG-$d$ is in P for $d = 1$.

Let $d = 2$ and let $S^n$ be the set of $n \times n$ symmetric matrices. We let $p(x) = x^T Qx + b^T x + c$, where $Q \in S^n$, $b \in \mathbb{R}^n$, $c \in \mathbb{R}$. We answer YES to BD-DER-REG-$d$ if and only if the optimal value of

$$
\min_{Q \in S^n, \, b \in \mathbb{R}^n, \, c \in \mathbb{R}} \sum_{i=1}^{m} (Y_i - X_i^T Q X_i - b^T X_i - c)^2
$$

s.t. $\mathbf{K}^- \leq 2Qx + b \leq \mathbf{K}^+, \forall x \in B$

is less than or equal to $t$. As $B$ is a compact, convex, and full-dimensional polyhedron, one can use [23, Proposition 11.] to rewrite the condition $2Qx + b \leq \mathbf{K}^+$, $\forall x \in B$ equivalently as $\mathbf{K}^+ - 2Qx - b = \lambda + \mathbf{K}^- (x - l) + \Lambda^+(u - x)$, $\lambda \geq 0$, $\Lambda^+, \Lambda^- \geq 0$ where $\lambda \in \mathbb{R}^n$, $\Lambda^\pm \in \mathbb{R}^{n \times n}$ are additional variables. A similar technique can be used for $2Qx + b \geq \mathbf{K}^-$, $\forall x \in B$. Thus, (30) is equivalent to a QP and so testing whether its objective value is less than or equal to $t$ can be done in polynomial time. Now, the answer to CONV-REG-$d$ is YES if and only if the optimal value of $\min_{Q \in S^n, \, Q \geq 0, \, b \in \mathbb{R}^n, \, c \in \mathbb{R}} \sum_{i=1}^{m} (Y_i - X_i^T Q X_i - b^T X_i - c)^2$ is less than or equal to $t$. As this is a polynomial-size SDP, the result follows.

C.2 Additional Experimental Results for Section 4

We provide here a detailed comparison of the optimal value of the sample problem against that of the sos-shape constrained problem, as explained in Section 4. We consider the application in Section 5.3 and plot in Table 5 the ratio of the optimal value of the sample problem against that of the sos-shape constrained problem for varying $d$ and $L, \ell$, with $n = 3$, $R = 1$, and $N' = 100$.

D Proofs and Additional Figures for Section 5

Proof. Proof of Proposition 5.1: We prove each statement separately. For (i), for fixed $y \in \mathbb{R}^n$, $b \mapsto -\langle b, y \rangle$ is linear. Following [12, Section 3.2.3], $v_D(b, c)$ is convex in $b$. As $v_D(b, c) = v(b, c)$ by strong duality, the result follows. For (ii), for fixed $x \in \mathbb{R}^n$, $c \mapsto \langle c, x \rangle$ is linear. Following [12, Section 3.2.3], $v_C(b, c)$ is convex in $c$. As $v_C(b, c) = v(b, c)$ by strong duality, the result follows. For (iii), we refer here to [2] by $P_{b, c}$ to reflect the dependency of $[2]$ on $b$ and $c$. Let $b \preceq K b'$. Any feasible solution to $P_{b, c}$ is feasible to $P_{b', c}$. Indeed, if $x$ is a feasible solution to $P_{b, c}$, i.e., $x - A x \in K$, then $b' - A x = b' - b + b - A x \in K$. It follows that the feasible set of $P_{b, c}$ is a subset of that of $P_{b', c}$, and so $v(b', c) \leq v(b, c)$.
Proof. Proof of Proposition 5.2. Property (i) follows from Proposition 5.1 (i) and (14). Property (ii) follows from Proposition 5.1 (ii). For (iii), it is straightforward to see that \( v \) does not decrease with \( \beta^+ \) and \( \beta^- \) as \( \sum_{t=2}^{T} z_t^\pm \geq 0 \). It is also straightforward to see that \( v \) does not decrease with \( L \) as, when \( L \) increases, the left-hand side inequality in (14) becomes harder to satisfy, and so the feasible set shrinks. We give a proof by contradiction that \( v \) does not increase with \( \alpha^+ \). (a similar reasoning applies for \( \alpha^- \)). Let \( \alpha_1 < \alpha_2 \) and let \( v_1 \) (resp. \( v_2 \)) be the optimal value of (13) when \( \alpha^+ = \alpha_1 \) (resp \( \alpha_2 \)). By way of contradiction, we assume that \( v_1 > v_2 \). We denote an optimal solution to (13) when \( \alpha^+ = \alpha_2 \) by \( \{ \tilde{w}_t \}, \{ \tilde{z}_t^+ \}, \{ \tilde{z}_t^- \}, \tilde{C}, \{ \tilde{y}_r^L \}, \{ \tilde{q}_r^L \}, \{ \tilde{v}_r^L \}, \{ \tilde{u}_r^L \} \) and take \( \forall t, \tau, \\
w_t = \tilde{w}_t, z_t^\pm = \tilde{z}_t^\pm, \ C = \tilde{C}, \ y_r^L = \tilde{y}_r^L, \ q_r^L = \tilde{q}_r^L, \ v_r^L = \tilde{v}_r^L, \ u_r^L = \frac{\alpha_2}{\alpha_1}\tilde{u}_r^L. \) (31)

One can check that as \( \alpha_2/\alpha_1 \geq 1 \), this solution is feasible to (13) when \( \alpha^+ = \alpha_1 \). It is also easy to see that the corresponding optimal value equals \( v_2 \). As \( v_1 > v_2 \), this contradicts optimality of \( v_1 \).
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