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ABSTRACT: The reaction medium and conditions are the key parameters defining the efficiency and performance of a homogeneous catalyst. In the state-of-the-art molecular descriptions of catalytic systems by density functional theory (DFT) calculations, the reaction medium is commonly reduced to an infinitely dilute ideal solution model. In this work, we carry out a detailed operando computational modeling analysis of the condition dependencies and nonideal solution effects on the mechanism and kinetics of a model ester hydrogenation reaction by a homogeneous Mn(I)-P,N catalyst. By combining DFT calculations, COSMO-RS solvent model, and the microkinetic modeling approach, the kinetic behavior of the multicomponent homogeneous catalyst system under realistic reaction conditions was investigated in detail. The effects of the reaction medium and its dynamic evolution in the course of the reaction were analyzed by comparing the results obtained for the model methyl acetate hydrogenation reaction in a THF solution and under solvent-free neat reaction conditions. The dynamic representations of the reaction medium give rise to strongly nonlinear effects in the kinetic models. The nonideal representation of the reaction medium results in pronounced condition dependencies of the computed energetics of the elementary reaction steps and the computed kinetic profiles but affects only slightly such experimentally accessible kinetic descriptors as the apparent activation energy and the degree of rate control.

1. INTRODUCTION

Homogeneous catalysis by transition metal complexes is an important strategy for the efficient and sustainable production of chemical products and intermediates used in pharmaceuticals, fragrances, and fine chemicals. Catalytic hydrogenation of unsaturated organic molecules with H₂ provides a highly atom-efficient and green alternative to the conventional stoichiometric synthetic routes utilizing inorganic hydrides as the reducing agents. The development of new efficient hydrogenation catalyst systems based on earth-abundant, inexpensive, and biocompatible 3d metals is an important and active area of research. Computations play an important role in modern catalysis and chemistry research by providing an atomistic framework to rationalize and support the experimental spectroscopic and reactivity studies and increasingly in the recent years, to guide and support the experimental development and optimization of new and improved catalyst systems.

Modern quantum chemistry, and in particular, density functional theory (DFT) methods provide practical and efficient computational tools to obtain detailed insights into the mechanisms of catalytic reactions, nature of key catalytic intermediates and transition states, and the associated energetics of the elementary steps. The prediction of geometries and properties of reaction intermediates is usually accurate and consistent among different functionals. DFT is very powerful, and efforts are continuously being made to develop more accurate computational methods based on new exchange–correlation functionals and wave-function-based methods.

When applied to practical problems of chemistry and catalysis, the computational accuracy is contributed by both the accuracy of the quantum chemical method and the completeness of the chemical model used to represent the catalytic system in question. The latter represents a particular challenge when simulating chemical processes in multicomponent concentrated reactive solutions commonly encountered in the practice of homogeneous catalysis. There is a substantial condition gap between the experiments with their highly complex multicomponent reaction systems and the highly reduced computational models. Operando modeling approaches are being developed to close this gap and enable the detailed in silico analysis of the condition dependencies in practical catalytic systems.
In applied computational catalysis, the reaction environment is commonly reduced to an oversimplified implicit solvent model that does not account for all the solvation and complex medium effects. Bridging the condition gap between the experiment and the model is an important challenge on the way toward predictive catalysis modeling. Development of computational approaches to analyze the effect of the multicomponent reaction environment that includes solvent, reactants, as well as various promoters and additives is key to understanding the factors that define the catalytic performance. The choice of the reaction medium and conditions can determine whether the catalytic conversion takes place or not. It is therefore important to investigate how the variations in the representation of the reaction environment and its composition affect the macro- and microscopic characteristics of a multicomponent catalytic reaction system.

Ester hydrogenation by homogeneous transition metal catalysts is an example of a highly complex multicomponent and multiphase catalyst system. In the past, catalytic systems based on ruthenium, iron, osmium, and manganese have been investigated thoroughly. However, a vast majority of studies have been devoted to ester hydrogenation by Ru- or Fe-based catalysts. Following the first report by Beller and co-workers on a Mn-catalyst for the ester hydrogenation processes, manganese has been in the focal area of homogeneous hydrogenation catalysis research in view of its abundance and biocompatibility. For these systems, different mechanisms have been proposed and the presence of a solvent, additives, and base seems to be crucial for the catalytic reaction. Because of the diversity in conditions and substrate scope, it remains challenging to analyze their specific contributions to the reactivity of the catalyst. This highlights the need to switch to a more complex system description and analysis. One widely employed method to analyze catalytic systems under the reaction conditions (operando) is microkinetic modeling. However, its application to homogeneous catalysis is still relatively scarce.

Our group has reported an ester hydrogenation catalytic system based on a nonpincer Mn-P,N catalyst, whose performance is defined by the multicomponent reaction environment (Figure 1). Mechanistic studies combining DFT calculations and ab initio thermodynamic analysis of multicomponent reactive solutions highlighted the role of the complexity of the reaction environment in such systems and put forward a hypothesis on the mechanistic role of the base promoters and the concentrated reaction medium in this system. The base additive plays a role in both catalyst activation and catalytic ester conversion itself. Excess base helps removing trace amounts of water, aids substrate prearrangement, and supplements the entropic effects in base-assisted ester activation by Mn-P,N. Moreover, it has been proposed that the inorganic base promotes hydrolysis paths to reactivate the alkoxy resting state.

Previously, the operando modeling of the multicomponent solution has been used to analyze condition dependencies of the thermodynamics of competing reaction paths to identify potential deactivating channels and resting states. The properties of the reaction environment dynamically change in the course of the catalytic reaction from an ester (apolar, \( \varepsilon(\text{CH}_3\text{COOCH}_3)_{298K} = 6.7 \)) to alcohol (polar, \( \varepsilon(\text{CH}_3\text{OH})_{298K} = 33.6 \)). We anticipate that such an evolution of the medium and the associated condition dependencies will affect the reaction kinetics as well. Therefore, in this study, we examine the influence of different solvent descriptions on the computed reactivity of the Mn-P,N-based ester hydrogenation system.

This work reports the development of an operando DFT-based kinetic model accounting for the multicomponent and dynamic nature of the Mn-P,N homogeneous ester hydrogenation catalyst system. Four different approaches of varying complexity were considered to account for the solvation environment, as illustrated in Figure 2. The basic gas-phase model (GP) completely neglects the solvent environment. The reaction components in this model are considered as separate noninteracting species, while the reaction conditions are accounted for here via the entropic and finite temperature corrections computed from statistical thermodynamics in the ideal gas approximation. The IS model stands for ideal solution in which the bulk solvent effects are accounted for via the COSMO-RS implicit solvent model but the components are considered as noninteracting. Here, a mixed-solvent model of THF and KOtBu base promoter was used to mimic the experimental conditions. However, in the experiments, the substrates and the products account for a substantial fraction of the reaction mixture. During the catalytic reaction, the ester substrate converts gradually to an alcohol product. Together with the reaction environment, dielectric constants, hydrogen bonding patterns, and the mode of solvation changes. To account for these factors, we introduced the concentration gradient corrections in the dynamic real solution (RS) models for the reaction in the THF solvent (RS-THF) and under solvent-free neat conditions (RS-pure). In the latter, the starting solvent is a reactant that is being fully converted to...
another solvent, that is, the product, therefore changing the properties of the solution completely. The RS-THF model resemble the common lab conditions. The mixed-solvent model is considered with realistic concentrations of the reagents and products as the reaction proceeds in THF as the main solvent.

The paper is organized into three sections. After describing the details of computational methodologies in Section 2, the results and discussion Section 3 begins with the introduction of the two competitive mechanisms and the presentation of the standard DFT results for the respective reaction paths. This is followed by the discussion of the effect of the solvent model on the computed free energy profiles, which are further utilized to construct a full condition-dependent microkinetic description of the system. The main findings and observations are summarized in the conclusion Section 4.

2. COMPUTATIONAL DETAILS

Geometry optimization and frequency analysis for intermediates and transition states were carried out in the framework of DFT using the Gaussian16 C0.1 program. The hybrid exchange–correlation functional PBE0 was used in combination with the 6–311+G(d,p) basis set on all atoms for geometry optimization and vibrational analysis. Van der Waals interactions are accounted for by the DFT-D3 (BJ) method. An ultrafine grid was uniformly used. The nature of each stationary point was confirmed by frequency analysis in which zero imaginary frequencies for minima and one for transition states were found. Reaction ($\Delta E$) and activation energies ($\Delta E^*$) reported in the Supporting Information were corrected for zero-point energy (ZPE) from the normal-mode frequency analysis. Electronic energies ($\Delta E_{\text{DFT}}$) and entropies ($\Delta S$) were used for the calculations of the standard gas-phase Gibbs free energies ($\Delta G_{\text{GP}}^\circ$) at a temperature ($T$) of 373.15 K.

The solvation free energy contributions for the ideal solution approximation in THF ($\Delta G_{\text{IS}}$) and the Gibbs free energies for the two real solution approximations ($\Delta G_{\text{RS}}$) were computed with the COSMO-RS method. The respective corrections were calculated using the COSMOthermX version C3.0 program at the recommended BP86 level of theory (for more details, see the Supporting Information). H2 pressure was set in the calculations to 50 bar, which is the value used in the original experimental study. The chemical composition of the ideal solution (IS) is 0.75 mol KOTBu, 24.6 mol THF, and 0.3 mol dodecane. For the real solvent-free approximation (RS-pure), the starting reaction medium is composed of 0.1 mol KOTBu, 1 mol methyl acetate, and 0.3 mol dodecane. The real solvent model including the THF solvent (RS-THF) is made up of 0.75 mol KOTBu, 24.6 mol THF, 1 mol methyl acetate, and 0.3 mol dodecane.

For the microkinetic model, an in-house python script was used and the reaction kinetics were derived for a batch-type reactor (see Section S1 of the Supporting Information). Reaction rate constants were calculated using the Eyring equation. The Gibbs free energy in gas or solvent was computed as outlined in Figure 1 and Section S1 of the Supporting Information. Each solvent model and pathway were examined separately. To compute the kinetic profile of the dynamic reactions, the energy contributions were implemented as a function of alcohol product concentration. Standard conditions in the free energy analysis were defined as the conditions at the start of each catalytic cycle and they were...
kept unchanged during the microkinetic cycle. Apparent activation energies were calculated in a temperature range of 36 K in five steps (345.5 K, 363.8 K, 373.15 K, 382.5 K, and 392 K). The reaction rates were determined in the initial phase of the reaction. To determine the degree of rate control, the rate constants were varied with factors between 0.996 and 1.004 (0.996, 0.998, 1, 1.002, and 1.004).

3. RESULTS AND DISCUSSION

3.1. Reaction Mechanism. In line with the earlier mechanistic studies, here, we considered two competing reaction pathways for ester hydrogenation with the Mn-P,N catalyst depicted in Scheme 1 as the hydrogen shuttle (HS) and the alkoxide (AX) mechanisms. Figure 3 presents the corresponding standard Gibbs free energy diagrams calculated in the GP approximation ($\Delta G^\text{GP}$). The optimized geometries for all intermediates and transition states with the crucial structural information and the respective ZPE-corrected DFT energies are summarized in Figures S1 and S2. The optimized structures in xyz format are also provided as the Supporting Information.

Both paths start with the coordination of the ester substrate to the Mn–H complex (I) forming a weak hydrogen-bonded complex II. The subsequent hydride transfer to the carbonyl carbon is the most activated and endergonic step along the reaction path. It proceeds with a standard Gibbs free energy barrier of 102 kJ/mol and results in the intermediate III, which is 78 kJ/mol higher in energy than the starting configuration. Next, complex III coordinates molecular H$_2$ to form the σ-complex IV. The endergonic nature of this step (III + H$_2$ → IV, $\Delta G^\text{GP}$ = 62 kJ/mol) is due to the translational entropy loss and the change of Mn coordination from trigonal pyramidal to an octahedral one upon H$_2$ complexation. Subsequent heterolytic H$_2$ dissociation over Mn···gem-acetaldehyde—base pair yields state V featuring molecular acetaldehyde (AcH), methanol (MeOH), and the catalytic Mn–H species. Next, methanol is released from the reactive ensemble (V → VI) followed by a hydride transfer to AcH (VI → VII) that proceeds with a free energy barrier of only 13 kJ/mol. Both steps are exergonic, and they decrease the standard Gibbs free energy of the system by 19 kJ/mol. The catalytic cycle is closed via an endergonic coordination of H$_2$ to the S-coordinated Mn-center followed by a barrierless heterolytic H$_2$ cleavage by which the methoxide moiety is protonated and the initial complex I is regenerated.

The alternative AX path diverges from the HS channel after the formation of the gem-acetaldehyde. In this path, the intermediate III undergoes a barrierless retro-aldol transformation to form state IX. Release of AcH from IX produces a Mn–methoxide complex MeOH/IX that has previously been proposed as the resting state for the catalytic reaction. Further transformation of this complex requires the replacement of the OCH$_3$ ligand with a H$_2$ molecule that is endergonic by 100 kJ/mol. However, as soon as the σ-H$_2$ complex is formed, it dissociates barrierless to produce MeOH/I, which after the MeOH release promotes the reduction of AcH following the HS mechanism.

The direct comparison of these two different pathways and their computed energetics reveals that the HS pathway proceeds through fewer but more endergonic steps, while the AX pathway includes more elementary steps with relatively lower barriers. This suggests that the AX path should in principle be favored. However, the current diagram was constructed using the gas-phase approximation in which the solvation effects were not accounted for. Furthermore, the coordination and decoordination steps were assumed to be elementary within the diagrams. However, a closer look at the computed data reveals that the barrier heights for the elementary steps that do not account for the ligand exchange are comparable. Under the catalytic conditions, the reaction rate will be defined by the whole reaction network and by the composition of the reaction medium. In the next sections, we will separately address the effects of the reactive environment on the reaction energetics and the overall kinetics of the catalytic process.

3.2. Condition-Dependent Free Energy Surfaces.

Three different solvation models, namely, IS, RS-THF, and RS-pure, introduced in section 2 were considered here. The corresponding results for the HS and AX pathways are summarized in Figure 4a,b, respectively. The in vacuo results obtained with the GP model are also presented as a reference with gray dashed lines. In the ideal THF solution (IS) model, the solvent-corrected standard free energies ($\Delta G^\text{S}$) are obtained by correcting the GP results with the estimated free energy of solvation ($\Delta G^\text{solv}$) of each species in an infinitely diluted pure THF solution. The RS model accounts for the multicomponent nature of the solution and for the evolution of its composition in the course of the reaction. For the latter, denoted as the gradient correction, the RS solvent correction terms are computed at varied concentrations of the ester substrate and alcohol products. As a result, the computed energetics become a function of the conversion. The energies of the individual states along the reaction coordinates are presented in the diagram as a range with a color gradient showing the evolution of the reaction medium from low (light color) to high (dark color) conversion levels. We considered
two situations, namely, when the reaction is carried out in a realistic THF solution (RS-THF) and solvent-free in neat ester (RS-pure). The medium composition and the reactions conditions do not change within each cycle to maintain the quasi-equilibrium that is required to obey the transition state theory.

The IS model shifts the energetics of individual states by $\Delta \Delta G$ ranging from $-20$ to $+20$ kJ/mol compared to the levels predicted within the GP approximation. The $\Delta \Delta G$ sign indicates relative stabilization (−) and destabilization (+) of the state in solution. The corrections are not uniform along the reaction coordinate. The IS correction affects only slightly ($\Delta \Delta G = 0 + 7$ kJ/mol, Figure 4) the initial steps of ester coordination and activation (steps I−III). In the AX cycle (Figure 4b), also the subsequent conversion of III to IX and the formation of the Mn−alkoxide complex (MeOH/IX) become less favorable within the IS model (Figure 4b).

However, for the subsequent steps of the catalytic cycle, a pronounced stabilizing effect of the solvent is observed (steps IV → I*, Figure 4a; steps b2−18, Figure 4b). The IS model consistently stabilizes the respective states by $\Delta \Delta G$ ranging from $-25$ to $-75$ kJ/mol. The overall hydrogenation reaction of ester to alcohol (I → I*) is also more exergonic in the IS model compared to the GP model.

Next, we consider the effect of the dynamic reaction environment during the catalytic process using the gradient RS models. The fundamental difference between the IS and the RS models is that in the latter, the presence of all components of the reaction medium is explicitly taken into account when computing the solvent corrections. This results in a more pronounced destabilization of the initial ester activation steps within the RS models. The results of the RS-THF model at low conversion levels resemble those obtained with the IS pure THF model. However, they deviate strongly for the intermediates with the increasing ester conversion, and accordingly, with the concentration for the alcohol product in the reaction medium. When hydrogenation is carried out using a neat ester substrate (RS-pure), the reaction proceeds over a wider range of compositions of the reaction medium. Similar to the IS model, the corrections as well as the energy ranges that they cover are not uniform along the reaction coordinates. Both RS models predict that the favorability of the overall reaction decreases with the increasing ester conversion.

The RS-THF model also predicts notable destabilization of the initial ester coordination steps (I → III) with $\Delta \Delta G = +6 + 31$ due to solvation. Unlike the IS case considered above, the destabilization effect of RS-THF solvation is also observed in the subsequent ester hydrogenolysis steps III−IV in the HS path ($\Delta \Delta G = +1 + 22$, Figure 4a), whereas it exerts a pronounced stabilization on the intermediates in the AX path (MeOH/IX → MeOH/I, $\Delta \Delta G = -26 -1$, Figure 4b). The effect of solvation on the subsequent aldehyde reduction (VI → VIII) varies with the conversion levels. Whereas the respective states are stabilized at low conversion levels, their energies gradually increase as the reaction progresses.

The RS-pure model represents the neat catalytic reaction. The reaction environment therefore drastically changes in the course of the reaction from an ester to ethanol solution. Note that the catalytic environment at all conversion levels is modeled as a mixed solvent containing, in addition to the substrate and the product, also 10 mol % KOrBu base promoter. The general trends observed with the RS-pure model resemble those established with RS-THF, albeit with a more pronounced composition dependency observed at each step. Here, the initial ester coordination (I → III) is destabilized by $\Delta \Delta G = +1 + 19$. The destabilizing effect is less pronounced than for the RS-THF model. A more pronounced effect of the RS-pure model is observed for alkoxide formation and activation, where the species are significantly stabilized (MeOH/IX → MeOH/I, $\Delta \Delta G = -9 -3S$, Figure 4b). During aldehyde reduction, the intermediates (VI → VIII) are, like in the RS-THF model, initially stabilized at lower ester conversion levels but destabilize when the ester concentration increases in the mixture ($\Delta \Delta G = -19 + 10$). The destabilizing effects are pronounced above 90% conversion in intermediates V and VIII and between 50 and 70% conversion for intermediates VI and VII. The driving force of the RS-pure model is less pronounced than the RS-THF model. In the RS-THF model, the chemical potential along of the catalytic cycle is changed by $\Delta \Delta G = -60$ to $-16$, while for RS-pure, the ranges lies between $\Delta \Delta G = -44$ to $-10$. 
3.3. Microkinetic Modeling. In the previous section, we demonstrated a profound impact of the composition of the reaction mixture on the relative stability of intermediates and transition states, and accordingly, on the heights of the free energy barriers and thermodynamics of the elementary steps as well as the overall ester hydrogenation process. In this section, the molecular insights of the different solvation models are converted into macroscopic observable reactivity parameters using a microkinetic model of the dynamic solution (MKM-DS) that explicitly accounts for the dynamic evolution of the reaction phase composition. Concentration dependencies that have been identified in the RS models are examined to investigate how these effects manifest themselves in the kinetic profiles. The reaction rates for the GP, IS, and RS models are presented as a function of ester conversion in Figure 5. The GP model and the IS model do not account for the changes in the medium composition during the reaction and predict a uniform decrease of the reaction rate with conversion. The IS model yields a factor of $10^3$–$10^7$ higher conversion rate via the HS path compared with the GP model (Figure 5a). This is the direct consequence of the pronounced solvation of the key intermediates and transition states along the catalytic path. The stabilization by the solvent is particularly prominent for the highest energy intermediate, IV, and the respective transition state, $\text{TS}_{\text{IV,IV}}$, along the HS pathway.

In the RS-THF model, at low and intermediate conversions, the rate linearly decreases with substrate depletion. However, at high conversions ($X = 0.8$–$1$), the changes in the composition and the polarity of the medium result in substantial deviations from this trend in the AX pathway. The MKM-DS reveals a nonuniform effect of solvation on the relative preference of the two competing reaction paths. Although the RS-THF model yields a higher rate for the HS pathway than the GP model, for the AX pathway, the RS-THF rate is five times slower than that in GP (Figure 5b).

The RS-pure model yields a very different behavior of the reaction rate with conversion than observed in the previous models. In the HS pathway (Figure 5a), the reaction rate starts to increase initially until it peaks at 50% conversion ($X = 0.5$). Then the rate declines rapidly. The kinetic profile mimics the evolution of the reaction barrier (see Section S4, Supporting Information) for the forward reaction of intermediate VI transforming to intermediate VII, which decreased rapidly after a conversion level of 50%. The effect observed at higher conversions is in line with that predicted in the RS-THF model. In the AX pathway (Figure 5b), the RS-THF model yields a similar shape reaction rate profile. The rate increases until ca. 50% conversion followed by a decline. This behavior is not directly related to the evolution of any particular reaction energy barrier.

The comparison of the kinetic profiles produced by the different solvation models points to a strong and nonlinear effect of the composition of the reaction medium on the catalytic reaction. In line with the formal first-order ester reduction, the idealized GP and IS models show a beneficial effect of solvation on the reaction rate that decreases linearly with ester conversion. For all models, the catalytic reaction proceeds predominantly via the AX path with the competitive HS path showing much lower rates. This can also be observed in the microkinetic model when both the AX and HS pathways are combined in a single MKM model. The AX model prevails for each solvent model by more than 99%. The RS-THF model shows a different kinetic behavior of the different models and reaction paths at different conversion levels. The changes in the reaction medium composition and the reaction path have a negligible effect on $E_{\text{act}}$. The GP model yields an $E_{\text{act}}$ of 55 kJ/mol, which is considerably smaller than that for the IS and RS models (65 and 68 kJ/mol, respectively). The large difference between the GP and solvation model results point to the importance of the initial ester coordination step for the overall reaction. Despite the less favorable ester activation in the RS models, the high reactivity in this case is probably due to the more efficient promotion of the subsequent steps along the reaction path. It is also important to note that the apparent activation energy does not strictly correspond to the highest energy barrier but is a function of the free energy surface for the overall multistep mechanism. In the next sections, a detailed analysis of the effects of the individual elementary steps on the overall kinetics is presented.

Importantly, these drastically different kinetic behaviors do not affect one of the key experimental descriptors for the catalytic reaction, which is the apparent activation energy ($E_{\text{act}}$). Table S1 in the Supporting Information summarizes the MKM-derived $E_{\text{act}}$ for the different models and reaction paths at different conversion levels. The changes in the reaction medium composition and the reaction path have a negligible effect on $E_{\text{act}}$. The GP model yields an $E_{\text{act}}$ of 55 kJ/mol, which is considerably smaller than that for the IS and RS models (65 and 68 kJ/mol, respectively). The large difference between the GP and solvation model results point to the importance of the initial ester coordination step for the overall reaction. Despite the less favorable ester activation in the RS models, the high reactivity in this case is probably due to the more efficient promotion of the subsequent steps along the reaction path. It is also important to note that the apparent activation energy does not strictly correspond to the highest energy barrier but is a function of the free energy surface for the overall multistep mechanism. In the next sections, a detailed analysis of the effects of the individual elementary steps on the overall kinetics is presented.

Next, we carried out a degree of rate control analysis to determine the influence of individual reaction steps on the overall reaction for the different models in the AX and HS pathways (Figure 6). The results of this analysis at different
conversion levels are summarized in Figure 6. For the GP and IS models, in the HS path, the initial ester hydrogenation (II → III) controls the rate at all conversions. For the RS solvation modes, the initial reduction of the ester by the absorbed hydrogen (IV → V) is the rate-determining step. A more complex situation is revealed for the AX pathway, where the alkoxide hydrogenolysis step (IX → MeOH/I) controls the rate in the GP model, and for the reaction in THF solution (IS, RS-THF), the initial ester hydrogenation steps provide the main contribution to the observed rate with a minor contribution of the alkoxide hydrogenolysis (IX MeOH/I) and final ethanol production steps of the catalytic cycle (VII → VIII and VIII → I*). For the pure solution (RS-pure), the methanol production step (b2 → MeOH/I) provides the greatest contribution. At higher conversions, the contribution of the latter steps increases for the RS models. This analysis further confirms that the initial ester activation is the key step in the overall reaction with the alkoxide hydrogenolysis additionally contributing to the reaction especially for the idealized GP and IS models.

4. CONCLUSIONS

In conclusion, we have investigated the effect of the dynamic evolution of the medium composition on the kinetics of homogeneous ester hydrogenation with the Mn-P,N catalyst. Four different systems were analyzed taking into account different descriptions of the solvent environment and the specific composition of the reaction medium. The effect of the four different models on the reaction energies in different states of solvation was analyzed. In the idealized GP and IS models, the energies are stationary, representing the gas-phase solvation was analyzed. In the idealized medium with reactants, products, additives, and a base present, while the RS-THF model portrays the reaction medium with THF present. This dynamic model displays kinetics that depend on the change of the Gibbs free energy along the reaction coordinate. In the degree of rate control, the GP model and the RS-pure model stand out from the other three models as the recovery of the alkoxide is the rate-controlling step. This coincides with the most energy-demanding step in these models. The apparent activation energies on the other hand have been found to be unaffected by the different corrections because of the assumption that the reaction conditions do not affect substantially the fundamental potential energy surface, while determining the free energy surfaces.

From our investigation, we can conclude that while observing strong nonlinear effects in the kinetic models of the dynamic representations, these effects may not manifest themselves within the macroscopic experimentally accessible kinetic descriptors. The RS-type descriptions of the solvent environment that explicitly accounts for the solvent composition are the most representative to practical homogeneous catalyst systems used in the experimental studies.

Thus, our results demonstrate that the model accuracy of the computed parameters of the homogeneous Mn-catalyzed ester hydrogenation reaction depends on the choice of the system description. For predicting the macroscopic average reaction characteristics such as the apparent activation energy, all considered solvent descriptions give a similar outcome. The kinetic behavior of the catalyst systems and their microscopic characteristics, however, depend strongly on the chemical composition of the catalytic system and conditions and should thus best be described with a realistic solvent model allowing for simulating dynamic mixed-solvent environments.
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