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Abstract
This paper proposed a new average non-dominated sorting genetic algorithm (NAVNSGA). This idea is inspired from the combination of non-elitist multi-objective evolutionary algorithms, elitist multi-objective evolutionary algorithms, and statistical calculations. The proposed NAVNSGA is improved the disadvantages of the Elitist multi-objective algorithms and Non-elitist multi-objective algorithms as possible. The NAVNSGA is compared with useful algorithms such as the non-elitist sorting genetic algorithm (NSGAI) and non-elitist sorting genetic algorithm (NSGAII) and the results obtained are showed the superiority of the proposed algorithm. Additionally, the NAVNSGA algorithm is combined with the concepts of the Game theory to propose a hybrid algorithm for determining Nash equilibrium in the game theory. The combination of the NAVNSGA algorithm with the game theory previously is used for improving engineering systems, such as I-beam designing. The results obtained are showed the advantage of the proposed algorithm with those reported in the literature.
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1. Introduction
Nowadays, artificial intelligence is used for solving real-world problems [1], [2], [3], [4]. Classical methods do not solve Multi-objective problems which makes proposing the new methods necessary. There are various methods for solving multi-objective problems. In the past decade, the evolutionary algorithms have been very useful [5]. Evolutionary algorithms are used in designing and implementing many engineering problems. Recently, multi-objective evolutionary algorithms are used to solve problems in game theory. Some applications have been developed for simulating the combination of evolutionary algorithms and the game theory [6]. One of the important problems in game theory is
determining a Pareto front. If the expectation for selecting one solution of the Nash equilibrium is higher than other, this point is called a “focal point” [7]. Finding “focal point” in game theory for solving problems in the real world is a challenge subject. Therefore, this brings us to combine the NAVNSGA Algorithm with the game theory. On the other hand, the NAVNSGA algorithm is designed to concentrate some solutions that are balanced more among other Nash equilibrium points. Multi-objective evolutionary sorting algorithms have been used in finding solutions of many multi-objective problems in the real world. They have been also widely used in optimizing engineering systems [8], [9], [10], [6], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21]. On the other hand, the development of multi-objective optimization algorithms used in many scientific fields is unequivocal. On the other hand, solving the disadvantage of multi-objective sorting algorithms (the NSGAI is the most well-known algorithm) leads us into to optimize many scientific problems [22], [23], [24], [25]. The algorithm proposed in this paper, the NAVNSGA algorithm tries to improve the disadvantage of NSGAI and NSGAII algorithms combinatorial to achieve balanced solutions. Then, the NAVNSGA algorithm illustrated for designing an I-Beam, the results obtained are compared with NSGAI and NSGAII algorithms and it is better than those reported in the literature.

2.1. The general form of multi-objective functions

The general form of multi-objective function is defined as follows [26], [27]:

Find a vector X with $\bar{X} = \{X_1, X_2, ..., X_N\}$ components; so, the functions $f_i(\bar{X}), i = 1, 2, ..., k$ can be minimized and constrained to the following conditions:

$$f_i(\bar{X}), i = 1, 2, ..., k$$

Subject to:

$$g_i(X) \leq 0$$

$$X_i^{\text{min}} \leq X_i \leq X_i^{\text{max}}$$

The combination of evolutionary algorithms for multi-objective optimization problems using game theory approach is much simpler than classical methods.

2.2. Non-elitist multi-objective evolutionary algorithms

The most well-known and widely used algorithm in this field is NSGAI [26]. The algorithm can be outlined as follows (Algorithm 1):

Algorithm 1. The standard NSGAI

1. [Start] initial a random population (P0).
2. [Fitness] Evaluate the multi-objective fitness of each chromosome x in the population.
3. [Rank] Rank population by following steps:
   3-1. [Domination Rank] Rank population by concept of domination [26].
   3-2. [Fitness Sharing] Calculate the Fitness Sharing by using Algorithm 2.
In this algorithm, the fitness of each individual is the value of Fitness Sharing function. The Fitness Sharing function can be described as follows (Algorithm 2):

**Algorithm 2. The Fitness Sharing function**

1. Set $F_{\min} = N + \varepsilon$.
2. For every individual in this subset do these five steps:
   1. Set fitness for all individuals $F_i = F_{\min} + \varepsilon$.
   2. $d_{ij} = \sqrt{\sum_{k=1}^{n} (f_i^k - f_j^k)^2}$
   3. $SH(d_i) = \left\{ 1 - \left( \frac{d}{\sigma_{share}} \right)^\alpha \right\}$
   4. $nc_i = \sum_{j=1}^{N} SH(d_{ij})$
   5. $f_i = \frac{F_i}{nc_i}$
3. Delete this sub set of population.
4. Set $F_{\min}$ with minimum fitness in this sub set.

The main disadvantage of the NSGAI is gradually tending to specific points in Pareto front and such a feature is used in the NAVNSGA and the NAVNSGA algorithm use it for finding a Nash equilibrium of the Game Theory [28].

### 2.3. Elitist multi-objective evolutionary algorithms

One of the most widely used algorithms in this field is the NSGAII (Algorithm 3) [25]. Its procedures are given as follows:

**Algorithm 3. The standard NSGAII.**

1. Generate a random population of $N$ chromosomes.
2. Evaluate the multi-objective fitness of each chromosome.
3. Rank population by following steps:
   1. Rank population by using Dominance concepts [26].
   2. Calculate the crowding distance by using Algorithm 4.
4. Create a new population by repeating the following steps until the new population is complete.
   1. Select two parent chromosomes from a population.
   2. Crossover two parents.
   3. Mute new offspring.
   4. Place new offspring in the new population.
5. Replace new generated population.
6. If the end condition is satisfied; else, Go to step 2.

The crowding distance Function (algorithm 4) is given as follows:
Algorithm 4. Crowding distance.
1. Let \( d_i = 0 \) for \( i = 1, 2; \ldots, Z \).
2. Sort the set Ascending.
3. Let \( d_1 \) and \( d_Z \) be maximum values distance, e.g. \( d_1 = \infty, d_Z = \infty \).
4. For \( j = 2 \) to \((Z - 1)\), set \( d_j = d_j + (f_{kj+1} - f_{kj - 1}) \).

The first disadvantage encountered in the NSGAI algorithm is that individuals may be repeated numerously in a new population, since they belong to a higher-rank set. In fact, NSGAI is faced with the problem of slow convergence [27], [25]. The second problem is that, if the size of the first non-dominated set is bigger than the size of population then the convergence decreases and individuals tend to an extremum value of objective functions [26].

3.1. Proposing a New AVerage Non-dominanted Sorting Genetic Algorithm

A New AVerage Non-dominanted Sorting Genetic Algorithm (NAVNSGA) is proposed in this paper to solve the disadvantage of NSGAI and NSGAI algorithms that discussed later. Therefore, they were explained in detail in previous sections. The NAVNSGA algorithm is similar to many multi-objective sorting algorithms, but differs in some details. There are three sub-algorithms or innovations in the NAVNSGA algorithm which are discussed later. Each innovation is a heuristic approach for increasing the performance of searching procedure of the NAVNSGA algorithm.

3.2. The first innovation in the NAVNSGA algorithm

The first innovation in the NAVNSGA algorithm is that mute and cross operators to explore and to exploit by using of the non-dominated sub-set. Thus for decreasing diversity, we need a new approach which is explained below.

New cross operator works as follows:
- A chromosome in the dominated set can cross with a chromosome from the non-dominated set with a probability of cross rate and generate a new child.

New mute operator works as follows:
- A chromosome in the dominated sub-set can mute with a chromosome from the non-dominated set with a probability of mute rate and generate a new child.

✓ The non-dominated set is crossed and muted randomly.

3.3. The second innovation in the NAVNSGA algorithm

As mentioned earlier, the NSGAI algorithm obtains an early convergence which tends toward the non-dominated set. The following statistical procedure is explained to solve this disadvantage (the \( i \) is index of non-dominated set, the \( j \) is index of dominated set.)
The Low value is determined by and related to the problem. The equation (2) is a statistical method that uses for increasing diversity in [29]. If the condition in Eq. (2) is satisfied, some genes of chromosomes in the non-dominated set (the first class) will be randomly reset. In fact, it is a Hill-Climbing method that is using for blind search [29]. The procedure of the NAVNSGA algorithm is as follows (Algorithm 5):

**Algorithm 5. The NAVNSGA algorithm.**

1) The basic population (P₀) is randomly initialized.
2) Children form through parent population using New Mute and New Cross.
3) Pt is then concatenate with children population (Ct).
4) Pt+Ct is divided into non-dominated sets (Like NSGAII).
5) Sub-sets are then added to the new population by the order of non-dominated concept. The first sub-set, sub-set 1, which dominates other sub-sets is added to the population, and then the second set is added, etc.
6) Is the size of the last sub-set for adding the new population more than whole remaining size? If “Yes”: go on to the next step. If “No”: go to step (9).
7) First, Members of the last set is sorted with New Fitness Sharing algorithm.
8) The sorted sub-set (by the order of fitness) is added to the end of the population.
9) Average \( f_i \) (for each \( f_i \)) is calculated.

\[
\left( \frac{\sum F_{\text{non-dominated-j}}}{\text{the size of the non-dominated set}} \right) - \left( \frac{\sum F_{\text{dominated-j}}}{\text{the size of the dominated set}} \right) \ll \text{Low}
\]  

10) Is satisfied?
    If “Yes,” Then go to step (11).
    If “No,” Then go to step (12).
11) The sub-set of the non-dominated with a strong Mute Rate is mutated.
12) Are End conditions satisfied?
    If “Yes”; Then go to step (13).
    If “No”; Then go to step (2).
13) End.

In step (10) when distance of best solution in each objective function is very near to average of population, it means the diversity decreased, so we use a strong mutation to increase diversity. The New Fitness Sharing algorithm explained later.

**3.4. The third innovation in the NAVNSGA algorithm**

As considered in the previous algorithm (Algorithm 5), the Pt+Ct population is first classified based on the dominance concept. However, if the size of remaining individuals in the last set that must add within new population is more than the size of whole remaining individuals of the new population, the last sub-set will be sorted based on the New Fitness Sharing algorithm (This method is similar to niche count method of NSGAII). Then, the sorted sub-set adds to the end of the new population. The New Fitness Sharing algorithm have the same operators with the Niche Count, but the reason of proposed the New Fitness Sharing algorithm is
the advantage of the NSGII; when the number of generations increases, all individuals lie on Pareto front and they are distributed on the Pareto Front (investigated by Deb [26]). In many real-word problems; however, the aim is to achieve a Nash equilibrium (“focal point” [7]), or a limited space in Pareto front. When the number of generation increases, using the Niche Count method is concentrated solutions. In this way, more feasible number of suggestions are calculated for balancing objective functions with respect to one another. In fact, when the number of generation increases, using New Fitness Sharing Algorithm caused solutions do not tend towards maximum or minimum values of the objective function; rather, they tend to objective functions with more balanced value, and we have the special area in Pareto Front.

3.5. A New Fitness Sharing Function

The New Fitness Sharing function is different from the sharing function proposed by Deb in [26]. The algorithm is comprised of the following steps:

Algorithm 6. The New Fitness Sharing function algorithm.

1) The rank number of a subset (last class) is assigned to fitness value of individuals in last sub non-dominated ($f_{\text{Initial fitness}}$).
2) Obtain a niche count from the following equation ($i, j = 1, 2, \ldots$, The number of sub set members)

$$2-1. d_{ij} = \sum_{k=1}^{n} (f_k^i - f_k^j)^2$$

$$2-2. \text{SH}(d_{ij}) = \left\{1 - \left(\frac{d}{\sigma_{\text{share}}}\right)^\alpha\right\}$$

$$2-3. n_{c_i} = \sum_{j=1}^{N} \text{SH}(d_{ij})$$

3) Obtain individual's fitness from the following equation:

$$3-1. F_i = \frac{f_{\text{Initial Fitness}}}{n_{c_i}}$$

3) Sort the sub-set based on fitness.
4) Fill the end of the new population sequentially by this sub-set.

According to the procedures of the New Fitness Sharing function, the fitness of individuals in the last class is determined in step 3. Afterwards, individuals are sorted based on their assigned fitness and then the sorted array is added to the remaining of new population by order. The New Fitness Sharing function is also different from individual selection method for the new generation in NSGAI.

4.1. Game theory approach

In the game theory, there are two types of games: the non-cooperative games and the cooperative games [5], [14], [15], [30], [31]. A basic understanding of those games is that, the number of design variables (N) are equal of number of objective functions (K). In the game theory, each objective function corresponds as a player. Therefore, in problems which the goal is to find the minimum, the ith player tries to minimize its corresponding function $f_i$. Moreover, for the sake of simplicity, the ith player just controls $x_i$ variable in the problem, only one variable (It should not
affect any other variable). So, the ith player tends to minimize its corresponding function \( f_i \) (\( x_1, x_2, \ldots, x_i, \ldots, x_n \)). Other players can affect the value of \( f_i \) through controlling other variables in the problems, such as \( x_1, x_2, \ldots, x_i-1, x_i+1, \ldots, x_n \). In other words, the ith player can control the value of objective functions corresponding to other players, which are \( f_1, f_2, \ldots, f_i-1, f_i+1, \ldots, f_n \), through controlling its own corresponding variable which is \( x_i \). The player who “announces” its move first, in order to selecting an appropriate value for its variable can force other players to play in its own selected equilibrium point. A feasible solution \( \overline{X} \) for a multi-objective problem is called Pareto optimal point that is defined as follows, there is no other feasible solution like \( \overline{Y} \) such that \( f_i(\overline{Y}) \leq f_i(\overline{X}) \) for \( i=1,2,\ldots,k \) with \( f_j(\overline{Y}) < f_j(\overline{X}) \) for at least one \( j \) [10]. The first task in cooperative games is finding Pareto optimal set or Pareto space (SP). All points on one solution space can be considered as Pareto front points. Therefore, each point in this area is characterized by not being dominated by any other points in its surrounding. Then, the second task is to find a specific element (a parameters vector) from SP which represents a compromise solution which is acceptable for all players. This point is the “focal point” mentioned earlier. In order to achieve this, players determine specific rules for negotiations which can be used for formulating a super-criterion condition or a bargaining model. Then, the super-criterion may be used for converting a multi-objective optimization problem into only a single-objective optimization problem, this solution which makes a compromise solution (focal point) accepted by all players (an element from Sp or Pareto optimal set). Finding a Pareto optimal set Sp and also finding a unique solution (an element from Sp) based on multi-objective constraints have been widely investigated under the study of Game theory. Hybrid and improved methods of multi-objective evolutionary algorithms and Game theory are attracted attention for optimization problems, because these methods are simple computation.

### 4.2. The combination of Game Theory and New AVerage Non-dominated Sorting Genetic Algorithm

In the proposed hybrid (cooperative) Game theory, all players compromise on one solution using a mutually compromised bargaining model or super-criterion model. In this study, the multi criterion is defined in such a way that deviation of them for the i-th objective function gives the worst value of the i-th objective function (or maximum possible value) for each player (\( i = 1, 2, \ldots, k \)). A modified game theory approach by [15] presented, the worst value of objective functions for each particle (i-th) that is belong to \( f_i \), is computed with a maximum / minimum value of objective functions. However, other objective vectors have their own optimal values (Particles that are under constraints are optimized with no regard to other objective functions). Such a procedure may run in a long presence of opposite objective function in nature, When an objective function increases, other functions decrease. Generally, in engineering applications, it could not be assumed that all objective functions are opposite of one another. Therefore, for optimizing multi-objective functions, alternative methods are needed for selecting the least desirable value for each objective function in order to carry out a modified game theory. A modified version of game theory was proposed here in which selecting the least (min) and most (max) desirable value for each objective function is carried out differently. In [5], a revised version of game theory is proposed in which finding the maximum or minimum values of physical (objective) functions is carried out using particle swarm optimization (PSO). Then, the maximum and minimum values obtained from physical functions are given to game theory in order to find Pareto optimal solution. In the hybrid method proposed here; however, the problem of finding maximum and minimum values for physical functions does not exist. The algorithm
presented later is a combination of the new version of the game theory with the NAVNSGA algorithm. The hybrid version of the Game theory using the NAVNSGA algorithm can be described as follows:

1) Minimize each \( k \) objective by Eq.(1) and subject to the constraint of Eq.(1) using the NAVNSGA algorithm. Find optimal points corresponding to objective functions.

2) Pareto optimal solutions, that are obtained from the NAVNSGA algorithm, could be combined with one another in the form of a weighted set of objective functions (FC) as follows:

\[
FC = C_1 f_{n_1}(\bar{X}) + C_2 f_{n_2}(\bar{X}) + \ldots + C_{k-1} f_{n_{k-1}}(\bar{X}) + (1 - C_1 - C_2 - \ldots - C_{k-1}) f_{n_k}(\bar{X})
\] (3)

Then, minimize FC based on the constraint stated by all combinations of \( C_1, C_2, C_3, \ldots, C_{k-1} \) and \( C_k = 1 - c_1 - c_2 - \ldots - c_{k-1} \), providing that \( 0 \leq c_i \leq 1 \) and \( \sum_{i=1}^{k} c_i = 1 \).

Super-criterion of \( S \) equation ensures that if any function is normalized, gets as far as possible from the least desirable point (normalized), which is equal to 1 for \( i = 1, 2, \ldots, k \). Therefore, \( S \) is defined as:

\[
S = \prod_{i=1}^{k} [1 - f_{n_i}(\bar{X})]
\] (4)

So the formulation of a new objective function \( F(Y) \) is generated, in order to find an optimal Pareto point which shows a compromise solution. Thus we have the following equation:

\[
F(\bar{Y}) = FC - S
\] (5)

so that:

\[
\bar{Y} = \{x_1, x_2, \ldots, x_n, C_1, C_2, \ldots, C_{k-1}\}^T, \text{ whit } 0 \leq c_i \leq 1, i = 1, 2, \ldots, k - 1
\] (6)

3) For finding \( Y \), which is the best multi-objective compromise solution, \( F(Y) \) should be minimized. \( F(Y) \) minimizes Eq.(1) and its constrain; so that, it is appropriate for a mutually compromising bargaining model. Therefore, solutions are obtained as a set by using the NAVNSGA algorithm.

5. Design of an engineering system
An I-beam problem is an engineering design problem with multi-objective functions. It was solved using the combination of the NAVNSGA algorithm and game theory to evaluate the proposed approach. The optimal design of I-beam with two objective functions using the combination of the Game theory and the NAVNSGA algorithm is illustrated below.

5.1. Design of an I-beam
An I-beam design is shown in Fig. (1) [5]. Its parameters should be determined, so that it can tolerate pressures \( P \) and \( Q \) as seen in Fig. (1). Optimization problem was formulated as follows:
Find vector $\vec{X} = \{X_1, X_2, X_3, X_4\}$ to minimize $(f_1, f_2)$

so that Eq. (8) minimizes its cross-section area (the amount of used material):

$$f_1(\vec{X}) = 2x_2x_4 + x_3(x_1 - 2x_4)$$  \hspace{1cm} (8)

Eq. (9) shows failure rate (bending rate) in the middle of the bar resulting from vertical pressure $P$ and horizontal pressure $Q$ (pressure tolerance at rotation formula), which is given in Eq. (9):

$$f_2(\vec{X}) = \frac{PL^3}{4E(x_3(x_1 - 2x_4)^3 + 2x_2x_4(4x_4^2 + 3x_1(x_1 - 2x_4)))}$$  \hspace{1cm} (9)

subject to stress constraint:

$$\frac{M_y}{Z_y} + \frac{M_z}{Z_z} \leq \sigma_b$$  \hspace{1cm} (10)

where Eq. (10) MY and MZ are maximum bending moment along Y and Z, respectively. $\sigma_b$ is the acceptable tolerance for the used material. Stress constraint could be written as follows:

$$\frac{180000x_1}{x_3(x_1 - 2x_4)^3 + 2x_2x_4[4x_4^2 + 3x_1(x_1 - 2x_4)]} + \frac{15000x_2}{(x_1 + 2x_4)x_3^3 + 2x_4x_2^3} \leq 16$$  \hspace{1cm} (11)

**Figure 1.** Physical specifications of an I-beam [5].
Geometrical limitations are stated as follows:
10 ≤ x₁ ≤ 80, 10 ≤ x₂ ≤ 50, 0.9 ≤ x₃ ≤ 5, 0.9 ≤ x₄ ≤ 5 \hspace{1cm} (12)

The length of I-beam is \( L = 200 \text{ cm} \), the external pressures are \( P = 600 \text{ kN} \) and \( Q = 50 \text{ kN} \). Young's modulus is \( E = 2 \times 10^4 \text{ kN/cm}^2 \) and \( \sigma_b = 16 \text{ kN/cm}^2 \). Optimal solutions are shown in Tables (1), (2), and (3). The aim is to minimize \( f_1 \) and \( f_2 \) together. It is not possible, since they inversely relate to one another. In other words, if the amount of used material is much more, then the cross-section is thicker, which in turn, decreases bending ratio \( f_2 \) function. When \( f_1 \) increases, \( f_2 \) decreases. Therefore, decreasing both functions starts a “competition” between them.

Table 1. The implementation of I-beam using the NSGAI algorithm when the population size (number of individuals) is 40 and number of generation is 50, for 10 separate run.

| Number of Run (NSGAI) | \( f_1 \) | \( f_2 \) | \( x_1 \) | \( x_2 \) | \( x_3 \) | \( x_4 \) |
|------------------------|-----------|-----------|-----------|-----------|-----------|-----------|
| 0                      | 145.3259825746... | 0.03510399338... | 80 | 16.51880465438... | 4.523847681988... | 4.47759965721... |
| 1                      | 146.3052965538... | 0.033768217673... | 80 | 12.80192646023... | 3.63423703761... | 1.53542255671... |
| 2                      | 139.8491481304... | 0.04442357976... | 80 | 47.7938138398... | 2.54363898823... | 4.11072951405... |
| 3                      | 184.5038494667... | 0.032388838677... | 80 | 11.0675267838... | 2.93348791331... | 3.04363470275... |
| 4                      | 116.2610585403... | 0.046718613346... | 80 | 46.68418359370... | 4.63459045170... | 4.731029753705... |
| 5                      | 140.015267048... | 0.04035326103... | 80 | 23.43259439845... | 3.84531236171... | 3.10783504066... |
| 6                      | 201.73239739... | 0.02757327636... | 80 | 20.5705157161... | 2.23924857272... | 4.5355701977087... |
| 7                      | 174.6744457932... | 0.032561158466... | 80 | 42.75035066253... | 4.65501407135... | 2.57074345122... |
| 8                      | 176.445520441... | 0.04045467316... | 80 | 40.3465303420... | 3.26946251155... | 1.41643518401... |
| 9                      | 219.163595571... | 0.026706113026... | 80 | 18.3714615406... | 3.73729214685... | 2.49343246728... |

Table 2. The implementation of I-beam using the NSGAII algorithm when the population size (number of individuals) is 40 and number of generation is 50, for 10 separate run.

| Number of Run (NSGAI) | \( f_1 \) | \( f_2 \) | \( x_1 \) | \( x_2 \) | \( x_3 \) | \( x_4 \) |
|------------------------|-----------|-----------|-----------|-----------|-----------|-----------|
| 0                      | 254.887600679... | 0.018580820382... | 80 | 40.44307304101... | 0.9891230819132... | 0.958624076348... |
| 1                      | 249.5932725521... | 0.016353311837... | 80 | 49.96403921634... | 2.792254296093... | 4.777627827589... |
| 2                      | 143.7465367493... | 0.03465712446... | 80 | 42.5419952638... | 0.97322976787... | 0.958624076348... |
| 3                      | 283.7628512167... | 0.014729556917... | 80 | 49.96403921634... | 1.13291980565... | 0.958624076348... |
| 4                      | 229.5489846662... | 0.013109550367... | 80 | 47.8330303345... | 0.908123093132... | 0.958624076348... |
| 5                      | 380.3759524831... | 0.01506997727... | 80 | 40.44307304101... | 0.9891230819132... | 1.41131702161... |
| 6                      | 210.7701373686... | 0.02138333768... | 80 | 42.5419952638... | 1.13291980565... | 1.816154503031... |
| 7                      | 164.1370417507... | 0.03137052304... | 80 | 40.44307304101... | 0.9891230819132... | 3.24714602896... |
| 8                      | 171.547512732... | 0.023629072358... | 80 | 47.8330303345... | 0.908123093132... | 1.816154503031... |
| 9                      | 205.1016545477... | 0.023952432314... | 80 | 40.44307304101... | 0.97320766767... | 1.816154503031... |
Table 3. The implementation of I-beam using the NAVNSGA algorithm when the population size (number of individuals) is 40 and number of generation is 50, for 10 separate run.

| Number of Run (NAVNSGA) | f1      | f2      | x1     | x2  | x3     | x4      |
|-------------------------|---------|---------|--------|-----|--------|---------|
| 0                       | 151.67  | 0.03    | 33.10  | 0.94 | 3.91   | 0.67    |
| 1                       | 192.19  | 0.02    | 33.10  | 0.94 | 3.90   | 0.67    |
| 2                       | 143.87  | 0.03    | 68.92  | 0.91 | 1.12   | 0.73    |
| 3                       | 151.52  | 0.03    | 30.54  | 0.91 | 1.13   | 0.70    |
| 4                       | 171.63  | 0.03    | 30.31  | 0.91 | 1.17   | 0.73    |
| 5                       | 234.03  | 0.01    | 33.10  | 0.94 | 3.65   | 0.77    |
| 6                       | 202.76  | 0.02    | 32.54  | 0.90 | 4.54   | 0.78    |
| 7                       | 515.23  | 0.00    | 33.10  | 0.94 | 3.62   | 0.73    |
| 8                       | 175.64  | 0.02    | 33.74  | 0.90 | 3.57   | 0.80    |
| 9                       | 137.35  | 0.03    | 33.56  | 0.90 | 3.28   | 0.78    |

Figure 2. Comparing the mentioned algorithms in the figure above based on 10 separate run for each algorithm and number of generation is 50.

According to Fig.(3), the NAVNSGA algorithm improves the results. As can be seen, the NAVNSGA algorithm “dominate” the results obtained from two other algorithms. Results were selected based on the least f1 among the solutions. Compared to proposed approach in [5], the proposed model highly improves the results. The program used to implement this paper is the Microsoft visual studio C# windows form.
Table 4. Results obtained from [5].

| Results obtained from | Result |
|-----------------------|--------|
| $f_1(\bar{x})$        | 132.5374 |
| $f_2(\bar{x})$        | 0.0375  |
| Design variables      | [80, 34.53, 0.9, 0.9] |

6. Conclusions
Multi-objective evolutionary sorting algorithms are used for solving many real-world problems, they are also widely used in engineering systems optimization. On the other hand, the increasing use of multi-objective optimization algorithms in many scientific fields is undeniable. Therefore, multi-objective optimization algorithms can solve the problems existing in many scientific problems. For further research, the NAVNSGA algorithm could be used for optimizing other forms of multi-objective problems in engineering systems and strengths and weaknesses of these algorithms are examined by future research.
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