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\textbf{ABSTRACT}

In standard quantum theory, the Hamiltonian describing a physical system is assumed to be Hermitian in order to guarantee the energy spectrum to be real and the time evolution to be unitary. In recent years, it was recognized that non-Hermitian Hamiltonians with parity-time (\textit{PT}) symmetry can exhibit entirely real spectra, raising the possibility for extending the quantum theory to complex domain and hence stimulated growing interest in recent years. Many proposals have been presented for realizing \textit{PT}-symmetric Hamiltonians in various physical systems. Among them \textit{PT}-symmetric coherent atomic gases are special and possess many unique advantages, including the possibility to obtain authentic \textit{PT}-symmetric refractive indexes (which have balanced gain and loss in the whole space), the capability to actively control and precisely manipulate system parameters \textit{in situ}, and the feasibility to acquire large Kerr nonlinearity based on the resonance character between light and atoms. In this article, we review various schemes for the realization of \textit{PT} symmetry with coherent atomic gases, elucidate their interesting properties and promising applications. In particular, the non-linear optical effect in the \textit{PT}-symmetric atomic gases are described, which may be served as useful building blocks for developing novel photonic devices with active light control at very low power level.

\section{1. Introduction}

The Hamiltonian of a quantum system, $H$, specifies the energy spectrum and time evolution of the system. In standard quantum mechanics, $H$ is assumed...
to be Hermitian, which guarantees the energy spectrum to be real and the time evolution to be unitary (probability preserving). However, several cases of non-Hermitian Hamiltonian supporting entirely real spectrum have been known in physics for a long time, e.g. the Bogoliubov-de Gennes equations [1] or the Schrödinger equation with the potential having a parabolic real part plus a linear imaginary part [2]. In fact, spectrum of any Hermitian operator is purely real, whereas the converse is not true. That is, for obtaining all-real spectrum for an operator, the requirement of its Hermiticity is a sufficient but not necessary condition.

It was due to the work of Bender and Boettcher [3] that the fundamental importance of non-Hermitian Hamiltonian exhibiting entirely real spectrum became widely recognized. In their work, Bender and Boettcher proved that all-real spectra may appear for a broad class of Hamiltonians which are not Hermitian but invariant under the transformations of parity ($P$) and time ($T$) inversions, i.e. $\mathcal{PT}$ symmetry. The parity inversion operator $P$ and the time reversion operator $T$ are defined, respectively, by

$$P\psi(r, t) = \psi(-r, t), \quad (1a)$$
$$T\psi(r, t) = \psi^*(r, -t), \quad (1b)$$

where $\psi(r, t)$ is any wave function in quantum mechanics. One can verify that $P^2 = T^2 = I$, where $I$ is the identity operator, and $[P, T] = 0$. In terms of the $P$ and $T$ operators, if a Hamiltonian is $\mathcal{PT}$ symmetric, the $\mathcal{PT}$ operator commutes with $H$, i.e.

$$[\mathcal{PT}, H] = 0. \quad (2)$$

When a simple one-dimensional system is described by the Hamiltonian with a complex potential $V(x)$, reading as

$$H = -\frac{d^2}{dx^2} + V(x), \quad V(x) = U(x) + iW(x), \quad (3)$$

where $U(x)$ and $W(x)$ are real functions, the system is $\mathcal{PT}$ symmetric as long as the condition $V^*(x) = V(-x)$, i.e. $U(x)$ is an even function [$U(-x) = U(x)$] and $W(x)$ is an odd function [$W(-x) = -W(x)$], is satisfied.

A deep connection between $\mathcal{PT}$ symmetry and the reality of the spectrum of the Hamiltonian $H$ was pointed out by Bender and his coworkers [3,4], who also introduced the concept of unbroken and broken $\mathcal{PT}$ symmetry. Since the $\mathcal{PT}$ operator is not a linear one, the eigenstate of $H$ may or may not simultaneously be the eigenstate of $\mathcal{PT}$. Thus, unlike Hermiticity the Hamiltonian $H$ having a $\mathcal{PT}$ symmetry is not sufficient for its spectrum to be purely real. However, it becomes sufficient when combined with the requirement that the $\mathcal{PT}$ symmetry is unbroken. Particularly, the $\mathcal{PT}$ symmetry of a $\mathcal{PT}$-symmetric operator $H$ is said to be unbroken if any eigenfunction of $H$ is simultaneously the eigenfunction of the $\mathcal{PT}$ operator. If the unbroken $\mathcal{PT}$ symmetry does not hold, the broken $\mathcal{PT}$
symmetry will result in the presence of complex eigenvalues, i.e. at least a pair of real eigenvalues coalesce and bifurcate into complex plane. The $\mathcal{PT}$-symmetry breaking and the associated change from real to complex eigenvalues can be generally observed when the gain or loss of the system under consideration is changed. On the other hand, unlike Hermiticity $\mathcal{PT}$ symmetry does not ensure the completeness of eigenfunctions. That is, even if the spectrum of a $\mathcal{PT}$-symmetric operator is entirely real, the set of its eigenfunctions may not constitute a complete basis. More details about the relation between $\mathcal{PT}$ symmetry and Hermiticity can be found in Ref. [5]. A nice and comprehensive review on the $\mathcal{PT}$ symmetry and its applications in non-Hermitian quantum mechanics and quantum field theory has been illustrated in detail by Bender (see Ref. [6]).

Although the concept of $\mathcal{PT}$ symmetry was initially motivated by the development of quantum theory [3,4,6], it was soon extended to various research branches of physics, including optics [7–11], plasmonics [12,13], atomic physics (especially Bose–Einstein condensation of ultracold quantum gases) [14–19], acoustics [20,21], and electrical circuits [22]. In particular, due to the similarity between the Schrödinger equation in quantum mechanics and the Maxwell equation in electromagnetic theory under paraxial approximation, optics provides a fertile ground where $\mathcal{PT}$-related concepts and research results can be realized and tested experimentally. In optics, the complex refractive-index distribution of a medium, $n(x)$, plays the role of the potential $V(x)$ in Equation (3) (where $x$ represents the transverse coordinate). Then, an optical potential is $\mathcal{PT}$-symmetric means the requirement

$$n(x) = n(-x)^*,$$

i.e. the real part of the index profile $\text{Re}[n(x)]$ must be even function while its imaginary part $\text{Im}[n(x)]$ (denoting loss or gain) must be odd function of $x$. A detailed review on periodic optical potentials with $\mathcal{PT}$ symmetry has been given in Ref. [23]. Due to the significant progress achieved in recent years by developing optical materials with different functionalities, the theoretical results of $\mathcal{PT}$-symmetric optical theory were soon confirmed in a series of experiments using optical waveguides [24–26], synthetic photonic lattices [27,28], optical microcavities [29,30], and multi-level atomic gases [31–38], and so on. Such investigations have also led to many attractive practical applications, such as the realization of nonreciprocal and unidirectional invisible light propagations [26,39–41], coherent perfect absorbers [42–45], giant light amplification [46], novel lasers [47,48], and so on.

On the other hand, developments in $\mathcal{PT}$-symmetric optics suggested further extension of theory to include non-linear effect, which is inherent in many fields of physics and is responsible for a wide variety of new phenomena. In this line, the study was initiated in non-linear optical systems with linear $\mathcal{PT}$-symmetric
potentials [10]. Later on, optical systems with non-linear $\mathcal{PT}$-symmetric potentials [49] and with mixed linear and non-linear $\mathcal{PT}$-symmetric optical lattices [50] were also suggested. Non-linear effects for light-beam dynamics in various optical systems with $\mathcal{PT}$-symmetry were also investigated, including optical couplers, optical waveguides [51–57], oligomers [58–60], 2D plaquettes [60, 61], finite/infinite chains [62–65], necklaces [66], and multi-core fibers [67], etc. As the research further develops, the possibility of non-linear excitations, especially optical solitons, in different types of $\mathcal{PT}$-symmetric structures [68–89] were studied. Other non-linear phenomena such as four-wave mixing was also explored in $\mathcal{PT}$-symmetric couplers [90]. Two comprehensive reviews on non-linear $\mathcal{PT}$-symmetric systems have been provided by Konotop et al. [91] and by Suchkov et al. [92] recently.

Among the various $\mathcal{PT}$-symmetric optical systems, $\mathcal{PT}$-symmetric coherent atomic gases possess many unique features. First, they have authentic $\mathcal{PT}$-symmetric refractive index, which has balanced gain and loss in the whole space. Second, they can be actively controlled and precisely manipulated by changing the system parameters in situ. Third, because usually working in regimes of resonance between light and atoms, they are inherently highly non-linear, and hence one can acquire $\mathcal{PT}$ symmetric optical systems with enhanced non-linear optical effects.

We recall that, in the development history of non-linear optics, attempts to use resonances to enhance optical nonlinearity have long been hampered by serious optical absorption. However, this paradigm has been challenged by recent theoretical and experimental studies on coherently driven atomic systems with electromagnetically induced transparency (EIT) [93]. By means of the destructive interference induced by a control laser field, the absorption of a probe laser field can be largely suppressed and hence an initially highly opaque optical medium becomes transparent. As a result, enhanced optical nonlinearity with eliminated absorption can be achieved in the systems via EIT [94]. Besides EIT-related systems, the systems with Raman resonances (i.e. all laser fields are far off the one-photon resonances but close to the two-photon resonances) can also exhibit enhanced optical nonlinearity with a small absorption. Due to these reasons, the coherent atomic gases driven by laser fields designed to be $\mathcal{PT}$-symmetric may be served as powerful building blocks for developing novel non-linear photonic devices that can be actively controlled and manipulates at very low power level.

In this article, we present a comprehensive introduction on the recent development of the $\mathcal{PT}$ symmetry in coherent atomic gases. We review different physical schemes for the realization of $\mathcal{PT}$ symmetry via laser-driven multi-level atomic gases. The interesting physical properties and promising applications of $\mathcal{PT}$-symmetric atomic systems are discussed, and several experiments carried out for demonstrating the $\mathcal{PT}$ symmetry with coherent atomic gases are also described. Finally, perspectives on the further study of the $\mathcal{PT}$ symmetry using coherent atomic gases are given.
2. \(\mathcal{PT}\)-symmetric optical potentials: three-level atomic model

A mixture of two isotopes of three-level atoms with \(\Lambda\)-type configuration was firstly used for attaining a large index of refraction with vanishing absorption [95–98]. The essential idea of such system is to establish two Raman resonances, one of which results in gain and another in absorption, and hence the real (imaginary) part of the susceptibility appears as an even (odd) function of the probe-field frequency. Since for a monochromatic beam the change \(\omega \rightarrow -\omega\) can be viewed as a time inversion symmetry \(t \rightarrow -t\), the system can have \(\mathcal{PT}\)-symmetric refractive index. Such scheme was firstly proposed by our group [31,34–36] using a three-level atomic system coupled with two laser fields.

2.1. The 3-level atomic model

The physical setting under consideration consists of an atomic gas with two isotopes, say \(^{87}\text{Rb}\) (species 1) and \(^{85}\text{Rb}\) (species 2), as shown in Figure 1(a). Each isotope is represented by a three-level configuration with two ground-state sublevels \(|g, s\rangle\) and \(|a, s\rangle\), and one excited state \(|e, s\rangle\) \((s = 1, 2\) indicates the specie of the atoms). A weak probe field \(E_p\) and a strong control field \(E_c\), propagating along the \(z\)-direction with wavenumbers \(k_p\) and \(k_c\), couple ground-state sublevels \(|g, s\rangle\) and \(|a, s\rangle\) to excited level \(|e, s\rangle\), respectively. For the mixture of rubidium isotopes one can assign \(|g, s\rangle = |5S_{1/2}, F = 1\rangle\), \(|a, s\rangle = |5S_{1/2}, F = 2\rangle\), and \(|e, s\rangle = |5P_{1/2}, F = 1\rangle\). The half Rabi frequencies of the probe and control fields are \(\Omega_p = \rho_{eg} E_p/(2\hbar)\) and \(\Omega_c = \rho_{ea} E_c/(2\hbar)\), respectively. Here \(\rho_{eg}\) \((\rho_{ea})\) represents electric dipole matrix element associated with transition from \(|e, s\rangle\) to \(|g, s\rangle\) \((|e, s\rangle\) to \(|a, s\rangle\), which is assumed to be approximately equal for both isotopes. For selected levels of rubidium atoms, the electric dipole matrix element is \(\rho_{eg} \approx \rho_{ea} = 2.5377 \times 10^{-27}\) C \(\times\) cm [99].

Under electric dipole approximation (EDA) and rotating-wave approximation (RWA), the Hamiltonian of the system in interaction picture is given by \(H_{\text{int}} = \sum_{s=1}^{2} \{ \hbar (\delta_s |a, s\rangle \langle a, s| + (\Delta_s + \delta_s) |e, s\rangle \langle e, s|) - \hbar (\Omega_p |e, s\rangle \langle g, s| + \Omega_s |e, s\rangle \langle a, s + \text{H.c.}|) \}\), where H.c. denotes Hermitian conjugate, \(\Delta_s = \omega_{e,s} - \omega_{a,s} - \omega_c\) is the one-photon detuning and \(\delta_s = \omega_{a,s} - \omega_{g,s} - (\omega_p - \omega_c)\) is the two-photon detuning, with \(\omega_{l,s}\) \((l = g, a, e)\) being the eigenfrequency of the level \(|l, s\rangle\). All fields are far off the one-photon resonance but close to the two-photon (Raman) resonance, which implies that \(\delta_s \ll \Delta_s\). Each isotope is initially prepared in one of the two ground-state sublevels via optical pumping as indicated by black dots in Figure 1(a). The first isotope exhibits two-photon absorption while the second isotope exhibits two-photon gain for the probe field.

The motion of atoms is governed by the Bloch equation [100]

\[
\begin{align*}
    i \frac{\partial \rho_{gg}^s}{\partial t} &= i \Gamma_{eg} \rho_{ee}^s - \Omega_p^* \rho_{eg}^s + \Omega_p \rho_{eg}^s, \\
    i \frac{\partial \rho_{aa}^s}{\partial t} &= i \Gamma_{ea} \rho_{ee}^s - \Omega_c^* \rho_{ea}^s + \Omega_c \rho_{ea}^s,
\end{align*}
\]
Figure 1. Three-level atomic model for realizing $\mathcal{PT}$ symmetry. (a) Energy-level diagram and Raman scheme of the mixture of two three-level $\Lambda$ systems. $E_p$ and $E_c$ are weak probe field and strong control field, respectively. $\Delta_1$ ($s = 1, 2$) and $\delta$ are one- and two-photon detunings, respectively. The initially populated levels (i.e. $|g,1\rangle$ and $|a,2\rangle$) are indicated by black dots. (b) Possible experimental settings for the suggested system. $E_S$ is the far-detuned Stark field. The control (Stark) field consists a $z$-direction laser beam, $E_c$ ($E_S$), and two pairs of laser beams, $E_{c,j}^\pm$ ($E_{S,j}^\pm$) ($j = 1, 2$), with the same cross angle $\theta_c$ ($\theta_S$). Source: Adapted from Ref. [31,36].

$$
\begin{align*}
    i \frac{\partial \rho_{ee}}{\partial t} &= -i(\Gamma_{eg} + \Gamma_{ea}) \rho_{ee}^{s} + \Omega_p^* \rho_{eg}^{s} - \Omega_p \rho_{eg}^{s*} + \Omega_c^* \rho_{ea}^{s} - \Omega_c \rho_{ea}^{s*}, \\
    i \frac{\partial \rho_{ag}}{\partial t} &= -d_{ag}^s \rho_{ag}^{s} + \Omega_p^* \rho_{ea}^{s} - \Omega_c^* \rho_{eg}^{s}, \\
    i \frac{\partial \rho_{eg}}{\partial t} &= -d_{eg}^s \rho_{eg}^{s} + \Omega_p (\rho_{ee}^{s} - \rho_{gg}^{s}) - \Omega_c \rho_{eg}^{s}, \\
    i \frac{\partial \rho_{ea}}{\partial t} &= -d_{ea}^s \rho_{ea}^{s} + \Omega_c (\rho_{ee}^{s} - \rho_{aa}^{s}) - \Omega_p \rho_{eg}^{s*},
\end{align*}
$$

where $d_{ag}^s = \delta_{s,1} \delta_{1} (\delta_{i,j} = 1$ for $i = j; \delta_{i,j} = 0$ for $i \neq j)$, $d_{ea}^s = -\Delta_s + i \Gamma_{ea}$, and $d_{eg}^s = \delta_{s,1} \delta_{1} - \Delta_s + i \Gamma_{eg}$. Here, $\Gamma_{ea}$ and $\Gamma_{eg}$ are, respectively, the spontaneous-emission decay rates from the excited state $|e,s\rangle$ to two ground-state sublevels $|a,s\rangle$ and $|g,s\rangle$, assumed to be approximately equal for the both isotopes. Within the required accuracy, one can take $\Gamma_{ea} \approx \Gamma_{eg} = \Gamma$. The decay rate from $|a,s\rangle$ to $|g,s\rangle$ is about four orders smaller than $\Gamma$, and hence can be safely neglected. Since the isotopes are loaded in a cell at low temperature, the decay rate $\Gamma \approx \pi \times 5.75$ MHz for Rubidium atoms [99]. In addition, the two-photon detuning of the second isotope can be taken as zero, i.e. $\delta_2 = 0$, which can be achieved by tuning the frequency of the probe field $\omega_p$.

The susceptibility of the probe field is defined by $\chi_p = \frac{p_{eg}^2 (N_1 \rho_{eg}^1 + N_2 \rho_{eg}^2)}{(\epsilon_0 \hbar \Omega_p)}$, where $N_s$ is the density of the $s$-th isotope and the coherence $\rho_{eg}^s$ can be computed from the Bloch Equation (5). Assuming $|\Omega_p/\Omega_c| \ll 1$, one can...
employ the expansions $\rho_{jk}^s = \sum_{m=0}^{\infty} \rho_{jk,m}^s (j, k = g, a, e)$, where $\rho_{jk,m}^s$ is of order of $|\Omega_p/\Omega_c|^m$. Substituting the expansions into the Bloch Equation (5) and neglecting the derivative with respect to time, Equation (5) in the leading order are solved by $\rho_{gg,0}^1 = \rho_{aa,0}^2 = 1$ and $\rho_{ea,0}^2 = -\Omega_c/d_{ea}^2$, with other leading elements of the density matrix being zero. In higher orders, we obtained the recurrent equations

\[
\begin{pmatrix}
\frac{d\rho_{ag,m}^s}{\Omega_c^*} \\
\frac{d\rho_{eg,m}^s}{\Omega_c^*}
\end{pmatrix} = \Omega_p \begin{pmatrix}
\rho_{ag,m}^{s*} \\
\rho_{eg,m}^{s*}
\end{pmatrix} = \begin{pmatrix}
\rho_{ea,m-1}^s \\
\rho_{ec,m-1}^s - \rho_{gg,m-1}^s
\end{pmatrix},
\]

(6a)

\[
M_m = (\Omega_p\rho_{eg,m}^{s*} - \Omega_c^*\rho_{eg,m}^s, 0, -\Omega_p\rho_{ag,m}^{s*}, \Omega_c^*\rho_{ag,m}^s)^T.
\]

(6b)

where $M_m = (\Omega_p\rho_{eg,m}^{s*} - \Omega_c^*\rho_{eg,m}^s, 0, -\Omega_p\rho_{ag,m}^{s*}, \Omega_c^*\rho_{ag,m}^s)^T$. Equation (6) can be solved order by order.

The expression of coherence $\rho_{eg}^s$ up to the third order was explicitly computed in Refs. [34–36], allowing to express the probe-field susceptibility in the form of $\chi_p = \sum_{z=1}^2 \rho_{eg}^z N_1/\epsilon_0\hbar \rho_{eg}^{s*} \approx \chi_{p,1} + |\Omega_p/\Omega_c|^2\chi_{p,3}$, where the first- and third-order susceptibilities, $\chi_{p,1}$ and $\chi_{p,3}$, are, respectively, given by

\[
\chi_{p,1} = \frac{p_{eg}^2 N_1}{\epsilon_0\hbar} \left[ \delta_1 \left( \delta_1 + \Delta_1 - i\Gamma \right) - |\Omega_c|^2 \right] + \frac{\eta}{\Delta_2 + i\Gamma},
\]

(7)

\[
\chi_{p,3} \approx -\frac{p_{eg}^2 N_1}{\epsilon_0\hbar} \left[ 1 + \frac{4|\Omega_c|^2 - 3\delta_1 + i\delta_1\Gamma}{\Delta_1^2} + \frac{3\Delta_2 - i\Gamma}{\Delta_2^2} \right],
\]

(8)

with $\eta = N_2/N_1$. When obtaining (8), the assumptions $\Delta_s \sim |\Omega_p/\Omega_c|^{-1/2}\Gamma$ and $\Omega_c \sim \delta_1 \sim \Gamma$ is used, which corresponds to a realistic choice of the system parameters given below.

The spatial distribution of the $PT$-symmetric probe-field susceptibility, $\chi_p(x) = \chi_p^s(-x)$ [and hence the $PT$-symmetric refractive index $n(x) = \sqrt{1 + \chi_p(x) = n^s(-x)}$, is obtained by applying a far-detuned laser field (i.e. the Stark field), $E_S(x)$ cos ($\omega_S t$), which induces shifts of levels $|j,s\rangle$, i.e. $\Delta E_{j,s}(x) = -\alpha_j E_S^2(x)/4$ (here $\alpha_j$ is the scalar polarizability). In addition, the control field is assumed to be $x$-dependent, $\Omega_c = \Omega_c(x)$. For the selected levels of rubidium atoms, $\alpha_e - \alpha_g \approx 2\pi\hbar \times 0.1223$ Hz(cm/V)$^2$ and $\alpha_g \approx \alpha_a$ [99]; this means the difference of the Stark shifts between the ground-state sublevels is negligible, i.e. the two-photon detunings $\delta$ are not affected by the Stark field $E_S$, while the one-photon detunings become $x$-dependent, $\Delta_s(x) = \Delta_s - (\alpha_e - \alpha_g) E_S^2(x)/(4\hbar)$. Hence, one has $\Delta_1(x) = \Delta_1 - (\alpha_e - \alpha_g) E_S^2(x)/(4\hbar)$ and $\Delta_2(x) = \Delta_1(x) + \Delta_2 - \Delta_1$.

The equation of motion for the probe-field Rabi frequency $\Omega_p$ can be obtained using the Maxwell equation $\nabla^2 E_p - (1/c^2)\partial^2 E_p/\partial t^2 = [1/(\epsilon_0 c^2)]\partial^2 P/\partial t^2$, where
the polarization intensity of the probe field is given by \( P = \sum_{s=1}^{2} N_{s}d_{eg,s}p_{eg,s} e^{i(k_{p}z - \omega_{p}t)} + c.c. \). Under paraxial approximation and slowly varying envelope approximation (SVEA), we have

\[
\frac{k_{p}^{2}}{2k_{S}^{2}} \frac{\partial \Omega_{p}}{\partial \xi} + \frac{1}{2} \frac{\partial^{2} \Omega_{p}}{\partial \xi^{2}} + \frac{k_{p}^{2}}{2k_{S}^{2}} \chi_{p}(\xi)\Omega_{p} = 0, \tag{9}
\]

where the scaled variables \( \zeta = k_{p}z \) and \( \xi = k_{S}x \) (\( k_{S} = 2\pi/\lambda_{S} \), with \( \lambda_{S} \) being the wavelength of the Stark field). Here, for simplicity, \( \Omega_{p} \) is assumed to be independent on \( y \), which is valid only for the probe beam having a large width in the \( y \)-direction so that the diffraction term \( \partial^{2} \Omega_{p}/\partial y^{2} \) can be neglected.

The first-order susceptibility can be expressed as \( \chi_{p,1}(\xi) = \tilde{\chi}_{p,1} + \bar{\chi}_{p,1}(\xi) \), where \( \tilde{\chi}_{p,1} \) and \( \bar{\chi}_{p,1}(\xi) \) are, respectively, the constant and modulated parts of \( \chi_{p,1}(\xi) \). With given parameters, \( \tilde{\chi}_{p,1}(\xi) \) is two orders smaller than \( \bar{\chi}_{p,1}, \) i.e. \( |\tilde{\chi}_{p,1}(\xi)/\bar{\chi}_{p,1}| \sim |\Omega_{p}/\Omega_{c}|^{2} \). Using the transformation \( \Omega_{p}(\xi, \zeta) = u(\xi)U_{0}e^{ib\xi} \) (where \( b \) is the propagation constant and \( U_{0} \) is the typical Rabi frequency) and preserving the terms up to the third order \( (\sim |\Omega_{p}/\Omega_{c}|^{3}) \)-order), Equation (9) can be written into

\[
\frac{\partial^{2} u}{\partial \xi^{2}} + V(\xi)u + G(\xi)|u|^{2}u = \beta u, \tag{10}
\]

where \( V(\xi) \) is the optical potential, given by \( V(\xi) = (k_{p}^{2}/k_{S}^{2})\tilde{\chi}_{p,1}(\xi) \), \( G(\xi) \) is the non-linear coefficient characterizing Kerr nonlinearity, given by \( G(\xi) = [k_{p}^{2}U_{0}^{2}/(k_{S}^{2}|\Omega_{c}|^{2})]\chi_{p,3}(\xi) \), and \( \beta \) is the eigenvalue, given by \( \beta = (k_{p}^{2}/k_{S}^{2})(2b - \bar{\chi}_{p,1}) \).

### 2.2. \( \mathcal{PT} \)-symmetric Scarff II potential and weak-light solitons

Since the system described above can be easily manipulated, we can obtain different types of optical potentials obeying \( \mathcal{PT} \) symmetry [31,34–36]. The susceptibility function we need is of the form \( \chi(\xi) = \chi_{Tr}(\xi) + i\chi_{Ti}(\xi) \), referred as the target susceptibility function, where \( \chi_{Tr}(\xi) \) and \( \chi_{Ti}(\xi) \) are, respectively, the real and imaginary parts of \( \chi(\xi) \). \( \mathcal{PT} \) symmetry requires \( \chi_{Tr}(\xi) = \chi_{Tr}(-\xi) \) and \( \chi_{Ti}(\xi) = -\chi_{Ti}(-\xi) \). At \( \xi = 0 \), the susceptibility must be real, i.e. \( \chi_{Ti}(\xi = 0) = 0 \). Thus, when the values of \( \Omega_{c} \) and \( \Delta_{1} \) are given at \( \xi = 0 \), denoted as \( \Omega_{c0} = \Omega_{c}(\xi = 0) \) and \( \Delta_{10} = \Delta_{1}(\xi = 0) \), the value of \( \eta \) \((= N_{2}/N_{1})\) can be determined by the equation \( \text{Im}[\chi_{p}(\Omega_{c0}, \Delta_{10}, \eta)] = 0 \), and the solution is \( \eta = \eta_{0} \). Further, \( \chi_{Tr0} = \chi_{Tr}(\xi = 0) \) can be determined by the equation \( \chi_{p}(\Omega_{c0}, \Delta_{10}, \eta_{0}) = \chi_{Tr0} \).

The probe-field susceptibility \( \chi_{p} \) is a function of \( \Omega_{c} \) and \( \Delta_{1} \). Expanding it around \( \Omega_{c0} \) and \( \Delta_{10} \) gives

\[
\text{Re}[\chi_{p}(\Omega_{c}, \Delta_{1}, \eta_{0})] = \chi_{Tr0} + R_{1,0}(\Omega_{c} - \Omega_{c0}) + R_{0,1}(\Delta_{1} - \Delta_{10}), \tag{11a}
\]

\[
\text{Im}[\chi_{p}(\Omega_{c}, \Delta_{1}, \eta_{0})] = I_{1,0}(\Omega_{c} - \Omega_{c0}) + I_{0,1}(\Delta_{1} - \Delta_{10}), \tag{11b}
\]
where

\[ R_{m,n} = \frac{\partial^{m+n}}{\partial^{m} \Omega_c \partial^{n} \Delta_1} \text{Re}[\chi_p(\Omega_c, \Delta_1, \eta_0)]|_{\Omega_c=\Omega_{c,0}, \Delta_1=\Delta_{10}}, \]

\[ I_{m,n} = \frac{\partial^{m+n}}{\partial^{m} \Omega_c \partial^{n} \Delta_1} \text{Im}[\chi_p(\Omega_c, \Delta_1, \eta_0)]|_{\Omega_c=\Omega_{c,0}, \Delta_1=\Delta_{10}}. \]

Since \( \chi_p(\xi) = \chi_T(\xi) \), to determine the profiles of \( \Omega_c(\xi) \) and \( \Delta_1(\xi) \) we can solve the equations

\[ R_{1,0}(\Omega_c - \Omega_{c,0}) + R_{0,1}(\Delta_1 - \Delta_{10}) = \chi_{T r}(\xi) - \chi_{T r0}, \quad (13a) \]

\[ I_{1,0}(\Omega_c - \Omega_{c,0}) + I_{0,1}(\Delta_1 - \Delta_{10}) = \chi_{T i}(\xi). \quad (13b) \]

Once \( \Delta_1(\xi) \) is obtained, we can further compute the profile of \( E_S \) through

\[ E_{2,0}(x) = \frac{4\hbar[\Delta_1 - \Delta_{1}(x)]/(\alpha_e - \alpha_g)}. \]

The error of this method originates from the neglected higher order terms in the Taylor expansion, mainly the second-order terms. Thus the condition

\[ |R_{2,0}(\Omega_c - \Omega_{c,0})^2 + 2R_{1,1}(\Omega_c - \Omega_{c,0})(\Delta_1 - \Delta_{10}) + R_{0,2}(\Delta_1 - \Delta_{10})^2| \]

\[ \ll |\chi_{T r}(\xi) - \chi_{T r0}|, \quad (14a) \]

\[ |I_{2,0}(\Omega_c - \Omega_{c,0})^2 + 2I_{1,1}(\Omega_c - \Omega_{c,0})(\Delta_1 - \Delta_{10}) + I_{0,2}(\Delta_1 - \Delta_{10})^2| \]

\[ \ll |\chi_{T i}(\xi)| \quad (14b) \]

must be satisfied to make sure that the error is negligible. Otherwise, one needs to take into account the second-order terms in the expansion. Moreover, by tuning \( \Omega_c(\xi) \) and \( E_S \) it is possible to control the system to work above or below the exceptional point (see the following examples).

To prove the effectiveness of the above method, we consider a single \( \mathcal{PT} \)-symmetric potential, corresponding to the Scarff II potential [101], i.e.

\[ V(\xi) = V_0 \text{sech}^2(\xi) + i W_0 \text{sech}(\xi) \text{tanh}(\xi), \quad (15) \]

with \( V_0 \) and \( W_0 \) being the amplitudes of the real and imaginary parts. The linear problem associated with Equation (10) and the potential (15) exhibits the entirely real spectrum provided that \( W_0 \leq V_0 + 1/4 \). Thus for a fixed value of \( V_0 \), there exists a threshold for the imaginary amplitude \( W_0 \), above which a \( \mathcal{PT} \)-symmetric phase transition occurs and the spectrum enters the complex domain. In the non-linear regime, the refractive-index distribution can be modified by the beam itself through the nonlinearity, and hence stable solitons may exist even if the \( \mathcal{PT} \)-symmetric potential has crossed the phase transition point.

In what follows, the values of detunings are taken to be \( \Delta_1 = 8 \Gamma \), \( \Delta_2 = 8.72 \Gamma \), and \( \delta_1 = 1.81 \Gamma \). Atomic densities of the first and second isotopes \( N_1 \approx 2.23 \times 10^{14} \text{ cm}^{-3} \) and \( N_2 \approx 4.81 \times 10^{14} \text{ cm}^{-3} \), respectively. With
Figure 2. $\mathcal{PT}$-symmetric Scarff II potential and soliton solutions. (a) Real (solid line) and imaginary (dashed line) parts of the refractive index $n(\xi) = 1.208$. (b) Control (solid line) and Stark (dashed line) fields required for the refractive index, $\Omega_c(\xi) / \Gamma \approx 2.55$ and $E_S(\xi) / E_0 \approx 0.97$. (c) Real (solid) and imaginary (dashed) parts of the soliton amplitude for $V_0 = 3.01$ and $W_0 = 0.3$. (d) Evolution of the soliton solution (19) after adding random noises on both amplitude and phase.

From Equations (17) and (18) one can estimate the powers required for the control and Stark fields, which are given by $E_c \approx 2.7$ V cm$^{-1}$ ($\Omega_c \approx 4.6 \times 10^7$ Hz) and $E_S \approx 97$ V cm$^{-1}$, respectively. Being focused into a spot with radius $\approx 0.1$ mm, this requires laser power $\approx 3.9$ mW.

Shown in Figure 2(a) are the real and imaginary parts of the refractive index $n(\xi) = \sqrt{1 + \chi_p(\xi)} \approx 1 + \frac{1}{2} \chi_p(\xi)$. The potential parameters used are $V_0 = 3.01$.
and $W_0 = 0.3$, which is below the $\mathcal{PT}$ phase transition point. The control and Stark fields required for the $\mathcal{PT}$-symmetric refractive index are plotted in Figure 2(b). For estimating the accuracy of the refractive-index $\mathcal{PT}$ symmetry, we define the error function defined by $\nu(\xi) = n(\xi) - n^\ast(\xi)$. Its real and imaginary parts are of order of $10^{-8}$ and $10^{-7}$, respectively. Thus, very high accuracy of the refractive-index $\mathcal{PT}$ symmetry is obtained.

The third-order probe-field susceptibility $\chi_{p,3}$ can be computed using Equation (8). In general, the real and imaginary parts of $\chi_{p,3}$ depend on the spatial coordinates and violate the $\mathcal{PT}$ symmetry. These effects, however, are two orders smaller than its main (constant) part, i.e. they are beyond the required accuracy and can be safely neglected. In addition, the imaginary part of $\chi_{p,3}$ is much smaller than its real part and can also be neglected. As a result, for the given parameters we obtain $\chi_{p,3} \approx -16.99$, which corresponds to $G \approx -1$ (defocusing nonlinearity) for $U_0 = 0.08\Gamma$. Since the third-order susceptibility is largely enhanced owing to the existence of two nearly resonant Raman transitions, very weak probe-field intensity is needed for obtaining a large non-linear optical effect. This is very different from any passive optical materials where intensive laser fields are usually required for obtaining enough nonlinearity to balance the dispersion or diffraction.

Equation (10) with Scarff II potential (15) and $G \approx -1$ admits an exact soliton solution with the form

$$u(\xi) = \sqrt{V_0 - W_0^2/9} - 2 \text{sech}(\xi)e^{i(W_0/3)} \arctan[\sinh(\xi)],$$

for $\beta = 1$. Figure 2(c) shows the real and imaginary parts of the soliton amplitude for $V_0 = 3.01$ and $W_0 = 0.3$. In order to check the robustness of the soliton, the solution (19) is involved using Equation (9) with the potential (15) after adding random noises on both the amplitude and phase in the soliton. The result of this simulation, shown in Figure 2(d), indicates that the soliton is stable during propagation. The optical power for generating such soliton solution may be estimated using Poynting’s vector, which gives $P_{\text{sol}} \approx 2.9$ nW when taking the beam radius $\approx 0.1$ mm. Consequently, comparing the optical solitons produced in conventional systems [102], very low input power is needed for generating the soliton in the atomic gas given above. Note that spatial solitons and their stability in Kerr non-linear media with generalized $\mathcal{PT}$-symmetric Scarff-II potentials was recently studied in Ref. [103].

### 2.3. $\mathcal{PT}$-symmetric periodic potential and weak-light gap solitons

The second example is the complex, periodic optical potential with $\mathcal{PT}$ symmetry

$$V(\xi) = V_0 \cos^2(\xi) + iW_0 \sin(2\xi).$$

In general, the band structure of a complex optical lattice potential is complex. However, for a $\mathcal{PT}$-symmetric optical lattice potential the energy band can be
entirely real as long as the system is operated below the phase transition point of $\mathcal{PT}$ symmetry breaking. For the potential (20), purely real bands are possible in the range $0 \leq W_0/V_0 < 1/2$ [23].

With given parameters, the periodic $\mathcal{PT}$-symmetric potential (20) can be realized in the coherent atomic gas with

$$
\chi_{p,1}(\xi) = 0.460 - 10^{-3}[V_0 \cos^2(\xi) + iW_0 \sin(2\xi)],
$$

which can be realized using the control and Stark fields shaped as

$$
\Omega_c(\xi)/\Gamma \approx 2.553 - 0.002V_0 \sin^2(\xi) - 0.032W_0 \sin(2\xi),
$$

$$
E_S(\xi)/E_0 \approx 0.97 + 0.008V_0 \sin^2(\xi) + 0.021W_0 \sin(2\xi).
$$

Figure 3(a) shows the real and imaginary parts of the refractive index $n(\xi)$ for $V_0 = 3.0$ and $W_0 = 0.75$, which is below the $\mathcal{PT}$ phase transition point. The control and Stark fields required for the $\mathcal{PT}$-symmetric $n(\xi)$ are plotted in Figure 3(b). The associated band-gap structure for various values of $W_0$ [i.e. $W_0 = 0.75$ (below the phase transition), 1.5 (on the phase transition point), and 2.25 (above the phase transition point)] is given by Figure 3(c) (real part of the energy band) and Figure 3(d) (imaginary part of the energy band). One sees that as $W_0/V_0$ is increased the band gap in the real part becomes narrower and closes completely when crossing the critical transition value $W_0/V_0 = 0.5$; the imaginary part of the energy band is zero in the whole axis for $W_0 = 0.75$ and 1.5, and is nonzero for $W_0 = 2.25$.

It is well known that stable gap solitons of bright type can be obtained in systems with a self-defocusing nonlinearity combining with a real periodic potential. This conclusion is still valid for the system with a complex periodic potential of $\mathcal{PT}$ symmetry. For Equation (10) with $G = -1$, we numerically constructed a family of localized soliton solution for $W_0 = 0.75$ with real eigenvalues located within the first energy gap, $-0.1 < \beta < 1.2$. The real and imaginary parts of amplitude of such a gap soliton for $\beta = 0.5$ is shown in Figure 3(e). The evolution of the soliton, after adding random noises on both amplitude and phase to the initial condition, is given in Figure 3(f), indicating that the soliton is stable during propagation. The optical power for generating the soliton shown in Figure 3(e) and (f) is very low, given by $P_{\text{sol}} \approx 3.7$ nW with the beam radius $\approx 0.1 \text{ mm}$ [36]. Solitons for $\beta$ located within the first energy band were also considered, which, however, are unstable.

2.4. Realization of the distribution of the control and Stark fields

A simple way for producing the spatial modulation of the control and Stark fields for realizing the $\mathcal{PT}$ symmetry in the atomic system is the use of high-resolution spatial light modulators. However, since all lengths are scaled by $\lambda_S$, which is $\approx 5 \mu\text{m}$ (inside the mid-infrared spectral range) in the above examples, the
Figure 3. $PT$-symmetric periodic potential and gap soliton solutions. (a) Real (solid line) and imaginary (dashed line) parts of the refractive index $n(\xi) = 1.208$. (b) Control (solid line) and Stark (dashed line) fields required for the refractive index, $\Omega_c(\xi) / \Gamma = 2.55$ and $E_S(\xi) / E_0 = 0.97$. (c) Real part of the ‘energy’ band for $V_0 = 3.0$ and $W_0 = 0.75$ (solid lines), 1.5 (dotted lines), and 2.25 (dashed lines). (d) Imaginary part of the ‘energy’ band for $V_0 = 3.0$ and $W_0 = 2.25$. It is zero in the whole axis of the lattice momentum $q$ for $W_0 = 0.75$ and 1.5. (e) Real (solid) and imaginary (dashed) parts of the soliton amplitude for $\beta = 0.5$. (f) Evolution of the gap soliton after adding random noises on both amplitude and phase. Source: Adapted from Ref. [36].

Pixel pitch of spatial light modulators should be much smaller than $\lambda_S$. This is a very strict requirement as the smallest pixel pitch of spatial light modulators nowadays is $\approx 8 \mu m$, which is still larger than $\lambda_S$.

An alternative way for realizing the spatial modulation of the control and Stark fields is to use the standing-wave light fields [31]. To obtain the control-field distribution (22), one can assume that the control field consists of three laser beams, one propagates along $z$-direction, i.e. $E_{c0}e^{-ik_c z - i\omega_c t}$, and other two propagate in $x-z$ plane with a cross angle $\theta_c$, i.e. $E_{cj}^{\pm} = \frac{1}{2} E_{cj} e^{-ik_c (\pm x \sin \theta_c + z \cos \theta_c) - i\omega_c t \pm \phi_j}$, where $E_{cj}$ and $\phi_j$ are, respectively, the amplitudes and phases of the $j$-th pair of...
laser beams \((j = 1, 2)\), as shown in Figure 1(b). If \(\theta_c\) is very small, i.e. \(\sin \theta_c \ll 1\) and \(\cos \theta_c \approx 1\), the transverse distribution of the control field can be written as
\[
E_c(x) = e^{-ik_c z - i\omega t_0}[E_{c0} + E_{c1} \cos (k_c \sin \theta_c + \phi_1) + E_{c2} \cos (k_c \sin \theta_c + \phi_2)],
\]
which results into \(\Omega_c(x) = \Omega_{c0} + \Omega_{c1} \cos (k_c \sin \theta_c + \phi_1) + \Omega_{c2} \cos (k_c \sin \theta_c + \phi_2)\). Thus, for obtaining the control-field distribution (22), one can take \(\Omega_{c0} = (2.553 - 0.001 V_0)\Gamma\), \(\Omega_{c1} = 0.001 V_0\Gamma\), \(\Omega_{c2} = 0.032 W_0\Gamma\), \(\sin \theta_c = 2k_S/k_c\) \((k_S/k_c \ll 1)\), \(\phi_1 = 0\) and \(\phi_2 = \pi/2\).

The Stark-field distribution needed for realizing the \(\mathcal{PT}\) symmetry can also be realized using standing-wave light fields. Assuming the Stark field consists of a laser beam propagating along the \(z\)-direction, i.e. \(E_{S0} e^{ikSz - i\omega t_0}\), and two pairs of cross laser beams, i.e. \(E_{Sj}^{\pm} = \frac{1}{2} E_{Sj} e^{i kS \left(\mp x \sin \theta_S + z \cos \theta_S\right) - i \omega t_0 \pm i \phi}\) [see Figure 1(b)], and choosing \(E_{S0} = (0.97 + 0.004 V_0)E_0\), \(E_{S1} = 0.004 V_0 E_0\), \(E_{S2} = 0.021 W_0 E_0\), \(\phi_1 = -\pi\), \(\phi_2 = -\pi/2\), and \(\theta_S = \theta_c\), one can obtain the Stark-field distribution (23).

3. \(\mathcal{PT}\)-symmetric optical potential: 4-level atomic models

Besides the three-level atomic model described above, there are other models that may be used to realize a \(\mathcal{PT}\)-symmetric optical potential. In Refs. [32] and [33], two different schemes were introduced and both of them consist of four-level atomic gases. In contrast of the three-level atomic system, the four-level ones need only one species of atoms.

3.1. The four-level atomic model with coherent optical pumping

In Ref. [32], Sheng et al. considered a four-level N-type atomic system, as shown in Figure 4(a). In their model, the signal and coupling laser fields drive the atomic transitions \(|1\rangle - |3\rangle\) and \(|2\rangle - |3\rangle\), respectively; A pumping laser field driving the atomic transition \(|1\rangle - |4\rangle\) provides a gain to the system. By choosing appropriate parameters, the two coupling (blue) and two pump (green) beams, which propagate in the longitudinal direction (\(z\) direction), form two coupled waveguide structures, with one providing gain and the other providing absorption. The signal (red) beam propagates in the same direction along with the coupling and pump beams, as shown in Figure 4(b). Under the rotating-wave approximation, the Hamiltonian of the system in interaction picture is given by
\[
H_{\text{int}}/\hbar = -[\Delta_s |3\rangle\langle 3| + (\Delta_c - \Delta_s) |2\rangle\langle 2| + \Delta_p |4\rangle\langle 4|] - (\Omega_s |3\rangle\langle 1| + \Omega_c |3\rangle\langle 2| + \Omega_p |4\rangle\langle 1| + \text{H.c.}).
\]
Here, \(\Omega_s = \mu_{13} E_s/\hbar\), \(\Omega_c = \mu_{23} E_c/\hbar\), and \(\Omega_p = \mu_{14} E_p/\hbar\) are Rabi frequencies of the signal, coupling, and pump fields, respectively; \(\Delta_s = \omega_s - \omega_{13}\), \(\Delta_c = \omega_c - \omega_{32}\), and \(\Delta_p = \omega_p - \omega_{41}\) are frequency detunings of the signal, coupling, and pump fields, respectively. The motion of atoms interacting with the light fields is described by the optical Bloch equation
\[
\frac{\partial \rho}{\partial t} = -i/\hbar [H_{\text{int}}, \rho] - \Gamma \rho,
\] (24)
Figure 4. 4-level N-type atomic system with a coherent optical pumping. (a) The signal and coupling laser fields drive the atomic transitions $|1\rangle - |3\rangle$ and $|2\rangle - |3\rangle$, respectively; the pumping laser field drives the atomic transition $|1\rangle - |4\rangle$, which provides a coherent gain to the system. (b) The schematic diagram with signal (red), coupling (blue), and pump (green) fields. $x$ and $z$ represent the transverse and longitudinal directions of propagation, respectively. Source: Adapted from Ref. [32].

where $\rho_{jl}$ is the density-matrix elements in the interaction picture and $\Gamma$ is a $4 \times 4$ relaxation matrix. Explicit expressions of the Bloch Equation (24) are presented in Appendix 1.

The susceptibility of the atomic medium can be obtained through the expression $\chi = \frac{2N\mu_{13}}{\varepsilon_0E_s}\rho_{31}$. Given that $n = \sqrt{1 + \chi} \approx 1 + \chi/2$, $\chi = \chi' + i\chi''$ and $n = n_0 + n_R + in_I$, the real and imaginary parts of the refractive index can be written as $n_R \approx \frac{1}{2}\chi' = \frac{N\mu_{13}}{\varepsilon_0E_s}\text{Re}(\rho_{31})$ and $n_I \approx \frac{1}{2}\chi'' = \frac{N\mu_{13}}{\varepsilon_0E_s}\text{Im}(\rho_{31})$, respectively. In addition, $n_0 \approx 1$ is the background index of the system.

In order to realize a dual $\mathcal{PT}$-symmetric potential that allows an exchange of optical energy, one can employ two different coupling fields side by side, with each having an identical Gaussian intensity profile, while the susceptibility of the signal field varies in the transverse direction ($x$ direction) as a function of the coupling field intensity. Since the coupling fields are from two independent lasers and the overlapped region between them is relatively small, the phase effect between them is not considered. In this case, the total spatial intensity distribution of the coupling beams is assumed to be

$$I_c = A \left[ e^{-\frac{(x-a)^2}{2\sigma^2}} + e^{-\frac{(x+a)^2}{2\sigma^2}} \right],$$  \hspace{1cm} (25)$$

where $A$ is a constant, $2a$ is the separation between the two potential channels and $2\sqrt{2\ln2}\sigma$ is the full width at half maximum (FWHM) of the beam width. Even though the coupling intensity profiles for these two channels are identical, by choosing different coupling frequency detunings, one can actually introduce gain in one waveguide and absorption in the other one.

To this end, one needs to identify the relation between the susceptibility and the coupling frequency detuning. Figure 5(a) and (b) show the real (dispersion) and imaginary (gain or absorption) parts of the susceptibility versus the coupling
Figure 5. (a) The real (dispersion) and (b) imaginary (gain or absorption) parts of the susceptibility versus the coupling frequency detuning, $\Omega_c/(2\pi) = 2, 1,$ and $0.5$ MHz for black (solid), red (dashed), and blue (dotted) curves, respectively. The (c) real and (d) imaginary parts of the susceptibility versus the coupling Rabi frequency. The black, solid (red, dashed) curves represent $\chi'$ and $\chi''$ for the gain (absorption) waveguides. The chosen parameters are $\Delta_c/(2\pi) = -1.711$ and $-1.720$ MHz for the gain and absorption waveguides, respectively. Source: Adapted from Ref. [32].

detuning for various coupling intensities, respectively. The parameters are taken as $\Delta_s = \Delta_p = 0$, $\Omega_s/(2\pi) = 0.1$ MHz, $\Omega_p/(2\pi) = \Gamma_{31}/(2\pi) = \Gamma_{32}/(2\pi) = \Gamma_{41}/(2\pi) = 3$ MHz, $\Gamma_{21} = \Gamma_{42} = \Gamma_{43} = 0$ and $\Omega_c/(2\pi) = 2, 1$ and $0.5$ MHz for black (solid), red (dashed), and blue (dotted) curves, respectively. To achieve waveguiding, the signal field is focused at the center of each potential channel that is formed by the joint action of the coupling and pump beams. Therefore, the real part of the susceptibility needs to be larger with increasing coupling intensity. For this reason, the coupling detunings should be negative. One can see that the imaginary part of the susceptibility is close to zero when the coupling detuning is about $-1.7155$ MHz, as shown in Figure 5(b), and in the vicinity of this zero point, absorption is induced on the left side, and gain on the right.

Sheng et al. [32] took two different frequency detunings of the coupling field for simultaneously introducing gain and absorption in the two separate waveguides. This implies that the only difference between these two channels comes from the values of coupling-field detunings, while all other parameters remain identical. To achieve this goal, one needs to get the relation between the susceptibility and the coupling Rabi frequency. For example, by choosing $\Delta_c/(2\pi) = -1.711$ and $-1.720$ MHz for the two coupling fields, the real parts of the susceptibility associated with these two waveguides overlap quite well,
as shown in Figure 5(c). However, the imaginary parts for the gain and loss waveguides are not matched perfectly, as shown in Figure 5(d) (the curve for the gain waveguide is flipped by multiplying a minus sign for the black solid curve).

By choosing the full width at half maximum (FWHM) to be 7 $\mu$m when the separation between the two waveguides is 20 $\mu$m, the intensity-dependent index graphs displayed in Figure 5(c) and (d) can be converted into their corresponding index landscapes, as shown in Figure 6. It is clear that the real part of the refractive-index distribution is an even function of transverse coordinate $x$, whereas the imaginary part is odd simultaneously. The value of the refractive index can be easily modified by changing atomic density. Here, the atomic density of the system is assumed to be $\sim 10^{12} \text{ cm}^3$. In this case, the maximum contrast in the real part of the refractive index is in the order of $10^{-3}$. In this situation, each optical potential channel can support only one mode. In addition, one can control the ratio between the real and imaginary indices by changing the two coupling frequency detunings, which determines whether the system works below or above the threshold of $\mathcal{PT}$-symmetry. When the coupling detuning moves away from the near zero point $[\Delta_c/(2\pi) \approx -1.7155 \text{ MHz}]$, the ratio between the real and imaginary indices can be modified, and the system can operate either below [Figure 6(a)] or above [Figure 6(b)] the threshold point, or can even behave as a passive one without $\mathcal{PT}$ symmetry [Figure 6(c)]. Here, the ratio between the real and imaginary indices is $\sim 81, 10, \text{ and } 3000$, for Figure 6(a), (b) and (c), respectively. Under these conditions the threshold of the $\mathcal{PT}$-symmetry is about 27.

The propagation of a signal beam is shown in Figure 6(d), (e), and (f) corresponding to index structures as given in Figure 6(a), (b), and (c), respectively. In the case of the $\mathcal{PT}$-symmetric potential which operates below the symmetry breaking threshold, the light dynamics looks similar to that of a passive coupler, i.e. the optical field periodically oscillates between the two waveguides. By increasing the gain–loss contrast, transitions from stable to exponentially growing modes can occur, signifying the onset of $\mathcal{PT}$-symmetry breaking, as shown in Figure 6(e). Finally, the propagation dynamics of the passive potential of Figure 6(c) is depicted in Figure 6(f).

One can also introduce additional coupling beams in order to realize an optical lattice potential, as shown in Figure 7(a), with each waveguide channel in this lattice case filled with half gain and half loss. The ratio between the real and imaginary indices in Figure 7(a) is $\sim 6.7$. Instead of using continuously varying coupling intensity and discontinuously varying the coupling frequency detuning to generate the optical lattice potentials, an alternative way is to use continuously varying coupling and pump intensities. For example, the coupling and pump beam intensities are spatially modified as cosine and sine functions, respectively, while the other parameters remain uniform in space. In such case, a $\mathcal{PT}$-symmetric optical lattice potential can be established, as shown in Figure 7(b). The parameters used in generating Figure 7(b) are $\Omega_c/(2\pi) = 1.0 + \ldots$
Figure 6. The real (solid black curves) and imaginary (dashed blue curves) refractive indices as a function of position $x$ for (a) below threshold, (b) above threshold, and (c) conventional Hermitian cases. The parameters used are $\Delta_c/(2\pi) = -1.7100$ and $-1.7214$ MHz for the gain and loss waveguides in part (a); $\Delta_c/(2\pi) = -1.6700$ and $-1.7645$ MHz for waveguides in (b); and $\Delta_c/(2\pi) = -1.7155$ in (c), respectively. The atomic density is $\sim 10^{12}$ cm$^{-3}$ while the other parameters are the same as in Figure 5. Panels (d)–(f) show optical beam propagation patterns for the signal beam in the index potentials of (a)–(c), respectively. Source: Adapted from Ref. [32].

Figure 7. The real (solid black curves) and imaginary (dashed blue curves) parts of the refractive index for periodic lattices as a function of position $x$ when (a) the coupling intensity and coupling detuning are spatially modified, as well as when (b) the coupling and pump intensities are spatially modified. Source: Adapted from Ref. [32].

$0.354 \cos (x/x_0) \text{ MHz, } \Omega_p/(2\pi) = 3.4 + 0.430 \sin (x/x_0) \text{ MHz, } \Delta_c/(2\pi) = -1.701 \text{ MHz, and } \Delta_p/(2\pi) = -1.100 \text{ MHz, with } x_0 = 1 \mu m \text{ being a scale factor.}$
Figure 8. Four-level N-type atomic system with an incoherent optical pumping. (a) The probe and control laser fields drive the atomic transitions $|1\rangle \rightarrow |3\rangle$ and $|2\rangle \rightarrow |3\rangle$, respectively; an incoherent pumping is used to couple the atomic transition $|1\rangle \rightarrow |4\rangle$, which provides an incoherent gain to the system. (b) Possible experimental arrangement. All the notation are defined in the text. Source: Adapted from Ref. [33].

All the other parameters used are the same as in Figure 6. The ratio between the real and imaginary indices in Figure 7(b) is $\sim 1.5$, which can be changed to be below or above the $PT$-symmetry breaking threshold by modifying the amplitudes of the sine or cosine functions. The optical lattice potential can also be extended to two dimensions (2D) when the coupling and pump intensities are simultaneously modulated in $x$ and $y$ directions.

3.2. The four-level atomic model with incoherent optical pumping

Almost at same time, Li and Huang also introduced a four-level scheme for realizing a $PT$-symmetric optical lattice potential [33]. The system under consideration consists of a cold, lifetime-broadened $^{87}$Rb atomic gas with N-type level configuration, as shown in Figure 8. Different from Ref. [32], in this model the gain of the system is provided by an incoherent optical pumping.

The levels of the system are taken from the D1 line of $^{87}$Rb atoms, with $|1\rangle = |5S_{1/2}, F = 1\rangle$, $|2\rangle = |5S_{1/2}, F = 2\rangle$, $|3\rangle = |5P_{1/2}, F = 1\rangle$ and $|4\rangle = |5P_{1/2}, F = 2\rangle$. A weak probe field $E_p = e_x E_p(x, t) \exp [i(k_p z - \omega_p t)] + c.c.$ and a strong control field $E_c = e_x E_c \exp [i(-k_c y - \omega_c t)] + c.c.$ interact resonantly with transitions $|1\rangle \rightarrow |3\rangle$ and $|2\rangle \rightarrow |3\rangle$, respectively. Here $e_x$ and $k_j (E_j)$ are, respectively, the polarization unit vector in the $x$th direction and the wave number (envelope) of the $j$th ($j = p, c$) field.

Furthermore, an assisted filed, $E_a = e_y E_a(x) \exp [i(-k_a z - \omega_a t)] + c.c.$, is assumed to couple the transition $|2\rangle \rightarrow |4\rangle$, where $E_a(x)$ is field-distribution function in the transverse direction ($x$ direction). The assisted field, $E_a$, when assumed to be weak (satisfying $E_p \leq E_a \ll E_c$), will contribute a cross phase modulation (CPM) effect to the probe field $E_p$. Note that the levels $|l\rangle$ ($l = 1, 2, 3, 4$) together with $E_p$, $E_c$ and $E_a$ form a N-type system. In addition, another far-detuned (Stark) optical lattice field, $E_{\text{Stark}} = e_y v E_s(x) \cos (\omega_L t)$, is assumed to be applied to the system, where $E_s(x)$ and $\omega_L$ are, respectively, the field-
distribution function and angular frequency. Due to the existence of $E_{\text{Stark}}$, a small and $x$-dependent Stark shift of level $E_l$ to the state $|l\rangle$ occurs, i.e. $E_l \rightarrow E_l + \Delta E_l$ with $\Delta E_l = -\frac{1}{2} \alpha_l \langle E_{\text{Stark}}^2 \rangle_t = -\frac{1}{2} \alpha_l |E_s(x)|^2$, here $\alpha_l$ is the scalar polarizability of the level $|l\rangle$, and $\langle \cdots \rangle_t$ denotes the time average in an oscillating cycle. The explicit forms of $E_a(x)$ and $E_s(x)$ are chosen in accordance with the requirement of $PT$ symmetry.

The CPM effect contributed by the assisted field $E_a$ and the Stark shift contributed by the far-detuned Stark field $E_{\text{Stark}}$ may provide periodic complex refractive index to the evolution of probe-field envelope. However, the system is still a dissipative one. In order to have gain in the system, an incoherent optical pumping is introduced, which can pump atoms from the ground-state level $|1\rangle$ to the excited-state level $|3\rangle$ with the pumping rate $\Gamma_{31}$. Such optical pumping can be realized by many techniques, such as intense atomic resonance lines emitted from hollow-cathode lamps or from microwave discharge lamps [104].

In Figure 8(a), $\Gamma_{13}$, $\Gamma_{23}$ and $\Gamma_{24}$ are spontaneous-emission rates denoting the population decays, respectively, from $|3\rangle$ to $|1\rangle$, $|3\rangle$ to $|2\rangle$ and $|4\rangle$ to $|2\rangle$; $\Omega_p = (\mathbf{e}_x \cdot \mathbf{p}_{13}) \mathcal{E}_p / \hbar$, $\Omega_c = (\mathbf{e}_x \cdot \mathbf{p}_{23}) \mathcal{E}_c / \hbar$, and $\Omega_a = (\mathbf{e}_y \cdot \mathbf{p}_{24}) \mathcal{E}_a / \hbar$ are, respectively, the half Rabi frequencies of the probe, control and assisted fields, where $\mathbf{p}_{ij}$ signifies the electric dipole matrix element of the transition from state $|i\rangle$ to $|j\rangle$, and $\Delta_3$, $\Delta_2$ and $\Delta_4$ are one-, two- and three-photon detunings in relevant transitions, respectively. Figure 8(b) shows a possible experimental arrangement.

Under EDA and RWA, the Hamiltonian of the system in interaction picture reads $H_{\text{int}} / \hbar = -\sum_{j=1}^4 \Delta_j^\prime |j\rangle \langle j| - (\Omega_p |3\rangle \langle 1| + \Omega_c |3\rangle \langle 2| + \Omega_a |4\rangle \langle 2| + h.c.)$, where h.c. denotes Hermitian conjugate, and $\Delta_j^\prime = \Delta_j + \alpha_l |E_s(x)|^2 / (2\hbar)$. The motion of atoms interacting with the light fields is described by the Bloch equation

$$\frac{\partial \sigma}{\partial t} = -\frac{i}{\hbar} [H_{\text{int}}, \sigma] - \Gamma \sigma,$$

(26)

where $\sigma_{ji}$ is the density-matrix elements in the interaction picture and $\Gamma$ is a $4 \times 4$ relaxation matrix. Explicit expressions of Equation (26) are presented in Appendix 2, in which an incoherent optical pumping (represented by $\Gamma_{31}$) from the level $|1\rangle$ to the level $|3\rangle$ is introduced [see Equations (B1a) and (B1c)].

Under SVEA, the Maxwell equation for the probe field is reduced to

$$i \left( \frac{\partial}{\partial z} + \frac{1}{c} \frac{\partial}{\partial t} \right) \Omega_p + \frac{c}{2\omega_p} \frac{\partial^2 \Omega_p}{\partial x^2} + \kappa_{13} \sigma_{31} = 0,$$

(27)

where $\kappa_{13} = N \omega_p |\mathbf{e}_x \cdot \mathbf{p}_{13}|^2 / (2\epsilon_0 hc)$ with $N$ the atomic density. Note that, the dynamics of $\Omega_a$ is assumed to be negligible during the probe-field evolution, which is a reasonable approximation because the assisted field couples to the levels $|2\rangle$ and $|4\rangle$ that always have vanishing population due to the EIT effect induced by the strong control field.
Because the probe field is weak, a perturbation expansion can be used for solving coupled equations (26) and (27) analytically [105–107]. To this end, the expansions \( \sigma_{ij} = \sigma_{ij}^{(0)} + \varepsilon \sigma_{ij}^{(1)} + \varepsilon^2 \sigma_{ij}^{(2)} + \varepsilon^3 \sigma_{ij}^{(3)} + \cdots \) and \( \Omega_p = \varepsilon \Omega_p^{(1)} + \varepsilon^3 \Omega_p^{(3)} + \cdots \) are used, with \( \varepsilon \) being a small parameter characterizing the typical amplitude of the probe field (i.e. \( \Omega_{p,max}/\Omega_c \)). Substituting such expansion to equations (26) and (27), one obtains a series of linear but inhomogeneous equations for \( \sigma_{ij}^{(l)} \) and \( \Omega_p^{(l)} \) \((l = 1, 2, 3, \ldots)\) that can be solved order by order. To get a divergence-free perturbation expansion, \( \sigma_{ij}^{(l)} \) and \( \Omega_p^{(l)} \) are considered as functions of the multiple scale variables \( z_l = \varepsilon^l z \) \((l = 0, 2)\) and \( x_1 = \varepsilon x \). In addition, the envelopes of the assisted field and the Stark field are assumed to be small, and are slowly varying functions in \( x \), i.e. \( \Omega_a = \varepsilon \Omega_a^{(1)}(x_1) \) and \( E_i = \varepsilon E_i^{(1)}(x_1) \). Thus, one has

\[
d_i = \d_i^{(0)} + \varepsilon^2 d_i^{(2)}, \quad \text{with} \quad d_i^{(0)} = \Delta_i - \Delta_j + i\gamma_{ij} \quad \text{and} \quad d_i^{(2)} = [(\alpha_i - \alpha_j)/(2\hbar)]E_i^{(1)}|^2.
\]

At \( \mathcal{O}(1) \)-order, one obtains non-zero density-matrix elements \( \sigma_{11}^{(0)} = 1 - (2 - \Delta_1)X_2, \sigma_{22}^{(0)} = (1 - \Delta_1)X_2, \sigma_{33}^{(0)} = X_2, \) and \( \sigma_{32}^{(0)} = [\Omega_c^*/(d_{32}^{(0)}*)]X_1X_2, \) with \( X_1 = \Gamma_{31}/[\Gamma_{13} + \Gamma_{31}(2 - \Delta_1)] \). It can be seen that due to the existence of the incoherent optical pumping (i.e. \( \Gamma_{31} \neq 0 \)) there are populations in the states \( |1\rangle, |2\rangle, \) and \( |3\rangle \). Because \( \Gamma_{31} \) is on the order of MHz in our model, the populations in \( |2\rangle \) and \( |3\rangle \) are small. If \( \Gamma_{31} = 0 \), it is straightforward that \( \sigma_{32}^{(0)} = \sigma_{33}^{(0)} = 0 \) and \( \sigma_{11}^{(0)} = 1 \).

At \( \mathcal{O}(\varepsilon) \)-order, the solution is given by \( \Omega_p^{(1)} = F e^{iKz}, \sigma_{21}^{(1)} = [\Omega_c^*(\sigma_{33}^{(0)} - \sigma_{11}^{(0)}) - d_{31}^{(0)}\sigma_{33}^{(0)}]/D_2, \sigma_{31}^{(1)} = (K/\kappa_{13})F e^{iKz}D_1, \sigma_{42}^{(1)} = (d_{32}^{(0)}\sigma_{32}^{(0)} + \Omega_c\sigma_{23}^{(0)})\Omega_a^{(1)}/D_2, \) and \( \sigma_{43}^{(1)} = (\Omega_c\sigma_{22}^{(0)} + d_{32}^{(0)}\sigma_{23}^{(0)})\Omega_a^{(1)}/D_2, \) with other \( \sigma_{lj}^{(1)} = 0 \). Here \( F \) is yet to be determined envelope function, \( D_1 = |\Omega_c|^2 - d_{21}^{(0)}d_{31}^{(0)}, D_2 = |\Omega_c|^2 - d_{42}^{(0)}d_{43}^{(0)} \), and the linear dispersion relation

\[
K = \kappa_{13}d_{21}^{(0)}(\sigma_{11}^{(0)} - \sigma_{33}^{(0)}) + \Omega_c\sigma_{23}^{(0)}.
\]

Because in the linear case \( \Omega_p \propto e^{iKz} \), the real and imaginary parts of linear dispersion relation characterize, respectively, the phase-shift and gain or loss during the probe-field propagation.

Shown in Figure 9 is \( \text{Im}K \) as a function of \( \Delta_3/\gamma_3 \) for \( \Delta_2 = \Delta_3 \). The system parameters used are [99] \( \gamma_1 = \Delta_1 = 0 \) Hz, \( 2\gamma_2 = 1 \times 10^3 \) Hz, \( \Gamma_3 = 2\gamma_3 = 36 \) MHz, and \( \kappa_{13} = 1.0 \times 10^{10} \) cm\(^{-1} \) Hz. Solid (red), dashed (green), and dashed-dotted (blue) lines correspond to \( (\Omega_c, \Gamma_{31}) = (0, 0), (5 \times 10^7 \) Hz, 0) and \( (5 \times 10^7 \) Hz, 0.7\( \gamma_3 \)), respectively. From the solid line of Figure 9, one sees that in the absence of the control field and incoherent pumping (i.e. \( \Omega_c = \Gamma_{31} = 0 \)), the probe field has a very large absorption. However, when the incoherent pumping still absent but \( \Omega_c \) takes the value of \( 5 \times 10^7 \) Hz, a transparency window is opened (as shown by the dashed line). This is well-known EIT quantum interference phenomenon induced by the control field. Notice that although EIT can greatly suppress the absorption, it cannot eliminate the absorption completely, i.e. there
is still a small absorption (i.e. $\text{Im} K > 0$). The dashed-dotted line in Figure 9 is the situation when the incoherent pumping is introduced ($\Gamma_{31} = 0.7 \gamma_3$). One sees that a gain, i.e. negative $\text{Im} K$ in the region near $\Delta_3 = 0$, occurs. Such gain is necessary to attain a $\mathcal{PT}$-symmetric optical potential for the probe-field propagation.

At $\mathcal{O}(e^3)$-order of the perturbation expansion, the closed equation for $F$ is obtained. When converting this equation into the one for $\Omega_p$, one has

$$i \frac{\partial \Omega_p}{\partial z} + \frac{c}{2\omega_p} \frac{\partial^2 \Omega_p}{\partial x^2} + \tilde{V}(x) \Omega_p = 0, \quad (29)$$

with

$$\tilde{V}(x) = \alpha_{12} \frac{|\mathbf{e}_y \cdot \mathbf{p}_{24}|^2}{\hbar^2} |E_a(x)|^2 + \alpha_{13} |E_s(x)|^2 + K. \quad (30)$$

The explicit expressions of the coefficients $\alpha_{12}$ and $\alpha_{13}$ are given in the appendix of Ref. [33].

The susceptibility of the probe field is then given by $\chi(x) = 2c \tilde{V}(x)/\omega_p$, and hence the refractive index $n(x) = \sqrt{1 + \chi(x)} \approx 1 + c \tilde{V}(x)/\omega_p$. In order to realize a $\mathcal{PT}$ symmetry for the system, the spatial distributions of the assisted and Stark fields are selected to have the form $E_a(x) = E_{a0} [\cos (x/R) + \sin (x/R)]$ and $E_s(x) = E_{s0} \cos (x/R)$, with $E_{a0}$ and $E_{s0}$ being typical amplitudes and $R^{-1}$ being typical ‘optical lattice’ parameter.

A $\mathcal{PT}$-symmetric optical potential can be obtained by choosing the system parameters as $2\gamma_2 = 1 \times 10^3$ Hz, $\Gamma_{3,4} = 2\gamma_{3,4} = 36$ MHz, $|\mathbf{p}_{24}| = 2.54 \times 10^{27}$ C cm and $\omega_p = 2.37 \times 10^{15}$ s$^{-1}$. Other (adjustable) parameters are taken as $\kappa_{13} = 2.06 \times 10^{11}$ cm$^{-1}$s$^{-1}$, $R = 2.5 \times 10^{-3}$ cm, $\Omega_c = 4.0 \times 10^8$ s$^{-1}$, $\Delta_2 = \Delta_3$. Solid (red), dashed (green), and dashed-dotted (blue) lines correspond to $(\Omega_c, \Gamma_{31}) = (0, 0)$, $(5 \times 10^7$ Hz, 0), and $(5 \times 10^7$ Hz, $0.7 \gamma_3)$, respectively. For illustration, the value of dashed-dotted (green) line has been amplified 7.8 times. Source: Adapted from Ref. [33].
Based on these parameters, the assisted laser field (31), the far-detuned Stark laser field (32), and the optical pumping (33), one obtains $K_0 = -11.7 - 0.4i$ and as a result,

$$V(x) \approx -11.7 + \cos^2(x/R) + i0.4\sin(2x/R),$$

(34)

which apparently satisfies the $\mathcal{PT}$ symmetry, exact to the accuracy $O(10^{-2})$. The constant term $-11.7$ in $V(x)$ can be removed using a phase transformation. Moreover, with the present system, it is possible to design different types of $\mathcal{PT}$-symmetric optical potentials and manipulating them in a controllable way [33].

### 4. Tunable non-linear $\mathcal{PT}$-symmetric defect modes in coherent atomic systems

Defects are known to play an important role in controlling, manipulating, and guiding lights, which relate to many useful applications. Depending on the physical nature of a defect, one can distinguish conservative and nonconservative defects, as well as linear and non-linear ones, which display very different properties with respect to the modes they support. In particular, the modes supported by non-linear nonconservative defects have been attracting increasing attention in recent years, see [108–112].

Recently, a way of implementing tunable non-linear defects in an atomic cell was suggested by our group [34,35]. Different from the previous works [108–112], the non-linear defect we studied is $\mathcal{PT}$ symmetric. The cell confines atoms in space and can be used to cut undesirable deviations from $\mathcal{PT}$ symmetry, which allows for construction of refractive indexes with different shapes, such as parabolic and double-hump shapes. Families of stable non-linear defect modes can be formed by the probe field in the atomic cell.

#### 4.1. Tunable non-linear single-core $\mathcal{PT}$-symmetric waveguides

Consider a one-dimensional photonic crystal with an embedded atomic cell filled by a mixture of two isotopes of cold three-level atoms [34]. Different from the system depicted in Figure 1, here $s = 1$ corresponds to $\text{Rb}^{85}$ while $s = 2$ corresponds to $\text{Rb}^{87}$, as shown Figure 10(a). The densities for each atomic isotope are taken as $N_1 \approx 6 \times 10^{14} \text{ cm}^{-3}$ and $N_2 \approx 1.92 \times 10^{15} \text{ cm}^{-3}$. The two-photon detunings are chosen as $\delta_1 = -0.18 \Gamma$ and $\delta_2 = 1.63 \Gamma$.
Figure 10. Atomic system for realization of tunable non-linear single-core $\mathcal{PT}$-symmetric waveguides and the corresponding optical potential. (a) Geometry of the photonic crystal, the energy-level diagram, and the Raman resonance scheme of a binary mixture. The notations represent the same as in Figure 1. (b) Distribution of real $n_0$ (solid line) and imaginary $n_0$ (dashed line) parts of the linear refractive index induced by the fields (35). Source: Adapted from Ref. [34].

The $\mathcal{PT}$-symmetric profile of the susceptibility, with parabolic real part and linear imaginary part, can be achieved using the control and Stark fields shaped as

$$\Omega_c(\xi) \approx (2.5 + 10^{-1} \times 0.25 \xi + 10^{-4} \times 2.4741 \xi^2) \Gamma,$$

$$E_S(\xi) \approx (1.9394 - 0.2542 \xi) E_0,$$

where $\xi = k_S x$ ($k_S = 2\pi/\lambda_S$) and $E_0 = 5 \times 10^3$ V/cm.

With the above distributions of the control and Stark fields, and choosing the effective susceptibility for the Bragg cladding $\chi_{\text{clad}} \approx -0.6405$ (i.e. $n_{\text{clad}} \approx 0.5996$; this parameter can be changed [113,114]), the first-order probe-field susceptibility acquires the form

$$\chi_{p,1}(\xi) \approx \begin{cases} \tilde{\chi}_0 + i\tilde{\chi}_1 \xi + \tilde{\chi}_2 \xi^2, & |\xi| \leq 1, \\ \chi_{\text{clad}}, & |\xi| > 1, \end{cases}$$

where $\tilde{\chi}_0 \approx -0.6398 \approx \chi_{\text{clad}} + 0.0007$, $\tilde{\chi}_1 \approx -3.2380 \times 10^{-4}$, and $\tilde{\chi}_2 \approx -3.6688 \times 10^{-4}$. Figure 10(b) shows the real and imaginary parts of the linear refractive index of the defect. Real and imaginary parts of the error function $\nu(\xi) \equiv \chi_{p,1}(\xi) - \chi_{p,1}^{*}(-\xi)$ for $|\xi| \leq 1$ are of order of $10^{-7}$ and $10^{-10}$, respectively.

On the other hand, the system is working in the regime of weak guidance, which is ensured by the fact that $|\tilde{\chi}_0 - \chi_{\text{clad}}| \sim 10^{-3} \chi_{\text{clad}}$. This gives the order of small parameter $|\Omega_p/\Omega_c|^2 \sim 10^{-3}$ and defines the accuracy of the expansion. The third-order probe-field susceptibility is computed using Equation (8). With the above given parameters, one finds that inside the atomic cell ($|\xi| \leq 1$), $\tilde{\chi}_{p,3} \approx -0.1294 \times 10^{-14}$.

With the above parameters, the probe field in the cell is described by the non-linear Schrödinger equation with a $\mathcal{PT}$-symmetric linear potential, while outside the cell the system is described by the linear equation:
\[ \begin{align*}
\frac{i}{\partial \zeta} \frac{\partial u}{\partial \zeta} + \frac{\partial^2 u}{\partial \xi^2} - (iV_1 \xi + V_2 \xi^2)u - |u|^2 u &= 0, \quad |\xi| < 1, \quad (37a) \\
\frac{i}{\partial \zeta} \frac{\partial u}{\partial \zeta} + \frac{\partial^2 u}{\partial \xi^2} - V_0 u &= 0 \quad |\xi| \geq 1. \quad (37b)
\end{align*} \]

Here \( u = \Omega \rho e^{-ik_0 \chi_0 z/2} / \Omega_0 \) is the dimensionless field, where the typical Rabi frequency \( \Omega_0 \) is chosen to scale out the non-linear coefficient in \((37a)\). In addition, \( \zeta = (k_0^2/2k_p)z, V_0 = (k_p^2/k_0^2)(\chi_0 - \chi_{\text{clad}}) \), and \( V_{1,2} = -(k_p^2/k_0^2)\chi_{1,2} \). For \( \lambda = 0.13 \) mm (thus \( k_p/k_0 \approx 10^2 \)), we obtained that \( \Omega_0 = 2.8 \times 10^5 \) s\(^{-1}\), \( V_0 \approx 7.9 \), \( V_1 \approx 3.2380 \), and \( V_2 \approx 3.6688 \).

Without the non-linear term in \((37a)\), the stationary guided modes \( u = e^{ib\zeta w(\xi)} \) are determined by the eigenvalue problem \( Lw = bw \), where \( b \) is the propagation constant and \( L \) is the \( PT \)-symmetric operator, defined by \( L = \frac{d^2}{d\xi^2} - V(\xi) \), with \( V(\xi) = iV_1 \xi + V_2 \xi^2 \) for \( |\xi| < 1 \) and \( V(\xi) = V_0 \) otherwise. For the above parameters, we found numerically that \( L \) has two isolated eigenvalues \( b_0 \approx -2.4 \) and \( b_1 \approx -5.8 \) [see Figure 11(a)] and a continuous spectrum situated on the real axis. The spectrum of \( L \) is all real due to the unbroken \( PT \) symmetry.

The existence of the two bound states is supported by the given positive value of \( V_0 \). Adjusting the parameters, one can change \( V(\xi) \) and hence the properties of the defect modes. For example, decrease (increase) of \( \chi_{\text{clad}} \) results in sequential appearance (disappearance) of isolated real eigenvalues \( b \), meaning change of the number of guided linear modes. In particular, for \( \chi_{\text{clad}} > -0.64 \) no linear guided modes exists. Increase of the imaginary part of the potential eventually results in the \( PT \) symmetry breaking.

Passing to the non-linear case, each eigenvalue (i.e. \( b_0, b_1 \), etc.) gives birth to a family of non-linear modes, as shown in Figure 11(a) on the plane \((U, b)\), where \( U = \int_{-\infty}^{\infty} |u|^2 d\xi \) is the total energy flow. In the linear limit, \( U \to 0 \), the propagation constants approach \( b_{0,1} \). With the decrease of \( b \) the total energy flow monotonously grows. A typical profile of a defect mode is shown in Figure 11(b), where the ‘current’ \( S = \frac{i}{2}(u \frac{\partial \bar{u}}{\partial \xi} - \bar{u} \frac{\partial u}{\partial \xi}) \) is also plotted, which is associated with the Poynting vector in the transverse direction. This current arises from the nontrivial phase structure of the non-linear modes. The mode shown in Figure 11(b) is well localized inside the atomic cell. Due to the enhancement of the nonlinearity, the generation power of the \( PT \)-symmetric defect modes considered above can be reduced to a nanowatt range.

To examine stability of the mode, small (\( \approx 5\% \)) random perturbations are added to both the amplitude and phase of the stationary solution, with the result shown in Figure 11(b). The calculation is done using Equation (37). One sees that the mode is robust during propagation, as shown in Figure 11(c). For comparison, in Figure 11(d) the evolution of the same input beam is repeated after decreasing \( N_2 \) by 5\% without changing other parameters. In this case, the
Figure 11. Families of non-linear modes and their evolution in the non-linear single-core $\mathcal{PT}$-symmetric waveguides. (a) Two families of non-linear modes bifurcating from the eigenvalues $b_{0,1}$ (see the text). The shaded domain corresponds to propagation constants belonging to the continuous spectrum. (b) The amplitude $|u|$ (solid line) and the current $S$ (dashed line) for the non-linear mode with $b = -3$. The shaded domain corresponds to the cladding. (c), (d) Evolution of the non-linear mode intensity $|u|^2$ for the $\mathcal{PT}$-symmetric (c) and non-$\mathcal{PT}$-symmetric (d) refractive indexes. Source: Adapted from Ref. [34].

system violates $\mathcal{PT}$ symmetry and the decay of the mode appears in a relatively short distance.

4.2. Tunable non-linear double-core $\mathcal{PT}$-symmetric waveguides

In the work [35], the spatial distributions of the control and Stark fields

$$\Omega_c(\xi) = (3.5 + 10^{-1} \times 0.35 \xi + 10^{-3} \times 7.62 \xi^2) \Gamma,$$

$$E_S(\xi) = (1.94 - 0.16 \xi) E_0,$$

and the effective susceptibility for the Brag cladding $\chi_{\text{clad}} \approx -0.47$ [113,114] (i.e. $n_{\text{clad}} \approx 0.73$), were chosen. Then the first-order probe-field susceptibility acquires

$$\chi_{p,1}(\xi) \approx \begin{cases} \tilde{\chi}_0 + i \tilde{\chi}_1 \xi + \tilde{\chi}_2 \xi^2, & |\xi| \leq 1, \\ \chi_{\text{clad}}, & |\xi| > 1, \end{cases}$$

where $\tilde{\chi}_0 \approx -0.47 \approx \chi_{\text{clad}} + 0.59 \times 10^{-4}$, $\tilde{\chi}_1 \approx 0.63 \times 10^{-4}$, and $\tilde{\chi}_2 \approx 6.23 \times 10^{-4}$. Figure 12(b) shows the real part ($n_{0r}$) and imaginary part ($n_{0i}$) of the linear refractive index $n$ of the system. Real and imaginary parts of the error function
Figure 12. Atomic system for realization of tunable non-linear double-core $\mathcal{PT}$-symmetric waveguides and the corresponding optical potential. (a) Excitation scheme of the binary mixture of $\Lambda$-type three-level atoms [$^{87}$Rb (species 1) and $^{85}$Rb (species 2)] filled in a cell embedded in a 1D photonic crystal waveguide. (b) Real part ($n_0^r$) and imaginary part ($n_0^i$) (solid and dashed lines) of the linear optical refractive index $n$ induced by the control and Stark fields (38). Source: Adapted from Ref. [35].

$\nu(\xi)$ for $|\xi| \leq 1$ are of order of $10^{-6}$ and $10^{-8}$, respectively. In addition, the system is working in the regime of the weak guidance, $|\tilde{\chi}_0 - \chi_{\text{clad}}| \sim 10^{-4} \chi_{\text{clad}}$, it requires $|\Omega_p / \Omega_c|^2 \sim 10^{-4}$.

The third-order non-linear optical susceptibility of the probe field inside the atomic cell ($|\xi| \leq 1$) can be computed using Equation (8). For the above-mentioned parameters we got $\tilde{\chi}_{p,3} \approx 0.19 \times 10^{-15}$ cm$^2$ V$^{-2}$. Note that, in contrast to the defect studied in the last subsection, where defocusing nonlinearity was produced, here a focusing nonlinearity is obtained. In this case, the defect may support bound states even if the linear potential maintains only extended states [115,116].

With the above results, the equation for the propagation of the dimensionless probe-field envelope $u = \Omega_p e^{-ik_p \tilde{\chi}_0 z/2} / \Omega_0$ reads

$$
\begin{align*}
&\frac{i}{\partial \xi} \frac{\partial u}{\partial \xi} + \frac{\partial^2 u}{\partial \xi^2} - (iV_1 \xi + V_2 \xi^2)u + |u|^2 u = 0, \quad |\xi| < 1, \\
&\frac{i}{\partial \xi} \frac{\partial u}{\partial \xi} + \frac{\partial^2 u}{\partial \xi^2} - V_0 u = 0, \quad |\xi| \geq 1.
\end{align*}
$$

(40)

For $\lambda_S = 0.14$ mm (thus, $k_p / k_S \approx 130$) and $\Omega_0 = 10^5 \times 5.58$ s$^{-1}$, we had $V_0 \approx 1$, $V_1 \approx -1.1$ and $V_2 \approx -10.5$.

In the linear limit of Equation (40), the energy levels of the system are determined by the Schrödinger operator $\mathcal{L} = -\frac{d^2}{d\xi^2} + U(\xi)$, where $U(\xi)$ is a potential well, i.e. $U(\xi) = V_2 \xi^2 + iV_1 \xi$ for $|\xi| < 1$ and $U(\xi) = V_0$ for $|\xi| > 1$, see Figure 13(a). For the system parameters defined above the potential has two discrete eigenvalues and a real continuous spectrum, and hence $\mathcal{PT}$ symmetry is unbroken.

The non-linear behavior was investigated for searching stationary modes with propagation constant $b$ as $u = e^{ib\xi} w(\xi)$. Figure 13(b) shows that two isolated eigenvalues corresponding to two energy levels of the linearized system
Figure 13. Families of non-linear modes in the non-linear double-core \( \mathcal{PT} \)-symmetric waveguides. (a) Real part \( \text{Re}(U) \) (solid line) and imaginary part \( \text{Im}(U) \) (dashed line) of \( \mathcal{PT} \)-symmetric double-well potential \( U(\xi) \). Two lowest energy levels \( E_0 \approx -1.85 \) and \( E_1 \approx -0.95 \) are shown by red lines. (b)–(d) Total power \( P \) as a function of \( b \) for different parameter sets \((V_0, V_1, V_2)\) when the focusing nonlinearity is taken into account. Stable and unstable non-linear modes correspond to the solid and dashed curve fragments, respectively. The shaded domains correspond to propagation constants belonging to the continuous spectrum. \((V_0, V_1, V_2)\) is taken as \((1, -1.1, -10.5)\) in (b). The dots labeled by ‘A’–‘D’ in (b) correspond, respectively, to the modes for \((b, P) = (2.1, 0.8), (2.1, 3.2), (4, 7.3)\), and \((4, 5.7)\). Source: Adapted from Ref. [35].

[Figure 13(a)] give birth to two families of non-linear modes. These two families eventually merge at \( P \approx 6.5 \). The left family (with higher power) is stable almost up to the merger point, while the right one (with lower power) is stable for \( 0 < P \lesssim 2 \) and is unstable otherwise. Thus, one can observe two stable non-linear modes with the same propagation constant for \( 1.9 < b < 2.5 \).

The evolution of these non-linear modes is illustrated in Figure 14. The left panels of Figure 14 show the real and imaginary parts of \( u \) for the non-linear modes corresponding to the dots ‘A’–‘D’ in Figure 13(b). Each mode has two humps and is well localized inside the atomic cell. To examine the non-linear stability of these modes, we added small (\( \sim 5\% \)) random perturbations to both real and imaginary parts shown in the left panels, and evolved them according to Equation (40). The results are given in the right panels of Figure 14. Notice that the first three rows show the stable non-linear modes, corresponding to ‘A’–‘C’ in Figure 13(b), respectively. The last row shows the unstable non-linear mode, corresponding to ‘D’ in Figure 13(b).

5. Applications of tunable \( \mathcal{PT} \)-symmetric optical waveguides

The tunable \( \mathcal{PT} \)-symmetric optical waveguides described in the last section may facilitate various applications, such as optical diode, switch, and amplifier [117]. In particular, the transitions between different guiding regimes can be achieved by a change of the effective refractive index along the propagation direction. To this end, the probe-field susceptibility can be modeled as
Figure 14. Evolution of the non-linear modes in the non-linear double-core $\mathcal{PT}$-symmetric waveguides. (a)–(d) Real part $\text{Re}(u)$ (solid line) and imaginary part $\text{Im}(u)$ (dashed line) for the non-linear modes corresponding to ‘A’–‘D’ in Figure 13 (b), respectively. Corresponding intensity evolutions are given in (e)–(h). Source: Adapted from Ref. [35].

\[ \chi_{p,1}(\xi, \zeta) \approx \begin{cases} \tilde{\chi}_0 + i\tilde{\chi}_1(\zeta)\xi + \tilde{\chi}_2(\zeta)\xi^2, & |\xi| \leq 1, \\ \chi_{\text{clad}}, & |\xi| > 1, \end{cases} \]  

(41)

where the expansion coefficients $\tilde{\chi}_j(\zeta)$ ($j = 1, 2$) are now functions of $\zeta$. Then, far from the transition, where the parameters of the waveguide are constant or change very slowly, one can look for a stationary mode in the form of $q(\xi, \zeta) = w(\xi)e^{ib\zeta}$, where $w(\xi)$ could be found from solution of the eigenvalue problem $bw = [d^2/d\xi^2 + U(\xi, \zeta)]w$, with

\[ U(\xi, \zeta) = \begin{cases} iV_1(\zeta)\xi + V_2(\zeta)\xi^2, & |\xi| \leq 1, \\ V_0, & |\xi| > 1. \end{cases} \]  

(42)

In Ref. [117], two implementations of such a transition were presented: (i) The transition changes the number of modes supported by the waveguide, but $\mathcal{PT}$...
symmetry of the entire configuration remains unbroken. For instance, an initially two-mode waveguide can undergo a transition to a one-mode or a three-mode region; (ii) The transition breaks the $\mathcal{PT}$ symmetry, i.e. several propagation constants become complex. This situation resembles recently studied interaction of a soliton in $\mathcal{PT}$-symmetric coupled non-linear Schrödinger equations with localized coupling defect [118], as well as soliton interaction with a $\mathcal{PT}$-symmetric localized dissipative defect [119].

### 5.1. Transitions between one-mode and two-mode waveguides: optical diodes and switches

The possibility of the transition between two-mode and one-mode regions can be achieved by decreasing the peak value of the real part of the refractive index, i.e. by decreasing of the parameter $V_2$. As shown in Figure 15(a), for sufficiently large $V_2$ (say, $V_2 = 10.5$) the waveguide supports exactly two real isolated eigenvalues and the continuous spectrum which occupies the real semi-infinite interval $(-\infty, V_0)$. At $V_2 \approx 2.5$ the lowest propagation constant merges with the continuous spectrum. For small $V_2$ (say, $V_2 = 1$) the system has only one isolated eigenvalue and the continuous spectrum. Notice that for all values of the parameter $V_2$ addressed in Figure 15(a), the $\mathcal{PT}$ symmetry of the waveguide remains unbroken, i.e. all propagation constants remain real even after the transition from the two-mode to the one-mode region.

In the study, $V_0 = -1$ and $V_1 = 1.1$ are fixed, and the variation of the coefficient $V_2$ between two values are considered, which correspond to one-mode and two-mode regions of the waveguide. More specifically, the following
is chosen, where $\alpha$ is the amplitude of the variation of the potential, and $\zeta_0$ and $\ell$ are the center and width (steepness) of the transition between the two domains, respectively. In particular, large values of $\ell$ correspond to the slow (adiabatic) transition, while small $\ell$ produces the fast (non-adiabatic) transition. At the input of the waveguide (i.e. at $\zeta = 0$), one has $V_2 \approx 4 - \alpha$, while at the output of the waveguide (i.e. at $\zeta \gg \zeta_0$), one has $V_2 \approx 4 + \alpha$. Thus by choosing different values of $\alpha$ one can design a transition between different guiding regions, for instance, a transition from the two-mode region to the one-mode region or vice versa.

When the light propagates from the one-mode region toward the two-mode one (as the first numerical experiment), there is no significant decay of the transferred power because after passing the transition the light will be arrested by two modes enhancing transparency of the waveguide. On the other hand, when the light is transmitted from the two-mode region toward the one-mode one (as the second numerical experiment), there is a significant energy transfer from the guided mode to the continuous spectrum and a significant decay of the output field in the waveguide due to the diffraction.

The results of both numerical experiments are presented in Figure 16. The first simulation was performed with the input mode, i.e. the one-humped mode (see the red solid line in Figure 16(b)), applied to the one-mode side of the waveguide. The parameters are taken as $\alpha = 3$, $\ell = 10$ (adiabatic transition), and $\zeta_0 = 30$. As expected, one can observe the almost complete transmission of the beam, as illustrated in Figure 16(a). After the transition, the beam is adiabatically and almost completely transformed into the two-humped mode, shown by the black solid line in Figure 16(b).

The second simulation was performed with the input mode, i.e. the two-humped mode (see the red solid line in Figure 16(d)), applied to the two-mode side of the waveguide. The parameters are the same with those used in the first simulation, except $\alpha = -3$. As expected, one can observe the almost complete diffraction of the beam, as illustrated in Figure 16(c). After the transition, the beam diffracts and attenuates rapidly, shown by the black line in Figure 16(d).

Comparing the upper and lower panels in Figure 16, one can observe the nonreciprocal propagation of the light applied to opposite sides of the waveguide with the transition between one-to-two mode configuration. Thus, the structure operates an optical diode-like device allowing for a transmission of a beam localized near the core of the waveguide in only one direction.

The adiabaticity of the transition between the two domains of the waveguide does not appear to be important for the implementation of the diode-like behavior. In order to confirm this, which can be useful to reduce the size of the
device, we studied the ‘non-adiabatic’ transition between one-mode and two-mode regions by decreasing \( \ell \) (say, \( \ell = 0.1 \)). The result is given in [117].

The unidirectional light propagation described above can also be observed if the modification of the structure of the waveguide is implemented only in a finite region of the propagation distance in the form of a localized defect. Particularly, there are two cases could be considered. In the first case, the regions outside the defect are characterized by the refractive index supporting only one mode, while the defect supports two modes. In this case, the input light remains localized after the interaction with the defect no matter the width of the defect is small or large compared with the width of the incident pulse. In the second case, the situation is inverse, where the outside regions are characterized by the refractive index supporting two modes, while the defect supports only one mode. In this case, the input light remains localized only if the width of the defect is much smaller than the width of the incident pulse. By increasing the width of the defect, a strong diffraction of the input light appears after it interacting with the defect. Thus, one can control the width of the defect to increase or to decrease the light intensity at the output. Namely, by increasing the defect width one can effectively decrease the light intensity, which can be viewed as ‘switching off’ the light. On
the contrary, by decreasing the defect width one can preserve almost all light in the guiding mode, which can be viewed as ‘switching on’ the light.

5.2. Scattering by $\mathcal{P}\mathcal{T}$-symmetry breaking defects: optical amplifiers

The second implementation of the transition, i.e. the scattering of light beam by a defect, which locally breaks the $\mathcal{P}\mathcal{T}$ symmetry, was also investigated. In order to observe this scenario, where both guided modes become unstable when passing through an broken $\mathcal{P}\mathcal{T}$-symmetric defect, the imaginary part of the potential (i.e. $V_1$), is increased. At the phase transition point, the two isolated eigenvalues coalesce forming a double eigenvalue. Upon the further increase of the gain-and-loss, the double eigenvalue splits into a pair of the complex conjugated ones which manifest the spontaneous breaking of $\mathcal{P}\mathcal{T}$ symmetry. This scenario is illustrated in Figure 15(b), where the phase transition point corresponds to $V_1 \approx 1.5$.

In order to model the above situation,

$$V_1 = 1 + \frac{1}{2} \tanh \left( \frac{\zeta - \zeta_0 + Z}{\ell} \right) - \frac{1}{2} \tanh \left( \frac{\zeta - \zeta_0 - Z}{\ell} \right), \quad (44)$$

is taken, with $\zeta_0 = 30$ and $\ell = 0.1$ (i.e. $V_1 \approx 1$ at the input and output of the waveguide, and $V_1 \approx 2$ at the center of the domain with the broken $\mathcal{P}\mathcal{T}$ symmetry at $\zeta_0 = 30$). The half-width of the defect, $Z$, is considered as a control parameter.

Figure 17 presents the numerical results of the described system. Panels (a)–(c) show the dynamics for three different widths of the defect. The initial condition is chosen as an eigenmode with $(V_0, V_1, V_2) = (-1, 1, 10.5)$ and the propagation constant $\approx 0.9$. After the beam passes the first transition and enters the region with the broken-$\mathcal{P}\mathcal{T}$ symmetry, the light intensity grows exponentially. This growth stops after the beam passes the second transition and returns to the region with the unbroken-$\mathcal{P}\mathcal{T}$ symmetry. The periodic energy transfer between the two cores is clearly observed due to the nonorthogonality of the modes. The output intensity grows exponentially with the distance between two transitions, as shown in Figure 17(d). Here the increase of the total power $P_{\text{tot}} = \int_{-\infty}^{\infty} |q|^2 d\xi$ and of the power in the guided mode $P_{\text{guid}} = \int_{-1}^{1} |q|^2 d\xi$ can be observed. However, the power in the diffracting wave $P_{\text{diff}} = P_{\text{tot}} - P_{\text{guid}}$ increases much slower. Thus, one can control the width of the defect to amplify the light intensity at the output, i.e. the waveguide can operate as an amplifier of the beam.

6. Experimental observations of $\mathcal{P}\mathcal{T}$ symmetry with coherent atomic gases

Inspired by the theoretical investigations on $\mathcal{P}\mathcal{T}$ symmetry in coherent atomic gases, a few of experimental observations have been reported very recently. The first experimental observation was reported by Peng et al. [37] on the anti-$\mathcal{P}\mathcal{T}$
symmetry with flying atoms in a warm atomic cell. In contrast with a $\mathcal{P}\mathcal{T}$-symmetric Hamiltonian, which obeys the commutation relation (2), an anti-$\mathcal{P}\mathcal{T}$-symmetric Hamiltonian follows the anti-commutation relation $\{H, \hat{\mathcal{P}}\hat{\mathcal{T}}\} = 0$. Then, a $\mathcal{P}\mathcal{T}$-symmetric Hamiltonian would become anti-$\mathcal{P}\mathcal{T}$-symmetric on multiplying by ‘$i$’, implying properties of $\mathcal{P}\mathcal{T}$-symmetric systems conjugate to those of anti-$\mathcal{P}\mathcal{T}$-symmetric systems. Anti-$\mathcal{P}\mathcal{T}$ symmetry can also display many intriguing features, such as spontaneous-phase transition of the scattering matrix, a flat total transmission band, and a continuous lasing spectrum [120], which may open up new opportunities for manipulating light and form a complementary probe in non-Hermitian optics. Soon after the first experimental observation, the second one was reported by Zhang et al. [37], where $\mathcal{P}\mathcal{T}$ symmetry was eventually realized and verified in a four-level $N$-type coherent atomic system.

6.1. Observation of anti-$\mathcal{P}\mathcal{T}$ symmetry with flying atoms

In Ref. [37], Peng et al. experimentally studied the anti-$\mathcal{P}\mathcal{T}$ symmetry with flying atoms in a warm atomic cell. The experiment [schematically shown in Figure 18(a)] was carried out in a $^{87}\text{Rb}$ vacuum vapor cell of cylindrical shape. The inner surface of the cell is coated by coherence-preserving paraffin and the

---

**Figure 17.** Scattering by $\mathcal{P}\mathcal{T}$-symmetry breaking defects. (a)–(c) Scattering by a $\mathcal{P}\mathcal{T}$-symmetry breaking defect for $Z = 1$, 2, and 4, respectively. A periodic energy transfer between the two cores is clearly observed. (d) The total power $P$ (solid line), the guided power $P_{\text{guid}}$ (dash-dotted line), and the diffracted power $P_{\text{diff}}$ (dashed line) as functions of the defect width $2Z$. Source: Adapted from Ref. [117].
temperature is set at 40 °C. The cell is housed within a four-layer magnetic shield to screen out the ambient magnetic field. Inside the shield a solenoid is used to generate a uniform magnetic field, inducing a Zeeman shift $\delta_B$ to the two-photon detuning. The laser beam, derived from an external cavity diode laser operating at the $^{87}$Rb D$_1$ line (795 nm), is spatially split into four beams using half-wave plates and polarization beam splitters (PBS). Orthogonally linearly polarized probe and control beams are recombined, converted to circular polarization by quarter-wave plates (QWP), and directed into two optical channels, Ch1 and Ch2, separated transversely. In the first experiment [Figure 18(b)], two right-circularly polarized strong-control fields are resonant with the transition $|1\rangle \rightarrow |3\rangle$, and two left-circularly polarized weak-probe fields are nearly resonant with $|2\rangle \rightarrow |3\rangle$, but frequency shifted in opposite directions by the same one-photon detuning $\Delta_0$ using acousto-optical modulators (AOMs). In each channel, the co-propagating probe and control fields set up the standard $\Lambda$-type EIT effect and create a long-lived ground-state coherence. The two spin waves are naturally coupled through the ballistic motion of $^{87}$Rb atoms in the cell, where the randomness and irreversibility in the motion lays the foundation of the non-Hermiticity of the effective Hamiltonian.

The time-dependent non-Hermitian Hamiltonian $H_{\text{eff}}$ is obtained to govern the dynamics of the two collective spin-wave excitations:

$$H_{\text{eff}} = -\delta_B I + H,$$

where

$$H = \begin{pmatrix} |\Delta_0| - i\gamma'_{12} & i\Gamma_c \\ i\Gamma_c & -|\Delta_0| - i\gamma'_{12} \end{pmatrix}.$$  \hspace{1cm} (45)

Here, $I$ is a $2 \times 2$ identity matrix, $\gamma'_{12} = \gamma_{12} + \Gamma_c + 2\Gamma_p$, with $\gamma_{12}$ the dephasing rate of the ground-state coherence, $\Gamma_c$ the ground-state-coherence coupling rate between the two channels, and $\Gamma_p = |\Omega_1|^2/\gamma_{31}$ the total pumping rate by the two control beams with the same Rabi frequency $\Omega_1$, where $\gamma_{31}$ is the atomic optical coherence decay rate. The resonance condition of the coupled system is met when $\text{Det}[H_{\text{eff}}] = 0$, whose solutions, coinciding with the two eigenvalues of $H$, define the appearance of the two eigen-EIT supermodes. $\delta_B$ is a parameter that is swept to extract the eigenvalues of $H$. The eigenvalues of $H$ corresponding to the two eigen-EIT supermodes are

$$\omega_{\pm} = -i\gamma'_{12} \pm \sqrt{\Delta_0^2 - \Gamma_c^2},$$  \hspace{1cm} (46)

Here, the real parts of $\omega_{\pm}$ correspond to the resonance centers of the two coupled-EIT eigenmodes and the imaginary parts represent their linewidths. Since $H$ satisfies $\hat{P}\hat{T}H = -H$ (i.e. $[H, \hat{P}\hat{T}] = 0$) in contrast to $\hat{P}\hat{T}H = H$ (i.e. $[H, \hat{P}\hat{T}] = 0$) for conventional $\mathcal{P}\mathcal{T}$ symmetry, $H$ is an anti-$\mathcal{P}\mathcal{T}$-symmetric Hamiltonian. In addition, this Hamiltonian leads to an intriguing phase transition exhibited on the two eigen-EIT spectral branches. Specifically, in the symmetry-unbroken regime ($|\Delta_0| < \Gamma_c$), the two eigen-EIT resonances coincide at the center $\delta_B = 0$, but with different linewidths. The anti-$\mathcal{P}\mathcal{T}$ symmetry breaking occurs at the
Figure 18. Atomic system for realizing anti-PT symmetry. (a) Schematic of a three-dimensional view of the system. Two spatially separated optical channels (Ch1 and Ch2) each contain collinearly propagating weak-probe and strong-control fields operating under the condition of EIT. Output probe transmission spectra are measured by sweeping a homogeneous magnetic field generated by a solenoid inside the shield. PD, photodetector. (b) The implementation of anti-PT symmetry using standard three-level Λ-type EIT configurations in two channels. An external cavity diode laser provides the light for the probe and control fields with orthogonal circular polarizations. Right-circularly (left-circularly) polarized strong-control (weak-probe) fields, $\Omega_1(1)$ and $\Omega_1(2)$, in Ch1 and Ch2 are, respectively, resonant with $|1\rangle \rightarrow |3\rangle$ ($|2\rangle \rightarrow |3\rangle$). $\Delta_0$ and $\delta_B$ are detunings. The population is mainly in the ground state $|2\rangle$. Source: Adapted from Ref. [37].

exceptional point $|\Delta_0| = \Gamma_c$, where the two supermodes perfectly overlap. When $|\Delta_0| > \Gamma_c$, the driven system enters the symmetry-broken regime, and the resonances bifurcate and exhibit level anti-crossing, resembling a passively coupled system.

The spectral profiles of the two eigen-EIT spectra were experimentally probed by slowly sweeping the magnetic field with time and measuring the weak-probe transmission. Therefore, the measured probe transmission is a function of both $\delta_B$ (lower x-axis) and time (upper x-axis), as shown in Figure 19(a1), (a2) and (b1), (b2). Figure 19 shows two sets of representative probe transmission spectra with $\Delta_0 = \mp 15$ Hz [Figure 19(a1), (a2)] in the symmetry-unbroken regime and $\Delta_0 = \mp 60$ Hz [Figure 19(b1), (b2)] in the symmetry-broken regime. From the beating spectra, one can extract a set of EIT spectra, as denoted by the red/blue dots. The spectra are fitted (red/blue lines) by a weighted sum of the two eigen-EIT spectra to give the linewidth and line center values as predicted by Equation 46. As one can see, both the experimental EIT spectra with the beat and
Figure 19. Transmission spectra of output probe light in anti-$\mathcal{PT}$ symmetry. (a1), (a2) Transmission spectra of output probe light after Ch1 and Ch2 in the regime of anti-$\mathcal{PT}$ unbroken phase. (b1), (b2) Transmission spectra of output probe light with probe detuning $\sim 60$ Hz in Ch1 and Ch2, respectively, in the regime of broken anti-$\mathcal{PT}$ phase. The bold, dotted curves in (a1), (a2), (b1), (b2) are the EIT spectra extracted at time points, and the beating notes marked in dark blue are for the phase reference. The insets are calculated curves from the theory. (a3), (b3) Comparison of the dotted curves in Ch1 [(a1) and (b1)] and Ch2 [(a2) and (b2)] plotted together. (a4), (b4) Uncoupled EIT spectra separately measured from Ch1 with both channels' control and only Ch1's probe input on, and from Ch2 with both channels' control and only Ch2's probe input on. Source: Adapted from Ref. [37].

the extracted spectra show good agreement with the corresponding theoretical simulations (insets).

For $\Delta_0 = \mp 15$ Hz, the two eigen-EIT spectra [Figure 19(a3)] coalesce at $\delta_B = 0$, while for $\Delta_0 = \mp 60$ Hz, the two spectra [Figure 19(b3)] are pulled closer to each other without complete overlap, compared to the uncoupled EIT spectra.
Figure 20. Anti-$\mathcal{PT}$ supermodes in coupled-EIT channels. (a), (b) Characteristics of the real part $\text{Re}[\omega]$ (a) and imaginary part $\text{Im}[\omega]$ (b) of the two eigenfrequencies of the coupled-EIT supermodes as a function of the probe detuning $|\Delta_0|$. The data points are obtained from curve fitting the measured transmission spectra to the theoretical result. In (a), as a comparison, the blue squares represent the EIT peak separation between two uncoupled channels, and the red dots are for the coupled case with both Ch1 and Ch2 on. In (b), the green dots and blue squares are the extracted linewidths of the two eigen-EIT modes, respectively. The error bars are standard deviations obtained from 10 measurements. The experimental parameters here are the same as those in Figure 19. Source: Adapted from Ref. [37].

[Figure 19(a4) and (b4)] separately measured from Ch1/Ch2 with both control fields on but only Ch1’s/Ch2’s probe on.

The evolution of the anti-$\mathcal{PT}$ supermodes is carefully examined by varying $|\Delta_0|$. The extracted line centers and their corresponding linewidths are plotted as a function of $|2\Delta_0|$ in Figure 20, showing excellent agreement with theoretical predictions. Remarkably, the current system has high resolution of the phase-transition threshold at the Hz level, which may open up new avenues for precisely measuring the optical phase or the magnetic field.

6.2. Observation of $\mathcal{PT}$ symmetry in optically induced atomic lattices

Later the same year, an experimental observation on $\mathcal{PT}$ symmetry in a coherent atomic system was reported by Zhang et al. [38] Figure 21(a) schematically depicts the setup they used in the experiment. The signal field and two sets of standing-wave fields propagating along the same longitudinal $z$ direction interact with an $N$-type four-level $^{85}\text{Rb}$ atomic system [see Figure 21(b)], which consists of two hyperfine states $F = 2$ (level $|1\rangle$) and $F = 3$ ($|2\rangle$) of the ground state $5S_{1/2}$ and two excited states $5P_{1/2}$ ($|3\rangle$) and $5P_{3/2}$ ($|4\rangle$). Two elliptical-Gaussian-shaped coupling beams $E_c$ and $E_c'$ (of wavelength $\lambda_c = 794.97$ nm, frequency $\omega_c$, and Rabi frequencies $\Omega_c$ and $\Omega_c'$, respectively) from the same external cavity diode laser are symmetrically placed with respect to the $z$ axis and intersect at the center of the rubidium cell at an angle of $2\theta \approx 0.4^\circ$ to establish an optical lattice along the transverse direction $x$ inside the cell. Similarly, two pump beams $E_p$ and $E_p'$ ($\lambda_p = 780.24$ nm, $\omega_p$, and $\Omega_p$ and $\Omega_p'$), partially overlapped with $E_c$ and $E_c'$, respectively, enter the cell at almost the same angle $2\theta$ to form a pump-field optical lattice. The 7 cm long atomic vapor cell wrapped with $\mu$-metal sheets is heated by a heat tape to provide an atomic density of $\sim 10^{12}$ cm$^{-3}$ at 75 $^\circ$C. The
Figure 21. Four-level $N$-type atomic vapor for realizing $\mathcal{PT}$ symmetry. (a) Experimental setup. $E'_p$ and $E_p$ are pump beams from the same laser, and so are the coupling beams $E'_c$ and $E_c$. The reference beam intersects with $E_s$ to generate the reference interference. (b) The energy-level diagram of the four-level $N$-type configuration in $^{85}\text{Rb}$ atomic vapor. (c) The spatial arrangements of the signal field, coupling-field lattice and pump-field lattice. $x$ and $z$ represent the transverse and longitudinal directions of beam propagation, respectively. $\Delta d$ marks the displacement between the two lattices. Source: Adapted from Ref. [38].

signal beam $E_s (\lambda_s = 794.97$ nm, $\omega_s$ and $\Omega_s$) with a Gaussian intensity profile propagates through the two sets of optical lattices, as shown in Figure 21(c).

By properly adjusting the experimental parameters, the desired periodic gain and loss profiles along the $x$ direction are obtained after $E_s$ passes through these two partially overlapping optical lattices. The periodically gain- and loss-modulated $E_s$ then interferes with a reference beam (injected in the $y$ direction) to exhibit the induced phase difference between the adjacent gain and loss channels. The reference beam originates from the same external cavity diode laser as $E_s$ and is introduced into the optical path via a 50/50 beam splitter to intersect with $E_s$ at the position of a charge coupled device (CCD) camera [see Figure 21(a)], which is used to monitor both the output signal beam and the relative phase difference. Figure 21(c) shows a schematic diagram of the spatial arrangement for the two sets of optical lattices and $E_s$ inside the cell. The spatial periodicity of the coupling lattices is $d_c \approx 114$ µm, and the spatial-shift distance $\Delta d$ between the two lattices can be adjusted to control the real and imaginary parts of the susceptibility experienced by $E_s$.

For a non-Hermitian gain- and loss-modulated array, the behaviors of its eigenvectors can be captured by the changes in the relative phase difference $\nu$ (which represents the internal phase difference of the eigenvectors) between the adjacent gain and loss channels [25]. The distance (along the $y$ direction) between the adjacent interference fringes [as shown in Figure 22(a)] is defined as $2\pi$. The dotted black line gives the center of the two solid lines, so the distance
Figure 22. Selected gain and loss channels for measurements are marked with $G$ and $L$, respectively. (a) Reference interference fringes generated by the reference beam and the signal beam without diffraction. The two solid lines mark the centers of two adjacent fringes. (b)–(f) Observed phase differences (marked by the pair of one-way arrows) between the adjacent gain and loss channels with $\gamma_G/\gamma_L$ being 0, 0.4, 0.6, 0.8, and 1.0, respectively. (g) Measured dependence of phase difference on $\gamma_G/\gamma_L$. The left (gray) and right (green) parts are the regions below and above the $\mathcal{PT}$-symmetry breaking threshold, respectively. (h) Theoretical simulations of phase difference according to the coupled equations for 10 waveguides. The breaking threshold (the dotted curve) decreases with an increasing gain-to-loss ratio. Source: Adapted from Ref. [38].

between the solid line and the dotted line is $\pi$. With the intensity of $E_s$ spatially modulated, the interference pattern divides the ‘bright’ gain regions and ‘dark’ loss regions into a netlike square lattice. A dotted red line is drawn along the center of a dark square in one row of the lattice to mark its position. The relative distance [referred to as the relative phase difference, marked by a pair of one-way arrows in Figure 22(c)–(e)] between the dotted red line and dotted black line represents the relative phase difference between two neighboring gain and loss channels [25].

Figure 22(b) shows the case that no phase difference is detected between the gain and loss channels when the gain is zero, i.e. the dotted black line and dotted red line overlap. Several relative phase differences ($\nu$) are measured in Figure 22(c)–(e) as the gain-to-loss ratio $\gamma_G/\gamma_L$ increases but still remains below the $\mathcal{PT}$-symmetry breaking threshold. Figure 22(f) illustrates the situation above the breaking point, in which case the phase difference is fixed at $\nu = \pi/2$ even when the gain-to-loss ratio becomes slightly above unity (the measured $\nu$ stays
unchanged as $\gamma_G/\gamma_L$ continuously increases from 1 to 1.2). The measured phase difference dependence on $\gamma_G/\gamma_L$, as shown in Figure 22(g), can be qualitatively explained by the theoretical predictions given in Figure 22(h), illustrating that the value of $\gamma_L/(2\kappa)$, which represents the evolution of $n_I/n_R$, can indeed determine the relative phase difference produced in a coupled-waveguide array system with a certain $\gamma_G/\gamma_L$. Notice that the $\mathcal{PT}$-symmetry breaking threshold value can be changed with the value of the gain-to-loss ratio as indicated by the dotted curve shown in Figure 22(h). Giving the experimental parameters at a certain gain–loss ratio in Figure 22(g), one can calculate the $\gamma_L/(2\kappa)$ value and determine whether the system operates below or above the $\mathcal{PT}$-symmetry breaking threshold.

7. Perspectives

In this article, various schemes for realizing $\mathcal{PT}$ symmetry in coherent atomic gases have been reviewed. The interesting properties and potential applications of these schemes have been discussed. Especially, the non-linear optics based on the $\mathcal{PT}$-symmetric atomic gases have been described in detail. The results obtained in these studies are not only interesting for fundamental physical research but also promising for designing novel photonic devices that can be actively manipulated at very weak light level.

Although the studies of the $\mathcal{PT}$ symmetry have attracted much attentions in recent years, most of them were carried out in theory, and hence further experimental studies to verify the theoretical predictions suggested up to now are very on demand. On the other hand, it will be important for developing experimental techniques to fabricate novel optical switches, unidirectional unreflective optical devices, single-mode symmetric microring lasers, CPA lasers, phonon lasers, etc., base on $\mathcal{PT}$-symmetry. For the exploration of the $\mathcal{PT}$ symmetry in coherent atomic gases, there are many possible new research topics deserving to pursue further, some of them are suggested in the following.

One of them is the study of the $\mathcal{PT}$ symmetry in cold Rydberg atomic gases. Rydberg atoms are highly excited atoms with very large principal quantum number [121]. Due to their long lifetime, large electric dipole moment, and strong and controllable interatomic interaction, in recent years Rydberg atoms have attracted much attention in both theory and experiments. Besides, many practical applications have been suggested based on Rydberg atoms, including quantum information processing, simulation of quantum many-body systems, and quantum non-linear optical effect at single-photon level, and so on [122–124]. It will be interesting to explore the possibility to realizing $\mathcal{PT}$ symmetry in Rydberg atomic gases.

Another possible topic is the study on the all-real-spectrum optical potential with arbitrary gain-and-loss distribution in coherent atomic gases. Since the requirement of $\mathcal{PT}$ symmetry is quite restrictive, it is desirable if one can still obtain an all-real spectrum for a potential that violates the requirement of $\mathcal{PT}$
symmetry. In the search of non-$\mathcal{PT}$ symmetric complex potentials with all-real spectra, a crucial concept of pseudo-Hermiticity has been introduced by Mostafazadeh [125–128]. With this concept, some interesting examples where complex potentials violating $\mathcal{PT}$ symmetry but with all-real spectra have been found [129–131], which stimulated a flush of research activities [132,133]. Recently, the physical realization of a non-$\mathcal{PT}$ symmetric optical potential with all-real spectrum in a coherent atomic gas has been reported [134]. Other examples and possible applications of such optical potentials, however, are still waiting to be explored in both theory and experiment.

The third possible topic is the study on the combining effect of two type of phase transitions (e.g. a transition of $\mathcal{PT}$ symmetry breaking and a transition of localization-delocalization) in a single system. One of such attempts has been made recently for a coherent atomic gas with a $\mathcal{PT}$-symmetric quasiperiodic optical lattice [135].

Last but not the least, the theoretical methods developed for the investigation on the $\mathcal{PT}$ symmetry in coherent atomic gases can be applied to other physical systems, such as cold molecules [136], quantum dots and quantum wells [137], and metamaterials [138], and so on. We anticipate that the $\mathcal{PT}$-symmetric physical systems, including but not limited to the atomic gases, will attract growing interests and find more practical applications in the near future.
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Appendix 1. Explicit expressions of Equation (24)

Explicit expressions of Equation (24) are given as

\[
\begin{align*}
\frac{i}{\hbar} \frac{\partial}{\partial t} \rho_{11} - i \Gamma_{21} \rho_{22} - i \Gamma_{31} \rho_{33} - i \Gamma_{41} \rho_{44} - \Omega_s \rho_{13} + \Omega^*_s \rho_{31} - \Omega_p \rho_{14} + \Omega^*_p \rho_{41} &= 0, \\
\frac{i}{\hbar} \frac{\partial}{\partial t} \rho_{22} + i \Gamma_{21} \rho_{22} - i \Gamma_{32} \rho_{33} - i \Gamma_{42} \rho_{44} + \Omega^*_c \rho_{32} - \Omega_c \rho_{23}, \\
\frac{i}{\hbar} \frac{\partial}{\partial t} \rho_{33} + i (\Gamma_{31} + \Gamma_{32}) \rho_{33} - i \Gamma_{43} \rho_{44} + \Omega_c \rho_{23} - \Omega^*_c \rho_{32} + \Omega_s \rho_{13} - \Omega^*_s \rho_{31} &= 0, \\
\frac{i}{\hbar} \frac{\partial}{\partial t} \rho_{44} + i (\Gamma_{41} + \Gamma_{42} + \Gamma_{43}) \rho_{44} + \Omega_p \rho_{14} - \Omega^*_p \rho_{41} &= 0, \\
\left( i \frac{\partial}{\partial t} + d_{21} \right) \rho_{21} + \Omega^*_c \rho_{31} - \Omega_p \rho_{24} - \Omega_s \rho_{23} &= 0, \\
\left( i \frac{\partial}{\partial t} + d_{31} \right) \rho_{31} + \Omega_c \rho_{21} - \Omega_p \rho_{34} + \Omega_s (\rho_{11} - \rho_{33}) &= 0, \\
\left( i \frac{\partial}{\partial t} + d_{41} \right) \rho_{41} - \Omega_s \rho_{43} + \Omega_p (\rho_{11} - \rho_{44}) &= 0, \\
\left( i \frac{\partial}{\partial t} + d_{32} \right) \rho_{32} + \Omega_c (\rho_{22} - \rho_{33}) + \Omega_s \rho_{12} &= 0, \\
\left( i \frac{\partial}{\partial t} + d_{42} \right) \rho_{42} - \Omega_c \rho_{43} + \Omega_p \rho_{12} &= 0,
\end{align*}
\]
\[
\left( i \frac{\partial}{\partial t} + d_{41} \right) \rho_{43} + \Omega_p \rho_{13} - \Omega_c \rho_{42} - \Omega_c^* \rho_{41} = 0, \tag{A1j}
\]

where \( d_{21} = \gamma_{21} - i(\Delta_1 - \Delta_c), d_{31} = \gamma_{31} - i\Delta_s, d_{41} = \gamma_{41} - i\Delta_p, d_{32} = \gamma_{32} - i\Delta_e, d_{42} = \gamma_{42} - i(\Delta_c + \Delta_p - \Delta_s), \) and \( d_{43} = \gamma_{43} - i(\Delta_p - \Delta_s), \) with \( \gamma_{jl} = (\Gamma_j + \Gamma_l)/2 + \gamma_{jl}^{\text{dph}} \) and \( \Gamma_l = \sum_{E_j < E_l} \Gamma_{jl}. \) Here \( \gamma_{jl}^{\text{dph}} \) denotes the dipole dephasing rates caused by atomic collisions and \( \Gamma_{jl} \) is the rate at which population decays from \(|l\rangle\) to \(|j\rangle\).

**Appendix 2. Explicit expressions of Equation (26)**

Explicit expressions of Equation (26) are given as

\[
i \frac{\partial}{\partial t} \sigma_{11} + i\Gamma_{31} \sigma_{11} - i\Gamma_{13} \sigma_{33} + \Omega_p^* \sigma_{31} - \Omega_p \sigma_{31}^* = 0, \tag{B1a}
\]

\[
i \frac{\partial}{\partial t} \sigma_{22} - i\Gamma_{23} \sigma_{33} - i\Gamma_{24} \sigma_{44} + \Omega_c^* \sigma_{32} - \Omega_c \sigma_{32}^* + \Omega_a^* \sigma_{42} - \Omega_a \sigma_{42}^* = 0, \tag{B1b}
\]

\[
i \left( \frac{\partial}{\partial t} + \Gamma_3 \right) \sigma_{33} - i\Gamma_{31} \sigma_{11} - \Omega_p \sigma_{31} + \Omega_p^* \sigma_{31}^* - \Omega_c^* \sigma_{32} - \Omega_c \sigma_{32}^* = 0, \tag{B1c}
\]

\[
i \left( \frac{\partial}{\partial t} + \Gamma_4 \right) \sigma_{44} - \Omega_a^* \sigma_{42} - \Omega_a \sigma_{42}^* = 0, \tag{B1d}
\]

\[
i \frac{\partial}{\partial t} \sigma_{21} + \Omega_c^* \sigma_{31} + \Omega_a^* \sigma_{41} - \Omega_p \sigma_{32}^* = 0, \tag{B1e}
\]

\[
i \frac{\partial}{\partial t} \sigma_{31} + \Omega_p (\sigma_{11} - \sigma_{33}) + \Omega_c \sigma_{21} = 0, \tag{B1f}
\]

\[
i \frac{\partial}{\partial t} \sigma_{41} + \Omega_a \sigma_{21} - \Omega_p \sigma_{43} = 0, \tag{B1g}
\]

\[
i \frac{\partial}{\partial t} \sigma_{32} + \Omega_c (\sigma_{22} - \sigma_{33}) + \Omega_p \sigma_{21}^* - \Omega_a \sigma_{43}^* = 0, \tag{B1h}
\]

\[
i \frac{\partial}{\partial t} \sigma_{42} + \Omega_a (\sigma_{22} - \sigma_{44}) - \Omega_c \sigma_{43} = 0, \tag{B1i}
\]

\[
i \frac{\partial}{\partial t} \sigma_{43} + \Omega_a \sigma_{52} - \Omega_p \sigma_{41} - \Omega_a \sigma_{43}^* = 0, \tag{B1j}
\]

where \( \gamma_{jl} = \Delta'_j - \Delta'_l + iy_{jl}, \) with \( \Delta'_j = \Delta_j + \alpha_j |E_j(x)|^2/(2\hbar), \gamma_{jl} = (\Gamma_j + \Gamma_l)/2 + \gamma_{jl}^{\text{dph}} \) \((j \neq 3, l \neq 1), \gamma_{31} = (\Gamma_3 + \Gamma_{31})/2 + \gamma_{31}^{\text{dph}} \) and \( \Gamma_l = \sum_{E_j < E_l} \Gamma_{jl}. \) Here \( \gamma_{jl}^{\text{dph}} \) denotes the dipole dephasing rates caused by atomic collisions and \( \Gamma_{jl} \) is the rate at which population decays from \(|l\rangle\) to \(|j\rangle\). Particularly, \( \Gamma_{31} \) is the incoherent pumping rate from \(|1\rangle\) to \(|3\rangle\).