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From absolute potentials to a generalized computational standard hydrogen electrode for aqueous and non-aqueous solvents†

Michael Busch,* Elisabet Ahlberg and Kari Laasonen

We describe a simple and efficient procedure to compute a conversion factor for the absolute potential of the standard hydrogen electrode in water to any other solvent. In contrast to earlier methods our procedure only requires the $pK_a$ of an arbitrary acid in water and few simple quantum chemical calculations as input. Thus, it is not affected adversely by experimental shortcomings related to measurements in non-aqueous solvents. By combining this conversion factor with the absolute potential in water, the absolute potential in the solvent of interest is obtained. Based on this procedure a new generalized computational standard hydrogen electrode for the computation of electron transfer and proton-coupled electron transfer potentials in non-aqueous solvents and ionic liquids is developed. This enables for the first time the reliable prediction of redox potentials in any solvent. The method is tested through calculation of absolute potentials in 36 solvents. Using the Kamlet–Taft linear solvation energy model we find that the relative absolute potentials consistently increase with decreasing polarisability and decreasing hydrogen bonding ability. For protic solvents good agreement with literature is observed while significant deviations are found for aprotic solvents. The obtained conversion factors are independent of the quantum chemical method, while minor differences are observed between solvation models. This does, however, not affect the global trends.

1 Introduction

The prediction of redox potentials using quantum-chemical calculations is central for understanding mechanisms and developing materials for electro-synthesis,1,2 energy storage3–8 and energy conversion.9–16 Experimentally, these reactions are typically performed in water but non-aqueous solvents and ionic liquids are also far from uncommon.1,17–20 Owing to the importance of these applications, several computational protocols for the prediction of redox potentials have been developed over the last decades. Proton coupled electron transfer (PCET) reactions, for example, are evaluated using the computational standard hydrogen electrode which uses gas phase H$_2$ formed from H$^+$ and e$^-$ as a reference reaction.21,22 This intrinsically connects the PCET step to the standard hydrogen electrode (SHE) scale. Naturally, also any other reference may be used,23,24 provided its redox potential is known with sufficient accuracy.

ET reactions on the other hand are significantly more difficult to model. From an electrochemical perspective certainly the most natural approach is, similar to the computational SHE, the use of a suitable reference reaction. Owing to the large amount of very detailed experimental studies on ferrocene and its use as an internal ref. 24, this system could be considered ideal for this purpose. Indeed, metallocenes have been considered as reference systems in several computational studies.25,26 But owing to the complex electronic structure of transition metal complexes, significant errors must be expected for these compounds.27–29 These complications could be avoided by instead relying on simple organic molecules such as benzene or toluene. However, cyclic voltammetry (CV) measurements commonly used to determine the experimental redox potentials for organic molecules are, due to the potential coupling of the ET step with a subsequent fast chemical reaction, often unreliable.30,31 Thus, selecting a suitable reference reaction is far from trivial and requires significant experience with experimental electrochemical techniques.

An alternative procedure to computationally determine ET potentials relies on the absolute potential of the hydrogen evolution reaction (HER). Generally, constant values of 4.44 V32,33 are used as a reference.
or 4.28 V\textsuperscript{34,35} are used to offset the electrochemical step to the SHE scale in water. The difference between both values is a result of the inclusion of the surface potential in the former (the outer or Volta potential is reported) whereas this contribution is not included in the latter value suggested by Kelly \textit{et al.} (the inner or Galvani potential is reported). The surface potential is a result of electrostatic interactions at the liquid–gas or liquid–electrode interface.\textsuperscript{36,37} Recently, it was argued that these contributions should be absent in ideal solutions owing to the absence of ionic interactions.\textsuperscript{38} However, following the original argument of Lange \textit{et al.}\textsuperscript{37} dipole interactions resulting for example from differences in the solvation shell of the molecule between the end pointing towards the liquid and gas phase are sufficient for the surface potential to form. Whether this contribution must be included in a computation strongly depends on the construction of the implicit solvation model and is thus, not obvious.\textsuperscript{39} Furthermore, information on the detailed determination of the semi-empirical parameters used in the construction of implicit solvation models required for this decision is scarce in the literature.\textsuperscript{40,41} Additionally, it must be cautioned that besides these “commonly accepted” absolute potentials\textsuperscript{48} also alternative values ranging from 4.05 V to 4.70 V have been proposed.\textsuperscript{42–48}

A possibility to avoid these complications offers the recently developed “effective absolute potential method” in which the most appropriate absolute potential for a given setup is estimated from the acid dissociation constant of a reference system.\textsuperscript{42} Thus, ambiguities resulting from the choice of the most suitable absolute potential can be avoided. Additionally, this procedure increases the overall accuracy of the predicted ET potentials by removing systematic errors.\textsuperscript{42} A major shortcoming of the absolute potential based methods for predicting ET potentials is, however, the difficulty to reference the reaction to the SHE in solvents other than water. When using the constant absolute potential approach, values have only been reported for very few non-aqueous solvents such as acetone or acetonitrile.\textsuperscript{33,38,49,50} The “effective absolute potential method” on the other hand is limited by the need to rely on accurately measured acid dissociation constants in the solvent of interest. This limitation could in principle be avoided by using experimentally determined conversion factors between different solvents. However, these conversion factors are often unreliable or missing.\textsuperscript{24,35} Thus, this procedure is effectively limited to water and other protic solvents for which $pK_a$ values have been determined with sufficient accuracy.\textsuperscript{51,52} This is opposed to the computational standard hydrogen electrode used to predict PCET redox potentials. Owing to the use of gas phase hydrogen as reference, the potential is always offset with respect to the SHE in the solvent of interest. Accordingly, PCET and ET steps are related to different reference systems and need to be converted to a common SHE scale if both reactions types are present.

In what follows we will describe a method to compute the required conversion factors based on the $pK_a$ of an arbitrary acid in a freely chosen solvent. This procedure will enable the efficient prediction of absolute potentials in any solvent and thus, allow for the efficient computation of redox potentials in non-aqueous media. Additionally, the absolute potential can be used to predict the solvation energy of protons which in turn enables the easy prediction of acid dissociation constants in non-aqueous solvents. The knowledge of acid–base properties in non-aqueous solvents is crucial for problems in many areas of chemistry such as organic synthesis.\textsuperscript{53,54} The validity of this generalized computational standard hydrogen electrode is tested by computing the absolute potentials of the SHE for 36 organic solvents and ionic liquids. The global trends in the relative stability of the dissolved proton are evaluated taking advantage of linear solvation energy relations.\textsuperscript{55}

2 Computational details

All density functional theory (DFT) calculations using either B3LYP\textsuperscript{56–58} or M06-2X\textsuperscript{59} and coupled cluster CCSD(T) computations were performed within Gaussian 16 Rev B.01.\textsuperscript{60} For B3LYP, Grimme D3 corrections were added in order to properly treat dispersion interactions.\textsuperscript{61} An ultra-fine grid was used in all cases. For the DFT methods a 6-311+G** basis set, which includes polarization and diffuse functions on all atoms, was used while the aug-cc-pvqz basis set was employed for CCSD(T) calculations. The latter was found to allow for well converged \textit{ab initio} results.\textsuperscript{52} Solvation effects were included using the implicit SMD solvation model.\textsuperscript{62} The SMD parameters for the considered ionic liquids were taken from the work of Bernales \textit{et al.}\textsuperscript{61} The influence of the solvation model was tested by varying the cavity scaling ($z$) in the SMD model between 1.0 and 1.2 and through additional calculations using the Poisson–Boltzmann Finite elements (PBF) solvation model\textsuperscript{64–66} as implemented into Jaguar.\textsuperscript{67} Here, the M06-2X functional\textsuperscript{59} in combination with a 6-311++G** basis set was used. If not explicitly stated otherwise, SMD in combination with the default cavity scaling of $z = 1.0$ was used. We opted against the use of an explicit solvation model since developing reliable solvation shells would require \textit{ab initio} molecular dynamics simulations.\textsuperscript{68} Performing these simulations would be computationally unfeasible owing to the large number of considered solvents and the partially large size of the solvent molecules. Considering the errors associated with the SMD solvation model,\textsuperscript{62} the use on an implicit solvation model is expected to be only slightly less accurate than using a computationally much more expensive explicit solvation shell. All structures were optimized for the DFT methods in all solvents and only considered converged if no imaginary frequencies were present. This was followed by single-point CCSD(T) computations at the respective converged B3LYP-D3 structures. Zero-point energy and entropy contributions were computed explicitly at the DFT level of theory whereas the corresponding corrections obtained with B3LYP-D3 were used to convert the total energies obtained with CCSD(T) to Gibbs free energies. The dissociation of formic acid into formate and a solvated proton in water was used as reference system for the
effective absolute potential method. The \( pK_a \) of this reaction is 3.77 in water.\(^{51}\)

### 3 Results and discussion

#### 3.1 Predicting absolute potentials

Let us start by assuming an arbitrary ET reaction in a freely chosen solvent (Rxn 1).

\[
A + e^- \rightarrow A^- \tag{1}
\]

The electrochemical potential of this ET reaction (\( E(ET) \)) is given by eqn (2):

\[
E(ET) = -nF[\Delta G(A^-) - \Delta G(A)] + E_{abs} \tag{2}
\]

Here, only the total energies of the molecules \( A (\Delta G(A)) \) and \( A^- (\Delta G(A^-)) \) can be computed directly in the chosen solvent using DFT. The absolute potential (\( E_{abs} \)), which connects to the Gibbs Free energy of the electron (\( G(e^-) \)) through eqn (3),

\[
E_{abs} = -nF[G(e^-)] \tag{3}
\]

on the other hand is only accessible indirectly and strongly depends on the choice of reference. For easy comparison to experiment typically, the absolute potential of the SHE in water is used. It is important to emphasize that the connection to an experimental or theoretical reference is solely made through the appropriate choice of the absolute potential and not affected by any other property. Thus, assuming for example a reaction in methanol while using the absolute potential of the SHE in water (\( E_{abs}^{\text{SHE;Water}} \)) would still offset the computed redox potential to the SHE in water despite the reaction taking place in another solvent. In this respect, the absolute potential formally has the identical role to a reference electrode in an experimental setting (e.g. a calomel electrode which uses water as solvent connected to a non-aqueous medium through a salt bridge) without being subject to any of the experimental complications such as the liquid junction potential.

A possibility to compute the absolute potential of the SHE offers the recently developed "effective absolute potential method".\(^{42}\) The procedure relies on the connection between the experimental \( pK_a \) value of an arbitrary acid and the absolute potential to obtain a computational setup dependent value.\(^{42}\) Following this work, the acid dissociation can be rewritten by combining it with the standard hydrogen electrode (Rxn 4)

\[
H^+ + e^- \rightarrow 0.5H_2 \quad E^c = 0 \text{ V} \tag{4}
\]

to give reaction (5):

\[
A^- + H^+ + e^- \rightarrow A^- + 0.5H_2 \tag{5}
\]

Using this alternative formulation of an acid–base reaction we found, that the absolute potential in the solvent the \( pK_a \) has been measured in (\( E_{abs}^{\text{SHE}} \)), can be computed through eqn (6).\(^{42}\)

\[
E_{abs}^{\text{SHE}} = -nF[0.5G(H_2) + G(A^-) - G(A-H) - \Delta G(\text{Diss})] \tag{6}
\]

in corresponds to the number of transferred electrons, \( F \) to the Faraday constant, \( G(H_2) \) to the total free energy of hydrogen in the gas phase and \( G(A^-) \) and \( G(A-H) \) to the Gibbs free energies of the acid and its corresponding base in the solvent the experimental \( pK_a \) has been measured in. Note that this equation can easily be obtained from reaction (5) while \( \Delta G(\text{Diss}) \) can be obtained from the experimental \( \text{pK}_a \) through eqn (7).

\[
\Delta G(\text{Diss}) = RT(pK_a)\ln(10) \tag{7}
\]

Here, \( R \) is the general gas constant and \( T \) the temperature. The reader is referred to our earlier work for a more detailed discussion of this method.\(^{42}\)

Note that the IUPAC definition of the SHE as zero level does not make any reference to a specific solvent. Accordingly, it is independent from the solvent the proton is dissolved in or whether the required conditions for the SHE could practically be reached.\(^{69}\) Thus, the HER from a hypothetically 1 M proton solution in Toluene can be considered with the same right as zero level as the equivalent reaction in water. Naturally, conversion factors are therefore needed when converting between the SHE in different solvents. To avoid confusion, we explicitly highlight the solvent which the SHE refers to whenever necessary. Similarly also the definition of the acid dissociation constant is without any reference to a specific solvent and can therefore be used universally.\(^{69}\) Thus, eqn (6) is valid in all solvents.

Assuming a situation where the experimental \( \text{pK}_a \) has been determined in water while the ET reaction of interest takes place in a second solvent \( X \), the electrochemical potential can be converted to the SHE scale in solvent \( X \) by adding a constant conversion factor (\( E^{\text{SHE; SolvX}}_{\text{conversion}} \)). E.g. the absolute potential in the new solvent (\( E_{abs}^{\text{SHE; SolvX}} \)) is given by:

\[
E_{abs}^{\text{SHE; SolvX}} = E_{abs}^{\text{SHE; Water}} + E^{\text{SHE; SolvX}}_{\text{conversion}} \tag{8}
\]

An expression to compute \( E^{\text{SHE; SolvX}}_{\text{conversion}} \) can be obtained by rewriting the acid dissociation reaction as a PCET oxidation step (upper left branch in Fig. 1) followed by an ET reduction (upper right branch in Fig. 1). In the special case, where the solvent of the acid base reaction and the ET reaction are identical (e.g. both take place in water), the Gibbs free energy of the acid dissociation (\( \Delta G(\text{Diss}) \)) simply corresponds to the sum of the free energies of the PCET (\( \Delta G(\text{PCET}) \)) and ET (\( \Delta G(\text{ET}) \)) steps (eqn (9)). Note that the energetics of the ET and PCET steps are not defined as reduction potentials as it is commonly done in electrochemistry but instead assume the

![Fig. 1. The thermochemical cycle connecting the pK_a with proton coupled electron transfer and electron transfer reactions is shown.](image-url)
reaction directions shown in Fig. 1. I.e., the PCET reaction is defined as an oxidation whereas the ET step is defined as a reduction.

$$\Delta G(\text{Diss}) = \Delta G(\text{PCET}) + \Delta G(\text{ET})$$  \hspace{1cm} (9)

Under these circumstances, eqn (9) directly leads to reaction (5) and eqn (6). Assuming on the other hand a situation where the acid dissociation and the electrochemical reactions take place in different solvents, this expression no longer holds. This is a direct result of the methodologies used to compute PCET and ET steps. In the case of a PCET reaction computed through the computational SHE, the electrochemical reaction is offset to the SHE by using gas phase H2 as a reference. Thus, computing the Gibbs free energies of the oxidized and reduced species (e.g. G(A*) and G(A–H)) in the new solvent X using for example an implicit solvation model will automatically reference the PCET reaction to the HER in solvent X. Calculations of ET reactions on the other hand rely on the absolute potential. This offsets the reaction to the SHE in the solvent the absolute potential has been determined for and is completely independent from the solvent the redox reaction takes place in. Thus, the PCET and ET steps refer to the SHE in different solvents as zero level. It is insufficient to simply use a suitable solvation model to describe the intermediates in the new solvent but additionally, also the absolute potential of the SHE in the new solvent X is needed to ensure that the PCET and ET steps refer to the same reference. Unfortunately, this value is only known in a very limited number of non-aqueous solvents and cannot be estimated using the “effective absolute potential method” due to a lack of reliable pKa values in non-aqueous solvents. Using instead the absolute potential of the SHE in water results in a situation where the ET step is referenced to the SHE in water while the PCET reaction is referenced to the SHE in solvent X. Thus, eqn (9) is no longer valid and a correction to convert both reaction steps to the same SHE reference needs to be introduced. This conversion factor corresponds to the difference of the stability of the proton in different solvents. Since this value can be computed through:

$$E_{\text{conversion}} = nF[\Delta G(\text{PCET; SolvX}) + \Delta G(\text{ET; H2O})]$$  \hspace{1cm} (11)

$$\Delta G(\text{PCET; SolvX})$$ and $$\Delta G(\text{ET; H2O})$$ can be obtained in the usual manner through eqn (12) and (13).

$$\Delta G(\text{PCET; SolvX}) = G(A^*; \text{SolvX}) + 0.5 G(H_2) - G(A - H; \text{SolvX})$$  \hspace{1cm} (12)

Using this correction, which corresponds to the difference of the stability of the proton in the old and new solvent, a new generalized computational standard hydrogen electrode can be formulated. Here, the redox potential of an ET reaction ($E(\text{ET; SolvX})$), referenced to the SHE in the new solvent X can be computed through:

$$E(\text{ET; SolvX}) = E(\text{ET; H2O}) + E_{\text{conversion}}$$  \hspace{1cm} (15)

3.2 Absolute potential in non-aqueous solvents

Taking advantage of eqn (14) it is possible to compute conversion factors for the SHE in different solvents. Since this value corresponds to the relative stability of the proton in different solvents it is equivalent to the shift of the thermodynamic HER onset with respect to water. Combining this value with the absolute potential of water taken from earlier highly accurate CCSD(T)/SMD computations, the absolute potential in the solvent of interest is obtained. In Fig. 2a, the absolute potentials of the SHE in selected common solvents and aprotic ionic liquids are summarized. It is noteworthy that CCSD(T) and the two DFT methods predict almost identical values. This highlights, that the method dependence for the computation is solely accounted for in the effective absolute potential while the conversion factors are method independent.
perspective since the final absolute potentials only differ in the conversion factor computed through eqn (14). Thus, only the total energies of molecules with simple electronic structures in 2 different solvents, which are described well by state of the art electronic structure methods, are required.

Besides the electronic structure method, also the implicit solvation model may have a significant influence. To test this possibility we modified the cavity size by varying the corresponding scaling value \( \alpha \) between 1.0 and 1.2. These variations have a minor influence on the absolute potential of water, which decreases with increasing cavity size. E.g. it decreases from 4.14 V at \( \alpha = 1.0 \), which comprises the default value used in all other computations, to 4.05 V for \( \alpha = 1.2 \). In order to highlight the influence on the conversion factor between different solvents, the absolute potential of water obtained using CCSD(T) in combination with the Gaussian 16 default settings for SMD was used as reference point. Identical to the trends observed for the electronic structure methods, we find only minor variations of the order of 100 mV or less between the different systems (Fig. 2b). Note that the solvation energies of the acid and its corresponding base are still rather strongly affected by the modification of the cavity size. These changes are, however, systematic and thus, result in overall cancellation of errors. Switching on the other hand from SMD to the PCM model has a significantly larger effect. E.g. the predicted absolute potentials typically vary by several hundred mV. This is not unexpected when considering that using the SMD solvation model results in the inner potential whereas PCM predicts, at least in water, the experimentally accessible outer potential. Owing to the very limited information in the literature it is, however, unclear to which extent such a relationship also exists in non-aqueous solvents. But the rather good agreement between the surface potentials obtained experimentally and predicted from the difference between SMD and PCM indicates, that a similar relationship may also exist at least for some non-aqueous solvents. A more detailed discussion on this question can be found in the ESI.†

In Fig. 2 the absolute potentials of the HER in 21 selected solvents are summarized. The considered solvents are ordered according to their primary nature (protic and aprotic solvents, aprotic ionic liquids) and within these groups by decreasing polarisability as indicated by the dielectric constant \( \varepsilon \). Comparing the data within the three groups, less polarisable solvents (placed at the bottom of the groups) qualitatively display a higher absolute potential. These trends are present both for protic and aprotic solvents. A notable exception is water which displays an anomalous behaviour in the sense that it possess a much too low absolute potential in comparison to formamide which, according to the dielectric constant, is significantly more polarisable. No comparable trends could be extracted from the set of ionic liquids owing to their very similar polarisability. Nevertheless, in line with the trends for the other solvents all
Ionic liquids display very similar absolute potentials. These qualitative trends are not surprising when considering that the absolute potential is closely tied to the stability of the proton in the respective solvent. Generally, a more polarisable solvent will allow for stronger dipole interactions and thus, be able to form a more stable solvent-proton complex. This in turn decreases the electrochemical onset potential of the HER. I.e. the cost for reducing the proton to H₂ increases, which in turn corresponds to a lower absolute potential.

In addition to dipole interactions also hydrogen bonding is critical for the stability of the solvated proton.⁷⁰ Accordingly, a solvent which is able to form a strong hydrogen bonding network should, assuming both materials are of comparable polarisability, display a lower absolute potential. This can for example be seen for diethyiamine (protic solvent with ε = 3.6⁵¹) and toluene (aprotic solvent with ε = 2.4⁵¹). Owing to their low polarisability both compounds posses very high absolute potentials of 5.11 V (diethyiamine) and 5.65 V (toluene). Among these molecules only diethyiamine is able to form a noticeable hydrogen bonding network which in turn reduces the absolute potential. Similar trends are also present for all other solvents.

Considering the equal importance of polarisability and the ability for hydrogen bonding in describing the stability of the solvated proton it is not surprising that water, which displays a unique ability to form strong hydrogen bonds, does not follow the general trends between the solvents shown in Fig. 2. It is therefore clear that a single parameter approach which only includes the polarisability as a variable is an oversimplification and a more complex fitting approach which equally considers hydrogen bonding and polarisability is needed. Indeed, solvation models such as at the Kamlet-Taft equation⁵⁵ generally include these parameters, i.e. the dependence of an arbitrary solvent dependent parameter \( X \) is given by:

\[
X = X_0 + mV + s\pi + a\alpha + b\beta
\]  

(17)

Here, \( m, s, a, b \) and \( X_0 \) are fitting parameters for the property of interest, \( V \) and \( \pi \) describe the molar volume of the solvent and its polarisability respectively. \( a \), \( \alpha \) and \( b \), \( \beta \) are the “solvatochromic parameters” which describe the interaction of the solvent with the solutes. Of these parameters, \( a \) describes the ability of the solvent to act as hydrogen bond donor (Lewis acid), \( \beta \) to the hydrogen bond acceptor strength (Lewis base) and \( \pi^* \) corresponds to the general polarisability and dipolarity of the molecule. The scale is normalized to arbitrarily selected reference molecules which define the 0 and 1 level. Thus, the magnitude of the fitting factors also includes qualitative information regarding the importance of each contribution for the property of interest. This equation is routinely used to describe solvent effects on a variety of properties such as UV/Vis, IR or NMR spectroscopy, solvent dependence of chemical reactions and the acid dissociation constant.⁵⁵,⁷¹,⁷²

In what follows we will, based on earlier work,⁵⁵ neglect the molar volume and only include the solvatochromic parameters.

A strong correlation between the absolute potential of the HER in different solvents and the Kamlet-Taft polarisability and hydrogen bonding parameters is observed when fitting with respect to solvatochromic parameters of 35 solvents for which the relevant parameters could be obtained from the literature⁷¹,⁷³ (eqn (18)).

\[
E_{\text{abs}}(\text{SHE}) = (5.90 - 0.6466\pi^* - 0.5930\pi - 0.6523\beta)V
\]  

(18)

Note that the data were fitted using the least absolute deviation (LAD) method which is significantly more robust towards potential outliers than the commonly used ordinary least square (OLS) regression.⁷⁴ This procedure was necessary since the OLS method proved unreliable due to the presence of 2 potential outliers (1,4-dioxane and 1,1,1-trichloroethane). Neglecting these data points and performing an OLS regression resulted in a fit comparable to eqn (18). The presence of potential outliers in the dataset is not unexpected since the solvatochromic parameters somewhat depend on the dye used to determine them. Thus, deviations between different datasets of solvatochromic parameters are not uncommon but in most cases small.⁷¹ In order to avoid this ambiguity, we took parameters for organic solvents only from the review of Marcus⁷³ and ionic liquids from the review of Jessop et al.⁷¹ The fit is reliable as indicated by the rather low standard deviation of 0.21 V and a mean absolute error (MAE) of 0.15 V which is of the order of the error bar associated with the SMD solvation model.⁶² A direct visual comparison is, owing to the 4-dimensional nature of the equation, not possible. Instead, a comparison of the absolute potentials predicted from CCSD(T) and those from the Kamlet-Taft equation is shown in Fig. 3.

The relationship between the absolute potential of 21 selected solvents (for complete data set see ESI†) is visualized using an effective solvatochromic parameter which is computed from eqn (18) under the assumption of \( X_0 = 0 \) (Fig. 3b). Protic solvents in general tend to display very negative effective solvatochromic parameters whereas aprotic solvents display less negative ones. This correlates with the observed reactivity. The unique solvent properties of water are highlighted by the very high rating in hydrogen bond donation and polarisability/dipole interactions combined with a fair ability for hydrogen bond acceptance. This in turn results in a very negative effective solvatochromic parameter which places it, in line with the observed reactivity, at the far left of the plot where well stabilized protons and thus, a lower absolute potential must be expected. Formamide, on the other hand, which was placed on the top based on the dielectric constant, displays a somewhat lower polarisability and a significantly worse hydrogen bonding ability. Thus, it is placed close to ethanol and formic acid which posses comparable effective solvatochromic parameters. Also other solvents such as formic acid, acetic acid, DMSO or the considered ionic liquids display equally high or even higher values in one of the categories but none of them is comparable to water in all three categories. Formic acid or acetic acid for example display an equally high potential for hydrogen bonding. However, their polarisability is, owing to the presence of less polarisable C–H and CCH₃ groups lower. Thus, they lack the ability to equally well stabilize the proton through additional dipole interactions. DMSO and the considered ionic liquids on the other hand are highly polarisable and thus, able to stabilize the proton
through dipole interactions and as hydrogen bond acceptor. However, owing to their aprotic nature they are unable to contribute through hydrogen bond donation which in turn places them halfway between toluene and water. Toluene and triethylamine finally display the least negative effective solvatochromic parameters within the selected set. Note that triethylamine still possesses, according to the solvatochromic parameters, the ability to act as a hydrogen bond acceptor which is a result of the free electron pair at the nitrogen atom. Toluene on the other hand possesses, in contrast to what could be expected from the dielectric constant, a medium polarisability. This reflects toluene’s ability to interact through its aromatic benzene ring. In line with this low ability for stabilizing the proton through polarisability and hydrogen bonding is described using an effective solvatochromic parameter.

3.3 Comparison to literature

Despite the importance of the absolute potential for electrochemistry only few values have been reported either directly or indirectly in the literature.\textsuperscript{33,38,49,50,75} The data reported by Trasatti,\textsuperscript{33} Inerowicz et al.\textsuperscript{50} and Matsubara et al.\textsuperscript{75} have been determined from electrochemical measurements of the relative stability of the proton in different solvents. Trasatti reports an absolute potential which also includes the surface potential (e.g. the outer potential). These values can be connected to our computations through subtraction of the surface potential. Unfortunately, the proposed surface potentials vary strongly between different measurements. A comparison of our estimate and previous literature values\textsuperscript{76–81} can be found in the ESI.\textsuperscript{†} Matsubara et al. and Inerowicz et al. on the other hand report only relative stabilities of the proton in different solvents referred to the HER in water. Thus, any surface potential contribution cancel and these values can be compared directly to our computations. The absolute potentials reported by Kelly et al.\textsuperscript{49} finally were determined from the experimental $\text{pK}_a$ of selected acids or bases in the solvent of interest combined with DFT calculations. Owing to the computational setup of the DFT computations, the inner potential is reported (e.g. the surface potential is neglected) which renders them directly comparable to our computations.

Let us start the discussion with the protic non-aqueous solvents. Here, we were able to identify data for ethanol, methanol and formamide (Fig. 4). The absolute potential of the SHE in methanol has been measured by Trasatti\textsuperscript{33} and calculated by Kelly et al.\textsuperscript{49} Trasatti reported a value of 4.19 V which is somewhat lower than the absolute potential in water whereas Kelly et al. found an increase from 4.28 V in water to 4.43 V. This qualitatively agrees with measurements by Inerowicz et al.\textsuperscript{50} which also indicate an increase of the absolute potential by 0.11 V. It is noteworthy that the difference between Trasatti’s and Kelly’s value is of a similar magnitude as the surface potential in methanol.\textsuperscript{77–82} Thus, all three studies indicate a slightly increased absolute potential which is in good agreement with our prediction. For ethanol an absolute potential similar to that of methanol was reported.\textsuperscript{33} Correcting again for the surface potential contribution, which is comparable to that of methanol,\textsuperscript{77–82} the deviations between our predictions and earlier measurements become less than 0.1 V. In formamide earlier measurements\textsuperscript{33} and our data are at a first glance in good agreement. But it must be cautioned that the literature value again includes the surface potential. It was proposed that the surface potential also in formamide has a negative sign,\textsuperscript{82} but no information regarding its magnitude is available. Assuming, however, a magnitude comparable to what has been found for the alcohols, Trasatti’s and our data remain in good agreement.

Moving to aprotic ionic liquids we were only able to identify data for the absolute potential in 1-ethyl-3-methylimidazolium \[\text{[EMIM]}\] bis(trifluoromethylsulfonyl)imide \[\text{[NTf}_2\text{]}\].\textsuperscript{75} Considering the similarities between all imidazolium based ionic liquids independent from the choice of counterion it is reasonable to assume, that these measurements are at least qualitatively comparable to our data for similar ionic liquids. In line with our predictions (Fig. 4) also Matsubara et al. reported an increase of the relative absolute potential by 380 mV. This is in semi-quantitative agreement with our computations.
While our computed absolute potentials are in good agreement with literature for protic solvents and imidazolium based ionic liquids this is no longer the case when moving to aprotic solvents. Here, absolute potentials for dimethylsulfoxide (DMSO), acetonitrile and acetone have been reported directly and data regarding the relative stability of protons in pyridine are available (Fig. 4). In acetonitrile, an absolute potential of 4.52 V (without surface potential) has been found by Kelly et al. who suggest that the difference in potential should increase by 240 mV compared to H⁺ in water. Including the surface potential contributions of approximately 0.2 V to 0.3 V, the absolute potential is still only of the same order of magnitude than observed for water. A similar but less pronounced trend was also found by Inerowicz et al. who suggest that the absolute potential in DMSO is 195 mV lower than in water. Here, both the data reported by Kelly et al. and Fawcett suggest that a proton in DMSO should be several hundred mV more stable compared to H⁺ in water. Including the surface potential, the absolute potential increases slightly from 4.77 V for acetonitrile to 4.83 V for acetone. Trasatti on the other hand predicted with 4.13 V an absolute potential which is 300 mV lower than that of water in the same paper. This would, despite the lack of polarisability or ability for hydrogen bonding comparable to water, indicate, that the solvated proton in acetonitrile would be more stable compared to its counterpart in water. This unexpected trend can partly be explained by the surface potential which is included in this value. In contrast to water the surface potential is negative in acetone by 0.3 V to 0.4 V. Thus, the absolute comparable inner potential becomes roughly 4.5 V. While this is approximately 200 mV to 300 mV larger than the inner absolute potential in water it is still significantly lower than the 4.83 V suggested by our computations. Similar unexpected trends have also been reported for DMSO. Additionally suggest an increased stability of protons in pyridine by 290 mV where our calculations again suggest an increase of the absolute potential by 780 mV compared to water.

These significant qualitative and quantitative deviations between literature and our predictions warrant a closer inspection of potential shortcomings. Considering the agreement between our data and literature observed for protic solvents, it is unlikely that the new method used to predict absolute potentials in non-aqueous solvents is the source of the observed deviations. However, a major shortcoming of the present study is the strong reliance on the SMD implicit solvation model. While this model has been used extensively and is generally known to be sufficiently accurate, a failure for the systems at hand can naturally not be excluded. To test this possibility, we performed additional calculations for protic (water, ethanol, methanol) and aprotic solvents using the pbf solvation model as implemented into Jaguar. Despite some minor deviations in the absolute values, we are able reproduce all major trends previously observed with SMD. Additionally, also the calculations using the pbf solvation model suggest that protons in DMSO and other solvents with comparable polarisability should be significantly less stable compared to protons in water. Moving towards less polarisable solvents such as THF or carbon tetrachloride, we find identical to the trends present in the SMD based computations a further destabilisation. Moving on the other hand from DMSO to ethanol and methanol,
no stabilisation, comparable to what was found with SMD, is observed. This may be a result of a worse performance of pbf in describing hydrogen bonding. Considering the rather good qualitative agreement between both sets of calculations, shortcomings in the solvation model can likely be excluded as the origin of the differences between our data and literature.

An additional potential source of errors, could lie in the experimental reference data used in earlier studies. While our predictions only require the pK_a of an acid in water as reference these studies relied on parameters measured in non-aqueous solvents. Kelly et al.⁵⁰ for example used the pK_a measured in acetonitrile and DMSO as a basis for the prediction of the absolute potential while Trasatti⁵¹ and Inerowicz et al.⁵⁰ relied on electrochemical measurements in non-aqueous solvents. However, recent work clearly showed that solvated protons are not necessarily relevant for acid base reactions in non-polar aprotic solvents.⁸⁴ Expanding the argument to the more polar acetonitrile and DMSO, it can be questioned whether the data obtained from these experiments truly contain information regarding the proton’s stability in solution. Furthermore, even in dried solvents traces of water can not be exclude.⁸⁵,⁸⁶ These impurities in turn can significantly stabilize the protons and thus, shift the absolute potential to lower values. The additional stabilisation observed in DMSO or pyridine could indicate a cooperative effect between the water impurities and the solvents which are significantly better hydrogen bond acceptors than water.⁷³,⁸⁷ However, further studies would be needed to verify this speculation. These experimental uncertainties can be expected to affect measurements in protic solvents such as alcohols or formamide to a lesser extend owing to the already present hydrogen bonding network. Thus, the observed good agreement between our data and earlier predictions in protic solvents is not unexpected.

4 Conclusions

We have developed an accurate and computationally efficient procedure to predict the conversion factors for the absolute potential of the SHE in water to any non-aqueous solvent or ionic liquids. In contrast to earlier work, our method only requires the experimental pK_a of an arbitrary acid measured in water and few simple quantum-chemical calculations as input. Thus, experimental limitations in measuring properties in water free solvents will not affect our method adversely. Taking advantage of this procedure a new generalized computational standard hydrogen electrode for the computation of ET and PCET reactions in non-aqueous solvents was proposed. This enables for the first time the efficient and reliable prediction of redox potentials in solvents other than water. The method was tested by computing the absolute potential of the SHE in 36 solvents and ionic liquids. Taking advantage of the dataset, global trends in the absolute potential between all classes of solvents were established using the Kamlet–Taft linear solvation energy model. Our results indicate, that the proton stability equally depends on the solvents ability to act as H bond acceptor, H bond donor and its polarisability/dipolarity. Water which scores very high in all 3 categories is best able to stabilize solvated protons. For protic solvents the obtained absolute potentials were in reasonable agreement with earlier measurements but significant deviations were observed for aprotic solvents. In case of the latter earlier studies suggested a counter-intuitive increased proton stability in DMSO and pyridine compared to water. Our method on the other hand predicts, in line with the global trends between absolute potentials and the solvents’ ability for hydrogen bonding and polarisability, an increased absolute potential and thus, a lower stability of the solvated proton compared to water. The predicted absolute potentials are almost completely independent from the quantum chemical method, while minor differences are observed between solvation models.
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