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Abstract: This article presents a comparative experimental evaluation of some power calculation methods used for three-phase and single-phase systems. In order to make the comparison, methods based on three reference frames, the natural one, $\alpha\beta$ and dq, are considered. This paper addresses the experimental comparison for single-phase systems facing sinusoidal and non-sinusoidal waveforms in both linear and non-linear loads. The results are obtained from an experimental platform consisting of a controlled voltage inverter and an acquisition system based on a TMS320F28335, where the power calculation algorithms are implemented. The experimental comparison of the different methods for active and reactive power calculation is made in terms of accuracy and processing time in digital implementation.
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1. Introduction

Electrical systems have been immersed in constant technological challenges due to the introduction of renewable energy generators, storage systems, the bidirectionality of energy, distributed generation and electrical microgrids [1–3]. For these electrical systems, it is necessary to transmit, distribute, monitor, control, commercialize and exchange power [4], among other functions [5], and, therefore, its measurement and calculation are relevant. Nowadays, the incursion of electronic equipment, electronic converters [6] and the use of non-linear loads have caused a constant increase in harmonic distortion in power systems [7], which must be quantified in power from its precise measurement and there are several disturbances that could cause excessive errors in digital input electricity meters, for example, the influence caused by frequency offset [8], distorted signals and/or unbalanced sequences with different levels for fundamental frequency deviation, waveform distortion, harmonic frequencies, voltage unbalance, zero sequence, and so on [9].

In the presence of non-sinusoidal voltage and current signals, different definitions for power calculation have been proposed in the literature. Thus, different types of power definitions can be found in the IEEE 100-88 standard dictionary of electrical and electronic terms as well as discussions for such definitions [10]. In the IEEE Std.1459-2010 there are definitions for the measurement of power quantities under sinusoidal, non-sinusoidal, balanced and unbalanced conditions. In [11], a review of several definitions is presented such as those proposed by Budeanu [12], Fryze [13], Shepherd-Zakikhani, Sharon, Depenbrock, Kusters-Moore, and Czarnecki [14], mainly to validate
which of these are appropriate for power factor maximization. Several of them have been formulated based on the decomposition of the power triangle, such as the Budeanu definition, applied only in the analysis of stable state and therefore limited to periodic voltage and current waveforms. Consequently, the voltage and current signals can be decomposed in Fourier series [15]. Other approaches can be found for the calculation of the instantaneous power based on Hilbert’s Transform, which allows one to define the instantaneous active and reactive power in single-phase circuits operating in the transient state for single-phase systems [16]. Some methodologies are presented in the literature for quality assurance of energy meters; in [9], a methodology based on a design of experiment to guide verification of energy meters under sinusoidal and non-sinusoidal conditions was presented; in [8], a triangular window weighted algorithm is proposed for reducing the influence of frequency offset remarkably and guarantee good real-time performance at the same time.

When calculating the power in a system, just as it is done in measuring equipment, it is necessary to calculate the power in programmable electronic devices to perform calculations of apparent, active, reactive power and power factor. Various applications require this calculation; for example, for the exchange of power with the electrical grid [4], it is necessary to calculate the active and reactive power from the measurement of current and voltage to control the distribution of power in electric microgrids using the droop control technique [17]. In [9], a power calculation method is proposed for the improved UPS system that shows better current-sharing performance, taking the inductor current instead of the output current.

This is also applied for decisions in economic engineering [5]. In the case of three-phase systems, it is easy to calculate the active and reactive power from the dq transformation. In the synchronous reference frame, this transformation allows for performing simple mathematical operations for the calculation of powers with live and quadrature values. For single-phase systems, it is required to generate a signal delayed 90° respect to the measured voltage signal. This 90° phase shift operation has been proposed by different methods, such as the quarter-cycle time delay of the fundamental frequency [18], diverter [8,19], integrator [19], low-pass filter, all-pass filter [19], Hilbert transform, second-order generalized integrator (SOGI) [20] or by Enhanced Phase-locked Loop (EPLL) [21], among others [4]. In this paper, some of these techniques are compared in the natural reference frame, as well as the mathematical operations techniques in the αβ and dq reference frame.

This article is organized as follows: Section 2 describes the system under consideration and the methods for the calculation of active and reactive power used in this work, while, in Section 3, the experimental results obtained are presented. Finally, conclusions are shown in Section 4.

2. Materials and Methods

As mentioned above, there are several methods to calculate the active and non-active power. All these require as input the current and voltage functions in the time domain. In addition, for the application of several of these methods in the measurement of power in single-phase systems, the generation of signals that simulate voltages and dummy currents from real measurements is required. Thus, for the real-time digital implementation of these power calculation methods, rapid sampling and processing systems are required.

To make the comparison of the methods of calculation of electrical power, in this work, an experimental platform is used that is composed of a controlled voltage source that feeds different types of load and a digital acquisition and processing system for the implementation of the calculation methods of active and non-active power.

The experimental platform is represented in Figure 1, the controlled source is obtained from a voltage inverter with an LC filter, while a TMS320F28335 DSC is used to perform the power calculations, which converts to digital the voltage and current measurements on the load, generates the additional signals required by the power calculation methods, performs the operations of the respective method and calculates the average value generated by the power calculation methods.
Thus, before conducting the experimental comparison between the different methods considered, the rest of this section describes these methods in a conceptual way. These methods are here classified according to the reference framework. Hence, the methods considered for the natural framework are time delay, time delay integrator, all-pass filter, state observer, Hilbert transform and mathematical operations. Similarly, the calculation is considered directly on the stationary reference frame \( a\beta 0 \) and on the rotating frame \( dq0 \).
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\]
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2.1. Natural Frame Methods for Single-Phase Systems

The methods for the generation of the orthogonal signal are used in the natural frame “abc”. The phase “a” is the one already having the single-phase system, being either the voltage or the current signal. Therefore, phase “b” is generated from phase “a” by using methods that may generate either an orthogonal or a quadrature signal such as the following ones.

2.1.1. Time Delay Method

As shown in Figure 2, for reactive power calculation \( q \), this method seeks to obtain a time delay of a quarter of a cycle of the fundamental component (T/4) with the aim of generating a 90\(^\circ\) lagged signal with respect to the signal of a single-phase generator.

\[
\text{Instantaneous Power}
\]

\[
\text{Mean Power}
\]

2.1.2. Time Delay Integrator Method

One of the most important considerations to bear in mind using this method is when the signal has harmonic components of order \( h \), these will not have a 90\(^\circ\) delay but of \( h \) times 90\(^\circ\) instead, something that could generate errors in the final signal [22]. In general, this quarter-cycle delay method has a fundamental characteristic: it only works well with signals completely free of harmonic components; otherwise, the output signal presents considerable and inadmissible distortions for the possible calculation of power.
components; otherwise, the output signal presents considerable and inadmissible distortions for the possible calculation of power.

2.1.2. Time Delay Integrator Method

This method relies on the use of an integrator to obtain a 90° phase lag for every frequency component of the input signal (see Figure 3), a unitary gain for the fundamental component, as is shown in (1), with amplitude $A$ and frequency $\omega$. Since its magnitude response is inversely proportional to the frequency of the input signal, it also changes the amplitude of the harmonic components [22].

\[
\int A \sin(\omega t) dt = -\frac{A}{\omega} \cos(\omega t)
\] (1)

This implies that a strategy must be implemented to recover the signal amplitude at the integrator output. It is possible to implement a programmable-gain amplifier, which could perform the compensation in an adaptive way depending on the frequency, for this reason, it is also necessary a frequency meter like a PLL (Phase Locked Loop) [22]. However, the system is very sensitive to the change of amplitude by any small variation that the integrator may generate. It is also necessary to implement a high-pass filter at the output to block the DC levels that may occur. In general, this method presents a difficult problem to deal with, which is the heavy dependence of the amplitude in the output signal with respect to the input frequency. In addition, the gain used after the integration block must be calculated with great precision to not only reach the desired amplitude but also in order not to alter the power measurement assuming that the input sinusoidal signal remains unchanged. Nonetheless, this is a situation that may not be easy to ensure in practice.

2.1.3. All-Pass Filter Method

The all-pass filter method implements a first-order filter, whose voltage transfer function has a unit gain and a phase that depends on the $\omega$ frequency at which the filter is designed [23]. The typical transfer function of the all-pass filter is shown in Equation (2), with $\omega = 2\pi f$.

\[
H(s) = \frac{s - \omega}{s + \omega}
\] (2)

In this method, the magnitude of the output remains constant and does not present variations induced by the filter and the phase is exactly 90° to the work frequency (50 Hz and 60 Hz). However, the filter also shifts the phase of other frequency components by a different amount.

2.1.4. State Observer Method

Another way to generate the orthogonal signal is by using a Luenberger observer. The power calculation by state observer method is shown in the Figure 4.
The observer design proposed follows the idea in [24], which starts from a single-phase sinusoidal oscillator as shown in Figure 5. The desired steady-state solution from the oscillator is given by \( x_1 = \sin(\omega t) \) and \( x_2 = \cos(\omega t) \), where \( \omega \) is the frequency of oscillator in rad/sec and \( x_1, x_2 \) are the state variables.

The state variable of the oscillator Equation (3) is modified as a state observer, as shown Equation (4) by adding the Luenberger observer feedback constants \( a \) and \( b \) to be evaluated.

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
0 & \omega \\
-\omega & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}
\]

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
-a & \omega \\
-b - \omega & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}
+ \begin{bmatrix}
-a \\
b
\end{bmatrix} u y =
\begin{bmatrix}
0 & 1
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}
\]  

where \( u \) is the original signal (the one to be measured), \( y \) is the fictitious signal that is orthogonal to \( u \) and \( \omega \) is the fundamental frequency of \( u \). Moreover, \( a \) and \( b \) are constants that are calculated from the characteristic equation of the state observer (5) [25].

\[
s^2 + sa + \omega b + \omega^2 = 0
\]  

In [25], the poles of the state observer are selected as \( s_1 = s_2 = -10\omega \), \( s_1 = s_2 = -10\omega \) and the same criterion will be used. Thus, after clearing the characteristic equation for \( a \) \( b \), the following constant values are obtained in (6):

\[
\begin{bmatrix}
a \\
b
\end{bmatrix} =
\begin{bmatrix}
20\omega \\
99\omega
\end{bmatrix}
\]  

Replacing (6) in (4), we have (7):

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
-20\omega & \omega \\
-99\omega - \omega & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}
+ \begin{bmatrix}
-20\omega \\
-99\omega
\end{bmatrix} u
\]

\[
y =
\begin{bmatrix}
0 & 1
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}
\]
2.1.5. Hilbert Transform Method

The Hilbert’s Transform method is also used to generate orthogonal signals. This method is based on the application of the Hilbert transform, and ideally, such transformation is linear and generates a unit gain. In addition, the phase shift is +90° for all negative frequencies and −90° for all positive frequencies [22]. The function with which these method works is shown in (8):

\[
H(e^{j\omega}) = \begin{cases} 
-j, & \omega > 0 \\
0, & \omega = 0 \\
+j, & \omega < 0 
\end{cases}
\]  

(8)

The disadvantage of this method lies in its practical elaboration since the implementation of high-order filters is required in order to have an approximation to the ideal response.

2.1.6. Method Using Mathematical Operations

This method, proposed in [26], uses orthogonal signal generators for voltage and current. The method seeks to avoid the use of a low-pass filter so that the calculation of active and reactive power is faster when the droop control of active and reactive power distribution is performed in microgrids. In this method, the authors propose a novel way of calculating the active and reactive power in an easy way and with a high system response time. The use of the low-pass filter needed for power measurement in conventional methods in the abc reference frame is eliminated and the process is performed using only 90° phase shifts, multiplications, and additions. Figure 6 [26], shows the original schemes proposed for the active and reactive power calculation.

![Figure 6: Power calculation by Math Operations with a filter. Active power calculation (top). Reactive Power calculation (down).](image)

2.2. Power Calculation in the \( \alpha \beta 0 \) Stationary Reference Frame

Another method for calculating the active and reactive power can be carried out from the stationary reference frame employing the power invariant Clarke transformation, commonly known as method \( \alpha \beta 0 \) [15]. As shown in Figure 7, it is necessary that the transformation matrices from the natural reference frame to the reference frame \( \alpha \beta 0 \) have all the inputs enabled. In other words, it is necessary that the voltage and current signals of the single-phase system are connected directly to the inputs “a” of the reference frame converter blocks. Additionally, it is also essential that the other inputs, “b” and “c”, respectively, have the same inputs but with a phase shift of 120° for the former and 240° for the latter.
The reference frame transformation matrices are shown in Equation (9). The respective active and reactive power calculation is shown in Equations (10) and (11).

\[
\begin{bmatrix}
    u_a \\
    u_b \\
    u_c \\
\end{bmatrix} = \sqrt{\frac{2}{3}} \begin{bmatrix}
    1 \\
    -\frac{1}{2} + \frac{\sqrt{3}}{2} \\
    -\frac{1}{2} - \frac{\sqrt{3}}{2} \\
\end{bmatrix} \begin{bmatrix}
    u_d \\
    u_b \\
    u_c \\
\end{bmatrix} \tag{9}
\]

\[
\begin{bmatrix}
    p \\
    q_\alpha \\
    q_\beta \\
\end{bmatrix} = \begin{bmatrix}
    v_\alpha & i_\beta & v_0 \\
    0 & -v_0 & v_\beta \\
    -v_\beta & v_\alpha & 0 \\
\end{bmatrix} \begin{bmatrix}
    i_\alpha \\
    i_\beta \\
    i_0 \\
\end{bmatrix} \tag{10}
\]

\[
q = \sqrt{q_\alpha^2 + q_\beta^2 + q_0^2} \tag{11}
\]

2.3. Power Calculation in the dq0 Rotating Reference Frame

The calculation of active and reactive power in a single-phase system under the rotating reference frame has the advantage of delivering an almost constant value of active and reactive power as it is a rotating reference frame, commonly called the dq0 method [6]. As shown in Figure 8, an additional element is required to constantly calculate the rotation angle, such as a PLL. Since a single-phase system is used, the sample signals are taken and connected to the input “α” of the transformation blocks from the reference frame abc to the reference frame dq0, in order to carry out the measurement correctly. At the same time, the original sample signals are taken, and a 90° delay is applied to them and then connected to the “β” inputs of the same transformation modules. The idea is to take the signals in the abc reference frame but as if they were working in the αβ0 reference frame with a 90° phase difference between the signals.

\[
\begin{bmatrix}
    e_a \\
    e_b \\
    e_c \\
\end{bmatrix} \rightarrow \begin{bmatrix}
    \frac{e_d}{2} \\
    \frac{e_b - e_c}{2} \\
    \frac{e_c - e_b}{2} \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
    i_a \\
    i_b \\
    i_c \\
\end{bmatrix} \rightarrow \begin{bmatrix}
    \frac{i_d}{2} \\
    \frac{i_b - i_c}{2} \\
    \frac{i_c - i_b}{2} \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
    p \\
    q \\
\end{bmatrix} = \begin{bmatrix}
    v_\alpha & i_\beta & v_0 \\
    0 & -v_0 & v_\beta \\
    -v_\beta & v_\alpha & 0 \\
\end{bmatrix} \begin{bmatrix}
    i_\alpha \\
    i_\beta \\
    i_0 \\
\end{bmatrix}
\]

\[
p = \sqrt{p^2 + q^2}
\]

\[
q = \sqrt{q_\alpha^2 + q_\beta^2 + q_0^2}
\]
The transformation matrix from the reference frame $\alpha\beta\theta$ to the reference frame $dq0$ is shown in Equation (12) with $\theta = \omega t \theta = \omega t$.

\[
\begin{bmatrix}
  u_d \\
  u_q \\
  u_0 
\end{bmatrix} =
\begin{bmatrix}
  \cos(\theta) & \sin(\theta) & 0 \\
  -\sin(\theta) & \cos(\theta) & 0 \\
  0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  u_\alpha \\
  u_\beta \\
  u_0 
\end{bmatrix}
\] (12)

The active and reactive power in this dq DQ reference frame is calculated as shown in (13) and (14), respectively.

\[
p = i_d v_d + i_q v_q
\] (13)

\[
q = i_d v_q - i_q v_d
\] (14)

For this measurement, the zero sequence is eliminated in the dq DQ reference frame for the single-phase system.

3. Experimental Results and Discussion

The experimental results of the applied calculation methods are obtained from voltage and current measurements for an RL load (linear) and uncontrolled bridge rectifier load (non-linear). These loads are fed separately from a DC source with a single-phase voltage source inverter. In the inverter its reference signal is adjusted to obtain different operating conditions. The Voltage Source Inverter (VSI) shown in the Figure 1 was implemented in a SEMITEACH B6U+E1CIF+B6CI provided by Semikron. The single-phase VSI topology is a full bridge with bipolar-SPWM modulation. For this purpose, it is considered VSI sinusoidal and non-sinusoidal output voltages from fundamental frequency $f$ up to the seventh harmonic of the fundamental frequency, which was chosen as an operating frequency range from 60 to 420 Hz, respectively. To achieve this, a switching frequency of 10080 Hz was selected for both the IGBT's commutation frequency limitation recommended by the manufacturer to be less than 20 kHz and a multiple of the fundamental frequency. The criterion for the selection of the LC filter parameters at the VSI output was to take a cut-off frequency, a one decade below of switching frequency $f_{sw}$, for which 1 kHz was chosen. Additionally, to ease the digital control design and to reduce the delay of digital implementation [27], using TMS32028F335, a triangular carrier was used for achieving a sampling frequency $f_s$ of 20160 Hz. The LC filter has two functions to attenuate the output voltage ripple and to limit the high-frequency ripple current of VSI IGBTs [28]. On the other hand, the RL load was selected by the power capacity of the voltage supply in the DC bus and by the maximum current that the electronic sensor board handles at 2A. The non-linear load was designed by the IEC 62040-3 standard to obtain a crest factor of 2.9 [27]. Table 1 shows the inverter characteristics and the test loads values.

| Feature                  | Parameter       | Values      |
|--------------------------|-----------------|-------------|
| $f$                      | fundamental frequency | 60 Hz      |
| $f_{sw}$                 | switching frequency | 1080 Hz    |
| $f_s$                    | Sampling frequency | 20160 Hz   |
| $L_f$                    | filter inductance | 2.7 mH     |
| $C_f$                    | filter capacitance | 9.4 µF     |
| $L$                      | inductive load   | 18.8 mH    |
| $f_c$                    | non-linear load crest factor | 2.9 |
| $R_L$                    | resistive load   | 64.2 Ω     |

Experimental data are obtained from an LTS 6-NP LEM current sensor and an LV 25-P LEM voltage sensor connected directly to the test load. The output signals are conditioned and carried to two ADC inputs collected from the TMS320F28335. Subsequently, these signals are processed through
the CCS software (Code Composer Studio), in which three cycles of the active and reactive power signals of each programmed method in C language are acquired. The data in CCS® are exported and processed in MATLAB. At the end of this section, the results of the calculation time used by the different methods in the DSC are shown.

3.1. Experimental Validation: Active and Reactive Power Calculation for an RL Load

To test the performance of the considered power calculation methods, an RL series test load (R = 64.2 Ω and L = 18.8 mH) is fed with a non-sinusoidal voltage waveform. Regarding this matter, the maximum limits of harmonic content in a sinusoidal signal described in the IEEE standard 519-2014 [29] were initially considered. However, the theoretical calculation for each of the power inputs of all the harmonic components proposed in this standard is somehow very cumbersome and long. For this reason, the VSI reference signal is synthesized by adding to the fundamental component, the 3rd, 5th and 7th harmonic components with an amplitude of 30% of the fundamental component. Such amplitudes were greater than those proposed in the standard so that the distortion would become more evident in all the methods to be tested without having to contain the harmonic components up to the 33rd order or higher.

Analytical calculations are performed according to the definitions present in the IEEE 1459-2010 standard [30]. As mentioned in the introduction of this section, Figure 9 shows the current and voltage waveforms obtained for the RL series load under 4 different operation conditions. Each one of those 4 waveform sets were obtained by setting the VSI voltage reference to synthesize waveforms with different harmonic content. The experiments performed are as follows: (1) Only the fundamental component, (2) fundamental and 3rd harmonic, (3) fundamental, 3rd and 5th harmonic, 4) fundamental, 3rd, 5th and 7th harmonic.

![Figure 9. Voltage (green) and current (orange) signals: (a) fundamental; (b) fundamental + 3rd harmonic; (c) fundamental + 3rd + 5th harmonic; (d) fundamental + 3rd + 5th + 7th harmonic.](image)

The voltage and current signals in the RL load are obtained in a Tektronics TDS 2012C digital oscilloscope. The voltage differential probe, Tektronics P5200A, has a 500X attenuation range and the Fluke 1400s probe is on the 10 mV/A scale. Besides the methods explained in Section 2, another two new methods are tested here. Those two methods are modifications of the αβ0 method and the mathematical
operations method, they are here are referred to as Alpha-Beta with filter and Mathematical operations method with filter, respectively. Those modifications consist of digitally filtering the output signal of each of those methods.

Figure 10, shows the time response of the different power calculation methods considered in this comparison. As can be seen, in general terms, the speed response of the original mathematical operations method is the fastest to be established for both, active and reactive power, with less than one period of the fundamental signal. The original αβ method is the second fastest, with only one and a half cycles of the fundamental. On the other hand, the other methods take approximately 5.4 cycles of the fundamental to reach their steady-state value.

The active and reactive power measurements are taken with the Fluke 1730 instrument, which was chosen as a reference. The calculated error method is based on experimental measurements with Fluke 1730.

Figure 10. Power time responses: (a) active power; (b) reactive power (down).
Figure 11 shows the experimental results of the calculation of active and reactive power at the RL load when the VSI does not have a harmonic component and the numeric results are shown in Table 2. The unfiltered mathematical operations and αβ methods present large oscillations of active and reactive power, which may not be adequate when precise measurements are required at certain periods of the fundamental signal. For example, in the case of active power sharing in droop-controlled inverters, these two methods will result in a frequency that is changing at the same time as the measured value of the active power changes the frequency will be changing.

The method using mathematical operations, in its version with an averaging filter, presents less oscillation in a steady state with respect to the other methods. In the natural reference frame, this would be the best method to measure active and reactive power in ideal conditions of a sinusoidal input without harmonic content. However, the State Observer method presented the lowest active power error with 3.1302% and 14.267% for the reactive power, respectively, with respect to the Fluke 1730 measurement with an error of 4.3733%. On the other hand, the αβ method without a filter is the one that deviates the most in reactive power with 18.938%, as shown in Table 3.

Figure 11. Power calculation methods at the fundamental frequency: (a) active power; (b) reactive power.

The method using mathematical operations, in its version with an averaging filter, presents less oscillation in a steady state with respect to the other methods. In the natural reference frame, this would be the best method to measure active and reactive power in ideal conditions of a sinusoidal input without harmonic content. However, the State Observer method presented the lowest active
power error with 3.1302% and 14.267% for the reactive power, respectively, with respect to the Fluke 1730 measurement with an error of 4.3733%. On the other hand, the $\alpha\beta$ method without a filter is the one that deviates the most in reactive power with 18.938%, as shown in Table 3.

In the second experiment, the third harmonic component is added. In Figure 12, the oscillations of the mathematical operations and the $\alpha\beta$ methods have increased. In addition, it is shown that there is a great deviation given by the $\alpha\beta$ and the mathematical operations methods with filter, mainly for reactive power.

![Figure 12](image_url)

**Figure 12.** Power calculation at fundamental frequency + 3rd harmonic: (a) active power; (b) reactive power.

The mathematical operations method exposes the highest percentages of error in active power: 17.766% when it does not have the filter and 18.072% when it does. The highest percentage of error for reactive power is presented by the all-pass filter method, with 51.657%. The DQ and State Observer
methods retain good behavior in terms of the amplitude of oscillations and regularity of error in a steady state for both, active and reactive power. In the active power, the lowest error is shown by the $\alpha\beta$ method, whereas the lowest error for the reactive power is given by the mathematical operations method with filter. Figure 13 shows the active and reactive power for the system with a third harmonic plus fifth harmonic component.

![Active and Reactive Power](image)

**Figure 13.** Power calculation at fundamental frequency + 3rd harmonic + 5th harmonic: (a) active power; (b) reactive power.

In this Figure, it is still observed that the oscillations are increasing for the $\alpha\beta$ and the mathematical operations methods. On the other hand, both the state observer, the $\alpha\beta$ with and without filter, as well
as the DQ methods result in a lower error of 6.64% for the active power. Now, for the reactive power, the methods of mathematical operations with and without the filter of 34.99% and 35%, respectively, have a lower stationary error.

In Figure 14, taking into account that the system presents harmonic content comprising the third, fifth and seventh harmonics, it is verified that the mathematical operations method presents high peaks of active and reactive power in a very short time as the number of harmonics increases, as shown in Table 2. In the same sense, the αβ method allows it but with less amplitude.

![Graph showing active and reactive power calculation at fundamental frequency + 3rd harmonic + 5th harmonic + 7th harmonic: (a) active power; (b) reactive power.](image-url)
Table 2. Experimental results for RL load.

| Method/Component | State Observer | αβ Method with Filter | DQ Method with Filter | All-Pass Filter |
|------------------|----------------|-----------------------|-----------------------|-----------------|
|                  | P(W)           | Q(VAR)                | P(W)                  | Q(VAR)          | P(W)             | Q(VAR)          |
| F                | 187.5          | 47.19                 | 186.3                 | 46.61           | 186.7            | 46.86           |
| F + 3rd          | 193.9          | 49.82                 | 193.6                 | 48.90           | 194.3            | 52.30           |
| F + 3rd + 5th    | 200.0          | 41.43                 | 206.3                 | 53.57           | 206.4            | 56.77           |
| F + 3rd + 5th + 7th | 217.1        | 21.41                 | 217.3                 | 61.92           | 217.5            | 60.75           |

| Method/Component | Mathematical Operations | αβ Method with Filter | Mathematical Operations with Filter | Fluke 1730 Measurement |
|------------------|-------------------------|-----------------------|------------------------------------|------------------------|
|                  | P(W)                    | Q(VAR)                | P(W)                  | Q(VAR)          | P(W)              | Q(VAR)          |
| F                | 185.2                   | 46.85                 | 186.3                 | 46.64           | 190.5             | 55.04           |
| F + 3rd          | 227.9                   | 64.33                 | 194.0                 | 49.26           | 228.5             | 64.73           |
| F + 3rd + 5th    | 309.4                   | 83.72                 | 206.6                 | 55.09           | 307.8             | 64.73           |
| F + 3rd + 5th + 7th | 405.6               | 100.5                 | 217.6                 | 61.42           | 405.1             | 100.5           |

For active power, as shown in Table 3, all methods have an error of less than 13%, except for the mathematical operations methods that present a very high error margin. On the contrary, for reactive power, the mathematical operations methods would be the most appropriate because they present a lower error margin. However, these errors are very high, as shown in Table 3.

Table 3. Experimental results error %.

| Method/Component | State Observer | αβ Method with Filter | DQ Method with Filter | All-Pass Filter |
|------------------|----------------|-----------------------|-----------------------|-----------------|
|                  | P %            | Q %                   | P %                  | Q %             | P %             | Q %             |
| F                | 3.130          | 14.267                | 3.712                 | 18.93           | 3.519           | 14.85           |
| F + 3rd          | 0.191          | 44.26                 | 0.048                 | 45.23           | 0.387           | 41.49           |
| F + 3rd + 5th    | 6.477          | 66.71                 | 6.587                 | 55.55           | 6.648           | 54.40           |
| F + 3rd + 5th + 7th | 12.20         | 86.16                 | 12.30                 | 59.98           | 12.41           | 60.77           |

| Method/Component | Mathematical Operations | αβ Method with Filter | Mathematical Operations with Filter |
|------------------|-------------------------|-----------------------|------------------------------------|
|                  | P %                     | Q %                   | P %                  | Q %             |
| F                | 4.314                   | 14.8                 | 3.745                 | 18.47           |
| F + 3rd          | 17.76                   | 28.04                | 0.261                 | 44.89           |
| F + 3rd + 5th    | 59.8                    | 32.75                 | 6.789                 | 55.75           |
| F + 3rd + 5th + 7th | 109.5              | 35.00                 | 12.46                 | 60.30           |

3.2. Experimental Validation: Active and Reactive Power Calculation for a Non-Linear Load

The non-linear load consists of a full-wave rectifier with a 420-µF capacitor and a 136-Ω resistor, with a current crest factor of 2.9. Figure 15 shows the waveforms of voltage and current on the test load. Figure 16, shows the experimental results of the calculation of active power for the non-linear load.

Figure 15. Waveforms of the current and voltage in oscilloscope for the non-linear load.
Figure 16. Active power calculation with all methods at the fundamental frequency—non-linear load.

The graph on the left shows the results of all methods, whereas the graph on the right describes an enlargement of the result of only five of these methods with a better resolution to appreciate their behavior.

In the figure on the left, the amplitudes of ripples of the active power for the $\alpha\beta$ and for the mathematical operations methods without a filter are the largest. However, despite this fact, such methods give the fastest response. It is worth mentioning that these two methods do not have a filter. On the other hand, an enlarged view of only five of these methods can be observed in the figure on the right, where two of these are the $\alpha\beta$ and the mathematical operations methods, but with filter. In this zoom, it can be detailed that the answers are very similar in amplitude and response time among all the methods, being the method of mathematical operations with filter the one that deviates most in the stationary state, as is shown in Table 4.

Table 4. Experimental measurements—non-linear load.

| State Observer | $\alpha\beta$ Method | DQ Method | All-Pass Filter |
|----------------|----------------------|-----------|-----------------|
| P(W)           | Q(VAR)               | P(W)      | Q(VAR)          |
| 202.1          | 14.81                | 194.9     | 129.3           |
| Mathematical Operations | $\alpha\beta$ Method with filter | Mathematical Operations with filter | Fluke 1730 Measurement |
| P(W)           | Q(VAR)               | P(W)      | Q(VAR)          | P(W) | Q(VAR) |
| 131.7          | 2.113                | 198.7     | 127.7           | 148.2 | 3.201 |
| 199.4          | 22.17                | 199.3     | 220.6           |

Figure 17 shows the experimental results of the reactive power for non-linear load. The graph on the left describes the result of all methods, whereas the enlarged graph on the right shows the results of only five methods without the original $\alpha\beta$ and mathematical operations methods without a filter.
Figure 17. Reactive power calculation with all methods at the fundamental frequency—non-linear load.

The \( \alpha \beta \) and the mathematical operations methods without filter, although they present large oscillations compared to the other ones, are equally imprecise to the other methods. However, methods \( \alpha \beta \) with and without filter, which present the closest stationary state value in reactive power with respect to the Fluke 1730 measurement, make an exception, as clearly shown in Table 5.

Table 5. Error percentage for each method—non-linear load.

| Method            | P %     | Q %     | P %     | Q %     |
|-------------------|---------|---------|---------|---------|
| Mathematical Operations | 23.20   | 107.7   | 2.970   | 371.2   |
| \( \alpha \beta \) Method with Filter | 23.20   | 111.8   |
| State Observer   | 4.740   | 45.35   | 1.000   | 377.0   |
| DQ Method        | 3.590   | 29.58   | 3.350   | 0.220   |

3.3. Calculation Time of Active and Reactive Power

The processing time used by the different active and reactive power calculation algorithms in the DSC TMS320F28335 is shown in Table 6.

Table 6. Calculation times.

| Method          | Time  |
|-----------------|-------|
| All-pass filter | 5.2 \( \mu \)s |
| State Observer  | 5.2 \( \mu \)s |
| Mathematical Operations | 8.4 \( \mu \)s |
| \( \alpha \beta \) method | 15.6 \( \mu \)s |
| DQ method       | 12 \( \mu \)s |
The results obtained in Table 6 show that the all-pass Filter, as well as the state observer methods, are the fastest, with 5.2 µs of runtime in the DSP. These are followed by the mathematical operations method, with a time of 8.4 µs, the αβ method taking the longest. The explanation is that such methods, in the synchronous and stationary reference frames, require the additional calculation of fictitious signals as well as the calculation of the Park and DQ transforms.

4. Conclusions

In this paper, seven methods for active and reactive power calculation are compared with linear and non-linear loads. Two of those methods are a modification of alfa-beta and mathematical operations methods, the difference between which includes an averaging filter in the output of the two classical methods to make comparable the measurements with other methods. It was possible to demonstrate that, for the execution time of the worked methods, the all-pass filter and the state observer methods are the techniques that took a shorter time of execution, whereas the Synchronous and Stationary reference frame methods were those that took a long time.

Regarding the performance of methods in the presence of harmonics in the RL test load, the mathematical operations method was the one presenting a greater deviation of active power, whereas the opposite happened with the reactive power. However, due to the large amplitudes of oscillations presented in the mathematical operations method, this is therefore not suitable for rapid control strategies that require little variation. Taking this into account, the all-pass filter, the State Observer, and DQ methods are the most accurate, with an error of 16% for active power. Nonetheless, for reactive power, the αβ and the DQ methods are the ones that obtained the best performance.

For the purpose of performing calculation operations on digital processors with a low calculation capacity, it is recommended to use the state observer and the all-pass filter methods, despite the percentage errors they may have in the stationary state. If there is no restriction of the processing capacity, the reference frame, the αβ, and the DQ methods, regardless of the harmonic component, are therefore recommended.

For both cases, it is convenient to bear in mind that the magnitude of the harmonic components used in this study was deliberately high, a situation that is not supposed under normal operating conditions. In this way, it is expected that the errors obtained with the methods based on the state observer and all-pass filter will be more convenient in a practical implementation.
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