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Foundational verification allows programmers to build software which has been empirically shown to have high levels of assurance in a variety of important domains. However, the cost of producing foundationally verified software remains prohibitively high for most projects, as it requires significant manual effort by highly trained experts. In this paper we present Proverbot9001 a proof search system using machine learning techniques to produce proofs of software correctness in interactive theorem provers. We demonstrate Proverbot9001 on the proof obligations from a large practical proof project, the CompCert verified C compiler, and show that it can effectively automate what was previously manual proofs, automatically solving 15.77% of proofs in our test dataset. This corresponds to an over 3X improvement over the prior state of the art machine learning technique for generating proofs in Coq.
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1 INTRODUCTION

A promising approach to software verification is foundational verification. In this approach programmers use an interactive theorem prover, such as Coq [Filliâtre et al. 1997] or Isabelle HOL [Paulson 1993], to state and prove properties about their programs. The proofs are performed interactively via the use of proof commands, which are commands that programmers invoke to make progress on a proof. To complete a proof, a programmer must provide guidance to the proof assistant at each step by picking which proof command to apply. Foundational verification has shown increasing promise over the past two decades. It has been used to prove properties of programs in a variety of settings, including compilers [Leroy 2009], operating systems [Klein et al. 2009], database systems [Malecha et al. 2010], file systems [Chen et al. 2017], distributed systems [Wilcox et al. 2015], and cryptographic primitives [Appel 2015].

One of the main benefits of foundational verification is that it provides high levels of assurance. The interactive theorem prover makes sure that proofs of program properties are done in full and complete detail, without any implicit assumptions or forgotten proof obligations. Furthermore, once a proof is completed, foundational proof assistants can generate a representation of the proof in a foundational logic; these generated proofs can be checked with a small proof checker. In this setting only the small proof checker needs to be trusted (as opposed to the entire proof assistant), leading to a small trusted computing base. As an example of the high-level of assurance, a study of compilers [Yang et al. 2011] has shown that CompCert [Leroy 2009], a compiler proved correct in the Coq proof assistant, is significantly more robust than its non-verified counterparts.

Unfortunately, the benefits of foundational verification come at a great cost. The process of performing proofs in a proof assistant is extremely laborious. CompCert [Leroy 2009]
took 6 person years and 100,000 lines of Coq to write and verify, and seL4 [Klein et al. 2009], which is a verified version of a 10,000 line operating system, took 22 person years to verify. The manual effort is one of the main impediments to the broader adoption of proof assistants.

In this paper, we present Proverbot9001, a novel search-based system that uses machine learning to help alleviate the manual effort required to complete proofs in an interactive theorem prover. Proverbot9001 trains on existing proofs to learn models. Proverbot9001 then incorporates these learned models in a tree search process to complete proofs. In contrast to previous work on machine learning for proofs, our approach (1) employs several neural networks, each with a narrow task (2) makes use of a small number of carefully crafted features (3) employs several tree pruning techniques in the search.

We tested Proverbot9001 end-to-end by training on the proofs from 162 files from CompCert, and testing on the proofs from 13 files. On our default configuration, Proverbot9001 solves 15.77% (79/501) of the proofs in our test set. This includes almost half of proofs where the original solution was expressible in our proof command model, as well as 46 proofs where it was not, and one proof whose original solution was 25 proof commands long.

Our main contributions are:

1. A technique for creating prediction models which account for the high-level structure of the proof.
2. A search procedure that makes use of these models to search for proofs.
3. An implementation of the models and the search procedure for the Coq proof assistant.

We demonstrate that Proverbot9001 can solve 15.77% of the proofs in our test subset of CompCert when trained on the rest of CompCert, which is a 3X improvement over the previous state of the art system that attempts to the same task [Yang and Deng 2019].

2 BACKGROUND

2.1 Foundational Verification

Program verification is a well studied problem in the programming languages community. Most work in this field falls into one of two categories: solver-backed automated (or semi-automated) techniques, where a simple witness is checked by a complex procedure; and foundational logic based techniques, where a complex witness is checked by a simple procedure.

While research into solver-backed techniques has produced fully-automated tools in many domains, these approaches are generally incomplete, failing to prove some desirable propositions. When these procedures fail, it is often difficult or impossible for a user to complete the proof, requiring a deep knowledge of the automation. In contrast, foundational verification techniques require a heavy initial proof burden, but scale to any proposition without requiring a change in proof technique. However, the proof burden of foundational techniques can be prohibitive; CompCert, a large and well-known foundationally verified compiler, took 6 person-years of work to verify [Kästner et al. 2018], with other large verification projects sporting similar proof burdens.

2.2 Interactive Theorem Provers

Most foundational (and some solver-backed) verification is done in an interactive theorem prover. Interactive theorem provers allow the user to define proof goals alongside data and program definitions, and then prove those goals interactively, by entering commands which
Fig. 1. (a) A feed-forward neural network, where each individual gray circle is a perceptron (b) An individual perceptron, which multiplies all the inputs by weights, sums up the results, and then applies a non-linear function \( f \).

manipulate the proof context. The name and nature of these commands varies by the proof assistant, but in many foundational assistants, these commands are called “tactics”, and correspond to primitive proof techniques like “induction”, as well as search procedures like “omega” (which searches for proofs over ring-like structures). Proof obligations in such proof assistants take the form of a set of hypotheses (in a Curry-Howard compatible proof theory, bound variables in a context), and a goal (a target type); proof contexts may consist of multiple proof obligations.

2.3 Machine Learning and Neural Networks

Machine learning is an area of computer science dating back to the 1950s. In problems of supervised learning, the goal is to learn a function from labeled examples of input-output pairs. Models for supervised learning parameterize a function from inputs to outputs and have a procedure to update the parameters from a data set of labeled examples Machine learning has traditionally been applied to problems such as handwriting recognition, natural language processing, and recommendation systems.

Neural Networks are a particular class of learned model where layers of nodes are connected together by a linear combination and a non-linear activation function, to form general function approximators. Neural Networks have a variety of structures, some forming a straightforward “stack” of nodes with some connections removed (convolutional), and others, such as those used for natural language processing, using more complex structures like loops.

We will make use of two different kinds of neural networks: feed-forward networks and recurrent neural networks. Figure 1(a) shows the structure of a feed-forward network, where each gray circle is a perceptron, and Figure 1(b) shows individual structure of a perceptron.

Figure 2 shows the structure of a recurrent neural network (RNN). Inputs are shown in blue, outputs in green and computational nodes in gray. The computational nodes are Gated Recurrent Network nodes, GRU for short, which are a kind of node used in recurrent networks. The network is recurrent because it feeds back into itself, with the state output from the previous iteration feeding into the state input of the next iteration. When we display an RNN receiving data, we visually unfold the RNN, as shown on the right side of Figure 2, even though in practice there is still only one GRU node. The right side of Figure 2 shows an example RNN that processes tokens of a Coq goal, and produces some output values.

3 OVERVIEW

In this section, we’ll present Proverbot9001’s prediction and search process with an example from CompCert. You can see the toplevel structure of Proverbot9001 in Figure 3.
Consider the following theorem from the CompCert compiler.

**Definition** binary.constructor_sound (cstr: expr -> expr -> expr)

\[(\text{sem: val} \to \text{val} \to \text{val}): \text{Prop} := \]

\[\forall \text{le a x b y, eval_expr ge sp e m le a x} \to \]
\[\text{eval_expr ge sp e m le b y} \to \]
\[\exists v, \text{eval_expr ge sp e m le (cstr a b) v} \land \text{Val.lessdef (sem x y) v}.\]

**Theorem** eval_mulhs: binary.constructor_sound mulhs Val.mulhs.

**Proof.**

...This theorem states that the `mulhs` expression constructor is sound, or in other words, that it produces an expression that yields a value, in any context, that is at least as defined as applying the semantic definition of `mulhs` (namely `Val.mulhs`) to the values produced by the subexpressions. The theorem statement is within a Coq “Section”, which automatically introduces some hypotheses. Therefore, after running the above theorem statement, the proof assistant produces the following proof context.

**ge** : genv
**sp** : val
**e** : env
In this context, Proverbot9001 predicts three tactics, `econstructor`, `eauto`, and `unfold`. At this point, Proverbot9001 considers possible arguments to add to each tactic. In this model, arguments can be a hypothesis identifier, a token from the goal, or “none”. For the `econstructor` and `eauto` tactics, Proverbot9001 predicts a “none” argument, making the full proof commands `econstructor` and `eauto`. For the `unfold` prediction, Proverbot9001 considers tokens a token from the goal as an argument, in particular `binary_constructor_sound`, producing a prediction of `unfold binary_constructor_sound`. In this case, Proverbot9001 predicts each tactic once, with one argument; however, in general it might predict the same tactic multiple times with different arguments (or different tactics with the same argument).

Once these predictions are made, Proverbot9001 tries running all three, which results in three new states of the proof assistant. In each of these three states, Proverbot9001 again makes predictions for what the most likely tactics are to apply next. These repeated predictions create a search tree, which Proverbot9001 explores in a depth first way. The proof command predictions that Proverbot9001 makes are ordered by likelihood, and the search explores more likely branches first.

Figure 4 shows the search tree resulting from this process for this example. The nodes in green are the nodes that produce the final proof. Orange nodes are nodes that generate a prover state that is at least as hard as a previously found one (see Section 6.1), and so those nodes are not expanded further. All the gray nodes to the right of the green path are not explored, because the proof in the green path is found first.
4 DEFINITIONS

In the rest of the paper, we will describe the details of how Proverbot9001 works. We start with a set of definitions that will be used throughout. In particular, Figure 5 shows the formalism we will use to represent the state of a proof assistant. A tactic $\tau \in \mathcal{T}$ is a tactic name. An argument $a \in \mathcal{A}$ is a tactic argument. For simplicity of the formalism, we assume that all tactics take zero or one arguments. We use $I$ for the set of Coq identifiers, and $Q$ for the set of Coq propositions. A proof state $\sigma \in \mathcal{S}$ is a state of the proof assistant, which consists of a list of obligations along with their proof command history. We use $[X]$ to denote the set of lists of elements from $X$. An obligation is a pair of: (1) a set of hypotheses (2) a goal to prove. A hypothesis is a proposition named by an identifier, and a goal is a proposition.

5 PREDICTING A SINGLE PROOF STEP

We start by explaining how we predict individual steps in the proof. Once we have done this, we will explain how we use these proof command predictions to guide a proof search procedure.

We define $D[\tau]$ to be a scoring function over $\tau$, where larger scores are preferred over smaller ones:

$$D[\tau] = \tau \rightarrow \mathbb{R}$$

We define a $\tau$-predictor $P[\tau]$ to be a function that takes a proof state $\sigma \in \mathcal{S}$ (i.e. a state of the proof assistant under which we want to make a prediction) and returns a scoring function over $\tau$. In particular, we have:

$$P[\tau] = \mathcal{S} \rightarrow D[\tau]$$

Our main predictor $P$ will be a predictor of the next step in the proof, i.e. a predictor for proof commands:

$$P : P[\mathcal{T} \times \mathcal{A}]$$

We divide our main predictor into two predictors, one for tactics, and one for arguments:

$$P_{tac} : P[\mathcal{T}]$$

$$P_{arg} : \mathcal{T} \rightarrow P[\mathcal{A}]$$

Our main predictor $P$ combines $P_{tac}$ and $P_{arg}$ as follows:

$$P(\sigma) = \lambda(\tau, a) \cdot P_{tac}(\sigma)(\tau) \otimes P_{arg}(\tau)(\sigma)(a)$$

Fig. 5. Formalism to model a Proof Assistant
where $\otimes$ is an operator that combines the scores of the tactic and the argument predictors. We now describe the three parts of this prediction architecture in turn: $P_{tac}$, $P_{arg}$, and $\otimes$.

5.1 Predicting Tactics ($P_{tac}$)

To predict tactics, Proverbot9001 uses a set of simple features. These features were manually engineered to reflect important aspects of proof prediction. Each of these features is encoded as a discrete integer. After encoding, we have a vector of discretely encoded features, which we can then run machine learning algorithms on.

The first feature encodes the goal, which is the proposition that is currently being proved. Proverbot9001 captures the goal by encoding the head constructor of the goal. Each head constructor is assigned a unique integer. This feature is clearly important because tactics are often chosen specifically based on what the goal is. For example, if the goal starts with a `forall`, it is likely that the next tactic will be `intros` or `induction`.

The second feature is the name of the previously run tactic. Proverbot9001 encodes each tactic as an integer. This feature is important because there are often patterns of tactics which appear one after another. For example, `intros` is often followed by `auto`, and `inversion` is often followed by `subst`.

The third feature encodes a hypothesis that is heuristically chosen as being the most relevant to the goal. In particular, Proverbot9001 pretty prints every hypothesis and the goal with notations turned off, and then computes a string similarity measure between each hypothesis and the goal. The hypothesis that is most similar to the goal is considered as being the most relevant to the goal. This hypothesis is encoded in the same way as the goal, using the head constructor. Proverbot9001 also takes the similarity score of this most relevant hypothesis as an additional feature. These features encoding the most relevant hypothesis is important because if there is a hypothesis that is very similar to the goal, there is a high likelihood that this hypothesis will be important in selecting the tactic. For example, if the most relevant hypothesis is an equality, it is likely that `rewrite` is the correct tactic. This heuristic is also computed at testing time.

Once the features are computed, they are embedded into a continuous vector of 128 floats using a standard word embedding, and then fed into a fully connected feed-forward neural network of three layers 128 nodes wide with a softmax layer at the end, to compute a probability distribution across possible tactic. This architecture is trained on 153402 samples in our training data with a stochastic gradient descent optimizer.

The architecture of this model is shown in Figure 6. Blue boxes represent input; purple boxes represent intermediate encoded values; green boxes represent outputs; and gray circles represent computations. The NN circle is the feed-forward Neural Network mentioned above. The Enc circle is a standard word embedding module.

5.2 Predicting Tactic Arguments ($P_{arg}$)

Once features have been extracted and a tactic predicted, Proverbot9001 next predicts arguments for the command. Recall that the argument predictor is a function $P_{arg} : P[\mathcal{A}]$. In contrast to previous work, our argument model is a prediction architecture in its own right.

Proverbot9001 currently predicts zero or one tactic arguments; However, since the most often-used multi-argument Coq tactics can be desugared to sequences of single argument tactics (for example “unfold a, b” to “unfold a. unfold b.”), this limitation does not significantly restrict our expressivity in practice.
Proverbot9001 makes two kinds of predictions for arguments: goal-token arguments, and hypothesis-identifier arguments:

**Goal-token** arguments are arguments that are a single token in the goal; for instance, if the goal is \( \text{not} \ (\text{eq} \ x \ y) \), we might predict \( \text{unfold} \ \text{not} \), where \( \text{not} \) refers to the first token in the goal. In the case of tactics like \( \text{unfold} \) and \( \text{destruct} \), the argument is often (though not always) a token in the goal.

**Hypothesis-identifier** arguments are a single identifier referring to a hypothesis in context. For instance, consider the following obligation:

\[
\text{H} : \text{is\_path} \ (\text{cons} \ (\text{pair} \ s \ d) \ m)
\]


In this case, we might predict \( \text{inversion} \ \text{H} \), where \( \text{H} \) refers to the hypothesis. In the case of tactics like \( \text{inversion} \) and \( \text{rewrite} \), the argument is often a hypothesis identifier.

The architecture of the scoring functions for these argument types is shown in Figure 7. As before, blue boxes are inputs; purple boxes are encoded values; green diamonds are outputs, in this case scores for each individual possible argument; and gray circles are computational nodes. The GRU nodes are Gated Recurrent Units [Cho et al. 2014]. The NN node is a feed-forward neural network.

For illustration purposes, Figure 7 uses an example to provide sample values. Each token in the goal is an input – in Figure 7 the goal is “not (eq x y)”. The tactic predicted by \( P_{\text{tac}} \) is also an input – in Figure 7 this tactic is “unfold”. The hypothesis that is heuristically closest to the goal (according to our heuristic from Section 5.2) is also an input, one token at a time being fed to a GRU. In our example, let’s assume this closest hypothesis is “\( y > (x+1) \)”. The similarity score of this most relevant hypothesis is an additional input – in Figure 7 this score is 5.2.

There is an additional RNN (the middle row of GRUs in Figure 7) which encodes the goal as a vector of reals. The initial state of this RNN is set to some arbitrary constant, in this case 0.
The initial state of the hypothesis RNN (the third row of GRUs in Figure 7) is computed using a feed-forward Neural Network (NN). This feed-forward Neural Network takes as input the tactic predicted by $P_{tac}$, the goal encoded as a vector of reals, and the similarity score of the hypothesis.

The architecture in Figure 7 produces one output score for each token in the goal and one output score for the hypothesis. The highest scoring element will be chosen as the argument to the tactic. In Figure 7, the highest scoring element is the “not” token, resulting in the proof command “unfold not”. If the hypothesis score (in our example this score is 8) would have been the highest score, then the chosen argument would be the identifier of that hypothesis in the Coq context. For example, if the identifier was $IHn$ (as is sometimes the case for inductive hypotheses), then the resulting proof command would be “unfold $IHn$”.

### 5.3 Combining Tactic and Argument Scores ($\otimes$)

There are several options for the $\otimes$ operator. We first discuss two options that have flaws before describing our approach.

**First flawed approach: greedy search.** In this approach, we would pick the tactic with the highest score, and for that tactic, we would pick the argument with the highest score. We could implement this approach by making $\otimes$ give a very high weight to its first argument.

The drawback of this approach is that the final choice of tactic does not take into account how good the argument prediction is for that tactic. For example, the tactic name predictor might predict $rewrite$, only to find that there are no good hypotheses to rewrite with.

**Second flawed approach: normalized search.** In this approach, the scoring functions from $P_{tac}$ and $P_{arg}$ are first normalized to turn the scores into probabilities. Then, from $P_{tac}$ we could pick the $n$ most likely tactics, and for each tactic predict the $m$ most likely arguments. For each proof command, we would multiply the tactic probability and the argument probability to get a combined probability. We could then pick the proof command with the highest combined probabilities. Formally, we could implement this approach by...
first normalizing the scoring functions inside of \( P_{tac} \) and \( P_{arg} \), and then defining \( \otimes \) as multiplication.

The drawback of this approach is that normalizing the scoring functions for arguments looses the relative scoring of arguments across tactics. For example, say that the two highest-scoring tactics are \( \tau_1 \) and \( \tau_2 \) and that \( P_{tac} \) scores these tactics with the same score. Also, for \( \tau_1 \), let’s assume that there are three equally scoring arguments, but these three arguments have very low scores, meaning that in absolute terms they are bad predictions. And let’s assume that for \( \tau_2 \), there are three equally scoring arguments, but for \( \tau_2 \) the scores for the arguments are high. While in this case \( \tau_2 \) would be a better choice, the normalized approach would not favor \( \tau_2 \). Indeed, all proof commands will have the same probability, because for both \( \tau_1 \) and \( \tau_2 \) the three arguments are all equally likely, and so the normalized distributions returned by \( P_{arg}(\tau_1) \) and \( P_{arg}(\tau_2) \) will essentially look the same. In essence, this approach would lose the fact that the argument predictions for \( \tau_1 \) are much worse in absolute terms than the ones for \( \tau_2 \).

**Our approach: combined goodness score.** The approach we take does not normalize the scores from \( P_{tac} \) and \( P_{arg} \). Instead, we pick the \( n \) highest-scoring tactics and for each tactic the \( m \) highest-scoring arguments. We then score each proof command by multiplying the tactic score and the argument score, without any normalization. This assumes that the argument scoring functions across different tactics can be compared, which is indeed the case because we train the argument predictor with different possible tactics for each input point (see Figure 10). Formally, we can implement this approach by defining \( \otimes \) to be multiplication, and by not normalizing the probabilities produced by \( P_{arg} \) until all possibilities are considered together. This approach provides a balanced combination of tactic and argument prediction, taking both into account, even across different tactics.

### 5.4 Putting it all together

The overall architecture that we have described is shown in Figure 8. The \( P_{tac} \) predictor (whose detailed structure is shown in Figure 6) computes a distribution over tactic using three features as input: the previous tactic, head constructor of goal, and head constructor of the hypothesis deemed most relevant. Then, for each of the top tactic predicted by \( P_{tac} \), the \( P_{arg} \) predictor (whose detailed structure is shown in Figure 7) is invoked. In addition to the tactic name, the \( P_{arg} \) predictor takes several additional inputs: the goal, the hypotheses in context, and the similarity between each of those hypotheses and the goal. The \( P_{arg} \) predictor produces scores for each possible argument (in our case one score for each token in the goal, and one score the single hypothesis). These scores are combined with \( \otimes \) to produce an overall scoring of proof commands.

### 5.5 Training

We now describe how Proverbot9001 performs training. Figure 9 shows the training architecture for the tactic predictor, \( P_{tac} \) (recall that the detailed architecture of \( P_{tac} \) is shown in Figure 6). The goal of training is to find weights for the neural network that is found inside the gray \( P_{tac} \) circle. This is done through a stochastic gradient descent optimizer, with Negative Log Likelihood Loss (NLLLoss) as the criterion. Proverbot9001 processes all the Coq theorems in the training set, and steps through the proof of each of these theorems. Figure 9 shows what happens at each step in the proof. In particular, at each step in the proof, Proverbot9001 computes the three features we are training with, and passes these features to the current tactic model to get a distribution over tactics. This distribution over
tactics, along with the correct tactic name (from the actual proof), are passed to a module that computes changes to the weights based on the NLLLoss criterion. These changes are batched together over several steps of the proof, and then applied to update the tactic model. Running over all the training data to update the weights is called an epoch, and we run our training over about 17 epochs.

Figure 10 shows the training architecture for the argument predictor, $P_{\text{arg}}$ (recall that the detailed architecture of $P_{\text{arg}}$ is shown in Figure 7). The goal of training is to find weights for the GRU components in $P_{\text{arg}}$. Here again, Proverbot9001 processes all the Coq theorems in the training set, and steps through the proof of each of these theorems. Figure 10 shows what happens at each step in the proof. In particular, at each step in the proof, the current $P_{\text{tac}}$ predictor is run to produce the top predictions for tactic. These predicted tactic, along with the correct tactic, are passed to the argument model $P_{\text{arg}}$. To make Figure 10 more readable, we do not show the additional parameters to $P_{\text{arg}}$ that where displayed in Figure 8, but these parameters are in fact also passed to $P_{\text{arg}}$ during training. Note that it is very important for us to inject the tactics predicted by $P_{\text{tac}}$ into the input of the argument model $P_{\text{arg}}$, instead of using just the correct tactic name. This allows the scores produced by the argument model to be comparable across different predicated tactic. Once the argument model $P_{\text{arg}}$ computes a score for each possible argument, we combine these predictions using $\otimes$ to get a distribution of scores over tactic/argument pairs. Finally, this distribution, along with the correct tactic/argument pair is passed to a module that computes changes to the
weights based on the NLLLoss criterion. Here again, the changes to the weights are batched, and the 153402 tactic samples from the training set are processed for 17 epochs.

5.6 Higher-order proof commands

Proof assistants generally have higher-order proof commands, which are tactics that take other proof commands as arguments. In Coq, these are called tacticals. One of the most common examples is the ; infix operator which runs the proof command on the right on every sub-goal produced by the tactic on the left. Another example is the repeat tactical, which repeats a provided tactic until it fails.

While higher-order proof commands are extremely important for human proof engineers, they are harder to predict automatically because of their generality. Indeed, effectively predicting such higher-order tactics would require learning deeper contextual features.

While some previous work [Yang and Deng 2019] attempts to learn directly on data which uses these higher-order proof commands, we instead takes the approach of desugaring higher-order proof commands as much as possible. This makes the data more learnable, without restricting the set of expressible proofs.

For example, instead of trying to learn and predict ; directly, Proverbot9001 has a system which attempts to desugar ; into linear sequences of proof commands. This is not always possible (without using explicit subgoal switching commands), due to propagation of existential variables across proof branches. Proverbot9001 desugars the cases that can be sequenced, and the remaining commands containing ; are filtered out of the training set.

In addition to the ; tactical, there are other tacticals in common use in Coq. Some can be desugared into simpler forms. For example:

- “now <tac>” becomes “<tac>;easy”.
- “rewrite <term> by <tac>” becomes “rewrite <term> ; [ | <tac>]”
- “assert <term> by <tac>” becomes “assert <term> ; [ | <tac>]”
proof-search\( (g : \mathcal{G}, f_0 : \mathbb{N}) \)
worklist : \([\mathbb{N} \times [\mathcal{C}]] = \{(f_0, [])\}
while size(worklist) > 0 :
(\(f, h\)) : \mathbb{N} \times [\mathcal{C}] = \text{pop(worklist)}
\(\Sigma : [\mathcal{S}] = \text{run-commands}(g, h)\)
if (done(\(\Sigma\))) :
    return Some(h)
else :
    \(oo : \text{Option } (O \times [\mathcal{C}]) = \text{finished-obligations}(\Sigma)\)
match oo :
    ||Some(o, l) \rightarrow
    worklist = \text{prune-nodes-in-obligation(worklist, o)}
    f' = f - 1 + \text{size}(l)
    ||None \rightarrow
    f' = f - 1
if (f' > 0) :
    for p in P(\(\Sigma[0]\)) :
        worklist = \text{push(worklist, (f', h + [p]))}
    return None

Fig. 11. The core search algorithm of Proverbot9001. Takes a goal (theorem statement) and amount of fuel, and attempts to return a proof command solution \(S\) that completes the proof. For simplicity, details of running to particular proof states, checking for repeated contexts, managing subgoal state, and pruning the search tree have been elided here. For details, see Section 6.

In other cases, like \texttt{try <tac>} or \texttt{solve <tac>}, the tactical changes the behavior of the proof command in a way that cannot be desugared; for these we simply treat the prefixed tactic as a separate, learned tactic. For example, we would treat \texttt{try eauto} as a new tactic.

6 PREDICTION-GUIDED SEARCH

Now that we have explained how we predict a single step in the proof, we describe how Proverbot9001 uses these predictions in a proof search.

We can define proof search in an interactive proof assistant as the problem of finding a list of proof commands, which when applied to a given theorem will produce the terminal state, in which no more obligations are left to process. In general, proof search works by transitioning the proof assistant into different states by applying proof commands, and backtracking when a given part of the search space has either been exhausted, or deemed unviable. Proof search in proof assistants is very hard because the number of possible proof commands to apply is large, and so the fan-out of the search tree is very large. To address this problem, we will use the predictions from Section 5 to guide the search.

The core search algorithm of Proverbot9001 is outlined in 11. The search algorithm takes a goal (theorem statement) and an integer representing the amount of fuel left. Fuel is meant to capture the amount of depth still available to explore. Fuel generally decreases by each time a tactic is applied.

We describe below several of the key functions used in the algorithm:
• run-commands\((g, h)\) takes a goal \(g\) and a list of proof commands \(h\) and runs the proof commands starting from the given goal, with no hypotheses. It returns a list of proof states that Coq went through.

• done\((\Sigma)\) takes a list \(\Sigma\) of proof states, and returns true if the proof is complete (meaning that the last element of \(\Sigma\) has no more obligations, and corresponds to “QED” in Coq).

• crashed\((\Sigma)\) takes a list \(\Sigma\) of proof states, and returns true if the proof stopped because of a failed proof command application.

• \(\Sigma[0]\) refers to the 0th element of the list of proof states \(\Sigma\).

• \(\Sigma[1:]\) refers to the list of proof states containing all proof states from \(\Sigma\), except for the first one.

• \(<\) is an operator on states that is used for pruning loops in the proof search and is described in Section 6.1.

• finished-obligations\((\Sigma)\) takes a list \(\Sigma\) of proof states and returns whether an obligation (“subgoal” in Coq terminology) just discharged in the proof, and if so returns the obligation \(o\) and the list of proof commands \(l\) used to discharge the obligation.

• prune-nodes-in-obligation\((worklist, o)\) takes a worklist and an obligation that has just been proved, and returns a new worklist without any open proof states related to that obligation. This pruning is described in more detail in Section 6.2.

• size\((l)\) returns the size of list \(l\). We use size to perform a kind of fuel refunding that is described in more detail in Section 6.3.

• The prediction function \(P\) was be described in Section 5.

There are three remaining components that require additional explanation:

• Pruning the search tree based on reproducing earlier states (or states strictly “worse”)

• Pruning the search tree based on proof irrelevance of subgoals

• Refunding fuel based on subgoal solution

We discuss each of these in the next three subsections.

6.1 Reproduced states

During search, sometimes running a proof command prediction reproduces an earlier state in that predictions history.

The simplest case of this is when a proof command crashes with an error message, such as when we run the ring-solver \(\text{omega}\) on a goal not involving ring equations. In this case, the proof state does not change, and we can close off that branch of the search, since we cannot run any proof commands from the error state. Other proof commands however, may fail to change the proof state without producing an error message; for instance if we run the simplifying tactic \(\text{simpl}\) on an goal which it cannot simplify any further. In this case, we can determine that the resulting proof state is the same as the initial one, and close off that branch of the search as well.

Even when a proof command changes the proof state, it can end up reproducing a proof state from earlier in the history. For instance, one might introduce a hypothesis and then immediately revert it, or rewrite by an equation and then rewrite by it’s inverse. Even though each proof command individually changes the proof state, together they result in a repeated state. For this reason we check whether the proof state is in any part of the history to determine whether to prune it’s descendants.

Finally, a proof command might produce a new proof state which is harder to prove than the initial one. In this case, we can prune the tree rooted at that proof command application. While in general it is hard to formally define what makes a proof state harder than another,
there are some obvious cases which we can detect. For example, a proof state with a superset of the original obligations will be harder to prove. Also, a proof state with the same goal, but fewer assumptions, will be harder to prove.

To formalize this intuition, we define a relation $\sigma_1 > \sigma_2$ is meant to capture “Proof state $\sigma_1$ is definitely harder than proof state $\sigma_2$”. We say that $\sigma_1 > \sigma_2$ if and only if for all obligations $O_2$ in $\sigma_2$ there exists an obligation $O_1$ in $\sigma_1$ such that $O_1 >_o O_2$. For obligations $O_1$ and $O_2$, we say that $O_1 >_o O_2$ if and only if each hypothesis in $O_1$ is also a hypothesis in $O_2$, and the goals of $O_1$ and $O_2$ are the same.

We generalize the pruning criteria above to “proof command prediction produces a proof state which is $>$ than a proof state in the history”.

6.2 Proof irrelevance of obligations

During search, it is often the case that a proof command, while not solving all the obligations of the proof state, will solve some of those obligations. In a simple exhaustive backtracking search, if we fail to find a proof after completing an obligation, we might backtrack to the solved obligation, and attempt to find another way to solve it.

However, in Proverbot9001, we assume that obligations are proof irrelevant, which means that any proof of an obligation is as good as any other. For this reason, once we’ve found the solution to an obligation, we prune all other search nodes that are meant to prove the same obligation.

This may not always be the right thing to do, since existential variables can propagate across different obligations, and thus there are some proofs of obligations which are better than others, in that they make other obligations easier to solve. However, since these cases are rare, and this pruning allows us to search much deeper for a proof, the trade-off is beneficial.

6.3 Refunding fuel

A naïve tree search through the Coq proof space will fail to exploit some of the structure of sub-proofs in Coq. Consider for example the following two proofs:

1. intros. simpl. eauto.
2. induction n. eauto. simpl.

At first glance, it seems that both of these proofs have a depth of three. This means that a straightforward tree search (which is blind to the structure of subproofs) would not find either of these proofs if the depth limit were set to two.

However, these is a subtlety in the second proof above which is important (and yet not visible syntactically). Indeed, the induction n proof command actually produces two obligations (“sub-goals” in the Coq terminology). These correspond to the base case and the inductive case for the induction on n. Then eauto discharges the first obligation (the base case), and simpl discharges the second obligation (the inductive case). So in reality, the second proof above really only has a depth of two, not three.

Taking this sub-proof structure into account is important because it allows Proverbot9001 to discover more proofs for a fixed depth. In the example above, if the depth were set to two, and we used a naïve search, we would not find either of the proofs. However, at the same depth of two, a search which takes the sub-proof structure into account would be able to find the second proof (since this second proof would essentially be considered to have a depth of two, not three).
There are many ways of implementing a search that takes the sub-proof structure into account. We achieve this in Proverbot9001 this by decrementing a “fuel” variable each time a proof command is applied and then “refunding” fuel upon completion of an obligation within a proof; the amount of fuel refunded is the number of tactic steps that it took to solve the obligation. In the example above with induction n, after eauto discharges the base case of the induction, Proverbot9001 would refund 1 fuel, because that base case obligation took 1 step to discharge.

7 EVALUATION

This section shows that Proverbot9001 is able to successfully solve many proofs. We also experimentally show that Proverbot9001 improves significantly on the state-of-the-art presented in previous work. First, in Section 7.1, we’ll describe Proverbot9001’s ability to produce correct proofs of lemmas in the CompCert verified C compiler. Then, we’ll compare experimentally to previous work, by running the CoqGym [Yang and Deng 2019] project on CompCert, in several configurations outlined in their paper. Finally, we’ll describe experiments run to test the effectiveness of various subsystems of Proverbot9001.

Experiments were run on two machines. Machine A is an Intel i7 machine with 4 cores, a NVIDIA Quadro P4000 8GB 256-bit, and 20 gigabytes of memory. Machine B is Intel Xeon E5-2686 v4 machine with 8 cores, a Tesla v100 16GB 4096-bit, and 61 gigabytes of memory. All experiments were run on the CompCert verified C compiler, on the tag 8.9.1, using Coq 8.9.1, and a compatible version of Coq Serapi. Experiment running uses GNU Parallel [Tange 2011].

7.1 Proof Production

We tested Proverbot9001 end-to-end by training on the proofs from 162 files from CompCert, and testing on the proofs from 13 files. On our default configuration, Proverbot9001 solves 15.77% (79/501) of the proofs in our test set.

7.1.1 Original Proof Length vs Completion Rate. In Figure 12 and Figure 13, we plot a histogram of the original proof lengths (in proof commands) vs the number of proofs of
that length. We break down the proofs by (from bottom to top) number we solve, number we cannot solve but still have unexplored nodes, and number run out of unexplored nodes before finding a solution. Note that for the second class (middle bar), it’s possible that increasing the search depth would allow us to complete the proof. Figure 12 shows proofs of length 10 or below, and Figure 13 shows all proofs, binned in sets of 10.

There are several observations that can be made. First, most original proofs in our test set are less than 20 steps long, with a heavy tail of longer proofs. Second, we do better on shorter proofs. Indeed, 51% (256/501) of the original proofs in our test set are ten proof commands or shorter, and of those proofs, we can solve 28% (72/256), compared to our overall solve rate of 15.77% (79/501). Third, we are in some cases able to handle proofs whose original length is longer than 10. Indeed, 7 of the proofs we solve (out of 79 solved) had an original length longer than 10. In fact, the longest proof we solve is originally 25 proof commands long; linearized it’s 256 proof commands long. Our solution proof is 267 (linear) proof commands long, comparable to the original proof, with frequent case splits. The depth limit for individual obligations in our search was 6 in all of these runs.

7.1.2 Completion Rate in Proverbot9001’s Prediction Domain. Proverbot9001 has a restricted model of proof commands: it only captures proof commands with a single argument that is a hypothesis identifier or a token in the goal. As result, it makes sense to consider Proverbot9001 within the context of proofs that were originally solved with these types of proof commands. We will call proofs that were solved using these types of proof commands proofs that are in Proverbot9001’s prediction domain. There are 59 such proofs in our test dataset (11.78% of the proofs in the test dataset). Of these 59, Proverbot9001 was able to solve 33, which means Proverbot9001 can solve 55.93% of the proofs that are in its prediction domain.

What is also interesting is that Proverbot9001 is able to solve proofs that are not in its prediction domain: these are proofs that were originally performed with proof commands that are not in Proverbot9001’s domain, but Proverbot9001 found another proof of the theorem that is in its domain. This happened for 46 proofs (out of a total of 79 proofs). Sometimes this
is because Proverbot9001 is able to find a simpler proof command which fills the exact role of a more complex one in the original proof; for instance, \texttt{destruct (find\_symbol \texttt{ge} \texttt{id})} in an original proof is replaced by \texttt{destruct \texttt{find\_symbol}} in Proverbot9001’s solution. Other times it is because Proverbot9001 finds a proof which takes an entirely different path than the original. In fact, 27 of Proverbot9001’s 79 found solutions are shorter than the original. It’s useful to note that while previous work had a more expressive proof command model, that could in theory solve every proof, in practice it was unable to solve as many proofs as Proverbot9001 could in our more restricted model.

7.1.3 Search Widths and Depths. Our search procedure has two main parameters, a \textit{search width}, and a \textit{search depth}. The \textit{search width} is how many predictions are made (and tried) at each context. The \textit{search depth} is the longest path from the root a single proof obligation state can have.

To explore the space of possible depths and widths, we first fixed the depth at 4 and varied width. With a search width of 3, and a depth of 4, we’re only able to solve 7.58\% (38/501) of proofs, as opposed to a width of 5 and depth of 4, where we can solve 8.98\% of proofs. When we increase our search width to 7, and keep a depth of 4, we only solve one additional proof, bringing total solved to 9.18\%. Our default width is 5.

To explore variations in depth, we also the width at 5, and varied depth. With a depth of 2, we were able to solve 2.40\% (12/501) of the proofs in our test set. By increasing the depth to 4, we were able to solve 8.98\% (45/501) of the proofs in our test set. At a depth of 6 (our default), that amount goes up to 15.77\% (79/501).

7.1.4 Original Proof Lengths vs Solution Lengths. In Figure 14, we compare, for proofs which Proverbot9001 was able to solve, the original (linearized) proof length and our solution proof
length. Dots above the diagonal dashed line are cases where Proverbot9001’s proof is shorter than the original proof (27 out of 79 proofs); dots below the diagonal dashed line are cases where Proverbot9001’s proof is longer than the original proof (48 out of 79 proofs); dots on the diagonal dashed line are cases where Proverbot9001’s proof is the same length as the original proof (4 out of 79 proofs).

While it is unsurprising that for many proofs our solution is longer, for 27 proofs our solution being shorter is unexpected. Since our proof command model forces us into more primitive tactics than those used in the original solutions, one would think that it should take us at least as many proof commands to solve the same propositions. However, since Proverbot9001 searches a large space for a solution proof, it can often find correct sequences of proof commands that are not apparent to human proof engineers.

7.2 Experimental Comparison to Previous Work

In addition to running Proverbot9001 on CompCert, we ran the CoqGym [Yang and Deng 2019] tool, which represents the state of the art in this area, on the same dataset in several configurations.

There were several differences in the experimental setup of CoqGym that we needed to account for in our experiments. First, CoqGym trained on a larger dataset of multiple proof projects. It was unclear to us whether that would hurt or help their performance on a single proof project, because it gained them additional data, but also resulted in less understanding of project specific proof techniques. To account for this, we ran CoqGym with their original training schema, and also our training schema, and reported the best of the two numbers.

Second, CoqGym is intended to be combined with a solver based proof-procedure, CoqHammer [Czajka and Kaliszyk 2018], which is run after every proof command invocation. While our system was not intended to be used in this way, we compare both systems using CoqHammer, as well as both systems without.

It is important to realize that when we add CoqHammer to a system, be it CoqGym or Proverbot9001, CoqHammer is run after every single proof command invocation, not just once.

Figure 15 shows the proofs solved by various configurations. The configurations are described in the caption. Note that in Figure 15 the bars for H, C, and C+H are prior work. The bars P, C+P and C+P+H are the ones made possible by our work.

When CoqHammer is not used, Proverbot9001 can complete more than 3 times the number of proofs that are completed by CoqGym. In fact, even when CoqGym is augmented with CoqHammer (which simultaneously invokes Z3 [de Moura and Björner 2008], CVC4 [Barrett et al. 2011], Vampire [Kovács and Voronkov 2013], and E Prover [Schulz 2013], after every predicted proof command) Proverbot9001 by itself (without CoqHammer) still completes 21 more proofs than CoqGym with CoqHammer, which is a 36% improvement (and corresponds to about 4% of the test set). When enabling CoqHammer in both CoqGym and Proverbot9001, we see that CoqGym solves 58 proofs whereas Proverbot9001 solves 109 proofs, which is a 88% improvement over the state of art.

Finally, CoqGym and Proverbot9001 approaches are complementary; both can complete proofs which the other cannot. Therefore, one can combine both tools to produce more solutions than either alone. Combining CoqGym and Proverbot9001, without CoqHammer, allows us to complete 88/501 proofs, a proof success rate of 17.5%. Combining Proverbot9001 and CoqGym, each with CoqHammer, allows us to solve 131/501 proofs, a success rate of 26%. It’s important to realize that, whereas the prior state of the art was CoqGym with CoqHammer, at 58 proofs, by combining CoqGym and Proverbot9001 (both with
Fig. 15. A comparison of Proverbot9001 and CoqGym’s abilities to complete proofs. H stands for CoqHammer by itself, as a single invocation; C stands for CoqGym by itself; P stands for Proverbot9001 by itself; C+P stands for the union of proofs done by C or P; C_H stands for CoqGym with CoqHammer; P_H stands for Proverbot9001 with CoqHammer; C_H+P_H stands for the union of proofs done by C_H or P_H.

CoqHammer), we can reach a grand total of 131 proofs, which is a 2.2X improvement over the prior state of art.

7.3 Subsystems
Finally, we measured the various subsystems of Proverbot9001 to determine how much each one contributes to it’s success.

7.3.1 Individual Prediction Accuracy. We want to measure the effectiveness of the predictor subsystem that predicts proof commands pairs (the $P$ function defined in Section 5). To do this, we broke the test dataset down into individual (linearized) proof commands, and ran to just before each proof command to get it’s prediction context. Then we fed that context into our predictor, and compared the result to the proof command in the original solution. Of all the proof commands in our test dataset, we are able to predict 26.7% (3703/13867) accurately. This includes the correct tactic and the correct argument. If we only test on the proof commands which are in Proverbot9001’s prediction domain, we are able to predict 38.83% (3703/9537) accurately.

During search, our proof command predictor returns the top N tactics for various values of N, and all of these proof commands are tried. Therefore, we also measured how often the proof command in the original proof is in the top 3 predictions, and the top 5 predictions. For all proof commands in the data set, the tactic in the original proof is in our top 3 predictions 38.93% of the time, and in our top 5 predictions 43.03% of the time. If we restrict to proof commands in Proverbot9001’s prediction domain, those numbers are 56.6% and 62.57%.

7.3.2 Argument Accuracy. Our argument prediction model is crucial to the success of our system, and forms one of the main contributions of our work. To measure it’s efficacy at
improving search is hard, because it’s impossible to separate it’s success in progressing a proof from the success of the tactic predictor. However, we can measure how it contributes to individual prediction accuracy.

On our test dataset, where we can predict the full proof command in the original proof correctly 26.7% of the time, we predict the tactic correctly but the argument wrong 30.33% of the time. Put another way, when we successfully predict the tactic, we can predict the argument successfully with 88% accuracy. If we only test on proof commands within Proverbot9001’s prediction domain, where we correctly predict the entire proof command 38.83% of the time, we predict the name correctly 40.99% of the time; that’s a 94% argument accuracy when we get the tactic right. It’s important to note, however, that many common tactics don’t take any arguments, and thus we can easily predict them fully.

7.3.3 Data Transformation. Crucial to Proverbot9001’s performance is it’s ability to learn from data which is not initially in its proof command model, but can be transformed into data which is. This includes desugaring tacticals like now, splitting up multi-argument tactics like unfold a, b into single argument ones, and rearranging proofs with semicolons into linear series of proof commands. To evaluate how much this data transformation contributes to the overall performance of Proverbot9001, we disabled it, and instead filtered the proof commands in the dataset which did not fit into our proof command model.

With data transformation disabled, and the default search width (5) and depth (6), the proof completion accuracy of Proverbot9001 is 8.18% (41/501 proofs). Recall that with data transformation enabled as usual, this accuracy is 15.77%. This shows that the end-to-end performance of Proverbot9001 benefits greatly from the transformation of input data, although it still outperforms prior work (CogGym) without it.

When we measure the individual prediction accuracy of our model, trained without data transformation, on only proof commands within Proverbot9001’s domain, we see that it’s performance does not significantly decrease (36.96% instead of 38.83%). Nevertheless, the kinds of mistakes that our model makes when trained in this way are significantly worse for the end-to-end performance of the model.

8 RELATED WORK
8.1 Program Synthesis
Program Synthesis is the automatic generation of programs from a high-level specification [Gulwani 2010]. This specification can come in many forms, the most common being a logical formula over inputs and outputs, or a set of input-output examples. Programs generated can be in a variety of paradigms and languages, often domain-specific. Our tool, Proverbot9001, is a program synthesis tool that focuses on synthesis of proof command programs.

Several program synthesis works have used types extensively to guide search. Some work synthesizes programs purely from their types [Gvero et al. 2013], while other work uses both a type and a set of examples to synthesize programs [Frankle et al. 2016; Osera and Zdancewic 2015]. In Proverbot9001, the programs being synthesized use a term type as their specification, however, the proof command program itself isn’t typed using that type, rather it must generate a term of that type (through search).

Further work in [Long et al. 2017] attempts to learn from a set of patches on github, general rules for inferring patches to software. This work does not use traditional machine learning techniques, but nevertheless learns from data, albeit in a restricted way.
8.2 Machine Learning for Code

Machine learning for modeling code is a well explored area [Allamanis et al. 2017], as an alternative to more structured methods of modeling code. Several models have been proposed for learning code, such as AST-like trees [Mou et al. 2014], long-term language models [Dam et al. 2016], and probabilistic grammars [Bielik et al. 2016]. Proverbot9001 does not attempt to be so general, using a model of programs that is specific to the domain, and allows us to capture the unique dependencies of proof command languages. While the model is simple, it is able to model real proofs better than more general models in similar domains (see Section 7.2). Machine learning has been used for various tasks such as code and patch generation [Allamanis et al. 2017; Bielik et al. 2016; Dam et al. 2016], program classification [Mou et al. 2014], and learning loop invariants [Garg et al. 2016].

8.3 Theorem Proving Sub-Tasks using Machine Learning

Using machine learning for various theorem proving tasks has been explored with a variety of models [Kaliszyk et al. 2017; Komendantskaya et al. 2012]. The most basic is using machine learning to prune a database of theorems/premises, for use by an solver-based theorem prover [Alemi et al. 2016; Loos et al. 2017].

Work has also been done in attempting to classify proofs as correct or incorrect, recognizing the anti-unification of sets of proof trees [Komendantskaya and Lichota 2012], suggesting common tactics to the user during interaction, and generating auxiliary lemmas [Heras and Komendantskaya 2014].

In contrast to this work, the goal of Proverbot9001 is to synthesize full proofs of propositions in the context of a larger project.

8.4 Automatically Generating Tactic-based Proofs with Machine Learning

The most closely related work to Proverbot9001 is that which attempts to automatically generate tactic-based proofs, given a proposition, using machine learning.

ML4PG [Komendantskaya et al. 2012], Gamepad [Huang et al. 2018], and CoqGym [Yang and Deng 2019], all introduce benchmark suites and frameworks for exploring machine learning in Coq. ML4PG, while it introduces machinery which should allow it to generate proofs, focuses instead on clustering proofs, and does not attempt to generate proofs. Gamepad considers the problem of predicting proofs, but does not combine their proof command predictor with a high-level search, and trains mainly on synthetic data of simple proofs. Where they do run on non-synthetic proofs, they only attempt to match proof commands in the original proof, and improve only modestly over a constant baseline predictor.

Finally, CoqGym attempts to model proofs with a fully general proof command and term model expressing arbitrary AST’s. We experimentally compare Proverbot9001’s ability to complete proofs to that of CoqGym in detail in Section 7.2 There are also several important conceptual differences. First, the argument model in CoqGym is not as expressive as the one in Proverbot9001. CoqGym’s argument model can predict a hypothesis name, a number between 1 and 4 (which many tactics in Coq interpret as referring to binders, for example induction 2 performs induction on the second quantified variable), or a random (not predicted using machine learning) quantified variable in the goal. In contrast, the argument model in Proverbot9001 can predict any token in the goal, which subsumes the numbers and the quantified variables that CoqGym can predict. Most importantly because Proverbot9001’s model can predict symbols in the goal, which allows effective unfolding,
for example “unfold eq”. Second, in contrast to CogGym, Proverbot9001 uses several hand-tuned features for predicting proof commands. One key example is the previous tactic, which CogGym does not even encode as part of the context. Third, CoqGym’s treatment of higher-order proof commands like “;” is not as effective as Proverbot9001’s. While neither system can predict “;”, Proverbot9001 learns from “;” by linearizing them, whereas CoqGym does not.

Similar work has been done in Isabelle HOL [Gauthier et al. 2017] and HOL light [Bansal et al. 2019]. These works would be hard to compare experimentally to Proverbot9001, since they necessitate different benchmark sets and proof styles; however, their proof completion performance and techniques are roughly equivalent to those of CoqGym. Basic proof term generation has also been modeled using language translation models [Sekiyama et al. 2017]; however it has only been applied to small proofs due to it’s direct generation of proof term syntax.
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