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Abstract
Current research on linking implicit roles in discourse is severely hampered by the lack of sufficient training resources, especially in the verbal domain: learning algorithms require higher-volume annotations for specific predicates in order to derive valid generalizations, and a larger volume of annotations is crucial for insightful evaluation and comparison of alternative models for role linking.

We present a corpus of predicate-specific annotations for verbs in the FrameNet paradigm that are aligned with PropBank and VerbNet. A qualitative data analysis leads to observations regarding implicit role realization that can guide further annotation efforts. Experiments using role linking annotations for five predicates demonstrate high performance for these target predicates. Using our additional data in the SemEval task, we obtain overall performance gains of 2-4 points $F_1$-score.

1 Introduction

Automatic annotation of semantic predicate-argument structure (PAS) is an important subtask to be solved for high-quality information access and natural language understanding. Semantic role labeling (SRL) has made tremendous progress in addressing this task, using supervised and recently also semi- and unsupervised methods (Palmer et al., 2010).

Traditional SRL is restricted to the local syntactic domain. In discourse interpretation, however, we typically find locally unrealized argument roles that are contextually bound to antecedents beyond their local structure. Thus, by using strictly local methods, we are far from capturing the full potential offered by semantic argument structure (Fillmore and Baker, 2001; Burchardt et al., 2005).

The task of resolving the reference of implicit arguments has been addressed in previous work: Gerber and Chai (2012) address the task in the nominal domain by learning a model from manually annotated data following the NomBank paradigm (Meyers et al., 2004). In contrast, Ruppenhofer et al. (2010) follow the FrameNet paradigm, which is not restricted to nominal predicates. However, their data set suffers from considerable sparsity with respect to annotation instances per predicate (cf. Section 2).

Our contribution addresses the problem of sparse training resources for implicit role binding by providing a higher volume of predicate-specific annotations for non-local role binding, using OntoNotes (Weischedel et al., 2011) as underlying corpus. A qualitative analysis of the produced annotations leads to a number of hypotheses on implicit role realization. Using the extended set of annotations, we perform experiments to measure their impact, using a state-of-the-art system for implicit role binding.

2 Motivation and Related Work

The main motivation for this work relates to the SemEval 2010 Task 10 on implicit role linking\(^1\) and the problem of data sparsity that became evident by the poor performance of the participating systems, at 1% $F_1$-score (Tonelli and Delmonte, 2010; Chen et al., 2010).\(^2\) Later systems could only marginally improve

\(^1\)http://www.coli.uni-saarland.de/projects/semeval2010_FG
\(^2\) The data set provides 245/259 instances of resolvable implicit roles for training/testing. All cases of implicit roles (580/710) are distributed over 317/452 frame types and a small overall number of frame instances (1,370/1,703 training/testing).
on these results, with performance up to 19% $F_1$-score due to improved recognition of resolvable implicit roles, heuristic data acquisition, and variations in model properties. Gerber and Chai (2010, 2012), working on a related task following the NomBank/PropBank paradigm, achieved higher performance of 50% $F_1$-score, using as training data a substantial amount of annotations for 10 noun predicates.

3 Corpus and Annotation

3.1 Corpus

While there is a rich source of annotated sentences in the FrameNet paradigm, contextualized FrameNet annotations are restricted in coverage. As we target high-frequency annotations for specific verbs, and in order to make annotations available for a corpus that is widely used, we chose OntoNotes (V.4.0) (Weischedel et al., 2011) as underlying corpus. OntoNotes contains semantic role annotations following the PropBank annotation style (Palmer et al., 2005). We map these annotations to FrameNet using the mapping specified in the SemEval 2010 Task 10 data, which is based on SemLink (Loper et al., 2007).

3.2 Selection of Annotation Targets

Our goal was to produce a high volume of annotations for specific verb predicates, ideally reaching a margin of 100-200 instances involving locally unfilled argument roles (cf. Gerber and Chai (2010)). In order to make the task feasible for the annotators, we selected predicates and frame readings that are relatively easy to discriminate, so that the annotators can concentrate on the role linking task.

We applied a number of further selection criteria to make the resulting annotations as useful as possible: (i) We excluded light verbs, as they are not well covered in FrameNet, and typically involve difficult sense distinctions. (ii) We only chose predicates (and senses) that are covered in VerbNet, PropBank and FrameNet, according to the Unified Verb Index. This ensures that the corpus can also be used for experimentation using the VerbNet or PropBank paradigm. Finally, (iii) for the selected candidate predicates and readings, we investigated the FrameNet annotation data base to determine whether the annotated frames involve a critical number of non-instantiated roles that can be resolved from discourse context. In case we found little or no such cases for the candidate reading, the predicate was not chosen.

The list of predicates that resulted from this selection process is given in Table 1. They exhibit varying numbers of core roles (2-7), frame ambiguity (1-7), and different syntactic properties.

3.3 Annotation Process and Categories

Data preparation. We extracted annotation instances for the selected target predicates from the OntoNotes corpus. The resulting corpus consists of overall 1,992 instances. Each annotation instance was embedded within its full document context. The average document length is 612 words.

Annotation Categories. Our annotation mainly follows the SemEval task guidelines for role linking (Ruppenhofer et al., 2010, 2012), with the exception that we differentiate between non-instantiated (NI) roles that are resolvable vs. non-resolvable within discourse instead of classifying them as ‘definite (DNI)’ vs. ‘indefinite (INI)’. This distinction makes the task of linking NIs much clearer, as definite null-instantiations may or may not be resolvable within the discourse context.

Two examples of NI occurrences are given below: (1) illustrates a (resolvable) DNI: the implicit role’s referent is anaphorically bound within the prior discourse. In (2) the non-instantiated role can only be interpreted existentially within the given discourse (non-resolvable, INI).

---

3See Tonelli and Delmonte (2011); Ruppenhofer et al. (2011); Silberer and Frank (2012); Laparra and Rigau (2012).
4http://verbs.colorado.edu/verb-index
5Even though FrameNet annotations are out of context, non-realized core roles are marked for definite vs. indefinite interpretation.
6In fact, only 80.9%/74.2% of all DNIs in the SemEval training/test corpus are linked within discourse.
1) (s3) Nearly 200 American agents went to [Yemen]_{Source} right after the attack on the "Cole".

(9) They_{Theme} are leaving frustrated. (Source: resolvable, DNI)

2) I_{Donor} tried to give as good as I got. (Receiver, non-resolvable, INI; Theme, non-resolvable, INI)

The annotation consists of three sub-tasks that are applied to null-instantiated core roles (NIs) only: (a) classifying each NI as a resolvable or non-resolvable null instantiation; (b) distinguishing between Lexical and Constructional Licensing of each NI;\(^7\) and (c) linking resolvable DNIs to the closest antecedent mention within the preceding context.\(^8\)

Before proceeding to these decisions, the annotator determines whether the mapped frame corresponds to the actual predicate meaning in the given context. If not, it is marked as 'NgFNS' (no genuine FN sense). We also flag roles whose filler does not correspond to the role definition given in FrameNet (e.g., roles categorized as 'Physical object' that are filled by an abstract concept). For each predicate, we record the chosen frame as well as the mapping to the corresponding readings in PropBank and VerbNet.

**Calibration of Annotation Quality.** The annotation was performed by two annotators, both students of Computational Linguistics. Both of them studied the SemEval guidelines and used the first 50 sentences of the SemEval corpus as a trial corpus, in order to validate their understanding of the guidelines.

We performed two calibration experiments, in which we measured Kappa (Cohen, 1960) for the assignment of role interpretation type (resolvable vs. non-resolvable role), and percentage of agreement on the chosen antecedent for resolvable roles.

(I) Agreement with SemEval: After initial training, we measured IAA between our main annotator and the SemEval gold annotations for sentences 51-100 of the SemEval data set. For interpretation type (resolvable/non-resolvable classification) we achieved a Kappa of 0.77. For NI-linking, we measured 71.43% agreement (15 out of 21 resolvable roles were correctly linked).

(II) Agreement between Annotators: We determined agreement between both annotators on all annotation instances pertaining to the predicate give. For interpretation type, the annotators achieved a Kappa value of 0.94. For linking, the annotators agreed on the marked antecedent in 85.7% of all cases (48 out of 56 cases).

After this calibration phase, the annotation was done independently by the two annotators.

**4 Data Analysis**

Table 1 gives an overview of the annotations we obtained. Overall we annotated 630 NI occurrences for genuine frame meanings, distributed over 438 verb occurrences (i.e., 1.44 NIs/verb).\(^9\) We observe great variation in the number of NI occurrences for the different predicates (e.g., leave vs. pay). We find a predominance of non-resolvable over resolvable role classifications (61.6% vs. 38.4%). 78% of the resolvable NIs are realized within a window of 3 sentences,\(^10\) as opposed to 69.6% in the SemEval and 90% in Gerber&Chai’s data. This can be explained by variation in text genre and target categories.

Considering the distribution of NI-realizations and the properties of the corresponding predicates, we note some tendencies that seem worth investigating on a larger scale, as potential factors determining null instantiation of roles. Predicates with low frame ambiguity rate (pay, bring, give) tend to have a higher NI-realization rate than frames with a higher ambiguity rate (leave, put). A higher number of core roles of the target frame tends to go along with a higher NI-realization potential (bring, pay).

---

As the SemEval guidelines for lexical and constructional licensing are not very explicit, and given these annotations are not required for evaluating system annotations, we do not report details about this part of the annotation.

\(^7\)If the antecedent is not found in the preceding context, we also inspect the following discourse.

\(^8\)204 out of all 834 NIs (24.5%) do not pertain to genuine frame readings. These were held out from further data statistics.

\(^9\)9.9% of the fillers were found in the following discourse.
Table 1: Annotated predicates and data analysis: Implicit role interpretation and linking.

| verb | frame | core frame | NI occurrences |
|------|-------|------------|----------------|
|      | occ. | roles ambig. | all | other reading | reading | frame occ. | frame NIs per frame | resolvable abs. % | non-resolvable abs. % |
| give | GIVING | 524 | 3 | 1 | 218 | 63 | 155 | 144 | 1.08 | 62 | 40.0 | 93 | 60.0 |
| put  | PLACING | 427 | 4 | 3 | 39 | 17 | 22 | 22 | 1.00 | 10 | 45.5 | 12 | 54.5 |
| leave | DEPARTING | 354 | 2 | 7 | 70 | 30 | 40 | 39 | 1.03 | 25 | 62.5 | 15 | 37.5 |
| bring | BRINGING | 351 | 7 | 2 | 103 | 38 | 65 | 45 | 1.44 | 28 | 43.1 | 37 | 56.9 |
| pay  | COMMERCE\_PAY | 336 | 5 | 1 | 404 | 56 | 348 | 188 | 1.85 | 117 | 33.6 | 231 | 66.4 |
| all  | 1992 | – | – | 834 | 204 | 630 | 438 | – | 242 | – | 388 | – | – |

Table 2: Distribution of resolvable vs. non-resolvable NI roles over predicate roles (in percent).

Further data statistics for particular predicates and which roles they omit under the different NI-interpretations are given in Table 2. Typically, we find NI-realization concentrated on one or two roles for a given predicate. Yet, these are observations on a small number of predicates that need substantiation by further data annotation, with systematic exploration of other determining properties, such as role meaning or perspectivation (pay/sell; leave/arrive) and the influence of constructional licensing.

5 Evaluation Experiments

We evaluate the impact of predicate-specific annotations for classification using two scenarios: (CV) we examine the linking performance of models trained and tested on the same predicate by adopting the 10-fold Cross-Validation scenario used by Gerber and Chai (2012) (G&C).\(^\text{11}\) (SemEval) Secondly, we examine the direct effect of using our annotations as additional training data for linking NIs in the SemEval 2010 task on implicit role binding. We use the state-of-the-art system and best performing feature set described in Silberer and Frank (2012) (S&F) to make direct comparisons to previous results.

CV. As positive training and test samples for this scenario, we use all annotated (and resolvable) NIs and randomly split them into 10 folds. Negative training samples (i.e., incorrect NI fillers) are automa-

\(^{11}\)Note that this is not a direct comparison as both the annotation paradigm and the data sets are different.
Table 3: Results for both evaluations (all figures are percentages). FS indicates whether feature selection was applied. NgFNS indicates the use of frame annotations that do not match the contextual meaning.

| verb   | Cross-Validation | SemEval 2010 test set |
|--------|------------------|-----------------------|
|        | precision recall | training data          | precision recall F1 |
|        |                  | FS NgFNS |                  |
| give   | 48.8  33.3  39.6 | S&F’12    | 25.6    25.1    25.3 |
| put    | 33.3  20.0  25.0 | + n.a.    | 30.8    25.1    27.7 |
| leave  | 48.3  56.0  51.9 | + best heuristic data |  |
| bring  | 72.7  27.6  40.0 | this paper |  |
| pay    | 35.4  20.0  25.6 | + our annotations – – 21.7 21.2 21.5 |
| — — — | — — — — — — — — | + our annotations + – 33.3 22.0 26.5 |
| average| 47.7  31.4  36.4 | + our annotations + + 34.3 26.3 29.8 |

Table 3: Results for both evaluations (all figures are percentages). FS indicates whether feature selection was applied. NgFNS indicates the use of frame annotations that do not match the contextual meaning.

SemEval. This setting is identical with the linking evaluation in S&F. Like them, we (optionally) apply an additional step of feature selection (±FS) on the SemEval training data to select a feature subset that generalizes best across data sets, i.e., the fully annotated novel from the shared task and our predicate-specific annotations based on OntoNotes. We further compare models trained w/ and w/o non-genuine frame annotations (±NgFNS). As in the CV setting, we assume that all resolvable NIs are known and only the correct fillers are unknown. Thus, our results are not comparable to those of participants of the full SemEval task, who solved two further sub-tasks. Instead we compare to the NI linking results in S&F, with models trained on the SemEval data and using additional heuristically labelled data.

In the SemEval setting, we obtain improved precision and recall over S&F’s results (± additional heuristic data, cf. Silberer&Frank, 2012) when linking NIs using our additional training data and feature selection. Using our full additional data set (+NgFNS) we obtain higher performance compared to S&F’s best setting with heuristically labelled data, yielding highest scores of 34.3% precision and 26.3% recall. The resulting F₁-score of 29.76% lies 2.1 points above the best model of S&F, whose full system also achieved state-of-the-art performance on the full SemEval task.

6 Conclusions

We presented an annotation effort for implicit role linking targeting five verb predicates. The FrameNet annotations are mapped to PropBank and VerbNet and will be available for the community. Annotations follow the SemEval guidelines and were quality-controlled. We annotated 630 NI realizations for the intended predicate senses. Our experiments show that even a moderate amount of annotations per predicate yield substantial performance gains of 2.1-4.5 points F₁-score. Our data set complements the SemEval corpus in terms of text genre and Gerber&Chai’s data set in terms of category and explicit annotation for interpretation type. Due to higher-volume predicate-specific annotations, it enables more insightful evaluation and comparison between different models, including comparison across frameworks. In future work, we plan to extend the annotation to further predicates using, i.a., active learning techniques.

12 This corresponds to the SentWin setting in Silberer and Frank (2012) and is motivated by the fact that most NI fillers both in the SemEval training data and in our annotations are located within a span of the current and two preceding sentences.
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