Hydrodynamic effects on the energy transfer from dipoles to metal slab
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A systematic study of nonlocal and size effects on the energy transfer of a dipole (e.g., a molecule or a quantum dot) induced by the proximity of a metal slab is presented. Nonlocal effects are accounted for using the hydrodynamic model (HDM). We derive a general relation that connects the energy transfer rate to the linear charge density-density response function of the slab. This function is explicitly evaluated for the HDM and the local Drude model. We show that a thin metal slab can support a series of higher-frequency surface plasma wave (SPW) modes in addition to the normal SPW modes thanks to the nonlocal effects. These modes markedly alter the response and the energy transfer process, as revealed in the structure of the energy transfer rate in the parameter space. Our findings are important for applications such as the recently developed metal-induced energy transfer imaging, which relies on accurate modeling of the energy transfer rate.

I. INTRODUCTION

As well known since the 1970s, the radiation properties of a dipole, which may be represented by a molecule or a quantum dot (QD), can be strongly affected by a nearby metal. For example, fluorescence can be quenched as the dipole channels most of its energy to the metal in the form of charge density waves propagating along the metal surface, known as surface plasma waves (SPW). These waves can also modify the dipole-dipole interaction and enable coherent energy transmission between dipoles far apart. Using conducting structures to obtain desired properties of an adjacent object has become a versatile tool in a plethora of research areas.

In the past few years, a powerful sub-nanometer imaging technique, called Metal-Induced Energy Transfer Imaging (MIETI) was developed, utilizing the sensitive dependence of the fluorescence time (rather than the radiative lifetime) on the dipole-metal distance. MIETI relies on accurate modeling of the dipole-to-metal energy transfer rate. However, most theoretical studies treat the metal as a simple dielectric by essentially the Drude model and non-local effects have been ignored. In studies where those effects were included, only a semi-infinite metal was considered rather than a metal slab, which is usually the geometry in reality.

In the present work, we systematically explore the non-local effects, by means of a hydrodynamic model (HDM) on the energy transfer rate as a function of the dipole-metal distance and the slab thickness. We find that hydrodynamic effects – together with size effects – can significantly impact the energy transfer process, entailing a very different picture than ignoring the effects. In this investigation, we also provide a general relation between the transfer rate and the hydrodynamic response function of the metal, which is applicable beyond the HDM.

In the next section, we describe the system and the formalism, explaining the connection between the energy transfer rate and the charge density-density response function of the metal and also giving explicit expressions for the energy transfer rate in the HDM and the LDM. In Sec. III, we present comprehensive numerical results, revealing the existence of a sequence of higher-frequency SPW branches and demonstrating their significance in the structure of the energy transfer rate in the parameter space spanned by the intrinsic dipole frequency, the slab thickness and the dipole-slab distance. We summarize the paper in Sec. IV, wherein we also discuss experimental relevance of the results.

II. SYSTEM AND FORMALISM

The system under study is depicted in Fig. 1, where a dipole exemplified by a two-level QD is placed at a distance $a$ over the surface of a metal slab of thickness $L$. The two levels of the QD are denoted by $|\uparrow\rangle$ and $|\downarrow\rangle$, respectively, which are separated in energy by $\hbar\omega_0$, where $\hbar$ is the reduced Planck constant and $\omega_0$ is the associated frequency. The Hamiltonian of the system can be written as a sum of three parts, $H_{QD} = \frac{\hbar}{2} \Omega (|\uparrow\rangle\langle\uparrow| - |\downarrow\rangle\langle\downarrow|)$, $H_{Metal} = \sum_M \varepsilon_M |M\rangle\langle M|$, and $H'$, which describe the QD, the metal and the coupling between them, respectively. Here $M$ labels the eigenstates, $|M\rangle$, and eigenvalues, $\varepsilon_M$, of $H_{Metal}$. We shall assume that the distance $a$ is not too small so that electronic tunneling can be ignored between the QD and the metal. We also neglect retardation effects. As such, the coupling is of electrostatic character and can be written as

$$H' = e \int d^3x d^3y \hat{\rho}(x) \hat{n}(y) \frac{\hat{\rho}(x) \hat{n}(y)}{|x-y|},$$

where $e$ denotes the charge of an electron, $\hat{\rho}$ is the electron density operator subtracted by the mean density of electrons in the QD and $\hat{n}$ is the charge density operator for the metal.

Now we imagine the QD being excited to its upper state $|\uparrow\rangle$ by absorbing a photon and set to calculate the rate at which the absorbed energy is transferred to the metal by the coupling Hamiltonian $H'$. We denote the rate by $\tau$, where $\tau$ may be called the non-radiative lifetime of the QD. The fluorescence life time can be calculated as $\frac{\tau}{\tau'}$, where $\tau'$ denotes the radiative lifetime, which is to be treated in a future publication. In the rest of this section, we describe the formalism for calculating $\tau$ as a function of the system parameters.

A. Connection with the density-density response function

The initial state for the global system is written as $|\uparrow, M\rangle = |\uparrow\rangle \otimes |M\rangle$, where the metal has been assumed in state $|M\rangle$. [cond-mat:nano-phys] [cond-mat:mes-hall]
Using $\text{Im}(\frac{1}{e^{\beta \omega} - 1}) = -\pi \delta(\lambda)$ and the fluctuation-dissipation theorem\textsuperscript{[22]}, one may readily verify that
\begin{equation}
\frac{1}{\tau} = \frac{2}{\hbar} \frac{1}{e^{\beta \hbar \omega} - 1} \text{Im}(\Gamma_\omega) \approx -\frac{2}{\hbar} \text{Im}(\Gamma_\omega),
\end{equation}
where the approximation occurs at temperatures much lower than $\hbar \omega / k_B$, which is assumed throughout the paper, and 
\begin{equation}
\Gamma_\omega = \int d\mathbf{x} \int d\mathbf{y} \Phi(x) \chi_\omega(x, y) \Phi^*(y).
\end{equation}
Equations (6) and (7) are generally valid, not just for the QD coupled to a metal but to any material, as long as the appropriate $\chi_\omega$ is supplied. Equation (7) describes the net effect of the charges induced at point $y$ by the QD propagating to $x$ whereby they interact with the QD again.

## B. The dipole approximation

Considering that the QD is small, we may invoke the dipole approximation for $\Phi(x)$, i.e.
\begin{equation}
\Phi(x) \approx \mathbf{D} \cdot \partial_s \frac{1}{|x_0 - x|},
\end{equation}
where $x_0 = (r_0, z_0)$ with $r_0 = (0, 0)$ and $z_0 = -a < 0$ locates the center of the QD, and $\mathbf{D} = (D_x, D_y, D_z)$ denotes the dipole transition element of the QD, given by
\begin{equation}
\mathbf{D} = \epsilon \int d\mathbf{y} \langle \uparrow | \hat{n}(\mathbf{y}) | \downarrow \rangle,
\end{equation}
Note that the integral here is virtually carried over the volume of the QD.

We may make use of the translation symmetry along the slab surfaces by writing
\begin{equation}
\chi_\omega(x, y) = \int \frac{d^2 \mathbf{k}}{4\pi^2} \chi_{\omega s}(z, z') e^{i \mathbf{k} \cdot (r - r')},
\end{equation}
Here $x = (r, z)$, $y = (r', z')$ and $\mathbf{k}$ is a wave vector. Also we introduce a double cosine Fourier transform, defined as
\begin{equation}
\chi_{\omega s}(z, z') = \sum_{m,n=0}^\infty \frac{1}{L_m} \chi_{\omega s}(n, m) \cos(q_n z) \cos(q_m z'),
\end{equation}
Here $q_n = \frac{2\pi n}{L}$ and $L_m = \frac{L}{2\pi q_m}$ with $\delta_{m,n}$ being the Kronecker symbol. Physically, $e^{i \mathbf{k} \cdot (r - r')} \chi_{\omega s}(n, m)$ gives the charge density induced by an external electrostatic potential of this form: $e^{i \mathbf{k} \cdot (r - r')}$. Via Eqs. (8), (10) and (11), one arrives at
\begin{equation}
\Gamma_\omega = \sum_{m,n} \sum_{i,j} D_i D_j^* \int d^2 \mathbf{k} \frac{\chi_{\omega s}(n, m)}{L_m} \frac{k_p^2 e^{-k_a}}{k^2 + q_n^2} \frac{k_r^2 e^{-k_a}}{k^2 + q_m^2} \left(1 - (-1)^n e^{-ik\ell}\right) \left(1 - (-1)^m e^{-ik\ell}\right),
\end{equation}
where $k = |\mathbf{k}|$ and $\bar{k} = (i\mathbf{k}, k)$. Note that the factor $e^{-k_a}$ puts an effective cutoff on $k$: Fourier components with $k > 1/a$ cannot
FIG. 2. Map of $\log_{10} \left[ \text{Im} \left( \frac{1}{\epsilon_{\text{ref}} + k,\omega} \right) + \text{Im} \left( \frac{1}{\epsilon_{\text{ref}} - k,\omega} \right) \right]$, which reveals the dispersion of SPWs admitted on a slab of thickness $L$. SPW branches are indicated by the numbers. The non-locality parameter $v$ is expressed in unit of $\omega_p d$. Very small damping $\gamma/\omega_p = 0.01$ is used. Unlike LDM, HDM allows higher-frequency modes to appear on a slab.

make significant contributions.

To make progress, we assume that the slab is invariant under reflection about its mid-plane at $z = L/2$. It follows that quantities with different parities cannot be mixed. In particular, $\chi_{\text{ref}}(n,m)$ must vanish if $m$ and $n$ have different parities. It suggests to split $\chi_{\omega}(l)$ into two sectors, the symmetric one $\chi_{\omega}^s(l) = \sum_{l=0}^{\infty} \frac{4\pi \, P_{\omega s}(l)}{L_1^2 + (q_l^s)^2}$ and the anti-symmetric one $\chi_{\omega}^a(l) = \sum_{l=0}^{\infty} \frac{4\pi \, P_{\omega a}(l)}{L_1^2 + (q_l^a)^2}$, where $l = 0, 1, 2, \ldots$.

Additionally, we introduce the following quantities,

$$ P_{\omega s}(l) = \sum_{l=0}^{\infty} \frac{4\pi \, P_{\omega s}(l)}{L_1^2 + (q_l^s)^2}, \quad P_{\omega a}(k) = \sum_{l=0}^{\infty} \frac{4\pi \, P_{\omega a}(l)}{L_1^2 + (q_l^a)^2}, \quad (13) $$

where $s = \pm$ and $q_l^+ = q_l^\omega$ and $q_l^- = q_l^\omega + 1$. We have considered the fact that $\chi_{\omega}^s(l)$ does not depend on the direction of $k$ due to rotational symmetry about the $z$-axis. These symmetry considerations allow us to finally get

$$ \frac{1}{\tau} = \frac{e^2}{2 \hbar d} \left( 1 + \cos^2 \theta \right) R(\omega, a, L), \quad (14) $$

where $\cos \theta = D_z/|D|$ and $d = |D|/e$ is a length comparable to the dimension of the QD, and

$$ R(\omega, a, L) = -\sum_s \int_0^\infty dk \, k^3 \, e^{-2ka} \left( 1 - s e^{-kL} \right)^2 \text{Im} \left( P_{s,\omega}(k) \right), \quad (15) $$

is a dimensionless quantity. In obtaining the expression for $R$, we have performed an integration over the angle of $k$ and, in each quantity in the integrand the unit of length has been set with $d = 1$ to simplify the notation.

A few remarks are in order. Equation (15) shows that the QD probes the quantity $P_{s,\omega}(k)$ rather than $\chi_{\text{ref}}$. This accords with the general observation that entities (e.g. the QD here) residing outside a metal can only probe $P_{s,\omega}$. Secondly, the frequency, $\omega_p$, should be comparable to the QD intrinsic frequency $\omega$, as the latter is roughly set by the size of the QD, which is of the same order as $d$. Finally, Eq. (14) shows that the orientation of $D$ also affects the energy transfer rate, but only by a factor of 2 at the most.
C. Hydrodynamic model (HDM)

HDM treats the electrons in a metal as a fluid, governed by the linearized Navier-Stokes equation:  
\[ m n_0 (\partial_t + \gamma) V = n_0 e E - m v^2 \nabla n. \]  
(16)

Here \( m \) is the mass of an electron, \( n_0 \) the mean electron density, \( n \) denotes the deviation from \( n_0 \), \( \gamma \) is a phenomenological parameter accounting for dissipation (viscous viscosity), \( E(x,t) \) the total electric field felt by the electrons and \( V(x,t) \) their velocity field. In addition, \( v \) is a parameter that controls non-local effects. The local Drude model (LDM) is recovered as a limit of the HDM with \( v = 0 \).

In the Appendix, we show that for HDM  
\[ P_{\nu\omega}^i(l) = \frac{\omega_p^2}{4\pi} \frac{1}{\bar{\omega}_p^2 - \omega_p^2 - v^2(q_l)^2} \frac{1}{\epsilon_i(k,\omega)}, \]  
(17)

where \( \omega_p = \sqrt{4\pi n_0 e^2/m} \) denotes the characteristic frequency of the metal, and  
\[ \epsilon_i(k,\omega) = \frac{\bar{\omega}^2 - \Omega_s^2}{\bar{\omega}^2 - \omega_p^2}, \quad \Omega_s = \omega_s \sqrt{1 + \frac{k^2}{Q} \frac{1 + se^{-QL} \bar{\omega}^2}{1 - se^{-QL}}}. \]  
(18)

Here \( \omega_s = \frac{\omega_0^2}{\sqrt{2}} (1 - se^{-LL}) \) and \( Q = v^{-1} \sqrt{\omega_p^2 - \bar{\omega}^2} \) with \( \bar{\omega}^2 = \bar{\omega}^2 - k^2 v^2 \) and \( \bar{\omega} = \omega + i\gamma \). Using the identity that  
\[ \sum_{i=0}^{\infty} \frac{1}{L_i q^2 + (q_i)^2} = \frac{1}{2q} \frac{1 + se^{-QL}}{1 - se^{-QL}}, \]  
(19)

which is an even function of \( q \), one easily finds  
\[ P_{\nu\omega}^i(k) = \left( 1 - \frac{1}{\epsilon_i(k,\omega)} \right) \frac{1}{k(1 - se^{-QL})}. \]  
(20)

As such, we get  
\[ R(\omega, a, L) = \sum \int_0^\infty dk \frac{k^2 e^{-2ka}}{1 - se^{-QL}} \text{Im} \left( \frac{1}{\epsilon_i(k,\omega)} \right). \]  
(21)

This equation, together with Eqs. (14) and (18), completely determines the energy transfer rate \( 1/\tau \).

Equation (21) implies that the elementary excitations that can be detected by the QD are all ciphered in the quantity \( \epsilon_i(k,\omega) \), the zeros of which in the complex \( \omega \)-plane locate the frequency and damping rate of SPWs propagating with wavenumber \( k \) along the slab surfaces, satisfying \( \bar{\omega} = \Omega_s(\bar{\omega}) \).

The results for LDM are particularly simple: With \( v = 0 \), \( \Omega_s \) reduces to \( \omega_p \), and then  
\[ \epsilon_i = \frac{\bar{\omega}^2 - \Omega_s^2}{\bar{\omega}^2 - \omega_p^2}, \quad P_{\nu\omega}^i(l) = \frac{\omega_p^2}{4\pi} \frac{1}{\bar{\omega}^2 - \omega_p^2}. \]  
(22)

The zeros of \( \epsilon_i \) occur at \( \omega = \omega_s - i\gamma \). Thus, \( \omega_s \) and \( \gamma \) give the reputed frequency and the damping rate, respectively, of SPWs admitted on a slab by LDM. For \( k \gg L^{-1} \), \( \omega_s(k) \) reduces to \( \omega_p/\sqrt{2} \) and becomes dispersion-less. Splitting the integral in Eq. (21) into two parts, one over \( k \in [0,1/L] \) and the other \( k \in [L^{-1},\infty) \), one may see that the latter part gives a contribution to \( R \) going as \( \frac{1}{2} \text{Im} \left( \frac{\omega_p^2}{\omega_p^2 - \omega_s^2 + i\gamma^2} \right) \), which blows up to infinity for \( a \) tending to zero regardless of whether \( \omega_s \) is in resonance or not. Divergence of this kind is well known and removed by nonlocal effects in HDM.

III. NUMERICAL RESULTS AND DISCUSSIONS

A. Properties of surface plasma waves

The QD is localized in space and hence can give out energy to excite SPWs of any wavenumber. As is clear from Eq. (21), the efficiency for SPWs of wavenumber \( k \) to get excited by the QD is largely set by the spectral weight  
\[ \text{Im} \left( \frac{1}{\epsilon_i(k,\omega)} \right) = \frac{\epsilon''(k,\omega)}{[\epsilon'(k,\omega)]^2 + [\epsilon''(k,\omega)]^2}, \]  
(23)

where we have put \( \epsilon_i = \epsilon_i' - i\epsilon_i'' \) with \( \epsilon_i' \) and \( -\epsilon_i'' \) being the real and imaginary parts of \( \epsilon_i \), respectively. The imaginary part \( \epsilon_i'' \) originates from dissipation of SPWs into heat, which is ultimately traced back to the damping parameter \( \gamma \) in HDM. As
\( \gamma \) is typically small, \( \epsilon'_v \) is also generally small. Equation (23) then displays a resonance wherever \( \epsilon'_v(k, \omega) = 0 \), which determines the SPW dispersion relation.

To reveal the SPW dispersion, we have produced a map of 
\[
dB = \log_{10}\left| \text{Im}\left(\frac{1}{\epsilon_v(k, \omega)}\right) \right| + \text{Im}\left(\frac{1}{\epsilon_v(k, \omega)}\right) \tag{23}\] in the \( k - \omega \) plane, as exhibited in Fig. 2 for various values of the non-locality parameter \( v \). The SPW resonances coalesce into bright lines of high dB, representing different branches.

It is usually thought that there are merely two branches of SPWs living on a slab, stemming from the symmetric \((s = +)\) and the anti-symmetric \((s = -)\) sectors, respectively. This is obviously true with LDM, corresponding to \( v = 0 \), for which the SPW has dispersion given by \( \omega_s = \frac{\omega_p}{\sqrt{1 - s^2 k^2 L^2}} \) as already mentioned in the preceding section [cf. Eq. (22)]. For small \( kL_s \), \( \omega_s \propto \sqrt{kL_s} \) whereas \( \omega_s \approx \omega_p \). For large \( kL_s \), both \( \omega_s \) and \( \omega_s \) tend to \( \omega_p \). These features are well borne out in the bottom row of panels (i) - (l) in Fig. 2. On the other hand, for large \( kL_s \), even the lowest anti-symmetric branch \( l < 0 \) occur wherever the factor \( \exp(-QL) \) changes its phase from \( \pi \) to \( \pi \), which gives rise to the anti-symmetric modes \( l < 0 \), or wherever its phase angle is zero, which gives rise to the symmetric modes \( l > 1 \). Numbers indicate branches. Parameters: \( v = 0.1 \omega_p \), \( L/d = 1 \), \( \gamma = 0.01 \omega_p \) and \( kd = 3 \).

![FIG. 4. Higher-frequency SPW modes appear wherever the factor \( \exp(-QL) \) changes its phase from \( \pi \) to \( \pi \), which gives rise to the anti-symmetric modes \( l < 0 \), or wherever its phase angle is zero, which gives rise to the symmetric modes \( l > 1 \). Numbers indicate branches. Parameters: \( v = 0.1 \omega_p \), \( L/d = 1 \), \( \gamma = 0.01 \omega_p \) and \( kd = 3 \).]

![FIG. 5. Same as Fig. 2 (c) but for wider range of \( k \), showing that higher-frequency branches are dispersive at large \( k \). \( L = 0.5d \) and \( v \) is in unit of \( \omega_p \).]

Thanks to the hydrodynamic effects, the dispersion of the branch \( l = -1 \) is not monotonic in HDM [Fig. 2(d)]; the frequency decreases first and then increases with increasing \( k \). The branch \( l = +1 \) can also undergo a change in its dispersion if \( v \) is big, which is almost linear for small \( L \) [Fig. 2(a)] but becomes concave as \( L \) increases [Fig. 2(b) - (d)].

Properties of the higher-frequency branches can be understood from the behaviors of the factor \( \exp(-QL) \) in Eq. (18). As demonstrated in Fig. 3, the branches \( l > 1 \) occur whenever the phase of \( \exp(-QL) \) approaches zero, while the modes \( l < -1 \) occur wherever the phase angle crosses \( \pi \). As a result, the symmetric and anti-symmetric branches alternate in frequency. The phase difference by \( \pi \) comes from the minus sign picked up when going from \( s = +1 \) to \( s = -1 \), as is clear from Eq. (18). For \( \omega > \omega_p \), \( kv \ll \omega_p \), and \( \gamma/\omega_p \ll 1 \), we find \( Q \approx \frac{\omega_p}{\gamma} \sqrt{(\omega/\omega_p)^2 - 1} \) having neglected a small imaginary part \( \gamma/v \). Under such circumstance \( \exp(-QL) \) is purely oscillatory with \( \omega_p \). For \( \omega/\omega_p \gg 1 \), the oscillation period approximates a constant \( \Delta \omega = 2\pi L \), which explains why these branches are nearly evenly spaced. Meanwhile, it shows that the spacing decreases with decreasing \( v/L \), as observed in Figs. 2 and 3.

If \( kv > \omega_p \), \( Q \) will depend on \( k \) via \( \omega_p \) replaced by \( \sqrt{\omega_p^2 + k^2 v^2} \). Then the spacing also depends on \( k \) and the branches become dispersive with frequencies varying with \( k \).
This is demonstrated in Fig. 5. For very large $L y / v \gg 1$, $\exp (-Q L)$ is negligibly small due to the small but finite imaginary part of $\omega$. In such case, the higher-frequency branches shall disappear.

### B. Energy transfer rate $1 / \tau$

After illustrating the structure of the SPWs supported on slab surfaces, we now look into how energy is transmitted from the QD to the slab, generating SPWs in the latter. The quantity of interest is $R$ [c.f. Eq. (21)], which directly determines the energy transfer rate $1 / \tau$ according to Eq. (14).

For HDM, as is clear from Fig. 2, the spectral weight $\sum \text{Im} \left( \frac{1}{\epsilon_2(\omega, k)} \right)$ is significant only for $(k, \omega)$ lying on one of the SPW branches (near or on resonance). Suppose $\omega$ cuts the $l$-th branch at $k_o$, i.e. $\omega = \omega(k_o)$, where $\omega(k)$ denotes the dispersion relation for this branch. Two situations might happen:

(A) If the branch is highly dispersive around $k_o$ (e.g. $l = +1$), then only the modes with $k$ near $k_o$ can significantly contribute: $\text{Im} \left( \frac{1}{\epsilon_2(\omega, k)} \right)$ displays a sharp peak centered at $k_o$ with a small breadth $\Delta k$ that depends on the group velocity $d\omega(k)/dk$ and the damping parameter $\gamma$ [Fig. 6 black curve]. From Eq. (21), we estimate that $R(\omega, a, L) \approx \left( k_o e^{-k_o a} \right)^2 (1 - s_i e^{-k_o L}) W_f(\omega)$. Here $s_i$ denotes the sign of $l$ and $W_f(\omega) \approx d\Delta k \cdot \text{Im} \left( \frac{1}{\epsilon_2(\omega, k)} \right)$ is the total spectral weight of the peak.

(B) If the branch is barely dispersive (e.g. low-$k$ sections of branches $|l| \geq 1$), a wide section of length $k_o$ could contribute [Fig. 6 red curve]. We may then estimate that $R(\omega, a, L) \approx a \text{Im} \left[ \epsilon_2^{-1}(k, \omega) \right] \int_0^k dk \ k^2 e^{-2ka} \left( 1 - \frac{s_i k}{L} e^{2ka} \right)$, where $\alpha$ is a parameter that depends on the shape of the section in question. The integral can be explicitly evaluated but not needed here. As $L$ increases beyond $2a$, $R$ rises to a constant value $\sim (d/a)^3 \left( 1 - e^{-2k_o a} (1 + 2k_o a + 2k_o^2 a^2) \right) \approx \frac{4k_o^2 a^2 e^{-2k_o a}}{3}$, where the approximation occurs for $k_o a$ not too big.

In both situations, $R$ rises exponentially to a constant as $a$ goes to zero, i.e. $\log R \propto a$.

In LDM, SPWs are strictly non-dispersive for $k \gg L^{-1}$ [inset of Fig. 5]. This is similar to situation (B) but with $k_o \to \infty$. As such, $R$ diverges like $a^{-3}$ for $a$ approaching zero, as mentioned in Sec. II C. Note that this is so even for $\omega$ off resonance with any branches.

In Fig. 7 we display a map of $\log_{10} R$ in the $a - L$ plane at fixed $\omega$ of various values ranging from $0.5\omega_p$ to $1.75\omega_p$. It is clear — in particular from the panels (k) - (o) — that the above scenarios, i.e. the blow-up of $R$ in LDM and its hinderance in HDM, are vindicated. In comparison with LDM, $R$ displays a much richer structure in HDM. For LDM, regarding its dependence on $L$, $R$ simply approaches a constant $(d/a)^3$ as $L$ increases [panels (f) - (j)]. For HDM, however, the $L$ dependence of $R$ is not monotonic for any $\omega$. For small $\omega$ that only resonates with the branch $l = +1$, $R$ displays a single peak at some value $L$ [panels (a) and (b)]. This can be understood from the SPW dispersion relations shown in Fig. 2. For very small $L$, the dispersion $\omega_{\pm 1}(k)$ resonates with $\omega$ at a very large $k_o$, hence a very small $R$ due to the cutoff factor $e^{-2k_o a}$. Increasing $L$ brings $k_o$ to less values and larger $R$. However, as $L$ increases a crossover in the shape of $\omega_{\pm 1}(k)$ happens: it evolves from linear to concave, resulting in smaller $\Delta k$ and a decrease in $R$ from its peak value located where the crossover takes place. On the other hand, for $\omega$ above $\omega_{-1}(k)$, $R$ displays an oscillatory structure featuring a number of peaks [panels (c) - (e)], which each indicates a resonance with one of the higher-frequency branches. Actually, as $L$ increases, these branches move down and closer and then pass through $\omega$ one by one [see Fig. 2], producing the oscillations seen in $R$. The higher-frequency modes are even more manifest in the $\omega - a$ map of $R$ at fixed $L$, shown in Fig. 8 and Fig. 9. As seen in panels (a) - (d) here, $R$ displays very clear oscillations signifying resonances with these modes at not so small $a$. At very small $a$, though, the contributions from these modes are blurred. The happens again due to the cutoff factor $e^{-2k_o a}$, for very small $a$, this factor allows modes with very large $k$ to contribute, which have much closer frequencies, and damping can easily blur their individual contributions. For large $a$, only modes with small $k$ can contribute significantly, and these modes are well spaced at least for not too large $L$. If $L$ is very large, the higher-frequency modes are also closely packed and damping erases the oscillatory structure in $R$, see panel (e). In contrast, in LDM $R$ is rather pedestrian: it displays a two-branch structure at small $L$ and $a$, which is blurred otherwise for analogous reasons, see panels (f) - (j).

Finally, in Fig. 10 we display a map of $\log R$ in the $\omega - L$ plane at fixed $a$. For LDM, we see the usual SPW branches in $R$ at small $L$, which merge into a single one at large $L$ [panels (f) - (j)]. For HDM, the oscillatory structure appears on the
FIG. 7. log_{10} R mapped unto the $a - L$ plane for various values of $\omega$. Panels (k) - (o) are cuts at fixed $L$ as indicated, showing that $R$ diverges in LDM but remains finite in HDM for $a$ approaching zero. $\gamma = 0.05\omega_p$ and $v$ is in unit of $d\omega_p$.

FIG. 8. log_{10} R mapped unto the $\omega - a$ plane for various values of $L$. $\gamma = 0.05\omega_p$ and $v$ is in unit of $d\omega_p$. 
side where \( \omega > \omega_{+1} \), signifying resonances with the higher-frequency branches [panels (a) - (e)]. For large \( a \), the maps for LDM and HDM look rather similar, except for the higher-frequency modes – which are clearly visible for LDM and HDM look rather similar, except for the higher-frequency modes. However, as \( \omega \) goes above \( \omega_p \), the maps for HDM extend beyond [panel (e)]. This is so because hydrodynamic effects push up the frequencies of SPWs, as discussed in the preceding subsection.

From Fig. 10 we may also observe that, at smaller \( a \) the oscillations on the high-\( \omega \) side have shorter periods [panel (b)], having signals from both the symmetric and anti-symmetric higher-frequency modes; However, as \( a \) increases, the signals from the symmetric modes fade out [panel (c) versus (b)], leaving only the anti-symmetric ones still discernible at fairly large \( a \) [panel (e)]. At very small \( a \) [panel (a)], the oscillations are not clear on the log \( R \) map, but seable on the \( R \) map, which is not shown here.

IV. SUMMARY

To summarize, we have systematically examined the nonlocal effects and size effects on the energy transfer from a dipole to a metal slab. The non-local effects are implemented using a hydrodynamic model. We have shown that the energy transfer rate, \( \tau^{-1} \), can be related to the charge density-density response function of the metal slab. For HDM and LDM (as a limit of HDM), the response functions have been explicitly evaluated. The most significant finding is the existence of higher-frequency SPW modes supported on thin metal slabs. We have seen that these modes qualitatively modify the structure of \( \tau^{-1} \) in the parameter space \( (\omega, a, L) \). Our results demonstrate that it is imperative to build nonlocal effects into the modeling necessitated in metal-induced energy transfer imaging and other areas such as relating information between QDs by means of metals or semiconductor\[37\].

To experimentally detect the higher-frequency SPWs, one must ensure that the slab thickness \( L \) does not exceed \( v/\gamma \); otherwise, the hydrodynamic effects would be erased by damping. Typically, \( v \approx 0.1d\omega_p \) and hence \( L \) should not be larger than \( 10d \) for \( \gamma = 0.01\omega_p \). For most QDs, \( d \approx 10 \text{nm} \), and thus \( L \approx 100 \text{nm} \) at the most for such parameters. Meanwhile, it is essential to have the QD frequency well tunable above the characteristic frequency of the metal, i.e. \( \omega > \omega_p \) in order to reach resonance with the higher-frequency modes. Most QDs have \( \omega_p \) amounting to a few electron volts (eVs) in energy. The slab material should then have \( \omega_p \) around 1 eV or less. Often experimented metals, such as silver and gold, have \( \omega_p \) much higher and are not suitable. In addition, in those metals hydrodynamic responses cannot be simply modeled by the HDM due to effects from inner atomic shell\[38,39\].

Appendix: Slab density-density response function

Here we derive the electrodynamic response functions for HDM. Assuming a time dependence \( e^{-i\omega t} \), the dynamic equation\[10\] can be recast as

\[
-i\bar{\omega}mn_0 \nabla = n_0e\mathbf{E} - mv^2 \nabla n, \quad \bar{\omega} = \omega + iy \tag{A.1}
\]

In terms of the current density \( \mathbf{J} = n_0e \mathbf{E} \) and charge density \( \rho = ne \) due to the electrons,

\[
-i\bar{\omega}\mathbf{J} = n_0e^2 \mathbf{E} - mv^2 \nabla \rho \tag{A.2}
\]

Note that \( \nabla \cdot \mathbf{E} = 4\pi (\rho + \rho_{\text{ext}}) \), where \( \rho_{\text{ext}} \) is the external charge density. Taking the divergence,

\[
-i\bar{\omega} \nabla \cdot \mathbf{J} = \omega_p^2 (\rho + \rho_{\text{ext}}) - v^2 \nabla^2 \rho \tag{A.3}
\]

On the other hand, we have the equation of continuity, which reads \( i\bar{\omega} \rho = \nabla \cdot \mathbf{J} \) with \( \mathbf{J} = J_\theta (\theta(z) - \theta(z - L)) \), where \( \theta(z) \) denotes the Heaviside step function: \( \theta(z \leq 0) = 0 \) and \( \theta(z > 0) = 1 \). Combining this with Eq. (A.3) gives

\[
(\bar{\omega}^2 + \omega_p^2 - \omega_{\text{pe}}^2)\rho = \omega_p^2 \rho_{\text{ext}} - i\bar{\omega} \left( J_\theta(x_0) \theta(z) - J_\theta(x_L) \theta(z - L) \right) \tag{A.4}
\]

where \( x_0 = (r, 0) \) and \( x_L = (r, L) \) denote a point on the surfaces at \( z = 0 \) and \( z = L \), respectively. From Eq. (A.3) gives

\[
J_\theta(x) = \frac{in_0e^2}{m\bar{\omega}} E_r(x) + \frac{v^2}{i\bar{\omega}} \partial_r \rho(x) \tag{A.5}
\]
In the literature, it is often imposed that \( J_z(x_0) = J_z(x_L) = 0 \). Here we do not make such imposition.

Making use of the translation symmetry along the surfaces and assuming an overall dependence \( e^{ikr} \) on the planar coordinates \( r \), that is \( \rho(r) = \rho(z)e^{ikr} \) and similarly for other field quantities, Eqs. (4) and (A.5) combine to yield

\[
(\nu^2 \frac{\partial^2 \rho}{\partial z^2} + \omega_p^2 \rho) = E_z(0) - v^2 \rho'(0) \right) \theta'(z) + \omega_p^2 \rho_{\text{ext,}}.
\]

Doing a cosine Fourier transform to this equation leads to

\[
(\omega^2 - \omega_p^2 - q_n^2 v^2) \rho_n = \frac{\omega_p^2}{4\pi L_m} [E_z(0) - (-1)^n E_L(L)] + \omega_p^2 \rho_{\text{ext,}}.
\]

where \( \rho_n \) are the cosine Fourier coefficients,

\[
\rho(z) = \sum_n \rho_n \cos(q_n z) \quad \rho_n = L_m^{-1} \int_0^L dz \rho(z) \cos(q_n z).
\]

Note that the terms involving \( \rho'(0) \) or \( \rho''(0) \) in Eq. (A.6) have cancelled out and hence disappeared from Eq. (A.14), which implies that the results do not depend on whether \( J_z \) vanishes at the surfaces or not.

One may show that

\[
E_z(0) = -\Phi_{\text{ext}}(0) - 2\pi \xi_0, \quad E_L(L) = -\Phi_{\text{ext}}(L) + 2\pi \xi_L,
\]

where \( \Phi_{\text{ext}}(z) \) is the external potential generated by the probe charge \( \rho_{\text{ext}} \), and

\[
\xi_0 = \int_0^L dz e^{-kL} \rho(z) = \sum_n \frac{k \rho_n}{k^2 + q_n^2} (1 - e^{-kL} (-1)^n), \quad (A.10)
\]

\[
\xi_L = \int_0^L dz e^{kL} \rho(z) = \sum_n \frac{k \rho_n}{k^2 + q_n^2} (1 - e^{kL} (-1)^n).
\]

Considering that \( (k^2 - \partial_z^2) \Phi_{\text{ext}}(z) = 4\pi \rho_{\text{ext}} \), one finds

\[
\frac{k^2 + q_n^2}{4\pi} \Phi_{\text{ext,}} = \rho_{\text{ext,}} - \frac{\Phi_{\text{ext,}}(0) - (-1)^n \Phi_{\text{ext,}}(L)}{4\pi L_m}. \quad (A.12)
\]

Using these results, Eq. (A.7) becomes

\[
(\omega^2 - \omega_p^2 - q_n^2 v^2) \rho_n = \frac{\omega_p^2 k^2 + q_n^2}{4\pi} \Phi_{\text{ext,}} - \frac{\omega_p^2}{2L_m} (\xi_0 + (-1)^n \xi_L).
\]

Note that

\[
\xi_0 + (-1)^n \xi_L = \sum_m \frac{k \rho_m}{k^2 + q_m^2} (1 - e^{-kL} (-1)^m) (1 + (-1)^{m+n}), \quad (A.14)
\]

which vanishes unless \( n \) and \( m \) have the same parity. This is a consequence of the reflection symmetry possessed by the slab about its mid-plane. Thus, we split \( \rho(z) = \rho^+ (z) + \rho^-(z) \), where \( \rho^+(z) = \sum_{i=0}^{\infty} \rho_i^+ \cos(q_i^+ z) \) with \( \rho_i^+ = \rho_{i+1} = \rho_{2i+1} \) and \( q_i^+ \) defined in the main text, and introduce

\[
\xi_n = \frac{1}{2} \left( \xi_0 + \xi_L + \sum_i \frac{k \rho_i^+}{k^2 + (q_i^+)^2} \right) (1 - e^{kL}). \quad (A.15)
\]

Under such provisions, Eq. (A.13) can be rewritten as

\[
(\omega^2 - \omega_p^2 - (q_i^+)^2 v^2) \rho_i^+ = \frac{\omega_p^2}{4\pi} \Phi_{\text{ext,}} - \frac{\omega_p^2}{L_m} \xi_n. \quad (A.16)
\]
The above two equations can now be solved to produce
\[ \rho^+_L = \sum_{l'} \chi^+_k(l, l') \Phi^+_\text{ext,} l' \]  
(A.17)

with the density-density response function given by
\[ \chi^+_k(l, l') = \frac{\omega_p^2}{\omega^2 - \omega_p^2 - \nu^2(q^+_{l})^2} \times \left[ \frac{k^2 + (q^+_{l})^2}{4\pi} \frac{1}{\delta_{l, l'} - \frac{1}{2} \omega_s \omega_p^2 + \nu^2(q^+_{l})^2} \right] k(1 - e^{-4L_k}) \]  
(A.18)

For \( L \to \infty \), this result reduces to what was derived in Ref. [11] for a semi-infinite metal.

In Eq. (A.18) we have reinstated the subscript \( \kappa \omega \), and the quantity
\[ \epsilon_s = 1 + \sum_l \frac{2\omega_s^2}{\omega^2 - \omega_p^2 - \nu^2(q^+_{l})^2} \frac{k/L_k}{k^2 + (q^+_{l})^2} \]  
(A.19)

can be rewritten as
\[ \epsilon_s = 1 + \frac{2k\omega_s}{\omega^2 - \omega_p^2} \sum_{l=0}^\infty \frac{1}{L_k} \left( \frac{1}{k^2 + (q^+_{l})^2} \right) \left( 1 - \frac{1}{Q^2 + (q^+_{l})^2} \right) \]  
(A.20)

as the response function for LDM.

\[ \epsilon_s(k, \omega) = 1 + \frac{\omega_s^2}{\omega^2 - \omega_p^2} \left( 1 - \frac{k}{2\pi L_k} \frac{\omega_p^2}{\omega^2 - \omega_p^2} \frac{\omega_s^2}{\omega^2 - \omega_s^2} \right) \]  
(A.22)

with \( Q^2 = (\omega_p^2 - \omega_s^2)/\nu^2 \). Using the identity Eq. (19), we immediately get

\[ \epsilon_s(k, \omega) = 1 + \frac{\omega_s^2}{\omega^2 - \omega_p^2} \left( 1 - \frac{k + s e^{-Qk}}{Q} \right) \frac{1}{1 - s e^{-Qk}} \]  
(A.21)

which after algebra gives Eq. (18). Using Eq. (A.18) in Eq. (13), one is led to Eq. (17) for \( \rho^+_k(l) \) in the main text.

Setting \( v = 0 \), one gets

\[ \chi^+_k(l, l') = \frac{\omega_p^2}{\omega^2 - \omega_p^2} \frac{k^2 + (q^+_{l})^2}{\omega_p^2 - \omega_s^2} \frac{\omega_s^2}{\omega^2 - \omega_s^2} \]  
(A.22)

as the response function for LDM.