Holographic KMS relations at finite density
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Abstract: We extend the holographic Schwinger–Keldysh prescription introduced in [1] to charged black branes, with a view towards studying Hawking radiation in these backgrounds. Equivalently we study the real time fluctuations of the dual CFT held at finite temperature and finite chemical potential. We check our prescription using charged Dirac probe fields. We solve the Dirac equation in a boundary derivative expansion extending the results in [2]. The Schwinger–Keldysh correlators derived using this prescription automatically satisfy the appropriate KMS relations with Fermi–Dirac factors.
1 Introduction

Black holes radiate and their Hawking radiation closely mimic the fluctuations in a thermal bath. Interacting fields in black hole backgrounds can hence be used to model interacting thermal environments. There is however a technical obstacle to such an endeavour: one needs a practical formalism to compute interactions between ingoing quasi–normal modes and the outgoing Hawking fluctuations. Recently, a gravitational Schwinger–Keldysh (grSK) geometry [3, 4] has emerged as an arena where such computations can be performed with ease. This prescription is built on earlier work on real time holography [1, 5–16].

The Schwinger–Keldysh, or ‘in–in’, formalism [17, 18] is the most robust setting to study the real–time dynamics of non–equilibrium systems [19–23]. The central idea of the construction involves a path integral with every degree of freedom doubled, describing the evolution of a general non–equilibrium mixed state. For near–equilibrium mixed states, such a path integral can be computed by a dual gravitational saddle built by smoothly gluing two copies of the exterior of a black hole across their future horizons. This is the gravitational Schwinger–Keldysh (grSK) geometry alluded to above. While an ab initio derivation of this prescription is still not known, its validity and efficacy have been demonstrated in several instances [1–4].

In an accompanying work [2], a subset of the authors of this note show that for probe Dirac fermions, the grSK geometry reproduces the correct Fermi–Dirac statistical factors in real time correlations. This setup can be used to compute the influence phase of an external fermion probing the dual CFT at finite temperature. A natural generalisation of this work is to ask what happens if we consider near–equilibrium states with finite density/chemical potential. Such a generalisation is necessary to make contact with models of holographic condensed matter [24–33]. On the gravitational side, the relevant physics involves the RN–AdS black brane, its quasi–normal modes and its Hawking radiation.

In this note, we give a holographic prescription that computes real time correlators at finite chemical potential in the dual CFT. We do this via a geometry made by stitching two
copies of RN–AdS black brane exteriors which we will term as the RN–SK saddle/geometry. That generalises grSK geometry. In §2, we devise a method to write down the outgoing Hawking modes in this geometry when the ingoing modes are known. We test this method in §3 using a probe Dirac field and show that it indeed yields the correct Fermi–Dirac physics (as well as the correct Kubo–Martin–Schwinger [34, 35] relations) at finite chemical potential. This is followed in §4 by an explicit solution to Dirac equation up to second order in boundary derivative expansion and the corresponding influence functional. We conclude in §5 with a summary and a discussion of future directions.

2 Hawking radiation in RN AdS backgrounds

In this section, we will describe how to construct Hawking modes in charged black branes when the ingoing quasi–normal modes are known. We will assume that the ingoing solution is naturally specified in ingoing Eddington–Finkelstein coordinates as an analytic function (possibly in a boundary derivative expansion as is the case, for example, in the fluid–gravity correspondence [36, 37]). We will construct these Hawking modes using a bulk $\mathbb{Z}_2$ action which is dual to a CPT transformation on the boundary CFT.

Let us begin with the Reissner–Nordström black brane solution in AdS$_{d+1}$ written out in ingoing Eddington–Finkelstein time and a mock tortoise coordinate, $\zeta$:

$$ds^2 = -r^2 f \, dv^2 + i \beta r^2 f \, dv \, d\zeta + r^2 \, dx^2_{d-1},$$

$$A_M \, dx^M = A_v \, dv = -\mu \left( \frac{r_h}{r} \right)^{d-2} \, dv,$$ (2.1)

which is the solution of the Einstein-Maxwell bulk action, given by,

$$\frac{1}{2\kappa^2} \int d^{d+1}x \, \sqrt{-g} \left[ \mathcal{R} + d(d-1) - \frac{1}{g_F^2} F_{MN} F^{MN} \right],$$ (2.2)

where $g_F$ is the gauge coupling constant and we have set the AdS radius to unity. Equivalently, we can replace the description in terms of the metric to one in terms of a set of orthonormal 1–forms [2, 38],

$$E^{(v)} = \frac{r}{2} \, dv - \frac{f}{2} \, r \left( i \beta \, d\zeta - dv \right), \quad E^{(\zeta)} = \frac{r}{2} \, dv + \frac{f}{2} \, r \left( i \beta \, d\zeta - dv \right), \quad E^{(i)} = r \, dx^i.$$ (2.3)

In the above equations, $f$ is the emblackening factor of the RN–AdS black brane, $\beta$ is its inverse Hawking temperature, $r_h$ its outer horizon radius, and $\mu$ its chemical potential. These quantities are, in turn, given in terms of the mass parameter $M$ and the charge parameter $Q$ of the black brane as,

$$f(r) = 1 + \frac{Q^2}{r^{2d-2}} - \frac{M}{r^d}, \quad \frac{1}{\beta} = 4\pi \frac{d \, r_h}{d \, r_{h}^{2d-2}} \left( 1 - \frac{(d-2) \, Q^2}{d \, r_{h}^{2d-2}} \right), \quad \mu = \frac{g_F \, Q}{r_{h}^{d-2}} \left[ \frac{d-1}{2(d-2)} \right]^{\frac{1}{2}}.$$ (2.4)

The ADM mass density $\mathcal{M}$ and the charge density $Q$ are given by,

$$\mathcal{M} = \frac{(d-1)M}{2\kappa^2}, \quad Q = \frac{\sqrt{2(d-1)(d-2)}}{g_F \kappa^2} Q.$$ (2.5)
The mock tortoise coordinate $\zeta$ is related to the standard radial coordinate $r$ via the following differential equation,
\[
\frac{dr}{d\zeta} = \frac{i\beta}{2} r^2 f(r) .
\]
(2.6)

Since the RHS has simple zeroes at the inner and outer horizons, the coordinate $\zeta$, when thought of as a complex function on the complex $r$ plane, has these points (along with infinity and other complex simple zeroes of $f(r)$) as branch points. We will define $\zeta$ by taking a branch cut to extend from the outer horizon to the asymptotic boundary along the real axis. We choose the inner horizon branch cut such that $\zeta$ is analytic in the real interval between the two horizons (see Fig.1). The differential equation above then normalises $\zeta$ such that it has a unit jump across the logarithmic branch cut. Without loss of generality, we will take $\zeta(r = \infty + i\varepsilon) = 0$. This condition along with the above differential equation then uniquely defines $\zeta$ everywhere in the neighbourhood of $r \in [r_h, \infty)$.

We define the RN–SK geometry as one constructed by taking the RN–AdS exterior and replacing the radial interval extending from the outer horizon to infinity by a doubled contour, as indicated in Fig.1. We then obtain a geometry with two copies of RN–AdS exteriors smoothly stitched together by a ‘horizon cap’ region. This spacetime requires one further identification — each radially constant slice must meet at the future turning point, $v \to \infty$.

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{figure1.png}
\caption{The radial contour drawn on the complex $r$ plane, at fixed $v$. The locations of the two boundaries and the two horizons have been indicated.}
\end{figure}

Now that we have elaborated on the RN–SK geometry and its associated notation, let us return to the question posed at the beginning of this section: given an ingoing solution written in ingoing EF coordinates, how do we construct the outgoing Hawking modes? We will do this by exploiting the \textit{CPT} symmetry of the boundary CFT which acts as,
\[
v \mapsto -v, \quad x \mapsto -x ,
\]
(2.7)
in addition to a charge conjugation. The reader can quickly verify that the transformations as written above do not preserve the RN–AdS solution given in (2.1) and (2.3). So how then do we implement this symmetry on the RN–AdS solution?
The answer to this conundrum lies in the fact that, by the standard rules of AdS/CFT, the boundary symmetries can always be composed with bulk gauge symmetries (since they act trivially on the Hilbert space of states of the CFT). In this case, we combine the boundary $CPT$ transformation with bulk diffeomorphisms, local Lorentz transformations and gauge transformations. In fact, the reader can check that the following transformations preserve the RN–AdS solution: we combine a charge conjugation \( A_M \mapsto -A_M \), a diffeomorphism,

\[
v \mapsto i\beta \zeta - v, \quad x \mapsto -x, \quad (2.8)
\]
a gauge transformation,

\[
\Lambda \equiv -i\beta \int_0^\zeta d\zeta' A_v(\zeta'), \quad (2.9)
\]
and a non–orthochronous local Lorentz transformation,

\[
\mathcal{T}^a_b \equiv \begin{pmatrix}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{pmatrix}
\begin{pmatrix}
\cosh \vartheta & \sinh \vartheta & 0 \\
\sinh \vartheta & \cosh \vartheta & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad \vartheta \equiv \log f. \quad (2.10)
\]

The linear transformation $\mathcal{T}$ is an idempotent local Lorentz transformation (LLT) composed of a boost along $\zeta$ with rapidity $\vartheta$ followed by a reflection of the $v$ and $x$ axes.

To check the invariance of the geometry, we will write the diffeomorphism in Eq.\((2.8)\) in the form $X^A \mapsto X^B J_B^A$ where,

\[
J_B^A \equiv \begin{pmatrix}
-1 & 0 & 0 \\
i\beta & 1 & 0 \\
0 & 0 & -1
\end{pmatrix}.
\quad (2.11)
\]

The invariance is then the statement that

\[
\mathcal{T}^a_b \cdot J_B^A \cdot E^b_E = E_A^a, \quad -(J_N^M A_M + \partial_N \Lambda) = A_N, \quad (2.12)
\]
as can be readily checked.

It is instructive to unify these transformations by imagining the gauge field as descending from a Kaluza–Klein reduction over a circle. Say there was an extra circle direction denoted by $\varphi$, along which we have a 1–form, $d\varphi + A_N dX^N$, that is orthonormal to the set of 1–forms, $E^A_M dX^M$. The action of charge conjugation and gauge transformation in this picture can then be thought of as the KK diffeomorphism $\varphi \mapsto \Lambda - \varphi$ (which extends $J_B^A$ to the $\varphi$ direction) along with a KK LLT that acts as a reflection along the $\varphi$ axis (which extends $\mathcal{T}^a_b$ to the $\varphi$ direction). The mathematically inclined reader would recognise that we have essentially given a description of the boundary $CPT$ transformation as an automorphism of the RN–AdS principle bundle.

Having implemented the boundary $CPT$ in the bulk, we will now use this symmetry to generate new solutions to the bulk field equations linearised about the RN–AdS background. To see how this is done, let us begin with the simplest example of a complex
scalar field with charge $q$ probing the RN–AdS black brane. In the Fourier domain, we can expand a field configuration in terms of planar waves:

$$
\int \frac{d\omega \, d^{d-1}k}{(2\pi)^d} \Phi(q, \omega, \zeta, k) \, e^{-i\omega v + ik \cdot x}.
$$

(2.13)

Say this configuration solves the diffeomorphism/gauge covariant linear PDE in the bulk. How do we use the $\mathbb{Z}_2$ we constructed above to get new solutions? The quickest way to answer this is to use the KK (or the principal bundle) picture described above. To this end, we think of the above field as drawn from a KK decomposition of a higher dimensional scalar field of the form,

$$
\sum_{q \in \mathbb{Z}} e^{iq\varphi} \int \frac{d\omega \, d^{d-1}k}{(2\pi)^d} \Phi(q, \omega, \zeta, k) \, e^{-i\omega v + ik \cdot x}.
$$

(2.14)

The diffeomorphism/gauge covariant linear PDE can then be lifted to a PDE covariant under higher dimensional diffeomorphisms. We perform a higher dimensional diffeomorphism \{ $v \mapsto i\beta \zeta - v$, $x \mapsto -x$, $\varphi \mapsto \Lambda - \varphi$ \} on the Fourier domain expression given above. After relabelling the sum/integrals, we obtain,

$$
\sum_{q \in \mathbb{Z}} e^{iq\varphi} \int \frac{d\omega \, d^{d-1}k}{(2\pi)^d} e^{-\beta\omega \zeta - iq\Lambda} \Phi(-q, -\omega, \zeta, -k) \, e^{-i\omega v + ik \cdot x}.
$$

(2.15)

The higher dimensional diffeomorphism covariance of the linear PDE then guarantees that the map

$$
\Phi(q, \omega, \zeta, k) \mapsto e^{-\beta\omega \zeta - iq\Lambda} \Phi(-q, -\omega, \zeta, -k)
$$

(2.16)

generates new solutions. In fact, the pre-factor in the exponent shows that this map takes ingoing solutions that are analytic in $r$ to outgoing solutions which exhibit branch cuts. We can thus generate the Hawking modes from quasi–normal modes via the map,

$$
\Phi^{\text{in}}(q, \omega, \zeta, k) \mapsto e^{-\beta\omega \zeta - iq\Lambda} \Phi^{\text{in}}(-q, -\omega, \zeta, -k) \equiv \Phi^{\text{out}}(q, \omega, \zeta, k).
$$

(2.17)

The extension to other fields is straightforward. As a pertinent example, let us consider how this works for charged Dirac spinors. The main novelty in this case is the additional action of LLTs on spinor indices. The complex boost given in (2.10) acts on spinor indices via

$$
\mathfrak{S} \equiv \Gamma^{(\zeta)} \cdot \exp \left( \frac{\vartheta}{2} \Gamma^{(\zeta)} \Gamma^{(v)} \right) = \sqrt{f} \, \Gamma + \frac{1}{\sqrt{f}} \Gamma^{\dagger},
$$

(2.18)

where we have defined,

$$
\Gamma \equiv \frac{1}{2} \left( \Gamma^{(v)} + \Gamma^{(\zeta)} \right).
$$

(2.19)

The Gamma matrix notation here is standard and our convention for the Clifford algebra is \{$\Gamma^a, \Gamma^b$\} = $2\eta^{ab}$ $1$, with a mostly positive signature $\eta^{ab}$. The map from ingoing to outgoing solutions, in this case, is given by,

$$
\Psi^{\text{in}}(q, \omega, \zeta, k) \mapsto e^{-\beta\omega \zeta - iq\Lambda} \mathfrak{S} \cdot \Psi^{\text{in}}(-q, -\omega, \zeta, -k) \equiv \Psi^{\text{out}}(q, \omega, \zeta, k).
$$

(2.20)
In order to streamline the analysis that is to follow, we end this section with a discussion of how the quantities that we have introduced behave as they traverse the horizon cap. As noted before, the mock tortoise coordinate has a unit jump when it encircles $r = r_h$. Noting that the gauge field $A_v$ has the value $-\mu$ at the horizon, we see that the jump in $e^{-iq\Lambda}$ is the fugacity of the boundary theory,

$$\lim_{\zeta \to 0} e^{-iq\Lambda} = 1, \quad \lim_{\zeta \to 1} e^{-iq\Lambda} = e^{q\beta\mu} = z.$$  

(2.21)

The rapidity parameter $\vartheta$, on the other hand, has a jump of $2\pi i$ when it encircles the outer horizon — this can be traced to the phase $e^{2\pi i}$ that the function $f$ picks up around the same path. As a result, every spinor index receives an additional ‘fermionic’ minus sign as it crosses the horizon cap. For a field of spin $s$, one gains the statistical factor $(-1)^{2s}e^{-\beta\omega + q\beta\mu}$ which is identical to the factor gained in Euclidean path integrals as we traverse the thermal circle. As we will argue below, this factor is crucial to how the RN–SK geometry gets the physics of Hawking radiation right.

### 3 The Dirac equation

We will now apply the preceding slightly abstract discussion to the explicit example of a Dirac equation in the RN–SK background. The action for a bulk Dirac spinor $\Psi$ of charge $q$ and mass $m$ living on the RN–SK geometry is given by,

$$S_\Psi = \int d\zeta \int d^d x \sqrt{-g} i \bar{\Psi} (\Gamma^M \mathbb{D}_M - m) \Psi + \int d^d x i \bar{\Psi} \mathcal{P}_\zeta \Psi \bigg|_{\zeta=0}^{\zeta=1}.$$  

(3.1)

Let us explain each of the above terms. The first is the standard bulk Dirac action, that fixes the equations of motion to be the Dirac equation in this curved spacetime. We have introduced above the covariant Dirac derivative,

$$\mathbb{D}_M \equiv \partial_M - iq\mathcal{A}_M + \frac{1}{4} \omega_{ab}^M \Gamma^a \Gamma^b,$$  

(3.2)

where $\mathcal{A}_M$ is the background gauge potential and $\omega_{ab}^M$ are the spin–connection 1–forms derived from Eq.\((2.3)\).

The second term is a variational boundary term, added in to ensure that this action admits a well–posed variational principle when the spinors satisfy semi–Dirichlet boundary conditions \([39–42]\) (more will be said about this below). When the above action is evaluated on–shell, the bulk term vanishes and only the boundary term contributes to the final answer. Notice that the boundary term receives contributions from both the left and right boundaries of the RN–SK saddle [2]. The operator $\mathcal{P}_\zeta$ involved in the definition of this term is one of two projection operators, defined as,

$$\mathcal{P}_\zeta^\pm \equiv \frac{1}{2} \left( \mathbb{1} \pm \Gamma^\zeta \right).$$  

(3.3)

The Dirac equation $(\Gamma^M \mathbb{D}_M - m) \Psi = 0$, written out in the Fourier domain, takes the following form:

$$\left\{ \mathbb{1} \left( \partial_\zeta + \beta \omega + \beta q\mathcal{A}_v + \frac{1}{2} \partial_\zeta \ln f \right) + \Gamma^f f^{-1} \partial_\zeta - \frac{\beta}{2} (\Gamma^{(i)} k_i + imr) \right\} \left( r^\frac{d}{d^2} \Psi \right) = 0.$$  

(3.4)
It can be explicitly checked that if \( \Psi(q, \omega, \zeta, k) \) solves this equation, applying the transformation described in (2.20) to it generates another solution of the same equation.

The relevant AdS/CFT boundary conditions are,

\[
\lim_{\zeta \to 0} r^{\frac{d-2}{2}} \mathcal{P}_+^c \Psi = \mathcal{P}_+^c S_0 \psi_L, \quad \lim_{\zeta \to 1} r^{\frac{d-2}{2}} \mathcal{P}_+^c \Psi = \mathcal{P}_+^c S_0 \psi_R. \tag{3.5}
\]

Here \( S_0 \) is a constant boundary–to–bulk matrix \([2]\). It is defined in terms of the ingoing boundary-to-bulk propagator \( S^{\text{in}}(\omega, \zeta, k) \) as,

\[
S_0 \equiv \lim_{\zeta \to 0} r^{\frac{d-2}{2}} S^{\text{in}}(\omega, \zeta, k) = \lim_{\zeta \to 1} r^{\frac{d-2}{2}} S^{\text{in}}(\omega, \zeta, k). \tag{3.6}
\]

The above boundary conditions are a ‘doubled’ version of the standard semi–Dirichlet conditions in AdS/CFT. These boundary conditions uniquely determine the solution on the RN–SK geometry.

To see this, we begin with the most general combination of ingoing and outgoing solutions:

\[
\Psi(q, \omega, \zeta, k) = -S^{\text{in}}(q, \omega, \zeta, k) \psi_F(q, \omega, k) - S^{\text{out}}(q, \omega, \zeta, k) \psi_P(q, \omega, k) e^{\beta(\omega-q\mu)},
\]

\[
= -S^{\text{in}}(q, \omega, \zeta, k) \psi_F(q, \omega, k) - S^{\text{rev}}(q, \omega, \zeta, k) \psi_P(q, \omega, k) e^{\beta\omega(1-\zeta)+iq(\beta\mu-k)}. \tag{3.7}
\]

Here, we have defined,

\[
S^{\text{rev}}(q, \omega, \zeta, k) \equiv S^{\text{in}}(-q, -\omega, \zeta, -k), \tag{3.8}
\]

and we have used the \( \mathbb{Z}_2 \) action detailed in the last section to get the outgoing Hawking solution.

The boundary conditions described above fix

\[
\psi_F \equiv n_{\text{FD}} (\psi_R - \psi_L) - \psi_R, \quad \psi_P \equiv n_{\text{FD}} (\psi_R - \psi_L) \tag{3.9}
\]

with

\[
n_{\text{FD}} \equiv \frac{1}{e^{\beta(\omega-q\mu)} + 1} \tag{3.10}
\]

being the familiar Fermi–Dirac factor at finite chemical potential. We recognise here the \textit{retarded–advanced basis} (RA) for the boundary spinor sources \([19, 43]\). Thus, when written in the RA basis, the two combinations of sources precisely multiply the ingoing/quasi–normal bulk–to–boundary propagator and the outgoing bulk–to–boundary propagator respectively. This is analogous to the corresponding statements at zero chemical potential \([2–4, 7]\).

As pointed out in \([2]\), the above fact can be used to argue why the generating function of correlations computed using our holographic prescription satisfy both the Schwinger–Keldysh \textit{collapse rules} as well as the KMS conditions, i.e., the generating function cannot contain terms with only \( \psi_P \) or terms with only \( \psi_F \). Exactly the same argument is valid for the case of finite chemical potential presented here. We direct the reader to \([2]\) for more details.
Finally, in the *Keldysh–rotated* or *average–difference* basis, one gets,

$$
\Psi(v, \zeta, k) = S^{\text{in}} \psi_n - \left\{ \left( n_{\text{FD}} - \frac{1}{2} \right) S^{\text{in}} + n_{\text{FD}} e^{i \beta \omega (1-\zeta) + i q (i \beta \mu - k \cdot \mathbf{x})} \mathbf{r} \cdot \mathbf{j} \right\} \psi_d. \quad (3.11)
$$

This basis makes the Schwinger–Keldysh collapse rules manifest, i.e., there are no terms in the generating function for boundary correlators that have only $\psi_a$ terms. Equivalently, correlation functions composed of only the *difference* operator $O_d$ vanish. As we will see in §4, the influence phase that we derive for the open EFT precisely has this property.

4 Gradient expansion

In this section, we will find the solution to the Dirac equation in gradient expansion, generalizing the work of [2] to *charged* black branes. We only consider the case of a massless spinor field for simplicity.

We begin by writing the most general solution $\Psi \equiv \Psi(v, \zeta, x)$ in a gradient expansion, compatible with rotational invariance as,

$$
\Psi = \frac{1}{r^{d/2}} \left\{ 1 + C^{(1)}_a M^a \partial_v + D^{(1)}_a M^a \Gamma^{(i)} \partial_i + C^{(2)}_a M^a \partial_v^2 + D^{(2)}_a M^a \partial_i^2 + \ldots \right\} S_0 \psi \quad (4.1)
$$

where $\psi \equiv \psi(v, x)$ is the boundary spinor acting as a source at the boundary. The functions $\{C^{(i)}, D^{(j)}, \ldots\}$ are some unknown functions of the radial direction $\zeta$. The matrices $M^a$ that appear in the above equation belong to the set $\{I, \Gamma^{(i)}\}$ and in order to satisfy the Dirac equation $(3.4)$ at zero derivative order, we will fix $S_0$ to be a constant matrix annihilated by $\Gamma$, i.e., $\Gamma S_0 = 0$.

The bulk–to–boundary Green’s function satisfying ingoing boundary conditions can be computed by substituting the above ansatz into the Dirac equation and solving it order by order in derivative expansion. In the Fourier domain we get an expression of the form,

$$
S^{\text{in}} = \frac{1}{r^{d/2}} \left\{ 1 + \frac{\beta}{2} \left( H \Gamma^{(i)} - H_{(0)} \right) \Gamma^{(i)} k_i - \frac{\beta^2 \omega}{2} \left( \tilde{H} \Gamma^{(i)} - \tilde{H}_{(0)} \right) \Gamma^{(i)} k_i - \frac{\beta^2 k^2}{8} \left( f G^2 - f_{(0)} G^2_{(0)} \right) - \frac{\beta^2 k^2 H c}{4} \left( H \Gamma^{(i)} - H_{(0)} \right) + \ldots \right\} S_0. \quad (4.2)
$$

where $k^2 = k_i k^i$ and the subscript ‘$(0)$’ denotes the value of the functions at the conformal boundary, $\zeta = 0$. The unknown functions $H, \tilde{H},$ and $G$ must satisfy the following radial differential equations:

$$
\frac{d}{d \zeta} \left( e^{i q \lambda} \sqrt{f} H \right) = e^{i q \lambda} \sqrt{f}, \quad \frac{d}{d \zeta} \left( e^{i q \lambda} \sqrt{f} \tilde{H} \right) = e^{i q \lambda} \sqrt{f} H, \quad \frac{d}{d \zeta} \left( \sqrt{f} G \right) = \sqrt{f}. \quad (4.3)
$$

Since we want an ingoing solution, we take $H, \tilde{H},$ and $G$ to be analytic at the outer horizon which then implies that the functions $\sqrt{f}H, \sqrt{f}\tilde{H}$ and $\sqrt{f}G$ should vanish at the outer horizon. With this boundary condition specified, the above ODEs have a unique solution.
Given the above ingoing solution, the corresponding solution on the RN–SK geometry follows by using the formulae derived in §3. We will end this section by quoting the result for the influence phase in average–difference basis:

\[ S_{\text{IF}}[\psi_a, \psi_d] = \int d^d x \int \frac{d\zeta}{2\pi i} \left( \prod_{\zeta=0}^{\zeta=1} \Psi^d_{\psi_a} \psi_d + \Psi^d_{\psi_d} \psi_a + \Psi^d_{\psi_d} S^{aa} \psi_a \psi_d \right) \]  

(4.4)

where \( S^{ad}, S^{da}, \) and \( S^{aa} \) are the retarded, advanced and Keldysh Green’s functions respectively. When the dimension of the boundary theory, \( d \), is odd, their explicit forms are given by,

\[ S^{ad} = \gamma^{(v)} - \beta H(0) \gamma^{(i)} k_i + \beta^2 \omega \gamma^{(i)} k_i H(0) + \frac{\beta^2 k^2 (H(0))^2}{2} \gamma^{(v)} + \ldots \]

\[ S^{da} = - \left( \gamma^{(v)} + \beta H^*(0) \gamma^{(i)} k_i + \beta^2 \omega \gamma^{(i)} k_i H^*(0) + \frac{\beta^2 k^2 (H^*(0))^2}{2} \gamma^{(v)} + \ldots \right) \]

\[ S^{aa} = e \gamma^{(v)} + \frac{\beta \omega (1 - e^2)}{2} \gamma^{(v)} - \frac{\beta^2 \omega^2 [e (1 - e^2)] \gamma^{(v)} + \frac{\beta (H(0) - H^*(0))}{2} \gamma^{(v)} + \ldots}{4} \]

\[ + \frac{\beta^2 \omega^2}{4} \gamma^{(i)} k_i \left( (1 - e^2)(H^*(0) - H(0)) + 2 e (H^*(0) + H(0)) \right) + \frac{e \beta^2 k^2 [(H^*(0))^2 + H^2(0)]}{4} \gamma^{(v)} + \ldots \]  

(4.5)

where we have expanded the Fermi–Dirac factors in powers of \( \omega \) and the superscript ‘*’ denotes the replacement \( q \rightarrow -q \) in the arguments of the functions. We use the letter \( e \) to denote the ground state charge

\[ e \equiv \frac{1}{1 + e^{-\beta \mu}} - \frac{1}{1 + e^{\beta \mu}} , \]  

(4.6)

which is the difference between the ground–state occupation of fermionic particles and anti–particles. A similar set of expressions can be obtained if \( d \) is even, as described in [2].

This influence phase obeys the 2–point KMS relation which takes the following form in the a-d basis,

\[ S^{aa} = \frac{1}{2} \frac{e^{\beta \omega} - z}{e^{\beta \omega} + z} \left( S^{ad} - S^{da} \right) . \]  

(4.7)

In the limit \( \omega, k \rightarrow 0 \), the influence phase has a very simple form,

\[ S_{\text{IF}} = \int d^d x \int \psi^d_{\psi_a} \psi^d_{\psi_d} \psi^d_{\psi_d} = e \psi^d_{\psi_d} \psi^d_{\psi_d} \]  

(4.8)

Finally, in the limit of uncharged black branes or vanishing chemical potential \( (q, \mu \rightarrow 0) \), all these Green’s functions and the influence phase match with the results derived in [2].

5 Conclusions and future directions

In this note we extended the prescription for gravitational Schwinger–Keldysh saddles to the case of charged black branes. This geometry is dual to the real–time evolution of a CFT
held at a finite temperature and chemical potential. Our prescription is a straightforward generalisation of the original grSK prescription [1–4]. In this geometry, we describe how to obtain the outgoing or Hawking modes from the ingoing quasi–normal modes via a CPT transformation.

In order to test the above prescription, we probe the RN–AdS black brane with Dirac fermions charged under the gauge field. Using this solution, we derive the influence phase of a probe fermion interacting with the holographic CFT [2]. We show that the correlators derived using this holographic prescription satisfy the desired KMS relations dressed with the correct Fermi–Dirac factors. This is our central result which generalises the results of [2] to include the chemical potential of the CFT. Further, specialising to the case of massless fields, we derive the quasi–normal modes up to second order in a boundary derivative expansion.

A natural follow up to this study would be to examine the near–extremal limit. In this limit, the outer and the inner horizons come close to each other and can lead to the pinching of the holographic radial contour. It would be interesting to see how this should be dealt with and make contact with the derivative expansion in near–extremal branes recently claimed in [44].
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