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Abstract

Kernel regression is an important nonparametric learning algorithm with an equivalence to neural networks in the infinite-width limit. Understanding its generalization behavior is thus an important task for machine learning theory. In this work, we provide a theory of the inductive bias and generalization of kernel regression using a new measure characterizing the “learnability” of a given target function. We prove that a kernel’s inductive bias can be characterized as a fixed budget of learnability, allocated to its eigenmodes, that can only be increased with the addition of more training data. We then use this rule to derive expressions for the mean and covariance of the predicted function and gain insight into the overfitting and adversarial robustness of kernel regression and the hardness of the classic parity problem. We show agreement between our theoretical results and both kernel regression and wide finite networks on real and synthetic learning tasks.

1. Introduction

Kernel (ridge) regression — simply linear (ridge) regression with a kernel function replacing the standard dot product between data vectors — is an influential nonparametric learning algorithm with broad use across domains (de Vlaming & Groenen, 2015; Exterkate et al., 2016; Schulz et al., 2018). Theoretical interest in this algorithm has increased significantly in recent years due to the discovery that both Bayesian and trained neural networks converge to kernel regression in the infinite-width and infinite-time limit (Jacot et al., 2018; Lee et al., 2018), with one well-known paper declaring that “to understand deep learning we need to understand kernel learning” (Belkin et al., 2018). As relevant insights will elucidate both kernel regression and deep learning, understanding kernel regression is thus an important endeavor for the field of machine learning theory.

The most important desideratum of a learning algorithm is good generalization to unseen data. The generalization of deep neural networks remains mysterious, with a full quantitative theory still out of reach. Fortunately, Bordelon et al. (2020) made important progress towards understanding the generalization of kernel regression by deriving approximate analytical expressions for test mean-squared error (MSE) depending on the target function, kernel eigensystem, and training set size. Their final expressions quantify a spectral bias seen in many other studies: as points are added to the training set, higher eigenmodes are learned first.

However, that important study does not close the case on the theory of kernel regression for several reasons: (a) the authors provide no exact results, only approximations, and (b) there are many functionals of interest besides MSE. For example, the ability to also quantitatively predict the mean squared gradient \( \mathbb{E}_x [\| \nabla_x \hat{f}(x) \|^2] \) for various domains and hyperparameters would be of clear use for the study of adversarial examples, which are essentially a phenomenon of surprisingly large gradient. Furthermore, (c) their derivations rely on heavy mathematical machinery, including a matrix PDE and replica calculations, that somewhat obscure the path to their main result, and (d) though they reveal that higher eigenmodes are better-learned, we find that there is a precise sense in which eigenmodes compete to be learned, which, to our knowledge, has not been described in any previous work.

1.1. Summary of Paper

In this work, we address points (a-d) with a new account of the generalization of kernel regression. To do so, we introduce two theoretical objects: the learning transfer matrix and a measure of generalization we call the learnability of the target function. The learning transfer matrix describes the action of the kernel regression operator in the kernel eigenbasis, transforming target eigencoefficients into predicted eigencoefficients, and is our principal object of study.
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Learnability is the normalized inner product between the target and predicted functions. Learnability is intimately related to the bias term of the bias-variance decomposition of MSE and to the signal capture threshold of Jacot et al. (2020). We prove that, for kernel eigenmodes, it has several natural properties that MSE does not, including boundedness in $[0, 1]$ and monotonic improvement with training set size.

We begin by deriving several exact results describing these quantities and their dependence upon kernel eigenvalues. Our first main result (Theorem 3.2) is a conservation law describing the inductive bias of kernel regression: the sum of the learnabilities of any complete basis of target functions is at most the training set size. In the ridgeless case, this sum is exactly the training set size, independent of the kernel. This provides a concrete, intuitive picture of the design tradeoffs inherent in choosing a kernel: a kernel has a fixed budget of learnability it must divide among its eigenmodes.

We then use our framework to derive approximate expressions for the statistics of the predicted function. We make a set of approximations similar to those of Bordelon et al. (2020), but our derivation is quite different and uses only basic linear algebra. We derive expressions for both the mean and covariance of the target function (Theorem 4.1): in addition to recovering the expression for MSE of Bordelon et al. (2020), our results are sufficient to calculate other functionals of interest, such as the mean squared gradient. In concordance with the common notion of spectral bias, we find that a function is more learnable the more weight it places in higher-eigenvalue modes. We illustrate the power of our framework with a new result regarding the hardness of the parity problem for rotation-invariant kernels.

Along the way, we derive two results that shed light on the nature of overfitting in kernel regression. First, we prove that kernel regression necessarily generalizes with worse-than-chance MSE when attempting to learn a sufficiently low-learnability function, and that such a function always exists. Second, we show that, for modes below a certain eigenvalue threshold, MSE increases with additional samples in the small dataset regime because the model mistakenly explains them using more learnable modes. This phenomenon has appeared in the empirical results of other recent studies, but has never been explained.

We then run many experiments on both real and synthetic datasets that corroborate our theoretical results. Using both kernel regression and wide, deep neural networks, we find excellent agreement with our theoretical predictions of the kernel conservation law, the first- and second-order statistics of the predicted function including the mean squared gradient, and overfitting at low dataset size. Finally, repeating one experiment with varying network width, we find good agreement even down to width 20, suggesting that kernel eigenanalysis may be a fruitful approach even for the study of finite networks outside the kernel regime.

We conclude by discussing promising extensions and implications for the study of deep learning. The generalization of deep learning systems has long defied theoretical understanding, and even now there are few cases in which one can predict an interesting quantity or effect from first principles and then observe it in a deep learning experiment with excellent numerical agreement. These few well-understood cases are rare firm platforms on which future understanding can build. Our results provide several new well-understood quantities and phenomena regarding wide networks’ inductive bias, generalization, overfitting, and robustness, yielding new tools and insights for future studies.

1.2. Related Work

The generalization of kernel regression was first studied in the Gaussian process literature (Sollich, 1999; Vivarelli & Opper, 1999; Sollich, 2001). These works typically assumed a restricted teacher-student framework, and none considered the problem in full generality.

Jacot et al. (2020) study the generalization of kernel ridge regression for positive ridge parameter using random matrix theory techniques. Their “reconstruction operator” is closely related to our learning transfer matrix, and their “signal capture threshold” $\vartheta$ is proportional to the constant $t$ from Bordelon et al. (2020) and is the same as our constant $C$. They derive the mean predicted function and some, but not all, of its second-order statistics, a picture which our results complete.

Canatar et al. (2021) applied the work of Bordelon et al. (2020) to understanding certain generalization phenomena. One of their main insights is that learning curves can be nonmonotonic in the presence of zero eigenvalues and noise. Our overfitting results, though of a different nature, can be seen as generalizing this observation: we show that nonmonotonic learning curves in fact require neither zero eigenvalues nor noise, only a sufficiently low eigenvalue.

The general observation that higher eigenmodes are easier learned appears in many recent works and is the essence of neural networks’ “spectral bias” towards simple functions (Valle-Perez et al., 2018; Yang & Salman, 2019), which is apparent in both training speed (Rahaman et al., 2019; Xu et al., 2019b; a; Xu, 2018; Cao et al., 2019; Su & Yang, 2019) and generalization (Arora et al., 2019).

2. Theoretical Setup

2.1. Setting and Review of Kernel Regression

We consider the task of inferring an $m$-element function $f : \mathcal{X} \rightarrow \mathbb{R}^m$ given a set of $n$ unique training points
\( D = \{ x_i \}_{i=1}^{n} \subseteq \mathcal{X} \) and their corresponding function values \( f(D) \subseteq \mathbb{R}^{n \times m} \). In the typical setting, data are drawn i.i.d. from a nonuniform distribution over a continuous \( \mathcal{X} \). However, we find a much simpler analysis is possible if we instead consider a discrete problem that includes this setting as a limit: we let \( \mathcal{X} \) be discrete with cardinality \( |\mathcal{X}| = M \) and assume the \( n \) samples are chosen randomly from \( \mathcal{X} \) without replacement. By taking \( M \to \infty \) and allowing \( \mathcal{X} \) to fill a region of \( \mathbb{R}^d \) with nonuniform density, we can later recover the continuous limit.

Kernel regression is defined by the inference equation

\[
\hat{f}(x) = K(x, D)(K(D, D) + \delta I_n)^{-1} f(D),
\]

where \( \hat{f} \) is the predicted function, \( \delta \geq 0 \) is the ridge parameter, \( K : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \) is the kernel function, \( K(D, D) \) is the “kernel matrix” with components \( K(D, D)_{ij} = K(x_i, x_j) \), and \( K(x, D) \) is a row vector with components \( K(x, D)_i = K(x, x_i) \).

Remarkably, for an infinite-width neural network trained to convergence on MSE loss, the predicted function is given by ridgeless kernel regression with the network’s “neural tangent kernel” (NTK) (Jacot et al., 2018; Lee et al., 2019). For unfamiliar readers, we define and motivate the NTK in Appendix B.

It follows from the form of Equation 1 that the \( m \) indices of \( f \) can each be treated separately: one can equivalently perform kernel regression on each index separately and simply vectorize the results. We thus hereafter assume \( m = 1 \) as the extension to \( m > 1 \) is trivial.

Given two functions \( g, h \), we define their inner product to be \( \langle g, h \rangle \equiv \mathbb{E}_{x \in \mathcal{X}} g(x)h(x) \), and we define the norm of a function \( g \) to be \( \|g\|_2 \equiv \langle g, g \rangle^{1/2} \).

### 2.2. The Learning Transfer Matrix

We now translate Equation 1 into the eigenbasis of the kernel. Any kernel function must be symmetric and positive semidefinite (Shawe-Taylor et al., 2004), which implies that we can find a set of orthonormal eigenfunctions \( \{ \phi_i \}_{i=1}^{M} \) and nonnegative eigenvalues \( \{ \lambda_i \}_{i=1}^{M} \) that satisfy

\[
\langle K(x, \cdot), \phi_i \rangle = \lambda_i \phi_i(x), \quad \langle \phi_i, \phi_j \rangle = \delta_{ij}.
\]

We will assume for simplicity that \( K \) is positive definite and \( \lambda_i > 0 \), which will be true in most cases of interest.\(^1\)

We first decompose \( f \) and \( \hat{f} \) into weighted sums of the eigenfunctions as

\[
f(x) = \sum_{i=1}^{M} v_i \phi_i(x), \quad \hat{f}(x) = \sum_{i=1}^{M} \hat{v}_i \phi_i(x),
\]

where \( v \) and \( \hat{v} \) are vectors of coefficients. We note that \( \langle f, \hat{f} \rangle = v^T \hat{v} \). As \( K(x_1, x_2) = \sum_{i=1}^{M} \lambda_i \phi_i(x_1)\phi_i(x_2) \), we next decompose the kernel matrix as \( K(D, D) = \Phi^T \Lambda \Phi \), where \( \Phi_{ij} \equiv \phi_i(x_j) \) is the \( M \times n \) “design matrix” and \( \Lambda \equiv \text{diag}(\lambda_1, \ldots, \lambda_M) \) is a diagonal matrix of eigenvalues.

The predicted coefficients \( \hat{v} \) are given by

\[
\hat{v}_i = \langle \phi_i, \hat{f} \rangle = \lambda_i \phi_i(K(D, D) + \delta I_n)^{-1} \Phi^T v.
\]

Stacking these coefficients into a matrix equation, we find

\[
\hat{v} = \Lambda \Phi \left( \Phi^T \Lambda \Phi + \delta I_n \right)^{-1} \Phi^T v = T^{(D)} v,
\]

where the learning transfer matrix \( T^{(D)} \equiv \Lambda \Phi \left( \Phi^T \Lambda \Phi + \delta I_n \right)^{-1} \Phi^T \) is an \( M \times M \) matrix, independent of \( f \), that fully describes the model’s learning behavior on a training set \( D \).

### 2.3. Learnability

We define the learnability of a target function \( f \) as

\[
\mathcal{L}^{(D)}(f) \equiv \frac{\langle f, \hat{f} \rangle}{\| f \|_2^2}, \quad \mathcal{L}(f) \equiv \mathbb{E}_D \left[ \mathcal{L}^{(D)}(f) \right],
\]

where \( \mathcal{L}^{(D)}(f) \) (the “\( D \)-learnability”) is defined for a particular dataset and \( \mathcal{L}(f) \) (the “learnability”) is its expectation over datasets. We analogously define \( D \)-MSE and MSE as

\[
\mathcal{E}^{(D)}(f) \equiv \| f - \hat{f} \|_2^2, \quad \mathcal{E}(f) \equiv \mathbb{E}_D \left[ \mathcal{E}^{(D)}(f) \right].
\]

Learnability is a peculiar quantity at first glance and deserves some motivation. It is of interest for several reasons:

- \( \| f \|_2^2 (1 - \mathcal{L}(f)) \) is a lower bound for the bias term in the standard bias-variance decomposition of MSE (see Appendix D.4). Constraining learnability thus yields a bound on MSE.

- For kernel regression, learnability has several desirable properties that MSE does not. In particular, when \( f \) is an eigenfunction, it is bounded in \([0, 1]\) and only improves with the addition of more data (Lemma 3.1).

- Learnability obeys a conservation law and provides a useful way to view a kernel’s budget of inductive bias.

- Our approximate results can be expressed simply in terms of modewise learnabilities.
3. Exact Theoretical Results

We now present several exact results regarding learnability and the learning transfer matrix. All theoretical results henceforth are specialized to kernel regression. We relegate all proofs to Appendix D.

**Lemma 3.1.** The following properties of $T^{(D)}$, $\mathcal{L}^{(D)}$, $\mathcal{L}$, and $\{\phi_i\}_{i=1}^{M}$ hold:

(a) $\mathcal{L}^{(D)}(\phi_i) = T^{(D)}_{ii}$, and $\mathcal{L}(\phi_i) = \mathbb{E}\left[T^{(D)}_{ii}\right]$.

(b) $\mathcal{L}(\phi_i), \mathcal{L}^{(D)}(\phi_i) \in [0, 1]$.

(c) When $n = 0$, $T^{(D)} = 0_M$ and $\mathcal{L}^{(D)}(f) = \mathcal{L}(f) = 0$.

(d) When $n = M$ and $\delta = 0$, $T^{(D)} = I_M$ and $\mathcal{L}^{(D)}(f) = \mathcal{L}(f) = 1$.

(e) Let $D_+$ be $D \cup x$, where $x \in X$, $x \notin D$ is a new data point. Then $\mathcal{L}^{(D+)}(\phi_i) \geq \mathcal{L}^{(D)}(\phi_i)$.

(f) $\frac{\partial}{\partial \delta_i} \mathcal{L}^{(D)}(\phi_i) \geq 0$ and $\frac{\partial}{\partial \delta_i} \mathcal{L}^{(D)}(\phi_i) \leq 0$.

(g) $\frac{\partial}{\partial \delta} \mathcal{L}(\phi_i) \leq 0$.

Property (a) in Lemma 3.1 formalizes the relationship between the transfer matrix and learnability. Properties (b-e) together give an intuitive picture of the learning process: the learnability of each eigenfunction monotonically increases from zero as the training set grows, attaining its maximum of one in the ridgeless, maximal-data limit. Properties (f-g) show that the kernel eigenmodes are in competition: increasing one eigenvalue while fixing all others can only improve the learnability of the corresponding eigenfunction, but can only harm the learnabilities of all others. Property (h) shows that a ridge parameter only harms eigenfunction learnability.

We now present the conservation law obeyed by learnability.

**Theorem 3.2** (Conservation of learnability). For any complete basis of orthogonal functions $\mathcal{F}$, with zero ridge parameter,

$$\sum_{f \in \mathcal{F}} \mathcal{L}^{(D)}(f) = \sum_{f \in \mathcal{F}} \mathcal{L}(f) = n, \quad (8)$$

and with positive ridge parameter,

$$\sum_{f \in \mathcal{F}} \mathcal{L}^{(D)}(f) < n \quad \text{and} \quad \sum_{f \in \mathcal{F}} \mathcal{L}(f) < n. \quad (9)$$

To understand the significance of this result, consider that one might naively hope to design a (neural tangent) kernel that achieves generally high performance for all target functions $f$. Theorem 3.2 states that this is impossible because, averaged over a complete basis of functions, *all kernels achieve the same learnability*. Because there exist no universally high-performing kernels, we must instead aim to choose a kernel that assigns high learnability to task-relevant functions.

This result concretizes the notion of *inductive bias* for kernel regression. A learning algorithm’s inductive bias is the set of (implicit or explicit) assumptions about the nature of the target function that allow it to generalize to new data. As no algorithm can generalize well on all functions, an algorithm’s inductive bias is a design choice with inherent tradeoffs: enabling generalization on one subset of target functions typically means harming generalization on another. For complex models used in practice, the inductive assumptions are highly implicit and the nature of these tradeoffs has long been unclear. By contrast, Theorem 3.2 makes these tradeoffs explicit, precisely characterizing a model’s inductive bias as a fixed budget of learnability it must divide among each set of orthogonal functions. The fact that this budget is exactly known (as opposed to being a bounded but unknown constant) will simplify our later derivations and allow us insight into the parity problem.

This theorem is similar in spirit to the classic “no-free-lunch” theorem for learning algorithms, which states that, averaged over all classification target functions, all models perform at chance level (Wolpert, 1996). However, Theorem 3.2 holds for any orthogonal basis of functions and thus gives a much stronger condition than the classic result. In subsequent derivations, we will choose this basis to be the eigenbasis.

A natural consequence of the bounded total learnability is that, if some functions are more learnable than average, others must be less. The following corollary states that, for these “losing” functions, the model *overfits*, and MSE evaluated off the training set is worse than that obtained by simply predicting zero.

**Corollary 3.3** (Low-$\mathcal{L}$ functions are overfit). There is always a function for which $\mathcal{L}(f) \leq \frac{1}{M}$. If $\delta = 0$, the mean off-training-set MSE for any such function is at least as high as would be obtained by always predicting zero.

It is, in some cases, intuitive that such a threshold exists: for example, a sufficiently-high-frequency function on a continuous input space will appear to be noise and will be overfit. However, it is perhaps surprising that even when learning a noiseless function on a finite input space, there must always be functions that are overfit.

---

\(^2\)For example, choosing a linear model often leads to good performance on linear targets but poor performance on nonlinear targets.
4. Approximate Theoretical Results

We now obtain expressions for the mean and covariance of the learning transfer matrix and thus of the predicted function. Our derivation involves only basic linear algebra. We give the full derivation in Appendix E and sketch our method here. We first set the ridge parameter $\delta \to 0$, then take the following steps:

1. We observe that the only random variable is a design matrix $\Phi$. The expectation is taken over many (i.e., $\frac{M!}{(M-n)!}$) such matrices, each obeying $\Phi^T \Phi = M I_n$. We approximate this expectation with a continuous average over all $\Phi$ obeying this condition.

2. We show via symmetry that the off-diagonal elements of $E[T^{(D)}]$ are zero.

3. We show that the diagonal elements are given by

$$E[T^{(D)}]_{ii} = E\left[\frac{\lambda_i}{\lambda_i + C^{(D)}_i}\right],$$  \hspace{1cm} (10)

where $C^{(D)}_i$ is independent of $\lambda_i$. We argue that, in cases of interest, $C^{(D)}_i$ will concentrate around a mode-independent constant, so we replace it by its deterministic mean $C$.

4. Having fixed the form of $E[T^{(D)}]$, we fix the constant $C$ using Theorem 3.2.

5. By taking a derivative of $T^{(D)}$ w.r.t. $\Lambda$, we find the covariance of $T^{(D)}$ with no additional approximations.

6. Noting that the ridge parameter can be seen essentially as a small increase to all eigenvalues, we immediately extend our results to nonzero ridge.

Our final expressions simplify if either $M \to \infty$ or $\delta = 0$ (to the same results in either limit), so we report these limits here and provide the general expressions in our derivations.

**Theorem 4.1** (Statistics of the learning transfer matrix),

Under the above approximations, if either $M \to \infty$ or $\delta = 0$, the mean and covariance of the learning transfer matrix are given by

$$E\left[T^{(D)}_{ij}\right] = \delta_{ij} \mathcal{L}_i,$$  \hspace{1cm} (11)

$$\text{Cov}\left[T^{(D)}_{ij}, T^{(D)}_{ik}\right] = \frac{\mathcal{L}_i(1 - \mathcal{L}_j)\mathcal{L}_k(1 - \mathcal{L}_i)}{n - \sum_{m=1}^M \mathcal{C}_m^2} \cdot (\delta_{ik}\delta_{j\ell} + \delta_{i\ell}\delta_{jk} - \delta_{ij}\delta_{k\ell}),$$  \hspace{1cm} (12)

where $\mathcal{L}_i = \mathcal{L}(\phi_i) = \frac{\lambda_i}{\lambda_i + C}$  \hspace{1cm} (13)

and $C \geq 0$ satisfies

$$\sum_{i=1}^M \frac{\lambda_i}{\lambda_i + C} + \frac{\delta}{C} = n.$$  \hspace{1cm} (14)

The learnability of an eigenfunction $\phi_i$ thus depends solely on the comparison of its eigenvalue to the constant $C$: if $\lambda_i \gg C$, the mode is learned, and if $\lambda_i \ll C$, it is not learned. As $n$ grows, $C$ monotonically decreases and makes successively lower eigenmodes learnable. This observation was also made by Jacot et al. (2020). In practice, Equation 14 can be numerically solved for $C$, but we also provide bounds on $C$ in terms of $\{\lambda_i\}$, in Appendix E.8 as a tool for analytical study.

Under Theorem 4.1, the learnability of an arbitrary function is $\mathcal{L}(f) = \frac{1}{\sqrt{n}} \sum_i v_i^2 \mathcal{L}_i$. A function is thus more learnable the more weight it places in high eigenvalue modes. As noted by Canatar et al. (2021), higher eigenmodes are typically simpler functions, and this bias towards high eigenmodes is the underlying explanation for (wide) neural networks’ “spectral bias” towards low-frequency functions. However, we note that one can design a kernel with complex high eigenmodes (e.g. ?), and thus while spectral bias is merely a consequence of the kernels used in practice, the bias towards high eigenmodes is universal.

We extend these results to settings with target noise in Appendix E.7.

4.1. MSE and the Covariance of $\hat{f}$

Noting that $\mathcal{E}(f) = E[|v - \hat{v}|^2]$, recalling that $\hat{v} = T^{(D)}v$, and using Theorem 4.1 to evaluate a sum over eigenmodes, we recover the result of Bordelon et al. (2020) for expected MSE:

$$\mathcal{E}(f) = \frac{n}{n - \sum_m \mathcal{C}_m^2} \sum_i \left(1 - \mathcal{L}_i\right)^2 v_i^2.$$  \hspace{1cm} (15)
Taking a sum over indices of $v$, we find that the covariance of the predicted function can be written simply in terms of MSE as\(^3\)

$$\text{Cov}[\hat{v}_i, \hat{v}_j] = \frac{L^2}{n} \delta_{ij}. \quad (16)$$

### 4.2. Learning Speeds and Double Descent

The denominator in Equation 12 and Equation 15 can also be written as $\sum_{m=1}^M L_m(1 - L_m) + \frac{\delta}{C}$. The quantity $L_m(1 - L_m)$ intuitively represents the rate at which mode $m$ is being learned, as can be seen from the observation that

$$\frac{dL_i}{dn} = \frac{L_i(1 - L_i)}{\sum_{m=1}^M L_m(1 - L_m) + \delta}. \quad (17)$$

This equation states that a new unit of learnability (i.e., a new data point) is split between all eigenmodes in proportion to $L_i(1 - L_i)$ (with a portion proportional to $\frac{\delta}{C}$ sacrificed to the ridge parameter).

$L_m(1 - L_m)$ is small for well- or poorly-learned modes and maximal when $L_m = \frac{1}{2}$. MSE is thus very high when all modes are either fully learned or not learned at all, which happens when the tail eigenvalues $\{\lambda_i\}_{i>n}$ are either zero or very small relative to $\{\lambda_i\}_{i\leq n}$. This is intimately related to the well-known double-descent phenomenon in which MSE peaks when the rank of the kernel equals $n$ (Belkin et al., 2019; Mei & Montanari, 2019).

### 4.3. Mean Squared Gradient

Equations 11 and 12 for the statistics of the predicted function are important because they allow the prediction, and thus the theoretical study, of a wide array of functionals of $\hat{f}$ for kernel regression and wide neural networks. There are many such functionals, and we admittedly cannot foresee which will prove most important; instead of having a narrow use case as motivation, we rather believe that the ability to predict generic 2nd-order statistics is a versatile new tool which is likely to have many applications.

That said, for concreteness, we highlight one such use case here. Adversarial examples are essentially a phenomenon of surprisingly large gradient, so the study of adversarial robustness would greatly benefit by the ability to study from first principles how problem parameters — e.g., data dimension, target function, and dataset size — affect the typical function gradient. One quantification of this, the mean squared gradient, is given by

$$E_x\left[\left|\nabla_x \hat{f}(x)\right|^2\right] = \sum_{ij} E[\hat{v}_i \hat{v}_j] G_{ij}, \quad (18)$$

where $G_{ij} \equiv E_x[\nabla_x \phi_i(x) \cdot \nabla_x \phi_j(x)]$, and can be predicted using Theorem 4.1.

### 4.4. Case Study: the Parity Problem

Setting aside the fact that Theorem 3.2 enabled a transparent new derivation of the statistics of $\hat{f}$, one might fairly question the value of our learnability framework as opposed to, e.g., the eigenvalue-centric approach of Bordelon et al. (2020). We demonstrate the power of our framework by using it to easily derive a new result regarding the hardness of the classic parity problem. The domain of this problem is the hypercube $X = \{-1, +1\}^d$, over which we define the subset-parity functions

$$\phi_S(x) = (-1)^{\sum_{i\in S} 1[i_i=1]}, \quad (19)$$

where $S \subseteq \{1, ..., d\} \equiv [d]$. The objective is to learn $\phi_{[d]}$. This was shown to be exponentially hard for Gaussian kernel methods by Bengio et al. (2006); here we extend this result to arbitrary rotation-invariant kernels.

For any rotation-invariant kernel, such as the NTK of a fully-connected neural network, $\{\phi_S\}_S$ are the eigenfunctions, with degenerate eigenvalues $\{\lambda_k\}_{k=0}^d$ depending only on $k = |S|$. Yang & Salman (2019) proved that, for any fully-connected kernel, the even and odd eigenvalues each obey an ordering in $k$. Letting $d$ be odd for simplicity, this result and Equation 13 imply that $L_1 \geq L_3 \geq \ldots \geq L_d$. Counting level degeneracies, this is a hierarchy of $2^{d-1}$ learnabilities of which $L_d$ is the smallest. The conservation law of 3.2 then implies that

$$L_d \leq \frac{n}{2^{d-1}}, \quad (20)$$

which, using the fact that $E \geq (1 - L)^2$, implies that

$$E(\phi_{[d]}) \geq \left(1 - \frac{n}{2^{d-1}}\right)^2. \quad (21)$$

Obtaining an MSE below a desired threshold $\epsilon$ thus requires at least $n_{\text{min}} = 2^{d-1}(1 - \epsilon^{1/2})$ samples, which is exponential in $d$, our desired result. This analysis was made simple with our conservation law formulation, but is not at all obvious when MSE is written in terms of eigenvalues as in prior work.

### 4.5. Overfitting at Low $n$

Expanding an eigenfunction’s MSE at low $n$, we find that $E(\phi_i)|_{n=0} = 1$ and

$$\frac{dE(\phi_i)}{dn} \bigg|_{n=0} = \frac{1}{\sum_j \lambda_j + \delta} \left[ \sum_j \lambda_j^3 - 2\lambda_i \right]. \quad (22)$$
This implies that, at small \( n \), MSE increases as samples are added for all modes \( i \) such that

\[
\lambda_i < \frac{\sum_j \lambda_j^2}{2(\sum_j \lambda_j + \delta)}.
\]  

(23)

Because learnability (the projection of \( \hat{f} \) onto \( \phi_i \)) is nonnegative, this worsening MSE is due to overfitting: confidently mistaking \( \phi_i \) for more learnable modes. This expression confirms the intuitive expectation that increasing the ridge parameter tightens the eigenvalue threshold of Equation 23 and combats overfitting. This explains why MSE increases with \( n \) when learning difficult target functions in many of the experiments of Bordelon et al. (2020) and Misiaikiewicz & Mei (2021), a fact which has not previously been explained. In studying MSE near \( n = M \), Canatar et al. (2021) found a different class of increasing MSE curve, but they required both noise and a zero eigenvalue; by contrast, our observation is significantly more general, requiring only a sufficiently small eigenvalue.

5. Experimental Verification of Theoretical Results

We now perform experiments to confirm our various theoretical results for both ridgeless NTK regression and wide neural networks. Unless otherwise stated, all neural network experiments used a fully-connected (FC) four-hidden-layer (4HL) ReLU architecture with width 500 trained to convergence. We use the neural_tangents library (Novak et al., 2019) to perform NTK regression. Our experiments use both real image datasets and synthetic target functions on the following three domains.

1. Discretized Unit Circle. The simplest input space we consider is the discretization of the unit circle into \( M \) points, \( \mathcal{X} = \{ (\cos(2\pi j/M), \sin(2\pi j/M)) \}_{j=1}^{M} \). Unless otherwise stated, we use \( M = 256 \). The eigenfunctions on this domain are \( \phi_0(\theta) = 1 \), \( \phi_k(\theta) = \sqrt{2} \cos(k\theta) \), and \( \phi'_k(\theta) = \sqrt{2} \sin(k\theta) \), for \( k \geq 1 \).

2. Hypercube. We also perform experiments on the \( d \)-dimensional hypercube, \( \mathcal{X} = \{-1, 1\}^d \), giving \( M = 2^d \). As stated in Section 4.4, the eigenfunctions on this domain are the subset-parity functions with eigenvalues determined by the number of sensitive bits \( k \).

3. Hypersphere. To demonstrate that our results extend to continuous domains, we perform experiments on the \( d \)-sphere \( S^d = \{ x \in \mathbb{R}^{d+1} \mid x^2 = 1 \} \). The eigenfunctions on this domain are the hyperspherical harmonics (see, e.g., Frye & Efthimiou (2012); Bordelon et al. (2020)) which group into degenerate sets indexed by \( k \in \mathbb{N} \). The corresponding eigenvalues decrease exponentially with \( k \), and so when summing over all eigenmodes when computing predictions, we simply truncate the sum at \( k_{\text{max}} = 70 \).

Figure A.6 shows the eigenvalues for these domains as a function of \( k \). On each domain, eigenvalues decrease essentially monotonically as \( k \) increases, in concordance with
For difficult eigenmodes, MSE increases with \( n \) due to overfitting. Predicted MSE (curves) and empirical MSE for trained networks (circles) and NTK regression (triangles) for four eigenmodes on three domains at small \( n \). Dotted lines indicated \( d\mathcal{E}/dn|_{n=0} \) as predicted by Equation 22.

Figure 3: For difficult eigenmodes, MSE increases with \( n \) due to overfitting. Predicted MSE (curves) and empirical MSE for trained networks (circles) and NTK regression (triangles) for four eigenmodes on three domains at small \( n \). Dotted lines indicated \( d\mathcal{E}/dn|_{n=0} \) as predicted by Equation 22.

Predicted mean squared gradient matches experiment. Predicted mean squared gradient (curves) and empirical values for trained networks (circles) and kernel regression (triangles) for \( k = 2 \) modes on hyperspheres with \( d \in \{3, 5, 8\} \), normalized by the ground-truth values.

The common intuition that neural nets are biased towards simple functions. Figure A.7 shows the eigenvalues and eigencoefficients for the binary image classification tasks used in our experiments.

Kernel conservation law. We first verify that total learnability equals the training set size. On the unit circle with \( M = 10 \), we train models on all 10 eigenfunctions with the same dataset \( \mathcal{D} \) and compute their resulting \( \mathcal{D} \)-learnabilities. Results are shown in Figure 2. We find that, for both shallow and deep models with both ReLU and tanh nonlinearities, the sum of modewise learnabilities equals \( n \) exactly for NTK regression and very nearly for trained networks.

Learnability. We next verify the predictions of Equation 13 for modewise learnability. We train 4HL models on several eigenmodes on each synthetic domain at varying \( n \) and compare predicted and empirical learnabilities in Figure 1(A–C). In all cases, we find excellent agreement between theory and experiment.

We also train 4HL models on four binary image classification tasks, generating theoretical predictions using \( 10^4 \) training samples as described in Appendix C. As shown in Figure 1D, not only do theoretical learnabilities match experimental learnabilities, but both match one’s intuitive expectation of the relative difficulty of these tasks, with MNIST 0/1 the most learnable pair and CIFAR10 deer/horse the least. In these cases, learnability is a useful metric for quantifying the difficulty of a task.

Furthermore, to evaluate the utility of \((1 - \mathcal{L})^2\) as a lower bound for MSE, we evaluate both quantities on these four image classification tasks. As shown in Figure A.8, we find that \((1 - \mathcal{L})^2\) is a remarkably close lower bound for MSE. This is important because it suggests that learnability, which we have shown is much simpler to study than MSE, can nonetheless furnish a faithful approximation for MSE in realistic settings.

Mean squared gradient. We next confirm that our results allow prediction of mean squared gradient (MSG) \( \mathbb{E}_x \left[ |\nabla f(x)|^2 \right] = |\nabla \hat{f}|^2 \) as described in Section 4.3. On the hypersphere, the modewise gradient interaction constants are \( G_{(k\ell), (k'\ell')} = k(k + d - 2)\delta_{kk'}\delta_{\ell\ell'} \). We train networks on modes with \( k = 2 \) with increasing dimension \( d \) and compute MSG on test data. Results are plotted in Figure 4.

Vulnerability to gradient-based adversarial attacks can be viewed essentially as a phenomenon of surprisingly large gradients. If such vulnerability is an inevitable consequence of high dimension, a common heuristic belief (e.g. Gilmer et al. (2018)), one should expect that MSG becomes much larger than the ground-truth value at high dimension. Surprisingly, we find no such effect. Our theory enables future first-principles study of this discrepancy.

Results for a comparable experiment on the unit circle, varying \( k \) instead of dimension, are shown in Figure A.9.

Increasing MSE curves. We next verify our prediction of increasing MSE curves for low eigenmodes as a result of overfitting. With small \( n \), we fit four eigenmodes on each domain, three of which are predicted to have increasing MSE according to Equation 23. Our theoretical predictions match experiment excellently and match the true sign of \( d\mathcal{E}/dn \) in every case.

Agreement with narrow networks. Our neural network experiments thus far have used moderately large widths...
that place them in the NTK regime. However, realistic, finite-width networks are often not in the NTK regime and undergo significant kernel evolution and feature learning (Olah et al., 2017; Mei et al., 2018; Dyer & Gur-Ari, 2019; Yang & Hu, 2021). With typical network parameterization, the scale of these effects is controlled by network width, with more pronounced kernel evolution at narrower widths. It is thus important to study the finite-width deviations from our theory in order to gauge its scope of applicability.

To this end, we compute MSE and learnability for four hypercube eigenmodes using networks of widths from $\infty$ to 20. The results, plotted in Figure A.5, show that our predictions remain a good fit even down to width 20 for learnability and 50 for MSE. Furthermore, despite kernel evolution, the difficulty ordering of the target functions remains perfectly predicted by their eigenvalues with respect to the infinite-width kernel. These results strongly suggest that kernel eigenanalysis may prove a useful tool even for the study of the generalization of networks used in practice.

**6. Conclusions**

We have presented a new account of the generalization of kernel ridge regression using a new measure of target function learnability. This allowed us to describe the inductive bias of a kernel as a fixed budget of learnability, approximate the mean and covariance of the predicted function, obtain a new result regarding the hardness of the parity problem, and study network overfitting and robustness.

Our main results suggest many promising directions for future study, such as the comparison of convolutional and fully-connected architectures via eigenanalysis of their NTKs, the study of adversarial robustness using mean squared gradient, and the development of techniques to better apply our theory to real datasets. Our theory’s agreement with even fairly narrow networks is a surprise that may help guide theoretical endeavors to extend NTK analysis to finite width.
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A. Additional Figures

Figure A.5: Comparison between predicted learnability and MSE for networks of various widths. (A-F) Predicted (curves) and true (circles) learnability for four eigenmodes on the 8d hypercube. Dataset size $n$ varies within each subplot, and the width of the 4HL ReLU network varies between subplots. (G-L) Same as (A-F) but with MSE instead of learnability.
Figure A.6: **4HL ReLU NTK eigenvalues and multiplicities on three synthetic domains.** (A) Eigenvalues for $k$ for the discretized unit circle ($M = 256$). Eigenvalues decrease as $k$ increases except for a few near exceptions at high $k$. (B) Eigenvalues for the 8d hypercube. Eigenvalues decrease monotonically with $k$. (C) Eigenvalues for the 7-sphere up to $k = 70$. Eigenvalues decrease monotonically with $k$. (D) Eigenvalue multiplicity for the discretized unit circle. All eigenvalues are doubly degenerate (due to $\cos$ and $\sin$ modes) except for $k = 0$ and $k = 128$. (E) Eigenvalue multiplicity for the 8d hypercube. (F) Eigenvalue multiplicity for the 7-sphere.

Figure A.7: **Eigenvalues and eigencoefficients for four binary image classification tasks.** (A) Kernel eigenvalues as computed from $10^4$ training points as described in Appendix C. Spectra for CIFAR10 tasks roughly follow power laws with exponent $-1$, while spectra for MNIST tasks follow power laws with slightly steeper descent. (B) Eigencoefficients as computed from $10^4$ training points. Tasks with higher observed learnability (Figure 1) place more weight in higher (i.e., lower-index) eigenmodes and less in lower ones.
Figure A.8: **Learnability provides a close lower bound for MSE on image classification tasks.**
Experimental MSE for finite networks (circles) and kernel regression (triangles), theoretical MSE (solid curves), and theoretical \((1-L)^2\) (dashed curves) for four binary image classification tasks.

Figure A.9: **Predicted mean squared gradient matches experiment on the unit circle.**
Mean squared gradient theoretical predictions (curves) and empirical values for finite networks (circles) and kernel regression (triangles) for various eigenmodes on the discretized unit circle with \(M = 256\), normalized by the ground-truth mean squared gradient of \(\mathbb{E}[(f'(x))^2] = k^2\). Empirical values are computed discretely as \(\mathbb{E}_j[(\hat{f}(x_j) - \hat{f}(x_{j+1}))^2]\), where \(x_j\) and \(x_{j+1}\) are neighboring points on the unit circle.

**B. Review of the NTK**

In the main text, we assume prior familiarity with the NTK, using Equation 1 as the starting point of our derivations. Here we provide a definition and very brief introduction to the NTK for unfamiliar readers. For derivations and full discussions, see Jacot et al. (2018) and Lee et al. (2019).

Consider a feedforward neural network representing a function \(\hat{f}_\theta : \mathcal{X} \rightarrow \mathbb{R}\), where \(\theta\) is a parameter vector. Further consider one training example \(x\) with target value \(y\) and one test point \(x'\) and suppose we perform one step of gradient descent with a small learning rate \(\eta\) with respect to the MSE loss \(\ell_\theta = (\hat{f}_\theta(x) - y)^2\). This gives the parameter update

\[
\theta \rightarrow \theta + \delta \theta, \quad \text{with} \quad \delta \theta = -\eta \nabla_\theta \ell_\theta = -2\eta(\hat{f} - y) \nabla_\theta \hat{f}_\theta(x). \tag{24}
\]
We now wish to know how this parameter update changes $\hat{f}_\theta(x')$. To do so, we linearize about $\theta$, finding that

$$
\hat{f}_{\theta+\delta\theta}(x') = \hat{f}_\theta(x') + \nabla_\theta \hat{f}_\theta(x') \cdot \delta\theta + O(\delta\theta^2)
$$

$$
= \hat{f}_\theta(x') - 2\eta(\hat{f} - y) \left[ \nabla_\theta \hat{f}_\theta(x') \cdot \nabla_\theta \hat{f}_\theta(x') \right] + O(\delta\theta^2)
$$

$$
= \hat{f}_\theta(x') - 2\eta(\hat{f} - y) K(x, x') + O(\delta\theta^2),
$$

(25)

where we have defined $K(x, x') \equiv \nabla_\theta \hat{f}_\theta(x) \cdot \nabla_\theta \hat{f}_\theta(x')$. This quantity is the NTK. Remarkably, as network width$^4$ goes to infinity, the $O(\delta\theta^2)$ corrections become negligible, and $K(x, x')$ is the same after any random initialization$^5$ and at any time during training. This dramatically simplifies the analysis of network training, allowing one to prove that after infinite time training on MSE loss for an arbitrary dataset, the network’s learned function is given by ridgeless kernel regression. See, for example, Equations 14-16 of Lee et al. (2019)$^6$.

C. Experimental details

We conduct all our experiments using JAX (Bradbury et al., 2018), performing exact NTK regression with the neural_tangents library (Novak et al., 2019) built atop it. For the dataset sizes we consider in this paper, exact NTK regression is typically quite fast, running in seconds, while the training time of finite networks varies from seconds to minutes and depends on width, depth, training set size, and eigenmode. In particular, as described by Rahaman et al. (2019), lower eigenmodes take longer to train (especially when aiming for near-zero training MSE as we do here).

Naively, when training an infinitely-wide network, the NTK only describes the mean learned function, and the true learned function will include an NNGP-kernel-dependent fluctuation term reflecting the random initialization (Lee et al., 2019). However, by storing a copy of the parameters at $t = 0$ and redefining $\hat{f}_t(x) := \hat{f}_t(x) - \hat{f}_0(x)$ throughout optimization and at test time, this term becomes zero. We use this trick in our experiments with finite networks.$^7$

Unless otherwise stated, all experiments used four-hidden-layer ReLU networks initialized with NTK parameterization (Sohl-Dickstein et al., 2020) with $\sigma_w = 1.4$, $\sigma_b = .1$. The tanh networks used in generating Figure 2 instead used $\sigma_w = 1.5$. Experiments on the unit circle always used a learning rate of $.5$, while experiments on the hypercube, hypersphere, and image datasets used a learning rate of $.5$ or $.1$ depending on the experiment. While higher learning rates led to faster convergence, they often also gave different generalization behavior, in line with the large learning rate regimes described by Lewkowycz et al. (2020). Means and $1\sigma$ error bars always reflect statistics from 30 random dataset draws and initializations (for finite nets), except for

- the learnability sum experiment of Figure 2, which used only a single trial,

- experiments on image datasets, which used 15 trials, and

- the nonmonotonic MSE curves of Figure 3, which used 100 trials.

Experiments with binary image classification tasks used scalar targets of $\pm1$. To obtain the eigeninformation necessary for theoretical predictions, we examine a training set with $10^4$ samples, computing the eigensystem of the data-data kernel matrix to obtain $10^4$ eigenvalues $\{\lambda_i\}_i$ and projecting the target vector onto each eigenvector to compute a $10^4$-vector of target coefficients $v$. We then compute theoretical learnability and MSE as normal.

These estimates turn out to be overly optimistic because our framework assumes that test data is drawn i.i.d. from the universe of $M$ samples, and so if $M$ is finite, then a particular test point has a $\eta M$ chance of belonging to the training set and being predicted perfectly. In our experiments (as in practice), however, this is not the case. We correct for this by

---

$^4$The “width” parameter varies by architecture; for example it is the minimal hidden layer width for fully connected networks and the minimal number of channels per hidden layer for a convolutional network. Our theory holds for any architecture in the proper limit.

$^5$(assuming the parameters are drawn from the same distribution)

$^6$We note that there exists a different infinite-width kernel, called the “NNGP kernel,” describing a network’s random initialization, and this reference reserves $K$ for the NNGP kernel and uses $\Theta$ for the NTK.

$^7$We credit this trick to a talk by Jascha Sohl-Dickstein.
computing the off-training-set learnability and MSE from the naive versions: subtracting off the free training set learnability and normalizing both quantities gives

\[ \mathcal{L}_{OTS} = \mathcal{L}_{naive} - \frac{n}{\mathcal{L}}, \quad \mathcal{E}_{OTS} = \frac{\mathcal{E}_{naive}}{1 - \frac{n}{\mathcal{L}}}. \]  

(26)

We find the off-training-set quantities agree much better with experiment. It is these quantities that constitute the theoretical predictions in Figures 1 and A.8. Experimental quantities are computed with a random subset of 1500 images from the test set.

Bordelon et al. (2020) report similar experiments confirming their theoretical MSE on MNIST, but they allow duplicates and use knowledge of the test data in computing the eigensystem. By contrast, our predictions are generated strictly from training data (albeit from more than \( n \) samples). Applying kernel analysis to efficiently and accurately predict generalization performance on realistic data is an important problem, and as this comparison illustrates, there are many possible approaches.

D. Proofs: Exact Results

In this section, we provide proofs of the formal claims of Section 3. As a reminder, we note that

\[ T^{(D)} \equiv \Lambda \Phi \left( \Phi^T \Lambda \Phi + \delta I_n \right)^{-1} \Phi^T. \]

(27)

We will also make use of the observation that the ridge parameter can be viewed essentially as a uniform increase in all eigenvalues. Letting \( T^{(D)}(\Lambda; \delta) \) denote the learning transfer matrix with eigenvalue matrix \( \Lambda \) and ridge parameter \( \delta \), it follows from Equation 27 and the fact that \( \Phi^T \Phi = M I_n \) that

\[ T^{(D)}(\Lambda; \delta) = \frac{\Lambda}{\Lambda + \frac{\delta}{M} I_M} T^{(D)} \left( \Lambda + \frac{\delta}{M} I_M ; 0 \right). \]

(28)

D.1. Proof of Lemma 3.1 (Properties of \( T^{(D)} \), \( \mathcal{L}^{(D)} \), and \( \mathcal{L} \))

**Property (a):** \( \mathcal{L}^{(D)}(\phi_i) = T^{(D)}_{ii} \), and \( \mathcal{L}(\phi_i) = \mathbb{E} \left[ T^{(D)}_{ii} \right] \).

**Proof.** Using the fact that \( \langle \phi_i, \phi_i \rangle = 1 \), we see that \( \mathcal{L}^{(D)}(\phi_i) = \langle \phi_i, \phi_i \rangle = \phi_i^T T^{(D)} e_i = T^{(D)}_{ii} \), where \( e_i \) is a one-hot \( M \)-vector with the one at index \( i \). The second clause of the property follows by averaging.

**Property (b):** \( \mathcal{L}(\phi_i), \mathcal{L}^{(D)}(\phi_i) \in [0, 1] \).

We observe that

\[ \mathcal{L}^{(D)}(\phi_i) = e_i^T T^{(D)} e_i \]

\[ = e_i^T \Lambda \Phi \left( \Phi^T \Lambda \Phi + \delta I_n \right)^{-1} \Phi^T e_i \]

\[ = Tr \left[ \Phi^T e_i e_i^T \Lambda \Phi \left( \Phi^T \Lambda \Phi + \delta I_n \right)^{-1} \right] \leq 1, \]

(31)

where in the last line we have used the fact that

\[ \Phi^T \Lambda \Phi + \delta I_n = \Phi^T e_i e_i^T \Lambda \Phi + [PSD matrix], \]

(33)

which implies that the trace is less than or equal to one.

**Property (c):** When \( n = 0 \), \( T^{(D)} = 0 \) and \( \mathcal{L}^{(D)}(f) = \mathcal{L}(f) = 0 \).

**Proof.** When \( n = 0 \), \( \Phi \) has no columns, and thus \( T^{(D)} = 0 \). The other clauses follow from Property (a) and averaging.

**Property (d):** When \( n = M \) and \( \delta = 0 \), \( T^{(D)} = I_M \) and \( \mathcal{L}^{(D)}(f) = \mathcal{L}(f) = 1 \).
Proof. When \( n = M \) and \( \delta = 0 \), \( \Phi \) is a full-rank \( M \times M \) matrix. Inspection of Equation 27 then shows that \( T^{(D)} = I_M \). The other clauses follow from Property (a) and averaging.

Property (e): Let \( D_+ \) be \( D \cup x \), where \( x \in X, x \notin D \) is a new data point. Then \( L^{(D_+)}(\phi_i) \geq L^{(D)}(\phi_i) \).

To begin, we set \( \delta = 0 \). We then use the Moore-Penrose pseudoinverse, which we denote by \((\cdot)^+\), to cast \( T^{(D)} \) into a more transparent form:

\[
T^{(D)} \equiv \Lambda \Phi \left( \Phi^T \Lambda \Phi \right)^{-1} \Phi^T = \Lambda^{1/2} \left( \Lambda^{1/2} \Phi \Phi^T \Lambda^{1/2} \right) \left( \Lambda^{1/2} \Phi \Phi^T \Lambda^{1/2} \right)^+ \Lambda^{-1/2}, \tag{34}
\]

where we have suppressed the \( D \) in \( \Phi(D) \). This follows from the property of pseudoinverses that \( \Lambda (\Lambda^T \Lambda)^+ \Lambda^T = (\Lambda \Lambda^T)(\Lambda \Lambda^T)^+ \) for any matrix \( \Lambda \). We now augment our system with one extra data point, getting

\[
T^{(D_+)} = \Lambda^{1/2} \left( \Lambda^{1/2} (\Phi \Phi^T + \xi \xi^T) \Lambda^{1/2} \right) \left( \Lambda^{1/2} (\Phi \Phi^T + \xi \xi^T) \Lambda^{1/2} \right)^+ \Lambda^{-1/2}, \tag{35}
\]

where \( \xi \) is an \( M \)-element column vector orthogonal to the others of \( \Phi \) and satisfying \( \xi^T \xi = M \). Equations 34 and 35 yield that

\[
L^{(D)}(\phi_i) = e_i^T T^{(D)} e_i = e_i^T \left( \Lambda^{1/2} \Phi \Phi^T \Lambda^{1/2} \right) \left( \Lambda^{1/2} \Phi \Phi^T \Lambda^{1/2} \right)^+ e_i, \tag{36}
\]

\[
L^{(D_+)} = e_i^T T^{(D_+)} e_i = e_i^T \left( \Lambda^{1/2} (\Phi \Phi^T + \xi \xi^T) \Lambda^{1/2} \right) \left( \Lambda^{1/2} (\Phi \Phi^T + \xi \xi^T) \Lambda^{1/2} \right)^+ e_i. \tag{37}
\]

The rightmost expressions of Equations 36 and 37 both contain a factor of the form \( \Lambda A \Lambda^+ \), where \( \Lambda \) is a positive semidefinite matrix. An operator of this form is a projector onto the row-space of \( \Lambda \). Comparing these equations, we find that the projectors are the same except that, in Equation 37, there is one additional dimension in the row-space and thus one new basis vector in the projector. This new basis vector can only increase gain an overall factor of \( \lambda_i \) in \( \phi_i \), and thus \( L^{(D_+)}(\phi_i) \geq L^{(D)}(\phi_i) \) in the ridgeless case.

This proof can easily be extended to nonzero ridge parameter using Equation 28, in which case Equations 36 and 37 both gain an overall factor of \( \lambda_i/(\lambda_i + \frac{\delta}{M}) \) and the same projector argument applies.

Property (f): \( \frac{\partial}{\partial \lambda_i} L^{(D)}(\phi_i) \geq 0 \) and \( \frac{\partial}{\partial \lambda_i} L^{(D)}(\phi_j) \leq 0 \).

Proof. Differentiating \( T^{(D)}_{jj} \) with respect to a particular \( \lambda_i \), we find that

\[
\frac{\partial}{\partial \lambda_i} T^{(D)}_{jj} = (\delta_{ij} - \lambda_j \phi_i^T K^{-1} \phi_i) \phi_i^T K^{-1} \phi_i, \tag{38}
\]

where \( \phi_i^T \) is the \( i \)th row of \( \Phi \) and \( K = \Phi^T \Lambda \Phi + \delta I_n \). Specializing to the case \( i = j \), we note that \( \phi_i^T K^{-1} \phi_i \geq 0 \) because \( K \) is positive definite, and \( \lambda_i \phi_i K^{-1} \phi_i^T \leq 1 \) because \( \lambda_i \phi_i \phi_i^T \) is one of the positive semidefinite summands in \( K = \sum_k \lambda_k \phi_k \phi_k^T + \delta I_n \). The first clause of the property follows.

To prove the second clause, we instead specialize to the case \( i \neq j \), which yields that

\[
\frac{\partial}{\partial \lambda_i} T^{(D)}_{jj} = -\lambda_j \left( \phi_i^T K^{-1} \phi_i \right) \phi_i^T K^{-1} \phi_i, \tag{39}
\]

which is manifestly nonpositive because \( \lambda_j > 0 \). The desired property follows.

Property (g): \( \frac{\partial}{\partial \delta} L^{(D)}(\phi_i) \leq 0 \).

Proof. Differentiating Equation 27 w.r.t. \( \delta \) yields that \( \frac{\partial}{\partial \delta} T^{(D)} = -\Lambda \Phi K^{-2} \Phi^T \). We then observe that

\[
\frac{\partial}{\partial \delta} L^{(D)}(\phi_i) = e_i^T \frac{\partial}{\partial \delta} T^{(D)} e_i = -\lambda_i e_i^T \Phi K^{-2} \Phi^T e_i, \tag{40}
\]
which must be nonpositive because \( \lambda_i > 0 \) and \( \Phi K^{-2} \Phi^T \) is manifestly positive definite.

We note that, in a prior version of this paper, properties (b), (e), and (g) were mistakenly written as applying to all target functions when they in fact apply only to eigenfunction.

D.2. Proof of Theorem 3.2 (Conservation of learnability)

First, we note that, for any orthogonal basis \( \mathcal{F} \) on \( \mathcal{X} \),

\[
\sum_{f \in \mathcal{F}} \mathcal{L}^{(D)}(f) = \sum_{\mathbf{v} \in \mathcal{V}} \mathbf{v}^T \mathbf{T}^{(D)} \mathbf{v},
\]

where \( \mathcal{V} \) is an orthogonal set of vectors spanning \( \mathbb{R}^M \). This is equivalent to \( \text{Tr} [\mathbf{T}^{(D)}] \). This trace is given by

\[
\text{Tr} [\mathbf{T}^{(D)}] = \text{Tr} [\Phi^T \Lambda \Phi (\Phi^T \Lambda \Phi + \delta \mathbf{I}_n)^{-1}] = \text{Tr} \left[ \frac{K}{K + \delta \mathbf{I}_n} \right].
\]

When \( \delta = 0 \), this trace simplifies to \( \text{Tr}[\mathbf{I}_n] = n \). When \( \delta > 0 \), it is strictly less than \( n \). This proves the theorem.

D.3. Proof of Corollary 3.3 (Low-\( \mathcal{L} \) Functions are Overfit)

It is an immediate consequence of the conservation law of Theorem 3.2 that any orthogonal basis of functions \( \mathcal{F} \) must contain an \( f \) such that \( \mathcal{L}(f) \leq \frac{\delta}{M} \).

We now specialize to the case \( \delta = 0 \). In the ridgeless, kernel regression is an interpolating method, predicting exactly the training targets on any inputs that appear in the training set. Decomposing learnability as

\[
\mathcal{L}(f) = \frac{1}{M \|f\|^2_2} \mathbb{E} \left[ \sum_{x \in \mathcal{X}} f(x) \hat{f}(x) \right] = \frac{n}{M} + \frac{1}{M \|f\|^2_2} \mathbb{E} \left[ \sum_{x \in \mathcal{X} \setminus \mathcal{D}} f(x) \hat{f}(x) \right],
\]

we find that, for a function such that \( \mathcal{L}(f) \leq \frac{\delta}{M} \), the second term is nonpositive.

Off-training-set (OTS) MSE is given by

\[
\mathcal{E}_{\text{OTS}}(f) = \frac{1}{M-n} \mathbb{E} \left[ \sum_{x \in \mathcal{X} \setminus \mathcal{D}} (f - \hat{f}(x))^2 \right] = \frac{1}{M-n} \mathbb{E} \left[ \sum_{x \in \mathcal{X} \setminus \mathcal{D}} (f^2(x) - 2f(x)\hat{f}(x) + \hat{f}^2(x)) \right].
\]

If the model punts and predicts \( \hat{f}(x) = 0 \), OTS MSE is thus \( \|f\|^2_2 \). For a low-learnability function, the second and third terms are both nonnegative, yielding OTS MSE greater than or equal to this naive value. Examining the third term, unless the model does in fact always predict zero, its OTS MSE will be strictly greater.

D.4. Proof that \( \mathcal{E}(f) \geq \|f\|^2(1 - \mathcal{L}(f))^2 \)

Here we show that knowing a particular function’s learnability is sufficient to lower-bound the bias term of MSE (and thus for MSE itself). We will work with \( \mathbf{v} \) and \( \hat{\mathbf{v}} \), the eigencoefficients of \( f \) and \( \hat{f} \). Expected MSE is given by

\[
\mathcal{E}(f) = \mathbb{E}[(\mathbf{v} - \hat{\mathbf{v}})^2] = \mathbf{v}^2 - 2\mathbf{v}^T \mathbb{E}[\hat{\mathbf{v}}] + \mathbb{E}[\mathbf{v}^2] = \mathbf{v}^2 - 2\mathbf{v}^T \mathbb{E}[\hat{\mathbf{v}}] + \mathbb{E}[\mathbf{v}^2] + \text{Var}[|\mathbf{v}|].
\]

Projecting any vector onto an arbitrary unit vector can only decrease its magnitude, and so

\[
\text{bias} \geq \mathbf{v}^2 - 2\mathbf{v}^T \mathbb{E}[\hat{\mathbf{v}}] + \mathbb{E}[\hat{\mathbf{v}}^2] \frac{\mathbf{v} \mathbf{v}^T}{|\mathbf{v}|^2} \mathbb{E}[|\mathbf{v}|] = |\mathbf{v}|^2 \left( 1 - \frac{\mathbf{v}^T \mathbb{E}[\hat{\mathbf{v}}]}{|\mathbf{v}|^2} \right)^2 = \|f\|^2(1 - \mathcal{L}(f))^2.
\]

This inequality is useful because it provides a bound on MSE in terms of learnability, which we show is simpler to study and obeys a conservation law. We use it in Section 4.4 to quickly show the difficulty of the parity problem.
E. Derivations: Approximate Results

In this section, we flesh out the derivation of the mean and covariance of $T^{(D)}$ sketched in Section 4. We organize our derivation according to the steps outlined in the main text. We first derive our results with $\delta = 0$ and reintroduce a ridge parameter at the end.

E.1. Approximating $\Phi$ as a Random Matrix

Consider the $M \times M$ matrix $\Phi$ where $\Phi_{ij} = \phi_i(x_j)$ and the $j$ index runs over the full input space $\mathcal{X}$. This matrix obeys $\Phi^T \Phi = \Phi \Phi^T = M I_M$. The choice of a particular dataset amounts to the choice of $n$ of these $M$ rows to construct the design matrix $\Phi$. Any such choice yields a $\Phi$ satisfying the orthonormalization condition $\Phi^T \Phi = M I_n$.

Due to the large number of possible $\Phi$, assuming no special structure in the eigenfunctions, it is reasonable to approximate it as a continuous average over all $M \times n$ matrices $\Phi$ such that $\Phi^T \Phi = M I_n$ with the isotropic (Haar) measure. This approximation, which amounts to assuming no special structure in the eigenfunctions, is also made implicitly by Bordelon et al. (2020) and explicitly by Jacot et al. (2020).

E.2. Vanishing Off-Diagonals of $\mathbb{E} [T^{(D)}]$?

We next observe that

$$\mathbb{E}_\Phi \left[ \Lambda \Phi (\Phi^T U^T \Lambda U \Phi)^{-1} \Phi^T \right] = \mathbb{E}_\Phi \left[ \Lambda U^T \Phi (\Phi^T \Lambda \Phi)^{-1} \Phi^T U \right],$$

where $U$ is any orthogonal $M \times M$ matrix. Defining $U^{(m)}$ as the matrix such that $U^{(m)}_{ab} = \delta_{ab}(1 - 2\delta_{am})$, noting that $U^{(m)} \Lambda U^{(m)} = \Lambda$, and plugging $U^{(m)}$ in as $U$ in Equation 47, we find that

$$\mathbb{E} \left[ T^{(D)}_{ab} \right] = \left( \left( U^{(m)} \right)^T \mathbb{E} \left[ T^{(D)} \right] U^{(m)} \right)_{ab} = (-1)^{\delta_{am} + \delta_{bm}} \mathbb{E} \left[ T^{(D)} \right].$$

By choosing $m = a$, we conclude that $\mathbb{E} \left[ T^{(D)}_{ab} \right] = 0$ if $a \neq b$.

E.3. Fixing the Form of $\mathbb{E} \left[ T^{(D)}_{ii} \right]$?

E.3.1. Isolating the Desired Element

We now isolate a particular diagonal element of the mean learning transfer matrix. To do so, we write $\mathbb{E} \left[ T^{(D)}_{ii} \right]$ in terms of $\lambda_i$ (the $i$th eigenvalue), $\Lambda_{(i)}$ ($\Lambda$ with its $i$th row and column removed), $\Phi_{(i)}^T$ (the $i$th row of $\Phi$), and $\Phi_{(i)}$ ($\Phi$ with its $i$th row removed). Using the Sherman-Morrison matrix inversion formula, we find that

$$(\Phi^T \Lambda \Phi)^{-1} = \left( \Phi_{(i)}^T \Lambda_{(i)} \Phi_{(i)} + \lambda_i \phi_i^T \phi_i \right)^{-1}
= \left( \Phi_{(i)}^T \Lambda_{(i)} \Phi_{(i)} \right)^{-1} - \frac{\lambda_i \phi_i^T \Phi_{(i)} (\Phi_{(i)}^T \Lambda_{(i)} \Phi_{(i)})^{-1} \phi_i}{1 + \lambda_i \phi_i^T (\Phi_{(i)}^T \Lambda_{(i)} \Phi_{(i)})^{-1} \phi_i}.$$
Inserting this into the expectation of $\mathbf{T}^{(D)}$, we find that

\[
\mathbb{E}\left[\mathbf{T}^{(D)}_{ii}\right] = \mathbb{E}_{\Phi(i), \phi_i} \left[ \lambda_i \phi_i^T \left( \Phi_{(i)}^T \Lambda_{(i)} \Phi_{(i)} \right)^{-1} \phi_i - \frac{\lambda_i^2 \phi_i^T \left( \Phi_{(i)}^T \Lambda_{(i)} \Phi_{(i)} \right)^{-1} \phi_i}{1 + \lambda_i \phi_i^T \left( \Phi_{(i)}^T \Lambda_{(i)} \Phi_{(i)} \right)^{-1} \phi_i} \right]^2
\]

\[
= \mathbb{E}_{\Phi(i), \phi_i} \left[ \frac{\lambda_i}{\lambda_i + \phi_i^T \left( \Phi_{(i)}^T \Lambda_{(i)} \Phi_{(i)} \right)^{-1} \phi_i} \right]
\]

\[
= \mathbb{E}_{\Phi(i), \phi_i} \left[ \frac{\lambda_i}{\lambda_i + C_i(\Phi, \phi_i)} \right],
\]

where $C_i(\Phi, \phi_i) \equiv C_i(\Phi) \equiv \left[ \phi_i^T \left( \Phi_{(i)}^T \Lambda_{(i)} \Phi_{(i)} \right)^{-1} \phi_i \right]^{-1}$ is a nonnegative scalar.

### E.3.2. Concentration of $C_i^+(\Phi)$

We now argue that, in realistic settings, $C_i^+(\Phi)$ concentrates about its deterministic mean $C_i \equiv \mathbb{E}\left[C_i(\Phi)\right]$. This simply requires observing that, if $C_i(\Phi)$ were to have significant variance relative to its mean, then for modes $i$ such that $\lambda_i \sim C_i(\Phi)$, $\mathbf{T}^{(D)}_{ii}$ and the resulting $\mathcal{L}^{(D)}(\phi_i)$ would also vary significantly with random dataset selection. However, as with most generalization metrics, we should in general expect that in realistic settings, simply resampling the dataset will not drastically change the resulting $D$-learnability. In order for $D$-learnability to have the expected small fluctuations, $C_i^+(\Phi)$ must concentrate. Our experimental results in Figure 1 confirm that these fluctuations are indeed small in practice, especially at large $n$.

### E.3.3. Mode-independence of $C_i$

We next argue that $C_i$ is approximately independent of $i$, so we can replace it with a constant $C$. This requires another natural assumption: adding one additional eigenmode does not significantly change the (mean) learnability of a particular eigenmode. We expect this to hold true for realistic eigenspectra at modestly large $n$, at which adding one additional sample (i.e. one additional unit of learnability) also does not significantly change $\mathcal{L}(\phi_i)$.\footnote{There are certainly pathological eigenspectra that will violate this assumption for a particular mode. For example, given an eigenspectrum with a large gap between $\lambda_{i-1}$ and $\lambda_i$, the learnability of mode $\ell$ when $n = \ell$ will be greatly affected by the insertion of an additional high-eigenvalue mode. However, as kernel eigenspectra are typically well-behaved in practice (and even in the worst case most eigenmodes will not be thus susceptible), this assumption is reasonable.} In particular, we assume that

\[
\mathbb{E}\left[\mathbf{T}^{(D)}_{ii}\right] \approx \frac{\lambda_i}{\lambda_i + C_i} \approx \frac{\lambda_i}{\lambda_i + C_i^+} \implies C_i \approx C_i^+,
\]

where $C_i^+$ is $C_i$ computed with the addition of another eigenmode. We choose the additional eigenmode to have eigenvalue $\lambda_i$, and we insert it at index $i$, effectively reinserting the missing mode $i$ into $\Phi_{(i)}$ and $\Lambda_{(i)}$.

To clarify the random variables in play, we shall adopt a more explicit notation, writing out $\Phi_{(i)}$ in terms of its row vectors as $\Phi_{(i)} = [\phi_1, \ldots, \phi_{i-1}, \phi_{i+1}, \ldots, \phi_M]^T$. Using this notation, the find upon adding the new eigenmode that

\[
C_i \equiv \mathbb{E}_{\Phi_{(i)}, \phi_i} \left[ \phi_i^T \left( \Phi_{(i)}^T \Lambda_{(i)} \Phi_{(i)} \right)^{-1} \phi_i \right]^{-1}
\]

\[
\equiv \mathbb{E}_{\Phi_{(i)}M \phi_i} \left[ \phi_i^T \left( \left[ \phi_1, \ldots, \phi_{i-1}, \phi_{i+1}, \ldots, \phi_M \right]^T \right)^{-1} \phi_i \right]^{-1}
\]

\[
\approx C_i^+ \equiv \mathbb{E}_{\Phi_{(i)}M \phi_i} \left[ \phi_i^T \left( \left[ \phi_1, \ldots, \phi_{i-1}, \tilde{\phi}_i, \phi_{i+1}, \ldots, \phi_M \right]^T \right)^{-1} \phi_i \right]^{-1}
\]
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We now compare Equations 54 and 57. Each is an expectation over $M + 1$ vectors from the isotropic measure with the constraint that, when stacked, they form a design matrix $\Phi$ such that $\Phi^T \Phi = (M + 1)I_n$. Though they are not independent, the statistics of these $M + 1$ vectors are symmetric under exchange, so we are free to relabel them. Equation 54 is identical to Equation 57 upon relabeling $\phi_i \rightarrow \phi_j$, $\phi_i \rightarrow \phi_i$, and $\phi_j \rightarrow \phi_j$, so they are equivalent, and $C_i^+ = C_j^+$. This in turn implies that $C_i \approx C_j$.

In light of this, we now replace all $C_i$ with a mode-independent (but as-of-yet-unknown) constant $C$. This argument is closely related to the cavity method of statistical physics (Del Ferraro et al., 2014), which we expect could be applied to further develop the approximate theory we present in this work.
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We can determine the value of $C$ by observing that, using the ridgeless case of Theorem 3.2,
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E.5. Differentiating w.r.t. $\Lambda$ to Obtain the Covariance

Here we derive expressions for the second-order statistics of $T^{(D)}$. These derivations make no further approximations beyond those already made in approximating $E[T^{(D)}]$. We begin with a calculation that will later be of use: differentiating both sides of the constraint on $C$ with respect to a particular eigenvalue, we find that
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Unlike $T^{(D)}$, the matrix $Z$ has the advantage of being symmetric and containing only one factor of $\Lambda$. Our approach will be to study the second-order statistics of $Z$, which will trivially give these statistics for $T^{(D)}$. Examining our expression for $E[T^{(D)}]$, we find that the expectation of $Z$ is

$E[Z] = (\Lambda + C1_M)^{-1}$. (62)
We now set \( \ell \) and evaluate this expression using Equation 62, concluding that

\[
\mathbb{E}[Z_{ij}Z_{jk}] = \mathbb{E}[Z_{ij}Z_{ji}] = -\frac{d}{d\lambda_j} \mathbb{E}[Z_{i\ell}] .
\]  

(67)

We now set \( \ell = i \) and evaluate this expression using Equation 62, concluding that

\[
\mathbb{E}[Z_{ij}Z_{ij}] = \mathbb{E}[Z_{ij}Z_{ji}] = -\frac{d}{d\lambda_j} \left( \frac{1}{\lambda_i + C} \right) = \frac{1}{(\lambda_i + C)^2} \left( \delta_{ij} + \frac{C}{q(\lambda_j + C)^2} \right)
\]  

(68)

\[
\text{Cov}[Z_{ij}, Z_{i\ell}] = \text{Cov}[Z_{ij}, Z_{ji}] = \frac{C}{q(\lambda_i + C)^2(\lambda_j + C)^2}.
\]  

(69)

We did not require that \( i \neq j \), and so Equation 68 holds for Case 1 as well as Case 2.

Case 3. We now aim to calculate \( \mathbb{E}[Z_{ii}Z_{jj}] \) with \( i \neq j \). We might hope to use Equation 67 in calculating \( \mathbb{E}[Z_{ii}Z_{jj}] \), but this approach is stymied by the fact that we would need to take a derivative with respect to \( \Lambda_{ij} \), but we only have an approximation for \( Z \) for diagonal \( \Lambda \). We can circumvent this by means of \( Z^{(U)} \). From the definition of \( Z^{(U)} \), we find that
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\[
\left( \frac{d}{dU_{ij}} - \frac{d}{dU_{ji}} \right) Z(U) \bigg|_{U=I_M} = -\phi_i^T (\Phi^T \Phi)^{-1} \left[ \phi_j \lambda_i \phi_i^T - \phi_i \lambda_j \phi_j^T + \phi_i \lambda_i \phi_j^T - \phi_j \lambda_j \phi_i^T \right] (\Phi^T \Lambda \Phi)^{-1} \phi_j \\
= (\lambda_j - \lambda_i) \left( Z_{ij}^2 + Z_{ii} Z_{jj} \right). \quad (70)
\]

Differentiating with respect to both \( U_{ij} \) and \( U_{ji} \) with opposite signs ensures that the derivative is taken within the manifold of orthogonal matrices. Now, using Equation 63, we find that

\[
\left( \frac{d}{dU_{ij}} - \frac{d}{dU_{ji}} \right) \mathbb{E} [Z(U)] \bigg|_{U=I_M} = \left( \frac{d}{dU_{ij}} - \frac{d}{dU_{ji}} \right) U^T(\Lambda + C I_M)^{-1} U \bigg|_{U=I_M} = \frac{1}{\lambda_i + C} - \frac{1}{\lambda_j + C}. \quad (71)
\]

Taking the expectation of Equations 70, plugging in Equation 68 for the squared off-diagonal element, comparing to 71, and performing some algebra, we conclude that

\[
\mathbb{E}[Z_{ii} Z_{jj}] = \frac{1}{(\lambda_i + C)(\lambda_j + C)} - \frac{C}{q(\lambda_i + C)^2(\lambda_j + C)^2} \quad (72)
\]

and that \( Z_{ii}, Z_{jj} \) are anticorrelated with covariance

\[
\text{Cov}_\Phi[Z_{ii}, Z_{jj}] = -\frac{C}{q(\lambda_i + C)^2(\lambda_j + C)^2}. \quad (73)
\]

With the use of Kronecker deltas, we can combine Equations 69 and 73 into one expression covering all cases. As can be verified by case-by-case evaluation, one such expression is

\[
\text{Cov}_\Phi[Z_{ij}, Z_{kl}] = \frac{C}{q(\lambda_i + C)(\lambda_j + C)(\lambda_k + C)(\lambda_l + C)}. \quad (74)
\]

Using the fact that \( T_{ij}^{(D)} = \lambda_i Z_{ij} \), defining \( \mathcal{L}_i \equiv \lambda_i(\lambda_i + C) \), and noting that \( q = \sum_i \mathcal{L}_i(1 - \mathcal{L}_i) \), we obtain the elementwise covariances of \( T^{(D)} \) reported in Theorem 4.1.

E.6. Adding Back the Ridge Parameter

Our approximate results have thus far all assumed \( \delta = 0 \), which has simplified our derivations. We can now add the ridge parameter back with the observation of Appendix E that the ridge parameter can be viewed essentially as a uniform increase in all eigenvalues. To reiterate, letting \( T^{(D)}(\Lambda; \delta) \) denote the learning transfer matrix with eigenvalue matrix \( \Lambda \) and ridge parameter \( \delta \), it holds that \( \Phi^T \Phi = M I_n \) that

\[
T^{(D)}(\Lambda; \delta) = \frac{\Lambda}{\Lambda + \frac{\delta}{M} I_M} T^{(D)} \left( \Lambda + \frac{\delta}{M} I_M; 0 \right). \quad (75)
\]

To add a ridge parameter, then, we need merely replace \( \lambda_i \rightarrow \lambda_i + \frac{\delta}{M} \) and then multiply \( T_{ij}^{(D)} \) by \( \lambda_i(\lambda_i + \frac{\delta}{M})^{-1} \). This yields that
\[
\mathbb{E} \left[ T_{ij}^{(D)} \right] = \frac{\delta_{ij} \lambda_i}{\lambda_i + \frac{\delta}{C} + C}, \tag{76}
\]
\[
\text{Cov} \left[ T_{ij}^{(D)}, T_{kl}^{(D)} \right] = \frac{C (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} - \delta_{ij} \delta_{kl})}{q(\lambda_i + \frac{\delta}{C} + C)(\lambda_j + \frac{\delta}{C} + C)(\lambda_k + \frac{\delta}{C} + C)(\lambda_l + \frac{\delta}{C} + C)}, \tag{77}
\]
where \( C \geq 0 \) satisfies \( \sum_i \frac{\lambda_i + \frac{\delta}{C} + C}{\lambda_i + \frac{\delta}{C} + C} = n \) and \( q \equiv \sum_{j=1}^M \frac{\lambda_j + \frac{\delta}{C} + C}{(\lambda_j + \frac{\delta}{C} + C)^2} \).

Taking \( M \to \infty \), we find that

\[
\mathbb{E} \left[ T_{ij}^{(D)} \right] = \frac{\delta_{ij} \lambda_i}{\lambda_i + C}, \tag{79}
\]
\[
\text{Cov} \left[ T_{ij}^{(D)}, T_{kl}^{(D)} \right] = \frac{C (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} - \delta_{ij} \delta_{kl})}{q(\lambda_i + C)(\lambda_j + C)(\lambda_k + C)(\lambda_l + C)}, \tag{80}
\]
where \( C \geq 0 \) satisfies \( \sum_i \frac{\lambda_i + C}{\lambda_i + C} = n \) and \( q \equiv \sum_{j=1}^M \frac{\lambda_j + C}{(\lambda_j + C)^2} + \frac{\delta}{C^2} \).

### E.7. Target Noise

Suppose that, instead of given clean targets, we are given noisy labels \( f^*(x_i) + \eta_i \), where \( f^* \) is the noiseless underlying function and \( \eta_i \sim \mathcal{N}(0, \epsilon^2) \) is the noise when the function is evaluated on \( x_i \). As long as we are assured that no input will either appear twice in the training set or appear in both the training and test sets, instead of viewing the noise as a random variable sampled with each function evaluation, we can instead view it as a random but fixed noisy perturbation to \( f \) which alters its eigencoefficients to be \( v \to v^* + \nu \), where \( v^* \) are the original coefficients and the elements of \( \nu \) are sampled i.i.d from \( \mathcal{N}(0, \epsilon^2) \). We can then examine the statistics of \( \hat{f} \) when trained on this noisy function.

In the \( M \to \infty \) limit, all the noise is in arbitrarily low eigenmodes with \( L_i = 0 \). In this limit, the expected learnability observed when fitting a noisy function is

\[
\mathcal{L}(f) = \mathbb{E} \left[ \frac{\hat{v}^T \nu}{\nu^T \nu} \right] = \frac{(v^*)^T \mathbb{E} \left[ T^{(D)} \right] v^*}{(v^*)^T v^* + \epsilon^2} = \frac{\|f^*\|^2}{\|f^*\|^2 + \epsilon^2} \mathcal{L}(f^*). \tag{82}
\]

Observed learnability is thus lowered with the addition of noise. That said, the expected unnormalized inner product of \( \hat{f} \) with the true function (i.e., \( \mathbb{E} \left[ \hat{v}^T v^* \right] \)) remains unchanged. In this limit, MSE becomes

\[
\mathcal{E}(f) = \frac{n}{n - \sum_m \frac{\lambda_m}{\lambda_m + C}} \left( \sum_i (1 - L_i)^2 v_i^2 + \epsilon^2 \right). \tag{83}
\]

The covariance of the predicted coefficients in the case of noise is still given by Equation 16 using the noisy MSE.

### E.8. Properties of \( C \)

In experimental settings, \( C \) is in general easy to find numerically, but for theoretical study, we anticipate it being useful to have some analytical bounds on \( C \) in order to, for example, prove that certain eigenmodes are or are not asymptotically learned for particular spectra. To that end, the following lemma gives some properties of \( C \).

**Lemma E.1.** For \( C \geq 0 \) solving \( \sum_{i=1}^M \frac{\lambda_i}{\lambda_i + C} + \frac{\delta}{C} = n \), with positive eigenvalues \( \{\lambda_i\}_{i=1}^M \) ordered from greatest to least, the following properties hold:
(a) \( C = \infty \) when \( n = 0 \), and \( C = 0 \) when \( n \to M \) and \( \delta = 0 \).

(b) \( C \) is strictly decreasing with \( n \).

(c) \( C \leq \frac{1}{n} \left( \delta + \sum_{i=\ell+1}^{M} \lambda_i \right) \) for all \( \ell \in \{0, \ldots, n-1\} \).

(d) \( C \geq \lambda_\ell \left( \frac{\ell}{n} - 1 \right) \) for all \( \ell \in \{n, \ldots, M\} \).

**Proof of property (a):** Because \( \sum_{i=1}^{M} \frac{\lambda_i}{\lambda_i + C} + \frac{\delta}{C} \) is strictly decreasing with \( C \) for \( C \geq 0 \), there can only be one solution for a given \( n \). The first statement follows by inspection, and the second follows by inspection and our assumption that all eigenvalues are strictly positive.

**Proof of property (b):** Differentiating the constraint on \( C \) with respect to \( n \) yields

\[
\left[ \sum_{i=1}^{M} \frac{-\lambda_i}{(\lambda_i + C)^2} + \frac{-\delta}{C^2} \right] \frac{dC}{dn} = 1,
\]

which implies that

\[
\frac{dC}{dn} = - \left[ \sum_{i=1}^{M} \frac{\lambda_i}{(\lambda_i + C)^2} + \frac{\delta}{C^2} \right]^{-1} < 0. \tag{84}
\]

**Proof of property (c):** We observe that

\[
n = \sum_{i=1}^{M} \frac{\lambda_i}{\lambda_i + C} + \frac{\delta}{C} \leq \ell + \sum_{i=\ell+1}^{M} \frac{\lambda_i}{C} + \frac{\delta}{C}.
\]

The desired property follows.

**Proof of property (d):** We set \( \delta = 0 \) and consider replacing \( \lambda_i \) with \( \lambda_\ell \) if \( i \leq \ell \) and 0 if \( i > \ell \). Noting that this does not increase any term in the sum, we find that

\[
n = \sum_{i=1}^{M} \frac{\lambda_i}{\lambda_i + C} \geq \sum_{i=1}^{\ell} \frac{\lambda_i}{\lambda_i + C} = \frac{\ell \lambda_\ell}{\lambda_\ell + C}.
\]

The desired property in the ridgeless case follows. A positive ridge parameter only increases \( C \), so the property holds in general. We note that a positive ridge parameter can be incorporated into the bound, giving

\[
C \geq \frac{1}{2n} \left[ (\ell - n) \lambda_\ell + \delta + \sqrt{((\ell - n) \lambda_\ell + \delta)^2 + 4n\delta \lambda_\ell} \right]. \tag{85}
\]

We also note that, as observed by Jacot et al. (2020) and Spigler et al. (2020), the asymptotic scaling of \( C \) can be fixed if the kernel eigenvalues follow a power law spectrum. Specifically, if \( \lambda_i \sim i^{-\alpha} \) for some \( \alpha > 1 \), then Jacot et al. (2020)\(^9\) show that

\[
C = \Theta(\delta n^{-1} + n^{-\alpha}). \tag{86}
\]

\(^9\)Jacot et al. (2020) scale the ridge parameter proportional to \( n \) in their definition of kernel ridge regression; our reproduction of their result accounts for this and applies to our convention.