Crossover between diffusion-limited and reaction-limited regimes in the coagulation–diffusion process
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Abstract

The change from the diffusion-limited to the reaction-limited cooperative behaviour in reaction–diffusion systems is analysed by comparing the universal long-time behaviour of the coagulation–diffusion process on a chain and on the Bethe lattice. On a chain, this model is exactly solvable through the empty-interval method. This method can be extended to the Bethe lattice, in the ben-Avraham–Glasser approximation. On the Bethe lattice, the analysis of the Laplace-transformed time-dependent particle-density is analogous to the study of the stationary state, if a stochastic reset to a configuration of uncorrelated particles is added. In this stationary state logarithmic corrections to scaling are found, as expected for systems at the upper critical dimension. Analogous results hold true for the time-integrated particle-density. The crossover scaling functions and the associated effective exponents between the chain and the Bethe lattice are derived.
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1. Introduction

Relaxation phenomena far from equilibrium continue to raise important questions in fundamental and applied research. Diffusion-limited chemical reactions provide test cases of particular interest, since their evolution at long times is dominated by fluctuations on all time- and length-scales [10, 30, 33, 44]. Here, we shall concentrate on the diffusion-limited coagulation process of a single species of particles, A, which can freely diffuse on an underlying lattice and upon encounter undergo a reaction $A + A \rightarrow A$. At the level of a mean-field description via a kinetic equation $\partial_t \rho = -\lambda \rho^2$ for the mean particle-density $\rho = \rho(t)$, one finds $\rho(t) \sim \rho_\infty t^{-1}$ at long times [65]. This algebraic decay is a clear indication that the system is exactly at a critical point. The independence of the amplitude $\rho_\infty$ in this result from the initial density $\rho(0)$ is an example of universality\(^7\). However, in spatial dimensions $d \leq 2$, the kinetics of this reaction is anomalous, since the decay behaviour is different from the mean-field behaviour and rather becomes $\rho(t) \sim t^{-d/2}$ for $d < 2$ and $\rho(t) \sim t^{-1} \ln t$ for $d = 2$. In table 1, we list experimental examples where anomalous kinetics of diffusion-limited reactions has been observed for effectively one-dimensional systems. Clearly, the 1D decay exponent $\alpha$ turns out to be close to the exact, fluctuation-dominated result $\alpha = \frac{1}{2}$ and is far from the mean-field expectation $\alpha_{\text{MF}} = 1$. The independence, both of the decay exponent $\alpha$ as well as of the scaling amplitude $\rho_\infty$ of the initial density, has also been checked in some of these experiments [7, 38].

On the other hand, in the opposite case of reaction-limited processes, which arises for example for well-stirred systems, mean-field descriptions are adequate. Rigorous upper and lower bounds show that allowing space-dependence of the density, viz. $\rho = \rho(t, r)$, does not lead to a long-time behaviour of the spatially averaged density $\rho(t)$ different from that of a well-mixed system [30, p 193]. Therefore, it is of interest to study the crossover between the diffusion-limited and reaction-limited extreme cases of simple kinetic models, especially as this crossover has already been studied experimentally [7].

Clear and non-ambiguous results of the crossover from the diffusion-limited to the reaction-limited collective behaviour are best obtained in the context of exactly solvable models. Here, we shall study the coagulation–diffusion process of particles of a single species A. The model is formulated on a lattice whose sites can be either empty ($\emptyset$) or occupied by a single particle (A). The dynamics of the model is described in terms of uncorrelated random jumps of a single particle. If upon a jump a particle arrives at an empty site, it is placed there. However, if it arrives at an occupied site, it is removed from the system with probability one. This gives two kinds of two-sites microscopic processes, namely diffusion $A + \emptyset \rightarrow \emptyset + A$ and coagulation $A + A \rightarrow \emptyset + A$, as illustrated in figure 1 for particles on a chain. This kind of nearest-neighbour interactions can be defined on lattices in any spatial dimension.

Next, we define the lattice on which we want to study the coagulation–diffusion process. In figure 2, we show the first three generations of a Cayley tree [8, 51]. A Cayley tree is created from a central site O. In the first generation, $q$ distinct neighbours are attached to the site O. Later generations are obtained by induction from the already existing tree at generation $\ell \geq 1$. In the generation $\ell + 1$, to each of the sites of the generation $\ell$ one attaches $q - 1$ distinct neighbours, such that the generation $\ell$ has $q(q - 1)^{\ell - 1}$ sites. After $\ell$ generations, the Cayley tree has $c_\ell = q[(q - 1)\ell - 1] / (q - 2)$ sites [8]. A number of sites on a distance $\ell$ from a center in a regular lattice is proportional to the volume: $c_\ell \sim \ell^d$. We can calculate the quantity

\(^7\)By ‘universality’, we mean that the long-time behaviour of the system should only depend on a few ‘essential’ ingredients, which can be specified through the renormalisation group, and should be independent of the other ‘details’ of the model. Examples of such ‘details’ could be the coordination number of a regular lattice or the initial particle-density.
\[
\lim_{\ell \to \infty} \ln c_\ell / \ln \ell = d \]
which can be considered as a definition of the dimensionality. For a hyper-cubic lattice, this limit is finite, while the limit of this ratio on a Cayley tree is easily seen to go to infinity. Hence the Cayley tree can be considered to be of infinite dimension [8]. The Bethe lattice [8, 51] is defined as the interior of the infinite Cayley tree \((\ell \to \infty)\), after infinitely many generations. Each site of the Bethe lattice has exactly \(q\) nearest neighbours and there is no boundary. As a Cayley tree, the Bethe lattice is also considered being infinite-dimensional [8, 51]. A well-known theorem [11, 61] states that on the Bethe lattice, a connected cluster of \(n\) sites has \(n(q - 2) + 2\) neighbours, independently of the shape of the cluster. Both the Cayley tree and the Bethe lattice are widely used in the context of analytical studies of spin systems and of different chemical reactions [4, 6, 11, 12, 16, 31, 35, 41–43, 66, 67], random and cooperative sequential adsorption [12–14, 45] or branched polymers [28, 58].

We want to study the long-time behaviour of the coagulation–diffusion process on the Bethe lattice and shall compare results with what is known of the model’s behaviour on a chain. Indeed, on a chain the coagulation–diffusion process is diffusion-limited and can be treated exactly through the well-known method of empty intervals, introduced by ben-Avraham, Burschka and Doering [9, 10]. The method has since been substantially generalised [2, 3, 5, 15, 17–19, 25, 26, 29, 34, 37, 40, 47, 48, 50, 56, 57, 63, 68, 69]. Since the Bethe lattice is infinite-dimensional, a reaction-limited behaviour should be expected for the same model on the Bethe lattice. By varying the number of nearest neighbours \(q\) continuously from \(q = 2\)

### Table 1. Experimentally measured decay exponents \(\alpha\) of the mean particle-density \(\rho(t) \sim t^{-\alpha}\) from diffusion-limited exciton kinetics in effectively 1D systems.

| Material          | \(\alpha\)          | References                      |
|-------------------|----------------------|---------------------------------|
| C_{10}H_{8}       | 0.52–0.59            | Prasad and Kopelman (1989) [52] |
| PIVN/PMMA        | 0.47(3)              | Kopelman et al (1990) [36]      |
| TMCC              | 0.48(4)              | Kroon et al (1993) [38]         |
| HiPco nanotubes   | 0.5                  | Russo et al (2006) [62]         |
| CoMoCAT          | 0.5                  | Srivastava and Kono (2009) [49, 64] |
| HiPco nanotubes   | 0.51(3)              | Allam et al (2013) [7]          |

**Figure 1.** Movement of single particles of the coagulation–diffusion process: (a) diffusion movement, during which the total number of particles does not change \(A + \emptyset \to \emptyset + A\), and (b) coagulation movement during which the number of particles is reduced \(A + A \to \emptyset + A\).
(chain) to \(q > 2\) (Bethe lattice), the crossover from the diffusion-limited to the reaction-limited long-time behaviour can be examined.

The method of empty intervals has been generalised to the Bethe lattice, at least approximatively [11]. For illustration, figure 2 shows a portion of the Cayley tree with \(q = 3\) and occupied and empty sites. Following [11], one considers a connected cluster \(C_n\) with \(n\) empty sites (schematically shown in figure 3(a) bounded by dashed lines) and one defines the time-dependent probability \(E_n(t)\) that the cluster \(C_n\) contains no particles at time \(t\). Since \(E_n\) only changes when a particle hops into the cluster, and recalling that the number of neighbouring sites of \(C_n\) depends only on \(n\), but not on its shape [11, 61], \(E_n(t)\) is completely described by \(n\).

In addition, one defines the probability \(F_n(t)\) that a connected cluster \(C_n\) contains no particles and that one of its neighbouring sites is occupied. Then one has the equation of motion, for all \(n \geq 1\) [11]

\[
\frac{d}{dt} E_n(t) = \frac{n(q - 2)}{q} + 2 q F_n(t) (F_n(t) - F_{n+1}(t)),
\]

(1.1)

with the boundary conditions \(E_0(t) = 1\) and \(\lim_{n \to \infty} E_n(t) = 0^8\). Herein, \(F\) is the hopping rate of a particle to a nearest-neighbour site. By the model’s definition, if a particle attempts to hop onto an occupied site, it disappears with probability one. The system of equations is closed by admitting the ben-Avraham–Glasser approximation [11]

\[
F_n(t) = E_n(t) - E_{n+1}(t).
\]

(1.2)

Equation (1.2) is tacitly admitted in [6, 35, 43]. For \(q = 2\), equations (1.1) and (1.2) reduce to the exact equations of motion of the empty-interval method on the chain. For \(q > 2\), equation (1.2) neglects the cases when an occupied site is embedded in a cluster of empty sites, splitting it into two (or more) pieces (case (b.1) in figure 3(b)). Therefore in this case (1.2) is an uncontrolled approximation. However, according to ben-Avraham and Glasser [11], the method is not only exact for \(q = 2\), but also for \(q \to \infty\). Furthermore, they argue that even at

\[\]
intermediate values such as $q \approx 3$, the approximation (1.2) should also produce good results. The validity of equation (1.2) is further illustrated in figure 3.

As initial state, we consider a random distribution of particles such that a site is occupied with probability $p$. Then the empty-cluster probability is

$$E_n(0) = (1 - p)^n.$$

(1.3)

The particle density is obtained as $\rho(t) = 1 - E_1(t)$.

Explicit analytical insight can be obtained by bringing equation (1.1) with (1.2) to the continuum limit. It was checked in [2, 3, 17, 69] that the universal long-time behaviour is the same on the discrete chain and for the continuum limit. On the other hand, the non-universal short-time behaviour is different. With a lattice constant $a$, set $x = na$ such that $E_n(t) \rightarrow E(t, x)$. To take the continuum limit, we let $F = F(a)$ and $q = q(a)$. We then take the limit $a \rightarrow 0$, and simultaneously $F \rightarrow \infty$ and $q - 2 \rightarrow 0$ such that the limits

$$\mu := \lim \frac{2}{q} F a^2, \quad \lambda := \lim \frac{q - 2}{q} F a$$

exist. Then, in the ben-Avraham–Glasser approximation, from (1.1) and (1.2) one has on the Bethe lattice the differential equation

$$\frac{\partial}{\partial t} E(t, x) = (\lambda x + \mu) \frac{\partial^2}{\partial x^2} E(t, x), \quad E(t, 0) = 1, \quad E(t, \infty) = 0,$$

(1.5)

where the boundary conditions are already included. The initial condition (1.3) becomes $E(0, x) = e^{-c x}$, where $c$ is the initial concentration of a set of uncorrelated particles [17]. The sought particle-density is [9, 10]

---

9 Herein, $\lambda = 0$ reduces to the chain, while the opposite limit $\lambda \rightarrow \infty$ gives the behaviour of the Bethe lattice. A possible way to achieve this is by setting $F(a) = \mu a^{-2}$ and $q(a) = 2 + \frac{12}{\mu} a$. 

---
\[
\rho(t) = -\frac{\partial}{\partial x} E(t, x) \bigg|_{x=0}.
\]

Therefore, in the continuum limit the coordination number \( q - 2 \approx \frac{\lambda \mu}{\mu} a \rightarrow 0 \) becomes infinitesimally close to \( q = 2 \). Hence, we are infinitesimally close to the chain where (1.2) is applicable. It follows that the ben-Avraham–Glasser approximation should become exact in the continuum limit (1.4), although it is only approximate on the discrete Bethe lattice. In the continuum limit, we choose the dimensions of time and space such that \( \mu > 0 \) becomes a dimensionless constant. Then the dimensionful parameter \( \lambda \) describes the crossover from the diffusion-limited case (chain) when \( \lambda = 0 \) to the reaction-limited case (Bethe lattice) when \( \lambda \rightarrow \infty \).

In [11], equation (1.5) was studied by setting \( \mu = 0 \) from the outset [11, equation (13)], which in the continuum limit is only possible when \( q > 2 \) is being kept fixed. Then, a scaling ansatz \( E(t, x) = \Phi(\lambda t^{-1/z}) \) was tried. Since \( x \) has the dimension of a length, the exponent \( z \) can be interpreted as a dynamical critical exponent\(^{10} \). The chosen ansatz leads to \( z = 1 \) and the explicit scaling function \( \Phi(u) = \exp \left(-\frac{u}{\sqrt{\lambda}}\right) \)[11]. However, their result appears problematic for several reasons given below.

1. The singularity for \( q \rightarrow 2 \) prevents a smooth crossover from the Bethe lattice to the chain.
2. A dynamical exponent \( z = 1 \) would imply \textit{ballistic transport} across the Bethe lattice, in clear contrast to the diffusive motion of the single particles. Such a result, if indeed true, would be extremely surprising and be in contradiction to the derivation of the equation of motion (1.1) from the random hopping of single particles between nearest-neighbour sites on the lattice.
3. Observables such as the density are found by calculating derivatives of \( E(t, x) \) at \( x = 0 \), see (1.6). This means that in the expression \( \lambda x + \mu \) which arises in (1.5), the term \( \mu \) \textit{cannot} be considered negligible with respect to \( \lambda x \).

We conclude: simply setting \( \mu = 0 \) in (1.5) is not legitimate and a full analysis with \( \mu > 0 \) must be carried out. Indeed, we shall show in section 3 that keeping \( \mu > 0 \) is important and leads to a dynamical exponent \( z = 2 \), consistent with diffusive motion of the single particles. Also, the crossover from the chain to the Bethe lattice can be derived explicitly.

However, no simple scaling ansatz to solve equation (1.5) could be found. In order to understand how this might arise, an useful intermediate problem is to consider the stationary state of the coagulation–diffusion process in the presence of a \textit{stochastic reset}. This concept was introduced by Evans and Majumdar [20, 21] for the example of brownian motion of a single particle. The dynamics proceeds in small time intervals \( \Delta t \). At each time step, either the particle is reset to the origin with probability \( r \Delta t \) or else it makes a step of usual brownian motion, with probability \( 1 - r \Delta t \). Herein, the parameter \( r > 0 \) is called the \textit{reset rate}. The associated master equation is a modified form of a diffusion equation and leads to a non-gaussian stationary state [20–22]. From the analysis of search algorithms, it can be shown that a stochastic reset may accelerate the relaxation of the statistical system to a new kind of non-equilibrium stationary state [20–23, 27, 46, 60], with applications to RNA polymerase [59].

These concepts can be extended to many-body problems, such as the 1D coagulation–diffusion process described by the empty-interval method [19]. Here, we characterise the reset

\(^{10}\)A scaling form \( E(t, x) = \Phi(\lambda t^{-1/z}) = \Phi(x/L(t)) \) always defines a time-dependent length-scale \( L(t) \sim t^{1/z} \) which in turn defines the dynamical exponent \( z \) [30, 33, 44]. Computation of correlators on the chain shows that \( x \) has the same scaling dimension as a spatial length [17].
by a prescribed distribution \( S(x) \) of empty intervals of size \( x \)\(^{11} \). The particle-density of the resetting state is \( c := - \partial_x S(x) \big|_{x=0} \). In analogy with a reset in brownian motion described above, one either resets at each time step the entire system to the state described by \( S(x) \), with probability \( r \Delta t \), or else performs a standard step of the coagulation–diffusion process, with probability \( 1 - r \Delta t \). Taking a continuum limit greatly simplifies the analysis. Here, we generalise our earlier treatment of the 1D coagulation–diffusion process \([19]\) to the Bethe lattice. We focus on the continuum limit and on the stationary state, with the stationary empty-cluster probability \( E(x) := \lim_{t \to \infty} E(t, x) \). Generalising the stationary limit of (1.5), we have

\[
\left( \lambda x + \mu \right) \frac{\partial^2}{\partial x^2} E(x) - rE(x) + rS(x) = 0 \quad , \quad E(0) = 1 \quad , \quad E(\infty) = 0. \tag{1.7}
\]

Herein, the reset rate \( r \) takes the role of a control-parameter describing the distance from the free coagulation–diffusion process, since the relaxation time towards the stationary state diverges as \( r \to 0 \) \([19–22]\)\(^ {12} \). Clearly, the stationary density \( \varrho = - \partial_x E(x) \big|_{x=0} \). By dimensional analysis, the reset rate defines a time-scale \( t_r \sim 1/r \), and an associated length scale \( \ell_r \sim \ell_r \), such that on distances \( \ell \ll \ell_r \), the correlations coming from the usual dynamics without a reset are found while for distances \( \ell \gg \ell_r \) the correlations of the resetting state are maintained \([19]\). The parameter \( \lambda \) controls as before the nature of the dynamics without the reset and we shall appeal to conventional crossover scaling theory \([30, 39]\) in \( \lambda \) for the interpretation of the results. Herein, the reset will serve as a guide for the interpretation of the non-steady-state dynamics.

This work is organised as follows. In section 2, we give the solution of the stationary state problem (1.7) with a reset. On the Bethe lattice, a logarithmic modification of the scaling behaviour with respect to the expectation from the chain will be derived. In section 3, we study the time-dependent equation (1.5), without a reset, which in Laplace space is analogous to (1.7). The logarithmic modifications of the scaling behaviour in Laplace space (as obtained before from the stationary state with a reset) requires a careful mathematical analysis in order to invert the Laplace transform correctly. Section 4 presents the crossover scaling and we conclude in section 5.

2. Stationary-state behaviour with a reset

Before presenting the analysis of the exact solution of the coagulation–diffusion model with a stochastic reset, let us briefly discuss the mean-field result. The dimensional analysis leads to the following. If \( \Lambda \) denotes a length scale of reference, then from the definitions and equation (1.7) we have the scaling dimensions \( [\lambda] = \Lambda^{-1}, [\mu] = \Lambda^0 = 1, [c] = \Lambda^{-1} \) and \( [r] = \Lambda^{-2} \). Clearly, the particle-density \( \varrho \) should have the same dimension as the concentration \( c \). Any dependence can only enter through functions of dimensionless arguments, hence, obviously, a mean-field particle-density must be of the form

\[
\varrho_{\text{MF}} = cf_{\text{MF}} \left( \frac{r}{\lambda c}, \frac{\lambda}{c} \right). \tag{2.1}
\]

Furthermore, for small reset rates \( r \to 0 \), the stationary density should be independent of the density \( c \) of the state to which the reset is done. Hence, for \( r \) small enough, the scaling function

\(^{11}\) For example, one might consider \( S(x) = E(0, x) \) which would describe a reset to the initial state. \( S(x) \) being an empty-cluster probability, it naturally obeys \( S(0) = 1 \) and \( S(\infty) = 0 \).

\(^{12}\) We assume throughout that \( r \) is small enough that the continuum limit is applicable.
$f_{\text{MF}}$ should become independent of its second argument. This fixes the form of the mean-field scaling function $f_{\text{MF}}$ for a small first argument, hence $f_{\text{MF}} \sim r/\lambda$.

We now turn to the exact solution of the coagulation–diffusion model with a stochastic reset. The equation of motion is (1.7), with the relevant boundary conditions, where $S(x)$ characterises the empty intervals of the reset configuration. It obeys the boundary conditions $S(0) = 1$ and $S(\infty) = 0$ [19]. The specific form of $S(x)$ will be given below.

Following [19, 32], a basis of solutions of the associated homogeneous equation is spanned by the functions $\lambda^{-1} \sqrt{r(\lambda x + \mu)} I_1 \left( \frac{2\sqrt{r}}{\sqrt{\lambda x + \mu}} \right)$ and $\lambda^{-1} \sqrt{r(\lambda x + \mu)} K_1 \left( \frac{2\sqrt{r}}{\sqrt{\lambda x + \mu}} \right)$, where $I_1, K_1$ are the modified Bessel functions of order 1 [1]. By the method of variation of the constants [32], we find

$$E(x) = A \xi(x) K_1(2\xi(x)) + B \xi(x) I_1(2\xi(x))$$

$$+ 2\sqrt{r} \xi(x) K_1(2\xi(x)) \int_0^x \sqrt{r} I_1(2\xi(z)) \frac{S(z)}{\xi(z)} dz + 2\sqrt{r} \xi(x) I_1(2\xi(x)) \int_x^\infty \sqrt{r} K_1(2\xi(z)) \frac{S(z)}{\xi(z)} dz,$$

(2.2)

where we have used the short-hand notation $\xi(x) := \sqrt{r(\lambda x + \mu)} / \lambda$. Taking the boundary conditions into account, we see that $B = 0$ and

$$A = \frac{1}{u K_1(2u)} - 2 \frac{r}{\lambda} I_1(2u) \int_0^\infty K_1(2\xi(z)) \frac{S(z)}{\xi(z)} dz,$$

(2.3)

with $u = \sqrt{r}/\lambda$. Hence, the general solution of (1.7), still for $S(x)$ arbitrary, is given by

$$E(x) = \frac{\xi(x)}{u} \frac{K_1(2\xi(x))}{K_1(2u)}$$

$$- 2\sqrt{r} \xi(x) \frac{I_1(2u)}{K_1(2u)} K_1(2\xi(x)) \int_0^x dz \sqrt{r} K_1(2\xi(z)) \frac{S(z)}{\xi(z)}$$

$$+ 2\sqrt{r} \xi(x) I_1(2\xi(x)) \int_x^\infty dz \sqrt{r} K_1(2\xi(z)) \frac{S(z)}{\xi(z)}$$

$$+ 2\sqrt{r} \xi(x) K_1(2\xi(x)) \int_0^x \sqrt{r} I_1(2\xi(z)) \frac{S(z)}{\xi(z)} dz.$$  

(2.4)

The stationary particle-density $\varrho$ is

$$\varrho = - \left. \frac{\partial E(x)}{\partial x} \right|_{x=0} = \sqrt{r} \frac{K_0(2u)}{\mu K_1(2u)} - \frac{r}{\sqrt{r}} \frac{1}{\frac{\partial K_0(2\xi(x))}{\partial x}} \int_0^\infty dz \sqrt{r} K_1(2\xi(z)) \frac{S(z)}{\xi(z)}.$$  

(2.5)

Using the identity [1, equation 9.6.27], we can express $K_1$ as follows

$$\frac{\sqrt{r} K_1(2\xi(x))}{\xi(x)} = - \frac{1}{\sqrt{r}} \frac{\partial K_0(2\xi(x))}{\partial x}.$$  

and integrating equation (2.5) by parts, we obtain the more simple form

$$\varrho = \sqrt{r} \frac{1}{\mu K_1(2u)} \int_0^\infty dz K_0(2\xi(z)) \left( - \frac{dS(z)}{dz} \right).$$  

(2.6)

For explicit examples, we shall consider here a reset to a configuration of uncorrelated particles, with concentration $c$. Then $S(x) = e^{-cx}$. From now on, we shall restrict to this special case.
In particular, in the limit $\lambda \to 0$ we obtain the results for the chain, indeed reproduce the known result [19] and cast it in a scaling form

$$\varrho|_{\lambda \to 0} = \frac{c \sqrt{r/\mu}}{c + \sqrt{r/\mu}} = \frac{\sqrt{r/(\mu \xi^2)}}{1 + \sqrt{r/(\mu \xi^2)}} = c \, \mathcal{P}(v)$$

(2.7)

with the scaling variable $v = \sqrt{r/(\mu \xi^2)}$ and the scaling function $\mathcal{P}(v) = v/(1 + v)$. Similarly, for arbitrary $\lambda > 0$ equation (2.6) can be cast into a scaling form

$$\varrho = c \mathcal{P} \left( \frac{\sqrt{r/\mu}}{\lambda}, \frac{c \mu}{\lambda} \right), \quad \mathcal{P}(u, w) = \frac{u}{K_1(2u)} \int_0^\infty dy K_0 \left( 2u \sqrt{y + 1} \right) e^{-wy},$$

(2.8)

with the scaling variables $u = \sqrt{r/\lambda}$ and $w = c \mu/\lambda$ (such that $v = u/w$). Asymptotically, we have, where $C_E \simeq 0.5772 \ldots$ is Euler’s constant

$$\mathcal{P} \left( u, \frac{u}{v} \right) \simeq \begin{cases} \frac{u}{v + 1} & \text{if } u \to \infty, \\ -u \nu (\ln(u\nu) + C_E) & \text{if } u \to 0. \end{cases}$$

(2.9)

The limit case $u \to \infty$ (or $\lambda \to 0$) reproduces the known result (2.7) of the chain. The other limit $u \to 0$ (or $\lambda \to \infty$), however, gives an unexpected behaviour of the model on the Bethe lattice.

Equation (2.9) is derived as follows: first for $u \to \infty$, one uses the asymptotics $K_\nu(z) \simeq \sqrt{\pi/2z} \exp(-z) (1 + O(1/z))$ such that

$$\mathcal{P} \left( u, \frac{u}{v} \right) \simeq u e^{u/v} \int_0^\infty dy \frac{\exp(-2u \sqrt{y + 1} - uy/v)}{(y + 1)^{1/2}} \simeq u \int_0^\infty dy e^{-uy(1 + 1/v)} = \frac{v}{v + 1},$$

where we used the fact that the main contribution to the integral comes from values $y \ll 1$. Second, for $u \to 0$, we rewrite the integral as follows

$$\mathcal{P} \left( u, \frac{u}{v} \right) = \frac{ue^{u/v}}{K_1(2u)} \left[ \int_0^1 dz \, K_0 \left( 2uz^{1/2} \right) e^{-uz/v} - \int_1^\infty dz \, K_0 \left( 2uz^{1/2} \right) e^{-uz/v} \right]$$

$$\simeq \frac{ue^{u/v}}{K_1(2u)} \left[ \frac{v}{2u} e^{u\nu} \Gamma(0, uv) + \int_0^1 dz \left[ \ln \left( zu^{1/2} \right) + C_E \right] e^{-uz/v} \right]$$

$$= \frac{ue^{u/v}}{K_1(2u)} \left[ \frac{v}{2u} e^{u\nu} \Gamma(0, uv) + (\ln u + C_E) \left( 1 - e^{-u/v} \right) u/v + \frac{1}{2} \left( C_E + \ln \frac{u}{v} + \Gamma \left( 0, \frac{u}{v} \right) \right) \right]$$

$$\simeq uv \left( -C_E - \ln(u\nu) \right) + O(u^2),$$

where in the second line, the first integral is evaluated with [54, 3.16.2.2], where $\Gamma(0, x)$ is an incomplete Gamma function [1]13, and in the second term, the leading contribution to the Bessel function $K_0$ for small arguments was estimated with [1, 9.6.13]. The last integral was evaluated in the third line with [53, 1.6.10.2], followed by an expansion in $u$ to leading order, using [1, 6.5.15, 5.1.11]. Q.e.d.

Finally, going back to the original variables, we find from (2.9) the following scaling behaviour for small reset rates $r \ll 1$

$$13 \Gamma(0, x) = E_i(x) = E_i(1, x) = -E_i(-x) \text{ can be expressed as an exponential integral, in different notations, see e.g. [1, 53] and the Maple handbook.}$$
\[ \varrho \approx \begin{cases} \sqrt{r}/\mu & \text{if } \lambda \to 0 \\ \left( \frac{\lambda}{\tau} - C_E \right) / \varrho & \text{if } \lambda \to \infty \end{cases} \quad \text{chain,} \]

\[ \lim_{t \to \infty} E(\lambda, 0) = 0 \quad \text{Bethe lattice.} \]

Indeed, this is of the generic form argued for above in equation (2.1) and we also see that for \( r \ll 1 \) the resetting concentration \( c \) cancels out. However, we observe on the Bethe lattice a logarithmic correction to the scaling with the reset rate \( r \). This can be interpreted as a correlation effect which distinguishes the behaviour on the Bethe lattice from a simple mean-field treatment.

In this section, we have studied the properties of the non-equilibrium stationary state which arises from a non-vanishing reset rate. In the next section we consider the time-dependent behaviour of the coagulation–diffusion process on Bethe lattice in the absence of a reset. We shall see that the equations obtained in this case are analogous to those considered in this section.

3. Time-dependent behaviour

We now turn to the time-dependent behaviour of the coagulation–diffusion process, but without a reset\(^\dagger\). The time-dependent equation (1.5) is solved via a Laplace transformation. Writing \( \mathcal{L}(s) = \mathcal{L}(f(t)) (s) = \int_0^\infty e^{-st} f(t) dt \), the transformed equation of motion

\[ s \mathcal{E}(s, x) - E(0, x) = (\lambda x + \mu) \partial_x \mathcal{E}(s, x) \quad (3.1) \]

is almost identical to the stationary equation of motion (1.7) for the reset. The solution therefore proceeds along almost identical lines. Starting from the basis of the solution of the homogeneous equation, namely \( \sqrt{\lambda x + \mu} K_1 \left( \frac{2\sqrt{x}}{\lambda} \right) \sqrt{\lambda x + \mu} \) and \( \sqrt{\lambda x + \mu} I_1 \left( \frac{2\sqrt{x}}{\lambda} \right) \sqrt{\lambda x + \mu} \) the general solution of the differential equations now reads

\[ \mathcal{E}(s, x) = A \frac{\xi(x)}{\sqrt{s}} K_1 (2 \xi(x)) + B \frac{\xi(x)}{\sqrt{s}} I_1 (2 \xi(x)) + \frac{2 \xi(x)}{\sqrt{s}} K_1 (2 \xi(x)) \int_0^x \frac{\sqrt{s} I_1 (2 \xi(z))}{\lambda \xi(z)} E_0(z) dz + \frac{2 \xi(x)}{\sqrt{s}} I_1 (2 \xi(x)) \int_x^\infty \frac{\sqrt{s} K_1 (2 \xi(z))}{\lambda \xi(z)} E_0(z) dz, \quad (3.2) \]

where \( \xi(x) := \sqrt{s(\lambda x + \mu)} / \lambda \) now and \( E_0(x) = E(0, x) \) is the initial condition. The only difference compared to the reset from section 2 comes from the boundary conditions which now are

\[ \mathcal{E}(s, 0) = 1/s \quad \text{and} \quad \lim_{s \to \infty} \mathcal{E}(s, x) = 0. \quad (3.3) \]

Hence, \( B = 0 \) and

\[ A = \frac{1}{s \sqrt{\mu}} K_1 \left( \frac{2 \sqrt{\mu x}}{\lambda} \right) - \frac{2 I_1 \left( \frac{2 \sqrt{\mu x}}{\lambda} \right)}{\lambda K_1 \left( \frac{2 \sqrt{\mu x}}{\lambda} \right)} \int_0^\infty \frac{\sqrt{s} K_1 (2 \xi(z))}{\lambda \xi(z)} E_0(z) dz. \quad (3.4) \]

\(^\dagger\)If a reset with fixed rate \( r > 0 \) would also be present, it is easily seen that in Laplace space, the variable conjugate to time is \( s + r \), to be evaluated in the long-time limit \( s \to 0 \). This would give an exponentially rapid and non-universal relaxation to the stationary state with a reset, studied above, and would provide no information on the universal and algebraic long-time relaxation behaviour of the coagulation–diffusion process with \( r = 0 \).
Using the scaling variables \( u = \sqrt{s\mu}/\lambda \) and \( v = \chi\lambda/\mu \), that is \( \xi(x) = u\sqrt{1+v} \), we obtain the scaled empty-interval probability, in the following form

\[
E(u, v) = \frac{\sqrt{1+v}}{s} \left[ K_1 \left( \frac{2u\sqrt{1+v}}{K_1(2u)} \right) \right.
\]
\[
- 2u^2 K_1 \left( \frac{2u\sqrt{1+v}}{K_1(2u)} \right) I_1 \left( \frac{2u}{K_1(2u)} \right) \int_0^\infty \frac{K_1 \left( \frac{2u\sqrt{1+z}}{\lambda} \right) E_0 \left( \frac{z\mu}{\lambda} \right) } {\sqrt{1+z}} dz
\]
\[
+ 2u^2 K_1 \left( \frac{2u\sqrt{1+v}}{K_1(2u)} \right) I_1 \left( \frac{2u\sqrt{1+z}}{\lambda} \right) E_0 \left( \frac{z\mu}{\lambda} \right) \int_0^\infty \frac{K_1 \left( \frac{2u\sqrt{1+z}}{\lambda} \right) } {\sqrt{1+z}} dz \right]
\]
\[
+ 2u^2 I_1 \left( \frac{2u\sqrt{1+v}}{K_1(2u)} \right) \int_0^\infty \frac{K_1 \left( \frac{2u\sqrt{1+z}}{\lambda} \right) E_0 \left( \frac{z\mu}{\lambda} \right) } {\sqrt{1+z}} dz . \tag{3.5}
\]

The time-space scaling is described by the scaling variable \( u\rho = \sqrt{ss} \chi \). This scaling variable is independent of the parameter \( \lambda \) which describes the crossover between the chain and the Bethe lattice. Since \( \mu > 0 \) is a fixed dimensionless constant, we read off the dynamical exponent \( z = 2 \). This means that on the chain as well as on the Bethe lattice the transport is diffusive.

### 3.1. Density

The Laplace-transformed particle-density is \( \bar{\rho}(s) = -\partial_x E(x, s) \big|_{s=0} \). It assumes a scaling form \( \bar{\rho}(s) = s^{-1}f_{\rho}(u) \) where the scaling variable \( u = \sqrt{s\mu}/\lambda \). Explicitly

\[
\bar{\rho}(s) = \frac{1}{s} \frac{u}{K_1(2u)} \int_0^\infty dz \frac{K_0 \left( \frac{2u\sqrt{y+1}}{\lambda} \right) P_0 \left( \frac{\sqrt{\mu}}{\lambda} \right) } {\sqrt{y+1}} \tag{3.6}
\]

with \( P_0(x) = -\partial_x E_0(x) \) is the initial probability of a connected empty interval of size \( x \), with a nearest neighbour occupied [17]. We choose as initial condition a set of uncorrelated particles of concentration \( c \), hence \( P_0(x) = ce^{-\chi x} \).

From this last expression, one can extract the limiting behaviour of the scaling function \( f_{\rho}(u) \) for the two cases of interest: (a) \( u \gg 1 \) which means that the topology is getting close to the chain (\( \lambda \to 0 \)), (b) \( u \ll 1 \) which means that we should be in the mean-field approximation (\( \lambda \to \infty \)). First, for \( u \gg 1 \), the asymptotic behaviour of the Bessel function \( K_\nu(z) \sim \sqrt{e}/\sqrt{z} \) gives

\[
\bar{\rho}(s) \approx \frac{cue^{2u}}{s} \int_0^\infty dy \frac{e^{-2u\sqrt{y+1}}}{(y+1)^{1/4}}, \text{ with } a = c\mu/\lambda. \tag{3.7}
\]

Within this limit, only the region \( y \ll 1 \) contributes to the integral and we can rewrite it as

\[
\bar{\rho}(s) \approx \frac{cu}{s} \int_0^\infty dy \frac{e^{-ay}}{y/4+1} = \frac{cu}{s(a+u)} = \frac{\sqrt{s}}{c\sqrt{\mu} + \sqrt{s}}. \tag{3.8}
\]

Inverting the Laplace transform, we recover the well-known expression for the particle-density on a chain, e.g. [17]

\[
\rho(t) = c e^{\mu t} \text{erfc} \left( c\sqrt{\mu t} \right) \tag{3.9}
\]
with the expected asymptotic behaviour \( \rho(t) \sim (\pi \mu t)^{-1/2} \). Second, for \( u \ll 1 \), we start again from (3.6), separate the integration domain and use the short-hand from (3.7). We then shift the integration domain, and in the second term, we also expand the Bessel function for small arguments. This gives, to leading order in \( u \)

\[
\rho(s) = \frac{cu}{s K_1(2u)} \left[ \int_{-1}^{\infty} dy K_0 \left( 2u \sqrt{y + 1} \right) e^{-ay} - \int_{-1}^{0} dy K_0 \left( 2u \sqrt{y + 1} \right) e^{-ay} \right] \\
\approx \frac{cu e^a}{s K_1(2u)} \left[ \int_{0}^{\infty} dy K_0 \left( 2u \sqrt{y} \right) e^{-ay} + \int_{0}^{1} dy \left( \ln (u \sqrt{y}) + C_E \right) e^{-ay} \right].
\]

(3.10)

The first integral is known [54, equation 3.16.2.2] and the second one can be read off from [53, 1.6.10.2], [1, 6.5.15]

\[
\rho(s) \approx \frac{cu e^a}{s} \left[ e^{s/\lambda} \Gamma(0, a^{2}/\lambda) + 2\ln(a) \left( 1 - e^{-a} \right) + \left( C_E \left( 1 - 2e^{-a} \right) - \ln(a) - \Gamma(0, a) \right) \right]
\]

(3.11)

with the incomplete Gamma-function \( \Gamma(0, x) \) [1]. When \( a \to 0 \), we conclude that only the first term in (3.10) contributes to the leading order. Therefore the particle-density should be recast in the original variables as

\[
\rho(s) \approx \frac{c e^{\mu/\lambda}}{\lambda} e^{s/\lambda \Gamma(0, s/\lambda \lambda / \mu)}.
\]

(3.12a)

Computing the inverse Laplace transform of (3.12a), one recovers the time-dependent particle-density

\[
\rho(t) \equiv \frac{c e^{\mu/\lambda}}{1 + t \lambda} \sim t^{-1},
\]

(3.12b)

and which would reproduce the asymptotic mean-field behaviour [6, 11, 35, 43]. Indeed, the mean-field scaling discussed for the reset in the previous section 2 can be taken over almost unchanged, where now \( r \) plays the role previously taken by the reset rate \( r \). The only change comes from the initial condition (3.3), such that now \( \rho_{MF}(s) = \frac{\rho_{MF}(s/\lambda)}{\lambda} \sim \lambda^{-1} \) for small \( s \), which would be equivalent to \( \rho_{MF}(t) \sim t^{-1} \).

However, the derivation of equation (3.12) does not properly take into account the presence of logarithmic terms for small values of \( s \) in \( \rho(s) \), in the limit of large values of \( \lambda \). Indeed, restituting the original variables into (3.11) and then expanding for \( \lambda \to \infty \), we have

\[
\rho(s) \equiv \frac{e^{\mu/\lambda}}{2\lambda} \left[ e^{s/(\lambda \mu)} \Gamma(0, s/\lambda \mu) \right. \\
+ \ln \left( \frac{\mu s}{\lambda \mu} \right) \left( 1 - e^{-c_{E}/\lambda} \right) + \left( C_E \left( 1 - 2e^{-c_{E}/\lambda} \right) - \ln \frac{c_{E}}{\lambda} - \Gamma(0, c_{E}/\lambda) \right) \right] \\
\approx -\frac{\ln s}{\lambda} + \frac{1}{\lambda} \left( \ln(\lambda) - 2C_E \right) + O(\lambda^{-2}).
\]

(3.13)

This leading logarithmic term \( \sim \ln s \) is the analogue of (2.10) for the reset.

3.2. Integrated density

An inverse Laplace transformation for the asymptotic form (3.13) does not exist. To make progress, we need the following mathematical result [24, ch XIII.5].
Definition. A function \( L(t) \) is said to be slowly varying at infinity, if \( L(tx)/L(t) \to 1 \) for \( t \to \infty \) and for any fixed positive \( x \).

Clearly, \( L(t) = \ln t \) is an example of a function varying slowly at infinity.

Theorem. [Hardy–Littlewood–Karamata–Feller] If \( F(t) = \int_0^t df(t') \), \( L(t) \) is a function varying slowly at infinity and \( 0 \leq \kappa < \infty \), then the following statements are equivalent
\[
\tilde{f}(s) \to \frac{1}{s} L \quad \text{and} \quad F(t) \to \frac{1}{\Gamma(\kappa + 1)} t^\kappa L(t).
\]

Remark. If \( \kappa > 0 \), and if there is a finite \( t_0 \) such that \( f(t) = \frac{df(t)}{dt} \) exists and furthermore is monotone for \( t_0 < t < \infty \), then asymptotically \( f(t) \sim \kappa F(t)/t \), as \( t \to \infty \) [24]. This directly relates the asymptotics of \( \tilde{f}(s) \) for \( s \to 0 \) to the one of \( f(t) \) for \( t \to \infty \), but cannot be extended to \( \kappa = 0 \).

This suggests to study the integrated density\(^{15} \) \( P(t) := \int_0^t df(t') \), instead of \( f(t) \). In Laplace space \( \mathcal{P}(s) = s^{-1} \mathcal{P}(s) \). Therefrom, from the above we have
\[
\mathcal{P}(s) = \frac{ce^{\mu/\lambda}}{s^2} K_1 \left( 2 \sqrt{\mu/\lambda} \right) \int_0^\infty dz K_0 \left( 2 \sqrt{s(\lambda z + \mu)} \right) e^{-cz}
\]
\[
= \frac{ce^{\mu/\lambda}}{s^2 K_1 \left( 2 \sqrt{\mu/\lambda} \right)} \left[ \frac{\lambda}{2c\mu} e^{\mu/\lambda} \Gamma \left( 0, \frac{s}{\lambda c} \right) - \int_0^1 dy K_0 \left( \frac{2 \sqrt{\mu y}}{\lambda} \right) e^{-c y/\lambda} \right],
\]
where [54, 3.16.2.2] was used.

While for \( \lambda \to 0 \) a new discussion is not necessary, we consider the asymptotic case \( \lambda \to \infty \), where from (3.13) we have
\[
\mathcal{P}(s) \simeq -\frac{1}{\lambda} \ln s + \frac{\ln (\lambda c) - 2C_E}{\lambda} \frac{1}{s} + O(\lambda^{-2})
\]
and by using [55, 2.5.1.5 and 2.1.1.1] we have for large times
\[
P(t) \simeq \frac{1}{\lambda} \left( C_E + \ln t \right) + \frac{\ln (\lambda c) - 2C_E}{\lambda} \frac{1}{t} + O(\lambda^{-2}) = \frac{\ln \lambda c}{\lambda} - \frac{C_E}{\lambda} + O(\lambda^{-2}).
\]

This logarithmic behaviour reproduces the expected mean-field behaviour for the density
\[
\varrho(t) = \frac{\partial P(t)}{\partial t} \sim \frac{1}{\lambda t}
\]
without a logarithmic term in the time-dependence of the density.

4. Crossover scaling

In order to describe the crossover behaviour between the coagulation process on the Bethe lattice and on the chain, we appeal to the corresponding scaling theory [30, 39]. In the stationary state with a reset rate \( r \), the crossover is described by the change of the parameter \( \lambda \) from the chain \( (\lambda = 0) \) to the Bethe lattice \( (\lambda \to \infty) \). In addition, we must take into account the scaling of the reset concentration \( c \). Then the stationary density should obey the scaling form
\(^{15} \) Denoted by the capital Greek letter \( P \) (rho).
\[ g(r,c,\lambda) = b^{-\beta} \mathcal{R} \left( b \lambda, b^{1/\phi'} c (b \lambda)^{-1/\phi'}, b^{3/\phi} \right) = \lambda^{\beta \phi} \mathcal{R} \left( r \lambda^{-\phi}, c r^{-1/\phi} \lambda^{1-\phi/\phi'}, 1 \right), \]

(4.1)

where \( b > 0 \) is a rescaling factor, \( \phi > 0 \) and \( \phi' > 0 \) are the crossover exponents and \( \mathcal{R} \) is a scaling function. Writing this, we treat \( \mu > 0 \) as a fixed, dimensionless constant.

From the discussion of the scaling of the stationary state in section 2, we have that \( \lambda \) and \( c \) should have the same scaling dimensions, which means that \( \phi = \phi' \). We then define a dimensionless concentration \( \sigma \) of the reset via

\[ c = \sigma r^{1/\phi} \]  

(4.2)

and have the scaling form

\[ g(r,c,\lambda) = \lambda^{\beta \phi} \mathcal{R} \left( r \lambda^{-\phi}, \sigma, 1 \right). \]  

(4.3)

The crossover between the two scaling regimes, for all values of the constant \( \sigma \), is described by

\[ \mathcal{R}(x,\sigma,1) \sim \begin{cases} x^{\beta} & \text{for } x \to \infty \text{ as } \lambda \to 0 \text{ chain} \\ x^{\beta_{MF}} & \text{for } x \to 0 \text{ as } \lambda \to \infty \text{ Bethe lattice} \end{cases} \]  

(4.4)

and can be traced through the values of the effective exponent \( \beta_{eff}(x) = \partial \ln \mathcal{R}(x,\sigma,1)/\partial \ln x \).

The change in behaviour should occur around \( x \approx 1 \). Then from (2.8), the crossover scaling function can be read off

\[ \mathcal{R} = \mathcal{R}(r,\sigma,\lambda) = \frac{\sigma r}{K_1(2r^{1/2} \lambda^{-1})} \int_0^\infty dz e^{-\sigma r^{1/2} z} K_0 \left( \frac{2}{\lambda} \sqrt{r(\lambda + 1)} \right), \]

(4.5)

which is indeed invariant under the rescaling \( r' = br, \sigma' = \sigma, \mu' = \mu \) and \( \lambda' = b^{1/2} \lambda \). Hence \( \phi = 2 \). Choosing \( b = \lambda^{-2} \), we can identify \( \mathcal{R}(X,\sigma,1) \) with \( X = r \lambda^{-2} \) such that the crossover scaling function reads

\[ \mathcal{R}(X,\sigma,1) = \frac{\sigma X}{K_1(2X^{1/2})} \int_0^\infty dz e^{-\sigma X^{1/2} z} K_0 \left( 2 \sqrt{X(z + 1)} \right). \]  

(4.6)

In figure 4, the dependence of this scaling function on the scaling variable \( X \) is shown for several initial concentrations \( \sigma \). The change in behaviour from \( \beta_{MF} = 1 \) on the Bethe lattice (for \( X \ll 1 \)) to the value \( \beta = 1/2 \) on the chain (with \( X \gg 1 \)) is depicted. We also find that the crossover is more clearly defined for larger initial densities. This appears natural since for small densities the lattice is only sparsely populated and correlation effects become less pronounced.

The limit \( \sigma \to \infty \) can be determined explicitly: changing variables \( z \to z \sigma \) in equation (4.6), we have

\[ \mathcal{R}(X,\sigma,1) = \frac{X}{K_1(2X^{1/2})} \int_0^\infty dz e^{-X^{1/2} z} K_0 \left( 2 \sqrt{X(z + 1)} \right). \]  

(4.7)

Taking the limit \( \sigma \to \infty \), with \( X \) fixed, the term \( z/\sigma \) in the argument of \( K_0 \) can be neglected, hence

\[ \mathcal{R}_\infty(X) = \lim_{\sigma \to \infty} \mathcal{R}(X,\sigma,1) = \frac{X^{1/2} K_0(2X^{1/2})}{K_1(2X^{1/2})}. \]  

(4.8)

This leads to the asymptotics

\[ \mathcal{R}_\infty(X) \approx \begin{cases} X^{1/2} & \text{if } X \to \infty, \\ X \ln X^{-1} - 2C_k & \text{if } X \to 0. \end{cases} \]

(4.9)
Figure 4. Crossover scaling function $R = R(X, \sigma, 1)$ of the stationary state of the coagulation–diffusion process with a stochastic reset, for several initial dimensionless concentrations $\sigma$. The thick black line is obtained from equation (4.8).

Figure 5. Dependence of effective exponent $\beta_{\text{eff}}$ on $X$ of the stationary state of the coagulation–diffusion process with a stochastic reset, for three initial dimensionless concentrations $\sigma$. The line $\sigma \to \infty$ is the logarithmic derivative of (4.8).

Figure 5 shows the behaviour of the effective exponent $\beta_{\text{eff}}$ as function of scaling variable $X$, for three initial concentrations $\sigma$. While for large values of $X$, $\beta_{\text{eff}}$ is close to $\frac{1}{4}$, as expected, its value approaches unity as $X \to 0$. In contrast to crossover behaviour described by pure power-laws [30, 39], this approach is logarithmically slow in the case at hand, see (4.9). In addition, the crossover becomes more sharp with increasing $\sigma$. 

---

**Figure 4.** Crossover scaling function $R = R(X, \sigma, 1)$ of the stationary state of the coagulation–diffusion process with a stochastic reset, for several initial dimensionless concentrations $\sigma$. The thick black line is obtained from equation (4.8).

**Figure 5.** Dependence of effective exponent $\beta_{\text{eff}}$ on $X$ of the stationary state of the coagulation–diffusion process with a stochastic reset, for three initial dimensionless concentrations $\sigma$. The line $\sigma \to \infty$ is the logarithmic derivative of (4.8).
A similar treatment can be carried out for the time-dependence of the particle-density. Comparing the equations of motion (1.7) and (3.1), we see that \( r \) and \( s \) play analogous roles. From (3.15), we have the scaling form of the time-integrated density \( P(s)s^2 = w \mathcal{P}(u,w) \), with the scaling function (2.8) and the modified definition \( u = \sqrt{s\mu/\lambda} \) of the first scaling variable while \( w = c\mu/\lambda \) is kept fixed. This implies that the exponent \( \beta \) of the stochastic reset (viz. \( g \sim r^\beta \)) and \( \alpha \) of the density decay exponent (viz. \( \varrho(t) \sim t^{-\alpha} \)) are related through

\[
\beta = \alpha.
\] (4.10)

In particular, if we relabel \( \beta_{\text{eff}} \mapsto \alpha_{\text{eff}} \) in figure 5, we also have the crossover of the effective decay exponent \( \alpha_{\text{eff}} \) between the chain for \( X \gg 1 \) and the Bethe lattice for \( X \ll 1 \).

5. Conclusions

We have studied the crossover of the coagulation–diffusion-process between the chain and the Bethe lattice as an analytically treatable example of the crossover between diffusion-limited and reaction-limited kinetic reactions. Using the ben-Avraham–Glasser approximation, the empty-interval method can be extended from the chain (where it is exact) to the Bethe lattice. Therein, the number \( q \) of branches of the Bethe lattice is treated as a continuous variable. Taking the continuum limit \( a \to 0 \) also requires to let simultaneously \( q \to 2 \), see (1.4), such that the \( a \) priori uncontrolled ben-Avraham–Glasser approximation becomes exact in this continuum limit. The model’s behaviour is then described in terms of two scaled couplings \( \lambda, \mu \), where \( \mu > 0 \) is a fixed constant while changing \( \lambda \) from zero to infinity describes the crossover from the chain to the Bethe lattice.

It turned out that a simple scaling analysis of the model’s equation of motion does not work. We have seen that this comes from unexpected logarithmic contributions to the universal long-time behaviour which also affects the crossover scaling between the chain and the Bethe lattice, see figure 5. Such a logarithmic behaviour is unexpected from a standard mean-field treatment, whereas the latter one might have anticipated from the fact that the Bethe lattice is infinite-dimensional.

For the understanding of this crossover, the analysis of the non-equilibrium stationary state, reached by the coagulation–diffusion process subject to a stochastic reset, has proven to be a valuable tool, but is also of interest in its own right. We have seen that on the Bethe lattice, the near-critical behaviour obtained for small reset rates \( r \to 0 \) displays logarithmic corrections to scaling as one would expect for a system at its upper critical dimension. Using a mathematical duality between the reset rate \( r \) for the stationary state with a reset and the Laplace variable \( s \) conjugate to the time \( t \) for the time-dependence of the non-stationary model without a reset, it is necessary to study first the time-integrated particle-density \( P(t) \) which has indeed a logarithmic long-time decay. In contrast to the expectation from mean-field theory, the model’s behaviour on the Bethe lattice is surprisingly characterised by additional logarithmic factors. No larger deviation from a simple mean-behaviour is possible for a system at high spatial dimensions. This suggests that the coagulation–diffusion process on the Bethe lattice should behave rather like a system at its upper critical dimension, instead of having the behaviour of a system at infinite spatial dimensionality. This feature did not appear in previous studies of the equilibrium critical behaviour of statistical systems on the Bethe lattice.

The only quantity which does not seem to fit into this picture is the time-dependent density \( \varrho(t) = \partial_t P(t) \). However, in this case taking the derivative converts the behaviour of the slowly varying observable \( P(t) \) to an algebraically rapid decay of \( \varrho(t) \). It is mathematically
well-established that the behaviour of a derivative \( \partial_t P(t) \) can be considerably more irregular than that of a function \( P(t) \) itself [24].

Our precise analysis also leads to the dynamical exponent \( z = 2 \), in agreement with the microscopic diffusive motion of the individual single particles. This result contradicts earlier assertions that \( z = 1 \), which would have suggested ballistic transport of single particles, and which were based on the unjustified simplification of setting \( \mu = 0 \) in the equation of motion (1.5).

It would be of interest to compare the explicitly known crossover scaling functions of \( g(t) \) and \( P(t) \) with experimental data [7].
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