An Analysis of RF Transfer Learning Behavior Using Synthetic Data
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Abstract: Transfer learning (TL) techniques, which leverage prior knowledge gained from data with different distributions to achieve higher performance and reduced training time, are often used in computer vision (CV) and natural language processing (NLP), but have yet to be fully utilized in the field of radio frequency machine learning (RFML). This work systematically evaluates how radio frequency (RF) TL behavior by examining how the training domain and task, characterized by the transmitter/receiver hardware and channel environment, impact RF TL performance for an example automatic modulation classification (AMC) use-case. Through exhaustive experimentation using carefully curated synthetic datasets with varying signal types, signal-to-noise ratios (SNRs), and frequency offsets (FOs), generalized conclusions are drawn regarding how best to use RF TL techniques for domain adaptation and sequential learning. Consistent with trends identified in other modalities, results show that RF TL performance is highly dependent on the similarity between the source and target domains/tasks. Results also discuss the impacts of channel environment, hardware variations, and domain/task difficulty on RF TL performance, and compare RF TL performance using head re-training and model fine-tuning methods.
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1. Introduction

Radio frequency machine learning (RFML) is loosely defined as the application of deep learning (DL) to raw RF data, and has yielded state-of-the-art algorithms for spectrum awareness, cognitive radio, and networking tasks. Existing RFML works have delivered increased performance and flexibility, and reduced the need for pre-processing and expert-defined feature extraction techniques. As a result, RFML is expected to enable greater efficiency, lower latency, and better spectrum efficiency in 6G systems [1]. However, to date, little research has considered and evaluated the performance of these algorithms in the presence of changing hardware platforms and channel environments, adversarial contexts, or resource constraints that are likely to be encountered in real-world systems [2].

Current state-of-the-art RFML techniques rely upon supervised learning techniques trained from random initialization, and thereby assume the availability of a large corpus of labeled training data (synthetic, captured, or augmented [3]), which is representative of the anticipated deployed environment. Over time, this assumption inevitably breaks down as a result of changing hardware and channel conditions, and as a consequence, performance degrades significantly [4,5]. TL techniques can be used to mitigate these performance degradations by using prior knowledge obtained from a source domain and task, in the form of learned representations, to improve performance on a “similar” target domain and task using less data, as depicted in Fig. 1.

Though TL techniques have demonstrated significant benefits in fields such as CV and NLP [6], including higher performing models, significantly less training time, and far fewer training samples [7], [8] showed that the use of TL in RFML is currently lacking through the
Traditional Machine Learning

Transfer Learning

Figure 1. In traditional machine learning (ML) (Fig. 1a), a new model is trained from random initialization for each domain/task pairing. TL (Fig. 1b) utilizes prior knowledge learned on one domain/task, in the form of a pre-trained model, to improve performance on a second domain and/or task. A concrete example for environmental adaptation to SNR is given in blue.

Figure 2. A system overview of the RF hardware and channel environment simulated in this work with the parameters/variables ($\alpha[t]$, $\omega[t]$, $\theta[t]$, $v[t]$, $\omega_\Delta[t]$) that each component of the system has the most significant impact on.

construction of an RFML specific TL taxonomy. This work begins to address current limitations in understanding how the training domain and task impact learned behavior and therefore facilitate or prevent successful transfer, where the training domain is characterized by the RF hardware and the channel environment [8] depicted in Fig. 2 and the training task is the application being addressed including the range of possible outputs (i.e. the modulation schemes classified). More specifically, this work systematically evaluates RF TL performance, as measured by post-transfer top-1 accuracy, as a function of several parameters of interest for an AMC use-case [4] using synthetic datasets. First, RF domain adaptation performance is examined as a function of

- SNR, which represents an environment adaptation problem characterized by a change in the RF channel environment (i.e., an increase/decrease in the additive interference, $v[t]$, of the channel) and/or transmitting devices (i.e., an increase/decrease in the magnitude, $\alpha[t]$, of the transmitted signal),
- FO, which represents a platform adaptation problem characterized by a change in the transmitting and/or receiving devices (i.e., an increase/decrease in $\omega_\Delta[t]$ due to hardware imperfections or a lack of synchronization), and
- Both SNR and FO, representing an environment platform co-adaptation problem characterized by a change in both the RF channel environment and the transmitting/receiving devices.

Parameter sweeps over these three scenarios addresses each type of RF domain adaptation discussed in the RFML TL taxonomy [8], and resulted in the construction of 81 training sets, 81 validation sets, and 81 test sets and the training and evaluation of 4360 models. Additionally, RF sequential learning performance is evaluated across broad categories of modulation types, namely linear, frequency-shifted, and analog modulation schemes, as well as in a successive
model refinement scenario, where a single modulation type is added/removed from the source dataset. These experiments resulted in an additional 17 training sets, 17 validation sets, and 17 test sets, and the training and evaluation of 304 models. From these experiments, we identify a number of practical takeaways for how best to utilize TL in an RFML setting including how changes in SNR and FO impact the difficulty of AMC and a comparison of head re-training versus fine-tuning for RF TL. These takeaways serve as initial guidelines for RF TL, subject to further experimentation using additional signal types, channel models, use-cases, model architectures, and augmented or captured datasets.

This paper is organized as follows: Section 2 provides requisite background knowledge of TL and RFML. In Section 3, each of the key methods and systems used and developed for this work are described in detail, including the simulation environment and dataset creation, as well as the model architecture and training. Section 4 presents experimental results and analysis, addressing the key research questions described above. Finally, Section 5 offers conclusions about the effectiveness of TL for RFML and next steps for incorporating and extending TL techniques in RFML-based research. A list of the acronyms used in this work is provided in the appendix for reference.

2. Background

The following subsections provide an overview of RFML, TL, and TL for RFML to provide context for the work performed herein.

2.1. Radio Frequency Machine Learning (RFML)

The term RFML is often used in the literature to describe any application of machine learning (ML) or DL to the RF domain. However, RFML was coined by Defense Advanced Research Projects Agency (DARPA) and defined as systems that:

• Autonomously learn features from raw data to detect, characterize, and identify signals-of-interest,

• Can autonomously configure RF sensors or communications platforms for changing communications environments, and

• Can synthesize “any possible waveform” [9].

Therefore, RFML algorithms typically utilize raw RF data as input to ML/DL techniques; most often deep neural networks (DNNs).

To date, most RFML research has focused on delivering state-of-the-art performance on spectrum awareness and cognitive radio tasks, whether through increased accuracy, increased adaptability, or using less expert knowledge. Such spectrum awareness cognitive radio tasks include signal detection, signal classification or AMC, specific emitter identification (SEI), channel modeling/emulation, positioning/localization, and spectrum anomaly detection [2]. One of the most common and arguably the most mature spectrum awareness or cognitive radio applications explored in the literature is AMC, and as such, AMC is the example use-case in this work. AMC is the task of identifying the type of or format of a detected signal, and is a key step in receiving RF signals. Traditional AMC techniques have typically consisted of an expert-defined feature extraction stage and a pattern recognition stage using techniques such as decision trees, support vector machines, and multi-layer perceptrons (MLPs) [10]. RFML-based approaches aim to both automatically learn and identify key features within signals-of-interest, as well as utilize those features to classify the signal, using only minimally pre-processed raw RF as input to DNN architectures including convolutional neural networks (CNNs) and recurrent neural networks (RNNs) [11].
2.2. Transfer Learning (TL) for RFML

As previously mentioned, TL aims to utilize prior knowledge gained from a source domain/task to improve performance on a “similar” target domain/task, where training data may be limited. The domain, \( D = \{ X, P(X) \} \), consists of the input data \( X \) and the marginal probability distribution over the data \( P(X) \). Meanwhile, the task, \( T = \{ Y, P(Y|X) \} \), consists of the label space \( Y \), and the conditional probability distribution \( P(Y|X) \) learned from the training data pairs \( \{ x_i, y_i \} \) such that \( x_i \in X \) and \( y_i \in Y \). In the context of RFML, the domain is characterized by the RF hardware and channel environments (i.e. In-phase/Quadrature (IQ) imbalance, non-linear distortion, SNR, multi-path effects), and the task is the application being addressed, including the range of possible outputs (i.e. \( n \)-class AMC, SEI, SNR estimation).

Recent work presented the RF-specific TL taxonomy shown in Fig. 3 [8], adapted from the general TL taxonomy of [12] and the NLP-specific taxonomy of [6]. Per this taxonomy, RF TL is categorized by training data availability and whether or not the source and target tasks differ:

- **Domain adaptation** is the setting in which source and target tasks are the same, but the source and target domains differ, and can be further categorized as
  - Environment adaptation, where the channel environment is changing, but the transmitter/receiver pair(s) are constant,
  - Platform adaptation, where the transmitter/receiver hardware is changing, but the channel environment is consistent, and
  - Environment platform co-adaptation, where changes in both the channel environment and transmitter/receiver hardware must be overcome.
- **Multi-task learning** is the setting in which different source and target tasks are learned simultaneously.
- **Sequential learning** is the setting in which a source task is learned first, and the target task, different from the source task, is learned during a second training phase.

Typically, the same training techniques are used to perform both domain adaptation and sequential learning, most commonly head re-training and model fine-tuning, which are the focus of in this work. Existing works have successfully utilized such techniques to overcome changes in channel environment [13,14] and wireless protocol [15,16], to transfer from synthetic data to captured data [17–20], and to add or remove output classes [21], for a variety of RFML...
use-cases. Meanwhile, multi-task learning approaches tend to utilize more than one loss term during a single training phase, and has been more commonly used in the context of ML-enabled wireless communications systems that use expert-defined features rather than raw RF data as input. However, multi-task learning techniques have been used to facilitate end-to-end communications systems [22], as well as to improve the explainability and accuracy of RFML models [23,24]. A systematic examination and evaluation of multi-task learning performance is left for future work.

Outside of observing the inability of pre-trained RFML models to generalize to new domains/tasks [4,25,26], little-to-no work has examined what characteristics within RF data facilitate or restrict transfer [8]. Without such knowledge, TL algorithms for RFML are generally restricted to those borrowed from other modalities, such as CV and NLP. While correlations can be drawn between the vision or language spaces and the RF space, these parallels do not always align, and therefore algorithms designed for CV and NLP may not always be appropriate for use in RFML. For example, while CV algorithm performance is not significantly impacted by a change in the camera(s) used to collect data, so long as the image resolution remains consistent [27], work in [4] showed that a change in transmitter/receiver pairs negatively impacted performance by as much as 7%, despite the collection parameters and even the brand/models of transmitters/receivers remaining consistent. Therefore, platform adaptation techniques that transfer knowledge gleaned from one hardware platform (or set of platforms) to a second hardware platform (or set of platforms) are a necessity in RFML, but not in CV.

3. Methodology

This section presents the experimental setup used in this work, shown in Fig. 4, which includes the data and dataset creation process and the model architecture, training, and evaluation, each described in detail in the following subsections.

3.1. Dataset Creation

This work used a custom synthetic dataset generation tool based off the open-source signal processing library liquid-dsp [28], which allowed for full control over the chosen parameters-of-interest, SNR, FO, and modulation type, and ensured accurate labelling of the training, validation, and test data. The dataset creation process, shown in Fig. 4a, begins with the construction of a large “master” dataset containing all modulation schemes and combinations of SNR and FO needed for the experiments performed (Section 3.1.2). Then, for each experiment performed herein, subsets of the data were selected from the master dataset using configuration files containing the desired metadata parameters (Sections 3.1.3 - 3.1.6). The master dataset is publicly available on IEEE DataPort [29].

3.1.1. Simulation Environment

All data used in this work was generated using the same noise generation, signal parameters, and signal types as in [23]. More specifically, in this work, the signal space has been restricted to the 23 signal types shown in Table 1, observed at complex baseband in the form of discrete time-series signals, s[t], where

\[ s[t] = α_Δ[t] \cdot α[t]e^{(jω[t]+jθ[t])} \cdot e^{(jωΔ[t]+jθΔ[t])} + v[t] \]

\( α[t], \omega[t], \) and \( θ[t] \) are the magnitude, frequency, and phase of the signal at time \( t \), and \( v[t] \) is the additive interference from the channel. Any values subscripted with a \( Δ \) represent imperfections/offsets caused by the transmitter/receiver and/or synchronization. Without loss of generality, all offsets caused by hardware imperfections or lack of synchronization have been consolidated onto the transmitter during simulation.
Table 1. Signal types included in this work and generation parameters.

| Modulation Name | Parameter Space | Modulation Name | Parameter Space |
|-----------------|-----------------|-----------------|-----------------|
| BPSK            | Symbol Order {2} | Symbol Order {32} | RRC Pulse Shape Excess Bandwidth {0.35, 0.5} Symbol Overlap ∈ [3, 5] |
|                 | RRC Pulse Shape Excess Bandwidth {0.35, 0.5} Symbol Overlap ∈ [3, 5] | APSK32 | RRC Pulse Shape Excess Bandwidth {0.35, 0.5} Symbol Overlap ∈ [3, 5] |
|                 | Symbol Order {4} | FSK5k | Carrier Spacing {5kHz} Rect Phase Shape Symbol Overlap {1} |
| QPSK            | RRC Pulse Shape Excess Bandwidth {0.35, 0.5} Symbol Overlap ∈ [3, 5] | FSK75k | Carrier Spacing {75kHz} Rect Phase Shape Symbol Overlap {1} |
|                 | Symbol Order {8} | GFSK5k | Carrier Spacing {5kHz} Gaussian Phase Shape Symbol Overlap {2, 3, 4} Beta ∈ [0.3, 0.5] |
|                 | RRC Pulse Shape Excess Bandwidth {0.35, 0.5} Symbol Overlap ∈ [3, 5] | GFSK75k | Carrier Spacing {75kHz} Gaussian Phase Shape Symbol Overlap {2, 3, 4} Beta ∈ [0.3, 0.5] |
| PSK8            | Symbol Order {16} | MSK | Carrier Spacing {2.5kHz} Rect Phase Shape Symbol Overlap {1} |
|                 | RRC Pulse Shape Excess Bandwidth {0.35, 0.5} Symbol Overlap ∈ [3, 5] | GMSK | Carrier Spacing {2.5kHz} Gaussian Phase Shape Symbol Overlap {2, 3, 4} Beta ∈ [0.3, 0.5] |
|                 | Symbol Order {4} | QAM16 | AM-DSB Modulation Index ∈ [0.5, 0.9] |
|                 | RRC Pulse Shape Excess Bandwidth {0.35, 0.5} Symbol Overlap ∈ [3, 5] | AM-DSBSC | Modulation Index ∈ [0.5, 0.9] |
|                 | Symbol Order {16} | QAM32 | FM-NB Modulation Index ∈ [0.05, 0.4] |
|                 | RRC Pulse Shape Excess Bandwidth {0.35, 0.5} Symbol Overlap ∈ [3, 5] | FM-WB | Modulation Index ∈ [0.825, 1.88] |
|                 | Symbol Order {64} | QAM64 | AM-LSB Modulation Index ∈ [0.5, 0.9] |
|                 | RRC Pulse Shape Excess Bandwidth {0.35, 0.5} Symbol Overlap ∈ [3, 5] | AM-USB | Modulation Index ∈ [0.5, 0.9] |
|                 | APSK16 | APSK16 | AWGN |
Figure 4. A system overview of the (a) dataset creation and (b) model pre-training, TL, and model evaluation processes used in this work.

Signals are initially synthesized in an additive white Gaussian noise (AWGN) channel environment with unit channel gain, no phase offset, and frequency offset held constant for each observation. Like in [23], SNR is defined as

$$\text{SNR} = 10 \log_{10} \left( \frac{\sum_{t=0}^{N-1} |s[t] - v[t]|^2}{\sum_{t=0}^{N-1} |v[t]|^2} \right)$$

where $N$ is the length of the capture measured in samples. This definition of SNR is based on an oracle-style knowledge of the generated signals, where the symbol energy ($E_s$) has been calibrated relative to its instantaneous noise floor ($N_0$), with the sampling bandwidth being marginally higher than the actual signal bandwidth. It should be noted that RFML approaches generally ingest more than one symbol at a time increasing the effective SNR. Therefore, feature estimation and/or classification is supported at lower SNRs.

In this work, we assume a blind receiver. Therefore, no synchronization or demodulation takes place. As a result, we are not limiting our conclusions by any specific filtering approaches,
bandwidths, or other baseband processing. We do inherently assume all signals are sampled at a sufficiently high rate to meet Nyquist’s sampling theorem. That is, the AWGN captures have a Nyquist rate of 1, and all other captures have a Nyquist rate of either 0.5 or 0.33 (twice or three times the Nyquist bandwidth). However, the AMC and TL approaches used herein do not rely on this critical sampling assumption, as there is no attempt to reconstruct the original signal.

3.1.2. The Master Dataset

The systematic evaluation of TL performance as a function of SNR, FO, and modulation type conducted in this work is possible through the construction of data-subsets with carefully selected metadata parameters from the larger master dataset. The constructed master dataset contains 600000 examples of each the signal types given in Table 1, for a total of 13.8 million examples. For each example, the SNR is selected uniformly at random between [-10dB, 20dB], the FO is selected uniformly at random between [-10%, 10%] of the sample rate, and all further signal generation parameters relevant for the signal type, including symbol order, carrier spacing, modulation index, and filtering parameters (excess bandwidth, symbol overlap/filter delay, and/or beta), are selected uniformly at random from the ranges specified in Table 1. Each example and the associated metadata is saved in SigMF format [30].

Figure 5. The parameter-of-interest range for each domain adaptation data subset.
3.1.3. The Sweep over SNR

To analyze the impact of SNR alone on TL performance, 26 source data-subsets were constructed from the larger master dataset using configuration files, as shown in Fig. 5a. Each data-subset contains examples with SNRs selected uniformly at random from a 5dB range sweeping from -10dB to 20dB in 1dB steps (i.e. [-10dB, -5dB], [-9dB, -4dB], ..., [15dB, 20dB]), and for each data-subset in this SNR sweep, FO was selected uniformly at random between [-5%, 5%] of sample rate. This SNR sweep yielded 26 pre-trained source models, each of which was transferred to the remaining 25 target data-subsets (as shown in Fig. 4b), yielding 650 models transferred using head re-training and 650 models transferred using fine-tuning. Additionally, 26 baseline models were trained, as described further in Section 3.2.

3.1.4. The Sweep over FO

To analyze the impact of FO alone on TL performance, 31 source data-subsets were constructed from the larger master dataset (as shown in Fig. 5b) containing examples with FOs selected uniformly at random from a 5% range sweeping from -10% of sample rate to 10% of sample rate in 0.5% steps (i.e. [-10%, -5%], [-9.5%, -4.5%], ..., [5%, 10%]). For each data-subset in this FO sweep, SNR was selected uniformly at random between [0dB, 20dB]. This FO sweep yielded 31 pre-trained source models, each of which was transferred to the remaining 30 target data-subsets (as shown in Fig. 4b) yielding 930 models transferred using head re-training, and 930 models transferred using fine-tuning. Additionally, 31 baseline models were trained, as described further in Section 3.2.

3.1.5. The Sweep over both SNR & FO

To analyze the impact of both SNR and FO on TL performance, 25 source data-subsets were constructed from the larger master dataset (as shown in Fig. 5c) containing examples with SNRs selected uniformly at random from a 10dB range sweeping from -10dB to 20dB in 5dB steps (i.e. [-10dB, 0dB], [-5dB, 5dB], ..., [10dB, 20dB]) and with FOs selected uniformly at random from a 10% range sweeping from -10% of sample rate to 10% of sample rate in 2.5% steps (i.e. [-10%, 0%], [-7.5%, 2.5%], ..., [0%, 10%]). This SNR and FO sweep yielded 25 pre-trained source models, each of which was transferred to the remaining 24 target data-subsets (as shown in Fig. 4b) yielding 600 models transferred using head re-training, and 600 models transferred using fine-tuning. Additionally, 25 baseline models were trained, as described further in Section 3.2.

3.1.6. Modulation Scheme Experiments

To analyze the impact of modulation type on TL performance, two groups of data-subsets were constructed. The first set of data-subsets aims to investigate TL performance across broad categories of modulation types, namely linear, frequency-shifted, and analog modulation schemes, as well as datasets containing combinations of modulation types. More specifically, 5 source data-subsets were constructed from the larger master dataset containing the following modulation schemes:

- All modulations
- Small Subset – BPSK, QPSK, OQPSK, QAM16, QAM64, APSK16, FSK 5k, MSK, FM-NB, DSB, USB, AWGN
- Linear modulations – BPSK, QPSK, PSK8, PSK16, OQPSK, QAM16, QAM32, QAM64, APSK16, APSK32, AWGN
- Frequency-shifted modulations – FSK 5k, FSK 75k, GFSK 5k, GFSK 75k, MSK, GMSK, AWGN
- Analog modulations – FM-NB, FM-WB, DSB, DSBSC, LSB, USB, AWGN
For each data-subset in this modulation type experiment, called “Modulation Experiment 1”, SNR was selected uniformly at random between [0dB, 20dB] and FO was selected uniformly at random between [-5%, 5%] of sample rate. This experiment yielded 5 pre-trained source models, each of which was transferred to the remaining 4 target data-subsets, yielding 20 models transferred using head re-training and 20 models transferred using fine-tuning. Additionally, 5 baseline models were trained, as described further in Section 3.2.

The second set of data-subsets was constructed such that a single modulation type was added/removed from the small/all modulations datasets described above, mimicking a successive model refinement scenario. More specifically, the 12 source data-subsets were constructed from the larger master dataset containing:

- small – BPSK, QPSK, OQPSK, QAM16, 64qam, APSK16, FSK 5k, MSK, FM-NB, DSB, USB, AWGN
- subset1 – small + PSK8
- subset2 – subset1 + PSK16
- subset3 – subset2 + QAM32
- subset4 – subset3 + APSK32
- subset5 – subset4 + FSK 75k
- subset6 – subset5 + GFSK 5k
- subset7 – subset6 + GFSK 75k
- subset8 – subset7 + GMSK
- subset9 – subset8 + FM-WB
- subset10 – subset9 + DSBSC
- all – subset10 + LSB

Again, SNR was selected uniformly at random between [0dB, 20dB] and FO was selected uniformly at random between [-5%, 5%] of sample rate. This experiment is called “Modulation Experiment 2” herein. This experiment yielded 12 pre-trained source models, each of which was transferred to the remaining 11 target data-subsets, yielding 132 models transferred using head re-training and 132 models transferred using fine-tuning. Additionally, 12 baseline models were trained, as described further in Section 3.2.

### 3.2. Model Architecture and Training

In this work, we utilize a single architecture trained across pairwise combinations of source/target datasets with varying (1) SNRs, (2) FOs, (3) SNRs and FO, or (4) modulation types in order to identify the impact of these parameters-of-interest on TL performance. Given the large number of models trained for this work, training time was a primary concern when selecting the model architecture. Therefore, this work uses a simple CNN architecture, shown in Table 2, that is based off of the architectures used in [23] and [31], with a reduction in the input size. Although many works including [23] and [31] have found success using larger input sequences, works such as [32] and [11] have found 128 input samples to be sufficient. Recognizing that longer input sequences results in increased computation and training time, in this work, 128 raw IQ samples are used as input corresponding to approximately 16-32 symbols depending on the symbol rate of the example. These samples are fed to the network in a (1, 2, 128) tensor, such that 1 refers to the number of channels, 2 refers to the IQ components, and 128 refers to the number of samples. The network contains two 2D convolutional layers, the first uses 1500 kernels of size (1, 7) and the second uses 260 kernels of size (2, 7). The second convolutional layer is followed by a flattening layer, a dropout layer using a rate of 0.5, and two linear fully-connected layers containing 65 and \( n \) nodes where \( n \) is the number of
output classes (i.e. modulation schemes) being trained. Both convolutional layers and the first linear layer use a ReLU activation function, and the final linear layer uses a Softmax activation function.

The model pre-training and TL process is shown in Fig. 4b, and represents a standard training pipeline. For pre-training, the training dataset contained 5000 examples per class, and the validation dataset contained 500 examples per class. These dataset sizes are consistent with [23] and adequate to achieve consistent convergence. Each model was trained using the Adam optimizer [33] and Cross Entropy Loss [34], with the PyTorch default hyper-parameters [35] (a learning rate of 0.001, without weight decay), for a total of 100 epochs. A checkpoint was saved after the epoch with the lowest validation loss, and was reloaded at the conclusion of the 100 epochs.

This work examines both head re-training and model fine-tuning methods. For head re-training and model fine-tuning, the training dataset contained 500 examples per class, and the validation dataset contained 50 examples per class, representing a smaller sample of available target data. The head re-training and fine-tuning processes both used the Adam optimizer and Cross Entropy Loss as well, with checkpoints saved at the lowest validation loss. During head re-training, only the final layer of the model was trained, again using the PyTorch default hyper-parameters, while the rest of the model’s parameters were frozen. During fine-tuning, the entire model was trained with a learning rate of 0.0001, an order of magnitude smaller than the PyTorch default of 0.001. Finally, all baseline models were trained using the same training process as the pre-trained models, but with 500 training examples per class and 50 validation examples per class, as was used in the TL setting.

4. Experimental Results & Analysis

The product of the experiments performed herein is 98 data subsets, each with distinct RF domains and tasks, corresponding baseline and source models trained from random initialization, and 4664 transfer learned models, half transferred using head re-training and the remaining half transferred using fine-tuning. Given the careful curation of the signal parameters contained within each data subset, as well as the breadth of signal types and parameters observed, generalized conclusions can be drawn regarding TL performance as a function of changes in the propagation environment (SNR), transmitter/receiver hardware (FO), and AMC task. However, it should be noted that further experiments using captured data are required in order to draw more concrete guidelines for using RF TL in the field [3], and is left for future

---

**Table 2.** Model architecture with \( n \) being the number of output classes (modulation types) trained.

| Layer Type | Num Kernels/Nodes | Kernel Size |
|------------|-------------------|-------------|
| Input      | size = (2, 128)   |             |
| Conv2d     | 1500              | (1, 7)      |
| ReLU       |                   |             |
| Conv2d     | 260               | (2, 7)      |
| ReLU       |                   |             |
| Dropout    | rate = 0.5        |             |
| Flatten    |                   |             |
| Linear     | 65                |             |
| ReLU       |                   |             |
| Linear     | \( n \)           |             |
| Softmax    |                   |             |

Trainable Parameters: \( 7432725 + (66 \cdot n) \)
Figure 6. The post-transfer top-1 accuracy for each source/target dataset pair constructed for the sweep over SNR using head re-training to perform domain adaptation, shown on a scale of [0.0, 1.0]. When fine-tuning is used to perform domain adaptation, the same trends are apparent.

The following subsections present the results obtained from the experiments performed, and discuss insights and practical takeaways that can be gleaned from the results given.

Figure 7. The post-transfer top-1 accuracy for each source/target dataset pair constructed for the sweep over FO using head re-training to perform domain adaptation, shown on a scale of [0.5, 0.9]. When fine-tuning is used to perform domain adaptation, the same trends are apparent.
Figure 8. The post-transfer top-1 accuracy for each source/target dataset pair constructed for the sweep over both SNR and FO using head re-training to perform domain adaptation, shown on a scale of [0.0, 1.0]. When fine-tuning is used to perform domain adaptation, the same trends are apparent.

4.1. When and How is RF Domain Adaptation most successful?

4.1.1. Impact of Source/Target Domain Similarity and “Difficulty” on Transfer Performance

The heatmaps in Figs. 6-8 show the post-transfer top-1 accuracy achieved with each of the source/target pairs. Note that the post-transfer top-1 accuracy results shown in Figs. 6-8 are from the models that used head re-training to transfer from the source to target domains/datasets. However, the accuracy results from the models that used fine-tuning for transfer show the same trends.

Figs. 6-8 also show that transfer across changes in FO is approximately symmetric, while transfer across changes in SNR are not. This behavior is also expected, and can be attributed to changes in the relative “difficulty” between the source and target domains. More specifically, changing the source/target SNR inherently changes the difficulty of the problem, as performing AMC in lower SNR channel environments is more challenging than performing AMC in high SNR channel environments. Therefore, the source models trained on the lower SNR ranges will transfer to the higher SNR ranges, though may not perform optimally, while the source models trained on the higher SNR ranges will fail to transfer to the lower SNR ranges, as shown in Figs. 6 and 8. In contrast, changing the source/target FO does not make performing AMC any more
or less difficult, but may require modifications to the learned features to accommodate which can be likened to performing FO calibration, as is standard practice in RF receiver operations. Consequently, small changes in FO, $\omega_\Delta [t]$, in either the positive and negative direction, are expected to perform similarly. Figure 7 indeed shows that TL performance is approximately symmetric, with best performance closest to the diagonal where the source and target FO ranges are most closely aligned.

Practically, these trends indicate that the effectiveness of RF domain adaptation increases as the source and target domains become more and more similar, and, when applicable, RF domain adaptation is more often successful when transferring from harder to easier domains when compared to transferring from easier to harder domains. For example, transferring from [-5dB, 0dB] to [0dB, 5dB] SNR is likely more effective than transferring from [5dB, 10dB] to [0dB, 5dB] SNR because although the similarity of between datasets in these two transfer scenarios is the same, [-5dB, 0dB] is a more challenging domain than [0dB, 5dB] whereas [5dB, 10dB] is an easier domain than [0dB, 5dB]. However, transferring from a FO range of [-9%, -4%] of sample rate to [-8%, -3%] of sample rate is likely more effective than transferring from a FO range of [-10%, -5%] of sample rate because [-9%, -4%] of sample rate and [-8%, -3%] of sample rate are more similar than [-10%, -5%] of sample rate and [-8%, -3%] of sample rate.

4.1.2. Environment Adaptation vs. Platform Adaptation

Recalling that the sweep over SNR can be regarded as an environment adaptation experiment and the sweep over FO can be regarded as a platform adaptation experiment, more general conclusions can be drawn regarding the challenges that environment and platform adaptation present. From the discussion in the previous subsection regarding the impact that SNR and FO have on the relative difficulty of the AMC task, it follows that changes in
Figure 10. The difference between post-transfer top-1 accuracy and target baseline accuracy for the sweep over FO using head re-training, shown on a scale on [-0.25, 0.25]. When fine-tuning is used to perform domain adaptation, the same trends are apparent. Note that the increase in performance when the source and target are the same (i.e. along the diagonal) is due to the 10x increase in training data between the baseline and pre-trained models.

SNR are likely more challenging to overcome than changes in FO. That is, changes in channel environment are more challenging to overcome using TL techniques than changes in transmitter/receiver hardware, such that environment adaptation is more difficult to achieve than platform adaptation. While this trend is indirectly shown through the range of accuracies achieved in Figs. 6-8, which is smaller for the FO sweep than the SNR sweep and SNR + FO sweep, and is more directly shown in Figs. 9 and 10.

Figs. 9 and 10 present the difference between post-transfer top-1 accuracy and target baseline accuracy for the SNR and FO sweeps, such that when the difference value is positive the TL model outperforms the baseline model and vice versa. These results show that for the sweep over SNR, the TL model only outperforms the baseline near the diagonal where the source and target are very similar. However, for the sweep over FO, the TL model outperforms the baseline for a greater number of source/target pairs.

From these results, we can conclude that in practice TL is more useful for overcoming platform discrepancies than channel discrepancies, unless the channel discrepancy is small. If the channel discrepancy between source and target is large, one might consider simply training for random initialization on the target data to achieve top performance. Furthermore, if choosing a source dataset/model for a given target domain/task, one should consider the similarity of of the source/target channel environment before the similarity of the source/target platform, as changes in transmitter/receiver pair are more easily overcome during TL.

4.1.3. Head Re-Training vs. Fine-Tuning

Figs. 11 - 13 plot the difference between post-transfer top-1 accuracies achieved using head re-training versus fine-tuning such that positive values correspond to better fine-tuning performance and negative values correspond to better head re-training performance. These figures indicate that head re-training is as effective, if not more effective, than fine-tuning...
Figure 11. The difference between post-transfer top-1 accuracies achieved using head re-training versus fine-tuning for the sweep over SNR, shown on a scale of [-0.25, 0.25]. When the value is positive, fine-tuning outperforms head re-training. When the value is negative, head re-training outperforms fine-tuning.

Figure 12. The difference between post-transfer top-1 accuracies achieved using head re-training versus fine-tuning for the sweep over FO, shown on a scale of [-0.15, 0.15]. When the value is positive, fine-tuning outperforms head re-training. When the value is negative, head re-training outperforms fine-tuning.

when the source and target domains are similar. Meanwhile, fine-tuning is more effective when the source and target domains are more dissimilar. Intuitively, this means that when the source/target domains are dissimilar, the features found in the early layers of the source model
Figure 13. The difference between post-transfer top-1 accuracies achieved using head re-training versus fine-tuning for the sweep over SNR and FO, shown on a scale of [-0.2, 0.2]. When the value is positive, fine-tuning outperforms head re-training. When the value is negative, head re-training outperforms fine-tuning.

needed modification to discern between modulation types in the target domain. However, recalling that Figs. 9 and 10 showed TL only provides benefit when the source and target are somewhat similar, we can conclude that head re-training is as effective, if not more effective, than fine-tuning in the settings where TL increases performance over the baseline. Given that head re-training is more time efficient and less computationally expensive than fine-tuning, there is a strong case for using head re-training over fine-tuning when performing RF domain adaptation.

4.2. When and How is RF Sequential Learning Most Successful?

4.2.1. Sequential Learning Across Signal Types: Modulation Experiment 1

Fig. 14 shows the post-transfer top-1 accuracy for each source/target dataset in Modulation Experiment 1. As in the domain adaptation experiments discussed previously, the best transfer generally occurs along the diagonal of the heatmap, where the source/target similarity is highest. Additionally, the subsets containing only a single type of modulation scheme (i.e. the analog, frequency-shifted, linear subsets) don’t transfer well between one another, and also don’t transfer well to the subsets which contain multiple types of modulation schemes (i.e. the small and all subsets). Meanwhile, the small and all subsets transfer fairly well to the analog, frequency-shifted, and linear subsets. These results are verified by the results shown in Fig. 15 which presents the difference between post-transfer top-1 accuracy and the baseline target models, and shows that TL only increases performance over the baseline models when there is significant overlap between the modulation schemes in each subset.

These results are expected when we consider the general setting in which TL is beneficial: when the source and target are “similar”. When no similar signal types between source/target
Figure 14. The post-transfer top-1 accuracy for each source/target dataset pair constructed for Modulation Experiment 1 using head re-training, shown on a scale of [0.35, 1.0]. When fine-tuning is used, the same trends are apparent.

Figure 15. The difference between post-transfer top-1 accuracy and target baseline accuracy for Modulation Experiment 1 using head re-training, shown on a scale of [-0.45, 0.45]. When fine-tuning is used, the same trends are apparent. Note that the increase in performance when the source and target are the same (i.e. along the diagonal) is due to the 10x increase in training data between the baseline and pre-trained models.

there is little-to-no benefit to using TL, such as when attempting transfer between the analog, frequency-shifted, and linear subsets. However, because the small and all subsets contain at
least one modulation scheme from each of the analog, frequency-shifted, and linear subsets, the pre-trained source model has some prior knowledge of each category of modulation schemes from which to build. Practically, these results indicate that TL is only beneficial when similar signal types in the source and target datasets.

4.2.2. Sequential Learning For Successive Model Refinement: Modulation Experiment 2

Figs. 16 and 17 present the post-transfer top-1 accuracy and the difference between the post-transfer top-1 accuracy for Modulation Experiment 2 and target baseline accuracy for Modulation Experiment 2 respectively. These results indicate that it is easier to remove output classes during the TL phase than it is to add output classes, as evidenced by higher performance in the upper triangle of the heatmap in Fig. 16, as well as the significant performance benefits over the target baseline models shown in Fig. 17. This behavior is expected, as, intuitively, it is easier to forget or disregard prior knowledge than to acquire new knowledge during transfer. More specifically, by pre-training on a larger subset of signal types (i.e. outputs), the source model has already learned features to identify all of the modulation classes in the target task. In fact, the source model has likely learned more features than necessary to perform the target task, and could undergo feature pruning in order to reduce computational complexity. It should also be noted that the task gets easier as output classes are removed, further contributing to the trend. Practically, these results dictate that one should utilize a source task that encompasses the target task, when possible.

4.2.3. Head Re-training vs. Fine Tuning

Finally, Figs. 18 and 19 present the difference between post-transfer top-1 accuracies achieved using head re-training versus fine-tuning for Modulation Experiments 1 and 2 respectively. These results show that fine-tuning outperforms head re-training in all cases where the source/target tasks are ‘less similar.” Meanwhile, when the source/target subsets have some modulation schemes in common, head re-training outperforms fine-tuning. However, as was
Figure 17. The difference between post-transfer top-1 accuracy and target baseline accuracy for Modulation Experiment 2 using head re-training, shown on a scale of [-0.25, 0.25]. When fine-tuning is used, the same trends are apparent. Note that the increase in performance when the source and target are the same (i.e. along the diagonal) is due to the 10x increase in training data between the baseline and pre-trained models.

the case in the domain adaptation experiments discussed in Section 4.1.3, head re-training is as effective, if not more effective, than fine-tuning in the settings where TL increases performance over the baseline. Therefore, head re-training is the preferred method of performing RF sequential learning as well, as head re-training is generally more time efficient and less computationally expensive than fine-tuning.

5. Conclusion

TL has yielded tremendous performance benefits in CV and NLP, and as a result, TL is all but commonplace in these fields. However, the benefits of TL have yet to be fully demonstrated and integrated in RFML. To begin to address this deficit, this work systematically evaluated RF TL performance as a function of SNR, FO, and modulation type for an AMC use-case. Through this exhaustive study, a number of guidelines have been identified for when and how to use RF TL successfully. More specifically, results indicate:

- Using source models trained on the most similar domain/task to the target yields highest performance
- Transferring from a more challenging domain/task than the target, is preferred to transferring from an easier domain/task
- Selecting source models based on the similarity of the source/target channel environment is more important than the similarity of the source/target platform(s)
Figure 18. The difference between post-transfer top-1 accuracies achieved using head re-training versus fine-tuning for Modulation Experiment 1, shown on a scale of [-0.4, 0.4]. When the value is positive, fine-tuning outperforms head re-training. When the value is negative, head re-training outperforms fine-tuning.

- Head re Training generally provides the highest performance in any RF TL case where TL provides a performance benefit over training from random initialization, as measured by post-transfer top-1 accuracy, time efficiency, and computational complexity.

As previously mentioned these initial guidelines are subject to further experimentation using additional signal types, channel models, use-cases, model architectures, and augmented or captured datasets. Continuing and extending the analysis conducted herein will provide a more thorough understanding of RF TL behavior and performance across a wider range of use-cases and deployment settings. Further experimentation should include:

- An analysis of multi-task learning behavior using synthetic and/or captured data
- Analyses of RF TL performance across other metadata parameters-of-interest such as fading/multi-path channel environments, sample rate, IQ imbalance, etc.
- Analyses of TL performance for other RFML use-cases such as SEI, signal detection, etc.
- An analysis of RF TL techniques for transferring between use-cases. For example, can sequential learning techniques be used to transfer between AMC and SEI use-cases? Is multi-task learning better suited to performing this type of transfer?
- Analyses of RF TL performance across varying domains/tasks using captured data
- An analysis of RF TL performance across synthetic, augmented, and captured datasets

Provided future verification and refinement of these results and guidelines, these guidelines can be used in future RFML systems to construct the highest performing models for a given target domain when data is limited. More specifically, these guidelines begin a discussion regarding how best to continually update RFML models once deployed, in an online or incremental fashion, to overcome the highly fluid nature of modern communication systems [2].
Figure 19. The difference between post-transfer top-1 accuracies achieved using head re-training versus fine-tuning for Modulation Experiment 2, shown on a scale of [-0.1, 0.1]. When the value is positive, fine-tuning outperforms head re-training. When the value is negative, head re-training outperforms fine-tuning.
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Abbreviations
The following abbreviations are used in this manuscript:

AM-DSB amplitude modulation, double-sideband
AM-DSBSC amplitude modulation, double-sideband suppressed-carrier
AM-LSB amplitude modulation, lower-sideband
| Abbreviation | Description |
|--------------|-------------|
| AM-USB       | amplitude modulation, upper-sideband |
| AMC          | automatic modulation classification |
| APSK16       | amplitude and phase-shift keying, order 16 |
| APSK32       | amplitude and phase-shift keying, order 32 |
| AWGN         | additive white Gaussian noise |
| BPSK         | binary phase-shift keying |
| CLDNN        | convolutional long-short term deep neural network |
| CNN          | convolutional neural network |
| CV           | computer vision |
| DARPA        | Defense Advanced Research Projects Agency |
| DL           | deep learning |
| DNN          | deep neural network |
| FM-NB        | narrow band frequency modulation |
| FM-WB        | wide band frequency modulation |
| FO           | frequency offset |
| FSK5k        | frequency-shift keying, 5kHz carrier spacing |
| FSK75k       | frequency-shift keying, 75kHz carrier spacing |
| GFSK5k       | Gaussian frequency-shift keying, 5kHz carrier spacing |
| GFSK75k      | Gaussian frequency-shift keying, 75kHz carrier spacing |
| GMSK         | Gaussian minimum-shift keying |
| IQ           | in-phase/quadrature |
| LEEP         | Log Expected Empirical Prediction |
| LogME        | Logarithm of Maximum Evidence |
| LSTM         | Long Short-Term Memory |
| ML           | machine learning |
| MLP          | multi-layer perceptrons |
| MSK          | minimum-shift keying |
| NLP          | natural language processing |
| NN           | neural network |
| OQPSK        | offset quadrature phase-shift keying |
| PSK16        | phase-shift keying, order 16 |
| PSK8         | phase-shift keying, order 8 |
| QAM16        | quadrature amplitude modulation, order 16 |
QAM32 quadrature amplitude modulation, order 32
QAM64 quadrature amplitude modulation, order 64
QPSK quadrature phase-shift keying
RF radio frequency
RFML radio frequency machine learning
RNN Recurrent Neural Network
RRC root-raised cosine
SEI specific emitter identification
SNR signal-to-noise ratio
TL transfer learning
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