Behavioural and electrophysiological analyses of written word processing in spoken and literary Arabic: New insights into the diglossia question
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Abstract
Diglossia in Arabic describes the existence and the use of two varieties of the same language: spoken Arabic (SA) and literary Arabic (LA). SA, the dialect first spoken by Arabic native speakers, is used in non-formal situations for everyday conversations, and varies from one region to another in the Arabic world. LA, acquired later in life when the children learn to read and write at school, is used for formal purposes such as media, speeches in public and religious sermons. Previous research showed that, in the auditory modality, SA words are processed faster than LA ones. In the visual modality, written LA words are processed faster than SA ones, the latter comparing with low-frequency words. This study analysed event-related potentials (ERPs) during the processing of high-frequency (LAHF), LA low-frequency (LALF) and SA high-frequency words (SAHF) in a visual lexical decision task. Faster reaction times were observed for LAHF, followed by SAHF and then by LALF. ERPs showed a modulation of the early components starting from the P100 component and of the late P600 component, supposedly related to memory processes. These findings, indicating that processing written SAHF words was largely comparable with processing of LALF, are discussed in the context of Arabic diglossia.
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1 | INTRODUCTION

Psycholinguistic research has shown that reading accuracy and speed depend on a number of cognitive and linguistic factors across different languages (Coltheart, 2005, 2006). Among the linguistic factors, frequency (Forster & Chambers, 1973; Gordon, 1983; Rubenstein et al., 1970; Yap & Balota, 2007), and

Abbreviations list: EEG, electroencephalography; ERPs, event-related potentials; LA, literary Arabic; SA, spoken Arabic; LAHF, literary Arabic high-frequency words; LALF, literary Arabic low-frequency words; SAHF, spoken Arabic high-frequency words.
lexicity effects are by far the most frequently investigated (Balota et al., 2004; Coltheart et al., 1993, 2001). Word frequency is hypothesized, according to the dual-route model (Coltheart et al., 1993), to determine the route to be used for reading. Reading a non-frequent word (unknown or a non-word) necessitates translating the graphemes to phonemes (the non-lexical route). Reading and/or recognizing a frequent word passes through retrieval of the specific word orthographic/phonemic pattern stored in the mental lexicon, allowing thus more accurate and faster reading than the decoding process (see, e.g., Garlock et al., 2001; Gernsbacher, 1984; Perea et al., 2005). Duyck et al. (2008) have suggested that word frequency effect is the result of implicit learning and of the strengthening of lexical representations by words repetition (Perea et al., 2005). Therefore, high-frequency words are recognized faster than low-frequency ones because of the low surpass threshold for the high-frequency words (Besner & McCann, 1987; Monsell et al., 1989; Morton, 1970; Murray & Forster, 2004). Psychophysiological studies using event-related potential (ERP) analysis have suggested that effects of word frequency during visual word recognition could be found during the early stages of information processing (e.g., ~132 ms [Sereno et al., 1998] or 150–190 ms [Hauk & Pulvermüller, 2004; Strijkers et al., 2010]) but also during later stages (e.g., ~240–300 ms [Proverbio et al., 2008], ~320–360 ms [Hauk & Pulvermüller, 2004] and ~400 ms after word presentation [Van Petten & Kutas, 1990]). To give only few examples, a modulation by frequency was reported for the amplitude of the N170 component, with responses over the left scalp being larger for frequent than non-frequent words (Simon et al., 2007). Proverbio et al. (2008) reported differences between high-frequency and low-frequency words in the amplitude of N2 (240–300 ms) and N3 components (300–360 ms) which appeared larger for high-frequency words over left lateral occipital sites. In functional brain imaging studies, word frequency had also been shown to induce differences in brain activation. Keller et al. (2001) for instance, reported about higher activation for low-frequency words than for high-frequency words in the occipito-temporal brain regions. Kronbichler et al. (2004) showed negative correlation between word frequency and the activation of the left middle and posterior fusiform gyrus, suggesting less computational demands when encountering high-frequency words. A similar finding was reported by Hauk et al. (2008), who also suggested that frequency and brain activation were negatively correlated in several brain areas involved in visual word processing, including in the left fusiform gyrus and the bilateral inferior frontal gyri. Word frequency effects had been investigated in multiple languages including in English (Yap et al., 2012), German (Bronk et al., 2013; Brysbaert et al., 2011), French (Maïonchi-Pino et al., 2010), Italian (Proverbio et al., 2008, 2004), Hebrew (Koriat, 1985) and Chinese (Kuo et al., 2003) and also among bilinguals (Brysbaert et al., 2017; Diependaele et al., 2013). To date, very few studies have been conducted on the diglossic Arabic language, which is considered by some authors as a particular form of bilingualism (Ibrahim, 2009; Ibrahim et al., 2007).

The diglossic situation in the Arabic language refers to the existence of two varieties of the same language that are used in different situations (Ferguson, 1959). The spoken Arabic (SA) variety, considered as the low variety, is the dialect first spoken by Arabic native speakers, used at home and in non-formal situations in everyday conversations, and varies from one region to another in the Arabic world. The literary Arabic (LA), referred to by some authors as modern standard Arabic, MSA, or StA (Saiegh-Haddad & Henkin-Roitfarb, 2014), the high variety, is acquired later in life when the children learn to read and write at school and is used for formal purposes such as media, speeches in public and religious sermons (Saiegh-Haddad, 2012; Saiegh-Haddad & Schiff, 2016). In addition to the difference in the history of acquisition of SA and LA and to the patterns of use in everyday life, Saiegh-Haddad (2003) had suggested that differences between SA and LA exist in the different linguistic domains (phonology, morphology and semantics). At the phonological level for instance, there are multiple phonemes that exist in the LA but not in the SA in some dialects, for instance, the phoneme /ð/ which is pronounced in LA is replaced by the phoneme /d/ or /z/ in SA in some dialects (LA /dawq/ [taste] vs. SA /dawq/ or /zawq/ ) (Saiegh-Haddad et al., 2020). At the lexico-semantic level, Saiegh-Haddad and Spolsky (2014) have analysed a corpus of words from 5-year old Arabic speakers and found that 40% of the children lexicon include unique SA words with non-classic written form, 40% of cognate words in SA and LA and ~20% of words being identical—words that have the same phonological form and meaning in SA and LA (see also Saiegh-Haddad, 2018).

Based on empirical data, some authors have proposed that Arabic diglossia could be considered as a form of bilingualism. In one study, conducted with children in kindergarten and first grade (Eviatar & Ibrahim, 2000), metalinguistic skills of Arabic children who were exposed to both SA and LA were compared with the abilities of bilinguals (exposed to two different languages) and with those of monolingual children. The findings showed that Arabic children abilities compared with that of the Russian–Hebrew bilinguals, but differed from Hebrew
monolinguals (see also other results in Ibrahim et al., 2007). The authors concluded that, because Arabic-native speakers behaved as bilinguals, they could be considered as bilinguals (Eviatar & Ibrahim, 2000). In another study, Ibrahim and Aharon-Peretz (2005) examined inter- and intra-language (semantic) priming effects in an auditory lexical decision among 11th and 12th grade native-Arabic speaking students, who also had Hebrew as their formal second language. Auditory presentation of SA, LA and Hebrew stimuli enabled comparisons between SA and LA varieties, as well as comparison of both varieties to Hebrew. The results indicated that priming effects were larger when prime words were in SA and target words were either in LA or in Hebrew, than when primes were in LA or Hebrew and target words in SA. In addition, they showed that priming effects for LA and Hebrew were very similar, indicating that both languages behaved as second languages (see similar results in Ibrahim, 2009). The priming effects by SA observed in this study were interpreted in the light of previous observations in bilinguals (Gollan et al., 1997; Keatley et al., 1994) which show that forward priming (i.e., from the dominant first language [L1]) to the less dominant second language (L2) are larger than backward priming (i.e., from L2 to L1). Taken as evidence that L1 words more readily initiate conceptual processing than words in L2 (Kroll & Tokowicz, 2001), the authors suggested that the two varieties of Arabic are cognitively represented in two separately organized lexicons and that literate speakers of Arabic behave as bilinguals, with SA as their L1 and LA as their L2. Although this conclusion appeared to explain the results obtained in the auditory modality, other results have indicated that LA and SA status (mimicking L1 and L2) might depend on the modality of the presentation of the word stimuli: SA words showing a pattern of dominant responses in the auditory modality and LA words showing a pattern of dominant responses in the visual written modality. Indeed, in a prior study that used visual presentation of written LA and SA words, Bentin and Ibrahim (1996) showed that reading aloud SA words was slower than LA ones, and that SA words were processed as low-frequency LA ones. More recently, a study using functional magnetic resonance imaging (fMRI) during a semantic categorization task that included written words from LA and SA (and Hebrew) confirmed the dominant status of LA words during visual word processing (Nevat et al., 2014). Both in terms of behavioural (RTs and accuracy) and functional responses, the results showed that LA functioned as dominant language variety. Differences in response accuracy and response speed variance between LA and SA have also been reported in another recent study using a similar semantic categorization task (Tarabya et al., 2021).

Although at the behavioural level, the question of the dominance appears to have some reasonable responses, the question remains as to how and when LA and SA processing differs in the brain. In this study, the aim was to investigate, using event related potentials (ERPs), when LA and SA processing differs during the time course of word recognition. ERP analyses are widely used as a suitable tool for monitoring brain activity during visual word recognition. In language studies using the visual modality more particularly, several ERP components have been shown to be sensitive to linguistic factors. Among these components, the N170 component for instance (referred also in the ERP literature as N1 component, or word recognition potential; see Spironelli et al., 2020; Spironelli & Angrilli, 2009), which peaks around 170 ms after stimulus presentation, is a negative occipito-temporal response that was linked during the processing of visual words to the orthographic processing stage (Bentin et al., 1999). Previous studies have shown that this component’s amplitude and peak latency could be modulated by various linguistic manipulations including among other things words’ repetition, orthographic features and word frequency (Simon et al., 2004; Taha et al., 2013; Taha & Khateb, 2013). During the presentation of orthographic stimuli, this component is maximal at left occipito-temporal sites, while during the processing of non-orthographic such as objects (Khat et al., 2002) and human faces (Bentin et al., 1996), this response is maximal at the right sites (Dundas et al., 2014; Proverbio et al., 2007; Simon et al., 2007). In this regard, Simon et al. (2007) suggested that the N170 is an occipito-temporal component which represents the first step where faces, objects and words processing are differentiated along the ventral system of the brain. In addition to the studies of healthy participants, the N170 was also described in clinical studies such as developmental dyslexia (DD), aphasia and schizophrenia (Blasi et al., 2002; Ibáñez et al., 2011; Ji et al., 2019; Spironelli et al., 2010). To give only few examples from the literature on dyslexia, the N170 amplitude was described to be reduced among dyslexic readers (Blau et al., 2007; Hasko et al., 2013). A relation between the N170 amplitude among DD and the severity of the dyslexia was also reported (Mahé et al., 2012). In the same vein, Korinth and Breznitz (2014) reported about a larger N170 amplitude among fast compared with slow readers. Finally, Spironelli et al. (2010) reported an increase of the component amplitude at left recording sites in DD following a phonological training, suggesting a cortical reorganization of the reading network. During the late steps of information processing, in addition to the N400 ERP component, which was described originally following semantic anomalies during sentence processing (Kutas &
Hillyard, 1980), a late posterior positive component (referred to as the P600 or the P6) with an onset at ~500 ms after stimulus presentation had often been reported in the context of lexical decision experiments. In some studies, the P600 was elicited as a result of spellings and pseudo-homophones (Münte et al., 1998; Stites et al., 2016; Taha & Khateb, 2013; Van de Meerendonk et al., 2011). The P600 component was described also as a late waveform induced by syntactic anomalies during sentence processing as a reparation process (Friederici et al., 1996). In tasks involving word recognition this response was proposed to reflect late memory monitoring processes (Kaan & Swaab, 2003; Taha & Khateb, 2013).

The present study relied on previous results on Arabic in the visual modality (Bentin & Ibrahim, 1996; Nevat et al., 2014; Tarabya et al., 2021) and on other findings from bilinguals (Duyck et al., 2008) indicating that high-frequency L2 words were processed as low-frequency L1 words. Because differences between the processing of written LA and SA words were explained in terms of the subjects’ lower visual familiarity with written SA word patterns, this study sought to examine the extent to which difference between the processing of SA versus LA words compares with the visual processing of low- versus high-frequency words in LA. For this aim, behavioural and electrophysiological (ERP) analyses were conducted during a visual lexical decision task in native Arabic speakers. The task included LA high-frequency (LAHF) words, LA low-frequency (LALF) words and SA high-frequency (SAHF) words. At the behavioural level, we predicted that LAHF will induce shorter RTs (and higher accuracy) compared with LALF and SAHF. In terms of ERPs, it was hypothesized that differences will be found between LAHF and LALF words due to frequency effects. Also, assuming that difference between SAHF and LAHF words is mainly due to difference in the visual familiarity (lower for SA words), it was predicted that processing of SAHF words will be comparable with the processing of LALF words. Based on the previous ERP studies documenting the modulation of the different components by word frequency, we expected to find differences starting already around the N170 component, previously shown to differentiate between words based on the their orthographic and frequency characteristics (Hasko et al., 2013; Maurer et al., 2005; Xue et al., 2019), and during the P600 component (Rugg, 1990; Taha & Khateb, 2013; Young & Rugg, 1992).

2 | MATERIALS AND METHODS

2.1 | Participants

Twenty-eight healthy young students (16 women and 12 men) aged between 18 and 24 years participated in the study (M = 22.7 years, SD = 1.54). All participants were native Arabic speakers, self-declared right-handed and had normal or corrected-to-normal vision with no history of dyslexia or any other neurological or psychiatric diseases. The participants were recruited from the University of Haifa and were paid for their participation (35 NIS per hour), or received bonus points. Five subjects were excluded from behavioural analysis because of poor accuracy (accuracy rate below 60% in at least one experimental word condition), and other four subjects were excluded from the ERP analysis due to noisy signals.

2.2 | Stimuli and procedure

The stimuli consisted of three written word lists including 60 high-frequency LA (hereafter LAHF) words, 60 low-frequency LA (LALF) words and 60 high-frequency SA (SAHF) words. LA words were selected on the basis of a questionnaire that was filled by 26 Arabic speaking adult students (who did not participate in the experiment). They were asked to assess the familiarity/frequency (hereafter we will use frequency) of 136 written LA words using a 0–5 scale (0 for not frequent/not familiar, 5 for highly frequent/familiar). After this rating, the words were categorized on the basis of the mean frequency of each item into two groups of 60 words each, when LAHF words had a mean familiarity score >3 (M = 4.46, SD = .27; range = 3.5–4.9), and LALF words had a mean familiarity score <3 (M = 1.75, SD = .75; range = .88 – 2.63). In addition, the same participants were asked to assess the familiarity/frequency of 70 written SA words, which are highly familiar spoken words of which 60 words ranked above 4 (0–5 scale) were selected (M = 4.8, SD = .17; range = 3.6–5). The average word length was matched between word conditions (for LAHF M = 4.3, SD = .7; for LALF M = 4.2, SD = .8; and for SAHF M = 4.25, SD = 1.01). Also, three sub-lists of 60 pseudowords each were built on the basis of real words by replacing one or two letters keeping the pronunciation of the stimuli acceptable. Altogether, these provided a list of 360 words, which were divided randomly into two blocks and were distributed randomly in each block. The duration of each block was ~8 min; therefore, the whole experiment took approximately 15 min.

The experiment took place in an isolated, sound-shielded room. The words were presented on a computer screen using E-Prime software (v. 2.0.10.147, Psychology Software Tools, Inc., www.pstnet.com/, PA, USA). Each simulation trial lasted about ~2.5 s and started with a 500-ms fixation cross, which was followed by the stimulus during 150 ms. A blank screen then appeared for
1850 ms to allow for the participant's response. Participants were instructed to make lexical decisions on the visual stimuli by deciding (as quickly and accurately as possible) after each string of letters whether or not these letters constitute a word they know.

During the experiment, participants were seated at ~120 cm from the screen and asked to fixate at the central cross and to read silently the words. After the presentation of each stimulus, participants were required to respond by pressing one of two buttons with their right-hand middle and index fingers (half of the subjects responded for words with their index finger and for pseudowords with their middle finger and the other half responded the other way). They were also instructed to try not to blink during the visual presentation of the stimulus. All participants accomplished a training session consisting of 18 words (3 words from each condition and pseudowords) in order to ensure that they have understood the task demands and to familiarize with the button presses.

2.3 EEG recordings and ERP pre-processing

Electroencephalographic (EEG) recordings were collected continuously using a 64 channel BioSemi Active Two system and the ActiveView recording software (www.biosemi.com). Pin-type electrodes were mounted on a customized BioSemi head-cap, using an electrode gel and arranged according to the 10–20 international system. Horizontal eye movements were monitored using two flat electrodes placed on the sides of the eyes. Two additional electrodes, placed underneath and above the right eye, monitored vertical eye movement and blinks. The EEG signals were collected reference-free at a 2048-Hz sampling rate (i.e., Biosemi active electrodes), with a .25 high-pass filter, amplified and digitized with a 24-bit AD converter. ERP epochs were averaged offline using the Brain Vision Analyzer software (Brain-products: http://www.brainproducts.com/). EEG data were first filtered (low pass: 30 Hz; and high pass: 1 Hz), ocular artefacts' corrected using the Gratton et al.'s (1983) method. This is an offline procedure, implemented in Brain Vision Analyzer software, which uses EOG channels and EEG recordings for each individual trial to estimate a factor, which is the relation between EOG and EEG data (called also a propagation factor). This factor is calculated separately for blinks and eye movements (for more information, see Gratton et al., 1983).

Artefacts also were rejected based on the next steps: (i) gradients maximum allowed voltage steps of 50.00 μV with a 200 ms before or after the event, (ii) maximal allowed absolute differences of 200 μV in intervals of 200 ms, (iii) amplitude higher than 70 μV and lower than −70 μV were rejected, and (v) the lowest activity allowed (max−min) was .5 μV within an interval length of 100 ms. After the artefact rejection, the ERP epochs were averaged separately for each word condition from −100 ms before stimulus onset to 900 ms post-stimulus only for trials with correct responses and re-referenced to the average-reference (Lehmann & Skrandies, 1980). The following analyses were conducted using the Cartool software® (v.3.51; http://brainmapping.unige.ch/ Cartool. php). The individual ERP of each word condition were first down-sampled to 512 Hz and baseline-corrected (using the 100 ms pre-stimulus interval). The resulting individual ERPs were then used to compute the grand mean ERP of each word condition and conduct component analysis.

2.4 ERP analysis

Because the study focused on word recognition without any a priori hypothesis and question about pseudowords, the analysis presented here below aimed at determining ERP differences between LAHF, LALF and SAHF for word conditions only. For this purpose, we first compared the response amplitude between the conditions for the components P1, N170, P2, N2 and P3 (see Figure 1). For all these components, a sub-set of three left posterior electrodes (PO7, PO3 and O1) and three right electrodes (PO8, PO4 and O2) that best displayed these components were selected. This selection was based on the visual inspection of the superposition of the grand-mean ERPs of the three language conditions (LAHF, LALF and SAHF, Figure 1). The mean response amplitude was then computed from each of these electrodes: (i) for the P1 between ~115 and 125 ms, (ii) for the N170 between ~170 and 180 ms, (iii) for the P2 between ~280 and 300 ms, (iv) for the N2 between ~320 and 340 ms and (v) for the P3 between ~340 and 365 ms. The mean signals for each component from each of these electrodes were then subjected to statistical analysis using repeated measures analysis of variance (ANOVA). For the late responses, we analysed the late P600 component which best appeared at centro-parietal electrodes. For this, we computed the mean signal between 450 and 600 ms from each of three left (CP3, CP1 and P3) and three right (CP4, CP2 and P4) centro-parietal electrodes (see Figure 3).

The analysis of components’ latency was conducted based on the averaged signal (as a region of interest) of the three left (PO7, PO3 and O1) and the averaged signal of three right (PO8, PO4 and O2). We then determined successively in each individual ERP of each condition the
FIGURE 1  (a) Superimposition of the grand mean event-related potential (ERP) traces for the three language condition (black: LAHF, red: LALF, green: SAHF) from −100 to 450 ms from three left posterior and three right posterior sites electrodes which best exhibited the succession of the early (P1 to P3) ERP components (see blue arrows in PO7). The inset in the middle of the figure illustrates the location of the selected electrodes. The inset below electrode O1 shows an enlargement of the difference between conditions during the N170. (b) Illustration of the topographic maps for the mean signal for the successive components from the P100 to the P3. Note the typical topography of the P100 component showing the characteristic posterior positivity and anterior negativity and the inversion in the N170 component map which shows a posterior negativity and anterior negativity. Numbers below the maps indicate the time period of analysis for each component. 2-D maps are scaled to their maxima (see color scale in the right: red for positive potentials and blue for negative potentials) and are presented with left ear left and right ear right, the nasion up and the inion down.
latency of the P1 as the most positive time point occurring \( \sim 100 \text{ ms} \), then the next most negative time point \( \sim N170 \) before the graph changed its slope (from negative to positive), and then again, the next most positive point for P2 before the slope has changed from positive to negative and so on for the N2 and P3. Statistical analyses were conducted on the latency values for each component using ANOVA. As for the P600 component, we first computed, as a region of interest in each participant, the average of 10 centro-parietal electrodes around CPz and Pz and which best displayed the P600 component (see Figure 3). The resulting individual centro-parietal ‘P600’ waves were then low-pass filtered at 5 Hz to avoid the selection of spurious peaks (see Khateb et al., 2010; Moreno & Kutas, 2005). The latency values for the P600 were then determined as the most positive time point between \( \sim 450 \) and 700 ms. Statistical analysis was then conducted on these values using one-way ANOVA with language condition as within-subject factor. Note that all repeated measures with more than one degree of freedom were first subjected to the Geisser–Greenhouse correction. In all statistical analyses, only adjusted significant main effects and interactions (at \( p < .05 \) corrected) were considered for follow up by post-hoc Bonferroni tests.

2.5 | Behavioural analysis

The individual median reaction time (RT) and accuracy (percentage of correct responses) were computed separately for each word condition. A one-way ANOVA with language condition as within-subject factor was then conducted on individual RTs and accuracy measures.

3 | RESULTS

3.1 | Behavioural results

Table 1 presents the descriptive statistics (means and standard deviation) for RTs and accuracy, across participants for words in each language conditions.

| Table 1 | Mean of reaction times (in ms) and mean accuracy (in %, \( \pm \)standard deviation, \( n = 19 \)) for words in the three language conditions |
|----------------|---------------------------------|---------------------------------|---------------------------------|
|               | LA-HF  | LA-LF  | SA-HF  | |
| Reaction times (in ms) | 670 (81) | 789 (119) | 722 (91) | |
| Accuracy (in %) | 95 (3.9) | 69 (12.4) | 92 (5.1) | |

| Abbreviations: LAHF, literary Arabic high frequency word; LALF, literary Arabic low frequency word; SAHF, spoken Arabic high frequency word. |

3.2 | RTs analysis

The \( 1 \times 3 \) repeated measures analysis of variance (ANOVA) performed on the individual median RTs using language condition (LAHF, LALF and SAHF) words showed a highly significant effect of language condition \( (F[2, 36] = 41.38, p = .000, \eta^2_p = .697) \). Bonferroni post-hoc tests showed that RTs were significantly faster for LAHF words than for LALF \( (p = .000) \) and for SAHF \( (p = .014) \), with the difference between LALF and SAHF being also significant \( (p = .000) \).

3.2.1 | Accuracy analysis

The one-way ANOVA performed on the accuracy for words revealed a highly significant effect for language variety \( (F[2, 36] = 80.79, p = .000, \eta^2_p = .818) \) due to a higher accuracy in LAHF than in LALF \( (p = .000) \), and higher in SAHF than in LALF \( (p = .000) \), with difference between LAHF and SAHF failing to reach significance \( (p = .48) \).

3.3 | ERP waveform analysis

Figure 1a displays the superimposition of the grand mean ERP traces (enlarged from \(-100 \) to 450 ms post-stimulus) from three left posterior electrodes and three right posterior electrodes (PO7, PO3 and O1 and PO8, PO4 and O2, respectively, see inset for electrodes’ location), which best exhibited the successive P1, N170, P2, N2 and P3 components in the different conditions (see arrowheads on electrode PO7). As described in the methods, the mean signal amplitude was computed for each of the successive components from the three left and three right electrodes in the time period around the peak of each component in the grand mean ERPs. Figure 1b illustrates the mean topographic maps from the grand-mean ERP map series (all word conditions collapsed) characteristic of each of the successive components (see time periods below the maps). The mean amplitude values computed individually in each of these components’ period in each language condition were subjected to \( 3 \times 2 \times 3 \) repeated measures analysis of variance using language condition (3: LAHF, LALF and SAHF), hemisphere (i.e., 2: left vs. right), and electrodes (for 3 left and 3 right) as within-subject factors. The results of these analyses are detailed here below and in Figures 2 and 3, which illustrate only significant language condition effects.
3.4 Amplitude and latency analysis of the P1 component

The 3 × 2 ANOVA performed on the mean amplitude of the P1 (computed between 115 and 125 ms) showed a significant main effect of language condition ($F[2,36] = 4.21$, $p = .023$, $\eta^2_p = .19$). As illustrated in Figure 2a, amplitude varied over word conditions, with the highest amplitude for LALF, followed by SAHF and then by LAHF, with significant differences appearing only between LALF and LAHF ($p = .019$). A significant main effect was found also for electrode ($F[2,36] = 8.96$, $p = .0025$, $\eta^2_p = .33$) due to varying P1 amplitude across the different electrodes with the highest amplitude for PO7 in the left ($1.93 \mu V$) and PO8 in the right ($2.11 \mu V$). No interaction was found between language condition and the analysis factors.

The 3 × 2 ANOVA performed on the latency of the P1 (see methods) showed only a significant main effect of language ($F[2,36] = 3.92$, $p = .043$, $\eta^2_p = .179$). This effect was due to the fact that P1 in LAHF tended to peak earlier ($M = 109 ms$, $SD = 16$) in LALF ($M = 114 ms$, $SD = 15$, $p = .073$) and in SAHF ($M = 114 ms$, $SD = 14$, $p = .052$), with no difference between the two latter ($p < 1$). No interaction was found between the factors.

3.5 Amplitude and latency analysis of the N170 component

The 3 × 2 × 3 ANOVA performed on the amplitude of the N170 (between ~170 and 180 ms) showed a main effect of electrode ($F[2,36] = 12.09$, $p = .0001$, $\eta^2_p = .40$) and a significant interaction was found between language condition and electrode ($F[4,72] = 3.29$, $p = .029$, $\eta^2_p = .154$), with no significant hemisphere effect. Bonferroni post-hoc test showed that significant language condition effects were observed at PO7/PO8 and O1/O2 electrode pairs. At electrodes PO7/PO8, language differences were found significant only between LAHF and SAHF ($p = .002$). The language condition differences at electrode O1/O2, illustrated in Figure 2b, were due to a higher N170 (negative) amplitude for LAHF than for LALF ($p = .002$) and for SAHF ($p = .0001$), with no difference between the latter two ($p = 1$). The 3 × 2 ANOVA performed on the latency of the N170 showed neither an effect of language condition ($p = .67$) nor an effect of hemisphere ($p = .60$).

3.6 The P2-N2-P3 component complex analyses

Because the visual inspection of the grand-mean traces suggested the same pattern of response across the three language conditions and the three successive components (see electrodes O1 and O2 in Figure 1a), similar analyses were conducted on the mean amplitude of the components P2 (between ~270 and 300 ms), N2 (~310 and 340 ms) and P3 (between ~340 and 400 ms).
FIGURE 3  (a) Superimposition of the grand mean ERP traces (from -100 to 900 ms) for the three language conditions (black: literary Arabic high-frequency [LAHF], red: literary Arabic low-frequency [LALF], green: spoken Arabic high-frequency [SAHF]) from four left, two midline and four right centro-parietal sites which best exhibited the ERP P600 component (see dashed box at P3). (b) Bar plot graph illustrating the significant language condition effect on the mean amplitude (with error bars) of the P600 computed on the basis of the mean signal from the left and right electrodes (see inset for these electrodes’ location). The 2-D topographic map illustrates the average electric field configuration for the P6 period analysed (see colour scale in the right: red for positive and blue for negative potentials, left ear left and right ear right, the nasion up and the inion down). (c) Bar plot graph illustrating the significant language condition effect on the mean latency (with error bars) of the P600 computed on the basis of an average wave of the 10 electrodes (see text for details and statistics using Bonferroni post-hoc comparisons). In the two graphs (b,c), the mean is shown by □, with bars denoting ±.95 confidence intervals and ◇ representing the individual values.
3.6.1 | Amplitude and latency analysis of the P2

The ANOVA conducted on the mean amplitude of the P2 showed neither a language effect \((p = .27)\), nor a significant interaction between this and the other factors \((all \ p > .05)\). The ANOVA performed on the latency of the P2 showed a main effect of language condition \((F_{[2,36]} = 3.85, \ p = .031, \eta^2_p = .176)\). In the average, LAHF \((M = 260 \text{ ms}, SD = 28)\) peaked slightly but not significantly earlier than LALF \((M = 267 \text{ ms}, SD = 30, \ p = .39)\) and significantly earlier than SAHF \((M = 272 \text{ ms}, SD = 41, \ p = .027)\), with the latter two showing no difference \((p = .69)\). No hemisphere effect was found \((p = .65)\) and no significant interaction was found between language and hemisphere \((p = .076)\).

3.6.2 | Amplitude and latency analysis of the N2

The ANOVA conducted on the mean amplitude of the N2 (computed between \(\sim 310\) and \(340\) ms) again showed neither a significant effect of language condition \((p = .994)\), nor a significant interaction between this and the other factors \((all \ p > .05)\). The \(3 \times 2\) ANOVA performed on the N2 time latency showed no effects of language condition \((p = .37)\) or hemisphere \((p = .23)\), and no interaction between the two factors \((p = .95)\).

3.6.3 | Amplitude and latency analysis of the P3

The ANOVA conducted on the mean amplitude of the P3 (computed between \(\sim 340\) and \(400\) ms) showed a significant although small language condition effect \((F_{[2,36]} = 3.27, \ p = .049, \eta^2_p = .154)\), a hemisphere effect \((F_{[1,18]} = 7.07, \ p = .016, \eta^2_p = .282)\) and an electrode effect \((F_{[2,36]} = 8.40, \ p = .004, \eta^2_p = .318)\), but with no significant interaction between language condition and the other factors (hemisphere and electrodes). As illustrated in Figure 2c, which displays the average P3 amplitude (across electrodes and hemispheres), post-hoc comparison showed no significant difference between LAHF and LALF \((p = .37)\) but with SAHF \((p = .048)\). No significant difference between the latter two conditions \((p = 1)\). Finally, the ANOVA performed on the P3 time latency showed neither an effect of language condition \((p = .82)\) nor of hemisphere \((p = .82)\), and no interaction between the two factors \((p = .55)\).

3.7 | Amplitude and latency analysis of the P600 component

Figure 3a displays the superimposition of the grand mean ERP traces (enlarged from \(-100\) to \(900\) ms post-stimulus) from 10 centro-parietal electrodes which best showed P6 component in the different conditions (see dashed boxes at electrode P3). The amplitude of this late component was analysed as the mean signal between \(450\) and \(600\) ms from three left (CP3, CP1 and P3) and three right (CP4, CP2 and P4) electrodes (see Figure 3a). The rational for choosing left and right electrodes (without central ones) aimed at testing a possible lateralization of the P6. The \(3 \times 2 \times 3\) ANOVA performed on the P600 mean amplitude using language condition, hemisphere and electrode as within-subject factors showed a significant effect of language condition \((F_{[2,36]} = 3.94, \ p = .03, \eta^2_p = .180)\), with no interaction between this and the other factors. As illustrated in Figure 3b (left graph), this effect was attributable to the higher P600 amplitude in LAHF than in LALF \((p = .044)\) and SAHF \((p = .087)\), with no difference between the latter two \((p = 1)\). A significant electrode effect was observed \((F_{[2,36]} = 7.19, \ p = .002, \eta^2_p = .285)\) due to varying amplitudes across electrodes. No effect of hemisphere was observed \((p = .85)\) and no interaction was found between language condition and the other factors.

For determining the time latency of the P600, an average wave trace was computed on the basis of the signal of 10 centro-parietal electrodes (Figure 3a defined as a region of interest. From this wave, the P600 peak latency was measured as the most positive time point between \(450\) and \(700\) ms. The one-way ANOVA performed on this latency measure showed a significant effect of language \((F_{[2,36]} = 4.43, \ p = .020, \eta^2_p = .197)\). Bonferroni post-hoc tests showed that P600 peaked earlier in LAHF \((M = 532 \text{ ms})\) than in LALF (although non-significantly; \(M = 558 \text{ ms}, \ p = .14)\) and in SAHF \((M = 568 \text{ ms}, \ p = .019)\), with no difference between the latter two \((p = 1, \ see \ Figure \ 3b)\).

4 | DISCUSSION

This study aimed at examining how difference between the processing of SA versus LA written words compares with the visual processing of low- versus high-frequency words in LA. For this purpose, behavioural and electrophysiological (ERP) measures were collected from native Arabic speakers during a visual lexical decision task. This task included LAHF, LALF and SAHF words. ERPs were analysed in terms of components’ amplitude and time latency. We expected to observe frequency effects both in
behavioural (RTs and accuracy) and in brain electric measures. The prediction was that the frequency effects will affect the lexical decision task in a way that LAHF will induce shorter RTs than LALF and SAHF. Also, we expected higher accuracy for LA than SA because LA behaves like an L1 in the written modality (Bentin & Ibrahim, 1996; Ibrahim, 2009; Tarabya et al., 2021). Also, it was assumed that no major difference would be found in electric brain responses between LALF and SAHF words, while both will be differing from LAHF due to difference in the visual familiarity of the words.

At the behavioural level, we found a language variety effect, which was reflected in shorter RTs for LAHF than SAHF and word frequency effect, which appeared in shorter RTs for LAHF than LALF words. The language variety effect (SA vs. LA) mimicked the so-called second-to-first language effect, where RTs are generally slower for L2 than L1 words (de León Rodríguez et al., 2022; Khateb et al., 2016; von Studnitz & Green, 2002). These findings confirm previous observations (Khateb & Ibrahim, 2021; Nevat et al., 2014; Tarabya et al., 2021) showing that in the written modality, LA behaved as the dominant L1-like variety, being easier to recognize and read, while SA words seemed to behave as the less dominant L2-like ones. The difference found here in RTs is in line with our prediction, which proposed that LA words will be processed faster than SA, with difference in accuracy between LA and SA failing to reach significance. The frequency effect manifested in LAHF inducing faster RTs and higher accuracy than SAHF is consistent with other findings from studies in various languages (Bronk et al., 2013; Coltheart, 2005; Forster & Chambers, 1973; Koriat, 1985; Kuo et al., 2003; Maión-Paramo et al., 2010; Proverbio et al., 2008; Schröter & Schroeder, 2018). Of note is the fact that the relatively low accuracy in LAHF words cannot be explained by trade-offs effect between RT and accuracy because these measures did not correlate here (result not reported). Also, ad-hoc item-analysis of the words in LAHF stimulus list revealed that only 20% of the words (i.e., 12 items) yielded accuracy <50%, but not to the extent that some words were completely not recognized by the participants. Altogether, the results suggest that processing low-frequency LA words was very demanding for the participants.

At the electrophysiological level, we expected differences at the N170 component due to the frequency effect, as suggested in various previous studies (Davis et al., 2019; Faisca et al., 2019; Hauk & Pulvermüller, 2004; Mahé et al., 2012; Maurer et al., 2005). Unexpectedly, this study showed first a modulation of the amplitude of the P100/P1 component by language condition/word frequency. Indeed, we found that the P1 amplitude was the lowest amplitude for LAHF words and the highest amplitude for LALF words, with SAHF words between the two formers. This observation indicated a relation between the ease with which the words were recognized and this component’s amplitude. Previous studies suggested a relation between the P1 amplitude and word length: The longer the word, the larger the positivity (Davis et al., 2019; Hauk et al., 2006). Hauk et al. (2006) suggested that the P1 amplitude was also related to word frequency, lower amplitude for words with high frequency, as shown in our study here. Moreover, these authors argued that the P1 was related also to lexicality, with words and pseudowords with atypical orthography eliciting stronger brain activation than words with typical orthography. Although ERPs to pseudowords were not analysed in the present study, our results are in accordance with Hauk et al.’s interpretation because LAHF words (which are more typical to the readers and more frequent) had lower P1 amplitudes than LALF and SAHF, when there was no difference between LAHF and SAHF words, which matches atypical representation in the written language. Furthermore, our results showed an earlier peak for LAHF than for LALF and SAHF. This observation indicates that a discrimination between low and high frequency of a word, begin already at a very early stages of word processing, with SAHF being, to a great extent, processed more as LALF ones (Bentin & Ibrahim, 1996), both in terms of amplitude and peak latency. A relation between the P100 amplitude and dyslexia had also been suggested. For instance, in the study investigating subgroups of dyslexia (Djuardin et al., 2011), it was reported that the P100 was of lower amplitude in dyslexics displaying poorer accuracy for infrequent and pseudowords than in dyslexics showing slower responses for pseudowords. A difference in the amplitude of the P100 was also reported between healthy adult controls and participants from various clinical (schizophrenia, bipolar disorder and major depression) samples (Spironelli et al., 2019).

Our results showed (on O1/O2 electrodes) a higher N170 amplitude for LAHF than for LALF and for SAHF (with no difference between the latter two), confirming thus the first and major prediction of study. Again, here as in the case of the P1, LAHF and SAHF words behaved similarly and were both different from LAHF words. This observation is in line with other studies, which suggested that the N170 is related to the orthographic features of the stimuli rather than to their phonological features (Braun et al., 2009; Coch & Meade, 2016; Simon et al., 2004). Simon et al. (2004) suggested larger N170 waves for orthographic stimuli (relative to non-orthographic), and this amplitude was sensitive to word repetition. Other authors have proposed that the N170 was modulated by selective attention (Hillyard & Anlo-
such that the N170 appeared larger (i.e., enhanced N170) when the stimulus appeared in an expected location. Here, we showed that LAHF words showed a higher amplitude and this is probably because of the reader’s higher familiarity with such stimuli. LAHF words, which are more frequent and thus easier to detect and recognize as orthographic patterns than the LALF and the SAHF ones, enhanced the N170. Our findings are consistent with results from Braun (see Braun et al., 2009) who suggested that the N170 reflects a pre-lexical orthographic processing which, as a holistic process, allows frequent words to be treated as a global visual pattern (Simon et al., 2007). Also, the modulation of the N170 seen here might also be interpreted in relation to selective attention processes because LAHF might be more predicted in the written modality than the SAHF and the LALF. A modulation of the amplitude of the N170 during word recognition was already observed in a previous study on Arabic where orthographic connectivity was manipulated (Taha et al., 2013). Connected (and more familiar) word patterns not only were processed more efficiently in terms of RTs and accuracy, they also showed a higher N170 amplitude and an earlier peak latency. These previous findings suggested, like here, that words which are easier to process induced a larger N170. These results and interpretation contradict others in previous studies, which found the opposite modulation of the N170 (Sereno et al., 1998). In this latter combined ERP and eye tracking study, the authors compared words (high and low frequency), pseudo words and non-words among 40 students in the ERP experiment and found lower N170 amplitudes for high-frequency words than low-frequency words. In another investigation on Arabic using real words and pseudo-homophones (words sharing the same phonology and semantics but with incorrect orthography), the N170 showed a higher amplitude for the orthographically incorrect words (Taha & Khateb, 2013). In this latter study, the differences were attributed to a more-in-depth orthographic analysis of the stimuli (Taha & Khateb, 2013). The results from these two previous studies suggested that the enhancement of the N170 amplitude cannot be interpreted unequivocally because in one case increased amplitude was observed in relation with an easier processing (Taha et al., 2013) while in the other increased amplitude was observed in relation to a more careful analysis of the orthographic pattern (Taha & Khateb, 2013). Finally, it should be noted that our analysis of the N170 showed a left hemisphere lateralization (larger over left than right hemisphere) for the N170. This result is in accordance with other studies using visual word processing tasks (Sereno et al., 1998; Xue et al., 2019). In bilinguals, Grossi et al. (2010) showed the same left hemisphere lateralization of N170 in semantic categorization task performed by early and late learners of English–Welsh bilinguals.

As for the time latency of the N170, we found no difference in latency between word conditions. This result is in accordance with previous results that showed a modulation of the N170 and not the latency by word frequency (Hauk & Pulvermüller, 2004). However, this finding contrasts with a previous observation on Arabic showing a modulation of both the amplitude and latency of the N170 with the ease with which words were processed as a function of the letters’ connectedness (Taha et al., 2013). In this later study, the latency effect was assessed on three left and right electrodes. The absence of such effect in our present findings might simply be due to the sample size or to the analysis method used here which looked at the latency in the averaged region of interest.

The grand-mean ERPs globally indicated a quite similar pattern of differences between language conditions across the three successive P2-N2-P3 components. The analysis conducted separately on the amplitude of each of these components revealed a significant language condition effect only for the P3. The amplitude of the P3 was the highest in SAHF, followed by LALF and then by LAHF word condition. Differences during similar time periods had been shown to differentiate between words and non-words (Khat et al., 2002). Although the analysis conducted here did not compare words with non-words, a parallel can still be drawn between such previous findings and the differences found here between language conditions: with low visual familiarity words (LALF and SAHF) vs high visual familiarity (LAHF). In support of this interpretation, we also found an earlier P2 peak for LAHF than for LALF and SAHF. Also, this observation lines up with earlier results, which suggested a longer duration for this processing step occurring during this time period for L2 than for L1 words (Khateb et al., 2016). The differences between L2 and L1 in this latter study were interpreted in terms of word frequency. In fact, L2 words even in highly proficient bilinguals are subjectively of a lower frequency than L1 ones because bilinguals acquire their L2 later in life and are generally less exposed to L2 than to L1 words (Duyck et al., 2008; Gollan et al., 2008). In the present study, the fact that LAHF and SAHF behaved similarly (and both differed from LAHF, which behaved as the dominant language condition) supports the previous claim that differences between L2 and L1 during word processing might simply be interpreted in terms of the visual familiarity/frequency of the words (Khateb et al., 2016; Nevat et al., 2014). In line with previous literature, the language condition effect during the P3 strongly supports this view. In fact, the ERP literature had repeatedly reported that the P300...
component is best induced by rare and/or infrequent stimuli or by novelty (Comerchero & Polich, 1999; Sutton et al., 1965). The modulation of the response found here is thus compatible with the visual frequency of exposure to written SA words. Together with the history of acquisition and the patterns of use of SA, it is generally assumed that in the visual modality written transliteration of SA words has no accepted upon standard form in Arabic; hence, encountering a written SA words looks more like processing a novel/infrequent stimulus than LA words both of low and high frequency. Practically, their recognition will be realized through the slower non-lexical phonological route that is mediated by a process of grapheme to phoneme conversion (Coltheart, 2005; Taouk & Coltheart, 2004). Finally, the findings reported here showed that the P600 component exhibited its highest amplitude following LAHF words, and with no difference between LALF and SAHF ones, which both behaved similarly. Actually, this pattern of response difference (i.e., LAHF differing from the other two language conditions) was observed almost during the whole stream of word processing, as attested by the differences during the successive early components starting with the P1 and ending with the P3 (although with slight differences between LALF and SAHF during the P1 and P3). This component had been related to late memory monitoring before decision making (Kaan & Swaab, 2003; Savill & Thierry, 2011). Such component is usually described at centro-parietal electrodes (Osterhout & Holcomb, 1992). In our case, the higher amplitude reflected again the ease with which this monitoring stage of the lexical analysis of words with different frequencies was conducted to enable correct recognition of the real words. In support of this interpretation, the analysis also showed that this component occurred earlier in LAHF than in the other two conditions. Similar results have previously been obtained both in terms of P600 amplitude and latency in Arabic where this component differentiated real words from pseudo homophones during a speeded orthographic decision task (Taha & Khatheb, 2013). Assuming that this component is related to the decision-making processing step (which in a lexical decision require differentiating pseudowords from words but with different frequencies), one would be tempted to conclude that the higher amplitude of this late response (and the earlier latency) to high-frequency words would explain the faster RTs to LAHF words in comparison with LALF and SA-LF ones. The analysis presented here for the successive components reflecting the different steps of information processing suggest that word recognition involves very dynamic sub-processes all over the stream. From the visual P100 up to the P600 component where the lexical items are retrieved from long-term memory and the decision process takes place, an interplay seems to exist between the different processing steps that finally predicts the participants’ response speed. Such a dynamic interplay manifested here by the fact that the earlier the peak latency was for the P1 and P2 components, the earlier late responses occurred (i.e., P600) and the faster were participants’ responses.

To summarize, from the results of this study, one might say that during word recognition in Arabic, the early stages of word processing differentiate LAHF from LALF and SAHF words. The difference between language conditions during the early components both in terms of response amplitude and latency re-appeared also later and determined to a great extent the time course of the P600 component and the participants’ response times. These results highlight the importance of word frequency in word processing in Arabic language as in other languages. The results presented here support a previous proposition that differences during the early stages of processing written L1 and L2 words might mainly reflect difference in words’ frequency (Khatheb et al., 2016).

The results of this study suffer from the fact that the study sample size is relatively small for the conducted analysis. Because of this limitation, statistical effects, although significant and resisting to multiple comparison corrections, were generally small. This observation is particularly true for the language effect during N170 component. Hence, future studies should involve a larger sample size in order to draw stronger conclusions. Still, this study is to our knowledge the first of its kind to address the brain correlates of frequency effects in Arabic. This study showed that the LAHF behaved as the dominant language variety in the written modality (because it is the one with highest written frequency), and LALF and SAHF together behaved similarly (both with a lower written frequency). We thus conclude that the dichotomy L1 versus L2 to represent respectively SA and LA in Arabic, which was initially proposed on the basis of the history of acquisition of the two Arabic varieties and on empirical data obtained in the auditory modality, does not really hold in the visual written modality (see also Khatheb & Ibrahim, 2021). These findings are in line with a previous fMRI study (Nevat et al., 2014) using LA and SA written words. Also, they align with previous findings reported in another fMRI picture naming study using SA and LA names for the same pictures and where no difference was found between the two varieties during production (Abou-Ghazaleh et al., 2018). Indeed, we showed here that SA written words, even when of high frequency of use in the oral/auditory modality, function as low-frequency words in the written modality. As for the question of how SA words compare with low frequent LA words, this study is
the first to provide an answer and strengthen the view that response to the question of dominance in Arabic diglossia is neither direct nor unequivocal. We have previously proposed that the status of each of the varieties of Arabic depends on various parameters that among other include the nature of the task and its demands, the linguistic register involved, the individual’s proficiency in each of the varieties, the modality of stimuli presentation (auditory/oral vs. visual) and the type of processing (reception vs. production, etc.) (Khateb & Ibrahim, 2021). Accordingly, future research should continue investigating the diglossia question in the different modalities not only at the level of single words but also at the sentence level, during reading, listening and discourse production. A better understanding of the interactions between the two Arabic varieties will be important for deciphering not only the cognitive underpinning of the diglossia phenomenon but also the human language experience more generally.
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