ON NUCLEARITY AND EXACTNESS OF THE TAME $C^*$-ALGEBRAS ASSOCIATED WITH FINITELY SEPARATED GRAPHS
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Abstract. We introduce a graph theoretic property called Condition (N) for finitely separated graphs and prove that it is equivalent to both nuclearity and exactness of the associated universal tame graph $C^*$-algebra.

Introduction

A finitely separated graph is a directed graph with a partition of the edges into finite subsets, which might be thought of as an edge colouring, so that edges with distinct ranges have different colours. To any such graph $(E, C)$, Ara and Exel introduced a $C^*$-algebra $\mathcal{O}(E, C)$ in [4, 5], referred to as the universal tame $C^*$-algebra of $(E, C)$. It is generated by the vertices and the edges of the graph with relations similar to the ordinary Cuntz-Krieger relations, taking into account the colouring, so that the edge set $E^1$ defines a tame set of partial isometries. Among many other results, they provided a very useful dynamical description of $\mathcal{O}(E, C)$ when $(E, C)$ is finite and bipartite, and this was generalised to finitely separated graphs by the author in [17]. Specifically, $\mathcal{O}(E, C)$ may be identified with a universal crossed product $C_0(\Omega(E, C)) \rtimes F$ for a partial action $\theta^{(E, C)}$ of a free group $F = F(E^1)$ on a locally compact, zero-dimensional Hausdorff space $\Omega(E, C)$. The potency of these partial actions was immediately demonstrated when they were used to answer a question of Rørdam and Sierakowski [20] about relative type semigroups in the negative [4, Section 7].

Recently, Ara and the author have introduced the more general notion of a convex subshift [9, Section 3] and shown that all convex subshifts of finite type arise, up to Kakutani equivalence, as the partial action associated with a finite bipartite graph. As such, finitely separated graphs may be viewed as combinatorial models for a wide class of partial actions, which includes both one-sided and two-sided shift spaces, but which also includes many new and previously unstudied dynamical systems.

Nuclearity and exactness of $\mathcal{O}(E, C)$ have not been systematically studied before, but both nuclearity and non-exactness have been observed in a number of examples. If $E$ is any column-finite graph, it may be regarded as a finitely separated graph by equipping it with the trivial separation $T$, and in this case, the tame $C^*$-algebra $\mathcal{O}(E, T)$ is simply the classical graph $C^*$-algebra $C^*(E)$, hence nuclear. Likewise, if $\mathcal{X}$ is any two-sided subshift of finite type, then the crossed product $C(\mathcal{X}) \rtimes \mathbb{Z}$ is Morita equivalent to $\mathcal{O}(E, C)$ for an appropriate finite bipartite separated graph by [9, Proposition 6.8], so in this case $\mathcal{O}(E, C)$ is nuclear as well. In the other direction, one can easily identify $C^*(F_n)$ with a tame separated graph...
$C^*$-algebra: the graph is nothing but a single vertex with $n$ loops of different colours. A much more interesting class of non-exact examples were considered by Ara, Exel and Katsura in [6], where they studied $C^*$-algebras $\mathcal{O}_{m,n}$ for $2 \leq m < n < \infty$ that might be considered as two-parameter versions of the Cuntz algebras.

In this paper, we characterise nuclearity and exactness in terms a graph-theoretic property that we call Condition (N). To this end, we first introduce a notion of topological amenability for partial actions, and prove, using the theory of groupoid $C^*$-algebras, that a partial action of a discrete group on a locally compact Hausdorff space is topologically amenable if and only if the corresponding crossed products are nuclear (Theorem 2.8). Given any finitely separated graph $(E, C)$, we then identify two complementary subgraphs $(E_{Br}, C^{Br})$ and $(E_{BF}, C^{BF})$, called the branching subgraph and the branch free subgraph, respectively. The $C^*$-algebra $\mathcal{O}(E_{Br}, C^{Br})$ naturally appears as a quotient of $\mathcal{O}(E, C)$, and in Section 3, we prove that both nuclearity and exactness of $\mathcal{O}(E_{Br}, C^{Br})$ is equivalent to Condition (N). We can use the approach of [6] to establish necessity (Proposition 3.7), but sufficiency takes more work: The main step is the construction of a proper orientation of the branching subgraph (Theorem 3.17) in the presence of Condition (N). In Section 4, we prove that $\mathcal{O}(E_{BF}, C^{BF})$ is always nuclear, and that nuclearity of $\mathcal{O}(E_{Br}, C^{Br})$ and $\mathcal{O}(E_{BF}, C^{BF})$ implies nuclearity of $\mathcal{O}(E, C)$, before putting everything together in section 5 to obtain our main theorem (Theorem 5.1). We finally study a number of examples.

1. Preliminary definitions

In this section, we recall the necessary definitions and results from the existing theory on algebras associated with separated graphs in a slightly condensed version – the reader may consult [9, Section 2] and [17, Section 1] for more details. Most importantly, we describe the $C^*$-algebra $\mathcal{O}(E, C)$ as a universal crossed product for a partial action.

**Definition 1.1.** A finitely separated graph $(E, C)$ is a graph $E = (E^0, E^1, r, s)$ together with a separation $C = \bigsqcup_{v \in E^0} C_v$, where each $C_v$ is a partition of $r^{-1}(v)$ into non-empty finite subsets. In case $r^{-1}(v) = \emptyset$, we simply take $C_v$ to be the empty partition, and for any edge $e \in E^1$, we will denote the element of $C$ containing $e$ by $[e]$.

**Example 1.2.** Below is an example of a finite separated graph:
We gladly use the same colour for edges with different ranges when depicting separated graphs – otherwise one would need nine colours here – so the colouring should only be understood as a partition of the edges going into a given vertex. The numbering indicates the number of edges, so that we may simply write a number, say 42, instead of visually representing each of the 42 edges. This particular graph will serve as our main example throughout the paper.

Recall that a set of partial isometries $S$ is called tame if every product formed from $S \cup S^*$ is again a partial isometry.

**Definition 1.3** ([5, Definition 2.4]). Let $(E,C)$ denote a finitely separated graph. The universal tame graph $C^*$-algebra $O(E,C)$ is the universal $C^*$-algebra generated by $E^0 \sqcup E^1$ with relations

- (V) $uv = \delta_{u,v} v$ and $u = u^*$ for $u, v \in E^0$,
- (E) $es(e) = r(e)e = e$ for $e \in E^1$,
- (SCK1) $e^*f = \delta_{e,f} s(e)$ if $[e] = [f]$,
- (SCK2) $v = \sum_{e \in X} ee^*$ for all $v \in E^0$ and $X \in C_v$,
- (T) $E^1 \subset O(E,C)$ is tame.

The reader should note that we use the convention of [4], [5], [9] and [17], often referred to as the Raeburn-convention, opposite to the one used in [7] and [8].

**Remark 1.4.** A subgraph $(F,D)$ of $(E,C)$ is called complete if $D_v = \{X \in C_v \mid X \cap F^1 \neq \emptyset\}$ for every $v \in F^0$, and by universality there is an induced $*$-homomorphism $O(F,D) \to O(E,C)$. Since every finitely separated graph is the direct limit of its finite complete subgraphs (see [8, Section 3] for the precise meaning of this), and $O$ is a continuous functor from the category of finitely separated graphs [5, Proposition 7.2], we see that $O(E,C)$ may always be approximated by $C^*$-algebras $O(F,D)$ for $(F,D)$ a finite separated graph.

We now recall a bit of terminology related to separated graphs from [17].

**Definition 1.5.** Let $(E,C)$ denote a (finitely) separated graph. The double $\hat{E}$ of $E$ is the graph given by $\hat{E}^0 := E^0$ and $\hat{E}^1 = E^1 \sqcup \{e^{-1} \mid e \in E^1\}$ with range and source maps extended by $r(e^{-1}) := s(e)$ and $s(e^{-1}) = r(e)$. An admissible path $\alpha$ in $(E,C)$ is a path (read from the right) in $\hat{E}$ such that

1. any subpath $ef^{-1}$ with $e, f \in E^1$ satisfies $e \neq f$,
2. any subpath $e^{-1}f$ with $e, f \in E^1$ satisfies $[e] \neq [f]$.

We regard the vertices $v \in E^0$ as the trivial admissible paths with $r(v) := v := s(v)$, and if $\alpha$ is a non-trivial admissible path, we will write $i_d(\alpha)$ and $t_d(\alpha)$ for the initial and terminal symbol of $\alpha$, respectively; for instance

$$i_d(ef^{-1}) = f^{-1} \quad \text{and} \quad t_d(ef^{-1}) = e.$$

We then extend the range and source functions to admissible paths by the formulas $r(\alpha) := r(t_d(\alpha))$ and $s(\alpha) := s(i_d(\alpha))$. For admissible paths $\alpha$ and $\beta$, we will denote the concatenation
by $\beta\alpha$, and we will always write $\beta \cdot \alpha$ if we allow for cancellation of mutual inverses.

A **closed path** in $(E, C)$ is a non-trivial admissible path $\alpha$ with $r(\alpha) = s(\alpha)$, and $\alpha$ is called a **cycle** if the concatenation $\alpha\alpha$ is an admissible path as well. Either way, we shall say that $\alpha$ is **based** at $r(\alpha) = s(\alpha)$, and $\alpha$ is called **base-simple** if $r(\beta) \neq s(\alpha)$ for all proper subpaths $s(\alpha) < \beta < \alpha$. We finally define a natural partial order $\leq$ on the set of admissible paths by

$$\beta \leq \alpha \iff \beta\text{ is an initial subpath of } \alpha,$$

and whenever $s(\alpha) = s(\beta)$, we write $\alpha \land \beta \leq \alpha, \beta$ for the maximal initial subpath.

The notion of a **partial action** is fundamental to this work, and so we briefly recall the essentials.

**Definition 1.6.** A partial action $\theta: G \curvearrowright \Omega$ of a discrete group $G$ on a topological space $\Omega$ is a family of homeomorphisms of open subspaces $\{\theta_g: \Omega_{g^{-1}} \to \Omega_g\}_{g \in G}$, such that

- $\theta_g(\Omega_h \cap \Omega_{h'}) \subset \Omega_{gh}$ for all $g, h \in G$,
- $\theta_g(\theta_h(x)) = \theta_{gh}(x)$ for all $g, h \in G$ and $x \in \Omega_{h^{-1}} \cap \Omega_{h^{-1}g^{-1}}$.

For any point $x \in \Omega$, we will write $G^x := \{g \in G \mid x \in \Omega_{g^{-1}}\}$ for the group elements that can act on $x$. Now if $\theta': G \curvearrowright \Omega'$ is another partial action, then a map $\varphi: \Omega \to \Omega'$ is called $G$-**equivariant** if

- $\varphi(\Omega_g) \subset \Omega_g$ for all $g \in G$,
- $\theta'_g(\varphi(x)) = \varphi(\theta_g(x))$ for all $g \in G$ and $x \in \Omega_{g^{-1}}$.

Similarly to the above, one can define the concept of a partial action on a $C^*$-algebra, demanding that the domains should be closed two-sided ideals. Hence, if $\Omega$ is a locally compact Hausdorff space, then $\theta$ translates into a partial $C^*$-action $\theta^*: G \curvearrowright C_0(\Omega)$. As is the case for global actions, one can associate both a **full** and a **reduced** crossed product to a partial action, and there is a canonical surjective $*$-homomorphism

$$C_0(\Omega) \rtimes G \to C_0(\Omega) \rtimes_r G,$$

called the **regular representation**. We refer the reader to [13] for a comprehensive treatment of the theory of partial actions and their crossed products.

We now proceed to describe the partial dynamical system associated with a finitely separated graph, introduced in [4] for finite bipartite graphs and extended to the more general setting in [17].

**Definition 1.7 ([17, Definition 2.6]).** Suppose that $(E, C)$ is a finitely separated graph, and let $F$ denote the free group on $E^1$. Given $\xi \subset F$ and $\alpha \in \xi$, the **local configuration** $\xi_\alpha$ of $\xi$ at $\alpha$ is the set

$$\xi_\alpha := \{s \in E^1 \cup (E^1)^{-1} \mid s \in \xi \cdot \alpha^{-1}\}.$$

Then $\Omega(E, C)$ is the disjoint union of the discrete space $E^1_\text{iso}$ and the set of $\xi \subset F$ satisfying the following:

(a) $1 \in \xi$. 

(b) $\xi$ is right-convex: In view of (a), this exactly means that if $e_n^e \cdots e_1^e \in \xi$ for $e_i \in E^1$ and $\varepsilon_i \in \{\pm 1\}$, then $e_m^e \cdots e_1^e \in \xi$ as well for any $1 \leq m < n$.

(c) For every $\alpha \in \xi$, there is some $v \in E^0$ and $e_X \in X$ for each $X \in C_v$, such that

$$\xi_\alpha = s^{-1}(v) \sqcup \{ e_X^{-1} \mid X \in C_v \}.$$

$\Omega(E,C)$ is made into a topological space by regarding it as a subspace $\{0, 1\}^F \sqcap E^0_{iso}$. One can easily check that it becomes a zero-dimensional, locally compact Hausdorff space, which is compact if and only if $E^0$ is a finite set. A topological partial action $\theta = \theta(E,C) : \mathbb{F} \curvearrowright \Omega(E,C)$ with compact-open domains is then defined by setting

$$\Omega(E,C)_\alpha := \{ \xi \in \Omega(E,C) \mid \alpha^{-1} \subset \xi \} \quad \text{and} \quad \theta_\alpha(\xi) := \xi \cdot \alpha^{-1}$$

for $\alpha \in \mathbb{F}$ and $\xi \in \Omega(E,C)_{\alpha^{-1}}$. It follows from (a), (b) and (c) above that $\Omega(E,C)_\alpha$ is non-empty if and only if $\alpha$ is an admissible path. We finally set $\Omega(E,C)_{s(e)} := \Omega(E,C)_{e^{-1}}$ for every $e \in E^1$ and

$$\Omega(E,C)_v := \bigsqcup_{e \in X} \Omega(E,C)_e$$

for every $X \in C_v$. Note that in case $X \in C_v$ and $v = s(e)$, these two definitions coincide. If $v$ is isolated, we simply set $\Omega(E,C)_v := \{ v \}$. The reader may think of $\Omega(E,C)_v$ as the set of configurations “starting” in $v$, and we have $\Omega(E,C) = \bigsqcup_{v \in E^0} \Omega(E,C)_v$.

We will also need the notion of an animal.

**Definition 1.8** ([17, Definition 2.9]). An $(E,C)$-animal is a right-convex subset $\omega \subset \xi$ of a configuration $\xi \in \Omega(E,C) \setminus E^0_{iso}$ such that $\{1\} \not\subset \omega$. It is called finite if it is a finite set, and we can define a compact subset of $\Omega(E,C)$ by

$$\Omega(E,C)_\omega := \{ \xi \in \Omega(E,C) \mid \omega \subset \xi \},$$

which is open if $\omega$ is finite. It is easy to check that if $\{1\} \not\subset S \subset \mathbb{F}$ is any non-empty subset such that $\alpha \cdot \beta^{-1}$ is admissible for distinct $\alpha, \beta \in S \cup \{1\}$, then the right-convex closure $\langle S \rangle := \text{conv}(S \cup \{1\})$ of $S \cup \{1\}$ inside $\mathbb{F}$ defines an $(E,C)$-animal. We warn the reader that we have the somewhat confusing identity $\Omega(E,C)_\alpha = \Omega(E,C)_{\{\alpha^{-1}\}}$.

Our main tool for studying the tame universal $C^*$-algebra of a separated graph is the following result, which was first obtained for finite bipartite separated graphs in [4].

**Theorem 1.9** ([17, Theorem 2.10]). Let $(E,C)$ denote a finitely separated graph. Then there is a canonical isomorphism of $C^*$-algebras $\mathcal{O}(E,C) \cong C_0(\Omega(E,C)) \rtimes \mathbb{F}$.

As a consequence of this theorem, there is also a natural reduced tame $C^*$-algebra.

**Definition 1.10** ([5, Definition 6.8]). The reduced tame graph $C^*$-algebra of a finitely separated graph $(E,C)$ is the reduced crossed product $\mathcal{O}^r(E,C) := C_0(\Omega(E,C)) \rtimes_r \mathbb{F}$.

Just as for non-separated graphs, there are certain sets of vertices that naturally correspond to ideals.
Definition 1.11 ([8] Definition 6.3 and Definition 6.5]). Let \((E, C)\) denote a finitely separated graph. Given any subset of vertices \(H \subset E^0\), the full subgraph \((E_H, C^H)\) of \(H\) is given by \(E_0^1 \coloneqq H\), \(E_1^1 \coloneqq \{e \in E^1 \mid r(e), s(e) \in H\}\) with restricted range and source maps, and separation \(C^H \coloneqq \{X \cap E^1_H \mid X \cap E^1_H \neq \emptyset\}\). The set \(H\) is called hereditary if \(r(e) \in H\) implies \(s(e) \in H\) for any \(e \in E^1\), and it is called \(C\)-saturated if \(s(X) \subset H\) for \(X \in C_v\) implies \(v \in H\). The set of hereditary and \(C\)-saturated subsets \(H \subset E^0\) is denoted \(H(E,C)\), and for all \(H \in H(E,C)\), we also have a quotient graph \((E/H, C/H)\); this is simply the full subgraph of \(E^0 \setminus H\).

Modding out the ideal generated by a hereditary and \(C\)-saturated subset, one obtains the tame graph \(C^*\)-algebra of the corresponding quotient graph.

Theorem 1.12 ([9] Theorem 5.5, [17] Theorem 2.19]). Let \((E, C)\) denote a finitely separated graph and consider any \(H \in H(E,C)\). The ideal \(I(H)\) in \(O(E,C)\) generated by \(H\) is the ideal induced from the open and invariant subspace \(U(H) \coloneqq \theta_F(\bigsqcup_{v \in H} \Omega(E,C)_v)\), and there is a canonical isomorphism \(O(E,C)/I(H) \cong O(E/H, C/H)\).

Recall that in the non-separated setting, the ideal \(I(H)\) corresponding to a hereditary and saturated set canonically contains \(C^*(E_H)\) as a full corner. This fails in the separated setting for two reasons:

1. The canonical map 
\[ p: \bigsqcup_{v \in H} \Omega(E,C)_v \to \Omega(E_H, C^H) \]

of [17] Remark 2.8 is usually not injective.

2. There are usually admissible paths \(\alpha\) with \(r(\alpha), s(\alpha) \in H\), which are not entirely contained in \((E_H, C^H)\).

In section 4, we will consider certain hereditary and \(C\)-saturated subsets \(H\), where situation (2) does not occur. We will then show that nuclearity of \(O(E,C)\) can be inferred from nuclearity of \(O(E_H, C^H)\) and \(O(E/H, C/H)\) in spite of (1).

2. Topologically amenable partial actions

In this section, we define the notion of topological amenability for partial actions of discrete groups on locally compact Hausdorff spaces. Using the machinery of groupoids, we then check that our definition is equivalent to nuclearity of the crossed product \(C^*\)-algebras. The author would like to thank Claire Anantharaman-Delaroche for suggesting a groupoid approach to this problem.

We first present the necessary definitions from groupoid theory. The reader is referred to [18] for a comprehensive treatment of topological groupoids and their \(C^*\)-algebras.
Definition 2.1. A groupoid $\mathcal{G}$ is a set with a distinguished subset $\mathcal{G}^{(0)} \subset \mathcal{G}$, range and source maps $r, s : \mathcal{G} \to \mathcal{G}^{(0)}$ and a partial composition $$\{(\alpha, \beta) \in \mathcal{G} \times \mathcal{G} \mid s(\alpha) = r(\beta)\} = \mathcal{G}^{(2)} \ni (\alpha, \beta) \mapsto \alpha \cdot \beta,$$ such that

1. $r(\alpha \cdot \beta) = r(\alpha)$ and $s(\alpha \cdot \beta) = s(\beta)$ for $(\alpha, \beta) \in \mathcal{G}^{(2)}$,
2. $r(\alpha) = \alpha = s(\alpha)$ for all $\alpha \in \mathcal{G}^{(0)}$,
3. $r(\alpha) \cdot \alpha = \alpha = \alpha \cdot s(\alpha)$ for all $\alpha \in \mathcal{G}$,
4. $(\alpha \cdot \beta) \cdot \gamma = \alpha \cdot (\beta \cdot \gamma)$ for $(\alpha, \beta), (\beta, \gamma) \in \mathcal{G}^{(2)}$,
5. for all $\alpha \in \mathcal{G}$, there is $\alpha^{-1} \in \mathcal{G}$ such that $\alpha \cdot \alpha^{-1} = r(\alpha)$ and $\alpha^{-1} \cdot \alpha = s(\alpha)$.

We shall use the fiber notation $\mathcal{G}^x := r^{-1}(x)$ for $x \in \mathcal{G}^{(0)}$. ▶

Alternatively, a groupoid can be defined as a small category in which all morphisms are invertible: Letting $\mathcal{G}$ denote the collection of morphisms and identifying the objects $\mathcal{G}^{(0)}$ of the category with the collection of identity morphisms, we have natural range and source maps as above, an associative partial composition and inverses. However, for our purposes it is easier to stress all the axioms explicitly as we shall immediately impose extra structure.

Definition 2.2. A topological groupoid $\mathcal{G}$ is a groupoid equipped with a topology such that all the operations (i.e. range, source, composition and inversion) are continuous when $\mathcal{G}^{(0)} \subset \mathcal{G}$ is given the subspace topology. Moreover, $\mathcal{G}$ is called an étale groupoid, if $r$ and $s$ are local homeomorphisms. ▶

The reason for passing to groupoids is that we can encode a partial action into a groupoid.

Example 2.3 (Transformation groupoid). Consider a partial topological action $\theta : G \curvearrowright \Omega$ of a discrete group $G$ on a locally compact Hausdorff space $\Omega$. To any such partial action, we can associate a groupoid $\mathcal{G}_\theta$ as follows: Set

$$\mathcal{G}_\theta := \{(g, x) \in G \times \Omega \mid x \in \Omega_{g^{-1}}\} , \quad \mathcal{G}_{\theta}^{(0)} := \{1\} \times \Omega,$$

and define range and source maps $r, s : \mathcal{G}_\theta \to \mathcal{G}_{\theta}^{(0)}$ by

$$r(g, x) := (1, \theta_g(x)) \quad \text{and} \quad s(g, x) := (1, x).$$

Then $\alpha = (g, x) \in \mathcal{G}_\theta$ and $\beta = (h, y) \in \mathcal{G}_\theta$ are composable if and only if $x = \theta_h(y)$, in which case we set

$$\alpha \cdot \beta = (g, x) \cdot (h, y) := (gh, y).$$

We define an inversion by $(g, x)^{-1} = (g^{-1}, \theta_g(x))$, and giving $\mathcal{G}_\theta$ the subspace topology of $G \times \Omega$, it is easily checked that it becomes an étale locally compact Hausdorff groupoid, called the transformation groupoid of $\theta$. In the future we shall always identify $\mathcal{G}^{(0)} = \{1\} \times \Omega$ and $\Omega$. ▶

In the following, whenever $\mu$ is a measure supported on $\mathcal{G}^{s(\alpha)}$, $\alpha \cdot \mu$ is the measure supported on $\mathcal{G}^{r(\alpha)}$ defined by $\alpha \cdot \mu(A) := \mu(\alpha^{-1} \cdot A)$. ▶
Definition 2.4 ([19] Definition 2.6). Let $\mathcal{G}$ denote a locally compact Hausdorff groupoid. A topological approximate invariant mean on $\mathcal{G}$ is a net $(m_i)_{i \in I}$, where each $m_i$ is a family $(m^{(0)}_i, m^{(a)}_i)_{a \in \mathcal{K}}$ of probability measures on $\mathcal{G}^x = r^{-1}(x)$, such that

1. for all $i \in I$ and $f \in C_c(\mathcal{G})$, the map $\mathcal{G}^x \ni x \mapsto \int_{\mathcal{G}^x} f \ dm^x_i$ is continuous,
2. $\sup_{x \in \mathcal{K}} \| \alpha \cdot m^{(a)}_i - m^{(a)}_i \| \to 0$ for all compact subsets $\mathcal{K} \subset \mathcal{G}$,

where the norm expression of (2) denotes the total variation of the measures. The groupoid $\mathcal{G}$ is said to be topologically amenable in the sense of Definition 2.4.

Remark 2.5. Topological amenability has a number of different definitions in the literature, one being the existence of a topological invariant density (see [19] Definition 2.7). This is also the approach in [12] Section 5.6, but by [3] Proposition 2.2.13 these two definitions are equivalent in the presence of a continuous Haar system, which $\mathcal{G}_\theta$ always possesses [2] Proposition 2.2.

We now specialise to partial actions of a discrete group $G$ on a locally compact Hausdorff space. To this end, define

$$\text{Prob}(G) := \{ \mu \in \ell^1(G) \mid \mu \geq 0 \text{ and } \|\mu\|_1 = 1 \}.$$ 

Then $G$ acts on $\text{Prob}(G)$ by $g.\mu(h) := \mu(hg)$.

Definition 2.6. Consider a partial action $\theta: G \curvearrowright \Omega$ of a discrete group $G$ on a locally compact Hausdorff space $\Omega$. A topological approximate invariant mean for $\theta$ is a net $(m_i)_{i \in I}$, where each $m_i$ is a family $(m^{(a)}_i)_{x \in \Omega}$ with $m^{(a)}_i \in \text{Prob}(G)$ supported on $G^x = \{ g \in G \mid x \in \Omega_{g^{-1}} \}$, such that

1. for all $i \in I$ and $g \in G$, the map $\Omega_{g^{-1}} \ni x \mapsto m^x_i(g)$ is continuous,
2. $\sup_{x \in \mathcal{K}} \| g.m^x_i - m^x_i \theta(x) \| \to 0$ for any $g \in G$ and all compact subsets $\mathcal{K} \subset \Omega_{g^{-1}}$,

where the norm expression in (2) is the usual norm on $\ell^1(G)$. The partial action is said to be topologically amenable if it admits a topological approximate invariant mean.

Note that for global actions, the above definition of topological amenability is equivalent to the classical one, see for instance [12] Definition 4.3.5. In order to verify that it is the appropriate generalisation to partial actions, we simply check that it is indeed a special case of Definition 2.4.

Proposition 2.7. A topological partial action $\theta: G \curvearrowright \Omega$ of a discrete group on a locally compact Hausdorff space is topologically amenable in the sense of Definition 2.6 if and only if the transformation groupoid $\mathcal{G}_\theta$ is topologically amenable in the sense of Definition 2.4.

Proof. Given a topological approximate invariant mean $(m_i)_{i \in I}$ on $\mathcal{G}_\theta$, define $\mu^x_i \in \text{Prob}(G)$ by $\mu^x_i(g) := m^x_i(g^{-1}, \theta_g(x))$ for all $g \in G^x$, and set $\mu^x_i(g) := 0$ for $g \notin G^x$. By assumption, $m^x_i$ is supported on the discrete set

$$\mathcal{G}^x_\theta = r^{-1}(x) = \{ (g^{-1}, \theta_g(x)) \in G \times \Omega \mid g \in G^x \},$$

which is mapped bijectively to $G^x$ under the map $(g^{-1}, \theta_g(x)) \mapsto g$, so $\mu^x_i$ is well-defined. To check (1) for some given $i \in I$ and $g \in G$, fix $x_0 \in \Omega_{g^{-1}}$. Then we may take a neighbourhood
$x_0 \in U \subset \Omega_{g^{-1}}$ and a compactly supported continuous function $f \in C_c(\{g^{-1}\} \times \Omega_g) \subset C_c(G_\theta)$ satisfying $0 \notin f(\{g^{-1}\} \times \theta_g(U))$. Now by assumption, the function

$$x \mapsto \int_{G^{(0)}_g} f \, dm^x_i = \sum_{h \in G^{(0)}} f(h^{-1}, \theta_h(x)) \cdot m^x_i(h^{-1}, \theta_h(x)) = f(g^{-1}, \theta_g(x)) \cdot \mu^x_i(g)$$

is continuous, hence so is $U \ni x \mapsto \mu^x_i(g)$. For (2), observe first that

$$g \cdot \mu^x_i(h) = \mu^x_i(hg) = m^x_i(g^{-1}h^{-1}, \theta_{hg}(x)) = (g, x) \cdot m^x_i(h^{-1}, \theta_{h\theta_g(x)})$$

for all $g \in G$, $x \in \Omega_{g^{-1}}$ and $h \in G^{\theta_g(x)} = G^x \cdot g^{-1}$. Given any compact set $K \subset \Omega_{g^{-1}}$, we therefore have

$$\sup_{x \in K} \left\| g \cdot \mu^x_i - \mu^x_i^{\theta_g(x)} \right\|_1 = 2 \sup_{x \in K} \left\| g \cdot \mu^x_i - \mu^x_i^{\theta_g(x)} \right\| = 2 \sup_{\gamma \in \{g\} \times K} \left\| \gamma \cdot m^x_i \gamma(x) - m^x_i(\gamma) \right\| \to 0$$

as desired. We conclude that $(\mu_i)_{i \in I}$ is indeed a topological approximate invariant mean for $\theta$. The reverse implication is almost identical: Given a topological approximate invariant mean $(\mu_i)_{i \in I}$ for $\theta$, we set

$$m^x_i(g, y) := \begin{cases} \mu^x_i(g^{-1}) & \text{if } x = \theta_g(y) \\ 0 & \text{otherwise} \end{cases}$$

and observe that $m^x_i$ is indeed a probability measure supported on $G^{(0)}_g$. Let $f \in C_c(G_\theta)$ and observe that $F := \{g \in G \mid f(\{g^{-1}\} \times \Omega_g) \neq \{0\}\}$ is a finite subset; we then have

$$\int f \, dm^x_i = \sum_{g \in F \cap G^x} f(g^{-1}, \theta_g(x)) \mu^x_i(g)$$

for all $x \in \Omega = G^{(0)}_g$. While every summand $x \mapsto f(g^{-1}, \theta_g(x)) \mu^x_i(g)$ is continuous on $\Omega_{g^{-1}}$, the set $F \cap G^x$ need not vary continuously. To get around this, fix some $x_0 \in \Omega$ and set $F_{x_0} := F \cap G^{x_0}$; we may of course assume that $F_{x_0} \subset F$. From $f$ being compactly supported, there exist open neighbourhoods $U_g$ of $x_0$ for all $g \in F \setminus F_{x_0}$ such that either

- $U_g \cap \Omega_{g^{-1}} = \emptyset$,
- $U_g \cap \Omega_{g^{-1}} \neq \emptyset$ and $f(\{g^{-1}\} \times \theta_g(U_g \cap \Omega_{g^{-1}})) = \{0\}$.

Defining an open neighbourhood of $x_0$ by $U := \bigcap_{g \in F \setminus F_{x_0}} U_g$, we then have

$$\int_{G^{(0)}_g} f \, dm^x_i = \sum_{g \in F_{x_0}} f(g^{-1}, \theta_g(x)) \mu^x_i(g)$$

for all $x \in U$. Since $x \mapsto \mu^x_i(g^{-1})$ is continuous in $x_0$ for every $g \in F_{x_0}$, we conclude that $x \mapsto \int_{G^{(0)}_g} f \, dm^x_i$ is indeed continuous. (2) follows just as above by noting that every compact set $K \subset G_\theta$ is of the form $\bigcup_{i=1}^n \{g_i\} \times K_i$ for group elements $g_1, \ldots, g_n$ and compact subsets $K_i \subset \Omega_{g_i^{-1}}$. $\square$
The real reason for our digression to groupoids is that one can associate a full and a reduced groupoid $C^*$-algebra $C^*(\mathcal{G})$ and $C^*_r(\mathcal{G})$ to any étale locally compact Hausdorff groupoid, and in the case $\mathcal{G} = \mathcal{G}_\theta$, there are canonical isomorphisms

$$C^*(\mathcal{G}_\theta) \cong C_0(\Omega) \rtimes_\theta G \quad \text{and} \quad C^*_r(\mathcal{G}_\theta) \cong C_0(\Omega) \rtimes_{\theta,r} G,$$

proven in [2, Theorem 3.3 (2)] and [16, Proposition 2.2]. We thus obtain the following for free.

**Theorem 2.8.** Consider a partial action $\theta : G \actson \Omega$ of a discrete group on a locally compact Hausdorff space. Then $C_0(\Omega) \rtimes_r G$ is nuclear if and only if $\theta$ is topologically amenable in the sense of Definition 2.6 and in that case, the regular representation

$$C_0(\Omega) \rtimes G \to C_0(\Omega) \rtimes_r G$$

is an isomorphism. In particular, $C_0(\Omega) \rtimes G$ is nuclear if and only if $C_0(\Omega) \rtimes_r G$ is nuclear.

**Proof.** In view of Remark 2.5 and Proposition 2.7, the first part follows immediately from [12, Theorem 5.6.18 and Corollary 5.6.17]. Finally, if the full crossed product is nuclear, then so is the reduced, since nuclearity passes to quotients.

In the setting of global actions, topological amenability can always be pulled back by continuous equivariant maps. In the partial setting, however, one has to be a little more careful.

**Definition 2.9** ([14, Definition 2.2]). Suppose that $G$ acts partially on $\Omega$ and $\Omega'$ and that $f : \Omega \to \Omega'$ is equivariant, so that $G^x \subset G^{f(x)}$ for all $x \in \Omega$. Then $f$ is called $d$-bijective if $G^{f(x)} = G^x$ for all $x \in \Omega$.

**Proposition 2.10** ([14, Proposition 2.4]). Assume that $\theta : G \actson \Omega$ and $\theta' : G \actson \Omega'$ are partial actions of a discrete group on locally compact Hausdorff spaces, and that $f : \Omega \to \Omega'$ is a continuous, equivariant and $d$-bijective map. If $\theta'$ is topologically amenable, then so is $\theta$.

**Proof.** Let $(m_i)_{i \in I}$ denote a topological approximate invariant mean for $\theta'$ and define $\mu^x_i := m^{f(x)}_i$ for all $x \in \Omega$ and $i \in I$. First observe that each $\mu^x_i$ is a probability measure on $G^x$ since $f$ is $d$-bijective, and that $\Omega_{g^{-1}} \ni x \mapsto \mu^x_i(g)$ is continuous, being the composition of $f$ and $\Omega'_{g^{-1}} \ni y \mapsto m^y_{f(x)}(g)$. Finally, if $K \subset \Omega_{g^{-1}}$ is compact, then

$$\sup_{x \in K} \| g \cdot \mu^x_i - \mu^y_{f(x)} \|_1 = \sup_{x \in K} \| g \cdot m^{f(x)}_i - m^{f(\theta, x)}_i \|_1 = \sup_{y \in f(K)} \| g \cdot m^y_i - m^y_{\theta(y)} \|_1 \to 0,$$

hence $\theta$ is indeed topologically amenable.

One particular simple situation giving rise to a topological approximate invariant mean is the existence of a topological Følner net for the action.

**Definition 2.11.** Let $\theta : G \actson \Omega$ denote a partial action of a discrete group on a locally compact Hausdorff space, and denote by $\mathcal{F}(G)$ the set of non-empty finite subsets of $G$ endowed with the discrete topology. A topological Følner net for $\theta$ is a net $(F_i)_{i \in I}$ of continuous
(i.e. locally constant) functions \( F_i : \Omega \to \mathcal{F}(G) \), \( x \mapsto F_i^x \), such that \( F_i^x \subset G^x \) for all \( x \in \Omega \), and for every \( g \in G \) and all compact subsets \( K \subset \Omega_{g^{-1}} \),

\[
\sup_{x \in K} \frac{|F_i^x \cdot g^{-1} \setminus F_i^\theta_g(x)|}{|F_i^x|} \to 0.
\]

Here is the observation that justifies Definition 2.11.

**Proposition 2.12.** Let \( \theta : G \curvearrowright \Omega \) denote a partial action of a discrete group on a locally compact Hausdorff space. If \( \theta \) has a topological Følner net, then it is topologically amenable.

**Proof.** Assume that \((F_i)_{i \in I}\) is a topological Følner net for \( \theta \), and define

\[
m_i : \Omega \to \text{Prob}(G) \quad \text{by} \quad m_i^x := \frac{1}{|F_i^x|} \cdot 1_{F_i^x},
\]

where \( 1_F \) is the characteristic function on a set \( F \). Then each \( m_i^x \) is certainly a probability measure with support \( F_i^x \subset G^x \), satisfying (1) of Definition 2.6. In order to check (2), let \( g \in G \) and compact \( K \subset \Omega_{g^{-1}} \) be given. We then have

\[
\|g . m_i^x - m_i^\theta_g(x)\|_1 = \frac{|F_i^x \cdot g^{-1} \setminus F_i^\theta_g(x)|}{|F_i^x|} + \frac{|F_i^\theta_g(x) \setminus F_i^x \cdot g^{-1}|}{|F_i^\theta_g(x)|}
\]

\[
+ \frac{|F_i^x \cdot g^{-1} \cap F_i^\theta_g(x)|}{|F_i^x|} \cdot \frac{1}{|F_i^x \cdot g^{-1}|} - \frac{1}{|F_i^\theta_g(x)|}
\]

\[
= \frac{|F_i^x \cdot g^{-1} \setminus F_i^\theta_g(x)|}{|F_i^x|} + \frac{|F_i^\theta_g(x) \cdot g \setminus F_i^\theta_g^{-1}(\theta_g(x))|}{|F_i^\theta_g(x)|}
\]

\[
+ \frac{|F_i^x \cdot g^{-1} \cap F_i^\theta_g(x)|}{|F_i^x|} \cdot \frac{|F_i^\theta_g(x)| - |F_i^\theta_g^{-1}(\theta_g(x))|}{|F_i^\theta_g(x)|}
\]

\[
\leq 2 \cdot \frac{|F_i^x \cdot g^{-1} \setminus F_i^\theta_g(x)|}{|F_i^x|} + 2 \cdot \frac{|F_i^\theta_g(x) \cdot g \setminus F_i^\theta_g^{-1}(\theta_g(x))|}{|F_i^\theta_g(x)|}
\]

for all \( x \in K \). Setting \( K' := \theta_g(K) \subset \Omega_g \), we deduce that

\[
\sup_{x \in K} \|g . m_i^x - m_i^\theta_g(x)\|_1 \leq 2 \cdot \sup_{x \in K} \frac{|F_i^x \cdot g^{-1} \setminus F_i^\theta_g(x)|}{|F_i^x|} + 2 \cdot \sup_{y \in K'} \frac{|F_i^y \cdot g \setminus F_i^\theta_g^{-1}(\theta_g(y))|}{|F_i^y|} \to 0.
\]

\( \square \)

Given a partial action \( \theta : G \curvearrowright \Omega \) with certain properties, one might desire a global action with the same properties. In terms of purely dynamical properties, this can always be accomplished by considering the minimal globalisation \( \tilde{\theta} : G \curvearrowright \tilde{\Omega} \) of [11 Theorem 2.5]. While the space \( \tilde{\Omega} \) resembles \( \Omega \) locally, it might have very different global properties. The Hausdorff property might not even pass from \( \Omega \) to \( \tilde{\Omega} \) [11 Example 2.9], but if the domains are
clopen, such pathological examples do not exist \cite[Proposition 2.10]{[1]}. However, compactness will usually not be preserved, and so it is natural to ask if there exist “good” compactifications of $\tilde{\theta}$. One particular case of interest is that of a topologically amenable partial action $\theta: G \rhd \Omega$ on a compact Hausdorff space with clopen domains. By the above, the minimal globalisation is topologically amenable and acts on a locally compact Hausdorff space. A good compactification of $\theta$ in this context would be a topologically amenable one, and so the one-point compactification is not desirable if $G$ is non-amenable. Below, we will provide a good compactification in this setup for right-convex partial actions of a free group.

**Definition 2.13.** A partial action $\mathbb{F} \rhd \Omega$ of a free group is called convex if

$$\mathbb{F}^x = \{ \alpha \in \mathbb{F} \mid x \in \Omega_{\alpha^{-1}} \}$$

is a right-convex subset of $\mathbb{F}$ for all $x \in \Omega$.

We will need the following technical lemma.

**Lemma 2.14.** Consider a continuous, surjective map of Hausdorff spaces $p: \Omega \to \Upsilon$, and assume that for any $y \in \Upsilon$, there exists an open neighbourhood $U$ of $y$ for which $p^{-1}(U)$ is compact. If $C$ is any compactification of $\Upsilon$, then $\Omega \sqcup \partial \Upsilon$ is a Hausdorff compactification of $\Omega$ when equipped with the smallest topology making $\Omega \hookrightarrow \Omega \sqcup \partial \Upsilon$ open and $p \sqcup \text{id}: \Omega \sqcup \partial \Upsilon \to C$ continuous.

**Proof.** We first show that $\Omega \sqcup \partial \Upsilon$ is Hausdorff, so consider any pair of distinct points $x_1, x_2 \in \Omega \sqcup \partial \Upsilon$. Since $\Omega$ is open in $\Omega \sqcup \partial \Upsilon$, we may assume that at least one of the points belongs to $\partial \Upsilon$. Then $p \sqcup \text{id}(x_1) \neq p \sqcup \text{id}(x_2)$, so they can be separated by $\Upsilon \sqcup \partial \Upsilon$ being Hausdorff and continuity of $p \sqcup \text{id}$. In order to demonstrate compactness, take any net $(x_i)_{i \in I}$ in $\Omega \sqcup \partial \Upsilon$ and consider the net $(y_i)_{i \in I}$ with $y_i = p \sqcup \text{id}(x_i)$. By compactness of $C$, it has a convergent subnet $(y_i)_{i \in J}$ and we denote the limit point by $y$. If $y \in \Upsilon$, then there exist an open neighbourhood $U$ of $y$ for which $\overline{p^{-1}(U)}$ is compact, and since $\overline{p^{-1}(U)}$ contains a subnet of $(x_i)_{i \in I}$, it has a convergent subnet. Assume instead that $y \in \partial \Upsilon$. Then, since every open neighbourhood of $y$ inside $\Omega \sqcup \partial \Upsilon$ is of the form $(p \sqcup \text{id})^{-1}(U)$ for an open neighbourhood $y \in U \subset C$, we see that $(x_i)_{i \in J}$ converges towards $y$. $\square$

**Theorem 2.15.** Suppose that $\theta: \mathbb{F} \rhd \Omega$ is a convex partial action of a free group of rank at least two on a compact Hausdorff space with clopen domains. Then there exists a Hausdorff compactification $\tilde{\Omega}$ of $\Omega$ and an extension $\tilde{\theta}: \mathbb{F} \rhd \tilde{\Omega}$ of $\theta$, such that the restriction $\theta: \mathbb{F} \rhd \tilde{\Omega} \setminus \Omega$ is conjugate to the canonical boundary action $\mathbb{F} \rhd \partial \mathbb{F}$. In particular, if $\theta$ is topologically amenable, then so is $\tilde{\theta}$.

**Proof.** Recall that

$$\tilde{\Omega} = \frac{\mathbb{F} \times \Omega}{\sim}, \quad \text{where } (\alpha, x) \sim (\beta, y) \iff x \in \Omega_{\alpha^{-1}\beta} \text{ and } y = \theta_{\beta^{-1}\alpha}(x).$$

The action is simply induced from the group, $\tilde{\theta}_\beta([\alpha, x]) = [\beta \alpha, x]$, and $\Omega$ embeds as a clopen subspace by the map $\iota: \Omega \to \tilde{\Omega}$, $\iota(x) = [1, x]$. Now since $\theta$ is assumed convex, to each pair
(α, x) ∈ F × Ω there is unique minimal word σ(α, x) ∈ F such that σ(α, x)^−1 · α ∈ F^x, and it is straightforward to check that σ respects the relation ∼. We claim that σ is also continuous, so consider any pair (α, x). Assuming first that σ(α, x) = 1, we note that {α} × Ω^−1 is an open neighbourhood of (α, x) on which σ attains the value 1. If σ(α, x) ≠ 1, we write α_x for the maximal subword (read from the right) of α satisfying α_x ∈ F^x and denote the following letter by s. Then σ is constant on the open neighbourhood

{α} × (Ω^−1_x \ Ω^−1_{(sα_x)}),

where we invoke the assumption of clopen domains, hence it is indeed continuous. In conclusion, σ drops to a continuous map σ: ˜Ω → F. Also observe that if β ∈ F does not contain σ(α, x)^−1 as a subword (read from the right), then

σ(θ(β, α, x)) = σ(β · α, x) = β · σ(α, x).

Now define ˜Ω := ˜Ω ∪ ∂F as a set and equip it with the smallest topology that makes the inclusion ˜Ω → Ω open and the map σ ∪ id: ˜Ω → F ∪ ∂F continuous. By Lemma 2.14, this makes ˜Ω into a compact Hausdorff space, and we extend the action by the ordinary action of F on its boundary. It follows immediately from the above observation that the action on ˜Ω is compatible with that on the boundary, and so we obtain a short exact sequence

0 → C_0(˜Ω) × F → C(˜Ω) × F → C(∂F) × F → 0.

Since both the ideal and the quotient are nuclear, we conclude that the extension is nuclear as well, hence ˜θ is topologically amenable.

□

3. Condition (N) and proper orientability of the branching subgraph

In this section, we introduce Condition (N) for finitely separated graphs and prove that it is equivalent to both exactness and nuclearity of the C*-algebra associated to a certain subgraph. But first, we introduce quite a bit of terminology.

Definition 3.1. A non-trivial admissible path α in a separated graph (E, C) is said to allow a return if there is an admissible path β making βα a closed path, and a set X ∈ C_v then allows a return if e^−1 allows a return for some e ∈ X. A vertex v ∈ E^0 is called a branching vertex if

|{e ∈ s^−1(v) | e allows a return}| + |{X ∈ C_v | X allows a return}| ≥ 3,

and a branching vertex v is said to admit a local orientation if one of the following holds:

1. There exists X_v ∈ C_v such that for every base-simple closed path α at v, either i_d(α) ∈ X_v or t_d(α) ∈ X_v.
2. There is an edge e_v ∈ s^−1(v) such that for every base-simple closed path α at v, either i_d(α) = e_v or t_d(α) = e_v^−1.

Observe that if v is a branching vertex satisfying (1), then it does not satisfy (2) and X_v is unique. Likewise, if v is a branching vertex satisfying (2), then it does not satisfy (1) and
e_v is unique. We will therefore refer to the branching vertices admitting local orientations as either type (1) or (2).

**Lemma 3.2.** If v is a branching vertex admitting a local orientation, then it satisfies either Definition 3.1(1) or Definition 3.1(2) for arbitrary closed paths α based at v.

**Proof.** We verify the claim for Definition 3.1(1); the proof in the second case is exactly the same. If α is an arbitrary closed path, we can decompose into base-simple closed paths α = α_n · · · α_1. Assuming that the claim holds for all products of n − 1 base-simple closed paths, we either have i_d(α) = i_d(α_n−1 · · · α_1) ∈ X_v^−1, in which case we are done, or t_d(α_n−1) ∈ X_v. In the latter case, we must have i_d(α_n) ‰∈ X_v^−1 so t_d(α) = t_d(α_n) ∈ X_v. □

**Remark 3.3.** If v admits a local orientation, one should regard X_v^−1 or e_v (depending on the type of v) as the proper exits of v, while the rest of s^−1(v) ∪ r^−1(v)^−1 should be regarded as entries. Then any cycle based at v will depart from v using one and arrive at v using the other, so there is a canonical orientation of the cycle, i.e. a canonical choice between itself and its inverse. This is why we call it a local orientation. ▷

We now have the language to define Condition (N).

**Definition 3.4.** A finitely separated graph (E,C) is said to satisfy Condition (N) if any branching vertex v ∈ E^0 admits a local orientation. ▷

It is worth noting that Condition (N) trivially passes to subgraphs.

**Example 1.2 (continued).** Below, we have marked the branching vertices in blue:

The reader may check that this graph actually satisfies Condition (N) as the right branching vertex is of type (1), and the left ones are of type (2). ▷

Rather than simply negating the above definition, we would also like to have a constructive understanding of what it means for a graph not to satisfy Condition (N). For clarity, we first introduce the following technical lemma.

**Lemma 3.5.** Let P and S denote sets with the following structure: There are functions i, τ: P → S, an associative partial composition

\[ \{(α_2, α_1) ∈ P^2 | i(α_2) ≠ τ(α_1)\} → P \quad , \quad (α_2, α_1) ↦ α_2α_1, \]
and a function \( P \ni \alpha \mapsto \alpha^{-1} \in P \), such that
\[
\iota(\alpha_2 \alpha_1) = \iota(\alpha_1), \quad \tau(\alpha_2 \alpha_1) = \tau(\alpha_2), \quad \iota(\alpha^{-1}) = \tau(\alpha), \quad \text{and} \quad \tau(\alpha^{-1}) = \iota(\alpha).
\]
Moreover, assume that for all \( \alpha_1, \alpha_2, \alpha_3 \in P \),
\[
|\iota(\{\alpha_1, \alpha_2, \alpha_3\})| \leq 2 \quad \text{or} \quad |	au(\{\alpha_1, \alpha_2, \alpha_3\})| \leq 2.
\]
If \( |\iota(P)| = |\tau(P)| \geq 3 \), then there is a unique \( s \in S \) satisfying \( s \in \{\iota(\alpha), \tau(\alpha)\} \) for all \( \alpha \in P \).

**Proof.** Take \( \alpha_1, \alpha_2, \alpha_3 \in P \) with distinct \( \iota(\alpha_i) \)'s and define \( E(\alpha) := \{\iota(\alpha), \tau(\alpha)\} \) for all \( \alpha \in P \). We first claim that \( E(\alpha_i) \cap E(\alpha_j) \neq \emptyset \) for all \( i, j \), and without loss of generality we may take \( i = 1 \) and \( j = 2 \). Assume in order to reach a contradiction that \( E(\alpha_1) \cap E(\alpha_2) = \emptyset \). If \( \iota(\alpha_1) \neq \tau(\alpha_1) \), then
\[
|\iota(\{\alpha_1, \alpha_1^{-1}, \alpha_2\})| = |\tau(\{\alpha_1, \alpha_1^{-1}, \alpha_2\})| = 3,
\]
hence \( \iota(\alpha_1) = \tau(\alpha_1) \), and similarly we must have \( \iota(\alpha_2) = \tau(\alpha_2) \). We deduce that either
\[
E(\alpha_1) \cap E(\alpha_3) = \emptyset \quad \text{or} \quad E(\alpha_2) \cap E(\alpha_3) = \emptyset,
\]
and without loss of generality we may assume the former. But then
\[
|\iota(\{\alpha_1, \alpha_2, \alpha_3^{-1} \alpha_1 \alpha_3\})| = |\tau(\{\alpha_1, \alpha_2, \alpha_3^{-1} \alpha_1 \alpha_3\})| = 3,
\]
giving us our desired contradiction. We now even claim that
\[
E(\alpha_1) \cap E(\alpha_2) \cap E(\alpha_3) \neq \emptyset.
\]
Assuming the contrary, we can arrange that
\[
\tau(\alpha_1) = \iota(\alpha_2), \quad \tau(\alpha_2) = \iota(\alpha_3), \quad \text{and} \quad \tau(\alpha_3) = \iota(\alpha_1)
\]
by applying the first part and possibly interchanging the indices and taking inverses, hence
\[
|\iota(\{\alpha_1, \alpha_2, \alpha_3\})| = |\tau(\{\alpha_1, \alpha_2, \alpha_3\})| = 3.
\]
We conclude that
\[
E(\alpha_1) \cap E(\alpha_2) \cap E(\alpha_3) = \{s\}
\]
for some \( s \in S \). This implies that there are distinct \( s_1, s_2 \neq s \) and \( i \neq j \) such that \( E(\alpha_i) = \{s, s_1\} \) and \( E(\alpha_j) = \{s, s_2\} \). Now if \( \alpha \in P \) is arbitrary, then by taking suitable inverses \( \beta = \alpha^\varepsilon \), \( \beta_i = \alpha_i^\varepsilon i \), and \( \beta_j = \alpha_j^\varepsilon j \) (i.e. \( \varepsilon, \varepsilon_i, \varepsilon_j \in \{-1, 1\} \)), we can arrange that
\[
|\iota(\{\beta, \beta_i, \beta_j\})| = 3.
\]
This allows us to apply the above conclusions, hence
\[
\emptyset \neq E(\beta) \cap E(\beta_i) \cap E(\beta_j) \subset E(\alpha_i) \cap E(\alpha_j) = \{s\}.
\]
We deduce that \( E(\beta) \cap E(\beta_i) \cap E(\beta_j) = \{s\} \), so in particular \( s \in E(\beta) = E(\alpha) \). Uniqueness of \( s \) is clear from \( E(\alpha_i) \cap E(\alpha_j) = \{s\} \).

**Proposition 3.6.** A finitely separated graph \((E, C)\) does not satisfy Condition \((N)\) if and only if there is a branching vertex \( v \in E^0 \) and cycles \( \alpha = \delta \gamma \) and \( \beta = \varepsilon \gamma \) based at \( v \) with \( \gamma = \alpha \land \beta < \alpha, \beta \), such that \( \beta \cdot \alpha^{-1} = \varepsilon \delta^{-1} \) and \( \beta \alpha \) are cycles.
Proof. It is clear that if such \( \alpha \) and \( \beta \) exist, then \( v \) does not admit a local orientation. Now let \( v \) denote any branching vertex in \( (E, C) \) and assume instead that such \( \alpha \) and \( \beta \) do not exist. Letting \( \pi \) denote the map \( s^{-1}(v) \cup r^{-1}(v) \rightarrow s^{-1}(v) \sqcup C_v \) given by \( \pi(e) := e \) and \( \pi(e^{-1}) := [e] \), we define sets \( P := \{ \text{closed paths based at } v \} \) and \( S := s^{-1}(v) \sqcup C_v \) along with maps \( \iota, \tau : P \rightarrow S \) given by \( \iota(\alpha) := \pi(t_d(\alpha)) \) and \( \tau(\alpha) := \pi(t_d(\alpha)^{-1}) \). Obviously, given two closed paths \( \alpha_1, \alpha_2 \in P \), the concatenated product \( \alpha_2 \alpha_1 \) is in \( P \) if and only if \( \iota(\alpha_2) \neq \tau(\alpha_1) \).

In fact, the only assumption of Lemma 3.5 which is not obviously satisfied is that either \( |\iota(\{\alpha_1, \alpha_2, \alpha_3\})| \leq 2 \) or \( |\tau(\{\alpha_1, \alpha_2, \alpha_3\})| \leq 2 \) for all triples \( \alpha_1, \alpha_2, \alpha_3 \in P \). Assume in order to reach a contradiction that

\[
|\iota(\{\alpha_1, \alpha_2, \alpha_3\})| = |\tau(\{\alpha_1, \alpha_2, \alpha_3\})| = 3
\]

for one such triple. Then \( \alpha := \alpha_2^{-1}\alpha_1 \) and \( \beta := \alpha_3^{-1}\alpha_1 \) are cycles with \( \alpha \land \beta = \alpha_1 \land \alpha_2 < \alpha, \beta \) such that both \( \beta \cdot \alpha^{-1} = \alpha_3^{-1}\alpha_2 \) and \( \beta \alpha = \alpha_3^{-1}\alpha_1\alpha_2^{-1}\alpha_1 \) are cycles as well, contradicting our assumption. It now follows immediately from Lemma 3.5 that \( v \) admits a local orientation. \( \square \)

With the above characterisation at hand, we can already prove that Condition (N) is a necessary condition for exactness of \( \mathcal{O}(E, C) \).

Proposition 3.7. Let \( (E, C) \) denote a finitely separated graph and consider the statements

1. The \( C^* \)-algebra \( \mathcal{O}(E, C) \) is exact.
2. Every stabiliser of the partial action \( \theta^{(E, C)} \) is amenable (hence trivial or cyclic).
3. \( (E, C) \) satisfies Condition (N).

Then (1) \( \Rightarrow \) (2) \( \Rightarrow \) (3).

Proof. Assuming that \( (E, C) \) does not satisfy Condition (N), there are cycles \( \alpha \) and \( \beta \) as in Proposition 3.6. Observe that any reduced product of \( \alpha \)'s, \( \beta \)'s and their inverses is admissible, and denote by \( F \) the free subgroup of \( \mathbb{F} \) generated by \( \alpha \) and \( \beta \). If \( F \) were of rank 1, then we would have \( \alpha = \gamma^m \) and \( \beta = \gamma^n \) for some cycle \( \gamma \) and non-zero integers \( m, n \). As \( \beta \alpha \) is admissible, we see that \( m \) and \( n \) have the same sign, contradicting \( \alpha \land \beta < \alpha, \beta \). We conclude that \( F \cong \mathbb{F}_2 \). Now \( \omega := \langle F \rangle \) defines an \( (E, C) \)-animal, and we can find a configuration \( \xi \in \Omega(E, C) \omega \) with \( F \leq \text{Stab}(\xi) \). Formally, this construction can be carried out as follows: Take any \( \eta \in \Omega(E, C) \) with \( \{ \alpha, \beta, t_d(\alpha)^{-1}, t_d(\beta)^{-1} \} \subset \eta \) and consider the animal

\[
\chi := \{ \gamma \in \eta \mid \gamma \not\geq \alpha, \beta, t_d(\alpha)^{-1}, t_d(\beta)^{-1} \}.
\]

Then one may verify that \( \xi := \bigsqcup_{\sigma \in F} \chi \cdot \sigma \) defines a configuration, and by construction \( F \leq \text{Stab}(\xi) \), so (2) does not hold. It finally follows that \( \mathcal{O}(E, C) \) is non-exact by [6 Proposition 7.1(i)]. \( \square \)

The aim of the rest of this paper is to prove that Condition (N) in fact implies nuclearity of \( \mathcal{O}(E, C) \). Roughly speaking, the idea is to decompose the graph into one part 'spanned' by the branching vertices, and a complementary part containing no branching vertices, and then deal with these two subgraphs separately. In the remainder of this section, we will treat the former graph.
Definition 3.8. Given any finitely separated graph \((E, C)\), define a relation on \(E^0\) by \(u \rightarrow v\) if there is an admissible path \(\alpha : u \rightarrow v\) and a cycle \(\beta\) based at \(v\), such that \(\alpha^{-1}\beta\alpha\) is admissible. Note that \(\rightarrow\) is transitive, but in general it is not reflexive, symmetric or antisymmetric. In fact, \(u \rightarrow u\) if and only if \(u\) admits a cycle as we may take \(\alpha = u\).

Definition 3.9. Let \((E, C)\) denote a finitely separated graph. The branching subgraph \((E_{Br}, C_{Br})\) is the full subgraph with vertex set
\[
E_{Br}^0 := \{u \in E^0 \mid u \rightarrow v \text{ for a branching vertex } v\}.
\]

Remark 3.10. Note that if there is a closed path based at \(u\) passing through a branching vertex \(v\), then automatically \(u \rightarrow v\).

Example 1.2 (continued). The branching subgraph of our example is as indicated below:

Next, we introduce the notion of a (proper) orientation.

Definition 3.11. Let \((E, C)\) denote a finitely separated graph. A proper orientation of \((E, C)\) is a decomposition \(E^1 = E^1_+ \sqcup E^1_-\) such that, for every \(v \in E^0\), one of the following holds:

1. \(E^1_- \cap r^{-1}(v) \in C_v\) and \(E^1_+ \cap s^{-1}(v) = \emptyset\).
2. \(E^1_- \cap r^{-1}(v) = \emptyset\) and \(|E^1_+ \cap s^{-1}(v)| = 1\).

If (2) is replaced by the weaker assumption

(2’) \(E^1_- \cap r^{-1}(v) = \emptyset\) and \(|E^1_+ \cap s^{-1}(v)| \leq 1\),

then it will simply be called an orientation. We shall often regard an orientation as a map \(\sigma : E^1 \rightarrow \{-1, 1\}\), where
\[
\sigma(e) = \begin{cases} 1 & \text{if } e \in E^1_+ \\ -1 & \text{if } e \in E^1_- \end{cases},
\]
and as in [9], an admissible path of the form
\[
e_n^{\sigma(e_n)}e_{n-1}^{\sigma(e_{n-1})}\cdots e_2^{\sigma(e_2)}e_1^{\sigma(e_1)}
\]
will be referred to as positively oriented, while an admissible path of the form
\[
e_n^{-\sigma(e_n)}e_{n-1}^{-\sigma(e_{n-1})}\cdots e_2^{-\sigma(e_2)}e_1^{-\sigma(e_1)}
\]
is called \textit{negatively oriented}.

We first mention a pair of trivial, yet important, observations.

\textbf{Lemma 3.12.} Assume that \((E, C)\) is oriented. Then every path \(\alpha\) is of the form \(\alpha = \alpha_-\alpha_+\), where \(\alpha_+\) and \(\alpha_-\) are (possibly trivial) positively and negatively oriented paths, respectively.

\textit{Proof.} We simply have to check that if \(f\xi e^{-\sigma(e)}\) is admissible, then \(\varepsilon = -\sigma(f)\). Assume first that \(\sigma(e) = -1\); then \(r(e)\) must satisfy Definition 3.11(1) since \(E_1^1 \cap r^{-1}(v) \neq \emptyset\). Now if \(\varepsilon = 1\) so that \(s(f) = r(e)\), then necessarily \(\sigma(f) = -1 = -\varepsilon\). Conversely if \(\varepsilon = -1\), then \(r(f) = r(e)\) with \([e] \neq [f]\), so \(\sigma(f) = 1 = -\varepsilon\). The case \(\sigma(e) = 1\) is completely similar. \(\square\)

\textbf{Lemma 3.13.} Assume that \((E, C)\) is properly oriented and let \(\xi \in \Omega(E, C)\). Then for every \(n \geq 1\), there is a unique positively oriented admissible path \(\xi_n \in \xi\) of length \(n\).

\textit{Proof.} This is clear from Definition 3.11. \(\square\)

We can now easily prove that properly oriented graphs give rise to topologically amenable actions.

\textbf{Proposition 3.14.} If \((E, C)\) is properly oriented, then the partial action \(\theta^{(E, C)}\) admits a topological \(\varnothing\) sequence.

\textit{Proof.} Define \(F^\xi_n := \{\xi_k \mid k \leq n\}\) for all \(\xi \in \Omega(E, C)\) and \(n \geq 1\), using the notation of Lemma 3.13. Given any \(\alpha \in \mathbb{F}\) and \(\xi \in \Omega(E, C)_{\alpha^{-1}}\), we write \(\alpha = \alpha_-\alpha_+\) and, for the sake of notational simplicity, set \(\eta := \theta_{\alpha_+}(\xi)\). Then \(\alpha^{-1}_-\) is positively oriented, so

\[
F^\xi_{|\alpha_+|+n} = \{\beta \mid 1 < \beta \leq \alpha_+\} \cup F^n_n \cdot \alpha_+ \quad \text{and} \quad F^\theta_{|\alpha_-|+n} = \{\beta \mid 1 < \beta \leq \alpha_-^{-1}\} \cup F^n_n \cdot \alpha_-^{-1}
\]

for all \(n \geq 1\). We see that

\[
F^\xi_{|\alpha_+|+n} \cdot \alpha^{-1} = \{\beta \mid \alpha_-^{-1} \leq \beta < \alpha^{-1}\} \cup F^n_n \cdot \alpha_-^{-1}
\]

hence

\[
\frac{|F^\xi_{|\alpha_+|+n} \cdot \alpha^{-1} \setminus F^\theta_{|\alpha_+|+n}|}{|F^\xi_{|\alpha_+|+n}|} \leq \frac{|\alpha|}{|\alpha| + n}
\]

with the upper bound converging to 0 as \(n \to \infty\) uniformly on \(\Omega(E, C)_{\alpha^{-1}}\). \(\square\)

In view of the above result, our goal is to extend the local orientations of a Condition (N) graph into a proper orientation of the entire branching subgraph. This requires some preparation, which we provide just below. First though, we need a bit more terminology.

\textbf{Definition 3.15.} A vertex \(v\) is called \textit{weakly branching} if there is a cycle passing through both \(v\) and a branching vertex, and an edge \(e\) is called \textit{critical} if \(e\) does not allow a return and \(r(e)\) is weakly branching.

\textbf{Lemma 3.16.} Let \((E, C)\) denote a finitely separated graph. Any edge \(e \in E^1_{\text{Br}}\) satisfies exactly one of the following:

1. \(e\) is on a cycle passing through a branching vertex.
(2) $e$ is critical.

(3a) If $\alpha$ is a closed path in $(E_{Br}, C^{Br})$, based at $r(e)$ and passing through a branching vertex, then $i_d(\alpha) \in [e]^{-1}$.

(3b) If $\alpha$ is a closed path in $(E_{Br}, C^{Br})$, based at $s(e)$ and passing through a branching vertex, then $i_d(\alpha) = e$.

Proof. It is clear that the above statements are mutually exclusive. In order to see that they cover all edges, assume that $e \in E_{Br}$ does not satisfy (2), (3b) or (3a). Then we can take closed paths $\alpha_1, \alpha_2$ in $(E_{Br}, C^{Br})$ passing through branching vertices, such that $s(\alpha_1) = s(e)$, $s(\alpha_2) = r(e)$, $i_d(\alpha_1) \neq e$ and $i_d(\alpha_2) \notin [e]^{-1}$. We may assume that $t_d(\alpha_1) \neq e^{-1}$, so $e\alpha_1 e^{-1}$ is admissible as well as $t_d(\alpha_2) \neq e$. Observe that if $e^{-1}\alpha_2$ is admissible, then $\alpha_1 \alpha_1 e^{-1} \alpha_2 e$ is a cycle passing through a branching vertex, so let us assume it is not. Then $\beta_2$ is a cycle, so $r(e)$ is weakly branching. It follows from $e$ being non-critical that $e$ admits a return, and we let $\beta$ denote an admissible path for which $\beta e$ is a closed path. Finally, if $t_d(\beta) \neq e^{-1}$, then $\beta \alpha_2 e$ is a cycle, and if $t_d(\beta) = e^{-1}$, then $\alpha_1 \beta e$ is a cycle, so we obtain (1) either way. □

Example 1.2 (continued). Just below, we have marked the weakly branching (but non-branching) vertices as red and marked every non-type (1) edge with its type in parentheses:

![Diagram of a graph with marked vertices and edges]

Now we are ready to build a proper orientation of the branching subgraph.

**Theorem 3.17.** If $(E, C)$ is a finitely separated graph satisfying Condition $(N)$, then the branching subgraph $(E_{Br}, C^{Br})$ admits a proper orientation. In particular, the tame $C^*$-algebra $\mathcal{O}(E_{Br}, C^{Br})$ is nuclear.

Proof. To simplify the notation, let us assume that any vertex $u \in E^0$ satisfies $u \rightarrow v$ for some branching vertex $v$, i.e. that $(E, C)$ is its own branching subgraph. Now let $v$ denote a branching vertex and let $e \in r^{-1}(v) \cup s^{-1}(v)$ be of type (1) as stated in Lemma 3.16. We then first define an orientation $o_v(e)$ of $e$ relative to $v$ by

$$o_v(e) := \begin{cases} 
-1 & \text{if } v \text{ is of type (1) and either } e \in X_v \text{ or } s(e) = v \\
1 & \text{if } v \text{ is of type (1), } r(e) = v \text{ and } e \notin X_v \\
1 & \text{if } v \text{ is of type (2) and either } e = e_v \text{ or } r(e) = v \\
-1 & \text{if } v \text{ is of type (2), } s(e) = v \text{ and } e \neq e_v 
\end{cases}$$
Note that if $e$ is a loop, i.e. if $r(e) = s(e)$, then $r(e)$ is necessarily of type (1) and $e \in X_{r(e)}$, so the above is well-defined. Next, we define the orientation of arbitrary type (1) edges. Given any cycle $\alpha = e_1^n \cdots e_1^1$ based at $v$, observe that $o_v(e_1) = \varepsilon_1$ if and only if $o_v(e_n) = \varepsilon_n$ since $e_1^1 \cdots e_n^n$ is admissible. We can therefore extend the orientation at $v$ by declaring

$$o_\alpha(e_i) := \begin{cases} \varepsilon_i & \text{if } o_v(e_1) = \varepsilon_1 \\ -\varepsilon_i & \text{if } o_v(e_1) = -\varepsilon_1 \end{cases},$$

and consequently $o_\alpha(e_i) = o_{\alpha^{-1}}(e_i)$. We claim that the orientation is in fact independent of the cycle in question, but in order to see this, we need the following claim:

**Claim:** If $e_2^2 \alpha e_1^1 : v \to u$ is an admissible path between branching vertices which may be extended to a cycle, then $o_v(e_1) = \varepsilon_1$ if and only if $o_u(e_2) = \varepsilon_2$.

**Proof of claim.** Observe that in all situations, if $o_v(e_1) \neq \varepsilon_1$, then there is a closed path $\gamma$ based at $v$ making $e_2^2 \alpha e_1^1 \gamma e_1^{-1} \alpha^{-1} e_2^{-2}$ admissible. If $u$ is type (1), this implies $e_2^2 \in X_u$ so $e_2 = 1 \neq -1 = o_u(e_2)$, and if $u$ is type (2), then $e_2^{-2} = e_1^{-1} \neq -1 = o_u(e_2)$. This proves one implication. To obtain the other, consider any extension $f_2^2 \beta f_1^1 e_2^2 \alpha e_1^1$ to a cycle. If $\varepsilon_1 = o_v(e_1)$, then $\delta_2 = o_v(f_2)$ as well by the above, so $o_u(f_1) = \delta_1$ by the first implication. Using the above observation once more, we finally arrive at $o_u(e_2) = \varepsilon_2$ as well.

Now if $\alpha = \alpha_2 \epsilon \alpha_1$ and $\beta = \beta_2 \epsilon \beta_1$ are cycles based at branching vertices $v$ and $u$, respectively, then $\alpha_2 \epsilon \beta_1 \beta_2 \epsilon \alpha_1$ is a cycle based at $v$ passing through $u$, so evidently $o_u(\alpha) = o_\beta(\epsilon)$ by the above claim. We conclude that setting $o(\epsilon) := o_\alpha(\epsilon)$ for any choice of cycle $\alpha$ is well-defined.

Finally, for edges of other types we simply set

$$o(\epsilon) := \begin{cases} -1 & \text{if } \epsilon \text{ is of type (2) or (3a)} \\ 1 & \text{if } \epsilon \text{ is of type (3b)} \end{cases},$$

so all that remains is to check the axioms.

First take $u \in E^0$ to be weakly branching; we then divide into the following two situations:

(i) There is some type (1) edge $e \in r^{-1}(u)$ with $o(e) = -1$.

(ii) There is some type (1) edge $e \in s^{-1}(u)$ with $o(e) = 1$.

As any weakly branching vertex admits a cycle passing through a branching vertex, and every such cycle is either positively or negatively oriented by construction, clearly one of these will always hold. Observe also that both cannot hold at $u$: If there were type (1) edges $e \in r^{-1}(u)$ and $f \in s^{-1}(u)$ with $o(e) = -1$ and $o(f) = 1$, then taking any positively oriented cycle $\alpha$ with $i_d(\alpha) = e^{-1}$, we would have $t_d(\alpha) \neq f^{-1}$. But then $u$ is branching, and the assumption contradicts the definition of $o$ at $u$. Hence (i) and (ii) are mutually exclusive.

Assuming (i), we claim that $u$ actually satisfies Definition 3.11(1). If there were some $f \in s^{-1}(v)$ with $o(f) = 1$, then by the above $f$ would be of type (3b). But as $u = s(f)$ admits a cycle, this is surely not the case, hence $o^{-1}(1) \cap s^{-1}(u) = \emptyset$. Next, assume $[f] = [e]$; we must show that $o(f) = -1$. If $f$ is of type (1), there is a cycle $\alpha$ with $i_d(\alpha) = f^{-1}$. Taking any positively oriented cycle $\beta$ with $i_d(\beta) = e^{-1}$, we see that the cycle $\beta \alpha$ must be positively oriented, hence $o(f) = -1$. Now as the orientation of any type (2) or type (3a) edge is $-1$, it
simply remains to check that \( f \) is not of type (3b). Assuming that it is, there exists a closed path \( \beta \) based at \( u \) making \( f^{-1} \beta f \) admissible. Taking some negatively oriented admissible path \( \alpha: v \to u \) with \( v \) branching and \( t_d(\alpha) = e \), we then see that \( \alpha^{-1}\beta\alpha \) is a closed path. However, this is impossible since \( \alpha \) is negatively oriented. We conclude that \( s(f) = -1 \) as desired. Finally, we must show that \( s(f) = 1 \) if \( r(f) = u \) and \( [f] \neq [e] \). Supposing first that \( f \) is of type (1), we can take a cycle \( \alpha \) with \( i_d(\alpha) = e^{-1} \). Now if \( t_d(\alpha) \in [e] \), then necessarily \( s(f) = 1 \), and if \( t_d(\alpha) \notin [e] \), then \( u \) is branching, in which case the claim is clear. Next, we show that \( f \) cannot be of type (2). If \( u \) is branching, this is obvious, so let us assume it is not. Then we may take an admissible path \( \alpha: u \to v \) with \( v \) branching and \( i_d(\alpha) = e^{-1} \) as well as a closed path \( \beta \) based at \( v \), such that \( \alpha^{-1}\beta\alpha \) is admissible. Now observe that \( f^{-1}\alpha^{-1}\beta\alpha f \) is a closed path, so \( f \) is not of type (2). It is also clear that \( f \) cannot be of type (3a), hence \( s(f) = 1 \). We conclude that \( s^{-1}(-1) \cap r^{-1}(u) = [e] \), so \( s \) does indeed satisfy Definition 3.11(1) at \( u \). Having done the harder case in details, we leave it to the reader to check that if (ii) holds for some weakly branching vertex \( u \), then Definition 3.11(2) is satisfied at \( u \).

Finally, assume that \( u \in E^0 \) is not weakly branching, and let \( \alpha: u \to v \) and \( \beta: v \to v \) be implementing the relation \( u \to v \) for some branching vertex \( v \). We once more divide into two different scenarios:

(a) The initial symbol satisfies \( i_d(\alpha) \in (E^1)^{-1} \).

(b) The initial symbol satisfies \( i_d(\alpha) \in E^1 \).

We only consider (a) and leave (b) to the reader. First observe that if \( \alpha': u \to v' \) and \( \beta': v' \to v' \) implement the relation \( u \to v' \) for a branching vertex \( v' \), then necessarily \( i_d(\alpha') \in (E^1)^{-1} \) and \( [i_d(\alpha')^{-1}] = [i_d(\alpha'^{-1})] \); otherwise \( \alpha'^{-1} \beta \alpha'^{-1} \beta \alpha \) would be a cycle passing through a branching vertex. Now whenever \([e] = [i_d(\alpha)^{-1}]\), we claim that such \( \alpha' \) and \( \beta' \) with \( i_d(\alpha') = e^{-1} \) exist. Assuming this is not the case for one such edge \( e \), there is an admissible path \( \alpha' e: u \to v' \) and a cycle \( \beta': v' \to v' \) with \( v' \) branching, such that \( e^{-1} \alpha'^{-1} \beta \alpha' e \) is admissible. But then \( \alpha' \) and \( \beta' \) contradict the observation we have just made. We conclude that Definition 3.11(1) is indeed satisfied at \( u \), thereby concluding the proof.

\[ \square \]

4. The Branch Free Subgraph

In this section, we study the subgraph obtained as the complement of the branching subgraph, and our ultimate goal is to prove that the associated \( C^* \)-algebra is nuclear.

**Definition 4.1.** Let \((E, C)\) denote a finitely separated graph. The **branch free subgraph** \((E_{BF}, C_{BF})\) is the full subgraph with vertex set \( E_{BF}^0 := E^0 \setminus E_{Br}^0 \), and the **acyclic subgraph** \((E_{Ac}, C_{Ac})\) is the full subgraph with vertex set

\[ E_{Ac}^0 := E^0 \setminus \{ u \in E^0 \mid u \to v \text{ for some } v \} \]

Note that by definition, \( E_{Ac}^0 \subset E_{BF}^0 \).

**Example 1.2 (continued).** This is the branch free subgraph of our example:
Note that it cannot be given an orientation as one can 'change direction' using the doubled blue or green edges.

Before investigating these two subgraphs more closely, we introduce a very useful notion in the study of nuclearity.

**Definition 4.2.** Let \((E, C)\) denote a finitely separated graph. A hereditary and \(C\)-saturated subset \(H \subset E^0\) will be called **return free** if every admissible path \(\alpha\) with \(r(\alpha), s(\alpha) \in H\) is entirely contained in \((E_H, C^H)\).

**Proposition 4.3.** Let \((E, C)\) denote a finitely separated graph. If \(H \in H(E, C)\) is return free and both \(O(E_H, C^H)\) and \(O(E/H, C/H)\) are nuclear, then so is \(O(E, C)\).

**Proof.** By Theorem 1.12, there is a short exact sequence
\[
0 \to I(H) \to O(E, C) \to O(E/H, C/H) \to 0,
\]
and since nuclearity passes to extensions, we simply have to verify that \(I(H)\) is nuclear. Note that \(\Omega(E, C)_H := \bigsqcup_{v \in H} \Omega(E, C)_v\) is an \(F\)-full clopen subspace of \(U(H)\), so \(I(H)\) is Morita equivalent to the crossed product \(C(\Omega(E, C)_H) \rtimes F\) for the restricted action \(\theta^{E, C}|_{\Omega(E, C)_H}\) (see [9, Definition 3.24] for the appropriate definitions and references). Since \(H\) is assumed return free, the domain of any path \(\alpha \in F \setminus F(E_H^1)\) is empty, hence
\[
C(\Omega(E, C)_H) \rtimes F \cong C(\Omega(E, C)_H) \rtimes F(E_H^1).
\]
Now observe that as in [17, Remark 2.8], there is a canonical \(d\)-bijective, \(F(E_H^1)\)-equivariant surjective map \(\Omega(E, C)_H \to \Omega(E_H, C_H^H)\) given by
\[
\xi \mapsto \begin{cases} 
\xi \cap F(E_H^1) & \text{if } \xi \in \Omega(E, C)_v \text{ for } v \notin (E_H^0)_{iso} \\
\emptyset & \text{if } \xi \in \Omega(E, C)_v \text{ for } v \in (E_H^0)_{iso}.
\end{cases}
\]
Since the partial action \(\theta^{E_H, C_H} \cap \Omega(E, C)_H\) is topologically amenable by assumption, so is the partial action \(F(E_H^1) \sim \Omega(E, C)_H\) by Proposition 2.10. It follows that \(C(\Omega(E, C)_H) \rtimes F\) and, in turn, \(I(H)\) is nuclear.

With the above proposition in mind, the following lemma simplifies our task tremendously.

**Lemma 4.4.** \(E_{BF}^0\) and \(E_{Ac}^0\) are return free hereditary and \(C\)-saturated sets for any finitely separated graph \((E, C)\).
Proof. We only consider the case of $E_{BF}^0$ as the proofs are virtually identical, and we first verify that it is hereditary. Assuming that $s(e) \in E_{BF}^0$, for some $e \in E^1$, there is an admissible path $\alpha$: $s(e) \to v$ and a cycle $\beta$ based at $v$ such that $\alpha^{-1}\beta\alpha$ is admissible. Setting $\gamma := \alpha \cdot e^{-1}$, we see that $\gamma^{-1}\beta\gamma$ is admissible as well, hence $r(e) \in E_{BF}^0$. 

We move on to checking $C$-saturation, so let $u \in E_{BF}^0$ and consider any $X \in C_u$. Take $\alpha$ and $\beta$ as above implementing the relation $u \to v$ for some branching vertex $v$. If $i_d(\beta\alpha) \in X^{-1}$, then we certainly have $s(X) \cap E_{BF}^0 \neq \emptyset$, so we may assume that $\beta\alpha x$ is admissible for any $x \in X$. But then $(\alpha x)^{-1}\beta(\alpha x)$ implements the relation $s(x) \to v$, so in fact $s(X) \subseteq E_{BF}^0$. We conclude that $E_{BF}^0$ is indeed $C$-saturated.

Finally, we claim that $E_{BF}^0$ is return free. Assume in order to reach a contradiction that there actually is an admissible path $\alpha$ with $r(\alpha), s(\alpha) \in E_{BF}^0$, which is not contained in the branch free subgraph. Taking $\alpha$ to be minimal with these properties, we can write $\alpha = e^{-1}_2 \beta e_1$ for $e_1, e_2 \in E^1 \setminus (E_{BF}^1 \cup E_{BF}^1)$ and $\beta$ an admissible path in the branching subgraph. Then we can take admissible paths $\alpha_i$: $r(e_i) \to v_i$, with $v_i$ a branching vertex, and cycles $\beta_i$, based at $v_i$ for $i = 1, 2$ making $\alpha_i^{-1}\beta_i\alpha_i$ admissible. As $s(e_i) \in E_{BF}^0$, we must have $i_d(\alpha_i) \in [e_i]^{-1}$ for $i = 1, 2$. But then $(\alpha_2\beta_1e_1)^{-1}\beta_2(\alpha_2\beta_1e_1)$ is admissible, contradicting $v_1 \in E_{BF}^0$. 

We easily obtain nuclearity in the acyclic case.

Proposition 4.5. The tame $C^*$-algebra $\mathcal{O}(E_{AC}, C^{\text{Ac}})$ is locally AF for any finitely separated graph $(E,C)$. In particular, it is nuclear.

Proof. We claim that $\mathcal{O}(E,C)$ is locally AF whenever $(E,C)$ admits no cycles, and by continuity of $\mathcal{O}$, we may assume $(E,C)$ to be finite. Now simply observe that any admissible path has length at most $3 \cdot |E^0|$, otherwise it would contain a cycle. It follows that $\Omega(E,C)$ is a finite space and $\Omega(E,C)_\alpha \neq \emptyset$ for only finitely many $\alpha \in \mathbb{F}$, hence $\mathcal{O}(E,C) = C(\Omega(E,C)) \rtimes \mathbb{F}$ is finite dimensional.

Now we are ready to deal with the final obstacle before the main theorem.

Theorem 4.6. $\mathcal{O}(E_{BF}, C^{\text{BF}})$ is nuclear for any finitely separated graph $(E,C)$.

Proof. We claim that $\mathcal{O}(E,C)$ is nuclear whenever $(E,C)$ is a finitely separated graph without branching vertices, and by continuity of $\mathcal{O}$, we might as well assume $(E,C)$ to be finite. Moreover, as $\mathcal{O}(E_{AC}, E^{\text{Ac}})$ is nuclear by Proposition 4.5, we may further reduce to the quotient graph $(E/H, C/H)$ for $H := E_{AC}^0$ due to Proposition 4.3 and Lemma 4.4. In conclusion, we may take $(E,C)$ to be a finite graph such that for all $u \in E^0$, $u \to v$ for some $v \in E^0$.

Let $V \subseteq E^0$ denote the set of vertices admitting a cycle and write $v_1 \sim v_2$ for $v_1, v_2 \in V$ if there is a cycle passing through both $v_1$ and $v_2$. This is clearly an equivalence relation, and we will prove the theorem by induction over $|V/\sim|$, the number of equivalence classes. For the induction start, assume $|V/\sim| = 1$. We claim that for any $\xi \in \Omega(E,C)$, viewing it as a tree, there is a bi-infinite linear subset $F^\xi \subset \xi$ with the following properties
\begin{enumerate}
  \item $F^{\alpha \cdot \xi}(\xi) = F^\xi \cdot \alpha^{-1}$ whenever $\alpha \in \xi$,
  \item $\text{dist}(F^\xi, 1) \leq 3|E^0|$ in the ordinary tree metric of $\xi$,
\end{enumerate}
(3) $\xi \mapsto F_\xi^k := F_\xi \cap \xi^{n+3|E^0|}$ is locally constant for any $n$,
where $\xi^k := \{ \beta \in \xi : |\beta| \leq k \}$. It should be clear from these properties that $(F_n)$ will be a topological Følner sequence, hence $O(E,C)$ will be nuclear by Theorem 2.8 and Proposition 2.12. Specifically, define

$$F^\xi := \{ \alpha \in \xi | r(\alpha) \in V \},$$

where $r(1) := v$ for $v$ such that $\xi \in \Omega(E,C)_v$ by convention. In order to see that $F^\xi$ enjoys the above properties, we first need to verify the following minor claim.

**Claim:** Let $X \subset C$. If for some $e \in X$ there exists an admissible path $\gamma$ with $i_d(\gamma) = e^{-1}$ and $r(\gamma) \in V$, then any $f \in X$ has this property.

**Proof of claim.** Let $e \in X$ and $\gamma$ be as above, and assume in order to reach a contradiction that some $f \in X$ does not have the above property. Then, since $s(f) \sim v$ for some $v \in V$, there is an admissible path $\alpha f$: $s(f) \to v$ and a cycle $\beta$: $v \to v$ such that $\alpha^{-1} \beta \alpha$ is admissible. Now by $v \sim r(\gamma)$, the admissible path $\gamma \alpha^{-1}$ can be extended to a closed path based at $v$. But from $\alpha^{-1} \beta \alpha$ being admissible, we may then conclude that $v$ is branching, a contradiction. $\square$

One immediate consequence of the claim (and the assumption that any $u$ satisfies $u \sim v$ for some $v$) is that any $\xi \in \Omega(E,C)$ is necessarily infinite. Now observe that if an admissible path passes a vertex three times (including the source and range), then that vertex must admit a cycle. In particular, there is some $\alpha \in F^\xi$ with $|\alpha| \leq 3|E^0|$. Another consequence of the claim is that for all $\alpha \in F^\xi$, at least two neighbours of $\alpha$ in $\xi$ are contained in $F^\xi$. It therefore only remains to check that $F^\xi$ is contained a linear subset. Assume in order to reach a contradiction that this is not the case for some $\xi \in \Omega(E,C)$. Then, by possibly replacing $\xi$ with a translate, we can find non-trivial admissible paths $\alpha_1, \alpha_2, \alpha_3 \in \xi$ with $r(\alpha_i) \in V$ such that the concatenation $\alpha_i^{-1} \alpha_j$ is admissible for $i \neq j$. We claim that $u := s(\alpha_i) \in V$. If this were not the case, then we could take a non-trivial admissible path $\alpha$: $u \to v$ and a cycle $\beta$ at $v$ implementing the relation $u \sim v$ for some $v \in V$. We may then apply the same argument as above in the proof of the claim to show that $v$ is branching, a contradiction. Now since $u \in V$ and $v \sim r(\alpha_i)$ for $i = 1, 2, 3$, each $\alpha_i$ may be extended to a closed path. But then $u$ is branching – we conclude that $F^\xi$ is indeed a bi-infinite linear subset. It is obvious that it satisfies (1) and (3), and we have already seen that (2) holds as well, thereby concluding the proof of the inductive start.

For the inductive step, let $|V/\sim| \geq 2$ and suppose that the claim holds whenever the number of equivalence classes is at most $|V/\sim| - 1$. We let the relation $\sim$ descend to the equivalence classes $u, v \in V/\sim$ by

$u \sim v \iff u \sim v$ for some $u \in u$ and $v \in v$,

and note that if $u \sim v$, then $u' \sim v$ for any $u' \sim u$. Now observe that $\sim$ becomes antisymmetric on the set of equivalence classes, so there exist $u, v \in V/\sim$ with $u \neq v$. Defining $H := \{ u \in E^0 | u \sim v$ for any $v \in v \}$, it is then straightforward to check that $H$ is a return free hereditary and $C$-saturated set. Being return free, any cycle in $(E,C)$ is
properly contained in one of the graphs \((E_H, C^H)\) and \((E/H, C/H)\), and since \(u \subset H\) and \(v \subset (E/H)^0\), the two graphs satisfy the inductive assumption. We conclude that \(\mathcal{O}(E_H, C^H)\) and \(\mathcal{O}(E/H, C/H)\) are both nuclear, hence so is \(\mathcal{O}(E, C)\) by Proposition 4.3. This finishes the inductive step and, in turn, the proof.

Example 1.2 (continued). Decomposing our branch free subgraph as in the above proof will leave us with the two subgraphs

```
      2
   /   \
 〇  ----  〇
  |     |   \
 2    〇
      /   \
     〇  ----- 〇
```

each of which produces nuclear \(C^*\)-algebras.

Remark 4.7. In the above proof, we relied on an inductive argument to prove that for a finite graph without branching vertices \((E, C)\), the quotient graph \((E/H, C/H)\) for \(H := E^0_{Ac}\) gives rise to a nuclear \(C^*\)-algebra. It is also possible to prove this claim directly by construction a very natural topological Følner sequence \((F_n)\), where \(F_n^\xi\) is simply the \(n\)-ball \(\xi^n := \{\alpha \in \xi : |\alpha| \leq 1\}\). However, we prefer the above proof due to the noteworthy technical difficulties that arise when verifying the Følner property of this sequence.

5. The main theorem and examples

In this final section, we give a short proof of the main theorem and finally consider a few examples of Condition (N) graphs and their graph monoids.

Note that quite a few of the implications in the main theorem follow from general theory. Indeed, the implications \((3) \iff (4) \implies (2)\) are immediate from Theorem 2.8, which is an application of the groupoid \(C^*\)-algebra theory of Renault and Anantharaman-Delaroche, while \((2) \implies (5)\) follows from Exel’s theory of partial crossed products, specifically [13, Proposition 25.12], since free groups are exact [12, Proposition 5.1.8].

**Theorem 5.1.** For any finitely separated graph \((E, C)\), the following are equivalent:

1. \((E, C)\) satisfies Condition (N).
2. The regular representation \(\mathcal{O}(E, C) \to \mathcal{O}^r(E, C)\) is an isomorphism.
3. The \(C^*\)-algebra \(\mathcal{O}^r(E, C)\) is nuclear.
4. The \(C^*\)-algebra \(\mathcal{O}(E, C)\) is nuclear.
5. The \(C^*\)-algebra \(\mathcal{O}(E, C)\) is exact.
6. Every stabiliser of the partial action \(\theta^{(E,C)}\) is amenable (hence trivial or cyclic).
Proof. We have already proven \((5) \Rightarrow (6) \Rightarrow (1)\) in Proposition \(3.7\) so in light of the above comments, it remains only to verify \((1) \Rightarrow (4)\). But by Proposition \(4.3\) and Lemma \(4.4\) it suffices to show that \(\mathcal{O}(E_{\text{Br}}, C_{\text{Br}})\) and \(\mathcal{O}(E_{\text{BF}}, C_{\text{BF}})\) are nuclear, and this was done in Theorem \(3.17\) and Theorem \(4.6\) respectively. \(\square\)

We obtain the following purely graph-theoretic consequence of the above theorem. Recall from \([4]\) that if \((E, C)\) is finite and bipartite, then one can associate a sequence \((E_n, C_n)\) of finite bipartite graphs to \((E, C) = (E_0, C^0)\), such that \(\mathcal{O}(E, C) \cong \lim_{\longrightarrow n} C^*(E_n, C^n)\) for certain connecting homomorphisms.

**Corollary 5.2.** Let \((E, C)\) denote a finite bipartite graph. Then \((E_n, C^n)\) satisfies Condition \((N)\) for some \(n\) if and only if it does so for all \(n\).

**Proof.** This is immediate from Theorem \(5.1\) since \(\mathcal{O}(E_m, C^m) \cong \mathcal{O}(E_n, C^n)\) for all \(m, n\). \(\square\)

We finally consider some examples.

**Example 5.3.** If \(|s^{-1}(v)| + |C_v| \leq 2\) for any \(v \in E^0\), then \((E, C)\) contains no branching vertices and therefore satisfies Condition \((N)\) trivially. This covers examples such as

which were considered in \([4, \text{Example 9.5, 9.6, 9.7}]\) as well as \([9, \text{Example 6.7}]\).

**Example 5.4.** If \(E\) is any column-finite graph, then \(E\) clearly satisfies Condition \((N)\) when regarded as a trivially separated graph. In fact, \(o(e) := -1\) for all \(e \in E^1\) defines an orientation, but unless \(E\) contains no sources, it is not a proper orientation. This can be circumvented in two different ways: Either one mods out by the acyclic subgraph as we have done above, or one adds heads to all sources. Either way, the new graph will admit a proper orientation, giving another proof of nuclearity of classical graph \(C^*\)-algebras of column-finite graphs.

**Example 5.5.** If \((E, C) := (E(m, n), C(m, n))\) for some \(2 \leq m \leq n < \infty\) is the graph

as in \([4, \text{Example 9.3}]\), so that \((E, C)\) gives rise to the \((m, n)\)-dynamical systems of \([6]\), then \(u\) is a branching vertex without a local orientation. We therefore recover the fact from \([6, \text{Theorem 7.2}]\) that \(\mathcal{O}_{m,n} := \mathcal{O}(E, C)\) is non-exact. \(\triangleleft\)
For every finitely separated graph \((E, C)\), there is a natural graph monoid \(M(E, C)\) as defined in [8]: It is the universal abelian monoid with generators \(E^0\) and relations \(v = \sum_{e \in X} s(e)\) for all \(v \in E^0\) and \(X \in C_v\). By [8] Proposition 4.4, every conical abelian monoid can be represented as \(M(E, C)\) for an appropriate finitely separated bipartite graph \((E, C)\). Conversely, the graph monoid \(M(E)\) of a non-separated column-finite graph is always quite well-behaved: Whenever \(E\) is finite, \(M(E)\) is a refinement monoid by [10] Proposition 4.4, hence primely generated by [11] Corollary 6.8. It follows that \(M(E)\) satisfies the extensive list of properties given by [11] Theorem 5.19, of which many pass to direct limits. Since any column-finite graph \(E\) is a direct limit of its finite complete subgraphs and the assignment \(E \mapsto M(E)\) is continuous by [10] Lemma 3.4, the monoid \(M(E)\) satisfies all such properties. Among these are

- **Unperforation**: If \(n \cdot a \leq n \cdot b\), then \(a \leq b\) for all integers \(n \geq 2\).
- **Pseudo-cancellation**: If \(a + c \leq b + c\), then there is some \(a_1\) with \(a_1 + c \leq c\) for which \(a \leq b + a_1\).

Below we shall see two basic examples of finite bipartite separated graphs satisfying Condition (N) for which the graph monoids do not enjoy unperforation and pseudo-cancellation, respectively.

Recall that \(M(E) \cong \mathcal{V}(L_K(E)) \cong \mathcal{V}(C^*(E))\) by [10] Theorem 3.5 and Theorem 7.1. In the separated setting, we have \(M(E, C) \cong \mathcal{V}(L_K(E, C))\) due to [8] Theorem 4.3, and the quotient map \(L_K(E, C) \to L_{K}^{ab}(E, C)\) induces a refinement \(\mathcal{V}(L_K(E, C)) \to \mathcal{V}(L_{K}^{ab}(E, C))\) by [11] Corollary 5.9. However, it is still an open problem whether the inclusion \(L_C(E, C) \hookrightarrow C^*(E, C)\) induces an isomorphism \(\mathcal{V}(L_C(E, C)) \to \mathcal{V}(C^*(E, C))\). If this happens to be the case, then \(\mathcal{V}(L_{C}^{ab}(E, C)) \cong \mathcal{V}(O(E, C))\) as well by [4] Theorem 5.7, in which case there will be a natural refinement \(M(E, C) \to \mathcal{V}(O(E, C))\).

**Example 5.6.** Consider the Condition (N) graph

\[
\begin{tikzpicture}
    \node (w) at (0,0) {$w$};
    \node (u) at (-1,-1) {$u$};
    \node (v) at (1,-1) {$v$};
    \path[->] (w) edge node [near start] {$e_0$} (u);
    \path[->] (w) edge node [near start] {$e_1$} (v);
    \path[->] (u) edge node [near start] {$f_0$} (w);
    \path[->] (v) edge node [near start] {$f_1$} (w);
\end{tikzpicture}
\]

of [4] Example 9.5 and denote it by \((E, C)\). Then

\[
M(E, C) = \langle u, v, w \mid 2u = w = 2v \rangle \cong \langle u, v \mid 2u = 2v \rangle,
\]

but \(u \not\leq v\) and \(v \not\leq u\), so \(M(E, C)\) is not unperforated. It follows from [4] Theorem 7.4 that the relative type semigroup \(S(O(E, C), \mathbb{F}, \mathbb{K})\) of the partial action \(\theta^{(E, C)}\) is isomorphic to \(\mathcal{V}(L_{K}^{ab}(E, C))\), so in particular, \(M(E, C)\) unitarily embeds into the type semigroup, and this will be unperforated as well. We will now identify the partial action \(\theta^{(E, C)}\) up to Kakutani equivalence (see [15] Definition 2.14) with a concrete partial \(\mathbb{F}_2\)-action. Consider the sequence space \(\mathcal{X} := \{0, 1\}^\mathbb{Z}\) along with the clopen subspaces

\[
\mathcal{X}_i := \{x \in \mathcal{X} \mid x_{-i} = i\} \quad \text{and} \quad \mathcal{X}_{i, i} := \{x \in \mathcal{X} \mid x_0 = i\}
\]
for $i = 0,1$. We then define partial homeomorphisms $\varphi_L : X_0 \to X_1$, and $\varphi_R : X_0 \to X_1$ given by

$$\varphi_L(\ldots x_{-3}x_{-2}0, x_0x_1x_2 \ldots) := (\ldots x_1x_01, x_2x_{-3}x_{-4} \ldots)$$

$$\varphi_R(\ldots x_{-3}x_{-2}x_{-1}0x_1x_2 \ldots) := (\ldots x_3x_2x_11x_{-1}x_{-2}x_{-3} \ldots)$$

and consider the semi-saturated partial action $\theta : \mathbb{F}[L, R] \rhd X$ induced by $\varphi_L$ and $\varphi_R$. Then $\theta$ is quasi-conjugate (see [17, Definition 2.2]) to the restriction $\theta^{(E,C)}|_{\Omega}$ of $\theta^{(E,C)}$ to the full (see [9, Definition 3.24]) clopen subspace $\Omega := \Omega(E, C)_w$ as follows. Observe first that every configuration $\xi \in \Omega$ may be represented by an ordered pair $(\xi^{\text{red}}, \xi^{\text{blue}})$ of infinite admissible paths

$$\xi^{\text{red}} := \ldots f_{i_{-4}}f_{i_{-3}}^{-1}e_{i_{-3}}e_{i_{-2}}^{-1}f_{i_{-2}}^{-1}e_{i_{-1}}^{-1}f_{i_{-1}},$$

and

$$\xi^{\text{blue}} := \ldots e_{i_2}^{-1}f_{i_1}^{-1}e_{i_3}^{-1}f_{i_2}e_{i_1}^{-1}f_{i_0}f_{i_0}^{-1},$$

for $i_k \in \{0, 1\}$, where $0 := 1$ and $1 := 0$. $\xi^{\text{red}}$ represents the part of the configuration that initially travels by the inverse of a red edge, while $\xi^{\text{blue}}$ initially travels by the inverse of a blue edge. An element $\alpha \in \mathbb{F}$ may act on $\xi$ if and only if $\alpha \leq \xi^{\text{red}}$ or $\alpha \leq \xi^{\text{blue}}$, and the result $\theta^E_{(E,C)}(\xi)$ lies in $\Omega$ if and only if $\alpha$ is of even length. If $\alpha$ denotes the simple cycle $\alpha = e_{i_{-1}}e_{i_1}^{-1}$, we have

$$\theta^E_{(E,C)}(\xi^{\text{red}}) = \ldots f_{i_{-4}}f_{i_{-3}}^{-1}e_{i_{-3}}e_{i_{-2}}^{-1}f_{i_{-2}}^{-1}e_{i_{-1}}^{-1}f_{i_{-1}},$$

and a similar situation occurs for $\alpha = f_{i_0}f_{i_0}^{-1}$. Now consider the group homomorphism $\Psi : \mathbb{F}[L, R] \to \mathbb{F}$ given by $\Psi(L) = e_{i_1}^{-1}e_0$ and $\Psi(R) = f_{i_1}^{-1}f_0$, as well as the homeomorphism $\psi : X \to \Omega$ defined by $\psi(x) = (\xi_x^{\text{red}}, \xi_x^{\text{blue}})$, where

$$\xi_x^{\text{red}} := \ldots f_{x_{-4}}f_{x_{-3}}^{-1}e_{x_{-3}}e_{x_{-2}}^{-1}f_{x_{-2}}^{-1}e_{x_{-1}}^{-1}e_{x_{-1}}$$

and

$$\xi_x^{\text{blue}} := \ldots e_{x_{3}}^{-1}f_{x_{2}}^{-1}e_{x_{1}}^{-1}e_{x_{1}}^{-1}f_{x_{0}}f_{x_{0}}^{-1}.$$ 

It is clear from our above observation that the pair $(\psi, \Psi)$ defines a quasi-conjugacy $\theta \to \theta^{(E,C)}|_{\Omega}$, so $\theta$ and $\theta^{(E,C)}$ are indeed Kakutani equivalent.

**Example 5.7.** Finally, consider the graph

```
    w
   /   \
  m   n
 /     \
u      v
```

with $m \geq 2$, $n \geq 1$, and denote it by $(E, C)$. Then

$$M(E, C) = \langle u, v, w \mid w = u + v = m \cdot u + n \cdot v \rangle \cong \langle u, v \mid u + v = m \cdot u + n \cdot v \rangle,$$

and we claim that $M(E, C)$ does not enjoy pseudo-cancellation as above with

$$a := (m - 1) \cdot u, \quad b := v \quad \text{and} \quad c := u.$$

These elements surely satisfy the assumption, namely that

$$a + c = m \cdot u \leq m \cdot u + n \cdot v = u + v = b + c,$$
so if pseudo-cancellation were present, then there should exist some \( a_1 \in M(E, C) \) with \( a_1 + c \leq c \) and \( a \leq b + a_1 \). However, the first inequality entails \( a_1 = 0 \), hence
\[
(m - 1) \cdot u = a \leq b = v,
\]
which is absurd. It follows that the type semigroup \( S(\Omega(E, C), \mathbb{F}, \mathbb{K}) \) is not pseudo-cancellative either. Contrary to Example 5.6 we have no simple description of the partial action \( \theta^{(E, C)} \) as the configurations are much more complicated in this case.

Example 5.6 and Example 5.7 show that one should expect to find nuclear tame separated graph \( C^\ast \)-algebras of a rather different nature than that of classical graph \( C^\ast \)-algebras, in particular with a more general projection structure. However, while both unperforation and pseudo-cancellation may fail in the graph monoid \( M(E, C) \) of a Condition (N) graph, the author expects that it will always enjoy the following important cancellation properties:

- **Almost unperformation**: If \( (n + 1) \cdot a \leq n \cdot b \) for some \( n \geq 2 \), then \( a \leq b \).
- **Separation**: If \( 2a = a + b = 2b \), then \( a = b \).

Observe that if any monoid theoretic property, which passes to limits, holds for all finite bipartite Condition (N) graphs \( (E, C) \), then it will automatically hold for
\[
S(\Omega(E, C), \mathbb{F}, \mathbb{K}) \cong V(L^0_c(E, C)) \cong \lim_{n \to} M(E_n, C^n)
\]
as well by Corollary 5.2 and [4, Corollary 5.9]. As a consequence, the author expects \( \theta^{(E, C)} \) to not be topologically amenable whenever it presents a counterexample to the topological version of Tarski’s theorem considered in [4, Section 7].
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