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Abstract. This paper presents a modified particle swarm optimization, named as punctuated-equilibrium particle swarm optimization (PEPSO). This method refers to punctuated-equilibrium Model (PEM) which is a pattern of group development in organizational behavior. PEM uses the long-term equilibrium phase and the short-term abrupt phase to solve the problem of group stagnation. The present work mathematically modelled this alternating process. The efficiency of the proposed PEPSO was evaluated using CEC 2014 benchmark functions. The experiments showed that PEPSO could solve premature convergence and had more good convergence accuracy than PSO on some test functions. Furthermore, it was also confirmed that the swarm was divided into different groups and the individuals of every group almost acted in unison. This provides a good explanation between PSO and organizational behavior from a new experimental perspective.
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1. Introduction

Particle Swarm Optimization (PSO) is the study of swarm behavior in intelligent computing. It mainly studies individuals, swarm, and neighbor topology [1]. PSO mainly solves the problem of the explorative and exploitative capability of swarm [2]. It sometimes suffers from premature convergence, especially in the complex multi-modal problems. Therefore, avoiding the local optima and maintaining a population’s diverse have become the goals of many researches. Recently, multi-swarm and multi-role techniques [3-7] have been proposed to achieve these goals. The whole population was divided into a large number sub-swarms and the sub-swarms were regrouped frequently by using various regrouping schedules in Ref. [3]. The concept of family was introduced in the PSO and analyzed the convergence of algorithm theoretically in Ref. [4, 5]. Three roles of leader, rambler, and follower were assigned for particles at each generation based on their fitness in Ref. [6]. The problem of group stagnation has been studied using different methods.

Organizational behavior investigates the impact that individuals, groups, and structure have on behavior within organizations. It applies such knowledge in order to make organizations work more effectively [8]. Punctuated-equilibrium Model (PEM) is a pattern of group development in organizational behavior [9, 10]. PEM has achieved success on many real applications, such as
international organizations [11], tumor evolution [12], policy change [13], and software development project [14].

PEM has an important characteristic that the long-term equilibrium phase and the short-term abrupt phase alternate. In this research, inspired by this characteristic, we propose particle swarm optimization based on punctuated-equilibrium model (PEPSO) in which the abrupt phase will happen when the performance of swarm don’t be improved. The aim of the transition is to help the population search for new regions of the search space while retaining the current best result.

The rest of this paper is organized as follows. Section 2 describes the framework of the details of PEPSO algorithm. Extensive experiments about PEPSO on the CEC2014 test suite [15] are introduced in Section 3. Moreover, group characteristics involved in PEPSO are also detailed in this section. Finally, conclusions are given in Section 4.

2. Method

2.1. PSO

In PSO, each particle characterizes by two variables \( x_i \) and \( v_i \). they are updated according to the following equations:

\[
\begin{align*}
\dot{v}_i(t + 1) &= \omega v_i(t) + c_1 \phi_1 (p_i(t) - x_i(t)) + c_2 \phi_2 (g(t) - x_i(t)) \\
\dot{x}_i(t + 1) &= x_i(t) + v_i(t + 1)
\end{align*}
\]

where \( t \) is the iteration; \( \omega \) is inertia factor; \( c_1 \) and \( c_2 \) are affect acceleration; \( \phi_1 \) and \( \phi_2 \) are random variables in the range (0,1); \( p_i \) is the personal best position of the \( i \)-th particle; \( g \) is the best position of all the particles [1].

A particle finds a potential solution through itself and the best position of all the particles. There is no direct connection between particle and particle.

2.2. Punctuated-equilibrium model

In organizational behavior, the evolution of groups has a predictable sequence. Punctuated-equilibrium Model (PEM) is a pattern of group development [8, 9, 10]. These groups have their own unique sequencing of actions:

(1) Sets the group’s direction;
(2) The first phase of group activity
   • Group activity is one of inertia;
(3) Transition
   • A transition takes place at the end of the first phase, which occurs exactly when the group has used up half its allotted time;
   • A transition initiates major changes;
(4) A second phase of group activity
   • Inertia follows the transition;
   • The group’s last phase is characterized by markedly accelerated activity [8].

PEM can be used to solve the problem of group stagnation through the transition.

2.3. PEPSO MODEL

2.3.1. PEPSO model design. PEPSO Model characterizes groups as proceeding through the grouping, optimizing, balancing, transition, optimizing and balancing operations.

Grouping operation: particle swarm can be divided into different small groups. The way of random grouping is being used.
Optimizing operation: group development is organized according to Eqs. (3) and (4) at the first phase. The $i$-th particle belongs to the $k$-th group, and the movement of the $i$-th particle is closely related to the members of the $k$-th group.

$$v_i(t + 1) = \omega v_i(t) + \sum_{i \in k} c_i \varphi_1 (p_i(t) - x_i(t)) + c_g \varphi_2 (g(t) - x_i(t))$$ (3)

$$x_i(t + 1) = x_i(t) + v_i(t + 1)$$ (4)

where $c_i = 1$/the number of members of the $k$-th group, $c_g = 1$/the number of average members of all groups.

Balancing operation: if the best fitness value of swarm can’t be improved within $m$ iterations, the first stage ends.

Transition operation: recording the global optimal result and make it enter the second phase. The other particles should be re-initialized. The swarm happens major changes and enters into the second phase.

Optimizing operation: group development is organized according to Eqs. (3) and (4) at the second phase.

Balancing operation: if the best fitness value of swarm can’t be improved within $m$ iterations, the second stage ends.

2.3.2. Main framework. The main framework of PEPSO is shown in Table 1.

| Algorithm. The procedure of PEPSO |
|-----------------------------------|
| **1**: Population parameters initialization  |
| Initialize $N$ individuals $[X_1, X_2, ..., X_N], [V_1, V_2, ..., V_N]$ ($X_i = (x_{i1}, x_{i2}, ..., x_{in}), V_i = (v_{i1}, v_{i2}, ..., v_{in})$) with the $n$ dimension; |
| **2**: Group parameters initialization  |
| $N = \sum_{i=1}^{\text{num}} \text{group\_num}(i), c_i = 1/\text{group\_num}(i), c_g = \text{mean}(1/\text{group\_num}(i)), (i=1,2,\ldots,\text{num})$. |
| **3**: Balancing time: $m$  |
| **4**: The first stage |
| **4.1**: Do  |
| **4.2**: For each group  |
| **4.3**: Update the particle’s velocity and position by using Eqs. (3) and (4), respectively.  |
| **4.4**: Determine the personal best position, $p_i$  |
| **4.5**: Determine each group’s best position, $g_p$  |
| **4.6**: EndFor  |
| **4.7**: Determine the current global best position and velocity, $pg_1$, $vg_1$  |
| **4.8**: While $pg_1(t) \neq pg_1(t-m)$  |
| **5**: Transition operation  |
| **5.1**: $X_i = pg_1; V_i = vg_1$  |
| **5.2**: Initialize $N$-1 individuals $[X_2, X_3, ..., X_N], [V_2, V_3, ..., V_N]$ ($X_i = (x_{i1}, x_{i2}, ..., x_{in}), V_i = (v_{i1}, v_{i2}, ..., v_{in})$) with the $n$ dimension; |
| **6**: The second stage |
| **6.1**: Do  |
| **6.2**: For each group  |
| **6.3**: Update the particle’s velocity and position by using Eqs. (3) and (4), respectively.  |
| **6.4**: Determine the personal best position, $p_i$  |
| **6.5**: Determine each group’s best position, $g_p$  |
| **6.6**: EndFor  |
| **6.7**: Determine the current global best position and velocity, $pg_2$, $vg_2$  |
| **6.8**: While $pg_2(t) \neq pg_2(t-m)$  |

Table 1. The procedure of PEPSO.
3. Experiments

3.1. Test problems and parameter setting
To validate the performance of PEPSO, we test it on a set of benchmark functions from CEC2014 test suits [15]. The parameters of PSO [1] are: $c_1 = c_2 = 2$, $\omega$ is from 0.9 to 0.4 according to the linear decrease. In order to facilitate the comparison, the swarm which has 100 particles is divided into 20 groups ($num = 20$) and every group has 5 particles ($group_num(i) = 5$) in PEPSO. The parameters of PEPSO are: $c_i = c_g = 1/5$, $D=10$.

$FES$ is the number of iterations and its value is from 1 to $MaxFES = 10000$. $FEScut$ is the values of $(0.0001, 0.001, 0.01, 0.02, 0.03, 0.04, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0) \times MaxFES$. All algorithms are implemented in MATLAB platform and 50 independent runs are performed for each algorithm. 17 error values ($F_i(x) - F_i(x^*)$) at $FEScut$ are recorded for each function for each run.

3.2. Experiment results
When $MaxFES$ is equal to 10000, the transition is happened with $FES = MaxFES/2$. Sort the error values achieved after $MaxFES$ in 50 runs, the best, worst, mean, median, standard variance of 10-demensional functions are listed in Table 2. The bold value is the best result for the same test function using different algorithms. The results show that the mean error values of PEPSO have smaller values at $MaxFES$ than PSO on $f_5, f_6, f_{10}, f_{13}$.

17 error values ($F_i(x) - F_i(x^*)$) at $FEScut$ are shown in Fig.1. The results show that PEPSO has more good convergence accuracy and evolution velocity than PSO on $f_5, f_6, f_9, f_{10}$.

Table 2. Results of the error values at MaxFES by PSO and PEPSO.

| Fun | Algorithm | Best      | Worst     | Median    | Mean       | Std       |
|-----|-----------|-----------|-----------|-----------|------------|-----------|
| $f_5$ | PSO       | 20.02777024 | 20.27117763 | 20.15725084 | 20.16258268 | 0.057886116 |
|      | PEPSO     | 0         | 20.25172839 | 5.68E-14   | 1.211125304 | 4.84245991 |
|      | $f_6$     | $4.52E-07$ | 2.267319646 | 0.000647403 | 0.347079682 | 0.685281784 |
|      | PSO       | 4.52E-07  | 0.034847109 | 2.08E-06   | 0.00086925  | 0.004962296 |
|      | PEPSO     | 4.52E-07  | 0.034847109 | 2.08E-06   | 0.00086925  | 0.004962296 |
|      | $f_9$     | $4.974795285$ | 13.92941672 | 8.954626476 | 9.275431943 | 2.592481609 |
|      | PEPSO     | 5.049696372 | 14.92437074 | 9.126495028 | 9.484488146 | 2.024586083 |
|      | $f_{10}$  | 208498.4139 | 208851.0851 | 208526.5316 | 208568.3709 | 80.99883472 |
|      | PEPSO     | 208494.0327 | 208796.6836 | 208517.1723 | 208537.0011 | 57.14896058 |
|      | $f_{13}$  | $0.221216335$ | 0.503001541 | 0.370847534 | 0.36021257  | 0.068865896 |
|      | PEPSO     | 0.249595562 | 0.423119036 | 0.313740459 | 0.31901002  | 0.036918422 |
When balancing time $m$ is equal to 500 on $f_5$, the processes of 100 particles at different iterations are shown in Fig. 2. To show the changing processes of the fitness values, different colors represent different groups. The results show that the individuals of every group almost act in unison. The fitness values of $g_{best}$ and different particles are shown in Fig. 3. The results show that the $g_{best}$ of the second stage is less than or equal to the $g_{best}$ of the first stage. The specific reason is the $g_{best}$ of the first stage has been maintained and the development of the second stage depends on this value. Furthermore, experiments show that some particles can find better fitness values after the transition.

Figure 1. Results of the error values by PSO and PEPSO.

Figure 2. The fitness values of 100 particles at different iterations. Different colors represent different groups. $m = 500$. 
4. Conclusions
PSO is the study of group behavior in intelligent computing and PEM is a pattern of group development in organizational behavior. PEM can be used to solve the problem of group stagnation. PEM should be referred and introduced to further improve the PSO. The experiments show that PEPSO has more good convergence accuracy and evolution velocity than PSO on some test functions. It is also confirmed that the swarm is divided into different groups and the individuals of every group almost act in unison. This provides a good explanation for the relationship between PSO and organizational behavior.
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