Simple procedures to reduce eccentricity of binary black hole simulations
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We present simple procedures to construct quasi-circular initial data for numerical evolutions of binary black hole spacetimes. Our method consists of using Post-Newtonian theory in three ways: first to provide an initial guess for the initial momenta at 3.5PN order that implies low residual eccentricity, second to measure the resulting eccentricity, and third to calculate corrections to the momenta or initial separation which further reduce the eccentricity. Regarding the initial guess, we compare numerical evolutions in post-Newtonian theory to the post-circular and post-post-circular analytical approximations to quasi-circular data. We discuss a robust fitting procedure to measure eccentricity from numerical simulations using the orbital frequency $\Omega$, and derive from the quasi-Keplerian parametrization at 1PN order the correction factors for the tangential and radial momentum components required to achieve reduce the measured eccentricity to zero. We first test our procedure integrating PN equations of motion at 3.5PN where low eccentric initial data is easily obtained, and then apply our method to sets of binary black hole numerical relativity simulations with different mass ratios ($q = m_2/m_1 = 1, 2,..., 8$), spin configurations and separations. Our set of simulations contains non-spinning, spin-aligned and precessing simulations. We observe that the iterative procedure produces low eccentric simulations with eccentricities of the order $O(10^{-4})$ with only one iteration. The simplicity of the procedure allows to obtain low eccentric NR simulations easily and saving computational resources. Moreover, the analytical PN formulas derived in this paper will be useful to generate eccentric hybrid waveforms.
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I. INTRODUCTION

The first detection of a gravitational wave signal\textsuperscript{1} in 2015 by the LIGO detectors\textsuperscript{2}, as well as the subsequent detections\textsuperscript{3,7}, have been found consistent with models of the waveform emitted from the merger of compact objects under the assumption of quasi-circularity of the binary’s orbit prior to the merger. These models have been used to infer the parameters of the sources from the measured data, see e.g. the detailed discussion of parameter estimation results for the first detection\textsuperscript{8}. Indeed, efforts to model the gravitational wave signals from compact binary coalescence have to a large degree neglected eccentricity, as motivated by the efficient circularisation of binaries as a consequence of the emission of gravitational waves\textsuperscript{9,10}.

Only a decade before the first detection of gravitational waves, breakthroughs in numerical relativity (NR)\textsuperscript{11–13} have made it possible to compute the evolution of binary black holes until the merger in general relativity (GR), and to extract the gravitational waves emitted from such systems. Numerical simulations of compact binaries are now performed routinely\textsuperscript{12,17}, and models synthesized from numerical parameter studies and perturbative results are routinely used to analyse the data from the LIGO and Virgo detectors\textsuperscript{18,22}.

Initial data for numerical relativity simulations of black hole binaries are typically constructed in a five-step procedure, which can be roughly summarised as follows:

1) One chooses the separation and the spin components.

2) One chooses the momenta or velocities of the black holes such as to result in a low eccentricity. This step is usually guided by post-Newtonian (PN) approximations\textsuperscript{23}.

3) The constraint equations of general relativity are solved numerically for the chosen parameters, often using the approximation of conformal flatness.

4) The data are evolved numerically until the eccentricity can be estimated reliably from the corresponding oscillations in the separation, or orbital and gravitational wave frequency, as well as in other quantities. Residual eccentricity can lead to parameter biases when using the resulting waveforms for parameter estimation in gravitational wave analysis, and complicate the construction of quasi-circular waveform models from the numerical data. In GR there is however no unique definition of eccentricity, and a specific quantity usually referred to as “eccentricity estimator” needs to be chosen, which reduces to the Newtonian concept of eccentricity in the Newtonian limit. Determining eccentricity from the orbital frequency $\Omega$, one would, for example, typically choose the eccentricity estimator

$$e_\Omega = \frac{\Omega(t) - \Omega(e = 0)}{2\Omega(e = 0)},$$

which measures the time dependent oscillations in the orbital frequency relative to the case with vanishing eccentricity. The factor of two normalizes the quantity $e_\Omega$ to be consistent eccentricity in radial oscillations (without the corresponding factor of two).

5) A correction to the initial parameters is applied, and steps 2–5 (or 1–5) are applied until the eccentricity is deemed low enough for applications, taking into account the computational cost of short evolutions required to measure the eccentricity and the human effort to carry out or automatize the procedure.
In this paper we first discuss steps two, four, and five, and then a version of changing the momenta in step two where we also correct for the initial coordinate separation, thus changing step one. In order to guess initial conditions, determine the eccentricity of a numerical simulation, and to guess improved initial momenta, PN approximations at different orders in the PN expansion parameter $v/c$ are used. A key problem in relating post-Newtonian quantities to numerically constructed spacetimes are the different coordinate systems that are employed. For our numerical evolutions, we use the moving puncture approach with conformally flat Bowen-York initial data. The coordinates used to construct the initial data for the numerical relativity simulations are close to the ADMTT coordinates typically employed in the Hamiltonian approach to the post-Newtonian expansion. However, the standard puncture data we employ are consistent with the PN description in the ADMTT gauge only up to order $(v/c)^3$, see. In it is argued that as a consequence, only low order PN expressions should be used in constructing low-eccentricity initial data. However, since high-order PN expressions are routinely used in modelling the gravitational wave signal from compact binaries, and therefore readily available, in this work we take the point of view that it is simplest to just use the highest PN order available to guess the initial momenta in step two. In addition, we show that while a low PN order expression of the radial initial momentum is enough to build low eccentric initial data, the tangential momentum benefits from the knowledge of high PN orders, and the higher the PN order the closer to the low eccentric value.

The simplest post-Newtonian description of quasi-circular (QC) initial parameters is to set the radial momentum to zero, which is inconsistent with an actual inspiral (at least in the absence of precession). A straightforward way to improve the post-Newtonian description is to numerically solve the PN/Effective-One-Body (EOB) dynamics from a larger separation down to the desired starting separation for a numerical relativity simulation, and to use the momenta read from this numerical calculation as input parameters to numerically solve the constraints. This procedure benefits from the fact that radiation reaction circularizes the orbit during the long inspiral, and for a sufficiently long inspiral, the eccentricity present in the PN data can be neglected. This will not lead to negligible eccentricity of the NR evolution due to the finite order used for the PN expansion, and the difference in the PN and NR coordinate systems as discussed above. A second method specifies the values of the initial momenta at a given separation using analytical expressions at 3PN derived from a Hamiltonian formalism, which approximately take into account the radial momentum. In this work we follow the second approach, since it simplifies the construction of precessing initial data with chosen directions of the spins at a given separation. When numerically integrating the PN equations from a larger distance, constructing low eccentricity momenta with fixed spin directions would require an iteration of numerical integrations of the PN equations, which complicates setting up a grid of NR simulations to cover (portions of) the precessing parameter space.

In Section we discuss and compare these different approaches in more detail, and provide analytical formulas for the momenta in terms of initial separation, mass ratio and spins, including spin precession, updating the expressions presented in to 3.5PN order. We also implement the post-post-circular (PPC) approximation commonly used in the Effective One Body (EOB) theory and provide a recipe to compute it. This approximation consists in correcting analytically for the tangential momenta by iterating over the post-circular (PC) approximation.

In Section we develop the post-Newtonian methods to deal with steps four and five: we first discuss our procedure to determine the eccentricity of numerical data using the eccentricity estimator defined in equation. Then, from the 1PN Quasi-Keplerian parametrization we compute explicit expressions for the correction factors for the tangential and radial momentum to achieve approximately vanishing eccentricity. Due to the deviations between the post-Newtonian equations and the full Einstein equations in the chosen gauge, as well as the noise that is present in numerical relativity simulations, this procedure may have to be iterated, although in many cases we find that a single step is sufficient for our purposes. Finally, we compute a similar formula that instead corrects the radial momentum and separation, thus directly compensating for the difference between the PN and NR coordinate systems.

We test our procedures in section first applying them to post-Newtonian data, and check that the PPC approximation is indeed an excellent approximation to carry out full numerical solutions of the post-Newtonian inspiral. One practical application of such low-eccentricity post-Newtonian data is the construction of hybrid waveforms, where residual eccentricity in the post-Newtonian part leads to undesired oscillations. Finally, we apply our procedures to several precessing and non-precessing numerical relativity simulations.

To date the most accurate procedures used to construct low eccentricity inspirals in numerical relativity are two iterative methods. The method consists in running first a simulation with quasi-circular (QC) parameters, modify the tangential and radial velocities of the simulation and rerun the simulation with the updated values. The iterative method in is highly successful and can reduce eccentricities to below $10^{-5}$ in two iterations. Nevertheless, as discussed in its application to moving puncture simulations shows some difficulties. The iterative method presented in is designed for moving puncture simulation, but it is computationally expensive, and we have found it significantly more cumbersome than the method presented here.

We summarise and discuss our results in Sec. Throughout this text we are working in geometric units $G = c = 1$. To simplify expressions we will also set the total mass of the system $M = 1$, and we define the mass ratio $q = m_2/m_1$ with the choice $m_2 > m_1$, so that $q > 1$. We also introduce the symmetric mass ratio $\eta = q/(1 + q^2)$, and we will denote the black hole’s dimensionless spin vectors by $\hat{S}_i = \hat{S}_i/m_i^2$, for $i = 1, 2$. 
II. POST-NEWTONIAN INITIAL DATA

We prepare initial data for our simulations within PN theory in the Arnowitt-Deser-Misner transverse-traceless (ADMTT) gauge. We describe the particles in the center of mass (CM) frame, so that the motion of the two point particles can be described by the motion of one effective particle. We choose our $z$-axis in the direction of the initial orbital angular momentum, and initially locate the particles on the $x$-axis with $y = z = 0$, then $p_\phi = L_z$ with the standard definition of spherical polar coordinates. We define the tangential momentum as

$$p_t = \frac{p_\phi}{r}. \quad (2.1)$$

Using the standard relation between Cartesian and polar coordinates one can write $(p_x, p_y)$ in terms of $(p_t, p_\phi)$ as

$$p_x = \frac{x p_t - y p_\phi}{\sqrt{x^2 + y^2}} = p_t \cos \phi - p_\phi \sin \phi, \quad (2.2)$$

$$p_y = \frac{x p_\phi + y p_t}{\sqrt{x^2 + y^2}} = p_t \sin \phi + p_\phi \cos \phi. \quad (2.3)$$

To compute the initial parameters we use the ADMTT Hamiltonian in the CM frame which is currently completely known up to 3.5PN order,

$$H = H_{NS} + H_{SO} + H_{SS} + H_{SSS}, \quad (2.4)$$

where $H_{NS}$ is the non-spinning part of the Hamiltonian,

$$H_{NS} = H_{Neut} + H_{1PN} + H_{2PN} + H_{3PN}. \quad (2.5)$$

The Hamiltonians in equation (2.5) can be found in [42]. The spin-orbit Hamiltonian is

$$H_{SO} = H_{SO,1.5PN} + H_{SO,2.5PN} + H_{SO,3.5PN}. \quad (2.6)$$

The expression for $H_{SO,1.5PN}, H_{SO,2.5PN}$ and $H_{SO,3.5PN}$ can be found in [42, 43] and [44], respectively. The spin-spin interaction Hamiltonian is

$$H_{SS} = H_{SS,2PN} + H_{SS,3.2PN} + H_{SS,3PN} + H_{SS,3,2PN}, \quad (2.7)$$

where explicit formulas for $H_{SS,2PN}$ and $H_{SS,3.2PN}$ can be found in [42] while for $H_{SS,3PN}, H_{SS,3,2PN}$ in [45] and [46], respectively. Finally, $H_{SSS}$ is given in [47].

A. Post-circular approximation

Using the Hamiltonian of (2.4) one can compute the circular conditions for the orbit of the binary in absence of radiation reaction:

$$p_t = 0, \quad \left( \frac{\partial H}{\partial r} \right)_{p_t=0} = 0. \quad (2.8)$$

Equation (2.8) gives a set of conditions to solve in PN order by order for $p_\phi(r)$. Once we have computed $p_\phi$, or equivalently $p_t(r)$, we can then compute

$$\Omega = \left( \frac{\partial H}{\partial p_\phi} \right)_{p_t=0} \quad (2.9)$$

and obtain an expression for the orbital frequency as a function of $r$. For completeness, we can also obtain an expression for the ADM mass defined by

$$M_{ADM} = M + H, \quad (2.10)$$

where $M$ is the total mass and $H$ is the 3.5PN Hamiltonian in ADMTT gauge.

Taking into account equations (2.4), (2.8 - 2.10) we obtain explicit expressions for the orbital frequency, tangential momentum and ADM mass as a function of the orbital separation $r$. These expressions can be found in Appendix A and are given by equations (A1), (A2) and (A3). The expression for the initial tangential momentum in terms of the orbital separation, equation (A2), is obtained from the conservative part of the dynamics. It remains to specify a value for the radial component of the momentum vector, $p_r$. The inclusion of radiation reaction through the gravitational wave flux of energy allows us to derive an expression to compute $p_r$, following the procedure described in [42]. First, we consider the definition of the ADM mass given in (2.10) for circular orbits:

$$M_{ADM} = M + H_{circ}, \quad (2.11)$$

where $H_{circ}$ is the energy corresponding to circular orbits, i.e., the Hamiltonian corresponding to equation (2.4) evaluated at the values of $p_r = 0$ and $p_t$ derived in Appendix A. Taking a time derivative of (2.11) we get

$$\frac{dM_{ADM}}{dt} = \frac{dM}{dt} + \frac{dH_{circ}}{dt}. \quad (2.12)$$

The loss of ADM mass corresponds to a flux of gravitational wave energy leaving the binary, which has to be equal to the energy of the orbital motion plus the change in mass of the black holes. Consequently,

$$- \frac{dE_{GW}}{dt} = \frac{dM}{dt} + \frac{dH_{circ}}{dt}, \quad (2.13)$$

the derivative of the orbital energy can be rewritten as

$$\frac{dH_{circ}}{dt} = \left( \frac{dr}{dt} \right) \left( \frac{dH_{circ}}{dr} \right). \quad (2.14)$$

The expression for $dM/dt$ was derived in [48] for the spin-aligned or anti-aligned with respect to the orbital angular momentum. We use that expression taking into account the contribution related to the change in mass of the two black holes because the leading order term of $dM/dt$ is comparable in magnitude to a relative 2.5PN spin effect in the flux. The expression for the gravitational wave flux in terms of the basic dynamical variables in ADM coordinates for quasi-circular orbits can be found in Appendix A.
Then, we can use the Hamilton’s equations to compute the
time derivative of the orbital separation as

\[
\frac{dr}{dt} = \frac{\partial H}{\partial p_r}.
\] (2.15)

The expression for \( \frac{dr}{dt} \) can be computed combining equations (2.13) and (2.14):

\[
\frac{dr}{dt} = \left[ \frac{dE_{GW}}{dt} \right] - \left[ \frac{dH_{circ}}{dr} \right]^{-1}. \] (2.17)

The procedure to obtain a post-circular expression for the radial momentum can be summarized in the following algorithm:

1. Compute the circular expression for \( p_r \).
2. Use the expression for \( p_r \) and \( \frac{dE_{GW}}{dt} = 0 \) to compute \( dH_{circ}/dr \).
3. Combine \( dH_{circ}/dr \) with the gravitational wave flux for the quasi-circular orbits, \( dE_{GW}/dt \), to obtain \( dr/dt \).
4. Use Hamilton’s equations to compute \( dr/dt = \partial H/\partial p_r \). Taylor expand at first order in \( p_r \) around \( p_r = 0 \) of the right hand side and isolate \( p_r \) as a function of \( dr/dt \).
5. From step 4 compute an expression of \( p_r \) using the value of \( dr/dt \) calculated in step 3.

**B. Post-post-circular approximation**

The post-post circular approximation, first presented in \[37\], keeps the value of the tangential momentum \( p_t \) from the PC approximation, but applies a further correction to the radial momentum \( p_r \), and has been extensively used to construct initial data for EOB dynamics. We start with the post-circular values for \( p_t \) and \( p_r \) derived in the previous Section [II.A] and define a bookkeeping parameter \( \epsilon \) to arrange the orders of approximation, writing the tangential and radial momenta as

\[
p_t = p_t^0 + \epsilon p_t^1 + O(\epsilon^3),
\]

\[
p_r = \epsilon p_r^1 + O(\epsilon^3).
\] (2.18)

If we expand the right hand side of equation (2.15) for \( p_r \) around 0, we can solve it for \( p_r \) and obtain a first order approximation to the radial momentum.

The post-post circular approximation, first presented in [37], keeps the value of the tangential momentum \( p_t \) from the PC approximation, but applies a further correction to the radial momentum \( p_r \), and has been extensively used to construct initial data for EOB dynamics. We start with the post-circular values for \( p_t \) and \( p_r \) derived in the previous Section [II.A] and define a bookkeeping parameter \( \epsilon \) to arrange the orders of approximation, writing the tangential and radial momenta as

\[
p_t = p_t^0 + \epsilon p_t^1 + O(\epsilon^3),
\]

\[
p_r = \epsilon p_r^1 + O(\epsilon^3).
\] (2.18)

Here \( p_t^0 \) is the circular approximation, \( p_t^1 \) is the post-circular approximation and \( p_r^1 \) is the post-post-circular value that we want to compute. The parameter \( \epsilon \) is related to the order of the radiation reaction terms of the \( \phi \) coordinate in the PN equations of motion. Hamilton’s equation for the radial momentum reads

\[
\frac{dp_r}{dt} = -\frac{\partial H}{\partial r}.
\] (2.20)

The left hand side of equation (2.20) can be approximated using the chain rule and the post-circular solution to

\[
\frac{dp_r}{dt} = \frac{dp_r}{dr} \frac{dr}{dt} \approx \frac{dp_r^1}{dr} \frac{dr}{dt} = \frac{dp_r^1}{dr} \frac{\partial H}{\partial p_r}.
\] (2.21)

Then, combining equations (2.20) and (2.21) we obtain

\[
-\frac{\partial H}{\partial r} \mid_{p_r=p_t^1} \approx \left( \frac{dp_r^1}{dr} \right) \left( \frac{\partial H}{\partial p_r} \right) \mid_{p_r=p_t^1}.
\] (2.22)
Given the values of the radial momentum \( p_r \), the separation \( r \), the masses of the particles \( m_1 \) and \( m_2 \) and the dimensionless spin vectors \( \vec{s}_1 \); one can solve equation (2.22) for \( p_t \) using a numerical root finding method.

III. ECCENTRICITY REDUCTION ITERATION

In order to reduce the eccentricity further beyond the post-circular or post-post-circular initial data, we will now develop two methods that iteratively reduce the eccentricity. The first method corrects the initial momenta by factors \((\lambda, \lambda_r)\) such that \((p_t, p_r) \rightarrow (\lambda p_t, \lambda_r p_r)\), the second method corrects the initial separation by \(\delta r\) such that \(r \rightarrow r + \delta r\), and the radial momentum \(p_r\) as for the first method. We will provide analytical expressions to compute the \(\lambda\), \(\lambda_r\) and \(\delta r\) in terms of the measured eccentricity and an initial phase of the oscillations that characterize eccentricity, thus both methods are very straightforward to apply.

A. Quasi-Keplerian 1PN equations of motion

At 1PN order, bound orbits in the center of mass frame [38] are described by:

\[
n_t(t-t_0) = u - e_t \sin u,
\]

\[
(\phi - \phi_0) = (1 + k)\Delta t_s_u(u),
\]

\[
A_{\Delta t_s}(u) = 2 \arctan \left[ \frac{(1 + e_{\phi})^{1/2}}{(1 - e_{\phi})^{1/2}} \right], \tag{3.1}
\]

\[
r = a_r (1 - e_r \cos u).
\]

Where \(e_t\), \(e_r\) and \(e_{\phi}\) are the temporal, radial and angular eccentricities, \(n_t\) is called the mean anomaly, \(u\) is the true anomaly and \(k\) is the fractional periastion advance per orbit.

The frequency of the radial oscillations is directly related to the mean anomaly by

\[
n_t = \Omega_r = 2\pi/P_r, \tag{3.2}
\]

where \(P_r\) is the time between two consecutive periastion passages. The average orbital frequency can be related to the radial oscillations by the expression

\[
\Omega_b = (1 + k)\Omega_c. \tag{3.3}
\]

The orbital quantities can be written in terms of the reduced energy, \(E_n = E/\mu\), and angular momentum, \(h = J/\mu\), where \(E\) and \(J\) are the respective dimensionless quantities and \(\mu = m_1m_2/M\) is the reduced mass. Moreover, defining \(\gamma = e^{-2}\) at 1PN order the orbital elements can be written as

\[
e^2_r = 1 + 2E_n \left( \gamma E_n \left( \frac{17}{2} - 7\eta \right) + 1 \right) \left( h^2 + \gamma(2 - 2\eta) \right), \tag{3.4}
\]

\[
e^2_{\phi} = 1 + 2E_n \left( \gamma E_n \left( \frac{\eta}{2} - \frac{15}{2} \right) + 1 \right) \left( h^2 - 6\eta \right), \tag{3.5}
\]

\[
e^2_t = 1 + 2E_n \left( \gamma E_n \left( \frac{5\eta}{2} - \frac{15}{2} \right) + 1 \right) \left( h^2 + \gamma(\eta - 6) \right), \tag{3.6}
\]

\[
a_r = -\frac{(1 - \frac{1}{2} \gamma E_n(\eta - 7))}{2E_n}. \tag{3.7}
\]

\[
n_t = 2 \sqrt{2} (-E_n)^{3/2} \left( 1 - \gamma \frac{E_n}{4}(\eta - 15) \right). \tag{3.8}
\]

The eccentricities \(e_t\), \(e_r\) and \(e_{\phi}\) can be related to each other in terms of the fractional periastion advance,

\[
e_{\phi} = e_t \left[ 1 - \frac{1}{3} \left( 1 - e_t^2 \right) (\eta - 4)k \right], \tag{3.9}
\]

\[
e_r = e_t \left[ 1 + \frac{1}{6} \left( 1 - e_t^2 \right) (8 - 3\eta)k \right], \tag{3.10}
\]

where the fractional periastion advance \(k\) is defined as

\[
k = \frac{h}{\sqrt{h^2 - 6\gamma}} - 1. \tag{3.11}
\]

Combining equations (3.8) and (3.11) we can get a relation between the mean anomaly and the fractional periastion advance,

\[
k = 3\gamma \frac{n_t^{2/3}}{1 - e_t^2}. \tag{3.12}
\]

Note that this 1PN parametrization does not take into account the spins of the particles, which only enter at higher PN order.

B. Eccentricity measurement

The eccentricities \(e_t\), \(e_r\), \(e_{\phi}\) introduced in (3.1) determine the amplitude of oscillations in the orbital quantities relative to the non-eccentric values. At Newtonian order the three eccentricities agree, but they differ in general, starting at 1PN. For general solutions, such as those obtained from numerical relativity, it is useful to define eccentricity estimators as time dependent functions which measure the relative deviation from the non-eccentric case, normalized to agree with the eccentricities \(e_t\), \(e_r\), \(e_{\phi}\) at Newtonian order. For this work, for simplicity, we will only use the eccentricity estimator for the orbital frequency,

\[
e_\Omega = \frac{\Omega(t) - \Omega(e = 0)}{2\Omega(e = 0)}. \tag{3.13}
\]

Here \(\Omega(t) = d\phi/dt\) can be obtained from the coordinate motion of the orbiting objects, and \(\Omega(e = 0)\) refers to the orbital frequency setting the eccentricities to zero. For examples of using eccentricity estimators for other quantities, related to the orbital dynamics or gravitational wave signal, see [49], and for
a discussion of eccentricity estimators, in particular the differences between using the strain or Newman-Penrose scalar $\Psi_4$, see [41].

In this work, we choose an orbital quantity as our eccentricity estimator for simplicity and to save computational resources for numerical relativity simulations: Using wave quantities like the strain or $\psi_4$ require longer numerical evolutions to allow the waves to travel to the extraction sphere. Also, obtaining a clean wave signal for the first few orbits, where eccentricity reduction is typically applied, may require significant computational effort to carry out the simulations, or effort to post-process and de-noise the signal [41]. However, the methods developed in this paper can be easily reused together with other eccentricity estimators. Among quantities related to the orbital dynamics, the orbital frequency is convenient due to its weak gauge dependence, e.g. compared to the separation.

In the context of numerical data, obtained from a numerical relativity simulation or numerical evolution of the PN EOM, $\Omega(e = 0)$ could be represented by data from a simulation corresponding to negligible eccentricity (which is straightforward to achieve for PN solutions by starting at a very large separation), or be determined by a fit to the numerical data, $\Omega_{\text{sec}}(t)$, which does not contain oscillating terms corresponding to eccentricity (which is common practice in numerical relativity).

A simple way to fit the secular orbital frequency evolution as a function of time, averaging out oscillations due to eccentricity, coordinate gauge, or numerical artefacts, over a small number of cycles is to use a low-order polynomial of coordinate time, however such fits typically look pathological outside of the fitting interval, and are prone to pick up the oscillations due to eccentricity, gauge effects or spin evolution, when using too many terms in the attempt of creating an accurate fit. A natural ansatz which avoids these problems uses the orbital frequency evolution of a non-eccentric binary in the form of the TaylorT3 quasi-circular PN approximant [50]. For the same reasons a similar fitting strategy has been used in [51]. There however, only two PN-like terms are used, with all coefficients determined by the fit. Here instead we use all known PN terms up to third PN order, and our ansatz $A_0$ for the quasicircular frequency evolution is

$$ A_0 = \frac{a}{8} \left( 1 + b_1 \theta^2 + b_2 \theta^3 + b_3 \theta^4 + b_4 \theta^5 + b_5 \theta^6 \right), \quad (3.14) $$

where the known coefficients $b_i$ as determined by PN theory are listed in Appendix B. $\theta$ is defined as

$$ \theta = \left[ \frac{\eta}{S} |t_{\text{max}} - t| \right]^{-1/8}, \quad (3.15) $$

and we fit two parameters, $a$ and $t_0$. To accelerate the convergence of the fit, $t_{\text{max}}$ is chosen of the order of the merger time of the numerical simulation, thus $t_0$ is of order unity. The parameter $a$ would be unity in PN theory, and fitting it leads to an unphysical low frequency behaviour, which would be inappropriate for waveform modelling purposes. For our application however, we are only interested in the time scale corresponding to a numerical simulation, no inconsistency arises, and we find that our choice of fitting parameters leads to robust and accurate fits. Once we have obtained a non-eccentric fit to our numerical data, we can measure eccentricity by fitting the data using an extended ansatz $A_e$, which adds a sinusoidal function to the non-eccentric ansatz $A_0$.

$$ A_e = A_0 + e(1 + |k_1| t) \cos[(1 + t |k_2|) \Omega_0 + t_1]. \quad (3.16) $$

Here $\Omega_0$ is the quasi-circular value given by equation (A1), and the coefficients to fit are $a$, $t_0$, $e$, $\Omega_0$, $k_1$, $k_2$ and $t_1$. The coefficients $k_1$ and $k_2$ have been added to capture the decreasing eccentricity during the inspiral. In this work the fits have been performed using the function NonlinearModelFit from Mathematica with a global minimization method to avoid problems related to fitting the behaviour corresponding to local minima of the data. We have found the differential evolution method of the NonlinearModelFit function to result in particularly robust fits. Furthermore, we have tested this procedure to measure the eccentricity of genuinely eccentric NR simulations, and we found accurate measurements up to eccentricities $e_t = 0.1$. For higher eccentricities the measurements are inaccurate due to the fact that the single harmonic function of the ansatz of equation (3.16) is not able to reproduce the high peak amplitudes in the orbital frequency. As a solution one should replace the single harmonic function in equation (3.16) by a sum of different harmonics in order to correctly capture the amplitude of those peaks. However, for the purposes of the present paper we found an ansatz with a single harmonic function sufficiently accurate, and we leave extensions of this measurement procedure to the high eccentricity limit for future work.

C. Tangential momentum correction from Quasi-Keplerian parametrization

In order to reduce the eccentricity resulting from the choice of initial momenta, we need to know how much the momentum changes from its quasi-circular value as a function of eccentricity. We can split the momentum into a tangential and radial part, and will first compute the dependence of the tangential momentum component on the orbital eccentricity $e_\Omega$ at 1PN order.

We start by using eq. (3.1) to compute $e_\Omega$ as a function of the eccentricities $e_t$ and $e_\phi$ defined in eqs. (3.4) and (3.5).

$$ e_\Omega = f(e_t, e_\phi). \quad (3.17) $$

From the equations of motion (3.1) it is straightforward to write at 1PN the radial coordinate, $r$, and the orbital frequency, $\Omega = \dot{\phi}$ up to linear order in eccentricity as:

$$ r = a_r (1 - e_r \cos[\Omega r]), \quad (3.18) $$

$$ \Omega = \dot{\phi} = \Omega_\phi + (e_\phi + e_t) \cos[\Omega r]. \quad (3.19) $$

Combining equations (3.19) and (3.13), we get the following expression for the orbital frequency estimator

$$ e_\Omega = \frac{e_\phi + e_t}{2}. \quad (3.20) $$
We now proceed as follows:

a) In equation (3.20) write the eccentricities $e_\phi, e_\tau$ in terms of the energy and the angular momentum using the quasi-Keplerian solution of the compact binaries in eccentric orbits.

b) Write the eccentricities, energy and angular momentum in terms of the $p_t$ and $p_r$ using the Hamiltonian and the angular momentum expressions in ADM coordinates.

c) Multiply the momenta by the factors $\lambda_t$ and $\lambda_r$.

d) Substitute the values of $p_t$ and $p_r$ by the circular ones.

e) Taylor expand equation (3.20) in powers of ($\lambda_t - 1$) and ($\lambda_r - 1$) up to linear order in ($\lambda_t - 1$) and ($\lambda_r - 1$).

f) Solve for $\lambda_t$, setting $\lambda_r = 1$.

Using the fact that the energy and the total angular momentum can be written in terms of the momenta $p_t$ and $p_r$, and inserting that expressions into the definitions of equations (3.5) and (3.4) we get at 1PN order:

\[
e_i = \sqrt{\frac{\eta^4 + r p_t^2 \left[ r \left( p_r^2 + 2 p_t^2 \right) - 2 \eta^2 \right]}{\eta^4}} + \gamma \left[ \frac{\eta^4 + r p_t^2 \left[ r \left( p_r^2 + 2 p_t^2 \right) - 2 \eta^2 \right]}{\eta^4} \right]^{-1/2} \times \frac{(\eta - 4) r^2 p_t^6}{2 \eta^6} \]

\[
\left( \frac{\eta - 4) r^2 p_t^6}{2 \eta^6} + \frac{p_r^2 \left( 1 - \eta \right)}{\eta^2} \right) - \frac{3(\eta - 4) r p_t^4}{2 \eta^4} + \frac{(\eta - 6) r p_t^4}{2 \eta^4} - \frac{(\eta + 20) p_t^2}{2 \eta^2} \times \frac{6}{r},
\]

\[
e_\phi = \sqrt{\frac{\eta^4 + r p_t^2 \left[ r \left( p_r^2 + 2 p_t^2 \right) - 2 \eta^2 \right]}{\eta^4}} + \gamma \left[ \frac{\eta^4 + r p_t^2 \left[ r \left( p_r^2 + 2 p_t^2 \right) - 2 \eta^2 \right]}{\eta^4} \right]^{-1/2} \times \frac{(\eta - 4) r^2 p_t^6}{2 \eta^6} + \]

\[
\left( \frac{\eta - 4) r^2 p_t^6}{2 \eta^6} + \frac{p_r^2 \left( 1 - \eta \right)}{\eta^2} \right) - \frac{3(\eta - 4) r p_t^4}{2 \eta^4} + \frac{(\eta - 6) r p_t^4}{2 \eta^4} - \frac{(\eta + 20) p_t^2}{2 \eta^2} \times \frac{6}{r}.
\]

Then, we make the substitutions

\[p_t \rightarrow \lambda_t p_t, \quad p_r \rightarrow \lambda_r p_r.\]  

(3.23)

If we replace equations (3.21) and (3.22) into (3.20) and Taylor expand around $\lambda_t^0 = 1$ and use the circular value solutions of $p_t$ and $p_r = 0$ we obtain at 1PN order:

\[e_\Omega = 2(\lambda_t - 1) + \gamma (\lambda_t - 1) \left( \frac{2 \eta}{r} + \frac{4}{r} \right).\]  

(3.24)

We can invert equation (3.24) to obtain an expression for $\lambda_t$ in terms of the eccentricity estimator

\[\lambda_t = 1 + \frac{e_\Omega}{2} - \gamma \frac{e_\Omega}{2r} (\eta + 2).\]  

(3.25)

Equation (3.25) directly relates the eccentricity of the simulation to the correction factor of $p_t$, at 1PN order, and linear in eccentricity, we can thus read off the momentum correction factor $\lambda_t$ directly from the value of the measured eccentricity.

Although this equation has been derived in the low eccentricity limit, it can be used to generate approximate eccentric initial data for NR simulations. Given a configuration described by the masses of the particles, the spins, the initial linear momenta and the orbital separation, one can choose an initial eccentricity of the simulation and then obtain how much one has to change the tangential momentum to generate that eccentric simulation.

The computation of $\lambda_t$ in (3.25) solves the one parameter problem of correcting $p_t$ to reduce the eccentricity. However, the reduction of the eccentricity is a two dimensional problem in the absence of precession. In the precessing case, eccentricity reduction is in principle a three-dimensional problem, however it appears that no correction to the small out-of-the orbital plane momentum is necessary at the current level of accuracy, so we restrict ourselves to a two-dimensional method. We have previously used a different two-dimensional method that uses PN information see [41], our new method is however significantly simpler to apply. There is a threshold of how much the eccentricity can be reduced correcting only $p_t$, which we find typically around $10^{-3}$ for the cases we consider. Hence, one needs not only to correct $p_t$, but also $p_r$ if one wants to efficiently reduce the eccentricity, and we develop a two-parameter method in the next section.
D. Correcting both tangential and radial momenta from 1PN residuals

We will describe the relative oscillations in the orbital frequency by the ansatz

\[ R_\Omega = A + B \cos \left( \Omega t + \Psi \right), \]

where \( \Omega_t \) is the frequency of the radial oscillations, and \( A, B \) and \( \Psi \) are coefficients to be determined.

We will now derive explicit formulas in terms of the amplitude \( B \) and the phase \( \Psi \) of the ansatz (3.26) to rescale both the tangential momentum by \( \lambda_t \) and the radial momentum by a factor \( \lambda_r \), in order to reduce the eccentricity resulting from the choice of initial data. In order to do that we compute the residual of the orbital frequency, i.e., the difference between the configuration perturbing \( p_r \) and \( p_t \) and the unperturbed configuration with zero eccentricity. To our knowledge, the effects of perturbing such a residual were first studied in [41].

We start writing the residual corresponding to a perturbation \( \lambda_t \) of the initial tangential momentum \( p_t^0 \),

\[ R_\lambda^{\lambda_t p_t^0} = \Omega^{\lambda_r p_r^0} - \Omega^{0}. \]

In equation (3.27), \( \Omega = \Omega(t) \) refers to equation (3.19), the analytical 1PN solution at linear order in eccentricity. The magnitude of the eccentricities we are working with, usually well below \( 10^{-2} \), justifies to take just the linear order in eccentricity in the equations of motion.

Note that \( \Omega_\phi \) in equation (3.19) also depends on \( p_r \). Therefore, we begin computing the effect of perturbing \( p_r \) in \( \Omega_\phi \). Combining equations (3.12), (3.2) and (3.3) we obtain the following expression

\[ \Omega_\phi = \left( 1 + 3\gamma \frac{n^2/3}{1 - e^2} \right) \eta. \]

We can now use equations (3.4) and (3.8) to write \( \Omega_\phi \) in terms of the energy and the angular momentum, which at the same time can be written in terms of the radial and tangential momenta. Then, we perturb the tangential momentum a factor \( \lambda_t \) and we Taylor expand up to linear order in \( \lambda_t \), around \( \lambda_t^0 = 1 \). As a result we obtain

\[ \Omega_\phi^0 = \gamma \left( \frac{3(5\eta + 9)\lambda_t}{2r_0^{5/2}} + \frac{6\eta + 6}{2r_0^{5/2}} + \frac{3\lambda_t}{2r_0^{3/2}} + \frac{4}{r_0^{3/2}} \right). \]

Defining \( \Omega_0 = r_0^{-3/2} \) as the Newtonian-like orbital frequency we can rewrite (3.29) as

\[ \Omega_\phi^0 = \gamma \Omega_0 \left( \frac{3(5\eta + 9)\lambda_t}{r_0} - \frac{(5\eta + 9)\lambda_t}{2r_0} + \Omega_0 (4 - 3\lambda_t) \right). \]

For the expression of the unperturbed \( \Omega_\phi \) we will use the analytical circular solution, equation (A1), which coincides with the unperturbed expression of the orbital frequency \( \Omega \), assuming \( p_r^0 \) and \( p_t^0 \) are given by the circular values,

\[ \Omega_\phi^0 = \Omega_\phi^0 = \Omega_\phi \left( 1 + \gamma \frac{(3 - 3)}{2r_0} \right). \]

The perturbed configuration is calculated replacing (3.30) in (3.19) to obtain

\[ \Omega^{\lambda_r p_r^0} = \Omega_0 \left( 1 + (\lambda_t - 1) \frac{4 \cos \Omega t - 3}{2r_0^2} \right) + \gamma \Omega_0 \left( \eta - \frac{3}{2r_0} \right) + \gamma \Omega_0 \left( \frac{(6\eta + 3) \cos \Omega t - 5\eta + 9}{2r_0^2} \right) + O((\lambda_t - 1)^2). \]

Replacing equations (3.31) and (3.32) in equation (3.27), we finally obtain

\[ R_\Omega^{\lambda_r p_r^0} = \Omega_0 (\lambda_t - 1) \left( 4 \cos \Omega t - 3 \right) + \gamma \Omega_0 (\lambda_t - 1) \left( 4(3\eta + 1) \cos \Omega t - 5\eta + 9 \right) + O((\lambda_t - 1)^2). \]

We can follow the same procedure to obtain the residual corresponding to just perturbing \( p_r^0 \). We will expand now in powers of \( (\lambda_t - 1) \), and we will maintain \( p_r^0 \) in the expressions for a better comparison with the formulas of [41]. In practical computations, \( p_r^0 \) will be replaced by its post-circular value. Note that in the following derivation of the residual, \( \Omega_\phi \) does not depend on \( p_t \). Another important fact is that equations (3.31) assume that the motion starts at the periastron, \( \phi_0 = 0 \), this condition combined with the negative value of \( p_t^0 \) that the post-circular approximation yields, causes a shift of the periastron by \( \pi/2 \). Consequently, the radial perturbations will be dominated by a sine mode [41].

As in equation (3.27) we can write the residual as

\[ R_\Omega^{\lambda_r p_r^0} = \Omega_0 (\lambda_t - 1) \left( 4 \cos \Omega t - 3 \right) + \gamma \Omega_0 (\lambda_t - 1) \left( 4(3\eta + 1) \cos \Omega t - 5\eta + 9 \right) + O((\lambda_t - 1)^2). \]

In equation (3.33), \( \Omega_\phi^0 \) is given by the unperturbed configuration assuming a non-zero value of \( p_t^0 \). The calculations to obtain \( \Omega_\phi^0 \) are the following:

1) Write \( e_t \) and \( e_\phi \) in equation (3.19) in terms of \( E_n \) and \( h \).
2) Write \( E_n \) and \( h \) in terms of \( p_t^0 \) and \( p_r^0 \).
3) Substitute the value of \( p_t^0 \) by equation (A2).

The result of applying steps 1) – 3) is

\[ \Omega_0^{\lambda_r p_r^0} = \Omega_0 \left( 1 - \frac{2}{\eta} \left[ \frac{|p_r^0|}{r_0^{3/2}} \sin(\Omega t) \right] \right) + \gamma \Omega_0 \left( \frac{|p_r^0|}{r_0^{1/2}} \sin(\Omega t) \right). \]

The recipe to obtain the perturbed configuration is quite similar with some additional steps:

a) Write \( e_t \) and \( e_\phi \) in equation (3.19) in terms of \( E_n \) and \( h \).
b) Write \( E_n \) and \( h \) in terms of \( p_t^0 \) and \( \lambda_t p_r^0 \).
c) Substitute the value of \( p_t^0 \) by equation (A2).
d) Taylor expand up to linear order in \( (\lambda_t - 1) \).
As a result of performing steps a) – d) we obtain
\[
\Omega_0^{p,\rho} = \Omega_0 + \gamma \frac{2 \Omega_0 \lambda_0 \sin(\Omega_0 t)}{\eta r_0^{1/2}} - 2 r_0^{1/2} \Omega_0 \lambda_0 \sin(\Omega_0 t) \frac{|p_0^0|}{\eta}
+ O((\lambda_0 - 1)^2).
\]
(3.36)

Combining equations (3.35) and (3.36) we now get
\[
\mathcal{R}_\Omega^{p,\rho} = \frac{2 \Omega_0 |p_0^0|}{\eta} \left( r_0^{1/2} - \gamma r_0^{-1/2} \right) (\lambda_0 - 1) \sin(\Omega_0 t)
+ O((\lambda_0 - 1)^2).
\]
(3.37)

The next step of the calculation is computing the residual produced by the simultaneous perturbation of \(p_0^0\) and \(\rho_0^0\). The procedure to follow is quite similar to the algorithms presented so far. The residual we want to calculate is
\[
\mathcal{R}_\Omega^{p,\rho} = \Omega_0^{p,\rho} - \Omega_0^{0,0},
\]
(3.38)

where \(\Omega_0^{0,0}\) is given by equation (3.35). The procedure we follow to compute the residual is summarized as:

A) Write \(e_t\) and \(e_b\) in equation (3.19) in terms of \(E_a\) and \(h\).

B) Write \(E_a\) and \(h\) in terms of \(\lambda_0 p_0^0\) and \(\lambda_0 \rho_0^0\).

C) Substitute the value of \(p_0^0\) by equation (A2) and maintain the value of \(\rho_0^0\).

D) Taylor expand up to linear order in \((\lambda_0 - 1)\) and \((\lambda_0 - 1)\).

After following steps A) – D) we obtain
\[
\Omega_0^{p,\rho} = \Omega_0 + \frac{2 \sqrt{r_0} \Omega_0 \lambda_0 |p_0^0|}{\eta} \sin(\Omega_0 t)
+ \gamma \frac{2 \Omega_0 \lambda_0 |p_0^0|}{\eta r_0^{1/2}} \left[(\eta + 1)\lambda_0 - (\eta + 2)\right] \sin(\Omega_0 t)
+ O\left((\lambda_0 - 1)^2\right)
+ O\left((\lambda_0 \lambda_t)^2\right).
\]
(3.39)

Inserting equations (3.35) and (3.39) into (3.38) gives
\[
\mathcal{R}_\Omega^{p,\rho} = \frac{2 r_0^{1/2} \Omega_0}{\eta} \sin(\Omega_0 t) \frac{|p_0^0|}{\eta} (\lambda_0 \lambda_t - 1)
+ \gamma \frac{2 \Omega_0}{\eta r_0^{1/2}} \sin(\Omega_0 t) |p_0^0| \left[\lambda_0 (\eta (\lambda_0 - 1) + \lambda_t - 2) + 1\right].
\]
(3.40)

Finally, the total residual at 1PN can be understood as the sum of (3.33), (3.37) and (3.40), this is
\[
\mathcal{R}_{\Omega}^{1PN} = \mathcal{R}_{\Omega}^{p,\rho} + \mathcal{R}_{\Omega}^{p,\lambda_0} + \mathcal{R}_{\Omega}^{p,\lambda_1},
\]

where
\[
\begin{align*}
\mathcal{R}_{\Omega}^{p,\rho} &= -3 \Omega_0 (\lambda_1 - 1) - \gamma (5 \eta + 9) \Omega_0 (\lambda_0 - 1) + \sin(\Omega_0 t) 2 \Omega_0 \\
&\quad \times \frac{|p_0^0|}{\eta} \left[\lambda_0^2 \eta (\lambda_0 - 1) + \gamma \left((\lambda_0 (\eta (\lambda_0 - 1) + \lambda_1 - 2) + 1) \right. \\
&\quad - (\lambda_0 - 1) \eta \eta \right] + \gamma \left(6 \eta \Omega_0 (\lambda_0 - 1) + \lambda_0 (\lambda_0 - 1)\right) \right].
\end{align*}
\]
(3.41)

Once we have derived the expression (3.41) for the residual, we want to compute it to (3.26) in order to obtain expressions of \(\lambda_0\) and \(\lambda_1\) in terms of the amplitude and the phase of the residual. We do not take into account the offset terms because the 1PN order is not accurate enough to describe the full PN dynamics and even less the dynamics of the full Einstein equations dynamics of a NR simulation.

The total residual, equation (3.41), is a sum of sine and cosine terms that we want to express as a single cosine plus a phase shift, as shown in equation (3.26). The result of such a transformation gives two expressions for the amplitude \(B\) and the phase \(C\) in terms of \(\lambda_0\) and \(\lambda_1\):
\[
B = \left| a_1^2 + a_2^2 \right|^{1/2},
\]
(3.42)
\[
\Psi = \arctan(a_1/a_2),
\]
(3.43)
where \(a_1\) and \(a_2\) are given by,
\[
a_1 = 4 \Omega_0 (\lambda_0 - 1) + \frac{2 \gamma (3 \eta + 1) \Omega_0 (\lambda_0 - 1)}{r_0},
\]
(3.44)
\[
a_2 = \frac{2 \sqrt{r_0} \Omega_0 (\lambda_0 - 1) |p_0^0|}{\eta} + \gamma \frac{2 \Omega_0 |p_0^0|}{r_0^{1/2} \eta} \left[(\lambda_0 (\eta (\lambda_0 - 1) + \lambda_t)
\quad - 2) + (\lambda_0 - 1)\right] + \frac{2 \Omega_0 |p_0^0| (\lambda_0 \lambda_t - 1)}{\eta r_0^{1/2}}.
\]
(3.45)

The solution of the equations (3.44) and (3.45) consistently at 1PN order for \(\lambda_0\) and \(\lambda_1\) provides the formulas
\[
\lambda_0 = 1 + \left[\frac{B}{4 \Omega_0} - \gamma \frac{B (3 \eta + 1)}{8 r_0 \Omega_0}\right] \cos \Psi,
\]
(3.46)
\[
\lambda_1 = 1 + \left[\frac{B}{2 \Omega_0^{1/2} \Omega_0^{1/2} |p_0^0|} \right] \left[1 + \frac{1}{\eta r_0^{1/2}} \sin \Psi\right].
\]
(3.47)

Equations (3.46) and (3.47) can be used to compute the corrections of the momenta from a measured eccentricity oscillation amplitude \(B\) and phase shift \(\Psi\). The accuracy of the procedure is limited by carrying out the computations at 1PN order, but more importantly by the noise in numerical relativity data, due to both numerical and gauge artefacts.
E. Separation correction from IPN Residual

We will now develop an alternative method of eccentricity reduction, where we replace the correction of the tangential momentum with a correction of the coordinate separation where the NR momentum is identified with the PN momentum. This is motivated by the fact that the PN and NR coordinates for the initial data only agree to 2PN order [29–31], and we will again calculate the required correction to the initial orbital separation of the binary at 1PN order.

We compute the residual coming from the variation \( \delta r \) of the initial separation given by

\[
R^{\delta r + \delta r}_\Omega = \Omega^{\delta r} - \Omega^0_\delta .
\]  

(3.48)

In equation (3.48), \( \Omega^0_\delta \) is the unperturbed configuration, which is computed assuming that \( p^0_r \) and \( p^0_t \) take the circular values. We obtain

\[
\Omega^0_\delta = \Omega_0 \left[ 1 + \gamma \left( \frac{\eta - 3}{2r_0} \right) \right],
\]  

(3.49)

where \( \Omega_0 = r_0^{-3/2} \) is the Newtonian-like orbital frequency. To compute the perturbed term, we need to calculate first the effect of perturbing the initial separation in \( \Omega_0^\delta \). The calculation is similar to the one performed in section III D. We make the replacement

\[
r_0 \to r_0 + \delta r,
\]  

(3.50)

and expand in Taylor Series around \( \delta r_0 = 0 \) up to linear order in \( \delta r \). As a result we obtain

\[
\Omega^{\delta r + \delta r}_\delta = \Omega_0 \left[ 1 - \frac{3\delta r}{2r_0} - \gamma \left( \frac{\eta - 3}{2r_0} \right) (5\delta r - 2r_0) \right].
\]  

(3.51)

Then, for the perturbed configuration we obtain

\[
\Omega^{\delta r + \delta r}_0 = \Omega_0 \left[ 1 + \frac{\delta r}{r_0} \left( 2 \cos (\Omega_0 t) - \frac{3}{2} \right) + \gamma \left( \frac{\eta - 3}{2r_0} \right) + \frac{\delta r}{4r_0} \left[ 12(\eta + 3) \cos(\Omega_0 t) - 5(\eta - 3) \right] \right].
\]  

(3.52)

Inserting equations (3.49) and (3.52) into (3.48) we get

\[
R^{\delta r + \delta r}_\Omega = \frac{\delta r \Omega_0}{r_0} \left[ -\frac{3}{2} + 2 \cos (t \Omega_0) + \gamma \left( \frac{5(\eta - 3)}{4} \right) + 3(\eta + 3) \cos (t \Omega_0) \right].
\]  

(3.53)

As in the previous section III D, equation (3.35) can be written as a generic cosine function with an offset, an amplitude and a phase of the form

\[
R = M + N \cos(\Omega_0 t + \chi).
\]  

(3.54)

Again, the amplitude \( N \) and the phase \( \chi \) can be expressed by the equations

\[
N = \left[ b_1^2 + b_2^2 \right]^{1/2}, \quad \chi = \arctan \left( b_1/b_2 \right).
\]  

(3.55)

where \( b_1 \) and \( b_2 \) are given by,

\[
b_1 = \frac{N r_0}{2 \Omega_0} - \frac{3N \gamma (3q^2 + 7q + 3)}{4(q + 1)^2 \Omega_0}, \quad b_2 = 0.
\]  

(3.56)

Consistent with the fact that for the separation we have performed a one-parameter analysis toward reducing the eccentricity, we have obtained the result that the phase does not form a one-parameter analysis combining radial separation and radial momentum, in analogy to Sec. III D but instead we note that we can also extend Eq. (3.57) to a 2-dimensional iterative scheme by combining the correction for the separation with the correction for the radial momentum derived previously, Eq. (3.47), and we will use this 2-dimensional prescription for successful eccentricity reduction in an example case in Section IV B.

IV. ECCENTRICITY REDUCTION FOR NUMERICAL DATA

In this section we apply the analytical formulae we have previously derived (3.46), (3.47) and (3.57), relating amplitude and phase of time dependent eccentricity estimators to corrections of the momenta or radial separation, to numerical data obtained from NR simulations, or, as a test case, to numerical post-Newtonian data. We compute the orbital frequency \( \Omega \) from the position vector \( \vec{r} \) in the center of mass frame, with \( r = |\vec{r}| \), and its time derivative \( \vec{v} \) as

\[
\Omega = |\vec{v}| = \frac{|\vec{r} \times \vec{v}|}{r^2},
\]  

(4.1)

In the PN simulations \( \vec{r} \) and \( \vec{v} \) are computed from the motion of the point-particles, whereas in the NR simulations they are computed from the coordinate positions of the punctures. Our NR setup is described in Appendix C. For the NR simulations we use two codes, BAM [25, 32] and the Einstein Toolkit [53], which implement a discretized version of the BSSN formuation of the Einstein equations. Both codes use the moving puncture approach [12, 24, 26] with the “1 + log” slicing and the \( \Gamma \)-driver shift condition [55]. The initial conditions for the evolving coordinate conditions (i.e. for the lapse and shift), in particular the choice of vanishing shift, lead to gauge transients, which manifest themselves as decaying oscillations in the orbital frequency and separation. As discussed in detail in [41] for one binary black hole configuration, these gauge transients complicate reading off the eccentricity, but can be suppressed by choosing a sufficiently small
value of the $\Gamma$-driver “damping” parameter $\eta$ (not to be confused with the symmetric mass ratio used in Secs. 11 and 111), such as $\eta = 0.25$. The parameter $\eta$ does in fact have the dimension of inverse mass, and one might expect that for larger mass ratios, a smaller value of $\eta = 0.25$ is required to avoid large gauge transients. However, for larger mass ratios gauge transients turn out to be damped out faster in general, possibly related to the faster time scale of the smaller black hole, and in our study we find that the choice $\eta = 0.25$ indeed works well for all the simulations we have performed.

We will first apply eccentricity reduction to PN data as a test case, and then apply our methods to different numerical relativity data sets, with and without precession. As expected, we will find that in PN the PPC prescription for initial data leads to smaller eccentricities than the PC prescription, with the lowest eccentricities obtained with a PN integration starting at a sufficiently large separation [34]. For NR simulations we will, however, find that PC initial data typically lead to lower eccentricity than the PPC approximation. We also find that for the cases we have studied, a single iteration of our eccentricity reduction procedure is sufficient to obtain an eccentricity below $10^{-3}$.

A. PN example

The dynamics of PN particles can be described using Hamilton’s equations of motion,

$$\frac{d\mathbf{X}}{dt} = \frac{\partial H}{\partial \mathbf{P}}, \quad \frac{d\mathbf{P}}{dt} = -\frac{\partial H}{\partial \mathbf{X}} + \mathbf{F}, \quad (4.2)$$

with $\mathbf{X}$ and $\mathbf{P}$ the position and the momentum vectors, respectively, in the CM frame, $H$ the Hamiltonian given by equation (2.4) and $\mathbf{F}$ is the radiation reaction force given by equation (3.27) in [42]. The equation of motion for the $i$-th spin is

$$\frac{d\mathbf{S}_i}{dt} = \frac{\partial H}{\partial \mathbf{S}_i} \times \mathbf{S}_i. \quad (4.3)$$

The solution of such a system of equations describes the motion of a binary point-particle system in the inspiral regime. In this section we discuss our method to reduce eccentricity in PN, where the low computational cost of numerical solutions and the avoidance of the initial gauge transients present in NR greatly simplify the analysis.

To illustrate the procedure with an example black hole configuration, we choose mass ratio 4, which is significantly different from unity, and large spins with dimensionless Kerr parameters $\hat{\chi}_1 = (0., 0., 0.8)$ and $\hat{\chi}_2 = (0., 0., -0.8)$ at an initial separation $D_i = 12M$, where $M$ is the total mass of the binary system. We integrate the PN equations of motion until a minimal separation $D_f = 6M$. We run two PN simulations, with initial momenta computed with the post-circular (PC), and alternatively the post-post-circular (PPC) approximation.

For both simulations we measure the eccentricity using a fit to the ansatz (3.16), and apply two iterations employing the correction factors for the tangential and radial momenta given by equations (3.46) and (3.47). The corresponding eccentricity time evolution of the eccentricity estimators for each iteration are plotted in Figure 1, which shows that the post-post-circular approximation indeed produces a simulation with a smaller eccentricity than the post-circular approximation, as one would expect. Moreover, in Figure 1 we have added the result of initialising the momenta at $D_i = 12M$ from another PN evolution starting at a larger initial separation $D_0 = 30M$ with PC initial momenta, which we have integrated to a separation of $D_f = 12M$. In this case the eccentricity is much smaller, $\epsilon_{\Omega} = (5 \pm 2) \cdot 10^{-5}$, due to some initial eccentricity being radiated away during inspiral before reaching $D_f = 12M$, and to the high accuracy of PC momenta at $D = 30M$.

![Figure 1: Eccentricity reduction iterations for the configuration $q = 4$, $\chi_{1z} = 0.8$, $\chi_{2z} = -0.8$. The upper panel shows the time evolution of $\epsilon_{\Omega}$ specifying PC momenta at iteration 0 (red curve) and the lower panel shows the same quantity specifying PPC momenta at iteration 0. Afterwards, two more iterations are performed (orange and black curves). The continuous curves correspond to the data, and the dashed ones to the fits for each iteration (blue, gray, magenta, brown). Additionally the result of integrating from a larger separation (li) is shown in each panel.](image-url)

The eccentricity measurement yields a time dependent result corresponding to the choice of the ansatz (3.16). For example, for iteration 0 in the post-circular approximation, one obtains the following expressions for the eccentricity and the amplitude,

$$\epsilon_{\Omega} = 0.00197344 - 1.97129 \cdot 10^{-7} t, \quad (4.4)$$

$$A = 0.00008561 - 8.55168 \cdot 10^{-9} t. \quad (4.5)$$

However, as in this case the time dependent terms are typi-
cally very small and can be neglected, and we simply use the eccentricity values at $t = 0$.

The values of the eccentricity and the different correction factors are shown in Table I. In addition, Table I contains the values of eccentricity and the corresponding correction factors when one corrects not only the momenta, but also the radial momenta and the distance of the binary. Consistent with Fig. I we see that PPC initial data produce lower eccentricity than PC for the first iteration. The final eccentricities after 2 iterations are however very similar, although the ratio of efficiency gets worse in each iteration due to the fact that a highly accurate measurement of the amplitude and the phase of the residual is required. One observes that the method can easily obtain eccentricities of the order $2 \cdot 10^{-4}$ for a case with a relatively high mass ratio and high spins, and that one can equally well choose to correct the tangential and radial momenta or the orbital separation and the radial momentum.

| Iteration | $(\epsilon_{02} \pm \delta \epsilon_{02}) \cdot 10^{-1}$ | $p_{1} \cdot 10^{3}$ | $\delta \epsilon_{0}$ | $\lambda_{r}$ |
|-----------|-----------------------------------------------|-----------------|-----------------|-------------|
| 0 | 1.973 ± 0.006 | 0.56477 | 0.238712 | 1.00085 | 1.19247 |
| 1 | 0.561 ± 0.015 | 0.56529 | 0.284657 | 0.99974 | 0.94794 |
| 2 | 0.221 ± 0.007 | 0.56516 | 0.271206 |

Table I: Eccentricity estimator and its corresponding statistical error for the configuration $q = 4, \chi_{1} = 0.8, \chi_{2} = -0.8$.

We have also tested our eccentricity reduction method in the PN description of precessing binaries, with similar results: even for high spins we can obtain eccentricities of the order of $10^{-4}$ in one or two iterations. In the precessing case the method of integrating from a longer separation still yields lower eccentricities, but it does not provide control of the initial spin components of the binary at separation $D_{i}$ due to the fact that the spins also evolve in time during the integration. Controlling the spins at $D_{i}$ would require to set up another iteration procedure to define the spins at the larger “auxiliary separation” ($D = 30M$ in our example) in terms of the desired spins at $D_{i}$. Specifying the initial data using the PC or PPC prescription can significantly simplify setting up parameter studies where control of the spin configurations is desired at $D_{i}$. As we will see below, this argument is even stronger in NR, where due to the deviations between PN and full GR there is no significant advantage in integrating from a large initial separation as compared with PC or PPC data.

### B. Numerical relativity examples

Applying our eccentricity reduction procedure to numerical relativity simulations adds several complications compared with the post-Newtonian example: Apart form the increase in computational cost by 6–7 orders of magnitude, the main technical problem are gauge transients resulting from the procedure of initialising the coordinate conditions of the moving puncture evolutions (in particular the initially vanishing velocity of the punctures). We address this problem by using a small value of the shift parameter $\eta$, of $\eta = 0.25$, for the evolutions we report on below, and by cutting away the first $\sim 200 M$ of time evolution. Black-hole binary puncture initial data also exhibit a burst of junk radiation due to unphysical gravitational wave content in the initial data. Here we do not take into account the resulting small change to initial masses, spins, and momenta, although this may be beneficial when attempting to construct initial data with even lower eccentricities. For the cases we have studied so far, our choice of $\eta = 0.25$, together with the robust setup of our fitting method to determine eccentricity presented in Sec. [V] provides sufficiently accurate estimates not only of the eccentricity, but also of the phase shift defined in Eq. (3.26), which is required to determine the change in radial momentum or separation to implement a 2-parameter eccentricity reduction algorithm.

We first discuss our procedure for the example of a precessing binary with mass ratio $q = 2$ and dimensionless spin vectors $\vec{\chi}_{1} = (0, 0, 0), \vec{\chi}_{2} = (0.368, 0.3535, 0.5)$, and initial orbital separation $D = 10.8 M$. First, we run a simulation with PC initial data with BAM at low resolution with $N = 64$ points to measure the eccentricity, fitting the oscillations of $\Omega$ computed using eq. (4.1). Then, we adjust the values of the tangential and radial momenta according to eqs. (3.46) and (4.47) to reduce eccentricity, and we run two low resolution simulations with the corrected momenta, one with BAM another with ET with the same numerical resolution and gauge conditions. The results for the time evolution of the eccentricity estimator for the three simulations are shown in Figure 2.

After one iteration the eccentricity has been notably reduced with both codes. The values of eccentricity for iteration 1 in both codes is quite similar. However, the ET residual is cleaner than for the BAM evolution, which contains more high frequency noise which we attribute to different settings for numerical dissipation in this simulation, and which complicates the measurement of the phase and the amplitude of the residual and leads to different results in iteration 1. The sign of the correction to the tangential momentum is read from the value of the residual at the initial time of the evolution, according to the expression for the residual computed in Section [III]. For positive residual, as is the case in iteration 0, the momentum has to be decreased; while for negative residual the momenta should be increased. The values of the eccentricity as well as the correction factors used are shown in Table II. After a single iteration the eccentricity is well below $10^{-3}$, which we have considered sufficient to neglect eccentricity in our waveform modelling applications, and we have not carried out further iterations. For completeness we also show in...
...results are consistent and similar providing eccentricity of the corrects the momenta and the value from Table III that both large. One can also check comparing the value of the eccen-
...in the radial momentum and the initial orbital separation.

\[ p_1^i = \lambda_i p_0^i, \quad r_0^i = r_0^i + \delta r. \]  (4.6)

We choose the spin-aligned configuration ID13 of Table V i.e., \( q = 1, \chi_{1z} = -0.5, \chi_{2z} = 0.5 \) with \( D = 11M \). The results of applying the eccentricity reduction procedure are shown in Table III. The eccentricity residual is plotted in Figure 4.

Looking at Figure 4, one checks that the eccentricity estimator is dominated by high frequency noise. That is the reason why the quality of the fit is so bad and its statistical error so large. One can also check comparing the value of the eccentricity after one iteration for ID13 from Table V where one corrects the momenta and the value from Table III that both results are consistent and similar providing eccentricity of the same magnitude.

| Iteration | Code  | \( (\epsilon_{\delta} \pm \delta_{\epsilon}) \cdot 10^{-3} \) | \( \lambda_i \) | \( \lambda_0 \) |
|-----------|-------|-------------------------------------------------|--------------|-------------|
| 0         | BAM   | 1.37 \pm 0.02                                    | 0.9996       | 0.8456      |
| 1         | BAM   | 0.48 \pm 0.02                                    |              |             |
| 1         | ET    | 0.51 \pm 0.03                                    |              |             |

Table II: Eccentricity estimator and its corresponding statistical error for the configuration \( q = 2, \chi_1 = (0, 0, 0), \chi_2 = (0.3535, 0.3535, 0.5) \) and \( D = 10.8M \).

In a second example we apply the correction of the separation and radial frequency to a NR simulation, combining the corrections in the radial momentum and the initial orbital separation.

| Iteration | Code | \( \delta r \) | \( \lambda_i \) | \( (\epsilon_{\delta} \pm \delta_{\epsilon}) \cdot 10^{-3} \) |
|-----------|------|--------------|--------------|-------------------------------------------------|
| 0         | BAM  | 0.00023      | 0.8581       | 1.24 \pm 0.03                                   |
| 1         | BAM  | -0.0023      | 0.8581       | 0.2 \pm 0.2                                     |

Table III: Eccentricity estimator and its corresponding statistical error for the configuration ID2 of Table V.

C. Post-Circular and Post-post-circular in NR

In order to compare PC and PPC initial data, we have run 12 pairs of simulations, ranging from equal mass non-spinning to mass ratio \( q = 8 \) and precessing simulations, using both PC and PPC initial data for each case. The results are shown in Table IV. All the simulations in Table IV have been computed using the BAM code, at low resolution with \( N = 64 \) points in the innermost box, and setting the gauge parameter \( \eta = 0.25 \) as before.

Figure 5 shows a graphical representation of Table IV. Overall, the PC initial data seem to work better in NR than PPC, except for the configuration 9, where PPC initial data...
lead to a lower eccentricity than PPC data. This apparently counter-intuitive result is not particularly surprising: the numerical relativity evolutions differ from PN not only because of missing higher order PN terms, but also because the ADMTT [28] gauge underlying our post-Newtonian results differs from the gauge used in our numerical relativity code beyond 2PN order [29]. While in post-Newtonian theory the PPC approximation is indeed superior, the deviation of PC data could either lead to momenta that are closer to NR, or indeed show larger eccentricities than PPC.

D. Eccentricity reduction for post-circular initial data for a range of numerical relativity simulations

In Table IV we present results from single step eccentricity reduction for a variety of configurations, using both the BAM and ET codes, and starting with PC initial momenta, which as we have seen in the previous section typically yield smaller eccentricities than PPC momenta for numerical relativity gauge and initial separations we use. All the simulations using PC initial data, labelled as iteration 0 of the eccentricity reduction procedure, are carried out with gauge parameter $\eta = 0.25$ and low numerical resolution of $64^3$ grid points for the innermost grid (containing the black holes). While we have used the same setup for some of the iteration 1 simulations, for others we use our typical setup for productions runs: a higher resolution of $80^3$ or $96^3$ points, and a gauge parameter of $\eta = 1$, which increases initial gauge transients, but tends to reduce high frequency noise. For all the cases shown, a single eccentricity reduction step reduces the eccentricity to below $10^{-3}$.

However, we show that the $\eta$ parameter can also be set to 1 in the first iteration and one can also get an important reduction of the eccentricity, as happens with the case ID19. The residuals of such a configuration are shown in Figure 6. For that configuration one can also observe the poor quality of the fit in iteration 1, which is consistent with the high value of the

| ID | Approx. | $q$ | $\dot{\chi}_1$ | $\dot{\chi}_2$ | $D/M$ | $(\delta_e \pm \delta_{\dot{e}}) \cdot 10^3$ |
|----|---------|----|----------------|----------------|-------|----------------------------------------|
| 1  | PC      | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $1.42 \pm 0.02$                       |
| 1  | PPC     | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $1.43 \pm 0.04$                       |
| 2  | PC      | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $5.3 \pm 0.4$                         |
| 2  | PPC     | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $9.8 \pm 0.5$                         |
| 3  | PC      | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $1.5 \pm 0.05$                        |
| 3  | PPC     | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $2.27 \pm 0.04$                       |
| 4  | PC      | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $4.22 \pm 0.07$                       |
| 4  | PPC     | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $4.61 \pm 0.16$                       |
| 5  | PC      | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $2.68 \pm 0.17$                       |
| 5  | PPC     | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $5.43 \pm 0.13$                       |
| 6  | PC      | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $3.61 \pm 0.017$                      |
| 6  | PPC     | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $4.003 \pm 0.018$                     |
| 7  | PC      | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $4.05 \pm 0.07$                       |
| 7  | PPC     | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $7.25 \pm 0.06$                       |
| 8  | PC      | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $17.9 \pm 1.5$                        |
| 8  | PPC     | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $17.5 \pm 1.5$                        |
| 9  | PC      | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $17.4 \pm 0.6$                        |
| 9  | PPC     | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $15.3 \pm 0.5$                        |
| 10 | PC      | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $5.5 \pm 0.5$                         |
| 10 | PPC     | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $9.9 \pm 0.6$                         |
| 11 | PC      | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $4.64 \pm 0.14$                       |
| 11 | PPC     | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $8.0 \pm 0.2$                         |
| 12 | PC      | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $12.49 \pm 0.18$                      |
| 12 | PPC     | 0  | (0, 0, 0)      | (0, 0, 0)      | 11    | $22.9 \pm 0.4$                        |

Figure 4: Time evolution of the eccentricity estimator for the configuration $q = 1$, $\chi_1 = -0.5$, $\chi_2 = 0.5$. The black curve corresponds to the data and the dashed pink line to the fit to the data.

Figure 5: Measured eccentricity, with statistical error bars computed from the nonlinear fits, for the 12 configurations reported Table IV, comparing PC initial data (rounded blue points) and PPC data (yellow squares).
error of the eccentricity in Table V.

The lower the value of the eccentricity, the more difficult becomes the eccentricity measurement because some features due to the lack of resolution of the code can appear, like high frequency noise coming from the finite difference scheme. Furthermore, it becomes difficult to disentangle gauge oscillations from eccentricity oscillations. As one can observe in Figure 7 where the eccentricity estimators of the configurations ID1, ID7, ID18 and ID23 from Table V are plotted.

Finally, the results of Table V allow one to discuss which PN order in the PN expressions for the initial momenta \((p_r, p_r)\) is closer to the corrected momenta which provide low eccentric initial data. The results are displayed in Figure 8.

We have computed the difference in absolute value between the corrected tangential or radial momentum \((p_r'\), \(p_r'\)) and the PC and PPC values at a given PN order \((p_r, p_r)\), with \(i = 0, 1, 1.5, 2, 2.5, 3, 3.5\).

On the one hand, the upper and intermediate plots of Figure 8 show that in order to have low eccentricity initial data one requires the knowledge of high PN orders for the tangential momentum. In addition, when comparing the top and intermediate panels of Figure 8, one can check that the PPC approximation has larger values than the PC, and also one observes that for the PC the difference between 3PN and 3.5PN is very small.

On the other hand, the lower panel of Figure 8 reveals that the use of higher PN orders for the radial momentum does not help significantly to reduce the eccentricity. In fact, the lower PN orders seem to provide lower differences. This is in agreement with some of the statements of [32] with respect to the use of low PN order expressions in eccentricity reduction procedures and explains the success of their method. However, note that small changes in the tangential momentum translate into large changes in the eccentricity, while the eccentricity is less sensitive to changes in the radial momentum [57], this is due to the fact that \(\delta e_\lambda / \partial t \ll \delta e_r / \partial t\). In addition, the small difference between the different PN orders implies that the use of different PN orders for the radial momentum provides very similar results. Therefore, while the differences between the values of \(p_r\) at different PN do not have a large effect on the eccentricity, the smaller differences for \(p_t\) between the PN orders are large enough to directly affect the eccentricity.

V. SUMMARY AND CONCLUSIONS

In this paper we have developed a suite of methods which use post-Newtonian approximations to produce low eccentricity initial data for binary black hole evolutions in numerical relativity. The methods rely on working with sufficiently large numerical separations to allow for several orbits before merger, so that an accurate fit can be performed to determine the eccentricity of the numerical data, and to avoid a breakdown of the post-Newtonian approximations which we use. These requirements are consistent with the usual requirements for waveform modelling, where e.g. waveforms need to be long enough to be able to glue NR data to PN data and construct a PN-NR hybrid waveform. Length requirements for numerical relativity waveforms have been discussed e.g. in [58, 60].

We have first compared three alternatives to set initial momenta from PN calculations: numerical integration from a large distance, and the PPC and PC approximations. We have found that, as expected, integration from a large distance indeed leads to PN evolutions with negligible eccentricity, and that PPC initial data yield smaller eccentricity than PC initial data for PN evolutions. When using the same prescriptions for the initial momenta in NR evolutions however, PC initial data typically lead to smaller eccentricities. The fact that PC initial data result in particularly low eccentricities of puncture initial data for NR simulations has previously been noted in [35], and we extend their explicit formulas for the momenta in the post-circular approximation to 3.5PN order.

We have also discussed the post-post-circular approximation, which provides an analytical correction to the tangential momentum, maintaining the radial momentum from the PC approximation. We have explicitly shown the success of the PPC approximation in PN, and the ability to generate low eccentric PN initial data without any further iteration. However, we have also checked performing 24 simulations corresponding to 12 configurations that PPC momenta do not provide lower eccentric initial data than PC in NR. This is mainly due to the fact that PPC corrections does not provide the appropriate correction in NR, because the difference due to the fact that PN and NR have different coordinate systems up to 2.5PN overshoots the correction.

The key idea of our eccentricity reduction procedure is to derive explicit formulas to the correction of either the tangential and radial momentum, or alternatively the separation and radial momentum, in terms of the measured eccentricity and the initial phase of the oscillations related to eccentricity. We have found that fitting the orbital frequency evolution to the TaylorT3 approximant provides a robust method to determine the eccentricity and initial phase with sufficient accuracy to be able to reduce the eccentricity below \(10^{-3}\) in a single iteration. Reducing the eccentricity below \(10^{-4}\) for our moving puncture
evolutions will require to reduce the numerical noise with improved choices for numerical dissipation, on which we will report elsewhere, and will also require a discussion of spin oscillations in the context of spin precession. Such a study has been performed in [51], where eccentricities below $10^{-4}$ have been achieved for precessing simulations in four iterations, while we can reach eccentricities of the order $O(10^{-3})$ in one iteration. We also note that in [51] the test cases start at separation $d = 16$, which would improve the performance of the PC approximation and of the PN expressions on which we base our eccentricity reduction method, however here we want to show that the method works well for simulations of intermediate length, of typically between 5 and 10 orbits, which can be performed with moderate computational cost and are still very beneficial for waveform modelling purposes.

When only moderately low eccentricities are desired, or as the first step in an iterative procedure, it is possible to only correct the tangential momentum $p_t$ multiplied by 10 and the radial momentum $p_r$ multiplied by a factor $10^3$ are shown. The correction factors $\lambda_1$ and $\lambda_t$ computed from iteration zero are described. The values of the eccentricity estimators $e_{\lambda t}$ and their corresponding statistical error $\delta e_{\lambda t}$ from the fit are also given.

Table V: Summary of the eccentricity reduced simulations. In the first column we label each configuration, the second one specifies the iteration. The code used and the number of points $N$ used in the innermost level of the codes are displayed, as well as the value of the parameter $\eta$ appearing in the $\Gamma$—driver shift condition. Then, the mass ratio $q = m_2/m_1$, and the dimensionless spin vectors, $\dot{x}_1$, $\dot{x}_2$, the orbital separation $D/M$, the tangential momenta $p_t$ multiplied by 10 and the radial momentum $p_r$ multiplied by a factor $10^3$ are shown. The correction factors $\lambda_1$ and $\lambda_t$ computed from iteration zero are described. The values of the eccentricity estimators $e_{\lambda t}$ and their corresponding statistical error $\delta e_{\lambda t}$ from the fit are also given.
initial gauge transients we use a small value of the \( \eta \) parameter appearing in the \( \Gamma \)-driver shift condition, \( \eta = 0.25 \), as has been studied in some detail in [41]. Here we show that this method works well for a variety of cases, including precessing ones. As an alternative to measuring the eccentricity from the orbital frequency one could use the wave frequency [41], employing methods to denoise the wave frequency such as those employed in [41]. For our setup of numerical relativity simulations, abstaining from an accurate determination of the gravitational wave signal however saves computational cost for the low resolution simulations used to compute the corrected momenta or separation. The method should also apply to numerical relativity codes based on different methods and in particular coordinate gauges, e.g. the SpEC code [61]. We also hope that the simplicity of the procedure benefits extension to binary systems containing matter, in particular neutron stars or boson stars.

A coordinate dependence that is more problematic than the one for the orbital frequency arises from mapping PN momenta at some coordinate separation in the PN ADMTT gauge to the same value of the coordinate separation of the punctures in the coordinates corresponding to Bowen-York initial data, which only agree with ADMTT up to second PN order [29]. We have addressed this problem by developing two versions of our iterative scheme to correct the initial parameters of the simulation to reduce the inherent eccentricity: In the “traditional” version we correct our initial guesses for the tangential and radial momenta \( (p_r, p_t) \). In the alternative version we correct for the initial separation and \( p_r \). The second version, which appears logically more consistent, and is hoped to provide advantages when constructing hybrid PN-NR dynamics and waveforms, e.g. for precessing configurations, where not only the waveforms but also the spin evolutions should be glued together. This will be explored in future work.

The corrections \( p_t \to \lambda_t p_t \) \( (3.46) \), \( p_r \to \lambda_r p_r \) \( (3.47) \), and \( r_0 \to r_0 + \delta r \) \( (3.57) \) can be applied iteratively, we find however that when combing the procedure with PC initial momenta for iteration 0, for the cases we have studied, which include mass ratios as high as 8 and also some precessing simulations, a single iteration was sufficient to obtain eccentricities below \( 10^{-4} \). For those cases where we applied a second iteration, eccentricities dropped at least by an additional factor of 2. However, there may be parts of the parameter space, especially high mass ratios and high spins, where the initial PN formulas will produce significantly larger eccentricities of the order \( O(10^{-2}) \) requiring in those cases more than iteration to reach a value of the eccentricity of the order \( O(10^{-4}) \).

Our implementation of the eccentricity reduction procedure with analytical formulas relating the eccentricity and the correction of the momenta needed to eliminate it, provides real control in the eccentricity of a PN or NR simulation. As shown in this communication this can be used to reduce the amount of eccentricity in the simulation, but it can also be used to perform eccentric simulations. This can be used to generate eccentric NR and PN simulations, which can be glued into hybrid waveforms that are the fundamental inputs for waveform modelling.

Figure 7: Time evolution of the eccentricity estimators. In the top left panel one has the configuration ID1, in the top right panel ID18, in the bottom left plot ID7 and in the bottom right picture ID23 from Table V. The red curves correspond to the data of iteration 0 and the black ones to the data of iteration 1. The dashed lines correspond to fits to the eccentricity estimators.
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Appendix A: PN initial data formulas

We present the formulas for the orbital frequency, the tangential momentum and the ADM mass as a function of the separation at 3.5PN order,

\[ M\Omega = \frac{1}{r^{3/2}} \left( 1 - \frac{1}{r} \left[ \frac{3q^2 + 5q + 3}{2(q + 1)^2} \right] \right) + \frac{1}{r^{3/2}} \left[ \frac{(3q + 4)\chi_{1z}}{4(q + 1)^2} - q(4q + 3)\chi_{2z} \right] + \frac{1}{r^3} \left[ -\frac{3q^2\chi_{2x}^2}{2(q + 1)^2} + \frac{3q^2\chi_{2y}^2}{4(q + 1)^2} \right] + \frac{3q^2\chi_{2z}^2}{4(q + 1)^2} + \frac{24q^4 + 103q^3 + 164q^2 + 103q + 24}{16(q + 1)^4} - \frac{3\chi_{1x}^2}{2(q + 1)^2} - \frac{3q\chi_{1x}\chi_{2x}}{(q + 1)^2} + \frac{3\chi_{1y}^2}{4(q + 1)^2} + \frac{3q\chi_{1y}\chi_{2y}}{2(q + 1)^2} \]
\[\begin{align*}
\rho_t &= \frac{q}{(1-q^2)^2} \left( 1 + \frac{2}{r} + \frac{1}{r^{3/2}} \right) \left[ \frac{3(q^2 + 3q)\chi_{1z} + 3(3q + 4)\chi_{1z}^2}{4(q + 1)^2} \right] + \frac{1}{r^3} \left[ \frac{3(13q^3 + 34q^2 + 30q + 16)\chi_{1z}^2}{16(q + 1)^4} \right] + \frac{3q(16q^3 + 30q^2 + 34q + 13)\chi_{2z}}{16(q + 1)^4} \\
&\quad + \frac{1}{r^{7/2}} \left[ \frac{(155q^2 + 180q + 76)\chi_{1x}^2}{(q + 1)^{4r^3}} \right] + \frac{q(120q^3 + 187q + 120)\chi_{1x}^2}{(q + 1)^{4r^3}} - \frac{(55q^2 + 85q + 43)\chi_{1y}^2}{(q + 1)^{4r^3}} \\
&\quad - \frac{q(54q^2 + 95q + 54)\chi_{1y}^2}{4(q + 1)^{4r^3}} - \frac{q(96q^2 + 127q + 96)\chi_{1x}^2}{16(q + 1)^{4r^3}} + \frac{q^2(76q^2 + 180q + 155)\chi_{2x}^2}{16(q + 1)^{4r^3}} \\
&\quad - \frac{q^2(43q^2 + 85q + 55)\chi_{2y}^2}{8(q + 1)^{4r^3}} - \frac{q^2(2q + 5)(14q + 27)\chi_{2y}^2}{32(q + 1)^{4r^3}} - \frac{(5q + 2)(27q + 14)\chi_{2y}^2}{32(q + 1)^{4r^3}} \\
&\quad + \frac{501q^2q(q + 1)^3}{384(q + 1)^{6r^3}} - \frac{3(q + 4)\chi_{2x}^2}{2(q + 1)^4} + \frac{3(q + 4)\chi_{2y}^2}{2(q + 1)^4} + \frac{9q(3q + 2)\chi_{2x}^2}{4(q + 1)^{4r^3}} + \frac{9q(3q + 2)\chi_{2y}^2}{4(q + 1)^{4r^3}} \\
&\quad + \chi_{1x}^2 \left( \frac{3(q + 4)\chi_{1z}^2}{2(q + 1)^4} - \frac{9q(3q + 2)\chi_{1y}^2}{4(q + 1)^{4r^3}} - \frac{9q(3q + 2)\chi_{1x}^2}{4(q + 1)^3} - \frac{3(q + 4)\chi_{1y}^2}{8(q + 1)^4} \right) + \chi_{1y}^2 \left( \frac{3(q + 4)\chi_{1z}^2}{2(q + 1)^4} - \frac{9q(3q + 2)\chi_{1y}^2}{4(q + 1)^{4r^3}} - \frac{9q(3q + 2)\chi_{1x}^2}{4(q + 1)^3} - \frac{3(q + 4)\chi_{1y}^2}{8(q + 1)^4} \right). \\
\end{align*}\]

(A1)

\[\begin{align*}
\rho_t &= \frac{q}{(1-q^2)^2} \left( 1 + \frac{2}{r} + \frac{1}{r^{3/2}} \right) \left[ \frac{3(q^2 + 3q)\chi_{1z} + 3(3q + 4)\chi_{1z}^2}{4(q + 1)^2} \right] + \frac{1}{r^3} \left[ \frac{3(13q^3 + 34q^2 + 30q + 16)\chi_{1z}^2}{16(q + 1)^4} \right] + \frac{3q(16q^3 + 30q^2 + 34q + 13)\chi_{2z}}{16(q + 1)^4} \\
&\quad + \frac{1}{r^{7/2}} \left[ \frac{(155q^2 + 180q + 76)\chi_{1x}^2}{(q + 1)^{4r^3}} \right] + \frac{q(120q^3 + 187q + 120)\chi_{1x}^2}{(q + 1)^{4r^3}} - \frac{(55q^2 + 85q + 43)\chi_{1y}^2}{(q + 1)^{4r^3}} \\
&\quad - \frac{q(54q^2 + 95q + 54)\chi_{1y}^2}{4(q + 1)^{4r^3}} - \frac{q(96q^2 + 127q + 96)\chi_{1x}^2}{16(q + 1)^{4r^3}} + \frac{q^2(76q^2 + 180q + 155)\chi_{2x}^2}{16(q + 1)^{4r^3}} \\
&\quad - \frac{q^2(43q^2 + 85q + 55)\chi_{2y}^2}{8(q + 1)^{4r^3}} - \frac{q^2(2q + 5)(14q + 27)\chi_{2y}^2}{32(q + 1)^{4r^3}} - \frac{(5q + 2)(27q + 14)\chi_{2y}^2}{32(q + 1)^{4r^3}} \\
&\quad + \frac{501q^2q(q + 1)^3}{384(q + 1)^{6r^3}} - \frac{3(q + 4)\chi_{2x}^2}{2(q + 1)^4} + \frac{3(q + 4)\chi_{2y}^2}{2(q + 1)^4} + \frac{9q(3q + 2)\chi_{2x}^2}{4(q + 1)^{4r^3}} + \frac{9q(3q + 2)\chi_{2y}^2}{4(q + 1)^{4r^3}} \\
&\quad + \chi_{1x}^2 \left( \frac{3(q + 4)\chi_{1z}^2}{2(q + 1)^4} - \frac{9q(3q + 2)\chi_{1y}^2}{4(q + 1)^{4r^3}} - \frac{9q(3q + 2)\chi_{1x}^2}{4(q + 1)^3} - \frac{3(q + 4)\chi_{1y}^2}{8(q + 1)^4} \right) + \chi_{1y}^2 \left( \frac{3(q + 4)\chi_{1z}^2}{2(q + 1)^4} - \frac{9q(3q + 2)\chi_{1y}^2}{4(q + 1)^{4r^3}} - \frac{9q(3q + 2)\chi_{1x}^2}{4(q + 1)^3} - \frac{3(q + 4)\chi_{1y}^2}{8(q + 1)^4} \right). \\
\end{align*}\]

(A2)
In this work we have chosen to specify as initial condition the orbital separation \( r \). Another possible choice is to specify the initial orbital frequency where we want to start our simulation. Then, equation \([A1]\) can be inverted to obtain the relation \( r(\Omega) \), and then write the separation, the tangential momentum and the ADM mass in terms of the orbital frequency. The resulting equations are,
\[ M_{\text{ADM}} = \frac{1}{M} = 1 - \frac{q \Omega^{-1} + \Omega^{-3/2}}{2(q + 1)^2} \left[ - \frac{(4q + 3)q \chi_2 \chi_2}{4(q + 1)^4} - \frac{(3q + 4)q \chi_{12}}{4(q + 1)^4} \right] \Omega^{-5/2} + \frac{(3q + 4)q \chi_{12}}{4(q + 1)^4} + \frac{(4q + 3)q \chi_2 \chi_2}{4(q + 1)^4} \right] \Omega^{-7/2} + \frac{q^3 \chi_{22}^2}{2(q + 1)^4} + \frac{q^3 \chi_{12}^2}{4(q + 1)^4} + \frac{q^3 \chi_{22}^2}{4(q + 1)^4} \right] \Omega^{-3} + \frac{9q^3 \chi_{12} \chi_{22}}{8(q + 1)^4} + \frac{25q^3 - 12q - 52}{16(q + 1)^6} + \frac{9q^3 \chi_{12} \chi_{22}}{8(q + 1)^4} + \frac{3(4q^2 + 9q + 4)q^2 \chi_{12} \chi_{22}}{4(q + 1)^4} + \frac{3(10q^2 + 21q + 10)q^2 \chi_{12} \chi_{22}}{8(q + 1)^6} + \frac{3(10q^2 + 21q + 10)q^2 \chi_{12} \chi_{22}}{8(q + 1)^6} \]
where we have the following definitions:

\[ \delta = \frac{m_2 - m_1}{m_1 + m_2}, \quad \chi_1 = S_{1z}/m_1^2, \quad \chi_2 = S_{2z}/m_2^2, \]

\[ \chi_0 = \frac{\chi_1 - \chi_2}{2}, \quad \chi_5 = \frac{\chi_1 + \chi_2}{2}. \]

\[ S_I = m_1^2 \chi_1 + m_2^2 \chi_2, \]

\[ \Sigma_i = m_1^2 \chi_2 - m_1^2 \chi_1, \]

\[ S_i = (S_1^I + S_2^I) \cdot \vec{\lambda}. \]

**Appendix B: Ansatz coefficients**

The coefficients of the ansatz of the non-spinning fit described in Section [III.B] are:

\[ \Sigma_i = \left( m_1 + m_2 \right) \left( \frac{S_i^I - S_1^I}{m_2 / m_1} \right) \cdot \vec{\lambda}. \]
Appendix C: Numerical Relativity setup

1. BAM

Here we describe the numerical set up for NR simulations produced using the BAM code. The numerical setup is similar to the that in [61] but we present the details here for completeness. The BAM code starts with black-hole binary puncture initial data [62, 63] and evolves them using the $\eta$-variant of the BSSN formulation of the Einstein equations. The black-hole punctures are initially placed on the $y$-axis at positions $y_1, y_2$. The punctures are computed using the $\eta$-driver shift condition to 0.25 for simulations used to reduce the eccentricity and we use $\eta = 1$ for higher resolution production simulations, that will be used in future waveform modelling and LIGO data analysis.

2. Einstein Toolkit

The Einstein Toolkit (ET) is an open source code suite for relativistic astrophysics simulations built around the Cactus framework, where individual modules are denoted thorns. The numerical setup of the simulations is similar to that used in [64] but we present the details here for completeness.

The simulations use standard Bowen-York initial data [62, 63] computed using the TwoPunctures thorn [65]. Time evolution is performed using the $W$-variant [66] of the BSSN formulation [54, 55] of the Einstein equations by McLachlan [67], in which the BHs are evolved using the standard moving punctures gauge conditions [12, 13]. The lapse is evolved according to the "1 + log" condition [68] and the shift evolved using the hyperbolic $\Gamma$-driver equation [56].

The simulations were performed using 8th order accurate finite differencing along with the appropriate KO dissipation terms. Adaptive mesh refinement is provided by Carpet, with the near zone being computed with high resolution Cartesian grids that track the motion of the BHs and the wave extraction zone being computed on spherical grids using the Llama multipatch infrastructure [64]. By using grids adapted to the spherical topology of the wave extraction zone, we are able
to efficiently compute high-accuracy waveforms at large extraction radii relative to standard Cartesian grids. The apparent horizons are computed using AHFinderDirect [69] and a calculation of the spins is performed in the dynamical horizon formalism using the QuasiLocalMeasures thorn [70]. The contrast to BAM, the two punctures are initially placed on the x-axis at positions $x_1 = D/(1 + q)$ and $x_2 = -q D/(1 + q)$, in which $D$ is the coordinate distance separation and we assume $m_1 > m_2$. Initial momenta are chosen such that $p = (\mp r_+, \pm p_r, 0)$. As with BAM, the parameter $\eta$ that appears in the $\Gamma$-driver shift condition, which is denoted BetaDriver in the McLachlan code, is set to $0.25$ for low-resolution simulations and set to $1$ for the higher resolution production runs.

The gravitational waves are computed using WeylScal4 and the GW strain $h$ calculated from $\Psi_4$ using fixed-frequency integration [71]. The thorns McLachlan and WeylScal4 are generated using the Kranc [72] automated-code-generation package. The ET simulations are managed using Simulation Factory [73] and the analysis and post-processing of ET waveforms was performed using the open source Mathematica package Simulation Tools [74].
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