A Hybrid ANN-GA Model to Prediction of Bivariate Binary Responses: Application to Joint Prediction of Occurrence of Heart Block and Death in Patients with Myocardial Infarction

Negin-Sadat Mirian (MSc)*, Morteza Sedehi (PhD)**, Soleiman Kheiri (PhD)*, Ali Ahmadi (PhD)*

* Department of Biostatistics and Epidemiology, Faculty of Public Health, Shahrekord University of Medical Sciences, Shahrekord, Iran

**Correspondence
Morteza Sedehi (PhD)
Tel: +98 38 33344251
Fax: +98 38 33334679
Email: Sedehi1356@gmail.com

ABSTRACT

Background: In medical studies, when the joint prediction about occurrence of two events should be anticipated, a statistical bivariate model is used. Due to the limitations of usual statistical models, other methods such as Artificial Neural Network (ANN) and hybrid models could be used. In this paper, we propose a hybrid Artificial Neural Network-Genetic Algorithm (ANN-GA) model to prediction the occurrence of heart block and death in myocardial infarction (MI) patients simultaneously.

Methods: For fitting and comparing the models, 263 new patients with definite diagnosis of MI hospitalized in Cardiology Ward of Hajar Hospital, Shahrekord, Iran, from March, 2014 to March, 2016 were enrolled. Occurrence of heart block and death were employed as bivariate binary outcomes. Bivariate Logistic Regression (BLR), ANN and hybrid ANN-GA models were fitted to data. Prediction accuracy was used to compare the models. The codes were written in Matlab 2013a and Zelig package in R3.2.2.

Results: The prediction accuracy of BLR, ANN and hybrid ANN-GA models was obtained 77.7%, 83.69% and 93.85% for the training and 78.48%, 84.81% and 96.2% for the test data, respectively. In both training and test data set, hybrid ANN-GA model had better accuracy.

Conclusions: ANN model could be a suitable alternative for modeling and predicting bivariate binary responses when the presuppositions of statistical models are not met in actual data. In addition, using optimization methods, such as hybrid ANN-GA model, could improve precision of ANN model.
MI and most of them are caused by arrhythmias, with ventricular fibrillation and bundle branch block as two prevalent types. Nowadays, MI is the most common cause of death in many communities and is associated in hospitals with several complications such as atrioventricular node block and bundle branch block. According to WHO report, AMI is the leading cause of mortality in the world, particularly Iran cardiac arrhythmias are the most prevalent reason for death from AMI\(^1\). Heart blocks are an important class of arrhythmias and lead to prolonged hospitalization and increased in-hospital mortality. Therefore, they attract attention\(^2\).
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**Figure 1: Flowchart of a typical genetic algorithm**

Because medical studies are related to human health, therefore, precise and accurate predictions are of great importance in these studies. Due to the limitations of traditional statistical methods in modeling bivariate responses, in this paper, we made an attempt to introduce a new approach with fewer restrictions based on a hybrid ANN-GA method to modeling and predicting bivariate binary responses and using this model to prediction of occurrence of heart block and death in MI patients simultaneously. We also compared prediction accuracy of this model with BLR and ANN models.

**Methods**

To evaluate the suitability of the proposed model compare with traditional methods for modeling and predicting bivariate binary responses, we used data from a cross-sectional study. In this study, 263 new patients with definite diagnosis of MI hospitalized in Cardiology Ward of Hajar Hospital, Shahrekord, Iran, from March, 2014 to March, 2016 were enrolled. The diagnosis of MI was done according to the WHO criteria by a cardiologist per International Classification of Diseases (ICD10: the codes I24.9, I25.2, I22, and I21). Demographic characteristics and clinical history of the patients were gathered by a checklist at the time of admission.

In BLR model, for \(i\)-th observation, two dependent variables \(Y_{i1}\) and \(Y_{i2}\) defined that has four potential outcomes, (\(Y_{i1}=1\), \(Y_{i2}=1\)), (\(Y_{i1}=0\), \(Y_{i2}=1\)), (\(Y_{i1}=1\), \(Y_{i2}=0\)), (\(Y_{i1}=0\), \(Y_{i2}=0\))\(^{11}\). The joint probability \(\pi_{s}=Pr(Y_{i1}=\pi, Y_{i2}=s)\) is modeled with marginal probability \(\pi_{1}=Pr(Y_{i1}=1)\) and \(\pi_{2}=Pr(Y_{i2}=1)\), and \(\psi\), which parameterizes dependence between dependent variables. The model defined as:

\[
Y_{11}=\text{Bernoulli}(\pi_{11}) \\
Y_{10}=\text{Bernoulli}(\pi_{10}) \\
Y_{01}=\text{Bernoulli}(\pi_{01}) \\
\psi=\frac{\pi_{00}\pi_{10}}{\pi_{10}\pi_{11}}
\]

Where \(\pi_{00}=1-\pi_{11}\). Thus for each observation:

\[
\pi_{11} = \frac{1}{1+\exp(-x_{i0} \beta_{1})} \\
\pi_{10} = \frac{\pi_{11}}{\pi_{10}} \\
\pi_{01} = \frac{\pi_{10}}{\pi_{11}} \\
\pi_{00} = 1-\pi_{11}\]

Where \(a=1+(\pi_{11}+\pi_{10})\) and \(b=-4\psi(\psi-1)\pi_{11}\). For fitting BLR model, gender, the type of MI, history of diabetes, history of hypertension, dyslipidemias, history of heart disease, the rate of cardiac output fraction, systolic blood pressure, diastolic blood pressure, fasting blood sugar, non-fasting blood sugar, cholesterol, triglyceride, low-density blood cholesterol, smoking and the level of troponin enzyme considered as independent (input) variables, and occurrence of heart block \((y_{11})\) as well as occurrence of death \((y_{12})\) during hospitalization, employed as two dependent binary variables (outcomes). We used 184 (70\%) cases as training data set and 79 (30\%) cases as test data set. Model was fitted with the training data set. Test data set is used for assessment of validity of model (cross validation).

For fitting of ANN model, the training and test data set were used as with the bivariate logistic regression. Since, in this research, the outcome is bivariate, so, assuming \(p\) input nodes, where \(p\) is the number of covariates, 1 hidden layer, \(M\) nodes in hidden layer and 2 nodes in output layer, the ANN architecture can be written as:

\[
y_{a} = \Psi_{0}\left(\beta_{a0} + \sum_{j=1}^{N} \beta_{a} \psi_{j} \left( w_{ja} + \sum_{k=1}^{m} x_{kj}w_{jk} \right) \right) \quad l,...,n \quad k = 1,2
\]

where \(w_{ja}\) is the weight for input \(x_{ja}\) at the hidden node \(j\). Also, \(\beta_{a}\) is the weight dependent to the hidden node \(j\), and \(w_{ja}\) and \(\beta_{a}\) are the biases for the hidden and the output nodes respectively. The function \(\Psi_{0}\) is activation functions of hidden layer and the function \(\Psi_{a}\) is activation functions of output layer\(^{12\text{,}13}\).

We fitted MLP with one hidden layer, including 8-14 nodes. To identify the number of nodes in hidden layer, mean square error (MSE) criterion was used. Sigmoid activation function was considered for hidden and output layers. Several training algorithms including gradient descent (GD), gradient descent momentum (GDM), conjugate gradient algorithm (CGA), scaled conjugate gradient (SCG), Broyden-Fletcher-Goldfarb-Shanno (BFGS), one step secant (OSS) and Levenbery-Marquward (LM) were used for training. All these algorithms are from BP algorithm family\(^{14}\).
After determining the final architecture of ANN model and select the best training algorithm, genetic algorithm was used optimize initial weights in ANN model and hybrid ANN-GA model was fitted to data. Figure 2 shows the stages of implementation of proposed hybrid model to optimize the initial values of the weights in ANN by genetic algorithm. The prediction in the bivariate models was considered correct, when both $y_1$ and $y_2$ variables are predicted correctly by models. Prediction accuracy was used for evaluating the models. This criterion was defined as percentage of correct joint prediction of the two binary outcomes. To implement the models, Matlab 2013a for ANN and ANN-GA models and Zelig package in R3.2.2 for bivariate logistic regression model were used.

**Results**

Of the 263 samples, 221 people (84.0%) had experienced heart block that (6.3%) of them died and 42 people (15.9%) had not experienced heart block that (19.0%) of them died. Correlation between two outcome variables was significant ($P=0.006$). Tables 1 and 2 present the descriptive information of general characteristics of patients.

### Table 1: General characteristics of quantitative variables for myocardial infarction patients

| Variables                              | With heart block | Without heart block | $P$ value | With death | Without death | $P$ value |
|----------------------------------------|------------------|---------------------|-----------|------------|---------------|-----------|
| Age (yr)                               |                  |                     |           |            |               |           |
| Level of troponin (ng/mL)              |                  |                     |           |            |               |           |
| Rate of cardiac output fraction        |                  |                     |           |            |               |           |
| Systolic blood pressure (mmHg)         |                  |                     |           |            |               |           |
| Diastolic blood pressure (mmHg)        |                  |                     |           |            |               |           |
| Fasting blood sugar (mg/dL)            |                  |                     |           |            |               |           |
| Non-fasting blood sugar (mg/dL)        |                  |                     |           |            |               |           |
| Cholesterol (mg/dL)                    |                  |                     |           |            |               |           |
| Triglyceride (mg/dL)                   |                  |                     |           |            |               |           |
| HDL-density lipid (mg/dL)              |                  |                     |           |            |               |           |

### Table 2: General characteristics of qualitative variables for myocardial infarction patients

| Variables                              | With heart block | Without heart block | $P$ value | With death | Without death | $P$ value |
|----------------------------------------|------------------|---------------------|-----------|------------|---------------|-----------|
| Gender (Male)                          |                  |                     |           |            |               |           |
| History of diabetes (yes)              |                  |                     |           |            |               |           |
| History of hypertension (yes)          |                  |                     |           |            |               |           |
| Dyslipidemias (yes)                    |                  |                     |           |            |               |           |
| History of Heart Diseases (yes)        |                  |                     |           |            |               |           |
| Smoking (yes)                          |                  |                     |           |            |               |           |

The results of the bivariate logistic regression model for significant independent variables are shown in Table 3. Age, level of troponin and history of heart disease were significant variables in bivariate model. Prediction accuracy of ANN model with different training algorithms for training and test data set is presented in Table 4. Among different training algorithms in ANN model, LM algorithm had the highest performance.

### Table 3: Results of bivariate logistic regression model for significant independent variables

| Variables                              | Coefficient | SE of Coefficient | $P$ value |
|----------------------------------------|-------------|-------------------|-----------|
| Intercept (1)                          | -3.87       | 1.16              | 0.001     |
| Intercept (2)                          | -8.85       | 2.02              | 0.001     |
| Intercept (3)                          | 1.84        | 0.71              | 0.011     |
| Age (yr)                               | 0.07        | 0.02              | 0.002     |
| Level of Troponin                      | 0.02        | 0.07              | 0.006     |
| History of heart disease               | 1.05        | 0.44              | 0.010     |

### Table 4: Prediction accuracy of different training algorithms in Artificial Neural Network (ANN) model

| Training algorithm | GDA | CGA | GDM | OSS | SCG | BFSGS | LM |
|--------------------|-----|-----|-----|-----|-----|-------|----|
| Training Data set  | 78.80 | 79.34 | 77.17 | 83.15 | 79.34 | 78.48 | 83.69 |
| Test Data set      | 81.01 | 81.00 | 79.70 | 83.34 | 79.74 | 76.63 | 84.81 |

GD: gradient descent algorithm; CGA: conjugate gradient algorithm; GDM: gradient descent momentum; OSS: one step secant; SCG: scaled conjugate gradient; BFSGS: Broyden-Fletcher-Goldfarb-Shanno; LM: Levenberg-Marquardt

Table 5 compares prediction accuracy of hybrid ANN-GA model against BLR and ANN models. In both training and test data set, hybrid ANN-GA model had better accuracy compared with other models.

### Table 5: Prediction accuracy of models for training and test data set

| Model               | BLR   | ANN (LM) | Hybrid ANN-GA |
|---------------------|-------|----------|---------------|
| Training Data Set   | 77.70 | 83.69    | 93.85         |
| Test Data Set       | 78.48 | 84.81    | 96.20         |

BLR: bivariate logistic regression; ANN: artificial neural network (with LM algorithm); Hybrid ANN-GA: hybrid artificial neural network-genetic algorithm
Discussion

In this paper, we proposed a new approach based on a hybrid ANN-GA model to joint prediction of bivariate dependent binary outcomes. We compared prediction accuracy of this model with other traditional models for joint prediction of occurrence of heart block and death in MI patients. Results showed that proposed hybrid ANN-GA model had better performance compared with BLR and ANN models. Better performance of ANN model compared to classic models has been confirmed already. Because the ANN model lacks many of limitations of classic models, in many situations, it can be a suitable alternative for these models when some (or all) of their conditions are not met in the analysis of actual data. Besides, results of this study showed that hybrid ANN-GA model, because of optimization of parameters of ANN model, can improve precision of ANN model.

Despite the benefits of ANN and hybrid ANN-GA models, these methods suffer from some limitations and problems. For example, in these models, statistical inference for parameters and checking significant relationship between dependent and independent variables are not possible, because the distribution of the parameters is not specified in ANN and hybrid models.

ANN and hybrid models are more appropriate when priority is prediction of dependent variables, or data have a nonlinear and complex structure. If the primary aim is to explain a clear association among dependent and independent variables and to study the effect of independent variables on dependent variables, then classic models such as logistic regression model is preferable.

Given the limitations of conventional statistical methods for modeling bivariate responses in actual data, using the proposed method in the present study is also recommended for similar problems.

Conclusions

Hybrid ANN-GA model is the best for prediction of heart block and death simultaneously in MI patients compared with ANN and BLR models, so, considering the importance of accurate prediction in medical studies and due to the limitations of classical statistical methods for modeling bivariate responses, the use of NN and hybrid ANN-GA models is a suitable alternative for analysis of bivariate binary responses.
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