Designing efficient fault-tolerant circuits for converting between two quantum codes is an effective way to realize universal fault-tolerant quantum computing. In this work, we adopt the round-robin circuit construction to design a conversion circuit between CSS 7-qubit error-correcting code and Reed-Muller 15-qubit code. We take the pieceable fault-tolerant protocol to guarantee the fault tolerance of our conversion circuit. A neural network decoding scheme is proposed to suppress the propagation of quantum errors. Our decoding scheme can effectively reduce the damaging effects of imperfect syndrome extraction operations and predict possible logical errors that occurred after the error correction process. We provide a detailed description of our syndrome data model and analyze the depolarizing noise threshold of our conversion circuit through numerical simulations of the stabilizer circuit.

I. INTRODUCTION

The practical quantum computation may be coming soon [1, 2]. Consequently, the prospect of large-scale quantum computers has generated great interest, as they can solve certain problems exponentially faster than computers that use the best-known classic algorithms [3–5]. Intermediate-scale quantum computers (NISQ) based on various technologies have been invented [6–9]. These experimental platforms provide the opportunity to implement some simple quantum algorithms [10–12] with the number of qubits ranging from 50 to a few hundred. However, given the limitations of current NISQ, high-fidelity quantum circuits for the compiling of certain quantum algorithms require a lot of quantum resources [12–14].

To protect quantum information from environmental noise and carry out large-scale computational tasks with high fidelity, it is necessary to carefully choose an appropriate method to prevent the possible propagation of quantum errors. Specifically, by combining physical qubits through the use of quantum error correction codes [15–17], we can use logical qubit to simulate the corresponding physical one. Consequently, we can use logical circuit to compile a quantum algorithm in a fault-tolerant manner [18].

Since the cost of implementing logical circuits is usually considered to be a major figure of merit of fault-tolerant quantum computation, many studies have focused on designing efficient fault-tolerant protocols. One of the most widely used and simplest such schemes is transversal. A logical quantum operation with transversal construction is automatically fault-tolerant, as each qubit acted upon by this logical circuit can interact with no more than one qubit per each code block. Besides, as there always exists a set of finite quantum gates such that any quantum circuit can be decomposed by a sequence of these gates with arbitrary precision, it would be very desirable to focus on the fault-tolerant design for such universal gate library.

However, for most universal fault-tolerant protocols, additional resources are always required due to the limitation of no-go theorem [19, 20]. This theorem has shown that any nontrivial quantum code doesn’t exist a universal set of transversal logical circuits. This fact encourages the development of other methods to circumvent this limitation. By fault-tolerantly preparing the magic states, and combining with the existing transversal Clifford gates, a logical T or Toffoli gate can be constructed fault-tolerantly. However, an additional distillation procedure needs to be applied to guarantee the quality of magic states, which consumes a large amount of auxiliary resources [21, 22]. By combining two different codes with complementary transversal gate sets into a single larger code, a universal gate library can be completed but with low efficiency [23, 24].

Other approaches involve code conversion techniques to bypass this limitation. By fault-tolerantly exchanging encoded data between two different codes $C_a$ and $C_b$, where each non-transversal logical gate in $C_a$ has a transversal implementation on $C_b$ and vice versa, a given universal gate library can be transversally implemented without magic states. For example, Steane’s 7-qubit code has transversal Hadamard gate $H$, controlled-NOT gate (CNOT) and phase gate $P$. Reed-Muller 15-qubit (RM-15) code has transversal $T$ gate, where $T = diag(1, exp(\frac{i\pi}{3})))$. The gate set $\{H, CNOT, P, T\}$ is a universal gate library. Therefore, we can adopt code conversion technology to realize a fault-tolerant universal logical gate library on these two codes. Anderson [20] designed a fault-tolerant conversion method for the fam-
ily of quantum Reed-Muller codes, their method can be used to design a fault-tolerant conversion circuit between Steane’s 7-qubit code and RM-15 code [27]. By exploiting measurement-based quantum computation, Muller [28] developed an algorithm for converting between any two different stabilizer codes and pointed out that the initial code distance will not be reduced during the application of their conversion circuit. Nevertheless, a conversion circuit usually requires considerable ancillary resources due to multiple rounds of error correction. Besides, it only acts on the single logical qubit, which makes physical qubits in a code block interact with each other too many times. Therefore, a single error can easily propagate and cause a logical fault, which reduces the anti-noise ability of the conversion circuit.

Better decoders result in higher error thresholds and can thus tolerate a larger noise rate. Some researchers have designed appropriate neural network decoders for the error correction of a logical qubit to effectively improve its fault tolerance [29,31]. But their methods are practical only when they store encoded information. In addition, these decoders also do not consider the errors caused by the imperfect error correction procedure. Different from the transversal structure, it has been proposed that a round-robin logical circuit can still be executed fault-tolerantly if it can be partitioned into several pieces with some carefully designed intermediate error correction processes. This protocol is also called pieceable fault-tolerant [32]. Meanwhile, as the syndrome data between different circuit pieces have specific correlations, we think that the event of error propagation can be effectively predicted with some machine-learning-based decoders. To summarize, we plan to propose a pieceable fault-tolerant conversion circuit between Steane’s 7-qubit code and RM-15 code and design a neural-network decoder to reduce its logical error rate.

In this paper, we first provide the details on how to construct a supervised multi-classification model on the error syndrome data of a pieceable fault-tolerant logical circuit; and explain how to use this model in the error correction process improve its noise immunity further. Then we give the logical CNOT gate between two logical qubits, where each of them is protected by a unique code, such as Steane’s 7-qubit code or RM-15 code. Based on the construction of these CNOT gates, we adopt pieceable fault-tolerant protocol to realize fault-tolerance and apply our syndrome data prediction model to the error correction process. Finally, we use these logical gates to design a code conversion circuit between these two codes. Our conversion circuit guarantees that all possible error propagation caused by a single-qubit error can be signaled without a complicated error-syndrome lookup table. To estimate the fault tolerance of our conversion circuit, we follow the simulation scheme in [33] and give an estimation of the depolarizing noise pseudo-threshold of our conversion circuit at the first level of encoding.

The paper is organized as follows. In Sec. III we describe the details of constructing a classification model for the syndrome data of a pieceable fault-tolerant circuit. In Sec. IV we express our pieceable fault-tolerant conversion circuit design and explain how to use deep neural network technology to improve its fault tolerance. In Sec. V we design several numerical simulation experiments to present the pseudo-threshold results and discuss the performance of our conversion circuit.

II. STABILIZER CODE AND FAULT-TOLERANT COMPUTATION

This section reviews definitions and preliminary results about quantum error correction code (QECC) and pieceable fault tolerant protocol. The stabilizer code is defined by a set of particular Pauli operators, also referred to as the stabilizer formalism developed by Gottesman [10].

Definition 1 (n-qubit Pauli group) A n-qubit Pauli group $G_n$ consists of the tensor products of single-qubit Pauli operators that can be described by the following set:

$$G_n = \{\lambda \sigma_1 \otimes \sigma_2 \otimes \cdots \otimes \sigma_n : \sigma_i \in \{I, X, Y, Z\}\} \cdots$$

, where $\lambda \in \{\pm 1, \pm \sqrt{-1}\}$.

Given an operator $g \in G_n$, its support is defined as a subset of $[n] := \{1, 2, \ldots, n\}$, where we denote by the symbol $\text{supp}(g)$ the set of all $i \in [n]$ such that $g$ acting on the $i$-th qubit is not identity. The weight of a Pauli operator $\text{wt}(g)$ equals the size of its support. For example, $\text{wt}(Z \otimes Z \otimes I) = \text{wt}(Z_0 Z_1) = 2$.

Next, we describe the stabilizer formalism. A stabilizer $S$ is an abelian subgroup belonging to $G_n$ which does not contain $-I$. Because the operators in this group are Hermitian and mutually commuting, they can be diagonalized simultaneously. Therefore, the stabilizer code can be defined by the following statement:

Definition 2 (n-qubit Stabilizer Code) Given a stabilizer subgroup $S < G_n$, a n-qubit stabilizer code $C_n$ is the joint $+1$ eigenspace of operators in $S$ belonging to the Hilbert space $(\mathbb{C}^2)^\otimes n$ and can be described by the following set:

$$C_n = \{|\psi\rangle : g|\psi\rangle = |\psi\rangle, \forall g \in S\}.$$
commute with all elements in $S$. We can first choose operators $Z_1, \ldots, Z_k$ and $X_1, \ldots, X_k$ in $C(S)$ that are independent of the generators of $S$ and satisfy the communication conditions $\hat{X}_i \hat{Z}_j = (-1)^{\delta_{ij}} \hat{Z}_j \hat{X}_i$. For convenience, we also refer to these operators as logical Pauli operators. Therefore, it is not difficult to say that the encoded $|0\rangle^\otimes k$ can be uniquely represented by the joint $+1$ eigenspace of the following set of $n$ operators: $\{g_1, \ldots, g_m, \hat{Z}_1, \ldots, \hat{Z}_k\}$. Similarly, we can give other basic encoded states by applying the corresponding logical Pauli $X$ operators to $|0\rangle^\otimes k$ such that $|x_1 \ldots x_k\rangle = \prod_{i=1}^{k} X_i^x |0\rangle^\otimes k$, where $x_i \in \{0, 1\}$.

### TABLE I. The generators of the stabilizer $S$ and logical Pauli operators of Steane’s $[[7;1;3]]$ code

| Stabilizer generators | Logical Pauli Operator |
|------------------------|------------------------|
| $X_0X_2X_4X_6$        | $X_1 = X^\otimes 7$    |
| $X_1X_3X_5X_7$        | $\hat{Z}_1 = Z^\otimes 7$ |
| $X_0Z_2Z_4Z_6$        |                         |
| $Z_1Z_3Z_5Z_7$        |                         |
| $Z_0Z_2Z_4Z_6$        |                         |

### TABLE II. The generators of the stabilizer $S$ and logical Pauli operators of Reed-Muller $[[15;1;3]]$ code

| Stabilizer generators | Logical Pauli Operator |
|------------------------|------------------------|
| $X_7X_8X_9X_{10}X_{11}X_{12}X_{13}X_{14}$ | $X_1 = X^\otimes 15$ |
| $X_3X_4X_5X_6X_{11}X_{12}X_{13}X_{14}$    | $\hat{Z}_1 = Z^\otimes 15$ |
| $X_1X_2X_3X_4X_5X_9X_{10}X_{13}X_{14}$    |                         |
| $X_0X_2X_4X_6X_{10}X_{12}X_{13}X_{14}$    |                         |
| $Z_7Z_9Z_{10}Z_{11}Z_{12}Z_{13}Z_{14}$    |                         |
| $Z_3Z_4Z_5Z_6Z_7Z_8Z_{11}Z_{12}Z_{13}Z_{14}$ |                         |
| $Z_1Z_3Z_5Z_7Z_{10}Z_{11}Z_{13}Z_{14}$    |                         |
| $Z_0Z_2Z_4Z_{10}Z_{12}Z_{13}Z_{14}$       |                         |
| $Z_{10}Z_{12}Z_{13}Z_{14}$                |                         |
| $Z_{11}Z_{12}Z_{13}Z_{14}$                |                         |
| $Z_{12}Z_{13}Z_{14}$                      |                         |

We show the stabilizer group of Steane’s 7-qubit code and RM-15 code in Table I and Table II. On the other hand, how to perform operations on an encoded state without losing the code’s protection is a highly important topic. We next give the definition of $t$-fault-tolerant; more details can be found in [16, 17].

**Definition 3** ($t$-fault-tolerant) For a $[[n;k;d]]$ code $C_n$, let $t = \lfloor \frac{d-1}{2} \rfloor$, a quantum operation which is protected by $C_n$ is $t$-fault-tolerant, if the following two conditions are satisfied:

(i) For an input codeword with an error of weight $w_1$, if $w_2$ single-qubit faults occur during the operation with $w_1 + w_2 \leq t$, ideally decoding the output state gives the same codeword as ideally decoding the input state.

(ii) For $w$ single-qubit faults during the implementation of a fault-tolerant operation with $w \leq t$, no matter how many errors are present in the input state, the output state differs from a codeword by an error with its weight no more than $w$.

Here, we say that ideally decoding is equivalent to a round of noise-free error correction. Both conditions are required to ensure that correctable errors do not propagate through the entire operation and prevent errors from accumulating during multiple rounds of error correction.

Next we introduce the pieceable fault tolerant protocol. It would be convenient to intuitively imagine that a specific encoded operation $C$ on $C_n$ can be decomposed into $r$ pieces:

$$C = C_rC_{r-1} \ldots C_1,$$

where parameter $r$ refers to the minimum number of circuit pieces that an encoding operation can be divided without the loss of fault-tolerance. More specially, we can obtain a fault-tolerant variant of $C$ if each $C_i$ is carefully designed such that certain uncorrectable errors can be signaled by some adapted error correction process $E_i$. So a modified $t$-fault-tolerant variant of $C$, denoted as $\tilde{C}$, can be described as follows:

$$\tilde{C} = E_rC_rE_{r-1} \ldots E_1C_1.$$

By performing adapted error correction after each $C_i$ on the encoded state, we obtain several fault-tolerant gadgets $E_i \cdot C_i$ ($i = 1, \ldots, r$).

To specifically explain these adjustment error correction processes, we would like to introduce some useful concepts. The first is contagious error; it is a type of Pauli error operators that can be described as:

$$E_C = \{ E \in G_n : \exists i \ s.t. [E, C_i] = EC_i - C_iE \neq 0 \}.$$

Only contagious error occurred in $C_i$ may propagate. For example, we assume that one of a circuit piece $C_m$ only contains a single physical control-Pauli $Z$ ($CZ$) gate with control qubit $a$ and target qubit $b$, and the input state at the $a$-th qubit has a Pauli $X$ error; then after the application of $C_m$, the input error will become a 2-qubit error $X \otimes Z$, i.e., $CZ(X \otimes I)CZ^\dagger = X \otimes Z$. So the single Pauli $X$ is a contagious error related to $C_i$, and the $Z$-type Pauli errors ($I \otimes Z, Z \otimes I, Z \otimes Z$) are non-contagious.

In each $E_i$ ($i = 1, \ldots, r-1$) we correct contagious errors immediately and left the non-contagious error until $E_r$. The syndrome information of $E_C$ will be recorded and sent to $E_r$ for the correction of non-contagious error. Here we also introduce the tool for correcting contagious error:

$$S_C = \{ g \in S : \forall i, [g, C_i] = 0 \}.$$

For a $r$-pieceable fault-tolerant circuit $C$, the elements of the stabilizer group satisfying the above conditions are called constant stabilizers.
III. MULTI-CLASSIFICATION MODEL FOR ERROR SYNDROME OF THE PIECEABLE FAULT-TOLERANT LOGICAL CIRCUIT

Next, we design a decoding scheme for the final error correction of a pieceable fault-tolerant logical circuit. For convenience, we first introduce the definition of error syndrome. The syndrome is defined as a classical bit-string for tracking error events of a fault-tolerant circuit, and it can be obtained by fault-tolerantly measuring stabilizer generators. Since the effect of most noise channel on the quantum state can be decomposed as a linear combination of Pauli operators [17], we only consider this kind of error throughout the paper. Assuming an error \( E \) has occurred on a \([n; k; d]\) encoded state, we then fault-tolerantly measure the stabilizer generators and obtain a syndrome vector as follows:

\[
s_i(E) = \begin{cases} 
1 & [E, g_i] \neq 0 \\
0 & [E, g_i] = 0 
\end{cases}, \quad i = 1, \ldots, n - k. \tag{7}
\]

Then the syndrome vector of \( E \) can be defined as a bit-string \( s(E) = (s_1(E), \ldots, s_{n-k}(E)) \in \mathbb{Z}_2^{n-k} \).

A typical decoding process can be described by matching the measured syndrome \( s \) with its most likely recovery operator \( R_s \) such that \( R_s E \in S \). More specifically, the recovery operator can be written as:

\[
R_s = \mathcal{L}(s) \mathcal{T}(s) \mathcal{G}(s), \tag{8}
\]

where operator \( \mathcal{G}(s) \in S \) and \( \mathcal{T}(s) \) belongs to an Abelian group composed of Pauli operators called pure error. This group has \( n - k \) generators and satisfies \([g_i, T_j] = \delta_{ij}, i, j = 1, \ldots, n - k\). The part of the recovery operator \( \mathcal{L}(s) \in N(S)/S \) belongs to the logical Pauli group acting on \( k \) logical qubits.

A decoder based on the minimum weight scheme can quickly infer the pure error \( \mathcal{T}(s) \) from the syndrome \( s \). However, this kind of decoders are not scalable for large quantum code and cannot infer potential logical errors. Actually, an optimal decoder should be able to infer the most likely logical fault \( \mathcal{L}(\mathcal{T}) \) from the known syndrome, such that:

\[
\mathcal{L}(\mathcal{T}) = \operatorname{argmax}_\mathcal{L} \{ P(\mathcal{L}|\mathcal{T}) \}. \tag{9}
\]

The pieceable fault-tolerant protocol shown in Eq. 4 makes the syndrome data of different intermediate error corrections have potential correlation. For example, the round-robin logical controlled-Z gate on \([5; 1; 3]\) code has been carefully designed to be fault-tolerant. The constant stabilizer syndromes of this gate can be further analyzed to infer some weight-2 \( Z \)-type Pauli errors [22]. This observation inspired us to design an extended decoding scheme to infer the possible error propagation event among several circuit pieces as much as possible. More specially, for the final error correction process \( \mathcal{E}_r \), we explain its decoding process as a pattern matching model so as to jointly analyze measurement information of \( r \) segmented error correction processes. Then this process would infer the most likely logical error if we effectively training the model functions. Therefore, we conclude that a optimal decoder of \( \mathcal{E}_r \) should be able to infer the logical error information \( \mathcal{L}(\mathcal{T}^{(1)}, \ldots, \mathcal{T}^{(r)}) \) such that:

\[
\mathcal{L}(\mathcal{T}^{(1)}, \ldots, \mathcal{T}^{(r)}) = \operatorname{argmax}_\mathcal{L} \{ P(\mathcal{L}|\mathcal{T}^{(1)}, \ldots, \mathcal{T}^{(r)}) \}
\]

where \( \mathcal{T}^{(i)} \) is the syndrome information of pure errors obtained from \( \mathcal{E}_i \).

Since all codes considered in this paper encode a single logical qubit, we first rewrite the recovery operator of \( \mathcal{E}_r \) as follows:

\[
R_{s_r} = \mathcal{L}(s) \mathcal{T}(s_r) \mathcal{G}(s_r), \tag{11}
\]

where \( s_i \) is the syndrome vector obtained by the error correction process of \( \mathcal{E}_i \) and \( s = s_1 \times \cdots \times s_r \). Single logical qubit Pauli group can be expressed as \( \langle i, \bar{X}_1, \bar{Z}_1 \rangle \), so the logical component can be decomposed as \( \mathcal{L}(s) = \mathcal{X}_1^a \mathcal{Z}_1^b \) regardless of the global phase factor, where \( a, b \in \mathbb{Z}_2 \).

Therefore, we introduce two functions \( g_X \) and \( g_Z \) such that:

\[
R_{s_r} = \mathcal{X}_1^{g_X(s)} \mathcal{Z}_1^{g_Z(s)} \mathcal{T}(s_r) \mathcal{G}(s_r). \tag{12}
\]

According to Eq. (12), we model the decoding process as a labeled classification task of discrete data. Then we define the data set as \( D \subseteq \{ s \} \times L \), and any element of \( D \) can be represented with the form \((s, l)\), where \( l \) is the label of class. Here we use the one-hot encoded label for \( k \) classes, i.e., \( l \in L = \{ l : l \in \{0, 1\}^k, 1^T l = 1 \} \). From Eq. (12), the output of model functions need to give the predicted value \( (g_X(s), g_Z(s)) \) based on all intermediate syndromes. So we take different predicted values as classification labels to corresponding to logical recovery operators, and denote these labels as \( \{ l_1, l_3, l_5, l_7 \} \).

For a \([n; k; d]\) code, we note that the logical operator of this code belongs to the following subgroup \( \mathcal{L} \subseteq \langle i, \bar{X}_1, \ldots, \bar{X}_k, \bar{Z}_1, \ldots, \bar{Z}_k \rangle \). Similarly, we can construct a multi-classification model with the number of \( 2^n \) categories for a \( r \)-pieceable fault-tolerant logical circuit, and the recovery operator of \( \mathcal{E}_r \) is given as follows:

\[
R_{s_r} = \mathcal{X}_1^{g_X^{(1)}(s)} \cdots \mathcal{X}_k^{g_X^{(k)}(s)} \mathcal{Z}_1^{g_Z^{(1)}(s)} \cdots \mathcal{Z}_k^{g_Z^{(k)}(s)} \mathcal{T}(s_r) \mathcal{G}(s_r). \tag{13}
\]

IV. PIECEABLE FAULT-TOLERANT CODE CONVERSION CIRCUIT

A. The construction of conversion circuit

Following the pieceable fault-tolerant protocol, we propose a conversion circuit between the Steane’s 7-qubit code \( C_7 \) and RM-15 code \( C_{15} \). First, we observe that a SWAP gate [17] between two entangled qubits can be
equivalently implemented by the circuit shown in Fig. 1.

For the information encoded in a code block, we can similarly construct a logical SWAP gate so that the encoded data can be exchanged between different logical qubits.

More specially, for an encoded qubit $|\tilde{\psi}\rangle = \alpha|0\rangle + \beta|1\rangle$ protected by $C_7$, when we want to transmit the encoded information to the logical qubit protected by $C_{15}$, we can first prepare a logical basic state $|0\rangle$ in $C_{15}$ and add it to the original system. Then we fault-tolerantly apply three logical CNOT gates to the combined system, as shown in Fig. 2. Finally, we finished this conversion procedure by tracing out the subsystem of $C_7$. Therefore, realizing fault-tolerant logical CNOT gates between $C_7$ and $C_{15}$ is the key for constructing this conversion circuit.

Nikahd et al. [34] has proposed a round-robin logical CNOT gate with $C_7$ encoded state as control and $C_{15}$ as target, but they didn’t give a specific solution to make this logical circuit fault-tolerant. Following their results, we divide this circuit into two pieces and insert a constant stabilizer error correction process between them to make the entire circuit fault-tolerant, as shown in Fig. 3. For the control code block, the stabilizer $Z_0Z_2Z_4Z_6Z_7Z_9$ and $Z_3Z_4Z_5Z_6$ are invariant under the conjugation of circuits $C_1$ and $C_2$, so these operators are constant stabilizers by definition. Similarly, for the target code block, those generators that only contain Pauli-X operator in Table I are constant stabilizers.

In contrast, we give a 2-pieceable fault-tolerant logical CNOT circuit with $C_{15}$ encoded state as control and $C_7$ encoded state as target, which is shown in Fig. 4. We have verified that the stabilizer $X_0X_2X_4X_6X_1X_2X_5X_3$ and $X_3X_4X_5X_6$ of the target code block are invariant under the conjugation of circuits $C_1$ and $C_2$. For the control code block, those generators that only contain Pauli-Z operator in Table I are constant stabilizers.

We have verified that these two logical CNOT circuits preserve tensor product of the stabilizer groups of two codes. Moreover, we verified that these circuits effect the appropriate transformation on the logical Pauli operators of two code blocks. For instance, the logical CNOT circuit shown in Fig. 3 has the following property:

$$\begin{align}
\bar{C}_A(\bar{X}_1 \otimes I)\bar{C}_A^4 & \rightarrow \bar{X}_0 \otimes \bar{Z}_4 , \\
\bar{C}_A(\bar{Z}_c \otimes I)\bar{C}_A^4 & \rightarrow \bar{Z}_c \otimes I .
\end{align}$$

(14)

$$\begin{align}
\bar{C}_A(\bar{I} \otimes \bar{X}_1)\bar{C}_A^4 & \rightarrow \bar{Z}_c \otimes \bar{X}_4 , \\
\bar{C}_A(\bar{I} \otimes \bar{Z}_2)\bar{C}_A^4 & \rightarrow \bar{I} \otimes \bar{Z}_4 .
\end{align}$$

(15)

B. The analysis of fault tolerance

By keeping the constant stabilizer syndrome data in $E_1$ and passing it to $E_2$, some uncorrectable errors caused by contagious error will have unique syndromes. Therefore, we can extend the error-syndrome lookup table to include more correspondences. This extended decoding strategy can ensure that $\bar{C}_A$ and $\bar{C}_B$ are at least 1-fault-tolerant circuits [22] [34]. A fault-tolerant logical circuit can be modeled as a leve-1 encoding extend rectangle (1-exRec) [15], as shown in Fig. 5. Based on this circuit model, an existing study [25] has designed a simulation scheme to calculate the pseudo-threshold value of a 1-exRec. Pseudo-threshold is defined as the intersection between the error rate line of unprotected gate and its corresponding logical variant, the higher the pseudo-threshold of the logical circuit, the better its anti-noise ability. Actually, from our numerical experiments we find that the above strategy cannot utilize the syndrome results of $E_i$ to infer possible logical error. Besides, the noisy LEC circuit may also introduce faults due to the unperfect quantum operations, but the minimal weight decoding procedure of $E_2$ can’t avoid the disturbance of these errors.

Our neural-network decoding scheme can be used to analyze the relationship between syndrome and error, and design an error diffusion early warning mechanism to correct possible logical errors. We construct a syndrome data classification model for these 2-pieceable fault-tolerant circuits. We use the deep neural network algorithm to train these models and apply them to the final error correction process. We then propose the following decoding process:

(i) During the implementation of $E_2$, we use the minimum weight decoding method to apply the pure error recovery operator $T(s_2)$;
(ii) Take the syndrome data $s = s_{LEC} \times s_1 \times s_2$ as model input to get the class value $g_X(s)$ and $g_Z(s)$, where we define $s_{LEC}$ as the syndrome of LEC circuit. Then we apply the logical recovery operator $L(s) = X_1^g_X(s)Z_1^{g_Z(s)}$.

1. Data set and labels

We take $\bar{C}_A$ 1-exRec as an example to explain how we generate the syndrome data needed to train the logical
error prediction model. Our training set is generated by the following steps:

(i) Prepare the initial encoded state and perform the LEC circuit in a depolarizing noise environment, and collect the syndrome vector $s_{LEC}$, where its dimension is 20.

(ii) After a round of ideal projection, we apply the noisy $\tilde{C}_A$ to the encoded state, and collect the syndrome vector $s_1$ and $s_2$ obtained during its application, where the dimension of $s_1$ is 7, $s_2$ is 20.

(iii) Perform a round of noise-free projection after the implementation of noisy TEC circuit $E_2$, which aims to make the uncorrectable error in the conversion circuit become a logical error, then we perform noise-free logical $Z$-based or $X$-based measurement to detect the logical error on the output state. Finally, we obtain the class label values of control and target code blocks.

We apply the depolarizing channel to $\tilde{C}_A$ 1-exRec with a sequence of physical error rates. All zero data are excluded from the training set.
Here we take the rectified linear unit as the active function \( f \), i.e., \( f(x) = \max\{0, x\} \). Then, we pass the output of the last hidden layer to the SoftMax layer to calculate the probability that \( s \) belongs to the \( j \)-th category. We denote \( \tilde{P} = (\tilde{P}_1, \ldots, \tilde{P}_k) \), and adapt the following equation to obtain this

\[
\tilde{P}_j = \frac{e^{V_j}}{\sum_{j=1}^k e^{V_j}}, \quad j = 1, \ldots, k,
\]

where \( V = (V_1, \ldots, V_k) = \omega^{(M)} H_M + b^{(M)} \). Finally, we predict the class label vector \( \hat{I} = (\hat{I}^{(1)}, \ldots, \hat{I}^{(k)}) \) of \( s \) by:

\[
\hat{s}^{(i)} = \begin{cases} 
1 & \text{for } i = \arg\max \{ \tilde{P}_j \} \\
0 & \text{otherwise}.
\end{cases}
\]

In contrast, reducing the empirical error usually makes the model over-fit the training data and gives a more complicated model. Such a case will greatly damage the generalization of the model and cause additional time consumption. Therefore, it is usually necessary to add an extra term to the objective function to reduce the structural error of the model; this term is also called regularization. Commonly used regularization methods are \( L1 \) regularization and \( L2 \) regularization. Here we use \( L2 \) regularization, as shown in Eq. (17), which will limit the coefficient \( \omega \) in the model function to reduce the complexity of the model. A hyper-parameter \( \lambda \) is also introduced to balance loss function and regularized weight.

For the training details of \( \widetilde{C}_A \), we construct two binary classification models for the two types of data labeled by \( g_X(s) \) and \( g_Z(s) \). The dimension of input data is 47, and each model has 4 hidden layers and the number of hidden layer nodes are 256, 512, 1024 and 256. We set the batch size is 30, the learning rate is \( 10^{-4} \). We train our models on pytorch.

V. THRESHOLD ANALYSIS FOR THE CONVERSION CIRCUIT

We next analyze the performance of our conversion circuit through the stabilizer circuit simulation algorithms [37]. Our simulation experiments are executed on the platform called LIQUI\[38\]. We show the pseudo-threshold results of \( \widetilde{C}_A \) and \( \widetilde{C}_B \) equipped with our neural-network decoding procedure. The fault-tolerant performance of the code conversion circuit composed of these two logical circuits is further analyzed through simulation experiments. We first introduce the concept of malignant error event [39], which can be defined as follows: Let \( |\psi⟩ \) be the input encoded state. As can be seen from Fig. 4, the LEC circuit is first applied to the input state, and then we ideally project the output state of the LEC circuit into the original code space. Let \( |\psi_{LEC}⟩ \) be the state after this projection, and |LM⟩ be the
I curs, where \( E \) be defined as the logical failure rate of the SWAP circuit as follows:

Thus, we give an estimate about SWAP circuit. In fact, due to the error propagation, any \( P \) where \( \epsilon \) is the physical error probability that satisfies \( P \) represents all the possible malignant error events that a two-qubit Pauli gate will occur, i.e., with a probability of \( \frac{1}{16} \), a two-qubit Pauli gate drawn uniformly and independently from \( \{I, X, Y, Z\} \otimes \{I, X, Y, Z\} \{I \otimes I\} \), and \( P(E) \) is the probability of logical error \( E \) with a given physical error rate. Therefore, the pseudo-threshold of a 1-exRec is the physical error probability that satisfies \( \epsilon = \sum E P(E) \).

Following the above definition, we further expand it and define the failure rate of the logical fault-tolerant SWAP circuit. In fact, due to the error propagation, any logical fault in one of three CNOT 1-exRec will cause the entire process to be fail. Thus, we give an estimate about the logical failure rate of the SWAP circuit as follows:

\[
P_{\text{swap}} = 2P_A(1 - P_B)(1 - P_A) + P_A(1 - P_B)^2, \tag{20}
\]

where \( P_A \) is the logical error rate of \( \tilde{C}_A \) 1-exRec and \( P_B \) is the logical error rate of \( \tilde{C}_B \) 1-exRec. We also give a method to calculate the pseudo-threshold of a logical SWAP gate. Similarly, we define its failure event as the failure of any CNOT gate it contains. Since the basic assumption of our error model is that the error probability of any physical operation is the same, then the physical failure probability of the SWAP gate is:

\[
\epsilon_{\text{swap}} = 3\epsilon(1 - \epsilon^2).
\]

So, the pseudo-threshold of a fault-tolerant logical SWAP circuit is the physical error probability \( \epsilon \) that satisfies \( \epsilon_{\text{swap}} = P_{\text{swap}} \). The logical error rate of a 1-exRec can be numerically computed by Monte Carlo method. We next describe our numerical calculation scheme. Our simulation design has the following two basic assumptions: First, since the error rate in classical computers is usually very low (per operation), we assume that classical information can be ideally protected and do not consider errors in classical computers in our simulation experiments. Second, to ensure the full use of resources, we assume that in every single logical qubit, the auxiliary state that passes the verification can be reused before it is measured to be a classical bit.

For our simulation scheme, we construct depolarization noise model for threshold calculation, that is, apply the following noise channel to each noise physical component in a 1-exREC:

\[
\epsilon_\rho = \left(1 - \frac{3\epsilon}{4}\right)\rho + \frac{\epsilon}{4}(X\rho X + Z\rho Z + Y\rho Y).
\]

The basic noise components in our simulation are listed in Table III. Here we make the assumption that the physical error rate of a two-qubit gate and one-qubit gate being the same. With the basic assumption described above, we now give the method of logical failure rate for \( \tilde{C}_A \) or \( \tilde{C}_B \) as follows:

(i) First, we choose a sequence of physical error rates ranged from \( 10^{-4} \) to \( 10^{-2} \). For each fixed physical error rate \( \epsilon \), we simulate the \( \tilde{C}_A \) or \( \tilde{C}_B \) under a depolarizing noise channel. The simulation is valid if all the ancillary blocks in a 1-exRec pass the verification.

(ii) When a noisy logical CNOT gate fails, it applies an ideal CNOT gate followed by one of the 15 nontrivial two-qubit logical Pauli operators. Thus, for each possible logical error \( E \), we prepare an appropriate initial encoded state and use the Monte Carlo method to estimate its conditional probability when the physical error rate is fixed. Here, we set the number of simulation \( N = 10^6 \) and denote the logical error rate as \( P(E|\text{cnot}, \epsilon) = \frac{m}{N} \), where \( m \) is the number of logical errors \( E \) occurring after \( N \) iterations.

We display our simulation results in Fig. 8 Fig. 9 and Fig. 10. Polynomial fitting algorithm is used to obtain two types of 1-exRec logical error curves, and it can be found that the best fitting effect can be achieved by using quadratic function fitting. Actually, for an effective fault-tolerant quantum operation, its logical error rate should be smaller than the error rate of unprotected one, there also has been proved that if error propagation through the entire fault-tolerant circuit is limited, and a good

| Physical noisy locations | Component type |
|-------------------------|----------------|
| 1 | Basic state (|0\rangle) preparation |
| 2 | Basic state (|+) preparation |
| 3 | Measurement of Pauli operator |
| 4 | Two-qubit quantum gate |
| 5 | Single-qubit non-identity quantum gate |

The logical circuit minimal weight neural-network decoding strategy and neural-network based decoding strategy.

| Logical circuit | Minimal weight neural-network |
|-----------------|------------------------------|
| \( \tilde{C}_A \) | \( 9.36 \times 10^{-4} \) | \( 1.06 \times 10^{-4} \) |
| \( \tilde{C}_B \) | \( 1.99 \times 10^{-6} \) | \( 1.98 \times 10^{-4} \) |
| Fault-tolerant SWAP circuit | \( 3.26 \times 10^{-6} \) | \( 1.07 \times 10^{-4} \) |
decoder is used, the logical error rate should exhibit the power law scaling [40], which means code concatenation techniques can be adapted to exponentially reduce the logical error rate.

From our numerical simulation results, we observe that the fitting curve of the logical error rate of $\tilde{C}_A$ and $\tilde{C}_B$ based on two decoding strategies show the characteristics of a quadratic curve. We think this is a reasonable numerical simulation result. Because the code distance of $C_7$ and $C_{15}$ is 3, decoders for these code are effective if they can correct most of the single-qubit error, such that the logical error can only be caused by two or more single-qubit errors that occur independently. In contrast, our decoding strategy can more effectively reduce the logical error rate of the pieceable fault-tolerant circuit, so it leads to a higher threshold result, as shown in Table IV.

VI. CONCLUSIONS

In summary, the main contribution of this work is to combine the pieceable fault-tolerant protocol to design an efficient code conversion circuit, which enables the exchange of information between two logical qubits protected by different error-correcting codes. Because the error that occurs on a pieceable fault-tolerant logical gate is prone to propagate, the error threshold of such gate is relatively lower than those who with transversal construction.

Therefore, we first extract the effective features of the syndrome data that is collected from different circuit pieces and introduce the classical pattern recognition algorithm in the decoding process. Such treatment actually transforms the prediction of error propagation into a supervised multi-classification task. Then, we extend the decoder of a pieceable fault-tolerant with a trained logical error discrimination model. Finally, we simulate this pieceable fault-tolerant code conversion circuit under the depolarization noise to obtain corresponding pseudo-threshold results.

These results have shown that our decoding process can effectively suppress the logical error rate compared to the minimum weight method. So we think that our fault-tolerant design of this conversion circuit has a certain practicability on the current NISQ. Effective pieceable fault-tolerant logical gate can be further introduced to universal computing scheme based on code concatenation, such as constructing a non-transversal but fault-tolerant non-Clifford gate on a 2-level concatenated code. Besides, with the consideration of the noise in the current
FIG. 10. The rate of the sum of logical errors for our fault-tolerant logical SWAP circuit between Steane’s 7-qubit code and RM 15-qubit code.

experimental platform, we will use the statistical learning methods to effectively analyze its impact on the output of circuit in our future work.
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