Design and Analysis of a Symmetric Log Star Graph with a Smaller Network Cost Than Star Graphs
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Abstract: Graphs are used as models to solve problems in fields such as mathematics, computer science, physics, and chemistry. In particular, torus, hypercube, and star graphs are popular when modeling the connection structure of processors in parallel computing because they are symmetric and have a low network cost. Whereas a hypercube has a substantially smaller diameter than a torus, star graphs have been presented as an alternative to hypercubes because of their lower network cost. We propose a novel log star (LS) that is symmetric and has a lower network cost than a star graph. The LS is an undirected, recursive, and regular graph. In LS, the number of nodes is \( n! \) while the degree is \( 2\log_2 n - 1 \) and the diameter is \( 0.5n \log_2 n + 0.75n \log_2 n \). In this study, we analyze the basic topological properties of LS. We prove that LS is a symmetrical connected graph and analyzed its subgraph characteristics. Then, we propose a routing algorithm and derive the diameter and network cost. Finally, the network costs of the LS and star graph-like networks are compared.
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1. Introduction

A graph consists of nodes and edges. The degree of a node \( u \) is the number of edges incident with \( u \). The degree of a graph is the maximum degree over all nodes. The distance between two nodes \( u \) and \( v \) is the number of edges of the shortest path between \( u \) and \( v \). The diameter of a graph is the maximum distance over all pairs of nodes. Graphs are used as models to solve problems in various fields. In computer science, graphs have been applied to the topology of parallel computers, the connection structure of very large-scale integrated (VLSI) internal cores, the connection structure of sink nodes and source nodes in wireless sensor networks (WSNs), and sorting problems. The measures for evaluating graphs vary depending on the field to suit the specific circumstances of each application. Smaller degrees and diameters are better for VLSI and parallel computers, which have a physical connection structure. In contrast, for sorting problems or WSNs with a logical connection structure, the diameter is a more important measure than the degree. In other fields, other evaluation measures may be more important [1]. In the interconnection network for parallel computing, since degree refers to the number of communication ports, the hardware installation cost increases when the degree increases. The diameter represents the length of the message transfer path between two processors, and when the diameter increases, the message transfer time increases, thus affecting the software cost. When the sorting algorithm is modeled as a graph, the diameter of the graph is an important measure because it is the worst time complexity of the sorting algorithm.

The evaluation measures of a graph include the number of nodes, number of edges, degree, diameter, network cost, bisection bandwidth, connectivity, symmetry, expandability, and fault tolerance. In addition, the answers to the following questions can be evaluated: Is it a regular graph? Is it a planar graph? Is it possible to embed it in another graph? Does it have a Hamiltonian path? Does it have a binary tree as a subgraph? Network cost...
and symmetry are also used as evaluation measures [2–4]. In this study, we propose a symmetric graph that has a lower network cost than a star graph.

The network cost of a graph is its degree × diameter. Minimizing the network cost is highly similar to the \((d,k)\) problem and the packing density problem. These problems involve finding a graph that has a small degree and diameter. Graphs with a low network cost are advantageous in various applications. When a graph is applied, the degree is the initial setup cost, and the diameter is the cost of running the algorithm. When an edge is added to a graph, the degree increases, whereas the diameter decreases. Conversely, if an edge is removed, the degree decreases and the diameter increases. Because there is a trade-off between the degree and diameter, finding a graph with a low network cost is difficult [5, 6].

In a symmetric graph, the topological properties of the graph are the same viewed from any point (node). Suppose that for any two nodes \(u\) and \(v\) in graph \(G\), there is a bijection that maps \(u\) onto \(v\). Consider that \(G\) is node-transitive. If for any two edges \((u, v)\) and \((x, y)\) in \(G\) there exists a bijection that maps \((u, v)\) onto \((x, y)\), then \(G\) is edge-transitive. If \(G\) is both node and edge-transitive, it is a symmetric graph. When a symmetric graph is applied, it provides a significant advantage: an evaluation measure that is analyzed or an algorithm that is created at an arbitrary node can be used at all other nodes. Examples of algorithms include routing, broadcasting, Hamiltonian cycle (path), and binary graph construction algorithms [4, 7, 8].

The star graph in Figure 1a was introduced as an alternative to the well-known hypercube because of its excellent network cost. In star graph, each node \(S_1S_2S_3 \ldots S_{k−1}S_kS_{k+1} \ldots S_{n−2}S_{n−1}S_n\) is connected to nodes \(S_1S_2S_3 \ldots S_{k−1}S_kS_{k+1} \ldots S_{n−2}S_{n−1}S_n\) (2 ≤ \(k\) ≤ \(n\)). A hypercube \(Q_n\) has a diameter of \(n\), degree of \(n\), and \(2^n\) nodes. The star graph \(S_n\) has a diameter of \(1.5n - 2\), a degree of \(n - 1\), and \(n!\) nodes. The network cost of both graphs is \(O(n^2)\). Thus, for a network cost on the same order, the number of nodes in the hypercube increases by a factor of two, whereas the number of nodes in the star graph increases by a factorial linear arrangement. The star graph is therefore superior to the hypercube in terms of the network cost per node. Star graph-like networks include stars [9], hyper stars [10], macro stars [11], matrix stars [12], bubble sort [13], and hierarchical stars [14].

![Figure 1](image-url) Four-dimensional star \(S_4\) and log star \(LS_4\).

In this study, we propose a symmetric log star graph that has a lower network cost than a star graph. In Section 2, the notation used throughout the paper is listed, and the log star is defined. In Section 3, we analyze the basic topological properties, symmetry, subgraphs, and connectivity of log stars. In Section 4, we present a routing algorithm and
analyze the diameter and network cost, which we compare with the network cost of star graph-like networks. Finally, in Section 5, we present our conclusions.

2. Notation and Definition of the Log Star

In this section, we provide the definitions used in this paper, and we define the log star LS

where the total number of edges is \((LS) \) Theorem 1. The swap operation for \( S \) is \( SO \) Definition 3. The exchange operation for \( S \) is \( EO \) Definition 2.

\[ S \]

Further, it is an undirected graph, of \( EE \) is \( \log \)

the total number of nodes is \( n \). Let an arbitrary node be \( S = S_1 S_2 S_3 \ldots S_{k−1} S_k S_{k+1} \ldots S_{2k−1} S_{2k} S_{2k+1} \ldots S_{n−2} S_{n−1} S_n \). In Definition 2, the symbols \( s_1 \) and \( S_k \) are exchanged with each other, and in Definition 3, multiple symbols are exchanged.

**Definition 1.** \( S_k \) is the \( k \)-th symbol, \( s_1 \) is the most significant bit (MSB), and \( S_n \) is the least significant bit (LSB).

**Definition 2.** The exchange operation for \( S \) is \( EO_k(S) = S_k S_2 S_3 \ldots S_{k−1} S_1 S_{k+1} \ldots S_{2k−1} S_{2k} S_{2k+1} \ldots S_{n−2} S_{n−1} S_n, k = 2^0 + 1, 2^1 + 1, 2^2 + 1, \ldots, 2^{n/2} + 1. \)

**Definition 3.** The swap operation for \( S \) is \( SO_k(S) = S_{k+1} \ldots S_{2k−1} S_{2k} S_1 S_3 \ldots S_{k−1} S_k S_{k+1} \ldots s_{n−2} S_{n−1} s_n, k = 2^0, 2^1, 2^2, \ldots, 2^{n/2}. \)

The definition of log star \( LS_n \) is as follows.

\[ LS_n = (V, E) \mid n = 2^m, \text{ where } m \text{ is a natural number.} \]

\[ \text{node } V = \{ S_1 S_2 S_3 \ldots S_{k−1} S_k S_{k+1} \ldots S_{n−2} S_{n−1} S_n \mid 1 \leq S_k \leq n, 1 \leq k \leq n \}. \]

The edges in \( LS_n \) are divided into exchange edges (EEs) and swap edges (SEs) and are defined as follows:

- Exchange edge \( EE_k = (S, EO_k(S)). \)
- Swap edge \( SE_k = (S, SO_k(S)). \)

For example, in \( LS_8 \), the (connected edge, neighboring node) pairs for node 12345678 are as follows:

- Exchange edges: \((EE_2, 21345678), (EE_3, 32145678), (EE_5, 52341678). \)
- Swap edges: \((SE_2, 3415678), (SE_6, 4325678), (SE_4, 56781234). \)

Figure 1b shows an \( LS_1 \) where the solid lines within the hexagons are EEs, and the dotted lines connecting one hexagon to another are the SEs. Furthermore, \( SE_1 \) and \( EE_2 \) are the same edges.

A path can be expressed as a sequence of nodes from a start node to a destination node. In this case, the neighboring nodes are connected by edges. A path can be defined as follows:

- The notation \( \rightarrow \) is used to indicate a path. For example, the path between 1234, 2134, 3421, and 4321 in Figure 1b can be represented as follows:
  - 1234 → 2134 → 3421 → 4321
  - 1234 → EE_1 → 2134 → SE_2 → 3421 → EE_1 → 4321.

3. Topological Properties of the Log Star

Here, we examine the basic topological properties of the LS.

**Theorem 1.** \( LS_n \) is a regular graph with a degree of \( 2\log_2 n − 1 \); its number of nodes is \( n! \), and its number of edges is \( n!\log_2 n − 0.5n \).

**Proof.** Since the node address of \( LS_n \) is a permutation of the natural numbers from 1 to \( n \), the total number of nodes is \( n! \). At every node, the number of SEs is \( \log_2 n \), and the number of EEs is \( \log_2 n \). Since \( SE_1 \) and \( EE_2 \) are the same, the degree is \( 2\log_2 n − 1 \). Because \( LS_n \) has the same degree at each node, it is a regular graph. Further, it is an undirected graph, where the total number of edges is \( (n! \times (2\log_2 n − 1))/2 = n!\log_2 n − 0.5n! \). □
Two graphs with the same topology are called isomorphic, regardless of their shape. Consider the graphs $G(V, E)$ and $H(V, E)$ and the mapping functions $f: V(G) \rightarrow V(H)$ and $g: E(G) \rightarrow E(H)$. If bijections $f$ and $g$ exist, then $G$ and $H$ are isomorphic. Here, if $f: V(G) \rightarrow V(G)$ and $g: E(G) \rightarrow E(G)$, then graph $G$ is automorphic and symmetric. This can be explained as follows: for any two nodes $u$ and $v$ of $G$, if there is a bijection that maps $u$ to $v$, then $G$ is a node-transitive graph. For any two edges $(u, v)$ and $(x, y)$ of $G$, if there is a bijection that maps $(u, v)$ to $(x, y)$, $G$ is an edge-transitive graph. If $G$ is both node and edge-transitive, it is a symmetric graph. It is well known that a permutation composed of natural numbers, as in a star graph, is a symmetry group [4] and that symmetry groups are automorphic. Since the nodes of $LS_n$ are permutations from 1 to $n$, $LS_n$ is a node-transitive graph. The proof of edge transitivity is provided in Theorem 2, and node transitivity is omitted.

**Theorem 2.** $LS_n$ is a symmetric graph.

**Proof.** Let an arbitrary node be $S = S_1S_2S_3 \ldots S_k \ldots S_{n-1}S_n$. The mapping function is $f = S_1S_2S_3 \ldots S_k \ldots S_{n-1}S_n \rightarrow S_1S_2S_3 \ldots S_k \ldots S_{n-1}S_n$. The mapping function $f$ is a bijection, which can be any function that exchanges symbols. An edge that is connected to $S$ is omitted. 

First, consider the mapping of an EE:

If $S = S_1S_2S_3 \ldots S_k \ldots S_{n-1}S_n$, then $T = S_kS_2S_3 \ldots S_1 \ldots S_{n-1}S_n$. $f(S) = S_1S_2S_3 \ldots S_k \ldots S_{n-1}S_n$. Thus, $f(S)$ and $f(T)$ are exactly connected with the EE.

Next, consider the mapping of an SE:

If $S = S_1S_2S_3 \ldots S_{k-1}S_kS_{k+1} \ldots S_{2k-1}S_{2k}S_{2k+1} \ldots S_{n-2}S_{n-1}S_n$, then $T = S_{k+1} \ldots S_{2k-1}S_{2k}S_{2k+1} \ldots S_{n-2}S_{n-1}S_n$. $f(S) = S_1S_2S_3 \ldots S_{k-1}S_kS_{k+1} \ldots S_{2k-1}S_{2k}S_{2k+1} \ldots S_{n-2}S_{n-1}S_n$. Thus, $f(S)$ and $f(T)$ are thus exactly connected to SE. Therefore, $LS_n$ is a node and edge-transitive graph and is symmetric. □

If all the nodes of a graph are connected, it is a connected graph; that is, in a connected graph, there is a path from an arbitrary node to every other node in the graph. The node addresses are expressed as permutations. If the MSB can move to any other position, the opposite is also possible. Thus, it has been shown that $LS_n$ is a connected graph.

**Theorem 3.** $LS_n$ is a connected graph.

**Proof.** We examined $LS_4$ and $LS_8$ and generalized $LS_n$ above. Definitions 2 and 3 are used here. In $LS_4$, $S = S_1S_2S_3S_4$. The movement of the MSB by SO is as follows:

$$S_1S_2S_3S_4 = S,$$
$$S_2S_1S_3S_4 = S0_1(S),$$
$$S_3S_2S_1S_4 = S0_2(S),$$
$$S_3S_4S_2S_1 = S0_2(S0_1(S)).$$
Therefore, $LS_4$ is a connected graph. In $LS_8$, $S = s_1 s_2 s_3 s_4 s_5 s_6 s_7 s_8$. For $LS_4$, it has been shown that the MSB can move to positions 2, 3, and 4. If SO$_4$ is added, the MSB can move to positions 5, 6, 7, and 8. The movement of the MSB by SO is as follows:

$$
S_1 S_2 S_3 S_4 = S.
S_2 S_1 S_3 S_4 = SO_1 (S).
S_3 S_4 S_1 S_2 = SO_2 (S).
S_4 S_3 S_2 S_1 = SO_3 (SO_1 (S)).
S_3 S_6 S_7 S_8 S_1 S_2 S_3 S_4 = SO_4 (S).
S_3 S_6 S_7 S_8 S_2 S_3 S_4 = SO_4 (SO_1 (S)).
S_5 S_6 S_7 S_8 S_4 S_1 S_2 = SO_4 (SO_2 (S)).
S_5 S_6 S_7 S_8 S_3 S_2 S_1 = SO_4 (SO_2 (SO_1 (S))).
$$

Therefore, $LS_8$ is also a connected graph. In $LS_n$, the MSB can move to positions 2, 3, 4, \ldots, $n/2$. If SO$_{n/2}$ is added, the MSB can move to positions $n/2 + 1$, $n/2 + 2$, \ldots, $n$. Therefore, $LS_n$ is a connected graph. □

Let $G = (V, E)$ and $H = (V, E)$. If $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$, $H$ is called a subgraph of $G$. Consider subgraphs $H_1$ and $H_2$ of $G$. When $V(H_1) \cap V(H_2) = \emptyset$ and $E(H_1) \cap E(H_2) = \emptyset$, the two subgraphs are said to be both node and edge-disjoint. Disjoint subgraphs can be used for process allocation, load balancing, broadcasting algorithms, and disjoint paths. The disjoint subgraphs of $LS_n$ are presented below.

**Theorem 4.** $LS_n$ consists of $n!/n^2$! subgraphs $LS_{n/2}$. The number of nodes in the subgraphs is $(n/2)!$, and they are node- and edge-disjoint with each other.

**Proof.** The number of nodes in $LS_4$ is 4!. $LS_4$ comprises 12 (=4!/2!) $LS_2$. The number of nodes in $LS_2$ is 2!. Figure 2 shows the subgraphs $xx12$, $xx13$, $xx14$, $xx23$, $xx24$, $xx21$, $xx34$, $xx31$, $xx32$, $xx41$, $xx42$, and $xx43$. $x$ refers to an arbitrary number.

![Figure 2. Subgraphs of $LS_4$.](image)

The number of nodes in $LS_8$ is 8!. $LS_8$ consists of 8!/4! $LS_4$, and the number of nodes in $LS_4$ is 4!. The number of nodes in $LS_n$ is $n!$, and $LS_n$ consists of $n!/(n/2)!$ $LS_{n/2}$. The number of nodes in $LS_{n/2}$ is $(n/2)!$. □
Theorem 5. \( LS_n \) comprises \( 2n!/n^2 \) subgraphs. The subgraphs are both node and edge-disjoint, and the number of nodes is \( 0.5n^2 \). All the subgraphs have Hamiltonian cycles and paths.

Proof. First, \( LS_4 \) and \( LS_8 \) are examined, and then the result is generalized to \( LS_n \).

We first examine the subgraphs in \( LS_4 \):

To define a subgraph, the natural numbers 1 to 4 used in the node addresses of \( LS_4 \) are divided into two bundles, regardless of order. For example, they can be divided into bundles 12 and 34. There is no order inside a bundle. The node sets composed of these bundles are thus 1234, 2134, 1243, 2143, 3412, 3421, 4312, and 4321, which are shown as subgraphs (Figure 3). Note that the natural numbers could alternatively be divided into bundles 13 and 24 or 14 and 23. Consider the orange nodes in Figure 3, where the bundles 12 and 34 are not mixed; in the three subgraphs in Figure 3, the representative nodes are 1234, 1324, and 1423. We examine the path of repeating \( SE_1 \) and \( SE_2 \) four times at these nodes. This path is the Hamiltonian cycle of the subgraph, where the three cycles are represented by green, red, and orange. The number of nodes in a subgraph is 8. Because the numbers of the two bundles do not mix with each other in the \( SE \) operation, the three subgraphs are all node and edge-disjoint with each other. If the last \( SE_2 \) is omitted, the path is a Hamiltonian path, which is used on \( LS_8 \). If the start node of this path is \( s_1s_2s_3s_4 \), then the destination node is \( s_3s_4s_1s_2 \). The Hamiltonian sequence is \( HS_4 = SE_1 \rightarrow SE_2 \rightarrow SE_1 \rightarrow SE_2 \rightarrow SE_1 \rightarrow SE_2 \rightarrow SE_2 \rightarrow SE_1 \).

![Figure 3. Subgraphs with a Hamiltonian cycle in \( LS_4 \).](image)

We now consider the subgraphs in \( LS_8 \).

As for \( LS_4 \), we examine the division of the natural numbers 1 to 8 into two bundles, where the within-bundle order is irrelevant. For example, suppose the numbers are divided into bundles 1234 and 5678; in this case, \( n \) is the number of subgraphs: \( (n \times (n/2)) = (1 \times 2 \times 3 \times 4 \times 5 \times 6 \times 7 \times 8) = 1260 \). We explain this by taking one subgraph as an example. If \( HS_4 \) and \( SE_4 \) are repeated four times at node 12345678, a cycle with a path length of 32 (=\( n \times (n/2) \)) is created. The number of nodes in the subgraph is 32, and \( HS_8 = HS_4 \rightarrow SE_4 \rightarrow HS_4 \rightarrow SE_4 \rightarrow HS_4 \rightarrow SE_4 \rightarrow HS_4 \rightarrow SE_4 \):

\[
\begin{align*}
12345678 & \rightarrow \\
HS_4 & \rightarrow 34125678 \rightarrow SE_4 \rightarrow 56783412 \rightarrow \\
HS_4 & \rightarrow 78563412 \rightarrow SE_4 \rightarrow 34127856 \rightarrow \\
HS_4 & \rightarrow 12347856 \rightarrow SE_4 \rightarrow 78561234 \rightarrow \\
HS_4 & \rightarrow 56781234 \rightarrow SE_4 \rightarrow 12345678. 
\end{align*}
\]
We now generalize to the subgraphs in $LS_n$.

For $LS_{n-1}$, we examine the method of dividing the natural numbers 1–$n$ into two bundles, where the within-bundle order does not matter. In this case, there are $n!(n \times (n/2))$ subgraphs. If an operation is performed by repeating $HS_{n-1}$ and $SE_{n/2}$ four times at node $s = 1234 \cdots n$, a cycle with $n \times (n/2)$ nodes is created. The temporary node used in the operation is denoted as $t: HS_n \rightarrow SE_n \rightarrow t \rightarrow$.

\[
\begin{align*}
  s & \rightarrow \\
  HS_{n/2} & \rightarrow t \rightarrow SE_{n/2} \rightarrow t \rightarrow \\
  HS_{n/2} & \rightarrow t \rightarrow SE_{n/2} \rightarrow t \rightarrow \\
  HS_{n/2} & \rightarrow t \rightarrow SE_{n/2} \rightarrow s.
\end{align*}
\]

In the subgraph, the number of nodes and the Hamiltonian path length are the same, as shown below. According to the rule described above for creating subgraphs, the path length of the $LS_n$ subgraph is equal to the path length of $LS_{n-1}$ multiplied by 4. Recall that the path length of $LS_4$ is 8. The path length can thus be summarized as follows:

- $LS_4 = 8 \ (= 4 \times 2)$.
- $LS_8 = 32 \ (= 8 \times 4)$.
- $LS_{16} = 128 \ (= 16 \times 8)$.
- $LS_{32} = 128 \ (= 32 \times 16)$.

Therefore, $LS_n$ has $n!/(n \times (n/2))$ subgraphs that are node and edge-disjoint with each other and that have a path length of $n \times (n/2)$. \(\square\)

**Lemma 1.** $LS_4$ has a Hamiltonian cycle (path).

**Proof.** $LS_4$ has a Hamiltonian cycle with a start node of 1234 (Figure 4). Because the log star is a symmetric graph, there is a Hamiltonian cycle at every node. The path for creating the Hamiltonian cycle is as follows, where $() \times 2$ means that the operation in $()$ is repeated twice:

Hamiltonian cycle $HC_4 = ((EE_3 \rightarrow EE_1) \times 2 \rightarrow EE_3 \rightarrow SE_2) \times 4$.

![Figure 4. Hamiltonian cycle in $LS_4$.](image-url)
If the last operation, SE$_2$, is removed from HC$_4$, it becomes the Hamiltonian path. There is a Hamiltonian path with start node $s = s_1s_2s_3s_4$ and destination node SE$_2(s) = s_3s_4s_1s_2$, which is expressed as follows:

Hamiltonian path HP$_4 = ((EE_3 \rightarrow EE_1) \times 2 \rightarrow EE_3 \rightarrow SE_2) \times 3 \rightarrow (EE_3 \rightarrow EE_1) \times 2 \rightarrow EE_3$.

☐

4. Routing Algorithm and Comparison of Network Cost

Here, we present a routing algorithm and determine the network cost by analyzing the diameter compared with that of star graph-like networks.

Routing refers to the sending and receiving of messages between two nodes. A routing path is the path through which a message is transmitted and can be represented by a sequence of nodes with edges between the successive nodes in the sequence. Following the routing path is equivalent to changing the address of the start node to that of the destination node by using an edge operator. To describe a routing path, several definitions are first established. This stage is called the “setup,” where the symbols to be exchanged are defined. In Figure 5, 12 and 56 are symbols that need to be exchanged. Let the start node be $S = S_1S_2S_3\ldots S_{k-1}S_kS_{k+1}\ldots S_{2k-1}S_{2k}S_{2k+1}\ldots S_{n-2}S_{n-1}S_n$, and the destination node is $T = t_1t_2t_3\ldots t_{k-1}t_kt_{k+1}\ldots t_{2k-1}t_{2k}t_{2k+1}\ldots t_{n-2}t_{n-1}t_n$.

![Diagram of Setup in LS$_8$](image)

Figure 5. Setup in LS$_8$.

< setup >

**Definition 4.** In the address of node $S$, there is a set $sf = \{S_1S_2S_3\ldots S_{n/2}\}$, and $sr = \{S_{n/2+1}\ldots S_n\}$. In the case of node $T$, $tf = \{t_1t_2t_3\ldots t_{n/2}\}$, and $tr = \{t_{n/2+1}\ldots t_n\}$.

**Definition 5.** Set $fdif = \{sf\} - \{tf\}$, and set $rdif = \{sr\} - \{tr\}$. In $fdif$ and $rdif$, there is a sequential order, and the $m^{th}$ rdif element is denoted by $rdif[m]$.

In Figure 5, for example, suppose $S = 12345678$ and $T = 34561278$. Then $sf = \{1, 2, 3, 4\}$, $tf = \{3, 4, 5, 6\}$, $sr = \{5, 6, 7, 8\}$, and $tr = \{1, 2, 7, 8\}$. In this case, $fdif = \{1, 2\}$, $rdif = \{5, 6\}$, $|fdif| = 2$, $rdif[1] = 5$, and $rdif[2] = 6$.

Routing is performed recursively using a typical separate-and-conquer method. Because it has already been conquered in the separation process, there is no additional conquer work to be performed when the separation is completed. The separation() of Algorithm 2 divides the symbols into two regions: separation() exchanges $fdif$ in $sf$ with $rdif$ in $sr$. Once separation() is executed, there is no additional symbol movement between $sf$ and $sr$. Separation() is then executed again on $sf$ and $sr$. If $|sf| = |sr| = 1$, the separation() is terminated, and the routing is complete.

We provide an example to clarify the routing process. This explanation should be read with reference to Figure 6 and the routing algorithm. In LS$_8$, let $S = 32861457$ and $T = 12345678$. $fdif = \{sf\} - \{tf\} = \{8, 6\}$, and $rdif = \{sr\} - \{tr\} = \{1, 4\}$. $|fdif| = |rdif| = 2$. Because $|fdif|$ is not greater than 2 ($= n/4$), swap $\dag$ in the routing algorithm is skipped. In separation(), symbols 8 and 6 in $sf$ and symbols 1 and 4 in $sr$ are exchanged with each other. Figure 6 shows the stages in which the separation() is executed. In stage 1, $sf = \{4, 1, 3, 2\}$,
and \( sr = \{6, 8, 5, 7\} \). In stage 2, the same operation is repeated at \( sf \) and \( sr \). Thus, \( S = sf = \{4, 1, 3, 2\} \) and \( T = tf = \{1, 2, 3, 4\} \), and 4 in \( sf \) and 2 in \( sr \) are exchanged. As a result, \( sf = \{2, 1\} \) and \( sr = \{4, 3\} \). In the next stage, the results are \( sf = \{1, 2\} \) and \( sr = \{3, 4\} \). The operations are the same in the remaining part. If the skipped part is included, the entire routing path is as follows:

\[
S = 32861457 \rightarrow SE_2 \rightarrow 86321457 \rightarrow SE_4 \rightarrow 14578632 \rightarrow EE_5 \rightarrow 84571632 \rightarrow SE_1 \rightarrow 48571632 \rightarrow SE_4 \rightarrow 16324857 \rightarrow SE_1 \rightarrow 61324857 \rightarrow EE_5 \rightarrow 41326857.
\]

The second execution of separation():

\[
41326857 \rightarrow SE_2 \rightarrow 32416857 \rightarrow SE_1 \rightarrow 23416857 \rightarrow EE_3 \rightarrow 43216857 \rightarrow SE_2 \rightarrow 21436857.
\]

The third execution of separation():

\[
21436857 \rightarrow SE_1 \rightarrow 12436857.
\]

The fourth execution of separation():

\[
12436857 \rightarrow SE_2 \rightarrow 43126857 \rightarrow SE_1 \rightarrow 34126857 \rightarrow SE_2 \rightarrow 12346857.
\]

The operations on \( sr \) are performed in the same way as those on \( sf \), whereby 6857 becomes 5678. The processing sequence is illustrated in Figure 6.

The routing algorithm is shown in Algorithm 1, where \( = \) is an equality operator and \( \overset{\text{①}}{\overbrace{\text{swap}}} \) is an assignment operation:

Algorithm 1. routing\( (S, T) \) {

| Line | Description |
|------|-------------|
| 1    | if \( |S| = 1\) return end-if |
| 2    | <set up > |
| 3    | if \( |fdif| > n/4\) |
| 4    | \( S = S \rightarrow SE_{n/2} \) |
| 5    | <set up > |
| 6    | end-if |
| 7    | separation\( (S) \) |
| 8    | routing\( (sf, tf) \) |
| 9    | \( S = S \rightarrow SE_{n/2} \) |
| 10   | routing\( (sf, tr) \) |
| 11   | \( S = S \rightarrow SE_{n/2} \) |
| 12   | } |

Figure 6. Separation() call steps and sequence in LS8.
Algorithm 2. separation(S)

1: for (m = 1; m ≤ |fdif|; m ++) {
2:    movemsb(sf, fdif[m])
3:    SE n/2
4:    movemsb(sf, rfdif[m])
5:    SE n/2
6: }
7: if (|fdif| is odd) SE n/2 end-if
8: }

The separation() exchanges symbols. The exchange method is as follows:

- The first symbol to be exchanged is moved to the MSB through the movemsb() function of Algorithm 3;
- A half is swapped through SE n/2;
- The second symbol to be exchanged is moved to the MSB through movemsb();
- MSB and S(n/2)+1 are exchanged with each other through EE n/2.

Algorithm 3. movemsb(S, sm)

1: if (|S| == 1) return end-if
2: h = the index of sm in S
3: if |S|/2 < h SE n/2 end-if
4: movemsb(sf, sm)
5: }

The diameter is an important measure for evaluating a graph. It is the farthest distance between two nodes in the graph when taking the shortest path. In the worst case, it is the routing path length, which represents the software cost when the graph is implemented as a system.

Theorem 6. The diameter of LSₙ is \(0.5n(\log_2 n)^2 + 0.75n\log_2 n\).

Proof. The diameter analysis can be replaced by an analysis of the worst-case time complexity of the routing algorithm. In Figure 6, because the size of the problem decreases by half after each iteration and the process ends when the size reaches 1, the number of stages is \(a = \log_2 n\). In the worst case, the number of symbols to be exchanged in a single stage is \(b = n/2\). The operations required to exchange two symbols are movemsb(), SE n/2, movemsb(), and EE n/2. When the number of symbols to be exchanged is odd, the EE edge is only required once. In the worst case, movemsb() is required to be \(\log_2 n\) for each symbol. The number of operations required to exchange the two symbols is therefore \(c = 2\log_2 n + 2 + 1\). Then, the following would be true:

\[
\text{Diameter } k = \text{number of stages } a \times \text{internal time complexity of the stage},
\]

and

\[
\text{Internal time complexity of a stage} = (\text{number of symbols to be exchanged } b \times \text{number of operations required to exchange two symbols } c)/2.
\]

Thus,

\[
diameter k = a \times (bc)/2 \\
= \log_2 n \times ((n/2 \times (2\log_2 n + 3))/2) \\
= \log_2 n \times n/4(2\log_2 n + 3) \\
= \log_2 n \times (0.5n\log_2 n + 0.75n) = 0.5n(\log_2 n)^2 + 0.75n\log_2 n.
\]
Network cost is an important measure for the evaluation of a network. Table 1 lists the network cost of $LS_n$ versus various star graph-like networks. To calculate the network cost of other networks, we investigated the diameter and degree of stars [9], hyper stars [10], macro stars [11], matrix stars [12], bubble sort [13], and hierarchical stars [14]. The network cost is shown in $O$ notation.

**Table 1.** Network cost comparison of $LS_n$ with other star graph-like networks.

| Network                   | #Node Number | Degree | Diameter | Network Cost       |
|---------------------------|--------------|--------|----------|--------------------|
| Star graph $s(n)$         | $n!$         | $n - 1$ | $1.5n - 2$ | $O(1.5^n)$        |
| Hyper star $HS(n,n/2)$    | $n!/(n/2)!^2$| $1.5n$ | $n - 1$  | $O(n^2)$          |
| Macro star $MS(2,n)$      | $(n + 1)!$   | $1.5n + 1$ | $2.5n + 1$ | $O(3.75n^2)$     |
| Matrix star $MTS(2,n)$    | $n!$         | $1.5n + 1$ | $2.5n + 2$ | $O(2.6n^2)$     |
| Bubble sort $BS(2n)$      | $n!$         | $2n - 1$  | $1.5n - 1$ | $O(3n^2)$        |
| Hierarchical star $HS(n,n)$| $(n!)^2$    | $n$     | $3n - 2$  | $O(3n^2)$        |
| Log star $LS(n)$          | $n!$         | $2\log_2 n - 1$ | $0.5n(\log_2 n)^2 + 0.75n\log_2 n$ | $O(n(\log_2 n)^2)$ |

Since $O(n(\log_2 n)^3) < O(n^2)$, LS is superior to other star graph-like networks in terms of its network cost (Table 1).

**5. Discussion**

Countless graphs have been published in various fields. Graphs are designed based on the characteristics of the problem to be solved, which also determine the most suitable evaluation measures for a graph. General-purpose evaluation measures that can be used in numerous fields include symmetry and network cost. In this study, we investigated the network cost of the representative star graph-like networks that were published to date and proposed a symmetric log star graph with a low network cost. For the log star $LS_n$, the number of nodes is $n$, the degree is $2\log_2 n - 1$, and the diameter is $0.5n(\log_2 n)^2 + 0.75n\log_2 n$. The network cost of $LS_n$ is $O(n(\log_2 n)^3)$, which is smaller than $O(n^2)$—the network cost of star graph-like networks. We analyzed the topological properties, connectedness, symmetry, and subgraph properties of the LS and proposed a routing algorithm. It is expected that in the future, various algorithms, such as broadcasting, processor allocation, parallel path, Hamiltonian path, spanning tree, and embedding, will be studied with respect to this graph.
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