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1. INTRODUCTION

1.A. Let \( \mu \) be a \( \sigma \)-finite measure on a measurable space \((Z, \mathcal{Z})\) and \( \varphi: Z \to \mathbb{R}^d \) a \( \mathcal{Z} \)-measurable vector-valued function referred to as the moment mapping. The linear space of the \( \mathcal{Z} \)-measurable functions \( g: Z \to \mathbb{R} \) with \( \mu \)-integrable \( \varphi g \) is denoted by \( G \), and

\[
G_a \triangleq \{ g \in G : \int_Z \varphi g \, d\mu = a \}, \quad a \in \mathbb{R}^d.
\]

Here, \( a \) is the moment vector of \( g \in G_a \) while the functions \( g \notin G \) have no moment vectors. The set of nonnegative functions in \( G/G_a \) is denoted by \( G^+/G_a^+ \).

This work studies the minimization of integral functionals of the form

\[
H_\beta(g) \triangleq \int_Z \beta(z, g(z)) \, \mu(dz)
\]

subject to \( g \in G_a \). Here, \( \beta: Z \times \mathbb{R} \to (-\infty, +\infty] \) is a normal convex integrand [50, Chapter 14] such that for \( z \in Z \) the function \( t \mapsto \beta(z, t) \) is finite and strictly convex when \( t > 0 \) and equals \( +\infty \) when \( t < 0 \). The positive and negative parts of the integral in (1) may be both infinite, in which case the integral is taken to be \( +\infty \) by convention. A necessary condition for \( H_\beta(g) < +\infty \) is the nonnegativity of \( g \), thus the minimization of \( H_\beta \) is actually over the family \( G_a^+ \).

1.B. Minimization problems of this kind emerge across various scientific disciplines, notably in inference. When \( g \) is an unknown nonnegative function on \( Z \) whose moment vector \( \int_Z \varphi g \, d\mu \) can be measured in an experiment providing a vector \( a \), typical inference principles call for adopting, as ‘best guess’ of \( g \), a minimizer of \( H_\beta \) over \( G_a^+ \), for a specific choice of \( \beta \). The unknown \( g \) may be a probability density, or its integral may be known otherwise, in which case one coordinate function of the moment mapping \( \varphi \) is taken to be identically 1. Most often autonomous integrands are used, which means that \( \beta \) does not depend on the first coordinate \( z \in Z \). Typical choices are \( t \ln t \) or \( -\ln t \) or \( t^2 \) giving \( H_\beta(g) \) equal to the negative Shannon or Burg entropy\(^1\) or squared \( L^2 \)-norm of \( g \geq 0 \).

If a ‘prior guess’ \( h \) for \( g \) is available, that would be adopted before the measurement, related inference principles suggest to take as ‘best guess’ after the measurement the minimizer of some ‘distance’ of \( g \) from \( h \) subject to \( g \in G_a^+ \). Two kinds of non-metric distance often used in this context are Bregman distances, see eq. (8), and \( \gamma \)-divergences, see eq. (44). The most familiar is the information \((I-)\) divergence, also called Kullback–Leibler distance or relative entropy, that belongs to both families. For \( h \) fixed, both

\(^1\)Here, ‘entropy’ is understood in a wide sense. Shannon entropy in the strict sense refers to the case when \( \mu \) is the counting measure on a finite or countable set and \( g \) is a probability mass function.
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kinds of distance are nonnegative integral functionals in \( g \) of the form (1), with non-autonomous integrands. The minimization of \( \gamma \)-divergences can be easily reduced to that of integral functionals with autonomous integrands, see Appendix C but this is not possible for Bregman distances except in special cases. It will become evident below that Bregman distances inevitably enter the minimization of \( H_\beta \) over \( \mathcal{G}_a^+ \), even in the autonomous case.

Another common approach to inference problems as above is to specify a priori a family of functions \( f_\vartheta \) parameterized by some \( \vartheta \) and search in that family a function whose moment vector equals the experimentally measured vector \( a \), thus solve the equation \( \int_Z \varphi f_\vartheta \, d\mu = a \) in the parameter \( \vartheta \). There is a close relationship between this approach and the one based on the minimization of \( H_\beta \) given moment constraints. Indeed, the latter will suggest to use the parametric family defined after eq. (4). If some function in that family has moment vector equal to \( a \) then this function minimizes \( H_\beta \) on \( \mathcal{G}_a^+ \). Even if no such function exists, it is usually possible to specify a ‘best’ function in the family, which is also a ‘generalized solution’ of the minimization problem.

1.C. The minimization of \( H_\beta \) over \( \mathcal{G}_a \), or equivalently over \( \mathcal{G}_a^+ \), is approached here by convex duality theory, as in [8, 10]. A strategy is to introduce the value function \( J_\beta \) by

\[
J_\beta(a) \triangleq \inf_{g \in \mathcal{G}_a^+} H_\beta(g), \quad a \in \mathbb{R}^d,
\]

and to study its conjugate and biconjugate. The value function ranges in \([-\infty, +\infty]\) and is convex. The case when it is identically \(+\infty\) is often excluded, writing \( J_\beta \neq +\infty \), but it is sometimes not straightforward to recognize. Usually, the value function is proper, thus not identically \(+\infty\) and never equal to \(-\infty\). No general description of the effective domain \( \text{dom}(J_\beta) \) of the value function, thus the set of \( a \in \mathbb{R}^d \) with \( J_\beta(a) < +\infty \), seems to be available in literature. This domain is contained in the set of the moment vectors \( \int_Z \varphi g \, d\mu \) of the functions \( g \in \mathcal{G}_a^+ \), that is called here the \( \varphi \)-cone \( \text{cn}_\varphi(\mu) \) of \( \mu \). Theorem 6.8 describes \( \text{dom}(J_\beta) \) in terms of faces of \( \text{cn}_\varphi(\mu) \). A crucial point is to represent the \( \varphi \)-cone via a new concept of conic core for Borel measures on \( \mathbb{R}^d \), introduced in Section 5 similarly to the convex cores in [25].

The minimization in (2) is the primal problem and the infimum \( J_\beta(a) \) is the primal value for \( a \). The value is attained if a minimizer exists. Since \( \beta \) is strictly convex, if \( J_\beta(a) \) is finite then such a minimizer is unique\(^2\) and it is referred to as the primal solution \( g_a \) for \( a \). A first goal is to recognize whether the primal value is finite, then whether it is attained in which case a construction of the primal solution is desirable. A second goal is to understand the behavior of minimizing sequences \( g_n \) in \( \mathcal{G}_a^+ \) for which \( H_\beta(g_n) \) converges to the primal value \( J_\beta(a) \). When all minimizing sequences converge to a common limit locally in measure then the limit function will be called the generalized primal solution and denoted by \( \hat{g}_a \). This convergence, denoted by \( g_n \rightharpoonup \hat{g}_a \), means that \( \mu(Y \cap \{|g_n - \hat{g}_a| > \varepsilon\}) \to 0 \) for every \( Y \in \mathcal{Z} \) of finite \( \mu \)-measure and every \( \varepsilon > 0 \). The fact justifying the terminology that each primal solution is also a generalized primal solution is discussed in Subsection 1.E. after eq. (5), see also Corollary 7.7.

\(^2\) in the sense that any two minimizers are \( \mu \)-a.e. equal. As a rule, equality of functions is understood \( \mu \)-a.e., unless \( z \in \mathcal{Z} \) is included in the notation.
The convex conjugate $J^\ast_\beta$ of the value function is defined by

$$J^\ast_\beta(\vartheta) \triangleq \sup_{a \in \mathbb{R}^d} \left[ \langle \vartheta, a \rangle - J_\beta(a) \right], \quad \vartheta \in \mathbb{R}^d,$$

where $\langle \cdot, \cdot \rangle$ is the scalar product on $\mathbb{R}^d$. The conjugate $\beta^\ast$ of $\beta$, 

$$\beta^\ast(z, r) \triangleq \sup_{t \in \mathbb{R}} \left[ rt - \beta(z, t) \right], \quad z \in \mathbb{Z}, \ r \in \mathbb{R},$$

is a convex normal integrand, giving rise to the integral functional $H_{\beta^\ast}$ and the convex function $K_\beta$ given by

$$K_\beta(\vartheta) \triangleq \int_\mathbb{Z} \beta^\ast(z, \langle \vartheta, \varphi(z) \rangle) \mu(dz) = H_{\beta^\ast}(\langle \vartheta, \varphi \rangle), \quad \vartheta \in \mathbb{R}^d.$$ 

The following key fact is referred to as the integral representation of $J^\ast_\beta$. Its proof, building on [47, 48, 50], is presented in Appendix A.

**Theorem 1.1.** If $J_\beta \not\equiv +\infty$ then $J^\ast_\beta = K_\beta$.

The convex conjugate $J^\ast_\beta$ is proper if and only if $J_\beta$ is proper [49, Theorem 12.2], which takes place if and only if $\text{dom}(J_\beta)$ and $\text{dom}(J^\ast_\beta)$ are both nonempty. When $\text{dom}(J_\beta) = \emptyset$, thus Theorem 1.1 does not apply, $K_\beta$ may differ from $J^\ast_\beta \equiv -\infty$ and may be a proper convex function, see Example 10.1. A sufficient condition for $J_\beta$ to be proper is the finiteness of $K_\beta$ on an open set, see Corollary 3.11, a new result below.

The biconjugate of $J_\beta$ is obtained by conjugating $J^\ast_\beta$,

$$J^{\ast\ast}_\beta(a) \triangleq \sup_{\vartheta \in \mathbb{R}^d} \left[ \langle \vartheta, a \rangle - J^\ast_\beta(\vartheta) \right], \quad a \in \mathbb{R}^d.$$ 

If $J_\beta \not\equiv +\infty$ then $J^{\ast\ast}_\beta = K^\ast_\beta$, by Theorem 1.1.

The maximization in the conjugation of $K_\beta$

$$K^\ast_\beta(a) = \sup_{\vartheta \in \mathbb{R}^d} \left[ \langle \vartheta, a \rangle - \int_\mathbb{Z} \beta^\ast(z, \langle \vartheta, \varphi(z) \rangle) \mu(dz) \right], \quad a \in \mathbb{R}^d,$$

is called the dual problem for $a$, also when $J_\beta \equiv +\infty$, thus when Theorem 1.1 does not apply. The supremum $K^\ast_\beta(a)$ in (3) is a dual value. If it is finite and attained, each maximizer is a dual solution. The latter situation is also referred to as existence of Lagrange multipliers, see [10]. There is an intimate relationship between the primal and dual problems discussed in detail below. The primal value always dominates the dual one, see Lemma 4.1. Their distance is the duality gap. If the gap is zero, thus the primal and dual values coincide, the dual problem provides valuable information on the primal one. What makes the strategy effective is that the dual problem is finite dimensional and unconstrained.

1.D. Standard results are typically proved under the pair of conditions

$$J_\beta \text{ is proper and } a \in \text{ri}(\text{dom}(J_\beta)) \quad \text{(PCQ)}$$

referred to jointly as the primal constraint qualification. Here, $\text{ri}$ stands for the relative interior. A convex function that takes the value $-\infty$ somewhere, does so everywhere in
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the relative interior of its effective domain, and thus the PCQ can be equivalently stated replacing the first condition by $J_\beta(a) > -\infty$. By Remark 6.7, the second condition in PCQ is equivalent to the existence of a positive function $g$ in $G_a$. Under the PCQ for $a$, the duality gap is zero, $J_\beta(a) = K_\beta^*(a)$ [19, Theorems 7.4 and 12.2].

A special role will be played by the set $\Theta_\beta$ of those $\vartheta \in \text{dom}(K_\beta)$ for which the function $r \mapsto \beta^*(z,r)$ is finite in a neighborhood of $(\vartheta, \varphi(z))$ for $\mu$-a.a. $z \in Z$. This set is convex but possibly empty. The assumption

$$\Theta_\beta \text{ is nonempty} \quad (DCQ)$$

is referred to as the dual constraint qualification (DCQ). For sufficient conditions of its validity see Remark 3.3. If the DCQ holds, maximization in the dual problem [3] can be restricted to $\Theta_\beta$ without changing the dual value or loosing a dual solution, see Lemmas 3.3 and 4.7.

Computation of directional derivatives of $K_\beta$ features the following functions $f_\vartheta$ of $z \in Z$,

$$f_\vartheta(z) \triangleq \begin{cases} 
(\beta^*)'(z,\langle \vartheta, \varphi(z) \rangle), & \text{if } \beta^*(z, \cdot) \text{ is differentiable at } \langle \vartheta, \varphi(z) \rangle, \\
0, & \text{otherwise.}
\end{cases} \tag{4}$$

The family $F_\beta \triangleq \{f_\vartheta : \vartheta \in \Theta_\beta\}$ will play a similar role as exponential families do in the case of the negative Shannon entropy functional [4, 17].

1.E. Let the PCQ hold for $a \in \mathbb{R}^d$. Then, the primal and dual values for $a$ are finite, coincide, $J_\beta(a) = K_\beta^*(a)$, and a dual solution $\vartheta \in \text{dom}(K_\beta)$ exists, by Lemma 4.2. If the DCQ fails then no primal solution exists and the generalized primal solution does not exist either, see Lemma 4.10 and Theorem 4.17. Otherwise, if $\Theta_\beta \neq \emptyset$, each dual solution $\vartheta$ belongs to $\Theta_\beta$ and gives rise to the same function $f_\vartheta$, by Corollary 4.8. This unique function from $F_\beta$ is called here the effective dual solution for $a$ and is denoted by $g^*_a$, see Remark 4.9. The primal solution $g_a$ exists if and only if $\int_Z \varphi g^*_a d\mu$ exists and equals $a$, in which case $g_a = g^*_a$, see Lemma 4.10. Alternatively, by the same lemma, the primal solution $g_a$ exists if and only if $F_\beta$ intersects $G_a$, thus the equation $\int_Z \varphi f_\vartheta d\mu = a$ has a solution $\hat{\vartheta} \in \Theta_\beta$. In this case, $F_\beta \cap G_a = \{g_a\}$. Subject to the PCQ and DCQ, these conditions are always satisfied if $K_\beta$ is essentially smooth, then $g_a$ exists and equals $g^*_a$, see Corollary 4.12. Otherwise, $g_a$ may not exist, for $g^*_a$ need not have moment vector, or its moment vector may differ from $a$, see Examples 10.3 and 10.6. Under the PCQ for $a$, however, the DCQ is necessary and sufficient for the existence of the generalized primal solution $\hat{g}_a$, which then coincides with the effective dual solution $g^*_a$, see Theorem 4.17 a new result.

The main results of this paper include extensions of the above assertions to the cases when the PCQ is relaxed to the finiteness of $J_\beta(a)$, see Section 7. These are relevant when the effective domain of $J_\beta$ includes a nontrivial relative boundary. Depending on the position of $a$ in the convex set $\text{dom}(J_\beta)$, the dual problem is modified, restricting the integration to a subset of $Z$ that corresponds to a face of the convex cone $cn_\varphi(\mu)$. In the modified problem a solution exists and the above assertions have appropriate reformulations, see Theorem 7.6. In particular, a primal solution exists if and only if an
extension of the family \( F_\beta \) intersects \( G_a \), see Corollary 7.9. This resolves existence of the primal and generalized primal solutions for \( a \in \mathbb{R}^d \) and their construction without the PCQ, whenever \( J_\beta(a) \) is finite, even if \( J_\beta(b) = -\infty \) for some \( b \neq a \).

Another main result is the generalized Pythagorean identity, see Theorem 7.10, asserting that for any \( a \in \mathbb{R}^d \) with \( J_\beta(a) \) finite there exists a unique function \( \tilde{g}_a \) such that

\[
H_\beta(g) = J_\beta(a) + B_\beta(g, \tilde{g}_a) + C_\beta(g), \quad g \in G_a^+, \tag{5}
\]

under a condition not stronger than the DCQ. Under the PCQ for \( a \) and DCQ, the function \( \tilde{g}_a \) equals \( g_a^* \) while in general \( \tilde{g}_a \) is constructed as the effective dual solution of a modified dual problem. In (5), \( B_\beta \) denotes Bregman distance defined by eq. (8) and \( C_\beta \) is a nonnegative correction functional, defined in special cases by eq. (18) and in general by eq. (22). The idea to involve a correction is new even under the PCQ and DCQ. When \( \beta \) is essentially smooth then \( C_\beta \) is identically zero and (5) without the correction becomes a Pythagorean identity. In general, omitting \( C_\beta \) in (5) a Pythagorean inequality arises. The inequality allows for the conclusions that the generalized primal solution \( \hat{g}_a \) exists and equals \( \tilde{g}_a \), and that if the primal solution \( g_a \) exists then \( g_a = \tilde{g}_a = \hat{g}_a \), using Corollary 2.14.

In absence of the PCQ, generalized solutions are introduced also for the dual problem, and their existence is proved under general conditions, see Theorem 9.5. The generalized primal and dual solutions coincide if the duality gap is zero. In general, their Bregman distance is not larger that the duality gap, see Remark 9.10.

1.F. This work is organized as follows. Section 2 collects definitions, technicalities, auxiliary lemmas, and presents general results on the normal integrands and Bregman distances. In Section 3, the function \( K_\beta \) is studied, its directional derivatives computed, and a new sufficient condition for \( J_\beta \neq +\infty \) is presented in terms of this function.

Section 4 summarizes results about the primal a dual problems, mostly familiar in the case of autonomous and essentially smooth integrands. These results cover the case when the PCQ holds, but some describe also the more general situation when the primal and dual values coincide and a dual solution exists. The concepts of effective dual solutions and of the correction functional are introduced and a first restricted version of the generalized Pythagorean identity is elaborated, which appears new already in this form. Another new result relates the existence of generalized primal solutions to the DCQ.

Conic cores are introduced and studied in Section 5. In Section 6 a geometric description of the effective domain of the value function is given via the \( \varphi \)-cone of \( \mu \). Section 7 formulates the main results on the primal problem without the PCQ, including the generalized Pythagorean identity. The main results are specialized to the problem of Bregman projections in Section 8 and general Pythagorean identities are also treated there. Section 9 is devoted to the dual problem, its main result is a theorem on existence of generalized dual solutions. All examples are collected in Section 10. The relations of this work to previous ones are discussed in Section 11.

Appendix A presents a proof of Theorem 1.1, extending a standard result about the interchange of integration and minimization. Appendix B describes how the usual approach to Shannon entropy maximization is embedded into the framework. Appendix C
addresses $\gamma$-divergences, and presents a lemma that would admit to restrict attention to finite measures $\mu$ throughout this paper.

2. PRELIMINARIES

The terminology and notation of [49] are mostly adopted. If $C \subseteq \mathbb{R}^d$ then $cl(C)$ is the closure and $ri(C)$ the relative interior of $C$, thus the interior in the topology of the affine hull of $C$. Subsets of $Z$ on which certain relations hold are denoted briefly by these relations in the curly brackets. For example, the level set \{ $z \in Z \colon g(z) > t$ \} of a function $g \colon Z \to \mathbb{R}$ is denoted by \{ $g > t$ \}. Shorthand notations for $\mu$-almost everywhere are $\mu$-a.e. or [\mu]. The function $sgn \colon \mathbb{R} \mapsto \{+, -\}$ assigns $+$ to the nonnegative and $-$ to the negative numbers.

2.A. Let $\Gamma$ denote the family of functions $\gamma \colon \mathbb{R} \to (-\infty, +\infty]$ that are finite and strictly convex for $t > 0$, equal to $+\infty$ for $t < 0$, and satisfy $\gamma(0) = \lim_{t \downarrow 0} \gamma(t)$. In terms of [49], $\gamma$ is proper and closed, thus lower semicontinuous (lsc). The effective domain $dom(\gamma)$ equals $(0, +\infty)$ or $[0, +\infty)$. The left/right derivatives of $\gamma$ at $t > 0$ are finite, $\gamma'_(t) \leq \gamma'_(t)$, and both $\gamma'_-$ and $\gamma'_+$ increase. Let $\gamma'_(0) \triangleq -\infty$ and $\gamma'_+(0) \triangleq \lim_{t \downarrow 0} \gamma'_+(t)$, which is the standard right derivative at 0 if $\gamma(0) < +\infty$. Further, let $\gamma(+) \triangleq \lim_{t \uparrow +\infty} \gamma(t)$ and $\gamma'(+\infty) \triangleq \lim_{t \uparrow +\infty} \gamma'_+(t)$. If $\gamma(+\infty) = +\infty$ then $\gamma$ is called cofinite. Otherwise, the function $t \mapsto t \gamma'_(+\infty) - \gamma(t)$ is increasing. If it has a finite limit as $t \uparrow +\infty$ then $\gamma$ is called asymptotically linear.

The convex conjugate $\gamma^* \in \Gamma$ is given by $\gamma^*(r) = \sup_{t > 0} [rt - \gamma(t)]$, $r \in \mathbb{R}$. It is finite and nonincreasing in the interval $(-\infty, \gamma'(+\infty))$ and $\gamma^*(r) = +\infty$ for $r > \gamma'(+)$. When $\gamma$ is not cofinite then $\gamma^*(\gamma'(+\infty)) \triangleq \lim_{t \uparrow +\infty} [t \gamma'(+) - \gamma(t)]$, thus $\gamma^*$ is finite at $\gamma'(+)$. If and only if $\gamma$ is asymptotically linear. If $r \downarrow -\infty$ then $\gamma^*(r) \downarrow -\gamma(0)$ where the limit is denoted also by $\gamma^*(-\infty)$. If $\gamma(0)$ is finite then $\gamma^*(r) = -\gamma(0)$ for $r \leq \gamma'_+(0)$. The strict convexity of $\gamma$ implies that $\gamma^*$ is essentially smooth [49, Theorem 26.3], thus $\gamma$ is differentiable in $(-\infty, \gamma'(+)$. If $\gamma$ is not cofinite then $\gamma^*(\gamma'(+) \uparrow +\infty$ as $r \uparrow \gamma'(+)$. The latter holds also when $\gamma$ is cofinite.

Let $u$ denote the function defined for $r < \gamma'(+) \equiv u(r) = (\gamma^*)'(r)$. The following lemma contains an elementary reformulation of the fact that the subgradient mappings of $\gamma$ and $\gamma^*$ are mutually inverse [49, Corollary 23.5.1].

**Lemma 2.1.** Let $\gamma \in \Gamma$. For $t \geq 0$ and $r \in \mathbb{R}$, if $\gamma'_-(t) \leq r \leq \gamma'_+(t)$ then $r < \gamma'(+) = t$ and $\gamma^*(r) = tr - \gamma(t)$.

The function $u$ is nondecreasing on $(-\infty, \gamma'(+\infty))$. It is strictly increasing if and only if $\gamma^*$ is strictly convex which is equivalent to the essential smoothness of $\gamma$, thus the differentiability of $\gamma$ in $(0, +\infty)$ together with $\gamma'_+(0) = -\infty$. Further, $u(r) \downarrow 0$ as $r \downarrow -\infty$, where the limit 0 is interpreted as $\gamma^*(r'(0))$, and $u(r) \uparrow +\infty$ as $r \uparrow \gamma'(+\infty)$. The function $u$ vanishes on the interval $(-\infty, \gamma'_+(0))$.

Another reformulation of Lemma 2.1 is convenient for future references.

**Lemma 2.2.** For $\gamma \in \Gamma$, $u$ defined as above and $r < \gamma'(+)$.\n
(i) $\gamma'_-(u(r)) \leq r \leq \gamma'_+(u(r))$;

(ii) $\gamma(u(r)) = ru(r) - \gamma^*(r)$.
2.B. Bregman distances will be defined by means of the following functions of two variables. Given $\gamma \in \Gamma$, for $s, t \geq 0$ let

$$\Delta_{\gamma}(s, t) \triangleq \gamma(s) - \gamma(t) - \gamma'_{\text{sgn}(s-t)}(t)[s - t]$$

if $\gamma'_+(t)$ is finite, otherwise. This definition of $\Delta_{\gamma}$ is extended to all $(s, t) \in \mathbb{R}^2$, letting $\Delta_{\gamma}(s, t) \triangleq +\infty$ if $s < 0$ or $t < 0$. Beyond these cases, $\Delta_{\gamma}(s, t)$ equals $+\infty$ if and only if $0 = s < t$ and $\gamma(0) = +\infty$, or $s > t = 0$ and $\gamma'_+(0) = +\infty$. The strict convexity of $\gamma$ implies that $\Delta_{\gamma}(s, t) \geq 0$ with the equality if and only if $s = t \geq 0$.

**Lemma 2.3.** For $\gamma \in \Gamma$ the function $\Delta_{\gamma} : \mathbb{R}^2 \to [0, +\infty]$ is lower semicontinuous.

**Proof.** By definition, $\Delta_{\gamma}$ is lsc at $(s, t)$ if $s \leq 0$ or $t \leq 0$. By nonnegativity, $\Delta_{\gamma}$ is lsc at $(s, t)$ if $s = t \geq 0$. Otherwise, for $s, t \geq 0$ different let $s_n \to s$ and $t_n \to t$ such that the sequence $\Delta_{\gamma}(s_n, t_n)$ has a finite limit $r$. Thus, $s_n$ and $t_n$ are eventually nonnegative. If $t > 0$ then the sequence $\gamma'_{\text{sgn}(s_n-t_n)}(t_n)(s_n - t_n)$ has at most two accumulation points $\gamma'_+(t)(s - t)$. Hence, $\Delta_{\gamma}$ is lsc at $(s, t)$ because $\gamma$ is lsc at $s$ and continuous at $t$. If $t = 0$ then $\gamma'_+(0) < +\infty$ since $r$ is finite. Therefore, $\Delta_{\gamma}(s_n, t_n)$ converges to $\Delta_{\gamma}(s, 0) = \gamma(s) - \gamma(0) - \gamma'_+(0) \cdot s$ whence $\Delta_{\gamma}$ is lsc at $(s, t)$. \qed

**Lemma 2.4.** If $s, t \geq 0$ then there exist sequences $s_n$ and $t_n$ of positive rational numbers such that $s_n \to s$, $t_n \to t$ and $\Delta_{\gamma}(s_n, t_n) \to \Delta_{\gamma}(s, t)$.

**Proof.** The assertion is trivial for $s = t$, taking $s_n = t_n$ rational. Otherwise, if $0 \leq s < t$ then limiting along sequences $s_n \downarrow s$, $t_n \uparrow t$ works by the continuity of $\gamma'_-$ from the left. Analogously, if $0 \leq t < s$ then $t_n \downarrow t$, $s_n \uparrow s$ works. \qed

**Lemma 2.5.** If $K > 0$ and $\varepsilon > 0$ then

$$m_{\gamma}^{K, \varepsilon} \triangleq \min \left\{ \min_{s \leq K} \Delta_{\gamma}(s, s + \varepsilon), \min_{t \leq K} \Delta_{\gamma}(t + \varepsilon, t) \right\}$$

is a positive lower bound on $\Delta_{\gamma}(s, t)$ whenever $0 \leq \min\{s, t\} \leq K$ and $|s - t| \geq \varepsilon$.

**Proof.** The two minima are finite and attained since $\Delta_{\gamma}$ is nonnegative and lsc, by Lemma 2.3. Then, they cannot vanish whence $m_{\gamma}^{K, \varepsilon} > 0$. For any $s \geq 0$ the function $t \mapsto \Delta_{\gamma}(s, t)$ is non-decreasing in $[s, +\infty)$, and thus lower bounded by $\Delta_{\gamma}(s, s + \varepsilon)$ for $t \geq s + \varepsilon$. For any $t \geq 0$ the function $s \mapsto \Delta_{\gamma}(s, t)$ is non-decreasing in $[t, +\infty)$, and thus lower bounded by $\Delta_{\gamma}(t + \varepsilon, t)$ when $s \geq t + \varepsilon$. It follows for $s, t \geq 0$ that if $|s - t| \geq \varepsilon$ then $\Delta_{\gamma}(s, t)$ is lower bounded by $\Delta_{\gamma}(s, s + \varepsilon)$ or $\Delta_{\gamma}(t + \varepsilon, t)$ which implies the assertion. \qed

2.C. For fixed $s$ with $\gamma(s)$ finite, the function $t \mapsto \Delta_{\gamma}(s, t)$ need not be continuous on $(0, +\infty)$, and it need not be convex even if $\gamma$ is differentiable. For fixed $t \geq 0$, with $t = 0$ allowed only when $\gamma'_+(0)$ is finite, the function

$$[\gamma|_t]: s \mapsto \Delta_{\gamma}(s, t)$$

differs from $\gamma$ on $(0, +\infty)$ by a piecewise linear function. This notation is introduced for the purposes of Section 8.
Lemma 2.6. Let \( \gamma \in \Gamma \) and \( t > 0 \), or \( t = 0 \) if \( \gamma'(0) \) is finite. Then, \( [\gamma t] \in \Gamma \), \([\gamma t]'(t) = 0 \) for \( t > 0 \), \([\gamma t]'_+(0) = 0 \) for \( t = 0 \),

\[
[\gamma t]_+(s) = \gamma_+(s) - \gamma_{\text{sgn}(s-t)}(t), \quad s \geq 0, \ t \neq s, \\
[\gamma t]'_+(t) = \gamma'(\infty) - \gamma'_+(t), \\
[\gamma t]'_+(r) = \gamma^*(r + \gamma_{\text{sgn}(r)}(t)) - \gamma^*(\gamma_{\text{sgn}(r)}(t)), \quad r \in \mathbb{R}, \\
([\gamma t]'_+(t))' = (\gamma^*)_+(r + \gamma_{\text{sgn}(r)}(t)), \quad r < [\gamma t]'_+(\infty).
\]

If \( t = 0 \) and \( r < 0 \) then \( \gamma_{\text{sgn}(r)}(t) = \gamma'_+(0) = -\infty \), and thus the values \( \gamma^*(\gamma_{\text{sgn}(r)}(t)) \) and \( \gamma^*(-\infty) \) are equal to \( -\gamma(0) \), see Subsection 2.A. Hence, the right-hand sides of the last two equations in Lemma 2.6 equal 0 when \( t = 0 \) and \( r < 0 \).

Proof. The assertions on derivatives of \([\gamma t] \) follow by differentiation in (6) and limiting. Further, \([\gamma t]'_+(0) = 0 \) because \([\gamma t] \) has the global minimum 0 attained at \( t \). When computing the conjugate

\[
[\gamma t]'_+(r) = \sup_{s>0} \left[ rs - \gamma(s) + \gamma(t) + \gamma_{\text{sgn}(s-t)}(t)[s-t] \right]
\]

of \([\gamma t] \) at \( r > 0 \), the supremum can be restricted to \( s > t \), thus

\[
[\gamma t]'_+(r) = [\gamma(t) - \gamma'_+(t)] + \sup_{s>t} \left[ s[r + \gamma'_+(t)] - \gamma(s) \right].
\]

By Lemma 2.1, the first term is equal to \( -\gamma^*(\gamma'_+(t)) \), and the second one to \( \gamma^*(r + \gamma'_+(t)) \) since \( r > 0 \). The conjugate is computed similarly at \( r < 0 \) when \( t > 0 \), in which case the supremum can be restricted to \( s < t \). If \( r < 0 \) and \( t = 0 \) then \([\gamma t]'_+(r) \) is equal to \( \gamma(0) + \gamma^*(r + \gamma'_+(0)) = 0 \). The last assertion follows from the last but one by differentiation.

\[\square\]

Lemma 2.7. Let \( \gamma \in \Gamma, \ s \geq 0 \) and \( t > 0 \), or \( t = 0 \) if \( \gamma'(0) \) is finite. Then, \( \Delta_\gamma(s, t) \) equals \( \Delta_\gamma^*(s, t) \) and for \( r \geq 0 \) different from \( t \)

\[
\Delta_\gamma(s, r) = \Delta_\gamma^*(s, r) + [\gamma_{\text{sgn}(s-t)}(t) - \gamma_{\text{sgn}(r-t)}(t)][s-t].
\]

Proof. Excluding the case \( r = 0 \), \( \gamma'_+(0) = -\infty \), Lemma 2.6 implies that \([\gamma t]'_+(r) \) is finite and

\[
\Delta_\gamma(s, r) = \Delta_\gamma(s, t) - \Delta_\gamma(r, t) - [\gamma_{\text{sgn}(s-r)}(r) - \gamma_{\text{sgn}(r-t)}'(t)][s-r]
\]

when \( r \neq t \). The assertion follows by a simple calculation. In the excluded case both sides are 0 or \( +\infty \) according as \( s = 0 \) or \( s > 0 \).

\[\square\]

2.D. The correction term in (5) will be constructed by means of the function

\[
\Upsilon_\gamma(s, r) \triangleq [\gamma_{\text{sgn}(s-u(r))}'(u(r)) - r][s - u(r)], \quad s \geq 0, \ r < \gamma'(\infty), \quad (7)
\]

where \( \gamma \in \Gamma \) and \( u(r) = (\gamma^*)'(r) \) as in Subsection 2.A. By Lemma 2.2(i), \( \Upsilon_\gamma(s, r) \geq 0 \). This quantity is identically zero if \( \gamma \) is essentially smooth, in which case \( u(r) > 0 \) and \( \gamma'(u(r)) = r \) for \( r < \gamma'(\infty) \). If \( \gamma \) is differentiable on \((0, +\infty)\) then \( \Upsilon_\gamma(s, r) \) equals \( |\gamma'_+(0) - r|_+ \cdot s \).
Lemma 2.8. For $\gamma \in \Gamma$, $s \geq 0$ and $r < \gamma'(+\infty)$
\[
\gamma(s) + \gamma^*(r) = rs + \Delta_\gamma(s,u(r)) + \Upsilon_\gamma(s,r).
\]

**Proof.** The assumptions and Lemma 2.2(ii) imply that $\gamma'_+(u(r))$ is finite. Then, by the definitions of $\Delta_\gamma$ and $\Upsilon_\gamma$, the right-hand side equals
\[
rs + \gamma(s) - \gamma(u(r)) - r[s - u(r)] = \gamma(s) - \gamma(u(r)) + ru(r).
\]
Hence, the assertion follows by Lemma 2.2(ii). \hfill \Box

In Section 2 the following analogue of $\Delta_\gamma$
\[
\Delta_\gamma^*(r_2,r_1) \triangleq \gamma^*(r_2) - \gamma^*(r_1) - u(r_1)[r_2 - r_1], \quad r_1, r_2 < \gamma'(+\infty),
\]
with $\gamma^*$ replacing $\gamma$ is needed.

**Lemma 2.9.** For $\gamma \in \Gamma$ and $r_1, r_2 < \gamma'(+\infty)$
\[
\Delta_\gamma^*(r_2,r_1) = \Delta_\gamma(u(r_1),u(r_2)) + \Upsilon_\gamma(u(r_1),r_2).
\]

**Proof.** By definition and Lemma 2.2(ii), $\Delta_\gamma^*(r_2,r_1) = \gamma^*(r_2) + \gamma(u(r_1)) - r_2 u(r_1)$. Hence the assertion follows by Lemma 2.8 \hfill \Box

2.E. Following [50] Chapter 14D, a function $f : Z \times \mathbb{R}^k \to [-\infty, +\infty]$ is an *integrand* if for every $x \in \mathbb{R}^k$ the function $z \mapsto f(z,x)$ on $Z$, denoted also by $f(\cdot,x)$, is $\mathcal{Z}$-measurable. An integrand as above is convex/lsc if $f(z,\cdot)$ is convex/lsc for every $z \in Z$, and this convention extends naturally. A function $f : Z \times \mathbb{R}^k \to [-\infty, +\infty]$ is a *normal integrand* if $f(z,\cdot)$ is lsc for each $z \in Z$ and $z \mapsto \inf_{x \in D} f(z,x)$ is $\mathcal{Z}$-measurable for each open ball $D \subset \mathbb{R}^k$. This is not the original definition of [50] Chapter 14D but is equivalent to it by [50] Proposition 14.40 and Proposition 28. In particular, a normal integrand is an integrand.

The class of integrands $\beta : Z \times \mathbb{R} \to (-\infty, +\infty]$ such that $\beta(z,\cdot) \in \Gamma$ for all $z \in Z$ is denoted by $B$. The assumption $\beta \in B$ is the only restriction on $\beta$ adopted throughout this paper. By [50] Proposition 14.39, each $\beta \in B$ is a normal convex integrand. The conjugate $\beta^*$ of $\beta \in B$ inherits this property [50] Theorem 14.50. Hence, the function $z \mapsto \beta(z,g(z))$ in the definition of $H_\beta$, and $z \mapsto \beta^*(z,\langle \vartheta, \varphi(z) \rangle)$ in the definition of $K_\beta$, are $\mathcal{Z}$-measurable [50] Proposition 14.28. By [50] Proposition 14.56, for $t > 0$ the functions $\beta'_+(\cdot,t)$ and $\beta'_-(\cdot,t)$ are $\mathcal{Z}$-measurable and so are their monotone limits $\beta'_+(\cdot,0)$ and $\beta'_-(\cdot,\infty)$. Hence, the set \{ $\beta'(\cdot,\infty) = +\infty$ \} of $z \in Z$ for which $\beta(z,\cdot)$ is cofinite, denoted by $Z_{\beta,cf}$, belongs to $\mathcal{Z}$. Let $Z_{\beta,al}$ denote the set of those $z \in Z \setminus Z_{\beta,cf}$ for which $\beta(z,\cdot)$ is asymptotically linear. Then, $Z_{\beta,al} \subset Z$ since $z \mapsto \beta^*(z,\beta'(z,\infty))$ is $\mathcal{Z}$-measurable on $Z \setminus Z_{\beta,cf}$.

Recall the notation $\Delta_\gamma$ from Subsection 2.D. Assuming the integrand $\beta$ is in $B$, the function $(z,s,t) \mapsto \Delta_\gamma(s,t)$, where $\gamma = \beta(z,\cdot)$ depends on $z$, is denoted by $\Delta_\beta$.

**Lemma 2.10.** If $\beta \in B$ then $\Delta_\beta : Z \times \mathbb{R}^2 \to [0, +\infty]$ is a normal integrand.
2.F. For \( \beta \in B \) the Bregman distance of \( \mathcal{Z} \)-measurable functions \( g, h \) is defined as

\[
\mathcal{B}_\beta(g, h) \triangleq \int_{\mathcal{Z}} \Delta_\beta(z, g(z), h(z)) \mu(\mathrm{d}z)
\]

where the integrated function is \( \mathcal{Z} \)-measurable by Lemma 2.10 and [50] Proposition 14.28. The quantity \( \mathcal{B}_\beta(g, h) \) can be finite only for \( g \) and \( h \) nonnegative \( \mu \)-a.e., by the definition of \( \Delta_\beta \). The Bregman distance is not a metric on nonnegative functions, nevertheless \( \mathcal{B}_\beta(g, h) \geq 0 \) with the equality if and only if \( g = h \geq 0 [\mu] \).

The Bregman distances corresponding to the autonomous integrands \( t \ln t, -\ln t, t^2 \) mentioned in Subsection 1.B. are the Kullback–Leibler distance (\( I \)-divergence), Itakura-Saito distance, and squared \( L^2 \)-distance.

**Remark 2.11.** In the literature the term Bregman distance frequently refers to non-metric distances on \( \mathbb{R}^k \) associated with convex functions \( \phi: \mathbb{R}^k \to (-\infty, +\infty] \). Typically, \( \phi \) is assumed differentiable in the interior of its effective domain and the Bregman distance of \( x \) in \( \text{dom}(\phi) \) from \( y \) in the interior is defined as \( \phi(x) - \phi(y) - \langle \nabla \phi(y), x - y \rangle \). For \( k = 1 \) and \( \phi = \gamma \in \Gamma \) differentiable in \((0, +\infty)\) this reduces to \( \Delta_\gamma(x, y) \) from Subsection 2.D. The special case of (8) for \( Z = \{1, \ldots, k\} \) gives the Bregman distance in this sense of the vector \( x = (g(1), \ldots, g(k)) \) from \( y = (h(1), \ldots, h(k)) \), associated with the convex function

\[
\phi(x_1, \ldots, x_k) = \sum_{z \in Z} \mu(z) \beta(z, x_z), \quad (x_1, \ldots, x_k) \in \mathbb{R}^k.
\]

As this \( \phi \) is a sum of convex functions of individual coordinates, the associated Bregman distance is separable.

**Lemma 2.12.** For \( \beta \in B \) the Bregman distance \( \mathcal{B}_\beta \) is lsc for local convergence in measure, jointly in both coordinates.

**Proof.** Assuming \( g_n \rightharpoonup g, h_n \rightharpoonup h \) and \( \lim \inf_{n \to +\infty} \mathcal{B}_\beta(g_n, h_n) = r \), there exists an increasing sequence \( n_k \) such that the subsequence \( g_{n_k} \) converges to \( g \) and \( h_{n_k} \) to \( h \), both \( \mu \)-a.e. Then,

\[
r \geq \int_{\mathcal{Z}} \lim \inf_{k \to \infty} \Delta_\beta(z, g_{n_k}(z), h_{n_k}(z)) \mu(\mathrm{d}z) \geq \mathcal{B}_\beta(g, h),
\]

by Fatou lemma and the lower semicontinuity of \( \Delta_\gamma \), see Lemma 2.3. \( \square \)
Lemma 2.13. Given $\beta \in B$, to any set $C \in \mathcal{Z}$ of finite $\mu$-measure and positive numbers $K$, $\xi$ and $\varepsilon$ there exists $\delta > 0$ such that for $\mathcal{Z}$-measurable functions $g$ and $h$ either of $B_\beta(g,h) \leq \delta$ or $B_\beta(h,g) \leq \delta$ implies

$$\mu(C \cap \{|g-h| > \varepsilon\}) < \xi + \mu(C \cap \{g > K\}).$$

Proof. The function $m_{\beta}^{K,\varepsilon}$ given by

$$m_{\beta}^{K,\varepsilon}(z) \triangleq \min \left\{ \min_{s \leq K} \Delta_\beta(z,s,s+\varepsilon), \min_{t \leq K} \Delta_\beta(z,t+t,t) \right\}, \quad z \in \mathcal{Z},$$

is positive by Lemma 2.5 and $\mathcal{Z}$-measurable by Lemma 2.10 and [50] Proposition 14.37. This and $\mu(C) < +\infty$ imply that $\mu(C \cap \{m_{\beta}^{K,\varepsilon} < \eta\}) < \frac{1}{2}\eta \xi$ for $\eta > 0$ sufficiently close to 0. Let $\delta$ be equal to $\frac{1}{2}\eta \xi$. By the definition of Bregman distance and Lemma 2.5, whenever $\delta \geq \min\{B_\beta(g,h),B_\beta(h,g)\}$

$$\frac{1}{2}\eta \xi \geq \int_{\{g \leq K,|g-h| > \varepsilon\}} \min \left\{ \Delta_\beta(z,g(z),h(z)), \Delta_\beta(z,h(z),g(z)) \right\} \mu(dz) \geq \int_{\{g \leq K,|g-h| > \varepsilon\}} m_{\beta}^{K,\varepsilon}(z) d\mu \geq \eta \cdot \mu(C \cap \{m_{\beta}^{K,\varepsilon} > \eta\} \cap \{g \leq K,|g-h| > \varepsilon\}).$$

Therefore,

$$\mu(C \cap \{|g-h| > \varepsilon\}) \leq \mu(C \cap \{m_{\beta}^{K,\varepsilon} < \eta\}) + \mu(C \cap \{g > K\}) + \frac{1}{2}\xi$$

and the assertion follows by the choice of $\eta$.

Corollary 2.14. If a sequence of $\mathcal{Z}$-measurable functions $g_n$ converges to a $\mathcal{Z}$-measurable function $g$ either in the sense $B_\beta(g_n,g) \to 0$ or $B_\beta(g,g_n) \to 0$, then $g_n \rightrightarrows g$.

Note that for certain integrands $\beta \in B$ the hypothesis of this corollary admits to conclude even $L_1$-convergence, see [23] Lemma 3].

3. PRELIMINARIES ON THE DUAL PROBLEM

This section collects auxiliary results on the function $K_\beta$ and the subset $\Theta_\beta$ of its effective domain. Proposition 3.10 provides a new sufficient condition for $J_\beta \neq +\infty$.

Lemma 3.1. If $\vartheta \in \text{dom}(K_\beta)$ then $\langle \vartheta, \varphi \rangle \leq \beta^\prime(\cdot, +\infty) [\mu]$ with the strict inequality on $\mathcal{Z} \setminus Z_{\beta, \text{al}}$.

Proof. The effective domain of $K_\beta$ consists of those $\vartheta \in \mathbb{R}^d$ for which the positive part of the integral $\int_{\mathbb{R}^d} \beta^*(z,\langle \vartheta, \varphi(z) \rangle) \mu(dz)$ is finite. For such $\vartheta$ the integrand is finite $\mu$-a.e., and since $\beta \in B$, the assertion follows.

Recall that the set $\Theta_\beta$ consists of those $\vartheta \in \text{dom}(K_\beta)$ for which $\beta^*(z, \cdot)$ is finite around $\langle \vartheta, \varphi(z) \rangle$ for $\mu$-a.e. $z \in Z$. Since $\beta \in B$, by properties of $\gamma^*$ discussed in Subsection 2.A,

$$\vartheta \in \text{dom}(K_\beta) \text{ belongs to } \Theta_\beta \text{ if and only if } \langle \vartheta, \varphi \rangle < \beta^\prime(\cdot, +\infty) [\mu]. \quad (9)$$

The inequality in (9) is equivalent to existence of the derivative $(\beta^*\prime)(z, \cdot)$ at $\langle \vartheta, \varphi(z) \rangle$. 
Corollary 3.2. \( \Theta_\beta = \{ \vartheta \in \text{dom}(K_\beta) : \langle \vartheta, \varphi \rangle < \beta'(-, +\infty) \mu\text{-a.e. on } Z_{\beta,\alpha} \} \).

Remark 3.3. The set \( \Theta_\beta \) may be empty even if \( K_\beta \) is proper, see Examples 10.1 and 10.5. However, \( \mu(Z_{\beta,\alpha}) = 0 \) implies \( \Theta_\beta = \text{dom}(K_\beta) \), by Corollary 3.2. In case \( \text{dom}(K_\beta) \neq \emptyset \), another sufficient condition for \( \Theta_\beta \neq \emptyset \) is the moment assumption

\[
\langle \theta, \varphi \rangle > 0 \quad [\mu], \quad \text{for some } \theta \in \mathbb{R}^d. \tag{10}
\]

In fact, (10) implies \( \vartheta - t\theta \in \Theta_\beta \) for \( \vartheta \in \text{dom}(K_\beta) \) and \( t > 0 \), by the monotonicity of each \( \beta^*(z, \cdot) \) and [5]. The moment assumption holds for example when one coordinate of \( \varphi \) is a nonzero constant. If \( \beta'(-, +\infty) < 0 \) \([\mu] \) then (10) holds for each \( \theta \in \mathbb{R}^d \) with \(-\theta \in \text{dom}(K_\beta)\).

If \( \beta'(-, +\infty) > 0 \) \([\mu] \) then a trivial sufficient condition for \( \Theta_\beta \neq \emptyset \) is the \( \mu \)-integrability of \( \beta^*(z, 0) \), for it implies that \( \vartheta = 0 \) belongs to \( \Theta_\beta \).

Lemma 3.4. Under the DCQ \( \Theta_\beta \neq \emptyset \), the sets \( \text{dom}(K_\beta) \) and \( \Theta_\beta \) have the same relative interior, and dual values do not change when the maximization in (8) is restricted to \( \Theta_\beta \).

Proof. Let \( \vartheta \in \text{dom}(K_\beta) \), \( \vartheta \in \Theta_\beta \) and \( 0 < t < 1 \). Then, \( \tau_t = t\theta + (1 - t)\vartheta \) belongs to \( \text{dom}(K_\beta) \). By Lemma 3.4, \( \langle \vartheta, \varphi \rangle \leq \beta'(-, +\infty) [\mu] \), and \( \langle \theta, \varphi \rangle < \beta'(-, +\infty) [\mu] \) follows from (9). Then, the latter inequality holds for \( \tau_t \) instead of \( \theta \). By (9), \( \tau_t \) belongs to \( \Theta_\beta \). Since \( \tau_t \rightarrow \vartheta \) as \( t \downarrow 0 \), this proves that \( \vartheta \in cl(\Theta_\beta) \). Therefore, \( \text{dom}(K_\beta) \) is contained in \( cl(\Theta_\beta) \). As \( \Theta_\beta \subseteq \text{dom}(K_\beta) \) is convex, this proves the first assertion. The second assertion follows from the convexity of \( K_\beta \).

Each function \( f_\vartheta \in \mathcal{F}_\beta \), \( \vartheta \in \Theta_\beta \), defined in (4) is \( Z \)-measurable by [50] Proposition 14.56. It is nonnegative, vanishes on the set \( \{ \langle \vartheta, \varphi \rangle \leq \beta'_+(-, 0) \} \), and is \( \mu \)-a.e. positive on the complement of this set. In particular, if \( \beta \) is essentially smooth then \( f_\vartheta > 0 \) \([\mu] \).

Remark 3.5. The parametrization of \( \mathcal{F}_\beta \) in (4) is not bijective, in general. However, if \( \beta \) is essentially smooth then \( (\beta^*)'(-, \cdot) \) is strictly increasing and maps \((-\infty, \beta'(z, +\infty)) \) onto \((0, +\infty), \) hence the function \( f_\vartheta \in \mathcal{F}_\beta \) does determine the function \( \langle \vartheta, \varphi \rangle \). In this case, the parametrization is bijective when the component functions of \( \varphi \) are linearly independent under \( \mu \). This has not been assumed because in modified primal and dual problems of Section 7 restrictions of \( \mu \) occur under which the independence is lost anyhow.

Lemma 3.6. For \( \theta, \vartheta \in \mathbb{R}^d \) with \( K_\beta(\theta) \) and \( K_\beta(\vartheta) \) finite, the directional derivative

\[
K_\beta'(\theta; \theta - \vartheta) \triangleq \lim_{t \downarrow 0} \frac{1}{t}[K_\beta(\theta + t(\theta - \vartheta)) - K_\beta(\theta)]
\]

is equal to \(-\infty\) if the set \( \{ \langle \vartheta, \varphi \rangle = \beta'(-, +\infty), \langle \theta, \varphi \rangle \neq \langle \vartheta, \varphi \rangle \} \) has positive \( \mu \)-measure. Otherwise, it equals

\[
\int_{\{\langle \vartheta, \varphi \rangle < \beta'(-, +\infty)\}} \langle \theta - \vartheta, \varphi(z) \rangle \cdot (\beta^*)'(z, \langle \theta, \varphi(z) \rangle) \mu(dz) \tag{11}
\]

where the positive part of the integral is finite.
Proposition 3.10. If \( K_\beta(\theta) \) and \( K_\beta(\varphi) \) are finite, \( \beta^*(z,\langle \vartheta, \varphi(z) \rangle) \) and \( \beta^*(z,\langle \theta, \varphi(z) \rangle) \) are finite for \( \mu\text{-a.a. } z \in Z \). For those \( z \), the function \( \phi_z \) given by
\[
\phi_z(t) = \frac{1}{t}[\beta^*(z,\langle \vartheta, \varphi(z) \rangle) + t(\theta - \vartheta, \varphi(z))] - \beta^*(z,\langle \theta, \varphi(z) \rangle), \quad t > 0,
\]
is non-increasing as \( t \downarrow 0 \), by convexity. If \( \langle \vartheta, \varphi(z) \rangle < \beta'(z, +\infty) \) then \( \beta^*(\cdot, \cdot) \) is differentiable at \( \langle \vartheta, \varphi(z) \rangle \) and \( \phi_z(t) \) tends to \( \langle \theta - \vartheta, \varphi(z) \rangle \cdot (\beta^*)'(z,\langle \theta, \varphi(z) \rangle) \). If \( \langle \vartheta, \varphi(z) \rangle = \beta'(z, +\infty) \), thus \( z \in Z_{\beta, \alpha} \), then \( \phi_z(t) \) tends to 0 or \( -\infty \) according to \( \langle \theta, \varphi(z) \rangle = \langle \vartheta, \varphi(z) \rangle \) or not. It follows that
\[
K_\beta'(\theta; \theta - \vartheta) = \lim_{t \downarrow 0} \int_{\{\langle \theta, \varphi(z) \rangle \neq \langle \vartheta, \varphi(z) \rangle \}} \phi_z(t) \mu(dz)
\]
where the limiting and integration can be interchanged by monotone convergence. Then, the limit is \( -\infty \) if the set \( \{\langle \theta, \varphi(z) \rangle = \beta'(\cdot, +\infty), \langle \theta, \varphi(z) \rangle \neq \langle \vartheta, \varphi(z) \rangle \} \) is not \( \mu \)-negligible. Otherwise, \( \langle \theta, \varphi(z) \rangle < \beta'(\cdot, +\infty)[\mu] \) on \( \{\langle \theta, \varphi(z) \rangle \neq \langle \vartheta, \varphi(z) \rangle \} \) on account of Lemma 3.1 and the second assertion follows by the interchange. The integral (11) cannot be \( +\infty \) by monotonicity.

Remark 3.7. If \( \vartheta \in \Theta_\beta \) then the integral (11) is equal to \( \int_Z \langle \theta - \vartheta, \varphi(z) \rangle d\mu \), see (9).

Corollary 3.8. If \( K_\beta \) is finite in a neighborhood of \( \vartheta \) then \( \beta^*(\cdot, \cdot) \) is differentiable at \( \langle \vartheta, \varphi(z) \rangle \) for \( \mu\text{-a.a. } z \in Z \) with \( \varphi(z) \neq 0 \), \( K_\beta \) is differentiable at \( \vartheta \), and
\[
\nabla K_\beta(\vartheta) = \int_{\{\varphi \neq 0\}} \varphi(z) \cdot (\beta^*)'(z,\langle \theta, \varphi(z) \rangle) \mu(dz).
\]
If additionally the set \( \{\varphi = 0\} \) is \( \mu \)-negligible then \( \vartheta \in \Theta_\beta \).

Proof. Since \( K_\beta \) is convex, the hypothesis implies that all directional derivatives at \( \vartheta \) are finite. Therefore, Lemma 3.6 implies for each \( \theta \) sufficiently close to \( \vartheta \) that \( \langle \vartheta, \varphi(z) \rangle \neq \langle \vartheta, \varphi(z) \rangle [\mu] \) on the set \( \{\langle \theta, \varphi(z) \rangle = \beta'(\cdot, +\infty) \} \). It follows that on this set \( \varphi(z) = 0 [\mu] \). Hence, recalling Lemma 3.1 the integral (11) can be equivalently taken over \( \{\varphi \neq 0\} \) and the assertion follows. If \( \mu(\{\varphi = 0\}) = 0 \) then \( \vartheta \in \Theta_\beta \) by (9).

Corollary 3.9. Under finiteness of \( K_\beta \) on an open set, the DCQ holds if and only if the set where \( \varphi = 0 \) and \( \lim_{t \uparrow +\infty} \beta(\cdot, t) \) is finite is \( \mu \)-negligible.

Proof. This follows from (9) and Corollary 3.8.

Proposition 3.10. If \( K_\beta(\vartheta) \) is finite in a neighborhood of \( \vartheta \) then \( J_\beta(\nabla K_\beta(\vartheta)) < +\infty \).

Proof. Since \( K_\beta(\vartheta) \) is finite, both integrals in the sum
\[
K_\beta(\vartheta) = \int_{\{\varphi \neq 0\}} \beta^*(z,\langle \theta, \varphi(z) \rangle) \mu(dz) + \int_{\{\varphi = 0\}} \beta^*(\cdot, 0) \mu(dz)
\]
are finite. Then, the function \( \inf_t \beta(\cdot, t) = -\beta^*(\cdot, 0) \) is \( \mu \)-integrable on the set \( \{\varphi = 0\} \). By Lemma \( A.5 \), \( \int_{\{\varphi = 0\}} \beta(z, h(z)) \mu(dz) \) is finite for some \( Z \)-measurable function \( h \). Let \( g \) be the function defined by \( g(z) = h(z) \) if \( \varphi(z) = 0 \) and \( g(z) = (\beta^*)'(z,\langle \theta, \varphi(z) \rangle) \).
otherwise, \( z \in Z \). Corollary 3.8 implies that this derivative exists \( \mu \)-a.e. and \( \int_Z \varphi g \, d\mu \) equals \( \nabla K_\beta(\vartheta) \). By Lemma 2.2(ii),

\[
\int_{\{\varphi \neq 0\}} \beta(z, g(z)) \mu(dz) = \langle \vartheta, \nabla K_\beta(\vartheta) \rangle - \int_{\{\varphi \neq 0\}} \beta^*(z, \langle \vartheta, \varphi(z) \rangle) \mu(dz)
\]

where the right-hand side is finite. It follows that \( H_\beta(g) \) is finite and the assertion follows. \( \square \)

**Corollary 3.11.** If \( K_\beta \) is finite on an open set then \( J_\beta \) is proper, and \( K_\beta \) is lsc.

**Proof.** By Proposition 3.10, \( J_\beta \not\equiv +\infty \). Therefore, \( K_\beta = J_\beta^* \) by Theorem 1.1. The assumption implies that \( K_\beta \) is proper hence so is also \( J_\beta \). As \( K_\beta \) is a convex conjugate, it is lsc. \( \square \)

The hypothesis in Proposition 3.10 is equivalent to assuming that \( K_\beta \) is proper and its effective domain has nonempty interior. To conclude \( J_\beta \not\equiv +\infty \), neither of the two assumptions can be omitted, see Examples 10.1 and 10.2.

The following lemma addresses, for later reference, essential smoothness of \( K_\beta \).

**Lemma 3.12.** The function \( K_\beta \) is essentially smooth if and only if it is finite on an open set and the subdifferential \( \partial K_\beta(\vartheta) \) is empty for those \( \vartheta \) in \( \text{dom}(K_\beta) \) that are not in its interior. Here, the condition on emptiness is equivalent to \( K_\beta'(\vartheta; \theta - \vartheta) = -\infty \) for each \( \theta \) in the interior of \( \text{dom}(K_\beta) \).

**Proof.** If \( K_\beta \) is finite on an open set then it is lsc by Corollary 3.11 and differentiable in the interior of \( \text{dom}(K_\beta) \) by Corollary 3.8. Hence, the assertion follows from [49, Theorem 26.1] and the proof of [49, Lemma 26.2]. \( \square \)

4. THE CONSTRAINT QUALIFICATIONS

Most results of this section are well-known in more restrictive frameworks, typically for autonomous integrands which are essentially smooth or at least differentiable. The examples and Figure 1 illustrate several situations encountered below. Lemma 4.16 and Theorem 4.17 are new results.

4.A. Two simple lemmas are sent forward.

**Lemma 4.1.** \( J_\beta \geq K_\beta^* \).

In particular, \( J_\beta = K_\beta^* \equiv +\infty \) if \( K_\beta \) attains the value \(-\infty \).

**Proof.** By Fenchel inequality, for any \( \vartheta \in \mathbb{R}^d \) and function \( g \) on \( Z \)

\[
\beta(z, g(z)) + \beta^*(z, \langle \vartheta, \varphi(z) \rangle) \geq \langle \vartheta, \varphi(z) \rangle g(z), \quad z \in Z.
\]

(12)

Integrating, for \( a \in \mathbb{R}^d \)

\[
\int_Z \left[ \beta(z, g(z)) + \beta^*(z, \langle \vartheta, \varphi(z) \rangle) \right] \mu(dz) \geq \langle \vartheta, a \rangle, \quad g \in G_a^+.
\]

(13)

If \( K_\beta(\vartheta) = -\infty \) for some \( \vartheta \in \mathbb{R}^d \) then this inequality implies \( H_\beta \equiv +\infty \). Otherwise, \( K_\beta \) is finite on its effective domain and \( H_\beta(g) \geq \langle \vartheta, a \rangle - K_\beta(\vartheta) \) holds for every \( g \in G_a \) and \( \vartheta \in \mathbb{R} \). \( \square \)
Lemma 4.2. If the PCQ holds for $a \in \mathbb{R}^d$ then $J_\beta(a) = K_\beta^*(a)$ and a dual solution for $a$ exists.

Proof. By Theorem 1.1, $J_\beta^* = K_\beta$ whence the equality is a consequence of the equality $J_\beta(a) = J_\beta^*(a)$, valid in $\text{ri}(\text{dom}(J_\beta))$. The existence of a dual solution follows from [49, Theorems 23.4 and 23.5].

Remark 4.3. The PCQ is also necessary for the existence of a dual solution if $J_\beta \not\equiv +\infty$ and $\beta$ is essentially smooth, see Corollary 9.3, but not in general, see Example 10.4.

In a ‘regular’ situation the families $G_\alpha$ and $F_\beta$ intersect.

Lemma 4.4. If $a \in \mathbb{R}^d$ and $f_\theta \in G_\alpha$ for some $\theta \in \Theta_\beta$ with $K_\beta(\theta)$ finite then
\[ J_\beta(a) = H_\beta(f_\theta) = \langle \theta, a \rangle - K_\beta(\theta) = K_\beta^*(a) = J_\beta^*(a), \]
the primal solution $g_\alpha$ exists, $g_\alpha = f_\theta$, $\theta$ is a dual solution for $a$, and $G_\alpha \cap F_\beta = \{g_\alpha\}$.

Proof. For $\vartheta \in \mathbb{R}^d$, $z \in Z$ and a function $g$, ineq. (12) is tight if and only if $g(z)$ is equal to the derivative of $\beta^*(z, \cdot)$ at $\langle \vartheta, \varphi(z) \rangle$. It follows that ineq. (13) is tight if and only if $\vartheta \in \Theta_\beta$ and $g = f_\vartheta$. This and finiteness of $K_\beta(\theta)$ imply $H_{\beta}(g) \geq \langle \theta, a \rangle$, $g \in G_\alpha$, with the equality if and only if $g = f_\theta$. By assumption, $f_\theta \in G_\alpha$, and thus $H_\beta(f_\theta)$ is finite and equals $\langle \theta, a \rangle - K_\beta(\theta)$. Therefore, $H_\beta(g) \geq H_\beta(f_\theta)$, $g \in G_\alpha$. This proves that $J_\beta(a) = H_\beta(f_\theta)$, the primal solution $g_\alpha$ exists and equals $f_\theta$. By Theorem 1.1, $J_\beta = K_\beta$, and thus $K_\beta^*(a) = J_\beta^*(a)$. Therefore, the two inequalities in the chain
\[ J_\beta^*(a) \leq J_\beta(a) = \langle \theta, a \rangle - K_\beta(\theta) \leq K_\beta^*(a) \]
are tight and $\theta$ is a dual solution for $a$.

Corollary 4.5. A sufficient condition for $J_\beta \not\equiv +\infty$ is $f_\theta \in G$ (integrability of $\varphi f_\theta$) for some $\vartheta \in \Theta_\beta$ with $K_\beta(\vartheta)$ finite.

Remark 4.6. The hypotheses in Lemma 4.4 may hold also when the PCQ is not valid for $a$, see Example 10.4. If, however, $\beta'_* (\cdot, 0) \equiv -\infty$ and in particular if $\beta$ is essentially smooth, then all the functions $f_\theta$ in $F_\beta$ are positive $\mu$-a.e., and the assumption $f_\theta \in G_\alpha$ does imply $a \in \text{ri}(\text{dom}(J_\beta))$, by Corollary 6.2 and Lemma 6.5. For $a \in \mathbb{R}^d$ satisfying the PCQ, the assertion of Lemma 4.4 admits a conversion, see Lemma 4.10. The assumption that $K_\beta(\vartheta)$ is finite is essential in Lemma 4.4 and Corollary 4.5, see Example 10.2. That assumption is automatically satisfied when $K_\beta$ is proper, since $\vartheta \in \Theta_\beta \subseteq \text{dom}(K_\beta)$ implies that $K_\beta(\vartheta) < +\infty$.

4.B. This subsection introduces effective dual solutions in general.

Lemma 4.7. Under the DCQ, if $\vartheta \in \mathbb{R}^d$ is a dual solution for $a \in \mathbb{R}^d$ then $\vartheta \in \Theta_\beta$ and
\[ \int_Z \langle \theta - \vartheta, \varphi \rangle f_\theta \, d\mu \geq \langle \theta - \vartheta, a \rangle, \quad \theta \in \text{dom}(K_\beta), \]
where the integrals are finite.
Proof. By the assumption, $K_\beta^d(a)$ is finite and equals $\langle \vartheta, a \rangle - K_\beta(\vartheta)$ whence $K_\beta(\vartheta)$ is finite and $K_\beta$ proper. If $\vartheta \in \text{dom}(K_\beta)$ and $0 < t < 1$ then

$$\langle \vartheta, a \rangle - K_\beta(\vartheta) = K_\beta^d(a) \geq \langle t \vartheta + (1 - t)a, a \rangle - K_\beta(t \vartheta + (1 - t)a)$$

by the definition of conjugation. This implies $\frac{1}{t}[K_\beta(\vartheta + t(\theta - \vartheta)) - K_\beta(\theta)] \geq \langle \theta - \vartheta, a \rangle$. Then, the limit of the left-hand side as $t \downarrow 0$ is at least $\langle \theta - \vartheta, a \rangle$. By Lemma 3.6, the limit is finite, equals the integral (11), and the set $\{\langle \vartheta, \varphi \rangle = \beta'(\cdot, +\infty), \langle \theta, \varphi \rangle \neq \langle \theta, \varphi \rangle\}$ is $\mu$-negligible. Therefore, if $\langle \theta, \varphi \rangle < \beta'(\cdot, +\infty)[\mu]$ then also $\langle \vartheta, \varphi \rangle < \beta'(\cdot, +\infty)[\mu]$, by Lemma 3.1. By (9) and the assumption $\Theta_\beta \neq \emptyset$, it follows that $\vartheta \in \Theta_\beta$. By Remark 3.7, the integral (11) rewrites to $\int_Z \langle \theta - \vartheta, \varphi \rangle f_\theta \, d\mu$ and the assertion follows. □

Corollary 4.8. Under the DCQ, if $\vartheta, \theta$ are dual solutions for $a \in \mathbb{R}^d$ then $f_\vartheta = f_\theta$ ($\mu$-a.e.) and

$$\int_Z \langle \theta - \vartheta, \varphi \rangle f_\vartheta \, d\mu = \langle \theta - \vartheta, a \rangle.$$ 

Proof. Summing ineq. (14) and its instance with $\vartheta$ and $\theta$ interchanged,

$$\int_Z [\langle \vartheta, \varphi \rangle - \langle \theta, \varphi \rangle] [f_\vartheta - f_\theta] \, d\mu \leq 0.$$ 

The definition (4) of $f_\vartheta$ and monotonicity of the functions $(\beta^*)'(z, \cdot)$, $z \in Z$, imply that the product in the integral is nonnegative $\mu$-a.e. Hence, the product vanishes $\mu$-a.e. and $f_\vartheta = f_\theta$ holds by (4). In turn, ineq. (14) is tight. □

Remark 4.9. Assuming the DCQ and existence of dual solutions for $a \in \mathbb{R}^d$, Corollary 4.8 implies that each dual solution $\vartheta$ for $a$ gives rise to the same function $f_\vartheta$. The unique function defined thereby is denoted by $g_\vartheta^*$ and referred to as the effective dual solution for $a$. In Subsection 1.E., $g_\vartheta^*$ appeared assuming additionally to the DCQ also the PCQ for $a$, which is a sufficient but not always necessary condition for existence of dual solutions, see Remark 4.3. Corollary 4.8 goes beyond the situation $a \in \text{ri}(\text{dom}(J_\beta))$, see Example 10.4.

Lemma 4.10. Assuming the PCQ holds for $a \in \mathbb{R}^d$, the primal solution $g_a$ exists if and only if $\Theta_\beta \neq \emptyset$ and the moment vector of $g_a^*$ exists and equals $a$. This takes place if and only if $G_a$ intersects $F_\beta$. In this case, $g_a = g_a^*$ and $G_a \cap F_\beta = \{g_a\}$.

Proof. By Lemma 4.2, a dual solution $\vartheta$ for $a$ exists and the primal value $J_\beta(a)$ coincides with the dual one $K_\beta^d(a) = \langle \vartheta, a \rangle - K_\beta(\vartheta)$. Hence, $K_\beta$ is proper.

If the primal solution $g_a \in G_a$ exists, thus $H_\beta(g_a) = J_\beta(a)$, then ineq. (13) applies to $g_a$ and $\vartheta$. It rewrites to $H_\beta(g_a) + K_\beta(\vartheta) \geq \langle \vartheta, g_a \rangle$. It follows that this inequality is tight whence ineq. (12) is tight for $\mu$-a.a. $z \in Z$. In such a case, $g_a(z)$ is equal to the derivative of $\beta^*(z, \cdot)$ at $\langle \vartheta, \varphi(z) \rangle$ [49, Theorem 23.5]. Therefore, $\vartheta \in \Theta_\beta$ and $g_a = f_\vartheta$. This implies that the moment vector of $g_a^* = f_\vartheta$ exists and equals $a$, and also that $G_a$ and $F_\beta$ intersect. Thus, both conditions for existence are necessary.

If $\Theta_\beta \neq \emptyset$ then the dual solution $\vartheta$ belongs to this set by Lemma 4.7. If also the moment vector of the effective dual solution $g_a^* = f_\vartheta$ exists and equals $a$ then $G_a$ intersects $F_\beta$ in $f_\vartheta$. More generally, if the intersection contains $f_\vartheta$ for some $\theta \in \Theta_\beta$ then $K_\beta(\theta)$
is finite because $K_\beta$ is proper. Lemma 4.4 implies that the primal solution $g_a$ exists and equals $g_a^*$, and $G_a \cap F_\beta = \{g_a\}$. Thus, both conditions for existence are sufficient and the last assertion holds. \hfill \Box

**Proposition 4.11.** If the DCQ holds and $\text{dom}(K_\beta)$ has nonempty interior then each effective dual solution belongs to $G$ (has a moment vector). If the DCQ holds and the dual problem for $a \in \mathbb{R}^d$ has a solution in the interior of $\text{dom}(K_\beta)$ then the primal solution $g_a$ exists and equals $g_a^*$.

**Proof.** If for some $a \in \mathbb{R}^d$ a dual solution $\vartheta$ exists then $K_\beta$ is proper. The DCQ and Lemma 4.7 imply $\vartheta \in \Theta_\beta$. Since the interior is nonempty, the set of $\theta - \vartheta \in \mathbb{R}^d$ with $\theta \in \text{dom}(K_\beta)$ has full dimension $d$. This and finiteness of the integrals in (14) imply that $\varphi f_\vartheta$ is integrable, thus the first assertion holds. If additionally the dual solution $\vartheta$ is in the interior then the inequalities in (14) turn into equalities whence $g_a^* = f_\vartheta \in G_a$. By Lemma 4.4 the primal solution $g_a$ exists and equals $g_a^*$. \hfill \Box

**Corollary 4.12.** If the DCQ holds and $K_\beta$ is essentially smooth then the primal solution $g_a$ exists for $a \in \mathbb{R}^d$ whenever a dual solution does, and then $g_a = g_a^*$. In particular, the primal solution exists and equals the effective dual solution for each $a \in \text{ri}(\text{dom}(J_\beta))$.

For essential smoothness of $K_\beta$, see Lemma 3.12 a trivial sufficient condition is that $K_\beta$ is proper with its effective domain open. When $K_\beta$ is essentially smooth, Corollary 3.9 gives a necessary and sufficient condition for the DCQ. Note that the essential smoothness of $K_\beta$ is not related to that of the integrand $\beta$.

**Proof.** Assuming a dual solution $\vartheta$ for $a \in \mathbb{R}^d$ exists, $f_\vartheta$ has a moment vector by Proposition 4.11. Thus, for $\theta \in \Theta_\beta$ the directional derivative $K'_\beta(\vartheta; \theta - \vartheta)$ is finite, see Lemma 3.6. In particular, this holds for $\theta$ in the interior of $\text{dom}(K_\beta)$, hence the essential smoothness of $K_\beta$ implies by Lemma 3.9 that $\vartheta \in \Theta_\beta$ is not on the boundary of $\text{dom}(K_\beta)$. Having $\vartheta$ in the interior, the second part of Proposition 4.11 gives that $g_a$ exists and equals $g_a^*$. The last assertion follows by Lemma 4.2. \hfill \Box

**4.C.** This subsection introduces the correction term for the functions $g \in G^+$ whose moment vector belongs to $\text{ri}(\text{dom}(J_\beta))$, provided the DCQ holds and $J_\beta > -\infty$.

Recall the function $\tau_\gamma$, $\gamma \in \Gamma$, given by (7) in Subsection 2.D. For $\vartheta \in \Theta_\beta$ let $\tau_\beta^\vartheta$ denote the function given for $s \geq 0$ and $z \in Z$ by

$$\tau_\beta^\vartheta(z,s) \triangleq \tau_{\beta(z,s)}(s,\langle \vartheta, \varphi(z) \rangle) = [\beta'_{\text{sgn}(s-f_\vartheta(z))}(z,f_\vartheta(z)) - \langle \vartheta, \varphi(z) \rangle] [s - f_\vartheta(z)] \quad (15)$$

if $\langle \vartheta, \varphi(z) \rangle < \beta'(z, +\infty)$ and $\tau_\beta^\vartheta(z,s) \triangleq 0$ otherwise. Since $\vartheta \in \Theta_\beta$ the latter case is $\mu$-negligible. The function $\tau_\beta^\vartheta$ is nonnegative. It vanishes if $\beta$ is essentially smooth. If $\beta$ is differentiable then $\tau_\beta^\vartheta(z,s) = |\beta'_\perp(z,0) - \langle \vartheta, \varphi(z) \rangle|_+ \cdot s$.

For a $\mathcal{Z}$-measurable function $g \geq 0$ let

$$D_\beta^\vartheta(g) \triangleq \int_Z \tau_\beta^\vartheta(z,g(z)) \mu(dz), \quad \vartheta \in \Theta_\beta. \quad (16)$$
Remark 4.13. The $Z$-measurability of the nonnegative function in the integral follows from the identity in the proof of Lemma 4.15. By (15), $D^g_\beta(f_\vartheta) = 0$, and if $\beta$ is essentially smooth then $D^g_\beta \equiv 0$ on $G^+$. If $\beta$ is differentiable then for $g \geq 0$

$$D^g_\beta(g) = \int_Z |\beta'_+| \cdot 0 - \langle \vartheta, \varphi \rangle | \cdot g \, d\mu, \quad \vartheta \in \Theta_\beta,$$

hence in this case $\langle \vartheta, \varphi \rangle \geq \beta'_+| \cdot 0 | [\mu]$ is a sufficient condition for $D^g_\beta(g) = 0$.

Lemma 4.14. Assuming the DCQ, if $\vartheta, \theta$ are dual solutions for $a \in \mathbb{R}^d$ then

$$D^g_\beta(g) = D^\vartheta_\beta(g), \quad g \in G^+_a.$$

Proof. By Lemma 4.7, $\vartheta, \theta$ are in $\Theta_\beta$. By Corollary 4.8, two such solutions $\vartheta, \theta$ give $f_\vartheta = f_\theta [\mu]$ and $\int_Z \langle \theta - \vartheta, \varphi \rangle f_\vartheta \, d\mu = \langle \theta - \vartheta, a \rangle$. Eq. (15) implies that

$$\gamma^g_\beta(z, s) = \gamma^\vartheta_\beta(z, s) + \langle \theta - \vartheta, \varphi(z) \rangle [s - f_\vartheta(z)], \quad \text{for} \ s \geq 0 \ \text{and} \ \mu\text{-a.a.} \ z \in Z.$$

For $g \in G^+_a$ the assertion follows by substituting $s = g(z)$ and integrating. \hfill \Box

The correction functional $C_\beta$ alluded to in (5) is defined, temporarily, for the functions $g \in G^+$ whose moment vectors belong to $ri(dom(J_\beta))$, by

$$C_\beta(g) \triangleq D^g_\beta(g) \quad \text{where} \ \vartheta \in \Theta_\beta \ \text{is any dual solution for} \ \int_Z \varphi g \, d\mu,$$

provided that $J_\beta$ is proper and the DCQ holds. Here, a dual solution exists by Lemma 4.2 and the definition does not depend on its choice by Lemma 4.14. This definition of the correction functional is further extended in Section 7.

4.D. The key lemma of this subsection is formulated as follows.

Lemma 4.15. For $a \in \mathbb{R}^d$, $g \in G^+_a$ and $\vartheta \in \Theta_\beta$

$$H_\beta(g) = \langle \vartheta, a \rangle - K_\beta(\vartheta) + B_\beta(g, f_\vartheta) + D^g_\beta(g).$$

Proof. For $z \in Z$, Lemma 2.8 is applied to $\beta(z, \cdot)$ in the role of $\gamma$, with $s = g(z)$ and $r = \langle \vartheta, \varphi(z) \rangle$. It follows that if $\langle \vartheta, \varphi(z) \rangle < \beta'(z, +\infty)$, which holds for $\mu\text{-a.e.} \ z \in Z$ by (9), then

$$\beta(z, g(z)) + \beta^*(z, \langle \vartheta, \varphi(z) \rangle) = \langle \vartheta, \varphi(z) \rangle g(z) + \Delta_\beta(z, g(z), f_\vartheta(z)) + \gamma^g_\beta(z, g(z)).$$

The assertion is obtained by integration since $K_\beta(\vartheta) < +\infty$. \hfill \Box

Below, the generalized Pythagorean identity (5) is formulated, under restrictive assumptions alleviated later in Theorem 7.10.

Lemma 4.16. Assuming the PCQ for $a \in \mathbb{R}^d$ and the DCQ,

$$H_\beta(g) = J_\beta(a) + B_\beta(g, g^*_a) + C_\beta(g), \quad g \in G^+_a.$$
Proposition 4.18. Let \( \beta \) be differentiable and \( a \in \mathbb{R}^d \). If \( \vartheta \in \Theta_\beta^+ \) has \( K_\beta(\vartheta) \) finite and \( f_\vartheta \) belongs to the Bregman closure of \( G_a \) then \( J_\beta(a) = K_\beta^*(a) \), \( \vartheta \) is a dual solution for \( a \) and \( f_\vartheta = g_a^* \).

Proof. By Lemmas 4.12 and 4.17 a dual solution \( \vartheta \) for \( a \) exists, it belongs to \( \Theta_\beta \) and \( \langle \vartheta, a \rangle - K_\beta(\vartheta) = K_\beta^*(a) = J_\beta(a) \). It suffices to invoke Lemma 4.15 using Remark 4.9 and the definition (18).

The main result of this section is based on the hypotheses that the duality gap between the primal and dual values is zero and the dual value is attained. By Lemma 4.12 the PCQ is a sufficient condition for this. However, it is not necessary, see Example 10.4. In general, it is difficult to recognize whether the gap is zero and this problem is not addressed here.

Theorem 4.17. For \( a \in \mathbb{R}^d \) let the duality gap be zero and the dual value be attained. Then, the generalized primal solution for \( a \) exists if and only if the DCQ holds, in which case \( \hat{g}_a = g_a^* \).

Proof. The hypotheses imply that \( J_\beta(a) = K_\beta^*(a) \) which is equal to \( \langle \vartheta, a \rangle - K_\beta(\vartheta) \) for some dual solution \( \vartheta \in \mathbb{R}^d \). Let \( g_n \) be a sequence in \( G_a^+ \) such that \( H_\beta(g_n) \) converges to the finite primal value \( J_\beta(a) \). Then the functions

\[
h_n : z \mapsto \beta(z, g_n(z)) + \beta^*(z, \langle \vartheta, \varphi(z) \rangle) - \langle \vartheta, \varphi(z) \rangle g_n(z)
\]

are nonnegative, \( \mathcal{Z} \)-measurable and their integrals \( H_\beta(g_n) + K_\beta(\vartheta) - \langle \vartheta, a \rangle \) go to zero. Then, going to a subsequence if necessary, \( h_n \to 0 \), \( \mu \)-a.e. If \( \Theta_\beta = \emptyset \) then Corollary 3.2 implies that \( \langle \vartheta, \varphi(z) \rangle = \beta'(z, +\infty) \) for \( z \) in a subset \( Y \subseteq \mathcal{Z} \) of \( Z_{\beta, \alpha} \) of positive \( \mu \)-measure, and thus

\[
[\beta'(z, +\infty) g_n(z) - \beta(z, g_n(z))] \to \beta^*(z, \beta'(z, +\infty)), \quad \text{for } \mu \text{-a.e. } z \in Y \subseteq Z_{\beta, \alpha}.
\]

Since \( Y \subseteq Z_{\beta, \alpha} \) it follows that \( g_n \) goes to \( +\infty \) \( \mu \)-a.e. on \( Y \). Therefore, the sequence \( g_n \) is not convergent locally in measure, and thus the generalized primal solution for \( a \) does not exist.

Assuming the DCQ holds, the dual solution \( \vartheta \) belongs to \( \Theta_\beta \) by Lemma 4.17. Thus, \( f_\vartheta = g_a^* \) by Remark 4.9. Lemma 4.15 implies that \( H_\beta(g) \geq J_\beta(a) + B_\beta(g, g_a^*) \), \( g \in G_a^+ \). For any sequence \( g_n \) in \( G_a^+ \) with \( H_\beta(g_n) \to J_\beta(a) \) necessarily \( B_\beta(g_n, g_a^*) \to 0 \). By Corollary 2.14 \( g_n \rightharpoonup g_a^* \). This proves that the generalized primal solution \( \hat{g}_a \) exists and equals \( g_a^* \).

Let the Bregman closure of \( G_a \) be defined as the set of \( \mathcal{Z} \)-measurable functions \( h \) such that \( B_\beta(g_n, h) \to 0 \) for some sequence \( g_n \) in \( G_a \). In the ‘irregular’ situation when \( G_a \) and \( F_\beta \) are disjoint, \( F_\beta \) can still intersect the closure. For example, \( g_a^* \in F_\beta \) belongs to the closure if the duality gap is zero and the dual value for \( a \) is attained, by the last part of the above proof. The following assertion provides the converse under a regularity condition. Let \( \Theta_\beta^+ \) denote the set of those \( \vartheta \in \Theta_\beta \) for which \( \langle \vartheta, \varphi \rangle \geq \beta^*_+(\cdot, 0) \) \( [\mu] \). If \( \beta \) is essentially smooth then \( \Theta_\beta^+ = \Theta_\beta \). In general, \( \Theta_\beta^+ \) cannot be replaced by \( \Theta_\beta \) in Proposition 4.18, see Example 10.12.
Lemma 5.3. cores, but a direct self-contained approach is preferred in this section.

Proof. The hypotheses on $\beta$ and $\vartheta$ imply that $D_\beta^{\vartheta}$ vanishes on $G^+$, on account of Remark 4.13. By assumption, there exists a sequence $g_n$ in $G^+_\vartheta$ with $B_\beta(g_n, f_\vartheta) \to 0$. It follows from Lemma 4.15 that

$$J_\beta(a) \leq \lim_{n \to \infty} H_\beta(g_n) = \langle \vartheta, a \rangle - K_\beta(\vartheta) \leq K^+_\beta(a).$$

Lemma 4.1 implies that the above inequalities are tight and the assertions follow. □

5. CONIC CORES

A set $C$ in $\mathbb{R}^d$ is a cone if it contains the origin $0$ and $tx \in C$ whenever $t > 0$ and $x \in C$. The convex/conic hull of $C$ is denoted by $\text{conv}(C)$. In this section $Q$ typically denotes a $\sigma$-finite Borel measure on $\mathbb{R}^d$. A Borel subset of $\mathbb{R}^d$ is $Q$-full if its complement has $Q$-measure zero. The intersection of all closed $Q$-full sets in $\mathbb{R}^d$ is the support $s(Q)$ of $Q$ and the intersection of all convex, closed and $Q$-full sets is the convex support $\text{cs}(Q)$ of $Q$.

The convex core $\text{cc}(Q)$ of a probability measure (pm) $Q$ was introduced in [25] as the intersection of all $Q$-full convex Borel sets in $\mathbb{R}^d$. The concept extends naturally to the $\sigma$-finite measures [23] since $\text{cc}(Q)$ does not change when $Q$ is replaced by a finite measure equivalent to $Q$. An equivalent definition involves the means of probability measures dominated by $Q$, namely by [25] Theorem 3,

$$\text{cc}(Q) = \left\{ \int_{\mathbb{R}^d} x P(dx) : P \text{ is a pm with mean and } P \ll Q \right\}. \quad (19)$$

Definition 5.1. The conic core $\text{cnc}(Q)$ of a $\sigma$-finite Borel measure $Q$ on $\mathbb{R}^d$ is the intersection of the convex, Borel and $Q$-full cones. The conic support $\text{cns}(Q)$ is the intersection of the convex, closed and $Q$-full cones.

Remark 5.2. The conic core is a convex cone, not necessarily $Q$-full. The conic support is a convex, closed and $Q$-full cone. Both are nonempty since they contain the origin; they are equal to the singleton $\{0\}$ if and only if $\mu(\mathbb{R}^d \setminus \{0\}) = 0$. The conic core and support do not depend on the weight assigned by $Q$ to $\{0\}$. Thus, in Definition 5.1 one can admit infinite $Q$-mass at $0$, going slightly beyond $\sigma$-finiteness.

Some properties of conic cores can be derived also from known facts on the convex cores, but a direct self-contained approach is preferred in this section.

Lemma 5.3. $\text{cl}(\text{cnc}(Q)) = \text{cns}(Q)$ and $\text{ri}(\text{cnc}(Q)) = \text{ri}(\text{cns}(Q)) = \text{ri}(\text{cone(\text{conv}(s(Q)))})$.

Proof. By definition, $\text{cnc}(Q) \subseteq \text{cns}(Q)$ whence $\text{cl}(\text{cnc}(Q)) \subseteq \text{cns}(Q)$ using that $\text{cns}(Q)$ is closed. There is no loss of generality in assuming that the dimension of $\{0\} \cup s(Q)$ is $d$. If $K$ is a convex, Borel and $Q$-full cone then $\text{cl}(K)$ is a convex, closed and $Q$-full cone, and thus $\text{cns}(Q) \subseteq \text{cl}(K)$. By the assumption on dimension, $\text{ri}(\text{cns}(Q)) \subseteq K$, and, in turn, $\text{ri}(\text{cns}(Q))$ is contained in $\text{cnc}(Q)$. Hence, $\text{cns}(Q)$ is contained in $\text{cl}(\text{cnc}(Q))$. The second assertion is a consequence of the first one and $\text{cns}(Q) = \text{cl}(\text{cone(\text{conv}(s(Q))))}. \quad □$

A supporting hyperplane to a convex cone $K$ is a hyperplane $H$ intersecting $K$ such that one of the closed half-spaces bordered by $H$ contains $K$. A nontrivial supporting
Corollary 5.8. If inclusion follows from $P$, the assertion follows by Lemma 5.3 using that $H$ is proper if $C$ is proper, and by induction, implies that $cnc(Q)$ contains the origin. Thus, there exists $\vartheta \in \mathbb{R}^d$ nonzero such that $H = \{ x: \langle \vartheta, x \rangle = 0 \}$ and $K \subseteq H \cup H_\vartheta$ where $H_\vartheta = \{ x: \langle \vartheta, x \rangle < 0 \}$.

The restriction of a $\sigma$-finite measure $\mu$ to a Borel set $A \subseteq \mathbb{R}^d$ is denoted by $\mu^A$. It is given by $\mu^A(B) = \mu(A \cap B)$ for every $B \subseteq \mathbb{R}^d$ Borel.

Lemma 5.4. If $H$ is a supporting hyperplane of $cns(Q)$ then $cnc(Q) \cap H = cnc(Q^H)$ and $Q(H \setminus cl(cnc(Q) \cap H)) = 0$.

Proof. The hyperplane $H$ contains the origin and $cns(Q) \subseteq H \cup H_\vartheta$ as above. If $K$ is any convex, Borel and $Q^H$-full cone then $K \cap H$ has the same properties. Then, $(K \cap H) \cup H_\vartheta$ is a convex, Borel cone which is $Q$-full by $cns(Q) \subseteq H \cup H_\vartheta$. Hence, $cnc(Q) \subseteq (K \cap H) \cup H_\vartheta$ and, intersecting with $H$, $cnc(Q) \cap H \subseteq K$. This implies that $cnc(Q) \cap H \subseteq cnc(Q^H)$. The opposite inclusion holds because $cnc(Q)$ and $H$ contain $cnc(Q^H)$, by definitions. The first assertion and Lemma 5.3 imply that $cl(cnc(Q) \cap H)$ equals $cns(Q^H)$. Then, the second assertion follows since this set is $Q^H$-full.

A face of a convex set $C \subseteq \mathbb{R}^d$ is a nonempty convex subset $F \subseteq C$ such that every closed line segment in $C$ with a relative interior point in $F$ is contained in $F$. The face is proper if $F \neq C$. The relative interiors $ri(F)$ of the faces $F$ partition the set $C$ [49, Theorem 18.2]. A face of a convex cone is a convex cone. The smallest face of a convex cone (the intersection of all faces) is either the singleton $\{0\}$ or a linear subspace of $\mathbb{R}^d$.

Lemma 5.5. If $F$ is a face of $cnc(Q)$ then $cnc(Q^{cl(F)}) = F$.

Proof. Induction on the dimension of $cnc(Q)$ is employed. If $F = cnc(Q)$ then the assertion follows by Lemma 5.3 using that $cns(Q)$ is $Q$-full. Otherwise, $F$ is a proper face and there exists a nontrivial supporting hyperplane $H$ to $cnc(Q)$ containing $F$ [49, Theorem 11.6]. Then, $cnc(Q) \cap H$ is a proper face of $cnc(Q)$ containing $F$. Lemma 5.3 implies that $F$ is a face of $cnc(Q^H)$. As $cnc(Q^H)$ has smaller dimension than $cnc(Q)$, by induction, $cnc((Q^H)^{cl(F)}) = F$.

Corollary 5.6. $Q(cl(F)) > 0$ for each face $F$ of $cnc(Q)$, except perhaps for $F = \{0\}$.

Lemma 5.7. If the integral $\int_{\mathbb{R}^d} x Q(dx)$ exists then it belongs to $ri(cnc(Q))$.

Proof. Let $H$ be a supporting hyperplane of $cns(Q)$, thus $cns(Q) \subseteq H \cup H_\vartheta$ where $H$ and $H_\vartheta$ are parameterized by $\vartheta$ as above. Denoting the integral by $a$, $\langle \vartheta, a \rangle$ equals $\int_{H_\vartheta} \langle \vartheta, x \rangle Q(dx)$. If $Q(H_\vartheta) = 0$ then $\langle \vartheta, a \rangle = 0$ whence $a \in H$. Otherwise, the supporting hyperplane $H$ is nontrivial and $\langle \vartheta, a \rangle < 0$, since $\langle \vartheta, x \rangle < 0$ for $x \in H_\vartheta$. Thus, $a \in H_\vartheta$. It follows that $a$ belongs to the intersection of all closed halfspaces $H \cup H_\vartheta$ as above, which equals $cns(Q)$, but to none of the nontrivial supporting hyperplanes of $cns(Q)$. Therefore, $a \in ri(cns(Q))$ and the assertion follows by Lemma 5.3.

Corollary 5.8. If $P \ll Q$ and the integral $\int_{\mathbb{R}^d} x P(dx)$ exists then it belongs to $cnc(Q)$.

Proof. The integral belongs to $ri(cnc(P)) \subseteq cnc(P) \subseteq cnc(Q)$, where the latter inclusion follows from $P \ll Q$, by the definition of the conic core.
Lemma 5.9. Each $a \in ri(cnc(Q))$ can be represented as $\int_{\mathbb{R}^d} x \, P(dx)$ where $P$ is a finite measure that is dominated by $Q$, has compact support, and its $Q$-density takes a finite number of values.

Proof. Let $C_Q$ denote the set of points that can be represented as the above integral with $P$ having the stated properties. By Corollary 5.8, $C_Q$ is a convex subcone of $cnc(Q)$. Then, it suffices to show that $ri(cnc(Q)) \subseteq cl(C_Q)$, since this implies the assertion $ri(cnc(Q)) \subseteq C_Q$.

By Lemma 5.8, each $a \in ri(cnc(Q))$ can be represented as $\sum_{y \in Y} t_y y$ where $Y$ is a finite subset of $s(Q)$ and all $t_y$ are positive. Since $Q$ is $\sigma$-finite, for any $\epsilon > 0$ and $y \in Y$ there exists a Borel subset $A_{\epsilon,y}$ of the $\epsilon$-ball $B_y(\epsilon)$ around $y$ such that $Q(A_{\epsilon,y})$ is positive and finite. Let $y_{\epsilon} = \int_{A_{\epsilon,y}} x \, Q(dx)/Q(A_{\epsilon,y})$. Then, each $y_{\epsilon}$ belongs to $C_Q$ and $\|y_{\epsilon} - y\| \leq \epsilon$ because $y_{\epsilon}$ is the mean of a pm concentrated on $B_y(\epsilon)$. Therefore, the point $\sum_{y \in Y} t_y y_{\epsilon}$ of $C_Q$ is arbitrarily close to $a$ if $\epsilon$ is sufficiently small. It follows that $a \in cl(C_Q)$.

Theorem 5.10. The conic core $cnc(Q)$ consists of the integrals $\int_{\mathbb{R}^d} x \, P(dx)$ where $P$ runs over all finite measures dominated by $Q$.

Proof. One inclusion follows from Corollary 5.8. If $a \in cnc(Q)$ then $a \in ri(F)$ for a face $F$ of $cnc(Q)$. By Lemma 5.5, $a \in ri(cnc(Q^{cl(F)}))$. By Lemma 5.9, $a = \int_{\mathbb{R}^d} x \, P(dx)$ for a finite measure $P$ dominated by $Q^{cl(F)}$, and thus by $Q$.

Remark 5.11. The measures $P$ in Theorem 5.10 can be also restricted as in Lemma 5.9.

Corollary 5.12. $cnc(Q) = cone(cc(Q))$.

Proof. The equality follows from (19), which is [25] Theorem 3], and Theorem 5.10.

Remark 5.13. The faces of $cnc(Q)$ and $cc(Q)$ are not related to each other in general. However, if $Q$ is concentrated on a hyperplane that does not contain the origin then there is a bijection between the families of faces of $cc(Q)$ and $cnc(Q)$, up to the face $\{0\}$ of the latter: the faces of $cnc(Q)$ are the conic hulls of the faces of $cc(Q)$.

Remark 5.14. The number of faces of any convex core is at most countable [25] Theorem 3]. This remains true also for the conic cores. In fact, it suffices to prove that if $Q$ is a pm then $cnc(Q) = cc(R)$ for $R = \sum_{n \geq 0} Q^{[n]}2^{-n}$ where $Q^{[n]}$ is the image of $Q$ under the scaling $x \mapsto nx$. If $a \in cnc(Q)$ then $a = t \int_{\mathbb{R}^d} x \, P(dx)$ for $t \geq 0$ and a pm $P \ll Q$, by Theorem 5.10. Then $a$ is the mean of a convex combination of $P^{[0]}$ and $P^{[n]}$, $n \geq t$. Since $R$ dominates these pm’s, $a \in cc(R)$ by (19). In the opposite direction, any convex, Borel and $Q$-full cone is also $Q^{[n]}$-full whence $R$-full. Therefore, $cnc(Q) \supseteq cnc(R) \supseteq cc(R)$ by definitions.
6. THE EFFECTIVE DOMAIN OF THE VALUE FUNCTION

Recall that the \( \varphi \)-cone \( \text{cn}_\varphi(\mu) \) of \( \mu \) consists of the moment vectors \( \int_Z \varphi g \, d\mu \) of the functions \( g \in \mathcal{G}^+ \). The \( \varphi \)-cone contains the effective domain of \( J_\beta \) for each \( \beta \in B \). In this section, a geometric description of this domain is presented that relies upon results on conic cores from Section 5 and pays special attention to the relative boundary.

Let \( \mu_\varphi \) denote the \( \varphi \)-image of \( \mu \). The intuitive meaning of the following lemma is that the \( \varphi \)-cone of \( \mu \) is equal to the conic core of \( \mu_\varphi \). Conic cores, however, have been defined only for measures on \( \mathbb{R}^d \) which are \( \sigma \)-finite on \( \mathbb{R}^d \setminus \{0\} \). As the measure \( \mu_\varphi \) may fail to satisfy this condition, an auxiliary measure \( \nu \) is invoked.

**Lemma 6.1.** If \( \nu \) is a measure equivalent to \( \mu \) and the image \( \nu_\varphi \) is \( \sigma \)-finite on \( \mathbb{R}^d \setminus \{0\} \) then \( \text{cn}_\varphi(\mu) = \text{cnc}(\nu_\varphi) \).

**Proof.** To prove that \( \text{cnc}(\nu_\varphi) \subseteq \text{cn}_\varphi(\mu) \), it can be assumed that \( \nu \) is finite because measures which are \( \sigma \)-finite and equivalent on \( \mathbb{R}^d \setminus \{0\} \) have the same conic core, see Remark 5.2. Let \( h \) be a positive \( \mu \)-density of \( \nu \). By Theorem 5.10 any \( a \in \text{cnc}(\nu_\varphi) \) can be written as \( \int_{\mathbb{R}^d} xf(x) \, \nu_\varphi(dx) \) where \( f \geq 0 \) is Borel. If \( g(z) = f(\varphi(z))h(z) \) then \( \int_Z \varphi g \, d\mu = \int_Z \varphi f(\varphi) \, d\nu = a \) which implies \( a \in \text{cn}_\varphi(\mu) \).

In the opposite direction, suppose \( a = \int_Z \varphi g \, d\mu \) for \( g \in \mathcal{G}^+ \). There is no loss of generality in assuming that \( g \) vanishes on the set \( \{\varphi = 0\} \). Denote by \( \lambda \) the measure with \( \mu \)-density \( g \). Then, \( \{\varphi = 0\} \) is \( \lambda \)-negligible and \( \{\varphi \neq 0\} \) partitions into at most countably many sets \( A_n \in \mathcal{Z} \) with \( \lambda(A_n) \) finite. Let \( Q_n \) be the \( \varphi \)-image of \( \lambda A_n \) and \( Q \) denote the sum of the measures \( Q_n \). By the assumption on \( g \), \( Q(\{0\}) = 0 \). Since

\[
+\infty > \int_Z \|\varphi\| \, d\lambda = \sum_n \int_Z \|\varphi\| \, d\lambda A_n = \sum_n \int_{\mathbb{R}^d} \|x\| \, Q_n(dx),
\]

the complement of any ball around the origin has finite \( Q \)-measure. Therefore, \( Q \) is \( \sigma \)-finite and \( a = \int_{\mathbb{R}^d} x \, Q(dx) \). Since \( Q_n \ll \nu_\varphi \), it follows that \( a \in \text{cnc}(\nu_\varphi) \), using Corollary 5.8. \( \square \)

**Corollary 6.2.** The set \( \{\varphi \notin \text{cl}(\text{cn}_\varphi(\mu))\} \) is \( \mu \)-negligible.

**Proof.** By Lemma 6.1 it \( \nu \) is finite and equivalent to \( \mu \) then \( \text{cl}(\text{cn}_\varphi(\mu)) \) is equal to \( \text{cl}(\text{cnc}(\varphi_\varphi)) \) which is \( \nu_\varphi \)-full by Lemma 5.3. This implies that \( \varphi^{-1}(\text{cl}(\text{cn}_\varphi(\mu))) \) is \( \nu \)-full and the assertion follows. \( \square \)

**Remark 6.3.** The \( \varphi \)-cone \( \text{cn}_\varphi(\mu) \) can be equivalently defined to consist of the moment vectors \( \int_Z \varphi g \, d\mu \) of the \( \mu \)-integrable (rather than all) functions \( g \) from \( \mathcal{G}^+ \). This follows from Lemma 6.1 and the first part of its proof. In fact, \( f \) can be taken \( \nu_\varphi \)-integrable by Theorem 5.10 and then \( g = f(\varphi) \cdot h \) is \( \mu \)-integrable.

**Lemma 6.4.** If \( F \) is a face of \( \text{cn}_\varphi(\mu) \) then \( \text{cn}_\varphi(\mu \varphi^{-1}(\text{cl}(F))) = F \).

**Proof.** This follows by Lemma 5.5 and Lemma 6.1. \( \square \)

**Lemma 6.5.** The moment vector \( \int_Z \varphi g \, d\mu \) of a function \( g \in \mathcal{G}^+ \) belongs to a face \( F \) of \( \text{cn}_\varphi(\mu) \) if and only if \( g \) vanishes \( \mu \)-a.e. on \( \{\varphi \notin \text{cl}(F)\} \).
Hence, a vanish somewhere. The family \( G \) converge to \( F \) exists a positive integrable function \( f \). Since \( \text{dom}\ \beta \) that satisfy the inequality \( g = g(\mu) \) by Lemma 6.1 and \( a \in \text{ri}(\text{cnc}(Q)) \) by Lemma 5.7.

It follows that if \( a \in F \) then \( \text{cnc}(Q) \subseteq F \). By Lemma 3, \( \text{cl}(F) \) is \( Q \)-full. Hence, \( \varphi^{-1}(\text{cl}(F)) \) is \( \Lambda^\beta \)-full for all \( n \), and thus \( \lambda \)-full. This implies that \( g \) vanishes \( \mu \)-a.e. on \( \{ \varphi \notin \text{cl}(F) \} \). In the opposite direction, the vanishing of \( g \) implies that \( a \) belongs to \( \text{cn}_\varphi(\mu) \) which equals \( F \), by Lemma 6.4.

**Lemma 6.6.** If \( \text{dom}(J_\beta) \) is nonempty then \( \text{ri}(\text{dom}(J_\beta)) = \text{ri}(\text{cn}_\varphi(\mu)) \).

**Proof.** Since any face contains the origin, there is no loss of generality in assuming that \( g = 0 \) on \( \{ \varphi = 0 \} \). Let \( a = \int_Z \varphi g \, d\mu \), \( \nu \) be a finite measure equivalent to \( \mu \), and \( \lambda \) denote the measure with \( \mu \)-density \( g \). Arguing as in the second part of the proof of Lemma 6.1, \( a = \int_{\mathbb{R}^d} x Q(\text{d}x) \) for a \( \sigma \)-finite measure \( Q = \sum_n (\Lambda^\Lambda) \varphi < \nu_\varphi \). Then, \( \text{cnc}(Q) \subseteq \text{cnc}(\nu_\varphi) = \text{cn}_\varphi(\mu) \) by Lemma 6.1 and \( a \in \text{ri}(\text{cnc}(Q)) \) by Lemma 5.7.

Second, let \( a \in \text{cn}_\varphi(\mu) \) equal \( \int_Z \varphi g \, d\mu \) for a function \( g \in \mathcal{G} \) that is everywhere positive. Since \( \text{dom}(J_\beta) \) is nonempty, \( H_\beta(h) < +\infty \) for some \( h \in \mathcal{G}^+ \). Since \( \mu \) is \( \sigma \)-finite, there exists a positive integrable function \( f \) on \( Z \). Let \( Y_n \) denote the set of those \( z \) in \( Z \) that satisfy the inequality \( \beta(z, g(z)) \leq \beta(z, h(z)) + n f(z) \). As \( g \) and \( f \) are positive and \( \beta(z, h(z)) < +\infty \) for \( \mu \)-a.a. \( z \) in \( Z \), the sequence \( Y_n \subseteq Z \) increases to a \( \mu \)-full set. Let \( g_n \) equal \( g \) on \( Y_n \) and \( h \) otherwise. It follows that \( g_n \in \mathcal{G} \), the moments \( a_n = \int_Z \varphi g_n \, d\mu \) converge to \( a \), and

\[
H_\beta(g_n) = \int_{Y_n} \beta(z, g(z)) \, \mu(\text{d}z) + \int_{Z \setminus Y_n} \beta(z, h(z)) \, \mu(\text{d}z) \leq H_\beta(h) + n \int_{Y_n} f \, d\mu < +\infty.
\]

Hence, \( a_n \in \text{dom}(J_\beta) \), and in turn \( a \in \text{cl}(\text{dom}(J_\beta)) \).

Second, let \( a \) be the moment vector \( \int_Z \varphi g \, d\mu \) of some function \( g \in \mathcal{G}^+ \) that may vanish somewhere. The family \( \mathcal{G} \) contains a positive function \( f \). As the function \( g + \frac{1}{n} f \) is positive and belongs to \( \mathcal{G} \), its moment \( b_n = \int_Z \varphi (g + \frac{1}{n} f) \, d\mu \) belongs to the closure of \( \text{dom}(J_\beta) \) by the previous part of the proof. Since \( b_n \to a \), this completes the proof. \( \Box \)

**Remark 6.7.** The relative interior of \( \text{cn}_\varphi(\mu) \) is equal to the set \( \text{cn}_\varphi^+(\mu) \) of points that are representable as \( \int_Z \varphi g \, d\mu \) with strictly positive \( g \in \mathcal{G}^+ \). Indeed, \( \text{cn}_\varphi^+(\mu) \) is a convex subset of \( \text{ri}(\text{cn}_\varphi(\mu)) \) by Lemma 5.7. Arguing as in the second part of the proof of Lemma 6.6, the closure of \( \text{cn}_\varphi^+(\mu) \) contains \( \text{cn}_\varphi(\mu) \) whence \( \text{ri}(\text{cn}_\varphi(\mu)) \subseteq \text{cn}_\varphi^+(\mu) \).

For a face \( F \) of \( \text{cn}_\varphi(\mu) \), let

\[
\omega_{F, \beta} \triangleq \int_{\{ \varphi \notin \text{cl}(F) \}} \beta(\cdot, 0) \, d\mu,
\]

and \( F_\beta \) denote the family of the faces \( F \) such that \( \omega_{F, \beta} < +\infty \). By Corollary 6.2, \( \text{cn}_\varphi(\mu) \in F_\beta \). If \( F \subseteq G \) are faces of \( \text{cn}_\varphi(\mu) \) and \( F \) belongs to \( F_\beta \) then so does also \( G \). In particular, \( F_\beta \) contains all faces of \( \text{cn}_\varphi(\mu) \) if and only if the smallest face of \( \text{cn}_\varphi(\mu) \) belongs to \( F_\beta \).

**Theorem 6.8.** If \( \text{dom}(J_\beta) \) is nonempty then it is equal to \( \bigcup_{F \in F_\beta} \text{ri}(F) \).
Proof. In this proof the notation, Definition 7.1 and Lemma 7.3 from the beginning of Section 7 are employed. Supposing \( \text{dom}(J_\beta) \neq \emptyset \), there exists \( g \in \mathbb{G}^+ \) such that \( H_\beta(g) < +\infty \). If \( F \) is a face of \( cn_\varphi(\mu) \) then \( g \in \mathbb{G}^+_F \) and \( H_{F,\beta}(g) < +\infty \). Denoting \( \int_{\{ \varphi \in cl(F) \}} \varphi g \, d\mu \) by \( a \), the function \( g \) is in \( \mathbb{G}^+_F(a) \), and \( J_{F,\beta}(a) < +\infty \), see Definition 7.1. Thus, \( \text{dom}(J_{F,\beta}) \) is nonempty, and by Lemma 6.3 it contains \( ri(cn_\varphi(\mu)) \) that equals \( ri(F) \) by Lemma 6.4. Hence \( J_{F,\beta} < +\infty \) on \( ri(F) \). If \( F \in F_\beta \) then (21) from Lemma 7.3 implies that \( J_\beta < +\infty \) on \( ri(F) \). This proves that \( \text{dom}(J_\beta) \) contains the union.

Conversely, if \( \text{dom}(J_\beta) \) intersects a face of \( cn_\varphi(\mu) \) then \( H_\beta(g) < +\infty \) for some \( g \in \mathbb{G} \) with the moment vector \( \int_Z \varphi g \, d\mu \in F \). By Lemma 6.5 \( g = 0[\mu] \) on \( \{ \varphi \notin cl(F) \} \), and thus \( H_\beta(g) < +\infty \) implies that \( F \in F_\beta \). Since \( \text{dom}(J_\beta) \) is a subset of \( cn_\varphi(\mu) \), it is contained in the union. \( \square \)

Corollary 6.9. The effective domain of \( J_\beta \) is closed to positive multiples.

Corollary 6.10. A sufficient condition for \( \text{dom}(J_\beta) = cn_\varphi(\mu) \) is \( \int_Z \beta(\cdot,0) \, d\mu < +\infty \). If \( \{ 0 \} \) is a face of \( cn_\varphi(\mu) \) and \( \{ \varphi = 0 \} \) is \( \mu \)-negligible then this condition is necessary, as well. If the integral equals \(-\infty\) then \( J_\beta = -\infty \) on \( cn_\varphi(\mu) \).

Proof. The first assertion follows from Theorem 6.8 for the hypothesis implies that each face of \( cn_\varphi(\mu) \) belongs to \( F_\beta \) and \( J_\beta \) is not \( +\infty \) at the origin \( 0 \). By Theorem 6.8 the equality \( \text{dom}(J_\beta) = cn_\varphi(\mu) \) implies that the smallest face of \( cn_\varphi(\mu) \) belongs to \( F_\beta \). If this smallest face is the singleton \( \{ 0 \} \) and \( \mu(\{ \varphi = 0 \}) = 0 \) then \( \omega(0)_\beta = \int_Z \beta(\cdot,0) \, d\mu \), and the second assertion follows. If the integral equals \(-\infty\) then \( J_\beta(0) = -\infty \), and the third assertion follows by convexity of \( J_\beta \). \( \square \)

Remark 6.11. The hypotheses of the second assertion of Corollary 6.10 guaranteeing the necessity, are valid under the moment assumption. In fact, if (10) holds with \( \theta \in \mathbb{R}^d \) then \( cn_\varphi(\mu) \) is contained in the cone \( \{ 0 \} \cup \{ x \in \mathbb{R}^d : \langle \theta, x \rangle > 0 \} \), due to Lemma 6.1. Hence, \( \{ 0 \} \) is the smallest face of \( cn_\varphi(\mu) \). The second hypothesis \( \mu(\{ \varphi = 0 \}) = 0 \) follows directly from (10).

Corollary 6.12. If \( \int_{\{ \varphi \notin H \}} \beta(\cdot,0) \, d\mu = +\infty \) for each nontrivial supporting hyperplane \( H \) of the cone \( cn_\varphi(\mu) \) then \( \text{dom}(J_\beta) \) is either empty or equals \( ri(cn_\varphi(\mu)) \). Moreover, this condition is necessary for \( \text{dom}(J_\beta) = ri(cn_\varphi(\mu)) \).

Proof. Each proper face of \( cn_\varphi(\mu) \) is contained in a nontrivial supporting hyperplane, hence the hypothesis implies that no proper face of \( cn_\varphi(\mu) \) belongs to \( F_\beta \). By Theorem 6.8 the first assertion follows. Further, the intersection of \( cn_\varphi(\mu) \) with a nontrivial supporting hyperplane \( H \) is a proper face \( F \). If \( \text{dom}(J_\beta) = ri(cn_\varphi(\mu)) \), Theorem 6.8 implies that \( F \) does not belong belong to \( F_\beta \), thus \( \omega_{F,\beta} = +\infty \). By Lemmas 5.4 and 6.1 this is equivalent to \( \int_{\{ \varphi \notin H \}} \beta(\cdot,0) \, d\mu = +\infty \). \( \square \)

Remark 6.13. If \( \beta \) is autonomous, \( \beta(z,t) = \gamma(t) \) for \( z \in \mathbb{Z} \) and \( t \in \mathbb{R} \), then Corollary 6.10 states that \( \text{dom}(J_\beta) \) coincides with \( cn_\varphi(\mu) \) whenever \( \gamma(0) \) and \( \mu \) are finite, or \( \gamma(0) \leq 0 \). If \( \gamma(0) = +\infty \) then Corollary 6.12 gives that \( \text{dom}(J_\gamma) \) is either empty or equals \( ri(cn_\varphi(\mu)) \), as observed in [29, Section 3].
7. DISPENSING WITH THE PCQ IN THE PRIMAL PROBLEM

In this section, the primal problem is studied for the vectors \( a \in \mathbb{R}^d \) with a finite value \( J_\beta(a) \). The PCQ is not assumed. Recall that the primal and dual problems are constructed from three objects: the measure \( \mu \), the moment mapping \( \varphi \) and the integrand \( \beta \in B \). The notation has not made explicit the dependence on \( \mu \) and \( \varphi \). In this section, \( \mu \) will be replaced by its restriction to \( \{ \varphi \in \text{cl}(F) \} \) where \( F \) is a face of the \( \varphi \)-cone \( cn_\varphi(\mu) \). To indicate this restriction, the letter \( F \) is added to indices.

Correspondingly, for a face \( F \) of \( cn_\varphi(\mu) \) let \( \mathcal{G}_F \) denote the linear space of the \( \mathcal{Z} \)-measurable functions \( g: Z \to \mathbb{R} \) such that \( \varphi g \) is \( \mu \)-integrable on \( \{ \varphi \in \text{cl}(F) \} \), and

\[ \mathcal{G}_{F,a} \triangleq \{ g \in \mathcal{G}_F : \int_{\{ \varphi \in \text{cl}(F) \}} \varphi g \, d\mu = a \} , \quad a \in \mathbb{R}^d. \]

Let \( \mathcal{G}^+_F/\mathcal{G}^+_{F,a} \) denote the set of nonnegative functions in \( \mathcal{G}_F/\mathcal{G}_{F,a} \).

**Definition 7.1.** For a face \( F \) of \( cn_\varphi(\mu) \) and \( a \in \mathbb{R}^d \), the minimization in

\[ J_{F,\beta}(a) \triangleq \inf_{g \in \mathcal{G}_{F,a}^+} H_{F,\beta}(g) \quad \text{where} \quad H_{F,\beta}(g) \triangleq \int_{\{ \varphi \in \text{cl}(F) \}} \beta(z,g(z)) \, \mu(dz) \]

is the \( F \)-primal problem and the maximization in

\[ K^*_{F,\beta}(a) \triangleq \sup_{\vartheta \in \mathbb{R}^d} \langle \vartheta, a \rangle - K_{F,\beta}(\vartheta) \quad \text{where} \quad K_{F,\beta}(\vartheta) \triangleq \int_{\{ \varphi \in \text{cl}(F) \}} \beta^*(z,\langle \vartheta, \varphi(z) \rangle) \, \mu(dz) \]

is the \( F \)-dual problem for \( a \). If \( J_{F,\beta}(a) \) is finite and the infimum is attained then the minimizers can be assumed to vanish outside \( \{ \varphi \in \text{cl}(F) \} \). These minimizers define the \( \mu \)-unique \( F \)-primal solution \( g_{F,a} \) for \( a \). The generalized \( F \)-primal solution \( \hat{g}_{F,a} \) is defined likewise.

**Remark 7.2.** The \( F \)-primal/\( F \)-dual problem constructed from \( \mu, \varphi \) and \( \beta \) is identical to the primal/dual problem constructed from \( \mu_{\{ \varphi \in \text{cl}(F) \}}, \varphi \) and \( \beta \). Note that if \( F = cn_\varphi(\mu) \) then \( \mu \) does not change when restricted to \( \{ \varphi \in \text{cl}(F) \} \), by Corollary \[ \overset{\text{6.2}}{=} \]

Two lemmas are sent forward.

**Lemma 7.3.** Let \( a \) be a point in a face \( F \) of \( cn_\varphi(\mu) \). A function \( g \) belongs to \( \mathcal{G}^+_a \) if and only if it belongs to \( \mathcal{G}^+_{F,a} \) and vanishes \( \mu \)-a.e. on \( \{ \varphi \notin \text{cl}(F) \} \). Assuming that a left-hand side is not \( +\infty \) or that no term on a right-hand side is \( +\infty \),

\[ H_\beta(g) = \omega_{F,\beta} + H_{F,\beta}(g) \quad g \in \mathcal{G}^+_a, \]

\[ J_\beta(a) = \omega_{F,\beta} + J_{F,\beta}(a). \]

**Proof.** The first assertion follows from Lemma \[ \overset{\text{6.5}}{=} \] Then, for \( g \) in \( \mathcal{G}^+_a \)

\[ \int_E \beta(z,g(z)) \, \mu(dz) = \int_{\{ \varphi \in \text{cl}(F) \}} \beta(z,0) \, \mu(dz) + \int_{\{ \varphi \in \text{cl}(F) \}} \beta(z,g(z)) \, \mu(dz), \]

if the integral on the left differs from \( +\infty \) or if neither integral on the right equals \( +\infty \). Hence, \[ \overset{\text{20}}{=} \] holds, and the quantification there is equivalently over \( g \in \mathcal{G}^+_{F,a} \) vanishing on \( \{ \varphi \notin \text{cl}(F) \} \). As \( J_{F,\beta}(a) \) equals the infimum of \( H_{F,\beta}(g) \) over such functions \( g \), eq. \[ \overset{\text{21}}{=} \] follows. \( \square \)
Lemma 7.4. If $F$ is a face of $\text{cn}_\varphi(\mu)$, and $J_\beta(a) < +\infty$ for some $a \in \text{ri}(F)$, then $\text{ri}(\text{dom}(J_{F,\beta}))$ is equal to $\text{ri}(F)$.

Proof. The assumptions and Theorem 6.8 imply that $\text{ri}(F)$ is contained in $\text{dom}(J_\beta)$. By eq. (21), $\text{ri}(F)$ is contained in $\text{dom}(J_{F,\beta})$. Since $\text{dom}(J_{F,\beta}) \subseteq \text{cn}_\varphi(\mu^{-1}(\text{cl}(F))) = F$, using Lemma 6.4, the assertion follows. □

The set $\Theta_{F,\beta}$ consists of those $\vartheta \in \text{dom}(K_{F,\beta})$ for which the function $r \mapsto \beta^*(z, r)$ is finite around $r = \langle \vartheta, \varphi(z) \rangle$ when $\varphi(z) \in \text{cl}(F)$, for $\mu$-a.a. $z \in Z$. If $\vartheta \in \Theta_{F,\beta}$ let

$$f_{F,\vartheta}(z) \triangleq \begin{cases} (\beta^*)'(z, \langle \vartheta, \varphi(z) \rangle), & \text{if } \varphi(z) \in \text{cl}(F) \text{ and the derivative exists,} \\ 0, & \text{otherwise.} \end{cases}$$

Remark 7.5. The assumption $\Theta_{F,\beta} \neq \emptyset$ plays the role of DCQ in the $F$-dual problems and is implied by the DCQ for the original problem 3. Under this assumption and attainment in the $F$-dual problem for $a \in \mathbb{R}^d$, each $F$-dual solution $\vartheta$ belongs to $\Theta_{F,\beta}$ and gives rise to the same function $f_{F,\vartheta}$, arguing as in Remark 4.9. This function is referred to as the effective $F$-dual solution $g_{F,a}^*$ for $a$.

For $a \in \text{cn}_\varphi(\mu)$ let $F(a)$ denote the unique face of $\text{cn}_\varphi(\mu)$ whose relative interior contains $a$.

Theorem 7.6. For $a \in \mathbb{R}^d$ such that $J_\beta(a)$ is finite

(i) the $F(a)$-dual value $K_{F(a),\beta}^*(a)$ is attained and $J_\beta(a) = \omega_{F(a),\beta} + K_{F(a),\beta}^*(a)$,

(ii) the primal solution $g_a$ exists if and only if $\Theta_{F(a),\beta} \neq \emptyset$ and the moment vector of the effective $F(a)$-dual solution $g_{F(a),a}^*$ exists and equals $a$, in which case $g_a = g_{F(a),a}^*$,

(iii) the generalized primal solution exists if and only if $\Theta_{F(a),\beta} \neq \emptyset$, in which case $\hat{g}_a = g_{F(a),a}^*$.

Proof. By finiteness of $J_\beta(a)$ and Lemma 7.4, $\text{ri}(\text{dom}(J_{F(a),\beta})) = \text{ri}(F(a))$. Then, eq. (21) implies that $J_\beta(a)$ equals $\omega_{F(a),\beta} + J_{F(a),\beta}(a)$ where both quantities are finite. Since $J_{F(a),\beta}(a)$ is finite, the PCQ in the $F(a)$-primal problem for $a$ holds. By Lemma 4.2, $J_{F(a),\beta}(a) = K_{F(a),\beta}(a)$ and an $F(a)$-dual solution for $a$ exists. These observations imply (i).

By Lemma 7.3, $g_a$ exists if and only if the $F(a)$-primal solution $g_{F(a),a}$ does, in which case they coincide. Knowing that the PCQ holds in the $F(a)$-primal problem for $a$, the latter existence is equivalent by Lemma 4.10 to $\Theta_{F(a),\beta} \neq \emptyset$ and $g_{F(a),a}^* \in G_{F(a),a}$, in which case $g_{F(a),a} = g_{F(a),a}^* \text{ a.e. on } \{ \varphi \in \text{cl}(F(a)) \}$. The incidence means $g_{F(a),a}^* \in G_a$. These observations imply (ii).

By Remark 7.5 and Theorem 4.17, $\Theta_{F(a),\beta} \neq \emptyset$ is equivalent to existence of the generalized $F(a)$-primal solution $\hat{g}_{F(a),a}$. In this case, $\hat{g}_{F(a),a} = g_{F(a),a}^*$. Lemma 7.3 implies that $\hat{g}_{F(a),a}$ exists if and only if $\hat{g}_a$ does, in which case they coincide. Hence (iii) follows. □

Corollary 7.7. Existence of the primal solution $g_a$ implies that the generalized primal solution $\hat{g}_a$ exists and equals $g_a$. 
Theorem 7.6 makes sense also when the value function \( J_\beta \) equals \(-\infty\) at some point, thus the PCQ holds for no \( a \), as in Example 10.7. There, \( J_\beta^e \) is identically \(+\infty\) and the dual values equal \(-\infty\), so that the dual problems (3) bear no information on the primal ones. However, \( J_\beta \) can be yet finite at some point \( a \) and, due to Theorem 7.6, the \( F(a) \)-dual problem of Definition 7.1 provides complete understanding of the primal problem for this \( a \).

**Definition 7.8.** The extension \( \text{exn}(F_\beta) \) of the family \( F_\beta \) is defined as union of the families \( F_\beta = \{ f_{F,\vartheta}: \vartheta \in \Theta_{F,\beta} \} \) over the faces \( F \) of \( cn_\varphi(\mu) \).

The necessary and sufficient condition for existence of a primal solution can be reformulated by means of the extension, without ever mentioning convex duality.

**Corollary 7.9.** Let \( a \in \mathbb{R}^d \) and \( J_\beta(a) \) be finite. The families \( G_a \) and \( \text{exn}(F_\beta) \) intersect if and only if the primal solution for \( a \) exists, in which case the intersection equals \( \{ g_a \} \).

**Proof.** By Theorem 7.6 (ii), if the primal solution \( g_a \) for \( a \) exists then \( \Theta_{F(a),\beta} \neq \emptyset \), the effective \( F(a) \)-dual solution \( g_{F(a),a}^* \) is defined, and \( g_a = g_{F(a),a}^* \) belongs to \( G_a \cap \text{exn}(F_{\beta}) \), contained in \( G_a \cap \text{exn}(F_{\beta}) \).

In the opposite direction, if \( G_a \cap \text{exn}(F_\beta) \) contains a function \( f_{G,\vartheta} \), where \( G \) is a face of \( cn_\varphi(\mu) \) and \( \vartheta \in \Theta_{G,\beta} \), then \( f_{G,\vartheta} \in G_a \) implies \( a \in G \), by Lemma 6.5. Therefore, \( F(a) \subseteq G \). It follows from \( \Theta_{G,\beta} \subseteq \Theta_{F(a),\beta} \) that \( \vartheta \in \Theta_{F(a),\beta} \). By Lemma 6.5, \( f_{G,\vartheta} \) equals \( f_{F(a),\vartheta} \). Hence, \( G_a \) intersects \( F_{\beta} \). By Lemma 4.10, the \( F(a) \)-primal solution \( g_{F(a),a} \) exists and equals \( f_{F(a),\vartheta} \). Therefore, \( g_a \) exists by Lemma 7.3 and \( f_{G,\vartheta} = g_a \). Thus, \( G_a \cap \text{exn}(F_\beta) \) equals \( \{ g_a \} \). \( \square \)

Corollary 7.9 practically amounts to solving the equation \( \int_Z \varphi f_{F,\vartheta} \, d\mu = a \) over the faces \( F \) of \( cn_\varphi(\mu) \) and \( \vartheta \in \Theta_{F,\beta} \), which is within the framework of the last inference principle of Subsection 1.B.

The correction functional \( C_\beta \) has been temporarily defined in eq. (12) under certain conditions which are now relaxed, adapting the former definition to the \( F \)-problems. Analogously to (15), for \( \vartheta \in \Theta_{F,\beta} \) and \( g \geq 0 \) \( Z \)-measurable let

\[
D_{F,\beta}(g) \triangleq \int_{F} \left[ \beta_{\text{sgn}(s-f_{F,\vartheta}(z))}(z, f_{F,\vartheta}(z)) \right] \left[g(z) - f_{F,\vartheta}(z)\right] \mu(dz).
\]

In turn, for any function \( g \in \mathcal{G}^+ \) with the moment vector \( \int_Z \varphi g \, d\mu \) denoted by \( a \), let

\[
C_\beta(g) \triangleq D_{F(a),\beta}(g) \quad \text{where } \vartheta \in \Theta_{F(a),\beta} \text{ is any } F(a) \text{-dual solution for } a,
\]

provided that \( J_\beta(a) \) is finite and \( \Theta_{F(a),\beta} \neq \emptyset \). Recalling that in the \( F(a) \)-problem the PCQ holds for \( a \) by the finiteness, the correction functional is thereby well defined as it has been in eq. (18). By (17), if \( \beta \) is differentiable then for \( g \) and \( \vartheta \) as above

\[
C_\beta(g) = \int_Z \left| \beta_{+}'(\cdot,0) - \langle \vartheta, \varphi \rangle_{+} \right| g \, d\mu
\]

where the integral is indeed over \( Z \) because \( g \in \mathcal{G}^+_a \) vanishes on \( \{ \varphi \in \text{cl}(F(a)) \} \).
Theorem 7.10. For every \( a \in \mathbb{R}^d \) with \( J_\beta(a) \) finite and \( \Theta_{F(a),\beta} \neq \emptyset \), there exists a (\( \mu \)-a.e.) unique \( \mathcal{Z} \)-measurable function \( \tilde{g}_a \) such that

\[
H_\beta(g) = J_\beta(a) + B_\beta(g, \tilde{g}_a) + C_\beta(g), \quad g \in \mathcal{G}_a^+. \tag{24}
\]

This function \( \tilde{g}_a \) equals the effective solution \( g_{F(a),a}^* \) of the \( F(a) \)-dual problem.

Proof. If \( \tilde{g}_a \) satisfying \( \text{(24)} \) exists then its uniqueness follows by considering minimizing sequences that necessarily converge to \( \tilde{g}_a \) locally in measure, similarly to arguments at the end of the proof of Theorem 4.17.

It suffices to prove \( \text{(24)} \) for \( g_{F(a),a}^* \) in the role of \( \tilde{g}_a \). As in the proof of Theorem 7.6 the first two hypotheses imply that the PCQ holds in the \( F(a) \)-primal problem for \( a \). Since \( \Theta_{F(a),\beta} \neq \emptyset \), the DCQ holds in the \( F(a) \)-dual problems by Remark 7.5. Hence, Lemma 4.16 implies

\[
H_{F(a),\beta}(g) = J_{F(a),\beta}(a) + B_{F(a),\beta}(g, g_{F(a),a}^*) + C_{F(a),\beta}(g), \quad g \in \mathcal{G}_{F(a),a}^+.
\]

Since the functions \( g \in \mathcal{G}_a^+ \) and \( g_{F(a),a}^* \) vanish on \( \{ \varphi \notin \text{cl}(F(a)) \} \), see Lemma 6.5 and Remark 7.5 the above Bregman distance equals \( B_\beta(g, g_{F(a),a}^*) \). By the definition \( \text{(22)} \), \( C_{F(a),\beta}(g) = C_\beta(g) \) for \( g \in \mathcal{G}_a^+ \). The assertion follows by Lemma 7.3 knowing that \( \omega_{F(a),\beta} \) is finite.

Comparing Theorems 7.6 \( \text{(iii)} \) and 7.10 the generalized primal solution \( \hat{g}_a \) exists if and only if eq. \( \text{(24)} \) is available, in which case \( \hat{g}_a = \tilde{g}_a \). If a primal solution \( g_a \) exists then the hypothesis of Theorem 7.10 holds by Theorem 7.6 \( \text{(ii)} \), eq. \( \text{(24)} \) takes the form

\[
H_\beta(g) = H_\beta(g_a) + B_\beta(g, g_a) + C_\beta(g), \quad g \in \mathcal{G}_a^+,
\]

and \( g_a = \tilde{g}_a \). This implies again Corollary 7.7.

8. BREGMAN PROJECTIONS

For any integrand \( \beta \in B \) and \( \mathcal{Z} \)-measurable function \( h \), the mapping

\[
(z, t) \mapsto \Delta_\beta(t, h(z)), \quad z \in \mathcal{Z}, \ t \in \mathbb{R},
\]

is denoted by \( [\beta h] \). It is a normal integrand, see Lemma 2.10 and [50] Proposition 14.45(c). It is always assumed that \( h \geq 0 \), and \( h(z) > 0 \) whenever \( \beta(z, 0) = -\infty \), \( z \in \mathcal{Z} \). Then for \( t \geq 0 \)

\[
[\beta h](z, t) = \beta(z, t) - \beta(z, h(z)) - \beta'(z, h(z))[t - h(z)],
\]

and \( [\beta h] \in B \), by Lemma 2.6. Since \( B_\beta(g, h) = H_{[\beta h]}(g) \) for \( \mathcal{Z} \)-measurable functions \( g \) on \( \mathcal{Z} \), the Bregman distance \( B_\beta(g, h) \) as a function of \( g \) is an integral functional of the form \( \text{(1)} \).

In this section, the results on the problem \( \text{(2)} \) are specialized to the minimization in

\[
J_{[\beta h]}(a) = \inf_{g \in \mathcal{G}_a^+} B_\beta(g, h), \quad a \in \mathbb{R}^d. \tag{25}
\]
A (generalized) primal solution of this problem is renamed to a \textit{(generalized) Bregman projection} of \( h \) to \( \mathcal{G}_a^+ \) or to \( \mathcal{G}_a \).

The dual problem to (25) features the function \( \mathcal{K}_{[\beta h]} \) that is equal at \( \theta \in \mathbb{R}^d \) to the \( \mu \)-integral of

\[
\left[ \beta h \right]^*(\cdot, \langle \theta, \varphi \rangle) = \beta^*(\cdot, \langle \theta, \varphi \rangle) + \beta'_{\text{sgn}(\langle \theta, \varphi \rangle)}(\cdot, h)) - \beta^*(\cdot, \beta'_{\text{sgn}(\langle \theta, \varphi \rangle)}(\cdot, h))
\]  

using Lemma 2.6. In particular, \( \mathcal{K}_{[\beta h]}(\theta) = 0 \) at \( \theta = 0 \), by the assumption on \( h \). In (26), the missing arguments \( z \in Z \) of functions are the same, for example the left hand side denotes the function \( z \mapsto \left[ \beta h \right]^*(z, \langle \theta, \varphi \rangle(z)) \). This convention is applied below without any further comments. By Lemma 2.6 \( \left[ \beta h \right]'(\cdot, +\infty) \) equals \( \beta'(\cdot, +\infty) - \beta'_{+}(\cdot, h) \). Referring to (9), the crucial set \( \Theta_{[\beta h]} \) consists of those \( \theta \in \text{dom}(\mathcal{K}_{[\beta h]}) \) that satisfy

\[
\langle \theta, \varphi(z) \rangle < \beta'(z, +\infty) - \beta'_{+}(z, h(z)) \quad \text{for } \mu\text{-a.a. } z \in Z.
\]  

Since \( \beta \in B \), the difference is positive whence \( \theta = 0 \) always belongs to \( \Theta_{[\beta h]} \). For \( \theta \in \Theta_{[\beta h]} \) the functions given by

\[
f_{[\beta h], \theta} = \begin{cases}
(\beta^*)'(\cdot, \langle \theta, \varphi \rangle) + \beta'_{\text{sgn}(\langle \theta, \varphi \rangle)}(\cdot, h)) , & \text{when the ineq. in (27) holds,} \\
0, & \text{otherwise,}
\end{cases}
\]

form the family \( \mathcal{F}_{[\beta h]} \), see (4) and Lemma 2.6. The family contains the function \( h \), parameterized by \( \theta = 0 \), see Lemma 2.4.

\textbf{Remark 8.1.} Equations (26) and (28) admit simplifications on the set \( \{ h = 0 \} \). Namely, if \( h = 0 \), it is possible to write \( \beta'_{+}(\cdot, h) \) instead of \( \beta'_{\text{sgn}(\langle \theta, \varphi \rangle)}(\cdot, h) \) even if \( \langle \theta, \varphi \rangle < 0 \), due to the fact that \( \beta^*(\cdot, r) = -\beta(\cdot, 0) \) and \( (\beta^*)'(\cdot, r) = 0 \) for all \( r \leq \beta'_{+}(\cdot, 0) \). In particular, if \( \beta \) is differentiable and conventionally \( \beta'(\cdot, 0) = \beta'_{+}(\cdot, 0) \), the indices \( \text{sgn}(\langle \theta, \varphi \rangle) \) can be omitted in (26) and (28).

Since the integrand \( [\beta h] \) is nonnegative, the PCQ of the problem (25) for \( a \in \mathbb{R}^d \) reduces to \( a \in \text{ri}(\text{dom}(J_{[\beta h]})) \). Assuming \( J_{[\beta h]} \neq +\infty \), thus existence of \( g \in \mathcal{G}^+ \) with \( \mathcal{B}_g(g, h) \) finite, the relative interiors of \( \text{dom}(J_{[\beta h]}) \) and \( \text{cn}_\varphi(\mu) \) coincide, by Lemma 6.6. Then, the PCQ is equivalent to \( a \in \text{ri}(\text{cn}_\varphi(\mu)) \), not depending on \( h \).

Theorems 7.6 and 7.10 can be reformulated as follows. In these reformulations, in addition to restricting \( \mu \), the integrand \( \beta \) is replaced by \( [\beta h] \), as indicated in indices. Accordingly, \( (F, [\beta h]) \)-problems, \( (F, [\beta h]) \)-solutions, etc., come into play.

Recall the running assumption on \( h \geq 0 \), thus finiteness of \( \beta'_{+}(z, h(z)) \), \( z \in Z \).

\textbf{Theorem 8.2.} For every \( a \in \text{dom}(J_{[\beta h]}) \)

(i) the \( (F(a), [\beta h]) \)-dual value is attained and \( J_{[\beta h]}(a) = \omega_{F(a),[\beta h]} + K^*_{F(a),[\beta h]}(a) \),

(ii) the Bregman projection \( g_{[\beta h], a} \) of \( h \) to \( \mathcal{G}_a \) exists if and only if the moment vector of the effective \( (F(a), [\beta h]) \)-dual solution \( g^*_{F(a),[\beta h],a} \) exists and equals \( a \), in which case \( g_{[\beta h], a} = g^*_{F(a),[\beta h],a} \),

(iii) the generalized Bregman projection \( \hat{g}_{[\beta h],a} \) of \( h \) to \( \mathcal{G}_a \) exists and equals \( g^*_{F(a),[\beta h],a} \).
**Theorem 8.3.** For every \( a \in \text{dom}(J_{[\beta h]}) \) there exists a unique \( \mathcal{Z} \)-measurable function \( \tilde{g}_{[\beta h], a} \) such that

\[
B_\beta(g, h) = J_{[\beta h]}(a) + B_{[\beta h]}(g, \tilde{g}_{[\beta h], a}) + C_{[\beta h]}(g), \quad g \in G^{+}_a.
\]

This function \( \tilde{g}_{[\beta h], a} \) equals the effective dual solution \( g^*_{F(a), [\beta h], a} \) of the \((F(a), [\beta h])\)-dual problem.

As a consequence, the generalized Bregman projection \( \hat{g}_{[\beta h], a} \) of \( h \) to \( G_a \) equals \( \tilde{g}_{[\beta h], a} \). The genuine Bregman projection \( g_{[\beta h], a} \) exists if and only if \( \hat{g}_{[\beta h], a} \in G_a \), in which case they coincide and (29) reduces to

\[
B_\beta(g, h) = B_{[\beta h]}(g, g_{[\beta h], a}) + B_{[\beta h]}(g_{[\beta h], a}, h) + C_{[\beta h]}(g), \quad g \in G^{+}_a.
\]

A new feature of eqs. (29) and (30) is the presence of two kinds of Bregman distances, the original one based on \( \beta \), and another one based on \([\beta h]\). The following lemma presents a comparison.

**Lemma 8.4.** For any nonnegative \( \mathcal{Z} \)-measurable functions \( g, \tilde{g} \),

\[
B_\beta(g, \tilde{g}) = B_{[\beta h]}(g, \tilde{g}) + \int_{\{ \beta \neq h \}} [\beta'_{\text{sgn}(g-h)}(z, h(z)) - \beta'_{\text{sgn}(\tilde{g}-h)}(z, h(z))] [g(z) - h(z)] \mu(\text{d}z).
\]

The integral is nonnegative and vanishes if \( \beta(z, \cdot) \) is differentiable at \( t = h(z) \) for \( \mu \)-a.a. \( z \in Z \) with \( h(z) > 0 \).

**Proof.** Applying Lemma 2.7 to \( \gamma = \beta(z, \cdot), s = g(z), t = h(z) \) and \( r = \tilde{g}(z) \), the above identity follows by integration and implies the remaining assertions. \( \square \)

On account of Lemma 8.4 if \( B_{[\beta h]}(g, g_{[\beta h], a}) \) were replaced by \( B_{[\beta h]}(g, g_{[\beta h], a}) \) in eq. (30) then an (explicitly specified) nonnegative term had to be subtracted on the right-hand side. This term is not necessarily canceled by the correction term \( C_{[\beta h]}(g) \) and it may happen, see Example 10.10 that although the Bregman projection exists, the inequality \( B_\beta(g, h) \geq B_{[\beta h]}(g, g_{[\beta h], a}) + B_{[\beta h]}(g_{[\beta h], a}, h) \) does not hold for some \( g \in G^{+}_a \).

On the other hand, if \( \beta(z, \cdot), z \in Z \), is differentiable at each positive number then the two kinds of Bregman distances coincide and in eqs. (29) and (30) the nuisance of Bregman distance based on \([\beta h]\) disappears. By Theorem 8.3, (23) and Lemma 2.6 for \( a \in \text{dom}(J_{[\beta h]}) \) and \( g \in G^{+}_a \) (see Remark 8.1 for \( \beta'(z, 0) \))

\[
B_\beta(g, h) = J_{[\beta h]}(a) + B_{[\beta h]}(g, \tilde{g}_{[\beta h], a}) + \int_Z [\beta'(z, 0) - \beta'(z, h(z)) - \langle \vartheta, \varphi(z) \rangle_+ g(z)] \mu(\text{d}z),
\]

where \( \vartheta \in \Theta_{F(a), [\beta h]} \) is any solution of the \((F(a), [\beta h])\)-dual problem. The integral accounts for the lack of essential smoothness of the functions \( \beta(z, \cdot) \) at 0.

The results below deal with the special situation when the function \( h \) projected to \( G_a \) belongs to the family \( \mathcal{F}_\beta \). In this situation, regularity assumptions enable to relate directly the Bregman distance minimization (23), the original primal problem (2), and even its dual (3).
Lemma 8.5. Let $\beta$ be essentially smooth and $a \in \mathbb{R}^d$.

(i) If $\theta \in \Theta_\beta$ and $K_\beta(\theta)$ is finite then the primal problem \([2]\) for $a$ is equivalent to minimization of $B_\beta(g, f_\theta)$ subject to $g \in \mathcal{G}_a^+$.

(ii) If $g \in \mathcal{G}_a^+$, $H_\beta(g)$ is finite, and the DCQ holds then the dual problem \([3]\) for $a$ is equivalent to minimization of $B_\beta(g, f_\theta)$ subject to $\theta \in \Theta_\beta$.

Proof. By essential smoothness, Lemma 4.15 implies that for $g \in \mathcal{G}_a^+$ and $\theta \in \Theta_\beta$,

$$H_\beta(g) = \langle \theta, a \rangle - K_\beta(\theta) + B_\beta(g, f_\theta)$$

because the term $D_\beta^\theta(g)$ vanishes. Then, (i) follows and likewise (ii), by Lemmas 3.3 and 4.7.

Lemma 8.5 is well known, and so are also the following results when $\beta$ is essentially smooth. Below, however, only the differentiability of this integrand is required, thus the correction term need not vanish. The role of $h$ is played by $f_\theta$ with $\theta \in \Theta_\beta^+$. Recall that $\Theta_\beta^+$ consists of those $\theta \in \Theta_\beta$ for which $\langle \theta, \varphi \rangle \geq \beta'(\cdot,0) [\mu]$. When $\beta$ is not essentially smooth, this is, in general, a proper subset of $\Theta_\beta$, and the results below need not hold for all $\theta \in \Theta_\beta$, see Example 10.11.

Theorem 8.6. Suppose $\beta$ is differentiable and $\Theta_\beta^+ \neq \emptyset$.

(i) If $J_\beta \not\equiv +\infty$ then $J_\beta$ and $K_\beta$ are proper. If, in addition, $\theta \in \Theta_\beta^+$ then $\text{dom}(J_{[\beta f_\theta]})$ equals $\text{dom}(J_\beta)$ for $a$ in this domain

$$H_\beta(g) - J_\beta(a) = B_\beta(g, f_\theta) - J_{[\beta f_\theta]}(a) = B_\beta(g, \hat{g}_a) + C_\beta(g), \quad g \in \mathcal{G}_a^+, \, \theta \in \Theta_\beta^+.$$ 

Further, for such $a$ the generalized Bregman projection $\hat{g}_{[\beta f_\theta],a}$ exists and equals $\hat{g}_a$, and the condition $\hat{g}_a \in \mathcal{G}_a^+$ is necessary and sufficient both for the existence of the primal solution $g_a$ and of the Bregman projection $g_{[\beta f_\theta],a}$, in which case both are equal to $\hat{g}_a$.

(ii) If $J_\beta \equiv +\infty$ then $\text{dom}(J_{[\beta f_\theta]}) = \text{dom}(J_\beta) = \emptyset$ for $\theta \in \Theta_\beta^+$ with $K_\beta(\theta)$ finite.

For the last assertion, the finiteness hypothesis is essential, see Example 10.2.

Proof. (i) By the hypotheses and Theorem 1.1, $J_\beta$ and $K_\beta = J_\beta^*$ have nonempty effective domains, hence both are proper. Lemma 4.15 implies eq. (32) also under the current hypotheses, because if $\beta$ is differentiable and $\theta \in \Theta_\beta^+$ then $D_\beta^\theta(g) = 0$ due to eq. (17). It follows minimizing in eq. (32) over $g \in \mathcal{G}_a^+$, or trivially if $\mathcal{G}_a^+ = \emptyset$, that

$$J_\beta(a) = \langle \theta, a \rangle - K_\beta(\theta) + J_{[\beta f_\theta]}(a), \quad a \in \mathbb{R}^d, \, \theta \in \Theta_\beta^+,$$

where $K_\beta(\theta)$ is finite since $K_\beta$ is proper and $\theta \in \text{dom}(K_\beta)$. This identity implies the claimed equality of domains. In case $a \in \text{dom}(J_\beta)$ it also implies, by subtraction from eq. (32), the first equality in (33). The second equality in (33) follows from (24), as $\hat{g}_a$ in (24) equals the generalized primal solution $\hat{g}_a$, see also Theorem 7.6(iii). The assertions about (generalized) Bregman projections immediately follow from the first equality in eq. (33).

(ii) The above proof of $\text{dom}(J_\beta) = \text{dom}(J_{[\beta f_\theta]})$ goes through also when $J_\beta \equiv +\infty$ but $K_\beta(\theta)$ is finite, since the hypothesis $J_\beta \not\equiv +\infty$ has been used only to guarantee that finiteness.
The following lemma relates the dual functions $K_\beta$ and $K_{[\beta]}$, as well as the families $F_\beta$ and $F_{[\beta]}$, corresponding to the problems (2) and (25).

**Lemma 8.7.** If $\beta$ is differentiable then for $\theta \in \Theta^+_{\beta}$ with $K_\beta(\theta)$ finite

\[ K_{[\beta]}(\theta) = K_{\beta}(\theta + \theta) - K_{\beta}(\theta), \quad \theta \in \mathbb{R}^d, \tag{34} \]

and $\theta \in \Theta_{[\beta]}$ is equivalent to $\theta + \theta \in \Theta_{\beta}$, in which case $f_{[\beta],\theta} = f_{\theta + \theta}$. The families $F_\beta$ and $F_{[\beta]}$ coincide, and so do their extensions $\text{exn}(F_\beta)$ and $\text{exn}(F_{[\beta]})$.

**Proof.** The value $K_{[\beta]}(\theta)$ is obtained by integrating the function $[\beta f_\beta]^\ast(\cdot, \langle \phi, \varphi \rangle)$ which is equal to $\beta^\ast(\cdot, \langle \theta, \varphi \rangle + \beta^\prime(\cdot, f_\theta)) - \beta^\ast(\cdot, \beta^\prime(\cdot, f_\theta))$ by (26) and Remark 8.1. Here, $\beta^\prime(\cdot, f_\theta) = \langle \theta, \varphi \rangle$ by the definition (2) of $f_\theta$, differentiability, Lemma 2.2(i) and the assumption $\theta \in \Theta^+_{\beta}$. Therefore, $K_{[\beta]}(\theta)$ is obtained by integrating the difference $\beta^\ast(\cdot, \langle \theta, \varphi \rangle + \beta^\prime(\cdot, f_\theta)) - \beta^\ast(\cdot, \beta^\prime(\cdot, f_\theta))$. This proves (34), using that $K_\beta(\theta)$ is finite.

By (2), $\vartheta \in \Theta_{[\beta]}$ is equivalent to $\vartheta \in \text{dom}(K_{[\beta]}(\vartheta))$ and $\langle \theta, \varphi \rangle < [\beta f_\beta]^\ast(\cdot, +\infty) \mu$. This takes place if and only if $\vartheta + \vartheta \in \text{dom}(K_{\beta})$ and $\langle \theta, \varphi \rangle < \beta^\ast(\cdot, +\infty) \beta^\prime(\cdot, f_\theta) \mu$, by (34) and Lemma 2.6. Hence, the second assertion is proved. By (28) and Remark 8.1 $f_{[\beta],\theta}$ is equal to $\beta^\prime(\cdot, \vartheta) + \beta^\prime(\cdot, f_\theta)$ where $\beta^\prime(\cdot, f_\theta) = (\theta, \varphi)$ as above. This implies that $f_{[\beta],\theta} = f_{\theta + \theta}$ and $F_\beta = F_{[\beta]}$. The same proof works for the families built upon faces of $c_{\nu}(\mu)$ whose unions define the extensions of $F_\beta$ and $F_{[\beta]}$, using that the hypothesis $\theta \in \Theta^+_{\beta}$ implies $\theta \in \Theta^+_{\beta}$ for each face $F$ of $c_{\nu}(\mu)$. Thus, also these extensions coincide.

**Corollary 8.8.** If $\beta$ is differentiable then for $\theta \in \Theta^+_{\beta}$ with $K_\beta(\theta)$ finite

\[ K_{\beta}(\theta) = K_{\beta}(\theta) - \langle \theta, a \rangle, \quad a \in \mathbb{R}^d. \]

In above results, the (generalized) Bregman projections of $f_\theta$, to $G_\alpha$, $\theta \in \Theta^+_{\beta}$, are related to the original primal and dual problems, (2) and (3), not depending on $\theta$. This section is concluded by analogous results for the Bregman projection problem (25) with the function $h$ arbitrary, subject to the running assumption. They feature the set $\Theta^+_{\beta}$ consisting of those $\theta \in \Theta_{[\beta]}$ for which

\[ \langle \theta, \varphi \rangle \geq [\beta h]^\ast(\cdot, 0) = \beta^\prime(\cdot, 0) - \beta^\prime(\cdot, h) \mu, \]

using Lemma 2.6. To simplify the notation in Theorem 8.9 the function $f_{[\beta],\theta}$, see eq. (28) and Remark 8.1 will be denoted by $h_\theta$. Note that $\Theta^+_{[\beta]}$ contains the origin $0$ and $h = h_0$.

**Theorem 8.9.** Suppose $\beta$ is differentiable.

For $\theta \in \Theta^+_{[\beta]}$ with $K_{[\beta]}(\theta)$ finite, $\Theta_{[\beta]}$ coincides with $\Theta_{[\beta]} - \theta$. For $\vartheta$ in that set $f_{[\beta],\theta}$ equals $f_{[\beta],\theta + \theta} = h_{\theta + \theta}$. Further, $F_{[\beta]}$ coincides with $F_{[\beta]}$ and so do their extensions.

If $J_{[\beta]} \not= +\infty$ then $\text{dom}(J_{[\beta]}) = \text{dom}(J_{[\beta]}) + \Theta^+_{[\beta]}$ for $\theta \in \Theta^+_{[\beta]}$, and for $a \in \text{dom}(J_{[\beta]})$

\[ B_\beta(g, h) - J_{[\beta]}(\theta) = B_\beta(g, h_\theta) - J_{[\beta]}(\theta) = B_\beta(g, h_{\beta + \theta}) + C_{[\beta]}(g), \quad g \in G^+_\alpha, \theta \in \Theta^+_{[\beta]}, \]
where $C_{\beta h}(y)$ equals the integral in eq. (31). Each $h_\theta$ above, including $h_0 = h$, has the same generalized Bregman projection to $G_\alpha$. This generalized projection belongs to $G_\alpha$ if and only if all the projections exist, in which case they coincide.

**Proof.** By the assumption, the integrand $[\beta h]$ is differentiable. By Lemma 2.5 and the differentiability of $\beta$, $[\beta h_\theta] = [\beta h_\theta]$. It suffices to apply Lemma 5.7 and Theorem 5.6 to the integrand $[\beta h]$ in the role of $\beta$, which gives rise to the same Bregman distance as $\beta$, by Lemma 8.4.

9. GENERALIZED SOLUTIONS OF THE DUAL PROBLEM

The results of Section 7 addressed the primal problem in absence of the PCQ. This section approaches the dual problem (3) in this very respect.

When the value function $J_\beta$ is proper, the biconjugate $J_{\beta^*}^*$ is equal to the lsc envelope of $J_{\beta}$, and $J_{\beta^*}^* = K_{\beta}^*$ by Theorem 1.1. In this case, $\text{dom}(K_{\beta}^*)$ contains $\text{dom}(J_\beta)$ and is contained in its closure which is equal to the closure of $cn_\varphi(\mu)$, by Lemma 6.6. In general, both inclusions can be strict. Proposition 9.4 gives a sufficient condition for equality in the first one. First, dual attainment is briefly addressed.

**Lemma 9.1.** Let $H = \{x: \langle \theta, x \rangle = 0\}$ be a hyperplane such that $H_\theta = \{x: \langle \theta, x \rangle < 0\}$ contains $\text{ri}(cn_\varphi(\mu))$. Then, for $a \in H$ and $\vartheta \in \mathbb{R}^d$ with $K_{\beta}(\vartheta)$ finite

$$K_{\beta}^*(a) \geq \langle \vartheta, a \rangle - K_{\beta}(\vartheta) + \int_{\varphi \in H_\theta} \left[ \beta^*(z, \langle \vartheta, \varphi(z) \rangle) - \beta(z, -\infty) \right] \mu(\text{dz}).$$

**Proof.** By Corollary 6.2, $\varphi \in \text{cl}(cn_\varphi(\mu))$ $\mu$-a.e. The closure is contained in $H \cup H_\theta$ by assumption. Hence, using that $\langle \theta, \varphi \rangle$ vanishes on the set $\{\varphi \in H\}$ and $K_{\beta}(\vartheta)$ is finite,

$$K_{\beta}(\vartheta + t\theta) = \int_{\varphi \in H} \beta^*(z, \langle \vartheta, \varphi(z) \rangle) \mu(\text{dz}) + \int_{\varphi \in H_\theta} \beta^*(z, \langle \vartheta + t\theta, \varphi(z) \rangle) \mu(\text{dz}).$$

Here, the first integral is finite and equals $K_{\beta}(\vartheta) - \int_{\varphi \in H_\theta} \beta^*(z, \langle \vartheta, \varphi(z) \rangle) \mu(\text{dz})$. When $t \to +\infty$, the second one converges to the integral over $\{\varphi \in H_\theta\}$ of $\beta^*(z, -\infty)$, by monotone convergence. Since $K_{\beta}^*(a)$ is lower bounded by $\lim_{t \to +\infty} [\langle \vartheta + t\theta, a \rangle - K_{\beta}(\vartheta + t\theta)]$ and $\langle \theta, a \rangle = 0$, the assertion follows.

**Proposition 9.2.** If $J_\beta \not= +\infty$ and a dual solution $\vartheta$ for some $a \in \mathbb{R}^d$ exists, then either the PCQ holds for $a$ or else $H$ and $H_\theta$ exist as in Lemma 7.1 such that $a \in H$ and $\langle \vartheta, \varphi \rangle \leq \beta_+^*(\cdot, 0)$ $\mu$-a.e. on $\{\varphi \in H_\theta\}$.

**Proof.** The hypotheses imply that $J_\beta$ is proper and $a \in \text{cl}(cn_\varphi(\mu))$. If the PCQ for $a$ fails then $a \not\in \text{ri}(cn_\varphi(\mu))$, see Lemma 6.6. Therefore, there exists a hyperplane $H = \{x: \langle \theta, x \rangle = 0\}$ containing $a$ and the origin such that $\text{ri}(cn_\varphi(\mu))$ is contained in $H_\theta$ as in Lemma 9.1 [19, Theorem 11.2]. Since $\vartheta$ is a dual solution for $a$, the nonnegative difference in the integral of Lemma 9.1 equals zero $\mu$-a.e. on the set $\{\varphi \in H_\theta\}$. As that difference vanishes if and only if $\langle \vartheta, \varphi(z) \rangle \leq \beta_+^*(z, 0)$, this completes the proof.

**Corollary 9.3.** If $J_\beta \not= +\infty$ and $\beta_+^*(\cdot, 0) = -\infty[\mu]$, in particular if $\beta$ is essentially smooth, then the PCQ for $a$ is necessary and sufficient for existence of a dual solution for $a$. 


Proof. By Lemma 4.2, sufficiency holds for any $\beta \in B$. Necessity under the additional hypothesis follows from Proposition 9.2 as the hypothesis on $\beta$ rules out the second contingency there.

**Proposition 9.4.** If $J_\beta$ is proper and its effective domain is equal to ri($cn_\varphi(\mu))$ then dom($K_\beta^*(a)$) coincides with dom($J_\beta$).

Proof. By the facts sent forward at the beginning of this section, it suffices to show that if $a$ belongs to the closure but not to the relative interior of $cn_\varphi(\mu)$ then $K_\beta^*(a)$ equals $+\infty$. Let $H, H_<$ and $a \in H$ be as in Lemma 9.1. Since $J_\beta$ is proper there exists $\vartheta$ with $K_\beta(\vartheta)$ finite. The hypothesis dom($J_\beta$) = ri($cn_\varphi(\mu))$ implies by Corollary 6.12 that the integral of $\beta(\cdot, 0)$ over $H_<$ equals $+\infty$. Since $\beta^*(z, -\infty) = -\beta(z, 0)$, Lemma 9.1 implies $K_\beta^*(a) = +\infty$.

Analogously to the generalized primal solutions, a generalized dual solution is introduced for each $a \in \mathbb{R}^d$ with finite dual value $K_\beta^*(a)$, attained or not. More precisely, this concept generalizes that of the effective dual solution rather than that of a dual solution proper. It requires the DCQ which is assumed throughout the remaining part of this section. By Lemma 3.4 there exist sequences $\vartheta_n \in \Theta_\beta$ with $\langle \vartheta_n, a \rangle - K_\beta(\vartheta_n)$ tending to $K_\beta^*(a)$. A $\mathcal{Z}$-measurable function $h_\alpha$ is a generalized dual solution for $a$ if for each sequence $\vartheta_n$ as above the functions $f_{\vartheta_n}$ converge to $h_\alpha$ locally in measure. Existence of generalized dual solutions follows from the main result of this section.

**Theorem 9.5.** Assuming the DCQ, for every $a \in \mathbb{R}^d$ with $K_\beta^*(a)$ finite there exists a unique $\mathcal{Z}$-measurable function $h_\alpha$ such that

$$K_\beta^*(a) - [\langle \vartheta, a \rangle - K_\beta(\vartheta)] \geq B_\beta(h_\alpha, f_{\vartheta}), \quad \vartheta \in \Theta_\beta.$$ (35)

If the effective dual solution $g_\alpha^* = f_{\vartheta}$ exists, where $\vartheta \in \Theta_\beta$ is a dual solution for $a$, then $g_\alpha^* = h_\alpha$ by ineq. (35). If $\vartheta_n \in \Theta_\beta$ is a maximizing sequence for $\langle \vartheta, a \rangle - K_\beta(\vartheta)$, ineq. (35) implies that the Bregman distances $B_\beta(h_\alpha, f_{\vartheta_n})$ tend to zero, and then $f_{\vartheta_n} \sim h_\alpha$ by Corollary 2.14. Thus, $h_\alpha$ is the generalized dual solution for $a$. This establishes also the uniqueness in Theorem 9.5.

First, a special case of Theorem 9.5 is established, for its simplicity and independent interest. In this case, the generalized primal and dual solutions for $a$ coincide.

**Proposition 9.6.** Assuming the DCQ, for $a \in \mathbb{R}^d$ with $K_\beta^*(a)$ finite and zero duality gap, ineq. (35) holds with $h_\alpha = \tilde{g}_\alpha$, see Theorem 7.10.

Proof. By assumptions, $J_\beta(a)$ is finite. Let $g_n$ be a sequence in $G_\alpha^+$ with $H_\beta(g_n)$ converging to $J_\beta(a)$. Limiting along $g_n$ in Theorem 7.10 $B_\beta(g_n, \tilde{g}_\alpha) \to 0$ whence $g_n \sim \tilde{g}_\alpha$, by Corollary 2.14. Lemma 4.15 implies

$$H_\beta(g) \geq \langle \vartheta, a \rangle - K_\beta(\vartheta) + B_\beta(g, f_{\vartheta}), \quad g \in G_\alpha^+, \vartheta \in \Theta_\beta.$$ (36)

Limiting here along $g_n$, $J_\beta(a) \geq \langle \vartheta, a \rangle - K_\beta(\vartheta) + B_\beta(\tilde{g}_\alpha, f_{\vartheta})$ for $\vartheta \in \Theta_\beta$, by Lemma 2.12. This and the hypothesis $J_\beta(a) = K_\beta^*(a)$ imply that $B_\beta(\tilde{g}_\alpha, f_{\vartheta_n}) \to 0$ for each sequence
\( \vartheta_n \) in \( \Theta_\beta \) with \( \langle \vartheta_n, a \rangle - K_\beta(\vartheta_n) \) converging to \( K_\beta^*(a) \). The assertion \( f_{\vartheta_n} \sim \tilde{g}_a \) follows by Corollary 2.14 \( \square \)

Example 10.8 illustrates a situation when the PCQ fails, the primal and dual values are finite but different and the primal solution \( g_\alpha \) is different from \( h_\alpha \). Additionally, \( \mu \) is finite and \( \varphi \) bounded.

To prove Theorem 9.3 in general, the following lemmas and corollary are needed. The inequality below compares the Jensen difference of \( K_\beta \) with Bregman distances.

**Lemma 9.7.** If \( K_\beta \) is proper then for \( \theta_1, \theta_2 \) in \( \Theta_\beta \) and \( 0 < t < 1 \)
\[
t K_\beta(\theta_1) + (1 - t) K_\beta(\theta_2) - K_\beta(t \theta_1 + (1 - t) \theta_2) \\
\geq t B_\beta(f_{t \theta_1 + (1 - t) \theta_2}, f_{\theta_1}) + (1 - t) B_\beta(f_{t \theta_1 + (1 - t) \theta_2}, f_{\theta_2}).
\]

**Proof.** The left-hand side is equal to
\[
t [K_\beta(\theta_1) - K_\beta(\theta_1 + (1 - t) \theta_2)] + (1 - t) [K_\beta(\theta_2) - K_\beta(t \theta_1 + (1 - t) \theta_2)]
\]
where all values are finite. The left bracket takes the form
\[
\int_Z \left[ \beta^* \left( z, \langle \theta_1, \varphi(z) \rangle \right) \mu(dz) - \beta^* \left( z, \langle t \theta_1 + (1 - t) \theta_2, \varphi(z) \rangle \right) \right] \mu(dz)
\]
and the right bracket
\[
\int_Z \left[ \Delta_{\beta^*} (\langle \theta_2, \varphi(z) \rangle, \langle t \theta_1 + (1 - t) \theta_2, \varphi(z) \rangle) + (1 - t) \langle \theta_2 - \theta_1, \varphi(z) \rangle f_{t \theta_1 + (1 - t) \theta_2} (z) \right] \mu(dz).
\]
Then, the left-hand side of the inequality rewrites to
\[
\int_Z \left[ t \Delta_{\beta^*} (\langle \theta_1, \varphi(z) \rangle, \langle t \theta_1 + (1 - t) \theta_2, \varphi(z) \rangle) + (1 - t) \Delta_{\beta^*} (\langle \theta_2, \varphi(z) \rangle, \langle t \theta_1 + (1 - t) \theta_2, \varphi(z) \rangle) \right] \mu(dz).
\]
The assertion follows by the consequence \( \Delta_{\gamma^r} (r_2, r_1) \geq \Delta_{\gamma} (u(r_1), u(r_2)) \) of Lemma 2.9.

**Corollary 9.8.** If \( K_\beta^*(a) \) is finite, \( \theta_1, \theta_2 \in \Theta_\beta \) and \( 0 < t < 1 \) then
\[
t [K_\beta^*(a) - (\langle \theta_1, a \rangle - K_\beta(\theta_1))] + (1 - t) [K_\beta^*(a) - (\langle \theta_2, a \rangle - K_\beta(\theta_2))]
\geq t B_\beta(f_{t \theta_1 + (1 - t) \theta_2}, f_{\theta_1}) + (1 - t) B_\beta(f_{t \theta_1 + (1 - t) \theta_2}, f_{\theta_2}).
\]

**Proof.** The Jensen difference in Lemma 9.7 is equal to
\[
\left[ \langle t \theta_1 + (1 - t) \theta_2, a \rangle - K_\beta(t \theta_1 + (1 - t) \theta_2) \right] - t \left[ \langle \theta_1, a \rangle - K_\beta(\theta_1) \right] - (1 - t) \left[ \langle \theta_2, a \rangle - K_\beta(\theta_2) \right]
\]
where the first bracket is dominated by \( K^*(a) \). \( \square \)
Lemma 9.9. Let $C \in \mathcal{Z}$ have finite $\mu$-measure, let $L$, $\xi$, and $\delta$ be positive numbers. Then there exists $K > L$ such that if $B_\beta(h, g) \leq \delta$ for some nonnegative $\mathcal{Z}$-measurable functions $g, h$ then
\[
\mu(C \cap \{g > K\}) < \xi + \mu(C \cap \{h > L\}) .
\]

Proof. Let $M = 2\delta/\xi$. By monotonicity, for $K > L$
\[
B_\beta(g, h) \geq \int_{\{g > K, h \leq L\}} \Delta_\beta(z, g(z), h(z)) \mu(\mathrm{d}z) \geq \int_{\{g > K, h \leq L\}} \Delta_\beta(z, K, L) \mu(\mathrm{d}z) \geq M \cdot \mu(C \cap \{\Delta_\beta(\cdot, K, L) \geq M\} \cap \{g > K, h \leq L\})
\]
whence
\[
\mu(C \cap \{g > K\}) \leq \frac{1}{M} B_\beta(g, h) + \mu(C \cap \{\Delta_\beta(\cdot, K, L) < M\}) + \mu(C \cap \{h > L\}) .
\]

Since $\Delta_\beta(z, K, L) \uparrow +\infty$ if $K \uparrow +\infty$ due to strict convexity, there exists $K > L$ such that $\mu(C \cap \{\Delta_\beta(\cdot, K, L) < M\}) < \frac{1}{2} \xi$. With this $K$ the assertion follows by the choice of $M$, implying $\frac{1}{M} B_\beta(h, g) \leq \frac{1}{2} \xi$ whenever $B_\beta(h, g) \leq \delta$. \hfill \Box

Proof of Theorem 9.5. By assumptions and Lemma 3.4, $K_\beta$ is proper and there exists a sequence $\tau_n$ in $\Theta_\beta$ such that $\langle \tau_n, a \rangle - K_\beta(\tau_n)$ converges to $K^*(a)$.

Let $\vartheta \in \Theta_\beta$. Applying Corollary 9.8 to $\theta_1 = \vartheta$, $\theta_2 = \tau_n$ and $0 < t_n < 1$ yields
\[
[K^*_\beta(a) - \langle \vartheta, a \rangle - K_\beta(\vartheta)] + \frac{1-t_n}{t_n} [K^*_\beta(a) - \langle \tau_n, a \rangle - K_\beta(\tau_n)] \\
\geq B_\beta(f_{t_n, \vartheta + (1-t_n)\tau_n}, f_{\vartheta}) + \frac{1-t_n}{t_n} B_\beta(f_{t_n, \vartheta + (1-t_n)\tau_n}, f_{\tau_n}) .
\]

Let $t_n \to 0$ sufficiently slowly to make the second term on the left hand side go to zero. Then, implies that the sequence $B_\beta(f_{t_n, \vartheta + (1-t_n)\tau_n}, f_{\vartheta})$ is bounded, the sequence $B_\beta(f_{t_n, \vartheta + (1-t_n)\tau_n}, f_{\tau_n})$ tends to zero and
\[
K^*_\beta(a) - \langle \vartheta, a \rangle - K_\beta(\vartheta) \geq \liminf_{n \to \infty} B_\beta(f_{t_n, \vartheta + (1-t_n)\tau_n}, f_{\vartheta}) , \quad \vartheta \in \Theta_\beta .
\]

By Lemma 2.12 it suffices to prove that the sequence $f_{t_n, \vartheta + (1-t_n)\tau_n}$ converges locally in measure.

Let $C \in \mathcal{Z}$ have finite $\mu$-measure and $\xi > 0$. Then, $\mu(C \cap \{f_{\vartheta} > L\}) < \xi$ for some $L > 0$. Since $B_\beta(f_{t_n, \vartheta + (1-t_n)\tau_n}, f_{\vartheta})$ is bounded, by Lemma 9.9 there exists $K > L$ such that
\[
\mu(C \cap \{f_{t_n, \vartheta + (1-t_n)\tau_n} > K\}) < \xi + \mu(C \cap \{f_{\vartheta} > L\}) < 2\xi
\]
for all $n$. Since $B_\beta(f_{t_n, \vartheta + (1-t_n)\tau_n}, f_{\tau_n}) \to 0$, Lemma 2.13 and (38) imply that for any $\varepsilon > 0$
\[
\mu(C \cap \{|f_{t_n, \vartheta + (1-t_n)\tau_n} - f_{\tau_n}| > \varepsilon\}) < 3\xi , \quad \text{eventually in } n .
\]
Combining (38) and (39),
\[
\mu(C \cap \{f_{\tau_n} > K + \varepsilon\}) < 5\xi , \quad \text{eventually in } n .
\]
By Corollary 9.8 applied to $\theta_1 = \tau_m$, $\theta_2 = \tau_n$ and $t = \frac{1}{2}$, $B_\beta(f_{(\tau_n + \tau_m)/2}, f_{\tau_m}) + B_\beta(f_{(\tau_n + \tau_m)/2}, f_{\tau_n}) \to 0$ as $n, m \to \infty$. 

---

I. Csiszár and F. Matúš
This convergence, Lemma 2.13 and (40) imply that for any \( \varepsilon > 0 \) and \( \xi > 0 \)

\[
\mu(C \cap \{|f_{\tau_n} - f_{\tau_m}| > \varepsilon\}) < \xi + \mu(C \cap \{f_{\tau_n} > K + \varepsilon\}) < 6\xi
\]  
(41)

provided \( n, m \) are sufficiently large. Thus, the sequence \( f_{\tau_n} \) is Cauchy, locally in \( \mu \)-measure. Hence, \( f_{\tau_n} \leadsto h \) for some \( Z \)-measurable nonnegative function \( h \). This and (39) imply that also \( f_{t_n\theta+(1-t_n)\tau_n} \leadsto h \), needed to complete the proof. \( \square \)

**Remark 9.10.** In Theorem 9.5 it can happen that \( J_\beta(a) \) is not finite, even \( J_\beta \equiv +\infty \) is allowed. Assuming the DCQ, if \( J_\beta(a) \) is finite then Lemma 4.15 implies for \( g_n \in G^+_\alpha \) with \( H_\beta(g_n) \to J_\beta(a) \) and \( \vartheta_n \in \Theta_\beta \) with \( \langle \vartheta_n, a \rangle - K_\beta(\vartheta_n) \to K_\beta^*(a) \) that

\[
J_\beta(a) - K_\beta^*(a) \geq \limsup_{n \to \infty} B_\beta(g_n, f_{\vartheta_n}).
\]

Here, if \( \beta \) is essentially smooth then the equality takes place and the limit exists. Since \( g_n \leadsto \tilde{g}_a = \hat{g}_a \) by Theorem 7.10 and \( f_{\vartheta_n} \leadsto h_a \) by Theorem 9.5 it follows by Lemma 2.12 that the duality gap \( J_\beta(a) - K_\beta^*(a) \) majorizes the Bregman distance \( B_\beta(\hat{g}_a, h_a) \) of the generalized solutions. Conditions making this bound tight remain elusive.

10. EXAMPLES

This section demonstrates that ‘irregular’ behavior may occur in the primal and dual problems, even in the autonomous case \( \beta(z, t) = \gamma(t), z \in Z, t \in \mathbb{R}, \) with \( \gamma \) differentiable. In this situation, \( \gamma \in \Gamma \) replaces \( \beta \) in notations like \( H_\beta(g) \), \( J_\beta \), etc. Fig. 1 summarizes some properties of the first eight examples. It contains a region marked by \( \emptyset \), see Lemma 4.10. Example 10.9 describes the situation when the moment mapping vanishes identically, showing how the problem of unconstrained minimization of convex integral functionals fits into our framework. The remaining three examples illustrate Bregman projections and closure.
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Example 10.1. Let μ be the counting measure and φ the identity mapping on the set Z of integers. The functional \( H_\gamma \) is considered with \( \gamma \in \Gamma \) given by \( \gamma(t) = (2t)^{-1} \) for \( t > 0 \). Then, \( H_\gamma(g) < +\infty \) implies that \( g \) is positive and \( \sum_{z \in Z} 1/g(z) \) converges. In this case, \( g(z) \geq 1 \) if \( |z| \) is sufficiently large when both the positive and negative parts of \( \int_Z \varphi g \, d\mu \) are infinite. Therefore, \( J_\gamma \equiv +\infty \) and \( J_\gamma^* \equiv -\infty \). The conjugate of \( \gamma \) is given by \( \gamma^*(r) = -\sqrt{-2r} \) for \( r \leq 0 \) and \( \gamma^*(r) = +\infty \) otherwise. Then, \( K_\gamma(\vartheta) = \int_Z \gamma^*(\vartheta g) \, d\mu \) equals 0 for \( \vartheta = 0 \) and \( +\infty \), otherwise, both the positive and negative parts being infinite. In particular, \( K_\gamma \) is proper, but its effective domain has empty interior. The DCQ fails, \( \Theta_\gamma = \emptyset \). For \( a = 0 \) the dual value is 0, different from the primal one \(+\infty\).

Example 10.2. Let μ be the counting measure and φ the identity mapping on the set \( Z = \{1, 2, \ldots\} \). Let \( \gamma(t) = t \ln t - t + 1 \), \( t \geq 0 \), so that \( \gamma^*(r) = e^r - 1 \), \( r \in \mathbb{R} \). Then, \( K_\gamma(\vartheta) = \sum_{z \in Z} \gamma^*(\vartheta z) = \vartheta \cdot (\infty), \vartheta \in \mathbb{R} \), and \( \text{dom}(K_\gamma) \) coincides with \( \Theta_\gamma = (-\infty, 0] \). Although \( \text{dom}(K_\gamma) \) has nonempty interior and the DCQ holds, \( J_\gamma \equiv +\infty \) for otherwise \( K_\gamma \) could not take the value \( -\infty \). For \( \vartheta < 0 \) the function \( f_\vartheta \) belongs to \( G \), i.e., the moment \( \int_Z \varphi f_\vartheta \, d\mu = \sum_{z=1}^{\infty} ze^{\vartheta z} \) exists, while \( K_\gamma(\vartheta) = -\infty \). For a equal to that moment, \( \inf_{g \in \mathcal{G}} \mathcal{B}_\gamma(g, f_\vartheta) = 0 \), hence \( \text{dom}(\mathcal{J}_{\gamma,f_\vartheta}) \) contains \( a \), see (25). This shows that in the last assertion of Theorem 8.6 the finiteness assumption is essential.

Example 10.3. Let μ be the Borel measure on \( Z = \mathbb{R} \) given by \( d\mu = \frac{dz}{1+z^2} \), φ the identity mapping on \( Z \) and \( \gamma(t) = t \ln t \), \( t \geq 0 \). Since \( \mu(Z) = \pi \) and \( \gamma \geq \gamma(\frac{1}{e}) = -\frac{1}{e} \), the value function \( J_\gamma \) is lower bounded by \( -\frac{1}{e} \). The functional \( H_\gamma \) is finite for functions \( g \geq 0 \) on \( Z \) that are nonzero and bounded on bounded sets. Then the PCQ holds for every \( a \in \mathbb{R} \). In dual problems, \( \gamma^*(r) = e^{r-1}, r \in \mathbb{R} \), and \( K_\gamma(\vartheta) = \int_\mathbb{R} e^{\vartheta z - 1} \mu(dz) \) is equal to \( \frac{\vartheta}{r} \) for \( \vartheta = 0 \) and \( +\infty \), otherwise. Therefore, the DCQ holds, \( \Theta_\gamma = \{0\} \) and \( J_\gamma = K_\gamma^* \equiv \frac{-\pi}{e} \). For each \( a \in \mathbb{R} \) the effective dual solution \( g_a^* \) is identically equal to \( \frac{1}{\vartheta} \). The moment of \( g_a^* \) does not exist whence the primal problem has no solution. Nevertheless, the generalized primal solution \( \hat{g}_a \) exists and equals \( g_a^* \). A modification of this example with information theoretical interpretation appeared in [31] Example 1].

Example 10.4. On \( Z = \{0, 1\} \), let μ be the counting measure and φ the identity mapping. Let \( \gamma(t) \) equal \( \frac{1}{2} t^2 \) for \( t \geq 0 \). Then, \( J_\gamma = \gamma \) has the effective domain \([0, +\infty)\). Since \( \gamma^*(r) \) equals \( \frac{1}{2} r^2 \) for \( r \geq 0 \) and 0 otherwise, the DCQ holds and \( \Theta_\gamma = \mathbb{R} \). For \( a = 0 \) not enjoying the PCQ, each \( \vartheta \leq 0 \) is a dual solution and the effective dual solution \( g_a^* \) is identically equal to 0. It belongs to \( G_a \), and thus coincides with the primal solution \( g_a \).

Example 10.5. On \( Z = \{-1, 1\} \), let μ be the counting measure and φ the identity mapping. Let γ be the same as in Example 10.1. In the primal problem

\[
J_\gamma(a) = \inf \left\{ \frac{1}{2g(1)} + \frac{1}{2g(-1)} : g(1), g(-1) > 0, g(1) - g(-1) = a \right\} = 0, \quad a \in \mathbb{R},
\]

the infimum is not attained. Though the PCQ holds for each \( a \in \mathbb{R} \), no primal solution exists. No generalized primal solution exists either, since any minimizing sequence \( g_n \) in the primal problem for \( a \) satisfies \( g_n(1) \to +\infty \) and \( g_n(1) - g_n(-1) = a \), and thus \( g_n \) cannot converge in any standard sense. Since \( \text{dom}(J_\gamma) = \mathbb{R} \), the effective domain of \( K_\gamma = J_\gamma^* \) equals the singleton \( \{0\} \). For \( \vartheta = 0 \) the function \( \gamma^* \) is not finite around \( \langle \vartheta, \varphi(z) \rangle = 0 \) whence the DCQ does not hold.
Example 10.6. (a modification of the example in [10, p. 263]) Let $\mu$ be the Borel measure on $Z = [0, 1]$ with $d\mu = 2z\,dz$, $\varphi(z) = (1, z)$, $z \in Z$, and $\gamma(t) = -\ln t$, $t > 0$. By Theorem 6.8, $\text{dom}(J_\gamma)$ consists of the pairs $a = (a_1, a_2)$ such that $0 < a_2 < a_1$. Since $\gamma^*(r)$ equals $-1 - \ln(-r)$ for $r < 0$ and $+\infty$ otherwise, for $\vartheta = (\vartheta_1, \vartheta_2) \in \mathbb{R}^2$

$$K_\gamma(\vartheta) = \begin{cases} -1 - \int_0^1 2z \ln(-\vartheta_1 - \vartheta_2 z) \,dz, & \vartheta_1 \leq 0, \vartheta_1 + \vartheta_2 < 0, \\ +\infty, & \text{otherwise}, \end{cases}$$

where the integral is finite. The set $\Theta_\gamma$ is equal to $\text{dom}(K_\gamma)$, given by the two above inequalities. The dual problem takes the form

$$K_\gamma^*(a) = \sup_{(\vartheta_1, \vartheta_2) \in \Theta_\gamma} \left[ \vartheta_1 a_1 + \vartheta_2 a_2 + 1 + \int_0^1 2z \ln(-\vartheta_1 - \vartheta_2 z) \,dz \right], \quad a \in \mathbb{R}^2,$$

and $\text{dom}(K_\gamma^*)$ equals $\text{dom}(J_\gamma)$ determined above, by Proposition 9.1. In the interior of $\Theta_\gamma$, the derivative $\vartheta_1 \frac{\partial}{\partial \vartheta_1} + \vartheta_2 \frac{\partial}{\partial \vartheta_2}$ of the above bracket is equal to $\vartheta_1 a_1 + \vartheta_2 a_2 + 1$. Assuming $a \in \text{dom}(K_\gamma^*)$, the derivative vanishes if and only if $\vartheta$ belongs to the relatively open segment between $\tau = (0, \frac{1}{a_2})$ and $(-\frac{1}{a_1-a_2}, \frac{1}{a_1-a_2})$. The supremum can be restricted to this segment, parallel to the direction $(-a_2, a_1)$. The directional derivative of the bracket at $\tau$ in this direction is equal to $a_2(2a_2-a_1)$, by a direct computation. Therefore, if $2a_2 \leq a_1$ then $\tau$ is the unique dual solution for $a$, not depending on $a_1$. In this case, the dual value $K_\gamma^*(a)$ is equal to $-\frac{1}{2} - \ln a_2$ and the effective dual solution is $g^*_a: z \mapsto \frac{a_2}{2}$. When even $2a_2 < a_1$, the first coordinate $\int_0^1 1 \cdot \frac{a_2}{z} \cdot 2z \,dz$ of the moment vector of $g^*_a$ is less than $a_1$. Thus, the primal solution for $a$ does not exist. Nevertheless, $g^*_a$ provides the generalized primal solution $\hat{g}_a$.

Example 10.7. Let $Z = \mathbb{R}^2$, $\mu$ be the sum of the Lebesgue measure on the horizontal axis and the unit point mass at $(0, 1)$, $\varphi(z) = (1, z_1, z_2)$ for $z = (z_1, z_2) \in Z$, and $\gamma(t) = t \ln t$, $t \geq 0$. The $\varphi$-cone of $\mu$ is the convex hull of two of its proper faces $F = \{(t, 0, t): t \geq 0\}$ and $\varphi(Z)$, $\gamma(t) = \{t, 0, t): t > 0\}$. Then, $J_\gamma(a) = \gamma(t)$ for $a = (t, 0, t) \in F$ and $J_\gamma \equiv -\infty$ on $\varphi(Z) \setminus F$, using the fact that the Shannon functional can be explicitly evaluated at the Gaussian densities. Hence, $K_\gamma \equiv +\infty$ and the DCQ fails. Nevertheless, by Definition 7.11 for $a \in \varphi((F)$

$$K_{F, \gamma}(\vartheta) = \int_{(z_1=0, z_2=1)} e^{\vartheta_0 + \vartheta_1 z_1 + \vartheta_2 z_2 - 1} \mu(dz_1, dz_2) = e^{\vartheta_0 + \vartheta_2 - 1}, \quad \vartheta = (\vartheta_0, \vartheta_1, \vartheta_2),$$

whence $\Theta_{F, \gamma} = \mathbb{R}^3$. The dual problem for $a = (t, 0, t)$, $t > 0$, has many solutions, e.g. $(1 + \ln t, 0, 0)$, and $K_{F, \gamma}(a) = \gamma(t)$. By Theorem 7.6, the primal solution $g_a$ exists and equals $g^*_{F, a}$, a function equal to $t$ at $(0, 1) \in Z$ and zero otherwise.

Example 10.8. On $Z = [0, 1]^2$, let $\mu$ be the sum of the Lebesgue measure and the unit masses at $(0, \frac{1}{3})$ and $(0, \frac{2}{3})$. Let $\varphi(z) = (1, z_1, z_2)$, $z = (z_1, z_2) \in Z$, and $\gamma(t) = -2\sqrt{t}$ for $t \geq 0$ whence $\gamma^*(r) = -r^{-1}$ for $r < 0$. If $a = (3, 0, 1)$ then $J_\gamma(a) = H_\gamma(g_a) = -2\sqrt{3}$ where $g_a \in G_a$ is equal to $3$ at $(0, \frac{1}{3})$ and to $0$ otherwise. If $\vartheta = (\vartheta_0, \vartheta_1, \vartheta_2) \in \mathbb{R}^3$ has $\vartheta_0$, $\vartheta_0 + \vartheta_1$, $\vartheta_0 + \vartheta_2$ and $\vartheta_0 + \vartheta_1 + \vartheta_2$ negative then

$$K_\gamma(\vartheta) = -\frac{3}{3\vartheta_0 + \vartheta_2} - \frac{3}{3\vartheta_0 + 2\vartheta_2} - \int_{[0, 1]^2} \frac{dz_1 dz_2}{\vartheta_0 + \vartheta_1 z_1 + \vartheta_2 z_2}.$$
where the integral is finite. Otherwise, \( K_\gamma (\vartheta) = +\infty \). Hence, the DCQ holds. The maximization in the dual problem for \( a = (3, 0, 1) \) includes the limiting \( \vartheta_1 \downarrow -\infty \), thus

\[
K_\gamma^* (a) = \sup_{\vartheta_0 < 0, \vartheta_0 + 2\vartheta_2 < 0} \left[ 3\vartheta_0 + \vartheta_2 + \frac{3}{3\vartheta_0 + 2\vartheta_2} + \frac{3}{3\vartheta_0 + 2\vartheta_2} \right].
\]

The bracket is increasing when \((\vartheta_0, \vartheta_2)\) moves in the direction \((1, -3)\) which implies that \( K_\gamma^* (a) \) is equal to \( \max_{\vartheta_2 < 0} [\vartheta_2 + \frac{9}{2\vartheta_2}] = -3\sqrt{2} \). Hence, the primal value is strictly greater than the dual one. The sequence \(-\left(\frac{1}{n}, n, \frac{3}{\sqrt{2}}\right)\) is maximizing in the dual problem. By Theorem 9.5, the generalized dual solution \( h_a \) is the limit in measure of the sequence of functions \( \left(\frac{1}{n} + nz_1 + \frac{3}{\sqrt{2}}z_2\right)^{-1} \). Since \( h_a \) is equal to \( \sqrt{2} \) at \((0, \frac{1}{3})\) it differs from the primal solution \( g_a \).

**Example 10.9.** Let \( \varphi \equiv 0 \). Then \( G_a \) consists of all \( \mathcal{Z} \)-measurable functions if \( a = 0 \), and is empty otherwise. Thus, \( \text{dom}(J_\beta) \subseteq \{0\} \) for each \( \beta \in B \). For the equality, i.e., for the existence of a measurable function \( g \) with \( H_\beta (g) < +\infty \), the obvious necessary condition \( \int_{\mathcal{Z}} \inf_\tau \beta (\cdot, t) \mu (\cdot) < +\infty \) is sufficient, as well, by Lemma A.5 also implying that \( J_\beta (0) \) equals that integral. Further, \( K_\beta (\vartheta) = \int_{\mathcal{Z}} \beta^*(\cdot, \vartheta) \mu (\cdot) \) for each \( \vartheta \in \mathbb{R}^d \), whence \( K_\beta^* (0) = -\int_{\mathcal{Z}} \beta^*(\cdot, 0) \mu (\cdot) \). If the integral is finite then each \( \vartheta \in \mathbb{R}^d \) is a dual solution for \( a = 0 \). Since \( \beta^*(\cdot, 0) \) is equal to \( -\inf_\tau \beta (\cdot, t) \), in case \( J_\beta (0) < +\infty \) the primal and dual values are equal, \( J_\beta (0) = K_\beta^* (0) \). The latter may fail if \( J_\beta (0) = +\infty \), for the adopted convention admits both \( \pm \inf_\tau \beta (\cdot, t) \) to have integral +\( \infty \). The finiteness of \( J_\beta (0) \) is equivalent to the PCQ for \( a = 0 \), in which case the primal solution for \( a = 0 \) exists if and only if \( \inf_\tau \beta (\cdot, t) \) is attained \( \mu \)-a.e. [50 Theorem 14.60]. This is equivalent to \( \beta^*(\cdot, +\infty) > 0 [\mu] \), thus \( 0 \in \Theta_\beta \) by (9), hence the mentioned result is contained in Corollary 4.12. By Theorem 4.17 if the DCQ fails then no generalized primal solution exists, either.

**Example 10.10.** Let \( \gamma \in \Gamma \) be differentiable except at \( t = 1 \), \( \mu \) be a pm on \((Z, \mathcal{Z})\), \( d = 1 \) and \( \varphi \equiv 1 \). Then \( G_a \) consists of the \( \mathcal{Z} \)-measurable functions whose \( \mu \)-integral equals \( a \in \mathbb{R} \). The Bregman projection of \( h \equiv 1 \) to \( G_a \) features the integrand

\[
[\gamma h](s) = \Delta_\gamma (s, 1) = \gamma (s) - \gamma (1) - \gamma'_{\text{sgn}(s-1)} (1)[s - 1], \quad s \geq 0.
\]

For any \( a > 0 \) the minimum subject to \( g \in G_a \) of \( B_\gamma (g, h) = \int_Z \Delta_\gamma (g, 1) \mu (\cdot) \) is attained when \( g \equiv a \), by Jensen inequality. In other words, the Bregman projection of \( h \) to \( G_a \) exists and \( g_{[\gamma h], a} \equiv a \). For \( 0 < a < 1 \) and \( g \in G_a \) with \( \int_Z \gamma (g) \mu (\cdot) \) finite,

\[
B_\gamma (g, g_{[\gamma h], a}) + B_\gamma (g_{[\gamma h], a}, h) \\
= \int_Z [\gamma (g) - \gamma (a) - \gamma' (a)[g - a]] \mu (\cdot) + \gamma (a) - \gamma (1) - \gamma' (1)[a - 1] \\
= \int_Z \gamma (g) \mu (\cdot) - \gamma (1) - \gamma' (1)[a - 1]
\]

while

\[
B_\gamma (g, h) = \int_Z \gamma (g) \mu (\cdot) - \gamma (1) - \gamma' (1)[a - 1] + \int_{\{g > 1\}} [\gamma' (1) - \gamma' (1)][g - 1] \mu (\cdot).
\]

This shows that \( B_\gamma (g, h) < B_\gamma (g, g_{[\gamma h], a}) + B_\gamma (g_{[\gamma h], a}, h) \) when \( g \in G_a \) and the set \( \{g > 1\} \) is not \( \mu \)-negligible.
Example 10.11. Let \( \mu \) be the counting measure on \( Z = \{1, 2, 3\} \), and \( \varphi \) have the values \( \varphi(1) = (1, 1) \), \( \varphi(2) = (1, -1) \) and \( \varphi(3) = (1, 0) \). Functions \( g \) on \( Z \) are identified with points in \( \mathbb{R}^3 \). Thus, \[
G_a = \left\{(\frac{t-a_2}{2}, \frac{t-a_3}{2}, a_1 - t) : t \in \mathbb{R} \right\}, \quad a = (a_1, a_2) \in \mathbb{R}^2,
\]
and the \( \varphi \)-cone \( cn_{\varphi}(\mu) \subseteq \mathbb{R}^2 \) is given by \( |a_2| \leq a_1 \). If \( \gamma(t) = \frac{t^2}{2}, t \geq 0 \), then \( \Theta_\gamma = \mathbb{R}^2 \) and, using that \((\gamma^*)' = |\cdot|_+\), the family \[
F_\gamma = \left\{ f_\vartheta = (|\vartheta_1 + \vartheta_2 + 1|_+, |\vartheta_1 - \vartheta_2 - 1|_+, |\vartheta_1|_+) : \vartheta = (\vartheta_1, \vartheta_2) \in \mathbb{R}^2 \right\}
\]
is the union of three two-dimensional cones in \( \mathbb{R}^3 \). The set \( \Theta_\gamma^+ \) of \( \vartheta \in \Theta_\gamma \) with \( \langle \vartheta, \varphi \rangle \geq \gamma'(0) = 0 \) is determined by \( |\vartheta_2| \leq \vartheta_1 \) and coincides with one of the three cones. Theorem 8.6 fails if \( \Theta_\gamma^+ \) is replaced by the whole \( \Theta_\gamma \), noting that the Bregman distance \( B_\gamma \) of two points \( g, h \in \mathbb{R}^3 \) equals their squared Euclidean distance divided by two. Lemma 8.7 fails as well, e.g., if \( \vartheta = (0, 1) \notin \Theta_\gamma^+ \) then \( f_\vartheta = (1, 1, 0) \), \[
f_{\vartheta+\vartheta} = (|\vartheta_1 + \vartheta_2 + 1|_+, |\vartheta_1 - \vartheta_2 - 1|_+, |\vartheta_1|_+),
\]
by Lemma 2.6.

Example 10.12. On \( Z = (1, +\infty) \) let \( \mu \) be the pm with density \( 2z^{-3}dz \), \( \varphi(z) = (1, z) \), \( z \in Z \), and \( \gamma(t) = \frac{1}{2}t^2, t \geq 0 \). Then, \( cn_{\varphi}(\mu) = \{(a_1, a_2) : a_2 > a_1 > 0\} \cup \{(0, 0)\} \) coincides with \( \text{dom}(J_\gamma) \). For \( \vartheta = (\vartheta_1, \vartheta_2) \in \mathbb{R}^2 \), \[
K_\gamma(\vartheta) = \left\{ \int_1^{+\infty} |\vartheta_1 + \vartheta_2 z|^2_+ \frac{dz}{z^3}, \quad \vartheta_2 \leq 0, \right\}
\]
otherwise. Hence, \( \Theta_\beta \) is also given by the above inequality. The function \( f_\vartheta(z) = |\vartheta_1 + \vartheta_2 z|_+ \), \( \vartheta \in \Theta_\beta \), identically vanishes on \( Z \) if \( \vartheta_1 \leq -\vartheta_2 \). Otherwise, \( \vartheta = t(1, -r) \) with \( t > 0 \), and \( 0 \leq r < 1 \), and \( f_\vartheta \) has the moment vector \( t((1-r)^2, 2(1 - r + r \ln r)) \). By a straightforward calculation, the moment vectors of \( f_\vartheta \), \( \vartheta \in \Theta_\beta \), exhaust the subcone of \( cn_{\varphi}(\mu) \) given by \( 2a_1 \geq a_2 \). It follows that for \( a \) in this cone the primal solution \( g_\vartheta \) exists.

In the case \( a_2 > 2a_1 > 0 \) Proposition 4.13 is employed. Since \( B_\gamma(g, h) = \frac{1}{2}\|g - h\|_{L_2(\mu)}^2 \) for \( g, h \) nonnegative measurable, Bregman closure equals the \( L_2(\mu) \)-closure. The \( L_2(\mu) \)-closure of \( G_a^+ \) with \( 0 < a_1 < a_2 \) contains each function \( f_\vartheta \), \( \vartheta \in \Theta_\gamma \), whose moment vector \( (b_1, b_2) \) satisfies \( b_1 = a_1, b_2 < a_2 \). Indeed, for \( n \geq 1 \) there exists \( x_n > 1 \) such that \[
(a_2 - b_2)n = \int_1^{x_n} \frac{dz}{z \ln z} = \frac{b_2}{a_1} \int_1^{x_n} \frac{dz}{z^2 \ln z},
\]
by continuity. Then, \( x_n \uparrow +\infty \), the function \[
z \mapsto \left[ 1 - \frac{1}{a_1 n} \int_1^{x_n} \frac{dr}{r^2 \ln r} \right] f_\vartheta(z) + \frac{z}{2n \ln z} I_{(1,x_n)}(z)
\]
belongs to \( G_a \), and \( L_2(\mu) \)-converges to \( f_\vartheta \) as \( n \to +\infty \) because \( \frac{1}{\ln z} \in L_2(\mu) \).
The set $\Theta_\beta^+$ consists of those $\vartheta \in \Theta$ for which $\vartheta_1 + \vartheta_2 z \geq 0$, $z \in \mathbb{Z}$. Thus, it is given by $\vartheta_1 \geq 0$ and $\vartheta_2 = 0$. For such $(\vartheta_1, \vartheta_2)$, the function $f_\vartheta$ equals identically $\vartheta_1$ and has the moment $(\vartheta_1, 2\vartheta_1)$. By the above result, if $a_2 > 2a_1 > 0$ then the $L_2(\mu)$-closure of $\mathcal{G}_a$ contains $f_\vartheta$ with $\vartheta_1 = a_1$. Hence, Proposition 4.18 implies that the effective dual solution $g^*_a$ equals the constant $a_1$. Note that the last assertion of Proposition 4.18 fails if the restriction $\vartheta \in \Theta_\beta^+$ is dropped.

11. RELATION OF THIS WORK TO PREVIOUS ONES

The subject addressed in this paper has one of its origins in the principle of maximum entropy (maxent) which comes from statistical physics and has been promoted as a general principle of inference primarily by Jaynes [37] and Kullback [39]. While maxent calls for maximizing Shannon entropy or for minimizing $I$-divergence (Kullback–Leibler distance [40]), maximization of Burg entropy [14, 15] and other ‘entropy functionals’ is also widely used in sciences. These applications motivated the formulation of the general minimization problem in eq. (2) with autonomous integrands. It is for convenience that minimization of convex integral functionals is addressed, maximization of concave ones as Shannon or Burg entropy is covered by taking their negatives.

The literature of the subject is extensive, some pointers are given here to works that have influenced ours. The integral functional $\mathcal{I}$ with an autonomous integrand $\beta(z, t) = \Phi(t)$ is called $\Phi$-entropy in [9, 51], where for a growing number of constraints, convergence of the solutions of the problem (2) is established under suitable conditions. Divergences of form (44) have been introduced by Csiszár [18, 19], called $f$-divergences, and by Ali and Silvey [1]. They, as well as $I$-divergence, were originally defined for probability densities $g$ and $h$ only. Substantial developments in their theory and applications are due to I. Vajda, see e.g. [45]. More recent references include [24, 13, 8]. Bregman distances were introduced in [12] as non-metric distances between vectors in $\mathbb{R}^d$, associated with a convex function on $\mathbb{R}^d$, for numerous applications in convex programming problems see the book [16]. The subclass of separable Bregman distances is the one whose infinite dimensional extension is used in this paper, see Remark 2.11. Their statistical applications, initiated by Jones and Byrne [38], are currently wide ranging, see e.g. Murata et al. [46]. For more general Bregman distances see e.g. [6, 35]. The axiomatic study [22] highlights (in the finite dimensional case) the distinguished role of $\gamma$-divergences and separable Bregman distances, and primarily that of $I$-divergence. The problem of minimizing convex integral functionals arises also in large deviations theory, for interplay with this field see e.g. [32, 36, 24, 44]. Other fields could also be mentioned, such as in control theory where, typically, also derivatives of the unknown function are involved. Regarding a possible interplay see [11].

A large body of the literature on the minimization problem of eq. (2) is application oriented and mathematically non-rigorous. For example, while the form of the solution like (4) is derived via Lagrange multipliers, little attention is payed to conditions under which a solution exists, and is indeed of this form when it does. Early rigorous results about $I$-divergence minimization and associated Pythagorean (in)equalities were obtained by Chentsov [17] and Csiszár [20]. Recent works typically employ convex duality, following the lead of Borwein and Lewis, see [8, 9, 10]. Previously, convex duality had been applied to the $I$-divergence minimization problem in [7]. Advanced tools from...
Another tool is provided by differential geometry [2, 3], first applied in the context by Chentsov [17]. They require strong regularity conditions but lead to impressive ‘geometric’ results for example about Pythagorean identities, going beyond those obtainable otherwise.

This paper generalizes the results obtained for the Shannon case in [26]. Convex duality is used, as there, for the value function only, a convex conjugate of the integral functional is not needed. Accordingly, the functional is not restricted to a ‘good’ space that has a manageable dual space, as frequently done in the literature. A key tool in [26] has been the convex core of a measure on $\mathbb{R}^d$, introduced in [25]. In the present generality, its role is played by the concept of conic core, introduced here. The framework is in several respects more general than usual: (i) non-differentiable integrands are allowed (ii) the integrands need not be autonomous (iii) there are no restrictions beyond measurability, either on the functions $g$ over which the functional is minimized nor on the moment mapping $\phi$, other than that $\phi$ has finite dimensional range. While feature (i) is not unique for this paper, in the literature often stronger assumptions are adopted on $\beta$ than differentiability (in addition to strict convexity which is assumed also here). Typical ones are essential smoothness plus cofiniteness, or the equivalent assumption that $\beta^*$ is strictly convex on $\mathbb{R}$, as in [46]. Non-autonomous integrands (also admitted in [43, 44]) do not cause conceptual difficulties but do cause technical ones concerning measurability. These are handled here via the theory of normal integrands initiated in [47, 48] and summarized in detail in the recent book [50]. The latter is relied upon in the paper also elsewhere.

The limitations of our framework are, in addition to restricting attention to moment mappings of finite dimensional range, that only equality constraints are considered, and the integrand value $\beta(z, t)$ has to be finite for $t > 0$ and $+\infty$ for $t < 0$. To consider only equality constraints does not seem a serious restriction. It should not be difficult to extend the results to constraints of the form that the moment vector belongs to a convex subset of $\mathbb{R}^d$, see e.g. [24]. Our restriction on the integrand is not needed for the mere extension of familiar results to the generality of (i)–(iii). It is, however, essential for the main results, viz. the geometric characterization of the effective domain of the value function and its implications that extend several results previously proved only under the PCQ beyond that assumption. These main results are relevant in those cases when the effective domain includes a nontrivial boundary, which is typical when the underlying measure $\mu$ has discrete components. In ‘classical’ moment problems involving Lebesgue measure on $\mathbb{R}^k$ and moment mappings formed by polynomials or trigonometric polynomials, the need for going beyond the PCQ does not arise (while the problem of nonexistence of primal solution does).

As genuine primal and dual solutions do not always exist, also generalized ones are studied which are universal limits of minimizing (maximizing) sequences. Another concept of generalized solution, not used in this paper, involves relaxation of the problem [2] to minimization over a larger space. The latter is typically obtained regarding the func-
tional to be defined over a specific linear space with a manageable dual space, which paves a road to extend the functional to the second dual. In [41, 42, 43] this extension is to the topological dual of an Orlicz space. In [44] it is also shown in considerable generality that the ‘absolutely continuous component’ of this kind of generalized solution coincides with the generalized solution in our sense; a similar but more special result appeared previously in [23]. Note that nonexistence of a minimizer in eq. (2) had emerged as a practical problem in the context of three dimensional density reconstruction via Burg entropy maximization, see references in [10] where the mathematical background of this phenomenon has been clarified.

By key results of this paper, generalized primal and dual solutions in our sense exist, subject to the DCQ, in all nontrivial cases, and their Bregman distance is a lower bound to the duality gap. The adopted concept of generalized solution dates back to Topsoe [52] who, for Shannon entropy maximization over a convex set of probability distributions, established a Pythagorean inequality involving a ‘center of attraction’ perhaps not in that set. Actually, the existence of generalized $I$-projections is implicit already in [20]. They were studied in detail in [21, 26]; in [21] also their relevance for large deviations theory is demonstrated. Generalized minimizers of integral functionals with (differentiable) autonomous integrands $\gamma \in \Gamma$, for arbitrary convex sets of functions, were introduced and corresponding Pythagorean inequalities established in [23]. Generalized primal solutions for the minimization problem in eq. (2), assuming the PCQ and implicitly the DCQ, are treated in [24]. Note that the existence result [23, Theorem 1(c)] does not hold in full generality, its proof contains a gap of implicitly assuming that functions in a minimizing sequence always have bounded Bregman distance from some fixed function. For the minimization problem in eq. (2) the latter is true if the DCQ holds, due to Lemma 4.15 hence the existence of a generalized primal solution subject to the DCQ does follow from [23, Theorem 1(c)]. In this respect, the new feature of the result here is that it explicitly specifies the generalized primal solution.

Generalized dual solutions for the $I$-divergence case, viz. generalized maximum likelihood estimates, have been treated in [27]; stronger results including their explicit description appear in [28]. In the present paper the existence of generalized dual solution is proved, for any integral functional with integrand $\beta \in B$ subject to the DCQ, via a nontrivial updating of the technique used in [27], similar to that in [23], going back to [52]. This proof works also when the moment mapping has infinite dimensional range, but gives no indication how to construct the generalized dual solution. The latter remains an open problem. Note that when the duality gap is zero, a direct proof shows that, subject to the DCQ, the generalized dual solution exists and coincides with the generalized primal solution, which has been explicitly described.

Finally, let us comment on the family of functions $F_\beta = \{ f_\vartheta : \vartheta \in \Theta_\beta \}$. It has been observed many times that $F_\beta$ plays the same role as a classical exponential family does in the Shannon case, see Appendix B for formal details. For statistical applications see e.g. [40] where our $F_\beta$ is called $U$-model (with $U = \beta^*$). For the classical theory of exponential families see [17, 4]. For a very general concept see [33]. Apparently, it has not been pointed out before that some key properties of exponential families extend to $F_\beta$ only when $\beta$ is essentially smooth. If $\beta$ is merely differentiable, those properties extend only partially, to functions in $F_\beta$ parameterized by $\vartheta$ in a specific set $\Theta_\beta^+ \subseteq \Theta_\beta$, see Proposition 4.18 and Theorems 8.6, 8.9.
APPENDICES

A. INTEGRAL REPRESENTATION

The proof of Theorem 1.1 depends on an interchange of minimization and integration, see below. We are not aware of a reference that would guarantee admissibility of this interchange in the required generality, though in the special case of finite \( \mu \) and \( \mu \)-integrable \( \varphi \), [50] Theorem 14.60 suffices. An extension of the latter, Theorem A.4 will be proved below and applied to cover the general case.

A linear space \( \mathcal{H} \) of real \( \mathcal{Z} \)-measurable functions is decomposable w.r.t. \( \mu \) [50] Definition 14.59 if \( g1_{\mathcal{Z}\setminus A} + h1_A \) belongs to \( \mathcal{H} \) whenever \( g \in \mathcal{H} \), \( A \in \mathcal{Z} \) has finite \( \mu \)-measure and \( h \) is bounded \( \mathcal{Z} \)-measurable. For \( \mu \) finite, \( \mathcal{H} \) is decomposable if and only if it contains all bounded \( \mathcal{Z} \)-measurable functions. A weaker notion is introduced as follows.

**Definition A.1.** A space \( \mathcal{H} \) is \( \sigma \)-decomposable w.r.t. \( \mu \) if \( \mathcal{Z} \) can be covered by a countable family of sets \( Z_n \in \mathcal{Z} \) with \( \mu(Z_n) \) finite such that \( g1_{\mathcal{Z}\setminus A} + h1_A \in \mathcal{H} \) whenever \( g \in \mathcal{H} \), \( A \in \mathcal{Z} \) is contained in some \( Z_n \) and \( h \) is bounded \( \mathcal{Z} \)-measurable.

**Remark A.2.** There is no loss of generality in assuming that \( Z_n \subseteq Z_{n+1} \) in Definition A.1.

**Remark A.3.** If \( \varphi: \mathcal{Z} \to \mathbb{R}^d \) is any moment mapping then the space \( \mathcal{G} \), consisting of those functions \( g \) for which the moment vector \( \int_\mathcal{Z} \varphi g d\mu \) exists, is \( \sigma \)-decomposable w.r.t. \( \mu \). Namely, by \( \sigma \)-finiteness, \( \mathcal{Z} \) can be covered by sets \( Y_n \in \mathcal{Z} \) of finite measure, and the countable family \( Z_{n,m} = Y_n \cap \{ \| \varphi \| \leq m \} \) indexed by \( n, m \) is suitable. In fact, if \( A \in \mathcal{Z} \) is contained in some \( Z_{n,m} \) and \( h \) is bounded \( \mathcal{Z} \)-measurable then \( g \in \mathcal{G} \) implies existence of \( \int_{\mathcal{Z}\setminus A} \varphi g d\mu + \int_A \varphi h d\mu \). The space \( \mathcal{G} \) need not be decomposable w.r.t. \( \mu \) even if \( \mu \) is finite. For example, if \( \mathcal{Z} = \mathbb{R} \), \( d\mu = \frac{dz}{1+z^2} \) and \( \varphi(z) = z \) then \( \mathcal{G} \) does not contain the constant functions.

The following assertion on interchange of minimization and integration is an extension of [50] Theorem 14.60] to the \( \sigma \)-decomposable spaces.

**Theorem A.4.** Let \( \mathcal{H} \) be a \( \sigma \)-decomposable linear space of \( \mathcal{Z} \)-measurable functions on a \( \sigma \)-finite measure space \((\mathcal{Z}, \mathcal{Z}, \mu)\), and let \( \alpha: \mathcal{Z} \times \mathbb{R} \to [-\infty, +\infty] \) be a normal integrand such that the integral functional \( H_\alpha(g) \triangleq \int_\mathcal{Z} \alpha(z, g(z)) \mu(dz) \) does not identically equal \(+\infty\) for \( g \in \mathcal{H} \). Then

\[
\inf_{g \in \mathcal{H}} \int_\mathcal{Z} \alpha(z, g(z)) \mu(dz) = \int_\mathcal{Z} \inf_{t \in \mathbb{R}} \alpha(z, t) \mu(dz). \tag{42}
\]

The function on \( \mathcal{Z} \) that is integrated on the right is denoted by \( \alpha_{\text{inf}} \). It is \( \mathcal{Z} \)-measurable by [50] Theorem 14.37]. The following lemma does not involve \( \mathcal{H} \).

**Lemma A.5.** If \( \int_\mathcal{Z} \alpha_{\text{inf}} d\mu < t \) then \( H_\alpha(h) < t \) for some real \( \mathcal{Z} \)-measurable function \( h \).

**Proof.** This is proved neatly on the lines 7–17 of the proof of [50] Theorem 14.60]. \( \square \)

**Lemma A.6.** If \( \mathcal{H} \) is \( \sigma \)-decomposable, \( H_\alpha(f) \) finite for some \( f \in \mathcal{H} \), and \( \int_\mathcal{Z} \alpha_{\text{inf}} d\mu < t \) then \( H_\alpha(g) < t \) for some \( g \in \mathcal{H} \).
Proof. By Lemma \[A.3\] \(H_\alpha(h) < t\) for some \(Z\)-measurable \(h\). Let \(0 < 2\varepsilon < t - H_\alpha(h)\). By \(\sigma\)-decomposability and Remark \[A.2\], \(Z\) is covered by a countable increasing sequence \(Z_n\) with \(\mu(Z_n)\) finite that has the property from Definition \[A.1\]. Since \(H_\alpha(f)\) is finite, for \(n\) sufficiently large
\[
\varepsilon \geq \int_{Z \setminus Z_n} \alpha(z, f(z)) \mu(dz) \quad \text{and} \quad t - 2\varepsilon > \int_{Z_n} \alpha(z, h(z)) \mu(dz).
\]
For \(m\) sufficiently large
\[
\varepsilon \geq \int_{Z_n \setminus \{h \leq m\}} \alpha(z, f(z)) \mu(dz) \quad \text{and} \quad t - 2\varepsilon > \int_{Z_n \cap \{h \leq m\}} \alpha(z, h(z)) \mu(dz).
\]
Since \(h\) is bounded on \(A = Z_n \cap \{h \leq m\} \subseteq Z_n\), the function \(g = \mathbf{1}_{Z \setminus A} + h \mathbf{1}_A\) belongs to \(\mathcal{H}\) by \(\sigma\)-decomposability. Combining the above inequalities, \(H_\alpha(g) < t\).

Proof of Theorem \[A.4\] The inequality \(\geq\) in \[42\] follows from \(\alpha(z, g(z)) \geq \alpha_{\text{inf}}(z), \quad z \in Z\), by integration. By assumption, \(H_\alpha(f) < +\infty\) for some \(f\) in \(\mathcal{H}\). If \(H_\alpha(f) = -\infty\) then \[42\] has \(-\infty\) on both sides. Otherwise, the inequality \(\leq\) in \[42\] follows from Lemma \[A.6\].

Proof of Theorem \[1.1\] By definition,
\[
J_{\beta}^*(\vartheta) = -\inf_{a \in \mathbb{R}^d} \left[ -\langle \vartheta, a \rangle + \inf_{g \in \mathcal{G}_a} H_{\beta}(g) \right], \quad \vartheta \in \mathbb{R}^d.
\]
The expression on the right rewrites to
\[
-\inf_{a \in \mathbb{R}^d} \inf_{g \in \mathcal{G}_a} \int_Z \left[ -\langle \vartheta, \varphi(z)g(z) \rangle + \beta(z, g(z)) \right] \mu(dz)
\]
where two infima reduce to one, over \(g \in \mathcal{G}\). By Remark \[A.3\], the linear space \(\mathcal{G}\) defined by any moment mapping is \(\sigma\)-decomposable. Hence, by Theorem \[A.4\] if \(J_{\beta} \neq +\infty\) then
\[
J_{\beta}^*(\vartheta) = -\int_Z \inf_{t \in \mathbb{R}} \left[ -\langle \vartheta, \varphi(z) \rangle t + \beta(z, t) \right] \mu(dz), \quad \vartheta \in \mathbb{R}^d,
\]
and thus \(J_{\beta}^* = K_\beta\).

The assumption in Theorem \[1.1\] that \(J_\beta\) is not identically \(+\infty\) does matter, see Example \[10.1\].

B. RESTRICTED VALUE FUNCTION

In this appendix, some details are discussed for the Shannon’s integral functional defined by the autonomous integrand \(\gamma(t) = t \ln t, \quad t > 0\). If \(g\) is nonnegative and \(\int_Z g \, d\mu = t > 0\) then \(H_{\gamma}(g) = \gamma(t) + tH_{\gamma}(g/t)\). Hence, the integral functional \(H_{\gamma}\) is determined by its values on the probability densities \(g\) w.r.t. \(\mu\). For such a density, \(H_{\gamma}(g)\) is the negative entropy of the corresponding probability measure w.r.t. \(\mu\), or its \(I\)-divergence from \(\mu\) when \(\mu(Z) = 1\).

Further, it is assumed that the moment mapping \(\varphi\) has first coordinate identically equal to 1, which is nonrestrictive in many applications, see Section 1.B. Let \(\varphi = (1, \psi)\) where \(\psi: Z \to \mathbb{R}^{d-1}\). For any vector \(a \in \mathbb{R}^d\) with a positive first component, writing it
as \((t, b)\) with \(t > 0\) and \(b \in \mathbb{R}^{d-1}\), \(J_\gamma(a) = \gamma(t) + t J_\gamma(1, b/t)\). Hence, the value function \(J_\gamma\) is uniquely determined by its restriction. Let \(l_\gamma(b) \triangleq J_\gamma(1, b), b \in \mathbb{R}^{d-1}\). The conjugate of the value function at any point \(\vartheta = (r, \tau)\), where \(r \in \mathbb{R}\) and \(\tau \in \mathbb{R}^{d-1}\), is

\[
J_\gamma^*(\vartheta) = \sup_{t>0, b \in \mathbb{R}^{d-1}} \left[ rt + \langle \tau, b \rangle - \gamma(t) - t l_\gamma(b/t) \right]
= \sup_{t>0} \left[ rt - \gamma(t) + t l_\gamma^*(\tau) \right] = \gamma^*(r + l_\gamma^*(\tau)) = \exp[r + l_\gamma^*(\tau) - 1]
\]

using that the convex conjugate of \(\gamma\) is \(\gamma^*(r) = e^r - 1, r \in \mathbb{R}\). By Theorem 1.1 knowing that \(H_\gamma(g) = 0\) for \(g \equiv 0\), \(J^*\) admits the integral representation, and hence

\[
l_\gamma^*(\tau) = 1 - r + ln J_\gamma^*(r, \tau) = \ln \int_Z e^{\langle \tau, \psi \rangle} \, d\mu, \quad \tau \in \mathbb{R}^{d-1}.
\]

This formula is well-known and has been a key tool when minimizing the negative Shannon entropy \(H_\gamma(g)\) of a probability density \(g\) subject to moment constraints, e. g. in [26].

The set \(\Theta_\gamma\) equals \(\text{dom}(J_\gamma^*)\), consisting of all \(\vartheta \in \mathbb{R}^d\) with \(e^{\langle \vartheta, \psi \rangle} \mu\)-integrable. The functions \(f_\vartheta\) of the family \(\mathcal{F}_\gamma\) are given by \(f_\vartheta = e^{r + \langle \tau, \psi \rangle - 1}\) where \(\vartheta = (r, \tau)\). The family of \(f_\vartheta\) that integrate to 1 is known as the exponential family based on \(\mu\) with canonical statistic \(\psi\), see [4, 17].

The original and restricted dual problems are also simply related, for \(a = (t, b)\) with \(t > 0\)

\[
J_\gamma^*(a) = \sup_{r \in \mathbb{R}^{d-1}} \left[ \langle \tau, b \rangle + \sup_{r \in \mathbb{R}} \left[ rt - \gamma^*(r + l_\gamma^*(\tau)) \right] \right]
= \sup_{r \in \mathbb{R}^{d-1}} \left[ \langle \tau, b \rangle - t l_\gamma^*(\tau) + \gamma(r) \right] = \gamma(t) + t l_\gamma^*(b/t),
\]

using (43). For example, the duality gap of the original problem at \(a\) is \(t\) times the duality gap \(l_\gamma^*(b/t) - l_\gamma(b/t)\) of the restricted problem at \(b/t\).

Note that other integral functionals do not admit such simple formulas that would relate unrestricted and restricted value functions, and their conjugates and biconjugates.

C. \(\gamma\)-DIVERGENCES

Let \(\gamma \in \Gamma\) be nonnegative with \(\gamma(1) = 0\). The \(\gamma\)-divergence of a function \(g : Z \to [0, +\infty)\) from \(h : Z \to (0, +\infty)\), both \(Z\)-measurable, is defined by

\[
D_\gamma(g, h) \triangleq \int_Z h \gamma(g/h) \, d\mu.
\]

This divergence is nonnegative, and equals 0 only if \(g = h \circ [\mu]\). If \(\gamma(t) = t \ln t - t + 1\) then \(D_\gamma(g, h)\) is equal to the \(I\)-divergence of \(g\) from \(h\). As mentioned in subsection 1.B., the minimization of a \(\gamma\)-divergence \(D_\gamma(g, h)\) subject to \(g \in \mathcal{G}_a\), for fixed \(h\), is a frequently studied instance of the minimization problem addressed in this paper. The integrand \(\beta : (z, t) \mapsto h(z) \gamma(t/h(z)), z \in Z, t \in \mathbb{R}\), in (44) is in general non-autonomous, but belongs to \(B\) and \(D_\gamma(g, h) = H_\beta(g)\). Lemma C.1 below shows that a reformulation of the minimization with an autonomous integrand is possible.

A general idea is to modify simultaneously a measure \(\mu\) and integrand \(\beta \in B\) to \(\tilde{\mu}\) and \(\tilde{\beta}\) given by

\[
d\tilde{\mu} = h \, d\mu \quad \text{and} \quad \tilde{\beta}(z, t) = \beta(z, t \, h(z))/h(z), \quad z \in Z, t \in \mathbb{R},
\]
where \( h \) is a given positive \( \mathcal{Z} \)-measurable function. By [50, Proposition 14.45], \( \tilde{\beta} \in B \). As earlier, the dependence on \( \mu \) in \( H, J, \mathcal{G}_a \) is added to indices while the moment mapping \( \varphi \) is not changed.

**Lemma C.1.** Given a positive \( \mathcal{Z} \)-measurable function \( h \), let \( \tilde{g} = g/h \) for any \( \mathcal{Z} \)-measurable function \( g \). Then \( H_{\mu,\beta}(g) = H_{\tilde{\mu},\tilde{\beta}}(\tilde{g}) \) and \( \int_{\mathcal{Z}} g \varphi \, d\mu = \int_{\mathcal{Z}} \tilde{g} \varphi \, d\tilde{\mu} \) if one of the integrals exists. Further, \( g \in \mathcal{G}_{\mu,a} \) if and only if \( \tilde{g} \in \mathcal{G}_{\tilde{\mu},a} \), and \( J_{\mu,\beta} = J_{\tilde{\mu},\tilde{\beta}} \).

A simple proof based on substitutions in integrals is omitted.

When considering the minimization of \( D_{\gamma}(g, h) \) subject to a moment constraint on \( g \), Lemma C.1 applies with the very function \( h \) from the divergence. The corresponding integrand \( \beta \) is autonomous and coincides with \( \gamma \). Hence, the minimization of \( D_{\gamma}(\cdot, h) \) over \( \mathcal{G}_a \) is equivalent to that of \( H_{\tilde{\mu},\gamma} \) over \( \mathcal{G}_{\tilde{\mu},a} \), whence an autonomous integrand suffices.

**Remark C.2.** The function \( h > 0 \) in Lemma C.1 can always be chosen to make the measure \( \tilde{\mu} \) finite. Therefore, the finiteness of the underlying measure could have been assumed throughout this paper, without any loss of generality.
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$\triangleq$ equal by definition, 2

* convex conjugate, 3 4

$\langle \cdot, \cdot \rangle$ inner product in $\mathbb{R}^d$, 4

$| | \cdot | |$ Euclidean norm in $\mathbb{R}^d$, 23

$\Rightarrow$ local convergence in measure, 3 11

$\beta$ integrand with $\beta(z, \cdot) \in \Gamma$, 2

$B$ class of integrands $\beta$, 10

$\gamma$ convex function in class $\Gamma$, 7

$\Gamma$ class of convex functions $\gamma$, 7

$\Delta_\gamma, \Delta_\beta$ Bregman integrand, 8

$\Theta_\beta, \Theta_+^\beta$ special subsets of $\text{dom}(K_\beta)$, 9 20

$[\mu]$ $\mu$-almost everywhere, 7

$T_\gamma, T_\beta$ correction integrand, 9 18

$\varphi$ moment mapping, 2

$\omega_\varphi, \beta$ integral assigned to face $F$, 25 28

asymptotically linear function, 7 10

$B_\beta$ Bregman distance, 11

$C_\beta$ correction functional, 19

$cl$ closure, 7

$cnc(Q)$ conic core of measure $Q$ on $\mathbb{R}^d$, 21

$cn_\varphi(\mu)$ $\varphi$-cone of measure $\mu$ on $Z$, 8

cofinite function, 7 10

dcq dual constraint qualification, 5

dom effective domain, 3

$\text{exn}(F_\beta)$ extension of $F_\beta$, 29

$F_\beta$ family of functions $f_\beta$, 5

$f_\beta$ function in $F_\beta$, 5

$F_\beta^*$ special family of faces of $cn_\varphi(\mu)$, 25

$G$ class of functions with a moment, 2

$G_\alpha$ class of functions with the moment $\alpha$, 2

$G^+, G_\alpha^+$ subclasses of nonneg. functions, 2

$g_\alpha$ primal solution for $\alpha$, 3

$\hat{g}_\alpha$ generalized primal solution for $\alpha$, 6

$g_\alpha^*$ effective dual solution for $\alpha$, 6

generalized Pythagorean identity, 6 19 30

$h_\alpha$ generalized dual solution for $\alpha$, 30

$H_\beta$ integral functional, 2

$J_\beta$ value function, 9

$K_\beta$ function in dual problem, 11

lsc lower semicontinuous, 7

moment assumption, 13

PCQ primal constraint qualification, 4

pm probability measure, 21

primal/dual values, 3 4

ri relative interior, 7

$\text{sgn}(r)$ sign of $r$, equals $+$ if $r = 0$, 7

$(Z, \mathcal{Z})$ underlying measurable space, 2

$Z_\beta, cf, Z_\beta, al$ special subsets of $Z$, 10

Imre Csiszár, A. Rényi Institute of Mathematics, Hungarian Academy of Sciences, H-1364 Budapest, P.O.Box 127. Hungary.
e-mail: csiszar.imre@renyi.mta.hu

František Matuš, Institute of Information Theory and Automation – Academy of Sciences of the Czech Republic, Pod Vodárenskou věží 4, 182 08 Praha 8. Czech Republic.
e-mail: matus@utia.cas.cz