Pose initialization method of mixed reality system for inspection using convolutional neural network
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Abstract

The Mixed Reality (MR) has become a trend in industrial applications such as inspection and maintenance thanks to the benefit of technological advances in computer vision. Simultaneous Localization And Mapping (SLAM) is a key component of the MR system which augments the CAD model of a target object in the live stream. However, the existing SLAM-based systems rely on a manual handling or a marker-based registration between the model coordinate and the global coordinate. In this paper, we present a non-marker based registration method which automatically performs both the target object detection in the live stream and its initial 3D pose estimation. We exploit two Convolutional Neural Networks (CNNs) to align the CAD model in a global map, and to detect the target object in keyframes of the SLAM system. Since manual preparation of training data is very laborious, we also propose a data augmentation method for the industrial application. The data augmentation method generates a synthesized dataset consisting of pairs of the RGB image and the corresponding camera pose using the object's CAD model. Two CNNs for the object detection in keyframes and the initial pose estimation are trained with the synthesized dataset, respectively. Our result shows that this method can robustly find the target object's initial pose without a dense point cloud or other features detected by hand-crafted descriptors.
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1. Introduction

The Mixed Reality (MR) has become a trend in industrial applications. Recent technological advances in the computer vision technology enable us to retrieve virtual contents in real captured images through various types of displays such as Head-Mounted Display (HMD), and mobile devices. Thanks to mobility and real-time performance of these displays, the MR system has been changing the paradigm of the model inspection and maintenance (Schall et al., 2009; Eschen et al., 2018).

In the MR system, initial registration between the system coordinate and the virtual environment is essential in order to find the relevant pose of a virtual object in the system coordinate. Earlier work has performed it by using fiducial markers (Bleser et al., 2005; Wang et al., 2005; Fiorentino et al., 2014), or descriptors oriented by the characteristics of the target environment (Carozza et al., 2014). However, they require a laborious task to accurately position physical markers or to understand the underlying scene attributes. Both procedures are undesirable for the industrial construction complex which changes quickly. By utilizing the Simultaneous Localization And Mapping (SLAM) on object tracking, markerless-based methods have been proposed. Mostly, they use active sensors acquiring a rich information of the target environment, such as a RGBD sensor (Macedo et al., 2013), a 3D rider sensor (Bosche et al., 2010), or a sensor-embedded system (Schall et al. 2009; Martin et al. 2015; Greenhalgh et al. 2016). These sensors are robust to the scale-ambiguity problem (Mur-Artal et al., 2017) commonly encountered in a monocular-based SALM, but it requires a heavy computation for the registration of dense point clouds in real-time application.

In this paper, we present a markerless-based registration method which automatically performs both the target object detection in the live stream and the estimation of its initial pose. Our method aims not to use any active sensor so that it
can be run in a commercial mobile device (e.g., smart-phone, or table PC). We solve the scale ambiguity problem by utilizing the CNN-based pose estimator which is trained by the synthesized dataset. Manual preparation of the training data manually is very laborious since, in general, it requires hundred-thousand images to train such a CNN for the pose estimation. Therefore, we propose a data augmentation process which automatically generates still images of the target object at the simulated camera pose. The training dataset generated by the data augmentation process consists of possible pairs of a camera motion and the corresponding 2D RGB image in reference to the target object's CAD model.

In contrast to the existing method which exploits hand-craft features for the initial registration of the target object (Carozza et al., 2014; Fiorentino et al., 2014), our method can efficiently estimate the initial pose of the target object in the system coordinates by selecting Region-of-Interests (ROIs) in keyframes, which are automatically selected by another CNN for the object detection. We also perform the fine tuning process that further optimizes the initial pose of the target object using the Iterative Closest Point (ICP) algorithm. For demonstration, we have built a proof-concept SLAM system that tracks a spool-like industrial object in real time. Our results show that our method can robustly find the target object's initial pose without a dense point cloud or other features detected by hand-crafted descriptors. In summary, our contributions are as follows:

- We propose a markerless initial registration method for a monocular-based SLAM using CNN-based pose estimator.
- We propose a data augmentation process to efficiently generate the training dataset.

2. Related work

2.1 Offline calibration

Since the target object is generally pre-defined for inspection, the offline calibration has been widely used in the initial pose estimation. From the knowledge of the scene surrounding the target object or object’s attributes such as geometry, previous work designed a hand-crafted descriptor which is suitable for a given environment (Carozza et al., 2014; Alvarez et al., 2011). However, the performance of the hand-crafted descriptor is limited to a similar environment for which they are designed. Marker-based systems can greatly reduce the complexity of the registration process by adding known features on the scene (Bleser et al., 2005; Fiorentino et al., 2014). However, they require accurate manual positioning of physical markers. Furthermore, it is not desirable to install physical markers in the construction site in which continuous changes of a scene occurs. In contrast to the aforementioned methods, our method does not require prior assumptions for the environment and does not rely on physical markers as well.

2.2 Online calibration

The majority of markerless approaches uses a depth sensor for the pose estimation. Macedo et al. (2013) performed 3D face tracking using a RGBD sensor to augment virtual contents on the frame. Bosche et al. (2010) proposed an offline registration method which merges partial observations from a 3D radar sensor, into a global coordinate. Greenhalgh et al. (2016) developed a HMD-based system which displays a 3D CAD model at the current head position in real-time. These methods can capture a dense 3D information of the target environment but they require a special equipment, and a high performance computing system due to the registration between dense point clouds in the system coordinates and the CAD model. The monocular-based SLAM system is somewhat free to these limitations since it estimates 3D points in the system coordinates directly from RGB-frames. Several methods have exploited a monocular based SLAM for registration. Petit et al. (2013) improved the stability of the monocular SLAM by detecting color edges and combines them with the geometry of a target object. Alvarez et al. (2011) also improved the quality of camera pose estimation by hashing geometric information derived from object's CAD model. Similarly, our method uses the given CAD model to supply scene information for the registration process. However, it does not rely on a prior shape of a feature detector when estimating the initial pose of the target object. It allows us to perform a robust pose estimation for the object which has a variety of variation in the surface texture.

2.3 CNN-based pose estimation

The 3D pose estimation directly from an image of the target object is an active research field in CNN-based deep learnings (Mane et al., 2017). Mehta et al. (2017) estimated human's position from a single 2D image using a multi-modal 3D pose prediction model. Miao et al. (2016) employed a set of CNN regressors extracting local features from a X-ray...
image and performed the 2D-3D matching process. Similarly, Tian et al. (2017) estimated the GPS location of a user from a single street view by a CNN-based local matching technique. Massa et al. (2016) improved the accuracy of the 2D-3D matching by exploiting adaptive features between a real image dataset and a synthetic image set generated from object's CAD model.

Although our CNN-based pose estimation performs a similar task for estimating the 3D position of the reference camera from a query 2D image, we have designed a novel approach to employ CNNs for the initial pose estimation of the target object in a real-time SLAM system.

3. Overview

Our method uses two CNNs as illustrated in Fig. 1: one for the target object detection in a 2D image and one another for the initial pose estimation of the CAD model. Our method is divided into two major processes named as the ‘offline’ and the ‘online’. In the offline process, Two CNNs are trained using a dataset generated by the data augmentation process (Sec. 4). The online process indicates the real-time process of the MR system augmenting the virtual contents in the image frame. In the online process, we use the pre-trained CNNs to detect the target object in keyframes of the SLAM (Sec. 5), and to estimate the initial 3D position of the target object (Sec. 6). If the object has been detected in the keyframe by the trained CNN, then the MR system marks the bounding box, as the Region-of-Interest (ROI), where the object is located in, and segments it on the 2D frame. After the object detection process, the pose estimation CNN finds an initial registration between the object coordinate and the system coordinate using point clouds estimated from the segmented ROI image. The prior distribution for the camera motion in the training dataset is not perfectly matched with the actual
camera motion. Therefore, we further optimize the estimated initial registration using a standard Iterative Closest Point (ICP) algorithm.

### 3.1 Assumptions

We assume that the 3D CAD model of the target object is given. This assumption is based on the common scenario in industrial applications such as inspection and maintenance, in which an operator wants to query the CAD model of the work environment. Another assumption is that the camera is specified in advance so that we have the intrinsicities of the camera used in the MR system. The target object is presumed to be a rigid body. In that case, the registration process can be simplified as finding a rigid-body transformation matrix which is expressed as a $4 \times 4$ matrix. The object should be non-symmetric. If the object is symmetric (e.g. perfect rectangle), there are ambiguities to estimate a unique camera position from a 2D image as a projection of the 3D CAD model.

### 3.2 Camera model

We adopt a simple pinhole model as the projection model:

$$\begin{bmatrix} x' \\ y' \\ 1 \end{bmatrix} = \begin{bmatrix} f_x & 0 & c_x & 0 \\ 0 & f_y & c_y & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} r_x x' + t_x \\ r_y y' + t_y \\ r_z z' + t_z \end{bmatrix} = \begin{bmatrix} r_x x + t_x \\ r_y y + t_y \\ r_z z + t_z \end{bmatrix}$$

where $(x',y')$ is the corresponding 2D pixel point in the image coordinate, $(x,y,z)$ is a 3D point in the system coordinate, $f_x,f_y$ are the focal length of the camera in x- and y-coordinates, and $c_x,c_y$ are the camera center locations in the image coordinate. The transformation matrix which is the second $4 \times 4$ matrix in the Eq. (1) contains the 3×3 rotation matrix denoted as $r$ and the 3×1 translation vector denoted as $t$. Assuming that the camera is specified, $f_x,f_y$ and $c_x,c_y$ can be given in advance using a feature-based calibration method (Bouguet et al. 2004). In our method, the MR system finds the rotation matrix as well as the translation vector for each image frame. In order to successfully plot a virtual object according to the motion of the camera, we first need to estimate the initial registration matrix.

A 3D point in the CAD model of the target object can be projected onto the image frame by the following equation:

$$\begin{bmatrix} x' \\ y' \\ 1 \end{bmatrix} = \begin{bmatrix} f_x & 0 & c_x & 0 \\ 0 & f_y & c_y & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} \hat{r}_x x + \hat{t}_x \\ \hat{r}_y y + \hat{t}_y \\ \hat{r}_z z + \hat{t}_z \end{bmatrix} = \begin{bmatrix} \hat{r}_x x + \hat{t}_x \\ \hat{r}_y y + \hat{t}_y \\ \hat{r}_z z + \hat{t}_z \end{bmatrix}$$

where $\hat{r}, \hat{t}$ denote the element of the rotation matrix and the translation vector in the registration matrix which is the third matrix in the right hand side of Eq. (2). For simplicity, we denote the transformation matrix as $T_{trans}$, and the registration matrix as $T_{reg}$ in the remaining sections.

### 4. Data augmentation

#### 4.1 Motion simulation

To generate the training data, we simulate the camera motion in the hemispherical domain for a given range of the distance between object's center and the camera position. Without the loss of generality, we further restrict the orientation of the camera as the forward axis points against to the object's center. The orientation of the camera can be fixed as:

$$\begin{align*}
\hat{w} &= \text{norm}(\{x_c,y_c,z_c\}^T) \\
\hat{u} &= \text{cross}(\{0,0,1\}^T, \hat{w}) \\
\hat{v} &= \text{norm}(\text{cross}(\hat{w}, \hat{u}))
\end{align*}$$

(3)
where \( \vec{w}, \vec{u}, \) and \( \vec{v} \) are the forward, right, and up vector of the camera coordinate, and \([x_c, y_c, z_c]^T\) is the vector of camera center defined in the system coordinate.

### 4.2 Parameter sampling and data representation

The domain of the camera motion defined in the radial coordinate \((d, \theta, \phi)\) where \(x_c = dsin(\theta)cos(\phi)\), \(y_c = dsin(\theta)sin(\phi)\), and \(z_c = dcos(\theta)\) is randomly sampled. Table 1 shows the parameter domain of the camera motion.

From the pair of the synthesized image and the corresponding camera pose, we generate the input tensor \( I(n \times w \times h) \) and the ground truth camera position matrix \( O(n \times 6) \) where \( n \) is the number of generated images, \( w, h \) are the width and height of the image. Each row of \( O \) contains the three Euler angles of the rotation matrix, and the translation vector of the generated camera motion. Since the absolute magnitude of Euler angles in \( O \) is relatively small to the absolute magnitude of the translation values \( x_c, y_c, z_c \) in \( O \), we perform a normalization of each column space of \( O \) so that each column space has zero-mean and unit-variance. This normalization step prevents from producing a biased solution which ignores the variation of Euler angles in camera motion.

### 4.3 Data augmentation

The data augmentation process has two major steps. At first, we generate a virtual image at each simulated camera motion using a renderer-based simulator (Fig. 2 left). Generated images are, of course, not sufficient to train CNNs since its color distribution is very distinct from a real images of the target object. We secondly perform the data augmentation process using the Cycle GAN (Zhu et al. 2017). The Cycle GAN allows us to transfer the color distribution of a target dataset to a reference distribution. To create the reference distribution, we use a video sequence of the target object which is taken by the same camera with the one used in the MR system. In experiments, we observed that about one-minute video captured around the target object is sufficient to transfer the style of images generated by the renderer.

Figure 2 shows the result of the data augmentation process. By the forward and the inverse mapping function between

---

**Table 1 Parameter domain of the camera motion. Parameters are sampled by a uniform distribution \( \Omega \) for each parameter.**

| Parameter           | Domain          |
|---------------------|-----------------|
| Camera distance (m) | \(d \sim \Omega(1.5, 2.5)\) |
| Elevation angle (rad)| \(\theta \sim \Omega(0, \pi/4)\) |
| Azimuth angle (rad) | \(\phi \sim \Omega(0, 2\pi)\) |
the synthetic dataset and the video sequence, we can make the generated images more realistically using the reference distribution of the video sequence. Training time for the Cycle GAN is shown in Table 2.

5. Object detection using CNN

In this method, the objection detection indicates the starting point of the registration process. The registration must be performed right after the target object is appeared in a live stream. Because the performance of the registration between two point clouds is crucially dependent on the structural closeness of two point clouds in terms of the density, the geometrical similarity, and its scale. If we can determine which frame the target object appears, the registration process can be much easier than the case that uses the entire point clouds acquired by the MR system. Obviously, it is much simple to estimate the transformation matrix between a partial point cloud in a specific area and the target CAD model rather than between the whole point cloud acquired from all RGB frames and the target CAD model.

Therefore, we adopt the Mobilenet-based CNN for object detection in a RGB frame. Our choice of the CNN is based on two characteristics of the MR system: First, we have the specific target object so that we do not need a complex training process for a massive dataset containing a variety of different objects. Second, the object detection has to be performed within a short period of time since the tracking in the MR system runs in real-time. Considering these facts, we selected a less-weighted CNN model designed to perform in real-time on a mobile device.

As shown in Fig. 1, the Mobilenet-based CNN is trained using our training dataset. One benefit of our dataset is that we can also have the ground truth bounding box indicating where the object is located in the image coordinate (Fig. 3 (a)). From the synthesized dataset and its ground truth mask map, we can train the network and apply them to the MR system. For every keyframe selected by the MR system, the trained model estimates the pixel location of the target object. If it is detected with a high probability, then the pose initialization CNN is activated to estimate the initial pose of the CAD model.

Figure 3 (right) shows an example of object detection. It predicts not only the probability of the existence of the target object in a frame, but the location of the object. From this information, we can select a partial point cloud which only contains the points corresponding to the surface of the target object. 3D points matched with a 2D pixel within the selected region are separately stored in the tracking system.

6. Pose initialization using CNN

Figure 4 illustrates the structure of the CNN for the pose estimation. The network has three convolutional layers and three dense layers attached to the last convolutional layer. For each convolutional layer, the 'ReLU' activation layer and the 'Max-pooling' layer are sequentially followed. The size of the input is gradually decreased while being passed through the network. Features from the last convolution layer are flattened to be passed to the dense layer. We also attach the 'Dropout' layer for each dense layer. The size of the last dense layer is identical to the DOF of the camera motion. We use
the 'Adam' optimizer with the mean square error between $O$ and its outputs.

Using the predicted camera motion $T'_{\text{trans}}$ by the pose estimation CNN, we can estimate $T_{\text{reg}}$ by the following equation:

$$T_{\text{reg}} \approx sT^{-1}_{\text{trans}}T'_{\text{trans}}$$

(4)

where $T^{-1}_{\text{trans}}$ is the inverse of the actual camera motion of the MR system, and $s$ is the scale factor which reflects the scale difference between CAD model and point cloud in the system coordinate. We can adjust $s$ by the characteristic of our training dataset: All the images in the dataset are defined in the absolute scale since we utilize its actual CAD model in the data augmentation process as mentioned in Sec. 4. Using this characteristic, we define $s$ as the difference between the distance between the absolute point and the camera center where $s \approx d_c/d_c'$. Figure 5 shows the initial pose estimation result using the ROI selection in a point cloud. After the ROI selection (Fig. 5 (b)), we can further perform fine registration using the ICP in order to refine $T_{\text{reg}}$. The ICP optimizes the following objective function:

$$R, \tilde{t} = \arg \min_{R, \tilde{t}} \sum_{p \in \Omega_{\text{reg}}} \|p - Rp' - \tilde{t}\|$$

(5)

where $p'$ is a 3D point in the object coordinate, $p$ is the corresponding 3D point in the system coordinate, and $R$, $\tilde{t}$ are the rotation matrix and the translation vector for fine registration. Let $T_{\text{ICP}}$ denote the transformation matrix from the ICP algorithm. $T_{\text{reg}}$ is now re-defined as

$$T_{\text{reg}} \approx sT_{\text{ICP}}T^{-1}_{\text{trans}}T'_{\text{trans}}$$

(6)
In general, the performance of the ICP algorithm is highly dependent on the initial pose of a target model. However, our initial position estimation using the pose estimation CNN leads to a globally-optimal solution with an estimated camera position. A simple nearest-neighborhood selection can be adapted in this case where the target model is matched with a partial point cloud.

7. Results

7.1 Test environment

For validation, we collected three structures in a test environment as shown in Fig. 6. The ‘Spool’ object was installed on an indoor location and its 3D CAD model was drawn using a CAD tool. The ‘Tank’ and ‘Control panel’ objects were installed on a mechanical facility and their CAD models were acquired in advance by a hand-held IR-based scanner. The scale of the CAD models is identical to the actual size of the corresponding objects so that we can retrieve object's scale in the monocular SLAM by performing the pose estimation described in Sec. 6.

We generated 18000 images of the CAD model with pre-calibrated camera intrinsics. The data augmentation task was performed before training two networks. For data augmentation, we captured a video sequence (640 × 480) for the target object using a commercial tablet (Samsung Galaxy Tab3). For computational efficiency, we resized the images as (320 × 240), only when training the pose estimation CNN. The batch size and the training rate were set to 24, 0.004, respectively. The number of iterations of two CNNs was empirically chosen as $2 \times 10^4$ for object detection and $7.5 \times 10^4$ for pose estimation, where both CNNs converged sufficiently. The computation time of each process is summarized in Table 2. Although the offline process requires heavy training of CNNs, the performance of online processes is fast enough to be used in a real-time MR system. By the initial registration from the pose estimation CNN, we can reduce a wrong neighborhood selection in the ICP. As a result, the computation time of the ICP was greatly reduced to near 1 second.

![Image of the target objects](a) Spool (b) Tank (c) Control panel

![Graphs](a) Euclidean distance between the estimated camera center and the ground truth camera center in meters according to the number of training images (m), (b) mean radian difference of three Euler angles (deg), (c) training time (min).
7.2 Reliability of the pose estimation CNN

We tested the prediction error of the pose estimation CNN according to the number of synthesized images for the ‘Spool’ object. In this test, we evaluated three metrics on the test dataset whose images in the dataset are not included in the training set. Three evaluation metrics are defined as the mean Euclidean distance between the estimated camera center and the actual camera center generated from the uniform distribution (Table 1), the mean angle difference between each coordinate, and the training time. The test dataset contains 2000 images generated by the same method for constructing the training dataset.

The training time linearly increases as the number of images in the training dataset increases (Fig. 7 (c)). Whereas the distance and the angle difference decreases according to the number of images, but they tend to be converged to a certain error level. Considering the computation efficiency, it is desired to find a sweet-spot between the average errors and the training time. In this paper, we used 18000 images for training both CNNs.

7.3 MR system

We fully accommodated the monocular version of the ‘ORB SLAM2’ (Mur-Artal et al., 2017) for a real-time tracking and a localization (Fig. 8). In this system, the pose initialization step is computed as follows. Once a keyframe has been selected in a runtime, the object detection model is activated to find the target object. If the target object is appeared in the keyframe at the first time, the system runs the pose initialization model in parallel with the SLAM algorithm. While performing the initial pose estimation, the actual camera transformation matrix is stacked into a $4 \times 4$ matrix so that we can instantly map the 3D model after the pose initialization has been finished. As described in Sec. 6, the fine registration process is performed with a selected point cloud. By employing two independent CNNs to the SLAM system, we can resolve two major problems in the monocular SLAM: scale-ambiguity and ROI selection. As shown in Fig. 9, our method robustly projects the 3D CAD model to the image frame even in the monocular case. Although we observed a small drift of the CAD model to the reference object, we believe that it is originated from the design error between the physical model and the 3D CAD model.

---

**Table 2 Computation time of each process.** All the processes were performed on a commercial PC (i7-8700k, 8GB RAM, GTX 1080Ti).

| Type   | Process                  | Time (s) |
|--------|--------------------------|----------|
|        |                          | Spool    | Tank    | Control panel |
| offline| Image generation         | 508.1    | 454.5   | 485.7         |
|        | Data augmentation        | 63122.2  | 49057.4 | 22814.6       |
|        | Training object detection CNN | 6640.3  | 6563.1  | 6625.1       |
|        | Training pose estimation CNN | 3621.7  | 3664.4  | 3611.3       |
| online | Object detection         | 0.3      | 0.4     | 0.3           |
|        | Pose estimation          | 0.1      | 0.1     | 0.1           |
|        | Fine registration        | 1.1      | 0.8     | 0.7           |

---

**Fig. 8** Diagram of the MR system. For demonstration, we have employed the feature-based SLAM on the MR system. Our pose initialization step is performed in each keyframe selected by the MR system. Once it finds a robust registration of the target object, the viewer displays virtual contents in the RGB frame.

[DOI: 10.1299/jamdsm.2019jamdsm0093] © 2019 The Japan Society of Mechanical Engineers
7.4 Limitations

There are several limitations in our method. First, it is impossible to render the exactly same image on the real environment, the distribution generated by synthesized images can be quite far from actual camera motions. In that case, our system becomes fragile. Second, the activation function of the object detection CNN can be biased by the background of the object, especially for a thin object as shown in Fig. 6. Lastly, we use an approximation solution for refining the scale factor $s$ which is not derived from a full analysis of the distribution of point cloud. It could fail to estimate an exact scale between the point cloud and the CAD model when there are many outliers or irrelevant feature points in the point cloud. An improved ICP method regarding the scale difference (Zinsser et al. 2005) can be applied to our pose estimation pipeline.

8. Conclusion

In this paper, we have presented a novel framework which automatically estimates the initial pose of a target object. We have employed two CNN-based models for pose estimation and object detection. We have also proposed a data augmentation process which can generate a fair amounts of training images using the Cycle GAN. In our demonstration of the MR system, we have shown that our method robustly aligns a virtual object to a real-time RGB frame without intervention of the user and physical markers.

In future work, we would like to seek geometric features which are invariant to the change of illuminations or materials of the object. This work will reduce the complexity of image-based object detection as well as the pose estimation by transforming the input data into a much smaller data space.
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