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Abstract

Migraine is one of the major neurovascular diseases that recur, can persist for a long time, cripple or weaken the brain. This study uses electroencephalogram (EEG) signals for the diagnosis of migraine, and a computer-aided diagnosis system is presented to support expert opinion. A Tunable Q-Factor Wavelet Transform (TQWT) based method is proposed for the analysis of the oscillatory structure of EEG signals. With TQWT, EEG signals are decomposed into sub bands. Then, the features are statistically calculated from these bands. The success of the obtained features in distinguishing between migraine patients and healthy control (HC) subjects was performed using the Kruskal Wallis test. Feature values obtained from each sub band were classified using well-known ensemble learning techniques and their classification performances were tested. Among the evaluated classifiers, the highest classification performance was achieved as 89.6% by using the Rotation Forest algorithm with the features obtained with Sub band 2. These results reveal the potential of the study as a tool that will support expert opinion in the diagnosis of migraine.

Introduction

Migraine is one of the major neurological disorders affecting one in seven people worldwide. It manifests itself with symptoms such as severe pain in one or both sides of the brain and sensitivity to light [1]. It is reported that migraine disease ranks first among neurological disorders worldwide [2]. Presenting symptoms of migraine disease in different diseases such as tension headache, epilepsy and stroke may cause misdiagnosis. Recently, many studies aimed at diagnosing migraine with high classification achievements have been exhibited. In the relevant literature studies, it was aimed to distinguish between HC subjects and migraine patients by using machine learning algorithms.

The diagnosis of migraine is usually evaluated by a specialist, taking into account the patient's medical history and symptoms of the disease. First, the patient's headache history (characteristics of headache, its effects on daily life and family headache history) is analyzed. Apart from this, comprehensive examinations are made in order to make a full evaluation [3]. Techniques such as magnetic resonance imaging (MRI), computed tomography (CT) and EEG are used to support expert opinion in the detection of the disease. However, in the detection of migraine disease with computer-aided diagnosis (CAT) systems, the use of EEG is preferred because of its less cost and less equipment need among these techniques.

EEG produces non-periodic and non-stationary time-series data of electrical changes occurring between neurons in the brain [4]. There are many studies that use EEG signals, especially in the diagnosis of neurological disorders. Features obtained by different feature extraction methods applied to EEG signals are classified with a machine learning algorithm. In this context, there are studies in the relevant literature that diagnose migraine using EEG signals and machine learning algorithms.

In one study, Yin et al. [5] presented a clinical decision support system in the diagnosis of migraine. They aimed to diagnose tension headache and possible migraine in their studies. They used the detections made by the experts as a feature and classified them with the nearest neighbor (KNN) algorithm and achieved 90% success. Krawczyk et al. [6] have presented another clinical decision support system. They tested different machine learning algorithms and methods for headache classification. They achieved the highest performance at 81%. Akben et al. [7] analyzed the EEG signals under flash stimulation to detect migraine disease. They obtained 85% accuracy by classifying the power spectrum values they obtained under 2 Hz, 4 Hz and 6 Hz flash excitation frequency with artificial neural network. Subasi et al. [8] investigated the detection of migraine disease and the effect of photic stimulation. First, they applied discrete wavelet transform for feature extraction from control EEG signals. Afterwards, they tested different machine learning algorithms and methods using these features. As a result, they distinguished healthy individuals and migraine patients with the Random Forest algorithm with the highest accuracy of 85.95%. Akben et al. [9] aimed to find the best flash stimulation frequency for the detection of migraine in another study. They classified the power spectrum features they obtained from EEG signals for different flash stimulation frequency values with ANN. They detected migraine disease with 83.3% accuracy. In addition to the advantages of the studies mentioned in the literature in the diagnosis of migraine, improving its performance is an important need.

Recently, a tunable Q-factor wavelet transform (TQWT) is gaining popularity in the analysis of brain signals [10]–[12]. The main reason for this is that it is a flexible and fully discrete wavelet transform, which is particularly suitable for analyzing oscillatory signals [13]–[16]. Traditional wavelet transforms cannot adjust Q factors. TQWT can adjust the Q factor and be used as a powerful method for oscillating signal analysis.

In the relevant literature studies, direct feature extraction from signals, filtering methods, power spectrum analysis, FFT and wavelet transform methods are used. However, these methods have some disadvantages. Filtering and power spectrum analysis methods require selection of filter boundaries. FFT has a localization problem. Wavelet transformations, on the other hand, require the selection of appropriate decomposition levels and selection of the main wavelet. For these reasons, the TQWT method, which does not need to select the wavelet function, is used to obtain independent components due to the nature of the EEG signal [12], [17], [18].
With this motivation, a CAT system using the TQWT method was developed in order to distinguish migraine patients and healthy individuals with high performance. Compared to the relevant literature studies we know, the TQWT method is used for the first time in the detection of migraine disease. In this study, a newly presented EEG dataset for migraine patients and HC subjects is used. EEG data were divided into sub bands by applying TQWT after noise cleaning with Multiscale Principal Component (MSPCA) first. Afterwards, feature extraction was made on each sub band and the obtained method was tested by classifying the obtained feature values with different ensemble learning algorithms. With our proposed method, the highest classification performance was achieved with Rotation Forest with an accuracy of 89.6%. The classification performance we have obtained offers a satisfactory accuracy value according to the literature studies we know.

The main contributions of our proposed method are summarized as follows:

1. We offer an automatic classification model that efficiently combines TQWT and Ensemble learning algorithms for the diagnosis of Migraine disease from EEG signals.
2. Investigation of the differences between migraine patients and healthy individuals using TQWT (through sub-bands) method.
3. Selecting the appropriate features using statistical analysis method and discovering a sustainable classifier for the diagnosis of Migraine.
4. Testing the method with different Ensemble learning algorithms to determine the best classification performance.
5. Improving classification performance compared to existing methods.

Methodology

This section presents the data set descriptions and preprocessing procedures to be analyzed first. The methodology plan suggested in the section is then presented. Figure 1 provides an overview of the proposed method for diagnosing Migraine using EEG signals.

Our proposed method includes the following stages:

i. Noise removal from EEG signals;
ii. separation of EEG signals into sub bands by TQWT method;
iii. reducing the size of TQWT sub bands by calculating their statistical features;
iv. checking the ability to distinguish these calculated features by the KW test;
v. testing the classification performance of the proposed method with different ensemble learning classifiers.

Dataset

The data set used in this study is provided by Carnegie Mellon University. The EEG record includes data on 18 adult migraine patients (12 women and 5 men, average age 27.6, age range 19–54) and 21 HC subjects without headaches (12 women and 9 men, average age 27.9, age range 19–54). 12 people with migraine are classified as migraine with aura and 6 as migraine without aura in accordance with the criteria of the International Headache Association. EEG recordings were recorded at rest with a 128-channel BioSemiActiveTwo system using a 24-bit A/D converter with a sampling frequency of 512 Hz. At rest, the recording time is about 6 minutes. During resting state recording, participants were asked to keep their eyes open and fix them on the black middle cross. [19].

The Multiscale Principal Component Analysis (MSPCA)

Multiscale Principal Component (MSPCA) is a combination of the features of Principal Component Analysis (PCA) and wavelet analysis. The attractive properties of wavelet analysis and Principal Component Analysis (PCA) are combined in MSPCA. Wavelet analysis is used to extract deterministic features. PCA is also applied to properties in order to determine a linear relationship between properties. MSPCA is used as a suitable tool for analysis of changing signals and noise removal due to its multi-scale feature. Allows efficient filtering of MSPCA residues and scores [20]. For these reasons, the MSPCA method was used in our study to clear the noise of EEG signals.

Tunable Q-Factor Wavelet Transform (TQWT)

Tunable Q-Factor Wavelet Transform (TQWT) can be used as an effective tool for oscillatory signal analysis [21]. Q, r and j are adjustable parameters. The Q parameter indicates the Q factor, the r parameter the high-speed sampling rate, and the j parameter the discrimination level. The Q parameter is used to control the number of wavelet oscillations. Unwanted excessive oscillation values on the signal are controlled by r. Basic filter sets in the TQWT structure can be specified in the frequency domain. These filters are non-rational transfer functions and can be used effectively in time-frequency analysis [22].
Wavelet transforms should have a low Q factor for signals with no or very little oscillation, while a high Q factor value is required in the analysis of oscillating signals. The TQWT method allows this Q value to be adjusted parametrically. Besides, TQWT is widely used in the analysis of various physiological signals \cite{16, 18, 23}. Filters are computationally successful due to their use of rational transfer functions. This allows obtaining the direct representation of the signal in the frequency domain. TQWT is superior to other methods due to these advantages.

The TQWT is designed because it has limited ability to adjust Q factor in general wavelet transformations (except for Continuous Wavelet transformation). TQWT has true scaling factors and reconstruction oversampled filters. The Q factor affects the oscillation behavior of wavelets and the extent to which the wavelet oscillations are maintained. The TQWT redundancy is obtained by computing the r parameter in an infinite number of levels. It is recommended to have a value of 3 or greater for the R parameter. Parameter J specifies the number of wavelet transform levels and filter banks. The conversion consists of a series of filter banks. As a result of the decomposition into sub bands, \( J + 1 \) sub band will be obtained \cite{21}. In this study, the best performance was determined as \( Q = 1, r = 2, J = 8 \) by testing various values of Q, r and J, and a total of 9 sub bands were obtained from each EEG channel.

**Feature Extraction from Sub bands and Evaluation of Features with Kruskal Wallis Test**

In this section, the size of the sub bands obtained by TQWT is reduced by calculating the statistical features. Various linear or nonlinear features are inferred from sub bands obtained by applying TQWT to the EEG signal. A total of twenty features were extracted from the lower bands. These features are activity, mobility, complexity, shannon entropy, log energy entropy, mean, maximum, minimum, standard deviation, skewness, kurtosis, median, variance, first quarter (Q1), second quarter (Q2), third quarter (Q3), fourth quarter (Q4), interquartile range, root mean square, trimmean (mean excluding outliers).

KW test was used in order to test the discrimination ability of the studied features. KW is a nonparametric method used to determine whether test samples come from separate distribution. Used to compare two or more independent samples with different or equal sample sizes. KW test was applied for all features values and it was determined that all features are meaningful features. Table 1 shows the chi \((p)\) value obtained when the KW test is applied to the activity, mobility, complexity, minima, standard deviation feature values.

**Classification of Migraine and Healthy Control**

In this part, it is aimed to test the classification performance of the proposed method with different ensemble learning classifiers. For this purpose, Rotation Forest, BFTree, Random Forest, Bagging, AdaBoost, SPAARC, MultiBoost, Random Tree and NBTree ensemble classifiers were used. The reason for choosing these ensemble classification algorithms is that they are widely used in the field of biomedical signal processing. The main reason for this is that these classifiers exhibit both fast and good classification performance. With this motivation, the accuracy of the proposed method was tested using the classifiers mentioned in our study. With the proposed method, the highest classification performance was obtained with the Rotation Forest classifier.

**Performance Evaluation Metrics**

The performance of the method proposed in this study was tested using six parameters: TPRate, FPRate, Precision, Recall, F-Measure and ROC area. The performance of a classifier is evaluated considering the error rate. A performance is calculated if the classifier correctly predicts the class of each sample, otherwise the error is calculated. Cross validation is a method that is used effectively especially in limited data situations. Our proposed method has been tested with different ensemble learning techniques. Each classification process has been evaluated by taking the cross validation value to be ten.

The values used to calculate the parameters we use to test the classification performance are: number of true negatives (TN), true positives (TP), false positives (FP), and false negatives (FN). Using these values, evaluation metrics can be calculated as shown in the formulas below.

\[
\text{Sensitivity (Recall)} = \frac{TP}{TP+FN} \times 100
\]

\[
\text{Specificity (Recall)} = \frac{TN}{TN+FP} \times 100
\]

\[
\text{Precision} = \frac{TP}{TP+FP} \times 100
\]

\[
F1\text{-score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \times 100
\]
The area under the ROC curve is an important evaluation parameter used to evaluate the performance of the classifier. The higher the ROC area value, the more successful the classifiers are in predicting 0's as 0's and 1's as 1. In other words, the high ROC value indicates that the success of differentiating the diseased individual from the HC is high [24].

## Results

### Experimental Setup

The data set used in this study includes EEG records of migraine patients and HC subjects, which can be accessed as open source. As mentioned earlier, this data set contains 128-channel EEG data of 39 individuals, 18 of whom were migraine patients and 21 of whom were HC subjects. There are small differences in the duration of EEG recordings between individuals. Therefore, the length of each EEG channel is taken as a vector of 195,000 lengths. MSPCA method has been applied to clean the noises in the EEG data. Afterwards, TQWT (with $Q = 1$, $r = 3$ and $j = 8$) method was applied to each channel of the EEG data of each individual. A total of 9 sub band values were obtained from each channel. After that, by applying statistical feature extraction methods to EEG channels, 20 feature values were obtained from each EEG channel. For each sub band, a matrix value of (4492 instances X 20 features) was obtained, including migraine patients (18 migraines patient’s x 128 channels x 20 features) and HC subjects (21 HC subject’s X 128 channels x 20 features). Each sub band was evaluated separately. Experiments were carried out using Matlab software.

### Statistical Analysis

The KW test was used to test the distinguishing ability of the feature values we obtained in our study. Statistical analyzes were carried out using Matlab software. The chi ($\rho$) value ($\rho < 0.05$) in the KW test indicates the success of the discrimination performance. KW test was applied for all feature values we obtained in our study and it was observed that all features have high discrimination. The chi ($\rho$) values obtained from the KW test for some feature values (activity, mobility, complexity, minima, standard deviation) obtained from the sub bands are shown in Table 1.

| Sub Bands/Features | Activity | Mobility | Complexity | Minima | Standard Deviation |
|-------------------|----------|----------|------------|--------|--------------------|
| SB1               | $1.29\times10^{-51}$ | $4.7398\times10^{-10}$ | 0.0150 | $1.0103\times10^{-21}$ | $1.2127\times10^{-51}$ |
| SB2               | $9.2709\times10^{-77}$ | $2.3155\times10^{-27}$ | $2.5122\times10^{-56}$ | $4.3941\times10^{-30}$ | $9.2692\times10^{-77}$ |
| SB3               | $3.7730\times10^{-55}$ | $3.5544\times10^{-84}$ | $1.4828\times10^{-60}$ | $6.8961\times10^{-27}$ | $3.7782\times10^{-55}$ |
| SB4               | $9.0269\times10^{-15}$ | $1.5939\times10^{-29}$ | $1.0686\times10^{-05}$ | $4.5387\times10^{-06}$ | $9.0248\times10^{-15}$ |
| SB5               | $5.5877\times10^{-11}$ | $8.1770\times10^{-07}$ | 0.0010 | $5.7394\times10^{-05}$ | $5.5837\times10^{-11}$ |
| SB6               | $2.4151\times10^{-12}$ | 0.0061 | $3.5577\times10^{-04}$ | $9.1634\times10^{-08}$ | $2.4138\times10^{-12}$ |
| SB7               | $7.0895\times10^{-14}$ | 0.0102 | $1.4758\times10^{-04}$ | $1.0338\times10^{-08}$ | $7.0815\times10^{-14}$ |
| SB8               | $3.5733\times10^{-12}$ | $2.3693\times10^{-07}$ | $2.1212\times10^{-18}$ | $4.3779\times10^{-07}$ | $3.5740\times10^{-12}$ |
| SB9               | 0.0802 | $4.5773\times10^{-22}$ | $2.0745\times10^{-24}$ | 0.1387 | 0.0802 |

### Evaluation of Classification Performances

In Table 2, the F-Measure values obtained by different ensemble classification algorithms of the features obtained from the sub bands are shown. The performance values of the proposed method obtained by different ensemble classification algorithms are close to each other. Classification process was carried out by taking the cross validation value of 10. However, as seen in Table 2, the classification performance decreases as the depth of the sub bands increases. The best classification performance was obtained with the Rotation Forest classifier for the lower band 2 value. The classification performance (F-measure value) for Sub band 2 with the Rotation Forest classifier was 89.6%. Figure 2 shows the classification performances of the sub bands obtained with different ensemble classifiers.
Table 2
F-Measure value obtained by classifying the sub bands with different ensemble learning techniques.

|       | SB1     | SB2     | SB3     | SB4     | SB5     | SB6     | SB7     | SB8     | SB9     |
|-------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| BFTree| 0.834   | 0.854   | 0.788   | 0.743   | 0.748   | 0.756   | 0.728   | 0.732   | 0.757   |
| RotationForest| 0.882 | 0.896   | 0.862   | 0.836   | 0.818   | 0.826   | 0.805   | 0.792   | 0.821   |
| Bagging| 0.862   | 0.878   | 0.843   | 0.807   | 0.791   | 0.796   | 0.785   | 0.779   | 0.799   |
| AdaBoostM1| 0.855   | 0.867   | 0.825   | 0.798   | 0.77   | 0.772   | 0.767   | 0.762   | 0.785   |
| Random Forest| 0.888   | 0.895   | 0.864   | 0.831   | 0.816   | 0.824   | 0.807   | 0.799   | 0.818   |
| SPAARC| 0.836   | 0.858   | 0.818   | 0.775   | 0.773   | 0.765   | 0.743   | 0.747   | 0.778   |
| MultiBoostAB| 0.864   | 0.878   | 0.842   | 0.809   | 0.785   | 0.789   | 0.778   | 0.783   | 0.797   |
| RandomTree| 0.821   | 0.843   | 0.792   | 0.754   | 0.739   | 0.735   | 0.729   | 0.718   | 0.746   |
| NB Tree| 0.808   | 0.849   | 0.797   | 0.716   | 0.715   | 0.748   | 0.7        | 0.685   | 0.732   |

Table 3
Evaluation metrics obtained by classifying Sub band 2 with different ensemble learning algorithms.

|       | TP Rate | FP Rate | Precision | Recall | F-Measure | ROC Area |
|-------|---------|---------|-----------|--------|-----------|----------|
| BFTree| 0.855   | 0.154   | 0.857     | 0.855  | 0.854     | 0.859    |
| RotationForest| 0.896 | 0.111   | 0.898     | 0.896  | 0.896     | 0.955    |
| Bagging| 0.879   | 0.129   | 0.881     | 0.879  | 0.878     | 0.941    |
| AdaBoostM1| 0.867   | 0.137   | 0.867     | 0.867  | 0.867     | 0.932    |
| Random Forest| 0.896   | 0.112   | 0.898     | 0.896  | 0.895     | 0.957    |
| SPAARC| 0.858   | 0.146   | 0.858     | 0.858  | 0.858     | 0.891    |
| MultiBoostAB| 0.878   | 0.128   | 0.879     | 0.878  | 0.878     | 0.94     |
| RandomTree| 0.843   | 0.159   | 0.843     | 0.843  | 0.843     | 0.842    |
| NB Tree| 0.85    | 0.158   | 0.851     | 0.85   | 0.849     | 0.889    |

Table 3 shows the evaluation metrics obtained by classifying the features obtained from Sub band 2 with different ensemble classifiers. The highest classification performance has been achieved with the Rotation Forest classifier for all evaluation metrics. As a result, it reveals that the Rotation Forest classifier is the best model for our proposed method. Among the sub bands, the second highest classification performance for Sub band 1 was 88.2%, while the lowest result was obtained with Sub band 9 as 82.1%.

In order to better evaluate the performance of the proposed method, we draw the ROC curve obtained by classifying Sub band 2 with different ensemble algorithms in Fig. 4. The area under the ROC curve (AUC) is an evaluation metric used to measure the performance of the classifier. As can be understood in Fig. 4, the classification performance of the proposed method is obtained with the highest Rotation Forest and Random Forest algorithms. Its true positive rate was obtained as 89.6% by Rotation Forest and Random Forest algorithms. However, the false positive rate was calculated as 11.1% for Rotation Forest and 11.2% for Random Forest, respectively. This result shows that the proposed method has a high classification performance. In order to reveal that the migraine patient and HC are successfully distinguished with the proposed method, we give the Confusion Matrix value obtained by classifying the Sub band 2 with the Rotation Forest algorithm in Fig. 5. The values given in Fig. 5 show the average values obtained by taking the cross validation 10. In Fig. 5, it is seen that the classification success of the proposed method is 94% for HC subjects and 84.4% for migraine patients.

**Discussion**

**Comparison Analysis of Our Proposed Method with Existing Methods**
In Table 4, a comparative analysis report is presented with the method suggested by the relevant literature studies using different data sets for the diagnosis of migraine. In the relevant literature, the known studies based on classification in the diagnosis of migraine have been discussed in two different categories. The studies in the first category are based on the feature values obtained by expert interviews with the patient [5], [6], [25]. Yin et al. [5] applied an independent component analysis (ICA) to select the feature values they obtained in their studies. Afterwards, they were classified with KNN and achieved a classification success of 90%. Krawczyk et al. [6] applied ReliefF Greedy for feature selection process in their study and they obtained 81% accuracy by classifying the results with Random Forest algorithm. In another study, Jackowski et al. [25] used the Backward Feature Elimination method for the feature selection process, and by classifying the features they obtained with Artificial Neural Network (ANN), they displayed a classification performance of 75.9%. Studies in the other category use EEG records for the diagnosis of migraine. Akben et al. [7] performed feature extraction on the EEG records of migraine patients and HC subjects by applying the AR Burg method. Classifying the features, they obtained with the Support Vector Machine (SVM) classifier, they exhibited 85% classification success. In another study, Subasi et al. [8] applied the Discrete Wavelet Transform (DWT) method for feature extraction and showed a classification performance of 85.95% by classifying the results with the Random Forest learning algorithm. Akben et al. [9] in another study, they obtained 83.3% classification success by classifying the features they obtained by applying AR Burg method with an ANN classifier.

There is no classification study in the literature using the same data set. Therefore, we cannot provide a comparative analysis of the proposed method with a study using the existing data set. The TQWT method is widely used in the literature as a method that provides more information in time frequency analysis of signals. In this respect, we present a study that allows successful differentiation of TQWT-based migraine patients and HC subjects.

| Feature Selection/Extraction | Classifier | Classification Accuracy | Data Set |
|-----------------------------|------------|-------------------------|----------|
| Yin ve ark. [4]             | ICA        | KNN                     | 90%      | Clinic Review |
| Krawczyk ve ark. [5]        | ReliefF Greedy | Random Forest     | 81%      | Clinic Review |
| Akben ve ark. [6]           | AR Burg    | SVM                     | 85%      | EEG (30 patients, 30 subjects) |
| Subasi ve ark. [7]          | DWT        | Random Forest           | 85.95%   | EEG (15 patients, 15 subjects) |
| Akben ve ark. [8]           | AR Burg    | ANN                     | 83.3%    | EEG (15 patients, 15 subjects) |
| Jackowski ve ark. [25]      | Backward Feature Elimination | LADTree|NB|NBT|RBFNetwork | 75.9% | Clinic Review |
| Our Study                   | TQWT and statistical features | Rotation Forest | 89.6% | EEG (18 migraine, 21 subjects) |

**Limitations of Study**

There are some shortcomings in this study that can be compensated in future studies. Since there is no specific standard for the TQWT parameters (Q, r and j parameters) that affect the performance of the proposed method, these parameters were determined experimentally in our study. The number of sub bands obtained depends on these parameters. Apart from this, we see the use of default parameters as another deficiency when testing classification performances with different ensemble learning algorithms. In our future studies, we plan to develop approaches in which the necessary parameters for TQWT and ensemble learning algorithms can be selected automatically to differentiate migraine patients and HC subjects.

**Conclusion**

This study introduces a TQWT-based method for the first time to classify migraine patients and their HC subjects. In signal analysis, the discovery of important information over a period of time requires the stability of the signal. Therefore, in order to analyze the oscillatory structure of the EEG signal, the signal is divided into sub bands with the TQWT method. After that, the features are obtained as a result of statistical calculations. The distinctiveness of these features is tested with the KW test. Afterwards, these features obtained for each sub band were tested with different ensemble learning classifiers. The experimental results show that the highest classification performance in the diagnosis of migraine disease was obtained as 89.6% with the Rotation Forest classifier with the features belonging to Sub band 2. The
results show that Sub band 2 has the capacity to produce a higher performance in differentiating migraine patients and HC subjects compared to other sub bands. The proposed method offers a new, robust and consistent approach to automatically diagnose migraine from EEG signals. It is thought that the study we are presenting can support the expert opinion. In future studies, it is planned to achieve higher classification performance by using the state of the art methods for the diagnosis of migraine. It is thought that the proposed method will exhibit high performance by applying to different diseases or different biomedical signals.
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**Figures**
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General flow diagram of our proposed method.
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**Figure 2**

Classification performances of sub bands obtained with different ensemble classifiers
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**Figure 3**

Evaluation metrics obtained by classifying Sub band 2 with different ensemble classifiers
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Figure 4

ROC curve obtained by classifying Sub band 2 with different ensemble learning algorithms.

Figure 5

Confusion Matrix obtained by classifying Sub band 2 with Rotation Forest algorithm.