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Abstract
Collecting data to obtain insights into customer satisfaction with public transport services is very time-consuming and costly. Many factors such as service frequency, reliability and comfort during the trip have been found important drivers of customer satisfaction. Consequently, customer satisfaction surveys are quite lengthy, resulting in many interviews not being completed within the aboard time of the passengers/respondents. This paper questions as to whether it is possible to reduce the amount of information collected without a compromise on insights. To address this research question, we conduct a comparative analysis of different Ordered Probit models: one with a full list of attributes versus one with partial set of attributes. For the latter, missing information was imputed using three different methods that are based on modes, single imputations using predictive models and multiple imputation. Estimation results show that the partial model using the multiple imputation method behaves in a similar way to the model that is based on the full survey. This finding opens an opportunity to reduce interview time which is critical for most customer satisfaction surveys.
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Introduction
Research on the perceived quality or the satisfaction of the users usually relies on customer satisfaction surveys conducted using a revealed preference survey method. Data collection is usually the most time-consuming and costly part, especially when a face-to-face survey method is used. While this survey method undoubtedly delivers the high data quality, its completion/response rate depends heavily on the interview duration with lengthy questionnaire resulting in a lower response/completion rate. Thus, finding a way to shorten the survey length would improve the effectiveness of customer satisfaction studies. This article
proposes a way to do so through a comparative analysis of different models. These models are based on data from customer satisfaction surveys with full and partial list of attributes. Partial dataset is obtained after randomly deleting half of the information available in the original survey. No statistical difference between the two methods will mean that it is possible to reduce the amount of data collected in customer satisfaction surveys. To this end, missing data are imputed using three different methods in order to identify the most adequate method for imputing non-collected information. The first method uses the “mode” of each attribute to fill out the data for respondents who were not shown these attributes. The second uses Ordered Probit models for each attribute and the final method uses Multiple Imputation Process. Different Ordered Probit models are then estimated for the different databases and results compared to check if the models obtained with the partial information databases are correlated with the model based on the complete database.

The remaining of this paper includes 7 sections. The next section summarises a general view of the state of the art regarding the study of satisfaction in public transport systems, reviewing the most relevant studies. Methodology is described in “Model specifications” section with analysis results presented in “Case study” section. “Conclusions” section discusses the important findings and identify areas for future research.

Literature review

Satisfaction surveys have proved to be a reliable and robust method to measure the users’ perceived quality of public transport systems. Many studies contributed to this fast-growing literature, from a generic analysis of perceived quality (Parasuraman et al. 1985) to the more advanced method that focuses on the provision of public transport services (dell’Olio et al. 2010, 2011; Fellesson and Friman 2008; Rojo et al. 2013; Wongwiriya et al. 2017).

Most of these studies have focused on identifying key drivers/attributes of the transport system that best describe public transport services. Examples are the Quattro project (EC 1999) which used eight sets of attributes, or the work of Hensher et al. (2003) that employed Service Quality Index (SQI). Another line of research in this literature focused on improving the method used for modelling the data collected. A variety of modelling methods have been used such as basic statistics (Eboli and Mazzulla 2011), Ordered Data Models (Bordagaray et al. 2014; dell’Olio et al. 2010; Echaniz et al. 2017), structural equations model (Das et al. 2017; de Oña et al. 2013; Rahman et al. 2016) and decision tree (Hernandez et al. 2016; Machado-León et al. 2017; de Oña et al. 2016; Tsami and Nathaniel 2017). Recently, we see some exceptions that aim to optimize the data collection. Typical examples are Rose and Bliemer (2009, 2013, 2014) where efficient stated preference S-design is used to minimize the sample size; however, similar efforts in optimising surveys are not observed in the revealed preference domain.

The data collection process is essential part of any customer satisfaction study that usually use on-board intercept followed by face to face interviews (Bordagaray et al. 2014; dell’Olio et al. 2010; Echaniz et al. 2017) or self-administered questionnaire accessible via QR codes or URL links provided at intercept at public transport stops/stations where the passengers board or alight (Guirao et al. 2015). As for customer satisfaction surveys, the survey duration is a key factor for obtaining valid and quality responses. A long questionnaire generates rich data for the subsequent analysis but this significantly reduces the response/completion rate, resulting in fewer samples for a given budget. Conversely, short surveys can improve sample size at the expense of less
data being collected such that statistical model results are not very reliable and robust, since the model cannot control for some important factors that were not collected in the survey. Trade-offs between data richness and budget depends directly on the target sample size, the duration of the survey and the survey method (face to face, online, or app). The aim of this study is to obtain robust models, not by reducing the number of observations, but reducing the amount of data required from each respondent, in other words, reducing the time required to complete each survey. The benefit of reducing surveying time increases as the sample size becomes larger.

The literature shows that user satisfaction studies usually require a long list of factors that requires respondent’s feedback, with the data collection lasting from several weeks to even a few months. In Rahman et al. (2016) for example, surveys were conducted to 2008 public transport users during the months of June and July 2015, with a survey consisting of two sections, one for obtaining socio-economic data and another for obtaining the satisfaction of 21 attributes of the system. In Rissel et al. (2016) a total of 512 online surveys were conducted during the months of September and October to obtain information on the mode of transport used by users and the level of satisfaction they had with it. In Guirao et al. (2016) 850 face-to-face surveys were carried out, of which 813 were valid complete answers. The length of the respondent period was 2 weeks. In Tyrinopoulos and Antoniou (2008) 1474 survey where set as minimum to have a sample representative enough for their study, where a total of 5 companies where evaluated. In St-Louis et al. (2014) an online approach was taken. The invitation to participate in the survey was sent via email targeting university staff and students. The response rate was 31.7%, 3377 complete responses from the 20,851 invitation sent. Participation was incentivised by different prizes and all respondents received a reminder 2 weeks after the first email was sent. At the end, the survey was kept active for 35 days during March and April 2013. In Abenoza et al. (2017) unlike the previous ones, there was a very extensive database obtained by the Swedish Public Transport Barometer for the years between 2001 and 2014 with about 450,000 useful telephone surveys. The aforementioned studies are only a small example of satisfaction studies carried out in the last few years. Hence, it can be seen that public transport satisfaction studies require the completion of a large number of surveys. Therefore, an improvement in the efficiency of this process would considerably improve the total cost of the entire process, as long as the quality of the data allows subsequent analyses.

Regarding the modelling methodology, several studies have shown (Bordagaray et al. 2014; dell’Olio et al. 2010; Dell’Olio et al. 2011; Echaniz et al. 2017; Rojo et al. 2013) that ordered data models are very adequate to model customer satisfaction with public transport services. These models requires a series of very specific data, which are composed by a dependent variable, the overall satisfaction of the service, and independent variables, the attributes of the service. Each respondent must evaluate all the variables, which means that for a survey in which 24 attributes are used to define the system, the respondent must answer at least 25 questions (24 attributes and the overall satisfaction), in addition to background questions relating to individual characteristics such as age and gender. These need of complete data observations have been the main reasons for choosing this modelling method for this study.

To analyse a missing database as if all the data were available, it is necessary to establish a methodology to fill in the missing information. The statistical processes relating to the missing information have evolved considerably in recent years. It has been a subject of many sociology and psychology studies, of which the work of Schafer and Graham (2002) stands out. The authors provide an extensive review of the state of the art regarding the types of missing data and the different imputation methods available. There are several
types of missing data according to the nature of the reason why they are missing, according to the classification rooted to Rubin (1976).

In order to classify the current study within this classification it is necessary to understand that the missing information has not been due to a decision of the respondent not to answer a question, but due to the design. That is, part of the available information has been deliberately eliminated to form a reduced survey with fewer questions. Since the elimination of the data has followed a random criterion, the nature of the missingness does not depend on any of the variables belonging to the survey, being a case defined as “missing completely at random” MCAR. In (Graham et al. 1996) this type of scenarios is defined as Planned Missing Value patterns, in other words, survey was intentionally planned to have missing information. When the type of missing information responds to an MCAR nature, simple methods can be applied (Donders et al. 2006). However, in this study we find ourselves in a special MCAR situation, where all the observations have missing data, and therefore there are techniques like listwise deletion (deletion of observations with missing data) that cannot be used. However, within these simple methods (Donders et al. 2006), or also called older methods (Schafer and Graham 2002), there are several suitable methods for the case that concerns us. On the one hand, there is the possibility of replacing the missing data with the means of the available observations of each variable, in our particular case, as we are dealing with discrete qualitative responses it has been considered more accurate to replace the missing data with the most common response (mode) of that variable. On the other hand, it is possible to apply the single imputation method, based on imputing a single value for each missing data, filling it with a plausible value. This imputation is made by inferring a value for the missing data based on the information that we have available. Although this simple methods can give acceptable results, several studies recommend using more sophisticated methods based on Maximum likelihood (Graham et al. 1996) or Multiple imputation (Donders et al. 2006; Graham et al. 1996). More explicitly, in Donders et al. (Donders et al. 2006) it is demonstrated that the use of the multiple imputation (MI) approach leads to results with correct standard errors, especially in situations where missing data is MCAR. In the same way, Graham and Schafer (1999) showed that MI performs very well in small samples even with as much as 50% missing data.

The MI method was initially developed by Donald Rubin (Rubin 1977) and has proven to be a very effective method to obtain missing data in non-responses. Indeed, MI method is very popular in social sciences and medical studies. Examples in the field of medicine include (Burton et al. 2007; van Buuren et al. 1999; Newgard et al. 2018; Pettersson et al. 2018; Sterne et al. 2009; Troyanskaya et al. 2001; Alegria et al. 2004; Allison 2000; König et al. 2018; Love et al. 2018; Phan et al. 2016; Roth 1994; Zou 2015) for social sciences. Very few applications have been found in transport research with exceptions being (Chiou et al. 2014; Henrickson et al. 2015; Li et al. 2015; Tang et al. 2015) that uses MI method to fill the missing data in traffic flows or loop detectors.

Thus, to the best of authors’ knowledge, previous studies have mainly focused on filling missing information caused by problems during the surveying process i.e.: non-responses. In this specific case, we propose the possibility of using the same methodology to verify that it is possible to obtain similar results considering a partial sample, similar to what was proposed in (Graham et al. 1996). Moreover, this technique has not been yet applied for the specific case of users’ satisfaction in transit services.
Model specifications

Ordered probit modelling

The Ordered Probit model was first proposed by McKelvey and Zavoina (1971, 1975), for the analysis of choices and ordered, categorized or non-quantitative responses.

The ordered data models are based on dividing a continuous utility space (users’ satisfaction in this case) in discrete bands through a system of limitations (Greene and Hensher 2010).

The key idea of the model is that the observations made are not a simple accumulation of discrete results that can be ordered in a certain way, but consist of a transformation of a single continuous variable that must be ordered.

The model contains the unknown marginal utilities, $\beta$, in addition to $J + 2$ threshold parameters $\mu_j$, all of them to be estimated by $n$ observations. The data consists on the variables $x_i$ of each observation and the resulting observation $q_i$ of each one of them. The random variable $\epsilon_i$ completes the model. It is assumed that the random variable $\epsilon_i$ is distributed according to a known distribution function and defined throughout the real domain.

Focusing the models on the problem raised in this study. Let’s suppose a series of answers available for each of the respondents, where the options are the following:

- 0 Very Bad
- 1 Bad
- 2 Normal
- 3 Good
- 4 Very Good

The regression model shows an underlying and at the same time not observable preference on the evaluated question, $q_i^*$. Each individual surveyed does not provide the value of $q_i^*$, but a limited version of it divided into five possible options, one of which is closest to his exact preference. The probabilities associated with the observed responses are:

$$Prob[q_i = j|x_i] = Prob[\epsilon_i \leq \mu_j - \beta'x_i] - Prob[\mu_{j-1} - \beta'x_i], \quad J = 0, 1, \ldots, J$$

The established model describes the probability of occurrence of the values of the results. It does not describe a direct relationship between the evaluation $q_i$ and the parameters $x_i$, because there is no obvious regression relationship between both parameters, since $q_i$ is mere a label.

For the estimation of the parameters it is necessary to establish a series of normalizations. First, to keep the positive signs for all probabilities, it is necessary that $\mu_j > \mu_{j-1}$,
Second, if the model must exist in the complete real domain, then $\mu_{-1} = -\infty$ and $\mu_j = +\infty$. Since the data does not contain unconditional information about the scale of the dependent variable (in case of modifying the scale of $q^*_i$ with any positive value, modifying the scale of the unknown values $\mu_j$ and $\beta$ with the same value the characteristics of the observations will remain the same) it is not possible to estimate the free variance parameter $\text{Var}[e_i] = \sigma_j^2$. It is advisable to make a restriction based on $\sigma_j = \text{const.}, \bar{\sigma}$. It is usual to assume variance equal to one in the case of a Probit model and variance equal to $\pi^2/3$ in the case of Logit. Finally, assuming that $\beta' x_i$ has a constant term, it is necessary to set $\mu_0 = 0$.

The calculation of the parameters of the models is done by a maximum likelihood estimation (Greene 2007, 2008; Pratt 1981), which equation to maximize is:

$$\log L = \sum_{i=0}^{n} \sum_{j=0}^{J} m_{ij} \log \left[ F(\mu_j - \beta' x_i) - F(\mu_{j-1} - \beta' x_i) \right]$$ (3)

### Multiple imputation for missing information

The goal of the multiple imputation is to complete the missing data, in a way that the resulting data can be statistically analysed and modelled in a similar way to the complete database. The theoretical foundation on which the multiple imputation is based on is the repetitive imputation (Rubin 1996, 1977, 2004). This means that for each missing data value $m$ values (as opposed to 1) are imputed. Considering the fact that the missing data have been eliminated randomly, it can be said that the missing data corresponds to a MCAR type, so the use of this method is appropriate (Donders et al. 2006).

The methodology used to perform the multiple imputation is called the fully conditional specification (FCS), which uses an iterative Monte Carlo method with Markov chains (van Buuren 2007). The FCS approach is based on variable-by-variable imputation of data, specifying an estimation model for each one of the variables with missing data. The FCS tries to define $P(X, C, R|\theta)$ by specifying a conditional density $P(X_i|C, X_{-i}, R, \theta_i)$ for each $X_i$, this density is used to impute $X_i^{mis}$ given some $C, X_{-i}$ and $R$. An imputation consists of a complete cycle through all $X_i$ (van Buuren 2007). Where $X$ represents the evaluation of the attributes, $C$ the characterization variables, $\theta$ the parameters of the imputation model and $R$ an indicator that show if $X$ is a missing or observed value. The imputation is made by using the Gibbs sampling methodology (Casella et al. 2016; Gilks et al. 1996) assuming that the conditional density distribution exists. This methodology has been used in a large number of simulation studies (Brand 1999; Brand et al. 2003; Van Buuren et al. 2006; Horton et al. 2016; Raghunathan et al. 2001) that have provided sufficient evidence that the results obtained through the FCS are generally unbiased and have adequate coverage.

In order to optimize the imputation process it has been assumed that the satisfaction data is a scale type variable with values between 0 and 4, so the imputation model follows a linear regression methodology rounding to the nearest whole value. This has enabled the imputed values to match the actual values of the data. It has been proven that the predictive mean matching procedure, a variant of the linear regression that equals the imputed values with the closest observed value, generates worse results. In Graham et al. (2007) they recommend a high number of imputations for these types of cases. However it has been empirically verified that, for this specific practical case, with 5 imputations the results are acceptable enough. So it has been decided to maintain this number of imputations (5) mainly for efficiency reasons. For the regression model, $Y_j$ corresponds with the attributes
with missing evaluations and \( X \) with all the socioeconomic variables (Table 1) plus the overall satisfaction of the service.

**Comparison**

According to the final objective of this study, in which it is intended to analyse if it is possible to obtain similar results based on a partial information database, 3 methodologies are proposed to perform the modelling.

The starting point is the model that it will be called BASE, which is estimated considering the complete database. For the rest of the models, half of the satisfaction data have been randomly eliminated, that is, creating a hypothetical scenario where only 12 of the 24 attributes would have been answered by the respondents. For modelling, missing information need to be fulfilled so 3 different methods have been used to achieve that.

The first method is based on using the “mode” of the answers to complete the missing information of each attribute. That is, to use the most common value among the respondents for each attribute. In other words, the satisfaction of a user who does not make the evaluation of an attribute will be equal to the most commonly chosen value by those that did evaluate it. This model will be called MODE throughout the rest of the article.

**Table 1** Variables included in the survey

| Characterization                  | PT Service attributes                                           |
|-----------------------------------|-----------------------------------------------------------------|
| Gender                            | Access time to the stop (AT)                                    |
| Age                               | Waiting time at the stop (WT)                                   |
| Work status                       | On board travel time (TT)                                       |
| Driving license ownership         | Egress time, last stop to final destination (TD)                |
| Car ownership                     | price/fee (PR)                                                  |
| Trip purpose                      | Ease of transfer (TR)                                           |
| Frequency of use                  | Service frequencies (SE)                                        |
| Usual payment system              | Service reliability/punctuality (SR)                            |
| Monthly income                    | Special lines (EL)                                              |
|                                   | Night services/weekend services (NS)                            |
|                                   | Line coverage (LC)                                              |
|                                   | Information at stops (IS)                                       |
|                                   | Information on webpage and mobile platforms (IWM)              |
|                                   | Information on board (IB)                                       |
|                                   | Occupancy level (OC)                                            |
|                                   | Air conditioned vehicles (CA)                                   |
|                                   | Priority seats for people with disability (RM)                 |
|                                   | Comfort of the buses (CM)                                       |
|                                   | Cleanliness (CL)                                                |
|                                   | Possibility to carry large objects (OB)                         |
|                                   | Driving style (DS)                                              |
|                                   | Driver kindness (DK)                                            |
|                                   | Hybrid buses (HY)                                               |
|                                   | Noise (NO)                                                      |
The second method consists of estimating J Ordered Probit models, one for each of the attributes. This way, a missing satisfaction value is imputed from a model estimated with the existing responses for that attribute, based on the socioeconomic characteristics of the people who have evaluated it. Being explained as:

\[ y_{ji}^* = \delta_{ji} \beta' x_i + \epsilon_{ji}, \text{ for } i = 1, \ldots, n, \text{ and } j = 1, \ldots, 24. \]  

where \( y_{ji}^* \) represents each one of the 24 evaluated attributes and \( x_i \) the different socioeconomic variables; \( \delta_{ji} \) obtains the value 1 if the attribute \( j \) is evaluated by the respondent \( i \) and 0 otherwise, up to a maximum of \( \sum_{j=1}^{24} \delta_{ij} = 12 \) per respondent, since it has been assumed that in the restricted version of the survey the respondents would only perform half of the evaluation exercises. This model will be called ATTRIBUTE throughout the article.

Finally, the last method used to complete the missing data have been through the use of the multiple imputation procedure (“Multiple imputation for missing information” section). As indicators to infer the missing data, both the socioeconomic variables and the evaluations made to all the attributes have been used, as well as the overall satisfaction of the service. A total of 5 imputations have been carried out with 100 interactions each. The results of the Multiple Imputation consist in the generation of 5 new databases, 1 for each imputation. In order to obtain a single model, an OP model have been estimated for each one of these databases and then the average of the parameters have been use for the comparison. This model will be referred by the acronym MI.

Case study

Satisfaction survey

The data used in this study was obtained from a satisfaction survey carried out in 2015 in the city of Santander, a small-medium size coastal city located in the north of Spain. At the time when the survey was conducted, the city had around 173,000 inhabitants with the metropolitan area reaching 240,000 residents. Buses are the only public transport of the city. The bus network has 22 lines, of which 16 were surveyed in this study.

Field surveys were conducted over 15 working days in the months of April and May 2015. The surveys were carried out on board using a face to face method. In case the survey could not be completed during the respondent’s journey, the interviewer had two options: either leaving the bus with the respondent and finishing the survey at the stop or discarding the survey and find another respondent on board. If the respondent chose the former option, they then wait for the next bus to come, and then continue on-board recruitments and interviews. In both cases the efficiency of the survey process was affected. The minimum sample size \( n \) was set in 700 completed surveys, being calculated by using Eq. (5) (Bordagaray et al. 2014; dell’Olio et al. 2010; Echaniz et al. 2018). For which, the most conservative value was taken: \( p = 0.5 \). In the end, a total of 747 complete observations were obtained with a ratio of approximately 4 complete surveys per hour per interviewer.

\[
n \geq \frac{p(1-p)}{(\frac{z}{\epsilon})^2 + \frac{p(1-p)}{N}}
\]  

(5)
where $e$ standard error of the parameter estimate, $z$ critical $z$ - statistic value of $r$ the desired level of confidence (eg 95%), $N$ Number of passengers at rush hour, $p$ probability associated with the choice.

The survey included two main parts with the collected information summarised in Table 1. The first part seeks the respondent’s socioeconomic characteristics and usage of public transport services. The second part focuses on user overall satisfaction with public transport service (OS) and on a subset of attributes that represent different aspects of the service. Level of satisfaction was measured using a 5 point Likert scale.

The sample was made up of 71% women, who are over-represented. Two-thirds of the respondents are under 44 years old and nearly half working (49%) with a further quarter studying part-time or full-time. About six in ten respondents having a driving license (59%) but only four in ten own a car. Regarding the use of public transport service, regular users, defined as those using bus services between 5 and 15 times per week, accounts for nearly half of the sample where the main reason for bus travelling is commuting (work or study). The vast majority of the respondents use contactless card with cash payment accounting for only 5% of the sample. Regarding personal income level, a majority of the respondents have low to medium income levels, with high income respondents accounting for only 8%. A little more than the third part of the respondents (38%) preferred not to answer this question, a usual result since it is a very sensitive question. Table 2 provides a summary of the respondents.

Regarding user satisfaction with the public transport service, Fig. 1 shows the level of satisfaction of respondents. For brevity, the 5-point Likert scales are coded from 0 to 4, with 0 being “Very Bad” and 4 being “Very good”. Additionally, since the aim of the study is to analyse the possibility of obtaining similar results based on a reduced data base. A comparison was made comparing, on one hand, the average satisfactions obtained for the different attributes through the complete database. And on the other hand, the average value of the satisfaction obtained after eliminating half of the available information (partial database), just as it has been done for the modelling process (“Comparison” section).

The results show that users are generally satisfied with the service and with all aspects that describe the services they use. The attribute that is considered as worst is the fare. This fact can be understood as a strategic response, since the users do not tend to evaluate this attribute well for fear of a possible increase of the service fares, still, the average value shows that it is not considered as an unsatisfactory factor for users. On the contrary, an attribute that valued the most is the use of hybrid buses. Any action associated with an environmental improvement of the service is generally considered good by the users.

The comparison made between the two databases shows that, even having half of the information, the average difference in satisfaction level between the two datasets is small, with differences in means being less than 3% in all cases. The biggest difference in the mode is found in the occupation attribute, where the mode changes from a “normal” evaluation (value 2) to a “Good” evaluation (value 3). One possible reason for this would be a random elimination of the attributes, the worse attributes may have been eliminated. However, this difference is only shown in one variable of the whole set of attributes so it can be considered an outlier. The standard deviations also show small differences, usually less than 3% with the exception of the Access time to the
### Table 2  Descriptive analysis

|                         |     |
|-------------------------|-----|
| **Gender**              |     |
| Male                    | 29% |
| Female                  | 71% |
| **Age**                 |     |
| < 25                    | 28% |
| 25–34                   | 16% |
| 35–44                   | 22% |
| 45–54                   | 16% |
| 55–64                   | 11% |
| > 65                    | 7%  |
| **Work status**         |     |
| Worker                  | 49% |
| Unemployed              | 17% |
| Student                 | 25% |
| Retired                 | 9%  |
| **Driving license**     |     |
| Yes                     | 59% |
| No                      | 41% |
| **Car ownership**       |     |
| Yes                     | 40% |
| No                      | 60% |
| **Frequency of use**    |     |
| < 5 trips/week          | 29% |
| 5–15 trips/week         | 50% |
| 15–30 trips/week        | 18% |
| > 30 trips/week         | 3%  |
| **Trip purpose**        |     |
| Home                    | 32% |
| Work                    | 22% |
| Study                   | 13% |
| Health                  | 4%  |
| Shopping                | 7%  |
| Leisure                 | 11% |
| Other                   | 11% |
| **Payment system**      |     |
| Contactless transport card | 95% |
| Cash                    | 5%  |
| **Monthly income**      |     |
| Low (< 900€)            | 31% |
| Medium (900–1500€)      | 23% |
| High (1500–2500€)       | 7%  |
| Very high (> 2500€)     | 1%  |
| Unknown (not reported)  | 38% |
stops (AT) which shows a variation close to 6%. We can safely conclude that based on the results shown in Fig. 1 the average level of satisfaction are very similar between the two datasets.

**Modelling results**

Four Ordered Probit models were developed. One model was estimated using the complete dataset and this model is referred to as BASE. The remaining three models are developed from the partial dataset obtained after randomly deleting 50% of the evaluations made in the original survey, which resembles a hypothetical survey where only half of the attributes would have been answered by each respondent. Missing information was imputed using the three methods described in “Multiple imputation for missing information”.

The attributes included in each model have been selected following a step-by-step process until the resulting parameters have the correct sign (positive sign except for the constant that must be negative (Echaniz et al. 2017)) and are statistically significant. This can be seen in Table 3 where t values are included in parentheses. Significant parameters are shown in bold (at least at a 10% level) so that similarities and differences between models can be spotted easier. The significant parameters are largely similar between different models. The most similar model to BASE in terms of the significance level of the parameters is the MODE model, where 79% of the 24 parameters have the same level of significance compared to BASE. The model calculated using the database fulfilled by attribute specific models (ATTRIBUTE) shows a lower correlation, with 71% of the parameters showing a similar significance level. Finally, the MI model, derived from Multiple Imputation, lie in the middle with a coincidence of 75% of the parameters.

Only two threshold parameters are shown in the models because there was no “Very Bad” evaluation observed in the survey for the dependent variable (OS). Instead, the value 0 now represents the grouping of the “Very Bad” and “Bad” responses (Table 3).
Both the evaluation of general satisfaction (OS) and the satisfaction of the attributes has been measured following the same Likert scale. Therefore a comparison between the parameters of the same model can be made, understanding that a parameter of greater value will give greater importance to its corresponding attribute. The most influencing parameter is comfort (CM), which shows the highest parameter value for BASE, ATTRIBUTE and MI models. The comfort on board the bus is followed by the driving style (DS), which also represents how comfortable the ride is. Without considering the variables that turn out to

| Parameters                          | Base       | Mode       | Attribute  | MIa        |
|-------------------------------------|------------|------------|------------|------------|
| Constant                            | −4.37 (−11.22) | −7.81 (−11.89) | −8.47 (−15.25) | −3.81 (−10.82) |
| Access time to the stop             | 0.23 (3.71)  | 0.26 (3.35)  | 0.35 (4.37)  | 0.27 (5.05)  |
| Waiting time at the stop            | 0.13 (2.14)  | 0.18 (2.59)  | 0.36 (4.73)  | 0.22 (4.37)  |
| On board travel time                | 0.18 (2.47)  | 0.25 (3.11)  | 0.39 (4.52)  | 0.16 (3.37)  |
| Egress time                         | 0.12 (1.65)  | 0.24 (2.56)  | –           | –           |
| Price/fare                          | 0.07 (1.37)  | 0.09 (1.34)  | 0.07 (1.14)  | –           |
| Ease of transfer                    | 0.26 (4.2)   | 0.31 (3.93)  | 0.36 (4.23)  | 0.24 (4.07)  |
| Service frequencies                 | 0.09 (1.29)  | 0.29 (3.88)  | 0.13 (1.53)  | 0.19 (3.21)  |
| Service reliability                 | 0.19 (2.69)  | 0.30 (3.49)  | 0.30 (3.26)  | 0.02 (1.7)   |
| Special lines                       | –           | –           | –           | 0.1 (2.86)   |
| Night/weekend services              | 0.14 (2.38)  | –           | 0.22 (2.78)  | 0.12 (2.35)  |
| Line coverage                       | 0.25 (3.92)  | 0.32 (4.2)   | 0.31 (3.91)  | 0.14 (2.94)  |
| Information at stops                | 0.11 (1.78)  | 0.22 (2.82)  | 0.19 (2.27)  | 0.02 (2.44)  |
| Information on board                | –           | 0.19 (2.32)  | 0.27 (3.28)  | 0.08 (1.64)  |
| Information on webpage and          | –           | –           | 0.31 (3.56)  | –           |
| Mobile platforms                    | –           | –           | –           | –           |
| Information on board                | –           | –           | 0.18 (2.41)  | 0.03 (2.85)  |
| Occupancy level                     | –           | –           | 0.16 (2.14)  | 0.19 (3.58)  |
| Air conditioned vehicles            | 0.26 (3.99)  | 0.16 (2.14)  | 0.37 (4.52)  | 0.19 (3.58)  |
| Priority seats for people with      | –           | –           | 0.24 (3.09)  | 0.04 (4.2)   |
| disability                          | –           | 0.16 (2.24)  | –           | –           |
| Comfort of the buses                | 0.37 (4.29)  | 0.30 (2.99)  | –           | 0.42 (5.57)  |
| Cleanliness                         | –           | –           | –           | –           |
| Possibility to carry large objects  | –           | 0.16 (2.24)  | –           | –           |
| Driving style                       | 0.30 (4.55)  | 0.23 (2.96)  | 0.25 (3.04)  | 0.25 (4.28)  |
| Driver kindness                     | –           | 0.14 (1.82)  | –           | –           |
| Hybrid buses                        | –           | –           | –           | –           |
| Noise                               | –           | –           | 0.21 (2.24)  | –           |
| Mu(01)                              | 1.73 (17.21) | 1.52 (18.02) | 2.31 (17.01) | 1.73 (17.21) |
| Mu(02)                              | 4.60 (33.49) | 4.09 (37.05) | 5.55 (30.2)  | 4.6 (33.37)  |
| Log-likelihood                      | −494.86     | −675.79     | −603.9      | −510.26     |
| Psuedo-R²                           | 0.73        | 0.63        | 0.70        | 0.71        |
| Degrees of freedom                  | 17          | 19          | 20          | 15          |

aAverage of the values obtained in the 5 models based on multiple imputation
be highly statistically insignificant, the ticket price (PR) show the lower parameter value, which means that the price to get to the service is not really important to define users’ satisfaction. Service related attributes (travel time, waiting time…) show medium level values and those attributes that are clearly additional to the basic service, such as, special lines, cleanliness or noise turn out not statistically significant. The trend is similar in all models. Thereupon, it can be said that user satisfaction is highly defined by the comfort during the trip. Users could be used to the actual level of service and see it as acceptable. In such a way that users feeling more satisfied would come from attributes related with how comfortable the trip is.

When comparing different models, even taking data from similar sources and based on the same scale, because constant values and threshold parameters are different, a direct comparison is not possible. For this reason, all model parameters have been standardized before comparing them. In Fig. 2 it can be seen that the correlation between the normalized models is considerable. In this case, without going into detail of each parameter individually, it can be seen that the MI model shows a similar trend to the BASE model. That is, the normalized parameters vary jointly, obtaining high values in the MI model when the values are high in the BASE model and vice versa.

This is not the case for all the variables. There are some cases where the correlation between these models is not weak. For example: egress time (DT) and bus fare (PR) are not significant in the MI model but they are in the BASE model. The Pearson correlation coefficients calculated between models show a very high correlation, coefficient values compared to BASE model are 0.95 for MODE, 0.97 for ATTRIBUTE and 0.99 for MI.

Finally, it is essential to compare the explanatory ability that have been achieved with the different models based on goodness of fit indicators, such as Log-Likelihood value or count $R^2$ value (Echaniz et al. 2017; Greene and Hensher 2010). Table 3 shows that the prediction capability of the BASE model is the best one, which shows a Log-likelihood value of $-494.86$ and count $R^2$ value of 0.73, that is, the model is able to explain 73% of the variation observed in the data. None of the models with missing data can match the prediction capacity that is obtained with the BASE model; however, the differences are relatively small, with the MI model having 1% less in predictive power. The MODE model has the worst predictive power, where the loss of accuracy is up to 10%.

An additional to predictive power, we carry a Vuong test (Vuong 1989) to compare the models with results shown in Table 4. Z values close to 0 mean that the two models behave similarly. Absolute values greater than $Z = 1.96$ consider that the two models exhibit different behaviour at the 95% level of confidence. As can be seen, the BASE model based on full information outperforms alternative models fitted with partial information. The only model that behaves statistically similar to the Base model the MI model, with a $z$-value of 0.39. Therefore, MI model can be considered a slightly worse model than the BASE model but not different in a statistical sense. The other two models show values considerably larger than 1.96, and thus they are expected to behave differently from the Base model.
Conclusions

This paper has shown a method to analyse public transport users’ satisfaction based on partial information data. In addition, the empirical evidence included in this paper has
shown that Ordered Probit Models, widely used in the analysis of users’ satisfaction, can be estimated from a partial database with a minimum loss of information.

It has been observed that, even considering half of the available data, the descriptive analysis of attribute evaluations suffers a very small variation. Therefore, it can be said that it is not necessary to collect all the data if what is wanted is to simply study the average satisfaction of the users. This is a common practice among public transport operators in order to obtain a clear picture of users’ satisfaction towards their services. Thus, the lessons learned in this study could provide a considerable economic advantage for companies by requiring less time and resources to conduct the surveys. Having said that, it is necessary to emphasize that the results obtained in this study belong to a medium-sized coastal city, with a single public transport system (and operator) based on bus services, where the averages and deviations of the evaluations of the attributes and overall satisfaction of transport system are those that have been shown throughout the article. In consequence, caveats should be taken when extrapolating this study to cities or other public transport modes without prior analysis.

Regarding the modelling, the best methodology to fulfil the missing data turn out to be the Multiple Imputation (MI), which has allowed to obtain similar results to the ones obtained with the complete data. Vuong test carried out has shown that both models (the one obtained with the complete dataset and the one obtained after applying MI to impute the missing information) behave similarly.

The main output of this study is that the comparison between the models has shown that there is the possibility of obtaining very similar results with very similar fits to reality even starting from a partial information datasets. This allows to optimize the resources so that the time and the cost of the surveys can be reduced to a great extent, reducing the loss of information caused from the modelling of the data. Future studies will be focussed on reducing even more the need of data by applying different methodologies in order to obtain similar results as the ones obtained with ordered models.

Another way to optimize the surveying process is to study the possibility of applying different methodologies to obtain similar results obtained with the models used in this study, an issue that will be addressed in future studies.

Acknowledgements This study has been possible thanks to the financing of the Spanish Ministry of Economy and Industry in the TRA2015-69903-R Project, the training Grant FPU15/02990 of the Spanish Ministry of Education, Culture and Sports, the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation programme (Grant Agreement No 688082 - SETA Project) and thanks to the Spanish Ministry of Science, Innovation and Universities trough the Project TRA2017-85853-C2-1-R.

Table 4  Vuong test for non-nested models
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| MI      | –            | –    | –         | 0.00 |
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