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Abstract—This paper studies the large-scale subspace clustering (LSSC) problem with million data points. Many popular subspace clustering methods cannot directly handle the LSSC problem although they have been considered as state-of-the-art methods for small-scale data points. A basic reason is that these methods often choose all data points as a big dictionary to build huge coding models, which results in a high time and space complexity. In this paper, we develop a learnable subspace clustering paradigm to efficiently solve the LSSC problem. The key idea is to learn a parametric function to partition the high-dimensional subspaces into their underlying low-dimensional subspaces instead of the expensive costs of the classical coding models. Moreover, we propose a unified robust predictive coding machine (RPCM) to learn the parametric function, which can be solved by an alternating minimization algorithm. In addition, we provide a bounded contraction analysis of the parametric function. To the best of our knowledge, this paper is the first work to efficiently cluster millions of data points among the subspace clustering methods. Experiments on million-scale datasets verify that our paradigm outperforms the related state-of-the-art methods in both efficiency and effectiveness. Code is available at https://github.com/junli2019/LeaSC
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I. INTRODUCTION
HIGH-dimensional big data are upsurgingly everywhere and are becoming more available and popular in computer vision and machine learning tasks. For example, millions of images [1], and millions of videos with billions of frames [2] widely exist in Websites and YouTube, respectively. Unfortunately, the high-dimensionality of the big data usually leads to high time and space complexity of algorithms, and complex errors (e.g., noises, outliers, and corruptions) in the big data heavily hurt their performance [3]. However, the high-dimensional big data often lie in low-dimensional structures [3]. Therefore, finding low-dimensional structures in the big data becomes a fundamental problem to reduce the time and space complexity, cut down the effect of the complex errors, and furthermore improve the performance in learning and segmentation tasks.

Subspace clustering [5] is one of the most common methods to robustly recover the low-dimensional representations of high-dimensional data since it has already provided theoretical guarantees [6], [7] to successfully apply into numerous research areas, such as image segmentation [8], [9], human motion segmentation [10], image processing [11], [12], sequential data clustering [13], medical imaging [14], and bioinformatics [15]. Particularly, spectral-style methods (e.g., sparse subspace clustering (SSC) [16], low-rank representation (LRR) [17], LRR and least squares regression (LSR) [19]) have attracted more and more attention in recent years due to the promising performance on small-scale datasets (e.g., Hopkins155 [20] and Extended YaleB [21]). These methods are usually rooted in a self-expressiveness (SE) property (i.e., each data point is represented by linearly combining other data points) [16]. Following this SE property, a classical paradigm is to choose all data points as a self-expressive dictionary in parsimonious coding models [16], [17], solve the parsimonious coding models to obtain ideal sparse or low-rank representations (or codes), and use them to construct a similarity matrix for spectral clustering [22].

However, the classical paradigm restricts the subspace clustering methods to handle with the high-dimensional big data (e.g., millions of images [23] and videos [2]). A basic reason is that the SE property leads to a big self-expressive dictionary, which is used to build huge parsimonious coding models. These coding models result in a major computational bottleneck since they are generally solved by iterating a lot of optimization operators, such as the shrinkage thresholding operator [24], and the singular value decomposition [25]. Thus, it naturally arises a challenging subspace clustering problem with millions of data points.

Fig. 1. Illustration of learnable subspace clustering.
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To address this problem, we develop a learnable subspace clustering (LeaSC) paradigm (see Fig. [1]) to fast and robustly recover the low-dimensional structures from the high-dimensional big data. First, given a large set of high-dimensional data points, which are often drawn from a union of high-dimensional subspaces [16], [17], we find some representatives or exemplars that can efficiently describe the drawn data points [20] to effectively reduce the size of the big self-expressive dictionary. Second, the representatives are used to learn a parametric function (e.g., neural networks) from the high-dimensional subspaces to the low-dimensional subspaces. Third, the rest data points are quickly mapped into the low-dimensional representations by the learned parametric function instead of the parsimonious coding models. Finally, we employ the landmark-based spectral clustering (LbSC) [27] to cluster the representations.

In the developed LeaSC paradigm, we propose a novel model named Predictive Coding Machine (PCM) to learn the parameter function. By finding the representatives as a small self-expressive dictionary, the basic procedure of PCM is to optimize the ideal regression, sparse, low-rank or elastic net codes by using a square of Frobenius norm, $\ell_1$-norm, nuclear norm or Elastic net regularization, and jointly train the parametric function to approximate the ideal codes. Moreover, since the data are often corrupted by noise (e.g., Gaussian noise, sparse outlying entries and missing entries) because of measurement/process noise in real-world applications [16], [17], we practically extend PCM into a robust PCM (RPCM) by considering the data contaminated with the noises. Due to the nonlinearity of the parametric function, RPCM is non-convex. We solve them by proposing a quasi-convex optimization method, which alternates Alternating Direction Method of Multipliers (ADMM) [28], [29] and a gradient descent (GD) algorithm [30], [31]. By choosing a proper number of the representatives, we provide a theoretical condition to guarantee that the parametric function can well contract the high-dimensional data points to the ideal codes of the representatives. This further verifies that PCM and RPCM trained on the representatives can efficiently perform subspace clustering with millions of data points. Overall, our main contributions are as follows.

- We develop an effective paradigm, termed LeaSC, to deal with subspace clustering problem with millions of data points in a highly efficient way. Our goal is to learn the parametric function to partition the high-dimensional subspaces into their underlying low-dimensional subspaces instead of the expensive costs of the classical coding models. This parametric function leads to the linear complexity of LeaSC.
- We propose a predictive coding machine (PCM) model and its robust extension named RPCM to learn the parametric function in the LeaSC paradigm. Since RPCM is non-convex, we present a quasi-convex optimization method to solve it by alternating ADMM and GD.
- We provide a bounded contraction analysis of the parametric function learned by our PCM model. It shows that the parametric function can well calculate contractive low-dimensional representations of high-dimensional data compared to the original subspace clustering models.

This paper is an important extension to our several previous conference works [32], [33], [34], [35]. There are four major differences compared to the conference version. First, we develop a unified LeaSC paradigm to cluster millions of data points. Second, we propose a general RPCM with square of Frobenius norm [32], nuclear norm [33], $\ell_1$-norm, or Elastic net regularization. Third, we provide a theoretical condition to guarantee the contraction of the learned parametric function. Fourth, we add more experiments on million-scale datasets (i.e., MNIST8M [23] and YouTube8M [2]) to show the effectiveness of LeaSC.

The rest of this paper is organized as follows. We review the related subspace clustering work in Section II. Our unified LeaSC paradigm and RPCM are developed in Section III. We propose a quasi-convex optimization method for RPCM in Section IV. We provide a contractive subspace recovery theory in Section V. Section VI shows the experimental results. Finally, the conclusions are drawn in Section VII.

II. RELATED WORK

In this section, we mainly review classical coding models, large-scale spectral clustering methods, and scalable coding methods as they have shown good performances on small-scale datasets. In addition, we discuss the direct encoding models to apply our LeaSC paradigm.

A. Classical Coding Models

In general, rooting in the SE property [16], the classical coding models employ different coding models to compute a similarity matrix, and apply (large-scale) spectral clustering [22] to this similarity matrix. For example, SSC [16], LRR [17], and LSR [19] build the similarity matrix by using the coding models with $\ell_1$, nuclear norm and $\ell_2$ regularization, respectively. Based on the SE property, these coding models and their variants (e.g., [36], [18], [37], [38]) usually choose all data points as a dictionary. When facing big datasets (e.g., million images), the number of autos (or bases) in the dictionary is very large. Clearly, this large dictionary will lead to over high-dimensional (million-by-million) similarity matrices for the spectral clustering in practice, and further result in that the coding models fail to run on a single machine if it has a limited resource. Moreover, they still suffer from a high time complexity as they are solved in iterative optimization manners [39], [40]. Hence, the parsimonious coding models take the high computational time and the large memory to build the similarity matrix. In addition, distributed LRR (DLRR) [41] and decentralized SSC (DSSC) [42] partition a big dataset into many small ones, and use LRR or sparse coding to compute the low-rank or sparse representations. However, they still need a large amount of computer resources. Fortunately, we explore the LeaSC paradigm to learn a parametric function to quickly compute the representations for the similarity matrix.
B. Large-scale Spectral Clustering

General spectral clustering method [22] needs to calculate the eigenvectors of a normalized Laplacian matrix formed from the similarity matrix, and apply $K$-means to cluster the eigenvectors. Unfortunately, calculating the eigenvectors is very expensive [27]. Thus, it leads to a difficult problem to handle large-scale datasets. Hence, the spectral clustering method is extended into large-scale spectral clustering (LsSpC) to cluster the big data as the following two ways. First, the Nyström method is used to approximate the eigenvectors [43] for reducing the computational cost, and the eigenvalue computations are paralleled in many subsystems [44]. Second, a small number of samples is selected as landmark points to construct a sparse similarity matrix for, such as, $K$-means [45], out-of-sample [46], and random selection [27]. They will lead to poor clustering results because an indivisible similarity matrix is often built by the original data with complex structure. By comparison, we can learn robust representations by using our RPCM model in the developed LeaSC paradigm.

C. Scalable Coding Methods

Scalable coding methods are also proposed to cluster big data as the following two strategies. First, scalable SSC [47], [48] is to solve a sequence of subproblems with a small sub-dictionary for decreasing the computational time. Second, sampling-clustering-classification (S-C-C) [40], [39] selects a small sub-dataset from the large dataset to perform subspace clustering by using SSC, LRR and LSR, and learns a simple linear classifier or collaborative representation based classifier (CRC) [49] to obtain the final clustering results. Unfortunately, scalable SSC still needs more computational time, for example, it spends 1,000 seconds to handle 100,000 data samples [47], and S-C-C will result in poor clustering results because the simple classifiers are not easy to identify the complex samples [50]. By comparison, we can fast calculate the robust representations to construct the similarity matrix, and perform the LsSpC (e.g., LbSC [27]).

D. Direct Encoding Models

In our LeaSC paradigm, we propose the RPCM model to perform the parametric function to directly encode the representations of data points for reducing the computational complexity. Actually, there are some direct encoding models, such as, auto-encoders (AE) [51] sparse auto-encoders (SAE) [52], [53], denoising auto-encoders (DAE) [54], predictive sparse decomposition (PSD) [55], [54], robust principal component analysis encoder (RPCAec) [56], and latent LRR (latLRR) [57]. In fact, both AE and SAE are not robust models and require the clean input data. Although DAE and PSD can learn robust codes, it still needs the clean input data. Unfortunately, the real data often have many noises [16, 17]. To deal with the noises, RPCAec [56] and latLRR [57] could quickly calculate the robust low-rank codes by separating the noises. However, RPCAec [56] only handles with a single low-rank subspace, and latLRR [57] only learns a linear predictor, which is difficult to capture the complex data structure [50]. By comparison, our RPCM does not require the clear data, and learns a nonlinear predictor to calculate the robust representations. More importantly, we will also apply these encoding models into the LeaSC paradigm to deal with large-scale subspace clustering.

III. LEARNABLE SUBSPACE CLUSTERING

We develop an efficient Learnable Subspace Clustering (LeaSC) paradigm to cluster a large collection of multi-subspaces data points in this section. Specifically, we first introduce a machine learning problem for subspace clustering. To solve this problem, we propose a unified predictive coding machine by learning a parametric function from the high-dimensional space into the low-dimensional space. Then the parametric function is used to fast recover subspace representations of data points. Finally, we perform the landmark-based spectral clustering (LbSC) [27] on the subspace representations for final clustering results.

Notations: $X$ is denoted as high-dimensional space. Random variables, ordinary vectors, matrices and matric blocks are respectively written in uppercase, lowercase, uppercase and blackboard bold, for example, $X$, $x$, $X$ and $X = \begin{bmatrix} X & Y \end{bmatrix}$. Expectation (discrete case, $p$ is probability mass) is denoted by $E_p(X) \mathcal{L}(X) = \sum \sigma_i p(X = x) \mathcal{L}(x)$. Given a matrix $A = \{a_{ij}\} \in \mathbb{R}^{d \times n}$, we denote the nuclear norm by $||A||_*$ (the sum of the singular values of $A$), $\ell_1$ norm by $||A||_1 = \sum_{ij} |a_{ij}|$, $\ell_2,1$ norm by $||A||_{2,1} = \sum_j ||a_{j,.}||_2$, F-norm by $||A||_F = \sqrt{\sum_{ij} (a_{ij})^2}$, and square of F-norm by $||A||^2_F = \sum_{ij} (a_{ij})^2$. The number of $n$-combination from a set including $m$ elements is denoted by $\binom{m}{n}$.

A. Problem Statement

In this subsection, an explicit machine learning problem is described for subspace clustering. Specifically, we consider a $d$-high-dimensional space $X$, which is an unknown union of $s \geq 1$ linear or affine subspaces $\{X_i\}_{i=1}^s$ of unknown low-dimensions $d_i = \text{dim}(X_i)$ ($0 < d_i < d$, $i = 1, \cdots, s$). Formally, we assume that $X \in X$ is a random variable according to an unknown distribution $p(X)$, and it can be factorized as

$$X = BZ = \begin{bmatrix} B_1 & \cdots & B_k \end{bmatrix} \begin{bmatrix} Z_1 \\ \vdots \\ Z_k \end{bmatrix},$$  

(1)

where $B_i \in \mathbb{R}^{d \times d_i}$ is an unknown subspace base that linearly spans the $i$th data subspace, and $Z_i$ is a $d_i$-low-dimensional subspace representation variable. Our machine learning goal of the subspace clustering problem is to

seek a parametric function $f(\bullet; \theta)$, which predicts $Z$ from $X$, to partition the space $X$ into the subspaces $\{X_i\}_{i=1}^s$.

To achieve this goal, according to the underlying distribution $p(X)$, an expected risk of $f$ is defined as

$$\min_\theta E_{p(X)} [\mathcal{L}(Z, f(X; \theta))] \ \text{s.t.} \ X = BZ.$$  

(2)
where $\mathcal{L}(Z, f(X; \theta))$ is a loss function between $Z$ and $f(X; \theta)$, for example, the squared error loss function $(Z - f(X; \theta))^2$. Due to the unknown $p(X)$, the expected risk cannot be directly measured in Eq. (2). But we can consider an empirical distribution $p^0(X)$ defined by $N$ data points $X = \{x_i\}_{i=1}^N \in \mathbb{R}^{d \times n}$ that we suppose to be an i.i.d. sample from the distribution $p(X)$. The corresponding empirical risk $\mathbb{E}_{p^0(X)}[\mathcal{L}(Z, f(X; \theta))]$ average over the $p^0(X)$ can be described as

$$\min_{\theta} \mathbb{E}_{p^0(X)}[\mathcal{L}(Z, f(X; \theta))] \quad \text{s.t.} \quad X = BZ. \quad (3)$$

After learning the parametric function $f(\bullet; \theta)$, it is used to fast map the space $X'$ into low-dimensional representation spaces, which are easily divided into the subspaces $\{x_i\}_{i=1}^N$. We will propose a robust and effective model to better calculate the empirical risk in the next subsection.

**Remark 1.** Our machine learning problem is different from the conventional subspace clustering problem [5]. The latter often considers the segmentation of the given (training) data points $X$ drawn from the space $X'$ by using expensive sparse/low-rank optimizations. The former is to learn a parametric function for partitioning the space $X'$ into the subspaces $\{x_i\}_{i=1}^N$. Its procedure is to draw a dataset from the space $X'$ or select a small set from the given $X$, and then train the parametric function. This leads to a clear benefit that the parametric function can quickly project new (big) data points into low-dimensional representations to group into their own subspaces.

### B. Predictive Coding Machine

We propose a novel predictive coding model to quantify the empirical risk in Eq. (3) by using the data $X$. Due to unknown the subspace bases $B$, we consider the self-expressiveness property [16]. This property implies that the data $X$ can be regarded as a self-expressive dictionary instead of the bases $B$, that is, $X = XZ$ with $\text{diag}(Z) = 0$, which overcomes the trivial solution of reconstructing a data point using itself. By considering the squared error loss function, thus, the Eq. (3) can be rewritten as

$$\min_{Z, \theta} \|Z - f(X; \theta)\|^2_F \quad \text{s.t.} \quad X = XZ, \quad \text{diag}(Z) = 0, \quad (4)$$

where $f(X; \theta)$ is considered as a fully-connected network:

$$f(X; \theta) = g(W_1 \cdots g(W_2X)), \quad (5)$$

where $l$ is the number of layers, $g$ is a non-linearity function (e.g., $\tanh g(a) = \frac{e^a - e^{-a}}{e^a + e^{-a}}$, $\text{sigmoid} g(a) = \frac{1}{1 + e^{-a}}$, $\text{ReLU} \ max(0, a)$, and rectifier piecewise linear units [27]), a learnable parameter set $\theta$ is considered as $\{W_2, \cdots, W_l\} \in \mathbb{R} = \{R^{d \times \ell_1}, \cdots, R^{\ell_{l-1} \times \ell_l}\}$, and $\ell_i$ is the number of hidden units in the $i$-th layer ($\ell_1 = d$ and $\ell_l = n$). For example, a fully-connected network with $l = 4$ layers is $f(X; \theta) = g(W_4g(W_3g(W_2X)))$.

**Regularization.** However, the complete dictionary $X$ (i.e., $n > d$) in Eq. (4) leads to the infinite number of

$$\min_{Z, \theta} \|Z - f(X; \theta)\|^2_F + \alpha R_1(Z) + \beta R_2(Z), \quad (6)$$

s.t. $X = XZ, \quad \text{diag}(Z) = 0,$

where $R_1(Z)$ and $R_2(Z)$ are the unified regularization forms of the representations $Z$, $\alpha$ and $\beta$ are regularization parameters. (In this paper, $\alpha = 1$ for simplicity. To understand the PCM model in Eq. (6), $\alpha = 0$ for $\text{RPCM}_{\ell_2}^2$ except $\text{RPCM}_{\ell_1F_2}$. In addition, we consider four regularization choices of $Z$ shown in Table I while mixing low-rank and sparse regularization is not studied as it cost much more time to optimize the codes. Note that since the fully-connected network is used to compute the current $Z$ to update other variables in section IV we do not use an additional parameter to balance the parameter-learnable term and the regularization terms in the PCM model.

**Robust PCM (RPCM).** It is a practical extension of PCM. In real-world applications, the data $X$ are often corrupted by noise (e.g., gaussian noise, sparse outlying entries and missing entries) due to measurement/process noise [16], [17]. By considering the data $X$ contaminated with the noises $E$, it holds that $X = XZ + E$ with $\text{diag}(Z) = 0$. To deal with the different noises, we follow the SSC and LRR models [17], [16] and add an $\ell_2$ or $\ell_1/\ell_2$-norm of the noise $E$ into the empirical risk in Eq. (6) to separate these noises. By separating the noises, our RPCM in Eq. (6) is rewritten as

$$\min_{Z, \theta} \|Z - f(X; \theta)\|^2_F + \alpha R_1(Z) + \beta R_2(Z), \quad (7)$$

s.t. $X = XZ + E, \quad \text{diag}(Z) = 0,$

where $R_3(E)$ are the unified regularization forms of the noises $E$ in Table II and $\beta$ is a regularization parameter for the noises.

Ideally, the parameter solution $\theta$ in the RPCM model and its practical extension stores the pattern to project the high-dimensional space $X'$ into its low-dimensional space. Thus,
the fully-connected network $f(\cdot; \theta)$ is used to fast build a similarity graph and quickly infer the clustering of huge data points sampled from $\mathcal{X}$ using the LbSC [27] in next subsection. In Section IV, we propose a quasi-convex optimization and establish the convergence guarantee conditions for the problems in Eqs. (6) and (7). In Section V, we study robust recovery conditions for the fully-connected network, which can calculate robust sparse representation of each data point compared to the parsimonious coding models in the popular subspace clustering methods (i.e., LSR [19], SSC [16], LRR [17], [18], and ENSC [60]). Moreover, by incorporating the corruption model of data into the Eq. (6), we can handle with clustering of corrupted data. To better understand the RPCM model, we have the following two remarks:

**Remark 2.** RPCM is a unified model with different regularization choices in Table I Its five variants (i.e., RPCM$_{ℓ^2}$, RPCM$_{ℓ_1}$, RPCM$_{γ}$, and RPCM$_{γ+ℓ^2}$) are built by extending the popular subspace clustering methods into a machine learning framework. Compared to the predictive $ℓ_1$-sparse decomposition (PSD) [61], [55], RPCM$_{ℓ_1}$ is a robust model by separating noises and penalizing the sensitivity to the data points. Compared to the predictive non-negative matrix factorization (PNMF) [56], RPCM can deal with multiple subspaces. In addition, our SSC-LOMF [54] is also an extension of SSC-OMP [47] by using $ℓ_0$-norm. In fact, both RPCM$_{γ+ℓ^2}$ [52] and RPCM [33] are our previous works.

**Remark 3.** Compared to DAE [59], RPCM can learn more robust subspace representations than DAE. First, RPCM is to separate the sparse outliers $\mathbf{E}$ of the data points $\mathbf{X}$ for learning their robust representations, while DAE requires the clear $\mathbf{X}$ as it is trained to reconstruct clean “repaired” $\mathbf{X}$ from a corrupted version of them. Second, RPCM is similar to DAE since $\mathbf{X}$ with sparse outliers is considered as a corrupted version to recover clean $\mathbf{X} - \mathbf{E}$.

**C. Clustering Using the Parametric Function**

Given data points $\mathbf{Y} \in \mathbb{R}^{d \times m}$ (i.e., $m > 1,000,000$), which are i.i.d. sampled from the distribution $p(\mathbf{X})$ ($\mathbf{X} \in \mathcal{X}$), it is difficult to cluster such huge $\mathbf{Y}$. To handle this problem, we present an LeaSC procedure by using RPCM.

First, we find $n$ representatives $\mathbf{X} \in \mathbb{R}^{d \times n}$ ($n < m$) in the huge data $\mathbf{Y}$, as $\mathbf{X}$ can preserve the characteristics of $\mathbf{Y}$ [26]. Moreover, $\mathbf{X}$ is well chosen from $\mathbf{Y}$ by employing $K$-means or dissimilarity-based sparse subset selection (DS3) algorithms, which can ensure a suitable Euclidean distance between the representatives and the data points in each subspace [26]. In practice, we can fast choose $\mathbf{X}$ by using random selection. Second, the selected representatives $\mathbf{X}$ are used to efficiently train the parametric function $f(\cdot; \theta)$ by solving the proposed RPCM in Eq. (7). Then the representations $\mathbf{Z}^f \in \mathbb{R}^{d \times m}$ of $\mathbf{Y}$ are fast computed by the parametric function, that is, $\mathbf{Z}^f = f(\mathbf{Y}; \theta)$. Third, the representations $\mathbf{Z}^f$ are applied to compute the similarity matrix $\mathbf{W}$ as:

$$\mathbf{W} = (\widetilde{\mathbf{Z}}^f)^\top \widetilde{\mathbf{Z}}^f,$$

where $\widetilde{\mathbf{Z}}^f = \mathbf{D}^{-1/2} [\mathbf{Z}^f]^\top$, and $\mathbf{D}$ is an $n \times n$ diagonal matrix with $D_{ii} = \sum_j |Z_{ij}^f|$. Following the LbSC [27], we build an inexpensive method to calculate the eigenvectors of the similarity matrix $\mathbf{W}$ as follows:

$$\mathbf{V}^T = \Sigma^{-1} \mathbf{U}^T \widetilde{\mathbf{Z}}^f,$$

where $\Sigma = \text{diag}(\sigma_1, \cdots, \sigma_k)$ ($\sigma_1 \geq \cdots \geq \sigma_k \geq 0$) are the positive square root of first $k$ singular values of matrix $\mathbf{Z}^f(\mathbf{Z}^f)^\top$, $\mathbf{V} = (v_1, \cdots, v_k)$ are the first $k$ eigenvectors of $\mathbf{Z}^f(\mathbf{Z}^f)^\top$, $k$ is the number of clusters, and $\widetilde{\mathbf{Z}}^f$ is defined in Eq. (8).

Finally, $K$-means is used to cluster rows of $\mathbf{V}$ for segmenting the data points $\mathbf{Y}$ into their corresponding subspaces.

Overall, our LeaSC procedure is summarized in Algorithm 1. Note that LeaSC can efficiently handle up to million-scale datasets because RPCM learns a parametric function to fast compute the representations of data points and the eigenvectors of the affinity matrix can be quickly calculated by Eq. (9). Compared to the computational complexities $O(m^2)$ or $O(m^3)$ of the conventional subspace clustering methods [16], [17], the complexity of LeaSC is linear in terms of $m$.

In addition, since the parameter $n$ is important to randomly select $\mathbf{X}$ which simultaneously includes all the bases, we give a theoretical rule for setting $n$.

**Proposition 1.** (The proof is provided in the appendix A.) Corresponding to $\tilde{n}$ bases in a union of subspaces, $\mathbf{X} = \{\mathbf{X}_i\}_{i=1}^\tilde{n}$ is randomly selected from $\mathbf{Y} = \{\mathbf{Y}_i\}_{i=1}^\tilde{n}$, where $\sum_{i=1}^{\tilde{n}} n_i = n$, $\sum_{i=1}^{\tilde{n}} m_i = m$, $n_i$ and $m_i$ are the number of $\mathbf{X}_i$ and $\mathbf{Y}_i$, respectively. There is a probability $P$ for $\mathbf{X}$ including at least one data point in each subspace,

$$P = \sum_{(n_1, \cdots, n_{\tilde{n}}) \in S} \prod_{i=1}^{\tilde{n}} \left[ \sum_{m_i=0}^{n_i} \binom{n_i}{m_i} \right],$$

where $S = \{(n_1, \cdots, n_{\tilde{n}}) \mid \sum_{i=1}^{\tilde{n}} n_i = n \& \{1 \leq n_i \leq m_i\}_{i=1}^{\tilde{n}} \}$ is a set of all events (i.e., each $\mathbf{X}_i$ has at least one data point in $\mathbf{Y}_i$), ($\binom{n_i}{m_i}$) are the $n_i$ combination of $\mathbf{Y}_i$, and there is a suitable $n$ (e.g., $\tilde{n} \leq n \leq \max_i \{ m_i - m \}$).

This proposition shows that there are three cases to compute the probability: 1) $P = 0$ if $0 < n < \tilde{n}$; 2) $P < 1$ if $\tilde{n} \leq n \leq \max_i \{ m_i - m \}$; 3) $P = 1$ if $\max_i \{ m_i - m \} < n \leq m$. Following the case 2, we have a empirical rule that given a large number $m$ ($m_i = m_j, i \neq j$), there is a suitable $n$ (e.g., $\tilde{n} \leq n \leq (\tilde{n} - \tilde{n})$) to obtain a high probability. For example, if $m = 100$, $\tilde{n} = 2$, $n = 3.5\tilde{n} = 7$, $m_i = m_j = 50$ and $S = \{(1, 6), (2, 5), (3, 4), (4, 3), (5, 2), (6, 1)\}$, then $P = 0.9875$. When the probability $P$ will drop with the increasing $m$, we also can increase the parameter $n$ to improve $P$.

### IV. QUASI-CONVEX OPTIMIZATION FOR RPCM

RPCM in Eq. (7) is a non-convex and non-smooth problem because of the nonlinear parametric function. We present an
effective quasi-convex optimization strategy to alternate optimizing codes and training the nonlinear parametric function. Moreover, we discuss the convergence of the quasi-convex optimization, and its computational complexity.

A. Alternating ADMM and GD for RPCM

In this subsection, Alternating Direction Method of Multipliers (ADMM) \cite{28,29} and a gradient descent (GD) algorithm \cite{30,31} are employed to solve the RPCM problem in Eq. (7). By replacing $Z - \text{diag}(Z)$ by $Z$ to eliminate the constraint $\text{diag}(Z) = 0$ and introducing an auxiliary variable $J$ to deal with the multiple regularization, the Eq. (7) is transformed into the following problem:

$$
\min_{Z,J,E,\theta} \|Z - f(X;\theta)\|^2_F + \alpha R_1(J) + \alpha R_2(Z) + \beta R_3(E),
$$

s.t. $X = XZ + E$, $Z = J$.

For convenience, we merge $Z$ and $J$ into a new variable $Z$, and consider a matrix form of the problem in Eq. (11) as:

$$
\min_{Z,\alpha,\beta} \|Z - f(X;\theta)\|^2_F + \alpha R_2(Z) + \beta R_3(E)
$$

s.t. $X = A_1 Z + A_2 E$,

where $X$, $Z$, $E$, $A_1$, $A_2$, $R_2(Z)$, $R_3(E)$, $\alpha$ and $\beta$ are defined in Table II. Note that $\theta$ is essentially trained by $\|Z - f(X;\theta)\|^2_F$, which is replaced by $\|Z - f(X;\theta)\|^2_F$ for accordant notations. Then an augmented Lagrange function of the problem in Eq. (12) is considered as:

$$
\mathcal{L} = \|Z - f(X;\theta)\|^2_F + \alpha R_2(Z) + \beta R_3(E)
+ \mu \left( \frac{1}{2} \|X - A_1 Z - A_2 E\|^2_F + \frac{Q^T}{\mu} \right),
$$

where $\mu$ is a penalty parameter and the Lagrange multiplier $Q$ is provided in Table II. To deal with the above problem, it iteratively updates $\theta$, $\{Z, E\}$, $Q$ and $\mu$ until convergence. By using a temporary variable $\bar{Z}$, the key iterations are as follows.

**Updating $\theta^{k+1}$:** It is computed by training the parametric function with the initialized parameter $\theta^k$ to approximate to $\bar{Z}^k$, that is, a subproblem is $\theta^{k+1} = \arg\min_\theta \mathcal{L}_\theta$, where $\mathcal{L}_\theta = \|Z - f(X;\theta)\|^2_F$ is the loss. Gradient descent (GD) \cite{30,31} is a popular algorithm to solve this subproblem. With the initialization $\theta^k = \theta^{k-1}$, the update rule is:

$$
\theta_{t+1}^{k+1} = \theta_t^k - \varsigma \nabla \mathcal{L}_{\theta_t^k},
$$

where $\varsigma$ is a learning rate, and $\nabla \mathcal{L}_{\theta_t^k}$ is the gradient of $\mathcal{L}_{\theta_t^k}$. After $T$ iterations, $\theta_T^k$ satisfies $\|\nabla \mathcal{L}_{\theta_T^k}\| < \epsilon$, where $\epsilon$ is an approximation error, and $\theta^{k+1} = \theta_T^k$.

**Calculating $Z^k$:** It is computed by:

$$
Z^k = f(X;\theta_T^{k+1}).
$$

**Updating $\{Z^{k+1}, E^{k+1}\}$:** They are calculated by Jacobi-Proximal ADMM (JP-ADMM) \cite{23}. By adding the proximal terms $\|Z - Z^k\|^2_F/2$ and $\|E - E^k\|^2_F/2$ into the Eq. (13), the updated rules are described as:

$$
\begin{align*}
Z^{k+1} &= \arg\min_Z \alpha R_2(Z) + \frac{\mu}{2} \|X - A_1 Z - A_2 E\|^2_F, \\
E^{k+1} &= \arg\min_E \beta R_3(E) + \frac{\mu}{2} \|X - A_1 Z - A_2 E\|^2_F, \\
\end{align*}
$$

where $F_2 \geq 0$ and $F_2 \geq 0$ are symmetric and positive semi-definite matrices.

**Updating $Q^{k+1}$:** The Lagrange multipliers are updated by:

$$
Q^{k+1} = Q^k + \gamma \mu (X - A_1 Z^k - A_2 E^k),
$$

where $\gamma$ is a damping parameter.

Overall, the procedure iterates above three steps and $\mu$ until a stopping is satisfied. Algorithm 2 summarizes the whole optimization procedure. Note that in practice the lines 4-6 can be moved to line 12. This leads to less optimization time since it only needs one time to train the neural network. Give new data points, their ideal codes are easily calculated by the parametric function in Eq. (15) with linear time to the number of data points.

B. Convergence Analysis and Time Complexity

**Convergence Analysis.** The convergence analysis of RPCM in Algorithm 2 is discussed in this subsection. RPCM without steps 4-6 is a standard JP-ADMM \cite{28}, and by choosing $0 <
TABLE III

| Methods          | training time | coding time |
|------------------|---------------|-------------|
| RPCM_{j+1}^2    | O((2t_2(1+\log d)n^3)) | O((\sum_{t=2}^{T_i} t_i^2-1)n^3)) |
| RPCM_{j}        | O((2t_2(1+\log d)n^3)) | O((\sum_{t=2}^{T_i} t_i^2-1)n^3)) |
| RPCM_{j-1}      | O((2t_2(1+\log d)n^3)) | O((\sum_{t=2}^{T_i} t_i^2-1)n^3)) |
| RPCM_{j-2}      | O((2t_2(1+\log d)n^3)) | O((\sum_{t=2}^{T_i} t_i^2-1)n^3)) |
| ENSC [59]       | O((t_2+1)n^3)) | O((t_2+1)n^3)) |
| SSC [16]        | O((t_2+1)n^3)) | O((t_2+1)n^3)) |
| LRR [17]        | O((t_2+1)n^3)) | O((t_2+1)n^3)) |
| LSR [19]        | O((t_2+1)n^3)) | O((t_2+1)n^3)) |

Notation: d: # of dimension; n: # of representatives; m: # of all data points; l: # of hidden layers; s: # of hidden units of l-th layer; t_1: training epochs; t_2: # of iterations.

\[ \gamma < 2, \quad p_Z = \tau_2 \mathbb{I} - \mu^k A_1^T A_1 \quad \text{and} \quad p_Z = \tau_2 \mathbb{I} - \mu^k A_2^T A_2, \] its practical condition is

\[
\begin{align*}
\tau_2 &> \frac{2}{\tau} \mu^k \|A_1\|^2, \\
\tau_2 &> \frac{1}{\tau} \mu^k \|A_2\|^2.
\end{align*}
\]

\[ \rho_{ij} = \max_{y \in Y_{ij}} d(x_{ij}, y), \]

\[ \rho_{ij} = \max_{y \in Y_{ij}} d(x_{ij}, y), \]

following the approximation theorem\(^1\) of the neural network and the convergence of GD or SGD\(^2\), the steps 4-6 are used to learn the neural parametric function such that

\[ \mathcal{L}_q = \| Z - f(X; \theta) \|^2 < \varepsilon, \]

with small enough \(\varepsilon\). Under\(^3\) we empirically verify that RPCM is still convergent in Fig.\(^4\) Notation that the steps 4-6 can be moved to end in the Algorithm\(^2\) for reducing the training time.

**Time Complexity.** The key computation is steps 4-6 and 8 in Algorithm 2. The complexity of steps 4-6 is \(O(t_2n^3)\), where \(t_1\) is the number of training epochs. Since the weights of the top layer in the neural network can be formulated as a convex problem and it has a closed-form solution\(^5\), \(t_1\) is less than 5 epochs in this paper. In the step 8, there are different complexities for the different choices of \(R(Z)\) shown in Table\(^4\) The basic complexities of matrix inversion for the square of Frobenius norm, LASSO for \(t_1\) norm and singular value decomposition (SVD) for unknown norm are \(O(n^3)\), \(O(dn^2)\), and \(O(dn^2+cn^3)\), respectively. Considering the number of iterations \(t_2\) needed to converge, thus, the overall computational complexities of RPCM\(_{j+2}\), RPCM\(_j\), RPCM\(_{j-1}\), and RPCM\(_{j-2}\) are \(O(t_2(1+\log d)n^3))\), \(O(t_2((1+d)3)n^3))\), \(O(t_2((1+d)3)n^3+dn^2))\), and \(O(t_2((1+d)3)n^3+dn^2))\), respectively. The compared complexities of RPCM and the classical coding methods (e.g., SSC, LRR, LSR, and ENSC) are shown in Table\(^3\) Since the number of representatives is much less than the number of all data points, i.e., \(n \ll m\), the training complexity can be ignored. Moreover, the coding complexity \(O((\sum_{t=2}^{T_i} t_i^2-1)n^3))\) is linear in terms of \(m\). Compared to the classical coding methods, thus, our RPCM is easy to compute the codes in large-scale datasets.

**Remark 4.** According to the complexities of the classical coding methods, they are infeasible when \(m\) is larger than one million. Although some recent works (e.g., SSC-OPM\(^7\), EnSC\[^8\]) are to accelerate the coding methods, they are still too expensive due to the million dimensions based on the self-expressive dictionary. To implement the coding methods, the representatives are also chosen as their self-dictionary, that is, the Eq. (7) without the learning term, in the latter experiments. Moreover, the computational time is still much expensive than RPCM in Table\(^5\)

**V. CONTRACTIVE SUBSPACE RECOVERY THEORY**

To cluster millions of data points, the success of the LeaSC paradigm is based on an underlying assumption that the parametric function learned from the representatives can contrastively calculate a subspace representation of every data point. In this section, we investigate that the parametric function can calculate more contractive representations than the traditional subspace clustering methods.

Formally, recalling the i.i.d. assumption, the huge data matrix \(Y \in \mathbb{R}^{d \times m}\) (i.e., \(m > 1,000,000\)) and the representative matrix \(X \in \mathbb{R}^{d \times n}(n < m)\) are i.i.d. sampled from the unknown distribution \(p(X)\) in the union of subspaces \(\{X_i\}_{i=1}^s\).

Let \(Y_i \in \mathbb{R}^{d \times m_i}\) and \(X_i \in \mathbb{R}^{d \times n_i}\) denote the submatrix in \(Y\) and the representative submatrix in \(X\) that belongs to \(X_i\) with \(i \in [m]\) and \(i \in [n]\) respectively. Without loss of generality, let \(Y = [Y_1, \ldots, Y_s]\) and \(X = [X_1, \ldots, X_s]\) be ordered.

To show the representative ability of \(X\), we first introduce representative-radius of \((X_i, Y_i)\) as follows:

**Definition 1.** We let \(Y_i = [Y_{i1}, \ldots, Y_{in_i}]\) with \(Y_{ij} \in \mathbb{R}^{d \times m_j}\) and \(X_i = [X_{i1}, \ldots, X_{in_i}]\), and assume that a representative \(x_{ij}\) well represents the submatrix \(Y_{ij}\) with \(\sum_{j=1}^{n_i} m_j = m_i\). We define the representative-radius associated with \((x_{ij}, Y_{ij})\) as:

\[ \rho_{ij} = \max_{y \in Y_{ij}} d(x_{ij}, y), \]

where \(d(x_{ij}, y)\) is a dissimilarity between \(x_{ij}\) and \(y\) (e.g., encoding error or Euclidean distance). The representative-radii associated with \((X_i, Y_i)\) and \((X, Y)\) are defined as \(\rho_i = \max_{j} \rho_{ij}\) and \(\rho = \max_i \rho_i\), respectively.

Based on the radius \(\rho\) in Definition 1, we denote \(N_X^\rho\) as the neighborhood of the representatives \(X\) with the radius \(\rho\). Based on the radius \(\rho\) and the suitable number of the representatives \(X\), all data points \(Y\) will fall in \(N_X^\rho\).

**A. Contraction Analysis**

In this subsection, we analyze two contractions of the parametric function \(f(\cdot; \theta)\), where \(\theta\) is the solution of our PCM model. First, the parametric function can calculate contractive representations. Specifically, the representations \(f(Y; \theta)\) can approximate to the subspace representations \(Z = f(X; \theta)\) with an upper bound which is dependent on \(\rho\).

**Theorem 1.** (The proof is provided in the appendix B.) Assume the huge data matrix \(Y\) and the representative matrix \(X\) are i.i.d. sampled from the union of subspaces \(\{X_i\}_{i=1}^s\). Let \(N_X^\rho\) be the neighborhood of \(X\) with the radius \(\rho\). For any \(y \in Y_{ij} \subset Y_i \subset Y \subset N_X^\rho\) and \(x_{ij} \in X_i \subset X\) (1 ≤
The sparse recovery. By combining these theories with our paradigm, we show an intuitive experiment to verify the effectiveness of RPCM in the LeaSC paradigm. We generate 800 data points with two dimensions, \( Y = \{ Y_1, \ldots, Y_s \} \) from 4 linear subspaces with small gaussian noises. We sample 200 data points for each subspace, and they are plotted in Fig. 2. Following our LeaSC paradigm, we found 88 representatives (red pluses), \( X = \{ X_1, \ldots, X_4 \} \), shown in Fig. 2 by DS3 \[26\]. The representatives are used to train a parametric function, a three-layer neural network with 50 hidden units, by our RPCM with different regularizations in Eq. (7). The representations of \( X \) are plotted in the first column of Fig. 3 and the second column of Fig. 3 shows the low-dimensional representations of all data points, which are fast calculated by the learned neural network. We observed that the learned neural network well contractively maps all data points into the low-dimensional structures. Compared to the traditional subspace clustering methods (e.g., LSR \[19\], LRR \[17\], SSC \[16\] and ENSC \[60\]), RPCM only has the 88 dimensions, which is much lower than 800 dimensions shown in Fig. 3. Note that since we generate two dimensional data points for visualization, the representations learned by RPCM \[7\] is similar to RPCM, and the representations obtained by LSR is also similar to LRR.

VI. EXPERIMENTS

In this section, we conduct several experiments to verify the efficiency and effectiveness of our LeaSC. Firstly, six real-world datasets including two small datasets and four large datasets are described. Secondly, we introduce multiple state-of-the-art methods and evaluation metrics. Finally, we show the clustering results.

A. Datasets

We describe two kinds of datasets: two small datasets and three large datasets as shown in Table IV.

**Small datasets.** Extended-YaleB includes 2,414 frontal face images with 38 people. There are about 64 images for each person. Extended-YaleB \[^4\] AR \[^5\] contains over 4,000 images with 126 people. We select 50 male and 50 female persons with 26 face images to create a subset consisting of 2,600 images. The original images of these two datasets were cropped and normalized to \( 48 \times 42 \) and \( 55 \times 40 \) pixels, and were reduced to 167 and 114 dimensions by PCA, respectively. Some examples are shown in Fig. 5.

| Table IV. Datasets. |
|---------------------|
| Datasets            | # samples | # dimensions | # classes |
| Extended-YaleB      | 2,414     | 167          | 38        |
| AR                   | 2,600     | 114          | 100       |
| NORB                 | 48,600    | 2,048        | 6         |
| MNIST                | 70,000    | 3,472        | 10        |
| MIST8M-1M            | 1,000,000 | 3,472        | 10        |
| YouTube8M-1M        | 1,000,000 | 1,024        | 100       |

[^4]: http://www2.ece.ohio-state.edu/ aleix/ARdatabase.html
[^5]: http://vision.ucsd.edu/ leekc/ExtYaleDatabase/ExtYaleB.html

B. An Experiment on a Synthetic Dataset

Theorem 1 implies the bounded contraction of the learned parametric function \( f(\bullet; \theta) \). When the representative-radius \( \rho \) is small, the upper bound is \( \parallel \frac{\partial f(x_i; \theta)}{\partial x_i} \parallel_\theta \parallel_\rho \). In fact, when the representatives are enough, it is easy to get a small \( \rho \) which leads to a low upper bound. Moreover, if \( \parallel \frac{\partial f(x_i; \theta)}{\partial x_i} \parallel_\theta \parallel_\rho \) is satisfied, then the upper bound is an infinitesimal of higher order than \( \rho \). This shows that \( f(\bullet; \theta) \) is a beneficial computational function for the subspace clustering tasks since it has a less invariance of the subspace representation for all data points \( Y \) fallen in \( N^2 \).

Second, the parametric function can obtain the contractive dimension. Based on the SE property \[16\], the number of the dimension of the representation is the same to the number of all data points in the traditional subspace clustering methods (e.g., LSR \[19\], LRR \[17\], SSC \[16\] and ENSC \[60\]). When we face the huge datasets, they have very high dimension. Compared to these methods, the number of the output of the parametric function is the same to the number of the representatives, which is less than the number of all data points. Thus, the parametric function can well calculate the low-dimensional representations. In the next subsection VI-B, an experiment verifies the bounded contractive representations \( f(\bullet; \theta) \) and its low-dimension.

Remark 5: In the popular subspace clustering theories, it is well-known that the group effect \[19\], the sparse recovery \[16\] and the low-rank recovery \[17\] have been proposed for LSR, SCC, and LRR. The theoretical guarantee of ENSC \[60\] has also been studied by mixing the group effect with the sparse recovery. By combining these theories with our contractive guarantee, it is easy to obtain contractive group effect, contractive sparse/low-rank recovery and their mixed variants. We omit them in this paper.

Fig. 2. An artificial dataset including 800 data points (blue dots) with two dimensions sampled from 4 linear subspaces with small gaussian noises. The representatives (red pluses) found by DS3 \[26\] for our LeaSC paradigm.
Fig. 3. Visualizations of the low-dimensional codes obtained by RPCM on an artificial dataset: from up to down, RPCM$_{F_2}$, RPCM$_*$, RPCM$_{\ell_1}$ and RPCM$_{\ell_1+F_2}$; from left to right, the codes of the representatives, and the codes of all data points.

Fig. 4. Visualizations of the high-dimensional codes obtained by the popular subspace clustering methods on an artificial dataset: from up to down, LSR [19], LRR [17], SSC [16] and ENSC [60].

Fig. 5. Examples of Extended-YaleB (up) and AR (down).

Fig. 6. MNIST (up) contains some greyscale images of handwritten digits 0-9, and NORB (down) consists of 3D objects: from left to right, four-legged animals, human figures, airplanes, trucks, and cars.

Large datasets. NOR$^4$ has 48,600 $2 \times 96 \times 96$ images of 3D object toys belonging to 5 generic categories: airplanes, cars, trucks, four-legged animals and human figures. The original images were subsampled to $2 \times 32 \times 32$. MNIST$^7$ consists of 70,000 samples with $28 \times 28$ pixel images of handwritten digits 0-9. Following the settings [48], we compute the feature vectors with 3,472 dimensions by using a scattering convolution network [64]. MNIST8M-1M randomly selects 1 million samples from MNIST$^8$ constructed by extending MNIST to produce 8 million images. Similar to MNIST, we also compute the 3,472 dimensional feature vectors. YouTube8M-1M randomly selects 1 million video-level features with 100 classes from YouTube8M$^9$ where the size of each feature is 1,024. Some videos are shown in Fig. 7.

B. Baselines and Evaluations

Baselines. To evaluate the performance of our LeaSC paradigm, we compare with nineteen state-of-the-art subspace clustering methods including three kinds classical coding

1http://www.cs.nyu.edu/~ylclab/data/norb-v1.0-small/
2http://yann.lecun.com/exdb/mnist/

3http://leon.bottou.org/projects/infimnist
4https://research.google.com/youtube8m/download.html
(CCod), large-scale spectral clustering (LSpC), and sampling-clustering-classification (S-C-C).

CCod uses LSR [19], SSC [16], LRR [17], ENSC [60], SSC-OPM [47], and EnSC [48] to compute the codes of samples to build a similarity matrix, and apply NCuts [63] to partition the matrix in small datasets.

LSpC fast constructs a similarity matrix by directly using the original data points. Nystroem [44] is to seek an approximate eigendecomposition of the similarity matrix, and NystroemO [44] is further considered in the orthogonal eigenvectors. LsSC-K-R [27] choose some landmarks to build the similarity matrix by using K-means and random selections.

S-C-C is to construct a sampling-clustering-classification strategy. In particular, select+SSC (selSSC) and select+LRR (selLRR) [39] employ SSC and LRR to cluster the sampling data points, and train a simple linear classifier for segmenting the rest data points, while SLSR, SSC and SLLR [40] cluster the sampling data points using LSR, SSC and LRR, and classify the rest data points using SRC or CRC [66], [67].

LeaSC is a machine learning paradigm that a parametric function is learned from the high-dimensional input space to their own subspaces for quickly dealing with large datasets. Based on different norms, in this paper we present five models (i.e., RPCM\(_2\), RPCM\(_3\), RPCM\(_4\), and RPCM\(_{1+2}\)). In addition, many other related models (e.g., DAE [48], SSC-LOMP [43], RPCAec [56] and latent LRR (latLRR) [57]) are also applied into our LeaSC paradigm.

**Evaluations.** We measure the clustering results by using Normalized Mutual Information (NMI) and Clustering Accuracy (ACC) [27]. They both change from 0 to 1. 0 shows total mismatching with the true subspace distribution, and 1 shows perfect match. All experiments are repeated 10 times, and we report the mean and standard deviation of the final results.

**C. Parameter Settings**

In our RPCM model, there are one parametric function and two important parameters \(\alpha\) and \(\beta\) as \(\alpha = 1\). We employ a three-layer neural network with 1,500 hidden units as the parametric function in all experiments. Its learning rate is set as \(\zeta = 1e^{-4}\), ReLU is chosen as the activation function, and the number of training epochs is set to be less than 5. We do experiments on MNIST and NORB. Fig. 8 shows the clustering results (i.e., ACC and NMI) with different \(\alpha\) and \(\beta\), which are selected from \(\{1e^{-4}, 5e^{-4}, 1e^{-3}, 5e^{-3}, 1e^{-2}, 5e^{-2}, 0.1, 1, 10, 50, 100\}\). Since there is no regularization term \(R_{2}(Z)\) in RPCM\(_2\), RPCM\(_3\), and RPCM\(_4\), they are irrelevant to \(\alpha\). From Fig. 8 we observe that RPCM\(_{1+2}\), RPCM\(_4\), RPCM\(_{1+2}\) achieve the best results at \(\beta = 1e^{-2}, 0.1, 0.1\), and \(\alpha = 100, \beta = 10\) for MNIST and MNIST8M-1M, and \(\beta = 5e^{-2}, 1e^{-4}, 1, \alpha = 1, \beta = 5e^{-2}\) for NORB, respectively. Moreover, they reach the good results at \(\beta = 5e^{-3}, 5e^{-3}, 1e^{-3}\), and \(\alpha = 1, \beta = 0.5\) for YouTube8M-1M. In addition, the number of the selected representatives is also important to the clustering results. Using these parameters, Fig. 9 shows ACC and NMI with different number of representatives. This reveals that we select 500 and 3,000 representatives from MNIST and NORB for the best results, respectively.
TABLE V
ACC (%) and NMI (%) on Extended-YaleB and AR.

| Methods      | Extended-YaleB | AR   |
|--------------|----------------|------|
|              | ACC            | NMI  |
|              | ACC            | NMI  |
| LeaSC        |                |      |
| RPCM_f_i+p^2 | 73.5±0.72      | 75.4±0.86 |
| RPCM_i        | 72.2±0.87      | 73.0±0.61 |
| RPCM_e        | 59.6±1.25      | 61.1±0.73 |
| RPCM_e+p      | 66.5±1.74      | 70.5±0.79 |
| CCod          |                |      |
| ENSC [60]     | 75.8±1.53      | 77.9±0.62 |
| SSC [16]      | 76.5±1.22      | 78.4±0.35 |
| LRR [17]      | 67.2±0.98      | 70.4±0.55 |
| LSR [19]      | 67.0±1.70      | 70.7±0.55 |
| LsSpC         |                |      |
| LSR-R [27]    | 43.4±2.08      | 55.2±0.87 |
| LSR-K [27]    | 43.4±1.21      | 54.5±0.63 |
| Nyström [44]  | 24.5±1.16      | 44.2±1.02 |
| NyströmO [44] | 21.5±0.98      | 41.4±1.05 |
| LeaSC         |                |      |
| RPCM_f_i+p^2  | 63             | 0.4  |
| RPCM_i        | 58             | 0.4  |
| RPCM_e        | 43             | 0.4  |
| RPCM_e+p      | 23             | 0.4  |
| CCod          |                |      |
| ENSC [60]     | 0              | 61   |
| SSC [16]      | 0              | 56   |
| LRR [17]      | 0              | 41   |
| LSR [19]      | 0              | 20   |
| CCode         |                |      |
| ENSC [60]     | 93.1±1.09      | 92.7±1.34 |
| SSC [16]      | 91.2±1.32      | 84.3±1.93 |
| LRR [17]      | 92.3±3.49      | 85.6±1.86 |
| LSR [19]      | 90.7±3.81      | 83.2±2.28 |
| LsSpC         |                |      |
| LSR-R-C [47]  | 70.6±0.43      | 73.9±1.66 |
| LSR-K [47]    | 85.5±0.59      | 78.6±2.28 |
| Nyström [44]  | 74.8±0.68      | 67.4±2.88 |
| NyströmO [44] | 72.7±0.81      | 66.1±4.31 |

TABLE VI
Inference time (second) comparison between LeaSC and CCode on Extended-YaleB and AR.

| Methods      | Extended-YaleB | AR   |
|--------------|----------------|------|
|              | training coding | coding coding |
| RPCM_f_i+p^2  | 63             | 0.4  |
| RPCM_i        | 58             | 0.4  |
| RPCM_e        | 43             | 0.4  |
| RPCM_e+p      | 23             | 0.4  |
| LeaSC         |                |      |
| ENSC [60]     | 0              | 61   |
| SSC [16]      | 0              | 56   |
| LRR [17]      | 0              | 41   |
| LSR [19]      | 0              | 20   |
| CCode         |                |      |
| ENSC [60]     | 78.9±1.37      | 77.9±2.20 |
| SSC [16]      | 87.6±1.72      | 76.4±3.82 |
| LRR [17]      | 81.7±1.47      | 79.3±2.96 |
| LSR [19]      | 80.7±0.98      | 75.6±1.63 |
| CCode         |                |      |
| ENSC [60]     | 78.9±1.37      | 77.9±2.20 |
| SSC [16]      | 87.6±1.72      | 76.4±3.82 |
| LRR [17]      | 81.7±1.47      | 79.3±2.96 |
| LSR [19]      | 80.7±0.98      | 75.6±1.63 |

D. Clustering Results on Small Datasets

In this subsection, we first validate that our RPCM models can sufficiently approximate the clustering ACC and NMI of the CCode methods. We do experiments on small datasets (i.e., Extended-YaleB and AR), and select all data points as the representatives. For fair comparison, NCuts [65] is used to obtain the final clustering results shown in Table V. We observe that the performance of RPCM (i.e., RPCM_f, RPCM_i, RPCM_e, and RPCM_e+p) is comparable to CCode (i.e., LSR, LRR, SSC and ENSC) as RPCM trains a parametric function to effectively approximate to the ideal codes of CCode. Moreover, Table VI shows that the coding inference time of the parametric function learned by RPCM are 50 times faster than CCode at least. This reveals that RPCM can compute the codes in a rapid way although it takes some time to learn the parametric function. Additionally, Table VI also shows that RPCM is much better than LsSpC (e.g., LSR-R and LSR-K). Hence, the above observations drive us to apply RPCM into the LeaSc paradigm for large-scale datasets.

To compare our LeaSC paradigm with all nineteen subspace clustering methods, we do experiments on small subsets with 5,000 data points, which are randomly sampled from MNIST and NORB, respectively. In the subsets, we randomly select 500 and 250 data points as the representatives for MNIST and NORB, respectively. We report all clustering results in Table VII. We observe that RPCM_f is better than all the baseline methods on the subset in MNIST and it achieves at least 3.1% (ACC) and 1.3% (NMI) improvement. On the subset in NORB, RPCM_f is also better than the most of the baseline methods. However, RPCM_f is less than SSC and LSR, which show the super clustering ability of the CCode methods on small datasets. Thus, this observation also drives us to extend the CCode methods into large scale datasets. Note that RPCM_f is less than RPCM_i and RPCM_e on the subset in NORB. A plausible reason is that the number of representatives does not satisfy the over-complete assumption for sparse coding models. Thus, we select 3,000 representatives in the whole NORB dataset.

E. Clustering Results on Large Datasets

Since it is well-known that the CCode methods (e.g., LRR and SSC) are difficult (or impossible) to compute the codes in large datasets with over ten thousand data points, we propose the LeaSC paradigm to quickly calculate the ideal codes for large-scale subspace clustering. Since the DS3 model [26] is solved by the sparse coding method, it costs much time to choose the representative. For saving the chosen time, we randomly select 500, 3000, 500 and 500 samples as the representatives from MNIST, NORB, MNIST8M-1M and YouTube8M-1M respectively. We report the final clustering results in Table VII and have the following observations:

First, we can see that our RPCM models outperform all baseline methods. RPCM has much better clustering results than the S-C-C methods (e.g., SLSR, SLRR, SSCS, selSSC, and selLRR). Particularly, RPCM_f achieves at least 18.3% (ACC) and 12.1% (NMI) improvement on MNIST, RPCM_f reaches 8.9% (ACC) and 14.0% (NMI) improvement on NORB, and RPCM_f also gets at least 17.2% (ACC) and 17.2% (NMI) improvement on MNIST8M-1M, and obtains at least 3.2% (ACC) and 5.3% (NMI) improvement on YouTube8M-1M. The basic reason is that the simple linear
classifier in the S-C-C methods does not have the power to handle the complex examples. In contrast, RPCM can fast capture the excellent codes of the complex examples by training the neural networks, and then performs LSC-K.

Second, since RPCM can learn the excellent codes of the original samples, RPCM still has higher ACC and NMI than the LSspC methods without coding models (e.g., LSR-R, LSR-K, Nyström, and Nyström-O). Specifically, RPCM, achieves at least 11.3% (ACC) and 10.4% (NMI) improvement on MNIST, and RPCM reaches 4.0% (ACC) and 4.7% (NMI) improvement on NORB. RPCM also gets better 7.6% (ACC) and 10.6% (NMI) on MNIST8M-1M, and obtains better 1.1% (ACC) and 1.4% (NMI) on YouTube8M-1M.

Third, RPCM is better than RPCM, RPCM, RPCM, and RPCM on the large datasets except for NORB. An important reason is that the experiment results are based on the 'good' scattering or deep convolutional features on the large datasets, while we use the raw pixels in NORB. In addition, our RPCM models are better than the direct encoding models (e.g., DAE, RSS-COMPARED WITH MLRR, SLRR, SSSC, selSSC, and selSSC). In addition, although RPCM is slower than LSspC, it perform better than LSspC. In fact, when the number of data points increases, its time complexity is comparable to LSspC since the training time can be ignored.

Fourth, the overall clustering time are reported in Table IX, which includes the training, coding, and clustering times. We can see that RPCM is faster than S-C-C because RPCM can quickly infer the representations by only calculating the trained neural networks. We also observe that RPCM is at least three times faster than SLSR, SLRR, SSSC, selSSC, and selSSC. In addition, although RPCM is slower than LSspC, it perform better than LSspC. In fact, when the number of data points increases, its time complexity is comparable to LSspC since the training time can be ignored.

Fifth, we verify the convergence of our Algorithm and the error curves are plotted in Fig. [10]. We only train the neural network in RPCM, five epochs as Z has a closed solution.

### Table IX

| Methods | MNIST | NORB | MNIST8M-1M | YouTube8M-1M |
|---------|-------|------|-------------|----------------|
| RPCM    | 80    | 358  | 398         | 398            |
| RPCM    | 83    | 437  | 460         | 426            |
| RPCN    | 55    | 710  | 412         | 383            |
| RPCM    | 35    | 63   | 396         | 368            |
| SLSR    | 274   | 1360 | 3161        | 3161           |
| SLRR    | 291   | 2376 | 3798        | 3252           |
| SSSC    | 285   | 2353 | 3755        | 3237           |
| selSSC  | 469   | 4329 | >24h        | >24h           |
| selSSC  | 1569  | 4489 | >24h        | >24h           |

**Fig. 10.** Convergence of RPCM with different regularization norms on MNIST (left) and NORB (right).

**VII. CONCLUSION**

To effectively handle with million-scale datasets in subspace clustering problems, we presented an efficient LeaSC paradigm. First, a representative set was sampled from the large-scale dataset. Second, using the small representative set, we proposed an RPCM model to train a parametric function from the high-dimensional subspaces to the low-dimensional subspaces. Thirdly, the trained parametric function is used to quickly compute the contractive low-dimensional representations of all data points, and the large-scale spectral clustering methods can be used to cluster the representations for the
final clustering results. Besides, we provided a contractive analysis of the parametric function to show its effectiveness for subspace clustering. Experimental results verified that our LeaSC successfully deal with million-scale datasets.

**APPENDIX A**

**PROOF OF PROPOSITION 1**

Proof: Before proving the results, we firstly give some notations. We suppose that a data matrix $Y \in \mathbb{R}^{d \times m}$ is sampled from a union of subspaces with $\hat{n}$ bases.

- **Dividing Y.** Depending on the bases, $Y$ is divided into $\hat{n}$ sub-matrices $\{Y_i \in \mathbb{R}^{d \times m_i}\}_{i=1}^{\hat{n}}$, where each data point in $Y_i$ can be regarded as the $i$th basis and $m_i$ is the number of data points in $Y_i$ ($\sum_{i=1}^{\hat{n}} m_i = m$).

- **Dividing X.** Similarly, when we randomly choose a representative matrix $X \in \mathbb{R}^{d \times n}$ from $Y$, it is divided into $\hat{n}$ sub-matrices $\{X_i \in \mathbb{R}^{d \times n_i}\}_{i=1}^{\hat{n}}$, where $X_i \subset Y_i$ and $n_i$ is the number of data points in $X_i$ ($\sum_{i=1}^{\hat{n}} n_i = n$).

- **An event.** In order to ensure that $X$ includes all the bases, that is, each $X_i$ includes at least one data point in $Y_i$ (i.e., $1 \leq n_i \leq m_i$), this is denoted by an event $(n_1, \ldots, n_{\hat{n}})$, which satisfies $\sum_{i=1}^{\hat{n}} n_i = n$ and $\{1 \leq n_i \leq m_i\}_{i=1}^{\hat{n}}$.

A set $S$ of all possible events. Following the event, all possible events are denoted by $S = \{(n_1, \ldots, n_{\hat{n}}) | \sum_{i=1}^{\hat{n}} n_i = n \land \{1 \leq n_i \leq m_i\}_{i=1}^{\hat{n}}\}$.

Now, we prove a probability $P$ to guarantee that each base has at least one select for effective subspace clustering when we random select $X$ from $Y$. Based on the event, this probability is a type of ratio where we compare how many times all possible events can occur compared to all possible selects, that is

$$P = \frac{\text{The number of all possible events}}{\text{The number of all possible selects}},$$

(21)

where

- **The number of all possible selects.** The number of selecting $n$ data points $X$ from $m$ data points $Y$ is the $n$-combination from a set including $m$ elements, $C_m^n$.

- **The number of all possible events.** In each event $(n_1, \ldots, n_{\hat{n}})$, the selected number of the event is $\prod_{i=1}^{\hat{n}} C_{m_i}^{n_i}$. When considering all possible events, the selected number is a sum of the selected numbers of all events, $\sum_{(n_1, \ldots, n_{\hat{n}}) \in S} \left( \prod_{i=1}^{\hat{n}} C_{m_i}^{n_i} \right)$.

Thus, the probability $P$ is rewritten as the Eq. (10).

**Remark A1.** Depending on the choosing number $n$, there are three cases to show the probability $P$.

1) When $0 < n < \hat{n}$, $S = \emptyset$, that is, we cannot select $X$ including all the bases. Thus, its probability is zero, $P = 0$.

2) When $\hat{n} \leq n \leq \max_i \{m_i \}$, it has inequalities $0 < \sum_{(n_1, \ldots, n_{\hat{n}}) \in S} \left( \prod_{i=1}^{\hat{n}} C_{m_i}^{n_i} \right) < C_m^n$. Thus, the probability is $0 < P < 1$.

3) When $\max_i \{m_i \} < n \leq m$, no matter how we choose, it gets $X$, which always includes all the bases, that is $\sum_{(n_1, \ldots, n_{\hat{n}}) \in S} \left( \prod_{i=1}^{\hat{n}} C_{m_i}^{n_i} \right) = C_m^n$. Thus, we always have $P = 1$.

**APPENDIX B**

**PROOF OF THEOREM 1**

Proof: By using the first-order Taylor series with the representative $x_{ij} \in X_i \subset X (1 \leq j \leq N_i, 1 \leq i \leq s)$, for any $y \in Y_{ij} \subset Y \subset \mathbb{R}^n$, we obtain

$$f(y; \theta) = f(x_{ij}; \theta) + \frac{\partial f(x_{ij}; \theta)}{\partial x_{ij}} (y - x_{ij}) + O(y - x_{ij}).$$

(22)

Since the distance between $y$ and $x_{ij}$ is less than $\rho$, it holds that

$$\|f(x_{ij}; \theta) - f(y; \theta)\| \leq \|\frac{\partial f(x_{ij}; \theta)}{\partial x_{ij}}\| \|\rho\| + O(\rho).$$

(23)

If $\|\frac{\partial f(x_{ij}; \theta)}{\partial x_{ij}}\| \|\rho\| \leq \rho$, then the Eq. (23) is rewritten as

$$\|f(x_{ij}; \theta) - f(y; \theta)\| \leq \rho^2 + O(\rho) \leq O(\rho).$$

(24)

By merging Eq. (23) with Eq. (24), it is easy to check the condition. ■
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