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Abstract: In order to solve the problem of vehicle delay caused by stops at signalized intersections, a micro-control method of a left-turning connected and automated vehicle (CAV) based on an improved deep deterministic policy gradient (DDPG) is designed in this paper. In this paper, the micro-control of the whole process of a left-turn vehicle approaching, entering, and leaving a signalized intersection is considered. In addition, in order to solve the problems of low sampling efficiency and overestimation of the critic network of the DDPG algorithm, a positive and negative reward experience replay buffer sampling mechanism and multi-critic network structure are adopted in the DDPG algorithm in this paper. Finally, the effectiveness of the signal control method, six DDPG-based methods (DDPG, PNRERB-1C-DDPG, PNRERB-3C-DDPG, PNRERB-5C-DDPG, PNRERB-5CNG-DDPG, and PNRERB-7C-DDPG), and four DQN-based methods (DQN, Dueling DQN, Double DQN, and Prioritized Replay DQN) are verified under 0.2, 0.5, and 0.7 saturation degrees of left-turning vehicles at a signalized intersection within a VISSIM simulation environment. The results show that the proposed deep reinforcement learning method can get a number of stops benefits ranging from 5% to 94%, stop time benefits ranging from 1% to 99%, and delay benefits ranging from −17% to 93%, respectively compared with the traditional signal control method.
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1. Introduction

In recent years, the autonomous vehicle (AV) has attracted wide attention at home and abroad. In July 2017, BMW, Intel, and Mobileye announced their cooperation in the development of self-driving vehicles, which are expected to be officially produced in 2021 [1]. In September 2017, Baidu held an open Technology Conference on Apollo (Software platform for autonomous driving) version 1.5. In July 2018, Daimler, Bosch, and Nvidia announced the joint development of the L4 and L5 (fully autonomous driving) AVs [1]. In addition, according to KPMG’s Autonomous Vehicles Readiness Index published in 2019, the Netherlands, Singapore, and Norway ranked in the top three, while China ranked 20th [2]. However, one of the difficulties for AVs is the application at signalized intersections. Nowadays, in order to improve vehicle traffic efficiency at intersections, traffic signal control is the main form that exists universally. The application of AVs at signalized intersections is still in the research stage, especially at the beginning of AVs putting into use—that is, the mixed state of AVs and traditional human-driven vehicles (HVs), which is one of the hotspots of current research. Therefore,
to design a suitable signalized intersection vehicle control method has profound theoretical and practical significance.

In order to effectively solve the problems brought by transportation, intelligent transportation systems (ITs) have developed rapidly. The rapid development of ITS provides a lot of convenience for traffic. Vehicle-to-infrastructure (V2I) technology is one of the current development technologies of ITS. V2I technology realizes the real-time control of vehicles or roads by means of real-time communication system between vehicles and roads. Research shows that V2I technology can effectively improve vehicle safety and reduce unnecessary parking [3], or reduce fuel consumption and exhaust emissions of vehicles at intersections [4]. Besides, the development of the 5G network provides great convenience for V2I technology. The 5G network will help improve the data transmission rate between vehicles and the infrastructure. In addition, the 5G network will greatly improve the efficiency of data collection, storage, and processing for V2I [5].

However, problems are often characterized by high dimensionality and non-linearity. Deep learning (DL) and reinforcement learning (RL) can deal with this problem well and have achieved good training results in various fields [6,7]. In addition, the deep reinforcement learning (DRL) method combines the advantages of DL and RL and shows better experimental results for some problems than traditional methods (such as pure-pursuit control) [8]. At the same time, the application of DRL in traffic optimization is more extensive, such as traffic control [9,10], ramp control [11,12], AV [13], etc.

Therefore, facing complex urban road signalized intersections, considering the mixed situation of AVs and HVs, this paper designs a left-turn CAV control method of signalized intersections based on the DRL method with V2I technology. The control method proposed in this paper can provide a new control method for CAV to drive in the area of a signalized intersection.

The main contributions of this paper are as follows.

1. Aiming at the micro-control problem of a left-turning CAV at a signalized intersection, a control method based on an improved deep deterministic policy gradient (DDPG) is presented in this paper. The left-turn connected and automated vehicle (CAV) approaching, inside, and leaving an intersection is integrated in the control method. In addition, unlike the current research methods of RL for vehicle control at signalized intersections, this paper controls the action of left-turn CAV as a continuous action, rather than dividing the action space into discrete action, which is more suitable for the actual situation.

2. In view of the instability of the DDPG algorithm, this paper divides the total experience replay buffer into positive reward experience replay buffer and negative reward experience replay buffer. Then, sampled from the positive negative reward experience replay buffer according to the ratio of 1:1, both excellent and not-excellent experiences can be sampled each time. At the same time, in order to avoid the overestimation of the critic network in the DDPG algorithm and accelerate the training of the actor network, the DDPG algorithm used in this paper is designed with a multi-critic structure.

3. Aiming at the problems studied in this paper, a DRL model is established. When constructing the DRL model, considering the particularity of the problem, the state of the model is processed. In addition, this paper uses micro-simulation software VISSIM to build a virtual environment and takes it as an agent-learning environment. The left-turn vehicle in the simulation environment is used as the learning agent, so that the agent can learn independently in the virtual environment. Finally, in order to verify the effectiveness of agent training in different environments, this paper analyzed the train and test results under different market penetration under 0.2, 0.5, and 0.7 saturation degrees of a signalized intersection.

The remainder of this paper is organized as follows. Section 2 summarizes the application of V2I technology in traffic, current research of signalized intersections, and RL methods. Section 3 describes the control problem and the basic assumption of the left-turn CAV under the V2I environment, as well as DRL problem. Section 4 introduces the RL methods and describes the improved DRL methods
proposed in this paper. Section 5 analyzes the results. Section 6 summarizes the paper and identifies the direction of future work.

2. Literature Review

V2I can provide more safe and efficient driving information for road drivers. In the intersection area, with V2I, researchers have made a lot of contributions, whether to improve traffic safety and efficiency [14,15] or to reduce fuel consumption and exhaust emissions [16,17].

A signalized intersection is an important node in urban road traffic. Unlike continuous traffic flow on expressways, traffic flow on urban roads is often affected by intersection lights and conflicting traffic flow, resulting in increased stop time at stop lines and a large number of vehicle delays. Researchers have made a lot of research on signalized intersections, which can be divided into macro and micro fields.

In macro research, the main purpose is to optimize the traffic signal timing so that vehicles can pass through intersections safer and more efficiently [18,19]. Zhou [20] took an urban road intersection under the environment of a vehicular network as the research object and proposed an adaptive traffic signal control algorithm based on cooperative vehicle infrastructure (ATSC-CVI). Simulation results show that the algorithm has a better control effect than fixed-time control and actuated control. In order to optimize the vehicle trajectory and signalized phases at single signalized intersections in the vehicular network environment, Yu et al. [21] considered vehicles passing through intersections in a queue, and established an optimal control model for the front vehicle in the queue. Simulation results show that the proposed vehicle actuated control method has some improvements in intersection capacity, vehicle delay, and CO2 emissions.

Micro research involves optimizing the trajectory of each vehicle to improve the overall traffic efficiency of intersections, reducing unnecessary stops, fuel consumption, and exhaust emissions [22,23]. To solve the problem of the hybrid formation of electric vehicles and traditional fuel vehicles, He and Wu [24] proposed an optimal control model. The experimental results showed that the optimal control model was beneficial to reduce the fuel consumption of the hybrid fleet. In addition, some researchers have done some research on the mixed environment of AVs and HVs. A real-time cooperative eco-driving strategy was designed for the vehicle queue of hybrid AVs and HVs by Zhao et al. [23]. They found that the proposed eco-driving strategy can effectively smooth the trajectory of fleet and reduce the fuel consumption of the whole transportation system. Gong and Du [25] proposed a cooperative queue control method for hybrid AVs and HVs, which can effectively stabilize the traffic flow of the entire queue. However, most of the research studies are from the perspective of eco-driving, aiming at reducing the fuel consumption and exhaust emissions of vehicles. In the case of mixed AVs and HVs, vehicle delays also should be taken into account. In addition, the optimization methods are mostly based on the mechanism model, and the robustness of this method is often poor.

For the study of signalized intersections, many researchers have solved the corresponding problems with the RL method. For example, by the Q-learning algorithm, Kalantari et al. [26] proposed a distributed cooperative intelligent system for AVs through intersections, which can effectively reduce the number of collisions and improve the travel time of vehicles. Shi et al. [27] applied the improved Q-learning algorithm to optimize the eco-driving behavior of motor vehicles. They found that the RL method can effectively reduce emissions, travel time, and stop time. Besides, through acquiring the real-time signal lights and location information, Matsumoto and Nishio [28] selected the best action according to the state of each time and finally optimized the driving behavior of each vehicle by using the self-learning characteristics of the RL method. Multi-agent traffic flow simulation showed that the average stop time was reduced. However, the traditional Q-learning algorithm requires a large amount of storage space to store Q tables, which is not suitable for the huge problem of state space and action space. Moreover, in practical problems, a large number of researchers only discretize the action space, not considering that many problems in reality are a problem of continuous action. The
discretization of action may lead to a certain difference between the optimization result and the reality, and the reality utilization rate is low.

In addition, in order to solve the continuous action problem, Lillicrap [29] proposed a model-free algorithm, deep deterministic policy gradient (DDPG) based on deterministic policy gradients (DPGs) [30] and actor critics (AC) [31]. Unlike DRL based on the value function, the DDPG algorithm can solve the problem of continuous action space very well and has attracted extensive attention of researchers. Zuo [32] proposed a continuous RL method that combined a DDPG with human operation and applied it to the problem of AVs. The simulation results showed that this method could effectively improve the learning stability. Besides, based on DRL, Zhu [33] proposed a framework of human-like automatic driving and a car-following model. Using historical driving data as the input of RL and through the continuous trial and error of the DDPG, the DDPG can finally learn the optimal strategy. The experimental results showed that this framework structure could use many different driving environments. Undoubtedly, since the DDPG algorithm was proposed in 2015, it has attracted wide attention. However, the research related to the DDPG algorithm in the complex environment of a signalized intersection is scarce, especially in the research of AVs and HVs.

From the above literature, we can find that there are four shortcomings in the current research: firstly, because the macro research of signalized intersections is relatively early, there is more research, and there is relatively less micro research. Secondly, most of the micro research is based on the mechanism model, and the robustness of this method is poor. Furthermore, there is a lack of exploration and application of other methods (such as the DRL method). In addition, the application of RL in traffic is mainly based on discrete action RL methods, while the application of RL methods for continuous action is less. Finally, DRL has been studied in signalized intersections, but there is far more macro research than micro research. Moreover, most micro-studies mainly focus on a part of signalized intersections, lacking comprehensive consideration of the whole.

In view of the above four shortcomings, from the perspective of the micro-control of signalized intersections, this paper considers vehicle control in the whole process of approaching, moving inside, and departing from an intersection. In addition, for the micro-control problem in this paper, the DDPG algorithm is used to solve the continuous action problem. In order to further improve the performance of the algorithm, this paper adopts a DDPG method based on positive and negative reward experience replay buffer and a multi-critic structure. Finally, the virtual simulation environment is built with the micro-simulation software VISSIM, and the simulation vehicle is taken as the agent. The agent learns independently under different vehicle saturation and different CAV penetration rates, and the final optimization results are analyzed.

3. Problem Description

The problem description in this section is mainly divided into two parts. In the first part, it describes the left-turn CAV control problem in the V2I environment, which mainly describes the practical problems to be solved in this paper. In the second part, the real problems are described by the DRL method, and the model of the DRL method in this paper is established.

3.1. Description of the Left-Turning CAV Control Problem in V2I Environment

The intersection studied in this paper is a two-way multi-lane single signalized intersection, as shown in Figure 1.

The research problem in this paper can be described as follows: this paper only considers the whole process of left-turn vehicles passing through the intersection. Therefore, this paper will elaborate the problem from the perspective of left-turn vehicles. As shown in Figure 1, assume a CAV Veh enters the intersection from the left lane of the west entrance road. Then, check whether the Veh enters the control area of the intersection through the Detector1, and send the vehicle number to the road side unit (RSU); at the same time, the Veh also sends vehicle information to the RSU. Since this paper considers the coexistence of HVs and CAVs, therefore, only CAVs can send vehicle information. The
RSU determines the control vehicle information through the detector information and the vehicle information sent by CAV and activates the control center system. The controlled vehicle hands over control of the vehicle to the control center system until the vehicle passes through the Detector\(^2\) on the north exit. CAVs, the RSU, and the control center conduct information interaction through the V2I system [34].

![Figure 1. The road network structure.](image)

In order to specify the research object, the following assumptions are made in this paper:

(1) Within the control range, vehicles are not allowed to turn around, overtake, change lanes, etc.
(2) Each vehicle has determined the exit road before entering the control area of the intersection.
(3) Communication devices are installed in the CAV and RSU to ensure real-time communication between the vehicle, RSU, and the control center.
(4) There is no communication delay or packet loss between the CAV, RSU, and control centers.
(5) The CAV drives in full accordance with the driving behavior of the central control system.

3.2. Deep Reinforcement Learning Problem Description

3.2.1. State Description

The state space can be described as the following equation:

\[
\begin{align*}
\mathbf{s}_t = [x_t, y_t, v_t, x^b_t, y^b_t, v^b_t, s_{\text{sig}}] 
\end{align*}
\]

where \(s_t\) represents the current control vehicle state at time \(t\); \(x_t\) represents the position of the current control vehicle at time \(t\) on the horizontal axis of the coordinate axis (m); \(y_t\) represents the position of the current control vehicle at time \(t\) on the vertical axis of the coordinate axis (m); \(v_t\) represents the current control vehicle speed at time \(t\) (km/h); \(x^b_t\) represents the position of the front vehicle closest to the current control vehicle at time \(t\) on the horizontal axis of the coordinate axis (m); \(y^b_t\) represents the position of the front vehicle closest to the current control vehicle at time \(t\) on the vertical axis of the coordinate axis (m); \(s_{\text{sig}}\) represents the current signal state.
coordinate axis (m); \( v^b_t \) represents the speed of the nearest vehicle in front of the current control vehicle at time \( t \) (km/h); \( \text{sig}_t \) represents the left turn control signal time in the direction of east and west at time \( t \) (s).

(1) State processing method

Since the dimensions of location information and speed information in this paper are different, the variables of location information (including the control vehicle and the vehicle in front of the control vehicle) are divided by 10 in this paper in order to avoid the influence of big data over small data. In addition, this paper sets the speed of the traditional vehicle to the maximum expected speed. In order to avoid the influence of the CAV caused by a HV at the red light of a signal, the information of the first CAV that did not pass the stop line is temporarily adjusted during the red light. The location of the vehicle ahead is adjusted for the current CAV 10 meters ahead with a speed adjustment to 10 km/h. The same controller is used from the time when the CAV enters the control area to the time when it leaves the control area. However, the signal information has no effect on the vehicle after the CAV passes the stop line. The variable of the signal for the vehicle passing the stop line is taken as a large value of \( \psi \) in this paper.

3.2.2. Action Description

The action space can be described as following equation:

\[
a_t = [0, 70]
\]  

Here, \( a_t \) represents the optional action for agent at time \( t \). The action is defined as the speed of the controlled vehicle (km/h) in this paper. The action space is continuous; that is, any integer between 0 km/h and 70 km/h can be taken.

3.2.3. Reward Function Description

The reward function can be described as following equation:

\[
r_t = \begin{cases} 
\omega_1 \cdot (d_t - d_{t-1}) - \omega_2 \cdot \xi_1 \cdot \text{moe}_t^g & v_t > v_m \\
-\xi_2 \cdot \text{moe}_t^g & v_t \leq v_m 
\end{cases}
\]  

Here, \( r_t \) represents the immediate reward value for the currently controlled vehicle at time \( t \). \( d_t \) represents the total travel distance of the currently controlled vehicle at time \( t \) (m). \( d_{t-1} \) represents the total travel distance of the currently controlled vehicle at time \( t-1 \) (m). \( \text{moe}_t^g \) [35] represents the instantaneous fuel consumption rate (l/s) or pollutant emission rate (mg/s) of the controlled vehicle at time \( t \). \( g \) represents the measured value type, including fuel consumption and carbon dioxide. It is carbon dioxide in Formula (3). \( \omega_1 \) and \( \omega_2 \) represent the weighting factor, whose units are all 1. To adjust the magnitude of the carbon dioxide emission rate, give a parameter \( \xi_1 \), whose unit is (m·s)/mg. \( v_m \) represents the acceptable minimum speed (km/h). In order to prevent the current control vehicle from driving at a low speed, a penalty \( \xi_2 \) is designed, whose unit is (m·s)/mg.

The general idea of the reward function is that the control vehicle is given a penalty value when the control vehicle drives at a low speed. This is because when the vehicle speed is too low, it may cause a traffic jam situation. When the controlled vehicle drives at an acceptable speed, the efficiency of the vehicle is taken as the first goal (travel distance per second is considered). The exhaust emission of the vehicle is taken as the second goal.
4. Multi-Critic DDPG Method Based on Positive and Negative Reward Experience Replay Buffer

4.1. Reinforcement Learning

The essence of the RL [36] method is that an agent interacts with the environment through a series of trial-and-error processes, so that agents can independently execute actions in the face of a specific state, so as to get the maximum return. RL is developed by Markov decision processes (MDP), which can be expressed as a five-tuple; that is, \( \{S, A, P, R, \gamma\} \). \( S \) represents a finite set of states. \( A \) represents a finite set of actions. \( P = S \times A \times S \rightarrow [0, 1] \) represents a state transition model. \( R = S \times A \) represents an immediate reward function. \( \gamma \) represents a discount factor [37].

4.2. Multi-Critic DDPG Method Based on Positive and Negative Reward Experience Replay Buffer (PNRERB-MC-DDPG)

At present, a large number of researchers have applied DDPG to solve many problems of continuous action space. However, there are still some problems in the application of the DDPG algorithm. The experience replay mechanism proposed in paper [38] refers to defining an experience replay buffer first. The historical experience of each interaction between the agent and the environment is stored in the experience replay buffer, and the learning data is extracted from the experience replay buffer every time. When sampling in the experience replay buffer, the selected historical experience is obtained by random selection, so it is difficult to balance the ratio of good and bad rewards, resulting in the algorithm having poor stability. In addition, the critic network plays an important role in evaluating the actions of the actor network, and an inaccurate evaluation may lead to slow convergence of the actor network. While in the learning process of the critic network, it is easy to cause the problem of overestimation, resulting in the poor learning effect of the actor network.

Therefore, the method adopted in this paper will be described in detail below:

(1) Positive and negative reward experience replay buffer (PNRERB)

Experience in an original DDPG replay buffer mix excellent and not excellent experiences. According to the positive and negative immediate reward value, the reward function designed in this paper obtains 0 reward experience seldom, and 0 reward experience is classified as a positive reward experience in the algorithm used in this paper, in which experience can be divided into positive and negative experience rewards. The positive and negative experiences are stored in the positive and negative experience replay buffer. As with the original DDPG approach, this paper initializes the size of the two experience replay buffers, and when they are full of experience, it replaces the oldest stored experience with the new historical experience. In addition, this paper adopts the method of small batch learning to train the DRL network. Therefore, the agent interacts with the environment firstly, collecting a certain amount of historical experience, and then extracting the experience from experience replay buffer to train the neural network. Each time the experience is extracted from the experience replay buffer, positive and negative reward experiences are respectively extracted from the experience replay buffer in a 1:1 ratio, so that good and bad experiences can be learned at the same time in each training network.

(2) Multi-critic network

The main network has a great influence on the whole DDPG algorithm. The critic network in the DDPG algorithm may have the problem of overestimation. While the critic network evaluation is not accurate, it is easy to cause incorrect guidance for the actor network learning. In order to reduce the overestimation problem of the critic network, Wu et al. [39] proposed a multi-critic network approach to solve the continuous problem and tested the effect of the improved algorithm in the OpenAI Gym platform. However, they just tested some simple questions, and it was not used to solve practical problems. In this paper, the multi-critic DDPG method proposed in paper [39] is combined with
PNRERB to realize PNRERB-Multi-Critic-DDPG(PNRERB-MC-DDPG) methods, which are finally applied to solve the problem of signal intersection vehicle micro-control.

Since there are many networks in the critic network, it is necessary to consider the local error and the global error when calculating the loss of the critic network, so that the main network can be updated and evaluated better.

Equations (4)–(15) are used to update the network parameters.

\[
L(\theta_h) = \frac{1}{B} \sum_i (r_i + \gamma Q'_h(s_{i+1}, \mu'(s_{i+1}|\theta'_h)) - Q_h(s_i, a_i|\theta_h^Q))^2
\]  

(4)

\[
L(\theta) = \frac{1}{B} \sum_i (y_i - Q_{avg}(s_i, a_i|\theta))^2
\]  

(5)

\[
L(p) = \frac{1}{B} \sum_i (Q_h(s_i, a_i|\theta_h^Q) - Q_{avg}(s_i, a_i|\theta))
\]  

(6)

\[
L = q_1 L(\theta_h) + q_2 L(\theta) + \phi L(p)
\]  

(7)

\[
y_i = r_i + \gamma Q'_{avg}(s_{i+1}, \mu'(s_{i+1}|\theta'_h)|\theta'_h)
\]  

(8)

\[
Q_{avg}(s_i, a_i|\theta) = \frac{1}{H} \sum_{h=1}^H (Q_h(s_i, a_i|\theta_h^Q))
\]  

(9)

Here, \(L(\theta_h)\) represents the loss of the critic network and its corresponding target network under the main network. \(L(\theta)\) represents the error between the Q mean of the main network of multi-critics and the Q mean of the target network. \(L(p)\) represents the error between each critic network in the main network and the Q mean value of target network. \(L(\theta_h)\) and \(L(p)\) represent the local errors. \(L(\theta)\) represents the global error. \(B\) represents the learning batch. \(i\) represents the batch \(i\) of experience data. \(Q'_h(s_{i+1}, \mu'(s_{i+1}|\theta'_h)|\theta_h^Q)\) represents the target value obtained by the \(h\)th \((h = 1 \ldots H)\) critic network under the target network parameter \(\theta_h^Q\), with state \(s_{i+1}\) and policy \(\mu'\) obtained by the actor network as the input of the target network. \(H\) represents the total number of critic networks. \(Q_h(s_i, a_i|\theta_h^Q)\) represents the state action value function obtained by the \(h\)th critic network under the parameter \(\theta_h^Q\). \(Q_{avg}\) and \(Q'_{avg}\) represent the average Q value of the critic network and Q’ value of the target network obtained by multiple main networks, respectively. \(q_1, q_2\) and \(\phi\) represent the weighting factor.

According to the average state action value function obtained by Formula (9), the strategy gradient is calculated by following equation:

\[
J(\mu_{\theta_h}) = \int_B \rho^\mu(s) \mu_{\theta_h}(s) Q_{avg}(s, a|\theta)|_{a=\mu_{\theta_h}(s)} ds
= E_{s \sim \rho^\mu} [\mu_{\theta_h}(s) Q_{avg}(s, a|\theta)|_{a=\mu_{\theta_h}(s)}]
\]  

(10)

\[
\nabla_{\theta_h} J(\mu_{\theta_h}) = \int_B \rho^\mu(s) \nabla_{\theta_h} \mu_{\theta_h}(s) Q_{avg}(s, a|\theta)|_{a=\mu_{\theta_h}(s)} ds
= E_{s \sim \rho^\mu} [\nabla_{\theta_h} \mu_{\theta_h}(s) Q_{avg}(s, a|\theta)|_{a=\mu_{\theta_h}(s)}]
\]  

(11)

Here, \(\rho^\mu(s)\) represents the state transition probability.

Finally, the calculated loss and policy gradient are used to update each critic network and actor network, respectively. For the target network update, this paper adopts the method of “soft update”. In the processing of the update, since there are multiple critic networks, the update of the target network corresponds to their respective critic networks, while the actor network has only one network. So, the update formula is:

\[
\theta_h^Q \leftarrow \theta_h^Q + \alpha \cdot \nabla_{\theta_h} L(\theta_h^Q)
\]  

(12)

\[
\theta^\mu \leftarrow \theta^\mu + \beta \cdot \nabla_{\theta^\mu} J(\mu_{\theta_h})
\]  

(13)
\[
\theta'^Q_h \leftarrow \tau \theta^Q_h + (1 - \tau) \theta'^Q_h \\
\theta'^\mu \leftarrow \tau \theta^\mu + (1 - \tau) \theta'^\mu
\]  

(14)

(15)

Here, \( \alpha \) represents the learning rate of the critic network, \( \beta \) represents the learning rate of the actor network, and \( \tau \) represents the soft update factor of the target network.

Figure 2 shows the interaction between the PNRERB-MC-DDPG method and the environment. In this paper, the VISSIM simulation environment is used as the environment. The interactive process is as follows. Firstly, the current state is obtained from the VISSIM simulation, and the state is taken as the input to the actor network and critic network of the main network. After that, the current moment action is obtained from the actor network of the main network. Then, the action is applied to the vehicle in the VISSIM simulation environment to get the state of the next moment and the current immediate reward. At the same time, the states, actions, and rewards are stored in the experience replay buffer. Experience will be stored in either the positive reward experience replay buffer (PRERB) or negative reward experience replay buffer (NRERB). After a certain amount of experience data is stored in the experience replay buffer, the experience is extracted from it at a certain frequency. Finally, the parameters in the target network are updated in the way of a soft update until the algorithm converges. Algorithm 1 is the pseudo-code of the PNRERB-MC-DDPG method for the actual traffic problem.

Figure 2. Interaction between the PNRERB-MC-DDPG method and VISSIM software.
The simulation parameters are set as shown in Table 2. The length of approaching the intersection is 400 m, the length of moving inside the intersection is 20 m, and the length of leaving the intersection is 400 m. The signal cycle is 60 s. The red light is 42 s. The green light is 18 s. The other VISSIM simulation parameters are set as shown in Table 1. In this paper, communication is conducted through the programming software Python and VISSIM com interface.

In this experiment, the signal control method, six DDPG-based methods (DDPG, PNRERB-1C-DDPG, PNRERB-3C-DDPG, PNRERB-5C-DDPG, PNRERB-5CNG-DDPG, and PNRERB-7C-DDPG), and four Deep Q Network based (DQN-based) methods (DQN, Dueling DQN, Double DQN, and Prioritized Replay DQN) are respectively compared. The parameters of 10 methods and the programming software can be found in Appendix A.
The evaluation of the DRL algorithm is divided into a training period and testing period. The trained DRL model is used for testing the performance of the testing period.

![Figure 3. VISSIM simulation road network.](image)

| Table 1. VISSIM simulation parameters. CAV: connected and automated vehicle, HV: human-driven vehicle. |
|-------------------------------------------------|
| CAV | HV |
| Desired speed limit | 70 km/h | Desired speed | 70 km/h |
| Minimum speed limit | 0 km/h | Minimum speed | 0 km/h |
| Maximum acceleration | 3.5 m/s² | Minimum deceleration | −4 m/s² |

5.1. Training Results

In order to verify the effectiveness of the methods in this paper, 10 methods are trained, respectively. The 10 RL methods are verified under the saturation degrees of 0.2, 0.5, and 0.7, the market penetration rate (MPR) of the CAV market is divided into six types: 0%, 20%, 40%, 60%, 80%, and 100%. Therefore, the training experiment consists of 153 experiments (including three signal control experiments, 90 DDPG-based experiments, and 60 DQN-based experiments. The signal control experiments refer to the situation in which the MPR of the CAV market is 0%). Each experiment is repeated five times, and the result is the average of five times. The VISSIM simulation random seed is set as 41.

In this paper, the average travel time (ATT) [28] is taken as the evaluation index of training convergence. The calculating equation of ATT is described as shown in Equation (16). At 100,000 simulation seconds, 153 groups of experiments all converged. So, the experiment in each group is trained for 100,000 s. The training results of 100,000 s are analyzed, and the model trained under 100,000 s is used as an evaluation model for subsequent test verification.

\[
k_{ATT} = \frac{1}{n} \sum_{k=0}^{n} TT_k \tag{16}
\]
Equation (16) represents the ATT of all the vehicles, from entering the control area to leaving the control area of the intersection. Here, $k_{ATT}$ represents ATT, $TT_k$ represents the travel time of the $k$th vehicle, and $n$ represents the number of vehicles leaving the control area of the intersection within the total simulation time.

Figure 4 shows the ATT results under different CAV MPR for 10 methods under the saturation of 0.2. Table 2 shows ATT values after they have converged. Benchmark means the signal control method. According to Figure 4, the ATT of 10 methods all converge, but four methods (DQN, Dueling DQN, Double DQN, and Prioritized Replay DQN) get larger ATT values than the other six methods. As the MPR is 0%, all vehicles are HVs. HVs drive at the maximum desired speed. Therefore, as can be seen in Figure 4, the ATT is the shortest in the cases of 0%. In addition, under either method, the ATT curve rises first and then converges to a smaller value. This is because at the beginning of training, in order to enable the agent to explore more excellent policies, we set a random exploration noise value.

### Table 2. ATT results of different saturation.

#### Saturation Degree = 0.2

| MPR | Benchmark | DDPG-Based Methods | DQN-Based Methods |
|-----|-----------|---------------------|-------------------|
|     | M0 | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10 |
| 0%  | 56.0 | 56.0 | 56.0 | 56.0 | 56.0 | 56.0 | 56.0 | 56.0 | 56.0 | 56.0 | 56.0 |
| 20% | / | 57.3 | 57.3 | 57.4 | 60.5 | 62.4 | 56.2 | 61.0 | 60.2 | 59.4 | 61.0 |
| 40% | / | 58.0 | 57.3 | 58.5 | 58.2 | 61.9 | 58.0 | 65.0 | 61.5 | 61.1 | 63.4 |
| 60% | / | 58.6 | 59.7 | 59.0 | 60.0 | 59.3 | 57.5 | 67.0 | 62.8 | 64.3 | 67.5 |
| 80% | / | 59.0 | 59.4 | 58.3 | 60.7 | 59.6 | 59.7 | 66.0 | 63.6 | 67.1 | 66.9 |
| 100% | / | 60.9 | 59.1 | 60.0 | 59.5 | 61.4 | 58.2 | 71.1 | 65.5 | 68.5 | 72.7 |

#### Saturation Degree = 0.5

| MPR | Benchmark | DDPG-Based Methods | DQN-Based Methods |
|-----|-----------|---------------------|-------------------|
|     | M0 | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10 |
| 0%  | 57.6 | 57.6 | 57.6 | 57.6 | 57.6 | 57.6 | 57.6 | 57.6 | 57.6 | 57.6 | 57.6 |
| 20% | / | 58.7 | 59.9 | 58.8 | 58.7 | 61.2 | 58.7 | 63.3 | 63.2 | 62.7 | 62.8 |
| 40% | / | 61.1 | 58.5 | 58.8 | 57.9 | 61.9 | 58.9 | 64.4 | 63.5 | 67.8 | 65.2 |
| 60% | / | 60.2 | 59.4 | 59.2 | 59.1 | 64.2 | 60.7 | 70.6 | 66.7 | 70.0 | 74.5 |
| 80% | / | 60.9 | 60.6 | 60.3 | 59.9 | 68.4 | 59.6 | 75.3 | 68.3 | 72.0 | 64.6 |
| 100% | / | 66.6 | 62.2 | 62.8 | 58.8 | 69.8 | 61.5 | 75.3 | 73.1 | 74.2 | 67.6 |

#### Saturation Degree = 0.7

| MPR | Benchmark | DDPG-Based Methods | DQN-Based Methods |
|-----|-----------|---------------------|-------------------|
|     | M0 | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10 |
| 0%  | 59.4 | 59.4 | 59.4 | 59.4 | 59.4 | 59.4 | 59.4 | 59.4 | 59.4 | 59.4 | 59.4 |
| 20% | / | 60.3 | 61.5 | 60.4 | 61.5 | 62.4 | 60.4 | 69.5 | 65.7 | 64.7 | 65.8 |
| 40% | / | 62.1 | 62.3 | 60.9 | 62.3 | 62.5 | 62.6 | 73.1 | 70.5 | 72.4 | 69.4 |
| 60% | / | 65.3 | 61.6 | 61.8 | 62.0 | 62.8 | 62.6 | 72.4 | 75.0 | 78.3 | 73.2 |
| 80% | / | 66.3 | 61.5 | 62.6 | 60.6 | 72.0 | 62.0 | 76.1 | 75.1 | 75.0 | 74.4 |
| 100% | / | 64.7 | 66.5 | 62.5 | 62.0 | 69.1 | 61.0 | 78.0 | 76.7 | 76.8 | 75.8 |

M0: Signal control method; M1: DDPG method; M2: PNRERB-1C-DDPG method; M3: PNRERB-3C-DDPG method; M4: PNRERB-5C-DDPG method; M5: PNRERB-5CNG-DDPG method; M6: PNRERB-7C-DDPG method; M7: DQN method; M8: Dueling DQN method; M9: Double-DQN method; M10: Prioritized Replay DQN method.
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Figure 4. Average travel time (ATT) results for different CAV market penetration rates (MPRs) under 0.2 saturation.

As we can see from Figure 4 and Table 2, on the whole, DDPG-based methods are better than DQN-based methods. Most DDPG-based methods can get a smaller ATT (less than 60 s), but for some methods (such as the PNRERB-5CNG-DDPG method, which is caused by the absence of the preceding vehicle state handling method in the input of the model), they get a slightly larger value. Besides, most DQN-based methods can get larger ATT values (more than 60 s).

Figure 5 shows the convergence of ATT values for different CAV MPRs for 10 methods under the saturation of 0.5. As can be seen from Figure 5 and Table 2, except for the ATT obtained by DQN, Dueling DQN, Double DQN, Prioritized Replay DQNP, NRERB-3C-DDPG, and PNRERB-5CNG-DDPG being relatively large, the ATT values obtained by the 10 methods eventually can get a stable value. Compared with Figure 5c–e, the ATT values obtained by Figure 5a,b are larger and less stable, especially for DQN-based methods. In addition, the stable ATT values of the PNRERB-5CNG-DDPG method are all larger than those of the DDPG method. When the MPR is 100%, most methods all get a higher ATT value, which means that with a low MPR, we can get a better value than that with a higher MPR.
Figure 5. ATT for different CAV penetration rates under saturation degree 0.5.

Figure 6 shows the convergence of ATT values for different CAV MPRs for 10 methods under the saturation degree of 0.7. As can be seen from Figure 6 and Table 2, the ATT for 10 methods eventually
tends to be stable. However, compared with Figures 4 and 5, the values of the 10 methods in Figure 6 are relatively larger. Likewise, the DQN-based method and PNRERB-5CNG-DDPG method have certain fluctuation, while the volatility of the other five methods is small. This is because DQN-based methods discretize the action, which results in worse strategies. The PNRERB-5CNG-DDPG method does not adopt the state processing method of the preceding vehicle, resulting in inaccurate judgment of the state of the preceding vehicle, and a long ATT. Among the PNRERB-1C-DDPG, PNRERB-3C-DDPG, PNRERB-5C-DDPG, and PNRERB-7C-DDPG methods, the ATT obtained by the PNRERB-7C-DDPG method is the most stable.

In conclusion, Figures 4–6 show that the ATT in each case converges under the three saturation conditions. However, compared with the method that does not adopt the preceding vehicle state processing method (PNRERB-5CNG-DDPG), the method that adopts the preceding vehicle state processing method has a better effect (PNRERB-5C-DDPG). In addition, DQN-based methods can learn worse strategies than the DDPG-based method, resulting in larger ATT values. Finally, compared with Figures 4–6, there is a certain difference in the convergence of the ATT curve, which also reflects the randomness of the DRL method, so repeated experiments are needed.

![Figure 6. Cont.](image-url)
5.2. Test Results

After the training period, the trained models are applied to test the efficiency of the RL algorithm. In order to eliminate the contingency of the algorithm, this paper carries out simulation under the random seeds 38, 40, 42, 44, and 46 of VISSIM. Each simulation time is 10,800 s (3 h). Finally, the mean value of five group experiments for each method was taken as the final analysis result.

In order to verify the validity of the algorithm in this paper, the same as the training, 10 methods under the saturation of 0.2, 0.5, and 0.7 were tested. The number of stops, stop time, delay, and fuel consumption and exhaust emission are used as evaluation index. The benefits are calculated by Equations (17)–(19):

\[
B_{\text{number-of-stops}} = \frac{NS_{RL} - NS_s}{NS_s} \times 100\% \quad (17)
\]

\[
B_{\text{stop-time}} = \frac{ST_{RL} - ST_s}{ST_s} \times 100\% \quad (18)
\]

\[
B_{\text{delay}} = \frac{D_{RL} - D_s}{D_s} \times 100\% \quad (19)
\]

Here, \(B_{\text{number-of-stops}}\), \(B_{\text{stop-time}}\), and \(B_{\text{delay}}\) represent the number of stops, stop time, and delay benefits respectively, \(NS_{RL}\), \(ST_{RL}\) and \(D_{RL}\) are the number of stops, stop time, and delay obtained from the RL algorithm. \(NS_s\), \(ST_s\), and \(D_s\) are the number of stops, stop time, and delay obtained from the signal control method.

Figure 7 is a comparison diagram of the number of stops for the 10 methods under the saturation degrees of 0.2, 0.5, and 0.7, respectively. Table 3 shows the benefits of the number of stops for 10 methods under three saturation degrees. The 0% MPR means that all vehicles are HVs, having the same meaning as shown in Figures 8 and 9. As can be seen from the (a), (b), and (c) graphs in Figure 7 and Table 3, the 10 methods can reduce the number of stops. The highest benefits of the saturation degrees of 0.2, 0.5, and 0.7 are 94%, 89%, and 73%, respectively.
As can be seen from the (a), (b), and (c) graphs in Figure 7, as the MPR of the CAVs increases, the number of stops gradually decreases for the DDPG-based methods. However, the DQN-based methods all get a worse result than the DDPG-based method. At penetration rates of 20% and 40%, the benefits of the six DDPG methods differ little. However, when the penetration rate is 60%, 80%, or 100%, the benefits gap is relatively obvious. Among the six methods, the DDPG method with multi-critics is better than the traditional DDPG method, while among the DDPG methods with multi-critics, the PNRERB-5CNG-DDPG method has the lowest benefits. This is because PNRERB-5CNG-DDPG does not consider the preceding vehicle state processing method, and the CAV is influenced by the HV. The benefit difference between PNRERB-1C-DDPG, PNRERB-3C-DDPG and PNRERB-7C-DDPG is not
obvious. Relatively, the benefit of the PNRERB-5C-DDPG method is the highest, the total number of stops in 3 h is reduced to 14, and the benefit is up to 94%.

Table 3. Benefits of the number of stops.

| Saturation Degree = 0.2 (%) | DDPG-Based Methods | DQN-Based Methods |
|----------------------------|--------------------|-------------------|
| MPR | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10 |
| 20% | 17 | 26 | 17 | 24 | 19 | 15 | 4  | 11 | 15 | 4  |
| 40% | 39 | 44 | 43 | 29 | 41 | 40 | 14 | −1 | 10 | −1 |
| 60% | 29 | 51 | 56 | 66 | 48 | 44 | 40 | 11 | 17 | 35 |
| 80% | 49 | 69 | 72 | 80 | 52 | 74 | 4  | 46 | 33 | 10 |
| 100%| 59 | 83 | 82 | 94 | 78 | 85 | 40 | 58 | −2 | 14 |

| Saturation Degree = 0.5 (%) | DDPG-Based Methods | DQN-Based Methods |
|-----------------------------|--------------------|-------------------|
| MPR | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10 |
| 20% | 23 | 16 | 26 | 14 | 13 | 18 | 14 | 34 | 13 | 4  |
| 40% | 40 | 44 | 29 | 46 | 35 | 37 | 40 | 5  | −3 | 6  |
| 60% | 53 | 58 | 59 | 61 | 44 | 57 | 38 | 25 | 48 | 24 |
| 80% | 37 | 65 | 69 | 81 | 70 | 61 | 52 | 61 | 54 | 63 |
| 100%| 52 | 76 | 78 | 89 | 79 | 77 | 61 | 52 | 56 | 55 |

| Saturation Degree = 0.7 (%) | DDPG-Based Methods | DQN-Based Methods |
|-----------------------------|--------------------|-------------------|
| MPR | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10 |
| 20% | 0  | 26 | 5  | 28 | 20 | 21 | 5  | 11 | −5 | −2 |
| 40% | 36 | 46 | 28 | 46 | 27 | 35 | 22 | 31 | 30 | −13|
| 60% | 67 | 52 | 45 | 57 | 28 | 47 | 24 | 3  | 1  | −9 |
| 80% | 63 | 63 | 43 | 68 | 36 | 65 | 9  | 20 | 19 | 18 |
| 100%| 69 | 72 | 54 | 73 | 76 | 72 | −16| 0  | 1  | −1 |

M1: DDPG method; M2: PNRERB-1C-DDPG method; M3: PNRERB-3C-DDPG method; M4: PNRERB-5C-DDPG method; M5: PNRERB-5CNG-DDPG method; M6: PNRERB-7C-DDPG method; M7: DQN method; M8: Dueling-DQN method; M9: Double-DQN method; M10: Prioritized-Replay-DQN method; MPR: market penetration rate.

Similarly, it can be seen from Table 3 that the benefits of the number of stops under the saturation degrees of 0.2, 0.5, and 0.7 are different. However, in general, the benefits under 0.2 and 0.5 saturation degrees are higher than that for 0.7. Moreover, with a higher MPR, most methods can get higher benefits. However, some DQN-based methods (such as the Prioritized Replay DQN method) can get a minus result, which means that the number of stops optimized by this DQN’s method is higher than that of the signal control.

Figure 8 is comparison diagram of the stop times of different CAV MPRs for 10 methods under the saturation degrees of 0.2, 0.5 and 0.7. Table 4 shows the benefits of the stop time for 10 methods under three different saturation degrees. It can be seen from (a), (b), and (c) in Figure 8 and Table 4 that the stop time of each vehicle is reduced for a certain extent of 10 RL-based methods under the saturation degrees of 0.2, 0.5, and 0.7. The maximum benefits of saturation of 0.2, 0.5, and 0.7 are 99%, 85%, and 73% respectively.
Figure 8. Comparison diagram of stop times under different CAV MPRs under saturation of 0.2/0.5/0.7.

Figure 8a–c show that under three different saturation degrees, with the increasing MPR, the stop time decreases gradually and the benefits increase gradually, except for some DQN-based methods (such as the Double-DQN method under 0.2 saturation). When the MPR is 60%, 80%, and 100% under the 0.2 saturation degree, the three methods of PNRERB-5C-DDPG, PNRERB-5CNG-DDPG and PNRERB-7C-DDPG are better than DDPG, PNRERB-1C-DDPG, and PNRERB-3C-DDPG, with the highest benefits of 99%, 97%, and 98%, respectively. For the five MPRs, the stop time of PNRERB-1C-DDPG, PNRERB-3C-DDPG, PNRERB-5C-DDPG, and PNRERB-7C-DDPG has little difference under 0.5 saturation. However, the stop time benefit of the DDPG method is slightly less.
Figure 9. Comparison diagram of delay under different CAV MPRs under saturation degrees of 0.2/0.5/0.7.

For Figure 8 and Table 4, under the saturation degree of 0.7, the benefits of the PNRERB-5CNG-DDPG method are the lowest for the DDPG-based methods. When the MPR is 20% and 40%, the benefits of PNRERB-1C-DDPG, PNRERB-5C-DDPG, and PNRERB-7C-DDPG methods are higher. However, when the MPR is 60%, the DDPG method has the highest profit, reaching 74%. When the MPR is 80% and 100%, DDPG, PNRERB-1C-DDPG, and PNRERB-7C-DDPG reduce the stop time the most, while PNRERB-3C-DDPG and PNRERB-5C-DDPG reduce the stop time the second most. In addition, the benefit obtained by the DDPG method includes the lowest benefit of 1% and the highest benefit of 74%, which also reflects the instability of the original DDPG method. DQN-based methods get a lower benefit relatively, while some methods get a negative benefit (such as the Prioritized-Replay-DQN method).
Table 4. Benefits of stop time.

| Saturation Degree | DDPG-Based Methods | DQN-Based Methods |
|-------------------|--------------------|-------------------|
|                   | M1                 | M2                |
|                   | M3                 | M4                | M5 | M6 | M7 | M8 | M9 | M10 |
| 20%               | 18                 | 24                | 15 | 17 | 18 | 13 | 13 | 17  | 20  | 13  |
| 40%               | 38                 | 41                | 37 | 17 | 39 | 40 | 18 | 1   | 20  | 1   |
| 60%               | 47                 | 52                | 52 | 64 | 59 | 67 | 42 | 28  | 28  | 40  |
| 80%               | 54                 | 65                | 65 | 82 | 74 | 80 | 34 | 60  | 50  | 35  |
| 100%              | 75                 | 80                | 78 | 99 | 96 | 98 | 50 | 69  | –7  | 51  |

Saturation Degree = 0.5 (%)

| MPR  | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10 |
|------|----|----|----|----|----|----|----|----|----|-----|
| 20%  | 22 | 24 | 28 | 21 | 22 | 23 | 16 | 31 | 1  | 8   |
| 40%  | 40 | 46 | 38 | 42 | 40 | 43 | 26 | 24 | 12 |
| 60%  | 50 | 57 | 57 | 57 | 52 | 54 | 45 | 51 | 54 | 50  |
| 80%  | 58 | 67 | 68 | 77 | 68 | 65 | 60 | 66 | 62 | 67  |
| 100% | 70 | 75 | 76 | 85 | 77 | 75 | 67 | 69 | 63 | 60  |

Saturation Degree = 0.7 (%)

| MPR  | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10 |
|------|----|----|----|----|----|----|----|----|----|-----|
| 20%  | 1  | 23 | 16 | 27 | 12 | 26 | 5  | 30 | 9  | 9   |
| 40%  | 43 | 47 | 38 | 44 | 29 | 42 | 29 | 44 | 44 | –9  |
| 60%  | 74 | 56 | 55 | 52 | 29 | 52 | 33 | 20 | 16 | 14  |
| 80%  | 66 | 64 | 60 | 61 | 38 | 68 | 33 | 37 | 36 | 35  |
| 100% | 71 | 71 | 66 | 65 | 39 | 73 | –16| 24 | 24 | 20  |

M1: DDPG method; M2: PNRERB-1C-DDPG method; M3: PNRERB-3C-DDPG method; M4: PNRERB-5C-DDPG method; M5: PNRERB-5CNG-DDPG method; M6: PNRERB-7C-DDPG method; M7: DQN method; M8: Dueling-DQN method; M9: Double-DQN method; M10: Prioritized-Replay-DQN method; MPR: market penetration rate.

Figure 9 is a comparison diagram of the delay of different CAV MPRs under the saturation degrees of 0.2, 0.5, and 0.7 for 10 methods. Table 5 shows benefits of stop time for 10 methods under three different saturation degrees. As can be seen from Figure 9, under the saturation degrees of 0.2, 0.5, and 0.7, the delay of vehicles is reduced to a certain extent and obtains the great benefits of the 10 RL-based methods, except for some of the DQN-based methods (such as the Double-DQN method and Prioritized-Replay-DQN method). In addition, the overall benefits at a saturation degree of 0.2 are greater than those of the saturation degrees 0.5 and 0.7. At the same time, in the case of a low MPR, except for the PNRERB-5CNG-DDPG method with the saturation degree of 0.7, the difference of benefits obtained by the other five DDPG-based methods is not obvious.

For Figure 9 and Table 5, the delays and benefits are worse for the DQN-based methods compared with the DDPG-based methods, in which the DQN-based methods can get large negative benefits. However, for the 0.2 and 0.5 saturation degrees, the DQN-based methods can get some benefits. For the DDPG-based methods, under the saturation degree of 0.2, the PNRERB-5CNG-DDPG method obtained the lowest benefit, while the PNRERB-5C-DDPG method obtained the highest, up to 93% under a MPR of 100%. When the saturation is 0.5 and MPR is 60% or above, the benefits obtained by the methods of PNRERB-1C-DDPG, PNRERB-3C-DDPG, and PNRERB-5C-DDPG are higher. Especially
when the MPR is 100%, the benefits are all above 50%, while that for the DDPG is the least: only 37%.

Under the saturation degree of 0.7, the optimization of the PNRERB-5CNG-DDPG method obtained
the highest delay and the lowest benefits. Especially when the MPR is 20%, the benefits are −17%,
which increased the vehicle delay.

Table 5. Benefits of delay.

| Saturation Degree = 0.2 (%) | DDPG-Based Methods | DQN-Based Methods |
|----------------------------|--------------------|-------------------|
| MPR | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10 |
| 20% | 12 | 16 | 11 | 12 | 8 | 12 | 6 | 7 | 11 | −3 |
| 40% | 26 | 31 | 28 | 18 | 13 | 13 | 12 | −2 | 8 | −1 |
| 60% | 41 | 41 | 41 | 51 | 31 | 41 | 25 | 20 | 16 | 18 |
| 80% | 43 | 61 | 57 | 73 | 50 | 63 | 18 | 33 | 36 | 18 |
| 100% | 64 | 72 | 69 | 93 | 64 | 67 | 26 | 51 | −2 | 33 |

| Saturation Degree = 0.5 (%) | DDPG-Based Methods | DQN-Based Methods |
|----------------------------|--------------------|-------------------|
| MPR | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10 |
| 20% | 12 | 6 | 12 | 11 | 10 | 9 | 1 | −4 | −21 | −1 |
| 40% | 20 | 24 | 16 | 22 | 20 | 19 | −31 | 5 | −25 | 5 |
| 60% | 28 | 31 | 33 | 33 | 31 | 28 | −13 | 22 | 27 | 15 |
| 80% | 30 | 51 | 42 | 43 | 36 | 45 | 23 | 30 | 24 | 30 |
| 100% | 37 | 63 | 51 | 55 | 46 | 43 | 27 | 32 | 22 | 19 |

| Saturation Degree = 0.7 (%) | DDPG-Based Methods | DQN-Based Methods |
|----------------------------|--------------------|-------------------|
| MPR | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10 |
| 20% | 1 | 9 | 5 | 9 | −17 | 10 | −54 | −29 | −14 | −5 |
| 40% | 20 | 23 | 16 | 17 | 5 | 20 | −3 | 2 | 1 | −39 |
| 60% | 35 | 29 | 25 | 26 | 6 | 27 | −29 | 3 | −0 | −13 |
| 80% | 38 | 42 | 31 | 34 | 11 | 30 | −60 | −8 | −8 | −16 |
| 100% | 44 | 52 | 37 | 41 | 16 | 37 | −45 | −8 | −7 | −9 |

M1: DDPG method; M2: PNRERB-1C-DDPG method; M3: PNRERB-3C-DDPG method; M4: PNRERB-5C-DDPG method; M5: PNRERB-5CNG-DDPG method; M6: PNRERB-7C-DDPG method; M7: DQN method; M8: Dueling-DQN method; M9: Double-DQN method; M10: Prioritized-Replay-DQN method; MPR: market penetration rate.

Table 6 shows the total fuel consumption (TFC) and total exhaust emission (TEE) values of the simulation test for 3 h of the seven methods at saturation degrees of 0.2, 0.5, and 0.7. As can be seen from Table 6, compared with the signal control method, DDPG-based methods have certain changes in TFC and TEE. However, the TFC and TEE values are not increased or decreased significantly relative to the delay and number of stops. For the multi-critic DDPG methods, the DDPG method with fewer critics can generally get fewer TFC and TEE values. This is because the delay and stops can be optimized for DDPG with a large number of critics, with a certain increase in TFC and TEE, while the delay and stops can be optimized for the DDPG method with a small number of critics, as well as TFC and TEE. For DQN-based methods, the TFC and TEE values are larger than those of the DDPG-based methods, which means that the DQN-based methods can get a worse result than the DDPG-based methods.
Table 6. Total fuel consumption (TFC) and total exhaust emission (TEE) values under saturation degrees of 0.2/0.5/0.7.

| Methods          | MPR | Saturation Degree = 0.2 | Saturation Degree = 0.5 | Saturation Degree = 0.7 |
|------------------|-----|-------------------------|-------------------------|-------------------------|
|                  |     | TFC (L) | TEE (kg) | TFC (L) | TEE (kg) | TFC (L) | TEE (kg) |
| **Benchmark**    | 0%  | 13.66    | 31.57    | 34.38    | 79.54    | 49.18    | 113.80   |
| **DDPG-based**   |     |          |          |          |          |          |          |
| M1               | 20% | 13.77    | 31.83    | 34.87    | 80.69    | 49.22    | 113.89   |
|                  |     | 13.67    | 31.60    | 34.40    | 79.59    | 49.39    | 114.29   |
|                  |     | 13.71    | 31.70    | 34.29    | 79.32    | 49.14    | 113.71   |
|                  |     | 13.82    | 31.94    | 34.36    | 79.49    | 49.39    | 114.31   |
|                  |     | 14.02    | 32.43    | 34.37    | 79.51    | 52.56    | 121.65   |
|                  |     | 13.65    | 31.54    | 34.50    | 79.82    | 49.00    | 113.39   |
|                  |     | 14.17    | 32.79    | 35.97    | 83.31    | 59.82    | 138.72   |
|                  |     | 14.18    | 32.82    | 37.07    | 85.92    | 56.62    | 131.21   |
|                  |     | 13.99    | 32.37    | 38.12    | 88.28    | 53.64    | 124.24   |
|                  |     | 14.91    | 34.52    | 35.89    | 83.12    | 52.45    | 121.54   |
| **DQN-based**    |     |          |          |          |          |          |          |
| M1               | 40% | 13.66    | 31.57    | 34.48    | 79.79    | 49.38    | 114.30   |
|                  |     | 13.63    | 31.51    | 34.38    | 79.53    | 48.96    | 113.28   |
|                  |     | 14.44    | 33.39    | 34.40    | 79.59    | 48.89    | 113.15   |
|                  |     | 13.63    | 31.54    | 34.40    | 79.94    | 49.94    | 115.59   |
|                  |     | 14.46    | 33.43    | 34.43    | 79.67    | 50.27    | 116.35   |
|                  |     | 13.63    | 31.52    | 34.56    | 79.97    | 49.17    | 113.80   |
| **DDPG-based**   |     |          |          |          |          |          |          |
| M1               | 60% | 13.66    | 31.57    | 34.87    | 80.69    | 49.22    | 113.89   |
|                  |     | 13.76    | 31.81    | 34.27    | 79.29    | 50.53    | 116.97   |
|                  |     | 13.63    | 31.52    | 35.23    | 81.53    | 48.75    | 112.82   |
|                  |     | 13.68    | 31.63    | 34.86    | 80.68    | 50.00    | 115.72   |
|                  |     | 14.06    | 32.50    | 35.00    | 80.98    | 50.44    | 116.73   |
|                  |     | 13.68    | 31.64    | 35.16    | 81.36    | 49.31    | 114.11   |
| **DQN-based**    |     |          |          |          |          |          |          |
| M1               | 80% | 15.11    | 35.48    | 41.05    | 95.27    | 59.98    | 139.14   |
|                  |     | 14.77    | 34.18    | 39.93    | 92.46    | 53.62    | 124.27   |
|                  |     | 14.52    | 33.62    | 36.69    | 84.99    | 53.57    | 124.12   |
|                  |     | 14.50    | 33.62    | 36.69    | 84.99    | 53.57    | 124.12   |
|                  |     | 14.77    | 34.18    | 39.93    | 92.46    | 53.62    | 124.27   |
| **DDPG-based**   |     |          |          |          |          |          |          |
| M1               | 100%| 15.81    | 36.72    | 37.23    | 85.02    | 58.53    | 135.74   |
|                  |     | 15.69    | 36.56    | 36.45    | 79.70    | 49.64    | 114.91   |
|                  |     | 13.71    | 31.69    | 34.26    | 79.26    | 49.09    | 113.58   |
|                  |     | 13.71    | 31.70    | 34.16    | 79.02    | 49.08    | 113.57   |
|                  |     | 14.21    | 32.85    | 36.38    | 89.04    | 50.03    | 115.76   |
|                  |     | 13.76    | 31.81    | 35.23    | 81.53    | 49.12    | 113.44   |
| **DQN-based**    |     |          |          |          |          |          |          |
| M1               |     | 17.83    | 43.60    | 38.08    | 88.43    | 69.53    | 161.24   |
|                  |     | 14.43    | 33.42    | 41.78    | 96.78    | 56.12    | 132.94   |
|                  |     | 14.48    | 33.51    | 39.72    | 89.75    | 58.02    | 132.85   |
|                  |     | 17.67    | 40.98    | 40.01    | 90.15    | 58.32    | 135.21   |

M0: Signal control method; M1: DDPG method; M2: PNRERB-1C-DDPG method; M3: PNRERB-3C-DDPG method; M4: PNRERB-5C-DDPG method; M5: PNRERB-5CNG-DDPG method; M6: PNRERB-7C-DDPG method; M7: DQN method; M8: Dueling-DQN method; M9: Double-DQN method; M10: Prioritized-Replay-DQN method.
To sum up, Figures 7–9 and Tables 3–5 show that the 10 RL-based methods used in this paper have reduced the number of stops, stop times, and delays. Compared with the DDPG-based methods, the DQN-based methods can get a worse result. However, for the DDPG-based methods, the one with the worst optimization result is PNRERB-5CNG-DDPG. The other five DDPG-based methods can get a certain optimization result. Moreover, the DDPG-based methods with fewer critics can get fewer stops, stop times, and delays, simultaneously.

Through the above analysis, we have obtained the optimization results of six DRL methods. In order to further show the driving trajectory of vehicles, this paper chooses the spatial–temporal trajectory of the PNRERB-5C-DDPG method for further analysis, which has better optimization results. Figure 10 is the spatial–temporal trajectory of the PNRERB-5C-DDPG method under different MPRs of a CAV at the saturation degrees of 0.2 and 0.5. Figure 11 shows the spatial–temporal trajectory of the PNRERB-5C-DDPG algorithm under different MPRs of a CAV under the saturation degree of 0.7. The red line represents the trajectory of CAVs, and the blue line represents the trajectory of HVs.
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Figure 10. Spatial–temporal trajectories for different MPRs under saturation degrees of 0.2 and 0.5.
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As can be seen from Figure 10, no matter whether at the saturation degree of 0.2 or 0.5, as the MPRs of a CAV increases, the stop time of the vehicle gradually decreases, and the trajectory of the vehicle gradually becomes smooth. As for the vehicles entering the control area, this paper adopts the method of random probability to determine whether they are CAVs or not. Therefore, in the
spatial–temporal trajectory graphs in Figures 10 and 11, it appears that some vehicles are set as CAVs when the MPR is 20%. However, they are not set as CAVs when the MPR is 40% or above. In addition, the random probability method is used to determine whether the vehicle is a CAV, which further improves the robustness of the method in this paper. It also avoids only training a CAV in some certain situations, which is more consistent with actual situations. Similarly, in Figure 11, the vehicle’s trajectory becomes smoother as the MPR of the CAV increases. However, compared with Figure 10, the trajectory optimization of CAVs under the saturation degree of 0.7 is not good enough. The main reason is that there are more vehicles on the road and the training is not perfect due to the influence of the stability of the DRL method. Figure 11f shows that even when the MPR of a CAV is 100%, a large number of vehicles still stop.

In a word, when the saturation degree is small (0.2 and 0.5), the spatial–temporal trajectory optimization of the vehicle is better, the vehicle stop time is greatly reduced, and the trajectory is smoother. However, when the saturation is relatively larger, there is still some room for improvement in the spatial–temporal optimization trajectory of the vehicle.

6. Conclusions and Prospect

In view of the mixed driving situation of left-turning CAVs and HVs at a signalized intersection, a DRL model is established. Based on the DRL model, a DDPG method based on positive and negative reward experience replay buffer and multi-critics is designed. In order to verify the effectiveness of 10 methods, this paper verified the optimization effects of DDPG, PNRERB-1C-DDPG, PNRERB-3C-DDPG, PNRERB-5C-DDPG, PNRERB-5CNG-DDPG, PNRERB-7C-DDPG, DQN, Dueling DQN, Double DQN, and Prioritized Replay DQN under saturation degrees of 0.2, 0.5, and 0.7, respectively.

In general, compared with the traditional signal control method, the number of stops, stop times, and vehicle delays are all reduced to some extent for the 10 RL-based methods. Under the saturation degrees of 0.2 and 0.5, the optimization results of PNRERB-1C-DDPG, PNRERB-3C-DDPG, PNRERB-5C-DDPG, and PNRERB-7C-DDPG among the 10 methods were the best, while the optimization results of DDPG and PNRERB-5CNG-DDPG were worse, and the DQN-based methods were worst. At the saturation degree of 0.7, the optimization result of the PNRERB-5CNG-DDPG method for the DDPG-based method was the worst, and the other five DDPG-based methods were better. In addition, when the MPR is small, the optimization results of the six DDPG-based methods are not much different. When the permeability is large, the optimization results of the six DDPG-based methods are obviously different. Optimizing the number of stops, stop times, and vehicle delays has also led to increased fuel consumption and exhaust emissions (DQN-based methods are the highest). In a word, the introduction of CAVs into traditional vehicles can reduce the delay of vehicles to a certain extent, and the delay size varies with the saturation and MPR.

When designing the reward function of DRL, this paper gives a relatively large punishment for vehicle stops. Therefore, during the learning process, the agent takes a stop as the primary optimization objective, resulting in a certain increase in fuel consumption and exhaust emission. In addition, this paper only considers the application of the DRL method to single signalized intersections, and it can also apply the DRL method to more complex signalized intersections.
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Appendix A

The programming software in this paper adopts Python 3.6 and Tensorflow 1.11.0 to construct the DRL algorithm. The hardware platform is NVIDIA CUDA 9.0.176 driver and a Windows10 processor Intel(R) CPU E5-2620 v4 @ 2.10GHz 2.10GHz; NVIDIA GeForce GTX1080Ti 64-bit operating system.

In addition to DDPG, the other five DDPG-based methods all adopted the method of positive and negative rewards with an experience replay buffer. PNRERB-5C-DDPG and PNRERB-5CNG-DDPG are used for comparison. PNRERB-5CNG-DDPG means that the preceding vehicle state handling method is not adopted, and the specific handling process is shown in Section 3.2.1. Table A1 shows the structure parameters of the six DDPG-based methods in this paper. Table A2 shows the structure parameters of the six DQN-based methods in this paper where the first column represents the name of methods, and the second column represents the network structure of the actor network. The numbers 100 and 50 represent the number of neurons. Relu and sigmoid in parentheses represent activation functions. The third column represents the network structure of the critic network, leaky_relu represents the activation function, and the other parameters are the same as those in the second column.

Table A1. Network structure and parameters of the six DDPG-based methods.

| Methods                  | Actor Network Structure and Parameters | Critic Network Structure and Parameters |
|--------------------------|----------------------------------------|----------------------------------------|
| DDPG method              | 100(relu) + 100(relu) + Dropout(0.8) + 50(sigmoid) | 128(relu) + 100(relu) + Dropout(0.9) + 50(Leaky, relu) |
| PNRERB-1C-DDPG method    | 100(relu) + 100(relu) + Dropout(0.8) + 50(sigmoid) | 128(relu) + 100(relu) + Dropout(0.9) + 50(Leaky, relu) |
| PNRERB-3C-DDPG method    | 100(relu) + 100(relu) + Dropout(0.8) + 50(sigmoid) | 128(relu) + 128(relu) + Dropout(0.8) + 64(Leaky, relu) |
| PNRERB-5C-DDPG method    | 100(relu) + 100(relu) + Dropout(0.8) + 50(sigmoid) | 128(relu) + 100(relu) + Dropout(0.9) + 50(Leaky, relu) |
| PNRERB-5CNG-DDPG method  | 100(relu) + 100(relu) + Dropout(0.8) + 50(sigmoid) | 128(relu) + 128(relu) + Dropout(0.8) + 64(Leaky, relu) |
| PNRERB-7C-DDPG method    | 100(relu) + 100(relu) + Dropout(0.8) + 50(sigmoid) | 128(relu) + 128(relu) + Dropout(0.8) + 64(Leaky, relu) |
| PNRERB-7C-DDPG method    | 100(relu) + 100(relu) + Dropout(0.8) + 50(sigmoid) | 128(relu) + 100(relu) + Dropout(0.9) + 50(Leaky,relu) |
| PNRERB-7C-DDPG method    | 100(relu) + 100(relu) + Dropout(0.8) + 50(sigmoid) | 128(relu) + 100(relu) + Dropout(0.9) + 50(Leaky,relu) |
For the six DDPG-based methods, other parameters are set: the actor learning rate is 0.001, the critic learning rate is 0.002, the discount factor is 0.9, the batch size is 32, the pretraining size is 1000, the soft update rate is 0.01, the noise is 3, the noise decline rate is 0.99, the size of the positive experience replay buffer is 100,000, the size of the negative experience replay buffer is 100,000 (for the DDPG method, and the size of the experience replay buffer is 200,000).

| Table A2. Network structure and parameters of four DQN-based methods. |
|-----------------|-----------------|
| **Methods**     | **Critic Network Structure and Parameters** |
| DQN method      | 128(relu)+100(relu)+Dropout(0.9)+50(leaky_relu) |
| Dueling-DQN method | 128(relu)+100(relu)+dropout(0.9)+50(leaky_relu) |
| Double-DQN method | 128(relu)+100(relu)+dropout(0.9)+50(leaky_relu) |
| Prioritized-Replay-DQN method | 128(relu)+100(relu)+dropout(0.9)+50(leaky_relu) |

For the four DQN-based methods, others parameter are set: the learning rate is 0.001, the discount factor is 0.9, the batch size is 32, the pretraining size is 1000, and the size of the experience replay buffer is 200,000.
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