Hierarchical effects on target detection and conflict monitoring
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Previous neuroimaging studies have demonstrated a hierarchical functional structure of the frontal cortices of the human brain, but the temporal course and the electrophysiological signature of the hierarchical representation remains unaddressed. In the present study, twenty-one volunteers were asked to perform a nested cue-target task, while their scalp potentials were recorded. The results showed that: (1) in comparison with the lower-level hierarchical targets, the higher-level targets elicited a larger N2 component (220–350 ms) at the frontal sites, and a smaller P3 component (350–500 ms) across the frontal and parietal sites; (2) conflict-related negativity (non-target minus target) was greater for the lower-level hierarchy than the higher-level, reflecting a more intensive process of conflict monitoring at the final step of target detection. These results imply that decision making, context updating, and conflict monitoring differ among different hierarchical levels of abstraction.

When we encounter multiple stimuli, we do not merely link together the elements of the string of stimuli as we encounter them¹. Instead, we are likely to generate an abstract representation of the structure of the sequence, which describes how the stimuli are organized². A hierarchical representation is a mental representation that consists of components and nested subcomponents, where the superordinate components exert an influence on actions represented at the subcomponent level³–⁷.

In recent years, growing evidence suggests that a functional organizing principle along the rostro-caudal axis of the frontal lobes is based on a hierarchy of action control⁶,⁸–¹⁴. The strongest evidence to date for a functional gradient along the rostro-caudal axis of the frontal lobes comes from neuroimaging studies in which the hierarchy of abstraction of response selection was progressively varied⁹,¹². For example, Nee and Brown¹³ designed a nested series of contextual cues, of which higher hierarchy context cues denoted an abstract rule set while lower hierarchy context cues provided more concrete information¹¹. The results showed that rostral areas of the lateral orbitofrontal cortex represented the higher hierarchy context, while the mid-dorsolateral prefrontal cortex and inferior frontal junction represented more concrete rules. The notion of a hierarchy is also supported by lesion studies and single-neuron recording studies¹⁵–¹⁷.

The purpose of the present study was to investigate the spatiotemporal patterns of brain activity associated with different hierarchical levels of target detection. The task was modified from Nee and Brown¹³. As shown in Fig. 1, at the higher level of the hierarchy some context cues (i.e., 1-B and 2-A) clearly lead to a non-target response. By contrast, other context cues potentially lead to a target response (i.e., 1-A and 2-B). At the lower level of the hierarchy, some context cues (i.e., 1-A-X) clearly lead to a target response, while others cue a non-target response. Therefore, the process of target detection is affected by two variables. One is the stimulus type (target vs. non-target) and the other is the hierarchy level (higher vs. lower).

First, we aimed to identify the ERP components that are correlated with hierarchical representation of context by comparing the ERPs elicited by the higher-level targets with those of the lower-level targets. Previous ERP studies suggest that a fronto-central negative ERP component, such as N2, is usually enhanced in conflict trials that demand an unexpected response¹⁸–²², and this conflict-related negativity (CRN) is typically evoked by non-targets in target detection tasks²³–²⁵, by negative feedback²⁶–²⁸, or by mismatched stimuli in perceptual template-matching tasks²⁹–³⁴. In the present study, conflict is defined as having multiple incompatible response pathways or a mismatch between the perceived stimulus and working memory or expectancy. We hypothesized that the conflict detected in matching a stimulus (e.g., B or Y) to the mental template (e.g., 1-A-X) might be greater at the lower hierarchical levels relative to the higher hierarchical levels, because the mental template has been consolidated before the stimuli were presented at the lower hierarchical level, or at the end of a sequence²⁹. Consequently, CRNs elicited by non-targets are expected to be greater at lower hierarchical levels than higher
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Hierarchical levels. For the targets, the conflict process is less intensive because the appearance of stimuli matches the expectation of participants well\(^7^{,8}\). However, the hierarchy effect is also expected to be observed during the N2 time window, because more competing responses are cued by the higher-targets than by the lower-targets. According to the model of conflict monitoring proposed by Botvinick et al.\(^7\), the higher target presentation elicited a parallel activation of multiple incompatible response pathways, which are more likely to cause crosstalk during the period between stimulus presentation and response delivery. So, we hypothesized that higher targets might evoke a larger N2 than lower targets.

Second, P3 is often linked to the deployment of attentional resources and context updating in tasks that require stimulus evaluation and memory updating\(^26^{–38}\). At the higher level, a target context cue (e.g., 1–A) cannot unambiguously assert the final target because the subsequent letter could be either X or Y. So, the cognitive context cannot be comprehensively updated. Compared with the higher hierarchical level, the context cues at lower hierarchical levels are more specific, and closer to the terminal sequences, such that memory can be more thoroughly updated. Therefore, we expected that the lower-level targets would elicit an increased P3 amplitude when compared with higher-level targets.

**Results**

The response accuracies for target and non-target sequences were 96.2% and 97.1%, respectively. There was no significant main effect of stimulus type on the accuracies. After excluding incorrect trials and RTs that were greater than 3 standard deviations from the mean, the results indicated that the responses were significantly faster for the targets (347 ms) than for the non-targets (364 ms), \(F(1, 20) = 8.9, p < 0.01, \eta^2 = 0.309\).

ERPs were time-locked to letter onset and grand-averaged across all participants. As shown in Fig. 2, the N2 (220–350 ms) and P3 (350–500 ms) components were elicited by all four conditions (higher target, lower target, higher non-target, lower non-target).

The results of the ANOVA on the N2 latencies revealed a main effect of stimulus type, \(F(1, 20) = 17.0, p < 0.01, \eta^2 = 0.486\), with longer latency for the non-targets. There was a significant interaction between hierarchy and type, \(F(1, 20) = 24.0, p < 0.001, \eta^2 = 0.572\). Simple-effects tests indicated that the type effect was significant only at the lower-hierarchy level, \(F(1, 20) = 39.4, p < 0.001, \eta^2 = 0.686\), while the type effect was non-significant at the higher hierarchy level (\(p = 0.11\)). The hierarchy effect was only found for targets, \(F(1, 20) = 33.7, p < 0.001, \eta^2 = 0.652\) (Fig. 3). In comparison with the lower targets, the higher targets elicited a delayed N2 peak. For the non-targets, the hierarchy effect on the N2 latency was not found (\(p = 0.06\)).

For the N2 amplitudes, there was a main effect of type, with a larger N2 amplitude for non-targets as compared with targets, \(F(1, 20) = 16.2, p < 0.005, \eta^2 = 0.474\). An interaction between hierarchy and caudality was observed, \(F(2, 40) = 4.4, p < 0.03, \eta^2 = 0.193\). Simple-effects tests indicated that the hierarchy effect was observed only in the frontal regions, \(F(1, 20) = 5.3, p < 0.04, \eta^2 = 0.227\) (Fig. 4). There was an interaction between hierarchy and type, \(F(1, 20) = 10.5, p < 0.01, \eta^2 = 0.369\). Further analysis of the simple effects indicated that there was a hierarchy effect for the targets, \(F(1, 20) = 8.8, p < 0.01, \eta^2 = 0.328\); whereas the hierarchy effect was non-significant for non-targets (\(p = 0.09\)).

For P3 peak latencies, the ANOVA revealed a main effect of type, \(F(1, 20) = 56.0, p < 0.001, \eta^2 = 0.757\), with longer latencies for non-targets as compared with targets. There was an interaction between hierarchy and type, \(F(1, 20) = 9.6, p < 0.01, \eta^2 = 0.349\). Further analysis revealed that the type effect was markedly revealed at both the higher and lower hierarchy levels [\(F_{\text{lower}}(1, 20) = 106.0, p < 0.001, \eta^2 = 0.855\]; \(F_{\text{higher}}(1, 20) = 12.6, p < 0.01, \eta^2 = 0.411\)]. The hierarchy effect was only found for the non-targets, \(F(1, 20) = 6.9, p < 0.02, \eta^2 = 0.278\), with longer latency at the lower hierarchy; the hierarchy effect was non-significant for the targets (\(p = 0.19\)).

For the P3 amplitudes, there was a main effect of hierarchy, \(F(1, 20) = 121.6, p < 0.0001, \eta^2 = 0.871\), and a main effect of type, \(F(1, 20) = 4.6, p < 0.05, \eta^2 = 0.202\). There was an interaction between hierarchy and caudality, \(F(2, 40) = 15.9, p < 0.0001, \eta^2 = 0.468\). Simple effects tests indicated that the hierarchy effect distributed over all three regions [\(F_{\text{frontal}}(1, 20) = 81.5, p < 0.0001, \eta^2 = 0.819\]; \(F_{\text{central}}(1, 20) = 136.3, p < 0.0001, \eta^2 = 0.883\); \(F_{\text{parietal}}(1, 20) = 58.9, p < 0.0001, \eta^2 = 0.766\)]. There was an interaction between type and caudality, \(F(2, 40) = 9.4, p < 0.01, \eta^2 = 0.344\). Simple effects tests indicated that the type effect was found only in the frontal regions, \(F(1, 20) = 10.2, p < 0.01, \eta^2 = 0.363\). In the central and parietal regions, the type effects were non-significant (both ps > 0.05).

Regarding the hierarchy effect on the CRN, we followed the same method as Miltnner et al.\(^{39}\). We subtracted the target waveform from the non-target waveform at both hierarchy levels. The result indicated that there was a main

**Figure 1. Illustration of the task hierarchy.** Participants responded to circles based upon a nested series of context cues. The data for the underlined letters were not analyzed since participants had identified the sequence as non-targets before the appearance of these letters.
effect of hierarchy, $F(1, 20) = 25.7, p < 0.001, \eta^2 = 0.623$. The CRN was greater at the lower-level of the hierarchy than the higher level (Fig. 5). There was a significant effect of caudality, $F(1, 20) = 5.9, p < 0.05, \eta^2 = 0.312$. The CRN was greater at the front-central sites. There were neither other interactions, nor a main effect of laterality (all $ps > 0.05$).

Discussion
In the present study, participants were required to maintain briefly a nested series of context cues in working memory in order to respond correctly to the targets or non-targets. Combining the two variables (stimulus type: target, non-target; hierarchy level: higher, lower), four conditions were formed: higher target, lower target, higher non-target, and lower non-target. The behavioral results indicated that participants correctly differentiated target sequences (e.g., 1-A-X) from non-targets (e.g., 1-A-Y), which was reflected in faster responses to target sequences than to non-target sequences. This behavioral result is consistent with Nee et al.\textsuperscript{7}, which suggests that participants used higher- and lower-level context cues to form an expectation of the target sequence and the responses were slowed when this expectation was violated. That is, when the presented stimuli (e.g., Y) conflicted with their expectation, they would spend more time to make non-target response\textsuperscript{2,13}. The electrophysiological results revealed a main effect of stimulus type, hierarchy level, and interactions between the two for N2 (220–350 ms) and P3 (350–500 ms) components.

The higher the hierarchy level, the greater the uncertainty of the targets. For targets, the effect of hierarchy was observed for both the peak latency and peak amplitude of N2. The higher target elicited a delayed
and increased N2 compared with the lower target. Previous studies suggested that uncertain cues produce larger N2 components than certain cues. In the present study, the higher target (e.g., 1-A) could have been followed by the letter X or Y. If the letter X was shown, then the final stimulus (i.e., the circle) was a target; in contrast, if Y was shown then the final stimulus was a non-target. Therefore, for the higher targets, the decision and response preparation were uncertain. In contrast, the lower targets (e.g., 1-A-X) clearly specified what response should be given to the final stimulus. Thus, the difference in N2 amplitude might reflect the different certainty regarding the decision or behavior preparation between different hierarchical levels. That is, the current ERP results suggest that higher levels of a hierarchy are associated with greater uncertainty, resulting in an enhanced N2.

Alternatively, the uncertainty for the higher target might be interpreted as an underlying factor that evoked the more intensive process of conflict monitoring, because more competing responses are cued by the higher targets than the lower targets. The model of conflict monitoring proposed by Botvinick et al. suggests that an increased conflict monitoring process is associated with increased activation of the ACC, which is the source of the fronto-central N2 component. The higher hierarchy the target is, the greater the uncertainty for the final response, resulting in increased conflict monitoring reflected by a larger N2 for the higher than the lower targets.

Consistent with previous imaging studies, the present study found that the hierarchical effect on the N2 component appeared in the frontal region, but was not found at the posterior scalp sites. This result supports the view that abstract representations occur primarily in frontal areas.

Figure 3. The peak latencies and amplitudes (across all 24 electrodes) of N2 and P3 under different conditions. (a) results of N2 latency; (b) results of N2 amplitude; (c) results of P3 latency; (d) results of P3 amplitude. *denotes p < 0.05; ** denotes p < 0.01.
Figure 4. Hierarchy effect on targets and non-targets. Left panel: Difference waves (higher-level minus lower-level) and topographies for targets. Right panel: Difference waves (higher-level minus lower-level) and topographies for non-targets.

Figure 5. Type effect at higher- and lower-level hierarchies. Left panel: Difference waves (non-target minus target) and topographies at higher-level hierarchies. Right panel: Difference waves (non-target minus target) and topographies at lower-level hierarchies.
After the N2 component, a clear P3 component was elicited by the higher and lower targets in the 350–500 ms time window. As expected, the lower targets elicited increased P3 amplitude as compared with higher targets. Previous studies have indicated that the P3 component reflects various fundamental cognitive processes, including updating, memory encoding, retrieval, or decision making. In the present study, the P3 amplitudes differed significantly between the two hierarchies, which might reflect significant differences in context updating at different hierarchy levels. Specifically, at the lower hierarchy, the context cues were relatively more specific, and the cognitive update is more thorough. Conversely, at the higher hierarchy, the context cue was more abstract, and the cognitive update is less extensive. For a higher target (e.g., 1-A), there was uncertainty regarding whether the subsequent letter would be X or Y. Therefore, the appearance of the letter A could not lead to a clear prediction of the appearance of the final target; consequently, the cognitive context could not be comprehensively updated.

Recently, O’Connell and his colleagues analyzed the P300 component elicited by transient targets to examine its potential role as a “decision variable” signal that accumulates evidence toward a decision boundary. They demonstrated that centroparietal positivity signals a gradual, evidence-dependent approach to a fixed threshold level. They suggested that the centroparietal positivity is equal to P300 and proposed that P300 can also be considered as a dynamically evolving neural signature of decision formation. This challenged the dominant explanatory accounts that conceived of P300 as a unitary neural event. In the present study, this decision-variable account can explain the difference in P3 amplitudes between higher and lower targets. That is, as compared with the higher targets, the lower targets appear at the end of the sequence and are the second match to the memory template. Consequently, the evidence confirming target identification is stronger at the lower hierarchical level relative to higher hierarchical level, which is reflected in an increased P3 amplitude for lower targets. Nevertheless, for non-targets, there is no difference in evidence accumulation toward decision making between higher non-targets and lower non-targets. That is, to make a non-target decision at a higher or lower hierarchical level, the only precondition is a mismatch between a stimulus (e.g., letter B or Y) and the memory template (e.g., 1-A-X). Accordingly, there should be no hierarchy effect for the P3 amplitudes elicited by non-targets. However, our results revealed a significant difference in P3 amplitudes between higher non-targets and lower non-targets. Therefore, the decision-variable account is unlikely to explain the results of the present study. Instead, the hierarchy effect on both targets and non-targets during the P3 component can be explained by an established proposal relating to stimulus evaluation and cognitive updating during P300. At the higher hierarchical level, the stimulus to be evaluated consisted of a number and a letter (e.g., 1-A or 1-B); in contrast, at the lower hierarchical level the stimulus to be evaluated consisted of a number and two letters (e.g., 1-A-X or 1-A-Y). The different amount information bound to the evaluated stimulus between different hierarchical levels might be an explanation for the hierarchy effect on P3 amplitude, which is in accordance with studies on memory manipulation.

In brief, in a hierarchically structured task such as 1-A-X, the target response is more uncertain and the conflict monitoring of context cues of target response is more intensive at higher hierarchical levels, which is reflected in increased amplitude of P3 components. The stimulus information to be evaluated is greater and the context updating is more cognitively demanding at lower hierarchical levels, which is reflected in increased amplitude of P3 components.

Conflict processing of non-targets at different hierarchy levels. Conflict monitoring, detection, and resolution are the main functions of the cognitive control system, but the conflict processing of the targets might be different from that of non-targets. For the targets, the core of the conflict process is the online monitoring of the potential conflict. In contrast, for the non-targets, not only conflict monitoring but also conflict updating is more cognitively demanding at lower hierarchical levels, which is reflected in increased amplitude of N2 components. After the N2 component, a clear P3 component was elicited by the higher and lower targets in the 350–500 ms time window. As expected, the lower targets elicited increased P3 amplitude as compared with higher targets. Previous studies have indicated that the P3 component reflects various fundamental cognitive processes, and is linked to cognitive updating, memory encoding, retrieval, or decision making. In the present study, the P3 amplitudes differed significantly between the two hierarchies, which might reflect significant differences in context updating at different hierarchy levels. Specifically, at the lower hierarchy, the context cues were relatively more specific, and the cognitive update is more thorough. Conversely, at the higher hierarchy, the context cue was more abstract, and the cognitive update is less extensive. For a higher target (e.g., 1-A), there was uncertainty regarding whether the subsequent letter would be X or Y. Therefore, the appearance of the letter A could not lead to a clear prediction of the appearance of the final target; consequently, the cognitive context could not be comprehensively updated.

Recently, O’Connell and his colleagues analyzed the P300 component elicited by transient targets to examine its potential role as a “decision variable” signal that accumulates evidence toward a decision boundary. They demonstrated that centroparietal positivity signals a gradual, evidence-dependent approach to a fixed threshold level. They suggested that the centroparietal positivity is equal to P300 and proposed that P300 can also be considered as a dynamically evolving neural signature of decision formation. This challenged the dominant explanatory accounts that conceived of P300 as a unitary neural event. In the present study, this decision-variable account can explain the difference in P3 amplitudes between higher and lower targets. That is, as compared with the higher targets, the lower targets appear at the end of the sequence and are the second match to the memory template. Consequently, the evidence confirming target identification is stronger at the lower hierarchical level relative to higher hierarchical level, which is reflected in an increased P3 amplitude for lower targets. Nevertheless, for non-targets, there is no difference in evidence accumulation toward decision making between higher non-targets and lower non-targets. That is, to make a non-target decision at a higher or lower hierarchical level, the only precondition is a mismatch between a stimulus (e.g., letter B or Y) and the memory template (e.g., 1-A-X). Accordingly, there should be no hierarchy effect for the P3 amplitudes elicited by non-targets. However, our results revealed a significant difference in P3 amplitudes between higher non-targets and lower non-targets. Therefore, the decision-variable account is unlikely to explain the results of the present study. Instead, the hierarchy effect on both targets and non-targets during the P3 component can be explained by an established proposal relating to stimulus evaluation and cognitive updating during P300. At the higher hierarchical level, the stimulus to be evaluated consisted of a number and a letter (e.g., 1-A or 1-B); in contrast, at the lower hierarchical level the stimulus to be evaluated consisted of a number and two letters (e.g., 1-A-X or 1-A-Y). The different amount information bound to the evaluated stimulus between different hierarchical levels might be an explanation for the hierarchy effect on P3 amplitude, which is in accordance with studies on memory manipulation.

In brief, in a hierarchically structured task such as 1-A-X, the target response is more uncertain and the conflict monitoring of context cues of target response is more intensive at higher hierarchical levels, which is reflected in increased amplitude of P3 components. The stimulus information to be evaluated is greater and the context updating is more cognitively demanding at lower hierarchical levels, which is reflected in increased amplitude of P3 components. Conflict processing of non-targets at different hierarchy levels. Conflict monitoring, detection, and resolution are the main functions of the cognitive control system, but the conflict processing of the targets might be different from that of non-targets. For the targets, the core of the conflict process is the online monitoring of the potential conflict. In contrast, for the non-targets, not only conflict monitoring but also conflict updating is more cognitively demanding at lower hierarchical levels, which is reflected in increased amplitude of N2 components. After the N2 component, a clear P3 component was elicited by the higher and lower targets in the 350–500 ms time window. As expected, the lower targets elicited increased P3 amplitude as compared with higher targets. Previous studies have indicated that the P3 component reflects various fundamental cognitive processes, and is linked to cognitive updating, memory encoding, retrieval, or decision making. In the present study, the P3 amplitudes differed significantly between the two hierarchies, which might reflect significant differences in context updating at different hierarchy levels. Specifically, at the lower hierarchy, the context cues were relatively more specific, and the cognitive update is more thorough. Conversely, at the higher hierarchy, the context cue was more abstract, and the cognitive update is less extensive. For a higher target (e.g., 1-A), there was uncertainty regarding whether the subsequent letter would be X or Y. Therefore, the appearance of the letter A could not lead to a clear prediction of the appearance of the final target; consequently, the cognitive context could not be comprehensively updated.

Recently, O’Connell and his colleagues analyzed the P300 component elicited by transient targets to examine its potential role as a “decision variable” signal that accumulates evidence toward a decision boundary. They demonstrated that centroparietal positivity signals a gradual, evidence-dependent approach to a fixed threshold level. They suggested that the centroparietal positivity is equal to P300 and proposed that P300 can also be considered as a dynamically evolving neural signature of decision formation. This challenged the dominant explanatory accounts that conceived of P300 as a unitary neural event. In the present study, this decision-variable account can explain the difference in P3 amplitudes between higher and lower targets. That is, as compared with the higher targets, the lower targets appear at the end of the sequence and are the second match to the memory template. Consequently, the evidence confirming target identification is stronger at the lower hierarchical level relative to higher hierarchical level, which is reflected in an increased P3 amplitude for lower targets. Nevertheless, for non-targets, there is no difference in evidence accumulation toward decision making between higher non-targets and lower non-targets. That is, to make a non-target decision at a higher or lower hierarchical level, the only precondition is a mismatch between a stimulus (e.g., letter B or Y) and the memory template (e.g., 1-A-X). Accordingly, there should be no hierarchy effect for the P3 amplitudes elicited by non-targets. However, our results revealed a significant difference in P3 amplitudes between higher non-targets and lower non-targets. Therefore, the decision-variable account is unlikely to explain the results of the present study. Instead, the hierarchy effect on both targets and non-targets during the P3 component can be explained by an established proposal relating to stimulus evaluation and cognitive updating during P300. At the higher hierarchical level, the stimulus to be evaluated consisted of a number and a letter (e.g., 1-A or 1-B); in contrast, at the lower hierarchical level the stimulus to be evaluated consisted of a number and two letters (e.g., 1-A-X or 1-A-Y). The different amount information bound to the evaluated stimulus between different hierarchical levels might be an explanation for the hierarchy effect on P3 amplitude, which is in accordance with studies on memory manipulation.

In brief, in a hierarchically structured task such as 1-A-X, the target response is more uncertain and the conflict monitoring of context cues of target response is more intensive at higher hierarchical levels, which is reflected in increased amplitude of P3 components. The stimulus information to be evaluated is greater and the context updating is more cognitively demanding at lower hierarchical levels, which is reflected in increased amplitude of P3 components.
preceding stimulus (i.e., xyz trials), which might reflect the more intensive process of conflict detection of mismatching of stimuli to a consolidated memory template (i.e., xx). Similarly, the present study demonstrated that the amplitude of the CRN differed markedly between different hierarchy levels. The peak amplitude of CRN for the lower-level hierarchy was approximately four times that of the higher-level hierarchy. Two factors contributed to larger CRN-amplitude at lower hierarchy levels than at higher hierarchy levels. One factor is the larger difference in the N2 peak amplitude, and the other is the delayed P300. For the N2 peak amplitude, the difference between non-target and target is about 1.8 μV at the lower hierarchy level and about 0.7 μV at the higher hierarchy level. Because of the longer P300 latency for the non-target, the CRN-amplitude increased dramatically after the N2 and reached the maximal point at about 320 ms in the lower hierarchy level. At the higher hierarchy level, the P300 latency was also longer for the non-target than the target, and the CRN-amplitude also increased after the N2, but the maximum size of the CRN-amplitude was significantly smaller at the higher hierarchy level than at the lower hierarchy level. The larger CRN at the lower level of the hierarchy indicates that the conflict detection and the subsequent conflict resolution might be much more intensive at the lower level of the hierarchy than at the higher level of the hierarchy. For example, after seeing the digit 1, participants might have immediately retrieved the memory template (1-A-X) and expected the next letter would be an A. A letter B would conflict with the memory template and would conflict with participants’ expectations. For the lower-level hierarchy, participants maintained the number 1 and letter A in working memory. They would expect the next letter would be an X. At this point, the participant had expected the final target for a longer time than they did at the higher hierarchy level, and the end of the target sequence was close, so that the target expectation at the lower hierarchical level might be greater than at the higher hierarchical level. Moreover, the memory template would have been consolidated after the first match (i.e., matching the letter A to 1-A-X), so a mismatched stimulus (e.g., Y) might elicit a more intensive conflict at the lower hierarchical level. Taken together, the cognitive control system regarded the non-target as a clear conflict with the consolidated memory template, resulting in an enhanced FRN-like negativity23,59. The conflict processing is more intensive at the lower and concrete nodes.

It is necessary to acknowledge that participants in the present study performed a variant of 1-2-AX-CPT task7,13,60, which has previously been used to show hierarchical effects. However, while the sequences can be described in a hierarchical fashion, it remains unclear whether participants represent the different context cues in a hierarchical way. Alternatively, they might have simply represented the stimuli as eight separate sequences, or three kinds of sequence including two target sequences and non-target sequences. Future studies are needed to support the hierarchical representation of the 1-2-A task by providing additional empirical evidence.

Conclusion
In the present study, we used a hierarchically structured task and examined the ERPs evoked by targets and non-targets at different hierarchical levels. Results showed that the two ERP components, N2 and P3, were modulated by the hierarchical level and stimulus type. A greater N2 and smaller P3 were induced by the higher- as compared with the lower-level of the hierarchy. Moreover, a larger CRN was induced by the lower level of the hierarchy as compared with the higher level, reflecting a more intensive conflict processing. These results provide new evidence regarding the hierarchical representations within the human brain.

Methods
Participants. Twenty-one paid volunteers (thirteen females) aged 20–27 years (mean 23.7 years) participated in this study. All participants were right-handed, had normal or corrected-to-normal vision, and did not report any history of psychiatric or neurological illness. Participants provided written informed consent before the experiment. The study was approved by the Ethics Committee of Liaoning Normal University (China), and the investigation was carried out in accordance with the latest version of the Declaration of Helsinki.

Materials and design. The experimental task was modified from Nee and Brown13, and constructed based upon a nested series of context cues (Fig. 1). Under the number 1 context, participants should make a target response to the response stimulus (i.e., an empty circle) if 1 was followed by the letters A and X, and make a non-target response otherwise. Under the number 2 context, participants should make a target response to the response stimulus if 2 was followed by letters B and Y, and make a non-target response otherwise. Hence, in order to respond correctly, participants had to maintain the hierarchy context (e.g., 1-A-X) in working memory. The distance between the participant’s eyes and the screen was approximately 1.2 m. The horizontal and vertical dimensions of each stimulus were less than 3.5° of visual angle.

The experiment consisted of a practice and a formal experiment session. The practice consisted of 20 trials to familiarize the participants with the experimental procedure. The formal experiment consisted of 8 blocks, each of 40 trials. Each of the eight sequences (1-A-X, 1-A-Y, 1-B-X, 1-B-Y, 2-A-X, 2-A-Y, 2-B-X, and 2-B-Y) was presented for 40 trials, which were randomly assigned among blocks. The formal experiment lasted just under 30 min. Participants were permitted to take a rest after finishing one block. All stimuli were presented on a computer screen with a resolution of 800 × 600 pixels, against a silver-gray background. Participants were required to judge whether the sequentially presented stimuli were the two target-directed sequences (i.e., 1-A-X or 2-B-Y) or non-target directed sequences, and they should make a response to the response stimuli (e.g., an empty circle), by pressing one of two keys (e.g. press F to targets and J to non-targets). The assignment of response keys to target and non-target was balanced across subjects. Participants were instructed to respond rapidly and accurately.

Procedure. As shown in Fig. 6, the beginning of the trial was indicated by a “+” sign in the center of screen for 500 ms, followed by a blank screen for 800–1200 ms. Then, three context stimuli (i.e., one number and two letters) were displayed sequentially. Each stimulus was displayed for 100 ms with an 800–1200 ms interstimulus interval. The first stimulus was a number 1 or 2, the second the letter A or B, and the third the letter X or Y. Finally,
a circle was displayed for up to 2000 ms or disappeared when the participant responded. The experiment was implemented using E-Prime software (Version 2.0; Psychological Software Tools, Pittsburgh, PA).

Electrophysiological recording and analysis. Electrophysiological activity was recorded using a 64-channel EEG system (Brain Products GmbH, Munich, Germany) with TP9 and TP10 as reference electrodes. A ground electrode (AFz) was placed on the medial aspect of the frontal region, between Fz and FPz, and between AF3 and AF4. The vertical electrooculogram (VEOG) was recorded supra- and infra-orbitally at the left eye, and the horizontal electrooculogram (HEOG) was recorded as the voltage between electrodes placed 1 cm to the left and right of the external canthi. Ocular artifacts were monitored by electrodes placed below the left eye (VEOG) and on the right side of the right eye (HEOG). The resistance of the electrodes was kept below 10kΩ. The EEG and EOG were amplified using a 0.01–100 Hz bandpass and were continuously sampled at 500 Hz/channel. Trials with EOG artifacts (mean EOG voltage exceeding ±80μV) and those contaminated with artifacts due to amplifier clipping, bursts of electromyographic (EMG) activity, or peak-to-peak deflection exceeding ±80μV were excluded from averaging.

Data were collected continuously and analyzed off-line using the Brain Vision Analyzer software (Brain Products, Munich, Germany). Frequencies lower than 0.1 Hz or higher than 30 Hz were digitally filtered (24 dB) from the ERPs. The analysis epoch for the ERP was 1200 ms, time-locked to the letter stimuli, including a 200 ms pre-stimulus baseline. Only those segments with a correct judgment were averaged. On the basis of the grand averaged ERPs and topographical map (Figs 2,4 and 5), the following 24 electrode sites in three regions were chosen for statistical analysis: the frontal region, consisting of F1, F3, FC1, FC3, F2, F4, FC2, and FC4; the central region, consisting of C1, C3, CP1, CP3, C2, C4, CP2, and CP4; and the posterior region, consisting of P1, P3, P53, P07, P2, P4, PO4, and PO8. The peak amplitudes and latencies of N2 (220–350 ms) and P3 (350–500 ms) were analyzed using a 2 (hierarchy: higher level vs. lower level) × 2 (type: target vs. non-target) × 2 (laterality: left vs. right) × 3 (caudality: frontal, central, posterior) × 4 (electrode) analysis of variance (ANOVA). To isolate the difference between target and non-target trials, we followed the same method as Miltner et al. We subtracted the target waveform from the non-target waveform, and this subtraction procedure removed contributions of any components that were elicited in response to both types of stimuli, leaving only those components that were specifically related to CRN. Then, we examined specifically the hierarchical effect on the CRN by conducting a 2 (hierarchy: higher vs. lower level) × 2 (laterality: left vs. right) × 3 (caudality: frontal, central, posterior) × 4 (electrode) ANOVA on the peak amplitudes of CRN. For all analyses, p-values were corrected according to the Greenhouse-Geisser method.
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