Image semantic segmentation method based on GAN network and ERFNet model
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Abstract
This article addresses the problems of traditional methods in image semantic segmentation, such as insufficient segmentation of small-scale targets and weak anti-noise ability. A method of image semantic segmentation using a generative adversarial network (GAN) combined with ERFNet model is proposed. First, the asymmetric residual module (ARM) and weak bottleneck module are used to improve the ERFNet network model. Moreover, dilated convolution is used to reduce information loss and improve the performance of small target image semantic segmentation. Then, a U-shaped network is used to improve the generator of GAN to avoid low-level information sharing. In addition, the residual module is introduced into convolution layer to realize the dynamic adjustment of generator weight. Finally, the improved ERFNet model is used as the input of the generator to output the segmented image. It is input to the discriminator together with the label for judgment, which further improves the performance of image semantic segmentation. The proposed method is demonstrated experimentally based on the PyTorch platform. The results show that mean pixel accuracy and mean intersection over the union of the proposed method on the CamVid and Cityscapes datasets are higher than those of other comparisons. In addition, the execution time is short, and the overall image semantic segmentation performance is relatively ideal.

1 | INTRODUCTION

In recent years, the fields of computer vision, pattern recognition, surveying and remote sensing, and geographic information science have developed rapidly. Semantic segmentation, as a research focus in the above-mentioned fields, has extremely high research value and broad application prospects [1]. Semantic segmentation is a typical computer vision problem. It mainly takes some raw data such as planar images and three-dimensional point clouds as input and transforms it into a mask that highlights features through a series of technical processing [2]. Among them, image semantic segmentation is to segment different types of objects in a picture with semantic information annotation. The goal is to segment the scene image into different image areas related to semantic categories including roads, grasslands, sky and other backgrounds and discrete objects such as people, buildings, and cars [2]. This means that semantic segmentation tasks need to correctly identify different discrete objects and mark semantic information in a complex and changeable background. However, objects are often affected by phenomena such as occlusion, fragmentation and lighting, which increase the difficulty of semantic segmentation. The difficulty of image semantic segmentation mainly comes from three aspects, namely, target, category and background. In terms of targets, the same target under different conditions of illumination, viewing angle, distance, or when it is still and in motion, the images taken will be significantly different, and occlusion may also occur between adjacent targets [3, 4]. In terms of categories, there is a dissimilarity between similar targets and similarity between different targets. In terms of background, a simple background is generally helpful to realise the semantic segmentation of images, but the background in the actual scene is complex [5].

Image semantic segmentation is a key technology in the field of computer vision. It classifies all pixels in an image and extracts semantic information to perceive image content. Traditional image semantic segmentation methods mainly include threshold segmentation method, pixel clustering segmentation...
Due to limited computing power and no data training stage, the method in this period can only process some grayscale images, segmentation by extracting low-level features of the image, and cannot achieve semantic segmentation [11]. With the rapid development of graphics processing unit (GPU), deep learning (DL) technology is widely used in image processing, computer vision, medical imaging, robot control and other fields, bringing new opportunities for semantic segmentation technology [12]. A DL framework for medical magnetic resonance (MR) image segmentation is proposed in [13] through the use of stacked independent subspace analysis network to learn feature datasets in a hierarchical and unsupervised manner, and encode high-level semantic anatomical information. In [14], a new set of genetic operators is proposed for automatic identification of unimportant filters in the whole network. In addition, the pruning operator is designed to eliminate convolution filters from the layers involved in the concatenation of characteristic graphs. The high-order semantics of each pixel is mined by end-to-end training, and the biomedical image classification is realised. But the time cost of training mode is high, and the efficiency that can be achieved needs to be improved.

With the development of computer technology and the continuous improvement of computing power, after the introduction of the convolutional neural network, researchers have designed a series of network models such as Fully convolutional networks (FCN), DeepLab and SegNet for semantic segmentation, constantly refreshing the accuracy of image semantic segmentation [15]. In [16], a dual-path adversarial learning (DAL) was proposed by improving the learning method of the generative adversarial network (GAN) and utilising the image feature extraction characteristics of deep neural network and confrontation learning. Learning region of interest (ROI) function in different complexity in a controlled way, there is still room for improvement in the actual application of complex image segmentation. The authors in [17] proposed a SegNet deep fully convolution neural network architecture for semantic pixel segmentation. Its core consists of an encoder network, a corresponding decoder network and a pixel by pixel classification layer. The architecture of the encoder network is topologically the same as the 13 convolutional layers in the VGG16 network. The function of the decoder network is to map the low-resolution encoder feature map to the full input resolution feature map for pixel classification. But the data interaction between the two-layer network will delay the learning efficiency of the model. In the field of autonomous driving, reference [18] proposed a model called SegFast, which aims to conduct a comprehensive analysis of a large number of driving datasets, and improved the possibility of compact semantic image segmentation, in order to deploy its AI-based extended solution to more vehicles while ensuring the reliability of the model. However, this method has weak anti-interference ability, and its robustness needs to be improved.

Aiming at the problems of the above methods that have poor anti-interference ability and are not suitable for the semantic segmentation of small targets in complex environments, an image semantic segmentation method using GAN network combined with ERFNet model is proposed. The innovative points of the proposed method are:

1. Due to the large amount of ERFNet model parameters, which affects the image segmentation effect, the proposed method combines the asymmetric residual module (ARM) and the weak bottleneck module to improve the ERFNet network model. That is, when the amount of feature map calculation is large, ARM is used to increase the running speed. When there are many module channels and large network parameters, the weak bottleneck module is used to reduce the parameter amount and reduce the precision loss so that it is accurately and efficiently suitable for semantic segmentation tasks.

2. In order to avoid the low-level sharing of information between input and output, a U-shaped network is used to improve the network structure of the generator. Then, the residual module is introduced in the convolutional layer for difference learning so as to better adjust the weight of the generator to improve the accuracy of image semantic segmentation in complex environments.

The full text is divided into five sections in total. Section 1 introduces the research significance and technical difficulties of image semantic segmentation, as well as a summary of the innovative points of the proposed method. Section 2 describes the semantic segmentation method based on ERFNet network, including the improvement of ERFNet network, dilated convolution and other operations, and the principle of the GAN network. Section 3 introduces the GAN network in detail. The improved ERFNet model is used as the generator of GAN, and the discriminator is used to improve the accuracy of semantic segmentation.
2 RELATED THEORIES AND METHODS

2.1 Semantic segmentation method based on ERFNet

The proposed image semantic segmentation method is based on the ERFNet model, which uses an end-to-end encoder-decoder structure. Its overall structure is shown in Figure 1.

The image is first input to the encoder. The encoder part is similar to the basic classification network structure and outputs several channels of small resolution feature maps. The decoder is connected behind the encoder to upsample the small-resolution feature map to the initial resolution output. ERFNet network model is improved by using ARM and weak bottleneck modules. When the calculation amount of the feature map is large, the ARB is used to increase the running speed. When the module has many channels and the network parameter is large, the weak bottleneck module is used to reduce the parameter amount and reduce the accuracy loss. This can be accurately and efficiently applied to semantic segmentation tasks.

2.1.1 Encoder-decoder structure of ERFNet network

The improved ERFNet network model is mainly composed of downsampling module, ARM, weak bottleneck module and upsampling module. The encoder part includes two downsampling modules, five ARMs and eight weak bottleneck modules. The decoder part includes two upsampling modules, two ARMs and two weak bottleneck modules.

Among them, the downsampling of images is essential in image semantic segmentation. Not only can it expand the receptive field of the convolutional layer, thereby enriching the context information, it is beneficial to improve the classification accuracy; it can also significantly reduce the size of feature maps, reduce network computing complexity and memory usage, and enhance real-time segmentation [20]. The proposed network adopts the strategy of downsampling as soon as possible and directly performs two downsampling processing in the first two layers of the network to further improve the running speed of the network model. Due to the large size of the initial input image, it contains more redundant information. This leads to high memory usage and computational complexity, and the effect of improving the final output result is not obvious [21].

Due to the information loss and accuracy reduction caused by the downsampling operation, it is solved by fusing the feature information of the first few layers of the network and optimising the output result, but the improvement effect is limited [22]. At present, it is mainly improved by memorising the position index of the selected element in the maximum pooling layer and then combining them in the decoder part to generate an upsampling map. This method also relieves the pressure on memory space and computing power, but the accuracy is relatively low. Therefore, ERFNet uses transposed convolution in the decoder part for upsampling, which can effectively alleviate the loss of spatial information and reduce the loss of image accuracy. Deconvolution can perform image upsampling and convolution operations at the same time rather than through two separate processes, which effectively simplifies the network model [23].

2.1.2 ARM and weak bottleneck modules

The conventional residual and the bottleneck modules are two basic structures, and the proposed network is effectively improved and stacked on this basis. The functions implemented by the two are roughly the same, but they are slightly different in actual effects such as accuracy and efficiency, and each has advantages. The bottleneck module can effectively reduce the computational complexity while increasing the network depth. It is usually used to build very deep networks or networks that focus on efficiency. For the network layer with a large input feature map size, the conventional residual module is often
more computationally efficient than the bottleneck module, which can significantly improve the semantic segmentation effect [24].

Aiming at the problem of low efficiency of the conventional residual module, the asymmetric convolution is used to redesign it to obtain the ARM. The structure comparison is shown in Figure 2.

In the module, \( h \) is the number of feature map channels. Theoretically, it can be deduced that by stacking a \( 1 \times n \) convolution and a \( n \times 1 \) convolution, the same receptive field as a \( n \times n \) convolution can be achieved. But its network parameters are greatly reduced, and the model complexity is also significantly reduced. With the increase of \( n \), the reduction in the number of parameters and computational complexity will be more obvious. In the proposed network, a \( 1 \times 5 \) and a \( 5 \times 1 \) convolutional layers are stacked to replace a \( 5 \times 5 \) convolutional layer, thereby further decomposing the small-size convolution kernel. In the course of the experiment, it was found that all ARM networks could not achieve the desired effect. Therefore, ARM in the module with a large amount of feature map calculation is only used, which has the effect of reducing the number of network parameters and calculation complexity and has a small impact on the model segmentation accuracy.

As the depth of the network model increases, bottleneck modules are usually used to reduce the number of model parameters and loss of accuracy. But the bottleneck structure is often affected by degradation problems [25, 26]. Considering that each convolutional layer can be decomposed by a combination of filters, the resulting low-dimensional decomposition layer has a simple structure and can reduce computational cost. For this reason, a filter is used to redesign the bottleneck module, and the improved residual layer structure is called a weak bottleneck module as shown in Figure 3. Compared with the bottleneck module, this module has stronger computing power and fewer network parameters while maintaining the same learning ability and accuracy as the non-bottleneck module.

The proposed network designs some ARMs as weak bottleneck modules. In order to make the module calculation more sufficient, the number of channels of the module convolution layer is increased, and the space and depth information are decoupled by using grouped convolution, which reduces the number of parameters and the possibility of model overfitting. In order to make full use of context information, dilated convolution is used in the convolution layer of some weakly bottleneck modules. It can not only maintain the image spatial information but also increase the local receptive field of the network, thereby improving the accuracy of semantic segmentation [27].

### 2.2 Batch normalisation (BN)

The BN method ensures the consistency of data transmission in the network. Especially in the deep neural network model, the training process is prone to gradient explosion and gradient disappearance phenomena, which makes it difficult for the training results to converge. BN has shown good performance in some network models, speeds up the training of the model, and improves the generalisation ability of the model [28].

### 2.3 Dilated convolution

Dilated convolution can be regarded as a special convolution operation [29]. In the field of image semantic segmentation, the output label size needs to be consistent with the input image. The deep convolutional network structure contains multiple downsampling operations, and the semantic information becomes more abstract as the network deepens. However, in this process, a large amount of detailed information is inevitably lost and cannot be recovered. The dilated convolution alleviates this problem to a certain extent, expands the receptive field without reducing the resolution of the feature map, and does not increase the parameters of the convolution kernel.

In the one-dimensional case, the output \( y[i] \) of the hole convolution can be expressed as

\[
y[i] = \sum_{z=1}^{n} x[i+z] \cdot \varepsilon \cdot \varphi[n]
\]

where the one-dimensional convolution kernel is \( \varphi[n] \), \( n \) is the length of the convolution kernel, \( \varepsilon \) is the input sampling step size. When its value is 1, it is standard convolution. The two-dimensional situation is shown in Figure 4.

Figure 4(a) corresponds to a convolution kernel with a size of \( 3 \times 3 \) and a step size of 1, which is the standard convolution.

**FIGURE 2** Comparison between the conventional residual and asymmetric residual modules

**FIGURE 3** Structure of weak bottleneck and bottleneck modules
The receptive field of dilated convolution

Figure 4 corresponds to a convolution kernel with a size of $3 \times 3$ and a step size of 2. At this time, the size of the convolution kernel is still essentially $3 \times 3$, but the hole is 1, that is, only nine points are involved in the operation for the $7 \times 7$ area, and the other points can be regarded as the corresponding convolution kernel weights with the value as 0. Therefore, when the step size is 2, the convolution kernel with a size of $3 \times 3$ extends the receptive field to $7 \times 7$.

2.4 Deconvolution

Deconvolution is mainly used for upsampling in the field of image semantic segmentation. The deconvolution operation is the inverse process of the convolution operation, that is, the forward propagation process of the deconvolution operation is the backpropagation process of the convolution operation. Therefore, the multiplication matrix of the deconvolution can also be regarded as the permutation matrix of the convolution, so it is often called the permutation convolution [30]. The deconvolution operation can increase the resolution of the feature map and expand the receptive field [31].

2.5 Generative adversarial networks

GAN is composed of two parts: Generator and discriminator [32]. The discriminator is a simple convolutional neural network model, which takes real and fake images constructed by the generator as input. Through a series of convolution, excitation, normalization, and pooling layers, feature extraction of input data is performed, and the probability value of the interval $[0,1]$ is finally output. The generator is an inverse convolutional neural network model, which uses a series of deconvolution layers for upsampling and combines the excitation layer to convert low-dimensional vectors into vector outputs with the same dimensions as the real image. The input of the generator is randomly generated Gaussian white noise, which is decoded by the generator network and finally outputs a vector with the same size as the real image. Then, the difference between the value predicted by the discriminator and the label is calculated, and this error is directly used as the backpropagation error to update the parameters and the initial input vector [33]. The cross-entropy loss function is used to optimise the parameters of GAN, and the process can be expressed as

$$\min_G \min_D V(D, G) = E_{x \sim \mathcal{P}_{\text{data}}(x)} \{ \xi [D(x)] \} + E_{z \sim \mathcal{P}_{\text{G}(z)}} \{ \xi [1 - D(G(z))] \}$$

where $V$ is the loss function, $E$ represents the mean, $D$ is the discriminator model, $G$ is the generator model, $P$ is the vector distribution type, $x$ is the real image, $z$ is the input random noise vector, and $\xi$ is the model parameter. The discriminator needs to distinguish whether the input is a real image or an image generated by the generator. When the input is a real image, the value of $D(x)$ approaches 1; when the input is an image generated by the generator, the value of $D(x)$ approaches 0. The generator needs to adjust the distribution of $z$ as much as possible to minimise the difference between the distribution of $G(z)$ and $x$, and make $D(G(z))$ approach 1. Since GAN has two sub-network models, a stepwise crossover training method is adopted. The loss function when training the discriminator is

$$\min_D V(D, G) = E_{x \sim \mathcal{P}_{\text{data}}(x)} \{ \xi [D(x)] \} + E_{z \sim \mathcal{P}_{\text{G}(z)}} \{ \xi [1 - D(G(z))] \}$$

At this point, the default generator performance has reached the optimal, and only the classification performance of the discriminator needs to be trained. When training the loss function of the generator, it is considered that the discriminator has the best discriminative ability. That is, part $E_{x \sim \mathcal{P}_{\text{data}}(x)} \{ \xi [D(x)] \}$ is always a fixed constant, and training is not required. Therefore,
the loss function when training the generator is
\[
\min_G \mathcal{L}(D, G) = E_{x \sim \mathcal{D}_{G(x)}} \{ \mathbb{E} [1 - D(G(x))] \} \tag{4}
\]

3 | PROPOSED METHOD

3.1 | Generator network structure

The generator uses \( x \in \mathbb{R}^{W \times H \times C} \) as the input image, \( W = H = 512, C = 3 \). The structure of the ERFNet network is encoder-decoder. This network structure is continuously down-sampling until it reaches a bottleneck layer. It turns the extracted information into a one-dimensional vector, performs deconvolution at this point, gradually upsamples, and finally restores it to an image. Such a network structure requires all information to pass through all network layers, including the bottleneck layer. In many image segmentation problems, input and output share a large amount of low-level information that could directly pass through the network layer \([34, 35]\). In order to enable the generator to avoid this situation, the proposed method uses the idea of a U-shaped network structure. For the \( n \) layer network structure, the output of the \((n - i)\)th layer network is connected with the output of the \((n - i + 1)\)th layer node. The network structure is shown in Figure 5. Among them, A is the residual convolution unit, and B is the forward propagation convolution unit.

Leaky-ReLU (Rectified Linear Unit) is used as a non-linear activation function in the encoding layer, and BN is used in each layer. By normalising the current layer input (\( \mu = 0, \delta = 1 \)), it is helpful to accelerate the convergence of the entire network and improve the independence between layers \([36]\). The decoding layer uses ReLU as a non-linear function, and the Tanh activation function is used to generate images in the last layer.

In order to improve the accuracy of model segmentation, the residual network structure is added to the generator, the structure is shown in module A in Figure 6. The residual network structure can alleviate the gradient reduction, solve the problem of gradient disappearance, and improve the sensitivity of the network structure to weight changes so that the generator can fully learn the distribution of different types of images, thereby improving the effect of segmentation \([37]\). In order to reduce the complexity of the model and reduce the amount of calculation, and the number of training parameters, a \( 1 \times 1 \) convolution kernel is added as the bottleneck layer to reduce the dimensionality of the input feature layer before each \( 3 \times 3 \) convolution kernel is used. The number of channels is reduced to half of the original number and then restored to the original number of channels through a \( 3 \times 3 \) convolution kernel. The specific structure is shown in module B in Figure 6.

3.2 | Discriminator network structure

The network structure of the discriminator is shown in Figure 6, with a total of seven layers. Using \( \{x_i, y_i\}_{i=1}^N \) or \( \{x_i, G(x_i)\}_{i=1}^N \) as input, \( x \in \mathbb{R}^{512 \times 512 \times 3}, y \in \mathbb{R}^{512 \times 512 \times 1} \). When the input is \( \{x, y\} \), the correct output of the discriminator is 1, and when \( \{x, G(x)\} \) is input, the correct output of the discriminator is 0. In each convolutional layer in the discriminator, Leaky-ReLU is used as the non-linear activation function, and strided convolutions is used instead of pooling layer \([38]\).

4 | EXPERIMENTAL RESULTS AND ANALYSIS

In the experiment, the PyTorch1.1.0 DL framework is used to implement the proposed method. The system environment is set up under Ubuntu 16.04 and NVIDIA GTX 1070 graphics card for GPU acceleration is used. The CPU is Intel Core(TM) i7-8750H, and the memory is 64 G.

The batch selection of the training process consists of eight images. The optimiser uses the Adam optimiser with adaptive capabilities, and the initial value of the learning rate is set to 0.0002. An exponential decay strategy is used for the learning rate, and the momentum coefficient is 0.9.

4.1 | Evaluation index

In order to measure the performance of the semantic segmentation model, it is necessary to use general objective evaluation indicators to ensure the fairness of the evaluation. Running time, video memory occupancy and accuracy are three commonly used evaluation indicators. The algorithm application environment and test purpose are different, and the algorithm evaluation standards are also different. For example, for a real-time semantic segmentation model, the accuracy can be lost within a certain range to increase the calculation speed. For general algorithms, it is necessary to improve all measurement performance. The proposed method focuses on real-time image semantic segmentation, so the running time and accuracy are selected as its evaluation indexes.

1. Running time: The running time includes the training and testing time of the network model. Most models need to predict the segmentation results in real time. In some cases, it may be difficult to provide the exact running time of the model because the running time is very dependent on hardware devices and background implementation. However, providing information and running time of the model running hardware is helpful to evaluate its effectiveness and test the fastest execution method under the same environment.

2. Accuracy: Pixel accuracy (PA) refers to the ratio of correctly classified pixels to the total pixels. When the test set has unbalanced categories, the PA rate cannot objectively reflect the performance of the model. Therefore, two evaluation indicators are defined: Mean PA (MPA) and mean intersection-over-union (MIOU). Among them, MIOU is
FIGURE 5  Generator network structure
the most important performance evaluation index, which can better reflect the accuracy of the model.

Suppose there are a total of \( c + 1 \) categories. \( p_{ij} \) is the number of points for predicting \( i \) type as \( j \) type; \( p_{ii} \) represents the number of points whose true value is \( i \) and the predicted value is \( i \); \( p_{ij} \) represents the number of points whose true value is \( i \) and the predicted value is \( j \); \( p_{ji} \) represents the number of points whose true value is \( j \) and the predicted value is \( i \). Then, MIOU is calculated as follows:

\[
mIOU = \frac{1}{c + 1} \sum_{i=0}^{c} \frac{p_{ii}}{\sum_{j=0}^{c} p_{ij} + \sum_{j=0}^{c} p_{ji} - p_{ii}}
\]

(5)

MPA is the average of PA of each category, calculated as follows:

\[
MPA = \frac{1}{c + 1} \sum_{i=0}^{c} \frac{p_{ii}}{\sum_{j=0}^{c} p_{ij}}
\]

(6)

4.2 Training process

When training the network, in order to enhance the generalisation ability of the network, the input image undergoes local response normalisation before the first layer of convolution, \( \alpha = 0.0001, \beta = 0.75 \). The objective loss function is optimised by using the Adam algorithm with a learning rate of 0.0002 and iterated until the loss function converges; the weight decays to 0.0001, and the number of iterations is set to 60,000. In the training process, the training dataset is randomly shuffled, and then every eight training images are treated as a batch, that is, batch size is set to eight. The objective function of the network uses the cross-entropy loss function, and L2 regularisation is added to the last layer of the network to prevent overfitting. Due to the large deviation of the number of pixels in each category in the dataset, the median frequency equalisation method is used to balance between classes. In order to prevent overfitting in the process of training the network, the data is enhanced by cropping and left-right flipping.

Because the improved ERFNet network structure is more complex, the network level is usually deeper. The training process consumes a lot of time, and the final result of the model may appear near the optimal solution in actual experiments. Therefore, in the process of training the network model, the idea of model retraining is adopted. First, the parameters of each layer are trained with less training samples, then the network model is initialised with these parameters, and finally, the final model is formally trained. In the training process, Adam stochastic gradient descent method is used to update the network parameters. According to the distribution of various objects, the values of various loss functions are weighted accordingly to solve the problem of uneven distribution of objects in the dataset. The convergence curves of the total loss function corresponding to the model retraining and the unused model retraining methods are shown in Figure 7.

It can be seen from Figure 8 that the convergence speed of using the model retraining method is significantly faster than
that of not using the model retraining method. As the iteration progresses, the convergence speed of model training tends to be flat and finally reaches a steady state.

4.3 CamVid dataset

CamVid is the earliest semantic segmentation dataset used in the field of autonomous driving. At first, five video sequences with a resolution of 960 × 720 pixels were shot on the dashboard of the car, and the shooting angle of view was basically the same as that of the driver. Using image annotation software, 700 images were continuously annotated in the video sequence, including 32 categories such as buildings, trees, traffic lights, sky, roads, pedestrians, motorcycles, cars, and buses.

Since the CamVid dataset is relatively small, in order to prevent overfitting in the process of training the network, the data is enhanced by cropping and left-right flipping. In the experiment, the semantic categories of the dataset are divided into 10 categories. After 50 epochs, the training is stopped, and the changes of MIOU, MPA and loss of the validation set during the training process are shown in Figure 8.

It can be seen from Figure 8 that the MIOU reached 60% when the network was trained to the 13th epoch, and it reached 70% after 27 epochs. In the subsequent training, although MIOU has a very slow improvement, the effect is not obvious. The MPA reached 80% when the network iterated to 28 epochs. The Loss is reduced to about 15% when the network is iterated to 32 epochs. In the following training process, the model basically begins to converge. After 50 epoch iterations, the MIOU of the model reached 75%, the MPA basically remained at around 82%, and the Loss dropped below 12%.

When the accuracy of the network is no longer significantly improved during the training process, the test set is used to test the network model at this time. The visualisation results of the proposed method on the CamVid dataset are shown in Figure 9.

It can be seen from Figure 9 that compared to a single ERFNet model, the proposed method using GAN network combined with ERFNet model can significantly improve the category consistency between adjacent pixels. The misdetection of pixel categories contained in the same target is greatly reduced.

At the same time, the segmentation performance of the proposed method is compared and analysed quantitatively with [9, 16, 18]. The MPA and MIOU results of each method on the CamVid dataset are shown in Figure 10.

It can be seen from Figure 10 that the values of the proposed method MPA and MIOU are 0.85 and 0.78, respectively, which are higher than other comparative methods. Because the proposed method uses the improved ERFNet model as the generator, the result of image semantic segmentation is obtained through the discrimination processing of GAN, and the segmented image is closer to the result of manual annotation. The study in [9] realises image semantic segmentation based on the copy-movement forgery detection method based on superpixel segmentation and cluster analysis. This method mainly extracts low-level features of the image, the segmentation accuracy is generally poor, and its MIOU is only 0.55. In [16], the authors improved GAN network by using deep neural network and proposed a DAL model for image segmentation, but in practical application, the accuracy of complex image segmentation needs to be improved. A SegFast model is proposed in [18] for compact semantic image segmentation. Although the accuracy has been improved, its anti-interference ability is weak. Compared with the proposed method, the MPA and MIOU are reduced by 0.08 and 0.09, respectively.

In addition, the running time is used as an evaluation index of the image segmentation model. The running time of the proposed method and [9, 16, 18] are shown in Table 1.

| Methods | [9] | [16] | [18] | The proposed method |
|---------|-----|-----|-----|---------------------|
| Running time (ms) | 63.72 | 71.68 | 82.51 | 67.87 |

It can be seen from Table 1 that the execution time of image segmentation in [9] is the shortest, which is 63.72 ms. Since there is no data training stage, the computational complexity is not high, so it takes a short time. In [16, 18], the execution takes a long time to execute. Because of their complex structure, although the segmentation effect is better, the efficiency is low. The proposed method uses an improved ERFNet model, in which the ARM and weak bottleneck modules reduce the number of network parameters and the computational complexity, thus, ensuring the accuracy of segmentation while ensuring the efficiency of execution.

4.4 Cityscapes dataset

Cityscapes is a large-scale dataset of 5000 high-quality images collected from street scenes in 50 different cities. The training,
validation and test sets of the Cityscapes dataset consist of 2975, 500 and 1525 images, respectively, including 19 categories such as ground, building, road signs, nature, sky, people and vehicles. The dataset also provides 20,000 coarsely segmented images for training the performance of the classification network based on weakly supervised learning.

In the experiment, the proposed method is trained on the Cityscapes dataset for 50 epochs iteratively. The changes of MIOU, MPA and loss of the validation set during the training process are shown in Figure 11.

As can be seen from Figure 11, the MIOU reached 80% at the 25th epoch of the network training and 85% after the iteration to 37 epochs. In the subsequent training, the value of MIOU stabilised. The MPA reached 92% when the network iteration reached 30 epochs. The Loss value is reduced to about 6% when the network iteration reaches 30 epochs, and the model basically converges in the subsequent training process. After 50 epoch iterations, the model MIOU reached 86%, the MPA basically remained at about 92%, and the Loss dropped below 5%.

Similarly, in order to intuitively reflect the improvement of the image semantic segmentation performance of the proposed method on the Cityscapes dataset, it is compared with the segmentation result of a single ERFNet model. The comparison result is shown in Figure 12.

It can be seen from the first row of Figure 12 that the proposed algorithm can effectively segment the pedestrians lost in the ERFNet model and improve the segmentation ability of small-scale targets. In the second row of segmentation results, the ERFNet model incorrectly identified the rearview mirror of the bus as a pedestrian, and the improved model uses a weak bottleneck module to avoid segmentation errors for small targets.
In addition, the segmentation accuracy of the proposed method is compared with [9, 16, 18]. The MPA and MIOU results of each method on the Cityscapes dataset are shown in Figure 13.

As can be seen from Figure 13, the overall MPA and MIOU values of this dataset are higher than those of the CamVid dataset. Since the CamVid dataset has many types and finer classifications, the requirements for image semantic segmentation are higher. Compared with other comparison methods, the MPA and MIOU values of the proposed method are the highest, reaching 0.93 and 0.86 on the Cityscapes dataset because the ERFNet model in the proposed method uses the ARM and the weak bottleneck module to strengthen the image segmentation of small targets. As the generator of GAN, the performance of image semantic segmentation is further improved by the discriminator. Compared with the reference [9], the MPA and MIOU of the proposed method are increased by 12.15% and 11.98%, respectively; compared with [16], increased by 5.73% and 6.09%, respectively; compared with [18], increased by 2.45% and 2.36%, respectively.

In addition, the execution time comparison between the proposed method and the methods in [9, 16, 18] on the Cityscapes dataset is shown in Table 2.

It can be seen from Table 2 that the structure of [9] is simple and the execution time is the shortest. It can be seen from Figure 13 that the segmentation accuracy is the lowest, so the overall segmentation effect of this method is not good. In [16], using deep neural network to improve GAN network, the segmentation accuracy is guaranteed, but the execution time is increased to 51.93 ms. Similarly, in [18], SegFast model is used to realize image segmentation. The model is complex and the execution time is long, which is 66.82 ms. The proposed method uses an improved ERFNet model in which ARM and weak bottleneck modules reduce the number of network parameters and reduce the computational complexity. Therefore, the execution time is only higher than [9], which is 43.75 ms.

5 | CONCLUSION

In order to improve the accuracy of small target image segmentation, an image semantic segmentation method using GAN network combined with ERFNet model is proposed. ARM and weak bottleneck modules are used to improve the ERFNet network model, and dilated convolution is used to reduce information loss. At the same time, the U-shaped network is used to improve the GAN generator, and the residual module is introduced in the convolution layer to realize the dynamic adjustment of generator weight. Combined with the characteristics of the two, the improved ERFNet model is used as the generator to output the segmented image. The algorithm and the artificial standard image are input into the discriminator to further improve the performance of image semantic segmentation. The results show that the MPA and MIOU of the proposed
method on the CamVid dataset are 0.85 and 0.78, respectively. The MPA and MIOU on the Cityscapes dataset are 0.93 and 0.86, respectively. The values are higher than other comparison methods, and the running time is shorter. The running time on the two datasets is 67.87 ms and 43.75 ms, respectively. The overall image of semantic segmentation performance is the best.

In the future, the proposed method should not be limited to a small number of datasets but should train a semantic segmentation model with very good generalisation ability and use multiple image sets to evaluate it.
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