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Abstract. Hopf algebra structures on rooted trees are by now a well-studied object, especially in the context of combinatorics. In this work we consider a Hopf algebra \( H \) by introducing a coproduct on a (commutative) algebra of rooted forests, considering each tree of the forest (which must contain at least one edge) as a Feynman-like graph without loops. The primitive part of the graded dual is endowed with a pre-Lie product defined in terms of insertion of a tree inside another. We establish a surprising link between the Hopf algebra \( H \) obtained this way and the well-known Connes–Kreimer Hopf algebra of rooted trees \( \mathcal{H}_{\text{CK}} \) by means of a natural \( \mathcal{H} \)-bicomodule structure on \( \mathcal{H}_{\text{CK}} \). This enables us to recover recent results in the field of numerical methods for differential equations due to Chartier, Hairer and Vilmart as well as Murua.
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1. Introduction

Since the pioneering work of Cayley \cite{7} on the use of rooted trees in the context of differential equations, many more instances where trees play a significant role have appeared in the literature. The work of Butcher \cite{5}, Grossman and Larson \cite{22} and, more recently, Munthe-Kaas and Wright \cite{34} in the field of numerical analysis, as well as the seminal findings of Kreimer and Connes in the context of the process of renormalization in perturbative quantum field theory \cite{15} marked such moments. In these works it is the notion of Hopf algebra defined on rooted trees that characterizes genuine combinatorial aspects of the underlying problems. The discovery of these algebraic structures lead to more transparency eventually allowing to obtain profound insights which significantly altered the picture. (See, for example, \cite{14,16}.) Since then the field of combinatorial Hopf algebra has emerged and many more rooted tree Hopf algebras have been studied.

Recall Rota and Joni’s \cite{26} observation that various combinatorial objects naturally possess compatible product and coproduct structures, ultimately converging into the notion of graded connected Hopf algebras, now referred to as combinatorial Hopf algebras. See Schmitt’s seminal paper \cite{37}. Generally speaking, such combinatorial Hopf algebras consist of a graded vector space where the homogeneous components are spanned by finite sets of combinatorial objects, such as planar or non-planar rooted trees, and the (co)algebraic structures are given by particular constructions on those objects. In fact, roughly, one may distinguish between two complementary classes of combinatorial Hopf algebras on rooted trees, those with a simple algebra structure and a more complicated coalgebra structure and their graded duals. The aforementioned works by Grossman and Larson, Munthe-Kaas and Wright, and Kreimer and Connes provide genuine examples. (See also Loday and Ronco \cite{30}.)
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In this paper, we introduce on the graded commutative polynomial algebra of finite type over the field $k$ generated by rooted forests a coproduct defined by considering each tree of the forest as a Feynman graph without loops. This Hopf algebra with its coproduct, is graded by the number of edges denoted by $e$. It differs from Connes–Kreimer’s rooted tree Hopf algebra [15], see also [28], which is graded by the number $v$ of vertices, and where the coproduct is defined in terms of admissible cuts. For each rooted tree $t$ one has $v(t) = e(t) + 1$. We show that the primitive part of the graded dual is endowed with a natural pre-Lie product defined in terms of insertion of a tree inside another.

However, we establish an apparently surprising and useful link between the Hopf algebra $H$ obtained this way and the aforementioned Connes–Kreimer Hopf algebra of rooted trees $H_{CK}$ by means of a $H$-bicomodule structure on $H_{CK}$ obtained by a natural slight extension of the coproduct of $H$. More precisely we show (see Proposition 10) that for any infinitesimal character $a$ of $H$, the associated left coaction operator $L_a : H_{CK} \to H_{CK}$ is a biderivation. This in turn defines a Hopf algebra automorphism $L_\varphi$ for any character $\varphi$ of the Hopf algebra $H$.

We recover this way results due to Chartier, Hairer and Vilmart [11, 12, 13] about the compatibility between two products, which, roughly speaking, can be considered as the convolution products with respect to the two Hopf algebras above, see also [13, 39]. We compare the backward error analysis character $\omega$ of [11, 35] with the element $\log^* \phi$ of Chapoton [8], thus applying the recursive formulas of [11, 35] to the pre-Lie Magnus expansion of [18]. An operadic interpretation is outlined, and we finally recover some nice properties of the application $\omega$ by mapping surjectively Connes–Kreimer’s Hopf algebra of rooted trees onto Hoffman’s quasi-shuffle Hopf algebra in one generator [23].

The paper is organized as follows. Section 2 and section 3 briefly recall the basic notions of Hopf algebra and rooted trees, respectively. In section 4 a particular commutative and non-cocommutative Hopf algebra $H$ of rooted trees is studied in detail. The following two sections elaborate on the coproduct of this Hopf algebra and present refined combinatorial ways to calculate it. In section 7 a non-recursive formula for the antipode of $H$ is given. In section 8 a particular Hopf algebra character and its inverse are introduced, which are naturally related to the notion of backward error analysis. The following section 9 briefly recalls the Connes–Kreimer Hopf algebra $H_{CK}$ of rooted trees and establishes a relation to the rooted tree Hopf algebra $H$ by introducing a $H$-bicomodule structure on $H_{CK}$. Section 10 recalls the composition of $B$-series. The Hopf algebraic interpretation of Chartier–Hairer–Vilmart’s substitution law for $B$-series is given. Section 12 is a continuation of section 8. Here a link to the quasi-shuffle Hopf algebra is established and used to calculate a particular infinitesimal character on the Connes–Kreimer Hopf algebra $H_{CK}$. Finally, the last section contains some explicit calculation of the antipode of $H$.

2. Preliminaries

For later use in this subsection we briefly outline the (co)algebraic setting in which we will work. Here, $k$ denotes the ground field (which will be supposed to be of characteristic zero) over which all algebraic structures are defined. The term algebra always means unital associative $k$-algebra, denoted by the triple $(\mathcal{A}, m_\mathcal{A}, \eta_\mathcal{A})$, where $\mathcal{A}$ is a $k$-vector space with a product $m_\mathcal{A} : \mathcal{A} \otimes \mathcal{A} \to \mathcal{A}$ and a unit map $\eta_\mathcal{A} : k \to \mathcal{A}$. Coalgebras over $k$ are denoted by the triple $(\mathcal{C}, \Delta_\mathcal{C}, \epsilon_\mathcal{C})$, where the coproduct map $\Delta_\mathcal{C} : \mathcal{C} \to \mathcal{C} \otimes \mathcal{C}$ is coassociative and $\epsilon_\mathcal{C} : \mathcal{C} \to k$ denotes the counit map. A subspace $\mathcal{J} \subset \mathcal{C}$ is called a left (right) coideal if $\Delta_\mathcal{C}(\mathcal{J}) \subset \mathcal{C} \otimes \mathcal{J}$ ($\Delta_\mathcal{C}(\mathcal{J}) \subset \mathcal{J} \otimes \mathcal{C}$). A right comodule over $\mathcal{C}$ is a $k$-vector space $\mathcal{M}$ together with a linear map $\psi : \mathcal{M} \to \mathcal{M} \otimes \mathcal{C}$, such that $(\text{Id}_{\mathcal{M}} \otimes \Delta_\mathcal{C}) \circ \psi = (\psi \otimes \text{Id}_{\mathcal{C}}) \circ \psi$ and $(\text{Id}_{\mathcal{M}} \otimes \epsilon_\mathcal{C}) \circ \psi = \text{Id}_{\mathcal{M}}$ (analogously for left comodules). A bicomodule over $\mathcal{C}$ is a $k$-vector space $\mathcal{M}$ together with two linear maps $\psi : \mathcal{M} \to \mathcal{M} \otimes \mathcal{C}$ and $\phi : \mathcal{M} \to \mathcal{C} \otimes \mathcal{M}$ which endow $\mathcal{M}$ with a structure of right- and left comodule, respectively, and
such that the compatibility condition:

\[(\text{Id}_\mathcal{C} \otimes \psi) \circ \phi = (\phi \otimes \text{Id}_\mathcal{C}) \circ \psi\]

holds. A **bialgebra** consists of an algebra and coalgebra structure together with compatibility relations. We denote a **Hopf algebra** by \((\mathcal{H}, m_\mathcal{H}, \eta_\mathcal{H}, \Delta_\mathcal{H}, \varepsilon_\mathcal{H}, S)\). It is a bialgebra together with a particular \(k\)-linear map, i.e. the **antipode** \(S : \mathcal{H} \to \mathcal{H}\), satisfying the Hopf algebra axioms [1, 3, 38]. In the following we omit subscripts if there is no danger of confusion.

Let \(\mathcal{H}\) be a connected filtered bialgebra:

\[k = \mathcal{H}^{(0)} \subset \mathcal{H}^{(1)} \subset \cdots \subset \mathcal{H}^{(n)} \subset \cdots, \quad \bigcup_{n \geq 0} \mathcal{H}^{(n)} = \mathcal{H},\]

and let \(\mathcal{A}\) be any commutative algebra. The space \(\mathcal{L}(\mathcal{H}, \mathcal{A})\) of linear maps from \(\mathcal{H}\) to \(\mathcal{A}\) together with the convolution product \(f \ast g := m_\mathcal{A} \circ (f \otimes g) \circ \Delta\), \(f, g \in \mathcal{L}(\mathcal{H}, \mathcal{A})\) is an algebra with unit \(e := \eta_\mathcal{A} \circ \varepsilon\). The filtration of \(\mathcal{H}\) implies a decreasing filtration on \(\mathcal{L}(\mathcal{H}, \mathcal{A})\) and \(\mathcal{L}(\mathcal{H}, \mathcal{A})\) is complete with respect to the induced topology, e.g. see [32] for more details. The subset \(\mathfrak{g}_0 \subset \mathcal{L}(\mathcal{H}, \mathcal{A})\) of linear maps \(\alpha\) that send the bialgebra unit to zero, \(\alpha(1) = 0\), forms a Lie algebra in \(\mathcal{L}(\mathcal{H}, \mathcal{A})\). The exponential:

\[\exp^*(\alpha) = \sum_{k \geq 0} \frac{1}{k!} \alpha^k\]

makes sense and is a bijection from \(\mathfrak{g}_0\) onto the group \(G_0 = e + \mathfrak{g}_0\) of linear maps \(\gamma\) that send the bialgebra unit to the algebra unit, \(\alpha(1) = 1_\mathcal{A}\).

An **infinitesimal character** with values in \(\mathcal{A}\) is a linear map \(\xi \in \mathcal{L}(\mathcal{H}, \mathcal{A})\) such that for \(x, y \in \mathcal{H}\):

\[(2) \quad \xi(xy) = \xi(x)e(y) + e(x)\xi(y).\]

We denote by \(\mathfrak{g}_\mathcal{A} \subset \mathfrak{g}_0\) the linear space of infinitesimal characters. We call an \(\mathcal{A}\)-valued map \(\rho\) in \(\mathcal{L}(\mathcal{H}, \mathcal{A})\) a **character** if for \(x, y \in \mathcal{H}\):

\[(3) \quad \rho(xy) = \rho(x)\rho(y).\]

The set of such unital algebra morphisms is denoted by \(G_\mathcal{A} \subset G_0\). It is easily verified that the set \(G_\mathcal{A}\) of characters from \(\mathcal{H}\) to \(\mathcal{A}\) forms a group for the convolution product. In fact it is the pro-unipotent **group of \(\mathcal{A}\)-valued morphisms on the bialgebra** \(\mathcal{H}\). And \(\mathfrak{g}_\mathcal{A}\) in \(\mathfrak{g}_0\) is the corresponding pro-nilpotent Lie algebra. The exponential map \(\exp^*\) restricts to a bijection between \(\mathfrak{g}_\mathcal{A}\) and \(G_\mathcal{A}\).

The neutral element \(e := \eta_\mathcal{A} \circ \varepsilon\) in \(G_\mathcal{A}\) is given by \(e(1) = 1_\mathcal{A}\) and \(e(x) = 0\) for \(x \in \text{Ker}\varepsilon\). The inverse of \(\varphi \in G_\mathcal{A}\) is given by composition with the antipode \(S\):

\[(4) \quad \varphi^{-1} = \varphi \circ S.\]

Recall the twisting map \(\tau_V(a \otimes b) := b \otimes a\) for \(a, b\), say, in the \(k\)-vector space \(V\).

For completeness we ask the reader to recall the notion of left **pre-Lie algebra** [2, 9, 17]. A left pre-Lie algebra is a \(k\)-vector space \(\mathcal{P}\) with a binary composition \(\triangleright\) that satisfies the left pre-Lie identity:

\[(5) \quad (a \triangleright b) \triangleright c - a \triangleright (b \triangleright c) = (b \triangleright a) \triangleright c - b \triangleright (a \triangleright c),\]

for \(a, b, c \in \mathcal{P}\) and with an analogous identity for right pre-Lie algebra. For \(a, b \in \mathcal{P}\) the bracket \([a, b] := a \triangleright b - b \triangleright a\) satisfies the Jacobi identity and therefore turns \(\mathcal{P}\) into a Lie algebra.

### 3. Rooted trees and rooted forests

Recall, that a **non-planar** rooted tree is either the empty set, or a finite connected simply connected oriented graph such that every vertex has exactly one incoming edge, except for a
A *distinguished vertex* (the root) which has no incoming edge. A vertex without outgoing edges is called a leaf. We list all rooted trees up to degree 5:

\[ \bullet, \quad \bullet, \quad \bullet, \quad \bullet, \quad \bullet, \quad \bullet, \quad \bullet, \quad \bullet, \quad \bullet, \quad \bullet. \]

A *rooted forest* is a finite collection \( s = (t_1, \ldots, t_n) \) of rooted trees, which we simply denote by the (commutative) product \( t_1 \cdots t_n \). The operator \( B_+ \) (e.g. see [21]) associates to the forest \( s \) the tree \( B_+ (s) \) obtained by grafting the root of each connected component \( t_j \) on a common new root. \( B_+ (\emptyset) \) is the unique rooted tree with only one vertex.

Recall the definition of several important numbers associated to a rooted forest \( s = t_1 \cdots t_n \):

1. The number of vertices \( v(s) = \sum_{j=1}^n v(t_j) \).
2. The number of edges \( e(s) = \sum_{j=1}^n e(t_j) \). For a non-empty tree \( t \) we have \( e(t) = v(t) - 1 \).
3. The tree factorial, recursively defined (with respect to the number of vertices) by \( t! = 1 \) and:
   \[
   (B_+(t_1 \cdots t_n))! = v(B_+(t_1 \cdots t_n)) \prod_{j=1}^n t_j! = \left(1 + \sum_{j=1}^n v(t_j)\right) \prod_{j=1}^n t_j!.
   \]
4. The internal symmetry factor \( \sigma(s) = \prod_{j=1}^n |\text{Aut} t_j| \). Note that it differs from the true symmetry factor \( \sigma(B_+(s)) \) of the forest \( s \), which is not multiplicative.
5. The Connes–Moscovici coefficient of a tree \( t \), e.g. see [4, 21, 27], defined by:
   \[
   \text{CM}(t) = \frac{v(t)!}{t! \sigma(t)}.
   \]

### 4. The rooted tree Hopf algebra \( \mathcal{H} \)

**4.1. Definition.** Let \( T \) be the \( k \)-vector space spanned by non-planar rooted trees, excluding the empty tree. Write \( T = T' \oplus k \bullet \) where \( \bullet \) stands for the unique one-vertex tree, and where \( T' \) is the \( k \)-vector space spanned by rooted trees with at least one edge. Consider the symmetric algebra \( \mathcal{H} = S(T') \), which can be seen as the \( k \)-vector space generated by rooted forests with all connected components containing at least one edge. One identifies the unit of \( S(T') \) with the rooted tree \( \bullet \).

A *subforest* of a tree \( t \) is either the trivial forest \( \bullet \), or a collection \((t_1, \ldots, t_n)\) of pairwise disjoint subtrees of \( t \), each of them containing at least one edge. In particular two subtrees of a subforest cannot have any common vertex.

Let \( s \) be a subforest of a rooted tree \( t \). Denote by \( t/s \) the tree obtained by contracting each connected component of \( s \) onto a vertex. We turn \( \mathcal{H} \) into a bialgebra by defining a coproduct \( \Delta: \mathcal{H} \to \mathcal{H} \otimes \mathcal{H} \) on each tree \( t \in T' \) by:

\[
\Delta(t) = \sum_{s \subseteq t} s \otimes t/s,
\]

where the sum runs over all possible subforests (including the unit \( \bullet \) and the full subforest \( t \)). Here are two examples:

\[
\Delta(1) = 1 \otimes \bullet + \bullet \otimes 1 + 21 \otimes 1
\]
\[
\Delta(\Psi) = \Psi \otimes \bullet + \bullet \otimes \Psi + 3 \Psi \otimes 1 + 3 1 \otimes \Psi
\]

As usual we extend the coproduct \( \Delta \) multiplicatively onto \( S(T') \). In fact, co-associativity is easily verified. This makes \( \mathcal{H} := \bigoplus_{n \geq 0} \mathcal{H}_n \) a connected graded bialgebra, hence a Hopf algebra,
where the grading is defined in terms of the number of edges. The antipode $S : \mathcal{H} \to \mathcal{H}$ is given (recursively with respect to the number of edges) by one of the two following formulas:

\begin{align}
S(t) &= -t - \sum_{s \cdot \neq s \subseteq t} S(s) \ t/s, \\
S(t) &= -t - \sum_{s \cdot \neq s \subseteq t} s \ S(t/s).
\end{align}

4.2. The rooted tree bialgebra $\tilde{H}$. Consider the symmetric algebra $\tilde{H} = S(T)$, which can be seen as the $k$-vector space generated by rooted forests. A spanning subforest of a tree $t$ is a collection $(t_1, \ldots, t_n)$ of disjoint subtrees, such that any vertex of $t$ belongs to one (unique) $t_j$. The contracted tree $t/s$ is defined the same way as above, except that the contraction is effective only for subtrees with at least two vertices. This is not a Hopf algebra since there is no inverse for the grouplike element $\bullet$, but the Hopf algebra $\mathcal{H}$ can be recovered as $\tilde{H}/J$, where $J$ is the ideal of $\tilde{H}$ spanned by $1 - \bullet$. The set $\tilde{G}$ of characters of the bialgebra $\tilde{H}$ forms a monoid for the convolution product. The set $G$ of characters of the Hopf algebra $\mathcal{H}$ is a group, and can be seen as the submonoid of $\tilde{G}$ formed by the elements $\varphi$ such that $\varphi(\bullet) = 1$.

4.3. The associated pre-Lie structure. Denote by $(Z_s)$ the dual basis in the graded dual $\mathcal{H}^\circ$ of the forest basis of $\mathcal{H}$. The correspondence $Z : s \mapsto Z_s$ extends linearly to a unique vector space isomorphism from $\mathcal{H}$ onto $\mathcal{H}^\circ$. For any tree $t$ the corresponding $Z_t$ is an infinitesimal character of $\mathcal{H}$, i.e. it is a primitive element of $\mathcal{H}^\circ$. We denote by $*$ the (convolution) product of $\mathcal{H}^\circ$. From the formula directly stemming from the definition:

$$(Z_t * Z_u - Z_u * Z_t)(v) = \sum_s Z_t(s)Z_u(v/s) - \sum_{s'} Z_u(s')Z_t(v/s')$$

we see that if $t$ and $u$ are trees, the two sums on the right-hand side run over classes of subtrees only (because $Z_t$ and $Z_u$ vanish on forests containing more than one tree). Looking more closely at it we arrive at the following:

$$Z_t * Z_u - Z_u * Z_t = Z_{t \triangleright u - u \triangleright t}.$$ 

Here $t \triangleright u$ is obtained by inserting $t$ inside $u$, namely:

$$t \triangleright u = \sum_{v, t \subseteq v \text{ and } v/t = u} N(t, u, v)v,$$

where $N(t, u, v)$ is the number of subtrees of $v$ isomorphic to $t$ such that $v/t$ is isomorphic to $u$. By the Cartier–Milnor–Moore theorem, the graded dual $\mathcal{H}^\circ$ is isomorphic as a Hopf algebra to the enveloping algebra $U(\mathfrak{g})$, where $\mathfrak{g} = \text{Prim} \mathcal{H}^\circ$ is the Lie algebra spanned by the $Z_t$’s for rooted trees $t$. The product $\triangleright$ satisfies the left pre-Lie relation. This pre-Lie structure can of course be transported on $\mathfrak{g}$ by setting $Z_t \triangleright Z_u := Z_{t \triangleright u}$, and the Lie bracket is given by:

$$[Z_t, Z_u] = Z_t * Z_u - Z_u * Z_t = Z_{t \triangleright u - u \triangleright t}.$$ 

4.4. Another normalization. Denote by $A_\sigma : \mathcal{H} \to \mathcal{H}$ the linear map defined by $A_\sigma(s) = \sigma(s)s$ for any rooted forest $s$, where $\sigma(s)$ is the internal symmetry factor (see section 3). The map $A_\sigma$ is an algebra automorphism thanks to the multiplicativity of $\sigma$. We modify the coproduct according to $A_\sigma$, for each tree $t$ we define:

$$\Delta_\sigma(t) := (A_\sigma \otimes A_\sigma) \circ \Delta \circ A_\sigma^{-1}(t) = \sum_s \frac{\sigma(s)\sigma(t/s)}{\sigma(t)} s \otimes t/s,$$
where the sum runs over the subforests of \( t \). Then \( \mathcal{H} \) endowed with this coproduct (without changing the product) is a Hopf algebra with antipode \( S_\sigma = A_\sigma \circ S \circ A_\sigma^{-1} \). The associated pre-Lie structure on the graded dual \( \mathcal{H}^0 \) is given by \( Z_t \triangleright \sigma Z_u = Z_{t \triangleright \sigma u} \); with:

\[
t \triangleright \sigma u = \sum_{v \subseteq v' \text{ and } v / v = u} M(t, u, v),
\]

where \( M(t, u, v) = \frac{\sigma(t) \sigma(u)}{\sigma(v)} N(t, u, v) \) can be interpreted as the number of ways to insert the tree \( t \) inside the tree \( u \) in order to get the tree \( v \). See [24] for more on the combinatorics of rooted trees and Hopf algebras.

5. Some coproduct computations

We will denote by \( E_n \) the \( n \)-edged ladder (hence containing \( n + 1 \) vertices), and by \( C_n \) the \( n \)-edged corolla, i.e. the tree built from \( n \) vertices each linked by one edge to a common root. \( E_0 \) and \( C_0 \) both coincide with the unit \( * \).

**Proposition 1.** \( \Delta(C_n) = \sum_{p=0}^n \binom{n}{p} C_p \otimes C_{n-p} \) and \( \Delta_\sigma(C_n) = \sum_{p=0}^n C_p \otimes C_{n-p} \).

**Proof.** The only subforests of \( C_n \) are the corollas \( C_p \), \( 0 \leq p \leq n \), each appearing \( \binom{n}{p} \) times, and \( C_n / C_p = C_{n-p} \). The second equality comes then from the obvious formula \( \sigma(C_k) = k! \) for any \( k \). \( \square \)

**Corollary 2.** Let \( n \geq 1 \). Then

\[
S(C_n) = \sum_{1 \leq r \leq n} (-1)^r \sum_{k_1 + \cdots + k_r = n} \frac{n!}{k_1! \cdots k_r!} C_{k_1} \cdots C_{k_r},
\]

\[
S_\sigma(C_n) = \sum_{1 \leq r \leq n} (-1)^r \sum_{k_1 + \cdots + k_r = n} C_{k_1} \cdots C_{k_r}.
\]

Computing \( \Delta(E_n) \) needs some combinatorics: for any integer \( n \geq 1 \) and for \( 1 \leq r \leq n \) consider the set \( K_{n,r} \) of the length \( r \) compositions of the integer \( n \), namely:

\[
K_{n,r} := \{ (p_1, \ldots, p_r) \in (\mathbb{N} - \{0\})^r, p_1 + \cdots + p_r = n \}.
\]

Let us call block of the composition \( \pi \) one of the intervals:

\[
P_j(\pi) := \{ p_1 + \cdots + p_j, p_1 + \cdots + p_{j+1} \}, \ j = 0, \ldots, r - 1.
\]

**Proposition 3.**

\[
\Delta(E_n) = \sum_{r \geq 1} \sum_{\pi = (p_1, \ldots, p_r) \in K_{n,r}} \left( \prod_{j \geq 1} E_{p_{2j}} \right) \otimes E_{\sum_{j \geq 1} p_{2j-1}} + \left( \prod_{j \geq 1} E_{p_{2j-1}} \right) \otimes E_{\sum_{j \geq 1} p_{2j}}.
\]

**Proof.** Let us label the edges of \( E_n \) from 1 to \( n \), upwards starting from the root. Any interval of \( \{1, \ldots, n\} \) corresponds bijectively to a subtree of \( E_n \). Any composition \( \pi \) of \( n \) gives rise to exactly two subforests of \( E_n \): the one the subtrees of which are given by the blocks of \( \pi \) of odd rank, and the one the subtrees of which are given by the blocks of \( \pi \) of even rank. Any subforest is obtained this way once and only once, and any class of subforests contains only one element (this coming from the fact that the automorphism group of a ladder is trivial), which proves the result. \( \square \)

The best way to get used to this particular coproduct is to present some examples. Here for the first ladders up to degree 5:

\[
\Delta(\bullet) = \bullet \otimes \bullet
\]
\[
\Delta(1) = 1 \otimes \bullet + \bullet \otimes 1
\]
\[
\Delta(\mathbb{1}) = \mathbb{1} \otimes \ast + \mathbb{1} \otimes \mathbb{1} + 2 \mathbb{1} \otimes \mathbb{1} \\
\Delta(\mathbb{1}) = \mathbb{1} \otimes \ast + \mathbb{1} \otimes \mathbb{1} + 2 \mathbb{1} \otimes \mathbb{1} + 3 \mathbb{1} \otimes \mathbb{1} + \mathbb{1} \otimes \mathbb{1} \\
\Delta(\mathbb{1}) = \mathbb{1} \otimes \ast + \mathbb{1} \otimes \mathbb{1} + 2 \mathbb{1} \otimes \mathbb{1} + 3 \mathbb{1} \otimes \mathbb{1} + 4 \mathbb{1} \otimes \mathbb{1} + 3 \mathbb{1} \otimes \mathbb{1} + 2 \mathbb{1} \otimes \mathbb{1}.
\]

Note that the coproduct \(\Delta(E_n)\) is the sum of \(2^n\) elements: this comes from the fact that the cardinal of \(K_{n,r}\) is equal to \(\binom{n-1}{r-1}\), yielding \(2^{n-1}\) for the total number of compositions of \(n\). This suggests a rewriting of the coproduct formula for \(E_n\) by means of compositions of \(n + 1\), which can be done the following way: there is a one-to-one correspondence between \(K_{n+1,r}\) and the set \(\tilde{K}_{n,r}\) of “mock-compositions” of \(n\), namely sequences \((p_1, \ldots, p_r)\) of nonnegative integers with \(p_1 + \cdots + p_r = n\), all positive except perhaps \(p_1\). Equation (12) can be rewritten as:

\[
\Delta(E_n) = \sum_{r \geq 1} \sum_{\pi = (p_1, \ldots, p_r) \in \tilde{K}_{n,r}} \left( \prod_{j \geq 1} E_{p_{2j-1}} \right) \otimes E_{\sum_{j \geq 0} p_{2j}}.
\]

Note that the two coproducts \(\Delta_\sigma\) and \(\Delta\) coincide on the ladders \(E_n\).

**Remark 4.** The coproduct in the bialgebra \(\tilde{H}\) shows forests involving the single root \(\ast\) on the left, for example:

\[
\Delta_{\tilde{H}}(\mathbb{1}) = \mathbb{1} \otimes \ast + \mathbb{1} \otimes \mathbb{1} + 2 \mathbb{1} \otimes \mathbb{1}.
\]

### 6. Another expression for the coproduct

We try in this section to generalize formula (13) to any rooted tree. For this purpose we need the notion of composition for a tree (more exactly an analogue of the “mock-compositions” of the previous section), which will be derived from the concept of floored tree.

Let \(t\) be a tree different from the unit \(\ast\). Denote by \(ht\) the height function, defined on the set \(E(t)\) of edges with values into the positive integers, by the distance from the top vertex of the given edge down to the root. We consider the natural partial order on \(E(t)\), defined by \(e \leq e'\) if and only if there is a path from the root flowing through \(e\) and ending at \(e'\).

**Definition 1.** A floored tree is a tree together with a nondecreasing function “floor” \(fl : E(t) \to \mathbb{N}\) such that for any edge \(e\) the inequality \(fl(e) \leq ht(e)\) holds, and such that the image of \(fl\) is an interval (thus starting with 0 or 1).

Note that this is a kind of “french” definition, as the lowest floor (which however can be empty) is numbered by zero. Observe that there is a natural one-to-one correspondence between floored trees with underlying tree \(E_n\) and the mock-compositions of the integer \(n\): to any such floored tree we associate the sequence \((k_1, \ldots, k_r)\) where \(r - 1\) is the maximum of the function \(fl\), and where \(k_1 + \cdots + k_j\) is the height reached by the \((j - 1)\text{th}\) floor.

Let us denote by \(\tilde{K}_r(t)\) the set of floored trees with underlying tree \(t\) and with top floor of rank \(r - 1\). For any \(\tilde{t} \in \tilde{K}_r(t)\) we denote by \((s_1(\tilde{t}), \ldots, s_r(\tilde{t}))\) the associated collection of subforests, namely \(s_j(\tilde{t}) := fl^{-1}(j - 1)\). We have the following formula for the coproduct (where \(h(t)\) stands for the maximum of the height function \(ht\) on \(t\)):
Proposition 5.

\[(14) \quad \Delta(t) = \sum_{r=1}^{h(t)} \sum_{\tilde{t} \in \mathcal{K}_r(t)} \left( \prod_{j \geq 1} s_{2j-1}(\tilde{t}) \right) \otimes t / \prod_{j \geq 1} s_{2j-1}(\tilde{t}). \]

As an example, a floored tree structure on the corolla \( C_n \) is just a function \( \Phi : \{e_1, \ldots, e_n\} \to \{0, 1\} \) where the edges are denoted by \( e_j, j = 1, \ldots, n \). Formula \((14)\) gives then back Proposition \[1\]

7. A FORMULA FOR THE ANTIPODE

Let \( P_r(t) \) be the set of partitions \( s = (s_1, \ldots, s_r) \) of a tree \( t \) into \( r \) non-trivial subforests. Observe that \( P_r(C_n) \) is the set of length \( r \) partitions of \( \{1, \cdots, n\} \).

Proposition 6. Let \( t \neq \bullet \) be a tree. Then

\[ S(t) = \sum_{1 \leq r \leq e(t)} (-1)^r \sum_{(t_1, \ldots, t_r) \in P_r(t)} \left( \prod_{1 \leq i \leq r-1} t_i \right) \left( t / \prod_{1 \leq i \leq r-1} t_i \right). \]

Proof. The proof is by induction on the number of edges of \( t \), using the recursive formula \[9\] for the antipode. Explicitly:

\[ S(t) = \sum_s s S(t/s) \]

\[ = \sum_s \left( \sum_{1 \leq r \leq e(t/s)} (-1)^r \sum_{(t_1, \ldots, t_r) \in P_r(t/s)} \left( \prod_{1 \leq i \leq r-1} t_i \right) \left( t/s / \prod_{1 \leq i \leq r-1} t_i \right) \right) \]

\[ = \left( \sum_{1 \leq r \leq e(t/s)} (-1)^r \sum_{(s, t_1, \ldots, t_r) \in P_r(t)} \left( \prod_{1 \leq i \leq r-1} t_i \right) \left( t/s / \prod_{1 \leq i \leq r-1} t_i \right) \right) \]

\[ = \left( \sum_{2 \leq r \leq e(t)} (-1)^{r-1} \sum_{(t_1, t_2, \ldots, t_r) \in P_r(t)} \left( \prod_{1 \leq i \leq r-1} t_i \right) \left( t / \prod_{1 \leq i \leq r-1} t_i \right) \right) \]

\[ = \sum_{1 \leq r \leq e(t)} (-1)^r \sum_{(t_1, \ldots, t_r) \in P_r(t)} \left( \prod_{1 \leq i \leq r-1} t_i \right) \left( t / \prod_{1 \leq i \leq r-1} t_i \right). \]

\[ \square \]

8. THE BACKWARDS ERROR ANALYSIS CHARACTER

Denote by \( E_\sigma \) the character of \( \mathcal{H} \) given by:

\[ E_\sigma = \frac{\text{CM}(t)}{v(t)!}, \]

where \( \text{CM}(t) \) stands for the Connes–Moscovici coefficient \[6\] of the tree \( t \) (e.g. see \[4, 8, 21, 27\]). In particular:

\[ E_\sigma(C_n) = E_\sigma(E_n) = \frac{1}{(n+1)!}. \]

Now define, as in \[8\], \( L_\sigma := E_\sigma^{-1} = E_\sigma \circ S_\sigma \). The inverse is understood with respect to the convolution product \(*_\sigma\) associated with the coproduct \( \Delta_\sigma \) of paragraph \[4, 8\]. As rooted trees

\[ \footnotesize{^1} \text{The characters } E_\sigma \text{ and } L_\sigma \text{ are denoted respectively by } \exp^* \text{ and } \log^* \text{ by F. Chapoton in } [8] . \]
form a natural basis of the free pre-Lie algebra in one generator ([9, 17]), the values of $L_\sigma$ show up naturally in the Magnus expansion, i.e. in the expansion of the logarithm of the solution of the differential equation $\dot{X} = AX$, say, e.g. in an algebra of matrix valued functions ([31, 20]).

This becomes more transparent when realizing its underlying pre-Lie algebra structure, set up in [18, 19]. In particular, according to (11) we find:

$$L_\sigma(C_n) = \sum_{1 \leq r \leq n} (-1)^r \sum_{k_1 + \cdots + k_r = n} \left( \prod_{1 \leq i \leq r} \frac{1}{(k_i + 1)!} \right).$$

Hence, with the convention $C_0 = \cdot$ we have:

$$\sum_{n \geq 0} L_\sigma(C_n)x^n = 1 + \sum_{n \geq 1} x^n \sum_{1 \leq r \leq n} (-1)^r \sum_{k_1 + \cdots + k_r = n} \left( \prod_{1 \leq i \leq r} \frac{x^{k_i}}{(k_i + 1)!} \right)$$

$$= 1 + \sum_{n \geq 1} \sum_{1 \leq r \leq n} (-1)^r \sum_{k_1 + \cdots + k_r = n} \left( \prod_{1 \leq i \leq r} \frac{x^{k_i}}{(k_i + 1)!} \right)$$

$$= \sum_{r \geq 0} (-1)^r \left( \sum_{k \geq 1} \frac{x^k}{(k + 1)!} \right)^r = \frac{x}{e^x - 1}.$$

We recover then [8 Proposition 10], namely $L_\sigma(C_n) = \frac{B_n}{n!},$ where the $B_n$'s stand for the Bernoulli numbers:

$$B_0 = 1, B_1 = -\frac{1}{2}, B_2 = \frac{1}{6}, B_4 = -\frac{1}{30}, \ldots, B_{2k+1} = 0 \text{ for } k \geq 1.$$

Translating this into the first normalization, we may consider the character $E := E_\sigma \circ A_\sigma,$ given by:

$$E(t) = \frac{1}{t!}.$$

Then its inverse $E^{-1} = E \circ S$ with respect to the convolution product associated with the original coproduct $\Delta$ is given by $L = L_\sigma \circ A_\sigma.$ In particular we get:

$$L(C_n) = B_n.$$

Remark 7. Recall the notion of B-series [5, 6, 25] as a formal power series in the step size parameter $h$ containing elementary differentials and arbitrary coefficients encoded in a linear function $\alpha$ on the set of rooted trees $T$:

$$B(\alpha, ha) = \alpha(1)1 + \sum_{t \in T} h^{\nu(t)}\frac{\alpha(t)}{\sigma(t)}F_a(t),$$

where $a$ is a smooth vector field on $\mathbb{R}^n$ and the elementary differential is defined as:

$$F_a(B_+(t_1 \cdots t_n))(y) = a^{\nu(n)}(y)(F_a(t_1)(y), \ldots, F_a(t_n)(y)).$$

Since Cayley [7] we use rooted trees to encode the solution of autonomous initial value problem $\dot{y}(s) = a(y(s)), \ y(0) = y_0,$ corresponding to (15) with $\alpha : T \to k$:

$$\alpha(t) := E(t).$$

For a detailed exposition of the ideas of backward error analysis and modified equations appearing in the context of numerical methods for differential equations and related algebraic structures, i.e. composition and (vector field-)substitution of B-series, we refer the reader to [11, 12, 13, 25]. In section 10 below we will show how the substitution law for B-series is related to the bialgebra $\mathcal{H}$. 


9. Relation with the Connes–Kreimer Hopf algebra

9.1. The Connes–Kreimer algebra of rooted trees. Let $k$ be a field of characteristic zero. The Connes–Kreimer Hopf algebra $\mathcal{H}_{\text{CK}} = \bigoplus_{n \geq 0} \mathcal{H}_{\text{CK}}^{(n)}$ is the Hopf algebra of rooted forests over $k$, graded by the number of vertices. It is the free commutative algebra on the linear space $T$ spanned by nonempty rooted trees. For a rooted tree $t$, we denote by $E(t)$, $V(t)$ the set of edges and vertices, respectively. The coproduct on a rooted forest $u$ (i.e. a product of rooted trees) is described as follows: the set $U$ of vertices of a forest $u$ is endowed with a partial order defined by $x \leq y$ if and only if there is a path from a root to $y$ passing through $x$. Any subset $W$ of the set of vertices $U$ of $u$ defines a subforest $w$ of $u$ in an obvious manner, i.e. by keeping the edges of $u$ which link two elements of $W$. The coproduct is then defined by:

$$\Delta_{\text{CK}}(u) = \sum_{v \cup w = u, W < V} v \otimes w.$$

Here the notation $V < W$ means that $x < y$ for any vertex $x$ of $v$ and any vertex $y$ of $w$ such that $x$ and $y$ are comparable. Such a couple $(V, W)$ is also called an admissible cut, with crown (or pruning) $V$ and trunk $W$. For comparison we remind the reader of the Connes–Kreimer coproduct defined in terms of admissible cuts on a rooted tree $t$, i.e. $c \subseteq E(t)$:

$$\Delta_{\text{CK}}(t) = t \otimes 1 + 1 \otimes t + \sum_{c \subseteq \text{Adm}(t)} P^c(t) \otimes R^c(t).$$

Here we denote by $\text{Adm}(t)$ the set of admissible cuts of a forest, i.e. the set of collections of edges such that any path from the root to a leaf contains at most one edge of the collection. In order to make this picture completely correct, we must stress that for any nonempty tree two particular admissible cuts must be associated with the empty collection: the empty cut and the total cut, or digging out. Following [21] we denote as usual by $P^c(t)$ (resp. $R^c(t)$) the pruning (resp. the trunk) of $t$, i.e. the subforest formed by the edges above the cut $c \subseteq \text{Adm}(t)$ (resp. the subforest formed by the edges under the cut). Note that the trunk of a tree is a tree, but the pruning of a tree may be a forest. Here, $1$ stands for the empty forest, which is the unit. One sees easily, that $\text{deg}(t) = \text{deg}(P^c(t)) + \text{deg}(R^c(t))$, for all admissible cuts. We present two examples:

$$\Delta_{\text{CK}}(\mathbf{1}) = \mathbf{1} \otimes 1 + 1 \otimes \mathbf{1} + \mathbf{1} \otimes \mathbf{1};$$
$$\Delta_{\text{CK}}(\mathbf{?}) = \mathbf{?} \otimes 1 + 1 \otimes \mathbf{?} + 2 \mathbf{?} \otimes \mathbf{1} + \mathbf{?} \otimes \mathbf{?}.$$

Observe that the coproduct $\Delta_{\text{CK}}$ is highly non-cocommutative.

With the restriction that $V$ and $W$ be nonempty (i.e. if $V$ and $W$ give rise to an ordered partition of $U$ into two blocks) we get the restricted coproduct:

$$\tilde{\Delta}_{\text{CK}}(u) = \Delta_{\text{CK}}(u) - u \otimes 1 - 1 \otimes u = \sum_{W < V, V \setminus W \neq \emptyset} v \otimes w,$$

which is often displayed $\sum_{(u)} u' \otimes u''$ in Sweedler’s notation. The iterated restricted coproduct writes in terms of ordered partitions of $U$ into $n$ blocks:

$$\tilde{\Delta}_{\text{CK}}^{n-1}(u) = \sum_{V_1 \equiv \ldots \equiv V_n = U, V_n \prec \ldots \prec V_1, V_j \neq \emptyset} v_1 \otimes \cdots \otimes v_n,$$

and we get the full iterated coproduct $\Delta_{\text{CK}}^{n-1}(u)$ by allowing empty blocks in the formula above.

Let $B_+$ be the operator (of degree one) acting on a forest $u = t_1 \cdots t_n$ by grafting the components to a new common root. Recall that $B_+$ is a coalgebra Hochschild cocycle, namely for any
forest \( u \):

\[
\Delta_{CK} \circ B_+(u) = B_+(u) \otimes 1 + (\text{Id} \otimes B_+) \circ \Delta_{CK}(u),
\]

where \( 1 : k \to H_{CK} \) is the unit (see [21]). Note (see e.g. [23, 36]) that \( H_{CK} \) is isomorphic, as a Hopf algebra, to the graded dual of the Grossman–Larson Hopf algebra.

There is also an associated pre-Lie structure: Denote by \((\delta_s)\) the dual basis in the graded dual \( H_{CK}^0 \) of the forest basis of \( H_{CK} \). The correspondence \( \delta : s \mapsto \delta_s \) extends linearly to a unique vector space isomorphism from \( H_{CK} \) onto \( H_{CK}^0 \). For any tree \( t \) the corresponding \( \delta_t \) is an infinitesimal character of \( H_{CK} \), i.e. it is a primitive element of \( \mathcal{H}_0 \). We denote by \(*\) the (convolution) product of \( \mathcal{H}_0 \). We have:

\[
\delta_t \ast \delta_u - \delta_u \ast \delta_t = \delta_{t \to u - u - t}.
\]

Here \( t \to u \) is obtained by grafting \( t \) on \( u \), namely:

\[
t \to u = \sum_u N'(t, u, v) v,
\]

where \( N'(t, u, v) \) is the number of partitions \( V(t) = V \sqcup W \), \( W < V \) such that \( v \mid_V = t \) and \( v \mid_W = u \). By the Cartier–Milnor–Moore theorem, the graded dual \( H_{CK}^0 \) is isomorphic as a Hopf algebra to the enveloping algebra \( \mathcal{U}(g_{CK}) \), where \( g_{CK} = \text{Prim} H_{CK}^0 \) is the Lie algebra spanned by the \( \delta_t \)'s for rooted trees \( t \). The product \( \to \) satisfies the left pre-Lie relation \([3] \). This pre-Lie structure can of course be transported on \( g_{CK} \) by setting \( \delta_t \to \delta_u := \delta_{t \to u} \), and the Lie bracket is given by:

\[
[\delta_t, \delta_u] = \delta_t \ast \delta_u - \delta_u \ast \delta_t = \delta_{t \to u} - \delta_u \to \delta_t.
\]

Another normalization is often employed, by setting:

\[
t \looparrowright u = A_{\sigma}^{-1}(A_{\sigma}(t) \to A_{\sigma}(u)).
\]

We have immediately:

\[
t \looparrowright u = \sum_v M'(t, u, v) v,
\]

where \( M'(t, u, v) = \frac{\sigma(t)\sigma(u)}{\sigma(v)} N'(t, u, v) \) can be interpreted as the number of ways to graft the tree \( t \) on the tree \( u \) in order to get the tree \( v \). Considering the normalized dual basis \( \tilde{\delta}_t = \sigma(t)\delta_t \) we obviously have:

\[
\tilde{\delta}_t \ast \tilde{\delta}_u - \tilde{\delta}_u \ast \tilde{\delta}_t = \tilde{\delta}_{t \to u - u \to t}.
\]

The pre-Lie algebra \( (T, \looparrowright) \) is the free pre-Lie algebra with one generator \([9] \). For more properties of the two pre-Lie structures \( \to \) and \( \triangleright \) (or equivalently \( \looparrowright \) and \( \triangleright_{\sigma} \)), see \([33] \).

9.2. A compatible left comodule structure. One observes that there is a \( \mathcal{H} \)-bicomodule structure on the Connes–Kreimer Hopf algebra \( H_{CK} \) defined as follows: for any nonempty tree \( t \) we set \( \Phi(t) = \Psi(t) = \Delta(t) \), for the unit tree \( 1 \) we set \( \Phi(1) = \ast \otimes 1 \), \( \Psi(1) = 1 \otimes \ast \), and we extend \( \Phi \) (resp. \( \Psi \)) to an algebra morphism from \( H_{CK} \) to \( \mathcal{H} \otimes H_{CK} \) (resp. \( H_{CK} \otimes \mathcal{H} \)). The coaction axioms for \( \Phi \) and \( \Psi \) are clearly verified as well as the compatibility condition \((\Phi \otimes \text{Id}_H) \circ \Psi = (\text{Id}_H \otimes \Psi) \circ \Phi \).

We will use Sweedler’s notation:

\[
\Phi(x) = \sum_{(x)} x_1 \otimes x_0, \quad \Psi(x) = \sum_{(x)} x'_0 \otimes x'_1.
\]

We are now interested in finding relations between this bicomodule structure and the Connes–Kreimer coproduct \( \Delta_{CK} \).
Theorem 8. The following identity of linear maps from $\mathcal{H}_{CK}$ into $\mathcal{H} \otimes \mathcal{H}_{CK} \otimes \mathcal{H}_{CK}$ holds:
\begin{equation}
(\text{Id}_{\mathcal{H}} \otimes \Delta_{CK}) \circ \Phi = m^{1,3} \circ (\Phi \otimes \Phi) \circ \Delta_{CK},
\end{equation}
where $m^{1,3} : \mathcal{H} \otimes \mathcal{H}_{CK} \otimes \mathcal{H} \otimes \mathcal{H}_{CK} \rightarrow \mathcal{H} \otimes \mathcal{H}_{CK} \otimes \mathcal{H}_{CK}$ is defined by:
\[ m^{1,3}(a \otimes b \otimes c \otimes d) = ac \otimes b \otimes d. \]

Proof. The verification is immediate for the empty forest. Recall that we denote by $\text{Adm}(t)$ the set of admissible cuts of a forest. We have then for any nonempty forest:
\[
(\text{Id}_{\mathcal{H}} \otimes \Delta_{CK}) \circ \Phi(t) = (\text{Id}_{\mathcal{H}} \otimes \Delta_{CK}) \sum_{s \text{ subforest of } t} s \otimes t/s,
\]

On the other hand we compute:
\[
m^{1,3} \circ (\Phi \otimes \Phi) \circ \Delta_{CK}(t) = m^{1,3} \circ (\Phi \otimes \Phi) \left( \sum_{c \in \text{Adm}(t)} P^c(t) \otimes R^c(t) \right)
\]
\[
= m^{1,3} \left( \sum_{c \in \text{Adm}(t)} \sum_{s' \text{ subforest of } P^c(t)} \sum_{s'' \text{ subforest of } R^c(t)} s' \otimes P^c(t)/s' \otimes s'' \otimes R^c(t)/s'' \right)
\]
\[
= \sum_{c \in \text{Adm}(t)} \sum_{s' \text{ subforest of } P^c(t)} \sum_{s'' \text{ subforest of } R^c(t)} s' s'' \otimes P^c(t)/s' \otimes R^c(t)/s''
\]
\[
= \sum_{c \in \text{Adm}(t)} \sum_{s \text{ subforest of } t \text{ containing no edge of } c} s \otimes P^c(t)/s \cap P^c(t) \otimes R^c(t)/s \cap R^c(t)
\]
\[
= \sum_{s \text{ subforest of } t} \sum_{c \in \text{Adm}(t/s)} s \otimes P^c(t/s) \otimes R^c(t/s),
\]
which proves the theorem.

Corollary 9. Let $a : \mathcal{H} \rightarrow k$ be any linear map. Then the operator $^t L_a : \mathcal{H}_{CK} \rightarrow \mathcal{H}_{CK}$ defined by
\[ ^t L_a = (a \otimes \text{Id}_{\mathcal{H}_{CK}}) \circ \Phi, \]
i.e.:
\[ ^t L_a(x) = \sum_{(x)} \langle a, x_1 \rangle x_0 \]
satisfies the identity:
\[
\Delta_{CK} \circ ^t L_a = ^t L_{m^* a} \circ \Delta_{CK},
\]
where: $m^* : \mathcal{H}^* \rightarrow (\mathcal{H} \otimes \mathcal{H})^*$ is defined by $m^*(a)(x \otimes y) := a(xy)$, and where
\[ ^t L_{m^* a} := (m^* a \otimes \text{Id}_{\mathcal{H}_{CK}} \otimes \text{Id}_{\mathcal{H}_{CK}}) \circ \tau_{2,3} \circ (\Phi \otimes \Phi). \]
In particular when $a \in \mathcal{H}^\circ$ then $m^* a = \sum_{(a)} a_1 \otimes a_2 \in \mathcal{H}^\circ \otimes \mathcal{H}^\circ$, and:
\[
\Delta_{CK} \circ ^t L_a = \sum_{(a)} \langle ^t L_{a_1} \otimes ^t L_{a_2} \rangle \circ \Delta_{CK}.
\]

Proof. The operator $^t L_a$ is the transpose of the left multiplication operator $L_a : \mathcal{H}_{CK}^\circ \rightarrow \mathcal{H}_{CK}^\circ$ with respect to the left $\mathcal{H}^\circ$-module structure (i.e. $L_a(b) = a \ast b$), which justifies the notation. Similarly, if $a \in \mathcal{H}^\circ$ then $m^* a \in \mathcal{H}^\circ \otimes \mathcal{H}^\circ$ and $^t L_{m^* a}$ is the transpose of the left multiplication operator $L_{m^* a} : \mathcal{H}_{CK}^\circ \otimes \mathcal{H}_{CK}^\circ \rightarrow \mathcal{H}_{CK}^\circ \otimes \mathcal{H}_{CK}^\circ$ with respect to the left $\mathcal{H}^\circ \otimes \mathcal{H}^\circ$-module structure given by
Here the notation $\tau_{2,3}$ stands for the flip of the two middle terms, namely
$\tau_{2,3}(a \otimes b \otimes c \otimes d) = a \otimes c \otimes b \otimes d$. The proof of the corollary is a straightforward computation in view of Theorem 8:

$$\Delta_{CK} \circ t_L a = \Delta_{CK} \circ (a \otimes \text{Id}_{H_{CK}}) \circ \Phi$$

$$= (a \otimes \text{Id}_{H_{CK}} \otimes \text{Id}_{H_{CK}}) \circ (\text{Id}_H \otimes \Delta_{CK}) \circ \Phi$$

$$= (m^* a \otimes \text{Id}_{H_{CK}} \otimes \text{Id}_{H_{CK}}) \circ (\Phi \otimes \Phi) \circ \Delta_{CK}$$

$$= t_L m^* a \circ \Delta_{CK}.$$
\(\alpha \ast \delta = \delta \ast \alpha = \alpha,\)
\(Z \ast b = b \ast Z = b,\)
\(\varphi \ast (b \ast c) = (\varphi \ast b) \ast (\varphi \ast c),\)
\((\varphi \ast b)^{-1} = \varphi \ast b^{-1}.\)

The formulation of this result is completely parallel to Proposition 3.5 in \[11\] on composition and substitution of \(B\)-series: we will fully justify this similarity and prove in the next section that Corollary 12 and Proposition 14 (more precisely their counterparts w.r.t. bialgebra \(\mathcal{H}\) described in Section 9.3 below) indeed imply Proposition 3.5 in \[11\]. Following A. Murua \[35\] we denote by \(\delta\) the character of the Connes–Kreimer Hopf algebra \(\mathcal{H}_{CK}\) such that \(\delta(\emptyset) = 1\) and \(\delta(t) = 0\) for any tree different from \(\emptyset\) and \(\bullet\). This should not be confused with the infinitesimal character \(\delta_\bullet\).

**Proposition 13.** There is a one-to-one correspondence between characters of \(\mathcal{H}\) and a distinguished subset of characters of \(\mathcal{H}_{CK}\), namely:

1. For any character \(\varphi\) of \(\mathcal{H}\), the element \(\varphi' := \varphi \ast \delta_\bullet\) is the infinitesimal character of \(\mathcal{H}_{CK}\) which coincides with \(\varphi\) on nonempty trees. This settles a one-to-one correspondence \(\varphi \mapsto \varphi \ast \delta_\bullet\) between characters of \(\mathcal{H}\) and infinitesimal characters of \(\mathcal{H}_{CK}\) which take the value 1 on the tree \(\bullet\).
2. For any character \(\varphi\) of \(\mathcal{H}\), the element \(\varphi \ast \delta := \varphi \ast \delta\) is the character of \(\mathcal{H}_{CK}\) which coincides with \(\varphi\) on nonempty trees. This settles a one-to-one correspondence \(\varphi \mapsto \varphi \ast \delta\) between characters of \(\mathcal{H}\) and characters of \(\mathcal{H}_{CK}\) which take the value 1 on the tree \(\bullet\).

**Proof.** Let \(\varphi\) be a character of \(\mathcal{H}\). By using the fact that \(\Phi\) is an algebra morphism it is straightforward to check that \(\varphi \ast \delta\) is a character of \(\mathcal{H}_{CK}\), and that \(\varphi \ast \delta(t) = \varphi(t)\) for any nonempty tree \(t\). Replacing \(\delta\) by \(\delta_\bullet\), we obviously get an infinitesimal character. The rest is an immediate check. \(\square\)

Using Proposition 13 and identity (25) we immediately obtain the analogon of the last identity of \[11, Prop. 3.5\]:

**Proposition 14.** Let \(b\) be a character of \(\mathcal{H}_{CK}\) such that \(b(\bullet) = 1\), and let \(\tilde{b}\) be the unique character of \(\mathcal{H}\) such that \(b = \tilde{b} \ast \delta\). Then:

\[b^*-1 = \tilde{b} \ast \delta^*-1.\]

We will denote by \(\exp^*\) and \(\log^*\) the exponential and the logarithm with respect to the convolution product of \(\mathcal{H}_{CK}\). Now using Proposition 13 and identity (24) we see that any character \(b\) of \(\mathcal{H}_{CK}\) with \(b(\bullet) = 1\) writes in a unique way:

\[b = \exp^*(\varphi \ast \delta_\bullet) = \varphi \ast (\exp^* \delta_\bullet),\]

where \(\varphi\) is a character of \(\mathcal{H}\). Recall that:

\[\exp^* \delta_\bullet(t) = \frac{1}{t!}\]

for any nonempty tree (see \[35\, Theorem 9\] and the proof therein). In other words, \(\exp^* \delta_\bullet = E \ast \delta\), where \(E\) is the character defined in section 8.

\(^2\text{Note that this is not related to the notations used by Chapoton in \[8\], briefly recalled in section 8, which may be quite confusing here.}\)
9.3. The left \( \tilde{H} \)-comodule structure. All results of the previous subsection are still valid almost without modification when one replaces the Hopf algebra \( H \) with the bialgebra \( \tilde{H} \). Remark first that \( \tilde{H} \) and \( H_{CK} \) are naturally isomorphic as vector spaces and even as algebras. The comodule map \( \Phi : H_{CK} \to \tilde{H} \otimes H_{CK} \) is simply given by the coproduct \( \Delta \) modulo this identification. Theorem 8 is still valid in this setting, as well as Corollary 9, Proposition 10 and Corollary 11. Corollary 12 also holds provided \( \circ \) is replaced by the unit \( 1 \) in Equation (21). Proposition 13 is replaced by:

**Proposition 15.** There is a one-to-one correspondence between characters of \( \tilde{H} \) and characters of \( H_{CK} \), namely:

1. For any character \( \varphi \) of \( \tilde{H} \), the element \( \varphi' := \varphi \otimes \delta \) is the infinitesimal character of \( H_{CK} \) which coincides with \( \varphi \) on nonempty trees. This settles a one-to-one correspondence \( \varphi \mapsto \varphi \otimes \delta \) between characters of \( \tilde{H} \) and infinitesimal characters of \( H_{CK} \).
2. For any character \( \varphi \) of \( H \), the element \( \varphi_\delta := \varphi \otimes \delta \) is the character of \( H_{CK} \) which coincides with \( \varphi \) on nonempty trees. This settles a one-to-one correspondence \( \varphi \mapsto \varphi \otimes \delta \) between characters of \( H \) and characters of \( H_{CK} \).

Concerning item (2) in the foregoing proposition it is easily seen that this correspondence identifies two characters via the natural algebra isomorphism between \( H_{CK} \) and \( \tilde{H} \).

Finally, Proposition 14 still holds with condition \( b(\bullet) = 1 \) dropped, where \( \tilde{b} \) is now the unique character of \( \tilde{H} \) such that \( b = \tilde{b} \otimes \delta \).

9.4. Operadic interpretation. Recall [8] that one can associate a pro-nilpotent group \( G_O \) to any augmented operad \( O \) (i.e. any operad with no 0-ary operation and the identity as unique 1-ary operation). The associated Lie algebra \( g_O \) is in fact a pre-Lie algebra. The group of characters \( \chi_{\tilde{H}} \) is exactly the group associated with the augmented operad PreLie \( \{(8), (9)\} \). The pre-Lie operation giving rise to the corresponding Lie algebra is exactly the pre-Lie operation \( \triangleright_\sigma \). One should emphasize that the existence of a pre-Lie structure on \( g_O \) has nothing to do with the fact that the operad \( O \) is PreLie itself! Our second pre-Lie structure is the one on the free pre-Lie algebra with one generator, which is nothing but the linear span of rooted trees endowed with the grafting \( \triangleleft \) (see next section).

One may wonder if the character group \( G_{CK} \) of the Connes–Kreimer Hopf algebra is obtained from an augmented operad \( CK \) along the same lines. A partial answer to this question is given by the NAP operad \( \{10, 29\} \). This operad is defined as follows: \( \text{NAP}(n) \) is the linear span of rooted trees with \( n \) vertices numbered from 1 to \( n \). The action of the symmetric group \( S_n \) is obvious, and the composition

\[
\gamma : \text{NAP}(n) \times \text{NAP}(p_1) \times \cdots \times \text{NAP}(p_n) \longrightarrow \text{NAP}(p_1 + \cdots + p_n)
\]

\[
(t; t_1, t_2, \ldots, t_n) \mapsto \gamma(t; t_1, t_2, \ldots, t_n)
\]

is given by replacing vertex number \( i \) of \( t \) by the root of \( t_i \) and re-indexing the vertices of the big tree thus obtained. NAP stands for “Non-Associative Permutative”. A NAP algebra is a vector space \( A \) endowed with a bilinear map \( \circ : A \times A \to A \) such that \( (a \circ b) \circ c = (a \circ c) \circ b \). NAP algebras already appeared under the name “right commutative algebras” in [17], where the authors also show that the free NAP algebra with one generator is the space of rooted trees endowed with the Butcher product (see below). It is proven in [10] that the character group of \( H_{CK} \) is a subgroup of \( G_{NAP} \) in a natural way.

10. B-series: Composition and Substitution

Consider any left pre-Lie algebra \( (A, \triangleright) \), and introduce a fictitious unit \( 1 \) such that \( 1 \triangleright a = a \triangleright 1 = a \) for any \( a \in A \). Due to the fact that \( (T, \triangleleft) \) is the free pre-Lie algebra with one generator
there is for any $a \in A$ a unique pre-Lie algebra morphism $F_a : (T, \kappa \succeq) \to (A, \triangleright)$ such that $F_a(\bullet) = a$. A $B$-series is an element of $hA[[h]] \oplus k \cdot 1$ defined by:
\[
B(\alpha; a) := \alpha(\emptyset) 1 + \sum_{s \in T} h^{v(s)} \frac{\alpha(s)}{\sigma(s)} F_a(s),
\]
where $\alpha$ is any linear form on $T \oplus k \theta$. It matches the usual notion of $B$-series [25], see Remark 7 when $A$ is the pre-Lie algebra of vector fields on $\mathbb{R}^n$, with $a \triangleright b = \nabla_a b$ for the canonical flat torsion-free connection $\nabla$ on $\mathbb{R}^n$ (it is also convenient to set $F_a(\emptyset) = 1$). The vector fields $F_a(t)$ for a tree $t$ are differentiable maps from $\mathbb{R}^n$ to $\mathbb{R}^n$ called elementary differentials. $B$-series can be composed coefficientwise, as series in the indeterminate $h$ whose coefficients are maps from $\mathbb{R}^n$ to $\mathbb{R}^n$. The same definition with trees decorated by a set of colours $D$ leads to straightforward generalizations. For example $P$-series used in partitioned Runge-Kutta methods [25] correspond to bi-coloured trees.

A slightly different way of defining $B$-series is the following: consider the unique pre-Lie algebra morphism $F_a : T \to hA[[h]]$ such that $F_a(\bullet) = ha$. It respects the graduations given by the number of vertices and the powers of $h$ respectively, hence it extends to $\hat{F}_a : \hat{T} \to hA[[h]]$, where $\hat{T}$ is the completion of $T$ with respect to the graduation. We further extend it to the empty tree by setting $\hat{F}_a(\emptyset) = 1$. We have then:
\[
B(\alpha; a) = \hat{F}_a \circ \tilde{\delta}^{-1}(\alpha),
\]
where $\tilde{\delta}$ is the isomorphism from $\hat{T} \oplus k \theta$ to $(T \oplus k \theta)^*$ given by the normalized dual basis.

We restrict ourselves to $B$-series $B(\alpha; a)$ with $\alpha(\emptyset) = 1$. Such $\alpha$’s are in one-to-one correspondence with characters of the algebra of forests (which is the underlying algebra of either $\mathcal{H}_\text{CK}$ or $\mathcal{H}$) by setting:
\[
\alpha(t_1 \cdots t_k) := \alpha(t_1) \cdots \alpha(t_k).
\]

The Hairer-Wanner theorem [25, Theorem III.1.10] says that composition of $B$-series corresponds to the convolution product of characters of $\mathcal{H}_\text{CK}$, namely:
\[
B(\beta; a) \circ B(\alpha; a) = B(\alpha \ast \beta, a),
\]
where linear forms $\alpha, \beta$ on $T \oplus k \theta$ and their character counterparts are identified modulo the above correspondence.

Let us now turn to substitution of $B$-series, following reference [11]. The idea is to replace the vector field $a$ in a $B$-series $B(\beta; a)$ by another vector field $\tilde{a}$ which expresses itself as a $B$-series, i.e. $\tilde{a} = h^{-1} B(\alpha; a)$ where $\alpha$ is now a linear form on $T \oplus k \theta$ such that $\alpha(\emptyset) = 0$. Such $\alpha$’s are again in one-to-one correspondence with characters of $\tilde{\mathcal{H}}$.

**Proposition 16.** Let $\alpha, \beta$ be linear forms on $T$, we have:
\[
B(\beta, \frac{1}{h} B(\alpha; a)) = B(\alpha \ast \beta; a),
\]
where $\alpha$ is multiplicatively extended to forests, $\beta$ is seen as an infinitesimal character of $\mathcal{H}_\text{CK}$ and where $\ast$ is the convolution product associated to the coproduct $\Delta_{\tilde{\mathcal{H}}}$.

**Proof.** Let $\alpha \in (T \oplus k \theta)^*$ such that $\alpha(\emptyset) = 0$. By universal property of the free pre-Lie algebra there exists a unique pre-Lie algebra morphism $A_\alpha : T \to \hat{T}$ such that $A_\alpha(\bullet) = \tilde{\delta}^{-1}(\alpha)$, which obviously extends to $A_\alpha : \hat{T} \to \hat{T}$. The following equality between pre-Lie algebra morphisms is a straightforward consequence of [29]:
\[
\hat{F}_\frac{1}{h} B(\alpha; a) = \hat{F}_a \circ A_\alpha.
\]
Applying (29) twice we have then:

\[ B(\beta; 1_H B(\alpha; a)) = \mathcal{F}_a \circ A_\alpha \circ \tilde{\delta}^{-1}(\beta), \]

whereas:

\[ B(\alpha \star \beta; a) = \mathcal{F}_a \circ \tilde{\delta}^{-1}(\alpha \star \beta). \]

We are done if we can prove that:

\[ A_\alpha(t) = \tilde{\delta}^{-1}(\alpha \star \tilde{\delta}(t)) \]

for any \( t \in \hat{T} \). This is obviously true for \( t = \bullet \) according to the definition of \( A_\alpha \) and (22), hence for any \( t \) because \( A_\alpha \) is a pre-Lie algebra morphism, and \( \tilde{\delta}^{-1}(\alpha \star \tilde{\delta}(-)) \) as well according to the distributivity equation (24). This proves the proposition. □

11. THE CHV-MURUA \( \omega \) MAP AND QUASI-SHUFFLE PRODUCTS

We are interested in the inverse \( L \) of the character \( E \) for the convolution product \( \star \). We firstly give a quick proof of the following result due to A. Murua [35, Remark 11]:

**Theorem 17.**

\[ \omega := L * \delta_\bullet = \log^* \delta. \]

**Proof.** We compute:

\[ E * \log^* \delta = \log^*(E * \delta) \]

\[ = \log^* \exp^* \delta_\bullet \]

\[ = \delta_\bullet. \]

Hence \( E * \log^* \delta = E * L * \delta_\bullet \), from which the theorem follows. □

We call \( \log^* \delta \) the CHV-Murua \( \omega \)-map after Chartier, Hairer, Vilmart [11], and Murua [35]. One can find in those references some algorithms and recursive equations for computing the coefficients of \( \omega \), which we will recover in the following subsection by means of a quasi-shuffle product. In fact, recalling the (free) pre-Lie structure on rooted trees corresponding to Connes–Kreimer’s Hopf algebra, see [9] for details, one deduces from the foregoing and [18, 19] that:

\[ \Omega' := \sum_{n=0}^{\infty} \frac{B_n}{n!} L^{(n)}(\omega)(\bullet) = \sum_{t \in T} \frac{\omega(t)}{\sigma(t)} t. \]

Here, \( L_{\omega}[a](b) := a \bigcirc b \) is the left pre-Lie multiplication (in the free pre-Lie algebra over one generator \( \bullet \)). The first few terms on the left hand side are:

\[ \Omega' = -\frac{1}{2} \bullet \bigcirc \bullet + \frac{1}{4} (\bullet \bigcirc \bullet) \bigcirc \bullet + \frac{1}{12} \bullet \bigcirc (\bullet \bigcirc \bullet) + \cdots \]

\[ = -\frac{1}{2} \bullet + \frac{1}{3} \bullet + \frac{1}{12} \bigcirc + \cdots \]

A very interesting approach in terms of noncommutative symmetric functions, along the lines of [20], has been developed by W. Zhao [40]. Compare with [8] and the second line of the table in subsection 12.2.

---

3We would like to thank F. Chapoton who first pointed us to the link between the work [18] and the results in [8], and also pointed reference [40] to us.
11.1. Quasi-shuffle products.

**Definition 2.** Let $k, l, r \in \mathbb{N}$ with $k + l - r > 0$. A $(k, l)$-quasi-shuffle of type $r$ is a surjective map $\pi$ from $\{1, \ldots, k + l\}$ onto $\{1, \ldots, k + l - r\}$ such that $\pi(1) < \cdots < \pi(k)$ and $\pi(k + 1) < \cdots < \pi(k + l)$. We shall denote by mix-sh $(k, l; r)$ the set of $(k, l)$-quasi-shuffles of type $r$. The elements of mix-sh $(k, l; 0)$ are the ordinary $(k, l)$-shuffles. Quasi-shuffles are also called mixable shuffles or stuffles. We denote by mix-sh $(k, l)$ the set of $(k, l)$-quasi-shuffles (of any type).

Let $A$ be a commutative (not necessarily unital) algebra. We denote by $(a, b) \mapsto [ab]$ the product of $A$. Let $\Delta$ be the deconcatenation coproduct on $A = T(A) = \bigoplus_{k \geq 0} A^k$, let $\diamond$ the product on $A$ (the product above is the product of $A$ with $\cdot$).

We denote by $\pi$ from $A$ Hopf algebra morphism. Let $k, l, r \in \mathbb{N}$ with $k + l - r > 0$.

$$\Delta(a \cdot b) = \bigoplus_{k \geq 0} A^k \otimes \bigoplus_{k \geq 0} A^k$$

The algebra $(A, \circ, \Delta)$ is a connected graded Hopf algebra, where $\Delta$ stands for the usual deconcatenation coproduct:

$$\Delta(a \cdots a) = \sum_{r=0}^{n} a_1 \cdots a_r \otimes \cdots \otimes a_n.$$  

**Remark 18.** When the multiplication of the algebra $A$ is set to 0, the quasi-shuffle product $\diamond$ reduces to the ordinary shuffle product $\circ$.

Let $A$ be the field $k$ itself, and let $A = T(A) = k[x]$ be the free associative algebra over one generator $x$, which is identified with the unit 1 of the field $k$. We equip $A = T(k)$ with the commutative quasi-shuffle product defined above. Note that in the definition all the letters are equal to $x$ and we have $[xx] = x$. The algebra $(A, \circ)$ is filtered, but not graded with respect to the number of letters in a word. Example:

$$x^2 \circ x^2 = 2x(x \cdot xx) + [xx][x \circ x] = 2x^{xxx} + 2xx(x \cdot x) + 2x[xx]x + 2[xx][xx] + [xx][xx] = 6xxxx + 6x^3 + x^2.$$  

11.2. A Hopf algebra morphism. Let $L : A \rightarrow A$ be the linear operator which multiplies with the single-lettered word $x$ on the right:

$$L(U) := Ux.$$  

It is immediate to show that $L$ is a coalgebra cocycle, namely:

$$\Delta \circ L = L \otimes 1 + (\text{Id} \otimes L) \circ \Delta.$$
where \( 1 : k \to A \) is the unit. Due to the universal property of the Connes–Kreimer Hopf algebra, there is a unique Hopf algebra morphism \( \Lambda : \mathcal{H}_{\text{CK}} \to A \) such that:

\[
\Lambda \circ B_+ = L \circ \Lambda.
\]

In other words the morphism \( \Lambda \) is recursively defined by \( \Lambda(\bullet) = x \) and:

\[
\Lambda(t) = L(\Lambda(t_1) \circ \cdots \circ \Lambda(t_n)) = (\Lambda(t_1) \circ \cdots \circ \Lambda(t_n))x
\]

for \( t ∈ B_+(t_1 \cdots t_n) \). That is, briefly said, each rooted tree is mapped to a particular polynomial by putting a quasi-shuffle product in each branching point. The morphism \( \Lambda \) is obviously surjective (because the ladder with \( n \) vertices \( B^*_{\mathbb{Z}}(1) \) is mapped on \( x^n \)). In order to study the kernel of \( \Lambda \) we introduce a quasi-shuffle like product on rooted trees (which is not associative). For two rooted trees \( a = B_+(a_1 \cdots a_n) \) and \( b = B_+(b_1 \cdots b_p) \) recall (\cite{11}, \cite{35}) the Butcher product \( a \circ b \) which is obtained by grafting the tree \( b \) to the root of the tree \( a \), namely:

\[
a \circ b = B_+(a_1 \cdots a_nb_n),
\]

whereas the merging product \( a \times b \) is obtained by merging the roots, namely:

\[
a \times b = B_+(a_1 \cdots a_nb_1 \cdots b_p).
\]

The merging product is associative and commutative, whereas the Butcher product is neither associative nor commutative. We remind the quasi-shuffle like product on rooted trees defined by:

\[
a \triangleright \bowtie b := a \circ b + b \circ a + a \times b,
\]

which is implicitly used in (\cite{11}) (see Proposition 4.3 therein).

**Proposition 19.** For any rooted trees \( a \) and \( b \) we have:

\[
\Lambda(a \triangleright \bowtie b) = \Lambda(a) \circ \Lambda(b).
\]

**Proof.** According to the recursive definition (\cite{22}) we have:

\[
\Lambda(a) \circ \Lambda(b) = (\Lambda(a_1 \cdots a_n)x) \circ (\Lambda(b_1 \cdots b_p)x)
\]

\[
= \left( (\Lambda(a_1) \circ \cdots \circ \Lambda(a_n)x) \right) \circ \left( (\Lambda(b_1) \circ \cdots \circ \Lambda(b_p)x) \right)
\]

\[
= \left( (\Lambda(a_1) \circ \cdots \circ \Lambda(a_n)x) \circ \Lambda(b_1) \circ \cdots \circ \Lambda(b_p)x \right) + \left( (\Lambda(a_1) \circ \cdots \circ \Lambda(a_n) \circ \Lambda(b_1) \circ \cdots \circ \Lambda(b_p)x \right)
\]

\[
= \left( (\Lambda(a_1 \cdots a_n)x) \circ \Lambda(b_1 \cdots b_p)x \right) + \left( \Lambda(a_1 \cdots a_n) \circ (\Lambda(b_1 \cdots b_p)x) \right) + \left( \Lambda(a_1 \cdots a_n) \circ \Lambda(b_1 \cdots b_p)x \right)
\]

\[
= \Lambda(a \triangleright \bowtie b).
\]

\[\square\]

**Theorem 20.** \( \text{Ker} \Lambda \) is the smallest ideal of \( \mathcal{H}_{\text{CK}} \) stable under \( B_+ \) and containing the expressions \( a \triangleright \bowtie b - ab \) for any rooted trees \( a \) and \( b \).

**Proof.** According to equation (\cite{22}) the kernel of \( \Lambda \) is clearly stable under \( B_+ \), and moreover \( u \in \text{Ker} \Lambda \) if and only if \( B_+(u) \in \text{Ker} \Lambda \). According to Proposition 19 any expression \( a \triangleright \bowtie b - ab \) belongs to \( \text{Ker} \Lambda \). Now let \( u \in \text{Ker} \Lambda \). Let \( |u| \) be the filtration degree of \( u \), i.e.

\[
|u| = \min \{ n, \ u \in \bigoplus_{k=0}^{n} \mathcal{H}_{\text{CK}}^{(n)} \}.\]
The only non-trivial element in $\text{Ker} \Lambda$ of filtration degree $\leq 2$ writes $u = \bullet \bowtie \cdots$. Let us prove Theorem 20 by induction on the filtration degree: suppose that any $u \in \text{Ker} \Lambda$ of filtration degree $\leq n$ is of the type described in the theorem, and let $u \in \text{Ker} \Lambda$ of filtration degree $n + 1$. Now proceed by induction on the maximal number of subtrees, namely:

$$d(u) = \min \left\{ p, \ u \in \bigoplus_{k=0}^{p} \mathcal{S}^k(T) \right\},$$

where $T$ is vector space freely spanned by the rooted trees. If $d(u) = 1$, then $u$ is a linear combination of trees, hence $u = B_+(u)$ with $|v| = |u| - 1 = n$. As $v \in \text{Ker} \Lambda$ the theorem is proved in this case. If $d(u) = p > 1$ then $u$ is a linear combination of forests. Suppose that the theorem is verified up to $d(u) = p$, and let $u$ such that $|u| = n + 1$ and $d(u) = p + 1$. Write the unique decomposition $u = v + w$ where $d(w) = p$ and $v \in \mathcal{S}^{p+1}(T)$. Define $\tilde{v}$ by replacing any forest $v_1 \cdots v_{p+1}$ by $(v_1 \bowtie v_2) \cdots v_{p+1}$ in the explicit expression of $v$. It is clear that $d(\tilde{v}) = d(u) = 1 = p$ and that $v - \tilde{v}$ belongs to the ideal generated by $\{ a \bowtie b - ab, a, b \in T \}$. The theorem follows since we have $u = v - \tilde{v} + (\tilde{v} + w)$, with $\tilde{v} + w \in \text{Ker} \Lambda$ and $d(\tilde{v} + w) = d(u) - 1 = p$, as well as $|\tilde{v} + w| \leq n + 1$. □

11.3. Applications to the CHV-Murua $\omega$ map.

Lemma 21. Let $\tilde{\delta} : A \to k$ the linear map defined by $\tilde{\delta}(1) = \tilde{\delta}(x) = 1$, and $\tilde{\delta}(u) = 0$ for any word of length $s \geq 2$. Then $\tilde{\delta}$ is a character of $A$ for the quasi-shuffle product $\bowtie$, and we have:

$$\delta = \tilde{\delta} \circ \Lambda.$$

Proof. If $u$ and $v$ are words of respective length $l(u)$ and $l(v)$, then $u \bowtie v$ is a linear combination of words of length bigger than sup$(l(u), l(v))$. Hence $\tilde{\delta}(u \bowtie v) = 0$ unless $u$ and $v$ are single-lettered words. We have then in this case:

$$\tilde{\delta}(u \bowtie v) = \tilde{\delta}(uv + vu + [uv]) = \tilde{\delta}([uv]) = \tilde{\delta}(u)\tilde{\delta}(v),$$

which proves that $\tilde{\delta}$ is a character. The second assertion comes from a straightforward computation. □

Now set:

$$\tilde{\omega} := \log^* \tilde{\delta} = K - \frac{K^2}{2} + \frac{K^3}{3} + \cdots,$$

with $K := \tilde{\delta} - \varepsilon$. As $K$ vanishes on words containing more than one letter, we have for any word $u = u_1 \cdots u_s$:

$$\tilde{\omega}(u) = (-1)^{s+1} \frac{K^{s}}{s}(u) = \frac{(-1)^{s+1}}{s}.$$

Due to the fact that $\Lambda$ is a Hopf algebra morphism we obviously get:

Theorem 22.

$$\omega = \tilde{\omega} \circ \Lambda.$$

Corollary 23. Let $\omega_s(t)$ the number of words of length $s$ in $\Lambda(t)$, i.e:

$$\Lambda(t) = \sum_{s=1}^{\infty} \omega_s(t)x^s.$$
Then we have:
\[
\omega(t) = \sum_{s \geq 1} \frac{(-1)^{s+1}}{s} \omega_s(t).
\]

We can easily see that \(\omega_s(t)\) is the number of terms in the iterated coproduct:
\[
\Delta^{(s)}(t) = \sum_{(t)} t^{(1)} \otimes \cdots \otimes t^{(s)}
\]
such that each \(t_j\) is a bullet-forest \(\bullet^{k_j}\) (with obviously \(k_1 + \cdots + k_s = |t|\)). In view of formula \([19]\) it equals the number of ordered partitions of the tree \(t\) into \(s\) bullet-subforests. Hence our \(\omega_s(t)\) coincides with Murua’s one, and Corollary \([23]\) gives exactly identity \((40)\) in \([35]\).

**Proposition 24.** For any rooted trees \(a\) and \(b\), we have \(\omega(a \bowtie b) = 0\).

*Proof.* As a consequence of Proposition \([19]\) and Theorem \([22]\) we have \(\omega(a \bowtie b) = \tilde{\omega}(\Lambda(a) \circ \Lambda(b)) = 0\), because \(\tilde{\omega}\) is an infinitesimal character of \(A\), and as such vanishes on any non-trivial diamond product. \(\square\)

**Remark 25.** Propositions 4.3, 4.5 and 4.7 in \([11]\) can be retrieved from this result.

11.4. **Generalized multinomial coefficients.** A simple formula is given for the quasi-shuffle product on \(A\):
\[
x^{k} \circ x^{l} = \sum_{k=0}^{n} \binom{k + l - r}{k} \binom{k}{r} x^{l+k-r}.
\]

Indeed, the number of \((k,l)\)-quasi-shuffles of type \(r\) is equal to:
\[
\text{qsh}(k,l;r) = \binom{k + l - r}{k} \binom{k}{r} = \frac{(k + l - r)!}{(k-r)!(l-r)!r!}.
\]

This can be seen as follows: there is \(\binom{k+l-r}{k}\) choices for the images \(\pi_1, \ldots, \pi_k\) inside \(\{1, \ldots, k+l-r\}\). The whole quasi-shuffle \(\pi\) is then determined by the overlaps, i.e. the choice of a subset \(E\) of \(\{1, \ldots, l\}\) containing \(r\) elements, such that \(j \in E\) if and only if \(\pi^{-1}(\pi(j))\) has exactly two elements. There are \(\binom{k}{r}\) choices of overlaps, which proves the claim. We can also define the quasi-shuffle multinomial coefficient \(\text{qsh}(k_1, \ldots, k_n; r)\) as the number of surjective maps \(\pi : \{1, \ldots, \sum k_j\} \rightarrow \{1, \ldots, \sum k_j - r\}\) such that \(\pi_{k_1 + \cdots + k_{j+1}} < \cdots < \pi_{k_1 + \cdots + k_{j+1}}\) for any \(j = 0, \ldots, n - 1\). It is also given by the coefficient of \(x^{k_1 + \cdots + k_n - r}\) in \(x^{k_1} \circ \cdots \circ x^{k_n}\). Of course when \(r = 0\) we recover the usual multinomial coefficients.

The coefficients \(\omega_s(t)\) defined by Murua (see preceding section) can be interpreted as tree versions of these quasi-shuffle multinomial coefficients. To see this let us change the notations of the preceding section, by setting for any rooted tree \(t\):
\[
C_s(t) := \omega_{|t|-s}(t).
\]

In other words, \(C_s(t)\) is the coefficient of \(x^{|t|-s}\) in the polynomial \(\Lambda(t)\).

**Proposition 26.** For any rooted tree \(t = B_+(t_1, \ldots, t_n)\) we have:
\[
C_s(t) = \sum_{j=0}^{s} \sum_{r_1 + \cdots + r_n = s-j, \ r_1, \ldots, r_n \geq 0} \text{qsh}(|t_1| - r_1, \ldots, |t_n| - r_n; j) C_{r_1}(t_1) \cdots C_{r_n}(t_n).
\]

*Proof.* This amounts to the equality:
\[
\Lambda(t) = (\Lambda(t_1) \circ \cdots \circ \Lambda(t_n)) x
\]
by considering the coefficient of \(x^{|t|-s}\) in both sides. \(\square\)
Applying Proposition 26 to the generalized corolla \( C_{k_1,\ldots,k_n} = B_+(E_{k_1},\ldots,E_{k_n}) \) (here \( E_j \) stands for the ladder with \( j \) vertices \( B_j^+(\bullet) \)) we find:

\[
C_s(C_{k_1,\ldots,k_n}) = qsh(k_1,\ldots,k_n;s).
\]

Proposition 26 for \( s = 0 \) reduces to:

\[
C_0(t) = \frac{(|t_1| + \cdots + |t_n|)!}{|t_1|! \cdots |t_n|!} C_0(t_1) \cdots C_0(t_n),
\]

leading to:

\[
C_0(t) = \frac{|t|!}{t!}.
\]

These are generalizations of the usual multinomial coefficients, which can be recovered as:

\[
\frac{(k_1 + \cdots + k_n)!}{k_1! \cdots k_n!} = C_0(C_{k_1,\ldots,k_n}).
\]

12. Some computations

12.1. Antipode computation for some trees. We list the values of the antipode \( S_\sigma : \mathcal{H} \to \mathcal{H} \) up to order 5. Observe the conservation of the number of edges.

\[
S_\sigma(\bullet) = \bullet
\]

\[
S_\sigma(\mathbb{I}) = -\mathbb{I}
\]

\[
S_\sigma(\mathbb{I}) = -\mathbb{I} + 2\mathbb{I}
\]

\[
S_\sigma(\mathbb{I}) = -\mathbb{I} + 2\mathbb{I} - 5\mathbb{I}
\]

\[
S_\sigma(\mathbb{I}) = -\mathbb{I} + 5\mathbb{I} - 5\mathbb{I}
\]

\[
S_\sigma(\mathbb{I}) = -\mathbb{I} + 4\mathbb{I} + \mathbb{I} - 6\mathbb{I}
\]

\[
S_\sigma(\mathbb{I}) = -\mathbb{I} + 3\mathbb{I} - 5\mathbb{I}
\]

\[
S_\sigma(\mathbb{I}) = -\mathbb{I} + 2\mathbb{I} + 3\mathbb{I} - 5\mathbb{I}
\]

\[
S_\sigma(\mathbb{I}) = -\mathbb{I} + \mathbb{I} - 3\mathbb{I}
\]

\[
S_\sigma(\mathbb{I}) = -\mathbb{I} + 6\mathbb{I} + 3\mathbb{I} - 21\mathbb{I} + 14\mathbb{I}
\]

\[
S_\sigma(\mathbb{I}) = -\mathbb{I} + 2\mathbb{I} + 2\mathbb{I} + \mathbb{I} - 18\mathbb{I} - \mathbb{I} + 18\mathbb{I}
\]

\[
S_\sigma(\mathbb{I}) = -\mathbb{I} + 2\mathbb{I} + \mathbb{I} - 3\mathbb{I} + 1\mathbb{I}
\]

\[
S_\sigma(\mathbb{I}) = -\mathbb{I} + 7\mathbb{I} + 7\mathbb{I} - 28\mathbb{I} - 28\mathbb{I} + 84\mathbb{I} - 42\mathbb{I}
\]

\[
S_\sigma(\mathbb{I}) = -\mathbb{I} + 2\mathbb{I} + 2\mathbb{I} - 3\mathbb{I} + 3\mathbb{I} + 4\mathbb{I} - 1\mathbb{I}
\]
12.2. Values of $\omega$ up to degree 5. Here are the values of $L$ and $L_{\sigma}$ (i.e. $\omega$ and $\omega_{\sigma}$) on the trees up to 5 vertices (compare with [11, 35] and [8]):

| $t$  | $\omega(t)$ | $\omega(t)_{\sigma(t)}$ |
|------|-------------|-------------------------|
| 1    | $-\frac{1}{2}$ | $-\frac{1}{5}$ |
| 2    | $\frac{1}{3}$  | $\frac{3}{4}$ |
| 3    | $\frac{1}{6}$  | $\frac{1}{12}$ |
| 4    | $-\frac{1}{12}$ | $-\frac{1}{60}$ |
| 5    | $\frac{1}{120}$ | $\frac{1}{120}$ |
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