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Abstract  Ionospheric conductance plays a crucial and active role in magnetosphere-ionosphere-thermosphere coupling processes. Despite its importance, direct global observations of conductance are unavailable. This limitation inspires the development of empirical models that are widely used to specify global distributions of conductance indirectly. In this work, a new model, COnductance Model based on PFISR And SWARM Satellite observations, describing the statistical relationships between conductance and field-aligned currents (FACs) is presented. The conductance was calculated using the electron densities measured by Poker Flat Incoherent Scattering Radar (PFISR), and the FACs were determined by the magnetic perturbations measured by SWARM at Low-Earth Orbit. Between 2014 and 2020, there were ~3,900 conjunction events between PFISR and SWARM, providing a large data set for investigating the relationship between conductance and FACs. It is found that both Hall and Pedersen conductances vary as a power of $|j_j|$, and the power index $a$ depends on magnetic local time and the direction of FACs, ranging from 0.0 to 0.6. Properties of this power index $a$ are founded as follows: (a) the largest power index is obtained on the dawn side, and the minimum is at noon; and (b) the power indices are positive for both upward and downward FACs and are larger for upward FACs than downward FACs. The underlying physical mechanisms of the observed variations of the model parameters are also discussed. Despite the complicated relationship between FACs and conductance, this model provides a convenient way to specify global distributions of the auroral zone conductance.

Plain Language Summary  Ionospheric conductance is a crucial parameter in the modeling of the geospace response to varying solar wind forcing. However, direct global observations of conductance are unavailable. This limitation inspires the development of this new model, COnductance Model based on PFISR And SWARM Satellite observations, describing the statistical relationships between conductance and field-aligned currents (FACs). Global distributions of FACs are relatively easy to obtain from either observations or numerical simulations. Thus, this model provides a convenient way to specify the global distribution of the ionospheric conductance.

1. Introduction

Ionospheric height-integrated conductivity (conductance) is a key parameter in the coupling processes among the magnetosphere, the ionosphere, and the thermosphere. It is mainly produced by photoionization on the dayside due to solar radiation and can be altered by auroral precipitation from the magnetosphere and solar wind due to impact ionization. Variations in conductance can in turn influence magnetospheric convection. The increase of conductance can also lead to an expansion of the thermosphere through Joule Heating, which subsequently modifies the conductance. Because of the importance of conductance in the coupled system, it is necessary to better determine its distribution to improve the characterization of high-latitude electrodynamics.

A number of approaches have been utilized to specify the high-latitude conductance. One conventional direct method is to measure the altitude profiles of electron density in the ionosphere using Incoherent Scattering Radars (ISRs). Then, the density profiles are used to calculate conductivity. However, due to the limited spatial coverage of ISRs, it is impossible to obtain a global map of conductance. An indirect method is to measure auroral precipitation (e.g., energy flux and average energy) and then estimate the conductance (e.g., Coumans et al., 2004; Fuller-Rowell & Evans, 1987; Germany et al., 1994; Hardy et al., 1987; Lummerzheim et al., 1991; R. McGranaghan et al., 2015; Spiro et al., 1982; Wallis & Budzinski, 1981). Precipitation can also be measured in situ by spectrometer onboard Low-Earth Orbit satellites (e.g., Fuller-Rowell & Evans, 1987; Hardy et al., 1987; R. McGranaghan et al., 2015; Spiro et al., 1982; Wallis & Budzinski, 1981) or inferred from the optical emissions observed by auroral imagers onboard satellites (e.g., Coumans et al., 2004; Germany et al., 1994;
Lummerzheim et al., 1991). Observed precipitation information is then passed into empirical (e.g., Robinson et al., 1987) or numerical models (e.g., Solomon et al., 1988) to obtain electron density profiles and/or conductance. However, the precipitation observed by in situ spectrometers cannot provide a global coverage, and the precipitation inferred from imagers on board satellites may not provide data with sufficient temporal cadence. Besides satellite observations, precipitation can also be inferred from ground-based measurements. For instance, Kaeppler et al. (2015) combined the observations from All Sky Imagers and scanning Doppler Imaging Fabry-Perot interferometers to calculate conductance. Grubbs et al. (2018) also reported that the multispectral images can be used to estimate the characteristics of precipitation in the inverted-V aurora. However, these techniques cannot provide a global coverage either.

Due to the limitations of observations, numerous empirical models were developed to specify conductance distributions in the absence of observation assets. A group of empirical models depends on solar wind or geomagnetic conditions (e.g., Carter et al., 2020; Fuller-Rowell & Evans, 1987; Hardy et al., 1987; Spiro et al., 1982; Wallis & Budzinski, 1981). Due to their statistical nature, these empirical models provide smooth conductance distributions without meso-scale spatial structures that are necessary for accurate ionospheric electrodynamic specification (Robinson et al., 2020). Conductance can also be expressed as a function of ground magnetic disturbances (Ahn et al., 1983, 1998) or field-aligned currents (FACs; Mukhopadhyay et al., 2020; Ridley et al., 2004). Unlike the models that depend on solar wind and/or geomagnetic conditions, the dependence on these two types of local observations enables capturing the spatial and temporal details of conductance. Furthermore, a global coverage and a high time cadence of both types of observations are available (Anderson et al., 2014; Gjerloev, 2012), meaning that a continuous global map of conductance is achievable. Recently, Robinson et al. (2020) reported a linear relationship between FACs and conductance in both upward and downward current regions over some magnetic local times (MLTs) based on AMPERE and Poker Flat Incoherent Scattering Radar (PFISR) observations. Robinson et al. further built a framework to characterize various electrodynamics variables (e.g., electric fields and Joule heating rate) in the high-latitude region based on AMPERE data (Robinson et al., 2018, 2020, 2021; Robinson & Zanetti, 2021).

Launched in 2013, SWARM is equipped with high-precision magnetometers measuring the magnitude and direction of the magnetic field, and thus FACs can be derived from the detrended magnetic perturbation with high spatial and temporal resolution (Lühr et al., 2016) along the trajectory. Thus, we aim to build a conductance model using FACs data from SWARM and conductance data from PFISR, which can be used subsequently to specify conductance based on FACs from observations or numerical simulations. It is interesting to investigate whether SWARM that can capture mesoscale (~150 km) FACs can provide a different relationship between FACs and conductance.

The purpose of this work is to investigate the statistical relationship between FACs and conductance using a combination of SWARM and PFISR observations. A new conductance model, COnductance Model based on PFISR And SWARM Satellite observations, is developed. The plan of this paper is as follows. In Section 2, the data sets used in this study are introduced. In Section 3, the statistical relationship between FACs and conductance is analyzed based on the observations in darkness; the new model is further tested on the observations in sunlight. In Section 4, physical implications, limitations, and applications of the relationship are discussed.

2. Methods

In this work, conductance was calculated based on the electron density measurements from PFISR (Heinselman & Nicolls, 2008), which is located at 65.13°N and 147.47°W in Alaska. PFISR can offer subauroral or auroral zone observations depending on geomagnetic activity levels. Operating in alternating coded (AC) pulses, it provides altitude density profiles with an altitude resolution of ~4.5 km. These profiles were then used to calculate conductance. The formulas for calculating the Pedersen and Hall conductivities are given by

\[ \sigma_P(z) = \frac{e n(z)}{B(z)} \left[ \frac{v_{th} \Omega_e}{v_{th}^2 + \Omega_e^2} + \sum_i C_i \frac{v_{th} \Omega_i}{v_{th}^2 + \Omega_i^2} \right] \]  
(1)

\[ \sigma_H(z) = \frac{e n(z)}{B(z)} \left[ \frac{\Omega_i^2}{v_{th}^2 + \Omega_i^2} - \sum_i C_i \frac{\Omega_i^2}{v_{th}^2 + \Omega_i^2} \right] \]  
(2)

where \( e \) is the electron charge, \( n(z) \) is the electron density, \( B(z) \) is the magnetic induction, \( v_{th} \) is the thermal velocity, \( \Omega_e \) is the electron gyrofrequency, \( \Omega_i \) is the ion gyrofrequency, and \( C_i \) are empirical coefficients.
where \( n(z) \) is the electron density measured by ISR, \( \Omega \) is the gyro frequency, \( C_i \) is the number abundance of different ions, \( \nu_{ei} \) is the collision frequency between electrons and neutrals, and \( \nu_{in} \) is the collision frequency between ions and neutrals. \( i \) represents the different species of ions. In this study, important major ion and neutral species \( O^+ \), \( O_2^+ \), \( NO^+ \), \( N_2 \), \( O_2 \), and \( O \) were considered. The collision coefficients were taken from Schunk and Nagy (2009), the neutral densities were from MSIS (Picone et al., 2002), and the local magnetic fields were from International Geomagnetic Reference Field (Thébault et al., 2015). In this work, only data from the field-aligned beam was used, along which the calculated conductivity was integrated to obtain conductance.

FACs were derived from the magnetic field perturbation measurements from the SWARM mission (Ritter et al., 2013). SWARM consists of three identical satellites in a near-polar (87.5° inclination) orbit. SWARM-A and -C, are flying side by side, separated by only 1.4° in longitude and at an altitude of about 460 km, while SWARM-B orbits the Earth at about 520 km with a higher inclination. Based on the magnetic field measurements of a single satellite, FACs can be derived with the assumption that the FAC current sheets are perpendicular to the satellite trajectory. Lühr et al. (2014) suggested that FACs with latitudinal scales less than 150 km cannot be determined reliably from single-satellite measurements. Therefore, in this study, FAC variations were smoothed with a moving average window of 21 s (a latitudinal scale of 150 km). This scale size falls into the meso-scale classification in the multi-scale FAC study shown in R. M. McGranaghan et al. (2017). In addition, the ground-based radars measure the conductance at a relatively localized region. By choosing the smallest optimal smoothing window size, we minimized the uncertainty in identifying a conjunction event. Note that an alternative method, a low-pass filter with a cutoff frequency of 0.05 Hz, has also been used to remove the high frequency fluctuation of the FACs. The filtered FACs were then used to identify the relationship between FACs and conductance. The results show that the relationship between FACs and conductance is not sensitive to the types of filters. Thus, in this paper, we present the FACs after the moving average. SWARM also provides a FAC database using a dual-satellite technique (SWARM- A and -C). However, this database is much smaller, that is, a third of the single-satellite FACs database, leading to larger uncertainties in the fitting results. In addition, it was found that the fitting based on single-satellite and dual-satellite FACs gave comparable fitting parameters. Therefore, we chose to use the single-satellite FACs instead of the dual-satellite FACs in this study.

To determine the conjunction between the SWARM satellites and PFISR, the location of PFISR was first mapped to the altitude of SWARM using Altitude-Adjusted Corrected Geomagnetic coordinates (Shepherd, 2014). The mapped location was then compared to the location of the satellite. The comparison criteria were as follows: the longitudinal difference between the satellite and PFISR should be less than 4°. This specific number was chosen because the longitudinal scale of FACs with a latitudinal scale of 150 km was about 4° on the nightside (Lühr et al., 2014). During each orbit, the time cadence when the satellite was closest to PFISR in latitude was selected, that is, the latitudinal difference between the SWARM satellite, and PFISR was less than 0.075° (7.5 km). In total, there were ~3,900 available conjunction events between 2014 and 2020. These events had simultaneous FAC and conductance measurements.

The distributions of conjunction events as a function of MLT, Dst, F10.7, and months are shown in Figure 1. Several trends can be found in this data set: (a) there is an even distribution across different MLTs. (b) A majority of the cases occur during quiet or moderate geomagnetic activity with Dst larger than ~50 nT, similar to the general Dst distribution. (c) A majority of the cases occur during or near the solar minimum of solar cycle 24 with F10.7 smaller than 100 solar flux unit (sfu). (d) The event distribution as a function of month is roughly uniform, except November. All cases were then divided into two subsets: in darkness (A) and in sunlight (B). If the solar zenith angle (SZA) was larger than 90°, then the case was in Data Set A (in darkness). Otherwise, it was in Data Set B (in sunlight). The relationship between FACs and conductance was investigated solely in Data Set A to avoid contributions from solar radiation-induced photoionization. Another reason is that FACs are more sheet-like on the nightside than on the dayside (Lühr et al., 2014), except near the midnight Harang Reversal region. In other words, the FACs based on a single satellite are more reliable on the nightside. The newly derived empirical model was later tested on Data Set B.
3. Data Analysis

3.1. New Parameters Obtained Using Data Set A

Figure 2 shows the scatter plots of FACs versus conductance in Data Set A in a log-log scale. A linear relationship between $\ln(|j_1|)$ and $\ln(\Sigma)$ exists despite strong scatter. The scatter decreases as the amplitude of FACs increases, in particular in the upward FAC case. To better capture the statistical trend, all data points were binned into 3-hr MLT intervals before the least square fitting was conducted. The scatter plots suggest that the Pedersen and Hall conductances could be assumed as

$$\ln(\Sigma_{P,H}) = k \times \ln(|j_1|) + b,$$

where $x = \ln(|j_1|)$, $y = \ln(\Sigma)$, $\delta_x$ is the uncertainty of $\ln(|j_1|)$, $\delta_y$ is the uncertainty of $\ln(\Sigma)$, $\frac{\partial y}{\partial x} = k$, and the summation of $w_i$ is 1. The uncertainties of FAC were from the SWARM FAC product and then propagated to the smoothed FACs. It is assumed that the conductance uncertainty all comes from the electron density uncertainty.

$$\Sigma_{P,H} = c \times |j_1|^a,$$

where $k = a$ and $c = e^b$. All parameters ($k$, $b$, $c$, and $a$) depend on both the MLT and the direction of FACs. A linear weighted least square fitting method was applied between $\ln(|j_1|)$ and $\ln(\Sigma)$, in which the weight of each data point is given by:

$$w_i \propto \frac{1}{\delta_x^2 + \left(\frac{\partial y}{\partial x}\right)^2 \delta_y^2},$$

Figure 1. Distributions of the Poker Flat Incoherent Scattering Radar-SWARM conjunction events as a function of magnetic local time, Dst, F10.7, and month between 2014 and 2020.
and the percentage uncertainty of electron density is 10% (Kaeppler et al., 2015; Robinson & Vondrak, 1984). Iterative reweight of $w_i$ was applied until convergence was reached. Fitting results are shown in Figures 3–6 and Table 1. Note that the data points between 9 and 12 MLT are so few that the fitting is not applicable. The results show that the power index ranges from 0.0 to 0.6, which is less than that from the linear relationship in Robinson et al. (2020). In addition, the slopes are all positive. Furthermore, it is worthwhile to note that the slopes for both upward and downward FACs are larger on the nightside (MLT < 6 or MLT > 18), suggesting a stronger dependence of the conductance on the FAC magnitude on the nightside.

Figures 7 and 8 further show the dependence of the fitting parameters on MLTs. The error bars represent the one-sigma uncertainties of the slopes and intercepts. In addition, the slopes and intercepts between 9 and 12 MLT are calculated using linear interpolation and thus have no error bars. On the dawn side, the slopes of upward FACs are larger than those of downward FACs. However, on the dusk side, the order is inverted. Between 15 and 18 MLT, the slopes of downward FACs are even larger than those of upward FACs. Similar features are also found in the intercepts plot. In addition, the slopes of Hall conductance are larger than those of the Pedersen conductance on the dawn side, while the order is also inverted on the dusk side. The physical implications of these results are discussed later in Section 4. In the next section, this new empirical model is tested using Data Set B.

### 3.2. Testing New Parameters Using Data Set B

All events in Data Set B are in the sunlit region, so the conductance was calculated by including solar photoionization.
Figure 3. Scatter plots of Pedersen conductance and upward field-aligned currents in a log-log scale at different magnetic local time sectors. The blue line in each panel represents the best fit according to a linear weighted least square method. The color represents the weight of each data point. Darker red means a larger weight.
Figure 4. Scatter plots of Hall conductance and upward field-aligned currents in a log-log scale at different magnetic local time sectors. The blue line in each panel represents the best fit according to a linear weighted least square method. The color represents the weights of each data point. Darker red means a larger weight.
Figure 5. Scatter plots of Pedersen conductance and downward field-aligned currents in a log-log scale at different magnetic local time sectors. The blue line in each panel represents the best fit according to a linear weighted least square method. The color represents the weights of each data point. Darker red means a larger weight.
Figure 6. Scatter plots of Hall conductance and downward field-aligned currents in a log-log scale at different magnetic local time sectors. The blue line in each panel represents the best fit according to a linear weighted least square method. The color represents the weights of each data point. Darker red means a larger weight.
Table 1

| MLT | $k_{UpP}$ | $b_{UpP}$ | $k_{DownP}$ | $b_{DownP}$ | $k_{UpH}$ | $b_{UpH}$ | $k_{DownH}$ | $b_{DownH}$ |
|-----|----------|----------|-------------|-------------|----------|----------|-------------|-------------|
| 0-3 | 0.439    | 2.72     | 0.518       | 3.43        | 0.132    | 2.18     | 0.141       | 2.66        |
| 3-6 | 0.468    | 2.75     | 0.540       | 3.62        | 0.340    | 2.54     | 0.405       | 3.37        |
| 6-9 | 0.289    | 2.08     | 0.448       | 3.36        | 0.106    | 1.45     | 0.284       | 2.69        |
| 9-12| 0.215    | 1.92     | 0.410       | 3.19        | 0.059    | 1.35     | 0.144       | 2.12        |
| 12-15| 0.141   | 1.75     | 0.372       | 3.02        | 0.013    | 1.24     | 0.003       | 1.55        |
| 15-18| 0.225   | 1.83     | 0.130       | 1.87        | 0.382    | 2.14     | 0.325       | 2.34        |
| 18-21| 0.432   | 2.92     | 0.388       | 3.10        | 0.253    | 1.90     | 0.232       | 2.21        |
| 21-0 | 0.326    | 2.46     | 0.294       | 2.84        | 0.286    | 2.09     | 0.311       | 2.50        |

Note. MLT, magnetic local time.

*The values are calculated by interpolation.

Figure 7. The dependence of the fitting slope ($k$) on magnetic local time (MLT). Different color represents the relationship between different pair of field-aligned current polarity and conductance type. The data points at 10.5 MLT are based on the linear interpolations of the two adjacent points. The error bars represent the one-sigma uncertainties of the slopes.

\[
\Sigma_p = \left( \Sigma_{p_{\text{rel}}}^2 + \Sigma_{p_{\text{rec}}}^2 \right)^{1/2},
\]

\[
\Sigma_h = \left( \Sigma_{h_{\text{rel}}}^2 + \Sigma_{h_{\text{rec}}}^2 \right)^{1/2}.
\]

Because the ionization rates at each altitude add linearly (Robinson et al., 2020), and the ionization rate is proportional to the square of the electron density and conductance, a quadratic summation is often used. According to Moen and Brekke (1993), the solar radiation-induced conductance contribution is empirically given by

\[
\Sigma_{p_{\text{rel}}} = F_{10.7}^{0.47} \left( 0.34 \cos(SZA) + 0.93 \cos^{0.5}(SZA) \right),
\]

\[
\Sigma_{h_{\text{rel}}} = F_{10.7}^{0.52} \left( 0.81 \cos(SZA) + 0.54 \cos^{0.5}(SZA) \right),
\]

where the F10.7 parameter is the solar radio flux measured at 10.7 cm with a unit of sfu, and SZA is the solar zenith angle. These equations are valid when SZA is no larger than 90°. When SZA is larger than 90°, the solar-induced conductance is set to zero. The conductance due to precipitating particle impact ionization was calculated using the new empirical model. After the quadratic summation, the total estimated conductance was compared with the observed value. The comparisons are shown in Figure 9. In these comparisons, three metrics were used to evaluate the performance of the model: root mean square error (RMSE), prediction efficiency (PE), and mean error (ME). The definition of each metric is as follows:

\[
RMSE = \sqrt{\frac{1}{N-d} \sum_{i=1}^{N} (M_i - O_i)^2},
\]

\[
PE = 1 - \frac{\sum (M_i - O_i)^2}{\sum (O_i - \bar{O})^2},
\]

\[
ME = \bar{M} - \bar{O},
\]

where $N$ represents total data points, $d$ is the degrees of freedom, $M_i$ represents the estimations, and $O_i$ represents the observations. In this model, $d$ is 3 ($j_1$, $F_{10.7}$, and SZA). RMSE represents the accuracy of the model with a unit of mho. PE represents the fitting performance skill score, also known as the coefficient of determination. An ideal PE is 1, meaning that the model can fit the observations perfectly. A value of PE less than zero means that the model is worse than the average of the data at predicting the observations. ME represents the bias of the model with a unit of mho.

As shown in Figure 9, the absolute values of MEs of both the Pedersen and Hall conductances for both upward and downward FACs cases are smaller than 1 mho. This means that the model predicts Pedersen and Hall conductance accurately on average. In all panels, PEs are larger than zero, meaning that the model can provide meaningful predictions. The PE of the upward FACs (Figures 9a and 9b) are larger than that of the downward FACs (Figures 9c and 9d), showing the model can predict the conductance under upward FACs more accurately. Moen and Brekke (1993) showed that during the low solar activity condition ($F_{10.7}$ from 70 to 150 sfu), which is the majority of this data set, the empirical model for the solar contribution to conductance can overestimate the measured values by about 0.5 mho independent of the SZA. This is equal to a RMSE of 0.5 mho, which is much smaller than the RMSE in Figure 9. Thus, the discrepancies between the observations and
estimations should mainly be attributable to the FAC-conductance model. In addition, the FAC-conductance model may underestimate the conductance. This may be explained by the fact that the precipitation and the associated conductance increase is continuous across the interface between upward and downward FAC sheets. Thus, conductance may be large where the FACs are small. This could result in an additional skewing of the linear fits toward higher values for weaker currents and thus flatter power law fits.

The RMSEs and PEs of this model were further compared with those in Robinson et al. (2020) to test its performance. In this comparison, both Data Sets (A and B) were used. As shown in Figure 10, the RMSE of the Pedersen conductance is 3.15 mho, and the RMSE of Hall conductance is 7.16 mho. Both are comparable but smaller than the RMSEs in Robinson et al. (2020) (Pedersen: 3.75 mho and Hall: 9.12 mho). In our model, the PE of the Pedersen and Hall conductance is 0.38 and 0.35, respectively. In their model, the PE scores of Pedersen and Hall conductance are 0.18 and 0.3, respectively. The above results demonstrate that the new empirical model can provide good estimates of conductance, and our model showed a comparable but slightly better performance.

4. Discussions

In this section, the underlying physical implications, as well as limitations and potential applications of this new empirical model are discussed.

4.1. Power Law Dependence

Figures 3–6 show that conductance varies as a power of $|j|$ and the power indices for different MLTs are between 0 and 0.6. Conductance has been shown to vary as a power of the precipitation energy flux for both protons and electrons, and the power index is around 0.5 (Galand & Richmond, 2001; Germany et al., 1994; Robinson et al., 1987). Korth et al. (2014) reported that the electron energy flux was proportional to the square of FACs in the afternoon. Therefore, in this case, the conductance should change almost linearly with the magnitude of FACs, that is, a power index around 1 in the afternoon, as Robinson et al. (2020) suggested. However, at other MLTs, upward FACs and electron energy fluxes are not well correlated (Korth et al., 2014), suggesting that even the relationship between upward FACs and precipitation is complicated. For example, ion outflow may need to be considered as additional current carriers (Xiong et al., 2020). Thus, it is not surprising that the conductance can be expressed as a power of FACs, but the power index differs from 1. In addition, it is found that the conductance varies as a power of the ground magnetic perturbations in the north-south direction (Ahn et al., 1983). In that study, the power index is also between 0 and 1. The similarity of the magnitude of the power index between our work and the work by Ahn et al. (1983) implies a close relationship between FACs and ground magnetic perturbations in the north-south direction (Weygand et al., 2011), consistent with our conventional current closure picture in the auroral zone (Kamide, 1982).

Figures 3–6 also show that both upward and downward FACs are positively correlated with conductance in most MLTs. It is generally agreed that upward FACs are related to electron precipitation (e.g., Knight, 1973; Korth et al., 2014). However, the positive correlation relationship between downward FACs and particle precipitation is less reported. Robinson et al. (2020) also found a linear positive relationship between the magnitude of downward FACs and conductance. The increase of conductance under downward FACs can be partly explained by the background electron diffuse precipitation and/or proton precipitation: downward FACs may occur in regions of electron diffuse aurora during substorms (Murphy et al., 2013); downward FACs can be carried by precipitating protons (Xiong et al., 2020). Carter et al. (2016) further showed that the region 2 (downward) FACs were more closely aligned with the peak of proton aurora emission at dusk. In addition, Zou et al. (2009) reported precipitating proton-induced ionization in the dusk sector associated with Subauroral Polarization Streams in the Region-2 downward FAC region. These observations are consistent with the positive relationship found between the downward FACs and conductance.
4.2. MLT Variations of Power Index

Figures 7 and 8 show that both the slopes and the intercepts of the FAC-conductance fitting are larger on the nightside. The maximum of these fitting parameters is located at the dusk side, while their minimum is around noon. This local time dependence can be understood by invoking the MLT dependence of precipitating electrons. The average electron energy and the electron energy flux on the dayside are much lower than the nightside (Newell et al., 2009). These precipitating electrons cannot penetrate deep in the upper atmosphere and thus cannot contribute significantly to the conductance (Robinson et al., 2020). However, a large number of these low energy electrons can carry a significant amount of currents. In addition, the electron energy flux peaks on the night side.
(Newell et al., 2009), generating larger conductance, while both upward and downward FACs typically peak on the day side (He et al., 2012; Iijima & Potemra, 1978). As a result, a stronger relationship or a larger slope between the FACs and conductance is needed to account for the larger conductance on the night side, as shown in our results.

On the night side, it is shown that the slopes in the postmidnight sector are larger than those in the premidnight sector. This can also be explained by the larger energy flux on the dawn side. Xiong et al. (2020) showed that the electron energy flux is larger at dawn than that at dusk, even though the magnitudes of the upward FACs were comparable. This also implies that the average energy of the precipitating electrons is higher at dawn than that at dusk (Newell et al., 2010), thus generating larger conductance (Robinson et al., 1987).

On the dawn side, the four lines representing the slopes in Figure 7 are widely spaced from each other. The order of the slope magnitude is as follows: Upward versus Hall > Upward versus Pedersen > Downward versus Hall > Downward versus Pedersen. This order can be easily understood as follows. Upward FACs are usually associated with stronger electron precipitation flux and larger average energy. These precipitating electrons can penetrate deeper into the atmosphere, and thus the induced Hall conductance is usually larger than the Pedersen conductance. However, between 15 and 18 MLT, the order of the slope magnitude is inverted: Upward versus Hall < Upward versus Pedersen < Downward versus Hall < Downward versus Pedersen. On the dusk side, the slopes for the Hall conductance are lower than those for the Pedersen conductance for the same FAC polarity. This can either be explained by the fact that the average energy of precipitating electrons is lower on the dusk side than that on the dawn side (Newell et al., 2010) or by the fact that the proton precipitations contribute more to the Pedersen conductance due to proton beam spreading and thus stopping at higher altitudes (Fang et al., 2013).

At the dusk side, the slopes associated with downward FACs are larger than those with upward FACs for both Petersen and Hall conductances. This puzzling signature may again be explained by invoking the proton precipitation on the dusk side. The more sensitive dependence of the conductance on the downward FACs in the dusk sector implies that these downward FACs are accompanied by precipitating protons. Carter et al. (2016) showed that at dusk the region 2 (downward) FACs collocate with the peak of proton aurora. This suggests that the downward FACs are accompanied by a strong proton flux as current carriers. If the energy flux is the same, the proton precipitation can generate a larger Pedersen conductance than the electron precipitation (Galand & Richmond, 2001). In addition, Hall conductance is more sensitive to electron average energy than proton average.
energy (Galand & Richmond, 2001). Considering the higher proton energy flux and the lower average energy of the electron precipitation on the dusk side, the proton precipitation may generate a larger conductance than the electron precipitation.

4.3. Model Performance

Figure 9 shows that the PE under upward FACs is larger than that under downward FACs. This is because the upward FACs can be carried by precipitating electrons, which are expected to increase the conductance via impact ionization (e.g., Knight, 1973; Korth et al., 2014). On the other hand, the relationship between the downward FACs and particle precipitation is more complicated. In the case of precipitating protons as downward FAC carriers, they can increase the conductance via impact ionization (Galand & Richmond, 2001). If the downward FACs are mainly carried by upward going ionospheric electrons, the conductance is expected to decrease as a result of reduced ionospheric density due to evacuation (Karlsson & Marklund, 1998; Karlsson et al., 2007; Zou et al., 2013). Therefore, due to the complex current carriers of downward FACs, it is not surprising that the model performs better under upward FACs.

The quantitative metrics in the previous section indicate that the model can provide reasonable estimations of the conductance. However, several limitations should be considered. First, there are few cases (2%) with FACs larger than 1 μA/m², because the majority of the conjunction data set is during the geomagnetic quiet or moderate activity time. Thus, caution is needed when applying the model to severe or extreme events since those conditions are not included in the data set used to train this model. However, this limitation is mitigated to a certain degree by the adopted linear weighted least square fitting method. Second, FACs are indirectly associated with the conductance, and these two parameters are linked by current carriers. Usually, the precipitating flux and average energy are used together to specify conductance (e.g., Robinson et al., 1987). Recently, the whole precipitating particle energy spectra have been used in the GLOW model to calculate conductance (R. McGranaghan et al., 2015). Adding more variables (e.g., average energy) may improve the performance by including more physics. However, accurate characteristics of global precipitation are hard to obtain in both observations and simulations. Single variable (i.e., FAC) is used in this work to ensure that the model is easy to apply. The last caveat is that the model is based on PFISR observations and thus needs to be further tested for other latitudes, such as the polar cap and polar cus. Under different geomagnetic conditions, PFISR can be in the subauroral region or auroral oval, but rarely in the polar cap. Generalization of this model to other latitudes will be the focus of our future work.

4.4. Potential Application

The primary goal of this model is to improve the estimation of the global ionospheric conductance distribution and apply these conductance maps to global MHD simulations, because an accurate description of the conductance is of vital importance to improve the performance of space weather modeling. Up till now, several models have been proposed with different functions linking the FACs and conductance: linear function (Robinson et al., 2020; exponential function (Mukhopadhyay et al., 2020; Ridley et al., 2004); power function (this work). Comparisons between these different models are shown in Figure 11. As one can see, both the power-law and linear functions predict higher conductance for larger FACs, while the two exponential functions predict conductance saturation when the magnitudes of FACs exceed about 0.5 μA/m². It is useful to plug the different conductance models into a standard modeling framework, for example, SWMF, and assess their performances, which is similar to the validation efforts in Pulkkinen et al. (2013), or perform ensemble runs to provide uncertainty quantification forecasts. In addition, the model could be further used to characterize various electrodynamic variables in the high-latitude region, such as the work performed in Robinson et al. (2018), Robinson et al. (2020, 2021), and Robinson and Zanetti (2021). Our model provides another option for the community to estimate the global conductance distribution using the FAC information from measurements, empirical models of FACs, or numerical models that can calculate FACs.

5. Summary and Conclusions

Based on the conjunction observations from SWARM and PFISR between 2014 and 2020, a power law fit was used to fit the FAC and conductance values measured in the ionosphere: \( \Sigma_{P\text{ or } H} = c|\mathbf{j}|^a \). The power index \( a \) is between 0 and 0.6. We show that both Hall and Pedersen conductances increase with the magnitudes of both
Figure 11. Comparison between different empirical field-aligned current (FAC)-conductance models. In Robinson et al. (2020), a linear relationship between FAC and conductance was derived. The slopes and intercepts vary as cosine functions of magnetic local time (MLT). Values at the center of each sector were chosen to represent the corresponding sector, that is, 1.5 MLT representing the 0–3 MLT sector. In Ridley et al. (2004); Mukhopadhyay et al. (2020), the conductance at a given magnetic latitude and MLT varies according to the following form: $A_A \Sigma H = A_0 - A_1 e^{-A_2 |J|}$. For comparison, MLAT = 66° was chosen, which is the closest to Poker Flat Incoherent Scattering Radar, and the closest MLT to the center of each MLT sector was selected, such as 1 MLT representing the 0–3 MLT sector. Note that the FACs in these empirical models were derived based on measurements at different altitudes, that is, Robinson et al. (2020) at 780 km, Ridley et al. (2004) and Mukhopadhyay et al. (2020) at 110 km, and ours at ~500 km. In this comparison, we adjust the empirical relationships in Robinson et al. (2020) and ours by mapping the FACs from the AMPERE and SWARM altitudes to 110 km.
upward and downward FACs. In addition, upward FACs are associated with a larger power index than downward FACs, suggesting a stronger dependence of conductance on upward FACs. The power index varies as a function of MLTs. The largest power or the strongest dependence of conductance on FACs is found in the postmidnight sector, and the smallest power index or the weakest dependence is around noon. These results shed light on the complicated relationship between the polarity and magnitude of FACs and conductance at various MLTs. Several metrics (ME, RMSE, and PE) have been used to test the goodness of the estimations. For example, the RMSE of the Pedersen conductance specification is 3.15 mho, and the RMSE of the Hall conductance specification is 7.16 mho. These metrics indicate that the model can provide good estimates of the global conductance given the global FAC polarity and magnitude. A couple of limitations of the model have also been discussed: (a) severe or extreme events are not included in the data set; (b) FACs are indirectly associated with the conductance; and (c) the model needs to be further tested for other latitudes, such as the solar cap and polar cusp. Despite these limitations, this new model provides a convenient and accurate way to estimate the global conductance distributions in the high-latitude region and should be useful for high-latitude electrodynamics specification and space weather research.
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