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Abstract

Learning a robust classifier from a few samples remains a key challenge in machine learning. A major thrust of research in few-shot classification has been based on metric learning to capture similarities between samples and then perform the $k$-nearest neighbor algorithm. To make such an algorithm more robust, in this paper, we propose a distributionally robust $k$-nearest neighbor algorithm Dr.$k$-NN, which features assigning minimax optimal weights to training samples when performing classification. We also couple it with neural-network-based feature embedding. We demonstrate the competitive performance of our algorithm comparing to the state-of-the-art in the few-shot learning setting with various real-data experiments.

1 Introduction

Machine learning has been proven to be successful in data-intensive applications, but is often hampered when the data set is small. For example, in breast mammography diagnosis for breast cancer screening [3], the diagnosis of the type of breast cancer requires specialized analysis by pathologists in a highly time- and cost-consuming task and often leads to non-consensual results. As a result, labeled data in digital pathology are generally very scarce; so do many other applications. Few-shot classification [35] aims to find a classifier given only a few labeled samples for each class.

In this paper, we focus on $k$-nearest neighbor ($k$-NN) algorithm for few-shot learning [16], a natural idea to tackle this problem and shows promising empirical performances. Notable contributions include matching network [24], prototypical network [31], and their extensions. They are primarily based on distance-weighted $k$-NN, which classifies an unseen sample (aka. query) by a weighted vote of its labeled neighbors and uses the distance between two data points in the embedding space as their weights.

The classification performance of distance-weighted $k$-NN critically depends on the choice of the distance measuring the similarity between samples, which is typically performed by metric learning that automatically constructing task-specific distance metrics from supervised data [16,17,22,24,34]. However, it has been recognized that metric learning based nearest neighbor algorithms are not robust.
Figure 1: Motivating example: a small training set of three samples of image-label pairs: the first image is a mop, the second image is a dog. However, the third image looks like a mop but is, in fact, a dog (dressing up as a mop). The query (the last image) is “closer” to the third one, and more likely to be misclassified as a dog if we use distance-weighted k-NN.

to outliers. An example to illustrate this issue is shown in Figure 1. The training set with only three labeled samples includes two categories we want to classify: mop and Komondor. As we can see, the query is visually closer to the third sample, and more likely to be misclassified as a mop with respect to some distance metric, even though it is actually a Komondor dressing up as a mop. This outlier misleads the metric learning model to capture irrelevant details (e.g., the bucket and the mop handle) for the category of Komondor. Such a problem can become even severe when the sample size is small.

To develop algorithms that are more robust to outliers, instead of using a weight for each sample measuring its distance to the query, we introduce a vector of weights, one for each class, for each sample in k-NN and perform a weighted majority vote. Ideally, the weight vectors are learned from training samples to represent their significance in different categories. An example is illustrated in Figure 2.

The above idea is formalized using ideas based on distributionally robust hypothesis testing [15]. Given the features of training samples, we solve a Wasserstein distributionally robust classification problem that finds the minimax optimal classifier among all possible classifiers. The resulting least favorable distributions on the training samples are then chosen to be the weight vector. We show that this procedure is equivalent to solving a distributionally robust k-NN. Further, using differentiable optimization [3, 2], we incorporate the minimax classifier into a neural network that jointly learns the feature embedding and the minimax optimal classifier. Numerical experiments show that our algorithm can effectively improve the performance of the few-shot classification on various data sets.

Figure 2: An illustration shows the difference between Dr. k-NN and standard k-NN. Each colored dot is a training sample, where the color indicates its class-membership. The horizontal/vertical bar represents the probability mass of one training sample under distribution $P_1, P_2$, respectively.
1.1 Related work

Recently, there has been much interest in the few-shot problem, see [35] for a recent survey. Many related machine learning approaches have been proposed, such as meta-learning [12, 17, 23, 27], embedding learning [5, 31–34], generative modeling [21, 25], and adversarial learning [36]. The main idea of our work is mostly related to the metric learning [16, 24, 31, 34, 17, 22], which essentially translates the hidden information carried by the limited data into a distance metric. For example, seminal work [16] and the follow-up non-linear version [24] propose neighborhood component analysis (NCA) that learns a distance metric which optimizes the expected leave-one-out classification error on the training data when used with a stochastic neighbor selection rule. In this paper, we take a different probabilistic approach to exploit information from the data: other than looking for a new distance metric directly, we construct an uncertainty set for each class using certain distance metric. In this way, we are able to find the least favorable distributions (LFDs) supported on the training set by solving a minimax problem. These LFDs reveal the significance of each sample in the worst case, thereby contributing effectively to decision making.

Wasserstein distributionally robust optimization [11, 1, 7, 14, 30, 6, 28, 13] is an emerging paradigm for statistical learning; see [19] for a recent survey. Our work is inspired by [15], a framework for Wasserstein robust hypothesis testing, but there are several major differences. First, [15] only studies two hypotheses and searches over deterministic test/classification rule; while we consider multiple classes and search over randomized classifiers and thereby we do not need to introduce a convex approximation for the error probabilities as did in [15]. Second, while [15] requires sample features as an input, we develop a scalable algorithmic framework to simultaneously learn the optimal feature extractor parameterized by neural networks and robust classifier to achieve the best performance. A recent work [8] studies distributionally robust k-nearest neighbor regression problem. Note that regression and classification are fundamentally different as different performance metrics are used: in [8] the objective is to minimize the mean square error, whereas in our work the performance metric is classification errors. In statistics, there has been a well-known work on optimal weighted nearest neighbor classifier [26], which assigns one weight to each sample when performing k-NN; the optimal weights minimize asymptotic expansion for the excess risk (regret). This is a very different approach from ours: [26] considers binary classifier to minimize the risk and each training sample is associated with one weight computed using density function; we consider minimax robust multi-class classification, each training sample is associated with different weights for different classes, whose calculation does not require the knowledge of density.

2 Proposed Algorithm Dr.k-NN

In this section, we introduce the model setup, state a Distributional Robust k-Nearest Neighbor (Dr.k-NN) algorithm and illustrate it by an example, but postpone its theoretical motivation to the next section.

Suppose there are $M$ classes, each of which has $n_m$ training samples $x_{m1}, \ldots, x_{mn_m}$ drawn from a space $\mathcal{X}, m = 1, \ldots, M$. Assume each sample can be represented as a vector in a feature space $\Omega \subset \mathbb{R}^d$. Let $\phi : \mathcal{X} \to \Omega$ be a feature extractor that embeds samples to the feature space $\Omega$ (in Section 4 we will train a neural network to learn $\phi$). We denote the samples in the feature space as $\hat{\omega}_im := \phi(x_{im}), i = 1, \ldots, n_m, \hat{\Omega}_m := \{\hat{\omega}_im, \ldots, \hat{\omega}_mn_m\}, m = 1, \ldots, M$.

We label all samples from 1 to $n := \sum_{m=1}^M n_m$ and set $\hat{\omega}_i := \phi(x_i), i = 1, \ldots, n, \hat{\Omega} := \cup_{1 \leq m \leq M} \hat{\Omega}_m$.

Let $c : \Omega \times \Omega \to \mathbb{R}_+$ be a norm that measures similarity between features. Define empirical distributions $\hat{P}_m := \frac{1}{n_m} \sum_{i=1}^{n_m} \delta_{\hat{\omega}_im}, m = 1, \ldots, M,$

where $\delta$ denotes the Dirac point mass. Let $\vartheta_1, \ldots, \vartheta_M > 0$ be a set of tuning parameters whose meaning will be made clear in (3). Our algorithm contains two steps.
Step 1. [Sample re-weighting] For each class \( m \), re-weight the \( n \) samples using a distribution \( P_m^* \), where \( (P_1^*, \ldots, P_M^*) \) is the \( p \)-component of the minimizer of the following convex program

\[
\begin{align*}
\min_{\gamma_1, \ldots, \gamma_M \in \mathbb{R}_+^{n \times n}} & \quad \sum_{i=1}^{n} \max_{1 \leq m \leq M} p_i^m \\
\text{subject to} & \quad \sum_{j=1}^{n} \gamma_{i,j}^m \leq \theta_m, \quad m = 1, \ldots, M, \\
& \quad \sum_{i=1}^{n} \gamma_{i,j}^m = \hat{P}_m(\hat{\omega}^j), \quad \forall 1 \leq i, j \leq N, \quad 1 \leq m \leq M.
\end{align*}
\]

This problem is derived from a distributionally robust problem that will be explained in Section 3.

Step 2. [k-NN] Given a query point \( \omega \), ordering the training samples according to their distance to \( \omega \):
\( c(\omega, \hat{\omega}^{(1)}) \leq c(\omega, \hat{\omega}^{(2)}) \leq \cdots \leq c(\omega, \hat{\omega}^{(n)}) \). Compute the weighted \( k \)-nearest neighbor votes,
\( \bar{P}_m(\omega) := \frac{1}{k} \sum_{i=1}^{k} P_m^*(\hat{\omega}^{(i)}), \quad m = 1, \ldots, M. \)

Decide the class for a query point \( \omega \) as \( \arg \max_{1 \leq m \leq M} \bar{P}_m(\omega) \), where the tie can be broken arbitrarily.

Figure 3 gives an illustration showing the probabilistic weights \( (1) \) and their corresponding results of Dr.k-NN using a small subset of MNIST (digit 4 (red), 6 (blue), 9 (green) and \( k = 5 \)). In (a)(b)(c), shaded areas indicate the kernel smoothing of \( P_1^*, P_2^*, P_3^* \) defined in (5). Raw samples are projected on a 2D feature space (\( d = 2 \)), with the color indicating their true class-membership. In (d), big dots represent the training points and small dots represent the query points, and their color depth suggests how likely the sample is being classified into the true category.

3 Theoretical Foundation of Dr.k-NN

In this section, we present the theoretical framework that justifies the sample re-weighting step in Dr.k-NN. In Section 3.1 we define a distributionally robust classification problem and show it is equivalent to (1) in 3.2. Thereby its least favorable distributions (LFDs) suggest a weighted majority vote for k-NN. In Section 3.3 we relate this problem to a distributionally robust k-NN problem.

3.1 Distributionally robust classification

We define a distributionally robust classification problem whose worst-case distributions will be used for re-weighting the empirical samples. Let \( \pi : \Omega \rightarrow \Delta_M \) be a randomized classifier that assigns class \( m \) with probability \( \pi_m(\omega) \) to a query \( \omega \), where \( \Delta_M \) is the probabilistic simplex
\( \Delta_M = \{ \pi \in \mathbb{R}_+^M : \sum_{m=1}^{M} \pi_m = 1 \} \). Suppose each class \( m \) is associated with a distributional uncertainty set \( \mathcal{P}_m^* \) which will be specified shortly. Given \( \mathcal{P}_1, \ldots, \mathcal{P}_m \), define the worst-case risk of a classifier \( \pi \) as the worst-case total error probabilities
\[
\max_{\pi_m \in \mathcal{P}_m, 1 \leq m \leq M} \left\{ \Psi(\pi; P_1, \ldots, P_M) := \sum_{m=1}^{M} \mathbb{E}_{\omega \sim P_m^*} [1 - \pi_m(\omega)] \right\}.
\]
We consider the following minimax robust classification problem that finds a classifier minimizing the worst-case risk.

\[
\min_{\pi : \Omega \rightarrow \Delta_M} \max_{P_m \in \mathcal{P}_m, 1 \leq m \leq M} \Psi(\pi; P_1, \ldots, P_M).
\]

(2)

Now we describe the uncertainty set \( \mathcal{P}_m \). First, since we are going to use the worst-case distributions to re-weight the few-shot samples, we will restrict the support of every distribution in \( \mathcal{P}_m \) to \( \hat{\Omega} \), the support of empirical points. Second, the uncertainty set is data-driven, containing the empirical distribution \( \hat{P}_m \) and distributions surrounding its neighborhood. Third, to measure the closeness between distributions, we would like to choose the Wasserstein metric, defined as \( \mathcal{W}(P, P') := \min_{\gamma} \mathbb{E}_{(\omega, \omega') \sim \gamma} [c(\omega, \omega')] \) for any two distributions \( P \) and \( P' \) on \( \hat{\Omega} \), where the minimization of \( \gamma \) is taken over the set of all probability distributions on \( \Omega \times \Omega \) with marginals \( P \) and \( P' \). One advantage of using Wasserstein metric is that it takes account of the geometry of the feature space by incorporating the metric \( c \) in its definition. Given the empirical distribution \( \hat{P}_m \), we define

\[
\mathcal{P}_m := \{ P_m \in \mathcal{P}(\hat{\Omega}) : \mathcal{W}(P_m, \hat{P}_m) \leq \vartheta_m \}, \quad m = 1, \ldots, M,
\]

(3)

where \( \mathcal{P}(\hat{\Omega}) \) denotes the set of all probability distributions on \( \hat{\Omega} \); \( \vartheta_m > 0 \) specifies the size of the uncertainty set for the \( m \)-th class that sets the amount of deviation we would like to control.

### 3.2 Re-weighting samples using LFDs

We establish the following theorem stating that the re-weighting vectors \( P_1^*, \ldots, P_M^* \) solved in (1) are exactly the LFDs to problem (2) with uncertainty set (3).

**Theorem 1.** For the uncertainty sets defined in (3), problems (1) and (2) yield the same optimal solution \( (P_1^*, \ldots, P_M^*) \).

**Remark 1 (Interpretation of (1)).** The decision variable \( \gamma_m \in \mathbb{R}_+^{n \times n} \) can be viewed as a joint distribution on \( n \) empirical points with marginal distributions \( \hat{P}_m \) and \( P_m \), represented by a vector \( p_m \in \mathbb{R}_+^n \). The inequality constraint controls the Wasserstein distance between \( P_m \) and \( \hat{P}_m \). Let \( y^i_m \in \{0, 1\} \) be the class indicator variable of sample \( \hat{\omega}^i \). The objective can be equivalent rewritten as minimization of total margin

\[
\sum_{i=1}^n \sum_{m=1}^M \left( \max_{1 \leq m' \leq M} p^{i}_{m'} - p^i_m \right),
\]

where \( \max_{1 \leq m' \leq M} p^{i}_{m'} - p^i_m \) measures the margin between the maximum likelihood of \( \hat{\omega}^i \) among all classes and the likelihood of the \( m \)-th class of \( \hat{\omega}^i \). When \( M = 2 \), the total margin reduces to the total variation distance. Also, observe that

\[
\sum_{i=1}^n \max_{1 \leq m \leq M} p^i_m = \lim_{\ell \to \infty} \left( \sum_{i=1}^n \sum_{m=1}^M y^i_m p^i_m - \frac{1}{\ell} \sum_{i=1}^n \sum_{m=1}^M y^i_m \log \frac{\exp(tp^i_m)}{\sum_{m=1}^M \exp(tp^i_m)} \right),
\]

where the second term on the right side represents the cross-entropy (or negative log-likelihood).

Therefore, problem (1) perturbs \( (\hat{P}_1, \ldots, \hat{P}_M) \) to LFDs \( (P_1^*, \ldots, P_M^*) \) so as to minimize the total margin as well as an upper bound on cross-entropy of LFDs; the smaller the margin (or cross-entropy) is, the more similar between classes and thus the harder to distinguish among them.

The proof of Theorem 1 is based on the following two lemmas.

**Lemma 1.** Fix probability distributions \( P_1, \ldots, P_M \in \mathcal{P}(\hat{\Omega}) \). Then

\[
\psi(P_1, \ldots, P_M) := \min_{\pi : \hat{\Omega} \rightarrow \Delta_M} \Psi(\pi; P_1, \ldots, P_M) = M - \max_{1 \leq m \leq M} P_m(\hat{\omega}^i) = n - \max_{1 \leq m \leq M} P_m(\hat{\omega}^i).
\]

Furthermore, the optimal classifier \( \pi^* \) satisfies \( \pi^*_m(\hat{\omega}) = 1 \) if \( m_0 \) is the smallest index such that

\[
\sum_{m=1}^M P_m(\hat{\omega}) = m_0 \in \arg \max_{1 \leq m \leq M} \frac{P_m(\hat{\omega})}{\sum_{m=1}^M P_m(\hat{\omega})}.
\]

This lemma gives a closed-form expression for the risk of optimal classifier if \( P_1, \ldots, P_M \) are known, and shows that the optimal decision \( \pi^* \) accepts the class with the maximum likelihood. Note that any other tie-breaking rule is valid.
Lemma 2. For the uncertainty sets defined in (3), the problem \( \max_{P_m \in \mathcal{P}_m, 1 \leq m \leq M} \psi(P_1, \ldots, P_M) \) is equivalent to (1).

Complete proofs are provided in the supplementary material.

3.3 Distributionally robust \( k \)-NN

Let \( Q_1, \ldots, Q_M \in \mathcal{P}(\Omega) \). In the sequel we use a shorthand notation \( Q := (Q_1, \ldots, Q_M) \). Let \( \omega \in \Omega \) and suppose \( c(\omega, \tilde{\omega}^{(1)}) \leq \cdots \leq c(\omega, \tilde{\omega}^{(n)}) \). Define

\[
m_0(\omega) := \min \left\{ m' : m' \in \arg \max_{1 \leq m \leq M} \frac{1}{k} \sum_{i=1}^{k} Q_m(\tilde{\omega}^{(i)}) \right\}.
\]

We define a weighted \( k \)-NN classifier \( \pi^{\text{knn}}(\omega; k, Q) : \Omega \to \Delta_M \) as

\[
\pi^{\text{knn}}_{m_0}(\omega; k, Q) = \begin{cases} 1, & m = m_0(\omega) \\ 0, & \text{otherwise}. \end{cases}
\]

That is, for any \( 1 \leq k \leq n \) and any vector of weights \( Q \), \( \pi^{\text{knn}}(\cdot; k, Q) \) defines a weighted \( k \)-NN classifier. Consider the following distributionally robust \( k \)-NN problem

\[
\min_{Q_1, \ldots, Q_M \in \mathcal{P}(\hat{\Omega})} \max_{P_m \in \mathcal{P}_m, 1 \leq m \leq M} \sum_{m=1}^{M} \mathbb{E}_{\omega_m \sim P_m} \left[ 1 - \pi^{\text{knn}}_{m_0}(\omega_m; k, Q) \right],
\]

which finds the best weighted \( k \)-NN classifier that minimizes the worst-case risk. The following theorem establishes the equivalence between (3) and (4) and together with Theorem 1 justifies the formulation (1).

Theorem 2. For the uncertainty set defined in (3), (2) and (4) have identical optimal values.

4 Jointly Learning Feature Mapping and Robust Classifier

In this section, we propose a framework that jointly learns the feature mapping and the robust classifier.

Figure 4: An overview of the framework, which consists of two cohesive components: (1) an architecture that is able to produce feature embedding \( \omega \) and least favorable distributions \( P^*_m \) for training set; (2) an Dr. \( k \)-NN makes decisions for any unseen sample \( \omega \) based on the estimated weight vector \( P^*_m(\omega) \) (probability mass on least favorable distributions).

We parameterize the feature mapping \( \phi(\cdot; \theta) \) by a neural network with weights \( \theta \) whose input is a batch of training samples (Figure 4), and then compose it with an optimization layer that packs the convex problem (1) as an output layer that outputs the LFDs of (2). The optimization layer is adopted from differentiable optimization [2][3]. To apply the mini-batch stochastic gradient descent, we also need to ensure that each batch comprises of multiple “mini-sets”, one for each class, containing at least one training sample from each class fed into the convex optimization layer.

In light of (1), the objective of our joint learning framework is

\[
J(\theta; P^*_1, \ldots, P^*_M) := \min_{\theta} \sum_{i=1}^{n} \max_{1 \leq m \leq M} P^*_m(\phi(x^i; \theta)),
\]
where \( \{ P_m, (\phi(; \theta)) \}_{1 \leq m \leq M} \) are the LFDs generated by the convex solver defined in (1) given input variables \( \{ \hat{\omega} = \phi(x^i; \theta) \}_{1 \leq i \leq n} \). The algorithm for carrying out the training procedure of our framework is presented in Algorithm 1.

**Algorithm 1: Learning algorithm for Dr. k-NN**

**Input:** \( D_m := \{ (x^i, y^i) : y^i = m, \forall i \} \subset \mathcal{D} \), \( m = 1, \ldots, M \);  
**Output:** The feature mapping \( \phi(; \theta) \) and the LFD \( P_1^*, \ldots, P_M^* \) supported on training samples;  
**Initialization:** \( \theta_0 \) is randomly initialized; \( n' < n \) is the size of “mini-set”; \( t = 0 \);  
**while** \( t < T \) **do**  
  **for** number of mini-sets do  
    Randomly generate \( M \) integers \( n_1, \ldots, n_M \) such that \( \sum_{m=1}^M n_m = n', n_m > 0 \);  
    Initialize two ordered sets \( \hat{\Omega} = \emptyset, \hat{\Phi} = \emptyset \);  
    for \( m \in \{ 1, \ldots, M \} \) **do**  
      \( X_m \leftarrow \) Randomly sample \( n_m \) data samples \( \{ x^i \} \) from \( D_m \);  
      \( \hat{\Omega}_m \leftarrow \{ \hat{\omega} := \phi(x; \theta_t) : x \in X_m \}; \hat{\Phi}_m \leftarrow \frac{1}{n_m} \sum_{i=1}^{n_m} \delta_{x^i}, \hat{\omega}_i \in \hat{\Omega}_m \}; \hat{\Omega} \leftarrow \hat{\Omega} \cup \hat{\Omega}_m; \hat{\Phi} \leftarrow \hat{\Phi} \cup \hat{\Phi}_m \);  
    end  
  end  
  Update the probability mass of LFDs \( P_1^*, \ldots, P_M^* \) on \( \hat{\Omega} \) by solving (1) given \( \hat{\Omega}, \hat{\Phi} \);  
\( \theta_{t+1} \leftarrow \theta_t + \alpha \nabla J(\theta_t; P_1^*, \ldots, P_M^*) \), where \( \alpha \) is the learning rate; \( t \leftarrow t + 1 \);  
end

5 Memory-efficient Implementation of Dr. k-NN in Data-Intensive Setting

For the sake of completeness, we extend our algorithm to non-few-shot setting. This can be particularly useful for the general classification problem with an arbitrary size of training set. In fact, k-NN methods notoriously suffer from computational inefficiency if the number of labeled samples \( n \) is large, since it has to store and search through the entire training set [16].

The main idea is to only keep the training points that are important in deciding the decision boundary based on the maximum entropy principle [9]. As a measure of importance, we choose the samples with the largest entropy across all categories, based on the intuition that the samples with higher entropy has larger uncertainty and will be more useful for classification purposes since they tend to lie on the decision boundary. The entropy of a sample is defined as follows. Consider a random variable which takes value \( m \) with probability \( \pi_m \), \( \sum_{i=1}^M \pi_m = 1 \); then the entropy of this random variable is define as \( H(\pi_1, \ldots, \pi_M) = -\sum_{m=1}^M \pi_m \log \pi_m \). As a simple example, for Bernoulli random variable (which can represent, e.g., the outcome for flipping a coin with bias \( p \)), the entropy function is \( H(p) = -p \log p - (1-p) \log (1-p) \), and it is a concave function achieving the maximum at \( p^* = 1/2 \), which means that the fair-coin has the maximum entropy; this is intuitive as indeed the outcome of a fair coin toss is the most difficult to predict. Now we use this entropy to define the “uncertainty” associated with each training points. With a little abuse of notation, define \( H(\hat{\omega}) := H(\pi_1(\hat{\omega}), \ldots, \pi_M(\hat{\omega})) \). Denote the minimal and maximal entropy of all the training points as \( H_{\text{min}} = \min \{ H(\hat{\omega}), \hat{\omega} \in \hat{\Omega} \}, H_{\text{max}} = \max \{ H(\hat{\omega}), \hat{\omega} \in \hat{\Omega} \} \), respectively. Define the \( \tau \)-truncated training set as \( \hat{\Omega}_\tau = \{ \hat{\omega} \in \hat{\Omega} : (H(\hat{\omega}) - H_{\text{min}})/(H_{\text{max}} - H_{\text{min}}) \geq \tau \}, \forall \tau \in [0, 1] \). The truncated Dr. k-NN is obtained similarly as Step 2 of Dr. k-NN by restricting the training set \( \hat{\Omega}_\tau \) only to the samples in \( \hat{\Omega} \) (samples with larger entropy). Figure 5 reveals that the most informative samples usually lie in between categories. We can see that a truncated Dr. k-NN classifier with \( \tau = 0.9 \) only uses 20\% samples with little performance loss. More experimental details will be presented in Section 6.

6 Experiments

In this section, we describe the results of few-shot experiments using small subsets of MNIST [20], CIFAR-10 [13], and Lung Cancer data set [10].

7
Truncated Dr. k-NN with an approach using kernel-smoothing of the LFDs (in contrast to using benchmark. We compare our method including results using only 20% training samples (Dr.k-NN) terms of the average test accuracy on all data sets. The truncated regions with \( \tau = 0.9 \), (b) shows \( \tau \)-truncated Dr. k-NN with \( \tau = 0.9 \), (c) shows the decision made by the truncated Dr. k-NN with \( \tau = 0.9 \). The depth of the shaded area shows the level of samples entropy.

Benchmark. We compare our method including Dr. k-NN and its truncated version with the following baselines: (1) k-NN based method with different dimension reduction techniques, including Principal Component Analysis (PCA+k-NN), Singular Value Decomposition (SVD+k-NN), and Neighbourhood Components Analysis (NCA+k-NN) [16], (2) matching networks [33]; (3) prototypical networks [31]. To make these methods comparable, we adopt the same naive neural network with a single CNN layer on matching network, prototypical network, and our model, respectively, where the kernel size is 3, the stride is 1 and the width of the output layer is \( d = 400 \). Here we also compare with an approach using kernel-smoothing of the LFDs (in contrast to using k-NN) for performing classification. Consider a Gaussian kernel \( \kappa(x) = |H_\kappa|^{-1/2} \kappa(H_\kappa^{-1/2} x) \), where \( H_\kappa = \kappa I \) is the isotropical kernel with bandwidth \( h \). Then we replace \( \bar{p}_m(\omega) \) in Step 2 of Dr. k-NN with the following

\[
\bar{p}_m(\omega) := \sum_{i=1}^{n} P^*_m(\omega^i) \kappa(\omega - \omega^i), \quad m = 1, \ldots, M, \quad \forall \omega \in \Omega.
\]

Experiment set-up. In our experiments, we focus on an \( M \)-way \( K \)-shot learning task. To generate the training data set, we randomly select \( M \) classes and for each class we take \( K \) random samples. So our training data set contains \( MK \) samples overall. We then aim to classify a disjoint batch of unseen samples into one of these \( M \) classes. Thus random performance on this task stands at \( 1/M \). We test the average performance of different methods using 1,000 unseen samples from the \( M \) classes. To obtain reliable results, we repeat each test 10 times and calculate the average accuracy. We use the Euclidean distance \( \epsilon(\omega, \omega') = ||\omega - \omega'||_2 \) throughout our experiment.

| Methods                  | MNIST       | CIFAR-10   | Lung Cancer |
|--------------------------|-------------|------------|-------------|
|                           | Two-ways    | Five-ways  | Two-ways    | Five-ways  | Three-ways |
|                           | 5-shot      | 10-shot    | 5-shot      | 10-shot    | 5-shot     |
| PCA+k-NN                 | 0.801       | 0.872      | 0.614       | 0.678      | 0.687      |
| SVD+k-NN                 | 0.749       | 0.790      | 0.524       | 0.567      | 0.680      |
| NCA+k-NN                 | 0.602       | 0.640      | 0.340       | 0.355      | 0.597      |
| Matching Net             | 0.732       | 0.830      | 0.625       | 0.732      | 0.632      |
| Prototypical Net         | 0.742       | 0.842      | 0.671       | 0.759      | 0.651      |
| LFDs with Kernel Smoothing | 0.777       | 0.873      | 0.559       | 0.579      | 0.642      |
| Dr.k-NN                  | 0.838       | 0.959      | 0.746       | 0.831      | 0.707      |
| Truncated Dr.k-NN        | 0.815       | 0.926      | 0.742       | 0.825      | 0.703      |

Results. We present the average test accuracy in Table 1 for the unseen samples with different \( M = 2, 5 \) and \( K = 5, 10 \) on small subsets of MNIST and CIFAR-10, and with \( M = 3 \) and \( K = 5, 8 \) on lung cancer data. Note that random performance for two-ways and five-ways are 0.5 and 0.2, respectively. The figures in the table show that Dr. k-NN \((k = 5)\) outperforms other baselines in terms of the average test accuracy on all data sets. The truncated Dr. k-NN also yields competitive results using only 20% training samples \((\tau = 0.9)\), compared to standard Dr. k-NN.

\(^{1}\)There are only three categories and 33 samples in the lung cancer data.
Figure 6: A comparison of the learned feature spaces and the corresponding decision boundaries. There are 10 training samples from two categories of MNIST identified as large dots and 1,000 query samples identified as small dots. The color of dots shows their true categories. The color of the region shows the decisions made by corresponding methods.

To visualize that the proposed learning framework will affect the distribution of hidden representation of data points, we show the training and query samples in a 2D feature space as well as the corresponding decision boundary in Figure 6. It turns out our framework finds a better feature representation in the 2D space with smooth decision boundary and reasonable decision confidence map (indicated by the color depth in Figure 6(a)).

It is worth pointing out that the experimental results show that it is important to use $k$-NN in our proposed algorithm, which significantly outperforms the parallel version using kernel smoothing (even after we optimize the kernel bandwidth). We find that the performance when using kernel smoothing heavily depends on selecting an appropriate kernel bandwidth $h$ as illustrated by Figure 8 in Appendix A. Moreover, the best kernel bandwidth may vary from one dataset to another. Therefore, the cross-validation is required to be carried out to find the best kernel bandwidth in practice, which is quite time-consuming. In contrast, choosing the hyper-parameter $k$ is an easy task, since we only have very limited choices of $k$ in few-shot learning problems and the performance of Dr. $k$-NN is insensitive to the choices of $k$ (see Appendix A Figure 7). More pictures and discussions can be found in Appendix A.
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A Comparison to Kernel Smoothing

More visualization for comparing with kernel smoothing.

Figure 7: Dr. k-NN with different $k$.

Figure 8: Kernel smoothing with different bandwidth $h$

The performance of Dr. k-NN is insensitive to the choice of the number of selected neighbors $k$ as shown in Figure 7. In contrast, the performance using kernel smoothing method defined in (5) is heavily depended on selecting an appropriate kernel bandwidth $h$ as illustrated in Figure 8. Note that, to apply the method to different data sets, the best kernel bandwidth may vary from case to case. Therefore, the cross-validation is required to be carried out to find the best kernel bandwidth in practice, which is extremely time-consuming.
B Proof for Section 3

Proof of Lemma 1: We here prove a more general result for an arbitrary sample space $\Omega$. Note that each $P_m, 1 \leq m \leq M$, is absolutely continuous with respect to $P_1 + \cdots + P_M$, hence the Radon-Nikodym derivative $\frac{dP_m}{d(P_1 + \cdots + P_M)}$ exists. Using interchangeability principle [29], we have

$$
\min_{\pi \in \Delta_M} \Psi(\pi; P_1, \ldots, P_M) = \min_{\pi: \Omega \rightarrow \Delta_M} \int_{\Omega} \left[ \sum_{m=1}^{M} (1 - \pi_m(\omega)) \frac{dP_m}{d(P_1 + \cdots + P_M)}(\omega) \right] d(P_1 + \cdots + P_M)
$$

$$
= \int_{\Omega} \min_{\pi \in \Delta_M} \left[ \sum_{m=1}^{M} (1 - \pi_m(\omega)) \frac{dP_m}{d(P_1 + \cdots + P_M)}(\omega) \right] d(P_1 + \cdots + P_M)
$$

$$
= \int_{\Omega} \left[ 1 - \max_{1 \leq m \leq M} \frac{dP_m}{d(P_1 + \cdots + P_M)}(\omega) \right] d(P_1 + \cdots + P_M).
$$

where the third equality holds because for any $\omega$, the inner minimization attains its minimum at one of the vertices of $\Delta_M$.

Proof of Lemma 2: By the definition of uncertainty sets in [3], we can introduce additional variables $\gamma_m \in \mathbb{R}_{\pi}^{n \times n}$ which represents the joint distribution with marginals $P_m \in \mathcal{P}_m$ and $\hat{P}_m$. The constraints $\mathcal{W}(P, \hat{P}_m) \leq \vartheta_m$ in [3] can be rewritten using $\gamma_m$ as

$$
\sum_{i=1}^{n} \sum_{j=1}^{n} \gamma_{ij} c(\hat{\omega}^i, \hat{\omega}^j) \leq \vartheta_m.
$$

Furthermore, the marginal distribution constraint of $\gamma_m$ reads

$$
\sum_{i=1}^{n} \gamma_{ij} = \hat{P}_m(\hat{\omega}^j), \quad \sum_{j=1}^{n} \gamma_{ij} = P_m(\hat{\omega}^i), \quad m = 1, \ldots, M.
$$

Thereby the problem $\max_{P_m \in \mathcal{P}_m, 1 \leq m \leq M} \Psi(P_1, \ldots, P_M)$ is equivalent to the convex optimization formulation in [1].

Proof to Theorem 1: By Lemmas 1 and 2 we have

$$
\max_{P_m \in \mathcal{P}_m, 1 \leq m \leq M} \min_{\pi: \Omega \rightarrow \Delta_M} \Psi(\pi; P_1, \ldots, P_M) = \max_{P_m \in \mathcal{P}_m, 1 \leq m \leq M} \Psi(\pi; P_1, \ldots, P_M) = \mathbb{1}.
$$

Moreover, we identify $\pi$ as $\{\pi^1, \ldots, \pi^n\}$, where $\pi^i \in \mathbb{R}^M$ satisfies $\sum_{m=1}^{M} \pi^i_m = 1$. Similar to the proof of Lemma 2 $P_m, 1 \leq m \leq M$, can also be identified as a vector in $\mathbb{R}^n$. Note that the objective function $\Psi(\pi; P_1, \ldots, P_M)$ is linear in $\{\pi^1, \ldots, \pi^n\}$ and concave in $\{P_1, \ldots, P_M\}$, and the Slater condition holds. Hence applying convex programming duality we can exchange max and min and thus the result follows.

Proof of Theorem 2: On the one hand, since $\pi_m^{knm}$ can be regarded as a special case of the general classifier $\pi: \Omega \rightarrow \Delta_M$, it holds that

$$
\min_{Q_1, \ldots, Q_M \in \mathcal{P}(\hat{\Omega})} \max_{P_m \in \mathcal{P}_m, 1 \leq m \leq M} \sum_{m=1}^{M} \mathbb{E}_{\omega_m \sim P_m} [1 - \pi_m^{knm}(\omega_m; k, Q)]
$$

$$
\geq \min_{\pi: \Omega \rightarrow \Delta_M} \max_{P_m \in \mathcal{P}_m, 1 \leq m \leq M} \sum_{m=1}^{M} \mathbb{E}_{\omega_m \sim P_m} [1 - \pi_m(\omega_m)].
$$

On the other hand, by Lemma 2 there exists an optimal solution to the minimax problem (2), denoted as $\{P^*_1, \ldots, P^*_M\}$, and the classifier $\pi^*$ as given in Lemma 1. Note that there exists $1 \leq k^* \leq n$ and weights $Q_1^*, \ldots, Q_M^* \in \mathcal{P}(\Omega)$ such that

$$
\pi_m^{knm}(\omega; k^*, Q^*) = \pi^*(\omega), \forall \omega \in \hat{\Omega},
$$

where the third equality holds because for any $\omega$, the inner minimization attains its minimum at one of the vertices of $\Delta_M$. 

\[ \square \]
for example, by taking $k^* = 1$ and $Q_m^* = P_m^*$, $\forall 1 \leq m \leq M$. This implies that

$$\min_{Q_1, \ldots, Q_M \in \mathcal{P} \left( \hat{\Omega} \right)} \max_{1 \leq k \leq K} \sum_{m=1}^{M} E_{\omega_m \sim P_m} \left[ 1 - \pi_{m}^{knn}(\omega_m; k, Q) \right]$$

$$\leq \max_{P_m \in P_m, 1 \leq m \leq M} \sum_{m=1}^{M} E_{\omega_m \sim P_m} \left[ 1 - \pi_{m}^{knn}(\omega_m; k^*, Q^*) \right]$$

$$= \max_{P_m \in P_m, 1 \leq m \leq M} \sum_{m=1}^{M} E_{\omega_m \sim P_m} \left[ 1 - \pi_{m}^*(\omega_m) \right]$$

$$= \min_{\pi: \hat{\Omega} \rightarrow \Delta_M} \max_{P_m \in P_m, 1 \leq m \leq M} \sum_{m=1}^{M} E_{\omega_m \sim P_m} \left[ 1 - \pi_{m}^*(\omega_m) \right].$$

Thereby we have shown the equivalence between (4) and (2).