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Abstract

This work contains two single-letter upper bounds on the entropy rate of a discrete-valued stationary stochastic process, which only depend on second-order statistics, and are primarily suitable for models which consist of relatively large alphabets. The first bound stems from Gaussian maximum-entropy considerations and depends on the power spectral density (PSD) function of the process. While the PSD function cannot always be calculated in a closed-form, we also propose a second bound, which merely relies on some finite collection of auto-covariance values of the process. Both of the bounds consist of a one-dimensional integral, while the second bound also consists of a minimization problem over a bounded region, hence they can be efficiently calculated numerically. Examples are also provided to show that the new bounds outperform the standard conditional entropy bound.

Index Terms: Entropy rate, hidden Markov process, second-order statistics.
1 Introduction

The Shannon entropy is one of the basic concepts of information theory, which provides a measure of uncertainty of a random variable. The information-theoretic definition of the entropy dates back to Shannon 1948’s masterpiece [1, Sec. 6], where it has been proved to serve as a fundamental limit in lossless data compression. Ever since, the Shannon entropy has found its way to a numerous amount of different disciplines, ranging between machine learning [2], biology [3, 4], economics [5, 6], sociology [7], weather sciences [8, 9], and combinatorics [10, 11], for a non-exhaustive list. Although the definition of the Shannon entropy is fairly simple for a discrete random variable (as can be seen in (5) below), it cannot be calculated in closed-form for any such random variable. Even the Shannon entropies of some very common distributions, like the binomial distribution, the Poisson distribution, and the Borel distribution, do not admit closed-form expression. In such cases, one has merely two options: either to derive tight lower and upper bounds on the entropy [12, 13], or to calculate it using a simple computer program.

When it comes to stochastic processes, the problem becomes even more complicated, because a limiting operation is also involved. Because of that, only very few models have closed-form expressions for their entropy rates. For example, the derivation of the entropy rate of a finite order Markov process boils down to the calculation of a conditional entropy, which can also be quite exhausting in some models. Very special are the family of stationary Gaussian processes, whose differential entropy rate is given by a remarkable formula that only involves a one-dimensional integral over the logarithm of the power spectral density (PSD) function of the process [14, p. 417]. In some specific Gaussian models, like the auto-regressive moving-average (ARMA) parametric family of processes, the integral in this formula boils down to a very simple expression [15]. Similar results have been lately proved for other important Gaussian models that exhibit long-range dependence [16]. Nonetheless, evaluation of exact values of entropy rates are a hard task in the general case. Still, in many cases of interest, like hidden Markov processes (HMPs) [17], the second order statistics can be relatively easily calculated (or estimated). Thus, the main objective of this work is to propose upper bounds on the entropy.

\[ P_X(n) = \frac{e^{-\mu n} (\mu n)^{n-1}}{n!}, \quad n = 1, 2, 3, \ldots, \quad \mu \in [0, 1]. \tag{1} \]

Although being somewhat less known, the Borel distribution is very common in queuing theory.

---

1 A discrete random variable \( X \) follows a Borel distribution if its PMF is given by

\[ P_X(n) = \frac{e^{-\mu n} (\mu n)^{n-1}}{n!}, \quad n = 1, 2, 3, \ldots, \quad \mu \in [0, 1]. \]
rates of discrete-valued stationary processes that relies merely on their second-order statistics.

The first result in this work is a generalization of a well-known upper bound on the entropy of a discrete random variable to discrete-valued stationary stochastic processes. This result stems from Gaussian maximum-entropy considerations and it only involves a one-dimensional integral over the logarithm of the PSD function of the process plus some constant. We demonstrate that this bound is applicable in a variety of models, like the discrete moving average (DMA) model [18], the quantized moving average (MA) model, and HMPs with relatively large or even infinite alphabets [19]. Specifically, we show numerically that at least for the quantized MA model, the new bound is better than the standard conditional entropy bound.

Since our first result depends on the PSD function of the process at hand, it cannot be useful in every case, since the calculation of the PSD function requires the entire (auto-)covariance function, and this alone is not always possible to derive in closed-form. Thus, the second result in this work is also a single-letter upper bound on the entropy rate, but this time, it depends merely on some finite set of the covariance function. In addition to a one-dimensional integral, this single-letter expression also involves a minimization problem in some bounded region, the dimension of which is identical to the number of covariance values in use. Nevertheless, both of these minimization and integration can be performed numerically quite efficiently. To exhibit the usefulness of our second result, we analyze the quantized-hidden auto-regressive (AR) process, and show that the new proposed upper bound is better than the standard conditional entropy bound. For this specific AR model, our first result is practically irrelevant, since it relies on a one-dimensional integral over the PSD function of the process, and in this case, the covariance function itself is already given by a relatively cumbersome expression.

In the realm of discrete-valued stationary stochastic processes, not many specific bounds are known, except for the standard conditional entropy upper bound. One process that has been extensively studied over the past two decades is the binary HMP, which is formed by passing a simple binary Markov chain through a binary channel. Both lower and upper bounds have been derived in [20], using a new approach for bounding the entropy rate of HMP by constructing an alternative Markov process corresponding to the log-likelihood ratio of estimating the positivity of the current hidden symbol $X_0$ based on the past observations $Y_{-\infty}^0$. The techniques of [20] have been used in [21] to obtain tight bounds for the entropy rate in the rare-transition regime. Entropy rates for HMPs with rare transitions have also been studied in [22]. More refined
lower bounds on the entropy rate of binary HMPs have been derived in [23] using a minimum-mean
square error approach, and in [24], relying on a strengthened version of Mrs. Gerber’s
Lemma. Entropy rates of HMPs formed by passing a binary Markov chain through an arbitrary
memoryless channel was studied in [25]. Since the entropy rate of a HMP is closely related to
the maximal Lyapunov exponent, a connection that was observed and discussed in [26], bounds
on the entropy rate of a HMP can be deduced immediately from existing bounds on the maximal
Lyapunov exponent, e.g., [27]. A review of entropy rate estimation can be found in [28].

The remaining part of the paper is organized as follows. In Section 2 we establish notation
conventions. In Section 3 we review some preliminaries, provide motivation for this research,
and formalize the main objectives of this work. In Section 4 we provide and discuss the main
results, and in Section 5 we exhibit the usefulness of our results via two specific quantized
processes. In the Appendixes, we prove our results.

2 Notation Conventions

Throughout the paper, random variables will be denoted by capital letters, realizations will be
denoted by the corresponding lower case letters, and their alphabets will be denoted by calligraphic
letters. Random vectors and their realizations will be denoted, respectively, by boldface
capital and lower case letters. Their alphabets will be superscripted by their dimensions. The
cumulative distribution function of a standard normal random variable is defined by

\[ \Phi(t) = \int_{-\infty}^{t} \frac{1}{\sqrt{2\pi}} \exp \left\{ \frac{-s^2}{2} \right\} \, ds. \]  \hspace{1cm} (2)

The probability of an event \( \mathcal{E} \) will be denoted by \( \mathbb{P}\{\mathcal{E}\} \), and the expectation operator with
respect to a probability distribution \( Q \) will be denoted by \( \mathbb{E}_Q[\cdot] \), where the subscript will often
be omitted. The variance of a random variable \( X \) is denoted by \( \text{Var}[X] \).

For a wide-sense stationary process \( \{X_n\}_{n \geq 0} \) with mean \( \mu_X = \mathbb{E}[X_n] \), the covariance function
will be denoted by

\[ R_X(k) = \mathbb{E}[(X_{n+k} - \mu_X)(X_n - \mu_X)], \]  \hspace{1cm} (3)

and the PSD function is defined by

\[ \Phi_X(\lambda) = \sum_{k=-\infty}^{\infty} R_X(k)e^{i\lambda k}, \]  \hspace{1cm} (4)

when \( \{R_X(k)\} \) is absolutely summable.
3 Preliminaries, Motivation, and Objectives

3.1 Preliminaries

In this paper, we will be using the natural logarithm in all of the definitions, and hence the units of entropy that we will be working with are nats. We include standard definitions in order that all notations be precisely defined.

**Definition 1.** The Shannon entropy, $H(X)$, of a discrete random variable $X$ with probability mass function $P_X$, is defined as

$$H(X) = - \sum_{x \in \mathcal{X}} P_X(x) \log P_X(x),$$

(5)

where $\mathcal{X}$ is the (possibly infinite) alphabet of the random variable.

The Shannon entropy can be extended into the multivariate case and hence to stochastic processes using the joint entropy for a collection of random variables.

**Definition 2.** The joint entropy of a random vector $X = (X_1, X_2, \ldots, X_n)$ with probability mass function $P_X$, is defined as

$$H(X_1, X_2, \ldots, X_n) = - \sum_{x \in \Omega} P_X(x) \log P_X(x),$$

(6)

where $\Omega = \mathcal{X}_1 \times \mathcal{X}_2 \times \ldots \times \mathcal{X}_n$ is the support of the random vector, which is usually $\mathcal{X}^n$.

In this work, we also need the continuous extension of Shannon’s joint entropy.

**Definition 3.** The joint differential entropy of a random vector $X = (X_1, X_2, \ldots, X_n)$ with probability density function $f_X$, is defined as

$$h(X_1, X_2, \ldots, X_n) = - \int_{\Omega} f_X(x) \log f_X(x) dx,$$

(7)

where $\Omega \subseteq \mathbb{R}^n$ is the support of the random vector.

Finally, we define the concept of entropy rate, which can be thought of as the average amount of new information from each sample of a random variable in a discrete stochastic process.
Definition 4. The entropy rate of a discrete stochastic process \( \{X_n\}_{n \geq 1} \) is defined by

\[
\bar{H}(X) = \lim_{n \to \infty} \frac{H(X_1, X_2, \ldots, X_n)}{n},
\]

provided that the limit exists.

For stationary stochastic processes, the entropy rate is well defined \([14, \text{Theorem 4.2.1}]\).

Although this work mainly concerns discrete-valued stochastic processes, the two main applications that will be discussed in details in Section 5 have a pure Gaussian mechanism, hence we will be needing the following definition.

Definition 5. A stochastic process is called a Gaussian process if and only if every finite collection of random variables from the stochastic process has a multivariate Gaussian distribution. That is, for every \( k \geq 1 \) and every \( (t_1, \ldots, t_k) \in \mathbb{Z}^k \),

\[
(X_{t_1}, \ldots, X_{t_k}) \sim \mathcal{N}(\mu, \Sigma),
\]

where \( \mu \) is the vector of expected values and \( \Sigma \) is the covariance matrix.

For a stationary Gaussian process with a PSD function \( \Phi_X(\lambda) \), Kolmogorov showed that the differential entropy rate can be expressed as \([14, \text{p. 417}]\)

\[
\bar{H}(X) = \frac{1}{2} \log(2\pi e) + \frac{1}{4\pi} \int_{0}^{2\pi} \log \Phi_X(\lambda) d\lambda.
\]

The results in this work are based on a simple relation between the entropy of a discrete-valued random vector and the differential entropy of some related continuous-valued random vector. Specifically, let \( Y_n = (Y_1, Y_2, \ldots, Y_n) \) be a discrete-valued random vector. Let \( U_n = (U_1, U_2, \ldots, U_n) \) be a random vector with independent entries, such that \( U_i \) is uniformly distributed in \([0,1)\) for any \( 1 \leq i \leq n \). Define the sum \( \tilde{Y}_n = Y_n + U_n \). Then, the following result is going to be instrumental in the proofs of our main results.

Lemma 1. It holds that \( H(Y_n) = h(\tilde{Y}_n) \).

Proof. For \( y = (y_1, y_2, \ldots, y_n) \in \mathcal{Y}^n \), denote the hypercube

\[
\mathcal{B}(y) = [y_1, y_1 + 1) \times [y_2, y_2 + 1) \times \ldots \times [y_n, y_n + 1).
\]

(11)
Now,

\[ H\left(\mathbf{Y}_n\right) = - \sum_{y \in \mathcal{Y}_n} p(y) \log p(y) \]  
\[ = - \sum_{y \in \mathcal{Y}_n} \int_{\mathcal{B}(y)} f_{\hat{\mathbf{Y}}}(s) \log f_{\hat{\mathbf{Y}}}(s) \, ds \]  
\[ = - \int_{\mathbb{R}^n} f_{\hat{\mathbf{Y}}}(s) \log f_{\hat{\mathbf{Y}}}(s) \, ds \]  
\[ = h(\hat{\mathbf{Y}}_n), \] 

since \( f_{\hat{\mathbf{Y}}}(s) = p(y) \) for any \( s \in \mathcal{B}(y) \).

\[ \Box \]

3.2 Motivation and Objectives

Consider the following differential entropy bound on discrete entropy [14, Problem 8.7]

\[ H(X) \leq \frac{1}{2} \log \left[ 2\pi e \left( \text{Var}(X) + \frac{1}{12} \right) \right], \]  

which was attributed to the independent (unpublished) works of Massey and Willems. However, in 1975 Djackov [29] had already published the bound in connection with his work on coin-weighing. For some random variables, mainly with relatively large or infinite alphabets, the Shannon entropy does not admit a closed form expression, but still, their variance can relatively easy be calculated. In such cases, the bound in (16) may be a good compromise between tightness and ease of calculation. As an example, consider a random variable \( X \) with a Poisson distribution. The probability mass function of such a random variable is given by

\[ P_X(k) = \frac{\lambda^k e^{-\lambda}}{k!}, \quad k = 0, 1, 2, \ldots, \]  

where \( \lambda \in (0, \infty) \) is a given parameter. In this case, a direct substitution of (17) into (5) yields

\[ H_{\text{Poisson}}(X) = \lambda [1 - \log(\lambda)] + e^{-\lambda} \sum_{k=0}^{\infty} \frac{\lambda^k \log(k!)}{k!}, \]  

which although lands itself to numerical evaluation, this expression is not so easy to study as a function of \( \lambda \). However, the variance of the Poisson random variable is simply \( \lambda \) and thus

\[ H_{\text{Poisson}}(X) \leq \frac{1}{2} \log \left[ 2\pi e \left( \lambda + \frac{1}{12} \right) \right]. \]  

As can be seen in Figure 1 for relatively large \( \lambda \) values, the gap between the exact entropy and its upper bound is quite small.
Figure 1: Plots of the entropy of a Poisson distributed random variable and its Gaussian maximum entropy (ME) upper bound in (19) for $\lambda \in [0, 10]$.

Since the upper bound (16) in the univariate case seems to be relatively tight, at least in some cases, it seems very natural to generalize it and propose an upper bound on the entropy rate of discrete-valued stationary stochastic processes, which merely depends on the second-order statistics of the process. Hence, the first objective of this work is to propose an upper bound on the entropy rates of discrete-valued stochastic processes in term of their PSD functions. In the same spirit, our second objective is to propose upper bounds on the entropy rate in terms of some finite collection of the covariance function of the stochastic process, i.e., bounds that merely depend on the set of second-order statistics $\{R_X(m)\}_{m=1}^k$ for some finite $k$.

4 Main Results

4.1 Bounds via Gaussian Maximum-Entropy Principle

The following result, which is proved in Appendix A, exhibits a generalization of the bound in (16) to discrete-valued stationary stochastic processes.

**Theorem 1.** Let $\{Y_n\}_{n \geq 1}$ be a stationary process with a power spectral density function $\Phi_Y(\lambda)$.
The entropy-rate of the process \( \{Y_n\}_{n \geq 1} \) is upper-bounded as

\[
\bar{H}(Y) \leq \frac{1}{2} \log(2\pi e) + \frac{1}{4\pi} \int_{0}^{2\pi} \log \left( \Phi_Y(\lambda) + \frac{1}{12} \right) d\lambda.
\]  

(20)

In many cases of interest, where the statistical structure may be quite complicated, second order statistics can still be evaluated in closed form and the bound in (20) may be beneficial.

As a first example, consider the DMA model, which is formed by taking probabilistic mixtures of independent identically distributed (i.i.d.) discrete random variables \[18\]. In order to specify the model, we need first the following definitions. Let \( \{Y_n\} \) be a sequence of i.i.d. random variables taking values in some countable subset \( \mathcal{F} \) of the real line, with \( P\{Y_n = i\} = \pi_i \) for all \( i \in \mathcal{F} \). Let \( \{\Theta_n\} \) be a sequence of i.i.d. random variables taking values in the set \( \{0, 1, \ldots, L\} \) with PMF

\[
P\{\Theta_n = \ell\} = \delta_\ell, \quad \ell = 0, 1, \ldots, L,
\]  

(21)

where \( L \in \mathbb{N} \). The DMA(\( L \)) process \( \{S_n\} \) is then formed by

\[
S_n = Y_n - \Theta_n,
\]  

(22)

i.e., \( S_n \) is a probabilistic mixture of the \( L + 1 \) i.i.d. random variables \( Y_n, Y_{n-1}, \ldots, Y_{n-L} \). The covariance function of the DMA(\( L \)) process is given by

\[
R_S(k) = \left\{ \begin{array}{ll}
\sigma_Y^2 & k = 0 \\
\sigma_Y^2 \sum_{j=0}^{L-k} \delta_j \delta_{j+|k|} & 1 \leq |k| \leq L \\
0 & |k| \geq L + 1,
\end{array} \right.
\]  

(23)

where \( \sigma_Y^2 \) denotes the variance of \( Y_n \). In this case, the PSD function is given by

\[
\Phi_S(\lambda) = \sigma_Y^2 \left[ 1 + 2 \sum_{k=1}^{L} \left( \sum_{j=0}^{L-k} \delta_j \delta_{j+k} \right) \cos(\lambda k) \right],
\]  

(24)

and thus, the entropy rate of \( \{S_n\} \) is upper-bounded by the result of substituting \( \Phi_S(\lambda) \) into (20). It is important to note that DMA(\( L \)) is not in general a Markov process, so the standard conditional entropy bounds are not tight.

For a second example, consider the following MA model of order \( m \):

\[
X_n = \sum_{i=1}^{m} \theta_i U_{n-i} + U_n,
\]  

(25)
where \( \theta_1, \ldots, \theta_m \) are the parameters of the model and \( \{U_n\}_{n \in \mathbb{N}} \) are i.i.d. standard Gaussians. Although this is a continuous-valued process in general, we may rely on the reasonable assumption that every process in nature is sampled and quantized to some finite precision in the first place, which obviously yields a discrete-valued process. For the original process in (25), its covariance function \( R_X(k) \) equals to zero as long as \( k \geq m + 1 \), and this fact remains true also for its quantized version. We elaborate more on the quantized MA process in Subsection 5.1.

We continue by referring to two specific HMPs. The entropy rate of the HMP is a long standing open problem and a closed-form expression for it is not known, even for the simplest binary cases. A comprehensive survey on statistical properties of HMPs, mainly from the information-theoretic viewpoint can be found in [17]. The two simple models defined below potentially involve relatively large or even infinite alphabets, which makes trivial upper bounds on the entropy rate like \( H(Y_1|Y_0) \) less attractive, while the PSD functions of the resulting processes can be easily derived, as will be evident.

Let \( \{X_n\}_{n \geq 1} \) be an irreducible homogeneous Markov chain on the state-space \( \{1, 2, \ldots, m\} \), with transition probability matrix \( \Gamma \). That is, \( \Gamma = (\gamma_{ij}) \), where for all states \( i, j \) and times \( n \):

\[
\gamma_{ij} = P(X_n = j|X_{n-1} = i).
\]  

(26)

By the irreducibility of \( \{X_n\}_{n \geq 1} \), there exists a unique, strictly positive, stationary distribution, which we shall denote by the vector \( \delta = (\delta_1, \delta_2, \ldots, \delta_m) \). Suppose throughout that \( \{X_n\}_{n \geq 1} \) is stationary, so that \( \delta \) is the distribution of \( X_n \) for all \( n \). Now let the nonnegative integer-valued random process \( \{Y_n\}_{n \geq 1} \) be such that, conditional on \( \{X_n\}_{n=1}^{N_0} \), for any \( N_0 \in \mathbb{N} \), the random variables \( \{Y_n\}_{n=1}^{N_0} \) are mutually independent and, if \( X_n = i \), \( Y_n \) takes the value \( s \) with probability \( \pi_{si} \). That is, for \( n = 1, \ldots, N_0 \), the distribution of \( Y_n \) conditional on \( \{X_n\}_{n=1}^{N_0} \) is given by

\[
P(Y_n = s|X_n = i) = \pi_{si}.
\]  

(27)

We shall refer to the probabilities \( \pi_{si} \) as the state-dependent probabilities. The two cases we shall refer to are: (i) the conditional distribution of \( Y_n \) is binomial; and (ii) the conditional distribution of \( Y_n \) is Poisson.

In case (i), if \( X_n = i \), then \( Y_n \) has a binomial distribution with parameters \( N \) and \( p_i \in [0, 1] \),
and the state-dependent probabilities are given for all integers \( s = 0, 1, \ldots, N \) by:

\[
\pi_{si} = \binom{N}{s} p_i^s (1 - p_i)^{N-s}.
\]

In case (ii), if \( X_n = i \), then \( Y_n \) has a Poisson distribution with mean \( \lambda_i \geq 0 \), and the state-dependent probabilities are given for all nonnegative integers \( s \) by:

\[
\pi_{si} = e^{-\lambda_i} \frac{\lambda_i^s}{s!}.
\]

We will refer to the models just defined as binomial-hidden and Poisson-hidden Markov processes, respectively, as was originally termed in [19, Sec. 2.3]. In order to arrive at relatively simple close-form expressions, at least for one of these models, we confine ourselves to the binary case \( m = 2 \). In this case, we write the transition probability matrix of \( \{X_n\}_{n \geq 1} \) as

\[
\Gamma = \begin{pmatrix}
1 - \gamma_1 & \gamma_1 \\
\gamma_2 & 1 - \gamma_2
\end{pmatrix},
\]

and it follows that

\[
\delta = \frac{1}{\gamma_1 + \gamma_2} (\gamma_2 \quad \gamma_1).
\]

The following expression for \( \Gamma^k \), obtained by diagonalizing \( \Gamma \), will be useful in deriving statistical properties of \( \{Y_n\}_{n \geq 1} \) when \( m = 2 \):

\[
\Gamma^k = \begin{pmatrix}
\gamma_1 & \gamma_2 \\
\gamma_1 & \gamma_2
\end{pmatrix} + \omega^k \begin{pmatrix}
\gamma_2 & -\gamma_2 \\
-\gamma_1 & \gamma_1
\end{pmatrix},
\]

where \( \omega = 1 - \gamma_1 - \gamma_2 \). As a preliminary for deriving the covariance function and the PSD function of the binomial-hidden Markov process, we state two useful results. First, provided the relevant expectations exist,

\[
\mathbb{E}[f(Y_n)] = \sum_{i=1}^m \mathbb{E}[f(Y_n)|X_n = i] \delta_i.
\]

This is proved by conditioning on \( X_n \) and noting that \( \mathbb{P}(X_n = i) = \delta_i \). Second, provided again that the relevant expectations exist, we have for \( k \in \mathbb{N} \) that

\[
\mathbb{E}[f(Y_n, Y_{n+k})] = \sum_{i,j=1}^m \mathbb{E}[f(Y_n, Y_{n+k})|X_n = i, X_{n+k} = j] \delta_i \gamma_{ij}(k),
\]

where \( \gamma_{ij}(k) = (\Gamma^k)_{ij} \). To prove this, we condition on \( X^{n+k} = \{X_\ell : \ell = 1, \ldots, n + k\} \) and exploit the fact that the conditional expectation of \( f(Y_n, Y_{n+k}) \) given \( X^{n+k} \), is the conditional
expectation given only $X_n$ and $X_{n+k}$. Summing $P(X_1, \ldots, X_{n+k})$ over the states at all times other than $n$ and $n+k$ gives $P(X_n, X_{n+k})$, and \((34)\) follows since $P(X_n = i, X_{n+k} = j) = \delta_i \gamma_{ij}(k)$.

We now turn to derive the covariance function of the binomial-hidden Markov process. We use the notation $p = (p_1, p_2, \ldots, p_m)$ and $P = \text{diag}(p)$. From \((33)\) we have

$$\mathbb{E}[Y_n] = \sum_{i=1}^{m} (Np_i) \delta_i = N \delta p'$$

and

$$\mathbb{E}[Y_n^2] = \sum_{i=1}^{m} (Np_i(1 - p_i) + N^2 p_i^2) \delta_i = N \delta p' + N (N - 1) \delta PP' \, .$$

Hence

$$\text{Var}(Y_n) = N \delta p' + N(N - 1) \delta PP' - N^2 (\delta p')^2 = N^2 (\delta PP' - (\delta p')^2) + N(\delta p' - \delta PP') \, .$$

From \((34)\) we have for any $k \in \mathbb{N}$ that

$$\mathbb{E}[Y_nY_{n+k}] = \sum_{i,j=1}^{m} (Np_i)(Np_j) \delta_i \gamma_{ij}(k) = N^2 \delta PP^k p' \, .$$

Thus the resulted covariance is

$$\text{Cov}(Y_n, Y_{n+k}) = N^2 (\delta PP^k p' - (\delta p')^2) \, .$$

In the binary case $m = 2$, i.e., if the Markov chain has only two states, the bracketed terms in \((39)\) and \((41)\) are given by

$$\delta PP' - (\delta p')^2 = \delta_1 \delta_2 (p_2 - p_1)^2 \triangleq \alpha$$

and

$$\delta PP^k p' - (\delta p')^2 = \delta_1 \delta_2 (p_2 - p_1)^2 \omega^k$$

where $\omega = 1 - \gamma_1 - \gamma_2$, and

$$\delta p' - \delta PP' = \delta_1 p_1 (1 - p_1) + \delta_2 p_2 (1 - p_2) \triangleq \beta$$

Hence, the covariance function of the binomial-hidden Markov process is given by

$$R_{\nu}(k) = \begin{cases} 
N^2 \alpha + N \beta & k = 0 \\
N^2 \alpha \omega^{|k|} & k \neq 0, 
\end{cases}$$

\[12\]
and its PSD function is
\[ \Phi_Y(\lambda) = N^2 \alpha \cdot \frac{1 - \omega^2}{1 + \omega^2 - 2\omega \cos(\lambda)} + N\beta. \] (46)

Finally, the entropy rate of the binomial-hidden Markov process is upper-bounded as
\[ \bar{H}(Y) \leq \frac{1}{2} \log(2\pi e) + \frac{1}{4\pi} \int_0^{2\pi} \log \left( \frac{N^2 \alpha(1 - \omega^2)}{1 + \omega^2 - 2\omega \cos(\lambda)} + N\beta + \frac{1}{12} \right) d\lambda, \] (47)
where the last integral may be evaluated numerically to any degree of precision. Deriving an upper bound on the entropy rate of the Poisson-hidden Markov process can be done in a very similar fashion.

Nonetheless, the bound given in Theorem 1 has at least one major drawback, which is the requirement of a complete knowledge of the PSD function of the process in question. Although the PSD function is well defined for any stationary process, it is not always possible to calculate it in closed form, mainly because its calculation requires knowing the entire covariance function, and this alone may be quite demanding in some cases (e.g., see the application in Subsection 5.2). Another possible scenario is when the entire covariance function is given, but the PSD function, which is its discrete-time Fourier transform, as defined in (4), cannot be calculated in closed-form. Such cases are somewhat less common in real-life models. Hence, upper bounds on the entropy rates in such cases, where one has only partial knowledge on the covariance function, may be quite beneficial. Such bounds are presented in the section to follow.

### 4.2 Bounds via Gibbs’ Inequality

Suppose that \( p(y) \) and \( q(y) \) are two probability density functions on \( S \subseteq \mathbb{R}^n \). It is well known [14, Theorem 8.6.1] that the Kullback-Leibler divergence between the densities \( p \) and \( q \) is always non-negative. Then, it holds that
\[ -\int_S p(y) \log p(y) dy \leq -\int_S p(y) \log q(y) dy, \] (48)
which is an upper bound on the differential entropy of \( p \). Hence, in light of the fact that \( H(Y_n) = \bar{h} \tilde{Y}_n \) (Lemma 1 above), any distribution \( q(y) \) can potentially yield an upper bound on \( H(Y_n) \). Two bounds are derived via this machinery, relying on the multivariate t-distribution. A random vector \( Y = (Y_1, \ldots, Y_n) \) follows a multivariate t-distribution if its density \( q_t \) has the form
\[ q_t(y) = C_n |\Sigma|^{-1/2} \left[ 1 + \frac{1}{\nu}(y - \mu)^T \Sigma^{-1}(y - \mu) \right]^{-(\nu+n)/2}, \] (49)
where \( \mu \in \mathbb{R}^n \), \( \Sigma \) is a positive-definite \( n \times n \) matrix, \( \nu \) is the degrees of freedom, and the normalizing factor is
\[
C_n = \frac{\Gamma((\nu + n)/2)}{\Gamma(\nu/2)\nu^{n/2}\pi^{n/2}},
\]
where the Gamma function
\[
\Gamma(s) = \int_0^\infty x^{s-1}e^{-x}\,dx, \quad s > 0.
\]
Using this multivariate distribution yields the following result, which is proved in Appendix B.

**Theorem 2.** Let \( \{Y_n\}_{n \geq 1} \) be a stationary process of covariance function \( R_Y(k) \). The entropy-rate of the process \( \{Y_n\}_{n \geq 1} \) is upper-bounded as
\[
\bar{H}(Y) \leq \inf_{\{\beta \in \mathbb{R}^k: \sum_{m=1}^k |\beta_m| < 1\}} \left\{ \frac{1}{2} \log (2\pi e\Sigma(\beta)) - \frac{1}{4\pi} \int_0^{2\pi} \log \Psi(\beta, \lambda)\,d\lambda \right\},
\]
where,
\[
\Sigma(\beta) = \left( R_Y(0) + \frac{1}{12} \right) + \sum_{m=1}^k \beta_m R_Y(m),
\]
and
\[
\Psi(\beta, \lambda) = 1 + \sum_{m=1}^k \beta_m \cos(m\lambda).
\]

In comparison to (20), where we just had to plug-in the PSD function and evaluate a finite-interval one-dimensional integral (which numerically takes only a fraction of a second), here, the situation is somewhat different. The partial knowledge of the second order statistics of the process has its penalty; the single-letter upper bound is more complicated to calculate: in addition to a one-dimensional integral, we also need to solve a minimization problem. This, however, can be done using numerical optimization methods. When we are able to rely on more second order statistics of the process in question, the dimension of the minimization problem increases, and the resulted upper bound is tighter.

In Subsection 5.2 below, we provide an example for a simple discrete-valued stochastic process, where its covariance function is given by a relatively cumbersome expression (a double infinite sum over an infinite integral, as can be seen in (125)). Hence, the calculation of the bound in (20) may be extremely exhausting, since it involves the calculation of an integral.
over the PSD function, which, in turn, is given by an infinite sum (the discrete-time Fourier transform) over the covariance function. This practically prevents the use of Theorem 1. In this case, we rely on Theorem 2 to derive upper bounds on the entropy rate. As will be seen in Subsection 5.2, relying on more statistics yields a tighter upper bound on the entropy rate.

Since the numerical problem involved in the bound of Theorem 2 is more demanding than the one in the bound of Theorem 1, mainly due to the need to perform both numerical integration as well as numerical optimization (the bound (20) requires numerical integration only), we also propose a lighter version of it, which is proved in Appendix C. Although the bound in Theorem 3 below relies only on the variance and the covariance between two consecutive variables in the process, this bound may still be beneficial when those are the only available statistics.

Theorem 3. The entropy-rate of a stationary process \(\{Y_n\}_{n \geq 1}\) is upper-bounded as

\[
\bar{H}(Y) \leq \inf_{s \in (-1,1)} \frac{1}{2} \log \left( \frac{4\pi e (R_Y(0) + \frac{1}{n}) + sR_Y(1)}{1 + \sqrt{1 - s^2}} \right). \tag{55}
\]

The bounds in Theorems 2 and 3 stems from Gibbs’ inequality and the multivariate t-distribution. Still, many more upper bounds may be derived using similar techniques, where the main idea is to plug-in some nice probability distribution into the right-hand-side of (48) and then to calculate its expectation with respect to the real statistics of the process. Relatively beneficial may be the family of elliptical distributions. An elliptical distribution with a probability density function \(q\) has the form

\[
q(y) = k \cdot g((y - \mu)^T \Sigma^{-1} (y - \mu)), \tag{56}
\]

where \(k\) is the normalizing factor, \(\mu\) is the mean vector, and \(\Sigma\) is a positive definite matrix which is proportional to the covariance matrix. This family includes, among others, the multivariate normal distribution, the multivariate t-distribution as in (49), and the multivariate Laplace distribution, just to name a few. Another example, which does not belong to the elliptical family of distributions, and that may lead to more useful bounds on the entropy rate is the multivariate log-normal distribution. A random vector \(Y = (Y_1, \ldots, Y_n)\) follows a multivariate log-normal distribution if the density function of \(Y\) is defined by

\[
q_{\log}(y) = (2\pi)^{-n/2} |\Sigma|^{-1/2} \left( \prod_{i=1}^{n} y_i \right)^{-1} \exp \left\{ -\frac{1}{2} (y - \mu)^T \Sigma^{-1} (y - \mu) \right\}, \tag{57}
\]

\(^2\)In a more general settings, the family of elliptical distributions are defined via the characteristic function \(^3\). In our settings, we seek for probability distributions with well defined densities.
with \( \log y_{\triangle} = (\log y_1, \ldots, \log y_n)^T \), \( y_i > 0, \ i = 1, \ldots, n \), \( \mu \in \mathbb{R}^n \), and \( \Sigma \) is a positive-definite \( n \times n \) matrix. This multivariate distribution is still relatively easy to handle but the resulted bounds are somewhat more cumbersome than the bounds given in Theorem 2, thus will not be presented here in details.

5 Applications to Quantized Processes

5.1 The Quantized Moving-Average Process

We start by demonstrating the usefulness of the upper bound in Theorem [1] by referring to a quantized version of a simple MA process. Let \( \{W_n\}_{n \in \mathbb{Z}} \) be white noise, i.e., i.i.d. with \( W_n \sim \mathcal{N}(0, \sigma^2) \), and for \( \theta \in \mathbb{R} \), let \( \{X_n\}_{n \in \mathbb{Z}} \) be a first-order MA process, defined by

\[
X_n = W_n + \theta W_{n-1}. \tag{58}
\]

This process is Gaussian and stationary for any \( \theta \in \mathbb{R} \), and its covariance function is given by

\[
R_X(k) = \begin{cases} 
\sigma^2 (1 + \theta^2) & k = 0 \\
\frac{(1 + \theta^2)}{\theta} & k = \pm 1 \\
0 & \text{else}
\end{cases} \tag{59}
\]

The PSD function is

\[
\Phi_X(\lambda) = \sigma^2 (1 + \theta^2) + 2\sigma^2 \theta \cos(\lambda), \tag{60}
\]

and the differential entropy rate of the process \( \{X_n\}_{n \in \mathbb{Z}} \) is given by

\[
\bar{H}(X) = \frac{1}{2} \log(2\pi e) + \frac{1}{4\pi} \int_0^{2\pi} \log \Phi_X(\lambda) d\lambda \tag{61}
\]

\[
= \frac{1}{2} \log(2\pi e) + \frac{1}{4\pi} \int_0^{2\pi} \log[\sigma^2 (1 + \theta^2) + 2\sigma^2 \theta \cos(\lambda)] d\lambda \tag{62}
\]

\[
= \frac{1}{2} \log(2\pi e\sigma^2) + \frac{1}{4\pi} \int_0^{2\pi} \log(1 + \theta^2 + 2\theta \cos(\lambda)) d\lambda \tag{63}
\]

\[
= \frac{1}{2} \log(2\pi e\sigma^2). \tag{64}
\]

Define the quantization function \( Q(\cdot) \) by

\[
Q(s) = \arg\min_{m \in \mathbb{Z}} |s - m|, \tag{65}
\]

and define the quantized MA process \( \{Y_n\} \) by \( Y_n = Q(X_n) \) at any time \( n \). In general, if \( \{X_n\}_{n \geq 1} \) is strongly stationary and \( Y_n = f(X_n) \), for any function \( f(\cdot) \), then \( \{Y_n\}_{n \geq 1} \) is also strongly...
stationary. Hence, the quantized MA process is strongly stationary and its PSD function is well defined. We start by calculating the covariance function. For any \( m \geq n + 2 \), note that \( Q(W_m + \theta W_{m-1}) \) and \( Q(W_n + \theta W_{n-1}) \) are independent, thus \( R_Y(k) = 0 \) for any \( |k| \geq 2 \). For \( R_Y(0) \), consider the following. Let \( Y \sim \mathcal{N}(0, \sigma_0^2) \) and note that \( \mathbb{E}[Q(Y)] = 0 \). The second moment is given by

\[
\mathbb{E}[Q(Y)^2] = \sum_{k=-\infty}^{\infty} k^2 \mathbb{P} \{ Y \in [k - \frac{1}{2}, k + \frac{1}{2}) \}
\]

(66)

\[
= \sum_{k=1}^{\infty} 2k^2 \mathbb{P} \{ Y \in [k - \frac{1}{2}, k + \frac{1}{2}) \}
\]

(67)

\[
= \sum_{k=1}^{\infty} 2k^2 \left[ \Phi \left( \frac{k + \frac{1}{2}}{\sigma_0} \right) - \Phi \left( \frac{k - \frac{1}{2}}{\sigma_0} \right) \right],
\]

(68)

and hence

\[
R_Y(0) = \mathbb{E}[Q(W_n + \theta W_{n-1})^2]
\]

(69)

\[
= \sum_{k=1}^{\infty} 2k^2 \left[ \Phi \left( \frac{k + \frac{1}{2}}{\sigma \sqrt{1 + \theta^2}} \right) - \Phi \left( \frac{k - \frac{1}{2}}{\sigma \sqrt{1 + \theta^2}} \right) \right]
\]

(70)

\[\triangleq F(\sigma, \theta).\]

(71)

The term \( R_Y(1) \) is given by

\[
R_Y(1) = \mathbb{E}[Q(W_{n+1} + \theta W_n)Q(W_n + \theta W_{n-1})],
\]

(72)

and note that conditioned on \( W_n = s \), the independence of \( W_{n-1} \) and \( W_{n+1} \) implies that

\[
R_Y(1) = \int_{-\infty}^{\infty} \mathbb{E}[Q(W_{n+1} + \theta s)]\mathbb{E}[Q(s + \theta W_{n-1})]\frac{1}{\sqrt{2\pi}\sigma} e^{-s^2/(2\sigma^2)} ds.
\]

(73)

For \( Z \sim \mathcal{N}(\mu_0, \sigma_0^2) \), we have that

\[
\mathbb{E}[Q(Z)] = \sum_{m=-\infty}^{\infty} m \mathbb{P} \{ Z \in [m - \frac{1}{2}, m + \frac{1}{2}) \}
\]

(74)

\[
= \sum_{m=-\infty}^{\infty} m \left[ \Phi \left( \frac{m - \mu_0 + \frac{1}{2}}{\sigma_0} \right) - \Phi \left( \frac{m - \mu_0 - \frac{1}{2}}{\sigma_0} \right) \right],
\]

(75)
and thus, the two expectations inside the integral in (73) are given by

\[ E\{ Q(W_{n+1} + \theta s) \} = \sum_{k=-\infty}^{\infty} k \left[ \Phi \left( \frac{k - \theta s + \frac{1}{2}}{\sigma} \right) - \Phi \left( \frac{k - \theta s - \frac{1}{2}}{\sigma} \right) \right] \] (76)

\[ \triangleq \sum_{k=-\infty}^{\infty} k I_0(k, s, \sigma, \theta) \] (77)

\[ E\{ Q(\theta W_{n-1} + s) \} = \sum_{\ell=-\infty}^{\infty} \ell \left[ \Phi \left( \frac{\ell - s + \frac{1}{2}}{\theta \sigma} \right) - \Phi \left( \frac{\ell - s - \frac{1}{2}}{\theta \sigma} \right) \right] \] (78)

\[ \triangleq \sum_{\ell=-\infty}^{\infty} \ell J_0(\ell, s, \sigma, \theta). \] (79)

Substituting (77) and (79) back into (73) yields

\[ R_Y(1) = \int_{-\infty}^{\infty} \left( \sum_{k=-\infty}^{\infty} k I_0(k, s, \sigma, \theta) \right) \left( \sum_{\ell=-\infty}^{\infty} \ell J_0(\ell, s, \sigma, \theta) \right) \frac{1}{\sqrt{2\pi\sigma^2}} e^{-s^2/2\sigma^2} ds \] (80)

\[ = \sum_{k=-\infty}^{\infty} \sum_{\ell=-\infty}^{\infty} k\ell \int_{-\infty}^{\infty} I_0(k, s, \sigma, \theta) J_0(\ell, s, \sigma, \theta) \frac{1}{\sqrt{2\pi\sigma^2}} e^{-s^2/2\sigma^2} ds \] (81)

\[ \triangleq G(\sigma, \theta). \] (82)

Now, the PSD function is given by

\[ \Phi_Y(\lambda) = F(\sigma, \theta) + 2G(\sigma, \theta) \cos(\lambda), \] (83)

and according to Theorem 1, the entropy rate of the process \{Y_n\} is upper-bounded by

\[ \tilde{H}(Y) \leq \frac{1}{2} \log(2\pi e) + \frac{1}{4\pi} \int_{0}^{2\pi} \log \left( \Phi_Y(\lambda) + \frac{1}{12} \right) d\lambda \] (84)

\[ = \frac{1}{2} \log(2\pi e) + \frac{1}{4\pi} \int_{0}^{2\pi} \log \left( F(\sigma, \theta) + \frac{1}{12} + 2G(\sigma, \theta) \cos(\lambda) \right) d\lambda \] (85)

\[ = \frac{1}{2} \log \left[ 2\pi e(F(\sigma, \theta) + \frac{1}{12}) \right] + \frac{1}{4\pi} \int_{0}^{2\pi} \log \left( 1 + \frac{2G(\sigma, \theta)}{F(\sigma, \theta) + \frac{1}{12}} \cos(\lambda) \right) d\lambda. \] (86)

To evaluate the integral in (86), we use the following result, which is proved in Appendix D.

**Lemma 2.** For any \( s \in [-1, 1] \), it holds that

\[ \frac{1}{2\pi} \int_{0}^{2\pi} \log \left( 1 + s \cos(\lambda) \right) d\lambda = \begin{cases} -\log \left( \frac{2 - 2\sqrt{1-s^2}}{s^2} \right) & s \in [-1, 0) \cup (0, 1] \\ 0 & s = 0 \end{cases}. \] (87)

In order to use Lemma 2, we must first prove that the fraction

\[ K(\sigma, \theta) \triangleq \frac{2G(\sigma, \theta)}{F(\sigma, \theta) + \frac{1}{12}} \] (88)
takes values in the range $[-1, 1]$. Since the expressions of $F(\sigma, \theta)$ and $G(\sigma, \theta)$ are rather cumbersome functions of $\sigma$ and $\theta$, we calculate them numerically and plot in Figure 2 curves of $K(\sigma, \theta)$ for $\sigma = 1$ and $\sigma = 5$. As can be seen in Figure 2, the values of $K(\sigma, \theta)$ are limited to the range $[0, 1]$, hence Lemma 2 is applicable in this case and we conclude that for any $\theta \in (0, 2]$,

$$
\bar{H}(Y) \leq \frac{1}{2} \log \left[ 2\pi e \left( F(\sigma, \theta) + \frac{1}{12} \right) \right] - \frac{1}{2} \log \left( \frac{2 - 2\sqrt{1 - K(\sigma, \theta)^2}}{K(\sigma, \theta)^2} \right) \quad (89)
$$

$$
= \frac{1}{2} \log \left[ \frac{\pi e (F(\sigma, \theta) + \frac{1}{12}) K(\sigma, \theta)^2}{1 - \sqrt{1 - K(\sigma, \theta)^2}} \right] , \quad (90)
$$

while for $\theta = 0$, the process $\{Y_n\}$ is i.i.d. and its entropy is upper-bounded by

$$
\bar{H}(Y) \leq \frac{1}{2} \log \left[ 2\pi e (F(\sigma, 0) + \frac{1}{12}) \right] , \quad (91)
$$

which is merely (16). Let us denote this bound for any $\theta \geq 0$ by the function $H_{TH-1}(\sigma, \theta)$. Regarding the trivial bound $H(Y_{n+1}|Y_n)$, first note that the marginal distribution of $Y_n$ is

$$
P_{Y_n}(i) = \Phi \left( \frac{i + \frac{1}{2}}{\sigma \sqrt{1 + \theta^2}} \right) - \Phi \left( \frac{i - \frac{1}{2}}{\sigma \sqrt{1 + \theta^2}} \right) . \quad (92)$$

![Figure 2: Plots of $K(\sigma, \theta)$ for $\theta \in [0, 2]$ and two values of $\sigma$.](image.png)
The joint distribution of \( (Y_n, Y_{n+1}) \) is calculated as

\[
P_{Y_n Y_{n+1}}(i, j) = P\{Y_n = i, Y_{n+1} = j\} = P\{i - \frac{1}{2} \leq X_n \leq i + \frac{1}{2}, j - \frac{1}{2} \leq X_{n+1} \leq j + \frac{1}{2}\} = P\{i - \frac{1}{2} \leq W_n + \theta W_{n-1} \leq i + \frac{1}{2}, j - \frac{1}{2} \leq W_{n+1} + \theta W_n \leq j + \frac{1}{2}\} = \int_{-\infty}^{\infty} P\{i - \frac{1}{2} \leq s + \theta W_{n-1} \leq i + \frac{1}{2}, j - \frac{1}{2} \leq W_{n+1} + \theta s \leq j + \frac{1}{2}\} \frac{1}{\sqrt{2\pi\sigma^2}} e^{-s^2/2\sigma^2} ds = \int_{-\infty}^{\infty} J_0(i, s, \sigma, \theta) I_0(j, s, \sigma, \theta) \frac{1}{\sqrt{2\pi\sigma^2}} e^{-s^2/2\sigma^2} ds,
\]

where \( I_0 \) and \( J_0 \) are defined in (77) and (79), respectively. Now, the conditional entropy is given by

\[
H(Y_{n+1}|Y_n) = -\sum_{i=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} P_{Y_n Y_{n+1}}(i, j) \log \frac{P_{Y_n Y_{n+1}}(i, j)}{P_{Y_n}(i)},
\]

which is merely a function of \( \sigma \) and \( \theta \), to be denoted by \( H_{CE}(\sigma, \theta) \). We now compare numerically the bound \( H_{TH-1}(\sigma, \theta) \) and the trivial bound \( H(Y_{n+1}|Y_n) \) in the specific cases of \( \sigma = 1 \) and \( \sigma = 5 \). As can be seen in Figure 3, in some intermediate range of \( \theta \) values, the new upper bound from Theorem 1 outperforms the conditional entropy upper bound. Still, for relatively low values of \( \theta \), the conditional entropy bound is lower than the bound from Theorem 1, which is not very surprising, since at the extreme of \( \theta = 0 \), the process \( \{Y_n\} \) is i.i.d. and \( H(Y_{n+1}|Y_n) \) yields an exact estimation for the entropy rate.

We also compare to the bounds that stems from Gibbs’ inequality. Since \( R_Y(k) = 0 \) for any \( |k| \geq 2 \) for the quantized MA process, and only \( R_Y(0) \) and \( R_Y(1) \) are non-negative, we calculate numerically the bound from Theorem 3 rather than the bound from Theorem 2. We denote this bound by \( H_{TH-3}(\sigma, \theta) \). As can be seen in Figure 3, this bound is worse than the maximum between \( H_{CE}(\sigma, \theta) \) and \( H_{TH-1}(\sigma, \theta) \), hence useless in this case.

5.2 The Quantized-Hidden Autoregressive Process

We continue by exhibiting the usefulness of the upper bound in Theorem 2 by referring to a quantized version of a hidden AR process. Let \( \{W_n\} \) be a white noise process, defined by
Figure 3: Comparison between the bounds $H_{TH-1}(\sigma, \theta)$, $H_{TH-3}(\sigma, \theta)$, and the trivial bound $H(Y_{n+1}|Y_n)$ for a quantized MA process with $\theta$ ranging in $[0, 2]$ and two values of $\sigma$.

$W_n \sim \mathcal{N}(0, \sigma^2)$, and for $\varphi \in \mathbb{R}$, let $\{X_n\}$ be a first-order AR process, defined by

$$X_n = \varphi X_{n-1} + W_n.$$  \hfill (100)

This process is Gaussian and stationary for any $\varphi \in (-1, 1)$, and its covariance function is given by

$$R_X(k) = \frac{\sigma^2}{1 - \varphi^2} \varphi^{|k|}. \hfill (101)$$

The PSD function is given by

$$\Phi_X(\lambda) = \sum_{k=-\infty}^{\infty} R_X(k)e^{i\lambda k} = \frac{\sigma^2}{1 + \varphi^2 - 2\varphi \cos(\lambda)}, \hfill (102)$$

and the differential entropy rate of the process $\{X_n\}$ is given by

$$\bar{H}(X) = \frac{1}{2} \log(2\pi e) + \frac{1}{4\pi} \int_{0}^{2\pi} \log \Phi_X(\lambda) d\lambda \hfill (103)$$
$$= \frac{1}{2} \log(2\pi e\sigma^2) + \frac{1}{4\pi} \int_{0}^{2\pi} \log(1 + \varphi^2 - 2\varphi \cos(\lambda)) d\lambda \hfill (104)$$
$$= \frac{1}{2} \log(2\pi e\sigma^2). \hfill (105)$$

Let $\{V_n\}$ be another white noise process, defined by $V_n \sim \mathcal{N}(0, \nu^2)$, and independent of $\{W_n\}$. Define the hidden AR process by

$$U_n = X_n + V_n. \hfill (106)$$
Define the quantization function $Q(\cdot)$ as in (65) and define the quantized-hidden AR process \{\(Y_n\)\} by $Y_n = Q(U_n)$ at any time $n$. As explained for the quantized MA process, the quantized AR process is strongly stationary and its PSD function is well defined. In order to calculate the covariance function of the quantized process, let us consider an AR process whose initial value is given by $X_0$, and choose $X_0 \sim \mathcal{N}(0, \sigma_0^2)$, with $\sigma_0^2 = \frac{\sigma_1^2 - \phi^2}{1 - \phi^2}$, which ensures stationarity.

For $R_Y(0)$, note that $E[Q(U_0)] = 0$, and then, according to (68),

$$R_Y(0) = E[Q(U_0)^2] \quad (107)$$

$$= \sum_{k=1}^{\infty} 2k^2 \left[ \Phi \left( \frac{k + \frac{1}{2}}{\sqrt{\sigma_0^2 + \nu^2}} \right) - \Phi \left( \frac{k - \frac{1}{2}}{\sqrt{\sigma_0^2 + \nu^2}} \right) \right] \quad (108)$$

$$\triangleq R_0(\sigma, \varphi, \nu). \quad (109)$$

For $R_Y(k)$, $k \geq 1$, first note that

$$X_1 = \varphi X_0 + W_1 \quad (110)$$
$$X_2 = \varphi X_1 + W_2 = \varphi^2 X_0 + \varphi W_1 + W_2, \quad (111)$$

and for a general $k \geq 1$,

$$X_k = \varphi X_{k-1} + W_k = \varphi^k X_0 + \sum_{m=0}^{k-1} \varphi^m W_{k-m} \triangleq \varphi^k X_0 + \tilde{W}_k, \quad (112)$$

where $\tilde{W}_k$ is a Gaussian random variable with zero mean and a variance of

$$\text{Var}(\tilde{W}_k) = \sigma^2 \left( 1 + \varphi^2 + \varphi^4 + \ldots + \varphi^{2(k-1)} \right) \quad (113)$$

$$= \sigma^2 \frac{1 - \varphi^{2k}}{1 - \varphi^2} \quad (114)$$

$$\triangleq \sigma_k^2. \quad (115)$$

Then,

$$R_Y(k) = E[Q(U_0)Q(U_k)] \quad (116)$$

$$= E[Q(X_0 + V_0)Q(\varphi^k X_0 + \tilde{W}_k + V_k)] \quad (117)$$

$$= \int_{-\infty}^{\infty} E[Q(s + V_0)Q(\varphi^k s + \tilde{W}_k + V_k)] \frac{1}{\sqrt{2\pi\sigma_0^2}} e^{-s^2/2\sigma_0^2} ds \quad (118)$$

$$= \int_{-\infty}^{\infty} E[Q(s + V_0)]E[Q(s + \tilde{W}_k + V_k)] \frac{1}{\sqrt{2\pi\sigma_0^2}} e^{-s^2/2\sigma_0^2} ds. \quad (119)$$
It follows from (75) that

$$\mathbb{E}[Q(s + V_0)] = 2\sum_{\ell = -\infty}^{\infty} \ell \left[ \Phi \left( \frac{\ell - s + \frac{1}{2}}{\nu} \right) - \Phi \left( \frac{\ell - s - \frac{1}{2}}{\nu} \right) \right]$$

$$= \sum_{\ell = -\infty}^{\infty} \ell S_0(\ell, s, \nu),$$

and

$$\mathbb{E}[Q(\varphi^k s + \tilde{W}_k + V_k)] = 2\sum_{m = -\infty}^{\infty} m \left[ \Phi \left( \frac{m - \varphi^k s + \frac{1}{2}}{\sqrt{\sigma_k^2 + \nu^2}} \right) - \Phi \left( \frac{m - \varphi^k s - \frac{1}{2}}{\sqrt{\sigma_k^2 + \nu^2}} \right) \right]$$

$$= \sum_{m = -\infty}^{\infty} m T_k(\nu, s, \sigma, \varphi, \nu).$$

By substituting (121) and (123) back into (119), we arrive at

$$R_Y(k) = \int_{-\infty}^{\infty} \left( \sum_{\ell = -\infty}^{\infty} \ell S_0(\ell, s, \nu) \right) \left( \sum_{m = -\infty}^{\infty} m T_k(m, s, \sigma, \varphi, \nu) \right) \frac{1}{\sqrt{2\pi\sigma_0^2}} e^{-s^2/2\sigma_0^2} ds$$

$$= \sum_{\ell = -\infty}^{\infty} \sum_{m = -\infty}^{\infty} \ell m \int_{-\infty}^{\infty} S_0(\ell, s, \nu) T_k(m, s, \sigma, \varphi, \nu) \frac{1}{\sqrt{2\pi\sigma_0^2}} e^{-s^2/2\sigma_0^2} ds$$

$$= R_k(\nu, \sigma, \varphi, \nu).$$

It follows from Theorem 2 that the entropy rate of the quantized-hidden AR process is upper-bounded by

$$\inf_{\{\beta \in \mathbb{R}^k: \sum_{m = 1}^{k} |\beta_m| < 1\}} \frac{1}{4\pi} \int_{0}^{2\pi} \log \left[ \frac{2\pi e^{-R_0(\sigma, \varphi, \nu) + \frac{1}{2}m}}{1 + \sum_{m = 1}^{k} \beta_m R_m(\sigma, \varphi, \nu)} \right] d\lambda.$$  (127)

Let us denote this bound by the function $H^{\text{TH}-2}_{\text{AR}}(\sigma, \varphi, k)$. Regarding the trivial bound $H(Y_1|Y_0)$, first note that the marginal distribution of $Y_0$ is

$$P_{Y_0}(k) = \Phi \left( \frac{k}{\sqrt{\sigma_0^2 + \nu^2}} \right) - \Phi \left( \frac{k - \frac{1}{2}}{\sqrt{\sigma_0^2 + \nu^2}} \right).$$

The joint distribution of $(Y_0, Y_1)$ is given by

$$P_{Y_0, Y_1}(k, \ell)$$

$$= P \{ Y_0 = k, \ Y_1 = \ell \}$$

$$= P \{ k - \frac{1}{2} \leq U_0 \leq k + \frac{1}{2}, \ \ell - \frac{1}{2} \leq U_1 \leq \ell + \frac{1}{2} \}$$

$$= P \{ k - \frac{1}{2} \leq X_0 + V_0 \leq k + \frac{1}{2}, \ \ell - \frac{1}{2} \leq \varphi X_0 + W_1 + V_1 \leq \ell + \frac{1}{2} \}.$$  (129)
Now, the conditional entropy is given by
\[
H(Y_1|Y_0) = - \sum_{k=-\infty}^{\infty} \sum_{\ell=-\infty}^{\infty} P_{Y_0Y_1}(k, \ell) \log \frac{P_{Y_0Y_1}(k, \ell)}{P_{Y_0}(k)},
\]
which is merely a function of \(\sigma, \varphi,\) and \(\nu,\) to be denoted by \(H_{AC}^{AR}(\sigma, \varphi, \nu).\)

We now compare numerically the bound \(H_{TH-2}^{AR}(\sigma, \varphi, \nu, k)\) with \(k = 2, 3\) and the trivial bound \(H(Y_1|Y_0)\) in the specific case of \(\sigma = 1\) and \(\nu = 4.\) As can be seen in Figure 4, in the range of relatively high \(\varphi\) values, the new upper bounds from Theorem 2 outperform the conditional entropy upper bound. Still, for relatively low values of \(\varphi,\) the conditional entropy bound is lower than the bounds from Theorem 2 which is not very surprising, since at the extreme of \(\varphi = 0,\) the process \(\{Y_n\}\) is i.i.d. and \(H(Y_1|Y_0)\) yields an exact estimation for the entropy rate.

Figure 4: Comparison between the bounds \(H_{TH-2}^{AR}(\sigma, \varphi, \nu, k), k = 2, 3,\) and the trivial bound \(H(Y_1|Y_0)\) for a quantized-hidden AR process with \(\sigma = 1, \nu = 4,\) and \(\varphi\) ranging in \([0.7, 0.98].\)
Appendix A - Proof of Theorem 1

We have the following

\[ H(Y_n) = h(Y_n) \] \hspace{1cm} (A.1)

\[ \leq \frac{1}{2} \log \left( (2\pi e)^{n} \det (K_{Y_n}) \right) \] \hspace{1cm} (A.2)

\[ = \frac{1}{2} \log \left( (2\pi e)^{n} \det (K_{Y_n} + K_{U,n}) \right) \] \hspace{1cm} (A.3)

\[ = \frac{1}{2} \log \left( (2\pi e)^{n} \det (K_{Y_n} + \frac{1}{12} I_n) \right) \] \hspace{1cm} (A.4)

where \( I_n \) denotes the \( n \times n \) identity matrix. In order to deal with the determinant of a sum of two matrices, we invoke the following result.

**Proposition 1** ([31]). Let \( A \) and \( B \) be hermitian \( n \times n \) matrices with eigenvalues \( \alpha_1 \geq \alpha_2 \geq \cdots \alpha_n \) and \( \beta_1 \geq \beta_2 \geq \cdots \beta_n \) respectively. Then

\[
\min_{\pi} \prod_{i=1}^{n} (\alpha_i + \beta_{\pi_i}) \leq \det(A + B) \leq \max_{\pi} \prod_{i=1}^{n} (\alpha_i + \beta_{\pi_i}),
\] \hspace{1cm} (A.5)

where the minimum or maximum is taken over all permutations of indices \( 1, 2, \ldots, n \).

In particular, if \( \alpha_n + \beta_n \geq 0 \), which is certainly true if both \( A \) and \( B \) are positive semidefinite, then

\[
\prod_{i=1}^{n} (\alpha_i + \beta_i) \leq \det(A + B) \leq \prod_{i=1}^{n} (\alpha_i + \beta_{n+1-i}).
\] \hspace{1cm} (A.6)

This estimates are best possible in terms of the eigenvalues of \( A \) and \( B \).

Since both matrices in (A.4) are positive semidefinite (a covariance matrix is always positive semidefinite), we may use the upper bound in (A.6). Let \( \{\tau_{n,i}; 1 \leq i \leq n\} \) be the eigenvalues of the covariance matrix \( K_{Y_n} \), then

\[
\det \left( K_{Y_n} + \frac{1}{12} I_n \right) \leq \prod_{i=1}^{n} \left( \tau_{n,i} + \frac{1}{12} \right). \] \hspace{1cm} (A.7)

Upper-bounding (A.4) by (A.7) yields

\[
H(Y_n) \leq \frac{1}{2} \log \left( (2\pi e)^{n} \prod_{i=1}^{n} \left( \tau_{n,i} + \frac{1}{12} \right) \right) \] \hspace{1cm} (A.8)

\[ = \frac{n}{2} \log(2\pi e) + \frac{1}{2} \sum_{i=1}^{n} \log \left( \tau_{n,i} + \frac{1}{12} \right). \] \hspace{1cm} (A.9)
Taking now the limit, we find that the entropy rate is upper-bounded by
\[
\bar{H}(Y) = \lim_{n \to \infty} \frac{1}{n} H(Y_n) 
\leq \lim_{n \to \infty} \frac{1}{n} \left[ \frac{n}{2} \log(2\pi e) + \frac{1}{2} \sum_{i=1}^{n} \log \left( \tau_{n,i} + \frac{1}{12} \right) \right] 
\leq \frac{1}{2} \log(2\pi e) + \lim_{n \to \infty} \frac{1}{2n} \sum_{i=1}^{n} \log \left( \tau_{n,i} + \frac{1}{12} \right). 
\]
(A.10)
(A.11)
(A.12)

Finally, since \( K_{Y_n} \) is a Toeplitz matrix, it follows from Szegö theorem [32] that
\[
\bar{H}(Y) \leq \frac{1}{2} \log(2\pi e) + \frac{1}{4\pi} \int_{0}^{2\pi} \log \left( \Phi_{Y}(\lambda) + \frac{1}{12} \right) d\lambda, 
\]
where \( \Phi_{Y}(\lambda) \) is the power spectral density function of the process \( \{Y_n\}_{n \geq 1} \).

Appendix B - Proof of Theorem 2

Trivially,
\[
-\log q_t(y) = -\log C_n + \frac{1}{2} \log |\Sigma| + \frac{1}{2} (\nu + n) \log \left[ 1 + \frac{1}{\nu} (y - \mu)^{\top} \Sigma^{-1} (y - \mu) \right], 
\]
and so
\[
-\mathbb{E} \left[ \log q_t(\tilde{Y}_n) \right] 
= -\log C_n + \frac{1}{2} \log |\Sigma| + \frac{1}{2} (\nu + n) \mathbb{E} \left\{ \log \left[ 1 + \frac{1}{\nu} (\tilde{Y}_n - \mu)^{\top} \Sigma^{-1} (\tilde{Y}_n - \mu) \right] \right\} 
\leq -\log C_n + \frac{1}{2} \log |\Sigma| + \frac{1}{2} (\nu + n) \log \left[ 1 + \frac{1}{\nu} \mathbb{E} \left\{ (\tilde{Y}_n - \mu)^{\top} \Sigma^{-1} (\tilde{Y}_n - \mu) \right\} \right], 
\]
(B.1)
(B.2)
(B.3)
where (B.3) follows from Jensen’s inequality and the concavity of the logarithmic function.

In order to confine ourselves to a relatively small set of free parameters (to be optimized eventually), let us consider a symmetric banded Toeplitz matrix \( \Sigma^{-1} = \{a_{ij}\}, i, j \in \{1, 2, \ldots, n\} \), such that \( a_{i,j} = \alpha_{|i-j|} \) as long as \( |i-j| \leq k \), and zero otherwise. We assume that \( \alpha_0 > 0 \) and denote \( \alpha = (\alpha_0, \alpha_1, \ldots, \alpha_k) \). Since every positive definite matrix is invertible and its inverse is also positive definite [33, p. 438, Theorem 7.2.1], it is enough to require that \( \Sigma^{-1} \) is positive definite. We have the following result concerning symmetric Toeplitz matrices, which follows directly from [33, p. 349, Theorem 6.1.10].
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Proposition 2. If $M$ is a symmetric Toeplitz matrix, i.e., the entries $m_{ij}$ are given as a function of their absolute index differences: $m_{ij} = h(|i - j|)$, and the strict inequality

$$\sum_{j \neq 0} |h(j)| < h(0) \quad \text{(B.4)}$$

holds, then $M$ is strictly positive definite.

From the sufficient conditions in Proposition 2, we conclude that $\Sigma^{-1}$ is positive definite as long as $\sum_{j=1}^k |\alpha_j| < \alpha_0/2$, or equivalently, $\sum_{j=1}^k 2\alpha_j \left| \frac{\alpha_j}{\alpha_0} \right| < 1$.

Due to the fact that the components of $U_n$ are uniformly distributed in $[0, 1]$, let us choose $\mu = [\mu_\gamma + \frac{1}{2} \mu_\gamma + \frac{1}{2} \ldots \mu_\nu + \frac{1}{2}]^T$, where $\mu_\gamma$ is the expectation of the process $\{Y_n\}$, and then

$$\mathbb{E} \left\{ (\tilde{Y}_n - \mu)^T \Sigma^{-1} (\tilde{Y}_n - \mu) \right\}$$

$$= \mathbb{E} \left\{ \alpha_0 \sum_{i=1}^n (\tilde{Y}_i - \mu_\gamma - \frac{1}{2})^2 + \sum_{j=1}^k 2\alpha_j \sum_{i=1}^{n-j} (\tilde{Y}_i - \mu_\gamma - \frac{1}{2})(\tilde{Y}_{i+j} - \mu_\gamma - \frac{1}{2}) \right\}$$

$$= \alpha_0 \sum_{i=1}^n \mathbb{E} \left\{ (\tilde{Y}_i - \mu_\gamma - \frac{1}{2})^2 \right\} + \sum_{j=1}^k 2\alpha_j \sum_{i=1}^{n-j} \mathbb{E} \left\{ (\tilde{Y}_i - \mu_\gamma - \frac{1}{2})(\tilde{Y}_{i+j} - \mu_\gamma - \frac{1}{2}) \right\}. \quad \text{(B.5)}$$

For the first term in (B.6),

$$\mathbb{E} \left\{ (\tilde{Y}_i - \mu_\gamma - \frac{1}{2})^2 \right\} = \mathbb{E} \left\{ (Y_i - \mu_\gamma + U_i - \frac{1}{2})^2 \right\}$$

$$= \mathbb{E} \left\{ (Y_i - \mu_\gamma)^2 + 2(Y_i - \mu_\gamma)(U_i - \frac{1}{2}) + (U_i - \frac{1}{2})^2 \right\}$$

$$= \mathbb{E} \left\{ (Y_i - \mu_\gamma)^2 \right\} + \mathbb{E} \left\{ (U_i - \frac{1}{2})^2 \right\}$$

$$= R_\gamma(0) + \frac{1}{12}, \quad \text{(B.7)}$$

and for the second term in (B.6),

$$\mathbb{E} \left\{ (\tilde{Y}_i - \mu_\gamma - \frac{1}{2})(\tilde{Y}_{i+j} - \mu_\gamma - \frac{1}{2}) \right\}$$

$$= \mathbb{E} \left\{ (Y_i - \mu_\gamma + U_i - \frac{1}{2})(Y_{i+j} - \mu_\gamma + U_{i+j} - \frac{1}{2}) \right\}$$

$$= \mathbb{E} \left\{ (Y_i - \mu_\gamma)(Y_{i+j} - \mu_\gamma) + (Y_i - \mu_\gamma)(U_{i+j} - \frac{1}{2}) \right.$$}

$$+ (Y_{i+j} - \mu_\gamma)(U_i - \frac{1}{2}) + (U_i - \frac{1}{2})(U_{i+j} - \frac{1}{2}) \right\}$$

$$= \mathbb{E} \left\{ (Y_i - \mu_\gamma)(Y_{i+j} - \mu_\gamma) \right\}$$

$$= R_\gamma(j). \quad \text{(B.11)}$$
Substituting it back into (B.6) yields

\[ E \left\{ (\hat{Y}_n - \mu)^T \Sigma^{-1} (\hat{Y}_n - \mu) \right\} = \alpha_0 n \left( R_Y(0) + \frac{1}{12} \right) + \sum_{j=1}^{k} 2 \alpha_j (n-j) R_Y(j) \]  

(B.15)

\[ \leq \alpha_0 n \left( R_Y(0) + \frac{1}{12} \right) + 2n \sum_{j=1}^{k} \alpha_j R_Y(j) \]  

(B.16)

\[ = n \left[ \alpha_0 \left( R_Y(0) + \frac{1}{12} \right) + 2 \sum_{j=1}^{k} \alpha_j R_Y(j) \right] \]  

(B.17)

\[ = nf(\alpha). \]  

(B.18)

Since \( \Sigma^{-1} \) is positive definite, its determinant is nonzero, and the determinant of \( \Sigma \) is given by

\[ \text{det}(\Sigma) = [\text{det}(\Sigma^{-1})]^{-1}. \]  

(B.19)

At the moment, let us express the determinant of \( \Sigma^{-1} \) as a product of the eigenvalues \( \{\tau_{n,k}\}_{k=1}^{n} \) of \( \Sigma^{-1} \), such that the second term in (B.3) is given by

\[ \frac{1}{2} \log |\Sigma| = -\frac{1}{2} \log |\Sigma^{-1}| \]  

(B.20)

\[ = -\frac{1}{2} \log \left( \prod_{k=1}^{n} \tau_{n,k} \right) \]  

(B.21)

\[ = -\frac{1}{2} \sum_{k=1}^{n} \log (\tau_{n,k}) . \]  

(B.22)

We now upper-bound (B.3) using (B.18) and (B.22), and also substitute the expression for the normalizing constant from (50). We divide by \( n \) and arrive at

\[ -\frac{1}{n} E \left[ \log q_t(\hat{Y}_n) \right] \]

\[ \leq -\frac{1}{n} \log \left( \frac{\Gamma((\nu+n)/2)}{\Gamma(\nu/2)\nu^{n/2}\pi^{n/2}} \right) - \frac{1}{2n} \sum_{k=1}^{n} \log (\tau_{n,k}) + \frac{1}{2} \frac{\nu+n}{n} \log \left( 1 + \frac{n}{\nu} f(\alpha) \right) \]  

(B.23)

\[ = -\frac{1}{n} \log \Gamma((\nu+n)/2) + \frac{1}{n} \log \Gamma(\nu/2) + \frac{1}{2} \log(\nu\pi) \]

\[ - \frac{1}{2n} \sum_{k=1}^{n} \log (\tau_{n,k}) + \frac{1}{2} \frac{\nu+n}{n} \log \left( 1 + \frac{n}{\nu} f(\alpha) \right) . \]  

(B.24)

In order to proceed, we invoke the following inequalities from [34, Lemma 1]

\[ 0 < \log \Gamma(x) - \left[ \left( x - \frac{1}{2} \right) \log(x) - x + \frac{1}{2} \log(2\pi) \right] < \frac{1}{x}, \]  

(B.25)
which are valid for \( x > 1 \). From the left-hand-side inequality of (B.25) we get

\[
\log \Gamma\left(\frac{\nu + n}{2}\right) > \left(\frac{\nu + n}{2} - \frac{1}{2}\right) \log \left(\frac{\nu + n}{2}\right) - \frac{\nu + n}{2} + \frac{1}{2} \log(2\pi),
\]

(B.26)

and so,

\[
-\frac{1}{n} \log \Gamma\left(\frac{\nu + n}{2}\right) < \left(\frac{1}{2n} - \frac{\nu + n}{2n}\right) \log \left(\frac{\nu + n}{2}\right) + \frac{\nu + n}{2n} - \frac{1}{2n} \log(2\pi).
\]

(B.27)

Continuing from (B.24),

\[
-\frac{1}{n} \mathbb{E}\left[\log q_t(\tilde{Y}_n)\right] \\
\leq \left(\frac{1}{2n} - \frac{\nu + n}{2n}\right) \log \left(\frac{\nu + n}{2}\right) + \frac{\nu + n}{2n} - \frac{1}{2n} \log(2\pi) + \frac{1}{n} \log \Gamma(\nu/2) + \frac{1}{2} \log(\nu\pi) \\
- \frac{1}{2n} \sum_{k=1}^{n} \log (\tau_{n,k}) + \frac{1}{2} \frac{\nu + n}{n} \log \left(1 + \frac{n}{\nu} f(\alpha)\right) \\
= \frac{1}{2n} \log \left(\frac{\nu + n}{2}\right) + \frac{\nu + n}{2n} - \frac{1}{2n} \log(2\pi) + \frac{1}{n} \log \Gamma(\nu/2) + \frac{1}{2} \log(\nu\pi) \\
- \frac{1}{2n} \sum_{k=1}^{n} \log (\tau_{n,k}) + \frac{1}{2} \frac{\nu + n}{n} \log \left(\frac{2 + \frac{2n}{\nu} f(\alpha)}{\nu + n}\right).
\]

(B.28)

(B.29)

Taking now the limit, we find that the entropy rate is upper-bounded by

\[
\bar{H}(Y) = \lim_{n \to \infty} \frac{1}{n} H(Y_n) \\
\leq \lim_{n \to \infty} \left\{\frac{1}{2n} \log \left(\frac{\nu + n}{2}\right) + \frac{\nu + n}{2n} - \frac{1}{2n} \log(2\pi) + \frac{1}{n} \log \Gamma(\nu/2) + \frac{1}{2} \log(\nu\pi) \\
- \frac{1}{2n} \sum_{k=1}^{n} \log (\tau_{n,k}) + \frac{1}{2} \frac{\nu + n}{n} \log \left(\frac{2 + \frac{2n}{\nu} f(\alpha)}{\nu + n}\right)\right\} \\
= \frac{1}{2} + \frac{1}{2} \log(\nu\pi) - \frac{1}{4\pi} \int_{0}^{2\pi} \log \Theta(\alpha, \lambda) d\lambda + \frac{1}{2} \log \left(\frac{2}{\nu} f(\alpha)\right) \\
= \frac{1}{2} \log \left(2\pi e f(\alpha)\right) - \frac{1}{4\pi} \int_{0}^{2\pi} \log \Theta(\alpha, \lambda) d\lambda,
\]

(B.30)

(B.31)

(B.32)

(B.33)

where (B.32) follows from Szegö theorem \[32\] with

\[
\Theta(\alpha, \lambda) = \sum_{m=-k}^{k} \alpha_m e^{im\lambda}
\]

(B.34)

\[
= \alpha_0 + \sum_{m=1}^{k} \alpha_m \left(e^{im\lambda} + e^{-im\lambda}\right)
\]

(B.35)

\[
= \alpha_0 + \sum_{m=1}^{k} 2\alpha_m \cos(m\lambda).
\]

(B.36)

29
As a final step, we may optimize over $\alpha$ to get the tightest possible bound:

$$\bar{H}(Y) \leq \inf_{\alpha \in \mathbb{R}^{k+1}: \alpha_0 > 0, \sum_{j=1}^k |2\alpha_j/\alpha_0| < 1} \left\{ \frac{1}{2} \log (2\pi e f(\alpha)) - \frac{1}{4\pi} \int_0^{2\pi} \log \Theta(\alpha, \lambda) d\lambda \right\}. \quad (B.37)$$

This minimization problem can be simplified as follows. Note that the objective function in (B.37) can also be written as

$$\frac{1}{2} \log (2\pi e f(\alpha)) - \frac{1}{4\pi} \int_0^{2\pi} \log \Theta(\alpha, \lambda) d\lambda = \frac{1}{4\pi} \int_0^{2\pi} \log \frac{2\pi e f(\alpha)}{\Theta(\alpha, \lambda)} d\lambda. \quad (B.38)$$

Now,

$$f(\alpha) = \frac{\alpha_0 R_Y(0) + \frac{1}{12}}{\alpha_0 + \sum_{m=1}^k 2\alpha_m R_Y(m)} \quad (B.39)$$

$$\frac{\alpha_0 R_Y(0) + \frac{1}{12}}{\alpha_0 + \sum_{m=1}^k 2\alpha_m R_Y(m)} = \frac{\alpha_0 \left[ R_Y(0) + \frac{1}{12} \right] + \sum_{m=1}^k \frac{2\alpha_m R_Y(m)}{\alpha_0}}{1 + \sum_{m=1}^k \frac{2\alpha_m}{\alpha_0} \cos(m\lambda)} \quad (B.40)$$

Let us denote $\beta_m = \frac{2\alpha_m}{\alpha_0}$, $m = 1, 2, \ldots, k$. Since the expression in (B.40) depends on the parameters $\{\alpha_0, \alpha_1, \ldots, \alpha_k\}$ only via $\beta = \{\beta_1, \ldots, \beta_k\}$, then the minimization problem in (B.37) is equivalent to

$$\bar{H}(Y) \leq \inf_{\beta \in \mathbb{R}^k: \sum_{m=1}^k |\beta_m| < 1} \left\{ \frac{1}{2} \log (2\pi e \Sigma(\beta)) - \frac{1}{4\pi} \int_0^{2\pi} \log \Psi(\beta, \lambda) d\lambda \right\}, \quad (B.42)$$

where $\Sigma(\beta)$ and $\Psi(\beta, \lambda)$ are defined in (53) and (54), respectively.

**Appendix C - Proof of Theorem 3**

Recall from (B.3) that

$$-E \left[ \log q_t(\tilde{Y}_n) \right] \leq - \log \frac{C_n}{\alpha_0} + \frac{1}{2} \log |\Sigma| + \frac{1}{2} (\nu + n) \log \left[ 1 + \frac{1}{\nu} E \left\{ (\tilde{Y}_n - \mu)^T \Sigma^{-1} (\tilde{Y}_n - \mu) \right\} \right]. \quad (C.1)$$

In order to confine ourself to a set of only two free parameters, let us consider a tridiagonal Toeplitz matrix of the form

$$\Sigma^{-1} = \begin{pmatrix}
\alpha & \beta & 0 & \cdots & 0 \\
\beta & \alpha & \beta & \cdots & 0 \\
0 & \beta & \alpha & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \alpha
\end{pmatrix}. \quad (C.2)$$
where $\alpha > 0$. Since every positive definite matrix is invertible and its inverse is also positive definite \[33, p. 438, \text{Theorem 7.2.1}\], it is enough to require that $\Sigma^{-1}$ is positive definite. From the sufficient conditions in Proposition \[2\] we conclude that $\Sigma^{-1}$ is positive definite as long as $\beta \in (-\alpha/2, \alpha/2)$. Due to the fact that the components of $U_n$ are uniformly distributed in $[0, 1)$, let us choose $\mu = [\mu_Y + \frac{1}{2} \mu_Y + \frac{1}{2} \ldots \mu_Y + \frac{1}{2}]^T$, where $\mu_Y$ is the expectation of the process $\{Y_n\}$, and then

$$
E\left\{ (\tilde{Y}_n - \mu)^T \Sigma^{-1} (\tilde{Y}_n - \mu) \right\} \leq n \left[ \alpha \left( R_Y(0) + \frac{1}{12} \right) + 2\beta R_Y(1) \right] \leq n \left[ \alpha \left( R_Y(0) + \frac{1}{12} \right) + 2\beta R_Y(1) \right] = nf(\alpha, \beta).
$$

(C.3)

Substituting (B.10) and (B.14) back into (C.3) yields

$$
E\left\{ (\tilde{Y}_n - \mu)^T \Sigma^{-1} (\tilde{Y}_n - \mu) \right\} = \alpha n \left( R_Y(0) + \frac{1}{12} \right) + 2\beta(n-1)R_Y(1)
$$

(C.4)

$$
\leq n \left[ \alpha \left( R_Y(0) + \frac{1}{12} \right) + 2\beta R_Y(1) \right]
$$

(C.5)

$$
= nf(\alpha, \beta).
$$

(C.6)

Since $\Sigma^{-1}$ is positive definite, its determinant is nonzero, and the determinant of $\Sigma$ is given by

$$
det(\Sigma) = [\det(\Sigma^{-1})]^{-1}.
$$

(C.7)

In order to evaluate the determinant of $\Sigma^{-1}$ as a function of the dimension $n$, we denote its determinant by $\phi_n$. Note that a recursion relation between the consecutive $\phi_n$ is given by

$$
\phi_{n+2} = \alpha \phi_{n+1} - \beta^2 \phi_n,
$$

with the initial conditions of

$$
\phi_0 = 1; \quad \phi_1 = \alpha.
$$

(C.8)

(C.9)

The second order difference equation in (C.8) can be solved by invoking Z-transform techniques to yield the closed form expression of

$$
\phi_n = \frac{I^{n+1} - J^{n+1}}{\sqrt{\alpha^2 - 4\beta^2}},
$$

(C.10)

where,

$$
I = I(\alpha, \beta) = \frac{\alpha + \sqrt{\alpha^2 - 4\beta^2}}{2}; \quad J = J(\alpha, \beta) = \frac{\alpha - \sqrt{\alpha^2 - 4\beta^2}}{2}.
$$

(C.11)
Thus,

$$\det(\Sigma) = \frac{\sqrt{\alpha^2 - 4\beta^2}}{I_{n+1}^{-1} - J_{n+1}^{-1}}$$  \hspace{1cm} (C.12)$$

$$\leq \frac{\sqrt{\alpha^2 - 4\beta^2}}{I_{n+1}^{-1} - \frac{1}{2}J_{n+1}^{-1}}$$  \hspace{1cm} (C.13)$$

$$= \frac{2\sqrt{\alpha^2 - 4\beta^2}}{I_{n+1}}.$$  \hspace{1cm} (C.14)$$

where (C.13) holds for all sufficiently large $n$, since $I > J$. We now upper-bound (C.1) using (C.6) and (C.14), and also substitute the expression for the normalizing constant from (50).

We divide by $n$ and arrive at

$$- \frac{1}{n} E \left[ \log q_t(\tilde{Y}_n) \right]$$

$$\leq - \frac{1}{n} \log \Gamma[(\nu + n)/2] + \frac{1}{n} \log \Gamma(\nu/2) + \frac{1}{2} \log(\nu\pi)$$

$$+ \frac{1}{2n} \log \left( 2\sqrt{\alpha^2 - 4\beta^2} \right) - \frac{n+1}{2n} \log I(\alpha, \beta) + \frac{1}{2} \frac{\nu + n}{n} \log \left( 1 + \frac{n}{\nu} f(\alpha, \beta) \right).$$ \hspace{1cm} (C.15)$$

Upper-bounding (C.15) using (B.27) and some basic algebra yields that

$$- \frac{1}{n} E \left[ \log q_t(\tilde{Y}_n) \right]$$

$$\leq \frac{1}{2n} \log \left( \frac{\nu + n}{2} \right) + \frac{\nu + n}{2n} - \frac{1}{2n} \log(2\pi) + \frac{1}{n} \log \Gamma(\nu/2) + \frac{1}{2} \log(\nu\pi)$$

$$+ \frac{1}{2n} \log \left( 2\sqrt{\alpha^2 - 4\beta^2} \right) - \frac{n+1}{2n} \log I(\alpha, \beta) + \frac{1}{2} \frac{\nu + n}{n} \log \left( \frac{2 + \frac{2n}{\nu} f(\alpha, \beta)}{\nu + n} \right).$$ \hspace{1cm} (C.16)$$

Taking now the limit, we find that the entropy rate is upper-bounded by

$$\bar{H}(Y) \leq \frac{1}{2} + \frac{1}{2} \log(\nu\pi) - \frac{1}{2} \log I(\alpha, \beta) + \frac{1}{2} \log \left( \frac{2}{\nu} f(\alpha, \beta) \right)$$ \hspace{1cm} (C.17)$$

$$= \frac{1}{2} \log \left[ 2\pi e \frac{f(\alpha, \beta)}{I(\alpha, \beta)} \right].$$ \hspace{1cm} (C.18)$$

As a final step, we may optimize over $\alpha$ and $\beta$ to get the tightest possible bound:

$$\bar{H}(Y) \leq \inf_{\alpha > 0} \inf_{\beta \in (-\alpha/2, \alpha/2)} \frac{1}{2} \log \left( 2\pi e \frac{f(\alpha, \beta)}{I(\alpha, \beta)} \right).$$ \hspace{1cm} (C.19)$$

Following similar considerations as at the end of the proof of Theorem 2, we are able to simplify the minimization problem in (C.19) and arrive at

$$\bar{H}(Y) \leq \inf_{s \in (-1, 1)} \frac{1}{2} \log \left( 2\pi e \frac{R_Y(0) + \frac{1}{2} R_Y(1)}{1 + \sqrt{1 - s^2}} \right).$$ \hspace{1cm} (C.20)$$
Appendix D - Proof of Lemma 2

By Poisson’s integral formula we have

\[
\frac{1}{2\pi} \int_{0}^{2\pi} \log |e^{i\lambda} + \alpha|^2 \, d\lambda = 0, \tag{D.1}
\]

if $|\alpha| \leq 1$. This is equivalent to

\[
\frac{1}{2\pi} \int_{0}^{2\pi} \log (1 + \alpha^2 + 2\alpha \cos(\lambda)) \, d\lambda = 0, \tag{D.2}
\]

or, to,

\[
\log (1 + \alpha^2) + \frac{1}{2\pi} \int_{0}^{2\pi} \log \left(1 + \frac{2\alpha}{1 + \alpha^2} \cos(\lambda) \right) \, d\lambda = 0. \tag{D.3}
\]

For $-1 \leq \alpha \leq 1$, the function $t(\alpha) = \frac{2\alpha}{1 + \alpha^2}$ is monotonically increasing in the range $[-1, 1]$ and its inverse is given by $\alpha(t) = \frac{1 - \sqrt{1 - t^2}}{t}$. Elementary algebra yields that

\[
1 + \alpha^2(t) = \frac{2 - 2\sqrt{1 - t^2}}{t^2}, \tag{D.4}
\]

and thus, for any $t \in \left[-1, 0\right) \cup (0, 1]$,

\[
\frac{1}{2\pi} \int_{0}^{2\pi} \log (1 + t \cos(\lambda)) \, d\lambda = -\log \left(\frac{2 - 2\sqrt{1 - t^2}}{t^2}\right), \tag{D.5}
\]

and specifically for $t = 0$,

\[
\frac{1}{2\pi} \int_{0}^{2\pi} \log (1 + t \cos(\lambda)) \, d\lambda = 0. \tag{D.6}
\]
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