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1. Introduction
Malaria is a known cause of febrile illness in Bangladesh for a long time. Nearly, 200,000 malaria cases are reported each year in Bangladesh for population of 140 millions. This number can fluctuate depending on weather conditions [1–3]. Malaria transmission in Bangladesh is mostly seasonal and limited to the border regions with Myanmar in the east and India in the north (Figure 1). Out of country’s 6 administrative divisions (containing 64 districts), Dhaka, Sylhet, and Chittagong (12 districts) are malaria endemic [4–6]. These 3 divisions contribute nearly 98% of the total Bangladesh malaria morbidity and mortality statistics reported each year [7, 8]. Around 27 million people (20% of the total Bangladesh population) live in malaria endemic area [9, 10].

2. Malaria and Climate
Three principal environmental factors for mosquito activity and malaria transmission are important: temperature, humidity, and rainfall [11, 12]. Temperatures within the range of 20°C–30°C affect malaria transmissions in several ways: (a) development of Anopheles is shortened (b) biting capacity of mosquitoes is increased, and (c) mosquitoes survive long enough to acquire and transmit the parasite. Temperatures lower than 16°C or higher than 30°C have a negative impact on the growth of the mosquitoes [13]. Mosquitoes breed in water habitats, thus requiring just the right amount of precipitation in order for mosquito breeding to occur. The effect of rainfall on the transmission of malaria is very complicated varying with the circumstances of particular geographic regions and depending on the local habits of mosquitoes [14]. Anopheles dirus (AD) females stay active during the period when precipitation exceeds 50 mm per month. However, a combination of large rainfall and hot weather during June–August might reduce mosquito activity. Rainfall also affects malaria transmission because it increases relative humidity and modifies temperature, and it also affects where and how much mosquito breeding can take place. Plasmodium parasites are not affected by relative humidity, but the activity and survival of Anopheline
mosquitoes are. High relative humidity allows the parasite to complete the necessary life cycle, so that it can transmit the infection to several persons [15]. If the average monthly relative humidity is below 60%, it is believed that the life of the mosquito is so shortened that there is no malaria transmission [16]. Monthly temperature and humidity are stable from year to year (variations are 1°C and 1%, resp.), but precipitation has substantial interannual variability.

Human malaria is caused by four different species of the protozoan parasite Plasmodium: Plasmodium falciparum, P. vivax, P. ovale, and P. malariae. Bangladesh has only Plasmodium falciparum (70%) and Plasmodium vivax (30%) [1, 17, 18]. In this study, we consider both types of malaria, Plasmodium falciparum and vivax.

3. Data and Methods

Three data types were used in this study: malaria epidemiological statistics, satellite data, and meteorological data from ground stations.

Malaria statistics were collected from the Directorate General of Health, Bangladesh’s Ministry of Health from 1992 to 2001. Malaria data were represented by annual number of people with fever tested in local hospital. Standard blood slide examination was done by a medical officer trained in malaria microscopy, according to the WHO guidelines, and slide readers were blinded to the clinical diagnoses. Ten percent each of the positive and negative slides were reexamined blindly by the National Malaria Reference Laboratory to evaluate the accuracy of our study’s slide examination results. The diagnostic criteria were fever or history of fever within the last 48 hours; an absence of signs of other disease; inadequate antimalarials (or none) during the 4 weeks prior to present illness [4].

The hospital data were aggregated by local administrative unit health centers and further by administrative districts [16, 19]. Available malaria statistics are the number of patients (patient’s total PT) whose blood sample was tested for malaria and the number of positive malaria cases (PMCs). Finally, the number of malaria cases was expressed in percent as (PMC/PT) × 100.

The dynamics of annual PT and PMC for Bangladesh during the investigated period are shown in Figure 2.

Satellite data were collected from the Global Vegetation Index (GVI) data set [20]. The GVI is produced by sampling and mapping the 4-km daily radiance in the visible (Ch1, 0.58–0.68 μm), near infrared (Ch2, 0.72–1.1 μm), and thermal band (Ch4, 10.3–11.3 μm and Ch5, 11.3–12.3 μm) measured on board NOAA polar-orbiting satellites, to a 16-km map. These maps, including the Normalized Difference Vegetation Index, NDVI = (Ch2 − Ch1)/(Ch2 + Ch1), solar zenith angle, and satellite scan angle, are composited over a 7-day period.

The vegetation health (VH) indices were developed from Normalized Difference Vegetation Index (NDVI) and brightness temperature (BT). The data processing included removal of high-frequency noise from the annual time series data.
of NDVI and BT, approximation of annual cycle, calculation of multiyear climatology, and derivation of VH [21].

High-frequency temporal noise in NDVI and BT related to fluctuating transmission of the atmosphere, sun/sensor geometry, bidirectional reflectance, random noise, and others was removed by statistical smoothing of NDVI and BT annual time series for each pixel during the entire period using a combination of median filter and least square technique. Climatology of NDVI and BT seasonal cycle was approximated by multiyear maximum (MAX) and minimum (MIN) weekly values taken from the smoothed data. The MAX and MIN for each pixel and week were calculated from twenty years of historical GVI data [20]. The (MAX–MIN) criterion was used to describe and classify weather-related ecosystem's “carrying capacity,” and therefore, it represented the climatology of those extreme weather-related fluctuations in NDVI and BT. The NDVI- and BT-derived weather component was expressed as the Vegetation and Temperature Condition Indices (VCI/TCI) [21]. Equations (1) and (2) show numerical approximation of VCI and TCI

\[
VCI = 100 \times \frac{\text{NDVI} - \text{NDVI}_{\text{min}}}{\text{NDVI}_{\text{max}} - \text{NDVI}_{\text{min}}},
\]

\[
TCI = 100 \times \frac{\text{BT}_{\text{max}} - \text{BT}}{\text{BT}_{\text{max}} - \text{BT}_{\text{min}}},
\]

where NDVI, NDVI_{max}, and NDVI_{min} (BT, BT_{max}, and BT_{min}) are smoothed weekly NDVI (BT) and their multiyear absolute maximum and minimum, respectively; the VCI and TCI change from 0 to 100, reflecting changes in moisture and thermal conditions from extremely unfavorable (vegetation stress) to optimal (favorable); the VCI and TCI values around 50 estimates near normal conditions and values <50 indicate vegetation stress including average intensive when the index equal 0 [10].

Bangladesh has 34 meteorological stations and these are not dense. Daily temperature, rainfall, and humidity data were collected from the weather stations located in these 3 divisions from 1992 to 1999. Ten-day average temperature (°C) and humidity (H%) and 10-day total rainfall (R, mm) data were generated from collected data. Regional averages of T, H, and R were calculated as average values from weather stations.

Meteorological parameters (T, R, and H) were expressed as a deviation from mean value during 1992–1999 (Percent of mean for R, difference from mean for T and H) in order to evaluate weather anomalies during the annual cycle.

4. Result and Discussion

The long-term tendency in malaria cases dynamics shown in Figure 3 was approximated by linear equation (3), and weather-related variations around the trend were expressed in percent as a deviation from the trend line (4) [10, 22]

\[
Y_{\text{trend}} = a_0 + a_1 \times Y_i,
\]

\[
DY_i = \left( \frac{Y_i}{Y_{\text{trend}}} \right) \times 100,
\]

where \(Y_i\) is a percent of malaria cases in a year number \(i\); \(Y_{\text{trend}}\) is a long-term trend in a region during 1992–2001; \(a_0\) is an intercept; \(a_1\) is a slope; \(DY_i\) is a deviation from trend (%) in year \(i\).

Figure 4 shows the dynamics of the Pearson correlation coefficients (PCCs) between end of each year DY with weekly VCI and TCI during 1992–2001. Analysis of the PCC in Figure 4 indicates that there are two types of dynamics in the investigated areas. Dhaka and Sylhet divisions have erratic correlation dynamics, and Chittagong division has well-pronounced dynamics, corresponding to the main features of mosquito's response to weather and correspondingly their ability to spread malaria.

Following Figure 4, during the cool season (November through March) when the number of malaria cases is smaller, correlation of DY with VCI and TCI is low indicating that
VH indices have low predictive ability. From April, when a warm season starts and mosquito activity intensifies the correlation rapidly increases reaching maximum of –0.50 for VCI and 0.60 for TCI during June-July (weeks 24–28). After those maximums, the correlation gradually decreases to a near zero level by the beginning of the next cool season in November after week 40. A negative correlation of DY with VCI indicates that more malaria cases (DY is above the trend) are developing for dryer condition (VCI < 50 or reduced vegetation greenness, (1)). Oppositely, less malaria cases (DY is below the trend) are recorded for moist conditions (VCI > 50 or larger vegetation greenness, (1)). This confirms that in average wet climate excessive rainfall during monsoon season negatively affects mosquito activity and their ability to transmit malaria. Regarding thermal conditions, larger number of malaria cases (DY is above the trend) is associated with TCI greater than 50, which indicates cooler weather (see (2)). Smaller number of malaria cases (DY below trend) is associated with lower TCI (below 50, hotter weather, (3)) [10]. Therefore, the investigation of VCI and TCI as predictors was performed for all three malaria divisions.

Correlations between DY (percent of malaria data) and deviation from mean temperature DT, deviation from average rainfall DR, and deviation from relatively mean humidity DH are shown in Figure 5. Figure 5 shows that all the selected parameters: temperature, rainfall, and relative humidity obtained from the network of ground-based meteorological stations are poorly correlated with the trend of actual malaria cases, and none of these parameters can be a proxy for the malaria trend for the period of 1991–1999.

Majority of annual malaria cases occur in summer. Therefore, correlating annual malaria cases with VH and meteorological data pursued two goals: (1) if timing (summer) of the highest correlation is right, (2) if the correlation for this period is strong, (3) if before summer and after summer the correlation is not strong, and (4) if transition from spring to summer and from summer to fall is gradual. Following Figure 4, (correlation with VH) these four goals were met because VH indices are assessing cumulative conditions (have some “memory”). Following Figure 5 (correlation with decadal meteorological indices), all four goals were not met because P, T, and RH are not showing cumulative conditions (do not have “memory”).

The result of correlation analysis in the Figure 4 was used to develop regression equations. Several options were investigated using either TCI (thermal condition) or VCI (moisture condition) only or both indices for the weeks of the highest correlation [10, 19]. General form of regression equation when both indices were used is written bellow

\[
DP = a_0 + a_1 \times TCI_i + a_2 \times VCI_i, \tag{5}
\]

where \(a_0\), \(a_1\), and \(a_2\) are coefficients, \(i\) is the week number, and DP is predicted number of malaria cases (%) deviation from trend.

The tested variables are presented in Table 1 with the corresponding multiple correlation coefficients (MCCs), root mean square error (RMSE), and \(F\) criteria. Analysis indicates that for the two minor divisions (Dhaka, Sylhet), the MCC is not much different than for individual weeks, but RMSEs are quite large (30%–35%). Such high errors could be expected since the area of minor divisions is very remote; population is not large and spread much over diversified ecosystems and environmental conditions. In spite of large RMSE, several models were selected for further analysis. For Dhaka division, models 2 and 3 showed slightly higher MCC and lower RMSE than others. Model 3 has some advantages in terms of early indication (week 28) of possible malaria epidemic. For the Sylhet division, model 3 was selected with best estimates.

The smallest RMSEs were for the main malaria division of the country, Chittagong. For Chittagong division, the best models based on the MCC, RMSE, and \(F\) parameters were numbers three and four. Model four (TCI26 and TCI30 predictors) provides slightly larger MCC and smaller RMSE. But in terms of timeliness of prediction, model 3 provides advanced warning. Final equations of the best accepted models for the three malaria prone divisions are shown in Table 2.

In addition to analysis of MCC, RMSE, and \(F\), we also used \(t\)-test for regression coefficients with a significance of 5% and 10%. Following Table 1, for Chittagong division, model four was selected as the best since \(t\)-test value 1.58 for predictor TCI26 was higher than critical value (1.38) with 10% significance. It is interesting to note that when TCI and VCI for the same week 26 were selected as predictors in model 3, the performance of statistically significant predictor
Table 1: Investigated variables, PCC, and multiple correlation coefficients (MCCs) of models \(DY = f(TCI, VCI)\).

| Division | Model | TCI for weeks | VCI for weeks | MCC | RMSE | F Value |
|----------|-------|---------------|---------------|-----|------|---------|
|          |       | 17 26 28 30 39 41 | 26 39 40 |     |      |         |
| Chittagong | 1 | 0.59 | | 0.59 | 6.26 | 4.20 |
|           | 2 | 0.48 | | 0.48 | 6.78 | 2.40 |
|           | 3 | 0.59 | 0.48 | 0.61 | 6.57 | 2.04 |
|           | 4 | 0.59 | 0.42 | 0.63 | 6.45 | 2.25 |
| Dhaka     | 1 | 0.50 | | 0.53 | 33.77 | 3.07 |
|           | 2 | 0.64 | | 0.65 | 30.33 | 5.73 |
|           | 3 | 0.50 | | 0.53 | 29.09 | 3.96 |
|           | 4 | 0.50 | | 0.53 | 29.09 | 3.96 |
|           | 5 | 0.64 | | 0.66 | 31.74 | 1.37 |
| Sylhet    | 1 | 0.50 | | 0.50 | 33.02 | 2.69 |
|           | 2 | 0.50 | 0.39 | 0.50 | 35.30 | 1.17 |
|           | 3 | 0.29 | | 0.68 | 29.86 | 3.03 |

TCI_{26} deteriorated compared to model 4. Regarding Dhaka and Sylhet models, second predictor (TCI_{41} and TCI_{39} correspondingly) showed statistical significance at 5% critical value.

5. Model Validations

Further analysis included independent validation of models (Table 2). Since the training data is short, the Jackknife technique was used as validation tools. For each model, one year of malaria and satellite data were excluded from the 1992–2001 dataset. A model \(Q = f(VCI, TCI)\) was developed with one year out and this model was applied to the removed year to predict the number of malaria cases deviating from trend \(Q\). Then, the eliminated year was returned to the data set and the next year was removed for model development and testing [23]. The independently validated results presented in Table 3 and Figure 6 show that for the entire models \(R^2\) and RMSE criteria have been met for Chittagong (model 3) and observed malaria cases, the bias (B), percentage of relative bias (RB percent), and root mean square error (RMSE) for this year was estimated using (6), (7), and (9).

\[
P_i = Y_{trend} - \frac{Q_i}{100},\]  
(6)

\[
B_i = P_i - Y_i,\]  
(7)

\[
RB_i = \left( \frac{B_i - B}{Y_i} \right) \times 100,\]  
(8)

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{10} B_i^2}{10}},\]  
(9)

where \(P\) is predicted malaria cases (%); \(B\) is average bias for all years; RMSE is a measure of the precision of the predicted value and should be as small as possible for unbiased precise prediction.

Models were independently tested, 3 and 4 for Chittagong and 3 for Dhaka and Sylhet divisions (Table 3). In the estimation of models performance estimation we followed such rules: (1) for the entire model \(R^2\) greater than 70 and RMSE less than 15%; (2) for individual years bias (B) less than 2% and relative bias (RB) less than 10%.

Models were independently tested, 3 and 4 for Chittagong and 3 for Dhaka and Sylhet divisions (Table 3). In the estimation of models performance estimation we followed such rules: (1) for the entire model \(R^2\) greater than 70 and RMSE less than 15%; (2) for individual years bias (B) less than 2% and relative bias (RB) less than 10%.

The independently validated results presented in Table 3 and Figure 6 show that for the entire models \(R^2\) and RMSE criteria have been met for Chittagong (model 3)
Table 3: Independent evaluation of the best regression model using “Jack knife” technique.

(a) Chittagong: $R^2 = 0.71$ (between simulated and observed malaria cases), RMSE = 1.20

| Year excluded | Malaria observed | Cases (%) predicted | Bias (%) $(Y-P)$ | Relative bias $(RB\ %)$ | Estimated trend $(Y_{trend}\ %)$ | Predicted deviation from trend $(Q\ %)$ |
|---------------|------------------|--------------------|------------------|-------------------------|----------------------------------|-------------------------------------|
| 1992          | 18.18            | 17.49              | -0.69            | -2.67                   | 19.20                            | 91.10                               |
| 1993          | 18.60            | 18.44              | -0.16            | 0.25                    | 19.76                            | 93.33                               |
| 1994          | 21.91            | 23.51              | 1.60             | 8.23                    | 20.31                            | 115.75                              |
| 1995          | 21.95            | 19.06              | -2.89            | -12.22                  | 20.86                            | 91.39                               |
| 1996          | 22.60            | 19.22              | -3.38            | -14.05                  | 21.42                            | 89.73                               |
| 1997          | 18.94            | 19.93              | 0.99             | 6.28                    | 21.97                            | 90.70                               |
| 1998          | 24.23            | 24.09              | -0.14            | 0.25                    | 22.52                            | 106.95                              |
| 1999          | 24.23            | 25.03              | 0.80             | 4.15                    | 23.07                            | 108.50                              |
| 2000          | 23.14            | 25.33              | 2.19             | 10.33                   | 23.63                            | 107.18                              |
| 2001          | 23.14            | 22.79              | -0.35            | -0.65                   | 24.18                            | 94.24                               |
| Mean          | 21.69            | 21.49              | -0.203           | -0.01                   | 21.69                            | 98.89                               |

(b) Sylhet: $R^2 = 0.37$ (between simulated and observed malaria cases), RMSE = 4.30

| Year excluded | Malaria observed | Cases (%) predicted | Bias (%) $(Y-P)$ | Relative bias $(RB\ %)$ | Estimated trend $(Y_{trend}\ %)$ | Predicted deviation from trend $(Q\ %)$ |
|---------------|------------------|--------------------|------------------|-------------------------|----------------------------------|-------------------------------------|
| 1992          | 9.60             | 15.50              | -5.90            | 9.53                    | 15.91                            | 97.41                               |
| 1993          | 12.76            | 12.50              | 0.26             | 7.17                    | 14.88                            | 83.98                               |
| 1994          | 21.25            | 16.37              | 4.88             | 4.30                    | 13.85                            | 118.21                              |
| 1995          | 20.67            | 13.67              | 7.00             | 4.42                    | 12.82                            | 106.66                              |
| 1996          | 12.12            | 7.49               | 4.63             | 7.55                    | 11.78                            | 63.56                               |
| 1997          | 7.40             | 9.68               | -2.28            | 12.36                   | 10.75                            | 90.03                               |
| 1998          | 7.03             | 6.74               | 0.29             | 13.01                   | 9.72                             | 69.34                               |
| 1999          | 5.85             | 12.36              | -6.51            | 15.63                   | 8.69                             | 142.27                              |
| 2000          | 8.00             | 6.85               | 1.15             | 11.43                   | 7.65                             | 89.59                               |
| 2001          | 8.00             | 6.98               | 1.02             | 11.43                   | 6.62                             | 105.50                              |
| Mean          | 11.27            | 10.81              | 0.45             | 9.68                    | 11.27                            | 96.66                               |

(c) Dhaka: $R^2 = 0.83$ (between simulated and observed malaria cases), RMSE =1.09

| Year excluded | Malaria observed | Cases (%) predicted | Bias (%) $(Y-P)$ | Relative bias $(RB\ %)$ | Estimated trend $(Y_{trend}\ %)$ | Predicted deviation from trend $(Q\ %)$ |
|---------------|------------------|--------------------|------------------|-------------------------|----------------------------------|-------------------------------------|
| 1992          | 5.40             | 6.92               | -1.52            | 10.53                   | 7.24                             | 95.57                               |
| 1993          | 7.60             | 7.64               | -0.04            | 7.48                    | 6.54                             | 116.80                              |
| 1994          | 7.70             | 8.53               | -0.83            | 7.39                    | 5.84                             | 146.13                              |
| 1995          | 6.90             | 5.46               | 1.44             | 8.24                    | 5.14                             | 106.31                              |
| 1996          | 3.00             | 1.37               | 1.63             | 18.96                   | 4.44                             | 30.87                               |
| 1997          | 2.03             | 3.50               | -1.47            | 28.01                   | 3.74                             | 93.45                               |
| 1998          | 2.50             | 2.56               | -0.06            | 22.75                   | 3.05                             | 83.97                               |
| 1999          | 2.40             | 3.56               | -1.16            | 23.70                   | 2.35                             | 151.59                              |
| 2000          | 1.70             | 2.16               | -0.46            | 33.45                   | 1.65                             | 130.71                              |
| 2001          | 1.70             | 1.07               | 0.63             | 33.45                   | 0.95                             | 112.43                              |
| Mean          | 4.09             | 4.28               | -0.18            | 19.40                   | 4.09                             | 106.78                              |
and Dhaka. However, the analysis of annual model’s performance showed that only Chittagong models perform reliably. In 8 years for Chittagong division, bias was less than 2% and RB < 10%. Regarding models for minor malaria regions, the annual results of testing are negative, since as seen in Table 3, RB indicates strong deterioration of model’s performance after 1996 (Sylhet RB was 8%–16% and Dhaka RB was 19%–33%), while prior to 1996 a RB was 50% less. Such explanation can be because Bangladesh government developed very comprehensive measures to combat malaria in Sylhet and Dhaka. During 1996–2001, this resulted in a considerable reduction of malaria cases (as shown in Figure 3), so the data must be interpreted with caution because of the decline in surveillance activities in the country over the past few years (WHO 1999).

Bangladesh government has also undertaken malaria-fight measures in 13 districts from Chittagong, Sylhet, and Dhaka divisions. However, the effectiveness was not as good as in the minor malaria region because a large number of people were exposed to malaria, especially among poor in Chittagong division (93% of the entire Bangladesh people were affected). Smaller effectiveness of malaria combat measures is also indicated by an increase in the number of malaria cases during 1992–2001 (as shown in Figure 3).

It would be important to emphasize that although Chittagong models met both performance criteria (for the entire model and individual years) in some years B, and RB exceed the threshold’s level. In 1997 (RB = 11%), models for Chittagong overestimated the number of malaria-affected people. First, we should emphasize that 1997 was a strong El Niño year (positive sea surface temperature anomaly in the tropical Pacific) [24, 25]. As a result, the southeastern monsoon in Bangladesh was delayed by one month resulted in a long period of extremely hot and dry weather. Figure 7 shows TCI and VCI dynamics in Chittagong. During the investigated years, severe drought (TCI = 15–30) developed from June through October. Such conditions produced much stronger impact on mosquito development, disrupted reproductive mosquito cycle, and intensified malaria transmission, which resulted in smaller number of malaria cases compared to the prediction. To characterize such extreme conditions, model’s predictors should characterize longer period (several weeks and even months), which is not possible now due to a limited statistical sample.

6. Conclusions

It is shown in the presented study that such parameters as the amount of rainfall relative humidity and temperature obtained from the network of ground meteorological stations cannot be used as proxies for malaria trend in the three divisions of Bangladesh. It is also shown here that the satellite data and in particular AVHRR-based VH indices (VCI and TCI) are highly applicable as proxies for the malaria trend assessment and also for the estimation of the total number of malaria cases in divisions of Bangladesh for the period from 1991 to 2001.

Acknowledgments

This study was supported by grants from National Environmental Satellite Data and Information Service (NESDIS) Award no. NA07NES4280009. The statements contained within the paper are not the opinions of the funding agency or the USA government but reflect the authors’ opinions.

References

[1] A. K. Githeko, S. W. Lindsay, U. E. Confalonieri, and J. A. Patz, “Climate change and vector-borne diseases: a regional analysis,” Bulletin of the World Health Organization, vol. 78, no. 9, pp. 1136–1147, 2000.
[2] P. Ceccato, S. J. Connor, I. Jeanne, and M. C. Thomson, “Application of geographical information system and remote sensing in malaria risk,” Parasitologia, vol. 47, no. 1, pp. 81–96, 2005.
[3] M. Elias, A. J. Rahman, M. Mobarak Ali, J. Begum, and A. R. Chowdhury, “The ecology of malaria carrying mosquito Anopheles philippinensis Ludlow and its relation to malaria in Bangladesh,” Bangladesh Medical Research Council Bulletin, vol. 13, no. 1, pp. 15–28, 1987.
[4] M. A. Faiz, E. B. Yunus, M. R. Rahman et al., “Failure of national guidelines to diagnose uncomplicated malaria in Bangladesh,” American Journal of Tropical Medicine and Hygiene, vol. 67, no. 4, pp. 396–399, 2002.
[5] I. V. F. Van Den Broek, S. Van Der Wardt, L. Talukder et al., “Drug resistance in Plasmodium falciparum from the Chittagong Hill Tracts, Bangladesh,” Tropical Medicine and International Health, vol. 9, no. 6, pp. 680–687, 2004.
[6] WHO, “Final Report on the Third Meeting of the RBM Technical Resource Network on Epidemic Prevention and Control,” 2002.

[7] R. S. Kovats, M. J. Bouma, S. Hajat, E. Worrall, and A. Haines, “El Niño and health,” *Lancet*, vol. 362, no. 9394, pp. 1481–1489, 2003.

[8] R. Rosenberg and N. P. Maheswary, “Forest malaria in Bangladesh. I. Parasitology,” *American Journal of Tropical Medicine and Hygiene*, vol. 31, no. 2, pp. 175–182, 1982.

[9] A. Paresul, *Malaria country report*, Malaria and Parasitic Disease Control Unit, Directorate General of Health Services, Bangladesh, 2008.

[10] A. Rahman, F. Kogan, and L. Roytman, “Short report: analysis of malaria cases in Bangladesh with remote sensing data,” *American Journal of Tropical Medicine and Hygiene*, vol. 74, no. 1, pp. 17–19, 2006.

[11] J. Harlow, P. Votava, and S. Running, *Monitoring and Prediction of Malaria Outbreaks*, Numerical Terradynamic Simulation Group, University of Montana, Missoula, Mont, USA, 2001.

[12] M. C. Thomson and S. J. Connor, “The development of malaria early warning systems for Africa,” *Trends in Parasitology*, vol. 17, no. 9, pp. 438–445, 2001.

[13] H. M. Yang, “Malaria transmission model for different levels of acquired immunity and temperature-dependent parameters (vector),” *Revista de Saúde Publica*, vol. 34, no. 3, pp. 223–231, 2000.

[14] P. Bi, S. Tong, K. Donald, K. A. Parton, and J. Ni, “Climatic variables and transmission of malaria: a 12-year data analysis in Shuchen County, China,” *Public Health Reports*, vol. 118, no. 1, pp. 65–71, 2003.

[15] J. Mouchet, S. Manguin, J. Sircoulon et al., “Evolution of malaria in Africa for the past 40 years: impact of climatic and human factors,” *Journal of the American Mosquito Control Association*, vol. 14, no. 2, pp. 121–130, 1998.

[16] E. Pampana, Ed., *A Text Book of Malaria Eradication*, Oxford University Press, London, UK, 1969.

[17] C. Boeète and J. C. Koella, “A theoretical approach to predicting the success of genetic manipulation of malaria mosquitoes in malaria control,” *Malaria Journal*, vol. 1, no. 1, p. 3, 2002.

[18] R. M. Montanari, A. M. Bangali, K. R. Talukder et al., “Three case definitions of malaria and their effect on diagnosis, treatment and surveillance in Cox’s Bazar district, Bangladesh,” *Bulletin of the World Health Organization*, vol. 79, no. 7, pp. 648–656, 2001.

[19] D. L. Smith and F. E. McKenzie, “Statics and dynamics of malaria infection in Anopheles mosquitoes,” *Malaria Journal*, vol. 3, article no. 13, 2004.

[20] K. Kidwell, “Global Vegetation Index Users Guide NOAA,” Tech. Rep. 30, NOAA, US Department of Commerce, Suit land, Md, USA, 1997.

[21] F. N. Kogan, “Operational space technology for global vegetation assessment,” *Bulletin of the American Meteorological Society*, vol. 82, no. 9, pp. 1949–1964, 2001.

[22] L. Salazar, F. Kogan, and L. Roytman, “Use of remote sensing data for estimation of winter wheat yield in the United States,” *International Journal of Remote Sensing*, vol. 28, no. 17, pp. 3795–3811, 2007.

[23] B. M. Davis, “Uses and abuses of cross-validation in geostatistics,” *Mathematical Geology*, vol. 19, no. 3, pp. 241–248, 1987.

[24] R. S. Kovats, M. J. Bouma, S. Hajat, E. Worrall, and A. Haines, “El Niño and health,” *Lancet*, vol. 362, no. 9394, pp. 1481–1489, 2003.

[25] A. G. Barnston, M. Chelliah, and S. B. Goldenberg, “Documentation of a highly ENSO-related SST region in the equatorial Pacific,” *Atmosphere-Ocean*, vol. 35, no. 3, pp. 367–383, 1997.