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ABSTRACT. In this paper, we study the existence of rotating and traveling-wave solutions for the generalized surface quasi-geostrophic (gSQG) equation. The solutions are obtained by maximization of the energy over the set of rearrangements of a fixed function. The rotating solutions take the form of co-rotating vortices with $N$-fold symmetry. The traveling-wave solutions take the form of translating vortex pairs. Moreover, these solutions constitute the desingularization of co-rotating $N$ point vortices and counter-rotating pairs. Some other quantitative properties are also established.

1. INTRODUCTION AND MAIN RESULTS

In this paper, we consider the generalized surface quasi-geostrophic (gSQG) equation

$$
\begin{aligned}
\begin{cases}
\partial_t \vartheta + \mathbf{v} \cdot \nabla \vartheta = 0 & \text{in } \mathbb{R}^2 \times (0,T), \\
\mathbf{v} = \nabla^\perp (-\Delta)^{-s} \vartheta & \text{in } \mathbb{R}^2 \times (0,T),
\end{cases}
\end{aligned}
$$

(1.1)

where $1/2 \leq s \leq 1$, $\vartheta(x,t) : \mathbb{R}^2 \times (0,T) \to \mathbb{R}$ is the active scaler being transported by the velocity field $\mathbf{v}(x,t) : \mathbb{R}^2 \times (0,T) \to \mathbb{R}^2$ generated by $\vartheta$, and $(a_1, a_2)^\perp = (a_2, -a_1)$.

When $s = 1$, (1.1) is the vorticity formulation of the two-dimensional incompressible Euler equation; see [78]. When $s = 1/2$, (1.1) is the surface quasi-geostrophic (SQG) equation, which arises from oceanic and atmospheric science; see [62, 73]. (1.1) was proposed by Córdoba et al. in [39] as an interpolation between the Euler equation and the SQG equation. This model has a strong mathematical and physical analogy with the three-dimensional incompressible Euler equation, see [36] and the references therein.

For the two-dimensional incompressible Euler equation (i.e., $s = 1$), the global well-posedness of (1.1) with initial data in $L^1 \cap L^\infty$ was established by Yudovich [98]; see also Bardos [9] for another proof of existence. Since the work of Yudovich, the theory of weak solutions has been considerably improved. The $L^1$ assumption can be replaced by an appropriate symmetry condition thanks to the work of Elgindi and Jeong [49]. In [46], DiPerna and Majda introduced solutions with $L^p$ vorticity. Delort [45] considered solutions whose vorticity is a signed measure in $H^{-1}$. We refer to [78] for extensive discussion and bibliography in this respect. Compared with the Euler equation, it seems more complicated for the case $1/2 \leq s < 1$. It is delicate to extend the Yudovich theory of weak solutions to the gSQG equation because the velocity is, in general, not Lipschitz continuous. Local well-posedness of classical solutions of the SQG equation was established by Constantin et al. in [36]. Local well-posedness of the gSQG equation is known for sufficiently regular initial data; see [32, 34, 53, 69, 87] and the references therein. Local existence was also studied
in various function spaces, see for example [33, 74, 94, 95]. Resnick [86] showed global existence of weak solutions of the SQG equation with any initial data in $L^2$. Marchand [79] extended this result to the class of initial data belonging to $L^p$ with $p > 4/3$ (see [34, 53, 82] for more general classes of weak solutions). The non-uniqueness for weak solutions is a challenging open problem. Buckmaster et al. [13] proved that below a certain regularity threshold, weak solutions to the SQG equation are not unique. The problem of whether the gSQG system presents finite time singularities or there is global well-posedness of classical solutions is still open (except for the Euler equation $s = 1$). The early numerical simulations in [36] indicated a possible singularity in the form of a hyperbolic saddle closing in finite time. The scenario of a collapsing hyperbolic saddle blowup was ruled out by Córboda and Fefferman [37, 38]. In [68], Kiselev and Nazarov constructed solutions of the SQG equation (in a periodic setting) with arbitrary Sobolev growth. For more discussion in this direction, we refer the reader to [32, 69, 70, 97] and the references therein.

It is well known that all radially symmetric functions $\vartheta$ are stationary solutions to the gSQG equation due to the structure of the nonlinear term. An interesting issue is to construct other global solutions which do not change form as time evolves (called relative equilibria). The two most typical types are rotating and traveling-wave solutions, which are also the main objects focused on in the present paper. Their dynamics appear as simple flow configurations described by rotational or translational motions, but in fact they are extremely rich and exhibit complex behaviors.

In the study of rotating solutions, uniformly rotating patches (also known as V-states) seem to be the most favored. There is abundant literature devoted to the study of the V-states. The first example of explicit non trivial rotating patches for the Euler equation was discovered by Kirchhoff [67], which is an ellipse of semi-axes $a$ and $b$ is subject to a perpetual rotation with uniform angular velocity $ab/(a + b)^2$. In the 1970s, Deem and Zabusky [40] gave some numerical observations of the existence of more V-states with $N$-fold symmetry for $N \geq 2$. Recall that a domain is said to be $N$-fold symmetric if it is invariant under the rotation around its center with an angle of $2\pi/N$. The Kirchhoff ellipse is clearly 2-fold symmetric. By using bifurcation theory, Burbea [14] provided a first rigorous proof of existence for nonlinear rotating patches for $N \geq 3$ (see also [63]). In the spirit of Burbea’s approach, Hassainia and Hmidi [61] established the existence of the V-states for the gSQG equation with $s \in (1/2, 1)$. In [29], Castro et al. proved the existence of the V-states for the remaining open cases $s \in (0, 1/2)$. The construction of doubly connected V-states for the gSQG equation was considered in [43, 44]. In [92], Turkington proved the existence of co-rotating vortex patches with $N$-fold symmetry for the Euler equation by using variational method. Hmidi and Mateu [66] gave a direct proof of the existence of co-rotating and counter-rotating vortex pairs of simply connected patches for the gSQG equation with $s \in (1/2, 1]$ by using the contour dynamics equations. Recently, co-rotating vortex patches with $N$-fold symmetry for the gSQG equation was obtained by García [55] and Godard-Cadillac et al. [57]. Besides the V-states, exhibiting global rotating smooth solutions for the gSQG equation is also a matter of concern. In [31, 32], Castro et al. first showed the existence of uniformly rotating smooth solutions for the
gSQG equation by developing a bifurcation argument from a specific radially symmetric function. In [3], Ao et al. successfully applied the Lyapunov-Schmidt reduction method to construct travelling and rotating smooth solutions to the gSQG equation with $s \in (0, 1)$. For other relevant topics in this field, see [11, 30, 35, 48, 54, 68, 60, 63, 64, 65] and the references therein.

In the study of travelling-wave solutions, translating vortex pairs is the main concern. The literature of vortex pairs can be traced back to the work of Pocklington [85] in 1895. In 1906, Lamb [72] noted an explicit solution for the Euler equation which is now generally referred to as the Lamb dipole or Chaplygin-Lamb dipole; see [81]. The uniqueness for the circular vortex pair was established by Burton [18, 19]. Recently, Abe and Choi [1] proved orbital stability of the Lamb dipole. Exact travelling solutions are known only in special cases. Besides those exact solutions, the existence (and abundance) of translating vortex pairs for the Euler equation has been rigorously established. Norbury [84] first constructed smooth translating vortex pairs by using variational method. In [91], Turkington showed the existence of translating vortex pairs in patch setting. Burton [17] and Badiani [7] studied the existence of translating vortex pairs with a prescribed distribution of the vorticity. Inspired by Burton’s work, Elcrat and Miller [50, 51] extended Turkington’s result to the context of rearrangements of vorticity. By using the mountain pass lemma, the existence of translating vortex pairs was also proved by Ambrosetti and Yang [2], Yang [96], and Smets and Van Schaftingen [89]. Recently, Cao et al. [26] obtained a wide class of variational solutions with general profile functions. As for the gSQG equation, Hmidi and Mateu [66] obtained travelling vortex pairs in patch setting for the gSQG equation with $s \in (1/2, 1]$. In [59], Gravejat and Smets first proved the existence of smooth translating vortex pairs for the SQG equation. Godard-Cadillac [56] generalized this result to the gSQG equation with $s \in (0, 1)$. As mentioned above, smooth travelling solutions for the gSQG equation were also obtained by Ao et al. [3].

In this paper, we further study the existence of rotating and traveling-wave solutions for the gSQG equation. Before stating our main result, we first explicit the equations satisfied by rotating and traveling-wave solutions. We look for rotating solutions $\vartheta$ to (1.1) under the form

$$\vartheta(x, t) = \omega(Q_{-\alpha t}x),$$

(1.2)

where $\omega(x)$ is some profile function defined on $\mathbb{R}^2$, and

$$Q_\phi = \begin{pmatrix}
\cos \phi & -\sin \phi \\
\sin \phi & \cos \phi
\end{pmatrix}$$

is the counterclockwise rotation operator of angle $\phi$. Recall that the operator $(-\Delta)^{-s}$ is given by the expression

$$(-\Delta)^{-s}\omega(x) = \mathcal{G}_s\omega(x) = \int_{\mathbb{R}^2} G_s(x-y)\omega(y)dy,$$
where $G_s$ is the fundamental solution of $(-\Delta)^s$ in $\mathbb{R}^2$ given by

$$G_s(z) = \begin{cases} \frac{1}{2\pi} \ln \frac{1}{|z|}, & \text{if } s = 1; \\ \frac{c_s}{|z|^{2-2s}}, & \text{if } \frac{1}{2} \leq s < 1. \end{cases}$$

If we set

$$u = \nabla^\perp G_s \omega,$$

then by (1.1) and (1.2), we can recover the velocity field

$$v(x, t) = Q_{\alpha t} u(Q_{-\alpha t} x)$$

and the first equation in (1.1) is reduced to a stationary equation

$$\nabla^\perp (G_s \omega + \frac{\alpha}{2} |x|^2) \cdot \nabla \omega = 0.$$  \hspace{1cm} (1.3)

Hence it is natural to introduce the weak formulation of (1.3), namely, $\omega$ satisfies

$$\int_{\mathbb{R}^2} \omega \nabla^\perp (G_s \omega + \frac{\alpha}{2} |x|^2) \cdot \nabla \varphi dx = 0, \quad \forall \varphi \in C^\infty_0(\mathbb{R}^2).$$  \hspace{1cm} (1.4)

The vortex solutions we will construct belong to $L^p(\mathbb{R}^2)$ for some $p > 1$ and they are also of compact support. For the Euler equation, the integral in (1.4) makes sense if $p \geq 4/3$ by the standard theory of regularity for elliptic equations. It is slightly more subtle for the case $s \in [1/2, 1)$. Due to the standard elliptic theory for Riesz potentials the corresponding functions $G_s \omega \in \dot{W}^{2s, p}(\mathbb{R}^2)$, so the integral in (1.3) makes sense if $p \geq 2$. Notice that if $s < 1/2$, the regularity is not sufficient to provide a rigorous meaning to (1.4). For this reason, we restrict our attention to $s \in [1/2, 1]$.

Next, let us derive the equation satisfied by traveling-wave solutions. Up to a rotation, we may assume, without loss of generality, that these waves have a negative speed $-W$ in the vertical direction, so that

$$\vartheta(x, t) = \omega(x_1, x_2 + W t).$$

In this setting, the first equation in (1.1) is also reduced to a stationary equation

$$\nabla^\perp (G_s \omega - W x_1) \cdot \nabla \omega = 0,$$  \hspace{1cm} (1.5)

which has a weak form

$$\int_{\mathbb{R}^2} \omega \nabla^\perp (G_s \omega - W x_1) \cdot \nabla \varphi dx = 0, \quad \forall \varphi \in C^\infty_0(\mathbb{R}^2).$$  \hspace{1cm} (1.6)

From the above derivation, one sees that the construction of rotating and traveling-wave solutions for the gSQG equation can be reduced to solving stationary equations (1.3) and (1.5). In [4, 5, 6], Arnol’d proposed a variational principle which asserts that a stationary flow has extremal kinetic energy with respect to flows with equimeasurable vorticity. He also carried out a Lyapunov-type stability analysis. This consideration (in patch setting) can be traced back to the work of Kelvin [90]. Arnol’d’s idea was adapted by Benjamin [10] to study three-dimensional axisymmetric vortex rings in a uniform flow. Thanks to these works, the role of rearrangements in the theory of vorticity has attracted considerable attention and it has been proven successful in the study of the existence and stability for
steady solutions; see, e.g., 7 8 16 17 18 19 22 23 24 25 27 31 41 42 47 50 51 91 93. However, we would like to point out that these works mainly focused on the Euler equation and limited work has been done for the gSQG equation. The purpose of our paper is to construct rotating and traveling-wave solutions for the gSQG equation by following Arnol’d’s idea.

To state our main results, we need to introduce some notations. We denote by $B_R(x)$ the open ball in $\mathbb{R}^2$ of center $x$ and radius $R > 0$. If $\Omega \subset \mathbb{R}^2$ is measurable then $\text{meas}(\Omega)$ denotes the two-dimensional Lebesgue measure of $\Omega$. $1_\Omega$ denotes the characteristic function of $\Omega \subset \mathbb{R}^2$. The right half-plane is denoted by $\mathbb{R}^2_+ := \{(x_1, x_2) \in \mathbb{R}^2 : x_1 > 0\}$. Let $\xi$ be a non-negative Lebesgue integrable function on $\mathbb{R}^2$, we denote by $R(\xi)$ the set of (equimeasurable) rearrangements of $\xi$ on $\mathbb{R}^2$ defined by

$$ R(\xi) = \left\{ \xi \in L^1(\mathbb{R}^2) : \xi \geq 0 \text{ and } \text{meas}\{x : \xi(x) > \tau\} = \text{meas}\{x : \xi(x) > \tau\}, \forall \tau > 0 \right\}. $$

Let $\xi^*$ denote the (unique) radially symmetric nonincreasing rearrangement of $\xi$ centered at the origin. In the usual polar coordinates $(r, \theta)$, we shall say that $\xi$ is Steiner symmetric with respect to $\theta = 0$ if $\xi$ for the variable $\theta$ is the unique even function such that

$$ \xi(r, \theta) > \tau \quad \text{if and only if} \quad |\theta| < \frac{1}{2} \text{meas}\{\theta' \in (-\pi, \pi) : \xi(r, \theta') > \tau\}, $$

for any positive numbers $r$ and $\tau$, and any $-\pi < \theta < \pi$. For more information on rearrangements, see [75]. We denote by $\text{supp}(\xi)$ the (essential) support of $\xi$. Set

$$ U_N := \left\{(r \cos \theta, r \sin \theta) \in \mathbb{R}^2 : -\frac{\pi}{N} < \theta < \frac{\pi}{N} \right\}. $$

We are now in a position to state our main results. Our first main result establishes the existence co-rotating vortices with $N$-fold symmetry for the gSQG equation in the context of rearrangements. More precisely, we have the following theorem:

**Theorem 1.1.** Suppose $1/2 \leq s \leq 1$. Let $N \geq 2$ be an integer. Let non-negative $\xi \in L^p(\mathbb{R}^2)$ with $p \geq 4/3$ if $s = 1$ and $p = \infty$ if $1/2 \leq s < 1$. Suppose $\int_{\mathbb{R}^2} \xi dx = 1$ and $\text{meas}(\text{supp}(\xi)) = \pi$.

Then there exists $\varepsilon_0 > 0$ such that for any $\varepsilon \in (0, \varepsilon_0]$, (1.1) has a global rotating solution $\vartheta_{\varepsilon}(x, t)$ with the following properties:

(i) $\vartheta_{\varepsilon}(x, t) = \omega_{ro,\varepsilon}(Q_{-\alpha_{\varepsilon}t}x)$, where angular velocity $\alpha_{\varepsilon} \in \mathbb{R}$ and $\omega_{ro,\varepsilon} \in L^p(\mathbb{R}^2)$ is a weak solution to (1.3) in the sense of (1.4). Moreover, $\omega_{ro,\varepsilon}$ is $N$-fold symmetric, namely

$$ \omega_{ro,\varepsilon}(x) = \omega_{ro,\varepsilon}(Q_{\frac{2\pi}{N}}x) $$

for any $x \in \mathbb{R}^2$.

(ii) Any single period of $\omega_{ro,\varepsilon}$ is a rearrangement of $\xi_{\varepsilon}(x) \equiv \varepsilon^{-2}\xi(x/\varepsilon)$. More precisely, let $\omega_{\varepsilon} = \omega_{ro,\varepsilon}1_{U_N}$ be the $0$-th part of $\omega_{ro,\varepsilon}$, then $\omega_{\varepsilon} \in R(\xi_{\varepsilon})$. Moreover, $\omega_{\varepsilon}$ is Steiner symmetric with respect to $\theta = 0$. 
(iii) There exists some nonnegative and nondecreasing function $f_\varepsilon : \mathbb{R} \rightarrow \mathbb{R}$ with $f_\varepsilon(0) = 0$ satisfying $f_\varepsilon(\tau) > 0$ if $\tau > 0$, such that

$$\omega_{\rho_0,\varepsilon} = f_\varepsilon \circ \psi_\varepsilon,$$

where

$$\psi_\varepsilon(x) = G_s \omega_{\rho_0,\varepsilon} + \frac{\alpha_\varepsilon}{2} |x|^2 - \mu_\varepsilon$$

for some $\mu_\varepsilon \in \mathbb{R}$.

(iv) One has

$$\omega_{\rho_0,\varepsilon}(x) \rightharpoonup \sum_{k=0}^{N-1} \delta_{Q_{\frac{2\pi k\rho_0}{N}}(1,0)} \text{ as } \varepsilon \to 0^+,$$

where the convergence is in the sense of measures. Moreover, there exists a constant $R_0 > 0$ independent of $\varepsilon$ such that

$$\text{supp}(\omega_{\rho_0,\varepsilon}) \subset \bigcup_{k=0}^{N-1} B_{R_0} \left( Q_{\frac{2\pi k\rho_0}{N}}(1,0) \right).$$

(v) As $\varepsilon \to 0^+$, it holds

$$\alpha_\varepsilon \to \frac{N-1}{4\pi} \quad \text{if } s = 1; \quad \alpha_\varepsilon \to \sum_{k=1}^{N-1} \frac{c_s(1-s)}{|(1,0) - Q_{\frac{2\pi k\rho_0}{N}}(1,0)|^{2-2s}} \quad \text{if } \frac{1}{2} \leq s < 1. \quad (1.7)$$

In addition, concerning $\mu_\varepsilon$, we have

$$\mu_\varepsilon = \frac{1}{2\pi} \ln \frac{1}{\varepsilon} + O(1) \quad \text{if } s = 1; \quad \mu_\varepsilon = \frac{G_s \xi^s}{\varepsilon^{2-2s}} + o \left( \frac{1}{\varepsilon^{2-2s}} \right) \quad \text{if } \frac{1}{2} \leq s < 1.$$

(vi) Let $\tilde{\omega}_\varepsilon(x) = \varepsilon^2 \omega_\varepsilon(\varepsilon x)$ be the rescaled version of $\omega_\varepsilon$. Then there exists a translation $T_\varepsilon$ on $\mathbb{R}^2$ such that as $\varepsilon \to 0^+$, $T_\varepsilon \circ \omega_\varepsilon \to \xi^*$ in $L^q(\mathbb{R}^2)$ for every $q \in [1,p)$.

Remark 1.2. The parameter $\varepsilon$ is introduced for technical reasons. Since the domain considered here is unbounded, one need to overcome the lack of compactness. A natural strategy is to resort to concentration. The solutions will concentrate near some points when $\varepsilon$ is sufficiently small. This trick has been widely used in the construction of solutions; see for example [3, 26, 27, 28, 50, 51, 55, 57, 66, 91, 92]. Additionally, in the limit $\varepsilon \to 0^+$, we obtain a desingularization of $N$ point vortices located at the vertex of a regular polygon with $N$ sides (also called Thomson polygon). The point vortex model has received much attention in vorticity dynamics; see, e.g., [76, 77, 80, 88] and the references therein. The study of equal point vortices located at the vertices of a polygon, which rotates around its center, can be traced back to the work of Lord Kelvin 1878 and Thomson 1883. We refer the interested readers to [71, 83] for more information. We point out that the limiting angular velocity in (1.7) does correspond exactly to the speed of rotation of $N$ point vortices located at the vertex of a regular polygon with $N$ sides evolving according to the gSQG equation, see [55].
Remark 1.3. The support of $\omega_{ro,\varepsilon}$ has at least $N$ connected components when $\varepsilon$ is sufficiently small. Using scaling techniques, (vi) can be fed back into the stream function $\psi_{\varepsilon}$ by the standard elliptic theory. This fact can be used to further investigate the geometry the boundary of $\text{supp}(\omega_{ro,\varepsilon})$. For instance, for the Euler equation one can show that the boundary of $\text{supp}(\omega_{\varepsilon})$ converges to the unit circle in $C^1$ sense when $\varepsilon \to 0^+$; see, e.g., [91, 92]. The question that whether $\text{supp}(\omega_{\varepsilon})$ is convex is also interesting. However we are not able to answer this question here. For the regularity of $f_{\varepsilon}$, we refer to [52]. It is easy to prove that $f_{\varepsilon}$ and $\omega_{ro,\varepsilon}$ are both continuous provided $\xi$ is continuous.

Remark 1.4. If $\xi$ is a characteristic function of some measurable set, then the solutions in the above theorem are $N$ co-rotating vortex patches with $N$-fold symmetry. In this way we reobtained the known results in [55, 57, 92]. Our first main result can be viewed as a generalization of these results. In [66], Hmidi and Mateu obtained the existence of co-rotating and counter-rotating vortex pairs by a perturbative argument. Compared to the perturbative method, our method seems to has stronger physical motivation. We construct solutions by maximizing kinetic energy among flows with prescribed distribution of vorticity and prescribed angular momentum (see Sections 2 and 3 below). As remarked by Benjamin [10], this variational principle is especially natural since it involves only quantities that enjoy Lagrangean conservation. Moreover, it is reasonable to speculate that extrema of a variational problem formulated entirely in terms of conserved physical quantities should be stable; see [11, 4, 5, 6, 10, 22, 23, 24, 93].

Our second main result is on the existence of travelling-wave solutions. For the sake of simplicity, we focus on translating vortex pairs which are symmetric about the $x_2$-axis. More precisely, we have the following theorem:

**Theorem 1.5.** Suppose $1/2 \leq s \leq 1$. Let $W > 0$ be given. Let non-negative $\xi \in L^p(\mathbb{R}^2)$ with $p \geq 4/3$ if $s = 1$ and $p = \infty$ if $1/2 \leq s < 1$. Suppose $\int_{\mathbb{R}^2} \xi dx = 1$ and $\text{meas}(\text{supp}(\xi)) = \pi$.

Then there exists $\varepsilon_0 > 0$ such that for any $\varepsilon \in (0, \varepsilon_0]$, (1.1) has a global travelling-wave solution $\vartheta_{\varepsilon}(x,t)$ with the following properties:

1. $\vartheta_{\varepsilon}(x,t) = \omega_{tr,\varepsilon}(x_1, x_2 + Wt)$, where $\omega_{tr,\varepsilon} \in L^p(\mathbb{R}^2)$ is a weak solution to (1.5) in the sense of (1.6). Moreover, $\omega_{tr,\varepsilon}$ is an odd function with respect to the variable $x_1$.

2. Let $\omega_{\varepsilon} = \omega_{tr,\varepsilon}1_{\mathbb{R}_+^2}$ be the right half of $\omega_{tr,\varepsilon}$. Then $\omega_{\varepsilon} \in \mathcal{R}(\xi_{\varepsilon})$ with $\xi_{\varepsilon}(x) \equiv \varepsilon^{-2}\xi(x/\varepsilon)$. Moreover, $\omega_{\varepsilon}$ is symmetric decreasing in $x_2$. That is, $\omega_{\varepsilon}(x_1, x_2) = \omega_{\varepsilon}(x_1, -x_2) \geq \omega_{\varepsilon}(x_1, x_2')$ for all $x_1 \geq 0$ and $0 \leq x_2 \leq x_2'$.

3. There exists some nonnegative and nondecreasing function $f_{\varepsilon} : \mathbb{R} \to \mathbb{R}$ with $f_{\varepsilon}(0) = 0$ satisfying $f_{\varepsilon}(\tau) > 0$ if $\tau > 0$, such that

$$\omega_{tr,\varepsilon} = f_{\varepsilon} \circ \psi_{tr,\varepsilon},$$

for all $(x_1, x_2) \in \mathbb{R}_+^2$, where

$$\psi_{\varepsilon}(x) = G_{\mu_{tr,\varepsilon}} - W x_1 - \mu_{\varepsilon}$$

for some $\mu_{\varepsilon} \in \mathbb{R}$. 
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(iv) Denote
\[
d = \left(\frac{1}{4\pi W} \cdot \frac{\Gamma(2-s)}{\Gamma(s)}\right)^{\frac{1}{2s}}, \quad b_1 = d e_1, \quad b_2 = -d e_1, \quad e_1 = (1, 0).
\]
One has
\[\omega_{tr,\varepsilon}(x) \rightharpoonup \delta(x - b_1) - \delta(x - b_2) \quad \text{as} \quad \varepsilon \to 0^+,
\]
where the convergence is in the sense of measures. Moreover, there exists a constant \(R_0 > 0\) independent of \(\varepsilon\) such that
\[\text{diam}(\text{supp}(\omega_{\varepsilon})) \leq R_0 \varepsilon.
\]
(v) As \(\varepsilon \to 0^+\), we have
\[\mu_{\varepsilon} = \frac{1}{2\pi} \ln \frac{1}{\varepsilon} + O(1) \quad \text{if} \quad s = 1; \quad \mu_{\varepsilon} = \frac{K_s \xi^*}{\varepsilon^{2-2s}} + o \left(\frac{1}{\varepsilon^{2-2s}}\right) \quad \text{if} \quad \frac{1}{2} \leq s < 1.
\]
(vi) Let \(\tilde{\omega}_{\varepsilon}(x) = \varepsilon^2 \omega_{\varepsilon}(\varepsilon x)\) be the rescaled version of \(\omega_{\varepsilon}\). Then there exists a translation \(T_\varepsilon\) on \(\mathbb{R}^2\) such that as \(\varepsilon \to 0^+\), \(T_\varepsilon \circ \omega_{\varepsilon} \to \xi^*\) in \(L^q(\mathbb{R}^2)\) for every \(q \in [1, p]\).

Remark 1.6. For the Euler equation (i.e. \(s = 1\)), the above result is essentially contained in [17, 51, 91]. However, we include it here for the sake of completeness. To the best of our knowledge, there are not many known traveling-wave solutions to the gSQG equation; see [3, 56, 59, 66]. We provide here a new class of traveling-wave solutions to the gSQG equation.

Remark 1.7. In the limit \(\varepsilon \to 0^+\), we find that two point vortices with equal magnitude and opposite signs at distance \(2d\) exhibit a uniform translating motion with the speed
\[W = \frac{\Gamma(2-s)}{4\pi \Gamma(s)d^{3-2s}}.
\]
This classical result is well-known in the literature, see [3, 80] for example. In other words, we obtain a desingularization of a pair of point vortices with equal magnitude and opposite signs.

2. Construction of co-rotating vortices for the gSQG equation

In this section, we provide a variational construction of co-rotating vortices with \(N\)-fold symmetry for the gSQG equation. Consider the kinetic energy of the fluid
\[E_s(\omega) := \frac{1}{2} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} G_s(x-x') \omega(x) \omega(x') dx dx',
\]
and its angular momentum
\[L(\omega) = \int_{\mathbb{R}^2} |x|^2 \omega(x) dx.
\]
These quantities are conserved for sufficiently regular solutions to (1.1) (see for example [13]). Following idea of Arnol’d, we will use the following energy maximization principle:
Find a maximizer of the energy $E_s$ restricted on the set of all rearrangements of a given profile function $\xi$ with prescribed angular momentum.

Thanks to the $N$-fold symmetry of the desired solution, the kinetic energy may be rewritten as

$$E_s(\omega) = \frac{N}{2} \int_{U_N} \int_{U_N} K_s(x, x') \omega(x) \omega(x') dx dx',$$

where the kernel $K_s$ is given by

$$K_s(x, x') = \sum_{k=0}^{N-1} G_s \left( x, Q_{\frac{2k}{N}} x' \right).$$

For more information about kernel $K_s$, we refer to [57, 92] (see also the appendix below). Based on this observation, we shall restrict the construction to only one vortex inside the angular sector $U_N$. For convenience, let us introduce the energy functional

$$\mathcal{E}_s(\omega) = \frac{1}{2} \int_{U_N} \int_{U_N} K_s(x, x') \omega(x) \omega(x') dx dx',$$

and the function

$$\mathcal{K}_s \omega(x) = \int_{U_N} K_s(x, x') \omega(x') dx'.$$

Because of some essential differences between Newtonian potential ($s = 1$) and Riesz potential ($1/2 \leq s < 1$), we consider two cases separately. In subsection 2.1, we first construct co-rotating vortices with $N$-fold symmetry for the Euler equation. This situation is relatively simple and instructive. We will deal with the remaining cases $1/2 \leq s < 1$ in subsection 2.2.

2.1. The gSQG equation with $s = 1$. In this subsection, we consider the Euler equation. Let nonnegative $\xi \in L^p(\mathbb{R}^2)$ with $p \geq 4/3$ satisfy $\int_{\mathbb{R}^2} \xi dx = 1$ and $\text{meas}(\text{supp}(\xi)) = \pi$. Let $N \geq 2$ be an integer. Let $\varepsilon > 0$ and $\xi_{\varepsilon}(x) = \varepsilon^{-2} \xi(x/\varepsilon)$. It is easy to see that $\int_{\mathbb{R}^2} \xi_{\varepsilon} dx = 1$ and $\text{meas}(\text{supp}(\xi_{\varepsilon})) = \pi \varepsilon^2$. Let

$$S := \left\{ (r \cos \theta, r \sin \theta) \in \mathbb{R}^2 : \frac{1}{2} < r < \frac{3}{2}, \quad -\frac{\pi}{2N} < \theta < \frac{\pi}{2N} \right\}$$

and

$$\mathcal{A}_{\varepsilon} := \left\{ \omega \in \mathcal{R}(\xi_{\varepsilon}) : \omega = 0 \text{ a.e. on } \mathbb{R}^2 \setminus S \right\}, \quad \mathcal{B} := \left\{ \omega \in L^1(S) : L(\omega) = 1 \right\}.$$

Note that $\mathcal{A}_{\varepsilon}$ is not empty when $\varepsilon$ is sufficiently small. Inspired by Turkington’s work [92], we seek a maximizer of $\mathcal{E}_1$ relative to $\mathcal{A}_{\varepsilon} \cap \mathcal{B}$. However, the set $\mathcal{A}_{\varepsilon} \cap \mathcal{B}$ is not weakly compact in general, we thus first extend the class of admissible function for our maximization. Let $\mathcal{A}_{\varepsilon, 4/3}$ denote the weak closure of $\mathcal{A}_{\varepsilon}$ in $L^{4/3}(S)$. We shall work in the set $\tilde{\mathcal{A}}_{\varepsilon} := \mathcal{A}_{\varepsilon, 4/3} \cap \mathcal{B}$. We first have

Lemma 2.1. $\mathcal{E}_1$ attains its maximum value over $\tilde{\mathcal{A}}_{\varepsilon}$ at some $\omega_{\varepsilon}$, which is Steiner symmetric with respect to $\theta = 0$. 
Proof. Notice that $K_1(\cdot, \cdot) \in L^q(S \times S)$ for any $1 \leq q < +\infty$. It is easy to check that $E_1$ is bounded from above over $A_\varepsilon$. Let $\{\omega_j\} \subset A_\varepsilon$ be a sequence such that as $j \to +\infty$

$$E_1(\omega_j) \to \sup_{A_\varepsilon} E_1.$$ 

Up to a subsequence, we may assume that as $j \to +\infty$, $\omega_j \to \omega_\varepsilon$ weakly in $L^{4/3}(\mathbb{R}^2)$. Since $K_1(\cdot, \cdot) \in L^1(S \times S)$, we deduce that

$$\lim_{j \to +\infty} E_1(\omega_j) = E_1(\omega_\varepsilon).$$

This means that $\omega_\varepsilon$ is a maximizer. Moreover, by Lemma A.2 in the appendix, we may further assume that $\omega_\varepsilon$ is Steiner symmetric with respect to $\theta = 0$. Indeed, if otherwise, then we can replace $\omega_\varepsilon$ with its own angular Steiner symmetrization, which is still a maximizer. The proof is thus completed. 

Now, we further show that maximizer $\omega_\varepsilon$ in fact belongs to $A_\varepsilon \cap B$.

**Lemma 2.2.** There holds $\omega_\varepsilon \in A_\varepsilon \cap B$. Moreover, there exists a nonnegative and nondecreasing function $f_\varepsilon : \mathbb{R} \to \mathbb{R}$ with $f_\varepsilon(0) = 0$ satisfying $f_\varepsilon(\tau) > 0$ if $\tau > 0$, such that

$$\omega_\varepsilon(x) = f_\varepsilon(K_1 \omega_\varepsilon(x) + \frac{\alpha_\varepsilon}{2}|x|^2 - \mu_\varepsilon), \quad \forall x \in S, \quad (2.1)$$

for some Lagrange multipliers $\alpha_\varepsilon, \mu_\varepsilon \in \mathbb{R}$.

**Proof.** Thanks to the work of Burton [16, 19], we know that $A_\varepsilon$ is a convex set. So for each $\omega \in A_\varepsilon$, it holds $\omega_\tau := \omega_\varepsilon + \tau(\omega - \omega_\varepsilon) \in A_\varepsilon$ for any $\tau \in [0, 1]$. Since $\omega_\varepsilon$ is a maximizer, we have

$$\left. \frac{d}{d\tau} \right|_{\tau=0^+} E_1(\omega_\tau) = \int_S (\omega - \omega_\varepsilon) K_1 \omega_\varepsilon dx \leq 0,$$

which yields

$$\int_S \omega K_1 \omega_\varepsilon dx \leq \int_S \omega_\varepsilon K_1 \omega_\varepsilon dx.$$ 

By Lemma A.3 in the appendix, there exists some $\alpha_\varepsilon \in \mathbb{R}$ such that $\omega_\varepsilon$ is the maximizer of the linear functional

$$E_{1, \varepsilon}(\omega) = \int_S \omega(x) \left(K_1 \omega_\varepsilon(x) + \frac{\alpha_\varepsilon}{2}|x|^2\right) dx$$

relative to $A_{\varepsilon, 4/3}$. On the other hand, using the fact that $\omega_\varepsilon$ is Steiner symmetric with respect to $\theta = 0$, it is easy to verify that $K_1 \omega_\varepsilon$ is strictly symmetric decreasing with respect to $\theta$ in $S$. It follows that every level set of $K_1 \omega_\varepsilon + \alpha_\varepsilon|x|^2/2$ in $S$ has measure zero. By Lemma A.4 we have $\omega_\varepsilon \in A_\varepsilon$, and there exists a nondecreasing function $\tilde{f}_\varepsilon : \mathbb{R} \to \mathbb{R}$, such that for any $x \in S$,

$$\omega_\varepsilon(x) = \tilde{f}_\varepsilon(K_1 \omega_\varepsilon(x) + \frac{\alpha_\varepsilon}{2}|x|^2).$$

Let

$$\mu_\varepsilon := \sup \left\{ K_1 \omega_\varepsilon(x) + \frac{\alpha_\varepsilon}{2}|x|^2 : x \in S \text{ s.t. } \omega_\varepsilon(x) = 0 \right\} \in \mathbb{R},$$
and \( f_\varepsilon(\cdot) = \max\{\hat{f}_\varepsilon(\cdot + \mu_\varepsilon), 0\} \). We then have \( \omega_\varepsilon(x) = f_\varepsilon(K_1 \omega_\varepsilon(x) + \alpha_\varepsilon |x|^2/2 - \mu_\varepsilon) \) for any \( x \in S \). Moreover, by the definition of \( \mu_\varepsilon \) and the continuity of \( K_1 \omega_\varepsilon(x) \), we have \( f_\varepsilon(0) = 0 \) and \( f(\tau) > 0 \) if \( \tau > 0 \). The proof is thus complete.

For later discussion, let \( \psi_\varepsilon = K_1 \omega_\varepsilon(x) + \alpha_\varepsilon |x|^2/2 - \mu_\varepsilon \) be the corresponding stream function. We note that (2.1) is not yet sufficient to provide a dynamically possible steady vortex flow. To get a desired solution, we need to prove that the support of \( \omega_\varepsilon \) is away from the boundary of \( S \); see [92]. We will show that this is the case when \( \varepsilon \) is sufficiently small. It is based on the observation that in order to maximize energy, the support of a maximizer can not be too scattered. We will reach this goal by several steps. We begin by giving a lower bound of \( \mathcal{E}_1(\omega_\varepsilon) \). For convenience we will use \( C \) to denote various positive constants not depending on \( \varepsilon \) that may change from line to line.

**Lemma 2.3.** \( \mathcal{E}_1(\omega_\varepsilon) \geq \frac{1}{4\pi} \ln \frac{1}{\varepsilon} - C. \)

**Proof.** The key idea is to choose a suitable test function. Let

\[
\hat{\omega}_\varepsilon = \xi_\varepsilon^\ast(\cdot - \hat{x}_\varepsilon),
\]

for some \( \hat{x}_\varepsilon = (r_\varepsilon, 0) \) such that \( \hat{\omega}_\varepsilon \in \hat{A}_\varepsilon \). It is easy to see that \( r_\varepsilon \in (1 - C\varepsilon, 1 + \varepsilon) \) when \( \varepsilon \) is small. A direct calculation yields \( \mathcal{E}_1(\hat{\omega}_\varepsilon) \geq \frac{1}{4\pi} \ln \frac{1}{\varepsilon} - C \). Recalling \( \omega_\varepsilon \) is a maximizer, we have \( \mathcal{E}_1(\hat{\omega}_\varepsilon) \geq \mathcal{E}_1(\omega_\varepsilon) \) and the proof is complete. □

The following result shows that the support of \( \omega_\varepsilon \) is mostly concentrated.

**Lemma 2.4.** For every \( 0 < \sigma < 1 \), there exist a set \( \Omega_\sigma \subset S \) and a constant \( R_\sigma > 1 \) independent of \( \varepsilon \), such that

\[
\int_{\Omega_\sigma} \omega_\varepsilon dx \geq 1 - \sigma, \quad \text{diam}(\Omega_\sigma) \leq R_\sigma \varepsilon,
\]

and \( 1_{\Omega_\sigma} \) is Steiner symmetric with respect to \( \theta = 0 \).

**Proof.** By Lemma 2.3 we have

\[
\frac{1}{4\pi} \ln \frac{1}{\varepsilon} - C \leq \mathcal{E}_1(\omega_\varepsilon) \leq \frac{1}{4\pi} \int_S \int_S \ln \frac{1}{|x - x'|} \omega_\varepsilon(x) \omega_\varepsilon(x') dx dx' + C,
\]

which implies

\[
\int_S \int_S \ln \frac{\varepsilon}{|x - x'|} \omega_\varepsilon(x) \omega_\varepsilon(x') dx dx' \geq -C.
\]

On the other hand, by a simple rearrangement inequality (see [75], §3.4), we have for any \( x \in S \) and \( 1 < R < \infty \),

\[
\int_{|x - x'| < R \varepsilon} \ln \frac{\varepsilon}{|x - x'|} \omega_\varepsilon(x') dx' \leq \int_{|y| < R} \ln \frac{1}{|y|} \xi_\varepsilon^\ast(y) dy \leq C ||\xi||_{L^{4/3}} \leq C.
\]

Then (2.3) and (2.4) combine to give

\[
-C \leq \int \int_{|x - x'| > R \varepsilon} \ln \frac{\varepsilon}{|x - x'|} \omega(x) \omega(x') dx dx' \leq \ln \frac{1}{R} \int \int_{|x - x'| > R \varepsilon} \omega_\varepsilon(x) \omega_\varepsilon(x') dx dx'.
\]
Let
\[ \Omega(R) = \left\{ x \in S : \int_{|x-x'|>R\varepsilon} \omega_{\varepsilon}(x') dx' \leq \frac{1}{2} \right\}. \]

It follows from (2.5) that
\[ \int_{S\setminus\Omega(R)} \omega_{\varepsilon}(x) dx \leq \frac{2C}{\ln R}. \tag{2.6} \]

For every 0 < \sigma < 1, we set \( \Omega_{\sigma} = \Omega(R_{\sigma}/2) \) with \( R_{\sigma} = 2e^{2C/\sigma} \). From (2.6) we have
\[ \int_{\Omega_{\sigma}} \omega_{\varepsilon}(x) dx \geq 1 - \sigma. \]

By virtue of the \( \theta \)-symmetrization of \( \omega_{\varepsilon} \), we see that \( 1_{\Omega_{\sigma}} \) is also Steiner symmetric with respect to \( \theta = 0 \). We now prove \( \text{diam}(\Omega_{\sigma}) \leq R_{\sigma}\varepsilon \). Suppose it were not true. Then we can find two points \( z_1, z_2 \in \Omega_{\sigma} \) such that
\[ B_{R_{\sigma}\varepsilon/2}(z_1) \cap B_{R_{\sigma}\varepsilon/2}(z_2) = \emptyset. \]

Recalling the definition of \( \Omega_{\sigma} \), we derive
\[ 1 = \int_{S} \omega_{\varepsilon}(x) dx \geq \left( \int_{B_{R_{\sigma}\varepsilon/2}(z_1)} + \int_{B_{R_{\sigma}\varepsilon/2}(z_2)} \right) \omega_{\varepsilon}(x) dx > 1, \]
which leads to a contradiction and the proof is thus complete. \( \square \)

We now turn to estimate the angular velocity \( \alpha_{\varepsilon} \). For convenience, let us introduce
\[ \kappa(x, x') = \kappa(r, r', \theta - \theta') = -\frac{1}{2} \left( \frac{1}{r} \partial_r K_1(r, r', \theta - \theta') + \frac{1}{r'} \partial_{r'} K_1(r, r', \theta - \theta') \right). \]

From Turkington [92], we know that
\[ 0 \leq \kappa(x, x') \leq \frac{N}{\pi}, \quad \forall x, x' \in S. \tag{2.7} \]

The following lemma shows that \( \alpha_{\varepsilon} \) is uniformly bounded for \( \varepsilon \).

**Lemma 2.5.** Provided that \( \varepsilon \) is sufficiently small, it holds
\[ \alpha_{\varepsilon} = \int_{S} \int_{S} \kappa(x, x') \omega_{\varepsilon}(x) \omega_{\varepsilon}(x') dx dx'. \tag{2.8} \]

Consequently, we have
\[ 0 < \alpha_{\varepsilon} < \frac{N}{\pi}. \]

**Proof.** Set
\[ \rho := \min \left\{ \frac{1}{6}, \frac{1}{2} \sin \left( \frac{\pi}{2N} \right) \right\}. \]

Thanks to the constraint \( L(\omega_{\varepsilon}) = 1 \), it is easy to see that if \( \sigma \) is fixed small enough (independent of \( \varepsilon \), for example, say \( \sigma \leq 4\rho/(15 + 4\rho) \)) and \( \varepsilon \) is sufficiently small then
\[ \Omega_{\sigma} \subset B_{R_{\sigma}\varepsilon}(x_{\varepsilon}^*) \subset \left\{ x \in S : 1 - \frac{\rho}{2} < |x| < 1 + \frac{\rho}{2} \right\}. \]
for some \(x^*_\varepsilon = (r^*_\varepsilon, 0)\). It follows that
\[
K_1\omega_\varepsilon(x) \geq \frac{1 - \sigma}{2\pi} \ln \frac{1}{\varepsilon} - C \quad \text{whenever } x \in B_{R}\varepsilon(x^*_\varepsilon),
\]
(2.9)
and
\[
K_1\omega_\varepsilon(x) \leq \frac{\sigma}{2\pi} \ln \frac{1}{\varepsilon} + C, \quad \text{whenever } x \in S \setminus B_{\rho}((1, 0)).
\]
(2.10)
Let
\[
S_1 := \left\{ x \in S : \frac{1}{2} + \frac{1}{6} < |x| < 1 - \frac{1}{6} \right\} \quad \text{and} \quad S_2 := \left\{ x \in S : 1 + \frac{1}{6} < |x| < \frac{3}{2} - \frac{1}{6} \right\}.
\]

We now prove that \(\psi_\varepsilon < 0\) in \(S' = S_1 \cup S_2\) if \(\varepsilon\) is sufficiently small. We argue by contradiction. If the statement was false, then there exists a point \(x \in S'\) satisfying \(\psi_\varepsilon(x) \geq 0\). Then for any \(y \in S\) such that \(\psi_\varepsilon(y) \leq 0\) we have clearly
\[
0 \geq \psi^\prime_\varepsilon(y) - \psi^\prime_\varepsilon(x) = K_1\omega_\varepsilon(y) - K_1\omega_\varepsilon(x) + \frac{\alpha_\varepsilon}{2} (|y|^2 - |x|^2).
\]
(2.11)
When \(\varepsilon\) is small enough, we can find a point \(y^1 \in S \setminus B_{\rho}((1, 0))\) such that \(\psi_\varepsilon(y^1) \leq 0\), and which satisfies the two conditions
\[
\text{sign}(\alpha_\varepsilon) = \text{sign}(|y^1|^2 - |x|^2) \quad \text{and} \quad ||y^1|^2 - |x|^2| \geq \frac{1}{12}.
\]
Substituting \(y^1\) for \(y\) in the inequality (2.11), we obtain \(|\alpha_\varepsilon| \leq 24 (K_1\omega_\varepsilon(x) - K_1\omega_\varepsilon(y^1))\). Combining this with (2.10), we get
\[
|\alpha_\varepsilon| \leq C_1 \sigma \ln \frac{1}{\varepsilon} + C,
\]
(2.12)
for some positive constant \(C_1\) independent of \(\sigma\) and \(\varepsilon\). On the other hand, we may choose \(y^2 \in B_{R}\varepsilon(x^*_\varepsilon)\) such that \(\psi_\varepsilon(y^2) \leq 0\) since \(\text{meas}(\text{supp}(\omega_\varepsilon)) = \pi\varepsilon^2\). Now inequality (2.11) combined with (2.9) and (2.12) yields
\[
\frac{1 - \sigma}{2\pi} \ln \frac{1}{\varepsilon} - C \leq K_1\omega_\varepsilon(y^2) \leq K_1\omega_\varepsilon(x) + \frac{|\alpha_\varepsilon|}{2} (|y^2|^2 - |x|^2)
\]
\[
\leq C_2 \sigma \ln \frac{1}{\varepsilon} + C,
\]
(2.13)
for some positive constant \(C_2\) independent of \(\sigma\) and \(\varepsilon\). Now let \(\sigma\) be fixed so that \(1 - \sigma > 2\pi C_2 \sigma\). We get a contradiction from (2.13) when \(\varepsilon\) is small enough. In other words, we have established that \(\text{supp}(\omega_\varepsilon) \cap S' = \emptyset\).

We now prove that \(\alpha_\varepsilon\) is uniformly bounded with respect to \(\varepsilon\). We decompose \(\omega_\varepsilon\) as follows: \(\omega_\varepsilon = \omega_{\varepsilon,1} + \omega_{\varepsilon,2}\) where
\[
\omega_{\varepsilon,1} = \omega_\varepsilon 1_{\left\{ 1 - \frac{1}{12} < |x| < 1 + \frac{1}{12} \right\}}, \quad \omega_{\varepsilon,2} = \omega_\varepsilon 1_{\left\{ \frac{1}{2} < |x| < \frac{1}{2} + \frac{1}{12} \cup \frac{3}{2} - \frac{1}{12} < |x| < \frac{3}{2} \right\}}.
\]
Then we have \(\int_S \omega_{\varepsilon,1} dx \geq 1 - \sigma\) and \(\int_S \omega_{\varepsilon,2} dx \leq \sigma\). By definition of \(\psi_\varepsilon\) we have
\[
\frac{1}{r}(\psi_\varepsilon)_r = \frac{1}{r}(K_1\omega_{\varepsilon,1})_r + \frac{1}{r}(K_1\omega_{\varepsilon,2})_r + \alpha_\varepsilon.
\]
(2.14)
If we multiply (2.14) by $\omega_{\varepsilon,1}$ and integrate we get
\[
\int_S \frac{1}{r}(\psi_{\varepsilon})_r \omega_{\varepsilon,1} dx = \int_S \frac{1}{r}(K_1 \omega_{\varepsilon,1})_r \omega_{\varepsilon,1} dx + \int_S \frac{1}{r}(K_1 \omega_{\varepsilon,2})_r \omega_{\varepsilon,1} dx + \alpha_{\varepsilon} \int_S \omega_{\varepsilon,1} dx. \tag{2.15}
\]
Let $F_{\varepsilon}(\tau) := \int_0^\tau f_{\varepsilon}(\tau') d\tau'$. Then
\[
\int_S \frac{1}{r}(\psi_{\varepsilon})_r \omega_{\varepsilon,1} dx = \int_{\frac{\pi}{2}}^{\frac{3\pi}{2}} \int_0^{\frac{1}{1-\frac{1}{6}} \alpha_{\varepsilon}} (F_{\varepsilon}(\psi_{\varepsilon}))_r dr d\theta = 0. \tag{2.16}
\]
On the other hand, by definition of the kernel $\kappa$ we have
\[
\int_S \frac{1}{r}(K_1 \omega_{\varepsilon,1})_r \omega_{\varepsilon,1} dx = -\int_S \int_S \kappa(x,x') \omega_{\varepsilon,1}(x) \omega_{\varepsilon,1}(x') dx dx'. \tag{2.17}
\]
Since $\text{dist} (\text{supp}(\omega_{\varepsilon,1}), \text{supp}(\omega_{\varepsilon,2})) \geq 1/6$, we have
\[
\int_S \frac{1}{r}(K_1 \omega_{\varepsilon,2})_r \omega_{\varepsilon,1} dx \leq C. \tag{2.18}
\]
It follows from (2.15), (2.16), (2.17) and (2.18) that
\[
|\alpha_{\varepsilon}| \leq C. \tag{2.19}
\]
With the above estimate of $\alpha_{\varepsilon}$ in hand, we can further show that $\text{supp}(\omega_{\varepsilon}) \subset B_\rho((1,0))$ when $\varepsilon$ is sufficiently small. We argue by contradiction. If the assertion would not hold, then we can find a point $x \in S \setminus B_\rho((1,0))$ such that $\psi_{\varepsilon}(x) > 0$. On the other hand, we can find a point $y \in B_{R \sigma \varepsilon}(x^*)$ such that $\psi_{\varepsilon}(y) \leq 0$. Hence we have
\[
0 \geq \psi_{\varepsilon}(y) - \psi_{\varepsilon}(x) = K_1 \omega_{\varepsilon}(y) - K_1 \omega_{\varepsilon}(x) + \frac{\alpha_{\varepsilon}}{2}(|y|^2 - |x|^2),
\]
which, together with (2.9), (2.10) and (2.19), implies
\[
\frac{1 - \sigma}{2 \pi} \ln \frac{1}{\varepsilon} \leq \frac{\sigma}{2 \pi} \ln \frac{1}{\varepsilon} + C.
\]
This is impossible if $0 < \sigma < 1/2$ and $\varepsilon$ is sufficiently small.

Note that we have established that $\text{supp}(\omega_{\varepsilon}) \subset B_\rho((1,0))$. So if we go back to (2.15) and (2.17), we get
\[
\alpha_{\varepsilon} = -\int_S \frac{1}{r}(K_1 \omega_{\varepsilon,1})_r \omega_{\varepsilon,1} dx = \int_S \int_S \kappa(x,x') \omega_{\varepsilon}(x) \omega_{\varepsilon}(x') dx dx',
\]
and the proof is complete. \hfill \Box

In the proof of Lemma 2.5, we have established that $\text{dist} (\text{supp}(\omega_{\varepsilon}), \partial S) > 0$ if $\varepsilon$ is sufficiently small. With this fact in hand, we can now show that $\omega_{\varepsilon}$ is a steady solution in the sense of (1.4). More precisely, we have

**Lemma 2.6.** Provided that $\varepsilon$ is sufficiently small, it holds
\[
\int_{\mathbb{R}^2} \omega_{\varepsilon} \nabla^\perp (K_1 \omega_{\varepsilon} + \frac{\alpha_{\varepsilon}}{2} |x|^2) \cdot \nabla \varphi dx = 0, \quad \forall \varphi \in C_0^\infty(\mathbb{R}^2).\]
Proof. Recall that
\[ \omega_\varepsilon(x) = f_\varepsilon(K_1 \omega_\varepsilon(x) + \frac{\alpha_\varepsilon}{2}|x|^2 - \mu_\varepsilon), \quad \forall x \in S. \]
For any \( \varphi \in C_0^\infty(\mathbb{R}^2) \), we can integrate by parts to obtain
\[
\int_{\mathbb{R}^2} \omega_\varepsilon \nabla \perp (K_1 \omega_\varepsilon + \frac{\alpha_\varepsilon}{2}|x|^2) \cdot \nabla \varphi dx = - \int_S F_\varepsilon(\psi_\varepsilon) (\partial_{x_2} \partial_{x_1} \varphi - \partial_{x_1} \partial_{x_2} \varphi) dx = 0,
\]
which completes the proof. \( \square \)

Now we turn to study the asymptotic behaviors of \( \omega_\varepsilon \) when \( \varepsilon \to 0^+ \). We begin by giving a lower bound of the Lagrange multiplier \( \mu_\varepsilon \).

Lemma 2.7. For \( \varepsilon \) small, we have
\[ \mu_\varepsilon \geq \frac{1}{2\pi} \ln \frac{1}{\varepsilon} - C. \]
Proof. Notice that
\[
2\mathcal{E}_1(\omega_\varepsilon) = \int_S \omega_\varepsilon K_1 \omega_\varepsilon dx = \int_S \omega_\varepsilon \psi_\varepsilon dx + \mu_\varepsilon - \frac{\alpha_\varepsilon}{2}. \tag{2.20}
\]
In view of Lemmas 2.3 and 2.5, it suffices to show that \( \int_S \omega_\varepsilon \psi_\varepsilon dx \leq C \). By definition, we have
\[ - \Delta \psi_\varepsilon = \omega_\varepsilon + O(1), \quad \text{on } S. \tag{2.21} \]
If we multiply both sides of (2.21) by \( \psi_\varepsilon^+ := \max\{\psi_\varepsilon, 0\} \) and integrate by parts, we get
\[
\int_S |\nabla \psi_\varepsilon^+|^2 dx = \int_S \omega_\varepsilon \psi_\varepsilon^+ dx + O(1) \int_S \psi_\varepsilon^+ dx. \tag{2.22}
\]
Let \( q = p/(p-1) \). By Hölder inequality and the Sobolev imbedding theorem, recalling \( \|\omega_\varepsilon\|_{L^p} = \|\xi_\varepsilon\|_{L^p} = \varepsilon^{-2/q} \|\xi\|_{L^p} \), we have
\[
\int_S \omega_\varepsilon \psi_\varepsilon^+ dx \leq \|\omega_\varepsilon\|_{L^p} \|\psi_\varepsilon^+\|_{L^q} \leq C \varepsilon^{-2/q} \|\xi\|_{L^p} [\text{meas(supp}(\psi_\varepsilon^+))]^{1/q} \|
\nabla \psi_\varepsilon^+\|_{L^2} \leq C \|
abla \psi_\varepsilon^+\|_{L^2} \tag{2.23}
\]
and
\[
\int_S \psi_\varepsilon^+ dx \leq C \|
abla \psi_\varepsilon^+\|_{L^2}. \tag{2.24}
\]
If we combine (2.22), (2.23) and (2.24), we see that \( \int_S \omega_\varepsilon \psi_\varepsilon dx \leq C \). The proof is completed. \( \square \)

Now we show that the size of \( \text{supp}(\omega_\varepsilon) \) is of order \( \varepsilon \). To this end, we first recall an auxiliary lemma.

Lemma 2.8 (28, Lemma 2.8). Let \( \Omega \subset \mathbb{R}^2 \), \( 0 < \varepsilon < 1 \), let non-negative \( \omega_0 \in L^1(\mathbb{R}^2) \), \( \int_{\mathbb{R}^2} \omega_0(x) dx = 1 \) and \( \|\omega_0\|_{L^p} \leq C_3 \varepsilon^{-(1-1/p)} \) for some \( 1 < p \leq +\infty \) and \( C_3 > 0 \). Suppose for any \( x \in \Omega \), it holds
\[
\ln \frac{1}{\varepsilon} \leq \int_{\mathbb{R}^2} \ln \frac{1}{|x-x'|} \omega_0(x') dx' + C_4.
\]
where $C_4$ is a positive constant. Then

$$\text{diam}(\Omega) \leq R\varepsilon,$$

for some constant $R > 0$, which may depend on $C_3, C_4$, but not on $\varepsilon$.

**Lemma 2.9.** There exists some $R_0 > 1$ independent of $\varepsilon$, such that

$$\text{diam}(\text{supp}(\omega_\varepsilon)) \leq R_0\varepsilon. \quad (2.25)$$

**Proof.** First, we have

$$\|\omega_\varepsilon\|_{L^p} = \|\xi_\varepsilon\|_{L^p} = \varepsilon^{-2(1-1/p)}\|\xi\|_{L^p}.$$ Notice that for any $x \in \text{supp}(\omega_\varepsilon)$, there holds $\psi_\varepsilon(x) \geq 0$. It follows that

$$\frac{1}{2\pi} \int_S \ln \frac{1}{|x-x'|} \omega_\varepsilon(x')dx' + C \geq K_1\omega_\varepsilon(x) \geq \mu_\varepsilon - \frac{\alpha_\varepsilon}{2} |x|^2 \geq \frac{1}{2\pi} \ln \frac{1}{\varepsilon} - C.$$ Using Lemma 2.8 we immediately get the desired result. \qed

As a consequence of Lemmas 2.9, we have

**Lemma 2.10.** As $\varepsilon \to 0^+$, one has

$$\omega_\varepsilon \rightharpoonup \delta(x - (1, 0)),$$

where the convergence is in the sense of measures.

Moreover, recalling (2.8), we find upon calculation that (see also [92])

**Lemma 2.11.** As $\varepsilon \to 0^+$, one has

$$\alpha_\varepsilon \to \frac{N-1}{\pi}.$$ Using Riesz’s rearrangement inequality, we can also sharpen Lemmas 2.3 and 2.7 as follows

**Lemma 2.12.** One has

$$\mathcal{E}_1(\omega_\varepsilon) = \frac{1}{4\pi} \ln \frac{1}{\varepsilon} + O(1), \quad (2.26)$$

$$\mu_\varepsilon = \frac{1}{2\pi} \ln \frac{1}{\varepsilon} + O(1). \quad (2.27)$$

**Proof.** In view of (2.20), it suffices to prove (2.26). On the one hand, by Lemma 2.3 we already have

$$\mathcal{E}_1(\omega_\varepsilon) \geq \frac{1}{4\pi} \ln \frac{1}{\varepsilon} - C. \quad (2.28)$$
On the other hand, by Riesz's rearrangement inequality, we have

\[ \mathcal{E}_1(\omega_\varepsilon) \leq \frac{1}{2} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} K_1(x - x') \omega_\varepsilon(x) \omega_\varepsilon(x') dx dx' \]

\[ \leq \frac{1}{4\pi} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \ln \frac{1}{|x - x'|} \omega_\varepsilon(x) \omega_\varepsilon(x') dx dx' + C \]

\[ \leq \frac{1}{4\pi} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \ln \frac{1}{|x - x'|} \omega_\varepsilon^*(x) \omega_\varepsilon^*(x') dx dx' + C \]  

(2.29)

\[ \leq \frac{1}{4\pi} \ln \frac{1}{\varepsilon} + \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \ln \frac{1}{|x - x'|} \xi^*(x) \xi^*(x') dx dx' + C \]

\[ \leq \frac{1}{4\pi} \ln \frac{1}{\varepsilon} + C. \]

Now (2.26) is just (2.28) and (2.29) combined. \( \square \)

Finally, we turn to study the asymptotic shape of \( \omega_\varepsilon \). To achieve this aim, we define the center of \( \omega_\varepsilon \)

\[ x_\varepsilon := \int_S x \omega_\varepsilon(x) dx \]

and its rescaled version

\[ \zeta_\varepsilon(x) := \varepsilon^2 \omega_\varepsilon(x_\varepsilon + \varepsilon x). \]

From the above results, we know that \( \zeta_\varepsilon \in \mathcal{R}(\xi) \) and \( \text{supp}(\zeta_\varepsilon) \subset B_{R_0}(0) \). The following result determines the asymptotic nature of \( \omega_\varepsilon \) in terms of its rescaled version \( \zeta_\varepsilon \).

**Lemma 2.13.** As \( \varepsilon \to 0^+ \), one has \( \zeta_\varepsilon \to \xi^* \) in \( L^q(\mathbb{R}^2) \) for any \( q \in [1, p) \).

**Proof.** Let \( q \in (1, p) \), then \( \|\zeta_\varepsilon\|_{L^q} = \|\xi\|_{L^q} \). We may assume that \( \zeta_\varepsilon \to \zeta \) weakly in \( L^q \) as \( \varepsilon \to 0^+ \). By the uniform convexity of \( L^q \), it suffices to prove \( \zeta = \xi^* \). By Riesz’s rearrangement inequality we first have

\[ \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \ln \frac{1}{|x - y|} \zeta_\varepsilon(x) \zeta_\varepsilon(x') dx dx' \leq \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \ln \frac{1}{|x - y|} \xi^*(x) \xi^*(x') dx dx', \]

and hence

\[ \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \ln \frac{1}{|x - y|} \zeta(x) \zeta(x') dx dx' \leq \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \ln \frac{1}{|x - y|} \xi^*(x) \xi^*(x') dx dx'. \]  

(2.30)

On the other hand, let \( \tilde{\omega}_\varepsilon \) be defined by (2.22), we have by \( \mathcal{E}_e(\omega_\varepsilon) \geq \mathcal{E}_e(\tilde{\omega}_\varepsilon) \)

\[ \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \ln \frac{1}{|x - y|} \zeta_\varepsilon(x) \zeta_\varepsilon(x') dx dx' \geq \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \ln \frac{1}{|x - y|} \xi^*(x) \xi^*(x') dx dx' + o(1). \]

Letting \( \varepsilon \to 0^+ \), we get

\[ \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \ln \frac{1}{|x - y|} \zeta(x) \zeta(x') dx dx' = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \ln \frac{1}{|x - y|} \xi^*(x) \xi^*(x') dx dx' \]  

(2.31)
By Lemma 3.2 in Burchard–Guo [15], we know that there exists a translation $\mathcal{T}$ on $\mathbb{R}^2$ such that $\mathcal{T} \circ \zeta = \xi^*$. Since
$$
\int_{\mathbb{R}^2} x\zeta dx = \int_{\mathbb{R}^2} x\xi^* dx = (0, 0),
$$
we conclude that $\zeta = \xi^*$. Hence we have established that $\zeta_\varepsilon \to \xi^*$ in $L^q(\mathbb{R}^2)$ for any $q \in (1, p)$. Recall that $\text{supp}(\zeta_\varepsilon) \subset B_{R_0}(0)$. Using Hölder inequality, we also have $\zeta_\varepsilon \to \xi^*$ in $L^1(\mathbb{R}^2)$. The proof is thus complete.

**Remark 2.14.** From the above proof, one also see that if $p < +\infty$, then $\tilde{\omega}_\varepsilon \to \xi^*$ in $L^p(\mathbb{R}^2)$.

### 2.2. The gSQG equation with $1/2 \leq s < 1$.

In this subsection, we consider the gSQG equation with $1/2 \leq s < 1$. Let nonnegative $\xi \in L^\infty(\mathbb{R}^2)$ satisfy $\int_{\mathbb{R}^2} \xi dx = 1$ and $\text{meas}(\text{supp}(\xi)) = \pi$. Let $N \geq 2$ be an integer. Let $\varepsilon > 0$ and $\xi_\varepsilon(x) = \varepsilon^{-2}\xi(x/\varepsilon)$. Let
$$
S := \left\{ (r \cos \theta, r \sin \theta) \in \mathbb{R}^2 : \frac{1}{2} < r < \frac{3}{2}, -\frac{\pi}{2N} < \theta < \frac{\pi}{2N} \right\}.
$$
Let
$$
A_\varepsilon := \{ \omega \in \mathcal{R}(\xi_\varepsilon) : \omega = 0 \text{ a.e. on } \mathbb{R}^2 \setminus S \}, \quad B := \{ \omega \in L^1(S) : L(\omega) = 1 \}.
$$
The weak closure of $A_\varepsilon$ in $L^q(S)$ is denoted by $A_{\varepsilon,4}$. Set $\tilde{A}_\varepsilon = A_{\varepsilon,4} \cap B$. Observe that $K_s \in L^q(S \times S)$ for every $1 \leq q < 1/(1-s)$. Using the same arguments as employed in the preceding subsection, we can easily get the following result:

**Lemma 2.15.** $E_s$ attains its maximum value over $\tilde{A}_\varepsilon$ at some $\omega_\varepsilon \in A_\varepsilon$, which is Steiner symmetric with respect to $\theta = 0$. Moreover, there exists a nonnegative and nondecreasing function $f_\varepsilon : \mathbb{R} \to \mathbb{R}$ with $f_\varepsilon(0) = 0$ satisfying $f(\tau) > 0$ if $\tau > 0$, such that
$$
\omega_\varepsilon(x) = f_\varepsilon(K_s \omega_\varepsilon(x) + \frac{\alpha_\varepsilon}{2}|x|^2 - \mu_\varepsilon), \quad \forall x \in S,
$$
for some Lagrange multipliers $\alpha_\varepsilon, \mu_\varepsilon \in \mathbb{R}$.

Let $\psi_\varepsilon = K_s \omega_\varepsilon(x) + \alpha_\varepsilon|x|^2/2 - \mu_\varepsilon$ be the corresponding stream function. The following lemma gives an asymptotic estimate of $E_s(\omega_\varepsilon)$.

**Lemma 2.16.** One has
$$
E_s(\omega_\varepsilon) = \frac{A_s}{\varepsilon^2 - 2s} + O(1),
$$
where
$$
A_s = \frac{c_s}{2} \int_{B_1(0)} \int_{B_1(0)} \frac{1}{|x-x'|^{2-2s}} \xi^*(x)\xi^*(x') dxdx' .
$$

**Proof.** Let $\tilde{\omega}_\varepsilon$ be defined by (22). A simple calculation yields
$$
E_s(\omega_\varepsilon) \geq E_s(\tilde{\omega}_\varepsilon) = \frac{A_s}{\varepsilon^2 - 2s} + O(1).
$$
On the other hand, by Riesz’s rearrangement inequality we have
$$
E_s(\omega_\varepsilon) \leq \frac{c_s}{2} \int_S \int \frac{1}{|x-x'|^{2-2s}} \xi_\varepsilon^*(x)\xi_\varepsilon^*(x') dxdx' + C = \frac{A_s}{\varepsilon^2 - 2s} + C.
$$
If we combine (2.33) and (2.34), we obtain (2.32) and complete the proof.

Unlike the procedure in subsection 2.4.1 we first determine the asymptotic behaviour of \( \omega_\varepsilon \) in terms of its rescaled version. We introduce the center of \( \omega_\varepsilon \)

\[
x_\varepsilon := \int_S x \omega_\varepsilon(x) dx
\]

and its (first) rescaled version

\[
\tilde{\zeta}_\varepsilon(x) := \varepsilon^2 \omega_\varepsilon(x_\varepsilon + \varepsilon x).
\]

Note that \( \tilde{\zeta}_\varepsilon \in \mathcal{R}(\xi) \). We have the following result.

**Lemma 2.17.** There exists \{\( z_\varepsilon^\varepsilon \)\} \( \subset \mathbb{R}^2 \) such that as \( \varepsilon \to 0^+ \), \( \tilde{\zeta}_\varepsilon(\cdot + z_\varepsilon) \to \xi^* \) in \( L^q(\mathbb{R}^2) \) for every \( 1 \leq q < +\infty \).

**Proof.** We first observe that

\[
\mathcal{E}_r(\omega_\varepsilon) = \frac{c_\varepsilon}{2\varepsilon^{2-2s}} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{1}{|x - x'|^{2-2s}} \tilde{\zeta}_\varepsilon(x) \tilde{\zeta}_\varepsilon(x') dx dx' + O(1).
\]

If we combine this with (2.32), we see that

\[
\lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{1}{|x - x'|^{2-2s}} \tilde{\zeta}_\varepsilon(x) \tilde{\zeta}_\varepsilon(x') dx dx' = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{1}{|x - x'|^{2-2s}} \xi^*(x) \xi^*(x') dx dx'. \tag{2.35}
\]

Recall that \( \tilde{\zeta}_\varepsilon \in \mathcal{R}(\xi) \). By Theorem 1 in Burchard–Guo [15], we find that there exists \{\( z_\varepsilon^\varepsilon \)\} \( \subset \mathbb{R}^2 \) such that

\[
\lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} (\tilde{\zeta}_\varepsilon(x + z_\varepsilon) - \xi^*(x)) \frac{1}{|x - x'|^{2-2s}} (\tilde{\zeta}_\varepsilon(x' + z_\varepsilon) - \xi^*(x')) dx dx' = 0. \tag{2.36}
\]

Since \( \xi \in L^1 \cap L^\infty \), up to a subsequence we may assume that \( \tilde{\zeta}_\varepsilon(\cdot + z_\varepsilon) \to \zeta \) weakly in \( L^q(\mathbb{R}^2) \) as \( \varepsilon \to 0^+ \) for every \( 1 < q < +\infty \). Then we have

\[
\int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{1}{|x - x'|^{2-2s}} \zeta(x) \zeta(x') dx dx' \leq \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{1}{|x - x'|^{2-2s}} \xi^*(x) \xi^*(x') dx dx', \tag{2.37}
\]

and

\[
\lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{1}{|x - x'|^{2-2s}} \tilde{\zeta}_\varepsilon(x + z_\varepsilon) \xi^*(x') dx dx' = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{1}{|x - x'|^{2-2s}} \zeta(x) \xi^*(x') dx dx'. \tag{2.38}
\]

If we combine (2.35), (2.36), (2.37) and (2.38), we obtain

\[
\int_{\mathbb{R}^2} \int_{\mathbb{R}^2} (\zeta(x) - \xi^*(x)) \frac{1}{|x - x'|^{2-2s}} (\zeta(x) - \xi^*(x')) dx dx' = 0,
\]

from which it follows that \( \zeta = \xi^* \) (see [15], §9.8). Since \( \|\zeta_\varepsilon\|_{L^q} = \|\xi^*\|_{L^q} \), we conclude that \( \tilde{\zeta}_\varepsilon(\cdot + z_\varepsilon) \to \xi^* \) in \( L^q(\mathbb{R}^2) \) as \( \varepsilon \to 0^+ \). It remains to show \( \tilde{\zeta}_\varepsilon(\cdot + z_\varepsilon) \to \xi^* \) in \( L^1(\mathbb{R}^2) \). Indeed, this can be obtained by Brézis-Lieb lemma [12], since \( \|\zeta_\varepsilon\|_{L^1} = \|\xi^*\|_{L^1} = 1 \). The proof is thus complete. \( \square \)
For further use, let \( x^*_\varepsilon := x_\varepsilon + \varepsilon z_\varepsilon \) be the modified center, and \( \zeta_\varepsilon := \tilde{\zeta}_\varepsilon (\cdot + z_\varepsilon) \). Note that
\[
\int_{B_\varepsilon(x^*_\varepsilon)} \omega_\varepsilon(x) dx = \int_{B_1(0)} \zeta_\varepsilon(x) dx.
\]
As a consequence of Lemma 2.17 we have

**Lemma 2.18.** It holds
\[
\int_{B_\varepsilon(x^*_\varepsilon)} \omega_\varepsilon(x) dx \to 1, \quad \text{as } \varepsilon \to 0^+.
\]

Moreover, by the constraint \( L(\omega_\varepsilon) = 1 \) and the \( \theta \)-symmetrization of \( \omega_\varepsilon \), we also have

**Lemma 2.19.** As \( \varepsilon \to 0^+ \), \( x^*_\varepsilon \to (1, 0) \).

Let
\[
\Phi_\varepsilon(x) = c_s \int_{\mathbb{R}^2} \frac{\zeta_\varepsilon(x')}{|x - x'|^{2-2s}} dx', \quad \Phi(x) = c_s \int_{\mathbb{R}^2} \frac{\xi^*(x')}{|x - x'|^{2-2s}} dx'.
\]
Using Lemma 2.17 one can easily get the following result.

**Lemma 2.20.** As \( \varepsilon \to 0^+ \), \( \Phi_\varepsilon \to \Phi \) in \( L^\infty(\mathbb{R}^2) \).

Let \( B_s = \Phi(x)|_{|x|=1} \) and
\[
\rho := \min \left\{ \frac{1}{6}, \frac{1}{2} \sin \left( \frac{\pi}{2N} \right) \right\}.
\]
Notice that
\[
K_s \omega_\varepsilon(x) = \frac{\Phi_\varepsilon (\varepsilon^{-1}(x - x^*_\varepsilon))}{\varepsilon^{2-2s}} + O(1), \quad \text{on } S.
\]
By Lemma 2.20 we know that for every \( \sigma \in (0, 1) \), there holds
\[
K_s \omega_\varepsilon(x) \geq \frac{(1 - \sigma)B_s}{\varepsilon^{2-2s}} - C \quad \text{whenever } x \in B_\varepsilon(x^*_\varepsilon), \tag{2.39}
\]
and
\[
K_s \omega_\varepsilon(x) \leq \frac{\sigma B_s}{\varepsilon^{2-2s}} + C, \quad \text{whenever } x \in S \setminus B_\rho ((1, 0)), \tag{2.40}
\]
provided \( \varepsilon \) is sufficiently small. With (2.39) and (2.40) in hand, one can use the same argument as in the proof of Lemma 2.5 to obtain
\[
\text{supp}(\omega_\varepsilon) \subset B_\rho ((1, 0)) \cup \left\{ x : \frac{1}{2} < |x| < \frac{1}{2} + \frac{1}{6} \right\} \cup \left\{ x : \frac{3}{2} - \frac{1}{6} < |x| < \frac{3}{2} \right\}. \tag{2.41}
\]
Now we study the Lagrange multiplier \( \alpha_\varepsilon \). We have

**Lemma 2.21.** As \( \varepsilon \to 0^+ \), it holds
\[
\alpha_\varepsilon \to \sum_{k=1}^{N-1} \frac{c_s(1 - s)}{|(1, 0) - Q_{2i\pi}|^{2-2s}}. \tag{2.42}
\]
Proof. Let \( y \in \mathbb{R}^2 \) be arbitrary. Thanks to (2.41), we may choose a function \( \varphi \in C_C^\infty (B_{2\rho}((1,0))) \) so that \( \varphi(x) = y \cdot x \) on \( B_2((1,0)) \). Let \( F_\varepsilon(\tau) := \int_0^\tau f_\varepsilon(\tau')d\tau' \). Then \( F_\varepsilon(\psi_\varepsilon) = 0 \) on \( \partial B_{2\rho}((1,0)) \). By integration by parts we get

\[
\int_{\mathbb{R}^2} \omega_\varepsilon \nabla^\perp (K_s \omega_\varepsilon + \frac{\alpha_\varepsilon}{2} |x|^2) \cdot \nabla \varphi dx = - \int_S F_\varepsilon(\psi_\varepsilon)(\partial x_2 \partial x_1 \varphi - \partial x_1 \partial x_2 \varphi) dx = 0. \tag{2.43}
\]

On the other hand, we have

\[
\int_{\mathbb{R}^2} \omega_\varepsilon \nabla^\perp \left( \frac{\alpha_\varepsilon}{2} |x|^2 \right) \cdot \nabla \varphi dx = \alpha_\varepsilon \int_{B_\rho((1,0))} \omega_\varepsilon(x) x^\perp \cdot y dx, \tag{2.44}
\]

and

\[
\int_{\mathbb{R}^2} \omega_\varepsilon \nabla^\perp K_s \omega_\varepsilon \cdot \nabla \varphi dx \]

\[
= \int_{B_\rho((1,0))} \omega_\varepsilon(x) \nabla^\perp \left( \int_{B_\rho((1,0))} + \int_{S \setminus B_\rho((1,0))} G_s(x, x') \omega_\varepsilon(x') dx' \right) \cdot y dx
\]

\[
= \int_{B_\rho((1,0))} \omega_\varepsilon(x) \nabla^\perp \left( \int_{B_\rho((1,0))} G_s(x, x') \omega_\varepsilon(x') dx' \right) \cdot y dx + o(1)
\]

\[
= - c_s (1 - s) \int_{B_\rho((1,0))} \int_{B_\rho((1,0))} \omega_\varepsilon(x) \omega_\varepsilon(x') \sum_{k=1}^{N-1} \frac{(x - Q_{2kN} x')^\perp}{|x - Q_{2kN} x'|^{4-2s}} \cdot (y - Q_{2kN} y') dx'dx + o(1). \tag{2.45}
\]

In view of Lemmas 2.18 and 2.19 it then follows from (2.43), (2.44) and (2.45) that

\[
\alpha_\varepsilon y_2 = - c_s (1 - s) \sum_{k=1}^{N-1} \frac{(1,0) - Q_{2kN}(1,0)}{|(1,0) - Q_{2kN}(1,0)|^{4-2s}} \cdot (y - Q_{2kN} y') + o(1).
\]

Taking \( y = (0, -1) = (1,0)^\perp \), the conclusion (2.42) follows. \( \square \)

From Lemma 2.21 we see that \( \alpha_\varepsilon \) is uniformly bounded. Now we turn to the Lagrange multiplier \( \mu_\varepsilon \). We have the following asymptotic estimate.

**Lemma 2.22.** There holds

\[
\mu_\varepsilon = \frac{B_s}{\varepsilon^{2-2s}} + o \left( \frac{1}{\varepsilon^{2-2s}} \right). \tag{2.46}
\]

Proof. The proof relies on a small scale asymptotic analysis. Let \( \Psi_\varepsilon(x) = \psi_\varepsilon(x_\varepsilon + \varepsilon x) \) be the rescaled version of \( \psi_\varepsilon \). First, note that

\[
\Psi_\varepsilon(x) = \frac{\Phi_\varepsilon(x)}{\varepsilon^{2-2s}} - \mu_\varepsilon + O(1), \text{ on } B_2(0).
\]

By virtue of Lemma 2.18 for \( \varepsilon \) small, we can find a point \( \tilde{x}_\varepsilon \in \partial (\text{supp}(\omega_\varepsilon)) \cap B_2(0) \) so that \( \Psi_\varepsilon(\tilde{x}_\varepsilon) = 0 \). Moreover, up to a subsequence, we may assume \( \tilde{x}_\varepsilon \to \tilde{x} \) as \( \varepsilon \to 0^+ \). By
Lemma 2.20 we have

\[ 0 = \varepsilon^{2-2s} \Psi_\varepsilon(\tilde{x}_\varepsilon) = \Phi(\tilde{x}_\varepsilon) - \varepsilon^{2-2s} \mu_\varepsilon + o(1) \]

\[ = \Phi(\tilde{x}) - \varepsilon^{2-2s} \mu_\varepsilon + o(1), \]

from which it follows that

\[ \mu_\varepsilon = \frac{\Phi(\tilde{x})}{\varepsilon^{2-2s}} + o\left(\frac{1}{\varepsilon^{2-2s}}\right). \]

We now claim that \( |\tilde{x}| = 1 \). Indeed, suppose not, then we have either \( |\tilde{x}| > 1 \) or \( |\tilde{x}| < 1 \). Set \( \rho_1 := (1 + |\tilde{x}|)/2 \). If \( |\tilde{x}| > 1 \), then there exists a \( \delta > 0 \) small (independent of \( \varepsilon \)) such that

\[ \Phi(x) > \Phi(\tilde{x}) + \delta, \quad \forall x \in B_{\rho_1}(0). \]

This implies

\[ \varepsilon^{2-2s} \Psi_\varepsilon(x) = \Phi(x) - \varepsilon^{2-2s} \mu_\varepsilon + o(1) \geq \delta + o(1) > 0, \quad \forall x \in B_{\rho_1}(0), \]

whence \( B_{\rho_1}(0) \subset \text{supp}(\omega_\varepsilon) \). However, this contradicts the fact that \( \text{supp}(\omega_\varepsilon) = \pi \). If \( |\tilde{x}| < 1 \), we can use a similar argument to get \( \text{supp}(\omega_\varepsilon) \cap B_{2}(0) \subset B_{\rho_1}(0) \). This is contrary to Lemma 2.18. Hence we have \( |\tilde{x}| = 1 \) and therefore \( \Phi(\tilde{x}) = B_s \). The proof is thus complete.

Now we are able to show that the diameter of \( \text{supp}(\omega_\varepsilon) \) is of order \( \varepsilon \).

**Lemma 2.23.** \( \text{diam}(\text{supp}(\omega_\varepsilon)) \leq R_0 \varepsilon \) for some \( R_0 > 0 \) not depending on \( \varepsilon \).

**Proof.** Note that, for each \( x_0 \in \text{supp}(\omega_\varepsilon) \), we have

\[ \frac{\Phi_\varepsilon(\varepsilon^{-1}(x_0 - x_\varepsilon^*))}{\varepsilon^{2-2s}} = K_s \omega_\varepsilon(x_0) + O(1) \geq \mu_\varepsilon + O(1) = \frac{B_s}{\varepsilon^{2-2s}} + o\left(\frac{1}{\varepsilon^{2-2s}}\right). \]

This implies \( \Psi_\varepsilon(\varepsilon^{-1}(x_0 - x_\varepsilon^*)) = B_\varepsilon + o(1) \). Combining this with Lemma 2.20 we get \( \Phi(\varepsilon^{-1}(x_0 - x_\varepsilon^*)) = B_\varepsilon + o(1) \). Since \( \Phi \) is strictly symmetric decreasing, we must have \( |\varepsilon^{-1}(x_0 - x_\varepsilon^*)| \leq 2 \) when \( \varepsilon \) is small enough. The proof is therefore completed by taking \( R_0 = 2 \).

Recalling Lemma 2.19 we have established that \( \text{supp}(\omega_\varepsilon) \subset B_{\rho}(1,0) \), and hence \( \text{dist}(\text{supp}(\omega_\varepsilon), \partial S) > 0 \) when \( \varepsilon \) is sufficiently small. With this fact in hand, arguing as in the proof of Lemma 2.6 we immediately get the following result.

**Lemma 2.24.** Provided that \( \varepsilon \) is sufficiently small, it holds

\[ \int_{\mathbb{R}^2} \omega_\varepsilon \nabla^\perp(K_s \omega_\varepsilon + \frac{\alpha \varepsilon}{2} |x|^2) \cdot \nabla \varphi \, dx = 0, \quad \forall \varphi \in C_0^\infty(\mathbb{R}^2). \]

Now we are ready to prove Theorem 1.1. **Proof of Theorem 1.1:** Let \( \omega_{0,\varepsilon}(x) = \sum_{k=0}^{N-1} \omega_\varepsilon(Q_{2k\varepsilon} x) \). Then the statements of Theorem 1.1 follow from the above lemmas.
3. Construction of translating vortex pairs for the gSQG equation

In this section, we provide a variational construction of translating vortex pairs for the gSQG equation. Recall that the kinetic energy of the fluid is given by

\[ E_s(\omega) := \frac{1}{2} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} G_s(x - x')\omega(x)\omega(x')dx'dx. \]

We also introduce the impulse of the fluid as follows:

\[ I(\omega) = \int_{\mathbb{R}^2} x_1\omega(x)dx. \]

Inspired by Benjamin’s work [10], we will use the following energy maximization principle in this situation: Find a maximizer of the energy \( E_s - W I \) restricted on the set of all rearrangements of a given profile function \( \xi \) with given translational velocity \( W > 0 \).

For the sake of simplicity, we focus on translating vortex pairs which are symmetric about the \( x_2 \)-axis. More precisely, we first assume \( \omega(x_1, x_2) = -\omega(-x_1, x_2) \).

With this symmetry assumption in hand, the energy functional may be rewritten as

\[ E_s(\omega) - W I(\omega) = 2 \left( \frac{1}{2} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} P_s(x, x')\omega(x)\omega(x')dx'dx' - W \int_{\mathbb{R}^2_+} x_1\omega(x)dx \right), \]

where the kernel \( P_s \) is equal to

\[ P_s(x, x') = G_s(x, x') - G_s(\bar{x}, x'), \quad \text{with} \quad \bar{x} := (-x_1, x_2). \]

Based on this fact, we shall restrict the construction to only one vortex on \( \mathbb{R}^2_+ \). For convenience, we set

\[ \mathcal{F}_\varepsilon(\omega) = \frac{1}{2} \int_{\mathbb{R}^2_+} \int_{\mathbb{R}^2_+} P_s(x, x')\omega(x)\omega(x')dx'dx' - W \int_{\mathbb{R}^2_+} x_1\omega(x)dx. \]

Let non-negative \( \xi \in L^p(\mathbb{R}^2) \) with \( p \geq 4/3 \) if \( s = 1 \) and \( p = \infty \) if \( 1/2 \leq s < 1 \). Assume that \( \int_{\mathbb{R}^2} \xi dx = 1 \) and \( \text{meas}(\text{supp}(\xi)) = \pi \). Let \( \varepsilon > 0 \) and \( \xi_\varepsilon(x) = \varepsilon^{-2}\xi(x/\varepsilon) \). Let

\[ d = \left( \frac{1}{4\pi W} \frac{\Gamma(2-s)}{\Gamma(s)} \right)^{-\frac{1}{2s}}, \quad b_1 = de_1, \quad b_2 = -de_1, \quad e_1 = (1, 0). \]

We shall consider the class of admissible function as follows:

\[ \mathcal{B}_\varepsilon := \{ \omega \in \mathcal{R}(\xi_\varepsilon) : \omega = 0 \text{ a.e. on } \mathbb{R}^2_+ \setminus B_{d/2}(b_1) \}. \]

Since the remainder of the argument is analogous to that in Theorem 1.1, we will only give an outline of the proof.

The first step is to prove the existence of a maximizer for \( \mathcal{F}_\varepsilon \) relative to \( \mathcal{B}_\varepsilon \). To carry out a weak compactness argument, we need to extend the class of admissible functions for our maximization, since \( \mathcal{B}_\varepsilon \) is not weakly compact in general. We first show that \( \mathcal{F}_\varepsilon \) always attains its supremum relative to the closed convex hull (in a suitable \( L^q \)-space) of \( \mathcal{B}_\varepsilon \). To complete the first step, we have to show that the energy maximizer \( \omega_\varepsilon \) in fact belongs to
\( \mathcal{B}_\varepsilon \). This can be achieved by using an argument similar to the proof of Lemma 2.2. In this argument, angular Steiner symmetrization should be replaced by Steiner symmetrization with respect to \( x_2 = 0 \); see, e.g., [17, 84].

The second step is to prove that the support of \( \omega_\varepsilon \) is away from the boundary of \( B_{d/2}(b_1) \). Once this has been done, the proof of the theorem is complete. One can obtain this result by the same method as employed in the preceding section. The maximization of energy will force the support of \( \omega_\varepsilon \) to be very concentrated when \( \varepsilon \) tends to zero. The location of concentration was determined by the constraint \( L(\omega_\varepsilon) = 1 \) in Section 2. In this case, the situation is slightly different. The leading term of \( F_\varepsilon(\omega_\varepsilon) \) results in concentration. The second order term of \( F_\varepsilon(\omega_\varepsilon) \) determines the precise location of the asymptotic singular vortex pair. More precisely, the second order term of \( F_\varepsilon(\omega_\varepsilon) \) is related to the associated Kirchoff-Routh function \( \mathcal{W}(\tau) \equiv G_s(2\tau) + 2W(\tau) \) defined on \( \mathbb{R}_+ \); see [26, 89]. To maximize the energy, the location of concentration should be the minimum point of \( \mathcal{W} \). It is easy to see that \( \mathcal{W} \) has a unique global minimum point, \( d \). In fact, this is also the reason why we choose \( \mathcal{B}_\varepsilon \) as admissible functions.

**Appendix A. Auxiliary results**

In this appendix, we collect some auxiliary results, which we have been used in the preceding sections. Recall that
\[
\mathcal{U}_N = \left\{ (r \cos \theta, r \sin \theta) \in \mathbb{R}^2 : -\frac{\pi}{N} < \theta < \frac{\pi}{N} \right\}.
\]
Consider a non-negative measurable function \( \omega \) defined on \( \mathcal{U}_N \). We define its angular Steiner symmetrization \( \omega^* \) to be the unique rearrangement of \( \omega \) which is Steiner symmetric with respect to \( \theta = 0 \). In other words, \( \omega^* \) is the unique even function for the variable \( \theta \) such that
\[
\omega^*(r, \theta) > \tau \quad \text{if and only if} \quad |\theta| < \frac{1}{2} \text{meas}\left\{ \theta' \in (-\frac{\pi}{N}, \frac{\pi}{N}) : \omega(r, \theta') > \tau \right\},
\]
for any positive numbers \( r \) and \( \tau \), and any \( -\pi/N < \theta < \pi/N \). Using the layer-cake representation of nonnegative measurable functions (see [75]), we have

**Lemma A.1.** Let non-negative \( \omega \in L^1_{\text{loc}}(\mathcal{U}_N) \) and let \( g : \mathbb{R}_+ \to \mathbb{R}_+ \) be continuous. Then we have
\[
\int_{\mathcal{U}_N} g(r)\omega(r, \theta) r dr d\theta = \int_{\mathcal{U}_N} g(r)\omega^*(r, \theta) r dr d\theta,
\]
provided that these quantities are finite.

Recall that
\[
\mathcal{E}_s(\omega) = \frac{1}{2} \int_{\mathcal{U}_N} \int_{\mathcal{U}_N} K_s(x, x') \omega(x) \omega(x') dx dx',
\]
where the kernel \( K_s \) is equal to
\[
K_s(x, x') = \sum_{k=0}^{N-1} G_s \left( x, Q_{\frac{k\pi}{N}} x' \right).
\]
In the polar coordinates \((r, \theta)\), the kernel \(K_s\) can be expressed as
\[
K_s(r, \theta, r', \theta') = J_s(r, r', \theta - \theta').
\]
Given two fixed numbers \(1/2 < r \neq r' < 3/2\), the map \(\tau \mapsto J_s(r, r', \tau)\) is smooth on \((-\pi/N, \pi/N)\). Moreover, we have
1. \(J_s(r, r', -\tau) = J_s(r, r', \tau)\) whenever \(|\tau| < \pi/N\),
2. \(\partial_\tau J_s(r, r', \tau) < 0\) whenever \(0 < \tau < \pi/N\).

For proofs, we refer to [57, 92]. Using these facts, one can easily get the following result which asserts that the energy \(E_s\) is increased by the angular Steiner symmetrization.

**Lemma A.2.** Let non-negative \(\omega \in L^p(S)\) with \(p \geq 4/3\) if \(s = 1\) and \(p = \infty\) if \(1/2 \leq s < 1\). Then
\[
E_s(\omega) \leq E_s(\omega^\sharp).
\]

Next, we state two useful results due to Burton [19].

**Lemma A.3.** Let \(\mathcal{C}\) be a convex set in a real vector space \(\mathcal{X}\). Let \(L_1\) and \(L_2\) be linear functionals on \(\mathcal{X}\), let \(I \in \mathbb{R}\) and suppose there exist \(e_1\) and \(e_2\) in \(\mathcal{C}\) such that \(L_1(e_1) < I < L_1(e_2)\). Suppose \(e_0 \in \mathcal{C}\) is such that \(L_2(u) \leq L_2(e_0)\) for all \(u \in \mathcal{C}\) satisfying \(L_1(e_0) = I\). Then there is a real number \(\lambda\) such that \(e_0\) maximizes \(L_2 + \lambda L_1\) relative to \(\mathcal{C}\).

Let \((\Omega, \nu)\) be a finite positive measure space. Let \(\xi_0 : \Omega \to \mathbb{R}\) be \(\nu\)-measurable. We denote by \(\mathcal{R}_\nu(\xi_0)\) the set of (equimeasurable) rearrangements of \(\xi_0\) with respect to the measure \(\nu\). That is,
\[
\mathcal{R}_\nu(\xi_0) = \left\{ \xi : \Omega \to \mathbb{R} \text{ measurable, s.t. } \nu \left( \{ x : \xi(x) > \tau \} \right) = \nu \left( \{ x : \xi_0(x) > \tau \} \right), \forall \tau \in \mathbb{R} \right\}.
\]
If \(\xi_0 \in L^p(\Omega, \nu)\) for some \(1 \leq p < +\infty\), we denote by \(\overline{\mathcal{R}}_{\nu,p}(\xi_0)\) the closure of \(\mathcal{R}_\nu(\xi_0)\) in the weak topology of \(L^p(\Omega, \nu)\). Let \(p'\) denote the conjugate exponent of \(p\), that is, \(1/p' + 1/p = 1\).

**Lemma A.4.** Let \((\Omega, \nu)\) be a finite positive measure space. Let \(\xi_0 : \Omega \to \mathbb{R}\) and \(\zeta_0 : \Omega \to \mathbb{R}\) be \(\nu\)-measurable functions, and suppose that every level set of \(\zeta_0\) has zero measure. Then there is a nondecreasing function \(f\) such that \(f \circ \zeta_0\) is a rearrangement of \(\xi_0\). Moreover, if \(\xi_0 \in L^p(\Omega, \nu)\) for some \(1 \leq p < +\infty\) and \(\zeta_0 \in L^{p'}(\Omega, \nu)\), then \(f \circ \zeta_0\) is the unique maximizer of linear functional
\[
M(\xi) := \int_\Omega \xi(x)\xi_0(x)\nu(dx)
\]
relative to \(\overline{\mathcal{R}}_{\nu,p}(\xi_0)\).
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