A SIXTEEN-YEARS DELAY IN SUN-RELATED TERRESTRIAL WARMING
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Abstract. In an earlier paper De Jager et al. (2018) studied the relation between the intensity variations of the variable equatorial and polar solar magnetic energy sources and that of the average terrestrial northern hemisphere ground temperature. It was found that during the period 1610 to about 1920 the variation in the smoothed terrestrial temperature and those of the solar magnetic radiation are well correlated but that after that an additional temperature increase became prominent, to reach around the year 2000 a value of about one degree above the sun-dependent forecast.

In the present paper an additional aspect of the above material is described, and we find that, apart from the above mentioned features, there is a delayed component of the sun-related heating with a time lag of about 16 years. The resulting relation between the variable flux of the solar magnetic energy and the average - smoothed – northern hemisphere ground temperature is presented in our final diagram, Fig.13. Our results confirm earlier findings by other authors that ascribe such a time lag to glacier warming and cooling.
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1. Introduction

1.1. The solar influence on terrestrial temperatures. We refer to the study by De Jager et al. (2018). In this investigation, based on the new sunspot counting system introduced by Clette et al (2012, 2014), it was found that, during the period 1610 (first telescopic sunspot observations) till about 1920, the smoothed terrestrial temperature variations were well correlated with the solar variations of equatorial and polar activity. Both equatorial as well as polar variations affect the terrestrial temperature variations, but after these years the earth’s northern hemisphere average ground temperature rose to reach a value of ~ one degree above the sun-related value in 2000.

1.2. Previously derived solar temperature models
A short introduction of the previously derived models in De Jager et al. (2018) is needed, because they are used as input for this study. During the period 1610 till 1920 the fair agreement between
solar heating and the earth’s average northern hemisphere ground temperature showed a remaining residual curve with a standard deviation of 0.12 K. In the attempts to explain these additional residuals, the search was directed towards finding a significant correlation as a function of time, \( t \), between the two variables: solar variability and terrestrial ground temperature variation. The resulting input data streams for the period 1610 – 1910, taken from de Jager et al. (2018), are given in Fig. 1. Here, the dark curve shows the smoothed variation of the average NH ground temperature, that we call the MobBroh curve (cf. De Jager et al. 2013), while the green curve, this being the solar model GSN-1612, represents the smoothed values of the solar surface magnetic fields.

![Figure 1](image)

**Figure 1** – The input data streams: variation of the smoothed average NH MobBroh ground temperature and the sun-induced GSN-1612 values

Table 1 shows all found solar temperature models in de Jager et al. (2018), which are based on the maximum of the group sunspot numbers, \( G_{n_{\text{max}}} \), and the minimum of the magnetic antipodal amplitude, \( a_{a_{\text{min}}} \).

| Solar Model Name | Fitted coefficients | Quality of fit |
|------------------|---------------------|----------------|
|                  | \( G_{n_{\text{max}}} \) | \( a_{a_{\text{min}}} \) | offset | \( t_{a} \) | \( t_{b} \) | \( t_{\text{const}} \) | \( R^2_{\text{adj}} \) |
| **Group Sunspot Numbers-1XXX** | \( a \) (\( \sigma_{a} \)) | \( b \) (\( \sigma_{b} \)) | constant (\( \sigma_{\text{const}} \)) | Pr(>|t|) | Pr(>|t|) | Pr(>|t|) | 
| Interval 1612-1910 | GSN-1612 | .0205 (.0017) | - | -.5615 (.0124) | 12.05 (.000) | - | -.45.28 (.000) | .2805 |
| Interval 1844-1910 | GSN-1844 | .1160 (.0177) | -.0620 (.0118) | -.6761 (.0348) | 6.55 (.000) | -5.25 (.000) | -.19.43 (.000) | .5224 |
| | GSN-1844b | .0244 (.0040) | - | -.5644 (.0336) | 6.10 (.000) | - | -16.80 (.000) | .2938 |
| | GSN-1844c | - | .0138 (.0028) | -.5070 (.0310) | - | 4.93 (.000) | -16.35 (.000) | .1638 |

*Table 1 – Solar models with properties from “de Jager et al. (2018)”*
The model names consist of the abbreviated proxy type with the starting year of the data set. An extra letter indicates a single proxy model for models with 2 proxies.

The models in Table 1 are obtained by the least square method of curve fitting (Kutner et al., 2005; chapter 6 and 7). The models are described with a linear dependency on the proxies:

\[ \Delta T_{\text{Earth}} = a \cdot G_{\text{max}} + b \cdot a_{\text{min}} + \text{const} \]  

(1)

Columns 2 till 4 in Table 1 show the fitted coefficients \( a \), \( b \) and \( \text{const} \) with their standard deviation between brackets. In columns 5 till 8 quality figures of the regressions are shown. Columns 5 till 7 show the t-test value of the fitted coefficients, which is the ratio of the mean value and the standard deviation of the fitted coefficient. An absolute t-value of 2.6 indicates 99% confidence that the value is different from zero, and a higher t-value gives more confidence. The last column shows the adjusted coefficient of determination \( R^2_{\text{adj}} \), which indicates the fraction of the variance that is explained by the model. More detailed information about the used multiple regression method and explanation of the Table, can be found in de Jager et al. (2018).

The models in Table 1 are used to determine the time lag at the highest correlation with the MobBroh ground temperature, and thereafter the improved solar temperature regression models are calculated with this optimal time lag.

2. Methods – Calculation of time lag in the terrestrial response with the GSN1612 model

The following analyses are based on the GSN-1612 solar model. The purpose is to correlate two data streams with data at one year time intervals over a limited time period with use of the Fourier pair of the correlation theorem (Press et al., 1992; chapter 12.0 and chapter 13.2). In the time domain the cross correlation curve of two data streams is found by shifting the streams past each other and summing the multiplications of each corresponding data stream point \( k \) with each other at each shift step \( j \), as shown by Eq. (2):

\[ \text{Corr}(\Delta T_{\text{Earth}}, \Delta T_{\text{MobBroh}})_j = \left( \Delta T_{\text{Earth}} \otimes \Delta T_{\text{MobBroh}} \right)_j = \sum_{k=0}^{N-1} \Delta T_{\text{Earth}}_{j,k} \Delta T_{\text{MobBroh}}_{k} \]  

(2)

On the other hand correlation can be written as a convolution. Convolution is calculated by the same process as described for the correlation, but with one data stream reversed. Convolution or filtering of the two streams with each other is a simple multiplication process of each corresponding data point in the frequency domain. The reversed stream can be noted by a complex conjugation. The Fourier pair for cross correlation is:

\[ \text{Corr}(g, h)_j = (g \otimes h) \leftrightarrow G_k H^*_k \]  

(3)

Before performing the multiplication in the frequency domain, both data streams will be transformed by an FFT (Fast Fourier Transform) and the result of the multiplication will be transformed back to the time domain by an IFFT (inverse FFT).

Some data processing has to be done to get a good transformed result; viz. a ‘detrended’ one to get the variations ‘above’ the DC value and zero padding to interpolate in the frequency domain for more
accurate defined peaks. The detrend is made by a linear fit through the data stream and by subtracting this fit from the data stream. Fig. 2 shows the detrended data streams with slopes and offsets removed.

The data streams in Fig. 2 have 299 points. The FFT routine requires a n-power of twice the number of data points and so the amount of points must be increased. Hence, 2048 points were chosen by adding zeros (zero padding) around the data streams. The zero padding will give spectral interpolation by a factor of about seven in the frequency domain. Thereafter both streams are transformed by an FFT routine and the cross correlation spectrum is calculated by multiplying the frequency curves with each other (the MobBroh spectrum is complex conjugated). Fig. 3 shows the transformed streams and the resulting cross correlation spectrum.

The cross-correlation spectrum is then transformed back to the time domain with an IFFT function. If interpolation is desired in the time domain, zero padding can be performed at the short period sides of the spectra. With a double-sided spectrum, the same amount of points (again an n-power of 2) has
to be added to the negative frequency side. After performing a back transformation the cross correlation curve in the time domain is obtained. It was the aim to obtain the normalized cross-correlation or the correlation coefficient, and hence the time domain cross correlation curve should be scaled with regard to the maximum value. This maximum value can be found by the Cauchy-Schwarz inequality and is:

\[ \text{Corr}(g,h)_j^2 \leq \text{Corr}(g,g)_0 \text{Corr}(h,h)_0 \quad \Rightarrow \quad \text{Corr}(g,h)_j \leq \sqrt{E_g E_h} \quad (4) \]

The maximum expected value is the root out of the product of the auto-correlation of each data stream at zero lag. The auto-correlation at zero lag is the energy of the signal. The energies in the time domain are calculated from the data streams in Fig. 2, with:

\[ E_g = \frac{1}{N} \sum_{k=0}^{N-1} \left| \Delta T_{\text{earth}}_k \right|^2 \quad \land \quad E_h = \frac{1}{N} \sum_{k=0}^{N-1} \left| \Delta T_{\text{MobBroh}}_k \right|^2 \quad (5) \]

Fig. 4 shows the normalized cross correlation curve as a function of the lag. The correlation coefficient has a range of -1 to +1. Fig. 4 shows that the maximum cross correlation is not at zero years lag.

![Figure 4 - Correlation between GSN-1612 model and the MobBroh NH ground temperature](image)

Fig. 5 gives a detail of the resulting correlation between the solar radiation intensity variations \( \Delta T_{\text{earth}} \) and terrestrial variation \( \Delta T_{\text{MobBroh}} \) for time differences ranging between 0 and 30 years. It appears that at a lag of zero years the terrestrial response is immediate (with no data shifting being applied). Then, up to a delay period of 16 years it grows to a maximum, where the response of the earth has about 5% larger correlation magnitude compared to the value with zero lag, after which the magnitude diminishes.
3. Results

3.1. The time lag in the terrestrial response with the GSN-1844 models
The same calculation steps are applied to the three GSN-1844 models. Fig. 6 shows the results with solar model GSN-1844. When considering the detrended data in the upper panel, it appears that the lag has disappeared. The reason can be found in the two proxy models: while both input streams of the model fit have about the same lag, what can be found in the single proxy Figs. 7c and 8c, the proxies have opposite signs. The delay information is cancelled by these opposite signs. While the fitted model has a better quality, the quality of the delay information is degraded and calculating the lag with this two proxy model is therefore not correct. A better model approach may be to calculate the lag of the proxies separately, and then refit the data with the two lag adjusted proxies; this method has not been applied yet.

As next steps the lag calculation is applied at solar model GSN-1844b with the maximum values of the sunspot group numbers \(Gn_{\text{max}}\), and at solar model GSN-1844c with the minimum values of the magnetic antipodal amplitude \(a_{\text{min}}\). Note, that while GSN-1844c is a model with a single magnetic proxy, a better model name would be AA-1844 (where AA refers to the antipodal amplitude).

The results of the lag calculation with solar model GSN-1844b is shown in Fig. 7. The upper figure shows clearly that there is a lag present in the detrended data; the resulting lag is 7 years. When this result is compared with the result of the GSN-1612 model, it appears that it is not the same value. This leads to the assumption that the lag may not be constant in time. This conclusion is further examined in chapter 4.
Figure 6 – GSN-1844 (2 proxies: Gm<sub>max</sub>, aα<sub>min</sub>)
Figure 7 - GSN1844b (1 proxy: $Gn_{\text{max}}$)
Figure 8 – GSN-1844c (1 proxy: admin)
Fig. 8 shows the results with the magnetic solar model GSN-1844c. The detrended data show again the presence of a lag and the value of the lag is 9 years. Table 2 recaps the lag results for all models.

| Solar Model Name | Lag [years] | Corresponding graphs |
|------------------|-------------|-----------------------|
| GSN-1612         | 16          | Fig. 5                |
| GSN-1844         | -           | Fig. 6                |
| GSN-1844b        | 7           | Fig. 7                |
| GSN-1844c        | 9           | Fig. 8                |

Table 2 - Lag results

### 3.2. Results - Improved solar temperature models

The solar models can be improved by using the found lags of Table 2. This is done by shifting the proxy data further in time with the found lag, after which regression is performed with the MobBroh NH ground temperature data and the corresponding proxies. A detailed description of the applied multiple regression method can be found in de Jager et al. (2018).

The improved model of GSN-1612, now called GSN-1628-S and in which the “S” indicates a model with proxy shifting, the $Gn_{\text{max}}$ data stream is shifted 16 years forward in time. This causes a loss of 16 degrees of freedom, because the measurements above 1910 cannot be used. The reason is, as was proven in De Jager et al. (2018), that the “modern temperature increase” starts after about 1915; these points will degrade the model.

![Figure 9 – Improved version of solar model GSN-1612](image.png)

Fig. 9 shows the improved GSN-1612 model, called GSN-1628-S. When Fig. 9 is compared with Fig. 1, it is obviously a better fit. The quality factor $R_{\text{adj}}^2$, the adjusted coefficient of determination, increases with about 12% more explained variance to 40.17%. The one sigma uncertainty is visible
in the figure as vertical error bars around the model curve. From 1650 till 1910 the model lies on top of the MobBroh temperature curve. Before 1650 it deviates from the temperature curve, which leads to the question if the group sunspot numbers are maybe too high before the Maunder Minimum (or has the model to be improved)?

![Figure 10 - Improved version of solar model GSN-1844b](image)

Fig. 10 shows the improved GSN-1844b model, called GSN-1651b-S. The model is also in this case more in phase with the MobBroh ground temperature, which leads to an improvement of about 28% more explained variance to a total of 57.51%. It can be seen that the standard deviation has a higher value than with the GSN-1628-S model, because of the marginal amount of degrees of freedom.

![Figure 11 - Improved version of solar model GSN-1844c](image)

Fig. 11 shows the improved GSN-1844c model, called GSN-1653c-S. The $aa_{\text{min}}$ proxy is more in phase with the MobBroh ground temperature; this results in a very large improvement of the adjusted coefficient of determination value of almost 45% more explained variance to a total of 60.9%. Also in this case there are marginal degrees of freedom, which leads to higher values of the standard deviation with regard to the GSN-1628-S model.
Another attempt was made to fit GSN-1853-S with both shifted proxies, but it fails with a bad t-test (see Table 3). The reason is that both proxies are too well correlated; our multiple regression method cannot handle this correlation. A solution can be Ridge Regression or a linear Bayesian method with an appropriate prior distribution, but this has not been investigated yet.

The resulting model parameters are shown in Table 3, which is the updated version of Table 1. It is obtained with least square regression at maximal correlation of the data streams. Bold number with an asterisk are failed reliability tests, which indicates a bad model solution. When Table 3 is compared with Table 1, it appears that the standard deviations are slightly better. The same conclusion can also be drawn from the higher t-test values: lower standard deviations with about the same mean value. The explained variance by the models has raised dramatically, which indicate more preferred solutions.

### Table 3 - Improved solar model properties

| Solar Model Name | Fitted coefficients | Quality of fit |
|------------------|---------------------|----------------|
| Group Sunspot Numbers-1XXXx-S | | |
| | $G_{\text{max}}$ | $a_{\text{min}}$ | offset | $G_{\text{max}}$ | $a_{\text{min}}$ | offset | $t_{\text{a}}$ | $Pr(>|t|)$ | $t_{\text{b}}$ | $Pr(>|t|)$ | $t_{\text{const}}$ | $Pr(>|t|)$ | $R_{\text{adj}}^2$ |
| | $a$ (σ$_a$) | $b$ (σ$_b$) | constant (σ$_{\text{const}}$) | | | | | |
| Interval 1628-1910 | | | | | | | | |
| GSN-1628-S | .0233 (.0016) | - | -5.796 (.0118) | 14.91 (.000) | - | -49.31 (.000) | .4017 |
| Interval 1851/1853-1910 | | | | | | | | |
| GSN-1853-S | -.0082 (.0180) | -.0293 (.0123) | -6.201 (.0346) | -0.46 (.612*) | -2.37 (.010*) | -17.96 (.000) | .6024 |
| GSN-1851b-S | .0346 (.0037) | - | -6.612 (.0326) | 9.30 (.000) | - | -20.29 (.000) | .5751 |
| GSN-1853c-S | - | .0238 (.0024) | -6.300 (.0277) | - | 9.74 (.000) | -22.78 (.000) | .6089 |

4. Preliminary discussion on variable lag between NH temperature and solar models

In the previous chapter it appeared that the GSN-1612 model lag is 16 years, but the GSN-1844b model resulted in a 7 years lag. A possible explanation is that the lag may not be constant in time. This assumption is next examined with an automated script that calculates the lag according to the method used in chapter 2, but now in 35 years windows. The 35 years window is shifted up by 1 year after each lag calculation until the end of the dataset has been reached. Zero padding is applied in the frequency domain to get a more accurate value of the lag in the time domain. The result and the data trend, a second order exponential fit, are shown in Fig. 12.

The earlier found lag of the GSN-1612 model is roughly the average of the red points in Fig. 12 and the same applies to the GSN-1844b lag. We conclude that the lag is not constant in time. Scafetta et al. (2016) describe that the cycles in the $\Delta^{14}C$ cosmogenic radioisotope record are related with the planetary mass center relative (PMC) to the sun. This PMC travels in loops around and through the sun, according to the positions of the planets. The lag variations in Fig. 12 are in the apo-/pericycle duration range of 7 till 16 years, also mentioned by Scafetta et al. However our data
streams are low pass filtered by the Lowess algorithm for periods shorter than about 18 years; hence only the Jovian planet resonances and subharmonics are present.

Beer et al (2018) make the connection between the cycles in the $\Delta^{14}C$ record and the cycles in the modulation of the Sun’s magnetic field. Yndestad et al (2017) have studied the connection between the solar system oscillation (mutual gravity attraction between the sun and the planets) and the Total Solar Irradiance (TSI). In Yndestad et al. (2017) the frequency content of sun-related data sets, also including a sunspot data series, has been determined by wavelet analysis. This result is added as a sinewave with only the phase information of de Vries/Suess cycle, which is a 5/2 subharmonic related to Uranus with a period of 210 years, at the bottom of Fig. 12. It appears that the peak coincides with the peak of the lag trend curve. When also the phase of the 9/2 subharmonic from the TSI-LS data set from Yndestad et al. (2017) is added to Fig. 12, it can be seen that the phase of the lag trend cycle seems to be in anti-phase with the 9/2 subharmonic with roughly the same period of 378 year. This 9/2 subharmonic is also mentioned in Duhau et al. (2020) as 2-Suess or the double Suess mode with a duration in this particular period of 419.8 years.

Of course one should be aware of the limited length in time of the present data set; more data is needed for a more solid conclusion. This topic will be continued in our next study.

5. Conclusions
The main results are summarized in Fig. 13.

We thus conclude that there is a significant time lag of some 16 years between solar heating and part of the terrestrial response. This exercise is not in disagreement with a result found earlier by Weiss (2010, see in particular his figure 13 and the relevant text). From a study of ice cores from the Belukha glacier in the Altai mountains of Central Asia a shift of about 20 years was found. The description of his figure 13 states that a correspondence between the ice temperature record and the solar modulation potential was found "after allowing for a lag of 20 years". This time lag is of the same order as the shift found here.
Figure 13 - This final diagram compares the average smoothed NH ground temperature with the variation of the solar magnetic radiation flux, including the 16 years delay in the sun-dependent warming. Horizontal: the years; vertical: the log of the solar radiation flux expressed in temperature units at the NH. Up to the start of the 20th century both run fairly well parallel, while additional heating is dominant after about the year 1920.

These findings present results that at the same time confront us with some problems that, however, are mainly in the meteorological domain:

- Can we find a mechanism that explains a time delay of some 20 to 30 years between solar input and terrestrial response?

- If this time delay is real, can it be assumed to be responsible for (part of) the extreme warming around 1990 - 2000 in relation to the exceptionally large solar activity peak that occurred near 1960?

Some suggestions for a positive answer to these questions have been forwarded by Bucha (1983) and summarized by Duhau and De Jager (2016), from whom we quote:

_Evidences has been found by Bucha (1983) that when the geomagnetic field is mainly dipolar, and the geomagnetic poles are near to the geographical poles, as it has been most of the time during the last 50,000 yrs., solar storms may contribute to heat the atmosphere at the auroras and the polar cap, leading to changes in global circulation (Bucha, 1983). It also substantially contributed to melting the ice at higher latitudes, with increasing ice-albedo feedback of insolation (Duhau and Martinez 2012), leading to cloud cover variations ... that also may contribute to heat the higher latitudes by cloud cover feedback of solar irradiance, as model computations indicate (Holland & Bitz, 2003)._
irradiance, which in turn leads also to cloud cover feedback and thus may be contributing to the modern temperature increase (Again, this problem is mainly for the field of climatology and will not be dealt with here).

6. Abbreviations

| Abbreviation | Description |
|--------------|-------------|
| NH           | Northern Hemisphere |
| MobBroh      | Moberg Brohan (data set) |
| GSN          | Group sunspot numbers |
| FFT          | Fast Fourier Transform |
| IFFT         | Inverse Fast Fourier Transform |
| AA, aa       | magnetic antipodal amplitude |
| PMC          | Planetary Mass Center |
| TSI          | Total Solar Irradiance |
| MSE          | error mean square |
| SSE          | error sum of squares |
| SSR          | regression sum of squares |
| SSTO         | total sum of squares |
| df           | degrees of freedom |
| yrs          | years |
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