Transition Amplitudes in 3D Quantum Gravity: Boundaries and Holography in the Coloured Boulatov Model
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Abstract. We consider transition amplitudes in the coloured simplicial Boulatov model for three-dimensional Riemannian quantum gravity. First, we discuss aspects of the topology of coloured graphs with non-empty boundaries. Using a modification of the standard rooting procedure of coloured tensor models, we then write transition amplitudes systematically as topological expansions. We analyse the transition amplitudes for the simplest boundary topology, the 2-sphere, and prove that they factorize into a sum entirely given by the combinatorics of the boundary spin network state and that the leading order is given by graphs representing the closed 3-ball in the large $N$ limit. This is the first step towards a more detailed study of the holographic nature of coloured Boulatov-type GFT models for topological field theories and quantum gravity.
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Introduction

The holographic principle, the study of boundary symmetries, boundary conditions and boundary states have become one of the main points of interest over the last years for many approaches to quantum gravity. The holographic principle, historically motivated from the study of the entropy of black holes [1,2], in particular from the discovery of the area law, and formulated in its original form by Susskind [3] and 't Hooft [4], refers to the idea of fully describing a theory in a region of spacetime in terms of a dual theory solely living on its boundary. One of the prime examples is the famous AdS/CFT correspondence [5], which conjectures a duality between (quantum) gravity on \(d\)-dimensional (asymptotically) anti-de Sitter (AdS) space and a conformal field theory (CFT) on its \((d - 1)\)-dimensional flat boundary at spatial infinity.

Quantum gravity in three dimensions turns out to be particularly useful when studying holographic dualities. It is an example of a topological field theory (classically as well as quantum mechanically, it only deals with constant curvature geometries, in the absence of matter), and it is well known that it can be formulated as a Chern–Simons theory [6], or equivalently, as a BF theory [7]. Due to the absence of local degrees of freedom, it provides us with a simple set-up for studying the interplay between the choice of boundary states and holographic dualities. Recently, there have been many works regarding quasi-local holographic dualities in the context of the Ponzano–Regge spin foam model for three-dimensional quantum gravity [8–12]. The term quasi-local means that one is looking at a finite, bounded region of spacetime instead of an asymptotic one, as in the standard AdS/CFT correspondence. Spin foam models are background-independent approaches to quantum gravity, formulated as state sum models, in which one assigns local weights to discrete building blocks.
of spacetime. The Ponzano–Regge model mentioned above is a particular instance of a spin foam model [13, 14] for three-dimensional Riemannian quantum gravity without a cosmological constant and can be understood as being the discretization of the quantum partition function of three-dimensional gravity formulated as a BF-theory [15]. The model was in fact the first spin foam model ever proposed and has also been related to other approaches to 3d quantum gravity, such as loop quantum gravity (LQG) [16] and Chern–Simons theory [11,17]. Furthermore, it corresponds to the limit of the Turaev–Viro model [18] for vanishing cosmological constant [9]. The Turaev–Viro model, in turn, computes the Reshetikhin–Turaev invariant [19,20], which reflects the relation between three-dimensional quantum gravity and Chern–Simons theory [21–23].

With respect to holographic dualities, it has been shown that the Ponzano–Regge model on a 3-ball is dual to two copies of the two-dimensional Ising model on its boundary 2-sphere, in the sense that the partition function of the Ponzano–Regge model is proportional to the square of the boundary Ising partition function [24,25]. In a recent series of paper [26–30], the Ponzano–Regge model on the solid torus with boundary given by the 2-torus was systematically studied and related to the BMS group [31,32]—the asymptotic symmetry group of continuum three-dimensional asymptotically flat gravity—for a boundary state encoding the intrinsic geometry of a solid torus. Both these works provide us with clear insights into the holographic nature of the Ponzano–Regge model.

When discussing transition amplitudes in quantum gravity models, which are the physical scalar products between two spatial boundary topologies, it is natural to ask whether one should also include a sum over all topologies in addition to a sum over geometries, in order to treat also the topology as a dynamical variable. There are several arguments for the necessity of doing so [33–35]. The next question, however, is how to do so in a systematic and controllable manner, in a given quantum gravity framework. In the context of spin foam models, initially defined on a given cellular complex, such a sum over (bulk) topologies can be defined by introducing the corresponding Group Field Theory (GFT) [36–38]. From the physical point of view, a GFT can be understood as the completion of a given spin foam model in the sense that it gives us a prescription on how to systematically organize the spin foam amplitudes corresponding to different complexes, for different topologies, but also for given topology, since in dimensions higher than three, where gravity is not topological, a restriction to a given complex implies a truncation to a subset of quantum gravity degrees of freedom, that has to be removed to define the full theory. GFTs are quantum field theories of spacetime, instead of on spacetime. In more technical terms, GFTs are generically non-local field theories defined on (copies of) a Lie group (or quantum group, homogeneous space, etc.) and can be viewed as generalizations of matrix models [39,40] of (pure) two-dimensional quantum gravity to higher dimensions. They can also be understood as generalizations of random tensor models [41–43], enriched with
group-theoretic data, which allows for imposing additional symmetry properties of their fields and for richer dynamical amplitudes. Furthermore, the quantum states of GFT models are in fact (generalized) tensor networks; thus, GFTs can be understood as defining a dynamics (probability distributions) for tensor networks, which in turn have proven themselves very useful to study holographic properties of quantum gravity models [44–48]. Last but not least, GFT can also be seen as a second quantized formulation of LQG [49,50].

In this paper, we aim at setting up a formalism for studying holographic dualities in Boulatov–Ooguri-type GFT models [51,52]. Focussing on the Boulatov model—the completion of the Ponzano–Regge model—describing three-dimensional gravity, we will construct and classify amplitudes for boundary states describing the trivial topology—the sphere. It will allow us to exhibit a clear holographic behaviour of the model, in the sense that the amplitudes will only depend on boundary data. This is an important step in the context of discrete models for quantum gravity with spacetime emerging from more fundamental degrees of freedom. It expands insights from LQG and spin foam models into a broader framework, opening the road towards a better understanding of dualities in GFTs and tensor network models.

A first step towards a study of holographic properties of such models is to define boundary observables and transition amplitudes. For doing so, the coloured version of the Boulatov model [53,54] is most convenient. A colouring of tensor models and GFTs has been proven to be useful for two main reasons. First, the colouring allows full control over the topology of (complexes dual to) the Feynman diagrams of the models. Second, these Feynman diagrams are then dual to manifolds or normal pseudomanifolds (topologies which contain at most isolated and point-like singularities). In other words, coloured GFTs do not produce more singular topologies, which are generically present in uncoloured models and which tend to dominate in power counting [55]. These features also permit the definition of the large $N$ limit [56–58] of all such GFT (and tensor) models, the analytic study of the critical behaviour and continuum limit [59], as well as to derive key universality results showing that the tensors are distributed by a Gaussian in the large $N$ limit [60]. It has also been observed that colouring might be a crucial ingredient in order to define a suitable notion of a discrete counterpart (or, better, remnant) of diffeomorphism invariance [61,62] in GFT, as a field-theoretic counterpart of what has been done in simplicial gravity, e.g. [63,64].

While there is extensive literature about the topology of closed coloured graphs in the context of tensor models and GFTs [65–68], much less is known about open coloured graphs, i.e. graphs admitting external legs. In [69], the notion of a boundary graph and its corresponding complex was introduced. A further analysis of open coloured graphs and their degree of divergence can be

---

1Tensor models and GFTs can be seen as specific examples of models within the common framework of Tensorial Group Field Theories (TGFTs), defined to encompass all models with a tensorial field (regardless of the domain) and combinatorially non-local interactions (regardless of the specific action), such that the perturbative expansion produces a sum over cellular complexes as Feynman diagrams.
found for example in [70–72] and other works on renormalization in group field theory. However, it turns out that the topology of coloured graphs is not only studied in the context of quantum gravity, but also in Crystallization Theory [73–75], a branch of geometric topology. Many result have been obtained in the crystallization theory literature, pioneered by M. Pezzana, C. Gagliardi, M. Ferri and others in the late 1960s and 1970s. In order to find suitable tools for defining transition amplitudes, we will also give a detailed review of techniques developed in the crystallization theory for the particular case of general open coloured graphs representing pseudomanifolds with non-empty boundaries, which can be viewed as generalizations of the well-known techniques used in coloured tensor models and GFTs to graphs with external legs.

This paper is organized as follows: In Sect. 1, we introduce the coloured (bosonic, simplicial) Boulatov model for three-dimensional quantum gravity and briefly review the different representations of its Feynman graphs. In particular, we systematically define both closed and open coloured graphs and explain their simplicial interpretation. We discuss the Feynman amplitudes corresponding to closed (vacuum) diagrams and briefly review their relation to the Ponzano–Regge spin foam model. This section can also be skipped by readers familiar with general notions of coloured graphs and coloured tensor models/GFTs.

In Sect. 2, we turn our attention to open coloured graphs, i.e. Feynman graphs of the coloured Boulatov model with external legs. We mainly discuss aspects of the topology of coloured graphs with non-empty boundary, based on the literature on crystallization theory. More precisely, we look at the bubble structure of these graphs, the relation between the boundary graph and the boundary complex, as well as moves allowing for transforming one graph into another (in a topology preserving way).

Next, we discuss transition amplitudes of the coloured Boulatov model in Sect. 3. First of all, we define suitable boundary observables out of spin network states living on some fixed boundary graph representing a fixed topology. Using these observables, we then define transition amplitudes, which are given by a sum over all bulk topologies with respect to the fixed boundary graph. Afterwards, we rewrite this sum as a topological expansion, using a similar rooting procedure as introduced by R. Gurau to study the large $N$ limit of the free energy.

In Sect. 4, we apply the formalism to the simplest boundary topology, the 2-sphere. We show that the transition amplitude factorizes into a sum entirely given by the combinatorics of the boundary spin network state. More precisely, we see that every manifold with spherical boundary has a contribution proportional to the spin network evaluation. We end this section by quickly discussing the case of the boundary 2-torus to illustrate why the previous result is not just a consequence of the topological nature of the theory (which would diminish its general interest), but it is due to the simple topology of the chosen boundary, so that one can expect a similar holographic behaviour, but more intricate details of the map, for more involved topologies.
Finally, in Sect. 5, we show that the leading-order contribution to the transition amplitude of some spherical boundary graph, when restricted to manifolds, is given by certain graphs representing the closed 3-balls. We show that these graphs generalize the melonic graphs from the large $N$ limit of coloured tensor models, in the sense that they are exactly those graphs for which a suitable generalization of the Gurau degree to open graphs vanishes.

In Appendix A, the reader can find a short discussion of pseudomanifolds and an overview of the terminology used for simplicial complexes. Furthermore, we give some further details on the topology of coloured graphs with non-empty boundaries by reviewing general existence theorems of crystallization theory and by discussing a connected sum operation in Appendix B. Appendix C contains instead a derivation of a family of open coloured graphs representing the solid torus.

1. The Coloured Boulatov Model

This section mainly introduces notations, definitions and standard properties of coloured GFT model and their Feynman graphs and can be safely skipped for readers familiar with the subject. For the notation of a particular set of coloured graphs, which we will use throughout the present paper, see Definition 1.12.

The Boulatov model [51] is defined using a single ($\mathbb{R}$-valued) bosonic scalar field. The colour extension of the model [53,54] were shown to be very useful for studying, for example, exact power counting [55], the large $N$ limit [56–58] and the critical behaviour and continuum limit [59]. In this paper, we consider the bosonic version of the model [54,62,76]. The bosonic model lacks an SU(4) colour symmetry of the fermionic one [53,54], but this does not change the combinatorial structure of the Feynman diagrams, nor their amplitudes.

In this section, we start with the definition of the model, then we discuss the structure of its Feynman diagrams with and without external legs and discuss the amplitudes of closed (vacuum) diagrams. Furthermore, we review briefly the relation to the Ponzano–Regge spin foam model [8–12].

1.1. Definition of the Model

Let $\{\varphi_l\}_{l=0}^3 \subset L^2(SU(2)^3, dg; \mathbb{C})$, with $dg$ the normalized SU(2) Haar measure, be four bosonic and $\mathbb{C}$-valued scalar fields defined on three copies of SU(2). They are labelled by a “colour index” $l \in \{0, \ldots, 3\}$ and we assume that they are SU(2) gauge invariant, i.e.

$$\forall h \in SU(2) \quad \varphi_l(hg_1, hg_2, hg_3) = \varphi_l(g_1, g_2, g_3)$$

(1.1)
for all \( g_1, g_2, g_3 \in \text{SU}(2) \) and \( l \in \{0, 1, 2, 3\} \).

Note that we do not assume any supplementary invariance of the fields. In particular, we do not assume any action of the permutation group (or any of its subgroups) leaving them invariant. Such assumption often appears in the uncoloured case to guarantee that only orientable simplicial complexes are produced [77]. In the coloured case, however, this is already guaranteed by taking the fields to be complex. Additionally, the colouring allows to describe the Feynman diagrams as bipartite edge-coloured graphs. We define the SU(2) delta function at some cut-off\(^3\) \( N \in \mathbb{N}/2 \) using the Plancherel decomposition following [17]

\[
\text{SU}(2) \ni g \mapsto \delta^N(g) := \sum_{j \in \mathbb{N}/2, j \leq N} (2j + 1) \chi^j(g),
\]

where \( \chi^j \) denotes the characters of the unitary and irreducible representations of SU(2), labelled by spins \( j \in \mathbb{N}/2 \). The action of the coloured Boulatov model is then defined by

\[
S_\lambda[\varphi_l, \bar{\varphi}_l] := \sum_{l=0}^{3} \int_{\text{SU}(2)^3} \left( \prod_{i=1}^{3} \text{d} g_i \right) |\varphi_l(g_1, g_2, g_3)|^2 - \frac{\lambda}{\sqrt{\delta^N(1)}} \int_{\text{SU}(2)^6} \left( \prod_{i=1}^{6} \text{d} g_i \right) \varphi_0(g_1, g_2, g_3) \varphi_1(g_3, g_4, g_5) \varphi_2(g_5, g_2, g_6) \varphi_3(g_6, g_4, g_1) + \text{c.c.},
\]

where \( \mathbb{1} \) denotes the identity of SU(2). The scaling in the action coincides with [56–58, 76, 80, 81] and is chosen in order for maximally divergent graphs to have a uniform degree of divergence at all orders. Indeed, providing this scaling, the degree of divergence of Feynman graphs is independent under a certain type of transformation, called “internal proper 1-dipole moves”, as we will discuss later on (see Sect. 3.2).

The geometric interpretation of the action (1.3) is shown in Fig. 1. First, note that each field \( \varphi_l(g_1, g_2, g_3) \) encodes the kinematics of a quantum triangle described by three dual edges labelled by \( g_1, g_2, g_3 \). In other words, the GFT field \( \varphi_l \) lives on the space of possible geometries of the triangle. Having four distinct fields, we have four different triangles, labelled by the field colour index \( l \). The four kinetic terms represent the gluing of two triangles of the same colour, while the two interaction terms describe the gluing of four triangles along their edges such that they form a tetrahedron (3-simplex). We therefore have two different types of tetrahedra, one for the \( \varphi_l \)-fields and the other for the \( \bar{\varphi}_l \)-fields, corresponding to the two different choices of orientation of a tetrahedron.

---

\(^2\)The choice of imposing either right or left translation is just a convention as one can always redefine \( \varphi_l \rightarrow \tilde{\varphi}_l \), where \( \tilde{\varphi}_l(g_1, g_2, g_3) := \varphi_l(g_1^{-1}, g_2^{-1}, g_3^{-1}) \) are now right-invariant fields. The action does not change under this transformation, i.e. \( S_\lambda[\varphi_l, \bar{\varphi}_l] = S_\lambda[\tilde{\varphi}_l, \bar{\tilde{\varphi}}_l] \) by unimodularity of the Haar measure of compact Lie groups.

\(^3\)See [78, 79] and references therein for a discussion about this cut-off and its application for integration purposes.
1.2. Feynman Graphs: Closed and Open Coloured Graphs

As usual in GFT, Feynman graphs can be represented as “stranded diagrams” [36–38]. Figure 2 shows the two interaction vertices together with their geometrical interpretation.

Each strand of colour $i$ represents a triangle of colour $i$ and a free line of colour $ij$ represents an edge, which connects the triangles of colours $i$ and $j$. Since we have not assumed any additional symmetry properties of the field arguments, the structure of the kinetic term tells us that we can glue two faces of the same colour belonging to two different tetrahedra only in a unique way: in the stranded picture, a free line with colours $i, j \in \{0, 1, 2, 3\}$ is always glued to a free line with the same pair of colours. Geometrically, it means that the colouring of faces of a tetrahedron induces a colouring of its vertices, obtained by labelling each vertex with the colour of the opposite triangle in the tetrahedron. The gluing of two faces is then such that all the colours of vertices agree. The stranded structure of the Feynman diagrams is therefore rigid, and there are no twists within the strands such that we can collapse...
Feynman graphs of the coloured Boulatov model can equivalently be viewed as coloured graphs (color figure online).

In this graphical representation, tetrahedra are represented as vertices and the coloured edges of the graph represent the corresponding coloured triangles. Whenever two vertices are connected by an edge of colour $i$, the corresponding tetrahedra are glued together on their faces of colour $i$ in the unique way explained above. Let us discuss the structure of these graphs in a more systematic way. To start with, let us briefly set up the following terminology from graph theory, which we will use throughout the paper:

- A “graph” is always meant to be a multigraph without loops. More precisely, this means that a graph is defined as a pair $G = (V_G, E_G)$, where $V_G$ is a set called the “vertex set” and where $E_G$ is a multiset containing sets of the form $\{v, w\} \in V_G \times V_G$, called the “edge set”. Allowing $E_G$ to be a multiset means that two vertices can be connected by several edges. However, note that an edge is by definition a proper set, which means that we do not allow for tadpole lines, i.e. edges starting and ending at the same vertex.
- A graph $G$ is called “bipartite” if there is a partition $V_G = V_G^0 \cup V_G^1$ such that every edge connects a vertex in $V_G^0$ with a vertex in $V_G^1$. If in addition $|V_G^0| = |V_G^1|$, the graph is called “balanced”.
- A “$(d+1)$-edge-colouring” is a map $\gamma : E_G \to C_d$, where $C_d$ is some set with cardinality $|C_d| = d+1$, called the “colour set”. In the following, we will choose $C_d := \{0, \ldots, d\}$ for definiteness. An edge-colouring is called “proper” if $\gamma(e_1) \neq \gamma(e_2)$ for all edges $e_1, e_2 \in E_G$ incident to the same vertex $v \in V_G$.

For the sake of generality, in the remaining of this section, we will consider the general $d$-dimensional case unless specified otherwise. The following discussion also applies to higher-dimensional Boulatov–Ooguri-type models. Closed (vacuum) Feynman diagrams of the coloured Boulatov model are “closed coloured graphs”.

**Definition 1.1 (Closed Coloured Graphs).** A “closed $(d+1)$-coloured graph” is a pair $(G, \gamma)$, where $G$ is a $(d+1)$-valent and bipartite graph $G = (V_G, E_G)$ and where $\gamma : E_G \to C_d$ is a proper $(d+1)$-edge-colouring of $G$. 

\[ \mathcal{L}_{\lambda, \text{int}}[\varphi_1] \propto \varphi_1^4 \]

\[ \mathcal{L}_{\lambda, \text{int}}[\bar{\varphi}_1] \propto \bar{\varphi}_1^4 \]

**Figure 3.** Feynman graphs of the coloured Boulatov model
Remarks 1.2. (a) In the following, we usually omit writing the colouring map \( \gamma \) explicitly and we simply call \( G \) a closed \((d+1)\)-coloured graph.

(b) A closed \((d+1)\)-coloured graph \( G \) is always balanced, i.e. \(|V_G| = |V_G|\).

To see this, observe that the graph obtained by deleting all the edges of colours \( i \neq 0 \) results in a disconnected graph containing pairs of vertices, which are connected by an edge of colour 0. In other words, vertices always come in pairs.

The following figure shows four examples of closed \((3+1)\)-coloured graphs representing 3-manifolds [73, 83].

In order to define transition amplitudes, we also have to discuss open (non-vacuum) Feynman graphs, i.e. Feynman graphs, which admit external legs.

Definition 1.3 (Open Coloured Graphs). An open \((d+1)\)-coloured graph is a finite, bipartite and proper \((d+1)\)-edge-coloured graph \( G = (V_G, E_G) \) with the following extra property: the vertex set admits a decomposition \( V_G = V_G,\text{int} \cup V_G,\partial \), where \( V_G,\text{int} \) consists of \((d+1)\)-valent vertices, called “internal vertices”, and where \( V_G,\partial \) consists of 1-valent vertices, which we call “boundary vertices”.

As a consequence, the edge set of an open \((d+1)\)-coloured graph \( G \) can be decomposed as \( E_G = E_G,\text{int} \cup E_G,\partial \), where edges in \( E_G,\text{int} \), called “internal edges”, connect two internal vertices and an edge in \( E_G,\partial \)—an external leg—connects an internal vertex with a boundary vertex.

Remarks 1.4. (a) An open coloured graph is in general not balanced. As an example, take the open \((d+1)\)-coloured graph consisting of a single \((d+1)\)-valent vertex with \((d+1)\) external legs, which represents a single \( d \)-simplex.

(b) There are other conventions for open graphs in the literature. Some authors define open graphs to be “pregraphs”, in which external legs are defined to be half-edges, i.e. they do not end at a 1-valent vertex (e.g. in [72]). Furthermore, open graphs in crystallization theory are usually defined without external legs at all, i.e. they define graphs with two types
Having defined the notion of coloured graphs, we can now define the corresponding simplicial complex. For the terminology and notation used for complexes and PL-manifolds, see Appendix A. For completeness, we summarize the construction in the following definition:\footnote{Strictly speaking, complexes dual to coloured graphs are pseudo(simplicial)-complexes \cite{85}, since two $d$-simplices can share more than one face. As usual in the GFT literature, we won’t make such a distinction and just speak about “simplicial complexes”.}

**Definition 1.5.** Let $\mathcal{G} = (\mathcal{V}_G, \mathcal{E}_G)$ be some open or closed $(d+1)$-coloured graph. Then we define its dual simplicial complex $\Delta_G$ in the following way:

1. Assign a $d$-simplex $\sigma_v$ to each vertex $v \in \mathcal{V}_G$ and colour the $(d-1)$-faces of $\sigma_v$ by $d+1$ colours. This induces a vertex-colouring, where each vertex is labelled by the colour of the $(d-1)$-face on the opposite.
2. If two vertices $v, w$ in $\mathcal{G}$ are connected by an edge of colour $i \in \mathcal{C}_d$, we glue the two $d$-simplices together along their $(d-1)$-face of colour $i$ in the unique ways such that all the colours of vertices agree.

The underlying graph of some open $(d+1)$-coloured graph is nothing else than the internal dual 1-skeleton of the simplicial complex $\Delta_G$. The boundary dual 1-skeleton can be read off as follows \cite{69,73}:

**Definition 1.6 (Boundary Graph).** Let $\mathcal{G}$ be an open $(d + 1)$-coloured graph. Then, we define the “boundary graph” $\partial \mathcal{G}$ as follows: there is a vertex in $\partial \mathcal{G}$ for each external leg in $\mathcal{G}$ and each vertex has a colour coming from the colour of the corresponding external leg. Two vertices of $\partial \mathcal{G}$ are connected by a bicoloured edge of colour $ij$ whenever there is a bicoloured path in $\mathcal{G}$ with colours $i, j$ starting and ending at the corresponding external legs.

The following figure shows an example of an open $(3 + 1)$-coloured graph together with its boundary graph $\partial \mathcal{G}$ and its simplicial complex $\Delta_G$.\footnote{We will omit drawing 1-valent boundary vertices in open graphs in order to make the concept of external legs more visible.}

**Remark 1.7.** A boundary graph of some open $(d+1)$-coloured graph is always $d$-valent but is in general neither proper edge-coloured nor bipartite (see the example in Fig. 5). However, every boundary vertex has a colour $i \in \mathcal{C}_d$ and its $d$ adjacent edges have colours $\{ij \mid j \in \mathcal{C}_d \setminus \{i\}\}$. Note that this implies that an edge of colour $ij$ can only connect vertices of colours $\{i, j\}$, $\{i, i\}$ or $\{j, j\}$.

As already mentioned, the advantage of working with coloured models is the fact that we only produce pseudomanifolds and no other types of topological singularities. This is summarized in the following theorem:

**Theorem 1.8.** Let $\mathcal{G}$ be an open $(d+1)$-coloured graph. Then, $|\Delta_G|$ is an orientable and normal pseudomanifold with boundary.
Proof. The proof that a graph represents a normal pseudomanifold for the closed case can be found in [55]. A generalization for the open case is straightforward. For orientability, see for example, [73, 86] and [80]. □

Remark 1.9. In the case of real coloured GFTs, we are also producing non-orientable manifolds since for coloured graphs orientability is equivalent to bipartiteness [73, 86]. In that sense, working with complex models seems to be more natural from a physical point of view.

In the following, it will be more convenient to restrict to those open coloured graphs for which the boundary graph becomes again a closed coloured graph as defined in Definition 1.1. This condition can be imposed using the following proposition:

Proposition 1.10. Let $\mathcal{G}$ be an open $(d + 1)$-coloured graph with the property that all external legs have the same colour. Then, the boundary graph $\partial \mathcal{G}$ is a closed $d$-coloured graph as defined in Definition 1.1 and $\mathcal{G}$ is bipartite and balanced.

Proof. If all external legs of $\mathcal{G}$ have the same colour, say 0, then there is no information encoded in the vertex colouring of $\partial \mathcal{G}$ and we can ignore it. Furthermore, all the edges of $\partial \mathcal{G}$ are coloured by $0i$ for some $i \in C_d \setminus \{0\}$ and hence, we can just colour them by $i$. This shows that $\partial \mathcal{G}$ admits an obvious proper $d$-edge colouring $\gamma_{\partial} : \mathcal{E}_{\partial \mathcal{G}} \to C^*_{d-1}$ induced by the colouring $\gamma$ of $\mathcal{G}$, where $C^*_{d-1} := \{1, \ldots, d\}$. To see that $\partial \mathcal{G}$ is bipartite, observe that every edge in $\partial \mathcal{G}$ comes from a bicoloured path of $\mathcal{G}$, which starts and ends at an external leg of the same colour. The number of edges contained in this path is odd, which means that the number of vertices contained in this path is even. Therefore, the source and target vertex of an edge of $\partial \mathcal{G}$ are of different kind. For the second claim, note that the graph $\mathcal{G}'$ obtained from $\mathcal{G}$ by deleting all the edges of colour 0 is in this case a (possibly disconnected) $d$-valent and proper $d$-edge-coloured graph and such a graph is always balanced (by similar arguments as in Remark 1.2(b)). □
Remark 1.11. Note that in crystallization theory, open graphs are usually defined directly with the property that all their external legs have the same colour [73,84]. Furthermore, also in tensor models using a single, uncoloured, tensor with bubble interactions, Feynman graphs are (open) coloured graphs of this type [65,87].

From now on, we will mainly work with this restricted class of graphs and so we introduce the following notation:

Definition 1.12. We will denote by $G_d$ the set of all open $(d+1)$-coloured graphs in which all external legs have colour 0. The subset of closed $(d+1)$-coloured graphs is denoted by $G_d \subset G_d$.

An immediate consequence of the definition is

Lemma 1.13. If $G \in G_d$, then $\partial G \in G_{d-1}$. Furthermore, $\partial G$ is the empty graph if and only if $G \in G_d$. In particular, this means that $\partial(\partial G)$ is the empty graph for every $G \in G_d$.

1.3. Feynman Amplitudes of Closed Graphs and Ponzano–Regge Model

The generating functional of the coloured Boulatov model is given by the path integral [37,38,51]

$$Z_{cBM} = \int \left( \prod_{l=0}^{3} D\varphi_{l} D\overline{\varphi}_{l} \right) e^{-S_{\lambda}[\varphi_{l}, \overline{\varphi}_{l}]} = \sum_{G \in G_{3}} \frac{1}{\text{sym}(G)} A_{G}^{\lambda},$$

(1.4)

where $\text{sym}(G)$ denotes the symmetry factor of the graph $G$. The Feynman amplitude $A_{G}^{\lambda}$ corresponding to some closed $(3+1)$-coloured graph $G \in G_{3}$ can be derived by convoluting the propagators and interaction kernels, which can be read off the action (1.3) and are given by

$$\mathcal{P}(\{g_{i}\}, \{\overline{g}_{i}\}) = \int_{\text{SU}(2)} dh \prod_{i=1}^{3} \delta(g_{i}^{-1} h \overline{g}_{i}) \quad \text{and}$$

$$\mathcal{V}(\{g_{ij}\}) = \int_{\text{SU}(2)^4} \left( \prod_{i=1}^{4} dh_{i} \right) \prod_{i \neq j} \delta(g_{ij}^{-1} h_{i}^{-1} h_{j} g_{ji}),$$

(1.5)

where $g_{ij}$ is the group element assigned to the dual edge living on the triangle $i$ of colour $ij$. The amplitude $A_{G}^{\lambda}$ is then precisely the partition function of the Ponzano–Regge spin foam model [8–12] multiplied by a prefactor depending on $N$ and $\lambda$ coming from the interaction term:

$$A_{G}^{\lambda} = \left( \frac{\lambda \overline{\lambda}}{\delta N(1)} \right)^{|V_{G}|} \int_{\text{SU}(2)^{|E_{G}|}} \left( \prod_{e \in E_{G}} dh_{e} \right) \prod_{f \in F_{G}} \delta^{N} \left( \prod_{e \in f} h_{e}^{(e,f)} \right),$$

(1.6)

where $F_{G}$ denotes the “set of faces” of the graph $G$, i.e. the bicoloured paths within $G$, where we write $e \in f$ for an edge belonging to the face $f$ and where
\( \varepsilon(e, f) \) is equal to 1 if the orientation of \( e \) and \( f \) agrees and \(-1\) otherwise.\(^6\)

The amplitudes above take the standard spin foam expression in terms of irreducible representations of the rotation group, once expanded using the Peter–Weyl decomposition of functions on the group [8–12]. The “free energy” of the model is given by

\[
F_{\text{cBM}}[\lambda] = \ln(Z_{\text{cBM}}) = \sum_{G \in \mathcal{G}_3 \text{ connected}} \frac{1}{\text{sym}(\mathcal{G})} A_G^{\lambda}.
\]

(1.7)

As shown in [56], the leading-order graphs of this expansion in the large \( N \) limit are the so-called melonic diagrams, which are certain coloured graphs dual to the 3-sphere \( S^3 \). This result generalizes the well-known fact that planar graphs form the leading order in matrix models for pure two-dimensional quantum gravity [88]. A similar result has been obtained for higher-dimensional Ooguri–Boulatov-type models [57,58]. See also [59,66,67] for an extended discussion in the setting of simplicial coloured tensor models and [60,65] for a discussion in the setting of coloured tensor models with bubble interactions.

### 2. Topology of Coloured Graphs with Non-empty Boundaries

As seen above, the Feynman diagrams of coloured tensor models and GFTs are certain types of edge-coloured graphs. The topology of these graphs is not only studied in quantum gravity, but also in crystallization theory—a branch of geometric topology. In this section, we discuss some general concepts and important results from the topology of coloured graphs, combining notions which are used both in quantum gravity and in crystallization theory. We will mainly focus on the general notion of coloured graphs representing pseudo-manifolds with non-empty boundaries. For a general review of the topology of coloured graphs in the context of coloured tensor models and GFTs, see for example [65–67]. For surveys on crystallization theory, see [73–75] and references therein. Further details on the topology of coloured graphs with non-empty boundary can be found in Appendix B.

#### 2.1. Bubbles and Their Multiplicities

The underlying graph of some closed (resp. open) \((d+1)\)-coloured graph \( G \) is the dual 1-skeleton (resp. internal dual 1-skeleton) of the corresponding simplicial complex \( \Delta_G \). However, as discussed previously, the simplicial complex assigned to \( G \) is unique and hence we expect that also the higher-dimensional dual cells and their nested structure are encoded in the graph \( G \). This leads to the notion of “bubbles” [66], or equivalently, “residues” [73] in the mathematical literature on crystallization theory:

\(\footnote{Note that a coloured graph can always be assigned a canonical orientation of edges, i.e. by orienting each edge from a black vertex to a white vertex. Furthermore, we have implicitly chosen a starting point in the product for each face. The amplitude does not depend on these choices, by the properties of the Haar measure and delta function [11].} \)
Definition 2.1 (Bubbles). Let $G \in \mathfrak{G}_d$ (see Definition 1.12) be an open $(d+1)$-coloured graph and $i_1, \ldots, i_k \in \mathcal{C}_d$ with $i_1 < \cdots < i_k$, $k \in \{0, \ldots, d\}$. We call a connected component of the graph obtained by deleting all the edges of colours $\mathcal{C}_d \setminus \{i_1, \ldots, i_k\}$ a “$k$-bubble of colours $i_1, \ldots, i_k$”. We denote such a bubble by $B_{(\rho)}^{i_1 \cdots i_k}$, where $\rho$ labels the various bubbles of the same colours. The total number of $k$-bubbles of arbitrary colours is denoted by $B^{[k]}$.

Figure 6 shows an open $(3+1)$-coloured graph $G \in \mathfrak{G}_3$, called the “elementary melonic 3-ball” [67], together with all its 3-bubbles:

![Figure 6. Elementary melonic 3-ball $G$ (l.h.s.) and its four 3-bubbles](image)

Note that the set of 0-bubbles is precisely the vertex set $V_G$ of $G$. In principle, this also includes the 1-valent boundary vertices. However, we consider in the following the convention where only the $(d+1)$-valent internal vertices are considered 0-bubbles so that 0-bubbles correspond to the $d$-simplices of the simplicial complex. It is immediate to see that 1-bubbles are edges and so correspond to the $(d-1)$-simplices of the complex. Similarly, 2-bubbles are called the “faces of the graph” and they correspond to the $(d-2)$-simplices of the complex. This correspondence can be extended to all dimensions:

Proposition 2.2. There is a one-to-one correspondence between the $k$-bubbles of some open $(d+1)$-coloured graph $G \in \mathfrak{G}_d$ and the $(d-k)$-simplices of the corresponding simplicial complex $\Delta_G$.

Proof. It is not too hard to see that a $k$-bubble $B$ is exactly the graph, which is dual to the (disjoint) link (see Appendix A) of a $(d-k)$-simplex $\sigma$ of $\Delta_G$, i.e.

$$\Delta_B = \text{Lk}_{\Delta_G}(\sigma).$$

More precisely, recall that the colouring of the $d+1$ faces of each $d$-simplex in the complex induces a colouring of vertices. Now, a $k$-simplex $\sigma$ has $(k+1)$ vertices, which have some colours, lets say $\{i_1, \ldots, i_{k+1}\} \subset \mathcal{C}_d$. The link of $\sigma$ is by definition a $(d-1-k)$-dimensional complex, which is dual to a $(d-k)$-coloured graph. This $(d-k)$-coloured graph is exactly a $(d-k)$-bubble in $G$ with colours $\mathcal{C}_d \setminus \{i_1, \ldots, i_{k+1}\}$. \hfill \Box

In particular, this means that there is the following correspondence in the case of dimension $d = 3$:

- 0-bubbles (internal vertices) of $G$ $\Leftrightarrow$ 3-simplices (tetrahedra) of $\Delta_G$
- 1-bubbles (edges) of $G$ $\Leftrightarrow$ 2-simplices (triangles) of $\Delta_G$
- 2-bubbles (faces) of $G$ $\Leftrightarrow$ 1-simplices (edges) of $\Delta_G$
- 3-bubbles of $G$ $\Leftrightarrow$ 0-simplices (vertices) of $\Delta_G$
Remarks 2.3. (a) A $k$-bubble is by itself a $k$-coloured graph that can either be open or closed. If a $k$-bubble $B$ is open, then the corresponding $(d-k)$-simplex lives purely on the boundary of the simplicial complex $\Delta_G$. Instead, if $B$ is closed, then the corresponding simplex lives in the interior of $\Delta_G$ (possibly touching the boundary). As an example, the complex dual to the graph in Fig. 6 has three boundary vertices and only one internal vertex (the vertex dual to $B_{123}$).

(b) The proposition above tells us that there is a family of bijective maps of the form $\varphi_k : \Delta_G,k \to B^{[d-k]}$, where $\Delta_G,k$ denotes the set of $k$-simplices of the complex $\Delta_G$. Note also that these maps are inclusion reversing: Consider a $k$-simplex $\sigma$ and let $\tau$ be some $l$-face of $\sigma$. Then, $\varphi_k(\sigma)$ is a $(d-k)$-bubble within the $(d-l)$-bubble $\varphi_l(\tau)$. Hence, the colouring does not only include information about higher-dimensional dual cells but also about their nested structure.

The topology of bubbles can be used to determine whether a coloured graph describes a manifold or a pseudomanifold:

**Proposition 2.4.** Let $G \in \mathfrak{G}_d$ be an open $(d+1)$-coloured graph. Then $|\Delta_G|$ is a manifold if and only if all the $d$-bubbles of $G$ represent either $(d-1)$-spheres or $(d-1)$-balls.

**Proof.** Every triangulation with the property that all the links of its vertices (=the $d$-bubbles of the graph) represent spheres or balls (a so-called combinatorial triangulation, see Appendix A) is a manifold (in fact, a PL-manifold), see [89]. For the reverse, see [73] and references therein. $\square$

Previously, we have defined the boundary graph $\partial G$ of some open $(d+1)$-coloured graph $G \in \mathfrak{G}_d$ and said that the underlying graph is exactly the boundary dual 1-skeleton of the complex $\Delta_G$. Since $\partial G$ is a closed $d$-coloured graph, we can construct the corresponding simplicial complex $\Delta_{\partial G}$. Naively, we would guess that this simplicial complex is exactly the boundary of the simplicial complex dual to $G$, i.e. $\Delta_{\partial G} = \partial \Delta_G$. However, it turns out that $\partial \Delta_G$ is in general just a quotient of the simplicial complex $\Delta_{\partial G}$ obtained by identifying some of its simplices. This is actually well known in crystallization theory and goes under the name “multiple residues” [84,90,91]. Let us discuss this point in more detail using an explicit example. Consider the following closed $(2+1)$-coloured graph $\gamma \in \mathfrak{G}_2$, called the “pillow graph”, as boundary graph:

The graph represents a 2-sphere, as can be seen by looking at the simplicial complex $\Delta_\gamma$, dual to $\gamma$. Now, consider the two open $(3+1)$-coloured graphs $G_1, G_2 \in \mathfrak{G}_3$ of Fig. 8:

Both of these graphs satisfy $\partial G_1 = \partial G_2 = \gamma$. One can easily see that the boundary of the simplicial complex $\Delta_{G_1}$, which describes a 3-ball, is given by the complex $\Delta_\gamma$, i.e.

$$\partial \Delta_{G_1} = \Delta_{\partial G} = \Delta_\gamma.$$  

(2.2)

However, this is not the case for the simplicial complex dual to $G_2$. Indeed, note that the graph $G_2$ has in total four 3-bubbles, from which three are open
As explained above, the 3-bubbles of some open (3 + 1)-coloured graph $G$ correspond to the vertices of the simplicial complex $\Delta_G$, whereas the 2-bubbles of its closed (2 + 1)-coloured boundary graph $\partial G$ correspond to the vertices of the complex $\Delta_{\partial G}$. Hence, we see that in the above example, the two vertices dual to the two 2-bubbles of colour 12 of $\gamma$ are identified in the
simplicial complex $\Delta_{G_2}$, since they both correspond to the same 3-bubble in $G_2$. In other words, the boundary of the simplicial complex $\Delta_{G_2}$ is the complex obtained by identifying the two vertices $v$ and $w$ of the complex $\Delta_\gamma$ drawn on the right-hand side in Fig. 7, i.e. we can write
\[ \partial \Delta_{G_2} = \Delta_\gamma / v \sim w. \] (2.3)

The geometric realization of this complex is the “pinched torus”, i.e. the pseudomanifold obtained by identifying two distinct points on a 2-sphere. This discussion leads to the following definition:

**Definition 2.5 (Multiplicity of Bubbles [91])**. Let $G$ be an open $(d+1)$-coloured graph. We call the number of boundary components of some bubble $B$ the “multiplicity of $B$” and denote it by $\text{mult}(B)$. If $\text{mult}(B) \in \{0, 1\}$, then we call the bubble “simple”.

If $G \in \mathcal{G}_d$ only has simple bubbles, then we clearly have that $\Delta_{\partial G} = \partial \Delta G$. This is in particular the case if $G$ represents a manifold, since all its $d$-bubbles are spheres and balls. Furthermore, this is also clearly true for pseudomanifolds without boundary singularities, i.e. pseudomanifolds for which all the open 3-bubbles represents $(d-1)$-balls. Using the discussion of the example above, one can easily see that there is the following general relationship between the complex of the boundary graph and the boundary of the simplicial complex of the corresponding open graph:

**Proposition 2.6 (Boundary Complex of a General Open Graph)**. Let $G$ be an open $(d+1)$-coloured graph with boundary graph $\mathcal{G}$. Then
\[ \partial \Delta_G = \Delta_{\partial G} / \sim, \]
where $\sim$ identifies for each non-simple $k$-bubble $B$ of $G$ with $k \in \{3, \ldots, d\}$ the corresponding $(d-k)$-simplices belonging to the various boundary components of $B$.

The appearance of this additional pinching effect on the boundary could have been expected since the boundary graph only takes the 1-skeleton of the complex $\partial \Delta_G$ into account. While it does encode a full simplicial complex, it does not contain any information about these possible identifications of $k$-simplices with $k \leq d - 3$, which are coming from the bulk graph. In other words, the boundary graph only describes the “desingularized” boundary of the complex $\Delta_G$.

**2.2. Combinatorial and Topological Equivalence**

Every manifold admits a coloured graph representing it (see Appendix “Existence of Coloured Graphs and Crystallizations”); however, there are in general infinitely many inequivalent graphs representing the same topology. In order to properly describe a manifold of a given topology, we need transformations changing the graph but leaving the topology of the associated manifold invariant. For PL-manifolds, Pachner’s theorem [92] states that two PL-manifolds are PL-homeomorphic if and only if they are related by a finite sequence of so-called Pachner moves. In three dimensions, there are only two different types
of Pachner moves, the \((1 - 4)\)- and the \((2 - 3)\)-move. For our purpose, these moves do not work since they are in general not respecting the underlying structure of the coloured graph. For example, applying a \((1 - 4)\)-move to some tetrahedron results into a complex which is not bipartite anymore. It turns out that a suitable set of moves is given by so-called dipole moves, which were introduced in [93]:

**Definition 2.7** (Dipoles and Dipole Contraction). Let \(G \in \mathcal{G}_d\) be an open \((d + 1)\)-coloured graph, such that \(|V_{G,\text{int}}| > 2\). We call a subgraph \(d_k\) consisting of two internal vertices \(v, w \in V_{G,\text{int}}\), which are connected by \(k\) edges of colours \(i_1, \ldots, i_k \in C_d\), “\(k\)-dipole of colours \(i_1, \ldots, i_k\)”, if the two \((d + 1 - k)\)-bubbles of colour \(C_d \setminus \{i_1, \ldots, i_k\}\) containing \(v\) and \(w\), respectively, are distinct.

If some coloured graphs admits a dipole, then we define another graph by “contracting the dipole” [84, 93]:

**Definition 2.8** (Dipole Contraction). Let \(G \in \mathcal{G}_d\) be an open \((d + 1)\)-coloured graph and \(d_k\) a \(k\)-dipole within \(G\) with vertices \(v, w\). Then we define the graph \(G/d_k \in \mathcal{G}_d\) by deleting the two vertices \(v\) and \(w\) of \(G\) and by connecting the “hanging pairs” of edges respecting their colouring. We say that “\(G/d_k\) is obtained by contracting the \(k\)-dipole \(d_k\) in \(G\)”.

**Remarks 2.9.**
(a) If both vertices \(v\) and \(w\) admit an adjacent external leg, then the procedure would produce a disconnected part containing a single edge of colour 0 connecting two boundary edges. In this case, we do not include this additional disconnected piece in the definition of \(G/d_k\), as a convention (e.g. see Fig. 10b).

(b) Note that performing a \(k\)-dipole move in some open \((d + 1)\)-coloured graph \(G\) is geometrically one and the same as performing the graph-connected sum (see Appendix “Connected Sum of Coloured Graphs”) of two \((d + 1 - k)\)-bubbles within the graph \(G\).

Figure 10 shows three examples of 1-dipole contraction in open \((3 + 1)\)-coloured graphs.

Note that the boundary graph only changes in example (b). The reason for this is that the two vertices involved in the dipole admit adjacent external legs, and therefore, after contracting the dipole, the number of boundary triangles is reduced by two. On the other hand the boundary graph is left untouched whenever one of the separated \((d + 1 - k)\)-bubbles is closed, as in example (a) and (c) above:

**Proposition 2.10** (Boundary Complex and Dipole Moves). Let \(G \in \mathcal{G}_d\) be an open \((d + 1)\)-coloured graph and \(d_k\) a \(k\)-dipole within \(G\). If at least one of the two \((d + 1 - k)\)-bubbles separated by the dipole is closed, then \(\partial G = \partial(G/d_k)\) and also \(\partial \Delta G = \partial \Delta G/d_k\). We call such a dipole “internal”.

**Proof.** Let us assume without loss of generality that the colours involved in the \(k\)-dipole are \(1, \ldots, k\), because if 0 is involved in the dipole, the two \((d + 1 - k)\)-bubbles separated by \(d_k\) are both closed and the claim is trivially true in this case. The general situation is sketched in Fig. 11.
By assumption, one of the \((d + 1 - k)\)-bubbles separated by \(d_k\) is closed and we choose without loss of generality the bubble \(B_v^{d+1-k}\) containing \(v\). Note that the vertices \(a_i\) do not necessarily have to be distinct and similarly for the \(b_j\)'s. Furthermore, \(b_0\) could in principle be a 1-valent boundary vertex. Clearly all the bicoloured paths starting and ending at an external leg of colour 0\(i\) with \(i \in \{1, \ldots, k\}\), which are going through the dipole, necessarily contain the vertices \(a_0\) and \(b_0\) and still exist after contracting \(d_k\). Next, consider a bicoloured path containing the vertex \(w\) of colour 0\(j\) with \(j \in \{k + 1, \ldots, d\}\). Such a path connects the vertex \(b_0\) with \(w\) and the vertex \(w\) with \(b_j\). Now, if we contract the dipole \(d_k\), then this bicoloured path still exists precisely because we have assumed that \(B_v^{d+1-k}\) is closed: The path in \(G/d_k\) connects the vertex \(b_0\) with \(a_0\), the vertex \(a_0\) with \(a_j\) by a bicoloured path of colours 0\(j\) and the vertex \(a_j\) with \(b_j\). This shows that all the non-cyclic faces of \(G\) are still contained in \(G/d_k\). Furthermore, it is also clear that we do not produce new non-cyclic faces, since the number of external legs is left untouched in this case. Therefore, we conclude that \(\partial G = \partial (G/d_k)\). Since there is a natural
inclusion of bubbles of $\mathcal{G}/d_k$ into bubbles of $\mathcal{G}$, the multiplicities of bubbles do not change, which implies that also the boundary complexes are the same. □

Note that a dipole move does not always preserve the topology. This can easily be seen by the fact that performing a dipole move is the same as performing the connected sum of two submanifolds, as mentioned in Remark 2.9(b). For example, whenever both of these two submanifolds are neither spheres nor balls, a dipole move will change the topology of the manifold. Let us introduce the following terminology:

**Definition 2.11 (Proper Dipole Moves).** Let $\mathcal{G} \in \mathfrak{G}_d$ be an open $(d+1)$-coloured graph and $d_k$ a $k$-dipole within $\mathcal{G}$. We say that $d_k$ is “proper”, if $|\Delta_\mathcal{G}|$ and $|\Delta_{\mathcal{G}/d_k}|$ represent the same manifold (up to PL-homeomorphism).

As an example, all the dipole moves drawn in Fig. 10 are proper, because all the graphs represent 3-balls. More generally, as proven in [93] (for closed graphs) and in [84] (for open graphs), one can define two classes of dipole moves, which preserve the topology:

**Theorem 2.12 (Gagliardi-Ferri).** Let $\mathcal{G} \in \mathfrak{G}_d$ be an open $(d+1)$-coloured graph and $d_k$ a $k$-dipole involving vertices $v, w \in \mathcal{V}_{\mathcal{G}, \text{int}}$.

1. If at least one of the $(d+1-k)$-bubbles separated by the dipole represents a $(d-k)$-sphere, then $d_k$ is proper. We call such dipoles “internal proper dipoles”.

2. If both $v$ and $w$ admit an adjacent external legs and at least one of the $(d+1-k)$-bubbles separated by the dipole represents a $(d-k)$-ball, then $d_k$ is proper. We call such dipoles “non-internal proper dipoles”.

**Proof.** For a complete geometrical proof see Proposition 5.3. in [84]. Using the graph-connected sum discussed in Appendix “Connected Sum of Coloured Graphs”, one can actually give an alternative proof of the statement, as already observed in [94]: In case (1), we basically just perform the (internal) connected sum of a spherical $(d+1-k)$-bubble with some other topology (possibly with boundary), which is trivial and hence leaves the topology invariant (see Corollary B.7). In case (2), we perform the boundary connected sum of some $(d+1-k)$-bubble representing a $(d-k)$-ball with some other topology and hence we do not change the topology either (see Theorem B.6 (1)). □

The three examples of Fig. 10 do have these properties. More precisely, the dipoles in the graphs (a) and (c) are internal proper 1-dipoles and the dipole in (b) is a non-internal proper 1-dipole.

**Remarks 2.13.** (a) Note that by Proposition 2.10, an internal proper dipole leaves the boundary complex invariant whereas a non-internal proper dipole changes the boundary complex explicitly, since it does reduce the number of boundary $(d-1)$-simplices by two.

(b) Every non-internal proper $k$-dipole move induces an internal proper $k$-dipole move on its boundary graph. The reverse is in general not true. However, it turns out that every proper dipole on the boundary graph
corresponds to a “wound move”, another set of moves discussed in [84], in the open graph.

(c) Note that the theorem of Gagliardi-Ferri is not an “if-and-only-if” statement and there are also proper dipoles, which do not fall into the two classes defined above. See Appendix A.4 in [95] for a short discussion and examples. However, as it turns out, the two classes of proper dipole moves discussed in the Theorem of Gagliardi-Ferri are sufficient to characterize topological invariance, as stated in Theorem 2.15.

Let us mention the following immediate consequences of the above theorem:

Corollary 2.14. Let $G \in \mathcal{G}_d$ be some $(d+1)$-coloured graph.

1. Every $d$-dipole is proper. If $G$ is closed, then also every $(d-1)$-dipole is proper.
2. If $G$ is closed and represents a manifold, then every dipole is proper.
3. If $G$ represents a manifold—possibly with boundary—then every $k$-dipole involving the colour 0 is proper.
4. If $G$ is open and represents a manifold, then every $k$-dipole in which both vertices admit adjacent external legs is a non-internal proper one.

Proof. This follows from the previous theorem as well as Proposition 2.4, i.e. the fact that for manifolds all $d$-bubbles represent spheres or balls. □

Up to now, we have introduced a set of moves for general coloured graphs leaving the topology invariant. However, it is not yet clear if this set of moves are enough to relate any two coloured graphs describing the same topology to each other. It turns out to be the case:

Theorem 2.15 (Equivalence Criterion of Casali [94,96]). Let $G_1, G_2 \in \mathcal{G}_d$ be two open $(d+1)$-coloured graphs representing manifolds. Then, the manifolds $M := |\Delta G_1|$ and $M_2 := |\Delta G_2|$ are PL-homeomorphic if and only if $G_1$ and $G_2$ are related by a finite sequence of proper dipole moves of the two types defined in Theorem 2.12. Moreover, if $\partial G_1 \cong \partial G_2$, then $M_1$ and $M_2$ are PL-homeomorphic if and only if $G_1$ and $G_2$ are related by a finite sequence of internal proper dipole moves.

Therefore, we are free to use proper dipole moves in order to study the different graphs associated with a manifold of a given topology.

3. Transition Amplitudes

Having discussed the graph-theoretical and topological properties of the Feynman graphs emerging from the coloured Boulatov model, we now move on to the transition amplitudes. The purpose of this construction, from a canonical quantum gravity point of view, is in fact to define a physical scalar product between two boundary states. Therefore, the label “transition amplitudes” should be understood loosely. For the difference between spin foam amplitudes defining the canonical scalar product and those encoding quantum gravity “transitions”, see [97–100].
boundary states are spin networks states \([101,102]\) living on some fixed boundary graph, which are dual to some fixed boundary topology. The transition amplitudes should then provide us with a sum over all topologies with boundary given by our fixed boundary graphs, each weighted by their corresponding spin foam amplitude. In this section, we will start by defining suitable GFT boundary observables, which can then be used to define transition amplitudes. Afterwards, we will apply the techniques from crystallization theory discussed in the previous section, in order to rewrite the amplitudes as topological expansions similar in spirit to the topological expansion of the free energy in the large \(N\) limit proposed by Gurau [56–58]. The results of this section are based on the Master’s thesis of one of the authors (GS) [95].

3.1. Boundary Observables and Transition Amplitudes

GFT boundary states are described by spin networks \([101,102]\). To start with, let us recall that a “\(SU(2)\) spin network” is defined to be a triple \((\gamma, \rho, i)\), where \(\gamma = (V_\gamma, E_\gamma)\) is a directed and finite graph, \(\rho = (\rho_e, H_e)_{e \in E_\gamma}\) is an assignment of irreducible and unitary representations of \(SU(2)\) to edges of the graph \(\gamma\) and \(i = (i_v)_{v \in V_\gamma}\) is an assignment of intertwiners of the type

\[
i_v : \bigotimes_{e \in T(v)} H_e \to \bigotimes_{e \in S(v)} H_e, \tag{3.1}\]

where \(T(v)\) denotes the collection of edges incoming to \(v\) and \(S(v)\) the collection of edges outgoing from \(v\). To every spin network \(\Psi := (\gamma, \rho, i)\), one can associate a corresponding “spin network function”, which is a map \(\psi \in L^2(SU(2)^{|E_\gamma|}, dg; \mathbb{C})\) satisfying

\[
\psi(\{g_e\}_{e \in E_\gamma}) = \psi(\{k_{t(e)}^{-1} g_e k_{s(e)}\}_{e \in E_\gamma}) \tag{3.2}
\]

for all \(\{k_e\}_{e \in V_\gamma} \in SU(2)^{|V_\gamma|}\), defined by

\[
\psi(\{g_e\}_{e \in E}) := \left( \bigotimes_{v \in V_\gamma} i_v \right) \bullet_\gamma \left( \bigotimes_{e \in E_\gamma} \rho_e(g_e) \right), \tag{3.3}
\]

where \(\bullet_\gamma\) means contracting at each vertex \(v \in V_\gamma\) the upper indices of the matrices corresponding to the incoming edges in \(v\), the lower indexes of the matrices assigned to the outgoing edges in \(v\) and the corresponding upper and lower indices of the intertwiners \(i_v\). The Hilbert space \(L^2(SU(2)^{|E_\gamma|}/SU(2)^{|V_\gamma|}, dg; \mathbb{C})\) is spanned by spin network states [102]. Furthermore, from the physical point of view, spin network states are kinematic states representing quantum 3-geometries [82,103].

In order to describe transition amplitudes between spin network states defined on the boundary, we have to introduce suitable boundary observables, which are endowed with the corresponding quantum geometric data. Since we are working in the language of field theory, these observables should be functionals of the fundamental fields and compatible with the \(SU(2)\) gauge symmetry of the model. Following the general idea of [36], we define GFT boundary observables in the following way:
Definition 3.1 (Boundary Observables of the Coloured Boulatov Model). Consider a closed \((2 + 1)\)-coloured graph \(\gamma \in \mathfrak{G}_2\), which we fix to be our boundary graph and which we equip with source and target maps \(s, t : \mathcal{E}_\gamma \to \mathcal{V}_\gamma\). Furthermore, let us choose a spin network \(\Psi = (\gamma, \rho, i)\) on \(\gamma\) with corresponding spin network function \(\psi \in L^2(SU(2)^{|\mathcal{E}_\gamma|}/SU(2)^{|\mathcal{V}_\gamma|})\). Then, we define the Boulatov boundary observable to be the functional

\[
\mathcal{O}_\Psi[\varphi_0, \varphi_0] := \int_{SU(2)^3|\mathcal{V}_\gamma|} \left( \prod_{v \in \mathcal{V}_\gamma} \prod_{i=1}^3 \mathcal{D}g_{vi} \right) \psi(\{g_{s(e)}\tilde{\gamma}(e)g_{t(e)}^{-1} \tilde{\gamma}(e)\}_{e \in \mathcal{E}_\gamma}) \times \\
\times \left( \prod_{v \in \mathcal{V}_\gamma} \varphi_0(g_{v3}, g_{v2}, g_{v1}) \right) \left( \prod_{v \in \mathcal{V}_\gamma} \tilde{\varphi}_0(g_{v3}, g_{v2}, g_{v1}) \right),
\]

where \(g_{vi}\) are the three group elements of colours \(i = 1, 2, 3\) assigned to the three half-edge adjacent to the vertex \(v \in \mathcal{V}_\gamma\) and where \(\tilde{\gamma} : \mathcal{E}_\gamma \to \mathcal{C}_2^* = \{1, 2, 3\}\) is the proper edge-colouring of the graph \(\gamma\).

It is important to stress that we restrict only to a certain class of boundary states, namely to boundary states living on closed \((2 + 1)\)-coloured graphs. Hence, all the open graph appearing in the expansion of the transition amplitudes will be such that all external legs have the same colour 0. This is done for purely technical reasons. Note that the boundary observables can straightforwardly be generalized to arbitrary admissible bicoloured boundary graphs. In this case, the corresponding observables are then functionals of the fields of all colours.

Remark 3.2. Note that we do not only fix a boundary graph, but already a boundary graph with a fixed orientation and colouring and hence with a fixed topology. This is an important difference to the general definition in [36], since in the uncoloured version, we only fix a graph and the (dual) 1-skeleton alone is not enough to determine a topology.

With the observables defined above, it is straightforward to define the corresponding transition amplitudes of the coloured Boulatov model:

Definition 3.3 (Transition Amplitudes for the Coloured Boulatov Model). Let \(\gamma \in \mathfrak{G}_2\) be a closed \((2 + 1)\)-coloured graph and \(\Psi = (\gamma, \rho, i)\) be a spin network living on \(\gamma\). Then the transition amplitude is defined by

\[
\langle Z_{cBM}\vert \Psi \rangle := \int \left( \prod_{l=0}^3 \mathcal{D}\varphi_1 \mathcal{D}\varphi_1 \right) e^{-S_\lambda[\varphi_1, \tilde{\varphi}_1]} \mathcal{O}_\Psi[\varphi_0, \tilde{\varphi}_0].
\]

For the following discussion, let us briefly recall and set up the following terminologies and notations which we use for open \((3 + 1)\)-coloured graph \(\mathcal{G} \in \mathfrak{G}_3\) with boundary graph \(\gamma := \partial \mathcal{G}\):

(1) Recall that the vertex set can be decomposed as \(\mathcal{V}_\mathcal{G} = \mathcal{V}_{\mathcal{G}, \text{int}} \cup \mathcal{V}_{\mathcal{G}, \partial}\), where vertices in \(\mathcal{V}_{\mathcal{G}, \text{int}}\) are 4-valent internal vertices and vertices in \(\mathcal{V}_{\mathcal{G}, \partial}\) are 1-valent boundary vertices and are in one-to-one correspondence with the vertices of the boundary graph \(\mathcal{V}_\gamma\).
(2) Similarly, we decompose the edge set as \( E_G = E_{G, \text{int}} \cup E_{G, \partial} \), where edges in \( E_{G, \text{int}} \) connect two internal vertices and edges in \( E_{G, \partial} \) are external legs, i.e. edges connecting a vertex in \( V_{G, \text{int}} \) with a vertex in \( V_{G, \partial} \). Note that the set \( E_{G, \partial} \) is also in one-to-one correspondence with \( V_\gamma \).

(3) The set of faces (= 2-bubbles) of \( G \) is denoted by \( F_G \). This set can also be decomposed as \( F_G = F_{G, \text{int}} \cup F_{G, \partial} \), where \( F_{G, \text{int}} \) is the set of "internal faces", i.e. the set of closed 2-bubbles of \( G \) (they correspond to the internal edges of the simplicial complex \( \Delta G \)) and where \( F_{G, \partial} \) is the set of open 2-bubbles of \( G \), i.e. faces starting and ending at an external leg (they correspond to the edges on the boundary of \( \Delta G \)). There is a one-to-one correspondence between the sets of edges of the boundary graph \( E_\gamma \) and the set \( F_{G, \partial} \). We denote this bijection by

\[
e : \partial F_G \rightarrow E_\gamma
f \mapsto e(f).
\]

From a geometrical point of view, an open 2-bubble \( f \) is the interior part of a face of the dual complex touching the boundary and the edge \( e(f) \) is the corresponding edge on the boundary dual complex, "closing" the face.

Expanding the interaction term of the action in the coupling, we can write the formal path integral of Definition 3.3 as a sum over Gaussian integrals, which will lead to a sum over all pair-wise contractions of fields in the product of interaction Lagrangians and the given fields within the boundary observable. Renaming \( g_e := g_{s_e} g_{t_e}^{-1} \) for each edge \( e \in E_\gamma \) of colour \( i \in \{1, 2, 3\} \), we are left with an integration over all boundary edges, where the integrand is given by the spin network \( \psi \) weighted by the corresponding spin foam amplitude for each Feynman diagram. More precisely, we can write

\[
\langle Z_{cBM} | \Psi \rangle = \sum_{G \in \mathcal{G}_3 \text{ with } \partial G = \gamma} \frac{1}{\text{sym}(G)} A^\lambda_G[\Psi],
\]

where the sum is over all open \((3+1)\)-coloured graphs in \( \mathcal{G}_3 \) with \( \partial G = \gamma \) and where the amplitude \( A^\lambda_G[\Psi] \) for a given open \((3+1)\)-coloured graph \( G \) is given by the Ponzano–Regge transition function together with a prefactor depending on \( N \) and \( \lambda \). More precisely, the amplitude is the \( L^2(\text{SU}(2)^{|E_\gamma|}, dg) \)-inner product

\[
A^\lambda_G[\Psi] := \langle A^\lambda_G | \psi \rangle_{L^2} = \int_{\text{SU}(2)^{|E_\gamma|}} \left( \prod_{e \in E_\gamma} dg_e \right) A^\lambda_G[\{g_e\}_{e \in E_\gamma}] \cdot \psi(\{g_e\}_{e \in E_\gamma}),
\]

where \( \psi \in L^2(\text{SU}(2)^{|E_\gamma|}/\text{SU}(2)^{|V_\gamma|}) \) is the corresponding spin network function of \( \Psi \). The functionals \( A^\lambda_G[\{g_e\}_{e \in E_\gamma}] \) are defined by

\[
A^\lambda_G[\{g_e\}_{e \in E_\gamma}] := \left( \frac{\lambda \bar{\lambda}}{\delta N(1)} \right)^{\frac{|V_{G, \text{int}}|}{2}} Z^G_{\text{PR}}[\{g_e\}_{e \in E_\gamma}],
\]
where the “Ponzano–Regge functional” \( \mathcal{Z}_{\text{PR}}^G \) is the well-known spin foam amplitude given by

\[
\mathcal{Z}_{\text{PR}}^G \left[ \{ g_e \}_{e \in E} \right] = \int_{\text{SU}(2)^{|E_{\gamma}|}} \left( \prod_{e \in E_{\gamma}} \text{d}h_e \right) \left\{ \prod_{f \in \mathcal{F}_{\gamma,\text{int}}} \delta^N \left( \prod_{e \in f} h_e^{(e,f)} \right) \right\} \times \left\{ \prod_{f \in \mathcal{F}_{\gamma,\partial}} \delta^N \left( g_e^{(e(f)),f} \cdot \prod_{e \in f} h_e^{(e,f)} \right) \right\}.
\] (3.8)

The starting points of the products within the delta functions corresponding to the non-cyclic faces (second line) are fixed to be one of the corresponding boundary vertices.

The interpretation of the quantity \( \langle \mathcal{Z}_{\text{cBM}} | \Psi \rangle \) is the following. If \( \gamma \) has two boundary components, then it computes the probability amplitude (overlap) between these two states, where we sum over all topologies matching the given boundary topologies, each weighted by the Ponzano–Regge partition function. If \( \gamma \) has a single boundary component, then \( \langle \mathcal{Z}_{\text{cBM}} | \Psi \rangle \) can be interpreted as the probability for the transition of the state from the vacuum.

Remark 3.4. More precisely, we should take the logarithm in the definition of \( \langle \mathcal{Z}_{\text{cBM}} | \Psi \rangle \), since then we only produce connected Feynman graphs. However, we will mainly work with connected boundary graphs in the following and hence, all the disconnected parts produced in the amplitude are closed graphs and these additional vacuum diagrams are anyway cancelled by the normalization one usually puts in front of the path integral.

3.2. Bubble Rooting and Core Graphs

The guiding idea of the following section is to collect different coloured graphs with the same amplitude, the same boundary and the same topology together. This essentially generalizes the bubble rooting procedure for closed graphs introduced in [56–58] to open graphs. We will restrict our attention to the three-dimensional case, although everything can easily be generalized to higher dimensions.

A suitable way to relate graphs in a topology- and boundary-preserving way is given by performing internal proper dipole moves, as discussed in Sect. 2.2. Hence, we should have a look how amplitudes change when performing such a transformation. Before stating the result, let us prove the following preliminary lemma:

Lemma 3.5. Consider a closed \((2 + 1)\)-coloured graph \( \gamma \) representing the 2-sphere equipped with group elements on its edges. Furthermore, let \( \mathcal{P} \) be a closed 3-coloured path within the graph \( \gamma \). Then

\[
\delta \left( \prod_{e \in \mathcal{P}} h_e^{(e,f)} \right) \prod_{f \in \mathcal{F}_{\gamma}} \delta^N \left( \prod_{e \in f} h_e^{(e,f)} \right) = \delta^N \left( 1 \right) \prod_{f \in \mathcal{F}_{\gamma}} \delta^N \left( \prod_{e \in f} h_e^{(e,f)} \right).
\]

The same is true if \( \gamma \) is an open \((2 + 1)\)-coloured graph representing the 2-ball (=disc) and \( \mathcal{P} \) is a closed 3-coloured path in the interior, i.e. not including external legs and edges of the boundary graph, if we replace \( \mathcal{F}_{\gamma} \) by \( \mathcal{F}_{\gamma,\text{int}} \).
Figure 12. A planar \((3 + 1)\)-coloured graph representing a 2-sphere and a closed 3-coloured path \(\mathcal{P}\) (orange) equipped with group elements on its edges. Using all the faces enclosed in the path \(\mathcal{P}\), the delta function associated with \(\mathcal{P}\) can be replaced by \(\delta^N(1)\) (color figure online).

**Proof.** Since \(\gamma\) represents the 2-sphere, it is in particular a “planar” graph, which means that it can be drawn in such a way that all the faces of the underlying graph (=regions bounded by a closed set of vertices and edges) are actually also faces in the coloured sense, i.e. they are bicoloured. In other words, if we represent \(\gamma\) in the stranded diagram picture, which in the two-dimensional case is just a ribbon graph, it can be drawn in such way that there are no crossing of lines. As a consequence, every closed path within \(\gamma\) enclosed a set of faces of the graph and using all the corresponding delta functions allows to contract the path to a point. As an example, consider the graph drawn in Fig. 12.

The example shows a closed \((2 + 1)\)-coloured graph \(\gamma\) representing a 2-sphere, drawn in a planar representation, and the right-hand side shows a closed path, denoted by \(\mathcal{P}\), within \(\gamma\). Due to planarity, we can use all the delta functions corresponding to the faces enclosed by \(\mathcal{P}\) in order to shrink \(\mathcal{P}\) until it becomes a face of the graph itself and can hence be replaced by \(1\):

\[
\delta^N(h_1^{-1}h_2h_3^{-1}h_4h_5^{-1}h_6h_7^{-1}h_8h_9^{-1}h_{10}h_{11}^{-1}h_{12}) \overset{\text{enclosed faces}}{\longrightarrow} \delta^N(1) \quad (3.9)
\]

In other words, due to planarity, the path can always be shrunk to identity by using all the delta functions, which are enclosed. The same is true if \(\gamma\) is an open graph representing a disc as long as the closed path lies in the interior and is not touching the boundary. Note that from the topological point of view, the result is a consequence of the simply-connectedness of the 2-sphere and 2-disc, since every closed path can be contracted to a point. A more technical and rigorous proof of a similar statement can be found in [56,58].

Using the above lemma, we can now show how amplitudes change under performing internal proper dipole moves, which essentially generalizes Lemma 6 in [58] to the case of graphs with boundary:

**Lemma 3.6.** Let \(\mathcal{G} \in \mathcal{G}_3\) with \(\gamma := \partial \mathcal{G}\) and \(d_k\) with \(k \in \{1, 2, 3\}\) be an internal proper \(k\)-dipole in \(\mathcal{G}\). Then the amplitudes of \(\mathcal{G}\) and \(\mathcal{G}/d_k\) satisfy

\[
k = 1: \quad A^A_{\mathcal{G}}[\{g_e\}_{e \in \mathcal{E}_\gamma}] = (\lambda \bar{\lambda}) A^A_{\mathcal{G}/d_k}[\{g_e\}_{e \in \mathcal{E}_\gamma}]
\]
Figure 13. A 1-dipole contraction involving an edge of colour 3 and group elements assigned to all the edges (color figure online)

$$k = 2 : \quad A_G^\lambda \{\{g_e\}_{e \in \mathcal{E}_\gamma}\} = (\lambda \lambda) \delta^N (1)^{-1} A_G^\lambda / d_1 \{\{g_e\}_{e \in \mathcal{E}_\gamma}\}$$

$$k = 3 : \quad A_G^\lambda \{\{g_e\}_{e \in \mathcal{E}_\gamma}\} = (\lambda \lambda) A_G^\lambda / d_1 \{\{g_e\}_{e \in \mathcal{E}_\gamma}\}.$$

Proof. We only prove the case of $k = 1$ since the proofs for the other two cases are analogous.

We need to distinguish between the cases where the dipole edge has colour $i \neq 0$ or colour $i = 0$. In the first case, the general situation is sketched in Fig. 13.

We consider a 1-dipole consisting of an edge, which without loss of generality is taken of colour 3, connecting two internal vertices $v, w \in V_{G, \text{int}}$. Furthermore, we assume that the 3-bubble $B_{v_0 a_1 a_2}^{012}$ of colour 012 containing the vertex $v$ represents a 2-sphere, whereas the 3-bubble $B_{w a_1 a_2}^{012}$ of colour 012 containing $w$ is allowed to be open and to have arbitrary topology. Note that the vertices $a_i$ do not have to be distinct and similar for the $b_i$’s. Furthermore, the vertex $b_0$ could in principle also be a 1-valent boundary vertex. Now, let us denote the group elements living on the edges $va_i$ by $h_{v;i}$, the group elements living on $\overline{vb_i}$ by $h_{w;i}$ and the group element assigned to the dipole edge $\overline{vw}$ by $h_3$. The contribution of all these edges to the Ponzano–Regge transition function is given by the following integrals:

$$\int_{\text{SU}(2)^7} dh_3 \left( \prod_{i=0}^{2} dh_{v;i} \ dh_{w;i} \right) \delta^N (h_{v;0} h_{3}^{-1} h_{w;0} H_{03}^{ij}[g]) \delta^N (h_{v;1} h_{3}^{-1} h_{w;1} H_{13}^{ij}) \delta^N (h_{v;2} h_{3}^{-1} h_{w;2} H_{23}^{ij})$$

$$\delta^N (h_{v;0} h_{v;1} H_{v}^{01}) \delta^N (h_{v;2} h_{v;0} H_{v}^{02}) \delta^N (h_{v;1} h_{v;2} H_{v}^{12})$$

$$\delta^N (h_{w;1} h_{w;0} H_{w}^{01}[g]) \delta^N (h_{w;1} h_{w;2} H_{w}^{02}[g]) \delta^N (h_{w;2} h_{v;1} H_{w}^{12}).$$

The group elements $H_{v}^{ij}$ for $i \in \{0, 1, 2\}$ denote the products of group elements assigned to the bicoloured path of colour $i3$ starting at $b_i$ and ending at $a_i$. The product $H_{v}^{03}$ could in principle contain a boundary group element, which is indicated by the notation $[g]$, since the corresponding face could be non-cyclic. The group elements $H_{v}^{ij}$ with $i, j \in \{0, 1, 2\}$ and $i < j$ are the product of the remaining group elements of the edges belonging to the faces of colour $ij$ containing the vertex $v$. Since the 3-bubble $B_{v}^{012}$ is closed, all these faces are cyclic and hence these products do not contain boundary group elements. Lastly, $H_{w}^{ij}$ with $i, j \in \{0, 1, 2\}$ and $i < j$ are the product of the remaining
group elements of the edges belonging to the faces of colour \(ij\) containing the vertex \(w\). The faces of colour 01 and 02 could in principle be non-cyclic and hence \(H^0_w\) and \(H^{02}_w\) could again contain one of the boundary group elements, which we again indicate by \([g]\). To start with, let us change the variables \(h_{w;i}\) to \(h_i := h_{w;i}^{-1} h_{w;i}\) for all \(i \in \{0, 1, 2\}\). Under this transformation, we see that the integrand is no longer dependent on \(h_3\) and hence, we can integrate trivially over it. Using \(dh_{w;i} = dh_{w;i}\), the contribution from the dipole becomes

\[
\int_{\text{SU}(2)^{\delta}} \left( \prod_{i=0}^{2} dh_{v;i} \right) dh_i \delta^N (h_0 H^{03}_w[g]) \delta^N (h_1 H^{13}_w) \delta^N (h_2 H^{23}_w) \\
\delta^N (h_{v:0} h_{v:1}^{-1} H^{01}_v) \delta^N (h_{v:2} h_{v:0} H^{02}_v) \delta^N (h_{v:1} h_{v:2}^{-1} H^{12}_v) \\
\delta^N (h_{v:1}^{-1} h_{v:1} h_{v:0}^{-1} h_{0} H^{01}_w[g]) \delta^N (h_{v:0} h_{v:2}^{-1} h_{2} H^{02}_w[g]) \delta^N (h_{v:2}^{-1} h_{v:1} h_{1} H^{12}_w).
\]  

(3.11)

Next, we can use the two delta functions \(\delta^N (h_{v:0} h_{v:1}^{-1} H^{01}_v)\) and \(\delta^N (h_{v:2} h_{v:0} H^{02}_v)\) to integrate over the group elements \(h_{v:1}\) and \(h_{v:2}\), which results into the replacements \(h_{v:1} := H^{01}_v h_{v:0}\) and \(h_{v:2} := h_{v:0}^{-1} H^{02}_v\). We are left with

\[
\int_{\text{SU}(2)^{\delta}} dh_{v:0, v} dh_{v:1} dh_{v:2} \delta^N (h_0 H^{03}_w[g]) \delta^N (h_1 H^{13}_w) \delta^N (h_2 H^{23}_w) \\
\delta^N (H^{01}_v H^{02}_v H^{12}_v) \\
\delta^N (h_{v:1}^{-1} H^{01}_v h_{v:0} H^{01}_w[g]) \delta^N (h_{v:0} H^{02}_v h_{v:2} H^{02}_w[g]) \delta^N (h_{v:2}^{-1} H^{12}_v h_{v:1} H^{12}_w).
\]  

(3.12)

We see that the integration over \(h_{v:0}\) is now trivial and so it can be taken out thanks to the Haar measure normalization.

The interpretation of this result is as follows. We integrate over three group elements \(h_0, h_1, h_2\) which are the group elements living on the three edges \(\overline{a_i b_i}\) in the graph \(G/d_1\). The first row of delta functions corresponds to the bicoloured paths \(i3\) for \(i \in \{0, 1, 2\}\) containing one of the three edges \(\overline{a_i b_i}\). For the third line, before contracting the dipole, we had for each pair \(ij\) with \(i, j \in \{0, 1, 2\}\) and \(i < j\) precisely two bicoloured faces in our integration, one containing \(v\) and one containing \(w\). After contracting the dipole, we get rid of the colour 3 edge and connect all the lines with colours \(i \in \{0, 1, 2\}\) to each other. As a consequence, we combine for each \(i, j\) the two bicoloured paths, which before contracting the dipole were disconnected by the colour 3 edge. To sum up, the third line of delta functions corresponds to all the faces with colour \(i, j \in \{0, 1, 2\}\) of the graph containing two of the edges \(\overline{a_i b_i}\). At the end of the day, we see that the first and third line of our result above precisely corresponds to the contribution of the three edges \(\overline{a_i b_i}\) of the contracted graph \(G/d_1\). Hence, we have related the amplitude of \(G\) to the amplitude of \(G/d_1\) up to the additional factor of \(\delta^N (H^{01}_v H^{02}_v H^{12}_v)\). To get rid of this term, we make use of the assumption that the bubble \(B^{12}_{\overline{a_0 b_0 a_2}}\) is spherical. The product \(H^{01}_v H^{02}_v H^{12}_v\) corresponds to a closed 3-coloured path, which completely lies within the graph obtained by cutting the vertex \(v\) from the spherical 3-bubble.
\[ B_{\text{v0a1a2}}. \] The latter is a graph representing the 2-disc and since all the delta function corresponding to closed faces of this planar graph are also contained in the amplitude of \( \mathcal{G}/d_1 \), we can replace \( \delta^N(H^0_v H^0_v H^{12}_v) \) by \( \delta^N(1) \), according to Lemma 3.5. As a consequence, taking into account that we reduce the number of internal vertices by two, we have that

\[
\mathcal{A}_G^\lambda[\{g_e\}_{e \in \mathcal{E}_s}] = \frac{\lambda \mathcal{X}}{\delta^N(1)} \delta^N(1) \mathcal{A}_{G/d_1}^\lambda[\{g_e\}_{e \in \mathcal{E}_s}] = (\lambda \mathcal{X}) \cdot \mathcal{A}_{G/d_1}^\lambda[\{g_e\}_{e \in \mathcal{E}_s}],
\]

which concludes the proof. In the second case, i.e. the case where the dipole edge is of colour 0, the proof is exactly the same with the difference that now all the faces containing the dipole edge could contain a boundary group element and none of the faces containing the vertex \( w \).

\[ \square \]

**Remark 3.7.** The reason for the additional factor of \( \delta^N(1) \) which cancels the factor \( 1/\delta^N(1) \) is not the same for 1 and 3-dipoles move. Instead of obtaining a redundant delta as in the 1-dipole move, for 3-dipoles, the amplitudes of \( \mathcal{G} \) and \( \mathcal{G}/d_3 \) can be directly related, but there is by definition one redundant face within in the 3-dipoles giving the factor of \( \delta^N(1) \).

Next, let us generalize the bubble rooting procedure introduced in [56–58] to the case of open graphs. Let \( \gamma \in \overline{G}_2 \) be a closed \((2+1)\)-coloured graph—our boundary graph—and let \( \mathcal{G} \in \mathcal{G}_3 \) be a connected and open \((d+1)\)-coloured graph with \( \partial \mathcal{G} = \gamma \). For every colour \( i \in \mathcal{C}_d \), we have two possibilities:

1. All \( d \)-bubbles without colour \( i \) are closed and represent \( d \)-spheres.
2. There exists at least one \( d \)-bubble without colour \( i \), which is not spherical.

Note that this includes both the case of open and closed but not spherical \( d \)-bubble.

**Remark 3.8.** For any graph \( \mathcal{G} \) in \( \mathcal{G}_3 \) with \( \partial \mathcal{G} \) non-empty, property (1) can only be satisfied in the case \( i = 0 \), since for any 2-bubble \( B \) in \( \partial \mathcal{G} \) of colour \( ij \) for \( i, j \in \{1, 2, 3\} \), there exists a 3-bubble in \( \mathcal{G} \) of colour \( 0ij \), whose boundary contains \( B \) as a connected component. If \( \mathcal{G} \) represents a manifold, then property (1) is necessarily satisfied in the case \( i = 0 \), since all its internal 3-bubbles represent 3-spheres.

In case (1), we choose one of the spherical 3-bubbles without colour \( i \) as “principal root” and denote it by \( \mathcal{R}_{(1)}^i \). In case (2), we choose one of the non-spherical 3-bubbles without colour \( i \) as “principal root” \( \mathcal{R}_{(1)}^i \) and all other non-spherical 3-bubbles without colour \( i \) as “branching roots”, which we denote by \( \mathcal{R}_{(\mu)}^i \) with some labelling parameter \( \mu \). Next, we need the “connectivity graph of colour \( i \)”, which is defined as follows:

**Definition 3.9 (Connectivity Graphs).** Let \( \mathcal{G} \in \mathcal{G}_3 \) be some open \((3+1)\)-coloured graph. Then the “connectivity graph of colour \( i \in \mathcal{C}_3 \)” is the graph \( \mathcal{C}^i[\mathcal{G}] \) defined as follows:

1. There is a vertex in \( \mathcal{C}^i[\mathcal{G}] \) for each 3-bubbles without colour \( i \) in \( \mathcal{G} \).
Figure 14. Rooting procedure per iteration \( j \)

(2) Two vertices in \( C^i[\mathcal{G}] \) are connected by an edge if and only if there is an edge of colour \( i \) in \( \mathcal{G} \) connecting the two 3-bubbles corresponding to the two vertices.

**Remark 3.10.** The connectivity graphs corresponding to some coloured graph \( \mathcal{G} \) are in general pseudographs, i.e. multigraphs in which also tadpole lines (=edges starting and ending at the same vertex) are allowed.

The bubble rooting procedure is now defined via the following algorithm:

(1) Take the graph \( C^0[\mathcal{G}] \) and choose a maximal tree \( T^0 \) in it. There are two different types of vertices in this graph, namely the roots and all the other vertices representing spherical 3-bubbles. Now, every vertex is connected to the principal root by a unique path contained in the maximal tree. For each branch root, let us draw the incident edge belonging to the tree, which is contained in this path, as a dashed line. All the other edges we draw as solid lines.

(2) The solid lines in the tree \( T^0 \) are internal proper 1-dipoles and we contract them. Repeating this procedure for all solid lines, we are left with either a unique \( \hat{0} \)-bubble, which is spherical, or with a bunch of non-spherical \( \hat{0} \)-bubbles.

(3) Next, we choose a maximal tree \( T^1 \) in the 1-connectivity graph in the graph obtained after step (2). Note that this tree in general depends on the tree \( T^0 \). Then, we repeat step (2), i.e. we contract the internal proper 1-dipole corresponding to the solid lines.

(4) We repeat this procedure for all other colours by choosing trees \( T^j \) for all \( j \in \{0, \ldots, 3\} \), which depend on the chosen trees \( T^{j-1}, \ldots, T^0 \).

The procedure described in the algorithm above for some colour \( j \in \mathcal{C}_3 \) is sketched in Fig. 14.

The graph obtained after some iteration \( j \) clearly depends on the choice of tree \( T^j \). However, the obtained graph is independent of the order of proper 1-dipoles contracted within some fixed tree. Furthermore, note that the procedure is well defined, since when we contract the tree of colour \( j \), we do not change the number of internal proper 1-dipoles of colours \( \neq j \). This is a consequence of the following lemma:
Lemma 3.11. Let $\mathcal{G}$ be an open $(d+1)$-coloured graph. An internal proper 1-dipole move of colour $i \in \mathcal{C}_d$ does not change the number as well as the topologies of all $d$-bubbles of $\mathcal{G}$ involving colour $i$.

Proof. It is clear that we do not touch the number of all these bubbles. For the second claim, observe that every internal proper 1-dipole move in $\mathcal{G}$ consisting of an edge $e \in \mathcal{E}_\mathcal{G}$ of colour $i \in \mathcal{C}_d$ also corresponds to an internal proper 1-dipole move within all the $d$-bubbles of $\mathcal{G}$ involving the edge $e$, because every $(d-1)$-bubble contained in the spherical bubble separated by the dipole is itself a closed bubble representing a $(d-2)$-sphere. □

In other words, contracting the connectivity graph of some colour $j$ might change the connectivity graphs of colour $i \neq j$, but there is still either a unique spherical $\hat{i}$-bubble for $i < j$, or all the $\hat{i}$-bubbles for $i < j$ are non-spherical and hence, we do not produce any new internal proper 1-dipole of colour $i < j$. Furthermore, the number of dipoles we can contract in the connectivity graphs with $i > j$ stays the same, since the number of spherical bubbles and roots stays the same. After this procedure, we are left with a graph in which we cannot perform any more internal proper 1-dipole contractions. In accordance to [56–58], we call these objects “core graphs”:

Definition 3.12 (Core Graphs with Boundary). A “core graph with boundary $\gamma$ of order $p$” is an open $(d+1)$-coloured graph $\mathcal{G}_p \in \mathfrak{G}_3$ with $2p$ internal vertices, such that $\partial \mathcal{G}_p = \gamma$ and such that for every colour $i \in \mathcal{C}_3$ one of the following applies:

1. There is unique closed and spherical 3-bubble without colour $i$.
2. All 3-bubbles without colour $i$ are non-spherical. Note that this includes both non-spherical closed 3-bubbles as well as open 3-bubbles.

Remark 3.13. A closed core graph representing a manifold is nothing else than a crystallization as defined in “Existence of Coloured Graphs and Crystallizations” section. For open graphs, this is in general not true. While every crystallization of a manifold with boundary is clearly a core graph, the reverse is only true if we choose a boundary graph, which is by itself a core graph.

The core graph obtained from a coloured graph by the rooting procedure introduced above does in general depend on the chosen trees. However, their amplitudes are independent of these choices:

Proposition 3.14. Let $\mathcal{G} \in \mathfrak{G}_3$ be an open $(3+1)$-coloured graph with boundary graph $\gamma := \partial \mathcal{G}$ and $\mathcal{G}_c$ some core graph obtained by rooting $\mathcal{G}$. Then the order of $\mathcal{G}_c$ is given by

$$p_c = \frac{|V_{\mathcal{G}_c,\text{int}}|}{2} = \frac{|V_{\mathcal{G},\text{int}}|}{2} - (B^{[d]} - R^{[d]}),$$

where $R^{[d]}$ denotes the total number of roots in $\mathcal{G}$. Their associated Boulatov amplitudes are related by

$$A^\lambda_{\mathcal{G}}[\{g_e\}_{e \in \mathcal{E}_\gamma}] = (\lambda \lambda) B^{[d]} - R^{[d]} A^\lambda_{\mathcal{G}_c}[\{g_e\}_{e \in \mathcal{E}_\gamma}].$$
Proof. The number of contracted 1-dipoles does not depend on any choices by Lemma 3.11 and one can easily convince oneself that it is given by \( \mathcal{B}^d - \mathcal{R}^d \). The second claim follows from Lemma 3.6. \( \square \)

Therefore, it makes sense to introduce the following notion of equivalence:

**Definition 3.15 (Core Equivalence Classes).** We shall call two core graphs with the same boundary, the same amplitude, the same topology and the same order “core equivalent”. This defines an equivalence relation \( \sim_c \) and we denote the set of all equivalences classes for some given boundary graph \( \gamma \in \mathfrak{T}_2 \) by

\[
\mathfrak{G}^\text{core}_\gamma := \{ \mathcal{G} \in \mathfrak{G}_3 \mid \mathcal{G} \text{ is core graph and } \partial \mathcal{G} = \gamma \} / \sim_c .
\]

Furthermore, let us decompose this set as \( \mathfrak{G}^\text{core}_\gamma = \bigcup_{p=|V_\gamma|/2}^{\infty} \mathfrak{G}^\text{core}_{p,\gamma} \), where \( \mathfrak{G}^\text{core}_{p,\gamma} \) denotes the subsets containing all the core equivalence classes with boundary \( \gamma \) for some fixed order \( p \).

**Remark 3.16.** The smallest order core equivalence class for some given boundary graph \( \gamma \in \mathfrak{T}_2 \) has order \( p = |V_\gamma|/2 \) and contains only one representative, namely the open graph obtained by adding an external leg of colour 0 to each vertex in \( \gamma \). We call these graphs the “smallest matching graphs”. See Sect. 5 for more details.

### 3.3. Topological Expansion of the Transition Amplitude

Let \( \gamma \in \mathfrak{T}_2 \) be some closed \((2 + 1)\)-coloured graph of arbitrary topology and \( \Psi = (\gamma, \rho, i) \) be some spin network state living on it. As explained in the last section, every open \((3 + 1)\)-coloured graph \( \mathcal{G} \in \mathfrak{G}_3 \) can be rooted to some core graph \( \mathcal{G}_c \). As previously stated, the resulting core graph depends on the choice of trees in the rooting procedure, however, following Proposition 3.14, every other open \((3 + 1)\)-open coloured core graph \( \tilde{\mathcal{G}}_c \) obtained from \( \mathcal{G} \) is core equivalent to \( \mathcal{G}_c \): \( \mathcal{G}_c \sim_c \tilde{\mathcal{G}}_c \). In other words, every open \((3 + 1)\)-coloured graph \( \mathcal{G} \) can be rooted into a unique core equivalence class \([\mathcal{G}_c]\). This motivates the expansion of the transition amplitude (3.5) in terms of the core equivalence classes

\[
\langle Z_{cBM} | \Psi \rangle = \sum_{p=|V_\gamma|/2}^{\infty} \sum_{[\mathcal{G}] \in \mathfrak{G}^\text{core}_{p,\gamma}} C^{[\mathcal{G}]}(\lambda, \bar{\lambda}) \mathcal{A}_{[\mathcal{G}]}^\lambda [\Psi],
\]

where \( C^{[\mathcal{G}]}(\lambda, \bar{\lambda}) \) is a combinatorial factor counting all the factors of \( \lambda \bar{\lambda} \) coming from graphs, which root back to some graph in the equivalence class \([\mathcal{G}]\) as well as their symmetry factors. More precisely, the factor of some core equivalence class \([\mathcal{G}]\) of order \( p \) can be written as

\[
C^{[\mathcal{G}]}(\lambda, \bar{\lambda}) := \sum_{\mathcal{G} \in \mathfrak{G}_3 \text{ with } \partial \mathcal{G} = \gamma} \frac{(\lambda \bar{\lambda})^{[V_{\mathcal{G},\text{int}}]} - p}{\text{sym}(\mathcal{G})},
\]

where the sum is over all open \((3 + 1)\)-coloured graphs with boundary \( \gamma \) and which can be rooted to one of the members of the core equivalence class \([\mathcal{G}]\). Note that this combinatorial factors do not contain the cut-off parameter \( N \).
since all the divergences are contained in the amplitude of the corresponding core equivalence class. This is also the main reason for our choice of scaling. Indeed, with this choice, internal proper dipole 1-moves do not change the degree of divergence and all the graphs rooting back to some given core equivalence class have the same power of $\delta^N(\mathbb{1})$.

The expansion written above is a topological expansion, in the sense that each term in the sum corresponds to some fixed bulk topology. Note that

1. Two core graphs at the same order $p$ might have the same amplitude, but might not be topological equivalent.
2. Conversely, two core graphs at the same order $p$ might be topological equivalent but still have different amplitudes.

To sum up, every core equivalence class represents a fixed topology but there are in general an infinite number of distinct equivalence classes representing the same (pseudo)manifold. In fact, for every topology there is a smallest order $p \in \mathbb{N}$ for which there is a core graph representing it and it exists core graphs for all higher orders. Examples can be obtained by performing internal proper 2-dipole moves.

4. Spherical Boundary and Factorization

In this section, we apply the above formalism to the simplest possible boundary topology, the 2-sphere. We start by considering the simplest possible boundary graph representing the 2-sphere, the elementary melonic 2-sphere, and show that the transition amplitude, restricted to topologies without singularities touching the boundary, is proportional to the spin network evaluation. Afterwards, we extend this result to the next-to-simplest boundary graph representing the 2-sphere, the pillow graph, and to arbitrary spherical boundary graphs. In other words, we show that the transition amplitude with respect to some spherical boundary graph factorizes and only depends on boundary data. Afterwards, we argue by briefly discussing the next-to-simplest boundary topology, namely the 2-torus, that the transition amplitudes contain non-trivial information about the admissible bulk topology, a fact carefully hidden in the ball case due to the simple result obtained.

4.1. Simplest Boundary Graph Representing the 2-Sphere

As an example of the formalism developed so far and to fix ideas, let us discuss the simplest possible example: a spherical boundary topology with the “elementary melonic 2-sphere” as boundary graph $\gamma$. It is represented, together with its triangulation, in Fig. 15.

Figure 16 shows five open $(3+1)$-coloured graphs with boundary given by $\gamma$. Each of them is a core graph and defines a distinct core equivalence class. They are in fact all inequivalent core graphs up to order $p = 3$:

---

8Elementary melonic spheres are also known as “dipoles” in the literature. However, we have already used this name for the concept of dipole moves.

9Note that these graphs exactly correspond to the radiative corrections of the propagator from the group field-theoretic point of view.
The core graphs drawn in the first line—$G_1$, $G_2$ and $G_3^1$—represent 3-balls: The graph $G_1$ is usually called the “elementary melonic 3-ball” \[67\] and the graphs $G_2$ and $G_3$ can be reduced to $G_1$ by performing internal proper 2-dipole moves. The two core graphs $G^2_3$ and $G^3_3$ both represent pseudomanifolds, which can be seen from the fact that they both contain a 3-bubble of toroidal topology. They are, however, not homeomorphic (and not even homotopy equivalent): the Euler characteristic of $\Delta_{G^2_3}$ is $\chi(\Delta_{G^2_3}) = 3$ whereas the Euler characteristic of $\Delta_{G^3_3}$ is $\chi(\Delta_{G^3_3}) = 2$.\[10\]

A straightforward calculation gives the Ponzano–Regge amplitudes together with their prefactor coming from the interaction term corresponding to the five core equivalence classes represented above:

\[
A_{G_1}^{\lambda}[[g_1, g_2, g_3]] = (\lambda \bar{\lambda}) \delta^N(g_1 g_3^{-1}) \delta^N(g_2 g_3^{-1}) \tag{4.1a}
\]

\[
A_{G_2}^{\lambda}[[g_1, g_2, g_3]] = (\lambda \bar{\lambda})^2 \delta^N(1)^{-1} \delta^N(g_1 g_3^{-1}) \delta^N(g_2 g_3^{-1}) \tag{4.1b}
\]

\[
A_{G_3}^{\lambda}[[g_1, g_2, g_3]] = (\lambda \bar{\lambda})^3 \delta^N(1)^{-2} \delta^N(g_1 g_3^{-1}) \delta^N(g_2 g_3^{-1}) \tag{4.1c}
\]

\[\text{\(10\)}\text{The Euler characteristic is a homotopy invariant of general CW-complexes and therefore in particular also of pseudomanifolds [104].}\]
The group element $g_i$ is assigned to the boundary edge of colour $i \in \{1, 2, 3\}$. In all three cases, the amplitudes encode the flatness of the boundary connections, as expected from the Bianchi identity. The remaining integral in the amplitude of graph $G_2^3$ comes from the non-trivial bulk topology. Note also that the amplitudes of $G_2$ and $G^1_3$ can be obtained from the amplitude of $G_1$, by applying Lemma 3.6.

By the Theorem (B.3), we know that, at the very least, all manifolds with spherical boundary appear in the transition amplitude. Let us discuss some explicit examples of other manifolds appearing in the transition amplitudes. Note that every compact, orientable and connected 3-manifold $M$ with boundary $\partial M \cong S^2$ can be obtained by cutting out the interior of a (sufficiently nicely) embedded ball inside some closed, orientable and connected 3-manifold $N$. Hence, every open $(3 + 1)$-coloured graph representing a manifold, whose boundary graph is given by the elementary melonic 2-sphere $\gamma$, can be obtained by cutting an edge of colour 0 in some closed $(3+1)$-coloured graph representing a closed 3-manifold. As an example, consider the three non-trivial graphs of Fig. 4 representing $S^2 \times S^1$, $\mathbb{R}P^3 \setminus \hat{B}^3$ and $L(3,1) \setminus \hat{B}^3$.

A straightforward calculation gives the following amplitudes for each manifold:

\begin{align*}
\mathcal{A}_\lambda^{G_2^3}[\{g_1, g_2, g_3\}] &= (\lambda \overline{\lambda})^3 [\delta^N (1)]^{-3} \delta^N (g_1 g_3^{-1}) \delta^N (g_2 g_3^{-1}) \\
\int_{SU(2)^3} dxdydz \delta^N (xyz(zyx)^{-1})
\end{align*}

(4.1d)

\begin{align*}
\mathcal{A}_\lambda^{G_3^3}[\{g_1, g_2, g_3\}] &= (\lambda \overline{\lambda})^3 [\delta^N (1)]^{-2} \delta^N (g_1 g_3^{-1}) \delta^N (g_2 g_3^{-1})
\end{align*}

(4.1e)

The group element $g_i$ is assigned to the boundary edge of colour $i \in \{1, 2, 3\}$. In all three cases, the amplitudes encode the flatness of the boundary connections, as expected from the Bianchi identity. The remaining integral in the amplitude of graph $G_2^3$ comes from the non-trivial bulk topology. Note also that the amplitudes of $G_2$ and $G^1_3$ can be obtained from the amplitude of $G_1$, by applying Lemma 3.6.

By the Theorem (B.3), we know that, at the very least, all manifolds with spherical boundary appear in the transition amplitude. Let us discuss some explicit examples of other manifolds appearing in the transition amplitudes. Note that every compact, orientable and connected 3-manifold $M$ with boundary $\partial M \cong S^2$ can be obtained by cutting out the interior of a (sufficiently nicely) embedded ball inside some closed, orientable and connected 3-manifold $N$. Hence, every open $(3 + 1)$-coloured graph representing a manifold, whose boundary graph is given by the elementary melonic 2-sphere $\gamma$, can be obtained by cutting an edge of colour 0 in some closed $(3 + 1)$-coloured graph representing a closed 3-manifold. As an example, consider the three non-trivial graphs of Fig. 4 representing $S^2 \times S^1$, $\mathbb{R}P^3 \cong L(2,1)$ and $L(3,1)$. The graphs obtained by cutting an edge of colour 0 are drawn in Fig. 17.

A straightforward calculation gives the following amplitudes for each manifold:

\begin{align*}
\mathcal{A}_\lambda^{S^2 \times S^1 \setminus \hat{B}^3}[\{g_1, g_2, g_3\}] &= (\lambda \overline{\lambda})^4 [\delta^N (1)]^{-2} \delta^N (g_1 g_3^{-1}) \delta^N (g_2 g_3^{-1})
\end{align*}

(4.2a)

Note that the manifold obtained by cutting out the interior of a ball from some closed manifold does not depend on the chosen ball. This follows essentially from the annulus theorem [105,106].
Figure 18. Graph $\gamma$ equipped with group elements $g_{1,2,3}$ as well as a sketch of an open $(3+1)$-coloured graph $\mathcal{G}$ with $\partial \mathcal{G}$. The dotted lines represent the non-cyclic faces, which lead to the corresponding boundary edges (color figure online).

\[ A_{E^{3}}^{\lambda}[[\{ g_{e} \}, e \in \gamma]] = (\lambda \Box)^{4} \delta^{N}(1)^{-3} \delta^{N}(g_{1}g_{3}^{-1}) \delta^{N}(g_{2}g_{3}^{-1}) \int_{SU(2)} dk \delta^{N}(k^{2}) \]  

\[ A_{L^{3}}^{\lambda}[[\{ g_{e} \}, e \in \gamma]] = (\lambda \Box)^{6} \delta^{N}(1)^{-5} \delta^{N}(g_{1}g_{3}^{-1}) \delta^{N}(g_{2}g_{3}^{-1}) \int_{SU(2)} dk \delta^{N}(k^{3}) \]

We see that all of them are proportional to the spin network evaluation when applied to some boundary spin network state. Let us now prove that this is true more generally.

Proposition 4.1. If $\mathcal{G}$ is an open $(3+1)$-coloured graph with $\partial \mathcal{G} = \gamma$ representing a manifold, then its amplitude satisfies

\[ A_{\mathcal{G}}^{\lambda}[\{ g_{e} \}, e \in \gamma] \propto \delta^{N}(g_{1}g_{2}^{-1}) \delta^{N}(g_{1}g_{3}^{-1}). \]

The same holds true for pseudomanifolds, for which all the singularities are in the bulk. As a consequence, we get that

\[ \langle Z_{cBM}|\Psi\rangle_{\text{manifolds+ pseudomanifolds without boundary singularities}} = C[N, \lambda, \Box] \cdot \psi(\{ g_{i} = 1 \}_{i=1,2,3}). \]

Proof. Figure 18 shows the boundary graph $\gamma$ equipped with group elements $g_{1,2,3} \in SU(2)$, as well as the general structure of an open $(3+1)$-coloured graphs $\mathcal{G} \in \mathfrak{S}_{3}$ with $\partial \mathcal{G} = \gamma$.

The dotted lines in the graph $\mathcal{G}$ represent the non-cyclic faces of $\mathcal{G}$, which lead to the corresponding boundary edges. We equip these paths by the product of group elements $H_{1,2,3}$. Note that these paths do not have to be independent: there could be an internal edge of colour 0 in $\mathcal{G}$, which is then contained in several paths. The external legs of $\mathcal{G}$ are labelled by the corresponding vertices of the boundary graph and we equip them with group elements $h_{v,w}$. If $\mathcal{G}$ represents a pseudomanifold without boundary singularities, we know that all its open 3-bubbles represent 2-balls. Hence, by Lemma 3.5, we know that the group elements $H_{1,2,3}$ satisfy

\[ H_{1}H_{2}^{-1} \overset{\text{CF}}{=} 1 \]

\[ H_{1}H_{3}^{-1} \overset{\text{CF}}{=} 1 \]

\[ H_{2}H_{3}^{-1} \overset{\text{CF}}{=} 1 \]
where “\(\text{CF}\)” means using all the delta functions associated with closed faces of \(G\), since these three products describe closed 3-coloured paths living in some open 3-bubble representing the disc. Using this notation, let us write down the contribution to the amplitude coming from all the faces involving boundary group elements:

\[
\int_{\text{SU}(2)^2} dh_v dh_w \, \delta^N(g_1 h_v^{-1} H_1 h_w^{-1}) \delta^N(g_2 h_v^{-1} H_2 h_w^{-1}) \delta^N(g_3 h_v^{-1} H_3 h_w^{-1}) \quad (4.4)
\]

Integrating over \(h_v\) using the first delta function, this becomes

\[
\int_{\text{SU}(2)^2} dh_v dh_w \, \delta^N(g_2 g_1^{-1} h_w H_1^{-1} H_2 h_w^{-1}) \delta^N(g_3 g_1^{-1} h_w H_1^{-1} H_3 h_w^{-1}) \quad (4.5)
\]

which is equivalent to \(\delta^N(g_1 g_2^{-1}) \delta^N(g_1 g_3^{-1})\) when using the closed faces of \(G\) and the relations explained above. Therefore, the contribution \(A^\lambda_G[\Psi]\) for some spin network \(\Psi\) living on \(\gamma\) with spin network function \(\psi\) is proportional to

\[
\int_{\text{SU}(2)^3} dg_1 dg_2 dg_3 \, \delta^N(g_1 g_2^{-1}) \delta^N(g_1 g_3^{-1}) \psi(g_1, g_2, g_3) = \int_{\text{SU}(2)} dg \, \psi(g, g, g) = \psi(1, 1, 1), \quad (4.6)
\]

where we have used the SU(2)-invariance of \(\psi\) in the last step. □

Remark 4.2. For the case of manifolds, there is also an alternative proof using dipole moves, i.e. see [95, p.92f.].

To summarize: we can write the transition amplitude (restricted to manifolds and pseudomanifolds without boundary singularities) for some arbitrary spin network \(\Psi\) on \(\gamma\) with corresponding spin network function \(\gamma \in L^2(\text{SU}(2)^3/\text{SU}(2)^2)\) in the following form:

\[
\langle Z_{\text{CBM}}|\Psi\rangle|_{\text{manifolds+pseudomanifolds without boundary singularities}} = \mathcal{C}[N, \lambda, \overline{\lambda}] \cdot \psi(\{g_i = 1\}_{i=1,2,3}) \quad \text{remaining bulk integrations & factors of } \lambda \overline{\lambda} \text{ and } \delta^N(1) \text{ spin network evaluation} \quad (4.7)
\]

In other words, the transition amplitude for any boundary state living on the spherical boundary graph \(\gamma\) factorizes into a sum entirely given by the combinatorics of the boundary spin network state regardless of the bulk topology. The prefactor is in general infinite, since we sum over an infinite number of graphs. However, note that the prefactor is a priori independent of the boundary state and can always be reabsorbed in the normalization chosen for the path integral.
4.2. The General Case of a Spherical Boundary

After having discussed the simplest possible spherical boundary graph, let us now show that a similar factorization theorem can be obtained for a generic boundary graph representing the 2-sphere. In order to illustrate the main proof strategy, let us first look into the next-to-simplest example, the so-called pillow graph (see Fig. 19)—in the following denoted by $\gamma \in \mathcal{G}_2$.

As usual, we label the boundary edges by group elements, as shown on the l.h.s. in Fig. 20. Let us now consider a generic open $(3+1)$-coloured graph $\mathcal{G} \in \mathcal{G}_3$ with boundary given by $\gamma = \partial \mathcal{G}$ and label some of its edges and paths as shown on the r.h.s. of Fig. 20.

The notation is essentially the same as in the simple example above. We label the vertices of the boundary graph by Latin letters. Since to every vertex on the boundary graph there is a corresponding external leg in the open graph, we label these external legs by the same letters and denote the group element assigned to these edges by $h_i$ for $i = a, b, c, d$. Furthermore, recall that for every...
edge of colour \(i = 1, 2, 3\) on the boundary graph, there is a corresponding non-cyclic face of colour 0\(i\) in the open graph. The corresponding bicoloured paths enclosed by the two corresponding external legs are drawn as dotted lines in the figure above and are equipped with the product of all the group elements assigned to its edges, which we denote by \(H_i\). Last but not least, we equip the edges of the boundary graph by group elements \(g_i\) as usual. Let us stress again that the paths equipped with \(H_i\) are not necessarily independent, as there could be an edge of colour 0 appearing in more than one of these parts. In other words, there could be a group element appearing in more than one of the products \(H_i\). Now, let us observe the following:

**Lemma 4.3.** If \(G\) is an open \((3+1)\)-coloured graph with \(\partial G = \gamma\) representing a manifold or pseudomanifold without singularities touching the boundary, then

\[
\begin{align*}
(a) & : H_1 H_2^{-1} \overset{\text{CF}}{=} 1 \\
(b) & : H_5 H_6^{-1} \overset{\text{CF}}{=} 1 \\
(c) & : H_1 H_4^{-1} H_5 H_3^{-1} \overset{\text{CF}}{=} 1 \\
(d) & : H_2 H_4^{-1} H_6 H_3^{-1} \overset{\text{CF}}{=} 1,
\end{align*}
\]

where \(\overset{\text{CF}}{=}\) means using all the delta functions corresponding to the closed faces of \(G\).

**Proof.** This is a consequence of Lemma 3.5. If \(G\) represents a manifold or a pseudomanifold without boundary singularities, then all the open 3-bubbles of \(G\) represent discs (=2-balls). For example, all the dotted green and blue lines form a 3-bubble of colour 023 representing the 2-ball with exactly one boundary component, namely the face of the boundary graph with colour 23. Now, the closed path \(H_2 H_4^{-1} H_6 H_3^{-1} H_6\) is totally contained in the 3-bubble of colour 023, and hence can be replaced by 1, using the relations encoded in all the closed faces of \(G\). \(\square\)

Using this lemma, we are now able to prove the following general result.

**Proposition 4.4.** If \(G\) is an open \((3+1)\)-coloured graph with \(\partial G = \gamma\) representing a manifold, then its amplitude satisfies

\[
\mathcal{A}_G^\lambda[\{g_e\}_{e \in \gamma}] \propto \delta^N(g_1 g_2^{-1}) \delta^N(g_5 g_6^{-1}) \delta^N(g_1 g_3^{-1} g_5 g_4^{-1}).
\]

The same holds true for pseudomanifolds, for which all the singularities are in the bulk. As a consequence, we get that

\[
\langle Z_{\text{cBM}} | \Psi \rangle |_{\text{manifolds+pseudomanifolds without boundary singularities}} = C[N, \lambda, \overline{\lambda}] \cdot \psi(\{g_i = 1\}_{i=1,2,3,4}).
\]

**Proof.** Let us write down the contribution to the amplitude from all the faces involving boundary group elements, using the general notation introduced in
As a next step, let us choose a maximal tree $T$ in the boundary graph $\gamma$, i.e. a subgraph containing all the vertices of $\gamma$, which does not contain cycles. A possible choice is drawn in Fig. 21.

The idea is now to integrate over all the delta functions associated with the boundary edges contained in the tree using one of the group elements $h_i$ assigned to the external legs. Since $T$ is a tree, we will end up with only one remaining integration variable and three delta functions, which correspond to the three edges, which are not contained on the tree. In this specific example, we could for example integrate over $h_c$ using $\delta^N(g_1 h_a^{-1} H_1 h_c^{-1})$, over $h_a$ using $\delta^N(g_3 h_a^{-1} H_3 h_b^{-1})$ and over $h_b$ using $\delta^N(g_6 h_d^{-1} H_6 h_b^{-1})$. Hence, we are left with only one remaining integration variable, namely $h_d$, and the contribution to the amplitude becomes

$$\int_{SU(2)} \delta^N(g_6^{-1} g_3 g_1^{-1} g_2 g_3^{-1} g_6 h_d^{-1} H_6 H_3^{-1} H_2 H_1^{-1} H_3 H_6^{-1} h_d)$$

As a next step, let us choose a maximal tree $T$ in the boundary graph $\gamma$, i.e. a subgraph containing all the vertices of $\gamma$, which does not contain cycles. A possible choice is drawn in Fig. 21.

The idea is now to integrate over all the delta functions associated with the boundary edges contained in the tree using one of the group elements $h_i$ assigned to the external legs. Since $T$ is a tree, we will end up with only one remaining integration variable and three delta functions, which correspond to the three edges, which are not contained on the tree. In this specific example, we could for example integrate over $h_c$ using $\delta^N(g_1 h_a^{-1} H_1 h_c^{-1})$, over $h_a$ using $\delta^N(g_3 h_a^{-1} H_3 h_b^{-1})$ and over $h_b$ using $\delta^N(g_6 h_d^{-1} H_6 h_b^{-1})$. Hence, we are left with only one remaining integration variable, namely $h_d$, and the contribution to the amplitude becomes

$$\int_{SU(2)} \delta^N(g_6^{-1} g_3 g_1^{-1} g_2 g_3^{-1} g_6 h_d^{-1} H_6 H_3^{-1} H_2 H_1^{-1} H_3 H_6^{-1} h_d)$$

Now, the point is that all the products of elements $H_i$ enclosed in the expression $h_d^{-1} \ldots h_d$ describe closed paths in the graph drawn on the r.h.s. of Fig. 20. The latter is a planar graph, as it has the same structure as the boundary graph and hence, using Lemmas 3.5 and 4.3, we can replace all of these products by the identity. Hence, we end up with

$$\delta^N(g_1^{-1} g_2) \delta^N(g_6^{-1} g_3 g_1^{-1} g_4) \delta^N(g_6^{-1} g_5)$$

as claimed. The same is of course true if $G$ is a pseudomanifold with the property that all its singularities are in the interior, as in this case Lemma 4.3 is still valid. The fact that we recover the spin network evaluation can again be shown by using the SU(2)-invariance of the spin network function. □
Following the idea of the previous proof, let us now generalize the result to arbitrary boundary graphs representing the 2-sphere.

**Theorem 4.5.** Consider an arbitrary closed 2-coloured graph \( \gamma \in \Gamma_2 \) representing a 2-sphere. If \( G \) is an open \((3+1)\)-coloured graph with \( \partial G = \gamma \) representing a manifold, then its amplitude satisfies

\[
A^\lambda_G[\{g_e\}_{e \in \mathcal{E}_\gamma}] \propto \prod_{f \in \mathcal{F}_\gamma} \delta^N\left(\prod_{e \in f} g_e^{(e,f)}\right),
\]

i.e. we get a theory of flat boundary connections and no other constraints or mixed terms connecting bulk and boundary elements. The same holds true for pseudomanifolds, for which all the singularities are in the bulk. As a consequence, we get that

\[
\langle Z_{\text{cBM}}| \Psi \rangle \big|_{\text{manifolds+pseudomanifolds} \atop \text{without boundary singularities}} = C[N, \lambda, \lambda] \cdot \psi(\{g_e = 1\}_{e \in \mathcal{E}_\gamma}).
\]

**Proof.** As before, we label the edges of the boundary graph \( \gamma \) by group elements \( \{g_e\}_{e \in \mathcal{E}_\gamma} \). Furthermore, we label the external legs of \( G \) by the vertices of the boundary graph and the corresponding group elements living on these edges by \( \{h_v\}_{v \in \mathcal{V}_\gamma} \). We also label the non-cyclic faces of \( G \) by the edges of the boundary graph and the product of group elements living on the part of these faces connecting the two external legs by \( \{H_e\}_{e \in \mathcal{E}_\gamma} \). Then, the contribution of all the boundary group elements to the amplitude can be written as

\[
\int_{\text{SU}(2)^{|\mathcal{V}_\gamma|}} \left( \prod_{v \in \mathcal{V}_\gamma} dh_v \right) \prod_{e \in \mathcal{E}_\gamma} \delta^N(g_e h^{-1}_{t(e)} H_e h^{-1}_{s(e)})
\]

Let us choose a maximal tree \( T \) in the boundary graph \( \gamma \). Integrating over all the delta functions involving a \( g_e, e \in T \), we are left with only one integration, which corresponds to some remaining vertex \( v_0 \). In total, there are exactly

\[
|\mathcal{E}_\gamma| - |\mathcal{E}_T| = |\mathcal{E}_\gamma| - |\mathcal{V}_\gamma| + 1 = |\mathcal{F}_\gamma| - 1
\]

delta functions left, where we have used the fact that \( \gamma \) represents a 2-sphere, i.e. \( |\mathcal{V}_\gamma| - |\mathcal{E}_\gamma| + |\mathcal{F}_\gamma| = 2 \). All of these delta functions have the following structure:

\[
\delta^N(G h^{-1}_{v_0} \mathcal{H} h_{v_0}),
\]

where \( G \) is some product of boundary group elements \( \{g_e\}_{e \in \mathcal{E}_\gamma} \) and \( \mathcal{H} \) is a product of elements contained in \( \{H_e\}_{e \in \mathcal{E}_\gamma} \). Now, the product \( \mathcal{H} \) describes some closed path on the graph \( G \) and using similar arguments as previously, it can be replaced by \( 1 \) using all the closed faces of the graph since the dotted graph is planar and since all the closed paths in this graph can be replaced by \( 1 \) as a consequence of Lemma 3.5. Hence, we are left with a product of delta functions only containing closed paths consisting of boundary group elements.

Next, let us recall the well-known fact that the Ponzano–Regge amplitude always encodes flatness of the boundary connection [29]. To see this, let us look at a generic face of the boundary graph and the general structure of some open 3-bubble of \( G \) leading to this face, as sketched in Fig. 22.
The figure above shows some face \( f \) of the boundary graph \( \gamma \) consisting of \( n \) edges and the general structure of an open 3-bubble \( B \) leading to this boundary face, i.e. \( \partial B = f \). The bicoloured paths are equipped with the product of group elements \( \{ H_i \}_{i \in \{1, \ldots, n\}} \) and the external legs with group elements \( \{ h_i \}_{i \in \{1, \ldots, n\}} \), as usual. To an edge \( i \in \{1, \ldots, n\} \) of \( f \), there is a corresponding delta function
\[
\delta^N( g_i h_{i+1}^{-1} H_i h_i^{-1} )
\]
for even \( i \) and
\[
\delta^N( g_i h_{i+1}^{-1} H_i h_i^{-1} )
\]
for odd \( i \) in the amplitude of \( G \), where we use cyclic indices, i.e. \( i + n := i \). Using the delta functions successively, we see that they encode the constraint:
\[
1 = g_1 h_2^{-1} H_1 h_1^{-1} = g_1 g_2^{-1} h_3 H_2^{-1} H_1 h_1^{-1} = \cdots = g_1 g_2^{-1} g_3 \cdots g_n^{-1} h_1 H_n^{-1} H_{n-1} \cdots H_1 h_1^{-1}
\]
(4.14)

Now, the relation \( H_n^{-1} H_{n-1} \cdots H_1 \) can again be replaced by 1, using the fact that \( B \) represents a disc as well as Lemma 3.5. Hence, we are left with
\[
1 = g_1 g_2^{-1} g_3 \cdots g_n^{-1},
\]
(4.15)
which exactly tells us that the connection of the boundary face \( f \) is flat. Applying the same logic for all faces of the boundary graph, we get the claim, i.e. that the Ponzano–Regge amplitude always encodes flatness of the boundary connection. Note again that \( G \) does not need the represent a manifold for this argument to work, since we only need to require that all the open 3-bubbles of \( G \) represent 2-balls, or in other words, that \( G \) represents a pseudomanifold without singularities on the boundary. Furthermore, this fact applies of course also to arbitrary boundary topologies.

Since the Ponzano–Regge amplitude of some manifold with boundary always recovers the flatness of the boundary, the product of delta functions only containing boundary group elements can be rewritten in such a way that they contain the flatness condition for the boundary connection. However,
there cannot be something more. Any additional constraint corresponds to some closed 3-coloured path on the boundary graph and, by Lemma 3.5, it can be replaced by 1, using all the other delta functions corresponding to the boundary faces. This also matches the fact that there are $|\mathcal{F}_\gamma| - 1$ delta functions left, since one of the delta functions in the product over boundary faces is redundant. To sum up, the amplitude of $\mathcal{G}$ is proportional to a product of delta functions encoding flatness of the boundary connections and it is a well-known fact that the Ponzano–Regge transition amplitude in the case of a flat, spherical boundary is proportional to the spin network evaluation, i.e. see [29]. □

Before moving on, it is important to point out that the result is not as trivial as it might appear, in the light of the fact that we are describing here a topological field theory. For any manifold with boundary, the implication of the topological nature of the model is that the amplitude encodes the flatness of the boundary. Now, in principle, the Ponzano–Regge partition function depends on both the boundary data and the topology of the bulk. What we have shown here in the context of the Boulatov model is that there are virtually no contributions of the bulk topology to the Boulatov partition function. They all collapse to a normalization factor. This is not a consequence of the topological nature of the theory, but of the simple topology of the chosen boundary itself. To illustrate this fact, in the next section we quickly discuss the next-to-trivial boundary topology, i.e. the 2-torus. In that case, we show that we obviously recover the flatness of the boundary, but the Boulatov amplitude will also have terms explicitly depending on the associated bulk topology.

4.3. Toroidal Boundary

The smallest closed $(2 + 1)$-coloured graph representing the next-to-trivial topology, the 2-torus $T^2 = S^1 \times S^1$, which we denote in the following by $\gamma$, has six vertices and can be seen in Fig. 23, together with its corresponding simplicial complex.

The smallest possible open $(3+1)$-coloured graph with boundary given by $\gamma$—called the smallest matching graph (see Sect. 5.1)—is the graph obtained by adding an external leg to all the vertices of $\gamma$, see Fig. 24. However, while this graph—denoted by $\mathcal{G}_0$—is a core graph, it clearly represents a pseudomanifold: its 123-bubble is exactly given by $\gamma$ and so is non-spherical. More precisely, the pseudomanifold dual to $\mathcal{G}_0$ is homeomorphic to the topological cone of $T^2$.

In Fig. 24, we also represent two more complicated graphs $\mathcal{G}_1, \mathcal{G}_1' \in \mathcal{G}_3$ with boundary $\gamma$, which are also both core graphs but represent a manifold (in fact the solid torus $\overset{\circ}{T}^2$, see Appendix C).

A straightforward calculation shows that the graphs $\mathcal{G}_1$ and $\mathcal{G}_1'$ have the same amplitude\textsuperscript{12} given by

$$A_{\mathcal{G}_1}^\lambda[\{g_1, \ldots, g_9\}] = \left(\frac{\lambda\bar{\lambda}}{\delta^N(1)}\right)^4 \delta^N(g_1 g_2^{-1} g_3 g_7^{-1}) \times \Delta_{FB}(g_1, \ldots, g_9), \quad (4.16)$$

\textsuperscript{12}This can also be seen by Lemma 3.6 and the fact that they are related by two internal proper 1-dipole moves (see Fig. 40).
Figure 23. The smallest closed (2 + 1)-coloured graph representing the 2-torus (l.h.s.) together with a labelling of its edges with group elements and its corresponding simplicial complex—where the gluing of edges is as indicated by the Roman numbers—as well as its geometric realization, i.e. the 2-torus (r.h.s.) (color figure online).

Figure 24. Three core graphs $G_0, G_1, G'_1 \in \mathcal{G}_3$ with $\partial G_{0,1,2} = \gamma$. The graph $G_0$ represents a pseudomanifold with one point-like singularity in the bulk and $\chi = 1$. The graphs $G_1$ and $G'_1$ represent the solid torus where $\Delta_{FB}(g_1, \ldots, g_9)$ is an abbreviation for the expression

\[
\Delta_{FB}(g_1, \ldots, g_9) = \delta^N(g_1g_2^{-1}g_3g_4^{-1}g_5g_6^{-1})\delta^N(g_1g_8^{-1}g_5g_9^{-1}g_3g_7^{-1})
\]

encoding the flatness of the boundary. Since they clearly also have the same boundaries, topologies and orders, they are contained in the same core equivalence class. Note that one of the three delta functions in $\Delta_{FB}$ is actually redundant since we can always replace one of the faces by $\delta^N(1)$ using the other two faces and the constraint $\delta^N(g_1g_2^{-1}g_3g_7^{-1})$. Hence, the degree of divergence of these graphs is actually $\delta^N(1)^{-3}$. The geometric interpretation of this result is the following: The term $\Delta_{FB}(g_1, \ldots, g_9)$ encodes flatness of the boundary, which we always recover for the Ponzano–Regge model of some manifold (see...
Boundary complex $\Delta_\gamma$ and the solid torus dual to $G_1, G'_1$. When gluing a solid torus to the torus boundary, there are two choices of which of the two non-contractible cycles of $\gamma$ becomes contractible through the bulk. This information is specified by the constraint $g_1 g_2^{-1} g_3 g_7^{-1} = 1$ contained in the amplitude of $G_{1,2}$

the proof of Theorem 4.5), and the additional constraint $\delta^N(g_1 g_2^{-1} g_3 g_7^{-1})$ tells us which cycles of the boundary graph becomes contractible through the bulk, as sketched in Fig. 25.

Now, this is not the end of the story. At the continuum level, there are two a priori boundary cycles of $T^2$ that can become contractible through the bulk when gluing it to the solid torus ($\pi_1(T^2) \cong \mathbb{Z}^2$). As sketched in Fig. 25, our initial choice of bulk makes the “vertical” direction contractible. It is expected that it should exist a choice of bulk such that the “horizontal” direction is contractible instead. Following the notation of Fig. 25, it should take the form of the constraint $\delta^N(g_1 g_2^{-1} g_9 g_6^{-1})$. As a matter of fact, it is indeed possible to find such an admissible bulk (see $G_2$ below). In both cases, the constraint takes the form of a closed 3-coloured paths on the boundary and one might wonder if more choices are possible. A list of all possible 3-coloured cycles on the boundary graph $\gamma$—up to flatness of the boundary and which do not go twice to the same edge—are drawn in Fig. 26.

The solid torus graphs $G_1$ and $G'_1$ are examples of graph encoding the constraint 1). It is not too hard to construct examples of graphs representing manifolds having the other constraints encoded in their amplitudes. Examples can be seen in Fig. 27.

The graphs $G_{2,3}$ clearly represent the solid tori, as they are essentially the graphs obtained by rotating $G_1$ and by interchanging some of its colours. In other words, $G_{2,3}$ are isomorphic to $G_1$ as coloured graphs and hence represent the solid torus too.\footnote{Two coloured graphs $G_{1,2} \in \mathfrak{G}_d$ with colouring maps $\varphi_{1,2} : E_{G_{1,2}} \to C_d$ are called “isomorphic”, if they are isomorphic as graphs and if there colours are related by a bijective recolouring of their edges, i.e. there is a graph isomorphism $\Phi : V_{G_1} \to V_{G_2}$ as well as a bijection $\Psi : C_d \to C_d$ such that $\varphi_1 \circ \Phi = \Psi \circ \varphi_2$. By definition, two isomorphic coloured graphs are isomorphic if and only if they represent simplicial isomorphic complexes [73].} The three graphs $G_{4,5,6}$ have been constructed by trial and error and it is a priori not clear which topology they represent. However, they
Figure 26. A list of all independent (by flatness) possible closed 4-colour paths on the boundary, which to not go twice to some given edge and their associated boundary constraint (color figure online).

Figure 27. Six core graphs $\mathcal{G}_i$ with $\partial\mathcal{G}_i = \gamma$ representing manifolds, whose amplitudes encode the constraints $C_i$ sketched in Fig. 26.
clearly represent manifolds with boundary, as all of their 3-bubbles represent spheres or balls, as one can easily check. Furthermore, the three graphs also clearly represent the same topology, as they are again isomorphic as coloured graphs.

The amplitudes of the graph $G_i$ is given by

$$A_{G_i}^\alpha\{g_1, \ldots, g_9\} = \left(\frac{\lambda}{\delta N(1)}\right)^4 C_i \times \Delta_{FB}(g_1, \ldots, g_9)$$

(4.18)

for all $i \in \{1, \ldots, 6\}$, where $C_i$ are the constraints defined in Fig. 26. Since $C_i$ cannot be related using the flatness of the boundary, the six amplitudes are in principle different.

To sum up, we see that in the case of a toroidal boundary, there are different contributions to the full transition amplitude of the coloured Boulatov model. These contributions differ by the choice of which cycle becomes contractible through the bulk. That is, they differ by how the bulk is glued to the boundary and by the topology of the bulk. We have only discussed six explicit examples, but there might be many more cases, e.g. by combining the six cases, which geometrically correspond to different winding numbers, cycles and combinations thereof. A complete analysis of the torus boundary topology is left for future work [108].

5. Leading-Order Contribution to a Spherical Boundary

In this last section, we show that the leading-order contribution of the transition amplitude of some spherical boundary graph, when restricted to manifolds, is given by the equivalence class representing the closed 3-ball defined by the smallest possible open graph matching the given boundary graph. Furthermore, we show that these graphs essentially generalize the melonic diagrams, which are the leading-order diagrams in the large $N$ limit of the free energy of the Boulatov model [56–58], in the sense that they have the smallest possible Gurau degree [66].

5.1. Smallest Matching Graphs and Gurau Degree

Let us first introduce a certain class of graphs which are the smallest possible open $(3 + 1)$-coloured graphs matching some given boundary graph. As we will discuss in this section, this type of graphs can be viewed as a generalization of melonic graphs in the sense that they minimize a suitable generalization of the Gurau degree to open graphs. Let us introduce the following terminology.

**Definition 5.1 (Smallest Matching Graph).** Consider a closed $(2 + 1)$-coloured graph $\gamma \in \overline{G}_2$. We define an open $(3 + 1)$-coloured graph $G_{SMG} \in G_3$ with $\partial G = \gamma$, called the “smallest matching graph”, by adding an external leg of colour 0 to all the vertices of $\gamma$, after interchanging the type of vertices (black ↔ white) within $\gamma$. 

14A closer analysis reveals that the graphs $G_{4,5,6}$ indeed represent solid tori too, e.g. by using Theorem 14 of [107], which tells us that every core graph representing a manifold with boundary $\gamma$ and with strictly less than 14 internal vertices represents the solid torus.
Figure 28 shows three examples of boundary graphs and their corresponding smallest matching graphs.

The first two examples represent 2-spheres and the corresponding smallest matching graphs clearly represent closed 3-balls. The third example represents the 2-torus and the corresponding smallest matching graph represents a pseudomanifold with one internal point-like singularity. The smallest matching graph corresponding to some boundary graph $\gamma$ is clearly a core graph since it only has one internal 3-bubble, which by construction is equivalent to $\gamma$. Furthermore, it is also clear that the smallest matching graph is the unique open $(3+1)$-coloured graph with boundary $\gamma$ with minimal possible number of internal vertices, $|V_\gamma|$. Last but not least, note that the simplicial complex $\Delta_{G_{SMG}}$ is precisely what is usually called the "cone" of the simplicial complex $\Delta_\gamma$, i.e. the simplicial complex obtained by adding to $\Delta_\gamma$ a vertex $v_0$ as well as a $(k+1)$-simplex $\{v_0\} \cup \sigma$ for each $k$-simplex $\sigma$ of $\Delta_\gamma$. Therefore, the pseudomanifold $|\Delta_{G_{SMG}}|$ is the topological cone of the surface $S := |\Delta_\gamma|$, usually denoted by $CS$, e.g. see [104].

If $\gamma$ does not represent a 2-sphere, then the smallest matching graph cannot be a manifold since its unique 3-bubble of colour 123 is equivalent to $\gamma$ and is by assumption non-spherical. In fact, the Euler characteristic of the simplicial complex dual to the smallest matching graph is generically given by one, independently of the boundary topology, as the following short calculation shows:

$$\chi(\Delta_{G_{SMG}}) = \frac{B[3]}{1+|F_\gamma| - |F_{G_{SMG}}| + |E_{G_{SMG}}| - |V_{G_{SMG, \text{int}}}|} = 1,$$

where $B[3]$ denotes the number of 3-bubbles of $G_{SMG}$. Since the Euler characteristic of any odd-dimensional compact and orientable manifold $M$ has to
fulfil $\chi(\mathcal{M}) = \frac{1}{2} \chi(\partial \mathcal{M})$, we see that
\[
1 - g_\gamma = \frac{1}{2} \chi(\Delta_\gamma) = \chi(\Delta_{\mathcal{G}_{\text{SMG}}}) = 1, \tag{5.2}
\]
where $g_\gamma$ denotes the genus of the surface dual to $\gamma$, can only be fulfilled for boundary graphs representing the 2-sphere, i.e. the genus 0-surface. Indeed, if $\gamma$ is a 2-sphere, then one can easily check that the smallest matching graph always represents a manifold, since all its 3-bubbles are either 2-spheres or discs (=2-balls). Furthermore, a closer look reveals that they generically represent the 3-ball in this case:

**Proposition 5.2.** The smallest matching graph $\mathcal{G}_{\text{SMG}}$ of an arbitrary closed $(2+1)$-coloured graph $\gamma \in \mathfrak{G}_2$ representing the 2-sphere represents the 3-ball.

**Proof.** As explained above, the smallest matching graph represents the cone over the boundary surface. Therefore, if $\gamma$ represents a 2-sphere, then $\mathcal{G}_{\text{SMG}}$ clearly represents a 3-ball. \hfill \Box

We now show that the smallest matching graph of some spherical boundary graph generalizes melonic graphs in the sense that they have the smallest possible *Gurau degree*. In the case of closed graphs, this combinatorial quantity labels the large $N$ expansion of the free energy of coloured tensor models. Furthermore, it allows to give bounds on the amplitudes of coloured GFTs [58,66]. For coloured graphs with non-empty boundary, the Gurau degree can be defined following [70,72].

**Definition 5.3** (*Gurau Degree*). Let $\mathcal{G} \in \mathfrak{G}_d$ be a connected open $(d+1)$-coloured graph with boundary graph $\gamma := \partial \mathcal{G}$. Then, the “(Gurau) degree of $\mathcal{G}$” is defined to be the rational number
\[
\omega(\mathcal{G}) := \frac{(d-1)!}{2} \left( \frac{d(d-1)}{4} |V_{\mathcal{G},\text{int}}| + d - |F_{\mathcal{G},\text{int}}| \right) - \frac{(d-1)!}{2} \left( \frac{d-1}{2} |V_\gamma| + C(\gamma) \right)
\]
\[
\in \frac{(d-1)!}{2} \cdot \mathbb{Z},
\]
where $C(\gamma)$ denotes the number of connected components of the boundary graph $\gamma$.

**Remarks 5.4.** (a) In the two-dimensional case, the degree is equivalent to the genus of the surface dual to the graph. To see this, let us write the degree for some $(2+1)$-coloured graph $\mathcal{G}$ with boundary $\partial \mathcal{G} = \gamma$ as
\[
\omega(\mathcal{G}) = 1 - \frac{1}{2} \left( |F_{\mathcal{G},\text{int}}| + |E_\gamma| - |E_\mathcal{G}| + |V_{\mathcal{G},\text{int}}| \right) - \frac{C(\partial \mathcal{G})}{2}
\]
\[
= \chi(\Delta_{\mathcal{G}}) - \frac{1}{2} \left( |E_\gamma| - |E_\mathcal{G}| + \frac{3}{2} |V_{\mathcal{G},\text{int}}| \right). \tag{5.3}
\]
Let us analyse the last term. First of all, since $\gamma$ is a closed $(1+1)$-coloured graph, we clearly have that $|E_\gamma| = |V_\gamma|$. Furthermore, we have
that $3|\mathcal{V}_{\mathcal{G},\text{int}}| + |\mathcal{V}_{\mathcal{G}}| = 2|\mathcal{E}_{\mathcal{G}}|$ for every open $(2 + 1)$-coloured graph. To sum up, the last term vanishes and we get
\[
\omega(\mathcal{G}) = 1 - \frac{\chi(\Delta_{\mathcal{G}}) + C(\partial\mathcal{G})}{2} = g_{\mathcal{G}},
\] (5.4)
where we used that the genus of a surface with boundary is defined by
\[
\chi(\Delta_{\mathcal{G}}) = \chi_{\mathcal{G}}(\partial) = 2 - 2g_{\mathcal{G}} - C(\partial\mathcal{G}).
\]

(b) Clearly, the definition reduces to the definition of the Gurau degree for closed graphs \cite{58,66} in the case of empty boundary $\partial\mathcal{G} = \emptyset$.

(c) Similarly as for closed graph, the degree can be rewritten in terms of the genera of the “jackets” of the graph. More precisely, it can be written as the sum over the genera of the “pinched jackets” of the open graph minus the sum over the genera of jackets of the boundary graph, i.e. the degree of its boundary graph. See \cite{70,72} for more details. Note that the definition of the degree in these papers differs by a factor of $(d - 1)!/2$ compared to our definition, since they define what is usually called the “reduced degree” \cite{109}.

The Gurau degree of some open coloured graph is in general not a topological invariant, i.e. graphs representing the same topology might have a different degree. However, it is invariant under internal proper 1-dipole moves.

**Lemma 5.5** (Dipole Contractions and Degree). Let $\mathcal{G} \in \mathfrak{G}_d$ be a connected $(d + 1)$-coloured graph and $d_k$ be an internal $k$-dipole, i.e. at least one of the two $(d + 1 - k)$-bubbles separated by $d_k$ is closed. Then
\[
\omega(\mathcal{G}) = \frac{(d - 1)!}{2} (k(d + 1 - k) - d) + \omega(\mathcal{G}/d_k).
\]
In particular, it follows that $\omega(\mathcal{G}) = \omega(\mathcal{G}/d_1)$, i.e. the degree is invariant under internal 1-dipole moves.

**Proof.** The proof is a straightforward generalization of the proof for closed graphs given in \cite{58,66}: The number of internal vertices of $\mathcal{G}$ and $\mathcal{G}/d_k$ is decreased by two, $|\mathcal{V}_{\mathcal{G}/d_k,\text{int}}| = |\mathcal{V}_{\mathcal{G},\text{int}}| - 2$, and the number of faces by
\[
|\mathcal{F}_{\mathcal{G}/d_k}| = |\mathcal{F}_{\mathcal{G}}| - \frac{k(k - 1)}{2} - \frac{(d + 1 - k)(d - k)}{2}.
\] (5.5)
By assumption, the dipole is internal. Hence, the number of non-cyclic faces is left untouched, since $\partial\mathcal{G} = \partial(\mathcal{G}/d_k)$ (see Proposition 2.10). As a consequence, we have that
\[
|\mathcal{F}_{\mathcal{G}/d_k,\text{int}}| = |\mathcal{F}_{\mathcal{G},\text{int}}| - \frac{k(k - 1)}{2} - \frac{(d + 1 - k)(d - k)}{2}.
\] (5.6)
Using these relations and the definition of the degree, we obtain the claimed relation. □

This lemma is a generalization of the result stated in \cite{58,66} for closed graphs. Furthermore, as shown in \cite{58,66}, the degree of some closed coloured graph can be written in terms of the degrees of its bubbles. Let us generalize this to the case of open coloured graphs.
Proposition 5.6. Let $G \in \mathcal{G}_3$ be a connected open $(d + 1)$-coloured graph with boundary graph $\gamma := \partial G$. Then

$$\omega(G) = \frac{(d - 1)!}{2} \left( \frac{(d - 1)|V_{G,\text{int}}| - |V_\gamma|}{2(d - 1)} + d - B_{[d]} + \frac{\partial B_{[d-1]}}{d - 1} - C(\gamma) \right)$$

$$+ \sum_{i=0}^{d} \sum_{\rho} \omega(B_{i}(\rho)), $$

where $B_{[d]}$ denotes the number of $d$-bubbles of $G$ and where $\hat{B}_{i}(\rho)$ are the internal $d$-bubbles without colour $i$ of $G$, labelled by some parameter $\rho$.

Proof. Let us split the set of $d$-bubbles for some colour $i$ into internal $d$-bubbles, labelled by $\rho_{\text{int}}$, and open $d$-bubbles (those including external legs), labelled by $\rho_{\partial}$. Hence, we can write

$$\sum_{i=0}^{d} \sum_{\rho} \omega(B_{i}(\rho)) = \sum_{i=0}^{d} \sum_{\rho_{\text{int}}} \omega(B_{i}(\rho_{\text{int}})) + \sum_{i=1}^{d} \sum_{\rho_{\partial}} \omega(B_{i}(\rho_{\partial})). \tag{5.7}$$

Note that $\hat{0}$-bubbles cannot be open, since all the external legs have colour 0, which is the reason why the second sum starts at $i = 1$. As the $d$-bubbles are by themselves $d$-coloured graphs, we can define their degrees. The internal $d$-bubbles are closed $d$-coloured graphs and their degrees are given by

$$\omega(B_{i}(\rho_{\text{int}})) = \frac{(d - 2)!}{2} \left( \frac{(d - 1)(d - 2)}{4} |V_{B_{i}(\rho_{\text{int}})}| + (d - 1) - |F_{B_{i}(\rho_{\text{int}})}| \right) \tag{5.8}$$

and open $d$-bubbles are open $d$-coloured graphs and hence, their degrees are given by

$$\omega(B_{i}(\rho_{\partial})) = \frac{(d - 2)!}{2} \left( \frac{(d - 1)(d - 2)}{4} |V_{B_{i}(\rho_{\partial}),\text{int}}| + (d - 1) - |F_{B_{i}(\rho_{\partial}),\text{int}}| \right)$$

$$- \frac{(d - 2)!}{2} \left( \frac{d - 2}{2} |V_{\partial B_{i}(\rho_{\partial}),\text{int}}| + C(\partial B_{i}(\rho_{\partial})) \right). \tag{5.9}$$

Now, an internal vertex of $G$ is by definition $(d + 1)$-valent such that all adjacent edges have different colours. As a consequence, every internal vertex of $G$ appears precisely in $\binom{d+1}{d} = (d + 1)$ of its open or closed $d$-bubbles. This means that

$$\sum_{i=1}^{d} \sum_{\rho_{\partial}} |V_{B_{i}(\rho_{\partial}),\text{int}}| + \sum_{i=0}^{d} \sum_{\rho_{\text{int}}} |V_{B_{i}(\rho_{\text{int}})}| = (d + 1)|V_{G,\text{int}}|. \tag{5.10}$$

A 1-valent boundary vertex of $G$ appears exactly in $\binom{d}{d-1} = d$ of its $d$-bubbles $B_{i}(\rho_{\partial})$, i.e.

$$\sum_{i=1}^{d} \sum_{\rho_{\partial}} |V_{\partial B_{i}(\rho_{\partial})}| = d|V_{\gamma}|. \tag{5.11}$$
Furthermore, an internal face of $G$ is a bicoloured path with colours $i, j$. Such a path is part of exactly $(d-1)^2 = (d-1)$ open or closed $d$-bubbles of $G$. This means that

$$\sum_{i=1}^{d} \sum_{\rho} |\mathcal{F}_{E_{i}^{\rho}}\rangle_{\text{int}}| + \sum_{i=0}^{d} \sum_{\rho_{\text{int}}} |\mathcal{F}_{E_{i}^{\rho}}\rangle_{\text{int}}| = (d-1)|\mathcal{F}_{G}\rangle_{\text{int}}|. \quad (5.12)$$

Lastly, we have to discuss the number of boundary components of the $\hat{i}$-bubbles. Every boundary component of a $d$-bubble corresponds to a $(d-1)$-bubble of the boundary graph. In other words, we have that

$$\sum_{i=1}^{d} \sum_{\rho} C(\partial \mathcal{B}_{(\rho, \rho)}) = \partial \mathcal{B}[d-1], \quad (5.13)$$

where $\partial \mathcal{B}[d-1]$ denotes the number of $(d-1)$-bubbles of the boundary graph $\partial G$. Plugging all these relations into Eq. (5.7) yields the required result

$$\omega(G) = \frac{(d-1)!}{2} \left( \frac{(d-1)|\mathcal{V}_{G,\text{int}}| - |\mathcal{V}_{\gamma}|}{2(d-1)} + d - \mathcal{B}[d] + \frac{\partial \mathcal{B}[d-1]}{d-1} - C(\gamma) \right)$$

$$+ \sum_{i=0}^{d} \sum_{\rho} \omega(B_{(\rho)}). \quad (5.14)$$

□

Let us now consider the case we are interested in. Let $G \in \mathcal{G}_{3}$ be some connected open $(3 + 1)$-coloured graph with connected boundary graph $\gamma := \partial G$. In this case, the Gurau degree is given by

$$\omega(G) = \left( \frac{3}{2} |\mathcal{V}_{G,\text{int}}| + 2 - |\mathcal{F}_{G,\text{int}}| - |\mathcal{V}_{\gamma}|, \quad (5.15)$$

which, according to Proposition 5.6, is equivalent to

$$\omega(G) = \frac{1}{2} |\mathcal{V}_{G,\text{int}}| - \frac{1}{2} |\mathcal{V}_{\gamma}| + 2 - \mathcal{B}^{[3]} + \frac{1}{2} |\mathcal{F}_{\gamma}| + \sum_{3\text{-bubbles } B} g_{B}, \quad (5.16)$$

where $g_{B}$ denotes the genus of the surface (possibly with boundary) represented by the 3-bubble $B$. Note that the sum in the expression above is always greater or equal to 0 and it equals 0 if and only if $G$ represents a manifold.

In the case of closed graphs, it is a well-known fact that the Gurau degree is a nonnegative quantity in arbitrary dimensions and can be bounded from below by a function depending on the degrees of its $d$-bubbles of some fixed colours [66]. For the case of open graphs, let us prove the following lower bound for the degree.

**Theorem 5.7 (Lower Bound for Gurau Degree).** Let $G \in \mathcal{G}_{3}$ be some connected open $(3 + 1)$-coloured graph with $\partial G = \gamma$, such that all its 3-bubbles are simple (see Definition 2.5) so that there are no pinching effects on the boundary complex. Then

$$\omega(G) \geq 2g_{\gamma}.$$
Proof. Let us start with the following general expression of the degree of \( \mathcal{G} \) (see Eq. (5.16)):

\[
\omega(\mathcal{G}) = \frac{1}{2} |\mathcal{V}_{\mathcal{G}, \text{int}}| - \frac{1}{4} |\mathcal{V}_{\gamma}| + 2 - \mathcal{B}^{[3]} + \frac{1}{2} |\mathcal{F}_{\gamma}| + \sum_{3\text{-bubbles } \mathcal{B}} g_{\mathcal{B}}. \tag{5.17}
\]

Now, since we have assumed that all 3-bubbles are simple, we can write \( \mathcal{B}^{[3]} = |\mathcal{F}_{\gamma}| + \mathcal{B}_{\text{int}}^{[3]} \), where \( \mathcal{B}_{\text{int}}^{[3]} \) denotes the set of closed 3-bubbles, since to every 2-bubble \( f \) on the boundary there is a unique corresponding open 3-bubble \( \mathcal{B} \) in \( \mathcal{G} \) with \( \partial \mathcal{B} = f \). Furthermore, let us use the fact that \( \gamma \) represents the genus \( g_{\gamma} \)-surface, which yields the relation

\[
2 - 2g_{\gamma} = \chi(\Delta_{\gamma}) = |\mathcal{F}_{\gamma}| - |\mathcal{E}_{\gamma}| + |\mathcal{V}_{\gamma}| = |\mathcal{F}_{\gamma}| - \frac{1}{2} |\mathcal{V}_{\gamma}|
\implies -\frac{1}{2} |\mathcal{F}_{\gamma}| = g_{\gamma} - \frac{1}{4} |\mathcal{V}_{\gamma}| - 1. \tag{5.18}
\]

Using the splitting \( \mathcal{B}^{[3]} = |\mathcal{F}_{\gamma}| + \mathcal{B}_{\text{int}}^{[3]} \) and plugging in the formula for \( |\mathcal{F}_{\gamma}| \) from above, we find that the degree is given by

\[
\omega(\mathcal{G}) = \frac{1}{2} (|\mathcal{V}_{\mathcal{G}, \text{int}}| - |\mathcal{V}_{\gamma}|) + 1 - \mathcal{B}_{\text{int}}^{[3]} + g_{\gamma} + \sum_{3\text{-bubbles } \mathcal{B}} g_{\mathcal{B}}. \tag{5.19}
\]

Now, note that \( |\mathcal{E}_{\mathcal{G}, \text{int},0}| = \frac{1}{2} (|\mathcal{V}_{\mathcal{G}, \text{int}}| - |\mathcal{V}_{\gamma}|) \), where \( \mathcal{E}_{\mathcal{G}, \text{int},0} \) denotes the set of internal edges of colour 0, where internal means edges connecting two 4-valent vertices of \( \mathcal{G} \), as usual. Hence, we have that

\[
\omega(\mathcal{G}) = |\mathcal{E}_{\mathcal{G}, \text{int},0}| + 1 - \mathcal{B}_{\text{int}}^{[3]} + g_{\gamma} + \sum_{3\text{-bubbles } \mathcal{B}} g_{\mathcal{B}}. \tag{5.20}
\]

In order to find an appropriate expression for \( |\mathcal{E}_{\mathcal{G}, \text{int},0}| \), let us use the equality

\[
\omega(\mathcal{G}) = |\mathcal{E}_{\mathcal{G}, \text{int},0}| + 1 - \mathcal{B}_{\text{int}}^{[3]} + g_{\gamma} + \sum_{3\text{-bubbles } \mathcal{B}} g_{\mathcal{B}}
\]

\[
= \frac{3}{2} |\mathcal{V}_{\mathcal{G}, \text{int}}| + 3 - |\mathcal{F}_{\mathcal{G}, \text{int}}| - (|\mathcal{V}_{\gamma}| + 1), \tag{5.21}
\]

where the expression on the right-hand side is just the definition of the degree (see (5.15)) for the three-dimensional case, which yields

\[
|\mathcal{E}_{\mathcal{G}, \text{int},0}| = \frac{3}{2} |\mathcal{V}_{\mathcal{G}, \text{int}}| + 1 - |\mathcal{F}_{\mathcal{G}, \text{int}}| - |\mathcal{V}_{\gamma}| + \mathcal{B}_{\text{int}}^{[3]} - g_{\gamma} - \sum_{3\text{-bubbles } \mathcal{B}} g_{\mathcal{B}}. \tag{5.22}
\]

As a next step, note that we have the following relation between all the internal faces of colour \( i j \) with \( i \neq 0 \neq j \) and internal edges of colour \( \neq 0 \):

\[
\sum_{i,j=1, \atop i \neq j}^{3} |\mathcal{F}_{\mathcal{G}, \text{int},i,j}| - \sum_{i=1}^{3} |\mathcal{E}_{\mathcal{G}, \text{int},i}| + |\mathcal{V}_{\mathcal{G}, \text{int}}| = \sum_{\text{internal 3-bubbles of colour 123 } \mathcal{B}} (2 - 2g_{\mathcal{B}}) \tag{5.23a}
\]

\[
= \sum_{\text{internal 3-bubbles } \mathcal{B}} (2 - 2g_{\mathcal{B}}) - \sum_{\text{internal 3-bubbles involving colour 0 } \mathcal{B}} (2 - 2g_{\mathcal{B}}) \tag{5.23b}
\]
\begin{align}
= 2(B^{[3]}_{\text{int}} - B^{[3]}_{\text{int,0}}) - 2 \left( \sum_{\text{internal 3-bubbles } B} g_B - \sum_{\text{internal 3-bubbles involving colour 0 } B} g_B \right), \quad (5.23c)
\end{align}

where $E_{G, \text{int},i}$ denotes the set of internal edges of colour $i$, where $F_{G, \text{int},ij}$ denotes the set of internal (cyclic) faces of $G$ of colour $ij$ and where $B^{[3]}_{\text{int},0}$ denotes the set of internal 3-bubbles involving colour 0, i.e. the number of internal 012, 013 and 023-bubbles. Using the fact that $3|V_{G, \text{int}}| = 2 \sum_{i=1}^{3} |E_{G, \text{int},i}|$ and using the formula above for the number of internal faces not containing colour 0, we arrive at

\begin{align}
|F_{G, \text{int}}| &= \sum_{i=1}^{3} |F_{G, \text{int},i0}| + \sum_{i,j=1, i \neq j}^{3} |F_{G, \text{int},ij}| \tag{5.24a} \\
&= \sum_{i=1}^{3} |F_{G, \text{int},i0}| + \frac{1}{2} |V_{G, \text{int}}| + 2(B^{[3]}_{\text{int}} - B^{[3]}_{\text{int,0}}) \\
&\quad - 2 \left( \sum_{\text{internal 3-bubbles } B} g_B - \sum_{\text{internal 3-bubbles involving colour 0 } B} g_B \right). \quad (5.24b)
\end{align}

Plugging this expression for the number of internal faces back into our formula for $|E_{G, \text{int},0}|$, i.e. Eq. (5.22), we find

\begin{align}
|E_{G, \text{int},0}| &= - \sum_{i=1}^{3} |F_{G, \text{int},i0}| + |V_{G, \text{int}}| - |V_{G, \text{int}}| + 1 - B^{[3]}_{\text{int}} - g_{\gamma} + \sum_{3\text{-bubbles } B} g_B \\
&\quad + 2 \left( B^{[3]}_{\text{int},0} - \sum_{\text{internal 3-bubbles involving colour 0 } B} g_B \right) - 2 \sum_{\text{open 3-bubbles } B} g_B \tag{5.25}
\end{align}

and hence we finally arrive at the equality

\begin{align}
|E_{G, \text{int},0}| &= \sum_{i=1}^{3} |F_{G, \text{int},i0}| + B^{[3]}_{\text{int}} + (g_{\gamma} - 1) - \sum_{3\text{-bubbles } B} g_B \\
&\quad - 2 \left( B^{[3]}_{\text{int},0} - \sum_{\text{internal 3-bubbles involving colour 0 } B} g_B \right) + 2 \sum_{\text{open 3-bubbles } B} g_B. \quad (5.26)
\end{align}

Plugging this relation for the number of internal edges of colour 0 back into our expression for the degree (5.20), we arrive at the following formula for the degree of $G$:

\begin{align}
\omega(G) &= 2g_{\gamma} + \sum_{i=1}^{3} |F_{G, \text{int},i0}| + 2 \left( \sum_{\text{internal 3-bubbles involving colour 0 } B} g_B - B^{[3]}_{\text{int},0} \right) \geq 0
\end{align}
Let us assume without loss of generality that $G$ is a core graph, since if it is not, then we can apply our rooting procedure and by Lemma 5.5, we know that the degree does not change. If $G$ is a core graph, then all the internal 3-bubbles involving colour 0 are non-spherical and hence, we see that the bracket is nonnegative in this case. Hence, we conclude that $\omega(G) \geq 2g_\gamma$, as claimed. □

In particular, this proof shows that the Gurau degree is always nonnegative. As a straightforward application of the lower bound theorem proven above, we can show that the number of internal vertices of graphs representing manifolds can be bounded from below.

**Corollary 5.8.** Let $\gamma \in \overline{G}_2$ be a closed $(2 + 1)$-coloured graph representing a genus $g_\gamma$-surface. If $G \in \overline{G}_3$ is an open $(3 + 1)$-coloured graph with $\partial G = \gamma$ representing a manifold, then $|V_{G,\text{int}}| \geq 2g_\gamma + |V_\gamma|$.

**Proof.** Let us assume without loss of generality that $G$ is a core graph, since if it is not a core graph, we can apply our rooting procedure in order to obtain a core graph, which by construction represents the same manifold as $G$, but with a smaller number of internal vertices. If $G$ is a core graph representing a manifold, then it has in total $1 + |F_\gamma| 3$-bubbles, one internal one of colour 123 representing a 2-sphere, and for each face $f$ of $\gamma$ a corresponding open 3-bubbles $B$ representing a disc with $\partial B = f$. Furthermore, recall that the Euler characteristic of any odd-dimensional compact and orientable manifold $M$ satisfies $\chi(M) = \frac{1}{2} \chi(\partial M)$. Hence, we can write

$$1 - g_\gamma = \frac{1}{2} \chi(\Delta_\gamma) = \chi(\Delta_G) = 1 + |F_\gamma| - |F_G| + \frac{1}{2} |E_G| = |V_{G,\text{int}}| + |V_\gamma|$$

which yields the following relation:

$$|V_{G,\text{int}}| = 2 - g_\gamma - |F_G,\text{int}| + |E_G,\text{int}|$$

Next, we can use the definition of the degree (see Eq. (5.15)), i.e.

$$\omega(G) = \frac{3}{2} |V_{G,\text{int}}| + 2 - |F_{G,\text{int}}| - |V_\gamma|$$

Using the lower bound theorem for the degree, Theorem 5.7, we can deduce the following estimate

$$-|F_{G,\text{int}}| = \omega(G) - \frac{3}{2} |V_{G,\text{int}}| - 2 + |V_\gamma| \geq 2g_\gamma - \frac{3}{2} |V_{G,\text{int}}| - 2 + |V_\gamma|.$$
Applying this inequality to Formula (5.29), we get
\[ |V_{G,\text{int}}| \geq g\gamma + |E_{G,\text{int}}| - \frac{3}{2}|V_{G,\text{int}}| + |V_\gamma|. \] (5.32)

Last but not least, we use the fact that \(2|E_{G,\text{int}}| = 4|V_{G,\text{int}}| - |V_\gamma|\), which results into the inequality
\[ |V_{G,\text{int}}| \geq g\gamma + \frac{1}{2}(|V_{G,\text{int}}| + |V_\gamma|) \iff |V_{G,\text{int}}| \geq 2g\gamma + |V_\gamma|, \] (5.33)
as claimed. □

Remark 5.9. A similar result has recently been proven in [107] using a completely different approach by applying techniques from crystallization theory. More precisely, it was shown that \(2|E_{G,\text{int}}| - 1 \geq 3g\gamma\) for every “crystallization” \(G\) (see Appendix “Existence of Coloured Graphs and Crystallizations”) of a three-dimensional manifold with connected boundary given by a genus \(g_\gamma\)-surface, which in our language is an open \((3 + 1)\)-coloured core graph representing a manifold, for which also the boundary graph \(\gamma\) is a (closed) core graph. Using the fact that every core graph \(\gamma\) representing a genus \(g_\gamma\)-surface has precisely \(4g_\gamma + 2\) vertices, we see that the above statement is equivalent to \(|V_{G,\text{int}}| \geq 2g\gamma + |V_\gamma|\).

In the case of a spherical boundary, the lower bound theorem tells us that the Gurau degree is always nonnegative. Using this, we are finally in the position to prove the following result.

Proposition 5.10 (Smallest Matching Graphs and Degree). Let \(\gamma \in \overline{T}_2\) be some closed \((2 + 1)\)-coloured graph representing a 2-sphere. If \(G \in \mathcal{G}_3\) represents a manifold or pseudomanifold without boundary singularities and with \(\partial G = \gamma\), then \(G\) roots back to the core equivalence class defined by the smallest matching graph if and only if \(\omega(G) = 0\). In other words, the family of graphs rooting back to the smallest matching graph are exactly the graphs matching the given boundary with minimal degree.

Proof. First of all, let us observe the following: A 1-dipole move, with the property that at least one of the two separated 3-bubbles is closed, reduces the number of internal vertices by two and the number of 3-bubbles by one. Hence, the quantity
\[ \frac{|V_{G,\text{int}}|}{2} - B^{[3]} \] (5.34)
is conserved under arbitrary internal 1-dipole moves. Now, let us apply as many internal 1-dipole moves as possible. In the end, we will end up with a graph \(G_c\) having precisely \(1 + |F_\gamma|\) 3-bubbles, i.e. one internal one of colour 123 and for each face on the boundary a corresponding 3-bubble representing a disc whose boundary is given by that face. The number of internal vertices has to satisfy \(|V_{G_c,\text{int}}| \geq |V_\gamma|\). Of course, the topology of \(G_c\) is in general different from \(G\), however, this is not so important at this point. What is important is that we have that
\[ \frac{|V_{G,\text{int}}|}{2} - B^{[3]} = \frac{|V_{G_c,\text{int}}|}{2} - (1 + |F_\gamma|). \] (5.35)
and hence, we have that (c.f. Corollary 5.8 for the trivial case \( g_\gamma = 0 \))

\[
\frac{|V_{G, \text{int}}|}{2} - B^{[3]} = \frac{|V_{G, \text{int}}|}{2} - (1 + |F_\gamma|) \geq \frac{|V_\gamma|}{2} - (1 + |F_\gamma|).
\] (5.36)

Applying this to the definition of the degree (Eq. 5.16), we get the following general inequality

\[
\omega(G) \geq \frac{1}{4} |V_\gamma| + 1 - \frac{1}{2} |F_\gamma| + \sum B_g,
\] (5.37)

where we have used the fact that \( \frac{1}{2} |F_\gamma| = \frac{1}{4} |V_\gamma| + 1 \) as derived previously (see Eq. (5.18)). Using this, we see that the degree of pseudomanifolds is strictly positive, since \( \sum B_g > 0 \), and hence, they never saturate the bound \( \omega(G) \geq 2g_\gamma = 0 \). Let us now turn our attention to manifolds. By Lemma 5.5 it is enough to look at core graphs. Now, since \( G \) is a core graph representing a manifold, we have that \( B^{[3]} = 1 + |F_\gamma| \). Therefore, according to Formula (5.16), its degree is given by

\[
\omega(G) = \frac{1}{2} |V_{G, \text{int}}| - \frac{1}{2} |V_\gamma| + 1 - \frac{1}{2} |F_\gamma|.
\] (5.38)

Using again the fact that \( \frac{1}{2} |F_\gamma| = \frac{1}{4} |V_\gamma| + 1 \), this can be written as

\[
\omega(G) = \frac{1}{2} (|V_{G, \text{int}}| - |V_\gamma|) = |E_{G, \text{int}, 0}|.
\] (5.39)

With this equality, it is clear that \( \omega(G) = 0 \) if and only if \( |V_{G, \text{int}}| = |V_\gamma| \) and the only possible graph \( G \) with \( \partial G = \gamma \) satisfying this condition is the smallest matching graph. According to Lemma 5.7, the degree of these graphs is minimal. \( \square \)

Remark 5.11. If \( \gamma \) is some boundary graph representing a general genus \( g_\gamma \)-surface, then the Gurau degree of the smallest matching graph is also minimal and hence given by \( \omega(G_{\text{SMG}}) = 2g_\gamma \). To see this, note that the smallest matching graph has by definition one internal 3-bubble \( B \), which is equivalent to the graph \( \gamma \) and hence represents a genus \( g_\gamma \)-surface. Therefore, by Eq. (5.16), its degree is given by

\[
\omega(G_{\text{SMG}}) = \frac{1}{2} |V_{G_{\text{SMG}}, \text{int}}| - \frac{1}{4} |V_\gamma| + 1 - \frac{1}{2} |F_\gamma| + \omega(B).
\] (5.40)

Using again Eq. (5.18), we hence get

\[
\omega(G_{\text{SMG}}) = \frac{1}{2} (|V_{G_{\text{SMG}}, \text{int}}| - |V_\gamma|) + 2g_\gamma = 2g_\gamma.
\] (5.41)

for the degree of the smallest matching graph. However, in this case, it turns out that the smallest matching graph is not the only graph with the minimal degree. As an example, consider the simplest possible boundary graph representing a 2-torus, as drawn in Fig. 23. In this case, a straightforward calculation shows that not only the smallest matching graph (\( G_0 \) in Fig. 24)
has degree 2, but also the core graphs \( G_1 \) and \( G'_1 \) (Fig. 24), which represent the solid torus, have degree 2.

To sum up, we see that the family of graphs with the minimal possible Gurau degree for some given spherical boundary graphs includes exactly those graphs rooting back to the core equivalence class induced by the smallest matching graph. In that sense, they can be viewed as generalizations of melonic diagrams used in the discussion of the large \( N \) limit of the free energy.

### 5.2. Leading-Order Contribution

Let us now show that the core equivalence class defined by the smallest matching forms the leading-order contribution to the Boulatov transition amplitude with respect to some spherical boundary graph when we consider only manifolds. Before stating the main result, we need the following preliminary technical lemma.

**Lemma 5.12.** Consider an arbitrary closed \((2 + 1)\)-coloured graph \( \gamma \in \overline{\Sigma}_2 \) representing the genus \( g_\gamma \)-surface. Let \( G \) be a connected open \((3 + 1)\)-coloured core graph with boundary \( \partial G = \gamma \), which is dual to a manifold. Then

\[
g_\gamma = |E_{G, \text{int},0}| - \sum_{i=1}^{3} |F_{G, \text{int},i0}|
\]

where \( E_{G, \text{int},0} \) denotes the set of internal edges of colour 0 and where \( F_{G, \text{int},i0} \) denotes the set of internal (cyclic) faces of \( G \) of colour \( 0i \) for \( i \in \{1, 2, 3\} \).

**Proof.** This is a special case of Eq. (5.26): Since \( G \) is a core graph representing a manifold, there is only one internal 3-bubble, which is spherical and has colour 123, and all the other 3-bubbles are open and represent 2-balls. \( \square \)

In particular, if \( \gamma \) is a spherical graph \((g_\gamma = 0)\), we obtain that the number of internal edges of colour 0 is the same as the number of internal faces involving colour 0. Using this observation, let us prove that the core equivalence class defined by the smallest matching graph is the dominant contribution to the transition amplitude when restricted to manifolds:

**Theorem 5.13** (Leading Order and Bound for Core Graphs). Consider an arbitrary closed \((2 + 1)\)-coloured graph \( \gamma \in \overline{\Sigma}_2 \) representing a 2-sphere and let \( G \) be a connected open \((3 + 1)\)-coloured graph with boundary \( \partial G = \gamma \), which is dual to a manifold and which is itself a core graph. Then

\[
|A^\lambda_G[\{g_e\}_{e \in E_\gamma}]| \leq (\lambda \lambda)^{|V_{G, \text{int}}|} \delta^N(1)^{1 - \frac{|V_{G, \text{int}}|}{2}} \left\{ \frac{1}{\delta^N(1)} \prod_{f \in F_\gamma} \delta^N \left( \prod_{e \in f} g_e^{(e, f)} \right) \right\}
\]

i.e. its degree of divergence is smaller or equal to \( 1 - |V_\gamma|/2 \) (recall that there is one redundant delta function encoded in the product over boundary faces).

Furthermore, the only core graph saturating this bound is the smallest matching graph, i.e. its amplitude is exactly given by

\[
A^\lambda_{G_{\text{SMG}}}[\{g_e\}_{e \in E_\gamma}] = (\lambda \lambda)^{|V_{G, \text{int}}|} \delta^N(1)^{1 - \frac{|V_{G, \text{int}}|}{2}} \left\{ \frac{1}{\delta^N(1)} \prod_{f \in F_\gamma} \delta^N \left( \prod_{e \in f} g_e^{(e, f)} \right) \right\}.
\]
Proof. To start with, let us write down the general expression of the amplitude of some open \((3+1)\)-coloured core graph representing a manifold. For this, we use the same terminology as previously: group elements assigned to external legs are denoted by \(\{h_v\}_{v \in V_\gamma}\), bicoloured paths leading to the boundary edges by \(\{H_e\}_{e \in E_\gamma}\) and boundary edges by \(\{g_e\}_{e \in E_\gamma}\). We also denote the group elements assigned to all the internal edges of \(G\) by \(\{k_e\}_{e \in E_{\text{int}} G}\). With this notation, the amplitude can be written as

\[
A_{G}^{\lambda}[\{g_e\}_{e \in E_\gamma}] = \left(\frac{\lambda \lambda}{\delta^N(1)}\right)^{|V_{\text{int}} G|/2} \int_{\text{SU}(2)^{|V_\gamma|+|E_{\text{int}} G|}} \left(\prod_{v \in V_\gamma} dh_v\right) \left(\prod_{e \in E_{\text{int}} G} dk_e\right) \prod_{e \in E_\gamma} \delta^N(g_e h_{t(e)}^{-1} H_e h_{s(e)}^{-1}) \prod_{f \in F_{\text{int}} G} \delta^N\left(\prod_{e \in f} k_e^{(e,f)}\right).
\]

As explained in Theorem 4.5, we can replace the first product of delta functions, which contains all the boundary group elements, by the flatness of the boundary up to a redundancy

\[
\prod_{e \in E_\gamma} \delta^N(g_e h_{t(e)}^{-1} H_e h_{s(e)}^{-1}) \rightarrow \frac{1}{\delta^N(1)} \prod_{f \in F_\gamma} \delta^N\left(\prod_{e \in f} g_e^{(e,f)}\right).
\]

We are left with the product over internal faces. To start with, let us split the product as follows:

\[
\prod_{f \in F_{\text{int}} G} \delta^N\left(\prod_{e \in f} k_e^{(e,f)}\right) = \left\{ \prod_{f \in \bigcup_{i \neq 0} F_{\text{int}, i \gamma}} \delta^N\left(\prod_{e \in f} k_e^{(e,f)}\right) \right\} \left\{ \prod_{f \in \bigcup_{i \neq 0} F_{\text{int}, i0}} \delta^N\left(\prod_{e \in f} k_e^{(e,f)}\right) \right\},
\]

where \(F_{\text{int}, ij}\) denotes the set of internal (cyclic) faces of colour \(ij\), as before. In other words, the first product only contains faces of colour \(ij\) with \(i \neq 0 \neq j\) and the second product contains all the internal faces involving colour 0. Now, since \(G\) is a core graph representing a manifold, we know that there is only one internal 3-bubble, which has colour 123 and which is spherical. Let us denote this bubble by \(B\). Hence, the first product of delta functions exactly contains all the delta functions associated with the faces of a spherical \((2+1)\)-coloured graph, namely \(B\). Hence, we know that, after integrating over some internal edges of colour 123, this product can be reduced to \(\delta^N(1) \delta^N\left(\prod_{e \in f_0} k_e^{(e,f)}\right)\) for some closed path \(f_0\), in relation to the discrete Bianchi identity. Of course, when performing these integrations, the delta functions contained in the second product also change. Their number, however, stays the same.

Now, if \(G\) is the smallest matching graph, the second product is empty. Therefore, we can trivially integrate over the group element associated with any internal edge contained in \(f_0\). In that case, the amplitude is simply given
by

$$A_\mathcal{G}^\lambda\{\{g_e\}_{e\in\mathcal{E}_\gamma}\} = \left(\frac{\lambda^\lambda}{\delta^N(\mathbb{1})}\right)^{\frac{|V_\gamma|}{2}} \delta^N(\mathbb{1}) \left\{ \frac{1}{\delta^N(\mathbb{1})} \prod_{f\in\mathcal{F}_\gamma} \delta^N\left(\prod_{e\in f} g^e_{\epsilon(f)}\right) \right\}$$

(5.45)
as claimed.

If $\mathcal{G}$ is not the smallest matching graph, then the second product is not empty. Indeed, recall that the number of internal edges of colour 0 is the same as the number of internal faces involving colour 0, i.e. the faces contained in the second product, according to Lemma 5.12. Since for every graph with $|V_{\mathcal{G},\text{int}}| > |V_\gamma|$ there is at least one internal edge of colour 0, we conclude that the second product is non-empty. The total number of delta functions contained in this second product is hence

$$\sum_{i=1}^{3} |\mathcal{F}_{\mathcal{G},\text{int},i0}| = |\mathcal{E}_{\mathcal{G},\text{int},0}|.$$  

(5.46)

Since there exists at least one internal group element of colour 0, we can freely integrate at least over one of them. Similarly, we can also freely integrate over the delta function corresponding to the face $f_0$, which is the only remaining delta function of the first product.Bounding all the remaining $|\mathcal{E}_{\mathcal{G},\text{int},0}| - 1$ delta functions simply by $\delta^N(\mathbb{1})$, we are hence left with a maximal possible degree of divergence of

$$-\frac{|V_{\mathcal{G},\text{int}}|}{2} + 1 + (|\mathcal{E}_{\mathcal{G},\text{int},0}| - 1) = -\frac{|V_{\mathcal{G},\text{int}}|}{2} + |\mathcal{E}_{\mathcal{G},\text{int},0}| = -\frac{|V_\gamma|}{2},$$

(5.47)

where we used the fact that $|\mathcal{E}_{\mathcal{G},\text{int},0}| = \frac{1}{2}(|V_{\mathcal{G},\text{int}}| - |V_\gamma|)$ in the last step. □

An immediate consequence of the previous theorem is the following corollary.

**Corollary 5.14.** Consider an arbitrary closed $(2 + 1)$-coloured graph $\gamma \in \mathcal{S}_2$ representing a 2-sphere. Then, the leading-order contribution to the transition amplitude restricted to manifolds $\langle \mathcal{Z}_{\text{cBM}} | \Psi \rangle_{\text{manifolds}}$ for some spin network $\Psi$ defined on $\gamma$ is the 3-ball represented by the core equivalence class defined by the smallest matching graph.

### 6. Conclusion and Outlook

In the present work, we analysed the transition amplitudes of 3d Riemannian quantum gravity, in the context of the simplicial coloured Boulatov GFT model. For this, techniques from crystallization theory turned out to be useful. In particular, the concept of dipole moves allowing to relate different graphs in a topology and boundary-preserving way, which has been central in our analysis. The boundary states of this model are spin network states and boundary observables associated with them are SU(2)-invariant functionals of the GFT fields. These are constructed from spin network states living on a fixed boundary triangulation, and encoding quantum geometric data. The transition amplitudes of the Boulatov model are then defined to be the expectation values...
of these observables and can be interpreted as the corresponding probability amplitudes for a transition between two components of the given boundary complex, or in case of a connected boundary, for a transition from the (full, non-perturbative) vacuum state (similar to the Hartle–Hawking state). By construction, these amplitudes generically involve a sum over all simplicial complexes matching our given boundary triangulation, where each complex is weighted by a Ponzano–Regge spin foam amplitude. In other words, by the general existence theorems of coloured graphs of crystallization theory, the transition amplitudes include a sum over all admissible (bulk) topologies in addition to a sum over geometries. Three-dimensional general relativity is a particular example of a topological (BF) field theory, since it has no local degrees of freedom, and hence, the sum over geometries is somewhat trivial in this case. (It computes only the volume of the space of flat connections on the given topology.) On the level of the Ponzano–Regge model, this is reflected by the fact that the spin foam amplitudes are invariant under the chosen bulk triangulations for some fixed topology and hence only depend on the boundary data. However, a sum over topologies in three-dimensional quantum gravity still includes non-trivial features: different topologies lead to different amplitudes and there might be a non-trivial gluing between the bulk and the boundary complex leading to non-trivial information about admissible bulk topologies. Furthermore, in the (coloured) GFT approach, one also has to consider more singular topologies than manifolds, namely pseudomanifolds. This gives additional, and a priori very different, contributions, which may not even encode flatness of the discrete connection of the boundary complex, when they involve singularities touching the boundary.

Then, we generalized the rooting procedure developed in the series of papers [56–58] in the context of the large $N$ limit of the free energy, to coloured graphs with non-empty boundaries. This procedure allows us to reduce the discussion only to core graphs, which from the geometrical point of view correspond to simplicial complexes with the minimal number of vertices in the bulk triangulation. From the graph-theoretical point of view, the rooting procedure contracts all the internal proper 1-dipoles of a coloured graphs, which are exactly those dipoles, which leave the topology, boundary as well as the degree of divergence unchanged. The number of contractions is independent of the order in which they are contracted, which shows that each graph roots back to a unique equivalence class of core graphs, each of which having the same number of vertices, boundary and topology. In particular, graphs rooting back to some equivalence class of core graphs have the same amplitude up to a factor of the interaction coupling and a possible symmetry factor, and hence the rooting procedure allows us to write the transition amplitudes as topological expansions, where each term appearing in the sum is given by an equivalence class of core graphs representing a fixed bulk topology. Note, however, that, in general, the same topology appears more than once in the expansion, since there exist infinitely many core graphs for a given bulk topology.

To illustrate the formalism developed in the present work, we analysed the case of boundary graphs representing the simplest boundary topology,
the 2-sphere. In this case, we were able to show that every manifold and every pseudomanifold without singularities touching the boundary complex yields the same contribution from the boundary spin network state to the transition amplitude, namely the spin network evaluation, which encodes flatness of the discrete boundary connection. That is, the contribution to the transition amplitude of any bulk topology is morally the same. The transition amplitude—when restricted to those topologies only admitting bulk singularities—factorizes into a prefactor consisting of all the factors coming from the interaction term and some remaining contributions coming from the bulk of various topologies, times the spin network evaluation. The prefactor can of course always be cancelled by choosing an appropriate scaling of the path integral. This result is also particularly interesting from the point of view of the holographic principle. It is well known that for a certain choice of boundary state, namely the generating function of spin network, the Ponzano–Regge model is dual to two copies of the Ising model living on the spherical boundary [24,25]. Since the Boulatov transition amplitude for a spherical boundary graph factorizes and is proportional to the spin network evaluation, the same conclusion applies also to the Boulatov model.

Therefore, the results presented in this work provide a first insight into the holographic nature of the (coloured) Boulatov model for three-dimensional quantum gravity.

However, there remain several open questions. Within the full transition amplitude, one has to take into account pseudomanifolds with singularities touching the boundary and more work is needed to understand their contribution. In particular, for a topology with boundary singularities, we do not expect to recover flatness of the boundary connection and hence to get an amplitude proportional to the spin network evaluation. In other words, these topologies will have different contributions, which need to be studied systematically. In particular, it would be interesting to study their relations to local defects and particles within the context of discrete quantum gravity models.

The result for a spherical boundary topology discussed above can be explained as follows: For manifolds without boundary singularities, the model encodes the flatness of the boundary, disregarding the topology of the bulk. In the case of a sphere, there does not exist any non-trivial flat connection. That is, any spin network on the sphere respecting its flatness must collapse to its spin network evaluation. Therefore, even if the transition amplitude should in principle depend on the topology of the bulk, due to the simple choice of the boundary topology, it all collapses to the spin network evaluation whatever the bulk topology is. One might naively assume that the same is true for more complicated boundary topologies. However, it turns out not to be as simple. As we have illustrated, this intuition already fails in the case of a torus boundary. The fundamental group of the 2-torus \( T^2 \) is given by \( \pi(T^2) \cong \mathbb{Z}^2 \) and the corresponding generators can be interpreted as the two non-contractible cycles. When considering a manifold with torus boundary, like the handlebody of genus 1, the solid torus, there are a priori two possible ways
to glue the bulk to the boundary, differing by the choice of which cycle becomes contractible through the bulk. Following the logic of the spherical case, one could have expected only two contributions to the Boulatov transition amplitudes. However, as we have shown with a simple example, the situation is more complicated, since we obtain, at the very least, as many contribution as independent 3-coloured closed paths on the boundary (without taking into account any possible winding). A more detailed analysis of the structure of the transition amplitude is in progress [108], and it is necessary in order to understand how the choice of boundary topology affects the transition amplitude and the possible dual theory of the GFT model.

As a next step, we have shown that the leading-order contribution to the transition amplitude of some spherical boundary graph, when restricted only to manifolds, is given by certain graphs representing the closed 3-ball. More precisely, these graphs are given by the smallest open coloured graph matching our given spherical boundary graph. Furthermore, we have shown that the class of graphs rooting back to this core equivalence class is precisely the collection of graphs for which a suitable generalization of the Gurau degree to graphs with non-empty boundary is minimal. In this sense, these graphs can be viewed as a generalization of melonic diagrams, which are the leading-order graphs in the expansion of the free energy in the large $N$ limit. A question which remains open is whether this result still holds when including pseudomanifolds to the discussion. In the closed case, pseudomanifolds can be shown to be bounded and suppressed [76] and hence, one could hope that a similar result can be obtained for the case of open graphs in order to generalize the statement about the leading order made above. Additionally, it would be interesting to pursue a similar analysis for more complicated topologies, for example in the case of a torus boundary.
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Appendix A: Simplicial Complexes and Pseudomanifolds

In this section, we briefly recall the definition of pseudomanifolds, in order to fix the terminology and notation used throughout this paper. First of all, let us fix the following terminology: Let $\Delta$ be an (abstract) (pseudo)simplicial complex with vertex set $V$. Then:

- An element $v \in V$ is called vertex and an element $\sigma \in \Delta$ is called simplex. Any non-empty subset $\tau \subset \sigma$ is called face of $\sigma$.
- The dimension of a simplex $\sigma \in \Delta$ is the number $d \in \mathbb{N}$ defined by $d := |\sigma| - 1$. A $d$-dimensional simplex is also called $d$-simplex and a $k$-dimensional face of $\sigma$ is also called a $k$-face of $\sigma$. Let us denote the set of all $d$-simplices by $\Delta_d$. Vertices are by definition 0-simplices, i.e. $V = \Delta_0$.
- The dimension of a simplicial complex $\Delta$ is the maximal number $d \in \mathbb{N}$ such that $\Delta_d \neq \emptyset$.
- The collection of all simplices with dimension smaller equal to some $k \in \{0, \ldots, d\}$ is called the $k$-skeleton of the complex $\Delta$.

Let us now $S \subset \Delta$ be a subset of some abstract simplicial complex $\Delta$. If $S$ is by itself an abstract simplicial complex, then it is called a subcomplex of $\Delta$. Let us further introduce the following terminology:

1. The closure $\text{Cl}_\Delta(S)$ of $S$ is the smallest subcomplex of $\Delta$ containing $S$, i.e.
   \[ \text{Cl}_\Delta(S) := \{ \sigma \in \Delta \mid \exists \tau \in S : \sigma \subset \tau \}. \] (A.1)
   If $S$ is a subcomplex, then clearly $\text{Cl}_\Delta(S) = S$.
2. The star of a single simplex $\sigma \in \Delta$ is defined to be set of all simplices in $\Delta$ having $\sigma$ as a face, i.e.
   \[ \text{St}_\Delta(\sigma) := \{ \tau \in \Delta \mid \sigma \subset \tau \}. \] (A.2)
   The star of $S$ is then the union of the stars of all its simplices. Note that the star is in general not a subcomplex. Therefore, one often defines the closed star, which is the subcomplex $\text{Cl}_\Delta(\text{St}_\Delta(S))$. Note that some authors define the star directly in this way.
3. The link of $S$ is defined to be $\text{Lk}_\Delta(S) := \text{Cl}_\Delta(\text{St}_\Delta(S)) \setminus \text{St}_\Delta(\text{Cl}_\Delta(S))$. If $\sigma \in \Delta$ is a single simplex, then its link is given by
   \[ \text{Lk}_\Delta(\sigma) = \{ \tau \in \text{Cl}_\Delta(\text{St}_\Delta(\sigma)) \mid \tau \cap \sigma = \emptyset \} = \{ \tau \in \Delta \mid \tau \cup \sigma \in \Delta \text{ and } \tau \cap \sigma = \emptyset \}. \] (A.3)
Figure 29. A two-dimensional simplicial complex $\Delta$ and the star $St_\Delta(\{v\})$, closed star $Cl_\Delta(St_\Delta(\{v\}))$ and link $Lk_\Delta(\{v\})$ of a vertex $v$ in $\Delta$ drawn in blue (color figure online).

The link of some subset $S$ is again a subcomplex of $\Delta$. Furthermore, if $\sigma \in \Delta$ is a $k$-simplex in a $d$-dimensional abstract simplicial complex, then the dimension of $Lk_\Delta(\sigma)$ is at most $d - (k + 1)$.

Figure 29 shows a two-dimensional simplicial complex $\Delta$ as well as the star, closed star and link of a vertex $v$ of $\Delta$ drawn in blue.

Pseudomanifolds are topologies, which are manifolds in most of their points, but can fail to be locally Euclidean at a finite number of isolated “singularities”. They are defined as follows:

**Definition A.1 (Pseudomanifolds [85]).** Let $\Delta$ be a finite abstract $d$-dimensional simplicial complex. We call its geometric realization $|\Delta|$ a “$d$-dimensional pseudomanifold”, if and only if the following three conditions are fulfilled:

1. $\Delta$ is “pure”, i.e. every simplex $\sigma \in \Delta$ of dimension $< d$ is the face of some $d$-simplex.
2. $\Delta$ is “non-branching”, i.e. every $(d - 1)$-simplex is face of exactly one or two $d$-simplices.
3. $\Delta$ is “strongly connected”, i.e. for every two $d$-simplices $\sigma, \tau \in \Delta_d$, there is a sequence of $d$-simplices $\sigma = \sigma_1, \sigma_2, \ldots, \sigma_k = \tau$ such that $\sigma_l \cap \sigma_{l+1}$ is a $(d - 1)$-simplex $\forall l \in \{1, \ldots, k-1\}$.

The boundary of a pseudomanifold $\Delta$, usually denoted by $\partial \Delta$, is the closure of the subset consisting of all the $(d - 1)$-simplices, which are the face of only one $d$-simplex. More generally, one can define the boundary of any pure abstract simplicial complex in this way. Furthermore, we call a pseudomanifold orientable, if and only if there is a choice of orientation for each $d$-simplex, such that each internal $(d - 1)$-simplex gets the opposite induced orientation from the two $d$-simplices to which it belongs. More generally, one can define the concept of orientability for any non-branching abstract simplicial complex in this way. To sum up, the first two conditions in the definition allow us to talk about a boundary and about orientability. Last but not least, strongly connectedness tells us that a pseudomanifold can be understood as being the result of gluing $d$-simplices along their $(d - 1)$-faces. [85]

One can easily show that every compact, connected and triangulable manifold is a pseudomanifold. However, the converse is in general not true. As an example, pseudomanifolds may contain isolated singularities, around which they fail to be locally Euclidean. An often cited example is the pinched torus, which is a two-dimensional pseudomanifold obtained by identifying two.
distinct points on the 2-sphere. An important class of pseudomanifolds are “normal pseudomanifolds”, which are defined as follows:

**Definition A.2 (Normal Pseudomanifolds).** Let $|\Delta|$ be a $d$-dimensional pseudomanifold. We call it “normal” if the link of every simplex of dimension $\leq d - 2$ represents a pseudomanifold.

The crucial condition in this definition is strongly connectedness: In general, every link of a pseudomanifold is pure and non-branching, but can fail to be strongly connected and in fact, even to be connected at all [55].

**Example A.3.** The pinched torus is an example of a pseudomanifold, which is not normal, since the link of its singular point consists of two distinct circles and is hence disconnected.

**Appendix B: Further Details on Coloured Graphs and Crystallization Theory**

In this section of the appendix, we provide some more details on crystallization theory and coloured graphs. More explicitly, we will briefly review two central theorems of crystallization theory regarding the existence of coloured graphs for manifolds. Furthermore, we will discuss a connected sum operation for graphs and its topological interpretation, which we used in the main text to show that certain types of dipole moves are proper (c.f. Theorem 2.12).

**B.1 Existence of Coloured Graphs and Crystallizations**

In general, every open $(d + 1)$-coloured graph represents a normal and orientable pseudomanifold with boundary, as discussed in Sect. 1. However, it is a priori not clear for which type of topologies there exists a coloured graph representing them. In this section, the goal is to review some central results from crystallization theory, which show that at least for every (PL-)manifold there is a special type of coloured graph representing it. First of all, let us introduce the notion of “manifold crystallizations” [73–75], the central objects of crystallization theory, which are dual to triangulations of manifolds with the smallest possible number of vertices:

**Definition B.1 (Contracted Graphs and Crystallizations).**

1. A closed $(d+1)$-coloured graph $G \in \overline{\mathcal{G}}_d$ is called “contracted”, if it admits exactly one $d$-bubble without colour $i$ for all $i \in \mathcal{C}_d$, i.e. the total number of $d$-bubbles is $B[d] = d + 1$.
2. Let $G \in \mathcal{G}_d$ be an open $(d+1)$-coloured graph with $C(\partial G) \in \mathbb{N}$ boundary components. Then $G$ is called “$\partial$-contracted”, if there is exactly one $d$-bubble without colour 0 and exactly $C(\partial G)$ $d$-bubbles without colour $i$ for all $i \in \mathcal{C}_d \setminus \{0\}$, i.e. the total number of $d$-bubbles is $B[d] = 1 + d \cdot C(\partial G)$.
3. Let $G$ be a closed (resp. open) $(d+1)$-coloured graph representing a manifold $\mathcal{M}$. If $G$ is contracted (resp. $\partial$-contracted), it is called a “crystallization of $\mathcal{M}$”.
In other words, a closed contracted graph has the smallest possible number of $d$-bubbles and hence, the corresponding simplicial complex has the smallest possible number of vertices. A $\partial$-contracted graph is a graph, for which the boundary is contracted and for which there is only a single internal $d$-bubble, or in other words, its corresponding complex has only one internal vertex and each of its boundary components has the minimal number of $d$ vertices.

For the case of closed manifolds, M. Pezzana was able to prove the following general existence theorem in 1974 [110,111], which also provides the foundation of crystallization theory:

**Theorem B.2** (of Pezzana). Every closed and connected $d$-dimensional PL-manifold admits a crystallization representing it.

The idea of the proof is basically to explicitly construct a contracted triangulation out of a given piecewise-linear triangulation. The full proof can be found in the original paper by Pezzana [110] and a sketch of the proof in English, using the notion of dipole moves, can be found in [93]. A generalization of the above theorem for manifolds with boundary was proven by Cavicchioli and Gagliardi in 1980 [90] (for the case of manifolds with connected boundary) and by Gagliardi in 1983 [86] (general case):

**Theorem B.3** (of Cavicchioli–Gagliardi). For every crystallization $\gamma$ of the boundary of some compact and connected $d$-dimensional PL-manifold $\mathcal{M}$ with (possibly disconnected) boundary, there exists a crystallization $\mathcal{G}$ of $\mathcal{M}$ whose boundary graph is (colour-isomorphic to) $\gamma$.

### B.2 Connected Sum of Coloured Graphs

One way to build new manifolds out of some given manifolds is provided by performing their “connected sum”. For two compact and connected $d$-dimensional manifolds $\mathcal{M}$ and $\mathcal{N}$ with at most one boundary component, there are two different notions one has to distinguish:

1. Let us choose two closed $d$-balls $B_1$ and $B_2$ inside $\mathcal{M}$ and $\mathcal{N}$, such that they do not intersect the boundaries of $\mathcal{M}$ and $\mathcal{N}$. The “(internal) connected sum” is the manifold denoted by $\mathcal{M}\#\mathcal{N}$, which is obtained by cutting out the interior of the balls from $\mathcal{M}$ and $\mathcal{N}$ and gluing The two created boundary spheres together. As a consequence, it holds that $\partial(\mathcal{M}\#\mathcal{N}) = (\partial\mathcal{M}) \coprod (\partial\mathcal{N})$. Furthermore, note that the $d$-sphere $S^d$ is the neutral element of this operation, i.e. $\mathcal{M}\# S^d \cong \mathcal{M}$ for all $\mathcal{M}$.

2. If $\partial\mathcal{M} \neq \emptyset \neq \partial\mathcal{N}$, we can choose two closed $(d-1)$-dimensional balls $B_1$ and $B_2$ inside $\partial\mathcal{M}$ and $\partial\mathcal{N}$. The “boundary connected sum” is the manifold denoted by $\mathcal{M}\#_{\partial}\mathcal{N}$, which is obtained by identifying the two balls to each other. Note that it holds that $\partial(\mathcal{M}\#_{\partial}\mathcal{N}) = (\partial\mathcal{M})\#(\partial\mathcal{N})$.

If both $\mathcal{M}$ and $\mathcal{N}$ are oriented, then we should assume in addition that the “gluing map” is orientation-reversing, since the connected sum then comes equipped with a canonical orientation. Note that the connected sum in general depends on the chosen orientations; however, it does in general not depend on all the other choices as a consequence of the annulus theorem [105,106].
Furthermore, note that the closed $d$-ball $B^d$ is the neutral element of this operation, i.e. $\mathcal{M} \# B^d \cong \mathcal{M}$ for all $\mathcal{M}$.

Let us now discuss how to define the connected sum on the level of coloured graphs. To start with, let us make the following definition [73,112]:

**Definition B.4 (Graph-Connected Sum).** Let $G_1, G_2 \in \mathcal{G}_d$ be two open $(d+1)$-coloured graphs. Then, let us define the following graph: Let’s take an internal vertex $v$ of $G_1$ and an internal vertex $w$ of $G_2$ of different types (i.e. one black and one white). Then, we denote by $G_1 \# \{v, w\} G_2$ the open $(d+1)$-coloured graph obtained by deleting the two vertices and gluing the “hanging” pairs of edges together respecting their colouring. We call this graph the “graph-connected sum of $G_1$ and $G_2$ at $v$ and $w$” (Fig. 30).

**Remark B.5.** Note that if both vertices $v$ and $w$ do admit an adjacent external leg, then the procedure would produce a disconnected part containing a single edge of colour 0 connecting two boundary vertices. In this case, we do not include this additional disconnected piece in the definition of $G_1 \# \{v, w\} G_2$, as a convention (see the example in Fig. 31a).

The example below shows the graph-connected sum of two copies of some closed $(2+1)$-coloured graph $G \in \mathcal{G}_2$:

The graph $G$ represents the 2-torus $T^2 := S^1 \times S^1$. Furthermore, it is not too hard to check that the graph $G \# \{v, w\} G$ represents the genus $g = 2$ surface $\Sigma_2 := T^2 \# T^2$, e.g. by calculating its Euler characteristic. It turns out that the graph-connected sum represents the connected sum of manifolds in more general cases. Before stating the theorem, let us introduce the following terminology: We call an internal vertex of some open $(d+1)$-coloured graph “strictly internal” [112], if all the $d$-bubbles to which the vertex belongs, are closed. In other words, a vertex in some open coloured graph is strictly internal if and only if the corresponding $d$-simplex is not touching the boundary in the sense that all its faces of all dimensions are not contained in the boundary complex.

**Theorem B.6.** Let $G_1, G_2 \in \mathcal{G}_d$ be two open $(d+1)$-coloured graphs representing manifolds $\mathcal{M}_1$ and $\mathcal{M}_2$. Furthermore, let $v$ be an internal vertex of $G_1$ and $w$ be an internal vertex of $G_2$.

1. If both $v$ and $w$ admit an adjacent external leg, then $G_1 \# \{v, w\} G_2$ represents the oriented boundary connected sum $\mathcal{M}_1 \# _\partial \mathcal{M}_2$. 

![Image of graph-connected sum](image-url)
If both vertices $v$ and $w$ do not admit an adjacent external leg and if at least one of them is strictly internal, then $G_1 \# \{v,w\} G_2$ represents the oriented internal connected sum $M_1 \# M_2$.

If $v$ is a strictly internal vertex and $w$ admits an adjacent external leg, then $G_1 \# \{v,w\} G_2$ represents the manifold $(M_1 \# B^d) \# \partial M_2$, where $B^d$ denotes the closed $d$-ball.

Proof. The detailed proof can be found in [112]. As an example, in case (2), we delete an internal $d$-simplex in one of the triangulations and another $d$-simplex (possibly touching the boundary with some of its faces of dimension $< d - 1$) in another complex. Now, since a $d$-simplex represents a $d$-ball, removing these simplices results into removing balls inside the corresponding manifolds. Furthermore, connecting the hanging pair of edges of the coloured graph obtained by deleting these two vertices precisely corresponds to gluing the created boundary $d$-spheres together. Taking the two vertices of different types ensures that the gluing map is orientation-reversing.

The following figure shows two examples of the previous theorem. Figure (a) shows the boundary connected sum of two discs, which is again a disc, and figure (b) shows an example of the (internal) connected sum of two discs, which is homeomorphic to the cylinder $S^1 \times [0, 1]$, i.e. the unique (up to homeomorphism) surface with genus zero and two boundary components.

The fact that these graphs indeed describe discs and cylinders can be seen by explicitly calculating their Euler characteristic as well as the number of boundary components. Let us collect two immediate consequences of the theorem above, concerning the mixed case of the graph-connected sum of a closed graph with an open graph:

**Corollary B.7.** Let $G_1 \in \mathcal{G}_d$ be a closed $(d+1)$-coloured graph representing a manifold $M_1$ and $G_2 \in \mathcal{G}_d$ be an open $(d+1)$-coloured graph representing a manifold $M_2$. Furthermore, let $v$ be a vertex of $G_1$ and $w$ be an internal vertex of $G_2$. Then:

1. If $w$ is an internal vertex, which does not admit an adjacent external leg, then $G_1 \# \{v,w\} G_2$ represents the oriented internal connected sum $M_1 \# M_2$.
2. If $M_1 \cong S^d$ and if $w$ is an internal vertex, which admits an adjacent external leg, then $G_1 \# \{v,w\} G_2$ represents the manifold $M_2$. 
Proof. Claim (1) follows directly from Theorem B.6(2), since in a closed graph every vertex is strictly internal. For claim (2), recall that the sphere is the neutral element of # whereas the ball is the neutral element of #∂ and hence, by B.6(3), \( G_1 #_{\{v,w\}} G_2 \) represents the manifold \( (S^d # B^d) #_\partial M_2 \cong B^d #_\partial M_2 \cong M_2 \).

□

Appendix C: Construction of Graphs Representing the Solid Torus

The goal of this section is to construct open (3+1)-coloured graphs representing the solid torus \( D^2 \times S^1 \), where \( D^2 \) denotes the closed 2-ball (=disc). In general, a \( d \)-dimensional simplicial complex \( \Delta \) representing a manifold with boundary admits a coloured graph contained in \( \mathcal{G}_d \) representing it if and only if has the following two properties

1. It admits a \((d+1)\)-vertex-colouring, i.e. a map \( \gamma : V \to \{0, \ldots, d\} \), where \( V \) denotes the set of vertices of \( \Delta \), which is injective on every \( d \)-simplex. Equivalently, this defines a proper face-colouring of the complex by assigning to each \((d-1)\)-simplex of a \( d \)-simplex the colour of the vertex on the opposite side.

2. None of the vertices on the boundary complex has colour 0. Equivalently in the face-coloured picture, this means that all the \((d-1)\)-simplices of the boundary complex have the same colour 0.

If such a complex represents an orientable manifold, then it will automatically be bipartite in the sense that there are two types of \( d \)-simplices and only \( d \)-simplices of different types share a common \((d-1)\)-face, because bipartiteness and orientability are equivalent for coloured graphs [73,86] and hence also for colourable complexes.

Let us now construct a family of open (3+1)-coloured graphs representing the solid torus. As a starting point, we consider the family of discretizations constructed in [27,30]. For this, consider the following general discretization of the solid cylinder \( D^2 \times [0,1] \) (topologically a closed 3-ball):

The cellular complex is characterized by two natural numbers: The number of vertical layers of prisms denoted by \( N_t \in \mathbb{N} \), as well as the number of horizontal layers, i.e. the numbers of prisms in each horizontal slice, which we denote by \( N_x \in \mathbb{N} \). In order to obtain a cellular decomposition of the solid torus, we have to identify the top and bottom of the complex drawn above. Note that there is some freedom in doing so, since the gluing can be done in several ways. Hence, we introduce the “twist parameter” \( N_\gamma \in \{0, \ldots, N_x - 1\} \) defined by the equation

\[ A_i \doteq B_i + N_\gamma \quad \forall i \in \{1, \ldots, N_x\}, \tag{C.1} \]

\[ 16 \text{For a simplicial complex } \Delta \text{ triangulating a pseudo-manifold, we have to assume in addition that the (disjoint) star of every vertex is strongly connected, since otherwise, it can happen that the complex } \Delta \mathcal{G}(\Delta) \text{ obtained from the coloured graph } \mathcal{G}(\Delta) \text{ dual to } \Delta \text{ does not coincide with the original complex } \Delta, \text{ because we lose some information regarding possible pinching effects. As an example, take the complex representing the pinched torus drawn in Fig. 7 (with the vertices } v \text{ and } w \text{ identified) [113, p. 198/99].} \]
Figure 32. A cellular decomposition of the solid cylinder consisting of prisms characterized by the number of horizontal and vertical layers (l.h.s.). In order to obtain a triangulation, we have to discretize every prism by tetrahedra. The triangulation of a prism with the minimal number of tetrahedra is drawn on the right-hand side.

where the indices in this equation have to be understood as being cyclic, e.g. $N_x + i = i$, and where the “twist angle” $\gamma$, corresponding to a discrete Dehn twist [114], is defined by

$$\gamma := 2\pi \frac{N_\gamma}{N_x}.$$  \hfill (C.2)

To sum up, we have constructed general cellular decompositions of the solid torus characterized by the three numbers $N_x, N_t \in \mathbb{N}$ and $N_\gamma \in \{0, \ldots, N_x - 1\}$.

In order to turn the cellular complex of the solid torus into a simplicial one, we have to triangulate each prism, as shown on the right-hand side of Fig. 32. Now, it is clear that we cannot just triangulate each prism in the complex in precisely the same way, since if we glue two such prisms horizontally, the resulting complex is not proper vertex colourable. A closer analysis reveals that we need at least two vertical layers and at least two horizontal layers, where the prisms in each layer are triangulated symmetrically to each other. In other words, a colourable simplicial complex of the type introduced above consists of basic building blocks with four prisms, triangulated and coloured as shown in Fig. 33.

Using this triangulation, we finally arrive at general proper face-coloured and bipartite triangulations of the solid torus characterized by three numbers $N_x, N_t \in 2\mathbb{N}$ and $N_\gamma \in \{0, 2, 4, \ldots, N_x - 2\}$. Note that, due to the colouring, only even twists are possible, since we are only allowed to glue basic building block consisting of two vertical and two horizontal layers together. Using the figure above, it is straightforward to draw the coloured graph corresponding to a basic building block, i.e. see Fig. 34.
Figure 33. Basic building block of a coloured and bipartite simplicial complex of the solid cylinder consisting of four prisms. The gluing of prisms is indicated by the grey arrows (color figure online).

Figure 34. Basic building block as a (vertex)-coloured simplicial complex and as an open (3 + 1)-coloured graph with its corresponding boundary graph. Dotted edges are those to which we glue further building blocks (color figure online).

The dotted lines in the figure above are those edges, to which we glue further building blocks. Each building block has in total eight faces living on the boundary and hence, each part of the graph dual to such a building block has eight external legs of colour 0. To sum up, we have constructed a family of open (3 + 1)-coloured graphs belonging to $\mathfrak{G}_3$, which are dual to the solid torus. Such a graph is labelled and uniquely determined by the three parameters $N_x, N_t \in 2\mathbb{N}$ and $N_\gamma \in \{0, 2, 4, \ldots, N_x - 2\}$ and has the following general form (Fig. 35):
Figure 35. A family of open $(3+1)$-coloured graphs $\mathcal{G}_{N_x,N_t,N_\gamma} \in \mathcal{G}_3$ labelled by three parameters $N_x, N_t \in 2\mathbb{N}$ and $N_\gamma \in \{0, 2, 4, \ldots, N_x - 2\}$, each representing the solid torus, as well as their boundary graphs, $\partial \mathcal{G}_{N_x,N_t,N_\gamma} \in \mathcal{G}_2$ (color figure online).

It is straightforward to count the number of $k$-bubbles of these graphs for $k \in \{0, 1, 2, 3\}$, or equivalently, the number of $(3-k)$-simplices of the corresponding simplicial complex:

- The number of 0-bubbles, i.e. internal vertices of the graph $\mathcal{G}_{N_x,N_t,N_\gamma}$, or equivalently, the number of tetrahedra of the complex $\Delta \mathcal{G}_{N_x,N_t,N_\gamma}$, is given by $B[0] = 3N_xN_t$.
- The number of 1-bubbles, i.e. edges of the graph $\mathcal{G}_{N_x,N_t,N_\gamma}$, or equivalently, the number of triangles of the complex $\Delta \mathcal{G}_{N_x,N_t,N_\gamma}$, is given by $B[1] = 7N_xN_t$ from which $2N_xN_t$ are external legs, i.e. triangles living purely on the boundary complex $\partial \Delta \mathcal{G}_{N_x,N_t,N_\gamma}$.
- The number of 2-bubbles, i.e. faces of the graph $\mathcal{G}_{N_x,N_t,N_\gamma}$, or equivalently, the number of edges of the complex $\Delta \mathcal{G}_{N_x,N_t,N_\gamma}$, is given by $B[2] = N_t + 5N_tN_x$ from which $3N_tN_x$ are non-cyclic faces, i.e. edges living purely on the boundary complex $\partial \Delta \mathcal{G}_{N_x,N_t,N_\gamma}$. 
The number of 3-bubbles of the graph $G_{N_x,N_t,N_\gamma}$, or equivalently, the number of vertices of the complex $\Delta G_{N_x,N_t,N_\gamma}$, is given by $\mathcal{B}[3] = N_t + N_t N_x$ from which $N_t N_x$ are open 3-bubbles, i.e. vertices living purely on the boundary complex $\partial \Delta G_{N_x,N_t,N_\gamma}$.

As a quick consistency check, let us calculate the Euler characteristic of the simplicial complex dual to the open graph $G_{N_x,N_t,N_\gamma}$ as well as of the boundary complex, which gives

$$\chi(\Delta G_{N_x,N_t,N_\gamma}) = N_t + N_t N_x - (N_t + 5N_t N_x) + 7N_t N_x - 3N_t N_x = 0 \quad (C.3)$$

$$\chi(\partial \Delta G_{N_x,N_t,N_\gamma}) = \chi(\Delta \partial G_{N_x,N_t,N_\gamma}) = N_t N_x - 3N_t N_x + 2N_t N_x = 0 \quad (C.4)$$

as it should.

As an example of the family of graphs constructed above, let us consider the simplest graph, i.e. the graph $G_{N_x,N_t,N_\gamma}$ with $N_x = N_t = 2$ and $N_\gamma = 0$. The graph together with its boundary graph is drawn in Fig. 36.

This graph is clearly not a core graph, since there are two 3-bubbles of colour 023, from which one represents the 2-sphere. Hence, in order to obtain a core graph, we have to contract one internal proper 1-dipole. There are in total four choices of edges of colour 1, which can be contracted. The core graph obtained by contracting the upper left one looks as follows:

The boundary graph of this core has in total eight vertices. As discussed in the main text (Sect. 4.3), the simplest possible closed $(2+1)$-coloured graph representing a 2-torus has only six vertices and looks as follows:

Note that this boundary graph can be obtained by performing an internal 1-dipole move of colour 3 within the boundary graph drawn in Fig. 36. In order to obtain core graphs representing the solid torus with the simplest 2-torus graph as its boundary graph, we have to perform a non-internal proper 1-dipole move of colour 3 in the core graph drawn in Fig. 37. There are in total four possibilities to do so. Taking the edge of colour 3 on the top right, the result looks as follows (Figs. 38, 39):
Figure 37. A core graph representing the solid torus obtained by an internal proper 1-dipole move from $G_{2,2,0}$.

Figure 38. The smallest closed $(2+1)$-coloured graph representing the 2-torus (l.h.s.) and its corresponding simplicial complex (r.h.s.), where the gluing of edges is as indicated by the Roman numbers (color figure online).

Figure 39. A core graph with the simplest torus boundary graph obtained by performing a non-internal proper 1-dipole move in the core drawn on the r.h.s. in Fig. 37. The boundary graphs in each step are drawn in the top line.

Yet another core graph representing a solid torus with boundary given by the smallest 2-torus graph can be obtained by performing a sequence of
Figure 40. A core graph obtained by firstly adding an internal proper 1-dipole of colour 0 and by cancelling an internal proper 1-dipole of colour 0 afterwards. The boundary graph is left untouched, since all the dipoles are internal ones.

Figure 41. Two core graphs representing the solid torus with boundary graph given by Fig. 38.

Internal proper dipole moves within the core graph drawn above. An example is drawn in Fig. 40.

To sum up, we have found two core graphs representing the solid torus $D^2 \times S^1$ (see Fig. 41), whose boundary graphs are given by the simplest closed $(2 + 1)$-coloured graph representing a 2-torus (Fig. 38)$^{17}$.

Note also that there are no open $(3 + 1)$-coloured graphs contained in $G_3$ representing the solid torus with less than eight internal vertices, because the smallest torus boundary graph has six vertices and the smallest open graph matching this boundary graph, which is the graph obtained by adding an external leg to all the vertices of the boundary graph, is clearly a pseudomanifold (c.f. Sect. 5.1). In the simplicial picture, this means that the smallest proper-colourable simplicial complex triangulating the solid torus with the property that all its boundary faces have the same colour consists of at least eight tetrahedra and six boundary faces. In other words, the two graphs drawn above are examples of graphs contained in $G_3$ representing the solid torus with the minimal possible number of vertices. Note that this observation also matches with Corollary 5.8.

As a last remark, let us note that we can use the connected sum operation defined in “Connected Sum of Coloured Graphs” section as well as the solid torus graphs drawn above in order to obtain open $(3 + 1)$-coloured graphs representing a handlebody of genus $g$ whose boundary graph is given by the

$^{17}$The graph on the left-hand side can also be found as a special case in Example 11 of [107]. However, the authors of this paper give no geometric construction of the corresponding complex, but rather argue that it has to represent the solid torus by its properties.
The smallest closed \((2+1)\)-coloured graph representing a genus \(g\)-surface together with an open \((3+1)\)-coloured graph \(G\) representing the handlebody of genus \(g\), as shown in Fig. 42.

The boundary graph \(\gamma\) has in total \(|V_\gamma| = 2 + 4g\) vertices and the corresponding handlebody graph has \(|V_{\partial G, \text{int}}| = |V_\gamma| + 2g\) internal vertices. According to Corollary 5.8, we conclude that the graph \(G\) is an example of a graph representing a manifold with the minimal number of internal vertices among all the possible open \((3+1)\)-coloured graphs in \(\mathfrak{S}_3\) with boundary \(\gamma\). Furthermore, this matches the result obtained in Example 11 of [107] regarding the minimal possible number of internal vertices of graphs representing handlebodies.
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