Conductivity of strongly correlated bosons in optical lattices in an Abelian synthetic magnetic field
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Topological phase engineering of neutral bosons loaded in an optical lattice opens a new window for manipulating transport phenomena in such systems. Exploiting the Bose Hubbard model and using the magnetic Kubo formula proposed in this paper we show that the optical conductivity abruptly changes for different flux densities in the Mott phase. Especially, when the frequency of the applied field corresponds to the on-site boson interaction energy, we observe insulator or metallic behavior for a given Hofstadter spectrum. We also prove, that for different synthetic magnetic field configurations, the critical conductivity at the tip of the lobe is non-universal and depends on the energy minima of the spectrum. In the case of 1/2 and 1/3 flux per plaquette, our results are in good agreement with those of the previous Monte Carlo (MC) study. Moreover, we show that for half magnetic-flux through the cell the critical conductivity suddenly changes in the presence of a superlattice potential with uniaxial periodicity.
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I. INTRODUCTION

The Bose Hubbard model (BHM) is commonly used to describe many interesting physical systems e.g. superconductors with short coherence length [1], Josephson junction arrays [2, 3] or quantum phase transitions in cold quantum gases [4, 5] on which the idea of quantum simulations can be realized [6]. Recently, attention has been paid to the BHM behavior in a strong synthetic magnetic field [7] as well as to its transport properties [15–21]. This research has opened the possibility of highly controllable BHM dynamics with explicitly designed kinetics which is a subject of our study.

Despite of the Josephson junction arrays [22, 23] up to now a strong magnetic field regime has been available by simulating a vector potential imposed on many body wave function of ultra-cold neutral gases. It has been realized by engineering the adequate phase of atoms when they change their quantum states upon hopping through the lattice sites, using e.g. Raman- and photo-assisted tunneling [24–27], shaking of the lattice [14, 28]. In particular, staggered [23] and uniform [26, 27] magnetic field have been created. Such synthetic magnetic field has also been proposed to be generated by combining quadrupolar potential and modulation of tunneling in time [29], although it has not been realized yet (see also [30]). Moreover, the relevant gauge degrees of freedom can be precisely experimentally verifiable and can cause interesting effects like finite momentum condensate [13]. As follows from the above, the possibility of simulating a vector potential provides many opportunities which has made it a rapidly expanding area of research. The interest in the simulation has been growing in view of possible future application of ultra-cold quantum gases in topological quantum computation or spintronics [31, 32].

If we consider the BHM equipped with orbital effects, its complexity considerably increases, as it develops a multi-subband structure dependent on the quantity of flux per plaquette. To the best of our knowledge the conductivity in a strong magnetic field has been considered mainly numerically in just a few papers. One of the main problems in carrying out the related calculations is the complex hopping term (Peierls factor) which occurs in the BHM Hamiltonian. This is the reason why the optical conductivity (OC) has been rarely studied. Y. Nishiyama [33] has analyzed OC in the hard-core limit of the BHM with disorder. OC in Josephson junction arrays has been also studied within Landau levels framework without commensurability effects of magnetic field [3, 24].

The critical conductivity could be much easier available in numerical calculations thanks to the correspondence between the BHM at integer filling and the XY model [2, 35] in which the cases $f = 1/2$ and $f = 1/3$ flux per plaquette has been studied [24]. Using this correspondence E. Granato and J. Kosterlitz [36] derived analytically the value of critical conductivity for half flux per plaquette. Also Y. Nishiyama [33] by applying the exact diagonalization method has shown that the critical conductivity subjected to magnetic field is non-universal. Understanding of such a non-universal behavior gives better insight into physics behind the superconductor-insulator phase transition phenomena.

The engineering of the conductivity can be also improved by changing experimentally the value of potential on adjacent sites. This solution has been recently of growing interest because it allows a simple experimental realization [27, 37] and generates interesting physical phenomena [13, 38]. In particular, tuning the uniaxially periodic potential with a magnetic-flux quantum per unit cell results in a new possibility of merging cones simulation in which semi-Dirac point in the Hofstadter spectrum emerges [38]. Recently this possibility has been also exploited in the context of time-of-light patterns with and without synthetic magnetic field [13].

In this work we present a theory of conductivity valid in a strong magnetic field in which only intra-Hofstadter-band transitions are taken into account. In the Mott
phase for the square lattice, we describe the optical behavior using two exemplary values of uniform magnetic field: \( f = 1/2 \) and \( f = 1/4 \) as well as the case with uniaxially staggered potential. We highlight the fact that the calculation could be straightforwardly extended to an arbitrary amplitude of the magnetic field and also gauge degree of freedom. For verification of the results obtained, a combination of two types of currently available experiments is proposed. Our method is tested for the critical value of conductivity on the Mott insulator - superfluid phase boundary in two dimensions (2D). The proposed analytical approach correctly reproduces critical conductivity in the absence of magnetic field \( f = 0 \) (first calculated in \([23]\), \( f = 1/2 \) (MC numerical solution in Ref. \([2]\) and analytic one \([26, 40]\) but using a model corresponding to BHM), \( f = 1/3 \) (only numerical solution in Ref. \([2]\) based on MC). We have also extended the calculations of critical conductivity over the range of arbitrary \( f = p/q \) which has not been hitherto reported literature and confirmed its non-universal behavior upon changes in the amplitude of magnetic field. The influence of uniaxially staggered potential is also discussed. We compare our results with presently available numerical and experimental data.

The paper is organized as follows. The BHM in the strong uniform magnetic field is reviewed in Sec. \( \text{II} \). In Sec. \( \text{III} \) we apply our method to study the optical conductivity and its critical value for different strengths of synthetic magnetic fields, taking into consideration the effects of uniaxially staggered potential. In the last section we give a short summary of our results.

**II. MODEL**

The BHM Hamiltonian in standard notation is given by

\[
H = -\sum_{\langle ij \rangle} \tilde{J}_{ij} (\hat{b}_i^\dagger \hat{b}_j + \text{H.c.}) + \frac{U}{2} \sum_i \hat{n}_i (\hat{n}_i - 1) - \mu \sum_i \hat{n}_i
\]

(1)

where \( \hat{b}_i \) (\( \hat{b}_i^\dagger \)) is an operator which annihilate (create) boson on site \( i \) and \( \hat{n}_i = \hat{b}_i^\dagger \hat{b}_i \). \( U \) and \( \mu \) are on-site boson interaction and chemical potential, respectively. Hopping integral is denoted by \( \tilde{J}_{ij} \) and has a form

\[
\tilde{J}_{ij} = J_{ij} e^{i\frac{\pi}{\alpha}} f_{\alpha} A_{\alpha} \delta \dagger
\]

(2)

with non-zero isotropic factor \( J_{ij} = J \) in respect to adjacent sites. Magnetic field \( B \) is introduced by a vector potential \( A_\alpha = B(0, x, 0) \) which is taken in the Landau gauge. Further in our calculation we define \( Ba^e e^*/\hbar c = 2\pi f \) where \( f = Ba^e e^*/\hbar c = p/q \) is a flux per plaquette (\( p \) and \( q \) are coprime integers). \( f \) depends on the charge of the boson \( e^* \), lattice spacing \( a \), Planck constant \( h \) and speed of light \( c \). It is important to stress that in an optical lattice the quantities like \( B \) and \( e^* \) are effectively created through tunability of the \( p/q \) ratio.

Using the coherent state path integral for the BHM Hamiltonian (Eq. (1)), the partition function can be written as follows

\[
Z[A_\alpha] = \int DB^* DB e^{-(S_0 + S_1[A_\alpha])}/\hbar,
\]

(3)

\[
S_0 = \sum_i \int_0^{\beta} d\tau \left\{ \frac{\hbar}{\beta} \frac{\partial}{\partial \tau} b_i(\tau) + \frac{U}{2} b_i^\dagger(\tau) b_i(\tau) - \mu b_i^\dagger(\tau) b_i(\tau) \right\},
\]

(4)

\[
S_1[A_\alpha] = -\sum_{\langle ij \rangle} \int_0^{\beta} d\tau J_{ij} e^{i\frac{\pi}{\alpha}} f_{\alpha} A_{\alpha} \delta (b_i^\dagger(\tau) b_j(\tau) + \text{c.c.}),
\]

(5)

where the integrals in Eq. (4) and Eq. (5) are taken over imaginary time \( \tau \) and \( \beta = 1/k_B T \).

To take into account magnetic field in the strong coupling limit of BHM we follow the same procedure as in Refs. \([11, 11]\) i.e. we perform the double Hubbard-Stratonovich transformation together with cumulant expansion. In the following, we focus on the Mott phase and we approximate effective action to second order in the \( B^q_{\alpha n} \), \((B^q_{\alpha n})^\dagger \) fields

\[
S^{eff} = \sum_{\alpha n} (B^q_{\alpha n})^\dagger \left[-\hbar G^{-1}_0(\omega_n) \mathbf{I} + J^q(k) B^q_{\alpha n}\right],
\]

(6)

where \( \mathbf{I} \) is an identity matrix and

\[
B^q_{\alpha n} = (b_{k,n}, b_{k+p,n}, ..., b_{k+(q-1)p,n})^T,
\]

(7)

with \( p = (2\pi f, 0) \) and \( \omega_n = 2\pi n/h\beta = \text{the Matsubara frequency} (n \text{ is an integer number}) \). In Eq. (8) the summation is performed over wave vectors \( \mathbf{k} \) within the first magnetic Brillouin zone (where \( k_x \leq \pi/q a \) and \( |k_y| \leq \pi/a \). \( G_0(\omega_n) \) is the on-site Green function (i.e. local where \( J = 0 \)) and at the zero temperature limit it has the form

\[
\frac{1}{\hbar} G_0(\omega_n) = \frac{n_0 + 1}{\hbar \omega_n + E_{n_0} - E_{n_0+1}} - \frac{n_0}{\hbar \omega_n + E_{n_0} - E_{n_0-1}}
\]

(8)

with on-site energy \( E_{n_0} = -\mu n_0 + Un_0(n_0 - 1)/2 \). \( n_0 \) is the integer number obtained from the on-site energy minimization for a given chemical potential \( \mu \). The last object in \([5]\) that requires explanation is \( J^q(k) \). It represents a non-diagonal \( q \times q \) matrix similar to that obtained earlier \([12]\)

\[
J^q(k)/J = \begin{pmatrix}
M_0 & -e^{ik_y a} & -e^{-ik_y a} \\
-e^{-ik_y a} & M_1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & M_{q-2} & -e^{ik_y a} & -e^{-ik_y a} & M_{q-1}
\end{pmatrix},
\]

(9)
where \( M_a = -2 \cos(k_x a + 2 \pi \alpha_f) \). The set of eigenvalues of the matrix [10] leads to the Hofstadter spectrum [13].

It is important to comment here on the notation used above. Although \( h \), \( b^* \) fields introduced in Eq. [6] have identical notation as in Eq. [3], they are not the same. Namely, those fields in which the quadratic effective action \( \sigma_{(2)} \) is evaluated, were introduced during the second Hubbard-Stratonovich transformation mentioned above. However, both kind of fields have the same correlation function [11] and for this reason we treat them on an equal footing.

For the effective action in Eq. [9] we can find a unitary matrix \( U_q(k) \) that diagonalizes it, i.e.

\[
S^{eff} = -\sum_{kn} \left( B^q_{kn} \right)^{-1} \left[ G^d(k, i\omega_n) \right]^{-1} B^q_{kn}, \tag{10}
\]

where \( G^d(k, i\omega_n) = U_q(k) \left[ iG_0^{-1}(i\omega_n)I - J^q(k) \right]^{-1} U_q^+(k) \) is an inverse of diagonal Green function and \( B^q_{kn} = U_q(k)B^q_{kn} \). As shown in Sec. III this diagonal form of \( G^d(k, i\omega_n) \) has q-bands which are labeled by \( \alpha \) number.

The above notations will be useful for further study. In order to simplify the calculations we also set the lattice constant \( a \) and the reduced Planck constant \( \hbar \) to unity.

### III. Conductivity in Magnetic Field

To construct a correct theory of optical conductivity in the strong magnetic field described by the BHM, we should go beyond the linear response regime. This situation is more complicated than that previously studied (e.g., see Ref. [14]) due to the presence of a synthetic magnetic field \( \mathbf{A}_0 \) which significantly modifies the single-particle spectrum. This modification implies that the commensurability field effects become important. As a consequence, the amplitude of hopping term is a complex number (Eq. [5] and the boson field is described by more than one component (Eq. [7]). To overcome these difficulties in calculation of the transport properties we assume that such an initial state will be subtly affected by an additional field \( |\mathbf{A}| \ll |\mathbf{A}_0| \), which is responsible for generation of optical conductivity in the linear response regime. Therefore, if we want to study the response of the system to a strong magnetic field, we simply add to the \( \mathbf{A}_0 \) some small perturbation of this field in the form of a vector potential \( \mathbf{A} \), i.e.

\[
\int_{r_i}^{r_f} \mathbf{A}_0 \cdot d\mathbf{l} \rightarrow \int_{r_i}^{r_f} \mathbf{A}_0 \cdot d\mathbf{l} + \int_{r_i}^{r_f} \mathbf{A} \cdot d\mathbf{l} \tag{11}
\]

and use the linear response theory as a starting point with respect to the quantity \( \mathbf{A} \). This leads to the well known expression for the optical conductivity (e.g., see Refs. [44, 46])

\[
\sigma_{xx}(i\omega) = -\frac{1}{N\omega} \sum_{ij} \int_0^\beta d\tau e^{i\omega\tau} \frac{\delta^2 \ln \mathcal{Z} [\mathbf{A}]}{\delta A_i^x(\tau)\delta A_j^x(0)} \bigg|_{\mathbf{A}=0}, \tag{12}
\]

but in our case the conductivity depends upon vector potential \( \mathbf{A}_0 \) and consequently on magnetic field and in this dependence the commensurability effects are included.

Performing the calculations in Eq. (12) we first go to the wave vector representation which allows proper incorporation of the perturbing vector potential \( \mathbf{A} \), through the substitution \( k_x \rightarrow k_x + \frac{q}{2\pi} \mathbf{A} \) (we assume that \( \mathbf{A} \) does not depend on position) and then we evaluate the derivatives in Eq. (12) getting

\[
\sigma_{xx}(i\omega) = -\frac{\langle e^x \rangle^2}{\omega} \epsilon_{kin}^{xx} + \frac{1}{\omega} \Pi_{xx}(i\omega), \tag{13}
\]

where functional averages are taken with the partition function from Eq. (9). \( \epsilon_{kin}^{xx} \) and \( \Pi_{xx}(\omega) \) are a kinetic and current-current correlation function, respectively (we set \( c = 1 \). With the effective action from Eq. (10) we can evaluate Eq. (13) to the form

\[
\Pi_{xx}(i\omega) = -\frac{1}{N} \sum_{kk'} \int_0^\beta d\tau e^{i\omega\tau} \langle j_k^x(\tau)j_k^x(0) \rangle, \tag{14}
\]

\[
\epsilon_{kin}^{xx} = \frac{1}{N} \sum_k \sum_{\alpha=0}^{q-1} \left[ \partial_{k_\alpha} \epsilon_{q,k}(k,p) \right] b_{k+\alpha,p}^* b_{k+\alpha,p}(0), \tag{15}
\]

\[
j_k^x(\tau) = e^x \sum_{\alpha=0}^{q-1} \left[ \partial_{k+\alpha} \epsilon_{q,k}(k,p) \right] b_{k+\alpha,p}^* b_{k+\alpha,p}(\tau), \tag{16}
\]

where \( \epsilon_{q,k}(k,p) \) is an eigenvalue of \( J_q(k) \) matrix defined in Eq. (9) and the current is given by Eq. (10). Eq. (13) is the Kubo formula valid in strong magnetic field (MKF) in which only intra-Hofstadter-band transitions are taken into account. This method, in contrast to that presented in Ref. (3) (see also Refs. [44, 45, 47, 49]), takes into account the commensurability effects of the magnetic field and covers the whole range of \( k \) and \( \omega \) dependence.

For the simplest case, if we take the usual square lattice dispersion relation in the absence of magnetic field \( \epsilon_{q,k}(0) = -2J (\cos k_x + \cos k_y) \), one gets from Eq. (13)

\[
\sigma_{xx}(i\omega) = -\frac{\langle e^x \rangle^2 J}{\omega} \frac{1}{N} \sum_k 2 \cos k_x \langle b_k^* b_k(0) \rangle b_{k+\alpha}^* b_{k+\alpha}(0) \tag{17}
\]

\[
- \frac{4(\langle e^x \rangle^2 J^2}{\omega} \frac{1}{N} \sum_{k,k'} \int_0^\beta d\tau e^{i\omega\tau} \sin(k_z) \sin(k'_z) \langle j_k(\tau) b_k^* c_{k'}^+(0) b_{k'}(0) \rangle,
\]

which recovers a well known result [44].
A. Optical conductivity in the BHM

1. The uniform field

Now we are interested in the OC in the Mott insulator phase. Using the fact that within the action (10) the four point correlation function in Eq. (13) is factorized, we can rewrite Eq. (13) to the form

\[ \sigma_{xx}^{A} (i\omega) = -\frac{(e^{*})^2 J}{\omega} \frac{1}{\beta N} \sum_{k, \alpha = 0}^{q-1} \sum_{\alpha = 0}^{q-1} \partial_{x} \epsilon_{\alpha}^{\infty} (k; p) G_{\alpha \alpha}^{q} (k, i\omega_{n}) \]

Within the first lobe.

\[ \sigma_{xx}^{B} (i\omega) = \frac{(e^{*})^2}{\omega} \frac{1}{\beta N} \sum_{k, \alpha = 0}^{q-1} \sum_{\alpha = 0}^{q-1} \partial_{x} \epsilon_{\alpha}^{\infty} (k; p) \]

\[ \left[ \partial_{x} \epsilon_{\alpha}^{\infty} (k; p) \right] G_{\alpha \alpha}^{q} (k, i\omega_{n} + i\omega) \] (18)

Mott insulator Green’s function is

\[ G_{\alpha \alpha}^{q} (k, i\omega_{n}) = \frac{G_{0}(i\omega_{n})}{1 - \epsilon_{\alpha}^{q} (k; p) G_{0}(i\omega_{n})} \]

where the weight and dispersion of quasiparticles have

\[ \sigma_{Q} (\omega) = \frac{\epsilon_{q}^{\infty} (k; p) + \mu + U}{\epsilon_{q}^{\infty} (k; p) - \epsilon_{q}^{\infty} (k; p)} \] (20)

\[ E_{\alpha}^{\pm} (k; p) = \frac{\epsilon_{q}^{\infty} (k; p) + \mu + U}{\epsilon_{q}^{\infty} (k; p) - \epsilon_{q}^{\infty} (k; p)} \] (21)

\[ \Delta_{q}^{\alpha} (k; p) = \sqrt{\left[ \epsilon_{q}^{\infty} (k; p) \right]^2 + 4\epsilon_{q}^{\infty} (k; p) U \left( n_{0} + \frac{1}{2} \right) + U^2} \] (22)

In the following we are interested in the real and regular part of optical conductivity given by

\[ \text{Re} \sigma_{xx}^{A} (\omega) = (e^{*})^2 \frac{2\pi}{N} \frac{\beta}{\omega} \sum_{s=\{+,-\}} \sum_{k} \left( \partial_{x} \epsilon_{\alpha}^{\infty} (k; p) \right)^2 \]

\[ \times \left\{ n_{B} \left[ E_{q}^{-} (k; p) - E_{q}^{-} (k; p) \right] \right\} \]

\[ \times \left[ 1 - \epsilon_{q}^{\infty} (k; p) \right] \left( \omega^2 - \Delta_{q}^{\alpha} (k; p) \right)^2 \] (23)

which has been obtained by evaluating Matsubara sum in Eq. (18) and performing standard analytical continuation \( i\omega \rightarrow \omega + i\delta \) [24]. The symbol \( \delta (x) \) is a Dirac delta function and \( n_{B} (x) \) is Bose-Einstein distribution function. Using density of states and taking zero-temperature limit, equation (23) can be rewritten as follows

\[ \text{Re} \sigma_{xx}^{A} (\omega) = 2\pi \sigma_{Q} \sum_{s=\{+,-\}} \sum_{k} \Xi_{q}^{s} [u^{s}(\omega); p] \] (24)

\[ \Xi_{q}^{s} [v; p] = \rho_{q}^{s} (v; p) \frac{J}{U} \frac{z_{q}^{s} (v; p) - 1}{4n_{0} (n_{0} + 1) + (\omega / U)^2} \] (25)

\[ u^{\pm} (\omega) = \frac{U}{J} (2n_{0} + 1) \left( 1 \pm \sqrt{1 - \frac{(\omega / U)^2}{(2n_{0} + 1)^2}} \right) \] (26)
where the density of states is given by

$$\rho^\alpha_q(v;p) = \frac{1}{N} \sum_{\mathbf{k}} \left[ \partial_{k_\alpha} e^\alpha_q(\mathbf{k};p) \right]^2 \delta \left( v - e^\alpha_q(\mathbf{k};p) \right). \tag{27}$$

For magnetic fields considered here (i.e. $f = 0, 1/2, 1/4$) the exact calculations of density of states in 2D was possible in terms of complete elliptic integrals (see Appendix VA).

In Fig. 4 we show the real part of OC at zero temperature in the Mott phase for different values of synthetic magnetic field. It is worth noting that its behavior reflects the tight binding dispersion of the lattice. As expected the OC is gradually broadened at the cost of vanishing gap when $J/U$ increases. Interestingly, for $f = 1/4$, the contribution of the lowest frequency peak becomes much more significant when the $J/U$ ratio is tuned up.

For $\omega = U$, we observe that the existence of conductivity at this point directly depends on the spectrum weight value of the tight binding dispersion $e^\alpha_q(\mathbf{k};p)$. In particular, if the spectrum weight of $e^\alpha_q(\mathbf{k};p)$ at the center of the band is zero the conductivity also disappears. Such a situation for $\omega = U$ is satisfied when $f = 1/2, 1/4 (\text{even } q)$ but for odd $q$ we should observe metallic behavior. This special behavior of OC at this point is directly related to the Dirac cones appearing in quasi-particle energy dispersion $E^{\alpha \pm}_q(\mathbf{k};p)$. The corresponding dispersions are plotted in Fig. 2 $a - c$ for the relevant set of parameters. In the Sec. III.C we suggest an experiment to check this conjecture explicitly, because the quantities like the on-site interaction strength $U$ and boson hopping amplitude $J$ are fully controllable parameters in ultra-cold gases loaded on optical lattice.

Within the above framework we can also probe the critical value of conductivity at the tip of the lobe (for determination of the critical value of $\mu/U$ and $J/U$ see Ref. 11)). For this range of parameters the OC is as shown in Fig. 3. The critical value of conductivity for $f = 1/2 (1/4)$ when $\omega \rightarrow 0$ is two (four) times higher than the value with magnetic field absent. These results are in agreement with those derived in Sec. III.C.

2. The uniform field with staggered potential

In the following we use the proposed framework of OC (see Eq. 13) to study the transport phenomena under the influence of uniaxially staggered potential. The situations with the synthetic magnetic field absent ($f = 0$) and with its value described by half flux per plaquette ($f = 1/2$) are considered. The latter special case is a subject of current interest [38]. In both cases of OC i.e.
Figure 4: First (second) panel shows $yy$ ($xx$) component of the real part of the optical conductivity for different values of $\Delta$ in the absence of magnetic field. On the density sketch the lighter color indicates higher amplitude of the conductivity (black area correspond to the insulator behavior). All zero-temperature plots show the situation where the uniaxially staggered field is subjected to the $x$ axis. The ratio of hopping amplitude and on-site interaction energy is $J/U = 0.03$ and the conductivity was plotted in $\sigma_Q$ units.

$f = 0$ and $f = 1/2$ the staggered potential is controlled by the parameter $\Delta$ [19], which is included in the Hamiltonian [20] by an additional term in the form

$$\sum_{i_x i_y} (-1)^{i_x} \Delta \hat{b}_{i_x i_y}^\dagger \hat{b}_{i_x i_y},$$  \hspace{1cm} (28)$$

where $\Delta = \tilde{\Delta}/2J$ and $i_x$, $i_y$ enumerate the positions of lattice sites along the $x$ and $y$ axis, respectively.

Fig. 4 and 5 show the frequency dependence of OC for $f = 0$ and $f = 1/2$, respectively. We are interested in $\sigma_{xx}^{\Delta}(\omega)$ and $\sigma_{yy}^{\Delta}(\omega)$ component in which the potential from site to site is varied in the $x$ direction (to see the expressions used in the calculations of OC see Appendix [V]).

The data presented in Fig. 4 and 5 imply a similar behavior of OC when $\Delta$ parameter is alternated. For example, on the basis of the staggered potential values with respect to its value for $\Delta = 0$, we conclude that it has greater impact on the $xx$ component of OC than on $yy$ one. Besides the qualitative difference, we also observe a smaller amplitude of the OC in direction $x$ than in that perpendicular to $x$ within $xy$ plane. This behavior could be simply attributed to the variation in the potential in this particular direction (i.e. $x$). While the $yy$ component of the OC does not exhibit any special difference along $y$ axis (for chosen strip of sites the $\Delta$ is constant). Moreover, we show that the increase in $\Delta$ causes broadening a frequency dependence of OC.

In agreement with the conclusion drawn in Sec. III A.1 the insulator behavior of the OC for $\omega = U$ (Fig. 5) is still maintained for $f = 1/2$. In contrast to the situation with no magnetic field (see Fig 4) the gap naturally arises when the $\Delta$ parameter exceeds one (the single-particle spectrum also exhibits a similar behavior). This gap-like behavior is indeed observed in the quasi-particle
energy dispersion $E_q^{\pm}(k,p)$ presented in Fig. 2d and e. Interestingly, the weight of the OC close to $\omega = U$ for $f = 1/2$ is greater than for $f = 0$.

It is worth noting that the complex behavior of the OC in the direction of applied uniaxially staggered potential gains pronounced peaks. This should be easily observed in the EAR experiment (see Sec. 1113).

B. Connection to experiment

Recently, A. Tokuno and T. Giamarchi 19 have proposed a spectroscopic technique for cold atoms which is able to extract current-current correlation function $\Pi_{xx}(\omega)$ (Eq. (13)). This function is proportional to OC $\sigma_{xx}(\omega)$ (see Eq. (13)), which offers a possibility to probe the transport phenomena in the thermodynamic limit. Using the energy absorption rate techniques (EAR) such a goal could be achieved by phase modulation of optical lattice.

Namely, a vector potential $A_0$ could be created in different experimental configurations 23, 26, 28. In our work we investigate the Landau gauge $A_0 = B(0, x, 0)$ which generates a uniform magnetic field. Such a uniform field has been generated recently in 26 but using another type of effective vector potential. On the other hand, a small perturbing vector potential $A'$ could be generated by phase modulation of optical lattice 19. If we consider a 2D system with $x$ and $y$ axes, we can generate a synthetic electric field $E_x$ by modulating the phase in the $x$ direction. This situation could be mathematically inferred from the exchange of a stationary optical lattice potential $V_{ga}(r) = \cos^2(k_xx) + \cos^2(k_yy)$ to a time dependent one $V_{ga}(r,t)$ where $x \rightarrow x - f_x \cos(\omega t)$ ($f_x$ is the strength of modulation which should be much smaller than a lattice constant). Such a phase modulation (PM) could be realized by e.g. a recently proposed phase controller 50. This leads us to the expression where EAR is given by 19

$$R_{PM}(\omega) = \frac{1}{2} \omega^3 f_x^2 \Im \Pi_{xx}(\omega) ,$$

in which $\Pi_{xx}(\omega)$ corresponds to $\Pi_{xx}(\omega)$ from Eq. (13) but with exchange $e^* \rightarrow M$ ($M$ is effective mass of an atom) 19. To ensure a linear response regime and no dynamical phase transition the condition $\omega f_x \ll 1$ should be satisfied 51, 52. The calculation of $R_{PM}(\omega)$ is made following a procedure similar to that used in the OC case where the current-current correlation function $\Pi_{xx}(\omega)$ was also considered (see Eq. (13)). Fig. 6 presents a plot of $R_{PM}/\sigma_{xx}^f f_x^2$ for the uniform magnetic field of a strength $f = 0, 1/2, 1/4$ on the square lattice in the zero temperature limit (here $\sigma_q = M^2/h$ is an effective quantum resistance). We see that the factor $\omega^3$ changes significantly the weight of the response in comparison to the OC given in Fig. 1 and therefore the higher frequency peaks give a grater contribution to the absorbed energy rate. The similarity of the shape of current-current correlation function and tight-binding dispersion in a strong magnetic field could be an indirect method of checking the Hofstadter spectrum in the BHM system 8, 43 where the center of the band is located around $\omega = U$.

The plots of EAR for the OC with staggered potential will be analogous to the case of a uniform field (discussed above) so we omit its graphical representation.

Summarizing, the EAR technique is directly related to OC and may act as a probe of transport phenomena using ultra-cold quantum gases. It is worth pointing out that the phase modulation is independent of the strength of the lattice potential in contrast to the amplitude modulation method 19.

C. Critical conductivity at the MI-SF phase boundary

1. The uniform field

Up to now the problem of critical conductivity in 2D on the Mott insulator - superfluid phase boundary in strong magnetic field has been rarely studied because of its complexity. The amplitude of the hopping term with a complex factor (see Eq. (5)) is the reason why in Ref. 2 instead of BHM at integer filling, the frustrated XY model was investigated using the MC numerical method. Another approach to the problem of critical conductivity in magnetic field has been proposed in Ref. 32, but the magnetic field considered there was weaker (i.e. $f = 1/20$) than that the field we studied and their calculations were performed in the hard-core limit (the author used exact diagonalization method to overcome the difficulties related to the complex hopping term). Within the approach presented in this paper we can perform analytical analysis and study critical behavior of conductivity in a much wider range of magnetic fields. Namely, we show that for commensurate value of $f$, critical conductivity depends only on the number of minima located in the first reduced magnetic Brillouin zone.

To describe the critical conductivity at the tip of the Mott lobe 11 we compute the OC (Eq. (18)) close to the phase boundary. To do that, in the following calculations we consider only the real part of $\sigma_{xx}^A(\omega)$ that gives a finite frequency contribution, namely the part of OC which consists of the current-current correlation function

$$\Re \sigma_{xx}^A(\omega) = -\Re \left\{ \frac{2\pi}{R_q} \frac{1}{h3N} \frac{1}{\hbar \omega} \sum_{k_\alpha} \sum_{\alpha \beta = 0} \times \right\} \left[ \partial_{k_x} e^*_q(k; p) \right] \left[ \partial_{k_x} e_q(k, i\omega_n) \right] \left[ G_{\alpha\alpha}(k, i\omega_n + \omega) \right] ,$$

where $R_q = h/(e^* )^2 = \sigma_{Q}^{-1}$ is quantum resistance (for Cooper pair $e^* = 2e$ and $R_q \approx 6, 45 k\Omega$) and we restore the constant $\hbar$ to introduce it in quantum resistance $R_q$. Eq. (56) also contains the singular part of OC, but since
we are interested in the Mott phase, we neglect this contribution further on.

Now, using the effective action from Eq. (10), and applying the Ginzburg-Landau (GL) like method for calculation of critical conductivity [44], we evaluate Eq. (30) in order to obtain its dependence on \( f = p/q \) parameter.

Following this procedure, we expand the action Eq. (10) to the second order in frequency using the expression

\[
1 - \epsilon_q^\alpha(k; p) G_0(i\omega_n) = a_k - b_k i\hbar \omega_n - c_k (i\hbar \omega_n)^2,
\]

(31)

with

\[
a_k = 1 - \epsilon_q^\alpha(k; p) G_0(i\omega_n = 0),
\]

(32)
for the simplest case \( p/q \) \( \text{Refs. [3, 44, 46]} \). With \( 1/3 \) \( \text{Refs. [36, 40]} \), where the XY model was used. Also in the second order phase transition, e.g. this configuration over Matsubara frequencies and take the limit \( T \rightarrow 0 \), which reduces Eq. (36) to

\[
\text{Re}\sigma_{xx}(\omega) = \frac{\pi^2}{N} \sum_\mathbf{k} \frac{(k-Q)^2}{m_{eff}^2 \Delta_\mathbf{k}^2 (\epsilon^2_{\mathbf{k}}(\mathbf{k};p))^2} \left( \frac{(\omega^2 - \frac{\Delta_\mathbf{k}^2}{c_\mathbf{k}^2})}{2\pi} \right),
\]

where \( \Delta_\mathbf{k} = \sqrt{b_\mathbf{k}^2 + 4a_\mathbf{k}c_\mathbf{k}} \), \( m_{eff} = 1/ \partial^2_{x_\mathbf{k}} \epsilon^2_{\mathbf{k}}(\mathbf{k};p) \mid_{\mathbf{k}=\mathbf{Q}} \) and \( \mathbf{Q} \) are locations of the minima in MBZ. Close to the phase boundary only the momenta around \( \mathbf{Q} \) bring a contribution to conductivity, therefore if the minimum of \( \epsilon^2_{\mathbf{k}}(\mathbf{k};p) \) is located at \( \mathbf{k} = \mathbf{Q} \) we can simply expand \( a_\mathbf{k} \) from Eq. (32) to the second order

\[
a_\mathbf{k} \approx \frac{(k-Q)^2}{2zJm_{eff}},
\]

where \( z = \epsilon^2_{\mathbf{Q}}(\mathbf{Q};p) \) for chosen \( p, q \). In further calculations we assume that \( \partial^2_{x_\mathbf{k}} \epsilon^2_{\mathbf{k}}(\mathbf{k};p) = \partial^2_{x_\mathbf{k}} \epsilon^2_{\mathbf{k}}(\mathbf{k};p) \). Finally, for the point in the phase diagram which is close to the tip of the lobe, we get

\[
\text{Re}\sigma_{xx}(\omega) = \frac{\pi}{8R_\mathbf{Q}} \sum_\mathbf{Q} \frac{\omega^2 - \frac{b_\mathbf{Q}^2}{c_\mathbf{Q}^2}}{\omega^2} \Theta \left( \omega^2 - \frac{b_\mathbf{Q}^2}{c_\mathbf{Q}^2} \right),
\]

where \( \Theta(x) \) is a step function being non-zero for \( x > 0 \). The above expression describes the behavior of optical conductivity close to the phase transition. It has a non-vanishing amplitude when the applied frequency is equal to \( b_\mathbf{Q}/c_\mathbf{Q} \) or is higher than this value. Denoting \( \sigma^* = \pi\sigma_\mathbf{Q}/8 = \pi/8R_\mathbf{Q} \) and considering the tip of the lobe, where \( b_\mathbf{Q} = 0 \) is the critical conductivity, \( \text{Re}\sigma_{xx}(\omega) \equiv \sigma_{c,f} \) takes the simple form

\[
\sigma_{c,f} = q\sigma^*.
\]

It is important to notice that theory presented here is valid for the second order phase transition, e.g. this condition is satisfied for the cases \( f = 1/2, 1/3 \) \[2\].

To discuss the result from Eq. (36) we firstly recall that for the simplest case \( q = 1 \) where there is no magnetic field, the result for \( q = 1 \) confirms the results presented in Refs. \[3, 44, 46\]. With \( p/q = 1/2 \) we have \( \sigma_{c,1/2} = 2\sigma^* \). This result agrees with the analytical solution given in Refs. \[36, 40\], where the XY model was used. Also in the MC study for \( f = 1/2 \) \[2\] a value of critical conductivity is 1.82 times higher than for \( f = 0 \) \[16\]. Results of an experiment conducted in Josephson junction arrays \[22, 23\] also show a similar behavior. If we consider \( f = 1/3 \), it qualitatively agrees with the Monte Carlo result in Ref. \[2\], where Cha and Grivin obtained 2.91 higher value of critical conductivity than in the absence of a magnetic field. The authors of the experimental work, in Refs. \[22, 23\] also discuss such a scenario. It is worth adding that the authors of Ref. \[36\] have speculated about a similar result for \( \sigma_{c,1/3} \) i.e. \( \sigma_{c,1/3} = 3\sigma_{c,0} \). Namely, they have suggested that at least for low order rationals of \( p/q \) critical conductivity could satisfy Eq. (36) but they have carried out explicit calculation only for \( f = 1/2 \). In contrast, we showed this behavior by analytical methods for arbitrary \( f \) within a clear mathematical framework. The above considerations are summarized in Table I. It is worth mentioning that in three dimensions a trivial solution \( \sigma_{c,f} = 0 \) is obtained, known before only for the case of \( f = 0 \) (e.g. see \[44\]).

| \( f \) | normalized critical conductivity \( \sigma_{c,f}/\sigma_{c,0} \) |
| --- | --- |
| \( 1/2 \) | 2 | 2 | 1.82 | \( \approx 2 \) |
| \( 1/3 \) | 3 | 2.91 | \( \approx 3 \) |
| \( 1/q \) | q | | | \( \approx q \) |

Table I: Comparison of critical conductivity for different magnetic field configuration calculations \[2, 36, 41, 46\] and experimental measurements \[22, 23\].

For Josephson junction arrays (JJA) it seems that the critical conductivity is proportional to \( q/p \) \[23\] but this linear behavior is inferred from a small number of experimental points with a large error margin. Therefore, such a dependence is still an open question. Moreover, in (JJA) we should take into account that arrays are not perfect and their parameters differ through the network. Also, the measurements are performed at finite temperatures. For example, if we consider a disorder we should expect that this effect suppresses the value of critical conductivity \[2, 52\]. It is worth mentioning here that also long range interactions which we neglected could have a significant impact \[52\]. Besides, it seems that \( \sigma_{c,f} \) should depend on \( p \). Hence our results \[36\] within the approximations used in this paper should be at least appropriate for \( p \approx 1 \).

### 2. The uniform field (\( f=1/2 \)) with uniaxially staggered potential

To show the importance of translation symmetry breaking by the uniaxially staggered potential in a special case \( f = 1/2 \) \[38\], we analyze the critical behavior of conductivity at the phase boundary.

Following the same procedure for the critical conductivity which led us to Eq. (36) we simply observe that for...
The analysis of conductivity in BHM in a strong magnetic field is a challenging problem due to complex hopping term. In particular, up to now its optical dependence was out of reach in Monte Carlo study. Therefore our theory expands the area in which numerical methods are used.

Namely, we have proposed the magnetic Kubo formula which is valid for an arbitrary flux pattern where commensurability effects of a magnetic field are included. Within this framework, we have calculated the optical conductivity in the Mott phase of the Bose Hubbard model and considered its critical value. To check our results we have proposed to compare them with presently available experiment in ultra-cold quantum gases in which current-current correlation function in a uniform magnetic field could be probed. Such a connection of experiments and theory could open a new avenue to study transport phenomena in highly controllable magnetic field where geometry of the lattice can be easily manipulated. Moreover, for the case of critical conductivity we have shown its dependence on the topology of the single-particle spectrum and obtained solution which are in good agreement with presently available numerical and experimental data.

The method presented here can be extended over many-body systems in which the strong magnetic field plays a significant role.
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V. APPENDIX

Here we present the quasi-particle energy spectrum and densities of states for conductivity (DOSc) in 2D described in Sec. IIIA. We use $K$ and $E$ to denote the first and second complete elliptic integral, respectively.

A. Uniform magnetic field for a two-dimensional square lattice
1. \( f=0 \)

The dispersion relation for the square lattice is

\[
e_\alpha^0(k; 0) = -2J \cos k_x + \cos k_y,
\]

where the DOSc (Eq. (27) is given by [55]

\[
\rho_\alpha^0(E; 0) = 4\Theta \left( 4 - |E| \right) \frac{\pi}{\pi E} \left[ \mathcal{E} \left( \sqrt{1 - \left( \frac{E^2 - 4}{4} \right)^2} \right) - \left( \frac{E^2 - 4}{4} \right)^2 \mathcal{K} \left( \sqrt{1 - \left( \frac{E^2 - 4}{4} \right)^2} \right) \right].
\] (37)

2. \( f=1/2 \)

The dispersion relation for \( f = 1/2 \) is built from two sub-bands \[42\] \( \pm 2 \sqrt{\cos^2 k_x + \cos^2 k_y} \) and consequently the DOSc is

\[
\rho_\alpha^1(E; 1) = \frac{4\Theta_\alpha}{\pi^2 |E|} \left[ \mathcal{E} \left( \sqrt{1 - \left( \frac{E^2 - 4}{4} \right)^2} \right) - \left( \frac{E^2 - 4}{4} \right)^2 \mathcal{K} \left( \sqrt{1 - \left( \frac{E^2 - 4}{4} \right)^2} \right) \right],
\] (38)

where \( \Theta_\alpha \) is non-zero step function within each q-band.

3. \( f=1/4 \)

The form of dispersion relation \( f = 1/4 \) is expressed by four sub-bands \[42\] \( \pm \sqrt{4 - \sqrt{12 + 2 \cos (4k_x) + 2 \cos (4k_y)}} \) and \( \pm \sqrt{4 + \sqrt{12 + 2 \cos (4k_x) + 2 \cos (4k_y)}} \), then we get

\[
\rho_\alpha^1(E; 1) = \frac{4\Theta_\alpha}{\pi^2 |E^2 - 4| |E|} \left[ \mathcal{E} \left( \sqrt{1 - \left( \frac{4 - 8E^2 + E^2}{4} \right)^2} \right) - \left( \frac{4 - 8E^2 + E^2}{4} \right)^2 \mathcal{K} \left( \sqrt{1 - \left( \frac{4 - 8E^2 + E^2}{4} \right)^2} \right) \right].
\] (39)

B. Uniform magnetic field for a two-dimensional square lattice with uniaxially staggered potential

1. \( f=0 \)

The form of tight binding dispersion has two sub-bands \[83\] \( -2J \cos k_y \pm 2J \sqrt{\cos^2 k_x + \Delta^2} \) and the appropriate DOSc is given by

- for \( xx \) component of optical conductivity \( \sigma_{xx}^{A_0} (\omega) \):

\[
\rho_\alpha^2(E; 1) = \frac{2\Theta_\alpha}{\pi^2} \int_0^1 dx \frac{x^2}{\sqrt{1 - \left( \frac{x^2 + \Delta^2}{\Delta^2} \right)^2}},
\] (40)

2. \( f=1/2 \)

The form of tight binding dispersion has two sub-bands \[83\] \( \pm 2 \sqrt{\cos^2 k_x + (\cos k_y - \Delta)^2} \) and the appropriate DOSc is given by

- for \( xx \) component of optical conductivity \( \sigma_{xx}^{A_0} (\omega) \):

\[
\rho_\alpha^2(E; 1) = \frac{4\Theta_\alpha}{\pi^2 |E|} \int_{-\Delta}^{1-\Delta} dx \frac{\sqrt{1 - \left( \frac{x^2 + \Delta^2}{\Delta^2} \right)^2}}{\sqrt{1 - \left( \frac{x^2 + \Delta^2}{\Delta^2} \right)^2}}
\] (41)

- for \( yy \) component of optical conductivity \( \sigma_{yy}^{A_0} (\omega) \):

\[
\rho_\alpha^2(E; 1) = \frac{4\Theta_\alpha}{\pi^2 |E|} \int_{-1-\Delta}^{1-\Delta} dx \frac{\sqrt{1 - \left( \frac{x^2 + \Delta^2}{\Delta^2} \right)^2}}{\sqrt{1 - \left( \frac{x^2 + \Delta^2}{\Delta^2} \right)^2}}
\] (42)
- for $yy$ component of optical conductivity $\sigma_{yy}^\alpha(\omega)$:

$$\rho_2^\alpha(E; 1) = \frac{4\Theta_{\Delta}}{\pi^2|E|} \int_{-1 - \Delta}^{1 - \Delta} dx \frac{x^2}{\sqrt{(E^2 - x^2) \left[1 - (E^2 + x^2)^2\right]^2}}.$$ 
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