Feasibility study of Mg storage in a bilayer silicene anode via application of an external electric field†
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With the goal of developing a Si-based anode for Mg-ion batteries (MIBs) that is both eﬃcient and compatible with the current semiconductor industry, the current research utilized classical Molecular Dynamics (MD) simulation in investigating the intercalation of a Mg2+ ion under an external electric ﬁeld (E-ﬁeld) in a 2D bilayer silicene anode (BSA). First principles density functional theory calculations were used to validate the implemented EDIP potentials. Our simulation shows that there exists an optimum E-ﬁeld value in the range of 0.2–0.4 V Å−1 for Mg2+ intercalation in BSA. To study the eﬀect of the E-ﬁeld on Mg2+ ions, an exhaustive spread of investigations was carried out under diﬀerent boundary conditions, including calculations of mean square displacement (MSD), interaction energy, radial distribution function (RDF), and trajectory of ions. Our results show that the Mg2+ ions form a stable bond with Si in BSA. The eﬀects of E-ﬁeld direction and operating temperature were also investigated. In the X–Y plane in the 0°–45° range, 15° from the X-direction was found to be the optimum direction for intercalation. The results of this work also suggest that BSA does not undergo drastic structural changes during the charging cycles with the highest operating temperature being ∼300 K.

1 Introduction

The 21st century marked a rapid adoption of electrochemical energy storage in all walks of life – this fact in turn calls for the immediate development of next-generation batteries. Rechargeable lithium-ion batteries (LIBs), which are undoubt-edly the most popular energy storing devices, are no longer able to adequately meet the required energy or safety require-ments;1–3 additionally, large-scale production of LIBs is dependent on raw materials produced in countries with geopolitical risks.4 Among post-LIB alternatives,5–7 rechargeable magnesium-ion batteries (MIBs) oﬀer the best replacement technology. MIBs utilize divalent Mg2+ as charge carriers, which have smaller ionic radii than Li+ while oﬀering a higher volumetric energy density due to their capability of storing two electrons per ion, and the natural advantage of utilizing earth-abundant materials.5,8–11 Mg undergoes safer reversible dendrite-free deposition in Mg metal anodes5,8–11 which is why most research on MIBs is done utilizing metallic Mg anodes, with a focus on developing the cathode materials10,12 and electrolytes.10

Despite all the beneﬁts of metallic Mg anode, it is imprac-tical for practical usage due to its incompatibility with conventional electrolytes used in batteries. It can result in undesirable electrode–electrolyte reactions, resulting in the formation of a blocking layer12 and leading to poor cycling ability and battery voltage. To solve this issue, a large focus of current MIB research has been on developing an anode material that is compatible with conventional battery materials,13–19 instead of developing new electrolytes and cathode. There is no doubt that a critical requirement for the success of the MIB technology is in the development of a suitable anode material.

Due to the high natural abundance of silicon and its synergy with existing electrochemical and semiconductor industry, Si-based anode is a very attractive material for the MIB technology. Many variations of Si-based anode are currently being...
tested such as bulk Si,\textsuperscript{13} nano-Si,\textsuperscript{16} Al doped Si\textsuperscript{28} etc. In our current investigation, we probe 2D bilayer silicene, which is a 2D allotrope of silicon (similar to graphene being the 2D allotrope of carbon). The reasons behind our choice of material are three-fold.

Firstly, most other variations of Si-based anode for MIbs have been tested already either theoretically or experimentally and found inadequate in resolving the storage problem.\textsuperscript{13,16,20} Even though bulk Si might seem very promising\textsuperscript{22} due to having a very high specific capacity (3817 mA h g\textsuperscript{-1}) and low average insertion voltage (close to 0.15 eV vs. Mg), for Mg storage, it shows a very significant lattice expansion (nearly 216\%). Mg intercalation into nano-Si anode has been proven to be inadequate,\textsuperscript{15,21} and this will be further discussed in later sections.

Secondly, there exists a strong correlation between lowering the particle size of the anode particle and enhancing the intercalation process in MIbs. Strong evidence in favour of size reduction of anode particles was highlighted through a study utilizing nano-Sn anode for MIbs, where commercial Sn nanoparticles (~150 nm) were shown to take up to ~3 weeks to store Mg. By decreasing the particle size to sub-50 nm range, this charging process time dramatically decreased to a few hours.\textsuperscript{15,16,22} This correlation between size and performance can easily be explained. Mg storage in silicon is a diffusion-controlled process and the divalent nature of Mg already results in a sluggish diffusion process compared to monovalent counterparts (Li, Na). This means that lowering the characteristic particle size for anodes is critical to decreasing lattice expansion, increasing diffusion & storage rate. A similar experimental study in search for the critical size for nano-Si anode for MIbs was done to address the drawbacks associated with bulk Si;\textsuperscript{22} it was shown that for oxide-free nanostructured Si with size in the range of ~100 nm, roughly 91.7\% of Mg was removed during deintercalation. This result demonstrated a successful electrochemical path for deintercalation of Mg from nano-Si. Unfortunately, so far, attempts to reverse the process by electrochemically storing (intercalation) Mg in nano-Si anode during charging have been unsuccessful. These failures have been attributed to the relatively larger nano Si particle sizes (~100 nm) compared to nano-Sn (~30–50 nm) that does show successful Mg storage.\textsuperscript{15,21} Hence, we understand only reducing particle size of nano-Si is not the answer. Due to the buckled honeycomb structure of silicene,\textsuperscript{23–25} diffusion should be enhanced drastically compared to nano-Si particles. Silicene additionally showcases some unique properties including: (a) beneficial mechanical and electronic properties;\textsuperscript{26,27} (b) zero-band gap;\textsuperscript{28} and (c) high influence on the future electronic industry.\textsuperscript{29}

Lastly, silicene is easier to manufacture compared to oxide-free nano-Si.\textsuperscript{22–25} However, experimental measurements show that there exists a strong hybridization between Si and a given substrate (such as Ag(111))\textsuperscript{29} that influences the monolayer silicene heavily. This influence can be reduced by using multilayer silicene (starting from bilayer) where stronger inter-silicene layer coupling overrides the silicene–substrate interaction.\textsuperscript{22,21} In short, bilayer silicene showcases enhanced stability. Fortunately, synthesis of stabilized bilayer silicene has been successfully seen on CaF\textsubscript{2} substrate.\textsuperscript{22} Bilayer silicene anode (BSA) has already been extensively researched for LIBs using molecular dynamics (MD) simulation and shows favourable reversible reactions.\textsuperscript{15–17} The current research has focused on investigating bilayer silicene with ABAB stacking as an anode material for storing Mg.

One of the key factors in determining the storing capability will be investigating diffusion and bond formation of Mg\textsuperscript{2+} ion in the anode. To that end, this research introduces external E-field to simulate the charging process of MIbs and study the effect on ion diffusion.\textsuperscript{15,36,37} A singular Mg\textsuperscript{2+} ion was introduced into BSA and calculations of mean square displacement (MSD), interaction energy, and accurate trajectory through the anode were carried out to assess the feasibility of Mg storage in this unique anode structure.

2 Methods

2.1 Molecular dynamics simulation

In the current experiment, a bilayer silicene with 4 × 4 phase was created using experimentally validated lattice parameters.\textsuperscript{35,16,40} This bilayer was constructed by placing two monolayer silicene unit cells shown in Fig. 1(a) on top of each other in ABAB stacking.

The final BSA structure shown in Fig. 1(b) has a total of 576 Si atoms in the system. At \( t = 0 \), the distance of the wall from Si atoms is set to a minimum value of 5 Å (in x and y directions), while the distance from the Si atoms of the upper sheet of silicene to the upper and lower walls of the container were set to be 11.5 Å and 5 Å respectively.\textsuperscript{41} Fig. 1(e) represents the simulation box after the inclusion of vacuum.

It is important to enumerate here that this study follows a methodology of 4 × 4 surface construction – a process that is validated through experimental studies of silicene grown on Ag substrate\textsuperscript{41,42} – and which is distinctly different from the more theoretical free standing silicene structure. Published literature\textsuperscript{23,41,42} often have conflicting information, as well as being minimal in content, on the surface configuration of the second layer of silicene. In this study, both layers were made in the 4 × 4 phase, which were then energy minimized to get a more stable configuration. Furthermore, Ag substrate does not undergo chemical reaction with ions while inter-silicene layer coupling overrides the effect of substrate layers on silicene.\textsuperscript{22,21} This study therefore eliminates simulating the substrate and uses a wall potential to account for the structural effect in accordance with standard practice.\textsuperscript{31,41,44} This final unit cell, shown in Fig. 2, closely resembles the unit cell grown on Ag(111) substrate under ultrahigh vacuum (UHV) chamber.\textsuperscript{23,43} Details on energy minimization process is provided in the latter part of the Methodology section.

The current work on bilayer silicene utilizes the EDIP (Environment Dependent Interatomic Potential)\textsuperscript{46} force field. Here the energy of the configuration is expressed as a sum over single-atom energy,

\[ E_i = \sum_{j \neq i} V_2(R_{ij}, Z_i) + \sum_{j \neq k \neq i \neq j} V_3(\vec{R}_j, \vec{R}_k, Z_i) \]
where the two-body $V_2(r, Z)$ term includes repulsive and attractive interactions:

$$V_2(r, Z) = A \left[ \left( \frac{B}{r} \right)^p - p(Z) \exp \left( \frac{\sigma}{r - a} \right) \right]$$

$$p(Z) = e^{-\beta Z^2}$$

And the three-body term $V_3(\vec{R}_{ij}, \vec{R}_{ik}, Z_i)$ represents radial and angular factors. There are 13 empirical parameters in EDIP potential, and they are provided in Table 1.

Previously this potential parameters have been used in accurately calculating Young's modulus, mechanical, thermal transport in silicene. With regards to simulating the interactions between Mg-Si and Mg-Mg, the current research utilized a modified Morse potential – a choice validated by previous work as being accurate for this function. Periodic boundary conditions (PBC) were applied along all three dimensions ($x$, $y$, $z$). To avoid the rotation of the 2D anode a weakly attractive Lennard-Jones (LJ) potential (12-6) was applied on all 6 walls of the simulation cell. Parameters of Morse & LJ potential for different interactions are given in Table 2.
Geometric minimization of potential energy was performed in our structure followed by a dynamic relaxation with 0.0001 ps timestep. The first step in this process was to eliminate any remaining hot spots; to that end, the structure was equilibrated under 4 K temperature for 20 ps using NVT ensemble. The structure was then slowly heated from 4 K to 293 K under NVT ensemble over 120 ps with a heating rate of 2.41 K ps⁻¹. Finally, another equilibration under NVT ensemble for 220 ps was run at 293 K.

We applied a considerably larger E-field (0.2 V Å⁻¹, 0.4 V Å⁻¹, 0.6 V Å⁻¹, 0.8 V Å⁻¹, 1.0 V Å⁻¹) compared to what is applied in a commercial setting. This was done to accelerate the intercalation process in an effort to complete the computation in a reasonable time; this procedure and the range of E-field utilized are standard methods in MD simulation and have been published extensively before where the E-field range falls typically in the 0 V Å⁻¹ to 1.5 V Å⁻¹ range.⁵⁶,⁵²⁻⁵⁶ Hence the simulation times used in this work and the experimental times in commercial batteries should not be compared directly as they are measured in different scales.

While applying external E-fields in MD simulation, an unmodified thermostat can generate faulty results due to interference. In a previous study, a modified Nose–Hoover (NH) thermostat and a CSVR thermostat which use non-Hamiltonian and Hamiltonian dynamics, respectively, were employed to account for this interference.⁵⁵ In the present simulation, three thermostats were employed to run MD simulation under the same E-field strength to check the consistency of the results: (a) “Nose–Hoover” ensemble (NVT) (results included in ESI†); (b) modified “Nose–Hoover” ensemble (NVT) (results included in ESI†) where the thermostat only calculates temperature based upon kinetic energy-resolved in directions normal to the E-field;⁴⁷ (c) CSVR thermostat with a separate time integrator, NVE. With high congruence in results between the three thermostat modes providing further validation of the accuracy of the executed methodology, this current work has focused on results derived using the CSVR thermostat, as it has been shown to be the least likely to manifest the “flying ice cube effect”⁵⁹ (ESI 1.1†) or develop problematic results due to interaction with E-field.⁵⁵ The quantitative details supporting these procedures have been included in the ESI file.†

The large-scale atomic/molecular massively parallel simulator (LAMMPS)⁶⁰ program developed by Plimpton et al. was utilized to perform simulations to calculate relevant properties and predict the behavior of the Mg²⁺ ion in the BSA channel. The Verlet algorithm was used to integrate Newton’s equations of motion. A very small timestep of 0.00001 ps or 0.01 fs (1 × 10⁻¹⁷ s) was utilized and the simulation was run for 50 ps. A small time step of 0.01 fs was used to accurately calculate the trajectories because during velocity rescaling in MD, using larger time steps could result in larger atomic jumps in between consecutive time steps leading to a faultier trajectory. Time step values in the range of 0.01–2 fs can be seen in published literature.⁵³,⁵⁴,⁵⁷,⁵⁸,⁶¹–⁶⁵

### 2.2 First-principle calculations

In this study, first-principle calculations were performed to further verify the validity of utilizing the EDIP potential and the modified Morse potential for capturing the physics of silicene and Si–Mg interactions respectively. To this end, Density Functional Theory (DFT) calculations were carried out within the framework of the Vienna Ab initio Software Package (VASP).⁶⁶,⁶⁷ The approximations to the exchange–correlation

### Table 1 Parameters describing EDIP potential

| Parameter | Value   | Parameter | Value   |
|-----------|---------|-----------|---------|
| A         | 7.9821730 eV | γ        | 1.1247945 Å |
| B         | 1.5075463 Å  | λ        | 1.4331018 eV |
| α (cutoff)| 3.1213820 Å  | μ        | 0.6966326 |
| ε (cutoff)| 2.5609104 Å  | ρ        | 1.2085196 |
| α         | 3.1083847 Å  | σ        | 0.5774108 Å |
| β         | 0.0070975 Q₀ | Q₀       | 312.1341346 |
| η         | 0.2523244    |          |         |

### Table 2 Parameters describing various interactions

| Interaction | D (strength of the interaction, eV) | α (range of the interaction, A⁻¹) | r₀ (position of the potential minimum, Å) |
|-------------|-----------------------------------|----------------------------------|----------------------------------------|
| Mg–Si (Morse) | 0.4420                            | 1.0572                           | 2.7552                                  |
| Mg–Mg (Morse) | 0.5404                            | 0.7921                           | 3.1814                                  |
| Wall parameter (LJ 12-6) | 0.01                              | 1                               | 2.5                                     |
functional were computed using the Generalized Gradient Approximation (GGA) together with the Perdew–Burke–Ernzerhof functional. The DFT-D3 method was employed to accurately describe the van der Waals interactions. The governing Kohn–Sham equations were solved using the projector wave augmented method. Since DFT is more computationally expensive, a smaller unit cell containing 72 Si atoms was used to model the BSA structure and for Mg-intercalation a single Mg-ion was placed within the bilayer of this silicene cell.

The ground state electronic density and corresponding ground state energies were computed using a plane-wave basis set energy cut-off of 700 eV and a $3 \times 2 \times 1$ gamma-centered Monkhorst–Pack $K$-point grid. The lattice of the BSA was relaxed via the force-based conjugate gradient approach with an energy convergence tolerance of $10^{-8}$ eV and a force/ion tolerance of 0.02 eV Å$^{-1}$. To perform validation studies, the per atomic cohesive energy of pure silicene was computed using DFT using the following equation,

$$E_{\text{cohesive}} = \frac{E_{\text{BSA}} - N}{N} - E_{\text{isolated silicon}}$$

where $E_{\text{BSA}}$ is the ground state energy of the bilayer silicene anode, $N$ is the number of atoms in the BSA unit cell and $E_{\text{isolated silicon}}$ is the energy of a single isolated silicon atom in vacuum. These results were then compared to those computed within the framework of MD using EDIP, Tersoff and Morse potentials as shown in Table 3.

EDIP provides the closest agreement to the DFT computed cohesive energy, with Tersoff potential being a close second. On the other hand, Morse potential is very inaccurate in modeling the silicone structure as it predicts positive cohesive energy which would constitute a repulsive interaction between the silicone atoms. This validates the choice of EDIP potential as a suitable inter-atomic potential for modeling the physics of the silicone bilayer.

This study also uses a modified Morse potential to capture the Si–Mg interaction for Mg intercalation within the bilayer silicone. To demonstrate that the hybrid EDIP and modified Morse potential are sufficient in describing the Mg–silicene system, the absorption energy of Mg within BSA was computed using both MD & DFT. The following equation was employed for the calculation of absorption energy,

$$E_{\text{absorption}} = E_{\text{BSA-Mg}} - E_{\text{pristine-BSA}} - \mu_{\text{Mg}}$$

where $E_{\text{BSA-Mg}}$ is the energy of the optimized structure of Mg absorbed in bilayer silicene, $E_{\text{pristine-BSA}}$ is the energy of pristine bilayer silicene without Mg insertion and $\mu_{\text{Mg}}$ is the chemical potential of a single Mg atom. The comparison between DFT results and those predicted by the hybrid MD potential proposed in this study is shown in Table 4.

These results validate the use of modified Morse potential in hybrid form along with EDIP to capture the physics of Mg–Si interaction in a bilayer silicene anode.

### 3 Results and discussion

#### 3.1 Effect of E-field

##### 3.1.1 Diffusion

In battery research, diffusion of ion in anode plays a key part in determining the suitability of the battery material. Moreover, in an MD model, it is crucial to be able to determine if a particle is deviating (in geometrical space) solely due to diffusion or if there are other factors at play. To that end, we focus of MSD calculation to shed insight into diffusion phenomenon of Mg$^{2+}$ ion in silicene anode. The MSD calculation is atom averaged. A vector of four quantities is calculated where the first 3 elements of the vector are the squared $dx$, $dy$, $dz$ displacements, summed and averaged over atoms in the group:

$$\text{MSD}_x = \sum_{\text{atoms}} dx^2$$

The fourth element is the total squared displacement, i.e. ($dx \times dx + dy \times dy + dz \times dz$), summed and averaged over atoms in the group. The deviation of position for MSD calculation is taken with respect to the initial position of the Mg$^{2+}$ ion. Smoothed MSD vs. time curves presented in Fig. 3 demonstrate the trends clearly by eliminating minute vibrations; the unsmoothed curves can be found in the ESI section (refer to ESI: †).

In the present experiment, an external E-field was applied in the $x$-direction. This led, as expected, to the distinctive movement of the Mg$^{2+}$ ion in the $x$-direction as shown in Fig. 3(a), and with some degree of random motion observed in the $y$ and $z$ directions shown in Fig. 3(b) and (c) respectively. This serves as a validation of E-field being the primary contributor for the diffusion of Mg$^{2+}$ in BSA.

From the graph in Fig. 3(a), it can be observed that there is little to no changes in the Mg$^{2+}$ ion position in the absence of an E-field (highest value for MSD $\sim 49 \times 10^{-20}$ m$^4$). In the absence of E-field, diffusion of ion is solely dependent on thermal contribution and hence Fig. 3(a) indicates that the thermal contribution for the Mg$^{2+}$ ion displacement is very trivial. This phenomenon is better observed in Fig. 4 where the trajectory of Mg$^{2+}$ ion under 0 V A$^{-1}$ represented by trajectory 1 shows barely any movement with time. Now, applying 0.2 V A$^{-1}$ at the same
temperature (∼293 K) (hence with the same thermal contribution) leads to a large jump in MSD (∼300 × 10⁻²⁰ m²) and larger movement in x direction in trajectory 2 shown in Fig. 4. As can be observed from both the MSD curve in x direction and trajectory profile given in Fig. 3(a) and 4 respectively, with increasing E-field strength Mg²⁺ ion travels larger distance. The most significant impact occurs when 0.6 V/A is applied – four times larger in magnitude compared to the MSD value when an E-field of 0.4 V/A is applied (∼900 × 10⁻²⁰ m² at 0.4 V/A vs. ∼2710 × 10⁻²⁰ m² at 0.6 V/A). Moreover, we can see that prior to 0.6 V/A, increase in E-field (from 0.2 V/A to 0.4 V/A) results in a comparatively smaller increase in MSD – with a difference in values ∼600 × 10⁻²⁰ m². From Fig. 4, the trajectory profile of Mg²⁺ ion under 0.6 V/A represented by trajectory 4 at both 1 ps and 50 ps shows significantly larger movement compared to trajectory 1, 2 & 3 representing Mg²⁺ movement at 0, 0.2, 0.4 V/A respectively. The reason becomes apparent in Fig. 4, where at a lower E-field strength, the ion can only move a few nanometres (<10 nm) of distance inside the BSA channel. On the other hand, under the influence of a higher E-field strength (≥0.6 V/A⁻¹), the ion reaches the end portion of the anode with ease (within 1 ps).

It can be further seen from the trajectory profile in Fig. 4 that within the first ∼1 ps, the Mg²⁺ ion under all E-field strength finds its equilibrium position, and this distance travelled is directly proportional to the E-field strength (the higher the strength, it is clearly seen that the more the distance the ion traverses). To further prove this assertion, we provide the MSD and interaction energy curve with respect to time in Fig. 5(a) and (b) respectively, where we can see even though there are fluctuations in data prior to reaching 1 ps, the trends stabilize and show clear sign of reaching their equilibrium position. A detailed discussion on interaction energy can be found in later section.

Furthermore in Fig. 4, it can be noticed that after 50 ps of simulation, the ion is locked into a fixed x-position. The only changes in position observed are in the z direction – this can be attributed to the movement of the entire bilayer silicene in that z direction. Movement of BSA corresponds to the lack of structural support in z direction as unlike the bulk, the 2D material has vacuum surrounding it. In a real system, this movement will be limited due to anode being confined by surrounding insulating material, or neighbour 2D layers. In this present work a similar effect was simulated by applying the LJ (12-6) potential in wall in an effort to minimized and limit in the z direction. Similarly, from Fig. 6(a), it can be further observed, after the initial jump in MSD in x direction upon application of an E-field of 0.6 V/A⁻¹, further increase in the E-field strength does not have a noticeable impact on MSD. The dense and large oscillating MSD curves (in the top zoomed-in graph of Fig. 3(a)) are indicative of the same conclusion, interaction of the ion with the wall potential. It is noticed however that after a while, the ion demonstrates fewer oscillations and reaches a saturation level. It is known that saturation in any given MSD curve is
characteristic of solid phase behaviour, where the ion remains in its fixed position and undergoes vibration. It can thus be clearly stated here that the Mg$^{2+}$ ion in the current system has formed strong bonds with the Si atoms in BSA and has thereby become locked-in within the solid matrix and the MSD shows a saturation instead of growth. This fact implies that in the presence of a barrier, the ion can form bonds with BSA even at high E-field values.

As ion movement is primarily seen in $x$ direction, total MSD curve shown in Fig. 3(d) naturally resembles the MSD behaviour in that direction. An interesting deviation is observed under 0.8 V Å$^{-1}$ where a significant contribution of MSD in $y$ and $z$ directions under 0.8 V Å$^{-1}$. This is also observed in Fig. 4, where
comparing trajectory 5 & 6 representing Mg$^{2+}$ ion movement under 0.8 V Å$^{-1}$ and 1.0 V Å$^{-1}$ we can notice a significant movement is seen in y as well as z directions i.e., highest overall random motion in trajectory 5. This behaviour does not correspond to the movement of entire BSA; rather, it is an effect of the free movement of the Mg$^{2+}$ ion after it leaves the channel and the E-field is not strong enough to keep the ion motion confined in the direction of field (x direction). However, after ~10 ps when Mg$^{2+}$ ion loses its momentum and come close to BSA, it finally forms bond and becomes locked in an equilibrium position as well.

While a consistent expectation would be that 1 V Å$^{-1}$ producing trajectory 6 showcases a similar, if not higher randomness, compared to trajectory 5, the results show an opposite behaviour. A logical hypothesis for this phenomenon could be that a higher E-field (1 V Å$^{-1}$) overrides the randomness of the Mg$^{2+}$ ion, forcing it to move primarily in the x direction, and to ultimately face restrictions only on the face of boundary. This is further validated as the largest x-direction displacement is observed under 1 V Å$^{-1}$ and can be seen in trajectory (Fig. 4) and MSD in x direction (Fig. 3(a)). It therefore appears that an E-field of 0.8 V Å$^{-1}$, showcasing trajectory 5, is an inflexion point in the spatial behaviour of the Mg$^{2+}$ within the BSA.

Now, as mentioned earlier, at higher E-field ($\geq$0.6 V Å$^{-1}$) and below ~1 ps, the ion leaves the BSA channel; it can therefore be
extrapolated that the bond formation was largely assisted via the presence of boundary. In a real-life situation, for a battery under a larger charging voltage together with complex interactions between several ions present in the system, the interaction between boundary and individual ions might be much more complicated.

Given this context, we removed the vacuum in the $x$ and $y$ directions and removed the wall potentials and then ran the simulation for 100 ps under periodic boundary condition. In the absence of the applied boundary condition the changes in MSD curve in $x$ direction is given in Fig. 6.

Here we notice that the MSD of Mg$^{2+}$ ion in $x$ direction keeps on growing, in contrast to Fig. 3(a) that showed that the MSD curve in $x$ direction stopped growing within the first few picoseconds when boundary condition was applied. However, in Fig. 6, the growth is seen even below 0.6 V Å$^{-1}$ where they supposedly didn’t interact with wall potential previously. To investigate this phenomenon further, trajectory profile for 100 ps in absence of boundary conditions is given in Fig. 7, where we can visualize that, this movement is actually attributed to the entire BSA movement under applied E-field in $x$ direction, as in the absence of a boundary condition, a 2D material will have no support to hold it in place. As the trajectory profile was generated under PBC conditions (unwarped), movement of entire system (BSA & Mg$^{2+}$ ion) is represented by lines moving forward from the simulation cell, whereas in case when movement of only ion is present, lines appear backward moving. From trajectory profiles given in Fig. 7(a), we can see at 0.0 V Å$^{-1}$ there’s no movement in the system. In Fig. 7(b), we notice trajectory 2 & 3 under E-field strength 0.2 V Å$^{-1}$ and 0.4 V Å$^{-1}$ respectively, the entire system moves towards the E-field. As BSA is charge neutral, movement of BSA only occurs when it forms strong bonds with cation Mg$^{2+}$. We also notice trajectory 3 is greater than trajectory 2. We see an interesting phenomenon for trajectory 4 given in Fig. 7(c) under E-fielded strength 0.6 V Å$^{-1}$, at first trajectory moves backwards for first $\sim$18.56 ps, signifying Mg$^{2+}$ ion doesn’t form any bonds during this period. After this initial random movement, Mg$^{2+}$ ion indeed finds an

Fig. 8 Interaction energy between Mg$^{2+}$ ion and bi-layer silicene anode with respect to increasing electric field.

Fig. 9 Changes in (a) RDF analysis & (b) coordination number (CN) under the effect of different electric field.
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equilibrium position and form bonds; hence trajectory 4 shows forward movement for the rest of the simulation period. A stark contrast is observed at Fig. 7(d) where trajectory 5 and 6 under the E-field value of 0.8 V/C²·A/C₀ shows only backward movement, signifying ions don’t form bonds in the system. MSD curve in Fig. 6 also shows that at E-field $\geq 0.8$ V/A, the MSD curve grows significantly more than that is observed under 0.6 V/A, which signifies higher diffusion rate of Mg²⁺ ion, which makes it harder to form bonds.

In consistent with our previous observation of 0.8 V/A being the inflexion point of spatial movement, here as well we notice higher random movement for trajectory 5 compared with rest including trajectory 6.

### 3.2 Interaction energy

The interaction energy is the total energy of interactions between Mg²⁺ ion with all the Si atoms in BSA based on the pair potentials acting between these two species. Thus, the computed interaction energy plots represent the total energies of interaction between a single Mg and surrounding silicon atoms as it travels through the channel. Further proof of the presence of an inflexion point and dependence of E-field strength on Mg²⁺ ion diffusion in BSA can be observed from the interaction energy graph given in Fig. 8, where interaction energy of the Mg²⁺ ion with silicene depends directly on the position of the ion inside the BSA channel or beyond it. This energy therefore indirectly depends on the E-field strength.

| Data source          | Z bond length (Å) | Coordination number (nearest neighbour shell around Mg²⁺ ion) |
|----------------------|------------------|---------------------------------------------------|
| Experimental         | 2.664, 2.733, 2.861 |                                                   |
| First-principal calculation | 2.752 (ref. 50) |                                                   |
|                      | 2.77 (ref. 74)   |                                                   |
|                      | 2.620, 2.697, 2.726 (ref. 73) |                                                   |
| Simulation           | Bond length (Å)  | Coordination number (nearest neighbour shell around Mg²⁺ ion) |
| E-field strength     |                  |                                                   |
| 0.0 V A⁻¹            | 2.95             | 8.0396                                           |
| 0.2 V A⁻¹            | 2.75             | 10.08911                                         |
| 0.4 V A⁻¹            | 2.75             | 9.9703                                           |
| 0.6 V A⁻¹            | 2.65             | 8.33663                                          |
| 0.8 V A⁻¹            | 2.65             | 5.09901                                          |
| 1.0 V A⁻¹            | 2.65             | 5.31485                                          |

**Fig. 10** Smoothed curve: (a) MSD of Mg²⁺ ion in x direction vs. time. (b) MSD behaviour in y direction vs. time, demonstrating randomness. (c) MSD behaviour in z direction vs. time, demonstrating randomness. (d) Total MSD vs. time for different temperature.
determining the motion of the ion in the channel. Naturally at higher E-field, ion motion will be higher and hence more interaction energy will be expected which proves right for E-field values 0.0–0.6 V Å⁻¹, as can be observed in Fig. 8.

It is noticed that interaction energy is higher at an E-field strength of 0.8 V Å⁻¹ compared to that at 1 V Å⁻¹. As discussed previously, after 0.8 V Å⁻¹, the Mg²⁺ ion leaves the anode easily and shows random motion in y and z direction. Again, while it is a reasonable expectation that at 1 V Å⁻¹ similar, if not higher, randomness and MSD in y, z would be observed, the reality does not show that. This is because a higher E-field beyond the critical inflexion point of 0.8 V Å⁻¹ overrides the randomness of the Mg²⁺ ion, leading to its movement primarily in the x direction, leading ultimately for it to face restrictions on the face of the wall boundary.

At 0.8 V Å⁻¹, prior to 10 ps, 0 eV energy between Mg²⁺ and silicene is observed. This indicates that during this time period, the Mg²⁺ ion leaves the BSA channel and moves randomly till coming close enough again to start interacting with silicene and forming bonds. Similar phenomenon is also noticeable for 0.6 V Å⁻¹ and 1 V Å⁻¹ but with less severity (prior to 10 ps, and with the energy never reaching 0 eV). At 0.6 V Å⁻¹, the ion leaves the channel and returns instantaneously as the provided E-field is not enough to propel it further; at 1 V Å⁻¹, only movement is seen at x direction where bonds between Mg–Si are formed.

### 3.3 Radial distribution function (RDF)

For successful intercalation of ion, it not only needs to have easy diffusion capability in anode but also the ability to form bond and stay bonded for a required period of time (during charging). Finally, after adequate analysis on diffusivity of Mg²⁺ ion, we need to focus on bond formation of ion in anode, to that end we provide RDF analysis which will reveal the probability of finding a given particle at a distance from another tagged particle. In this section we include RDF analysis under applied boundary condition, as boundary conditions doesn’t alter RDF much due to the analysis being limited to mostly the nearest neighbour shells. The RDF analysis in Fig. 9(a), reveals distribution of Si atoms around Mg²⁺ ion and the first major peak indicates the nearest neighbour (NN) distances from central atom (Mg²⁺ ion).

These results and the CN numbers of first NN shell is summarized in Table 5, which reveals that NN bond distance decreases with increasing E-field. The calculated bond distance under E-field application 2.75 Å is closely comparable to experimental²³ and first principal calculation,²⁰,²₃,²⁴ this serves

![Fig. 11](image_url)  
Trajectory profile for 50 ps where data was taken every 0.1 ps. Here, (a) front, (b) top, (c) perspective view ((1) purple-100 K, (2) blue-200 K, (3) sky blue-300 K, (4) orange-400 K, (5) green-500 K).
as a validation step for our current result. However, we notice the highest probability of finding NN atoms is observed under 0.2 & 0.4 V Å⁻¹ and further increase in E-field decreases the probability drastically. We also notice that ≤0.4 V Å⁻¹ peaks seen in Fig. 9(a) is much more ordered that is indicative of solid phase.

Now, in Fig. 9(b) we include the coordination number as a function of cut off distance. In consistent with RDF analysis, we observe highest growth of CN at 0.2 & 0.4 V Å⁻¹, increasing the E-field any further decreases CN to a lower value than that of CN at 0.0 V Å⁻¹. As we know, higher CN value indicates higher chance of bond formation, as Mg²⁺ ion will be surrounded by more Si atom in its NN shell. Hence bond formation is highest at the E-field range of 0.0–0.4 V Å⁻¹. Therefore, we conclude that, even though diffusion increases at higher E-field strength, bond formation doesn’t take place beyond 0.4 V Å⁻¹. On the other hand, even though in the absence of E-field, bond formation takes place as can be seen from RDF graph, we notice from Section 3.1.1, diffusion doesn’t take place in the absence of E-field for any boundary condition. This indicates that there exist an

![Fig. 12](image-url) Changes in (a) RDF analysis & (b) coordination number (CN) under the effect of different temperature.

![Fig. 13](image-url) Smoothed curve: (a) MSD of Mg²⁺ ion in x direction vs. time. (b) MSD behaviour in y direction vs. time, demonstrating randomness (c) MSD behaviour in z direction vs. time, demonstrating randomness. (d) Total MSD vs. time for different direction of E-field application.
optimum E-field range, in our case 0.2–0.4 V Å⁻¹, where E-field is strong enough to ensure diffusion as seen in Section 3.1.1 and weak enough to ensure bond formation with highest CN numbers. This synergy between diffusion and bond formation, will play an important role in defining E-field parameter, even in experimental setup to ensure the intercalation of Mg²⁺ ion in BSA.

3.4 Effect of temperature

The effect of temperature on the Mg intercalation in the BSA was investigated by running the same simulation set-up at temperatures of 100 K, 200 K, 300 K, 400 K & 500 K. From the temperature-dependent MSD curves given in Fig. 10, it is clear that there exists an inflection point between 300 K & 400 K where the extent of diffusion is greatly increased. There is a clear jump in the total MSD for temperatures of 400 K & 500 K (~2500 × 10⁻²⁰ m²) relative to the total MSD at the lower temperatures of 100 K, 200 K & 300 K (~1000 × 10⁻²⁰ m²). Similar to the previous section, the contribution to the total MSD is dominated by the MSD in the x-direction, which is to be expected since the E-field was applied in that direction. The saturation of all five of the curves seems to indicate that Mg–Si coordination and bond formation took place in all five cases, however, the trajectories paint a different picture.

It can be seen from Fig. 11, that for the higher temperatures 400 K & 500 K, the Mg-ions reached the edge of the BSA simulation cell and was only stopped due to interaction with the wall potential. Thus, successful intercalation did not take place.

This is further corroborated by the RDF shown in Fig. 12. For the temperature values of 100 K, 200 K & 300 K, the peaks of the RDF overlap indicating the same coordination number and extent of bond formation between Si and Mg for these temperatures.

However, beyond the inflection point, for temperature values of 400 K & 500 K, only the first peak of the RDF is well defined. The subsequent peaks that were present in the lower temperatures are no longer visible at higher temperatures. The first peak results from the boundary condition imposed on the wall and is representative of the Mg-ion interacting with the wall potential. However, due to the absence of Si atoms beyond the boundary, the coordination with other nearest neighbour atoms does not take place. This indicates that for the BSA structure, operating at temperatures higher than 300 K, causes the diffusion rates to

Fig. 14 Trajectory profile for 50 ps where data was taken every 0.1 ps. Here, (a) front, (b) top, (c) perspective view ((1) yellow-0°, (2) orange-15°, (3) pink-30°, (4) red-45°).
increase beyond the threshold at which bond formation between Si and Mg can slow down Mg diffusion. Thus, the maximum operating temperature for the simulated BSA cell exists in the 300–400 K temperature range.

3.5 Effect of E-field directions

The behaviours of the Mg-ion within the BSA channel doesn’t only depend on the magnitude of the E-field but also on the direction in which it is applied. This direction dependency can be investigated within the framework of our MD study. Since this study is focused on the motion of the Mg-ion through the channel, the variations of the E-field will have to remain confined to the X-Y plane. To illustrate how the behaviour Mg-interaction changes with the E-field direction, 0.4 V Å⁻¹ E-fields were applied at respectively 0°, 15°, 30° & 45° from the positive X-axis in the X-Y plane at a constant 100 K temperature.

As discussed before, the saturation behaviour of the MSD curve illustrated on Fig. 13, denotes the bond formation between Mg–Si within the BSA. It is therefore clear from Fig. 13(d), which denotes the total MSD behaviour of Mg-ion with respect to time and E-field direction, that the most optimal direction for Mg-ion transport within the channel is 15° with respect to the positive-X direction. This is inferred from the higher MSD value (≈1800 × 10⁻²⁰ m²) at which saturation is achieved for Mg-ions traveling at 15°, relative to the other three directions as shown in Fig. 13(d). This contribution to the total MSD is mainly dominated by the increase in the MSD in the X-axis. Therefore, even though the MSD in the Y-axis is largest for E-field in the 30° direction (≈175 × 10⁻²⁰ m²), it is only slightly larger than that for the E-field in the 15° direction (≈150 × 10⁻²⁰ m²). However, in the x-axis, the MSD in the 15° (≈1600 × 10⁻²⁰ m²) is significantly higher compared to the 0°, 30° & 45° directions. This is further confirmed by the visualization of the trajectories of the Mg atom within the BSA as shown in Fig. 14. Even though the same E-field was applied in all 4 directions, it can be clearly seen that the distance travelled by the Mg-ion in the 15° as indicated by the orange path, is the farthest distance relative to all other three directions. The trajectories also confirm the fact that the intercalation did take place within the BSA simulation cell and that the saturation in the MSD curves was not brought on by the Mg-ion hitting the wall potential at the edge of the simulation box.

Additionally, the RDF shown in Fig. 15 demonstrates that while the MSD and travel path for the 15° E-field is significantly greater than the other three directions, the extent of bond formation between the Mg and Si is not affected by altering the E-field direction.

The peaks of the first, second and so on, nearest neighbours overlap for all three directions indicating that the coordination number is the same for all four cases. This illustrates that, at optimal E-field magnitude, altering the direction of the field can enhance the diffusion of Mg within the BSA while still ensuring similar intercalation behaviour as shown by RDF and coordination number.

4 Conclusions

While previous research on MIBs showcase a high rate of de-intercalation (~91.7%) of Mg from nano-Si anode, the reverse process of intercalation has never been achieved, with the prime reason being attributed to large particle sizes. In this current research, it has been shown that by decreasing dimensionality in 2D porous BSA, Mg²⁺ ion can be successfully stored (intercalated). Results further show that there exists an optimum E-field strength that’s strong enough to ensure diffusion of ion in BSA and weak enough to let ion form bonds. For our current simulation setup this E-field value ranges from 0.2 to 0.4 V Å⁻¹. Hence, in the development of a Si-based anode investigation should focus on E-field parameters alongside investigating particle sizes and dimensions.

Mg²⁺ ion under 0.8 V Å⁻¹ shows some interesting results, with the highest displacement in y and z direction as seen from MSD curves and trajectory, also shows the highest interaction energy. Our conclusion is that the ion leaves the channel readily under this high E-field same as an ion under 1 V Å⁻¹; however, unlike 1 V Å⁻¹, this E-field strength is not strong enough to override its tendency to move randomly and hence at 0.8 V Å⁻¹, the ion moves more freely.

Additionally, for a given E-field magnitude, varying the direction of the field changes the diffusion behavior as seen from the direction dependent MSD and trajectory. It has been
demonstrated that among the range of directions between 0° and 45°, the highest diffusion is achieved in the 15° direction. However, the RDF and CN illustrated that the change in field direction did not alter the extent of Si–Mg bond formation and thus led to successful intercalation in all cases.

Furthermore, the effect of temperature has also been investigated leading to the conclusion that there is a maximum operating temperature beyond which the thermal contribution to the diffusion will prevent the bond formation and storage of Mg within the BSA. For the present simulated cell, this inflection point exists between 300 K & 400 K.

The significance of the present research has been in proving the potential of a Si based anode for MIBs that is both inexpensive and highly efficient. Moreover, the compatibility of thesilicencematerial with currently well-established silicon-based semiconductor industry opens the door for using current commercial electrolytes and cathode materials with the demonstrated MIB system.
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