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1. Introduction

The concept of fractional derivatives has become one of the key aspects of applied mathematics because it is more suitable for modelling many real-world problems than the local derivative. As a result, the fractional derivative has received considerable attention and development in a wide range of fields [1–5]. Fractional derivatives are defined in a variety of ways in the mathematical literature, including Riemann–Liouville and Caputo fractional derivatives. Hence, fractional differential equations have attracted the attention of researchers in recent years. The main reason for this is that they are commonly used in chemistry [6], mathematical biology systems [7], electrical engineering [8], systems identification, control theory [9], signal processing, mechanical engineering [10–12], finance and fractional dynamics and so on.

Direct fractional-order diffusion equations have been extensively discussed in the literature; see [13–15]. Often, for many practical studies, there is an unknown parameter that is found in the initial or boundary data or the source term that requires an additional measurement. The inverse fractional-order case introduces an appropriate instrument for describing anomalous diffusion phenomena appeared in chemical [16], biological [17,18], hydrological [19], physical [20,21] and engineering [22,23] fields. In contrast to those classical problems, the studies of inverse problems have not satisfactorily been studied. The mathematical problem of studying inverse problems with non-Fourier heat-conduction constitutive models is extremely novel. The goal of inverse problems for heat-conduction process is to set unknown ingredients of the conduction system from some measurement conditions.
data, which is of major importance in the applied area. Hung and Lin [24] solved the hyperbolic inverse heat-conduction problem. Yang [25] solved the two-dimensional inverse hyperbolic heat problem by modified Newton–Raphson method. Tang and Araki [26] estimated thermal diffusivity and the relaxation parameters for solving the inverse heat equation. Wang and Liu [27] used the total variation regularization method for solving backward time-fractional diffusion problem. Zhang and Xu [28] solved the inverse source problem of the fractional diffusion equation.

Spectral methods are powerful tools for solving different types of differential and integral equations that arise in various fields of science and engineering. In recent decades, they have been adopted in a variety of notable areas [29–38]. In the numerical solutions of fractional differential equations, a variety of spectral methods have recently been used [39,40]. Their major advantages are exponential convergence rates, high accuracy level, and low computational costs. The spectral methods are distinguished over finite difference, finite element, and finite volume in their global, high-accuracy numerical results and have applicability to most problems with integer or fractional orders; see [36,41–43]. Because explicit analytical solutions of space and/or time-fractional differential equations are difficult to obtain in most cases, developing efficient numerical schemes is a very important demand. In various applications, many efficient numerical techniques have been introduced to treat various problems. Presently there is a wide and constantly increasing range of spectral methods and there has been significant growth in fractional differential and integral equations [44] due to their high-order accuracy. Compared to the effort put into analyzing finite difference schemes in the literature for solving fractional-order differential equations, only a little research has been made in developing and analyzing global spectral schemes.

Our main aim in this paper is to provide shifted Jacobi Gauss–Lobatto and shifted Jacobi Gauss–Radau collection schemes for solving fractional inverse heat equations (IHEs). The unknown solution is approximated using the shifted Jacobi polynomials as a truncated series. The collocation technique is provided along with appropriate treatment for addressing the extra condition. This procedure allows us to exclude the unknown function \( \mathcal{Q}(\tau) \) from the equation under consideration. As a result, this problem is reduced to a system of algebraic equations by employing the spectral collocation approach. Finally, in terms of shifted Jacobi polynomials, we can extend the unknown functions \( \mathcal{U}(\xi, \tau) \) and \( \mathcal{Q}(\tau) \). To the best of our knowledge, there are no numerical results on the spectral collocation method for treating the IHEs.

This paper is organized as follows. We introduce some mathematical preliminaries in Section 2. In Section 3.2, we construct the numerical scheme to solve the fractional IHEs with initial-boundary conditions and nonlocal conditions. In Section 4, we solve and analyze some examples to illustrate the efficiency and accuracy of the method. In Section 5, we provide the main conclusions.

2. Preliminaries and Notations

This section introduces some properties of the shifted Jacobi polynomials. The Jacobi polynomials are defined as follows:

\[
\begin{align*}
G^{(\sigma_1, \rho_1)}_k(y) &= (a_k^{(\sigma_1, \rho_1)} y - b_k^{(\sigma_1, \rho_1)}) G^{(\sigma_1, \rho_1)}_k(y) - c_k^{(\sigma_1, \rho_1)} G^{(\sigma_1, \rho_1)}_{k-1}(y), \quad k \geq 1, \\
G^{(\sigma_1, \rho_1)}_0(y) &= 1, \quad G^{(\sigma_1, \rho_1)}_1(y) = \frac{1}{2}(\sigma_1 + \rho_1 + 2)y + \frac{1}{2}(\sigma_1 - \rho_1), \\
G^{(\sigma_1, \rho_1)}_k(-y) &= (-1)^k G^{(\sigma_1, \rho_1)}_k(y), \quad G^{(\sigma_1, \rho_1)}_k(-1) = \frac{(-1)^k \Gamma(k + \rho_1 + 1)}{k! \Gamma(\rho_1 + 1)}, \quad (1)
\end{align*}
\]
where \( \sigma_1, \varrho_1 > -1, y \in (-1, 1) \) and

\[
a_k^{(\sigma_1, \varrho_1)} = \frac{(2k + \sigma_1 + \varrho_1 + 1)(2k + \sigma_1 + \varrho_1 + 2)}{2(k + 1)(k + \sigma_1 + \varrho_1 + 1)},
\]

\[
b_k^{(\sigma_1, \varrho_1)} = \frac{(\varrho_1^2 - \sigma_1^2)(2k + \sigma_1 + \varrho_1 + 1)}{2(k + 1)(k + \sigma_1 + \varrho_1 + 1)} (2k + \sigma_1 + \varrho_1 + 1),
\]

\[
c_k^{(\sigma_1, \varrho_1)} = \frac{(k + \sigma_1)(k + \varrho_1 + 1)}{(k + 1)(k + \sigma_1 + \varrho_1 + 1)} (2k + \sigma_1 + \varrho_1 + 1).
\]

The \( n \)-th order derivative \((n \text{ is an integer)}\) of \( G_j^{(\sigma_1, \varrho_1)}(y) \) can also be obtained from

\[
D^n G_j^{(\sigma_1, \varrho_1)}(y) = \frac{\Gamma(j + \sigma_1 + \varrho_1 + q + 1)}{2^n \Gamma(j + \sigma_1 + \varrho_1 + 1)} G_j^{(\sigma_1, \varrho_1 + n, \varrho_1 + n)}(y).
\] (2)

The analytic form of the shifted Jacobi polynomial \( G_k^{(\sigma_1, \varrho_1)}(y) = G_k^{(\sigma_1, \varrho_1)}(\frac{2y}{L} - 1), L > 0, \)

is written as

\[
G_{L,k}^{(\sigma_1, \varrho_1)}(y) = \sum_{j=0}^{k} (-1)^{k-j} \frac{\Gamma(k + \sigma_1 + \varrho_1 + j + 1)}{\Gamma(j + \sigma_1 + \varrho_1 + 1) \Gamma(k + \sigma_1 + \varrho_1 + 1)(k - j)!L^{j}} y^j
\]

\[
\sum_{j=0}^{k} \frac{\Gamma(k + \sigma_1 + \varrho_1 + j + 1)}{\Gamma(j + \sigma_1 + \varrho_1 + 1) \Gamma(k + \sigma_1 + \varrho_1 + 1)L^{j}} (y - L)^j.
\] (3)

As a result, for any integer \( n \), we can derive the following properties

\[
G_{L,k}^{(\sigma_1, \varrho_1)}(0) = (-1)^k \frac{\Gamma(k + \sigma_1 + 1)}{\Gamma(\sigma_1 + 1) k!},
\]

\[
G_{L,k}^{(\sigma_1, \varrho_1)}(L) = \frac{\Gamma(k + \sigma_1 + 1)}{\Gamma(\sigma_1 + 1) k!}.
\] (4)

\[
D^n G_{L,k}^{(\sigma_1, \varrho_1)}(0) = \frac{(-1)^{k-n} \Gamma(k + \sigma_1 + 1)(k + \sigma_1 + \varrho_1 + 1)n}{L^n \Gamma(k - n + 1) \Gamma(n + \sigma_1 + 1)},
\] (5)

\[
D^n G_{L,k}^{(\sigma_1, \varrho_1)}(L) = \frac{\Gamma(k + \sigma_1 + 1)(k + \sigma_1 + \varrho_1 + 1)n}{L^n \Gamma(k - n + 1) \Gamma(n + \sigma_1 + 1)},
\] (6)

\[
D^n G_{L,k}^{(\sigma_1, \varrho_1)}(y) = \frac{\Gamma(n + k + \sigma_1 + \varrho_1 + 1)n}{L^n \Gamma(k + \sigma_1 + \varrho_1 + 1)} G_{L,k}^{(\sigma_1, \varrho_1 + n, \varrho_1 + n)}(y).
\] (7)

Let \( w_L^{(\sigma_1, \varrho_1)}(y) = (L - y)^{\sigma_1} y^\varrho_1 \). Then, we define

\[
(u, v)_{w_L^{(\sigma_1, \varrho_1)}} = \int_0^L u(y) v(y) w_L^{(\sigma_1, \varrho_1)}(y) \, dy, \quad \|v\|_{w_L^{(\sigma_1, \varrho_1)}} = (v, v)_{w_L^{(\sigma_1, \varrho_1)}}^{1/2}.
\] (8)

The set of the shifted Jacobi polynomials forms a complete \( L^2_{w_L^{(\sigma_1, \varrho_1)}}[0, L] \)-orthogonal system. Furthermore, and as a result of (8), we have

\[
\|G_{L,k}^{(\sigma_1, \varrho_1)}\|_{w_L^{(\sigma_1, \varrho_1)}}^2 = \left( \frac{L}{2} \right) ^{\sigma_1 + \varrho_1 + 1} h_k^{(\sigma_1, \varrho_1)} = h_{L,k}^{(\sigma_1, \varrho_1)},
\] (9)

where

\[
h_k^{(\sigma_1, \varrho_1)} = \frac{2^{\sigma_1 + \varrho_1 + 1} \Gamma(n + \sigma_1 + 1) \Gamma(n + \sigma_1 + 1)}{n \Gamma(n + \sigma_1 + \varrho_1 + 1)(2n + \sigma_1 + \varrho_1 + 1)}.
\]
We denote $y^{(ε_1, ε_1)}_{N,j}$ and $ω^{(ε_1, ε_1)}_{N,j}$, $0 \leq j \leq N$, the nodes and Christoffel numbers on the interval $[-1, 1]$. For the shifted Jacobi on the interval $[0, L]$, we obtain
\[ y^{(ε_1, ε_1)}_{L,N,j} = \frac{L}{2}(y^{(ε_1, ε_1)}_{N,j} + 1), \]
\[ ω^{(ε_1, ε_1)}_{L,N,j} = (\frac{L}{2})^{ε_1+ε_1+1}ω^{(ε_1, ε_1)}_{N,j}, \quad 0 \leq j \leq N. \]

Applying the quadrature rule, for $φ \in S_{2N+1}[0, L]$, we obtain
\[ \int_0^L (L - y)^{ε_1} y^{ε_1} φ(y) dy = \left( \frac{L}{2} \right)^{ε_1+ε_1+1} \int_{-1}^1 (1 - y)^{ε_1}(1 + y)^{ε_1} φ\left( \frac{L}{2}(y + 1) \right) dy \]
\[ = \left( \frac{L}{2} \right)^{ε_1+ε_1+1} \sum_{j=0}^N ω^{(ε_1, ε_1)}_{L,N,j} φ\left( y^{(ε_1, ε_1)}_{L,N,j} \right), \]
\[ = \sum_{j=0}^N ω^{(ε_1, ε_1)}_{L,N,j} φ\left( y^{(ε_1, ε_1)}_{L,N,j} \right), \]
where $S_N[0, L]$ is the set of polynomials of degree at most $N$.

3. Fully Spectral Collocation Treatment

3.1. Initial-Boundary Conditions

First, we developed a numerical technique for dealing with the time-fractional IHEs of the form:
\[ \frac{∂^ν}{∂τ^ν} \left( U(ξ, τ) - U(ξ, 0) \right) = \frac{∂^2}{∂ξ^2} (U(ξ, τ)) + Q(τ)Δ(ξ, τ), \quad (ξ, τ) \in Λ^* × Λ^c, \quad (11) \]
\[ U(ξ, 0) = λ_1(ξ), \quad ξ \in Λ^*, \]
\[ U(0, τ) = λ_2(τ), \quad U(ξ_{end}, τ) = λ_3(τ), \quad τ \in Λ^c, \quad (12) \]
where $ξ$ and $τ$ are used for spatial and temporal variables, respectively. The fractional derivative term $\frac{∂^ν}{∂τ^ν} \left( U(ξ, τ) - U(ξ, 0) \right)$ instead of $\frac{∂^ν}{∂τ^ν} \left( U(ξ, τ) \right)$ is not only to eschew the singularity at zero, but also provide a significative initial condition, where fractional integral is not included [45].

Where $\frac{∂^ν}{∂τ^ν}$ is the fractional temporal derivative in Riemann–Liouville sense,
\[ \frac{∂^ν U(ξ, τ)}{∂τ^ν} = \frac{1}{Γ(1 - ν)} \frac{∂}{∂τ} \int_0^τ U(ξ, s) (s - τ)^{-ν} ds, \]
and $Λ^* \equiv [0, ξ_{end}]$, $Λ^c \equiv [0, τ_{end}]$, $U(ξ, τ)$ and $Q(τ)$ are unknown functions, while $Δ(ξ, τ)$ is a given function. The complexity of the suggested problem is that the function $Q(τ)$ is unknown, which necessitates the determination of an additional condition. To resolve this problem, we use the following energy condition
\[ \int_0^1 U(ξ, τ) dξ = E(τ). \quad (13) \]
Here, the shifted Jacobi Gauss–Lobatto collection method and the shifted Jacobi Gauss–Radau collection scheme are applied to convert the IHEs into a linear system of algebraic equations. We approximate the solution as,

\[ U_{\mathcal{N}, \mathcal{M}}(\xi, \tau) = \sum_{r_1=0,...,\mathcal{N}}^{r_2=0,...,\mathcal{M}} \zeta_{r_1, r_2} G_{\text{end}, r_1}^{r_1, \mathcal{N}}(\xi) G_{\text{end}, r_2}^{r_2, \mathcal{M}}(\tau), \tag{14} \]

where \( G_{\text{end}, r_1}^{r_1, \mathcal{N}}(\xi) \) is used for shifted Jacobi polynomials on \([0, \xi_{\text{end}}]\).

The first derivative \( \frac{\partial}{\partial \xi} (U_{\mathcal{N}, \mathcal{M}}(\xi, \tau)) \) is given as

\[ \frac{\partial}{\partial \xi} (U_{\mathcal{N}, \mathcal{M}}(\xi, \tau)) = \sum_{r_1=0,...,\mathcal{N}}^{r_2=0,...,\mathcal{M}} \zeta_{r_1, r_2} G_{\text{end}, r_1}^{r_1, \mathcal{N}}(\xi) G_{\text{end}, r_2}^{r_2, \mathcal{M}}(\tau), \tag{15} \]

where \( G_{\text{end}, r_1}^{r_1, \mathcal{N}}(\xi) = \frac{\partial}{\partial \xi} (G_{\text{end}, r_1}^{r_1, \mathcal{N}}(\xi)) \). Similarly, we find

\[ \frac{\partial^2}{\partial \xi^2} (U_{\mathcal{N}, \mathcal{M}}(\xi, \tau)) = \sum_{r_1=0,...,\mathcal{N}}^{r_2=0,...,\mathcal{M}} \zeta_{r_1, r_2} G_{\text{end}, r_1}^{r_1, \mathcal{N}}(\xi) G_{\text{end}, r_2}^{r_2, \mathcal{M}}(\tau), \tag{16} \]

where \( G_{\text{end}, r_1}^{r_1, \mathcal{N}}(\xi) = \frac{\partial^2}{\partial \xi^2} (G_{\text{end}, r_1}^{r_1, \mathcal{N}}(\xi)) \). Please note that \( \frac{\partial}{\partial \xi} (G_{\text{end}, r_1}^{r_1, \mathcal{N}}(\xi)) \) and \( \frac{\partial^2}{\partial \xi^2} (G_{\text{end}, r_1}^{r_1, \mathcal{N}}(\xi)) \) can be directly computed using (7). However, the fractional temporal derivative in Riemann–Liouville sense is computed as

\[ \frac{\partial^\nu}{\partial t^\nu} (U(\xi, \tau)) = \sum_{r_1=0,...,\mathcal{N}}^{r_2=0,...,\mathcal{M}} \zeta_{r_1, r_2} G_{\text{end}, r_1}^{r_1, \mathcal{N}}(\xi) G_{\text{end}, r_2}^{r_2, \mathcal{M}}(\tau), \tag{17} \]

where \( G_{\text{end}, r_2}^{r_2, \mathcal{M}}(\tau) = \frac{\partial}{\partial \tau} (G_{\text{end}, r_2}^{r_2, \mathcal{M}}(\tau)) \). Using (3), we obtain

\[ \frac{\partial^\nu}{\partial \tau^\nu} (G_{\text{end}, r_2}^{r_2, \mathcal{M}}(\tau)) = \sum_{k=0}^{r_2} (-1)^{r_2-k} \frac{\Gamma(r_2 + \varepsilon_2 + 1) \Gamma(k + \tau_2 + \varepsilon_2 + \varepsilon_2 + 1)}{\Gamma(k + \varepsilon_2 + 1) \Gamma(r_2 + \tau_2 + \varepsilon_2 + 1)(r_2 - k)!} \frac{\partial^\nu}{\partial \tau^k} (\delta(\tau)), \tag{18} \]

where \( \delta(\tau) = \frac{\Gamma(k+1)\tau^k}{\Gamma(k+1)} \).

When we differentiate, of order \( \nu \), Equation (13) with respect to \( \tau \), we obtain

\[ \int_0^1 \frac{\partial^\nu}{\partial \tau^\nu} \left( U(\xi, \tau) - U(\xi, 0) \right) d\xi = \frac{\partial^\nu}{\partial \tau^\nu} \left( E(\tau) - E(0) \right), \tag{19} \]

merging the previous equation with (11), we obtain

\[ \frac{\partial}{\partial \xi} (U(\xi, \tau))_{\xi = \xi_{\text{end}}} - \frac{\partial}{\partial \xi} (U(\xi, \tau))_{\xi = 0} = \frac{\partial^\nu}{\partial \tau^\nu} (E(\tau) - E(0)) - Q(\tau) \int_0^1 \Delta(\xi, \tau) d\xi, \tag{20} \]

yields,

\[ Q(\tau) = \frac{\Theta(\tau)}{\int_0^1 \Delta(\xi, \tau) d\xi}, \tag{21} \]

where
\[ \Theta(\tau) = E^{(\nu)}(\tau) - E^{(\nu)}(0) - \sum_{r_1 = 0, \ldots, N} \sum_{r_2 = 0, \ldots, M} c_{r_1, r_2, \nu} \Theta_{\tau_{end}}(r_1) \Phi_{\tau_{end}}(r_2) + \sum_{r_1 = 0, \ldots, N} \sum_{r_2 = 0, \ldots, M} c_{r_1, r_2, \nu} \Theta_{\tau_{end}}(r_1) \Phi_{\tau_{end}}(r_2), \]

and \[ E^{(\nu)}(\tau) = \frac{d^\nu}{d\tau^\nu} E(\tau). \] The previous derivatives of spatial and temporal variables are computed at specific nodes as

\[
\left( \frac{d^\nu}{d\tau^\nu} (U(\xi, \tau)) \right)_{\tau = r_1, r_2, \nu} = \sum_{r_1 = 0, \ldots, N} \sum_{r_2 = 0, \ldots, M} c_{r_1, r_2, \nu} \Phi_{\tau_{end}}(r_1) \Phi_{\tau_{end}}(r_2),
\]

\[
\left( \frac{d^{\nu-1}}{d\tau^{\nu-1}} (U(\xi, 0)) \right)_{\tau = r_1, r_2, \nu} = \sum_{r_1 = 0, \ldots, N} \sum_{r_2 = 0, \ldots, M} c_{r_1, r_2, \nu} \Phi_{\tau_{end}}(r_1) \Phi_{\tau_{end}}(r_2),
\]

\[
\left( \frac{d^{\nu-1}}{d\tau^{\nu-1}} (U(\xi, \tau)) \right)_{\tau = r_1, r_2, \nu} = \sum_{r_1 = 0, \ldots, N} \sum_{r_2 = 0, \ldots, M} c_{r_1, r_2, \nu} \Phi_{\tau_{end}}(r_1) \Phi_{\tau_{end}}(r_2),
\]

\[
\left( \frac{d^2}{d\xi^2} (U(\xi, \tau)) \right)_{\tau = r_1, r_2, \nu} = \sum_{r_1 = 0, \ldots, N} \sum_{r_2 = 0, \ldots, M} c_{r_1, r_2, \nu} \Phi_{\tau_{end}}(r_1) \Phi_{\tau_{end}}(r_2).
\]

Additionally, we obtain

\[
Q(\tau_{\tau_{end}, \nu, M}) = \frac{\Theta(\tau_{\tau_{end}, \nu, M})}{\int_0^1 \Delta(\xi, \tau_{\tau_{end}, \nu, M}) d\xi},
\]

where \( n = 0, 1, \ldots, N, \ \nu = 0, 1, \ldots, M. \)

For the proposed spectral collocation technique, Equation (11) is enforced to be zero at \((N - 1) \times (M)\) points. Therefore, adapting (11)–(23), obtain linear system of algebraic equations

\[
\begin{pmatrix}
\mathcal{K}_{1,1} & \mathcal{K}_{1,2} & \cdots & \mathcal{K}_{1,M} \\
\mathcal{K}_{2,1} & \mathcal{K}_{2,2} & \cdots & \mathcal{K}_{2,M} \\
\vdots & \vdots & \ddots & \vdots \\
\mathcal{K}_{N,1} & \mathcal{K}_{N,2} & \cdots & \mathcal{K}_{N,M}
\end{pmatrix}
\begin{pmatrix}
\mathcal{Q}_{1,1} \\
\mathcal{Q}_{2,1} \\
\vdots \\
\mathcal{Q}_{N,1}
\end{pmatrix}
= 
\begin{pmatrix}
\mathcal{P}_{1,1} \\
\mathcal{P}_{2,1} \\
\vdots \\
\mathcal{P}_{N,1}
\end{pmatrix}
\]

where
\[ \mathcal{N}_{n,m} = \begin{cases} 
 Y(\xi_{\text{bound}}^{n}, \tau_{\text{end}, M}) 
 + \sum_{r_1=0}^{N-1} \sum_{r_2=0}^{M-1} \xi_{r_1 \rightarrow r_2} G_{\text{bound}, r_1}^{e^1} G_{\text{end}, r_2}^{e^2} (\xi_{\text{end}}^{n}) G_{\text{end}, r_2}^{e^2} (0), & n = 1, \ldots, N - 1, \ m = 1, \ldots, M; \\
 \sum_{r_1=0}^{N-1} \xi_{r_1 \rightarrow r_2} G_{\text{bound}, r_1}^{e^1} G_{\text{end}, r_2}^{e^2} (\xi_{\text{end}}^{n}) \mathcal{G}_{\text{end}, r_2}^{e^2} (0), & m = 0, n = 1, \ldots, N - 1; \\
 \sum_{r_1=0}^{N-1} \xi_{r_1 \rightarrow r_2} G_{\text{bound}, r_1}^{e^1} (0) G_{\text{end}, r_2}^{e^2} (\xi_{\text{end}}^{n}) \mathcal{G}_{\text{end}, r_2}^{e^2} (0), & n = 0, m = 0, \ldots, M; \\
 \sum_{r_1=0}^{N-1} \sum_{r_2=0}^{M-1} \xi_{r_1 \rightarrow r_2} G_{\text{bound}, r_1}^{e^1} (\xi_{\text{end}}^{n}) \mathcal{G}_{\text{end}, r_2}^{e^2} (\xi_{\text{end}}^{n}) G_{\text{end}, r_2}^{e^2} (0), & n = N, m = 0, \ldots, M. 
 \end{cases} \]

\[ \mathcal{G}_{n,m} = \frac{\mathcal{G}(\xi_{\text{bound}}^{e^1}, \tau_{\text{end}, M})}{\mathcal{G}(\xi_{\text{bound}}^{e^1}, \tau_{\text{end}, M})} - \begin{cases} 
 \lambda_1 (\xi_{\text{bound}}^{e^1}), & m = 0, n = 1, \ldots, N - 1; \\
 \lambda_2 (\tau_{\text{end}, M}), & n = 0, m = 0, \ldots, M; \\
 \lambda_3 (\tau_{\text{end}, M}), & n = N, m = 0, \ldots, M. 
 \end{cases} \]

where

\[ Y(\xi_{\text{bound}}^{n}, \tau_{\text{end}, M}) = \sum_{r_1=0}^{N-1} \sum_{r_2=0}^{M-1} \xi_{r_1 \rightarrow r_2} G_{\text{bound}, r_1}^{e^1} (\xi_{\text{end}}^{n}) \mathcal{G}_{\text{end}, r_2}^{e^2} (\tau_{\text{end}, M}) - \sum_{r_1=0}^{N-1} \sum_{r_2=0}^{M-1} \xi_{r_1 \rightarrow r_2} G_{\text{bound}, r_1}^{e^1} (\xi_{\text{end}}^{n}) \mathcal{G}_{\text{end}, r_2}^{e^2} (\tau_{\text{end}, M}) - \sum_{r_1=0}^{N-1} \sum_{r_2=0}^{M-1} \xi_{r_1 \rightarrow r_2} G_{\text{bound}, r_1}^{e^1} (\xi_{\text{end}}^{n}) \mathcal{G}_{\text{end}, r_2}^{e^2} (\tau_{\text{end}, M}). \]

3.2. Nonlocal Conditions

Here, we develop a numerical scheme to deal with the time-fractional IHFs of the form

\[ \frac{\partial^{\nu}}{\partial t^{\nu}} (U(\xi, t) - U(\xi, 0)) = \frac{\partial^{2}}{\partial x^{2}} (U(\xi, t)) + Q(t) \Delta(\xi, t), \quad (\xi, t) \in \Lambda^{*} \times \Lambda^{0}, \]

\[ U(\xi, 0) = \lambda_1(\xi), \quad \xi \in \Lambda^{*}, \]

\[ U(0, t) + a_1 U(\xi_{\text{end}}, t) = \lambda_2(t), \quad U(0, t) + a_2 U(\xi_{\text{end}}, t) = \lambda_3(t), \quad t \in \Lambda^{0}, \]

where \( \Lambda^{*} = [0, \xi_{\text{end}}], \Lambda^{0} = [0, \tau_{\text{end}}], U(\xi, t) \) and \( Q(t) \) are unknown functions, while \( \Delta(\xi, t) \) is a given one. The energy condition is given by

\[ \int_{0}^{1} U(\xi, t) d\xi = E(t). \]

Using the previous results, we obtain the following linear system of algebraic equations

\[ \begin{pmatrix} N_{1,1} & N_{1,2} & \cdots & N_{1,M} \\ N_{2,1} & N_{2,2} & \cdots & N_{2,M} \\ \vdots & \vdots & \ddots & \vdots \\ N_{N,1} & N_{N,2} & \cdots & N_{N,M} \end{pmatrix} = \begin{pmatrix} \mathcal{G}_{1,1} & \mathcal{G}_{1,2} & \cdots & \mathcal{G}_{1,M} \\ \mathcal{G}_{2,1} & \mathcal{G}_{2,2} & \cdots & \mathcal{G}_{2,M} \\ \vdots & \vdots & \ddots & \vdots \\ \mathcal{G}_{N,1} & \mathcal{G}_{N,2} & \cdots & \mathcal{G}_{N,M} \end{pmatrix}, \]

where
\[
\mathcal{N}_{n,m} = \begin{cases} 
Y(x^{v1,v2}, \tau_{\text{end,M}}), & n = 1, \ldots, N - 1, \ m = 1, \ldots, M; \\
\sum_{r_1=0}^{n} \sum_{r_2=0}^{n} \xi_{r_1,r_2} \mathcal{G}_{\text{end}}^{v1,v1}(\xi_{\text{end,N}}) \mathcal{G}_{\text{end}}^{v2,v2}(0), & m = 0, n = 1, \ldots, N - 1; \\
\sum_{r_1=0}^{n} \sum_{r_2=0}^{n} \xi_{r_1,r_2} \mathcal{G}_{\text{end}}^{v1,v1}(0) \mathcal{G}_{\text{end}}^{v2,v2}(\tau_{\text{end,M}}), & n = 0, m = 0, \ldots, M; \\
\sum_{r_1=0}^{n} \sum_{r_2=0}^{n} \xi_{r_1,r_2} \mathcal{G}_{\text{end}}^{v1,v1}(0) \mathcal{G}_{\text{end}}^{v2,v2}(\tau_{\text{end,M}}), & n = N, = 1, \ldots, M; \\
\sum_{r_1=0}^{n} \sum_{r_2=0}^{n} \xi_{r_1,r_2} \mathcal{G}_{\text{end}}^{v1,v1}(0) \mathcal{G}_{\text{end}}^{v2,v2}(\tau_{\text{end,M}}), & n = N, = 1, \ldots, M; \\
\frac{\Theta(\tau_{\text{end,M}}^{v2,v2})}{\int_{0}^{\Delta(\xi_{\text{end,N}}^{v1,v1}, \tau_{\text{end,M}}^{v2,v2})} d\xi} \Delta(\xi_{\text{end,N}}^{v1,v1}, \tau_{\text{end,M}}^{v2,v2}), & n = 1, \ldots, N - 1, \ m = 1, \ldots, M; \\
\lambda_1(\xi_{\text{end,N}}^{v1,v1}), & m = 0, n = 1, \ldots, N - 1; \\
\lambda_2(\tau_{\text{end,M}}^{v2,v2}), & n = 0, m = 0, \ldots, M; \\
\lambda_3(\tau_{\text{end,M}}^{v2,v2}), & n = N, = 0, \ldots, M.
\end{cases}
\]

where

\[
Y(x^{v1,v2}, \tau_{\text{end,M}}) = \sum_{r_1=0}^{n} \sum_{r_2=0}^{n} \xi_{r_1,r_2} \mathcal{G}_{\text{end}}^{v1,v1}(\xi_{\text{end,N}}) \mathcal{G}_{\text{end}}^{v2,v2}(\tau_{\text{end,M}}) - \\
\sum_{r_1=0}^{n} \sum_{r_2=0}^{n} \xi_{r_1,r_2} \mathcal{G}_{\text{end}}^{v1,v1}(\xi_{\text{end,N}}) \left( \frac{d}{d\tau} \mathcal{G}_{\text{end}}^{v2,v2}(0) \right) \bigg|_{\tau=\tau_{\text{end,M}}} - \\
\sum_{r_1=0}^{n} \sum_{r_2=0}^{n} \xi_{r_1,r_2} \mathcal{G}_{\text{end}}^{v1,v1}(\xi_{\text{end,N}}) \mathcal{G}_{\text{end}}^{v2,v2}(\tau_{\text{end,M}}).
\]

\[
Y(x^{v1,v2}, \tau_{\text{end,M}}) = \frac{\Theta(\tau_{\text{end,M}}^{v2,v2})}{\int_{0}^{\Delta(\xi_{\text{end,N}}^{v1,v1}, \tau_{\text{end,M}}^{v2,v2})} d\xi} \Delta(\xi_{\text{end,N}}^{v1,v1}, \tau_{\text{end,M}}^{v2,v2}),
\]

\[(29)\]

4. Numerical Results

This section is devoted to providing some numerical results to show the robustness and the accuracy of the spectral collocation schemes presented in this work.

Example 1. We consider the following IHEs

\[
\frac{\partial^\nu}{\partial \xi^\nu} \left( U(\xi, \tau) - U(\xi, 0) \right) = \frac{\partial^2}{\partial \xi^2} (U(\xi, \tau)) + \mathcal{Q}(\tau) e^{-\tau} \sin(\pi \xi) \left( \frac{2(-\nu + \tau + 2) \tau^{1-\nu}}{\Gamma(3-\nu)} + \pi^2 (\tau + 1)^2 \right),
\]

\[(30)\]

with the local conditions

\[
U(\xi, 0) = \sin(\pi \xi), \quad \xi \in [0, 1],
\]

\[(31)\]

and the extra energy condition

\[
\int_{0}^{1} U(\xi, \tau) d\xi = \frac{2(\tau + 1)^2}{\pi},
\]

\[(32)\]
the exact solution and unknown source function are given by $U(\xi, \tau) = (\tau + 1)^2 \sin(\pi \xi)$, $Q(\tau) = e^\tau$.

The absolute errors $E_{ud}$ and $E_Q$ are defined as

$$E_{ud}(\xi, \tau) = |U(\xi, \tau) - U_{\text{Approx}}(\xi, \tau)|,$$

$$E_Q(\tau) = |Q(\tau) - Q_{\text{Approx}}(\tau)|.$$

Moreover, the maximum absolute errors $M_{E_{ud}}$ and $M_{E_Q}$ are defined as

$$M_{E_{ud}} = \max E_{ud}(\xi, \tau) (\xi, \tau) \in \Lambda^* \times \Lambda^0,$$

$$M_{E_Q} = \max E_Q(\tau) \tau \in \Lambda^0.$$

Tables 1 and 2 provide the maximum absolute errors $M_{E_{ud}}$ and $M_{E_Q}$ of the approximate solution at various values of parameters. From these results, the proposed scheme provides better numerical results. It is also observed that excellent approximations with a few collocation points are achieved. In Figures 1 and 2, with values of parameters listed in their captions, the numerical solution and its absolute errors functions are displayed, respectively. Additionally, the exact and approximate solutions are readily displayed in Figures 3 and 4 for $Q(\tau)$ and temperature function $U(\xi, \tau)$, respectively. However, absolute errors functions of the temperature and $Q(\tau)$ are displayed in Figures 5–7. Moreover, rate of convergence is displayed in Figures 8 and 9. The exponential convergence of our method is observed in these graphs.

### Table 1. $M_{E_{ud}}$ for problem (30).

| $\nu$ | $(\mathcal{N}', \mathcal{M})$ | CPU Time | $(0, 0, 0)$ | $(0, -0.5, 0, 0.5)$ | $(0, -0.5, 0, 0)$ | $(0, -0.5, 0, 0.5)$ |
|-------|-----------------|----------|--------------|---------------------|----------------|---------------------|
| 0.5   | (4, 4)          | 3.874    | $5.54207 \times 10^{-1}$ | $4.50114 \times 10^{-1}$ | $3.30903 \times 10^{-1}$ | $3.30903 \times 10^{-1}$ |
|       | (8, 8)          | 10.937   | $1.069 \times 10^{-4}$ | $7.62826 \times 10^{-5}$ | $4.23773 \times 10^{-5}$ | $4.23773 \times 10^{-5}$ |
|       | (12, 12)        | 55.062   | $2.84348 \times 10^{-9}$ | $1.93179 \times 10^{-9}$ | $9.20255 \times 10^{-10}$ | $9.20255 \times 10^{-10}$ |
|       | (16, 16)        | 232.329  | $6.33922 \times 10^{-14}$ | $9.6867 \times 10^{-14}$ | $3.18634 \times 10^{-14}$ | $3.18634 \times 10^{-14}$ |
| 0.9   | (4, 4)          | 5.751    | $4.51528 \times 10^{-1}$ | $1.78626 \times 10^{-1}$ | $2.64455 \times 10^{-1}$ | $2.64455 \times 10^{-1}$ |
|       | (8, 8)          | 12.657   | $8.30291 \times 10^{-5}$ | $5.92663 \times 10^{-5}$ | $3.28873 \times 10^{-5}$ | $3.28873 \times 10^{-5}$ |
|       | (12, 12)        | 61.278   | $2.20829 \times 10^{-9}$ | $1.50057 \times 10^{-9}$ | $7.14412 \times 10^{-10}$ | $7.14412 \times 10^{-10}$ |
|       | (16, 16)        | 239.312  | $2.17604 \times 10^{-14}$ | $1.3467 \times 10^{-13}$ | $5.29576 \times 10^{-14}$ | $5.29576 \times 10^{-14}$ |
| 1.0   | (4, 4)          | 3.39     | $4.24550 \times 10^{-1}$ | $3.41265 \times 10^{-1}$ | $2.47565 \times 10^{-1}$ | $2.47565 \times 10^{-1}$ |
|       | (8, 8)          | 8.812    | $7.71774 \times 10^{-5}$ | $5.510238 \times 10^{-5}$ | $3.05607 \times 10^{-5}$ | $3.05607 \times 10^{-5}$ |
|       | (12, 12)        | 58.25    | $2.05212 \times 10^{-9}$ | $1.39463 \times 10^{-9}$ | $6.638062 \times 10^{-10}$ | $6.638062 \times 10^{-10}$ |
|       | (16, 16)        | 235.514  | $1.5614 \times 10^{-14}$ | $1.02934 \times 10^{-14}$ | $4.37859 \times 10^{-15}$ | $4.37859 \times 10^{-15}$ |

### Table 2. $M_{E_Q}$ for problem (30).

| $\nu$ | $(\mathcal{N}', \mathcal{M})$ | CPU Time | $(0, 0, 0)$ | $(0, -0.5, 0, 0.5)$ | $(0, -0.5, 0, 0)$ | $(0, -0.5, 0, 0.5)$ |
|-------|-----------------|----------|--------------|---------------------|----------------|---------------------|
| 0.5   | (4, 4)          | 2.37763  | $1.93756 \times 10^{-1}$ | $1.47532 \times 10^{-1}$ | $1.47532 \times 10^{-1}$ | $1.47532 \times 10^{-1}$ |
|       | (8, 8)          | 5.79538  | $4.13846 \times 10^{-5}$ | $2.31711 \times 10^{-5}$ | $5.47435 \times 10^{-10}$ | $5.47435 \times 10^{-10}$ |
|       | (12, 12)        | 1.68474  | $1.1447 \times 10^{-9}$ | $5.16351 \times 10^{-13}$ | $5.16351 \times 10^{-13}$ | $5.16351 \times 10^{-13}$ |
|       | (16, 16)        | 1.83853  | $5.48228 \times 10^{-13}$ | $1.28564 \times 10^{-13}$ | $1.28564 \times 10^{-13}$ | $1.28564 \times 10^{-13}$ |
| 0.9   | (4, 4)          | 1.84722  | $1.49677 \times 10^{-1}$ | $1.13969 \times 10^{-1}$ | $1.13969 \times 10^{-1}$ | $1.13969 \times 10^{-1}$ |
|       | (8, 8)          | 4.46693  | $3.19146 \times 10^{-5}$ | $1.78888 \times 10^{-5}$ | $1.78888 \times 10^{-5}$ | $1.78888 \times 10^{-5}$ |
|       | (12, 12)        | 1.31451  | $8.93408 \times 10^{-10}$ | $4.27471 \times 10^{-10}$ | $4.27471 \times 10^{-10}$ | $4.27471 \times 10^{-10}$ |
|       | (16, 16)        | 1.7919   | $3.80598 \times 10^{-14}$ | $2.26041 \times 10^{-13}$ | $2.26041 \times 10^{-13}$ | $2.26041 \times 10^{-13}$ |
| 1.0   | (4, 4)          | 1.725    | $1.39696 \times 10^{-1}$ | $1.06407 \times 10^{-1}$ | $1.06407 \times 10^{-1}$ | $1.06407 \times 10^{-1}$ |
|       | (8, 8)          | 4.16394  | $2.97589 \times 10^{-5}$ | $1.66843 \times 10^{-5}$ | $1.66843 \times 10^{-5}$ | $1.66843 \times 10^{-5}$ |
|       | (12, 12)        | 1.22865  | $8.35128 \times 10^{-10}$ | $3.99611 \times 10^{-10}$ | $3.99611 \times 10^{-10}$ | $3.99611 \times 10^{-10}$ |
|       | (16, 16)        | 9.76996  | $6.21725 \times 10^{-15}$ | $2.66454 \times 10^{-15}$ | $2.66454 \times 10^{-15}$ | $2.66454 \times 10^{-15}$ |
Figure 1. Numerical solution of the problem (30), where $\sigma_1 = \rho_1 = \sigma_2 = \rho_2 = 0, \nu = 0.5$ and $N = M = 16$.

Figure 2. Absolute errors graph of the problem (30), where $\sigma_1 = \rho_1 = \sigma_2 = \rho_2 = 0, \nu = 0.5$ and $N = M = 16$. 
Figure 3. Curves of the exact and numerical solutions of $Q(\tau)$ of the problem (30), where $\sigma_1 = \rho_1 = \sigma_2 = \rho_2 = 0$, $\nu = 0.5$ and $N = M = 16$.

Figure 4. $x$-Curves of the exact and numerical solutions of $U(\xi, \tau)$ of the problem (30), where $\sigma_1 = \rho_1 = \sigma_2 = \rho_2 = 0$, $\nu = 0.5$ and $N = M = 16$. 
Figure 5. $\tau$-Absolute errors $E_u(0.5, \tau)$ graph of the problem (30), where $\sigma_1 = \rho_1 = \sigma_2 = \rho_2 = 0$, $\nu = 0.5$ and $N = M = 16$.

Figure 6. $\xi$-Absolute errors graph $E_u(\xi, 0.5)$ of the problem (30), where $\sigma_1 = \rho_1 = \sigma_2 = \rho_2 = 0$, $\nu = 0.5$ and $N = M = 16$. 
Figure 7. Absolute errors $E_Q(\tau)$ graph of the problem (30), where $\sigma_1 = \sigma_2 = \varphi_1 = \varphi_2 = 0$, $\nu = 0.5$ and $N = M = 16$.

Figure 8. $M_E$ convergence of problem (30), where $\sigma_1 = \sigma_2 = \varphi_1 = \varphi_2 = 0$, $\nu = 0.5$. 
Example 2. We consider the IHEs

\[
\frac{\partial^\nu}{\partial t^\nu} \left( U(\xi, \tau) - U(\xi, 0) \right) = \frac{\partial^2}{\partial x^2} (U(\xi, \tau)) + Q(\tau) \cos \left( \pi \left( \xi + \frac{1}{4} \right) \right) \left( \frac{2\tau^{-v}}{\Gamma(3-v)} + \pi^2 \right), \quad (\xi, \tau) \in [0, 1] \times [0, 1],
\]

with the nonlocal conditions

\[
U(\xi, 0) = \sin(\pi \xi), \quad \xi \in [0, 1],
\]

\[
U(0, \tau) = U(1, \tau), \quad \frac{\partial}{\partial x} \left( U(\xi, \tau) \right) \bigg|_{\xi=0} + \pi U(0, \tau) = 0, \quad \tau \in [0, 1],
\]

and the extra energy condition

\[
\int_0^1 U(\xi, \tau) d\xi = -\frac{\sqrt{2} \tau^2}{\pi},
\]

the exact solution and unknown source function are given by

\[
U(\xi, \tau) = \tau^2 \cos \left( \pi \xi + \frac{\pi}{4} \right), \quad Q(\tau) = \tau^2.
\]

Tables 3 and 4 display the maximum absolute errors \( M_{E_U} \) and \( M_{E_Q} \) of the approximate solution at different values of parameters, respectively. In Figures 10 and 11, with values of parameters listed in their captions, numerical solution and absolute errors graphs are displayed, respectively. Additionally, the exact and approximate solutions are displayed in Figures 12 and 13 for \( Q(\tau) \) and temperature function \( U(\xi, \tau) \), respectively. However, absolute errors curves of the temperature and \( Q(\tau) \) functions are displayed in Figures 14–16.
### Table 3. $M_{El}$ for problem (33).

| $\nu$ | ($N, M$) | (0, 0, 0, 0) | (0, −0.5, 0.5) | (−0.5, −0.5, 0, 0) | (−0.5, −0.5, 0.5, 0.5) |
|-------|-----------|-------------|----------------|--------------------|------------------------|
| 0.5   | (4,4)     | 1.27607 $\times 10^{-1}$ | 3.15438 $\times 10^{-2}$ | 8.46812 $\times 10^{-2}$ | 8.46738 $\times 10^{-2}$ |
|       | (8,8)     | 4.7085 $\times 10^{-5}$  | 3.90995 $\times 10^{-5}$ | 1.91081 $\times 10^{-5}$ | 1.91082 $\times 10^{-5}$ |
|       | (12,12)   | 1.66851 $\times 10^{-9}$| 1.97664 $\times 10^{-9}$ | 5.41362 $\times 10^{-10}$ | 5.41373 $\times 10^{-10}$ |
|       | (16,16)   | 2.0849 $\times 10^{-14}$ | 3.87468 $\times 10^{-14}$ | 1.69864 $\times 10^{-14}$ | 3.38618 $\times 10^{-14}$ |
| 0.9   | (4,4)     | 1.17572 $\times 10^{-1}$ | 3.60552 $\times 10^{-2}$ | 7.75196 $\times 10^{-2}$ | 7.74936 $\times 10^{-2}$ |
|       | (8,8)     | 4.15201 $\times 10^{-5}$ | 2.09117 $\times 10^{-5}$ | 1.65554 $\times 10^{-5}$ | 1.67636 $\times 10^{-5}$ |
|       | (12,12)   | 1.63111 $\times 10^{-9}$| 1.97664 $\times 10^{-9}$ | 5.35284 $\times 10^{-10}$ | 3.46596 $\times 10^{-10}$ |
|       | (16,16)   | 9.74665 $\times 10^{-11}$ | 7.43456 $\times 10^{-11}$ | 1.87779 $\times 10^{-11}$ | 1.60306 $\times 10^{-11}$ |

### Table 4. $M_{EQ}$ for problem (33).

| $\nu$ | ($N, M$) | (0, 0, 0, 0) | (0, −0.5, 0.5) | (−0.5, −0.5, 0, 0) | (−0.5, −0.5, 0.5, 0.5) |
|-------|-----------|-------------|----------------|--------------------|------------------------|
| 0.5   | (4,4)     | 1.81999 $\times 10^{-1}$ | 6.99633 $\times 10^{-3}$ | 1.22372 $\times 10^{-1}$ | 0.122373 $\times 10^{-1}$ |
|       | (8,8)     | 8.67215 $\times 10^{-5}$ | 4.68354 $\times 10^{-5}$ | 3.46128 $\times 10^{-5}$ | 3.46127 $\times 10^{-5}$ |
|       | (12,12)   | 3.25847 $\times 10^{-9}$| 2.82092 $\times 10^{-9}$ | 1.05757 $\times 10^{-9}$ | 1.05754 $\times 10^{-9}$ |
|       | (16,16)   | 7.70495 $\times 10^{-14}$ | 6.28386 $\times 10^{-14}$ | 4.31877 $\times 10^{-14}$ | 4.75175 $\times 10^{-14}$ |
| 0.9   | (4,4)     | 1.52889 $\times 10^{-1}$ | 2.92712 $\times 10^{-2}$ | 1.01293 $\times 10^{-1}$ | 1.0128 $\times 10^{-1}$ |
|       | (8,8)     | 7.33228 $\times 10^{-5}$ | 1.97339 $\times 10^{-5}$ | 2.9295 $\times 10^{-5}$ | 2.93316 $\times 10^{-5}$ |
|       | (12,12)   | 2.13166 $\times 10^{-9}$| 2.82092 $\times 10^{-9}$ | 6.91775 $\times 10^{-10}$ | 7.22927 $\times 10^{-10}$ |
|       | (16,16)   | 6.70036 $\times 10^{-11}$ | 5.29218 $\times 10^{-11}$ | 1.33994 $\times 10^{-10}$ | 1.13941 $\times 10^{-11}$ |

Figure 10. Numerical solution of the problem (33), where $\sigma_1 = \sigma_2 = \rho_1 = \rho_2 = 0$, $\nu = 0.9$ and $N = M = 16$. 

![Numerical solution of the problem (33)](image-url)
Figure 11. Absolute errors graph of the problem (33), where $\sigma_1 = q_1 = \sigma_2 = q_2 = 0$, $\nu = 0.9$ and $N = M = 16$.

$E_\phi(\xi, \tau)$

Figure 12. Curves of the exact and numerical solutions of $Q(\tau)$ of the problem (33), where $\sigma_1 = q_1 = \sigma_2 = q_2 = 0$, $\nu = 0.9$ and $N = M = 16$. 

$Q(\tau)$ and $Q_{\text{pro}}(\tau)$
Figure 13. $x$-Curves of the exact and numerical solutions of $U(\xi, \tau)$ of the problem (33), where $\sigma_1 = \sigma_2 = \omega_2 = 0, \nu = 0.9$ and $N = M = 16$. 

Figure 14. $\tau$-Absolute errors $E_U(0.5, \tau)$ graph of the problem (33), where $\sigma_1 = \sigma_2 = \omega_2 = 0, \nu = 0.9$ and $N = M = 16$. 
5. Conclusions

We have constructed fully shifted Jacobi collocation schemes to study the time-fractional IHEs. Various orthogonal polynomials can be acquired as a particular case of the shifted Jacobi polynomials, such as the shifted Chebyshev of the first or second or third or fourth kind, shifted Legendre, and shifted Gegenbauer. Recently, shifted Jacobi polynomials have been used for solving fractional problems via collocation techniques and have acquired growing popularity due to the ability to obtained the approximate solution
depends on the shifted Jacobi parameters $\sigma$ and $\varphi$. The powerful proposed approach yielded impressive numerical results that demonstrate the algorithm’s great efficiency. The study was treated with both local and nonlocal conditions. The algorithm’s results open the way for more studies in this field to be conducted in the future to display additional results in the future.
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