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Abstract—In this work, we explore four common algorithms for community detection in networks, namely Agglomerative Hierarchical Clustering, Divisive Hierarchical Clustering (Girvan-Newman), Fastgreedy and the Louvain Method. We investigate their mechanics and compare their differences in terms of implementation and results of the clustering behavior on a standard dataset. We further propose some enhancements to these algorithms that show promising results in our evaluations, such as self-neighboring for Neighbor Matrix constructions, a deterministic slightly faster version of the Louvain Method that favors less bigger clusters and various implementation changes to the Fastgreedy algorithm.
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I. INTRODUCTION

A. Motivation

Community detection is a hot topic in network research, with a wide field of possible applications. As networks and graphs are able to offer abstract representations of many different domains, such as social dynamics, disease spread, customer behaviour, and many more, community detection can be employed to analyze and solve a whole range of different problems especially in the field of sociology. It is also applicable in other areas, such as, e.g., biology (protein-protein interaction networks), computer science (for instance finding groups of sites dealing with similar topics), and disease control, e.g., in cattle-trade networks [2].

Whereas there are a multitude of new proposals for community detection algorithms [3], we in this work follow a different research direction. Instead of designing the next iteration of some algorithmic variant, we take a step back and investigate the technical implementation of common algorithms, based on four selected examples: Agglomerative [3] §4.2] and Divisive (Girvan-Newman) [4], Hierarchical Clustering, the Louvain Method [5], and Fastgreedy [6], which will be presented in the following sections.

To this end, we illustrate and study the general workings of each of these algorithms, give details on their implementation, and discuss on how they as thus differ in terms of results and clustering behavior. In this investigation, our aim is on the one hand to provide a different perspective on these algorithms, namely, from a technical point of view, but on the other hand, our approach also allows us to provide ideas for new enhancements and optimizations of these seminal works, also outlining possible future research directions.

To this end, we discuss related work in §II present the selected algorithms in §III discuss results and adaptions to them in §IV concluding and proposing next steps in §V

B. Contributions

We propose, implement from scratch, and evaluate a range of adaptations to these well-known algorithms, namely:

1) Self-neighboring: for agglomerative hierarchical clustering (using the euclidean distance as the distance function to minimize), self-neighboring changes how the neighbor matrix is being constructed and manages to close "gaps" in the clustering results that would otherwise happen without self-neighboring.

2) A deterministic Louvain method that is slightly faster than its counterpart and creates smaller bigger clusters.

3) An enhancement and simplification of the Fastgreedy algorithm concerning the usage of data structures to be slightly faster and also easier to implement, with the trade-off of more memory usage.

4) We validate the proposed adaptation of the Girvan-Newman method by Meghanathan on a standard data set.

5) Lastly, in order to guarantee reproducibility and facilitate other researchers to build upon our work, we make our source code publicly available [7].

II. BACKGROUND

There are various methods to perform community detection or clustering in (social) networks. One of the most well-known overviews of this area is by Fortunato [8] who performed an extensive survey on the topic and compared the different algorithms in terms of quality (using normalized mutual information) and runtime complexity. We follow his work to select four common approaches to community detection, to investigate and compare their implementation details, and to propose and evaluate different enhancements.

A first approach of interest is the Louvain Method by Blondel et al. [3], a greedy optimization algorithm for community detection. The Louvain Method uses modularity as its quality metric, showing positive results in comparison with other community detection algorithms on multiple data sets [5].

An abbreviated version of this article appears in [1].

1Nearly 10000 citations on Google Scholar.
Another popular method is by means of hierarchical clustering. As there various approaches in this area, we give a brief overview here: Abbas compares them to k-means, self-organization maps, and expectation maximization based techniques and categorizes the kind of data that fits best for each approach [8]. Others compare the performance of different linkage function for agglomerative techniques, such as Yu et al. [9] evaluating their technique based on single and complete link clustering. Further works investigate new metrics and algorithms through which to further optimize hierarchical clustering. For instance, Charpentier [10] introduces a new way of doing hierarchical clustering using a modularity score called ‘Paris’ and Bonald et al. [11] present another new technique utilizing Node Pair Sampling. Bateni et al. [12] developed Affinity for Google Research, a hierarchical clustering approach that is able to handle trillions of nodes through MapReduce. Our work focuses on understanding and visualizing the differences of agglomerative clustering based on fundamental decisions such as distance and linkage functions, and moreover we will provide some intuition on how the clustering algorithm behaves based on the underlying choices and how these can affect the structure of the resulting clusters.

Furthermore, Girvan et al. [4] proposed a method for detecting community structures using a concept called “Edge Betweenness”. They focused on social and biological networks like the now popular graph based on the “Karate Club dataset” by Zachary [13]. The algorithm can be described as a divisive hierarchical clustering algorithm and is nowadays well-known under the name Girvan-Newman algorithm.

Lastly, regarding modularity based community detection algorithms, the Louvain Method from Blondel et al. [5] is a more modern development in this area. The work of Clauset et al. [6] can be seen as an enhancement of the algorithm from Newman and Girvan [14] and also implements greedy optimization techniques based on modularity. Moreover, Clauset [6] performed some shortcuts regarding the optimizations and included more sophisticated data structures.

III. ON INVESTIGATING COMMUNITY DETECTION

In this section, we investigate the four selected standard approaches to community detection, namely, Agglomerative Hierarchical Clustering (§III-A), Divisive Hierarchical Clustering (§III-B), Fastgreedy (§III-D), and the Louvain Method (§III-C). To this end, for each approach, we first provide an overview, and then present our implementation details and test configurations, which motivate possible enhancements.

A. Agglomerative Hierarchical Clustering

1) Overview: Agglomerative Clustering describes a bottom-up approach: given a network, each node starts off as its own cluster. Step by step, the closest nodes/clusters are joined together. This step is repeated until there is only one cluster left, containing all nodes in the network. As the word closest suggests, there needs to be a way to determine what close indicates, performed by a distance function. The distance function is always a function between two nodes i and j, and can vary highly in its complexity. We will test some widely deployed distance functions and see how they change the clustering behaviour later on. Additionally, there needs to be a method to not only measure the distance between nodes, but also between clusters, for which we employ linkage functions. The linkage function describes how to apply the distance function to a group of nodes. We will discuss how this affects the algorithm later in this section.

Agglomerative Clustering describes a bottom-up approach where nodes or a group of nodes are merged one-by-one until there is only one cluster left. The deciding elements for such an approach are which distance function and which linkage function to use. The distance function gives the definition of “closeness” within the graph and the linkage function describes how to apply the distance function to node groups.

Other elements that need to be known prior to running the algorithm are the degree of each node i, denoted as ki, and the Neighbor Matrix n, where each element nij describes the number of adjacent nodes which i and j share in common. Some distance functions also require to know the overall number of nodes in the network N.

Lastly, we use a horizontal separation line (HSL) that describes the strictness of the grouping. A dendrogram encodes the order in which the nodes and clusters are joined together in a tree-like structure, so that we can define the HSL to divide the final dendrogram into separate groups again. The decision on where to place the HSL has a major influence on the final results, as every vertical dendrogram line the HSL crosses will define its own cluster. The higher up the HSL is placed, the fewer the amount of final clusters.

2) Implementation and Test Configurations: Our implementations [7] are designed to be modular, such that core components can be swapped and replaced according to the use case. To this end, one can utilize different distance functions, linkage functions, and height of the HSL (among others), and plug in further functions.

We compare three linkage functions and analyzed their behavior, also in comparison to the other algorithms. The distance function used was the network-centric version of the Euclidean distance, defined as \( d_{ij} = k_i + k_j - 2n_{ij} \), meaning the distance between two nodes is the sum of their degrees minus the amount of nodes that neighbor both. Using this distance function gave results comparable to the other algorithms, as nodes will be grouped first by their network-centric spatial distance.

Concerning the linkage function, there are multiple ways of applying the distance function to determine the distance \( d(A, B) \) between two clusters A, B. We list the most common:

1) minimum or single-linkage:

\[ d(A, B) = \min \{d(a,b) | a \in A, b \in B \} \]

2) maximum or complete-linkage:

\[ d(A, B) = \max \{d(a,b) | a \in A, b \in B \} \]
3) **average linkage:**

\[ d(A, B) = \frac{1}{|A| |B|} \sum_{a \in A} \sum_{b \in B} d(a, b) \]

Finally, the last important parameter to pass in is the HSL height. The lower the value, the higher up the HSL will be placed, thus reducing the number of final clusters. Our implementation allows to either pass in this value in an absolute or relative level: absolute meaning the precise step-number (counting from the top downward), or a relative level \( rel \) where \( 0 \leq rel \leq 1 \), 0 meaning a line placed at the very top of the dendrogram and 1 meaning the very bottom.

This set of parameters and functions was the baseline for experimenting with our own implementation of the algorithm and inspecting their differences in terms of resulting clusters. We will discuss these results and further adaptations in \( \text{IV-A} \).

**B. Divisive Hierarchical Clustering (Girvan-Newman)**

1) **Overview:** The Girvan-Newman algorithm uses a Divisive Clustering approach. In other words, the algorithm deletes edges to form clusters. It was published in 2002 by Girvan and Newman \([4]\) and describes the concept of “Edge Betweenness Centrality” (EBC), defined as the number of shortest paths through an edge. The Girvan-Newman algorithm uses this value to decide which edge to “cut”. It consists of 4 steps:

1. Calculate the betweenness for all edges in the network,
2. remove the edge with the highest betweenness,
3. recalculate betweennesses for all edges,
4. and repeat from Step 2 until no edges remain.

This calculation can be divided into 3 phases:

1) Creating a tree using breadth-first search for each node,
2) setting the number of shortest paths for each node,
3) and calculating the edge betweenness score bottom-up.

Calculating the edge betweenness score for each node in a tree is performed by \( e_{ij} = (s_j + \sum_{n} e_{ni})/(s_i) \), where

- \( e_{ij} \) is the edge betweenness between node \( i \) and node \( j \).
- \( s_j \) describes the number of shortest paths of the node \( j \) and \( s_i \) stands for the number of shortest paths of node \( i \).
- \( \sum_{n} e_{ni} \) is the sum of all edge betweennesses from the neighbours of node \( i \) below it.

After finishing this procedure, the resulting edge betweennesses in the trees are summed up together and build the edge betweennesses of the original graph. Next, the edge with the highest score is cut and we recalculate the betweennesses for all edges affected by the removal before we repeat this process.

2) **Implementation:** At the core of the program is the breadth-first search, used for the calculation of the edge betweenness, but also for labeling the communities. As the algorithm would continue to cut edges until every node is a community itself, the user needs to specify the maximum number of wanted communities as a parameter. However, there is no clear answer on how many communities to cluster to, as it varies from network to network. To obtain comparable results we use the network based on the Karate Club dataset from Zachary \([13]\), which became popular after its’ use by Girvan et al. \([4]\). The results are discussed in \( \text{IV-B1} \).

**C. Louvain Method**

1) **Overview:** The Louvain Method was published in 2008 by Blondel et al. \([5]\). It was named after the University of Louvain in Belgium where the authors worked.

It is a heuristic-based greedy approach that aims to partition the graph into communities that optimize the modularity score, where modularity is a score between -1/2 and 1\(^2\). The value of 1 can only be achieved on a graph with no edges and the value of -1/2 is only achievable on bipartite graphs if one clusters nodes along their parts \([15]\). A heuristic is chosen as the actual modularity optimization is NP-complete \([16]\). Modularity measures the density of links inside clusters/communities in comparison to links between them, or similarly said, it is a measure for the strength of division of a network into modules. The formula for the computation of the modularity in weighted undirected networks is \([3, 5]\):

\[ Q = \frac{1}{2m} \sum_{ij} [A_{ij} - \frac{k_i k_j}{2m}] \cdot \delta(c_i, c_j), \]

where

- \( m \) is the sum of all edge weights in the network (if the weight is always 1 it is just the total number of edges).
- \( i \) and \( j \) are nodes,
- \( c_i \) and \( c_j \) denote the community assignments of the respective node.
- \( A_{ij} \) denotes the edge weight between nodes \( i \) and \( j \).
- \( k_i \) and \( k_j \) stands for the sum of weights of incoming nodes to \( i \) and \( j \) respectively.
- \( \delta(c_i, c_j) \) is the Kronecker-delta-function.

The Louvain method uses this formula indirectly as an objective function that gets optimized in a heuristic based greedy way. The algorithm consists of 2 distinct steps \([5]\):

1) For each node \( i \) in the graph calculate the change in modularity that happens when removing it from its current community \( c_i \) and adding it to every of its neighbouring communities. Then perform the swap that results in the biggest increase in modularity. If no positive change is observed the algorithm terminates.

2) Merge all nodes belonging to the same community together into one node where all internal connections (from nodes of community \( c_i \) to nodes of \( c_i \)) become a self-loop to the same node and all external/ outgoing connections (from nodes of a community \( c_i \) to nodes of a different community \( c_j \)) are also merged into one edge. The weight of the merged edge is the sum of edge-weights from all edges merged together.

In order to calculate the change in modularity when node \( i \) gets assigned to the community \( c_j \) of one of its neighbours in Step 1), a more efficient formula is used that does not require to compute a sum over all nodes \([5]\), by setting \( \Delta Q = \left[ \frac{\Sigma_{k=1}^{m} + 2k_i}{2m} - \left( \frac{\Sigma_{k=1}^{m} + 2k_i}{2m} \right)^2 \right] - \left[ \frac{\Sigma_{k=1}^{m} - \left( \frac{\Sigma_{k=1}^{m}}{2m} \right)^2}{2m} - \left( \frac{k_i}{2m} \right)^2 \right] \), where

\(^2\)wrongly reported to be -1 to 1 in the original paper \([5]\)
• $k_{i,in}$ is the sum of weights of all edges from node "$i" to target Community $c_j$.
• $k_i$ stands for the sum of weights of all edges incoming to node $i$.
• $\Sigma_{in}$ denotes sum of weights of internal nodes of target Community $c_j$ (sum of weights of edges between nodes of Community $c_j$).
• $\Sigma_{tot}$ equals the sum of weights of all edges that go to the target Community $c_j$ (also includes $\Sigma_{in}$).

However we believe this not to be the “complete” formula to calculate $\Delta Q$ since the original paper [5] states:

“A similar expression is used in order to evaluate the change of modularity when i is removed from its community. In practice, one therefore evaluates the change of modularity by removing i from its community and then by moving it into a neighbouring community.”

Surprisingly, this similar expression to compute the change in modularity $\Delta Q$ for the initial removal is never mentioned in the original paper itself [5], as well as any other literature we came across during our investigations. We discuss whether or not the formula is incomplete and the implications in §IV-C2.

Moving on, the algorithm starts by assigning each node of the network to its own community and then iterates through all in Step 1. The way how it reduces the network in the merging step 2 and the efficient calculation of modularity change are the reasons why the runtime is more efficient than other similar approaches that aim to maximize modularity as well as other community detection methods overall. Its biggest advantage is that it delivers very good results in terms of modularity in a runtime-complexity of $O(n \cdot \log_2 n)$ where $n$ is the number of nodes in the network [17], which outperforms many other community-detection algorithms, as shown by the original authors of the method [5].

2) Planned Adaptations/Experiments: We investigated the following modifications of the Louvain algorithm:

• First, we used the formula that computes the modularity of the whole current partitioning for the network. This would be computationally inefficient, but it would further help to clarify whether the formula for the change in modularity as discussed in §II-C1 is complete or not and it would be interesting to see the quality improvements (in terms of modularity) by using this approach.
• Then, we checked how to improve the community assignment of nodes and save iterations by chaining community assignments together. In its normal form, the algorithm assigns each node to the community of the best neighbours or the assignment stays the same. This step is done for every node. Hence, in this way, there might be some inefficient assignment where, e.g., node 1 is assigned to $c_2$, node 2 is assigned to $c_3$, and node 3 is assigned to $c_4$, and we propose to instantly merge nodes 1,2,3 together into the same community.
• Additionally, we also studied the effect of the node order (the order in which the nodes get iterated through in step 1 of the algorithm). The original paper [5] states that preliminary results on several test cases seem to indicate that the order of the nodes does not have a significant influence on the result quality in terms of overall modularity score. We therefore randomize the order of nodes in our implementation and want to see how the results differ by running the algorithm repeatedly on the same datasets.
• Lastly, we attempted to remove some of the greedy aspects of the algorithm by removing the merging step. This of course greatly increases the runtime complexity, but it would be interesting to see if one could make such adaptations to get a better result (in terms of modularity) and in essence trade runtime complexity for result-quality. This would make sense if one would e.g. only use the algorithm on a smaller network/graph where quality would be more important than execution speed.

These adaptations and experiments are discussed in §IV-C.

D. Fastgreedy

1) Overview: The following algorithm was not given a name by it original authors, and hence we use the name Fastgreedy, as proposed by Yang et al. [18]. The Fastgreedy algorithm was first published by Clauset et al. [6] in 2004. Similar to the Louvain Method discussed in §III-C, this algorithm is based on modularity.

This is a modification of the algorithm proposed in [14]. Both algorithms use a greedy optimization approach or top-down approach, where at the beginning each vertex represents a community on its own. The algorithms repeatedly join two vertices together whose combination produces the largest increase in $Q$. In other words, in a network which consists of $n$ vertices, we are left with $n − 1$ such joins at the end of the process, at which point the algorithm stops. The most straightforward implementation of this algorithm, and also the only one considered in [14], is to store the adjacency matrix of a given graph as an array of integers, where rows and columns are repeatedly merged as the corresponding communities are merged.

The Fastgreedy algorithm discussed in this paper achieves to be more efficient in speed and memory usage by eliminating these needless operations. The operation of the algorithm involves finding the changes in $Q$ that would result from the amalgamation of each pair of communities and then choosing the largest of them and performing the corresponding join of communities.

2) Implementation: In this enhanced version of the algorithm proposed in [14], rather then maintaining the adjacency matrix and calculating the $\Delta Q_{ij}$, a matrix of updates of $\Delta Q_{ij}$ is maintained. The reason is that since joining two communities with no edges between them can never increase $Q$, only the $\Delta Q_{ij}$ need to to be stored for pairs $i,j$ that are connected by one or more edges. To keep track of the largest $Q$ the authors also make use of of efficient data structures to keep track of the largest $\Delta Q_{ij}$. These improvements result in considerable savings both in time and memory. There are
a total of three data structures that need to be maintained throughout the process:

1) A sparse matrix containing $\Delta Q_{ij}$ for each pair $i,j$ of communities with at least one edge between them. The authors here propose to store each row of the matrix as an balanced binary tree so that each element can be found or inserted at a time complexity of $O(\log n)$ and as a max-heap, so that the largest element can be found in constant time.

2) A max-heap $H$ containing the largest element of each row of the matrix $\Delta Q_{ij}$ along with the labels $i,j$ if the corresponding pair of communities.

3) A list or array with elements $a_i$, where $a_i = \frac{k_i}{2m}$. $k_i$ is the degree of a vertex $i$ and $m$ denotes the number of edges in the given graph.

As described in §III-D1 in the initial state every vertex represents its own community. Now, in the case that vertices $i$ and $j$ are connected, the $\Delta Q_{ij}$ is updated by $\Delta Q_{ij} = \frac{k_i k_j}{2m^2} - k_i - k_j$. If the two vertices are not connected, $\Delta Q_{ij} = 0$. These steps are performed for every vertex $i$ in the network.

3) Algorithm Steps: The algorithm consists of two steps:

1) In the first step the algorithm calculates the initial values of $\Delta Q_{ij}$ and $a_i$ according to the update formulas stated above. Then, the max-heap $H$ is populated with the largest element of each row of the matrix $\Delta Q$.

2) After the initialization of the sparse matrix $\Delta Q$ with the calculated values in Step 1 and populating the max-heap with the largest values, the largest value $\Delta Q_{ij}$ from $H$ is selected. The communities corresponding to the largest value $i$ and $j$ are joined (note that a community can consist of a single vertex). After joining the corresponding communities, the matrix $\Delta Q$, the max-heap $H$ and array $a$ need to be updated according to these update rules:

   a) If the community $k$ is connected to both $i$ and $j$, then the update rule is: $\Delta Q'_{jk} = \Delta Q_{ik} + \Delta Q_{jk}$.
   
   b) If the community $k$ is connected to $i$, but not $j$, then the update rule is: $\Delta Q'_{jk} = \Delta Q_{ik} - 2a_i a_k$.
   
   c) If the community $k$ is connected to $j$, but not $i$, then the update rule is: $\Delta Q'_{jk} = \Delta Q_{jk} - 2a_j a_k$.

3) Step 2 is repeated until only one community remains.

In Step 2, when joining two communities $i$ and $j$, the algorithm labels the resulting community as $j$. Also only the $j$th row and column have to be updated and the $i$th row and column can be removed from the matrix.

IV. RESULTS & DISCUSSION

To evaluate, test, and compare the implemented algorithms we mainly used the popular Karate Club dataset from Zachary [13] with 77 edges and 34 nodes. It is considered “a standard benchmark in community detection” [3]: each node corresponds to a member of the club, where the edges represent mutual friendship. Additionally we used small random graphs for testing purposes. Lastly, to check the runtime of the Louvain algorithm on large network instances, we utilized the DBLP collaboration network [19] dataset with 317 080 nodes and 1 049 866 edges.

We implemented all of these algorithms and their enhancements from scratch in Python 3.7, NetworkX 2.5 was used to generate the visualizations from the resulting clusterings.

We next present our evaluations and discussion on each of the four selected algorithms, starting with Agglomerative (§IV-A) and Divisive (§IV-B) Hierarchical Clustering, followed by the Louvain method (§IV-C) and Fastgreedy (§IV-D).

A. Agglomerative Hierarchical Clustering

1) Experiments & Results: Through a multitude of test runs, we identified interesting and unexpected behavior, which we discuss in this section. Due to space limitations, in this section we restrict ourselves to present selected findings using the Euclidean distance, as the cosine similarity and Pearson correlation coefficient functions as described above did not result in a useful spatial clustering comparable to the other algorithms, and instead clustered nodes in a visually incoherent way. These and other plots, as well as all the discussed code, can be found in [7].

Using the Euclidean distance function, together with maximum linkage and rel = 0.3 results in a clustering of the Karate Club dataset as shown in Fig. 1 (a).

This figure also illustrates what agglomerative clustering, using Euclidean distance, identifies first and foremost: well-connected nodes. The same behaviour can still be observed for larger HSL levels. This result seems unexpected, as one might anticipate the use of Euclidean distance to result in more tightly grouped node clusters, as it is, for instance, outlined in [20]. To reveal some of these shortcomings, consider applying the Euclidean distance formula from [III-A2] to the nodes A and B from the three example graphs depicted in Fig. 2 for Graph 1 $d_{AB} = 2$, for Graph 2 $d_{AB} = 0$, and for Graph 3 $d_{AB} = 2$ again. Here, a node does not count itself as its own neighbor, effectively making A and B in Graph 1 further apart than in Graph 2.

2) Adaptation: Self-neighboring: As such we experimented on how the neighbor matrix $n$ is being constructed, applying an idea we denote as self-neighboring. By having each node
as with the original iterative approach. As expected, community detection tends to be not as precise thus our results show a good boost in performance. However, the time complexity of this method is only the time complexity of an operation. During the runtime of the program, the edges are cut in calculated at the beginning of the algorithm and stay unchanged. For maximum-linkage, the exact opposite was observed: self-neighboring combined with maximum-linkage tends to produce less outliers, often forming more cohesive groups. When comparing Fig. 1(a) and Fig. 1(b), we see how this manifests: with node 2 and 3 being joined with their surrounding cluster, as well as node 25 joining its neighbors (which is especially interesting because, in Fig. 1(a), node 25 shared a cluster with none of its neighbors) and node 33 and 34 now belonging to the same group as well, it can be observed how self-neighboring paired with maximum-linkage increases cohesiveness and shrinks the overall amount of clusters, without needing to raise the HSL level. A similar effect also occurs for average linkage.

Based on these results, we propose self-neighboring, paired with maximum linkage, as a possible approach to computing neighbor matrices when trying to group clusters based on their Euclidean distance, especially if it is desired to reduce outliers.

B. Divisive Hierarchical Clustering (Girvan-Newman)

1) Results, adaptations and experiments: We start this algorithm section with an illustration, where Fig. 3 shows the result of clustering the Karate Club dataset into 8 communities. While one can expect good results in general, one of the biggest drawbacks of the Girvan-Newman algorithm is its computational performance. The breadth-first search has to run on each node of the graph and has to be repeated after each edge removal, hence the algorithm has an overall time complexity of $O(EN(E + N))$.

As such we experimented with skipping the repetition of the edge betweenness calculation as proposed by Meghanathan. Hereby, the scores for each edge are calculated at the beginning of the algorithm and stay unchanged during the runtime of the program. The edges are cut in decreasing order of their initial betweenness scores. Hence the time complexity of this method is only $O(N^2 + E)$ and as thus our results show a good boost in performance. However, as expected, community detection tends to be not as precise as with the original iterative approach.

C. Louvain Method

1) Reducing Greediness for Quality: In order to adapt the Louvain algorithm, we decrease its greedyness by removing the merging step (2) of the algorithm, which reduces the graph by creating one big node out of all nodes belonging to the same community. Additionally, we also used the total modularity formula for the whole graph (for reasons see Section §IV-C2), which on the other hand increased the runtime complexity. Herein, the general idea was to be able to trade higher runtime complexity for potentially higher quality results.

On our small test graphs, this led to the same “optimal” result that we achieved using the standard greedy version, as well as a standard (merging) version that used the total modularity formula. However, this result was achieved independently of the node order, and hence there is a qualitative benefit, as the greedy method had some node orderings that led to a slightly worse results, since the assignment of individual nodes was sometimes different.

In the bigger graphs, maybe surprisingly, the optimal result also remained the same. However, in general, the results tend vary a lot more and there is a trend for more smaller communities. Moreover, there are also potential results that are worse than any of the results of the standard/normal version. We visualize these findings in the violin plot in Fig. 4. If one considers the violins of normal and total, the same algorithm that just uses the total modularity formula instead of the one calculating local change, and compares them to the violins of noMerge and totalNoMerge to clearly see that the first 2 versions in general yield better results than their non-merging counterparts. A summary of the used methods is also depicted in Table I. Therefore, we can state that the merging step does not only contribute to a drastic reduction of runtime complexity, but also helps in creating a better partitioning.

2) Completeness of modularity change formula: At first glance, the standard version of the Louvain-algorithm as described in §III-C1 seems complete, and our results were

\[^3\text{For reasons why the results differ from normal we refer to §IV-C2.}\]

Fig. 2: Illustration of the intuition for self-neighboring

Fig. 3: Karate Club dataset clustered into 8 communities by our implementation of the Girvan-Newman algorithm
appropriate and matched the results of the NetworkX Python library, as well as manual calculations using the total modularity formula on a small test graph.

However, while implementing the less greedy version of the algorithm (see §IV-C1 above), we encountered the problem that the algorithms would not terminate and loop, indefinitely swapping node community assignments.

The first check performed was on ties in community assignment, where having a node in one community or the other would always lead to the same small increase and the algorithm therefore always swaps them around. This turned out to not be the case, as even changing the implementation in a way that such assignments would not take place did not solve the issue.

The real reason for that behaviour was that the formula, which as stated by the original authors [5] and briefly touched upon in §III-C1, is only partial and only captures the increase/decrease in modularity one gets when assigning the node to another community, but not how the removal of the node from its current community affects it. We obtained further validation by calculations using the “incomplete” formula on a small graph where:

- the Assignment of a node to the same community would still result in a modularity increase → this should not change modularity at all,
- the removal of a node from a bigger community and assignment to a new community consisting only of that one node resulted in a modularity change of "0" → this should decrease modularity.

Another evidence for the incompleteness of the formula is the violin plot in Fig. 4 where one can see that the version using the total modularity formula \((total)\) led to better results more often than the \(normal\) one—if the formula would be complete, then the behaviour of the 2 versions should be exactly the same.

We therefore believe that the formula that is found in the original paper [5] and other sources is not complete.

Surprisingly, the second part that calculates the cost of removal from the current community seems to be missing as well.

Notwithstanding, the algorithm works well without this part of the formula (in the best case we reach the same modularity score on the Karate Club dataset [13] as the original authors [5]), since the cost of removal seems to be often insignificant when working with the standard version of the algorithm (especially after nodes get merged in Step 2).

Interestingly enough, as also depicted by the violin plot (Fig. 4 label \(totalNoMerge\)), the total and complete formula performs worse than the “incomplete” one if we omit the merging step as described in §IV-C1. The results vary the most and in 100 runs, the best possible result was not achieved. We cannot pinpoint a definitive explanation for this behavior—our assumption is that even though the “incomplete” formula for just the change calculation sometimes assigns nodes to initially non-optimal communities, this might lead to more favorable assignments later on.

3) Faster merging experiment: We also adapted the algorithm in by how nodes are assigned to clusters in a way that assignments get merged/combined. If, e.g., node 1 gets assigned to \(c_2\), node 2 gets assigned to \(c_3\), and node 3 gets assigned to \(c_4\), they are put all in the same cluster/community as their assignments are merged.

This led to a deterministic algorithm version, where the results are always the same, as visible in Fig. 4 with the label \(Exp\). Since the assignments are only done at the end of each iteration, they no longer are dependant on the order in which one iterates through the nodes. The result had a worse modularity score than all or most of the partitionings that were determined by the standard as well as the other version. In general, the results also had fewer clusters than the near optimal partitioning in terms of modularity. However, when considering the resulting community assignments, as in Fig. 5 (b), the results are still good enough. This combined with a slightly faster run-time (see Table I and the advantage of deterministic results might make it attractive in certain situations.

4) Runtime complexity: Due to the inconsistencies found w.r.t. to the described and expected behavior, we also performed a small validation of the practical computational complexity. We can confirm the efficiency and low runtime of the Louvain algorithm by using our standard version of it on the DBLP dataset [19] with 317 080 nodes and 1 049 866 edges, where it terminates in roughly 6 minutes with a modularity score of 0.805. This result, While still being significantly higher than the 3 seconds that the original authors state [5] in their paper, for a dataset of comparable size (approximately 325K nodes and 1 million edges), still points towards a good runtime complexity and we hence believe that the longer execution time we observed can be explained by using weaker hardware and a not as efficient implementation and Python technology stack.

\[\text{Similar to evolutionary algorithms, were sometimes one needs to go into a seemingly unfavorable direction to escape local maxima and move towards the global maximum.}\]
D. Fastgreedy

1) Results, Adaptations and Experiments: Fig. 6 shows two snapshots of the community clustering process on the Karate Club graph [13] as it was produced by our final Fastgreedy implementation. Regarding possible adaptations, Fastgreedy does not leave much room for improvements compared to the other algorithms, such as changing the distance functions to obtain better results concerning community clustering, and we already examined which adaptations could be made to another modularity based and greedy algorithm in §III-C2.

However, we performed some tweaks on the implementation part of the algorithm, which we describe next. The authors used a balanced binary tree to store each row of the matrix $\Delta Q$. Since there is no balanced binary tree module in the stdlib of Python we chose to use simple Python dictionaries instead. Dictionaries are implemented as hash tables, which have a lookup and insertion time of $O(1)$. Instead of creating a single balanced binary tree for each row, we create a single dictionary for all rows. Every entry in the dictionary represents a row of the matrix $\Delta Q$, and within an entry we created, again, a dictionary for each row element with its corresponding value $\Delta Q_{ij}$. This approach may take up more memory, but is more efficient in looking up the values. Hence, it might be beneficial, as the memory capacity of modern computing systems has vastly expanded since the original paper publication in 2005.

Next, to perform further experiments, we included operations on a real sparse matrix. In the author’s approach, the matrix is represented only by balanced binary trees for each row. Python’s library scipy nowadays offers a wide variety of sparse matrices, such as csc, a compressed sparse column matrix or csr, a compressed sparse row matrix. Since our operations concern mostly rows we went along with the csr matrix. Using a matrix brings the advantage that we can search and insert values $i$ and $j$ in $\Delta Q_{ij}$ only by using the matrix indices, which results in a runtime complexity of $O(1)$. However, using a real matrix representation brings some downsides as well. First deleting rows and columns, as it was stated by the authors in the original paper, is not longer possible, since removing them would result in wrong indexing. Therefore rows and columns that are no longer of use need to be kept, which results again in more memory usage. As stated earlier, we believe this trade-off to be worthwhile. Further evaluations could be conducted to decide which of the two approaches uses less memory. In terms of the overall runtime, the results should be similar, as both methods use a lookup and insertion time of only $O(1)$.

The last improvement we did implement was suggested by the authors themselves. They proposed that rather of implementing a heap $H$ for each row, as it was also the case with the balanced binary tree, it would be more feasible to implement a larger heap for the whole matrix $\Delta Q$. This approach not only simplifies the implementation, but, according to the authors, the average case running time is better compared to the multiple heap version. Our implementation is available at [7].
V. CONCLUSION AND OUTLOOK

In this paper, we not only explored and implemented four common community detection algorithms from the ground up, in order to perform a technical investigation w.r.t. their algorithmic behaviour on paper versus in code, but also proposed and evaluated a range of enhancements based on our findings. We investigated the partitioning behavior of Agglomerative Clustering and how it is affected by the choice of distance function, linkage function, and HSL level. Based on our results, we proposed self-neighboring as an alternative way to construct the neighbor matrix, which manages to improve cohesion by closing gaps between clusters. The second algorithm we studied is the well-known Girvan-Newman algorithm [4]. In order to improve its relatively slow runtime, we validated the proposed adaption by Meghanathan [21] and can confirm a boost in performance. For the Fastgreedy [6] algorithm, we performed a fine-tuning, where we modified some of the initially proposed data structures. We used a compressed sparse row matrix for efficient row slicing and also implemented the proposal of the authors to use one max-heap for all matrix rows. Moreover, we used dictionaries instead of binary search trees, resulting in more efficient operations. Regarding the Louvain Algorithm, we discovered that the full formula for modularity change was not disclosed in the original paper. We as thus investigated and analyzed the impact of using the partial formula by comparing the results generated by its use with the ones created by the total modularity formula. Additionally, we also experimented with the merging step of the algorithm as we tried to omit it and see how it affects the results. Our main results in this context was that the merging step of the algorithm not only reduces the runtime of the algorithm but also helps to create better results in terms of modularity, but that at the same time, the incomplete formula still works well—except when omitting the merging step, but can nonetheless cause an indefinite loop in certain situations. We moreover proposed an adaptation, where we changed the method how communities are assigned, to the Louvain Method, that is faster, deterministic, and creates bigger clusters compared to the normal version.

A. Future Work

One possible direction for future work would be to investigate and implement more clustering algorithms with other underlying paradigms (such as, e.g., using random walks as presented by Pons et al. [22]).

Another possible direction would be to investigate the already implemented algorithms on further datasets. Especially with the agglomerative clustering approach, where one can arbitrarily exchange the distance function, there is good potential for further exploration and investigation by leveraging more intricate distance functions.

Regarding the Louvain method, a further step could be to derive the complete formula to calculate the change (as discussed in IV-C2) and repeat the experiments as well as try to optimize the performance, as there seems to be room for improvement, when comparing it to the speed that the authors of the original paper [5] observed. Furthermore, there have also been orthogonal adaptations to the Louvain method, such as, e.g., by De Meo et al. [23], who were able to slightly improve the results of the original method using a novel measure of edge centrality based on k-paths: this measure could also be of interest for the Girvan-Newman [4] algorithm.

Reproducibility In order to guarantee reproducibility and facilitate other researchers to build upon our work, we make our source code publicly available [7].
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