A FLOW APPROACH TO THE MUSIELAK-ORLICZ-GAUSS IMAGE PROBLEM

QI-RUI LI, WEIMIN SHENG, DEPING YE AND CAIHONG YI

Abstract. In this paper, the extended Musielak-Orlicz-Gauss image problem is studied. Such a problem aims to characterize the Musielak-Orlicz-Gauss image measure $\tilde{C}_{G, \Psi, \lambda}(\Omega, \cdot)$ of convex body $\Omega$ in $\mathbb{R}^{n+1}$ containing the origin (but the origin is not necessary in its interior). In particular, we provide solutions to the extended Musielak-Orlicz-Gauss image problem based on the study of suitably designed parabolic flows, and by the use of approximation technique (for general measures). Our parabolic flows involve two Musielak-Orlicz functions and hence contain many well-studied curvature flows related to Minkowski type problems as special cases. Our results not only generalize many previously known solutions to the Minkowski type and Gauss image problems, but also provide solutions to those problems in many unsolved cases.
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1. Introduction and overview of the main results

The seminal Minkowski problem, dated back to [48, 49], has great influences on convex geometry and partial differential equations. It asks whether there exists a convex body whose surface area measure equals to the pregiven nonzero finite Borel measure on the unit sphere $\mathbb{S}^n$. The Aleksandrov problem is another classical example of Minkowski type problems; it aims to characterize the Aleksandrov integral curvature [1]. In certain circumstances, to solve the Minkowski and Aleksandrov problems requires to find solutions to some fully nonlinear PDEs (say Monge-Ampère type equations). We refer readers to e.g. [9, 19, 27, 51, 52] for solutions to the Minkowski and Aleksandrov problems.

The past few years have witnessed the great progress on the Minkowski type problems and new Minkowski type problems are continuously emerging, including for example the $L_p$ Minkowski problem [43], the Orlicz-Minkowski problem [28], the dual Minkowski [32], the $L_p$ dual Minkowski [47], the dual Orlicz-Minkowski problems [25, 26, 56, 60], and the $(L_p$ and Orlicz) Aleksandrov problem [22, 33]. There is a growing body work to these problems and we only name a few [3, 4, 5, 10, 16, 17, 21, 30, 34, 35, 41, 44, 57, 58]. The list is far from complete and more can be found in the references in, e.g., [31, 32, 33, 60]. On the one hand, these Minkowski type problems can be reformulated by Monge-Ampère type equations (assume enough smoothness) and hence largely enrich the theory of fully nonlinear PDEs. On the other hand, these Minkowski type problems greatly push forward the development of the Brunn-Minkowski theory of convex bodies. For example,
the $L_p$ Brunn-Minkowski theory was revived by Lutwak’s groundbreaking work [43], where the $L_p$ addition of convex bodies [23] was combined with the volume to obtain the variational formula deriving the $L_p$ surface area measure (the central object in the $L_p$ Minkowski problem). The development of the Orlicz-Brunn-Minkowski theory (see e.g., [24, 42, 45, 46, 55, 59]) also owes greatly to the Orlicz-Minkowski problem [28].

A recent breakthrough by Böröczky et. al. [6] is the Gauss image problem, which links two given Borel measures $\lambda$ and $\mu$ on $S^n$ via the radial Gauss image $\alpha_\Omega$ of a convex body $\Omega$. It asks: under what conditions on $\lambda$ and $\mu$, does there exist a convex body $\Omega$ such that $\mu = \lambda(\alpha_\Omega(\cdot))$? The existence and uniqueness of the solution under the condition that $\lambda$ and $\mu$ are Aleksandrov related were proved in [6]. If the measures have density functions, Li and Wang [38] obtained the same results from the optimal transportation viewpoint. We would like to mention that, although in certain circumstance the Gauss image problem becomes the Minkowski type problem, their difference is apparent: the former one involves two pre-given measures, while the latter one involves one pre-given measure.

One of the main contributions of the general dual Orlicz-Minkowski problem [25, 26] is the introduction of the Musielak-Orlicz function into the Minkowski type problem; and the Musielak-Orlicz function was used to define the general dual volume, a replacement of the volume and the $q$th dual volume. Throughout this paper, a Musielak-Orlicz function is a function $G : (0, \infty) \times S^n \to \mathbb{R}$ such that both $G$ and $G_z(z, \xi) = \partial_z G(z, \xi)$ are continuous on $(0, \infty) \times S^n$, where $G_z$ denotes the first order partial derivative of $G$ with respect to its first variable (see e.g., [29, 50] for more details). The Musielak-Orlicz functions play important roles in analysis [29, 50], and introducing these functions into the Brunn-Minkowski theory will naturally lead to a new generation of the Brunn-Minkowski theory, namely the Musielak-Orlicz-Brunn-Minkowski theory of convex bodies. A first step toward to this new theory has been done in Huang et. al. [31], where the Musielak-Orlicz addition was defined (see (1.7)) and a variational formula of such an addition in terms of the general dual volume with respect to a finite Borel measure $\lambda$ on $S^n$ was obtained (see (1.8)). Moreover, the Musielak-Orlicz-Gauss image problem aiming to characterize the Musielak-Orlicz-Gauss image measure $\tilde{C}_\Theta(\Omega, \cdot)$ for convex body $\Omega$ in $\mathbb{R}^{n+1}$ has been introduced in [31]. Here, $\Theta = (G, \Psi, \lambda)$ is a given triple with two Musielak-Orlicz functions $G$ and $\Psi$ defined on $(0, +\infty) \times S^n$, and $\lambda$ a nonzero finite Borel measure on $S^n$. Under the condition that $G$ is decreasing on its first variable, the existence of solutions to the Musielak-Orlicz-Gauss image problem is established in [31]. See [54] for a special case, the $L_p$ Gauss image problem and its solutions.

The major goal of this paper is to solve the (extended) Musielak-Orlicz-Gauss image problem under the condition that $G$ is increasing on its first variable. Our approach is based on the study of suitably designed parabolic flows. The flow technique has been proved to be effective and powerful in solving the Minkowski type and Gauss image problems [7, 8, 13, 14, 15, 20, 37, 39, 40, 53]. The idea behind the flow technique is the fact that the Minkowski type and Gauss image problems can be reformulated as a
Monge-Ampère type equation on $S^n$, and this indeed works for the (extended) Musielak-Orlicz-Gauss image problem due to equation (1.12) (see [31]).

We say that $\Omega \subseteq \mathbb{R}^{n+1}$ is a convex body if it is a compact convex set with nonempty interior. Denote by $\mathcal{K}$ the set of all convex bodies in $\mathbb{R}^{n+1}$ containing the origin. Let $\mathcal{K}_0 \subseteq \mathcal{K}$ be the set of all convex bodies with the origin in their interiors. For $\Omega \in \mathcal{K}$, define its radial function $r_\Omega : S^n \to [0, \infty)$ and support function $u_\Omega : S^n \to [0, \infty)$, respectively, by

$$(1.1) \quad r_\Omega(x) = \max\{a \in \mathbb{R} : ax \in \Omega\} \quad \text{and} \quad u_\Omega(x) = \max\{\langle x, y \rangle, y \in \Omega\}, \quad x \in S^n,$$

where $\langle x, y \rangle$ denotes the inner product in $\mathbb{R}^{n+1}$.

For $\Omega \in \mathcal{K}$, let $\partial \Omega$ be its boundary. The Gauss map of $\partial \Omega$, denoted by $\nu_\Omega : \partial \Omega \to S^n$, is defined as follows: for $y \in \partial \Omega$,

$$\nu_\Omega(y) = \{x \in S^n : \langle x, y \rangle = u_\Omega(x)\}.$$ 

Let $\nu_\Omega^{-1} : S^n \to \partial \Omega$ be the reverse Gauss map such that

$$\nu_\Omega^{-1}(x) = \{y \in \partial \Omega : \langle x, y \rangle = u_\Omega(x)\}, \quad x \in S^n.$$ 

Denote by $\alpha_\Omega : S^n \to S^n$ the radial Gauss image of $\Omega$. That is,

$$\alpha_\Omega(\xi) = \{x \in S^n : x \in \nu_\Omega(r_\Omega(\xi)\xi)\}, \quad \xi \in S^n.$$ 

Define $\alpha_\Omega^* : S^n \to S^n$, the reverse radial Gauss image of $\Omega$ as follows: for any Borel set $E \subseteq S^n$,

$$(1.2) \quad \alpha_\Omega^*(E) = \{\xi \in S^n : r_\Omega(\xi)\xi \in \nu_\Omega^{-1}(E)\}.$$ 

We often omit the subscript $\Omega$ in $r_\Omega$, $u_\Omega$, $\nu_\Omega$, $\nu_\Omega^{-1}$, $\alpha_\Omega$, and $\alpha_\Omega^*$ if no confusion occurs.

Let $C$ be the set of all Musielak-Orlicz function $G : (0, \infty) \times S^n \to \mathbb{R}$ such that both $G$ and $G_z(z, \xi) = \partial_z G(z, \xi)$ are continuous on $(0, \infty) \times S^n$, where $G_z$ denotes the first order partial derivative of $G$ with respect to its first variable. Let $C_I \subseteq C$ be the set of all $G \in C$ such that $G_z > 0$ on $(0, \infty) \times S^n$. Similarly, $C_d \subseteq C$ is the set consisting of all $G \in C$ such that $G_z < 0$ on $(0, \infty) \times S^n$. By $d\xi$, we mean the usual spherical measure on $S^n$. For $\Omega \in \mathcal{K}$ a convex body containing the origin $o \in \mathbb{R}^{n+1}$, let $N(\Omega, o)$ be the normal cone of $\Omega$ at the origin $o$, namely, $N(\Omega, o)$ is the closed convex cone defined by

$$N(\Omega, o) = \{y \in \mathbb{R}^{n+1} : \langle \tilde{y}, y \rangle \leq 0 \quad \text{for} \quad \tilde{y} \in \Omega\}.$$ 

Clearly, $N(\Omega, o) = \{o\}$ when $\Omega \in \mathcal{K}_0$. The Musielak-Orlicz-Gauss image measure of $\Omega \in \mathcal{K}$ is defined as follows.

**Definition 1.1.** Let $\Theta = (G, \Psi, \lambda)$ be a given triple such that $G \in C$, $\Psi \in C_I \cup C_d$, and $\lambda$ is a nonzero finite Borel measure on $S^n$. Denote by $\psi = z\Psi_z$. Let $\tilde{C}_\Theta(\Omega, \cdot)$ be the Musielak-Orlicz-Gauss image measure of $\Omega \in \mathcal{K}$, which is defined as follows: for each Borel set $\omega \subseteq S^n$,

$$(1.3) \quad \tilde{C}_\Theta(\Omega, \omega) = \int_{\alpha_\Omega^*(\omega \setminus N(\Omega, o))} \frac{r_\Omega(\xi)G_z(r_\Omega(\xi), \xi)}{\psi(u_\Omega(\alpha_\Omega(\xi)), \alpha_\Omega(\xi))} d\lambda(\xi),$$

where $\omega \subseteq S^n$. 

where, in addition, $G$ and $\Psi$ are assumed to be Musielak-Orlicz functions defined on $[0, \infty) \times \mathbb{S}^n$ if $\Omega \in \mathcal{K} \setminus \mathcal{K}_0$ is a convex body with the origin in its boundary.

When $\Omega \in \mathcal{K}_0$, this recovers Definition 3.1 in [31]. For convenience, let $\tilde{C}_{G,\lambda}(\Omega, \cdot) = \tilde{C}_{(G, \log t, \lambda)}(\Omega, \cdot)$, (in this case, $\psi \equiv 1$). That is, for each Borel set $\omega \subseteq \mathbb{S}^n$,

$$\tilde{C}_{G,\lambda}(\Omega, \omega) = \int_{\alpha^*_G(\omega \setminus N(\Omega, o))} r_{\Omega}(\xi)G_z(r_{\Omega}(\xi), \xi) \, d\lambda(\xi). \tag{1.4}$$

It can be checked that, for $\Omega \in \mathcal{K}_0$,

$$\frac{d\tilde{C}_{\Theta}(\Omega, \cdot)}{d\tilde{C}_{G,\lambda}(\Omega, \cdot)} = \psi(u_{\Omega}(\cdot), \cdot). \tag{1.5}$$

It has been proved in [31] that $\tilde{C}_{\Theta}(\Omega, \cdot)$ for $\Omega \in \mathcal{K}_0$ is a finite signed Borel measure on $\mathbb{S}^n$. Moreover, $\tilde{C}_{\Theta}(\Omega, \cdot)$ for $\Omega \in \mathcal{K}_0$ arises from calculating the variation of $\tilde{V}_{G,\lambda}(\Omega)$ in terms of the Musielak-Orlicz addition defined in (1.7). Here, $\tilde{V}_{G,\lambda}(\Omega)$ is the general dual volume of $\Omega \in \mathcal{K}_0$ with respect to $\lambda$ defined by

$$\tilde{V}_{G,\lambda}(\Omega) = \int_{\mathbb{S}^n} G(r_{\Omega}(\xi), \xi) \, d\lambda(\xi), \tag{1.6}$$

and the Musielak-Orlicz addition is formulated by

$$\Psi(f_{\varepsilon}(\xi), \xi) = \Psi(f(\xi), \xi) + \varepsilon g(\xi) \tag{1.7}$$

where $f : \mathbb{S}^n \to (0, \infty)$ is a positive function, $g : \mathbb{S}^n \to \mathbb{R}$ is a function, and $\varepsilon \in (-\varepsilon_0, \varepsilon_0)$ for small enough $\varepsilon_0 > 0$. More precisely, for $\Upsilon \subseteq \mathbb{S}^n$ a closed set that is not contained in any closed hemisphere of $\mathbb{S}^n$, $\Theta = (G, \Psi, \lambda)$ a triple such that $G \in \mathcal{C}$, $\Psi \in \mathcal{C}_I \cup \mathcal{C}_d$ and $\lambda$ is a nonzero finite Borel measure on $\mathbb{S}^n$ absolutely continuous w.r.t. $d\xi$, one has

$$\lim_{\varepsilon \to 0} \frac{\tilde{V}_{G,\lambda}([f_{\varepsilon}]) - \tilde{V}_{G,\lambda}([f])}{\varepsilon} = \frac{1}{\psi(u_{\Omega}(\cdot), \cdot)} \int_{\Upsilon} g(u) \, d\tilde{C}_{\Theta}([f], u), \tag{1.8}$$

where $[f]$ denotes the Wulff shape generated by $f$.

$$[f] = \bigcap_{\xi \in \Omega} \{ x \in \mathbb{R}^{n+1} : \langle x, \xi \rangle \leq f(\xi) \}. \tag{1.9}$$

The following Musielak-Orlicz-Gauss problem has been posed in [31]: Let $\Theta = (G, \Psi, \lambda)$ be a given triple such that $G \in \mathcal{C}$, $\Psi \in \mathcal{C}$ and $\lambda$ is a nonzero finite Borel measure on $\mathbb{S}^n$. Under what conditions on the triple $\Theta$ and a nonzero finite Borel measure $\mu$ on $\mathbb{S}^n$ do there exist a $\Omega \in \mathcal{K}_0$ (ideally) and a constant $\tau \in \mathbb{R}$ such that

$$d\mu = \tau \, d\tilde{C}_{\Theta}(\Omega, \cdot)? \tag{1.9}$$

In view of (1.5), one can rewrite (1.9) as

$$\psi(u_{\Omega}(\cdot), \cdot) \, d\mu = \tau \, d\tilde{C}_{G,\lambda}(\Omega, \cdot). \tag{1.10}$$

Under the condition that $G$ is decreasing on its first variable, the existence of solutions to the Musielak-Orlicz-Gauss image problem is established in [31]. Although (1.9) and
are equivalent when $\Omega \in \mathcal{K}_0$, the latter one arguably has better features and in particular allows the extension of the Musielak-Orlicz-Gauss problem to $\Omega \in \mathcal{K}$. Such an extension is extremely important when $G$ is increasing in its first variable, as one can see in many results in the literature, such as \cite{2,12,26}. In this paper, our primary goal is to study the following extended Musielak-Orlicz-Gauss problem (in particular, when $G$ is increasing in its first variable).

**Problem 1.1.** Let $\Theta = (G, \Psi, \lambda)$ be a given triple where $G : [0, \infty) \times S^n \to [0, \infty)$ and $\Psi : [0, \infty) \times S^n \to [0, \infty)$ are two continuous functions, and $\lambda$ is a nonzero finite Borel measure on $S^n$. Under what conditions on the triple $\Theta$ and a nonzero finite Borel measure $\mu$ on $S^n$ do there exist a $\Omega \in \mathcal{K}$ and a constant $\tau \in \mathbb{R}$ such that \eqref{1.10} holds.

We would like to provide some intuitions and pictures behind the introduction of the Musielak-Orlicz functions into the areas of parabolic flows or convex geometry, especially for the Musielak-Orlicz-Gauss image problem. First of all, the well-known additions in literatures, such as the $L^p$ and the Orlicz additions \cite{23,24,55}, of convex bodies are “uniform” on directions $\xi \in S^n$, in the sense that the functions $t^p$ for the $L^p$ addition ($0 \neq p \in \mathbb{R}$) and $\varphi(t)$ for the Orlicz addition, for $t \in (0, \infty)$, are independent of directions. This is not the case for the Musielak-Orlicz additions of convex bodies, and hence the Musielak-Orlicz additions of convex bodies greatly enrich the algebraic structures and analytic aspects on the set of convex bodies. We believe that these will bring new interesting results and inequalities in convex geometry, for example the Musielak-Orlicz analogues of the Orlicz-Brunn-Minkowski, Orlicz centroid and Orlicz projection inequalities \cite{24,45,46,55}. Secondly, the variational formula \eqref{1.8} provides a geometric intuition for the measure $\tilde{C}_\Theta(\Omega, \cdot)$. That is, when extending the convex body $\Omega \in \mathcal{K}_0$ based on the Musielak-Orlicz addition \eqref{1.7}, the measure $\tilde{C}_\Theta(\Omega, \cdot)$ serves as “the base area” to estimate $\tilde{V}_{G,\lambda}(\{(u_\Omega)_\varepsilon\} \setminus \Omega)$ for $\varepsilon > 0$ small enough where $(u_\Omega)_\varepsilon$ is given by

$$
\Psi((u_\Omega)_\varepsilon(\xi), \xi) = \Psi(u_\Omega(\xi), \xi) + \varepsilon g(\xi).
$$

This coincides with the geometric meanings of the surface area and its recent extensions in, e.g., \cite{6,25,28,32,43,47}. On the other hand, it has been proved in \cite{31} \eqref{3.3}] that, for $\Omega \in \mathcal{K}_0$,

$$
\frac{d \tilde{C}_\Theta(\Omega, \xi)}{d \lambda^*(\Omega, \xi)} = \frac{\rho_\Omega(\alpha^*_\Omega(\xi))G_z(\rho_\Omega(\alpha^*_\Omega(\xi)), \alpha^*_\Omega(\xi))}{u_\Omega(\xi)\Psi_z(u_\Omega(\xi), \xi)} \quad \text{for} \quad \xi \in S^n,
$$

where $\lambda^*(\Omega, \cdot) = \tilde{C}_{(\log t, \log t, \lambda)}(\Omega, \cdot)$ is the Gauss image measure \cite{6}. Analytically, the measure $\tilde{C}_\Theta(\Omega, \cdot)$ is absolutely continuous with respect to $\lambda^*(\Omega, \cdot)$ and can be viewed as a weighted Gauss image measure (in arguably the most general way). Moreover, the Musielak-Orlicz-Gauss image problem integrates the Minkowski type problems \cite{22,25,26,28,32,33,43,47,56,60} and the Gauss image problem \cite{6} into a unified formula. This unification will provide a uniform way to deal with the problem to characterize measures derived from variational formulas based on the algebraic combinations of convex bodies, and in particular will help to advance the recent development of the measure theoretical
Brunn-Minkowski theory of convex bodies. Last but not the least, the Musielak-Orlicz functions bring extra ingredients to parabolic flows and partial differential equations through the Monge-Ampère type equation related to the Musielak-Orlicz-Gauss image problem (see (1.12)).

Our main result can be summarized in the following theorem. For convenience, let

$$\tilde{C}_{G,\lambda}(\Omega, S^n) = \int_{S^n} d\tilde{C}_{G,\lambda}(\Omega, \xi).$$

Let $\mathcal{G}^0_1$ be the class of continuous functions $G : [0, \infty) \times S^n \to [0, \infty)$ such that

- $zG_z(z, \xi)$ is continuous on $[0, \infty) \times S^n$;
- $G_z > 0$ on $(0, \infty) \times S^n$;
- $G(0, \xi) = 0$ and $zG_z(z, \xi) = 0$ at $z = 0$ for $\xi \in S^n$.

Clearly, if $G \in \mathcal{G}^0_1$, for any $\xi \in S^n$, then $G(z, \xi)$ is strictly increasing on $z \in (0, \infty)$. Again, we write $\psi : [0, \infty) \times S^n \to [0, \infty)$ for the function $\psi = z\Psi_z$. In particular, $\psi(0, \xi) = \lim_{z \to 0^+} \psi(z, \xi)$ for each $\xi \in S^n$.

**Theorem 1.2.** Let $G \in \mathcal{G}^0_1$, $\Psi \in \mathcal{G}^0_1$, and $\lambda$ be a nonzero finite Borel measure on $S^n$. Assume the following conditions on $G$, $\lambda$ and $\Psi$.

(i) $d\lambda(\xi) = p_\lambda(\xi) d\xi$ where the function $p_\lambda : S^n \to (0, \infty)$ is continuous.

(ii) For all $x \in S^n$, the following holds:

$$\lim_{s \to +\infty} \psi(s, x) = +\infty.$$  

Let $\mu$ be a nonzero finite Borel measure on $S^n$ that is not concentrated on any closed hemisphere. Then there is a convex body $\Omega \in \mathcal{K}$ such that (1.10) holds, with the constant

$$\tau = \frac{1}{C_{G,\lambda}(\Omega, S^n)} \int_{S^n} \psi(u_\Omega(x), x) \, d\mu(x).$$

We would like to mention that Theorem 1.2 holds for $G = t^q$ with $q > 0$, $\Psi = t^p$ with $p > 0$ and $d\lambda = d\xi$. This not only covers the results for the $L_p$ dual Minkowski problem for $p > 1$ and $q > 0$ by Böröczky and Fodor [2], but also obtains solutions to the unsolved case $0 < p \leq 1$ and $q > 0$. Similarly, when $d\lambda = d\xi$ and $\Psi(t, \xi) = \varphi(t)$ for all $(t, \xi) \in [0, \infty) \times S^n$ is an Orlicz function, Theorem 1.2 covers the case in [26] Theorem 6.3] but goes beyond, namely Theorem 1.2 removes the condition that $\lim_{t \to 0^+} \varphi'(t) = \lim_{t \to 0^+} \Psi_z(t, \xi) = 0$, a condition crucial in [26] Theorem 6.3]. Our proof of Theorem 1.2 is based on the study of a suitably designed parabolic flow and the use of approximation argument. The idea of using the parabolic flow comes from the fact that Problem 1.1 can be rewritten as a Monge-Ampère type equation on $S^n$. Assume that $\lambda$ is a nonzero finite Borel measure on $S^n$ and $d\lambda(\xi) = p_\lambda(\xi) d\xi$ with the function $p_\lambda : S^n \to (0, \infty)$ being continuous. When the pregiven measure $\mu$ has a density $f$ with respect to $d\xi$, (1.9) reduces to solving the following Monge-Ampère type equation on $S^n$ (see [31]):

$$u(u^2 + |\nabla u|^2)^{-\frac{p}{2}}G_z(\sqrt{u^2 + |\nabla u|^2}, \xi)p_\lambda(\xi) \det(\nabla^2 u + uI) = \gamma f(x)\psi(u, x),$$
where $\nabla$ and $\nabla^2$ are the gradient and Hessian operators with respect to an orthonormal frame on $S^n$, $\gamma > 0$ is a constant, $I$ is the identity matrix, and $\xi = \alpha^*_\Omega(x)$ where $\alpha^*_\Omega$ is the reverse radial Gauss map of $\Omega_u$ — the convex body whose support function is $u(x)$ for $x \in S^n$.

Let $f : S^n \to (0, \infty)$ be a smooth positive function, and $\Omega_0 \in K_0$ be a convex body such that $M_0 = \partial \Omega_0$ is a smooth and uniformly convex hypersurface. Equation (1.12) suggests the following curvature flow, by letting $r = \sqrt{u^2 + |\nabla u|^2}$,

$$
\begin{cases}
\frac{\partial X}{\partial t}(x,t) &= (-f(\nu)\psi(u,x)r^nG_z(r,\xi)^{-1}p^{-1}(\xi)K + \eta(t)u)\nu, \\
X(x,0) &= X_0(x),
\end{cases}
$$

(1.13)

where $X(\cdot, t) : S^n \to \mathbb{R}^{n+1}$ is the embedding that parameterizes a family of convex hypersurfaces $M_t$ (in particular, $X_0$ is the parametrization of $M_0$), $\Omega_t$ is the convex body circumscribed by $M_t$, $K$ denotes the Gauss curvature of $\Omega_t$ at $X(x,t)$, $\nu$ denotes the unit outer normal of $\Omega_t$ at $X(x,t)$, $u$ is the support function of $\Omega_t$, $\xi = \alpha^*_\Omega(x)$, and

$$
\eta(t) = \frac{\int_{S^n} f\psi(u,x)dx}{\int_{S^n} rG_z(r,\xi)p\lambda(\xi)d\xi}.
$$

(1.14)

As (1.13) involves the Musielak-Orlicz functions, such a flow could be named a Musielak-Orlicz-Gauss curvature flow, which is arguably the most general curvature flow related to Minkowski type and Gauss image problems and contains all previous well-studied flows [7, 8, 13, 14, 20, 37, 39, 40, 53] as its special cases.

Assume enough smoothness on the functions $f$, $p\lambda$, $G$ and $\psi$. We show that, under the condition that

$$
\liminf_{s \to 0^+} \frac{sG_z(s,x)}{\psi(s,x)} = \infty, \quad \text{for all } x \in S^n,
$$

(1.15)

the flow (1.13) deforms a smooth and uniformly convex hypersurface to a limit hypersurface satisfying (1.9). Establishing a priori estimate is the key ingredient for such a convergence; moreover, the $C^0$ estimate in this case can be obtained by the maximum principle. However, when the condition (1.15) is replaced by the following condition:

$$
\liminf_{s \to 0^+} \frac{sG_z(s,x)}{\psi(s,x)} < \infty, \quad \text{for some } x \in S^n,
$$

(1.16)

the $C^0$ estimate cannot be obtained by the maximum principle directly. In order to overcome this obstruction, the flow (1.13) shall be replaced by a more carefully designed one with the function $\psi$ replaced by the smooth function $\hat{\psi}_\varepsilon : [0, \infty) \times S^n \to [0, \infty)$ as follows:

$$
\hat{\psi}_\varepsilon(s,x) = \begin{cases}
\psi(s,x), & \text{if } s \geq 2\varepsilon, \\
G_z(s,\alpha^*(x))s^{1+\varepsilon}, & \text{if } 0 \leq s \leq \varepsilon,
\end{cases}
$$

(1.17)
and \( \hat{\psi}_\varepsilon(s, x) \leq C_0 \) for \((s, x) \in (\varepsilon, 2\varepsilon) \times S^n \) is chosen so that \( \hat{\psi}_\varepsilon \) is smooth on \([0, \infty) \times S^n\) and \( \hat{\psi}_\varepsilon(s, x) > 0 \) for all \((s, x) \in (0, \infty) \times S^n\). Hereafter,

\[
C_0 = \max\{1, \max_{(s, x) \in [0, 2] \times S^n} \psi(s, x)\}
\]

and \( \varepsilon \in (0, \delta) \) satisfies

\[
\max_{(s, \xi) \in [0, \delta] \times S^n} G_z(s, \xi)s^{1+\varepsilon} \leq s^{-\varepsilon} \leq C_0,
\]

where \( \delta \in (0, 1) \) is a constant such that

\[
\max_{(s, \xi) \in [0, \delta] \times S^n} sG_z(s, \xi) \leq 1
\]

(the existence of \( \delta \) is guaranteed if \( zG_z(z, \xi) \) is continuous on \([0, \infty) \times S^n \) and \( zG_z(z, \xi) = 0 \) at \( z = 0 \) for \( \xi \in S^n \)). In other words, the following curvature flow is considered:

\[
\begin{cases}
\frac{\partial x}{\partial t}(x, t) = \left(-f(\nu)\hat{\psi}_\varepsilon(u_\varepsilon, x)r^nG_z(r, \xi)^{-1}p^{-1}_\lambda(\xi)K + \eta_\varepsilon(t)u_\varepsilon\right)\nu, \\
X_\varepsilon(x, 0) = X_0(x),
\end{cases}
\]

where \( X_\varepsilon(\cdot, t) : S^n \to \mathbb{R}^{n+1} \) parameterizes convex hypersurface \( M_\varepsilon^\varepsilon \), \( u_\varepsilon \) denotes the support function of the convex body \( \Omega_\varepsilon^\varepsilon \) circumscribed by \( M_\varepsilon^\varepsilon \), and

\[
\eta_\varepsilon(t) = \frac{\int_{S^n} f\hat{\psi}_\varepsilon(u, x)dx}{\int_{S^n} rG_z(r, \xi)p_\lambda(\xi)d\xi}.
\]

It will be proved in Lemma 3.1 that \( u_\varepsilon(\cdot, t) \) is uniformly bounded from above. A positive uniform lower bound estimate for \( u_\varepsilon(\cdot, t) \) will be given in Lemma 3.3 and this argument relies on the construction for \( \hat{\psi}_\varepsilon \) in (1.17). The \( C^0 \) estimates make it possible to further obtain the higher order estimates and to show that flow (1.20) exists for all time. These, together with Lemma 2.4, imply the existence of a sequence of times \( t_i \to \infty \) such that \( u_\varepsilon(\cdot, t_i) \) converges to a positive and uniformly convex function \( u_{\varepsilon, \infty} \in C^\infty(S^n) \) solving the equation below

\[
u(u^2 + |\nabla u|^2)^{-\frac{2}{p}}G_z(\sqrt{u^2 + |\nabla u|^2}, \xi)p_\lambda(\xi) \det(\nabla^2 u + uI) = \gamma_\varepsilon f(x)\hat{\psi}_\varepsilon(u, x),
\]

where \( \gamma_\varepsilon > 0 \) is a constant. Furthermore, we prove that there is a sequence of \( \varepsilon_i \to 0 \) such that \( u_{\varepsilon_i, \infty} \) locally uniformly converges to a weak solution of (1.12). Throughout this paper, we say that \( u \in C^2(S^n) \), the set of functions on \( S^n \) with continuous second order derivatives, is uniformly convex if the matrix \( \nabla^2 u + uI \) is positively definite. Thus, the following theorem can be obtained, which provides solutions to (1.12) (and hence to the extended Musielak-Orlicz-Gauss problem) when \( d\mu = f d\xi \).

**Theorem 1.3.** Let \( G \in \mathcal{G}_f^0 \) be a smooth function. Suppose that \( d\mu(\xi) = f(\xi) d\xi \) and \( d\lambda(\xi) = p_\lambda(\xi) d\xi \) with \( f \) and \( p_\lambda \) being smooth and strictly positive on \( S^n \). Let \( \Psi \in \mathcal{G}_f^0 \) be a smooth function satisfying (1.11). The following statements hold.

(i) If \( G \) and \( \psi \) satisfy (1.15), then one can find an \( \Omega \in \mathcal{K}_0 \) such that (1.9) holds;
(ii) If \( G \) and \( \psi \) satisfy (1.16), then one can find an \( \Omega \in \mathcal{K} \) such that (1.10) holds.
For a general measure $\mu$, there is a sequence of measures $\{\mu_i\}_{i \in \mathbb{N}}$, where $d\mu_i = f_id\xi$ with $f_i$ being smooth and strictly positive on $S^n$, such that $\mu_i$ converges to $\mu$ weakly. Theorem 1.2 is then proved by the virtue of Theorem 1.3 and an approximation argument.

This paper is organized as follows. In Section 2 some properties of convex hypersurfaces, and the flows (1.13) and (1.20) are presented. In particular we show the strict monotonicity of functionals (2.12) and (2.14) (see Lemmas 2.3 and 2.4, respectively) and the preservation of $\tilde{V}_{G,\lambda}(\cdot)$ along the flows (see Lemmas 2.2 and 2.4). The $C^0$ estimates for the flows (1.13) and (1.20) when smooth functions $G$ and $\Psi$ satisfy the assumptions in Theorem 1.3 are established in Section 3. Section 4 is dedicated to the proofs of the long time existence of the flows (1.13) and (1.20) and the proof of Theorem 1.3 as well. Moreover, the existence of solutions to Problem 1.1, i.e., Theorem 1.2 is proved by an approximation argument for general $\mu$ that is not concentrated on any closed hemisphere. Section 5 provides the second order derivative estimates which will be used in the study of flows (1.13) and (1.20).

2. Preliminary and properties of the flows

Let us recall some basic notations. In $\mathbb{R}^{n+1}$, let $\langle x, y \rangle$ be the inner product of $x, y \in \mathbb{R}^{n+1}$. By $|x|$, we mean the Euclidean norm of $x \in \mathbb{R}^{n+1}$. The unit sphere $S^n$ will be assumed to have a smooth local orthonormal frame field $\{e_1, \ldots, e_n\}$. By $\nabla$ and $\nabla^2$, we mean the gradient and Hessian operators with respect to $\{e_1, \ldots, e_n\}$. The surface area of $S^n$ is denoted by $|S^n|$.

Let $\Omega \in \mathcal{K}$ be a convex body containing the origin. Denote by $w_\Omega : S^n \to \mathbb{R}$ the width function of $\Omega$, which can be formulated by, for $x \in S^n$,

$$w_\Omega(x) = u_\Omega(x) + u_\Omega(-x).$$

We shall need $w_\Omega^+$ and $w_\Omega^-$, the maximal and minimal widths of $\Omega$, respectively, which can be formulated by

$$w_\Omega^+ = \max_{x \in S^n} \{u_\Omega(x) + u_\Omega(-x)\} \quad \text{and} \quad w_\Omega^- = \min_{x \in S^n} \{u_\Omega(x) + u_\Omega(-x)\}. \quad (2.1)$$

The following result is needed and can be found in e.g. [12] Lemma 2.6.

**Lemma 2.1.** Let $\Omega \in \mathcal{K}_0$ be a convex body containing the origin in its interior. Let $u_\Omega$ and $r_\Omega$ be the support and radial functions of $\Omega$, and $x_{\max} \in S^n$ and $\xi_{\min} \in S^n$ be such that $u_\Omega(x_{\max}) = \max_{x \in S^n} u_\Omega(x)$ and $r_\Omega(\xi_{\min}) = \min_{\xi \in S^n} r_\Omega(\xi)$. Then

$$\max_{x \in S^n} u_\Omega(x) = \max_{\xi \in S^n} r_\Omega(\xi) \quad \text{and} \quad \min_{x \in S^n} u_\Omega(x) = \min_{\xi \in S^n} r_\Omega(\xi),$$

$$u_\Omega(x) \geq \langle x, x_{\max} \rangle u_\Omega(x_{\max}) \quad \text{for all } x \in S^n,$$

$$r_\Omega(\xi) \langle \xi, \xi_{\min} \rangle \leq r_\Omega(\xi_{\min}) \quad \text{for all } \xi \in S^n.$$
\( \mathbb{R}^{n+1} \). It follows from (1.1) and (1.2) that

\[\begin{align*}(2.2) \quad X(x) &= r(\alpha^*(x))\alpha^*(x) \quad \text{and} \quad u(x) = \langle x, X(x) \rangle,\end{align*}\]

where \( u \) is the support function of (the convex body circumscribed by) \( M \). It is well known that the Gauss curvature of \( M \) is

\[\begin{align*}(2.3) \quad K &= \frac{1}{\det(\nabla^2 u + u I)},\end{align*}\]

and the principal curvature radii of \( M \) are the eigenvalues of the matrix \( b_{ij} = \nabla_{ij} u + u \delta_{ij} \).

Moreover, the following hold, see e.g. [37],

\[\begin{align*}(2.4) \quad r \xi &= ux + \nabla u, \quad r = \sqrt{u^2 + |\nabla u|^2}, \quad \text{and} \quad u = \frac{r^2}{\sqrt{r^2 + |\nabla r|^2}}.\end{align*}\]

Let \( u(\cdot, t) \) and \( r(\cdot, t) \) be the support and radial functions of \( M_t \). Recall that (see e.g., [11] Lemma 2.1 or [32, 37])

\[\begin{align*}(2.5) \quad \frac{\partial_t r(\xi, t)}{r} &= \frac{\partial_t u(x, t)}{u}.\end{align*}\]

By (2.2) and (2.3), the flow equation (1.13) for \( M_t \) can be reformulated by its support function \( u(x, t) \) as follows:

\[\begin{align*}(2.6) \quad \begin{cases} \quad \partial_t u(x, t) &= -f(x)\psi(u, x)r^n G_z(r, \xi)^{-1} p^{1}_\lambda(\xi)K + \eta(t)u, \\ \quad u(\cdot, 0) &= u_0. \end{cases}\end{align*}\]

It follows from (2.5) that the flow equation (1.13) for \( M_t \) can be reformulated by its radial function \( r(\xi, t) \) as follows:

\[\begin{align*}(2.7) \quad \begin{cases} \quad \partial_t r(\xi, t) &= -f(x)\psi(u, x)u^{-1}r^{n+1} G_z(r, \xi)^{-1} p^{1}_\lambda(\xi)K + \eta(t)r, \\ \quad r(\cdot, 0) &= r_0. \end{cases}\end{align*}\]

Similarly, \( M_t^\varepsilon \) is evolved by (1.20) if its support function \( u(x, t) = u_\varepsilon(x, t) \) satisfies

\[\begin{align*}(2.8) \quad \begin{cases} \quad \partial_t u(x, t) &= -f(x)\widehat{\psi}_\varepsilon(u, x)r^n G_z(r, \xi)^{-1} p^{1}_\lambda(\xi)K + \eta_\varepsilon(t)u, \\ \quad u(\cdot, 0) &= u_0; \end{cases}\end{align*}\]

or equivalently if its radial function \( r(\xi, t) = r_\varepsilon(\xi, t) \) satisfies

\[\begin{align*}(2.9) \quad \begin{cases} \quad \partial_t r(\xi, t) &= -f(x)\widehat{\psi}_\varepsilon(u, x)u^{-1}r^{n+1} G_z(r, \xi)^{-1} p^{1}_\lambda(\xi)K + \eta_\varepsilon(t)r, \\ \quad r(\cdot, 0) &= r_0. \end{cases}\end{align*}\]

It is well known that \( J(\xi) \), the determinant of the Jacobian of the radial Gauss image \( x = \alpha_\Omega(\xi) \) for \( \Omega \in K_0 \), satisfies (see e.g., [11, 32, 37])

\[\begin{align*}(2.9) \quad J(\xi) &= \frac{r_{\Omega}^{n+1}(\xi)K(\rho_\Omega(\xi))}{u_{\Omega}(\alpha_\Omega(\xi))}.\end{align*}\]
Letting $x = \alpha_\Omega(\xi)$ (hence $\xi = \alpha^*_\Omega(x)$) and $r_\Omega = r_\Omega(\xi) = r_\Omega(\alpha^*_\Omega(x))$, one has

$$\int_{\mathbb{S}^n} r_\Omega^{-n} G_z(r_\Omega, \xi) p_\lambda(\xi) uK^{-1} \, dx = \int_{\mathbb{S}^n} r_\Omega G_z(r_\Omega, \xi) p_\lambda(\xi) d\xi. \quad (2.10)$$

Note that $\tilde{V}_{G, \lambda}(\Omega)$ for $G \in C$ given in (1.6) can be extended to continuous function $G : [0, \infty) \times \mathbb{S}^n \to [0, \infty)$ and $\Omega \in \mathcal{K}$. It is clear that both of (2.6) and (2.8) are parabolic Monge-Ampère type, their solutions exist for a short time. Therefore the flow (1.13), as well as (1.20), have short time solutions. Let $\Omega_t$ be the convex body enclosed by $M_t$ such that $\Omega_t \in K_0$ for all $t \in [0, T)$. We now show that $\tilde{V}_{G, \lambda}(\cdot)$ remains unchanged along the flow (1.13).

**Lemma 2.2.** Let $G \in \mathcal{G}_I^0$ and $\Psi \in \mathcal{G}_I^0$. Let $X(\cdot, t)$ be a smooth solution to the flow (1.13) with $t \in [0, T)$, and $\mathcal{M}_t = X(\mathbb{S}^n, t)$ be a smooth, closed and uniformly convex hypersurface. Suppose that the origin lies in the interior of the convex body $\Omega_t$ enclosed by $\mathcal{M}_t$ for all $t \in [0, T)$. Then, for any $t \in [0, T)$, one has

$$\tilde{V}_{G, \lambda}(\Omega_t) = \tilde{V}_{G, \lambda}(\Omega_0). \quad (2.11)$$

**Proof.** It follows from (2.9) that, by letting $x = \alpha_\Omega(\xi)$,

$$\int_{\mathbb{S}^n} f \psi(u, x) \, dx = \int_{\mathbb{S}^n} f \frac{\psi(u, x)}{u} r^{n+1} K \, d\xi.$$

This, together with (1.14), (2.7) and (2.9), yield that

$$\frac{d}{dt} \int_{\mathbb{S}^n} G(r, \xi) p_\lambda(\xi) \, d\xi = \int_{\mathbb{S}^n} G_z(r, \xi) p_\lambda(\xi) r_t \, d\xi \quad = \quad \int_{\mathbb{S}^n} G_z(r, \xi) p_\lambda(\xi) \left( -f \frac{\psi(u)}{u} r^{n+1} G_z^{-1}(r, \xi) p_\lambda^{-1} K + r \eta(t) \right) \, d\xi \quad = \quad -\int_{\mathbb{S}^n} f \frac{\psi(u, x)}{u} r^{n+1} K \, d\xi + \eta(t) \int_{\mathbb{S}^n} r G_z(r, \xi) p_\lambda(\xi) \, d\xi \quad = \quad -\int_{\mathbb{S}^n} f \frac{\psi(u, x)}{u} r^{n+1} K \, d\xi + \int_{\mathbb{S}^n} f \psi(u, x) \, dx = 0.$$

In conclusion, $\tilde{V}_{G, \lambda}(\cdot)$ remains unchanged along the flow (1.13), and in particular, (2.11) holds for any $t \in [0, T)$.

The lemma below shows that the functional

$$\mathcal{J}(u) = \int_{\mathbb{S}^n} f \Psi(u, x) \, dx,$$

is monotone along the flow (1.13).
Lemma 2.3. Let $G \in \mathcal{G}_I^0$ and $\Psi \in \mathcal{G}_I^0$. Let $X(\cdot, t)$, $\mathcal{M}_t$, and $\Omega_t$ be as in Lemma 2.2. Then the functional $J$ defined in (2.12) is non-increasing along the flow (1.13). That is, \( \frac{dJ(u(\cdot, t))}{dt} \leq 0 \), with equality if and only if $\mathcal{M}_t$ satisfies the elliptic equation (1.12).

Proof. Let $u(\cdot, t)$ be the support function of $\mathcal{M}_t$. It follows from (2.9), (2.10), and Hölder inequality that
\[
\int_{\mathbb{S}^n} f\psi(u, x)dx = \int_{\mathbb{S}^n} \left( f^2\psi^2(u, x)r^nG_z^{-1}(r, \xi)p_\lambda^{-1}(\xi)u^{-1}K \right)^{\frac{1}{2}} \left( r^nG_z^{-1}(r, \xi)p_\lambda^{-1}(\xi)u^{-1}K \right)^{-\frac{1}{2}} dx 
\leq \left( \int_{\mathbb{S}^n} f^2\psi^2(u, x)r^nG_z^{-1}(r, \xi)p_\lambda^{-1}(\xi)u^{-1}K dx \right)^{\frac{1}{2}} \left( \int_{\mathbb{S}^n} rG_z(r, \xi)p_\lambda(\xi)dx \right)^{\frac{1}{2}}.
\]
Together with (2.6), one gets
\[
\frac{dJ(u(\cdot, t))}{dt} = -\int_{\mathbb{S}^n} f^2\psi^2(u, x)r^nG_z^{-1}(r, \xi)p_\lambda^{-1}(\xi)u^{-1}K dx + \frac{\left( \int_{\mathbb{S}^n} f\psi(u, x)dx \right)^2}{\int_{\mathbb{S}^n} rG_z(r, \xi)p_\lambda(\xi)dx} \leq 0.
\]
Clearly, equality holds here if and only if equality holds for the Hölder inequality, namely, there exists a constant $c(t) > 0$ such that

\[
(2.13) \quad f\psi(u, x)u^{-1}r^nG_z^{-1}(r, \xi)p_\lambda^{-1}(\xi)(\det(\nabla^2u + uI))^{-1} = c(t).
\]
Moreover, it can be proved by (2.10) and (2.13) that $c(t) = \eta(t)$ as follows:
\[
\eta(t) = \frac{\int_{\mathbb{S}^n} f\psi(u, x)dx}{\int_{\mathbb{S}^n} rG_z(r, \xi)p_\lambda(\xi)dx} = c(t) \frac{\int_{\mathbb{S}^n} r^{-n}G_z(r, \xi)p_\lambda(\xi)uK^{-1}dx}{\int_{\mathbb{S}^n} rG_z(r, \xi)p_\lambda(\xi)dx} = c(t).
\]
This concludes the proof. \( \square \)

Regarding the flow (1.20), results similar to Lemmas 2.2 and 2.3 can be obtained. For \( \Psi \in \mathcal{G}_I^0 \), let
\[
\hat{\Psi}_\varepsilon(s, x) = \int_{0}^{s} \frac{\hat{\Psi}_\varepsilon(t, x)}{t} dt \quad \text{for} \quad (s, x) \in [0, \infty) \times \mathbb{S}^n.
\]
It follows from (1.17) that $\hat{\Psi}_\varepsilon : [0, \infty) \times \mathbb{S}^n \rightarrow [0, \infty)$ is well defined and continuous, such that, $\hat{\Psi}_\varepsilon(0, x) = 0$ for all $x \in \mathbb{S}^n$. Moreover, $\hat{\Psi}_\varepsilon(s, x)$ is strictly increasing with respect to $s$ on $[0, \infty)$. Define the functional $J_\varepsilon$ by
\[
(2.14) \quad J_\varepsilon(u) = \int_{\mathbb{S}^n} f\hat{\Psi}_\varepsilon(u, x)dx.
\]
Following the same lines as the proofs for Lemmas 2.2 and 2.3, one can prove that, along the flow (1.20), $J_\varepsilon$ is non-increasing and $\hat{V}_{G, \lambda}(\cdot)$ remains unchanged. In fact, it is clear that, for \( \varepsilon > 0 \) small enough, the solutions to the flow (1.20) exist for a short time. Let $\mathcal{M}_t^\varepsilon = X_\varepsilon(\mathbb{S}^n, t)$ be the smooth, closed and uniformly convex hypersurface parametrized by $X_\varepsilon(\cdot, t)$, where $X_\varepsilon(\cdot, t)$ is a smooth solution to the flow (1.20) with $t \in [0, T)$ for some constant $T > 0$. Let $\Omega_t^\varepsilon$ be the convex body enclosed by $\mathcal{M}_t^\varepsilon$ such that $\Omega_t^\varepsilon \in \mathcal{K}_0$ for all $t \in [0, T)$. The support function of $\Omega_t^\varepsilon$ is $u_\varepsilon(x, t)$. 


Lemma 2.4. Let \( G \in G^0_I \) and \( \Psi \in G^0_I \). Then, the functional \( J_\varepsilon \) is non-increasing along the flow (1.20). That is, \( \frac{dJ_\varepsilon(u_\varepsilon(\cdot,t))}{dt} \leq 0 \), with equality if and only if \( M^I_\varepsilon \) satisfies the elliptic equation (1.22). Moreover,

\[
\tilde{V}_{G,\lambda}(\Omega^I_\varepsilon) = \tilde{V}_{G,\lambda}(\Omega_0), \quad \text{for all } t \in [0,T).
\]

3. \( C^0 \) estimates

In this section, the uniform lower and upper bounds of the solutions to (1.20) are provided. Let \( \Omega_0 \in K_0 \) be the convex body enclosed by the initial hypersurface \( M_0 \) of the flow (1.20). As \( \varepsilon \in (0,\delta) \) will be arbitrarily small, a constant \( c_0 > 0 \) can be found, such that, for all \( \xi \in S^n \),

\[
(3.1) \quad r_{\Omega_0}(\xi) \geq c_0 \geq 10\varepsilon.
\]

For simplicity, we shall omit the subscript/superscript \( \varepsilon \) in \( X_\varepsilon(\cdot,t) \) (the solution to (1.20)), \( M^I_\varepsilon = X_\varepsilon(S^n,t), \Omega^I_\varepsilon \) (the convex body enclosed by \( M^I_\varepsilon \)), \( u_\varepsilon(\cdot,t) \) and \( r_\varepsilon(\cdot,t) \) (the support and radial functions of \( \Omega^I_\varepsilon \)) etc, if no confusion occurs.

Lemma 3.1. Let \( f \) and \( p_\lambda \) be two smooth positive functions on \( S^n \), and \( u_0 \) be a positive and uniformly convex function. Let \( u(\cdot,t) \) be a positive, smooth and uniformly convex solution to (2.8). Let \( \Psi \in G^0_I \) be a smooth function satisfying (1.11). Suppose that \( G \in G^0_I \) and \( \psi = z\Psi_z \) satisfy (1.16). Then there is a constant \( C > 0 \) depending only on \( f, p_\lambda, G, \psi \) and \( \Omega_0 \), but independent of \( \varepsilon \), such that

\[
(3.2) \quad \max_{x \in S^n} u(x,t) \leq C \quad \text{and} \quad \max_{x \in S^n} |\nabla u(x,t)| \leq C \quad \text{for all } t \in [0,T).
\]

Proof. Combining with (2.14) and Lemma 2.4 there exists a constant \( C_1 > 0 \), independent of \( \varepsilon \), such that,

\[
(3.3) \quad C_1 \geq J_\varepsilon(u_0) \geq J_\varepsilon(u(\cdot,t)) = \int_{S^n} f(x)\tilde{\Psi}_\varepsilon(u,x)dx.
\]

Let \( x_t \in S^n \) be such that \( u(x_t,t) = \max_{x \in S^n} u(x,t) \). Without loss of generality, assume that \( u(x_t,t) > 10 \) holds for some \( t \in [0,T) \) (otherwise, there is nothing to prove). Let

\[
\Sigma_\beta = \{ x \in S^n : \langle x, x_t \rangle \geq \beta \}.
\]

As \( \varepsilon \in (0,\delta) \) with \( \delta < 1 \), it can be checked from Lemma 2.4 that,

\[
(3.4) \quad u(x,t) \geq u(x_t,t)\langle x_t, x \rangle \geq \frac{1}{2}u(x_t,t) > 5 > 2\varepsilon \quad \text{for all } x \in \Sigma_{1/2}.
\]
It is easily checked that \( \hat{\Psi}(s, x) = \Psi(s, x) - \Psi(2\varepsilon, x) \geq \Psi(s, x) - \Psi(5, x) \) for \((s, x) \in [2\varepsilon, \infty) \times \mathbb{S}^n\). Therefore,
\[
\int_{\mathbb{S}^n} f(x) \hat{\Psi}(u(x, t), x) \, dx \geq \int_{x \in \Sigma_{1/2}} f(x) \hat{\Psi}_c(u(x, t), x) \, dx \\
\geq \int_{x \in \Sigma_{1/2}} f(x) \hat{\Psi}_c \left( \frac{u(x, t)}{2}, x \right) \, dx \\
\geq \min_{x \in \mathbb{S}^n} \left[ \Psi \left( \frac{u(x, t)}{2}, x \right) - \Psi(5, x) \right] \cdot \min_{x \in \mathbb{S}^n} f(x) \cdot \int_{\Sigma_{1/2}} \, dx.
\]
Note that, the set \( \Sigma_{1/2} \) may depend on \( t \), but \( \int_{\Sigma_{1/2}} dx \) is a constant independent to \( t \).

By (3.3), there exists \( x_0 \in \mathbb{S}^n \) (possibly depending on \( t \in [0, T) \)) such that
\[
\Psi \left( \frac{u(x_1, t)}{2}, x_0 \right) - \Psi(5, x_0) = \min_{x \in \mathbb{S}^n} \left[ \Psi \left( \frac{u(x_1, t)}{2}, x \right) - \Psi(5, x) \right] \leq C_1 \left( \min_{x \in \mathbb{S}^n} f(x) \cdot \int_{\Sigma_{1/2}} \, dx \right)^{-1}.
\]
As \( \Psi(t, x) \) is strictly increasing on \( t \in (0, \infty) \) and \( \lim_{t \to +\infty} \Psi(t, x) = +\infty \) for all \( x \in \mathbb{S}^n \), \( \Psi(t, \cdot) \) has its inverse function \( \overline{\Psi}(t, \cdot) \) on \( t \in [0, \infty) \). Moreover, \( \overline{\Psi} : [0, \infty) \times \mathbb{S}^n \) is continuous such that \( \lim_{t \to +\infty} \overline{\Psi}(t, x) = +\infty \) for all \( x \in \mathbb{S}^n \).

Hence,
\[
\max_{x \in \mathbb{S}^n} u(x, t) = u(x_1, t) \leq 2 \max_{x_0 \in \mathbb{S}^n} \overline{\Psi}(C_0, x_0) =: C,
\]
where \( C_0 = C_1 \left( \min_{x \in \mathbb{S}^n} f(x) \cdot \int_{\Sigma_{1/2}} \, dx \right)^{-1} + \max_{x \in \mathbb{S}^n} \Psi(5, x) \) and hence \( C > 0 \) is a finite constant independent of \( \varepsilon \) and \( t \). It follows from (2.4) and Lemma 2.1 that
\[
\max_{x \in \mathbb{S}^n} |\nabla u(x, t)| \leq \max_{x \in \mathbb{S}^n} \rho(x, t) = \max_{x \in \mathbb{S}^n} u(x, t) \leq C.
\]
This completes the proof. \( \square \)

The following lemma provides uniform bound for \( \eta_\varepsilon(t) \) defined in (1.21).

**Lemma 3.2.** Let \( f, p_\Lambda, G \) and \( \Psi \) satisfy conditions stated in Lemma 3.1. Let \( u(\cdot, t) \) be a positive, smooth and uniformly convex solution to (2.8). Then
\[
\frac{1}{C_2} \leq \eta_\varepsilon(t) \leq C_2 \quad \text{for all} \quad t \in [0, T),
\]
where \( C_2 > 0 \) is a constant depending only on \( f, p_\Lambda, G, \Psi \) and \( \Omega_0 \), but independent of \( \varepsilon \).

**Proof.** It follows from (3.1), Lemma 2.4, \( d\lambda(\xi) = p_x(\xi) \, d\xi \), and the fact that \( G(t, \cdot) \) is strictly increasing on \( t \) that
\[
\tilde{V}_{G, \lambda}(\Omega_4) = \tilde{V}_{G, \lambda}(\Omega_0) = \int_{\mathbb{S}^n} G(r_{\Omega_4}(\xi), \xi) \, d\lambda(\xi) \geq \int_{\mathbb{S}^n} G(c_0, \xi)p_x(\xi) \, d\xi.
\]
This further implies \( \max_{x \in S^n} r(x, t) \geq c_0 \geq 10\varepsilon \). Moreover, by Lemmas 2.1 and 3.1 (in particular, (3.2)), one sees

\[
(3.7) \quad \sup_{(x,t) \in S^n \times [0,T]} u(x,t) = \sup_{(x,t) \in S^n \times [0,T]} r(x, t) \leq C.
\]

Thus, for any \( t \in [0, T) \),

\[
(3.8) \quad \int_{S^n} r(\xi, t)G_z(r(\xi, t), \xi)p_\lambda(\xi)d\xi \leq \max_{(r,\xi) \in [0,C] \times S^n} [rG_z(r, \xi)p_\lambda(\xi)] \cdot |S^n|.
\]

Again let \( x_t \in S^n \) satisfy that \( u(x_t, t) = \max_{x \in S^n} u(x, t) \). Similar to (3.4), for \( \varepsilon \in (0, \delta) \) with \( \delta < 1 \) and for \( x \in \Sigma_{1/2} \), one has,

\[
(3.9) \quad u(x, t) \geq \frac{1}{2} u(x_t, t) > \frac{c_0}{2} \geq 5\varepsilon.
\]

From (1.17), the following fact holds: for \( x \in \Sigma_{1/2} \),

\[
(3.10) \quad \hat{\psi}_\varepsilon(u(x,t), x) = \psi(u(x, t), x).
\]

By (3.7), (3.9) and (3.10), one gets

\[
\int_{S^n} f\hat{\psi}_\varepsilon(u(x,t), x)dx \geq \int_{\Sigma_{1/2}} f\psi(u(x,t), x)dx \geq \min_{(s,x) \in [0,C] \times S^n} \psi(s, x) \cdot \min_{x \in S^n} f(x) \cdot \int_{\Sigma_{1/2}} dx.
\]

This, together with (3.8), further imply that, for all \( t \in [0, T) \),

\[
(3.11) \quad \eta_\varepsilon(t) = \frac{\int_{S^n} f\hat{\psi}_\varepsilon(u(x,t), x)dx}{\int_{S^n} r(\xi, t)G_z(r(\xi, t), \xi)p_\lambda(\xi)d\xi} \geq \frac{\min_{(s,x) \in [0,C] \times S^n} \psi(s, x) \cdot \min_{x \in S^n} f(x) \cdot \int_{\Sigma_{1/2}} dx}{\max_{(t,\xi) \in [0,C] \times S^n} [tG_z(t, \xi)p_\lambda(\xi)] \cdot |S^n|} > 0.
\]

It follows from Lemma 2.4 and inequality (3.6) that

\[
\int_{\{x \in S^n : r(\xi, t) \geq \frac{c_0}{2} \}} G(r(\xi, t), \xi)p_\lambda(\xi)d\xi = \tilde{V}_{G, \lambda}(\Omega_t) - \int_{\{x \in S^n : r(\xi, t) < \frac{c_0}{2} \}} G(r(\xi, t), \xi)p_\lambda(\xi)d\xi
\]

\[
\geq \int_{S^n} G(c_0, \xi)p_\lambda(\xi)d\xi - \int_{S^n} G\left(\frac{c_0}{2}, \xi\right)p_\lambda(\xi)d\xi
\]

\[
\geq \min_{\xi \in S^n} \left[ G(c_0, \xi)p_\lambda(\xi) - G\left(\frac{c_0}{2}, \xi\right)p_\lambda(\xi) \right] \cdot |S^n|.
\]
This further implies
\[ \int_{S^n} r(\xi,t)G_z(r(\xi,t),\xi)p_\lambda(\xi)d\xi \geq \int_{\{\xi \in S^n: r(\xi,t) \geq \frac{d_0}{G}\}} r(\xi,t)G_z(r(\xi,t),\xi)p_\lambda(\xi)d\xi \]
\[ \geq a_0 \int_{\{\xi \in S^n: r(\xi,t) \geq \frac{d_0}{G}\}} G(r(\xi,t),\xi)p_\lambda(\xi)d\xi \]
(3.12)
\[ \geq a_0 \min_{\xi \in S^n} \left[ G(c_0,\xi)p_\lambda(\xi) - G\left(\frac{c_0}{2},\xi\right)p_\lambda(\xi) \right] \cdot |S^n|, \]
where the constant \( a_0 > 0 \) can be taken as
\[ a_0 = \min_{(t,\xi) \in [\frac{d_0}{G},C] \times S^n} \frac{tG_z(t,\xi)}{G(t,\xi)} > 0. \]
Recall that \( \delta \in (0, 1) \) is a constant satisfying (1.19), namely,
\[ \max_{(s,\xi) \in [0,\delta] \times S^n} sG_z(s,\xi) \leq 1. \]
It follows from (1.17) and (1.18) that \( \hat{\psi}_\varepsilon(s, x) \leq C_0 = \max\{1, \max_{[0, 2] \times S^n} \psi(s, x)\} \) on \([0, 2\varepsilon]\), and \( \hat{\psi}_\varepsilon(s, x) = \psi(s, x) \) on \([2\varepsilon, \infty)\). Hence, (3.7) implies that, for all \( t \in [0, T) \),
\[ \int_{S^n} f\hat{\psi}_\varepsilon(u(x, t), x) dx = \int_{\{x \in S^n: u(x, t) \in [0, 2\varepsilon) \cup [2\varepsilon, C]\}} f\hat{\psi}_\varepsilon(u(x, t), x) dx \]
\[ \leq \int_{S^n} \left( C_0 + \psi(u(x, t), x) \right) f dx \]
\[ \leq \left\{ C_0 + \max_{(s, x) \in [0, C] \times S^n} \psi(s, x) \right\} \cdot \max_{x \in S^n} f(x) \cdot |S^n|. \]
Together with (3.12), one has, for all \( t \in [0, T) \),
\[ \eta_\varepsilon(t) = \frac{\int_{S^n} f\hat{\psi}_\varepsilon(u(x, t), x) dx}{\int_{S^n} r(\xi,t)G_z(r(\xi,t),\xi)p_\lambda(\xi)d\xi} \]
\[ \leq \left[ C_0 + \max_{(s, x) \in [0, C] \times S^n} \psi(s, x) \right] \cdot \max_{x \in S^n} f(x) \cdot |S^n| \]
\[ \leq a_0 \min_{\xi \in S^n} \left[ p_\lambda(\xi)G(c_0,\xi) - p_\lambda(\xi)G\left(\frac{d_0}{G},\xi\right) \right]. \]
In view of (3.11) and (3.13), a constant \( C_2 > 0 \) independent of \( \varepsilon \) and \( t \in [0, T) \) can be found so that (3.5) holds. \( \square \)

The following lemma provides a uniform lower bound for \( u(x, t) \) on \( t \in [0, T) \).

**Lemma 3.3.** Let \( f, p_\lambda, G \) and \( \Psi \) satisfy conditions stated in Lemma 3.1. Let \( u(\cdot, t) \) be a positive, smooth and uniformly convex solution to (2.8). Then there is a constant \( C_\varepsilon > 0 \) depending only on \( \varepsilon, f, p_\lambda, G, \psi \) and \( \Omega_0 \), such that, for all \( t \in [0, T) \),
\[ \min_{x \in S^n} u(x, t) \geq 1/C_\varepsilon. \]
Proof. Let \( \bar{x}_t \in \mathbb{S}^n \) be such that \( u(\bar{x}_t, t) = \min_{x \in \mathbb{S}^n} u(x, t) \). Without loss of generality, assume that \( u(\bar{x}_t, t) < \varepsilon \) holds for some \( t \in [0, T) \) (as otherwise, there is nothing to prove). From (2.2) and Lemma 2.1, \( \alpha^*(\bar{x}_t) = \bar{x}_t, \nabla u(\bar{x}_t, t) = 0 \), and
\[
(3.14) \quad r(\bar{x}_t, t) = \min_{\xi \in \mathbb{S}^n} r(\xi, t) = \min_{x \in \mathbb{S}^n} u(x, t) = u(\bar{x}_t, t).
\]
It follows from (1.17) and the fact that \( \nabla^2 u(\bar{x}_t, t) \) is positive semi-definite that
\[
\hat{\psi}_\varepsilon(u(\bar{x}_t, t), \bar{x}_t)G_{\varepsilon}(u(\bar{x}_t, t), \bar{x}_t)^{-1} = (u(\bar{x}_t, t))^{1+\varepsilon},
\]
\[
(3.15) \quad \det(\nabla^2 u(\bar{x}_t, t) + u(\bar{x}_t, t)I) \geq u(\bar{x}_t, t)^n.
\]
Together with (2.3) and (2.8), one has,
\[
\partial_t u(\bar{x}_t, t) \geq -f(\bar{x}_t) (u(\bar{x}_t, t))^{1+\varepsilon} (u(\bar{x}_t, t))^n p_\lambda^{-1}(\bar{x}_t) (u(\bar{x}_t, t))^{-n} + u(\bar{x}_t, t)\eta_\varepsilon(t)
\]
\[
(3.16) \quad \geq f(\bar{x}_t) u(\bar{x}_t, t) \left(-p_\lambda^{-1}(\bar{x}_t) (u(\bar{x}_t, t))^{-n} + \frac{\eta_\varepsilon(t)}{f(\bar{x}_t)}\right).
\]
This implies either \( \partial_t u(\bar{x}_t, t) \geq 0 \), or
\[
u(\bar{x}_t, t) > \left(\frac{\eta_\varepsilon(t) \min_{x \in \mathbb{S}^n} p_\lambda(\xi)}{\max_{x \in \mathbb{S}^n} f(x)}\right)^{\frac{1}{\varepsilon}}.
\]
In view of (3.1) and (3.5), one gets
\[
\min_{x \in \mathbb{S}^n} u(x, t) \geq \min \left\{ \varepsilon, \left(\frac{\min_{x \in \mathbb{S}^n} p_\lambda(\xi)}{C_2 \cdot \max_{x \in \mathbb{S}^n} f(x)}\right)^{\frac{1}{\varepsilon}} \right\} =: \frac{1}{C_\varepsilon},
\]
where \( C_\varepsilon > 0 \) is a constant independent of \( t \in [0, T) \). This completes the proof. \( \square \)

Note that the uniform lower bound for \( u(\cdot, t) \) in Lemma 3.3 depends on \( \varepsilon \in (0, \delta) \). However, such a lower bound may go to zero as \( \varepsilon \to 0^+ \). The following lemma gives bounds (both upper and lower), which are independent of \( \varepsilon \), for the maximal and minimal widths of \( \Omega_t \) on \( t \in [0, T) \). Recall that the maximal and minimal widths of \( \Omega \) defined in (2.1), respectively, are
\[
w_\Omega^+ = \max_{x \in \mathbb{S}^n} \{u_\Omega(x) + u_\Omega(-x)\} \quad \text{and} \quad w_\Omega^- = \min_{x \in \mathbb{S}^n} \{u_\Omega(x) + u_\Omega(-x)\}.
\]

**Lemma 3.4.** Let \( f, p_\lambda, G \) and \( \Psi \) satisfy conditions stated in Lemma 3.3. Let \( u(\cdot, t) \) be a positive, smooth and uniformly convex solution to (2.8). Then there is a constant \( C_3 > 0 \) depending only on \( f, p_\lambda, G, \Psi, \) and \( \Omega_0 \), but independent of \( \varepsilon \), such that, for all \( t \in [0, T) \),
\[
1/C_3 \leq w_\Omega^- \leq w_\Omega^+ \leq C_3.
\]

**Proof.** For each \( t \in [0, T) \), let \( l_t = 2w_\Omega^- \) and \( L_t = B_R^\mathbb{S} \times [-l_t, l_t] \), where \( B_R^\mathbb{S} \) is the \( n \)-dimensional ball centered at the origin with radius \( R = 2\sqrt{nC} \) for \( C \) the constant given in (3.2) by Lemma 3.1. Let \( \{e_1, \ldots, e_{n+1}\} \) be a local orthonormal frame field on \( \mathbb{R}^{n+1} \) and (without loss of generality) \( u_{\Omega_t}(e_{n+1}) \leq \omega_{\Omega_t}^\ast \). Then, the support function \( u_{L_t}(e_{n+1}) = l_t \).
Moreover, $\Omega_t \subseteq \mathbb{L}_t$ and hence $r_{L_t}(\xi) \leq \sqrt{2}R$ for all $\xi \in \mathbb{S}^n$. Due to the fact that $G(t, \cdot)$ is increasing on $t \in [0, \infty)$, one gets

$$
(3.16) \quad \tilde{V}_{G, \lambda}(\Omega_t) \leq \tilde{V}_{G, \lambda}(\mathbb{L}_t) = \int_{\mathbb{S}^n} G(r_{L_t}(\xi), \xi) p_\lambda(\xi) \, d\xi \leq A \cdot |\mathbb{S}^n|,
$$

where $A = \max_{\xi \in \mathbb{S}^n} \left[ G(\sqrt{2}R, \xi)p_\lambda(\xi) \right]$ is a positive constant.

For any $\beta \in (0, 1)$, let

$$
\tilde{\Sigma}_\beta = \{ \xi \in \mathbb{S}^n : |\langle \xi, e_{n+1} \rangle| \leq \beta \}.
$$

It is easily checked that, for all $\xi \in \mathbb{S}^n \setminus \tilde{\Sigma}_\delta_1$,

$$
(3.17) \quad \int_{\tilde{\Sigma}_\beta} d\xi \leq \beta \cdot \alpha_n,
$$

holds for a fixed constant $\alpha_n > 0$ only depending on $n$. In particular, $|\mathbb{S}^n| \leq \alpha_n$. Together with (3.16), one can get

$$
(3.18) \quad \delta_1 = \frac{\tilde{V}_{G, \lambda}(\Omega_t)}{2\alpha_n A} = \frac{\tilde{V}_{G, \lambda}(\mathbb{L}_t)}{2\alpha_n A} \in (0, 1/2].
$$

It is easily checked that, for all $\xi \in \mathbb{S}^n \setminus \tilde{\Sigma}_\delta_1$,

$$
(3.19) \quad r_{L_t}(\xi) \leq \frac{u_{L_t}(e_{n+1})}{|\langle \xi, e_{n+1} \rangle|} \leq \frac{l_t}{\delta_1}.
$$

By (3.17), (3.18) and (3.19), one has

\[
\tilde{V}_{G, \lambda}(\mathbb{L}_t) = \int_{\mathbb{S}^n \setminus \tilde{\Sigma}_\delta_1} G(r_{L_t}(\xi), \xi) p_\lambda(\xi) \, d\xi + \int_{\tilde{\Sigma}_\delta_1} G(r_{L_t}(\xi), \xi) p_\lambda(\xi) \, d\xi \\
\leq \int_{\mathbb{S}^n \setminus \tilde{\Sigma}_\delta_1} G(l_t/\delta_1, \xi) p_\lambda(\xi) \, d\xi + \int_{\tilde{\Sigma}_\delta_1} G(\sqrt{2}R, \xi) p_\lambda(\xi) \, d\xi \\
\leq \int_{\mathbb{S}^n} G(l_t/\delta_1, \xi) p_\lambda(\xi) \, d\xi + A\alpha_n \delta_1 \\
\leq \int_{\mathbb{S}^n} G(l_t/\delta_1, \xi) p_\lambda(\xi) \, d\xi + \frac{1}{2} \tilde{V}_{G, \lambda}(\Omega_t).
\]

Together with (3.16) and Lemma 2.4, the following holds:

$$
\frac{\tilde{V}_{G, \lambda}(\Omega_t)}{2} \leq \int_{\mathbb{S}^n} G(l_t/\delta_1, \xi) p_\lambda(\xi) \, d\xi \leq |\mathbb{S}^n| \cdot \max_{\xi \in \mathbb{S}^n} p_\lambda(\xi) \cdot \max_{\xi \in \mathbb{S}^n} G(l_t/\delta_1, \xi).
$$

Hence, there exists $\xi_0 \in \mathbb{S}^n$ (possibly depending on $t$) such that

$$
(3.20) \quad G(l_t/\delta_1, \xi_0) \geq \frac{\tilde{V}_{G, \lambda}(\Omega_t)}{2|\mathbb{S}^n| \cdot \max_{\xi \in \mathbb{S}^n} p_\lambda(\xi)}.
$$

As $G_\alpha > 0$, then $G(t, \cdot)$ is strictly increasing on $t \in (0, \infty)$. Thus, for any $\xi \in \mathbb{S}^n$, the function $G(t, \xi) : t \mapsto [0, \infty)$ has its inverse function, which will be denoted by
\( \mathcal{G}(t, \xi) : t \mapsto [0, \infty) \). It follows from (3.20) that
\[
l_t \geq \delta_1 \cdot \mathcal{G}\left( \frac{\widetilde{V}_{G, \lambda}(\Omega_t)}{2|S^n| \cdot \max_{\xi \in S^n} p_{\lambda}(\xi)} \right).
\]

Note that the function \( \mathcal{G}(t, \xi) : [0, \infty) \rightarrow [0, \infty) \) is continuous. This, together with \( l_t = 2w_{\Omega_t}^- \), further imply that, for all \( t \in [0, T) \),
\[
w_{\Omega_t}^- = \frac{l_t}{2} \geq \frac{\delta_1}{2} \cdot \min_{\xi \in S^n} \mathcal{G}\left( \frac{\widetilde{V}_{G, \lambda}(\Omega_0)}{2|S^n| \cdot \max_{\xi \in S^n} p_{\lambda}(\xi)} \right),
\]
and the constant in the right hand is clearly independent of \( \varepsilon \) and \( t \in [0, T) \).

On the other hand, by Lemma 3.1, one sees that
\[
w_{\Omega}^+ = \max_{x \in S^n} \{ u_{\Omega}(x) + u_{\Omega}(-x) \} \leq 2C.
\]
So, the desired constant \( C_3 \) can be given by:
\[
\frac{1}{C_3} = \min \left\{ \frac{1}{2C}, \frac{\delta_1}{2} \cdot \min_{\xi \in S^n} \mathcal{G}\left( \frac{\widetilde{V}_{G, \lambda}(\Omega_0)}{2|S^n| \cdot \max_{\xi \in S^n} p_{\lambda}(\xi)} \right) \right\}.
\]
This concludes the proof. \( \square \)

The following lemma gives the \( C^0 \) estimates for the flow (1.13).

**Lemma 3.5.** Let \( f \) and \( p_{\lambda} \) be two smooth positive functions on \( S^n \). Let \( \Psi \in \mathcal{G}_I^0 \) be a smooth function such that (1.11). Moreover, let \( G \in \mathcal{G}_I^0 \) be a smooth function such that (1.15). Let \( u(\cdot, t) \) for \( t \in [0, T) \) be a positive, smooth and uniformly convex solution to (2.6). Then there is a constant \( C > 0 \) depending only on \( f, p_{\lambda}, G, \Psi, \) and \( \Omega_0 \), such that, for all \( t \in [0, T) \),
\[
1/C \leq \min_{x \in S^n} u(x, t) \leq \max_{x \in S^n} u(x, t) \leq C \quad \text{and} \quad \max_{S^n} |\nabla u(x, t)| \leq C.
\]

**Proof.** Consider the flow defined in (1.13) or (2.6). Lemma 2.3 asserts that \( \frac{d}{dt} \mathcal{J}(u(\cdot, t)) = 0 \) holds if and only if \( u(\cdot, t) \) solves (1.12). Following the proofs in Lemmas 3.1 and 3.2 the following statements hold for all \( t \in [0, T) \):
\[
\begin{align*}
\max_{x \in S^n} u(x, t) & \leq C, \\
\max_{x \in S^n} |\nabla u|(x, t) & \leq C, \\
1/C & \leq \eta(t) \leq C,
\end{align*}
\]
where the constant \( C > 0 \) (abuse of notations) depends only on \( f, p_{\lambda}, G, \Psi \) and \( \Omega_0 \) but is independent of \( t \in [0, T) \).
Let \( \bar{x}_t \in \mathbb{S}^n \) satisfy that \( u(\bar{x}_t, t) = \min_{x \in \mathbb{S}^n} u(x, t) \). Clearly, \( \nabla u(\bar{x}_t, t) = 0 \) and \( \nabla^2 u(\bar{x}_t, t) \geq 0 \). A calculation similar to that in Lemma 3.3 by using (3.14) and (3.15), shows that
\[
\partial_t u(\bar{x}_t, t) \geq -f(\bar{x}_t)\psi(u(\bar{x}_t), \bar{x}_t)G_z(u(\bar{x}_t), \bar{x}_t)\eta(t) \frac{G_z(u(\bar{x}_t), \bar{x}_t)u(\bar{x}_t, t) - f(\bar{x}_t)}{p_\lambda(\bar{x}_t)\eta(t)}.
\]
(3.24)
Recall that \( G \) and \( \psi \) satisfy (1.15), i.e., \( \liminf_{s \to 0^+} \frac{sG_z(s, x)\psi(s, x)}{\psi(s, x)} = \infty \) holds for all \( x \in \mathbb{S}^n \). Let \( M \) be a finite constant such that
\[
M > C \cdot \max_{x \in \mathbb{S}^n} \left( \frac{f(x)}{p_\lambda(x)} \right).
\]
Then, there exists \( \delta_0 \) depending on \( M \) so that for any \( s \in (0, \delta_0) \),
\[
\frac{sG_z(s, \bar{x}_t)}{\psi(s, \bar{x}_t)} \geq M.
\]
(3.25)
Without loss of generality, let \( u(\bar{x}_t, t) < \delta_0 \). By (3.23), (3.24) and (3.25), one has
\[
\partial_t u(\bar{x}_t, t) \geq \psi(u(\bar{x}_t), \bar{x}_t)\eta(t) \left( M - \frac{f(\bar{x}_t)}{p_\lambda(\bar{x}_t)\eta(t)} \right) > 0.
\]
This further yields, for all \( t \in [0, T) \),
\[
u(\bar{x}_t, t) = \min_{x \in \mathbb{S}^n} u(x, t) \geq \min \{ \delta_0, c_0 \} = C,
\]
(3.26)
where \( c_0 \) is the constant given in (3.1), and \( C \) (abuse of notations) is a positive constant depending only on \( f, p_\lambda, G, \Psi, \) and \( \Omega_0 \) but independent of \( t \in [0, T) \). This concludes the proof.

\[ \square \]

4. Solutions to the extended Musielak-Orlicz-Gauss problem

This section is devoted to the existence of solutions to the extended Musielak-Orlicz-Gauss problem. We first prove Theorem 1.3 in Section 4.2 which provides a smooth solution to the extended Musielak-Orlicz-Gauss problem. By the technique of approximation, Theorem 1.2 is proved in Section 4.3 and this gives a solution to extended Musielak-Orlicz-Gauss problem for general data.

4.1. Properties of \( \tilde{V}_{G, \lambda}(\cdot) \) and \( \tilde{C}_{G, \lambda}(\cdot, \cdot) \) on \( \mathcal{K} \).

Properties for \( \tilde{V}_{G, \lambda}(\cdot) \) and \( \tilde{C}_{G, \lambda}(\cdot, \cdot) \) on \( \mathcal{K} \) when \( G \in \mathcal{C} \) have been discussed in [31]. We now discuss the case for \( G : [0, \infty) \times \mathbb{S}^n \to [0, \infty) \) and \( \Omega \in \mathcal{K} \). Recall that, for \( \Omega \in \mathcal{K} \), a convex body containing the origin \( o \), \( N(\Omega, o) \) is the normal cone of \( \Omega \) at \( o \), namely,
\[
N(\Omega, o) = \{ y \in \mathbb{R}^{n+1} : \langle \bar{y}, y \rangle \leq 0 \ \text{ for } \bar{y} \in \Omega \}.
\]
Let \( N^*(\Omega, o) \) be the dual cone of \( N(\Omega, o) \) which takes the following form:
\[
N^*(\Omega, o) = \{ \bar{y} \in \mathbb{R}^{n+1} : \langle \bar{y}, y \rangle \leq 0 \ \text{ for } y \in N(\Omega, o) \}.
\]
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It can be checked that \( N^*(\Omega, o) \) is the closure of the set \( \{ ay : y \in \Omega \text{ and } a \geq 0 \} \). It is well-known that
\[
\begin{align*}
  r_\Omega(\xi) &= 0 & \text{if } & \xi \in S^n \setminus N^*(\Omega, o), \\
  r_\Omega(\xi) &\geq 0 & \text{if } & \xi \in S^n \cap N^*(\Omega, o).
\end{align*}
\]
Moreover, for each \( \omega \subseteq S^n \), up to sets of \( d\xi \)-measure 0,
\[
\alpha^*_\Omega(\omega \setminus N(\Omega, o)) = \alpha^*_\Omega(\omega) \cap N^*(\Omega, o).
\]
In particular, as \( (S^n \cap N(\Omega, o)) \setminus N(\Omega, o) \) is empty, up to sets of \( d\xi \)-measure 0,
\[
\alpha^*_\Omega(S^n \cap N(\Omega, o)) \subseteq S^n \setminus N^*(\Omega, o).
\]

Let \( \lambda \) be a nonzero finite Borel measure on \( S^n \) that is absolutely continuous with respect to \( d\xi \). Let \( G : [0, \infty) \times S^n \to [0, \infty) \) be a continuous function such that \( G(0, \xi) = 0 \) for all \( \xi \in S^n \). Let \( \Omega \) be a nonempty convex compact set in \( \mathbb{R}^{n+1} \) containing the origin.

We still define \( \tilde{V}_{G, \lambda}(\cdot) \) as the one in (1.6), that is,
\[
\tilde{V}_{G, \lambda}(\Omega) = \int_{S^n} G(r_\Omega(\xi), \xi) d\lambda(\xi).
\]

If \( \Omega \) is a convex compact set containing the origin whose interior is empty, then \( \Omega \) is contained in a lower-dimensional subspace of \( \mathbb{R}^{n+1} \). Hence, the \( d\xi \)-measure of the set \( \{ \xi \in S^n : r_\Omega(\xi) > 0 \} \) must be 0 and its \( \lambda \)-measure is 0 as well. In this case,
\[
\tilde{V}_{G, \lambda}(\Omega) = \int_{\{ \xi \in S^n : r_\Omega(\xi) > 0 \}} G(r_\Omega(\xi), \xi) d\lambda(\xi) + \int_{\{ \xi \in S^n : r_\Omega(\xi) = 0 \}} G(r_\Omega(\xi), \xi) d\lambda(\xi) = 0.
\]
Equivalentiy, if \( \tilde{V}_{G, \lambda}(\Omega) > 0 \), then the convex compact set \( \Omega \) in \( \mathbb{R}^{n+1} \) containing the origin must have nonempty interior and hence \( \Omega \in \mathcal{K} \).

The following result regarding \( \tilde{V}_{G, \lambda}(\cdot) \) shall be used. Its proof follows from an argument similar to these in [2, 26]. For completeness, a short proof is included here.

**Proposition 4.1.** Let \( G : [0, \infty) \times S^n \to [0, \infty) \) be a continuous function such that \( G(0, \xi) = 0 \) for all \( \xi \in S^n \). Let \( \lambda \) be a nonzero finite Borel measure on \( S^n \) that is absolutely continuous with respect to \( d\xi \). Let \( \Omega_i \in \mathcal{K} \) for each \( i \in \mathbb{N} \) and let \( \Omega \) be a compact convex set in \( \mathbb{R}^{n+1} \) containing the origin. If \( \Omega_i \) converges to \( \Omega \) in the Hausdorff metric, then
\[
\lim_{i \to \infty} \tilde{V}_{G, \lambda}(\Omega_i) = \tilde{V}_{G, \lambda}(\Omega).
\]

**Proof.** First of all, if \( \Omega \in \mathcal{K}_0 \), then we can assume (without loss of generality) that \( \Omega_i \in \mathcal{K}_0 \) for each \( i \in \mathbb{N} \). In this case, \( \Omega_i \to \Omega \) in the Hausdorff metric is equivalent to \( r_{\Omega_i} \to r_\Omega \) uniformly on \( S^n \). Hence, (4.4) is an immediate consequence of the dominated convergence theorem.

It has been proved in [2, Lemma 2.2] and [26, Lemma 3.2] that
\[
\lim_{i \to \infty} r_{\Omega_i}(\xi) = r_\Omega(\xi) = 0
\]
for $d\xi$-almost all $\xi \in \mathbb{S}^n$ if $\Omega$ is a compact convex set containing the origin and its interior is empty; while if $\Omega \in \mathcal{K}$ with $o \in \partial \Omega$,

$$
\lim_{i \to \infty} r_{\Omega_i}(\xi) = r_{\Omega}(\xi) \quad \text{for} \quad \xi \in \mathbb{S}^n \setminus \partial N^*(\Omega, o).
$$

Recall that $d\xi$-measure of the set $\mathbb{S}^n \cap \partial N^*(\Omega, o)$ is 0. Hence both (4.5) and (4.6) hold for $\lambda$-almost all $\xi$. By the dominated convergence theorem, one immediately gets that, if $\Omega \in \mathcal{K}$ with $o \in \partial \Omega$,

$$
\lim_{i \to \infty} \tilde{V}_{G,\lambda}(\Omega) = \int_{\mathbb{S}^n \setminus \partial N^*(\Omega, o)} G(r_{\Omega_i}(\xi), \xi) d\lambda(\xi)
$$

and if $\Omega$ is a compact convex set containing the origin and its interior is empty,

$$
\lim_{i \to \infty} \tilde{V}_{G,\lambda}(\Omega_i) = \int_{\mathbb{S}^n} \lim_{i \to \infty} G(r_{\Omega_i}(\xi), \xi) d\lambda(\xi) = \int_{\mathbb{S}^n} G(0, \xi) d\lambda(\xi) = 0 = \tilde{V}_{G,\lambda}(\Omega).
$$

This completes the proof. \hfill \Box

Recall Definition 1.1 for the measure $\tilde{C}_\Theta(\Omega, \cdot)$:

$$
\tilde{C}_\Theta(\Omega, \omega) = \int_{\alpha_\Theta^* (\omega \setminus N(\Omega, o))} \frac{r_\Omega(\xi) G_z(r_\Omega(\xi), \xi)}{\psi(u_\Theta(\alpha_\Omega(\xi)), \alpha_\Omega(\xi))} d\lambda(\xi),
$$

where $\Theta = (G, \Psi, \lambda)$ is a triple containing two Musielak-Orlicz functions $G, \Psi$ defined on $[0, \infty) \times \mathbb{S}^n$ and a measure $\lambda$ defined on $\mathbb{S}^n$. It is easily checked that $\tilde{C}_\Theta(\Omega, \omega) = 0$ when $\omega \subseteq \mathbb{S}^n \cap N(\Omega, o)$ (in this case, $\alpha_\Theta^* (\omega \setminus N(\Omega, o))$ is an empty set). The most interesting case is when $\psi(t, \xi) = 1$ for all $(t, \xi) \in [0, \infty) \times \mathbb{S}^n$, namely, the measure $\tilde{C}_{G,\lambda}(\Omega, \cdot)$ defined in (1.4): for each Borel set $\omega \subseteq \mathbb{S}^n$,

$$
\tilde{C}_{G,\lambda}(\Omega, \omega) = \int_{\alpha_\Theta^* (\omega \setminus N(\Omega, o))} r_\Omega(\xi) G_z(r_\Omega(\xi), \xi) d\lambda(\xi).
$$

Indeed, if $G \in \mathcal{G}_f^0$ and $\Omega \in \mathcal{K}$, then $\tilde{C}_{G,\lambda}(\Omega, \omega)$ in (1.4) does define a finite measure on $\mathbb{S}^n$. First of all, the integral (1.4) does exists, and is nonnegative and finite for each $\Omega \in \mathcal{K}$. Moreover, if $\omega$ is an empty set, then $\tilde{C}_{G,\lambda}(\Omega, \omega) = 0$. The countable additivity is an immediate consequence of the following facts (see e.g., the proof of [26, Proposition 5.2]): for disjoint Borel sets $\omega_i \subseteq \mathbb{S}^n$, $i \in \mathbb{N}$, one has

$$
\int_{\bigcup_{i=1}^{\infty} (\alpha_\Theta^* (\omega_i \setminus N(\Omega, o)) \cap (\alpha_\Theta^* (\omega_j \setminus N(\Omega, o)))} d\xi = 0
$$
for $i \neq j$ and

$$\alpha^*_\Omega\left(\left(\bigcup_{i=1}^{\infty} \omega_i \right) \setminus N(\Omega, o)\right) = \bigcup_{i=1}^{\infty} \alpha^*_\Omega(\omega_i \setminus N(\Omega, o)).$$

We are ready to prove the following result.

**Proposition 4.2.** Let $G \in \mathcal{G}_1^0$ and $\lambda$ be a nonzero finite Borel measure on $\mathbb{S}^n$ which is absolutely continuous with respect to $d\xi$. Then the measures defined in (4.1) are equivalent to the following formula: for each Borel set $\omega \subseteq \mathbb{S}^n$,

\begin{equation}
\tilde{C}_{G, \lambda}(\Omega, \omega) = \int_{\alpha^*_\Omega(\omega)} r_\Omega(\xi) G_z(r_\Omega(\xi), \xi) d\lambda(\xi).
\end{equation}

**Proof.** Let $\Omega \in \mathcal{K}$. It follows from (4.1) and (4.3) that $r_\Omega(\xi) = 0$ for $\xi \in \alpha^*_\Omega(\mathbb{S}^n \cap N(\Omega, o))$ up to sets of $d\xi$-measure (hence of $\lambda$-measure) 0. Thus, both (4.4) and (4.7) give $\tilde{C}_{G, \lambda}(\Omega, \omega) = 0$ for $\omega \subseteq \mathbb{S}^n \cap N(\Omega, o)$. On the other hand, if $\omega \subseteq \mathbb{S}^n \setminus N(\Omega, o)$, (4.2) implies that, up to sets of $\lambda$-measure 0, $\alpha^*_\Omega(\omega) \subseteq N^*(\Omega, o)$ and of course $\alpha^*_\Omega(\omega) = \alpha^*_\Omega(\omega \setminus N(\Omega, o))$. This further implies that both (4.4) and (4.7) give the same value of $\tilde{C}_{G, \lambda}(\Omega, \omega)$ for any $\omega \subseteq \mathbb{S}^n \setminus N(\Omega, o)$.

Finally, for any $\omega \subseteq \mathbb{S}^n$, one can take $\omega_1 = \omega \cap N(\Omega, o)$ and $\omega_2 = \omega \setminus N(\Omega, o)$. Hence, $\omega = \omega_1 \cup \omega_2$ and $\omega_1 \cap \omega_2$ is an empty set. The additivity yields that both (4.4) and (4.7) give the same value of $\tilde{C}_{G, \lambda}(\Omega, \omega)$ for any $\omega \subseteq \mathbb{S}^n$. \qed

The weak convergence for $\tilde{C}_{G, \lambda}(\Omega, \omega)$ is summarized in our next result. Its proof follows from an argument similar to those in [2, 26]. For completeness, a short proof is included here.

**Proposition 4.3.** Let $G \in \mathcal{G}_1^0$ and $\lambda$ be a nonzero finite Borel measure on $\mathbb{S}^n$ which is absolutely continuous with respect to $d\xi$. Then the measure $\tilde{C}_{G, \lambda}(\cdot, \cdot)$ is weakly convergent on $\mathcal{K}$, namely, if $\Omega_i \in \mathcal{K}$ for all $i \in \mathbb{N}$ and $\Omega_i$ converges to $\Omega \in \mathcal{K}$ in the Hausdorff metric, then $\tilde{C}_{G, \lambda}(\Omega_i, \cdot) \to \tilde{C}_{G, \lambda}(\Omega, \cdot)$ weakly.

**Proof.** First of all, we can prove that, for any bounded Borel function $g : \mathbb{S}^n \to \mathbb{R}$,

\begin{equation}
\int_{\mathbb{S}^n} g(u) d\tilde{C}_{G, \lambda}(\Omega, u) = \int_{\mathbb{S}^n \cap N^*(\Omega, o)} I_\Omega(\xi) d\lambda(\xi) = \int_{\mathbb{S}^n} I_\Omega(\xi) d\lambda(\xi),
\end{equation}

where $I_\Omega(\xi) = g(\alpha_\Omega(\xi)) r_\Omega(\xi) G_z(r_\Omega(\xi), \xi)$. Indeed, this formula has been proved in [31] for $\Omega \in \mathcal{K}_0$. When $\Omega \in \mathcal{K}$, it is well known that the $d\xi$-measure (and hence $\lambda$-measure) of the set $\mathbb{S}^n \cap \partial N^*(\Omega, o)$ is 0. Let $\text{int} N^*(\Omega, o)$ be the interior of $N^*(\Omega, o)$. If $g = 1_\omega$ be the characteristic function of Borel set $\omega \subseteq \mathbb{S}^n$, then (4.7) implies

\begin{equation}
\int_{\mathbb{S}^n} 1_\omega(u) d\tilde{C}_{G, \lambda}(\Omega, u) = \tilde{C}_{G, \lambda}(\Omega, \omega) = \int_{\alpha^*_\Omega(\omega \setminus N(\Omega, o))} r_\Omega(\xi) G_z(r_\Omega(\xi), \xi) d\lambda(\xi).
\end{equation}
Recall that, for $\omega \subseteq S^n$ and for $d\xi$-almost all $\xi \in S^n \cap N^*(\Omega, o)$, $\xi \in \alpha^*_\Omega(\omega)$ if and only if $\alpha_\Omega(\xi) \in \omega$. Together with (4.2) and (4.9), one further gets
\[
\int_{S^n} 1_{\omega}(u) d\tilde{C}_{G,\lambda}(\Omega, u) = \int_{\alpha^*_\Omega(\omega) \cap N^*(\Omega, o)} r_\Omega(\xi)G_z(r_\Omega(\xi), \xi) \, d\lambda(\xi)
= \int_{S^n \cap N^*(\Omega, o)} 1_\omega(\alpha_\Omega(\xi))r_\Omega(\xi)G_z(r_\Omega(\xi), \xi) \, d\lambda(\xi)
= \int_{S^n} 1_\omega(\alpha_\Omega(\xi))r_\Omega(\xi)G_z(r_\Omega(\xi), \xi) \, d\lambda(\xi)
\]
This claims that (4.8) holds for $g = 1_\omega$ (in view of (4.1)). Hence, (4.8) follows by a standard argument based on approaching a bounded Borel function $g$ by a sequence of bounded simple functions.

Let $G \in \mathcal{G}_1$, $\Omega_i \in \mathcal{K}$ converge to $\Omega \in \mathcal{K}$ in the Hausdorff metric, and $g : S^n \to \mathbb{R}$ be a continuous function. It holds that $I_{\Omega_i}(\xi) \to I_{\Omega}(\xi)$ for $d\xi$-almost all $\xi \in S^n$ (see [26, Proposition 5.2] when $\Omega \in \mathcal{K}$ and [25, Proposition 6.2] when $\Omega \in \mathcal{K}_0$). Moreover,
\[
\sup \{I_{\Omega_i}(\xi) : \xi \in S^n \text{ and } i \in \mathbb{N}\} < \infty.
\]
These, together with the dominated convergence theorem, immediately show that
\[
\lim_{i \to \infty} \int_{S^n} I_{\Omega_i}(\xi) \, d\lambda(\xi) = \int_{S^n} I_{\Omega}(\xi) \, d\lambda(\xi).
\]
In view of (4.8), one gets
\[
\lim_{i \to \infty} \int_{S^n} g(u) \, d\tilde{C}_{G,\lambda}(\Omega_i, u) = \int_{S^n} g(u) \, d\tilde{C}_{G,\lambda}(\Omega, u)
\]
holds for all continuous functions on $S^n$. Hence, $\tilde{C}_{G,\lambda}(\Omega_i, \cdot) \to \tilde{C}_{G,\lambda}(\Omega, \cdot)$ weakly. \qed

4.2. Proof of Theorem 1.3

Theorem 1.3 is now proved with the help of the $C^2$-estimates established in Lemmas 3.1 and 3.2 in Section 3.

Proof of Part (ii) in Theorem 1.3. Following the notations in Section 3 for $\Omega_0 \in \mathcal{K}_0$, let $\mathcal{M}_0 = \partial \Omega_0$ be a closed, smooth and uniformly convex hypersurface. The support function of $\Omega_0$ is $u_0$. Denote by $r_{\Omega_0}$ the radial function of $\Omega_0$ and assume (3.1), namely $r_{\Omega_0}(\xi) \geq c_0 \geq 10\varepsilon$ for some constant $c_0 > 0$ and for small $\varepsilon \in (0, \delta)$ with $\delta \in (0, 1)$. Let $X_\varepsilon(\cdot, t)$ be the solution to (1.20), $u_\varepsilon(\cdot, t)$ be the support function of $\Omega_\varepsilon^t$ and $\mathcal{M}_\varepsilon^t = \partial \Omega_\varepsilon^t$. Let $T$ be the maximal time such that $u_\varepsilon(\cdot, t)$ is positive, smooth and uniformly convex for all $t \in [0, T)$.

First of all, under the conditions on $f$, $p_\lambda$, $G$, $\Psi$ and $\psi$ stated in Part (ii) of Theorem 1.3, one can find a constant $C_\varepsilon > 0$ (depending on $\varepsilon$ but independent of $t$), such that, the principal curvature radii of $\mathcal{M}_\varepsilon^t$ are bounded from above and below. That is, for all $t \in [0, T)$, one has,
\[
C_\varepsilon^{-1}I \leq \nabla^2 u_\varepsilon(\cdot, t) + u_\varepsilon(\cdot, t)I \leq C_\varepsilon I.
\]
In fact, conditions (5.2), (5.3) and (5.4) follow from Lemmas 3.1-3.3. Hence, (4.10) is a direct consequence of Lemmas 5.1 and 5.2, where $u(\cdot, t)$, $\eta(t)$ and $\Phi(x, u, \nabla u)$ in Lemmas 5.1 and 5.2 are replaced by $u_\varepsilon = u_\varepsilon(\cdot, t)$, $\eta_\varepsilon(t)$, and respectively,

$$
\Phi(x, u_\varepsilon, \nabla u_\varepsilon) = f(x)\widehat{\psi}_\varepsilon(u_\varepsilon(x))\left(u_\varepsilon^2 + |\nabla u_\varepsilon|^2\right)^{\frac{\alpha}{2}}P_\lambda^{-1}\left(\frac{u_\varepsilon x + \nabla u_\varepsilon}{\sqrt{u_\varepsilon^2 + |\nabla u_\varepsilon|^2}}\right)G_\varepsilon^{-1}\left(\sqrt{u_\varepsilon^2 + |\nabla u_\varepsilon|^2}, \frac{u_\varepsilon x + \nabla u_\varepsilon}{\sqrt{u_\varepsilon^2 + |\nabla u_\varepsilon|^2}}\right).
$$

In view of (4.10) and Lemmas 3.1-3.3 the flow (2.8) is uniformly parabolic and then $|\partial_t u_\varepsilon|_{L^\infty(S^n \times [0, T])} \leq C_\varepsilon$ (abuse of notation $C_\varepsilon$). It follows from the results of Krylov and Safonov\cite{36} that the Hölder continuity estimates for $\nabla^2 u_\varepsilon$ and $\partial_t u_\varepsilon$ can be obtained. Hence, the standard theory of the linear uniformly parabolic equations can be used to get the higher order derivatives estimates, which further implies the the long time existence of a positive, smooth and uniformly convex solution to the flow (2.8). Moreover,

$$
\int_0^\infty \left| \frac{d}{dt} J_\varepsilon(u_\varepsilon(\cdot, s)) \right| ds = J_\varepsilon(u_0) - \lim_{t \to \infty} J_\varepsilon(u_\varepsilon(\cdot, t)) \leq J_\varepsilon(u_0).
$$

This further yields the existence of a sequence $t_i \to \infty$ such that

$$
\frac{d}{dt} J_\varepsilon(u_\varepsilon(\cdot, t_i)) \to 0 \quad \text{as} \quad t_i \to \infty.
$$

By virtue of (4.11)-(4.14) and Lemma 2.4, one has $0 \leq J_\varepsilon(u_\varepsilon(\cdot, t)) \leq J_\varepsilon(u_0)$ for all $t \in [0, \infty)$, and hence

$$
\int_0^\infty \left| \frac{d}{dt} J_\varepsilon(u_\varepsilon(\cdot, s)) \right| ds = J_\varepsilon(u_0) - \lim_{t \to \infty} J_\varepsilon(u_\varepsilon(\cdot, t)) \leq J_\varepsilon(u_0).
$$

This further yields the existence of a sequence $t_i \to \infty$ such that

$$
\frac{d}{dt} J_\varepsilon(u_\varepsilon(\cdot, t_i)) \to 0 \quad \text{as} \quad t_i \to \infty.
$$

By virtue of (4.11)-(4.14) and Lemma 2.4, the sequence $\{u_\varepsilon(\cdot, t_i)\}_{i \in \mathbb{N}}$ is uniformly bounded and then a subsequence of $\{u_\varepsilon(\cdot, t_i)\}_{i \in \mathbb{N}}$ (which will be still denoted by $\{u_\varepsilon(\cdot, t_i)\}_{i \in \mathbb{N}}$) converges to a positive and uniformly convex function $u_{\varepsilon, \infty} \in C^\infty(S^n)$ satisfying that

$$
u_{\varepsilon, \infty}(x) = \lim_{t_i \to \infty} \frac{1}{\eta_\varepsilon(t_i)} = \int_{S^n} r_{\varepsilon, \infty}(\xi)G_\varepsilon(r_{\varepsilon, \infty}(\xi), \xi)p_\lambda(\xi)\,d\xi, $$

where $r_{\varepsilon, \infty}(\xi) = (u_{\varepsilon, \infty}^2(x) + |\nabla u_{\varepsilon, \infty}(x)|^2)^{1/2}$ and $\gamma_\varepsilon$ is a constant given by

$$
\gamma_\varepsilon = \lim_{t_i \to \infty} \frac{1}{\eta_\varepsilon(t_i)} = \frac{\int_{S^n} r_{\varepsilon, \infty}(\xi)G_\varepsilon(r_{\varepsilon, \infty}(\xi), \xi)p_\lambda(\xi)\,d\xi}{\int_{S^n} f(x)\widehat{\psi}_\varepsilon(u_{\varepsilon, \infty}(x), x)\,dx}.
$$

Clearly, $u_{\varepsilon, \infty} \geq 1/C_\varepsilon$ on $S^n$ and then $\Omega_{\varepsilon, \infty} \subseteq \mathcal{K}_0$ (where $\Omega_{\varepsilon, \infty}$ is the convex body determined by $u_{\varepsilon, \infty}$). It follows from (2.9) and (4.15) that, for any Borel set $\omega \subseteq S^n$,

$$
\int_{\Omega_{\varepsilon, \infty}(\omega)} r_{\varepsilon, \infty}(\xi)G_\varepsilon(r_{\varepsilon, \infty}(\xi), \xi)p_\lambda(\xi)\,d\xi = \gamma_\varepsilon \int_\omega f(x)\widehat{\psi}_\varepsilon(u_{\varepsilon, \infty}, x)\,dx.
$$
Note that $d\mu(x) = f(x)\,dx$ and $d\lambda(\xi) = p_\lambda(\xi)\,d\xi$. Formula (1.4) yields that (4.16) is equivalent to (1.10) for $\Omega_{\varepsilon,\infty}$, namely,

(4.17) $\gamma_{\varepsilon}\psi(u_{\varepsilon,\infty}, \cdot)\,d\mu = d\tilde{C}_{G,\lambda}(\Omega_{\varepsilon,\infty}, \cdot)$.

Recall that for $G \in \mathcal{G}_I^0$ and $\Omega \in \mathcal{K}$, one has

$$\tilde{V}_{G,\lambda}(\Omega) = \int_{S^n} G(r_{\Omega}(\xi), \xi)\,d\lambda(\xi).$$

Lemma 2.4 then implies that $\tilde{V}_{G,\lambda}(\Omega_0) = \tilde{V}_{G,\lambda}(\Omega_0^\varepsilon)$, and hence

$$\tilde{V}_{G,\lambda}(\Omega_0) = \lim_{i \to \infty} \tilde{V}_{G,\lambda}(\Omega_0^\varepsilon) = \tilde{V}_{G,\lambda}(\Omega_{\varepsilon,\infty}).$$

That is, $\Omega_{\varepsilon,\infty} \in \mathcal{K}_V$ with

$$\mathcal{K}_V = \{ \mathcal{K} \in \mathcal{K} : \tilde{V}_{G,\lambda}(\mathcal{K}) = \tilde{V}_{G,\lambda}(\Omega_0) \}.$$

Together with (2.14) and Lemma 2.4 one sees that $\Omega_{\varepsilon,\infty}$ solves the following optimization problem:

$$\inf \left\{ \int_{S^n} f(x)\tilde{\Psi}(u_{\varepsilon,\infty}(x), x)\,dx : \mathcal{K} \in \mathcal{K}_V \right\}.$$

It follows from Lemmas 3.2 and 3.4 that $\frac{1}{C} \leq w_{\Omega_{\varepsilon,\infty}} \leq w_{\Omega_{\varepsilon,\infty}}^+ \leq C$ and $\frac{1}{C} \leq \gamma_{\varepsilon} \leq C$, respectively, where $C$ is independent of $\varepsilon$. Hence, a constant $\gamma_0 > 0$ and a sequence $\varepsilon_i \to 0$ can be found so that $\gamma_{\varepsilon_i} \to \gamma_0$. Due to Proposition 4.1 and the remark immediately before it, one can even assume that $\Omega_{\varepsilon_i,\infty}$ converges to a $\Omega_\infty \in \mathcal{K}_V$ in the Hausdorff metric. Note that, by Proposition 4.3, $\tilde{C}_{G,\lambda}(\Omega_{\varepsilon_i,\infty}) \to \tilde{C}_{G,\lambda}(\Omega_\infty)$ weakly. It follows from (4.16), (4.17), the fact that $\tilde{\Psi}(s, x)$ is bounded on $[0, C] \times S^n$ and $\varepsilon \in (0, \delta)$, and the dominated convergence theorem that, for each Borel set $\omega \subseteq S^n$,

(4.18) $\gamma_0 \int_\omega \psi(u_{\infty}, x)\,d\mu(x) = \int_{\alpha_{\Omega_\infty}(\omega)} r_{\infty}(\xi)G_z(r_{\infty}(\xi), \xi)p_\lambda(\xi)\,d\xi = \int_\omega d\tilde{C}_{G,\lambda}(\Omega_\infty, \xi)$. 

Moreover, $\Omega_\infty$ satisfies

(4.19) $\int_{S^n} f\Psi(u_{\Omega_\infty}, x)\,dx = \inf \left\{ \int_{S^n} f(x)\Psi(u_\mathcal{K}, x)\,dx : \mathcal{K} \in \mathcal{K}_V \right\}$.

Clearly, equation (4.18) can be reformulated as

$$\psi(u_{\infty}, x)\,d\mu(x) = \tau d\tilde{C}_{G,\lambda}(\Omega_\infty, \xi) \quad \text{with} \quad \tau = \frac{1}{\gamma_0} = \frac{\int_{S^n} \psi(u_{\infty}, x)\,d\mu(x)}{\int_{S^n} d\tilde{C}_{G,\lambda}(\Omega_\infty, \xi)}.$$

Thus, $\Omega_\infty$ satisfies (1.10), and this concludes the proof of Part (ii) in Theorem 1.3 $\Box$.

Proof of Part (i) in Theorem 1.3. In this case, we assume that (1.15) holds, i.e.,

$$\lim \inf_{s \to 0^+} \frac{sG_z(s, x)}{\psi(s, x)} = \infty \quad \text{for all} \ x \in S^n.$$
It follows from (3.21)-(3.23) and (3.26) that
\[ C^{-1}I \leq \nabla^2u + uI \leq CI. \tag{4.20} \]

This is a direct consequence of Lemmas 5.1 and 5.2 by letting
\[
\Phi(x, u, \nabla u) = f(x) \psi(u, x) (u^2 + |\nabla u|^2)^{\frac{p}{2}} p^{-1}_\lambda \left( \frac{ux + \nabla u}{\sqrt{u^2 + |\nabla u|^2}} \right) G^{-1}_z \left( \frac{u^2 + |\nabla u|^2}{\sqrt{u^2 + |\nabla u|^2}} \right).
\]

Following along the same lines as those in the proof of Part (ii) in Theorem 1.3, \( u(\cdot, t) \) remains a positive, smooth and uniformly convex solution of the flow (2.6) for all time \( t > 0 \), due to the above priori estimates (3.21)-(3.23), (3.26) and (4.20). By Lemma 2.3,
\[
\frac{d}{dt} J(u(\cdot, t)) \leq 0 \quad \text{for all } t \in [0, \infty).
\]

Hence, a sequence \( t_i \to \infty \) can be found so that
\[
\frac{d}{dt} J(u(\cdot, t_i)) \to 0 \quad \text{as } t_i \to \infty,
\]
and \( u(\cdot, t_i) \) converges smoothly to a positive, smooth and uniformly convex function \( u_\infty \) solving (1.12), where
\[
\gamma = \lim_{t_i \to \infty} \frac{1}{\eta(t_i)} = \frac{\int_{\mathbb{S}^n} r_{\infty}(\xi) G_z(r_{\infty}(\xi), \xi) p_\lambda(\xi) d\xi}{\int_{\mathbb{S}^n} f(x) \psi(u_\infty, x) dx}
\]
with \( r_{\infty} = r_{\Omega_{\infty}} \) the radial function of the convex body \( \Omega_{\infty} \in \mathcal{K}_0 \) whose support function is \( u_\infty \). In particular, \( \Omega_{\infty} \) satisfies (1.9) with \( \tau = 1/\gamma \) and (1.19). \( \square \)

4.3. Proof of Theorem 1.2

Using the standard approximations for the functions \( G, p_\lambda \) and \( \Psi \) in Theorem 1.2, the following result can be obtained by the proof of Theorem 1.3 directly.

**Corollary 4.1.** Let \( G, p_\lambda \) and \( \Psi \) be as in Theorem 1.2 and \( f \) be a smooth positive function on \( \mathbb{S}^n \). There exist \( \gamma > 0 \) and \( \Omega \in \mathcal{K}_V \) such that
\[
\int_{\alpha_\Omega(\omega)} rG_z(r, \xi) p_\lambda(\xi) d\xi = \gamma \int_\omega f(\psi(u, x) dx, \quad \text{for all Borel set } \omega \subseteq \mathbb{S}^n,
\]
\[
\int_{\mathbb{S}^n} f(\Psi(u_{\Omega}, x) dx = \inf \left\{ \int_{\mathbb{S}^n} f(\Psi(u_K, x) dx : K \in \mathcal{K}_V \right\}.
\]

The proof of the following result can be found in e.g., [12, Lemma 3.7].

**Lemma 4.2.** Let \( \mu \) be a non-zero finite Borel measure on \( \mathbb{S}^n \). There is a sequence of positive smooth functions \( f_j \) defined on \( \mathbb{S}^n \), such that \( d\mu_j = f_j d\xi \) converges to \( \mu \) weakly.

**Proof of Theorem 1.2.** Let \( f_j \) be a sequence of positive and smooth functions on \( \mathbb{S}^n \) such that the measures \( \mu_j \) converge to \( \mu \) weakly as \( j \to \infty \). By Corollary 4.1, there are \( \gamma_j > 0 \) and \( \Omega_j \in \mathcal{K}_V \) such that
\[
\int_{\alpha_{\Omega_j}(\omega)} r(\xi) G_z(\xi, \xi) d\xi = \gamma_j \int_\omega f_j(\psi(u_{\Omega_j}, x) dx
\]
\[
(4.21) \quad \int_{\alpha_{\Omega_j}(\omega)} r(\xi) G_z(\xi, \xi) d\xi = \gamma_j \int_\omega f_j(\psi(u_{\Omega_j}, x) dx
\]
for any Borel set $\omega \subseteq \mathbb{S}^n$, and
\begin{equation}
\int_{\mathbb{S}^n} f_j \Psi(u_{\Omega_j}, x) dx = \inf \left\{ \int_{\mathbb{S}^n} f_j \Psi(u_\mathbb{K}, x) dx : \mathbb{K} \in \mathcal{K}_V \right\}.
\end{equation}
Clearly, the constants $\gamma_j$ can be calculated by
\begin{equation}
\gamma_j = \frac{\int_{\mathbb{S}^n} r_{\Omega_j}(\xi) G_z(r_{\Omega_j}, \xi) d\lambda(\xi)}{\int_{\mathbb{S}^n} f_j \psi(u_{\Omega_j}, x) dx}.
\end{equation}
Let $u_{j_{\max}} = \max_{x \in \mathbb{S}^n} u_{\Omega_j}(x)$ and $\bar{x}_j \in \mathbb{S}^n$ satisfy that $u_{j_{\max}} = u_{\Omega_j}(\bar{x}_j)$. Then
\[ u_{\Omega_j}(x) \geq \langle x, \bar{x}_j \rangle u_{j_{\max}} \text{ for all } x \in \mathbb{S}^n \text{ with } \langle x, \bar{x}_j \rangle > 0. \]
Denote by $\mathbb{B}_{t+1}$ the origin-symmetric Euclidean ball of $\mathbb{R}^{n+1}$ with radius $t > 0$. Note that
\[ \tilde{V}_{G,\lambda}(\mathbb{B}_{t+1}) = \int_{\mathbb{S}^n} G(t, \xi)p_{\lambda}(\xi) d\xi, \]
and the function $t \mapsto \tilde{V}_{G,\lambda}(\mathbb{B}_{t+1})$ is continuous. As $G_z > 0$ on $(0, \infty) \times \mathbb{S}^n$, it follows from $\Omega_0 \in \mathcal{K}_0$ that there exists $t_0 > 0$ such that $\tilde{V}_{G}(\mathbb{B}_{t_0+1}) = \tilde{V}_{G,\lambda}(\Omega_0)$. That is, $\mathbb{B}_{t_0+1} \in \mathcal{K}_V$, which further yields, by (4.22), that for all $j \in \mathbb{N}$,
\begin{equation}
\int_{\mathbb{S}^n} f_j \Psi(u_{\mathbb{B}_{t_0+1}}, x) dx \geq \int_{\mathbb{S}^n} f_j \Psi(u_{\Omega_j}, x) dx.
\end{equation}
Since $f_j dx \to d\mu$ weakly and $\mu$ is not concentrated on any closed hemisphere, there exists a constant $c_\mu > 0$, such that
\begin{equation}
\int_{\mathbb{S}^n} \langle x, \bar{x}_j \rangle + f_j dx > c_\mu \text{ for all } j \in \mathbb{N},
\end{equation}
where $a_+ = \max\{a, 0\}$ for $a \in \mathbb{R}$. To this end, assume the contrary, there exists a subsequence of $j$ (which will still be denoted by $j$) such that $\bar{x}_j \to x_0 \in \mathbb{S}^n$ and
\[ \int_{\mathbb{S}^n} \langle x, x_0 \rangle + d\mu = \lim_{j \to \infty} \int_{\mathbb{S}^n} \langle x, \bar{x}_j \rangle + f_j dx = 0. \]
Consequently, one gets
\[ 0 = \int_{\mathbb{S}^n} \langle x, x_0 \rangle + d\mu \geq \frac{\mu(\{x \in \mathbb{S}^n : \langle x, x_0 \rangle > 1/N\})}{N}. \]
This implies $\mu(\{x \in \mathbb{S}^n : \langle x, x_0 \rangle > 1/N\}) = 0$ for all $N > 1$, which contradicts with, after taking $N \to \infty$, the fact that $\mu$ is not concentrated on any closed hemisphere.
By (4.25), for any $\zeta \in (0, 1)$, one has
\[ c_\mu \leq \int_{\mathbb{S}^n} \langle x, \bar{x}_j \rangle + f_j dx = \int_{\{x \in \mathbb{S}^n : \langle x, \bar{x}_j \rangle > \zeta\}} \langle x, \bar{x}_j \rangle + f_j dx + \int_{\{x \in \mathbb{S}^n : \langle x, \bar{x}_j \rangle \leq \zeta\}} \langle x, \bar{x}_j \rangle + f_j dx \]
\[ \leq \int_{\{x \in \mathbb{S}^n : \langle x, \bar{x}_j \rangle > \zeta\}} f_j dx + \zeta \int_{\mathbb{S}^n} f_j dx, \]
since \( 0 < \langle x, \bar{x}_j \rangle_+ < 1 \). Hence
\[
\int_{\{x \in \mathbb{S}^n : \langle x, \bar{x}_j \rangle > \zeta \}} f_j dx \geq c_\mu - \zeta \int_{\mathbb{S}^n} f_j dx.
\]
As \( d\mu_j = f_j dx \) converges to \( \mu \) weakly, one can choose \( \zeta_1 \in (0,1) \) to be a small enough constant such that, for all \( j \in \mathbb{N} \),
\[
\int_{\{x \in \mathbb{S}^n : \langle x, \bar{x}_j \rangle > \zeta_1 \}} f_j dx \geq c_\mu - \zeta_1 \int_{\mathbb{S}^n} f_j dx > \frac{c_\mu}{2}.
\]
Consequently, it follows that
\[
\int_{\mathbb{S}^n} \Psi(u_{\Omega_j}, x) f_j dx \geq \int_{\{x \in \mathbb{S}^n : \langle x, \bar{x}_j \rangle > \zeta_1 \}} \Psi(u_{j, \max}(x, \bar{x}_j), x) f_j dx \\
\geq \min_{x \in \mathbb{S}^n} \Psi(\zeta_1 u_{j, \max}, x) \int_{\{x \in \mathbb{S}^n : \langle x, \bar{x}_j \rangle > \zeta_1 \}} f_j dx \\
\geq \frac{c_\mu}{2} \cdot \min_{x \in \mathbb{S}^n} \Psi(\zeta_1 u_{j, \max}, x).
\]

As \( d\mu_j = f_j dx \) converges to \( \mu \) weakly, (4.24) implies that for all \( j \in \mathbb{N} \),
\[
\int_{\mathbb{S}^n} f_j \Psi(u_{\Omega_j}, x) dx \leq \sup_{j \in \mathbb{N}} \int_{\mathbb{S}^n} f_j \Psi(u_{\mathbb{S}^n+1}, x) dx < \infty.
\]
Together with (4.26) and the fact that \( \Psi(s, \xi) \to \infty \) for each \( \xi \in \mathbb{S}^n \) as \( s \to \infty \), one gets that \( \{u_{j, \max}\}_{j \in \mathbb{N}} \) is a bounded sequence. The Blaschke selection theorem implies the existence of a subsequence \( \{\Omega_j\}_{j \in \mathbb{N}} \) (which will still be denoted by \( \{\Omega_j\}_{j \in \mathbb{N}} \)) and a compact convex set \( \Omega \) such that \( \Omega_j \to \Omega \). According to Proposition 4.1, one has
\[
\tilde{V}_{G, \lambda}(\Omega) = \lim_{i \to \infty} \tilde{V}_{G, \lambda}(\Omega_i) = \tilde{V}_{G, \lambda}(\Omega_0) > 0.
\]
This proves \( \Omega \in \mathcal{K} \) and hence \( \Omega \in \mathcal{K}_V \). It follows from (4.21), (4.23), Proposition 4.3 and the dominated convergence theorem that \( \gamma_j \to \gamma \) and
\[
\int_{\alpha_{n(\omega)}} r_\Omega(\xi) G_z(r_\Omega, \xi) d\lambda(\xi) = \gamma \int_\omega f_{\psi}(u_\Omega, x) dx
\]
holds for each Borel set \( \omega \subseteq \mathbb{S}^n \). This concludes that \( \Omega \) satisfies (1.10) as desired. \( \square \)

5. Appendix: \( C^2 \)-estimates

This section is devoted to the second order derivative estimates. Such estimates were obtained in [12] Section 8. For readers’ convenience and for completeness, a brief proof is included. Abuse of notations, \( C \) and \( C_0 \) are some constants independent of \( (x, t) \in \mathbb{S}^n \times [0, T) \).
Lemma 5.1. Let $\Phi(x,s,y): S^n \times [0,\infty) \times \mathbb{R}^n \to [0,\infty)$ be a smooth function such that $\Phi(x,s,z) > 0$ whenever $s > 0$. Let $T > 0$ be a constant and $u(\cdot,t)$ be a positive, smooth and uniformly convex solution to

\begin{equation}
\frac{\partial u}{\partial t}(x,t) = -\Phi(x,u,\nabla u) \left( \det(\nabla^2 u + u I) \right)^{-1} + u \eta(t) \quad \text{on } S^n \times [0,T).
\end{equation}

If there is a positive constant $C_0$ such that, for all $x \in S^n$ and all $t \in [0,T)$,

\begin{align*}
(5.2) \quad & 1/C_0 \leq u(x,t) \leq C_0, \\
(5.3) \quad & |\nabla u|(x,t) \leq C_0, \\
(5.4) \quad & 0 \leq |\eta(t)| \leq C_0,
\end{align*}

then the following statement holds: for all $(x,t) \in S^n \times [0,T)$,

\begin{equation}
\det(\nabla^2 u + u I) \geq 1/C,
\end{equation}

where $C > 0$ is a constant depending on $\Omega_0$ (the initial hypersurface), $C_0$, $|\Phi|_{L^\infty(D)}$, $|\Phi|_{C^2_{x,s,y}(D)}$ with $D = S^n \times [1/C_0,C_0] \times \mathbb{B}^n_{C_0}$.

Proof. Let $\epsilon = \frac{1}{2} \inf_{S^n \times [0,T]} u(x,t)$. Note that $\epsilon \geq \frac{1}{2C_0}$ due to (5.2). Consider the following auxiliary function

\begin{equation}
Q = \frac{-u_t + u \eta(t)}{u - \epsilon} = \frac{\Phi(x,u,\nabla u) \left( \det(\nabla^2 u + u I) \right)^{-1}}{u - \epsilon}.
\end{equation}

Denote by $Q_i = \nabla_i Q$ the $i$-th component of $\nabla Q$. Let $x_i \in S^n$ for each $t \in [0,T)$ be such that $Q(x_i,t) = \max_{x \in S^n} Q(x,t)$.

At $(x_i,t)$, one gets

\begin{align*}
(5.7) \quad & 0 = Q_i = \frac{-u_{ti} + u_i \eta(t)}{u - \epsilon}, \\
(5.8) \quad & 0 \geq Q_{ij} = \frac{-u_{tij} + \eta u_{ij}}{u - \epsilon} - \frac{(-u_t + u \eta(t)) u_i}{(u - \epsilon)^2} = \frac{-u_{tij}}{u - \epsilon} + \frac{(\eta(t) - Q) u_{ij}}{u - \epsilon}.
\end{align*}

That is, the matrix $(Q_{ij})$ is a negative definite matrix. As $u - \epsilon > 0$, one gets

\begin{equation}
Q_{ii} = (\eta(t) - Q) u_i \quad \text{and} \quad Q_{ij} \geq (\eta - Q) u_{ij}.
\end{equation}

By (5.6), (5.7) and (5.8), one has

\begin{equation}
\partial_t \Phi = \Phi_u u_t + \Phi_{u_k} u_{kt} = \Phi_u [\eta u - Q(u - \epsilon)] + \Phi_{u_k} u_k (\eta - Q) \leq C'(1 + Q),
\end{equation}

where $C' = C'(C_0)$.
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where \( C'' > 0 \) is a constant. Let \( b_{ij} = u_{ij} + u\delta_{ij} \) and \( b^{ij} \) be the inverse matrix of \( b_{ij} \). It can be checked from (5.6) that

\[
\partial_t Q = \frac{\Phi(x, u, \nabla u) (\det(\nabla^2 u + uI))^{-1}}{u - \epsilon} Q \frac{u_t}{u - \epsilon}
= \frac{(\det(\nabla^2 u + uI))^{-1} \partial_t \Phi}{u - \epsilon} Q b^{ij}(u_{tij} + u_t \delta_{ij}) - Q \frac{u_t}{u - \epsilon}
\]

(5.11)

This further implies, together with (5.6), (5.9), (5.10) and (5.11), that

\[
\partial_t Q \leq \frac{C'(1 + Q)Q}{\Phi} - Q b^{ij} (\eta \cdot Q) u_{ij} + [\eta u - Q(u - \epsilon)] \delta_{ij} - \left( \frac{\eta u}{u - \epsilon} - Q \right) Q
\]

\[
\leq C'' (1 + Q) Q - Q b^{ij} (\eta \cdot Q) b_{ij} + \epsilon Q \delta_{ij} - \left( \frac{\eta u}{u - \epsilon} - Q \right) Q
\]

\[
= \left( C'' - m\eta - \frac{\eta u}{u - \epsilon} \right) Q + (C'' + n + 1) Q^2 - \epsilon Q^2 \sum_i b^{ii},
\]

where \( C'' \) is a positive constant. Without loss of generality, let \( Q > 1 \) at \((x, t)\). Hence \( Q < Q^2 \) at \((x, t)\), and there exists two positive constants \( C_1 \) and \( C_2 \) such that

\[
\partial_t Q \leq C_1 Q^2 - C_2 Q^{2 + \frac{1}{n}},
\]

where we have used (5.6) and the inequality

\[
\sum_i b^{ii} \geq n \left( \det(\nabla^2 u + uI) \right)^{-\frac{1}{n}} = n \left( \frac{(u - \epsilon) Q}{\Phi} \right)^{\frac{1}{n}}.
\]

Consequently, \( Q \leq C_3 \) for some constant \( C_3 > 0 \). This, together with (5.6), implies (5.5) with \( C > 0 \) a constant depending on \( C_0, |\Phi|_{L^\infty(D)}, |1/\Phi|_{L^\infty(D)}, |\Phi|_{C^{2,x,p}_3(D)} \) and the initial hypersurface \( \Omega_0 \).

The following lemma provides the boundedness (from both above and below) of the principal curvature radii of \( \mathcal{M}_t \).

**Lemma 5.2.** Let \( \Phi(x, s, y) \) and \( T \) be as stated in Lemma 5.1. Let \( u(x, t) \) be a positive, smooth and uniformly convex solution to (5.1) and satisfy conditions (5.2)-(5.3). Then, for all \( t \in [0, T) \) and \( x \in \mathbb{S}^n \), one has

\[
(\nabla^2 u + uI)(x, t) \leq CI \quad \text{for all } (x, t) \in \mathbb{S}^n \times [0, T),
\]

where \( C \) is a positive constant depending on \( C_0, u(\cdot, 0), |\Phi|_{L^\infty(D)}, |1/\Phi|_{L^\infty(D)}, |\Phi|_{C^{2,x,p}_3(D)} \) and \( |\Phi|_{C^{2,x,p}_3(D)} \) with \( D = \mathbb{S}^n \times [1/C_0, C_0] \times \mathbb{B}_n^\infty \).

**Proof.** Let \( b_{ij} = u_{ij} + u\delta_{ij} \) and \( b^{ij} \) be the inverse matrix of \( b_{ij} \). Let

\[
r(x, t) = \sqrt{u^2(x, t) + |\nabla u|^2(x, t)}
\]

In this case,

\[
\nabla \cdot (K \nabla r) \leq CI
\]

for all \((x, t) \in \mathbb{S}^n \times [0, T)\), where \( K \) is a positive constant depending on \( C_0, u(\cdot, 0), |\Phi|_{L^\infty(D)}, |1/\Phi|_{L^\infty(D)}, |\Phi|_{C^{2,x,p}_3(D)} \) and \( |\Phi|_{C^{2,x,p}_3(D)} \) with \( D = \mathbb{S}^n \times [1/C_0, C_0] \times \mathbb{B}_n^\infty \).
and consider the following auxiliary function

\[ W(x, t) = \log b(x, t) - \beta \log u(x, t) + \frac{A}{2} r^2(x, t), \]

where \( \beta \) and \( A \) are large constants to be decided, and

\[ b(x, t) = \max \left\{ \sum b_{ij}(x, t)\zeta_i\zeta_j : \sum_i \zeta_i^2 = 1 \right\}. \]

Let \( T' \in (0, T) \) be an arbitrary number but fixed. Assume that \( W \) attains its maximum on \( \mathbb{S}^n \times [0, T'] \) at \((x_0, t_0)\) with \( t_0 > 0 \) (as otherwise, there is nothing to prove). By a rotation, we may assume that \( b^{ij} \) and \( b_{ij} \) are diagonal at \((x_0, t_0)\), and \( b(x_0, t_0) = b_{11}(x_0, t_0) \). Let

\[ w(x, t) = \log b_{11} - \beta \log u + \frac{A}{2} r^2. \]

Then \( \max_{\mathbb{S}^n \times [0, T']} W = \max_{\mathbb{S}^n \times [0, T']} w \), and so \( w \) achieves its maximum at \((x_0, t_0)\). In the following, we will provide an upper bound for \( w \) (independent of \( T' \)), and this is sufficient for (5.12), as \( T' \) is arbitrary.

At \((x_0, t_0)\), one has

\[ 0 \leq \partial_t w = b_{11} \partial_t b_{11} - \frac{\beta u_t}{u} + Arr, \tag{5.13} \]

\[ 0 = \nabla_i w = b_{11} \nabla_i b_{11} - \frac{\beta u_i u_t}{u} + Arr, \tag{5.14} \]

\[ 0 \geq \nabla_{ii}^2 w = b_{11} \nabla_{ii}^2 b_{11} - (b_{11})^2 \nabla_i b_{11} \nabla_i b_{11} - \beta \frac{\nabla_i^2 u}{u} + \beta \nabla_i u u_i + A(\eta u_{ii} + r_i r_i). \tag{5.15} \]

Note that

\[ r_t = \frac{u u_t}{r} + \sum_i u_i u_{it}, \tag{5.16} \]

\[ r_k = \frac{u u_k + \sum_i u_i u_{ik}}{r} = \frac{u_k b_{kk}}{r}, \tag{5.17} \]

\[ r_{kl} = \frac{u u_{kl} + u_k u_t + \sum_i u_i u_{ikl} + \sum_i u_{ik} u_{il} - \frac{u_k u_l b_{kk}}{r^3}}{r}. \tag{5.18} \]

The equation (5.11) can be rewritten as

\[ \log(\eta u - u_t) + \log \left( \det(\nabla^2 u + u I) \right) = \Phi(x, u, \nabla u), \tag{5.19} \]

where \( \Phi(x, u, \nabla u) := \log(\Phi(x, u, \nabla u)) \). Differentiating (5.19) gives

\[ \frac{\eta u_k - u_t}{\eta u - u_t} = -\sum b^{ij} \nabla_k b_{ij} + \nabla_k \Phi = -\sum b^{ij} u_{kii} - \sum b^{ij} u_i \delta_{ik} + \nabla_k \Phi, \]

\[ \frac{\eta u_{11} - u_{11}}{\eta u - u_t} = \frac{(\eta u_1 - u_1)}{(\eta u - u_t)^2} = -\sum b^{ij} \nabla_{11}^2 b_{ii} + \sum b^{ii} b^{jj} (\nabla_1 b_{ij})^2 + \nabla_{11}^2 \Phi. \tag{5.20} \]
Dividing (5.13) by \( \eta u - u_t \) (which is positive due to (5.1)), by (5.20) and \( b_{11} = u_{11} + u \), we have

\[
0 \leq -b^{11} \left( \frac{\eta u_{11} - u_{11t}}{\eta u - u_t} - \frac{\eta b_{11}}{\eta u - u_t} + 1 \right) - \frac{\beta u_t}{u(\eta u - u_t)} + \frac{Arr_t}{\eta u - u_t}
\]

\[
= -b^{11} \frac{\eta u_{11} - u_{11t}}{\eta u - u_t} - b^{11} + \frac{1 - \beta}{\eta u - u_t} + \frac{\beta u_t}{u(\eta u - u_t)} + \frac{Arr_t}{\eta u - u_t}
\]

\[
\leq b^{11} \sum b^{ii} \nabla^2_{11} b_{ii} - b^{11} \sum b^{ii} b^{ij} (\nabla_1 b_{ij})^2 - b^{11} \nabla^2_{11} \Phi + \eta \frac{1 - \beta}{\eta u - u_t} + \frac{\beta u_t}{u(\eta u - u_t)} + \frac{Arr_t}{\eta u - u_t}
\]

Together with (5.16), (5.17), (5.18) and employing (5.15), the following holds:

\[
0 \leq b^{11} \sum \left( b^{11} b^{ii} (\nabla_1 b_{11})^2 - b^{ii} b^{ij} (\nabla_1 b_{ij})^2 \right) + (n b^{11} - \sum b^{ii} + \frac{n}{u} \beta - \sum b^{ii} \frac{\eta u}{\eta u - u_t} - b^{11} \nabla^2_{11} \Phi + \eta \frac{1 - \beta}{\eta u - u_t} \right)
\]

\[
+ \left( \frac{A\eta u^2}{\eta u - u_t} - Au + A \sum b^{ii} u_k u_{kii} + Ab^{ii} u_t^2 - Au_k \nabla_k \Phi \right) - A \sum b^{ii} (u u_{ii} + u_i^2 + u_{ii} + u_k u_{kii})
\]

\[
\leq n b^{11} + (n + 1) \frac{\beta}{u} - \beta \sum b^{ii} - b^{11} \nabla^2_{11} \Phi + \eta \frac{1 - \beta}{\eta u - u_t} + (n - 1) Au
\]

\[
- Au_k \nabla_k \Phi - A \sum b_{ii},
\]

where the following formula, by the Ricci identity, has been used:

\[
\nabla_1^2 b_{ij} = \nabla^2_{ij} b_{11} - \delta_{ij} b_{11} + \delta_{i1} b_{1j} + \delta_{1i} b_{1j} - \delta_{1j} b_{1i}.
\]

It follows from (5.14) that

\[
-b^{11} \nabla^2_{11} \Phi - Au_k \nabla_k \Phi \leq -b^{11} \left( \frac{\Phi_{x_1 x_1}}{\Phi} - \frac{(\Phi_{x_1})^2}{\Phi^2} + \frac{\Phi_{u u} u_t^2 + \Phi_{u u_{11}}}{\Phi} - \frac{(\Phi_{u u})^2}{\Phi^2} + \frac{\Phi_{u u_{11}}}{\Phi^2} \right)
\]

\[
+ Au_k \left( \frac{\Phi_{x_k + u} + \Phi_{u} u_k + \Phi_{u}}{\Phi} u_k \right).
\]

Hence, a constant \( C_1 > 0 \) can be found so that

\[
n b^{11} + (n + 1) \frac{\beta}{u} + (n - 1) Au - b^{11} \nabla^2_{11} \Phi - Au_k \nabla_k \Phi \leq C_1 b^{11} + \beta C_1 + AC_1.
\]
Choose $\beta$ to be a constant such that $\beta > \max\{1 + Ar^2, C_1\}$. Then $C_1 b^{11} - \beta \sum b_{ii} < (C_1 - \beta) b^{11} < 0$ and (5.21) implies
\[
0 \leq -\beta \sum b_{ii} + \eta \frac{Ar^2 + 1 - \beta}{\eta u - u_t} - A \sum b_{ii} + C_1 b^{11} + C_1 + C_1 b_{11} + \beta C_1 + AC_1
\]
\[
\leq -A \sum b_{ii} + \beta C_1 + AC_1
\]
\[
\leq -Ab_{11} + \beta C_1 + AC_1.
\]
This gives $b_{11} \leq C_2$ at $(x_0, t_0)$ for a constant $C_2 > 0$. Consequently, $w(x, t)$ is bounded from above by a constant and then $\max_{(x, t)\in S \times [0, T]} b^{11} < C$ holds for some constant $C > 0$ which depends only on $C_0, u(\cdot, 0), |\Phi|_{L^\infty(D)}$, $|1/\Phi|_{L^\infty(D)}$, $|\Phi|_{C^1_{x,s,p}(D)}$ and $|\Phi|_{C^2_{x,s,p}(D)}$. □
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