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Abstract

**Background** Statistical data analysis, especially the advanced machine learning (ML) methods, have attracted considerable interest and application in clinical practices. First, the interpretability of the diagnostic/prognostic results will bring confidence to doctors, patients and their relatives in therapeutics and clinical practice. Furthermore, from the clinical aspect, when the datasets are imbalanced in diagnostic categories, the ordinary ML methods might produce results overwhelmed by the majority classes diminishing prediction accuracy. Hence, it is desirable to have a method that could produce explicit transparent and interpretable results in decision-making, even for data with imbalanced groups.

**Methods** In order to interpret the clinical patterns and conduct diagnostic prediction of patients, we present our new method, Pattern Discovery and Disentanglement for Clinical Data Analysis (cPDD), which is able to discover patterns (correlated traits/indicants) and use them to classify clinical data even if the class distribution is imbalanced. In the most general setting, a relational dataset is a large table such that each column represents an attribute (trait/indicant), each row contains a set of attribute values (AVs) of an entity (patient). Compared to the existing pattern discovery approaches, cPDD can discover a small and succinct set of statistically significant high-order patterns from clinical data for interpreting and predicting the disease class of the patients even for small and rare groups.

**Results** Experiments on synthetic and thoracic clinical dataset showed that cPDD can 1) discover fewer patterns compared to other existing pattern discovery methods; 2) allow the users to interpret succinct sets of patterns coming from uncorrelated sources, even the groups are rare/small; and 3) obtain better performance in prediction compared to other interpretable classification approaches.

**Conclusions** In conclusion, cPDD discovers fewer patterns with greater comprehensive coverage to improve the interpretability of patterns discovered. Experimental results on synthetic data validated that cPDD discover all patterns implanted in the data, display them precisely and succinctly with statistical support for interpretation and prediction, a capability which the traditional ML methods lack. The success of cPDD as a novel explainable method in solving the imbalanced class problem shows its great potential to clinical data analysis for years to come.

**Background**

Clinical diagnostic decisions have a direct impact on the outcomes and treatment of patients in the clinical setting. As large volumes of biomedical data are being collected and becoming available for analysis, there is an increasing interest and need in applying machine learning (ML) methods to diagnose diseases, predict patient outcomes and propose therapeutic treatments. For example, Deep Learning (DL) has been successful in assisting analysis and classifying medical scans, X-rays, etc. Although DL is generally considered as a black box [1] lacking transparency to interpret why a decision is made, yet for these forms of visual data, users with cognition ability are able to relate the targets to the input data. However, when dealing with relational datasets where no explicit pattern (except the class label if given)
could be extracted from the input data to relate to the decision targets, the ML/DL process remains opaque. If the patterns inherent in the relational data, though not visualized, are succinctly related to the targets, existing ensemble algorithm, such as Boosted SVM, or Random Forest could produce good predictive results. But the underlying patterns in support of the decision are still opaque and uninterpretable for the clinicians [2]. Hence, existing ML approaches on relational data are still encountering difficult problems concerning transparency, low data volume, and/or imbalance classes [3][4].

To render transparency and interpretability, Decision Tree, Frequent Pattern Mining or Pattern Discovery were proposed. For decades, Frequent Pattern Mining[5] [6] [7] is an essential data mining task to discover knowledge in the form of association rules from relational data [7]. However, as revealed in our recent work [8][9][10], the Attribute Value Association (AVA) forming patterns of different classes/targets could be entangled due to multiple entwining functional characteristics inherent in the source environments. Hence, the patterns discovered directly from the acquired data may have overlapping or functionally entwined AVAs as observed from our recent works [8][10].

Hence, in this paper, we present a new classification method based on Pattern Discovery and Disentanglement (PDD) with the capability to tackle this problem. We particularly focus on imbalanced class problem since it is still challenging most of the traditional ML methods.

The cPDD algorithm is briefly described in Fig. 1. From a clinical relational dataset $R$ say with $N$ attributes, the frequency of occurrences for all distinct Attribute-Value (AV) pairs (or second order Attribute-Value Associations (AVAs)) are first obtained. Then, the frequency of occurrences is turned into a statistical measure known as adjusted statistical residual (SR) [7] which accounts for the deviation of that frequency from the default model if the AVs in the AVA pair is statistically independent. So then, a matrix of SRs is obtained, and each SR represents the statistical interdependency of an AV pair. In this matrix, each row represents a AV-vector with its coordinates representing the SR values of the AVA it associates with other AV's corresponding to the VS of the column vector. This matrix is thus referred to as the AVA Statistical Residual Vector Space (SRV). The next step is applying principal component decomposition (PCD) to decompose the SRV into different principle components (PCs) and re-project the projections of the AV-vectors on each PC after the transformation to a new SRV, referred to as Re-projected SRV (RSRV). The AV-vectors with a new set of coordinates in the RSRV relect the SR of AVAs captured by that PC. We refer a PC with its RSRV together as a Disentangled Space (DS). Since the number of DSs is as large as the number of AVs, cPDD uses a DS-Screening Algorithm to select a small set of DSs denoted by $DS^* = \{DS^*_i\}$ if the maximum SR in the RSRV of that DS exceeds a set statistical threshold (e.g. 1.96 in 95% confidence interval). The AVs with statistically significant AVAs will form Attribute-Value Clusters (AV-Clusters) in the PCs reflecting groups of strongly associating AVs.

In traditional pattern discovery, to discover high-order patterns from the AVs of a dataset is complex since there is an exponential number of combinations of AVs as pattern candidates. cPDD discovers patterns from a small number of AV-Clusters from a small set $DS^*$. Hence, it not only dramatically reduces the
number of pattern candidates, but also separates patterns according to their orthogonal AVAs components revealing orthogonal functional characteristic in AV clusters[10][11] and subgroups in different DS*. Since the AV-clusters are coming from a disentangled source, the set of patterns discovered therein are relatively small with no or least overlapping and “either-or” cases among their AVs, cPDD significantly reduces the variance problem and relates more specific patterns to the targets. Unlike traditional PD methods which often produce an overwhelming number of entangled patterns, cPDD renders a much smaller succinct set of patterns associating with specific functionality from the disentangled sources for easy and direct interpretation. Furthermore, due to the reduction of the pattern to target variance, the patterns discovered from uncorrelated AVA source environment will enhance prediction and classification, particularly effective for data with imbalanced classes.

**Machine Learning on Clinical Data Analysis**

Today, deep learning (DL) and frequent pattern mining are two commonly used methodologies for data analysis. However, in a more general healthcare setting where data analytics is based predominantly on clinically recorded numeral and descriptive data, the input (in terms of inherent patterns) and output (decision targets/classes) relations are not that obvious, particularly when the correlation of signs, symptoms, test results of the patients could be the manifestation of multiple factors[3] [12]. Hence, this poses a challenge to DL in clinical application. Another concern is on the transparency and the assured accuracy[3] [12]. As for transparency, DL is generally considered as a black box [1]. Although ML methods like ensemble algorithm, such as Boosted SVM for imbalanced data (BSI), or Random Forest are good at prediction, their classification results are highly opaque and difficult for the clinicians to interpret [2]. Hence, to render transparency and interpretability, Decision Tree, Frequent Pattern Mining or Pattern Discovery were proposed. Since rules discovered by Decision Tree is guided by class labels, it is unlikely to discover associations between attributes when class labels are not available. Furthermore, as revealed in our recent work [8] [9] [10], associations discovered from relational data could be entangled due to multiple entwining functional characteristics inherent in the source environments. The patterns discovered using existing frequent pattern mining approaches based on the likelihood, weight of evidence [7], support, confidence or statistical residuals[6] [7], may have overlapping or functionally entwined AVA patterns captured in the data leading to overwhelming pattern number and redundancy, making explanation very difficult. Although extra pattern clustering, pruning and summarization algorithms[13] [14] have been proposed and produced a smaller set of patterns/pattern clusters, yet the pattern entanglement problems have not been solved and the interpretation is not robust or comprehensive.

cPDD that we proposed in this paper has solved the fundamental pattern entanglement problem. It is proposed to meet the clinical challenges posed above. It intends to provide clinical results explainable to clinicians using a small number of patterns discovered from the disentangled sources in a more succinct and interpretable form to reveal diagnostic characteristics of the patients and provide statistical support for prediction. Due to its ability of pattern disentanglement, patterns from minority class can be discovered in AVA Spaces orthogonal to those of the majority classes.
Novelty and Contributions

cPDD extends our recent work [10] on AVA disentanglement to the discovery of statistically significant high-order patterns in AVA disentangled spaces. It provides robust and succinct interpretation and achieves from clinical data with anomalies and imbalance class distribution more specific and precise prediction. Its major contributions are three-fold.

i. The cPDD discovers and disentangles statistically significant high-order patterns to reveal the characteristics of different functional subgroups and/or classes in clinical data.

ii. It provides an explicit pattern representation for interpreting the characteristics of the dataset.

iii. It uses the discovered patterns to classify entities in the dataset with high precision even when the class distributions imbalanced.

Methods

In this section, we extend our previous work, Attribute-Value Association Discovery and Disentanglement Model (AVADD) [10] [11] [15], to cPDD to discover robust and succinct statistically significant high-order patterns and pattern clusters for interpreting and predicting clinical data with imbalanced classes. Table 1 gives an abbreviation of terms and Fig. 1 provides a schematic overview of cPDD.

| Notations and Terminologies |
|-----------------------------|
| AVA | Attribute Value Association |
| AV Cluster | Attribute Value Cluster |
| SR | Adjusted Statistical Residual for an AV pair |
| SRV | AVA Adjusted Statistical Residual Vector Space |
| PCD | Principle Component Decomposition |
| RSRV | Re-projected SRV |
| DS | Disentangled Space |
| DS*, DS* | Selected Disentangled Space, the selected set |

First, we denote the input data as $\mathbf{R}$, which contains $N$ attributes, denoted as $\mathbf{A} = \{A_1, A_2, \ldots, A_N\}$. For a numerical value, say $A_n$, we partition its values into $I_n$ bins using Equal Frequency algorithm [16] to transform numerical AVs into discrete values. After transforming, the input data can be denoted as $N$
attributes, and each attribute \((A_n)\) is denoted as \(A_n = \{A_n^1, A_n^2, \ldots A_n^I\}\). Then, cPDD is implemented in the following five steps.

1. **Statistical Data Analysis:** The first step is the same as in high-order pattern discovery\[7\] which uses statistical method to construct an Adjusted Statistical Residual Vectors (SRV) to represent the statistical weights of all the AVA pairs obtained from \(R\). Thus, each item of SRV is denoted as a SR \((A_n^i \leftrightarrow A_n^j)\), which represents the adjusted residual between two AVs \((A_n^i \leftrightarrow A_n^j)\). SR of an AVA pairs defined as \(SR(a_n^i \leftrightarrow a_n^j) = \frac{o_{ij} - e_{ij}}{\sqrt{e_{ij}}}\) to account for the deviation of its observed frequency of occurrences against the expected frequency of occurrences if the AVs in the pair are statistically independent. Thence, SRV is an \(I \times I\) matrix of SRs, where \(I = \sum_{n=1}^{N} I_n\) represents the total number of distinct AVs. Generally, the significant associations can be selected according to the threshold obtained from the hypothesis test of statistically significant SR. For example, when its SR > 1.96, the association can be treated as positively significant with a 95% confidence level.

2. **Acquisition of AVA Disentangled Spaces:** For AVA disentanglement, Principal Component Decomposition (PCD) is applied to decompose the SRV into \(k\) PCs, denoted as \(PC = \{PC_1, PC_2, \ldots PC_k \ldots PC_N\}\), where \(PC_k\) is a set of projections of the AV vectors from the SRV, where \(PC_k = \{PC_k(A_n^i) | n = 1,2, \ldots N, i = 1, \ldots I_n\}\). We then re-project the projections of the AV-vectors captured in the PCs to a new SRV with the same basis vectors and call it a Reprojected SRV (RSRV). We then refer all the PCs and the their corresponding RSRVs = \(\{RSRV_1, RSRV_2, \ldots RSRV_k, \ldots RSRV_N\}\) as the AVA disentangled spaces (DSs) where \(RSRV_k\) is the re-projected result on \(PC_k\) via \(RSRV_k = SRV \cdot PC_k \cdot PC_k^T\). Similar to SRV, each RSRV is an \(I \times I\) matrix, and each row of a RSRV corresponding to an AV represents an AV-vector whose coordinates are the SR of that AV associating with other AVs represented by the column vector in the RSRV. The coordinates of these AV vectors in the RSRV represent the SRs of the AVAs captured in the PCs. We refer a PC with its RSRV as a Disentangled Space (DS). Figure 2 shows a DS (PC and RSRV) for the synthetic dataset.

3. **Identification of functional sub-group (AV-Cluster):** Since the number of DSs is as large as the number of AVs, we then devise a DS screening algorithm to select a small subset from DSs (denoted by \(DS^*\)) such that the maximum SR in its RSRV exceeds a statistical threshold (say 1.96 at confidence level of 95%). In the PC and RSRV of each DS*, often only one or two disjoint AV clusters are found. Each cluster may contain a few subgroups. Hence, the complexity of the PD process is greatly reduced. The criterion to form a AV clusters is that each statistically significant AVA Pair must have one of its AVs having a significant AVA with other AV in the cluster. In the RSRV (Fig. 2), the green shade shows an AVA pair associating with other AVs.
**Pattern Discovery:** High-order patterns can be discovered through identifying pattern candidates from an AV cluster growing process. Formally, we denote a high-order pattern as \( P_j \) which consists of a subset of AVs with size \( \geq 2 \). We use the adjusted residual derived from the frequency of co-occurrences of \( P_j \) used in the hypothesis test to assess whether \( P_j \) is a statistically significant pattern. In order to keep the discovered patterns non-redundant, we only accept delta-closed patterns in the pattern discovery process. There might be more than one pattern identified in the AV cluster. We treat the union of the AVs making up patterns in one AV cluster or in one functional sub-group as the summarized super pattern. All patterns discovered by cPDD are listed as the comprehensive patterns.

5. **Interpretation and Prediction:** The AVs in each AV cluster/subgroup making up a summarized pattern pertaining to a designated class/group. In all our experiments, the summarized patterns contain no or very few “either-or AVs” within the pattern. Hence, the summarized pattern is more succinct and easier to interpret. The high-order patterns in the comprehensive set can provide all the detailed patterns for interpretation and linkage to individuals and groups. Since the number of candidate AVs are few in the output of cPDD, so the number of patterns discovered in each DS* is extremely small. This is significantly different from traditional PD. For class prediction when class labels are given, we can discover the disentangled patterns associating with class labels from the training data. In testing, we apply the discovered summarized patterns associated with each specific class to predict whether the entity for testing belongs to that class. Let \( (P_j, C) \) represents a summarized pattern \( P_j \) associated with class label \( C \), and \( E_i \) represent the entity needed to be predicted. Based on the mutual information in statistical information theory, we can use the weight of evidence of all the AVs in the summarized patterns to determine whether the class label for \( E_i, C (E_i) \), will have higher weight than predicting it as pertaining to other classes.

**Results And Discussion**

In this study, we conducted experiments both on the synthetic data and the clinical dataset with imbalanced classes. In this section, we present the experimental results and exemplify the capability of cPDD in the analysis.

**Materials**

**Dataset 1: Synthetic Dataset**

We generated stochastically a \( 2100 \times 10 \) matrix with first column as the class label and others as attributes with character values from a uniform distribution. This represents a random relational dataset with attributes independence to each other. We then embedded patterns of three different classes, and for the first 6 attributes. We use A1A, A2C, for example, to respectively represent character value A and C for Attribute A1 and A2. The patterns implanted in the data are summarized in Table 2. Note that A1A and A2C are entangled (overlapping) for C1 and C2; A3H and A4M are entangled in C1 and C3; A5B and A6J are entangled in C2 and C3. For the last three attributes, we put in randomly selected characters from \{“O”, \}
“P”, “Q”) and for the 10th attribute we randomly embedded characters used for the three classes. Moreover, this synthetic Dataset is implemented as one with imbalanced class distribution with 1000 entities pertaining to C2 and C3 each, and 100 entities pertaining to C1.

| Classes | Attribute Values are Significant Associated with Class Label |
|---------|---------------------------------------------------------------|
| C1      | A1A, A2C, A3H, A4M/N, A5A, A6F                               |
| C2      | A1A, A2C/D, A3G, A4N, A5B, A6J                              |
| C3      | A1B, A2D, A3H, A4M, A5B, A6F/J                              |

Dataset 2: Thoracic Dataset

The thoracic dataset describes the surgical risk originally collected at Wroclaw Thoracic Surgery Centre for patients who underwent major lung resections for primary lung cancer in the years 2007–2011 [21]. The attributes included are given in Fig. 3. This public dataset is provided after feature selection and elimination of missing values. It is composed of 470 samples with 16 pre-operative attributes after feature selection. The target attribute (class label) is Risk1Y. Risk1Y = T if the patient died. In this dataset, the class distribution is imbalanced with 70 cases being Risk1Y = T and 400 cases being Risk1Y = F.

Analysis I – Discovery and Display of Explicit Patterns for Explanation

In Analysis I, we applied cPDD on both Synthetic and Thoracic Datasets. First, we compared the discovered patterns obtained in cPDD, Apriori[22] (a typical frequent pattern mining method) and a high-order pattern discovery method for discrete-value data (HOPD)[7] which was our early work closely resembling the PD reported in [11] [10]. Figure 4 and Fig. 5 show the pattern discovery result of cPDD on the Synthetic and Thoracic data respectively. Figure 6 presents the comparison results of all these three methods.

From the pattern discovery result of cPDD on the synthetic data, we observe that:

i. A small set of AV-Clusters (Fig. 5A) was discovered. From these clusters a comprehensive set of patterns (Fig. 5B), each of which associates with a different class or subgroup in a DS*, was discovered.

ii. The AV-clusters (Fig. 5A), also representing the unions of all comprehensive patterns discovered within subgroups in a DS* (Fig. 5B), can be considered as the summarized patterns consisting of statistically significant AVA subsets for a high-level interpretation with details given in the comprehensive patterns.
iii. cPDD discovered and displayed both the summarized patterns (Fig. 4A) and the detailed patterns (Fig. 6A) whereas HOPD could not due to the overwhelming number of overlapping and entangled patterns disclosed; whereas Apriori, after fine-tuning the level of support and confidence \( (sup = 10\%, con = 10\%) \), discovered the patterns associated with the rare class (Fig. 6A).

Furthermore, when comparing the implanted patterns with the pattern discovery result using cPDD (Fig. 4C), cPDD reveals all patterns with correct classes in disentangled spaces except one in P2 as it has \( (A2D, A3G, A5B, A6J) \). Although the pattern is same with the implanted patterns, but it shares with sub-pattern in P3 showing the entanglement in the original data. Figure 4C shows high SR for the implanted patterns assigned with the correct classes and low SR for the entangled cases. For both Apriori or HOPD, they discovered a large number of patterns where most of them are redundant and overlapping, while some of them are associating with class labels, but others are with the noise columns A7, A8 and A9.

From the pattern discovery result on the Thoracic dataset, we observed similar phenomena as described in item (i) to (iii) as in the case on the synthetic data if we replace Fig. 4 and Fig. 6A with Fig. 5 and Fig. 6B respectively. Here we would like to highlight some interesting observations in the Thoracic case.

Figure 5A gives four AV-Clusters, two in each AVA disentangled Space (DS1 and DS2). Each AV-cluster contains the union of all the patterns discovered in different subgroups (Fig. 5B). They are explainable. It is interesting to observe that cPDD discovered only 9 patterns (Fig. 4B and Fig. 6B) each of which pertains to a distinct implanted class within distinct AV clusters in different DS* except those in AV Cluster 2 of DS2 encompassing patterns of both C2 and C3. However, their statistical strength SR was relatively low. This demonstrates that cPDD is able to display precise statistical/functional details of the pattern implanted in the data — an astounding evidence of its explanation efficacy.

Figure 6B shows the comparison results for the Thoracic data. First, we should note that when the number of patterns is large with considerable redundant and overlapping patterns, it is difficult to interpret the pattern outcomes relevant to problem. The number of patterns obtained by Apriori and HOPD are both large. Apriori outputs the patterns from dataset only if the class labels are given. HOPD can output all the patterns discovered among the growing set of the candidate patterns, but the number of high order patterns produced are overwhelming. For a dataset \( R \) with \( m \) attributes, there are an exponential number of AV combinations being considered as pattern candidates. So, the number of patterns outputted by HOPD is huge. Next, we try to examine whether the Apriori and HOPD are able to discover the patterns associated with the minority class. For Apriori, the result depends on the set value of the threshold, support, and confidence. When the threshold is low, more patterns are discovered which may cover those in the minority class, but the number of patterns is huge.

In summary, this experimental result shows that cPDD is able to discover fewer patterns with specific association to the classes/source-environment in support of easy/feasible interpretation. Furthermore, even with few patterns, it is able to represent succinct, comprehensive (as exemplified in the synthetic
case) and statistical/functional characteristics of all classes given even when the class distribution is imbalanced. With the capability to render direct interpretation of a small, succinct and reliable set of patterns discovered from distinct sources without the reliance of explicit a priori knowledge and a posteriori processing posts a novel approach of Explainable AI (XAI) [23] [24] quite different from the existing model-based approach.

**Analysis II – Prediction on imbalanced dataset**

In Analysis II, we focus on the prediction of diagnostic outcomes of the Thoracic dataset with imbalance class distribution. For the imbalanced class problem, usually the targeted group is the minority group. Since the correct prediction of the majority classes will overwhelm that of the minority classes, the prediction performance should not be evaluated based on the accuracy criterion. It should be evaluated by the Precision and Recall of the minority class and the F1-Score which summarizes the harmonic mean of both the majority and the minority groups. Thus, F1-score = 0 if the number of true positive TP = 0. In this experiment, the average Precision, Recall and F1-Score obtained from the 20 10-fold cross validation of the three classification methods are obtained and shown in Fig. 7. The comparison results showed that cPDD outperformed the other two classification methods.

When comparing with a recent pattern discovery method PD, we used the result on the same dataset from the work reported in [2]. We noted that cPDD outperformed PD in both precision and F-measure. The PD method[2] acquired lower precision rate than that of cPDD, but a F1-Score of 0.3±0.01 which is close to that obtained by cPDD (F1-Score = 0.31±0.02). We also noticed that Decision Tree misclassified all the test cases since it did not discover any rule for the cases with Risk1Y = T.

**Conclusion**

As a pattern discovery model on imbalanced data, the experimental results on synthetic and Thoracic data have shown that cPDD renders superior prediction performance and explainability since it produces and uses much smaller set of succinct disentangled patterns. All the results it obtains are statistically robust, comprehensive, displayable in succinct concise and precise representation for experts’ interpretation. It also overcomes the limitations of lack of transparency [12] as well as the problem of imbalanced class[3][12][4] [25]. As a clinical data analysis tool on relational data, it has a significant advantage over ‘blackbox’ ML algorithms as the outputs of cPDD is both explainable and transparent, the two major challenges of interpretability and applicability[23] confronting ML today. The experimental result on synthetic data and clinical data with high imbalanced class ratios shows that cPDD does have a better interpretability and prediction performance for minority target. cPDD brings explainable AI to clinical experts to enhance their insight and understanding with statistical and rational accountability. Hence, it will have great potential to enhance ML and Explainable AI[23] [24].

In our future work, cPDD will be developed to apply to unstructured data (e.g. text and sequences) [8] [26] by extracting AVAs directly from them as shown in our early work [27]. Moreover, for performance
improvement, parallel computing strategy will be introduced to handle bigger data and further speed up the computational time.

**List Of Abbreviations**

| Abbreviation | Description |
|--------------|-------------|
| AV           | Attribute Value |
| AVA          | Attribute Value Association |
| AV Cluster   | Attribute Value Cluster |
| SR           | Adjusted Statistical Residual for an AV pair |
| SRV          | AVA Adjusted Statistical Residual Vector Space |
| PCD          | Principle Component Decomposition |
| RSRV         | Re-projected SRV |
| DS           | Disentangled Space |
| DS*, DS*     | Selected Disentangled Space, the selected set |
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Figure 2

An illustration of DS* with two AV clusters in the first PC using synthetic data. As displayed in the Re-projected SRV (RSRV), class 2 and class 3 are disentangled in the first PC and the first RSRV, and they can be grouped clearly. In the figure, the order of the AVs in the RSRV is reversed to correspond to those in the PC plot.
|   | Description                                                                 |
|---|-----------------------------------------------------------------------------|
| 1. | DGN Diagnosis - specific combination of ICD-10 codes for primary and secondary as well multiple tumours if any (DGN3,DGN2,DGN4,DGN6,DGN5,DGN8,DGN1) |
| 2. | PRE4 Forced vital capacity - FVC (numeric)                                  |
| 3. | PRE5 Volume that has been exhaled at the end of the first second of forced expiration - FEV1 (numeric) |
| 4. | PRE6 Performance status - Zubrod scale (PRZ2,PRZ1,PRZ0)                      |
| 5. | PRE7 Pain before surgery (T,F)                                              |
| 6. | PRE8 Haemoptysis before surgery (T,F)                                       |
| 7. | PRE9 Dyspnoea before surgery (T,F)                                          |
| 8. | PRE10 Cough before surgery (T,F)                                            |
| 9. | PRE11 Weakness before surgery (T,F)                                         |
| 10.| PRE14 T in clinical TNM - size of the original tumour, from OC11 (smallest) to OC14 (largest) (OC11,OC14,OC12,OC13) |
| 11.| PRE17 Type 2 DM - diabetes mellitus (T,F)                                   |
| 12.| PRE19 MI up to 6 months (T,F)                                               |
| 13.| PRE25 PAD - peripheral arterial diseases (T,F)                              |
| 14.| PRE30 Smoking (T,F)                                                         |
| 15.| PRE32 Asthma (T,F)                                                          |
| 16.| AGE Age at surgery (numeric)                                                |
| 17.| Risk1Y 1 year survival period - (T)ruce value if died (T,F)                |

**Figure 3**

Attribute Description of Thoracic Dataset
Figure 4

cPDD Pattern Discovery Result from Synthetic Dataset. (A) In the First and the Second DS* two AV-clusters were discovered. (B) Detailed Patterns associating with different classes were discovered from the above two AV-Clusters. (C) Comparison between implanted patterns and cPDD’s output.
### Figure 5

Pattern Discovery Result of Thoracic Dataset using cPDD (A) In both First and the Second Disentangled Space, two AV Clusters corresponding to Risk1=T and RISK1=F were discovered (B) Detailed Patterns discovered from the above two AV Clusters.
| Synthetic Data | Apriori | HOPD | cPDD |
|----------------|---------|------|------|
|                | Sup=10%; Con=20% |      |      |
|                 | Sup=10%; Con=10% |      |      |
| Patterns Associate with the Rare Class | No | Yes | No | Yes | Yes |
| # of Patterns | 946 | 962 | 770 | 4 | 9 |

| Throcic Data | Apriori | HOPD | cPDD |
|--------------|---------|------|------|
|              | Sup=10%; Con=30% |      |      |
| Patterns Associate with the Rare Class | No | Yes | Yes | Yes |
| # of Patterns | 18071 | 18363 | 9513 | 4 | 36 |

**Figure 6**

(A) Comparison of Pattern Discovery Result on Synthetic Dataset (B) Comparison of Pattern Discovery Result on Thoracic Dataset
Figure 7

Average Classification Result from 20-times 10-fold cross validation on Thoracic Dataset.