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Abstract

In this paper we describe a computational model for the simulation of fluid-structure interaction problems based on a fictitious domain approach. We summarize the results presented over the last years when our research evolved from the Finite Element Immersed Boundary Method (FE-IBM) to the actual Finite Element Distributed Lagrange Multiplier method (FE-DLM). We recall the well-posedness of our formulation at the continuous level in a simplified setting. We describe various time semi-discretizations that provide unconditionally stable schemes. Finally we report the stability analysis for the finite element space discretization where some improvements and generalizations of the previous results are obtained.

1 Introduction

In this paper we summarize in a unified setting some results of our research on the modeling and the approximation of fluid-structure interaction problems. Our aim is to describe the dynamics of a solid elastic body immersed in a Newtonian incompressible fluid. Here, we consider the so called zero-codimension case, that is the solid and the fluid are both two- or three-dimensional. From the mathematical point of view, the interaction is described by different partial differential equations in the regions occupied by the fluid and the solid, coupled with suitable transmission conditions along the interface between the two. More precisely, the fluid is described by the Navier-Stokes equations and the solid is modeled
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as a visco-elastic material. It is well known that the numerical approximation of fluid-structure interaction problems is challenging for several reasons: first of all the numerical method must track the movement of the structure and the corresponding computational grids should allow the evaluation of quantities defined on moving domains. In this context, the use of a Lagrangian framework is more suited for the simulation of the structure deformation, while the approximation of the fluid velocity and pressure is better performed by an Eulerian approach. Several authors have been dealing with problems of this form, starting from the pioneering monograph [43] to the more recent [3].

Another crucial issue related to the approximation of fluid-structure interactions is how to deal with the coupling of the two underlying models: monolithic approaches perform the simultaneous computation of the fluid and structure unknowns, while partitioned schemes combine different solvers in the two subregions with an iterative procedure. In general monolithic schemes require implicit nonlinear solvers and a careful trade off between superior stability properties and more demanding computational load. It's widely understood that partitioned schemes may suffer of severe CFL conditions when the density of the fluid and the solid are comparable [20].

The research in this framework is very active and is based on a wide literature, ranging from boundary fitted approaches which, typically, use the so called Arbitrary Lagrangian Eulerian method [39, 29, 41, 30] to non fitted approaches which include, for instance, level set methods [22] Nitsche and XFEM methods [19, 1]. Our model belongs to the latter family originating from the Immersed Boundary Method (IBM) [47, 8] and evolved towards a fictitious domain (FD) approach in the spirit of [36, 35, 32, 34, 33, 54]. Both IBM and FD solve the Navier–Stokes equations in the region occupied by the fluid and the solid. While the IBM adds a suitably designed source term supported in the solid region, the main idea behind a FD method is to consider the fluid domain fictitiously extended to the union of the fluid and solid domains, and to introduce a distributed Lagrange multiplier, supported in the solid domain, which enforces the kinematic condition linking fluid and solid velocities.

Obviously, no method is the optimal choice for all cases and, depending on the particular situation, it could be preferable to make use of different approaches; our formulation has the advantage to be unconditionally stable in time [7, 16] without the need of using fully implicit time schemes and, being based on non fitted meshes, can accommodate larger displacements. On the other hand, the coupling between fluid and structure models requires the evaluation of integrals that combine basis functions defined on different meshes. A solid mathematical analysis has been performed; we shall review some of the results in the following sections giving reference to the original papers when appropriate. Moreover, we extend the discretization of our model, allowing for more general choices of finite element spaces. We describe an incompressible solid immersed in an incompressible fluid; more general situation could be considered, involving compressible solids [14].

In Section 2 we recall the problem we are interested in, and introduce our
fictitious domain formulation. Next, we analyze the continuous problem in Section 3 in a linearized setting, assuming that the motion of the solid is prescribed. Section 4 deals with the time discretization; the main result of this section is the unconditional stability of the evolution scheme. The space discretization is considered in Section 5 where a stability analysis is presented which leads to optimal convergence estimates for the steady state solution. Finally, Section 6 reports on several numerical tests that confirm the good behavior of our approach.

2 Model problem and fictitious domain formulation

The problem we want to address is easily explained in the following simplified setting. We consider a solid immersed in a fluid in two or three dimensions. At time $t$ the solid is located in the region $\Omega_s^t \subset \mathbb{R}^d$ ($d = 2, 3$) which is the image of a reference configuration $\mathcal{B}$ through a mapping $X : \mathcal{B} \to \mathbb{R}^d$. The fluid occupies the region $\Omega_f^t \subset \mathbb{R}^d$ so that we are interested in a dynamic occurring in the union of $\Omega_s^t$ and $\Omega_f^t$. A typical assumption is that, denoting by $\Omega$ the interior of the union of the closures of $\Omega_s^t$ and $\Omega_f^t$, then $\Omega$ does not depend on $t$. This assumption is reasonable for several applications; in general $\Omega$ can be thought as a container where the dynamics takes place: for instance, the solid can be inside the fluid and far away from the exterior boundary of it, or the solid can touch one fixed part of the container. In this paper we deal with the first situation. We denote by $\Gamma_t$ the interface between fluid and solid, which can be defined as the interior of the intersection of $\Omega_s^t$ and $\Omega_f^t$.

The system is described by the fluid velocity $u^f$ and pressure $p^f$, and by the solid position $X$. The velocity and the pressure depend on time and on the space Eulerian variable $x \in \Omega_f^t$, while the position $X$ depends on time and on the Lagrangian variable $s \in \mathcal{B}$. In the fixed domain $\Omega$ we are using the Eulerian framework and the corresponding variable $x$. A point $x$ of the domain $\Omega_s^t$ can be expressed at time $t$ in the Lagrangian setting as

$$ x = X(s, t). $$

The kinematic condition is expressed by the following relationship between the material velocity $u^s$ and $X$:

$$ u^s(x, t) = \frac{\partial X}{\partial t}(s, t), \quad (1) $$

where $x = X(s, t)$. The deformation gradient is given by

$$ F(s, t) = \frac{\partial X}{\partial s}(s, t). $$
We denote by $|F|$ its determinant. We consider an incompressible solid, so that $|F|$ is constant in time; in particular, in the case when $B$ is the initial configuration $\Omega^0_s$ of $\Omega_t^s$, we have $|F| = 1$.

In the incompressible fluid the Navier–Stokes equations describe the dynamics as follows

$$
\rho_f \left( \frac{\partial u^f}{\partial t} + u^f \cdot \nabla u^f \right) = \text{div} \sigma^f \quad \text{in } \Omega_t^f,
$$

$$\text{div} u^f = 0 \quad \text{in } \Omega_t^f, \tag{2}
$$

where $\rho_f$ is the fluid density and $\sigma^f$ is the Cauchy stress tensor that reads

$$\sigma^f = -p^f I + \nu_f \varepsilon(u^f),$$

$\nu_f > 0$ being the viscosity of the fluid and $\varepsilon$ the symmetric gradient.

We assume an incompressible viscoelastic material that can be described by a Cauchy stress tensor composed of two parts $\sigma^s = \sigma^s_f + \sigma^s_s$: the first one is analogous to the fluid stress with the introduction of an artificial pressure $p^s$, which is the Lagrange multiplier associated with the incompressibility,

$$\sigma^s_f = -p^s I + \nu_s \varepsilon(u^s),$$

$\nu_s > 0$ being the body viscosity; the second term is related to the Piola–Kirchhoff elasticity stress tensor $\mathbb{P}$ via the Piola transformation

$$\sigma^s_s = |F|^{-1} \mathbb{P} F^\top.$$

The elastic part of the stress can be modeled using a potential energy density $W(F, s, t)$ so that

$$\mathbb{P}(F, s, t) = \frac{\partial W}{\partial F}(F, s, t).$$

Taking all this into account, the equations describing the solid are

$$\rho_s \frac{\partial^2 X}{\partial t^2} = \text{div}_s(|F| \sigma^s_f F^{-\top} + \mathbb{P}(F)) \quad \text{in } \mathcal{B},
$$

$$\text{div} u^s = 0 \quad \text{in } \Omega_t^s, \tag{3}
$$

where $\rho_s$ is the solid density. The description of the model requires suitable transmission conditions enforcing the appropriate continuities of the velocity and of the Cauchy stress across the interface $\Gamma_t$ which can be stated as follows

$$u^f = u^s \quad \text{on } \partial \Omega^f_t,$$

$$\sigma^f n_f = -(\sigma^s_s + |F|^{-1} \mathbb{P} F^\top) n_s \quad \text{on } \partial \Omega^s_t, \tag{4}
$$

where $n_f$ and $n_s$ stand for the outward unit normal vectors to $\Omega^f_t$ and $\Omega^s_t$, respectively. In conclusion, the system is described by (2), (3), (4), taking into
account (1), and suitable initial and boundary conditions, so that the strong form of the problem is: find fluid velocity $u^f$ and pressure $p^f$ in $\Omega^f_t$, solid velocity $u^s$ and pressure $p^s$ in $\Omega^s_t$, and solid position $X$ in $B$ such that

$$
\rho_f \frac{\partial u^f}{\partial t} - \text{div}(\nu_f \varepsilon(u^f)) + \rho_f u^f \cdot \nabla u^f + \nabla p^f = 0 \quad \text{in } \Omega^f_t \\
\text{div } u^f = 0 \quad \text{in } \Omega^f_t \\
u^s(\mathbf{X}(s,t), t) = \frac{\partial \mathbf{X}}{\partial t}(s,t) \quad \text{in } B \\
\rho_s \frac{\partial^2 X}{\partial t^2} = \text{div}_s((|\mathbf{F}|(\nu_s \varepsilon(u^s)) - p^s \mathbb{I})\mathbb{F}^{-\top} + \mathbb{P}(\mathbb{F})) \quad \text{in } B \\
\text{div } u^s = 0 \quad \text{in } \Omega^s_t \\
u^f(0) = u^f_0 \quad \text{in } \Omega^f_0 \\
u^s(0) = u^s_0 \quad \text{in } \Omega^s_0 \\
X(0) = X_0 \quad \text{in } B \\
u^f = 0 \quad \text{on } \partial \Omega.
$$

Before describing our variational formulation we recall some standard notation that we are going to adopt [42]. Given a domain $D$, the space $\mathcal{D}(D)$ is the space of infinitely differentiable functions with compact support in $D$, $L^2(D)$ is the space of square integrable functions on $D$, the standard Sobolev spaces are denoted by $W^{s,p}(D)$, where $s \in \mathbb{R}$ refers to the differentiability and $p \in [1, +\infty]$ to the integrability exponent. As usual, when $p = 2$ we use the notation $H^s(D)$. The corresponding norm is indicated by $\| \cdot \|_{s,D}$ and the scalar product in $L^2(D)$ by $(\cdot, \cdot)_D$; when no confusion arises we omit the indication of the domain $D$. In particular we will usually omit $\Omega$, while we will indicate explicitly when quantities are defined on the domain $B$. $L^2_0(D)$ stands for the subspace of zero mean valued functions and $H^1_0(D)$ is the subset of functions in $H^1(D)$ with zero trace on $\partial D$. Given Banach spaces $X$ and $Y$, the notation $Y(0,T;X)$ contains space-time functions that for almost all $t \in [0,T)$ are in $X$ and that are in $Y$ as functions from $(0,T)$ to $X$. Functional spaces of vector valued functions are indicated with boldface letters.

The main idea behind the fictitious domain approach that we are going to adopt, consists in extending the fluid variables inside the solid domain so that all involved quantities are defined in $\Omega$ (Eulerian variables) or $B$ (Lagrangian variables). We started considering a fictitious domain model for a simplified interface problem [2, 15] which has been extended to fluid-structure interactions in [7]. Here we describe and discuss the formulation introduced in [7] and analyzed in [10], referring the interested reader to those references for more details.
By multiplying the first and fourth equations in (5) by suitable test functions, integrating by parts, and taking into account the continuity of the stresses expressed by the seventh equation in (5), the following equation is obtained:

\[
\begin{align*}
\int_{\Omega_t^f} \rho_f \dot{u}_f \cdot v \, dx + \int_{B} \rho_s \frac{\partial^2 X}{\partial t^2} \cdot v(X(s,t)) \, ds + \int_{\Omega_t^s} \nu_s \varepsilon(\mathbf{u}_s) : \varepsilon(v) \, dx \\
- \int_{\Omega_t^f} p_f \text{div} \, v \, dx + \int_{\Omega_t^s} \nu_s \varepsilon(\mathbf{u}_s) : \varepsilon(v) \, dx \\
+ \int_{B} \mathbb{P}(F(s,t)) : \nabla \mathbf{s} \cdot v(X(s,t)) \, ds - \int_{\Omega_t^s} p_s \text{div} \, v \, dx = 0 \quad \forall v \in H^1_0(\Omega),
\end{align*}
\]

(6)

In the spirit of the fictitious domain approach, we denote by \( u \) and \( p \) the velocity and pressure in \( \Omega \), that is

\[
\begin{align*}
u = \begin{cases}
\nu_f & \text{in } \Omega_t^f \\
\nu_s & \text{in } \Omega_t^s
\end{cases}, \quad \begin{cases}
p_f & \text{in } \Omega_t^f \\
p_s & \text{in } \Omega_t^s
\end{cases}.
\end{align*}
\]

Analogously, we use the following notation for the viscosity

\[
\nu = \begin{cases}
\nu_f & \text{in } \Omega_t^f \\
\nu_s & \text{in } \Omega_t^s
\end{cases},
\]

Moreover, we introduce the difference of densities \( \delta \rho = \rho_s - \rho_f \).

With this notation and taking into account the kinematic condition (1), Equation (6) reads

\[
\begin{align*}
\int_{\Omega} \rho_f \dot{u}_f \cdot v \, dx + \int_{\Omega} \nu \varepsilon(\mathbf{u}) : \varepsilon(v) \, dx - \int_{\Omega} p \text{div} \, v \, dx \\
+ \int_{B} \delta \rho \frac{\partial^2 X}{\partial t^2} \cdot v(X(s,t)) \, ds + \int_{B} \mathbb{P}(F(s,t)) : \nabla \mathbf{s} \cdot v(X(s,t)) \, ds = 0 \quad \forall v \in H^1_0(\Omega),
\end{align*}
\]

(7)

where we wrote on the first line quantities integrated over \( \Omega \) and on the second line quantities integrated over \( B \).

A crucial role for the design of our model is played by the following bilinear form. Let \( \Lambda \) be a Hilbert space and \( c : \Lambda \times H^1(B) \to \mathbb{R} \) a continuous bilinear form with the property

\[
c(\mu, Y) = 0 \quad \forall \mu \in \Lambda \quad \text{implies} \quad Y = 0.
\]

Actually, Equation (7) can be split into two separate equations as follows with the use of the bilinear form \( c \) and an additional unknown \( \lambda \in \Lambda \) which will play
the role of a distributed Lagrange multiplier in our final formulation:
\[
\int_{\Omega} \rho f \dot{u} \cdot v dx + \int_{\Omega} \nu \varepsilon(u) : \varepsilon(v) dx - \int_{\Omega} p \text{div } v dx = -c(\lambda, v(X(s, t))) \quad \forall v \in H^1_0(\Omega)
\]

\[
c(\lambda, Y) = \int_B \delta \partial^2 X \frac{\partial^2 Y}{\partial t^2} ds + \int_B \mathcal{F}(s, t) : \nabla_s Y ds \quad \forall Y \in H^1(B).
\]

The same bilinear form \( c \) will be used to enforce the kinematic condition that reads
\[
c \left( \mu, u(X(\cdot, t)) - \frac{\partial X}{\partial t}(t) \right) = 0 \quad \forall \mu \in \Lambda.
\]
Moreover, since we are considering an incompressible solid, the divergence free condition holds for \( u \) in the entire domain \( \Omega \) (see (2) and (3)).

The final variational formulation is then described by making use of the following notation:
\[
a(u, v) = \int_{\Omega} \nu \varepsilon(u) : \varepsilon(v) dx
\]
\[
b(u, v, w) = \int_{\Omega} \frac{\rho_f}{2} (u \cdot \nabla v) \cdot w - (u \cdot \nabla w) \cdot v) dx.
\]

**Problem 1 (Fictitious domain formulation)** Given \( u_0 \in H^1_0(\Omega), X_0 \in W^{1,\infty}(B), \) and \( X_1 \in H^1(B) \), find \( u(t) \in H^1_0(\Omega), p(t) \in L^2(\Omega), X(t) \in H^1(B), \) and \( \lambda(t) \in \Lambda \) such that, for almost every \( t \in (0, T) \), it holds
\[
\rho_f \left( \frac{\partial u}{\partial t}(t), v \right) + b(u(t), u(t), v) + a(u(t), v)
\]
\[
- (\text{div } u(t), v(t)) + c(\lambda(t), v(X(\cdot, t))) = 0 \quad \forall v \in H^1_0(\Omega)
\]
\[
(\text{div } u(t), q) = 0 \quad \forall q \in L^2(\Omega)
\]
\[
\partial_t \left( \frac{\partial^2 X}{\partial t^2}(t), Y \right)_B + \mathcal{F}(s, t) : \nabla_s Y_B = -c(\lambda(t), Y) \forall Y \in H^1(B)
\]
\[\text{(8)}\]
\[
c \left( \mu, u(X(\cdot, t)) - \frac{\partial X}{\partial t}(t) \right) = 0 \quad \forall \mu \in \Lambda
\]
\[
u(0) = u_0 \quad \text{in } \Omega
\]
\[
X(0) = X_0 \quad \text{in } B
\]
\[
\frac{\partial X}{\partial t}(0) = X_1 \quad \text{in } B.
\]

**Remark 1** The initial condition \( X_1 \) in Problem 1 is related to \( u_0 \) of 5 by the relation
\[
X_1 = u_0(X_0) \quad \text{in } B.
\]
Various choices have been presented for the bilinear form $c$ responsible for the coupling of the Lagrangian and Eulerian frames.

In our setting two possible definitions of $c$ have been discussed in [7, 10]: a natural choice is to consider as $\Lambda$ the dual space of $H^1(B)$ so that $c$ can be taken as the duality pairing that certainly satisfies the required properties; a second equivalent choice stems from interpreting the duality pairing as the scalar product in $H^1(B)$ by the Riesz representation theorem so that $\Lambda = H^1(B)$. More in detail, we have the following definitions

1. $\Lambda_1 = H^1(B)^\prime$ and $c_1 : \Lambda_1 \times H^1(B) \to \mathbb{R}$ with
   \[ c_1(\mu, Y) = \Lambda_1(\mu, Y)_{H^1(B)} \] (9)

2. $\Lambda_2 = H^1(B)$ and $c_2 : \Lambda_2 \times H^1(B) \to \mathbb{R}$ with
   \[ c_2(\mu, Y) = (\mu, Y)_B + (\nabla \mu, \nabla Y)_B. \] (10)

While the two definitions are equivalent for the continuous problem, they give rise to different discretizations. In the sequel we are going to use the generic notation $\Lambda$ and $c$, while indicating explicitly one of the two cases when needed.

An analogous formulation, which is outside the topics of the present work, can also be used in the case of codimension one structures. We refer the interested reader to [7, 10].

We end this section by stating a stability result for the continuous problem which was proved in [7].

**Proposition 1** Let $u(t) \in H^1_0(\Omega)$ and $X(t) \in H^1(B)$ be solutions of Problem 1. Assume that $\partial X(t)/\partial t \in L^2(B)$ and consider the elastic potential energy of the body given by

\[ E(X(t)) = \int_B W(F(s,t)) \, ds. \]

Then the following conservation property is satisfied for almost every $t \in (0, T)$

\[ \rho_f \frac{d}{dt} \|u(t)\|_{0,\Omega}^2 + \|\nu^{1/2} \xi(u(t))\|_{0,\Omega}^2 + \delta \rho \frac{d}{dt} \left\| \frac{\partial X}{\partial t}(t) \right\|_{0,B}^2 + \frac{d}{dt} E(X(t)) = 0. \]

3 **Existence and uniqueness of the linearized problem**

Not many results are available in the literature about existence and uniqueness of the solution to fluid-structure interaction problems. This is not surprising since the coupling between fluids and solids gives rise in general to highly non linear problems. In the case when a fluid is containing rigid solids or elastic bodies
described by a finite number of modes, existence and uniqueness of weak solutions have been studied for instance in [23, 26, 27, 28, 31, 37, 38, 40, 49, 50, 51]; when a fluid is enclosed in a solid membrane then the existence and uniqueness of weak solutions have been discussed in [4, 21, 44, 45]. Moreover, local-in-time existence and uniqueness of strong solutions for an elastic structure immersed in a fluid are proved in [24, 25, 48, 17, 18].

In this section we describe the analysis performed in [12] about the existence and the uniqueness of a linearization of Problem 1 in the case when $\Lambda = H^1(B)$ and the bilinear form $c$ is equal to the scalar product in $H^1(B)$. This is a first step towards the analysis of the full problem which could make use of some fixed point strategy.

We consider a given function $X$ that describes the motion of the solid. We assume that $X$ belongs to $C^1([0,T]; W^{1,\infty}(B))$, is invertible with Lipschitz inverse, and coincides with the identity at time $t = 0$, that is $X(s,0) = s$. Moreover, we assume that the motion of the solid is compatible with the incompressibility constraint, that is $\det(\nabla_s X(t)) = 1$ for all $t$.

We choose a linear model for the elasticity, namely $P(F) = \kappa F$; moreover, we introduce a new variable $w(t)$ equal to the velocity of the solid $\partial X(t)/\partial t$, so that, after neglecting the convective term in the Navier–Stokes equation, we are led to the following problem.

**Problem 2 (Linearized formulation)** Let us assume that $X \in C^1([0,T]; W^{1,\infty}(B))$ satisfies the hypotheses described above. Given $u_0 \in H^1_0(\Omega)$, $X_0 \in W^{1,\infty}(B)$, and $X_1 \in H^1(B)$, find $u(t) \in H^1_0(\Omega)$, $p(t) \in L^2(\Omega)$, $X(t) \in H^1(B)$, $w \in H^1(B)$, and $\lambda(t) \in H^1(B)$ such that, for almost every $t \in (0,T)$, it holds

\[
\begin{align*}
\rho \left( \frac{\partial u}{\partial t}(t), v \right) + a(u(t), v) - (\text{div} v, p(t)) &+ c(\lambda(t), v(X(\cdot,t))) = 0 \quad \forall v \in H^1_0(\Omega) \\
(\text{div} u(t), q) &= 0 \quad \forall q \in L^2(\Omega) \\
\delta_p \left( \frac{\partial w}{\partial t}(t), Y \right)_B + \kappa(\nabla_s X(t), \nabla_s Y)_B - c(\lambda(t), Y) &= 0 \quad \forall Y \in H^1(B) \\
\left( \frac{\partial X}{\partial t}(t), y \right)_B &= (w(t), y)_B \quad \forall y \in L^2(B) \\
c(\mu, u(X(\cdot,t), t) - w(t)) &= 0 \quad \forall \mu \in H^1(B) \\
u(0) &= u_0 \quad \text{in } \Omega \\
X(0) &= X_0 \quad \text{in } B \\
w(0) &= X_1 \quad \text{in } B.
\end{align*}
\]

The following existence and uniqueness result was proved in [12].
Theorem 2  Under the assumptions reported above, there exists a unique solution to Problem 2 that satisfies the following regularity

\[ u \in L^\infty(0, T; H_0) \cap L^2(0, T; V_0) \]
\[ p \in L^2(0, T; L^2(\Omega)) \]
\[ X \in L^\infty(0, T; H^1(\mathcal{B})) \]
\[ w \in L^\infty(0, T; L^1(\mathcal{B})) \cap L^2(0, T; H^1(\mathcal{B})) \]
\[ \lambda \in L^2(0, T; H^1(\mathcal{B})) \]

where

\[ V_0 = \{ v \in \mathcal{D}(\Omega) : \text{div } v = 0 \} \]
\[ H_0 = \text{the closure of } V_0 \text{ in } L^2_0(\Omega) \]
\[ V_0 = \text{the closure of } V_0 \text{ in } H^1_0(\Omega) \].

The proof of this result is obtained by considering first a reduced problem where the unknowns \( p \) and \( \lambda \) are eliminated since the velocity is sought in the kernel of the divergence operator \( V_0 \) and the pair \( (u(t), w(t)) \) is required to satisfy the constraint

\[ c(\mu, u(\mathbf{x}(\cdot, t), t) - w(t)) = 0 \quad \forall \mu \in H^1(\mathcal{B}). \quad (12) \]

In this setting, the proof follows a suitable modification of the Galerkin arguments used in [52] for the analysis of Navier–Stokes equations.

Finally, the Lagrange multiplier and the pressure are recovered by using Lax–Milgram lemma and the Banach closed range theorem.

4 Time advancing schemes

We begin in this section the study of the numerical approximation of Problem 1, starting from the time discretization.

Let us introduce a time discretization parameter \( \Delta t \), and let us denote by \( t_n \), \( n = 0, \ldots, N \) the corresponding nodes; the following system is obtained by the application of the backward Euler scheme.

Problem 3 (Backward Euler scheme)  Given \( u_0 \in H^1_0(\Omega) \), \( X_0 \in W^{1,\infty}(\mathcal{B}) \), and \( X_1 \in H^1(\mathcal{B}) \), for all \( n = 1, \ldots, N \) find \( u^n \in H^1_0(\Omega) \), \( p^n \in L^2_0(\Omega) \), \( X^n \in H^1(\mathcal{B}) \),
and $\lambda^n \in \Lambda$ such that
\[
\rho_f \left( \frac{u^{n+1} - u^n}{\Delta t}, v \right) + b \left( u^{n+1}, u^{n+1}, v \right) + a \left( u^{n+1}, v \right) - \left( \text{div} \ v, p^{n+1} \right) + c \left( \lambda^{n+1}, v(X^{n+1}) \right) = 0 \quad \forall v \in H^1_0(\Omega)
\]
\[
(\text{div} \ u^{n+1}, q) = 0 \quad \forall q \in L^2_0(\Omega)
\]
\[
\delta^\rho \left( \frac{X^{n+1} - 2X^n + X^{n-1}}{\Delta t^2}, Y \right)_{\mathcal{B}} + \left( \mathcal{P}(k^{n+1}), \nabla_s Y \right)_{\mathcal{B}} - c \left( \lambda^{n+1}, Y \right) = 0 \quad \forall Y \in H^1(\mathcal{B})
\]
\[
c \left( \mu, u^{n+1}(X^{n+1}) - \frac{X^{n+1} - X^n}{\Delta t} \right) = 0 \quad \forall \mu \in \Lambda
\]
\[
u = u_0 \quad \text{in } \Omega
\]
\[
 X^0 = X_0 \quad \text{in } \mathcal{B},
\]

where $X^{-1}$ can be defined, for instance, from the following equation
\[
\frac{X^0 - X^{-1}}{\Delta t} = X_1 \quad \text{in } \mathcal{B}.
\]

In [7] the following stability estimate was proved for the time discretization presented in Problem 3
\[
\frac{\rho_f}{2\Delta t} \left( \|u^{n+1}\|^2_{0,\Omega} - \|u^n\|^2_{0,\Omega} \right) + \nu \|g(u^{n+1})\|^2_{0,\Omega} + \frac{E(X^{n+1}) - E(X^n)}{\Delta t}
\]
\[
+ \frac{\delta^\rho}{2\Delta t} \left( \left\| \frac{X^{n+1} - X^n}{\Delta t} \right\|_{0,B}^2 - \left\| \frac{X^n - X^{n-1}}{\Delta t} \right\|_{0,B}^2 \right) \leq 0.
\]

Despite the nice stability property, it is clear that solving Problem 3 requires expensive numerical strategies in order to deal with the fully implicit non-linear scheme. For that reason, we considered other semi-implicit schemes based on the use of the position of the structure at time $n$ instead of $n + 1$. A possible
semi-implicit version of (13) reads

\[
\rho_f \left( \frac{u^n - u^m}{\Delta t}, v \right) + b(u^n, u^{n+1}, v) + a(u^{n+1}, v) \\
- (\text{div} \, v, p^{n+1}) + c(\lambda^{n+1}, v(X^n)) = 0 \quad \forall v \in H_0^1(\Omega) \\
\text{div} \, u^{n+1}, q = 0 \quad \forall q \in L_0^2(\Omega) \\
\delta_\rho \left( \frac{X^{n+1} - 2X^n + X^{n-1}}{\Delta t^2} \right)_B + (\mathcal{P}(F^{n+1}), \nabla_s Y)_B \\
- c(\lambda^{n+1}, Y) = 0 \quad \forall Y \in H^1(B) \\
\left( \mu, u^{n+1}(X^n) - \frac{X^{n+1} - X^n}{\Delta t} \right) = 0 \quad \forall \mu \in \Lambda \\
u^0 = u_0 \quad \text{in} \; \Omega \\
X^0 = X_0 \quad \text{in} \; B \\
\frac{X^0 - X^{-1}}{\Delta t} = X_1 \quad \text{in} \; B.
\]

Moreover, in each particular situation, the quantity \( \mathcal{P}(F^{n+1}) \) should also need a linearization in order to avoid the presence of fully implicit terms.

The following stability estimate was proved in [7].

**Proposition 3** Let us assume that the potential energy density \( W \) is a \( C^1 \) convex function, then the solution of (14) satisfies

\[
\frac{\rho_f}{2\Delta t} \left( \|u^{n+1}\|_0^2 - \|u^n\|_0^2 \right) + \nu \|\xi(u^{n+1})\|_0^2 \\
+ \frac{\delta_\rho}{2\Delta t} \left( \left\| \frac{X^{n+1} - X^n}{\Delta t} \right\|_{0,B}^2 - \left\| \frac{X^n - X^{n-1}}{\Delta t} \right\|_{0,B}^2 \right) + \frac{E(X^{n+1}) - E(X^n)}{\Delta t} \leq 0.
\]

**Remark 2** The stability results presented in Proposition 3 is a significant improvement over other schemes used for the approximation of fluid-structure interactions problems. A keystone result in this framework is reported in [20] where it is shown that schemes based on the Arbitrary Lagrangian Eulerian (ALE) approach cannot be stable, when the density of the fluid is close to that of the solid, unless they are fully implicit. Within the Immersed Boundary Method (IBM), when finite differences are used for the space discretization, it is shown that unconditional stability estimates can be obtained in some circumstances [46]. In our previous works we have shown a conditional stability, subject to a CFL condition, for the FE-IBM [8, 13].

In [16] we investigated how to apply higher order schemes. We have to pay attention to the term involving the second time derivative of \( X \); as it is common in
Proposition 4

Let us assume that the Piola–Kirchhoff tensor is linear in this case, we reduce the order of the time derivative by introducing a new variable $w$ corresponding to the first derivative of $X$ (see also Problem 2). For instance, a scheme based on the BDF2 discretization reads:

$$
\rho_f \left( \frac{3u^{n+1} - 4u^n + u^{n-1}}{2\Delta t}, v \right) + b(u^n, u^{n+1}, v)
+ a(u^{n+1}, v) - (\text{div} \, v, p^{n+1}) + c(\lambda^{n+1}, v(X^n)) = 0 \quad \forall v \in H_0^1(\Omega)
$$

(\text{div} \, u^{n+1}, q) = 0 \quad \forall q \in L_2^2(\Omega)

$$
\left( \frac{3X^{n+1} - 4X^n + X^{n-1}}{2\Delta t}, Y \right)_B = (w^{n+1}, Y)_B \quad \forall Y \in L^2(B)
$$

$$
\delta^\rho \left( \frac{3w^{n+1} - 4w^n + w^{n-1}}{2\Delta t}, Y \right)_B + (\mathcal{P}(F^{n+1}), \nabla_s Y)_B
- c(\lambda^{n+1}, Y) = 0 \quad \forall Y \in \mathcal{H}^1(B)
$$

$$
c(\mu, u^{n+1}(X^n) - \frac{3X^{n+1} - 4X^n + X^{n-1}}{2\Delta t}) = 0 \quad \forall \mu \in \Lambda
$$

$u^0 = u_0$ in $\Omega$

$X^0 = X_0$ in $B$

$w^0 = X_1$ in $B$.

The following stability estimate was proved in [16].

Proposition 4 Let us assume that the Piola–Kirchhoff tensor is linear $\mathcal{P}(F) = \kappa F$, then the solution of (15) satisfies:

$$
\frac{\rho_f}{4\Delta t} \left[ \|u_h^{n+1}\|_\Omega^2 + \|2u_h^n - u_h^{n-1}\|_\Omega^2 - \|2u_h^n - u_h^{n-1}\|_\Omega^2 \right]
+ \|u_h^{n+1} - 2u_h^n + u_h^{n-1}\|_\Omega^2 + \nu \|\varepsilon(u_h^{n+1})\|_\Omega^2
+ \frac{\delta^\rho}{4\Delta t^2} \left( \|X_h^{n+1}\|_B^2 + \|2X_h^{n+1} - \dot{X}_h^n\|_B^2 \right)
- \|X_h^n\|_B^2 - \|2X_h^n - \dot{X}_h^{n-1}\|_B^2 + \|X_h^{n+1} - 2X_h^n + \dot{X}_h^{n-1}\|_B^2 \right)
+ \frac{\kappa}{4\Delta t} \left( \|F_h^{n+1}\|_B^2 + \|2F_h^{n+1} - \dot{F}_h^n\|_B^2 \right)
- \|F_h^n\|_B^2 - \|2F_h^n - \dot{F}_h^{n-1}\|_B^2 + \|F_h^{n+1} - 2F_h^n + \dot{F}_h^{n-1}\|_B^2 \right) \leq 0.
$$

We refer the interested reader to [16] for other second order schemes based on the Crank–Nicolson method and to their corresponding stability properties which are analogous of the ones presented above. Some numerical experiments will be presented in Section 6.
5 Analysis and finite element approximation of the associated saddle point problem

In this section we discuss the finite element discretization in space of our problem. In particular, we are going to show that the structure of our problems fits the abstract framework of mixed problems [5]. Some of the presented results are quite technical and can be mainly appreciated by experts in the field. We start from the analysis introduced in [10] and we extend it to more general situations, allowing in particular for a more flexible choice of the finite element spaces involved with the discretization.

We consider the semi-implicit version of one of the schemes introduced in the previous section. At each time step we have to solve a stationary problem that we are going to present, approximate, and analyze. We consider $X \in W^{1,\infty}(B)$ that corresponds to $X^n$ and $\bar{u} \in L^\infty(\Omega)$ that corresponds to $u^n$. In this section we deal with the following Piola–Kirchhoff tensor

$$\mathbb{P}(F) = \kappa F = \kappa \nabla_s X.$$  

Moreover, we define the following bilinear forms

$$a_f(u, v) = \alpha(u, v) + a(u, v) + b(\Pi u, v) \quad \forall u, v \in H^1_0(\Omega)$$

$$a_s(X, Y) = \beta(X, Y)_B + \gamma(\nabla_s X, \nabla_s Y)_B \quad \forall X, Y \in H^1(B),$$

where the constants $\alpha$, $\beta$, and $\gamma$ depend on the time step and on the coefficients of our model. For instance, in the case of backward Euler method we have

$$\alpha = \rho_f/\Delta t, \quad \beta = \delta_p/\Delta t, \quad \gamma = \kappa \Delta t.$$  

Then, setting $u = u^{n+1}$, $p = p^{n+1}$, $X = X^{n+1}/\Delta t$, $\lambda = \lambda^{n+1}$, we are led to the following problem.

**Problem 4 (Saddle point problem)** Given $f \in L^2(\Omega)$, $g \in L^2(B)$, and $d \in L^2(B)$, find $u \in H^1_0(\Omega)$, $p \in L^2(\Omega)$, $X \in H^1(B)$, and $\lambda \in \Lambda$ such that

$$a_f(u, v) - (\text{div } v, p) + c(\lambda, v(\overline{X})) = (f, v) \quad \forall v \in H^1_0(\Omega)$$

$$(\text{div } u, q) = 0 \quad \forall q \in L^2_0(\Omega)$$

$$a_s(X, Y) - c(\lambda, Y) = (g, Y)_B \quad \forall Y \in H^1(B)$$

$$c(\mu, u(\overline{X}) - X) = c(\mu, d) \quad \forall \mu \in \Lambda. \quad (16)$$

In general, $f$, $g$, and $d$ are related to quantities at previous time steps. For instance, in the case of the backward Euler scheme we have

$$f = \frac{\rho_f}{\Delta t} u^n, \quad g = \frac{\delta_p}{\Delta t^2} (2X^n - X^{n-1}), \quad d = -\frac{1}{\Delta t} X^n.$$  
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Problem 4, after converting bilinear forms into linear operators with natural notation, reads

\[
\begin{bmatrix}
A_f & B_f^T & 0 & C_f^T \\
B_f & 0 & 0 & 0 \\
0 & 0 & A_s & -C_s^T \\
C_f & 0 & -C_s & 0
\end{bmatrix}
\begin{bmatrix}
u \\
p \\
X \\
\lambda
\end{bmatrix} =
\begin{bmatrix}
f \\
0 \\
g \\
d
\end{bmatrix}
\]

which has a saddle point structure. While the analysis of this problem has been published in [10], in [11] we observed that it was more convenient to rearrange the unknowns as follows

\[
\begin{bmatrix}
A_f & 0 & C_f^T & B_f^T \\
0 & A_s & -C_s^T & 0 \\
C_f & -C_s & 0 & 0
\end{bmatrix}
\begin{bmatrix}
u \\
X \\
\lambda \\
p
\end{bmatrix} =
\begin{bmatrix}
f \\
g \\
d
\end{bmatrix}
\] .

The saddle point structure is evident by introducing the following operators: \( A : V \rightarrow V' \) and \( B : V \rightarrow L_0^2(\Omega)' \) given by

\[
A = \begin{bmatrix}
A_f \\
0 \\
C_f \\
a_s
\end{bmatrix}, \quad B = \begin{bmatrix}
B_f \\
0 \\
0 \\
0
\end{bmatrix}, \quad \text{(17)}
\]

where \( V = H_0^1(\Omega) \times H^1(\mathcal{B}) \times \Lambda \) equipped with the graph norm. In particular the operator \( A \) has itself a saddle point structure which is highlighted by the dashed lines. In [11] it is shown that Problem 4 is well posed by proving the following properties.

- The operator \( A \) is invertible in the kernel of \( B \).
- The operator \( B \) is surjective.

Since \( A \) is characterized by a saddle point structure, its invertibility is proved by showing the validity of two inf-sup conditions, while the surjectivity of \( B \) follows from the standard inf-sup condition of Stokes-like problems. For the sake of completeness, we recall the statements of the results that are needed in order to prove that \( A \) is invertible in the kernel of \( B \).

We start by observing that \( V = (v, X, \mu) \in V \) belongs to the kernel of \( B \) if and only if \( \text{div} v = 0 \). We recall that the divergence free subspace of \( H_0^1(\Omega) \) was denoted by \( V_0 \).

In order to study the operator \( A \) we use the following kernel (see also (12))

\[
K = \{(v, Y) \in V_0 \times H^1(\mathcal{B}) : c(\mu, v(X) - Y) = 0 \ \forall \mu \in \Lambda \}
\]

and we show that there exists \( \alpha_0 > 0 \) such that

\[
a_f(u, u) + a_s(X, X) \geq \alpha_0 \left( \|u\|_1^2 + \|X\|_1^2 \right) \quad \forall (u, X) \in K.
\]
The invertibility of $A$ in the kernel of $B$ is then implied by the following inf-sup condition: there exists a constant $\beta_0 > 0$ such that
\[
\sup_{(v,Y) \in V_0 \times H^1(B)} \frac{c(\mu, v(X) - Y)}{\left(\|v\|^2_1 + \|Y\|^2_1\right)^{1/2}} \geq \beta_0 \|\mu\|_\Lambda \quad \forall \mu \in \Lambda.
\]

The above estimate holds true for both choices of the bilinear form $c$ defined in (9) and (10), and is a natural consequence of the definition of the norm of $\Lambda$.

5.1 Finite element discretization

The finite element discretization of Problem 4 is performed by considering finite dimensional subspaces $V_h \subset H^1_0(\Omega)$, $Q_h \subset L^2_0(\Omega)$, $S_h \subset H^1(B)$, and $\Lambda_h \subset \Lambda$. We assume that the spaces $V_h$ and $Q_h$ are an inf-sup stable choice for the approximation of the Stokes problem.

In this paper we consider a more general setting than the one studied in [10] where we assumed that $\Lambda_h$ and $S_h$ were equal to each other.

The finite element spaces are constructed starting from three fixed shape-regular meshes: $\mathcal{T}_V$ with mesh size $h_x$ for the domain $\Omega$, $\mathcal{T}_S$ with mesh size $h_s$ for the domain $B$, and $\mathcal{T}_\Lambda$ with mesh size $h_\Lambda$ for the domain $B$. The first mesh is associated with the use of the Eulerian variable $x$, while the other two meshes correspond to the Lagrangian variable $s$. Here we are assuming that $\Omega$ and $B$ are polytopes and that $B$ corresponds to the initial configuration of the solid. If this is not the case, then further approximations should be introduced. In any case a crucial property of our model is that the meshes are fixed during the entire evolution of the system.

The discrete counterpart of Problem 4 can be written as follows.

**Problem 5 (Discrete saddle point problem)** Given $f \in L^2(\Omega)$, $g \in L^2(B)$, and $d \in L^2(B)$, find $u_h \in V_h$, $p_h \in Q_h$, $X_h \in S_h$, and $\lambda_h \in \Lambda_h$ such that
\[
\begin{align*}
af(u_h, v) - (\text{div} v, p_h) + \hat{c}(\lambda_h, v(X)) &= (f, v) \quad \forall v \in V_h \\
(\text{div} u_h, q) &= 0 \quad \forall q \in Q_h \\
a_s(X_h, Y) - \hat{c}(\lambda_h, Y) &= (g, Y)_B \quad \forall Y \in S_h \\
\hat{c}(\mu, u_h(X) - X_h) &= \hat{c}(\mu, d) \quad \forall \mu \in \Lambda_h.
\end{align*}
\] (18)

In the formulation presented above we used the notation $\hat{c}$ for the discrete realization of the bilinear form $c$ considered in Problem 4. Let us detail how this realization looks like in the two cases described in (9) and (10). If $\Lambda = \Lambda_1$, observing that any reasonable finite element space $\Lambda_h$ is included in $L^2(B)$, it is possible to identify the duality pairing $c_1$ with the inner product of $L^2(B)$, so that we take
\[
\hat{c}_1(\mu, Y) = (\mu, Y)_B.
\]
On the other hand, in the case \( \Lambda = \Lambda_2 \) we can take the same bilinear form as in the continuous case
\[
\hat{c}_2(\mu, Y) = (\mu, Y)_B + (\nabla_s \mu, \nabla_s Y)_B.
\]

We are going to use the same notation \( c \) for both approaches as for the continuous case. When we need to refer explicitly to one of the two formulations, we shall use the full notation.

The analysis of the discrete problem makes use of the same technique that we described above for the continuous case. We report the main ingredients of the proof in a more general setting than it was presented in [11]; this is also the occasion to amend some detail of [10].

Using the notation introduced above for the space \( V \), we introduce as follows the bilinear forms \( A : V \times V \to \mathbb{R} \) and \( B : V \times L^2_0(\Omega) \to \mathbb{R} \) in order to highlight the saddle point structure of the problem and to make easier the description of the result
\[
A(U, V) = a_f(u, v) + a_s(X, Y) + c(\lambda, v(X) - Y) - c(\mu, u(X) - X)
\]
\[
B(V, q) = (\text{div} v, q),
\]
where we used the notation \( U = (u, X, \lambda) \) and \( V = (v, Y, \mu) \). It is clear that the bilinear forms \( A \) and \( B \) correspond to the operators \( A \) and \( B \) defined above.

We denote by \( V_h = V_h \times S_h \times \Lambda_h \) the subspace of \( V \) that we are using for the approximation. Hence, Problem 5 reads: given \( f \in L^2(\Omega) \), \( g \in L^2(\mathcal{B}) \), and \( d \in H^1(\mathcal{B}) \), find \((U_h, p_h) \in V_h \times Q_h \) such that
\[
A(U_h, V) + B(V, p_h) = (f, v) + (g, Y)_B - c(\mu, d) \quad \forall V \in V_h
\]
\[
B(U_h, q) = 0 \quad \forall q \in Q_h.
\]

Let \( V_{0,h} \) be the subset of \( V_h \) containing the discretely divergence free vector-fields, that is \( v_h \in V_{0,h} \) if and only if
\[
(\text{div} v_h, q) = 0 \quad \forall q \in Q_h.
\]

We are going to use the discrete kernel
\[
\mathbb{K}_h = \{(v_h, Y_h) \in V_{0,h} \times S_h : c(\mu, v_h(X) - Y_h) = 0 \quad \forall \mu \in \Lambda_h \}.
\]

We state the following compatibility between the spaces \( S_h \) and \( \Lambda_h \) that will be useful in the sequel.

**Assumption 1** There exists a constant \( \zeta > 0 \) such that for all \( \mu_h \in \Lambda_h \) it holds
\[
\sup_{Y_h \in S_h} \frac{c(\mu_h, Y_h)}{\|Y_h\|_B} \geq \zeta \|\mu_h\|_A. \tag{20}
\]
In order to show the stability of (19) we need to prove the following inf-sup conditions [5].

- There exists $\gamma_1 > 0$ such that
  \[
  \inf_{U_h \in K_h} \sup_{V_h \in K_h} \frac{\mathcal{A}(U_h, V_h)}{\|U_h\|_V \|V_h\|_V} \geq \gamma_1. \tag{21}
  \]

- There exists $\gamma_2 > 0$ such that
  \[
  \inf_{q_h \in Q_h} \sup_{V_h \in V_h} \frac{\mathcal{B}(V_h, q_h)}{\|q_h\|_0 \|V_h\|_V} \geq \gamma_2. \tag{22}
  \]

The inf-sup condition for the bilinear form $\mathcal{B}$ is immediate if the spaces $V_h$ and $Q_h$ are a good Stokes pair. Indeed it is easy to see that
\[
\inf_{q_h \in Q_h} \sup_{V_h \in V_h} \frac{\mathcal{B}(V_h, q_h)}{\|q_h\|_0 \|V_h\|_V} = \inf_{q_h \in Q_h} \sup_{V_h \in V_h} \frac{(\text{div } V_h, q_h)}{\|q_h\|_0 \|V_h\|_1} \geq \gamma_2,
\]
where $\gamma_2$ is the inf-sup constant related to $V_h$ and $Q_h$ for the divergence operator.

In order to show the inf-sup condition for the bilinear form $\mathcal{A}$, we start with the following proposition.

**Proposition 5** For all $\beta \geq 0$, there exists a constant $\alpha_1 > 0$ not depending on the mesh sizes such that
\[
a_f(u_h, u_h) + a_s(X_h, X_h) \geq \alpha_1 (\|u_h\|_1^2 + \|X_h\|^2_1) \quad \forall (u_h, X_h) \in K_h.
\]

**Proof.** This proposition extends the conclusions of [11, Prop. 7]. For $\beta > 0$, the result follows directly from
\[
a_f(u_h, u_h) + a_s(X_h, X_h) \geq C\|u_h\|_1^2 + \beta\|X_h\|^2_0, B + \kappa\|\nabla_s X_h\|_0, B^2
\]
\[
\geq C\|u_h\|_1^2 + \min(\beta, \kappa)\|X_h\|^2_1, B.
\]

For $\beta = 0$, we have
\[
a_f(u_h, u_h) + a_s(X_h, X_h) \geq C\|u_h\|_1^2 + \kappa\|\nabla_s X_h\|_0, B^2. \tag{23}
\]

The next step is to show that we can control $\|X_h\|_{0, B}$ by the right hand side of (23). This can be done at once for both possible choices of $\Lambda$ and $c$. In order to use the Poincaré inequality we split $X_h$ as the sum of its mean value $\bar{X}_h$ and the rest, so that
\[
\|X_h\|_{0, B} \leq \|\bar{X}_h\|_{0, B} + \|\tilde{X}_h\|_{0, B} \leq \|\bar{X}_h\|_{0, B} + \|\nabla s X_h\|_{0, B}.
\]
Indeed, if space \( \Lambda \) using Assumption 1 we have

\[
  c(\mu_h, \hat{X}_h) = c(\mu_h, u_h(X)) - c(\mu_h, X_h - \hat{X}_h) \quad \forall \mu_h \in \Lambda_h.
\]

Choosing \( \mu_h = \hat{X}_h \) we obtain

\[
  \| \hat{X}_h \|_{0,B}^2 = c(\hat{X}_h, u_h(X)) \leq \| \hat{X}_h \|_{0,B} \| u_h(X) \|_{0,B}.
\]

Indeed, if \( \mu_h \) is constant then the term \( c(\mu_h, X_h - \hat{X}_h) \) vanishes and, even in the case when \( c \) is the scalar product in \( H^1(B) \), the term involving \( \nabla_s \mu_h \) vanishes so that \( c \) acts as the scalar product in \( L^2(B) \). Hence, we get the final bound \( \| \hat{X}_h \|_{0,B} \leq \| u_h \|_0 \). □

The next step consists in showing the following uniform inf-sup condition.

**Proposition 6** Let us suppose that Assumption 1 is satisfied. Then, for \( \beta_1 = \zeta \) from (20) we have

\[
  \sup_{(v_h, Y_h) \in \mathcal{V}_h \times \mathcal{S}_h} \frac{c(\mu_h, v_h(X) - Y_h)}{\| v_h \|_1^2 + \| Y_h \|_{1,B}^2} \geq \beta_1 \| \mu_h \|_{\Lambda_h} \quad \forall \mu_h \in \Lambda_h.
\]

**Proof.** Using Assumption 1 we have

\[
  \zeta \| \mu_h \|_{\Lambda} \leq \sup_{Y_h \in \mathcal{S}_h} \frac{c(\mu_h, Y_h)}{\| Y_h \|_{1,B}} \leq \sup_{(v_h, Y_h) \in \mathcal{V}_h \times \mathcal{S}_h} \frac{c(\mu_h, v_h(X) - Y_h)}{\| v_h \|_1^2 + \| Y_h \|_{1,B}^2}.
\]

We now present some possible choices of \( \mathcal{S}_h \) and \( \Lambda_h \) for which Assumption 1 holds true.

We start by considering the case when \( \Lambda = \Lambda_2 \) and the bilinear form \( \hat{c} = c_2 \), namely it corresponds to the scalar product in \( H^1(B) \). The most natural situation is when \( \Lambda_h \subseteq \mathcal{S}_h \) which is the object of the following proposition. This condition is satisfied, for instance, if the mesh \( T_\Lambda \) is the same as \( T_\Lambda \) or a refinement of it and the space \( \mathcal{S}_h \) contains polynomials of degree higher than or equal to those in \( \Lambda_h \).

**Proposition 7** Let \( \Lambda = \Lambda_2 \) and the bilinear form \( \hat{c} = c_2 \) be the scalar product in \( H^1(B) \). If \( \Lambda_h \subseteq \mathcal{S}_h \) then the inf-sup condition (20) is satisfied.

**Proof.** Given \( \mu_h \in \Lambda_h \), since \( \Lambda_h \subseteq \mathcal{S}_h \), it is possible to take \( Y_h = \mu_h \) so that

\[
  \| \mu_h \|_{\Lambda} = \frac{\langle \mu_h, Y_h \rangle_B + \langle \nabla_s \mu_h, \nabla_s Y_h \rangle_B}{\| Y_h \|_{1,B}} = \frac{c_2(\mu_h, Y_h)}{\| Y_h \|_{1,B}} \leq \sup_{Y_h \in \mathcal{S}_h} \frac{c_2(\mu_h, Y_h)}{\| Y_h \|_{1,B}}.
\]
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Hence the inf-sup condition (20) holds true with $\zeta = 1$. □

Let us now consider the case when $\Lambda = \Lambda_1$ is the dual of $H^1(B)$ and the bilinear form $\hat{c} = \hat{c}_1$ is the scalar product in $L^2(B)$. We take again the most natural situation when $\Lambda_h \subseteq S_h$ as in Proposition 7. In this case, however, the validity of the inf-sup condition (20) relies on an additional hypothesis that involves the $H^1(B)$-stability of the $L^2(B)$-projection onto $S_h$.

**Proposition 8** Let $\Lambda = \Lambda_1 = (H^1(B))'$ and the bilinear form $\hat{c} = \hat{c}_1$ be the scalar product in $L^2(B)$. Let $P_0$ denote the $L^2(B)$-projection from $H^1(B)$ onto $S_h$ and assume that there is a constant $C$ such that

$$\|P_0 Y\|_{1,B} \leq C_0 \|Y\|_{1,B} \quad \forall Y \in H^1(B).$$

Then, if $\Lambda_h \subseteq S_h$, the inf-sup condition (20) is satisfied.

**Proof.** By definition of the norm in $\Lambda$ there exists $\tilde{Y} \in H^1(B)$ such that

$$\|\mu_h\|_{\Lambda} = \frac{\hat{c}_1(\mu_h, \tilde{Y})}{\|\tilde{Y}\|_{1,B}} = \frac{\hat{c}_1(\mu_h, P_0 \tilde{Y})}{\|P_0 \tilde{Y}\|_{1,B}},$$

where in the last equality we used $\Lambda_h \subseteq S_h$. Finally, using the $H^1(B)$-stability of $P_0$ stated in (24), we get

$$\|\mu_h\|_{\Lambda} \leq C_0 \frac{\hat{c}_1(\mu_h, P_0 \tilde{Y})}{\|P_0 \tilde{Y}\|_{1,B}} \leq C_0 \sup_{\tilde{Y} \in S_h} \frac{\hat{c}_1(\mu_h, \tilde{Y}_h)}{\|\tilde{Y}_h\|_{1,B}}.$$

Hence, the proposition is proved with $\zeta = 1/C_0$. □

The cases considered in Propositions 7 and 8 generalize the situation discussed in [10], where $\Lambda_h$ was chosen equal to $S_h$. It will be the object of further investigation to explore other possible combinations for $\Lambda_h$ and $S_h$. In particular, it would be quite natural to take a space of discontinuous finite elements for the multiplier in the case when $\Lambda = (H^1(B))'$. On the other hand, our present analysis does not cover for instance the situation when $\Lambda_h$ is the space of piecewise constants and $S_h$ is the space of continuous piecewise linear elements in each component: Assumption 1 requires $\dim(S_h) \geq \dim(\Lambda_h)$ as a necessary condition, which is not satisfied on general meshes for this choice of finite elements.

The results of this section can be summarized in the following stability and convergence theorems.

**Theorem 9** Under the assumptions of Propositions 5 and 6, there exists $\gamma_1 > 0$ such that the inf-sup condition (21) is satisfied.

If, moreover, $V_h$ and $Q_h$ satisfy the usual compatibility condition for the solution of the Stokes problem, then the inf-sup condition (22) holds true.
Proof.

The results of this theorem follow from the previous propositions with classical arguments related to the stability of saddle point problems [5] (see also [53]).

The inf-sup condition (21) is the necessary and sufficient condition for the uniform invertibility of the matrix

\[ A = \begin{bmatrix}
A_f & 0 & C_f^T \\
0 & A_s & -C_f^T \\
C_f & A_s & 0
\end{bmatrix} \]

restricted to the discrete kernel of the matrix

\[ B = \begin{bmatrix}
B_f & 0 & 0
\end{bmatrix}, \]

where the blocks \( A_f, A_s, B_f, C_f, \) and \( C_s \) are matrix representations of the corresponding operators in (17).

Proposition 5 states the uniform invertibility of the block

\[ \begin{bmatrix}
A_f & 0 \\
0 & A_s
\end{bmatrix} \]

restricted to the kernel \( \mathcal{K}_h \) of

\[ \begin{bmatrix}
C_f & -C_s
\end{bmatrix}. \]

Proposition 6 states the surjectivity of this last matrix with uniform bound of its inverse.

Putting things together, we get the inf-sup condition (21). The second part of the theorem has been discussed after formula (22).

\[ \square \]

From the stability of the discrete problems, the convergence result follows in a straightforward way.

**Theorem 10** Let \( V_h \) and \( Q_h \) satisfy the usual compatibility condition for the solution of the Stokes problem and let us assume the hypotheses of Propositions 5 and 6. Then there exists a unique solution \( (u_h, p_h, X_h, \lambda_h) \) to Problem 5. Let \( (u, p, X, \lambda) \) be the solution to the continuous Problem 4. Then the following optimal error estimate holds true

\[
\|u - u_h\|_1 + \|p - p_h\|_0 + \|X - X_h\|_{1,B} + \|\lambda - \lambda_h\|_\Lambda \\
\leq C \left( \inf_{v \in V_h} \|u - v\|_1 + \inf_{q \in Q_h} \|p - q\|_0 + \inf_{Y \in S_h} \|X - Y\|_{1,B} + \inf_{\mu \in \Lambda_h} \|\lambda - \mu\|_\Lambda \right).
\]
6 Numerical results

In this section we collect some numerical experiments that have been reported in previous papers and that confirm the effectiveness of the method.

We start with a test reported in [7] confirming the unconditional stability stated in Proposition 3. We consider a benchmark test problem where at the initial time the solid occupies an ellipsoidal region which evolves approaching a circular equilibrium configuration. We approximate the problem by using the enhanced Bercovier–Pironneau element introduced and analyzed in [6], consisting in a P1iso-P2 discretization of the velocities and in a continuous P1 discretization of the pressures augmented by piecewise constant functions in order to improve the mass conservation of the scheme. We compare our fictitious domain approach FE-DLM (solid line) with the FE-IBM scheme (dashed line), see [13]. We take Ω equal to the square of side (−1, 1) and we study a ring-shaped immersed structure with reference configuration given by $\mathcal{B} = \{x \in \mathbb{R}^2 : 0.3 \leq |x| \leq 0.5\}$. For symmetry reasons, we reduce the computation to a quarter of Ω so that the configuration is the one reported schematically in Figure 1.

The materials properties are $\rho_f = 1$, $\nu = 0.05$, $\delta_\rho = 0.3$, and $\kappa = 1$. The solid mesh size is equal to $1/8$ and the figures show the behavior of the following energy ratio as a function of the time step and of the fluid mesh size

$$\Pi(X^n_h, u^n_h) = \frac{\rho_f}{2} \| u^n_h \|_0^2 + \frac{\delta_\rho}{2} \left\| \frac{X^n_h - X^{n-1}_h}{\Delta t} \right\|_{0,\mathcal{B}}^2 + E(X^n_h).$$  \hspace{1cm} (25)

In Table 1 we report the results presented in [16] about the convergence rates in time when different time schemes are used. In these computations the mesh of Ω is based on a subdivision of (−1, 1) in 32 equal subintervals and the structure is modeled by a Lagrangian mesh obtained by halving the meshsize of the one
Figure 2: Evolution of the quantity \( \Pi(X^n_h, u^n_h) / \Pi(X^0_h, u^0_h) \) (see Equation (25)) for different \( \Delta t \) when \( h_x \) varies. The solid line corresponds to the formulation FE-DLM described in this paper, while the dashed line refers to the FE-IBM scheme which is only conditionally stable reported in Figure 1. The fluid is initially at rest and the structure is stretched by a factor 1.4 in the vertical direction and shrunk by the same factor in the horizontal direction.

The physical parameters are \( \rho_f = \rho_s = 1, \nu = 0.1, \kappa = 10, \) and \( T = 1. \)

We consider BDF1 (semi-implicit backward Euler (14)), BDF2 (see (15)), and two variants of Crank–Nicolson scheme. We denote by CNm the case when the nonlinear terms are evaluated using the midpoint rule and by CNt the case when the trapezoidal rule is used.

The reference solution is calculated by using a smaller timestep with the BDF2 scheme.

We conclude this section by showing the evolution of the structure corresponding to the last example, see Figure 3. A similar example corresponding to a square structure was reported in [9], see Figure 4
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