Inspecting the interaction between HIV and the immune system through genetic turnover
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Chronic infections of the human immunodeficiency virus (HIV) create a very complex co-evolutionary process, where the virus tries to escape the continuously adapting host immune system. Quantitative details of this process are largely unknown and could help in disease treatment and vaccine development. Here we study a longitudinal dataset of ten HIV-infected people, where both the B-cell receptors and the virus are deeply sequenced. We focus on simple measures of turnover, which quantify how much the composition of the viral strains and the immune repertoire change between time points. At the single-patient level, the viral-host turnover rates do not show any statistically significant correlation, however they correlate if the information is aggregated across patients. In particular, we identify an anti-correlation: large changes in the viral pool composition come with small changes in the B-cell receptor repertoire. This result seems to contradict the naive expectation that when the virus mutates quickly, the immune repertoire needs to change to keep up. However, we show that the observed anti-correlation naturally emerges and can be understood in terms of simple population-genetics models.

I. INTRODUCTION

The adaptive immune system has been shaped by evolution to provide an effective response against a practically infinite reservoir of pathogens. During an infection, B-cells undergo affinity maturation in lymph-node germinal centers [1, 2]. This mechanism is a Darwinian evolutionary process, where B-cell receptors are subject to somatic hypermutations [3] and are selected depending on their ability to recognize an external pathogen. This increases the affinity of naive B-cells against the pathogen up to 10-100 factors [4-6], generating memory and plasma B-cells.

During chronic infections of the human immunodeficiency virus (HIV), the immune response is dominated by the action of antibody-secreting plasma B-cells [7]. However, most of the time, this machinery is not enough to control or clear the virus. The reason can be identified in the extremely rapid evolution of the virus escaping immune adaptation [8-10] and the fact that regions of the viral structure sensitive to B cell targeting are made inaccessible [11-12]. Nevertheless, an effective immune response can instead occur naturally in 10-20% of the patients, and it is related to the emergence of broadly neutralizing antibodies [13-15]. This promising discovery is the basis of the search for an HIV vaccine [16-19].

The current picture is that of the two populations of HIV and B-cell repertoire undergoing rapid and complex antagonistic coevolution. A lot of effort has been put in quantitatively understanding evolutionary properties of these two populations, which are usually considered separately. For example, previous work has studied the dynamics of HIV variants escaping the immune system [20-22], or diversity patterns and linkage equilibrium properties of the virus [23]. On the immune system side, a large body of work has been dedicated to studying the immune response to HIV and the emergence of broadly neutralizing antibodies [24-26], as well as to characterize lineage evolution during the affinity maturation process, using high-throughput sequencing of B-cell repertoire [27-28]. Much less work focuses on the coupled evolutionary dynamics of the two populations. Co-evolutionary work has typically been theoretical, with a general focus on BnAb generation [29-31]. The datasets used for the data based studies contain sequences of either HIV or immune repertoires. Given the interacting nature of this coevolutionary process, genetic data of both the populations evolving in time would provide valuable information.

To our knowledge, only one dataset of this kind has been made public, where a portion of the HIV envelope gene and B-cell receptors have been both deeply sequenced in time for different patients [32]. We base our analysis on this dataset and define simple macroscopical observables for the evolution of the two populations, which quantify genetic turnover and selective pressure. We find that a few of those measures display temporal correlations between the viral population composition and the immune system, showing that the co-evolutionary “arms-race” leaves traces at the whole-population level. To make sense of these correlations, the second part of the manuscript introduces population-genetics models with different levels of complexity. Through numerical and analytical analysis, these models show that the observed statistical patterns can emerge for a biologically reasonable set of parameters. These theoretical models can help to build intuition about how and under which conditions these correlation arise.

* Corresponding authors. These authors contributed equally.
II. METHODS

A. Longitudinal data for HIV and the immune repertoire

Our study is based on the dataset described in [32]. The samples originate from 10 HIV-infected male participants. For each individual we have 10 to 20 longitudinal samples, taken before administration of antiretroviral therapy. For most of the time points the viral genetic composition and the immune repertoire are tracked in parallel, see Fig. S1 and section S1 for more information. Specifically, on the viral side, the C2-V3 region of the env gene is deeply sequenced. This gene is known to be a potential target of the antibody repertoire [33, 34]. On the immune repertoire side, the samples correspond to the deep sequencing of the variable region of the immunoglobulin (Ig) heavy chain locus.

We wrote a pipeline to download the dataset, assemble the HIV sequences and the immunoglobulin heavy chain clonotypes. The description of our pipeline is in section S2 of the SM. The public repository https://github.com/statbiophys/HIV_coevol.git contains all the scripts and the instructions necessary for running the pipeline and reproducing our results. The obtained dataset is composed of HIV samples having an average number of 1000 unique sequences and 25000 total sequences. For the B-cell receptors there are 13000 unique clonotypes and 210000 total clonotypes. The Ig clonotypes have been clustered into lineages as described in section S2D of SM.

B. Simple measures for quantifying evolutionary properties of HIV and the immune repertoire

We ask whether the evolutionary dynamics of HIV are temporally correlated with those of the immune repertoire. To this end, we define and explore a few simple measures characterizing the evolution of the two populations.

On the viral side, most of these measures are based on how Single Nucleotide Polymorphisms (SNP) of the viral sequences change in time. Details about how the SNPs are tracked in data are discussed in section S2D of SM. As sketched in Fig. 1a, for a given position in the sequences and a given nucleotide, we can count its frequency and its abundance. The frequency is the number of unique sequences in which the nucleotide appears divided by the total number of sequences. The abundance is the sum of the sequence counts of all the sequences in which the letter appears. These numbers can be computed for a given SNP, i (e.g. i = (1, A) for an A at position 1) at different time points to create a trajectory $x_i(t)$ (Fig. 1a).

To quantify how much the genetic composition of a set of sequences varies between two timepoints $t_1$ and $t_2$, we add together the absolute difference of all the single SNP trajectories, Fig. 1b. We call this quantity \( \text{absolute variation} \):

\[
\text{absolute variation}(t_1, t_2) = \sum_i |x_i(t_2) - x_i(t_1)|. \tag{1}
\]

The choice of the absolute value makes no distinction between an increase or a decrease of the trajectory of the same amount. This is because we are only interested in the magnitude of the change and not in its sign.

The absolute variation can be applied to the HIV sequences of a patient across time points, both for SNP frequencies and SNP abundances. This defines the first two entries of Table I: \( \text{HIV turnover fr/ab} \). Since these measures compute how much new mutations spread in the population from one time point to the other, they can be interpreted as the genetic turnover.

In a similar way, these measures can also be applied to the SNPs of Ig repertoire (entries \( \text{Ig turnover fr/ab} \) of Table I). However, in that case, SNPs have to be computed at the level of lineages, obtaining trajectories for SNP $i$ in lineage $l$, $x_{i,l}(t)$. Note that for Ig turnover fr, the frequency is normalized by the number of sequences in the lineage, so that $\sum_{i \in l} x_{i,l}(t) = 1$. The absolute turnover then sums across all SNPs and lineages.

To quantify the fact that B cell lineages themselves are subject to turnover, and rise and fall in time, we introduce a measure that computes the absolute variation of lineage sizes. The size of a lineage is the sum of all its sequence abundances or frequencies (here normalized by their total counts in the sample, so that $\sum_i x_{i,l}(t) = 1$).
# III. RESULTS

## A. A single-patient analysis does not show any interaction

We will show that the co-evolutionary interaction between HIV and the immune system leaves a trace in the dynamics of two populations. More precisely, some of the evolutionary measures defined for HIV, Table I, significantly temporally correlate with properties of the immune repertoire, Table II.

However, this signal is almost not visible at the single patient level. For example, in Fig. S3 of the SM, we compute the Spearman correlation between the HIV turnover ab and the Ig lineage turnover ab trajectories in the 9 patients. Eight out of 9 patients show an anti-correlation, but the signal is weak, with only 3 out of 8 showing a p-value below 0.1, and only 1 (patient 4) showing a significant correlation with $p = 0.004$ (which comes very close to the significance threshold of 0.05 after the Bonferroni correction). Nevertheless, this kind of analysis is not catching the fact that all these weak correlations point towards the same direction. Below we propose a statistical measure which shows that the correlation between these pairs of measures deviates significantly from a null model where no correlations exist.

## B. Statistical procedure for combining temporal correlations across patients

As we saw in section IIIA and Fig. S3 of the SM, the correlations between the considered measures were negative for all patients but with a non-significant p-value, which led us to conclude that there is no significant correlation. However, it is very unlikely that, if the two measures are really independent, they generate a coherent positive (or negative) correlation across all patients. In the following we describe a procedure whose aim is to quantify this observation of co-variation and “integrate” the information contained in coherent correlations.

We graphically illustrate the statistical integration procedure in the cartoon of Fig. 2 using an artificial dataset. We calculate the Spearman correlation, $\rho$, for a pair of variation measures in three patients. In the first step we re-scale the correlation coefficients $\rho$ between the viral and Ig measures from the different patients in a way that they become comparable. Specifically we define a new variable, $\hat{\rho}$, whose null distribution is the same across all patients. The null model is built by reshuffling the trajectories in the 9 patients. Eight out of 9 patients show an anti-correlation, but the signal is weak, with only 3 out of 8 showing a p-value below 0.1, and only 1 (patient 4) showing a significant correlation with $p = 0.004$ (which comes very close to the significance threshold of 0.05 after the Bonferroni correction). Nevertheless, this kind of analysis is not catching the fact that all these weak correlations point towards the same direction. Below we propose a statistical measure which shows that the correlation between these pairs of measures deviates significantly from a null model where no correlations exist.

The coefficient $k$ is the ratio of the probabilities of randomly generating synonymous and non-synonymous mutations from the reference sequence. This fixes the ratio to 1 in the case of uniform random mutations and a small mutation rate. We computed this measure only for HIV and not for the immune system. The reason is that most of the lineages are small and it can happen that their synonymous variation is zero, $dS = 0$, leading to several undefined values.

### Definition

- Ratio of the non-syn and syn abs variations for SNPs frequencies
- Ratio of the non-syn and syn abs variations for SNPs abundances
- The largest 10% abs variation
- The smallest 50% abs variations
- Abs variation of SNPs abundances
- Abs variation of SNPs frequencies
- The coefficient $k$

### Table II. List of Ig-repertoire evolutionary measures

| Short name | Definition |
|------------|------------|
| Ig turnover fr | Abs variation of SNPs frequencies |
| Ig turnover ab | Abs variation of SNPs abundances |
| Ig lineage turnover fr | Abs variation of lineage frequencies |
| Ig lineage turnover ab | Abs variation of lineage abundances |
| Ig lineage large turnover | The largest 10% abs variation of lineage abundances |
| Ig lineage small turnover | The smallest 50% abs variations of lineage abundances |

Applying the formula for absolute turnover, Eq. 1, to these quantities defines the Ig lineage turnover fr/ab measures in Table II. We define two additional measures derived from the Ig lineage turnover abundances: one that includes only the top 10% changes in abundances in the computation of the absolute variation (Ig lineage large turnover), and one with only the bottom 50% (Ig lineage small turnover). In general we expect that smaller variations are more subject to noise and, in turn, carry less signal, which is verified by our correlation analysis.

Finally, we define an estimate of the selective pressure on a population, closely related with the well-known measure of adaptation $dN/dS$ [35, 36]. To this end, we compute separately the absolute variation of the non-synonymous SNPs and synonymous ones and we take their ratio:

$$
\frac{dN}{dS}(t_1, t_2) = k \frac{\sum_{i \in \text{non-syn}} |x_i(t_2) - x_i(t_1)|}{\sum_{j \in \text{syn}} |x_j(t_2) - x_j(t_1)|}. \tag{2}
$$

The distribution of Spearman correlation coefficients obtained in this way follows approximately a Gaussian law centered at zero with a standard deviation dependent on $n$, $\sigma_n$. Therefore the choice $\hat{\rho} = \rho/\sigma_n$ creates a set of coefficients whose null counterparts come from the same normal distribution, which does not depend on $n$ anymore. The second step is to test if this set of re-scaled coefficients
FIG. 2. Cartoon of the statistical procedure to integrate correlations across different patients (not real data). Given two measures of variation (one for the HIV and one for the Ig repertoire) computed in all the patients, the Spearman correlations between the trajectories are computed and then re-scaled in such a way that their null distributions collapse across patients. Finally, a one-sample Kolmogorov-Smirnov test verifies if these re-scaled coefficients deviate significantly from the null distribution of correlations.

deviates significantly from the null uncorrelated scenario. To do so, we perform a one-sample Kolmogorov-Smirnov test against this null normal distribution. The obtained p-value quantifies this significance.

C. HIV turnover and Ig lineages turnover are significantly anti-correlated

To combine information across patients, we employ the statistical procedure explained in section IIIB. For each pair of the HIV-Ig variation measures, we compute a Kolmogorov-Smirnov p-value on the distribution of re-scaled correlation coefficients. The 24 p-values are shown in Fig. S4. We correct for multiple testing through a Benjamini–Hochberg test at a false discovery rate of 0.05. This selects three significant pairs of measures, which are shown in Fig. 3. The first two significant pairs are the Ig lineage turnover and the HIV turnover. We find a correlation when all the lineage turnovers are considered (middle plot, Ig lineage turnover ab), or when only the largest lineage variations are taken (left plot, Ig lineage large turnover). The signal disappears if one considers only small variations, Ig lineage small turnover, Fig. S4, a measure that is probably more susceptible to noise. It is interesting to see that the correlation is negative, as can be seen from the small histograms on the top of Fig. 3 and from the grey density of all the points of the patients put together in the scatter plots. The third significant pair correlates lineage turnover versus the dN/dS measure of HIV. This group of re-scaled correlations points again towards an anti-correlation.

The fact that the correlation between turnovers is negative seems counter-intuitive. It means that if the composition of the viral population is changing quickly, the immune repertoire abundances are not changing much, while the immune repertoire changes its composition faster when the viral population is varying more slowly.

We performed additional tests to verify that the observed signals are not caused by spurious effects of the data. A possible confounding factor is sequencing depth: if the sizes of the HIV and Ig samples are correlated for some reason, and one of the considered measures is, in turn, correlated with size, a spurious correlation can appear. However, as shown by Fig. S4, the number of HIV sequences does not correlate with the number of Ig clonotypes as well as with any of the Ig measures (and similarly for the Ig number of sequences). Another spurious correlation can be generated by the fact that the time points are not homogeneously distributed (Fig. S1), and the considered variation measures are dependent on the length of the time windows. However, we find that the size of time windows (Delta time in Fig. S4) does not show a correlation with any of the other measures.

Conversely, the Benjamini–Hochberg procedure we use to account for multiple testing makes the conservative assumption that the different tests we tried are independent of each other. But it is likely that many of the defined quantities are strongly correlated, e.g. Ig lineage turnover ab and Ig lineage large turnover, making the effective number of tests smaller than actually used in the procedure, leading us to overestimate the corrected p-values.

Section S3 of SM discusses this problem using a different null model which generates trajectories that reproduce the internal correlations present within the HIV measures and within the Ig measures. This test confirms that the observed patterns are strongly unlikely to be generated by the refined null model.

D. The HIV affects the future state of the immune system

We repeat the analysis of section IIIC but with a temporal shift to the trajectories. In particular, we compute the correlations between the points of the Ig trajectories
against the points of the HIV ones, but one step forward in time (Ig time shift +1, blue panel of Fig. 3) or one step back (Ig time shift -1, red panel of Fig. 3). The central green panel corresponds to the case considered in the section IIIC (no time shift).

The statistical procedure discussed in section IIIB is then applied in all these cases, leading to a distribution of re-scaled correlations whose average is plotted in the lower panels of Fig. 3. The significant pairs (Benjamini–Hochberg test with 5% false discovery rate) are highlighted with a black border. The p-values for all the pairs are displayed in Fig. S5. In addition to the previously observed significant correlations with no time shift, significance is achieved by 6 pairs, in which changes in HIV precedes changes of the immune system at the future time step (red dots). In other words, a larger turnover of HIV is followed by a smaller turnover of the Ig lineages at a later time. The average time of this delay, i.e. the average time distance between consecutive points of the dataset, is around 225 days. No pair shows a significant correlation in the opposite case, suggesting that the immune system does not immediately affect the future dynamics of the HIV population.

E. Turnover correlations can be reproduced by a population genetics model

Assuming a co-evolutionary arms race, one could have expected a positive correlation between HIV and Ig repertoire turnovers, in contradiction with the anti-correlation observed in Figs. 3 and 4. When one population is changing a lot, the other population is expected to change as well to keep up, leading to a positive correlation. In the following we show using population-genetics models that this intuitive argument is not generally correct, and that anti-correlations can emerge for a reasonable range of parameters.

We investigate the emergence of correlation patterns in genetic turnovers within a model used before in the context of HIV and immune system coevolution [30], with a few minor modifications. The two populations are characterized by binary strings of length L. The genotype of a virus $v$ is denoted by $v = (\sigma^v_1, \sigma^v_2, \ldots, \sigma^v_L)$, where $\sigma_i = 1$ or $-1$. Similarly, a clonotype of a B-cell receptor is characterized by a binary string $r = (\sigma^r_1, \sigma^r_2, \ldots, \sigma^r_L)$. We consider populations of fixed size, $N_V$ and $N_R$. The fraction of a given virus strain or Ig clone are denoted by $x_v$, $x_r$. The ability of a B cell to recognize a viral strain and expand depends on how much its Ig string is similar to that of the virus. At the same time, a virus strain proliferates more easily if it is different from the adversary population:

$$E_{v,r} = \sum_{i=1}^{L} \sigma^v_i \sigma^r_i.$$  \hspace{1cm} (3)

Affinity enters the definition of fitness for the two populations, which is proportional to its average over the whole adversary population:

$$f_R = \frac{s_R}{2} \sum_v x_v E_{r,v}, \quad f_V = -\frac{s_V}{2} \sum_r x_r E_{r,v},$$  \hspace{1cm} (4)

where the two selection coefficients $s_R, s_V > 0$ control the strength of selection.

This antagonistic co-evolutionary dynamics is simulated using a Wright-Fisher model, whose details are described in section S4 of SM. Briefly, in one generation, each genotype $i$ generates a binomially distributed number of offspring, with a probability proportional to the exponential fitness (given by Eq. 4 for Ig, or its negative value for HIV) times the genotype frequency, $\exp(f_i) x_i$. The total number of individuals in the population is fixed.
and imposed via multinomial sampling of the population from one generation to the next. After each reproduction step, there is a probability that a given site switches sign, leading to a mutated offspring. We call the mutation rates per site per generation \( \mu_V \) and \( \mu_R \).

We performed simulations using values for the population size and the mutation rate estimated from data. The effective population size of viral population and number of B-cells in germinal centers is approximately \( N_R = N_V = 10^3 \), \( N_V = 10^2 \). The mutational background \[40\] and consider the antagonistic coevolution of two populations each with only one generation in both populations \[23, 30, 39\].

As done in \[30\], in our model we need to set the same \( L \) for both the population, choosing \( L = 50 \) amino-acids, which means a gene of a similar length of the B cell receptor variable region. The other parameters are chosen in a way to keep the total number of mutations per generation equal to 1 in both the populations: \( N_R = N_V = 10^3 \), \( \mu_R = \mu_V = 10^{-3}/L \).

Fig. 5 shows the correlation between turnovers generated by the simulation. The genotype frequencies of the two populations are sampled every 50 or 200 generations. The real generation time of B cells or HIV can be of order of one day \[31\], meaning that we sample our simulations every few months, similarly to what was done in the experimental data. We compute the absolute variation by considering 20 consecutive samples, using Eq. 1, where \( x \) corresponds to the genotype frequency. We then correlate the two obtained trajectories of absolute variations for the two populations and plot the average of those re-scaled correlations over repeated realizations of the simulation. The behavior is complex, depending on the selection coefficients and the interval of time chosen for the sampling. However, Fig. 5 shows that the region of parameter for which the correlation is negative is wide, consistent with empirical observations.

**F. Minimal population genetics models can reproduce the observed signal**

To further gain intuition about the observed turnover correlations, we make a strong simplification of neglecting the mutational background \[40\] and consider the antagonistic coevolution of two populations each with only one
This simple model maps the trajectories in Fig. 6 onto an effective 8-state discrete Markov-Chain (Fig. 6b,c). Each of the two populations can either be at a fixed or sweep state, which combined with the four possible all + and all down configurations of the two populations lead to 8 possible states. Transitions to the sweep states happen with rate $\lambda_i = 1/T_i$ and to the transitional states with rate $\eta_i = 1/S_i$, where $i = \{R, V\}$. For example, in the state where both populations are in the + fixation state (the pink state ++ in Fig. 6b,c), a beneficial mutation occurs in the virus with rate $\lambda_R$, moving it to a sweep state +. The system moves to the discordant configuration +− with effective rate $\eta_V$, until a beneficial mutation in the repertoire occurs with rate $\lambda_V$ and so on. In this setting, the turnover of a population in a time window $\Delta t$ is 1 if the state at $t$ has a different fixation sign than the state at $t + \Delta t$, 0 if the fixation sign is the same between the two time points (see section S5 for more details).

This simplified Markov-chain qualitatively captures the correlations between turnovers of the full model in section III E (Fig. 5b,c) and section S5 of SM. This case can be also solved analytically (Eq. S3), allowing us to understand how the correlation regime depends on the population parameters and the timescales involved. In general, we see that we need selection to observe any correlation. Negative correlations, such as those observed in the data, require small or intermediate selection coefficients $s$, and small turnover time windows $\Delta t$ (Fig. 6a, and section S5C). The intuition behind the negative correlation is that a sweep in the second population is unlikely to occur before the sweep of the first population is almost complete, because the selective advantage for the second population is weaker during the sweep than after fixation. As a consequence, two sweeps are unlikely to be synchronous, implying an anti-correlation in the turnovers of the two populations when $\Delta t$ is of the order of the sweep time $S$. Consistent with this reasoning, Fig. 6a shows that the first maximum of negative correlation scales with the sweep time $S \sim \text{log}(sN)/s$.

On the contrary, a longer $\Delta t$ will not be affected by this interference effect, and can lead to positive correlations when $\Delta t \sim T$, capturing the intuition that a sweep in a population favors a subsequent sweep in the other. Consistently, the maximum of positive correlation scales with the establishment time $T \sim 1/(sN\mu)$, determining the timescale of positive correlations (Fig. 6a and section S5C). Increasing the time window $\Delta t$ after this scale, the first population has enough time to sweep back, generating a second region of negative correlation at larger $\Delta t$. This alternating behavior of positive and negative correlations is damped as $\Delta t$ is further increased, eventually approaching zero correlation for $\Delta t \gg T$ (section S5C).

Together, the simple model shows that the timescales

locus. This corresponds to the previous model with $L = 1$.

Using parameters corresponding to the full model, within the simple model each population alternates between states of almost complete fixation and switching (Fig. 6b), characteristic of the successional-mutation or selective sweep regime. Within this regime, the simple model estimates the time for finding and establishing a beneficial mutation as $T \sim 1/(sN\mu)$. This time can be applied to HIV when its population is fixed and the sign opposite that of HIV. In both cases mutations are beneficial with a selective advantage $s$. The time for a beneficial mutation to expand in the whole population scales as

$$S \sim \text{log}(sN)/s.$$
of turnover determine the negative correlations observed in data. The results also suggest the limits of relatively weak selection coefficients and small turnover windows compared to mutation rates.

IV. DISCUSSION

HIV and the immune system likely interact antagonistically in a co-evolutionary process, whose quantitative details are still not well understood. Taking advantage of a dataset that tracks in time HIV sequences and B-cell repertoires, we show that this interaction exists and leaves traces at the population scale. In particular, we find that HIV genetic turnover and lineage turnover are significantly negatively correlated. Since lineage turnover is a measure that considers the immune system as a whole, this significant signal implies that the viral population interacts with a large number of distinct immune lineages or that the lineages involved have a big size. A second surprising finding is that this correlation is negative, meaning that when the viral population slows down, the B-cell clones increase their rate of change (and vice-versa).

Using a simple model of co-evolution, we were able to show that negative correlations appear when the time delay for computing the turnover is comparable with the sweep time of mutations, while positive correlations emerge for delays of the order of the establishment time of the new mutant. The simplest one-locus model that we considered to derive these time scales clearly lacks biological realism, in particular in its neglecting mutational background and competition between lineages. Nevertheless, it shows that the observed negative correlations are driven by a specific interaction between the timescales of the problem and constrain the evolutionary regimes of the viral population and the repertoire. Specifically, it suggests that the viral population sweeps before the immune repertoire can respond.

While we cannot offer a detailed mechanism for how this evolutionary regime is obtained, we may speculate that the viral population within a sweep rapidly mutates away from the regions covered by the repertoire, so that the immune system cannot immediately adapt. Eventually the immune system catches up, but this happens on timescales where new beneficial mutations in the viral population may occur.

By investigating the correlations between the two populations with a timeshift, we found that a few measures of viral turnover and dN/dS negatively correlate with Ig measures one step forward in the future, while the opposite was never true. This suggests that HIV evolution impacts the future state of the immune system. One possible explanation for the absence of reciprocity could be that there is a difference in the time scales of response to changes in the other population. Assume that the HIV virus responds fast to repertoire changes, while repertoires respond more slowly to changes in HIV composition. Then the immune system would hold a longer memory of the past states of the viral population, leading to the observed delay in the anticorrelation. Characterizing the time scales involved in these correlations could help us unveil crucial properties of the HIV immune-system interaction. However, our attempts in this direction have been hampered by the limited size of the dataset.

The more complete model of HIV-Ig co-evolution with biologically reasonable parameters inspired by [30] also reproduces the negative correlations in a wide range of biologically plausible parameters. However, the model considers only the evolution of clonotypes within a single lineage and not the multi-lineage dynamics, since it is unclear what kind of dynamics and parameters to choose for modeling competition between lineages. A future interesting line of research would be to better characterize this competitive dynamics, and inspect the correlations generated by the lineage turnover, which are the measures that show the strongest signal.

To conclude, in this work we have identified an unexpected pattern of anti-correlation in the longitudinal tracking of co-evolving HIV and Ig repertoires. The approach we developed can help to analyze genetic data from other co-evolving populations with antagonist interactions, and to understand better the general rules that govern them.
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The open access database of Strauli et al. is available on the Sequence Read Archive, SRA, under the BioProject ID PRJNA543982. To download and process the dataset, the repository contains all the necessary scripts.

As already mentioned in the main text, the dataset is composed of longitudinal samples of 10 patients. Fig. shows the temporal configuration of the HIV and immune repertoire samples. The samples are considered in the analysis if both the HIV and the immune repertoire are present at the same time point, allowing us to compare the evolutionary dynamics of the two systems. Since patient 10 has only two available time points, and therefore the turnover trajectory is composed of only one point, it was excluded from the analysis. The last time point of patient 1, 2 and 5 are taken after administration of antiretroviral therapy. Those samples are excluded from our analysis as they do not have any HIV sequence.

Supplementary Figure S1. Distribution of HIV and immune repertoire samples along the estimated time from infection. The last column of numbers shows how many time points with both HIV and immune repertoire samples there are for each patient. Patient 10 has been excluded from the analysis.

S2. DATASET PROCESSING

A. Assembling the HIV sequences

The HIV sequence pairs are assembled from the fastq files using a python notebook script contained in the linked repository. For each read and its reverse complement, the overlapping region between the two is found through a local alignment with a large gap penalty. The two reads are then assembled together. If at one position of the overlap the two sequences have different bases, the one with highest quality score is kept.

Some quality checks are then performed during this procedure. Assembled sequences with an average quality score smaller than 32 are discarded.

Sequences with length smaller than 400bp and larger than 425bp are also discarded (which is the typical range of the env gene length).

The list of identical sequences obtained in this way are then counted, and the final output of this procedure is the list of unique sequences with their count. We discarded sequences with a single read (singleton). We use only sequences that occur at least twice and, therefore, have a very small probability of having sequencing errors.

At the end of this procedure, two samples, patient 6 at day 2808 and patient 2 at day 4656, were discarded because almost none of the reads passed the quality checks (Fig. does not show these two samples).
Supplementary Figure S2. Hamming distance divided by CDR3 length distribution among the pairs of CDR3 sequences at given a length. The color represents the length of the CDR3.

### B. Framing and multiple aligning of the HIV sequences

In order to track Single Nucleotide Polymorphism (SNP) along the different time samples of a patient, the sequences at any time point need to be aligned together. To distinguish between synonymous and non-synonymous mutations the sequences need to be framed, such that it is possible to identify the corresponding codons in the sequence of nucleotides. These two operations are performed in a python notebook contained in the repository.

The framing operation is performed first. For each sequence, the number of stop codons is counted for the three possible choices of the frame. The frame that minimises the number of stop codons is then chosen. The number of stop codons in such a frame is most of the time zero, as expected from productive sequences. However, a small fraction of sequences with few stop codons remains. The ones with more than one count of stop codons are discarded.

The multiple alignment of sequences among different time samples of a given patient is performed with Clustal Omega [43]. To preserve the codon structure in the multiple alignment, this operation is performed in the amino-acid space. Therefore, each sequence is converted from nucleotides to amino-acids, then all the sequences of all the time points are aligned, and finally the gap-structure of the alignment is mapped back to the nucleotide sequences.

### C. Assembling and blasting the IgH clonotypes

The creation of clonotypes from the immunoglobulin heavy chains reads has been done with PRESTO [44] and IgBlast [45]. The sequence of operations performed in the script are:

* A quality filter, which discards reads with average quality score less than 30.
* Assembling each read with its reverse complement.
* Collapsing the same reads, which also defined a counter of multiplicity.
* Blasting the sequence against the database of human antibodies and identifying the proper V gene, J gene, and CDR3.

A list of clonotypes identified by a given V-gene, J-gene and CDR3 sequence is then obtained for each sample.

### D. Building the IgH lineages

For each patient, the IgH clonotypes were clustered into lineages/families. The procedure was performed over all the clonotypes at any time point for each patient. They were first grouped together in different classes defined by a specific V gene, J gene (annotated with IgBlast at the previous step) and CDR3 length. We call these groups VJL classes. We discarded all the classes having length smaller than 30bp and also all the clonotypes having count equal to 1 (singleton).
Supplementary Figure S3. Scatter plots of the trajectories of Ig lineage turnover ab and HIV turnover ab for the 9 patients of the dataset. The Spearman correlation coefficient $\rho$ and the correlation p-value $p$ is reported as the title of each plot.

The distribution of Hamming distance of pairs of CDR3 sequences (divided by the CDR3 length) is shown in Fig. S2. It is composed of a bulk of pairs at large distances (which is compatible with a null recombination model) and a second small peak, typically at zero. The distances in the small peak are likely due to the very similar pairs created during the somatic expansion in the germline centers, and therefore belonging to the same lineages. This plot gives us a rough idea about the typical Hamming distance that needs to be chosen to cluster clonotypes in the same family (approximately at the minimum between the two modes), which we choose to be 0.1. We perform single linkage clustering within each VJL class with that threshold. This procedure and threshold are similar to the one suggested in [49] and used in [28]. The clustering is performed with a very fast in-house prefix tree algorithm (https://github.com/statbiophys/ATrieGC). The resulting clusters define the B-cell repertoire families/lineages.

E. Computing Single Nucleotide Polymorphisms

Given a list of multiple-aligned sequences, the Single Nucleotide Polymorphisms (SNP) are computed with respect to a reference sequence, which is chosen as the consensus sequence among the sequences at the first time point where the lineage appeared.

Each SNP is identified its position and the new nucleotide. Since the multiple alignment generates gaps, gaps are treated in the same manner as nucleotides and SNPs of gaps are also computed. We keep track of two quantities of a given SNP. The first is the frequency, defined as the fraction of unique sequences in which it appears among all the unique sequences at a given time point. Note that the sequence counts are not taken into account. The second quantity is the abundance, i.e. the sum of the sequence counts of all the sequences in which the SNP appears.

Synonymous mutations are SNP that change the amino acid sequence. Gap SNPs are always considered non-synonymous. The normalization coefficients $k$ of Eq. 2 of the main text is computed in the following way. For each codon $c$ of the reference sequence, all the possible 9 mutations are considered and the number of synonymous, $s_c$, and non-synonymous changes, $n_c$, are counted. The coefficient $k$ is then:

$$k = \frac{\sum_c s_c}{\sum_c n_c}$$

(S1)

S3. NULL MODEL WITH INTERNAL CORRELATIONS

In this section we address the problem of assessing the global significance of of the list of p-values obtained from the Kolmogorov Smirnov tests of Fig. S4 and S5. Two facts must be taken into account: the multiple testing of the
Supplementary Figure S4. (a) The base 10 logarithm of the p-value of the Kolmogorov–Smirnov test shown in Fig. 2 of the main text. This number is computed for each pair of HIV and Ig measures introduced in the main text. In addition, the correlation with the number of sequences (in the two time point of the variation) of HIV and Ig and the length of the time interval between the two time points is tested against every measure. (b) The average rescaled correlation coefficient of each pair of trajectories.

24 pairs and the internal correlations between variables of HIV and between the ones of the immune system, see Fig. S6. In order to do so, we generate an ensemble of null scenarios, where the outcome of each one is, for each patient, a set of 4 trajectories for the HIV measures (table I) and 6 trajectories for the immune system (table II). The 4 HIV trajectories contain the same internal correlation (on average) as the real ones. The same is true for the 6 trajectories of the immune system. However, each pair of HIV-Ig trajectories is uncorrelated. To this end, for each patients having $n$ time points, $n - 1$ four-dimensional vectors are extracted from a multivariate random distribution, whose covariance matrix is fixed by the empirical internal correlation of the HIV measures. The same procedure is applied to the immune repertoires, where the multivariate probability distribution is now six-dimensional. We tried to build this model using a multivariate Gaussian or a multivariate log-normal. Both distributions lead to the same result because the Spearman correlation is insensitive to how the points are distributed.

A large number of these scenarios is generated, and for each one of them, the 24 Kolmogorov-Smirnov p-values are computed. One can then calculate the fraction of scenarios having $m$ or more significant pairs with a K-S p-value smaller than $\alpha$. In Fig. S7, this probability is shown as a function of $\alpha$ and for different $m$, i.e., lines with different colors. On top of those lines, the black line show the probability that, at given a $\alpha$, the null scenarios generate the same number or more of significant pairs as in the data. For example, at p-value $\alpha = 0.001$, in the data there are 2 significant pairs, and the probability that the null scenario generates this or a more extreme configuration is around 0.002. The message of Fig. S7 is that it is very unlikely to generate null scenarios that preserve internal correlations with the same number of significant pairs as in the data. In particular, going from a significance $\alpha$ on the KS p-value from 0.05 to around 0.0001 the probability of generating a null scenario as significant as the data (or more significant) is always around or smaller than 0.01.

S4. WRIGHT FISHER SIMULATION OF THE CO-EVOLVING BINARY STRINGS

The co-evolutionary dynamics is simulated using the Wright-Fisher model: a population genetics model with non-overlapping generations. The code has been written in C++ and it is available in the repository https://github.com/statbiophys/HIV_coevo.git. The algorithmic steps are the following:

* The two populations with size $N_V$ and $N_R$, are initialized with 5 random sequences of binary variables of length $L$, each one with abundance $N_V/5$, or $N_R/5$. 

1 We need to generate trajectories of the variation measures, that are composed of $n - 1$ time points for a patient sampled $n$ times.
Supplementary Figure S5. Same plots for Fig. S4 for the temporal shifts of the trajectories.

(a) HIV internal correlations
(b) Ig internal correlations

* For each genotype, characterized by a given sequence of binary variables, we compute its affinity to all the sequences of the other population (Eq. 3). The affinities are stored in the memory to avoid the affinity computations at each replication round. This memory is updated every time new sequences enter the process.

* The following process starts and its iterated for a given number of generations $T$. At each generation:
  – Given the stored affinities, the fitness for each genotype, $f_i$, is computed, Eq. 4.
  – We perform a multinomial sampling for each population. We generate $N_V$ or $N_R$ sequences, where each genotype has a probability proportional to $\exp(f_i)x_i$ of being sampled ($x_i = n_i/N$ is the frequency of the genotype).
  – Each obtained genotype generates a number of mutations that follows a binomial distribution with probability $\mu_R L$ (or $\mu_V L$) and $n_i$ samples, where $\mu_R/V$ is the mutation rate per site, per sequence, per generation. In
Supplementary Figure S7. Same plots as Fig. S4 for the measures within the same population.

this way $\mu NL$ mutations are generated on average in each population.

– Each mutation causes the sign change of one variable of the corresponding genotype (chosen at random among the $L$ variables).

– The genotype affinities are computed against the new mutants and stored in memory.

In general, the process is repeated for 5,000 generations to converge to steady state and then the observables are computed from that point on.

In the case of $L = 50$, the simulations assume that each new mutation generates always a new genotype. In the very unlikely case of generating a mutant that is equal to an already existing one, it is treated as a different genotype with its own abundance. We made this choice because it is computationally expensive to check at every round of mutations if the new mutants are really new, and since it is very unlikely that this happens, we expect that such events do not have relevant consequences for our results. We treat differently the case of small $L$ (like the case discussed in section IIIF for $L = 1$), where instead we check if every new mutant is already present.

S5. DISCRETE MARKOV-CHAIN FOR THE SWEEP-REGIME OF CO-EVOLVING POPULATIONS OF BINARY VARIABLES

A. Definition of the model and computation of the propagators

The discrete Markov Chain introduced in the main text is composed of 8 states $\sigma = \sigma_R \sigma_V \in \{++,-,+,+,-,\downarrow,\downarrow,\uparrow,\downarrow\}$. The notation indicates the fixation sign for the B-cell receptors, $\sigma_R$, and the one for viral population, $\sigma_V$ (see Fig. 6). For example, $\sigma_R \sigma_V = +\downarrow$ is a configuration in which the receptors all have variable $+1$ while the virus $-1$. The tilde put on the top of the sign defines a switching state. For example, $\sigma_R \sigma_V = \downarrow$ is the state having the immune receptors that are progressively aligning with the viruses in the down state. Note that each state can only move to only one single other state, and the rates at which this happens is contained in the following transition matrix:

$$W = \begin{pmatrix}
-\lambda_V & 0 & 0 & 0 & 0 & 0 & 0 & \eta_R \\
\lambda_V & -\eta_V & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \eta_V & -\lambda_R & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \lambda_R & -\eta_R & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \eta_R & -\lambda_V & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \lambda_V & -\eta_V & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \eta_V & -\lambda_R & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \lambda_R & -\eta_R
\end{pmatrix}$$

where $\lambda = 1/T \sim sN/\mu$ is the inverse of the typical establishment time of a mutation, and $\eta = 1/S \sim s/\log(Ns)$ the inverse of the switch time.

The temporal dynamics of the Markov Chain are described by the master equation for the probability vector $\bar{P}(t) = (p_1(t), \ldots, p_8(t))^T$, which reads $\partial_t \bar{P}(t) = W \bar{P}(t)$. The equation above can be solved, and the solution has the...
form:
\[
\tilde{P}(t) = \exp(Wt)\tilde{P}(0) = \sum_{n=0}^{\infty} \frac{W^n t^n}{n!} \tilde{P}(0) = U \sum_{n=0}^{\infty} \frac{D^n t^n}{n!} U^{-1} \tilde{P}(0) = U \exp(Dt)U^{-1} \tilde{P}(0)
\]

where \(U\) is the matrix having the eigenvectors of \(W\) as columns, \(D\) the diagonal matrix having the eigenvalues \(\lambda_i\) as elements, and \((\exp(Dt))_{ij} = \exp(\lambda_i t)\delta_{ij}\). From this expression we calculate the propagator from state \(\sigma\) at time 0 to \(\sigma'\) at time \(t\), \(p(\sigma', t| \sigma, 0)\).

B. Computing the turnover correlation

We are interested in computing the correlation between turnover of the two populations. In this simple setting, we make an approximation and say that the turnover between a time \(t\) and a time \(t + \Delta t\) can be only 0 or 1. Specifically, it is 1 if \(\sigma_R\) (or \(\sigma_V\)) changes in that interval of time. We consider the switching states having the same constant sign of the initial fixed state. For example, if at time \(t\) the state is ++ and at time \(t + \Delta t\) is ↓ −, the first population has turnover 0 (we consider + and ↓ as the same), while the second one has turnover 1. This crude simplification is necessary for making analytical calculations.

It is convenient to introduce the stochastic variables \(X_R(t, \Delta t)\) and \(X_V(t, \Delta t)\) which are 1 if the population has switched between \(t\) and \(t + \Delta t\) of 0 otherwise. In the following we will consider the system at stationary state, so the dependency on \(t\) will be omitted. The turnover correlation that we want to compute is then the correlation between these two variables, \(C(\Delta t) = \langle (X_R(\Delta t)X_V(\Delta t)) - \langle X_R(\Delta t)\rangle \langle X_V(\Delta t)\rangle / \sigma(X_R(\Delta t)) / \sigma(X_V(\Delta t))\). We can call \(P_R(\Delta t) = \text{Prob}(X_R(\Delta t) = 1)\) the probability of having a turnover of 1 in this time window in the receptor population (and similarly for \(P_V(\Delta t)\)) and \(P_{RV}(\Delta t)\) the probability that both the virus and the receptors have turnover 1. The correlation function of these binary variables can then be written as follows:

\[
C(\Delta t) = \frac{P_{RV}(\Delta t) - P_R(\Delta t)P_V(\Delta t)}{\sqrt{P_R(\Delta t)(1 - P_R(\Delta t))P_V(\Delta t)(1 - P_V(\Delta t))}}.
\]

The next step is to find the expression for the probabilities above. By knowing the stationary probability of each state, \(P_{\text{stat}}(\sigma)\) and the propagators \(p(\sigma', t| \sigma, 0)\), the turnover probability of the receptors reads:

\[
P_R(\Delta t) = \sum_{\sigma_R \sigma_V} P_{\text{stat}}(\sigma_R \sigma_V) \sum_{\sigma'} [p(-\sigma_R \sigma_V', \Delta t| \sigma_R \sigma_V, 0) + p(-\sigma_R \sigma_V', \Delta t| \sigma_R \sigma_V, 0)],
\]

where, in the case of \(\sigma_R = \downarrow\) (or \(\sigma_R = \uparrow\)) we consider \(\sigma_R = +\) (or \(\sigma_R = -\)). Note that some combinations of \(\sigma_R \sigma_V\) are not allowed, e.g. \(\uparrow -\). Therefore the first summation is over the 8 allowed states and the propagators with not-allowed arriving states are set to zero. The final explicit expression leads to 32 terms to compute. Similarly one can derive the expression for \(P_V(\Delta t)\). The last object we have to compute is

\[
P_{RV}(\Delta t) = \sum_{\sigma_R \sigma_V} P_{\text{stat}}(\sigma_R \sigma_V) [p(-\sigma_R - \sigma_V, \Delta t| \sigma_R \sigma_V, 0) + p(-\sigma_R - \sigma_V, \Delta t| \sigma_R \sigma_V, 0)]
\]

\[
+ p(-\sigma_R - \sigma_V, \Delta t| \sigma_R \sigma_V, 0) + p(-\sigma_R - \sigma_V, \Delta t| \sigma_R \sigma_V, 0),
\]

where, again, some propagators would lead to impossible states and are set to zero. This quantity will contain 16 terms.

Fig. S8 shows the turnover computed in this way over a large ensembles of simulated Markov Chains. Using the same parameters of the full model, section 1110 the heatmap that emerges captures some features of the full model, Fig. 5 in particular for \(s_R = s_V = s\). Indeed, the full model generates stronger anti-correlations for different selection coefficients that are not captured by the Markov Chain. But, for equal selection, i.e. considering the diagonal of the map, the correlation moves from zero to negative correlation as \(s\) increases to positive correlations for large \(s\). This pattern is present in both the models, and also the dependency on the turnover time window \(\Delta t\) is similar: a larger \(\Delta t\) moves this pattern towards smaller selection coefficients.

C. Solution of the case with equal populations

The general case with four different rates for the waiting and the establishment times of the two populations leads to a Markov process whose eigenvalues cannot be explicitly computed (they are implicit solutions of fourth-degree
Supplementary Figure S8. Turnover correlations in the toy model for the successional mutations regime. The first panel is a numerical simulation for different values of selection, \( N = 10^3 \) and \( \mu = 10^3/50 \). The two plots are for different turnover time windows. Panel (b) shows the comparison between simulations and Eq. (S3).

polynomials). Therefore, we show the explicit solution for two populations with the same rates: \( \lambda = 1/T_R = 1/T_V = sN\mu \), and for the waiting period, \( \eta = 1/S_R = 1/S_V = s/\log(sN) \).

Explicit eigenvectors and eigenvalues are found, and explicit solution of the propagator are obtained, \( p(i, t| j, 0) = \hat{P}(t)_{ij} \).

By using the stationary distribution and the propagators, we compute the turnover correlation as shown in the previous section. This long computation leads to the following expression:

\[
C(t) = \frac{e^{-mt}F(t) - e^{-2mt}(e^{-k_+/2t}G(t) + e^{k_+/2t}H(t))}/(8mk_1^2)}{2m - e^{-2mt}(e^{-k_+/2t}G(t) + e^{k_+/2t}H(t))}/(8mk_1^2),
\]

where \( m = (\lambda + \eta)/2 \) is the average rate, \( k_+ \) and \( k_1 \) are two real coefficients of the rates expressed below, and \( F(t) \), \( G(t) \) and \( H(t) \) are the following functions:

\[
\begin{align*}
F(t) &= 2m \cosh(k_2/2) + (\lambda - \eta)^2 \sinh(k_2/2)/k_2 \\
G(t) &= (2mk_1 - k_\pm(\lambda^2 + \eta^2) - 2\lambda\eta k_-) \cos(k_-/2) + (k_\pm(\lambda^2 + \eta^2) - 2\lambda\eta k_+) \sin(k_-/2) \\
H(t) &= 2mk_1 + k_\pm(\lambda^2 + \eta^2) + 2\lambda\eta k_-) \cos(k_-/2) + (k_\pm(\lambda^2 + \eta^2) - 2\lambda\eta k_+) \sin(k_-/2) \\
k_1 &= \sqrt{(\lambda - \eta)^4 + (4\lambda\eta)^2} \\
k_2 &= \sqrt{(\lambda - \eta)^2 - 4\lambda\eta} \\
k_+ &= \sqrt{\frac{k_1 + (\lambda - \eta)^2}{2}} \\
k_- &= \sqrt{\frac{k_1 - (\lambda - \eta)^2}{2}}.
\end{align*}
\]

Note that for some range of parameters \( k_2 \) can become imaginary. In general, we will consider the regime of \( \lambda \ll \eta \), which is implied by \( N\mu \ll 1 \), an inequality that makes \( k_2 \) a real number.

The behavior of this function is pretty complex, and both positive and negative correlations can be obtained depending on the parameters. Some examples are shown in Fig. S8b and 6. Despite the function’s complexity, we can make some observations about its behavior. First, it is symmetric when switching \( \lambda \) with \( \eta \). Second, we can inspect the behavior at extreme times. For \( t \to 0 \) the correlation goes always to zero and also, the derivative in zero is always negative: \( C(0)' = -\lambda\eta/(4m) \). Therefore, a negative correlation is always expected for small time windows. For long times the function goes to zero as well. We can state that the time scale that controls this collapse is the longest time scale among the exponential functions appearing in (S3). This time scale is \( \tau_{\text{max}} = 1/(2m - k_2) \), such that \( C(\Delta t) \to 0 \) for \( \Delta t \gg \tau_{\text{max}} \). In the interesting limit in which the sweep regime holds, \( N\mu \ll 1 \), we have that \( \lambda \ll \eta \). The maximum time scale in this limit, at first order in \( \lambda/\eta \) is \( \tau_{\text{max}} \approx 1/2\lambda = T/2 \).