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Abstract—In this paper we discuss the problem of collaborative monitoring of applications that are suspected of being malicious. New operating systems for mobile devices allow their users to download millions of new applications created by a great number of individual programmers and companies, some of which may be malicious or flawed. The importance of defense mechanisms against an epidemic spread of malicious applications in mobile networks was recently demonstrated by Wang et al [21]. In many cases, in order to detect that an application is malicious, monitoring its operation in a real environment for a significant period of time is required. Mobile devices have limited computation and power resources and thus can monitor only a limited number of applications that the user downloads. In this paper we propose an efficient collaborative application monitoring algorithm called TPP - Time-To-Live Probabilistic Flooding, harnessing the collective resources of many mobile devices. Mobile devices activating this algorithm periodically monitor mobile applications, derive conclusion concerning their maliciousness, and report their conclusions to a small number of other mobile devices. Each mobile device that receives a message (conclusion) propagates it to one additional mobile device. Each message has a predefined TTL. The algorithm's performance is analyzed and its time and messages complexity are shown to be significantly lower compared to existing state of the art information propagation algorithms. The algorithm was also implemented and tested in a simulated environment.

I. INTRODUCTION

Companies that are distributing new mobile devices operating systems had created a market place that motivates individuals and other companies to introduce new applications (such as Apple’s App Store Google’s Android Market, Nokia’s Ovi Store and others). The content of the marketplace is not verified by the marketplace operators and thus there is no guarantee that the marketplace does not contain malicious or severely flawed applications. Downloading a malicious application from the marketplace is not the only way that a mobile device may be infected by malicious code. This may also happen as a result of a malicious code that manages to exploit a vulnerability in the operating systems and applications or through one of the mobile phone communication channels such as Bluetooth, Wi-Fi, or other channels [10], [21].

In many cases, in order to detect that an application is malicious, monitoring its operation in a real environment for a significant period of time is required. The monitored data is being processed using advanced algorithms in order to assess the maliciousness of the application [9], [12], [13].

Harnessing their collective resources a large group of limited devices can achieve an efficient decentralized information propagation capability. This allows participating users to significantly improve their “defense utilization” — the ratio between the local resources required for the collaborative service, and the probability to block attack attempts.

In this work we present a collaborative application monitoring algorithm that provides high efficiency, scalability and robustness. The algorithm is completely decentralized and no supervising authority is assumed, nor do any central of hierarchical tasks allocation or any kind of shared memory. Specifically, we show that by sending $O(\ln n)$ messages, the number of applications a device would have to monitor in order to become “vaccinated” (a device is considered vaccinated when it is aware of the vast majority of the malicious applications) is reduced by a factor of $O(\ln n)$. Using real-world numbers, implemented as a service executed by 1,000,000 units, assuming 10,000 new applications are released every month, Theorem 3 implies that by monitoring a single application each month and sending 4 SMS messages per day, a participating mobile device can be guaranteed to be immune for 99% of all malicious applications.

Several related works are discussed in Section II, and are analytically compared to the proposed TPP algorithm. The formal definition of the problem appears in Section III. The TPP algorithm is presented and analyzed in Section IV (details and some proofs are omitted from this preliminary version). Experimental results are presented in Section V.

II. RELATED WORK

Since the problem of finding the minimum energy transmission scheme for broadcasting a set of messages in a given network is known to be NP-Complete [2], flooding optimization often relies on approximation algorithms. For example, in [8], [16] messages are forwarded according to a set of predefined probabilistic rules, whereas in [15] a deterministic algorithm which approximates the connected dominating set within a two-hop neighborhood of each node is proposed.

In this work we applied a different approach — instead of a probabilistic forwarding of messages, we assign a TTL value for each message, using which we are able to guide the flooding process. Short random walks have been used in the past, albeit for different tasks [5].
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This section discusses the use of epidemic algorithms in the context of mobile networks. It is well known that the basic flooding algorithm, assuming a single source of information, guarantees completion in a worse case cost of $O(n^2)$ messages and time equals to the graph’s diameter, which in the case of a random graph $G(n, p)$ is approximately $O(\log n)$ [3]. Variants of flooding algorithms use various methods to improve the efficiency of the basic algorithm, such as area based methods [14] or neighborhood knowledge methods [17]. An extremely efficient flooding algorithm, such as area based methods [14] or neighborhood epidemics [6], uses the knowledge of the network’s topology. Hierarchical Epidemics [18], using $\alpha$-tree overlay [19], is known to be one of the most efficient flooding variants using previous knowledge required for the protocols. Specifically, our algorithm performs faster in graphs with average degree of less than $O\left(\sqrt{\frac{n}{\ln n}}\right)$.

An alternative approach to be mentioned in this scope is the use of epidemic algorithms [19]. There exist a variety of epidemic algorithms, starting with the basic epidemic protocol [7], through neighborhood epidemics [6] and up to hierarchical epidemics [18]. In general, all the various epidemic variants has a trade-off between number of messages sent, completion time, and previous knowledge required for the protocols.

Tables I and II present a summary of the performance of the flooding algorithm compared to the main body of works in this domain. The results of the second table assume that the average degree of network vertices is relatively small, marking the algorithm which guarantees best performance in gray. The complete definition of $\zeta$ is found in Corollary 2. In short, $\zeta = \Omega(\ln^2 n)$, and in most real world networks this bound is relatively tight. Nevertheless, in some artificially constructed examples, the value of $\zeta$ can increase significantly.

### III. Vaccination Using TTLED Random Walks

Given a communication network of size $n$, let us denote the network’s devices by $V = \{v_1, v_2, \ldots, v_n\}$. Each device may visit the applications marketplace, having access to $N$ new downloadable applications every month.

| Algorithm                      | Time                  | Messages          |
|-------------------------------|-----------------------|-------------------|
| Flooding                      | $O(\frac{n \cdot \ln n}{\ln^2 n})$ | $O(n \ln n)$     |
| Network Coded Flooding        | $O(n^{-1} \cdot p^{-2})$  | $O(n^c \cdot n)$  |
| Neighborhood Epidemics        | $O(n^c)$              | $O(c \cdot n)$    |
| Hierarchical Epidemics        | $O(n^c)$              | $O(c \cdot n)$    |
| LPRTA^*[11] in planar degree bounded graphs | $O(n^2)$              | $O(n^2)$          |
| SWEEP [20] in the $Z^2$ grid  | $O(n^{1.5})$          | $O(n^{1.5})$      |

**TABLE I** PERFORMANCE COMPARISON BETWEEN THE TPP ALGORITHM AND AVAILABLE STATE OF THE ART ALGORITHMS.

For some malicious application $a_i$, let $p_{a_i}$ denote the application’s *penetration probability* — the probability that given some arbitrary device $v$, it is unaware of the maliciousness of $a_i$. The penetration probability of every new malicious application is 1. Our goal is to verify that at the end of the month, the penetration probability of all malicious applications released during this month would be lower than a *penetration threshold* $p_{\text{MAX}}$, resulting in a “vaccination” of the network with regards to these applications. Formally, we require that:

$$\forall \text{Malicious application } a_i, \quad \text{Prob}(p_{a_i} > p_{\text{MAX}}) < \epsilon$$

The rational behind the use of the threshold $p_{\text{MAX}}$ is to increase the utilization of collective resources, focusing on the system’s main threats. Given additional resources, $p_{\text{MAX}}$ could be decreased appropriately by the network operator, resulting in a tighter defense net (albeit, using more messages). In addition, it is likely that malware kept confined to a small portion of the network would have far less hazardous potential. A demonstration of the correlation between the penetration probability of malicious applications in mobile networks and their damage potential can be seen in [21].

We assume that any device $v$ can send a message of some short content to any other device $u$. In addition, we assume that at the initialization phase of the algorithm each device is given a list containing the addresses of some $X$ random network members. This can be implemented either by the network operator, or by distributively constructing and maintaining a random network overlay service.

We assume that every device is equipped with a way of locally monitoring applications that are installed on it [1], [13]. However, this process is assumed to be rather expensive (in terms of the device’s battery), and should therefore be executed as fewer times as possible. The result of an application monitoring is a non-deterministic boolean function:

$$\text{Monitoring}(x) : A \rightarrow \{true, false\}$$

False-positive and false-negative error rates of the monitoring process shall be denoted as follows:

$$P(\text{Monitoring}(a_i) = true | A_i \text{ is not malicious}) = E_+$$
$$P(\text{Monitoring}(a_i) = false | A_i \text{ is malicious}) = E_-$$

In this work we assume that the monitoring algorithm is calibrated in such a way that $E_+$ is rather small.
As we rely on the propagation of information concerning the maliciousness of applications, this method might be abused by injection of inaccurate information. This may be the result of a deliberate attack, aimed for “framing” a benign application, or simply as a consequence of a false-positive result of the monitoring function. Therefore, in order for a unit to determine that an application \( a_i \) is malicious, it needs for one of the following to hold:

- Unit \( v \) had monitored \( a_i \) and found it to be malicious.
- Unit \( v \) had received at least \( \rho \) alerts concerning \( a_i \) from different sources (for some decision threshold \( \rho \)).

### IV. Algorithm, Correctness & Analysis

Note again that the TPP algorithm is executed by each device separately and asynchronously, where no supervised or hierarchical allocation of tasks, as well as any kind of shared memory are required. The conceptual basis of the TPP algorithm relies on the fact that although the application monitoring process is relatively expensive (in terms of battery and CPU resources), almost every application is installed on a great number of devices and therefore once identified as malicious by one (or few) devices, this information can be rapidly propagated throughout the network, resulting in a low amortized cost. This process is hereafter denoted as a vaccination of the network. A detailed implementation of the TPP algorithm appears in Algorithm 1.

At the algorithm’s initialization (lines 1 through 8), all the applications which are installed on the device are added to a list of suspected applications. In addition, another two (empty) lists of known malicious applications and known safe applications are created. Once an application is determined as malicious, it is added to the known malicious applications list. In case this application was also in the suspected applications list (namely, it is installed on the device, but has not been monitored yet), it is deleted from that list. Once a new application is encountered it is compared to the known malicious applications list, and if found, an alert is sent to the user. If the new application is not yet known to be malicious, the application is added to the suspected applications list.

As long as the vaccination process is enabled, a periodic selection of an arbitrary application from the list of suspected applications is done, once every \( T \) steps (lines 26 through 36). The selected application is then monitored for a given period of time, in order to discover whether it is of malicious properties. In case no maliciousness traces are found, the application is removed from the list of suspected applications and is added instead to the list of known safe applications (lines 28 and 35). However, if the application is found to be malicious, it is removed from the list of suspected applications and added to the known malicious applications list (lines 28 and 31). In addition, an appropriate alert is produced and sent to \( X \) random network’s members. The alert message is also assigned a specific TTL value (lines 32 and 33). Once a network device receives such an alert message it automatically forwards it to another random network member, while decreasing the value of TTL by 1. Once TTL reaches zero, the forwarding process of this message stops (lines 24 and 25).

A device may also classify an application as malicious as a result of receiving an alert message concerning this application (lines 16 through 23). In order to protect begins applications from being “framed” (reported as being malicious by adversaries abusing the vaccination system), this is done only after receiving at least \( \rho \) messages concerning this application, from different sources.

```latex
\begin{algorithm}[!h]
1: \textbf{Initialization}:
2: Let \( A(v) \) be the list of installed applications
3: Let \( A(v) \) be the list of suspected applications
4: Let \( A(v) \) be the list of applications known to be safe
5: Let \( A(v) \) be the list containing known malicious applications
6: Initialize \( A(v) \rightarrow A(v) \)
7: Initialize \( A(v) \rightarrow \emptyset \)
8: Initialize \( A(v) \rightarrow \emptyset \)
9: \textbf{Interrupt} upon encountering a new application \( a_i \):
10: \( \hat{A}(v) \leftarrow A(v) \cup \{ a_i \} \sim \{ a_i \} \cap A(v) \)
11: If \( a_i \notin \hat{A}(v) \) then
12: \( \hat{A}(v) \leftarrow A(v) \setminus \{ a_i \} \)
13: Issue an alert to the user concerning \( a_i \)
14: \textbf{End if}
15: \textbf{Interrupt} receives malicious application \( a_i \) notice, for the \( j \)-th time:
16: If \( j \geq \rho \) then
17: \( \hat{A}(v) \leftarrow A(v) \setminus \{ a_i \} \)
18: \( \hat{A}(v) \leftarrow A(v) \setminus \{ a_i \} \)
19: \( \hat{A}(v) \leftarrow \hat{A}(v) \cup \{ a_i \} \)
20: If \( a_i \in \hat{A}(v) \) then
21: Issue an alert to the user concerning \( a_i \)
22: \textbf{End if}
23: \textbf{End if}
24: Decrease TTL of report by 1
25: Forward report to a random network member
26: \textbf{Execute every} \( T \) \textbf{time-steps}:
27: Select a random application \( a_i \) from \( \hat{A}(v) \) for monitoring
28: \( \hat{A}(v) \leftarrow \hat{A}(v) \setminus \{ a_i \} \)
29: If \( a_i \) is found to be malicious then
30: Issue an alert to the user concerning \( a_i \)
31: \( \hat{A}(v) \leftarrow \hat{A}(v) \cup \{ a_i \} \)
32: Report \( a_i \) to \( X \) random network members
33: Set TTL = \textit{timeout}
34: \textbf{Else}
35: \( \hat{A}(v) \leftarrow \hat{A}(v) \cup \{ a_i \} \)
36: \textbf{End if}
\end{algorithm}
```

### Algorithm 1: TTL Probabilistic Propagation

Analyzing the correctness and performance of the TPP algorithm we imagine a directed Erdős-Rényi random graph \( G(V, E) \sim G(n, p_N) \), where \( p_N = \frac{\lambda}{2n} \). The graph’s vertices \( V \) denote the network’s devices, and the graph’s edges \( E \) represent messages forwarding connections between the devices, carried out during the execution of the TPP algorithm. Observing some malicious application \( a_i \), every once in a while some device which \( a_i \) is installed on randomly selects it for monitoring. With probability \( (1 - E_{\text{<}}) \) the device discovers that \( a_i \) is malicious and issues a report to \( X \) random members. We treat these reports as “agents” and are interested in:

- The time it takes the graph to be explored by those agents.
- Namely, the time after which every device was visited by at least \( \rho \) agents, thus becoming immune to \( a_i \).
- Total number of messages sent during this process.
- The minimal TTL which guarantees a successful vacci-
nation of the network.

Operating in a random graph, we can assume that the initial locations of the agents are uniformly and randomly spread along the vertices of $V$. In compliance with the instruction of the TPP algorithm, the movement of the agents is done according to the random walk algorithm.

The expected number of new agents created at time $t$, denoted as $\hat{k}(t)$, equals:

$$\hat{k}(t) = \frac{n^2 \cdot p_{a_i} \cdot p_N}{T \cdot N} (1 - E_-)$$

and the accumulated number of agents which have been generated in a period of $t$ time-steps is therefore:

$$k_t = \sum_{i \leq t} \hat{k}(i)$$

The value of $timeout$ (the assigned TTL) will be selected in such a way that the complete coverage of the graph, and therefore its vaccination against $a_i$, is guaranteed (in probability greater than $1 - \epsilon$). We now artificially divide the mission into two phases, the first containing the generation of agents and the second discussing the coverage of the graph. Denoting the completion time by $T_{Vac}$ we therefore have:

$$T_{Vac} \leq T_{Generation} + T_{Propagation}$$

It is easy to see that essentially $T_{Propagation} \triangleq timeout$. Now, let us artificially set

$$timeout = \lambda \cdot (T_{Generation} + timeout)$$

$$T_{Generation} = (1 - \lambda) \cdot (T_{Generation} + timeout)$$

From this we can see that:

$$T_{Generation} = \frac{(1 - \lambda)}{\lambda} \cdot timeout$$

We now examine the case of $\lambda = 0.5$, in which case:

$$T_{Vac} \leq 2 \cdot timeout$$

Let us denote the number of agents created in the first $T_{Generation}$ time-steps by $k = k_{T_{Generation}}$. We now find the time it takes those $k$ agents to completely cover the graph $G$, and from this, derive the value of $timeout$. Remembering that the initial locations of the agents are random, their movements are random and the graph $G$ is random, we can see that the locations of the agents after every step are pure random over the nodes. It can be easily shown that the number of incoming neighbors for each vertex $v$ is at least $\frac{1}{2} p_N \cdot n$. Therefore, for every $v$ the expected number of agents that reside in distance 1 from $v$ after every step is at least $\frac{p_N}{2} \cdot k$.

**Lemma 1.** For any $v \in V$, the probability of $v$ being notified at the next time-step that $a_i$ is malicious is at least $1 - e^{-\frac{p_N}{2} \cdot k}$.

Let us denote by $\rho$-coverage the exploration of each vertex by at least $\rho$ different agents.

**Theorem 1.** The time it takes $k$ random walkers to complete a $\rho$-coverage of $G$ in probability greater than $1 - \epsilon$ is:

$$T(n) \geq \frac{2 \left( \rho - \ln \frac{\epsilon}{n} \right)}{1 - e^{-\frac{p_N}{2} \cdot k}}$$

Proof: Lemma 1 states the probability that some vertex $v \in V$ will be reported of $a_i$ at the next time-step. This is in fact a Bernoulli trial with $p_{success} = 1 - e^{-\frac{p_N}{2} \cdot k}$. We bound the probability of failing this trial (not notifying vertex $v$ enough times) after $m$ steps. Let $X_v(m)$ denote the number of times that a notification message had reached $v$ after $m$ steps, and $F_v(m)$ the event that $v$ was not notified enough times after $m$ steps (i.e. $X_v(m) < \rho$). We additionally denote by $F(m)$ the event that one of the vertices of $G$ where not notified enough times after $m$ steps (i.e. $\bigcup_{v \in V(G)} F_v(m)$). We use the Chernoff bound:

$$P[X_v(m) < (1 - \delta)p_{success} \cdot m] < e^{-\delta^2 p_{success} \cdot m}$$

in which we set $\delta = 1 - \frac{e}{p_{success}}$. We can now see that:

$$P[F(m)] < e^{\rho - \frac{p_{success}}{2}}$$

This bound is strong enough for applying the union bound:

$$P[e_1 \cup e_2 \cup \ldots \cup e_n] \leq P[e_1] + P[e_2] + \ldots + P[e_n]$$

on all $n$ vertices of $G$. Therefore we can bound the probability of failure on any vertex $v$ (using Lemma 1) as follows:

$$Pr[F(m)] \leq ne^{\rho - \frac{p_{success}}{2}} \leq ne^{\rho - \frac{\ln(1 - e^{-\frac{p_N}{2} \cdot k})}{n}} \leq \epsilon$$

We now show how to select a value of $timeout$ that guarantees a successful vaccination process:

**Theorem 2.** In order for the TPP algorithm to guarantee a successful vaccination process for some penetration threshold $p_{MAX}$ in probability greater than $1 - \epsilon$, the value of $timeout$ should satisfy the following expression:

$$timeout \left( 1 - e^{-timeout \cdot \frac{p_{MAX} \cdot p_N}{T \cdot N}} \right) = 1$$

Proof: The number of agents $k$ in Theorem 1 equals:

$$k = \sum_{i \leq T_{Generation}} \frac{n^2 \cdot p_{a_i} \cdot p_N}{T \cdot N} (1 - E_-)$$

The goal of the TPP vaccination algorithm is to decrease the penetration probability of $a_i$ below the threshold $p_{MAX}$. Until the process is completed, we can therefore assume that this probability never decreases below $p_{MAX}$.

Therefore, we can bound the number of agents as follows:

$$k \geq timeout \cdot \frac{n^2 \cdot p_{MAX} \cdot p_N}{T \cdot N} (1 - E_-)$$

Assigning $timeout = m$ we can now write:

$$timeout = \frac{2 \left( \rho - \ln \frac{\epsilon}{n} \right)}{1 - e^{-\frac{p_N}{2} \cdot k}} \leq \frac{2 \left( \rho - \ln \frac{\epsilon}{n} \right)}{1 - e^{-\frac{p_{MAX} \cdot p_N}{T \cdot N} \cdot timeout \cdot \left( 1 - E_- \right)}}$$

From the value of $timeout$ stated in Theorem 2, the vaccination time $T_{Vac}$ as well as the overall cost of the TPP algorithm can now be extracted. The cost of the algorithm is measured as a combination of the overall number of messages sent during its execution and the total number of monitoring
activities performed. Let us denote the cost of sending a single message by $C_S$ and the cost of executing a single local monitoring process by $C_M$.

**Corollary 1.** For any timeout $= \tau$ which satisfies Theorem 2, the TPP algorithm’s time and cost can be expressed as:

$$T_{vac} = O(\tau), \quad M = O(k \cdot \tau \cdot C_S + \frac{k}{X} C_M)$$

$$O\left(\frac{p_{MAX} \cdot p_{N}}{n^2 \cdot T \cdot N}, (1 - E_-) \cdot \left(\frac{\tau^2 \cdot C_S + \frac{\tau}{n \cdot p_{P}} \cdot C_M}{X}\right)\right)$$

We assume that $\epsilon$ is polynomial in $\frac{1}{n}$, namely: $\epsilon = n^{-\alpha} \in \mathbb{R}^\times$. Using the bound $\frac{1}{x} < e^{-x}$ for $x < 1$ we can see that when assuming that :

$$timeout \cdot \frac{n \cdot p_{MAX} \cdot p_{N}}{2T \cdot N} \cdot (1 - E_-) < 1$$

Theorem 2 can be written as :

$$\rho + (\alpha + 1) \ln n \geq timeout^2 \cdot \frac{n \cdot p_{MAX} \cdot p_{N}}{4T \cdot N \cdot (1 - E_-)^{-1}}$$

and therefore :

$$timeout \leq \frac{4T \cdot N \cdot \left(\rho + (\alpha + 1) \ln n\right)}{n \cdot p_{MAX} \cdot p_{N} \cdot (1 - E_-)}$$

Assigning this approximation of timeout into the assumption above results with the sparse connectivity assumption :

**Definition 1.** Let a network be sparsely connected when :

$$p_{N} < \frac{T \cdot N}{n \cdot p_{MAX} \cdot (\rho + (\alpha + 1) \ln n) \cdot (1 - E_-)}$$

We can now obtain the algorithm’s completion time and cost :

**Theorem 3.** Under the sparse connectivity assumption, the completion time of the TPP algorithm is :

$$T_{vac} \leq \frac{4T \cdot N \cdot \left(\rho + (\alpha + 1) \ln n\right)}{n \cdot p_{MAX} \cdot p_{N} \cdot (1 - E_-)}$$

**Theorem 4.** Under the sparse connectivity assumption, the overall cost of the TPP algorithm is :

$$M \leq k \cdot timeout \cdot C_S + \frac{k}{X} \cdot C_M$$

$$4n \cdot \left(\rho + (\alpha + 1) \ln n\right) \cdot C_S + 2C_M \cdot \frac{n \cdot \left(\rho + (\alpha + 1) \ln n\right) \cdot p_{MAX}}{p_{N} \cdot T \cdot N \cdot (1 - E_-)^{-1}}$$

**Proof:** By assigning the approximated value of timeout into Corollary 1.

Using the sparse connectivity assumption as an upper bound for $p_{N}$, and $\ln n$ as a lower bound for $p_{N}$ which guarantees connectivity [3], the following corollaries are obtained:

**Corollary 2.** The completion time of the TPP algorithm is :

$$T_{vac} = O\left(\rho + \ln n + \frac{T \cdot N \cdot (1 - E_-)^{-1}}{p_{MAX} \cdot \ln n}\right)$$

Note that although $O\left(\frac{T \cdot N}{p_{MAX} \cdot (1 - E_-)}\right)$ is allegedly independent of $n$, by assigning the lower bound $p_{N} > \ln n$ into the sparse connectivity assumption, we can see that :

$$\zeta_{T,N,p_{M},E_-} \triangleq \frac{T \cdot N}{p_{MAX} \cdot (1 - E_-)} = \Omega(\rho \ln n + \ln^2 n)$$

The algorithm’s cost can similarly be approximated as :

**Corollary 3.** The overall cost of the TPP algorithm is :

$$M = O\left(k \cdot timeout \cdot C_S + \frac{k}{X} \cdot C_M\right)$$

$$O\left(n \cdot p_{N} \cdot \ln n \cdot C_s + \frac{n \cdot \rho + n \cdot \ln n \cdot C_M}{p_{N} \cdot T \cdot N \cdot (1 - E_-)^{-1}}\right)$$

In networks of $E_- < 1 - o(1)$, provided that $\rho = O(\ln n)$, and remembering that in this case $\zeta_{T,N,p_{M},E_-} = \Omega(\ln^2 n)$ we can see that the dominant components of Corollary 3 become :

$$M = O\left(n \ln n \cdot C_s + \frac{n}{\ln n} \cdot C_M\right)$$

**V. Experimental Results**

In order to examine its performance, we have implemented the TPP algorithm and conducted extensive simulations using various scenarios. In this section we describe one example, due to space considerations. This example concerns a network of $n = 1000$ units, having access to $N = 100$ applications, one of which was malicious$^1$. Each unit is assumed to download 30 random applications, monitoring 1 application every week, and allowed to send notification messages to 10 random network members (namely, $p_{N} = 0.01$). Upon completion, at least 990 network members are required to become aware of the malicious application (namely, $p_{MAX} = 0.01$), and that this would hold in probability of 0.999. In addition, we assumed that among the network members there are 100 adversaries, whose goal is to mislead at least 50 of the network’s members to believe that some benign application is malicious.

Figure 1 shows the time (in days) and messages required in completion time and messages requirement as a result of the non-collaborative scheme. Figure 2 demonstrates the decrease of malicious application’s penetration probability throughout the vaccination process.

$^1$Note that the number of malicious applications does not influence the completion time of algorithm, as monitoring and notification is done in parallel. The number of message, however, grows linearly with the number of malicious applications.
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VI. CONCLUSIONS AND FUTURE WORK

In this work we have presented the TPP collaborative application monitoring algorithm, and analytically shown its superior performance compared to the state of the art in this domain. These results were also demonstrated experimentally. Future versions of this work should investigate the selection of the decision threshold \( \rho \), aiming for analytical bounds on the success probability of adversarial attacks. In addition, the effect of additional kinds of adversarial attacks should be studied.