A fast test to assess the impact of marginalization in Monte Carlo analyses, and its application to cosmology
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Monte Carlo (MC) algorithms are commonly employed to explore high-dimensional parameter spaces constrained by data. All the statistical information obtained in the output of these analyses is contained in the Markov chains, which one needs to process and interpret. The marginalization technique allows us to digest these chains and compute the posterior distributions for the parameter subsets of interest. In particular, it lets us draw confidence regions in two-dimensional planes, and get the constraints for the individual parameters. It is very well known, though, that the marginalized results can suffer from volume effects, which can introduce a non-negligible bias into our conclusions. The impact of these effects are barely studied in the literature. In this paper we first illustrate the problem through a very clear and simple example in two dimensions, and suggest the use of the profile distributions (PDs) as a complementary tool to detect marginalization biases directly from the MC chains. We apply our method to four cosmological models: the standard $\Lambda$CDM, early dark energy, coupled dark energy and the Brans-Dicke model with a cosmological constant. We discuss the impact of the volume effects on each model and the cosmological tensions, using the full Planck 2018 likelihood, the Pantheon compilation of supernovae of Type Ia and data on baryon acoustic oscillations. Our test is very efficient and can be easily applied to any MC study. It allows us to estimate the PDs at a derisory computational cost not only for the main cosmological parameters, but also for the nuisance and derived ones, and to assess the need to perform a more in-depth analysis with the exact computation of the PDs.

Keywords: Cosmology: observations – Cosmology: theory – cosmological parameters

I. INTRODUCTION

The use of Monte Carlo (MC) methods is unavoidable in the sampling of multivariate distributions in high-dimensional parameter spaces. The posterior distributions for the various subsets of parameters in these analyses are obtained from the Markov chains through marginalization. The latter allows us e.g. to draw contour plots in all the two-dimensional planes of interest and to obtain the posteriors of the individual parameters, from which one can infer their constraints at the desired confidence level. Marginalization is a practical tool that eases the visualization and interpretation of the results in Bayesian analyses. This explains its wide use. Nevertheless, it is of utmost importance to bear in mind that the statistical content is in general not conserved in the marginalization process. Volume effects can potentially bias our conclusions, sometimes in a non-negligible way. Therefore, they can have an impact on the interpretation of the results extracted from the Monte Carlo Markov chains, especially when non-Gaussianities are sizable.

In this paper we first illustrate in Sec. II this fact explicitly with a very pedagogical and clear example in two dimensions, making use of a taylor-made probability distribution function (PDF). The reader will easily understand through this example that when the non-marginalized probability density has non-Gaussian features the marginalized posteriors derived from it do not show us how the parameters are distributed according to their ability to explain the data, but according to their integrated probability weight. Due to the volume effects there can be a big mismatch between these two distributions, and in some cases the posterior can hide points in parameter space that are able to fit very well the data. This is a problem if we use the marginalized results to quantify tensions between experiments or between theoretical models. Thus, the detection of biases induced by volume effects is a very important task that we should undertake before extracting definite conclusions from the marginalized results in MC analyses. A disagreement between the point in parameter space that maximizes the non-marginalized distribution and the point built with the values of the parameters that maximize the individual one-dimensional posteriors already hints the existence of these biases. It would be useful, though, to have a method that lets us assess more accurately their impact. We suggest the use of the profile distribution (PD), which is similar to the profile likelihood (see e.g. II and references therein), but it can incorporate the effect of a prior as well. If $P(\theta_1, \theta_2)$ is the normalized distribution for the parameter sets $\theta_1$ and $\theta_2$, we can compute the PD for $\theta_1$, called $P(\tilde{\theta}_1)$, by searching for the maximum of $P$ for each $\theta_1$ along the directions of $\theta_2$, i.e.

$$\tilde{P}(\theta_1) = \max_{\theta_2} P(\theta_1, \theta_2).$$  \hfill (1)
We will argue that the ratio

$$R(\theta_1) = \frac{\tilde{P}(\theta_1)}{\max_{\theta_1} P(\theta_1)} = \frac{\tilde{P}(\theta_1)}{\max_{\theta_1, \theta_2} P(\theta_1, \theta_2)}$$

(2)

can be interpreted as a probability weight for every point in the space of \(\theta_1\) and, hence, we can employ this quantity to build the distribution of this parameter set. The main advantage of doing so, instead of using the posterior

$$P(\theta_1) = \int P(\theta_1, \theta_2) d\theta_2 ,$$

(3)
is that it is not subject to volume effects, since we are not performing any integration. Its maximum is located at the very same value of \(\theta_1\) that maximizes \(P\), and the PD (1) shows explicitly what values of \(\theta_1\) lead to a better description of the data, taking also into account the information from the prior. The analogous quantities for \(\theta_2\) or any subset built from \(\theta_1\) and/or \(\theta_2\) can be also computed, of course. If the parameter space is high-dimensional (as it is e.g. in the vast majority of cosmological studies), the computation of the one-dimensional PDs for all the parameters (the main, derived and nuisance ones) can be expensive in terms of computational time, and a preliminary MC is needed to better determine the parameter ranges of interest and estimate the location of the best-fit values. It is therefore useful to assess the impact of marginalization directly from our Markov chains, before performing a more exhaustive calculation of the PDs, which in some cases could be unnecessary. Proceeding in this way we can estimate not only the impact of marginalization effects on the main cosmological parameters, but also on the derived and nuisance ones, which can be useful in some studies.

We do that in Sec. IV for several cosmological models of interest, namely: the \(\Lambda\)CDM; early dark energy (EDE) mimicked by an ultra-light scalar field with an axion-like potential (ULA) [24]; coupled dark energy (CDE). We consider a scalar field with a Peebles-Ratra potential [3, 4] interacting with dark matter through a constant coupling [7, 10]. CDE was originally proposed in [11, 12]; and the Brans-Dicke (BD) model [13, 15] with a constant vacuum energy density, the so-called BD-\(\Lambda\)CDM [16, 21]. The Planck collaboration already studied the impact of marginalization in the concordance model, using the 2013 likelihood [22]. They did not find any significant difference between the results obtained with the profile likelihoods and those found with the marginalized posteriors, basically because the non-marginalized PDF for the \(\Lambda\)CDM parameters is very close to a multivariate Gaussian. We perform our study using the 2018 Planck likelihood [23], as a baseline analysis to test our method. We confirm Planck’s results, as expected, also when we add data on supernovae of Type Ia (SNIa) and baryon acoustic oscillations (BAO). Then we apply our methodology to the other models, using again the CMB+SNIa+BAO combined dataset. For EDE we find a result close to the one reported recently in [24], in which the authors used the PD method to constrain the maximum EDE fraction, \(f_{\text{ede}}\), and found \(f_{\text{ede}} = 0.072 \pm 0.036\) at 68% c.l. using the Planck 2018 data and the BOSS DR12 full-shape likelihood. Their study showed that volume effects play actually a role in the determination of the confidence intervals of \(f_{\text{ede}}\); something that was already hinted in [25]. This allows us to understand why the authors of [26] found no evidence for EDE using the same dataset. They obtained \(f_{\text{ede}} < 0.072\) at 95% c.l. using the marginalization technique, with no peak in the posterior, cf. Fig. 9 in [26]. In this work we compare explicitly the results obtained with the MC using both, the marginalization and the PD approaches. Using the profile distribution we find a similar (although somewhat tighter) result for \(f_{\text{ede}}\) to the one in [24], \(f_{\text{ede}} \simeq 0.052^{+0.022}_{-0.021}\) at 68% c.l., whereas with the marginalization we obtain \(f_{\text{ede}} < 0.048\) at 68% c.l. Getting rid of the volume effects, we observe a peak for the EDE fraction, \(\sim 2.5\sigma\) away from 0, similar to [24]. We also discuss for the first time in the literature the PD constraints on the other parameters of the theory. We observe \(\sim 1\sigma\) shifts in the PDs of some parameters, e.g. \(H_0\), when compared to the marginalized posteriors. We discuss the status of the cosmological tensions in the light of these results. Finally, we perform the marginalization and PD analyses also for the CDE and BD-\(\Lambda\)CDM models. We do not find in these cases very significant differences between these two methods. Our results are obtained directly from the Markov chains, so they are not as accurate as the ones we would get doing a dedicated PD analysis. However, they already inform us about the existing marginalization biases and the shifts we expect to obtain in the constraints when performing a more precise study with the PDs. And most importantly, they are basically for free, since the PDs can be estimated very fast from the Markov chains.

We provide our conclusions in Sec. IV.

II. A TRIVIAL EXAMPLE IN 2D

We dedicate this section to illustrate the problem discussed in the Introduction through a very simple example, in a two-dimensional parameter space composed by the pair of dimensionless parameters \(\alpha\) and \(\beta\). We consider the following normalized probability distribution, built from the sum of two bivariate Gaussians,

$$P(\alpha, \beta) = \frac{5}{21\pi} \left[ e^{-\frac{1}{2}(\alpha^2+\beta^2)} + e^{-\frac{1}{2}(\alpha-3.5)^2-100\beta^2} \right].$$

(4)

The origin of this distribution is not important for the discussion, but we can imagine that it results from an experiment that we can call experiment 1. The latter is used to constrain \(\alpha\) and \(\beta\), which are the parameters of some theory we want to test. In Fig. II we show its shape and the corresponding confidence regions at 68%
and 95% c.l. in the \((\alpha, \beta)\)-plane. A huge fraction of the total volume under this distribution is below the first term of (4), in the region \(\alpha^2 + \beta^2 \lesssim 4\). This can be appreciated in the left plot of Fig. 1. Notice, though, that there is a small volume centered at \(\beta = 0\) that comes out from the latter, which extends up to larger values of \(\alpha\), namely up to \(\alpha \sim 6\). This is due to the second term in (4), which has a very small covariance for \(\beta\). As a result, the contours in the \((\alpha, \beta)\)-plane acquire a peculiar “Pinocchio” shape (see the right plot in Fig. 1). Thus, it is clear from the two plots in that figure that it is possible to find points in parameter space with \(\alpha \sim 6\) leading to high values of the probability density (4), provided that \(\beta\) is close enough to 0.

Let us consider now a second experiment, called experiment 2, which is able to constrain only \(\alpha\): \(\alpha = 5.0 \pm 0.5\) at 1\(\sigma\) c.l., with a probability distribution that in this case we consider to be Gaussian, for simplicity. \(\beta\) is unconstrained by experiment 2. It is evident that experiments 1 and 2 are compatible at \(\sim 1\sigma\) c.l. The 1\(\sigma\)-regions of the contours of the two experiments in the \((\alpha, \beta)\)-plane overlap, and \(\alpha = 5\) is close to one of the peaks of the distribution (4), see again the plots in Fig. 1. The protuberance at \(\beta \sim 0\) in the confidence contours from experiment 1 is what makes possible such a good agreement.

Now we can ask ourselves what happens if we study the compatibility of the two experiments making use of the marginalized posteriors, instead of (4). Will we come to the same conclusion? The marginalized one-dimensional posteriors can be obtained analytically using (3) and (4).

They read,

\[
\mathcal{P}(\alpha) = \frac{5}{21\sqrt{\pi}} \left[ 2e^{-\frac{\alpha^2}{4}} + 0.1e^{-\frac{1}{4}(\alpha-3.5)^2} \right],
\]

\[
\mathcal{P}(\beta) = \frac{10}{21\sqrt{\pi}} \left[ e^{-\frac{\beta^2}{4}} + e^{-100\beta^2} \right].
\]

We show their shape in Fig. 2, indicating with different colors the 68%, 95% and 99.7% confidence intervals derived from them. One can see in the left plot that the point \(\alpha = 5\), i.e. the preferred value by experiment 2, falls now almost entirely inside the 3\(\sigma\) region of experiment 1. Therefore, by looking at the marginalized one-dimensional posterior distribution for \(\alpha\) we would conclude that there is a \(\sim 3\sigma\) tension between experiments 1 and 2. We have already seen, though, that this tension is completely non-existent. It is only an artifact introduced by the marginalization process. This example illustrates in a crystal-clear way how, if not interpreted correctly, the marginalized distributions can make us extract wrong conclusions. For instance, by looking at the left plot of Fig. 2 we could conclude that there is an unaccounted systematic error affecting one of the two (or even both) experiments, or that the theoretical framework used to describe them is just insufficient. In reality, none of this is needed at all, since the results obtained from the two experiments are fully compatible. It is clear from the right plot in Fig. 1 that they are consistent with each other and therefore can be safely employed together to strongly improve the constraints on the parameters of the underlying theory. By doing so we obtain the red contours in the right plot of Fig. 1 and the posteriors in red of Fig. 2.

In several parts of this manuscript we express the confidence intervals in terms of the number of sigmas, which is not completely equivalent: 1\(\sigma\) = 68.23% c.l., 2\(\sigma\) = 95.44 c.l., and 3\(\sigma\) = 99.74% c.l.
The one-dimensional marginalized distribution of a particular parameter do not tell us directly what values of that parameter fit better the data, but the probability that a particular value of that parameter explains the data. These two things are not equivalent. There is a subtle but crucial difference. The latter is computed basically by “summing” the contribution of all points in parameter space given a fixed value of the parameter of interest, obtaining in this way an integrated probability. This introduces the so-called “volume effects”. They are the reason why some values of parameters that are able to fit better or equally well the data can be underrated in the marginalized distribution, just because the volume in parameter space occupied by the points that lead to such a good description of the data for that particular value of the parameter of interest is smaller. If there are values of that parameter that can fit very well the data, but in too small regions of parameter space, the marginalized distribution will in general hide them. Therefore we can lose precious information in the marginalization process. This is what happens in our example. Given two values \( \alpha = 0 \) and \( \alpha = 5 \), the one with an associated larger volume containing more points with high \( P(\alpha, \beta) \) will lead to a larger value of the posterior distribution \( P(\alpha) \). In this case, \( \alpha = 0 \) will be much more favored than \( \alpha = 5 \) due to the existence of more points in parameter space with large \( P(\alpha, \beta) \) in the line \( \alpha = 0 \) than in line \( \alpha = 5 \).

This example is trivial, of course, since we are dealing only with two parameters. It has served us just to illustrate the problem. The detection of biases in the conclusions that we extract from the marginalized posteriors is easy in this case because we can visualize the results from the original (non-marginalized) distribution (4) by plotting it together with the confidence contours in the plane \((\alpha, \beta)\), which is already the full parameter space of the theory. Detecting biases introduced by the marginalization step can be much more difficult in parameter spaces with a larger number of dimensions because we cannot make plots representing the non-marginalized distribution when we have three or more parameters. The information loss in the marginalization process can be huge in these cases, and we cannot check its impact by only having a look to the marginalized one- and two-dimensional posterior distributions. We clearly need to proceed in an alternative way, which avoids the marginalization step and works directly with the original distribution.

We suggest to plot the maximum value of the original distribution (4) as a function of the value of the parameter we are interested in. Alternatively, we can build the plot of the minimum of \( \Delta \chi^2 = -2 \ln(P/P_{\text{max}}) \), \( \Delta \chi^2_{\text{min}} \), as a function of the parameter of interest, with \( P_{\text{max}} \) the maximum value of (4). In our example, we can draw the plots for both, \( \alpha \) and \( \beta \), i.e. \( \Delta \chi^2_{\text{min}}(\alpha) = \chi^2_{\text{min}}(\alpha) - \chi^2_{\text{min}} \) and \( \Delta \chi^2_{\text{min}}(\beta) = \chi^2_{\text{min}}(\beta) - \chi^2_{\text{min}} \), where \( \chi^2_{\text{min}} \) is the absolute minimum value of the \( \chi^2 \). For every fixed \( \alpha \) we have a model that depends only on \( \beta \). The plot of \( \Delta \chi^2_{\text{min}}(\alpha) \) compares the fitting performance of these models to the model with lowest \( \chi^2 \). The quantity \( \Delta \chi^2_{\text{min}}(\alpha) \) can be used as an information criterion. Since we are comparing models with the same number of parameters cons-
trained with the same number of data points, \( \Delta \chi^2_{\text{min}}(\alpha) \)
is actually equivalent to the differences \( \Delta \text{AIC}(\alpha) = \text{AIC}(\alpha) - \text{AIC}_{\text{min}} \) and \( \Delta \text{BIC}(\alpha) = \text{BIC}(\alpha) - \text{BIC}_{\text{min}} \), with AIC and BIC referring to the Akaike and Bayesian (or Schwarz) information criteria [27–29], respectively. The same correspondence exists between \( \Delta \chi^2_{\text{min}}(\beta) \) and \( \Delta \text{AIC}(\beta) \) and \( \Delta \text{BIC}(\beta) \), of course. This allows us to assign a probability weight to each model, i.e. to each value of the parameter we are interested in. For instance, for \( \alpha \) it can be done as follows,

\[
w(\alpha) = \frac{e^{-\chi^2_{\text{min}}(\alpha)/2}}{\int e^{-\chi^2_{\text{min}}(\alpha)/2} d\alpha} = \frac{\hat{P}(\alpha)}{\int \hat{P}(\alpha) d\alpha},
\]

with \( \hat{P} \) the profile distribution as defined in (1). The integrals are performed over the range \( \alpha \in (-\infty, +\infty) \). Dividing the numerator and denominator of the last expression by \( \hat{P}_{\text{max}} \) we get

\[
w(\alpha) = \frac{R(\alpha)}{\int R(\alpha) d\alpha},
\]

where \( R \) is the ratio \( ^2 \). We have already normalized the weights such that

\[
\int w(\alpha) d\alpha = 1.
\]

The analogous quantities for \( \beta \) can be computed straightforwardly. Using \( ^2 \) we can obtain the confidence intervals, without introducing any volume effect. For instance, to determine the 68\% c.l. interval for \( \alpha \) we proceed as follows. We first find the values of \( \alpha_1 \) and \( \alpha_2 \) such that

\[
\int^{\alpha_2}_{\alpha_1} w(\alpha) d\alpha = 0.68, \quad \text{with} \quad w(\alpha_1) = w(\alpha_2).
\]

In practice, for every value of \( w \) we can obtain numerically the associated values of \( \alpha \). We solve the resulting equation starting from the maximum value \( w_{\text{max}} \), and repeat this calculation with decreasing \( w \) until fulfilling the condition (10). In the example under study there is no physical boundary hitting any of the integration limits. If there was e.g. a lower physical boundary at \( \alpha_b \), such that

\[
\int^{\alpha_b}_{\alpha_1} w(\alpha) d\alpha < 0.68, \quad \text{with} \quad w(\alpha_b) = w(\alpha_2),
\]

we would fix \( \alpha_1 = \alpha_b \) and would vary only the upper limit of the integral, until obtaining the desired area (confidence level) below that fraction of the curve \( w \).

The analogous procedure would be applied if there was a physical boundary in the upper range, of course. For multimodal distributions one can also apply this method, and can obtain in general disjoint confidence regions.

Let us apply now this approach to the example under study. In Fig. 3 we show \( \Delta \chi^2_{\text{min}} \) obtained from experiment 1 as a function of \( \alpha \) and \( \beta \) in the left and right plots, respectively, together with the corresponding borders of the 68\%, 95\% and 99.7\% c.l. regions, computed as explained in the previous paragraphs. The left plot of Fig. 3 shows that the 68\% c.l. region covers the range \(-0.65 \leq \alpha \leq 4.20 \), whereas the 95\% c.l. region extends up to \(-1.87 \leq \alpha \leq 5.30 \). We show these borders explicitly in the left plot of Fig. 2 as well. By looking at

\(^2 \) Recall that for a given model \( M \), \( \text{AIC}(M) = \chi^2_{\text{min}}(M) + \frac{2k_n}{n-k-1} \) and \( \text{BIC}(M) = \chi^2_{\text{min}}(M) + k \ln(n) \), with \( k \) the number of fitting parameters and \( n \) the number of data points.
it one can see that these borders are at odds with the 68\%-region obtained from the marginalized posterior of α (4). The latter encompasses a much smaller range of values (−1.46 ≤ α ≤ 1.55) and points to a ∼ 3σ tension with experiment 2, as already mentioned before. Applying the PD method we are able to extract the correct conclusion, i.e. that experiments 1 and 2 are compatible at ∼ 1σ c.l. The constraint from experiment 2 is well within the “consistency” region derived with the profile distribution, and so is also the joint constraint from experiments 1 and 2 (cf. again Fig. 2). For β, instead, the constraints obtained with the PD and marginalization methods are quite similar.

The marginalized posteriors give us valuable information. They inform us about the regions in parameter space that contain the bulk of the probability. There can be, though, some (smaller) regions containing points able to explain equally well (or even better) the data, which are hidden in the marginalized posteriors. This can be a problem when we want to study tensions between observations, between models, or between models and observations. The PD method allows us to detect fictitious tensions that are induced by volume effects coming from the marginalization procedure. It is complementary, in the sense that it can be used together with the marginalization method to better interpret the results we get from the Monte Carlo analyses. They provide different and supplementary statistical information. In the example under consideration, by looking to the results presented in Fig. 2 we can make the following statements combining the information gathered with the PD and marginalization methods: (i) the 68% of the probability is concentrated in the regions −1.46 ≤ α ≤ 1.55 (for α) and −1.34 ≤ β ≤ 1.37 (for β). This is what the one-dimensional marginalized posteriors tell us; (ii) nevertheless, it is still possible to find regions in parameter space satisfying −2.0 ≤ α ≤ 5.5 (for α) and −1.9 ≤ β ≤ 1.9 (for β) that lead to a good description of the data, close to the one offered by the best-fit point. They are not detected by the marginalized posterior, just because they occupy a volume in parameter space that is too small and are penalized when compared to other regions with a larger integrated probability. Thus, the apparent tension observed in the marginalized posterior for α does not exist, and the two experiments can be combined without problems.

It is clear that volume effects can leave an imprint on the conclusions we extract from MC analyses. Assessing its precise impact with the marginalized posteriors is not possible, and this is even more complicated in high-dimensional parameter spaces, as those we usually deal with in cosmological studies. In the next section we analyze the impact of marginalization on several cosmological models comparing the results obtained with the marginalization and PD methods, in the light of modern data.

III. VOLUME EFFECTS IN COSMOLOGY

A. Data

In this work we use the full Planck 2018 TT-TEEE+lowE+lensing likelihood (Planck18, in short) (22), which incorporates the data on the temperature (TT) and polarization (EE) anisotropies of the Cosmic Microwave Background (CMB), and also their cross-correlations (TE) at low and high multipoles, together with the CMB lensing likelihood. We vary in our MCs the 21 Planck nuisance parameters employed to model the experiment systematics.

We also consider the data on the apparent magnitudes and redshifts from the standardized 1048 SNIa of the Pantheon compilation (31), taking into account the statistical and systematic uncertainties through the corresponding covariance matrix. The absolute magnitude of the SNIa, M, is left free in the MC runs.

We also use the following BAO data in combination with the CMB and SNIa likelihoods:

- $D_V/r_d$ at $z = 0.122$ provided in (32), which combines the dilation scales previously reported by the 6dF Galaxy Survey (6dFGS) (33) at $z = 0.106$ and the Sloan Digital Sky Survey (SDSS) Main Galaxy Sample at $z = 0.15$ (34). The dilation scale $D_V$ reads,

\[ D_V(z) = \left[ \frac{D_M(z)}{H(z)} \right]^{1/3}, \]

with $D_M = (1 + z)D_A(z)$ the comoving angular diameter distance. The distance $r_d$ is the sound horizon at the baryon drag epoch.

- The anisotropic BAO data $(D_A(z)/r_d, H(z)r_d)$ measured by BOSS using the LOWZ ($z = 0.32$) and CMASS ($z = 0.57$) galaxy samples (35).

- The dilation scale measurements by WiggleZ at $z = 0.44, 0.60, 0.73$ (36).

- $D_A(z)/r_d$ at $z = 0.81$ measured by the Dark Energy Survey (DES) (37).

- The anisotropic BAO data from the extended BOSS Data Release 16 (DR16) quasar sample at $z = 1.48$ (38).

- The anisotropic BAO information obtained from the Lyα absorption and quasars of the final data release (SDSS DR16) of eBOSS, at $z = 2.334$ (39).

The combination of CMB and BAO allows us to construct the inverse cosmic distance ladder (40) (42), which is relevant for the discussion on the $H_0$ tension. On the other hand, the SNIa data let us tighten the constraints on the cosmological parameters and constrain also the
absolute magnitude of the SNIa. The large value of \( M \) measured by the SH0ES collaboration \cite{44} using the calibration of the SNIa in the first steps of the cosmic distance ladder can be considered to be the reason why the value of \( H_0 \) that is obtained with the SNIa in the Hubble flow (using the calibrated value of \( M \)) is much larger than the one preferred by the Planck data, under the assumption of the concordance model, see e.g. \cite{45, 46}. Therefore, it is interesting to study the constraints on \( M \) that are obtained with the various cosmological models. We display its value in all our tables.

\[ \chi \]

B. Methodology

The main aim of this paper is to show how to assess the impact of the volume effects using the Markov chains obtained in MC studies, the same ones from which one usually gets the marginalized results. This can tell us whether a dedicated PD analysis is needed and, if so, for what parameters in particular. This can be done straightforwardly and in a very fast way, and allow us to build a clearer picture of the biases that are introduced by the marginalization step.

The procedure is very simple and can be applied to the analysis of any cosmological model. The steps are as follows. First, we perform the MC analysis. We use our own modified version of CLASS \cite{47} to solve the Einstein-Boltzmann equations for each model, and run the MCs with MontePython \cite{48}, considering the datasets described in Sec. III A. We use the Metropolis-Hastings algorithm \cite{49, 50}. For the \( \Lambda \)CDM and BD-\( \Lambda \)CDM models we stop the MC when the Gelman-Rubin convergence parameter \( R - 1 < 0.01 \), whereas for ULA and CDE, which have a slower convergence, we stop the MC when \( R - 1 < 0.05 \). The acceptance rate is between 32\% and 40\% in all our MC runs. From the resulting Markov chains we can get the marginalized posteriors, and also can draw the plots of \( \Delta \chi^2_{\text{min}} \) (and the ratio \( R \)) for all the parameters. This can be done very efficiently, just binning the range between the minimum and maximum values of the parameters and selecting the minimum \( \chi^2 \) in each bin. The quantity \( \chi^2_{\text{min}} \) is obviously the minimum value in the list. This information can be directly read from the Markov chains. Due to the limited number of points in the chains, we expect, of course, the resulting plots of \( \Delta \chi^2_{\text{min}} \) to have some noise. We do not pretend (nor expect) to be extremely accurate at this point. As already mentioned, our goal is to detect biases and estimate their impact on the various parameters. The efficiency of this method allows us to apply it not only to the main cosmological parameters, but also to the derived and nuisance parameters, which is also positive. Once we build these plots we can obtain smoothed curves using some fitting or envelope formula and compute the uncertainties of the parameters with the PD method, using \cite{51}, exactly as we have done in the example of Sec. III B.

In the next section we apply this methodology to the study of four different cosmological models and discuss the impact of marginalization on each of them.

C. Results

In this section we present the results for the \( \Lambda \)CDM (Sec. III C 1), EDE (Sec. III C 2), CDE (Sec. III C 3) and the BD-\( \Lambda \)CDM (Sec. III C 4). We consider in all cases a perturbed flat Friedmann-Lemaître-Robertson-Walker (FLRW) spacetime, and a massive neutrino of 0.06 eV. We do not perform an exhaustive study of the physics behind each model, since this has been already done in dedicated papers in the literature, cf. the corresponding references in each section. Here we just want to compare the results obtained with the marginalization and PD methods, obtained directly from the MC Markov chains, see whether volume effects play a role or not and, if so, quantify their impact.

1. \( \Lambda \)CDM

We present our main results for the concordance model in Fig. \[4\] and Table I. In Fig. \[4\] we show the plots of \( \Delta \chi^2_{\text{min}} \) obtained from the MC Markov chains for the six main parameters of the model, namely, the reduced density parameters for baryons and cold dark matter (CDM), \( \omega_b \) and \( \omega_{\text{cdm}} \), the reionization depth, \( \tau \), the spectral index of the primordial power spectrum, \( n_s \), the \textit{rms} of mass fluctuations at scales of \( R_s = 8h^{-1} \) Mpc, \( \sigma_8 \), and the Hubble parameter, \( H_0 \). We use the Planck2018 and Planck2018+SNIa+BAO datasets. The curves in Fig. \[4\] are a bit noisy for the reason explained in Sec. III B. We smooth them using the fitting formula

\[
\Delta \chi^2_{\text{min}}(p) = a(p - p_{\text{fid}})^2 + b(p - p_{\text{fid}})^3, \tag{13}
\]

where \( p \) is the parameter of interest, \( p_{\text{fid}} \) is the value leading to \( \Delta \chi^2_{\text{min}}(p_{\text{fid}}) = 0 \), and \( a \) and \( b \) are the fitting coefficients, whose values obviously depend on the parameter under study. The second term in the \textit{rhs} of \( \text{(13)} \) allows for some departure from Gaussianity. We also include the shape of the fitting formula in Fig. \[4\] for comparison, and the plots of the ratios \( \frac{\text{cdf}}{\text{pdf}} \), \( R(p) = \exp(-\Delta \chi^2_{\text{min}}(p)/2) \). The fitting formula \( \text{(13)} \) naturally produces an underestimation of the parameter uncertainties due to the fact that it is not an exact envelope of the PD. This can be compensated in an empirical (approximate) way by considering an additional contribution to the uncertainties equal to twice the size of the bins, which is the typical period of the oscillations caused by the noise. In Table I we compare the results obtained with the marginalization and PD methods. There are no significant differences between them, since the PDF for the \( \Lambda \)CDM parameters is very close to a multivariate Gaussian. Our
results resonate perfectly well with those found by the Planck collaboration using the 2013 likelihood [22]. Notice that we also show the results for the \( \sigma_{12}/S_{12} \) instead of \( \sigma_8/S_8 \). For instance, in the ΛCDM the tension seems to be a bit lower in terms of \( \sigma_{12}/S_{12} \), although this is difficult to judge in a precise way, since weak lensing and galaxy surveys do not provide constraints on these quantities. We show these values for completeness in some of our tables, together with the absolute magnitude of SNIa, \( M \), and the sound horizon, \( r_d \). The latter help us to understand the status of the \( H_0 \) tension in the context of the various models under study. Volume effects have no impact on the cosmological tensions in the ΛCDM, since marginalization does not introduce any important shift in the central values and uncertainties of its cosmological parameters.
the scalar, i.e. when the expansion rate of the universe is much larger than the mass of the cosmological constant. Deep in the radiation-dominated epoch, when the expansion dominates, the condition for the scalar field, usually expressed as \( \theta = \theta_{ini} \), is satisfied.

\[
\frac{\dot{\varphi}}{f} + 3H\varphi + \frac{\partial V}{\partial \varphi} = 0, \tag{15}
\]

governs the dynamics of the scalar field, with the dot denoting a derivative with respect to the cosmic time. Deep in the radiation-dominated epoch, when the expansion rate of the universe is much larger than the mass of the scalar, i.e. when \( H \gg m \), the scalar field is frozen and the potential remains basically constant. Hence, we can safely take the initial condition \( \dot{\varphi}_{ini} = 0 \). The scalar field starts to evolve when \( H \sim m \). At that time it rolls down the potential and eventually oscillates around the minimum, making its energy density to decay faster than radiation. After the decay the model simply reduces to the concordance model, with \( V(\varphi) \approx V_0 \).

This EDE model has been intensively studied in the last years as a possible solution to the Hubble tension \[3, 4\]. If the constant value of the potential during the radiation-dominated era is sufficiently large, and if the parameter \( m \) is tuned such that \( m \sim H(z_{eq}) \), with \( z_{eq} \) the redshift at the matter-radiation equality time, one can produce a peak in the EDE fraction close to \( z_{eq} \), at \( z_{max} \), that can give rise to a decrease of the sound horizon \( r_d \) and lead, in turn, to larger values of the Hubble function in the late-time universe, which is required to keep the position of the first peak of the CMB temperature anisotropies and the good description of the BAO data. The presence of EDE before the decoupling of the CMB photons produces an enhancement of the early integrated Sachs-Wolfe (iSW) effect, which has to be compensated by an increase of \( \omega_{cdm} \) and \( n_s \), see e.g. \[54\].

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Parameter & Marginalization & Planck 2018 & Planck18+SN1a+BAO & Marginalization & PD
\hline
\( \omega_b \) & 0.02238 \pm 0.00015 & 0.02233 \pm 0.00013 & 0.02247 \pm 0.00014 & 0.02252 \pm 0.00012 & \\
\( \omega_{cdm} \) & 0.1204 \pm 0.0012 & 0.1204 \pm 0.012 & 0.1190 \pm 0.0008 & 0.1189 \pm 0.0007 & \\
\( n_s \) & 0.966 \pm 0.004 & 0.967 \pm 0.004 & 0.968 \pm 0.004 & 0.966 \pm 0.004 & \\
\( \tau \) & 0.055 \pm 0.008 & 0.055 \pm 0.008 & 0.058 \pm 0.007 & 0.062 \pm 0.007 & \\
\( \sigma_8 \) & 0.814 \pm 0.006 & 0.814 \pm 0.006 & 0.811 \pm 0.006 & 0.810 \pm 0.006 & \\
\( H_0 \) [km/s/Mpc] & 67.4 \pm 0.6 & 67.4 \pm 0.6 & 68.0 \pm 0.4 & 68.1 \pm 0.4 & \\
\hline
\([r_d]\) [Mpc] & 146.92 \pm 0.27 & 147.01 \pm 0.26 & 147.18 \pm 0.22 & 147.17 \pm 0.20 & \\
\( M \) & - & - & -19.408 \pm 0.010 & -19.403 \pm 0.010 & \\
\( S_8 \) & 0.832 \pm 0.013 & 0.833 \pm 0.014 & 0.818 \pm 0.010 & 0.816 \pm 0.009 & \\
\( \sigma_{12} \) & 0.807 \pm 0.009 & 0.808 \pm 0.008 & 0.790 \pm 0.007 & 0.798 \pm 0.007 & \\
\hline
\end{tabular}
\caption{Comparison between the constraints obtained with the marginalization and PD methods for the ΛCDM, using the Planck 2018 and Planck18+SN1a+BAO datasets. For the marginalization method we list the mean and 1σ uncertainties of the main cosmological parameters, together with some derived and nuisance parameters of interest. For the PD method, instead, we show the values at the peak of the one-dimensional PDs, and the corresponding 1σ uncertainties. Both methods lead to very similar results, cf. Sec. \textsection III C 1 for details.}
\end{table}

2. **Early dark energy**

We consider a self-conserved scalar field minimally coupled to gravity with the following potential,

\[
V(\phi) = V_0 + m^2 f^2 \left[ 1 - \cos \left( \frac{\phi}{f} \right) \right]^3, \tag{14}
\]

with \( m \) and \( f \) being the two parameters of the theory (both with dimensions of mass in natural units), typically satisfying \( m^2 f^2 \gg V_0 \), and \( V_0 \) close to the value of the energy density associated to the cosmological constant \( \Lambda \) in the standard model. They have to be considered together with the six ΛCDM parameters and the initial condition for the scalar field, usually expressed as \( \theta_{ini} \equiv \phi_{ini}/f \). The modified Klein-Gordon equation

\[
\ddot{\phi} + 3H\dot{\phi} + \frac{\partial V}{\partial \phi} = 0, \tag{15}
\]

governs the dynamics of the scalar field, with the dot denoting a derivative with respect to the cosmic time. Deep in the radiation-dominated epoch, when the expansion rate of the universe is much larger than the mass of the scalar, i.e. when \( H \approx m \), the scalar field is frozen and the potential remains basically constant. Hence, we can safely take the initial condition \( \dot{\phi}_{ini} = 0 \). The scalar field starts to evolve when \( H \approx m \). At that time it rolls down the potential and eventually oscillates around the minimum, making its energy density to decay faster than radiation. After the decay the model simply reduces to the concordance model, with \( V(\phi) \approx V_0 \).

As recently pointed out by the authors of \[24\], volume effects can have a sizable impact on the determination of the confidence intervals of the maximum fraction of EDE, \( f_{ede} \), allowed by the data. They found \( f_{ede} = 0.072 \pm 0.036 \) at 68\% c.l. using the PD method and the Planck 2018 and the BOSS DR12 full-shape likelihoods, whereas the authors of \[26\] found no peak at all for \( f_{ede} \) with the marginalization method, \( f_{ede} < 0.072 \) at 95\% c.l.

\[\text{See also} \ [58, 59], \ [\text{for the results obtained with the latest data release of the Atacama Cosmology Telescope} \ [60].}\]
FIG. 5. Comparison between the results obtained with the marginalized posteriors (in black) and the PDs (in red) for several parameters listed in Table II for the EDE model. In the first, third and fifth rows of this figure we show the original and reconstructed profiles of $\Delta \chi^2$, whereas in the second, fourth and sixth rows we present the corresponding reconstructed distributions. Important ($\sim 1\sigma$) shifts are manifestly visible in most of these distributions. $H_0$ is expressed in km/s/Mpc, and $r_d$ in Mpc.

Here we reanalyze the EDE model using the Planck18+SNIa+BAO dataset, and report the constraints obtained directly from our MC Markov chains with the marginalization and PD methods, not only for $f_{\text{ede}}$, but also for the other parameters of the theory. Previous works in the literature have only provided PD constraints on $f_{\text{ede}}$ [24]. Instead of using $(f, m)$ as input parameters we have implemented a shooting method to use $(f_{\text{ede}}, z_{\text{max}})$, with the flat priors $f_{\text{ede}} \in [0, 1]$ and $z_{\text{max}} \in [10^3, 2 \cdot 10^4]$. For a dedicated study on the impact that this choice has on the marginalized posteriors see [55]. For $\theta_{\text{ini}}$ we also use a flat prior, $\theta_{\text{ini}} \in [0, \pi]$. 
Our main results are presented in Table II and in Figs. 5 and 6. In Table II we show the values of the parameters at the peaks of the one-dimensional marginalized posteriors and the PDs, together with their uncertainties. The marginalized value of the maximum EDE fraction reads, \( f_{\text{ede}} < 0.048 \) at 1σ c.l. Conversely, with our PD method we find a \( \sim 2.5\sigma \) departure from the ΛCDM, \( f_{\text{ede}} = 0.052^{+0.022}_{-0.021} \). The statistical significance of these results are very similar to those reported previously in [24] [26], although in our case we find the PD to peak at a somewhat smaller value. This parameter controls the departure of this EDE model from the standard model. When \( f_{\text{ede}} \approx 0 \) we retrieve the ΛCDM, regardless of the values of \( \theta_{\text{iini}} \) and \( z_{\text{max}} \). Thus, there is a large volume fraction in parameter space that sticks to the concordance model, which still explains pretty well the data. This introduces volume effects, giving more weight to lower values of \( f_{\text{ede}} \) in the marginalized posterior, and has also a direct impact on other parameters. The central value of \( H_0 \) obtained with the PD method is 1σ larger than the one obtained with the marginalization approach. They read \( 68.4^{+1.3}_{-1.0} \) (marg.) and \( 69.8^{+0.9}_{-1.0} \) km/s/Mpc (PD). This, in turn, is accompanied by important shifts in related quantities, since larger values of the Hubble parameter require lower values of \( r_d \) and larger values of \( M \) to ensure a good fit to the CMB+BAO and SNIa data, respectively. The parameters \( r_d \) and \( M \) still lie inside the range allowed by the low-redshift data, though [61]. The aforesaid shifts can be easily appreciated in Fig. 5. Some parameters, as \( \omega_r \) or \( \tau \), do not seem to be extremely sensitive to the marginalization effects, but others, as those already mentioned before, exhibit important differences. This is also true for \( \omega_{\text{cdm}} \), which has a peak at much larger values in the PD, simply because it is associated to the peak of \( f_{\text{ede}} \), which demands more dark matter to mitigate the increase of the early ISW effect. The uncertainties computed with our PD method are not exact, but the level of precision is sufficient to assess the impact of volume effects on our results. A more accurate analysis would require, of course, the exact computation of the PDs making use of efficient minimization routines, as in [24].

The Hubble tension is significantly alleviated when studied in terms of the PD. The value of \( H_0 \) lies \( \sim 2.3\sigma \) below the last SH0ES measurement, \( H_0,\text{SH0ES} = (73.04 \pm 1.04) \) km/s/Mpc [44]. We can also quantify the tension by comparing the value of the absolute magnitude of SNIa obtained in our PD analysis, \( M = -19.352 \pm 0.025 \), with the one measured by SH0ES in the first steps of the distance ladder, making use of Cepheids and other calibrators, \( M_{\text{SH0ES}} = -19.253 \pm 0.027 \) [43]. The tension goes up to the 2.7σ c.l. in this case. The Hubble tension does not have in general the same statistical significance when assessed in terms of \( M \) and \( H_0 \) as it was already pointed out in [53]. There are differences for the ΛCDM as well, where the Hubble tension reaches the 4.5σ (\( H_0 \)) and 5.2σ (\( M \)) c.l. if we use the results obtained with the Planck18+SNIa+BAO dataset, cf. Table I.

The distance ladder measurement from [62] obtained with the tip of the red giant branch (TRGB) method, \( H_0,\text{TRGB} = (69.8 \pm 1.7) \) km/s/Mpc, has a central value that coincides almost exactly with the EDE PD result, but the statistical tension between the ΛCDM result for the Hubble parameter and \( H_0,\text{TRGB} \) is also derisory in this case (< 1σ).

The assessment of the statistical tension with the LSS data is considerably more subtle and tricky for a number of reasons that we will comment in this and subsequent paragraphs. First, we clearly observe that all the LSS estimators in ULA are slightly higher than in the ΛCDM, except \( \sigma_{12} \) (cf. again Tables I and II). Let us try to understand why before rushing to conclusions. As explained before, the parameters \( \sigma_8 \) and \( S_8 \) are quite sensitive to \( H_0 \) because its value sets the scale that enters the window function in the computation of the \( \sigma_{\text{rms}} \) of mass fluctuations [52]. The fact that the typical values of the Hubble parameter are larger in this EDE model than in the ΛCDM contributes to increase the differences in these parameters obtained from the two models, being the ones in EDE larger. Conversely, \( \sigma_{12} \) is computed at a fixed scale, and its values are quite similar in both models. This is telling us that EDE is actually able to keep similar amplitudes of the matter power spectrum to the ΛCDM while keeping also a good fit to the Planck18+SNIa+BAO data, even for relatively high values of \( f_{\text{ede}} \sim 0.05 \). This does not contradict what we have explained previously. The model needs higher

### Table II. Constraints on the parameters of the EDE model discussed in Sec. II C 2

| Parameter | Planck18+SNIa+BAO | Marginalization | PD |
|-----------|-------------------|----------------|-----|
| \( \omega_b \) | 0.02265 ± 0.00026 | 0.02273 ± 0.00002 | |
| \( \omega_{\text{cdm}} \) | 0.1203 ± 0.0016 | 0.1241 ± 0.0002 | |
| \( \tau \) | 0.971 ± 0.005 | 0.979 ± 0.008 | |
| \( \sigma_8 \) | 0.816 ± 0.003 | 0.822 ± 0.003 | |
| \( H_0 \) [\( \text{km/s/Mpc} \)] | 68.4 ± 1.5 | 69.8 ± 1.9 | |
| \( f_{\text{ede}} \) | < 0.048 | 0.052 ± 0.02 | |
| \( \theta_{\text{iini}} \) | > 2.2 | > 2.3 | |
| \( z_{\text{max}} \) | (3.9 ± 1) × 10^4 | (4.2 ± 1) × 10^4 | |
values of $\omega_{\text{cdm}}$ to compensate the effects introduced by EDE in the pre-recombination epoch, of course, but in order to keep the good fit to the low-redshift data, e.g. SNIa, the model also increases the value of the cosmological constant $\Lambda_0$. This keeps the pressureless matter and DE fractions, $\Omega_m(a)$ and $\Omega_{\text{de}}(a) = 1 - \Omega_m(a)$, at low redshifts close to the ones found in the $\Lambda$CDM, and leads to similar levels of the growth of matter perturbations in the late-time expansion, since the matter density contrast $\delta_m = \delta_{\rho_m}/\rho_m$ is ruled by the following equation at subhorizon scales,

$$\delta_m''(a) + \frac{3}{2a} \delta_m'(a) [2 - \Omega_m(a)] - \frac{3}{2a^2} \Omega_m(a) \delta_m(a) = 0. \quad (16)$$

which depends only on $\Omega_m(a)$, as in the standard model. The primes in Eq. (16) denote derivatives with respect to the scale factor. The quantity $S_{12}$, instead, is sensitive to $\sigma_{12}$ and also to the current matter energy density, which is higher in EDE for the reason discussed before. This is why the value of $S_{12}$ is a bit larger than in the $\Lambda$CDM.

Here we do not analyze EDE under alternative datasets and, in particular, we do not study explicitly the impact of the LSS data. Nevertheless, we can make use of the results obtained with the Planck18+SNIa+BAO dataset to discuss some additional aspects related to the cosmological tensions. Fig. 6 will help us in this task. It shows the values of $(H_0, S_8, \omega_{\text{cdm}}, n_s, \sigma_{12}, V_0)$ associated to $\chi^2_{\text{min}}(f_{\text{ede}})$, as a function of $f_{\text{ede}}$. In other words, for each value of $f_{\text{ede}}$, we look for the minimum $\chi^2$ in our Markov chain and save the parameters $(H_0, S_8, \omega_{\text{cdm}}, n_s, \sigma_{12}, V_0)$ that lead to that minimum. Then we plot the dependence of each of these parameters with the maximum EDE fraction. The resulting curves are, again, a little bit noisy, since they are built directly from the chains, which have a limited number of points. In all cases, though, it is clear that they approximately follow a linear relationship. We have fitted a straight line, and plotted the result in red also in Fig. 6. There exists a positive correlation between all these parameters, although the one between $f_{\text{ede}}$ and $\sigma_{12}$ is extremely small. The orange bands indicate the borders of the $1\sigma$ and $2\sigma$ regions obtained using the Planck18+SNIa+BAO dataset. The top left plot shows $H_0(f_{\text{ede}})$. There we can appreciate in a more visual way the $2.3\sigma$ tension with the value of the Hubble parameter measured by SH0ES that we have discussed above. Notice also that reaching the SH0ES $1\sigma$ region ($\sim 72 \text{ km/s/Mpc}$) requires $f_{\text{ede}}$ to increase up to $\gtrsim 0.13$, which is certainly not favored by our dataset. This would force $\omega_{\text{cdm}} \gtrsim 0.133$ and $n_s \gtrsim 0.995$, and values of $S_8 \gtrsim 0.84$. The combined tomographic weak gravitational lensing analysis of the Kilo Degree Survey (KiDS + VIKING-450) and the Dark Energy Survey (DES-Y1), carried out under the assumption of the $\Lambda$CDM, led to the measurement $S_8 = 0.762^{+0.025}_{-0.024}$ [62]. More recently, a joint analysis of the cross-correlations of galaxy positions and shears from DES-Y3 with CMB lensing maps from Planck and the South Pole Telescope (SPT) has given rise to a measurement with even a smaller central value, but with slightly larger uncertainties, $S_8 = 0.73^{+0.04}_{-0.03}$ [64]. The EDE model under study does not seem to be capable of explaining these low values of $S_8$, while alleviating simultaneously the $H_0$ tension [55]. These tensions remain at best at $2 - 3\sigma$ c.l. At least, when the full Planck 2018 likelihood is considered. The addition of LSS data would make us obtain slightly lower values of $S_8$, but at the expense of worsening the Hubble tension. This conclusion was also reached in the tomographic study of [54], using a more general fluid parametrization of a self-conserved EDE component with $c_s^2 = 1$. See also [64] for a similar study, in which the authors used a different binning approach, leaving also the EDE sound speed free in the MC; or [66] for the effect of curvature and a late-time dark energy dynamics. However, we should bear in mind that the aforementioned measurements of $S_8$ have been carried out assuming the $\Lambda$CDM, i.e. they are not model-independent. In the context of models with more parameters we expect the observational uncertainties to

![FIG. 6. The values of $(H_0, S_8, \omega_{\text{cdm}}, n_s, \sigma_{12}, V_0)$ associated to $\chi^2_{\text{min}}(f_{\text{ede}})$, as a function of $f_{\text{ede}}$. In black we show the straight lines obtained from the corresponding linear fits (in red), and show in all cases (in orange) the borders of the $1\sigma$ and $2\sigma$ bands of $f_{\text{ede}}$ obtained from its PD. In the top left plot we include the central value (dashed line, in blue) and the border of the $2\sigma$ region (thick line, also in blue) of the last SH0ES measurement, $H_0 = (73.04 \pm 1.04) \text{ km/s/Mpc}$ at $2\sigma$ c.l. [43]. See the comments in the main text, in Sec. [11C2.](\text{footnote})
increase and the tension to be smaller. Actually, the plot $(f_{\text{ede}}, \sigma_{12})$ in Fig. 6 shows that the model is able to keep a reasonable amplitude of the linear matter power spectrum almost regardless of $f_{\text{ede}}$. This is due to the reason explained in the preceding paragraph. The model is able to select larger values of the cosmological constant $V_0$ (see the last plot in Fig. 6) and this allows to keep the energy fractions in the late-time universe close to the ones found in the standard model. According to these results, it seems that the model is able to decrease the Hubble tension without increasing the power of the matter fluctuations. It would be also very convenient to measure $S_{12}$ for the reasons discussed before, see again [24]. This quantity is linked to a fixed scale and might allow us to better disentangle the tensions in $H_0$ and the LSS or, at least, to better understand up to what extent they are intertwined.

If the TRGB measurement turned out to be closer to the true value of the Hubble parameter the $H_0$ tension would disappear in the context of this EDE model, and the $S_8$ one would be also small, below $2\sigma$. However, the $\Lambda$CDM would not perform much worse in this case. It would be still competitive.

The point that we want to remark the most in this paper is the impact of the marginalization effects on the results obtained from the MC chains, and their interpretation. Looking at the results of Table II and Fig. 5 it is clear that their impact is absolutely non-negligible in this EDE model. The marginalized posteriors basically underestimate the capability of EDE to explain the Planck18+SNIa+BAO data with larger EDE fractions, and this has an impact on the quantification of the cosmological tensions too. We agree with the authors of [24]. It is important to employ the PD method to get unbiased information about the fitting capability of the model and evaluate properly the statistical significance of the tensions.

3. Coupled dark energy

We consider a CDE model with a constant coupling $\beta$ between the dark energy scalar field $\phi$ and cold dark matter [11][12], which modifies the conservation equations of the two species with respect to the ones in the uncoupled scenario. At the background level they read as follows,

$$\ddot{\phi} + 3H \dot{\phi} + \frac{\partial V}{\partial \phi} = \beta \kappa \rho_{\text{cdm}} , \quad (17)$$

$$\dot{\rho}_{\text{cdm}} + 3H \rho_{\text{cdm}} = -\beta \kappa \rho_{\text{cdm}} \dot{\phi} , \quad (18)$$

with $\kappa = \sqrt{8\pi G} = \sqrt{8\pi}/M_P$ the inverse of the reduced Planck mass. $\beta$ is dimensionless. If we assume that the number of CDM particles is conserved throughout the expansion of the universe, equation (18) leads to a decay of their mass,

$$m_{\text{cdm}}(z) = m_{\text{cdm}}(z = 0)e^{-\beta z \left[\phi(z=0) - \phi(z)\right]} . \quad (19)$$

We use the Peebles-Ratra potential [5][9].

$$V(\phi) = V_0 \phi^{-\alpha} , \quad (20)$$

where $V_0$ is a constant with dimensions of energy to the $4 + \alpha$ in natural units, and $\alpha > 0$ a dimensionless constant. This model has been discussed in detail both from the theoretical and phenomenological perspectives in a series of dedicated papers in the past, see e.g. [7][12]. For studies on CDE with alternative potentials, see also [10][67][70]. Here we summarize some of its basic features, and refer the reader to these references for more details.

During the radiation-dominated epoch the scalar field is almost frozen. The potential [21] is in charge of the late-time acceleration of the universe, so $V_0 = O(0.1 M_P^2 H_0^2)$ and, hence, many orders of magnitude lower than the radiation energy density during that era. In addition, $\alpha \ll 1$ in order the potential to behave close enough to a cosmological constant. Therefore, the scalar field potential does not play any role at large redshifts. On the other hand, the coupling does not become relevant until the matter-radiation equality time, when the CDM energy density starts to compete with the radiation one. Hence, for $z \gg z_{eq}$ $\phi$ remains constant in good approximation. At $z \sim z_{eq}$ the coupling enters into play and the mass of the CDM particles starts to decay in more or lesser extent depending on the value of $\beta$. This is regardless of its sign, so we can consider only $\beta > 0$ in our MC runs, to simplify the analysis and speed up the convergence of the Markov chains.

4 Notice that the constants $\alpha$ and $\beta$ used in this CDE model have nothing to do with the ones employed in the example of Sec. [11] The constant $V_0$ is also different from the one used in Sec. [14][22]
During the matter-dominated era, there is a scaling solution for the dark energy density that gives rise to a plateau in the dark energy fraction \( \Omega_\phi \approx 2\beta^2/3 \) \cite{12}. It is absent when there is no interaction in the dark sector, i.e. when \( \beta = 0 \). Due to the fifth force between the CDM particles, which is mediated by the scalar field, there is an enhancement of the matter energy density perturbations. This is clear from the equation that governs the evolution of the CDM density contrast \( \delta_{\text{cdm}} = \delta \rho_{\text{cdm}}/\rho_{\text{cdm}} \) at subhorizon scales,

\[
\ddot{\delta}_{\text{cdm}} + (2H - \beta \dot{\kappa} \phi) \dot{\delta}_{\text{cdm}} - 4\pi G(\rho_b \delta_b + \rho_{\text{cdm}} \delta_{\text{cdm}}(1 + 2\beta^2)) = 0.
\]

The friction term decreases and the Poisson term increases when \( \beta \neq 0 \) because both, \( \beta \dot{\phi} > 0 \) and \( \beta^2 > 0 \). Apart from this, for fixed current \( \rho_{\text{cdm}} \) the dark matter fluctuations start to grow sooner due to the increase of \( m_{\text{cdm}} \) in the past. All these facts make dark matter to cluster more efficiently. The aforementioned scaling solution corresponds to an unstable (saddle) fixed point, so the scaling regime is broken at some point, when the scalar field potential is of the same order of the matter energy density. At late times, the (mild) dynamics of \( \phi \) is controlled mainly by the potential \( 20 \), and dark energy behaves as quintessence.

This model also allows to decrease the sound horizon at the baryon-drag epoch making use of the coupling to increase the mass \( m_{\text{cdm}} \) around the recombination time, what in turn (and in principle) can lead to larger values of \( H_0 \). However, by increasing \( \beta \) we also get an enhancement of the matter power spectrum, which tends to worsen the tension with the LSS data, see e.g. \cite{10}. This effect can be partially compensated by an increase of the late-time (quintessence) dynamics, but it limits the ability of the model to explain larger values of the Hubble parameter.

Here we reanalyze the fitting performance of this CDE model using the marginalization method with the Planck18+SNIa+BAO dataset, and compare the results with those obtained with the PD method to check whether volume effects have a sizable impact in this case. This has not been studied before in the literature. Apart from the \( \Lambda \)CDM parameters we also vary \( \alpha, \beta \) and the initial conditions of the scalar field in our MC. It is important to remark that, in contrast to the EDE model studied in Sec. III C 2, in this CDE model we have two parameters that control the deviations with respect to the standard model, \( \alpha \) and \( \beta \). If we set \( \alpha = 0 \), dark matter and dark energy are coupled, but when dark matter becomes negligible due to the expansion of the universe the DE density tends to a constant, i.e. it has no dynamics at sufficiently large values of the cosmic time. If, instead, \( \beta = 0 \), the CDM and DE are uncoupled and we recover the original Peebles-Ratra quintessence model \cite{5, 6}. We retrieve the concordance model only in the joint limit \( \alpha \to 0 \) and \( \beta \to 0 \).

Our results are presented in Table III and Figs. 7 and 8. It is already evident from the numbers in Table III that the volume effects in this CDE model are not as
important as in the EDE model studied in the previous section. The largest impact is observed on the parameters $\beta$ and $H_0$, which are of course positively correlated due to the reason discussed above (cf. the first plot in Fig. 5). The peak of the one-dimensional PD of the coupling is located at $\beta = 0.040$, whereas the marginalized posterior peaks at $\beta = 0.032$. However, Fig. 7 shows that the two distributions are quite similar. For example, the mean values computed from them read $\beta = 0.031 \pm 0.011$ and $\beta = 0.030^{+0.016}_{-0.006}$, respectively. In both cases there is a $\lessgtr 3\sigma$ signal in favor of a non-null interaction in the dark sector, which comes mostly from the ability of the model to improve the description of the high-$l$ CMB temperature data with respect to the ACDM. Nevertheless, as mentioned before, these large values of $\beta$ increase the amount of LSS in the universe. At the best-fit point we find $S_8 = 0.829$ and $\sigma_{12} = 0.814$, which are larger than the values found in the previous models. The Hubble parameter, instead, is $\sim 1$ km/s/Mpc larger than in the standard model, according to the profile distribution. The Hubble tension with the SH0ES measurement remains, though, at $> 3\sigma$ c.l. This CDE model is not capable of alleviating significantly the cosmological tensions, and this is true even when the CMB lensing data from Planck is not included in the analysis. The latter tends to favor lower values of $\alpha$ and larger values of $\beta$. Both facts help to increase the LSS in the universe. Other LSS datasets, as redshift-space distortions, tend to prefer larger values of $\alpha$ and lower values of $\beta$ to lower the amplitude of the matter power spectrum. Contrary to the EDE model studied in Sec. \textbf{III C 2}, CDE cannot produce larger values of $H_0$ (let us say, $H_0 \gtrsim 70$ km/s/Mpc) by simultaneously keeping the amplitude of $P(k)$ at the level of the concordance model, see the lower plot of Fig. 8. The efficiency of the model is limited because the CDM mass at the last scattering surface is tightly constrained. Thus, the model cannot decrease significantly $r_d$ with respect to the values typically encountered in the ACDM, and the alleviation of the Hubble tension is therefore hindered.

Regarding the parameter that controls the dynamics of the dark energy at late times, $\alpha$, we can see from both, Table III and Fig. 5 that its value is compatible with 0, since $\alpha \lesssim 0.6$ at $1\sigma$ c.l., and this result does not depend on the method we use to compute the confidence intervals.

4. Brans-Dicke $\Lambda CDM$

Finally, we want to study the impact of volume effects also in the Brans-Dicke model $[13, 15]$ with a constant vacuum energy density, $\rho_\Lambda$ $[16, 21]$. The latter was absent in the original BD theory, but it is a minimal ingredient needed to trigger the late-time acceleration of the universe. The resulting model was coined BD-ACDM in $[18]$, in contraposition to the standard GR-ACDM studied in Sec. \textbf{III C 1}, which is built on the basis of General Relativity (GR). The action of this scalar-tensor theory of gravity reads, $\tilde{S}_{BD} = S_{BD} + S_m$, with

$$\tilde{S}_{BD} = \int d^4x \sqrt{-g} \left[ \frac{1}{16\pi} \left( R\psi - \frac{\omega_{BD}}{\psi} \partial^\mu \psi \partial_\mu \psi \right) - \rho_\Lambda \right],$$

and $S_m$ the action for the matter fields, which are not directly coupled to the BD scalar $\psi$. The BD field has dimensions of energy squared in natural units, and can be thought of as the inverse of the effective gravitational coupling, which in this model is dynamical. The modified Klein-Gordon equation that governs its evolution takes the following form in a flat FRW spacetime,

$$\ddot{\psi} + 3H\dot{\psi} = \frac{8\pi}{2\omega_{BD} + 3} (\rho - 3p),$$

where $\rho$ and $p$ are the total energy density and pressure in the universe, respectively. The BD parameter $\omega_{BD}$ controls the dynamics of the scalar field. In the limit $\omega_{BD} \to \infty$ the field $\psi$ has only a decaying mode. When it goes to zero the field tends to a constant, and if it is equal to $G_N^{-1}$, with $G_N$ Newton’s constant, the model reduces to the standard GR-ACDM. Cosmological observations already force $\omega_{BD} \gtrsim 300$ (see e.g. $[15, 19, 21]$), so it is useful to define the (small) quantity

$$\epsilon_{BD} = \frac{1}{\omega_{BD}} \ll 1,$$

which parametrizes the slow dynamics of $\psi$. We will provide our constraints on $[21]$, instead of $\omega_{BD}$. 
The various matter species filling the universe are self-conserved, as in the concordance model, and the modified Friedmann and pressure equations read, respectively,

\[ 3H^2 + 3H \frac{\psi}{\psi} - \frac{\omega_{BD}}{2} \left( \frac{\psi}{\psi} \right)^2 = \frac{8\pi}{\psi} \rho \]

and

\[ 2\dot{H} + 3H^2 + \frac{2}{\psi} + 2H \frac{\psi}{\psi} + \frac{\omega_{BD}}{2} \left( \frac{\psi}{\psi} \right)^2 = -8\pi \psi p. \]

The scalar field remains basically constant during the radiation-dominated era, since \( \rho - 3p = \rho_m \ll \rho_r \) in that period of the cosmic expansion, so the rhs of equation (23) is completely negligible. Once the scalar field reaches the constant solution it has no evolution until the matter-radiation equality time, when the field acquires some dynamics and starts to change with the expansion. If \( \epsilon_{BD} > 0 \) the scalar field grows, i.e. the effective gravitational coupling at cosmological scales decreases. Conversely, if \( \epsilon_{BD} < 0 \) the field decreases and the effective \( G \) grows with the cosmic time. For \( |\epsilon_{BD}| \ll 1 \) it evolves logarithmically with the scale factor, cf. [19].

Matter perturbations at deep subhorizon scales are ruled by the following equation for the total matter density contrast,

\[ \delta_m + 2H \dot{\delta}_m - \frac{4\pi}{\psi} \rho_m \delta_m \left( \frac{2 + 4\epsilon_{BD}}{2 + 3\epsilon_{BD}} \right) = 0. \]

Notice that the effective \( G = 1/\psi \) that enters the background expressions, e.g. the Friedmann equation (25), is not the same that controls the gravitational force between two test masses and the clustering at large scales, which reads,

\[ G = \frac{1}{\psi} \left( \frac{2 + 4\epsilon_{BD}}{2 + 3\epsilon_{BD}} \right), \]

cf. [19] for details. During matter domination, \( \delta_m \sim a^{1+\epsilon_{BD}} \). Thus, negative values of the parameter \( \epsilon_{BD} \) make matter to cluster less efficiently than in the standard model. On the other hand, a larger value of the effective \( G \) at cosmological scales can give rise to larger values of the Hubble parameter both, at early and late times, and this can alleviate the Hubble tension. Overall, this is also possible thanks to an increase of the spectral index \( n_s \), see [19].

The BD-ACDM has been confronted with observations multiple times in the last years [16–21]. For instance, in the most recent work [21] the authors showed that in the absence of the Planck 2018 high-l CMB polarization and lensing data, but still under a very rich dataset including the Planck 2018 full temperature and low-l polarization likelihoods, together with the state-of-the-art data on SNIa, BAO, cosmic chronometers and redshift-space distortions, it is possible to loosen the \( H_0 \) tension in the BD-ACDM, while keeping \( \sigma_8 \sim 0.790 \). They found \( H_0 = (69.30^{+1.38}_{-1.35}) \) km/s/Mpc without including the prior on \( H_0 \) from SH0ES [21] in the MC analysis, and \( H_0 = (71.23^{+1.01}_{-1.02}) \) km/s/Mpc considering it. The \( H_0 \) tension is lowered in these cases to \( \sim 2.2\sigma \) and \( \sim 1.2\sigma \) c.l., respectively. We refer the reader to [19] for a detailed discussion on theoretical aspects of the BD-ACDM model, the cosmological tensions, and fitting results obtained under a wide variety of datasets.

As mentioned before, the model typically needs negative values of \( \epsilon_{BD} \) to keep under control the \( \sigma_8 \) tension (with \( |\epsilon_{BD}| \sim 10^{-3} \)). Values of the effective \( G \sim 4-9\% \) larger than \( G_N \) are still allowed by the data, especially when the CMB lensing and high-l polarization data are not included. This allows to loosen the Hubble tension [19]. When the SH0ES prior is included in the analysis it is even found a departure of the cosmological \( G \) with respect to \( G_N \) at \( \sim 2.7\sigma \) c.l. [21]. However, the modified gravity effects should be screened in the Solar System to respect the local constraints that force the local values of \( \epsilon_{BD} \) and \( G \) to satisfy \( |\epsilon_{BD}| \lesssim 10^{-5} \) and \( G \approx G_N \). Suppressing the dynamics of the scalar field is relatively easy adding higher-derivative terms to the original action [22], e.g. using Vainshtein or K-mouflage screening mechanisms [73]. Explaining \( \gtrsim O(1\%) \) differences between the gravitational coupling at cosmological and local scales might not be so straightforward, see [73]. Here, though, we take for granted the existence of an efficient screening mechanism capable of retrieving standard GR in our vicinity\(^6\), as it was done in the previous works in the literature, and use the same Planck18+SNIa+BAO

| Parameter | Planck18+SNIa+BAO | BD-ACDM |
|-----------|------------------|---------|
| \( \omega_b \) | 0.02235 ± 0.00020 | 0.0228 ± 0.0014 |
| \( \omega_{cdm} \) | 0.1200^{+0.0014}_{-0.0011} | 0.1207^{+0.0009}_{-0.0012} |
| \( n_s \) | 0.964 ± 0.007 | 0.963 ± 0.007 |
| \( \sigma_8 \) | 0.824^{+0.001}_{-0.011} | 0.824^{+0.009}_{-0.012} |
| \( H_0 \) [km/s/Mpc] | 68.20^{+1.10}_{-1.00} | 68.02^{+1.05}_{-0.88} |
| \( \epsilon_{BD} \) | 0.0014^{+0.0013}_{-0.0012} | 0.0005^{+0.0016}_{-0.00096} |
| \( \varphi_{ini} \) | 1.010^{+0.024}_{-0.024} | 1.014^{+0.023}_{-0.024} |
| \( r_d \) [Mpc] | 147.88^{+0.95}_{-1.93} | 148.22^{+1.95}_{-1.89} |
| \( M \) | -19.41^{+1.13}_{-0.030} | -19.41^{+1.09}_{-0.030} |
| \( c(z = 0) \) | 1.020^{+0.037}_{-0.037} | 1.026^{+0.039}_{-0.039} |
| \( G/G_0 \) [10^{-11} yr^{-1}] | -1.61^{+1.31}_{-0.25} | -1.61^{+1.03}_{-0.25} |
| \( \sigma_{12} \) | 0.809^{+0.009}_{-0.010} | 0.812^{+0.010}_{-0.010} |
| \( S_{12} \) | 0.818^{+0.013}_{-0.014} | 0.820^{+0.014}_{-0.014} |

\(^6\) Another possibility would be to consider a very late-time transition of \( G \), happening at \( z \lesssim 0.01 \) [74], and leading to \( \psi(z = 0) = 1/G_N \) at present [73]. In this case the Hubble tension would be
FIG. 9. As in Fig. 7, but for the parameters ($\varphi_{\text{ini}}, \epsilon_{\text{BD}}, H_0, \sigma_8$) of the BD-ΛCDM. $H_0$ is expressed in km/s/Mpc. See the comments in Sec. III C 4.

The parameter space of the BD-ΛCDM model is composed by the six GR-ΛCDM parameters (cf. Sec. III C 1), together with $\epsilon_{\text{BD}}$ and the initial value of the scalar field, which we express in terms of the dimensionless quantity $\varphi_{\text{ini}} \equiv G_N \psi_{\text{ini}}$. The current value of the normalized scalar field $\varphi(z = 0) = G_N \psi(z = 0)$ is obtained as a derived parameter, and also the relative variation of the effective $G$ with the cosmic time evaluated at present, $\dot{G}/G$. Our main results are presented in Table IV and Figs. 9 and 10. Most of the parameters are not sensitive to the method employed to extract their constraints. For some of them, as $\epsilon_{\text{BD}}$, the peak obtained with the PD method is shifted with respect to the one obtained with the marginalization approach. However, these shifts are not statistically significant. We can conclude that volume effects do not introduce an important bias in the analysis of the BD-ΛCDM.

The model is able to produce considerably larger values of $H_0$ than the concordance model. This can be easily appreciated in Figs. 9 and 11. The model seems also able to explain larger values than CDE, in the right tail of the distribution, although performs worse than EDE concerning the Hubble tension, considering of course the Planck18+SNIa+BAO dataset. There is still a $\sim 2.5\sigma$ tension with SH0ES. The model has, though, some interesting features that we want to remark. The parameter $\varphi_{\text{ini}}$ is positively correlated with $\sigma_{12}$ and negatively correlated with $H_0$, see Fig. 10. This helps to fight simultaneously against the two tensions, with values of $\varphi_{\text{ini}} < 1$, especially when we remove the CMB high-$l$ polarization automatically solved, although one would need to explain still the cause of such an abrupt transition.
FIG. 11. Comparison of the marginalized posteriors (left plot) and PDs (right plot) of $H_0$ (in km/s/Mpc) for the four models studied in this paper. We also show the 1σ and 2σ vertical bands of the SH0ES measurement [44].

ACDM, cf. Fig. 6

If the CMB lensing and polarization data from Planck are subject to unaccounted systematics, the BD-ACDM cosmology could be an interesting option to alleviate the tensions [18, 19, 21]. If these datasets are not affected by systematics, it seems that EDE can perform better to explain the SH0ES measurement, although it is unable to produce a lower amplitude of the matter power spectrum. The exact phenomenological status of these models can vary depending on the dataset under consideration. It will be important to track in the future the new data and continue testing their performance. Here we have seen that marginalization effects can be relevant in some cases, also in the discussion of the cosmological tensions, and have explored a method that allows us to assess their impact in a fast way evaluating the profile distributions directly from the MC Markov chains.

IV. CONCLUSIONS

In this paper we have motivated the use of the one-dimensional profile distributions (PDs) as a means to compute the constraints on the model parameters in Bayesian analyses. We are forced to use Monte Carlo routines to sample multivariate distributions in high-dimensional parameter spaces. The marginalization procedure usually employed to obtain the confidence intervals of the parameters can induce a bias in the interpretation of the results that are encoded in the Markov chains, which cannot be quantified by just looking at the marginalized results. The profile distributions allow us to get rid of the volume effects, but their computation is expensive in terms of computational time, and this can be a problem when we are interested in many parameters. Preliminary Monte Carlo runs are needed to estimate the regions in parameter space where we expect to find the bulk of the probability and the best-fit point, to improve the efficiency of the PD method. We have shown that we can take advantage of these preliminary MC runs to estimate the PDs directly from the Markov chains. This can be done very fast, and inform us about the existence of biases introduced in the marginalization step, and also about the need to perform a more exhaustive (exact) PD analysis. Although the results obtained with the profile distributions built from the Markov chains are subject to some degree of noise, they already let us identify for which parameters the volume effects are important, without carrying out the full (exact) minimization procedure. We remark, though, that the latter is of course needed for a more precise estimation of the PDs and the uncertainties of the parameters that are derived from them. In particular, we point out that our method might lead in general to larger relative errors in the estimation of the minimum $\chi^2$ in the tails of the distributions, since the Monte Carlo does not spend enough time in these regions of parameter space. This is a problem that can be mitigated, though, by obtaining longer chains, whereas the marginalization issues persist regardless of their length. Our method can be applied to the main parameters that are varied in the Monte Carlo, but not only so. We can also apply it to the nuisance and derived parameters of interest, with no significant additional effort.

We have illustrated the potential impact of volume effects through a very pedagogical example in two dimensions, and how to solve the problem with the use of the PD method. Then, we have applied it to the analysis of four different cosmological models, namely, the standard ACDM, early dark energy (EDE), coupled dark energy (CDE), and Brans-Dicke cosmology with a constant vacuum energy density (BD-ACDM). We have used the full Planck 2018 likelihood together with the Pantheon compilation of supernovae of Type Ia and data on baryon acoustic oscillations to constrain these models. We have shown that the concordance model is basically unaffected by marginalization issues, as reported previously by the Planck 2013 collaboration [22]. For EDE, instead, they have a huge impact. We find a similar result to [24] for
the maximum EDE fraction. With the PD method we find $f_{\text{ede}} = 0.052^{+0.022}_{-0.021}$ at 1σ c.l., which is ~ 2.5σ away from the ΛCDM, i.e. from $f_{\text{ede}} = 0$. This is in contrast to the marginalized result, which clearly hides this peak, giving $f_{\text{ede}} < 0.048$ at 1σ c.l. We have also studied for the first time in the literature the impact of this issue on the other parameters of the theory, revealing important shifts in the distributions of $\omega_{\text{cdm}}$ and the parameters $(H_0, r_d, M)$, which are of utmost importance for the discussion on the Hubble tension. We have studied the status of the cosmological tensions in the context of the Planck+SN1a+BAO data, and have pointed out the significance of the cosmological tensions. We strongly recommend the use of the PD method to detect potential marginalization biases in MC studies. Our method offers the possibility of doing so in an efficient way.
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