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ABSTRACT

IP addresses and port numbers (network based identifiers hereafter) in packets are two major identifiers for network devices to identify systems and roles of hosts sending and receiving packets for access control lists, priority control, etc. However, in modern system design on cloud, such as microservices architecture, network based identifiers are inefficient for network devices to identify systems and roles of hosts. This is because, due to autoscaling and automatic deployment of new software, many VMs and containers consisting of the system (workload hereafter) are frequently created and deleted on servers whose resources are available, and network based identifiers are assigned based on servers where containers and VMs are running. In this paper, we propose a new system, Acila, to classify packets based on the identity of a workload at network devices, by marking packets with the necessary information extracted from the identity that usually stored in orchestrators or controllers. We then implement Acila and show that packet filtering and priority control can be implemented with Acila, and entries for them with Acila is more efficient than conventional network based identifiers approach, with little overhead on performance.
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1 INTRODUCTION

In a cloud platform, various types of software, such as VMs, containers and UNIX processes, run and work closely together to form a scalable software development and execution platform. Workload [33] is a concept for managing such various types of software comprehensively. VMs and containers are examples of the workload.

Various packet processing should be applied at network devices like routers and switches to secure the workload, such as packet filtering for discarding packets from unintended workloads, and bandwidth and priority control for surely transmitting important packets. Conventionally, network based identifiers such as IP addresses and port numbers are used to classify packets in network devices for identifying who is communicating, because a prefix of IP addresses represents a group of similar workloads, and port numbers are known. However, for inter-workload communications in a cloud platform, it is difficult to widely use network based identifiers for this purpose due to the following two reasons.

First, modern system design on cloud, such as microservice architecture[11], requires a large number and frequent updates of entries for classifying packets in network devices. Workloads of a system are frequently created and deleted due to autoscaling, deploying new software, etc, and each workload is created on servers where computing resources are available. Use of containers accelerates the speed of creation and deletion of workloads. In addition, IP addresses on each server are assigned based on the location of the server[1][27] on the network, and some of them will be reassigned to the workloads on the server, so the prefix of IP addresses does not represent a group of similar workloads. Furthermore, more and more types of workloads will be deployed due to the nature of microservice architecture, which divides a large application into multiple loosely coupled applications that communicate with each other.

Second, granularity of network based identifiers is sometimes too low to identify workloads at network devices. Small workloads such as UNIX processes or containers may share one IP address assigned to VM and use random source port numbers, thus workloads working as clients cannot be identified by IP addresses and port numbers.

At the same time, we have to consider the fact that many legacy systems, which are not orchestrated by the cloud controller, are sometimes essential for systems on the cloud when the legacy systems cannot be easily replaced. This
means network devices have to classify packets to/from many legacy systems and handle packets properly.

Overlay networks enable to assign IP addresses in the same prefix to multiple similar workloads. However, overlay networks incur additional overhead on the design of the system, e.g., network devices to process packets by access control lists (ACLs) must be placed on the overlay networks. This may hinder flexible system configuration changes, which is one of the benefits of the cloud. Service Mesh [20] represented by Istio [17] is a middleware that performs various processing such as access control to application level messages. This is achieved by intercepting and modifying packets at a proxy running along with each application, but Istio cannot prevent unintended packets processed at the proxy itself or OS.

This paper proposes Acila, a system to directly mark packets with the necessary information extracted from the identity of workloads, which mainly comes from orchestrators or controllers in the cloud, so that network devices can classify packets based on the identity of a workload. We assign a Service to workloads whose packets are processed in the same way in the network, which is derived from the identity of the workloads. Then, we add an identifier of the service (called SACL ID) to packets, and network devices classify packets based on SACL IDs for ACLs, bandwidth and priority control, etc. In this way, the number of entries can be decreased and there is no need to make any changes to entries even if a set of workloads associated with the same Service is changed.

We design and implement Acila, and we show that Acila can be applied to various use cases with two examples, packet filtering and priority control. The evaluation shows that mechanisms with Acila greatly reduce the burden of managing entries for classifying packets with little overhead on packet processing performance.

The contribution of this paper is summarized as follows.

- We design Acila, a system for Service-based packet classification by marking packets with information extracted from the identity of workloads that send and receive packets. By adding both Services of sender and receivers to packets, Acila can support not only containers and virtual machines, but also legacy systems through gateways.
- We demonstrate Acila has various applications with two examples, access control lists whose processing should be applied at somewhere on the path to the destination, and priority control whose processing should be applied at everywhere to the destination.
- We show that Acila greatly reduces the burden of managing entries for classifying packets by calculating necessary entries to be installed on the network devices, and comparing with the conventional network based identifier approach. The performance overhead caused by introducing Acila is small.

2 RELATED WORKS

Protocols There are many proposals to separate host identifiers and location identifiers to identify hosts regardless of locations where hosts are, such as HIP [26], Mobile IP [29] and LISP [12]. In our scenario, identifiers in each workload level are too detail for packet processing like packet filtering, bandwidth control and priority control, and the number of entries and update frequencies at network devices are still high.

We can build an overlay network using protocols like IPIP [28] and VXLAN [21], so that IP addresses with the same prefix are assigned to similar workloads, and entries can be aggregated by the prefixes in a cloud platform. On the other hand, entry management by prefixes may hinder flexible system configuration changes, which is one of the benefits of cloud platforms.

Guichard et al. [15] published a concept which inserts source and destination ‘Classes’ which is similar to our ‘Services’ into SRH [13], a packet format for segment routing in IPv6, so that network devices such as firewalls can identify Classes and reduce the number of entries. Their purpose is similar to us, but the published concept is still in the early stage, and there remain many undiscussed topics, such as detailed packet format, methods to assign Classes, and evaluation. Also, this protocol is built on SRH so segment routing needs to be deployed to the network.

Tools for data plane programmability like P4 [7] allows operators to specify how programmable network devices like Tofino [16] process packets. Thanks to this, it is now more realistic to process packets having our own packet format at line rate. We can utilize this tool for real deployment of the proposed method.

Access control for microservices on cloud SPIFFE [33] is a framework that manages the identities of workloads in a cloud platform. This authenticates various types of workloads, such as UNIX processes and containers, and gives a certificate of the corresponding identity to the workloads. SPIFFE assumes that workloads perform mutual authentication with endpoints by mTLS using its certificates, and Istio [17] implements access control in the same idea. In this approach, other than payload within mTLS, such as attacks to the kernel and codes to handle mTLS itself, is not protected.

Cilium [9] executes packet filtering and tracing based on the identity of workloads. Cilium adds identifier to packets about the identity of source workload at the source node, and applies actions to packets at the destination node. eZTrust [36] attaches similar identifiers to packets. The identifiers can
be mapped to more information than Cilium’s one. Such information includes process ID, UID and others captured by in-kernel tracers, and is stored in the centralized context map. Cilium and eZTrust attaches some identifiers related to the source workload only. However, for network devices to apply ACLs, priority and bandwidth control, etc, information related to the destination is also required to identify the type and importance of the traffic. We propose to add information about the identity of both workloads, at the source and the destination, to packets so that we can perform such processing within the network as well as end hosts.

3 A PREMISE OF CLOUD PLATFORM

3.1 Workloads and Labels

A piece of running software that provides a single function is called a workload [33]. For example, in IaaS (Infrastructure as a Service), a VM provided to users from the cloud administrator or a UNIX process or a container in the VM can be a workload. In CaaS (Container as a Service), a pod in Kubernetes or a container can be a workload.

As shown in Figure 3, a workload can be identified from outside of the workload by the IP address, the listening port number, UNIX process information (e.g. UID), etc., and a combination of these.

Administrators of workloads (or cloud users) assign labels to the workloads for management purposes. Labels contain metadata about the workload, e.g., customer, service name, role and version, and each label consists of a key and a value. Typical cloud platforms already have such kind of labels in their cloud orchestrators as metadata of the workload, assigned by cloud administrators or the users. For example, Kubernetes [32] has metadata of workloads in the form of a set of key and its values. When such kind of information is not available or too coarse, we assume that further information is provided directly from the cloud administrators and the users.

3.2 Trust Model in a Cloud Platform

As shown in Section 3.1 and Figure 1, workloads are categorized to several types according to administration privileges that the cloud administrator allows a user to have. In this paper, entities managed by the cloud administrator are treated as trustworthy, while those managed by cloud users are not treated as completely trustworthy.

For example, in IaaS, the cloud administrator deploys a VM and provides it to cloud users, and the users manage the VM. The cloud administrator can confirm that packets sent to and received from the VM are truly done by the VM, but payloads of the packets cannot be trusted because the cloud user can change the payloads of the packets from the VM. Therefore, there is no reliable way for the cloud administrator to identify workloads inside VMs such as UNIX processes and containers, and they have to rely on the users to identify them. In CaaS, the cloud administrator can reliably identify workloads running as containers because the infrastructure that runs containers are managed by the cloud administrators.

3.3 Target Packet Processing

The proposed method targets packet processing that requires more metadata about workloads than network based identifiers to configure it. Such metadata includes owners of the workloads and roles in the system. The administrators use metadata to express policies indicating how to handle packets to/from workloads. In conventional network devices, administrators translate such policies into rules using network based identifiers, and install such rules and intended actions to be applied to packets into the devices.

For example when an administrator tries to configure that database servers are accessible only from application servers, the administrator translates the database servers and the application servers into a set of IP addresses, and installs packet filtering rules using IP addresses into network devices. Other examples include prioritizing traffic related to workloads whose response time is sensitive to the overall system performance, limiting bandwidth consumed by workloads that handle background jobs, etc.

The proposed method tries to remove the use of network based identifiers from such rules and to provide alternative identifiers, given the nature of the workloads on the cloud where usage of resources is elastically changed.

4 ACILA: ASSIGN WORKLOAD IDENTITY BASED IDENTIFIERS TO PACKETS

Figure 2 shows an overview of the proposed system, Acila. Acila Controller receives workload information and policies...
(if any) as input from cloud orchestrators and administrators. Acila Controller creates Services and SACL ID corresponding to each Service, and translates policies into rules using SACL ID. Then, the controller distributes workload information, SACL IDs and rules to SACL Gateways in network devices and servers, which act as a data plane handling packets with SACL ID.

This section explains handling SACL IDs including attaching them to packets. Policy is covered at Section 5.

### 4.1 Service

The identity of a workload is the information that characterizes the workload, which includes not only network based identifiers but also application types, application characteristics, versions, servers deployed on, etc., and such information is expressed as labels. This information varies according to workloads, but not all information is used to express policies by the administrators. Rather, the policies use a subset of labels to select workloads whose packets are processed in the same way. Service represents a subset of labels required to classify packets that the same actions are applied. Then we associate each workload with a Service based on its labels.

For example in Figure 3, given the same actions should be applied to the workloads whose labels are \{user: bob, group: 2\}, we create Service $\beta$ that has the same labels, and then assign workload 2 and workload 3 to Service $\beta$.

Network devices have to identify Services corresponding to the source and destination workloads. To do this, we add an identifier of the Service called SACL ID to packets. SACL ID is unique among all Services.

For simplicity, we assume that the labels associated with a workload and those associated with a Service have a one-to-one correspondence. Workloads with the same labels belong to the same Service. An example of the correspondence is shown in Figure 3.

The creation and assignments of Services are done in Acila Controller, which is an application that manages various data used in Acila. Once a workload is created or updated, such event is sent to Acila Controller with its labels. At this time, if a Service with the same labels already exists, the Service is assigned to the workload. Otherwise, Acila Controller creates a new Service corresponding to the labels and assigns it to the workload.

### 4.2 Adding SACL ID to Packets

An overview of adding SACL ID to packets sent from workloads is shown in Figure 4.

A workload is divided into a Client Workload (on the client-side) and a Server Workload (on the server-side) since the method of identifying workloads and adding SACL IDs greatly differs. Corresponding Services are called a Client Service and a Server Service. Acila Controller regards all workloads as Client Workloads. When any listen port number is specified in the condition for identification of workload, the controller recognizes that Server Workloads are also registered, assuming that it also acts as a server. In this case, the listen port number is excluded in the condition for identification.

SACL Gateway is an entity that adds and removes SACL IDs to/from packets. The SACL Gateway is logically in the middle of Client/Server Workloads and the rest of the network (called Client/Server Workloads are under the SACL Gateway), and has information of the Client Workloads and the Server Workloads that is necessary for adding SACL IDs to packets. For example, in the case of packet filtering, SACL Gateway holds the information of the Server Workloads that
are allowed to communicate from the Client Workloads under the SACL Gateway.

The processing of SACL Gateway is attached to the interface where each workload is connected and the cloud administrator manages. For example, when a VM is a workload, SACL Gateway will intercept and modify packets on the TAP interface through which the hypervisor host forwards packets to/from the VM or the physical interface of the hypervisor host.

The reason is available information to identify workloads and trustworthiness of SACL IDs in packets. When attaching the SACL Gateway on an interface near the workload, rich information that can only be known near the Client Workload, such as the Service IP in Kubernetes, is available to identify the Server Workload from the destination of a packet. This leads to precise identification of the Server Workload with a smaller number of entries in the SACL Gateway. On the other hand, when the SACL Gateway is installed in the area managed by the user, such as inside VMs or containers, the user may forge the SACL ID in packets, and the cloud administrator cannot trust the SACL ID in packets and additional mechanism to verify the SACL ID is necessary.

For devices that cannot implement SACL Gateway in it or external networks, network devices that support the extension of the SACL ID (e.g. programmable switches) should be installed and run as SACL Gateway.

**SACL Gateway Processing** When packets are sent from a Client Workload to a Server Workload, the Client SACL ID is added by identifying the Client Workload based on the source IP address, and the Server SACL ID is added by identifying the Server Workload based on the destination IP address and port number.

For the reverse direction, from a Server Workload to a Client Workload, it is difficult to identify the Client Workload from the packet because the port number used by the client is not known in advance. To solve the problem, the server-side SACL Gateway performs Connection Tracking (Contrack) [5] to find the Client SACL ID from network based identifiers in packets. Contrack remembers correspondences between the network based identifiers and the SACL ID of active connections between workloads.

SACL Gateway removes SACL ID from arriving packets and forwards them to the workloads.

**LID** Some Client Workloads, such UNIX processes in a VM managed by a user, cannot be identified only by the information that the cloud administrator has. The port number is not sufficient since the client uses random source port numbers. A connection is not stored in Contrack when the workload starts to send packets.

To identify such workloads, we have to use internal information in the computing resource managed by the user. For example, when a UNIX process in a VM managed by the user is defined as a workload, only the VM can identify which process sends packets. However, we do not want to put SACL Gateway into the VM because the SACL ID will become easily forged and untrustworthy.

For the above reason, we design a mechanism to partially delegate the trust of a SACL ID associated with a workload to the cloud user who manages the workload, in a way that only affects the user. This mechanism conveys the information for identifying the workload from the computing resource managed by the user to the SACL Gateway. The cloud administrator adds the SACL ID at the SACL Gateway using this information.

The computing resource that can identify the workload between the workload and the SACL Gateway, such as VM in the previous example, adds a temporary identifier of workload to the packets and conveys it to the SACL Gateway. The identifier is called LID (Local ID) and LID Marker is installed into the computing resources to add the LID to the packets. SACL Gateway prevents a malicious LID Marker from impersonating a workload that is not under the LID Marker by mapping a pair of LID Marker and LID to a Client Workload. This mechanism does not prevent the LID Marker from impersonating another Client Workload under the same LID Marker. Users can use LID Marker for finer-grained workload identification that cannot be done by the cloud administrator alone. Instead, the management of the LID Marker and the trustworthiness of LID are left to the user.

4.2.1 **Packet Format.** We use TLV (Type-length-value) in Hop-by-Hop Options of IPv6 [10] as the packet format for
transmitting SACL IDs. This is because IPv6 is being adopted in large-scale cloud data center networks, due to limited private IPv4 address space, and the following two reasons. Figure 5 shows the packet format whose SACL ID is 64 bit long.

**Flexibility** A field with a fixed length such as IPv6 flow labels [10] is not suitable since the bit length of SACL ID will be limited by such fields. TLV has a variable length so we can design SACL IDs with sufficient length according to the scale of a cloud platform and make future extensions easy.

**Compatibility** It is possible to reuse header fields defined by existing protocols such as VXLAN [21], Geneve [14] and MPLS [30] for adding SACL IDs to packets. However, network devices may perform unexpected interpretation and processing by values in header fields reused for different purposes.

Since IPv6 Hop-by-Hop Option is standardized as a part of IPv6, network devices can treat it as a normal IPv6 packet. Also, in the Hop-by-Hop Option (TLV), we can specify the action of the devices when the devices do not support the Type, with the first 2 bits of the Type. If the value is 00, the device will 'skip over this option and continue processing the header [10]. So even if the device is unaware of SACL ID, the device just ignores the SACL ID and continues processing, and the packet will not be discarded as an unknown protocol.

5 REALIZING TARGET PACKET PROCESSING TYPES WITH ACILA

This section explains how we can apply the proposed method to targeted packet processing types in Section 3.3, packet filtering and priority control as examples.

An entry in a network device is in the form of a set of (Client SACL ID, Server SACL ID, Value (Option)). Value indicates additional information such as priority.

### 5.1 Policy Management and Distribution

**Policy** is a set of rules to select a group of Client Workloads and a group of Server Workloads based on labels, and to specify actions or Values for actions applied to packets. Policy is basically registered and managed by cloud users. ABAC (Attribute-Based Access Control) [35] is used for this selection because ABAC has a high affinity with labels.

The users register a policy to select workloads based on their labels without being aware of the Services. Acila Controller interprets the policy to select appropriate Services, which is generated from the labels of the workloads.

In the following, we will describe the process inside Acila Controller. An overview and examples are shown in Figure 6.

![Figure 5: Packet format for transmitting SACL ID](image)

![Figure 6: Policy management and distribution](image)
IDs into packets. Acila Controller distributes the information of Server Workloads so that each SACL Gateway identify Server Workloads where the Client Workloads under the SACL Gateway may send packets.

### 5.2 Packet Filtering

When a Client Workload initiates a session, we enforce policies at the SACL Gateway on the server-side based on the SACL ID in the packet. Value is not used since Policy only needs to represent the client/server Services to be allowed to communicate.

SACL Gateways on the server-side (‘SACL Gateway (server-side)’ in Figure 4) filter out the packets from the Client Workload to the Server Workload. If this is done only on the client-side, all SACL Gateways on the client-side (‘SACL Gateway (client-side)’ in Figure 4) need to filter out packets correctly in order to prevent undesired access to one Server Workload. This may cause a delay until the policy is updated in the network. In the proposed method, only SACL Gateways that take care of the Server Workload, which is expected to be smaller than the number of client-side SACL Gateways, have to update the rules so the delay is expected to be shorter.

Packets in the reverse direction, from the Server Workload to the Client Workload, are handled by Conntrack as in Section 4.2. When the session has been already recorded in the Conntrack, the packet is allowed.

In addition, network devices on the network perform packet filtering. In this case, the devices that performs packet filtering based on the SACL ID, such as a programmable switch, needs to be installed between the SACL Gateway on the client-side and the server-side. This method is mainly for supporting connections to legacy systems that is not managed by the cloud orchestrators.

### 5.3 Priority Control

Priority control assigns a priority to packets based on the Services of both sides, and prioritizes packet processing on network devices. In this case, Policy consists of Selectors for the client/server Services to set the priority and a Value which represents the priority to be set. Acila Controller distributes entries consisting of (Client SACL ID, Server SACL ID, Value (Priority)) to all devices that enforce priority control based on SACL ID.

### 6 IMPLEMENTATION

We implemented a prototype system for packet filtering using the proposed method, including Service assignment to workloads, the addition of SACL IDs to packets. An overview is shown in Figure 7.

We add SACL ID to packets between VMs and perform packet filtering. Client Workload is a VM or a UNIX process in a VM and the Server Workload is a UNIX process in a VM. When the Client Workload is a UNIX process in a VM, the LID Marker is installed in the VM. SACL Gateway is installed in the hypervisor host of each VM. SACL ID is 64 bits long.

Each VM has an IPv6 address and is connected to each other including the hypervisor hosts via Linux Bridge.

SACL Gateway is implemented on the hypervisor host using eBPF [24]. The eBPF program adds Client/Server SACL ID to packets from VMs and filters out the packets to VMs based on the SACL IDs. It is attached to traffic control (tc) on the TAP interface connected to each VM. Also, we implement a simple Conntrack mechanism in the server-side SACL Gateway to store correspondence between network based identifiers and a SACL ID.

LID is set in the Hop Limit field of the IPv6 header [10] in the form of $LID \times 128 + 100$. Hop Limit is reset to the default in the SACL Gateway on the hypervisor host. LID Marker uses the UID of UNIX process to identify the Client Workload. LID Marker is implemented with eBPF, configured in tc on the interface which is the default gateway in the VM.

Acila Controller is implemented as a web server. For simplicity, we assume that the registering workload is divided into Client Workload and Server Workload in advance.

### 7 EVALUATION

We evaluate the proposed method in terms of the number of entries by simulation and the performance of SACL Gateway. We pick up priority control because, in order to perform priority control effectively, rules should be applied to all the network devices that packets pass through, and a larger number of entries are required compared to packet filtering and bandwidth control that can be applied only at SACL Gateway or network devices at the end.
7.1 The Number and Update Amount of Entries

This section evaluates how much the number of entries and their update amount can be reduced by introducing the proposed method.

Cloud Platform Assumption We assume a 3-tier CLOS network [3] [4] (Leaf-Spine architecture [31]) as the network topology in the cloud platform. This has been adopted in recent data center networks due to its ease of scale-out. Each physical server in a server rack is connected to a ToR (Top of Rack) switch in each server rack. Each ToR switch is connected to a leaf switch. All leaf switches are connected to all spine switches, and vice versa. We simulate the entries required for spine switches in addition to SACL Gateways since spine switches have entries covering all workloads or Services.

Here, each rack and physical server is denoted by $r_{i}$ and $m_{i}$, respectively. A set of racks, a set of servers in the network, and a set of servers in rack $r_{i}$ are denoted as $R$, $M$, and $M_{r_{i}}$, respectively.

Multiple VMs running in a physical server, and multiple workloads are on a VM. We denote each VM and each workload as $w_{i}$ and $w_{j}$ respectively. A set of all workloads, a set of VMs in physical server $m_{i}$ and a set of workloads on VM $w_{i}$ are represented as $W$, $V_{m_{i}}$, and $W_{w_{i}}$, respectively. The number of all workloads $|W|$ is calculated as

$$|W| = \sum_{r_{i} \in R} \sum_{m_{j} \in M_{r_{i}}} \sum_{w_{k} \in V_{m_{j}}} |W_{w_{k}}|$$

We assume that each workload is assigned an independent network based identifiers since we want to compare the number of entries in the case where both the conventional method using network based identifiers and the proposed method achieve the same priority control.

Each Service is denoted by $s_{i}$, and a set of all Services is denoted by $S$. The set of Server Services whose connections from a Client Service $s_{i}$ have configured a priority is denoted by $SS_{s_{i}}$. The set of Client Services where a Server Service $s_{i}$ accept connections with priority-controlled packets is denoted as $CS_{s_{i}}$.

A workload belongs to one Service. $W_{s_{i}}$ represents a set of workloads that belong to Service $s_{i}$. $e_{w_{i},w_{j}}$ shows the number of active connections between Client Workload $w_{i}$ and Server Workload $w_{j}$.

7.1.1 Conventional Network-identifier Based Approach. With conventional approach, an additional Conntrack table will be required in order to differentiate whether a packet is from a client to a server or vice versa. To avoid this differentiation, $CS_{s_{i}}$ and $SS_{s_{i}}$ are treated as the destination and source Services of packets instead of the Client and Server Services, respectively. An entry for priority control should be configured for each workload, and consists of the network based identifiers of the source workload and the destination workload, and priority value.

Since each spine switch is connected to all leaf switches, the number of workloads under a spine switch is equal to $|W|$. This value is the same among all spine switches.

We then discuss the number of entries required for a spine switch defined as $el$. Since we cannot distinguish the direction of packets, from client to server or vice versa, we assume that a priority is set to packets from the destination Service to the source Service when a priority is set to packets from the source Service to the destination Service, in order to align the conditions with the proposed method. In that case, a prioritized inter-workload communication is counted in both $CS_{s_{i}}$ and $SS_{s_{i}}$. The number of entries required for a workload is the total number of workloads belonging to each Destination Service that the workload makes connections to with priority configuration. Therefore, $el$ is as follows.

$$el = \sum_{w_{i} \in W} \sum_{s_{k} \in SS_{s_{j}}} |W_{s_{k}}|$$

Next, we consider the number of entries to be updated in a spine switch when there is a change in workloads, Services, or the priority between Services. Note that ‘update’ here includes the addition and removal of workloads and Services.

When a workload $w_{i}$ is created or deleted, the entries for the cases where the workload is at the source and at the destination are added or removed from a spine switch. Therefore, the number of entries to be updated at a spine switch, $elu_{w_{i}}$, is

$$elu_{w_{i}} = \sum_{s_{k} \in SS_{s_{j}}} |W_{s_{k}}| + \sum_{s_{k} \in CS_{s_{j}}} |W_{s_{k}}| \quad (W_{s_{j}} \ni w_{i})$$

Creation or deletion of a Service is always accompanied by creation or deletion of workloads, and there is no addition or removal in entries caused by the Service. Therefore, the number of updated entries per spine switch when Service $s_{j}$ is created or deleted, $elu_{s_{j}}$, is as follows.

$$elu_{s_{j}} = \sum_{w_{i} \in W_{s_{j}}} elu_{w_{i}}$$

When one priority between Services is updated, priorities in both directions should be set. For each direction, the number of updated entries per spine switch when the priority from Service $s_{i}$ to Service $s_{j}$ is updated, $elu_{w_{i}w_{j}}$, is as follows.

$$elu_{w_{i}w_{j}} = |W_{s_{j}}| * |W_{s_{i}}|$$

7.1.2 With Proposed Approach. We assume that SACL Gateways are installed on physical servers and spine switches apply priority controls using SACL ID. An entry for priority control on spine switches is in the form of (Client Service,
Destination Service, Priority) and is required for each Service.

A Client Service $s_i$ requires entries for each Server Service $(SS_{s_i})$, so the number of entries required for a spine switch ($es$) is as follows.

$$es = \sum_{s_i \in S} |SS_{s_i}|$$

Suppose that a SACL Gateway $g_i$ is installed on a server $m_i$. The number of elements in the set of workloads under SACL Gateway $g_i$, $\sum_{i \in W}_{g_i}$, is as follows:

$$|W_{g_i}| = \sum_{i \in W_m} |W_{g_i}|$$

SACL Gateway $g_i$ has the following three types of entries. 

**Entries to add Client SACL ID** They are pairs of (IP address and LID (if any), SACL ID) for all Client Workloads under the SACL Gateway. The number of entries, $esc_{g_i}$, is as follows.

$$esc_{g_i} = |W_{g_i}|$$

**Entries to add Server SACL ID** They are pairs of the network based identifiers and the SACL ID of the Server Workload with which all Client Workloads under the SACL Gateway may communicate. Considering the worst-case in which all workloads in a physical server belong to different Services and all workloads of the Server Services do not overlap, the number of entries, $escs_{g_i}$, is as follows.

$$escs_{g_i} = \sum_{w_{ij} \in W_{g_i}} \sum_{w_{ij} \in W_{g_i}} |W_{g_i}|$$

**Entries to add SACL ID by Conntrack** An entry consists of two values: one is a pair of (Network based identifier of the Client Workload, Network based identifier of the Server Workload) and the other is a pair of both SACL IDs. Let $c_{w_i}$ be the number of active connections of the Server Workload $w_{ij}$ to the Client Workloads. $c_{w_i}$ is calculated as follows.

$$c_{w_i} = \sum_{s_k \in SS_{s_i}} \sum_{w_{ijk} \in W_{g_i}} c_{w_{ijk}}$$

Therefore, the number of entries of Conntrack, defined as $ess_{g_i}$, is as follows.

$$ess_{g_i} = \sum_{w_{ij} \in W_{g_i}} c_{w_{ij}}$$

The total number of entries in SACL Gateway $es_{g_i}$ is $es_{g_i} = esc_{g_i} + escs_{g_i} + ess_{g_i}$.

When one workload $w_{ij}$ is created or deleted, there is no need to change the entries. So, the number of updated entries in a spine switch in this case, $esu_{w_{ij}}$, is as follows.

$$esu_{w_{ij}} = 0$$

Creation or deletion of a Service $s_j$ requires adding or deleting both entries for the cases where the Service is Client Service and Server Service. The number of updated entries in a spine switch in this case, $esu_{s_j}$, is as follows.

$$esu_{s_j} = |SS_{s_j}| + |CS_{s_j}|$$

When one priority between Services is updated, only the entries related to the updated Services need to be changed. So, let $s_i$ be the Client Service and $s_j$ be the Server Service whose priority is updated, and the number of updated entries per spine switch, $esu_{s_i,s_j}$, is

$$esu_{s_i,s_j} = 1$$

7.1.3 Comparison. We can confirm the number of entries in a spine switch is greatly reduced from the conventional approach $el$ to the proposed approach, $es$ as follows.

$$es = \sum_{s_i \in S} |SS_{s_i}|$$

$$= \sum_{s_i \in S} \sum_{w_{ij} \in W_{g_i}} |W_{g_i}| \sum_{s_k \in SS_{s_i}} |W_{g_i}|$$

$$= \sum_{w_{ijk} \in W_{g_i}} \sum_{s_k \in SS_{s_i}} \frac{|W_{g_i}|}{|W_{g_i}|} < el$$

This is because we can represent the combination of Client Workload $w_{ij} \in W_{g_i}$ and Server Workload $w_{ij} \in W_{g_i}$ by one entry. Instead, servers need to maintain a certain number of entries. This issue is discussed in Section 7.2.

We can also see that the number of updated entries when a workload or a Service is added or deleted, or when a priority is changed because multiple workloads are usually in one Service.

7.2 Performance of SACL Gateway

SACL Gateway adds SACL IDs to packets in order to process packets based on SACL ID. This means SACL Gateway has to perform additional processing that is not needed in conventional approach.

To evaluate the performance impact caused by SACL Gateway, we run a version of SACL Gateway that removed the packet filtering mechanism from the implementation explained in Section 6. We measure the change in RTT and throughput by the number of entries in SACL Gateway.

Figure 8 shows the overview of the environment conducting this evaluation. Two servers, Server A and Server B, are connected via an Ethernet switch by 100GbE. SACL Gateway is configured on tc of the physical interface on both servers. We set Server A as the client and Server B as the server. We have measured the number of packets per second (pps, (1) in Figure 8) when massive UDP packets have sent from Server
A or Server B, and the RTT when TCP connections have been established between Server A and Server B ((2) in Figure 8).

Each server has AMD EPYC 7282 (16 core, 32 thread), 128GB RAM, and Arch Linux (Linux 5.9.9-arch1-1) is installed. Mellanox ConnectX-5 is installed as 100GbE NIC, and queue length for both tx and rx is set to 8192.

We have used Ethr [25] 1.0.0 as a measurement program. The number of simultaneous streams has been set to 16 and the measurement time to 60 seconds. Server A has run Ethr as a client and vice versa.

For pps measurement, UDP packets with 1 byte of payloads were generated. The measurement has been performed in two cases independently, when the SACL Gateway is on the client-side (Server A) and when it is on the server-side (Server B). For RTT measurement, TCP connections have been used.

The SACL Gateway on Server A/B has been implemented with eBPF as described in Section 6. We have made several changes from the original implementation for the measurement.

Removal of the packet filtering mechanism In this experiment, we have removed the packet filtering mechanism since we want to see the overhead of attaching and removing SACL IDs, not filtering packets.

Randomized entry operations In Ethr, the number of clients is the same as the number of connections, the default value is 16, and the number of servers is one. Since entries stored in the SACL Gateway are limited to those connections, it is insufficient for the measurement of a large number of entries that will be needed in cloud platforms. Therefore, in this experiment, we reproduced the cost of searching/updating a large number of entries by randomizing the keys to search/update as follows.

Given that the number of entries in the evaluation scenario is $X$, we insert $X$ entries at the beginning so that the key of the $n$th entry is an unsigned integer $n$ and the value a randomized dummy SACL ID. When the SACL Gateway is searching or updating entries (entry operations), the key is randomly selected: $(\text{rand} \times X)$ is used as the key, where $\text{rand}$ is a random 32-bit unsigned integer. This lookup always hit. Although randomized keys are gathered in bit space differently from the actual environment, there is no gap in the performance during entry operation because all the entry tables used in the eBPF program are a hash map. The hashed keys should be distributed since the type of the hash maps is $\text{BPF\_MAP\_TYPE\_HASH}$ which uses Jenkins hash [18].

On the client-side SACL Gateway (Server A), different prefixes of the key in Conntrack are used among for initial data insertion, search and update so that any packet from the client to the server never hit Conntrack to simulate the cost of searching and updating entries. Note that normally Conntrack is hit after the first packet in a connection, but not used in the experiment. This does not increase performance but may decrease compared to the actual environment.

Despite that it is common for the same key from the same network based identifiers to be used in one connection, the key is changed every packets in the experiment. This drawback may decrease performance but not increase it because it leads to an increase in the cache miss rate and the number of newly inserted entries to Conntrack.

While a random value is used for the key, the same operations are performed for the IPv6 header such as parsing in order to measure the correct performance impacts.

The number of entries used in the experiment is based on a simple assumption about the values. The assumption is that: all servers have 8 VMs, each VM has 16 workloads, every Service include 15 workloads, a Service communicates with 2 Services with priority, 1 connection is established at any time between workloads. As the scale of the cloud grow, more and more entries will be installed, so we introduce a positive coefficient $\alpha$. As a result, the number of entries for SACL Gateway is estimated as follows.

\[
\begin{align*}
\text{esc}_{c} & = 1.3 \times 10^{2} \alpha \\
\text{esc}_{s} & = 3.8 \times 10^{3} \alpha \\
\text{ess} & = 3.8 \times 10^{3} \alpha
\end{align*}
\]

Note that the numbers introduced by the simple assumption can be ignored when $\alpha$ is large, and LID is not assumed here and the table for LID is not used.

The measurements have been made when $\alpha$ was 0.1, 0.5, 1, 2, 4, 8, 16 and 32 respectively and when no SACL Gateway has been installed as the baseline.

7.2.1 Result. Figure 9 shows the average pps for 60 seconds when packets are from the client to the server.

In the case where $\alpha = 1$, the pps keeps 86% of the baseline. The pps is decreasing when $\alpha$ becomes large. Even when the number of entries is very large, $\alpha = 32$, the pps keeps 76% of the baseline. On the other hand, even when the number of
Figure 9: pps for different coefficient α for the number of entries, from a client to a server

Figure 10: pps for different coefficient α for the number of entries, from a server to a client

The average pps for 60 seconds when packets are transmitted from the server to the client is shown in Figure 10. In the case where α = 1, the pps keeps 88% of the baseline. The pps is decreasing when α becomes large, but not as much as the case from the client to the server. Even when the number of entries is very large, α = 32, the pps also keeps 82% of the baseline. On the other hand, even when the number of entries is small (α = 0.1), the pps is also reduced to 88% of the case without SACL Gateway.

The average RTT over 60 seconds for TCP connections from Server A to Server B is shown in Figure 11. For α = 1, the RTT is almost the same with the baseline. We can also see that the RTT is almost stable when α becomes large.

7.2.2 Discussion. The performance degradation due to the introduction of the SACL Gateway with the expected number of entries was less than 15%. It was also found that the impact of the number of entries to pps is small. Therefore, the performance does not decrease significantly even if the number of entries increases by an increase of workloads or introducing packet filtering.

The decrease in pps for the number of entries is smaller for packets from the client to the server than for packets from the server to the client is thought to be that the former requires three table searches (Conntrack, Client Workload, and Server Workload) while the latter requires only one (Conntrack).

When the number of entries is small, α = 0.1, pps is 86% and 88% of each baseline, even though the search cost is considered to be low. This should be due to the cost of parsing and expanding packets to insert SACL IDs at the SACL Gateway. This may be improved by inserting SACL IDs during the packet assembly process using a kernel module, etc., instead of parsing and expanding the packet by eBPF after the packet has been assembled.

As for the RTT, there is no change in the presence of SACL Gateway or the number of entries, and the processing time of the SACL Gateway is so small that it can be ignored. Moreover, in many cloud platforms, packets usually pass through more devices such as ToR switches and leaf/spine switches than in the experimental environment. In such a platform, the baseline of RTT is expected to be higher. Therefore, the impact of the processing time of the SACL Gateway to the RTT is almost negligible.

8 DISCUSSION

8.1 Application to Larger Scale Cloud Platforms

In very large cloud platforms having large scale networks, the following issues will appear.

Increase in the Number of Entries When a spine switch maintains the rules between all Services as it does now, the number of workloads and Services will increase, and the
number of entries (es) will increase. As a result, the number of entries may exceed the capacity of the switch. In response to this, the following solutions can be considered.

Optimized Service generation In this paper, labels of a Service have a one-to-one correspondence with labels of a workload, but the labels may contain unnecessary information such as a serial number, which may increase the number of Services and entries. It is possible to specify and limit the key of the label used to associating with the Service, or generate a Service with the appropriate keys to classify packets in all use cases introduced in the network.

Structured SACL ID Structuring SACL IDs is also a promising approach so that network devices can decide the actions to be performed by looking at a part of the SACL ID. There are various ways to do this; assigning a common upper bit determined by a subset of labels for a Service, similar to entries of routing tables. With structured SACL ID, the number of entries in a network device can be reduced by handling a group of Services together instead of entries for each Service.

Increasing the Load of Acila Currently, all the information used is centrally managed by a single Acila Controller. It may become difficult to manage them in a single instance, due to the increased load on the DB for example. We can consider operating multiple Acila Controller instances such as on each data center. There are some concerns about operating multiple Acila Controller instances across the data centers as follows.

Support for Policies When Services are managed in a distributed manner, an Acila Controller instance cannot know which Service defined in another instance matches a policy. There are some solutions, one is to centrally manage Services and their associated labels in one place and each Acila Controller instance converts them into rules by querying them to the centralized management entity. Another one is to develop a mechanism that allows Acila Controllers to query each other for Services that match a policy. The latter method has better scalability in terms of the load of Acila Controller, but the presence of many Acila Controllers may lead to degrade the performance by locking the database when updating a Policy locking problems, and so on.

Issuance of a common SACL ID The same SACL ID must be used for the same Service in multiple Acila Controllers. This can be done by managing the issuance of SACL IDs in one place as described above. Another solution is to generate a common SACL ID in a distributed manner. We can use the hash value from labels as SACL ID with a hash function having sufficient collision resistance. However, there is a small possibility of collision, and we cannot simply use the hash function when SACL ID is structured.

Exhaustion of SACL ID in Bit Space While this research does not specify the length of SACL ID in the packet format, when the length is small, there is a possibility that the SACL ID bit space will run out as the scale of the cloud platform grows and the number of Services increases. On the other hand, if the length is unnecessarily large, the packet length will become longer and the goodput will be decreased.

8.2 Precise Workload-Service Association

Acila relies on network based identifiers to associate a workload with a Service, and SACL Gateways must have a large number of entries to do this. SACL Gateways should be richer information for this association, such as an interface where a workload is connected, and use of such information may reduce the number of entries. Applications running on workloads have more data, and such data is also useful for the association. For example, designing a new socket option so that applications pass some clues to identify a Service, and the kernel or other modules use the clues to associate with a Service.

8.3 Protocol

The protocol for adding SACL ID uses IPv6 Hop-by-Hop Options, this means that IPv4 packets are not currently supported and needs to be encapsulated in IPv6 packets. Header fields in the packet format itself is independent of IPv6 addresses, so we can easily design the same options in IPv4 packets, but the compatibility with network devices that do not support SACL ID should be carefully assessed.

9 CONCLUSION

Use of network based identifiers, IP addresses and port numbers, are inappropriate for classify source and destination hosts of packets in the cloud platforms when identity of such hosts are required to configure the classification rules. This is due to the fact that the cloud elastically creates and deletes workloads in servers whose resources are available according to the load on each system, and that network based identifiers are assigned solely by the location of the servers. Therefore, the number of entries for such classification in network devices is large, and the entries should be frequently updated. To solve these problems, we proposed Acila, a system that extracts the information related to workloads, and reduces the number and update frequency of the entries by handling multiple workloads together as Services. The system assigns identifier of Services (SACL ID) to packets between workloads so that network devices can identify Services that the source and destination of packets belong to. We also proposed applications to packet filtering and priority control using Acila. Through evaluation, we confirmed the effectiveness of Acila by evaluating the number of entries required for simulated priority control. We also benchmarked the performance of our SACL Gateway implementation and confirmed that there was no significant overhead.
Future works include extending Acila to support more large scale cloud platforms, which hosts tens of thousands of server racks by structuring SACL IDs and optimizing Service generation methods.

REFERENCES
[1] Anubhavnidhi Abhashkumar, Kausik Subramanian, Alexey Andreyev, Hyojeong Kim, Nanda Kishore Salem, Jingyi Yang, Petr Lapukhov, Aditya Akella, and Hongyi Zeng. 2021. Running BGP in Data Centers at Scale. In NSDI. 65–81.
[2] Advanced Micro Devices, Inc. 2019. AMD EPYC™7702P | AMD. https://www.amd.com/ja/products/cpu/amd-epyc-7702p [Online; accessed on 2021-01-11].
[3] Mohammad Al-Fares, Alexander Loukissas, and Amin Vahdat. 2008. A scalable, commodity data center network architecture. ACM SIGCOMM computer communication review 38, 4 (2008), 63–74.
[4] M. Alizadeh and T. Edsall. 2013. On the Data Path Performance of Leaf-Spine Datacenter Fabrics. In 2013 IEEE 21st Annual Symposium on High-Performance Interconnects. 71–74. https://doi.org/10.1109/HOTI.2013.23
[5] P Ayuso. 2006. Netfilter's connection tracking system. LOGIN: The USENIX magazine 31 (2006), 34–39.
[6] Theophilus Benson, Aditya Akella, Anees Shaikh, and Sambit Sahu. 2011. CloudNaaS: A Cloud Networking Platform for Enterprise Applications. In Proceedings of the 2nd ACM Symposium on Cloud Computing (Cascais, Portugal) (SOCC ’11). Association for Computing Machinery, New York, NY, USA, Article 8, 13 pages. https://doi.org/10.1145/2038916.2038924
[7] Pat Bosshart, Dan Daly, Glen Gibb, Martin Izzard, Nick McKeown, Jennifer Rexford, Cole Schlesinger, Dan Talayco, Amin Vahdat, George Varghese, and David Walker. 2014. P4: Programming Protocol-Independent Packet Processors. SIGCOMM Comput. Commun. Rev. 44, 3 (July 2014), 87. https://doi.org/10.1145/2656877.2656890
[8] Brendan Burns and David Oppenheimer. 2016. Design Patterns for Container-based Distributed Systems. In 8th USENIX Workshop on Hot Topics in Cloud Computing (HotCloud 16). USENIX Association, Denver, CO. https://www.usenix.org/conference/hotcloud16/workshop-program/presentation/burns
[9] Cilium Authors. [n.d.]. Cilium - Linux Native, API-Aware Networking and Security for Containers. https://cilium.io/ [Online; accessed on 2021-01-08].
[10] Dr. Steve E. Deering and Bob Hinden. 1996. IP Encapsulation within IP. RFC 2003. https://doi.org/10.17487/RFC2003 [Online; accessed on 2021-01-08].
[11] Nicola Dragoni, Saverio Giallorenzo, Alberto Lluch Lafuente, Manuel Mazzara, Fabrizio Montesi, Ruslan Mustafin, and larissa Safina. 2017. Microservices: yesterday, today, and tomorrow. In Present and ulterior Challenges, State of the Art, and Future Research Opportunities. In 2019 IEEE International Conference on Service-Oriented System Engineering (SOSE). 122–127. https://doi.org/10.1109/SOSE.2019.00026
[12] Mallik Mahalingam, Dinesh Dutt, Kenneth Duda, Puneet Agarwal, Larry Kreeger, T. Sridhar, Mike Bursell, and Chris Wright. 2014. Virtual eXtensible Local Area Network (VXLAN): A Framework for Overlaying Virtualized Layer 2 Networks over Layer 3 Networks. RFC 7348. https://doi.org/10.17487/RFC7348 [Online; accessed on 2020-11-16].
[13] P. Nikander, A. Gurtov, and T. R. Henderson. 2010. Host Identity Protocol (HIP): Connectivity, Mobility, Multi-Homing, Security, and Privacy over IPv4 and IPv6 Networks. IETF RFC 5201. 1–8. https://doi.org/10.1109/SURV.2010.021110.00070
[14] Charles E. Perkins. 2020. microsoft/ethtol: Ethon is a Comprehensive Network Measurement Tool for TCP, UDP & ICMP. https://github.com/microsoft/ethtol [Online; accessed on 2021-01-11].
[15] P. Ntikandier, A. Gurtov, and T. R. Henderson. 2010. Host Identity Protocol (HIP): Connectivity, Mobility, Multi-Homing, Security, and Privacy over IPv4 and IPv6 Networks. IEE Communications Surveys Tutorials 12, 2 (2010), 186–204. https://doi.org/10.1109/SURV.2010.021110.00070
[16] Yuji Nishiwaki. 2018. OpenStack Summit Vancouver 2018 Recap (2/2). LINE Engineering (2018). https://engineering.linecorp.com/en/blog/openstack-summit-vancouver-2018-recap-2-2/ [Online; accessed on 2021-06-15].
[17] Charles E. Perkins. 1996. IP Encapsulation within IP. RFC 2003. https://doi.org/10.17487/RFC2003 [Online; accessed on 2021-01-08].
[18] C. E. Perkins. 1997. Mobile IP. IEEE Communications Magazine 35, 5 (1997), 84–99. https://doi.org/10.1109/35.692101
[19] M. R. A. Rahimi, H. Hashim, and R. A. Rahman. 2009. Implementation of Quality of Service (QoS) in Multi Protocol Label Switching (MPLS) networks. In 2009 5th International Colloquium on Signal Processing Its Applications. 98–103. https://doi.org/10.1109/CSIPA.2009.5669196
[20] Arjun Singh, Joon Ong, Amit Agarwal, Glen Anderson, Ashby Armistead, Roy Bannon, Seb Boving, Gaurav Desai, Bob Felderman, Paulie Germano, et al. 2015. Jupiter rising: A decade of clos topologies and centralized control in google’s datacenter network. ACM SIGCOMM computer communication review 45, 4 (2015), 183–197.
[21] The Kubernetes Authors. [n.d.]. Production-Grade Container Orchestration - Kubernetes. https://kubernetes.io/ [Online; accessed on 2020-11-16].

Internet-Draft draft-guichard-spring-srv6-simplified-firewall-02. Internet Engineering Task Force. https://datatracker.ietf.org/doc/html/draft-guichard-spring-srv6-simplified-firewall-02 Work in Progress.
[22] Juniper Networks, Inc. 2020. QFX5130 Switch DataSheet. https://www.juniper.net/assets/jp/jp/local/pdf/datasheets/1000680-en.pdf [Online; accessed on 2021-01-11].
[23] Mellanox Technologies. 2020. NVIDIA MELLANOX SN4000 SERIES SWITCHES. https://www.mellanox.com/files/doc-2020/bn-sn4000-series.pdf [Online; accessed on 2021-01-11].
[24] S. Miano, M. Bertrone, F. Risso, M. Tumolo, and M. V. Bernal. 2018. Creating Complex Network Services with eBPF: Experience and Lessons Learned. In 2018 IEEE 19th International Conference on High Performance Switching and Routing (HPSR). 1–8. https://doi.org/10.1109/HPSR.2018.8590758
[25] Microsoft Corporation. 2020. microsoft/ethtol: Ethon is a Comprehensive Network Measurement Tool for TCP, UDP & ICMP. https://github.com/microsoft/ethtol [Online; accessed on 2021-01-11].
[26] P. Nikander, A. Gurtov, and T. R. Henderson. 2010. Host Identity Protocol (HIP): Connectivity, Mobility, Multi-Homing, Security, and Privacy over IPv4 and IPv6 Networks. IEE Communications Surveys Tutorials 12, 2 (2010), 186–204. https://doi.org/10.1109/SURV.2010.021110.00070
[27] Yuki Nishiwaki. 2018. OpenStack Summit Vancouver 2018 Recap (2/2). LINE Engineering (2018). https://engineering.linecorp.com/en/blog/openstack-summit-vancouver-2018-recap-2-2/ [Online; accessed on 2021-06-15].
[33] The SPIFFE Authors. [n.d.]. SPIFFE - Secure Production Identity Framework for Everyone. https://spiffe.io/ [Online; accessed on 2020-11-16].

[34] A. Tosatto, P. Ruiu, and A. Attanasio. 2015. Container-Based Orchestration in Cloud: State of the Art and Challenges. In 2015 Ninth International Conference on Complex, Intelligent, and Software Intensive Systems. 70–75. https://doi.org/10.1109/CISIS.2015.35

[35] E. Yuan and J. Tong. 2005. Attributed based access control (ABAC) for Web services. In IEEE International Conference on Web Services (ICWS’05). 569. https://doi.org/10.1109/ICWS.2005.25

[36] Zirak Zaheer, Hyunseok Chang, Sarit Mukherjee, and Jacobus Van der Merwe. 2019. EZTrust: Network-Independent Zero-Trust Parameterization for Microservices. In Proceedings of the 2019 ACM Symposium on SDN Research (San Jose, CA, USA) (SOSR ’19). Association for Computing Machinery, New York, NY, USA, 49–61. https://doi.org/10.1145/3314148.3314349

[37] Danyang Zhuo, Kaiyuan Zhang, Yibo Zhu, Hongqiang Harry Liu, Matthew Rockett, Arvind Krishnamurthy, and Thomas Anderson. 2019. Slim: OS Kernel Support for a Low-Overhead Container Overlay Network. In Proceedings of the 16th USENIX Conference on Networked Systems Design and Implementation (Boston, MA, USA) (NSDI’19). USENIX, USA, 331–344.