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Abstract

Before the deep learning revolution, many perception algorithms were based on runtime optimization in conjunction with a strong prior/regularization penalty. A prime example of this in computer vision is optical and scene flow. Supervised learning has largely displaced the need for explicit regularization. Instead, they rely on large amounts of labeled data to capture prior statistics, which are not always readily available for many problems. Although optimization is employed to learn the neural network, the weights of this network are frozen at runtime. As a result, these learning solutions are domain-specific and do not generalize well to other statistically different scenarios. This paper revisits the scene flow problem that relies predominantly on runtime optimization and strong regularization. A central innovation here is the inclusion of a neural scene flow prior, which uses the architecture of neural networks as a new type of implicit regularizer. Unlike learning-based scene flow methods, optimization occurs at runtime, and our approach needs no offline datasets—making it ideal for deployment in new environments such as autonomous driving. We show that an architecture based exclusively on multilayer perceptrons (MLPs) can be used as a scene flow prior. Our method attains competitive—if not better—results on scene flow benchmarks. Also, our neural prior’s implicit and continuous scene flow representation allows us to estimate dense long-term correspondences across a sequence of point clouds. The dense motion information is represented by scene flow fields where points can be propagated through time by integrating motion vectors. We demonstrate such a capability by accumulating a sequence of lidar point clouds.

1 Introduction

State-of-the-art results have recently been achieved by learning-based models [17, 30, 47, 61, 69] for the scene flow problem—the task of estimating 3D motion fields from dynamic scenes. However, such models heavily rely on large-scale data to capture prior knowledge, which is not always readily available. Scene flow annotations are expensive, and most methods train on synthetic and unrealistic scenarios to fine-tune on small real datasets.

Poor generalization to unseen, out-of-the-distribution inputs is another problem. Prior information is generally limited to the statistics of the data used for training. Real-world applications such as autonomous driving require robust solutions to low-level vision tasks such as depth, optical, and scene flow estimation that work in statistically different scenarios. Inspired by recent innovations that make use of coordinate-based networks (i.e., pixels or 3D positions as inputs) [9, 36, 37, 39, 56] for 3D modeling and rendering, we investigate the use of such networks to regularize the scene flow problem without any learning directly from point clouds. Optimization happens at runtime, and instead of learning a prior from data, the network structure itself captures the prior information. It is not limited to the statistics of a specific dataset.
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Organizing neural networks at execution time is not new. Ulyanov et al. [64] showed that a randomly initialized convolutional network could be used as a handcrafted prior for standard inverse problems such as image denoising, super-resolution, and inpainting. Ding and Feng [12] proposed a runtime optimization method (DeepMapping) for rigid pose estimation using deep neural networks. Although such deep image priors, deep mapping, and coordinate-based networks for neural scene representations have been successfully applied for inverse problems, rendering, and rigid registration, none has yet investigated (to the best of our knowledge) the use of network-based priors for regularizing scene flow directly from point clouds.

Our proposed neural prior is based on a simple multilayer perceptron (MLP) architecture, and we show it is powerful enough to regularize scene flow given two point clouds implicitly. The input to the network is 3D points, and the output is a regularized scene flow.

Our neural prior allows for a continuous scene flow representation instead of discrete such as in graph Laplacian-based priors, e.g., [45]. We show how the flow fields captured by our neural prior can be employed to estimate long-term correspondences across a sequence of point clouds. The continuous scene flow allows for better integration of motions across time.

Our results are promising and competitive to supervised [30], self-supervised [38, 69], and non-learning methods [1, 45] (see Table 1). Our method also scales to real-world point clouds with tens of thousands of points while achieving better accuracy and time complexity than recent runtime optimization methods (see Fig. 1).

2 Related work

Non-learning-based scene flow Scene flow is the uplift from the optical flow, which is proposed by Vedula et al. [65] as the non-rigid motion field in the 3D space. The authors proposed the optimization-based scene flow estimation using image sequences to infer reconstruction knowledge of the flow in 3D surfaces. Successive RGB/RGB-D image-based work [4, 18–21, 27, 43, 44, 50] used probability-based estimation, coarse-to-fine techniques, 6-DoF parameterization, or object segmentation, etc., to improve accuracy and computation time. Although image-based scene flow methods are widely used, direct estimation of the scene flow from the point cloud is still possible through non-rigid registration methods, such as [1, 10, 26, 42]. In this paper, we focus on point cloud-based scene flow estimation.

Learning-based scene flow Image-based learning methods [6, 51, 54, 61, 71] use convolution and data supervision to solve scene flow from monocular or RGB-D images with the available depth information. Other image-based methods [22, 23, 32, 52, 53] take care of extra occlusion cues in the large-scale autonomous driving scenes. Point-based learning methods have become more prevalent with the rapid development of point cloud feature learning [28, 48, 49, 66, 68]. FlowNet3D [30] is a seminal work that estimates scene flow using PointNet++ [49]. Successive work [17, 31, 47, 67] extends point-based learning methods using different feature extraction techniques. One obvious drawback of these supervised learning methods is the demand for sufficient ground truth labels. Besides, supervised methods lack generalizability while eventually only fitting domain-specific data. Self-supervised methods [25, 38, 62, 69], on the other hand, replaced the loss between the prediction and the ground truth flow with a point distance loss to use the point cloud itself as supervision.
Self-supervision can adapt to different datasets and maintain certain generalizability. Nonetheless, massive training data are still required for sufficient learning.

The graph Laplacian method  Graph Laplacian [2] is widely used to smooth the surface in mesh processing [5,14,57,58], point cloud denoising [11,72], etc. Here we talk about the recent scene flow estimation using Graph Laplacian [45]. The method explicitly constructed a graph of the point cloud to constrain the non-rigid scene flow as rigid within a specific range. While as a dataless runtime optimization, the method is heavily affected by the hyperparameters of the graph and loses scalability when the point cloud becomes larger or the neighbors in the graph grow.

Deep neural prior, implicit functions, and neural rendering  Although large-scale data helps in feature representation [59], end-to-end learning still requires high computation capacity and readily available training datasets. Instead, Ulyanov et al. [64] proposed a new style of optimization that uses a convolutional neural network to infer prior knowledge from the network architecture. One broader interest is to extend the idea of the network being an image function to the 3D shape modeling, and implicitly represent the continuous shape as level sets of neural networks. By directly mapping the 3D input to binary occupancy nets [9,36], or signed distance functions [3,39,55], it is powerful to model the 3D geometries in a continuous space using the coordinate-based network. The following Scene Representation Networks [56] takes advantage of the coordinate-based network and renders view synthetic images. Mildenhall et al. proposed a seminal work NeRF [37], which is a novel way to do neural volume rendering using both point positions and viewing directions based on the coordinate-based network. Dynamic scene synthesis work [13,16,29,40,46,63,70] follows the NeRF framework, and integrates the motions to generate dynamic scenes. Some of the work [16,29] use scene flow to further constrain or segment dynamic scenes. An interesting work that solves for the rigid alignment between point clouds using runtime optimization is DeepMapping [12]. However, this work only deals with rigid motion, and the network architecture is more complex than coordinate-based networks. In this work, we are interested in coordinate-based networks to address the large-scale, real-world scene flow problem.

3 Approach

Problem definition  Let $S_1$ and $S_2$ be two 3D point clouds sampled from a dynamic scene at time $t-1$ and $t$. The number of points in each point cloud, $|S_1|$ and $|S_2|$, are typically different and not in correspondence. A 3D point $p \in S_1$ moving from time $t-1$ to time $t$ can be modeled by a translational vector (or flow vector) $f \in \mathbb{R}^3$, where $p' = p + f$. The collection of flow vectors for all 3D points is the scene flow $F = \{f_i\}_{i=1}^{|S_1|}$.

Optimization  We want to optimize for a scene flow $F$ that minimizes the distance between the two point clouds, $S_1$ and $S_2$. Given the non-rigidity assumption of the scene, the optimization is inherently unconstrained. Thus, a regularization term $C$ is necessary to constrain the motion field. We therefore solve for scene flow as

$$F^* = \arg\min_F \sum_{p \in S_1} D(p + f, S_2) + \lambda C,$$

where $D$ is a function to compute the distance from the perturbed point $p$ by the flow vector $f$ to its closest neighbor in $S_2$. $C$ is a regularizer (e.g., Laplacian regularizer), and $\lambda$ is a weighting factor for the regularizer. In this paper, we want to investigate using a neural prior to regularize the scene flow.

3.1 Neural scene flow prior

Learning-based scene flow methods learn scene flow priors from a large number of examples. As in Deep Image Prior [64], we want to investigate if the structure of a neural network by itself is sufficient to capture a scene flow prior without any learning.

Here we use a neural network as an implicit regularizer. The parameters are optimized as

$$\Theta^* = \arg\min_{\Theta} \sum_{p \in S_1} D(p + g(p; \Theta), S_2),$$

where $g(p; \Theta)$ is a function implemented in the neural network architecture.
We evaluated the performance (accuracy, generalizability, and computational cost) of our neural scene flow prior. The input to $g$ is $p$, which is the point to be disturbed by the flow. The output of $g$ is $f$ and thus $f^* = g(p; \Theta^*)$. For the distance function $D$, we define it as

$$
D(p, S) = \min_{x \in S} \|p - x\|_2^2. 
$$

In practice, we use it bidirectionally for both point sets, which is equivalent to Chamfer distance [15].

The objective in Eq. (2), is for the forward scene flow $F$, which is the one we are interested in. However, it has been shown in [30, 38], that a cycle consistency regularizer encourages better scene flow estimations. The extra regularizer simply enforces the backward flow to be similar to the forward flow, $F_{bwd} \approx F$. The optimal backward flow is defined as $F_{bwd}^* = g(p; \Theta_{bwd}^*)$, where $p'$ is the shifted point by the forward flow as $p + f$. Note that the network $g$ is the same but with different parameters, $\Theta_{bwd}$. Using the backward flow as an additional constraint, the optimal network weights are solved as

$$
\Theta^*, \Theta_{bwd}^* = \arg \min_{\Theta, \Theta_{bwd}} \sum_{p \in S_1} D(p + g(p; \Theta), S_2) + \sum_{p' \in S_1'} D(p' + g(p'; \Theta_{bwd}), S_1'),
$$

where $S_1'$ is the shifted $S_1$ by the forward flow, i.e., $S_1' = S_1 + F$. Please find more details in the supplementary material. For the network $g$, we use MLPs with ReLU activations. The objective function in Eq. (4) can be optimized by gradient descent techniques using off-the-shelf frameworks with automatic differentiation. We show in the experiments section how the architecture of the neural prior affects performance by varying the number of hidden layers and units.

**Why use a neural scene flow prior?** Deep learning relies on massive amounts of data and computational resources to capture prior statistics. Although learning methods have achieved impressive results in most tasks, they still struggle when deployed in environments where the statistics are different from those captured during learning. Our intuition is that a neural prior acts as a strong implicit regularizer that constrains dynamic motion fields to be as smooth as possible. A neural scene flow prior also scales to large scenes while achieving high-fidelity results at a low computational cost. Our proposed method with 8 hidden layers and 128 hidden units has about 116k parameters. FlowNet3D [30], for example, has about 1.2M parameters. Our method has $\sim 10 \times$ fewer parameters than the state-of-the-art supervised methods while achieving competitive, if not better, results. Lastly, our deep scene flow prior captures a continuous flow field that allows us to perform better scene flow interpolation across a sequence of point clouds.

### 4 Experiments

We evaluated the performance (accuracy, generalizability, and computational cost) of our neural prior for scene flow on synthetic and real-world datasets. We performed experiments on different neural network settings and analyzed the performance of the neural prior to regularizing scene flow. Remarkably, we show that a simple MLP-based prior to regularize scene flow is enough to achieve competitive results to the state-of-the-art scene flow methods.

**Datasets** We used four scene flow datasets: 1) FlyingThings3D [33] which is an extensive collection of randomly moving synthetic objects. We used the preprocessed data from [30]; 2) KITTI [34, 35] which has real-world self-driving scenes. We used the subset released by [30]; 3) Argoverse [8] and 4) nuScenes [7] are two large-scale autonomous driving datasets with challenging dynamic scenes. However, there are no official scene flow annotations. We followed the data processing method in [45] to collect pseudo-ground-truth scene flow. Ground points were removed from lidar point clouds as in [30] (please refer to the supplementary material for more details).

**Metrics** We employed the widely used metrics as in [30, 38, 45, 69] to evaluate our method, which are: $E$ to denote the end-point error (EPE), which is the mean absolute distance of two point clouds; $Acc_{5}$ to denote the accuracy in percentage of estimated flows when $E < 0.05m$ or $E' < 5\%$, where $E'$ is the relative error; $Acc_{10}$ denotes the percentage of estimated flows where $E < 0.1m$ or $E' < 10\%$; and $\theta_e$ which is the mean angle error between the estimated and ground-truth scene flows.
Implementation details We defined our neural prior for scene flow as a simple coordinate-based MLP architecture with 8 hidden layers, a fixed length of 128 for the hidden units, Rectified Linear Unit (ReLU) activation and shared weights across points. The network input is the 3D point cloud $P_{t-1}$, and the output is the scene flow $F$. We used PyTorch [41] for the implementation and optimized the objective function with Adam [24]. The weights were randomly initialized. We set a fixed learning rate of $8e^{-3}$ and run the optimization for 5k iterations with early stopping on the loss. For our settings and datasets, we found the optimization to mostly converge in less than 1k iterations. All experiments were run on a machine with an NVIDIA Quadro P5000 GPU and a 16 Intel(R) Xeon(R) W-2145 CPU @ 3.70GHz.

Training setup for the learning-based methods We used the publicly available implementation of the learning-based methods to perform our experiments. The training settings for each method are: FlowNet3D and full-supervised PointPWC-Net: trained on FlyingThings3D with supervision; and self-supervised Just Go with the Flow and PointPWC-Net: trained on FlyingThings3D with supervision and fine-tuned on domain-matched datasets with self-supervision (i.e., fine-tuned and tested on statistically similar data, KITTI, nuScenes, Argoverse respectively). Note that FlowNet3D and full-supervised PointPWC-Net was only trained on the synthetic FlyingThings3D to demonstrate the poor generalizability of learning-based methods to other domains. Just Go with the Flow and self-supervised PointPWC-Net were trained using self-supervision, and although they do not require ground-truth annotations, they still require large-scale datasets for training to achieve competitive performance. Note that these self-supervised methods were both pretrained on fully-labeled FlyingThings3D to provide adequate full supervision.

Optimization setup for the non-learning methods Non-rigid ICP [1] was originally proposed for mesh registration. We adapted it for point cloud registration. A graph prior was recently proposed in [45] to optimize scene flow from point clouds. We implemented the method using the hyperparameters defined by the authors. The weight for the graph prior term is set to 10, the number of neighbors $k$ to build the $k$-NN graph, if not explicitly specified, is set to 50, the learning rate to 0.1, and the number of iterations to 1.5k.

4.1 Choosing the neural prior architecture

Fig. 2 shows how the performance of our method is affected when varying the neural prior MLP architecture: number of hidden layers and hidden units. The experiments were performed on the KITTI test set and all points included (i.e., without point sampling). The average number of points for the KITTI dataset is about 30k. We ran our method five times with different random seeds to include the uncertainty levels in the plot.

Overall, the performance of our method improved as we increased the number of hidden layers and hidden units. For small numbers of hidden layers (e.g., 1 and 2), the performance deteriorated when the number of hidden units is large, around 128 and 256 (or $2^7$ and $2^8$). We chose the MLP architecture with the best performance with relatively low computation time for our following experiments: 8 hidden layers and 128 ($2^7$) hidden units.

4.2 Comparing to other methods

Table 1 shows how our method stands against other state-of-the-art methods on different datasets and metrics. We set the number of points to 2,048, which follows the experimental protocols as in FlowNet3D [30] and Graph prior [45]. We ran the experiments 5 times to report uncertainties for runtime optimization methods (i.e., our method and the graph prior method [45]) with uncertainties for each run. The learning-based methods and non-rigid ICP are deterministic during runtime.
Our method achieved better performance in most datasets and metrics. We considered the well-known Non-rigid ICP as a baseline for the non-learning methods (●). Our method outperformed the recent graph prior method by a large margin. The supervised FlowNet3D and PointPWC-Net (using full-supervision loss) methods (○) had better performance on FlyingThings3D because they were trained on it with supervision. If the dataset is out-of-the-distribution, these supervised methods produced unreliable results. The self-supervised methods (●), Just Go with the Flow and PointPWC-Net (using self-supervision loss), despite not being exposed to ground-truth labels during training, still generated better results than supervised methods—showing that self-supervision is an important direction for scene flow estimation. Still, it is remarkable that with a simple MLP regularizer and an optimization framework, our method can robustly estimate scene flow from point clouds with great accuracy.

Our PointPWC-Net results were different from those reported in the PointPWC-Net paper. The reasons are: In the official PointPWC-Net implementation, there is a threshold to limit the lidar point cloud within 35 meters of distance from the center. In our experiments, we used all points available in all ranges (up to 85 m). Lidar point clouds get sparser as the distance increases, making it challenging to estimate scene flow in far ranges and sparse regions. Nevertheless, we did not shy away from this fact in our experiments. Also, in the original PointPWC-Net experiments, the authors used 8,192 points. In ours, we used 2,048 points. Naturally, there exists a performance gap between our reported results and theirs. We decided to use 2,048 points to follow the experiment protocols proposed in FlowNet3D [30] and graph prior [45] to facilitate comparisons across different datasets and models. Although simple and tested on sparse point clouds (2,048 points), our method achieved impressive results on different datasets. Please find further details and additional experiments in the supplementary material.

### 4.3 Estimating scene flow from large point clouds with high density

Real-world point clouds collected from depth sensors such as lidar typically have tens of thousands of points. We evaluated the performance of our method on large point clouds and compared it against the graph prior method. The KITTI and Argoverse Scene Flow datasets were used, given that both have large point clouds with high density.

Fig. 3 shows the performance on the KITTI Scene Flow dataset, in terms of accuracy and computational time, of our method and the graph prior method when varying the number of points. Our method’s accuracy (Acc(£)) increased as the number of points grew until around 20k points and then saturated, while the computational time slowly increased. In contrast, the graph prior achieved lower accuracy and dramatic growth in computation. The computational complexity of our MLP-
Figure 3: Performance of our neural prior and the graph prior [45] when varying the number of points. Our method achieved higher accuracy (Acc5) and better time complexity. Results were averaged over the KITTI Scene Flow dataset.

Table 2: Performance of our neural prior and the graph prior [45] when using all points available. Our method achieved better performance on all metrics by a margin while being \(\sim 5 \times\) faster if \(k=50\) and \(\sim 10 \times\) faster if \(k=200\) (for KITTI).

|                        | \(E \downarrow\) (m) | Acc5 \(\uparrow\) (%) | Acc10 \(\uparrow\) (%) | \(\theta_\epsilon \downarrow\) (rad) | Time \(\downarrow\) (s) |
|------------------------|-----------------------|-----------------------|------------------------|----------------------------------|--------------------------|
| KITTI Scene Flow       |                       |                       |                        |                                 |                          |
| Graph prior (\(k=50\)) | 0.225                 | 65.50                 | 70.32                  | 0.277                            | 162.97                   |
| Graph prior (\(k=200\))| 0.082                 | 84.00                 | 88.45                  | 0.141                            | 310.12                   |
| Ours                   | 0.025                 | 95.68                 | 98.00                  | 0.085                            | 38.33                    |

|                        |                       |                       |                        |                                 |                          |
| Argoverse Scene Flow   |                       |                       |                        |                                 |                          |
| Graph prior (\(k=50\)) | 0.249                 | 46.92                 | 61.72                  | 0.494                            | 410.21                   |
| Ours                   | 0.043                 | 86.04                 | 94.07                  | 0.244                            | 84.46                    |

Figure 5: Example of a failure case. Partial scene from FlyingThings3D. Our nearest-neighbor-based loss might fail when handling large missing parts, occlusions, and bad correspondences. Green points are the target, and red points are the shifted blue points by the estimated scene flow (yellow arrows).

Performance and inference time trade-offs

Estimating scene flow with runtime optimization is usually slower than using learning-based methods (10×–100× slower). The trade-off, however, depends on the application. If robustness/generalizability is not an issue but rather the inference time, our proposed objective can train a self-supervised model and act as a surrogate of our non-learning method but inheriting the faster inference time from the trained model. We show an example of lidar point cloud densification (Section 4.6) to generate denser point clouds that can be used for robotics applications such as offline mapping, creating denser depth maps, etc., that would not require real-time inference.

4.4 Limitations

Although our method achieved better computational complexity than other non-learning-based methods, the inference time is still limiting for some applications that demand real-time inferences. Another limitation is that the loss function we used relies on nearest neighbors, which might find bad
Figure 4: Qualitative example of a scene flow estimation using our proposed method. The complex and highly dynamic driving scene is from the Argoverse Scene Flow dataset. The scene flow estimated by our method is close to the ground truth. We also show a prediction using the supervised FlowNet3D method trained on FlyingThings3D and fine-tuned on the KITTI Scene Flow dataset. Note how the scene flow deviated from the ground truth when the inference was performed on an out-of-the-distribution sample. The scene flow color encodes the magnitude (color intensity) and direction (angle) of the flow vectors. For example, the purplish vehicles are heading northeast.

correspondences due to partial point clouds and occlusions. Fig. 5 shows a failure case because of the nearest-neighbor-based distance loss. Few corresponding points due to missing parts in the scene might lead to incorrect flow estimations.

4.5 A continuous scene flow field

Our neural prior implicitly regularizes the scene flow through the coordinate-based MLP network. Thus, our method allows for a continuous scene flow representation instead of a discrete representation such as in graph-based priors. An advantage of a continuous scene flow representation is that we can reuse the optimal network weights to estimate dense long-term correspondences across a sequence of point clouds (see Section 4.6). Fig. 6 shows how the estimated scene flow and the continuous flow field change as the optimization converges to a solution.

4.6 Application: scene flow integration

Here we demonstrate how to use our method to perform scene flow integration. Given a temporal sequence of point sets, \( \{S_0, S_1, S_2, \ldots, S_M\} \), we first optimize for the pairwise scene flows, \( \{F_{0 \to 1}, F_{1 \to 2}, \ldots, F_{M-1 \to M}\} \), using our proposed method with the optimal neural prior parameters, \( \{\Theta_{0 \to 1}^*, \Theta_{1 \to 2}^*, \ldots, \Theta_{M-1 \to M}^*\} \), saved. Then, starting from \( f_{0 \to 1} \), we can integrate long-term flows using the classic Forward Euler method recursively for \( m=1:M-1 \) iterations as

\[
f_{0 \to m+1} = f_{0 \to m} + g(p_0 + f_{0 \to m}; \Theta_{m \to m+1}^*).
\]

This gives the long-term scene flow \( F_{0 \to M} = \{(f_{0 \to M})_{s_0=0}^{s_n}\} \), from \( S_0 \to S_M \). Note that we are not relying on discrete nearest-neighbor-based interpolations. Our neural scene flow prior is a continuous
Figure 6: Example showing how the estimated scene flow and the continuous flow field (bottom) given by our neural prior change as the optimization converges to a solution. We show a top-view dynamic driving scene from Argoverse Scene Flow. The scene flow color encodes the magnitude (color intensity) and direction (angle) of the flow vectors. For example, the purplish vehicles are heading northeast. The red arrow shows the position and direction of travel of the autonomous vehicle, which is stopped, waiting for a pedestrian to cross the street. Note how the predicted scene flow is close to the ground truth at iteration 2k. At iteration 0, the scene flow is random, given the random initialization of the neural prior. Thus having very small magnitudes for the random directions. As the optimization went on, the flow fields became better constrained. A simple way to interpret the flow fields is to imagine sampling a point at any location in the continuous scene flow field to recover an estimated flow vector. For example, imagine sampling a point around the orange region in the flow field at iteration 2k (green arrow in the bottom right). The direction of the flow vector will be pointing southeast at a specific magnitude, similar to the vehicles in the orange region.

representation that naturally provides continuous scene flow estimations. Fig. 7 shows an example of an Argoverse scene where we applied such a technique to integrate 10 point clouds into a single frame to densify the point cloud.

5 Conclusion

We show that how hand-designed coordinate-based network architecture can serve as a new type of implicit regularizer in the runtime optimization for the scene flow problem. Our neural prior gets rid of the need for massive labeled/unlabeled training data while being scalable with dense point clouds. Additionally, since we infer prior knowledge from the network architectures instead of from data, our approach can generalize to out-of-the-distribution scenarios as compared to learning-based methods. The continuous flow representation also allows for flow integration across a long sequence that can be used in many robotics applications such as offline mapping. We believe this paper shows a promising direction for large-scale, real-world scene flow estimation without data supervision.
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Figure 7: Example of a scene flow integration to densify an Argoverse lidar point cloud. The left and middle columns are a top and front view of the point cloud, respectively. The rightmost column shows the accumulated point cloud projected onto the image. Note the smearing effect on the dynamic objects when rigidly accumulating the point clouds (middle row). Accumulation using our neural prior nicely produced a denser point cloud while taking care of all dynamic objects in the scene. Here, rigid means that the point cloud accumulation was performed using a rigid registration method (i.e., ICP) where rigid 6-DoF poses are used for the registrations.
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A Method

A.1 Algorithm

We provide a simple pseudo-code to describe our method in Algorithm 1. Please see Eq. 1-4 in the main paper for reference. Note that there are typos in the main paper: in line 135, the output of $g$ is $f$, $f^* = g(p; \Theta^*)$, and $F^*$ is the collection of all estimated flows; in line 142, the optimal backward flow should be defined as $f^*_{bwd} = g(p^*; \Theta^*)$, and $F^*_{bwd}$ is the collection of all estimated backward flows. Note that we use $f$ to denote the flow of a single point, and $F$ to denote the collection of the flows, which is the scene flow.

Algorithm 1: Neural scene flow prior

Input: $S_1$: point cloud at time $t-1$, $S_2$: point cloud at time $t$
Output: $F^*$: predicted scene flow

begin
  Initialize: Randomly initialize network parameters $\Theta, \Theta_{bwd}$
  initial loss $L_0 = \infty$
  for $j \leftarrow 1$ to Max_iters do
    foreach $p$ in $S_1$ do
      $f = g(p; \Theta)$
      $p' = p + f, S'_1 = \{p'_i\}_{i=1}^{|S_1|}$
      $f_{bwd} = g(p'; \Theta_{bwd})$
    end
    $L_j = \sum_{p \in S_1} D(p + g(p; \Theta), S_2) + \sum_{p' \in S'_1} D(p' + g(p'; \Theta_{bwd}), S_1)$
    if $L_j < L_{j-1}$ then
      $F^* = \{f^*_i\}_{i=1}^{|S_1|}$
    end
  end
  return $F^*$
end

A.2 Backward flow

In the main paper, we propose to use the backward flow to ensure the cycle consistency between the two consecutive time frames. We find that the backward flow will further smooth the flow when the point cloud is sparse. When the point cloud becomes denser and has plenty of correspondences available, we might neglect the backward flow. Fig. 8 shows the effect of the backward flow in a zoom-in scene from the Argoverse Scene Flow dataset.

We also performed a small experiment (see Table 3) on the KITTI Scene Flow dataset to show the importance of the backward flow to sparse points (2048 points).

B Experiments

B.1 Dataset

We provide additional preprocessing of the dataset we used in our main experiments.
Table 3: Comparison of our method with or without backward flow on KITTI Scene Flow dataset.

|                | $E_\downarrow$ ($m$) | Acc5↑ (%) | Acc10↑ (%) | $\theta_\epsilon_\downarrow$ (rad) |
|----------------|-----------------------|-----------|------------|-------------------------------------|
| Ours (w/o backward flow) | 0.113                | 60.36     | 78.85      | 0.191                               |
| Ours (w/ backward flow)   | **0.052**             | **80.70** | **92.09**  | **0.133**                           |

Figure 8: **Backward flow helps regularization.** Here we show a zoom-in sample from the Argoverse Scene Flow dataset. All figures show a subset of the scene. The left figure shows a subset point cloud with all points included in the scene, while the middle and right figures show a subset point cloud with randomly sampled 2k points. When the point cloud is sparse (b,c), there exist scant point correspondences. Adding backward flow further helps regularization and smooths the flow. When the point cloud becomes denser, the backward flow might be unnecessary. The green points denote the point cloud at time $t$ ($S_2$), blue points denote the point cloud at time $t-1$ ($S_1$). The red points represent the point cloud ($S'_1 = \{p'_i\}_{i=1}^{n}$) perturbed by the estimated scene flow $F^*$ (denoted by magenta arrows).

**Argoverse Scene Flow dataset**  Since there are no official ground truth annotations available in the Argoverse [8] dataset or nuScenes [7] dataset, we followed the preprocessing method described in [45] to create ground truth flows. For each of two consecutive point clouds $S_1$ and $S_2$, we first used the object information provided by Argoverse to separate rigid and non-rigid segments. Then we extracted the ground truth translation of rigid parts using the self-centered poses of autonomous vehicles and non-rigid parts using object poses, respectively. Thus we could combine these translational vectors to generate the ground truth scene flow. While given the situation that the object information and provided poses may be inaccurate, the computed scene flow can be imperfect. Moreover, we removed the ground points using the information provided by the ground height map. The same strategies were applied to the nuScenes dataset.

**Removal of ground points**  We removed the ground points for the autonomous driving scenes. The ground is a large piece of flat geometry with little cue to predict motion. Imagine trying to find correspondences in a large flat white wall to compute optical flow. It is intractable without a very large context. We observe the same aperture problem during scene flow estimation. Also, lidar point clouds from driving scenes have a specific ground sampling pattern that resembles an arch of points every other meter. If not removed during scene flow prediction, those points will be snapped/stitched to the closest arch of points and thus biasing too much the end-point-error metric.

**Scale of the dataset**  The four datasets we used contain various number of points. nuScenes [7], KITTI [34, 35], and Argoverse [8] are real-world data that contain large-scale scenes while FlyingThings3D [33] is a synthetic dataset with smaller point clouds. We summarize the statistics of the number of points in each dataset in Table 4. The result showed here and the performance we showed in the main paper clearly indicate the capability of our method to deal with large-scale real-world scenes that have a large number of points.

**B.2 Network architecture**

To further study the effect of using different network architectures, we tested our method on the KITTI Scene Flow dataset (all points included) with different metrics. Results are shown in Fig. 9, which is compatible with what we found in the main paper. Generally, the performance improved with deeper layers and larger hidden units. While we found that using a simple fully connected
### Table 4: Number of points in each dataset

|                        | FlyingThings3D | nuScenes Scene Flow | KITTI Scene Flow | Argoverse Scene Flow |
|------------------------|-----------------|---------------------|------------------|----------------------|
| Average No. of points  | 6,971           | 7,069               | 32,033           | 57,526               |
| Minimum No. of points  | 2,188           | 2,186               | 14,004           | 31,665               |
| Maximum No. of points  | 8,062           | 15,316              | 68,084           | 78,088               |

**Figure 9: Performance with different network architectures.** We choose EPE and Accuracy (\(A_{\text{ce}10}\) metric) to test the effect of using different number of hidden layers, different hidden units size, and different activation functions. The top row shows networks with ReLU activation, the bottom row shows networks with Sigmoid activation function.

network with 8 hidden layers, each of which has 128 hidden units and a ReLU activation in the end, has relatively better performance and maintains a relatively small structure.

When the network is shallow, the Sigmoid activation function may have good performance, while with the network architecture going deeper, the Sigmoid function easily fails to maintain high accuracy. Here, we only show results of Sigmoid activation function with at most 8 hidden layers. We found that with 4 hidden layers, the performance was already saturated. With 8 or more hidden layers, the performance drops due to limitations of the Sigmoid functions, such as vanishing gradients. Instead, ReLU activation function is more suitable for deeper networks because it provides a sparse representation, prevents possible vanishing gradients, and leads to efficient computation. We only use ReLU activation function for our main experiments. The Sigmoid function is not needed in the last output layer, since we do not require an extra constraint for the output scene flow.

Note that the input to the network is purely 3D point cloud, we do not map the input to a higher dimensional space using any positional encoding [37] or random Fourier features [60]. We performed an ablation study, comparing experiments with positional encoding to those without, and found that positional encoding was not helpful in our case. The possible explanation lies in the property of the specific problem that we want to solve. Since the neural prior acts as a regularizer to smooth the scene flow prediction and the scene flow is rigid within a certain range, we do not expect to learn 3D space representations with high-frequency variations.

### B.3 Implementation details

Here we provide more implementation details. In our experiments, we employed a larger learning rate for networks with fewer hidden units and decreased the learning rate for networks with larger hidden units. It is also practical to decrease the learning rate when the network goes deeper. For
Table 5: Memory consumption of our neural prior with all points available in the KITTI Scene Flow dataset [34, 35], and variable network architectures. For example, 4 MLP: 64 means network with 4 hidden layers and each layer has 64 hidden units.

| Network Architecture | GPU Memory (GiB) |
|----------------------|------------------|
| 1 MLP: 8             | 0.58             |
| 2 MLP: 8             | 0.58             |
| 4 MLP: 8             | 0.58             |
| 8 MLP: 8             | 0.58             |
| 1 MLP: 16            | 0.62             |
| 2 MLP: 16            | 0.60             |
| 4 MLP: 16            | 0.60             |
| 8 MLP: 16            | 0.64             |
| 1 MLP: 32            | 0.63             |
| 2 MLP: 32            | 0.64             |
| 4 MLP: 32            | 0.64             |
| 8 MLP: 32            | 0.72             |
| 1 MLP: 64            | 0.63             |
| 2 MLP: 64            | 0.76             |
| 4 MLP: 64            | 0.93             |
| 8 MLP: 64            | 0.93             |
| 1 MLP: 128           | 0.82             |
| 2 MLP: 128           | 1.03             |
| 4 MLP: 128           | 1.42             |
| 8 MLP: 128           | 1.42             |
| 1 MLP: 256           | 1.06             |
| 2 MLP: 256           | 1.45             |
| 4 MLP: 256           | 2.21             |
| 8 MLP: 256           | 2.21             |

In the main paper Eq. 3, we defined the distance function to be the point distance between a single point to a point set. As we claimed in the main paper, we employed this loss function to both point sets, which is equivalent to the Chamfer distance [15]. In practice, we use the truncated Chamfer loss function to eliminate the extremely large point distance. We found that it is good enough to use an empirical value $2m$ as the maximum tolerance distance. Thus, we forced $D > 2 = 0$.

B.4 Performance and memory consumption trade-offs

We provide the memory consumption of different network architectures in Table 5. Although deeper and larger network architectures consume more GPU memory, they are still relatively small compared to state-of-the-art learning-based methods which need large number of GPUs to process point clouds with large number of points. Note that the memory consumption is largely affected by the number of points in a point cloud. In this experiment, the average number of points is 32k in the KITTI Scene Flow dataset.

We also compared the accuracy and the computation time of our method with different network architectures and graph prior method [45] with different number of neighbors. The result is shown in Fig. 10. For this experiment, we fix the number of iterations for our neural prior method to be 1k, since in most cases, our method will converge in 1k iterations. We allow the graph prior method to optimize for larger iterations (5k) since it cannot converge in 1k iterations. With a deeper network and an increasing number of hidden layers, the performance of our neural prior improves with only a little time compromising. The result we found here is compatible with what we found in the main paper—the neural prior with simple MLPs can produce high-fidelity flows, and is capable to deal with large-scale data in a fast manner.

B.5 Performance gap between our reported results and the original PointPWC-Net paper

There was a performance gap between our reported results to the original PointPWC-Net paper [69] in the main paper Table 1 due to two reasons: 1. our data contains point clouds with full range while
Table 6: Comparison of our method with full-supervised PointPWC-Net on the KITTI dataset preprocessed by the original PointPWC-Net authors. Note that there were 200 scenes in the dataset. Each point cloud only contains points within 35 meters depth.

|   | \( \varepsilon \) \( (m) \) | \( \text{Acc}_5 \) \( (\%) \) | \( \text{Acc}_{10} \) \( (\%) \) | \( \theta_\varepsilon \) \( (\text{rad}) \) |
|---|---|---|---|---|
| 1. PointPWC-Net [69] (reported in their paper, 8,192 points) | 0.0694 | 72.81 | 88.84 | - |
| 2. PointPWC-Net [69] (their pretrained model, 8,192 points) | 0.0778 | 82.24 | 90.96 | 0.1127 |
| 3. Ours (8,192 points) | **0.0493** | **90.38** | **95.27** | **0.1099** |
| 4. PointPWC-Net [69] (their pretrained model, 2,048 points) | 0.1298 | 58.14 | 79.85 | 0.1562 |
| 5. Ours (2,048 points) | **0.0504** | **85.27** | **94.66** | **0.1209** |

Figure 11: Qualitative example of a scene flow estimation using our proposed method on Argoverse Scene Flow. The scene flow color encodes the magnitude (color intensity) and direction (angle) of the flow vectors.

they cropped point clouds to only include points within 35 meters of depth; 2. we used sparse point cloud that only contains 2,048 points while they used 8,192 points.

We performed a new experiment with the hope that it would help clarify the performance gap. We show the results in Table 6. We first tried to use a pretrained PointPWC-Net model (pretrained on FlyingThings3D) released by the authors to directly test on our KITTI dataset. However, this model is pretrained on a dataset that only has points within 35 meters of depth, when tested on our full-range point cloud data, it completely failed (we did not report the result in the table). To further test the influence of the point density, we then tested this full-supervised PointPWC-Net using the authors’ pretrained model (PointPWC_pretrained) and their preprocessed KITTI data with points only within 35 meters of depth (Table 6, line 2, 4). To make a fair comparison, we also compared the results with our method on their preprocessed dataset (Table 6, line 3, 5). Line 1 in Table 6 were shown for a complete comparison. Note that the pretrained model provided by the PointPWC-Net’s authors was fine-tuned after the paper submission as mentioned in the official PointPWC-Net GitHub repository (PointPWC_GitHub).

These results reveal three facts: 1. the point density does greatly affect the performance of PointPWC-Net; 2. our method, although simple and tested on sparse point clouds, achieves better accuracy; 3. our dataset (following original FlowNet3D, Graph Prior, and other papers) contains large-range raw point clouds that are more challenging than the dataset used in the PointPWC-Net paper.

B.6 Visual results

Figs. 11, 12, 13 show additional visual results for our method on different datasets.
Figure 12: Qualitative example of a scene flow estimation using our method on KITTI Scene Flow.

Figure 13: Qualitative example of a scene flow estimation using our proposed method on nuScenes Scene Flow. Note the sparsity of the lidar data.