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Abstract—With the development of multimedia technology, Augmented Reality (AR) has become a promising next-generation mobile platform. The primary value of AR is to promote the fusion of digital contents and real-world environments, however, studies on how this fusion will influence the Quality of Experience (QoE) of these two components are lacking. To achieve better QoE of AR, whose two layers are influenced by each other, it is important to evaluate its perceptual quality first. In this paper, we consider AR technology as the superimposition of virtual scenes and real scenes, and introduce visual confusion as its basic theory. A more general problem is first proposed, which is evaluating the perceptual quality of superimposed images, i.e., confusing image quality assessment. A Confusing Image Quality Assessment (CFIQA) database is established, which includes 600 reference images and 300 distorted images generated by mixing reference images in pairs. Then a subjective quality perception experiment is conducted towards attaining a better understanding of how humans perceive the confusing images. Based on the CFIQA database, several benchmark models and a specifically designed CFIQA model are proposed for solving this problem. Experimental results show that the proposed CFIQA model achieves state-of-the-art performance compared to other benchmark models. Moreover, an extended ARIQA study is further conducted based on the CFIQA study. We establish an ARIQA database to better simulate the real AR application scenarios, which contains 20 AR reference images, 20 background (BG) reference images, and 560 distorted images generated from AR and BG references, as well as the correspondingly collected subjective quality ratings. Three types of full-reference (FR) IQA benchmark variants are designed to study whether we should consider the visual confusion when designing corresponding IQA algorithms. An ARIQA metric is finally proposed for better evaluating the perceptual quality of AR images. Experimental results demonstrate the good generalization ability of the CFIQA model and the state-of-the-art performance of the ARIQA model. The databases, benchmark models, and proposed metrics are available at: https://github.com/DuanHuiyu/ARIQA.
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I. INTRODUCTION

With the evolution of multimedia technology, the next-generation display technologies aim at revolutionizing the way of interactions between users and their surrounding environment rather than limiting to flat panels that are just placed in front of users (i.e., mobile phone, computer, etc.) [1], [2]. These technologies, including Virtual Reality (VR), Augmented Reality (AR), and Mixed Reality (MR), etc., have been developing rapidly in recent years. Among them, AR pursues high-quality see-through performance and enriches the real world by superimposing digital contents on it, which is promising to become next-generation mobile platform. With advanced experience, AR shows great potential in several attractive application scenarios, including but not limited to communication, entertainment, health care, education, engineering design, etc.

On account of the complex application scenes, it is important to consider the perceptual Quality of Experience (QoE) of AR, which includes measuring the perceptual quality and better improving the experience of AR. Lately, some works have been presented to study the quality effects of typical degradations that affect digital contents in AR [3], [4], [5], [6], [7]. These studies have performed subjective/objective tests on screen displays showing videos of 3D meshes or point clouds with various distortions. Moreover, with the development of Head Mounted Displays (HMDs) for AR applications, some studies have considered evaluating the QoE of 3D objects using these devices. For instance, Alexiou et al. [8] have studied geometry degradations of point clouds and have conducted a subjective quality assessment study in a MR HMD system. Zhang et al. [9] have conducted a study towards the QoE model of AR applications using Microsoft HoloLens, which mainly focused on the perceptual factors related to the usability of AR systems. Gutierrez et al. [10] have proposed several guidelines and recommendations for subjective testing of QoE in AR scenarios. However, all these studies only focus on the degradations of geometry and texture of 3D meshes and point clouds inside AR, e.g., noise, compression etc., their see-through scenes are either blank or simple texture,
or even without see-through scenes (opaque images/objects). The studies discussing the relationship between augmented views and see-through views are lacking.

To address the above issues, in this paper, we consider AR technology as the superimposition of digital contents and see-through scenes, and introduce visual confusion [11], [12] as its basic theory. Fig. 1 demonstrates the concept of the visual confusion in AR. "B", "A" and "S" in Fig. 1 represent the background (BG) view, augmented view and superimposed view, respectively. If both "B" and "A" are views with blank/simple textures, there is nothing important in the superimposed view. If one of "B" or "A" has a complex texture, but another view has a simple texture, there is also no confusion in the superimposed view. If both "B" and "A" have complex textures, visual confusion is introduced. We assume that without introducing specific distortions that has been widely studied in the current QoE studies, visual confusion itself is a type of distortion, and it significantly influences the AR QoE. Thus, we argue that it is important to study the assessment of the visual confusion towards better improving the QoE of AR. Note that it does not mean that no confusion is better than having confusion, since the objective of AR is to promote the fusion between the virtual world and the real world. Instead, the balance between them is more important.

To this end, in this work, we first propose a more general problem, which is evaluating the perceptual quality of visual confusion. A ConFusing Image Quality Assessment (CFIQA) database is established to make up for the absence of relevant research. Specifically, we first collect 600 reference images and mix them in pairs, which generates 300 distorted images. We then design and conduct a comprehensive subjective quality assessment experiment among 17 subjects, which produces 600 mean opinion scores (MOSs), i.e., for each distorted image, two MOSs are obtained for two references respectively. The distorted and reference images, as well as subjective quality ratings together constitute the ConFusing Image Quality Assessment (CFIQA) database. Based on this database, several visual characteristics of visual confusion are analyzed and summarized. Then several benchmark models and a specifically designed attention based deep feature fusion model termed CFIQA are proposed for solving this problem. Experimental results show that our proposed CFIQA model achieves better performance compared to other benchmark models.

Moreover, considering the field-of-view (FOV) of the AR image and the background image are usually different in real application scenarios, we further establish an ARIQA database for better understanding the perception of visual confusion in real world. The ARIQA database is comprised of 20 raw AR images, 20 background images, and 560 distorted versions produced from them, each of which is quality-rated by 23 subjects. Besides the visual confusion distortion as mentioned above, we further introduce three types of distortions: JPEG compression, image scaling and contrast adjustment to AR contents. Four levels of the visual confusion distortion are applied to mix the AR images and the background images. Two levels of other types of distortions are applied to the AR contents. To better simulate the real AR scenarios and control the experimental environment, the ARIQA experiment is conducted in VR environment. We also design three types of objective benchmark models, which can be differentiated according to the inputs of the classical IQA models, to study whether and how the visual confusion should be considered when designing corresponding IQA metrics. An ARIQA model designed based on the CFIQA model is then proposed to better evaluate the perceptual quality of AR images. Experimental results demonstrate that our CFIQA model also achieves good generalization ability on the ARIQA database, and the proposed ARIQA model achieves the best performance compared to other methods.

Overall, the main contributions of this paper are summarized as follows. (i) We discuss the visual confusion theory of AR and argue that evaluating the visual confusion is one of the most important problem of evaluating the QoE of AR. (ii) We establish the first ConFusing IQA (CFIQA) database, which can facilitate further objective visual confusion assessment studies. (iii) To better simulate the real application scenarios, we establish an ARIQA database and conduct a subjective quality assessment experiment in VR environment. (iv) A CFIQA model and an ARIQA model are proposed for better evaluating the perceptual quality in these two application scenarios. (v) Two objective model evaluation experiments are conducted on the two databases, respectively, and experimental results demonstrate the effectiveness of our proposed methods.

Our data collection softwares, two databases, benchmark models, as well as objective metrics will be released to facilitate future research. We hope this study will motivate other researchers to consider both the see-through view and the augmented view when conducting AR QoE studies.

II. RELATED WORK AND ORGANIZATIONS OF THIS PAPER
A. Augmented Reality and Visual Confusion

This work mainly concerns head-mounted AR applications rather than mobile phone based AR applications. Considering rendering methods, there are two main aspects of works in the field of AR visualization, including 2D displaying and 3D rendering. The superimposition between real-world scenes and virtual contents may cause visual confusion. Depending on display methods (i.e., superimposition methods), AR technology may produce two kinds of visual effects, including binocular visual confusion and monocular visual confusion. We discuss the relationship between these aspects and our work as follows.

1) 2D Displaying: The most basic application of AR is displaying digital contents in a 2D virtual plane [13]. These digital contents include images, videos, texts, shapes, and even 3D objects in 2D format, etc. To display 2D digital contents, a real world plane is needed to attach the virtual plane. The real world plane and virtual plane are usually in one same Vieth–Müller circle (a.k.a, isoversion circle), which may cause
visual confusion. This situation is the main consideration of this paper.

2) 3D Rendering: Compared to 2D displaying, 3D rendering aims at providing 3D depth cues of virtual objects (note that this depth cue is a little bit different from the depth of the above-mentioned virtual plane) [14]. Although the 3D depth cues will cause the real-world scenes and virtual objects to be located in different Vieth–Müller circles, the visual confusion effect still exists, which makes this situation more complex (see Section VII for more details).

3) Visual Confusion: Visual confusion is the perception of two different images superimposed onto the same space [15]. The concept of visual confusion comes from ophthalmology, which is usually used to describe the perception of diplopia (i.e., double vision) caused by strabismus [16]. Note that in this paper, we only consider the “seeing of two or more different views/things in one direction” [11], [12] as the definition of visual confusion, which should be distinguished from visual illusions [17] and most perceptual distortions. However, some distortions such as ghosting artifacts can be regarded as visual confusion. Although the multiplexing superimposition can extend visual perception and has been widely used in prism designs for field expansion [12], some studies have reported that the visual confusion that occurs during field expansion makes users uncomfortable, annoying and disturbing [11], [18]. Thus, it is significant to study the visual confusion effect for AR QoE assessment.

4) Binocular Visual Confusion: The visual confusion caused by two views superimposed binocularly (within two eyes respectively) is binocular visual confusion, which may lead to binocular rivalry [12], [19]. Some previous monocular AR devices, such as Google Glass [20] and VUZIX M400 [21], were mainly constructed based on binocular visual superimposition to avoid the occlusion produced by AR devices. However, the binocular rivalry caused by binocular visual confusion may strongly affect the QoE [22].

5) Monocular Visual Confusion: The visual confusion caused by two views superimposed monocularly (within one eye) is monocular visual confusion [12], which may lead to monocular rivalry [12], [19]. Since monocular rivalry is much weaker than binocular rivalry [22] and it possibly occurs only with extended attention [12], most recent binocular AR technologies were built based on monocular visual superimposition to avoid occlusion, such as Microsoft HoloLens [23], Magic Leap [24], Epson AR [25], etc. However, the QoE of monocular visual confusion still lacks thorough discussion, which is mainly considered in this paper.

B. Image Quality Assessment

Many IQA methods have been proposed in the past decades [26], [27], which can be roughly grouped into three categories, including full reference (FR) IQA, reduced reference (RR) IQA, and no reference (NR) IQA. Considering the possible application scenarios where the digital contents and real-world scenes can be easily obtained, in this paper, we mainly focus on the FR-IQA metric.

1) Classical IQA Index: In terms of FR IQA methods, many classical metrics have been proposed and widely used, including mean squared error (MSE), peak signal-to-noise ratio (PSNR), structural similarity (SSIM) index [28], feature similarity (FSIM) index [29], etc. Regarding NR IQA indexes, there are also many popular methods such as natural image quality evaluator (NIQE) [30], blind quality assessment based on pseudo-reference image (BPRI) [31], and NR free-energy based robust metric (NFERM) [32], etc.

2) Learnable IQA: Driven by the rapid development of deep neural networks (DNNs) recently, some learning based IQA algorithms have been proposed. Kang et al. [33] proposed to use multi-task convolutional neural networks to evaluate the image quality and use 32 × 32 patches for training. Bosse et al. [34] proposed both FR and NR IQA metrics by joint learning of local quality and local weights. Some studies located specific distortions by using convolutional sparse coding and then evaluated the image quality [35]. Recently, some studies also demonstrated the effectiveness of using pre-trained DNN features in calculating visual similarity [36], [37].

3) AR/VR IQA: As discussed in the introduction, most previous AR/VR IQA works have studied the degradations of geometry and texture of 3D meshes and point clouds inside AR/VR [8], [9], [10]. Unlike AR research, many works on VR IQA have also investigated the quality of omnidirectional images (a.k.a, equirectangular images) [38], [39], [40], [41], since the format of these images is different with traditional images. In this paper, we propose that in AR technology, confusing image is its special “image format”, and confusing image quality assessment is equally important with 3D meshes or point clouds quality assessment, since it is not only related to 2D displaying but also associated with 3D rendering effects. Moreover, it significantly influences the QoE of AR.

C. Relationship Between CFIQA and ARIQA

Fig. 2 illustrates the relationship between CFIQA and ARIQA. CFIQA is a more basic and general problem, which aims at predicting the image quality for each image layer of the superimposition between any two images. Note that superimposed images/scenes are frequently encountered in the real-world, e.g., rain, haze, reflection, etc. [42], [43], [44], but we mainly focus on the superimposition between two complex images in this paper, since it is directly related to AR applications. ARIQA is a more specific application scenario of CFIQA, which mainly considers the image quality of the AR layer, since we are more concerned with the saliency or visibility problem of the BG layer [13], [45]. This saliency or visibility issue is not something we discuss and address in this paper (see Section VII for more details). Moreover, in this paper, the FOV of two image layers in CFIQA is the same since it is a more general problem and the influence of the superimposition on perceptual quality is unknown, while the FOV of BG scenes is larger than that of AR contents in ARIQA since it is a more realistic situation in AR display [2], [45].

The rest of the paper is organized as follows. Section III describes the construction procedure of the CFIQA database. Section IV introduces the objective CFIQA models including benchmark models and the proposed CFIQA model.
The experimental validation procedure and results of these objective CFIQA models are given in Section V. Then an extended subjective & objective ARIQA study is presented in Section VI. Section VII concludes the paper and discusses several future issues.

III. SUBJECTIVE CONFUSING IMAGE QUALITY ASSESSMENT (CFIQA)

A. Confusing Image Collection

To address the problem of subjective confusing IQA data absence, we first build a novel ConFusing Image Quality Assessment (CFIQA) database. Since this paper is the first work to study confusing IQA, we consider the visual confusion as the only distortion type in this section to study whether and how visual confusion influences the perceptual quality.

We collect 600 images from Pascal VOC dataset [46] as reference images and split them into two groups. Then we randomly select two reference images from these two groups and mixed them in pair with a blending parameter \( \lambda \) to generate a distorted image. This can be formulated as:

\[
I_D = \lambda \circ I_{R_1} + (1 - \lambda) \circ I_{R_2},
\]

where \( I_{R_1} \) is the reference image from the first group, \( I_{R_2} \) is the reference image from the second group, \( \lambda \in [0, 1] \) represents the degradation value of mixing, \( I_D \) denotes the generated distorted image. All reference images are resized to the size of 512 x 512 and then superimposed. A total of 300 distorted images are finally generated.

Obviously, \( \lambda \) value near 0 or 1 will cause one image to be unnoticeable while closer to the center (i.e., 0.5) will cause near confusion for both views. Since visual confusion is the main consideration in this section, it is unreasonable to randomly sample \( \lambda \) from \([0, 1]\). In this work, to make the \( \lambda \) value to be closer to the center values in range \([0, 1]\), we sampled \( \lambda \) value from a Beta distribution, i.e., \( \lambda \sim \text{Beta}(\alpha, \alpha) \). The parameter \( \alpha \) is set to 5 in this database. Fig. 3 demonstrates the distribution of \( \lambda \) values used in the CFIQA database.

B. Subjective Experiment Methodology

1) Experiment Setup: A subjective experiment is conducted on the dataset. There are several subjective assessment methodologies recommended by the ITU [47], for instance, single-stimulus (SS), double-stimulus impairment scale (DSIS) and paired comparison (PC). Since the reference images are available, we adopt a paired comparison continuous quality evaluation (PCCQE) strategy to obtain the subjective quality ratings. As shown in Fig. 4, for each distorted image, we display its two reference images simultaneously and instruct the subjects to give two opinion scores of the perceptual quality of two layer views (i.e., two reference images) in the distorted image, respectively. We suggest the subjects to only view the distorted image in the center, and two reference images are just used to determine the quality of which layer is being given.

Two continuous quality rating bars are presented to the subject. The quality bar is labeled with five Likert adjectives: Bad, Poor, Fair, Good and Excellent, allowing subjects to smoothly drag a slider (initially centered) along the continuous quality bar to select their ratings. They are seated at a distance of about 2 feet from the monitor, and this viewing distance is roughly maintained during each session. All images are shown in their raw sizes, i.e., 512 x 512 with random sequence during the experiment.

2) Testing Procedure: As suggested by ITU [47], at least 15 subjects are required to conduct subjective IQA experiment. A total of 17 subjects are recruited to participate in the study. Before participating in the test, each subject have read and signed a consent form which explained the human study. All subjects are determined to have normal or corrected-to-normal vision. General information about the study is supplied in printed form to the subjects, along with instructions on how to participate in the task. Each subject then experiences a short training session where 20 confusing images (not included in the formal test) are shown, allowing them to become familiar with the user interface and the visual confusion distortion which may occur. Moreover, subjects have enough rest time every 10 minutes to avoid fatigue during the experiment.

C. Subjective Data Processing and Analysis

We follow the suggestions given in [47] to conduct the outlier detection and subject rejection. Specifically, we first calculate the kurtosis score of the raw subjective quality ratings for each image to detect it is a Gaussian case or a non-Gaussian case. Then, for the Gaussian case, the raw score for an image is considered to be an outlier if it is outside 2 standard deviations (stds) about the mean score of that image; for the non-Gaussian case, it is regarded as an outlier if it is outside \( \sqrt{20} \) stds about the mean score of that image. A subject is removed if more than 5% of his/her evaluations are outliers. As a result, only 1 subject is rejected, and each image is rated by 16 valid subjects. Among all scores given by the remaining valid subjects, about 2.77% of the total subjective evaluations are identified as outliers and are subsequently removed. For the remaining 16 valid subjects, we convert the raw ratings into Z-scores, which are then linearly scaled to the range \([0, 100]\) and averaged over subjects to obtain the final mean opinion scores (MOSs) as follows:

\[
z_{ij} = \frac{m_{ij} - \mu_i}{\sigma_j}, \quad z'_{ij} = 100(z_{ij} + 3),
\]

\[
MOS_j = \frac{1}{N} \sum_{i=1}^{N} z'_{ij}.
\]
where $m_{ij}$ is the raw rating given by the $i$-th subject to the $j$-th image, $\mu_i$ is the mean rating given by subject $i$, $\sigma_i$ is the standard deviation, and $N$ is the total number of subjects.

Fig. 5 plots the histograms of MOSs over the entire database as well as within different $\lambda$ value ranges, showing a wide range of perceptual quality scores. We also plot the Gaussian curve fitting for the histogram. It can be observed that when $\lambda$ is closer to 0.5, the MOSs tend to be more centered (illustrated by the smaller $\sigma_i$ value), but still have a wide range of perceptual quality scores.

Based on the constructed database, we further qualitatively analyze the characteristic of the visual confusion. As shown in Fig. 6, we roughly classify the visual confusion into three categories. The first category is “strong confusion”, which means that the mixing of two reference layers will cause strong confusion and may affect the quality rating of the superimposed image (distorted image). The second category is “confusion but acceptable”, which represents that the visual confusion caused by the superimposition of two reference layers is acceptable, or uninfluenced, or the perceptual quality is even improved. The third category is “suppression”, which denotes that in the superimposed image, one reference layer will suppress another reference layer. This result is in the situation that the perceptual quality of one layer is much better than another layer. First of all, as a general observation from Fig. 6, we notice that the MOS values (i.e., subjective quality scores) are commonly sorted in descending order as: (1) the activated layer in the “suppression” category (i.e., the clearer layer), (2) two image layers in the “confusion but acceptable” category, (3) two image layers in the “strong confusion” category, and (4) the suppressed layer in the “suppression” category (i.e., the fainter layer). Furthermore, with thorough observation, we notice that the saliency relation between two layers of the superimposed image are important to the perceptual quality, which are demonstrated by several IQA metrics in Section V. From the above observations, we conclude that without introducing other distortions, visual confusion itself can significantly influence the quality of confusing images.

**D. Controlled Experiment**

To further validate the assumption that the superimposition between two images will cause visual confusion and significantly influence the perceptual quality, we also conduct a controlled experiment based on pristine images and compare the MOS results with those of the above subjective CFIQA experiment. Specifically, a new group of 17 subjects is recruited for the controlled experiments. These subjects are asked to give their opinion scores for all pristine images of the superimposed images used in the previous subjective CFIQA experiment. Then the MOSs of these pristine images are calculated correspondingly. Fig. 7 demonstrates the comparison results between this controlled experiment and the above CFIQA experiment. As shown in Fig. 7 (a), the MOS distribution of the controlled experiment is more centered on the right side of this figure compared with that of the CFIQA experiment. Fig. 7 (b) further demonstrates the paired t-test comparison result between the MOSs of the CFIQA experiment and those of the controlled experiment, which illustrates that the MOSs of the controlled experiment are significantly larger ($p < 0.0001$). These experimental results further quantitatively validate our assumption that the visual confusion caused by the superimposition significantly influences the perceptual quality.

**IV. OBJECTIVE CFIQA MODELS**

**A. Benchmark Models**

In terms of the CFIQA database, one distorted superimposed image corresponds to two reference image layers and two subjective ratings. Thus, we modify state-of-the-art FR-IQA metrics as benchmark models to cope with the CFIQA database as follows.

1) **The Simplest Metric:** The first intuitive idea is applying the mixing value $\lambda$ as the metric for evaluating visual confusion since it is directly related to the generation of distorted images. As shown in Eq. (1), larger $\lambda$ values make image $I_D$ and image $I_{R_1}$ more similar, and make image $I_D$ and image $I_{R_2}$ more different, while larger $(1-\lambda)$ values make image $I_D$ and image $I_{R_1}$ more similar, and make image $I_D$ and image $I_{R_2}$ more different. Therefore, for a distorted image $I_D$ generated by two image layers $I_{R_1}$ and $I_{R_2}$ via Eq. (1), the simplest FR metric is using $\lambda$ and $(1-\lambda)$ to predict the perceptual qualities of $I_{R_1}$ and $I_{R_2}$ in $I_D$, respectively.

2) **Classical FR-IQA Metrics:** We test 16 state-of-the-art classical FR-IQA metrics on the CFIQA database, including MSE, PSNR, NQM [48], SSIM [28], IFQ [49], VIF [50], IW-MSE [51], IW-PSNR [51], IW-SSIM [51], FSIM [29], GSI [52], GMSD [53], GMSM [53], PAMSE [54], LTG [55], and VSI [56]. Considering that for a distorted image, there are two corresponding reference images, we calculate the FR similarities of this distorted image and the two reference images respectively to obtain two predicted quality scores. Moreover, since visual attention is important in this task as discussed above, we further select 3 widely used and well-performed metrics, i.e., SSIM, FSIM, and GMSM, and incorporate saliency weights into the quality pooling as new metrics, which are denoted as “SSIM + saliency”, “FSIM + saliency”, and “GMSM + saliency”, respectively.

3) **Deep Feature Based IQA Metrics:** Recently, many works demonstrate the consistence between DNNs and human visual perception [36], [37], [57]. Therefore, we also consider modifying these DNNs as benchmark models for objective CFIQA. We first build baseline models with several state-of-the-art DNNs, including SqueezeNet [58], AlexNet [59], VGG (VGG-16 and VGG-19) [60], and ResNet (ResNet-18, ResNet-34, and ResNet-50) [61], which are denoted as “Baseline (SqueezeNet)”, “Baseline (AlexNet)”, “Baseline (VGG-16)”, etc. These baseline models are constructed by averaging the subtracted features of the selected layers (see Section IV-B, Para. 2 for more details) between distorted images.
images and reference images as follows:

\[ d(l) = \frac{1}{H_l W_l C_l} \sum_{h,w,c} f_{ld}^l, \]  

(4)

where \( f_{ld}^l \) is the subtracted feature vector for the selected \( l \)-th layer (see Eq. (5) in Section IV-B, Para. 3 for more details), and \( H_l, W_l, C_l \) are the height, width, and number of channels of the \( l \)-th layer. Considering the features extracted from the last layer of each “component” of these networks may not well reflect the overall performance, in this work, we propose a method to improve the baseline performance based on VGG-16, which is denoted as “Baseline+ (VGG-16)”. Furthermore, two widely used deep feature fusion-based metrics (i.e., LPIPS [37] and DIISTS [62]) are also included as benchmark models.

4) Overall: for each benchmark model, we obtain 600 predicted quality scores corresponding to 600 subjective quality ratings (MOSs) for 300 distorted images. The performance of each model is then calculated between all these predicted quality scores and subjective quality ratings using the criteria discussed in Section V.

B. Attention Based Deep Feature Fusion Method (The Proposed CFIQA Model)

As shown in Fig. 6, the classical SSIM index and FSIM index are inconsistent with human perception in some cases (see Section V for more quantitative comparison). From the above analysis, we suppose that the assessment of visual confusion is related to both low-level visual characteristics and high-level visual semantic features, since the visual confusion may disturb semantic information and affect the perceptual quality. This may cause the failure of the classical metrics, since most of them only consider low-level visual features. As discussed in [36], [37], deep features also demonstrate great effectiveness as perceptual metrics. Moreover, DNN can extract both low-level and high-level features. Therefore, in this paper, we propose an attention based deep feature fusion method to measure the visual confusion, which is shown in Fig. 9.

1) Deep Feature Extraction: We first employ several state-of-the-art pre-trained DNNs to extract both low-level and high-level features, which include SqueezeNet [58], AlexNet [59], VGG Net [60], and ResNet [61]. SqueezeNet is an extremely lightweight DNN with comparable performance on classification benchmark. The features from the first conv layer and subsequent “fire” modules in SqueezeNet are extracted and used. We also use a shallow AlexNet network which may more closely match the architecture of the human visual cortex [63], and we extract the features from the conv1—conv5 layers in AlexNet. Furthermore, 5 conv layers labeled conv1_2, conv2_2, conv3_3/conv3_4, conv4_3/conv4_4, conv5_3/conv5_4 are extracted from two VGG networks (VGG-16 and VGG-19), respectively. Finally, considering the model provides more relevant feature maps for CFIQA.
effectiveness of ResNet in a large amount of computer-vision (CV) tasks, we also explore the utility of features extracted by ResNet in this task. Three ResNet architectures including ResNet-18, ResNet-34, as well as ResNet-50 are considered.

2) Computing Feature Distance: Then we follow the method in [37] and calculate the feature distance vectors between a distorted image and two reference images by subtracting normalized feature stacks. This can be expressed as:

$$f_{d_i} = \left\| f_D - f_R \right\|_2^2,$$

where $l \in [1, L]$ represents the $l$-th layer, $i \in [1, 2]$ denotes the reference category, $f_{d_i}$ is the calculated feature distance vector.

3) Channel Attention for Learning Feature Significance: Since the significance of each channel of the feature distance vector is uncertain for this task, it is important to learn the weights of the channels for each feature distance vector and re-organize them. We adopt a widely used channel attention [64] method to learn and re-organize features. As shown in Fig. 10, after the channel attention, two convolutional layers are followed to reduce channel numbers. The kernel size of all convolutional layers is set to 1. Through this manipulation, a distance map stack $m_i$ can be obtained for each $f_{d_i}$, where $i \in [1, 2]$.

4) Spatial Attention: As discussed in Section III-C, high-level visual features such as saliency may influence the perceptual quality of visual confusion. Since it is hard to optimize spatial attention with a relatively small dataset, in this work, we calculate spatial attention by a saliency prediction method. A state-of-the-art saliency prediction method [65] is used to calculate the spatial attention map $W_i$ for a reference image $I_R$. By weighting the distance map $m_i$ with a scaled spatial attention map $W_i$, the distance score for each layer $l$ can be calculated as:

$$d_i^l = \frac{\sum_{h,w} W_i^l \odot m_i^l_{h,w}}{\sum_{h,w} W_i^l_{h,w}}. \quad (6)$$

Then the final quality score can be computed as:

$$s_i = \text{Avg}(d_i^l), \quad (7)$$

where $\text{Avg}$ is the average operation, and $s_i$ is the predicted quality score.

5) Loss Function: Different with [37], which aims at two alternative forced choice (2AFC) test, our work focuses on a more general quality assessment task, i.e., the MOS prediction task. Moreover, different from traditional IQA condition, in our dataset, one distorted image corresponds to two reference images. Thus, the loss function needs to be carefully designed. An intuitive loss function is to compare the probability that one layer suppress another layer, which is based on the cross-entropy loss function. Although the above ranking loss can predict the relative perceptual quality of two layers in a distorted image, the overall qualities of different images across the whole dataset are not normalized and compared. Therefore, another score regression loss $L_S$ is introduced to regress the probability of the quality being bad or excellent, which is also built based on the cross-entropy loss function. Two linear layers and a sigmoid layer are used to project the predicted value to the ground-truth space. The overall loss function can be formulated as:

$$L = L_S + L_R + \gamma L_R, \quad (8)$$

where the hyperparameter $\gamma$ is empirically set as 2.

Fig. 9. Illustration of our proposed attention based deep feature fusion method. For one distorted image $I_D$ and two reference images $I_R$, and $I_{R'}$, three DNN feature vectors $f_D$, $f_{R'}$, and $f_{R''}$ are first extracted. Then we compute the feature distances between the corresponding feature layers of $f_D$ and $f_{R'}$, as well as $f_D$ and $f_{R''}$, respectively, to get distance vectors $d_1$, $d_2$. Next, two feature distance vectors $f_{d_1}$, $f_{d_2}$ are fed into a channel attention module to get distance map stacks $m_1$, $m_2$. After weighting by a spatial attention operation, two score vectors $d_1^l$ and $d_2^l$ are computed. Finally, two predicted scores $s_1$ and $s_2$ are calculated by averaging $d_1$ and $d_2$ respectively. Two kinds of loss functions are used to constrain the learning process, including the ranking loss (middle), and the score regression loss (top and bottom). All loss functions are based on the cross-entropy loss.

Fig. 10. Illustration of the channel attention module used in the proposed CFIQA model.
6) Edge Feature Integration: The edges of objects can help identify their categories [66]. However, when two images are superimposed together, the intersection of the edges of two image layers may strongly influence the perceptual quality. Therefore, we further extract the features from an edge detection model [66] and concatenate them with the features extracted from one of the aforementioned classification backbones as an enhanced model, which is named CFIQA+.

V. EXPERIMENTAL VALIDATION ON THE CFIQA DATABASE

A. Experimental Protocol

1) Experimental Settings: As mentioned in Section IV-B, our proposed method needs some samples to train the feature fusion module. Therefore, the CFIQA database is split into two parts at a ratio of 1:1, i.e., each part has 150 distorted images and corresponding 300 reference images. A two-fold cross-validation experiment is conducted. The two splits of the database are used as the training set and the test set respectively in each cross-validation fold. During training, the feature extraction network is frozen, and we only train the feature fusion part. We use Adam as the optimizer [67]. The network is trained for 100 epoch with a learning rate of 0.0001, and additional 50 epoch with decayed learning rate from 0.0001 to 0. The batch size is set as 10 during training.

2) Traditional Evaluation Metrics: To evaluate the various quality predictors, we use a five-parameter logistic function to fit the quality scores:

$$Q' = \beta_1 \left(\frac{1}{2} - \frac{1}{1 + e^{\beta_2(Q' - \beta_3)}}\right) + \beta_4 Q + \beta_5,$$

where $Q$ and $Q'$ are the objective and best-fitting quality, $\beta_i (i = 1, 2, 3, 4, 5)$ are the parameters to be fitted during the evaluation. Five evaluation metrics are adopted to measure the consistency between the ground-truth subjective ratings and the fitted quality scores, including Spearman Rank-order Correlation Coefficient (SRCC), Kendall Rank-order Correlation Coefficient (KRCC), Pearson Linear Correlation Coefficient (PLCC), Root Mean Square Error (RMSE) and Perceptually Weighted Rank Correlation (PWRC) [68]. The evaluation is conducted on the entire database and 2 sub-datasets within different $\lambda$ ranges. Note that evaluating the performance in the range that the $\lambda$ value is near 0.5 is significant, since it is near the essence of visual confusion and is more common in AR applications, while the poor cases in this situation may strongly influence the QoE. However, most FR-IQA metrics cannot perform well in this range, which may limit their practicality on CFIQA.

3) New Evaluation Methodology: As a complementary, the receiver operating characteristic (ROC) analysis methodology [69], [70] is also adopted for metric evaluation, which is based on two aspects, i.e., whether two stimuli are qualitatively different and if they are, which of them is of higher quality. The Fig. 1, in the supplementary material illustrates the framework of this evaluation methodology. We first conduct pair-wise comparison for all possible image pairs, and then classify them into pairs with and without significant quality differences. Then the ROC analysis is used to determine whether various objective metrics can discriminate images with and without significant differences, termed “Different vs. Similar ROC Analysis”. Next, the image pairs with significant differences are classified into pairs with positive and negative differences, and the ROC analysis is used to test if various objective metrics can distinguish images with positive and negative differences, termed “Better vs. Worse ROC Analysis”. The area under the ROC curve (AUC) values of two analysis are mainly reported in this paper, of which the higher values indicate better performance.

B. Performance Analysis

1) Results Analysis: First of all, it is important to analyze the performance of all IQA models within different $\lambda$ ranges. We notice that with $\lambda$ values closer to 0.5 (i.e., the probability of causing strong visual confusion increases), nearly all metrics tend to perform worse. This indicates that the assessment of strong visual confusion is a difficult task for most models. As shown in Table I, $\lambda$ can perform as the metric for confusion evaluation, and even acts better than MSE and PSNR, though the performance is still limited. Among classical IQA indexes, IW-SSIM and VIF show the top performances, which denotes that visual information weighting possibly helps the assessment of visual confusion. The improvements of introducing saliency into SSIM, FSIM, as well as GMSM demonstrate the importance of visual attention in visual confusion, which is worth further and deeper research. Surprisingly, the baseline deep features show good consistence with human perceiving on the entire dataset, though they are not well performed on either of the two sub-datasets. Unexpectedly, the widely used deep metrics LPIPS [37] and DIISTS [62] perform even worse than the baseline methods, which may indicate that visual confusion is a different type of degradation compared to other distortions. Finally, our method gets relative better results and different backbone architectures show different optimization trends, which denotes that the feature extraction network is also important. Future studies on exploring different feature extraction methods are also needed.

Fig. 11 illustrates the performance evaluated by the new criteria on the CFIQA database. First, we observe that the proposed CFIQA model significantly outperforms other state-of-the-art models on Different vs. Similar Analysis and Better vs. Worse Analysis by a large margin. Furthermore, we notice the AUC values of the CFIQA metric on the Better vs. Worse classification task are higher than the Different vs. Similar classification task, which indicates that the Different vs. Similar classification is a more hard task and there is still room for improvement in this classification task.

2) Impact of Different Components: We further verify the impact of each component in our method. The analysis is conducted based on the backbone of VGG-16 and the results are shown in Table II. We first remove all components including channel attention, spatial attention and projection components (two-layer MLP), and only regress the weighting layers for feature fusion. The results shown in the first row of Table II demonstrate that the performance of this method is similar to the baseline method in Table I. Then we compare the impacts of channel attention and spatial attention modules for feature fusion. It can be observed that the spatial attention module contributes more to the final performance compared to the channel attention module. Furthermore, we compare the contributions of two loss functions. It can be observed that ranking loss contributes most for constraining the optimization process. Though contributing less, the score regression loss still improves the performance.
TABLE I

| Dataset | 0.3 < λ < 0.7 | 0.4 < λ < 0.6 |
|---------|--------------|--------------|
| SKU     | SRCRC, KRCRC, PLCC, RMSE, PSNR | SRCRC, KRCRC, PLCC, RMSE, PSNR |

VI. EXTENSION STUDIES ON AUGMENTED REALITY IMAGE QUALITY ASSESSMENT (ARIQA)

In the above Study I and Study II, we have discussed a relatively more basic and more general problem, i.e., visual confusion and its influence on the perceptual QoE. As aforementioned, visual confusion has significant influence on the QoE of human vision. However, the situation in the above studies is quite different with the real AR applications, which is mainly attributed to the fact that in actual AR applications, the FOV of the AR contents is usually smaller than the FOV of the real scenes [71]. Thus, we further conduct another subjective and objective IQA study towards evaluating the perceptual quality of AR contents in real-world AR applications.

A. Subjective ARIQA

1) Subjective Experiment Methodology: An intuitive way to conduct subjective AR experiment is wearing AR devices in various environments and then collecting subjective scores.
TABLE II
IMPACT OF DIFFERENT COMPONENTS. (BACKBONE: VGG-16. “CA” MEANS “CHANNEL ATTENTION”, “SA” MEANS “SPATIAL ATTENTION”)

| Dataset                | 0.3<\lambda<0.7 | 0.4<\lambda<0.6 |
|------------------------|------------------|------------------|
|                        | SRCC↑| KRCC↑| PLCC↑| RMSE↓| PWRC↑ | SRCC↑| KRCC↑| PLCC↑| RMSE↓| PWRC↑ | SRCC↑| KRCC↑| PLCC↑| RMSE↓| PWRC↑ |
| only ranking loss      | 0.8413| 0.6549| 0.8607| 0.7087| 11.799 | 0.7508| 0.5550| 0.7596| 0.7037| 8.9663 | 0.6673| 0.4881| 0.6950| 0.7167| 7.0033 |
| w/o CA & SA            | 0.8647| 0.6830| 0.8794| 0.6599| 12.103 | 0.7834| 0.5875| 0.7885| 0.6417| 9.3234 | 0.6973| 0.5122| 0.7306| 0.6735| 7.3048 |
| w/o SA                 | 0.8797| 0.7015| 0.8917| 0.6276| 12.270 | 0.8046| 0.6094| 0.8094| 0.6347| 9.5354 | 0.7216| 0.5326| 0.7458| 0.6220| 7.4950 |
| w/o CA                 | 0.9160| 0.7400| 0.9216| 0.5407| 12.597 | 0.8618| 0.6711| 0.8612| 0.5265| 9.9569 | 0.7925| 0.5982| 0.8039| 0.5840| 8.0777 |
| w/o ranking loss       | 0.9069| 0.7363| 0.9139| 0.5635| 12.507 | 0.8473| 0.6545| 0.8469| 0.5786| 9.8297 | 0.7715| 0.5746| 0.7864| 0.5773| 7.8845 |
| w/o scoring loss       | 0.9139| 0.7466| 0.9195| 0.5404| 12.611 | 0.8600| 0.6697| 0.8618| 0.5444| 9.9765 | 0.7917| 0.5982| 0.8076| 0.5494| 8.0395 |
| all combined           | 0.9203| 0.7550| 0.9258| 0.5236| 12.652 | 0.8681| 0.6782| 0.8700| 0.5341| 9.1011 | 0.8055| 0.6105| 0.8168| 0.5385| 8.1268 |

Fig. 12. The illustration of the AR simulation in VR environment. (a) The demonstration of the relationship between the omnidirectional image, the AR image, and the perceptual viewport image. (b) The omnidirectional images are used as the background scenes, which include outdoor and indoor scenarios. (c) The AR images are composed of three types of content including web page images, natural images, and graphic images. (d) The perceptual viewport images are generated by superimposing the AR images on the omnidirectional images (here \( \lambda = 0.58 \)). Note that the perceptual viewports of the subjects are changed dynamically with the head movement, however, the relative positional relationship between the omnidirectional image and the AR image is fixed.

However, this way suffers from uncontrollable experimental environments and limited experimental scenarios [10], e.g., the head movement may cause different collected background images for different users, and it is hard to introduce various background scenarios in lab environment. Therefore, we adopt the method of conducting subjective AR-IQA studies in VR environment for controllable experimental environments and diverse experimental scenarios.

Fig. 12 illustrates the methodology of the subjective experiment in this ARIQA study. First of all, 20 omnidirectional images are collected as the background scenes including 10 indoor scenarios and 10 outdoor scenarios. Considering the real applications of AR, we further collect 20 images as the reference AR contents, which include 8 web page images, 8 natural images, and 4 graphic images. The resolution of all raw AR images is 1440 × 900. We generate a much larger set of distorted AR contents by applying quality degradation processes that may occur in AR applications. Three distortion types including image compression, image scaling, image contrast adjustment, are introduced as follows.

(i) **JPEG compression** is a widely used method in image compression, and have been introduced into many quality assessment databases [72]. We set the quality level of the JPEG compression at the two levels with quality parameters 7 and 3.

(ii) **Image scaling** is widely used in modern video streaming systems, where videos are often spatially downsampled prior to transmission, and then upsampled prior to display [73]. Such image scaling can also simulate the distortions introduced by various resolutions of AR devices. We create distorted images by downscaling original images to 1/5 and 1/10 of the original resolution, then spatially upsampling them back to the original resolution.

(iii) **Image contrast adjustment** is also an important factor affecting the human visual perception and has been commonly introduced into natural IQA [74] and screen content IQA [72]. We also use the gamma transfer function [74] to adjust the contrast, which is defined as \( y = x \cdot 255^{((1/n)−1)p} \), where \( n = [1/4, 4] \) (\( n < 1 \) is negative gamma transfer, \( n > 1 \) is positive gamma transfer). Hence, for each AR image, we generate 6 degraded images.

Since the visual confusion strongly influences the human visual perception as aforementioned, the superimposition degradation is also introduced. We design a program using Unity [75] to perform the experimental procedure, including stimuli display, data collection, etc. Fig. 13 demonstrates the user interface of the subjective ARIQA experiment. We first randomly match the 20 AR images and 20 omnidirectional images in pairs to generate 20 scenarios. Hence, for each omnidirectional image, we have 7 AR images superimposed on it (1 reference image + 6 distorted images). During the experiment, the perceptual viewport can be formulated as:

\[
I_v = \lambda \circ I_A + (1 − \lambda) \circ I_O, \tag{10}
\]

where \( I_v \) denotes the perceptual viewport, i.e., the superimposed image, \( I_A \) represents the AR image, \( I_O \) indicates the omnidirectional image, and \( \lambda \in [0.26, 0.42, 0.58, 0.74] \) denotes the mixing value used in the experiment, i.e., four superimposed levels are introduced in this subjective experiment. Overall, 560 experimental stimuli are generated for

![Fig. 13. Demonstration of the subjective experiment interface for ARIQA. Note that this subjective experiment is conducted in VR environment, however this demonstration is the screenshot from the desktop.](image-url)
conducting the subjective experiment (20 scenarios × 7 levels × 4 mixing values). As demonstrated in Fig. 12 (a), the omnidirectional image is displayed in 360 degrees as the background scenarios, the AR image is superimposed on the omnidirectional image which is perceived by the perceptual viewport. Fig. 12 (b), (c) and (d) show the examples of the omnidirectional images, the AR images, and the perceptual viewport images, respectively.

A total of 23 subjects participate in the experiment, who are not included in the aforementioned CFIQA study. All subjects are recruited through standard procedures similar to that described in Section III-B. Before the formal test, each subject experiences a short training session where 28 stimuli are shown. The same distortion generation procedure is introduced for the training stimuli as for the test stimuli, and these training stimuli are not included in the test session. Since the experiment is conducted under VR-HMD environment, the single-stimulus (SS) strategy is adopted to collect the subjective quality ratings of AR images. A 10-point numerical categorial rating method is used to facilitate the subjective rating in HMD [39]. We use HTC VIVE Pro Eye [76] as the HMD on account of its excellent graphics display technology and high precision tracking ability. During the formal test, all 560 experimental stimuli are displayed in a random order for each subject.

2) Subjective Data Processing and Analysis: Similar to the procedure in Section III-C, we first process the collected subjective scores to obtain the MOSs. Only 1 subject is rejected, and each image is rated by 22 valid subjects. Among all scores given by the remaining valid subjects, about 3.21% of the total subjective evaluations are identified as outliers and removed. Fig. 14 plots the histogram of MOSs over the entire ARIQA database, showing a wide range of perceptual quality scores.

We further analyze the distribution of MOS values across different mixing values and various distortions. Fig. 15 shows the MOS distribution of the images with the degradations of JPEG compression and image scaling under different mixing values. We notice that as the λ value increases, the MOS value also shows an overall upward trend, of which the reason is apparent since larger λ value means clearer AR content. Specifically, for the superimposition of raw AR images and background images, we find that graphic images provide better QoE than web page images, and web page images provide better QoE than natural images in general. It may reveal that relatively simple AR contents can provide better QoE than complex AR contents. Moreover, for the superimposed AR images with JPEG compression and scaling, we notice that when the mixing value λ is relatively smaller, the MOSs of these images are closer to that of superimposed raw images, though the overall MOSs are smaller than that of the larger λ values. It may reveal that the superimposition degradation is a more influential quality factor compared to other distortions when the λ value is relatively small. However, it also means that the superimposition degradation can hide other distortions. Fig. 16 plots several examples of the MOS values of raw images and contrast adjusted images superimposed on the omnidirectional backgrounds with different mixing values, which shows that appropriate contrast adjustment may even improve the perceptual quality of AR contents.

B. Objective ARIQA Models

1) Benchmark Models: As discussed in Section III and Section VI-A, the visual confusion may affect the human visual perception and may degrade the QoE of AR. However, whether the IQA metrics should consider the superimposed image, the AR image, and the background image together still needs to be discussed. Therefore, three benchmark variants are introduced for objective ARIQA. We assume the background image, the AR image, as well as the mixing value are known, which can be acquired in real applications, and the superimposed image can be correspondingly calculated. Let \( I_A \) denotes the AR image with distortions, \( I_B \) denotes the raw reference AR image, \( I_B \) indicates the background image, \( \lambda \) represents the mixing value, hence, the displayed AR image \( I_A \) and the perceptual viewport image (superimposed image) \( I_S \) can be correspondingly expressed as: \( I_A = \lambda \cdot I_A + (1 - \lambda) \cdot I_B \), and \( I_S = \lambda \cdot I_A + (1 - \lambda) \cdot I_B \), respectively. Then, three FR-IQA benchmark variants used to calculate AR image quality are defined as: Type I, the similarity between the displayed AR image \( I_A \) and the reference AR image \( I_{AR} \); Type II, the similarity between the perceptual viewport image \( I_S \) and the reference AR image \( I_{AR} \); Type III, the SVR fusion [78] of the similarity between the perceptual viewport image \( I_S \) and the reference AR image \( I_{AR} \), and the similarity between the
TABLE III  

| Method Model | Criteria | Type I | Type II | Type III |
|--------------|----------|--------|---------|---------|
| PSNR         |          | SRC+   | KRC+   | PLCC+   | RMSE+   | PWRC+   |
| NQM(48)      |          | 0.2197 | 0.1485 | 0.2742  | 12.733  | 2.868   |
| MS-SSIM(77)  |          | 0.4101 | 0.2813 | 0.4268  | 11.974  | 5.968   |
| SISM(28)     |          | 0.1818 | 0.1461 | 0.6484  | 10.064  | 9.016   |
| IFC(49)      |          | 0.5327 | 0.3799 | 0.5551  | 11.013  | 7.2294  |
| VIP(50)      |          | 0.5393 | 0.2546 | 0.3294  | 12.501  | 5.6002  |
| IW-MSE(51)   |          | 0.2287 | 0.1555 | 0.2966  | 12.644  | 3.1031  |
| IW-PNSR(51)  |          | 0.2287 | 0.1555 | 0.2966  | 12.644  | 3.1031  |
| IW-SIM(51)   |          | 0.6431 | 0.4663 | 0.6523  | 10.026  | 8.4390  |
| FSIM(59)     |          | 0.6323 | 0.4546 | 0.6723  | 9.8010  | 8.7569  |
| GSI(52)      |          | 0.4939 | 0.3046 | 0.5034  | 11.440  | 6.6271  |
| GMSD(53)     |          | 0.6485 | 0.4718 | 0.6759  | 9.7575  | 8.1107  |
| GMSM(53)     |          | 0.6386 | 0.4634 | 0.6707  | 9.5745  | 8.7291  |
| PAMSE(54)    |          | 0.2162 | 0.1458 | 0.2736  | 12.735  | 2.8281  |
| LTG(55)      |          | 0.6592 | 0.4830 | 0.6826  | 9.6759  | 8.9866  |
| VSI(56)      |          | 0.5190 | 0.3991 | 0.5926  | 10.665  | 7.3012  |

Fig. 17. The framework of the proposed ARIQA model.

perceptual viewport image $I_S$ and the background image $I_B$. These three variant types can be expressed as:

$$Q_{\text{Type I}} = FR(I_A, I_{AR})$$

$$Q_{\text{Type II}} = FR(I_S, I_{AR})$$

$$Q_{\text{Type III}} = SVR(FR(I_S, I_{AR}), FR(I_S, I_B))$$

where $Q_{\text{Type I}}$, $Q_{\text{Type II}}$, and $Q_{\text{Type III}}$ denote the quality predictions of the three variants, FR represents the used FR-IQA metric, SVR indicates the support vector regression deployment.

2) The Proposed ARIQA Model: Intuitively, using superimposed images as the perceptual distorted images, and considering their similarity with both AR references and background references may be more effective for evaluating the perceptual quality of the AR layers. Hence, as demonstrated in Figure 17, for better evaluating the perceptual quality of AR contents, we further improve the learning strategy of the CFIQA model to the ARIQA model by comparing the quality of two homologous superimposed images. Different from CFIQA, the goal for the ARIQA is to predict the perceptual quality of AR contents rather than both two views, therefore, the two output results of CFIQA are fused to predict the AR image quality. Considering the effectiveness of the training objectives of the LPIS [37] and our CFIQA, during the training process, two pathways are introduced to ARIQA for comparing the perceptual quality of two different distorted images of one AR and background reference pair. Furthermore, we also improve the ARIQA model to the ARIQA$^+$ model by incorporating the features from the edge detection model RCF net [66], which is similar to the way of the aforementioned CFIQA$^+$.

C. Experimental Validation on the ARIQA Database

1) Experimental Settings: In terms of our ARIQA database, the background image $I_B$ (i.e., viewport of the omnidirectional image $I_O$) and the superimposed image $I_S$ are captured in Unity, then the results of our proposed ARIQA model and benchmark models can be calculated accordingly as aforementioned.

a) Benchmark experiment setting: Besides the state-of-the-art FR-IQA metrics mentioned in Section IV-A, we also test the generalization ability of the CFIQA model trained on the CFIQA database on the ARIQA database. For the SVR experiment (i.e., Type III mentioned above), we conduct a 100-fold cross validation experiment. For each fold, the ARIQA database is randomly split into a training dataset and a test dataset at a ratio of 4:1. The final results are calculated by averaging the test results of all 100 cross-validations.

b) Deep learning-based experiment setting: We conduct a five-fold cross-validation experiment for the proposed ARIQA model on the ARIQA database. For each fold, we split the 560 samples into 280 training samples and 280 testing samples without scene repeating, i.e., 280 training samples
and 280 testing samples corresponding to different 10 AR/BG pairs, respectively. For fair comparison, we also re-train the LPIPS and CFIQA models only using AR image as the reference image, which is similar to the concept of Type II described above. Note that the CFIQA model here is a modified version, since the original CFIQA aims to compare the similarity between two reference images for one superimposed image, while here we focus on comparing two superimposed images for one AR reference, which is more similar to the concept of LPIPS.

2) Performance Analysis: Table III presents the performance of three types of benchmark variants derived from the state-of-the-art FR-IQA models on the ARIQA database. Comparing Type I and Type II, we notice that for most FR-IQA metrics, using superimposed images as distorted images can improve the performance of the algorithm. In addition, as shown in the comparison between Type III and Type I, when superimposed images, AR images, as well as background images are jointly considered, the performance of almost all FR-IQA metrics can be further improved. Moreover, it can be observed that our proposed CFIQA models trained on the CFIQA database also achieve state-of-the-art performance on the ARIQA database. This demonstrates the good generalization ability of our proposed CFIQA models and illustrates that visual confusion is one of the most important factors affecting the perceptual quality of AR images.

Table IV shows the averaged performance of these four models after five-fold cross validation. It can be observed that the ARIQA model achieves better performance than the LPIPS model and the CFIQA model, and the ARIQA+ achieves the best performance compared to other models. Fig. 18 illustrates the performance evaluated by the new criteria on the ARIQA database. We notice that the proposed ARIQA model significantly outperforms other state-of-the-art models on Different vs. Similar Analysis and Better vs. Worse Analysis by a large margin.

VII. CONCLUSION AND FUTURE WORKS

In this paper, we discuss several AR devices and applications (see Section II-A), and clarify the essential theory underlying AR, i.e., visual confusion. A more general problem underlying AR QoE assessment is first proposed, which is evaluating the perceptual quality of superimposed images, i.e., confusing image quality assessment. To this end, we build a confusing image quality assessment (CFIQA) database, and conduct subjective and objective image quality assessment studies based on it. A CFIQA model is also proposed for better evaluating the perceptual quality of visual confusion. The results show that without extra degradation, the visual confusion itself can significantly influence the perceptual quality of the superimposed images, and state-of-the-art FR-IQA metrics are not well performed on this problem, especially when the mixing value is closer to 0.5. Moreover, the proposed CFIQA model performs better on this task. Next, in order to better study the influence of visual confusion on the perceptual quality of AR images in real application scenarios, an ARIQA study is further conducted. An ARIQA database is constructed, and three benchmark model variants as well as a specifically designed ARIQA model are proposed. The results show that it is beneficial to consider visual confusion when designing IQA models for AR, and our proposed ARIQA model achieves better performance compared to other benchmark models. We hope this work can help other researchers have a better understanding of the visual confusion effect underlying AR technology. There are many issues related to visual confusion or AR QoE assessment that need to be explored in the future. Several key aspects are discussed as follows.

A. More Complex Degradations and Diverse Digital Contents

In this paper, on the basis of visual confusion degradation, we further incorporate three other distortion types. However, we may encounter more complex degradations [79], [80] in daily life due to the limitation of photographic apparatus, compression processing, transmission bandwidth, display devices, etc. The perceptual peculiarity of these more complex distortions may be different from their original characteristics when mixed with the visual confusion degradation. Moreover, besides 2D AR contents, 3D rendering may also produce visual confusion effect when the 3D virtual content is not fitting in the real-world environment. The perceptual quality of these more complex degradations and diverse digital contents under the visual confusion condition needs to be further studied.

B. More Realistic Simulation for Real-World Scenes and AR Devices

It should be noted that the simulation used in our ARIQA study can also be improved. First of all, in the ARIQA study,
we use omnidirectional images as background scenes, which cannot simulate real-world depth cues. It is significant to consider using omnidirectional stereoscopic images or virtual 3D scenes as background scenes to study the 3D visual confusion problem in future studies. However, the stereoscopic factor is hard to control, which should be carefully designed. Moreover, some AR devices may be equipped with dynamic dimming functions, such as Microsoft HoloLens [23] and Magic Leap [24] etc. It is also important to discuss this aspect when studying visual confusion effect for specific devices in future works. Finally, in real AR applications, the dynamic range of background scenes and AR contents may be different, since the background scenes are usually optically see-through and directly observed by users, while the dynamic range of AR contents is limited by the display. However, due to the limitation of the VR display, we cannot reproduce the dynamic range of real-world scenes. Future works can also consider using real AR devices to study the influence of visual confusion on the QoE of AR.

C. Visual Attention/Saliency of Visual Confusion

As can be observed in Section V above, incorporating saliency as spatial attention into IQA metrics introduces significant performance improvement. However, in this work, we just apply the saliency map predicted by current methods on the reference images. We notice that state-of-the-art saliency prediction models fail to predict the saliency on the superimposed distorted images. Since the superimposition may change the original texture, the visual attention may be altered correspondingly. Future studies on predicting the saliency of confusing (superimposed) images are also needed [45]. Moreover, the relationship between saliency prediction and quality assessment under the visual confusion situation also needs more discussion. In our ARIQA study, we notice that clearer AR contents bring better perceptual quality for them. However, it does not mean that we should make the AR as clear as possible, since it may completely occlude the background view and may cause trouble or even danger. For see-through views, besides the perceptual quality metric, we suppose that the visibility metric may be a good way for evaluating it, which needs more research on it.

D. How to Improve the QoE of AR

Based on the above discussions, we suppose that it is important to consider how to carefully design and harmoniously display the digital contents of AR to make the QoE of both the virtual world and the real world better, especially for different application scenarios and user requirements. We discuss some factors and present several recommendations that may be deserved to be studied to improve the QoE of AR in the future as follows. (i) FOV. The main difference between the CFIAQA database and the ARIQA database is that the FOVs of two superimposed views in the ARIQA database are different. We notice that the superimposition of two views with different fields may help distinguish each other. Future works on how to appropriately design the FOV for specific applications may be helpful. (ii) 3D depth cues. The depth difference between AR contents and BG scenes can help distinguish two layers and may improve the perceptual quality of them. However, it should be noted that the depth difference may increase the risk of inattentional blindness [81], [82]. Thus it may be better to study the influence of this factor in both the quality problem (as discussed in this paper) and the saliency problem [45] together to give a trade-off solution. (iii) Similarity/correlation between AR contents and BG scenes. As shown in Fig. 1, if the background view or augmented view is blank, there is no visual confusion. However, this situation is unlikely to happen in real cases. A more reasonable solution is calculating the similarity/correlation between AR view and BG view, then looking for appropriate space to display AR contents or adjusting the brightness/contrast/color of AR contents [13]. Our proposed method can be used in this situation. (iv) Displaying AR contents considering scenarios. It should be noted that different scenarios (e.g., moving, talking, relaxing, etc.) may need different display solutions. This is a human-centric problem, which may need to combine other computer vision techniques from egocentric problems [83] for AR displaying.

E. Other Computer Vision Tasks and Applications

The directly related CV tasks to this work are blind source separation (BSS) [44], [84] and its sub-tasks, such as image reflection removal [44] etc. BSS aims at separating source signals/images from a set of mixed ones, which has been widely explored recently [42], [44]. Research on FR or NR IQA metrics of visual confusion may contribute to the evaluation of these problems. Moreover, besides the AR, the visual confusion may also appear in other display technologies, such as projector and transparent display screens [85]. Future work on NR-IQA metrics of visual confusion may help assess the QoE of these devices.
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