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Abstract: In this work, we study economic model predictive control (MPC) in situations where the optimal operating behavior is periodic. In such a setting, the performance of a standard economic MPC scheme without terminal conditions can generally be far from optimal even with arbitrarily long prediction horizons. Whereas there are modified economic MPC schemes that guarantee optimal performance, all of them are based on prior knowledge of the optimal period length or of the optimal periodic orbit itself. In contrast to these approaches, we propose to achieve optimality by multiplying the stage cost by a linear discount factor. This modification is not only easy to implement but also independent of any system- or cost-specific properties, making the scheme robust against online changes therein. Under standard dissipativity and controllability assumptions, we can prove that the resulting linearly discounted economic MPC without terminal conditions achieves optimal asymptotic average performance up to an error that vanishes with growing prediction horizons. Moreover, we can guarantee practical asymptotic stability of the optimal periodic orbit under the additional technical assumption that dissipativity holds with a continuous storage function. We complement these qualitative guarantees with a quantitative analysis of the transient and asymptotic average performance of the linearly discounted MPC scheme in a numerical simulation study.

1 Introduction

Economic model predictive control (MPC) (see, e.g., [7], [18], [10]) is an appealing control strategy for process control and other engineering applications due to its ability to directly optimize an economic criterion while ensuring constraint satisfaction. In economic MPC, the control input is computed at each time step by solving a finite-horizon optimal control problem (OCP), in which the cost to be optimized can represent energy consumption, production amounts, or other physical or virtual costs. In such a setting with a general stage cost, the optimal operating behavior is not explicitly specified but only implicitly through the interplay of the system, the constraints, and the stage cost resulting in a steady state, some periodic orbit, or an even more general trajectory (compare [2]). The optimization-based control strategy of economic MPC seems intuitive and is also very successful in some examples, however, in general, its closed-loop performance can be far from optimal. Hence, there is a need for modifications of the OCP to obtain mathematical closed-loop performance guarantees.

The most common modification in MPC is the use of terminal conditions (i.e., terminal costs and/or terminal constraints). If the optimal operating behavior is known to be a steady state, then its asymptotic stability can be guaranteed with suitable terminal conditions under certain dissipativity and controllability assumptions (see [1]). The same holds true if the optimal operating behavior is a periodic orbit and the terminal conditions are suitably adapted (see [31]). Whereas the use of terminal conditions leads to an optimal asymptotic average performance of the closed loop, it requires significant offline design efforts including knowledge of the optimal operating behavior and of a local control Lyapunov function with respect to it. Furthermore, as soon as the cost changes online, a redesign of the terminal conditions is needed to maintain the performance and stability guarantees. Therefore, it is much more practicable to implement the OCP without terminal conditions. Under similar assumptions and if the optimal operating behavior is a steady state, then such an MPC scheme without terminal conditions achieves suboptimal asymptotic average performance, where the suboptimality is vanishing with growing prediction horizons (see [11], [13]). However, this result does not hold in general if the optimal operating behavior is periodic as [23, Ex. 4] observed: If the value function varies on the optimal periodic orbit, an unrewarding first step (e.g., waiting) may be preferred just to have a certain phase at the end of the prediction horizon. In closed-loop MPC, however, only this first step is implemented, which may result in a severe performance loss. This problem can even occur with arbitrarily large prediction horizons. As a solution, [23] propose to implement a $p$-step MPC scheme, where $p$ is the optimal period length. Alternatively, [21] require the stage cost and the value function to be constant on the optimal periodic orbit. However, both solutions are not entirely satisfying since they either only work in a particular special case or still depend on the system- and cost-specific knowledge of the optimal period length such that an offline design is necessary and needs to be repeated whenever the system or the economic cost change during operation. Moreover, the $p$-step MPC scheme is not only easy to implement but also independent of any system- or cost-specific properties, making the scheme robust against online changes therein. Under standard dissipativity and controllability assumptions, we can prove that the resulting linearly discounted economic MPC without terminal conditions achieves optimal asymptotic average performance up to an error that vanishes with growing prediction horizons. Moreover, we can guarantee practical asymptotic stability of the optimal periodic orbit under the additional technical assumption that dissipativity holds with a continuous storage function. We complement these qualitative guarantees with a quantitative analysis of the transient and asymptotic average performance of the linearly discounted MPC scheme in a numerical simulation study.
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scheme leads only to convergence but not to stability guarantees. Therefore, we propose in this work a novel approach that does not suffer from these drawbacks.

In particular, we propose to use a linearly discounted economic MPC scheme without terminal conditions (LDE-MPC). With this discount, we mitigate the troubling effects at the end of the prediction horizon, whereas we do not require any offline design since this discount factor is independent of any system- or cost-specific property. The main contribution of this work is to prove optimal asymptotic average performance up to an error vanishing with growing prediction horizons as well as practical asymptotic stability. We establish these results based on a weaker version of the well-known turnpike property, which is commonly used to analyze economic MPC without terminal conditions (see, e.g., [18]). Further, we complement the qualitative guarantees with a quantitative analysis of the transient and asymptotic average performance of the linearly discounted MPC scheme in a numerical simulation study and compare it to the undiscounted 1-step and \( p^* \)-step MPC scheme.

We want to emphasize that the goal of the proposed linearly discounted MPC is to solve the undiscounted infinite-horizon optimal control problem. This is in contrast to related works on discounted economic MPC (e.g., [29], [15], [16], [17], and [30]), where exponential discounts are used in the MPC scheme to solve the exponentially discounted infinite-horizon optimal control problem. In our work, we show that linear discounts enable economic MPC without terminal conditions to solve the undiscounted infinite-horizon optimal control problem not only when the optimal operating behavior is a steady state but also when it is a periodic orbit. Although linear discounts are much less common than exponential discounts, they have been used before in MPC by [26], however, in a different context of learning-based MPC.

This article is structured as follows: After denoting the problem setup more formally in Sec. 2 and defining the discounted OCP in Sec. 3, we show recursive feasibility in Sec. 4 and state the performance result in Sec. 5 and the stability result in Section 6. To improve readability, we moved the technical details of the proofs of these results to the last Section 9 after the numerical analysis in Section 7 and conclusion in Section 8.

**Notation.** We denote the set of naturals including 0 by \( \mathbb{N} \), the set of reals by \( \mathbb{R} \), and the set of integers in the interval \([a,b]\) by \( \mathbb{I}_{[a,b]} \) for \( a \leq b \) and define \( \mathbb{I}_{[a,b]} = \emptyset \) for \( a > b \). Further, we define the notation \( |k|_p \) for the modulo operation, i.e., for the remainder when dividing \( k \) by \( p \). For \( x \in \mathbb{R} \), the floor operator \( \lfloor x \rfloor \) crops all decimal places. Let \( \alpha, \delta : [0,\infty) \to [0,\infty) \) be continuous functions. We say \( \alpha \in \mathcal{K}_\infty \) if and only if \( \alpha(t) \) is monotonically increasing functions and satisfies \( \alpha(0) = 0 \) and \( \lim_{t \to \infty} \alpha(t) = \infty \). Moreover, we say \( \delta \in \mathcal{L} \) if and only if \( \delta(t) \) is monotonically decreasing and satisfies \( \lim_{t \to \infty} \delta(t) = 0 \).

**2 Problem setup**

Consider the nonlinear discrete-time system:

\[
x(k+1) = f(x(k),u(k))
\]

subject to the constraints \( x(k) \in X \subset \mathbb{R}^n \) and \( u(k) \in U \subset \mathbb{R}^m \).

We denote the trajectory resulting from a specific input sequence \( u \in U^T \) of length \( T \in \mathbb{N} \) and the initial condition \( x_0 \in X \) with \( x_u(k,x_0) \), which is defined by \( x_u(0,x_0) = x_0 \) and \( x_u(k+1,x_0) = f(x_u(k,x_0),u(k)) \) for \( k \in [0,T-1] \). Occasionally, we will use this notation also for feedback laws \( \mu : X \to U \), in the natural sense \( u(k) = \mu(x_u(k,x_0)) \). Further, for each \( x \in X \) we denote the set of feasible control sequences of length \( T \) starting at \( x \) with \( U^T(x) := \{ u \in U^T \mid \forall k \in [0,T] : x_u(k,x) \in X \} \). The system is equipped with a stage cost function \( \ell : X \times U \to \mathbb{R} \) and the control objective is to minimize the resulting asymptotic average performance

\[
J^\infty_{x,u}(x,u) := \limsup_{T \to \infty} \frac{1}{T} J_T(x,u)
\]

where for each \( x \in X \) and \( u \in U^T(x) \), the accumulated cost \( J_T(x,u) \) is defined by

\[
J_T(x,u) := \sum_{k=0}^{T-1} \ell(x_u(k,x),u(k)).
\]

One of the main contributions of this article is to prove that we obtain optimal asymptotic average performance up to an error that vanishes with growing prediction horizons. The assumptions we need to establish this result are listed in the remainder of this section. We want to emphasize that we do not need any additional assumptions compared to the ones used in [23] to prove a similar performance bound for an undiscounted \( p^* \)-step MPC scheme.

**Assumption 1** (Continuity and compactness).

The functions \( f \) and \( \ell \) are continuous, and the constraints \( X \times U \) are compact.

Let us formally define (optimal, minimal) periodic orbits\(^1\).

**Definition 2** (Optimal periodic orbit).

A \( p \)-tuple \( \Pi \in (X \times U)^p \), \( p \in \mathbb{N} \) is called a feasible \( p \)-periodic orbit, if its projection \( \Pi_\infty \) onto \( X^p \) satisfies

\[
\Pi_\infty(k+1) = f(\Pi(k))
\]

for all \( k \in [0,p-1] \). A \( p \)-periodic orbit \( \Pi \) is called minimal, if \( \Pi_\infty(k) = \Pi_\infty(j) \Rightarrow k = j \) for all \( k, j \in [0,p-1] \). The distance of a pair \((x,u) \in X \times U\) to the orbit \( \Pi \) is defined as \( \|(x,u)\|_\Pi := \inf_{\iota \in [0,p-1]} \| (x,u) - \Pi(k) \| \). The set of all feasible \( p \)-periodic orbits is denoted by \( \Pi_\infty^{sp} \). The average cost at \( \Pi \in \Pi_\infty^{sp} \) is defined as \( \ell^p(\Pi) := \frac{1}{p} \sum_{k=0}^{p-1} \ell(\Pi(k)) \). If a feasible \( \ell^* \)-periodic orbit \( \Pi^* \) satisfies

\[
\ell^p(\Pi^*) = \inf_{\Pi \in \Pi_\infty^{sp}} \ell^p(\Pi) =: \ell^*,
\]

then \( \Pi^* \) is called an optimal periodic orbit and \( \ell^* \) is called an optimal period length.

\(^1\) We use \( p \)-tuples \( \Pi \in (X \times U)^p \) as in [31] instead of subsets \( \Pi \subseteq X \times U \) with \( p \) elements as in [23]. The definition of minimal orbits, however, is analogous to [23] to not only exclude multiple laps of the same orbit as in [31] but also to exclude, e.g., 8-shaped orbits.
Note that Ass. 1 guarantees that $\ell^\star$ in (5) is finite. Further, note that in general there may exist multiple or no optimal orbits $\Pi^\star$. However, if the following assumption of strict dissipativity (taken from [21, Ass. 1]) is satisfied for a minimal orbit $\Pi^\star$, then this orbit is optimal and is the unique optimal orbit up to phase shifts. Further, strict dissipativity implies that the system is optimally operated at a periodic orbit, i.e., the best achievable asymptotic average performance is $\ell^\star$ [24].

**Assumption 3 (Strict dissipativity).**
There exist a storage function $\lambda : \mathbb{X} \to \mathbb{R}$, a bound $\bar{\lambda} \in \mathbb{R}$ with $|\lambda(x)| \leq \bar{\lambda}$ for all $x \in \mathbb{X}$, and a function $\alpha_{\ell} \in \mathcal{K}_{\text{inf}}$, such that the rotated stage cost
$$\hat{\ell}(x,u) = \ell(x,u) - \ell^\star + \lambda(x) - \lambda(f(x,u))$$
(6)
satisfies for all $x \in \mathbb{X}$ and all $u \in \mathbb{U}^1(x)$
$$\ell(x,u) \geq \alpha_{\ell}(\|x,u\|_{\mathcal{F}_t}).$$
(7)

Additionally, we need the following two controllability conditions taken from [23, Ass. 10 and 11].

**Assumption 4 (Local controllability at $\Pi^\star$).**
There exists $\kappa > 0$, $M' \in \mathbb{N}$ and $\rho \in \mathcal{K}_{\text{inf}}$ such that for all $z \in \Pi^\star$ and all $x,y \in \mathbb{X}$ with $|x-z| \leq \kappa$ and $|y-z| \leq \kappa$, there exists a control sequence $u \in \mathbb{U}^M(x)$ such that $x_0(M',x) = y$ and $\|x_0(k,x),u(k))\|_{\mathcal{F}_t} \leq \rho \left( \max\{\|x\|_{\mathcal{F}_t},\|y\|_{\mathcal{F}_t}\} \right)$
(8)
holds for all $k \in \{0,M'-1\}$.

In the following, we will consider initial conditions $x_0 \in \mathbb{X}_0 \subseteq \mathbb{X}$ and we assume that the optimal orbit $\Pi^\star$ can be reached from all $x_0 \in \mathbb{X}_0$ in finite time.

**Assumption 5 (Finite-time reachability of $\Pi^\star$).**
For $\kappa > 0$ from Ass. 4 there exists $M'' \in \mathbb{N}$, $M'' \geq 1$, such that for each $x_0 \in \mathbb{X}_0$ there exists $K \in \{0,M''\}$ and $u \in \mathbb{U}^K(x)$ such that $\|x_0(K,x)\|_{\Pi^\star} \leq \kappa$.

Verifying Assumption 3 in practice is discussed in [3]. A sufficient condition to verify Assumption 4 is controllability of the linearization of the $p^\star$-step system $x_{i+1} = x_0(p^\star,x_i)$ at each point on the optimal orbit $\Pi^\star(i)$, $i = \{0,p^\star-1\}$, compare [27, Theorem 7]. Furthermore, checking Assumption 5 for $x_0 \in \mathbb{X}_0$ is an OCP with horizon length $M''$ and a terminal constraint.

As shown in [21, Cor. 2], local controllability (Ass. 4) guarantees equivalence of the strict dissipativity assumption (Ass. 3) and the one from [23, Ass. 9]. Hence, our setup is equivalent to [23] except that we do not use the simplifying assumption of control invariance of $\mathbb{X}$, but derive recursive feasibility in Sec. 4.

3 Linearly discounted MPC scheme

In this section, we define the LDE-MPC scheme starting with the finite-horizon discounted cost functional
$$J_T^\beta(x,u) := \sum_{k=0}^{T-1} \beta_N(k) \ell(x_0(k,x),u(k))$$
(9)

with the linear discount function
$$\beta_N(k) := \frac{N-k}{N}$$
(10)
and $N \geq T$. Almost always we consider $T = N$, therefore, we define $J_T^\beta := J_N^\beta$ for ease of notation. Further, the corresponding optimal value function is
$$V_N^\beta(x) := \inf_{u \in \mathbb{U}^N(x)} J_N^\beta(x,u).$$
(11)

Due to Ass. 1 we know that $J_T^\beta$ is continuous and due to Ass. 5 that for each $x \in \mathbb{X}_0$ the set $\mathbb{U}^N(x)$ is nonempty and compact for all $N \in \mathbb{N}$. Therefore, there exists for each $x \in \mathbb{X}_0$ a possibly non-unique input sequence $u_{N,x}^T \in \mathbb{U}^N(x)$ that attains the infimum, i.e., $V_N^\beta(x) = J_N^\beta(x,u_{N,x}^T)$. Then we can define the standard MPC feedback law
$$\mu_N^\beta(x) := u_{N,x}^T(0),$$
(12)
that is, for a given $x$ we minimize $J_N^\beta(x,u)$ and take the first element of the minimizing sequence $u_{N,x}^T$ (if non-unique of any). Note that in consistency with this notation we denote by $V_N^\beta$, $J_N^\beta$, $u_{N,x}^T$, and $\mu_N^\beta$ the well-known undiscounted (i.e., $\beta_N(k) = 1$) value function, cost function, optimal input sequence, and resulting MPC feedback. Moreover, we define the rotated cost functional $\tilde{J}_N^\beta$ and the rotated value function $\tilde{V}_N^\beta$ in the exact same way as $J_N^\beta$ and $V_N^\beta$, with the only difference that we take the rotated stage cost $\tilde{\ell}$ instead of $\ell$. These two functions will play a crucial role in the performance and stability analysis of the MPC scheme.

Before we start analyzing the closed-loop performance of this scheme, we want to share some intuition how discounting can be beneficial when dealing with a periodic optimal behavior. In [23, Example 4] it was observed that the optimal open-loop trajectories prefer to end at a specific phase on the optimal orbit such that any odd prediction horizon starts to wait one step, which leads in an MPC scheme to waiting forever as we recursively apply only the first step. When using a discount factor these effects at the end of the prediction horizon become less important compared to the first time step and we can overcome this problem as the following example shows.

**Example 6 (Motivating example).**
Consider the one-dimensional system $x(k+1) = u(k)$ depicted Fig. 2 with state and input constraint set $\mathbb{Z} = \{-1, 1\}$ consisting of four elements only and cost $\ell(x,u)$ defined as $\ell(-1, -1) = 1$, $\ell(-1, 0) = 1$, $\ell(0,1) =$
The system is optimally operated at the two-periodic orbit given by \( \Pi^* = ((0,1),(1,0)) \), and with average cost \( \ell^* = 1/2 \sum_{k=0}^{\infty} \ell(\Pi^*(k)) = 1/2 \). We use the linearly discounted cost functional from (9). To find the minimizing \( u_{N,x_0}^* \) for \( x_0 = -1 \), we can compute the two candidate strategies: \( u^1 \in \mathcal{U}^0(x_0) \) going immediately to the optimal orbit; and \( u^2 \in \mathcal{U}^0(x_0) \) waiting one step before going to the optimal orbit. As we can see in Fig. 2, strategy \( u^1 \) is optimal in the discounted cost for all \( N \in \mathbb{N} \) and thus, the closed-loop input is \( u_{N,x_0}^*(x) = u_{N,x_0}^*(0) = 0 \). Therefore, the resulting closed-loop trajectory converges for any prediction horizon \( N \in \mathbb{N} \) to the optimal orbit in one step \( x_{N,x_0}^*(1,x_0) = 0 \). With the undiscounted cost, we see that only for even prediction horizons \( N \in 2\mathbb{N} \) the strategy \( u^1 \) is preferred, i.e., only for these \( N \) there is closed-loop convergence to the optimal orbit (compare [23, Example 4]).

It is worth to note that an exponential discount \( \beta_N(k) = \beta^k \) for some \( \beta \in (0,1) \) would decrease too fast as we need \( \lim_{N \to \infty} \sum_{k=0}^{N-1} \beta_N(k) = \infty \) to make sure that the reward in the discounted cost function of being at the optimal orbit is larger than any transient cost of approaching it as long as the prediction horizon \( N \) is sufficiently large. As the following sections show, a linear discount factor provides not only this property but is also appealing to analyze since we can exploit the linearity.

### 4 Recursive feasibility

In this section, we show that the linearly discounted economic MPC scheme without terminal conditions from Sec. 3 is recursively feasible if initialized at \( x_0 \in \mathcal{X}_0 \). It is known that recursive feasibility in economic MPC without terminal conditions can be established if optimal trajectories satisfy the so-called turnpike property (see [8], [9] for continuous time and [10] for discrete-time). The turnpike property states that solutions of the OCP stay for all but a fixed number (independent of the length of the prediction horizon) of time steps in the neighborhood of the optimal behavior. Unfortunately, when discounting the stage cost we jeopardize this property as due to the small weights at the end of the horizon, more and more points could lie outside the neighborhood, hence, this number now depends on the length of the prediction horizon.

Still, we can show that the number of points in the neighborhood grows faster than the number of points outside, which we therefore call the weak turnpike property.

**Definition 7 (Weak turnpike property).**

For \( \varepsilon > 0 \), \( N \in \mathbb{N} \) and \( x \in \mathcal{X} \), define the number of points of the optimal trajectory \( u_{N,x}^* \) in the \( \epsilon \)-neighborhood of the optimal orbit \( \Pi^* \) as

\[
Q^\beta_\varepsilon(N,x) = \# \left\{ k \in [0,N-1] \mid \left\| (x_{N,x_0}^*(k),x(k),u_{N,x_0}^*(k)) \right\|_{\Pi^*} \leq \varepsilon \right\}.
\]

For \( \alpha \in \mathcal{K}_\infty \), \( N_0 \in \mathbb{N} \) we say that the OCP (11) satisfies the weak turnpike property at \( x \in \mathcal{X} \) if

\[
Q^\beta_\varepsilon(N,x) \geq N - \sqrt{\frac{N}{\alpha(\varepsilon)}}
\]

holds for all \( N \geq N_0 \) and all \( \varepsilon > 0 \). We define the set of all points that satisfy the weak turnpike property as \( \mathcal{X}_{\alpha,N_0} \subseteq \mathcal{X} \).

Remember that in the commonly known turnpike property (see, e.g., [18]) the \( \sqrt{N} \) term in (14) is a constant independent of \( N \). Hence, whereas the weak turnpike property does not imply that the number of points outside the \( \epsilon \)-neighborhood \( N - Q^\beta_\varepsilon(N,x) \) is bounded by a constant, it still satisfies that the proportion of points inside is growing to 1, i.e., \( \lim_{N \to \infty} \frac{1}{N} Q^\beta_\varepsilon(N,x) = 1 \).

The following theorem is the core of recursive feasibility, as it shows that there are positively invariant sets under the feedback \( \mu^\beta_N \) for which the OCP (11) is feasible, i.e., \( V^\beta_N \) is finite. The crucial observation is that on this set the weak turnpike property holds and that the weak turnpike property can be used to construct a candidate solution for the next time point.

**Theorem 8 (Weak turnpike property).** Let Ass. 1, 3, and 4 hold and for \( C \in \mathbb{R} \), \( N_0 \in \mathbb{N} \) let the set \( \mathcal{X}_{\alpha,N_0} \subseteq \mathcal{X} \) be defined as the set of all \( x \in \mathcal{X} \) that satisfy

\[
V^\beta_N(x) - \frac{N+1}{2} \ell^* + \lambda(x) + \tilde{\lambda} \leq C
\]

for all \( N \geq N_0 \). Then the weak turnpike property holds for all \( x \in \mathcal{X}_{\alpha,N_0} \), i.e., \( \mathcal{X}_{\alpha,N_0} \subseteq \mathcal{X}_{\alpha,N_0} \) with \( \alpha(\varepsilon) = \frac{1}{\sqrt{2C}} \sqrt{\alpha(\varepsilon)} \). Further, for each \( C > C(M') := M'(\ell_{\max} - \ell^*) + 2\tilde{\lambda} + \ell^* \) there exist \( N_0 \in \mathbb{N} \) such that \( \mathcal{X}_{\alpha,N_0} \) is positively invariant under the MPC feedback law \( \mu^\beta_N \) defined in (12) for all \( N \geq N_0 \).

**Proof:** To emphasize the structure of the proof, we outsource all technical steps to Lemma 21, 22, 23, and 25 in Section 9. The first crucial observation using Lemma 21 and \( |\lambda(x)| \leq \tilde{\lambda} \) from Assumption 3 is that the left hand side of (15) is an upper bound to \( J^\beta_N(x,u^\beta_{N,x}) \) and hence, \( J^\beta_N(x,u^\beta_{N,x}) \leq C \) for all \( x \in \mathcal{X}_{\alpha,N_0} \) and all \( N \geq N_0 \). Such a bound on the rotated cost of optimal trajectories is sufficient for the weak turnpike property as shown in Lemma 23, which yields \( \mathcal{X}_{\alpha,N_0} \subseteq \mathcal{X}_{\alpha,N_0} \) with \( \alpha(\varepsilon) = \frac{1}{\sqrt{2C}} \sqrt{\alpha(\varepsilon)} \). Next we assume \( C > C(M') \)
and prove forward invariance of $\mathcal{X}_{\text{PL}}(C,N_0)$ for some sufficiently large $N_0$, i.e., we show that $x_0 \in \mathcal{X}_{\text{PL}}(C,N_0)$ implies for all $N \geq N_0$ that $x_1 = \underline{\mu}_{\ell}^\beta(1,x_0) \in \mathcal{X}_{\text{PL}}(C,N_0)$. First, note that

$$\underline{\mu}_{\ell}^\beta(x_1,u_\ell(x_1)) \leq V_N^\beta(x_1) - \frac{N+1}{2} \ell^* + \lambda(x_1) + \bar{\lambda}$$

as computed in Lemma 21. The second crucial observation is that the weak turnpike property $x_0 \in \mathcal{X}_{\text{PL}}(C,N_0)$ can be used to construct a feasible and almost optimal candidate solution for $x_1$ as shown in Lemma 25 which yields

$$V_N^\beta(x_1) \leq V_N^\beta(x_0) + \frac{N+1}{N} (\ell^* - \ell(x_0,u_0) + \delta(N+1))$$

with $u_0 = \mu_\ell^\beta(x_0)$ for all $N \geq N_0$ with $N_0$ from Lemma 25. Further, using this inequality and Assumption 3 to upper bound $\ell^* - \ell(x_0,u_0)$ yields

$$V_N^\beta(x_1) \leq V_N^\beta(x_0) - \frac{N+1}{2} \ell^* + \lambda(x_0) + \bar{\lambda} + \frac{N+1}{N} \left( \frac{\lambda(x_0) - \lambda(x_1)}{N+1} + \delta(N+1) \right) \leq \frac{\bar{\lambda}}{N+\delta(N+1)} = \sigma_1(N)$$

with $\sigma_1 \in \mathcal{L}$. The third crucial observation is that by choosing long enough horizons $N \geq N_0$, the first step of the optimal trajectory goes either in the right direction, in the sense that the left hand side of (15) decreases, or we are already so close to $\Pi_x^\beta$ that (15) holds anyways. In particular, if $N_0$ from Lemma 25 is not already large enough, we increase it such that we have $\sigma_1(N_0) \leq \sigma_1(\kappa)$ with $\kappa$ from Assumption 4 and $\frac{N_0+1}{\bar{\lambda}} \sigma_1(N_0) \leq C - C(M^\prime)$, where the right hand side is positive since we assume $C > C(M^\prime)$. This choice enables us to treat the following two cases:

- case $\sigma_1(||(x_0,u_0)||_{\Pi^\beta}) \geq \sigma_1(N)$: Then due to $x_0 \in \mathcal{X}_{\text{PL}}(C,N_0)$ we have

  $$V_N^\beta(x_1) \leq \frac{N+1}{2} \ell^* + \lambda(x_1) + \bar{\lambda}$$

  $$\leq V_N^\beta(x_0) - \frac{N+1}{2} \ell^* + \lambda(x_0) + \bar{\lambda} + \frac{N+1}{N} \left( \sigma_1(N) - \sigma_1(||(x_0,u_0)||_{\Pi^\beta}) \right) \leq 0$$

- case $\sigma_1(||(x_0,u_0)||_{\Pi^\beta}) < \sigma_1(N)$: Then $||x_0||_{\Pi^\beta} \leq \kappa$ as $\sigma_1(N) \leq \sigma_1(\kappa)$. Thus, using Ass. 4, we can reach $\Pi_x^\beta$ in $M^\prime$ steps. Using Lemma 22, we obtain $V_N^\beta(x_0) - \frac{N+1}{2} \ell^* + \lambda(x_0) + \bar{\lambda} \leq C(M^\prime)$. Hence, we have

$$V_N^\beta(x_1) \leq C(M^\prime) + \frac{N+1}{N} \left( \sigma_1(N) - \sigma_1(||(x_0,u_0)||_{\Pi^\beta}) \right) \leq C.$$ 

Hence, in both cases we have established $x_1 \in \mathcal{X}_{\text{PL}}(C,N_0)$ which proves that $\mathcal{X}_{\text{PL}}(C,N_0)$ is indeed positively invariant. □

Recursive feasibility for initial conditions $x_0 \in \mathcal{X}_0$ is a direct corollary of Theorem 8 as by compactness of $\mathcal{X}$ and $U$ there is a $C \in \mathbb{R}$ such that (15) holds for all $x \in \mathcal{X}_0$.

Corollary 9 (Recursive feasibility).

Let Ass. 1, 3, 4, and 5 hold. Then there exists $N_0 \in \mathbb{N}$ such that $\mathcal{X}_0 \subseteq \mathcal{X}_{\text{PL}}(C_0,N_0)$ with $C_0 = C(M^\prime + M^\prime)$. In particular, the OCP (11) is feasible for $x_{\mu_\ell^\beta}(k,x_0)$ and all $N \geq N_0$, $k \geq 0$.

Proof: As $M^\prime \geq 1$ we have $C_0 = C(M^\prime + M^\prime) > C(M^\prime)$, hence $\mathcal{X}_{\text{PL}}(C_0,N_0)$ is positively invariant by Theorem 8. Further, by Assumptions 4 and 5 we can reach $\Pi_x^\beta$ from any $x_0 \in \mathcal{X}_0$ in at most $M^\prime + M^\prime$ steps. Hence, by applying Lemma 22 we obtain $x_0 \subseteq \mathcal{X}_{\text{PL}}(C_0,N_0)$. Finally, OCP (11) is feasible for all $x \in \mathcal{X}_{\text{PL}}(C_0,N_0)$ as $V_N^\beta(x)$ is finite for such $x$ by (15). □

5 Optimal asymptotic average performance

In this section, we show that the linearly discounted economic MPC scheme without terminal conditions from Sec. 3 achieves an asymptotic average performance that is optimal up to an error vanishing with growing prediction horizons. This performance result is analogous to the results known from other economic MPC schemes without terminal conditions, compare [13] in case of optimal steady-state operation or [23] in case of optimal periodic operation using a $p$-step MCP scheme. In these works, the proof of the performance bound is heavily based on the turnpike property. In the last section, we have seen that in our setup we can only guarantee the weak turnpike property. Nonetheless, in the following result we see that the weak version is sufficient to prove an asymptotic average performance bound that is analogous to the one from [23].

Theorem 10 (Asymptotic average performance).

Let Ass. 1, 3, and 4 hold and let $C > C(M^\prime)$. Then there exists $\delta \in \mathcal{L}$, $N_0 \in \mathbb{N}$ such that for each prediction horizon length $N \geq N_0$, the MPC feedback law $\mu_\ell^\beta$ defined in (12) results in an asymptotic average performance that is for all $x \in \mathcal{X}_{\text{PL}}(C,N_0)$ not worse than

$$J_{\text{av}}^\beta(x,\mu_\ell^\beta) \leq \ell^* + \delta(N).$$

Proof: To clearly highlight the core idea, we outsource all technical steps to Lemma 26 and 25 in Sec. 9. To begin with the proof, we use the dynamic programming principle (35)
from Lemma 26 to obtain
\[ J_T(x, \mu_N^β) = \sum_{k=0}^{N-1} \ell \left( x, \mu_N^β(k+1), x, \mu_N^β(k+1) \right) \]
\[ = \sum_{k=0}^{N-1} \left( V_N^β(x, \mu_N^β(k+1)) - \frac{1}{N} \sum_{j=0}^{N-1} V_N^β(x, \mu_N^β(k+1)) \right) \]
\[ = V_N^β(x) - \frac{1}{N} \sum_{k=0}^{N-1} V_N^β(x, \mu_N^β(k+1)) \]
\[ \leq \frac{1}{N} \left( V_N^β(x) + (T-1)(\ell^* + \delta(N)) \right) \]
for all \( N \geq N_0 + 1 \), where the last inequality holds when we assume without loss of generality that \( \ell \) and thus also \( V_N^β \) are non-negative. A justification for this assumption can be found in Rem. 20. Further, we compute the limsup as follows
\[ J_N^β(x, \mu_N^β) = \limsup_{T \to \infty} \frac{1}{T} J_T(x, \mu_N^β) \]
\[ \leq \limsup_{T \to \infty} \frac{1}{T} \left( V_N^β(x) + (T-1)(\ell^* + \delta(N)) \right) \]
\[ = \ell^* + \delta(N), \]
where we used that \( V_N^β(x) < \infty \) for all \( x \in X_{\text{pi}}(C, N_0) \) due to (15).

### 6 Practical asymptotic stability

In this section, we prove practical asymptotic stability of the optimal orbit when applying the LDE-MPC scheme.

**Definition 11 (Practical asymptotic stability).**

Let \( S \subseteq \mathbb{X} \) be a positively invariant set of system (1) under the feedback \( \mu : S \to \mathbb{U} \). A p-periodic orbit \( \Pi \in (S \times \mathbb{U})^p \) of (1) is called practically asymptotically stable on \( S \) w.r.t. \( \varepsilon \geq 0 \) under the feedback \( \mu \) if there exists \( \beta \in \mathcal{KL} \) such that for all \( x \in S \) and \( k \in \mathbb{N} \) it holds
\[ \| x(k, x) \|_\Pi \leq \beta(\| x \|_\Pi^∞, k) \]
\[ \| x(k+1, x) - \Pi_x(j) \| \leq \varepsilon. \]

This is different from stability of the set \( \Pi_x(j) \mid j \in \mathbb{I}_{0,p-1} \) and for non minimal orbits different from stability of the trajectory \( \Pi_x([k]) \). See also [31, Theorem 5.6], where depending on the strictness of the dissipativity different stability formulations are obtained for economic MPC with terminal conditions.

Furthermore, we need to extend the standard definition of practical Lyapunov functions for steady states (see, e.g., [13, Definition 2.3]) to periodic orbits.

**Definition 13 (Practical Lyapunov function).**

Let \( S \subseteq \mathbb{X} \) be a positively invariant set of system (1) under the feedback \( \mu : S \to \mathbb{U} \) and let \( \Pi \in (S \times \mathbb{U})^p \) be a p-periodic orbit of system (1). A function \( V : S \to \mathbb{R} \) is a practical Lyapunov function on \( S \) w.r.t. \( \delta \geq 0 \) for the orbit \( \Pi \) and system (1) under the feedback \( \mu \), if there exist \( \varepsilon, \alpha, \alpha_\varepsilon \in \mathbb{K}_\infty \) such that
\[ \alpha(V(\| x, \mu(x) \|_\Pi)) \leq V(x) \leq \alpha_\varepsilon(V(\| x, \mu(x) \|_\Pi) + \delta) \]
holds for all \( x \in \mathbb{X} \) and
\[ \delta \geq 0 \]
holds for all \( x \in S \).

The reason for having \( \| x, \mu(x) \|_\Pi \) in the lower bound and \( \| x \|_\Pi^∞ \) in the upper bound of (18) is due to fact that in (18) we similarly have \( \| x(k, x), \mu(x(k, x)) \|_\Pi \) on the left hand side of the inequality and \( \| x \|_\Pi^∞ \) on the right hand side. Analogous to the steady state case (see [13, Definition 2.2, 2.3, Theorem 2.4]), a practical Lyapunov function from Def. 13 implies practical asymptotic stability of periodic orbits (Def. 11).

**Theorem 14 (Lyapunov function \( \Rightarrow \) stability).**

Let \( S \subseteq \mathbb{X} \) be a positively invariant set of system (1) under the feedback \( \mu : S \to \mathbb{U} \), let \( \Pi \in (S \times \mathbb{U})^p \) be a p-periodic orbit of system (1) and let \( V : S \to \mathbb{R} \) be a practical Lyapunov function on \( S \) w.r.t. \( \delta \geq 0 \) for the orbit \( \Pi \) and system (1) under the feedback \( \mu \). Then \( \Pi \) is practically asymptotically stable on \( S \) w.r.t. \( \varepsilon = \alpha_\varepsilon^{-1}(\alpha_\varepsilon^{-1}(\delta) + \delta) \) under the feedback \( \mu \).

**Proof:**

Note that \( \varepsilon = \alpha_\varepsilon^{-1}(\alpha_\varepsilon^{-1}(\delta) + \delta) \). By plugging this into the upper bound of (18), we have a similar practical asymptotic stability setup as [13] or [18] and we can follow the proof of [13, Theorem 2.4] step by step with the obvious modifications to obtain
\[ \| x(k, x), \mu(x(k, x)) \|_\Pi \leq \max \left( \beta(\| x \|_\Pi^∞, k) \right) \]
\[ \| x(k+1, x) - \Pi_x(j) \| \leq \varepsilon. \]

As we will see, the rotated value function \( V_N^β \) as defined above (12) is a practical Lyapunov function on \( X_{\text{pi}}(C, N_0) \). We only need one additional technical assumption to ensure continuity of \( V_N^β \).


Assumption 15 (Continuous storage function). Assume that the storage function \( \lambda \) of Ass. 3 is continuous and that there exists \( \overline{\lambda}_k \in K_{\infty} \) such that for all \( x \in \mathbb{X} \) and all \( k \in [0, p] \) it holds
\[
[\lambda(x) - \lambda(\Pi_{x}^{c}(k))] \leq \overline{\lambda}_k(|x - \Pi_{x}^{c}(k)|).
\] (20)

Now we are prepared to show that any arbitrarily small neighborhood of the optimal orbit can be stabilized if the prediction horizon is sufficiently large.

Theorem 16 (Practical asymptotic stability). Let Ass. 1, 3, 4, and 15 hold, let \( C = C(M') \), and assume that \( \Pi^{x} \) is minimal. Then there exists \( \varepsilon \in \mathcal{L} \) and \( N_0 \in \mathbb{N} \) such that the optimal periodic orbit \( \Pi^{x} \) is practically asymptotically stable on \( \mathcal{X}_{\Pi}(C, N_0) \) w.r.t. \( \varepsilon(N) \) under the MPC feedback \( \mu_{N}^{\beta} \) for all \( N \geq N_0 \). In particular, the rotated value function \( \tilde{V}_{N}^{\beta}(x) \) is a practical Lyapunov function on \( \mathcal{X}_{\Pi}(C, N_0) \).

Proof. Due to Theorem 8 we know that we can choose \( N_0 \) such that \( \mathcal{X}_{\Pi}(C, N_0) \) is positively invariant. Hence, to desired result is proven according to Theorem 14 if there exists \( \delta \in \mathcal{L} \) such that \( \tilde{V}_{N}^{\beta} \) is a practical Lyapunov function on \( \mathcal{X}_{\Pi}(C, N_0) \) w.r.t. \( \delta(N) \) for the orbit \( \Pi^{x} \). First, Lemma 28 verifies that \( \tilde{V}_{N}^{\beta} \) satisfies (18). Second, the decrease condition (19) follows due to (7) and (12), if we manage to show
\[
\tilde{V}_{N}^{\beta} \left( f(x, \mu_{N}^{\beta}(x)) \right) - \tilde{V}_{N}^{\beta}(x) \leq -\ell(x, \mu_{N}^{\beta}(x)) + \delta_{1}(N) \quad (21)
\]
for some \( \delta_{1} \in \mathcal{L} \). We conveniently denote \( y = f(x, \mu_{N}^{\beta}(x)) \), remark that \( y \in \mathcal{X}_{\Pi}(C, N_0) \) due to the positive invariance of \( \mathcal{X}_{\Pi}(C, N_0) \), and rewrite (21) as
\[
\tilde{V}_{N}^{\beta}(y) - \lambda(y) - \tilde{V}_{N}^{\beta}(x) + \lambda(x) \leq -\ell(x, \mu_{N}^{\beta}(x)) + \ell^{*} + \delta_{1}(N).
\] (22)

In order to prove this inequality, we exploit the weak turnpike property, which allows us to relate the left hand side of (22) to \( \tilde{V}_{N}^{\beta}(y) - \tilde{V}_{N}^{\beta}(x) \). Lemma 29 carries out the rigorous derivation of this relation and yields
\[
\tilde{V}_{N}^{\beta}(y) - \lambda(y) - \tilde{V}_{N}^{\beta}(x) + \lambda(x) \leq \tilde{V}_{N}^{\beta}(y) - \tilde{V}_{N}^{\beta}(x) + \delta_{2}(N).
\] (23)

Recall \( y = f(x, \mu_{N}^{\beta}(x)) \) and use Lemma 25 and 26 to see
\[
-\tilde{V}_{N}^{\beta}(x) - \overline{\lambda}_k(|x - \Pi_{x}^{c}(k)|) \leq \tilde{V}_{N}^{\beta}(y) - \overline{\lambda}_k(|y - \Pi_{x}^{c}(k)|).
\] (29)
Plugging this inequality into (23) and defining \( \delta_{1} := \delta + \delta_{2} \in \mathcal{L} \) yields (22).

Remark 17. The additional assumption of minimality of \( \Pi^{x} \) is often taken for simplicity, e.g., in [23] and [21]. Compared to [23], we were able to remove the assumption on minimality for the performance result in Theorem 10. Removing it for the stability result in Theorem 16 poses some technical challenges, especially in the proof of Lemma 29. In particular, when estimating the sum \( \sum_{n} \), the terms with \( \lambda \) do not cancel out anymore. Nonetheless, we conjecture that it may be possible to prove practical asymptotic stability also for non-minimal orbits.

Figure 3. The cost \( \ell^{p}(\Pi^{x}) \) in Example 18 of the optimal periodic orbit \( \Pi^{x} \) of length \( p \). We observe that the optimal period length is \( p^{*} = 6 \) as \( \ell^{p}(\Pi^{x}) \) is minimal for all \( p \in 6\mathbb{N} \).

7 Numerical Analysis

In this section, we present two simulation examples of the proposed LDE-MPC scheme, in order to ...
Concerning (ii): We compare the asymptotic average performance of the proposed LDE-MPC \( \mu^\beta_{\infty} \) with a 1-step MPC \( \mu^\beta_{\infty} \) and a \( p^\ast \)-step MPC \( \nu^\ast \) as proposed by [23]. We simulate each scheme for different horizon lengths \( N \) starting at \( x_0 = 0 \) for \( T_{\text{sim}} = 60 \) time steps. In most of the cases, an asymptotic periodic closed-loop behavior is reached after \( T_{\text{sim}} \) such that we can compute the asymptotic average performance by the average cost \( J_{\infty}(x_0, \mu) \) of the last 6 time steps for each MPC scheme \( \mu \in \{\mu^\beta_{\infty}, \nu^\ast, \nu^\ast_N\} \). As we can see in Fig. 5, only the \( p^\ast \)-step MPC \( \nu^\ast_N \) and LDE-MPC \( \mu^\beta_{\infty} \) achieve optimal performance (up to numerical accuracy of the simulation) for all horizons \( N \geq 11 \) and \( N \geq 15 \), respectively.

Concerning (iii): Since the asymptotic average performance does not give any information about the transient cost to approach the asymptotic operating behavior, we compute the accumulated cost \( J_T(x_0, \mu) = T^\ast \) for the three different MPC schemes \( \mu \in \{\mu^\beta_{\infty}, \nu^\ast, \nu^\ast_N\} \). As this value depends very much on \( T_{\|p^\ast} \), we look at the average over all \( T \in [25, 30] \) (one period): \( J_T(x_0, \mu) = \frac{1}{30} \sum_{25}^{30} J_T(x_0, \mu) \). As we can observe in Fig. 6, for horizons \( N \geq 14 \) LDE-MPC \( \mu^\beta_{\infty} \) has the best transient performance of the three schemes. The undiscounted MPC \( \mu^\beta_{\infty} \) cannot reach this transient performance for any horizon length, whereas the \( p^\ast \)-step MPC \( \nu^\ast_N \) can reach it only for \( |N|p^\ast = 1 \) and almost for \( |N|p^\ast = 0 \). This significant transient performance loss compared to \( \mu^\beta_{\infty} \) can be explained by the fact that \( \nu^\ast_N \) still executes the unrewarding first steps from \( \mu^\beta_{\infty} \) before it converges to the optimal orbit, whereas \( \mu^\beta_{\infty} \) directly goes in the right direction.

Example 19 (Economic growth). Consider the system \( x(t+1) = u(t) \) with the cost \( \ell(x, u) = -\log(5x_{0.34} - u) \). This system is a simple model for economic growth from [4] that has often been used as example in economic MPC, e.g., in [13], [25], or [14]. Hence, it is well-known that this system is optimally operated at the steady state \( \Pi^* \approx (2, 2.3, 2.23) \), i.e., \( p^* = 1 \). In [13] it is shown that the asymptotic average performance of an undiscounted MPC scheme without terminal conditions converges exponentially with \( N \to \infty \) to the optimal performance \( \ell^* \). Unfortunately, when introducing the linear discounts, this exponential convergence speed cannot be recovered and instead, the asymptotic average performance of LDE-MPC converges approximately proportional to \( N^{-1/4} \) as we can estimate from the slope \( \approx -2 \) of the logarithmic plot of \( J_{\infty}(x_0, \mu^\beta_{\infty}) \) over \( N \) in Fig. 7. The difference is huge in this example, e.g., in order to achieve optimality up to an error in the magnitude of \( 10^{-9} \) the undiscounted scheme needs a prediction horizon length of \( N = 9 \), whereas the linearly discounted scheme needs \( N = 10^4 \).

8 Discussion and conclusion

In this work, we have shown that LDE-MPC is recursively feasible when initialized at any \( x_0 \in X_0 \) and achieves an asymptotic average performance that is optimal up to any desired level of suboptimality when the prediction horizon is chosen.
sufficiently large. Moreover, we have proven practical asymptotic stability and Example 18 has revealed improvements in the transient performance compared to state-of-the-art methods. One further clear advantage of LDE-MPC is that it does not need any offline design, neither terminal conditions need to be designed as in [31], nor the optimal period length \( p^* \) must be computed as in [23].

When facing real world applications, it is often impractical to design terminal conditions and instead practitioners omit terminal conditions and increase the prediction horizon \( N \) until the closed-loop behavior is satisfactory. The work of [11] provides a theoretical justification for this procedure in the case where optimal operation is a steady state. Similarly, in the case where optimal operation is a steady state or a periodic orbit, the present work provides a theoretical justification for this procedure in the case where optimal operation is a steady state. The work is known for undiscounted economic MPC in the case when optimal operation is a steady state (see [25]).

We identified various future research questions:

- Are also other discount functions possible? If other discount functions give the same qualitative performance and stability guarantees as LDE-MPC, then the choice of the discount functions may be exploited as design parameter to improve the quantitative performance. Hence, a theoretical analysis is needed to find the properties a discount function must have to guarantee performance and stability as in Theorems 10 and 16 and then, a numerical analysis could give insights which discount has the best quantitative behavior. In particular, it is desirable to find a discount that recovers the exponential convergence of undiscounted MPC (compare Example 19). An educated guess therefor could be to start the linear discounting only in the second half of the prediction horizon and keep the first half undiscounted.

- Does LDE-MPC also work with other optimal operating behaviors? In this work, we investigated LDE-MPC for setups that are optimally operated at a periodic orbit, however, the design does not use any information of the periodic optimal operating behavior. Hence there is justified hope that the results of this work may be generalized to other optimal operating behaviors, e.g., quasi-periodic or the ones considered in [6], [22], or [19].

- Can we give transient performance guarantees? We have already observed in Example 18 that LDE-MPC has a comparably good transient performance. Based on the practical stability guarantee from Section 6, we conjecture that one may obtain transient performance guarantees, similar to [13], [12], or [20].

- It may be possible to extend LDE-MPC to a setting with disturbances such that robust performance and robust stability guarantees can be given. Such extensions are known for undiscounted economic MPC in the case when the optimal operating behavior is periodic (see [28], [5]) but terminal conditions are used, as well as when no terminal conditions are used but the optimal operating behavior is a steady state (see [25]).

### Figure 8. Overview of the structure of the proof of the main results of this article. Each proof uses the assumptions in the upper left corner and the Lemmas or Theorems pointing to it. Obviously, their assumptions are then also required.

#### 9 Technical parts of the proofs

This section contains all the technical parts of the proofs of Thm. 8, 10, and 16 in full detail. Since these proofs are rather long and technical, we structured them into several Lemmas, which hopefully helps the reader understanding the idea of the proof much better. In addition, we provide an overview of the whole proof structure in Fig. 8.

**Remark 20.** Throughout this section, we will assume that \( \ell \) is non-negative. This assumption is without loss of generality and therefore commonly made in undiscounted economic MPC to simplify the analysis. Let us briefly justify that this assumption still goes without loss of generality if we discount the cost function. We know due to Ass. 1 that \( \ell_\text{min} := \inf_{(x,u)\in X\times U} \ell(x,u) \) exists and is finite. Thus, we can redefine the cost as \( \ell'(x,u) := \ell(x,u) - \ell_\text{min} \geq 0 \), which implies that the resulting cost functional \( J_N^\beta \) for \( x \in X \) and \( u \in U(x) \) is

\[
J_N^\beta(x,u) = J_N^\beta(x,u) - \min_{k=0}^{N-1} \sum_{k=0}^{N-1} \beta_N(k).
\]

Therefore, the cost functionals \( J_N^\beta \) and \( J_N^\beta \) differ only by a constant and thus have the same minimizer \( u_N^\beta \). Hence, the MPC control law \( u_N^\beta \) as defined in (12) remains unchanged and we can indeed assume \( \ell(x,u) \geq 0 \) without loss of generality.

**Lemma 21 (Rotated cost functional).**

For all \( N \in \mathbb{N}, x \in X \) and \( u \in U(x) \) the rotated cost function satisfies

\[
J_N^\beta(x,u) = \frac{N+1}{2} \frac{\ell^* + \bar{\lambda}(x)}{N} + \frac{N}{2} \sum_{k=1}^{N} \bar{\lambda}(x_k(k,x)) = \frac{N+1}{2} \frac{\ell^* + \bar{\lambda}(x)}{N} + \frac{N}{2} \sum_{k=1}^{N} \bar{\lambda}(x_k(k,x)).
\]
Proof: We compute
\[ f_N^\beta(x,u) \overset{\text{(5)}}{=} f_N^\beta(x,u) - \sum_{k=0}^{N-1} \beta_N(k) \ell^* + \frac{1}{N} \sum_{k=0}^{N-1} \beta_N(k) \left( \lambda(x_u(k,x)) - \lambda(x_u(k+1,x)) \right) \]
and
\[ \sum_{k=0}^{N-1} \beta_N(k) \ell^* = \frac{N+1}{2} \ell^* \text{ as well as} \]
\[ \sum_{k=0}^{N-1} \beta_N(k) \left( \lambda(x_u(k,x)) - \lambda(x_u(k+1,x)) \right) = \beta_N(0) \lambda(x) - \beta_N(N-1) \lambda(x_u(N,x)) + \frac{1}{N} \sum_{k=1}^{N} \lambda(x_u(k,x)) (\beta_N(k) - \beta_N(k-1)) \]
\[ = \lambda(x) - \frac{1}{N} \sum_{k=1}^{N} \lambda(x_u(k,x)). \]
Lemma 22 (Uniform bound from reachability).
Let Ass. 1 and 3 hold. If \( \Pi^*_N \) can be reached from \( x \in X \) within \( M \) steps, i.e., there exists \( \bar{x} \in U^M(x) \) with \( x_u(k,x) = \Pi^*_N(l) \) for some \( l \in [0,p^*] \), then for all \( N \in \mathbb{N} \)
\[ V_N^\beta(x) = \frac{N+1}{2} \ell^* + \lambda(x) + \frac{\alpha}{\beta} \leq C(M) \]
holds with \( C(M) = M(\ell_{\max} - \ell^*) + 2\lambda + \ell^* p^* \).
Proof: We derive this upper bound by constructing a suitable suboptimal candidate solution for \( V_N^\beta(x) \). We can extend the input \( \bar{u} \) to any horizon length \( \bar{u} \in U^N(x) \) by remaining on the optimal orbit, i.e., choose \( \bar{u}(k) := \Pi^*_N([k-M+\overline{l}]p^*) \) for \( k \in [M,N-1] \) which results in the state \( x_u(k,x) = \Pi^*_N([k-M+\overline{l}]p^*) \) for all \( k \in [M,N] \). Therefore, noting that \( \sum_{k=0}^{N-1} \beta_N(k) \ell^* = \frac{N+1}{2} \ell^* \), we have
\[ V_N^\beta(x) = \frac{N+1}{2} \ell^* \leq \bar{f}_N^\beta(x,\bar{u}) - \sum_{k=0}^{N-1} \beta_N(k) \ell^* \]
\[ = \sum_{k=0}^{M-1} \beta_N(k) \left( \ell(x_u(k,x),\bar{u}(k)) - \ell^* \right) \lambda \]
\[ \leq M(\ell_{\max} - \ell^*) \]
\[ + \sum_{k=M}^{N-1} \beta_N(k) \ell(\Pi^*_N([k-M+\overline{l}]p^*)) \]
where we introduced \( \ell_{\max} := \sup_{(x,u) \in X \times U} \ell(x,u) \), which is finite due to Ass. 1. The last line can be upper bounded by using that \( \ell \) is non-negative (compare Remark 20) and that \( \beta_N \) is decreasing. In particular, we know that
\[ \sum_{k=M}^{N-1} \beta_N(k) \ell(\Pi^*_N([k-M+\overline{l}]p^*)) \leq \sum_{j=0}^{N-M} \beta_N(M+jp^*) \ell^* p^* \]
and that
\[ \sum_{k=M}^{N-1} \beta_N(k) \ell^* \leq \sum_{j=1}^{N-M} \beta_N(M+jp^*) \ell^* p^*. \]
Altogether and using \( \beta_N(M) \leq 1 \) and \( |\lambda(x)| \leq \lambda \) from Assumption 3, this yields
\[ V_N^\beta(x) - \frac{N+1}{2} \ell^* + \lambda(x) + \frac{\alpha}{\beta} \leq M(\ell_{\max} - \ell^*) + 2\lambda + \ell^* p^* = C(M). \]
\[ \Box \]
Lemma 23 (Bounded rotated cost ⇒ weak turnpikes). Let Assumption 3 hold and let \( x \in X \). If there exist \( C \in \mathbb{R}, N_0 \in \mathbb{N} \) such that the rotated cost function \( \bar{J}_N^\beta(x,u^\beta_{N,x}) \leq C \) is bounded for all \( N \geq N_0 \), then the weak turnpike property is satisfied at \( x \), i.e., \( x \in \mathbb{X}_{\alpha,N_0} \) with \( \alpha(\varepsilon) = \frac{1}{\sqrt{2N}} \sqrt{\bar{a}(\varepsilon)} \).
Proof: In order to quantify how close the trajectory resulting from \( u^\beta_{N,x} \) is to the optimal periodic orbit \( \Pi^*_N \), we sum up the dissipation inequality (7) from Ass. 3 and obtain
\[ \sum_{k=0}^{N-1} \beta_N(k) \bar{a}_i \left( \left\| (x_\beta(k),x_u^\beta_{N,x}(k)) \right\|_{\Pi^*_N} \right) \]
\[ \leq \sum_{k=0}^{N-1} \beta_N(k) \bar{a}_i \left( \left\| (x_\beta, x_u^\beta_{N,x}(k)) \right\|_{\Pi^*_N} \right) = f_N^\beta(x,u^\beta_{N,x}) \leq C. \]
Next, we lower bound the left hand side by taking only the \( N-Q\varepsilon(N,x) \) points outside the \( \varepsilon \)-neighborhood of \( \Pi^*_N \) and bound their norm by \( \left\| (x_\beta, x_u^\beta_{N,x}(k)) \right\|_{\Pi^*_N} \geq \varepsilon \). Since we do not know which ones out of the total \( N \) points these are, we consider the worst case, i.e., that these points are the ones with the smallest weights \( \beta_N(k) \), which are the last \( N-Q\varepsilon(N,x) \) points. Hence, by exploiting linearity of \( \beta_N \), we can explicitly compute
\[ \sum_{k=0}^{N-1} \beta_N(k) \bar{a}_i \left( \left\| (x_\beta, x_u^\beta_{N,x}(k)) \right\|_{\Pi^*_N} \right) \]
\[ \geq \sum_{k=Q\varepsilon(N,x)}^{N-1} \beta_N(k) \bar{a}_i \left( \left\| (x_\beta, x_u^\beta_{N,x}(k)) \right\|_{\Pi^*_N} \right) \]
\[ \geq \frac{N-k}{N} \alpha(\varepsilon) \]
\[ \geq \frac{(N-Q\varepsilon(N,x))(N-Q\varepsilon(N,x)+1)}{2N} \alpha(\varepsilon) \]
Putting these two pieces together yields
\[ \frac{(N-Q\varepsilon(N,x))^2}{2N} \alpha(\varepsilon) \leq C \leftrightarrow N-Q\varepsilon(N,x) \leq \frac{\sqrt{2NC}}{\alpha(\varepsilon)}. \]
After defining \( \alpha \in K_\infty \) as \( \alpha(\varepsilon) = \frac{1}{\sqrt{2N}} \sqrt{\bar{a}(\varepsilon)} \), we obtain the desired result. \[ \Box \]
Lemma 24 (Cost of trajectories close to orbit). Let Ass. 1 and 3 hold. Then, there exists \( \alpha_1 \in K_\infty \) such that for all \( \varepsilon > 0 \) and for all trajectories of length \( T \) defined by \( \hat{x} \in X \) and
\( \bar{u} \in \mathbb{U}^T(\bar{x}) \) that satisfy \( \| (x_\ell(k, \bar{x}), \bar{u}(k)) \|_{\text{TV}} \leq \varepsilon \) for all points \( k \in [0, T-1] \), the following bound on the cost holds
\[
\sum_{k=0}^{T-1} \ell (x_\ell(k, \bar{x}), \bar{u}(k)) \leq (T + p^* - 1) \ell^* + T \alpha_1(\varepsilon). \tag{25}
\]

**Proof:** This lemma is a consequence of the continuity of \( f \) and \( \ell \) and the fact that Ass. 3 implies that no closed orbit can have a better average performance than \( \ell^* \). Let us therefore formulate the continuity of \( f \) and \( \ell \) on the periodic orbit \( \Pi^* \) in terms of \( K_{\infty} \) functions, i.e., there exist \( \tau_f, \tau_\ell \in K_{\infty} \) such that for all \( j \in [0, p^*-1] \) and all \( (x, u) \in \mathbb{X} \times \mathbb{U} \)
\[
\begin{align*}
\| f(x, u) - f(\Pi^*(j)) \| &\leq \tau_f (\| (x, u) - \Pi^*(j) \| ) \\
\| (x, u) - \ell (\Pi^*(j)) \| &\leq \tau_\ell (\| (x, u) - \Pi^*(j) \| )
\end{align*}
\]
holds. Using the continuity of \( \ell \) we immediately get
\[
\sum_{k=0}^{T-1} \ell (x_\ell(k, \bar{x}), \bar{u}(k)) \leq \sum_{k=0}^{T-1} \ell (\Pi^*(i_k)) + T \tau_\ell(\varepsilon), \tag{26}
\]
where the sequence \( (i_k)_{k\in[0, T-1]} \) satisfies \( \| (x_\ell(k, \bar{x}), \bar{u}(k)) - \Pi^*(i_k) \| \leq \varepsilon \) for all \( k \in [0, T-1] \). Thus, it remains to compute \( \sum_{k=0}^{T-1} \ell (\Pi^*(i_k)) \). To this end, let \( \bar{\varepsilon} \) be the minimum distance between any two points on the periodic orbit \( \Pi^* \) which are not equal. Thus, \( \bar{\varepsilon} > 0 \), since there are only finitely many points and we excluded distance 0, i.e., equal points. Now, choose \( \varepsilon_1 > 0 \) such that \( \varepsilon_1 + \tau_f (\varepsilon_1) < \bar{\varepsilon} \). This choice guarantees for all \( \varepsilon < \varepsilon_1 \), all \( (x, u) \in \mathbb{X} \times \mathbb{U} \) with \( \| (x, u) - \Pi^*(i_k) \| \leq \varepsilon \), and all \( f \) with \( \Pi^*_f (j) \neq f (\Pi^*(i_k)) = \Pi^*_f ([i_k + 1, j]_{\mathbb{U}}) \) that
\[
\begin{align*}
\| f(x, u) - \Pi^*_f (j) \| &\geq \| f(\Pi^*(i_k)) - \Pi^*_f (j) \| - \| f(x, u) - f(\Pi^*(i_k)) \| \\
&\geq \| \Pi^*_f ([i_k + 1, j]_{\mathbb{U}}) - \Pi^*_f (j) \| - \tau_f (\| (x, u) - \Pi^*(i_k) \| ) \geq \bar{\varepsilon} - \tau_f (\varepsilon) > \varepsilon.
\end{align*}
\]
Hence, since \( \| \Pi^*_f (i_k) - f (x_\ell(k, \bar{x}), \bar{u}(k)) \| \leq \varepsilon \) the only possibility that is left is
\[
\Pi^*_f (i_k + 1) = \Pi^*_f ([i_k + 1, j]_{\mathbb{U}}). \tag{27}
\]
Further, let us denote the sequence that starts at \( i_0 \) and follows the orbit \( \Pi^* \) for \( T^* \) time steps with \( i \), i.e., \( i_k = [i_0 + k]_{\mathbb{U}} \) for all \( k \in [0, T^* - 1] \). Obviously, \( i \) describes \( T \) full orbits \( \Pi^* \), starting at the phase \( i_0 \) and thus, \( i \) has the average cost \( \ell^* \).

Now, we will transform \( i \) to \( i \) by taking away parts of \( i \) that are an orbit themselves until we are left with \( i \). Thereby, we will see that the lower bound on the average cost always stays \( \ell^* \).

In particular, apply the following algorithm:

(i) Find the smallest \( k \in [0, T-1] \) for which \( i_k \neq \bar{i}_k \) and find the smallest \( k \) for which \( \bar{i}_k = i_k \). If no such \( k \) exists, stop.

(ii) Due to (27), we know that \( \Pi^*_f (\bar{i}_k) = \Pi^*_f (i_k) = \Pi^*_f ([i_k - 1, 1]_{\mathbb{U}}) = \Pi^*_f (i_k) \). Hence, the sequence \( (\Pi^*(i_j))_{j\in[0, T-1]} \) is a periodic orbit. Summing up the dissipation inequality (7) from Ass. 3 with (6) along this orbit yields
\[
0 \leq \sum_{j=k}^{T-1} (\ell (\Pi^*(\bar{i}_j)) - \ell^*) - \sum_{j=k}^{T-1} (\ell (\Pi^*(\bar{i}_j)) - (k - k) \ell^*)
\]
where we used that the terms with the storage function cancel out when summing (6) along an orbit. Hence, the average cost of this \( k - k \)-periodic orbit is larger than \( \ell^* \) or equal to \( \ell^* \).

(iii) Remove the points \( [\bar{i}_k, \bar{i}_k + 1] \) from \( \bar{i}_k \), i.e., redefine \( \bar{i}_j := \bar{i}_j \) for \( j \in [0, k-1] \) and \( \bar{i}_j := \bar{i}_{j-k} + k \) for \( j \geq k \). Then, go to 1).

Since we have chosen the length of \( i \) initially as \( T \ell^* \), we know that we never run out of points in \( i \) when applying the above procedure. However, we may be left with a rather long tail, therefore, if the length of \( i \) is longer than or equal to \( T + p^* \), then we remove a multiple of \( p^* \) points at the end of \( i \) until we are left with a length between \( T \) and \( T + p^* - 1 \). The removed part consists solely of full orbits \( \Pi^* \) and thus has average cost \( \ell^* \). Finally, \( \bar{i} \) equals the sequence \( i \) appended with a tail of maximally \( p^* - 1 \) more elements. Since \( i \) had initially an average cost of \( \ell^* \) and everything we removed had an average cost larger than or equal to \( \ell^* \), this means that this remaining sequence has an average cost upper bounded by \( \ell^* \), i.e.,
\[
(T + p^* - 1) \ell^* \geq \sum_{k=0}^{T-1} \ell (\Pi^*(i_k)),
\]
where we estimated the cost of the tail to be larger than 0 by non-negativity of \( \ell \) (compare Rem. 20). Together with (26) this leads to
\[
\sum_{k=0}^{T-1} \ell (x_\ell(k, \bar{x}), \bar{u}(k)) \leq (T + p^* - 1) \ell^* + T \tau_\ell (\varepsilon), \tag{28}
\]
for the case \( \varepsilon < \varepsilon_1 \).

As last step we extend this bound to the case \( \varepsilon \geq \varepsilon_1 \). This is straightforward, since the left hand side of the desired inequality is upper bounded by \( T \ell^* \) with \( \ell^* = \sup_{x \in \mathbb{X}, u \in \mathbb{U}} \ell (x, u) \leq \varepsilon \) due to Ass. 1. Further, using that the stage cost \( \ell \) is non-negative, we obtain that the right hand side of the desired inequality is lower bounded by \( T \alpha_1 (\varepsilon) \). Hence, when setting \( \alpha_1 = \max \left\{ \frac{T \ell^*}{\tau_\ell (\varepsilon)}, 1 \right\} \bar{\alpha}_\ell \), the already established bound (28) holds for \( \alpha_1 \) since \( \alpha_1 (\varepsilon) \geq \tau_\ell (\varepsilon) \) and further, we obtain \( \alpha_1 (\varepsilon) \geq \ell^* \) for \( \varepsilon > \varepsilon_1 \) such that the bound holds as well in this case.

**Lemma 25** (Almost optimal candidate solution). Let Ass. 1, 3, and 4 hold. Then, there exists \( \tilde{\delta} \in \mathcal{E} \) and \( N_0 \in \mathbb{N} \) such that for all \( x \in \mathbb{X}_{\alpha, N_0} \) and all \( N \geq N_0 \), the following inequality holds
\[
V_{N+1}^\beta (x) \leq \frac{N}{N+1} V_N^\beta (x) + \ell^* + \delta (N+1) \tag{29}
\]
and for \( x_1 = x_{\mu_{N_0}^\beta} (1,x) \)
\[
V_N^\beta (x_1) \leq \frac{N}{N+1} V_N^\beta (x) + \frac{N+1}{N} \left( \ell^* - (x, \mu_N^\beta (x)) + \delta (N+1) \right). \tag{30}
\]
\( ^4 \) It can actually be shown that the cost is always equal to and never larger than \( \ell^* \), but that is not needed here.
Proof: We prove this inequality by taking the optimal input $u_{N+1}^\beta(x)$ and using the weak turnpike property $x \in X_{N_0}$, to construct an almost optimal candidate solution of horizon length $N+1$, with which we can estimate $V_{N+1}^\beta(x)$ and $V_N(x_1)$.

Let us define the function $\sigma : [N_0, \infty) \to (0, \infty)$ as $\sigma(N) := \alpha^{-1}(\sqrt{N})$. Since $\sqrt{N}$ is continuous and monotonically decreasing on $[N_0, \infty)$, it is $\sigma \in \mathcal{L}$. As $x \in X_{N_0}$, we can use (14) with $\epsilon = \sigma(N)$ to obtain for all $N \geq N_0$

$$Q_{\sigma(N)}(N,x) \geq N - \frac{\sqrt{N}}{\alpha(\sigma(N))} = N - \sqrt{N^3} \geq 2,$$

where the last inequality holds if $N_0 \geq 6$. Hence, we are guaranteed that there exists a point $P \in [0,N-1]$ in the $\sigma(N)$ neighborhood of $\Pi^*$ that satisfies

$$P \geq Q_{\sigma(N)}(N,x) - 1 \geq N - \sqrt{N^3} - 1,$$

as there are $Q_{\sigma(N)}(N,x)$ of such points in $[0,N-1]$. Further, we choose $N_0$ large enough, such that $\sigma(N_0) \leq \kappa$ with $\kappa$ from Ass. 4. Then we know, that $\|x_{\beta}(P,N,x)\|_{\pi^*_N} \leq \kappa$ and that we can choose an input sequence $u \in [\pi^*_N]^{(x_{\beta}(P,x))}$ from Ass. 4 with $x_{\beta}(P,N,x) = x_{\beta}(P,x)$ that keeps the trajectory close to the optimal orbit $\Pi^*$ in the sense of (8) and ends where it started. Thus, we can fit it as middle piece into the trajectory generated by $u_{N+1}^\beta$ leading to the candidate input sequence over the one step longer horizon $[0,N]$.

$$\tilde{u}(k) = \begin{cases} u_{N+1}^\beta(k) & \text{for } k \in \llbracket 0, P-1 \rrbracket \\ u^*(k-P) & \text{for } k \in \llbracket P, P+M-1 \rrbracket \\ u_{N+1}^\beta(k-M') & \text{for } k \in \llbracket P+M', N \rrbracket, \end{cases}$$

resulting in the state trajectory

$$\ddot{x}(k) = \begin{cases} x_{\beta}(P,N,x) & \text{for } k \in \llbracket 0, P-1 \rrbracket \\ x_{\beta}(P,N,x) - k \cdot P & \text{for } k \in \llbracket P, P+M-1 \rrbracket \\ x_{\beta}(P,N,x) - (k-M') \cdot x & \text{for } k \in \llbracket P+M', N \rrbracket. \end{cases}$$

Note that $\ddot{x}(1) = x_1$ as $P \geq 1$. Hence, this candidate solution gives rise to the upper bounds

$$V_{N+1}^\beta(x) \leq P_{N+1}(x, \ddot{u}) \leq \sigma_{N+1}^\beta(x, \ddot{u}) \leq \frac{N+1}{N} \ell(x, \mu_{N+1}^\beta(x)) =: \delta_3(N).$$

The function $\delta_3$ satisfies $\delta_3 \in \mathcal{L}$. We continue with $\|P+M', N \|$ and obtain

$$\Sigma_2 := \sum_{k=P}^{P+M-1} \beta_{N+1}(k) \ell(\ddot{x}(k), \ddot{u}(k))$$

and

$$\Sigma_3 := \sum_{k=P}^{P+M-1} \beta_{N+1}(k) \ell(\ddot{x}(k), \ddot{u}(k))$$

where $\Sigma_3$ is the cost of trajectories satisfying the weak turnpike property is approximately $\ell^*$. Therefore, we need to use Lemma 24, which requires a trajectory fully inside the $\sigma(N)$-neighborhood, however, we have a trajectory that has $N - Q_{\sigma(N)}^\beta(N,x)$ points outside this neighborhood. Hence, we split the trajectory at these points, such that we end up with $N - Q_{\sigma(N)}^\beta(N,x) + 1$ shorter trajectories (possibly of length 0), which now are fully inside the $\sigma(N)$-neighborhood, as well as the $N - Q_{\sigma(N)}^\beta(N,x)$ outside points. Each outside point can be conveniently estimated by $\ell_{\max}$. Each inside trajectory piece can be estimated with Lemma 24. When we sum up the resulting bounds, the trajectory lengths $T$ in (25) of the inside
pieces sum up to the total amount of inside points $Q^\beta_{\sigma(N)}(N,x)$, such that we obtain
\[
\Sigma_4 \leq \frac{Q^\beta_{\sigma(N)}(N,x)}{N+1} (\ell^* + \alpha(\sigma(N))) + \frac{N - Q^\beta_{\sigma(N)}(N,x) + 1}{N+1} ((p^*-1)\ell^* + \ell_{\max}).
\]
Further, we upper bound $\frac{Q^\beta_{\sigma(N)}(N,x)}{N+1} \leq 1$ and
\[
\frac{N - Q^\beta_{\sigma(N)}(N,x) + 1}{N+1} \leq \frac{\sqrt{N^3}}{N+1} \leq \frac{1}{\sqrt{N}}
\]
which leads to
\[
\Sigma_4 \leq \ell^* + \alpha(\sigma(N)) + \frac{1}{\sqrt{N}} ((p^*-1)\ell^* + \ell_{\max}) =: \delta_2(N)
\]
where $\delta_2 \in \mathcal{L}$. Finally, plugging this bound on $\Sigma_4$ in (34) and defining $\delta(N+1) := \delta_2(N) + \delta(N)$, $\delta \in \mathcal{L}$, we obtain
\[
\ell_{\beta}(N+1,x,\bar{u}) \leq \frac{N}{N+1} \ell_{\beta}(N,x) + \ell^* + \delta(N+1)
\]
which yields with (33) the desired inequalities (29) and (30).

\[\square\]

**Lemma 26** (Dynamic programming principle). Let Ass. 1 hold. Then for all $x \in \mathcal{X}$ and all $N \in \mathbb{N}$, the following inequality holds
\[
\ell_{\beta}(N,x) = \ell(N,\mu_{\beta}(x)) + \frac{N-1}{N} \ell_{\beta}(N-1, x, \mu_{\beta}(x))
\]
(35)

**Proof:** Consider a general $\bar{u} \in \mathbb{U}^N(x)$, then we have
\[
J_{\beta}(N,x,\bar{u}) = \ell(N,\bar{u}(0)) + \frac{N-1}{N} \sum_{k=0}^{N-1} \ell(x_k(k),\bar{u}(k))
\]
(36)
where $\bar{u}[1,N-1] \in \mathbb{U}^{N-1}$ is $\bar{u}$ without its first element, i.e., $\bar{u}[1,N-1](k-1) = \bar{u}(k)$ for $k \in \mathbb{Z}_{N-1}$. Now, we show equality in (35) by showing $\leq$ and $\geq$ starting with $\leq$: We take the input sequence defined by $\bar{u}(0) = \mu_{\beta}(x)$ and $\bar{u}(k) = \mu_{\beta}[1,N-1](k-1)$ for $k \in \mathbb{Z}_{N-1}$ and use (36) as well as $V_{\beta}(x) \leq J_{\beta}(N,x)$ by optimality to prove (35) with $\leq$. For the case $\geq$ we consider a different input sequence: $\bar{u} = \mu_{\beta}[1,N-1]$. Using optimality, we obtain $V_{\beta}(x) \leq J_{\beta}(N,x)$, which leads to (36) to (35) with $\geq$. In summary, we have shown $\leq$ and $\geq$, thus is in (35).

**Lemma 27** (Rot. stage cost is positive definite). Let Ass. 1, 3, and 15 hold. Then there exist $\overline{\alpha}_\ell, \overline{\ell}_\ell \in \mathcal{K}_\infty$ satisfying for all $(x,u) \in \mathcal{X} \times \mathcal{U}$
\[
\overline{\alpha}_\ell(\|x,u\|_{\Pi^*}) \leq \ell(x,u) \leq \overline{\ell}_\ell(\|x,u\|_{\Pi^*})
\]
(37)

**Proof:** The lower bound is already given by Ass. 3. To prove existence of the upper bound, consider the sum
\[
\ell^*(\Pi^*) := \frac{1}{p^*} \sum_{k=0}^{p^*-1} \ell(\Pi^*(k)) = \frac{1}{p^*} \sum_{k=0}^{p^*-1} (\ell(\Pi^*(k)) - \ell^*) \geq 0
\]
and the fact that $\ell(\Pi^*(k))$ is non-negative for all $k \in [0,p^*-1]$ due to (7) from Ass. 3. If a sum of non-negative summands is zero, we can conclude that all summands are zero, i.e., $\ell(\Pi^*(k)) = 0$. Further, continuity of $\ell$ (Ass. 1) and $\Lambda$ (Ass. 15) yields that $\ell$ is continuous and hence with $\ell(\Pi^*(k)) = 0$ for all $k \in [0,p^*-1]$ we conclude that there exists $\overline{\ell}_\ell \in \mathcal{K}_\infty$ satisfying
\[
\ell(x,u) \leq \overline{\ell}_\ell(\|x,u\|_{\Pi^*})
\]
for all $(x,u) \in \mathcal{X} \times \mathcal{U}$.

**Lemma 28** (Rot. value function is positive definite). Let Ass. 1, 3, 4, and 15 hold. Then there exists $\overline{\alpha}_\ell \in \mathcal{K}_\infty$ such that for all $N \in \mathbb{N}$ and all $x \in \mathcal{X}_{\alpha}(C,N_0)$ it holds that
\[
\overline{\alpha}_\ell(\|x,\mu_{\beta}(x)\|_{\Pi^*}) \leq \overline{\ell}(\|x,\mu_{\beta}(x)\|_{\Pi^*}) \leq \overline{\alpha}_\ell(\|x\|_{\Pi^*})
\]
(38)

**Proof:** The lower bound on $\overline{\ell}_{N}(x)$ is straightforward to see with Lemma 27, since
\[
\overline{\ell}_{N}(x) \geq \ell(x,\mu_{\beta}(x)) \geq \overline{\alpha}_\ell(\|x,\mu_{\beta}(x)\|_{\Pi^*}) \geq \ell(x,u_{\beta}(x)) \geq \overline{\ell}(\|x\|_{\Pi^*})
\]
(37)
(8)
(39)

For the upper bound we recognize due to the positive definiteness of $\ell$ that $\overline{\ell}_{N}(x) \leq \overline{\ell}(\|x\|_{\Pi^*})$ for $x \leq M' + M''$. Hence, it is sufficient to prove the upper bound for the case $N > M' + M''$. For this proof, we make a case distinction. First, consider $\|x\|_{\Pi^*} \leq \kappa$ where $\kappa$ is the local controllability neighborhood from Ass. 4. Then, there exists an input sequence $u' \in U^{M'}(x)$ steering the system in $M'$ steps onto the optimal orbit $\Pi_{\Pi^*}^M$, i.e., satisfying $x_{\Pi}(M',x) = \Pi_{\Pi^*}^M(l)$ for some $l \in [0,p'-1]$. The candidate input defined by $\bar{u}(k) = u'(k)$ for $k \in [0,M'-1]$ and $\bar{u}(k) = \Pi_{\Pi^*}^M([k-M' + l])$ for $k \in [M',N-1]$ results in $x_{\Pi}(k) = \Pi_{\Pi^*}^M([k-M' + l])$ for $k \in [M',N-1]$. Hence, using Lemma 27 it follows
\[
\overline{\ell}(\|x\|_{\Pi^*}) \leq \overline{\ell}(\|x\|_{\Pi^*}) \leq \sum_{k=0}^{M'-1} \beta_{N}(k) \ell(x_{\Pi}(k),U'(k)) \leq \overline{\ell}(\|x\|_{\Pi^*}) \leq \overline{\ell}(\|x\|_{\Pi^*})
\]
(8),(37)
\[
\leq \overline{\ell}(\|x\|_{\Pi^*})
\]
(8)
(38)

For the case $\|x\|_{\Pi^*} > \kappa$, we use that for $x \in \mathcal{X}_{\alpha}(C,N_0)$ we have $\overline{\ell}_{N}(x) \leq \overline{\ell}_{N}(x,\mu_{\beta}(x)) \leq C$ due to Lemma 21 and (15). To bring both cases together, we define
\[
\overline{\alpha}(s) := \left(\frac{C}{\overline{\ell}(\rho(x))} + M'ight) \overline{\ell}(\rho(x))
\]
which satisfies $\overline{\alpha}(\|x\|_{\Pi^*}) \geq C$ for $\|x\|_{\Pi^*} \geq \kappa$ as well as $\overline{\alpha}(\|x\|_{\Pi^*}) \geq \overline{\ell}(\|x\|_{\Pi^*})$. Hence, we have established the desired bound $\overline{\ell}_{N}(x) \leq \overline{\ell}(\|x\|_{\Pi^*})$. Finally, $\overline{\ell}_{N} \in \mathcal{K}_{\infty}$ is trivially satisfied, since $\left(\frac{C}{\overline{\ell}(\rho(x))} + M'ight) > 0$, $\rho \in \mathcal{K}_{\infty}$. Therefore, $\overline{\alpha}_{\ell} \in \mathcal{K}_{\infty}$, which concludes the proof.

$\square$
 Lemma 29 (Difference of value functions). Let Ass. 1, 3, 4, and 15 hold and assume that $\Pi^*$ is minimal. Then there exists $N_0 \in \mathbb{N}$ and $0 \leq \delta_0 \in \mathcal{L}$ such that for all $x, y \in \mathbb{X}_{pi}(C, N_0)$ and all $N \geq N_0$ the following inequality holds
\[ \tilde{V}^\beta_N(y) - \lambda(y) - \tilde{V}^\beta_N(x) + \lambda(x) \leq V^\beta_N(y) - V^\beta_N(x) + \delta_2(N). \] (39) 

Proof: The key insight needed for this proof is that also the rotated optimization problem satisfies the weak turnpike property, which follows from Lemma 23 by checking its assumptions for $\ell$ replaced by $\ell^*$. $\ell^*$ satisfies the strict dissipativity Ass. 3 with $\lambda = 0$ since $\ell$ satisfies this assumption as well. Hence, as $\ell^* = 0$ (follows from Lemmas 27 and 28) we have by Lemma 21 that the "rotated rotated cost functional" is the same as the rotated cost functional, i.e., $P^\delta(\ell(x,u)) = P^\delta(x,u)$. Therefore, we have the upper bound $J^\beta_N(x, u^\delta_{N,y}) = V^\beta_N(x) \leq J^\beta_N(x, u^\delta_y) \leq C$ for all $x, y \in \mathbb{X}_{pi}(C, N_0)$ due to (15) and Lemma 21. Therefore, all assumptions of Lemma 23 are satisfied with $\ell^*$ replaced by $\ell$ as well and hence, the weak turnpike property from Definition 7 holds also for rotated trajectories starting at $x \in \mathbb{X}_{pi}$ with the same $\alpha \in \mathcal{L}$. 

Using the weak turnpike property (14) for $V^\beta_N(x)$, $V^\delta_N(x)$, $\tilde{V}^\beta_N(y)$, and $\tilde{V}^\delta_N(y)$ yields that there are at least $N - \sqrt[3]{\nu N}$ time points $k \in \mathbb{N}_{0,N-1}$ at which all of these four trajectories are in the $\epsilon$ neighborhood of $\Pi^*$. We choose $\epsilon = \mu_{\Pi^*}(N) := \alpha^{-1}(4 \sqrt[3]{\nu})$ to obtain that there are at least $N - \sqrt[3]{\nu^3}$ such points. Let $P \geq N - \sqrt[3]{\nu^3} - 1$ be the largest of these points, which exists, if we choose $N \geq N_0 \geq 4$, i.e., $P \geq 1$. Further, let $N_0$ be large enough such that $\sigma_2(N) \leq \kappa$. In the following, we will split the proof into two parts, namely we show that $P$ satisfies
\[ V^\beta_N(y) - \lambda(y) - \tilde{V}^\beta_N(x) + \lambda(x) \leq J^\beta_N(y, u^\delta_{N,y}) - J^\beta_N(x, u^\delta_{N,y}) + \delta_4(N) \] (40) and
\[ J^\beta_N(y, u^\delta_{N,y}) - J^\beta_N(x, u^\delta_{N,y}) \leq V^\beta_N(y) - V^\beta_N(x) + \delta_5(N). \] (41) Then, the desired inequality (39) immediately follows by defining $\delta_2 = \delta_4 + \delta_5$. 

We start with (40). Using the local controllability from Ass. 4, we can construct a suboptimal candidate solution $\bar{u} \in \mathbb{U}^N(y)$ for $V^\beta_N(y)$ that follows the optimal solution of $V^\beta_N(y)$ for $P$ steps, then goes in $M^\prime$ steps to the optimal orbit $\Pi^*$ to follow it for the remainder of the horizon. Thus, we can estimate with Lemma 27 ($\ell(\Pi^*(k)) = 0$) and with (8) from the local controllability Assumption 4 that
\[ V^\beta_N(y) \leq J^\beta_N(y, \bar{u}) \leq J^\beta_N(y, u^\delta_{N,y}) + M^\prime \sigma_2(p(\sigma_2(N))) \] where we used $\beta_N(k) \leq 1$ to simplify the middle piece. For notational convenience, we define $\sigma_2(N) := M^\prime \sigma_2(p(\sigma_2(N)))$, which is $\sigma_2 \in \mathcal{L}$. Further, since $\ell$ is non-negative, we can estimate
\[ J^\beta_N(x, u^\delta_{N,y}) \leq V^\beta_N(x). \] Adding these two inequalities, and using Lemma 21 leads to
\[ V^\beta_N(y) - V^\beta_N(x) \leq J^\beta_N(y, u^\delta_{N,y}) + \sigma_2(N) - J^\beta_N(x, u^\delta_{N,y}) \leq J^\beta_N(y, u^\delta_{N,y}) + V^\beta_N(y) - V^\beta_N(x) + \delta_2(N) \] (24)\[ - \lambda(x) + \frac{1}{N} \sum_{k=1}^p (\lambda(x^\beta_{N,y}(k,x)) - \lambda(x^\beta_{N,y}(k,y))). \] Let us investigate $\sigma_6$ in more detail. Therefore, we use that both $x^\beta_{N,y}(k,x)$ and $x^\beta_{N,y}(k,y)$ satisfy the weak turnpike property and that there are at most $\sqrt[3]{\nu^3}$ timepoints where one or both trajectories are outside the $\sigma_2(N)$-neighborhood of $\Pi^*$. When splitting the sum in $[P/p^*]$ parts of length $p^*$, we know due to the weak turnpike property, that there are at least $[P/p^*] \cdot \sqrt[3]{\nu^3}$ parts for which both $x^\beta_{N,y}(k,x)$ and $x^\beta_{N,y}(k,y)$ are completely in the $\sigma_2(N)$-neighborhood of $\Pi^*$. The other $\sqrt[3]{\nu^3}$ parts and the remaining $[P/p^*]$ points which are too few to have length $p^*$ must be estimated with the diameter $\tilde{\lambda} = \sup_{x \in X} |\lambda(x) - \lambda(y)|$ on the storage, which is finite as $X$ is compact (Ass. 1) and $\lambda$ continuous (Ass. 15). The parts that are inside the $\sigma_2(N)$-neighborhood of $\Pi^*$ can be estimated smarter by exploiting that they follow $\Pi^*$, as was proven in [23, Lemma 15]. For this Lemma, we need that $\Pi^*$ is minimal (satisfied by assumption) and we need to choose $N_0$ large enough such that $\sigma_2(N_0) \leq \tilde{\epsilon}$ with $\tilde{\epsilon} > 0$ from [23, Lemma 15]. Hence, for such a part of length $p^*$ (starting at some $k$) we can estimate with Ass. 15 (continuity of $\lambda$) that
\[ \sum_{j=0}^{p^*-1} (\lambda(x^\beta_{N,y}(j+k,x)) \leq \sum_{j=0}^{p^*-1} (\lambda(\Pi^*(j)) + p^* \sigma_2(p(\sigma_2(N))) \] and
\[ \sum_{j=0}^{p^*-1} (\lambda(x^\beta_{N,y}(j+k,y)) \leq \sum_{j=0}^{p^*-1} (\lambda(\Pi^*(j)) + p^* \sigma_2(p(\sigma_2(N)) \] Hence, in the difference of these two sums, the term $\sum_{j=0}^{p^*-1} (\lambda(\Pi^*(j))$ cancels out and $2p^* \sigma_2(p(\sigma_2(N))$ remains. Finally, these arguments lead to
\[ \sum_6 \leq \frac{\lambda(\sqrt[3]{\nu^3}) p^* + [P/p^*]}{N} + 2 \frac{p^* [P/p^*]}{N} \sigma_2(p(\sigma_2(N))) \] and we define $\delta_5(N) := \sigma_3(N) + \sigma_4(N)$ to conclude (40).

For the second part of the proof, we must show that (41) is satisfied. To this end, we construct a suboptimal candidate solution $\bar{u} \in \mathbb{U}^N(x)$ for $V^\beta_N(x)$ that follows the optimal solution $u^\delta_{N,x}$ of $V^\beta_N(x)$ for $P$ steps, then follows the input $u'$ from the local controllability of Ass. 4 that brings the state in $K^\prime \in \mathbb{M}^\prime p^* - 1$ steps to $x^\beta_{N,y}(P,y)$, and then stays on the

\[ x_{N,y}(P,y) \text{ are both in the } \sigma_2(N) \text{ neigh-} \]
trajectory of $V^\beta_N(y)$ by applying $u^\beta_N$. Hence,

\[
V^\beta_N(x) \leq p^\beta_P(x, \tilde{u}) \leq p^\beta_P(x, u^\beta_N) + \sum_{k=p}^{p+K'-1} \beta_N(k) \ell(x_{\beta\beta}(k, \tilde{u}, y^\beta_N(k)), u^\beta_N(k, \tilde{u}, y^\beta_N(k)))
\]

\[
\leq \sum_{k=p+K'} \beta_N(k) \ell(x_{\beta\beta}(k, \tilde{u}, y^\beta_N(k)), u^\beta_N(k, \tilde{u}, y^\beta_N(k)))
\]

First, we consider $\Sigma_7$

\[
\Sigma_7 \leq \kappa' \ell(N, \ell_{\max}) = \frac{N - P}{N} K' \ell_{\max} \leq \frac{\sqrt{N^3} + 1}{N} K' \ell_{\max}
\]

Second, we consider $\Sigma_8$ and use $\beta_N(k) - \beta_N(k, \tilde{u}) = -K'/N$ to obtain

\[
\Sigma_8 = -\sum_{k=p+K'}^{N-1} \kappa' \ell(N, \ell_{\max}) - \beta_N(k) \ell(x_{\beta\beta}(k, \tilde{u}, y^\beta_N(k)), u^\beta_N(k, \tilde{u}, y^\beta_N(k)))
\]

where we use non-negativity of $\ell$ in the last step. Bringing the estimates for $\Sigma_7$ and $\Sigma_8$ together and defining $\delta_{\Sigma}(N) = N^{N^{3/2} + 1} K' \ell_{\max}$, $\delta_{\Sigma} \in L$, yields (41) and thus completes the proof.
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