BASIS PROPERTIES OF FUČÍK EIGENFUNCTIONS
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Abstract. We establish sufficient assumptions on sequences of Fučík eigenvalues of the one-dimensional Laplacian which guarantee that the corresponding Fučík eigenfunctions form a Riesz basis in \(L^2(0, \pi)\).

1. Introduction

The classical spectral theorem for compact self-adjoint (linear) operators on a Hilbert space \(X\) asserts the existence of a sequence of eigenvalues of such an operator that forms an orthogonal basis of \(X\), see, e.g., [30]. One of the simplest examples is given by the sine functions \(\sin(nx)\), \(n \in \mathbb{N}\), which are eigenfunctions of the one-dimensional Dirichlet Laplacian, i.e.,

\[-u'' = \lambda u \quad \text{in} \ (0, \pi), \quad u(0) = u(\pi) = 0,\]

and hence they form an orthogonal basis in \(L^2(0, \pi)\). Although the assumptions of the spectral theorem can not be weakened in general, eigenfunctions of certain operators which do not satisfy the imposed requirements might still form a basis of a space \(X\). Classes of such operators have been an active topic of research, and a great amount of significant results have been
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obtained. We refer to \[1,13,22,24,26,32\] and the extensive bibliographies therein for a deeper discussion.

The references indicated above are concerned mainly with linear operators. At the same time, the conclusion of the spectral theorem can be valid even for some nonlinear operators. As an example, there exists \( p_0 > 1 \) such that the generalized trigonometric functions \( \sin_p(nx) \) defined as eigenfunctions of the one-dimensional Dirichlet \( p \)-Laplacian with \( p > p_0 \), i.e.,

\[-(|u'|^{p-2}u')' = \lambda |u|^{p-2}u \quad \text{in} \quad (0, \pi_p), \quad u(0) = u(\pi_p) = 0,
\]

form a Riesz basis in \( L^2(0, \pi_p) \), see [4], and [6,7,16] for further developments. Here, \( \pi_p = \frac{2\pi}{p\sin(\pi/p)} \). While this basis is non-orthogonal except for \( p = 2 \), it has certain advantages, in particular, in a numerical study of nonlinear equations, see [5]. Let us remark that it remains unknown whether the same basisness result holds true for all \( p > 1 \). Notice that the generalized trigonometric functions \( \sin_p(nx) \) share with \( \sin(nx) \) the anti-periodic structure which is significantly used in the proof of [4]. In general, there exist several results on assumptions for a function \( f \) to guarantee that the corresponding system of dilated functions, i.e., the sequence of the form \( \{f(nx)\} \), is a basis, see, e.g. [3,6,18,19,35], to mention a few.

In the present work, we investigate the basisness of eigenfunctions for another type of eigenvalue problems for the classical Dirichlet Laplacian in one dimension which does not fit into the framework of the spectral theorem, namely,

\[ (1.1) \quad -u''(x) = \alpha u^+(x) - \beta u^-(x) \quad \text{in} \quad (0, \pi), \quad u(0) = u(\pi) = 0, \]

where both \( \alpha, \beta \) are spectral parameters. This so-called \( \text{Fučík (or Dancer-Fučík) eigenvalue problem} \) was originated in the works [11] and [17] in the context of studies of elliptic equations with “jumping” nonlinearities. Various aspects of the \( \text{Fučík} \) eigenvalue problem for second-order elliptic operators where intensively studied afterwards. We refer to [8,33] for the local existence of curves in the \( \text{Fučík} \) spectrum emanated from classical eigenvalues \( \lambda_k \), to [9,14] for variational characterizations of such curves, to [29,31] for their asymptotic behaviour, to [10,23] for nodal properties of the corresponding \( \text{Fučík} \) eigenfunctions, and to [12,28] for algebro-topological properties of the associated energy functional. Although this list is far from being complete, many other relevant references can be found in the indicated papers. Nevertheless, the structure and properties of the \( \text{Fučík} \) spectrum and \( \text{Fučík} \) eigenfunctions are understood only to a rather limited extent, and their investigation can be a hard task even in the case of operators acting in finite-dimensional spaces, see the discussion in [20,25]. In particular, we are not aware of previous results on the basis properties of \( \text{Fučík} \) eigenfunctions of the problem (1.1) for the one-dimensional Laplacian.
Fučík eigenfunctions associated with Fučík eigenvalues \((\alpha, \beta)\) of the problem \((1.1)\) can be interpreted as specific alterations of the sine functions that, in general, do not lead to a system of dilated or orthogonal functions when \(\alpha \neq \beta\), although they preserve a certain periodic structure. By establishing explicit formulas for the distances between Fučík eigenfunctions and corresponding sine functions, and making use of the periodic structure, we obtain sequences of Fučík eigenvalues \((\alpha(n), \beta(n))\) whose corresponding Fučík eigenfunctions form a Riesz basis in \(L^2(0, \pi)\). To this end, we employ several classical results from the stability theory of Paley and Wiener [27], which provides basic information on the basisness of Fučík eigenfunctions, and we leave more developed approaches for further investigation.

Let us outline the structure of this article. In the rest of the introduction, we rigorously introduce normalized Fučík eigenfunctions and Fučík systems as sequences of such functions in Section 1.1, and we state our main results in Section 1.2. We derive explicit formulas for the norms of the normalized Fučík eigenfunctions, their distances to the corresponding sine functions, and some scalar products between Fučík eigenfunctions and sine functions in Section 2. In Section 3, we establish upper bounds on the distances which are essential for the proof of Theorem 1.4. The proof of Theorem 1.7 is given in Section 4, and the proof of Theorem 1.9 is given in Section 5. We conclude the article with final remarks in Section 6. Appendices A and B contain several auxiliary technical details.

1.1. Fučík eigenvalues and eigenfunctions. The Fučík spectrum \(\Sigma(0, \pi) \subset \mathbb{R}^2\) of the linear Dirichlet Laplacian in one dimension is defined as the set of all pairs of parameters \((\alpha, \beta) \in \mathbb{R}^2\) for which problem \((1.1)\) has a non-trivial solution. Here, \(u^+ = \max(u, 0)\) and \(u^- = \max(-u, 0)\) denote the positive and negative parts of \(u\), respectively. Clearly, for \(\alpha = \beta =: \lambda\) we obtain the standard eigenvalue problem \(-u'' = \lambda u\) with zero Dirichlet boundary conditions, which possesses the complete sequence of eigenvalues \(\lambda_n = n^2, n \in \mathbb{N}\), and the sine functions \(\phi_n = \sin(nx)\) as corresponding eigenfunctions. Since \(\phi_1\) has definite sign, the lines \(\{1\} \times \mathbb{R}\) and \(\mathbb{R} \times \{1\}\) are the trivial part of \(\Sigma(0, \pi)\) and we have

\[
\Sigma(0, \pi) \setminus \left( \left( \{1\} \times \mathbb{R} \right) \cup \left( \mathbb{R} \times \{1\} \right) \right) \subset \left\{ (\alpha, \beta) \in \mathbb{R}^2 : \alpha > 1, \beta > 1 \right\}
\]

by the variational characterization of the first eigenvalue \(\lambda_1 = 1\). Any \((\alpha, \beta) \in \Sigma(0, \pi)\) is called Fučík eigenvalue and any corresponding non-zero solution of \((1.1)\) is called Fučík eigenfunction. Hereinafter, under a solution of \((1.1)\) we mean the classical (i.e., \(C^2\)-regular) solution of that problem. Any Fučík eigenfunction consists of positive bumps of length \(l_1 = \frac{\pi}{\sqrt{\alpha}}\) alternating with negative bumps of length \(l_2 = \frac{\pi}{\sqrt{\beta}}\), and has the form of translations and mul-
Figures 1: Several curves of the Fučík spectrum

tiples of \(\sin(\sqrt{\alpha}x)\) at positive bumps and \(\sin(\sqrt{\beta}x)\) at negative bumps. For each even number \(n\) of bumps there exists one curve

\[
\Gamma_n = \left\{ (\alpha, \beta) \in \mathbb{R}^2 : \frac{n}{2} \frac{\pi}{\sqrt{\alpha}} + \frac{n}{2} \frac{\pi}{\sqrt{\beta}} = \pi \right\}
\]

in the Fučík spectrum \(\Sigma(0, \pi)\) that contains \((\lambda_n, \lambda_n)\), while for each odd number \(n \geq 3\) of bumps there are two curves

\[
\Gamma_n = \left\{ (\alpha, \beta) \in \mathbb{R}^2 : \frac{n+1}{2} \frac{\pi}{\sqrt{\alpha}} + \frac{n-1}{2} \frac{\pi}{\sqrt{\beta}} = \pi \right\},
\]

\[
\tilde{\Gamma}_n = \left\{ (\alpha, \beta) \in \mathbb{R}^2 : \frac{n-1}{2} \frac{\pi}{\sqrt{\alpha}} + \frac{n+1}{2} \frac{\pi}{\sqrt{\beta}} = \pi \right\}
\]

in \(\Sigma(0, \pi)\) intersecting at \((\lambda_n, \lambda_n)\), see Figure 1. These curves completely describe the non-trivial part of \(\Sigma(0, \pi)\), see [17, Lemma 2.8]. Observe that if \(u\) is a Fučík eigenfunction for the pair of parameters \((\alpha, \beta)\), then so is \(tu\) for any \(t > 0\), while \(-tu\) is a Fučík eigenfunction for \((\beta, \alpha)\). As a consequence, since \((\alpha, \beta) \in \Gamma_n\) for odd \(n\) implies \((\beta, \alpha) \in \tilde{\Gamma}_n\), we will neglect the curve \(\tilde{\Gamma}_n\) from our further consideration. Moreover, notice that if \(u\) is a Fučík eigenfunction for the pair of parameters \((\alpha, \beta) \in \Gamma_n\) for even \(n\), then \(v(x) = u(\pi - x)\) is also a Fučík eigenfunction for \((\alpha, \beta)\) and \(v \neq u\).

In order to uniquely specify a Fučík eigenfunction for each point of \(\Sigma(0, \pi)\), let us introduce the following special choice of Fučík eigenfunctions, see Figure 2.

**Definition 1.1.** Let \(n \geq 2\) and \((\alpha, \beta) \in \Gamma_n\). The *normalized Fučík eigenfunction* \(f_{\alpha, \beta}^n\) is the \(C^2\)-solution of the boundary value problem (1.1)
with \((f_{n,\alpha,\beta}^n)'(0) > 0\) which is normalized by
\[
\|f_{n,\alpha,\beta}^n\|_\infty = \sup_{x \in [0,\pi]} |f_{n,\alpha,\beta}^n(x)| = 1.
\]

For \(n = 1\), we set \(f_{1,\alpha,\beta}^1 = \phi_1\) for every \((\alpha, \beta) \in (\{1\} \times \mathbb{R}) \cup (\mathbb{R} \times \{1\})\).

The normalized Fučík eigenfunctions can be described more explicitly by the following piecewise definition. Let \(n \geq 2\). For \(\alpha \geq n^2 \geq \beta\) we have
\[
(1.2) \quad f_{n,\alpha,\beta}^n(x) = \begin{cases} 
\sqrt{\beta} \sin(\sqrt{\alpha}(x - kl)) & \text{for } kl \leq x < kl + l, \\
-\sin(\sqrt{\beta}(x - kl - l_1)) & \text{for } kl + l_1 \leq x < (k + 1)l,
\end{cases}
\]
and for \(\beta > n^2 > \alpha\) we have
\[
(1.3) \quad f_{n,\alpha,\beta}^n(x) = \begin{cases} 
\sin(\sqrt{\alpha}(x - kl)) & \text{for } kl \leq x < kl + l_1, \\
-\sqrt{\alpha} \sin(\sqrt{\beta}(x - kl - l_1)) & \text{for } kl + l_1 \leq x < (k + 1)l,
\end{cases}
\]
where \(l = l_1 + l_2\) and \(k \in \mathbb{N}_0 = \mathbb{N} \cup \{0\}\). Notice that (1.2) and (1.3) define \(f_{n,\alpha,\beta}^n\) on the whole \(\mathbb{R}_+\). We also remark that \(f_{n,\alpha,\beta}^n \notin C^3[0,\pi]\) provided \(\alpha \neq \beta\).

In our purpose to form a basis in \(L^2(0,\pi)\) that consists solely of normalized Fučík eigenfunctions, we pick one normalized Fučík eigenfunction from each curve \(\Gamma_n\), \(n \geq 2\), and the sine function as the normalized Fučík eigenfunction of the trivial part of \(\Sigma(0,\pi)\). In this regard, the following definition will be useful.

**Definition 1.2.** We define a Fučík system \(F_{\alpha,\beta} = \{f_{\alpha(n),\beta(n)}^n\}\) as a sequence of normalized Fučík eigenfunctions with the mappings \(\alpha, \beta: \mathbb{N} \to \mathbb{R}\) satisfying \(\alpha(1) = \beta(1) = 1\) and 
\((\alpha(n), \beta(n)) \in \Gamma_n\) for every \(n \geq 2\).

**1.2. Main results.** In this section, we summarize our main results for the basisness of Fučík systems given by Definition 1.2. We present growth
conditions on the mappings $\alpha, \beta$ which guarantee that the Fučík system $F_{\alpha, \beta}$ is a Riesz basis in $L^2(0, \pi)$. We call a complete system $\{\psi_n\}$ in $L^2(0, \pi)$ a Riesz basis if there exist positive constants $c, C > 0$ such that the inequalities

$$c \sum_{n=1}^{N} |\alpha_n|^2 \leq \left\| \sum_{n=1}^{N} \alpha_n \psi_n \right\| \leq C \sum_{n=1}^{N} |\alpha_n|^2$$

are satisfied for arbitrary $N \in \mathbb{N}$ and any constants $\alpha_1, \ldots, \alpha_N$. In fact, Riesz bases are images of an orthonormal basis under a linear homeomorphism. Several equivalent characterizations of a Riesz basis can be found in [36, Theorem 9]. Hereinafter, $\| \cdot \|$ denotes the standard norm in $L^2(0, \pi)$.

We make use of several methods from the stability theory of Paley and Wiener to show that a Fučík system $F_{\alpha, \beta}$ inherits the basis properties from the system of sine functions $\{\phi_n\}$ provided that the two sequences are sufficiently close to each other. There exist various concepts of nearness between systems of functions, among which we will be interested in the following two most classical notions, see, e.g., [34].

**Definition 1.3.** Let $\{\varphi_n\}$ and $\{\psi_n\}$ be two sequences of functions. The sequence $\{\psi_n\}$ is quadratically near to $\{\varphi_n\}$ if

$$\sum_{n=1}^{\infty} \|\varphi_n - \psi_n\|^2 = r < \infty$$

for a constant $r \geq 0$, and strongly quadratically near if (1.4) holds for $r < 1$. The sequence $\{\psi_n\}$ is Paley–Wiener near to $\{\varphi_n\}$ if there exists a constant $\lambda \in (0, 1)$ such that

$$\left\| \sum_{n=1}^{N} \alpha_n (\varphi_n - \psi_n) \right\| < \lambda \left\| \sum_{n=1}^{N} \alpha_n \varphi_n \right\|$$

holds for arbitrary $N \in \mathbb{N}$ and any constants $\alpha_1, \ldots, \alpha_N$.

We introduce our results, each one connected to one of these nearness concepts. The first general result, Theorem 1.4, allows a rather free choice of the Fučík system $F_{\alpha, \beta}$ and utilizes the strong quadratic nearness of that system to the sine functions $\{\phi_n\}$. In Theorem 1.7, we significantly improve the constants of Theorem 1.4 by means of the quadratic nearness of special Fučík systems $F_{\alpha, \beta}$ with $\alpha(n) = \beta(n) = n^2$ for odd $n$ to $\{\phi_n\}$. For the final result the normalized Fučík eigenfunctions $f_{\alpha, \beta}^n$ for even $n$ are chosen in such a way that they form a sequence of dilated functions, while for odd $n$ we just pick the sine functions as in the previous case. This specific choice of the Fučík system allows us to apply the separation of variables approach of
Duffin and Eachus [15] in order to establish the Paley–Wiener nearness to the sine functions. In view of the nature of Riesz bases, both approaches are intrinsically based on the construction of a bounded invertible operator \( T : L^2(0, \pi) \to L^2(0, \pi) \) which maps the trigonometric system \( \{ \phi_n \} \) to the Fučík system \( F_{\alpha, \beta} \).

The basisness of systems that are quadratically near to a complete orthonormal system was first studied by Bary in [2]. A system \( \{ \psi_n \} \) which is quadratically near to a complete orthonormal system \( \{ \varphi_n \} \) is a Riesz basis provided that it is \( \omega \)-linearly independent, i.e., if the strong convergence

\[
\sum_{n=1}^{\infty} \eta_n \psi_n = \lim_{m \to \infty} \left\| \sum_{n=1}^{m} \eta_n \psi_n \right\| = 0
\]

for a sequence of scalars \( \{ \eta_n \} \) implies \( \eta_n = 0 \) for every \( n \in \mathbb{N} \). A proof of this stability result by means of compact operators is given, e.g., in [21, Theorem V-2.20]. If the system \( \{ \psi_n \} \) satisfies the more restrictive assumption of being strongly quadratically near to a complete orthonormal system \( \{ \varphi_n \} \), then \( \{ \psi_n \} \) is also a Riesz basis, see, e.g., [21, Corollary V-2.22]. We establish a summation criterium for bounds on the mappings \( \alpha \) and \( \beta \) of the Fučík system \( F_{\alpha, \beta} \) that yields the basisness of that system by means of the strong quadratic nearness to the system of sine functions \( \{ \phi_n \} \).

**Theorem 1.4.** Let \( F_{\alpha, \beta} \) be a Fučík system. For any natural \( n \geq 2 \), we set

\[
C_n(x, y) = \begin{cases} 
4(3+\pi^2)\pi \left( \frac{\max(\sqrt{x}, \sqrt{y})}{n} - \frac{1}{n} \right)^2 & \text{for even } n, \\
4\pi n^2 \left( \frac{\sqrt{x}}{n} - 1 \right)^2 & \text{for odd } n \text{ with } x \geq y, \\
5\pi n^2 \left( \frac{\sqrt{y}}{n} - 1 \right)^2 & \text{for odd } n \text{ with } y > x.
\end{cases}
\]

If the summation formula

\[
\sum_{n=2}^{\infty} C_n(\alpha(n), \beta(n)) < \frac{\pi}{2}
\]

is satisfied, then \( F_{\alpha, \beta} \) is a Riesz basis in \( L^2(0, \pi) \).

The definition (1.5) of \( C_n \) is given by the bounds (3.2), (3.4), (3.5), (3.6) on the distances \( \| f^{n}_{\alpha, \beta} - \phi_n \|^2 \) that we will derive in Section 3 below. The summation formula (1.6) guarantees that the Fučík system \( F_{\alpha, \beta} \) is quadratically near to the system of sine functions \( \{ \phi_n \} \) in the sense that

\[
\sum_{n=1}^{\infty} \| f^{n}_{\alpha, \beta} - \phi_n \|^2 < \frac{\pi}{2}.
\]
This inequality implies that the rescaled system $\sqrt{2/\pi} F_{\alpha,\beta}$ is strongly quadratically near to the complete orthonormal system $\{\sqrt{2/\pi} \phi_n\}$ in $L^2(0,\pi)$, and thus it is a Riesz basis by [21, Corollary V-2.22]. Hence, the initial Fučík system $F_{\alpha,\beta}$ is also a Riesz basis in $L^2(0,\pi)$.

We can make use of Theorem 1.4 to give asymptotic bounds on the mappings $\alpha$ and $\beta$.

**Corollary 1.5.** Let $F_{\alpha,\beta}$ be a Fučík system and let $\varepsilon > 0$ be fixed. Let the mappings $\alpha$ and $\beta$ satisfy

\begin{equation}
\max \left(\sqrt{\alpha(n)}, \sqrt{\beta(n)}\right) \leq n + \sqrt{c_n} n^{(1-\varepsilon)/2}
\end{equation}

for every $n \geq 2$ with non-negative constants

\begin{align*}
& c_n < \frac{9}{8(3 + \pi^2)} \cdot \frac{1}{\zeta(1+\varepsilon)-1} \quad \text{for even } n, \\
& c_n < \frac{(n-1)^4}{8n^2(n^2+1)} \cdot \frac{1}{\zeta(1+\varepsilon)-1} \quad \text{for odd } n \text{ with } \alpha(n) \geq \beta(n), \\
& c_n < \frac{(n+1)^4}{10n^2(n^2+1)} \cdot \frac{1}{\zeta(1+\varepsilon)-1} \quad \text{for odd } n \text{ with } \beta(n) > \alpha(n),
\end{align*}

where $\zeta$ is the Riemann zeta function defined by $\zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s}$. Then $F_{\alpha,\beta}$ is a Riesz basis in $L^2(0,\pi)$.
Remark 1.6. The upper bounds (1.9) and (1.10) can be replaced by the following weaker ones which are independent from $n$:

\[ c_n < \frac{1}{46} \cdot \frac{1}{\zeta(1 + \varepsilon) - 1} \quad \text{for odd } n \text{ with } \alpha(n) \geq \beta(n), \]

\[ c_n < \frac{1}{10} \cdot \frac{1}{\zeta(1 + \varepsilon) - 1} \quad \text{for odd } n \text{ with } \beta(n) > \alpha(n). \]

On Figure 3 we depict two regions of Fučík eigenvalues described by the inequality (1.8) with the uniform constants $c_n$ given by (1.9').

Clearly, the general result given by Theorem 1.4 also covers such Fučík systems $F_{\alpha, \beta}$ in which only some Fučík eigenfunctions differ from the sine functions. However, in the particular case when $f_{\alpha, \beta}^n = \phi_n$ for all odd $n$, we can obtain the following stronger result.

**Theorem 1.7.** Let $F_{\alpha, \beta}$ be a Fučík system with $\alpha(n) = \beta(n) = n^2$ for every odd $n$. If the mappings $\alpha$ and $\beta$ satisfy

\[ \sum_{n=2}^{\infty} \left( \max\left( \frac{\sqrt{\alpha(n)}, \sqrt{\beta(n)}}{n} - 1 \right) \right)^2 < \infty, \]

then $F_{\alpha, \beta}$ is a Riesz basis in $L^2(0, \pi)$.

Theorem 1.7 will be proven in Section 4 by showing that the corresponding Fučík system $F_{\alpha, \beta}$ is $\omega$-linearly independent and it is quadratically near to the system of sine functions $\{\phi_n\}$.

**Corollary 1.8.** Let $F_{\alpha, \beta}$ be a Fučík system with $\alpha(n) = \beta(n) = n^2$ for every odd $n$. Let $\varepsilon, c > 0$ be fixed. If the mappings $\alpha$ and $\beta$ satisfy

\[ \max\left( \sqrt{\alpha(n)}, \sqrt{\beta(n)} \right) \leq n + \sqrt{c} n^{(1-\varepsilon)/2} \]

for any even $n$, then $F_{\alpha, \beta}$ is a Riesz basis in $L^2(0, \pi)$.

Let us now discuss the basisness of Fučík systems by means of the Paley–Wiener nearness to the system of sine functions. We consider a Fučík system $F_{\alpha, \beta}$ for which the points $(\alpha(n), \beta(n))$ for even $n$ are on a line through the origin and, as in Theorem 1.7, the normalized Fučík eigenfunctions $f_{\alpha, \beta}^n$ are just $\phi_n$ for odd $n$. We apply the method of separation of variables from [15] to this specific Fučík system to obtain mappings $\alpha$ and $\beta$ with better asymptotics as $n \to \infty$ than in Theorem 1.7, see Figure 4.

**Theorem 1.9.** Let $F_{\alpha, \beta}$ be a Fučík system with $\alpha(n) = \beta(n) = n^2$ for every odd $n$ and

\[ \alpha(n) = \frac{n^2 \gamma}{4}, \quad \beta(n) = \frac{n^2 \gamma}{(2\sqrt{\gamma} - 2)^2} \]
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for every even \( n \), where \( \gamma \in [4, 5.682] \) is an arbitrary fixed constant. Then \( F_{\alpha, \beta} \) is a Riesz basis in \( L^2(0, \pi) \).

The choice of the Fučík eigenfunctions for even \( n \) in Theorem 1.9 guarantees that these functions form a dilated system in the sense that

\[
f_{\alpha(n), \beta(n)}^n(x) = f_{\alpha(2), \beta(2)}^2\left(\frac{nx}{2}\right) \quad \text{for any even } n.
\]

This property is important in the proof of Theorem 1.9 which we give in Section 5.

The formulas (1.13) in Theorem 1.9 obviously guarantee that \( \alpha(n) > \beta(n) \) for even \( n \). Moreover, the points \((\alpha(n), \beta(n))\) defined by (1.13) are on the line

\[
\beta = \frac{4\alpha}{(2\sqrt{\gamma} - 2)^2}.
\]

We observe that (1.13) for the mapping \( \alpha \) can be written as

\[
\sqrt{\alpha(n)} = n + \left(\frac{\sqrt{\gamma}}{2} - 1\right)n \quad \text{for any even } n,
\]

which provides a better asymptotic than (1.12) of Corollary 1.8. Notice also that Theorem 1.9 remains valid if we exchange \( \alpha \) and \( \beta \) due to the symmetry properties of the Fučík curves \( \Gamma_n \) with even \( n \).

Let us emphasize that constants which appear in the function \( C_n \) in Theorem 1.4 and the admissible range for the constant \( \gamma \) in Theorem 1.9 are non-optimal since they follow from a series of estimates convenient for
simplification of the derived expressions. Thus, we anticipate that these constants might be substantially improved. On the other hand, the asymptotic growth rate of $C_n(\alpha(n), \beta(n))$ is expected to be sharp for the quadratic nearness considerations.

2. Norms, distances, scalar products

In this section, we derive explicit expressions for the $L^2$-norms of the normalized Fučík eigenfunctions $f_{\alpha,\beta}^n$, the distances $\|f_{\alpha,\beta}^n - \phi_n\|^2$ which are important for the proof of Theorem 1.4, and some scalar products $\langle f_{\alpha,\beta}^n, \phi_m \rangle$ which will be used in the proof of Theorem 1.7. We write these formulas for the case $\alpha \geq n^2 \geq \beta$ in dependence of $\alpha$ and $n$, and for the case $\beta > n^2 > \alpha$ in dependence of $\beta$ and $n$. We will thoroughly treat only the first case, and omit details for the second case to shorten the exposition.

Recall the following notations from Section 1.1:

$$l_1 = \frac{\pi}{\sqrt{\alpha}}, \quad l_2 = \frac{\pi}{\sqrt{\beta}}, \quad l = l_1 + l_2.$$ Moreover, we have

$$\alpha = \frac{n^2\beta}{(2\sqrt{\beta} - n)^2} \quad \text{and} \quad \beta = \frac{n^2\alpha}{(2\sqrt{\alpha} - n)^2}$$

for all points $(\alpha, \beta) \in \Gamma_n$ with even $n$, and

$$\alpha = \frac{(n+1)^2\beta}{(2\sqrt{\beta} - (n-1))^2} \quad \text{and} \quad \beta = \frac{(n-1)^2\alpha}{(2\sqrt{\alpha} - (n+1))^2}$$

for all points $(\alpha, \beta) \in \Gamma_n$ with odd $n$.

2.1. The case $\alpha \geq n^2 \geq \beta$. We begin with the derivation of the norms of the normalized Fučík eigenfunctions $f_{\alpha,\beta}^n$. We obtain

$$\|f_{\alpha,\beta}^n\|^2 = \frac{n}{2} \int_0^{l_1} \frac{\beta}{\alpha} \sin^2(\sqrt{\alpha}x) \, dx + \frac{n}{2} \int_0^{l_2} \sin^2(\sqrt{\beta}x) \, dx = \frac{n}{4} \frac{\beta}{\alpha} \frac{\pi}{\sqrt{\alpha}} + \frac{n}{4} \frac{\pi}{\sqrt{\beta}}$$

$$= \frac{\pi n^3}{4\sqrt{\alpha}(2\sqrt{\alpha} - n)^2} + \frac{1}{2} \left( \pi - \frac{n}{2} \frac{\pi}{\sqrt{\alpha}} \right) = \frac{\pi}{2} - \frac{\pi n(\sqrt{\alpha} - n)}{(2\sqrt{\alpha} - n)^2}$$

for even $n$. In a similar way, we have

$$\|f_{\alpha,\beta}^n\|^2 = \frac{n + 1}{4} \frac{\beta}{\alpha} \frac{\pi}{\sqrt{\alpha}} + \frac{n - 1}{4} \frac{\pi}{\sqrt{\beta}} = \frac{\pi}{2} - \frac{\pi(n+1)(\sqrt{\alpha} - 1)(\sqrt{\alpha} - n)}{(2\sqrt{\alpha} - (n+1))^2}$$
for odd \( n \). Notice that all the sine functions have the same norm \( \| \phi_n \| = \sqrt{\frac{2}{\pi}} \), \( n \in \mathbb{N} \).

Let us now derive expressions for the distances \( \| f_{n,\alpha,\beta}^n - \phi_n \|^2 \). We start with the case \( n = 2 \). Using the formulas from Appendix A, we get

\[
\| f_{\alpha,\beta}^2 - \phi_2 \|^2 = \int_0^{l_1} \left( \frac{\sqrt{\beta}}{\sqrt{\alpha}} \sin \left( \frac{\sqrt{\alpha}}{x} \right) - \sin(2x) \right)^2 \, dx \\
+ \int_{l_1}^{\pi} \left( \sin \left( \frac{\sqrt{\beta}(x - l_1)}{\sqrt{\alpha}} \right) + \sin(2x) \right)^2 \, dx \\
= \frac{\pi}{2} + \frac{1}{2} \frac{\beta}{\alpha} l_1 + \frac{1}{2} l_2 + 2 \frac{\sqrt{\beta}}{4 - \alpha} \sin(2l_1) - 2 \frac{\sqrt{\beta}}{4 - \beta} \sin(2l_1) \\
= \frac{\pi}{2} + \frac{1}{2} \frac{\beta}{\alpha} \frac{\pi}{\sqrt{\alpha}} + \frac{\pi}{2} \frac{\beta}{\sqrt{\beta}} + 2 \frac{\sqrt{\beta}}{(4 - \alpha)(4 - \beta)} \sin \left( \frac{2\pi}{\sqrt{\alpha}} \right) \\
= \pi - \pi \frac{2(\sqrt{\alpha} - 2)}{(2\sqrt{\alpha} - 2)^2} - \frac{4\alpha^2}{(2\sqrt{\alpha} - 2)(3\sqrt{\alpha} - 2)(\sqrt{\alpha} + 2)} \frac{\sin \left( \frac{2\pi}{\sqrt{\alpha}} \right)}{\sqrt{\alpha} - 2}.
\]

Now, for a general even \( n \) we have

\[
\| f_{\alpha,\beta}^n - \phi_n \|^2 = \sum_{i=0}^{\frac{n}{2} - 1} \int_{il}^{(i+1)l} (f_{\alpha,\beta}^n(x) - \sin(nx))^2 \, dx \\
= \frac{n}{2} \int_0^{l} (f_{\alpha,\beta}^n(x) - \sin(nx))^2 \, dx \\
= \int_0^{\pi} (f_{\alpha,\beta}^n/4\alpha/n,\beta/n^2(y) - \sin(2y))^2 \, dy = \| f_{4\alpha/n^2,\beta/n^2}^2 - \phi_2 \|^2,
\]

where we used that \( f_{\alpha,\beta}(x) - \sin(nx) \) realizes the same values on each interval \((il, (i + 1)l)\) for every \( i \in \mathbb{N} \). Therefore, we deduce from (2.1) that

\[
(2.2) \quad \| f_{\alpha,\beta}^n - \phi_n \|^2 = \pi - \pi \frac{n(\sqrt{\alpha} - n)}{(2\sqrt{\alpha} - n)^2} \\
- \frac{4\alpha^2}{(2\sqrt{\alpha} - n)(3\sqrt{\alpha} - n)(\sqrt{\alpha} + n)} \frac{\sin \left( \frac{n\pi}{\sqrt{\alpha}} \right)}{\sqrt{\alpha} - n}
\]

holds for any even \( n \).

Now we consider the case of odd \( n \geq 3 \). This case requires more extensive calculations, and we put the derivation of the following formula to
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Appendix A. We have

\begin{equation}
\|f_{n,\beta}^n - \phi_n\|^2 = \pi - \pi \frac{(n+1)(\sqrt{\alpha} - 1)}{\sqrt{\alpha}(2\sqrt{\alpha} - (n+1))^2}(\sqrt{\alpha} - n)
\end{equation}

\begin{equation}
- \frac{16(n-1)\sqrt{\alpha}^3}{(2\sqrt{\alpha} - (n+1)) (n + \sqrt{\alpha})(n+1)((3n-1)\sqrt{\alpha} - n(n+1))}
\times \cos \left( \frac{\pi}{2} \frac{n\sqrt{\alpha}}{\sqrt{\alpha} - n} \right) \cos \left( \frac{\pi}{2} \frac{n^2+n-2\sqrt{\alpha}}{(n-1)\sqrt{\alpha}} \right)
\end{equation}

for any odd \( n \geq 3 \). Notice that the assumption \( \alpha \geq n^2 \) guarantees that each multiplier on the right-hand side of (2.3) is nonnegative.

Finally, we derive some scalar products \( \langle f_{n,\beta}^n, \phi_m \rangle \) needed for the proof of Theorem 1.7. For the special case \( n = m \geq 2 \), we can express the scalar product in terms of the formulas above as

\begin{equation}
\langle f_{n,\beta}^n, \phi_n \rangle = \frac{1}{2}(\| f_{n,\beta}^n \|^2 + \| \phi_n \|^2 - \| f_{n,\beta}^n - \phi_n \|^2),
\end{equation}

and then easily obtain

\begin{equation}
\langle f_{n,\beta}^n, \phi_n \rangle = \frac{2\alpha^2}{(2\sqrt{\alpha} - n)(3\sqrt{\alpha} - n)(\sqrt{\alpha} + n)} \sin \left( \frac{n\pi}{\sqrt{\alpha}} \right)
\end{equation}

for even \( n \), and

\begin{equation}
\langle f_{n,\beta}^n, \phi_n \rangle = \frac{8(n-1)\sqrt{\alpha}^3}{(2\sqrt{\alpha} - (n+1)) (n + \sqrt{\alpha})(n+1)((3n-1)\sqrt{\alpha} - n(n+1))}
\times \cos \left( \frac{\pi}{2} \frac{n\sqrt{\alpha}}{\sqrt{\alpha} - n} \right) \cos \left( \frac{\pi}{2} \frac{n^2+n-2\sqrt{\alpha}}{(n-1)\sqrt{\alpha}} \right)
\end{equation}

for odd \( n \geq 3 \).

If \( n \neq m \), then the scalar product \( \langle f_{n,\beta}^n, \phi_m \rangle \) vanishes for some combinations of \( n \) and \( m \). In particular, we have \( \langle f_{n,\beta}^n, \phi_m \rangle = 0 \) for odd \( n \) and even \( m \) by a simple symmetry argument. When both \( n \) and \( m \) are even with \( n > m \), the scalar product also vanishes. Indeed, we get

\begin{equation}
\langle f_{n,\beta}^n, \phi_m \rangle = \frac{(\beta - \alpha)\sqrt{\beta}}{(\alpha - m^2)(\beta - m^2)}
\end{equation}

\begin{equation}
\times \left( \sin\left( \frac{n}{2} - 1 \frac{m^2}{2} \right) + \sin\left( \frac{n}{2} - 1 \frac{m}{2} l + ml_1 \right) \sin\left( \frac{mn}{2} l \right) \right) = 0
\end{equation}
due to \( \frac{n}{2} l = \pi \). Details on the derivation of this formula are given in Appendix A.

### 2.2. The case \( \beta > n^2 > \alpha \). For the norm of the normalized Fučík eigenfunctions \( f^\alpha_{\alpha, \beta} \), we have

\[
\| f^\alpha_{\alpha, \beta} \|^2 = \frac{n}{2} \int_0^{l_1} \sin^2 (\sqrt{\alpha} x) \, dx + \frac{n}{2} \int_0^{l_2} \frac{\alpha}{\beta} \sin^2 (\sqrt{\beta} x) \, dx
\]

\[
= \frac{n}{4} \frac{\pi}{\sqrt{\alpha}} + \frac{n}{4} \frac{\alpha}{\beta} \frac{\pi}{\sqrt{\beta}} = \frac{\pi}{2} - \frac{\pi n (\sqrt{\beta} - n)}{(2\sqrt{\beta} - n)^2}
\]

for even \( n \), and

\[
\| f^\alpha_{\alpha, \beta} \|^2 = \frac{n + 1}{4} \frac{\pi}{\sqrt{\alpha}} + \frac{n - 1}{4} \frac{\alpha}{\beta} \frac{\pi}{\sqrt{\beta}} = \frac{\pi}{2} - \frac{\pi n (\sqrt{\beta} + 1)(\sqrt{\beta} - n)}{\sqrt{\beta}(2\sqrt{\beta} - (n - 1))^2}
\]

for odd \( n \).

Now we derive expressions for the distances \( \| f^\alpha_{\alpha, \beta} - \phi_n \|^2 \). As in Section 2.1, we start with the case \( n = 2 \):

\[
\| f^2_{\alpha, \beta} - \phi_2 \|^2 = \int_0^{l_1} \left( \sin(\sqrt{\alpha} x) - \sin(2x) \right)^2 \, dx
\]

\[
+ \int_{l_1}^{\pi} \left( \frac{\sqrt{\alpha}}{\sqrt{\beta}} \sin(\sqrt{\beta}(x - l_1)) + \sin(2x) \right)^2 \, dx
\]

\[
= \frac{\pi}{2} + \frac{1}{2} \frac{\pi}{\sqrt{\alpha}} + \frac{1}{2} \frac{\alpha}{\beta} \frac{\pi}{\sqrt{\beta}} + 2\sqrt{\alpha} \frac{\alpha - \beta}{(4 - \alpha)(4 - \beta)} \sin \left( \frac{2\pi}{\sqrt{\alpha}} \right)
\]

\[
= \pi - \pi \frac{2(\sqrt{\beta} - 2)}{(2\sqrt{\beta} - 2)^2} - \frac{4\beta^2}{(2\sqrt{\beta} - 2)(3\sqrt{\beta} - 2)(\sqrt{\beta} + 2)} \frac{\sin \left( \frac{2\pi}{\sqrt{\beta}} \right)}{\sqrt{\beta} - 2}.
\]

Therefore, we obtain (2.7)

\[
\| f^n_{\alpha, \beta} - \phi_n \|^2 = \pi - \pi \frac{n(\sqrt{\beta} - n)}{(2\sqrt{\beta} - n)^2} - \frac{4\beta^2}{(2\sqrt{\beta} - n)(3\sqrt{\beta} - n)(\sqrt{\beta} + n)} \frac{\sin \left( \frac{n\pi}{\sqrt{\beta}} \right)}{\sqrt{\beta} - n}
\]

for even \( n \). Furthermore, we have

(2.8) \[ \| f^n_{\alpha, \beta} - \phi_n \|^2 = \pi - \pi \frac{(n - 1)(\sqrt{\beta} + 1)}{\sqrt{\beta}(2\sqrt{\beta} - (n - 1))^2(\sqrt{\beta} - n)} \]
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\[ -\frac{16(n+1)\sqrt{\beta^3}}{(2\sqrt{\beta}-(n-1))}\frac{(\sqrt{\beta}+1)}{(n+\sqrt{\beta})(n-1)((3n+1)\sqrt{\beta}-n(n-1))} \]
\[ \times \frac{\cos\left(\frac{\pi n}{\sqrt{\beta}}\right)\cos\left(\frac{\pi}{2}\frac{(2\sqrt{\beta}+n^2-n)}{(n+1)\sqrt{\beta}}\right)}{(\sqrt{\beta}-n)\sin\left(\pi \frac{n(\sqrt{\beta}+1)}{(n+1)\sqrt{\beta}}\right)} \]

for odd \( n \geq 3 \). As in (2.3), each multiplier on the right-hand side of (2.8) is nonnegative in view of the assumption \( \beta > n^2 \).

Finally, for the derivation of the scalar product \( \langle f_{n,\alpha,\beta}, \phi_n \rangle \), we use (2.4) and get

\[ \langle f_{n,\alpha,\beta}, \phi_n \rangle = \frac{2\beta^2}{(2\sqrt{\beta}-(n-1))(3\sqrt{\beta}-n)(\sqrt{\beta}+n)} \frac{\sin\left(\frac{n\pi}{\sqrt{\beta}}\right)}{\sqrt{\beta}-n} \]

for even \( n \), and

\[ \langle f_{n,\alpha,\beta}, \phi_n \rangle = \frac{8(n+1)\sqrt{\beta^3}}{2\sqrt{\beta}-(n-1)}\frac{(\sqrt{\beta}+1)}{(n+\sqrt{\beta})(n-1)((3n+1)\sqrt{\beta}-n(n-1))} \]
\[ \times \frac{\cos\left(\frac{\pi n}{\sqrt{\beta}}\right)\cos\left(\frac{\pi}{2}\frac{(2\sqrt{\beta}+n^2-n)}{(n+1)\sqrt{\beta}}\right)}{(\sqrt{\beta}-n)\sin\left(\pi \frac{n(\sqrt{\beta}+1)}{(n+1)\sqrt{\beta}}\right)} \]

for odd \( n \geq 3 \). The scalar product \( \langle f_{n,\alpha,\beta}, \phi_m \rangle \) vanishes for even \( m \) provided that either \( n \) is odd, or \( n \) is even with \( n > m \), as in the case \( \alpha \geq n^2 \geq \beta \) in Section 2.1.

### 3. Asymptotics of distances

In this section, we establish upper bounds on the distances \( \| f_{n,\alpha,\beta} - \phi_n \|^2 \) which allows to describe their asymptotic behaviour for \( n \to \infty \), as well as for \( \sqrt{\alpha} \to n \) or \( \sqrt{\beta} \to n \).

**3.1. The case \( \alpha \geq n^2 \geq \beta \).** We begin with estimating the distance \( \| f_{n,\alpha,\beta} - \phi_n \|^2 \) given by (2.2) for even \( n \). Using the lower bound

\[ \sin x \geq x - \frac{x^3}{6} = \frac{x}{6} (\sqrt{6} - x) (\sqrt{6} + x), \quad x \geq 0, \]

and the assumption \( \alpha \geq n^2 \), we see that

\[ \sin\left(\frac{n\pi}{\sqrt{\alpha}}\right) = \sin\left(\pi - \frac{\pi n}{\sqrt{\alpha}}\right) \]
Therefore, we get

\[ \|f_{n,\beta}^n - \phi_n\|^2 \leq \pi - \pi \frac{n(\sqrt{\alpha} - n)}{(2\sqrt{\alpha} - n)^2} \]

for even \( n \).

Let us now estimate \( \|f_{n,\beta}^n - \phi_n\|^2 \) given by (2.3) for odd \( n \). Recalling that all multipliers in (2.3) are nonnegative and applying the rough upper bound

\[ \sin\left(\pi \frac{\sqrt{\alpha} - n}{(n-1)\sqrt{\alpha}}\right) \leq \pi \frac{\sqrt{\alpha} - n}{(n-1)\sqrt{\alpha}}, \]

we get

\[ \|f_{n,\beta}^n - \phi_n\|^2 \leq \pi - \pi \frac{(n+1)(\sqrt{\alpha} - 1)}{\sqrt{\alpha}(2\sqrt{\alpha} - (n+1))^2} (\sqrt{\alpha} - n) \]

\[ - \frac{16(n-1)^2\alpha^2}{\pi(2\sqrt{\alpha} - (n+1)) (n + \sqrt{\alpha})(n+1)((3n-1)\sqrt{\alpha} - n(n+1))} \]

\[ \times \frac{\cos\left(\frac{n}{\sqrt{\alpha}}\right) \cos\left(\frac{n^2+n-2\sqrt{\alpha}}{(n-1)\sqrt{\alpha}}\right)}{(\sqrt{\alpha} - n)^2}. \]

Then, using (3.1), we have

\[ \cos(x) = \sin\left(\frac{\pi}{2} - x\right) \geq \frac{1}{6} \left(\frac{\pi}{2} - x\right) \left(\sqrt{6} - \frac{\pi}{2} + x\right) \left(\sqrt{6} + \frac{\pi}{2} - x\right), \quad x \leq \frac{\pi}{2}, \]
and hence, by $\alpha > n^2$, we obtain
\[
\cos \left(\frac{\pi n}{2\sqrt{\alpha}}\right) \geq \frac{\pi(\sqrt{\alpha} - n)}{48\sqrt{\alpha^3}} ((2\sqrt{6} - \pi)\sqrt{\alpha} + \pi n)(n(2\sqrt{6} + \pi)\sqrt{\alpha} - \pi n)
\]
and
\[
\cos \left(\frac{\pi n^2 + n - 2\sqrt{\alpha}}{2(n-1)\sqrt{\alpha}}\right) \geq \frac{\pi(n + 1)(\sqrt{\alpha} - n)}{48(n-1)^3\sqrt{\alpha^3}}
\times ((2\sqrt{6}(n - 1) - \pi(n + 1))\sqrt{\alpha} + \pi n(n + 1))
\times ((2\sqrt{6}(n - 1) + \pi(n + 1))\sqrt{\alpha} - \pi n(n + 1)).
\]

Substituting these estimates into (3.3), we get
\[
\|f_{\alpha,\beta}^n - \phi_n\|^2 \leq \pi - \pi \frac{(n + 1)(\sqrt{\alpha} - 1)}{\sqrt{\alpha}(2\sqrt{\alpha} - (n + 1))^2(\sqrt{\alpha} - n)}
\]
\[
\times \frac{\pi(\sqrt{\alpha} - 1)((2\sqrt{6} - \pi)\sqrt{\alpha} + \pi n)((2\sqrt{6} + \pi)\sqrt{\alpha} - \pi n)}{144(n-1)\alpha(2\sqrt{\alpha} - (n + 1))(n + \sqrt{\alpha})(3n - 1)(\sqrt{\alpha} - n(n + 1))}
\times ((2\sqrt{6}(n - 1) - \pi(n + 1))\sqrt{\alpha} + \pi n(n + 1))
\times ((2\sqrt{6}(n - 1) + \pi(n + 1))\sqrt{\alpha} - \pi n(n + 1))
\]
\[
\leq \frac{4\pi n^2(n^2 + 1)}{(n - 1)^4} \left(\frac{\sqrt{\alpha}}{n} - 1\right)^2 \leq 23\pi \left(\frac{\sqrt{\alpha}}{n} - 1\right)^2
\]
for odd $n$. Several intermediate estimates used to derive these upper bounds are given in Appendix A.

3.2. The case $b > n^2 > a$. Let us estimate $\|f_{\alpha,\beta}^n - \phi_n\|^2$ given by (2.7) for even $n$. Noting that (2.7) is the same formula as (2.2) up to a replacement of $\alpha$ by $\beta$, we get
\[
\|f_{\alpha,\beta}^n - \phi_n\|^2 \leq \frac{4(3 + \pi^2)\pi}{9} \left(\frac{\sqrt{\beta}}{n} - 1\right)^2
\]
for even $n$, as in (3.2).

Now we provide an upper bound on $\|f_{\alpha,\beta}^n - \phi_n\|^2$ given by (2.8) for odd $n$. Using (3.1) as in Section 3.1 and recalling that $\beta > n^2$, we estimate the trigonometric terms in (2.8) as follows:
\[
\cos \left(\frac{\pi n}{2\sqrt{\beta}}\right) \geq \frac{\pi(\sqrt{\beta} - n)}{48\sqrt{\beta^3}} ((2\sqrt{6} - \pi)\sqrt{\beta} + \pi n)((2\sqrt{6} + \pi)\sqrt{\beta} - \pi n),
\]
\[
\cos \left( \frac{\pi}{2} \left( 2 \sqrt{\beta} + n^2 - n \right) \right) \geq \frac{\pi(n-1)(\sqrt{\beta} - n)}{48(n+1)^3 \sqrt{\beta}} \\
\times \left( (2\sqrt{6}(n+1) - \pi(n-1)) \sqrt{\beta} + \pi n(n-1) \right) \\
\times \left( (2\sqrt{6}(n+1) + \pi(n-1)) \sqrt{\beta} - \pi n(n-1) \right),
\]

\[
\sin \left( \frac{\pi}{(n+1) \sqrt{\beta}} \right) = \sin \left( \frac{\pi(n(\sqrt{\beta} + 1))}{(n+1) \sqrt{\beta}} \right) \\
= \sin \left( \frac{\pi(\sqrt{\beta} - n)}{(n+1) \sqrt{\beta}} \right) \leq \frac{\pi(\sqrt{\beta} - n)}{(n+1) \sqrt{\beta}}.
\]

Substituting these estimates into (2.8), we deduce that

\[
\| f_{\alpha,\beta}^n - \phi_n \|^2 \leq \pi - \pi \frac{(n-1)(\sqrt{\beta} + 1)}{\sqrt{\beta}(2\sqrt{\beta} - (n-1))^2} (\sqrt{\beta} - n) \\
- \frac{\pi(\sqrt{\beta} + 1)((2\sqrt{6} - \pi)\sqrt{\beta} + \pi n)((2\sqrt{6} + \pi)\sqrt{\beta} - \pi n)}{144(n+1)\beta(2\sqrt{\beta} - (n-1))(n + \sqrt{\beta})(3n+1)\beta - n(n-1))} \\
\times \left( (2\sqrt{6}(n+1) - \pi(n-1)) \sqrt{\beta} + \pi n(n-1) \right) \\
\times \left( (2\sqrt{6}(n+1) + \pi(n-1)) \sqrt{\beta} - \pi n(n-1) \right) \\
\leq \frac{5\pi n^2(n^2 + 1)}{(n+1)^4} \left( \frac{\sqrt{\beta}}{n} - 1 \right)^2 \leq 5\pi \left( \frac{\sqrt{\beta}}{n} - 1 \right)^2
\]

for odd \( n \). Several intermediate estimates in the derivation of these upper bounds can be found in Appendix A.

4. Proof of Theorem 1.7

To prove Theorem 1.7, we first establish the \( \omega \)-linear independence of \( F_{\alpha,\beta} \) with \( \alpha(n) = \beta(n) = n^2 \) for every odd \( n \). As the second step, we use the bounds (3.2) and (3.5) to deduce that the assumption (1.11) guarantees the quadratic nearness of \( F_{\alpha,\beta} \) to the system of sine functions \( \{ \phi_n \} \).

Let \( \{ \eta_n \} \) be a sequence of scalars such that

\[
\lim_{m \to \infty} \left\| \sum_{n=1}^{m} \eta_n f_{\alpha,\beta}^n \right\| = 0.
\]
In order to show that $F_{\alpha, \beta}$ is $\omega$-linear independent, we have to prove $\eta_n = 0$ for each $n$. Fix any $k \in \mathbb{N}$ and consider the functions

$$g_{m,k}(x) = \sin(kx) \sum_{n=1}^{m} \eta_n f_{\alpha, \beta}^n(x) \quad \text{for } m \in \mathbb{N}.$$ 

We see that

$$\left| \int_0^{\pi} g_{m,k}(x) \, dx \right| \leq \int_0^{\pi} |\sin(kx)| \left| \sum_{n=1}^{m} \eta_n f_{\alpha, \beta}^n(x) \right| \, dx \leq \sqrt{\frac{\pi}{2}} \left\| \sum_{n=1}^{m} \eta_n f_{\alpha, \beta}^n \right\| \to 0 \quad \text{as } m \to \infty,$$

which yields

$$\sum_{n=1}^{\infty} \eta_n \langle f_{\alpha, \beta}^n, \phi_k \rangle = \lim_{m \to \infty} \int_0^{\pi} g_{m,k}(x) \, dx = 0. \quad (4.1)$$

Taking $k = 2$ and recalling that $\langle f_{\alpha, \beta}^n, \phi_2 \rangle = 0$ for any $n \neq 2$ (see Section 2), we get $\eta_2 \langle f_{\alpha, \beta}^2, \phi_2 \rangle = 0$. Since $\langle f_{\alpha, \beta}^2, \phi_2 \rangle \neq 0$ by (2.5) and (2.9), we obtain $\eta_2 = 0$. By an inductive argument, we derive in the same way $\eta_{2m} = 0$ for every $m \geq 1$. Let us remark that until now we did not use the special form of the Fučík system $F_{\alpha, \beta}$, namely, $\alpha(n) = \beta(n) = n^2$ for all odd $n \geq 3$. Since this assumption reads as $f_{\alpha, \beta}^n = \phi_n$ for any odd $n$, we further obtain from (4.1) that $\eta_{2m-1} = 0$ for every $m \geq 1$ by the orthogonality of $\{\phi_n\}$. This concludes the $\omega$-linear independence of the Fučík system $F_{\alpha, \beta}$.

Using the uppers bounds (3.2) and (3.5) on the distances $\|f_{\alpha, \beta}^n - \phi_n\|^2$, we get

$$\sum_{n=1}^{\infty} \|f_{\alpha, \beta}^n - \phi_n\|^2 \leq \frac{4(3 + \pi^2)\pi}{9} \sum_{n=2}^{\infty} \left( \max\left(\frac{\sqrt{\alpha(n)}}{n}, \sqrt{\beta(n)}\right) - 1 \right)^2.$$ 

Since the right-hand side is bounded in view of the assumption (1.11), the Fučík system $F_{\alpha, \beta}$ is quadratically near to the system of sine functions $\{\phi_n\}$. Therefore, the rescaled system $\sqrt{\frac{2}{\pi}} F_{\alpha, \beta}$ is quadratically near to the complete orthonormal system $\{\sqrt{2/\pi} \phi_n\}$, and hence it is a Riesz basis in $L^2(0, \pi)$ by [21, Theorem V-2.20]. Clearly, $F_{\alpha, \beta}$ is also a Riesz basis.

5. Proof of Theorem 1.9

In this section, we provide the proof of our third main result, Theorem 1.9. For this purpose, we use the method of separation of variables.
from [15] to show that a specific Fučík system $F_{\alpha,\beta}$ is Paley–Wiener near to the system of sine functions $\{\phi_n\}$, see Definition 1.2. The classical result of Paley and Wiener [27] then yields the basisness of $F_{\alpha,\beta}$ in $L^2(0,\pi)$.

Recall that we choose $F_{\alpha,\beta}$ to satisfy $f_{\alpha(n),\beta(n)} = \phi_n$ for any odd $n$, and

\begin{equation}
\alpha(n) = \frac{n^2\gamma}{4}, \quad \beta(n) = \frac{n^2\gamma}{(2\sqrt{\gamma} - 2)^2}
\end{equation}

for every even $n$, where $\gamma$ is a fixed constant in the interval $[4, 5.682]$. Denoting $l_1(n) = \frac{\pi}{\sqrt{\alpha(n)}}$ and $l_2(n) = \frac{\pi}{\sqrt{\beta(n)}}$, we see that (1.13) implies

$$
\frac{l_1(2)}{l_1(n)} = \frac{n}{2} \quad \text{and} \quad \frac{l_2(2)}{l_2(n)} = \frac{n}{2}
$$

for every even $n$. It can be easily deduced from the piecewise definition (1.2) that $f_{\alpha(n),\beta(n)}$ for even $n$ form a sequence of dilated functions in the sense that

\begin{equation}
f_{\alpha(n),\beta(n)}(x) = f_{\alpha(2),\beta(2)}^2 \left( \frac{nx}{2} \right) \equiv f_{\gamma,\gamma/(\sqrt{\gamma} - 1)^2}^2 \left( \frac{nx}{2} \right).
\end{equation}

We claim that the assumptions of [15, Theorem D] (with $f_n = \phi_n$ and $g_n = f_{\alpha(n),\beta(n)}^n$) are satisfied for any $\gamma \in [4, 5.682]$, namely, there exist a matrix of constants $\{C_{n,k}\}$ and a sequence of bounded linear operators $\{T_k\}$ such that each $f_{\alpha(n),\beta(n)}^n$ has the representation

\begin{equation}
f_{\alpha(n),\beta(n)}^n(x) = \sin(nx) + \sum_{k=1}^{\infty} C_{n,k} T_k \sin(nx),
\end{equation}

where we have $|C_{n,k}| \leq c_k$ and $\|T_k\|_* \leq t_k$ with constants $c_k$ and $t_k$ satisfying $\sum_{k=1}^{\infty} c_k t_k < 1$. Here, $\| \cdot \|_*$ is the operator norm. If our claim is true, then the Fučík system $F_{\alpha,\beta}$ is a Riesz basis in $L^2(0,\pi)$. We remark that although the system $\{\phi_n\}$ is not orthonormal, [15, Theorem D] is applicable by simple rescaling arguments since all $\phi_n$ are of the same norm.

Let $n$ be even. Then, in view of (5.1), we have

\begin{equation}
f_{\alpha(n),\beta(n)}^n(x) = f_{\alpha(2),\beta(2)}^2 \left( \frac{nx}{2} \right) = \sum_{k=1}^{\infty} A_k \sin \left( \frac{knx}{2} \right),
\end{equation}

where $A_k$ are the coefficients of the odd Fourier expansion of $f_{\alpha(2),\beta(2)}^2$. The comparison of (5.2) and (5.3) suggests to define bounded linear operators $T_k$, $k \in \mathbb{N}$, that satisfy the property

\begin{equation}
T_k \sin(nx) = \sin \left( \frac{knx}{2} \right) \quad \text{for every even } n.
\end{equation}
To this end, for any $g \in L^2(0, \pi)$ we define its antiperiodic extension $g^*$ as

$$g^*(x) = (-1)^k g(x - \pi \kappa) \quad \text{for} \quad \pi \kappa \leq x \leq \pi (\kappa + 1), \quad \kappa \in \mathbb{N}_0.$$ 

In particular, we see that if $g(x) = \sin(x)$ for $x \in (0, \pi)$, then $g^*(x) = \sin(x)$ for any $x \in \mathbb{R}_+$. Now we choose $T_k : L^2(0, \pi) \to L^2(0, \pi)$ as

$$T_k g(x) = g^* \left( \frac{k x}{2} \right) .$$

Clearly, $T_2$ is just the identity operator and each $T_k$ satisfies (5.4). Moreover, each $T_k$ is linear with the norm $\|T_k\| = 1$ for even $k$ and $\|T_k\| = \sqrt{1 + 1/k}$ for odd $k$, see Appendix B.

Thus, in accordance with (5.2) and (5.3), for even $n$ we set $C_{n,1} = A_1$, $C_{n,2} = A_2 - 1$, and $C_{n,k} = A_k$ for $k \geq 3$, while for odd $n$ we simply choose $C_{n,k} = 0$ for $k \in \mathbb{N}$. For this choice of constants, we can set $c_1 = |A_1|$, $c_2 = |A_2 - 1|$, and $c_k = |A_k|$ for $k \geq 3$.

Let us now estimate the constants $c_k$. Notice that

$$A_k = \frac{2}{\pi} \int_0^\pi f_{\alpha(2),\beta(2)}(x) \sin(kx) \, dx = \frac{2}{\pi} \frac{\gamma^2}{\sqrt{\gamma - 1}} \frac{(2 - \sqrt{\gamma}) \sin \left( \frac{\pi}{\sqrt{\gamma}} \right)}{(k^2 - \gamma)(k^2(\sqrt{\gamma - 1})^2 - \gamma)} .$$

Thus, for $c_1$ we easily obtain

$$c_1 = |A_1| \leq \frac{2}{\pi} \frac{\gamma^2(\sqrt{\gamma} - 2)}{(\sqrt{\gamma} - 1)^2(\sqrt{\gamma} + 1)(2\sqrt{\gamma} - 1)} .$$

For $c_2$ we recall that $\gamma \geq 4$ and use the upper bound

$$\sin \left( \frac{2\pi}{\sqrt{\gamma}} \right) = \sin \left( \pi - \frac{2\pi}{\sqrt{\gamma}} \right) = \sin \left( \frac{\pi(\sqrt{\gamma} - 2)}{\sqrt{\gamma}} \right) \leq \frac{\pi(\sqrt{\gamma} - 2)}{\sqrt{\gamma}}$$

to deduce

$$A_2 - 1 = \frac{2}{\pi} \frac{\gamma^2}{\sqrt{\gamma - 1}} \frac{\sin \left( \frac{2\pi}{\sqrt{\gamma}} \right)}{(\gamma - 4)(3\sqrt{\gamma} - 2)} - 1 \leq \frac{2\sqrt{\gamma}^3}{(\sqrt{\gamma} - 1)(\sqrt{\gamma} + 2)(3\sqrt{\gamma} + 2)} - 1 \leq 0 .$$

Hence, using (3.1) instead of (5.6), we derive that

$$c_2 = 1 - A_2 \leq 1 - \frac{\sqrt{\gamma}((\sqrt{6} - \pi)\sqrt{\gamma} + 2\pi)((\sqrt{6} + \pi)\sqrt{\gamma} - 2\pi)}{3(\sqrt{\gamma} - 1)(\sqrt{\gamma} + 2)(3\sqrt{\gamma} - 2)} .$$
Finally, for \( c_k \) with \( k \geq 3 \) we get
\[
c_k = |A_k| = \frac{2 \gamma^2(\sqrt{\gamma} - 2)}{\sqrt{\gamma} - 1} \frac{|\sin\left(\frac{k\pi}{\sqrt{\gamma}}\right)|}{(k^2 - \gamma)(k^2 - \gamma + k^2\sqrt{\gamma}(\sqrt{\gamma} - 2))} \leq \frac{2 \gamma^2(\sqrt{\gamma} - 2)}{\sqrt{\gamma} - 1} \frac{1}{(k^2 - \gamma)^2}.
\]

Using the estimates above, we deduce that
\[
\sum_{k=1}^{\infty} c_k \|T_k\|_* \leq \sum_{k=1}^{4} c_k \|T_k\|_* + \sqrt{\frac{6}{5}} \cdot \frac{2 \gamma^2(\sqrt{\gamma} - 2)}{\sqrt{\gamma} - 1} \sum_{k=5}^{\infty} \frac{1}{(k^2 - 9)^2}
\leq \sqrt{2} \cdot \frac{2 \gamma^2(\sqrt{\gamma} - 2)}{\sqrt{\gamma} - 1} \frac{(3 + \pi^2)\gamma + (9 - 2\pi^2)\sqrt{\gamma} - 6)(\sqrt{\gamma} - 2)}{3(\sqrt{\gamma} - 1)(\sqrt{\gamma} + 2)(3\sqrt{\gamma} - 2)}
\leq \sqrt{\frac{4}{3}} \cdot \frac{2 \gamma^2(\sqrt{\gamma} - 2)}{\sqrt{\gamma} - 1} \left\{ \frac{1}{(3^2 - \gamma)^2} + \frac{2 \gamma^2(\sqrt{\gamma} - 2)}{\sqrt{\gamma} - 1} \frac{1}{(4^2 - \gamma)^2} \right\}
+ \sqrt{\frac{6}{5}} \cdot \frac{2 \gamma^2(\sqrt{\gamma} - 2)}{\sqrt{\gamma} - 1} \left( \frac{\pi^2}{108} - \frac{536741}{6350400} \right) =: E(\gamma).
\]

By straightforward calculations, it is not hard to show that each summand in \( E(\gamma) \) is strictly increasing with respect to \( \gamma \geq 4 \) and \( E(4) = 0 \). At the same time, we have \( E(5.682) = 0.9992 \ldots \), which shows that \( E(\gamma) < 1 \) for any \( \gamma \in [4, 5.682] \). This completes the proof of Theorem 1.9.

6. Final remarks

1. The quadratic nearness assumption (1.7) used in the proof of Theorem 1.4 can be weakened to the inequality
\[
(6.1) \quad \sum_{n=1}^{\infty} \left( \|f_{\alpha,\beta}^n - \phi_n\|^2 - \frac{|\langle f_{\alpha,\beta}^n - \phi_n, f_{\alpha,\beta}^n \rangle|^2}{\|f_{\alpha,\beta}^n\|^2} \right) < \frac{\pi}{2}
\]
and still guarantee that the Fučík system $F_{\alpha,\beta}$ is a Riesz basis in $L^2(0,\pi)$, see [21, Theorem V-2.21]. Noting that each summand in (6.1) can be written as

\[
\|f_{\alpha,\beta}^n - \phi_n\|^2 - \left(\|f_{\alpha,\beta}^n\|^2 - \|\phi_n\|^2 + \|f_{\alpha,\beta}^n - \phi_n\|^2\right)^2
\]

\[
\frac{4\|f_{\alpha,\beta}^n\|^2}{\|f_{\alpha,\beta}^n\|^2}
\]

one can apply the formulas from Section 2 to derive the explicit expression for (6.2) and estimate it from above in the same way as in Section 3. However, this does not improve the asymptotic behaviour of the function $C_n(\alpha(n), \beta(n))$ as $n \to \infty$ in Theorem 1.4, but only slightly improves the constants.

2. We anticipate that the $\omega$-linear independence is satisfied for general Fučík systems. Provided this claim is true, the assumptions of Theorem 1.4 can be significantly weakened in the sense that the sum in (1.6) only has to converge.

3. In the proof of Theorem 1.9 we used the fact that the normalized Fučík eigenfunctions $f_{\alpha,\beta}^n$, with $(\alpha(n), \beta(n))$ for even $n$ on a straight line through the origin, form a dilated sequence in the sense of (5.1). It is not hard to show that the normalized Fučík eigenfunctions for odd $n$ with $(\alpha(n), \beta(n))$ on the same line satisfy

\[
f_{\alpha(n),\beta(n)}^n(x) = f_{\alpha(2),\beta(2)}^2\left(\left(\frac{n - 1}{2} + \frac{1}{\sqrt{\alpha(2)}}\right)x\right).
\]

Nevertheless, this property is less suitable for application of [15, Theorem D] since the operators $T_k$ in (5.2) have to be independent of $n$.

4. Theorem 1.9 might suggest that the basisness of a Fučík system $F_{\alpha,\beta}$ also holds when each point $(\alpha(n), \beta(n)) \in \Gamma_n$, $n \geq 2$, belongs to the angular sector in between the line (1.14) and its reflection with respect to the main diagonal $\alpha = \beta$.

5. Recall that the constants in the function $C_n$ in Theorem 1.4, as well as the upper bound for $\gamma$ in Theorem 1.9, are not optimal due to the employed methods and the estimation procedure.

Appendix A

We start by providing several useful formulas. For the derivation of expressions in Section 2, we need to calculate several integrals of the general form

\[
\int (c \sin (\sqrt{\delta}(x - x_0)) \pm \sin(nx))^2 \, dx
\]
with constants \( c \in \{ 1, \sqrt{\alpha}/\sqrt{\beta}, \sqrt{\beta}/\sqrt{\alpha} \} \), \( \delta \in \{ \alpha, \beta \} \), and certain \( x_0 \in [0, \pi] \). The antiderivative of this integral can be expressed through the following formulas:

\[
\int \sin^2(nx) \, dx = \frac{1}{2} \left( x - \frac{1}{n} \sin(nx) \cos(nx) \right) + C,
\]

\[
\int \sin^2(\sqrt{\delta}(x - x_0)) \, dx
\]

\[
= \frac{1}{2} \left( x - x_0 - \frac{1}{\sqrt{\delta}} \sin(\sqrt{\delta}(x - x_0)) \cos(\sqrt{\delta}(x - x_0)) \right) + C,
\]

\[
\int \sin(\sqrt{\delta}(x - x_0)) \sin(nx) \, dx = \frac{\sqrt{\delta}}{n^2 - \delta} \cos(\sqrt{\delta}(x - x_0)) \sin(nx)
\]

\[
- \frac{n}{n^2 - \delta} \sin(\sqrt{\delta}(x - x_0)) \cos(nx) + C.
\]

We observe that \( \sin(\sqrt{\delta}(x - x_0)) \) vanishes for \( x = x_0 \) and \( x = x_0 + \pi/\sqrt{\delta} \), and \( \cos(\sqrt{\delta}(x - x_0)) \) evaluated in these points becomes either 1 or \(-1\), which significantly simplifies corresponding definite integrals occurring in the sections above.

Now we provide a more detailed derivation of the expression \( \| f_{\alpha, \beta}^n - \phi_n \|^2 \) for odd \( n \geq 3 \) and \( \alpha \geq n^2 \geq \beta \), see (2.3). Recall that each normalized Fučík eigenfunction \( f_{\alpha, \beta}^n \) with odd \( n \) has \( \frac{n+1}{2} \) positive bumps and \( \frac{n-1}{2} \) negative bumps. Therefore, using the formulas from above, we deduce that

\[
(A.1) \quad \| f_{\alpha, \beta}^n - \phi_n \|^2 = \sum_{i=0}^{\frac{n+1}{2}-1} \int_{il}^{il_1} \left( \frac{\sqrt{\beta}}{\sqrt{\alpha}} \sin(\sqrt{\alpha}(x - il)) - \sin(nx) \right)^2 \, dx
\]

\[
+ \sum_{i=0}^{\frac{n-1}{2}-1} \int_{il_1}^{(i+1)l} \left( \sin(\sqrt{\beta}(x - il_1)) + \sin(nx) \right)^2 \, dx
\]

\[
= \frac{\pi}{2} + \frac{n+1}{4} \frac{\beta}{\alpha} l_1 + \frac{n-1}{4} l_2
\]

\[
+ 4\sqrt{\beta} \frac{\alpha - \beta}{(n^2 - \alpha)(n^2 - \beta)} \sum_{i=0}^{\frac{n-1}{2}-1} \left[ \sin(n(il + l_1)) + \sin(n(i+1)l) \right]
\]

\[
= \frac{\pi}{2} + \frac{n+1}{4} \frac{\beta}{\alpha} l_1 + \frac{n-1}{4} l_2
\]

\[
+ 8\sqrt{\beta} \frac{\alpha - \beta}{(n^2 - \alpha)(n^2 - \beta)} \frac{\sin \left( \frac{(n-1)nl}{8} \right) \cos \left( \frac{nl_1}{2} \right)}{\sin \left( \frac{nl_1}{2} \right)} \sin \left( \frac{(n-1)nl}{8} + \frac{nl_1}{2} \right)
\]
\[
= \pi - \pi \frac{(n + 1)(\sqrt{\alpha} - 1)}{\sqrt{\alpha}(2\sqrt{\alpha} - (n + 1))^2} (\sqrt{\alpha} - n) \\
+ \frac{16(n - 1)\sqrt{\alpha}^3}{(2\sqrt{\alpha} - (n + 1))} \frac{(\sqrt{\alpha} - 1)}{(n + \sqrt{\alpha})(n + 1)(n^2 - 3n\sqrt{\alpha} + n + \sqrt{\alpha})} \\
\times \cos\left(\frac{\pi}{2} \frac{n}{\sqrt{\alpha}}\right) \cos\left(\frac{\pi}{2} \frac{n(2\sqrt{\alpha} - n - 1)}{(n - 1)\sqrt{\alpha}}\right) \\
\times (\sqrt{\alpha} - n) \sin\left(\frac{\pi n(\sqrt{\alpha} - 1)}{(n - 1)\sqrt{\alpha}}\right).
\]

Here, we used the summation formula

\[(A.2) \sum_{i=0}^{k-1} \sin(ci + d) = \frac{\sin(k\frac{\pi}{2}) \sin((k - 1)\frac{\pi}{2} + d)}{\sin(\frac{\pi}{2})}.
\]

Notice that the arguments of the last cosine and sine in (A.1) satisfy

\[
\frac{\pi}{2} \leq \frac{\pi n(2\sqrt{\alpha} - n - 1)}{2(n - 1)\sqrt{\alpha}} \leq \frac{3\pi}{2} \quad \text{and} \quad \pi \leq \frac{\pi n(\sqrt{\alpha} - 1)}{(n - 1)\sqrt{\alpha}} \leq \frac{3\pi}{2}.
\]

That is, the cosine and sine of these arguments are negative. To make it easier to control the total sign in (A.1), we apply the formulas

\[
\cos(x) = -\cos(\pi - x) \quad \text{and} \quad \sin(x) = -\sin(x - \pi).
\]

This gives the expression (2.3).

The derivation of the expression (2.6) for the scalar product \(\langle f_{\alpha,\beta}^n, \phi_m \rangle\) for even \(n\) and \(m\) with \(n > m\) follows similar steps as above:

\[
\langle f_{\alpha,\beta}^n, \phi_m \rangle = \sum_{k=0}^{n-1} \frac{\sqrt{\beta}}{\sqrt{\alpha}} \int_{kl}^{kl+l_1} \sin\left(\sqrt{\alpha} (x - kl)\right) \sin(mx) \, dx \\
- \sum_{k=0}^{n-1} \int_{kl}^{(k+1)l} \sin\left(\sqrt{\beta} (x - kl - l_1)\right) \sin(mx) \, dx \\
= \sqrt{\beta} \left(\frac{1}{\alpha - m^2} - \frac{1}{\beta - m^2}\right) \sum_{k=0}^{n-1} \sin(mkl) + \sin(m(kl + l_1)),
\]

and we conclude by applying the summation formula (A.2).

Let us now provide details on the derivation of the upper bound for \(\|f_{\alpha,\beta}^n - \phi_n\|^2\) with odd \(n \geq 3\) and \(\alpha \geq n^2 \geq \beta\), given by (3.4). Reducing the
terms on the right-hand side of the first inequality in (3.4) to a common denominator, we arrive at

\[ \|f_{n}^{\alpha,\beta} - \phi_{n}\|^{2} \leq \frac{\pi(\sqrt{\alpha} - n)^{2}}{144(n-1)\alpha(2\sqrt{\alpha} - n - 1)^{2}(n + \sqrt{\alpha})(3n-1)\sqrt{\alpha} - n(n+1))} \]

\[ \times \left(144\sqrt{\alpha}(n^2 - 1)(2\sqrt{\alpha} + 4\sqrt{\alpha^{3}} + n + n^2 - 2\sqrt{\alpha}n(n+2) + \alpha(5n - 7)) \right. \]

\[ + 48\pi\alpha(\sqrt{\alpha} - n)(2\sqrt{\alpha} - n - 1)(n^2 + 1) \]

\[ \left. - \pi^{4}(\sqrt{\alpha} - 1)(\sqrt{\alpha} - n)^{2}(2\sqrt{\alpha} - n - 1)(n + 1)^{2} \right). \]

Using now the following simple estimates:

\[ (2\sqrt{\alpha} - n - 1)^{2} \geq \frac{(n-1)^{2}}{n^{2}}\alpha, \]

\[ (n + \sqrt{\alpha})(3n-1)\sqrt{\alpha} - n(n+1)) \geq 4n^{2}(n-1), \]

\[ n^2 - 1 \leq n^2 + 1, \quad n + n^2 - 2\sqrt{\alpha}n(n+2) + \alpha(5n - 7) \leq \alpha(5n - 7) \leq 5\sqrt{\alpha^{3}}, \]

\[ (\sqrt{\alpha} - 1)(2\sqrt{\alpha} - n - 1) \leq 2\alpha, \]

\[ -\pi^{4}(\sqrt{\alpha} - 1)(\sqrt{\alpha} - n)^{2}(2\sqrt{\alpha} - n - 1)(n + 1)^{2} \leq 0, \]

we get

\[ \|f_{n}^{\alpha,\beta} - \phi_{n}\|^{2} \leq \frac{\pi(\sqrt{\alpha} - n)^{2}(n^2 + 1)(288 + (1296 + 96\pi^{2})\alpha)}{576(n-1)^{4}\alpha}. \]

Finally, recalling that \( \sqrt{\alpha} \geq n \geq 3 \) and roughly estimating

\[ \frac{288 + (1296 + 96\pi^{2})\alpha}{576} \leq 4\alpha, \]

we obtain

\[ \|f_{n}^{\alpha,\beta} - \phi_{n}\|^{2} \leq \frac{4\pi(n^2 + 1)(\sqrt{\alpha} - n)^{2}}{(n-1)^{4}} \]

\[ \leq \frac{4\pi n^2(n^2 + 1)(\sqrt{\alpha} - n)^{2}}{(n-1)^{4}} \leq 23\pi(\frac{\sqrt{\alpha}}{n} - 1)^{2}. \]

For the case \( \beta > n^2 > \alpha \), we use a similar procedure as above to estimate the upper bound for \( \|f_{n}^{\alpha,\beta} - \phi_{n}\|^{2} \) with odd \( n \geq 3 \) given by (3.6). We convert
the right-hand side of the first inequality in (3.6) to a common denominator, to get
\[
\|f_{n}^{n,\alpha,\beta} - \phi_{n}\|^{2} \leq \frac{\pi(\sqrt{\beta} - n)^{2}}{144(n+1)\beta(2\sqrt{\beta} - n+1)^{2}(n+\sqrt{\beta})(3n+1)\sqrt{\beta} - n(n-1))} \times \left(144\sqrt{\beta}(n^{2} - 1)(2\sqrt{\beta} + 4\sqrt{\beta^{3}} + n - n^{2} - 2\sqrt{\beta}n(n-2) + \beta(5n+7)) + 48\pi^{2}\beta(\sqrt{\beta} + 1)(2\sqrt{\beta} - n+1)(n^{2} + 1) - \pi^{4}(\sqrt{\beta} + 1)(\sqrt{\beta} - n)^{2}(2\sqrt{\beta} - n+1)(n-1)^{2}\right).
\]
With the simple estimates
\[
(2\sqrt{\beta} - n+1)^{2} \geq \frac{(n+1)^{2}}{n^{2}}\beta,
\]
\[
(n+\sqrt{\beta})(3n+1)\sqrt{\beta} - n(n-1)) \geq 4n^{2}(n+1),
\]
\[
n^{2} - 1 \leq n^{2} + 1, \quad n - n^{2} - 2\sqrt{\beta}n(n-2) + \beta(5n+7) \leq \beta(5n+7) \leq 8\sqrt{\beta^{3}},
\]
\[
(\sqrt{\beta} + 1)(2\sqrt{\beta} - n+1) \leq 2\beta,
\]
\[-\pi^{4}(\sqrt{\beta} + 1)(\sqrt{\beta} - n)^{2}(2\sqrt{\beta} - n+1)(n-1)^{2} \leq 0,
\]
we obtain
\[
\|f_{n}^{n,\alpha,\beta} - \phi_{n}\|^{2} \leq \frac{\pi(\sqrt{\beta} - n)^{2}(n^{2} + 1)(288 + (1728 + 96\pi^{2})\beta)}{576(n+1)^{4}\beta}.
\]
Finally, estimating
\[
\frac{288 + (1728 + 96\pi^{2})\beta}{576} \leq 5\beta,
\]
we obtain
\[
\|f_{n}^{n,\alpha,\beta} - \phi_{n}\|^{2} \leq \frac{5\pi(n^{2} + 1)(\sqrt{\beta} - n)^{2}}{(n+1)^{4}} \leq \frac{5\pi n^{2}(n^{2} + 1)}{(n+1)^{4}} \left(\frac{\sqrt{\beta}}{n} - 1\right)^{2} \leq 5\pi \left(\frac{\sqrt{\beta}}{n} - 1\right)^{2}.
\]

Appendix B

In this section, we calculate the norms of the operators $T_{k}$ defined by (5.5). First, let us show that each $T_{k}$ is linear. Indeed, taking any $g, h$
\( \in L^2(0, \pi) \), we have

\[
T_k(g + h)(x) = (g + h)^* \left( \frac{kx}{2} \right) = (-1)^\kappa (g + h) \left( \frac{kx}{2} - \pi \kappa \right)
\]

for \( \pi \kappa \leq \frac{kx}{2} \leq \pi (\kappa + 1) \), \( \kappa \in \mathbb{N}_0 \). At the same time, for such \( x \) we get

\[
(-1)^\kappa (g + h) \left( \frac{kx}{2} - \pi \kappa \right) = (-1)^\kappa g \left( \frac{kx}{2} - \pi \kappa \right) + (-1)^\kappa h \left( \frac{kx}{2} - \pi \kappa \right)
\]

\[
= g^* \left( \frac{kx}{2} \right) + h^* \left( \frac{kx}{2} \right) = T_k g(x) + T_k h(x),
\]

which concludes the linearity.

Assume now that \( k \) is even, i.e., \( k = 2m, m \geq 1 \). For any \( g \in L^2(0, \pi) \) we obtain

\[
\int_0^\pi (T_{2m} g(x))^2 \, dx = \int_0^\pi (g^*(mx))^2 \, dx = \frac{1}{m} \int_0^{\pi m} (g^*(x))^2 \, dx
\]

\[
= \frac{1}{m} \sum_{\kappa=0}^{m-1} \int_{\pi \kappa}^{\pi (\kappa+1)} g^2(x - \pi \kappa) \, dx = \frac{1}{m} \sum_{\kappa=0}^{m-1} \int_0^\pi g^2(x) \, dx = \int_0^\pi g^2(x) \, dx.
\]

Therefore, we get

\[
\|T_{2m}\|^* = \sup_{g \in L^2(0,\pi) \setminus \{0\}} \frac{\|T_{2m} g\|}{\|g\|} = 1.
\]

Assume that \( k \) is odd, i.e., \( k = 2m + 1, m \geq 0 \). We have

\[
\int_0^\pi (T_{2m+1} g(x))^2 \, dx
\]

\[
= \int_0^\pi \left( g^* \left( \frac{(2m+1)x}{2} \right) \right)^2 \, dx = \frac{2}{2m+1} \int_0^{\pi (m+\frac{1}{2})} (g^*(x))^2 \, dx
\]

\[
= \frac{2}{2m+1} \sum_{\kappa=0}^{m-1} \int_{\pi \kappa}^{\pi (\kappa+1)} g^2(x - \pi \kappa) \, dx + \frac{2}{2m+1} \int_{\pi m}^{\pi (m+\frac{1}{2})} g^2(x - \pi m) \, dx
\]

\[
= \frac{2m}{2m+1} \int_0^\pi g^2(x) \, dx + \frac{2}{2m+1} \int_0^{\frac{\pi}{2}} g^2(x) \, dx \leq \frac{2m+2}{2m+1} \int_0^\pi g^2(x) \, dx.
\]

Notice that this estimate is sharp since equality holds for any \( g \) with the support on \((0, \pi/2)\). Thus, we deduce that

\[
\|T_{2m+1}\|^* = \sup_{g \in L^2(0,\pi) \setminus \{0\}} \frac{\|T_{2m+1} g\|}{\|g\|} = \sqrt{\frac{2m+2}{2m+1}}.
\]
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