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Abstract

We study the problem of optimizing the performance of a nonlinear spring-mass-damper attached to a class of multiple-degree-of-freedom systems. We aim to maximize the rate of one-way energy transfer from primary system to the attachment, and focus on impulsive excitation of a two-degree-of-freedom primary system with an essentially nonlinear attachment. The nonlinear attachment is shown to be able to perform as a ‘nonlinear energy sink’ (NES) by taking away energy from the primary system irreversibly for some types of impulsive excitations. Using perturbation analysis and exploiting separation of time scales, we perform dimensionality reduction of this strongly nonlinear system. Our analysis shows that efficient energy transfer to nonlinear attachment in this system occurs for initial conditions close to homoclinic orbit of the slow time-scale undamped system, a phenomenon that has been previously observed for the case of single-degree-of-freedom primary systems. Analytical formulae for optimal parameters for given impulsive excitation input are derived. Generalization of this framework to systems with arbitrary number of degrees-of-freedom of the primary system is also discussed. The performance of both linear and nonlinear optimally tuned attachments is compared. While NES performance is sensitive to magnitude of the initial impulse, our results show that NES performance is more robust than linear tuned-mass-damper to several parametric perturbations. Hence, our work provides evidence that homoclinic orbits of the underlying Hamiltonian system play a crucial role in efficient nonlinear energy transfers, even in high dimensional systems, and gives new insight into robustness of systems with essential nonlinearity.
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1. Introduction

The suppression of vibrational energy via transfer from the main structure to an attachment -both actively or passively- has been a lively research area since the seminal invention of the tuned
mass damper (TMD) [1]. With advances in electro-mechanical devices, active control schemes offer the best performance in terms of vibration absorption. However, in addition to cost and energy consumption associated with active control, robustness and stability are crucial factors. Passive vibration reduction approaches include direct use or variations of linear tuned mass dampers. However, even if the tuned mass damper is initially tuned to eliminate resonant responses near the eigenfrequency of the primary system, the mitigating performance may become less effective due to natural mistuning of the system parameters (e.g. the varying mass of the secondary due to time varying load). In $H_\infty/H_2$ optimization the TMD is designed such that the maximum amplitude magnification factor or the squared area under the response curve of the primary system is minimized, respectively. Analytical solutions for the $H_\infty/H_2$ optimization of the TMD have been found [2], in the form of series solution for the $H_\infty$ optimization and a closed-form algebraic solution for the $H_2$ optimization. In related work [3], an optimization problem is considered which either minimizes the kinetic energy of the host structure or maximizes the power dissipation within the absorber. Formulas for the optimal ratio of the absorber natural frequency to the host natural frequency and optimal damping ratio of the absorber were also obtained in that work. Ref. [4] deals with the analysis and optimization of tuned mass dampers by providing design formulas for maximizing the exponential time-decay rate of the system transient response. A detailed analysis is presented for the classical TMD configuration, involving an auxiliary mass attached to the main structure by means of a spring and a dashpot. Analytic expressions of the optimal exponential time-decay rate are obtained for any mass ratio and tuning condition. Then, a further optimization with respect to the latter is performed.

Lyapunov’s second method has been used to minimize an integral square performance measure of damped vibrating structures subject to initial impulse [5]. Using the same approach, the closed-form solutions of optimum parameters for undamped primary structure utilizing Kronecker product and matrix column expansion are derived in Ref. [6]. Other related works include a parametric study on a TMD using steady-state harmonic excitation analysis and time-history analysis (with the El Centro and Mexico earthquake excitation signals) [7], $H_\infty$ optimal design of a dynamic vibration absorber variant (the damping element is connected directly to the ground instead of the primary mass) for suppressing high-amplitude vibrations of damped primary systems [8], and determination of optimal absorber parameters to maximize of the primary system frequency response [9]. A simple method for choosing optimal parameters for a two-degree-of-freedom (translational/rotational) TMD has been reported in [10]. This method uses the fixed points of the frequency response functions to determine the stiffness of the TMD for a given mass. The effectiveness of TMDs in reducing the transient structural response for impulsive loadings has also been investigated in Ref. [11].

Nonlinear energy transfer between modes due to resonance has also been studied extensively [12], focusing on modal interactions and transfers from high to low frequency modes. The energy transfer phenomenon in this class of systems is essentially modal, and does not necessarily translate to one-way transfer between spatially distinct components of the system. Transition between resonances in Hamiltonian systems has been studied via geometrical and analytical methods in the past few decades [13, 14]. Recently, use of active control strategies to move the system between these resonances have been explored [15–18].

Targeted energy transfers (TETs), i.e. passively controlled transfers of vibrational energy in coupled oscillators to a targeted component where the energy eventually localizes, have been a topic of great interest in the past decade [19]. The basic device is called a nonlinear energy sink (NES), which generally consists of a light mass, an essentially nonlinear spring and a viscous damper. Properly designed, the NES is capable of one-way channeling of unwanted energy from a primary system to NES over broadband frequency ranges. TET is realized through resonance captures and
escapes from resonances, following (countable infinite) resonance manifolds due to the essential nonlinearity. While the phenomenon of targeted energy transfer has been extensively studied in this context \cite{20, 21, 22}, the parameter selection and optimization problem for multiple-degree-of-freedom systems is still a challenge. In Ref. \cite{23}, energy transfer initiated by an impulsive input in a single-degree-of-freedom system coupled with NES was analyzed and the optimal energy transfer phenomenon was described in terms of existence of a homoclinic orbit in a reduced phase space of the undamped (Hamiltonian) averaged (slow) system.

In this paper, we extend this analysis of Ref. \cite{23} to a class of weakly damped multiple-degree-of-freedom systems, especially focusing on a two-degree-of-freedom system with an attached NES. We obtain the near-optimal parameters for the NES using the complexification-averaging technique and slow flow analysis. The validity of dimensionality reduction enabled by our analysis is supported by numerical comparisons between original and reduced order systems. Using a combination of perturbation analysis and simulation, we show that under assumptions of weak damping in the linear system, the homoclinic orbit picture persists in higher degree-of-freedom systems. We use Lyapunov analysis to optimize a linear TMD using a similar cost function, and obtain a semi-analytical solution for optimal parameters. Using the semi-analytical formulae, we are able to perform extensive performance comparison studies using these two classes of optimally tuned vibration absorbers.

The structure of the paper is as follows. In Section 2 we consider a two-degree-of-freedom linear system (called primary) with an attached NES. We perform a numerical study to compute various branches of periodic solutions, and obtain the frequency-energy plot. Focusing on the 1:1:1 resonance between the two masses of the primary system, and the nonlinear attachment, we perform complexification-averaging and the slow-flow averaging analysis. We elucidate the factors affecting the targeted energy transfer from the main structure to the attachment, and use another time-scale to capture the evolution of the system (super-slow flow) near the fixed point in the averaged phase space. The optimal parameters are found by analyzing the system at super-slow time scale. We provide perturbation theoretic arguments along with numerical evidence for the validity of the model. In Section 3 we describe a semi-analytical process to optimize a linear tuned mass damper attached to one and two-degree-of-freedom system. We use Lyapunov analysis to formulate the optimization problem, using energy dissipated through the attachment as the metric. In Section 4 we compare the vibration suppression performance of the two optimized attachments, i.e. the NES and linear TMD, both attached to a two-degree-of-freedom system. The results show that while NES performance is sensitive to the energy of the impulse input, it is more robust than TMD in several scenarios. In the Appendix, generalization of this framework for optimizing the parameters of an essentially nonlinear attachment, coupled with an n-degree-of-freedom system is provided.

2. Dynamics of Multi-degree-of-freedom Primary System with NES

A schematic of the two-degree-of-freedom system with NES is shown in Fig. 1. Mass $M_3$ is assumed to be attached to mass $M_2$ using a cubic spring with coefficient $\kappa_3$. The equations of motion for this system are

\begin{align}
M_1 \ddot{x}_1 + b_1 \dot{x}_1 + b_{12}(\dot{x}_1 - \dot{x}_2) + \kappa_1 x_1 + \kappa_{12}(x_1 - x_2) &= 0, \\
M_2 \ddot{x}_2 + b_{12}(\dot{x}_2 - \dot{x}_1) + b_3(\dot{x}_2 - \dot{x}_3) + \kappa_{12}(x_2 - x_1) + \kappa_3(x_2 - x_3)^3 &= 0, \\
M_3 \ddot{x}_3 + b_3(\dot{x}_3 - \dot{x}_2) + \kappa_3(x_3 - x_2)^3 &= 0.
\end{align}

Defining the non-dimensional time...
Figure 1: two-degree-of-freedom system with NES.

| Parameter | Value |
|-----------|-------|
| $M_1$ [Kg] | 2200 |
| $M_2$ [Kg] | 1400 |
| $M_3$ [Kg] | 70 |
| $\kappa_1$ [N/m] | $5.2 \times 10^5$ |
| $\kappa_{12}$ [N/m] | $1.3 \times 10^6$ |
| $\kappa_3$ [N/m] | $2.6 \times 10^5$ |
| $b_1$ [Ns/m] | $5 \times 10^2$ |
| $b_{12}$ [Ns/m] | $1 \times 10^3$ |
| $b_3$ [Ns/m] | 50 |

Table 1: Parameter values for the system in Fig. 1.

Equations (1 (a-c)) can now be written in a non-dimensional form as

\[
x''_1 + 2\zeta_1 x'_1 + 2\zeta_{12} (x'_1 - x'_2) + x_1 + k_{12} (x_1 - x_2) = 0, \tag{3a}
\]

\[
\mu x''_2 + 2\zeta_{12} (x'_2 - x'_1) + 2\zeta_3 (x'_2 - x'_3) + k_{12} (x_2 - x_1) + C (x_2 - x_3)^3 = 0, \tag{3b}
\]

\[
\epsilon x''_3 + 2\zeta_3 (x'_3 - x'_2) + C (x_3 - x_2)^3 = 0, \tag{3c}
\]

where $'$ denotes a derivative with respect to $\tau$ and $\mu = \frac{M_2}{M_1}$, $\epsilon = \frac{M_3}{M_1}$, $\zeta_1 = \frac{b_1}{2\sqrt{M_1\kappa_1}}$, $\zeta_{12} = \frac{b_{12}}{2\sqrt{M_1\kappa_1}}$, $\zeta_3 = \frac{b_3}{2\sqrt{M_1\kappa_1}}$, $k_{12} = \frac{\kappa_{12}}{\kappa_1}$ and $C = \frac{\kappa_3}{\kappa_1}$. The modal frequencies of the undamped primary system are 0.76 rad/s and 2.63 rad/s, while the corresponding mode shapes are $[0.65 \ 0.76]'$ and $[0.6 \ -0.8]'$, respectively.

The various modes of energy transfer from single-degree-of-freedom primary system to NES were studied in Refs. [24, 22]. It has been shown that in the case of weakly damped primary systems, the energy transfer is mediated by resonance capture into, and escape from various periodic orbits of the undamped system. This class of system has been shown to exhibit three main modes of energy transfer from the primary system to the NES, namely, targeted energy transfer through

1. fundamental transient resonance capture,
2. subharmonic transient resonance capture,
3. nonlinear beats.
A comprehensive study of dynamics of a two-degree-of-freedom primary system with an attached NES was performed in Ref. [25]. Compared to the single-degree-of-freedom case, there are many more sequences of resonance transitions possible in this system, depending upon the initial condition. It is known [19] that the first two types of energy transfer modes cannot occur directly when the system is initially at rest. Therefore whenever the response of the system to an impulse is considered, the energy is always first transferred through nonlinear beats until one of the first two energy transfer modes is activated.

Periodic orbits of the system of equations given in Eq. (3) can be found using non-smooth transformations [26] along with the numerical continuation software AUTO [27]. Some of those orbits are shown in the frequency energy plot given in Fig. 2.

The fundamental transient resonance capture occurs when the system moves on the $S_{111}^{+++}$ or $S_{111}^{++-}$ branch as shown on the frequency-energy plot in Fig. 2. These branches have frequencies equal to the modal frequencies of the primary system. The symbols $+++$ indicate the phase of the three masses in the periodic orbit as plotted in Fig. 2 i.e., $+++$ means that all three masses are in-phase over the course of the system executing its periodic motion. Similarly $+--$ implies that the two primary masses are out-of-phase with each other. The numbers 111 in $S_{111}$ denote the number of half sine waves the masses have in their half periods. Thus in the $S_{111}$ orbit,
all three masses have a single half-sine wave in their period. Fig. 3 (a) uses wavelet transforms superimposed on the frequency energy plot to illustrate targeted energy transfer mechanism while the system is on $S111++$. Due to fundamental resonance capture, almost the entire energy of the system is localized in the NES. This makes it the most desirable mechanism for targeted energy transfer among the three mechanisms listed above [25].

Subharmonic energy transfer occurs when the initial energy given to the system is not enough to excite the fundamental transient resonance capture, and it is not as efficient as the fundamental resonant capture. One subharmonic energy transfer mode is illustrated in Fig. 3 (b).

Energy transfer through nonlinear beats occurs when the initial system energy is higher than the energy required to excite the fundamental energy transfer. In this mechanism first the NES undergoes a nonlinear beating phenomenon with the primary system and then gets attracted or “captured” onto the fundamental energy transfer mode or one of the subharmonic modes.

When the system is given an impulse by disturbing one of the primary masses, (say) $M_1$, a multi-modal response is expected. Note that the out-of-phase $S111+--$ mode has a much higher
energy threshold than the in-phase $S111++$ mode. Hence, if one considers low to medium energy impulses, the optimal way to remove energy from the primary system is to get the system captured in the $S111++$ mode, via the above-mentioned nonlinear beating phenomenon. In what follows, we analyze the dynamics of this scenario in detail, and obtain system parameters that result in near-optimal energy transfer for low to medium energy impulses.

3. Optimization of targeted energy transfer

In a work by Sapsis et al. [23], the energy transfer between a one-degree-of-freedom linear oscillator coupled to a light nonlinear attachment was analyzed. It was shown that optimal energy transfer from the primary linear oscillator to the nonlinear attachment occurs when the initial energy of the system is close to a particular homoclinic orbit of the underlying Hamiltonian system. Our analysis uses the strategy outlined in [23], followed by dimensionality reduction to get explicit expressions for optimal parameters in the multiple-degree-of-freedom primary system. For the system described by Eq. (3), the instantaneous energy stored in the primary system (masses $M_1$ and $M_2$) can be written as

$$E_{\text{inst}} = \frac{1}{2}(x_1^2 + x_1'^2) + \frac{1}{2}\mu x_2'^2 + \frac{1}{2}k_{12}(x_1 - x_2)^2.$$  (4)

Consider the initial condition when only mass $M_1$ has a non-zero velocity ($v_0$). In that case the starting energy of the primary system is

$$E_{\text{start}} = \frac{1}{2}v_0^2.$$  (5)

The desired purpose of the NES is to remove energy from the primary system irreversibly. One of the ways to quantify effectiveness of the NES used in [23] is to look at the evolution of the quantity $\frac{E_{\text{inst}}}{E_{\text{start}}}$ for different starting velocities. This leads to the conclusion that there is a threshold velocity above which the fundamental transient resonance capture mode of TET is triggered and thus one can observe a dramatic increase in the rate of drop of the ratio $\frac{E_{\text{inst}}}{E_{\text{start}}}$ due to energy transfer from the primary system to the NES. Fig. 4 shows the change in instantaneous energy of the primary system given in [23]. It can be observed that the rate of energy removal from the primary system undergoes a jump around $v_0 = 0.11$. This is the starting velocity which endows the system with the right amount of energy to be in the neighborhood of the homoclinic orbit as discussed in [23].

For the system given by Eq. (3), damping performance of the nonlinear attachment is shown in Fig. 5. The parameters of the system are given in Table 1. Unless otherwise noted, these parameters will be used throughout the paper. The rate of energy removal from the primary system has a sudden increase around $v_0 = 0.115$ and then the performance of the NES is sustained over a higher initial velocity range. Hence for right choice of initial velocity, the nonlinear attachment still acts like an energy sink for the two-degree-of-freedom primary system.

3.1. Study Using Complexification-Averaging

For approximate analytical study of the system given in Eq. (3), the technique of complexification-averaging used in [24, 23] is employed. We study the dynamics in the vicinity of the fundamental transient resonance $S111++$, hence the fast frequency for all three masses is $\omega$. As mentioned
earlier, we only consider low to medium energy initial impulses, i.e. case where the in-phase fundamental frequency $\omega$ is not significantly dependent on the initial energy. Introducing the new variables

$$\psi_1 = x'_1(\tau) + \omega j x_1(\tau),$$

$$\psi_2 = x'_2(\tau) + \omega j x_2(\tau),$$

$$\psi_3 = x'_3(\tau) + \omega j x_3(\tau),$$

and substituting

$$\psi_i = \phi_i e^{j\omega\tau}, \ i = 1, 2, 3,$$

Equation (3) can be averaged over the fast time scale $\tau$. This yields

$$\phi'_1 + \left( \frac{\zeta_1}{2} + \frac{j\omega}{2} \right) \phi_1 + \zeta_{12}(\phi_1 - \phi_2) - \frac{j k_{12}}{2\omega} (\phi_1 - \phi_2) = 0,$$

$$\mu \phi'_2 + \zeta_{12}(\phi_2 - \phi_1) + \zeta_3(\phi_2 - \phi_3) + \frac{j \omega}{2} \mu \phi_2 - \frac{j k_{12}}{2\omega} (\phi_2 - \phi_1) - \frac{3jC}{8\omega^3} |\phi_2 - \phi_3|^2 (\phi_2 - \phi_3) = 0,$$

$$\epsilon \phi'_3 + \zeta_3(\phi_3 - \phi_2) + \frac{j \omega}{2} \epsilon \phi_3 - \frac{3jC}{8\omega^3} |\phi_3 - \phi_2|^2 (\phi_3 - \phi_2) = 0.$$  

Now we introduce the new variables

$$u_1 = \phi_1 - \phi_2,$$

$$u_2 = \phi_2 - \phi_3,$$

$$u_3 = \phi_1 + \mu \phi_2 + \epsilon \phi_3,$$
Figure 5: 2 DOF system with NES: Percentage of initial energy in the primary system with time for different starting velocities for the system given in Fig. 1.

where $u_1$ represents the relative displacement between the first mass and the second mass, $u_2$ the relative displacement between the second mass and the NES and $u_3$ represents the motion of the center of mass of the system. The equations for $u_i$ can be derived from Eq. (8) and using the relations

\[
\phi_1 = \frac{u_3 + u_1(\mu + \epsilon) + u_2\epsilon}{1 + \mu + \epsilon},
\]

(10a)

\[
\phi_2 = \frac{u_3 - u_1 + u_2\epsilon}{1 + \mu + \epsilon},
\]

(10b)

\[
\phi_3 = \frac{u_3 - u_1 - u_2(1 + \mu)}{1 + \mu + \epsilon}.
\]

(10c)

The equations are

\[
u_1' + c_{11}u_1 + c_{12}u_2 + c_{13}u_3 + \frac{3jC}{8\mu\omega^3}|u_2|^2u_2 = 0,
\]

(11a)

\[
u_2' + c_{21}u_1 + c_{22}u_2 - \frac{3jC(\mu + \epsilon)}{8\mu\epsilon\omega^3}|u_2|^2u_2 = 0,
\]

(11b)

\[
u_3' + c_{31}u_1 + c_{32}u_2 + c_{33}u_3 = 0,
\]

(11c)

where
The instantaneous energy stored in the NES can be written as
\[ E_{N} = \frac{1}{2}\mu (1 + \epsilon + \mu) + 2j\mu^2 \zeta_1 \omega + 2j\zeta_1\omega + 4j\mu \zeta_1\omega = 2j\mu^2 \zeta_1\omega - \mu \omega^2 - \mu^2 \omega^2 + \epsilon N_1 \]

\[ 2\mu(1 + \epsilon + \mu)\omega \]

\[ N_1 = \mu + 2j\mu \zeta_1\omega + 2j\zeta_1\omega + 2j\mu \zeta_1\omega = \mu \omega^2, \]

\[ c_{12} = \frac{-2(1 + \mu) \zeta_3 \omega + (\epsilon(-2\zeta_3 \omega + \mu(-j + 2\zeta_1\omega)))}{2\mu(1 + \epsilon + \mu)\omega}, \]

\[ c_{13} = \frac{-j + 2\zeta_1\omega}{2(1 + \epsilon + \mu)\omega}, \]

\[ c_{21} = \frac{j(k_{12} + 2j\zeta_1\omega)}{2\mu\omega}, \]

\[ c_{22} = \frac{\zeta_3}{\epsilon + \mu} + \frac{j\omega}{2}, \]

\[ c_{31} = \frac{(\epsilon + \mu)(-j + 2\zeta_1\omega)}{2(1 + \epsilon + \mu)\omega}, \]

\[ c_{32} = \frac{\epsilon(-j + 2\zeta_1\omega)}{2(1 + \epsilon + \mu)\omega}, \]

\[ c_{33} = \frac{2\zeta_1\omega + j(-1 + (1 + \epsilon + \mu)\omega^2)}{2(1 + \epsilon + \mu)\omega}, \]

The initial conditions for \( u_i \) are

\[ u_1(0) = \phi_1(0) - \phi_2(0) = v_0, \]

\[ u_2(0) = \phi_2(0) - \phi_3(0) = 0, \]

\[ u_3(0) = \phi_1(0) + \mu \phi_2(0) + \epsilon \phi_3(0) = v_0. \]

The instantaneous energy in the primary system in terms of the ‘slow’ variables can be written as

\[ E_p = \frac{1}{2}(x_1^2 + x_1'^2) + \frac{1}{2}\mu x_2'^2 + \frac{1}{2}k_{12}(x_1 - x_2)^2 \approx \]

\[ \frac{1}{2}\left( \text{Re}[\phi_1 e^{j\omega \tau}]^2 + \frac{1}{\omega^2} \text{Im}[\phi_1 e^{j\omega \tau}]^2 \right) + \frac{1}{2} \mu (\text{Re}[\phi_2 e^{j\omega \tau}]^2 + \frac{1}{2\omega^2} k_{12}(\text{Im}[u_1 e^{j\omega \tau}])^2. \]

The instantaneous energy stored in the NES can be written as

\[ E_{NES} = \frac{1}{2} \epsilon x_3^2 + \frac{1}{4} C(x_2 - x_3)^4 \approx \]

\[ \frac{1}{2} \epsilon (\text{Re}[\phi_3 e^{j\omega \tau}]^2 + \frac{1}{4\omega^4} C(\text{Im}[u_2 e^{j\omega \tau}])^4. \]

The energy dissipated by the NES can be written as

\[ E_{DISS} = \int_{0}^{\tau} \zeta_3(x_2' - x_2')^2 d\tau \approx \int_{0}^{\tau} \zeta_3 (\text{Re}[u_2 e^{j\omega \tau}])^2 d\tau = \]

\[ \int_{0}^{\tau} \zeta_3 (\text{Re}[u_2])^2 \cos^2 \omega \tau + \text{Im}[u_2]^2 \sin^2 \omega \tau - \text{Re}[u_2] \text{Im}[u_2] \sin 2\omega \tau)d\tau, \]

and omitting frequencies faster than \( \omega \) as argued in \[23], one can approximately write

\[ E_{DISS} \approx \int_{0}^{\tau} \zeta_3 (|u_2(\tau)|)^2 d\tau. \]

As noted in \[23\], the performance of the NES is closely tied to the variable on which \( E_{DISS} \) depends, which in the system under consideration happens to be \( u_2 \). Adapting the principle of
optimal dissipation from $|u_2(\tau)|$ with different energy transfer regimes for a velocity input $v_0 = 0.3$

optimal dissipation from $|u_2(\tau)|$ with different energy transfer regimes for a velocity input $v_0 = 0.3$

With Eqs. (11) and the initial conditions (17), the slow time variables $u_i$ can be integrated forward in time and different energy transfer regimes between the primary system and NES for different initial velocities can be identified. Fig. 6 shows a typical curve of $|u_2(\tau)|$ for a particular starting non-zero velocity for the mass $M_1$, all other initial conditions being zero. As mentioned earlier, since fundamental transient resonance capture and subharmonic orbits cannot get excited directly by impulsive inputs, there is a regime of nonlinear beats in the initial stages of the response. Recall from Fig. 5 that $v_0 = 0.115$ is close to the transition point where the NES performance improves. The evolution for the energies in the primary system and the NES for three different initial velocities is given in Fig. 7. For $v_0 = .05$, there is no energy transfer to the NES. For $v_0 = .2$, some energy is transferred irreversibly to the NES. However, the most efficient energy transfer among the three cases is for $v_0 = .115$, where almost all energy from the primary system is transferred to the NES within the given time. We will see shortly that the underlying mechanism for this behavior is the existence of a homoclinic orbit in the undamped system at super-slow time scale. If the system is given less energy than the energy of this orbit, efficient energy transfer does not occur, as is seen for $v_0 = .05$. If the initial energy of the system is more than the energy of this homoclinic orbit, the system gets captured via nonlinear beats into the $S111 + ++$ orbit and eventually transfers all the energy to NES. If the initial energy is close to the energy of homoclinic orbit, i.e. the ‘optimal’ case, all energy is transferred to the NES in a single cycle of the nonlinear beats, i.e. this is a degenerate case at the boundary of the first two cases.

3.2. Analysis of Super-Slow Flow Equations

The solution for Eq. (11c) is

$$u_3 = u_3(0)e^{-c_{33}\tau} - c_{31}\int_0^\tau u_1 e^{c_{33}(t_1-\tau)}dt_1 - c_{32}\int_0^\tau u_2 e^{c_{33}(t_1-\tau)}dt_1.$$  (18)

Now for parameters under consideration (for low to medium energy impulses), we find

$$(1 + \mu + \epsilon)\omega^2 \approx 1,$$  (19)
one can write
\[ c_{33} = \frac{\zeta_1}{1 + \mu + \epsilon}. \]  \hspace{1cm} (20)

As the damping coefficients \( \zeta_1 \) and \( \zeta_3 \) are small, one can assume
\[ \zeta_1 \approx \epsilon \hat{\zeta}_1, \]  \hspace{1cm} (21a)
\[ \zeta_3 \approx \epsilon \hat{\zeta}_3. \]  \hspace{1cm} (21b)

Further assuming that \( t_1 - \tau = O(1/\epsilon^{1/2}) \), Eq. (18) can be re-written as
\[ u_3 \approx u_3(0)e^{-c_{33}\tau} - c_{31}\overline{u}1\tau e^{-c_{33}(T-\tau)} + O(\epsilon), \]  \hspace{1cm} (22)
where \( \overline{u}_1 \) is the value of \( u_1 \) at \( t = \overline{t} \) in the interval \([0, \tau]\) according to the mean-value theorem. For simplicity, if we assume \( \overline{t} \approx \tau \), then Eq. (22) can be further simplified as
\[ u_3 \approx u_3(0)e^{-c_{33}\tau} - c_{31}u_1(\tau)\tau + O(\epsilon). \]  \hspace{1cm} (23)

For obtaining the super-slow flow equations, a new scaling is introduced:
\[ u_1 = \epsilon^{1/2}z_1, \]  \hspace{1cm} (24a)
\[ u_2 = \epsilon^{1/2}z_2, \]  \hspace{1cm} (24b)
\[ u_3 = \epsilon^{1/2}z_3. \]  \hspace{1cm} (24c)

Using this scaling and Eq. (23), Eqs. (11(a),11(b)) can be re-written as
\[ z_1' + \hat{c}_{11}z_1 + \hat{c}_{13}(z_3(0)e^{-c_{33}\tau} - c_{31}\overline{z}_1\tau) + O(\epsilon) = 0, \]  \hspace{1cm} (25a)
\[ z_2' + \hat{c}_{21}z_1 + \hat{c}_{22}z_2 - \frac{3jC\omega^2}{8\epsilon^4}|z_2|^2z_2 + O(\epsilon) = 0, \]  \hspace{1cm} (25b)
where

\[
\hat{c}_{11} = \frac{-j\mu}{2\omega(1 + \mu + \epsilon)} + \frac{j\omega}2 + \left(\zeta_{12} - \frac{jk_{12}}{2\omega}\right)\left(1 + \frac{1}{\mu}\right),
\]

\[
\hat{c}_{13} = -\frac{j}{2(1 + \epsilon + \mu)\omega},
\]

\[
\hat{c}_{21} = \frac{j(k_{12} + 2j\zeta_{12}\omega)}{2\mu\omega}, \quad \hat{c}_{22} = \zeta_3 + \frac{j\omega}2.
\]

Equations (25) (a) and (b) are the super-slow flow equations. The comparison of numerical integration for Eq. (25) (a) and (b) (super-slow) as well as for Eq. (11) (a) and (b) (slow) are given in Fig. 8. The \(z_2\) phase-portrait of super-slow flow equations for two different initial velocities is shown in Fig. 9. We discuss these two cases later in the section. In Fig. 10, the phase-portrait solution of slow-flow equations is superimposed on that of the super-slow flow response. The super-slow-flow trajectories can be seen as low-pass filtered versions of slow-flow trajectories.

The solution for Eq. (25 (a)) (up to \(O(\epsilon^0)\)) can be written as

\[
z_1 = z_{1c} + z_{1p},
\]

Figure 8: Comparison of the solutions of the slow and super-slow equations.

Figure 9: Phase portrait of \(z_2\) for two different initial velocities using the super-slow flow equations.
where \( z_{1c} \) is the complimentary solution and \( z_{1p} \) is the particular solution. For the complimentary solution only the homogenous part of the Eq. (25(a)) is considered, and thus the solution can be written as

\[
z_{1c} = z_{c0} e^{-\hat{c}_{11} \tau + \hat{c}_{13} c_{31} \tau^2 / 2},
\]

where \( z_{c0} \) is the constant of integration. Looking at the form of the non-homogenous term in Eq. (25(a)), the particular solution is assumed to be

\[
z_{1p} = A e^{-c_{33} \tau}.
\]

Substituting Eq. (31) into Eq. (25(a)) and simplifying, we obtain

\[
A = -\frac{\hat{c}_{13} z_3(0)}{\hat{c}_{11} - \hat{c}_{13} c_{31} \tau - c_{33}}.
\]

Recall that, \( A \) was assumed to be constant, i.e., independent of \( \tau \) in Eq. (31) and yet Eq. (32) gives a time dependence for \( A \) and thus there is a contradiction. However, the particular solution decays exponentially (even for constant \( A \)). The \( \tau \) dependence for \( A \) is in the denominator, and this dependence is dominated by the exponential decay, hence we neglect its derivative. In that case, the solution for Eq. (25(a)) up to \( O(\epsilon^0) \) can be approximated by

\[
z_1 = z_{c0} e^{-\hat{c}_{11} \tau + \hat{c}_{13} c_{31} \tau^2 / 2} - \frac{\hat{c}_{13} z_3(0)}{\hat{c}_{11} - \hat{c}_{13} c_{31} \tau - c_{33}} e^{-c_{33} \tau},
\]

where

\[
z_{c0} = z_1(0) - A.
\]

Now we substitute the solution for \( z_1 \) from Eq. (33) into Eq. (25(b)) to obtain a single differential equation in \( z_2 \). We refer to this equation as the 2-D (two-dimensional) system. We refer to the coupled Eqs. (25(a)-(b)) as the 4-D (four-dimensional) system. These two systems can be separately integrated in time to allow a comparison of their responses, and assessment of validity of the dimensionality reduction from 4-D to 2-D. In Fig. 11 we plot the responses of both of these systems. It is clear from this figure that the response on the super-slow timescale is well reproduced by the 2-D system, for both cases of initial velocity shown in Fig. 11. Hence, using a series of averaging operations and approximations, we have reduced the system to one degree of freedom on the super-slow time-scale.
Figure 11: Comparison of the phase portrait of $z_2$ for two different initial velocities with the 4 and 2 dimensional super-slow systems.

In Fig. 11(a), the system is initialized with lower initial velocity than the critical velocity, denoted by $v_{cr}$. The trajectory starts at origin (since $z_2 = 0$ when initial impulse is given to $M_1$), grows in size for some time and then decays. The trajectory shown in Fig. 11(b), initiated with close to critical velocity, makes large transitions in the phase space after an initial nonlinear beating phase, and gets captured in $S_{111}^{++}$ resonance.

We claim that for critical initial velocity $v_{cr}$, the undamped system has an homoclinic orbit, and this leads to almost complete energy transfer in one nonlinear beating cycle for the damped system. Hence, this critical case acts as the boundary between the low-energy case where there is no energy transfer to NES, and the high-energy case where the energy transfer is less than optimal. To support this claim, we study the undamped dynamics of the super-slow system in more detail. The sole equation for $z_2$ can be written as

$$z_2' + \left( \tilde{\zeta}_3 + \frac{j \omega}{2} \right) z_2 + \left( \frac{j k_{12} - 2 \zeta_{12} \omega}{2 \mu \omega} \right) z_3 e^{- \tilde{\zeta}_{11} \tau + \tilde{\zeta}_{13} \xi_{31} \tau^2/2} + \left( \frac{j k_{12} - 2 \zeta_{12} \omega}{2 \mu \omega} \right) A e^{- \zeta_{33} \tau - \frac{3 j C}{8 \omega^3} |z_2|^2} z_2 + O(\epsilon) = 0.$$  \hspace{1cm} (35)

To find a conservative equivalent of Eq. (35), the damping terms $\tilde{\zeta}_3$, $\zeta_{12}$ and $\zeta_1$ are assumed to be small and can be neglected. Considering then terms up to $O(\epsilon^0)$ Eq. (35) reduces to

$$z_2' + \frac{j \omega}{2} z_2 - \frac{3 j C}{8 \omega^3} |z_2|^2 z_2 = z_3(0)(C_1 + jC_2), \hspace{1cm} (36)$$

where

$$C_1 = -\frac{k_{12}}{2 \mu \omega} \left( e^{-\alpha \tau^2} (-A_2 \sin(\beta \tau)) - A_2 \right), \hspace{1cm} (37)$$

$$C_2 = -\frac{k_{12}}{2 \mu \omega} \left( e^{-\alpha \tau^2} (A_2 \cos(\beta \tau)) + A_1 \right), \hspace{1cm} (38)$$

$$\alpha = \frac{\mu}{8 \omega^2 (1 + \mu + \epsilon)^2}, \quad \beta = \frac{\mu}{2 \omega (1 + \mu + \epsilon)} - \frac{\omega}{2} + \frac{k_{12}}{2 \omega} \left( 1 + \frac{1}{\mu} \right), \hspace{1cm} (39)$$

$$A_1 = \frac{b}{a^2 + b^2}, \quad A_2 = \frac{a}{a^2 + b^2}, \quad A_2 = 1 - \frac{\mu}{-\mu^2 - k_{12}(1 + \mu)(1 + \mu + \epsilon) + \omega^2 \mu(1 + \mu + \epsilon)}, \hspace{1cm} (40)$$

$$a = \frac{\mu \tau}{2 \omega (1 + \mu + \epsilon)}; \quad b = -\mu - k_{12} \frac{1 + \mu}{\mu} (1 + \mu + \epsilon) + \omega^2 (1 + \mu + \epsilon). \hspace{1cm} (41)$$
Now, assuming
\[ z_2 = Ne^{i\delta}, \]  
(42)
and separating the real and imaginary parts of Eq. (36), the following equations for the magnitude \( N \) and phase \( \delta \) can be obtained,

\[ N' = z_3(0)(C_1\cos(\delta) + C_2\sin(\delta)), \]  
(43a)
\[ \delta' + \frac{\omega}{2} - \frac{3C}{8\omega^3} N^2 = \frac{z_3(0)}{N}(C_2\sin(\delta) - C_1\cos(\delta)). \]  
(43b)

Alternatively, if one assumes, \( z_2 = x + jy \), then the equations for \( x \) and \( y \) are given by,

\[ x' = \frac{\omega y}{2} - \frac{3C}{8\omega^3}(x^2 + y^2)y + z_3(0)C_1, \]  
(44a)
\[ y' = -\frac{\omega x}{2} + \frac{3C}{8\omega^3}(x^2 + y^2)y + z_3(0)C_2. \]  
(44b)

Both \( C_1 \) and \( C_2 \) are functions of time. For further simplification, if they are replaced by their mean values over the \( \tau \) range of interest, then

\[ x' = \frac{\omega y}{2} - \frac{3C}{8\omega^3}(x^2 + y^2)y + z_3(0)\hat{C}_1, \]  
(45a)
\[ y' = -\frac{\omega x}{2} + \frac{3C}{8\omega^3}(x^2 + y^2)y + z_3(0)\hat{C}_2. \]  
(45b)

Observing Eq. (45), the following Hamiltonian can be written

\[ h = \frac{\omega}{4}|z_2|^2 - \frac{3C}{8\omega^3}|z_2|^4 - z_3(0)\hat{C}_2\frac{z_2 + z_2^*}{2} - z_3(0)j\hat{C}_1\frac{z_2 - z_2^*}{2}, \]  
(46)
where the asterisk (*) denotes complex conjugate. Since the Hamiltonian is constant of motion, Eqs. (45) (a) and (b) can be reduced to a single equation,

\[ a' = 2\sqrt{f(a, z_3(0))}, \]  
(47)
\[ a = N^2, \quad f(a, z_3(0)) = z_3(0)^2a - \frac{1}{C_1^2 + C_2^2} \left( \frac{\omega}{4}a - \frac{3Ca^2}{32\omega^3} \right)^2. \]  
(48)

Note that Eq. (47) is a peculiar one, since it has the initial conditions on the right hand side. Hence, while \( z_2(0) = 0 \) is needed for the case of interest (corresponding to the case where initial impulse is given to \( M_1 \)), \( z_3(0) \) acts as a tunable parameter in one-degree-of-freedom system given by Eq. (45) or Eq. (47). In Fig. 12, plot for the function \( f(a, z_3(0)) \) for different values of \( u_3(0) = \epsilon z_3(0) \) is shown. The system given by Eq. (47) has four real fixed points in general. For a specific value of \( z_3(0) \) (‘the critical case’), two real roots of the function \( f(a, z_3(0)) \) coincide, similar to the observation made in Ref. [23]. This value can be found out by setting the derivative of \( f(a, z_3(0)) \) with respect to \( a \) equal to zero, i.e.,

\[ f'(a, z_3(0)) = z_3(0)^2 - \frac{2}{C_1^2 + C_2^2} \left( \frac{\omega}{4} \left( \frac{6Ca}{32\omega^3} \right) \right. \]  
(49)
where \( z_3(0)_{cr} \) is the critical value. Also, since the fixed point is a root of the equation \( f(a, z_3(0)) = 0 \), one can write,

\[
z_3(0)^2 = \frac{a}{\hat{C}_1^2 + \hat{C}_2^2} \left( \frac{\omega}{4} - \frac{6Ca}{32\omega^3} \right)^2 .
\]

(50)

Using Eq. (49) and (50), the expression for \( z_3(0)_{cr} \) can be written as,

\[
z_3(0)_{cr} = \frac{\omega^3}{9} \sqrt{\frac{2}{C(\hat{C}_1^2 + \hat{C}_2^2)}} .
\]

(51)

Therefore, the expression for the critical initial velocity given to \( M_1 \) is,

\[
v_{cr} = \frac{\omega^3}{9} \sqrt{\frac{2\epsilon}{C(\hat{C}_1^2 + \hat{C}_2^2)}} .
\]

(52)

For this critical case, the three fixed points \( P_i \) of the system given by Eq. (45) or Eq. (47) have magnitudes \( a_1 = 0, a_2 = 0.638 \), and \( a_3 = 2.552 \) respectively. In Fig. 13(a), the homoclinic orbit of the system with initial condition starting very close to \( P_1 \) is shown in bold. We confirm numerically that this orbit tends to \( P_2 \) as \( t \to \infty \). The homoclinic loop can be completed by integrating backward in time from \( P_1 (t \to -\infty) \), and is shown as dashed orbit. There is another ('outer') homoclinic loop, also shown as dashed orbit. This loop also corresponds to the system given by Eq. (47), but with different initial conditions (i.e. \( z_2 \neq 0 \)), and hence is not important for our analysis. This loop starts at \( P_2 \) and approaches \( P_3 \) as \( t \to \pm \infty \). The orbit from \( P_1 \) to \( P_2 \) is also shown as a function of time in Fig. 13(b).

We note that the expression for optimal velocity in Eq. (52) is not a result of a formal optimization procedure. Such an optimization would most likely be analytically intractable, and computationally intensive because of the essential nonlinearity in the system. Our premise is that the analysis and computations carried out in this section provide insight into the energy transfer.
in the system. The resulting analytical criterion enables us to choose parameters that lead to capture into a homoclinic orbit, resulting in efficient energy transfer from the primary system to the attachment.

4. Tuned-Mass Damper: Energy Dissipation for Impulsive Excitation

Fig. 14 shows a one-degree-of-freedom primary system with an added Tuned-Mass Damper (TMD). The excitation is assumed to be impulsive, i.e. \( \dot{x}_1(0) = v_{10} \).

The equations of motion are given by

\[
\begin{align*}
 m_1 \ddot{x}_1 + c_1 \dot{x}_1 + k_1 x_1 + c_2(\dot{x}_1 - \dot{x}_2) + k_2(x_1 - x_2) &= 0, \\
 m_2 \ddot{x}_2 + c_2(\dot{x}_2 - \dot{x}_1) + k_2(x_2 - x_1) &= 0.
\end{align*}
\]
With the introduction of
\[ \varepsilon = \frac{m_2}{m_1}, \]  
(55)
\[ \kappa = \frac{k_2}{k_1}, \]  
(56)
\[ \zeta_1 = \frac{c_1}{2\sqrt{m_1k_1}}, \]  
(57)
\[ \zeta_2 = \frac{c_2}{2\sqrt{m_1k_1}}, \]  
(58)
we write Equations (53, 54) in the following nondimensional form
\[ \ddot{x}_1 + 2\zeta_1 \dot{x}_1 + x_1 + 2\zeta_2(\dot{x}_1 - \dot{x}_2) + \kappa(x_1 - x_2) = 0, \]  
(59)
\[ \varepsilon \ddot{x}_2 + 2\zeta_2(\dot{x}_2 - \dot{x}_1) + \kappa(x_2 - x_1) = 0. \]  
(60)
The initial conditions are given by
\[ x_1(0) = 0, \quad \dot{x}_1(0) = v_{10}, \quad x_2(0) = 0, \quad \dot{x}_2(0) = 0. \]  
(61)
In matrix form
\[ M\ddot{x} + C\dot{x} + Kx = 0, \]  
(62)
where
\[ x = \begin{pmatrix} x_1 \\ x_2 \end{pmatrix}, \]  
(63)
and
\[ M = \begin{pmatrix} 1 & 0 \\ 0 & \varepsilon \end{pmatrix}, \quad C = 2 \begin{pmatrix} \zeta_1 + \zeta_2 & -\zeta_2 \\ -\zeta_2 & \zeta_2 \end{pmatrix}, \quad K = \begin{pmatrix} 1 + \kappa & -\kappa \\ -\kappa & \kappa \end{pmatrix}. \]  
(64)
Now we recast Equation (62) in first order form
\[ \dot{q} = Aq, \]  
(65)
where
\[ q = \begin{pmatrix} x \\ \dot{x} \end{pmatrix} = \begin{pmatrix} x_1 \\ x_2 \\ \dot{x}_1 \\ \dot{x}_2 \end{pmatrix}, \]  
(66)
and
\[ A = \begin{pmatrix} 0 & I \\ -M^{-1}K & -M^{-1}C \end{pmatrix} = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -1 - \kappa & \kappa & -2(\zeta_1 + \zeta_2) & 2\zeta_2 \\ \frac{\kappa}{\varepsilon} & -\frac{\kappa}{\varepsilon} & \frac{2\zeta_2}{\varepsilon} & -\frac{2\zeta_2}{\varepsilon} \end{pmatrix}. \]  
(67)
The initial condition for the first order system (65) is
\[ q(0) = \begin{pmatrix} 0 \\ 0 \\ v_{10} \\ 0 \end{pmatrix}. \]  
(68)
4.1. Optimal Parameters for Energy Dissipation

In this Section, similarly to Wang et al. [5] we use Lyapunov’s second method to minimize an integral square performance measure of damped vibrating structures subject to initial impulse. We aim to maximize the quadratic cost function (energy damped by the tuned mass damper normalized with total initial energy)

\[
J = \frac{2\zeta_2}{\frac{1}{2}v_{10}^2} \int_0^\infty \left( \ddot{x}_2(\tau) - \dot{x}_1(\tau) \right)^2 d\tau.
\]  

(69)

This cost function can be expressed in terms of the state \( q \) as

\[
J = \frac{4\zeta_2}{v_{10}^2} \int_0^\infty q^T(\tau) Q q(\tau) d\tau,
\]  

(70)

\[
Q = \frac{4\zeta_2}{v_{10}^2} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & -1 \\ 0 & 0 & -1 & 1 \end{pmatrix}.
\]  

(71)

The matrix \( Q \) is symmetric, positive semidefinite. According to Lyapunov theory (Lyapunov’s second method [28]), for a stable system Eq. (65) there exists a positive semidefinite \( P \) satisfying the Lyapunov equation

\[
- Q = A^T P + PA.
\]  

(72)

Left multiplying with \( q^T \) and right multiplying with \( q \) yields

\[
-q^T Q q = q^T A^T P q + q^T P A q.
\]  

(73)

Using Eq. (65) we get

\[
-q^T Q q = \dot{q}^T P q + q^T \dot{P} q = \frac{d}{dt} (q^T P q),
\]  

(74)

and thus

\[
J = \int_0^\infty - \frac{d}{dt} (q^T P q) d\tau = q^T (0) P q (0) - q^T (\infty) P q (\infty).
\]  

(75)

The system Eq. (65) is asymptotically stable, so \( q(\infty) \to 0 \), and

\[
J = q^T (0) P q (0) = v_{10}^2 P_{33}.
\]  

(76)

Solving the Lyapunov equation Eq. (72) for \( P \) and substituting into Eq. (76) yields

\[
J = \frac{\zeta_2 \varepsilon (4\zeta_1^2 \zeta_2 \kappa + \zeta_2 (4\zeta_1 \zeta_2 + \varepsilon) + \zeta_1 \kappa^2 (\varepsilon + 1))}{\zeta_1 \zeta_2 (4\zeta_1 \zeta_2 \kappa + 4\zeta_2^2 + \kappa^2) + \varepsilon^2 (\zeta_1 + \zeta_2) (\zeta_1 \kappa^2 + \zeta_2) + 2\zeta_1 \zeta_2 \varepsilon \kappa (2\zeta_1 (\zeta_1 + \zeta_2) - 1) + 2\zeta_2 (\zeta_1 + \zeta_2) + \kappa^2}.
\]  

(77)

Solving \( \frac{\partial J}{\partial \kappa} = 0 \) yields

\[
\kappa = \frac{\varepsilon + 2\zeta_1 \zeta_2}{1 + \varepsilon - 2\zeta_1^2}.
\]  

(78)

Substituting Eq. (78) into \( \frac{\partial J}{\partial \zeta_2} = 0 \) yields

\[
(\varepsilon + 1) \varepsilon^3 + 8\zeta_1 \zeta_2 \varepsilon^2 (\varepsilon + 1 - \zeta_1^2) + 4\zeta_2^2 (\varepsilon + 1 - \zeta_1^2) (4\zeta_1^2 (\varepsilon + 1 - \zeta_1^2) - \varepsilon - 1) = 0.
\]  

(79)
Solving for $\zeta_2$ results in

$$\zeta_2 = \frac{2\varepsilon^2 \zeta_1 (1 + \varepsilon - \zeta_1^2) + \varepsilon |1 + \varepsilon - 2\zeta_1^2| \sqrt{\varepsilon (1 + \varepsilon - \zeta_1^2)}}{2 (1 + \varepsilon - \zeta_1^2) (1 + \varepsilon - 4 (1 + \varepsilon) \zeta_1^2 + 4\zeta_1^4)}.$$  \hspace{1cm} (80)

Fig. 15 shows the energy dissipation $J$ as a function of $\zeta_2$ and $\kappa$ for $\varepsilon = 0.05$ and $\zeta_1 = 0.02$. The maximum (optimal) value is $J = 0.00726$.

Figure 15: 1 DOF primary system with TMD: Energy dissipation $J(\zeta_2, \kappa)$ and point of optimal dissipation ($\zeta_2 = 0.0055, \kappa = 0.048$). The parameter values are $\varepsilon = 0.05$ and $\zeta_1 = 0.02$.

Fig. 16 shows the energy dissipation $J$ as a function of $\kappa$ for $\varepsilon = 0.05$ and $\zeta_1 = 0.02$ at the optimal $\zeta_2 = 0.0055$. This numerically computed optimal result matches exactly with the analytical value of $\zeta_2$ computed using Eq. (80).

Figure 16: 1 DOF primary system with TMD: Energy dissipation $J(\kappa)$ at optimal $\zeta_2 = 0.0055$. 
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4.2. Response of 2 DOF Primary System with TMD

The non-dimensional equations of motion for a two-degree-of-freedom primary system attached a with a tuned mass damper (TMD), similar to the system shown in Fig. 1, can be written as

\[ x''_1 + 2\zeta_1 x'_1 + 2\zeta_{12}(x'_1 - x'_2) + x_1 + k_{12}(x_1 - x_2) = 0, \quad (81a) \]

\[ \mu x''_2 + 2\zeta_{12}(x'_2 - x'_1) + 2\zeta_3(x'_2 - x'_3) + k_{12}(x_2 - x_1) + k_{tmd}(x_2 - x_3) = 0, \quad (81b) \]

\[ \epsilon x''_3 + 2\zeta_3(x'_3 - x'_2) + k_{tmd}(x_3 - x_2) = 0. \quad (81c) \]

Similar to the 1 degree-of-freedom case, Lyapunov’s second method can be used to maximize an integral square performance measure subject to initial impulse. Given all other parameters in the above equations, we want to choose parameters \((\zeta_3, k_{tmd})\) to minimize \(J\), the total normalized energy dissipation in the TMD

\[ J = 2\zeta_3 \int_0^\infty (\dot{x}_2(\tau) - \dot{x}_3(\tau))^2 d\tau \]

An analytical expression for the optimal value quadratic cost function \(J\), and corresponding parameter values in the two-degree-of-freedom case could not be determined. The Lyapunov equation in this case was solved numerically, and a gradient ascent algorithm was applied to find the optimal parameter values. Fig. 17 shows the energy dissipation in TMD as function of \(\zeta_3\) and \(k_{tmd}\) along with the optimal point. Fig. 18 shows the variation in the cost function with change in TMD stiffness. The response of the system given in Eq. (81) for range of \(k_{tmd}\) values for a particular initial impulse velocity given to mass \(M_1\) is given in Fig. 19. As can be observed from this figure, best TMD performance is achieved at \(k_{tmd} = 0\). This value is close to the optimal value found by Lyapunov analysis, and hence confirms the validity of our analysis. The optimal value is also independent of magnitude of the initial velocity given to mass \(M_1\), since the problem is linear.
Figure 17: 2 DOF primary with TMD: Energy dissipation $J(\zeta_3, k_{tmd})$ and point of optimal dissipation $(\zeta_3 = 0.0039, k_{tmd} = 0.02)$. The parameter values are $\varepsilon = 0.0318$, $\mu = 0.6364$, $\zeta_1 = 0.0074$, $k_{12} = 2.5$ and $\zeta_{12} = 0.0148$.

Figure 18: 2 DOF primary with TMD: Quadratic cost function $J$ for different values of TMD stiffness $k_{tmd}$ at optimal damping $\zeta_3 = 0.0039$. 
Figure 19: Response of the 2 DOF system with the TMD for different values of TMD stiffness.
5. Results

5.1. NES Response

Unlike the TMD, the NES response depends on the magnitude of the initial impulse velocity given to mass $M_1$. Therefore, for comparison sake, if it is assumed that the aim of the vibration mitigation mechanism is to attenuate the vibrations caused by a particular velocity then, the performance of the NES for different stiffness ($C$) can be compared with that of the TMD. Fig. 20 shows the response of the NES to a particular initial velocity ($v_0 = 0.2$) for a range of NES stiffness.

![Figure 20: Response of the 2 DOF system with the NES for different values of NES stiffness and an initial velocity of $v_0 = 0.2$.](image)

5.2. Response of TMD and NES to Variations in Parameters

Robustness is an important consideration in the design of either the TMD or NES system. To get more insight into the performance of the TMD or NES to changes in system parameters, several simulations have been carried out. For the design of NES systems, the following relationship (derived in section 4) between the critical initial velocity and system parameters is used,

$$v_{cr} = \frac{\omega^3}{9} \sqrt{\frac{2\epsilon}{C(C_1^2 + C_2^2)}}, \quad (83)$$

Using the Eq. (83), the value of the NES stiffness $C$ can be calculated for a particular initial velocity. For the system given in Eq. (1), this value of critical velocity was 0.09 which is close to the numerically determined value of 0.115. From Fig. 19 and 20, it is clear that both TMD and NES have an optimal stiffness (for the NES case for a particular initial velocity of mass $M_1$). This allows for the selection of a nominal optimal value. Fig. 21 (a) and (b) show the results of a simulation for different NES stiffnesses. In Fig. 21 (a), the NES stiffness is designed using Eq. (83) and then the simulations are done by assuming that the actual stiffness has a normal probability
distribution function (pdf) about the nominal optimal value thus calculated. In Fig. 21 (b), the NES stiffness is designed for 90% of the desired critical velocity. This is done because as can be concluded from part (a) the relationship between the critical velocity and the NES stiffness is not exactly accurate as it is based on several layers of approximations. The stiffness value for the NES is again assumed to have a normal pdf around the new nominal value thus calculated (using critical velocity which is 90% of the critical velocity) and the results of the simulation are presented in Fig. 21 (b). In both Fig. 21 (a) and (b), the stiffness for the TMD is assumed to have a normal pdf with the mean equal to the optimum value obtained using computations of Section 4.

Figure 21: Comparison of the performance of TMD and the NES with a normal distribution of stiffness. Part (a) uses Eq. (83) exactly to obtain the NES stiffness, whereas part in (b), the design critical velocity is 90% of the actual initial impulse velocity.

Fig. 22 contains the results for the designed critical velocity being 75% of the actual initial impulse velocity.

Figure 22: Comparison of the performance of TMD and the NES with a normal distribution of Stiffnesses. The design critical velocity is 75% of the actual initial impulse velocity.

One important aspect of NES performance is its dependence on initial velocity. Also, it has been previously observed ([23]) that the performance of NES increases (or degrades) significantly if the initial impulse velocity given to mass $M_1$ is above (or below) a certain threshold. From performance perspective, it is desirable to be as close to this critical limit as possible, however, such a setup will have low robustness as even a little change in the NES stiffness can cause significant degradation
in performance. An alternative design strategy could be to keep the designed critical velocity lower than the initial impulse velocity given to mass $M_1$. Next, we study the effect of system parameter variation on TMD or NES performance.

5.3. Variation in Mass $M_2$

The performance of the TMD is compared with the performance of the NES for perturbations in the mass $M_2$ in Fig. 23. All other system parameters are kept constant. The sensitivity of TMD performance to mass perturbation is found to be minimal. For the NES, the performance is highly dependent on the initial velocity. In this particular simulation the NES stiffness was designed to keep $v_0 = 0.1$ as the critical velocity (by putting $v_{cr} = 0.09$ in Eq. (83)). The NES however is able to maintain its performance over the whole range of mass $M_2$ perturbations shown in Fig. 23.

![Figure 23: Comparison of the performance of TMD and the NES with perturbations in the value of mass $M_2$ (Results at $\tau = 50$). The NES was designed to keep $v_0 = 0.1$ as the critical velocity (shown as white dashed line).](image)

5.4. Variation in Mass $M_3$

The performance of the TMD compared with the performance of the NES for perturbations in the mass $M_3$ is shown in Fig. 24. All other system parameters are kept constant and only the mass $M_3$ is varied around its nominal value. As can be observed from Fig. 24, the TMD performance is more sensitive to changes in mass $M_3$ as compared to the mass $M_2$, though this may be explained partially by the much lower nominal value of $M_3$ as compared to $M_2$. The NES shows robustness to the changes in mass $M_3$. However the dependence of NES performance on initial velocity makes its performance bad in some velocity regimes.

5.5. Variation in Damping Coefficient $\zeta_3$

The performance of the TMD compared with the performance of the NES for perturbations in the damping coefficient $\zeta_3$ is shown in Fig. 25. All other system parameters are kept constant and only the damping coefficient $\zeta_3$ is varied for a small range around its nominal value. Damping coefficients in dampers may change with use and thus this simulation can provide an idea of the change in TMD or NES performance to change in the damping coefficient value $\zeta_3$. As can be observed from Fig. 25, the performance of the NES to the changes in $\zeta_3$ is again more robust than TMD near the designed velocity. However, again the dependence of NES performance on initial velocity makes its performance bad in some velocity regimes.
Figure 24: Comparison of the performance of TMD and the NES with perturbations in the value of mass \( M_3 \) (Results at \( \tau = 50 \)). The NES was designed to keep \( v_0 = 0.1 \) as the critical velocity (shown as white dashed line).

Figure 25: Comparison of the performance of TMD and the NES with perturbations in the value of damping coefficient \( \zeta_3 \) (Results at \( \tau = 50 \)). The NES was designed to keep \( v_0 = 0.1 \) as the critical velocity (shown as white dashed line).

5.6. Comparison of TMD and NES Performance in Low Damping Scenario

Now we compare the performance of the NES and TMD for the case when primary damping is low compared to the nominal design considered earlier. The damping values considered for the results presented in the subsequent part are \( b_1 = 50 \text{ Ns/m}, b_2 = 50 \text{ Ns/m} \) and \( b_3 = 130 \text{ Ns/m} \). The NES performance is expected to improve for primary systems with lower damping (as reported in [23]). The results for the simulations for variations in masses \( M_2 \) and \( M_3 \) as well as the stiffnesses of TMD and NES and damping ratio \( \zeta_3 \) are given in Figs. 26, 27, 28 and 29. The time horizon is now increased to 130. It is clear from these figures that for the given time horizon and close to optimal input velocity, NES can outperform TMD for the case of no parametric perturbations (i.e. the best performance of NES is better than best performance of TMD). Close to the optimal input velocity, NES also shows better or similar robustness to parametric perturbations compared to TMD in all four cases. Furthermore, the robustness to perturbations in input velocity is also increased compared to the case when primary damping was higher.
6. Conclusions

Using a combination of analytical and numerical techniques, we have presented a framework for computing system parameters that lead to efficient one-way energy transfers in multi-degree-of-freedom systems with NES. We carry out explicit calculations for NES attached to a two-degree-of-freedom primary system, and the process of generalizing to $N(\geq 2)$ degree-of-freedom systems is also described. We exploit the separation of time-scales due to weak damping in the primary system, and implement complexification-averaging in the full system, followed by dimensionality reduction. Numerical evidence is presented for validity of this dimension reduction in the slow time scale. The analysis confirms that the near-optimal initial conditions for energy transfer to NES are close to homoclinic orbit in the undamped system on a slower time scale, as discovered earlier for the case of single-degree-of-freedom primary systems. Hence, our work generalizes previous work in parameter optimization of NES attached to single-degree-of-freedom systems, and provides evidence that homoclinic orbits of the underlying Hamiltonian system play a crucial role in efficient nonlinear energy transfers, even in high dimensional systems.
The performance of the optimally tuned NES and TMD attachments are compared under perturbations to primary system parameters. It is observed that NES performance is robust even though its best performance may not be as good as a perfectly tuned TMD. For the case of weakly damped primary system and a range of input velocities, the NES shows better robustness than the perfectly tuned TMD to parametric perturbation. Our comparisons also show degradation of NES performance far away from designed impulsive velocity, as has been previously observed [24].

While our current work has considered NES with cubic essential nonlinearity of the spring, recent works [29, 30, 31, 32] have explored other nonlinear designs of both the spring and damper. Initial studies and numerical parameter optimization efforts have shown that these alternative nonlinear designs reduce the initial energy dependence of the cubic NES, and allow for a more graceful degradation in performance as initial energy moves away from the design point. Extensions of our work to such nonlinear attachments will be a topic of future work.
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Appendix A. Analysis of an N-DOF System with NES

The analysis conducted on the two-degree-of-freedom NES can also be used to study the vibration mitigation of a generic system consisting of $n$ ($>2$) masses connected in a series with a nonlinear energy sink (NES) attached at the end. The equations of motion for such a system can be written as,

\begin{align}
M_1\ddot{x}_1 + b_0\dot{x}_1 + b_1(\dot{x}_1 - \dot{x}_2) + \kappa_0 x_1 + \kappa_1(x_1 - x_2) &= 0, \\
M_i\ddot{x}_i + b_i\dot{x}_i + b_{i-1}(\dot{x}_i - \dot{x}_{i-1}) + \kappa_i(x_i - x_{i-1}) + \kappa_{i-1}(x_i - x_{i-1}) &= 0, \quad 2 \leq i \leq n - 1, \\
M_n\ddot{x}_n + b_n\dot{x}_n + b_{n-1}(\dot{x}_n - \dot{x}_{n-1}) + \kappa_n(x_n - x_{n-1}) + \kappa_{n-1}(x_n - x_{n-1}) + \kappa_{nes}(x_n - x_{nes})^3 &= 0, \\
M_{nes}\ddot{x}_{nes} + b_n(\dot{x}_{nes} - \dot{x}_n) + \kappa_{nes}(x_{nes} - x_n)^3 &= 0.
\end{align}

Defining a non-dimensional time,

$$
\tau = \sqrt{\frac{\kappa_0}{M_1}} t.
$$

Equations (A.1 (a-d)) can now be written in a non-dimensional form as

\begin{align}
x''_1 + 2\zeta_0 x'_1 + 2\zeta_1(x'_1 - x'_2) + x_1 + k_1(x_1 - x_2) &= 0, \\
\mu_i x''_i + 2\zeta_{i-1}(x'_i - x'_{i-1}) + 2\zeta_i(x'_i - x'_{i+1}) + k_{i-1}(x_i - x_{i-1}) + k_i(x_i - x_{i+1}) &= 0, \quad 2 \leq i \leq n - 1, \\
\mu_n x''_n + 2\zeta_{n-1}(x'_n - x'_{n-1}) + 2\zeta_n(x'_n - x'_{nes}) + k_{n-1}(x_n - x_{n-1}) + C(x_n - x_{nes})^3 &= 0, \\
\epsilon x''_{nes} + 2\zeta_n(x'_{nes} - x'_n) + C(x_{nes} - x_n)^3 &= 0,
\end{align}

where, \(a'\) denotes a derivative with respect to \(\tau\) and \(\mu_i = \frac{M_i}{M_1} (1 \leq i \leq n), \ \epsilon = \frac{M_{nes}}{M_1}, \ \zeta_i = \frac{b_i}{2\sqrt{M_1k_0}} \ (0 \leq i \leq n), \ k_i = \frac{\kappa_i}{\kappa_0} \ (1 \leq i \leq n - 1)\) and \(C = \frac{\kappa_{nes}}{\kappa_0} \).

Analysis Using Complexification-Averaging

In a process similar to the one followed in the earlier sections, the non-dimensional equations of motion given by Eq. (A.3) can be further analyzed using the technique of complexification-averaging. For this purpose, new variables are defined as

$$
\psi_i = x'_i(\tau) + \omega j x_i(\tau), \quad 1 \leq i \leq n, \\
\psi_{nes} = x'_{nes}(\tau) + \omega j x_{nes}(\tau),
$$

and further substituting

$$
\psi_i = \phi_i e^{j\omega \tau}, \quad 1 \leq i \leq n, \\
\psi_{nes} = \phi_{nes} e^{j\omega \tau}.
$$
Substituting Eqs. (A.4) and (A.5) into Eq. (A.3) and averaging over the fast time scale \( \tau \), the following equations are obtained:

\[
\begin{align*}
\phi'_1 + \left( \zeta_0 + \frac{j \omega}{2} - \frac{j}{2 \omega} \right) \phi_1 + \zeta_1 (\phi_1 - \phi_2) - \frac{j k_1}{2 \omega} (\phi_1 - \phi_2) &= 0, \\
\mu \phi'_i + \zeta_{i-1} (\phi_i - \phi_{i-1}) + \zeta_i (\phi_i - \phi_{i+1}) + \frac{j \omega}{2} \mu_i \phi_i - \frac{j k_{i-1}}{2 \omega} (\phi_i - \phi_{i-1}) - \frac{j k_i}{2 \omega} (\phi_i - \phi_{i+1}) &= 0, \quad 2 \leq i \leq n - 1, \\
\mu_n \phi'_n + \zeta_{n-1} (\phi_n - \phi_{n-1}) + \zeta_n (\phi_n - \phi_{nes}) + \frac{j \omega}{2} \mu_n \phi_n - \frac{j k_{n-1}}{2 \omega} (\phi_n - \phi_{n-1}) - \frac{3 j C}{8 \omega^3} (\phi_n - \phi_{nes})^2 (\phi_n - \phi_{nes}) &= 0,
\end{align*}
\]  

(A.6a)  

(A.6b)  

Based on Eqs. (A.6), some new variables can now be defined as

\[
\begin{align*}
u_i &= \phi_i - \phi_{i+1}, \quad 1 \leq i \leq n - 1, \\
u_n &= \phi_n - \phi_{nes}, \\
u_{n+1} &= \phi_1 + \sum_{i=2}^{n} \mu_i \phi_i + \epsilon \phi_{nes}.
\end{align*}
\]  

(A.7a)  

(A.7b)  

(A.7c)

There are now \( n + 1 \) variables, of which \( u_1 \) to \( u_n \) represent the relative displacements between the masses and \( u_{n+1} \) is the motion of the center of mass the system. The main variable of interest here is \( u_n \) as it represents the relative displacement of the primary system and the NES. It is an approximate measure of the energy being dissipated or removed from the primary system. Using the definitions given in Eqs. (A.7) and using Eqs. (A.6), the equations of motion for the variables \( u_i \) (\( i = 1 \) to \( n + 1 \)) can be written as,

\[
\begin{align*}
u_i' + \sum_{j=1}^{n+1} c_{ij} u_j &= 0, \quad 1 \leq i \leq n - 2, \\
u_{n-1}' + \sum_{j=1}^{n+1} c_{n-1j} u_j + \frac{3 j C}{8 \mu_n \omega^3} |u_n|^2 u_n &= 0, \\
u_n' + \sum_{j=1}^{n+1} c_{nj} u_j - \frac{3 j C (\mu_n + \epsilon)}{8 \mu_n \epsilon \omega^3} |u_n|^2 u_n &= 0, \\
u_{n+1}' + \sum_{j=1}^{n+1} c_{n+1j} u_j &= 0,
\end{align*}
\]  

(A.8a)  

(A.8b)  

(A.8c)  

(A.8d)

where \( c_{ij}, \ (1 \leq i, j \leq n + 1) \), are constant coefficients. Assuming that a starting impulse velocity of \( v_0 \) is given to the first mass, the only two variables having non-zero initial conditions are,

\[
\begin{align*}
u_1(0) &= \phi_1(0) - \phi_2(0) = v_0, \\
u_{n+1}(0) &= \phi_1(0) + \sum_{i=2}^{n} \mu_i \phi_i(0) + \epsilon \phi_{nes}(0) = v_0.
\end{align*}
\]  

(A.9a)  

(A.9b)
It can be observed from Eq. (A.8) that there are \( n - 2 \) linear differential equations and 2 nonlinear differential equations (for \( u_{n-1} \) and \( u_n \)). Out of the nonlinear equations, the variable \( u_n \) is of the most interest since it is representative of effectiveness of the NES. The system of equations given in Eq. (A.8) are also referred to as the slow-flow equations of motion as they are derived for a slow-time scale.

**Solution of Slow-Flow Equations of Motion**

Considering the coefficients \( c_{ij} \) of Eq. (A.8), it is observed that \( c_{in}, (1 \leq i \leq n - 2 \text{, and } i = n + 1) \) are of \( O(\epsilon) \). Therefore, the slow flow equations given in Eq. (A.8) can now be approximated as

\[
\begin{align*}
    u'_{n-1} + c_{n-1n}u_{n-1} + c_{n-1n}u_n + \bar{d}_2\bar{u}_p + \frac{3jC}{8\mu_n\omega^3}|u_n|^2u_n &= 0, \\
    u'_n + c_{nn}u_{n-1} + c_{nn}u_n + \bar{d}_3\bar{u}_p - \frac{3jC(\mu_n + \epsilon)}{8\mu_n\epsilon\omega^3}|u_n|^2u_n &= 0, \\
    \bar{u}'_p + \bar{A}\bar{u}_p + \bar{d}_1u_{n-1} + O(\epsilon) &= 0,
\end{align*}
\]

where, \( \bar{u}_p \), is a column vector of \( u_i, (1 \leq i \leq n - 2 \) and \( i = n + 1 \). Thus, the linear equations have been collected under a single vector variable, \( \bar{u}_p \). The variable \( \bar{A} \) is a \((n - 1 \times n - 1)\) matrix containing the relevant coefficients and \( \bar{d}_3, \bar{d}_2 \) and \( \bar{d}_3 \) are \((1 \times n - 1)\) row vectors. The Eqs. (A.10) are quite similar to Eqs. (11) which have been extensively studied in this work (the only difference is that Eq. (A.10)(c) is a linear vector equation rather than being a linear scalar equation). Thus, the analysis done for the two-degree-of-freedom system can be used for the N-degree-of-freedom system without much additional effort.

**References**

[1] H. Frahm, Device for damping vibrations of bodies., US Patent 989,958, 1911.

[2] T. Asami, O. Nishihara, A. M. Baz, Analytical solutions to \( H_\infty \) and \( H_2 \) optimization of dynamic vibration absorbers attached to damped linear systems, Journal of vibration and acoustics 124 (2) (2002) 284–295.

[3] M. Zilletti, S. J. Elliott, E. Rustighi, Optimisation of dynamic vibration absorbers to minimise kinetic energy and maximise internal power dissipation, Journal of sound and vibration 331 (18) (2012) 4093–4100.

[4] P. Bisegna, G. Caruso, Closed-form formulas for the optimal pole-based design of tuned mass dampers, Journal of sound and vibration 331 (10) (2012) 2291–2314.

[5] B. Wang, L. Kitis, W. Pilkey, Transient response optimization of vibrating structures by Liapunov’s second method, Journal of Sound and Vibration 96 (4) (1984) 505–512.

[6] D. Du, Analytical solutions for DVA optimization based on the Lyapunov equation, Journal of Vibration and Acoustics 130 (5) (2008) 054501.

[7] R. Rana, T. Soong, Parametric study and simplified design of tuned mass dampers, Engineering structures 20 (3) (1998) 193–204.

33
[8] S. Chun, Y. Lee, T.-H. Kim, $H_\infty$ optimization of dynamic vibration absorber variant for vibration control of damped linear systems, Journal of Sound and Vibration 335 (2015) 55–65.

[9] R. F. Harik, J. S. Issa, Design of a vibration absorber for harmonically forced damped systems, Journal of Vibration and Control (2013) 107754631501928.

[10] S.-J. Jang, M. Brennan, E. Rustighi, H.-J. Jung, A simple method for choosing the parameters of a two degree-of-freedom tuned vibration absorber, Journal of Sound and Vibration 331 (21) (2012) 4658–4667.

[11] J. Salvi, E. Rizzi, E. Rustighi, N. S. Ferguson, Analysis and optimisation of Tuned Mass Dampers for impulsive excitation.

[12] A. H. Nayfeh, D. T. Mook, Nonlinear oscillations, John Wiley & Sons, 2008.

[13] W. S. Koon, M. W. Lo, J. E. Marsden, S. D. Ross, Heteroclinic connections between periodic orbits and resonance transitions in celestial mechanics, Chaos: An Interdisciplinary Journal of Nonlinear Science 10 (2) (2000) 427–469.

[14] D. Vainchtein, A. Neishtadt, I. Mezic, On passage through resonances in volume-preserving systems, Chaos: An Interdisciplinary Journal of Nonlinear Science 16 (4) (2006) 043123.

[15] C. G. Schroer, E. Ott, Targeting in Hamiltonian systems that have mixed regular/chaotic phase spaces, Chaos: An Interdisciplinary Journal of Nonlinear Science 7 (4) (1997) 512–519.

[16] D. Vainchtein, I. Mezic, Capture into resonance: A method for efficient control, Physical review letters 93 (8) (2004) 084301.

[17] P. Grover, S. D. Ross, Designing trajectories in a planet-moon environment using the controlled Keplerian map, Journal of guidance, control, and dynamics 32 (2) (2009) 437–444.

[18] P. Grover, C. Andersson, Optimized Three-Body Gravity Assists and Manifold Transfers in End-to-End Lunar Mission Design, in: 22nd AAS/AIAA Space Flight Mechanics Meeting. Charleston, South Carolina, 2012.

[19] A. F. Vakakis, O. V. Gendelman, L. A. Bergman, D. M. McFarland, G. Kerschen, Y. S. Lee, Nonlinear Targeted Energy Transfer in Mechanical and Structural Systems: I and II, Springer-Verlag, Berlin and New York, 2008.

[20] A. F. Vakakis, O. Gendelman, Energy pumping in nonlinear mechanical oscillators: part II-resonance capture, Journal of Applied Mechanics 68 (1) (2001) 42–48.

[21] A. F. Vakakis, L. Manevitch, O. Gendelman, L. Bergman, Dynamics of linear discrete systems connected to local, essentially non-linear attachments, Journal of Sound and Vibration 264 (3) (2003) 559–577.

[22] G. Kerschen, Y. S. Lee, A. F. Vakakis, D. M. McFarland, L. A. Bergman, Irreversible passive energy transfer in coupled oscillators with essential nonlinearity, SIAM Journal on Applied Mathematics 66 (2) (2005) 648–679.

[23] T. P. Sapsis, A. F. Vakakis, O. V. Gendelman, L. A. Bergman, G. Kerschen, D. D. Quinn, Efficiency of targeted energy transfers in coupled nonlinear oscillators associated with 1:1 resonance captures: Part II, analytical study, Journal of Sound and Vibration 325 (2009) 297–320.
[24] Y. S. Lee, G. Kerschen, A. F. Vakakis, P. Panagopoulos, L. Bergman, D. M. McFarland, Complicated dynamics of a linear oscillator with a light essentially nonlinear attachment, Physica D 205 (2005) 41–69.

[25] G. Kerschen, J. J. Kowtko, D. M. McFarland, L. A. Bergman, A. F. Vakakis, Theoretical and experimental study of multimodal targeted energy transfer in a system of coupled oscillators, Nonlinear Dynamics 47 (1-3) (2007) 285–309.

[26] V. N. Pilipchuk, A. F. Vakakis, M. A. F. Azeez, Study of a class of subharmonic motions using a non-smooth temporal transformation, Physica D 100 (1997) 145–164.

[27] E. Doedel, A. Champneys, T. Fairgrieve, Y. Kuznetsov, B. Sandstede, X. Wang, AUTO 97: Continuation and Bifurcation Software for Ordinary Differential Equations, Users Manual, Center for research on parallel computing, California Institute of Technology, Pasadena.

[28] H. K. Khalil, J. Grizzle, Nonlinear systems, vol. 3, Prentice hall New Jersey, 1996.

[29] M. A. Al-Shudeifat, N. Wierschem, D. D. Quinn, A. F. Vakakis, L. A. Bergman, B. F. Spencer, Numerical and experimental investigation of a highly effective single-sided vibro-impact nonlinear energy sink for shock mitigation, International journal of non-linear mechanics 52 (2013) 96–109.

[30] F. Liu, S. Theodossiades, D. McFarland, A. Vakakis, L. Bergman, Tailoring Strongly Nonlinear Negative Stiffness, Journal of Mechanical Design 136 (2) (2014) 024501.

[31] O. Gendelman, A. Alloni, Dynamics of forced system with vibro-impact energy sink, Journal of Sound and Vibration 358 (2015) 301–314.

[32] E. Gourc, S. Seguy, G. Michon, A. Berlioz, B. Mann, Quenching chatter instability in turning process with a vibro-impact nonlinear energy sink, Journal of Sound and Vibration 355 (2015) 392–406.