A New Physical Education Teaching System and Training Framework Based on Human-Computer Interaction and Auxiliary Interaction

https://doi.org/10.3991/ijet.v16i14.24045

Xiuzu Xiong
Guizhou University of Commerce, Guiyang, China
201720625@gzcc.edu.cn

Abstract—There is a major problem with off-class learning of physical education (PE): the lack of guidance on the students. This paper attempts to solve the problem, better arouse the interest of students in PE, further improve the quality of PE teaching, and promote the all-round development of students. After summarizing the traditional PE teaching and training framework, the authors constructed a universal PE teaching assistant training framework, based on motion capture and virtual reality (VR). The proposed framework is applicable to the PE teaching system embedded with human-computer interaction (HCI) and auxiliary interaction. Then, the PE course of martial arts was taken as the research object. Based on the learning requirements of martial arts learners and the function requirements of martial arts teaching system, the authors designed and implemented a PE teaching system based on HCI and auxiliary interaction. The results show that, through HCI, the proposed system can provide feedbacks to the real-time performance of learners, and enable the learners to find their errors in martial arts movements; all the design goals were realized by the system, namely, natural HCI, and assisted training and scoring of martial arts movements; the system clearly improves the learning experience and learning efficiency, and the research provides a good reference for other PE teaching systems.
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1 Introduction

PE is a highly practical subject, and PE students need repeated exercises to absorb the teaching content of PE lessons. However, due to the limitation of class time, it is often difficult for PE teachers to give comprehensive guidance to all students in class, and it’s also difficult for students to fully master the body movements they learnt within the class hours; moreover, plus the lack of off-class guidance from professional PE teachers, the unsatisfactory teaching quality has been a long-standing problem for PE teaching. In such context, the application of motion capture and VR technologies in the field of PE has pointed out a new direction for the future development of PE.
The motion capture technology is a means of digitally recording the positions and postures of moving objects using sensors based on the principles of computer graphics technology [1]. Decades ago, scholars have started the research on motion capture and now this technology has been widely used in various fields. Kinect, a somatosensory device, has realized somatosensory control without controller, making the application of motion capture technology easier, at the same time, it has also changed the status quo of HCI [2]. As the motion capture technology is developing and becoming more mature, now more and more scholars are engaged in the research of assistant training systems based on motion capture.

The VR technology can realize the natural interaction between humans and computers and the transmission of various information via various auxiliary equipment [3]. With the advancement and ripening of VR technology, combining VR with PE could provide learners with richer extracurricular learning resources and better learning environment. The interactions between the learners and the virtual environment can stimulate learning enthusiasm and initiative, and they facilitate learners to intuitively understand the shortcomings of their movements and the differences between their own movements and the standard movements; in this way, exercises and the self-evaluation of learners have been well combined, which can drive the learners to quickly master the learning content and their learning efficiency has been improved greatly [4].

To this end, this study built a universal PE teaching assistant training framework based on motion capture and virtual reality. With Kinect as the system development platform and Unity 3D as the 3D modeling platform, this paper designed and implemented a PE teaching system based on HCI and auxiliary interaction after carefully analyzing the learning requirements of martial arts learners and the function requirements of martial arts teaching system.

2 The Universal PE Teaching Assistant Training Framework

2.1 The traditional PE training framework

In traditional PE training exercises, PE teachers formulate the teaching goals and plans according to the syllabus and the required teaching content, then they teach sports knowledge and skills to students in the class, and make them do corresponding exercises. In this process, when there’re errors in the real-time performance of the students, PE teachers would give targeted guidance and evaluation until the students can master the learning content and meet the training standards, and then move on to the practice of the next movement. The specific training framework is shown in Figure 1 [5].
2.2 The universal PE teaching assistant training framework

Based on the framework of traditional PE training, combining with motion capture and VR, this paper established a universal PE teaching assistant training framework that is applicable to PE teaching systems embedded with HCI and auxiliary interaction, as shown in Figure 2 below.

The universal PE teaching assistant training framework has four modules: controller, domain knowledge, learner, and sports evaluation [6], as shown in Figure 3.

Controller module: The main function of the controller module is to provide corresponding feedback instructions for the movement completion level of the learners to guide them to better complete the learning of the course content. After the learning of current content is finished, this module provides new learning content or related learning content, and updates the skill level of the learner after evaluation.

Domain knowledge module: Since different sports programs have different domain knowledges, the content of this module should be developed after consulting experts in various fields. The domain knowledge module includes three parts: reference library, practice library, and instruction library [7].
The reference library should contain the scores of various skills of higher-level athletes or expert coaches of certain sports programs, the skills and the learners’ exercise contents should be coupled to facilitate subsequent comparison and scoring of the learners’ exercise situations.

The practice library should be divided according to the difficulty level, and it should cover all the exercises involved in the sports programs. The interactive exercise contents of different difficulty levels should be separated from the standard exercise contents, that is, a learner’s standard exercise scores will not affect his/her scores in the real-time performance of the exercise contents.

The instruction library stores all the feedback instructions that the system may give for the learner’s real-time performance when the learner interacts with the system. Of course, since the instructions contained in the instruction library may not cover all the errors that may occur during the learner’s practice, the construction of the instruction library is a process that needs to be gradually improved.

**Learner model:** The learner model mainly refers to that, when learners use the system for interactive learning, the system gives feedback instructions for the real-time performance of the learners, and when learners use the system under the practice-only mode, the system makes comprehensive evaluation and gives feedback instructions to the learners’ skill levels.
**Sports evaluation module**: Sports evaluation is the basis for learners to obtain feedback instructions and skill-level updates during practice. Since the evaluation standards of different sports programs are different, they need to be determined after consulting professionals. Sports evaluations can be divided into the following three levels [8].

Motion capture: use motion capture technology to capture the movements of athletes or expert coaches or senior learners, and obtain relevant data of the sports programs such as the skeleton posture and movement speed of the learner, and the movement trajectory of sports equipment (e.g., ping pong ball, ping pong racket) during exercise.

Feature extraction: dynamic and kinematic features and time correlation are the main contents of feature extraction of sports programs. According to the features of different sports programs, after analyzing the movement data obtained in motion capture, the real-time performance of the sports programs could be obtained.

Sports evaluation: compare the movement features of learners during practice with those of professional athletes or coaches in the reference library, analyze, and give scores and feedback instructions to the learners’ real-time performance.

3 Design and Implementation of the PE Teaching System Based on HCI and Auxiliary Interaction

Based on the universal PE teaching assistant training framework proposed in previous chapter, this paper took the sports program martial arts as the research object to carry out research on the design and implementation of the PE teaching system based on HCI and auxiliary interaction.

3.1 Requirement analysis of the martial arts teaching system

As a learning tool, the proposed system should be able to meet the requirements of the teaching content, teaching process, and learner needs of the martial arts, therefore, it’s necessary to analyze the requirements of the martial arts teaching system.

**Learning requirements of martial arts learners**: This study selected 132 students who had taken the martial arts elective course in a university as the research objects, and conducted a questionnaire survey on their learning requirements for martial arts. A total of 124 valid questionnaires were collected, with an effective rate of 93.9%.

Figure 4 shows the main problems existing in the classroom teaching of martial arts course, according to the figure, 88% of the students think that due to the limited class time, it is difficult for them to remember the martial arts movements taught by the teacher; 81% of the students think that teachers cannot give targeted guidance to their movements, so they don’t know whether their movements are right or not; 75% of the students think they can’t keep up with the teacher’s speed and they haven’t mastered some of the movements; and 62% of the students feel that teachers mainly rely on their own experience in evaluation, and their judgements are quite subjective.
Fig. 4. Main problems existing in the classroom teaching of martial arts course

Figure 5 shows the survey results on factors that have restricted off-class self-learning of martial arts, according to the figure, 85% of the students have the intention to practice martial arts by themselves after class, however, they couldn’t practice because there’s no one to instruct them; 82% of the students wish to practice martial arts in training class, but it couldn’t be realized because of the high training cost; moreover, students who are not interested in martial arts and who do not have time to practice martial arts accounted for 52% and 53%, respectively.

Fig. 5. Factors restricting off-class self-learning of martial arts

Function requirements of martial arts teaching system: According to the analysis of the learning requirements of martial arts learners, at first, the proposed system should meet the requirements of PE teaching, provide learners with the necessary
teaching resources of martial arts, mainly the standard martial arts movement demonstrations; besides, the system should also have other teaching resources such as martial arts movement decomposition teaching videos, images, tips, and introduction of the history and culture of martial arts, moreover, functions such as video playback, slow play, pause, fast play should also be provided to facilitate students' learning [9]. Secondly, the proposed system should be able to assist the evaluation, score the learner’s movements, and correct their errors, in this way, the learners can understand the differences between their movements and the standard movements, figure out their shortcomings, do self-correction exercises, and achieve the learning goals; at last, the proposed system should be able to display the martial arts movements of learners in 3D animation, then the 3D animation of the learners could be compared with that of the standard movements, this not only adds fun to the martial arts learning, but also allows learners to observe their own movements from all directions and find out their errors.

3.2 Design of the martial arts teaching system

System development goals: Based on above learning requirements and function requirements, this study adopted the motion capture technology to collect martial arts movements through the depth sensor Kinect, a few martial arts practitioners and experts were invited to assist the construction of the standard database and reference database [10]. The proposed system has many functions; besides the teaching of regular martial arts movements, it also has contents such as the introduction of the history and culture of martial arts, the movement decomposition and tips, and the images of the movements, etc. Through HCI, the system gives feedback instructions to the real-time performance of the learners, and the feedback instructions include the scores of the completed movements, the text prompts for wrong movements, and the demonstration of correct movements performed by virtual figures generated by the 3D rendering technology, in this way, the system can realize the goals of natural HCI, and improving learners' learning experience and learning efficiency.

Function modules of the system: Based on system requirement analysis and system development goals, this paper designed four function modules for the proposed system, as shown in Figure 6.

Teaching module: The teaching module provides various teaching resources related to martial arts, including video guidance of standard martial arts movements, images of decomposed martial arts movements, and various videos, texts, and images of martial arts. Students can make use of these resources for their martial arts learning.

Movement collection module: The movement collection module has two parts, one part collects the movement data of senior martial arts practitioners and experts, and builds the standard database after data processing; the other part collects movement data of martial arts learners, compares them with the standard database after data processing, and waits for scoring [11].
Testing & scoring module: This module compares the learner's movement data with the movement data in the standard database, gives analysis, and give scores according to the setting in the system; at the same time, it proposes improvement suggestions for errors existing in the learner’s movements, and gives demonstrations of the correct movements to help learners do correction exercises.

3D reconstruction module: The 3D reconstruction module uses collected learner movement data to generate virtual figure model, and restores the learner’s martial arts movements in the form 3D animation, learners can watch the animation of their own martial arts movements and compare with the standard martial arts movements in the teaching videos, this form improves learning efficiency and increases the fun of martial arts learning [12].

3.3 Detailed design of the system

With some system functions as examples, here we give a part of the detailed design contents and processes of the proposed system.

Human body posture feature extraction: Joint angle feature extraction. The extraction of human body posture features is an important link to realize the HCI and auxiliary interaction of the martial arts teaching system. Figure 7 shows a schematic diagram of the joints of human skeleton. The 3D coordinates of the 20 joint points can be obtained using Kinect [13]. However, not every joint point is meaningful for the description of the movements, therefore, according to the characteristics of the martial
arts movements, this paper chose 8 joint points for the joint angle feature extraction and analysis, including knee joints, hip joints, elbow joints, and shoulder joints [14].

Feature extraction of joint movement speed. Movement speed is also one of the important criteria for the evaluation of martial arts movements. The instantaneous speed of the joint points should be the difference between two adjacent frames of the joint points, as shown in Formula (1) [15].

$$S_{\text{Joint}, i} = d(P_{\text{Joint}, i}, P_{\text{Joint}, i-1})$$  (1)

where, $d(,)$ is the Euclidean distance of the two vectors; $S_{\text{Joint}, i}$ is the instantaneous speed of the Joint (any joint point) in the $i$-th frame; $P_{\text{Joint}, i}$ is the space coordinate of this joint point in the $i$-th frame.

**System scoring design:** Based on the features of martial arts movements, this study selected the differences between the learners’ movement sequence, movement sequence speed, movement duration and the standard movement sequence, movement sequence speed, movement duration as the scoring criteria, after comprehensive evaluation, the system calculates and gives the scores. Figure 8 shows the flow of the scoring module, and Figure 9 lists the rules of the scoring algorithm [16].
Calculation of human body posture angle difference: Assume A and B are respectively a test sequence and a standard sequence, \( A = (A_1, A_2, ..., A_m) \), \( B = (B_1, B_2, ..., B_n) \); their lengths are \( m \) frames and \( n \) frames, respectively; and there are \( k \) corresponding frames between the two, then there is [17]:

\[
D_{\text{angle}}(A, B) = \frac{1}{n} \cdot \sum_{i=1}^{n} D'_{\text{angle}}(B'_i, B_i)
\]  

(2)

where, \( D_{\text{Angle}} \) is the Manhattan distance between sequence A and sequence B; \( B_i \) is any frame in sequence B, \( \theta_i \) is the angle eigenvalue corresponding to \( B_i \); \( B'_i \) is the frame in sequence A corresponding to \( B_i \); \( \theta'_i \) is the angle eigenvalue corresponding to \( B'_i \); \( D_{\text{Angle}} \) is the Manhattan distance between \( \theta_i \) and \( \theta'_i \), which is used to describe the distance between angle eigenvalues.
Calculation of human body posture speed difference: The calculation principle of human posture speed difference is similar to that of the human posture angle difference, and the calculation formula is [18]:

\[ D_{\text{Speed}}(A, B) = \frac{1}{n} \sum_{i=1}^{n} D'_{\text{Speed}}(B_i, B) \]  

(3)

Calculation of the scores: According to the mapping formula (4), the distance value between two movement sequences obtained above is mapped into the score. The smaller the distance value, the more similar the two sequences, and the higher the score [19].

\[ S = \alpha \cdot (S - \beta) \]  

(4)

where, \(\alpha\) and \(\beta\) are mapping parameters, which should be reasonably determined through experiments, and \(S\) is the score of angle or speed.

3.4 Realization of the proposed system

System implementation flow: According to the overall architecture design and detailed design of the proposed system introduced above, this study adopted Kinect to capture the learners’ martial arts movements in real time, Figure 10 gives the flow of system implementation.

Fig. 10. System implementation flow

Learners can use the learning module to view texts, images, and videos of the teaching resources and learn by themselves, or they can practice the movements according to the learning content, the depth sensor Kinect in the human movement sequence collection module will collect the data of their skeleton joint movement sequences, then the system will analyze and compare the data with the data of martial arts professionals, and calculates and scores the performance of the learners. The higher the score, the more standard the learner's movement are (full score is 10 points), and meanwhile the system will also give feedback about the errors in the
learner’s movements during practice for learners to correct them. In addition, the 3D reconstruction module will drive the model in Unity 3D according to the learner’s skeleton movement sequence data to reproduce the learners’ martial arts movements in 3D animation, then, the learners can compare their movements with the standard movements and find out their errors, in this way, their learning efficiency can be improved and the fun of learning has been increased.

**Collection of movement data:** After the course is over, learners can go to the martial arts practice classroom and let the movement collection module collect the data of their movements. They only need to complete the martial arts movements to be practiced within the recognizable range of Kinect, the system will mark and capture the movements of the main joint points, and collect and record the data. Figure 11 shows a photo of martial arts movement data collection.

![Fig. 11. The system is collecting data of the martial arts movements of a learner](image)

**Fig. 11. The system is collecting data of the martial arts movements of a learner**

**Fig. 12. Skeleton structure of the learner’s movements**

Figure 12 shows the skeleton structure generated by the system based on the collected data of the learner’s movements.

**3D animation:** After the learner skeleton data collected by Kinect was processed, it will be transmitted to Unity 3D and drive the model in Unity 3D to reproduce the learner’s martial arts movements in 3D animation, as shown in Figure 13.
Fig. 13. Reproduce the learner’s martial arts movements in 3D animation

Realization of system scoring function: After the learner has completed the martial arts exercise, the system will extract the eigenvalues of the movement data, compare them with the eigenvalues in the standard database, and calculate the scores. At the same time, the system will give corresponding feedback instructions to the errors existing in the learner’s martial arts movements during the exercise, learners can click to view details and get information such as the difference between their movements and the standard movements, and the images and videos of the standard movements. Figure 14 shows a screenshot of the evaluation results of a learner's martial arts exercise.

| Action number | Score | View details |
|---------------|-------|--------------|
| 1             | 5.5   |              |
| 2             | 6.7   |              |
| 3             | 3.2   |              |
| 4             | 8.9   |              |
| 5             | 6.7   |              |
| 6             | 7.4   |              |
| 7             | 5.9   |              |
| 8             | 9.2   |              |
| 9             | 7.8   |              |
| 10            | 8.2   |              |

Fig. 14. Evaluation results of a learner's martial arts exercise

4 Conclusion

This paper summarized the traditional PE training framework, and researched a new PE teaching system and training framework based on HCI and auxiliary interaction to trigger students’ interest in sports, and improve learning efficiency and teaching quality. The specific conclusions are as follows:
Based on the traditional PE training framework, this study adopted motion capture technology and VR to construct a universal PE teaching assistant training framework for the PE teaching system based on HCI and auxiliary interaction.

With the sports program martial arts as the research object, this study conducted a questionnaire survey to figure out the learning requirements of martial arts learners and the function requirements of the martial arts teaching system, then, it's determined that the proposed system should have functions such as providing learners with teaching resources of martial arts, assisting evaluation, and reproducing the martial arts movements in 3D animation.

This study designed and implemented the proposed PE teaching system based on HCI and auxiliary interaction. The research results showed that the proposed system achieved the design goals of natural HCI, assisting training, and giving scores, and it can improve the learning experience and learning efficiency of learners.

5 References

[1] Minh, V.T., Tamre, M., Musalimov, V., Kovalenko, P., Rubinshtein, I., Ovchinikov, I., Krcmarik, D., Moezzi, R., Hlava, J. (2020). Model predictive control for modeling human gait motions assisted by Vicon technology. Journal Européen des Systèmes Automatisés, 53(5): 589-600. https://doi.org/10.18280/jesa.530501

[2] Li B., Zhang C., Han C., Bai B.X. (2018). Fingertip data fusion of Kinect v2 and leap motion in unity, Ingénierie des Systèmes d’Information, 23(6): 143-159. https://doi.org/10.3166/ISI.23.6.143-159

[3] Mulders, M., Buchner, J., Kerres, M. (2020). A Framework for the Use of Immersive Virtual Reality in Learning Environments, International Journal of Emerging Technologies in Learning, 15(24): 208-224.

[4] Georgieva-Tsaneva, G., Serbezova, I. (2020). Virtual Reality and Serious Games Using in Distance Learning in Medicine in Bulgaria, International Journal of Emerging Technologies in Learning, 15(19): 223-230.

[5] Du, C. (2021). Assistant training system of teenagers' physical ability based on artificial intelligence. Mathematical Problems in Engineering, 2021(2): 1-10. https://doi.org/10.1155/2021/5526509

[6] Zhang, Z., Min, H. (2020). Analysis on the construction of personalized physical education teaching system based on a cloud computing platform. Wireless Communications and Mobile Computing, 2020(3): 1-8. https://doi.org/10.1155/2020/8854811

[7] Xie, M. (2020). Design of a physical education training system based on an intelligent vision. Computer Applications in Engineering Education, 29(3): 590-602. https://doi.org/10.1002/cae.22259

[8] Jones, D.L. (1992). Analysis of task systems in elementary physical education classes. Journal of Teaching in Physical Education, 1992(11-4): 411-425. https://doi.org/10.1123/jtpe.11.4.411

[9] Kirk, D., Macdonald, D. (1998). Situated learning in physical education. Journal of Teaching in Physical Education, 1998(17-3): 376-387. https://doi.org/10.1123/jtpe.17.3.376

[10] Kim, H., Shin, H., Kim, H.S., Kim, W.T. (2018). VR-CPES: a novel cyber-physical education system for interactive VR services based on a mobile platform. Mobile Information Systems, https://doi.org/10.1155/2018/8941241
[11] Tan, S. (1996). Differences between experienced and inexperienced physical education teachers’ augmented feedback and interactive decisions. Journal of Teaching in Physical Education, 15(2): 151-170. https://doi.org/10.1123/jtpe.15.2.151

[12] Yang, D., Oh, E.S., Wang, Y. (2020). Hybrid physical education teaching and curriculum design based on a voice interactive artificial intelligence educational robot. Sustainability, 12(9): 8000. https://doi.org/10.3390/su12198000

[13] Hartwig, T.B., del Pozo-Cruz, B., White, R.L., Sanders, T., Kirwan, M., Parker, P.D., Lonsdale, C. (2019). A monitoring system to provide feedback on student physical activity during physical education lessons. Scandinavian Journal of Medicine and Science in Sports, 29(9): 1305-1312. https://doi.org/10.1111/sms.13438

[14] Dyson, B.P., Linehan, N.R., Hastie, P.A. (2010). The ecology of cooperative learning in elementary physical education classes. Journal of Teaching in Physical Education, 29(2): 113-130. https://doi.org/10.1123/jtpe.29.2.113

[15] Yli-Piipari, S. (2014). Physical education curriculum reform in Finland. Quest, 66(4): 468-484. https://doi.org/10.1080/00336297.2014.948688

[16] Thum, M., Boucsein, W., Kuhmann, W., Ray, W.J. (1995). Standardized task strain and system response times in human-computer interaction. Ergonomics, 38(7): 1342-1351. https://doi.org/10.1080/00140139508925192

[17] Wilson, J., Grey, S., Rogers, Y. (1985). Interact ‘84, the first IFIP conference on human-computer interaction: imperial college, London, 4-7 September, 1984. Applied Ergonomics, 16(1): 74. https://doi.org/10.1016/0003-6870(85)90196-6

[18] Tsai, T.J., Stolcke, A., Slaney, M. (2015). A study of multimodal addressee detection in human-human-computer interaction. IEEE Transactions on Multimedia, 17(9): 1550-1561. https://doi.org/10.1109/tmm.2015.2454332

[19] Konstantopoulos, S., Karkaletsis, V. (2013). System personality and adaptivity in affective human-computer interaction. International Journal on Artificial Intelligence Tools, 22(2): 1350014. https://doi.org/10.1142/s0218213013500140

6 Author

Xiuzu Xiong obtained a master’s degree from Physical Education College of Guizhou Normal University. Now, she works in the Physical Education Department of Guizhou University of Commerce. Her main research directions include Physical education and training. Email: 201720625@gzcc.edu.cn

Article submitted 2021-04-17. Resubmitted 2021-06-01. Final acceptance 2021-06-02. Final version published as submitted by the authors.