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Abstract

Free-form rationales aim to aid model interpretability by supplying background knowledge that can help understand model decisions. Popular commonsense QA datasets such as CoS-E and ECQA provide crowdsourced free-form rationales for instances, but their utility remains under-investigated. We present studies which show that 88% of ECQA rationales indeed provide humans additional background information to understand a decision, while 93% of CoS-E rationales do not. Inspired by this finding, we ask: can the additional context provided by free-form rationales benefit models, similar to their effect on human users? We investigate the usefulness of rationales as an additional training signal, by varying the quantity and quality of rationales during training. After controlling for instances where rationales leak the correct answer while not providing additional background knowledge, we find that incorporating only 5% of rationales during training can boost model performance by 47.22% for CoS-E and 57.14% for ECQA during inference. Moreover, we also show that rationale quality matters: compared to crowdsourced rationales, T5-generated rationales provide not only a weaker training signal, but are also not helpful for humans in aiding model interpretability.

1 Introduction

Free-form rationales designed to explain decisions by providing additional world knowledge or commonsense reasoning, are key for interpretability (Kim, 2015; Lipton, 2018; Alvarez-Melis and Jaakkola, 2018) in natural language processing tasks.¹ Free-form rationales come with the promise of being easily interpretable by humans, in contrast to other kinds of explanations, such as extractive rationales in the form of textual highlights (Camburu et al., 2018; Lei et al., 2016), or low-level neuron activations in neural architectures (Hohman et al., 2020). Indeed, there have been increasing efforts to collect corpora containing free-form rationales for task instances, which provide a supervised setting for teaching models to produce rationales for test-time decisions. Such corpora include CoS-E (Rajani et al., 2019) and ECQA (Aggarwal et al., 2021) for commonsense question-answering, e-SNLI (Camburu et al., 2018) for natural language inference, SBIC (Sap et al., 2020) for social bias inference, among others.

However, the benefits of rationales remain un-
clear. Do crowdsourced rationales really help human users interpret decisions better, or do they simply provide the right answer without the necessary background knowledge or reasoning? Our work explores this question through two carefully designed human studies. We find that rationales from different corpora have different capabilities: humans find 93% of ECQA rationales provide additional information that can help answer questions, while only 12% of CoS-E rationales do.

Inspired by this finding, we further ask: analogous to the benefit to human users, can crowdsourced rationales also benefit models by providing an additional training signal to boost performance? In contrast to prior work that uses rationales as supervision to generate model rationales, we focus on using crowdsourced rationales to simply aid a task model’s classification capabilities. Our results indicate that while crowdsourced rationales do indeed boost model performance, they might be doing so trivially, i.e. by simply leaking the correct answer to the model. In response, we experiment with different strategies for altering ECQA and CoS-E rationales to prevent such leakage, and set up a fair test benchmark. We find that, even without leakage, rationales with background knowledge are helpful: including only 5% of high-quality rationales during training can improve model performance by 47.22% at inference time. This finding generalizes to QuaRTz (Tafjord et al., 2019), a dataset for textual relationship inference, in which rationales are orthogonal, which means the knowledge provided to support one option will automatically reject the other option. Furthermore, this general qualitative knowledge statement in QuaRTz is not sufficient to answer the question alone; humans need additional information that can help answer questions.

### 2 Preliminaries

#### Tasks and Datasets.

We explore three large datasets containing crowdsourced free-form natural language rationales. The first two, CoS-E (Rajani et al., 2019) and ECQA (Aggarwal et al., 2021), are designed explicitly to not leak the ground truth. In contrast to prior work that uses rationales as supervision to generate model rationales, we focus on using crowdsourced rationales to simply aid a task model’s classification capabilities. Our results indicate that while crowdsourced rationales do indeed boost model performance, they might be doing so trivially, i.e. by simply leaking the correct answer to the model. In response, we experiment with different strategies for altering ECQA and CoS-E rationales to prevent such leakage, and set up a fair test benchmark. We find that, even without leakage, rationales with background knowledge are helpful: including only 5% of high-quality rationales during training can improve model performance by 47.22% at inference time. This finding generalizes to QuaRTz (Tafjord et al., 2019), a dataset for textual relationship inference, in which rationales are orthogonal, which means the knowledge provided to support one option will automatically reject the other option. Furthermore, this general qualitative knowledge statement in QuaRTz is not sufficient to answer the question alone; humans need additional information that can help answer questions.

#### Table 1: Example annotations from CoS-E v1.11 and ECQA for the question “What are you waiting alongside with when you’re in a reception area?” with options 1: motel 2: chair 3: hospital 4: people 5: hotels and the correct option people. CoS-E annotation directly combines the question and the correct answer, while ECQA annotation provides additional background knowledge.

| Source    | Rationale                                                                                                                                  |
|-----------|-------------------------------------------------------------------------------------------------------------------------------------------|
| CoS-E v1.11 | People waiting alongside with when you’re in a reception area                                                                             |
| ECQA      | People waits in a reception area. You can’t wait along with a motel, hotel, chair or a hospital. These are the people where the reception area is found but people waits together at reception area of such places. |
| ECQA-shuffle | You can’t wait along with a motel, hotel, chair or a hospital. These are the people where the reception area is found but people waits together at reception area of such places. People waits in a reception area. |

We additionally consider an open-domain reasoning task about textual qualitative relationships, via the QuaRTz (Tafjord et al., 2019) dataset, for a subset of our experiments. In this task, each instance contains a triplet: a situated qualitative question, two answer options and a knowledge statement that can help answer the question. For example, for “Compared to a box of bricks a box of feathers would be (A) lighter (B) heavier”, the annotated knowledge in QuaRTz is A given volume of a denser substance is heavier than the same volume of a less dense substance. In contrast to CoS-E and ECQA, the two options for a question in QuaRTz are orthogonal, which means the knowledge provided to support one option will automatically reject the other option. Furthermore, this general qualitative knowledge statement in QuaRTz is not sufficient to answer the question alone; humans need additional information that can help answer questions.

---

2https://github.com/sunjiao123sun/rationale-utility.

3CoS-E does not provide explanations for instances in the test set; we report our results on its validation set.
guaranteed to not leak the correct answer. While not explicitly designed for interpretability, we treat the annotated knowledge in QuaRTz as a rationale that can help understand or derive the correct answer. See dataset stats in Table 11 in App A.

3 Do crowdsourced rationales aid human interpretability?

Free-text rationales purportedly improve human user interpretability by explaining a model’s decisions in natural language. We seek to discover which characteristics of the rationales aid users:

Q1 Do rationales provide additional background knowledge for understanding decisions? E.g., the rationale: ‘Air cannot stay in any object that has a hole in it’ provides additional knowledge for understanding why the answer to ‘What would not be true about a basketball if it had a hole in it but it did not lose its general shape?’ should be ‘full of air’.

Q2 Do rationales provide explicit clues to leak the correct answer? For ComQA, this might initially seem like a helpful rationale, without really being so. E.g., given a rationale: ‘Mexico is one of the largest coffee production country.’, one can guess the correct answer should be ‘mexico’, when given the options ‘mildred’s coffee shop’, ‘mexico’, ‘diner’, ‘kitchen’ or ‘canteen’, without looking at the question ‘In what Spanish speaking North American country can you get a great cup of coffee?’.

3.1 Preliminary Studies

We investigate Q1 and Q2 via a direct assessment (§3.1.1) by human raters, as well as via proxy questions offering an indirect assessment (§3.1.2) by the raters.

3.1.1 Direct Assessment

We conduct a pilot study where given the question, options, correct answer and rationales from CoS-E and ECQA for a ComQA instance, annotators are tasked to directly answer which rationale provides additional background knowledge that can help them answer the question. Four options are

| Question | R_ECQA | R_CoS-E | both | neither |
|----------|--------|---------|------|---------|
| Q1: has bg. knowl.? | 65.0% | 9.2% | 20.8% | 5.0% |
| Q2: leaks answer? | 83.3% | 43.3% | n/a | n/a |

Table 2: Human study directly comparing ECQA and CoS-E rationales on 120 ComQA instances, for the presence of background knowledge, and answer leakage.

... possible: CoS-E, ECQA, neither, or both. Simultaneously, we ask annotators if any of the two rationales leaks the correct answer. Concretely, the annotators are required to provide three annotations for each instance:

- choose one option for the additional background information (T1);
- judge if ECQA rationale leaks the correct answer (T2);
- judge if CoS-E leaks the correct answer (T3).

We conduct our study on the first 120 rationales in ECQA and CoS-E v1.11 test set via the Amazon Mechanical Turk platform. For each instance, we collect annotations from three independent annotators. Using Fleiss’s Kappa (Fleiss and Cohen, 1973), the inter annotator agreement (IAA) for T1, T2 and T3 are 0.43, 0.26, and 0.30, respectively, indicating moderate agreement. We take the majority vote as the final label.

Table 2 shows the results of our human evaluation. We see 85.8% of ECQA rationales provide additional background knowledge to help answer the question, while only 30.0% of CoS-E rationales do the same, indicating greater usefulness of ECQA rationales for human interpretability. Both ECQA and CoS-E rationales leak the correct answers. Indeed, most ECQA rationales provide some background knowledge necessary for humans to understand the decision, while also revealing the correct answer; the same does not hold for CoS-E.

3.1.2 Indirect Assessment

While the previous study asked participants to directly assess the background knowledge of individual rationales, we design two other studies below that use a proxy to extract a human assessment of

4While leakage does not reduce the utility of a rationale for human interpretability, it does have implications for utility as model supervision, as we will see in subsequent sections, §4 and §5.

5While Aggarwal et al. (2021) provide similar human studies comparing ECQA and CoS-E rationales, they do not specifically ask for additional background knowledge.

6Further details on this study are in the Appendix B, including Fig. 2 showing our annotation interface.
Where can an adult find clothes that aren’t pants?

- pants shop, on planet earth,
- dress shop, school, train wreck

A human can find clothes at dress shop that aren’t pants.

Table 3: Examples of crowdsourced rationales for CoS-E and ECQA, vs. our manually constructed rationales that declaratively combine the question and the answer without providing any background knowledge or commonsense reasoning.

| question | options | /crowd | /constructed |
|----------|---------|--------|--------------|
| CoS-E    | pants shop, on planet earth, dress shop, school, train wreck | dress shop can a human find clothes that aren’t pants. | A human can find clothes at dress shop that aren’t pants. |
| ECQA     | classroom, desk drawer, at school, office, kitchen-drawer | Glue stick is a solid glue used to stick thin paper materials by adults in offices. Adults don’t go to classroom and school, and other options don’t have adults. | Adults use glue sticks in their offices. They do not use them at classroom, desk drawer, school, or kitchen drawer. |

Table 4: Results from our human study via indirect assessment to compare 100 pairs of crowdsourced and constructed rationales. The IAA is 0.61.

|               | /crowd | /constructed | neither | either |
|---------------|--------|---------------|---------|--------|
| CoS-E         | 3.0%   | 5.0%          | 92.0%   | 0.0%   |
| ECQA          | 73.0%  | 9.0%          | 14.0%   | 4.0%   |

For Q2, we ask annotators to guess the correct answer from all options, given only the crowdsourced rationales from CoS-E and ECQA; annotators can also opt for “cannot tell” based on the evidence (see our interface in Appendix B, Fig. 4). We hypothesize that this study will indirectly answer whether the rationale leaks the correct option, if the worker is able to guess correctly. Each instance is provided to three annotators, and we take a majority vote for their ratings.

For Q1, we randomly sample 100 ComQA instances from the test set. For Q2, we ask annotators to guess the correct answer from all options, given only the crowdsourced rationales from CoS-E and ECQA; annotators can also opt for “cannot tell” based on the evidence (see our interface in Appendix B, Fig. 4). We hypothesize that this study will indirectly answer whether the rationale leaks the correct option, if the worker is able to guess correctly. Each instance is provided to three annotators, and we take a majority vote for their ratings.

Table 4 show that human raters overwhelmingly preferred neither our constructed rationales or CoS-E rationales, indicating that neither provides background knowledge necessary for answering the question. On the other hand, raters seem to prefer ECQA rationales over our constructions, indicating that the former might contain background knowledge owing to their rigorous annotation procedure (Aggarwal et al., 2021). Yet, surprisingly, raters picked our constructed rationales 9% of the time over ECQA, while being ambivalent about either rationale for 4% of the cases; moreover, they liked neither for 14% of the cases! This could indicate that some ECQA instances might not provide adequate background knowledge, and/or raters might at times choose simpler (though vacuous) rationales; future work might pursue studying such cases.

3.2 Categorizing Crowdsourced Rationales

CoS-E. Although Narang et al. (2020) criticize the quality of CoS-E rationales, CoS-E v1.11 is still widely used for commonsense reasoning (Paranjape et al., 2021), analysis (Majumder et al., 2021; Wiegreffe et al., 2021), and as an additional source of commonsense knowledge (Ye et al., 2019). In order for the community to understand the deficiencies of the crowdsourced CoS-E rationales, we inserting the correct option in place of the question word. For ECQA, in addition to the CoS-E-style constructed sentence, we add an additional sentence that rephrases the question as a negative statement, replaces some referents with pronoun anaphora, and inserts the incorrect options in place of the question word. We also try to ensure fluency and stylistic consistency with the crowdsourced explanations.

We show two examples of our constructed rationales in Table 3. We provide human subjects with the question, the correct answer, the crowdsourced rationale (from CoS-E or ECQA) and our constructed rationale. We instruct workers to choose the explanation that they would prefer if they need to explain the correct answer to someone who might not have the necessary background knowledge to understand given only the question and set of answer choices (see our interface in Appendix B, Fig. 3). Each instance is provided to three annotators, and we take a majority vote for their ratings.

Results in Table 4 show that human raters overwhelmingly preferred neither our constructed rationales or CoS-E rationales, indicating that neither provides background knowledge necessary for answering the question. On the other hand, raters seem to prefer ECQA rationales over our constructions, indicating that the former might contain background knowledge owing to their rigorous annotation procedure (Aggarwal et al., 2021). Yet, surprisingly, raters picked our constructed rationales 9% of the time over ECQA, while being ambivalent about either rationale for 4% of the cases; moreover, they liked neither for 14% of the cases! This could indicate that some ECQA instances might not provide adequate background knowledge, and/or raters might at times choose simpler (though vacuous) rationales; future work might pursue studying such cases.
provide a detailed study of the same, which was missing in Narang et al. (2020).

Building on Q1 and Q2, we aim to categorize CoS-E rationales into 4 categories, to determine if these provided background knowledge and/or leaked the answer. One of the authors manually categorized the rationales in the development set of CoS-E v1.11 into four categories. To validate this categorization, three co-authors annotated a subset of 100 instances independently for the same categorization. We obtained an IAA Fleiss Kappa of 0.65 for background knowledge and 0.84 for leakage, indicating moderate / high agreement. For these 100 instances, we use the majority vote among the three annotators as the final label. Appendix C provides further details.

Table 5 describes and shows the distribution of the categories, with examples from each picked at random. Rationales that do not provide additional background knowledge make up 88.45% of the entire development set of CoS-E v1.11. Using the development set as a lens, our annotation provides a qualitative and quantitative understanding of the crowdsourced CoS-E rationales. Future research should take into consideration these findings before using CoS-E rationales.

ECQA. Aggarwal et al. (2021) build on CoS-E question-answer pairs and carefully collect detailed rationales. Table 1 compares CoS-E and ECQA rationales, where the former directly combines the correct answer and the question, but the latter contains additional commonsense knowledge that can help answer the question, suggesting a higher quality. Moreover, ECQA rationales are contrastive as they explain, for each option, why it is correct or incorrect. Regardless, we find that all ECQA rationales start by explaining the correct option, followed by other options. This ordering introduces a spurious correlation which likely provides a shortcut to a model for predicting the correct answer from the rationale, but for wrong reasons (Geirhos et al., 2020). A random shuffle of the sentences within each ECQA rationale (last row; Table 1) can address this issue.8

4 Can Models Benefit from Crowdsourced Rationales?

In §3, we found that crowdsourced rationales from carefully constructed corpora provide additional information to help humans better answer commonsense questions. Now, we seek to answer if these rationales could also help in model learning, by providing an additional training signal to make better decisions, taking into account our findings from the detailed analysis in §3.

Experimental Setup. We use finetuned T5 (Raffel et al., 2020) models throughout our work following prior efforts for analyzing (Wiegreffe et al., 2021) and generating (Narang et al., 2020; Lakhota et al., 2021) free-text explanations. More specifically, we finetune three model classes based on the T5-base architecture:

- I→O. Predict the label directly from the question and answer options.
- IR→O. Predict the label from the question, answer options and the rationale.
- I→R. Predict the rationale from the question and answer options.

For the IR→O model, we experiment with different variations based on the source, and the quantity of the rationales R, provided during training. Since

---

8We use the Spacy sentencizer to split the rationale, and randomly permute sentence ordering, with seed 0.
Table 6: ComQA accuracies under various train (row) and test (column) settings. r1 is an I→O T5 baseline without access to rationales during training; the following rows use different amounts (%RTr) of CoS-E rationales (r2 – r6) and shuffled ECQA rationales (r7 – r11) for training IR→O T5 models. At inference time, each model predicts the label given no rationale (c1), or given the crowdsourced rationales for the entire test set (c2–c4), or a subset of the CoS-E test set (c5–c8), selected based on the rationale categories in Table 5. c4 and c3 report ECQA test set performance, when the test rationales are shuffled or not, respectively. We report accuracies averaged across 3 random seeds (stddev as subscript) for %R selection during training.

Table 7: The importance of shuffling the order of sentences in ECQA rationales in training. Without shuffling, the model relies on the spurious correlation due to sentence order, as compared to r7–r11/c4 in Tab. 6. Accuracies are averaged across 3 random seeds (s.d. as subscript) for %R selection during training, as in Tab. 6.

most of our experiments deal with the first two model classes, we report accuracy of output label prediction. See App. A for details on our T5 model training and I/O formats.

We use rationales for the ComQA training instances to train two different sets of IR→O models, for CoS-E and ECQA respectively. Under each set, we train five different models, randomly selecting different amounts (5%, 10%, 20%, 30% and the full 100%) of CoS-E and shuffled-ECQA rationales for training. During training, we use varying amounts (5%, 10%, 20%, 30% and the full 100%) of CoS-E and shuffled-ECQA rationales, to study how the quantity of rationales affects the model performance. During inference, we provide the IR→O T5 models with rationales under each of the four categories of CoS-E, as in Table 5, as well as all combined together. For ECQA, we report performance for inference with and without shuffled rationales. Finally, we study how rationales from one dataset transfer to the other.

Crowdsourced rationales boost model performance, ruling out leakage. Comparing c1 in Table 6 with the columns c2–c8, we see that rationales help improve the model’s ability to make the correct prediction, even when including only 5% of the rationales during training. However, instances that leak the answer make up a large portion of CoS-E. Indeed, when provided at test time, rationales which neither leak the correct answer nor provide additional background knowledge, cause the least improvement in model performance (c7). Further, with background knowledge, but no leakage, model performance can still be improved (c5); after adding 5% of the training data, the model reaches 59.89% accuracy with C_{no-leak-bg} rationales, which yields 47.2% improvement, compared to 40.68% without rationales.

Overall, a close inspection of the rationales is necessary to understand when they can help the model decision for the right reasons (i.e. providing background information, not simply by leaking the answer). In other words, models can benefit from those crowdsourced rationales which...
provide utility for human interpretability as well!

Not all rationales are the same. We see benefits from increasing the amount of ECQA rationales in the training data ($r^7-r^{11}$), even in a transfer setting ($r^7-r^{11}$). However, this trend is weaker when training with CoS-E ($r^2 - r^6$). This highlights the importance of a rigorous procedure for crowdsourcing rationales (Aggarwal et al., 2021).

Spurious correlations in rationales must be minimized. Recall from §3.2 that ECQA rationales tend to follow an ordering: sentences rationalizing the correct option precede those refuting the incorrect ones. To validate the importance of shuffling sentences in ECQA rationales, we present a baseline in Table 7 which considers unshuffled rationales during training, to be compared to training with shuffled rationales in Table 6. In the unshuffled case, training with only 5% rationales improves the accuracy on unshuffled test rationales from 53.32% to 93.94% ($c2$, Tab. 7). However, when we test the same model using shuffled rationales, the accuracy improves from 54.95% to 76.66% ($c3$). This shows that the model might learn a spurious correlation between the rationale and correct answer, due to ordering. We recommend shuffling ECQA rationales before using them for model training.

Training with non-leaky rationales is beneficial. Despite taking care to prevent spurious correlations in ECQA, there is still a chance that the models benefit from some amount of leakage of the correct answer, an uninteresting use of rationales to improve model performance. To control for this, we consider the QuaRTz dataset, introduced in §2, using knowledge statements as rationales, which are designed to contain no leakage, but provide the background information. Using a similar setup to our ComQA experiments above, we finetune T5 models for both I→O and IR→O models on QuaRTz. Results in Table 8 show that the non-leaky QuaRTz rationales improve a model’s ability to predict the correct answer, consistent with our findings in Table 6. These highlight the generalizability of our conclusions.

5 Can Models Benefit from Generated Rationales?

So far, we have focused on crowdsourced rationales, the primary reason behind collecting which is to train models that generate them automatically, as seen in recent work (Narang et al., 2020; Paranjape et al., 2021). Hence, we now ask: (1) analogous to crowdsourced rationales (§3), can generated rationales improve model performance, and (2) can generated rationales provide additional training signals to improve model performance,

Table 8: QuaRTz model accuracy with and without training with knowledge statements as rationales. We report accuracies averaged across 3 random seeds (s.d. as subscript) for %R selection during training, as in Table 6.

Table 9: Comparative human studies for direct assessment of annotated vs. generated rationales in CoS-E and ECQA, similar to Table 2. Humans believe that generated rationales less frequently provide additional background knowledge than crowdsourced rationales.

Table 10: Performance of IR→O models, trained with different amounts (\%Rgen\%) of generated rationales. The top block indicates training with rationales generated from a CoS-E-trained I→R model, and the bottom block, an ECQA-trained model. The columns indicate rationales provided at test time to the IR→O models. We report accuracies averaged across 3 random seeds (s.d. as subscript) for \%Rgen\% selection, as in Table 6.
similar to §4?

Using crowdsourced CoS-E and ECQA rationales as supervision, we train two different T5-base I→R models, following §2. We generate rationales on all ComQA instances (train as well as test) using these two models.\footnote{A qualitative analysis of annotated and generated rationales for both CoS-E and ECQA can be found in Appendix D.}

**Human Perception of Generated Rationales.**
We repeat our comparative human study via direct assessment (on the same 120 test ComQA instances from §3.1.1) on generated vs. annotated (1) ECQA and (2) CoS-E rationales (see Fig. 2 in Appendix B). Table 9 shows that humans believe generated rationales provide background knowledge less often than human-annotated rationales.\footnote{For generated rationales, attributes such as plausibility and faithfulness (Jacovi and Goldberg, 2021) also matter. However, we focus on the same attributes as we use to evaluate crowdsourced rationales (§3), for a contrastive comparison.} Generated ECQA rationales have more background knowledge than generated CoS-E rationales, but do leak the correct answer more often as well, reflecting the ECQA training data. These results are consistent with our findings in §3.

**Training with Generated Rationales.**
Next, we use generated rationales for the ComQA training instances to train two different sets of IR→O models, for CoS-E and ECQA respectively. Under each set, we train five different models, randomly selecting different amounts of generated rationales for training. At inference time, we provide the IR→O models, either generated rationales for each ComQA test instance, following the setting from Wiegreffe et al. (2021), or crowdsourced rationales for the same set.

Table 10 shows the results. When testing with generated rationales, we see a reduction in the model’s predictive capability compared to testing with crowdsourced rationales.\footnote{See App. §A.2 for an evaluation of these rationales.} Moreover, training with ECQA-generated rationales seems more beneficial than training with CoS-E-generated rationales. Training with larger quantities of generated rationales keeps boosting the model performance to an extent (from 5% to 30%), consistent to our findings with crowdsourced rationales. However, when each and every instance is paired with its generated rationale during training (rows with 100%), the performance drops when testing with generated rationales as well. We suspect this might be attributed to the generated rationales introducing too much noise, and not providing the model a clear signal. Regardless, under neither setting, do these models do as well as the models trained with crowdsourced rationales, as shown in Table 6.

### 6 Related Work

Rationales serve interpretability in that they can reveal the “reasoning” behind model decisions, and can be roughly categorized into two broad categories: extractive and free-form rationales. Extractive rationales provide supportive evidence in a grounded context, such as textual highlights within an input document (Lei et al., 2016; DeYoung et al., 2020), sufficient to make a prediction on its own without relying on the rest of the input. Analogous to our work, there has been a line of work that studies the value of extractive rationales as additional training signals to improve model performance (Huang et al., 2021; Carton et al., 2021) or human interpretability (Strout et al., 2019). We use free-text rationales, on the other hand, which employ free-form natural language to fill in the commonsense reasoning or knowledge gaps. Such rationales have been used for language and vision tasks (Hendricks et al., 2016; Kim et al., 2018) but have far less adoption in NLP (Wiegreffe and Marasovic, 2021). Concurrent to our work, Hase and Bansai (2022) provide a formal framework for free-text explanation utility for models, and a synthetic dataset for the same. In addition to the datasets used in this work, e-SNLI (Camburu et al., 2018) provides free-text rationales for the natural language inference task.

Rationale generation models can be roughly categorized into supervised (Lakhoria et al., 2021; Narang et al., 2020; Kumar and Talukdar, 2020; Rajani et al., 2019; Zhao and Vydiswaran, 2021) and unsupervised (Glockner et al., 2020; Brahman et al., 2021). For supervised models, Lakhoria et al. (2021) and Narang et al. (2020) fine-tune T5 to generate extractive and free-form rationales separately. For unsupervised models, Glockner et al. (2020) propose a differential training framework to create models that output faithful rationales without supervision. Instead of directly generating rationales, Paranjape et al. (2021) use T5 to complete contrastive explanation prompts which explicitly contrast different possible answers (Jacovi et al., 2021). Recent work has relied on few-shot prompting to generate explanations (Wiegreffe et al., 2022;
Marasović et al., 2022). Our work follows a supervised approach to generate rationales, and further uses both generated and crowdsourced rationales as training signals to produce output labels.

7 Conclusion

We investigated the utility of free-form rationales from both a human and a modeling perspective. Centering our analysis on commonsense QA datasets, we find that humans perceive rationales with more background knowledge as more useful than those which simply combine the question and the answer. We provided a detailed qualitative analysis of CoS-E and ECQA rationales, and found that even small amounts of carefully written rationales are helpful as additional training signals for task models. Our work highlights the importance of inspecting the quality of crowdsourced rationales before using them for additional supervision. We also found that generated rationales are not as useful as crowdsourced rationales for human interpretability or for model supervision. Our investigations shed light on fundamental assumptions about human interpretability in collecting and generating rationales, and call for further deeper investigation into the utility of free-form rationales.

Ethical Consideration

During our manual annotation process, we provide timely warning of potential adult topics and ask workers to return the job if they are under age. Our human studies are labeled as exempt from review by the IRB at the authors’ institute.

For modeling, we use T5 throughout our work, which also involves generating rationales. It is well-known that such pretrained language models—trained on massive online texts—capture the biases reflected in the training data (Bender et al., 2021). Therefore, the generation models can be used for malicious purposes and generate rationales that contain toxic content that target at certain groups. We do not have a filtering mechanism that checks the toxicity, bias, or offensiveness of our training data, or that of our generated explanations. Hence, we recommend practitioners interested in using and replicating this work to carefully check the generated content before deployment in any real world application.

The datasets used in our work are all public. These do not contain any explicit detail that leaks information about a user’s name, health, negative financial status, racial or ethnic origin, religious or philosophical affiliation or beliefs.

Limitations

This work is subject to several limitations. First, our human studies are pilot studies, where we annotated only 100 instances to understand how much rationales can aid the human interpretability. Although the trend we observed is intuitive and consistent, more data for the human study might improve the quality of the findings. Secondly, we use vanilla T5 models for rationale generation for a fair comparison with previous work. However, there could potentially be rationales of higher quality via more sophisticated and powerful language models, which are beyond the scope of our exploration. Last, this work focuses on question-answering for commonsense knowledge. It still remains unexplored if our conclusions transfer beyond this task.

There are many other ways to evaluate the utility of free-form rationales. Our work focuses on the specific aspect of if a rationale provides additional background information that can help answer the question. Please note that leakage, which is also studied in our work, does not reduce the utility of a rationale for human interpretability. It is natural for an explanation to explicitly lead to the correct answer. However, the specific reason why we include the study of leakage in §3 is that we wanted to bring to the annotator’s attention (implicitly) that a rationale might look good simply because it mentions the correct answer even though it might not contain the reasoning for it. We refer interested workers to Jacovi and Goldberg (2020) for discussions about the criteria that constitutes a high-quality interpretation. Future works can explore other aspects that can contribute to or jeopardize the utility of rationales for both humans and models, including but not limited to the factuality, completeness and presence of unnecessary information in rationales.
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Table 11: The statistics of 3 datasets in our work.

| Dataset     | Train | Test  |
|-------------|-------|-------|
| CoS-E v1.11/ECQA | 9,741 | 1,221 |
| QuaRTz      | 2,695 | 783   |

Table A1 shows the statistics for the datasets used in our work.

We finetune multiple T5 models (Raffel et al., 2020) in our work, and we use HuggingFace (Wolf et al., 2020) throughout our implementation. We use 512 and 256 for the maximum source length and the maximum target length separately. To optimize, we use AdamW (Loshchilov and Hutter, 2019) with a learning rate of 0.0001. We train each model on a NVIDIA RTX 2080 with a batch size of 8 for 30 epochs. During inference, we use beam search as the decoding method with a beam size of 2. The generation of the EOS token or reaching the maximum target length terminates decoding.

A.1 Formatting the Seq2Seq Models.

The formatting of the different models is:

- I→O. Predict the label directly from the question, formatted as: context: \{question\} options: \{concatenated options\} → \{answer\}.

- IR→O. Predict the label from the question and the rationale, formatted as: context: \{question\} options: \{concatenated options\} explanation: \{rationale\} → \{answer\}.

- I→R. Predict the rationale from the question, formatted as: explain question: \{question\} answer: \{concatenated options\} → explanation: \{rationale\}.

A.2 Evaluation of I→R models

Following Wiegreffe et al. (2021), we use simulatability score to measure the quality of generated rationales. Simulatability captures the predictive ability a rationale provides over the input:

\[
\text{acc}(\text{IR} \rightarrow \text{O}) - \text{acc}(\text{I} \rightarrow \text{O}).
\] (1)

Prior work has shown that simulatability score serves as a reliable measure of rationale quality from the lens of utility to an end user (Hase and Bansal, 2020; Hase et al., 2020; Rajagopal et al., 2021; Poursabzi-Sangdeh et al., 2021; Wiegreffe et al., 2021, inter alia), and positively correlates with human judgement of rationale utility. We abstain from reference-based lexical-overlap metrics such as BLEU (Papineni et al., 2002), which are not suited for measuring plausibility (Camburu et al., 2018; Kayser et al., 2021; Clinciu et al., 2021), or faithfulness of rationales (Jacovi and Goldberg, 2020).

Evaluation via simulatability of our generated rationales (§5) shows negative simulatability for CoS-E-generated, -13.1 (43.9 - 57.0), and for ECQA-generated rationales, -12.36 (44.64 - 57.00) where acc (I→O) = 57.0 (see Tab. 6). This is consistent with findings from Wiegreffe et al. (2021). Perhaps a better evaluation metric for this task is given by leakage-adjusted simulatability (Hase et al., 2020), where simulatability of non-leaky rationales and those of leaky ones is equally weighted. We leave a detailed investigation of rationale evaluation to future work.

B Human Study Annotation

We recruit workers through our maintained list of qualified workers on Amazon Mechanical Turk (MTurk). These workers have collaboration with us on other projects, e.g., AESOP (Sun et al., 2021). In addition, we require workers to have completed over 1000 HITs with an approval rate over 99% and locate in the United States to qualify for our annotation task. As some of the questions contain discussion of adult topics, we warn workers and ask them to terminate the annotation if they are under 18. Our annotation pays for $1 per HIT.

Please see figures 2, 3, 4 for interfaces to our human studies, discussed in §3 and §5.

C Author Annotation Details

The 100 CoS-E instances that are annotated by three authors are the same ones annotated by workers on MTurk in the additional quality checks. Workers’ annotation agrees with ours on 92 out of 100 instances for both background knowledge and leakage annotation, showing a good agreement between us and workers. We do the remaining annotations by ourselves to ensure annotation quality. During the annotation, one example of a $C_{\text{no-leak-no-bg}}$ rationale is “Rivers flow through valleys.”, which occurs in 119 / 1221 instances (9.7% of the entire dev. set), even though it seemed valid for just one dev. instance. We suspect that this ra-
Figure 2: The annotation interface for the direct assessment user study. We use the same interface for both comparing 1) crowdsourced rationales from CoS-E and ECQA (§3), as well as 2) crowdsourced v.s. generated rationales from those datasets (§5).

Figure 3: The annotation interface for indirect assessment of if an annotated rationale has background information.
Figure 4: The annotation interface for indirect assessment of if there is leakage in a rationale.

... was used as a default placeholder. We urge future researchers to closely inspect the annotation quality before releasing a dataset.

### Examples of Generated Rationales

Table 12 show examples of generated rationales for CoS-E and ECQA, together with crowdsourced rationales from the original datasets. Based on our human evaluation, the quality of generated rationales is worse than that of the crowdsourced rationales; hence, generated rationales provide weaker signals for training IR→O models.
| Question                                                                 | Options                                                                 | Crowdsourced RCoS-E | Generated RCoS-E | Crowdsourced RECQA | Generated RECQA |
|-------------------------------------------------------------------------|-------------------------------------------------------------------------|----------------------|-------------------|--------------------|-----------------|
| What island country is ferret popular?                                   | own home, north carolina, great britain, hatch, outdoors                | great britain is the ferret popular | great britain island | Ferrets are not found in hatch. Great britain is an island country. |                 |
| Where do adults use glue sticks?                                        | classroom, desk drawer, at school, office, kitchen drawer               | offices employ only Adults. | glue sticks are used at school | Kids do not use glue sticks in classroom. Desk drawer is a storage space and not a place to store glue sticks. Adults use glue sticks in a classroom. Office is a room or a set of rooms or a building where adults work, usually sitting at desks. Kitchen drawer is a storage space and not a place for adults to use glue sticks. School is a place for learning and not a place to use glue sticks. |
| What could go on top of wood?                                           | lumberyard, synagogue, floor, carpet, hardware store                    | Carpets in Chennai   | carpets are made of wood | Flooring cant go on top of wood. Hardware store or lumberyard or synagogue is not made of wood. Carpet can be made of wood. |
| Where is a doormat likely to be in front of?                            | facade, front door, doorway entrance porch, hallway                      | Your front door makes an entrance | a doormat likely to be in front of entrance | A doormat is likely to be in front of front door. Doorway is the entrance to a room through a door. Doormat cannot be found in front of entrance porch or hallway. Façade is not a place where a doormat can be found. |
| The teacher doesn’t tolerate noise during a test in the classroom?      | movie theatre, bowling alley, factory, store, classroom                  | Rivers flow through valleys. | a classroom is a learning place | A teacher takes the test in a classroom where she does not tolerate any noise. All the other options are incorrect as test is not conducted in any of the options. |
| If you have to read a book that is very dry and long you may become what? | have time, boring, learn new, enjoyable, bored                          | a book is world       | boring is when you have to read a book | Dry and long books make us feel bored. Boring comes under having time and the other options are not caused by reading dry and long books. So if you have to read a book that is very dry and long you may become bored. |
| If you are awaking multiple times throughout the night because a lot is on your mind, what is a likely cause? | irriability, depression, getting out of bed, happiness, discomfort      | Depression indicates mental distress. | mental or emotional states | Depression is not caused by waking up multiple times throughout the night. Getting out of bed is not a cause. Happiness can be caused by waking up multiple times throughout the night. By waking multiple times throughout the night. A lot of things are on your mind. Discomfort is a likely cause of irriability. |
| What do you want someone to do when you illustrate point?               | did not understand, accepting, make clear, understanding                | we need a understanding. | make clear what do you want someone to do when you illustrate | To illustrate is to make something clearer and more visible. We want someone to understand when we illustrate point. Did not understand being opposite of what you want someone to do, accepting and make clear does not relate to and while understood is a past tense. |

Table 12: Examples of crowdsourced and generated rationales from CoS-E v1.11 and ECQA. The ground truth options are in **bold**. As can be clearly seen, the crowdsourced CoS-E rationales are often ungrammatical, and off-topic, and do not provide the background knowledge necessary to understand the ground truth answers. In contrast, crowdsourced ECQA rationales are grammatical, and provide the necessary background knowledge for human interpretability. Moreover, generated rationales are often factually incorrect, such as “carpets are made of wood”, and also lack much of the commonsense reasoning necessary for rationales. All types of rationales leak the correct answer.