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Abstract:} The time-dependent flux over the fission barrier of an excited nucleus under the influence of dissipation is investigated. Characteristic features of the evolution of the amplitude of the probability distribution and the velocity profile at the fission barrier are derived. Analytical results are compared to numerical Langevin calculations and used to develop a new analytical approximation to the solution of the Fokker-Planck equation for the time-dependent fission-decay width. This approximation is shown to be more realistic than previously proposed descriptions, which were widely used in the past.
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1. Introduction

One of the topical features of nuclear dynamics during the last decades is the role of dissipation for such processes as deep-inelastic heavy-ion collisions \cite{1}, damping of giant resonances \cite{2} and induced fission \cite{3} – to learn whether collective motion in nuclei is under-damped like in water or over-damped like in honey droplets. In spite of intensive experimental and theoretical work, most conclusions on the dissipation strength are not well established. The situation still remains unclear concerning the deformation and temperature dependence of nuclear friction as well. From the theoretical point of view, different models have been developed, e.g. the one-body dissipation \cite{4} concept based on the wall-and-window formula, the two-body viscosity model \cite{5} or quantum transport theories \cite{6, 7, 8}. They yield different results for the magnitude as well as for the dependence on temperature and deformation of the dissipation strength.

Although the role of nuclear dissipation in fission has been recognized long time ago, fission continues to be one of the most promising tools for deducing quantitative conclusions. More than 60 years ago, Bohr and Wheeler \cite{9} proposed a derivation of the fission decay width $\Gamma_f^{BW}$ based on purely statistical considerations in the framework of the transition-state model. Soon after, in 1940, Kramers \cite{10} developed the first transport theory to describe nuclear fission. In his model, fission is described as the evolution of the collective degrees of freedom in interaction with a heat bath formed by the single nucleons. This brings in the concept of dissipation, which represents the transformation of collective motion into heat due to the damping mechanism. The description of Kramers was derived from the stationary solution of the Fokker-Planck equation (FPE). Therefore, it only holds after the system has reached
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equilibrium. The success of the transition-state model of Bohr and Wheeler prevented this idea of Kramers to establish. Approximately forty years later, experimentally observed high pre-scission neutron multiplicities [11, 12] gave the impetus to Grangé et al. [13] to theoretically investigate the influence of dissipation on the fission time scale. Their numerical solution of the time-dependent FPE shows that it takes some time, the so-called transient time \( \tau_{\text{trans}} \), until the current over the saddle point reaches its stationary value. Grangé et al. [13] pointed out that this transient time \( \tau_{\text{trans}} \) but also an additional saddle-to-scission time \( \tau_{\text{ss}} \) lead to an increase of pre-scission particle multiplicities. The transient time originates from the time needed by the probability distribution of the particle \( W(x,v;t) \) (deformation \( x \) and conjugate momentum \( p = v \cdot \mu \), where \( v \) is the velocity of the system and \( \mu \) its inertia) to spread out in deformation space. From their numerical calculations, the authors of ref. [13] extracted the following approximation for the transient time, defined as the time until the fission width \( \Gamma_f(t) \) reaches 90\% of its asymptotic value:

\[
\tau_{\text{trans}} = \frac{1}{\beta} \ln \left( \frac{10B_f}{T} \right) \quad \text{for} \quad \beta < 2\omega_g
\]

\[
\tau_{\text{trans}} = \frac{\beta}{2\omega_g^2} \ln \left( \frac{10B_f}{T} \right) \quad \text{for} \quad \beta > 2\omega_g
\]

where \( B_f \) is the fission-barrier height, \( T \) is the nuclear temperature, \( \omega_g \) is the effective oscillator frequency at the ground state, and \( \beta \) is the reduced dissipation coefficient which measures the relative rate with which the excitation energy is transferred between the collective and intrinsic degrees of freedom.

Later, full dynamical calculations were performed with a stochastic approach based on the multidimensional time-dependent FPE [14] or Langevin equation [15, 16, 17, 18] with allowance for evaporation during the dynamical evolution of the system. These are two equivalent methods, corresponding to the integral, respectively differential, formulation of the same process. Whereas the solution of the FPE leads to the probability distribution \( W(x,v;t) \) of the particle as a function of time, the Langevin approach consists of following the trajectory of every individual nucleus all along its path to fission. Because the Fokker-Planck approach gives directly access to the probability distribution \( W(x,v;t) \), and consequently to the evolution of the fission decay width \( \Gamma_f(t) \) with time (see equation 9), it corresponds to a more transparent way to get information on transient effects. However, for realistic physical cases the FPE can only be solved numerically. The same information can be extracted from a Langevin treatment as well, but only after some average over a large amount of trajectories. The possibility of the Langevin method to follow individual trajectories may explain why it is often preferred to the Fokker-Planck approach since several years.

Another procedure widely used to study fission dynamics consists of introducing a time-dependent fission decay width \( \Gamma_f(t) \) in an evaporation code [19, 20, 21, 22, 23, 24]. In section 3 we will point out that such a treatment is exactly equivalent to solving the above-mentioned equation of motion with allowance for evaporation under the condition that the used time-
dependent width $\Gamma_f(t)$ is obtained by the Fokker-Planck or Langevin solution at each evaporation step. Thus, it takes into account the changes in mass, charge, excitation energy and angular momentum of the decaying system. Unfortunately, following a large amount of trajectories or solving numerically the FPE at each evaporation step needs a very high computational effort, which may exceed the technical possibilities actually available for many applications. However, in an evaporation code one could get around the high computing time needed to calculate numerically the time-dependent fission width at each evaporation step by using a suitable analytically calculable expression for $\Gamma_f(t)$.

With this aim in view, the main task of the present work is to shed light on the characteristic features of transient effects in the dynamical evolution of the nuclear system. On this basis, we propose a way to model the influence of dissipation in nuclear fission in terms of a realistic analytical approximation for $\Gamma_f(t)$. In the following paper [25], we investigate, how transient effects manifest. There we will make use of peripheral nuclear collisions at relativistic energies as an appropriate reaction mechanism dedicated to dissipation studies and establish the requirements on relevant experimental observables that are sensitive to transient effects.

This work is also motivated by the need of incorporating realistic features of fission dynamics in complex model calculations for technical applications, e.g. the nuclide production in secondary-beam facilities, in spallation-neutron sources, in the core of an accelerator-driven system, and in shielding calculations. In these codes, the computational effort is already very high due to the necessary transport calculations in a thick-target environment, and thus the explicit solution of the equation of motion, e.g. by the use of the Langevin approach, seems to be excluded.

2. Time evolution of the fission-decay width under the influence of dissipation

2.1. Previously used approximations of the fission-decay width

If the initial population of the nuclear system in deformation and conjugate momentum differs from equilibrium, the system is subject to relaxation effects. The influence of these effects on the time dependence of the fission-decay width has carefully been studied by Grangé, Weidenmüller and collaborators [13, 26] on the basis of the numerical solution of the FPE. As an example, we show their result for the evolution of the escape rate $\lambda_f(t) = \Gamma_f(t)/\hbar$ of the compound nucleus $^{248}\text{Cm}$ at a temperature of $T = 5$ MeV with a friction coefficient of $\beta = 5 \cdot 10^{21} \text{ s}^{-1}$ in Figure 1. The potential used is specified in Figure 2. The fission-decay width as a function of time can be characterised by three main features: a delayed onset, a rising part and a stationary value. We will see that the initial suppression of the fission width has a decisive influence on the evolution of the system. Indeed, the inhibition of fission during the transient time $\tau_{\text{trans}}$ increases the chance of the nucleus to decay at the earliest times by particle emission. The resulting loss of excitation energy and the change of the properties (e.g. fissility) of the residual nucleus reduce its fission probability.
Figure 1: The solution of the Fokker-Planck equation (full line) for the time-dependent escape rate for the schematic case of a fissioning $^{248}$Cm nucleus, using the potential introduced by Bhatt et al. [26] (see Figure 2) at a temperature $T = 5$ MeV and for a reduced dissipation coefficient $\beta = 5 \cdot 10^{21}$ s$^{-1}$. The initial condition corresponds to equilibrium at a temperature $T_{\text{initial}} = 0.3$ MeV, introduced in ref. [26] to represent the quantum-mechanical zero-point motion in the ground state. This solution is compared with different approximations (the step function [27]: thick dotted line, the exponential-like function [28]: thin dotted line, the approximate formulation of Bhatt et al. [26]: dash-dotted line, the approximate formulation of ref. [30]: thin dashed line, and the improved expression proposed in this work: thick dashed line). The solution of the FPE and the approximation of Bhatt et al. are taken from Figure 2 of ref. [26], where values for $t < 0.5 \cdot 10^{-21}$ s are not shown.

In the past, several approximations for the time evolution of the fission-decay width have been proposed. The two most widely used are:

- a step function [27] that sets in at the transient time $\tau_{\text{trans}}$:

$$\Gamma_f(t) = \begin{cases} 0, & t < \tau_{\text{trans}} \\ \Gamma_{f}^k, & t \geq \tau_{\text{trans}} \end{cases}$$

(2)

- an exponential in-growth function [28] defined by:

$$\Gamma_f(t) = \Gamma_{f}^k \cdot \{1-\exp(-t/\tau)\}$$

(3)

where: $\tau = \tau_{\text{trans}} / 2.3$ and $\Gamma_{f}^k$ is the Kramers decay width:

$$\Gamma_f^K = K \cdot \Gamma_f^{BW}$$

(4)
The fission-decay width of the transition-state model $\Gamma_f^{BW}$ may conveniently be expressed by the following approximation, introduced by Moretto [29]:

$$\Gamma_f^{BW} \approx \frac{1}{2\pi\rho(E)} T_{sad} \rho_{sad} \left( E - B_f \right)$$  \hspace{1cm} (5)

and the Kramers factor $K$ is given by

$$K = \left[ 1 + \left( \frac{\beta}{2\omega_{sad}} \right)^2 \right]^{1/2} - \frac{\beta}{2\omega_{sad}}$$  \hspace{1cm} (6)

where: $\omega_{sad}$ is the frequency of the harmonic-oscillator potential that osculates the fission barrier at the saddle point, $\rho_{sad}(E)$ and $T_{sad}$ are the level density and temperature of the fissioning nucleus at saddle, respectively, and $\rho(E)$ is the level density in the ground state.

**Figure 2**: Presentation of the potential in fission direction of $^{248}$Cm as given by Bhatt et al. [26]: $V = 8.61 \times 10^{-3}(x-3.41)^2 - [(x-23.098)(x+1.59)] + 3.7$. The fission-barrier height is 3.7 MeV.

A more elaborate formulation of $\Gamma_f(t)$ was derived by Grangé et al. [13] and improved by Bhatt et al. [26] a few years later. Using the Gaussian approximation, they derived an analytical solution of the FPE in the under-damped regime and an analytical solution of the Smoluchowski equation in the over-damped case. Recently, we have proposed another expression for $\Gamma_f(t)$ in ref. [30]. In the present work, we will present a refined version of this description (see section 2.5). All these approximations are compared to the exact solution of the FPE in Figure 1. The exponential-like in-growth function shows strongly rising values already at very early time, which is in contrast to the numerical solution of the FPE. Even if the step function is able to describe the inhibition of fission for small times, this suppression
is certainly too strong, and its steep slope is too crude. The two rather elaborate approximations of ref. [26] and [30] are better suited. However, while the formulation of Bhatt et al. [26] overestimates the fission-decay rate at early times, the onset of $\Gamma_f(t)$ is well described by our approximation [30] and its improved expression proposed in this work. The curves also slightly differ in their asymptotic values. In view of these important differences between the various approximations, it is legitimate to investigate what are the most relevant characteristics for a realistic description of dissipative effects in fission.

2.2. Features of the relaxation process

In this section, some basic features of the relaxation process towards equilibrium are carefully investigated with the help of Langevin calculations. We take the case of $^{248}$Cm introduced by Bhatt et al. [26] as an example. The discretisation method we use in this work to solve the Langevin equation is documented in appendix A2.

The dynamics of a fissioning system is well characterised by the time-dependent flux of trajectories in deformation space. The time-dependent fission decay width $\Gamma_f(t)$ can easily be derived from the flux $\phi_{x_b}(t)$ evaluated at the saddle point $x_b$, which represents the current across the fission barrier:

$$\phi_{x_b}(t) = \int_{-\infty}^{+\infty} v \cdot W(x_b, v; t) dv$$

(7)

Let

$$\Pi(x_b; t) = \int_{-\infty}^{x_b} dx \int_{-\infty}^{+\infty} dv W(x, v; t) dv$$

(8)

be the probability that the system is at deformations $x < x_b$.

The time-dependent fission width $\Gamma_f(t)$, related to the escape rate $\lambda_f(t)$, is then defined by:

$$\Gamma_f(t) = h \lambda_f(t) = h \frac{\phi_{x_b}(t)}{\Pi(x_b; t)} = h \frac{\int_{-\infty}^{+\infty} v \cdot W(x_b, v; t) dv}{\int_{-\infty}^{+\infty} dx \int_{-\infty}^{+\infty} dv W(x, v; t) dv}$$

(9)

By introducing the mean velocity at the barrier $\overline{v}(x = x_b; t)$ into the definition of $\phi_{x_b}(t)$, we see that the flux at the barrier can be expressed as the product of the mean velocity
Let us investigate the time evolution of the two terms of equation (10). Figure 3 represents the velocity distribution at the saddle point $W(x = x_b; v; t)$ as a function of time, and Figure 4 shows the variation with time of the amplitude of the probability distribution $\int_{-\infty}^{\infty} W(x = x_b; v; t) dv$ at the barrier. Both quantities were obtained by a Langevin calculation.

As can be seen in Figure 3, the mean velocity at the barrier $\bar{v}(x = x_b; t)$ gradually decreases during the onset of the fission width before reaching its asymptotic value in the stationary state. However, the variation of the amplitude of the probability distribution $\int_{-\infty}^{\infty} W(x = x_b; v; t) dv$ is much more important. Indeed the variation of the amplitude with time extends over many orders of magnitude during the transient time as exhibited in Figure 4. Therefore, the variation of the amplitude of the probability distribution at the fission barrier represents the dominating influence on the onset of the flux, and consequently of the decay width.

For a more general understanding of the respective importance of the different contributions, we would like to compare the influences of the amplitude and of the mean velocity on the flux in the simple example of diffusion (over-damped motion) without driving force. In this limit, the FPE leads to the following reduced Smoluchowski equation [31]:

$$\frac{\partial}{\partial t} W(x; t) = -\frac{\partial}{\partial x} \left( \beta \mu W(x; t) \right)$$

$$\frac{\partial}{\partial x} \left( \frac{T}{\beta \mu} \right) W(x; t)$$

(11)
Figure 3: Two-dimensional contour plot of the velocity distribution at the barrier $W(x = x_b, v; t)$ as a function of time. Contour lines mark heights separated by a factor of two. The result has been obtained from a numerical calculation using the Langevin approach with the parameters $T = 3$ MeV and $\beta = 1 \cdot 10^{21} \text{ s}^{-1}$ (upper figure) and $T = 3$ MeV and $\beta = 5 \cdot 10^{21} \text{ s}^{-1}$ (lower figure). The calculation starts with the distribution in deformation $x$ and conjugate momentum $p = \mu v$ given by the zero-point motion in the ground state. The dashed line represents the mean velocity at the barrier as a function of time.

The probability distribution with initial width zero in the ground state at $x = 0$ and initial velocity $v = 0$ thus evolves in the following way [32]:

$$W(x; t) = \frac{1}{\sqrt{2\pi \sigma^2_x}} \exp \left( -\frac{x^2}{2\sigma^2_x} \right)$$  \hspace{1cm} (12)

with

$$\sigma^2_x = \frac{2T}{\mu \beta} t$$  \hspace{1cm} (13)
Figure 4: Amplitude of the probability distribution at the barrier deformation $x_b$ from the Langevin calculation (full line) above the potential of Figure 2 with the parameters $T = 3$ MeV and $\beta = 1 \cdot 10^{21}$ s$^{-1}$ (upper part), respectively $\beta = 5 \cdot 10^{21}$ s$^{-1}$ (lower part), compared with the amplitude at the barrier deformation $x_b$ above the parabola adapted to the curvature of the potential in the ground state (dashed line). All functions are normalised to the value at $t = 5 \cdot 10^{21}$ s.

The amplitude $W(x_b; t)$ of the system at the barrier is thus given by:

$$W(x_b; t) = \frac{1}{\sqrt{2\pi \sigma_x}} \exp\left(-\frac{x_b^2}{2\sigma_x^2}\right) = \frac{1}{\sqrt{4\pi T t}} \exp\left(-\frac{x_b^2}{4Tt}\right) \propto \frac{1}{\sqrt{t}} \exp\left(-\frac{1}{t}\right)$$  \hspace{1cm} (14)

By applying the continuity equation (see also equation (36)), one obtains the mean velocity $\bar{v}$ at the barrier:

$$\bar{v}(x_b; t) = \frac{T}{\beta \mu \sigma_x^2} x_b = \frac{x_b}{2t} \propto \frac{1}{t}$$ \hspace{1cm} (15)

Thus, the flux as the product of amplitude and velocity varies like $\frac{1}{t^{3/2}} \exp\left(-\frac{1}{t}\right)$. Since for small times $\frac{1}{t^n} \exp\left(-\frac{1}{t}\right)$ behaves like $\exp\left(-\frac{1}{t}\right)$, $\forall n$, the amplitude governs the evolution of the flux at the beginning of the process as illustrated in Figure 5.
Let us now consider the influence of the shape of the potential on the time dependence of the amplitude at the barrier. With this aim, Figure 4 compares the variation of the amplitude at the barrier $W(x = x_b; t)$ obtained **numerically** using the realistic potential of Figure 2 with the solution of the FPE obtained **analytically** for a parabolic potential. The curvature of the latter corresponds to the curvature of the realistic potential in the ground state. One observes that both curves vary over many orders of magnitude in a very similar way. This result, perhaps surprisingly, suggests the minor impact of the shape of the potential on the variation of the amplitude.

In addition to these numerical results, we would like to strengthen this conclusion by more analytical arguments. With this aim in view, we compare the result for a simple diffusion problem without driving force obtained by solving the Smoluchowski equation (11) and the result for the parabolic potential in the over-damped region at a given deformation $\Delta x$. In both cases, the distribution is a Gaussian function in deformation given above by equation (12). The solution for $\sigma_x$ as a function of time for the first diffusion case was already given in equation (13)

$$\sigma_x^2 = \frac{2T}{\mu \beta} \cdot t$$

while the full solution for a parabolic potential [32] corresponds to

$$\sigma_x^2 = \frac{T}{\mu \omega_g^2} \left[ 1 - \exp(-\beta_1) \left( \frac{2\beta_1^2}{\beta_1^2} \sinh^2 \left( \frac{\beta_1 t}{2} \right) + \frac{\beta_1}{\beta_1^2} \sinh(\beta_1 t) + 1 \right) \right]$$

where:

$$\beta_1 = \left( \beta^2 - 4\omega_g^2 \right)^{1/2}$$

**Figure 5:** Schematic comparison of the influence of amplitude and velocity on the flux at the barrier in a simple diffusion problem. See text for details.
In the over-damped regime, the physical meaning of equation (16) may be easily understood: \( \beta \) is large and equation (16) can be approximated by the following equation

\[
\sigma_x^2 \approx \frac{T}{\mu \omega_x^2} \left( 1 - \exp \left( -\frac{2 \omega_b^2}{\beta} t \right) \right)
\]

(18)

in which we have replaced \( \beta_t = \beta - 2 \omega_b^2 / \beta \) by \( \beta \) and neglected the terms \( \exp(-\beta t) \). Actually, equation (16) is already quantitatively very similar to equation (18) for \( \beta \geq 5 \cdot 10^{21} \) s\(^{-1}\). Equation (18) shows that the process of the population of the deformation space can be described by a probability distribution with the shape of a Gaussian whose second moment exponentially approaches the asymptotic value.

We see that equation (13) is the first-order approximation of equation (18), indicating that up to \( t \approx \frac{\beta}{2 \omega_b^2} \) the evolution of the amplitude of the probability distribution at the barrier deformation for a parabolic potential is very similar to that for the simple diffusion problem. Since the transient time \( \tau_{\text{trans}} \) in the over-damped regime as defined by Grangé et al. [13] is approximately given by equation (1), the above-mentioned similarity extends to around half the transient time. We conclude that the spreading of the probability distribution during the time lapse in which the flux sets in is rather insensitive to the shape of the potential.

In Figure 4, we have compared the amplitude obtained for a realistic and a parabolic potential because the FPE can be solved analytically only in the simplest cases for which the potential has a parabolic form and the transport coefficients are constant. More complicated situations, e.g. for a realistic potential, like the one displayed in Figure 2, or in the case of deformation-dependent transport coefficients, have to be solved numerically. Concerning the approximation of transport coefficients that do not depend on deformation, the importance of such an assumption can be considerably reduced by the choice of an appropriate coordinate system as demonstrated in appendix A1. There it is shown that any given problem can be reformulated in an adapted coordinate system, where the inertia or friction coefficient does not vary with deformation, without changing the physics of the problem. In addition it is pointed out that theoretical one-body and two-body dissipation models predict that the variation of the dissipation strength with deformation is weak.

The initial conditions of the system concern the population in deformation and conjugate momentum as well as the temperature and angular momentum of the nucleus. Their determination relies on the description of the initial properties of the nuclear system after the reaction to be studied. Therefore, the initial population depends strongly on the entrance channel considered. While e.g. fusion reactions can lead to rather deformed compound nuclei and involve a broad range of angular momentum, very peripheral nuclear collisions at relativistic energies are characterised by small initial shape distortions and low angular momenta. The initial conditions are important for the evolution of the system, because they affect the time dependence of the fission-decay width \( \Gamma_f(t) \). In section 2.4 we will propose a way to take the initial conditions into account in the analytical approximation of the time-dependent fission width \( \Gamma_f(t) \).
2.3. New description of the time-dependent fission-decay width $\Gamma_f(t)$

In the previous section, we have collected some characteristics of the dissipation process, which have a rather general validity: the predominance of the amplitude for the time evolution of the flux and the minor importance of the shape of the potential for the early evolution of the probability distribution in deformation and conjugate momentum. In ref. [30] a realistic approximation for the decay width $\Gamma_f(t)$ that is based on these features has been presented. In the following, the various steps to derive this approximation will be illustrated in detail.

First of all, we will develop a slightly modified expression for the exact description of the fission-decay width, whose definition was already given above in equation (9). We start by defining the normalised probability distribution $W_n(x = x_b, \nu, t)$ at the fission-barrier deformation $x_b$ as:

$$ W_n(x = x_b, \nu, t) = \frac{W(x = x_b, \nu, t)}{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W(x, \nu, t) d\nu dx} \quad (19) $$

Considering equation (19) and introducing the mean velocity $\bar{\nu}$ at the barrier deformation already used in equation (10), the fission width of equation (9), can be reformulated as follows:

$$ \Gamma_f(t) = \hbar \cdot \bar{\nu}(x = x_b; t) \cdot \int_{-\infty}^{+\infty} W_n(x = x_b, \nu, t) d\nu \quad (20) $$

By defining the amplitude at the barrier, integrated over velocity by

$$ W_n(x = x_b; t) = \int_{-\infty}^{+\infty} W_n(x = x_b, \nu, t) d\nu \quad (21) $$

the fission width can be written as

$$ \Gamma_f(t) = \hbar \cdot \bar{\nu}(x = x_b; t) \cdot W_n(x = x_b; t) \quad (22) $$

In the stationary case we get:

$$ \Gamma_f(t \to \infty) = \hbar \cdot \bar{\nu}(x = x_b; t \to \infty) \cdot W_n(x = x_b, t \to \infty) \approx \Gamma^K_f \quad (23) $$

where we have identified the asymptotic fission width by the Kramers expression $\Gamma^K_f$ from equation (4).

Finally, combining equations (22) and (23), we can reformulate the time-dependent fission width as:
At this point, we introduce two approximations that lead to a new analytical description of the time-dependent fission width. The first approximation is to neglect the variation of the mean velocity with time. Thus, \( \bar{v}(x = x_b; t) \) is replaced by its asymptotic value \( \bar{v}(x = x_b; t \to \infty) \) in the numerator of equation (24), leading to the following expression:

\[
\Gamma_f(t) \approx \frac{W_n(x = x_b; t)}{W_n(x = x_b, t \to \infty)} \cdot \Gamma_f^K
\]  

(25)

This approximation is well justified by our previous investigations in section 2.2 that have shown that the variation of the mean velocity at the barrier is small compared to the variation of the amplitude, and therefore the evolution of the amplitude \( W(x = x_b, t) \) with time has a much stronger influence than the mean velocity.

A second approximation which we used in ref. [30] consists of expressing the shape of the ingrowth function at the fission barrier, which is given by the shape of \( W_n(x = x_b, t) \) in equation (25), by the analytical solution derived for a parabolic potential [32]. The validity of this second simplification is again justified by our previous investigations in section 2.2, where we have shown that the amplitudes at the barrier \( W \) and \( W_{par} \) for a realistic and a parabolic potential, respectively, evolve in a quite similar way at the beginning of the process, see Figure 4. Consequently, the following set of equations represents an analytical expression of the fission decay width that is based on realistic assumptions:

\[
\Gamma_f(t) \approx \frac{W_{par}(x = x_b, t)}{W_{par}(x = x_b, t \to \infty)} \cdot \Gamma_f^K
\]  

(26)

in which we implement the parabolic solution (equations (12) and (16)):

\[
W_{par}(x, v; t) = \frac{1}{\sqrt{2\pi} \sigma_x} \cdot \exp \left( -\frac{x^2}{2\sigma_x^2} \right)
\]

\[
\sigma_x^2 = \frac{T}{\mu \omega^2} \left[ 1 - \exp \left( -\beta t \right) \left[ \frac{2\beta^2}{\beta_1^2} \sinh^2 \left( \frac{\beta t}{2} \right) + \frac{\beta}{\beta_1} \sinh(\beta t) + 1 \right] \right]
\]

Note, that we replaced the normalised probability \( W_{n,par} \) by the unnormalised quantity \( W_{par} \) in equation (26), because in the case of the parabolic potential the probability distribution is confined, and thus \( \int_{-\infty}^{+\infty} W_{par}(x; t) \approx \int_{-\infty}^{+\infty} W_{par}(x; t) \).
2.4. Initial conditions

The analytical solution of the FPE for a parabolic potential derived in [32], which we use in equation (16), refers to specific initial conditions corresponding to a $\delta$ function in deformation and momentum. This means that the initial deformation is in the minimum of the parabola, corresponding to the nuclear ground state, and the initial momentum is zero. However, as discussed in section 2.2., a realistic description should include the initial population related to the reaction under study. Due to the uncertainty principle, the initial probability distribution $W(x, v; t = 0)$ differs from a $\delta$ function whatever the entrance channel is. To account for this effect, we introduced in ref. [30] a time shift $t_0$ in equation (16) for the standard deviation $\sigma_x^2$:

$$
\sigma_x^2 = \frac{T}{\mu \omega_\xi} \left[ 1 - \exp(-\beta(t - t_0)) \left[ \frac{2\beta^2}{\beta_i^2} \sinh^2 \left( \frac{\beta_i(t - t_0)}{2} \right) + \frac{\beta}{\beta_i} \sinh(\beta_i(t - t_0)) + 1 \right] \right] \quad (27)
$$

The time shift $t_0$ accounts for the time needed for the probability distributions, expressed by equations (12) and (16), to establish the initial distribution in deformation space. One should stress that such a procedure is not restricted to any specific initial condition. In fact, it can be applied to any reaction, under the condition that the phase space populated by the entrance channel can be assumed to be Gaussian. An alternative way to consider a finite width in the initial conditions of the analytical solution of the FPE for the parabolic potential (also restricted to Gaussian-like distributions) has been developed recently by Boilley et al. [33].

In [30] we assumed an initial distribution in deformation and momentum, which corresponds to the zero-point motion at the ground state of the nucleus. This is the narrowest distribution compatible with the uncertainty principle. This condition, related to a nucleus with a distribution in deformation corresponding to the nuclear ground state, is approximately valid for reactions which introduce small shape distortions like peripheral collisions at relativistic energies [34]. These reactions will be investigated in the framework of dissipation studies in our following paper [25]. The time shift $t_0$ corresponding to the zero-point motion was given in ref. [30] by:

$$
t_0 = \text{MAX} \left\{ \frac{1}{\beta} \ln \left( \frac{2T}{2T - h \omega_\xi} \right), \frac{h\beta}{4\omega_\xi T} \right\} \quad (28)
$$

Equation (28) accounts for both the under-damped and the over-damped cases. In the under-damped case, the deformation and the momentum coordinate saturate at about the same time.

\(^{c)}\) A recent publication [Phys. Lett. B 567 (2003) 189.] criticises the application of an effective time shift, which was proposed in our previous publication [30] for introducing the initial condition of the zero-point motion. The criticism is based on a misinterpretation of “$t_0$ as a kind of relaxation time to the equilibrium of the oscillator, as represented by the ground state”. We stress here that this time shift $t_0$ does not account for the relaxation towards equilibrium but represents a mean to model the distribution corresponding to the zero-point motion quantum state.
Therefore, the time shift needed for the probability distribution, expressed by equations (12) and (16), to reach the width of the zero-point motion in deformation is equal to the time that the average energy of the collective degree of freedom needs to reach the value $E_0 = \frac{1}{2} \hbar \omega_g$ associated to the zero-point motion. Considering the energy transfer $E_r$ from the heat bath of the intrinsic excitations at temperature $T$ to the oscillation in deformation as given by the FPE, the effective time delay $t_0^{\text{under}}$ is determined by:

$$E_r = T \cdot \left[ 1 - \exp(-\beta \cdot t_0^{\text{under}}) \right] \quad (29)$$

This leads to the following equation:

$$t_0^{\text{under}} = \frac{1}{\beta} \left( \ln\left( \frac{T}{T - E_0} \right) - \ln\left( \frac{2T}{2T - \hbar \omega_g} \right) \right) \quad (30)$$

and gives rise to equation (28) for the under-damped case in which $\beta$ is small.

In the over-damped case, it is the width in deformation, which mostly determines the time-dependent behaviour of the system due to diffusion, while the velocity profile adapts very fast due to the strong coupling between intrinsic and collective degrees of freedom. Therefore, we determine the time delay $t_0$ by requiring the width in deformation of the solution of the FPE at $t = 0$ to be equal to the width of the zero-point motion $\sigma_{x_0}^2 = \frac{E_0}{\omega_0^2} = \frac{\hbar}{2\mu \omega_g}$. The full analytical solution obtained in [32] for the width of the probability distribution for a parabolic potential was already given by equation (16) and approximated in the over-damped region by equation (18). As a consequence of equation (18), the width in deformation related to the zero-point motion $\sigma_{x_0}^2$ is given by

$$\sigma_{x_0}^2 = \frac{T}{\mu \omega_g^2} \left\{ 1 - \exp\left( -\frac{2\omega_g^2 t_0^{\text{over}}}{\beta} \right) \right\} \quad (31)$$

where $t_0^{\text{over}}$ stands for the time needed to establish the zero-point motion distribution in deformation starting the calculation from a $\delta$ function.

In praxis, the temperature of the system is usually much higher than the zero-point energy (let us remind that the effective temperature which corresponds to the zero point motion amounts to 0.5 MeV in our case for which $\hbar \omega_g = 1$ MeV). This means that the width in deformation corresponding to the zero-point motion $\sigma_{x_0}^2$ is much smaller than the width in thermal equilibrium $\sigma_x^2(t \to \infty)$:

$$\sigma_{x_0}^2 = \frac{\hbar}{2\mu \omega_g} \ll \sigma_x^2(t \to \infty) = \frac{T}{\mu \omega_g^2} \quad (32)$$
which means that $1 - \exp \left( -\frac{2\omega_g^2}{\beta} \cdot t_0 \right)$ can be replaced by $\frac{2\omega_g^2}{\beta} \cdot t_0$ in equation (31), and $t_0$ is given by

$$t_0 \approx \frac{h \beta}{4 \omega_g T} \quad (33)$$

It is legitimate to consider the solution of the parabolic potential in the derivation of $t_0$, since we have shown in Figure 4 that the variation of the amplitude with time for the realistic and the parabolic potential is very similar at small times.

In Figure 6, we compare the standard deviation of the probability distribution for $x < x_b$ as given by a Langevin calculation with the standard deviation $\sigma$, of the approximate solution obtained from equation (27). In the strongly under-damped case (Figure 6a) as well as in the strongly over-damped case (Figure 6d), the initial width of the parabolic solution including the time shift (long dashed line) agrees well with the numerical result of the Langevin calculation (thick full line). But also in the intermediate range (Figure 6b and Figure 6c), the time-shifted parabolic solution of equation (27) and the Langevin calculations come very close around $t = 0.5 \times 10^{-21} \text{ s}$. The deviations at smaller times are not important, since the amplitude of the probability distribution at the barrier is still so low that the flux is practically zero (see Figure 7 and the discussion below).

**Figure 6**: Standard deviation $\sigma$ of the probability distribution from a Langevin calculation inside the fission barrier of the potential given in Figure 2 (full lines) compared to the standard deviation of the analytical solution of the FPE for the parabolic potential with (long-dashed line) and without (short-dashed line) effective time shift $t_0$ given by equation (28). In all cases we have considered the nucleus $^{248}\text{Cm}$ and $T = 3 \text{ MeV}$. Two curves are given for the Langevin calculation: The thin full curve starts from $x = 0$ and $p = 0$. The thick full curve has been obtained by starting the trajectories with a sample from Gaussian distributions in deformation and momentum, corresponding to the zero-point motion in the parabolic potential adapted to the curvature of the potential of Figure 2 at the ground state. The comparison is given for four examples, from a strongly under-damped ($\beta = 0.1 \times 10^{21} \text{ s}^{-1}$) to a strongly over-damped case ($\beta = 20 \times 10^{21} \text{ s}^{-1}$).

The thin full lines in Figure 6 have been obtained assuming a $\delta$ function located at $x = 0$ and $p = 0$ as initial condition. The comparison between the thin and the thick full curves shows
that the inclusion of the zero-point motion as initial condition in the Langevin equation corresponds essentially to a time shift. Furthermore, the analytical approximation shifted by the time lapse \( t_0 \) of equation (28) enables us to reproduce the width in deformation of the probability distribution corresponding to the initial conditions of the Langevin calculation, as shown by the long-dashed lines.

The influence of the introduction of \( t_0 \) on the fission-decay rate \( \lambda_f(t) \) is illustrated in Figure 7. There it is clearly seen that shifting the analytical expression (long dashed line) by the time lapse \( t_0 \) nicely reproduces the onset of fission obtained directly from the solution of the equation of motion (histogram) started with the probability distribution corresponding to the zero-point motion.

To finish this section, we would like to mention that elaborate studies [35] have shown that the variance \( \sigma_{s0}^2 \) of the position distribution of the zero-point motion of a damped oscillator is smaller than the value \( \hbar/(2\mu\omega_g) \) found for an undamped oscillator, which we have used to derive equation (33). In particular it was shown, that this difference becomes more important in the over-damped regime with increasing damping [35, 36]. Quantitatively, for \( \beta = 1.52 \cdot 10^{21} \text{ s}^{-1} \) the variance of the damped quantum oscillator at the ground state is 24\% smaller than the variance of the undamped quantum oscillator, and for \( \beta = 15.2 \cdot 10^{21} \text{ s}^{-1} \) it is around 67\% smaller. Since \( t_0^{\text{over}} \) is proportional to \( \sigma_{s0}^2 \), the same reduction as for the variance applies for \( t_0^{\text{over}} \). However, Figure 7 shows that the transient time is about one order of magnitude larger than the effective time shift \( t_0^{\text{over}} \) and therefore the smaller variance of the damped quantum oscillator has only little effect on the time dependence of the fission-decay rate.

\[ \text{Figure 7: Time-dependent fission-decay rate } \lambda_f(t) \text{ resulting from the Langevin calculation (histogram) compared to the analytical approximation of [30] including (long dashed line, see equation (27)) or not (short dashed line, see equation (17)) the time shift } t_0 \text{ defined by equation (28) for the nucleus } ^{248}\text{Cm with } \beta = 2 \cdot 10^{21} \text{ s}^{-1} \text{ at } T = 3 \text{ MeV}. \text{ Note that shifting the analytical approximation in time permits to describe the onset of the process as done by the numerical solution of the equation of motion.} \]
2.5. Improved approximation for the time-dependent fission width

The analytical approximation of the time-dependent fission decay width $\Gamma_f(t)$ discussed in section 2.3. was derived neglecting the variation of the mean velocity at the barrier $\bar{v}(x = x_b; t)$. In this section we propose to include this variation in an approximate way. It can be shown that in the FPE the mean velocity and the logarithmic slope of the probability distribution at a given deformation $x$ are closely related. To demonstrate this, we will make use of the Smoluchowski equation [31]:

$$\frac{\partial}{\partial t} W(x; t) = \frac{1}{\beta \mu} \left\{ \frac{\partial}{\partial x} \left[ \frac{dV}{dx} W(x; t) \right] + T \frac{\partial^2}{\partial x^2} W(x; t) \right\}$$

(34)

where: $V$ stands for the nuclear potential (see the example in Figure 2).

After integration, regarding that $\frac{dV}{dx} = 0$ at the barrier $x_b$ and that $W(x; t) = 0$ for $x \rightarrow \infty$ as well as $\frac{\partial}{\partial x} W(x; t) = 0$ for $x \rightarrow -\infty$, we obtain the following result:

$$\int_{-\infty}^{x_b} \frac{\partial}{\partial t} W(x; t) dx = \frac{T}{\beta \mu} \left. \frac{\partial W(x; t)}{\partial x} \right|_{x_b}$$

(35)

Applying the continuity equation with the definition of the mean velocity introduced in equation (10) results in:

$$\int_{-\infty}^{x_b} \frac{\partial}{\partial t} W(x; t) dx = -\int_{-\infty}^{\infty} \bar{v} \cdot W(x = x_b, v; t) dv = -\left. \bar{v} \right|_{x_b} \cdot \int_{-\infty}^{\infty} W(x = x_b, v; t) dv = -\left. \bar{v} \right|_{x_b} \cdot W(x = x_b, t)$$

(36)

Note that by the continuity equation the velocity enters explicitly into this equation, while it is only an implicit variable in the Smoluchowski equation.

By dividing the previous expression by $W(x = x_b; t)$ and using equation (35) we finally obtain:

$$\left. \bar{v} \right|_{x_b} = -\frac{\beta \mu}{W(x = x_b; t)} \left. \frac{\partial W(x; t)}{\partial x} \right|_{x_b} = -\frac{T}{\beta \mu} \left. \frac{\partial [\ln(W(x; t))]}{\partial x} \right|_{x_b}$$

(37)

As can be seen from equation (37), the mean velocity $\left. \bar{v} \right|_{x_b} = \bar{v}(x = x_b; t)$ at the fission barrier is proportional to the logarithmic derivative of the amplitude at the fission barrier $\frac{\partial \ln(W)}{\partial x} \bigg|_{x = x_b}$. Therefore, the approximated analytical description of the fission-decay width $\Gamma_f(t)$ we proposed in ref. [30] and derived in detail in section 2.2 can be improved by introducing the variation of the logarithmic slope of the probability distribution at the barrier.
Unfortunately, we have no access to an analytical solution of the probability distribution above the realistic potential. Therefore, we use again the analytical solution of the FPE for the parabolic potential to account for the variation of the velocity profile in an approximate way. Figure 8 demonstrates with two examples that the variation in time of the logarithmic slope of the normalised amplitude at the barrier deformation is qualitatively similar for the parabolic and the realistic potential, although it quantitatively fails to reproduce the full variation. This similarity is understandable: Although the parabolic potential at \( x = x_b \) is not flat, the expression for the mean velocity for the parabolic potential corresponding to equation (37) still contains a term which is proportional to the logarithmic slope of the potential. This means that one obtains an improved estimation of the time-dependent fission width when equation (26) is replaced by the following expression:

\[
\Gamma_f = \frac{W^\text{par}(x = x_b; t)}{W^\text{par}(x = x_b; t \to \infty)} \left[ \frac{-d \ln \left( W^\text{par}(x; t) \right)}{dx} \bigg|_{x = x_b} \right] \cdot \Gamma^K \tag{38}
\]

**Figure 8**: The negative logarithmic slope of the probability distribution at the barrier position \( x_b \) for two cases: \( T = 3 \text{ MeV}, \beta = 0.5 \cdot 10^{21} \text{s}^{-1} \) (upper part) and \( T = 3 \text{ MeV}, \beta = 5 \cdot 10^{21} \text{s}^{-1} \) (lower part). The full line shows the numerical result of the Langevin approach with a realistic potential, while the dashed line corresponds to the result obtained with the analytical approximation for the parabolic potential given by equation (27).
Another deficiency of the analytical approximation proposed in ref. [30] results from the normalisation to the Kramers stationary value $\Gamma_f^K$. Indeed it is known that Kramers prediction underestimates the stationary fission width for temperatures larger than the fission barrier, leading to a discrepancy between our approximation and the exact FP or Langevin result in the stationary regime for $T \geq B_f$ (see Figure 1). To remove this deficiency, we propose to make use of the concept of the Mean First Passage Time (MFPT) [37]. The MFPT is the mean value of the distribution of first passage times. Although it can be evaluated at any deformation point $x_e$, it is physically meaningful at scission only, where the negative current of trajectories is negligible. This restriction is due to the absorption at $x_e$ in the definition of the MFPT itself. Consequently, at scission the MFPT is equivalent to the mean scission time $\tau_{\text{scission}}$. Furthermore, with the help of numerical FP calculations, Grangé et al. showed that $\tau_{\text{scission}}$ can be expressed as the sum of three contributions: the initial delay due to transient effects, the statistical decay time $\tau_{\text{stat}}$ and the dynamical saddle-to-scission time $\tau_{ss}$. Thus, they estimated the mean scission time by the following sum:

$$\tau_{\text{scission}} = \tau_{\text{stat}} + \sqrt{2} \tau_{\text{trans}} + \tau_{ss} \quad (39)$$

where the delay due to transient effects is approximated by half the transient time $\tau_{\text{trans}}$ as given by equation (1), and the saddle-to-scission time $\tau_{ss}$ is taken from [26]

$$\tau_{ss} = \frac{1}{2 \cdot \sqrt{\omega_{ss}^2 + \frac{\beta^2}{4}} - \beta} \ln \left( \frac{2 \cdot x_e \left( \sqrt{\omega_{ss}^2 + \frac{\beta^2}{4}} \right)^2 \cdot \left( \frac{\beta}{2} - \sqrt{\omega_{ss}^2 + \frac{\beta^2}{4}} \right)}{\beta T / \mu} \right) \quad (40)$$

The determination of the MFPT requires a numerical FP or Langevin calculation. However, in the over-damped regime, it can be evaluated analytically using the closed expression [37]:

$$MFPT = \frac{\beta \mu}{T} \int_0^{x_e} du \exp \left[ \frac{V(u)}{T} \right] \int_{-\infty}^{u} dv \exp \left[ - \frac{V(v)}{T} \right] \quad (41)$$

Thus, the validity of the analytical approximation of $\Gamma_f(t)$ given by equation (38) can be extended to temperatures larger than the fission barrier, for which the stationary value of Kramers cannot be used, replacing the Kramers width $\Gamma_f^K$ by the statistical fission-decay width $\Gamma_{\text{stat}}$, obtained from the following equation:

$$\Gamma_{\text{stat}} = \frac{\hbar}{\tau_{\text{stat}}} \approx \frac{\hbar}{MFPT - \sqrt{2} \tau_{\text{trans}} + \tau_{ss}} \quad (42)$$

Unfortunately, the closed expression of the MFPT as expressed with equation (41) being restricted to the over-damped region, such an analytical determination of the normalisation factor $\Gamma_{\text{stat}}$ is not valid in the under-damped region. However, since the validity of the
Kramers solution for the stationary fission rate is limited by the ratio $T/B_f < 1$, one could imagine that the relative deviation

$$r = \frac{\Gamma_{\text{stat}}}{\Gamma^K_f}$$

also quantitatively scales with the value of $T/B_f$, independently of the value of $\beta$. Thus, we investigated the behaviour of $r$ as a function of the dissipation strength $\beta$ by dividing the statistical fission-decay width $\Gamma_{\text{stat}}$ obtained from the numerical Langevin calculation by Kramers' prediction $\Gamma^K_f$. As can be seen in Figure 9, the value of $r$ was found to vary little as a function of $\beta$ for a given temperature.

![Figure 9: Ratio $r$ between the statistical fission-decay width $\Gamma_{\text{stat}}^{num}$ as extracted from a numerical Langevin calculation and Kramers' prediction $\Gamma^K_f$ as a function of the dissipation strength $\beta$. The calculations were performed for a $^{248}$Cm fissioning nucleus and a fission barrier of 3.7 MeV. The results are shown for three different temperatures, $T = 2$ MeV (circles), $T = 4$ MeV (triangles) and $T = 5$ MeV (squares).](image)

Thus, we propose the following prescription to evaluate the stationary fission-decay width: With the help of equations (42) and (43), the ratio $r$ can be determined analytically in the over-damped regime, where $\Gamma_{\text{stat}} = \frac{h}{MFPT - \frac{1}{2} \tau_{\text{trans}} - \tau_{\text{ss}}}$. The statistical fission-decay width in the under-damped regime can then be calculated according to equation (43) as the product of the ratio $r$ obtained for the over-damped regime and the corresponding $\Gamma^K_f$ for the under-damped regime. This solution allows overcoming the deficiency of Kramers prediction for large temperatures in the cases of over-damped and under-damped systems.

### 2.6. Quantitative results for the fission-decay rate

In the previous sections we have shown that the analytical approximation of the time-dependent fission-decay width proposed in ref. [30] and improved in this work, is based on
realistic assumptions. In this section, we systematically investigate its qualities and shortcomings over a wide range of dissipation strength and temperature. Figure 10 compares the fission-decay rate obtained by a Langevin code (histogram), the analytical approximation of [30] (short dashed line) and the improved expression of it given in the previous section (long dashed line). The single FP curve (full line) drawn in Figure 10 for $\beta = 5 \times 10^{21} \text{ s}^{-1}$ and $T = 5 \text{ MeV}$ stands only for reminding the equivalence of both Langevin and Fokker-Planck methods.

Figure 10: Systematic comparison of different approaches to the time-dependent fission-decay rate for different values of temperature $T$ and reduced friction coefficient $\beta$: Langevin approach (histogram), analytical approximation of [30] (short dashed line), improved expression given in this work (long dashed line). For $T = 5 \text{ MeV}$ and $\beta = 5 \times 10^{21} \text{ s}^{-1}$, the solution of the FPE (full line) is shown in addition. For the numerical Langevin and FP calculations, the deformation-dependent potential shown in Figure 2 has been used. The zero-point motion is considered by an initial effective temperature of 0.5 MeV.
Whereas the description of Bhatt et al. [26] starts too early as seen in Figure 1, the approximation of ref. [30] describes quite well the initial inhibition of fission. Under the condition that the system is not strongly under-damped and that the temperature is not too low, the analytical approximation reproduces the slope of the escape rate quite well. The agreement is less good in the under-damped region. However, as will be seen from the comparison with the experimental data, the range $1 \cdot 10^{21} \text{ s}^{-1} \leq \beta \leq 5 \cdot 10^{21} \text{ s}^{-1}$ is the most important. Let us note that the improved expression proposed by equation (38) leads to a slightly better agreement with the Langevin result at earliest times, and the modifications introduced by equations (41) to (43) permit to overcome the limitations of Kramers' description at temperatures larger than the fission barrier.

In ref. [26] the analytical approximation was derived separately for the under-damped and the over-damped region. The authors used the Smoluchowski equation (34) as soon as $\frac{\beta}{2 \omega_g} > 1$ that defines the limit between the under-damped and over-damped regime. This equation, in which the influence of inertia is neglected, corresponds to the reduced FPE in the asymptotic case of strongly over-damped systems ($\beta \to \infty$). In ref. [26], $\omega_g = 1.83 \cdot 10^{21} \text{ s}^{-1}$ is used so that $\beta = 5 \cdot 10^{21} \text{ s}^{-1}$ belongs to the over-damped region. We compare in Figure 11 the escape rate obtained by the Langevin and Smoluchowski equations for $\omega_g = 1.83 \cdot 10^{21} \text{ s}^{-1}$ and for three values of $\beta$ in the over-damped regime. There it can be seen that the sufficiently over-damped regime in which the Smoluchowski equation (34) is valid starts for values of $\beta$ larger than about $10 \cdot 10^{21} \text{ s}^{-1}$. This observation explains the discrepancy between the Langevin calculation and the approximation of Bhatt et al. for $\beta = 5 \cdot 10^{21} \text{ s}^{-1}$, illustrated in Figure 1. This proves that $\beta = 5 \cdot 10^{21} \text{ s}^{-1}$ does not correspond to a strong enough over-damped system for the Smoluchowski equation to be valid, at least for the present purpose to study transient effects where the onset of the fission-decay width is crucial. This implies that the Smoluchowski equation is not valid in the regime of one-body dissipation which typically corresponds to $\beta \approx 5 \cdot 10^{21} \text{ s}^{-1}$. Although the approximation of Bhatt et al. in [26] is rather well suited in the under-damped regime (see Figure 2 of ref. [26]), its deficiency to describe the earliest stages of the process for $\beta = 5 \cdot 10^{21} \text{ s}^{-1}$ was the reason that motivated us to derive another analytical approximation to the exact solution of the FPE. Our approximation gives a uniform continuous formulation for both the under-damped and the over-damped region and reproduces the onset of fission resulting from the numerical calculations rather closely.

![Figure 11](image-url): Time-dependent fission-decay rate as obtained from the resolution of the Smoluchowski equation (dash-dotted histograms) compared to the result of the Langevin equation (full histograms)
calculated with different values of $\beta$ for the nucleus $^{248}$Cm at $T = 5$MeV and a fission barrier of 3.7 MeV.

3. Dynamical approaches to the nuclear de-excitation process

In general, there exist three methods to model the decay of a heavy excited nucleus in a dynamical way. One method is based on the Langevin equation [15, 16], another one on the FP equation [14]. In both cases, the evolution of the system is followed in small time steps, either by computing the individual trajectories or the integral probability distribution of the system, respectively. At each time step, the probability for the evaporation of particles is computed and randomly decided. The third option corresponds to a dynamical evaporation code, in which the fission decay width is obtained by the solution of the Langevin or FP equation at each step of the evaporation chain. Such a code is equivalent to the Langevin or FP treatment. Unfortunately, as already stressed in section 1, such a procedure is inconceivable in many applications due to the high computational time required. However, any analytical approximation of the time-dependent fission decay width can replace the numerical solution, without destroying the equivalence of the code with a Langevin or FP approach, under the condition that the approximation used is as close as possible to the numerical solution. This crucial condition is fulfilled by the analytical formulation we propose in the present work, as we have shown.

In view of the above-mentioned equivalence, a statistical evaporation-fission code can be transformed into a dynamical de-excitation code by introducing a time-dependent fission-decay width. When two slightly simplifying assumptions are applied, it is enough to consider the time-dependence of the fission width. In this case, the evolution of the system in deformation does not enter explicitly in the code. Firstly, the deformation dependence of the particle-decay widths may be neglected. Secondly, the variation of the available intrinsic excitation energy as a function of deformation, investigated in reference [38], may be disregarded. Both approximations are not crucial in calculations which are restricted to the small deformation range from the initial state up to the saddle point. These effects could be considered by replacing the respective constant values by the values obtained by averaging over the actual deformation distribution in the corresponding time steps. Details on the implementation of the analytical approximation to the solution of the FPE developed in this work in our de-excitation code ABRABLA are given in reference [25].

4. Summary

The relaxation process of a nuclear system towards equilibrium leads to a delay of fission compared to the Kramers fission decay time. This feature of nuclear fission, which originates from dissipation, is automatically brought to light by solving the equation of motion in the Fokker-Planck or Langevin approach. An equivalent procedure, which in addition enables one to avoid high computational times, consists of including a realistic analytical time-dependent fission-decay width in an evaporation code. A meticulous investigation of the evolution of the probability distribution of the system in phase space all along its dynamical path permitted us to extract the main features of the relaxation process. Making use of these results, we have developed an easily calculable approximation of the time-dependent fission-decay width that is based on realistic physical assumptions. Compared to other approximations widely used in the past, our new analytical formulation has proven to reproduce rather closely the trend of
the exact solution in the under- as well as in the over-damped regime. At this stage, it is more than desirable to carefully study, how the description of transient effects influences the conclusions drawn on dissipation. Indeed, such an investigation may be crucial with respect to the reliability of previous works using less realistic formulations for the time-dependence of the fission decay width, and namely the exponential in-growth function. The new analytical expression, which we propose in the present work, definitely represents an improvement in that direction.
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Appendices

A1: Choice of the coordinate system

Describing any physical process needs to have recourse to some coordinate system. This is particularly important for the studies of fission dynamics, which deal with the evolution of a nucleus in deformation space. In this appendix we will point out that the process can be described using a constant, coordinate-independent, mass parameter, respectively mass tensor in the case of more than one dimension, without any restriction on the physics of the problem. Also the use of a constant friction strength turns out to be close to the theoretical expectations as will be shown below.

In our work, the Langevin as well as the Fokker-Planck equation were solved by assuming that neither nuclear inertia, nor nuclear friction depends on deformation. It is the aim of this appendix to estimate how crude this assumption is. As an example, we will consider the Langevin equation.

A1.1 Equation of motion

The dynamical evolution of a fissioning nucleus can be described by the following Langevin equation of motion for a given deformation coordinate \( q \) and its conjugate momentum \( p \): (for simplification we restrict ourselves to the one-dimensional Langevin equation, but it can easily be generalized to \( n \) dimensions)

\[
\frac{dq}{dt} = -\frac{p}{\mu(q)}
\]

(A1.1)

\[
\frac{dp}{dt} = \frac{1}{2} \left( \frac{p}{\mu(q)} \right)^2 \frac{d\mu(q)}{dq} - \frac{dV(q)}{dq} - \frac{\gamma(q)}{\mu(q)} p + \sqrt{D(q)} f(t)
\]
where: \( \mu(q) \) and \( \gamma(q) \) correspond to the nuclear inertia and friction coefficient, respectively.

The driving force \(-\frac{dV(q)}{dq}\) is derived from the nuclear potential \( V(q) \). The Langevin random force, last term of the right-hand side of the second part of equation (A1.1), describes the fluctuating, or Brownian, part of the surrounding medium on the motion of the particle. In the framework of the fluctuation-dissipation theorem, the diffusion coefficient \( D(q) \) can be related to friction via the Einstein relation: \( D(q) = \gamma(q)T \).

Dividing equation (A1.1) by \( \mu(q) \) so that to make appear the velocity \( \frac{dq}{dt} = -\frac{p}{\mu(q)} \), it follows:

\[
\frac{d^2q}{dt^2} = -\frac{1}{\mu(q)} \frac{d\mu(q)}{dq} \frac{d^2q}{dt^2} - \frac{1}{\mu(q)} \frac{dV(q)}{dq} - \frac{\gamma(q)}{\mu(q)} \frac{dq}{dt} + \frac{1}{\mu(q)} \sqrt{D(q)} f_L(t) \tag{A1.2}
\]

Numerical calculations show that the first term on the right-hand side of equations (A1.1) and (A1.2) can be neglected. Consequently, this term will be omitted in the following.

For the simple case of an oscillator characterised by its frequency \( \omega \), equation (A1.2) turns into:

\[
\frac{d^2q}{dt^2} = -\omega^2 q - \frac{\gamma(q)}{\mu(q)} \frac{dq}{dt} + A(t) \tag{A1.3}
\]

where the last random term of the right-hand side of (A1.2) has been replaced by \( A(t) \) (which does not depend on the velocity and is assumed to change rapidly compared to the variations of the velocity [32]). The frequency \( \omega(q) \) is given by:

\[
\omega(q) = \sqrt{\frac{\frac{d^2V}{dq^2}}{\mu(q)}} = \sqrt{\frac{C}{\mu(q)}} \tag{A1.4}
\]

Remembering that the diffusion term \( A(t) \) is ultimately determined by the equilibrium fluctuations [6], it clearly appears that only the two ratios \( \frac{C}{\mu} \) and \( \frac{\gamma}{\mu} \) of the transport coefficients govern the average motion. Note that both quantities \( \sqrt{\frac{C}{\mu}} \) and \( \frac{\gamma}{\mu} \) have the dimension of inverse time. Thus, these ratios are invariant to transformations of the coordinate system in contrast to the transport coefficients \( \mu(q) \), \( \gamma(q) \) and \( C \) themselves.

### A.1.2 Coordinate transformation

As the physics does not depend on the coordinate system, whereas nuclear inertia \( \mu \) as well as nuclear friction \( \gamma \) do, it may be convenient to choose a system in which one of these two transport coefficients is constant. Let us assume that starting from the coordinate system \( q \),
we are interested in a deformation space $x$ in which the inertia coefficient is constant. The total energy $E_{tot} = E_{kin} + E_{pot}$ has to be conserved when switching from one system to the other what requires:

\[
\frac{1}{2} \mu(q) \left( \frac{dq}{dt} \right)^2 + V(q) = \frac{1}{2} \mu(x) \left( \frac{dx}{dt} \right)^2 + V(x)
\]
\[
= \frac{1}{2} \mu(q) \left( \frac{dq}{dx} \right)^2 \left( \frac{dx}{dt} \right)^2 + V(q[x])
\]

As the potential energy $V$ at a given deformation remains the same in both coordinate systems, it follows:

\[
\mu(x) = \mu(q) \left( \frac{dq}{dx} \right)^2
\]

Requiring that the inertia coefficient is constant and equal to $\mu_0$ in the deformation space $x$, one obtains from equation (A1.6):

\[
dx = dq \sqrt{\frac{\mu(q)}{\mu_0}}
\]

Starting from a given coordinate system $q$, the numerical solution of equation (A1.7) enables us to construct another coordinate system $x$ in which $\mu$ is deformation independent. After discretisation, equation (A1.7) transforms to:

\[
\Delta x = \Delta q \sqrt{\frac{\mu(q)}{\mu_0}}
\]

The correspondence between two initial coordinate values $x_0$ and $q_0$ as the starting point of the discretisation procedure may be arbitrarily chosen.

As the ratio $\beta = \frac{\gamma}{\mu}$ which describes the damping of the system is a physical property of the process which is invariant against a coordinate transformation, the deformation dependence of $\gamma$ in the coordinate system $x$ is given by:

\[
\gamma(x) = \mu_0 \frac{\gamma(q)}{\mu(q)}
\]

In the local harmonic approximation, which has proven to be quite well suited to describe nuclear collective motion [6], the invariance of the frequency $\omega$ mentioned above relates the second derivative of the potential in the respective coordinate system to the corresponding mass parameter:

\[
\omega(x) = \omega(q) \quad \Rightarrow \quad \sqrt{\frac{d^2V(x)}{dx^2}}/\mu(x) = \sqrt{\frac{d^2V(q)}{dq^2}}/\mu(q)
\]
In an analogous way, one may construct a coordinate system, in which the friction coefficient $\gamma$ becomes a constant, however, it is in general not possible to obtain both a constant mass parameter and a constant friction coefficient at the same time by any coordinate transformation.

**A1.3 Coordinate system introduced by Grangé et al.**

In our work, the Langevin calculations were performed using the cubic potential shape proposed by Grangé et al. in ref. [13] displayed in Figure 2 and assuming that the transport coefficients do not vary with deformation. The nuclear inertia is taken equal to the reduced mass $\frac{A}{4}$, and the dissipation strength $\beta = \frac{\gamma}{\mu}$ is an adjustable constant input parameter. In the present section, we check with the help of independent calculations that the deformation-parameterised potential $V(x)$ proposed in [13] is not unrealistic and, moreover, that it is quite well adapted to a coordinate system in which the inertia parameter is constant.

Let us consider the collective deformation parameter $q$ introduced in ref. [39] based on the nuclear-shape parameterisation of Trentalange et al. [40]. In ref. [41] Pomorski et al. studied the dynamical evolution of a fissioning nucleus on the Liquid Drop Model (LDM) potential landscape by solving the Langevin equation of motion for the collective deformation parameter $q$. This model has proven quite successful since the agreement between predicted and measured neutron prescission multiplicities is rather good and this over a wide range of nuclear fissioning masses [17]. Furthermore, Pomorski et al. [41] take into account a deformation-dependent inertia calculated in the framework of the incompressible Werner-Wheeler fluid approach [5] as well as a deformation-dependent friction coefficient determined by the wall-and-window formula [4]. With the help of this model, we determined the mean fission path of a $^{248}\text{Cm}$ compound nucleus parameterised as a function of $q$. We chose an excitation energy of 165 MeV so that the model of [41] leads to a fission-barrier height of about 3.8 MeV that is close to the height obtained with the cubic potential of Grangé et al. [13]. This calculation permitted us to evaluate the deformation-dependent inertia $M(q)$ and friction $\gamma(q)$ along the mean symmetric fission path. On the basis of this result, we performed a coordinate transformation using the procedure described above by equations (A1.8) and (A1.9) requiring a constant mass equal to the reduced mass $\frac{A}{4}$. That enables us to define the potential $V$ as well as the friction coefficient $\gamma$ in a new coordinate system, which we call $x$. The potential $V(x)$, resulting from this procedure was found to be very similar to the potential introduced by Grangé et al. [13], shown in Figure 2. Approximating the two potential landscapes $V(q)$ and $V(x)$ by a parabola around their respective minimum and maximum, we evaluated and compared the frequencies $\omega(q)$ and $\omega(x)$ both in the ground state and at the barrier. We obtained that the frequencies in both coordinate systems differ by about 3-4% only.

This brief study allows us to conclude that the potential as parameterised by Grangé et al. [13] and which we widely used in our work is consistent with a coordinate system in which the mass parameter is constant.
A.1.4 Deformation-dependence of the damping strength

Although the result of the previous section can justify our approximation of a constant mass, it does not have any consequence on the additional approximation we made concerning the deformation-independence of the friction parameter $\gamma$. Indeed, in our calculation neither $\beta = \gamma / \mu$ nor $\mu$ depends on deformation, and thus the friction coefficient $\gamma$ is deformation-independent as well. We would like to investigate, how crude this assumption is expected to be.

As we have already stressed in the discussion of equation (A1.3), what defines the physical process, is neither $\mu$ nor $\gamma$ but the ratio $\beta$ between both, which describes the damping of the system. In ref. [16], Fröbrich et al. studied the variation of the dissipation strength $\beta$ as a function of the distance between the centres of mass of the emerging fission fragments for several fissioning nuclei and two different friction models, one based on the one-body wall-and-window formula and the other on the two-body viscosity theory. They showed that the dissipation strength $\beta$ does not vary drastically with deformation whatever friction approach one considers. Consequently, while our deformation-independent mass does not introduce any restriction, our single approximation of a constant friction is not crucial.

A2: Details of the Langevin calculations

The Langevin calculations performed in this work are based on numerically solving equation (A1.1). This is done using the following discretised equations:

$$x_{i+1} = x_i + \frac{p_i}{\mu} \Delta t \quad \text{(A2.1)}$$

$$p_{i+1} = p_i - \frac{dV}{dx} \Delta t - \beta \cdot p_i \cdot \Delta t + \sqrt{\beta \cdot \mu \cdot T \cdot \Delta t} \cdot \Gamma \quad \text{(A2.2)}$$

The variables and parameters are defined in table A2.1. For details see e.g. the review of Fröbrich and Gontchar [16]. The reduced friction coefficient $\beta$ and the mass parameter $\mu$ were assumed not to vary with deformation. Following ref. [26], the value of the mass parameter was set to the reduced mass $\mu = \frac{A_{cn}}{4} m_0 = \frac{A_{cn}}{4} \cdot 0.01034 \text{ MeV} \left(10^{-21} \text{s} / \text{fm}\right)^2$.

| Symbol | Quantity | Unit or value |
|--------|----------|---------------|
| $X$    | Deformation | fm            |
| $P$    | Momentum  | MeV $\times 10^{-21}$ s / fm |
| $\mu$  | mass parameter | MeV $(10^{-21} \text{s} / \text{fm})^2$ |
| $V$    | Potential  | MeV           |
| $T$    | Temperature | MeV          |
| $\beta$ | reduced friction parameter | $10^{21}$ s$^{-1}$ |
| $\Delta t$ | time step | $0.01 \cdot 10^{-21}$ s |
| $\Gamma$ | Random variable | Gaussian distribution with variance $\sigma^2 = 2$ |

Table A2.1: Variables and parameters used in the Langevin calculations.
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