Noise dynamics of quantum annealers: estimating the effective noise using idle qubits
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Abstract

Quantum annealing is a type of analog computation that aims to use quantum mechanical fluctuations in search of optimal solutions of QUBO (quadratic unconstrained binary optimization) or, equivalently, Ising problems. Since NP-hard problems can in general be mapped to Ising and QUBO formulations, the quantum annealing paradigm has the potential to help solve various NP-hard problems. Current quantum annealers, such as those manufactured by D-Wave Systems, Inc. have various practical limitations including the size (number of qubits) of the problem that can be solved, the qubit connectivity, and error due to the environment or system calibration, which can reduce the quality of the solutions. Typically, for an arbitrary problem instance, the corresponding QUBO (or Ising) structure will not natively embed onto the available qubit architecture on the quantum chip. Thus, in these cases, a minor embedding of the problem structure onto the device is necessary. However, minor embeddings on these devices do not always make use of the full sparse chip hardware graph, and a large portion of the available qubits stay unused during quantum annealing. In this work, we embed a disjoint random QUBO on the unused parts of the chip alongside the QUBO to be solved, which acts as an indicator of the solution quality of the device over time. Using experiments on three different D-Wave quantum annealers, we demonstrate that (i) long term trends in solution quality exist on the D-Wave device, and (ii) the unused qubits can be used to measure the current level of noise of the quantum system.

1. Introduction

Quantum annealing (QA) is a novel computing technology that uses quantum fluctuations to search for a global minimum of a combinatorial optimization problem [18, 25, 31, 35–37, 45, 50]. The quantum annealers manufactured by D-Wave Systems, Inc. are specialized hardware devices that implement quantum annealing. The class of problems that D-Wave quantum annealers can directly solve are defined by the function

\[ H(x_1, \ldots, x_n) = \sum_{i=1}^{n} h_i x_i + \sum_{i<j} J_{ij} x_i x_j, \quad (1) \]

where the linear weights \( h_i \in \mathbb{R}, i \in \{1, \ldots, n\} \) and the quadratic couplers \( J_{ij} \in \mathbb{R} \) for \( i < j \) define the problem being solved. The task is to find a combination of the unknown binary variables \( x_i, i \in \{1, \ldots, n\} \), that minimizes equation (1). The function of equation (1) is called a quadratic unconstrained binary optimization (QUBO) problem if \( x_i \in \{0, 1\} \), and an Ising problem if \( x_i \in \{-1, +1\} \), where \( i \in \{1, \ldots, n\} \). Both the QUBO and Ising formulations are equivalent [15]. In this paper, we consider the QUBO version.

Before attempting to minimize a function of the form of equation (1) using a D-Wave quantum annealer, the functional form of equation (1) must be mapped onto the D-Wave quantum chip. However, the
connectivity structure of modern quantum annealing hardware is relatively sparse, and typically does not match the one of the problem being solved. Therefore, it is necessary to compute a minor embedding of the graph representing the logical qubit structure of equation (1) onto the graph representing the hardware qubit structure of the D-Wave quantum chip, where a connected set of hardware qubits called a chain is used to represent a single logical qubit. An example can be found in figure 1. Although the problem of finding a minor embedding is in general NP-hard itself, feasible heuristics have been developed for practical use [10, 13, 39, 76]. Instead of computing a new, tailored minor embedding for each problem being implemented onto the D-Wave quantum chip, a fixed embedding of a complete graph of order $n$ can be computed and used for any problem of up to $n$ variables. This saves the time for computing the embedding, which often dominates the total time to find a solution of the original problem. However, regardless of whether a problem-tailored or a fixed embedding is used, a considerable proportion of hardware qubits are typically left unused depending on the size of the minor embedding and the connectivity of the quantum annealer.

After minor-embedding a given NP-hard problem of the type of equation (1), a solution can be constructed via a quantum annealing process. However, due to the limitations of the current intermediate-scale quantum (NISQ) technology [59], the solution quality might not be very high as it depends on factors such as decoherence from environmental impact, calibration errors, leakage between adjacent qubits, control errors, and fluctuations of the effective temperature. Hence, the amount of noise and the quality of the solutions can vary significantly during the operation of a quantum annealer. The aim of this work is to show that (i) the amount of noise is not completely random but follows longer term up and down trends affecting the solution quality on the D-Wave device, and (ii) that the idle qubits can be used to provide information on the current noise level and performance of the device.

To measure and predict the impact of various factors on the quality of the solution, which we refer to collectively as noise for simplicity, we exploit the unused hardware qubits on the D-Wave chip as follows. We plant a randomly generated QUBO on the unused qubits, which then acts as an indicator of the error rate experienced by the quantum device. Specifically, we propose to divide up the hardware qubits on the quantum annealing chip into two sets. First, an all-to-all minor embedding of a complete graph of certain size $n$ is computed, which is kept fixed afterwards and utilized to embed different problems of size $n$ or less being solved. Second, a random QUBO is being generated on the remaining unused hardware qubits and the couplers between them. This QUBO is independent of the problem of interest being solved. We call that QUBO a performance indicator. Since the performance indicator does not change and is being re-solved again with each run of the system, in ideal conditions and hardware one should always get solutions of equal quality. Hence, any significant changes in the quality of its solution can be interpreted as changes of the noise level of the D-Wave hardware. Our hypothesis is that, by analyzing the results from the second set of qubits
(the performance indicator), we can obtain information about the quality of the solution on the first set of qubits (the problem QUBO).

All results presented in this work have been computed on three different D-Wave devices: The D-Wave 2000Q computer located at Los Alamos National Laboratory (LANL), referred to by its chip ID DW_2000Q_LANL in the remainder of this article, the D-Wave 2000Q device accessed through D-Wave Leap with the chip ID DW_2000Q_6, and the D-Wave Advantage System 4.1 accessed through D-Wave Leap, which we refer to by its chip ID Advatage_system4.1.

The contributions of this article are fourfold:

(i) We establish that the noise on the chip follows long-term as well as short-term up and down trends.
(ii) We demonstrate that the idle qubits can be put to use, namely, in the design of a performance indicator to monitor the accuracy performance of the quantum chip.
(iii) We show that there exists significant correlation between the measured energies of the samples of the problem QUBO and the performance indicator.
(iv) We propose a simple algorithm to make use of the performance indicator, which observes the performance indicator over a certain burn-in period, and then samples solutions for the problem being solved whenever the performance indicator shows that the hardware is in a low-noise state. We demonstrate that the solutions thus obtained are considerably better than samples obtained from D-Wave in the conventional way (that is, at arbitrary times).

The Python code and data associated with the results shown in this article are available in a Github repository.

The article is structured as follows. After a literature review in section 1.1, we formalize the idea of estimating noise with the help of idle qubits in section 2. Section 3 presents our experimental results, particularly on quantifying the noise on a D-Wave annealer with the help of the performance indicator, and on a simple technique to improve the solution quality on the D-Wave annealer. The article concludes with a discussion in section 4.

1.1. Literature review

Several recent works available in the literature attempt to characterize the noise of a quantum annealer, including the characterization of single qubit fidelity.

In [74, 75] the authors are interested in characterizing fluctuations of the parameters defining the original problem Ising caused by various noise sources on the chip. They introduce a method to benchmark the amount of noise affecting the programmed Ising of a quantum annealer and introduce an estimate of the noise spectral density affecting the problem parameters.

In [7] a post-processing method called multi-qubit correction is proposed, which mitigates errors of quantum annealing samples by detecting and correcting local groups of qubits, which were read out in an excited state.

In [57] a calibration procedure is developed to detect and correct persistent biases on two D-Wave two devices. In [46] the authors introduce the QASA (quantum annealing single-qubit assessment) protocol, which computes relevant qubit performance metrics, analogous to gate model circuit operation error (or fidelity) rates [4, 65], across the entire quantum annealing device for a given quantum annealing parameter combination (the parameter set includes annealing time, the anneal schedule, etc). The QASA protocol is demonstrated on a D-Wave 2000Q device. Later, a similar protocol called Qubit Response, Bias, Positive saturation, Negative saturation (Q-RBPN) is proposed, which provides performance information of single qubits across both quantum annealing and gate model devices [68].

In a review paper [73], the authors remark that despite finite temperature effects present in samples coming from a quantum annealing processor, such samples are still useful in practice [63]. Moreover, even in the absence of quantum coherence and entanglement, in practice, quantum annealers still perform useful heuristic optimization [6, 22].

In [61, 62] an algorithm called quantum annealing correction (QAC) is proposed, which provides a substantial improvement in performance compared to linear chains with no QAC; substantial analysis and improved variants have subsequently been implemented [43, 52, 70, 71]. QAC works by encoding a problem using a repetition code in conjunction with a bit-flip penalizing Hamiltonian. In a similar fashion, in [69] the authors propose a method to suppress noise on the D-Wave quantum annealer by modifying the QUBO to be implemented on the D-Wave hardware.

4 https://github.com/lanl/Noise-Indicator-QA.
Investigations regarding noise in gate model quantum computers are also available in the literature. For instance, in [30] the authors introduce a protocol to estimate the effective noise and to detect correlations within arbitrary sets of qubits. The protocol is showcased on a 14-qubit superconducting quantum architecture. Similarly, in [67] the authors model the multi-qubit average behavior of a quantum system with a special set of quantum channels and gates, with the aim to quantify state preparation and measurement errors. In [60], protocols are developed for tracking error, and therefore calibration, drift of circuit model quantum computers over time. A broad overview of quantum error correction and fault-tolerant computation can be found in [23], covering coherent quantum errors and decoherence, simple quantum error correction codes, stabilizer codes, and fault-tolerant quantum error correction. Another introductory guide to the theory and implementation of quantum error correction codes can be found in [64]. An experimental evaluation of noise characterization and error mitigation on (universal gate) IBM Quantum computers can be found in [72]. Error correcting code implementations are evaluated on IBMQ gate model quantum computers in [1, 2]. In [29], a matrix-based characterization method of qubit correlations called the measurement fidelity matrix in gate model quantum computers is introduced. Additionally, in [20], the authors propose to monitor multiple metrics to characterize both noise of quantum devices and fluctuations in device parameters.

Finally, there are alternative methods for using potentially idle qubits in modern sparsely connected quantum annealing devices when the size of the problem being solved is much smaller than the maximum size of a complete graph that can be embedded. For example, parallel quantum annealing, also known as tiling 5, has been experimentally evaluated before [54–56]. Similarly, the sparse connectivity on NISQ circuit model quantum computers has been used to execute circuits in parallel [19, 38, 44, 47–49].

2. Methods

The idea of this work is to establish the existence of trends in the level of noise of the D-Wave device and then use idle qubits on the D-Wave quantum chip to characterize such noise while solving optimization problems simultaneously.

The optimization problem we would like to solve (referred to as problem QUBO) can be any, as long as it fits onto an embedding of a complete graph of a certain size (either the largest one that fits onto the D-Wave chip, or smaller), which is held fixed during the experiments. Our main innovation is to read out the energies of a randomly generated QUBO (called the performance indicator) occupying some or all of the remaining hardware qubits on the D-Wave chip that are left after embedding the problem QUBO. To this end, we establish that the energies observed for the performance indicator and the problem QUBO being solved are positively correlated. Therefore, monitoring the solution quality of the performance indicator allows a user to determine if the solutions found for the problem QUBO of interest are below or above the average quality achievable by the annealer.

The following subsections elaborate on our methodology, in particular:

(i) choosing the idle qubits to monitor (section 2.1);
(ii) computing an embedding for the problem QUBO and, optionally, the performance indicator (section 2.2);
(iii) the actual specification of the weights of the performance indicator (section 2.3);
(iv) comparing the energy reads for both the problem QUBO and the performance indicator (section 2.4);
(v) the algorithm we use to utilize the performance indicator (section 2.5).

2.1. Identifying idle qubits on the D-Wave quantum chip

We start by fixing two sets of hardware qubits on the hardware connectivity graph. These sets can have arbitrary sizes, and not all hardware qubits need to be used. Note that there are many different and valid possibilities of implementing the idea of a problem QUBO and an performance indicator to monitor D-Wave noise.

In this paper, we utilize the following approach. We first compute a minor embedding of a complete graph onto the hardware connectivity graph (also called a clique embedding), which will be used to embed the problem QUBO. The size of the clique embedding we use varies across our experiments. The clique embedding allow one to embed the logical qubits onto the physical hardware by creating ferromagnetic chains of qubits, which represent logical variable states. After embedding the problem QUBO, we set the performance indicator to be the induced subgraph of all qubits (nodes) that were not used in the minor embedding. Thus, it is possible that the performance indicator itself is not connected.

5 https://dwave-systemdocs.readthedocs.io/en/samplers/reference/composites/tiling.html.
Figure 2. Clique embeddings used in the experiments. Blue color encodes the clique embedding used by the problem QUBO and red color encodes the remaining region onto which the performance indicator is embedded. LANL D-Wave 2000Q (top left) with complete 65 node embedding, D-Wave 2000Q 6 (top right) with complete 50 node embedding, D-Wave Advantage System 4.1 (bottom row) with a complete 80 node embedding (bottom left), and four parallel embeddings of size 60 not occupying the entire chip (bottom right). The figures show all edges between the nodes in each complete embedding for illustration purposes, even though not all of them might be used. These renderings represent the exact QA chip connectivity, which means that any defective qubits in the hardware will also not be present in the diagrams.

Alternatively, one can also fix two embeddings (possibly two clique embeddings) for both the problem QUBO and the performance indicator that do not occupy all available hardware qubits. This approach allows one to analyze the behavior of the performance indicator, and its correlation to the problem QUBO, in the scenario where the two QUBOs are comparable in size but small in comparison to the hardware graph.

Extensions of this idea are possible, for instance by employing three or more clique embeddings to solve several problems simultaneously while having some hardware qubits act as the performance indicator.

2.2. Embeddings for both the problem QUBO and performance indicator

Figure 2 shows an example of the embeddings used in our experiments. The clique embedding for the problem QUBO is always colored in blue, while the remaining qubits used for the performance indicator are colored in red. Many different topologies are possible. For instance, the performance indicator can be smaller (figure 2, top left) or larger (top right) than the embedding of the problem QUBO. Moreover, the two embeddings do not have to occupy all available hardware qubits, allowing one to spatially separate the active qubits being used (bottom right). We do not use any couplers between hardware qubits connecting the problem QUBO and performance indicator, thus causing the minor embedded problem QUBO and the performance indicator to be disjoint.

All minor embeddings used in this work were computed using the function find_embedding of the D-Wave Ocean SDK [16] (specifically the method minorminer of [13]). We utilized this function with the parameters max_no_improvement set to 300, chainlength_patience set to 300, and tries set to 300 [13]. The only exception is the 177 clique embedding for the Advantage_system4.1, where we used the precomputed clique provided in the D-Wave Ocean SDK. Moreover, the linear coefficients are always uniformly distributed across all chained qubits, and the quadratic terms are uniformly distributed over the available physical couplers between chains.
2.3. The choice of the performance indicator

Once the hardware qubits for the performance indicator are fixed, one needs to specify the actual QUBO weights of the performance indicator. This is necessary as any QUBO being implemented on the chip alongside the actual QUBO to be solved has to be fully determined. With respect to the types of weights of the indicator, we employ the following two specific performance indicator types in our experiments:

PI1 For each linear and quadratic weight, we randomly generate a weight by sampling from a uniform distribution in \((-1, 1)\).

PI2 For each linear and quadratic weight, we randomly generate a weight by assigning either \(-1\) or \(1\) with probability 0.5.

Both QUBOs obtained in this way are spin glass models with random weights and, therefore, in general NP-hard \([8, 40]\). In particular, we do not know the ground state configuration minimizing each performance indicator. However, this is not necessary, as samples from any D-Wave device obtained for the performance indicator are solely used for monitoring the state of the annealer, and after having observed sufficiently many samples it will be possible to determine the range of energies for the problem QUBO with high confidence.

The last issue to address when solving the two problems (the actual problem QUBO \(Q_P\) and the performance indicator \(Q_I\)) simultaneously on the D-Wave quantum device pertains to their normalization. Typically, the range of weights used in both QUBOs is not identical. While the absolute values of the coefficients of both performance indicators are in \([-1, 1]\) by construction, those of the problem QUBO can be as high as the chain strength that is used to embed the problem. D-Wave uses a function called auto_scale to multiply all coefficients by the same constant in order to ensure that the quadratic coefficients are in the range \([-2, 2]\), and the linear ones in \([-1, 1]\). That means that autoscaling could make some coefficients of the performance indicator too small, affecting the accuracy of its representation and the quality of the annealing result. Therefore, when implementing the combined QUBO \(Q\), we multiply each weight of the performance indicator by a constant \(C\), allowing us to control how both QUBOs are relatively weighted when applying the auto_scale option of the D-Wave devices. This constant is set to \(C = |Q_P|/|Q_I|\), where \(|Q_P|\) and \(|Q_I|\) denote the maximum coefficient in absolute value of the QUBOs \(Q_P\) and \(Q_I\), respectively, resulting in a combined QUBO \(Q = Q_P + |Q_P|/|Q_I| \cdot Q_I\).

2.4. Comparison with the problem QUBO

The purpose of implementing the performance indicator alongside the actual QUBO being solved on the D-Wave chip is to monitor the quality of the D-Wave annealing results. In particular, we aim to infer conclusions about the quality of the samples returned for the problem QUBO from the ones observed for the performance indicator.

We use the following procedure to determine the similarity between the energy time series for the problem QUBO and for the performance indicator. First, we normalize the energies observed for each QUBO separately by scaling all values into the range \([0, 1]\). Afterwards, we adjust the time series for the performance indicator in such a way that its mean matches the one of the time series of the problem QUBO. Normalization is needed because the problem QUBO and performance indicator, having different sizes and coefficients, normally take values in different ranges. Since we aim to compare trends, not values, we set \(x_i = x - (m_x - m_y)\), where \(x = \{x_1, \ldots, x_N\}\) and \(y = \{y_1, \ldots, y_N\}\) are the time series of length \(N \in \mathbb{N}\) observed for the problem QUBO and the performance indicator, respectively, and \(m_x\) and \(m_y\) are their means.

We measure the similarity of the two observed time series with the help of the root-mean-square deviation (RMSD) of the difference between \(x\) and \(y\), given as

$$\text{RMSD}(x, y) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - y_i)^2}.$$  \hspace{1cm} (2)

2.5. A two-phase procedure to leverage the performance indicator

After setting up the problem QUBO and the performance indicator on the D-Wave quantum device, we can make use of the additional information provided by the performance indicator in various ways. For instance, we can run the following two-phase procedure.

In a set-up phase, we obtain samples for the problem QUBO and, more importantly, for the performance indicator. After a specified burn-in phase of length \(b \in \mathbb{N}\) runs, we store a history and/or summary statistic of the values observed for the performance indicator, with the aim to reuse them in the future for solving problems from the same class.

In a second, usage phase, we obtain samples from both the problem QUBO and the performance indicator simultaneously, and try to estimate the quality of the former using the values of the latter plus the
stored statistics. For instance, one can compute the percentile rank of the performance indicator energy of the last run in comparison with the saved values. That percentile value can then accompany the problem QUBO result to inform about its estimated quality.

In a more complex scenario, if a sample coming from the performance indicator is less than a prespecified threshold $\tau \in (0, 1)$, we accept the corresponding energy value of the problem QUBO (at the same time point) as an acceptable solution. This threshold is usually calibrated using the history of samples obtained for the performance indicator, and can be updated while the algorithm is running. Otherwise, we reject the sample returned for the problem QUBO as probably being of low quality and request another anneal at a later time.

3. Results

In this section we present an experimental analysis of the performance indicator and its relationship with the problem QUBO.

We start by introducing the D-Wave hardware we employ (section 3.1), the maximum clique (MC) and minimum vertex cover (MVC) problems under consideration (section 3.2), and our experimental setting (section 3.3).

We establish that the D-Wave annealers exhibit long term trends in the solution quality of the samples they return (section 3.4). We then demonstrate that the reads from the performance indicator are indeed correlated with the ones of the problem QUBO for all three D-Wave annealer systems under consideration (section 3.5), and investigate the stability of the performance indicator across problem instances (section 3.6). We conclude by showing that the samples returned from Advantage_system4.1 at times when the performance indicator suggests that the annealer is in a state of low noise are considerably better than those obtained the conventional way (section 3.7). A summary of all time series experiments can be found in appendix 'Summary table of conducted experiments'.

3.1. The D-Wave quantum annealing hardware

As mentioned in section 1, we use three different D-Wave quantum annealers in this work, the DW_2000Q_LANL, the DW_2000Q_6, and the Advantage_system4.1. The main difference between these devices is their number of available hardware qubits and the connectivity structure of those qubits. The DW_2000Q_LANL and DW_2000Q_6 devices have roughly 2000 hardware qubits, connected in the Chimera topology depicted in figure 2 (top row), and the Advantage_system4.1 device has roughly 5000 hardware qubits in a topology called Pegasus depicted in figure 2 (bottom row) [9, 21].

The parameters of each D-Wave quantum annealer are kept at their default values in all experiments, with the exception of the following:

(i) The number of anneals is set to 100.
(ii) The programming thermalization is chosen as $0 \mu s$.
(iii) The option to reduce intersample correlation is set to true. This adds a slight time delay before each readout, thus reducing sample-to-sample correlation caused by the spin-bath polarization effect [3, 17].

The readout thermalization parameter was always left to the default, which is $0 \mu s$.

3.2. The MC and MVC problems

This section defines the type of optimization problem that we solve on the quantum devices in our experiments.

We first look at the MC problem. We are given an undirected graph $G = (V, E)$, where $V$ is a set of vertices and $E \subseteq V \times V$ is a set of edges. A subgraph $G(S)$ of $G$ induced by a subset $S \subseteq V$ is called a clique of $G$ if $G(S)$ is complete, meaning that there exists an edge $(v, w) \in E$ for any $v, w \in S, v \neq w$. A MC of $G$ is a clique of $G$ of maximum size. The MC problem asks to find a MC in $G$, and it is one of the most famous NP-hard problems with many applications in, for instance, bioinformatics, data mining, and network analysis.

In order to be able to solve an instance of the MC problem, we need to formulate it in a QUBO or Ising form as given in equation (1). As shown in [15, 53], a QUBO formulation for the MC problem on a graph $G = (V, E)$ is

$$H_{MC} = -\sum_{v \in V} x_v + \sum_{(u,v) \in E} x_u x_v,$$

(3)
where \( \overline{E} \) denotes the edge set of the complement graph of \( G \) and the constants \( A > 0 \) and \( B > 0 \) need to satisfy \( A < B \). Without loss of generality, we define \( A = 1 \) and \( B = 2 \) in the remainder of this article. The binary variable \( x_v \in \{0, 1\} \) for each vertex \( v \in V \) indicates if the vertex \( v \) belongs to the MC (\( x_v = 1 \)) or not (\( x_v = 0 \)).

Second, we consider the MVC problem. For the undirected graph \( G = (V, E) \) defined above, a subset \( V' \subseteq V \) is called a vertex cover if every edge in \( E \) has at least one endpoint in \( V' \), that is, if for every \( e = (u, v) \in E \) it holds true that \( u \in V' \) or \( v \in V' \). A MVC is a vertex cover of minimum size. A QUBO formulation of MVC can be found in section 4.3 of [40], given by

\[
H_{MVC} = A \sum_{(u,v) \in E} (1-x_u)(1-x_v) + B \sum_{v \in V} x_v.
\]

Similarly to the encoding of the MC problem, each \( x_v \in \{0, 1\} \) for \( v \in V \) in equation (4) is a binary variable indicating if vertex \( v \) belongs to the MVC. The constants \( A \) and \( B \) have to satisfy \( 0 < B < A \) as shown in [40], and we fix \( B = 1 \) and \( A = 2 \) in the remainder of the article.

In our implementation, we used the uniform torque compensation feature for defining the QUBO with a \( UTC \) prefactor of 1 for \( dW_2000Q_6 \) and Advantage_system4.1, and a prefactor of 2 for \( dW_2000Q_L4RL \). The uniform torque compensation method aims to reduce broken chains by computing the chain strength based on the square root of the mean of the quadratic coupler values of the QUBO [34].

3.3. Experimental setting

In our experiments, the Python package NetworkX [27] was used to generate all random graphs, as well as to draw all connectivity graphs. The other drawings were generated using matplotlib [14, 33]. To construct minor embeddings onto the connectivity graph of the hardware qubits, we embed appropriately sized QUBOs for both the MC problem (see section 3.2) and for the performance indicator (see section 2.3). The resulting minor embeddings for the three different D-Wave systems are shown in figure 2.

Next, we need to construct the problem QUBO and the performance indicator. The choice of the performance indicator (PI1 or PI2, see section 2.3) is given individually for each experiment. The random graphs we consider to construct MC or MVC problem instances are Erdős–Rényi random graphs with a graph density chosen uniformly at random in \( (0, 1) \) unless specified explicitly.

After embedding the QUBO for the MC problem onto the clique minor embedding, and the performance indicator onto the remaining hardware qubits of the QPU, we execute 60 000 D-Wave calls for each problem, each having 100 anneals. We use this data to generate time series for both the problem QUBO and the performance indicator by averaging the energies obtained in each batch of 100 anneals, leading to two time series of length 60 000.

We first look the raw data from all anneals. As this is noisy, a clearer view on the trends can be obtained by calculating a moving average (MA), for which we always employ a window size of 500. We measure the similarity between the reads for the problem QUBO and the performance indicator using the Pearson correlation coefficient and the RMSD, see section 2.4. Here, a higher Person correlation and a lower RMSD indicate a better agreement of the reads for both QUBOs.

3.4. Presence of long-term trends in the quantum annealer’s performance

Our first task is to show that a long-term trend in the quality performance of D-Wave indeed exists. Our experiment is based on the following idea: If we solve the same problem on D-Wave over and over, we should get (roughly) the same results, subject to random fluctuations (white noise). Specifically, one D-Wave call usually involves a large number of individual anneals (samples), up to 10 000 for the current generations of the annealer, for efficiency reasons. Assume the returned samples are from a fixed distribution \( D \) with mean \( \mu \) and variance \( \sigma^2 \) (sampling from D-Wave is often modeled as sampling from a Boltzmann distribution). Then the average of all sample values returned from a D-Wave call should be normally distributed with mean \( \mu \) and variance \( \sigma^2/n \), where \( n \) is the size of the sample, by the central limit theorem. That means that, if the distribution \( D \) stays fixed and \( n \) is reasonably large, the sample averages (with mean \( \mu \) and variance close to zero for large \( n \)) should not change much across different anneals. Our experiments will show that this is not the case, i.e. that not only the averages vary significantly, but they go up or down in consistent, long-term patterns.

To investigate the presence of trends in the time series data obtained for the D-Wave devices, we employ the four clique embeddings depicted in figure 2 (bottom right), and embed four disjoint QUBOs on them. Those QUBOs represent four different optimization problems: two MC QUBOs and two MVC QUBOs, each on Erdős–Rényi random graphs with 60 vertices and graph densities of 0.3 and 0.7, respectively, and they are executed on the D-Wave QPU during the same annealing cycles (using the parallel quantum annealing procedure from [54, 55]). All four problems were embedded using a chain strength of 5. Moreover, due to
Figure 3. Longer term energy trends of four problems executed in parallel during the same annealing cycles using a total of 10 000 D-Wave calls. The data is plotting the mean energies per D-Wave call, with a moving average with window size 100. The top two plots are MC QUBOs of random graphs of size 60 with graph density 0.3 (left) and 0.7 (right). The bottom two plots are MVC QUBOs of random graphs of size 60 with graph density 0.3 (left) and 0.7 (right).

Figure 4. Auto correlation (top) and partial auto correlation (bottom) for the time series of the mean energies from figure 3 (top left), computed on the raw mean energies (without moving average and without normalization of the mean).
3.5. Correlation between the energy time series of the problem QUBO and the performance indicator

Next, we establish that there is a significant correlation between the problem QUBO and the performance indicator. The following sections consider the three D-Wave models discussed in section 1 separately.

3.5.1. DW_2000Q_LANL

We start by investigating the performance indicator PI1 (see section 2.3) in connection with DW_2000Q_LANL. Figure 5, left, shows the observed energies after unembedding for all 60 000 D-Wave calls, without (top) and with a MA (bottom).

Two observations are noteworthy. First, we observe that using a MA is beneficial for highlighting the trend of the time series. Second, we see that indeed, after scaling the energy reads appropriately, the time series of the problem QUBO and the performance indicator roughly follow the same trend. This can be quantified through a high Pearson correlation coefficient and a low RMSD error between both series. This observation validates the proposed approach to use the performance indicator to monitor the sampling quality of the D-Wave annealer.

Apart from a visual inspection of the observed energies for both the problem QUBO and the PI, we also view the comparison of the observed energies for the problem QUBO and the PI as a classification task. In particular, we are interested in determining how well the PI predicts the quality of the solution of the problem QUBO. We investigate whether the PI can distinguish between four quality levels: worst, bad, good, and best. These categories have been selected to provide meaningful insights into the level of agreement between the normalized PI energy and the normalized problem QUBO energy, in a way that can be easily interpreted by humans. While it is possible to use a smaller or larger number of categories, a very large number of categories may not be practical due to the inherent noisiness of current quantum annealers. Therefore, we believe that our choice of four categories strikes the right balance between granularity and practicality, and will yield valuable insights. To do this, we divide the normalized energies (the y-axis of figure 5) into four equally spaced bins (quartiles), representing the worst solution quality ($y \in [0.75, 1]$), bad solution quality ($y \in [0.5, 0.75]$), good solution quality ($y \in [0.25, 0.5]$), and best solution quality ($y \in [0, 0.25]$). For each data point, we can check whether the bin number of the PI correctly predicts the bin number of the problem QUBO. The pie charts in figure 5 to the right of the time series graphs show the proportion of times that the 60 000 datapoints of both the problem QUBO and the PI fell into the same bin (denoted by ‘Same’) or different bins (denoted by ‘Different’). These pie charts provide an indication of how accurately the PI predicts the solution quality of the problem QUBO. The pie chart for the MA plot (bottom plot in figure 5) is also computed using the MAs data, and shows an increase in agreement between the PI...
and the problem QUBO compared to top pie chart. Two standard metrics used to assess the accuracy of classification tasks are the so-called precision and recall. The precision denotes the fraction of positive identifications that was actually correct, while the recall is the proportion of actual positives that was identified correctly. The precision is defined as $\frac{tp}{tp + fp}$, and the recall is defined as $\frac{tp}{tp + fn}$, where $tp$ is the number of true positives, $fp$ is the number of false positives, and $fn$ is the number of false negatives. In this way, we can quantify the agreement between the two time series as a multi-class classification problem. For both recall and precision, 0 is the worst possible score and 1 is the best possible score. We provide the recall and precision metrics for the binned vectors, where the ground truth vector is the (normalized and binned) problem energy vector, and the estimator vector is the (normalized and binned) PI vector.

An interesting observation to note is that in figure 5 (top), it can be observed that there are occasionally sharp changes in the normalized solution quality of both energy distributions. This behavior occurs occasionally in the long term time series data, and could be related to machine re-calibrations that periodically occur.

Figure 6 repeats the experiment using the performance indicator PI2, see section 2.3, which only uses discrete QUBO weights $-1$ and $+1$. This is reflected in the reads for the problem QUBO (blue), which has a visually stratified distribution. However, a trend can be visualized again with the help of a MA. As observed for figure 5, the problem QUBO and performance indicator roughly follow the same trend.

As the MA allows us to better compare the time series observed for the problem QUBO and the performance indicator, we focus on the MA figures in the remainder of this section.

### 3.5.2. D-Wave 2000Q_6

We repeat the same experiment on DW_2000Q_6, accessed through D-Wave Leap. Figure 7 shows the observed time series of energy reads after a post processing step with MAs. The figure confirms that both performance indicators are a valid proxy for the behavior of the problem QUBO (the MC problem). Moreover, it appears that, in this experiment, the match is better for DW_2000Q_6 than for DW_2000Q_LANL, and for performance indicator PI2 compared to PI1.

### 3.5.3. Advantage_system4.1

Finally, we again repeat the same experiment on Advantage_system4.1 using performance indicator PI1 and two different instances of the MC problem of varying size. Figure 8 shows the observed time series of energy reads after a MA post processing step. The figure confirms that the performance indicator is a valid proxy for the behavior of the problem QUBO (the MC problem). Notably, on Advantage_system4.1 the time series of the problem QUBO and performance indicator show a higher degree of similarity than on the previous D-Wave annealer systems (DW_2000Q_LANL and DW_2000Q_6).
3.6. Stability of the performance indicator across problem instances

We aim to test whether the behavior of the performance indicator is stable across different instances of the MC problem. For this, we fix the performance indicator PI1 (see section 2.3), and map the QUBOs of two different MC instances having the same number of nodes (177) onto the minor embedding in an alternating fashion, for a total of 5000 D-Wave calls. The alternating reads are chosen to ensure that we do not capture any time effects during the experiment.

We read out the observed energies for the performance indicator, and record if each energy read was observed in connection with the first or the second MC QUBO. We visualize both the time series (with MA of window size 500) as well as the distribution of the observed energies in figure 9. As can be seen in the

**Figure 7.** Observed normalized energies on DW_2000Q_6 with an annealing time of 100 µs for performance indicator PI1 (top) and PI2 (bottom) with a moving average of window size 500. QUBO for the MC problem in blue and performance indicator in red. Pearson correlation and RMSD between the timeseries for the problem QUBO and performance indicator are given on top of the subfigures. To the right of each of the time series plots are pie charts showing the percentage of the datapoints of the problem QUBO whose bin number matches the bin number predicted by the PI. Note that these two datasets were collected over the same timeframe, resulting in similar time series trends. The binned vectors for the top plot have a recall score of 0.619 and a precision score of 0.673. The binned vectors for the bottom plot have a recall score of 0.427 and a precision score of 0.656.

**Figure 8.** Observed normalized energies on Advantage_system4.1 with an annealing time of 100 µs for performance indicator PI1 with a moving average of window size 500 when the minor embedded MC problem has 80 nodes (top) and 177 nodes (bottom). QUBO for the MC problem in blue and performance indicator in red. Pearson correlation and RMSD between the timeseries for the problem QUBO and performance indicator are given on top of the subfigures. To the right of each of the time series plots are pie charts showing the percentage of the datapoints of the problem QUBO whose bin number matches the bin number predicted by the PI. The binned vectors for the top plot have a recall score of 0.7 and a precision score of 0.675. The binned vectors for the bottom plot have a recall score of 0.65 and a precision score of 0.607.
Figure 9. Solving two MC instances on random graphs of size 177 while keeping the performance indicator PI1 fixed. Energy time series of 5000 D-Wave calls with moving average of window length 500 (left), and distribution of the same energy reads (right). Results are from Advantage_system4.1.

Figure 10. Histogram of the observed energies for the MC QUBO at time points when the normalized energy value \( e \) (normalized to lay within \([0, 1]\)) obtained from the performance indicator is \( e \leq 0.2 \) (red) or \( e \geq 0.8 \) (blue), see section 2.5. Experiment uses performance indicator PI1. Results are from Advantage_system4.1.

figure, the distribution of reads is indeed visually indistinguishable. A two sample Kolmogorov–Smirnov test conducted with the function \texttt{kstest} in Python Scipy \([26, 32]\) reveals a \( p \)-value of roughly 0.54, indicating a failure to reject the null hypothesis of the distributions being different. The result shows that indeed, using a fixed performance indicator is a valid approach to monitor the fluctuations of the D-Wave annealer for various problem QUBOs being solved.

3.7. Using the performance indicator to assess the quality of a solution

Finally, we aim to use the performance indicator to help us quantify the quality of the samples obtained from the D-Wave quantum annealer. A simple algorithm to attempt this was presented in section 2.5. In this section, we verify that the reads for the problem QUBO are indeed of better quality when sampling at times when the performance indicator suggests that D-Wave is in a phase of lower noise.

Figure 10 shows a histogram of samples obtained for the problem QUBO, stratified into two sets: those that are obtained at times when the normalized energy \( e \in [0, 1] \) of the performance indicator, see section 2.5, satisfies \( e \leq 0.2 \) and once when it satisfies \( e \geq 0.8 \). Figure 10 is computed cumulatively, using the procedure described in section 2.5, with a burn-in period \( b = 10 \), and therefore provides a straightforward example of how the performance indicator works. We observe that indeed, the samples for the problem QUBO read out at times when the performance indicator suggested a low-noise state have considerably lower energy values (meaning they are of better quality and, on average, closer to the ground state of equation (1)).

4. Discussion

In this paper we demonstrate that the performance of the most recent D-Wave quantum annealers exhibits long-term trends. Moreover, we demonstrate that unused hardware qubits can be used to measure the current relative performance state and to improve the quality of the solutions to an optimization problem.

This was accomplished by fixing a complete (clique) embedding to implement a given problem QUBO (in this article we considered the MC problem) onto the D-Wave quantum hardware, and by utilizing the
remaining hardware qubits to implement another QUBO with random weights (which we call the performance indicator). Not only do we observe a distinct correlation between the performance indicator and the embedded problem QUBO, but we also observe a considerable trends in the solution quality over time across all three quantum annealers.

We observed that the newest D-Wave generation, Advantage_system4.1, yields a higher degree of similarity between the time series for the problem QUBO and the performance indicator. A possible reason explaining why there is a poorer correlation on the previous devices DW_2000Q_LANL and DW_2000Q_6 compared to the newest Advantage_system4.1 could lay in the fact that the DW_Advantage hardware offers a much denser connectivity than the previous generations, which allows for a better connectivity of the unused qubits left over for the performance indicator.

This work leaves scope for a variety of future research avenues:

(i) One could take advantage of the time series correlations in the quantum annealing noise profiles in order to train machine learning models to predict the future noise profile of the performance indicator. This could be a way to allow users to determine when the device is performing relatively well without needing to execute extra jobs on the backend.

(ii) One could apply change point detection methods [5, 58] to the time series observed for the performance indicator in order to determine longer periods of time within which the D-Wave quantum annealer is performing sub-optimally, thus allowing the user to wait some period of time before continuing to execute jobs.

(iii) Unlike circuit model quantum computers, current quantum annealers do not have succinct error rate characterizations available to users. However, there has been a recent algorithm proposed (QASA) which provides single qubit fidelity assessment for quantum annealers [46]. Quantifying how the single qubit fidelity characterization drifts over time (i.e. the trends observed in this paper) across all qubits would be an interesting research avenue.

(iv) Consider a performance indicator composed entirely of zero coefficient Isings on the remaining native hardware graph. In an ideal quantum annealing computation, this would not yield interesting trends. However, because of spin bath polarization and environmental noise, even reading out the idle qubit states for programmed coefficients of 0 on the unused parts of the hardware could provide a valid performance indicator metric.

(v) Perform a more comprehensive study on how different problem types and annealing parameters, such as annealing time, influence the two-phase thresholding algorithm performance indicator accuracy.
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Appendix. Summary table of conducted experiments

Table A1. Summary of all experiments being conducted in this work. Number of experiment (column 1), performance indicator QUBO being used (column 2), Pearson correlation (column 3), root-mean-square deviation (RMSD) between the problem QUBO and the performance indicator QUBO (column 4), Chip ID of D-Wave device (column 5), annealing time (AT) (column 6), and size of the clique embedding (column 7). All numbers are rounded to four decimal places.

| No. | PI | \( R^2 \) | RMSD  | Chip ID            | Anneal time | Embedding size |
|-----|----|----------|-------|---------------------|-------------|---------------|
| 1   | 1  | 0.4512   | 0.1423| DW_2000Q_LANL       | AT 1        | 65            |
| 2   | 1  | 0.3595   | 0.144 | DW_2000Q_LANL       | AT 100      | 65            |
| 3   | 1  | 0.2928   | 0.0629| DW_2000Q_LANL       | AT 1000     | 65            |
| 4   | 2  | 0.2983   | 0.1798| DW_2000Q_LANL       | AT 1        | 65            |
| 5   | 2  | 0.264    | 0.1773| DW_2000Q_LANL       | AT 100      | 65            |
| 6   | 2  | 0.1875   | 0.1628| DW_2000Q_LANL       | AT 1000     | 65            |
| 7   | 1  | 0.9171   | 0.0316| DW_2000Q_LANL       | random AT   | 65            |
| 8   | 2  | 0.1009   | 0.1218| DW_2000Q_LANL       | random AT   | 65            |
| 9   | 1  | 0.9726   | 0.0336| Advantage_system4.1 | AT 20       | 80            |
| 10  | 2  | 0.9458   | 0.0474| Advantage_system4.1 | AT 20       | 80            |
| 11  | 1  | 0.802    | 0.0745| Advantage_system4.1 | AT 100      | 80            |
| 12  | 2  | 0.8237   | 0.0866| Advantage_system4.1 | AT 100      | 80            |
| 13  | 1  | 0.8032   | 0.0437| DW_2000Q_6          | AT 100      | 50            |
| 14  | 2  | 0.5762   | 0.0645| DW_2000Q_6          | AT 100      | 50            |
| 15  | 1  | 0.9602   | 0.0199| Advantage_system4.1 | AT 100      | 177           |
| 16  | 2  | 0.9404   | 0.0293| Advantage_system4.1 | AT 100      | 177           |
| 17  | 1  | 0.9143   | 0.0292| Advantage_system4.1 | AT 100      | 80            |

All experiments run in the scope of this work are summarized in table A1. In table A1, experiments 1, 2, and 3 show that the Pearson correlation on DW_2000Q_LANL decreases as annealing time increases, and that RMSD decreases as annealing time increases. This observation is confirmed by experiments 4, 5, and 6. On Advantage_system4.1, the same observation also holds true for the Pearson correlation while the RMSD stays roughly unchanged as the annealing time increases (see experiments 9 − 12 and 15 − 17).
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