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ABSTRACT

The appearance of objects in underwater images is degraded by the selective attenuation of light, which reduces contrast and causes a colour cast. This degradation depends on the water environment, and increases with depth and with the distance of the object from the camera. Despite an increasing volume of works in underwater image enhancement and restoration, the lack of a commonly accepted evaluation measure is hindering the progress as it is difficult to compare methods. In this paper, we review commonly used colour accuracy measures, such as colour reproduction error and CIEDE2000, and no-reference image quality measures, such as UIQM, UCIQE and CCF, which have not yet been systematically validated. We show that none of the no-reference quality measures satisfactorily rates the quality of enhanced underwater images and discuss their main shortcomings. Images and results are available at https://puiqe.eecs.qmul.ac.uk.
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1. INTRODUCTION

Objects in underwater images are affected by colour cast and reduced contrast due to the selective attenuation of light in water [1]. The appearance degradation depends on the water type: in oceanic waters red light is most attenuated and objects are under a blue colour cast; in coastal waters blue light is most attenuated and objects are under a green or yellow colour cast [1]. Despite an increasing interest in underwater image enhancement and restoration [2,3], no standard evaluation measure or protocol exists for assessing the quality of the enhanced underwater images. Perceptual quality can be assessed with a panel of human observers performing subjective tests. Unlike traditional image quality assessment [4], subjective tests for underwater images have not been standardised yet. In studies reported in the literature, subjects are given a specific task, such as choosing their preferred images [5], ranking multiple images [6], and assessing a particular feature of the image. Examples include choosing the image that looks more like it is taken under a white illuminant [7], scoring images based on a certain criteria, such as how realistic they are [8], or indicating whether the colour patches on a colour checker can be distinguished [9]. Conducting subjective tests is time-consuming as they need a diverse pool of participants who shall be appropriately trained for the task [4].

As an alternative to subjective tests, objective measures can be used to quantify perceptual quality. Colour accuracy measures can be used to quantify the perceived colour difference between the enhanced image and a reference image, hence quantifying the ability of an algorithm to remove colour degradations. These measures need a reference image or object, such as a colour checker with known colours under a reference illuminant [10, 11]. Two publicly available datasets, namely SQUID [11] and Sea-thru [12], contain underwater images with colour checkers. Image quality assessment (IQA) measures for underwater images quantify colour and contrast degradations. These measures combine image attributes to mimic human preferences in the enhanced images. It has been widely reported that underwater-specific IQA measures [13–15] do not reflect subjective judgement [2, 5, 11, 16].

In this paper, we review perceptual quality measures for underwater images and discuss their limitations. To the best of our knowledge, this is the first systematic analysis of underwater evaluation measures. We show that the colour reproduction accuracy measure [11] is inadequate to quantify colour difference and that current IQA measures [2,11,16] fail to account for visible artefacts, such as red overcompensation. Moreover, we show that numerical changes in the measure do not relate to perceptual quality differences. We complement this work with a online platform1 with underwater enhancement methods to facilitate comparisons.

2. QUALITY ASSESSMENT

Objective measures commonly used to assess the quality of enhanced underwater images include colour accuracy and IQA measures. These measures can be generic (i.e. designed
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for images taken in air) or specifically designed for underwater settings. A measure may use an ideal, reference image or object (full-reference measure) or operate without a reference image or object (no-reference measure).

Using a reference object, colour accuracy can be measured as a function of the difference between the appearance of a colour checker in the enhanced image and that of the checker under a reference illuminant [17]. The colour reproduction error [18] was originally proposed for illuminant estimation algorithms and measures the angle between vectors representing the true and estimated white (i.e. the white surface under the unknown light mapped to reference light using an estimated illuminant in the RGB colour space). The colour reproduction error has been used to measure the colour accuracy of the achromatic patches of the colour checker in underwater images [11]. Colour accuracy has also been measured as the distances in the RGB [5, 19] and CIELab colour spaces [10, 16]. A Euclidean distance in RGB is not representative of the colour difference perceived by human, as the RGB space is not perceptually uniform (i.e. a certain numerical difference in different parts of the space is similarly perceived as the change in colour). CIEDE2000 ($\Delta E_{00}$) is a more appropriate distance measure of two colour samples in the CIELab colour space and is defined as [17]:

$$
\Delta E_{00} = \sqrt{\left(\frac{\Delta L}{k_L S_L}\right)^2 + \left(\frac{\Delta C}{k_C S_C}\right)^2 + \left(\frac{\Delta H}{k_H S_H}\right)^2 + \Delta R},
$$

where $\Delta L, \Delta C, \Delta H$ are the differences in lightness, chroma and hue of the colour samples, $S_L, S_C, S_H$ are weighing functions that depends on the location of the samples in the colour space, and $k_L, k_C, k_H$ are weighing factors that vary according to the viewing conditions. The term $\Delta R$ aims to improve the chromatic differences performance for the blue region. $\Delta E_{00} \in [0, 100]$, and $\Delta E_{00} \leq 1$ corresponds to a visually imperceptible difference.

Generic IQA measures quantify the reconstruction error or desirable properties of an image. The reconstruction error can be measured by mean square error (MSE), peak signal-to-noise ratio (PSNR) or structural similarity index measure (SSIM) [20]. Most methods use the original (degraded) image as the reference [9] or an enhanced image that was selected by the panel of a subjective test [2, 16]. Desirable image properties include sharpness, contrast and naturalness. Sharpness and contrast can be measured with a visible-edge count and entropy [21]. These measures may be affected by noise introduced by the enhancement method itself. Naturalness can be measured with BRISQUE [22], which quantifies distortions such as noise and blur.

Underwater-specific measures quantify the perceived image quality via attributes related to degradations in water. The attributes (e.g. colour, contrast and visibility) may be combined linearly with weights derived from subjective tests on underwater images. Two full-reference measures, namely $Q_u$ [23] and PKU-EAQA [24], and three no-reference measures, namely Underwater Color Image Quality Evaluation (UCIQE) [14], Underwater Image Quality Measure (UIQM) [13] and Colorfulness, Contrast and Fog density index (CCF) [15], are commonly used as the evaluation measures. Table 1 summaries the measures and their subjective test details. For the full-reference measures, $Q_u$ measures the colour difference in the CIELab colour space [17] and SSIM [20] between the reference image and the enhanced image. The attributes were heuristically combined with equal weights without validation by a subjective test. PKU-EAQA [24] compares the relative quality between two images, using attributes of colour (colour motion [25]) and contrast (GIST [26] descriptor). Although PKU-EAQA allows the comparison between several enhanced methods through successive comparison, it does not state whether a method improves the image quality marginally or by a large extent than an other method.

No-reference IQA measures are generally used to compare the results of different enhancement methods, because of the lack of appropriate reference images. UCIQE [14] uses attributes related to colour degradations in the CIELab colour space [27], namely standard deviation in chroma, average in saturation and difference between extreme values (i.e. the top and bottom 1% in luminance). The chroma and saturation statistics only focus on individual pixel intensities but not on the spatial distribution of intensities, whereas the difference between extreme pixels can be biased towards distortions such as over-exposure in one region. UIQM [13] accounts for the colour degradation considering colourfulness (using the opponent colour theory) and contrast (edge sharpness and contrasts) as attributes. CCF [15] uses a colourfulness index and measures blur and (lack of) visibility with a contrast measure and a foggy index. The images used in the subjective test were taken in a water tank with different concentrations of aluminium hydroxide, which gives a white solution, to mimic different levels of turbidity.

| Ref. Measure | App. Attributes | Subjective Test Details | Task |
|-------------|----------------|------------------------|------|
| [14] UCIQE | score ✓ ✓ | 12 score from ‘Very annoying’ to ‘Excellent’ |     |
| [13] UIQM | score ✓ ✓ | 126 10 not disclosed |     |
| [15] CCF | score ✓ ✓ | 87 20 score from ‘Bad’ to ‘Excellent’ |     |

Table 1. Underwater-specific IQA measures and their associated subjective tests. The measures are grouped into full-reference (Yes) or no-reference (No), based on whether they need a reference image (Ref.). The measure can be applied (App.) to score an image or to rank the relative quality between two images. Attributes of the measures are colour (Col.) and/or visibility (Vis.). We list the number of images (Img.), the number of participants (Part.), and the task the participants were asked to perform in the subjective tests.
3. COMPARISON

We assess five measures on eight methods. We consider three underwater-specific IQA measures, namely UCIQE [14], UIQM [13], and CCF [15]; and two colour accuracy measures, namely CIEDE2000 [17] and colour reproduction error [18]. We compare their scores on eight enhancement methods: four physics-based methods, namely Automatic Red Channel (ARC) [28], Depth-dependent Background Light (DBL) [5], Fusion [10], and Underwater Haze Line (UWHL) [11]; and four neural networks, namely UWCNN [6], Cast-GAN [7], WaterNet [2] and UColor [16]. We show the results of UWCNN for the representative water type for oceanic (type I) and coastal water (type 3), denoted by UWCNN-I and UWCNN-3, respectively.

Fig. 1 shows sample images commonly used in underwater literature. Table 2 reports the values of measures for nine methods applied on the sample images. Since the three IQA measures have different ranges, we use the original images’ measured quality as a reference: smaller values than for the original image (red shade) indicate that the measure suggests that the enhancement methods improved image quality. It is possible to notice that the IQA measures fail to capture (perceptually) obvious distortions, such as unnatural red introduced to the water region by UWHL. However, all measures indicate UWHL has improved the image quality and deem the images enhanced by UWHL to be better than the original.

Another important observation is that similar values do not refer to similar visual quality, for example, the UIQM values of the coral image (R2) enhanced by UWCNN-3 and UColor only differ by 0.01 (1.28 and 1.29, respectively) but the image enhanced by UWCNN-3 has a washout background and unnaturally red reef structure that are visually different from the UColor image. This shows that the numerical values do not correspond to changes in the perceived quality. Moreover, none of the measures has a valid range of values for comparison and it is unclear what a difference in the measure’s value corresponds to the perceptual quality.

Fig. 2 shows the reference colour checker and sample enhanced images from the Sea-thru dataset. Since the dataset does not provide any annotations, we manually segmented and labelled the colour patches using LabelMe [29]. The raw images were converted to 8-bit PNG using the macOS Preview export function and were resized with bilinear interpolation to one-fourth of the original size. The six achromatic patches on the reference colour checker include four grey patches with different lightness. Note that none of the methods could enhance the colour checker to a value close to that of the reference chart: for example UWCNN-3 de-saturated the colour and Fusion turned two grey patches into white patches.

Table 3 reports the colour reproduction error, \( \Phi \), and CIEDE2000. \( \Delta E_{00} \). The reproduction error suggests that the best ‘colour accuracy’ is achieved by Fusion with near-zero angular error for three of the patches. However, \( \Phi \) misses that two patches were expected to be grey instead of white. Moreover, \( \Phi \) does not account for the deterioration introduced by UWCNN-3 to the colour checker. To illustrate why \( \Phi \) fails to account for the colour distortion, we illustrate the measured error in Fig. 3, using the colour of the white patch in the UWHL-enhanced image as an example. As \( \Phi \) only measures the angular error, any point on the corrected colour vector will have the same error. Hence the measure is unable to distinguish the perceived colour difference. Table 3 also shows that \( \Delta E_{00} \) is preferable to \( \Phi \) for measuring
Fig. 2. Colour accuracy is measured using images with a reference colour checker. The left-most column shows the colour checker under a reference illuminant (D65). The remaining columns show the colour checker as captured underwater (Sea-thru dataset [12]) and sample enhanced images, with corresponding enlarged crop of the colour checker in the bottom row.

Table 3. Colour accuracy measures: the reproduction angular error ($\Phi$) [18] and CIEDE2000 ($\Delta E_{00}$) [17] of the 6 achromatic patches in the colour checker. Note that CIEDE2000 is computed with respect to the reference colour checker. For all measures: the smaller the error, the higher the colour accuracy, hence the better the colour correction. The smallest error value of each patch is bold. A red shade indicates that the error is larger than the original image (Ori.).

| Mea. | Patch | Ori. | [10] | [28] | [5] | [11] | [6]-I | [6]-3 | [7] | [2] | [16] |
|------|-------|------|------|------|-----|------|------|------|-----|-----|-----|
| $\Phi$ | | 30.69 | 0.23 | 20.84 | 29.79 | 25.73 | 16.37 | 16.34 | 2.67 | 2.13 | 9.14 |
| | | 35.39 | 0.16 | 25.88 | 35.41 | 35.29 | 19.40 | 28.92 | 32.19 | 20.11 | 19.03 |
| | | 35.37 | 0.39 | 23.16 | 35.39 | 35.27 | 18.68 | 26.28 | 35.29 | 20.20 | 19.94 |
| | | 35.38 | 0.62 | 21.36 | 35.39 | 35.38 | 18.91 | 22.66 | 35.34 | 22.20 | 21.36 |
| | | 35.29 | 11.58 | 20.43 | 35.31 | 35.89 | 19.38 | 18.81 | 35.30 | 23.84 | 22.15 |
| | | 34.35 | 18.08 | 16.56 | 34.54 | 32.86 | 18.29 | 18.81 | 35.30 | 23.84 | 22.15 |
| $\Delta E_{00}$ | | 26.09 | 3.64 | 27.41 | 25.98 | 25.83 | 27.74 | 13.37 | 29.01 | 25.94 | 20.76 |
| | | 23.80 | 13.98 | 25.03 | 23.82 | 24.91 | 25.55 | 24.04 | 28.16 | 22.85 | 21.71 |
| | | 23.16 | 22.73 | 21.62 | 23.37 | 27.42 | 22.69 | 24.06 | 27.59 | 23.70 | 22.31 |
| | | 22.80 | 27.85 | 17.90 | 23.13 | 30.42 | 19.91 | 25.88 | 24.81 | 23.89 | 22.40 |
| | | 21.90 | 30.36 | 14.35 | 22.27 | 28.46 | 16.79 | 30.66 | 19.21 | 22.21 | 20.63 |
| | | 28.57 | 30.25 | 18.82 | 28.74 | 31.1 | 22.02 | 43.30 | 10.00 | 26.55 | 24.02 |

colour accuracy. In fact, $\Delta E_{00}$ suggests that the colour difference of the grey patches in the Fusion-enhanced image can be perceived by humans (value exceeding 1) and $\Delta E_{00}$ also correctly identifies the deterioration in colour accuracy by UWCNN-3. Moreover, $\Delta E_{00}$ can be applied to quantify the colour difference between all of the 18 colour patches, ensuring a more holistic analysis of colour accuracy.

4. CONCLUSION

We discussed and evaluated the performance of quality measures commonly used for enhanced underwater images, including image quality measures specifically defined for the water medium and generic colour accuracy measures. We showed that these image quality measures are unable to account for artefacts or changes in perceptual quality. For measuring colour accuracy, we showed that CIEDE2000 is preferable to the use of the colour reproduction error. Subjective tests with well-trained participants and colour accuracy using CIEDE2000 should be used in evaluations, until a suitable measure is developed and validated.
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