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The changing dynamics of coastal regions and climate pose severe challenges to coastal communities around the world. Effective planning of engineering projects and resilience strategies in coastal regions must not only address current conditions but also take into consideration the expected changes in the exposure and multi-hazard risk in these areas. However, existing performance-based engineering frameworks generally neglect time-varying factors and miss the opportunity to leverage related evidence as it becomes available. This paper proposes a Performance-Based Coastal Engineering (PBCE) framework that is flexible enough to accommodate uncertain time-varying factors, multi-hazard conditions, and cascading-effects. Furthermore, using a dynamic Bayesian network approach, the framework can incorporate observed evidence into the model to update the prior conditional distribution of the analyzed variables. As a proof of concept, two case studies—a typical elevated residential structure and a two-frame system—are presented, considering the effects of cascading failure, the incorporation of time-varying factors, and the influence of emerging evidence. Results show that neglecting cascading effects significantly underestimates the losses and that the incorporation of evidence reduces the uncertainty under the assumed distribution of evidence. The resulting PBCE framework can support data collection efforts, optimization of retrofitting strategies, integration of experts and community interests by facilitating interactions and knowledge sharing, as well as the identification of vulnerable regions and critical components in coastal multi-hazard regions.
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INTRODUCTION

Coastal communities face severe socio-economic challenges posed by the disastrous impacts of natural hazards such as hurricanes. Such challenges are exacerbated by an increase in population over time coupled with the aging of existing infrastructure, rise in property value, and the expected shifts in the frequency and intensity of natural hazards due to climate change (Field et al., 2012; Camargo and Wing, 2021). For instance, the extreme levels of rainfall caused by Hurricane Harvey (2017) led to innumerable flood-related damages in the southeast Texas region, making it the second-costliest hurricane in United States history, preceded only by Hurricane Katrina (Blake and Zelinsky, 2018). Recent studies have linked the severe levels of rainfall observed during Harvey to climate change effects on the ocean’s heat content and surface temperature (Emanuel, 2017; Risser and Wehner, 2017; Trenberth et al., 2018; Wang et al., 2018). These complex conditions are expected with more frequency in the future (Hassanzadeh et al., 2020; Wang and Toumi, 2021) and raise important questions about the adequacy of our existing structural and infrastructure systems to withstand the...
upcoming hazard exposure. Therefore, to effectively design, manage and maintain structures and infrastructure systems in coastal regions, special consideration should be given to time-varying factors while conducting a performance evaluation.

In general, performance-based engineering offers methods to quantify the uncertain structural response when exposed to a stressor in terms of performance levels and incurred damage states, followed by estimating the probability of exceeding a defined value of a decision variable $DV$ (e.g., economic losses, sustainability index such as waste generation or embodied energy) in a reference time of analysis. The framework for performance-based engineering, originally proposed in the earthquake engineering community (Porter, 2003; Moehle and Deierlein, 2004; Günay and Mosalam, 2013), has been recently extended to other types of natural hazards such as wind (PBWE) (Ciampoli et al., 2011), hurricanes (PBHE) (Barbato et al., 2013), and tsunamis (PBTE) (Attary et al., 2017; Attary et al., 2019), to perform probabilistic risk assessment and/or design of structures. These methodologies posed key advances in the performance assessment of coastal structures by accounting for: 1) the effects of the interaction between the structure and its surroundings (e.g. fluid-structure interaction, soil-structure interaction) (Ciampoli et al., 2011); 2) the intrinsic multi-hazard nature of coastal hazards (Barbato et al., 2013; Attary et al., 2019); and 3) successive damage to the structures (e.g. incoming and outcoming flows during tsunami events) (Attary et al., 2017). These frameworks employ the theorem of total probability, where the marginal probability distribution of the decision variable is computed by disaggregating the joint distributions into smaller components of analysis. Performance-based design methodologies have also been implemented for specific types of coastal structures (Van De Lindt and Dao, 2009; Van De Lindt and Taggart, 2009; Do et al., 2016; Attary et al., 2017; Cui and Caracoglia, 2018) by leveraging fragility functions and evaluation of mitigation strategies. However, existing performance-based engineering frameworks are focused on punctuated hazards and generally do not consider time-varying factors such as climate change and loss of performance over time, which are key in the analysis of coastal settings into the future.

Furthermore, past coastal hazard events, such as Hurricane Sandy (Blake et al., 2013) and Hurricane Katrina (Sills et al., 2008), have showcased the relevance of considering cascading effects while assessing the risk of coastal structures and infrastructure systems. Cascading effects are a sequence of events (i.e. effects) having a common source (i.e. cause) that result in system damages and disruptions as they propagate (Pescaroli and Alexander, 2015). These paths can either escalate over time to create independent chains (i.e. effects that become the cause of secondary chains of cascading effects) or follow a linear cause-effect path (i.e. having only one cause). Pescaroli and Alexander (2015) offer further details. The damage evaluation of the system without considering the impact of cascading effects can lead to the underestimation of losses and potentially hide vulnerable components in a system. For instance, the unforeseen failure mechanisms and damages inflicted to different levees and shore-protection systems on the Louisiana coast were the key drivers of the vast devastation caused in the city of New Orleans by Hurricane Katrina (Sills et al., 2008). During Hurricane Sandy, storm-induced damages to the natural gas pipeline network triggered several fires around New Jersey (Blake et al., 2013). Moreover, waterborne debris during storm surge events has also been observed to cause major disruption to transportation networks, interrupt port operations and augment the risk of damage to structures located further from the coast (FEMA, 2009; Gonzalez Duenas et al., 2019; Padgett et al., 2008). The performance-based hurricane engineering framework (Barbato et al., 2013) implements a simplified assumption of the windborne debris as an additional source of hazard to consider the cascading effect. However, such an assumption fails to explicitly model the coupling between one component’s failure and its subsequent effect on the remaining components. The coupled modeling of the cause and effect at the component level provides the necessary framework to evaluate the overall performance of the system.

In the literature, performance-based frameworks have focused on forward uncertainty propagation methodologies (mostly Monte Carlo simulation approaches) to compute the probability of exceedance of the decision variable in an analysis (Ciampoli et al., 2011; Li et al., 2012; Barbato et al., 2013; Günay and Mosalam, 2013; Cui and Caracoglia, 2018; Attary et al., 2019; Nofal et al., 2020; Zeng et al., 2020). However, these approaches are incapable of updating uncertainties in the decision variables once new information about the condition of the system emerges. In modern coastal settings, information is continuously harnessed from sensor data, satellite imagery, and camera images during regular monitoring, condition assessments, and reconnaissance surveys. Likewise, data from component test results (e.g. mechanical properties of materials, aging and corrosion of structural components under certain environmental actions) and higher resolution or refined models (e.g. climate change models, structural behavior), are constantly being updated as further research is conducted. Thus, the incorporation of emerging observation data is needed to enhance the probabilistic estimates of the system performance.

In order to address the above-mentioned drawbacks, the proposed study aims to present a Performance-Based Coastal Engineering (PBCE) framework for design and risk assessment of coastal structures considering time-varying factors, which is flexible enough to accommodate the multi-hazard and cascading hazard effects, and a range of performance objectives of interest. Furthermore, the proposed PBCE framework is implemented using a dynamic Bayesian network that constructs a probabilistic model of coastal systems in the form of a graphical network, drawing dependencies among random variables according to engineering judgment. The prior belief of the constructed probabilistic graphical model can be updated in the presence of available evidence that integrates the data-oriented learning paradigm with expert domain knowledge. As a proof of concept, the performance assessment of an elevated coastal structure and two single-bay elastoplastic frames, are presented as case studies. The former corresponds to a typical Gulf Coast residential structure subjected to wave and surge loads while considering time-varying factors.
The probabilities of failure and losses for different years (2030, 2050, and 2100), under different climate change scenarios are computed. The latter investigates cascading effects by considering the failure of one of the frames and its impact in the second one. In both case studies, the posterior probabilities of the decision variables are inferred by updating the corresponding dynamic Bayesian network.

The formulation of the PBCE framework is introduced in *Proposed Performance-Based Coastal Engineering Framework*. The individual components of the framework, as well as its time-varying and event-triggered factors that affect the performance of coastal systems, are described. The section also presents the implementation of the framework in the form of a probabilistic graphical model and inference using a dynamic Bayesian network. *Illustrative Case Studies* demonstrates the application of the proposed PBCE framework in the form of two case studies: 1) the performance assessment of a typical elevated residential structure subjected to wave and surge loads, and 2) the evaluation of cascading-effects in a system of two elasto-plastic frames. The proposed methodology also infers the updated probabilities of the decision variables in the presence of available quantitative and qualitative evidence.

**PROPOSED PERFORMANCE-BASED COASTAL ENGINEERING FRAMEWORK**

**Factors Affecting the Performance of Coastal Systems**

Coastal regions are complex environments shaped by the dynamics of physical, social, and economic processes. Structures and infrastructure systems in these regions are often exposed to multi-hazard environments and chronic hazards, which impose additional challenges to their design and overall assessment. Moreover, the impact of coastal hazard events usually escalates when cascading failures are triggered due to system interdependencies (Blake et al., 2013). Herein, factors affecting the performance of coastal systems are classified as 1) time-varying factors, and 2) event-triggered factors. The former accounts for factors that are time-dependent and therefore affect the system during its lifetime (e.g., climate change, stiffness degradation, market changes), while the latter considers factors that are conditioned on the occurrence of an event (e.g., cascading effects).

**Time-Varying Factors**

Erosion, loss of natural barriers (e.g. dunes, mangrove forests), sea-level rise, and overall changes in coastal hazards (e.g. intensity, frequency), have significantly affected the exposure and vulnerability of coastal systems, as observed in the landing and aftermath of tropical cyclones around the world in the last 2 decades (Pistrika and Jonkman, 2010; Stewart and Deng, 2015; Risser and Wehner, 2017; Toimil et al., 2017; Poddar et al., 2020). Furthermore, the degradation of structural capacity due to aging, previous load history, or exposure to harsh environmental conditions, leads to differences in the response of structural and infrastructure systems during their lifetime (Li et al., 2015; Sanchez-Silva et al., 2011; Stewart et al., 2011). Changes in the use of the structure (e.g. a residential to a commercial building) and the market (e.g. devaluation, discount rate) will in turn affect the measure of performance and the losses in the aftermath of a hurricane event (Baade et al., 2007). For instance, in recent years, methodologies to address the intergenerational risk transfer for socio-economic sustainability have been proposed to avoid intergenerational inequities (Ellingwood and Lee, 2016; Lee and Ellingwood, 2017).

**Event-Triggered Factors**

Coastal hazards can lead to cascading failures due to the interdependencies of infrastructure systems and urban planning considerations. For instance, the failure of one residence can lead to construction debris and jeopardize the structural integrity of neighboring houses (FEMA, 2009), vegetation debris or falling trees during a hurricane cause damages in infrastructure networks (e.g. power lines) and structural systems (e.g. residential houses), and can also lead to casualties (Blake et al., 2013; WTVYD-TV, 2020). Power outages have been the cause of several losses due to business interruption and deaths (e.g. cold weather), especially in vulnerable populations such as elderly people (Blake et al., 2013). Moreover, aspects such as stakeholder risk aversion (de Boer et al., 2016), perspectives on non-acceptable losses, and specific requirements of the design (e.g. sustainability), can significantly impact and change the course of decision-making processes and as a result, modify the original design of the system.

**Components of the Performance-Based Coastal Engineering Framework**

The proposed Performance-Based Coastal Engineering (PBCE) framework focuses on the assessment of coastal systems subjected to both chronic and punctuated natural hazards by incorporating time-varying and event-triggered factors. The PBCE framework consists of six basic components (*Figure 1*): 1) performance objectives, 2) hazard analysis, 3) structural characterization, 4) structural analysis, 5) damage analysis, and 6) performance analysis. This subdivision facilitates the identification and probabilistic characterization of the parameters pertinent to each component and its specific sources of uncertainties.

**Performance Objectives**

Performance objectives (PO) are discrete qualitative measures of expected performance that are based on probable damages to the system given the occurrence of a hazard. Although similar nomenclature can be used across different civil engineering subfields to denote performance expectations, their definition and associated damage states vary significantly depending on the type of structure, construction material, and hazard. In the literature, performance objectives and damage classifications have been proposed for various types of coastal structures and hazards (Van De Lindt and Dao, 2009; Van De Lindt and Taggart, 2009; Ciampoli et al., 2011; Li et al., 2012; Massarra, 2012; Ataei...
and Padgett, 2013; Barbato et al., 2013; Attary et al., 2017; Emanuel, 2017; Park et al., 2017; Tomiczek et al., 2017; Baradaranshoraka et al., 2019; Xiong et al., 2019). PO are commonly associated with structural integrity, operational status, incurred losses, or serviceability requirements (Ciampoli et al., 2011; Barbato et al., 2013; American Society of Civil Engineers, 2017). Performance objectives can be evaluated by the damage of individual structural and nonstructural components (American Society of Civil Engineers, 2017) or the overall state of the structure in the aftermath of a hazard event (Barbato et al., 2013).

**Hazard Analysis**

The hazard analysis component starts with the probabilistic characterization of the vector of intensity parameters $\Lambda$. Since coastal structures might be exposed to both single-hazard (e.g., extreme winds, flooding, tsunami) and multi-hazard (e.g., hurricane induced storm surge, wind, and waves) scenarios, the vector of intensity parameters $\Lambda$ is described as:

$$\Lambda = \left[\left[\Lambda^1\right]^T, \left[\Lambda^2\right]^T, \ldots, \left[\Lambda^m\right]^T\right]^T$$

$$\left[\Lambda^i\right]^T = \left[\lambda^i_1, \lambda^i_2, \ldots, \lambda^i_n\right]^T, \quad i \in [1, m]$$

Where $m$ corresponds to the number of individual hazards (i.e., single hazards), and $n$ denotes the number of intensity parameters in the $i^{th}$ hazard. Each of the parameters composing the individual vectors of $\Lambda$ are explicitly a function of time. For example, if for the $i^{th}$ hazard $\lambda^i_t \rightarrow \lambda^i_t(t)$, then, $\Lambda^i \rightarrow \Lambda^i(t)$ and $\Lambda \rightarrow \Lambda(t)$. Nevertheless, for the sake of simplicity, the mathematical expressions for the vector parameters are represented in shorthand notation as in Eq. 1a and Eq. 1b for the following components of the framework.

To select a suitable set of intensity parameters, consideration should be given to the hazard models selected to describe the event (Barbato et al., 2013), as well as their efficiency and sufficiency for the particular case study (i.e. hazard models might need information not available/very difficult to estimate at the site, or might be irrelevant for the overall performance of the structure) (Barbato et al., 2013). Considering an elevated residential coastal structure subjected to both significant surge and wave loads as an example, the vector of intensity parameters would be comprised of flood hazard intensity parameters (Barbato et al., 2013) such as surge depth $S_d$, significant wave height $H_s$, and flow velocities $V_x$, $V_y$. Therefore, in this case:

$$\Lambda = \left[\left[\Lambda^1\right]^T\right]$$

$$\left[\Lambda^1\right]^T = [S_d, H_s, V_x, V_y]^T$$

If wind, rainfall, or other types of hazards are seen or expected to cause significant loading to the structure during a hurricane or storm event, their respective $[\Lambda^i]^T$ vectors can be added in Eq. 2. In a fully probabilistic hazard analysis, the output of this PBCE component could be depicted in the form of a hazard curve, characterizing the mean annual rate of exceedance of a particular intensity parameter from its marginal distribution, or $n$-dimensional hazard surface characterizing the rates of joint intensity parameter exceedance. While in the coastal engineering community these joint exceedances or associated joint probability distribution functions are often lacking for a vector of intensity parameters, recent studies have made progress in this direction (Günay and Mosalam, 2013; Jia and Tsalamidis, 2013; Hallowell et al., 2018; Attary et al., 2019; Do et al., 2020; Nofal et al., 2020).

The hazard analysis component can also be conducted using a scenario-based analysis by selecting a representative hazard (e.g., worst-expected hazard, a hazard with a specific return period)
scenario of the region, which can be used for rapid-response analysis or when the computational demand of a fully probabilistic analysis cannot be afforded. For instance, synthetic storms such as FEMA 36 and FEMA 33 (Ebersole et al., 2017; Melby et al., 2017), which result in approximately 500- and 100-years storm surge events in the Houston-Galveston region (Ebersole et al., 2017), respectively, have been commonly adopted in the literature to conduct scenario-based risk analysis in the Texas coast (Ebersole et al., 2017).

**Structural Characterization**

The uncertainty associated with the mechanical and geometrical properties of the system is described through the vector of structural parameters \( \Xi \). In general terms, these parameters are the ones required to describe the stiffness, strength, and geometry of the individual structural elements and the overall structure, such as material properties (e.g., modulus of elasticity \( E \), yielding strength \( f_y \)), depth and height of beams and columns, characterization of the substructure, among others. However, further consideration should be given to systems where fluid-structure or soil-structure interactions play a critical role in the response of the structure, and their respective parameters should also be included. For instance, during hurricane events, significant scour can occur in the foundation of elevated residential structures and bridges, which can add to the collapse of these structures (FEMA, 2009; Briaud, 2015; Kameshwar and Padgett, 2018), in which case, parameters related to the soil properties of the site should also be considered. Moreover, the landscape, surrounding structures, topological factors, and system connectivity, might also play an important role in the loading process and response of individual structures (Barbato et al., 2013; Hatzikyriakou et al., 2016; Attary et al., 2017). For instance, shielding and canalization effects have been seen to play a key role in the loading process of coastal buildings structures (Hu et al., 2016; Tomiczek et al., 2016; Winter, 2019). The vector of structural parameter is defined as:

\[
\Xi = \left[ \begin{array}{c}
\Xi_1^T \\
\Xi_2^T \\
\vdots \\
\Xi_s^T
\end{array} \right]^T
\]  

for systems with more than one structure, and as

\[
\Xi_i^T = \left[ \xi_1^i, \xi_2^i, \ldots, \xi_p^i \right]^T, \quad i \in [1,s]
\]  

for single structures, where \( s \) corresponds to the number of structures, and \( p \) denotes the number of structural parameters in the \( i^{th} \) structure. In the case of elevated residential coastal structures (ERCS), some of the variables that might be considered are elevation of the lowest horizontal member, the strength of the connections, stiffness of individual structural components, Reynolds number, undrained shear strength of the soil, distance to the coast, number of structures in the surroundings, the distance between structures, among others.

**Structural Analysis**

The structural analysis provides the probabilistic characterization of the system response through the vector \( \Theta \) of engineering demand parameters. These can be defined in terms of the response of individual structural elements (e.g., plastic rotations of beams and columns, element forces), non-structural elements (e.g., loss of roof panels, infiltration damage to floors), or the overall behavior of the structure (e.g., drifts, loss of foundation) (Barbato et al., 2013; Güney and Mosalam, 2013). To accommodate systems composed of more than one structure, the vector parameter \( \Theta \) is defined as:

\[
\Theta = \left[ \begin{array}{c}
\Theta_1^T, \Theta_2^T, \ldots, \Theta_s^T
\end{array} \right]^T
\]  

\[
\Theta_i^T = \left[ \theta_1^i, \theta_2^i, \ldots, \theta_r^i \right]^T, \quad i \in [1,s]
\]  

where \( s \) corresponds to the number of structures and \( r \) corresponds to the number of engineering demand parameters for the \( i^{th} \) structure. The vector \( \Theta \) can combine different types of engineering demand parameters depending on the components of the system and is frequently composed of their respective peak values (Güney and Mosalam, 2013). In the case of ERCS subjected to surge and wave loads typical engineering demand parameters include shear force at the connections, pier deformations, pressures on walls, or uplift pressure.

**Damage Analysis**

The damage analysis allows the quantification of the probability of exceeding a certain damage level of a given structural element or the overall structure conditioned on their respective engineering demand parameters (EDPs). The damage function is discretized using damage states, which describe the amount of damage that the element undergoes until its complete loss of functionality or collapse when subjected to different levels of intensity (i.e. different hazard scenarios, increment in the intensity parameters). To estimate the element damage, a limit state function \( g \) is evaluated, where the capacity corresponding to each damage state is compared with the EDPs obtained from the structural analysis component. Recent efforts have been devoted to the probabilistic characterization of structural element capacities (Gardoni et al., 2002; Choe et al., 2008; Sharma et al., 2015), however, these can be defined as deterministic if the information on the variability of the capacity is not available, comes at a large computational cost, or is deemed relatively known.

The vector of engineering capacity parameters (ECPs) is then defined as:

\[
\Psi = \left[ \begin{array}{c}
\Psi_1^T, \Psi_2^T, \ldots, \Psi_s^T
\end{array} \right]^T
\]  

\[
\Psi_i^T = \left[ \psi_1^i, \psi_2^i, \ldots, \psi_r^i \right]^T, \quad i \in [1,s]
\]  

where \( s \) corresponds to the number of structures and \( r \) corresponds to the number of ECPs for the \( i^{th} \) structure. The limit state function for each damage state is defined as:

\[
g_j^i = \theta_j^i - \psi_j^i, \quad i \in [1,s], \quad j \in [1,r]
\]  

This comparison allows defining if a certain component has failed using a Bernoulli random variable, which will state if the element has exceeded a certain damage level or not. Subsequently, the probabilistic characterization of the vector \( \Delta \) of damage parameters is given by:
\[ \Delta = [(\Delta^1)^T, (\Delta^2)^T, \ldots, (\Delta^s)^T]^T \] 
\[ (\Delta^i)^T = [\delta_1^i, \delta_2^i, \ldots, \delta_{r^i}^i]^T, \quad i \in [1,s] \]  
where 
\[ \delta_j^i = \begin{cases} 1 & \text{if } \beta_j > \psi_j, \quad i \in [1,s], \quad j \in [1,r] \\ 0 & \text{otherwise} \end{cases} \] 
\[ \Delta^i = \begin{cases} \text{collapse} & \text{if } \beta^i > \psi^i \\ \text{no collapse} & \text{otherwise} \end{cases} \]

To consider the possibility of complete collapse or loss of functionality of the structure, the last parameter of the damage vector is reserved to account for a global parameter that can define global collapse:

\[ \Delta^i = \begin{cases} \text{collapse} & \text{if } \beta^i > \psi^i \\ \text{no collapse} & \text{otherwise} \end{cases} \]

This allows checking the global stability of the system before performing computationally expensive element-wise calculations (Günay and Mosalam, 2013). Moreover, the limit state function is also used to develop fragility models that depict the probability of reaching or exceeding a damage state given intensity parameters and/or structural parameters. If fragility functions are already available for individual structural elements or the structural system itself, the component of structural analysis can be avoided, and the probability of exceeding a certain damage state is directly evaluated from the fragility model. Multiple fragility functions have been proposed in the literature for diverse types of coastal systems, with a recent shift toward parameterized fragility models, where fragility functions are calibrated on specific structural characteristics and load conditions (Ataei and Padgett, 2013; Tomiczek et al., 2014; Hatzikyriakou et al., 2016; Balomenos and Padgett, 2018; Saedpou et al., 2018; Bernier and Padgett, 2019). In the case of ECRS under surge and wave load, most of the fragility models to date have been empirically derived in the aftermath of major hurricane events (Hatzikyriakou et al., 2016; Tomiczek et al., 2014, 2017); with some recent efforts to develop parameterized fragility functions using numerical simulations (Do, 2016; Do et al., 2020). To incorporate cascading effects, the damage parameter of an individual structure or system \( \Delta^i \) is computed by factoring in the cascading parameter with its demand parameter in the limit state function. For instance, if structure two is subjected to waterborne debris load (e.g. cascading effect) coming from structure one, the limit state function of structure two becomes:

\[ g_j^i = \beta_j^i \cdot \delta_j^i - \psi_j^i, \quad j \in [1,r] \]  
Where \( \beta_j^i > 1 \) is the cascading parameter coming from the damage analysis of structure 1. Moreover, the shielding effect is incorporated by considering \( \beta < 1 \).

**Performance Analysis**

The component of performance analysis computes the marginal probability distribution of the decision variable \( DV \). The selection of the decision variable implies an active communication with the stakeholders to adopt metrics that adequately portray the desired/required performance objectives of the system. A common choice of \( DV \) includes the annual economic loss or the life-cycle cost of the structure—the reason why the computation of the marginal probability distribution of the decision variable is typically known as "loss analysis" (Porter, 2003; Ciampoli et al., 2011; Barbato et al., 2013; Günay and Mosalam, 2013; Attary et al., 2017). Nevertheless, decision variables encompass various aspects of importance for stakeholders and communities, that cover a wide selection of metrics such as downtime, injuries and fatalities (Jonkman, 2007; Günay and Mosalam, 2013), carbon footprint (Dehghani and Shaﬁeezadeh, 2019; Padgett and Tapia, 2013), environmental impact, and the threat to public health in the event of failure (Reible et al., 2006), loss of community service, and even aspects related to psychological trauma after a hazard event. Indirect costs (e.g. loss of productivity in the community, cost of power outages (Bjarnadottir et al., 2018), a decline in revenue (Becker et al., 2015), unemployment, evacuation efforts (Whitehead, 2003) and intangible consequences (e.g. ecosystem damages (Becker et al., 2015), individuals’ well-being (Berlemann, 2016)) should also be considered since they have a great effect on the total cost and impact of natural disasters (Dong and Li, 2016). Moreover, the \( DV \) can also be defined as a system metric, where the result of individual building responses is used to estimate the system-level performance, as in the case of community resilience metrics (Lounis and McAllister, 2016; Kameshwari et al., 2019) or sustainable neighborhoods (Ju et al., 2016; Wangel et al., 2016).

In the case of economic losses, the probability of exceeding a certain loss can be estimated by assigning costs to the actions needed to repair or replace the structural elements depending on the sustained damages computed in the damage analysis component. The loss associated with downtime can be estimated by computing the incurred costs due to loss of functionality of the system [e.g. business interruption, loss of household production (Rose et al., 2007)]. Moreover, different studies have proposed methodologies to assess the value of life (Landeﬁeld and Seskin, 1982; Jonkman, 2007; Ditlevsen and Friis-Hansen, 2009; Luechinger and Raschky, 2009; Kousky, 2014; Daniell et al., 2015; Yu and Tang, 2017), however, serious ethical questions arise when estimating the cost of fatalities or injury in the aftermath of natural disasters. \( CO_2 \) or other greenhouse gas emissions and embodied energy are typical \( DVs \) (Dehghani and Shaﬁeezadeh, 2019; Lounis and McAllister, 2016; Müller et al., 2013; Padgett and Tapia, 2013) to measure the environmental impact of structures and infrastructure systems by associating costs to the emissions of the manufacturing process and transportation of construction materials (Lounis and McAllister, 2016), maintenance and repair (Dehghani and Shaﬁeezadeh, 2019), and any detour of vehicles during the construction phase or in retrofitting, inspection, and repair actions (Lounis and McAllister, 2016; Padgett and Tapia, 2013). Furthermore, decision variables concerning public health, the individual’s well-being, and psychological impact can be associated with the expected number of failures of residences and special structures such as hospitals in a community in the aftermath of a hazard event. For instance, failure of residences during storm-surge events can release toxic substances into the environment in the form of construction debris, household-stored chemicals, fuel in flooded cars, and their
improper disposal (Reible et al., 2006), jeopardizing the health of entire communities. Potentially more than one decision variable can be evaluated to analyze different consequences of system or element failure.

The vector $\boldsymbol{\Gamma}$ representing the unit value of $DV$ for each damageable element is expressed as:

$$\begin{bmatrix} \Gamma^i \end{bmatrix} = \left[ \begin{bmatrix} \Gamma^i_1, \Gamma^i_2, \cdots, \Gamma^i_s \end{bmatrix} \right]$$

where

$$\Gamma^i_s = \text{unit value of } k^{th} \text{ ECP of the } i^{th} \text{ structure for the } j^{th} \text{ DV}$$

and $\delta_{ik}$ represents the value associated with global collapse. Therefore, the value of each $u^{th}$ decision variable is given by:

$$\Pi = \left[ \begin{bmatrix} \Pi^1, \Pi^2, \cdots, \Pi^s \end{bmatrix}^T \right]$$

$$\Pi^i = \left[ \begin{bmatrix} \pi^i_1, \pi^i_2, \cdots, \pi^i_u \end{bmatrix}^T \right]$$

where the $u^{th}$ DV can stand for loss of life, money, embodied energy, CO2 emissions, downtime, among others. Thus, $\pi^i_j$ stands for the total loss of the $i^{th}$ structure for the $j^{th}$ DV:

$$\pi^i_j = (1 - \delta^i_j) \sum_{j=1}^{u^{th}} \Gamma^i_j \delta^i_k + \Gamma^i_j \delta^i_i, \quad i \in [1, s], \quad k \in [1, u]$$

Therefore, for the case of community metrics:

$$\{C\} = \{C_1, C_2, \cdots, C_m\}$$

where

$$C_i = \text{Total community level loss for the } i^{th} \text{ DV}$$

$$C_i = \sum_{j=1}^{s} \pi^i_j$$

**Time-Dependent Probabilistic Graphical Model**

With the main components of the PBCE defined, a mathematical abstraction of this framework is pursued, first with an overview of the adopted model—a dynamic Bayesian network, followed by an example of how to construct a dynamic Bayesian network from the PBCE framework representation. Probabilistic graphical models, such as Bayesian and dynamic Bayesian networks, provide a flexible approach for model updating using evidence and have been successfully implemented in the assessment of civil structures and infrastructure systems (Bensi et al., 2013; Schultz and Smith, 2016; Khakzad and Van Gelder, 2018). Moreover, the basic construction of probabilistic graphical models using nodes and links, allows direct consideration of dependencies (links) between different random variables (nodes) (Bensi et al., 2013), providing not only an efficient sampling strategy but also the easy incorporation of engineering judgment in the model while facilitating communication with stakeholders. This section provides a general overview of Bayesian networks followed by the case of dynamic Bayesian networks. Subsequently, their relevance and adaptation to modeling the PBCE problem are described.

**Bayesian Network**

Bayesian networks (BN) are directed acyclic probabilistic graphical models that represent the joint probability density function $p(X)$ of a set of random variables $X$. The random variables are represented as nodes and the causal relationships among them are represented by links directed from the parent node to the children node. The causal relationship constitutes the conditional dependence of the child random variable to the parent random variable. A detailed description of BN can be found in Russel and Norvig (2002). Figure 2A illustrates a simple BN where nodes $X = \{X_1, X_2, X_3, X_4, X_5\}$ represent the random variables of the model. In this case, $X_5$ is the child node of $X_3$, while $X_2$ and $X_1$ have $X_5$ as the parent node and $X_4$ as the child node. The joint probability density function of the network is evaluated as the product of individual conditional probabilities as:

$$p(X) = p(X_1, X_2, X_3, X_4, X_5)$$

$$= p(X_5) \cdot p(X_2|X_5) \cdot p(X_1|X_5) \cdot p(X_4|X_2, X_3) \cdot p(X_5|X_3)$$

The marginal probability density function (pdf) of any random variable is computed by performing integration of the joint pdf over the remaining random variables. For example

$$p(X_i) = \int_{\Omega_{X_1}} \int_{\Omega_{X_2}} \int_{\Omega_{X_3}} \int_{\Omega_{X_4}} \int_{\Omega_{X_5}} \left( p(X_i|X_2, X_3)p(X_2|X_5)p(X_1|X_5)p(X_4|X_2, X_3)p(X_5|X_3) \right)$$

where $\Omega_{X_1}, \Omega_{X_2},$ and $\Omega_{X_3}$ are the domains of the random variables $X_1, X_2,$ and $X_3$, respectively. In the event of the availability of information related to any random variable in the model, BN offers the potential to update the probabilities in the network. BN propagates the evidence throughout the network to update the probability distributions of all the other variables following Bayes’ theorem. For example, if evidence $e$ is observed for the random variable $X_5$, the marginal pdf of $X_5$ is updated as follows:

$$p(X_5|e) = \frac{p(X_5, e)}{p(e)} = \frac{\int_{\Omega_{X_1}} \int_{\Omega_{X_2}} \int_{\Omega_{X_3}} \int_{\Omega_{X_4}} \int_{\Omega_{X_5}} p(X_5, e|X_2, X_3)p(X_2|X_5)p(X_1|X_5)p(X_4|X_2, X_3)p(X_5|X_3) \cdot dx_5 \cdot dx_4 \cdot dx_3 \cdot dx_2 \cdot dx_1}{\int_{\Omega_{X_1}} \int_{\Omega_{X_2}} \int_{\Omega_{X_3}} \int_{\Omega_{X_4}} \int_{\Omega_{X_5}} p(e|X_5)p(X_2|X_5)p(X_1|X_5)p(X_4|X_2, X_3)p(X_5|X_3) \cdot dx_5 \cdot dx_4 \cdot dx_3 \cdot dx_2 \cdot dx_1}$$

**Dynamic Bayesian Network**

A Dynamic Bayesian Network (DBN) is an extension of classical BN which is capable of modeling the uncertainties of discrete time-varying systems (Murphy and Russell, 2002). Figure 2B shows an example of a DBN that models the probabilities of the set of random variables $Y[t] = \{Y[1], Y[2], \cdots, Y[T]\}$ and $Z[t] = \{Z[1], Z[2], \cdots, Z[T]\}$ as they evolve discretely over each time index $t \in \{1, 2, \cdots, T\}$. The joint pdf of the network is evaluated as the product of the individual conditional pdf of the variables in the network as in BN (Straub, 2009)
The efficiency of the nodes within the Markov blanket is critical to understand the Markov blanket's role. Apart from the nodes within the Markov blanket, the parent, child, and spouse nodes, together, form a Markov blanket. If a node has a child node but is not a child of that node, it is considered a spouse node. The parent, child, and spouse nodes, and the nodes that share a child node but are not children of that node, are all considered as part of the same Markov blanket. This concept is illustrated for Bayesian networks (BN) and Dynamic Bayesian Networks (DBNs).

For both BN and DBN, the child node originates from one or more parent nodes which are modeled through a directed arrow. The nodes that share a child node but are not children of that node are called spouse nodes. The parent, child, and spouse nodes, together, form a Markov blanket. Apart from the nodes within the Markov blanket of a node, that random variable is independent of all other variables present in the network. The efficient sampling and inference of the joint pdf of the network is attributed to this concept of d-separation (Markov blanket) of a node in the network (Pearl, 2014). As new evidence of any node becomes available, the joint pdf of the network gets updated following the Bayes’ theorem, and the posterior distribution of the random variables that are inside the Markov blanket of the observed random variable gets updated. However, the marginal pdfs of those random variables that are d-separated from the observed node do not change. It is noteworthy to mention, that in the context of BNs and DBNs, evidence constitutes any measurement associated with one or more of the random variables in the network. New models or forecasts of the relations between the random variables (links) can be incorporated, but this would imply the modification of the network and a new model.

Dynamic Bayesian Network Modeling of the Performance-Based Coastal Engineering Framework

One of the key features of the proposed PBCE framework is its adaptability to model time-varying systems through the incorporation of time-varying parameters into the description of each of the components presented in Components of the Performance-Based Coastal Engineering Framework. DBNs offer the capability of modeling discrete-time or space varying systems and allow to represent stochastic processes by constructing a BN over each discrete point in time (Straub, 2009). To model the flow of information from one discrete-time index \( t \) to the following time index \( t + 1 \), one or more nodes of the BN at time \( t \) are connected through directed links to nodes in the BN at time \( t + 1 \) (Ghahramani, 1997; Straub, 2009), as seen in Figure 2B by the link connecting \( Y[1] \) to \( Y[2] \). For illustration purposes, we use a typical Gulf Coast elevated residential structure subjected to storm surge and wave loading to portray how to construct a discrete in time DBN model from the formulation of the PBCE framework. The selected house is a typical wood-frame structure elevated on piles that was constructed in the year 2000 (Fereshtehnejad et al., 2021).

Figure 3A shows the complete PBCE framework for this example, defined both as continuous and discrete (i.e., at a time index \([i]\)) in time. Since the objective of this section is to show the basic construction of a DBN from the vectors of parameters of the PBCE framework, herein we focus on the definition of nodes and links starting from the description of the parameters relevant to the case study. The details on the mathematical description of the links and how each vector is constructed along with the probabilistic description of its parameters can be found in the following section (Realistic System: Existing Elevated Residential Structure).

In this case study, the intensity parameters are selected as the significant wave height \( H_s \) and the surge depth \( S_d \) at the location of the structure, which is defined based on two hazard parameters (i.e., parameters concerning the hazard itself or variables necessary for the numerical simulation of the hazard), the forward velocity of the storm \( V_f \) and the sea-level rise (SLR). As mentioned in the component of damage analysis in the previous section, if fragility models are available for the region, structural elements, or the structure itself, these can be used to evaluate the damage based on the hazard and the structural characterization components. The variant number five of the fragility models proposed by Tomiczek et al. (2014) is used to define the probability of failure \( P_f \) of the house, which is a function of the significant wave height \( H_s \), the free-board height (i.e., the free distance between the crest of the wave and the lowest horizontal structural member of the house), and the year of construction (categorized by age groups). The free-board height \( FB_{th} \) is itself a function of \( H_s \), \( S_d \), and the height of the house with respect to the ground \( E_{th} \). Therefore, the vector of structural parameters consists of both \( E_{th} \) and the age of the house \( AG \). The unit value \( UV \) corresponds to the one associated with

\[
p(X, Y[r], Z[r]) = \prod_{r=1}^{T} p(Z[r]|Y[r], X)
\]
global collapse of the house (i.e., $\gamma_{\text{coll}}$) and is defined as the replacement cost of the house. Finally, the decision variable $DV$ is set as the probable economic loss of the structure based on its structural damage (i.e., unit value scaled with the probability of failure of the house).

With the nodes and their basic dependencies (links) defined, the DBN can be constructed by replicating the basic BN structure at each time step and connecting the nodes that have a time-variant relation. Figure 3B shows the DNB constructed for the house, where it is assumed that the time variation of the sea-level rise and the unit value of the replacement cost of the house are represented with the aid of a mathematical expression. For illustration, the probability distribution of the hazard parameters is assumed to be conditioned on a random influencing variable $U$, to account for possible common influencing factors (e.g. hazard model, climate change simulations, statistical uncertainties) (Straub and Der Kiureghian, 2010). Moreover, and as can be depicted in Figure 3B, given the multiple parameters that play a role in defining a PBCE framework analysis, the constructed DBNs will turn out to be very large, and even more when modeling systems with multiple structures. Methods have been proposed to significantly reduce the computational cost of large BN networks (Bensi et al., 2013). However, it is still challenging to perform exact inference of the network’s joint pdf because it depends on the nature of the individual probability distribution of

---

**FIGURE 3** (A) Performance-Based Coastal Engineering framework representation of a typical Gulf Coast elevated residential structure subjected to storm surge and wave loading, defined both as continuous and discrete (i.e., at a time index $[i]$) in time (B) DBN model of a typical Gulf Coast elevated residential structure subjected to storm surge and wave loading.
the variables. Closed-form solutions exist for DBNs composed solely of discrete or Gaussian random variables (Straub, 2009; Shenoy, 2012; Lerner et al., 2013). In most applications related to coastal engineering, the parameters are defined by a combination of discrete and continuous random variables, each one with a different probability distribution. This makes the computation of the integrals needed to estimate the full posterior distribution of the random variables an impossible task.

To handle these situations, approximate inference algorithms such as Markov Chain Monte Carlo (MCMC) are used to avoid the exact computation of integrals by estimating the posterior distribution using ergodic averages (Yildirim, 2012). The Gibbs sampling algorithm is an MCMC technique that allows the efficient computation of large BNs, in which the Monte Carlo estimates of the marginal pdfs of each node are obtained by generating samples from a Markov chain. In this way, the explicit computation or inversion of the joint pdf is averted to generate samples from a complex marginal pdf. This is done by generating samples of the posterior distribution of a random variable in its conditional distribution form (as presented in Eq. 14 and Eq. 17) while maintaining the other random variables fixed until convergence. This is repeated for all the random variables in the BN. Nevertheless, convergence to the true joint probability distribution is only ensured for a large number of samples (i.e., when we reach the stationary state), which means that the early random samples might not be representative of it. Therefore, these initial samples are usually discarded, known as the tuning process or burn-in period (Yildirim, 2012). Details on the Gibbs sampling strategy can be found in (Yildirim, 2012). In this study, Markov chain Monte Carlo simulation with Gibbs sampling is applied. OpenBUGS (Spiegelhalter et al., 2007), an open-source Bayesian inference software, is used to implement the DBN model for the case studies discussed in the subsequent section. According to the best knowledge of the authors, this is the first instance of DBN adaptation to model a time-dependent PBE framework. Although this paper focuses on the PBCE framework, modeling concepts of DBN are easily transferable to other PBE frameworks.

ILLUSTRATIVE CASE STUDIES

In this section, two case studies are introduced to illustrate the application of the PBCE framework and highlight two of its key features, the incorporation of time-varying parameters and cascading effects. First, the DBN constructed for the elevated residential structure in Dynamic Bayesian Network Modeling of the Performance-Based Coastal Engineering Framework (Figure 3B) is used to evaluate the probable economic loss associated with the replacement cost of the house (DV) under surge and wave loading. However, due to a lack of information on the year-to-year time variation of the parameters in the DBN model of the house, the marginal probability of the DV is computed independently for the years 2030, 2050, and 2100, by evaluating their respective BNs. For each year, the dependencies of the parameters and their mathematical description are elaborated to compute the marginal probability distribution of the economic loss given that a storm characteristic of the hazard conditions of that year occurs. The second case study corresponds to a system of two frames where the applicability of the framework to model cascading effects and time-varying systems is showcased. The year-to-year variation of relevant parameters in the model is included and the DBN evaluated for an illustrative period of analysis. In both examples, the evidence is incorporated into the model to demonstrate its effect in the estimates of the decision variable and highlight the flexibility of the framework to integrate new information in the model as it becomes available.

Realistic System: Existing Elevated Residential Structure

The residential building stock is one of the most vulnerable systems to hurricane hazard, and in a general sense, it dictates the overall impact of a storm in a community being a key component of the response before and after the hazard. Herein, a representative Gulf Coast wood-frame house is used to showcase the potential impact of storm surge and wave loading in the residential building stock when considering time-varying factors such as climate change and structural degradation. The house is selected randomly from a building inventory from Galveston Island, Texas (Fereshtehnejad et al., 2021). This database contains information on more than 15,000 structures and features such as geographical coordinates, year of construction, the elevation of the house with respect to the ground, and socio-demographical data (Fereshtehnejad et al., 2021). As mentioned in Dynamic Bayesian Network Modeling of the Performance-Based Coastal Engineering Framework, the house is elevated on piles, with a 4.572 m (15 ft) elevation above ground and was constructed in the year 2000. In general, coastal residential structures are designed to avoid the effects of surge and waves, which in turn makes the failure probability models highly sensitive to the free-board height. To better capture this effect, a lognormal distribution $D_{EH} \sim LN(4.572 \text{ m}, 0.023 \text{ m})$ is used to define the elevation of the house, with the mean value set to the database reported elevation (15 ft) and a standard deviation of 0.023 m (0.25 ft) to consider the uncertainty associated with measurement error.

Hazard Analysis

Galveston Island is located in a hurricane-prone region susceptible to the effects of storm surge and wave loading (FEMA, 2009; Liu and Irish, 2019). To consider the effect of a changing climate on the impact of future storms, the forward velocity of the storm $V_f$ and projected increments in the local sea-level are considered, given their influence on surge generation during hurricane events (Liu and Irish, 2019; Moon et al., 2019; Ebad Sichani et al., 2020; Hassanazadeh et al., 2020). In this study, synthetic variations of the scenario storm FEMA 33 (FEMA, 2013; Ebersole et al., 2017) are used to define the hazard as an illustration of the
framework. However, in the future, fully probabilistic hazard analysis under climate change conditions should be incorporated. Storm FEMA 33 is a synthetic storm that results in still-water elevations equivalent to approximately a 100-years return period storm in the Houston-Galveston region per (Ebersole et al., 2017; Melby et al., 2017). The reader can refer to (Ebad Sichani et al., 2020) for details on the hazard model and its outcomes which are adopted in this study. The physics-based numerical model ADCIRC + SWAN was implemented to simulate 19 synthetic variations of storm FEMA 33 by varying the forward velocity of the storm while keeping the spatial characteristics constant (Ebad Sichani et al., 2020). The model implements the TX2008 mesh [Federal Emergency Management Agency (FEMA) and U.S. Army Corps of Engineers (USACE), 2011] and comprises 2,500,861 triangular elements and 1,258,550 nodes. The mesh includes all the floodplains in Coastal Texas and has a high level of resolution in this area, with nodal spacing of approximately 30 m (100 ft) in the most refined areas. The geometry, bathymetry, and topography are representative of post-Ike conditions. Moreover, three sea-level rise (SLR) scenarios are considered: 20, 96.5, and 173 cm, which correspond to the minimum, average, and maximum value of the projected local-sea levels for Galveston between 2030 and 2100 (Kopp et al., 2014). The storm response parameters considered herein are the significant wave height $H_s$ and the surge depth $S_d$, which are selected based on existing fragility models for the region (Tomiczek et al., 2014). Therefore, the vector of intensity parameters $\Lambda$ for the structure under analysis is defined as $\Lambda = \left[ [A^1]^T = [S_d, H_s]^T \right]$.

To parameterize the intensity parameters for the specific location of interest, a regression model is developed for both significant wave height and surge depth as a function of the hazard parameters, the storm forward velocity, and sea-level rise. The polynomial model with third-order in $V_f$ and linear in SLR is selected among other polynomial models using the Akaike information criterion (AIC) and the Bayesian information criterion (BIC). Eq. 18a and Eq. 18b shows the general form of the polynomial regression models adopted to predict both the surge depth and significant wave height for the house location.

$$S_d(V_f, SLR) = a_1 + a_2 \cdot V_f + a_3 \cdot SLR + a_4 \cdot V_f^2 + a_5 \cdot V_f \cdot SLR + a_6 \cdot V_f^2 + a_7 \cdot V_f^2 \cdot SLR$$  \hspace{1cm} (18a)

$$H_s(V_f, SLR) = b_1 + b_2 \cdot V_f + b_3 \cdot SLR + b_4 \cdot V_f^2 + b_5 \cdot V_f \cdot SLR + b_6 \cdot V_f^3 + b_7 \cdot V_f^2 \cdot SLR$$  \hspace{1cm} (18b)

where $a_1, a_2, \cdots, a_7$ and $b_1, b_2, \cdots, b_7$ are the regression model coefficients presented in Table 1 along with their respective 95% confidence bounds. The regression models have an $R^2$ of 0.9980 and 0.9985, for surge depth and significant wave height, respectively.

Sea-level rise projections and expected changes in the forward velocity of tropical cyclones are considered for three different years: 2030, 2050, and 2100. For each year, the local sea-level projections for Galveston proposed by Kopp et al. (2014) are used to define a normal distribution $SLR \sim N(\mu, \sigma)$ of sea-level rise under three Representative Concentration Pathways (RCPs) (Meinshausen et al., 2011): 8.5, 4.5, and 2.6, which are defined to have an equal probability of occurrence. These RCP scenarios, which can be translated into the common influencing variable $U$ in Figure 3B, are associated with greenhouse gas emissions and represent a business-as-usual emissions scenario, a moderate mitigation scenario, and a strong mitigation policy scenario, respectively (Kopp et al., 2014). For further details on the local sea-level projections, the reader is directed to (Kopp et al., 2014).

Table 2 presents the parameters of the normal distribution for each combination of year and RCP level. The standard deviation of the distribution is computed based on the 95% confidence bounds provided in (Kopp et al., 2014), while the mean is taken directly from the 50 percentile. The forward velocity of the storm is defined based on the range proposed by Liu and Irish (2019) for the Galveston region. Given the high uncertainty in the effects of climate change in the forward velocity of tropical cyclones (Ebad Sichani et al., 2020), a uniform distribution $V_f \sim U(3, 12)$ m/s is adopted in this case study.

### Table 1: Coefficients of the polynomial regression model and 95% confidence bounds for surge depth and significant wave height.

| Coefficients | Surge depth $S_d$ ($V_f, SLR$) | Surge depth—95% confidence bounds | Sig. wave height $H_s$ ($V_f, SLR$) | Significant wave height—95% confidence bounds |
|--------------|-------------------------------|-----------------------------------|----------------------------------|-----------------------------------------------|
| $a_1, b_1$   | 0.8454                        | (0.4938, 1.1970)                  | 0.559                           | (0.4094, 0.7086)                              |
| $a_2, b_2$   | 0.9566                        | (0.7868, 1.1260)                  | 0.4783                          | (0.4061, 0.5504)                              |
| $a_3, b_3$   | 8.515e-03                     | (6.894e-03, 1.034e-02)            | 4.949e-03                       | (3.718e-03, 5.268e-03)                        |
| $a_4, b_4$   | −0.1274                       | (−0.1523, −0.1026)                | −0.06198                        | (−0.07253, -0.05143)                         |
| $a_5, b_5$   | 3.958e-04                     | (1.807e-04, 9.722e-04)            | 2.191e-04                       | (−2.630e-05, 4.643e-04)                       |
| $a_6, b_6$   | 5.059e-03                     | (3.950e-03, 8.167e-03)            | 2.433e-03                       | (1.961e-03, 2.905e-03)                        |
| $a_7, b_7$   | −3.212e-05                    | (−6.864e-05, 4.403e-06)           | −2.32e-05                       | (−3.873e-05, −7.664e-06)                      |

### Table 2: Parameters of the normal distribution models for sea-level rise projections in Galveston, TX.

| Year | RCP 8.5 | RCP 4.5 | RCP 2.6 |
|------|---------|---------|---------|
|      | $\mu$   | $\sigma$ | $\mu$   | $\sigma$ | $\mu$   | $\sigma$ |
| 2030 | 29.00   | 3.83    | 28.00   | 3.83    | 29.00   | 4.59    |
| 2050 | 52.00   | 6.63    | 49.00   | 5.87    | 49.00   | 6.38    |
| 2100 | 123.00  | 22.96   | 105.00  | 17.60   | 95.00   | 17.60   |

$H_s(V_f, SLR) = b_1 + b_2 \cdot V_f + b_3 \cdot SLR + b_4 \cdot V_f^2 + b_5 \cdot V_f \cdot SLR + b_6 \cdot V_f^3 + b_7 \cdot V_f^2 \cdot SLR$  \hspace{1cm} (18b)
Structural Characterization, Structural Analysis, and Damage Analysis

The empirical fragility model proposed by Tomiczek et al. (2014) for wood-framed residences in the Galveston area following Hurricane Ike is used in this study to predict the probability of collapse (i.e., severe damage state) of the representative case study structure. Although the adopted fragility model has noted limitations, it also has the advantages of being representative of the construction practices of the region and developed for a tropical cyclone with predominant surge and wave loading effects (FEMA, 2009). The fragility model variant number five presented in (Tomiczek et al., 2014) is adopted in this study, which is a function of significant wave height $H_s$, free-board height $FB_{it}$, and age group $AG$. The free-board height represents the free distance between the lowest-horizontal member of the structure and the crest of the wave (i.e., negative values representing the waves reaching the structure), while the age group represents the age of the structure and construction practices (e.g. pre-1974, 1974–1987, 1987–1995, 1995–2008) (Tomiczek et al., 2014). Eq. 19 presents the fragility model proposed in (Tomiczek et al., 2014).

$$p_f^P = \begin{cases} \Phi(-3.56 + 1.52H_s - 1.73H_s \times FB_{it} - 0.31FB_{it} - 0.141AG^2)FB_{it} \geq -2.79H_s, \\ \Phi(-3.56 + 1.52H_s + 2.42H_s^2 - 0.141AG^2), FB_{it} < -2.79H_s, \end{cases}$$

(19)

where $\Phi$ is the Gaussian cumulative distribution function. Therefore, the vector of structural parameters $\Xi$ is defined as $\Xi = \begin{bmatrix} \Xi_1 \end{bmatrix} = [E_{it}, AG]^T$, where $E_{it}$ is the elevation of the house in meters (with respect to the ground) necessary to compute the free-board height $FB_{it}$. Given that an existing fragility model is available for estimating the failure probability of the structure, the explicit definition of the vectors of engineering demand $\Theta$ and capacity $\Psi$ parameters, as well as the damage measures $\Delta$ is avoided. The case study residence was constructed in the year 2000, thus, according to the age groups proposed, $AG = 4$. And, as mentioned in the description of the case study, $E_{it} \sim LN(4.572 m, 0.023 m)$.

To capture the degradation of the structure over time, a reduction factor $R$ is applied to the fragility model (Bjarnadottir et al., 2011). Values of $R = -15\%$ (Nakajima and Murakami, 2010), $R = -25\%$ (Cavalli et al., 2016), and $R = -55\%$ (Crews et al., 2008) are selected for the years 2030, 2050, and 2100, respectively. These values are based on experimental studies on the degradation of the mechanical properties of different wood specimens and structural timber from the literature, where the changes in flexural strength (i.e., modulus of rupture) and stiffness (i.e., modulus of elasticity) from salvaged timber and new timber are compared.

Eq. 20 shows the modified fragility function. The strengthening of the structure is represented by considering positive values of $R$ (Bjarnadottir et al., 2011).

$$p_f = p_f^P \cdot \left( \frac{100 - R}{100} \right)$$

(20)

Performance Analysis

As mentioned in Dynamic Bayesian Network Modeling of the Performance-Based Coastal Engineering Framework, the unit value $UV$ is defined as the replacement cost of the structure $C$ ($[1' \cdot \gamma_2'\gamma_3' = C)$). To compare the incurred cost of replacing the house in the three years of analysis (2030, 2050, and 2100), the replacement cost is computed in present value (PV) in dollars and then projected to the respective future value (FV). The FV considers the increase in the value of money over time by applying an interest rate that allows forecasting the value of a present amount of money in the future (Carther, 2020; Chen, 2020). Thus, the incurred cost of replacing the structure in the future (2030, 2050, and 2100) is estimated. The FV of the replacement cost is defined as (Carther, 2020; Chen, 2020)

$$UV_t = C \cdot (1 + i)^{N-1}$$

(21)

where $UV_t$ is the unit value in the year $t$, $C$ is the unit value in the year 2020, $i$ is the interest rate per year, and $N$ is the number of time periods (years) starting from the year 2020. For instance

$$UV_{2030} = C \cdot (1 + i)^{10-1}$$

(22)

The replacement cost of the structure in the present (2020) value dollars is estimated as $C = $448,400, using typical square foot costs for a two-story wood-frame residence in Galveston, TX (Gordian, 2019). The interest rate is assumed as $i = 3\%$ (based on inflation rate (Li and Ellingwood, 2009)), and $N = 10$, $N = 30$, and $N = 80$, for the years 2030, 2050, and 2100, respectively.

The decision variable $DV$ is selected as the expected economic loss in case of failure given the occurrence of a hurricane in the year under analysis (2030, 2050, and 2100, in this case study). Therefore, for a given year,

$$\Pi = \begin{bmatrix} \Pi_1 \end{bmatrix} = L_t$$

(23a)

$$L_t = p_f \cdot UV_t$$

(23b)

where $L_t$ is the expected loss in the year $t$ based on the structural damage suffered by the house in the same year. The decision variable ($DV$) considered for the case study is the loss $L_t$ associated with the replacement of the structure.

Results and Discussion

OpenBUGS (Spiegelhalter et al., 2007) is used to implement the BN models of the 3 years of analysis. The convergence of Markov chain Monte Carlo (MCMC) simulation is ensured by computing the Gelman-Rubin statistic $R$ (Gelman and Rubin, 1992) corresponding to various starting iteration steps (Figure 4A). Five MCMC chains are used to draw 250,000 samples from the target stationary posterior distribution. These 250,000 samples are obtained after the burning process (burn-in period) to ensure the convergence to the true posterior distribution. Here, 10,000 iterations were discarded in the burn-in period. Figures 5A–C presents the normalized histogram of failure probability of the house $p_f$ for the years 2030, 2050, and 2100, respectively. The bounded distribution is heavily skewed about 0 (no failure) for the years 2030 and 2050, and about one (total failure) for the year 2100, which is explained by the high sensitivity of the failure probability to the flood line reaching the structure. Given that the forecast values of SLR are significantly larger for the year 2100 compared to the years 2030 and 2050 for all three RCP levels.
(Table 2), it is more probable that the flood line surpasses the height of the lowest horizontal member of the house, creating a big skewness toward complete failure. With a similar argument, the lower values of flood depth for the years 2030 and 2050, ensure almost complete survival of the structure. Furthermore, the probability of exceedance of the loss ($L_t$) for the scenario event significantly goes up over time as observed in Figure 6. That can be attributed to the increased vulnerability of the structure as it ages and deteriorates as well as the influence of more severe climate conditions on the hazard intensity at the site of the structure. It is important to mention, that for the year 2100, the expected loss is bounded by the future value of the replacement cost of the structure in that same year (i.e., $L_t$ at the year 2100 assuming a 100% failure probability). By Figure 6, it is seen that in the year 2100, this threshold is first reached at a 50% probability of exceedance, which means that there is a 50% chance of exceeding a loss equivalent to $4,000,000 if a hurricane occurs in that year. Therefore, it is clear that given the assumptions of this study, the house is neither safe nor economically viable for climate conditions in the year 2100. Moreover, if we evaluate the incurred loss for a 100-years return period event (0.01 probability of exceedance), which is
typical guidance for homeowners to elevate their houses (Federal Emergency Management Agency (FEMA), 2011; Work et al., 1999), the incurred loss would be equivalent to $20,000 in the year 2030 and $120,000 in the year 2050, that is equivalent to a 3.5 and 12% of the replacement cost of the structure at the given year, respectively. Then, under the conditions assumed in this study, the house would be deemed structurally safe up to the year 2050.

Figure 5D shows the boxplot of the conditional distribution of loss $L_t$ given that the probability of failure is more than 10%. We can see that for the year 2100, the loss is highly dispersed and skewed, with a short upper distribution tail compared to the years 2030 and 2050, as expected due to the increasing uncertainty in time of climate projections. The dispersion of the loss for the years 2030 and 2050 is less, with a more extended upper tail in comparison to the conditional distribution of the loss in the year 2100. This can be explained by the fact that is less probable to have a high probability of failure of the house in these years, and therefore, the incurred loss will be less. In Figure 5E we compare the marginal loss corresponding to 1 and 10% exceedance probability for the years 2030, 2050, and 2100. It is apparent that the effect of exceedance probability in increasing the incurred loss becomes less prominent over the years. This can be seen by the reducing distance between the 1 and 10% exceedance probability from 2030 to 2100. This is consistent with Figure 6 where it is seen that the variation of exceedance probability with loss becomes steeper at higher values of probability of exceedance for all 3 years. Moreover, as mentioned previously, the incurred loss for the year 2100 reaches an upper bound at an exceedance probability of 50%, which explains that the loss is the same for both 1 and 10% probability of exceedance in Figure 5E.

To illustrate the incorporation of evidence in the PBCE framework for the residential structure, the influence of new knowledge on the loss estimates is evaluated. Specifically, evidence related to measurements of the elevation of the house $E_{HI}$, storm forward velocity $V_f$, and evidence of the sea level rise $SLR$ are all considered. It is considered that this evidence is received in the year of analysis (2030, 2050, or 2100) and correspondingly modifies the results of the BN of that year. The computed 40,000 MCMC samples satisfactorily approximate the probability distribution of the loss. Figure 7A depicts the variation of the prior and the posterior (i.e., marginal distribution of the loss including evidence) exceedance probability corresponding to the loss $L_t$ for the year 2030. For this year, the evidence needed to compute the posterior distribution of the normalized future loss $L_t$ is given by $E_{HI} = 15$ ft with $COV_{E_{HI}} = 0.5\%$ of measurement error, $V_f = 6$ m/s with $COV_{V_f} = 15.0\%$, and $SLR = 29$ cm with $COV_{SLR} = 3.0\%$. The coefficient of variation of the measurement error of the variables is assumed to depend on the precision of the measurement or the measuring instrument. For instance, it is expected in practice that the measurement of the elevation of the house with respect to the ground to be more precise in comparison to measurements of storm forward velocity. The sensitivity of the results to the variance of the measurement error will be assessed in future studies. As previously mentioned, the distribution of the probability of failure for the year 2030 is heavily skewed toward the no-failure scenario. Therefore, for this example, we compute the marginal distribution of the loss conditioned on the probability of failure being more than 0.1% to focus on the instances of non-zero loss. From Figures 7A,B it is apparent that the variability of the posterior probability of exceedance of the loss $L_t$ reduces in comparison to the prior distribution due to the incorporation of the observed evidence and its characterization.

For the years 2050 and 2100, we consider two climate scenarios, a moderate one where $V_f = 9$ m/s, and an extreme case where $V_f = 6$ m/s. The value of sea-level rise is selected as the mean of the SLR distribution of the RCP scenarios of 8.5 and 2.6, for the moderate and extreme climate scenarios, respectively (Table 2). Therefore, in the moderate scenario, $SLR_{2050} = 49$ cm, and $SLR_{2100} = 95$ cm. Similarly, in the extreme climate scenario, $SLR_{2050} = 52$ cm, and $SLR_{2100} = 123$ cm. In both cases, $E_{HI} = 15$ ft, $COV_{E_{HI}} = 0.5\%$, $COV_{V_f} = 15.0\%$, and $COV_{SLR} = 3.0\%$. Figure 7C shows the variation of the prior and the posterior loss exceedance probability corresponding to the observation of two different climate scenarios (moderate and extreme), for the year 2050 given that the probability of failure is more than 0.1%. The posterior exceedance probability of the loss $L_t$ for both scenarios have a reduced variance compared to the prior distribution of the loss. Moreover, the incurred losses are more in the extreme weather climate scenario than that of the moderate scenario. In Figure 7D, we can see how the marginal distribution of the loss changes its mean from low values of loss (approximately $1,500$) for the prior and moderate climate scenario, to higher losses in the extreme climate scenario (around $70,000$). This is expected since the SLR is higher for the extreme climate scenario, which in turn creates higher values of both surge depth and wave height, increasing the probability of failure of the house and the incurred loss. In Figure 8 the effect of different sets of evidence (moderate vs. extreme climate scenario) in the marginal posterior distribution of the loss is compared for the year 2050. It is seen how the more extreme climate conditions (expressed in terms of storm forward velocity and sea-level rise), change the shape and mass of the distribution of surge depth and wave height toward higher values (i.e., it is more probable to have high values of surge depth and wave height compared to the moderate climate and prior scenario), which leads to the increment of the probability of failure and incurred loss. Similarly, for the year 2100, Figure 7E shows how the probability of exceedance of the loss given that the probability of failure is more than 10%, nears one for most values of
loss until it reaches the maximum loss (i.e., the future value of the replacement cost of the house in the year 2100). Moreover, as seen in Figure 7F, the more severe climate conditions not only increases the losses but also makes high values of loss more probable compared to the prior and moderate climate scenario. This highlights the increased vulnerability of the house to more severe climate conditions.

Finally, to illustrate how new evidence updates the posterior distribution of all the random variables that are inside the Markov blanket, Figure 9 shows the change in the posterior distribution of RCP under the two different climate scenarios. It is apparent that the parent node ($U$) also gets updated once information is obtained for the children nodes ($V_f$ and SLR). This means that we can know more about the distribution of any RV in the Markov Blanket even with one set of evidence, which acts as an added advantage of using BN to model engineering problems, where the information is usually limited to certain parameters of the model.

**Representative System: Two Single-Bay Elastoplastic Bay**

In this example, the impact of cascading effects and time-varying parameters in the marginal distribution of the $D V$ are investigated. A system consisting of two single-bay elastoplastic frames is used to illustrate the effects of cascading failure in the form of debris load (Figures 10A,B). Moreover, the time-varying parameters of the system are incorporated into the analysis using a DBN representation of the PBCE framework. The single-bay
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**FIGURE 7** | **(A)** The variation of the prior and the posterior exceedance probability corresponding to the loss for the year 2030 | **(B)** the prior and the updated conditional posterior distribution of loss given probability of failure is more than 0.1% for the year 2030, | **(C)** variation of the prior and the posterior exceedance probability corresponding to the loss under the observation of two different climate scenarios (moderate and extreme), for the year 2050, | **(D)** the prior and the updated conditional posterior distribution of loss given probability of failure is more than 0.1% under the observation of two different climate scenarios (moderate and extreme), for the year 2050, | **(E)** the variation of the prior and the posterior exceedance probability corresponding to the loss under the observation of two different climate scenarios (moderate and extreme), for the year 2100, | **(F)** the prior and the updated conditional posterior distribution of loss given probability of failure is more than 10% under the observation of two different climate scenarios (moderate and extreme), for the year 2100.
The frame structure is adapted from (Der Kiureghian, 2005; Straub and Der Kiureghian, 2010). Due to computational constraints, a service life of 15 years instead of the 20-years from the original example (Straub and Der Kiureghian, 2010), is selected for both the frames to illustrate the DBN modeling of the PBCE framework. Both frames are subjected to the same vertical \( V \) (dead) and time-varying horizontal \( H(t) \) (environmental) loads \( \Theta = V, H(t) \). Herein, the time-varying horizontal \( H(t) \) load represents the annual maximum load in the year of analysis. To account for possible common influencing factors (e.g. hazard model, statistical uncertainties) (Straub and Der Kiureghian, 2010) in \( H(t) \), the probability distribution of \( H(t) \) is conditioned on a random influencing variable \( U_H \).

Three different structural failure mechanisms (i.e. sway (Figure 10C), beam (Figure 10D), and combined (Figure 10E)) are defined for each frame by the limit-state functions presented in Eq. 24a, Eq. 24b, and Eq. 24c, where
the capacity is given by the five plastic-moment capacities for both of the frames \((\Psi_i = R_i^1, R_i^2, R_i^3, R_i^4, R_i^5)\), with \(i = 1, 2\).

\[
\begin{align*}
g_i^1(\mathbf{x}) &= r_i^1 + r_i^2 + r_i^4 + r_i^5 - 5h \\
g_i^2(\mathbf{x}) &= r_i^1 + 2r_i^2 + r_i^4 - 5\nu \\
g_i^3(\mathbf{x}) &= r_i^1 + r_i^2 + 2r_i^4 + r_i^5 - 5h - 5\nu
\end{align*}
\]

where \(r_i^1, r_i^2, \ldots, r_i^5\) are the random realization of the plastic-moment capacities of the \(i^{th}\) frame, \(v\) is the random realization of the vertical load for the \(i^{th}\) frame, \(h\) is the random realization of the horizontal load for the \(i^{th}\) frame, \(\mathbf{x} = \{r_i^1, r_i^2, r_i^3, r_i^4, r_i^5, v, h\}\) is the vector of random variables defining the limit-state functions, and \(g_i^1(\mathbf{x})\), \(g_i^2(\mathbf{x})\), \(g_i^3(\mathbf{x})\) are the limit-state functions defining the sway, beam, and combined failure mechanism for the \(i^{th}\) frame, respectively. To incorporate the possibility of cascading failure, it is assumed that in the event of failure of the first frame, the debris generated will act as an additional lognormally distributed horizontal load \([AL(t)]\) in the second frame. Therefore, \(H(t) = \beta(t) \cdot H(t)\), where \(\beta(t) = (1 + AL(t)/H(t))\), and the limit state functions are modified accordingly. Herein, the variables presented in capital letters correspond to random variables, whose probabilistic description is given in Table 3. Figure 10F presents the DNB representation of the system.
Two decision variables associated with the expected economic loss in case of failure of the system are investigated in this case study, the 1) service-life loss $L_s$, with no repair or replacement action during the 15-years service life of the structure, and the 2) aggregated loss $L_A$, considering that in the event of failure, the system is replaced by the end of the year. Eq. 25a, Eq. 25b, Eq. 25c, Eq. 26a, Eq. 26b, Eq. 26c, and Eq. 26d present the mathematical description of the service-life and the aggregated loss, respectively. Using Eq. 25a, Eq. 25b, and Eq. 25c, the service-life loss at the end of 15 years, $L_s$, is obtained by performing recursive computation from $t = 1$ to $t = 15$. The service-life loss considers the loss in present value encountered at the end of the 15-years service-life given that failure has occurred in any of the 15 years. Therefore, at each year $t$ information about the state of the system (failed or not failed) in the previous year $t-1$ is needed to evaluate the current state of the system. Consequently, if the system has failed in the year $t$, it will remain in this state for the following years, as represented by the link connecting the damage variable $\Delta$ through the lifetime of the system in Figure 10F. On the other hand, the aggregated loss represents the cumulative loss (assuming replacement after each damage scenario) in the present value, at the end of the service life of the system. The aggregated loss will therefore represent the cumulative loss of all the replacements that the system underwent during its 15-years lifetime. In this case, no flow of information is needed on a year-to-year basis, because no previous information in the state of the system is required (the system would be considered in as-new condition at the beginning of every year). In both instances, the losses are computed based on the replacement value of the frames, $C(t)$, where the inflation-adjusted discount rate $d$ is set to 3% (Table 3).

OpenBUGS (Spiegelhalter et al., 2007) is used to implement the DBN model of the two scenarios previously discussed for the cascading and no-cascading cases. The convergence of the MCMC simulation is ensured by computing the Gelman-Rubin statistic $\hat{R}$ (Gelman and Rubin, 1992) corresponding to various starting iteration steps (Figure 4B). Two chains of Markov chain Monte Carlo are generated to draw 20,000 samples from the target stationary distribution, with 5,000 samples discarded during the tuning process.

\[
L_s(t) = C(t) \cdot \Delta_{1,s}(t) + C(t) \cdot \Delta_{2,s}(t) \tag{25a}
\]

\[
\Delta_{1,s}(t) = \frac{1 + \text{sign}(g_1(t))}{2} \cdot \Delta_{1,s}(t-1)
\]

\[
\Delta_{2,s}(t) = \frac{1 + \text{sign}(g_2(t))}{2} \cdot \Delta_{2,s}(t-1)
\]

\[
L_A = \sum_{t=1}^{15} L(t) \tag{26a}
\]

\[
L(t) = C(t) \cdot (\Delta_{1,s}(t) + \Delta_{2,s}(t))
\]

\[
\Delta_{1,c}(t) = \frac{1 + \text{sign}(g_1(t))}{2} \tag{26b}
\]

\[
\Delta_{2,c}(t) = \frac{1 + \text{sign}(g_2(t))}{2} \tag{26c}
\]

\[
\Delta_{1,c}(t) = \frac{1 + \text{sign}(g_1(t))}{2} \tag{26d}
\]

### Results and Discussion

#### Effect of Cascading Failure

The effect of cascading failure is analyzed by comparing the exceedance probability and density function of the normalized service-life loss $L_s$ with and without the consideration of cascading failure. Figure 11A depicts the probability of exceeding a particular value of normalized loss for both cases at the end of 15 years. From the analysis, it is apparent that the incurred loss for any level of exceedance probability is underestimated if the effect of cascading failure is neglected. For instance, for a probability of exceedance of 1.0% the rise in the service-life loss is as high as 70%. For a 1.0% exceedance probability, the percentage rise in loss is even more significant, with a change of 87% in $L_s$ when considering cascading effects. Moreover, Figure 11B illustrates that the uncertainty of the conditional distribution of the normalized service-life loss given that at least one of the two frames has been damaged is also underestimated in the non-cascading case. Figure 12A shows the variation of the normalized service-life loss during the 15-years service life of the structure corresponding to $\frac{1}{2}$ and 5% exceedance probability of loss, with and without the consideration of the effect of cascading failure. In both cases, incorporating the cascading effect in the loss analysis remains significant throughout the system’s service life. Nevertheless, for a 5% exceedance probability, the incurred loss is zero for both the cascading and no-cascading case up to the third year of life of the system.
This means that there is a 95% probability that the system will not experience any loss until the fourth year.

**Service-Life Loss Compared to Aggregated Loss**

Having established the importance of considering cascading effects, the results from the present and following sections consider cascading failure in the analysis. Figure 11C presents a comparison of the exceedance probability for the normalized service-life loss and aggregated loss at the end of 15 years. As expected, the exceedance probability of aggregated loss is more than service-life loss due to recurrent repair of the system after each damage. Moreover, the assumption of repair after each damage scenario increases the uncertainty of aggregated loss compared to the service-life loss as observed in the conditional
distribution of the normalized service-life loss and aggregated loss given that at least one of the two frames have damage at the end of 15 years, as shown in Figure 11D. The normalized service-life loss and aggregated loss corresponding to 1 and 5% exceedance probability for varying service-life between 1 and 15 years are depicted in Figure 12B. The assumption of repair after each damage scenario naturally increases the corresponding aggregated loss compared to the case of service-life loss over time. Moreover, when comparing the change of service-life and aggregated loss during the 15-years of analysis, it is seen that the difference between the 5 and 1% probability of exceedance of the service-life loss is significantly lower compared to the aggregated loss. This shows that the probability density function of the aggregated loss has a longer upper tail than the service-life loss distribution and that this difference increases in time, as seen by the growing gap between the 1 and 5% probability of exceedance (red curves in Figure 12B).

**Effect of Evidence in Service-Life Loss and Aggregated Loss**

As discussed in Dynamic Bayesian Network Modeling of the Performance-Based Coastal Engineering Framework, the proposed dynamic Bayesian network model enables updating of the prior distribution of the network variables to obtain the posterior distributions when evidence about any variable emerges, both qualitative and quantitative. In this section, two sets of evidence are considered which are observed at the end of 5 years for exemplification purposes. The first one involves qualitative evidence about both of the frames where it is observed that both frames have survived until then (i.e. no observed damage to the frame at the end of 5 years). The second set includes both qualitative and quantitative evidence. In addition to the observation of the 5-years survival of both frames, quantitative evidence about the structure and the hazard are observed at the end of the fifth year. Specifically, the plastic moment capacity at $R_4$ in Figures 10A,B ($M_L$) and the horizontal
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**FIGURE 12** | (A) Normalized loss corresponding to 1 and 5% exceedance probability for varying service-life, with and without the consideration of the effect of cascading failure, (B) normalized service-life loss and aggregated loss corresponding to 1 and 5% exceedance probability for varying service-life, (C) the prior and posterior normalized service-life loss corresponding to (C) 1% and (D) 5% exceedance probability for varying service-life, (E) the prior and posterior normalized aggregate loss corresponding to (E) 1% and (F) 5% exceedance probability for varying service-life 1 and 15 years.
load $H(t)$ are measured respectively to be 180 and 30 kN with their associated measurement noise as specified in Table 3. Figures 11E,F presents the prior and posterior exceedance probability corresponding to the normalized service-life (Figure 11E) and aggregated loss (Figure 11F) at the end of 15 years. In both cases, the posterior probability of exceedance of loss is sensitive to observed evidence. The conditional prior and posterior distributions of the normalized service-life loss given that at least one of the two frames have damage at the end of 15 years are presented in Figure 11G. The posterior distribution of loss conditioned on the occurrence of damage to at least one frame in their service life for the observed evidence does not change compared to the conditional prior distribution. It is assumed that in the case of service-life loss analysis, the system will not be repaired till 15 years. As the occurrence of loss is not aggregated together over the years, the probability of loss for a particular year only depends on the probability of damage of the system leading up to that year. Hence, the prior or the posterior distribution of the service-life loss conditioned on the occurrence of damage to the system shows no significant variation. Similarly, the uncertainty of conditional posterior aggregated loss reduces with observed evidence due to the assumption of repair after each damage scenario in the case of aggregated loss as observed in Figure 11H.

Figures 12C–D present the prior and posterior normalized service-life loss corresponding to 1% (Figure 12C) and 5% (Figure 12D) exceedance probability between 1 and 15 years. In both cases, the posterior marginal distribution of the loss is sensitive to observed evidence. Moreover, the incorporation of both qualitative and quantitative evidence significantly reduces the probability of incurred service-life loss, when compared to the prior and qualitative-only marginal distributions of the loss. Figure 12D shows that there is a 95% probability that the incurred service-life loss is zero when the two sets of evidence are observed. This behavior is also observed in the marginal distribution of the aggregated loss, as per Figures 12E,F.

CONCLUSION

The proposed performance-based coastal engineering framework provides a methodology for system performance assessment focused on coastal systems that incorporates new concepts such as time-varying and event-triggered factors into the analysis. The framework consists of six basic components: performance objectives, hazard analysis, structural characterization, structural analysis, damage analysis, and performance analysis. The framework is flexible enough to accommodate multi-hazard scenarios, systems with multiple structures, cascading effects, and different performance metrics. To compute the marginal probability distribution of the decision variable, this study proposes the implementation of a probabilistic graphical model in the form of a dynamic Bayesian network. DBNs allow modeling the causal dependence among the variables, offering an efficient sampling strategy and facilitating communication with stakeholders and easy incorporation of expert knowledge. The dynamic Bayesian network is constructed based on the relevant parameters of the system, only needing their probabilistic description or estimates. In cases with no information of the probabilistic description of the parameters, non-informative priors can be used, such as a uniform distribution having limits based on engineering judgment or “best estimates”. Moreover, DBNs allow the incorporation of evidence, increasing the confidence of the parameter estimates through Bayesian updating. Two case studies showcase the application of the framework. The first one explored the effects of time-varying factors in the performance assessment of a typical elevated residential structure subjected to surge and wave loads for the years 2030, 2050, and 2100. Results showed the sensitivity of the probability of failure and probable loss of the house to the climate conditions, especially to the SLR, which increments the probability of high water-levels at the site of the structure. It was found that given the conditions assumed in this study, the house might be deemed as structurally safe up to the year 2050, after which the probability of failure is heavily skewed toward the complete failure scenario in the year 2100. As evidence was observed, the posterior marginal distribution of the loss presented a reduced variance when compared to the prior distribution, given the margin of error of the measurements assumed in the study. The second case study explored the effect of cascading failure in both the service-life and aggregated loss of a system of two single-bay frames. The constructed DBN of the system illustrated the year-to-year updating of the model and the incorporation of both qualitative and quantitative evidence in the analysis of the network. The results showed that neglecting cascading effects significantly underestimates the probability of exceedance of the loss and its associated uncertainty.

Future studies will incorporate a fully probabilistic time-varying hazard model to probabilistically characterize the intensity parameters acting upon the structure for each year and its respective annual probability of exceedance. Moreover, real systems consisting of multiple structures or sub-components can be used as test beds of the framework to quantify the impact of cascading effects in a full probabilistic manner, as well as incorporating multi-hazard settings. Future directions of study can also include the consideration of feedback loops such as the change of performance objectives due to non-acceptable values of the decision variables or new inputs during the decision analysis component. Likewise, the framework can also be used to evaluate systems considering more than one decision variable and investigate optimization techniques to make decisions based on the analysis. Related opportunities in the field include the advancement of fragility functions specific to coastal structures and $n$-dimensional hazard surfaces characterizing the rates of joint intensity parameters exceedance. The PBCE framework should also be applied to inform adaptation engineering strategies for evaluating different retrofitting measures that consider the effects of a changing climate. The sensitivity of the results to different sets of evidence and different ranges of measurement error should also be addressed. However, data related to relevant parameters of coastal systems is often scarce, such as site-specific sea-level rise estimates or structure-wise structural data (e.g., elevation of the house with respect to the ground), and even non-existing in some parts of the world. Therefore, efforts should also be directed toward the creation of a comprehensive dataset specific to coastal systems, including but not limited to repair costs of structural elements,
change in property value in coastal areas, costs of retrofitting strategies, downtimes, frequency of maintenance, insurance claims regarding coastal hazards, among others, to better inform the probabilistic models. Ongoing work is considering the extension of the proposed PBCE framework to support resilience strategies by identifying vulnerable areas in coastal communities under climate change conditions.
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