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Abstract: There are many challenges that an effective diagnostic system must overcome for successful fault diagnosis in gas turbines. Among others, it has to be robust to engine-to-engine variations in the fleet, it has to discriminate between gradual deterioration and abrupt faults, and it has to identify sensor faults correctly and be robust in case of such faults. To combine their benefits and overcome their limitations, two diagnostic methods were integrated in this work to form a multi-layer system. An adaptive performance model was used to track gradual deterioration and detect rapid or abrupt anomalies, while a series of static and dynamic Bayesian networks were integrated to identify component degradation, component abrupt faults, and sensor faults. The proposed approach was tested on synthetic data and field data from a single-shaft gas turbine of 50 MW class. The results showed that the approach could give acceptable accuracy in the isolation and identification of multiple faults, with 99% detection and isolation accuracy and 1% maximum error in the identified fault magnitude. The approach was also proven robust to sensor faults, by replacing the faulty signal with an estimated value that had only 3% error compared to the real measurement.
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1. Introduction

The intense competition in the energy sector has been driving the progress in assets health management systems with the aim of reducing maintenance and operating costs [1]. An effective gas turbine diagnostics system requires comprehensive monitoring of both gradual deterioration mechanisms and possible malfunctions in any of the system components and ancillaries. Since the aim of diagnostics is to provide information to take the best possible maintenance action, discriminating between gradual degradation and abrupt faults, which may occur at the same time, is essential. This problem has been addressed in the literature mostly by integrating different diagnostic techniques for these two types of faults [2,3]. For example, tracking filters were used to monitor gradual deterioration and update the engine baseline, while other data-driven techniques were used for online anomaly detection [4]. In all cases, the diagnostics system needs to be robust enough to detect and identify sudden faults in presence of deteriorating components [5,6]. In [7], a combination of model-based gas path analysis (GPA) and auto associative neural network was proven effective in discriminating among component degradation, rapid faults in the rotating components, and bleed valve faults.

The major distinction between gradual and abrupt faults in a gas turbine system lies in the time over which the fault forms and evolves [3]. Gradual degradation usually affects more than one component at a time, it is caused by expected long-term phenomena such as mechanical wear or gradual particles deposition, and it typically manifests as gradual measurements deviations over time from the design values. On the contrary, an abrupt fault can be seen as a sudden performance loss due to a single-time event such as foreign
object ingestion, a valve stuck in a wrong position, a sensor malfunction, etc. Statistically, abrupt faults are rare and can be therefore assumed to occur for a single component at a time [5]. In the literature, the terms abrupt fault and rapid fault have been distinguished depending on whether the fault magnitude stays constant or keeps increasing [8]; however, in this article, the two terms are used interchangeably. In the present work, examples of gradual degradation are compressor fouling (CF) and turbine erosion (TE), while examples of abrupt faults are bleed valve leakage (BV) and sensor faults (bias).

Tracking of gradual deterioration has been commonly achieved with Kalman filter and its derivative, or with the aid of physics-based performance models [9–11]. A drawback for these methods is that they usually require a large number of measurements, and their accuracy is limited when considering a practical sensor set [12]. The significant variations among machines of the same fleet is another limitation for the accuracy of model-based diagnostics [13]. In the past decade, a remarkable increase in artificial intelligence techniques has been observed for both trend monitoring and abrupt faults identification [14–16]. Despite the very positive results obtained by such diagnostic methods, a limitation lies in the wide amount of data needed for training purposes. In fact, the quality of the diagnostics system is only as good as the underlying data [7]. This presents a non-trivial challenge, due to the underrepresentation of faulty samples in historical data, especially when it comes to simultaneous multiple faults [13,17].

Combinations of physics-based models and data-driven methods were proposed as a solution to overcome several shortcomings of the single methods [18–21]. In particular, integration of an adaptive performance model with Bayesian networks (BNs) or with artificial neural networks (ANNs) was proposed by the authors of this paper [7,22]. The challenge with multiple fault scenarios in BNs is that the size of the conditional probability tables (CPTs—the numerical relationships between events) increases exponentially [23]. To keep the problem tractable, hierarchical BN models were proposed [24,25]. However, this solution was not applied to the challenge of discriminating between gradual degradation and abrupt faults.

Since both physics-based and data-driven methods for diagnostics rely on correct measurement information, it is essential to isolate sensor malfunctions, which may lead to an erroneous fault signature [26]. Sensors, as any other component, tend to degrade over time and are subject to anomalies such as bias, erratic signal, or stuck reading [26,27]. Especially in presence of an excessive bias, the resulting measurements signature may be confused with a process fault. Several approaches for sensor fault detection have been proposed, and there is common agreement that sensors monitoring should be a step in the diagnostics routine [27–29]. Any bias or wrong reading should be detected before proceeding with the identification of process faults. Gaussian reconciliation technique and wavelet analysis are two examples of common approaches that detect anomalies in the signal distribution [26,27]. With the same principle, a BN can be used to relate sensor data distribution to the probability of a fault. In addition, the BN for sensor fault detection can be integrated into the hierarchical BN system proposed in this work.

For the first time in this work, four BNs were integrated with a steady-state performance model for the purpose of isolating and identifying gradual components degradation and abrupt faults. The design and assessment of the BNs was presented in Part 1 of this paper, which provided a comparison between static and dynamic BNs [30]. The application on synthetic and field data and the robustness against sensor faults are evaluated in this Part 2. The novelty of the work is the integration of physics-based models with hierarchical BNs for discrimination of gradual degradation and abrupt faults occurring simultaneously, which addresses the following challenges: (i) correct identification of fault magnitude in presence of underlying degradation, (ii) modularity of BN models and tractability of the CPTs when considering multiple faults, (iii) reduced dataset required for training the BN models since they can be trained with single-fault scenarios, and (iv) robustness in case of sensor faults.
2. Methods

From a diagnostics perspective, differentiating between gradual degradation and abrupt faults is possible by comparing the measurements at the current time t with both the values at the time \( t - 1 \) and the reference values in healthy conditions. When only gradual degradation occurs, the difference in performance between time t and \( t - 1 \) is very close to zero, if a sufficiently small time step is chosen. The difference from the reference condition indicates the degradation severity and triggers an alarm if this surpasses a safe threshold. On the other hand, an abrupt fault can happen at any time, either on a fully healthy machine or on a degraded one. The unique signature of an abrupt fault manifests as a notable difference in performance between two consecutive time steps. Comparing the performance with the reference condition is not a good indicator of the fault severity, because this difference is partly due to the continuous degradation the machine was undergoing until this time [6].

Compressor fouling is one of the most common causes of degradation in a gas turbine and it was therefore included in this work [31]. Other common degradation phenomena in industrial gas turbines are tip clearances increase in both compressor and turbine, and trailing edge erosion in turbine blades [31]. For the demonstration of the proposed hierarchical models, only compressor fouling and turbine erosion were considered in this work to simulate gradual degradation. The inclusion of other phenomena like clearance increase could be possible by extending the training space of the BNs, although discrimination between different degradation phenomena is beyond the scope of this work. Other typical faults of interest are bearing faults, which have been extensively covered in the literature [32,33], faults in the fuel injection system [34], or bleed valve fault, which instead has been more neglected in the literature. Bleed valve leakage is a particularly interesting case for diagnostics because its measurements signature can be very similar to the one of turbine degradation [35].

2.1. Gas Turbine Model

To diagnose multiple simultaneous faults, a multi-layer system is proposed in this work. The first layer is composed of a physics-based, non-dimensional model, which was already introduced in Part 1 of this work [30]. The performance model of the gas turbine system was extensively described in previous work [22,35,36]. Compared to [22], and similarly to [35], the model was modified to simulate a single-shaft gas turbine connected to a generator. The gas turbine under consideration is the Siemens Energy SGT800 (Munich, Germany), a single-shaft 50 MW class turbine. The validity of the model was proven against reference data in [35]. For diagnostics purpose, the model computes a Jacobian matrix between health state variables (deviations in efficiency and flow capacity) and measurement residuals, and it uses the Broyden method to estimate the values of the deviation factors that minimize the residuals.

A variation of the scheme applied in [22] is proposed here. The deviation factors considered in this work are for the efficiency and flow capacity for both the compressor and the turbine. The measurements used for the matching scheme and the Jacobian matrix are as follows: the compressor outlet temperature (T3) and pressure (P3), the compressor inlet flow rate (W2), which is measured through a bellmouth intake, and the turbine exhaust temperature (T5). A method similar to the one proposed in [12] was used to determine the optimal measurements for the scheme. The schematic of the gas turbine system and the sensors’ location is presented in Figure 1.
identify correctly with a reduced set of sensors. For two-shaft machines, the rotational speed of the high-pressure turbine could be used instead.

When the model runs in diagnostics mode, the inputs are the measurements from the real plant, the power, the ambient conditions (temperature, pressure, and humidity), and the inlet guide vane (IGV) position. The deviation factors in efficiency and flow capacity are the outputs. The deviation factors were calculated as per Equations (1) and (2); hence, deviation in efficiency is zero in healthy condition while the flow capacity deviation factor is 1.

\[
\Delta \eta = \eta_{\text{fault}} - \eta_{\text{healthy}} \tag{1}
\]

\[
\Delta w = \frac{w_{\text{fault}}}{w_{\text{healthy}}} \tag{2}
\]

Once the deviation factors have been estimated, these values are used as new inputs to run the model to a set of reference conditions. For this step, all the other inputs (ambient conditions and power) are kept at reference conditions. The new outputs are the measurements residuals, calculated according to Equation (3).

\[
r = \frac{z - z_{\text{ref}}}{z_{\text{ref}}} \tag{3}
\]

Residuals are calculated for T3, P3, T5, P5 (turbine exhaust pressure), W2, and Wf (fuel flow). Reference conditions in this work refer to the conditions presented in Table 1.

Table 1. Reference conditions for the gas turbine model.

| Condition               | Value          |
|-------------------------|----------------|
| Ambient temperature (T_{amb}) | 298.15 K      |
| Ambient pressure (p_{amb})           | 101.325 kPa   |
| Relative humidity (RH)               | 60%           |
| GT power                        | 50 MW         |

2.2. Multi-Layer Diagnostic System

With the purpose of identifying different fault scenarios, the model is integrated with a series of Bayesian networks (BNs), which receive the measurement residuals at reference conditions as inputs. Four different BNs were developed to differentiate between gradual compressor degradation, gradual turbine degradation, an abrupt fault (bleed valve leakage as an example), and sensor faults. The steps performed in the diagnostic system are illustrated in Figure 2.
Figure 2. Schematic diagram of the multi-layer diagnostic system based on adaptive performance model and Bayesian networks.

1. Estimate performance deviation factors in the rotating components via means of gas path analysis (GPA) with the performance model;
2a. Adjust for turbine degradation: take the difference between turbine performance factors at time $t$ and $t-1$ to use in the next step, then simulate the GT system at reference (REF) conditions using the compressor performance factors from step 1 and the adjusted turbine performance factors;
2b. Adjust for compressor degradation: take the difference between compressor performance factors at time $t$ and $t-1$ to use in the next step, then simulate the GT system at reference conditions using the turbine performance factors from step 1 and the adjusted compressor performance factors;
3a. Feed the results of step 2a to a dynamic Bayesian network to identify compressor degradation, which gives the compressor performance for time $t+1$;
3b. Feed the results of step 2b to a dynamic Bayesian network to identify turbine degradation, which gives the compressor performance for time $t+1$;
4. Adjust for compressor and turbine degradation: performance factors for both compressor and turbine are taken as the difference between $t$ and $t-1$ and the model is run at reference conditions to isolate the effect of rapid or abrupt faults;
5. Feed the residuals from step 4 to a BN to identify an abrupt fault (e.g., BV leakage);
6. Feed the residuals from step 4 to the final BN to identify a sensor fault, and send the information to adjust the matching scheme at the next time step $t+1$.

The purpose of steps 2a, 2b, and 4 is firstly to remove deviations caused by off-design ambient and operating conditions, as in [22]. Secondly, the performance is also adjusted to remove previously identified deviation in turbine performance (step 2a) or compressor performance (step 2b) or both (step 4) in order to separate degradation assessment from abrupt fault identification. In this way, separate BNs can be utilized to assess simultaneous degradation and faults in different components, avoiding extremely large CPTs. When a sensor fault is detected, the GPA scheme in step 1 is modified according to the method proposed in [37], since the values from the faulty sensor do not provide reliable information to estimate the performance deviations.
2.3. Bayesian Networks

Dynamic Bayesian networks (DBN) for CF and TE were developed as discussed in Part 1 of this work [30]. The parent nodes in these models represented the degradation severity for CF and TE, for the respective network, while the measurement residuals constituted the child nodes. The degradation severity is defined as reported in Equation (4).

\[ S = -\Delta \eta \cdot \sqrt{1 + \left( \frac{\Delta \varnothing - 1}{\Delta \eta} \right)^2} \]  

(4)

A fault severity between 0 and 0.5% was considered Normal (N), between 0.5 and 1% Very Low (VL), between 1 and 2% Low (L), between 2 and 3% Medium (M), and above 3% High (H). The parent nodes were created as temporal nodes, i.e., the prior probability was set as a function of the previous condition, which was proven to achieve higher diagnostics accuracy than considering a constant prior probability distribution [30]. Each network was trained with data generated by the performance model described in Section 2.2, by simulating data from various machines. Deviations between machines in the same fleet were taken into account with different design values for efficiency and flow capacity, different ratios \( \Delta \frac{\varnothing - 1}{\eta} \) between 1 and 2, and measurement noise. The training phase was used to estimate the CPTs for each node by using the Maximum Likelihood Estimator [38].

Static BNs were instead employed for BV leakage and sensor faults, where the single event probability is independent from the previous condition. The structure of the BV BN was similar to the one for CF and TE, with the parent node being the BV fault represented by 5 states or fault severities. The fault severity in this case represented the leakage flow in percentage of the turbine flow, where 0% is N, between 0 and 1% VL, between 1 and 2% L, between 2 and 3% M, and above 3% is H. BV leakage is not a gradual phenomenon, it can occur suddenly with any severity. The initial probability was set according to Table 2.

| Level | N  | VL | L  | M  | H  |
|-------|----|----|----|----|----|
|       | 99%| 0.25%| 0.25%| 0.25%| 0.25% |

Table 2. Prior probability distribution \( P(Y) \) for BV leakage.

A fourth BN for detecting sensors faults is depicted in Figure 3. Each child node was composed of five states: normal (N), low reading (L), very low (VL), high reading (H), and very high (VH). The parent nodes can assume the states normal (N) or faulty (F), the latter indicating a sensor fault. Note that only the sensors that are used for the diagnostic scheme were included in this work, but the principle can be extended to multiple sensors. The definition of low and high reading is the measurement residual being between \(-0.5\%\) and \(-1.5\%\), and between \(0.5\%\) and \(1.5\%\), respectively. Very low and very high indicate residuals below \(-1.5\%\) and above \(1.5\%\), respectively.

Figure 3. The static BN for sensor faults detection (sensor state is normal (N) or faulty (F)).
2.4. Tested Scenarios

Three scenarios were tested to assess the capability of the proposed diagnostics approach. First, synthetic data were generated with the performance model to simulate simultaneous compressor fouling, turbine erosion, and bleed valve leakage. The gradual degradation in compressor and turbine components was simulated as a linear decay in efficiency and flow capacity, with a ratio $\frac{\Delta w}{\Delta \eta}$ equal to 1.5. In particular, both compressor efficiency and flow capacity were decreased to simulate fouling, while turbine erosion was simulated by an increase in turbine flow capacity and a decrease in efficiency.

A total of 6000 h (1 data point per hour) were simulated, varying the power, the ambient temperature, and the IGV position according to daily schedules. Note that the choice of degradation level was arbitrary, only for test purposes, and does not represent actual degradation of the SGT800 or any real engine.

In Scenario 2, field data from a Siemens Energy SGT800 machine were employed to validate the approach. Data from a month of operations were analyzed, containing an occurrence of BV leakage at day 21. Over this month, the engine was assumed to be in a state of no or very low degradation, although the exact conditions were unknown at the time of the test. In Scenario 3, the same data were also corrupted with simulated sensors faults. These scenarios are shown in Table 3.

### Table 3. Test scenarios.

| Scenario                  | Gradual Compressor Degradation | Gradual Turbine Degradation | Abrupt Fault |
|---------------------------|--------------------------------|----------------------------|--------------|
| 1: Simulated              | From 0% to 4% Maintenance at 2500 h | From 0% to 3% | BV 2% |
| 2: Field data             | Unknown                         | Unknown                     | BV unknown% |
| 3: Field data + simulated | Unknown                         | Unknown                     | T3 and P3 faults 12.5% |

All the synthetic and field data were first used as inputs to the performance model in diagnostic mode, and deviation factors were estimated. The sequence of steps 1–6 from the previous section was followed.

3. Results and Discussion

3.1. Scenario 1

The daily variations of power set-point and ambient temperature are depicted in Figure 4. These are used as inputs for the model together with the sensor outputs.

---

**Figure 4.** Daily power (left) and ambient temperature (right) profiles.

The results from the first simulated scenario are presented in Figures 5–7, which show the compressor and turbine degradation estimated by the adaptive model (Figures 5 and 6) and by the DBNs (Figure 7). The trends in efficiency and flow capacity deviations for both rotating components are clearly followed, as seen in Figures 5 and 6. The BV leakage events
were interpreted by the model’s adaptation scheme as deviations in turbine efficiency and flow capacity, however, these erroneous deviations were not picked up by the DBN (Figure 7). It is also possible to note that the effect of operating power and ambient temperature is taken into account in the model, and does not hinder the correct estimation of the degradation conditions. Only some errors occurred in the CF prediction from the DBN around 2500 and 5000 h, probably due to excessive noise in the data, as seen at the top of Figure 7.

Figure 5. Estimated compressor and turbine efficiency deviations from the performance model in Scenario 1.

Figure 6. Estimated compressor and turbine flow capacity deviations from the performance model in Scenario 1.
3.2. Scenario 2

The data for Scenario 2 were taken from a Siemens Energy SGT800 machine operating over a month. On day 21, a BV leakage was reported. An extraction of the data is presented in Figure 8, where the performance factors calculated by the adaptive model are shown for compressor and turbine for day 1, day 10, and day 20. The y-axes show the deviations in efficiency and flow capacity as defined in Equations (1) and (2). It can be noted that compressor efficiency and flow capacity deviations oscillate a bit during this time, bounded between 0 and $-1.5\%$ for the efficiency and between $100\%$ and $98\%$ for the flow capacity. Turbine performance deviations are instead more stable and do not show any significant fluctuation over this period of time. This represents the baseline against which the analysis for day 21 was performed.
The estimated performance deviation factors for day 21 (i.e., during BV leakage) are shown in Figures 9 and 10, where the numerical values are removed for confidentiality reasons.

As Figures 9 and 10 show, the model adaptation to the measured variables resulted in an increment in estimated compressor efficiency and a simultaneous reduction in turbine efficiency and flow capacity. This efficiency increment was not physical, but a result of the model adaptation to the measurements in presence of BV leakage, in particular the varying ratio T3/P3 due to a change in operating point. The estimated turbine flow capacity decreased and then increased again as a result of the model matching scheme. It is possible to conclude that an abrupt fault occurred, because the changes in Figures 9 and 10 are very sharp. However, the results from the GPA cannot directly point to the fault type. The BN layers were in any case able to discriminate between gradual degradation and abrupt fault, as it can be seen in Figure 11. The two DBNs for gradual degradation did not react to the sudden change in performance since the probability to jump to a much higher degradation level was constrained to be very small. The third BN instead identified a BV leakage (bottom of Figure 11). In the last part, the BN predicted a reduction in the leakage, consistently with the trends in Figures 9 and 10. This was probably due to the fact that the power was decreased, before shutting down the machine and inspecting the valve.
Compressor degradation was also detected in the last minutes before shut-down, probably erroneously due to a quick load transient.

Figure 10. Estimated compressor and turbine flow capacity deviations in day 21 of Scenario 2.

Figure 11. BN predictions of compressor fouling, turbine erosion, and BV leakage in Scenario 2.
3.3. Scenario 3

For the last Scenario, healthy SGT800 measurement data were corrupted by adding manually a sensor fault. The fault was simulated in this way by subtracting a fixed value from the real measurement, to simulate a sudden bias equal to 12.5% of nominal T3 and P3 values. The residuals of the measured variables after the manual fault injection are presented in Figures 12 and 13 for T3 and P3 fault, respectively.

Figure 12. Measurement residuals after injected fault in T3 sensor, y-axis is the absolute residual (the fault was implemented at time 50, as indicated by the red line).

Figure 13. T3 and P3 residuals after injected fault in P3 sensor (the other residuals are identical to Figure 12).
As expected, the BNs for compressor degradation, turbine degradation, and BV leakage did not detect any anomaly. The BN for sensor faults instead detected the correct faults after the injection time, as illustrated in Figures 14 and 15.

According to the scheme presented in Figure 2, the first diagnostics layer requires four functioning sensors for the adaptive model to estimate the performance deviation factors. If one of the four sensors (T3, P3, T5, and W2) is faulty, the step 1 in the diagnostics scheme cannot proceed, because a square Jacobian matrix cannot be built for the analysis. Therefore, the method suggested in [37] was implemented to remove one performance deviation factor from the matching scheme and perform the GPA with a $3 \times 3$ matrix. The method from [37] established that $\Delta \eta_c$ (compressor efficiency) should be removed in case of T3 sensor fault, while $\Delta \eta_t$ (turbine efficiency) was to be dropped in case of P3 sensor fault. The previous values of $\Delta \eta_c$ and $\Delta \eta_t$ were instead used as constant inputs, respectively. T3 and P3 were then calculated in step 2 as normally, with the three current estimated deviation factors from step 1 and with the constant factor from the previous time step. The calculated values are compared with the real ones in Figures 16 and 17.

Even with a sensor missing from the matching scheme, the model was still able to produce suitable residuals for the underneath BNs. As depicted in Figure 16, the error between calculated and real T3 was below 2 K (less than 3%), while the one for P3 was below 15 kPa (or less than 7%). In conclusion, the BNs could still provide information about the status of the machine while the faulty sensor gets to be replaced.

Figure 14. BN predictions of sensor status in Scenario 3 for T3 sensor fault. 0 means no fault and 1 means fault.
Even with a sensor missing from the matching scheme, the model was still able to produce suitable residuals for the underneath BNs. As depicted in Figure 16, the error between calculated and real T3 was below 2 K (less than 3%), while the one for P3 was below 15 kPa (or less than 7%). In conclusion, the BNs could still provide information about the status of the machine while the faulty sensor gets to be replaced.

3.4. Adaptability to Different Machines

In the previous Scenarios, the diagnostics system was applied to a single machine at a time, either a simulated one or a real one. Therefore, its application was demonstrated only on two gas turbines of the same class. In this Section, results are presented for the validation of the method on 2000 machines. The different engines were simulated with the gas turbine model, by performing Monte Carlo sampling on Gaussian distributions for efficiency and flow capacity of each rotating component, with 3σ equal to 0.5%. Since different machines degrade at different rates, the ratio $\Delta w / \Delta \eta$ was varied according to a uniform distribution between 1 and 2. The same fault types as in Scenarios 1 were tested for each of the 2000 machines. The results of the method accuracy are summarized in Table 4,
where it is possible to see how the proposed approach can be applied to different units and maintain the desired accuracy. In Table 4, the true positive rate refers to the data points correctly classified as faulty, the false positive rate (or false alarms) represents healthy data points erroneously classified as faulty, while the true negative rate refers to the healthy data point correctly classified and the false negative rate to the faulty data point erroneously classified as healthy.

![Figure 17. Predicted value of P3 vs. actual value.](image)

| Fault Type | True Positive Rate | False Positive Rate | True Negative Rate | False Negative Rate |
|------------|--------------------|---------------------|--------------------|--------------------|
| CF         | 99%                | 4%                  | 96%                | 1%                 |
| TE         | 99%                | 3.5%                | 96.5%              | 1%                 |
| BV         | 99%                | 0%                  | 100%               | 1%                 |

4. Conclusions

A multi-layer, hierarchical approach was proposed in this work to detect and identify simultaneous gas path components degradation and sudden faults in sensors and components. The approach was based on Bayesian network (BN) models, both static and dynamic, and the multi-layer feature allowed to limit the size of conditional probability tables (CPTs) in each BN and still monitor multiple faults simultaneously. The first two layers of the diagnostics system were composed of a physics-based, adaptive performance model to correct the data with respect to ambient conditions, operating conditions, and baseline degradation conditions. Gradual degradation and rapid faults were discriminated at the BN layers based on the fact that the probability of a sharp performance deviation due to gradual wear or material deposition was considered almost null. Instead, abrupt performance deviations compared to the previous condition (be healthy or degraded) are to be attributed to an abrupt fault such as a valve leakage or a sensor malfunction, among others.

The proposed system was tested on synthetic and field data, on three scenarios that comprised of compressor fouling, turbine erosion, bleed valve (BV) leakage, and two sensor faults. It is important to note that the test was in this way performed on two gas turbines (a simulated one and a real one) different from the ones used to train the BN models. While the results from the performance model layers were used to detect a change in performance, the BNs were used to isolate and identify the correct fault. The faults were correctly isolated all times and their magnitude identified mostly correctly, with some small errors due to e.g., presence of noise or model uncertainty. For example, BV leakage was identified with a lower magnitude for 25% of the time in the simulated scenario. Nevertheless, the application on real field data showed the potential of this
approach to aid the plant operators and service staff. The adaptability to different machines in the fleet was also proven. Overall, the maximum error in identification of the fault severity was 1% (i.e., a severity just below or just above the correct one was estimated), but the true positive rate in detection and isolation was around 99% for all cases. A false positive rate below 5% can be still considered high and needs to be improved. However, it concerns estimation of low degradation severity, which does not present any requirements for immediate maintenance actions.

Further, the whole approach was proven to be fairly robust to sensor failures, since the missing measurement could be estimated by the model, leaving some time to perform the necessary maintenance actions. Future work needs to assess the impact of the diagnostics errors and uncertainty on the prediction and planning of future operations, to better understand the limitations of the presented approach.
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Nomenclature

Acronyms
ANN Artificial neural network
BN Bayesian network
BV Bleed valve
CF Compressor fouling
CPT Conditional probability table
DBN Dynamic Bayesian network
GPA Gas path analysis
GT Gas turbine
H High
IGV Inlet guide vane
L Low
M Medium
N Normal
TE Turbine erosion
VH Very high
VL Very low
Symbols and Greek Letter

| Symbol | Description |
|--------|-------------|
| $r$    | Residual    |
| $S$    | Fault severity |
| $\varpi$ | Flow capacity |
| $z$    | Measurement |
| $\eta$ | Efficiency |

Subscripts

| Subscript | Description |
|-----------|-------------|
| ref       | Reference conditions |
| $t$       | Time |

References

1. Lin, Y.; Li, X.; Hu, Y. Deep Diagnostics and Prognostics: An Integrated Hierarchical Learning Framework in PHM Applications. *Appl. Soft Comput.* 2018, 72, 555–564. [CrossRef]

2. Marinai, L.; Singh, R.; Curnock, B.; Probert, D. Detection and prediction of the performance deterioration of a turbofan engine. In Proceedings of the ASME Turbo Expo, Atlanta, GA, USA, 16–19 June 2003.

3. Simon, D.L. An Integrated Architecture for On-Board Aircraft Engine Performance Trend Monitoring and Gas Path Fault Diagnostics; Technical Memorandum; NASA Glenn Research Center: Cleveland, OH, USA, 2010.

4. Kobayashi, T.; Simon, D.L. Integration of On-Line and Off-Line Diagnostic Algorithms for Aircraft Engine Health Management. In Proceedings of the ASME Turbo Expo 2007: Power for Land, Sea, and Air, Montreal, QC, Canada, 14–17 May 2007.

5. Volponi, A.J. Gas Turbine Engine Health Management: Past, Present, and Future Trends. *J. Eng. Gas Turbines Power* 2014, 136, 051201. [CrossRef]

6. Kestner, B.K.; Lee, Y.K.; Voleti, G.; Mavris, D.N.; Kumar, V.; Lin, T. Diagnostics of highly degraded industrial gas turbines using Bayesian networks. In Proceedings of the ASME 2011 Turbo Expo: Turbine Technical Conference and Exposition, Vancouver, BC, Canada, 6–10 June 2011.

7. Fentaye, A.D.; Zaccaria, V.; Kyprianidis, K. Discrimination of rapid and gradual deteriorations for an enhanced gas turbine life-cycle monitoring and diagnostics. *Int. J. Progn. Health Manag.* 2021, 12. [CrossRef]

8. Simon, D.L. Propulsion Diagnostic Method Evaluation Strategy (ProDiMES) User’s Guide. NASA/TM—2010-215840. June 2010. Available online: https://ntrs.nasa.gov/archive/nasa/casi.ntrs.nasa.gov/20100005639.pdf (accessed on 30 March 2021).

9. Liu, Y.; Su, M. Nonlinear Model Based Diagnostic of Gas Turbine Faults: A Case Study. In Proceedings of the ASME 2011 Turbo Expo: Turbine Technical Conference and Exposition, Vancouver, BC, Canada, 6–10 June 2011.

10. Lu, F.; Gao, T.; Huang, J.; Qiu, X. A novel distributed extended Kalman filter for aircraft engine gas-path health estimation with sensor fusion uncertainty. *Aerosp. Sci. Technol.* 2019, 84, 90–100. [CrossRef]

11. Cruz-Manzo, S.; Panov, V.; Zhang, Y. Gas Path Fault and Degradation Modelling in Twin-Shaft Gas Turbines. *Machines* 2018, 6, 43. [CrossRef]

12. Chen, M.; Quan, H.L.; Tang, H. An Approach for Optimal Measurements Selection on Gas Turbine Engine Fault Diagnosis. *J. Eng. Gas Turbines Power* 2015, 137, 071203. [CrossRef]

13. Zhong, S.-S.; Fu, S.; Lin, L. A novel gas turbine fault diagnosis method based on transfer learning with CNN. *Measurement* 2019, 137, 435–453. [CrossRef]

14. Mathioudakis, K.; Romessis, C. Probabilistic neural networks for validation of on-board jet engine data. *Proc. Inst. Mech. Eng. Part G J. Aerosp. Eng.* 2016, 218, 59–72. [CrossRef]

15. Zhou, D.; Zhang, H.; Weng, S. A New Gas Path Fault Diagnostic Method of Gas Turbine Based on Support Vector Machine. *J. Eng. Gas Turbines Power* 2015, 137, 102605. [CrossRef]

16. Loboda, I.; Pérez-Ruiz, J.L.; Yepifanov, S. A benchmarking analysis of a data-driven gas turbine diagnostic approach. In Proceedings of the ASME Turbo Expo 2018: Turbomachinery Technical Conference and Exposition, Oslo, Norway, 11–15 June 2018.

17. Wu, Z.; Lin, W.; Ji, Y. An Integrated Ensemble Learning Model for Imbalanced Fault Diagnostics and Prognostics. *IEEE Access* 2018, 6, 8394–8402. [CrossRef]

18. Roumeliotis, I.; Aretakis, N.; Alexiou, A. Industrial gas turbine health and performance assessment with field data. *J. Eng. Gas Turbines Power* 2017, 139, 051202. [CrossRef]

19. Kyriazis, A.; Mathioudakis, K. Gas turbines diagnostics using weighted parallel decision fusion framework. In Proceedings of the 8th European Turbomachinery Conference, Graz, Austria, 23–27 March 2009.

20. Palmé, T.; Liard, F.; Cameron, D. Hybrid Modeling of Heavy Duty Gas Turbines for On-Line Performance Monitoring. In Proceedings of the ASME Turbo Expo 2014: Turbine Technical Conference and Exposition, Düsseldorf, Germany, 16–20 June 2014. [CrossRef]

21. Kyriazis, A.; Mathioudakis, K. Enhanced fault localization using probabilistic fusion with gas path analysis algorithms. *J. Eng. Gas Turbines Power* 2009, 131, 051601. [CrossRef]

22. Zaccaria, V.; Fentaye, A.D.; Stenfelt, M.; Kyprianidis, K. Probabilistic Model for Aero-Engine Fleet Condition Monitoring. *Aerospace* 2020, 7, 66. [CrossRef]
23. Rohmer, J. Uncertainties in conditional probability tables of discrete Bayesian Belief Networks: A comprehensive review. *Eng. Appl. Artif. Intell.* 2020, 88, 103384. [CrossRef]

24. Losi, E.; Venturini, M.; Manservigi, L. Gas Turbine Health State Prognostics by Means of Bayesian Hierarchical Models. In Proceedings of the ASME TURBO EXPO 2019: Power for Land, Sea and Air, Phoenix, AZ, USA, 11–15 June 2019.

25. Lee, Y.K.; Mavris, D.N.; Volovoi, V.V.; Yuan, M.; Fisher, T. A fault diagnosis method for industrial gas turbines using Bayesian data analysis. *J. Eng. Gas Turbines Power* 2010, 132, 041602. [CrossRef]

26. Li, J.; Ying, Y. A method to improve the robustness of gas turbine gas-path fault diagnosis against sensor faults. *IEEE Trans. Reliab.* 2018, 67, 3–12. [CrossRef]

27. Jombo, G.; Zhang, Y.; Griffiths, J.D.; Latimer, T. Automated Gas Turbine Sensor Fault Diagnostics. In Proceedings of the ASME Turbo Expo 2018, Oslo, Norway, 11–15 June 2018. [CrossRef]

28. Hu, Y.; Zhu, J.; Sun, Z.; Gao, L. Sensor fault diagnosis of gas turbine engines using an integrated scheme based on improved least squares support vector regression. *Proc. Inst. Mech. Eng. Part G J. Aerosp. Eng.* 2020, 234, 607–623. [CrossRef]

29. Zhang, Y.; Bingham, C.; Garlick, M.; Gallimore, M. Applied fault detection and diagnosis for industrial gas turbine systems. *Int. J. Autom. Comput.* 2017, 14, 463–473. [CrossRef]

30. Zaccaria, V.; Fentaye, A.D.; Kyprianidis, K. Assessment of dynamic Bayesian models for gas turbine diagnostics, Part 1: Prior probability analysis. *Machines* 2021, 9, 298. [CrossRef]

31. Kurz, R.; Brun, K. Degradation in gas turbine systems. *ASME J. Eng. Gas Turbine Power* 2001, 123, 70–77. [CrossRef]

32. Yuan, H.; Wu, N.; Chen, X.; Wang, Y. Fault Diagnosis of Rolling Bearing Based on Shift Invariant Sparse Feature and Optimized Support Vector Machine. *Machines* 2021, 9, 98. [CrossRef]

33. Caesarendra, W.; Tjahjowidodo, T. A Review of Feature Extraction Methods in Vibration-Based Condition Monitoring and Its Application for Degradation Trend Estimation of Low-Speed Slew Bearing. *Machines* 2017, 5, 21. [CrossRef]

34. Kim, K.; Uluyol, O.; Parthasarathy, G.; Mylaraswamy, D. Fault Diagnosis of Gas Turbine Engine LRUs Using the Startup Characteristics. In Proceedings of the Conference of Prognostics and Health Management Society, Minneapolis, MN, USA, 23–27 September 2012.

35. Zaccaria, V.; Stenfelt, M.; Sjunnesson, A.; Hansson, A.; Kyprianidis, K. A model-based solution for gas turbine diagnostics: Simulations and experimental verificaiton. In Proceedings of the ASME TURBO EXPO 2019: Power for Land, Sea and Air, Phoenix, AZ, USA, 11–15 June 2019.

36. Najafi Saatlou, E.; Kyprianidis, K.G.; Sethi, V.; Abu, A.O.; Pilidis, P. On the trade-off between minimum fuel burn and maximum time between overhaul for an intercooled aeroengine. *Proc. Inst. Mech. Eng. Part G J. Aerosp. Eng.* 2014, 228, 2424. [CrossRef]

37. Stenfelt, M.; Zaccaria, V.; Kyprianidis, K. Automatic gas turbine matching scheme adaptation for robust GPA diagnostics. In Proceedings of the ASME Turbo Expo 2019: Power for Land, Sea and Air, Phoenix, AZ, USA, 11–15 June 2019.

38. Pgmphy Documentation. Available online: pgmpy.org (accessed on 6 July 2021).