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Abstract. The current understanding of deep neural networks can only partially explain how input structure, network parameters and optimization algorithms jointly contribute to achieve the strong generalization power that is typically observed in many real-world applications. In order to improve the comprehension and interpretability of deep neural networks, we here introduce a novel theoretical framework based on the compositional structure of piecewise linear activation functions. By defining a direct acyclic graph representing the composition of activation patterns through the network layers, it is possible to characterize the instances of the input data with respect to both the predicted label and the specific (linear) transformation used to perform predictions. Preliminary tests on the MNIST dataset show that our method can group input instances with regard to their similarity in the internal representation of the neural network, providing an intuitive measure of input complexity.
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1 Introduction

Despite the extremely successful application of Deep Neural Networks (DNNs) to a broad range of distinct domains, many efforts are ongoing both to deepen their understanding and improve their interpretability\textsuperscript{5,\,15}. This is particularly relevant when attempting to explain their generalization performances, which are typically achieved due to over-parameterized models\textsuperscript{1,\,19}.

To this end, many works focus on the study of the expressivity of DNNs, i.e., how their architectural properties such as, e.g., depth or width, affect the performances\textsuperscript{1,\,6,\,7,\,11,\,12,\,14,\,16}. These works usually analyze DNNs with piecewise-linear (PWL) activation functions, such as Rectified Linear Units (ReLUs), which allow to simplify the mathematical analysis of the feature space.

In particular, given a standard multinomial classification problem, it is possible to study how a given input dataset is processed in the internal representation
of a ReLU DNN by analyzing the *activation patterns*, i.e., the sets of neurons that are active/inactive for each instance of the dataset, in each layer of the network.

Each activation pattern uniquely defines a layer-specific activation region, i.e., the region of the input space which leads to the activation of the same pattern [7]; clearly, one or more instances can be mapped on the same activation region. Each instance will then be characterized by a specific trajectory through activation patterns in successive layers, as a result of the composition of multiple ReLUs. Accordingly, each instance will be mapped onto distinct activation regions in each layer. By analysing how different instances are characterized by common activation patterns and regions, it is possible to investigate how the input space is *folded* for any given dataset.

In particular, the so-called compositional structure [11] of the activation patterns can then be exploited to *interpret the elaboration* of the input data by a DNN, i.e., “to understand how data are represented and transformed throughout the network” [6]. This structure can be translated into an *Activation Pattern Direct acyclic graph* (APD), which we formally define in the following sections and that may represent a powerful instrument to evaluate the expressivity of a DNN with respect to a specific dataset.

Accordingly, by analyzing how many distinct instances are mapped on shared sub-portions of the APD, i.e., belong to the same activation regions, it is possible to provide an intuitive measure of the input complexity, which can be then related to classification accuracy. We remark that the analysis of the relation between input data and the representation of DNNs is an active area of research in the sphere of explainable AI and covers topics such as, e.g., importance sampling [3, 9, 8].

In this work, we propose a new framework to quantitatively analyze the compositional structure of DNNs and, in particular:

1. we introduce and define the concept of Activation Pattern Direct acyclic graph (APD);
2. we describe a lightweight algorithm to cluster the instances of a dataset on the basis of their mapping on the APD;
3. we present an empirical analysis of the MNIST dataset [10], in which we show that the proposed clustering method on the APD could be employed as an importance sampling algorithm.

2 Related works

The literature devoted to the study of *network expressivity* of ReLU DNNs is vast. Three topics are particularly relevant for the current work, namely: (i) the estimation of the upper-bound of the number of linear regions [11, 12, 16]; (ii) the analysis of the linear regions through input trajectories [14]; (iii) the analysis of other linear regions properties, such as their size or their average number [6, 7].
With respect to sample analysis, a variety of works demonstrates how sampling instances by importance during training can improve learning. Again, to limit the scope of our investigation, we can distinguish four different sampling strategies: (i) curriculum learning [2], according to which it is preferable to start learning from easier to harder instances, also implemented in self-paced learning [9]; (ii) selecting only the hardest instances, e.g., the ones that induce the greater change in the parameters [8]; (iii) meta-learning, i.e., “learning to learn” [4]; (iv) favoring uncertain instances [3,18]. Given these premises, a first major challenge is the estimation of instance hardness/complexity. Accordingly, the choice of the right sampling strategy is essential and depends both on the task and on data type, e.g., (simple, noisy, ...).

In [18], the authors analyze the learning process by measuring the so-called forgetting events (defined formally in Def. 4). An instance is called unforgettable when no forgetting event occurs during training, otherwise it is called forgettable. The authors show that training a new model without unforgettable samples does not affect the accuracy. Similarly, two further works show how to build an ensemble of DNNs by iteratively training a new network on a reduced version of the dataset. In [15] the authors iteratively mask the features that display the greatest input gradient. As a result, they define multiple models that make predictions based on “qualitatively different reasons”, mainly to achieve greater explainability. In [17], the authors train each new network on a reduced version of the dataset, where “good” instances of the previous network are removed (“good” inputs are the ones with hidden features belonging to mostly correctly classified instances). To define the hidden features, the authors first cluster each hidden layer with $k$-means, and then characterize each instance with respect to the clusters of each layer to which it belongs. We here propose a similar approach, in which each instance is characterized by the path of linear regions (activation patterns) in each layer to which it belongs.

3 Methods

In this section we will formally define the Activation Pattern DAG (APD) and present a novel algorithm to cluster input instances on the basis of their mapping on the APD. In the following definitions, we will employ the notation used in [11], while we refer to [7] for an extensive formal description of activation patterns and activation regions.

3.1 Basic Definitions

Let $\mathcal{N}_\theta(x_0)$ be a feedforward neural network (FNN) with input $x_0 \in \mathbb{R}^{n_0}$ and trainable parameters $\theta$. Each layer $h_l$, for $l = 1, \ldots, L$, is represented as a vector of dimension $n_l$, i.e., $h_l = [h_{l,1}, \ldots, h_{l,n_l}]^T$, where each component $h_{l,i}$ (i.e., a neuron or unit) is the composition of a linear preactivation function $f_{l,i}$ and a nonlinear activation function $g_{l,i}$, i.e. $h_{l,i} = g_{l,i} \circ f_{l,i}$. 
Let \( x_l \) be the output of the \( l \)-th layer for \( l = 1, \ldots, L \) and the input of the network for \( l = 0 \), then we define \( f_{l,i}(x_{l-1}) = W_l x_{l-1} + b_{l,i} \), where both \( W_l \in \mathbb{R}^{n_{l-1}} \) and \( b_{l,i} \in \mathbb{R} \) belong to the trainable parameters \( \theta \). Regarding activation functions, in this paper we will focus on piecewise linear activation functions. Thus, for the sake of simplicity, we define \( g_{l,i} \) as a ReLU activation function, i.e., \( g_{l,i}(x) = \max\{0, x\} \). When clear from the context, we will omit the second index of \( f_{l,i} \) and \( g_{l,i} \) to refer to the vector composed by all of them.

Finally, we can represent the FNN \( \mathcal{N}_\theta \) as a function \( \mathcal{N}_\theta : \mathbb{R}^{n_0} \to \mathbb{R}^{\text{out}} \) that can be decomposed as

\[
\mathcal{N}_\theta(x) = f_{\text{out}} \circ h_L \circ \cdots \circ h_1(x),
\]

where \( f_{\text{out}} \) is the output layer (e.g., softmax, sigmoid, ...).

### 3.2 From activation patterns to the APD

Given a FNN \( \mathcal{N}_\theta \) and a dataset \( \mathcal{D} \), we define the activation pattern of layer \( l \) given input \( x \in \mathcal{D} \) as follows:

**Definition 1 (Activation Pattern).** Let \( \mathcal{N}_\theta(x_0) \) be the application of a FNN \( \mathcal{N} \) with parameters \( \theta \) on an input \( x_0 \in \mathcal{D} \), with \( \mathcal{D} \subseteq \mathbb{R}^{n_0} \). Then, by referring to \( x_{l-1} \) as the input to layer \( l \in \{1, \ldots, L\} \), we can compute the activation pattern \( A_l(x_0) \) of layer \( l \) on input \( x_0 \) as follows:

\[
A_l(x_0) = \{a_i | a_i = 1 \text{ if } h_{l,i}(x_{l-1}) > 0 \text{ else } a_i = 0, \forall i = 1, \ldots, n_l\}.
\]

Thus, we can represent \( A_l(x_0) \) as a vector in \( \{0, 1\}^{n_l} \), i.e.:

\[
A_l(x_0) = [a_1, a_2, \ldots, a_{n_l}].
\]

In Fig. 1 we show a simple example of a FNN \( \mathcal{N}(x_0) \) and its activation patterns. In the following, we will represent generic activation patterns as \( a \) or \( a_i \), and with \( \text{layer}(a) \) we will refer to the layer corresponding to that pattern. In addition, we allow us to simplify the notation of \( A_l \) and refer to \( A_l(x_0) \) on \( X_0 \subseteq \mathbb{R}^{n_0} \) as \( A_l(X_0) = \bigcup_{x_0 \in X_0} A_l(x_0) \).

Given an activation pattern \( \hat{a} \), or a set of patterns \( A \) belonging to different layers, and a set of instances \( \mathcal{X} \subseteq \mathcal{D} \), we call activation region the set composed by the instances in \( \mathcal{X} \) that generate that activation pattern, or patterns, in their respective layers.

**Definition 2 (Activation Region).** The activation region identified by an activation pattern \( \hat{a} \) on an input subset \( \mathcal{X} \subseteq \mathcal{D} \) is given by:

\[
\mathcal{AR}(\hat{a}, \mathcal{X}) = \{x \in \mathcal{X} | A_l(x) = \hat{a}, \ l = \text{layer}(\hat{a})\}.
\]

Given a set of activation patterns \( A \) belonging to different layers, i.e., \( \forall a_i, a_j \in A \) \( \text{layer}(a_i) \neq \text{layer}(a_j) \), we define their activation region as:

\[
\mathcal{AR}(A, \mathcal{X}) = \bigcap_{\hat{a} \in A} \mathcal{AR}(\hat{a}, \mathcal{X}).
\]
Given a dataset $\mathcal{D}$ and a network $\mathcal{N}_\theta$, we introduce the APD as the directed acyclic graph defined by all the activation patterns generated by instances in $\mathcal{D}$ and the way in which they are composed.

**Definition 3 (Activation Patterns DAG).** Given a network $\mathcal{N}_\theta$ and a dataset $\mathcal{D} \subseteq \mathbb{R}^{n_0}$, the Activation Patterns DAG (APD) is a directed acyclic graph $APD_{\mathcal{N}_\theta}(\mathcal{D}) = (V, E)$, where:

- $V$ is the set of vertices defined by

$$ V = \{1, ..., |\mathcal{A}|\}, $$

where $\mathcal{A} = \bigcup_{l=1}^L A_l(\mathcal{D})$ is the set of all possible activation patterns and $|\mathcal{A}|$ is its cardinality. In addition, let $\text{patt} : V \rightarrow \mathcal{A}$ be a labelling function that associates each vertex to the corresponding activation pattern.

- $E$ is the set of edges defined by:

$$ E = \{(v_1, v_2) \in V \times V \mid \text{patt}(v_1) \text{ and patt}(v_2) \text{ are consecutive}\}, \quad (6) $$

where two patterns $a_i, a_j$ are called consecutive if

$$ \text{layer}(a_i) = l = \text{layer}(a_j) - 1 $$

and exists $x \in \mathcal{D}$ such that $A_l(x) = a_i$ and $A_{l+1}(x) = a_j$.

In Fig. 2, we show the $APD_{\mathcal{N}}$ defined by the network $\mathcal{N}$ of Fig. 1 as generated on five example samples.
Fig. 2: The representation of $APD_N(\{x_0, \ldots, x_6\})$, where $x_0$ is the input instance evaluated in Fig. 1. The thicker lines correspond to the edges generated by example $x_0$. In addition, on the right we represented the label predicted by the network. Finally, colored bullets over instances mark the splitting history (see Algo. 1), from right to left, i.e., each new bullet identifies a new partition of the previous cluster.

### 3.3 Clustering the input dataset using the APD

As discussed in the previous sections, a given activation pattern defines a specific activation region in the input space, to which one or more instances are associated. In fact, the same linear transformation can be shared by multiple instances, as it was analytically showed in [12, 11]. For example, the linear transformation defined by pattern $a = [1, 0, 0, 0, 1]$ of the third layer in Fig. 2 is common to both $x_0$ and $x_1$.

Similarly to [17], we here exploit the compositional structure of the the APD to characterize each input instance on the basis of the trajectory through activation patterns in the distinct layers. The intuition is that the overlap among the trajectories of two instances on the APD is effective in assessing how the two instances are similarly processed throughout the network.

Additionally, from Fig. 2 one can notice that some activation patterns are characterized by a decision boundary, such as activation pattern $[0, 0, 1, 1, 1]$ of the third layer, whereas some are not, such as activation pattern $[1, 0, 0, 1, 0]$ of the first layer. We will refer to the former as \textit{unstable activation patterns} and to the latter as \textit{stable}. In this respect, it would be interesting to test whether in-
Algorithm 1 Splitting algorithm.

\begin{algorithm}
\begin{algorithmic}
\Function{split}{$AG = (V, E)$, dataset $D$, FNN $N$}
\State \texttt{n.pred}() $\leftarrow$ predecessors of node $n \in V$
\State $L \leftarrow \# \text{ layers of } N$
\State $out \leftarrow \text{dummy ending node}$
\For {$v \in V$ s.t. $\text{layer}(\text{patt}(v)) == L$}
\State $E.\text{add}(v, out))$
\EndFor
\State $P \leftarrow \{\{out, D\}\}$ \Comment{Current partition}
\State $F \leftarrow \emptyset$ \Comment{Final partition}
\While {$P \neq \emptyset$}
\State $(n, C) \leftarrow P.\text{pop}()$ \Comment{Extract (current node, cluster)}
\If {$\text{n.pred}() == \emptyset \lor |C| == 1$} \Comment{Check if splittable cluster}
\State $F.\text{add}(C)$
\State \textbf{break}
\EndIf
\State $S \leftarrow \emptyset$ \Comment{Split current cluster}
\For {$v \in \text{n.pred}()$}
\State $V \leftarrow \text{AR}(\text{patt}(v), C)$
\State $S.\text{add}((v, V))$
\EndFor
\State $S' \leftarrow \{V \mid (v, V) \in S\}$
\State $ig \leftarrow \text{InformationGain}(C, S')$ \Comment{Check splitting gain}
\If {$ig > 0$}
\State $P \leftarrow P \cup S$
\Else
\State $F.\text{add}(C)$
\EndIf
\EndWhile
\State \Return $F$
\EndFunction
\end{algorithmic}
\end{algorithm}

Instances belonging to stable activation patterns are the ones on which the network is more confident.

Furthermore, in order to assess the similarity of the instances with respect to classification labels, it might be effective to look for class-specific stable activation patterns belonging to the last layers. The motivation is that we are interested in understanding which previous transformation has brought the instances close in the feature space, as a result of space folding, and if transformations are related with the predicted label. For example, in Figure 1 instances $x_4, x_5, x_6$ activate the same activation patterns from the beginning, while instances $x_1$ and $x_0$ are folded in the same activation pattern after the first layer transformation.

To automatically identify similar instances, we defined a splitting algorithm, formally defined in Algo. 1. The goal is to cluster instances that share the same activation patterns and are classified with the same label, proceeding backwards from the bottom of the network. The first partition of input data is performed by considering only the activation patterns of the last layer; if one of the identi-
fied clusters contains instances with distinct labels, it is splitted by considering which activation pattern they activate in the previous layer. Splitting is determined via information gain measure [13], since a decrease of entropy implies more homogeneous partitions.

In Fig. 2 colored bullets mark the splitting history of the 6 instances. For example, the first partition is identified by cyan and blue color, i.e. \{\{x_2, x_3, x_4, x_5, x_6\}, \{x_0, x_1\}\}. Cluster \{x_0, x_1\} is not splitted, because both instances are classified with \(l_1\) label. Conversely, the other cluster is partitioned twice: the first splitting occurs when considering the second layer, as \(x_2\) has a different activation pattern than the others and is classified with a different class; the same occurs at the first layer, this time between \(x_3\) and the other instances. The final partition is the following \{\{x_0, x_1\}, \{x_4, x_5, x_6\}, \{x_3\}, \{x_2\}\}.

In the next section, we will present some preliminary results on how cluster size of the instances partition can be used to evaluate input similarity and hardness.

4 Results

We applied the clustering algorithm discussed in the previous section on the MNIST dataset and tested it on ReLU networks with different architectures. In particular, we will show that instances included in largest clusters may be “easier” for the network, while errors and “hard” instances are usually included in small clusters. More in detail, we are looking for similar instances in the feature space that are classified with the same label, as this may be interpreted as a measure of “confidence” of the network in that specific composition of transformations.

The experiments were performed with a fixed learning rate of 0.0001, 500 epochs, SGD as optimization algorithm and the following different architectures: (i) 32full: 5 layers with 32 neurons each; (ii) 16full: 5 layers with 16 neurons each; (iii) 32bottl: with 5 layers with 32, 16, 12, 10, 8 neurons each. The accuracy obtained on the MNIST dataset were, respectively: 98.3\% for 32full, 97.2\% for 32bottl and 95.8\% for 16full.

In Fig. 3 (left) the distribution of the sizes of the input partition obtained for different architectures is reported. The majority of the clusters are small (average size \(\approx 4.3, 5\) for 32full, 16full and 32bottl, respectively), while even very large clusters (containing up to 2000 instances) are observed for all architectures. Bigger clusters are expected to contain a larger number of correctly classified instances, i.e., the instances on which the network is more “confident”. To test our hypothesis, we analyzed the distribution of forgetting events by cluster size, where forgetting events are defined as follows:

**Definition 4 (Forgetting event [18])**. Let \(x\) be an instance with label \(k\) and \(\text{pred}_e(x)\) the predicted label of \(x\) at epoch \(e\). A learning event at epoch \(e\) occurs when \(\text{pred}_{e-1} \neq k\) and \(\text{pred}_e = k\). A forgetting event at epoch \(e\) occurs when \(\text{pred}_{e-1} = k\) and \(\text{pred}_e \neq k\). If an instance has no forgetting event during the learning process, is called unforgettable, otherwise is a forgettable instance.
In Fig. 3 (right) we display the average number of forgetting events with respect to (log-binned) cluster size. From the picture it seems to emerge that, for all architectures, the forgettable instances are grouped in the small clusters. This trend is confirmed by looking at the cumulative distributions of errors and forgetting events in Fig. 4.

Finally, in Fig. 5 one can see the distribution of the cluster size with respect to either correctly and wrongly classified instances. Consistently with the other findings, wrongly classified instances are characterized by very small clusters (mostly singletons) for all architectures, whereas correctly classified instances are typically included in clusters with significantly larger size and a much higher variance. Again, this result would suggests the presence of a significant correlation between cluster size and the input hardness.

![Fig. 3: (Left) Boxplots of cluster size distributions with different architectures. (Right) Average number of forgetting events against log-binned cluster size.](image)

![Fig. 4: Cumulative distribution of forgetting events and errors by (sorted) cluster size on three different architectures. In green the cumulative number of considered instances. All the three lines are normalized between 0 and 1. The vertical dotted lines represent where 90% of the respective cumulative is reached.](image)
5 Conclusions and future developments

In this work we introduced the APD, a structure that represents the composition of piecewise linear functions defined by the layers of a ReLU network. Additionally, we proposed an algorithm to partition the input dataset based both on the composition of linear transformations defined by the layers and the predicted labels. We showed that this partition can be efficiently used to group the instances that are similarly transformed by network. Furthermore, we speculate that the instances included in large clusters are those on which the network is more confident and that are better classified, an hypothesis that was confirmed by the preliminary tests performed on the MNIST dataset.

This new framework might be extremely useful to improve the interpretation of the inner representation of DNNs, and could be extended as follows.

*Intrinsic Dataset Dimension:* one could estimate the intrinsic dataset dimensionality by considering the distribution of the inputs after applying our clustering algorithm. The idea is that a dataset with many similar (redundant) instances has a smaller dimension than a dataset where all instances are singletons. The same analysis was performed in [18], by using the number of forgettable instances as an estimate of the dataset dimensionality.

*Dataset Reduction:* one could use our clustering method to discriminate between overfitted instances (i.e., with a few similar instances) and “easy” instances. By iteratively training a new network only on the overfitted instances of the previous one, one could build an ensemble of DNNs with the aim of increasing accuracy, as similarly proposed in [17].

*Sample weighting:* one could use the input partition as a sample weighting technique during learning, such as self-paced learning [9] or hardness mining [8].

Clearly, these results were obtained on a small selection of the possible contributing factors, therefore we will extend our analysis by considering other conditions, such as different optimization algorithms or network architectures. In particular, we are going to consider other types of input data, since computer vision datasets might induce a bias in our analysis due to their specific structure.
In conclusion, the APD represents a simple, but expressive tool, to study how DNNs learn data, motivated by geometrical studies on the properties of PWL activation functions [11, 12].
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