Optical Convolutional Neural Networks – Combining Silicon Photonics and Fourier Optics for Computer Vision
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Abstract

The Convolutional Neural Network (CNN) is a state-of-the-art architecture for a wide range of deep learning problems, the quintessential example of which is computer vision. CNNs principally employ the convolution operation, which can be accelerated using the Fourier transform. In this paper, we present an optical hardware accelerator that combines silicon photonics and free-space optics, leveraging the use of the optical Fourier transform within several CNN architectures. The hardware presented is a proof of concept, demonstrating that this technology can be applied to artificial intelligence problems with a large efficiency boost with respect to canonical methods.

1 Introduction

The acceleration of convolutions and correlations using optical processing is a well established technique. In 1964 Vander Lugt demonstrated the application of complex filters to the problem of pattern matching using a 4f optical correlator [1]. Similarly, the joint-transform correlator was first presented by Weaver and Goodman in 1966, who outlined an optical means of correlating two signals with a 2f system [2]. These approaches rely on the property that an ordinary lens produces (in the Fresnel approximation of wave optics) the Fourier Transform (FT) of the complex amplitude of an incident electromagnetic field, which we refer to as the Optical Fourier Transform (OFT).

Optalysys is currently developing a hybrid Silicon Photonics (SiPh) driven free-space optical processing device that also exploits this property. The device demonstrates optical encoding of digital data using a thermally modulated Mach–Zehnder Interferometer (MZI) array using SiPh. These interferometers control the phase and amplitude of light, allowing complex data to be encoded in a 2-dimensional grid, the OFT of which is subsequently obtained using a free-space optical stage. This approach yields a dynamically configurable device in a micro-scale form factor suitable for integration with digital electronics. This demonstrator device has been used to implement the first optical Convolutional Neural Network (CNN) [3] leveraging free-space optics and SiPh as an alternative to digital processing. The primary aim of this paper is to report the results we have obtained and outline the significant advantages that our optical approach offers the field of AI.

The FT is commonly used for digital signal processing, as it converts a signal into its frequency domain representation. The convolution of a signal can be achieved by an efficient point-wise multiplication in the frequency domain that scales linearly, a significant improvement over the quadratic algorithmic complexity of the naive imple-
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Fourier Transform (FFT) \[O(n \log n)\] where \(n\) is the number of discrete data elements to be transformed. This algorithmic complexity is the same for one and two-dimensional signals, and provides a reduction from the quadratic algorithmic complexity for convolution operations, justifying wide-spread adoption in modern electronic implementations. In contrast, passing an optical signal through a lens has a notionally algorithmic complexity of \(O(1)\); the processing time required to obtain the FT of the signal is the same, no matter how much information is encoded into the light. As the calculation is performed through light propagation via interference, the processing time is simply the time taken for the light to complete a transit of the free-space optical system. Using an OFT can therefore further reduce the algorithmic complexity to a linear relationship, in which the point-wise multiplications can be carried out in parallel. Therefore, provided a processor that can fully parcellarise these multiplications, the entire convolution operation can be carried out in a single clock cycle of an optical system with a runtime complexity of \(O(1)\).

Applied as a co-processor in a digital system, the capabilities of an optical calculation method are therefore bounded only by the speed at which information can be transferred to and from the optical regime. SiPh is a well-established technology in the field of communications and integrated SiPh components are capable of exceptionally high data rates. As applied to the problem of Fourier-optical processing, a SiPh approach yields throughput that vastly exceeds the most efficient electronic equivalents.

The input size and frame rate achievable with the current demonstrator device are not representative of what ongoing and future developments will achieve. For this reason, we do not report training and inference time, but focus instead on the accuracy reached by the network. Indeed, the question of whether free-space optical computing, with its inherent sensitivity to external noise and fluctuations, can be used in practice to implement deep neural networks is, to the best of our knowledge, still open. As this work will show, building and training a neural network on such an optical device is indeed possible, and can achieve results rivaling electronic implementations.
1.2 Silicon Photonics as a Display Device

We refer the interested reader to the textbooks [8, 9] for details of the derivation.

In short, Equation (3) means that the amplitude of the field in the plane \( z = f \) is the FT of that in the plane \( z = -f \). While derived here for a stationary wave, in practice Equation (3) is a very good approximation in the time-dependent case too, provided that the input field \( \psi_{-f} \) changes on a time scale that is long before the time \( \tau = 2fn/c \). Taking \( n \) close to 1, \( f \) of a few centimeters, and using \( c = 299,792,458 \text{m/s} \), we obtain \( \tau \approx 10^{-8} \text{s} \).

We emphasise that this is only a limit on the latency of the OFT, not on its throughput. The latter is only limited by the frequency of the wave and time delay between different light rays. Using light in the near infrared or visible range and for values of \( x \) and \( y \) of the order of a millimeter, the theoretical ‘frame rate’ limit of such a system is well above 100 GHz. Combined with the fully parallel nature of the OFT, and considering an optical device with a square input grid with tens of pixels per side, the theoretical bound on the throughput can reach hundreds of terabits per second. We will not focus on this point in the present article, as the current device was not designed for optimal speed. However, the high theoretical throughput and low power consumption compared with electronic hardware are important motivations for optical computing in general, and our study in particular.

1.2 Silicon Photonics as a Display Device

We have developed prior systems that also compute optical convolutions. These systems made use of Spatial Light Modulator (SLM) Liquid-Crystal Display (LCD) devices. The SLM LCD devices provide a two-dimensional grid of pixels which can achieve controllable absorption and phase changes, providing a basis for optical multiplication. When paired with a 4f correlator architecture, such devices can be used to perform the convolution of two signals in a single optical frame. While capable of the simultaneous processing of several million data-elements, the main drawbacks of these SLM devices are their limited phase precision and their limited bandwidth (typically on the order of Hz or kHz - due to the phase change rise-and-fall time characteristics of the liquid crystal medium). Furthermore, the feature-extraction kernels applied in CNN architectures typically span only 3-7 data elements in both dimensions, reducing the advantage of using large grids for deep learning.

Given the two main limiting factors on the speed of an optical FT accelerator (the bandwidth of light and the encoding/decoding speed), we have created a new kind of display device that can push these limitations as far as is feasible with current technology. SiPh provides a mechanism by which data can be encoded at rates exceeding 50 Gbps with conventional components. Until now the combination of SiPh and free-space optics has not been employed. However, as we will show, this has now been realised by the creation of our first prototype system.

In our system, data is encoded into low power infrared laser light in parallel SiPh waveguides via thermally-modulated MZI units. The waveguides are then arranged into a two-dimensional grid wherein light is emitted from a set of grating couplers into a free-space optical section, where a lens produces the FT of the encoded signal. The light is then coupled back into a waveguide array using a two-dimensional grid of grating couplers (see Figure 1). Once returned to the SiPh medium the optical signal can
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Figure 2: Image of the experimental setup: 1) Coherent laser source input. 2) Silicon photonics section. 3) Free-space optics section. 4) Electronic drive board.

be detected and converted back into digital data. A complete description of the device and experimental set-up will be given in a future publication.

The system is designed to perform detection by means of a balanced photodiode array capable of the simultaneous retrieval of both amplitude and phase information; however, for this study detection was performed using an InGaAs Short-Wavelength Infra-Red (SWIR) camera. As the camera detects the intensity of the optical signal, the output is the absolute value of the square of the amplitude and the phase data is not detected. Despite this we are able to obtain the complex FT result using the following identity:

\[
\mathcal{F}(x) = \frac{1}{4\mathcal{F}(y)\star}[|\mathcal{F}(x + y)|^2 - |\mathcal{F}(x - y)|^2 + 
\]

\[
i(|\mathcal{F}(x + iy)|^2 - |\mathcal{F}(x - iy)|^2)],
\]

(4)

where \(x\) and \(y\) are two arrays of values.

To determine the left hand side of the equation, we take 4 passes through the system encoding our desired input \(x\),

Figure 3: Conceptual diagram of the optical device. Information is encoded into light via array of Mach-Zehnder interferometers (bottom left). Light passes through lens within solid free-space section (centre). FT of input is captured into second waveguide array (top right).

Figure 4: Exploded diagram of the optical device concept.
with an arbitrary value $y$ selected. The arrays $y$ and $iy$ are added and subtracted from $x$ as above and the resultant outputs from the machine are combined to produce the full complex FT of $x$.

### 1.3 The Multiply & Fourier Transform Unit

The convolution theorem (5) describes how the convolution of two signals may be computed via multiplication in the frequency domain. This property allows the use of an optical Multiply & Fourier Transform (MFT) unit to achieve a convolution between an image and kernel function as in a convolutional layer in a CNN [4]. (See equations (6) and (8).) For all 2D arrays $x$ and $y$, we have the following identity:

$$x * y = \mathcal{F}^{-1}(\mathcal{F}(x) \cdot \mathcal{F}(y))$$

(5)

For all 2D arrays $x$ and $s$ we define the MFT operation, implemented in hardware as an element-wise optical multiplication followed by an OFT:

$$\text{MFT} : (x, s) \mapsto z, x, s, z \in \mathbb{Z}^{n \times n}$$

$$\text{MFT}(x, s) = \mathcal{F}(x \cdot s) = z$$

(6)

Using these two identities, we can calculate the convolution of any two 2D arrays as follows:

$$I(\text{MFT}(\text{MFT}(x, 1), \mathcal{F}(y)))) = \lambda(x * y) \quad \lambda \in \mathcal{R},$$

(7)

where $\mathcal{F}(y)$ can be derived using the MFT function:

$$I(\text{MFT}(\text{MFT}(x, 1), \text{MFT}(y, 1))) = \lambda(x * y) \quad \lambda \in \mathcal{R},$$

(8)

where the “inversion” operator $I$ is a simple spatial re-ordering of the pixels. (The need to include $I$ and $\lambda$ come from the outermost $\text{MFT}$ performing a direct FT instead of an inverse one. In practice, this is not a problem as $I$ has a linear complexity and can be fully parallelised, achieving a runtime in $\mathcal{O}(1)$.)

Unlike any other implementation of a convolution (e.g. decomposition into a matrix vector product, or FFT followed by multiplication), this method does not suffer from the $\mathcal{O}(n \log n)$ or $\mathcal{O}(nm)$ penalty. In this paradigm of computation the algorithmic complexity of the convolution function is $\mathcal{O}(1)$. As each output in a discrete convolution of two signals comprises a dot product, we may also use the convolution as a means to perform a dot product as in a dense layer of a neural network (including bias addition).

### 2 Optical CNNs

#### 2.1 Architectures

We created three CNN architectures of varying width and depth, using max pooling and two dense layers with dropout. Architectures of varying width and depth were chosen to assess the effectiveness of the optical hardware for computer vision problems over a range of hyperparameters. A particular focus was to see if the networks increased in accuracy when larger numbers of filters were used. It was also desirable to evaluate the efficacy of a deeper network with more pooling layers, thereby focusing more of the problem into the convolutional layers (as opposed to relying more heavily on the dense layers in a shallower network). For these networks to be effective, meaningful hierarchical feature extraction via convolution layers must take place. There is also an argument that errors in the optical operations could reduce the performance of deeper networks. Weight updates rely on backpropagation which in our case assumes a conventional forward convolution, inviting a possibility for divergence between gradients (especially when propagated through multiple layers) and the true parameter update needed to minimise the loss function of the optical network. Training data was selected to be the MNIST dataset of handwritten digits [10] as it is in effect, a standard problem for assessing computer vision solutions.

#### 2.2 Calibration

As the operations in the frequency domain necessitate complex control of the optical signal, calibration was re-
quired to control both the intensity and the relative phase of each pixel. First, ‘black’ values were obtained for each pixel by finding configurations for the MZI array where destructive interference was observed at the output of the grating coupler. After this a ‘white’ value was found for a single reference pixel. This was achieved by choosing an arbitrary reference pixel, and controlling its MZI element until a bright spot was observed at the grating coupler output. We selected a value giving an output slightly below the observed peak to account for variation in the brightness range of each pixel.

The next task was to find ‘white’ values for each of the other pixels which were in phase relative to the reference pixel. We worked on each pixel independently. A pair of pixels that are both fully bright and in phase has a distinctive FT pattern which was pre-calculated electronically. The MZI for each pixel was then tuned until the best matching pattern was found as compared to the electronically calculated ground truth. A similar approach was taken for the values $-1$, $i$ and $-i$ which all have modulus equal to one but with phase offsets of $\pi$, $\pi/2$ and $3\pi/2$ respectively. Look up tables were generated for each of these values so that data could be translated into MZI current.

2.3 Practical Considerations

The thermal MZI array induced some cross-talk such that certain combinations and interpolations from the calibrated look up tables were not successful in generating the desired input with a high enough degree of accuracy. For this reason, each FT operation carried out on the device was done with each pixel independently, then reconstructed via electronic addition simulating a device with no thermal cross-talk. The prototype device used in this study had one MZI per pixel. Using this configuration a convolution was achieved by taking the OFT of the input and kernel functions, multiplying them in electronics, then taking the OFT of the product.

While part of the calculation was performed electronically, we emphasise that the relevant data came from OFT operations. In particular, sources of optical noise like residual ambient light, deviations from the Fresnel approximations, variations in laser power, and calibration errors are all included. The results shown below may thus be interpreted as showing the effects of optical errors on training a CNN in a realistic experimental set-up using only off-the-shelf hardware components. Furthermore, such imperfections may actually have been exaggerated due to the multiple passes through the system required to calculate each OFT. We further emphasise that this is a solution to problematic characteristics specific to the use of thermal modulation, and similar effects are not expected in systems that apply high speed components (such as ring modulators) that are standard in the field.

3 Results

The CNN was trained on the MNIST [10] dataset of handwritten digits. The optical CNN was evaluated against an equivalent electronic network to evaluate the ability of the optical network to perform tasks in image classification with a conventional CNN as a baseline. Three network architectures were trained (see Figure 5), each with a different number of convolutional filters and layers:

- A single, 1x10-channel convolutional layer with 2x2 max pooling, followed by a pair of dense layers with dropout.
- A 1x32-channel convolutional layer, followed by a 32x32-channel convolution layer, both followed by a 2x2 max pooling layer. Convolutional channels were followed by a pair of dense layers with dropout.
- A network with four convolutional layers, each followed by 2x2 max pooling. The sizes of the layers 1, 2, 3 and 4 were 1x32, 32x32, 32x32, and 32x32 channels respectively. Due to the 28x28 input size, the output of the last channel was 1x1x32. This output was passed to a pair of dense layers with dropout.

A summary of the results obtained is given in Table 1:

**Table 1:** Summary of results across the three networks, values shown are peak accuracy (%) and minimum loss, electronic network results shown in parentheses.

|               | One Layer | Two Layer | Four Layer |
|---------------|-----------|-----------|------------|
| Train Acc.    | 96.34 (97.24) | 97.13 (99.20) | 98.33 (99.40) |
| Val. Acc.     | 98.03 (98.52) | 98.50 (99.11) | 98.61 (99.35) |
| Train Loss    | 0.13 (0.11) | 0.10 (0.03) | 0.06 (0.02) |
| Val. Loss     | 0.06 (0.05) | 0.06 (0.03) | 0.04 (0.02) |
Figure 5: Visual depiction of the CNN architectures tested. Dimensionality of the 3D data in order height, width, channels.
Figure 6: One layer CNN trained on MNIST. Training accuracy and loss (left). Validation accuracy and loss (right).

Figure 7: Two layer CNN trained on MNIST. Training accuracy and loss (left). Validation accuracy and loss (right).
3.1 Discussion

As can be seen in the summary table (Table 1) and training graphs (Figures 6 to 8), the optical network consistently performed in a manner that is comparable to the electronic network. The electronic network did perform better overall, however the difference was always less than 1% on validation accuracy metric. The optical network generally reached within 0.5-1% of the validation accuracy observed in the electronic network. The optical networks also scaled well, with performance improving as the network grew larger in depth and width. This is encouraging as it supports the notion that deep CNN architectures can be accelerated using optics without the divergence between forward and backward passes constituting a problem for training using gradients propagated through multiple layers. In the four layer network, the input was pooled down to the size of a single pixel. The accuracy attained by this network therefore indicates that performant hierarchical feature maps were constructed via optical convolutions.

3.1 Discussion

The optical CNN performed well across all metrics and trained in a predictable way, reminiscent of the electronic equivalent and despite the limitations of the current heater-based prototype. However, these drawbacks were observed to be more limiting on training metrics, and not as severe on validation metrics, indicating that the network had learned patterns that generalise well to unseen data. While further experiments are needed to ascertain the origin of this behaviour, we conjecture that optical network will typically perform better on more challenging tasks, which would make them strong candidates for real-world applications in self-driving vehicles, medical image segmentation, or drone technology. Our argument is the following. Typically, even shallow neural networks can reach high test accuracy very fast on ‘simple’ problems like MNIST because they learn the mapping between each input image and its label. This behaviour can lead to the under-specification problem [11]: poor generalisability to unseen data that is drawn from different distributions to
the training set. This problem can be partially solved by increasing the diversity of the training data, e.g. by using more samples, data augmentation [12], or regularisation methods such as dropout [13, 14].

Collectively, these techniques amount to introducing a form of randomness in either the inputs or how they are processed by each layer, improving the model’s generalisability at the cost of slower training. As discussed, the optical network already has inherent sources of noise: fluctuations of the laser power, deviations from the optical approximations, ambient light, and imperfections in the electronic and photonic components invariably introduce small deviations from an exact convolution, some of which vary constantly. This prevents the model from learning an exact mapping between input image and label, thus reducing the ability of the model to overfit.

We conjecture that optical noise may reduce overfitting and potentially increase generalisability without the need to introduce explicit regularisation. One could imagine, for instance, varying the input laser power to tune the amount of noise and find the optimal balance between speed of training and generalisability for each problem. Given the huge theoretical bandwidth, coupled with low latency and low power consumption of optical devices, this approach has the potential to provide previously unreachable levels of performance for artificial intelligence systems, and other applications where canonical methods are limited by the $\log(n)$ scaling of the FFT operation.

### 4 Future Work

Development work is underway to produce high-speed chip-level systems, based on existing SiPh components and manufacturing processes. This will provide beyond state-of-the-art performance in convolutions, multinomial products, and other such operations that can be accelerated via spectral methods. Optalysys are also developing methods to apply the technology towards other high impact areas where these operations are central, including fully homomorphic encryption, partial differential equation solving, protein folding and post quantum cryptography.

### List of Abbreviations

| Abbreviation | Description                          |
|--------------|--------------------------------------|
| CNN          | Convolutional Neural Network          |
| FFT          | Fast Fourier Transform                |
| FT           | Fourier Transform                     |
| SiPh         | Silicon Photonics                     |
| MZI          | Mach–Zehnder Interferometer           |
| SLM          | Spatial Light Modulator               |
| MFT          | Multiply & Fourier Transform          |
| LCD          | Liquid-Crystal Display                |
| OFT          | Optical Fourier Transform             |
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