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Abstract: We introduce a class of multi-scale systems with discrete time, motivated by the problem of inviscid limit in fluid dynamics in the presence of small-scale noise. These systems are infinite-dimensional and defined on a scale-invariant space-time lattice. We propose a qualitative theory describing the vanishing regularization (inviscid) limit as an attractor of the renormalization group operator acting in the space of flow maps or respective probability kernels. If the attractor is a nontrivial probability kernel, we say that the inviscid limit is spontaneously stochastic: it defines a stochastic (Markov) process solving deterministic equations with deterministic initial and boundary conditions. The results are illustrated with solvable models: symbolic systems leading to digital turbulence and systems of expanding interacting phases.

1. Introduction

Space-time scale invariance is a fundamental property of many physical models. In ideal fluid dynamics, it refers to transformations of the velocity field $\mathbf{u}(\mathbf{r}, t)$ as [21]

$$t, \mathbf{r}, \mathbf{u} \mapsto \lambda^{1-h} t, \lambda \mathbf{r}, \lambda^h \mathbf{u},$$

where $\lambda > 0$ is a scaling factor and $h \in \mathbb{R}$ is a space-time scaling exponent. While a textbook example is the inviscid Burgers equation as a prototype for compressible ideal fluid, our main motivation comes from the theory of developed turbulence, where symmetries (1) refer to Euler equations for an incompressible ideal fluid. A common feature of ideal scale-invariant models is that their solutions may be non-unique or not globally defined [5,13]. A globally well-posed system is obtained by adding regularizing (e.g., viscous) terms, and then a physically relevant solution for the ideal system is selected in the inviscid limit. The important aspect, to which we put special attention in this paper, is the effect of small-scale fluctuations. Earlier studies [2,3,16,19,26,27,37] suggest that turbulent dynamics is intrinsically stochastic even when the noise is tiny...
and limited to small scales, and that the stochastic behavior persists when this noise is removed in the limit of vanishing regularization [30,39]; see also [12,17,33] for solvable mathematical examples. Such limiting solutions are called spontaneously stochastic: they represent probability distributions on a set of non-unique solutions of deterministic equations with deterministic initial conditions.

Our present work aims at developing a qualitative theory of the inviscid limit in a class of discrete-time scale-invariant models. This theory explains why the inviscid limit can be deterministic or spontaneously stochastic and why it can be universal, i.e., not sensitive to the choice of regularizing terms. According to the symmetry (1), we consider a geometric sequence of spatial scales $\ell_n = \lambda^{-n}$ and corresponding temporal scales (turn-over times) $\tau_n = \ell_n^{1-h}$. At each scale $\ell_n$, the system is characterized by a variable $u_n(t)$. For example, such kind of scales and variables in fluid dynamics result from the Littlewood–Paley decomposition of the velocity field. For our study we select a specific symmetry with $\lambda = 2$ and $h = 0$. This symmetry facilitates the discrete-time formulation with the spatial and temporal scales

$$\ell_n = \tau_n = 2^{-n}, \quad n = 0, 1, 2, \ldots .$$ (2)

Regularization is introduced by trivializing the dynamics below a small “viscous scale” $\ell_N$. This regularization is removed in the inviscid limit $\ell_N \to 0$ as $N \to \infty$.

Our main result is that the inviscid limit is governed by the dynamical system

$$\psi^{(N+1)} = \mathcal{R}_g[\psi^{(N)}],$$ (3)

where $\psi^{(N)}$ is a turn-over time evolution map for the system regularized at scale $\ell_N$, and

$$\mathcal{R}_g[\psi] = \sigma_- \circ \psi \circ \sigma_+ \circ \sigma_+ + \xi$$ (4)

is the renormalization-group (RG) operator. Here, the last term $\xi$ depends on the ideal model, while the first term $\sigma_- \circ \psi \circ \sigma_+ \circ \sigma_+$ with scaling maps $\sigma_{\pm}$ is similar to the Feigenbaum–Cvitanović functional relation [20] (introduced independently by Coullet–Tresser [8]). The initial map $\psi^{(1)}$ depends on the choice of regularization. In the presence of noise, which is modelled by random fluctuations at regularized scales, we introduce a stochastic version of the RG operator acting in a space of probability (Markov) kernels.

Our theory relates the inviscid limit $N \to \infty$ with attractors of the RG operator. A fixed point attractor, $\mathcal{R}_g^N[\psi^{(1)}] \to \psi^\infty$, yields a unique and universal evolution map of the ideal system. An analogous limit for the Burgers equation is known as a shock solution; see e.g. [9]. When the attractor is a nontrivial probability kernel, the limiting dynamics is spontaneously stochastic: it represents a stochastic (Markov) process solving deterministic equations of the ideal system with deterministic initial and boundary conditions.

We present several examples of relatively simple systems, for which our results are verified analytically and numerically: symbolic models and systems with interacting phases. In symbolic systems, the variables $u_n(t) \in \mathbb{Z}^2 = \{0, 1\}$ take two values interpreted as laminar and turbulent states. We argue that, like in the theory of dynamical systems [24, §1.9], “in many respects symbolic systems serve as models for smooth ones; it is often easier to see many properties in the symbolic case first and then carry them over to the smooth case”. Indeed, these models demonstrate such properties as a finite-time blowup and, depending on the form of interactions, a deterministic or spontaneously stochastic behavior in the inviscid limit. We refer to their irregular multi-scale dynamics
as digital turbulence. The second example belongs to a class of solvable spontaneously stochastic models with linear expanding phase interactions. Such models, where the interactions are given by hyperbolic toral automorphisms, e.g. Arnold’s cat map, were studied in [33].

The paper is organized as follows. In Sect. 2 we introduce a general model on a scale-invariant lattice. Afterwards, regularized solutions and the corresponding RG operator are defined in Sect. 3. In Sect. 4 we associate solutions obtained in the inviscid limit with the fixed-point attractor of the RG operator. The class of symbolic models is studied in Sect. 5 demonstrating different types of convergence for the RG operator. Motivated by the lack of convergence in the previous example, we extend our results in Sect. 6 to the stochastic form of regularization. Section 7 associates spontaneously stochastic solutions with an attractor of the stochastic RG operator. We then present in Sect. 8 two examples of spontaneously stochastic systems: models with expanding interacting phases and symbolic models. Finally, Sect. 9 summarizes the obtained results and discusses directions for further research. In the Appendix, we collect some rigorous results for symbolic models and technical derivations concerning non-integer times.

2. Model

We start with an informal description, which motivates a class of discrete-time systems studied in the paper. Let a system be represented by a geometric sequence of scales (2) and described at every scale and time by a variable $u_n(t) \in X$. We consider scaling symmetries (1) with $\lambda = 2^m$ and $h = 0$ written for variables $u_n(t)$ as

$$ t, u_n \mapsto 2^m t, u_{n+m}, \quad m \in \mathbb{Z}, \quad (5) $$

where the change of indices reflects the change of scales $\ell_n = 2^m \ell_{n+m}$. Then, a general scale-invariant equation of motion with local inter-scale interactions can be formulated as

$$ \frac{du_n}{dt} = \frac{F(u_{n-i}, \ldots, u_n, \ldots, u_{n+i})}{\tau_n}, \quad (6) $$

where the function $F$ describes interactions with $i$ nearby scales. Scale invariant equations with a discrete time follow by considering each variable $u_n$ with its own time step $\tau_n$. Then, approximation of Eq. (6) with the Euler method yields

$$ u_n(t) = u'_n + F(u'_{n-i}, \ldots, u'_n, \ldots, u'_{n+i}), \quad (7) $$

where the primed variables are evaluated at the latest discrete times prior to $t$.

We now use Eq. (7) as a motivation and introduce a convenient class of ideal scale-invariant models. With different time steps $\tau_n$ at different scales, the discrete space-time becomes the multi-scale lattice

$$ \mathcal{L} = \{(n, t) : t = m \tau_n, \ n, m \in \mathbb{N}\}, \quad (8) $$

shown in Fig. 1. At each point of the lattice $(n, t) \in \mathcal{L}$ we consider a variable $u_n(t) \in X$, where $X$ is a complete separable metric space with an additive group operation. We restrict inter-scale interactions to nearest neighbors with the purpose of facilitating the further analysis. Specifically, we consider interactions described by continuous functions
The governing equations of our system are formulated as

\begin{equation}
\begin{aligned}
  u_n(t) = \begin{cases}
    f(u_n', u_{n+1}'), & t/\tau_n \text{ is odd}; \\
    f(u_n', u_{n+1}') + g(u_{n-1}'', u_n''), & t/\tau_n \text{ is even};
  \end{cases}
\end{aligned}
\end{equation}

where a single prime denotes the value at time \( t - \tau_n \) and a double prime at \( t - 2\tau_n \).

As shown in Fig. 1, we introduce the initial conditions at time \( t = 0 \) as

\begin{equation}
  u_n(0) = a_n, \quad n \in \mathbb{N} = \{1, 2, 3, \ldots\},
\end{equation}

and the large-scale boundary (forcing) conditions associated with \( \ell_0 = 1 \) as

\begin{equation}
  u_0(t) = b_t, \quad t \in \mathbb{N}_0 = \{0, 1, 2, \ldots\}.
\end{equation}

Our goal is to study the initial value problem given by Eq. (9) at all points of the lattice \( \mathcal{L} \) with initial conditions (10) and boundary conditions (11). We refer to this problem as the ideal system, unlike a regularized system introduced later. By analogy with partial differential equations, we refer to solutions of the ideal system as weak solutions, since no additional condition on their regularity (limitations on variables at small scales) is imposed. Existence and uniqueness of weak solutions is a nontrivial problem, as shown in the example below.
We remark that the specific form of Eq. (9) is chosen for convenience, facilitating the formulation of renormalization group theory. Our formulation is flexible in terms of a configuration space $X$, including both simple symbolic models considered below and physically relevant models obtained with a scale-by-scale separation of degrees of freedom [21]; see also the discussion in Sect. 9.

2.1. Symbolic models. Let us consider symbolic models with $X = \mathbb{Z}_2 = \{0, 1\}$. We introduce two specific models, which are used later for demonstrating deterministic and spontaneously stochastic behaviors. One can interpret the values $u_n(t) = 0$ and $1$, respectively, as a “laminar” and “turbulent” state at scale $\ell_n$ and time $t$. The first model is defined by the functions

$$
A : \quad f(0, 0) = f(0, 1) = f(1, 1) = g(0, 0) = 0,
         f(1, 0) = g(0, 1) = g(1, 0) = g(1, 1) = 1.
$$

(12)

Figure 2a shows a solution at times $t \leq 1$ for specific initial and boundary conditions. Non-zero components of this solution are restricted to large scales at $t = 0$, but propagate to infinitely small scales $\ell_n \to 0$ (large $n$) as $t \to 1$. The second model corresponds to

$$
B : \quad f(0, 0) = f(0, 1) = f(1, 0) = g(0, 0) = g(1, 1) = 0,
         f(1, 1) = g(0, 1) = g(1, 0) = g(1, 1) = 1.
$$

(13)

Figure 2b shows a solution for specific initial and boundary conditions with a similar behavior: non-zero components reach infinitely small scales as $t \to 0.5$.

The presented solutions have an interesting interpretation in the context of strong and weak solutions of partial differential equations, in particular, the Euler equations in fluid dynamics [5]. We elaborate this interpretation in more detail in Appendix 10.1 and summarize in the rest of this section. Solutions $u_n(t)$ of the ideal system (9)–(11) may be regarded as weak solutions, since we pose no limitation on nonzero components $u_n(t) = 1$ at small scales $\ell_n \to 0$. This is essential because small scales evolve with turnover times $\tau_n = \ell_n \to 0$, i.e., very fast. As a consequence, weak solutions exist globally in time but they are generally nonunique; see Proposition 6 in the Appendix.
We can define strong solutions by an extra condition that the variables $u_n(t)$ vanish for sufficiently small scales. Given initial and boundary conditions, the strong solution exists and is unique locally in time; see Definition 8 and Proposition 5.

However, for strong solutions, nonzero components can propagate to arbitrarily small scales in finite time, as $t \to T$. We call this situation a finite-time singularity or blowup. This is shown in Fig. 2 for both models, where the blowup time is (a) $T = 1$ and (b) $T = 0.5$. The blowup demonstrated in these very simple models follows a self-similar scenario, which is also typical for partial differential equations and turbulence models; see e.g. [10,13,28]. Anticipating the phenomenon of spontaneous stochasticity, we prove another interesting statement in Proposition 7 of the Appendix: weak solutions in the model B are unique until the blowup time, but non-unique at larger times $t > T$.

3. Regularized Solutions

Since solutions of the ideal system (9)–(11) are generally nonunique, we now introduce a physically motivated selection procedure based on regularization. We start with the simplest form of the regularization: we choose a scale number $N \in \mathbb{N}$ and assume that there is no evolution at scales smaller than $\ell_N$.

**Definition 1.** Given a regularization scale number $N$, we introduce the regularized solution $u^{(N)}_n(t)$ denoted by the superscript $(N)$. It is defined by setting

$$u^{(N)}_n(t) = 0, \quad n > N, \quad t \geq 0,$$

and determining the remaining components $u^{(N)}_n(t), n \leq N$, by Eqs. (9) with initial conditions (10) for $n = 1, \ldots, N$ and boundary conditions (11).

Let us introduce the space of sequences

$$X^N = \{u = (u_1, u_2, \ldots) : u_n \in X, n \in \mathbb{N}\},$$

considered as the infinite product space with the product topology. It is a complete separable metric space; see e.g. [36]. We denote

$$a = (a_1, a_2, \ldots) \in X^N, \quad u^{(N)}(t) = (u^{(N)}_1(t), u^{(N)}_2(t), \ldots) \in X^N, \quad t/\tau_1 \in \mathbb{N}_0,$$

for integer and half-integer times $t$.

It is easy to see that the regularized solutions are unique for any $N$: each variable $u^{(N)}_n(t)$ is determined by Eq. (9) as a function of initial and boundary conditions after a finite number of iterations. Observe that any subsequence $N_i \to \infty$, such that the variables $u^{(N_i)}_n(t)$ converge at all points of the lattice $(n, t) \in \mathcal{L}$, defines a solution of the ideal system. However, this limit may not be unique. Notice that the regularization scale $\ell_N$ is analogous to the Kolmogorov dissipative scale in fluid dynamics, where the flow is suppressed by viscosity at scales smaller than $\ell_N$ [21]. By this analogy, we call $N \to \infty$ the **inviscid limit**.

We denote by $C(X^N)$ a space of continuous maps from $X^N$ to itself. The regularized solution at time $t = 1$ depends on initial conditions $a$ and the boundary condition $b_0$; see Fig. 1. Let us introduce the unit-time flow map in $C(X^N)$ as

$$\phi^{(N)}_{b_0} : a \mapsto u^{(N)}(1).$$
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Fig. 3 Structure of the regularized dynamics determining the unit-time map $\phi_{b_0}^{(N)}: a \mapsto u^{(N)}(1)$ in terms of the half-time map $\psi^{(N)}: a \mapsto u^{(N)}(\tau_1)$

Since our system is invariant with respect to the unit-time translation, one finds solutions at any integer time as

$$\phi_{b_{l-1}}^{(N)} \circ \cdots \circ \phi_{b_0}^{(N)}: a \mapsto u^{(N)}(t), \quad t \in \mathbb{N}. \quad (18)$$

Let us denote by $\psi^{(N)} \in C(X^N)$ the flow map at half-time $\tau_1 = 1/2$:

$$\psi^{(N)}: a \mapsto u^{(N)}(\tau_1). \quad (19)$$

This map does not depend on boundary conditions as one can see from Fig. 1. If one neglects the interaction between scales $\ell_0$ and $\ell_1$, the unit-time flow map would be the composition $\psi^{(N)} \circ \psi^{(N)}$ as shown in Fig. 3. One can see using Eq. (9) that the omitted interaction affects only the variable $u^{(N)}_1(1)$ by an additive term $g(b_0, a_1)$. Hence, we express

$$\phi_{b_0}^{(N)} = \psi^{(N)} \circ \psi^{(N)} + \beta_{b_0} \quad (20)$$

with the map

$$\beta_{b_0}: a \mapsto (g(b_0, a_1), 0, 0, \ldots). \quad (21)$$

We derive below the iteration relations for $\psi^{(N)}$ formulated using the shift (scaling) maps

$$\sigma_+: a \mapsto (a_2, a_3, \ldots), \quad \sigma_- : a \mapsto (0, a_1, a_2, \ldots), \quad (22)$$

which increase or decrease all scales of a given state, and the coupling map

$$\xi : a \mapsto (f(a_1, a_2), g(a_1, a_2), 0, 0, \ldots). \quad (23)$$
Fig. 4 Graphical representation of the RG relation (24). The boundary conditions are not presented as they do not affect the solution at time $\tau_1$

**Proposition 1.** For any $N \in \mathbb{N}$, we have

$$\psi^{(N+1)} = \sigma_- \circ \psi^{(N)} \circ \psi^{(N)} \circ \sigma_+ + \xi.$$  \hfill (24)

**Proof.** In this paragraph we describe the general idea and then proceed with a formal proof. Equation (24) follows from the self-similar structure of the lattice as shown in Fig. 4. Here, considering the regularization with $N+1$, one can see that the map $\psi^{(N)}$ describes the evolution of the shifted initial state $\sigma_+(\mathbf{a}) = (a_2, a_3, \ldots)$ over the shorter turn-over time $\tau_2$. After the second application of the map $\psi^{(N)}$, we reach the time $\tau_1 = 2 \tau_2$, however, lacking the interactions with the first initial condition $a_1$. The extra map $\sigma_-$ shifts the variables back to their original positions, and the map $\xi$ contains the missing interactions at the largest scales.

Consider a regularized solution $u^{(N+1)}_n(t)$. Following scaling symmetry (5) with $m = 1$, we introduce new variables by changing both time and scale with the factor of 2 as

$$\tilde{u}^{(N)}_n(t) = u^{(N+1)}_{n+1}(t/2).$$  \hfill (25)

Notice that we also changed the regularization scale. One can verify that variables (25) satisfy the initial conditions and the first boundary condition in the form

$$\tilde{u}^{(N)}(0) = \tilde{a} = \sigma_+(a), \quad \tilde{u}^{(N)}_0(0) = \tilde{b}_0 = a_1,$$  \hfill (26)

as well as regularization relations (14) and equations of ideal system (9). Thus, relation (25) describes the scaling symmetry

$$t, u^{(N)}_n \mapsto 2t, u^{(N+1)}_{n+1}$$  \hfill (27)

for the regularized system. Relations (17) and (20) for solution (25) yield

$$\phi^{(N)}_{b_0} : \tilde{a} \mapsto \tilde{u}^{(N)}(1), \quad \phi^{(N)}_{b_0} = \psi^{(N)} \circ \psi^{(N)} + \beta \tilde{b}_0.$$  \hfill (28)

In terms of original variables, these expressions take the form

$$\phi^{(N)}_{a_1} : (a_2, a_3, \ldots) \mapsto \left( u^{(N+1)}_2(\tau_1), u^{(N+1)}_3(\tau_1), \ldots \right), \quad \phi^{(N)}_{a_1} = \psi^{(N)} \circ \psi^{(N)} + \beta a_1.$$  \hfill (29)
Expressing $\psi(N) \circ \psi(N)$ from (29) in the right-hand side of relation (24), we write

$$\sigma_- \circ \psi(N) \circ \psi(N) \circ \sigma_+ + \xi = \sigma_- \circ \left( \phi_{a_1}^{(N)} - \beta_{a_1} \right) \circ \sigma_+ + \xi.$$  

(30)

Using the explicit form of maps (21)–(23), and the first relation in (29) one can see that the map (30) acts as

$$a \mapsto \left( f(a_1, a_2), u_2^{(N+1)}(\tau_1), u_3^{(N+1)}(\tau_1), \ldots \right).$$  

(31)

Since $u_1^{(N+1)}(\tau_1) = f(a_1, a_2)$ is given by Eqs. (9) and (10), and recalling definition (19), we find that relation (31) represents the map $\psi(N+1)$. □

4. Inviscid Limit as RG Dynamics

Now let us describe the inviscid limit in terms of the renormalization group (RG) operator.

Definition 2. The RG operator is the map from $C(X^N)$ to itself defined as

$$R_g : \psi \mapsto \sigma_- \circ \psi \circ \psi \circ \sigma_+ + \xi, \quad \psi \in C(X^N).$$  

(32)

Proposition 1 yields the RG equation

$$\psi^{(N+1)} = R_g \left[ \psi^{(N)} \right],$$  

(33)

which defines iteratively all regularized maps $\psi^{(N)}$ given the initial map for $N = 1$. The latter is found explicitly as

$$\psi^{(1)} : (a_1, a_2, \ldots) \mapsto (f(a_1, 0), 0, 0, \ldots).$$  

(34)

We conclude that the inviscid limit $N \to \infty$ is governed by the dynamical system (33) defined by the RG operator (32), in which the regularization scale number $N$ plays the role of “time”. The RG operator depends only on the ideal system via the coupling map $\xi$. One can recognise analogy of our RG operator (32) with the Feigenbaum–Cvitanović functional equation in the theory of dynamical systems [20]: the term $\sigma_- \circ \psi \circ \psi \circ \sigma_+$ represents the iterated map rescaled with the factor $1/2$, similar to the composition $\alpha g \circ g(x/\alpha)$ with $\alpha \approx 2.5029$. One can also find some resemblance to convex integration constructions interpreted as an “inverse RG” [22].

In order to understand the dynamics of the RG operator, we use the following definition of convergence for maps in $C(X^N)$.

Definition 3. We say that $\psi^{(N)} \to \psi^\infty$ is a limiting map for a sequence $\psi^{(N)} \in C(X^N)$ if

$$\psi^\infty(a) = \lim_{N \to \infty} \psi^{(N)}(a_N)$$  

(35)

for any converging sequence $a_N \to a$ in $X^N$. 

One can verify that convergence (35) implies $\psi^\infty \in C(X^N)$. When the space $X$ is compact, Definition 3 coincides with the strong convergence with respect to the supremum metric. The importance of condition (35) is that it is compatible with the composition in the RG operator (32): the limit $\psi^{(N)} \to \psi^\infty$ yields $\psi^{(N)} \circ \psi^{(N)} \to \psi^\infty \circ \psi^\infty$. This definition motivates the analogous concept of convergence for probability kernels used later in Sect. 7.

Let us assume that the limit $\psi^{(N)} \to \psi^\infty$ exists. Taking inviscid limit in both sides of (33), one can see that the map $\psi^\infty$ is a fixed point of the RG operator:

$$\psi^\infty = \mathcal{R}_g[\psi^\infty].$$

(36)

This fixed point characterizes the inviscid limit of regularized solutions as follows.

**Theorem 1** (Inviscid limit). Let $\psi^\infty \in C(X^N)$ be a fixed-point of the RG operator providing the limit $\psi^{(N)} \to \psi^\infty$. Then, for any initial conditions $a = (a_1, a_2, \ldots)$ and boundary conditions $(b_0, b_1, \ldots)$, the regularized solutions converge for any $(n, t) \in \mathcal{L}$ to

$$u^\infty_n(t) = \lim_{N \to \infty} u^{(N)}_n(t),$$

(37)

which is a solution of the ideal system (9)–(11). At integer times, this solution has the form

$$u^\infty(t) = \phi^\infty_{b_{t-1}} \circ \cdots \circ \phi^\infty_{b_1} \circ \phi^\infty_{b_0}(a), \quad \phi^\infty_b = \psi^\infty \circ \psi^\infty + \beta_b, \quad t \in \mathbb{N}. \quad \text{(38)}$$

At non-integer times, the solution is given by Proposition 8 in the Appendix.

**Proof.** Expressions (17) and (20) yield

$$u^{(N)}(1) = \psi^{(N)} \circ \psi^{(N)}(a) + \beta_{b_0}(a).$$

(39)

Taking the limit $N \to \infty$ with $\psi^{(N)} \to \psi^\infty$, one derives

$$u^\infty(1) = \lim_{N \to \infty} u^{(N)}(1) = \psi^\infty \circ \psi^\infty(a) + \beta_{b_0}(a),$$

(40)

which coincides with (37) and (38) for $t = 1$. For any $t \in \mathbb{N}$, the analogous derivation follows from (18). Fractional times are analysed in Proposition 8 in the Appendix.

By Definition 1, each particular equation of the ideal system in (9)–(11) is satisfied by the regularized solution $u^{(N)}_n(t)$ for sufficiently large $N$. Recall that the functions $f$ and $g$ in Eq. (9) are continuous. It follows that all equations of the ideal system are satisfied in the inviscid limit (37). \hfill \Box

One of central questions for the inviscid limit is its dependence on the chosen regularization. We now argue that different regularizations affect only the initial map of the RG dynamics, while the RG operator itself is determined by couplings of the ideal system. Let us generalize the concept of regularization by replacing the simple cut-off rule (14) in Definition 1 with an arbitrary uniquely defined dynamics at regularized scales $n > N$. We will see that Theorem 1 can be used for proving the universality of inviscid limit, i.e., its independence of regularization. Considering the regularized variables at scales $n > N$, we define their evolution over one turn-over time $t \mapsto t + \tau_N$ as

$$\psi_{\text{reg}} : (u^{(N)}_{N+1}(t), u^{(N)}_{N+2}(t), \ldots) \mapsto (u^{(N)}_{N+1}(t + \tau_N), u^{(N)}_{N+2}(t + \tau_N), \ldots),$$

(41)
where $\psi_{\text{reg}} \in C(X^N)$ is a given regularization map. Relations (41) corresponding to $n > N$ together with equations (9) for $n \leq N$ define the unique regularized solution $u_n^{(N)}(t)$ at times $t/\tau_N \in \mathbb{N}$. In particular, the map (19) for $N = 1$ from (34) is replaced by

$$
\psi^{(1)} : (a_1, a_2, \ldots) \mapsto (f(a_1, a_2), 0, 0, \ldots) + \sigma_- \circ \psi_{\text{reg}} \circ \sigma_+(a).
$$

(42)

One can verify that the RG relations (33) and (20), as well as the RG operator (32) remain the same. Hence, the RG theory of Theorem 1 extends to the new regularized solutions, affecting only the initial map.

Theorem 1 suggests that properties of the regularized solutions in the inviscid limit $N \to \infty$ are governed by the asymptotic dynamics (attractors) of the RG operator. In particular, let us assume that $\psi^\infty$ is a fixed-point attractor of the RG operator with the basin of attraction $B(\psi^\infty) \subset C(X^N)$. Then we have the following universality property following from Theorem 1: the inviscid-limit solutions are independent of regularization for any $\psi^{(1)} \in B(\psi^\infty)$. In general, the fixed-point condition (36) alone does not imply the existence of a nontrivial basin of attraction.

5. Deterministic Inviscid Limit for a Symbolic Model

Let us show that symbolic models A and B introduced in Sect. 2.1 exhibit different behaviors in the inviscid limit. As the next proposition shows, the model A with functions (12) has a universal inviscid-limit solution given by a global attractor of the RG operator: the convergence $\psi^{(N)} \to \psi^\infty$ holds for any initial map $\psi^{(1)} \in C(X^N)$.

**Proposition 2.** The RG operator of the symbolic model A has the global fixed-point attractor

$$
\psi^\infty = \xi + \sum_{n=3}^{\infty} \zeta_n, \quad \zeta_n : a \mapsto \begin{cases} 0, & a_2 = \cdots = a_n = 0; \\
 e_n, & \text{otherwise}; 
\end{cases}
$$

(43)

where $0 = (0, 0, \ldots)$ and $e_n \in X^N$ is the sequence with the unit $n$th component.

We postpone the proof to the end of this section. Proposition 2 combined with Theorem 1 assert that the inviscid limit of regularization procedure defines a global-in-time solution of the ideal system for arbitrary initial and boundary conditions. This solution is universal: it does not depend on a choice of regularization. Figure 5 presents an example, which corresponds to the pre-blowup solution of Fig. 2a extended to post-blowup times $t > T$. We remark that our symbolic system can be seen as a discrete analogue of the Burgers equation, for which a unique (shock wave) solution is obtained in the limit of vanishing viscosity [9].

A graphical picture of convergence is obtained by representing states $a = (a_1, a_2, \ldots) \in X^N$ for $X = \mathbb{Z}_2$ with elements $x \in C$ from the middle-third Cantor set [24, §1.9]. The relation follows from the ternary (base 3) representation as

$$
x = 0.c_1c_2c_3 \ldots, \quad c_n = \begin{cases} 2, & a_n = 1; \\
 0, & a_n = 0; 
\end{cases}
$$

(44)

where nonzero elements $a_n$ correspond to digits 2 and no digits 1 are present. Then, the discrete product topology in $X^N$ corresponds to the topology induced by the usual...
We consider the initial conditions $a = (1, 0, 0, 0, \ldots)$ and boundary conditions $(b_0, b_1, b_2) = (1, 0, 0)$. Black circles correspond to $u_\infty^N(t) = 1$ and empty circles to $u_\infty^N(t) = 0$. This solution is obtained in the inviscid limit of regularization procedure.

For the model B with functions (13), the convergence is observed numerically in the case of regularization (14); see Fig. 7a. However, this is not true for other regularizations. For example, let us replace the regularization condition (14) by

$$u^{(N)}_{n+1}(t) = 1, \quad u^{(N)}_n(t) = 0, \quad n > N + 1, \quad t \geq 0,$$

which assigns unit values at the scale $\ell_{N+1}$. In this case,

$$\psi^{(1)}: a \mapsto (f(a_1, 1), 1, 0, 0, \ldots).$$

---

**Fig. 5** Solution $u_\infty^N(t)$ of the symbolic model A, which has a finite time blowup at $T = 1$ shown by the arrows. We consider the initial conditions $a = (1, 0, 0, 0, \ldots)$ and boundary conditions $(b_0, b_1, b_2) = (1, 0, 0)$. Black circles correspond to $u_\infty^N(t) = 1$ and empty circles to $u_\infty^N(t) = 0$. This solution is obtained in the inviscid limit of regularization procedure.

**Fig. 6** The maps $\psi^{(N)}(x)$ in the Cantor set representation given by $N - 1$ iterations of the RG operator for the model A. Thin lines connect Cantor set points for better visualization. With the increase of $N$, the functions converge to a fixed-point attractor.
Fig. 7 The maps $\psi^{(N)}(x)$ in the Cantor set representation for the model B with two different regularizations: a $\psi^{(1)}(x) \equiv 0$ and b $\psi^{(1)}(x) \equiv 2/3$. The maps for $\psi^{(10)}$ and $\psi^{(15)}$ are very close (visually indistinguishable) pointing to the inviscid limit. However, the limits in the cases (a) and (b) are different. Also, one can see from the jump at $x = 1/3$ that the limiting function is discontinuous in the case (b).

Numerical results shown in Fig. 7b suggest that the maps $\psi^{(N)}$ converge pointwise to a different limit. The limit $\psi^{(N)} \to \psi^\infty$ in the sense of Definition 3 does not exist, because the limiting map is discontinuous. We will show in Sect. 8.2 that the model A has the same inviscid limit solution in the presence of infinitesimal noise, while the model B becomes spontaneously stochastic.

Proof of Proposition 2. In this technical proof, we analyze sequentially RG iterations (33) for an arbitrary initial map $\psi^{(1)} \in C(X^N)$. For the first iteration, expression (32) yields

$$\psi^{(2)} = \xi + \varepsilon^{(2)}, \quad \varepsilon^{(2)} = \sigma_- \circ \psi^{(1)} \circ \psi^{(1)} \circ \sigma_+.$$  (47)

If follows from the second relation in (22) that $\varepsilon^{(2)}(a)$ has the vanishing first component. Similarly, we obtain

$$\psi^{(3)} = \xi + \varepsilon^{(3)}, \quad \varepsilon^{(3)} = \sigma_- \circ \left(\xi + \varepsilon^{(2)}\right) \circ \left(\xi + \varepsilon^{(2)}\right) \circ \sigma_+.$$  (48)

Let $u = \psi^{(3)}(a)$ and $u' = \varepsilon^{(3)}(a)$ for arbitrary $a \in X^N$. Using relations (22) and considering all possible values of $\xi$ from (23) and (12), one can check that either $(u'_1, u'_2) = (0, 0)$, or $(u'_1, u'_2) = (0, 1)$ with $(a_2, a_3) = (1, 0)$. In both cases, $(u_1, u_2) \neq (1, 0)$. Let us write the next iteration as

$$\psi^{(4)} = \xi + \varepsilon^{(4)}, \quad \varepsilon^{(4)} = \sigma_- \circ \left(\xi + \varepsilon^{(3)}\right) \circ \psi^{(3)} \circ \sigma_+.$$  (49)

Using relations (23), (12), (22) and the properties of $\psi^{(3)}$ and $\varepsilon^{(3)}$, one can verify that the first two components of $\varepsilon^{(4)}(a)$ vanish identically.

It remains to show that all further iterations take the form

$$\psi^{(N)} = \xi + \sum_{n=3}^{N-2} \zeta_n + \varepsilon^{(N)}, \quad N \geq 4,$$  (50)
where the first $N - 2$ components of the map $\varepsilon^{(N)}(a)$ vanish identically. One can see that this expression implies the convergence (35) to the fixed-point attractor (43).

We already proved relation (50) for $N = 4$. Assuming that it holds for some $N \geq 4$, we express

$$
\psi^{(N+1)} = \mathcal{R}_g[\psi^{(N)}] = \xi + \sigma_- \circ \psi^{(N)} \circ \psi^{(N)} \circ \sigma_+ + \left( \sum_{n=3}^{N-2} \sigma_- \circ \zeta_n \circ \psi^{(N)} \circ \sigma_+ \right) + \sigma_- \circ \varepsilon^{(N)} \circ \psi^{(N)} \circ \sigma_+,
$$

where we substituted (50) for the first $\psi^{(N)}$. Using explicit forms of the maps $\xi$ and $\zeta_n$ and expression (50), it is straightforward to verify that

$$
\sigma_- \circ \xi \circ \psi^{(N)} \circ \sigma_+ = \sigma_- \circ \xi \circ \left( \xi + \sum_{n=3}^{N-2} \zeta_n + \varepsilon^{(N)} \right) \circ \sigma_+ = \zeta_3,
$$

$$
\sigma_- \circ \zeta_n \circ \psi^{(N)} \circ \sigma_+ = \sigma_- \circ \zeta_n \circ \left( \xi + \sum_{n=3}^{N-2} \zeta_n + \varepsilon^{(N)} \right) \circ \sigma_+ = \zeta_{n+1}
$$

for any $n = 3, \ldots, N - 2$. Expressions (51)–(53) yield the representation (50) for $N + 1$ with $\varepsilon^{(N+1)} = \sigma_- \circ \varepsilon^{(N)} \circ \psi^{(N)} \circ \sigma_+$. Due to the map $\sigma_-$ from (22), the first $N - 1$ components of the map $\varepsilon^{(N+1)}$ vanish. This concludes the proof by induction. We remark that, according to (50), the first $N - 2$ components of the maps $\psi^\infty$ and $\psi^{(N)}$ coincide.

\(\Box\)

6. Stochastically Regularized Solutions

Now let us consider the case when the sequence of regularized flow maps $\psi^{(N)}$ does not converge to a fixed point $\psi^\infty$ of the RG operator. For example, the RG dynamics can be chaotic or converge to a periodic cycle. To cope with this possibility, we introduce a probabilistic formulation for the inviscid limit $N \to \infty$. Such formulation follows naturally in fluid dynamics, where viscous forces at small scales coexist with microscopic (e.g., thermal) fluctuations [1,25,37]. This motivates a definition of the stochastically regularized system below: we modify the previous Definition 1 by adding random perturbations (noise) at the regularized scale $\ell_{N+1}$. This perturbation uses a sequence $x_0, x_1, \ldots$ of independent and identically distributed (i.i.d.) random variables with values in $X$ and probability measure $\mu_x$.

**Definition 4.** Given a regularization scale $\ell_N$ with $N \in \mathbb{N}$, we introduce the **stochastically regularized solution** as a collection of random variables $u^{(N)}(n,t)$ on the lattice $(n,t) \in \mathcal{L}$. For $n > N$, we define

$$
u^{(N)}_n(t) = \begin{cases} 
 x_{t/t_n}, & n = N + 1, \ t \geq 0; \\
 0, & n > N + 1, \ t \geq 0.
\end{cases}
$$

The remaining variables $u^{(N)}_n(t), n \leq N$, are given by Eq. (9) with initial conditions (10) for $n = 1, \ldots, N$ and boundary conditions (11).
Random variables \( u^{(N)}_n(t) \) in Definition 4 are expressed iteratively as functions of initial and boundary conditions and random variables \( x_m \). These functions determine probability distributions of variables \( u^{(N)}_n(t) \) in terms of the distributions of \( x_m \). In this section, we focus on solutions \( u^{(N)}(t) = (u^{(N)}_1(t), u^{(N)}_2(t), \ldots) \) at half-integer and integer times \( t \). Random variables \( u^{(N)}(t) \) are valued in the measurable space \((X^N, \mathcal{A})\), where \( \mathcal{A} \) is the Borel \( \sigma \)-algebra of measurable sets in the space \( X^N \) with the product topology. Kolmogorov’s extension theorem defines the unique probability measure for each random variable \( u^{(N)}(t) \), which we denote as \( P^{(N)}_t(A|a) \) indicating the dependence on initial condition \( a \). It defines the probability of \( u^{(N)}(t) \in A \) for any \( A \in \mathcal{A} \).

One can see that \( P^{(N)}_t(A|a) \) is a probability (Markov) kernel in \((X^N, \mathcal{A})\). We now introduce operations with probability kernels (see, e.g., [38]), which replace respective operation with maps from the deterministic description. We recall that a probability kernel \( \Psi(A|a) \) is a function from \( A \times X^N \) to the interval \([0, 1]\), such that \( \Psi(\cdot|a) \) is a probability measure for any \( a \in X^N \) and \( \Psi(A|a) \) is a measurable function of \( a \) for any \( A \in \mathcal{A} \). For an arbitrary measure \( \mu \) on \( X^N \) and probability kernel \( \Psi \), one defines the measure \( \Psi \mu \) as

\[
\Psi \mu(A) = \int_{X^N} \Psi(A|a)\mu(da), \quad A \in \mathcal{A}.
\]  

(55)

For two kernels \( \Psi \) and \( \Psi' \), their composition \( \Psi' \circ \Psi \) is a kernel with

\[
(\Psi' \circ \Psi)(A|a) = \int_{X^N} \Psi'(A|b)\Psi(db|a) = (\Psi'\mu)(A), \quad \mu = \Psi(\cdot|a),
\]

(56)

where we use the previous definition (55). Measures (56) describe a probability distribution for a composition \( \psi' \circ \psi(a) \), where \( \psi(a) \) and \( \psi'(a) \) are statistically independent random maps with the distributions described by the kernels \( \Psi \) and \( \Psi' \). Let us introduce the deterministic probability kernel \( \Xi \) representing the coupling map \( \xi(a) \) as the Dirac measure \( \Xi(\cdot|a) = \delta_{\xi(a)} \). We define the convolution kernel \( \Psi * \Xi \) as

\[
(\Psi * \Xi)(A|a) = \Psi(A_{\xi(a)}|a), \quad A_{\xi(a)} = \{u \in X^N : u + \xi(a) \in A\}, \quad A \in \mathcal{A}.
\]

(57)

This expression follows from the conventional definition for the convolution of measures \( \Psi(\cdot|a) \) and \( \Xi(\cdot|a) \), which describes the probability distribution of the sum \( \psi(a) + \xi(a) \) with a random map \( \psi(a) \). Similarly, we introduce the deterministic probability kernels with the Dirac measures \( \Sigma_{+} \) and \( \Sigma_{-} \), which represent the shifts from (22) and the map from (21).

We now describe the kernels \( P^{(N)}_t \) following the same line of derivations as for the deterministic solutions \( u^{(N)}(t) \) in Sect. 3. At time \( t = 1 \), the kernel \( P^{(N)}_1 \) depends on the boundary condition \( b_0 \); see Fig. 1. We introduce a specific notation for this kernel as \( \Phi^{(N)}_b \) defined for any \( b \in X \) such that

\[
P^{(N)}_1 = \Phi^{(N)}_{b_0}.
\]

(58)

Since the system is translation invariant with respect to unit-time steps, and recalling that random variables \( x_m \) are statistically independent, transition from \( t = 1 \) to \( t = 2 \) is given by the kernel \( \Phi^{(N)}_{b_1} \), etc. Hence, at any integer time we find

\[
P^{(N)}_t = \Phi^{(N)}_{b_{t-1}} \circ \cdots \circ \Phi^{(N)}_{b_0}, \quad t \in \mathbb{N}.
\]

(59)
Consider now the half-time kernel and denote it by

\[ \Psi^{(N)} = P_{\tau_1}^{(N)}. \tag{60} \]

For \( N = 1 \), using relations (54) in (9) and (10), we find \( u^{(1)}(\tau_1) = (f(a_1, x_0), x_2, 0, 0, \ldots) \), where \( x_0 \) and \( x_2 \) are independent random variables with the probability measure \( \mu_x \). The probability distribution of \( f(a_1, x_0) \) is given by the push-forward measure \( f(a_1, \cdot)\mu_x \). This yields \( \Psi^{(1)} \) as a family of measures

\[ \Psi^{(1)}(\cdot|\cdot) = f(a_1, \cdot)\mu_x \times \mu_x \times \delta_0 \times \delta_0 \times \ldots. \tag{61} \]

In the deterministic case, we derived relation (20) for the maps \( \Phi^{(N)}_{b_0} \) and \( \psi^{(N)} \). This derivation has a straightforward extension to the stochastically regularized solutions, where the maps \( \Phi^{(N)}_{b_0} \), \( \psi^{(N)} \) and \( \beta_{b_0} \) are substituted by the respective kernels \( \Phi^{(N)}_{b_0} \), \( \Psi^{(N)} \) and \( B_{b_0} \) and the addition by the convolution. This yields

\[ \Phi^{(N)}_{b_0} = \left( \Psi^{(N)} \circ \Psi^{(N)} \right) \ast B_{b_0}. \tag{62} \]

We now express \( \Psi^{(N+1)} \) in terms of \( \Psi^{(N)} \) by introducing a stochastic RG operator acting on probability kernels.

**Definition 5.** The stochastic RG operator maps probability kernels to probability kernels as

\[ \mathcal{R}_g : \Psi \mapsto (\Sigma_\ast \circ \Psi \circ \Psi \circ \Sigma_\ast) \ast \Xi. \tag{63} \]

**Proposition 3.** For any \( N \in \mathbb{N} \), the following iterative relation holds:

\[ \Psi^{(N+1)} = \mathcal{R}_g[\Psi^{(N)}]. \tag{64} \]

**Proof.** The proof follows exactly the same line of derivation as the proof of Proposition 1, observing that the same relations are satisfied by random variables \( u^{(N)}_n(t) \) of the stochastically regularized solution. For example, the scaling relation (25) is satisfied for the random variables \( \tilde{u}^{(N)}_n(t) = u^{(N+1)}_{n+1}(t/2) \) with the initial and boundary conditions (26). The functions \( \psi^{(N)} \) and \( \Phi^{(N)}_{b_0} \) mapping initial conditions to solutions \( u^{(N)}(\tau_1) \) and \( u^{(N)}(1) \) become the probability kernels \( \Psi^{(N)} \) and \( \Phi^{(N)}_{b_0} \) providing probability measures for random variables \( u^{(N)}(\tau_1) \) and \( u^{(N)}(1) \). Recall that compositions and sums of maps correspond to compositions and convolutions for kernels. For example, the next step in (28) is written using (62) as \( \Phi^{(N)}_{b_0} = \left( \Psi^{(N)} \circ \Psi^{(N)} \right) \ast B_{b_0} \). Rewriting the other steps in a similar way, one arrives at the relations \( \Psi^{(N+1)} = (\Sigma_\ast \circ \Psi \circ \Psi \circ \Sigma_\ast) \ast \Xi \), which is the probabilistic form of map equation (24). \( \square \)
7. Spontaneously Stochastic Solutions

Let us study the inviscid limit $N \to \infty$. Following [23], we introduce the following definition for the convergence of kernels $\Psi^{(N)}$, which is a stochastic version of Definition 3.

**Definition 6.** We say that $\Psi^{(N)} \to \Psi^\infty$ is a limiting kernel for a sequence $\Psi^{(N)}$ if

$$\int \varphi(u)\Psi^\infty(du|a) = \lim_{N \to \infty} \int \varphi(u)\Psi^{(N)}(du|a_N)$$

(65)

holds for any converging sequence $a_N \to a$ in $X^\mathbb{N}$ and any bounded and uniformly continuous function $\varphi \in C(X^\mathbb{N})$.

Considering the limit $N \to \infty$ in both sides of relation (64), the convergence $\Psi^{(N)} \to \Psi^\infty$ implies that the limiting kernel $\Psi^\infty = R_{\Psi}^g[\Psi^\infty]$ (66) is a fixed point of the stochastic RG operator. This fixed-point probability kernel yields a complete description of the inviscid limit for stochastically regularized solutions as follows.

**Theorem 2** (Spontaneous stochasticity). Let $\Psi^\infty$ be a fixed-point kernel of the stochastic RG operator, and assume the limit $\Psi^{(N)} \to \Psi^\infty$. Then, for any initial conditions $a = (a_1, a_2, \ldots)$ and boundary conditions $(b_0, b_1, \ldots)$, probability measures $\mathcal{P}^{(N)}$ of stochastically regularized solutions converge weakly to a measure

$$\mathcal{P}^\infty = \lim_{N \to \infty} \mathcal{P}^{(N)}.$$

(67)

The measure $\mathcal{P}^\infty$ is supported on a set of (weak) solutions of the ideal system (9)–(11). At integer times, statistics (67) define a Markov chain with the kernels

$$P_t^\infty = \Phi_b^\infty \circ \cdots \circ \Phi_b^\infty, \quad \Phi_b^\infty = (\Psi^\infty \circ \Psi^\infty)^* B_b, \quad t \in \mathbb{N}. $$

(68)

Probability distributions at non-integer times are described by Proposition 9 in the Appendix.

**Proof.** Theorem 4 from [23] states that the convergence $\Psi^{(N)} \to \Psi^\infty$ in Definition 6 implies the weak convergence of probability measures for respective Markov chains. We showed that the stochastically regularized solution $u^{(N)}(t)$ at integer times is a Markov chain with probability kernels given by (59) and (62). Hence, the convergence (67) with relations (68) hold for probability measures $\mathcal{P}^{(N)}$ considered (projected) at integer times. The full stochastically regularized solution includes non-integer times, which is the intrinsic property of our lattice $\mathcal{L}$. As we show in Proposition 9 in the Appendix, solutions at non-integer times $t = m\tau_n$ can be written in terms of compositions of
kernels $\Psi^{(N-n+1)}, \ldots, \Psi^{(N)}$. As a consequence, one can verify that the proof in [23] has a straightforward extension to the full probability measures $P^{(N)}$.

It remains to prove that the measure $P^\infty$ is supported on a set of weak solutions of the ideal system for the respective initial and boundary conditions. Let $E_N \subset X^L$ be a subset containing the fields $\{u_n(t)\}_{(n,t) \in L} \in X^L$ satisfying equations (9)–(11) of the ideal system at all scales $n \leq N$. This yields a nested sequence of subsets with $E_1 \supset E_2 \supset E_3 \cdots$. By Definition 4, the measure $P^{(N)}$ is supported on $E_N$. Hence, the weak limit $P^\infty$ of these measures is supported on the intersection $\bigcap_{n \in \mathbb{N}} E_N$, which is a set of all weak solutions of the ideal system. □

Theorem 2 suggests that the uncertainty can persist despite the stochastic regularization is completely removed in the inviscid limit. It is manifested in a stochastic process determined by the limiting measures $P^\infty$. Each realization of this process (with probability 1) is a solution of the deterministic ideal system with deterministic initial and boundary conditions. We now give the formal definition and criterion for the spontaneous stochasticity.

**Definition 7.** Ideal system (9)–(11) is called *spontaneously stochastic* if for some initial and boundary conditions the weak inviscid limit (67) exists with a nontrivial (not deterministic) distribution $P^\infty$.

**Corollary 1.** Ideal system (9)–(11) is spontaneously stochastic if the limit $\Psi^{(N)} \to \Psi^\infty$ exists and, for some $a \in X^N$, the probability measure $\Psi^\infty(\cdot | a)$ is nontrivial.

Let $B(\Psi^\infty)$ be a set of probability kernels $\Psi$ such that $R^N_g[\Psi] \to \Psi^\infty$, which can be regarded as a basin of attraction. The immediate consequence is the universality of spontaneously stochastic solutions with respect to regularization: Theorem 2 is valid and yields the same limiting solution for any stochastic regularization given by $\Psi^{(1)} \in B(\Psi^\infty)$.

We see that the phenomenon of spontaneous stochasticity is related to the theory of dynamical systems, which studies convergence to invariant measures at large times [24]. In classical dynamical systems, physical measures of chaotic attractors define large-time limits of initial distributions. Similarly, one may expect the convergence $\Psi^{(N)} \to \Psi^\infty$ when the deterministic RG dynamics (33) is chaotic. Another scenario corresponds to multi-stability, when the deterministic RG operator has several attractors. In this case, the limit $\Psi^\infty$ may depend on how the initial kernel $\Psi^{(1)}$ is distributed among the basins of those attractors.

**8. Examples of Spontaneously Stochastic Models**

8.1. *Multi-scale interacting phases with expanding couplings.* Let us consider a system from a class of models introduced in our previous work [33], for which the inviscid limit can be studied analytically. We take the space $X = \mathbb{S}^1 = \mathbb{R}/\mathbb{Z}$ as the circle group with operations modulo 1 and the functions

$$f(u,u') = 2u + 2u' \pmod{1}, \quad g(u,u') \equiv 0,$$

reducing equations (9) to the form

$$u_n(t) = 2u_n(t - \tau_n) + 2u_{n+1}(t - \tau_n) \pmod{1}.$$
Thus, the ideal dynamics represents the doubling of phases at each scale and adding the same contribution from next smaller scales; see Fig. 1. We note that relation (70) does not involve the scale number $n - 1$ and, therefore, the boundary conditions (11) can be neglected. We study the inviscid limit $N \to \infty$ for given initial conditions (10) and the stochastic regularization (54) with random phases $x_m$ taking values in $S^1$.

We will show that, because of the expanding coupling, the probability distributions of random phases $x_m$ are pushed-forward by the dynamics to uniform measures on $S^1$ for most variables $u(N)n(t)$ in the inviscid limit. The exceptions converge to Dirac measures and correspond to the variables $u(N)n(\tau_n)$ at one turn-over time, because these variables do not depend on $x_m$. Thus, the inviscid limit yields the universal (independent of regularization) spontaneously stochastic solution.

**Proposition 4.** If i.i.d. random variables $x_m$ have absolutely continuous distributions, then the stochastically regularized solutions have a weak inviscid limit at any time on the lattice as

$$
\lim_{N \to \infty} P_t(N)(\cdot|a) = P_t^\infty(\cdot|a) = \begin{cases} 
\delta f(a_n,a_{n+1}) \times \mu \times \mu \times \cdots, & t = \tau_n; \\
\mu \times \mu \times \mu \times \cdots, & \text{otherwise;}
\end{cases}
$$

(71)

where $\mu$ is a uniform probability measure on $S^1$.

**Proof.** This proof largely relies to the results of our previous work [33], and we present it here in a short form. Since relations (70) are linear, each variable $u(N)n(t)$ of the stochastically regularized solution is a linear combination of a finite number of initial phases $a_n \in S^1$ and random variables $x_m$. For $t = \tau_1$, we have

$$
u_1(N)(\tau_1) = f(a_1,a_2), \quad u_n(N)(\tau_1) = p_n(N)x_0 + f_n(N)(a,x) \pmod{1}, \quad n = 2, \ldots, N,
$$

(72)

where we separated the contribution of the first random variable $x_0$ from contribution of initial conditions $a$ and other random variables $x = (x_1, x_2, \ldots)$. One can show that the coefficients $p_n(N)$ are positive integers with the properties

$$
\lim_{N \to \infty} p_2(N) = \infty, \quad \lim_{N \to \infty} p_{n+1}(N) = \infty, \quad n = 2, \ldots, N - 1.
$$

(73)

For the proof see [33, Lemma 2], where we considered a similar problem with $X$ being a torus (two phases). The measure $P_{\tau_1}(N)(\cdot|a)$ defines a probability distribution of $u(N)(\tau_1)$ for a given initial condition $a$, and the limit (71) for $t = \tau_1$ follows from Eqs. (72) and (73) as shown in [33, Lemma 1]. For other fractional times $t = \tau_n$, the proof is analogous; here we recall the definition (80) of the state vector given in the Appendix. $\square$

By Proposition 4, the model (70) is spontaneously stochastic and universal: the solution of deterministic ideal system obtained in the inviscid limit is stochastic and independent of distributions of random variables $x_m$. We refer an interested reader to our previous work [33] for numerical tests of convergence to the spontaneously stochastic limit. In particular, we argued that this convergence is double exponential in $N$ for most of the variables, which means that the spontaneous stochasticity can be observed at moderately large $N$ even when random phases $x_m$ are extremely close to zero.

One may recognize a similarity between this example and the spontaneous stochasticity in the context of Kelvin–Helmholtz instability studied numerically in [39].
Fig. 8 Each panel shows two random samples (red and black) of the stochastically regularized map $\psi^{(N)}(x)$ in the Cantor set representation for the symbolic model A: a $N = 2$, b $N = 4$ and c $N = 6$. Comparing with Fig. 6, one observes the convergence to a deterministic limit.

latter system was considered with infinitesimal small-scale perturbations of initial vorticity. In this analogy, one can interpret our variable $u_n(t)$ as representing a deviation of the flow from the stationary solution.

We would also like to mention that dynamical systems on lattices ($\mathbb{Z}$ or $\mathbb{Z}^2$) with expanding couplings, the so-called coupled-map lattices (CML), have been studied previously; see e.g. [4,7]. But our lattice has a different space-time structure: it cannot be seen as a classical dynamical system and, thus, requires new techniques for the analysis.

8.2. Spontaneous stochasticity and digital turbulence. First, let us consider the symbolic model A with functions (12) studied in Sects. 2.1 and 5, but now imposing the stochastic regularization (54). We consider i.i.d. random variables $x_m$ given by the Bernoulli distribution with $p = 1/2$. Considering two different samples of random variables, we computed the corresponding maps $\psi^{(N)}(a)$ and their Cantor set representations $\psi^{(N)}(x)$, which are presented in Fig. 8 for $N = 2, 4$ and $6$. Comparing with Fig. 6 verifies numerically that the stochastic regularization yields the same deterministic solution in the inviscid limit: the limiting probability kernel $\Psi^\infty$ consists of Dirac measures $\delta_{\psi^\infty(a)}$ with $\psi^\infty$ from (43).

Let us now study the same stochastic regularization for the symbolic model B with functions (13). We will see that this model is spontaneously stochastic and demonstrates “digital turbulence”: irregular and unpredictable multi-scale dynamics of alternating laminar and turbulent (0 and 1) states. Two random samples of maps $\psi^{(N)}(x)$ are shown in Fig. 9a, b for $N = 7$ and 10. Unlike Fig. 8, these samples do not converge for large $N$. Therefore, we do not expect a deterministic inviscid limit. The same functions but now for 100 random samples are shown in Figs. 9c, d. These plots characterize the support of the probability measures $\Psi^{(N)}(\cdot|a)$, and their close similarity for $N = 7$ and $N = 10$ is our first numerical evidence of statistical convergence.

We have no rigorous proof that Theorem 2 applies in this model. Nevertheless, we performed several numerical tests that verify the convergence of Theorem 2 for specific initial and boundary conditions and specific variables $u_n(t)$. Figure 10a shows a sample of spontaneously regularized solution in the time interval $0 \leq t \leq 1.5$, where we took $N = 20$ with the initial conditions $a = (0, 1, 0, 0, \ldots)$ and the boundary conditions $(b_0, b_1) = (1, 0)$. The second panel of the same plot shows the statistics of such solutions.
Fig. 9 Functions $\psi^{(N)}(x)$ in the Cantor set representation for the stochastic regularization of the symbolic model B. Observe that random samples for $a \, N = 7$ and $b \, N = 10$ are different, while one hundred random samples for $c \, N = 7$ and $d \, N = 10$ demonstrate the statistical convergence.

Fig. 10 Stochastically regularized solutions of the model B with $N = 20$, initial condition $a = (0, 1, 0, 0, 0, \ldots)$ and boundary conditions $(b_0, b_1) = (1, 0)$. $a$ A random sample, where black circles correspond to $u_n^{(N)}(t) = 1$ and white circles to 0. $b$ Mean values of random variables $u_n^{(N)}(t)$. Mean values different from zero or one (white or black) signify the spontaneous stochasticity, i.e., a stochastic form of the corresponding variable.
computed by averaging over $10^5$ random samples. Here the color denotes the expectation of the respective variable, which is a probability of having $u_n^{(N)}(t) = 1$. The colors other than white or black demonstrate the persistence of the stochastic behavior at large $N$. Existence of the spontaneously stochastic inviscid limit implies that the expectations of $u_n^{(N)}(t)$ converge to some values within the interval $[0, 1]$ as $N \to \infty$. Next, we verify the rate of convergence with increasing $N$. This is done in Fig. 11 for a selected set of variables, which presents a clear numerical evidence for the convergence to a spontaneously stochastic solution.

As one can infer from Fig. 10b, the limiting solution is deterministic at pre-blowup times $t \leq T = 0.5$ and becomes spontaneously stochastic at post-blowup times $t > T$. This example can be seen as an analogue of spontaneous stochasticity observed in the shell model of turbulence [29,30], where an intrinsically probabilistic solution appears after a finite-time blowup. Numerical tests (not presented here) indicate that the spontaneous stochasticity in our symbolic model is not universal, and the limiting distributions depend on regularization, e.g., on the parameter $p$ of Bernoulli distribution for $x_m$.

9. Discussion

Motivated by the problem of inviscid limit in fluid dynamics, we considered a class of multi-scale systems with discrete time. These systems model a situation when solutions of the ideal scale-invariant system are non-unique or not globally defined, and the viscous regularization is used for making the system well-posed. We developed the renormalization group (RG) theory for the inviscid limit answering the qualitative questions: why the inviscid limit exists or not, and why it can be universal, i.e., independent of regularization. We associated the inviscid limit with a fixed-point attractor of the RG dynamics, which selects a solution of the ideal system. Universality of this solution follows naturally, because the RG operator (transforming flow maps of regularized systems) depends only on properties of the ideal system, while the form of regularization affects only the initial condition of the RG dynamics.
Our main focus, however, was the situation when the RG attractor is not a fixed point, for example, when the RG dynamics is chaotic. Motivated by microscopic fluctuations, whose importance in turbulence was revealed by Ruelle [37], we introduced a small-scale random noise in the viscous range. This yields a stochastic RG operator, which acts on probability (Markov) kernels of stochastically regularized systems. A fixed-point attractor of this RG operator is a probability kernel, which selects a spontaneously stochastic solution of the ideal system in the inviscid limit. This solution is a Markov process solving deterministic equations of the ideal system with deterministic initial and boundary conditions.

Our class of models includes simple symbolic and interacting-phase systems, which we used as solvable examples, but it also refers to realistic systems obtained with a scale-by-scale separation of degrees of freedom [21]. We list below the questions, which we consider important for extending our approach to physical models, e.g., to the Eulerian spontaneous stochasticity of velocity fields observed in the theory of turbulence [2,30,31,39].

**Continuous time:** how to reformulate the RG theory in terms of infinite-dimensional differential equations with continuous time?

**Scale invariance:** we assumed a single space-time scaling symmetry (5), while the Euler equations of ideal fluid have scaling symmetries (1) with arbitrary exponent $h$, and the intermittent hidden scaling symmetry [32,34]. What is the importance of these symmetries for the inviscid limit?

**Conservation laws:** conserved quantities play important role in the theory of turbulence. For example, the requirement of constant flux of energy in the inertial range [18]. How these properties can be formulated and analyzed in the RG theory?

**Dynamics of the RG operator:** we considered here only two types of explicit models. In the case of coupled expanding maps, our results only hold for linear couplings, and we do not have a general theory in the case of symbolic models. What can be said about dynamics of the RG operator for these and other scale-invariant models? Other types of dynamical systems questions may involve studying quantities coming from thermodynamic formalism, like entropy and phase transitions. We considered only fixed-point attractors of the RG operator. Are there systems with other types of RG attractors? In particular, we observed periodic attractors in symbolic models, and they can be relevant for the inviscid limit in other systems [11,29].

To conclude, it is insightful to identify similarities and differences of our approach with existing RG theories. The existence of a functional RG theory for the inviscid limit of the Navier–Stokes turbulence was anticipated in [15] and we refer to [6,35] and references therein for current advances. Our work suggests a prototype for such a theory. On one hand, our RG approach resembles the functional RG theory in dynamical systems. In particular, our RG operator contains a rescaled composition of two evolution maps, just as in the Feigenbaum–Cvitanović functional relation [20], and the phenomenon of spontaneous stochasticity is related to a fixed-point attractor of RG dynamics. However, the scaling of our RG operator is in the opposite direction: it zooms out instead of zooming in. This property makes our approach similar to the RG theory for critical phenomena [40], which studies averaged quantities at increasing observation scales. However, our approach acts in the opposite direction here too: instead of eliminating small degrees of freedom, our RG operator only rescales the small-scale dynamics while adding an extra large-scale variable. We remark that while our examples presented attracting fixed points of the RG dynamics, in the RG theory for critical phenomena or in the dynamics of the Feigenbaum–Cvitanovic operator, the fixed point has a one-dimensional unstable
manifold. For example, this was essential for understanding the period-doubling route to chaos of the logistic map.

It is also interesting to compare our approach with the theory proposed in [12,17] for spontaneous stochasticity at non-Lipschitz point singularities in ordinary differential equations with noise. In those works, renormalized equations act on particular solutions or probability measures in a space of solutions, while our RG operator acts on evolution maps or respective probability kernels. Also, our RG operator yields the evolution of a system of larger dimension, to which an extra spatial scale is added. We argue that these properties are crucial for extending the theory of spontaneous stochasticity to infinite-dimensional systems.
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10. Appendix

10.1. Strong and weak solutions in symbolic models. In this section we study the initial value problem for a symbolic model with \( \mathbb{X} = \mathbb{Z} = \{0, 1\} \). It is given by relation (9) on the lattice \((n, t) \in \mathcal{L}\) with initial conditions (10) and boundary conditions (11). In partial differential equations, the concept of strong solution refers to functions with sufficient regularity. In particular, it implies a decay of dynamical variables at small scales, e.g., a proper decay of Fourier coefficients for differentiable functions. We extend this concept to our symbolic dynamics by requiring that the variables \( u_n(t) \) vanish for sufficiently large \( n \). Specifically, for any given time \( t \) on the lattice, we introduce the leading (possibly infinite) scale number \( n_{\text{max}}(t) \) as follows: \( n_{\text{max}}(t) = 0 \) if all variables \( u_n(t) \) with \((n, t) \in \mathcal{L}\) vanish at this time; otherwise, \( n_{\text{max}}(t) = \max\{n: u_n(t) = 1, (n, t) \in \mathcal{L}\} \).

\begin{equation}
\text{Definition 8.} \quad \text{We call } \{u_n(t)\} \text{ a strong solution in a (finite or infinite) interval } [0, T) \text{ if (i) } u_n(t) \text{ satisfies equations (9)--(11) of the ideal system; (ii) } \sup_{t \in I} n_{\text{max}}(t) < \infty \text{ with } t \text{ taken at lattice points in any closed interval } I \subset [0, T). \end{equation}

Let us denote by \( t_{\text{bc}} \) the largest (possibly infinite) time such that \( b_t = 0 \) for \( t < t_{\text{bc}} \). This is the time, at which the boundary condition becomes active. Then, we have the following result:

**Proposition 5 (Strong solutions).** For any initial and boundary conditions with \( n_{\text{max}}(0) < \infty \):

(a) If \( g(1, 0) = 0 \) then there exists a unique global-in-time strong solution.
(b) If \( g(1, 0) = 1 \) then there exists a unique strong solution for \( 0 \leq t < T \) with
\[
T = \begin{cases}
    t_{bc} + 2, & n_{\text{max}}(0) = 0; \\
    2\tau_i, & i = n_{\text{max}}(0) \geq 1.
\end{cases}
\] (75)

When \( T < \infty \), the variables with \( n \geq n_{\text{max}}(0) \) and \( t < T \) are equal to
\[
u_n(t) = \begin{cases}
    0, & t < T - 2\tau_n; \\
    1, & t = T - 2\tau_n; \\
    f(1, 0), & t = T - \tau_n.
\end{cases}
\] (76)

Since \( n_{\text{max}}(t) = n \to \infty \) as \( t = T - 2\tau_n \not\in T \), the strong solution blows up at time \( T \).

**Proof.** First, one can see that the existence of a strong solution implies its uniqueness. Indeed, the property (ii) in Definition 8 ensures that any variable \( \nu_n(t) \) with \( t < T \) is determined by Eqs. (9)–(11) in a finite number of iterations. For the global existence in the item (a) it is sufficient to note that relations (9) with the condition \( g(1, 0) = 0 \) imply that \( \nu_n(t) = 0 \) for \( n > n_{\text{max}}(0) \) at all times. For proving the finite-time existence in the item (b) one can verify that relations (9) are satisfied for the solution (76) with \( n \geq n_{\text{max}}(0) \) and \( t < T \). As a consequence, relations (9) define iteratively the remaining variables of the strong solution with \( n < n_{\text{max}}(0) \) and \( t < T \).

Solutions with blowup from the Proposition 5 cannot be extended beyond the time \( T \) in a strong sense. For such an extension, we now introduce the notion of weak solutions, which retain only the first condition (i) in Definition 8, thus, allowing for nonzero components at arbitrarily small scales.

**Definition 9.** We call \( \{\nu_n(t)\} \) a weak solution if it satisfies equations (9)–(11) of the ideal system.

The immediate consequence of Proposition 5(b) is that the strong solution (76) extends as a weak solution to the blowup time \( t = T \) by relations (9). In fact, we can prove the global-in-time existence of weak solutions. However, we will see later that these solutions may be nonunique.

**Proposition 6.** (Weak solutions) For any initial and boundary conditions, there exists a global-in-time weak solution.

**Proof.** Given arbitrary \( N \in \mathbb{N} \), let us introduce a regularized solution \( \nu_n^{(N)}(t) \), which satisfies relation (9) with the initial and boundary conditions for \( n \leq N \), while all components \( \nu_n^{(N)}(t) = 0 \) for \( n > N \). One can see that such solution is uniquely determined for all times \( t \geq 0 \). Let us consider a discrete product topology in the space of solutions \( \{\nu_n(t)\}_{(n,t) \in \mathcal{L}} \in X^{\mathcal{L}} \). The sequential compactness property (see [14, Theorem 3.10.35]) implies that there exists a subsequence \( N_1 < N_2 < N_3 < \cdots \) such that the regularized solutions converge. Here, the convergence implies the (pointwise) convergence for every variable \( \nu_n^{(N)}(t) \). The limiting solution satisfies relation (9) with initial and boundary conditions at all scales and times.

In the next example we demonstrate the non-uniqueness of weak solutions, which is triggered by a finite-time blowup.
Proposition 7. Consider the model B with functions (13). For arbitrary boundary and initial conditions from Proposition 5(b) with the blowup time \( T < \infty \), the weak solution is unique at times \( 0 \leq t \leq T \) and non-unique at \( t > T \).

Proof. By inspecting relations (9) with functions (13) one can see that: if \( u_n(t) = 1 \), then \( u_n' = 1 \) for odd \( t / \tau_n \) and at least one of variables \( u_n' \), \( u_n'' \) or \( u_n''' \) is nonzero for even \( t / \tau_n \). Using this property iteratively, one can infer that all elements \( u_n(t) \) of the weak solution vanish for \( n > n_{\text{max}}(0) \) and \( t < T - 2\tau_n \); otherwise, it would be in contradiction with the vanishing initial values \( u_n(0) = 0 \) for \( n > n_{\text{max}}(0) \) or the vanishing boundary values \( b_t = 0 \) for \( t < t_{\text{bc}} \). Then, the remaining variables for \( n > n_{\text{max}}(0) \) and \( T - 2\tau_n \leq t \leq T \) are defined uniquely by relations (9); see the proof of Proposition 5(b). The remaining variables with \( n \leq n_{\text{max}}(0) \) are defined by (9). Hence, we proved the uniqueness of the weak solution at pre-blowup times \( t \leq T \), which coincides with the strong solution at \( t > T \).

Our proof of nonuniqueness at \( t > T \) is similar to the proof of existence in Proposition 6: we consider solutions \( u_n^{(N)}(t) \) with two different regularizations and show that they yield different weak solutions in a subsequence limit. First, we choose \( N > n_{\text{max}}(0) \) and set all variables \( u_n^{(N)}(t) = 0 \) for \( n > N \). One can verify using (9) and (13) that relations (76) are valid for \( n_{\text{max}}(0) + 1 < n \leq N \) and we have

\[
u_n^{(N)}(T) = u_n^{(N)}(T + \tau_n) = 1, \quad u_n^{(N)}(T + 2\tau_n) = 0 \quad \text{for} \quad n_{\text{max}}(0) + 1 < n < N. \tag{77}
\]

As in the proof of Theorem 6, one can choose a convergent subsequence \( N_1 < N_2 < \cdots \) providing a weak solution with the property (77) for all \( n > n_{\text{max}}(0) + 1 \). Now we choose a different regularization by setting all variables \( u_n^{(N)}(t) = 0 \) for \( n > N \) except for \( u_{N+1}^{(N)}(T) = u_{N+1}^{(N)}(T + \tau_N) = 1 \). One can verify using (9) and (13) that relations (76) are valid for \( n_{\text{max}}(0) \leq n \leq N \) and we have

\[
u_n^{(N)}(T) = u_n^{(N)}(T + \tau_n) = u_n^{(N)}(T + 2\tau_n) = 1 \quad \text{for} \quad n_{\text{max}}(0) + 1 < n \leq N. \tag{78}
\]

Taking a convergent subsequence, we find a weak solution with the property (78) for all \( n > n_{\text{max}}(0) + 1 \). Since the values in (77) and (78) are different, the two limits yield different weak solutions. \( \Box \)

10.2. Solutions at fractional times. Let us describe regularized solutions and their inviscid limit (37) at non-integer times on the lattice. Separating the integer and fractional parts, we represent any time on the lattice \( L \) uniquely as

\[
t = i + \tau_{n_1} + \cdots + \tau_{n_c}, \tag{79}
\]

where \( i \in \mathbb{N}_0 \) and \( 1 < n_1 < \ldots < n_c \) are increasing scale numbers. One can see from Fig. 1 that the variables \( u_n(t) \) are given by the scale numbers starting with \( n = n_c \). Hence, it is convenient to define the corresponding state at time \( t \) as the sequence

\[
u(t) = (u_{n_c}(t), u_{n_c+1}(t), u_{n_c+2}(t), \ldots) \in X^\mathbb{N}, \tag{80}
\]

omitting non-existing components. For example, for \( t = 2.625 = 2 + \tau_1 + \tau_3 \), one has \( u(t) = (u_3(t), u_4(t), u_5(t), \ldots) \).
Proposition 8. At non-integer time (79), the regularized solution satisfies the following iterative relation

\[ u^{(N)}(t) = \begin{cases} 
\psi^{(N-n_1+1)} \circ \sigma_+^{n_1-1}(u^{(N)}(i)), & c = 1; \\
\psi^{(N-n_c+1)} \circ \sigma_+^{n_c-n_{c-1}}(u^{(N)}(t - \tau_{nc})), & c \geq 2.
\end{cases} \tag{81} \]

For the inviscid-limit solution from Theorem 1, analogous relation reads

\[ u^{\infty}(t) = \begin{cases} 
\psi^{\infty} \circ \sigma_+^{n_1-1}(u^{\infty}(i)), & c = 1; \\
\psi^{\infty} \circ \sigma_+^{n_c-n_{c-1}}(u^{\infty}(t - \tau_{nc})), & c \geq 2.
\end{cases} \tag{82} \]

Proof. At time \( \tau_1 \), expression (19) yields

\[ u^{(N)}(\tau_1) = \psi^{(N)}(a). \tag{83} \]

At time \( \tau_2 \), we find the regularized solution using the scaling representation (25) with \( t = \tau_1, \tilde{a} = \sigma_+(a) \) and \( N - 1 \) as

\[ u^{(N)}(\tau_2) = (u_2^{(N)}(\tau_2), u_3^{(N)}(\tau_2), \ldots) = (\tilde{u}_1^{(N-1)}(\tau_1), u_2^{(N-1)}(\tau_1), \ldots) \tag{84} \]

\[ = \tilde{u}^{(N-1)}(\tau_1) = \psi^{(N-1)}(\tilde{a}) = \psi^{(N-1)} \circ \sigma_+(a). \]

Similarly, for a general turn-over time \( \tau_n \) one derives

\[ u^{(N)}(\tau_n) = \psi^{(N-n+1)} \circ \sigma_+^{n-1}(a). \tag{85} \]

One can see that the same relation (85) can be used at every step \( \tau_n \) in the expansion (79) after compensating the missing initial components in (80) with an extra shift map. This yields relation (81). Relations (82) follow from (81) by taking the inviscid limit \( N \to \infty \). \( \quad \Box \)

Relations (81) and (82) combined with (18) and (38) determine the regularized and inviscid-limit solutions iteratively at arbitrary time on the lattice. For example, for \( t = 2 + \tau_1 + \tau_3 = 2.625 \), we find

\[ u^{(N)}(t) = \psi^{(N-2)} \circ \sigma_+^2 \circ P_{b_1}^{(N)} \circ P_{b_0}^{(N)}(a). \tag{86} \]

\[ u^{\infty}(t) = \psi^{\infty} \circ \sigma_+^2 \circ \psi^{\infty} \circ P_{b_1}^{\infty} \circ P_{b_0}^{\infty}(a). \tag{87} \]

For the stochastically regularized solution \( u^{(N)}(t) \), maps are replaced by respective probability kernels. Then, compositions and sums of maps analogously become compositions and convolutions of kernels. Hence, as a consequence of Proposition 8, we have

Proposition 9. For the stochastically regularized solutions at non-integer times (79), the following iterative relations hold

\[ P_i^{(N)} = \begin{cases} 
\psi^{(N-n_1+1)} \circ \Sigma_+^{n_1-1} \circ P_i^{(N)}, & c = 1; \\
\psi^{(N-n_c+1)} \circ \Sigma_+^{n_c-n_{c-1}} \circ P_{i-\tau_{nc}}^{(N)}, & c \geq 2.
\end{cases} \tag{88} \]

For the inviscid-limit solution from Theorem 2, analogous relation reads

\[ P_i^{\infty} = \begin{cases} 
\psi^{\infty} \circ \Sigma_+^{n_1-1} \circ P_i^{\infty}, & c = 1; \\
\psi^{\infty} \circ \Sigma_+^{n_c-n_{c-1}} \circ P_{i-\tau_{nc}}^{\infty}, & c \geq 2.
\end{cases} \tag{89} \]
Proposition 9 with expressions (59) and (68) determine the statistically regularized and inviscid-limit solutions iteratively at all times. For example, at \( t = 2 + \tau_1 + \tau_3 = 2.625 \), one finds

\[
P_t^{(N)} = \psi^{(N-2)} \circ \sum^2_+ \circ \psi^{(N)} \circ \Phi^{(N)}_{b_1} \circ \Phi^{(N)}_{b_0},
\]

\[
P_t^\infty = \psi^\infty \circ \sum^2_+ \circ \psi^\infty \circ \Phi^\infty_{b_1} \circ \Phi^\infty_{b_0}.
\]
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