Nonlinear model and optimization method for a single-axis linear-motion energy harvester for footstep excitation
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Abstract
We propose and develop an electrical and mechanical system model of a single-axis linear-motion kinetic energy harvester for impulsive excitation that allows its generated load power to be numerically optimized as a function of design parameters. The device consists of an assembly of one or more spaced magnets suspended by a magnetic spring and passing through one or more coils when motion is experienced along the axis. The design parameters that can be optimized include the number of coils, the coil height, coil spacing, the number of magnets, the magnet spacing and the physical size. We use the proposed model to design optimal energy harvesters for the case of impulse-like motion like that experienced when attached to the leg of a human. We generate several optimized designs, ranked in terms of their predicted load power output. The three best designs are subsequently constructed and subjected to controlled practical evaluation while attached to the leg of a human subject. The results show that the ranking of the measured output power corresponds to the ranking predicted by the optimization, and that the numerical model correctly predicts the relative differences in generated power for complex motion. It is also found that all three designs far outperform a baseline design. The best energy harvesters generated an average power of 3.01 mW into a 40 Ω test load when driven by footsteps whose measured peak impact was approximately 2.2 g. With respect to the device dimensions, this corresponds to a power density of 179.380 μW cm⁻³.

Keywords: kinetic energy harvesting, magnetic spring, optimization, footstep

(Some figures may appear in colour only in the online journal)

1. Introduction

Energy harvesting has become an increasingly popular field as researchers and industry alike attempt to discover and improve ways of powering electrical devices in situations where conventional sources of power are unavailable [1–3]. One source is kinetic energy, where the mechanism of electromagnetic induction is used to generate electrical energy [4]. The literature has described a wide variety of electromagnetic kinetic microgenerators, many of which are modelled as linear spring-damper systems that harvest energy from sources of harmonic vibration [5–7]. More recently, increasingly complex nonlinear models have been proposed in a quest to harvest energy from a wider variety of kinetic sources [8–10]. However, for both linear and nonlinear models, the analysis based on electromagnetic first principles results in a significant degree of mathematical complexity and requires the use of parameters that are difficult to determine [11]. This has hindered the development of techniques that allow the parametric optimization of kinetic energy harvesting beyond resonant-frequency optimization and resistive load-matching [12, 13]. When parametric optimization is performed, it is typically in the form of experimental iteration [14, 15], or considers a very limited number of parameters [16, 17].

In contrast to harmonic vibration, very little attention has been given to energy harvesters driven by impulse-like accelerations [18]. This currently severely limits the design of a kinetic energy harvesting device for an environment in which the primary source of energy is impulse-like acceleration, such as that
resulting from the footstep of a person or animal. Methods developed for harmonic vibration cannot accurately be applied in these situations.

The initial motivation for the work we present here was to enable the design of self-powering animal-borne sensors for use in the monitoring and conservation of large wildlife. In this situation, the source of energy is the impulse-like motion of the animal’s leg, while severe size and weight limitations make it essential to maximize the harvested energy. Despite major advancement in the sophistication of animal-tracking collars, such as the inclusion of GPS, onboard data transmission and on-board behaviour classification [19], battery life remains the greatest limitation [20, 21].

We propose a nonlinear mechanical model for a single-axis electromagnetic kinetic microgenerator that allows the constrained parametric optimization of design parameters in order to maximize the average power supplied to the attached load. This is achieved by developing an electrical model for a simplified configuration of the energy harvesting device for a form of non-harmonic motion. This model is applied to the analysis of more complex configurations, thereby providing a means of optimizing the microgenerator design. It should be noted that despite sharing similar architecture features, the proposed model and optimization methodology differs significantly from those typically found in literature [22] due to the focus on harvesting energy from non-vibrational sources. Additionally, our approximate analytical model is in contrast to the use of first-principle electromagnetic techniques previously proposed [23, 24] and offers the advantage of much greater computational speed, once defined, in comparison to performing a simulation with finite element analysis (FEA) due to the proposed model’s parametric nature. We demonstrate the effectiveness of our method by using it to determine a number of optimal microgenerator designs, and subsequently constructing and practically evaluating these for footstep input.

### 2. Microgenerator architecture

The kinetic energy harvester we consider consists of a hollow circular tube, inside of which a set of one or more magnets is able to move, as illustrated in figure 1. The primary axis is parallel to the limb of the person or animal. A number of uniformly spaced coils are wound around the outside of the tube. The magnet assembly consists of a number of permanent magnets that are arranged with alternating polarity and separated by a spacer of some ferrous material. A fixed pole-matched magnet is placed at the bottom of the tube. This nonlinear magnetic spring allows the magnet assembly to oscillate and for gravity to reset its position after motion. The nonlinear characteristic of the magnet spring increases model complexity, but affords several benefits. Firstly, the nonlinear spring can push the magnet assembly upwards, but cannot pull it downwards, thereby increasing the range of motion of the magnet assembly. Secondly, the magnetic spring is more consistent and less prone to mechanical failure than a mechanical spring, which is of critical importance for our eventual intended application in wildlife monitoring. Finally, it is simpler to assemble, as the magnetic spring consists of the same type of magnet used in the magnet assembly, and does not require manufacture or sourcing of a specialized mechanical spring.

Once selected, the properties of the individual permanent magnets, copper wire and winding density are considered to be fixed. The remaining variables, which include the footstep forces, coil height, electrical load, number of magnets, number of coils and various coil properties are varied to optimize the design of the kinetic energy harvester.

### 3. Analytical models for microgenerator optimization

This section develops an analytical model for the kinetic energy harvester. The model consists of a mechanical system model, describing the mechanical responses of the kinetic energy harvester, the footstep model that drives the mechanical model and an electrical system model that describes the electrical output.

#### 3.1. Footstep model

The acceleration \( a_{\text{step}} \) of the footstep is modelled as a piece-wise constant non-periodic function, given by equation (1) and shown graphically in figure 2. This model is based on a simplified footstep cycle using measurements taken from an accelerometer attached to the leg of a human when walking and aligned with corresponding video footage. The constant accelerations \( a_{\text{up}}, a_{\text{dec}}, a_{\text{down}} \) and \( a_{\text{impact}} \) respectively represent the average acceleration experienced by the microgenerator body during the upstroke, deceleration, downstroke and impact phases of a single footstep cycle as shown in figure 3.

\[
a_{\text{step}}(t) = \begin{cases} 
    a_{\text{up}}, & \text{for } 0 \leq t \leq t_a \\
    a_{\text{dec}}, & \text{for } t_a < t \leq t_b \\
    0, & \text{for } t_b < t \leq t_c \\
    a_{\text{down}}, & \text{for } t_c < t \leq t_d \\
    a_{\text{impact}}, & \text{for } t_d < t \leq t_e \\
    0, & \text{for } t_e < t.
\end{cases}
\]  

\( (1) \)
Figure 2. The footstep is modelled as two acceleration pairs; one for the upstroke and another for the downstroke. The two stroke pairs are separated by the time interval $t_b < t \leq t_c$.

Figure 3. Shows the motion of the leg at different stages during the footstep cycle and the resulting direction of acceleration experience by the kinetic microgenerator body.

Assuming the foot to be motionless in the $z$-direction at $t = 0$ and again at $t = t_b$, $t_c$ and $t_b$ can be calculated from the kinematic equations of motion.

$$t_b = \frac{2a_{\text{dec}}s_h}{a_{\text{up}}(a_{\text{dec}} - a_{\text{up}})} + t_a.$$  

Assuming further that the foot is motionless in the $z$-direction at $t = t_c$ and again at $t = t_d$, analogous equations can be written for $t_d$ and $t_c$ in terms of $a_{\text{down}}$ and $a_{\text{impact}}$. In this way the values of $a_{\text{up}}, a_{\text{dec}}, a_{\text{down}}$ and $a_{\text{impact}}$ as well as the maximum vertical displacement $s_h$ can be selected to match any practically measurable footstep-like motion.

The piecewise-constant acceleration approximation shown in figure 2 was adopted for two reasons. Firstly, the utilized accelerometer data was sampled at 40 Hz, which is too sparse to use directly when computing a numerical solution for equation (4). Secondly, by selecting the acceleration values of each phase of the footstep to match measured accelerometer data, $a_{\text{step}}(t)$ can approximate a wide variety of footstep-like motion, which potentially opens up the device’s application in other fields, such as energy harvesting on wildlife.

3.2. Mechanical system model

The device in figure 1 is modelled by a mechanical system consisting of a mass $M_{\text{mag}}$ representing the magnet assembly attached to the bottom of the outer tube via a nonlinear magnetic spring with force $\delta_{\text{mag}}$ and a damper representing energy losses that are proportional to the relative velocity between the magnet assembly and the tube with constant $b_{\text{damper}}$. Similar models have been used to design energy harvesters, but these employ a linear spring $\delta_{\text{spring}}$ to facilitate the oscillatory motion of the magnet assembly [16, 25, 26]. In contrast, our design makes use of a magnetic spring $\delta_{\text{mag}}$. This differs from other work in the literature that utilize a magnetic field, such as energy harvesters, such as energy harvesting on wildlife.
describe, such as the $B$-field vector of magnetic flux density, the vector of the magnetic dipole moment $m$, and the interactions of these properties between the two magnets [27].

We propose a simple approximation of $\delta_{\text{mag}}(z)$ that can be obtained by considering Coulomb’s Law, which can be used to describe the force between two hypothetical magnetic monopoles of strength $m_1$ and $m_2$ as inversely proportional to the squared distance $r$ between them

$$\delta_{\text{mag}}(z) = \frac{\mu_0 m_1 m_2}{4\pi z^2}.$$  

(5)

For comparison, we consider a power series model that is commonly utilized in literature to model the force between two magnets [28]:

$$\delta_{\text{mag}}(z) = \sum_{n=0}^{3} a_n z^n.$$  

(6)

Discrete values of $\delta_{\text{mag}}(z)$ can be obtained by simulation using FEA analysis of two identical cylindrical magnets aligned vertically along their $N$–$S$ axes such that their poles are matched. The force experienced by the second magnet can then be obtained using FEA for a discrete set of separating distances $z$. The results of such a simulation are compared with the approximation given by equations (5) and (6) in figure 5 for constants of $m_1 = m_2 = 4.119 \text{ A m}$ in the case of equation (5) and for coefficients $a_0 = 1.709 \times 10^4$, $a_1 = -1.713 \times 10^3$, $a_2 = 5.082 \times 10^4$, and $a_3 = -4.594 \times 10^5$ in the case of equation (6). The constants and coefficients are found using a typical least-squares curve-fit procedure.

We see that the power series approximation gives a poor approximation of the force between two magnets in our case. We also see that, while the approximation is poor when the magnets are close together, the Coulomb’s Law approximation is good when the magnets are far apart.

To improve the approximation given by Coulomb’s Law, we modify equation (5) as shown in equation (7), creating a modified version of Coulomb’s Law:

$$\delta_{\text{mag}}(z) = \frac{\mu_0 m_1 m_2}{4\pi z^2 + G}.$$  

(7)

The constant parameter $G$ sharpens the knee of the original Coulomb’s Law curve for small values of $z$, and is determined by fitting equation (7) to values of $\delta_{\text{mag}}$ obtained by numerical simulation, giving $m_1 = m_2 = 15.302 \text{ A m}$ and $G = 1.125 \times 10^{-3}$. This provides a much better approximation of the true value of $\delta_{\text{mag}}$ in a closed form, shown in figure 5, which will allow FEA to be sidestepped later.

3.3. Electrical system model

The primary goal of the electrical system model is to describe the power delivered to the load, parameterized in terms of a set of important design parameters. A model will first be developed to describe the idealized movement of a single magnet passing through a single coil at a constant velocity. Subsequently, this will be extended to include configurations with multiple coils and multiple magnets for the same type of movement. Finally, it will be demonstrated that the estimated power produced with this simple motion is representative of the true power that produced when the device is operated practically in the field.

A resistive load $R_{\text{load}}$ in series with a kinetic microgenerator with internal resistance $R_{\text{mcrg}}$, as shown in figure 6, dissipates an instantaneous power $P_{\text{load}}(t)$ in the load as given by

$$P_{\text{load}}(t) = \frac{V_{\text{load}}(t)^2}{R_{\text{load}}},$$  

(8)

where it can be shown that

$$V_{\text{load}}(t) = e(t) \frac{R_{\text{load}}}{R_{\text{load}} + R_{\text{mcrg}}},$$  

(9)

and where $e(t)$ is the instantaneous open-circuit EMF produced by the kinetic microgenerator, in volts. The RMS power $P_{\text{load}}$ delivered to the load is then given by:

$$P_{\text{load}} = \frac{e_{\text{RMS}}^2 R_{\text{load}}}{(R_{\text{mcrg}} + R_{\text{load}})^2},$$  

(10)
Hence, by modelling \( e(t) \) and \( \rho_{\text{mcrg}} \), \( P_{\text{load}} \) and \( \bar{P}_{\text{load}} \) can be determined.

### 3.3.1. Single coil, single magnet configuration

We first consider the case of a kinetic microgenerator consisting of a single coil and a single magnet, before extending the analysis to a more general case.

Figure 7 shows a coil defined by three primary parameters: the turn density \( \gamma \) (measured in turns per mm), the height of the coil \( h \) (measured in mm) and the resistance per turn \( \beta \) (measured in Ohms per turn). The turn density is given by

\[
\gamma = \frac{N}{h_{\text{unit}}} = \frac{f_1 c_{\text{th}}}{\pi r_c^2}, \tag{11}
\]

where \( N \) is the number of packed coil turns, \( f_1 = 0.7 \) is the fill factor ratio of the turns, \( c_{\text{th}} \) is the coil thickness in mm and \( r_c \) is the radius of the copper wire in mm.

Assuming square tiling of the turns, the coil resistance \( R_{\text{coil}} \) is given by

\[
R_{\text{coil}} = \frac{N \pi \rho_{\text{gauge}} (2r + 2r_c + c_{\text{th}})}, \tag{12}
\]

where \( \rho_{\text{gauge}} \) is the resistance per unit length of the copper wire in \( \Omega \text{ mm}^{-1} \). From equation (12), the resistance per turn \( \beta \) in mm is given by:

\[
\beta = \frac{R_{\text{coil}}}{N} = \pi \rho_{\text{gauge}} (2r + 2r_c + c_{\text{th}}). \tag{13}
\]

Combining equations (11) and (13) allows the coil resistance to be expressed in terms of all coil parameters:

\[
R_{\text{coil}} = \beta \gamma h. \tag{14}
\]

With the coil model defined, we consider the effect of the coil height \( h \) on the open-circuit EMF \( e(t) \). This is achieved by varying \( h \) while keeping all other coil parameters constant. With the magnetic field vector \( \vec{B} \) known, an expression for \( e(t) \) can be derived using the concept of motional EMF,

\[
e(t) = \int_c (\vec{u} \times \vec{B}) \cdot d\ell, \tag{15}
\]

where \( \vec{u} \) is the velocity of a conductor moving through magnetic field \( \vec{B} \) with elemental length \( d\ell \) and where \( c \) indicates the path of integration. Alternatively, Faraday’s law of induction can be used to derive an expression for the EMF.

\[
e(t) = -\frac{d}{dt} \int_s \vec{B} \cdot d\vec{s}, \tag{16}
\]

where \( d\vec{s} \) is the infinitesimal surface element of a surface \( s \) enclosed by the conductor. However, the analytic solutions of equations (15) and (16) for the problem at hand are prohibitively complex. Hence the characteristics of \( e(t) \) will be investigated numerically using FEA.

To do this, we consider the idealized simple transient model shown in figure 8. The model consists of a single magnet, single coil microgenerator, in which the magnet is assumed to pass through the coil with a constant velocity. Figure 9 shows the result of numerical simulations, by means of FEA, for a range of values of \( h \), while a constant velocity \( \dot{z}_m = 0.3 \text{ m s}^{-2} \) is used as well as constant values for the parameters \( c_{\text{th}}, \gamma, \beta \) and the magnet properties. We see that the induced EMF consists of a pulse of positive amplitude followed by one of negative amplitude. These positive and negative pulses occur as the magnet enters and exits the coil, respectively. The zero-crossing occurs at the instant the magnet is at the centre of the coil and the rate of change of flux becomes zero.

It can be seen that both the shape and the peak amplitudes of the waveform change substantially with \( h \), making it difficult to infer the effect of \( h \) on \( e(t) \) directly. Instead we consider the RMS of the FEA waveforms shown.
in figure 9. It was found empirically that this RMS voltage can be approximated by equation (17), with the constants $A$ and $\alpha$ found from the FEA for the values of $h$ in question. A comparison of the RMS voltage values obtained by FEA and the $e_{\text{RMS}}(h)$ estimated using equation (17) is shown in figure 10.

$$e_{\text{RMS}}(h) = A \cdot (1 - \exp(-\alpha h)).$$ (17)

For a given set of coil parameters $e_\text{in}$, $\gamma$, $\beta$ and a given magnetic field, the results in figure 10 show that the open-circuit RMS EMF rapidly increases with $h$ before approaching a constant value. This indicates that the coil height $h$ strongly influences the amount of harvestable energy up to a point, after which further increases provide ever diminishing returns.

As a next step, we approximate the waveforms shown in figure 9 by the superposition $E(t)$ of two half periods of a sinusoid with period $T_\text{e}$, as shown in figure 11 and described by equation (18).

$$E(t) = \begin{cases} 
V_p \sin \frac{2\pi}{T_\text{e}}(t - t_1), & \text{for } t_1 \leq t \leq t_1 + T_e/2 \\
-V_p \sin \frac{2\pi}{T_\text{e}}(t - t_2), & \text{for } t_2 \leq t \leq t_2 + T_e/2 \\
0, & \text{otherwise.}
\end{cases}$$ (18)

The positive half-period in equation (18), beginning at $t_1$, approximates the EMF generated as the magnet enters the coil, and the negative half-period, beginning at $t_2$, approximates the EMF generated as the magnet exits the coil. Equation (18) is zero when the rate of change of flux in the coil is zero. This occurs when the magnet is not in close proximity to the coil (before $t = t_1$ and after $t = t_2 + T_e/2$) or when the magnet is approximately centred within the coil at $t_1 \leq t \leq t_2 + T_e/2$.

The RMS of $E(t)$ over a period $T$ can be expressed as:

$$e_{\text{RMS}}(V_p, T_e, T) = \sqrt{\frac{T}{2T_e}} V_p$$ (19)

The constants $V_p$ and $T_e$ can be determined from the open-circuit RMS EMF obtained by FEA, as shown in figure 9.

Equation (19) can be used to approximate the open-circuit RMS EMF obtained by FEA, shown in figure 9. From figure 12, it is clear that this approximation is accurate.

Note that equations (17) and (19) both describe the same open-circuit RMS EMF, but as functions of different parameters. Since the parameters $V_p$ and $T_e$ are dependent on $h$ and if the RMS calculations leading to $e_{\text{RMS}}(h)$ by way of equation (17) are performed over the same length of time $T$ used in equation (19), then equations (17) and (19) must produce the same RMS value. Hence, for $T = T_1$ and $h = h_1$,

$$e_{\text{RMS}}(h = h_1)_{T = T_1} = e_{\text{RMS}}(V_p, T_e, T = T_1)_{h = h_1}.$$ (20)

### 3.3.2. Multiple coil, single magnet configuration

We now extend the model for a single coil single magnet microgenerator
to the more general case of \( c \) identical coils, with identical heights \( h \), and a single magnet \((m = 1)\). As the magnet passes through each of the coils, an EMF of the form shown in figure 9 will be induced. This basic waveform will henceforth be referred to as the basic EMF pulse. It has been shown to be well approximated by two half-sine periods.

In addition, we can observe that, for a single-axis microgenerator, as an individual magnet passes through a coil, it induces a basic EMF pulse in that coil. Thus, the number of such pulses \( = \ c \cdot m \), where \( c \) is the number of coils and \( m \) is the number of magnets present in the system.

Since our goal is to maximize the energy we can harvest, destructive superposition among these sequential pulses should be avoided. For this to occur, two requirements must be met. First, the polarity of the pulses must match. This can be achieved by ensuring the correct sequence of coil polarities. Second, adjacent coils must be spaced in such a way as to optimally superimpose the lobes of successive EMF pulses. This can be achieved by suitable choice of the length and spacing of the coils.

Consider the EMF waveform \( E(z) \) in figure 13, which is the result of a favourable superposition of two successive individual basic EMF pulses \( e_1(z) \) and \( e_2(z) \) resulting from the single magnet passing through two successive coils, and where \( z \) is the vertical displacement of the magnet. The polarities of the pulses have been matched to ensure that the trailing negative excursion of the first pulse is reinforced by the leading negative extrusion of the second. Since the two coils are identical \( V_{p1} = V_{p2} \). Furthermore, as can also be seen from figure 13, the pulse peaks \( V_{p1} \) and \( V_{p2} \) coincide when the displacement between the zero-crossing (indicated by \( z_{c1} \) and \( z_{c2} \)) of the pulses is

\[
z_{c2} - z_{c1} = a + b,
\]

where \( a \) is the \( z \)-distance between \( z_{c1} \) and the trailing peak of \( e_1(z) \), and \( b \) is the \( z \)-distance between \( z_{c2} \) and the leading peak of \( e_2(z) \).

The use of the zero-crossings as a frame of reference is deliberate, as their positions are independent of the coil properties and the magnetic field. This is not true for the position of the peaks, for example. The zero-crossings occur when the rate of change of flux \( \frac{\partial \psi}{\partial t} = 0 \), which occurs when the centre of the magnet passes through the centre of the coil. Consider figure 14, where parameter \( k \) indicates the position at which the peaks of a pulse occur and correspond to the displacement between the leading and trailing coil edges and the displacement between leading and trailing magnet edges. This allows equation (21) to be related to the dimensions shown in figure 14, as follows

\[
z_{c2} - z_{c1} = c_g + h,
\]

where \( c_g \) is the gap between the coils in mm and is given by

\[
c_g = m_h - 2k.
\]

Since the height \( h \) of all coils are identical, equations (22) and (23) will hold for any number of coils when there is a single moving magnet \((m = 1)\). Finally, the total internal resistance of the microgenerator \( R_{mcrg} \) is calculated by multiplying the resistance of a single coil \( R_{coil} \), given by equation (14), by the number of coils \( c \):

\[
R_{mcrg} = c \beta \gamma h.
\]

### 3.3.3. Single coil, multiple magnet configuration

The previous section extended the model for a single coil single magnet microgenerator to one with \( c \) identical coils and one magnet \((m = 1)\). The case of a single coil \((c = 1)\) and \( m \)
identical magnets with identical heights \( m_h \) can be treated in an analogous way. In this case, the RMS of \( E(z) \) is maximized by separating adjacent magnets in the magnet assembly with an iron spacer, and by alternating the polarity of these magnets. As in section 3.3.2, this leads to opposite polarity for successive pulses. This leads to the requirement:

\[
z_{s2} - z_{s1} = s + m_h,
\]

(25)

where \( s \) is the spacing between the magnets and \( m_h \) is the magnet height. The value of \( s \) is given by,

\[
s = h - 2k,
\]

(26)

where once again \( k \) can be determined as described on section 3.3.2.

Since the height of the magnets \( m_h \) in the magnet assembly are identical, equations (25) and (26) will hold for any number of magnets.

3.3.4. Multiple coil, multiple magnet configuration. To obtain a model for a microgenerator with \( c \) coils and \( m \) magnets we simultaneously enforce equations (22) and (25) to obtain:

\[
s + m_h = c_g + h.
\]

(27)

Now, equations (23), (26) and (27) can be used to determine the spacing of the coils and magnets that optimizes the RMS voltage.

3.3.5. Generalized power delivery by multiple coil, multiple magnet designs. We now consider the peak amplitudes of \( E(z) \), the total open-circuit output voltage produced by the linear kinetic energy harvester as an assembly with \( m \) magnets that traverses \( c \) coils. For ease of analysis, we will normalize these peak voltages by the peak amplitude \( V_p \) of the basic pulse, as shown in figure 11. The magnitude of these normalized voltages will be denoted by \( P(n, c, m) \), where \( c \) refers to the number of coils, \( m \) the number of magnets and \( n \) refers to each peak’s index within the peak sequence. Since all magnets have the same geometry and are evenly spaced, and all coils have the same geometry and are evenly spaced, inspection of figure 13 allows us to state for the general case: For \( m > c \):

\[
P(n, c, m) = \begin{cases} P(-n + \lambda, c, m) : N_f \leq n < 0 \\ 2c : 0 \leq n \leq \lambda \\ 2(m - n) - 1 : \lambda < n \leq N_f \\ 0 : \text{otherwise}, \end{cases}
\]

(28)

where

\[
\lambda = m - c - 1 \\
N_f = m - 1 \\
N_l = -c.
\]

For \( m = c \):

\[
P(n, c, m) = \begin{cases} P(-n + 1, c, m) : N_f \leq n < 0 \\ 2c - 1 : n = 0 \\ 2(c - n) + 1 : 0 < n \leq N_f \\ 0 : \text{otherwise}, \end{cases}
\]

(29)

where

\[
N_f = c = m \\
N_l = c - 1 = m - 1.
\]

For \( m < c \):

\[
P(n, c, m) = \begin{cases} P(-n + \lambda, c, m) : N_f \leq n < 0 \\ 2m : 0 \leq n \leq \lambda \\ 2(c - n) - 1 : \lambda < n \leq N_f \\ 0 : \text{otherwise}, \end{cases}
\]

(30)

where

\[
\lambda = c - m - 1 \\
N_f = c - 1 \\
N_l = -m.
\]

In equations (28)–(30), \( N_f \) and \( N_l \) are the values of \( n \) that indicate initial and final peak of the peak sequence.

A specific example, for a microgenerator consisting of \( c = 4 \) coils and \( m = 3 \) magnets is shown in figure 15. Equations (28)–(30) have been used to calculate the magnitudes of the peaks produced by a microgenerator.

The true peak voltage is given by:

\[
\tilde{P}(n, c, m) = |V_p| \cdot P(n, c, m).
\]

(31)

This allows a comparison between kinetic microgenerators with different magnet and coil properties, and hence different values of \( V_p \).

Next we extend equation (19), which models the open-circuit RMS voltage as a function of coil height \( h \) for a single coil, single magnet configuration, to the general case of \( c \) coils and \( m \) magnets. Since \( E(t) \) consists of a series of half-sine wave lobes, with each lobe’s peak given by equation (31), the open-circuit RMS voltage when \( c \) coils and \( m \) magnets are
considered can be obtained by applying equation (19):

\[
E_{\text{RMS}}(c, m) = \sqrt{\frac{\bar{T}_c}{4T}} \sum_{n=1}^{N} \hat{P}(n, c, m)^2,
\]  

(32)

where \(T_c\) is the period of the basic pulse.

Equation (32) provides an approximation of the final open-circuit RMS voltage delivered by the energy harvester in terms of design parameters \(c\) and \(m\). However, since \(T_c\) and \(\hat{P}(n, c, m)\) depend on \(h\), this result can be developed further. We begin by defining the ratio of RMS open-circuit voltages of microgenerators with different values of \(c\) and \(m\), but identical \(h\) using equation (32):

\[
\eta(c_1, m_1, c_2, m_2) = \frac{E_{\text{RMS}}(c_2, m_2)}{E_{\text{RMS}}(c_1, m_1)} = \frac{\left(\sum_{n=1}^{N} \hat{P}(n, c_2, m_2)^2\right)^{1/2}}{\left(\sum_{n=1}^{N} \hat{P}(n, c_1, m_1)^2\right)^{1/2}}.
\]  

(33)

Using equations (17), (19), (20), (32) and (33) and noting, from equation (29), that \(\sum_{n=1}^{N} P(n, 1, 1)^2 = 1^2 + 1^2 = 2\) and by substituting into equation (10), an expression for the average power delivered to the load can be determined:

\[
\bar{P}_{\text{load}}(h, c, m, R_{\text{load}}) = \frac{A^2 R_{\text{load}} \left(1 - \exp(-\omega h)\right)^2 \sum_{n=1}^{N} P(n, c, m)^2}{2(R_{\text{load}} + R_{\text{mcrg}})^2}.
\]  

(34)

By substituting equation (24), the final expression is obtained as a function of all design parameters.

\[
\bar{P}_{\text{load}}(h, c, m, R_{\text{load}}) = \frac{A^2 R_{\text{load}} \left(1 - \exp(-\omega h)\right)^2 \sum_{n=1}^{N} P(n, c, m)^2}{2(R_{\text{load}} + c'h)^2}.
\]  

(35)

We note again here that equation (35) is based on an idealized motion in which the magnet assembly moves through the coils at a constant velocity. Hence this result does not necessarily accurately reflect the power that will be produced by the device in practice. It is, however, expected to indicate which microgenerator among competing designs will produce maximum power during practical operation.

We base this assumption on the observation that the magnet assemblies of different microgenerator designs move through the coils with highly similar velocity profiles. Thus, while the result of the predicted power given by equation (35) may change for different acceleration impulses and velocities, the ranking of the microgenerator devices based on their expected power output will not. As a result, optimizing for idealized motion can be used as a substitute for optimizing for non-idealized motion in our application.

4. Design application

We now apply the methods presented in the previous section to the design of a microgenerator that harvests the maximum amount of energy from the walking motion of a human test subject.

4.1. Physical constraints

Due to a strong emphasis on size limitations in our intended eventual application, axially-magnetized cylindrical N35-grade neodymium iron boron (NdFeB) magnets were selected. The magnets have a radius of 5 mm and a height of 5 mm, and were the strongest readily available at the time. In order to increase the magnetic flux density, two magnets are placed together with poles aligned, resulting in an effective height of 10 mm.

Initial experimentation found than an inner tube radius that was 0.5 mm greater than the magnet radius ensured unhindered motion of the magnet assembly. The microgenerator tube body was 3D printed using PLA with a thickness of 1 mm.

AWG36 gauge copper wire was selected for the coil, giving a wire radius of \(r_w = 0.0635\) mm and a resistance per unit length of \(R_{\text{gauge}} = 1361 \times 10^{-6} \Omega\) mm \(^{-1}\). The small wire gauge allowed a large winding density close to the magnet assembly while minimizing the coil diameter. The resistance per unit length of the wire was also taken into consideration, as its higher value allows flexibility in load-matching by varying \(h\), and hence \(R_{\text{mcrg}}\), as per equation (24).

The horizontal coil thickness \(c_h\) plays a significant role in the open-circuit EMF that is induced. While this does present another possible avenue for optimization, the effect of \(c_h\) is currently not explicitly modelled as a parameter. Instead, by selecting a \(c_h\) value, its effects will be modelled implicitly in equation (17). We determined a suitable value of \(c_h\) by FEA, whereby the value of \(c_h\) is large enough to provide a turn density \(\gamma\) and resistance per turn \(\beta\) that allows for increased EMF and load impedance-matching capability by varying the
Thus the vertical height is constrained by
\[ 2M + C + m_h + m_f + t_{up} + t_{lo} \leq 125 \text{ mm}. \] (41)

For the magnet assembly to move through all the coils, sufficient range of vertical motion is required. This places an additional constraint on the minimum height of the device.

The minimum range of relative motion required is
\[ z_{m(t, top)} - z_{m(t, rest)} \geq M + C + m_h, \] (42)

where \( z_{m(t, top)} = z_{m(t, rest)} = z_f \) as shown in figure 16.

Experimentation indicated that the magnet assembly cannot be reliably constructed for a spacer height less than \( s < s_{\text{min}} = 2.5 \text{ mm}. \) This places an implicit constraint on \( h \), which we can derive from equation (26),
\[ h \geq s_{\text{min}} + 2k. \] (43)

Equations (36) to (39), (42) and (43) now provide a set of parameterized constraints that can be used to produce a set of optimized microgenerator configurations that conform to the practical limitations of the application.

4.2. Parameter calculation and optimization

We are now in a position to calculate the parameters of the mechanical system model and the parameters of the electrical system model. Using both sets of parameters, full optimization of the microgenerator is performed. This results in a number of possible architectures for subsequent comparison and assessment.

4.2.1. Mechanical system model. For the mechanical system model, the magnetic spring force \( \delta_{\text{mag}}(z) \) is found by determining the force between two magnets at discrete points using FEA and then fitting equation (7) to these values. For our choice of magnets this results in the following relation for \( \delta(z) \), where \( z \) is in metres.
\[ \delta(z) = \frac{2.943 \times 10^{-3}}{4\pi z^2 + 1.125 \times 10^{-4}}. \] (44)

The footstep acceleration function \( a_{\text{step}}(t) \) is determined from measurements taken at the lower leg of a walking human, a sample of which is shown in figure 17(a). From video footage, the maximum vertical displacement of the leg was determined to be \( s_h = 0.15 \text{ m} \) and the upstroke-downstroke delay to be approximately \( t_{\text{delay}} = 0.05 \text{ s}. \) The values of the footstep accelerations, \( a_{\text{step}}(t) \), are calculated using equations (2) and (3). The resulting function is shown in figure 17(b).

Finally, the damping coefficient \( b_{\text{damper}} \) is experimentally determined as
\[ b_{\text{damper}} = 150 \cdot S_M, \] (45)

where \( S_M \) is the outer surface area of a cylinder, excluding end caps, of the magnet assembly.

By numerically solving for the parameters of our mechanical system model, given by equation (4), the motional constraint given by equation (42) can be found for different numbers of magnets \( m \). This constraint can then be
Recall that equations (11) and (13) are two key coil properties that allow for the coil resistance of the microgenerator \( R_{\text{mrg}} \) to be estimated. As the coil height \( h \) and the number of coils \( c \) varies during the optimization process, this too leads to variation in \( R_{\text{mrg}} \) during optimization. Since the estimation of the load power is dependent on \( R_{\text{mrg}} \), it must be known at each optimization step. This is made possible by substituting equations (46) and (47) into (35) during the optimization process.

Next, FEA is used to simulate the EMF pulse of a single coil, single magnet model with coil properties given by equations (46) and (47) for a range of discrete values of \( h \). The RMS of the EMF is calculated for each pulse that is produced. Equation (17) is subsequently fit to this RMS data, giving an accurate approximation of the open-circuit RMS EMF as a continuous function of \( h \),

\[
e_{\text{RMS}}(h) \approx 0.2860(1 - \exp(-0.1111h)).
\]  

FEA is also used to determine the point at which the magnet assembly induces the EMF peaks, denoted with figure 14. The value of \( k \) was found to vary with the coil height \( h \) for the range of coil heights tested \((h \leq 50 \text{ mm})\) with the following relationship:

\[
k = h/4.
\]  

The final electrical system parameter that must be determined is the electrical load \( R_{\text{load}} \). In our case this consists of a full-wave bridge rectifier and a BQ25504 energy harvester from Texas Instruments. Since the dynamic behaviour of this device’s input resistance is not specified, it was measured.

It is expected that the kinetic microgenerator will produce an average waveform pulse current between 5 mA \( \leq I_{\text{input}} \leq 10 \text{ mA}\). As a result, the electrical load was selected as \( R_{\text{load}} = 40 \Omega \).

4.3. Architecture optimization

An optimal architecture for the kinetic microgenerator can be determined by maximizing the value of equation (35) in terms of the parameters \( c, m \) and \( h \), given the physical constraints. Since the number of coils and magnets are integers \( c, m \in \mathbb{Z} \), a grid of integer values of \( c \) and \( m \) are used to search for the optimum solution, with each cell of the grid

4.2.2. Electrical system model. The values of \( R_{\text{gauge}} \) were selected in section 4.1, allowing coil properties \( \gamma \) and \( \beta \) to be calculated using equations (11) and (13), respectively. In our specific case, this gives

\[
\beta \approx 0.059227 \Omega/\text{turn} \quad (46)
\]

\[
\gamma \approx 40.06 \text{ turns mm}^{-1}. \quad (47)
\]

Figure 17. Comparison of accelerometer measurements from the leg of a human (in the z-direction) with artificial footstep described in section 3. (a) Typical accelerometer measurements from leg of human in the z-direction. The foot experiences upward accelerations of approximately 2g, downward accelerations of approximately 2g and impact accelerations of 2.2g – 2.42g, after removing the residual gravity measured by the accelerometer. The footstep stages, described in figure 3, are indicated. (b) Artificial footstep used as input for physical system model, with corresponding time instances specified in table 1. This is a human-specific instance of the general footstep model proposed in figure 2.

imposed during architecture optimization. Figure 18 shows the numerical solution of the mechanical system model and indicates the predicted relative displacement between the magnet assembly and the microgenerator tube for different values of \( m \).

Figure 18. Numerical solution of equation (4) for the relative displacement \( z_{\text{mt}}(t) \) between the magnet assembly and the microgenerator tube with input shown in figure 17(b) for different number of magnets \( m \).
treated as an independent, restricted optimization problem of equation (35), with parameters \(c\) and \(m\) fixed. In each case, an optimal value of the parameter \(h\) is determined using the sequential least-squares programming algorithm [29].

The seven best configurations determined by this procedure and their corresponding parameters are listed in table 2, alongside a control baseline architecture that consists of a single coil of height \(h = 10\) mm and a single magnet. The control represents a baseline for what would be considered a naive or initial experimental design for a linear kinetic energy harvester, which consists of a single coil and a single magnet where certain design verification is performed using FEA [30], and is typically found in commercially available energy harvesting shaker flashlights.

The best design uses \(c = 2\) coils each with a height of \(h = 9.72\) mm in conjunction with a magnet assembly consisting of \(m = 2\) magnets.

At this point it must be recalled that the power values given by equation (35) are based on an idealized motion, in which the magnet assembly moves through the coils with constant velocity. While the power estimate does not necessarily accurately indicate the power that will be produced by the device in practice, it is expected to be indicative of the microgenerator design that will produce maximum power during normal operation. Hence these power figures will only be viewed as a relative measure of power for use in comparison with other potential designs.

The microgenerator configurations in table 2 were assessed by simulating the top three configurations and the control using FEA for idealized motion, and calculating the power each design would deliver to \(R_{\text{load}}\). The results of this comparison are shown in figure 19.

From figure 19 we see that the results produced by the idealized model described by equation (35) closely match those of the simulation. It is interesting to note that the proposed model over-estimates the power by a small degree for all configurations other than the control. This is due to the assumption made by the proposed model that the leading and trailing edge of the individual waveforms for the case of \(c > 1\) and/or \(m > 1\), as shown in figure 13, do not overlap with the lobes of other waveforms. This is an approximation, and the small degree of such overlap that does occur in practice leads to a small degree of destructive interference. This is expected to be more prominent for smaller values of \(h\), because in this case there is greater overlap between adjacent pulses. In addition, by treating the pulses as a series of half-sine waveforms, the small EMF present prior to the first pulse and after the last pulse is neglected. However, figure 19 indicates that the effect of these factors is small across a diverse set of microgenerator designs.

### Table 2. Relative power and design parameters for the set of most optimal kinetic microgenerator designs.

| Design | \(P_{\text{load}}\) (W) | \(c\) | \(m\) | \(h\) (mm) | \(L_{\text{min}}\) (mm) |
|--------|------------------|-----|-----|-----------|-----------------|
| 1      | 1.98899 \times 10^{-3} | 2   | 2   | 9.72      | 124.67          |
| 2      | 1.37992 \times 10^{-3} | 1   | 3   | 5.98      | 125.0           |
| 3      | 1.17282 \times 10^{-3} | 1   | 2   | 12.97     | 115.78          |
| 4      | 0.62719 \times 10^{-3} | 3   | 1   | 8.34      | 114.74          |
| 5      | 0.6146 \times 10^{-3} | 4   | 1   | 6.97      | 125             |
| 6      | 0.596775 \times 10^{-3} | 2   | 1   | 9.87      | 102.86          |
| 7      | 0.39094 \times 10^{-3} | 1   | 1   | 12.97     | 91.03           |
| Control| 0.3756 \times 10^{-3} | 1   | 1   | 10.00     | 88.06           |

### 5. Practical testing

We now experimentally validate our previous assumption that a microgenerator configuration produced by the proposed model and optimized for idealized linear-motion remains an optimal microgenerator in practice for more complex motion.

#### 5.1. Methodology

The microgenerator configurations shown in figure 19 were built and assembled according to their specifications, with only a single exception: the tube height for all configurations was set to \(L = 125\) mm to ease the production process. Since the constraint on the tube height is \(L_{\text{min}} \leq L \leq 125\) mm, with \(L_{\text{min}}\) given for each configuration in table 2, this has no effect on the test outcome. The assembled microgenerators are
shown alongside their magnet assemblies in figure 20. The assembled generators each have a total mass of 31.592 g for Design 1, 32.673 g for Design 2, 29.238 g for Design 3 and 17.248 g for the Control.

A mount was fixed to the outer side of a human test subject’s leg as shown in figure 21. The mount allows the microgenerator to be easily and quickly swapped between tests, and ensures that it remains vertically aligned. A full-wave bridge rectifier, voltage divider and accelerometer is attached the leg and a data logger is held in-hand. A simplified circuit diagram is shown in figure 22. The mount, electronics and logger is shown in figure 23. The open-circuit EMF that is induced by the microgenerator is rectified, scaled and logged synchronously with the accelerometer output.

Two sets of practical tests are performed. The first considers the open-circuit case, where no load is attached and the open-circuit EMF is measured. The power that this EMF would deliver to the load can then be calculated using equation (10). The second test considers the closed-circuit case, where a load is attached, and the voltage across this load is measured and used to calculate the power. Hence, the first test evaluates the ideal, open-circuit model for non-idealized motion, while the second test considers the real-world practical case. This allows us to assess first the accuracy of our idealized model, and second our assumption that a microgenerator design that has been optimized using the idealized model remains optimal when applied to the closed-circuit
Figure 23. The human control test is performed using a logger, microgenerator mount and an electronic circuit consisting of a full-wave bridge rectifier, voltage divider and accelerometer.

Figure 24. Excerpt from the test measurements of the open-circuit EMF for the microgenerator configurations shown in figure 20. A total of nine footsteps are shown.

5.2. Procedure

For each test, the subject walked a predetermined short straight course at a normal pace. The course was approximately 40 m in length and perfectly level and clear of obstacles. The course surface consists of concrete surfaced with laminate vinyl flooring. The course took approximately 35 s to complete. After each test, the microgenerator was alternated to mitigate the effect of changes in walking speed, style and gait over time. This process is repeated for a total of 160 tests, 40 times for each microgenerator.

5.3. Results

A sample of the measured open-circuit EMF for each microgenerator configuration is shown in figure 24. Two pulses are seen for each footstep, the first substantially smaller than the second. The first occurs during the deceleration phase and downward acceleration phase of the footstep, \( t_2 < t < t_d \) with \( t \) in figure 3. The second occurs after impact at \( t \geq t_d \), and is followed by some residual EMF induced via oscillation of the magnet assembly on the magnetic spring.

Figure 25 shows the EMF for a single footstep. As expected, we see that for Design 1 \((c = 2, m = 2)\), Design 2 \((c = 1, m = 3)\) and Design 3 \((c = 1, m = 2)\) and the Control \((c = 1, m = 1)\) there are four, four, three and two peaks respectively. Additional minor peaks can be seen following the two primary pulses as a result of magnet assembly oscillation on the magnetic spring after passing through the coils. It is interesting to note that more EMF is induced from this oscillation for Design 2, which also has the longest magnet assembly \((m = 3, s = 3 \text{ mm})\). This allows the upper magnets of the assembly to more easily reach and induce an EMF in the coils. We do not consider this oscillation in the proposed model. However, while not very large, it may provide a means to harvest further energy in future.

The instantaneous power for a series of footsteps for each tested microgenerator configuration calculated using the equation 3.144 mW, 1.886 mW, 1.736 mW and 0.512 mW respectively.

The distribution of the calculated average power dissipated in a 40 \( \Omega \) load for each tested microgenerator configuration is shown in figure 20. The first EMF pulse occurs during the deceleration phase and downward acceleration phase of the footstep and the second pulse occurs after impact, with the footstep phases shown in figure 3. This is followed by an induced EMF due to the oscillation of the magnet assembly.

Figure 25. Measured open-circuit EMF for the microgenerator configurations shown in figure 20 over an interval corresponding to a single footstep. The first EMF pulse occurs during the deceleration phase and downward acceleration phase of the footstep and the second pulse occurs after impact, with the footstep phases shown in figure 3. This is followed by an induced EMF due to the oscillation of the magnet assembly.

Figure 26. The calculated average power dissipated in a 40 \( \Omega \) load for each tested microgenerator configuration calculated using the measured open-circuit RMS of the EMF. The Design 1, Design 2, Design 3 and Control configurations have a median average power of 3.144 mW, 1.886 mW, 1.736 mW and 0.512 mW respectively.

The distribution of the calculated average power dissipated in the load \( P_{\text{load}} = 40 \Omega \) load is calculated from the open-circuit EMF using equations (9) and (10).

The load distribution of the calculated average power dissipated in the load \( P_{\text{load}} \) for each tested microgenerator configuration calculated using equation (10) is illustrated in figure 26. It shows that the order of the power generated by the practical microgenerators agrees with the order of the predicted power output shown in figure 19. It is also noteworthy that the relative differences between the median of the tested configurations mirrors that in figure 19. This provides supporting evidence for our hypothesis that optimization for idealized motion serves as a functional substitute for the optimization for non-idealized motion, as discussed in section 3.3.5.
By calculating the physical volume occupied by each microgenerator we can calculate the power density of each configuration, measured in $\mu$W cm$^{-3}$, shown in Table 3. There appears to be a strong correspondence between the number of coils and magnets and the power density. This is an expected result given the superposition of subsequent EMF pulses discussed in section 3.3.5, which allows significant increases in EMF without commensurable increases in device length and, hence, volume.

6. Potential applications

The method we have proposed is applicable to any form of motion that can be modelled as a series of impulsive forces along the z-axis, and not just the footstep-like motion we use to demonstrate effectiveness. Since the formulation explicitly allows the imposition of constraints such as vertical height and cross section limits, it is well-suited for the design of microgenerators that provide optimal energy generation in size- or weight-constrained situations. Alternatively, it allows a case-by-case assessment of the feasibility of kinetic microgeneration based on the design parameters, load and input forces. The computational model employed eliminates the need for iterative prototyping and practical testing, thereby reducing both the time and the cost of microgenerator design.

The particular application which has motivated this research is wildlife tracking, where size and weight limitations are severe and it is essential to harvest as much power as possible within these constraints. While this remains our first intended practical application, we believe there may be many others. These include energy harvesting from human walking to power wearable technology, and from the impulse-like nature of uneven road surfaces to power autonomous vehicle-mounted sensors.

7. Conclusion

We have considered a linear kinetic energy harvester architecture that consists of an assembly of one or more spaced magnets that passes through one or more coils when the device experiences motion along its axis and that is suspended by a magnetic spring. We considered the specific case of impulsive acceleration as might be the results of a footstep, and not harmonic vibration usually assumed for kinetic energy harvesting. We introduced a mechanical and electrical system model that allows this microgenerator architecture to be optimized for power supplied to a load in terms of its design parameters. These parameters include the individual coil height, number of coils, number of magnets in the magnet assembly and the relative spacing between the coils and magnets. By deliberately designing the model to allow the incorporation of constraints and by selecting a compatible optimization technique, we are able to adapt our architecture to any impulse-like excitation provided there is sufficient single-axis motion.
Our technique was evaluated by application to the practical scenario of designing a microgenerator that can be worn on the leg of a human or animal. First, we predict the top three designs given the physical size constraints. Next, we build physical prototypes of these three designs and measure their performance when attached to the leg of a human subject while walking. In all cases, a baseline system with the simplest possible design is also evaluated. We find that the theoretically predicted relative ordering of the produced power agrees with that observed for the practical systems. This demonstrates that the theoretical optimization also led to practically optimal results. In all cases, the designed system far outperformed the baseline.

The best microgenerator configuration achieved an average load power of 3.144 mW, supplied to a 40 Ω load giving a power density of 179.380 μW cm⁻³ from foot impact accelerations of approximately 2.2 g. This firmly places the best microgenerator configuration in the realm of ultra-low power microcontrollers, making powering of such devices a realistic possibility.
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