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Abstract—Vehicle localization is essential for autonomous vehicle (AV) navigation and Advanced Driver Assistance Systems (ADAS). Accurate vehicle localization is often achieved via expensive inertial navigation systems or by employing compute-intensive vision processing (LiDAR/camera) to augment the low-cost and noisy inertial sensors. Here we have developed a framework for fusing the information obtained from a smart infrastructure node (ix-node) with the autonomous vehicles on-board localization engine to estimate the robust and accurate pose of the ego-vehicle even with cheap inertial sensors. A smart ix-node is typically used to augment the perception capability of an autonomous vehicle, especially when the onboard perception sensors of AVs are blocked by the dynamic and static objects in the environment thereby making them ineffectual. In this work, we utilize this perception output from an ix-node to increase the localization accuracy of the AV. The fusion of ix-node perception output with the vehicle’s low-cost inertial sensors allows us to perform reliable vehicle localization without the need for relying on expensive inertial navigation systems or compute-intensive vision processing onboard the AVs. The proposed approach has been tested on real-world datasets collected from a test track in Ann Arbor, Michigan. Detailed analysis of the experimental results shows that incorporating ix-node data improves localization performance.

I. INTRODUCTION

Precise vehicle localization is critical to intelligent vehicle systems and aims to minimize traffic accidents, congestion, and overall costs of road traffic. For safety, highway operation and local city roads require reliable knowledge of vehicle coordination [1]. Further, accurate positioning enables the driving assistance modules to predict future trajectory of the vehicle and thus supports Advanced Driver Assistance Systems (ADAS) such as Adaptive cruise control (ACC), Forward collision warning (FCW), and Lane departure warning system (LDW).

In this work, we propose infrastructure node-based vehicle localization to estimate vehicle coordination for autonomous vehicles. Infrastructure node [2], [3], as we call ix-node, is an infrastructure based smart sensing system built to perceive the nearby vehicles and pedestrians. Similar to autonomous vehicles carrying their sensors to perceive the surrounding, ix-node has its own sensor heads to run perception algorithm and detect passing by objects. As shown in Fig. 1, we fuse the information collected from the ix-node and autonomous vehicles’ sensing system to improve the overall localization performance of these vehicles. We use Extended Kalman Filter (EKF) based multisensor fusion that combines GPS and IMU data from the vehicle as well as the ix-node perception output from camera and LiDAR. To the best of our knowledge, this is the first work that performs infrastructure node-based localization with real-world testing and validation.

The smart ix-node is a stationary infrastructure based sensing solution which provides some unique benefits to the robotics industry as listed below:

• These systems have their own sensing suite and perception which can be communicated to and used by nearby passing AVs. This forms a unique sensor fusion based approach where we can assimilate information from two different view points and increase the total accuracy of the system as a whole.
• Depending on the need at a particular road intersection, these ix-nodes can be made sensor heavy or light. This kind of flexibility results in a cost-effective autonomy solution because now, the AVs operating in that region can reduce some of their sensors, to become lightweight, and instead use the rich information from these nodes.
• These nodes increase the effective sensing field of view of AVs. If placed at strategic locations, these can fill in blind spots and reduce the probability of accidents and near miss incidents. In addition, these can stand in as a proxy for vehicle sensors just in case a failure occurs.

A number of works [4], [5], [6] have implemented vehicle-to-vehicle (V2V) communication-based platforms where the sensor measurements depend on relative lo-
ocalization between those vehicles. Since ix-node is static, it can represent information in a global reference frame with higher accuracy. As a result, we use it for the purpose of localization in our work. This work utilizes the aforementioned benefits and implements ix-based vehicle localization. In short, our main contributions are:

- Realization of ix-based vehicle localization. Our proposed method was tested on the real-world environment where we built our infrastructure node with sensor heads. The ix-node collects perception data of autonomous vehicles driving nearby the node.
- Improvement of localization performance by incorporating ix-node perception output with vehicle's sensor data. We use Extended Kalman Filter (EKF) based multisensor fusion that combines GPS and IMU data from the vehicle as well as the ix-node perception output from camera and LiDAR.

II. RELATED WORK

Vehicle localization has been extensively studied in the past [1], [7], [8], [9], [10], [11], [12], [13]. The traditional methods [7], [8] integrate GPS with odometry. Wei et al. [14] fuse GPS with visual odometry using EKF for vehicle localization in urban environments. Although combining GPS with odometry can improve the coordination accuracy, these methods provide degraded results when sensors are noisy or sensitive to the environment. Visual odometry is feature dependent and assumes the surrounding with relevant features. Therefore, fusion of only GPS and odometry is unsuitable for reliable localization.

To achieve robust vehicle localization, LiDAR-based localization has been also explored. Kummerle et al. [15] use multi-level surface maps to localize the vehicle using particle filter. Levinson et al. [9] address LiDAR intensity-based localization approach where the intensity offers more cues than the traditional 3D shape matching principles. Recently, Wan et al. [16] combine both LiDAR intensity and altitude information to demonstrate a more robust system that can adapt to environmental changes.

Further, learning-based methods are discussed using LiDAR. Wolcott et al. [17] use a Gaussian mixture map that captures LiDAR intensity and the altitude, and resulting system performs well under challenging weather conditions. Schaupp et al. [18] utilize deep learning for extracting a point cloud descriptor that improves localization results. Lu et al. [19] perform end-to-end point cloud registration for better localization. All of these LiDAR-based approaches require the vehicle to be equipped with the expensive LiDAR sensor and perform computationally intensive point cloud registration.

Map matching based vehicle localization has been also popular in recent years. Li et al. [20] propose a particle filter based map matching algorithm to compute likelihood of the matched road with the topology of the lane-level map. Asghar et al. [21] also execute lane level map matching and perform topological map matching using GPS, odometry, and IMU data. Vora et al. [13] tackle the problem of reliance on prior maps by using freely available aerial imagery to match it against the live LiDAR intensity. With prior knowledge of map, these map matching based methods result in accurate localization, but ICP based matching assumes good initialization and the algorithm depends on the map.

To remedy the aforementioned problems, vehicle-to-vehicle (V2V) communication-based localization has been studied. The V2V communication is robust to GPS signal outage and cooperative sensing capability will add reliability to localization accuracy. Challita et al. [4] use V2V communication with GPS and vision-based ranging system for localizing ego vehicle. Rife et al. [5] utilize V2V, GPS, and vision-based lane-boundary detection for accurate vehicle positioning. Bento et al. [6] achieve V2V-based sensor fusion using encoders and inter-vehicle absolute positioning data from magnet detection. Although V2V approach performs better than GPS and odometry fusion, its robustness is supported by relative measurements. In the case of lane boundary detection method, the system is also sensitive to proper lane marking.

Since V2V-based approach depends on relative measurements, infrastructure-based localization has been recently introduced. Wang et al. [22] combines the location information of traffic lights from a high-precision map. This approach no longer depends on relative location and generates the traffic light map by collecting prior geographical information of traffic lights. The vision information is then fused with INS using EKF to generate high precision localization result. Soatti et al. [23] jointly localize non-cooperative physical features in the surrounding, and the information on sensed features are fused by V2V by a consensus procedure. This work presents theoretical solution to the localization problem with simulation. Our work also addresses infrastructure-based localization, and proposed method is validated by real-world experiment. Our ix-node is capable of detecting vehicles with its sensor heads and thus independently provides absolute measurements. This method does not need to assume good initialization and prior knowledge of map.

III. IX-BASED LOCALIZATION

A. System overview

Let \( X_t = [x_t, y_t]^T \) denote the vehicle state vector. This state vector is in East, North, Up (ENU) coordinate frame and relevant to our application since the utilized sensors (e.g. GPS and ix-node) directly measure \( x \) and \( y \) position of the vehicle. We assume 2D motion and thus resulting output corresponds to East and North components in ENU coordinate frame.

The overall system is summarized in Fig. 3. Vehicle collects linear velocity \((\dot{x}, \dot{y})\) using IMU as well as its position \((x_{GPS}, y_{GPS})\) measured by GPS. Ix-node captures image using camera and generates point cloud using LiDAR. The vehicle candidate generation algorithm produces set of tuples \((x^{ix}, y^{ix})\) that indicate predicted vehicle positions by ix-node. The vehicle and ix-node data are associated
and synchronized in spatial and time domain. Then, EKF-based multisensor fusion is performed to combine both information from the vehicle and ix-node.

B. Vehicle candidate generation

This work utilizes sensors mounted on an infrastructure node, which perceives the vehicle from another perspective. We have deployed multiple infrastructure nodes at each intersection but for the purpose of this study we focus on a single IX node that includes two sensor-heads mounted on a single pole connected to one compute node. Each sensor-head is comprised of a non-spinning LiDAR, a 5MP camera, and infrastructure to power the sensors. The compute node is equipped with an Nvidia TITAN V GPU and a Xeon 2.5GHz CPU and all the processing is done on this compute node. The vehicle and the sensor heads of ix-node are shown in Fig. 2(a) and Fig. 2(b), respectively.

The ix-node perceives the nearby objects by the pipeline shown in Fig. 2. This pipeline implements a late fusion method where detection is run on each sensor modality separately and then the 3D detected objects from LiDAR are tracked and fused with the 2D camera detections to add the classification of objects. Once the tracked objects from each sensor-head are obtained, the tracks from the two sensor-heads are fused to obtain a single view of the environment. We are using YOLO V4 [24] for detecting objects from the images. The 3D detection on LiDAR is done using background removal and then clustering in a Voxel grid representation. For tracking, we’re using EKF that includes the center, dimensions, and velocity of the object in the state. The fusion is simply performed by reprojecting the 3D bounding cuboids onto the image and matching the reprojected box with 2D detections using IoU. Finally, the fusion between the two sensor-heads is done using transforming the tracks to UTM coordinates and matching is done using 3D IoU to obtain the final fused tracks from the IX node.

Fig. 2(c) shows the ix-node perception as well as generated vehicle candidates. The left figure shows the camera view of a moving vehicle, and the right figure shows the point cloud by LiDAR sensors and colored markers as detected vehicle candidates.

C. Dynamic model (EKF Prediction)

The motion prediction equation can be written as:

\[
\dot{X}_{t+1} = f(X_t, u_{t+1}) + \alpha_t
\]

where \(\alpha_t\) is the process noise and Gaussian-distributed. We choose a linear constant velocity model for state prediction, expressed as

\[
x_{t+1} = x_t + \dot{x}_t \Delta t \tag{1}
\]

\[
y_{t+1} = y_t + \dot{y}_t \Delta t \tag{2}
\]

where \(\dot{x}, \dot{y}\) are x and y velocities obtained from IMU, and \(\Delta t\) is time interval.
The Covariance matrix $\hat{\Sigma}_{t+1}$ of motion prediction is represented by

$$\hat{\Sigma}_{t+1} = G_t \Sigma_t G_t^T + R_{t+1}$$

where $G_t$ is the Jacobian matrix of $f(X_t, u_{t+1})$ with respect to $X_t$, $\Sigma_t$ is the covariance matrix of estimation at time $t$, and $R_{t+1}$ is the covariance matrix of the Guassian noise that affects the vehicle state.

D. Data association

Since all the sensors have different timestamps and coordinate systems, we need to synchronize time and associate the data in the same spatial domain. As shown in Fig. 3, we have GPS measurement $(x^{gps}_t, y^{gps}_t)$ and vehicle candidate from ix-node $(x^{ix}_t, y^{ix}_t)$. We synchronize timestamps with respect to POSIX time of the GPS since it has the lowest frequency (10Hz), transform sensor measurements to ENU coordinate frame, and offset the East and North positions by map origin $(x_o, y_o)$. We assume the vehicle has negligible acceleration so the GPS and ix-node outputs are linearized to have the same timestamps.

For initial filtering of generated vehicle candidates, we set a threshold $d_{\text{thresh}}$ to remove the candidates that are too far from the predicted state $(x_{t+1}, y_{t+1})$ and also filter out any noise that is out of ix-node detection range. For multiple candidates that are overlapped to each other, we choose a nearest neighbor from the predicted state. Further, the GPS measurements $(x^{gps}_t, y^{gps}_t)$ that is too far from the predicted state $(x_{t+1}, y_{t+1})$ are ignored. Filtered GPS and ix-node outputs are fed into EKF-based multi-sensor fusion module as $X^{gps}$ and $X^{ix}$, respectively.

E. Multisensor fusion (EKF motion update)

In the system architecture, EKF and ix-node perception output are used as vehicle position measurement. The GPS mounted on the vehicle measures vehicle state in ENU coordinate frame, and the observation equation can be expressed as

$$X^{gps}_{t+1} = \begin{bmatrix} x^{gps}_{t+1} \\ y^{gps}_{t+1} \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x_{t+1} \\ y_{t+1} \end{bmatrix} + \beta_{gps}$$

where $(x^{gps}_{t+1}, y^{gps}_{t+1})^T$ is the GPS measurement and $\beta_{gps}$ is the measurement noise. The covariance matrix of GPS observation error is estimated by

$$Q^{gps}_{t+1} = \begin{bmatrix} \delta^2_{x, gps} & \delta_{x, gps} \cdot \delta_{y, gps} \\ \delta_{x, gps} \cdot \delta_{y, gps} & \delta^2_{y, gps} \end{bmatrix}$$

where $\delta_{x, gps}$ and $\delta_{y, gps}$ are the standard deviations of the GPS measurement noise in $x$ and $y$ directions.

As for ix-node perception, sensor heads including camera and LiDAR run vehicle tracking algorithms that estimate the vehicle state, and the observation equation is given by

$$X^{ix}_{t+1} = \begin{bmatrix} x^{ix}_{t+1} \\ y^{ix}_{t+1} \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x_{t+1} \\ y_{t+1} \end{bmatrix} + \gamma_{ix}$$

where $(x^{ix}_{t+1}, y^{ix}_{t+1})^T$ is the ix-node perception output and $\gamma_{ix}$ is the measurement noise. Similar to the case of GPS, the covariance matrix of ix-node perception error is given by

$$Q^{ix}_{t+1} = \begin{bmatrix} \delta^2_{x, ix} & \delta_{x, ix} \cdot \delta_{y, ix} \\ \delta_{x, ix} \cdot \delta_{y, ix} & \delta^2_{y, ix} \end{bmatrix}$$

where $\delta_{x, ix}$ and $\delta_{y, ix}$ are the standard deviations of the ix-node perception algorithm noise in $x$ and $y$ directions. We refer to Najjar et al. [8] for detailed derivation of the covariance matrix.

We first estimate the vehicle position using GPS measurements and then incorporate ix-node perception outputs. The final output from Extended Kalman Filter for vehicle position is

$$\hat{X}^{gps}_{t+1} = x^{gps}_{t+1} - [x_{t+1}^1, y_{t+1}^1]$$

The covariance matrix of innovation is

$$S^{gps}_{t+1} = H^{gps}_{t+1} \Sigma_{t+1} (H^{gps}_{t+1})^T + Q^{gps}_{t+1}$$

where $H^{gps}_{t+1}$ is the Jacobian matrix of $\hat{X}_{t+1}$ with respect to $X^{gps}_{t+1}$. Kalman gain, corrected position, and associated covariance matrix of GPS measurement are

$$K^{gps}_{t+1} = \Sigma_{t+1} (H^{gps}_{t+1})^T (S^{gps}_{t+1})^{-1}$$

$$\hat{X}_{t+1} = \begin{bmatrix} x_{t+1} \\ y_{t+1} \end{bmatrix} = \hat{X}^{gps}_{t+1} + K^{gps}_{t+1} \gamma_{t+1}$$

Next, the innovation $v^{ix}_{t+1}$ of the ix-perception output is

$$v^{ix}_{t+1} = x^{ix}_{t+1} - \hat{X}_{t+1}$$

The covariance matrix of innovation is

$$S^{ix}_{t+1} = H^{ix}_{t+1} \Sigma_{t+1} (H^{ix}_{t+1})^T + Q^{ix}_{t+1}$$

where $H^{ix}_{t+1}$ is the Jacobian matrix of $\hat{X}_{t+1}$ with respect to $X^{ix}_{t+1}$. Kalman gain of ix-node measurement is

$$K^{ix}_{t+1} = \Sigma_{t+1} (H^{ix}_{t+1})^T (S^{ix}_{t+1})^{-1}$$

The final output from Extended Kalman Filter for vehicle position is given as

$$\hat{X}_{t+1} = \hat{X}^{gps}_{t+1} + K^{ix}_{t+1} \cdot v^{ix}_{t+1}$$

with associated covariance matrix

$$\Sigma_{t+1} = (I - K^{ix}_{t+1} H^{ix}_{t+1}) \Sigma_{t+1}$$

IV. EXPERIMENTS

A. Experimental setup

To validate our algorithm, we run Ford's autonomous vehicle (Fig. [2a]) at Mcity test track [25], a state-of-the-art testing facility designed for testing performance of autonomous vehicles in Ann Arbor, Michigan. The vehicle carries a GPS unit and a Novatel ProPak6 that provides a ground truth trajectory by fusing it's RTK corrected GPS and IMU measurements. Fig. [5] shows the entire trajectory of the vehicle that is run for 300 seconds on the test
Fig. 5. Vehicle’s trajectories measured by GPS and ground truth device with ix-node position (left) and corresponding satellite view map with the ground truth marked in blue (right).

The ground truth Novatel system is mounted on the vehicle at the position that is distance $d_{\text{GNSS}}$ ahead of the GPS. Then, the ground truth measurement $X_{\text{gt}}$ in ENU coordinate frame can be expressed as

$$X_{\text{gt}} = \begin{bmatrix} x_{\text{gt}} - d \cdot \cos(\theta + \frac{\pi}{2}) \\ y_{\text{gt}} - d \cdot \sin(\theta + \frac{\pi}{2}) \end{bmatrix}$$  \hspace{1cm} (18)

where $(x_{\text{gt}}, y_{\text{gt}})$ are raw measurement for vehicle position and $\theta$ is vehicle orientation measured by Novatel’s device.

Fig. 5 shows ix-node position ($I_x, I_y$), overall trajectories for GPS and ground truth, and satellite view map of Mcity.

Fig. 6 shows the error analysis for entire trajectory from Fig. 5. The top shows the root mean square error (RMSE) for estimated trajectory, and the bottom shows localization error histogram. It can be seen that the raw GPS error is non-trivial (e.g. the maximum error is greater than 5m), so the fusion with ix-node is necessary and improves the localization performance. Table I summarises statistics of GPS error for entire trajectory.

\begin{table}[h]
\centering
\caption{Position Error for GPS (Entire Trajectory)}
\begin{tabular}{|l|c|c|}
\hline
Error & Mean & Std. \\
\hline
Longitudinal error (m) & 1.17 & 0.65 \\
Lateral error (m) & 1.20 & 1.05 \\
Total error (m) & 1.91 & 0.82 \\
\hline
\end{tabular}
\end{table}

B. Multisensor fusion for ix-based localization

To evaluate ix-based localization performance, we study three cases where vehicle drives nearby an ix-node. The camera image of Fig. 2(c) shows an instance of such case. For each case, the vehicle is within ix-node’s detection range so we can execute multisensor fusion algorithm combining GPS, IMU, and ix-node perception.

Table II shows the details of used parameters for ix-based localization. For the longitudinal standard deviation of ix-node perception noise $\delta_{x,ix}$, we define the value as

$$f(X_{ix}) = |0.051 \cdot d_{ix} - 0.702|$$  \hspace{1cm} (19)

where $d_{ix} = \sqrt{(x_{ix} - I_x)^2 + (y_{ix} - I_y)^2}$. We have observed that the ix-node perception error increases as the object being detected gets farther away from the ix-node; thus, we model the non-linear covariance matrix that is dynamically changing based on the distance between ix-node and vehicle.

Fig. 7 shows the multisensor fusion results for the three cases. We observe longitudinal and lateral positions provided by ground truth, GPS, ix-node, and proposed fusion method. The RMSE of GPS, ix-node, and fusion method are also plotted. Circled regions in red indicate the intervals when the vehicle runs in a tunnel. Fig. 8 displays corresponding localization error histograms for each case. Quantitative sensor statistics for the position error of each case is detailed in Table III. These errors measure the performance of our localization approach.

From all the cases, we observe that the GPS measurement is noisy in both longitudinal and lateral direction,
Fig. 7. Error analysis of ix-based localization method for three cases when vehicle is running nearby ix-node. Longitudinal and lateral position are provided by ground truth, GPS, ix-node, and proposed algorithm. The localization RMSE is estimated by GPS, ix-node, and proposed fusion method. The circled regions in red indicate the intervals when the vehicle drives in a tunnel.

Fig. 8. Localization error histograms for GPS, ix, and fusion outputs. In all cases, fusion improves localization performance from using GPS data.

| Sensor Statistics | GPS Mean | GPS Std. | IX Mean | IX Std. | Fusion Mean | Fusion Std. |
|-------------------|----------|----------|---------|---------|-------------|-------------|
| Case 1 (m)        | 2.09     | 0.78     | 1.40    | 0.50    | 1.05        | 0.25        |
| Case 2 (m)        | 2.30     | 0.43     | 1.62    | 0.53    | 0.89        | 0.22        |
| Case 3 (m)        | 1.15     | 0.33     | 1.05    | 0.59    | 0.92        | 0.49        |
| Average (m)       | 1.85     | 0.51     | 1.36    | 0.54    | 0.95        | 0.32        |

the mean position errors (raw GPS) for the case 1 and 2 exceed two meters. The ix-node perception has lower position error than GPS output in all cases but higher average standard deviation for position errors. The case 2 and 3 from Fig. 7 show that there exist instances where ix-node perception output fails but it recovers quickly. The ix-node perception error comes from vehicle occlusion and sensor noise so the position of generated vehicle candidates may deviate from the ground truth further than the position estimated by GPS that is Gaussian-distributed from the ground truth. By fusing these two sources of measurement, we see that the mean position errors are improved in all cases, achieving an average of 0.95 meter. The localization error histograms in Fig. 8 also demonstrate that mean errors get shifted to the left when fusing GPS and ix data in case 1 and 2. Although mean errors in case 3 seem similar for ix and fusion, fused data has less standard deviation. In all cases, the mean errors of fusion are reduced from using GPS.

It is also worth noting that the ix-node perception works even if the vehicle is moving in a tunnel. As shown in Fig. 2(c), our ix-node is built so that its detection range covers the case when a vehicle is running in a tunnel. The circled regions in Fig. 7 shows high peaks of GPS errors inside the tunnel due to GPS attenuation. Ix-node still detects the vehicle with sensor heads, and the fusion result shows that ix-node compensates for GPS failure in a tunnel.

V. CONCLUSION

This paper realizes infrastructure node-based vehicle localization. This work utilizes additional sensors mounted on an infrastructure node, namely ix-node, which perceives the vehicle from another perspective. An ix-node has two sensor heads, where each sensor head consists of a camera and a LiDAR. The ix-node perceives the nearby vehicles, and the vehicles can localize themselves better via communication with the ix-node.

We execute ix-based localization framework with Extended Kalman Filter including data association and time synchronization between the vehicle and ix-node. The ix-node has its own perception algorithm to generate vehicle candidates, and the outputs from dynamic model are
associated with the generated candidates to be fed into the multifusion system. We test the proposed algorithm using Ford autonomous vehicle and ix-node built on a test track at Mcity in Ann Arbor, Michigan. The result shows that the proposed ix-based localization performs better than GPS and ix perception in all cases, achieving less than one meter of mean position error. It is also observed that the ix-node compensates for GPS failure in a tunnel.

The future work will implement ix-based localization framework with multiple ix-node. We intend to explore combining information at the sensor level like the raw images and pointclouds instead of the perception output.
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