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ABSTRACT

In cluster-specific studies, ordinary logistic regression and conditional logistic regression for binary outcomes provide maximum likelihood estimator (MLE) and conditional maximum likelihood estimator (CMLE), respectively. In this paper, we show that CMLE is approaching to MLE asymptotically when each individual data point is replicated infinitely many times. Our theoretical derivation is based on the observation that a term appearing in the conditional average log-likelihood function is the coefficient of a polynomial, and hence can be transformed to a complex integral by Cauchy’s differentiation formula. The asymptotic analysis of the complex integral can then be performed using the classical method of steepest descent. Our result implies that CMLE can be biased if individual weights are multiplied with a constant, and that we should be cautious when assigning weights to cluster-specific studies.
1 Introduction

Consider a cluster-specific logistic model with $J$ clusters and $K_j$ individual data points in each cluster. The total number of individuals is

$$N := \sum_{j=1}^{J} K_j.$$  \hspace{1cm} (1.1)

We assume that there are $P$ individual level covariates, and denote the covariates and binary outcome of individual $k$ in cluster $j$ by $P$-dimensional vector $X_{j,k} = (X_{j,k,1}, \cdots, X_{j,k,P})^T$ and binary scalar $Y_{j,k}$, respectively. The cluster-specific logistic model is set up as

$$\text{logit}\{P(Y_{j,k} = 1 | X_{j,k}, b_j)\} = X_{j,k}^T \beta + b_j, \ \forall k = 1, \ldots, K_j, \ \forall j = 1, \ldots, J.$$  \hspace{4mm} (1.2)

Here, the parameters of interest are $\beta = (\beta_1, \cdots, \beta_P)^T \in \mathbb{R}^P$ and the nuisance parameter $b_j$. Note that $b_j$ is a cluster-specific effect for the $j$-th cluster. We make the cluster independence assumption in the logistic model (1.2).

Assumption 1 (Cluster independence). The clusters are independent of each other, i.e.,

$$(Y_j, X_j, b_j) \perp \perp (Y_{j'}, X_{j'}, b_{j'}) \text{ for any } j \neq j'.$$

Here $\perp \perp$ is the independence notation.

The above assumption means that individuals from different clusters are independent of each other. Such assumption is consistent with our understanding of the data structure in the cluster-specific study designs. In the sequel we may refer to the above assumption as the “cluster independence assumption”.

In the following sections, we review the ordinary and conditional logistic regression models, and then describe our problem of interest on the asymptotic property of conditional maximum likelihood estimators arising from survey sampling. We prove our main result in Section 2. Detailed proof of a key proposition is described in Appendix A.
1.1 Ordinary and conditional logistic regression estimators

The ordinary logistic regression model has the following average log-likelihood:

\[ \bar{l}^\theta(\beta, b) = \frac{1}{N} \sum_{j=1}^{J} \sum_{k=1}^{K_j} Y_{j,k} (X_{j,k}^T \beta + b_j) - \log \left[ 1 + \exp(X_{j,k}^T \beta + b_j) \right]. \] (1.3)

Here recall from (1.1) that we use \( N := \sum_{j=1}^{J} K_j \) to denote the total number of individuals. The estimating equations are

\[ \sum_{k=1}^{K_j} \frac{\exp(X_{j,k}^T \beta + b_j)}{1 + \exp(X_{j,k}^T \beta + b_j)} = \sum_{k=1}^{K_j} Y_{j,k}, \quad \forall j = 1, \ldots, J, \] (1.4)

\[ \sum_{j=1}^{J} \sum_{k=1}^{K_j} \frac{\exp(X_{j,k}^T \beta + b_j)}{1 + \exp(X_{j,k}^T \beta + b_j)} X_{j,k} = \sum_{j=1}^{J} \sum_{k=1}^{K_j} Y_{j,k} X_{j,k}. \]

We assume that there exists a finite valued maximum likelihood estimator (MLE) \((\hat{\beta}^\theta, \hat{b}^\theta)\).

Note that for any finite-valued parameters \( \beta \) and \( b \) we have \( 0 < \exp(X_{j,k}^T \beta + b_j)/[1 + \exp(X_{j,k}^T \beta + b_j)] < 1 \) in the left-hand-side of (1.4). Consequently, under our assumption that finite-valued MLE exists, we have \( 1 \leq \sum_{k=1}^{K_j} Y_k \leq K_j \).

The average log-likelihood function \( \bar{l}^\theta(\beta, b) \) is concave. It is strictly concave under the following assumption:

**Assumption 2.** All elements in \( X_{j,k} \) are finite valued, and the \( N \times (P + J) \) matrix consisting of row vectors \((X_{j,k}^T, e_j^T)^T, k = 1, \ldots, K_j \) and \( j = 1, \ldots, J \) has full column rank.

In the sequel we may refer to the above assumption as the “column rank assumption”. The strict concavity result under the above assumption is well known and can be verified by checking that the Hessian of function \( \bar{l}^\theta(\beta, b) \) is positive definite for any \((\beta, b)\). Due to its strict concavity, there exists at most one maximizer of the function \( \bar{l}^\theta(\beta, b) \).

For our future discussion, we also adopt an equivalent description of the average log-likelihood function. Given any finite valued \( \beta \), observe that there exists unique \( b_j \)’s that satisfy the \( J \) equations in (1.4), since the function \( b_j \mapsto \sum_{k=1}^{K_j} \exp(X_{j,k}^T \beta + b_j)/[1 + \exp(X_{j,k}^T \beta + b_j)] \) is strictly monotonically increasing. Therefore, for each cluster \( j \) we can denote function \( \tau_j(\beta) \)
to be the unique root to the \( j \)-th equation in the estimating equation (1.4) with respect to the
given \( \beta \). Consequently, solving MLE \((\hat{\beta}^o, \hat{b}^o)\) by maximizing the average log-likelihood (1.3)
is equivalent to maximizing the following function:

\[
l^o(\beta) = \frac{1}{N} \sum_{j=1}^{J} \sum_{k=1}^{K_j} Y_{j,k}(X_{j,k}^T \beta + \tau_j(\beta)) - \log \left[ 1 + \exp(X_{j,k}^T \beta + \tau_j(\beta)) \right].
\]

The estimating equations become

\[
\sum_{j=1}^{J} \sum_{k=1}^{K_j} Y_{j,k}X_{j,k} - \sum_{j=1}^{J} \sum_{k=1}^{K_j} \exp(X_{j,k}^T \beta + \tau_j(\beta)) \frac{1}{1 + \exp(X_{j,k}^T \beta + \tau_j(\beta))} X_{j,k} = 0.
\]

Since function \( T^o(\beta, b) \) has at most a unique maximizer under Assumption 2, we can conclude
that there also exists at most one unique maximizer of function \( l^o(\beta) \) in (1.5).

The CMLE of conditional logistic regression is obtained by maximizing the overall condi-
tional likelihood composed of joint probabilities conditional on sufficient statistics. For model
(1.2), the sufficient statistic for \( b_j \) in model (1.2) is the outcome sum \( \sum_{k=1}^{K_j} Y_{j,k} \) in the \( j \)-th
cluster. Letting \( y_j = (y_{j,1}, y_{j,2}, \ldots, y_{j,K_j})^T \) be the observed cluster level outcome in the \( j \)-th
cluster, the conditional joint probability is

\[
P \left( Y_j = y_j \middle| \sum_{k=1}^{K_j} Y_{j,k} = \sum_{k=1}^{K_j} y_{j,k} \right) = \frac{\prod_{k=1}^{K_j} P(Y_{j,k} = y_{j,k} | X_{j,k}, b_j)}{\sum_{r \in V_j} \prod_{k=1}^{K_j} P(Y_{j,k} = r_{j,k} | X_{j,k}, b_j)}
\]

\[
\left( \prod_{k=1}^{K_j} \exp(y_{j,k} X_{j,k}^T \beta) \right) \frac{1}{\sum_{r \in V_j} \prod_{k=1}^{K_j} \exp(r_{j,k} X_{j,k}^T \beta)}.
\]

Here \( V_j = \{ r := (r_1, \ldots, r_{K_j})^T \in \{0, 1\}^{K_j} \mid \sum_{k=1}^{K_j} r_k = \sum_{k=1}^{K_j} y_{j,k} \} \) is the set of all possible
permutations of outcomes in the \( j \)-th cluster. Note from the above equation that the clus-
ter level conditional joint probability does not depend on \( b_j \). Also, when \( \sum_{k=1}^{K_j} Y_{j,k} \) is either
0 or \( K_j \), the conditional joint probability is trivial: \( P(Y_j = 0 | \sum_{k=1}^{K_j} Y_{j,k} = 0) = P(Y_j = 1 | \sum_{k=1}^{K_j} Y_{j,k} = K_j) = 1 \). Under the assumption that \( 1 \leq \sum_{k=1}^{K_j} Y_{j,k} \leq K_j - 1 \), the conditional
joint probability in (1.6) can be considered as the probability of a multivariate Fisher’s non-
central hypergeometric distribution, where the exponential form \( \exp(X_{j,k}^T \beta) \) is treated as a
weight (Fisher, 1935; Cornfield, 1956; Agresti, 1992).
Based on the conditional joint probability in (1.6), we obtain the corresponding overall average conditional log-likelihood

$$l^c(\beta) = \frac{1}{N} \left\{ \sum_{j=1}^{J} \sum_{k=1}^{K_j} Y_{j,k} X^T_{j,k} \beta - \sum_{j=1}^{J} \log \left[ \sum_{r \in V_j} \exp \left( \sum_{k=1}^{K_j} r_k X^T_{j,k} \beta \right) \right] \right\}.$$  

The above function is concave since it is the sum of a linear function and the negative of a log-sum-exp function (see, e.g., Boyd et al. (2004) for the convexity of log-sum-exp functions). A conditional maximum likelihood estimator (CMLE), denoted as $\hat{\beta}_c$, can be obtained by solving the estimating equations

$$J \sum_{j=1}^{J} K_j \sum_{k=1}^{K_j} Y_{j,k} X_{j,k} - J \sum_{j=1}^{J} \sum_{r \in V_j} \exp \left( \sum_{k=1}^{K_j} r_k X^T_{j,k} \beta \right) r_k X_{j,k} = 0.$$  

We finish this subsection with a discussion on the relationship between MLE and CMLE. By comparing the estimating equations (1.1) and (1.1), we have

$$J \sum_{j=1}^{J} K_j \sum_{k=1}^{K_j} \exp \left\{ X^T_{j,k} \hat{\beta}_o + b_j(\hat{\beta}_o) \right\} X_{j,k} = J \sum_{j=1}^{J} \sum_{r \in V_j} \exp \left( \sum_{k=1}^{K_j} r_k X^T_{j,k} \beta \right) r_k X_{j,k}. \quad (1.7)$$

There are a few previous results in the literature that are special cases of the above relation. Specifically, for a matched-pair design with no covariates other than the treatment/control information (i.e., $P = 1$ and $K_j \equiv 2$), it has been proved by Andersen (1980, pp. 244-245) and Agresti (2012, pp. 493) that (1.7) becomes $\hat{\beta}_o = 2 \hat{\beta}_c$. For a matched-pair design with more covariates (i.e., $P > 1$ and $K_j \equiv 2$), in He and Brumback (2013) and He (2012), it is proved that (1.7) becomes $\hat{\beta}_o = 2 \hat{\beta}_c$. For a $1 : K$ matched treatment-control design ($K > 1$) with no covariates other than the treatment/control information (i.e., $P = 1$ and $K_j \equiv 1 + K$), it is shown in He (2018) that (1.7) reduces to

$$\sum_{t=1}^{K} \frac{n_t}{K-t+1} e^{\hat{\beta}_c} = \sum_{t=1}^{K} \frac{t-1}{2(K-t+1)} e^{\hat{\beta}_o} - \frac{K-t}{2(K-t+1)} + \frac{1}{2(K-t+1)} \sqrt{\Delta_{K,t}(\hat{\beta}_o)},$$

where $n_t$ is the number of clusters satisfying $\sum_{k=1}^{K_j} Y_{j,k} = t$, and $\Delta_{K,t}(\hat{\beta}_o) := [(t-1) e^{\hat{\beta}_o} - (K-t)]^2 + 4t(K_j - t) e^{\hat{\beta}_o}$. 


1.2 Problem of interest: MLE and CMLE in survey sampling

Let us consider MLE and CMLE in survey sampling. If individuals in the data are sampled from a target population, we have to implement sampling weights in the estimating equations, since the estimating procedures are targeted at the larger population rather than the sample. One may understand the sampling weight structure as repeated observations at each data point (He and Brumback, 2013; He, 2018). Let us consider a specific sampling weight structure that is equivalent to \( R \) replications of samples. After replication, in the \( j \)-th cluster we have \( R K j \) data points \((X_{j,k}^{(t)}, Y_{j,k}^{(t)})\), \( t = 1, \ldots, R \) and \( k = 1, \ldots, K_j \) in which

\[
X_{j,k}^{(1)} = \cdots = X_{j,k}^{(R)} = X_{j,k} \quad \text{and} \quad Y_{j,k}^{(1)} = \cdots = Y_{j,k}^{(R)} = Y_{j,k}, \; \forall k, j. \tag{1.8}
\]

The total number of data points is now \( NR \), where recall from (1.1) that \( N = \sum_{j=1}^{J} K_j \).

Applying ordinary logistic regression to the replicated data points, by (1.3) the average log-likelihood is

\[
\bar{I}^o(\beta, b) = \frac{1}{NR} \sum_{j=1}^{J} \sum_{k=1}^{K_j} \sum_{t=1}^{R} Y_{j,k}^{(t)} \left( (X_{j,k}^{(t)})^T \beta + b_j \right) \log \left( 1 + \exp \left( (X_{j,k}^{(t)})^T \beta + b_j \right) \right)
\]

\[
= \frac{1}{N} \sum_{j=1}^{J} \sum_{k=1}^{K_j} Y_{j,k} (X_{j,k}^T \beta + b_j) \log \left( 1 + \exp (X_{j,k}^T \beta + b_j) \right).
\]

Here the last equality is from (1.8). Therefore, the above average log-likelihood remains the same as (1.5).

For conditional logistic regression, the average conditional log-likelihood over the replicated data becomes

\[
I^c(\beta) = \frac{1}{NR} \left\{ \sum_{j=1}^{J} \sum_{k=1}^{K_j} \sum_{t=1}^{R} Y_{j,k}^{(t)} (X_{j,k}^{(t)})^T \beta - \sum_{j=1}^{J} \log \left[ \sum_{r \in V_j} \exp \left( \sum_{k=1}^{K_j} \sum_{t=1}^{R} Y_{j,k}^{(t)} (X_{j,k}^{(t)})^T \beta \right) \right] \right\}
\]

\[
= \frac{1}{NR} \left\{ \sum_{j=1}^{J} \sum_{k=1}^{K_j} \sum_{t=1}^{R} Y_{j,k} \left( X_{j,k} \beta \right) \log \left[ \sum_{r \in V_j} \exp \left( \sum_{k=1}^{K_j} \sum_{t=1}^{R} r_k^{(t)} (X_{j,k}^{(t)})^T \beta \right) \right] \right\}.
\]
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Here we use (1.8) to obtain the last equality. The set \( V_j \) now is

\[
V_j = \left\{ r := (r^{(1)}_1, r^{(2)}_1, \ldots, r^{(R)}_1, \ldots, r^{(1)}_K, r^{(2)}_K, \ldots, r^{(R)}_K) \in \{0, 1\}^{RK_j} \left| \sum_{k=1}^{K_j} \sum_{t=1}^{R} r^{(t)}_k = R \sum_{k=1}^{K_j} y_{j,k} \right. \right\}.
\]

Let us fix a specific cluster \( j \). Introducing \( r_k := \sum_{t=1}^{R} r^{(t)}_k \) we have \( r_k \in \{0, 1, \ldots, R\} \) and \( \sum_{k=1}^{K_j} r_k = R \sum_{k=1}^{K_j} Y_{k,j} \). Moreover, observe that for any \( r_k \), there are in total \( \binom{R}{r_k} \) combinations of binary values \( r^{(1)}_K, r^{(2)}_K, \ldots, r^{(R)}_K \) such that \( \sum_{t=1}^{R} r^{(t)}_k = r_k \). Counting all the combinations when performing the sum over \( r \in V_j \), we have

\[
\sum_{r \in V_j} \exp \left( \sum_{k=1}^{K_j} \left( \sum_{t=1}^{R} r^{(t)}_k \right) X_{j,k}^T \beta \right) = \sum_{r_1, \ldots, r_{K_j} \in \{0, 1, \ldots, R\}} \binom{R}{r_1} \cdots \binom{R}{r_{K_j}} \exp \left( \sum_{k=1}^{K_j} \left( \sum_{t=1}^{R} r^{(t)}_k \right) X_{j,k}^T \beta \right).
\]

Applying the above result, we obtain the following description of conditional average log-likelihood over \( R \) replications of data points:

\[
l^c_R(\beta) = \frac{1}{RN} \left[ R \sum_{j=1}^{J} \sum_{k=1}^{K_j} Y_{j,k} X_{j,k}^T \beta - \sum_{j=1}^{J} \log g_{j,R, \sum_{k=1}^{K_j} Y_{j,k}} (\beta) \right], \tag{1.9}
\]

where

\[
g_{j,R,T}(\beta) := \sum_{r_1, \ldots, r_{K_j} \in \{0, 1, \ldots, R\}} \binom{R}{r_1} \cdots \binom{R}{r_{K_j}} \exp \left( \sum_{k=1}^{K_j} r_k X_{j,k}^T \beta \right). \tag{1.10}
\]

Clearly, when we change the number of replications \( R \), the conditional average log-likelihood function \( l^c_R(\beta) \) and the associated estimation equation will also change accordingly. The main goal of this paper is answer the following research question:

**Research questions:** What is the asymptotic property of the average log-likelihood \( l^c_R(\beta) \) when \( R \to \infty \)? What is the relation between the CMLE \( \hat{\beta}_R \) and MLE \( \hat{\beta}_o \) when \( R \to \infty \)?
1.3 A motivating example

In this section, we conduct a simulation study to demonstrate how the aforementioned replication $R$ may affect the performance of the MLE and CMLE. Our example is based on the following logistic model:

$$\logit\{P(Y_{j,k} = 1|X_{j,k}, b_j)\} = b_j + X_{j,k,1}\beta_1 + X_{j,k,2}\beta_2.$$ 

In this model, there are two covariates for the $k$-th individual in the $j$-th cluster. The number of individuals in any $j$-th cluster is set to $K_j \equiv K$. For any $j$ and $k$, the first covariate $X_{j,k,1}$ describes the treatment/control assignment. We set $X_{j,1,1} = 1$ and $X_{j,2,1} = \cdots = X_{j,K,j,1} = 0$, which indicates a $1 : (K - 1)$ matched treatment-control design: the first individual in each cluster always receives the treatment and the rest always receive control. The second covariate $X_{j,k,2}$ is randomly generated through an i.i.d. standard normal distribution. For any $j$, we set the cluster-specific effect in the $j$-th cluster to $b_j = \delta_j - 5\bar{X}_{j,\cdot,1} + 3\bar{X}_{j,\cdot,2}$, where $\delta_j \sim N(0,1)$ and $\bar{X}_{j,\cdot,1}$ and $\bar{X}_{j,\cdot,2}$ are the means of the first and second covariates in the $j$-th cluster respectively. The value of the true parameter is set to $(\beta_1, \beta_2) = (0.5, 0.8)$. Each simulation repeats 10,000 times.

In the simulation, we set $K_j \equiv K = 3$ and $J = 100$ to indicate a cluster-specific $1 : 2$ matched treatment-control design with 100 clusters in each replication of simulation. As discussed in Section 1.2, the MLE is invariant with respect to the number of replications $R$; the estimated value of the MLE is $(\hat{\beta}_1^0, \hat{\beta}_2^0) = (0.801, 1.283)$ with estimated variance = $(0.383, 0.265)$. The CMLEs with respect to different numbers of replications $R$ are listed in Table 1.

A few remarks are in place. First, the simulation result suggests that the MLE is biased. Second, comparing all CMLEs with respect to the number of replications $R$, the simulation result for the CMLE with $R = 1$ has the smallest bias, and the bias increases as $R$ increases. Finally, the difference between the MLE and CMLE is becoming smaller as $R$ increases. In fact, we observe from this simulation an interesting behavior of the CMLE with respect to different values of $R$: when $R = 1$, the value of the CMLE is far from that of the MLE, and the bias of the CMLE is small; as $R$ increases, the value of the CMLE is converging to that
Table 1: Simulation study to investigate asymptotic property of the CMLE with respect to the number of replications $R$. The true parameter is $(\beta_1, \beta_2) = (0.5, 0.8)$. The MLE for all versions of $R$ in the simulation is $(\hat{\beta}_1^o, \hat{\beta}_2^o) = (0.801, 1.283)$ with estimated variance $= (0.383, 0.265)$.

2 Main result

Our goal in this paper is to show that the CMLE converges to the MLE under the cluster independence and column rank assumptions:

**Theorem 1.** For the cluster-specific logistic model described in (1.2), let $\hat{\beta}^c(R)$ and $\hat{\beta}^o$ denote the CMLE with number of replications $R$ and the MLE respectively. Under Assumptions 1 and 2, for any fixed $J$ and $K_j$'s, if the CMLEs $\hat{\beta}^c(R)$ and MLE $\hat{\beta}^o$ exist, we have that $\hat{\beta}^c(R)$ approaches $\hat{\beta}^o$ as $R$ approaches infinity.

A few remarks are in place for the above theorem. First, based on the above result, we
are now able to develop a new perspective in terms of the relationship between the MLE and CMLE. In particular, the MLE can be understood as an extreme case of the CMLE in which the sample is replicated infinitely many times. Equivalently, we can also conclude that the conditional logistic regression with a large number of data point replications is closely related to the ordinary logistic regression. Second, the above theorem indicates that we should be extremely careful with the number of replications when performing conditional logistic regression for survey sampling. As observed in Section 1.3, the MLE is a biased estimator that is invariant to the $R$. Therefore, Theorem 1 indicates that the CMLE can be potentially biased when the chosen number of replications is large. Finally, the theorem can be relaxed to the case when only a subsequence of CMLEs $\{\hat{\beta}^c(R)\}_{R=1}^\infty$ exist.

Before describing the proof of Theorem 1, we discuss our strategy of the proof and the technical challenge within. Briefly speaking, the key component of our analysis is the discovery of pointwise convergence of functions $l^c_R(\beta)$ to $l^o(\beta)$ as $R \to \infty$. Theorem 1 then follows immediately by noting that concavity and uniqueness of MLE improves such pointwise convergence to uniform convergence (see, e.g., Theorem II.1 in Andersen and Gill, 1982; Rockafellar, 1970). Specifically, we can apply Corollary II.2 in Andersen and Gill (1982), which states the following:

**Proposition 1.** Consider a sequence of finite-valued concave functions $\{M_R(\beta)\}_{R=1}^\infty$ that converge pointwisely to a function $M(\beta)$. Suppose that a unique maximizer $\beta^*$ exists for $M(\beta)$, and that $\{\hat{\beta}_R\}$ is a sequence of maximizers of $M_R(\beta)$. We have $\hat{\beta}_R \to \beta^*$ when $i \to \infty$. Also, if we change the pointwise convergence assumption to pointwise convergence in probability, i.e., if $\{M_R(\beta)\}_{i=1}^\infty$ are random functions that converge pointwisely in probability to $M(\beta)$, then we have $\hat{\beta}_R P \to \beta^*$.

The main challenge in our analysis is on the pointwise convergence of $l^c_R(\beta)$ to $l^o(\beta)$ as $R \to \infty$. Specifically, we need to analyze the behavior of the function $g_{j,R,T}(\beta)$ in (1.10) as $R \to \infty$, which involves asymptotic analysis of the sum of the multiplication of several combinatorial factors. Fortunately, through an application of the method of steepest descent for integral approximation, we can obtain the following proposition:
Proposition 2. For any fixed vector $\beta$, positive integer $K$, and points $X_1,\ldots,X_K \in \mathbb{R}^P$, consider function $f : \mathbb{R}^P \rightarrow \mathbb{R}$ described by

$$f_R(\beta) = \sum_{r_1,\ldots,r_K \in \{0,1,\ldots,R\}} \prod_{k=1}^K \exp \left( \sum_{s=1}^K r_s X_k^T \beta \right)$$

(2.1)

where $0 \leq T \leq K$ is a fixed positive integer. We have

$$e^{-Ru(0)} f_R(\beta) = O_p(1) R^{-1/2} + o_p(1)$$

and consequently

$$\lim_{R \to \infty} \frac{1}{R} \log f_R(\beta) = u(0).$$

Here $O_p(1)$ denotes any term that is bounded in probability with respect to $R$, $o_p(1)$ denotes any terms that converges to 0 in probability when $R \to \infty$, and $u(0)$ is a real valued constant evaluated at $\theta = 0$ of the following complex-valued function $u(\theta)$:

$$u(\theta) = -\tau(\beta) T - i(K - T)\theta + \sum_{k=1}^K \log \left( e^{i\theta} + \exp(X_k^T \beta + \tau(\beta)) \right),$$

(2.2)

in which $i = \sqrt{-1}$ and $\tau(\beta)$ is implicitly defined as the root $\tau$ to the following equation:

$$T - \sum_{k=1}^K \frac{\exp(X_k^T \beta + \tau)}{1 + \exp(X_k^T \beta + \tau)} = 0.$$  

(2.3)

The application of the above proposition to the function $g$ in (1.9) yields the pointwise convergence of $l_R^c(\beta)$ to $l^o(\beta)$. To the best of our knowledge, the above result is nontrivial and has not been discovered in the literature. Our proof is inspired by (Halász and Székely, 1976) in which the special case with $T = 1$ is proved. The detailed proof will be postponed to Section A in the Appendix.

We are now ready to prove Theorem 1.

Proof of Theorem 1. For any fixed $\beta$ and $j = 1,\ldots,J$, applying Proposition 2 to the description of $l_R^c(\beta)$ in (1.9) (with $K = K_j$, $T = \sum_{k=1}^{K_j} Y_{j,k}$, $X_k = X_{j,k}$, $f_R(\beta) = g_{j,R,\sum_{k=1}^{K_j} Y_{j,k}}(\beta)$,
and \( \tau(\beta) = \tau_j(\beta) \), we have

\[
\lim_{R \to \infty} \frac{1}{R} \log g_{j,R,\sum_{k=1}^{K_j} Y_{j,k}}(\beta) = u(0) := -\tau_j(\beta) \sum_{k=1}^{K_j} Y_{j,k} + \sum_{k=1}^{K_j} \log(1 + \exp(X_{j,k}^T \beta + \tau(\beta))).
\]

Noting the above and the descriptions of \( l^o(\beta) \) and \( l^c_R(\beta) \) in (1.5) and (1.9) respectively, we have

\[
\lim_{R \to \infty} \left[ l^o(\beta) - l^c_R(\beta) \right] = \lim_{R \to \infty} \frac{1}{N} \sum_{j=1}^{J} \left[ \tau_j(\beta) - \log(1 + \exp(X_{j,k}^T \beta + b^o_{j,K})) + \frac{1}{R} \log g_{j,R,K,\sum_{k=1}^{K_j} Y_{j,k}}(\beta) \right] = 0.
\]

The above result shows the pointwise convergence \( l^c_R(\beta) \to l^o(\beta) \) as \( R \to \infty \). Applying Proposition 1 (with \( M_R(\beta) = l^o_R(\beta) \), \( \hat{\beta}_R = \hat{\beta}_R^c \), \( M(\beta) = l^o(\beta) \), and \( \beta^* = \hat{\beta}^o \)), we conclude that \( \hat{\beta}_R^c \to \hat{\beta}^o \) as \( R \to \infty \).

## 3 Discussion

In this paper, we discuss the performance of both ordinary logistic regression and conditional logistic regression methods when each individual data point is replicated many times. Specifically, the conditional logistic regression is asymptotically equivalent to the ordinary logistic regression for the infinitely replicated sample, i.e. \( \lim_{R \to \infty} \hat{\beta}_R^c = \hat{\beta}^o \). Consequently, when the individual data points are replicated, conditional logistic regression results in a biased estimation. Noting that the replication of data points is in a sense related to the design of sampling weights (He and Brumback, 2013; He, 2018), our results implies that we should be cautious when working on weight structure to the samples.
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APPENDIX

A Proof of Proposition 2

Our goal in this section is to prove Proposition 2. The key concept is to notice that the function $f_R(\beta)$ is indeed the coefficient of a polynomial and can be transformed to a complex integral by apply Cauchy’s differentiation formula. The classical method of steepest descent can then be applied to analyze the integral, yielding the asymptotic estimate of $f_R(\beta)$.

Proof of Proposition 2. Letting $\xi_k = \exp(\mathbf{X}_k^T \beta)$ and computing the coefficients of the polynomial $\prod_{k=1}^K (z + \xi_k)^R$ with respect to its variable $z$, we have

$$\prod_{k=1}^K (z + \xi_k)^R = \sum_{l=0}^{KR} \left[ \sum_{r_1,\ldots,r_K \in \{0,1,\ldots,R\}} \frac{R^{r_1} \cdots R^{r_K}}{r_1! \cdots r_K!} \xi_1^{r_1} \cdots \xi_K^{r_K} \right] z^{KR-l}.$$

Comparing the above expansion with the definition of $f_{R,K}(\beta)$ in (2.1), we observe that $f_{R,K}(\beta)$ is indeed the coefficient of $z^{R(K-T)}$ in the above expansion. For any $\rho > 0$, by applying Cauchy’s differentiation formula to the above polynomial over the disk $\{z : |z| \leq \rho\}$ we have

$$f_R(\beta) = \frac{1}{2\pi i} \oint_{|z| = \rho} \frac{\prod_{k=1}^K (z + \xi_k)^R}{z^{R(K-T)+1}} dz$$

$$= \frac{1}{2\pi i} \int_{-\pi}^{\pi} (\rho e^{i\theta})^{-R(K-T)-1} \exp \left[ R \sum_{k=1}^{K} \log \left( \rho e^{i\theta} + \xi_k \right) \right] \rho e^{i\theta} d\theta$$

(A.1)

$$= \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{k(\rho,\theta)} d\theta, \forall \rho > 0,$$
where in the last equality by simplifying terms and noting that $\xi_k = \exp(X^T_k \beta)$ we have

$$h(\rho, \theta) = -R(K - T) \log \rho - iR(K - T)\theta + R \sum_{k=1}^K \log(\rho e^{i\theta} + \exp(X^T_k \beta)). \quad (A.2)$$

In order to analyze the asymptotic behavior of $f_R(\beta)$ in the integral form (A.1), we apply the classical method of steepest descent (see, e.g., Wong (2001)) to the integral. In particular, noting that (A.1) holds for any $\rho > 0$, the method of steepest descent suggests a specific value of $\rho = e^{-\tau(\beta)}$ where $\tau(\beta)$ is defined by equation (2.3), so that $\partial_{\theta} h(\rho, 0) = 0$. Indeed, we can verify that when $\rho = e^{-\tau(\beta)}$, using the definition of $\tau(\beta)$ in (2.3) we have

$$\partial_{\theta} h(e^{-\tau(\beta)}, 0) = -iR(K - T) + iR \sum_{k=1}^K \frac{e^{-\tau(\beta)}}{1 + \exp(X^T_k \beta + \tau(\beta))} = 0.$$

Setting $\rho = e^{-\tau(\beta)}$ in (A.1) and noting the description of $h(\rho, \theta)$ in (A.2) we obtain

$$f_R(\beta) = \frac{1}{2\pi} \int_{-\pi}^\pi e^{R u(\theta)} \, d\theta, \quad (A.3)$$

where $u(\theta) = h(e^{-\tau(\beta)}, \theta)/R$. It is easy to verify that $u(\theta)$ has form (2.2). Note that with the specific choice $\rho = e^{-\tau(\beta)}$ we have $u'(0) = \partial_{\theta} h(e^{-\tau(\beta)}, 0) / R = 0$.

To study the behavior of the integral (A.3) when $R \to \infty$, we separate it to two parts with

$$I_1 := \frac{1}{2\pi} \int_{-\delta}^{\delta} e^{R u(\theta)} \, d\theta \quad \text{and} \quad I_2 := \frac{1}{2\pi} \int_{[-\pi, \pi] \setminus [-\delta, \delta]} e^{R u(\theta)} \, d\theta,$$

where $\delta \in (0, \pi/2)$ is a constant that will be determined later. We will analyze integrals $I_1$ and $I_2$ separately.

The analysis of $I_1$ requires the following Taylor expansion of $u(\theta)$ at $\theta = 0$:

$$u(\theta) = u(0) + u'(0)\theta + \frac{1}{2} u''(0)\theta^2 + \frac{1}{6} u'''(\theta^*)\theta^3 = u(0) - O_p(1)\theta^2 + O_p(1)\delta^3. \quad (A.4)$$

Here $\theta^* \in [-\delta, \delta]$ is used in the remainder term of the Taylor expansion. The last equality is since $u'(0) = 0$ and the observation that $u(\theta)$ does not depend on $R$. Applying the
reformulation of $u(\theta)$ in (A.4) to the definition of $I_1$ we have

$$I_1 = \frac{1}{2\pi} e^{Ru(0) + O_p(1)\delta^3} \int_{\delta}^{\infty} \exp \left( -O_p(1) R \theta^2 \right) d\theta$$

$$= \frac{1}{2\pi} e^{Ru(0) + O_p(1)\delta^3} \left[ \int_{-\infty}^{\infty} \exp \left( -O_p(1) R \theta^2 \right) d\theta - 2 \int_{\delta}^{\infty} \exp \left( -O_p(1) R \theta^2 \right) d\theta \right]$$

$$= \frac{1}{2\pi} e^{Ru(0) + O_p(1)\delta^3} \left[ O_p(1) R^{-1/2} - \int_{\delta}^{\infty} \exp \left( -O_p(1) R \theta^2 \right) d\theta \right]$$

$$= e^{Ru(0) + O_p(1)\delta^3} \left[ O_p(1) R^{-1/2} - O_p(1) R^{-1}\delta^1 \exp \left( -O_p(1) R \delta^2 \right) \right].$$

Here the last equality is due to the boundedness result

$$\int_{\delta}^{\infty} \exp \left( -O(1) R \theta^2 \right) d\theta \leq \int_{\delta}^{\infty} \exp \left( -O(1) R \delta \theta \right) d\theta = O(1) R^{-1}\delta^1 \exp \left( -O(1) R \delta^2 \right).$$

Let us continue to the integral $I_2$. Noting the description of $u(\theta)$ and $u(0)$ (see (2.2)) we have that for any $\theta \in [-\pi, \pi] \setminus [-\delta, \delta]$ where $0 < \delta < \pi$,

$$|e^{Ru(\theta)}| = e^{Ru(0)} \left| e^{-iR(k-T)\theta} \prod_{k=1}^{K} \left( e^{i\theta} + \exp(X_k^T \beta + \tau(\beta)) \right) \right|^R$$

$$= e^{Ru(0)} \prod_{k=1}^{K} \left( \frac{1 + 2 \exp(X_k^T \beta + \tau(\beta)) \cos \theta + \exp(2X_k^T \beta + 2\tau(\beta))}{1 + 2 \exp(X_k^T \beta + \tau(\beta)) + \exp(2X_k^T \beta + 2\tau(\beta))} \right)^{R/2}$$

$$\leq e^{Ru(0)} \prod_{k=1}^{K} \left( \frac{1 + 2 \exp(X_k^T \beta + \tau(\beta)) \cos \delta + \exp(2X_k^T \beta + 2\tau(\beta))}{1 + 2 \exp(X_k^T \beta + \tau(\beta)) + \exp(2X_k^T \beta + 2\tau(\beta))} \right)^{R/2}.$$

Using the inequalities $\cos \delta \leq 1 - \delta^2/6$ and $\log(1 + x) \leq x$, we have

$$|e^{Ru(\theta)}| \leq e^{Ru(0)} \prod_{k=1}^{K} \left| 1 - \frac{\exp(X_k^T \beta + \tau(\beta))\delta^2}{3(1 + 2 \exp(X_k^T \beta + \tau(\beta)) + \exp(2X_k^T \beta + 2\tau(\beta)))} \right|^{R/2}$$

$$= e^{Ru(0)} \exp \left[ \frac{R}{2} \sum_{k=1}^{K} \log \left( 1 - \frac{\exp(X_k^T \beta + \tau(\beta))\delta^2}{3(1 + 2 \exp(X_k^T \beta + \tau(\beta)) + \exp(2X_k^T \beta + 2\tau(\beta)))} \right) \right]$$

$$\leq e^{Ru(0)} \exp \left[ -\frac{R}{2} \sum_{k=1}^{K} \frac{\exp(X_k^T \beta + \tau(\beta))\delta^2}{3(1 + 2 \exp(X_k^T \beta + \tau(\beta)) + \exp(2X_k^T \beta + 2\tau(\beta)))} \right]$$

$$\leq e^{Ru(0)} \exp \left( -\frac{RK\delta^2}{12} \right),$$

hence

$$I_2 \leq \frac{1}{2\pi} \int_{[-\pi, \pi] \setminus [-\delta, \delta]} |e^{Ru(\theta)}| d\theta \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} |e^{Ru(\theta)}| d\theta \leq e^{Ru(0)} \exp \left( -\frac{RK\delta^2}{12} \right).$$

(A.6)
Summarizing (A.5) and (A.6), we conclude that for any $\delta \in (0, \pi/2)$,

$$e^{-Ru(0)} f_R(\beta) = e^{O_p(1) R \delta^3} \left[ O_p(1) R^{-1/2} - O_p(1) R^{-1} \delta^{-1} \exp \left( -O_p(1) R \delta^2 \right) \right] + \exp \left( -\frac{RK\delta^2}{12} \right).$$

Specifically, setting $\delta = R^{-1/3}$ in the above relation, we conclude that $e^{-Ru(0)} f_R(\beta) = O_p(1) R^{-1/2} + o_p(1)$. Consequently,

$$\lim_{R \to \infty} \frac{1}{R} \log f_R(\beta) - u(0) = \lim_{R \to \infty} \frac{1}{R} \log \left[ e^{-Ru(0)} f_R(\beta) \right] = \lim_{R \to \infty} \frac{1}{R} \log \left[ O_p(1) R^{-1/2} + o_p(1) \right] = 0.$$

$\square$