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Abstract
ParticLS (Particle Level Sets) is a software library that implements the discrete element method (DEM) and meshfree methods. ParticLS tracks the interaction between individual particles whose geometries are defined by level sets capable of capturing complex shapes. These particles either represent rigid bodies or material points within a continuum. Particle-particle interactions using various contact laws numerically approximate solutions to energy and mass conservation equations, simulating rigid body dynamics or deformation/fracture. By leveraging multiple contact laws, ParticLS can simulate interacting bodies that deform, fracture, and are composed of many particles. In the continuum setting, we numerically solve the peridynamic equations—integro-differential equations capable of modeling objects with discontinuous displacement fields and complex fracture dynamics. We show that the discretized peridynamic equations can be solved using the same software infrastructure that implements the DEM. Therefore, we design a unique software library where users can easily add particles with arbitrary geometries and new contact laws that model either rigid-body interaction or peridynamic constitutive relationships. We demonstrate ParticLS’ versatility on test problems meant to showcase features applicable to a broad selection of fields such as tectonics, granular media, multiscale simulations, glacier calving, and sea ice.
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1 Introduction
Small-scale processes, such as the interaction of sand grains or fracture dynamics, impact the large-scale behavior of many materials. We devise a new software library that numerically simulates such phenomena using meshless methods or the discrete element method (DEM). These techniques solve equations derived from conservation of mass and momentum and constitutive models relating material deformation and stress. Meshless methods, like peridynamics [40], smoothed-particle hydrodynamics [34], or reproducing kernel particle methods [7], use partial differential equations or integro-differential equations to describe the material behavior. Alternatively, the DEM explicitly models small-scale behavior through the motion and interaction of discrete particles (e.g., sand grains) [1,11,20,23,24]. Although DEM and meshless methods have fundamentally different material representations, we use abstract computational structures to implement both methods in a single software library, called ParticLS (Particle Level Sets). We will refer to both the DEM and peridynamics as “meshfree” techniques to highlight their similar computational structure. ParticLS is uniquely designed as an object-oriented software library that leverages software concepts such as abstraction and inheritance to organize and structure the code. Therefore, ParticLS provides core functionality that users can use to simulate complex geophysical systems such as sea ice or soils.

The macroscale properties of granular media require simulating computationally expensive interactions between irregularly shaped particles [10,21]. Methods in the literature for representing complex shapes include clumping spherical particles [14], 3-dimensional polyhedra [28,29], tablet shaped particles [43], or axisymmetrical particles [12]. However, computing particle-particle contact information (e.g., the location where two particles collide) becomes
computationally expensive given many particles or complex geometries [25,43]. Alternatively, irregular particle boundaries can be represented using the zero level set of a signed distance function (SDF) [26,27].

ParticLS uses this level set approach, as formulated by [26,27], which allows us to formulate a novel contact detection scheme as a constrained optimization problem. The contact point between a home particle and its neighbor is a point on the home particle’s boundary that minimizes the neighbor particle’s SDF. This generalized approach allows ParticLS to represent many unique particle geometries within one simulation without having to specify different contact models for every potential particle geometry combination. Users only need to define an SDF to add a new particle geometry that works with this contact detection algorithm.

ParticLS can also model deformable bodies using peridynamics, which can simulate fracturing and discontinuous materials [13,32]. Peridynamics replaces the divergence operator on the Cauchy stress with an integral operator; these equations are valid even along crack tips and discontinuities where the spatial derivatives used to compute stress equations are analogous to a DEM. (3)

Section 2 describes the model formulation for both the DEM and peridynamics, specifically highlighting how the discretized peridynamic equations are analogous to a DEM. Section 3 describes the optimization-based contact detection algorithm. Section 4 describes ParticLS’ object-oriented framework and Sect. 5 shows selected examples to demonstrate ParticLS’ unique capabilities.

2 DEM and peridynamic background

2.1 Discrete element method (DEM)

The equations for the DEM are derived from force balance and conservation of angular momentum [11]. ParticLS’s DEM implementation evolves the global position and orientation of a specific particle relative to a reference frame. We use lowercase symbols and letters to denote quantities in the global frame and uppercase symbols to represent quantities in the local reference frame. Let X denote the d ∈ {2, 3} dimensional coordinate in a reference frame such that the particle’s center of mass is at X = 0.

In this frame, a particle’s geometry is defined by a SDF ϕ : Rd → [26,27] such that

\[ \varphi(X) = \begin{cases} < 0 & \text{if } X \text{ is inside the particle} \\ = 0 & \text{if } X \text{ is on the particle’s boundary} \\ > 0 & \text{if } X \text{ is outside the particle.} \end{cases} \]

Furthermore, the magnitude |ϕ(X)| defines the minimum distance between X and a point on the boundary. For the purpose of this paper, we assume that the particles are convex. Let \( \bar{y}_i(t) \) be the center of mass of particle \( i \in \{1, 2, \ldots, n\} \) in a global coordinate frame at time \( t \) and \( u_i(t) \) be the displacement at time \( t \) such that \( u_i(0) = 0 \) and \( \bar{y}_i(t) = \bar{x}_i + u_i(t) \), where \( \bar{x}_i \) is the center of mass at \( t = 0 \). We employ quaternions to represent the orientation of the particles, which can be defined in terms of a unit orientation vector \( \chi_i(t) \) (\( \| \chi_i(t) \|_2 = 1 \)) and angle \( \theta_i(t) \)

\[ q_i(t) = \cos \left( \frac{\theta_i(t)}{2} \right) + \left( \chi_i^{(0)}(t) \hat{i} + \chi_i^{(1)}(t) \hat{j} + \chi_i^{(2)}(t) \hat{k} \right) \sin \left( \frac{\theta_i(t)}{2} \right), \] (2)

where \( \chi_i^{(k)}(t) \) is the kth component of \( \chi_i(t) \), such that rotating the particle about \( \chi_i(t) \) by \( \theta_i(t) \) radians aligns the global and reference coordinate frame. The transformation

\[ X(x, \bar{y}_i(t), q_i(t)) = q_i(t) \circ (x - \bar{y}_i(t)) \]

maps the global coordinate \( x \) into the ith particle’s local reference frame. The \( \circ \) operator is the action of rotating the vector \( x \) by the quaternion \( q_i \).

The particles are translated and rotated in the global frame according to Newton’s second law and conservation of angu-
lar momentum. Given the translational velocity $v_i(t) = \dot{x}_i(t)$ where the dot denotes time derivatives,

$$\dot{v}_i(t) = v_i(t)$$

$$m_i\dot{v}_i(t) = m_i\dot{v}_i(t) = \sum_{j=1}^{n} f_{ij}(t) + b_i(t),$$

where $m_i$ is the mass of particle $i$, $f_{ij}(t)$ is the force acting on particle $i$ from particle $j$, and $b_i(t)$ are body forces acting on particle $i$ (e.g., gravity). For particle $i$, let the vector $w_i(t)$ be the angular velocity, which defines the pure quaternion $w_i(t) = (0, \omega_i(t))$. The angular velocity describes the change in orientation

$$\dot{q}_i(t) = \frac{1}{2} w_i(t) \times q_i(t),$$

and evolves via conservation of angular momentum

$$I_i(t)\dot{\omega}_i(t) = \sum_{j=1}^{n} \tau_{ij}(t) - \dot{I}_i(t)\omega_i(t),$$

where $I(t)$ and $\dot{I}_i(t)$ is the moment of inertia for particle $i$ in the global frame and its time derivative and $\tau_{ij}(t)$ is the torque acting on particle $i$ from particle $j$. In two dimensions, the rotational equations (5) significantly simplify because the particle is restricted to the $x$-$y$ plane, and therefore, we only need the orientation angle $\theta_i(t)$. The angular velocity is now also a scalar quantity such that (5a) is replaced by $\dot{\theta}_i(t) = \omega_i(t)$.

### 2.2 Peridynamic formulation

In the peridynamic framework, non-local forces acting across finite distances allow discontinuities and cracks to form within continuous materials [39,40]. Let $\Omega$ be a ball with radius $\delta$ centered at $x$. Forces are modeled as bonds between a point $x$ and points in its horizon $\Omega$, as illustrated in Fig. 1.

![Fig. 1 Illustration of the non-local forces acting on the middle particle in a peridynamic setting. Each circle represents the material point $B_r(x')$. The gray region corresponds to the horizon $B_r(x)$ of the middle particle. Each arrow in the right image corresponds to the pair-wise force per volume squared $\eta(x-x', t)$ contributing to the force on the middle particle after discretization.](image-url)

Given a material with density $\rho(x)$, the peridynamic equation is

$$\rho(x)\ddot{u}(x, t) = \int_{B_\delta(x)} \eta(x, x', t) \, dx' + \beta(x, t),$$

where $u(x, t)$ is the unknown displacement, $\eta(x, x', t)$ is the pairwise force per volume squared, and $\beta(x, t)$ is the body force per volume. Mechanical restrictions require that

$$\eta(x, x', t) = -\eta(x', x, t),$$

$$\eta(x, x', t) = 0 \text{ when } \|x - x'\| > \delta,$$

and

$$\int_{\Omega} y(x, t) \times \int_{B_\delta(x)} \eta(x, x', t) \, dx' \, dx = 0,$$

where $y(x, t) = x + u(x, t)$ is the deformation [39,40]. These restrictions are sufficient conditions to conserve linear and angular momentum. To discretize, we first integrate over a ball centered at material point $x_i$ with radius $r \ll \delta$

$$\int_{B_r(x_i)} \rho(x)\ddot{u}(x, t) \, dx = \int_{B_r(x_i)} \int_{B_r(x)} \eta(x, x', t) \, dx' + \beta(x, t) \, dx.$$  

Let the density $\rho_i = \rho(x_i)$ and assume that it is approximately constant in $B_r(x_i)$. We also assume that the discrete force per volume squared $\eta_{ij}(t) = \eta(x_i, x_j, t)$ is approximately constant with respect to the position $x$ (or $x'$) in the ball $B_r(x_i)$ (or $B_r(x'_i)$) and that $\eta_{ij}(t) = 0$ if $\|x_i - x_j\| > \delta$. Similarly, we assume that the acceleration $\ddot{u}_i(t) = \ddot{u}(x_i, t)$ and body force density $\beta_i(t) = \beta(x_i, t)$ are constant in $B_r(x_i)$. The discrete peridynamic equation is, therefore,

$$\rho_i V_r \ddot{u}_i(t) \approx \sum_{j=1}^{n} \eta_{ij}(t)V_j^2 + \beta_i(t)V_r,$$

where $V_r$ is the volume of a $r$-radius ball. Defining $m_i = \rho_i V_r$, $f_{ij}(t) = \eta_{ij}(t)V_j^2$, and $b_i(t) = \beta_i(t)V_r$ derives the peridynamic analog to (4). The restriction on $\eta(x, x', t)$ requiring (8) ensures that the system conserves angular momentum and, therefore, we do not need to explicitly evolve the orientation of each particle [40].

### 2.2.1 State-based peridynamics

ParticLS implements state-based peridynamics, which is an extension of the formulation above but a detailed descrip-
tation is beyond the scope of this paper—see [40] for details. Briefly, state-based peridynamics theory defines the pairwise force per squared volume \( \eta(x, x', t) \) via a force vector state \( F[x, x', t](x' - x) \), which is a potentially nonlinear and discontinuous operator \( F[x, x', t] \) that acts on the bond \( \xi = x' - x \) [40]. State-based peridynamics is the special case of (6) with

\[
\eta(x, x', t) = F[x, x', t](x' - x) - F[x', x, t](x - x').
\]

We assume forces only act across bonds, therefore, define

\[
Y[x, x', t](x' - x) = \frac{y(x', t) - y(x, t)}{\|y(x', t) - y(x, t)\|_2}
\]

(12)
to be the unit vector state that points across the deformed bond \( y(x, t) - y(x', t) = (x' + u(x', t)) - (x + u(x, t)) \). The force state of ordinary materials is, therefore, written in terms of a scalar state \( f(x, x', t) \)

\[
F[x, x', t](x' - x) = f(x, x', t)Y[x, t](x' - x).
\]

(13)

Given \( f(x, x', t) \), (13) defines the force state that is substituted into (11).

### 3 Optimization-based contact detection

As introduced in Sect. 1, ParticLS implements a novel contact detection routine that is formulated as an optimization problem based on the particles’ SDFs. The LS-DEM, developed by [26], stores discrete points along a particle’s boundary (zero level set surface). Contact is detected by looping over these boundary points and determining if a neighbor’s SDF is negative for each boundary point. This approach has two potential drawbacks: (i) it is computationally expensive to iterate through each set of boundary points for simulations with many particles and (ii) the contact force between the two particles can be sensitive to the number of points that are placed on the particle boundary [30]. Instead, ParticLS formulates an optimization problem that finds the point on the “home” particle that penetrates deepest into its neighbor. This contact routine is defined abstractly in terms of the SDF so that new particle geometries are easily added by defining the corresponding SDF.

Consider two particles defined by their centers of mass \((\bar{x} \text{ and } \bar{x}')\), orientations \((q \text{ and } q')\), and SDFs \((\phi(X(x, \bar{x}, q) \text{ and } \phi'(X(x, \bar{x}', q'))\); denote these particles \( p = (\bar{x}, q, \phi) \) and \( p' = (\bar{x}', q', \phi') \). We refer to a ‘point of contact’ as the location on one particle’s boundary that is closest to the neighboring particle, or the deepest point of penetration if the particles are penetrating each other. A potential point of contact is located at a point \( x_1 \) on the boundary of particle \( p \) that is closest to particle \( p' \).\(^1\) There is a corresponding point \( x_2 \) on the boundary of particle \( p' \) that minimizes the distance to particle \( p \). Mathematically, these contact points solve the optimization problem

\[
\begin{align*}
\min_{x_1, x_2 \in \mathbb{R}^d} & \quad \phi(X(x_2, \bar{x}, q)) + \phi'(X(x_1, \bar{x}', q')) \\
\text{subject to} & \quad \phi(X(x_1, \bar{x}, q)) = 0 \\
& \quad \phi'(X(x_2, \bar{x}', q')) = 0.
\end{align*}
\]

(14)

In principle, we can use any standard optimization algorithm to solve this problem. In some cases, such as sphere-sphere contact, this problem has a known analytical solution. In others, we can leverage the specific form of the signed distance function to devise a specialized algorithm; for example, the Gauss-Seidel can efficiently solve this problem for polygon-polygon contact. More generally, when we do not have an analytical solution or specialized algorithm we solve this optimization problem using the alternating direction method of multipliers (ADMM)—also called Douglas-Rachford splitting [5,16,35]. Importantly, ADMM does not require derivative information of the SDF, instead relying on the proximal operator, which allows particle geometry to have sharp corners. Since the SDF is continuous by definition, this algorithm does not impose any restrictions on the particle geometry. A detailed description of these algorithms is beyond the scope of this paper.

Previous “brute-force” contact detection algorithms, which stores \( n \) points along the zero level set, are often significantly more computationally expensive than solving the optimization problem posed in Eq. (14). Specifically, in the brute force algorithm, the “home” particle needs to evaluate its neighbor’s SDF at all \( n \) points on its boundary. In comparison, ADMM typically converges very quickly. We also use the solution from the previous timestep as an initial condition, which often leads to convergence in 1-2 iterations. Additionally, ADMM finds the deepest penetration point up to a user-specified tolerance, rather than approximating this point using a pre-defined set along the particle boundary. Finally, storing the required \( n \) boundary points for every particle in the simulation can require a huge amount of computer memory for simulations with many thousands of particles.

For convex particles, the points \( x_1 \) and \( x_2 \) are unique [35] and represent potential contact locations. The particles are

\(^1\) Although we have assumed that particles are convex, this method is compatible for non-convex particles with minimal alterations. In the non-convex case, multiple contact points are possible and each potential contact point corresponds to a local minimum of Eq. (14). We can identify these local solutions by repeatedly solving the optimization problem with different initial guesses. The details of the non-convex case are beyond the scope of this paper and we, therefore, leave further discussion to future work.
In Fig. 2. Mathematically, the bond is defined by a vector pointing from the first particle to the second, as shown in certain non-convex contact scenarios. This allows for multiple contact points, which we expect to happen for the potential contact points for the non-convex particles, and particle and the neighbor. The resultant set of points describes and then find the potential contact points between each sub-particles, we divide their geometry into convex sub-particles and then find the potential contact points between each sub-particle and the neighbor. The resultant set of points describes potential contact points for the non-convex particles, and allows for multiple contact points, which we expect to happen in certain non-convex contact scenarios.

3.1 Example: elastic contact

Elastic contact highlights an example where the force and torque are parameterized by the contact summary (15) [11].

Given two particles \( p(t) = (\bar{x}(t), \bar{q}(t), \varphi) \) and \( p'(t) = (\bar{x}'(t), \bar{q}'(t), \varphi') \), the normal force is

\[
F_{n,e}(t) = -\kappa_n \| \varphi'(X(x_1, \bar{x}'(t), q'(t))) \| < 0 \| \xi \|, \tag{16}
\]

where \( \| \cdot \| \) is the indicator function. The shear force evolves according to

\[
\dot{F}_{s,e}(t) = -\kappa_s \| \varphi'(X(x_1, \bar{x}'(t), q'(t))) \| < 0 \| v_a(t) \| \tag{17}
\]

with \( F_{s,e}(0) = 0 \). If the particles are not in contact then we reset \( F_{s,e} = 0 \)—this is important if the particles ever deflect away from each other then come back into contact. A Coulomb friction criterion is applied to the shear force according to

\[
F_{s,e} = \begin{cases} F_{s,e}(t) & \text{if } \| F_{s,e}(t) \| \leq \mu \| F_{n,e}(t) \| \\ \mu F_{n,e}(t) & \text{otherwise} \end{cases} \tag{18}
\]

where \( \mu \) is the friction coefficient. The total force acting on particle \( p \) due to particle \( p' \) is therefore \( F(t) = F_{n,e}(t) + F_{s,e}(t) \) and the torque is \( \tau(t) = ((x_1 + x_2)/2 - \bar{x}) \times F(t) \). In this example, we define the moment arm \((x_1 + x_2)/2\) to be halfway between the points that solve (14). In two dimensions, this simplifies by restricting all translation and rotation to the \( x-y \) plane.

3.2 Example: viscoelastic contact

We also highlight linear viscoelastic contact, which can be conceptualized as a linear spring-dashpot system [37]. This model is similar to the elastic contact model but with additional viscous damping components that remove energy from particle interactions. The normal force due to damping is

\[
F_{n,v}(t) = -\gamma_n v_r(t), \tag{19}
\]

where \( \gamma_n \) is the normal viscous damping coefficient. Therefore the total normal force is \( F_n(t) = F_{n,e}(t) + F_{n,v}(t) \). The same evolution Eq. (17) models the shear force, however, viscoelastic contact adds an additional shear force component that accounts for damping:

\[
F_{s,v}(t) = -\gamma_s v_a(t), \tag{20}
\]

where \( \gamma_s \) is the tangential viscous damping coefficient. Therefore, the total normal force is \( F_s(t) = F_{s,e}(t) + F_{s,v}(t) \). The total shear force applies the same Coulomb friction criterion in (18). The torque remains \( \tau(t) = ((x_1 + x_2)/2 - \bar{x}) \times F(t) \).
4 ParticLS object-oriented implementation

ParticLS defines abstract objects that dictate an interface to important functionality for meshfree methods. Through inheritance and abstraction users can easily customize base functionality to implement new particle geometries, body forces, contact forces, etc. This makes ParticLS a useful tool for a wide variety of applications, e.g. soil mechanics, fracturing bodies, and/or sea ice. We refer to objects/data structures as “classes” and denote them with the typewriter font.

ParticLS evolves time-dependent quantities of interest by evolving a collection of abstract objects called StateObjects, which are stored in the Simulation. The simulation-level state is the combined state of its StateObjects. ParticLS compartmentalizes Simulation into (i) a collection of time-dependent StateObjects, (ii) numerical algorithms required to evolve the states (finding particle nearest neighbors and time-integration), and (iii) observers that extract quantities of interest at specified times.

4.1 Collections of time-dependent state objects

Unlike other particle methods, this allows ParticLS to additionally evolve non-particle states—for example, time-dependent geometries. Each StateObject stores a time-dependent parameter, such as a rigid body’s position and velocity or the shear force defined by (17) and (20). Rather than explicitly integrating the shear force, many algorithms use first-order finite difference to approximate an explicit expression for $F_s$. However, if we use a higher-order method to integrate particle position, the time-discretization of the shear force must also be updated—otherwise we lose higher-order accuracy in time. Rather than tie expressions for time-dependent quantities to their discretization, we incorporate them into the time-dependent state of the Simulation object via the StateObject structure.

Rigid particles (material points in the peridynamic setting) are implemented as RigidBody, which inherit from StateObject. RigidBody stores the

1. center of mass (a $d$ dimensional vector $x_i(t)$).
2. reference particle geometry (a pointer to a Geometry object),
3. translational velocity (a $d$ dimensional vector $v_i(t)$),
4. orientation (an angle $\theta_i(t)$ in two dimensions and a quaternion $q_i(t)$ in three dimensions), and
5. angular velocity (a scalar in two dimensions and a three dimensional vector in three dimensions $\omega_i(t)$).

The global coordinate $x$ is transformed into the particle’s reference coordinate $X$ via (3) using the center of mass and orientation. Given the reference coordinate $X$, the RigidBody evaluates its Geometry’s SDF (1) to determine its shape. The Geometry object also computes the particle’s mass and moment of inertia, given density $\rho(X)$. The RigidBody object also contains vectors of BodyForces and ContactForces, which represent forces acting on the particle. Given the net force, torque, translational velocity, and angular velocity, RigidBody computes the time-derivative of its state using (4) and (5).

The Simulation object storing the RigidBodys uses their time derivatives to evolve in time. Simulation also evolves other time-dependent StateObjects, such as shear forces stored in ContactForces.

4.2 Algorithms for evolving simulations

4.2.1 Finding nearest neighbors with $k$-d trees

The Searcher object finds the nearest neighbors for each particle in the simulation. We define “nearest neighbors” with a distance metric between particles $d(p_i, p_j)$ and say $p_i$ and $p_j$ are neighbors if $d(p_i, p_j) < \delta$. For reference, the worst case algorithm is to first loop over every particle, and for each of these ‘outer’ particles we again loop over all of the particles and decide if they are neighbors. The overall complexity of the algorithm is therefore $O(n^2)$. Instead, we organize the particles in a $k$-d tree to significantly reduce the complexity of finding the nearest neighbors. Assuming $d(p_i, p_j) = \|\vec{x}_i - \vec{x}_j\|_2$, a $k$-d tree stores each particle as a node in a binary tree [6]. ParticLS uses the open source software package nanoflann to construct $k$-d trees [8]. On average, the complexity of constructing a $k$-d tree is $O(n \log(n))$ and finding the nearest neighbors is $O(\log(n))$ per particle. Therefore, the overall complexity of constructing the tree and finding each particle’s nearest neighbors is $O(2n \log(n))$. We note that this complexity estimate assumes that particles are relatively evenly distributed throughout the domain or that the search finds the $k$ nearest neighbors (rather than the neighbors within radius $\delta$). It is also important to note that the $k$-d tree approach is limited by the Euclidean distance metric between points.

4.2.2 Integrating simulation state in time

ParticLS implements second order Runge-Kutta for all StateObjects except RigidBody, which use the second order velocity Verlet. Given timestep $\Delta t$ and any StateObject that is not a RigidBody, the time discretization is

$$s_{t+\frac{1}{2}} = s_t + \frac{\Delta t}{2} f(s_t, t\Delta t),$$

$$s_{t+1} = s_{t+\frac{1}{2}} + \frac{\Delta t}{2} f(s_{t+\frac{1}{2}}, t\Delta t + \Delta t/2).$$
where \( f(s_t, \tau) \) is the result of computing the StateObject’s right hand side at state \( s_t \) and time \( \tau \). The RigidBody’s right hand side computes the time derivatives of \( v_i \) and \( \omega_i \) and \( \dot{\omega}_i \), respectively. This defines the velocity and acceleration of the RigidBody and, therefore,

\[
x_{t+1} = x_{t} + v_{t} \Delta t + \dot{v}_{t} \Delta t^2 / 2
\]

is a second-order discretization. Similarly, we use \( \omega_t \) and \( \dot{\omega}_t \) to define a second order scheme to update the orientation quaternion \[31\]

\[
\phi_{t+1} = \frac{\Delta t}{2} (w_{t} + \frac{\Delta t}{2} \dot{\omega}_{t}) \ast \phi_{t},
\]

(23)

where \( \omega_t \) is the angular velocity and \( w_t \) is the corresponding pure quaternion.

### 4.3 Observers and monitoring

ParticLS provides functionality for tracking different quantities of interest throughout a simulation. This capability makes it easy for users to measure time-series of a specific particle’s properties, or quantities related to the whole particle collection. The base class for this functionality is the Observer class. The ParticleTracker, for example, tracks the state variables of a RigidBody, which allows the simulation to extract the position, velocity, orientation, and/or angular velocity of a particular particle-of-interest. Similarly, the CollectionTracker computes quantities that depend on the entire collection. For example, in the DEM setting, we can use the CollectionTracker observer to measure the homogenized Cauchy stress tensor of the collection:

\[
\sigma = \frac{1}{V} \sum_{i=1}^{n} \sum_{j=1}^{n} d_{ij} \otimes F_{ij},
\]

(24)

where \( V \) is the volume of the smallest axis-aligned bounding box containing all of the particles, \( n \) is the number of particles in the collection, \( d_{ij} = \vec{x}_{j} - \vec{x}_{i} \) is the vector pointing from particle \( i \)’s center of mass to particle \( j \)’s center of mass, and \( F_{ij} \) is the force vector acting between particles \( i \) and \( j \) [17]. The operator \( \otimes \) denotes the outer product. We note that \( F_{ij} = 0 \) for most pairs and that (24) can be computed much more efficiently by replacing the second summation with the nearest neighbors of particle \( i \). In practice, this is how we compute the Cauchy stress tensor. The Observer class and its children (e.g., ParticleTracker and CollectionTracker) lets ParticLS monitor observable quantities that can be directly compared to observations.

![Fig. 3 Top row: SDFs for the sphere and the box classes—(25) and (26), respectively. Bottom row: SDFs for two different polygons](image)

### 5 Example applications

#### 5.1 Non-spherical particle geometries

Our first example highlights various particle geometries, which are implemented by creating children of the Geometry base class. Each new Geometry must compute its SDF in reference coordinates \( X \) and, optionally, can implement computationally efficient functions to calculate its mass, moment of inertia, and other properties. Given this information, ParticLS can incorporate the new geometry into DEM or peridynamic simulations. We define three example shapes: (i) spheres, (ii) boxes, and (iii) polyhedra—see Fig. 3. The SDF for a sphere with radius \( R \) is

\[
\varphi(X) = ||X||_2 - R.
\]

(25)

The SDF for a box is defined by the \( d \in \{2, 3\} \) dimensional vector \( Y \) such that \( Y_i \) is the length of the box in the \( i \)th dimension. Considering the \( d \in \{2, 3\} \) dimensional vector \( D \) whose components are \( D_i = \max(|X_i| - Y_i/2, 0) \); the SDF is

\[
\varphi(X) = ||D||_2 - \min_{i \in \{1,...,d\}} (D_i).
\]

(26)

ParticLS can also simulate more complicated geometries. For example, convex polyhedra, which generalizes the box geometry (see Fig. 2), are defined by a set of faces outlining the shape’s perimeter—lines in two dimensions and polygons in three dimensions. The signed distance for a polyhedra with \( m \) faces is determined by calculating the minimum distance \( S_i \)
between the point \( X \) and the \( i \)th face. The SDF for a polygon is therefore

\[
\varphi(X) = \min_{i \in \{1, \ldots, m\}} (S_i).
\] (27)

Figures 4 and 5 show irregularly shaped polygons in two dimensions, and polyhedra in three dimensions, respectively.

5.2 Time-dependent particle geometries

ParticLS allows users to create objects with time-dependent properties by implementing children of the StateObject class. In this example, we simulate a dilating sphere. We implement a class \texttt{SphereRadius}, which is a one dimensional child of \texttt{StateObject} whose right hand side defines how quickly the sphere’s radius changes as a function of time. In this example, the radius simply increases linearly with respect to time. However, users can implement more complex models that change the particle’s radius according to a function \( dR(t)/dt = g(R(t), t; \theta) \), where \( g \) is a generic function, and \( \theta \) parameterizes a model that could simulate thermal expansion or a change in particle shape due to other material properties.

We demonstrate this time-dependent functionality with a simple example in which normal sphere particles are displaced by one that expands. We begin with 25 equally-sized spheres that are configured in a hexagonal packing configuration with 5 rows of 5 spheres (Fig. 6). The radius of each sphere is defined by a \texttt{SphereRadius} object where \( dR(t)/dt = 0 \) m/s, except the middle sphere where \( dR(t)/dt = 1 \) m/s. In addition to adding each RigidBody to the Collection object, we also add the \texttt{SphereRadius} with non-zero right hand side. The VelocityVerlet time-integrator evolves both the particles and the radius in time. The contact law between objects is the elastic contact described in Sect. 3.1 with parameters \( \kappa_n = 20 \) N/m, \( \kappa_s = \kappa_n/2 \), and \( \mu = 0.3 \). The results in Fig. 6 show how this time-dependent capability gives users one approach to infuse additional physics into their ParticLS simulation beyond the rigid body mechanics provided with DEM.

5.3 Multiscale granular media mechanics

ParticLS tracks micro-scale particles (e.g. soil grains), whose aggregate properties determine the macro-scale response of the granular material (e.g. soil strength). In general, the DEM is a useful tool for modeling the mechanical response of granular media and studies have been able to match modeled results with laboratory experiments [3,26,33,38]. However, large domains with millions or billions of particles can be prohibitively expensive. One approach for modeling these large systems is with multiscale methods, of which there are a few different options. One method, called the hierarchi-
such multiscale method (HMM), leverages the finite element method (FEM) over the full domain and uses small-scale DEM simulations as local representative volume elements (RVEs) to capture micro-scale dynamics where necessary [17]. In this example, we present the general principles of the HMM approach and show how the results of a ParticLS DEM simulation can fit into the framework.

A classic problem for illustrating the benefit of the HMM is simulating the response of granular media under different loading conditions. In this case we are concerned with relating the applied loads to the material’s resultant deformation. In a normal FEM approach to this problem, the governing equation can be described as:

\[ \sigma = D \varepsilon \]  

(28)

where \( \sigma \) is the stress, \( D \) is the tangent operator, and \( \varepsilon \) is the strain [18]. Unfortunately, this requires a constitutive law to define \( D \) beforehand, which introduces assumptions and biases regarding the material’s response. However, the HMM approach avoids this issue by explicitly solving for the stress in the granular material by simulating a DEM particle collection with the given strain boundary conditions. In the HMM, information is transferred between the two models in an iterative manner such that the FEM solution provides strain boundary conditions (\( \varepsilon \)) to each DEM simulation, and the resolved DEM solution returns stress (\( \sigma \)) and tangent operator (\( D \)) to the FEM [18]. Therefore, we can solve the Eq. 28 without making any assumptions about the material’s constitutive response.

The stress in the DEM particle collection is calculated with the average Cauchy stress tensor (24), and the tangent operator is calculated with

\[ D = \frac{1}{V} \sum_{N_c} (k_n n^c \otimes d^c \otimes n^c \otimes d^c + k_t t^c \otimes d^c \otimes t^c \otimes d^c) \]  

(29)

where \( k_n \) and \( k_t \) are the normal and tangential stiffness, \( n^c \) and \( t^c \) are the normal and tangential directions of each particle contact, and \( d^c \) is the vector between each pair of particles in contact. This feedback loop between DEM and FEM solvers is repeated every time the FEM model requires fine scale information.

In this example, we show how ParticLS’ DEM capabilities can be used to simulate an RVE in uniaxial compression—in HMM this strain would come from the FEM solution. We track the average Cauchy stress tensor of a confined particle assembly as it is compressed in the \( z \) direction. The RVE consists of 16500 hex-packed spheres that start in a \( 0.85 \times 0.85 \times 1.00 \) box. The sides and bottom of the box are planar particles whose location and orientation are fixed in time. The top of the box is another planar particle whose velocity is fixed at \( v = (0, 0, -0.35) \) m/s. We run the simulation for \( t = 1 \) units of time with a viscoelastic contact model with parameters \( \kappa_n = 20 \text{ N/m}, \kappa_t = \kappa_n/2, \gamma_n = 0.08 \text{ Ns/m}, \gamma_t = \gamma_n/2, \) and \( \mu = 0.3; \) Fig. 7 shows the initial and final configurations. A CollectionTracker was used to track the average Cauchy stress tensor as a function of time.

This example illustrates ParticLS’ ability to track macro-scale properties that are important when modeling granular media—specifically, how ParticLS fits into a multiscale framework. The CollectionTracker measures the collection’s average Cauchy stress and in this case a ParticleTracker estimates the strain as the change in position of the top plane. The collection’s stress-strain response throughout the experiment is illustrated in Fig. 8, which plots the \( \sigma_{zz} \) component of the stress against the strain. The stress-strain response oscillates at the beginning as the top plate meets the top row of particles and they spread out to fill the box domain. After initial contact, the stress increases as the collection is compressed. The example RVE simulation (Figs. 7 and 8) shows how ParticLS could be used to model the RVE’s used in a HMM multi-scale framework for different geomechanic systems such as soil, snow, or sea ice [9,15,17,19,22].
5.4 Peridynamic model of ordinary material

We demonstrate ParticLS’ ability to model peridynamic solids by stretching a plate that is initially defined by the material domain \( \Omega = 1 \times 1 \times 0.01 \) plate. We denote the components of \( x \in \Omega \) by \( x = (x_0, x_1, x_2) \). The horizon is determined by a ball with radius \( \delta \), \( \bar{B}_\delta(x) = \delta \times \Omega \). Each material point \( x \in \Omega \) interacts with the points \( x' \) such that \( \| x - x' \| < \delta \) and \( x' \in \Omega \). We consider a linear peridynamic solid [40] with a hole cut through it, that fractures given a driving force on its right boundary.

We implement a linear peridynamic solid—refer to sections 13-15 of [40] for additional details. Given \( x \in \Omega \) and \( x' \in \bar{B}_\delta(x) \), define the extension

\[
e(x, x', t) = \| (x' + u(x', t)) - (x + u(x, t)) \| - \| x' - x \|, \quad (30)
\]

which is a proxy for the strain in the bond between \( x \) and \( x' \). Additionally, define the weighted volume

\[
m(x) = \int_{\bar{B}_\delta(x)} \omega(\| x' - x \|) \| x' - x \|^2 \, dx'
\]

and the dilation parameter

\[
\theta(x, t) = \int_{\bar{B}_\delta(x)} \omega(\| x' - x \|) \| x' - x \| e(x, x', t) \, dx',
\]

where \( \omega : \mathbb{R}^+ \mapsto \mathbb{R}^+ \) is the influence function. We choose

\[
\omega(\| \xi \|) = \exp(-\| \xi \|^2/\delta^2).
\]

The isotropic and deviatoric parts of \( e(x, x', t) \) are

\[
\begin{align*}
e^i(x, x', t) &= \theta(x, t)/3, \\
e^d(x, x', t) &= e(x, x', t) - e^i(x, x', t),
\end{align*}
\]

respectively. A linear peridynamic solid is defined by the force state (13)

\[
f(x, x', t) = \omega(\| x' - x \|) (3k\theta(x, t) \| x' - x \| - 15\mu e^d(x, x', t))/m(x), \quad (35)
\]

where \( k > 0 \) and \( \mu \geq 0 \) are the bulk and shear moduli. The velocities at \( x = 0 \) and \( x = 1 \) are zero in the \( y \) and \( z \) directions, but we apply a velocity of 0.1 s in the \( x \) direction.

We discretize the domain \( \Omega \) using \( 1/N_x \times 1/N_y \times 1/N_z \) cubes whose SDF is defined by (26). ParticLS integrates the discrete peridynamic equation (10) with respect to time. We cut a hole through the plate by removing all particles whose initial center of mass \( \bar{x} \) satisfies

\[
(\bar{x}_1 - 0.5)^2/r_1^2 + (\bar{x}_2 - 0.5)^2/r_2^2 < 1,
\]

where \( \bar{x}_1 \) and \( \bar{x}_2 \) are the first and second components of \( \bar{x} \) and \( r_1 \) and \( r_2 \) are radii of an ellipse in the \( x \) and \( y \) directions, respectively. Figure 9 shows the initial location of the particles with \( N_x = N_y = 125 \) and \( N_z = 1 \). We model internal forces using the linear peridynamic solid force state defined by (35). However, we drive the simulation by prescribing a body force

\[
\beta(x, t) = \begin{cases} 
3(1 - \exp(-10t)) & \text{if } x > 0.95 \\
-3(1 - \exp(-10t)) & \text{if } x < 0.05 \\
0 & \text{else}
\end{cases},
\]

on the portion of the plate such that \( \bar{x}_1 > 0.05 \). In Fig. 9, we show results for our plate-with-hole experiment. The plate deforms most at the top and bottom boundaries of the hole, as we would expect, and fractures nucleate in these regions due to the stress concentrations. Traditional continuum mechanic models—which define a differential constitutive law—generate a singularity at crack tip, which makes modeling with these methods challenging, if not impossible. The peridynamic framework in ParticLS allows us to model deforming and fracturing bodies. After fracture, the resulting bodies interact using DEM contact laws, which allows us to model materials that break into several discrete pieces within one simulation. In Fig. 9, we visualize the material points in the plate using cubes. In the peridynamic setting, this geometric choice is irrelevant: the peridynamic law only requires the distance between the center-of-masses. However, after fracture occurs, we replace the contact law with elastic contact allowing the resulting halves of the plate to interact as discrete, deforming bodies. Therefore, the chosen particle geometry only matters after fracture.

5.5 Peridynamic model of a cantilevered beam

To illustrate ParticLS’ ability to match analytical solutions for continuum mechanic problems, we simulate the deflection of a cantilevered beam in two and three dimensions. We discretize the beam using material points—similar to Sect. 5.4—and connect nearby points (within radius \( r \)) with a beam that models internal forces. As the particles move, the beam deforms (compresses, stretches, and bends), exerting a material force on the connected particles following Euler-Bernoulli beam theor—[2] derive the corresponding expression for the force and torque that this exerts on the material points.

We propose that this beam model is akin to a peridynamic model. As the number of particles \( n \) discretizing the beam increases, each particle responds to deformation to the material within a radius \( r \). We let \( r \to 0 \) as \( n \to \infty \)—[42] to show that in this limit the peridynamic model converges to classical elastic theory. We, therefore, compare the deflec-
tion of the discretized beam with bonded adjacent particles to the classical analytic solution for a cantilevered beam bending due to an external acceleration. There are two key differences between this simulation and how we typically define a peridynamic model. First, we have not explicitly defined the force state \( F[x, x', t] \) that is used in Equation (11). Second, the beams impose a torque on the material point, which requires us to evolve the material point rotation and angular velocity in order to conserve angular momentum. Traditional peridynamics—even state-based peridynamics—assumes angular momentum is conserved by imposing requirements on the force state. We propose this as a peridynamic-like model but exploring how to formally include angular momentum in the peridynamic framework is beyond the scope of the current paper. For our purposes, we numerically validate the model and our code by matching an analytic solution and showing expected dynamic behavior.

The left column of Fig. 11 shows a three dimensional cantilevered beam where the material points are only bonded with their nearest neighbors. As the number of points increases, the solution neighborhood containing the connected points decreases and the numerical model recovers the analytical solution. The right column fixes a constant radius—as the number of points increases a given point connects with more nearest neighbors. The latter simulation reflects the non-local forces used by peridynamic models. Physically, this could represent internal forces that evolve on near-instantaneous time scales. Mathematically, this example is more complicated than a typical peridynamic model. In particular, we do not have an explicit expression for the force state and we also need to explicitly evolve the angular momentum conservation equation. However, the peridynamic-like model with non-local forces has the intuitive effect of stiffening the beam—as shown in Fig. 11c. We

5.5.1 Two dimensional case

The analytical solution for the maximum deflection, \( d \), of a cantilevered beam acting under an external acceleration, \( a \), is as follows:

\[
d = \frac{MaL^4}{8EI}.
\]  

(38)

where \( M \) is the beam mass, \( L \) is the beam length, and \( I \) is the beam moment of inertia. Figure 10 shows the comparison between \( n = 11 \) material points along the beam and the expected analytical result. It is obvious from this result that ParticLS is able to accurately approximate the deflection of a continuous beam.

5.5.2 Three dimensional case
the bonds between material points, and possible pair of particle geometries. For example, materials may become brittle as temperatures decrease or ductile as temperatures increase. This capability is particularly useful when modeling the mechanical response of land or sea ice for simulating glacier calving or sea ice pressure ridging. The coupling of DEM and peridynamics is particularly useful for modeling ice ridging, where individual ice fragments coalesce to form sails and keels that catch atmospheric and oceanic currents [23,44]. These examples of future model developments and applications illustrate how ParticLS provides a useful set of base functionality that can be extended and used to study a variety of geoscience problems with complicated physics.

6 Conclusions and future directions

ParticLS is a software package for discrete element and peridynamic methods designed with geoscience applications in mind. Our novel optimization-based contact detection routine allows users to define complex particle geometries via an SDF. Leveraging abstraction and inheritance allows users to easily add new geometries without re-implementing contact-detection algorithms. Also, the ability to evolve general time-dependent objects allows users to infuse additional physics into their simulations beyond typical particle mechanics. ParticLS can also couple rigid body dynamics and peridynamic interactions in the same simulation, which allows users to model large bodies that fracture into smaller fragments that then interact with each other in a discrete manner. These interactions can be fine-tuned for a particular material through the definitions of new contact models or peridynamic states that capture the appropriate mechanics.

ParticLS focuses on creating computational objects that mimic mathematical counterparts (e.g. abstract classes that implement signed distance functions to represent particle geometries). Without this general framework the software must either assume a particular geometry (typically spheres) or implement different pair-wise contact laws for each possible pair of particle geometries.

In summary, ParticLS provides a platform with an intuitive implementation that will assist further study of the constitutive laws governing materials prone to fracture and plastic deformation, specifically rock and ice, as well as empower the simulation of systems that are relevant to various geoscience fields. In particular, ParticLS’ ability to simultaneously approximate the peridynamic equations and evolve time-dependent parameters, such as temperature, could allow users to model temperature-dependent interaction laws. For example, materials may become brittle as temperatures decrease or ductile as temperatures increase. This capability is particularly useful when modeling the mechanical response of land or sea ice for simulating glacier calving or sea ice pressure ridging. The coupling of DEM and peridynamics is particularly useful for modeling ice ridging, where individual ice fragments coalesce to form sails and keels that catch atmospheric and oceanic currents [23,44]. These examples of future model developments and applications illustrate how ParticLS provides a useful set of base functionality that can be extended and used to study a variety of geoscience problems with complicated physics.
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