Discriminants of cubic curves and determinantal representations
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Abstract
The discriminant of a smooth plane cubic curve over the complex numbers can be written as a product of theta functions. This provides an important connection between algebraic and analytic objects. In this paper, we perform a new approach to obtain this classical result by using determinantal representations. More precisely, one can represent a non-singular cubic form as the determinant of a matrix whose elements are linear forms. Theta functions naturally appear in this representation and thus in the discriminant of the cubic.
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1 Introduction

The discriminant of a plane cubic curve is a polynomial of degree 12 in coefficients of the cubic with 2040 monomials (see [9, p. 4]). But over \( \mathbb{C} \), we have short expressions in terms of theta constants. Consider the classical case where our smooth projective cubic curve \( C \) is defined by the affine Weierstrass equation:

\[
y^2 = 4x^3 - g_2x - g_3.
\]

Using the Weierstrass parametrization, there exists a unique lattice \( \Lambda = \omega_1 \mathbb{Z} + \omega_2 \mathbb{Z} \) with some complex numbers \( \omega_1, \omega_2 \) such that \( \text{Im}(\omega_2/\omega_1) > 0 \) and \( C(\mathbb{C}) \cong \mathbb{C}/\Lambda \). Let \( \tau := \omega_2/\omega_1 \) and apply the discriminant formula \( \Delta = 2^{12}(g_2^3 - 27g_3^2) \) from [1, pp.
we have that
\[
\Delta = 2^{16} \left( \frac{\pi}{\omega_1} \right)^{12} (\theta_2(0, \tau)\theta_3(0, \tau)\theta_4(0, \tau))^8. 
\]

Here \(\theta_2, \theta_3, \) and \(\theta_4\) are the three even Jacobi theta functions. The details of theta functions will be described in Sect. 2.

We want to study the above discriminant formula with a new approach using determinantal representations. For a homogeneous polynomial \(\phi\), we construct a matrix \(U\) whose elements are linear forms such that we can write \(\phi = \lambda \det(U)\) for some constant \(\lambda \neq 0\). The study of \(\phi\) has thus been moved to the study of the matrix \(U\). In general, only plane curves and quadratic, cubic surfaces admit a determinantal representation as confirmed in [6]. The reader can have a look at [3] for a general discussion of this topic.

Starting with Weierstrass cubics, we find theta functions in their determinantal representations as well as in the discriminants. Denote by
\[
a = \theta_2(0, \tau), \quad b = \theta_3(0, \tau), \quad c = \theta_4(0, \tau)
\]
the theta constants. We will prove the following:

**Theorem 1.1** Let \(C_\phi\) be a smooth curve given by the Weierstrass form
\[
\phi(x, y, z) = y^2z - 4x^3 + g_2xz^2 + g_3z^3,
\]
where \(g_2\) and \(g_3\) belong to a field \(K\). Then \(\phi\) admits determinantal representations
\[
\begin{pmatrix}
2x + tz & y + dz (3t^2 - g_2)z \\
0 & x - tz & y - dz \\
z & 0 & -2x - tz
\end{pmatrix},
\]
with \(t, d \in \bar{K}\) being arbitrary such that \(d^2 = 4t^3 - g_2t - g_3\). When \(K = \mathbb{C}\), there is a natural choice for \(t, d\) which produces a determinantal representation for \(\phi\) in terms of theta constants as follows:
\[
\begin{pmatrix}
2x - \frac{\pi^2}{3\omega_1}(a^4 + b^4)z & y & -(\frac{\pi}{\omega_1})^4c^8z \\
0 & x + \frac{\pi^2}{3\omega_1}(a^4 + b^4)z & y \\
z & 0 & -2x + \frac{\pi^2}{3\omega_1}(a^4 + b^4)z
\end{pmatrix}.
\]

Here the even theta constants \(a, b, c\) were defined as in (2).

The first part of this theorem uses the method in [16, Sect. 2] where the author established similar representations for other types of Weierstrass equations of the form \(y^2z = x(x + \vartheta_1z)(x + \vartheta_2z)\) with some constants \(\vartheta_1, \vartheta_2 \in K\). The discriminant formula
Our goal is to study these phenomena for general smooth cubic curves using determinantal representations. One can actually provide determinantal representations for any non-rational complex plane curve by using a result in [2] as we will see later in Sect. 3. This deduces in particular the formula of the discriminant of plane cubics by using resultant. Since a cubic curve $C_\phi$ over $\mathbb{C}$ always has a flex point, it can be transformed to a Weierstrass form after a linear coordinate change $M$ (see [5, Sect. 4.4]). The resulting Weierstrass form is isomorphic to $\mathbb{C}/\Lambda$ for a unique lattice $\Lambda$ coming the Weierstrass parametrization. Write $\Lambda = \omega_1 \mathbb{Z} + \omega_2 \mathbb{Z}$ for some $\omega_1, \omega_2 \in \mathbb{C}$ satisfying $\text{Im}(\omega_2/\omega_1) > 0$ and denote by $\tau = \omega_2/\omega_1$, we will prove the following result:

**Theorem 1.2** Let $C_\phi$ be a smooth plane cubic curve over $\mathbb{C}$ defined by a cubic form $\phi$ and $\Delta_{\phi}$ be the discriminant of $\phi$, we have

$$\Delta_{\phi} = \frac{2^{16}}{(\text{det}(M))^{12}} \left( \frac{\pi}{\omega_1} \right)^{12} (abc)^8,$$

where $a, b, c$ were defined as in (2).

This result is known from invariant theory since the discriminant of a smooth plane cubic curve is an invariant of weight 12 of the cubic form defining the curve (see Fisher [8, Theorem 4.4] for instance). However, the above approach with determinantal representations is new. Theta functions naturally appear in these representations and thus a new way to compute the discriminants of cubic curves is obtained.

The discriminant formulae (1) and (3) are remarkable since they provide a connection between algebraic (discriminants) and analytic (theta functions) objects. In fact, there is a similar formula in the case of quartic curves studied by Klein [11, p. 72].

The organization of this paper is as follows: Sect. 2 provides an overview on theta functions, smooth cubic curves in Weierstrass forms, and a proof of Theorem 1.1. A short introduction on Riemann surfaces is presented in Sect. 3 and then we construct there determinantal representations for non-rational complex plane curves (see Theorem 3.3). As a consequence, a new proof for the discriminant formula of smooth plane cubic curves is accomplished in Sect. 4. In other words, we prove in this section Theorem 1.2. An overview to Klein’s formula and a known result on determinantal representations of plane quartics are described in the last section.

## 2 Determinantal representations of Weierstrass cubics

We will in this section study the discriminants of smooth curves in Weierstrass form and provide a proof to Theorem 1.1. Consider a smooth curve $C_\phi$ given by

$$\phi(x, y, z) = y^2z - 4x^3 + g_2xz^2 + g_3z^3,$$
where $g_2$ and $g_3$ are elements in a field $K$. We want to find the $3 \times 3$ square matrices $L, M, N$ such that

$$\det(xL + yM + zN) = \phi(x, y, z).$$

The following determinantal representation of $\phi$

$$\begin{pmatrix} 2x + tz & y + dz(3t^2 - g_2)z \\ 0 & x - tz & y - dz \\ z & 0 & -2x - tz \end{pmatrix}$$

is obtained from [16, Sect. 2], where $t, d \in \overline{K}$ be such that $d^2 = 4t^3 - g_2t - g_3$. It can be checked that the determinant of (5) is equal to $\phi$.

Now we move to the theory of theta functions to study the case when $K = \mathbb{C}$. The following discussion bases on Wang and Guo [17]. In this case, there exists a unique lattice $\Lambda$ coming from the Weierstrass parametrization such that $C_{\phi}(\mathbb{C}) \cong \mathbb{C}/\Lambda$. Here $\Lambda = \omega_1 \mathbb{Z} + \omega_2 \mathbb{Z}$ for some $\omega_1, \omega_2 \in \mathbb{C}$ with $\tau = \omega_2/\omega_1 \in \mathbb{H}$. The two coefficients $g_2$ and $g_3$ of the curve given by $\phi$ can be determined by (see [17, p. 509])

\begin{align*}
g_2 &= \frac{2}{3} \left( \frac{\pi}{\omega_1} \right)^4 (a^8 + b^8 + c^8), \\
g_3 &= \frac{4}{27} \left( \frac{\pi}{\omega_1} \right)^6 (a^4 + b^4)(b^4 + c^4)(c^4 - a^4),
\end{align*}

where $a = \theta_2(0, \tau) = e^{\pi i \tau/4} \theta(1/2, \tau, \tau)$, $b = \theta_3(0, \tau) = \theta(0, \tau)$, and $c = \theta_4(0, \tau) = \theta(1/2, \tau)$ with the even Jacobi theta functions:

\begin{align*}
\theta(z, \tau) &= \theta_3(z, \tau) := \sum_{n=-\infty}^{\infty} \exp(\pi in^2\tau + 2\pi inz), \\
\theta_2(z, \tau) &= \exp(\pi i \tau/4 + \pi iz) \theta(z + \tau/2, \tau), \\
\theta_4(z, \tau) &= \theta(z + 1/2, \tau).
\end{align*}

The above $a, b, c$ are called even theta constants.

Since $(t, d)$ is a point on the affine curve associated to $C_{\phi}$ defined by $\{z \neq 0\}$, it is determined by theta constants via Weierstrass $P$-function and so are all the coefficients in the linear matrix (5). To be precise, we consider the Weierstrass $P$-function associated to the lattice $\Lambda$ defined for all $s \notin \Lambda$ as

$$P(s) = P(s; \omega_1, \omega_2) = \sum_{(m, n) \in \mathbb{Z}^2 \setminus (0,0)} \frac{1}{(s + m\omega_1 + n\omega_2)^2} - \frac{1}{(m\omega_1 + n\omega_2)^2}.$$
As in [17, p. 469], it satisfies the differential equation

$$\mathcal{P}'(s)^2 = 4\mathcal{P}(s)^3 - g_2\mathcal{P}(s) - g_3.$$  

The point \((t, d)\) on the curve can be parametrized as \(t = \mathcal{P}(s)\) and \(d = \mathcal{P}'(s)\) for some \(s \neq \Lambda\). It is known that the discriminant of the cubic (4) is given by the formula

$$\Delta_\phi = 2^{12}(g_3^2 - 27g_2^2) = 2^{16} \left(\frac{\pi}{\omega_1}\right)^{12} (abc)^8. \quad (6)$$

We will give another proof for the formula (6) using resultant and the determinantal representation (5). From [9, p. 434], the discriminant of a homogeneous cubic polynomial \(\phi(x, y, z)\) can be computed by resultant defined there as

$$\Delta_\phi = -\text{Res}(\phi_x, \phi_y, \phi_z)/27. \quad (7)$$

The reader can have a look at [9, Chap. 13] for a general discussion about resultants. An explicit example of computing the discriminant of cubic curves using resultant is described in [15, Proposition 2.5, Example 2.7].

We choose the minus sign in (7) so that the sign of the discriminant is compatible to other sections of the paper. To simplify the computation, we choose a special value for the Weierstrass function \(\mathcal{P}(s)\), namely, the 2-torsion point \(s = \omega_2/2\). In this case \(\mathcal{P}(\omega_2/2) = -\frac{\pi^2}{3\omega_1}(a^4 + b^4)\) and \(\mathcal{P}'(\omega_2/2) = 0\) by [17, p. 470,509]. Then \(d = 0\) and \(t = -\frac{\pi^2}{3\omega_1}(a^4 + b^4)\). Besides, using the Jacobi’s identity \(a^4 + c^4 = b^4\) (see [17, p. 504]), the matrix (5) can be written in the form

$$\begin{pmatrix}
2x - \frac{\pi^2}{3\omega_1}(a^4 + b^4)z & y & -(\frac{\pi}{\omega_1})^4c^8z \\
0 & x + \frac{\pi^2}{3\omega_1}(a^4 + b^4)z & y \\
z & 0 & -2x + \frac{\pi^2}{3\omega_1}(a^4 + b^4)z
\end{pmatrix}. \quad (8)$$

Theorem 1.1 has thus been proved. From the representation \(\phi = \det(U)\), where \(U\) is given by (8), we get that

$$\phi_x = -12x^2 + \frac{2}{3} \left(\frac{\pi}{\omega_1}\right)^4 (a^8 + b^8 + c^8)z^2,$$

$$\phi_y = 2yz, \text{ and}$$

$$\phi_z = y^2 + \frac{4}{3} \left(\frac{\pi}{\omega_1}\right)^4 (a^8 + b^8 + c^8)xz + \frac{4}{9} \left(\frac{\pi}{\omega_1}\right)^6 (a^4 + b^4)(b^4 + c^4)(c^4 - a^4)z^2.$$  

The discriminant \(\Delta_\phi\) of the cubic \(\phi\) is then obtained via (7)

$$\Delta_\phi = 2^{16} \left(\frac{\pi}{\omega_1}\right)^{12} (abc)^8.$$
In fact, we can directly use (7) to the curve (4). However, this approach of determinantal representations might be applied to more general cases. More details will be explained in Sect. 4.

3 Determinantal representations of complex plane curves

In Sect. 2, we have already seen that one can compute the discriminant of smooth curves over \( \mathbb{C} \) in Weierstrass form by using determinantal representations. Our goal is to generalize this result to any smooth cubic curve. To do this, one can compute determinantal representations of plane curves of arbitrary degrees based on Theorem 5.1 in [2]. We will in this section prove Theorem 3.3. Let us first introduce some notations.

Let \( X \) be a compact Riemann surface of positive genus, let \( L \) be a line bundle of half differentials on \( X \) (a theta characteristic), i.e., \( L^{\otimes 2} \) is the canonical bundle \( \omega_X \) on \( X \) and let \( \chi \) be a flat line bundle over \( X \) such that \( h^0(\chi \otimes L) = 0 \). We associate to \( \chi \) the Cauchy kernel \( K(\chi; \cdot, \cdot) \) as defined in Sect. 2 of [2]. Let \( \lambda_1, \lambda_2 \) be two scalar meromorphic functions on \( X \), which generate the whole field of meromorphic functions. Assume that all poles of \( \lambda_1, \lambda_2 \) are simple and labeled as \( P_1, \ldots, P_d \in X \).

One can write the Laurent expansion of \( \lambda_k \) at \( P_i \) (\( 1 \leq i \leq d, k = 1, 2 \)) with some fixed local coordinate \( t_i = t_i(P) \) centered at \( P = P_i \):

\[
\lambda_k(P) = -\frac{c_{ik}}{t_i} - d_{ik} + O(|t_i|).
\]

Here our notation \( f = O(g) \) means \( |f| \leq A|g| \) for some positive constant \( A \). Then we define the \( d \times d \) matrices \( L, M, N \) by

\[
L = \text{diag}_{1 \leq i \leq d}(c_{i2}), \quad M = \text{diag}_{1 \leq i \leq d}(-c_{i1}), \quad N = (n_{ij})_{i,j},
\]

where

\[
n_{ij} = \begin{cases} 
  d_{i1}c_{j2} - d_{i2}c_{i1}, & i = j; \\
  (c_{i1}c_{j2} - c_{j1}c_{i2}) \frac{K(\chi; P_i, P_j)}{dt_j(P_j)}, & i \neq j.
\end{cases}
\]

The result mentioned in [2] is the following:

**Proposition 3.1** The map \( \pi_0 : X \to \mathbb{C}^2 \) given by \( \pi_0(P) = (\lambda_1(P), \lambda_2(P)) \) maps \( X \setminus \{P_1, \ldots, P_d\} \) onto the affine part \( C^0 \) of an algebraic curve \( C \subset \mathbb{P}^2 \) and extends to a proper birational map \( \pi : X \to C \) of \( X \) in \( \mathbb{P}^2 \). The defining irreducible homogeneous polynomial \( \phi(x, y, z) \) of \( C \) is such that (up to multiplying by some constant)

\[
\phi(x, y, z) = \det(xL + yM + zN).
\]

Here the affine part \( C^0 \) of \( C \) is defined by the intersection of \( C \) and the complement of the line \( z = 0 \) at infinity.
The authors in [2] prove a more general version of the above proposition where they consider \( \chi \) to be any flat vector bundle. We restrict here to the case of line bundle since it is enough for our purpose.

Suppose in this case that \( \chi \) is defined by a unitary representation of the fundamental group of \( X \) given by

\[
\chi(\alpha_i) = \exp(-2\pi i a_i) \quad \text{and} \quad \chi(\beta_i) = \exp(2\pi i b_i), \quad i = 1, \ldots, g,
\]

where \( a_i, b_i \in \mathbb{R} \), \( g \) is the genus of \( X \), and \( \alpha_1, \ldots, \alpha_g, \beta_1, \ldots, \beta_g \) form a symplectic basis of \( H_1(X, \mathbb{Z}) \). Let \( (\eta_1, \ldots, \eta_g) \) be a basis of holomorphic 1-forms on \( X \), we form from these bases the period matrix \((\Omega_1 \mid \Omega_2)\) which is the \( g \times 2g \)-matrix whose entries are

\[
(\Omega_1)_{ij} = \int_{\alpha_j} \eta_i \quad \text{and} \quad (\Omega_2)_{ij} = \int_{\beta_j} \eta_i, \quad \text{for} \ i, j = 1, \ldots, g.
\]

We choose the canonical basis \((\eta_1, \ldots, \eta_g)\) of holomorphic 1-forms such that \( \int_{\alpha_i} \eta_j = \delta_{ij} \), then the corresponding period matrix will be of the form \((I_g \mid \Omega)\). The matrix \( \Omega \) lies in the Siegel upper half-space \( \mathbb{H}^g \) and it is called the Riemann period matrix of \( X \) with respect to the homology basis \( \alpha_1, \ldots, \alpha_g, \beta_1, \ldots, \beta_g \). We fix such a symplectic homology basis and the resulting period matrix \( \Omega \) lies in the Siegel upper half-space \( \mathbb{H}^g \) and it is called the Riemann period matrix of \( X \) with respect to the homology basis \( \alpha_1, \ldots, \alpha_g, \beta_1, \ldots, \beta_g \).

From Proposition 3.1, one can explicitly provide determinantal representations for complex plane curves using theta functions and the Abel–Jacobi map. The reader can have a look at [10, Sect. 4], [14, Theorem 6], or [4, Theorem 2.2] for reference. Note that results in the reference above only apply to the family of hyperbolic curves with a normalization. However, it can be written in the following general form:

**Proposition 3.2** Let \( C_\phi \subset \mathbb{P}^2 \) be a non-rational irreducible complex plane curve defined by \( \phi = 0 \), where \( \phi(x, y, z) \) is an irreducible homogeneous polynomial of degree \( d \). Suppose the \( d \) intersection points of \( C_\phi \) with the line \( \{ y = 0 \} \) are distinct non-singular points \( P_1, \ldots, P_d \) with coordinates \( P_i = (1, 0, \beta_i) \), \( \beta_i \neq 0 \). Then

\[
\phi(x, y, z) = \lambda \det(xM + yN + zI),
\]
where $\lambda = \phi(0, 0, 1)$, $M = \text{diag}(-\beta_1, \ldots, -\beta_d)$, and $N = (n_{ij})_{i,j}$ with

$$n_{ii} = -\beta_i \frac{\phi_y(1,0,\beta_i)}{\phi_x(1,0,\beta_i)}$$

and for $i \neq j$

$$n_{ij} = \frac{\beta_i - \beta_j}{\theta[\delta](0)} \cdot \frac{\theta[\delta](\varphi(P_i) - \varphi(P_j))}{E(P_j, P_i)} \cdot \frac{1}{\sqrt{d(-y/x)(P_i)} \sqrt{d(-y/x)(P_j)}}.$$  

Here $\delta$ is an even theta characteristic such that $\theta[\delta](0) \neq 0$, $\varphi : X \to J(X)$ is the Abel–Jacobi map from the desingularizing Riemann surface $X$ of $C_\phi$ to its Jacobian and $E(\cdot, \cdot)$ is the prime form on $X \times X$.

Note that the matrix $N$ in the above proposition depends on selections of branches of $\sqrt{d(-y/x)(P_i)}$. However, the determinant $\det(xM + yN + zI)$ is independent of the selections.

We want to generalize Proposition 3.2 in such a way that the line $\{y = 0\}$ is replaced by a general line passing through distinct points of $C_\phi$.

Let $l$ be a line defined by $\alpha x + \beta y + \gamma z = 0$ so that its affine part $l^0$ defined by $\alpha x + \beta y + \gamma = 0$ intersects the affine part $C_\phi^0$ of $C_\phi$ at $d$ distinct non-singular points $P_i^0$, $i = 1, \ldots, d$. Since $\alpha$ and $\beta$ cannot be both zero, we can suppose w.l.o.g that $\beta \neq 0$ (the case $\alpha \neq 0$ can be treated similarly). In this case, we can suppose further that $\beta = -1$. Therefore, the line $l$ can be rewritten as $y = \alpha x + \gamma z$. Assume that the intersections points $P_i^0$ of $l^0$ and $C_\phi^0$ have non-zero $x$-coordinates so that we can write $P_i^0 = (1/\beta_i, \alpha/\beta_i + \gamma)$ with $\beta_i \neq \beta_j$ if $i \neq j$. Thus the intersection points of $l$ and $C_\phi$ are $P_i = (1, \alpha + \gamma \beta_i, \beta_i)$. We now prove the following:

**Theorem 3.3** Let $C_\phi \subset \mathbb{P}^2$ be a non-rational irreducible complex plane curve defined by $\phi = 0$, where $\phi(x, y, z)$ is an irreducible homogeneous polynomial of degree $d$. Suppose the $d$ intersection points of $C_\phi$ with the line $\{y = \alpha x + \gamma z\}$ are distinct non-singular points $P_1, \ldots, P_d$ with coordinates $P_i = (1, \alpha + \gamma \beta_i, \beta_i)$, $\beta_i \neq 0$. Then up to multiplying by some constant

$$\phi(x, y, z) = \det((M - \alpha N)x + Ny + (I - \gamma N)z),$$

where $M = \text{diag}(-\beta_1, \ldots, -\beta_d)$ and $N = (n_{ij})_{i,j}$ with

$$n_{ii} = -\frac{\beta_i \phi_y(P_i)}{(\phi_x + \alpha \phi_y)(P_i)}$$

and for $i \neq j$

$$n_{ij} = \frac{\theta[\delta](\varphi(P_j) - \varphi(P_i))}{\theta[\delta](0)E(P_j, P_i)} \cdot \frac{\beta_i - \beta_j}{\sqrt{\beta_i(\alpha dx - dy)(P_i)} \sqrt{\beta_j(\alpha dx - dy)(P_j)}}.$$  
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Here $\delta$ is an even theta characteristic such that $\theta[\delta](0) \neq 0$, $\varphi : X \to J(X)$ is the Abel–Jacobi map from the desingularizing Riemann surface $X$ of $C$ to its Jacobian and $E(\cdot, \cdot)$ is the prime form on $X \times X$.

**Proof** Apply Proposition 3.1 with the pair of meromorphic functions on the desingularizing Riemann surface $X$ of $C$:

$$\lambda_1 = \frac{1}{y - \alpha x - \gamma}, \quad \lambda_2 = \frac{x}{y - \alpha x - \gamma}$$

and the local coordinates $t = \frac{\alpha x - y + \gamma}{x}$ at the poles $P_i$ (zeros of $\alpha x - y + \gamma$). The next step is to write down Laurent expansions of $\lambda_1, \lambda_2$ at $P_i$. We have

$\lambda_2 = -1/t \Rightarrow c_{i2} = 1, \ d_{i2} = 0 \ \forall i$.

At $P_i$ we have $\lambda_1 = -\frac{1}{t} (\frac{1}{x})$. Since

$$\frac{1}{x} = \beta_i + \frac{d(1/\lambda)}{d(\frac{\alpha x - y + \gamma}{x})}(P_i) t + O(|t|^2) = \beta_i + \beta_i \frac{d x}{d(y - \alpha x)}(P_i) t + O(|t|^2),$$

one deduces that

$$c_{i1} = \beta_i, \ d_{i1} = \beta_i \frac{dx}{d(y - \alpha x)}(P_i).$$

We then obtain from Proposition 3.1 that (up to some constant)

$$\phi = \det((M - \alpha N)x + Ny + (I - \gamma N)z),$$

where $M = \text{diag}(-\beta_1, \ldots, -\beta_d)$ and $N = (n_{ij})$ with

$$n_{ii} = \beta_i \frac{d x}{d(y - \alpha x)}(P_i)$$

and for $i \neq j$

$$n_{ij} = \frac{\theta[\delta](\varphi(P_j) - \varphi(P_i))}{\theta[\delta](0) E(P_j, P_i)} \cdot \frac{\beta_i - \beta_j}{d(\frac{\alpha x - y + \gamma}{x})}(P_j).$$

Here $\delta$ is an even theta characteristic with $\theta[\delta](0) \neq 0$. Note that the affine part $C^0_\phi$ of $C_\phi$ is defined by

$$\{(\lambda_1(P), \lambda_2(P)) \mid P \in X \setminus \{P_1, \ldots, P_d\}\}.$$
Furthermore, if we replace $N$ by the matrix $N'$ which has the same diagonal elements as $N$ but different off-diagonal elements

$$n'_{ij} = \frac{\theta[\delta](\phi(P_j) - \phi(P_i))}{\theta[\delta](0) E(P_j, P_i)} \cdot \frac{\beta_i - \beta_j}{\sqrt{d(\frac{\alpha x - y + y}{x})(P_i)} \sqrt{d(\frac{\alpha x - y + y}{x})(P_j)}},$$

then the determinantal representation does not change. Indeed, let

$$U = (M - \alpha N)x + Ny + (I - \gamma N)z$$

and

$$U' = (M - \alpha N')x + N'y + (I - \gamma N')z,$$

if we multiply the $i^{th}$-column of $U$ and the $i^{th}$-row of $U'$ (for $i = 1, \ldots, d$) with the term $\sqrt{d(\frac{\alpha x - y + y}{x})(P_i)}$ then both of them will become the same matrix $U^*$. Consequently,

$$\det(U) = \det(U') = \frac{\det(U^*)}{\prod_{i=1}^{d} \sqrt{d(\frac{\alpha x - y + y}{x})(P_i)}}.$$

Observe that $d(\frac{\alpha x - y + y}{x})(P_i) = \beta_i(\alpha dx - dy)(P_i)$ and

$$\frac{dx}{d(y - \alpha x)}(P_i) = -\frac{\phi_y(P_i)}{(\phi_x + \alpha \phi_y)(P_i)}$$

by implicit function theorem with the fact that $(\phi_x + \alpha \phi_y)(P_i) \neq 0$. Indeed, since the polynomial $f(x) := \phi(x, \alpha x + \gamma, 1)$ has distinct roots $(1/\beta_i)$ we conclude that $f'(1/\beta_i) \neq 0$ and hence $(\phi_x + \alpha \phi_y)(P_i) \neq 0$. This completes the proof of Theorem 3.3. \hfill \Box

Proposition 3.2 is then established by reducing to the case $\alpha = \gamma = 0$. Theorem 3.3 will be applied in the next section to get a formula for the discriminant of plane cubic curves.

**Remark 3.4** One can also reformulate the analogous statement to the Theorem 3.3 if the line $y = \alpha x + \gamma z$ is replaced by $x = \alpha y + \gamma z$.

### 4 Discriminants of plane cubic curves

We now study the main object of interest in which we consider a smooth plane curve $C_\phi$ over $\mathbb{C}$ defined by the cubic form $\phi$. The affine part of the curve $C_\phi$ is parametrized as

$$\{(x, y, 1) = (R_1(P(s), P'(s)), R_2(P(s), P'(s)), 1)\},$$

© Springer
where \( \mathcal{P}(s; \omega_1, \omega_2) \) is the Weierstrass \( \mathcal{P} \)-function associated to some \( \omega_1, \omega_2 \in \mathbb{C} \) satisfying \( \text{Im}(\omega_2/\omega_1) > 0 \). The field of meromorphic functions on a general genus one curve is generated by \( \mathcal{P}, \mathcal{P}' \) associated to some periods \( \omega_1, \omega_2 \). Thus \( R_1 \) and \( R_2 \) are rational functions on \( \mathcal{P}, \mathcal{P}' \).

In this section, we use the standard notation \( \tau \) of genus one case instead of \( \Omega \) for the period matrix. Moreover, we use the general Jacobian \( \mathbb{C}/(\omega_1 \mathbb{Z} + \omega_2 \mathbb{Z}) \) in place of the normalized one \( \mathbb{C}/(\mathbb{Z} + \tau \mathbb{Z}) \) for \( \tau = \omega_2/\omega_1 \) in order to use the properties of the function \( \mathcal{P} \). By this change, an extra factor \( 1/\omega_1 \) appears in the below elements \( n_{ij} \) (\( i \neq j \)) in comparing with Theorem 3.3. This idea was mentioned in [4, Theorem 2.4]. In addition, we use the notation \( \theta_\delta \) (\( \delta = 1, 2, 3, 4 \)) for theta functions as in Sect. 2 instead of \( \theta[\delta] \).

The prime form \( E(P, Q) \) in genus one case is better understood so that a consequence of Theorem 3.3 is obtained as follows:

**Corollary 4.1** Let \( C_\phi \subset \mathbb{P}^2 \) be a smooth plane cubic curve defined by \( \phi = 0 \), where \( \phi(x, y, z) \) is a non-singular homogeneous cubic polynomial. Suppose the line \( y = \alpha x + \gamma z \) intersects \( C_\phi \) at 3 distinct points \( P_1, P_2, P_3 \) with coordinates \( P_i = (1, \alpha + \gamma \beta_i, \beta_i) \), \( \beta_i \neq 0 \). Then up to multiplying by some constant

\[
\phi(x, y, z) = \det((M - \alpha N)x + Ny + (I - \gamma N)z),
\]

where \( M = \text{diag}(-\beta_1, -\beta_2, -\beta_3) \) and \( N = (n_{ij})_{i,j} \) with

\[
n_{ii} = -\frac{\beta_i \phi_y(P_i)}{(\phi_x + \alpha \phi_y)(P_i)}
\]

and for \( i \neq j \)

\[
n_{ij} = \frac{\theta'_1(0) \theta_\delta(\omega_1(Q_j - Q_i)/\omega_1)}{\omega_1 \theta_3(0) \theta_1(\omega_1(Q_j - Q_i)/\omega_1)} \cdot \frac{\beta_i - \beta_j}{\sqrt{\beta_i(\alpha R'_1 - R'_2)(Q_i) \sqrt{\beta_j(\alpha R'_1 - R'_2)(Q_j)}}}
\]

Here \( \delta \) is any even theta characteristic, i.e., \( \delta = 2, 3, \) or \( 4 \) and \( Q_i = \varphi(P_i) \). Note that we also have an analogous statement of this corollary by Remark 3.4.

In general, the rational functions \( R_1 \) and \( R_2 \) have complicated expressions. However, we have better interpretations in the case of plane cubic curves. In this case, \( C_\phi \) always has a flex point and hence can be transformed to a Weierstrass form after a linear coordinate change (see [5, Sect. 4.4]). Thus, we are able to present rational functions \( R_1, R_2 \) as

\[
R_1(s) = \lambda_{11} \mathcal{P}(s) + \lambda_{12} \mathcal{P}'(s) + \lambda_{13},
\]

\[
R_2(s) = \lambda_{21} \mathcal{P}(s) + \lambda_{22} \mathcal{P}'(s) + \lambda_{23}.
\]

The constants \( \lambda_{ij} \in \mathbb{C} \) satisfy \( \lambda_{11} \lambda_{22} \neq \lambda_{12} \lambda_{21} \) and depend on the coefficients of \( \phi \). Here we fix any flex point and the corresponding periods \( \omega_1, \omega_2 \) coming from the Weierstrass parametrization of the Weierstrass form.
To shorten the determinant representation, one should look at 2-torsion points to simplify \( \theta \) and \( \mathcal{P} \). More precisely, we consider the line \( l \) which intersects \( C_\phi \) at the points \( P_i \) such that the corresponding points \( Q_i \) on the torus \( \mathbb{C}/(\omega_1\mathbb{Z} + \omega_2\mathbb{Z}) \) are \( \omega_1/2, (\omega_1 + \omega_2)/2 \), and \( \omega_2/2 \), respectively. Suppose that the \( x \)-coordinates of \( P_i \) are all non-zero. We will treat the case \( l \) to have the form \( y = \alpha x + \gamma z \) and then make use of Corollary 4.1. The other case can be treated similarly using Remark 3.4. The choice of 2-torsion points gives us the convenience to work with some computations below. Let \( a = \theta_2(0, \tau), b = \theta_3(0, \tau), c = \theta_4(0, \tau) \), where \( \tau = \omega_2/\omega_1 \), we will prove the following:

**Proposition 4.2** Let \( C_\phi \subset \mathbb{P}^2 \) be a smooth plane curve defined by \( \phi = 0 \), where \( \phi(x, y, z) \) is a non-singular homogeneous cubic polynomial. Suppose the line \( y = \alpha x + \gamma z \) intersects \( C_\phi \) at 3 distinct points \( P_1, P_2, P_3 \) with coordinates \( P_i = (1, \alpha + \gamma \beta_i, \beta_i), \beta_i \neq 0 \) so that the corresponding points \( Q_i = \phi(P_i) \) of \( P_i \) on the torus \( \mathbb{C}/(\omega_1\mathbb{Z} + \omega_2\mathbb{Z}) \) are \( \omega_1/2, (\omega_1 + \omega_2)/2 \), and \( \omega_2/2 \), respectively. Denote by \( k = \alpha \lambda_{12} - \lambda_{22} \), then we have the following expressions (up to some constant) for the discriminant \( \Delta_\phi \) of \( \phi \)

\[
\Delta_\phi = \frac{\lambda_{11} \omega_1^2}{2^8 k^2 \pi^{24} (abc)^8} (\beta_1 - \beta_2)^6 (\beta_1 - \beta_3)^6 (\beta_2 - \beta_3)^6
\]

and

\[
\Delta_\phi = 16 \left( \frac{\lambda_{11} \pi \beta_1 \beta_2 \beta_3}{2 k \omega_1} \right)^{12} (abc)^8.
\]

**Proof** By [17, p. 470, 509], we have \( \mathcal{P}'(Q_i) = 0 \) for all \( i \) and

\[
\mathcal{P}(Q_1) = \frac{\pi^2}{3 \omega_1^2} (b^4 + c^4), \quad \mathcal{P}(Q_2) = \frac{\pi^2}{3 \omega_1^2} (a^4 - c^4), \quad \mathcal{P}(Q_3) = -\frac{\pi^2}{3 \omega_1^2} (a^4 + b^4).
\]

Besides, \( \mathcal{P}''(s) = 6(\mathcal{P}(s))^2 - g_2/2 \) with \( g_2 = \frac{2}{3 \omega_1^4} (a^8 + b^8 + c^8) \) as in [17, p. 469]. Thus

\[
\mathcal{P}''(Q_1) = \frac{2 \pi^4 b^4 c^4}{\omega_1^4}, \quad \mathcal{P}''(Q_2) = -\frac{2 \pi^4 a^4 c^4}{\omega_1^4}, \quad \mathcal{P}''(Q_3) = \frac{2 \pi^4 a^4 b^4}{\omega_1^4}.
\]

We also have for each \( i \)

\[
-\frac{\phi_y(P_i)}{(\phi_x + \alpha \phi_y)(P_i)} = \frac{dx}{dy - \alpha x} (P_i) = \frac{R_i'}{(R_i - \alpha R_i')} (Q_i) = \frac{\lambda_{12}}{\lambda_{22} - \alpha \lambda_{12}}.
\]

Now, choose \( \delta = 3 \) to simplify the matrix \( N \) in Corollary 4.1. Let \( k_1 = -\lambda_{12}/k \) and note that \( \theta_1'(0) = \pi abc \) as in [17, p. 507], we have \( n_{ii} = k_1 \beta_i \) and \( n_{13} = n_{31} = 0 \).
Discriminants of cubic…

\[ n_{12}^2 = n_{21}^2 = \frac{\pi^2 (abc)^2 \theta^2 \left( \frac{x}{\tau} \right) (\beta_1 - \beta_2)^2}{\omega_1 k^2 b^2 \theta_1^2 \left( \frac{x}{\tau} \right) \beta_1 \beta_2 \mathcal{P}''(Q_1) \mathcal{P}''(Q_2)} = \frac{\omega_1^6 (\beta_1 - \beta_2)^2}{4k^2 \pi^6 \beta_1 \beta_2 b^4 c^8}, \]

\[ n_{23}^2 = n_{32}^2 = \frac{\pi^2 (abc)^2 \theta^2 \left( \frac{1}{2} \right) (\beta_2 - \beta_3)^2}{\omega_1 k^2 b^2 \theta_1^2 \left( \frac{1}{2} \right) \beta_2 \beta_3 \mathcal{P}''(Q_2) \mathcal{P}''(Q_3)} = -\frac{\omega_1^6 (\beta_2 - \beta_3)^2}{4k^2 \pi^6 \beta_2 \beta_3 a^8 b^4}. \]

Here we use the fact that (see [17, p. 502])

\[ \theta \left( \frac{\tau}{2} \right) = q^{-\frac{1}{2}} a, \theta_1 \left( \frac{\tau}{2} \right) = iq^{-\frac{1}{2}} c, \theta \left( \frac{1}{2} \right) = c, \theta_1 \left( \frac{1}{2} \right) = a \]

with \( q = e^{2\pi i \tau} \). One has \( 1/\beta_i = \lambda_{11} \mathcal{P}(Q_i) + \lambda_{13} \) from (11) and the fact \( R_1(Q_i) = 1/\beta_i \). Therefore,

\[ \frac{\beta_1 - \beta_2}{\beta_1 \beta_2} = \lambda_{11} (\mathcal{P}(Q_2) - \mathcal{P}(Q_1)) = -\lambda_{11} \frac{\pi^2 c^4}{\omega_1^2}, \]

\[ \frac{\beta_1 - \beta_3}{\beta_1 \beta_3} = \lambda_{11} (\mathcal{P}(Q_3) - \mathcal{P}(Q_1)) = -\lambda_{11} \frac{\pi^2 b^4}{\omega_1^2}, \] (12)

\[ \frac{\beta_2 - \beta_3}{\beta_2 \beta_3} = \lambda_{11} (\mathcal{P}(Q_3) - \mathcal{P}(Q_2)) = -\lambda_{11} \frac{\pi^2 a^4}{\omega_1^2}. \]

It can be seen from (12) that \( \lambda_{11} \neq 0 \). Similarly we have \( \lambda_{21} = \alpha \lambda_{11} \) from the identities \( R_2(Q_i) = \alpha / \beta_i + \gamma \). Breaking out the determinant (10), one gets the following expression for \( \phi \) (up to some constant \( \lambda \))

\[ -\beta_1 \beta_2 \beta_3 x^3 + 3 \beta_1 \beta_2 \beta_3 k_1 x^2 y + (\beta_3 n_{12}^2 + \beta_1 n_{23}^2 - 3 \beta_1 \beta_2 \beta_3 k_1^2) x y^2 \]
\[ + k_1 (\beta_1 \beta_2 \beta_3 k_1 - \beta_3 n_{12}^2 + \beta_1 n_{23}^2) y^3 + (\beta_1 \beta_2 + \beta_1 \beta_3 + \beta_2 \beta_3) x^2 z \]
\[ -2k_1 (\beta_1 \beta_2 + \beta_1 \beta_3 + \beta_2 \beta_3) y z x y z + (k_1^2 (\beta_1 \beta_2 + \beta_1 \beta_3 + \beta_2 \beta_3) - n_{12}^2 - n_{23}^2) y^2 z \]
\[ - (\beta_1 + \beta_2 + \beta_3) x z^2 + k_1 (\beta_1 + \beta_2 + \beta_3) y z^2 + z^3. \] (13)

Consequently, \( \text{Res}(\phi_x / \lambda, \phi_y / \lambda, \phi_z / \lambda) = (-432)(\beta_2 - \beta_3)^2 (\beta_1 - \beta_2)^2 n_{23}^2 n_{12}^2 (\beta_1 - \beta_3)^6 (\beta_2 n_{12}^2 - \beta_3 n_{12}^2 - \beta_1 n_{23}^2 + \beta_2 n_{23}^2)^2 \).
The term $\beta_2 n_{12}^2 - \beta_3 n_{12}^2 - \beta_1 n_{23}^2 + \beta_2 n_{23}^2$ is equal to

$$\frac{(\beta_1 - \beta_2)(\beta_2 - \beta_3)\omega_1^6}{4k^2 \pi^6 b^4} \left( \frac{\beta_1 - \beta_2}{c^8 \beta_1 \beta_2} + \frac{\beta_2 - \beta_3}{a^8 \beta_2 \beta_3} \right)$$

$$= - \frac{\lambda_{11} \omega_1^4 (\beta_1 - \beta_2)(\beta_2 - \beta_3)}{4k^2 \pi^4 a^4 c^4},$$

where the later equality comes from (12). Furthermore,

$$(n_{12} n_{23})^4 = \frac{\omega_1^{24} (\beta_1 - \beta_2)^4 (\beta_2 - \beta_3)^4}{2^8 k^8 \pi^{24} (abc)^{16} (\beta_1 \beta_2)^2 (\beta_2 \beta_3)^2} = \frac{\lambda_{11}^4 \omega_1^{16} (\beta_1 - \beta_2)^2 (\beta_2 - \beta_3)^2}{2^8 k^8 \pi^{16} a^8 b^{16} c^8}.$$

The later equality again comes from (12). Hence

$$\Delta_\phi = - \frac{1}{27} \text{Res}(\phi_x, \phi_y, \phi_z) = \frac{\lambda_{11}^{12} \omega_1^{24}}{2^8 k^12 \pi^{24} (abc)^{16} (\beta_1 - \beta_2)^6 (\beta_1 - \beta_3)^6 (\beta_2 - \beta_3)^6}.$$

An alternative form of the discriminant can be established by using (12):

$$\Delta_\phi = 16 \left( \frac{\lambda \lambda_{11}^2 \pi \beta_1 \beta_2 \beta_3}{2k \omega_1} \right)^{12} (abc)^8. \quad (14)$$

This completes the proof of Proposition 4.2.

We now simplify the formula (14) by looking at the relationships between $\lambda$, $\lambda_{11}$, $k$ and $\beta_1 \beta_2 \beta_3$. It can be seen from (13) that $\lambda \beta_1 \beta_2 \beta_3 = -\phi(1, 0, 0)$. The transformation (11) means that if we write

$$x = \lambda_{11} X + \lambda_{12} Y + \lambda_{13},$$

$$y = \lambda_{21} X + \lambda_{22} Y + \lambda_{23}$$

then the affine curve $\phi(x, y, 1) = 0$ will be transformed to a Weierstrass equation $-Y^2 + 4X^3 - g_2 X - g_3 = 0$. In addition, the inverse transformation

$$X = l_{11} x + l_{12} y + l_{13}, \quad Y = l_{21} x + l_{22} y + l_{23}$$

would transform the Weierstrass equation $-Y^2 + 4X^3 - g_2 X - g_3 = 0$ to

$$4l_{11}^3 x^3 + 12l_{11}^2 l_{12} x^2 y + 12l_{11} l_{12}^2 x y^2 + 4l_{12}^3 y^3$$

$$+(12l_{11}^2 l_{13} - l_{21}^2) x^2 + (24l_{11} l_{12} l_{13} - 2l_{21} l_{22}) x y$$

$$+(12l_{12}^2 l_{13} - l_{22}^2) y^2$$

$$+(12l_{11} l_{13}^2 - 2l_{21} l_{23} - l_{11} g_2) x + (12l_{12} l_{13}^2 - 2l_{22} l_{23} - l_{12} g_2) y$$

$$+4l_{13}^2 - l_{23}^2 - l_{13} g_2 - g_3. \quad (15)$$
One can check that $l_{11} = \frac{\lambda_{22}}{D}$, $l_{12} = -\frac{\lambda_{12}}{D}$, $l_{21} = -\frac{\lambda_{21}}{D}$, and $l_{22} = \frac{\lambda_{11}}{D}$ with $D = \lambda_{11}\lambda_{22} - \lambda_{12}\lambda_{21}$. By comparing the coefficients of $x^3$ and $x^2y$ in (13) and (15), we have

$$
\begin{align*}
4l_{11}^3 &= -\lambda \beta_1 \beta_2 \beta_3, \\
12l_{11}^2l_{12} &= 3\lambda \beta_1 \beta_2 \beta_3 k_1.
\end{align*}
$$

Or

$$
\begin{align*}
4\lambda_{22}^3 &= -\lambda \beta_1 \beta_2 \beta_3 D^3, \\
12\lambda_{22}^2\lambda_{12} &= -3\lambda \beta_1 \beta_2 \beta_3 k_1 D^3.
\end{align*}
$$

The second identity shows that $\lambda_{11} = -\frac{4\lambda_{22}^2}{(\lambda \beta_1 \beta_2 \beta_3 D^2)}$. Hence $\lambda \lambda_{11} \beta_1 \beta_2 \beta_3 = -4$ from the first identity. The following result has thus been proved from (14).

**Theorem 4.3** Let $C_\phi$ be a smooth plane cubic curve as in Proposition 4.2. Then the discriminant $\Delta_\phi$ of $\phi$ satisfies

$$
\Delta_\phi = \frac{2^{16}}{(\lambda_{11}\lambda_{22} - \lambda_{12}\lambda_{21})^{12}} \left( \frac{\pi}{\omega_1} \right)^{12} (abc)^8.
$$

Let us look at the example when $\phi$ is given in the Weierstrass form $-y^2 + 4x^3 - g_2x - g_3$. In this case, $\lambda_{11} = \lambda_{22} = 1$ and $\lambda_{12} = \lambda_{21} = 0$. We thus recover the classical formula $\Delta_\phi = 2^{16} \left( \frac{\pi}{\omega_1} \right)^{12} (abc)^8$.

From Remark 3.4, one can also treat the other case where the line $l$ passes through 2-torsion points of $C_\phi$. Furthermore, the set of cubics $\phi$ in the above theorem forms an open dense subset of the space of all ternary cubics and we have thus obtained Theorem 1.2.

**5 Plane quartics and Klein’s formula**

In this section, we provide an overview to a beautiful formula of Klein on plane quartics, which are non-hyperelliptic curves of genus three. More concretely, let $C_F$ be a smooth plane curve over $\mathbb{C}$ given by a quartic $F$, let $\alpha_1, \alpha_2, \alpha_3, \beta_1, \beta_2, \beta_3$ be a symplectic basis of $H_1(C_F, \mathbb{Z})$ and let $\eta_1, \eta_2, \eta_3$ be the classical basis of holomorphic 1-forms of $\Omega^1_{\mathbb{C}}(C_F)$ defined in [12, p. 329]. We construct from these the period matrix $[\Omega_1 \Omega_2]$ whose entries are

$$
(\Omega_1)_{ij} = \int_{\alpha_i} \eta_j \quad \text{and} \quad (\Omega_2)_{ij} = \int_{\beta_i} \eta_j, \quad \text{for } i, j = 1, 2, 3.
$$
Denote by $\tau = \Omega_2^{-1}\Omega_1$, the discriminant $\Delta_F$ of $F$ satisfies the following formula (see [11, p. 72], [12, Theorem 2.2.3]):

$$\Delta_F^2 = \frac{2^{26} \pi^{54}}{(\det \Omega_2)^{18}} \prod_{\delta \text{ even}} \theta_{\delta}(0, \tau). \quad (16)$$

Here $\theta_{\delta}$ is the Riemann theta function with characteristic $\delta = (\delta_1, \delta_2)$, where $\delta_1, \delta_2 \in \{0, 1\}^3$, defined for any $z \in \mathbb{C}^3$ as

$$\theta_{\delta}(z, \tau) = \sum_{n \in \mathbb{Z}^3} \exp 2\pi i \left( \frac{1}{2} (n + \delta_1)^t \tau (n + \delta_1) + (n + \delta_1)^t (z + \delta_2) \right).$$

The product in (16) runs over all 36 even theta characteristics of genus three. The characteristic $\delta$ is called even if the corresponding theta function $\theta_{\delta}$ is an even function in $z$. This formula should be compared with (1) in the cubic case. One can ask if it is possible to use determinantal representations to establish the formula (16) or not? For this, the authors in [13, Corollary 5.3] have obtained determinantal representations for plane quartics described by theta constants. More concretely, they use plane quartics’ bitangents to construct the representations. Thus it might be interesting to explore the problem in this case.
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