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Abstract. Data from high throughput experiments often produce far more results than can ever appear in the main text or tables of a single research article. In these cases, the majority of new associations is often archived either as supplemental information in an arbitrary format or in publisher-independent databases that can be difficult to find. These data are not only lost from scientific discourse, but are also elusive to automated search, retrieval and processing. Here, we use the nanopublication model to make scientific assertions that were concluded from a workflow analysis of Huntington’s Disease data machine-readable, interoperable, and citable. We followed the nanopublication guidelines to semantically model our assertions as well as their provenance metadata and authorship. We demonstrate interoperability by linking nanopublication provenance to the Research Object model. These results indicate that nanopublications can provide an incentive for researchers to expose mass data that is interoperable and machine-readable.
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1 Introduction

The large amount of scientific literature in the field of biomedical sciences makes it impossible to manually access and extract all relevant information for a particular study. This problem is mitigated somewhat by text mining techniques on scientific literature and the availability of public online databases containing (supplemental) data. However, many problems remain with respect to the availability, persistence and interpretation of the essential knowledge and data of a study.

Text mining techniques allow scientists to mine relations from vast amounts of abstracts and extract explicitly defined information [1] or even implicit information [2], [3]. Because most of these techniques are limited to mining abstracts, it is reasonable to assume that information such as tables, figures and supplementary information are overlooked. Moreover, recent attempts to mine literature
for mutations stored in databases, showed that there was a very low coverage of
mutations described in full text and supplemental information [4]. For our case
study, we found that the association that we inferred between the HTT gene,
which mutant form causes Huntington’s Disease, and BAIAP2, a brain-specific
angiogenesis inhibitor (BAI1)-binding protein, was present in a table in a pa-
ter by Kaltenbach et al. [5]. However, it is not explicitly in any abstract which
makes it hard to retrieve from systems such as PubMed. This means that valu-
able findings and intermediate results become lost and are no longer available
to the scientific community for further use.

This is partly remedied by making data public via online databases. However,
this by itself does not guarantee that data can be readily found, understood and
used in computational experiments. This is particularly problematic at a time
when more, and larger, datasets are produced that will never be fully published
in traditional journals. Moreover, there is no well-defined standard for scientists
to get credit for the curation effort that is typically required to make a discovery
and its supporting experimental data available in an online database. We argue
that attribution and provenance are important to ensure trust in the findings and
interpretations that scientists make public. Additionally, a sufficiently detailed
level of attribution provides an incentive for scientists, curators and technicians
to make experimental data available in an interoperable and re-usable way. The
Nanopublication data model [6] was proposed to take all these issues into con-
sideration. Based on Semantic-web technology, the nanopublication model is a
minimal model for publishing an assertion, together with attribution and prove-
ance metadata.

In this paper we present a case study that involves an analysis based on
scientific workflows to help explain gene expression deregulation in Huntington’s
Disease (HD) (E. Mina et al., manuscript in preparation). We show how the
results of this case study can be represented as nanopublications and how this
promotes data integration and interoperability.

The remainder of this paper is organized as follows. Section 2 gives the back-
ground of the Huntington Disease case study. Section 3 explains the nanopub
model for our experimental data. Section 4 demonstrates the potential for data
integration by means of SPARQL queries. In Section 5 we discuss how the pro-
posed model works as a template for similar datasets and how we can further
improve integration in the future. Section 6 concludes the paper.

2 The Huntington’s Disease case study

Huntington’s Disease is a dominantly inherited neurodegenerative disease that
affects 1/10,000 individuals of European origin and thus making it the most
common inherited neurodegenerative disorder [7]. The genetic cause for HD was
already identified in 1993, but no cure has yet been found and the exact mecha-
nisms that lead to the HD phenotype are still not well known. Gene expression
studies revealed massive changes in HD brain that take place even before first
symptoms arise [8]. Our experiment consists of a computational approach to
investigate the relation between HD deregulated genes and particular genomic regions.

There is evidence for altered chromatin conformation in HD [9] and therefore we chose to work with two genomic datasets that are associated with epigenetic regulation, concerning CpG islands in the human genome [10] and chromatin marks mapped across nine cell types [11]. Identifying genes that are associated with these regions and gene deregulation in HD can give insight into chromatin-associated mechanisms that are potentially at play in this disease. We implemented our analysis as a workflow using the Taverna workflow management system [12, 13]. As input we used gene expression data from three different brain regions from normal and HD-affected individuals [14]. We tested for gene differential expression (DE) between controls and HD samples in the most highly affected brain region, caudate nucleus, and we integrated this data with the two epigenetic datasets that are publicly available via the genome browser [15].

We decided to model and expose as nanopublications two assertions from the results of our workflow: 1) deregulated genes in HD that we therefore associate with the disease and 2) genes that overlap with a particular genomic region. Note that these natural language statements would typically be used in a caption for a figure, table or supplemental information section to describe a dataset in a traditional publication. Considering the problems with automatic retrieval and interpretation of such data, we aim to expose these assertions in a way that is more useful to other scientists (for example to integrate our results with their own data). Moreover, we have to give provenance containing the origin and experimental context for the data in order to increase trust and confidence. The next section shows in detail how we do this with nanopublications.

3 The nanopublication model

The nanopublication guidelines document [6] provides details of the nanopublication schema and recommendations for constructing nanopublications from Life Science data. The schema defines that a nanopublication consists of three parts, each implemented as a RDF model in a named graph: assertion, provenance and publication information. The assertion graph contains the central statement that the author considers valuable (publishable) and for which she would like to be cited (attribution). It should be kept as small as possible in accordance with the guidelines. The provenance graph is used to provide evidence for the assertion. It is up to the author to decide how much provenance information to give, but in general, more provenance will increase the trustworthiness of the assertion, and thus the value of the nanopublication. The publication info graph provides detailed information about the nanopublication itself: creation date, licenses, authors and other contributors can be listed there. Attribution to curators and data modelers are part of the nanopublication design to incentivize data publishing. Our nanopublications are stored in the AllegroGraph triple store [16] for which the SPARQL endpoint and browsable user interface is available here: http://agraph.biosemantics.org/catalogs/ops/repositories/HD_GDE_genomic_overlap
Logging in with username “test” and password “tester” will show the queries used in this paper under the menu “Queries → Saved”.

3.1 Assertion

As authors of this nanopublication, we wish to convert the following natural language statements to RDF: “gene X is associated with HD, because it was found to be deregulated in HD” and “gene Y is associated with a promoter, and this promoter overlaps with a CpG island and/or a particular chromatin state”, and we wish to refer to the experiment by which we found these associations. We decided to model our results into two nanopublications. By further subdividing those statements, we see the RDF triple relations appear naturally:

Nanopublication assertion 1:

1. There is a gene disease association that refers_to gene X and Huntington’s Disease

Nanopublication assertion 2:

1. Gene Y is associated_with promoter Z
2. Promoter Z overlaps_with a biological region

![Fig. 1: Differential gene expression assertion model](image)

The assertion templates for our models are shown in Figure 1 and Figure 2. For some of the terms in these statements we found several ontologies that defined classes for them. For example, “promoter”, “gene”, and “CpG island”

---

3 in our case the biological region is: CpG island or one of the chromatin states, active /weak /poised promoter or heterochromatic (see Figures 1,2)
Fig. 2: Genomic overlap assertion model. Orange diamonds refer to a RDF resource that was defined by this nanopublication, whereas the gene (pink diamond) is defined by a bio2rdf resource. The Semanticscience Integrated Ontology (SIO) and Sequence Ontology (SO) were used for the predicates overlaps_with and associated_with.

appear (among others) in the following ontologies: NIF Standard ontology (NIF-STD), NCI Thesaurus (NCI) and the Gene Regulation Ontology (GRO)\(^4\). We chose to use NIFSTD for HD, because it covers an appropriate domain and it uses the Basic Formal Ontology (BFO), which can benefit data interoperability and OWL reasoning (e.g. for checking inconsistencies).

We chose to use bio2rdf instances for the associated genes [17] because they provide RDF with resolvable resource URIs for many different biomedical resources. To describe the gene-disease association linked with altered gene expression we used the class with that label from the SemanticScience Integrated Ontology (SIO) [18]. The SIO predicate “refers to” was used to associate each differentially expressed gene with HD. There were also terms that we did not find in an available ontology. These were the ones that described the type of the chromatin state that a promoter of a gene can be in, “active promoter state”, “weak promoter state”, “poised promoter state” and “heterochromatic”. We decided to create our own classes to describe these terms. Being aware of interoperability issues, we defined them as subtypes of classes in the Sequence Ontology (SO). We defined the class “chromatin_region” as a subclass of “biological_region” in SO. We defined another class “chromatin_state” as a subclass of “feature_attribute”. Subclasses of “chromatin_state” are the states “active_promoter”, “weak_promoter”, “poised_promoter” and “heterochromatic”, Figure 3. The definition for the classes we created is presented in Table 1. We

\(^4\) All ontologies mentioned in this paper are available through http://bioportal.bioontology.org/ontologies
also defined an object property “has_state” which has domain chromatin and range “chromatin_state”.

For the predicates we considered the use of the Relation Ontology (RO), because its use of BFO. However, we found that the OWL domain and range specifications did not match our statements. Instead of extending RO with the appropriate predicates, which could be better for interoperability and reasoning in the long term, we decided to use predicates from the also popular Sequence Ontology (SO) and Semanticscience Integrated Ontology (SIO) [18] that also seemed appropriate for our assertions. This is a typical trade-off between quality and effort that we expect nanopublishers will have to make frequently. We can
justify this for two reasons: 1) releasing experimental data as linked open data using any standard ontology is already a huge step forward from current practice and 2) interoperability issues at the ontology level is a shared responsibility with ontology developers and curators who provide mappings between ontologies and with higher level ontologies.

3.2 Provenance

In the provenance section of the nanopublication we would like to capture as accurately as possible where the assertion came from and what the conditions of our experiment were. In our case the experiment is in-silico: a workflow process that combines existing data sources to expose new associations. Details and references to the original datasets, the workflow process itself and the final workflow output are interesting provenance as they increase trust in the assertion and make it possible to trace back the results of the experiment.

An extra benefit of using workflows is that provenance information can be automatically generated by the workflow system and additional tools can be used to associate a workflow with additional metadata and resources. We used Taverna to build and execute our workflows [12]. Taverna provides an option to export the provenance of a workflow execution in prov-o [19]. On top of this, models, tools, and guidelines are being developed for bundling workflows with additional resources in the form of workflow-centric Research Objects (ROs) [20]. Additional resources may include documents, input and output data, annotations, provenance traces of past executions of the workflow, and so on. ROs enable in silico experiments to be preserved, such that peers can evaluate the method that led to certain results, and a method can be more easily reproduced and reused. Similar to nanopublications, the RO model is grounded in Semantic Web technologies [21]. It is comprised by a core ontology and extension ontologies. The core ontology reuses the Annotation Ontology (AO) and the Object Reuse and Exchange (ORE) model to provide annotation and aggregation of the resources. The extension ontologies keep track of the results and methods of an experiment (wfprov), provide the descriptions of scientific workflows (wfdesc) and capture the RO evolution process (roevo) [22]. ROs extend the already existing functionality of myExperiment packs. We created ROs using the RO repository sandbox, which offers a user friendly interface for creating ROs either by importing an already existing pack from myExperiment, or uploading a .zip archive or creating a research object manually [23].

An overview of the connection between the Nanopublication model and the RO is given in Figure 4. In the nanopublication provenance graph we include a simple provenance model that describes the context of the workflow process: in particular the relation of the nanopublication assertions as the origin of the experiment outputs. Note that the workflow activity links to the RO and each of the input/output entities link to the corresponding entity in the RO. This way, the nanopublication provenance serves as a proxy for the RO, such that larger nanopublication collections can be queried without downloading all ROs. Moreover, we increase interoperability by using the standard Prov-o ontology in
Fig. 4: Connecting nanopublication (top) and ResearchObject (bottom)

the nanopublication provenance, to which the RO ontology is aligned. Furthermore we increase the semantics of the input/output entities by using the domain specific Process ontology [24]. In summary, the strength of linking the entities in a nanopublication provenance to a RO, is to augment the experimental context information which is key evidence for the statement made in the assertion.

3.3 Publication information

In this section we capture details that is required for citation and usage of the nanopublication itself. The authors of the nanopublication and possible contributors are described here, and represented by a unique research identifier to
account for author ambiguity. The timestamp of the nanopublications creation is also recorded in this part, as well as versioning details. Finally, information about usage rights and licence holders is included.

4 Data integration

Because the nature of biological data is by default complex, data interoperability is a challenge. The choice of Semantic Web standards for the implementation of Nanopublications facilitates interoperability. In HD research, diverse working groups recruit a variety of disciplines that produce data encompassing brain images, gene expression profiles in brain and blood, genetic variation, epigenome data, etcetera, with the common goal to identify biomarkers to develop effective treatment to slow down disease progression. Nanopublications provide an incentive to expose this data such that we can more easily combine them with each other. Following standardized templates to model information ensures data interoperability that can facilitate complex queries for discovering new information. In addition, the attached provenance information will give necessary information related to the experiment, to ensure trust but also to be able to reuse the scientific protocol and replicate the results. We applied simple sparql queries to our set of nanopublications to demonstrate how data integration with nanopublications can occur in practice. These canned queries are stored in our nanopublication store and the user can browse and execute them using the login account mentioned previously in this paper.

Storing data in RDF format provides an easy way for data integration because of the use of same URIs, something that is not guaranteed in relational databases. This saves a lot of effort from taking the time to understand and map external data sources in order to join information and retrieve the results that are related to our query. To check and reassure the interoperability of our nanopublications we did a simple integration query with the bio2rdf resource (see Figure 5 and Figure 6). Our goal was to query for all drug targets that are associated with a set of genes that is differentially expressed in HD and overlaps with CpG islands. Using the gene_ID of our set of genes in the bio2rdf endpoint, we can list all predicates associated with those gene ids and retrieve the gene nomenclature for each of them. This can be then used to query drugbank and retrieve drugtargets and drugnames.

5 Discussion

In this paper we presented an example case study for exposing Life Science data into machine readable associations, along with their provenance metadata and publication information. The process of nanopublication modeling is a one-time effort, which can be greatly simplified by using examples or templates. The nanopublication models presented in this paper can serve as templates to expose similar assertions. For example, the investigation of gene differential expression under specific conditions is a very common analysis and those results
Fig. 5: Retrieving drug targets and drug names from drugbank that corresponds to our set of differentially expressed genes in Huntington's Disease that overlaps with CpG islands. **Query A**: retrieve all gene IDs of deregulated genes of which the promoter overlaps with a CpG island. **Query B**: given a set of gene nomenclature names, query drugbank to retrieve drug targets and given those drug targets obtain drugResource and from drugResource get the drugName.

could also be modeled based on our template for gene differential expression. We demonstrated reusability of our own template by exposing 5 different types of nanopublications, concerning genomic overlaps using the corresponding template. Vice versa, the reuse of templates improves interoperability of scientific results beyond the interoperability that RDF already provides. Therefore templates facilitate and encourage scientists to make their own discoveries public and therefore help to make large amounts of experimental results accessible while giving evergrowing data integration opportunities.

In Section 4 we presented examples of nanopublication integration on the assertion level in order to combine and extract information that is stored in our nanopublication store, but also in other triple stores (bio2rdf geneID, bio2rdf drugbank). In addition to that, nanopublications can facilitate even more sophisticated queries to integrate data based on their provenance information. For example, we could query for genes that are differentially expressed in Huntington's Disease, in both blood and brain tissue to identify potential blood biomarkers that could be used in brain. Querying provenance information could also relate to the methodology that was used as for example to retrieve all other nanopublications that have been using our workflow implementation. Another option could be to use the information stored in the publication info graph and retrieve information related to that. This way, we could determine the most frequently cited nanopublication creators and authors, for example in order to calculate some kind of impact factor.
Fig. 6: The example SPARQL query that retrieves drug targets and drug names from Drugbank that are associated with the genes that we identified as differentially expressed in Huntington’s Disease and overlapping with CpG islands. Red: query A from Figure 5; blue and green: query B of the same figure.

We would like to comment on nanopublications regarding the issue of reproducibility (and lack-thereof) in traditional journal publications. For example Ioannidis et al., pointed out that they could not reproduce the majority of the 18 articles they investigated describing results from microarray experiments, including selected tables and figures [25]. Nanopublication does not guarantee full reproducibility, but at least – as a model for combining data with attribution and provenance in a digital format – it makes it possible to trace the origin of scientific results. The provenance section of a nanopublication ties the results (the nanopub assertion) to a description of an experiment and the associated materials, conditions and methods. In our case, we elaborated the proveanance with the Research Object model, showing that Nanopublication enables reuse of provenance information that may be already available. However, deciding the amount and relevance of provenance information to be included in the nanopublication remains to be decided by the nanopublication author.

Finally, we provided an endpoint that can give access to our nanopublication store. However, this implies that the user is already aware of the online location of this endpoint and is familiar with SPARQL. The Semantic Web implementation of the Nanopublication concept by itself does not provide a complete solution to their discoverability. Therefore, we argue that future work on tools for nanopublication should include a registry that permits easy discovery and use of nanopublications. Furthermore, we are working with the nanopublication community on the definition of a nanopublication API to further facilitate the
development of tools such as for creating, browsing and querying nanopublications.

6 Conclusion

To date there is an enormous amount of valuable information that has been produced by expensive experiments, but remains lost in databases and other repositories that are not easily accessed or processed automatically. This results not only in replicating experiments that have already been performed, but also in preventing all those associations from being tested or reused for building new hypotheses. This paper presents a method that enables life scientists to (i) expose the results from an analysis as scientific assertions, (ii) claim these as their contribution and (iii) provide provenance of the analysis as reference for the claimed assertions. We demonstrated an example from research in Huntington’s Disease. In addition, we presented simple examples of nanopublication integration in the context of HD, and examples of how nanopublications can facilitate more sophisticated queries, integrating datasets from different research domains. The models for these nanopublications can be used as templates to create similar nanopublications, while the extension to the RO model can also be used to aggregate resources from other experiments that do not involve scientific workflows. Nanopublication provides an incentive for scientists to expose the results from individual experiments. This ultimately facilitates research across datasets that we anticipate will provide new insights about disease mechanisms. Research can become more efficient and go beyond monolithic journal publication [26].
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