Note on quantitatively correct simulations of the kinetic beam-plasma instability
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A large number of model particles is shown necessary for quantitatively correct simulations of the kinetic beam-plasma instability with the clouds-in-cells method. The required number of particles scales inversely with the expected growth rate, as in the kinetic regime only a narrow interval of beam velocities is resonant with the wave.
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Beam-plasma interaction plays an important role in various physical phenomena such as transport of relativistic electrons in the fast ignition scheme of inertial fusion, gamma-bursts, solar type II and III radio bursts, and collisionless shock waves in the space plasma (see review [1] and references therein). Also, beam-plasma collective interaction determines the efficiency of turbulent plasma heating [2, 3] and electromagnetic emission [4–7] in fusion-oriented mirror traps.

One of the most popular and effective tools for theoretical studies of the beam-plasma interaction is numerical simulations by the Particle-In-Cell (PIC) method. At present there is a great number of one-, two-, and three-dimensional PIC codes developed. These codes are used to reproduce fine details of the complex chain of intermediary processes that lead to plasma heating or electromagnetic radiation. The beam densities of interest \( n_b \) are usually much smaller than the plasma density \( n_p \). For the fast ignition problem, the electron beams are relatively dense \( n_b/n_p \sim 0.1 \) [8, 10]. Weakly relativistic beams with \( n_b/n_p \sim 10^{-4} \div 10^{-3} \) are interesting for mirror traps [11–13]. Non-relativistic beams of very low density, \( n_b/n_p \sim 10^{-8} \div 10^{-5} \) are of interest for radiation generation in solar radio bursts [13], though simulated with higher beam densities because of code limitations [14–17]. The numerical study usually begins from the linear stage of the beam-plasma instability, so the quantitatively correct simulation of this stage at low beam densities is important for the whole process.

There are many realizations of the PIC method that differ in the algorithm of charge and current evaluation from positions of model particles. This algorithm is usually referred to as the shape function. One of the simplest shape functions is the triangular one also called Clouds-In-Cells (CIC) or linear interpolation [18]. This shape function is still widely used [14, 19–25] in spite of availability of more accurate algorithms [26–27].

In this paper we show that an uncommonly large number of model particles is necessary for quantitatively correct simulations of the kinetic beam-plasma two-stream instability with the CIC method. The smaller the growth rate the more particles are needed. If the number of particles is insufficient, then the results are only qualitatively correct, that is the beam-plasma system behaves realistically, but the growth rate is underestimated. To prove this statement, we simulate various regimes of the two-stream instability with a rather typical three-dimensional CIC code and compare the simulated growth rates with analytically obtained values.

We solve Vlasov equations for ions and electrons and Maxwell equations for the fields by the method described in Ref. [28]. The units of measure are: the electron mass \( m_e \) for masses, the light velocity \( c \) for velocities, the elementary charge \( e \) for charges, the unperturbed plasma density \( n_0 \) for densities, the inverse electron plasma frequency \( \omega_p^{-1} = (4\pi n_0 e^2/m_e)^{-1/2} \) for times, and the wave-breaking field \( E_0 = m_e c \omega_p/e \) for fields. This normalization is commonly used in plasma wavefield acceleration and relativistic beam studies. The Vlasov equations are solved with the PIC method, that is we follow trajectories of macro-particles in the six-dimensional phase space with the leapfrog scheme:

\[
\begin{align*}
P^{m+1/2} - P^{m-1/2} &= \frac{q}{\tau} \left( E^m + \frac{v^{m+1/2} + v^{m-1/2}}{2} B^m \right), \quad (1) \\
\frac{r^{m+1} - r^m}{\tau} &= v^{m+1/2}, \quad (2)
\end{align*}
\]

where \( \tau \) is the time step, the superscripts denote the time slices, and other notation is common. The fields are obtained with Langdon-Lasinski scheme [29]:

\[
\begin{align*}
B^{m+1/2} - B^{m-1/2} &= -\text{rot}_h E^m, \quad (3) \\
\frac{E^{m+1} - E^m}{\tau} &= \text{rot}_h B^{m+1/2} - J^{m+1/2}. \quad (4)
\end{align*}
\]

Here \( \text{rot}_h \) is the curl operator defined in the grid space [28, p. 169]. The vectors of electric and magnetic fields are computed on shifted grids:

\[
B^{m+1/2} = (B^x_{i+1/2,j,l}, B^y_{i,j+1/2,l}, B^z_{i,j,l+1/2})^{m+1/2},
\]
\[ E^m = (E_{x,j+1/2,l+1/2}^m, E_{x+1/2,j,l+1/2}^m, E_{x+1/2,j+1/2,l}^m, E_{x,j+1/2,l+1/2}^m, E_{x+1/2,j+1/2,l}^m, E_{x+1/2,j+1/2,l+1/2}^m, E_{x,j+1/2,l+1/2}^m, E_{x+1/2,j,l+1/2}^m) \]

\[ j^{m+1/2} = (j_{x,j+1/2,l+1/2}^m, j_{x+1/2,j,l+1/2}^m, j_{x+1/2,j+1/2,l}^m, j_{x,j+1/2,l+1/2}^m, j_{x+1/2,j+1/2,l}^m, j_{x+1/2,j+1/2,l+1/2}^m) \]

Here the subscripts denote the position on the spatial grid, and superscripts \( x, y, z \) are components of vectors. The scheme gives the second order of approximation in space and time.

As we aim at precise comparison of the growth rates, special care is taken to simulate the instability in its clear-cut form. The electron beam velocity distribution is

\[ f(v_z) = \frac{1}{\sqrt{2\pi} \Delta v} \exp \left( \frac{(v_z - v_0)^2}{2\Delta v^2} \right) \]

with \( v_0 = 0.2 \). The width of the simulation area is taken small to make the instability one-dimensional. The length \( L_x \) of the simulation area is determined by the wavenumber \( k_x \) of the mode of interest, \( L_x = 2\pi/k_x \), so that the periodic boundary conditions select only one unstable mode out of the continuous spectrum typical for the infinite plasma. To avoid generation of the magnetic field by the uncompensated beam current, we initiate model particles in quadruplets. Each quadruplet consists of one beam electron initiated with a purely longitudinal velocity \( v_z \) in accordance with \( \frac{L_s}{l_p} \), two plasma electrons with equal longitudinal velocities exactly compensating the beam current and opposite transverse velocities, and a plasma ion that exactly compensates the charge of the first three. The quadruples have the uniform random distribution over the simulation area. The required density ratio is ensured by weighting model particles. The transverse temperature of plasma electrons of the order of 0.5 eV is chosen by try and error to suppress beam filamentation and have no visible effect on the longitudinal two-stream instability. The ion mass is 1836 (hydrogen). The spatial grid is \( 4 \times 4 \times 100 \) nodes, the time step \( \tau = 0.001 \). The grid size depends on the length of simulation window and is close to 0.01. The number of beam model particles in the cell \( l_p \) is the variable parameter dependence on which is under study.

For benchmarking, we use the growth rates obtained by exact numerical solution \[26\] of the beam-plasma dispersion relation in the one-dimensional case for several beam densities \[11\]. These known values \( \gamma \) are then used for accuracy evaluation of the growth rates \( \gamma_{1,2} \) obtained from PIC simulations.

We tested two methods of growth rate calculation on the basis of simulation output. Inherently, both of them are methods of early identification of the unstable wave. The first method is based on the exponential growth of the unstable wave energy \( W \propto e^{2\gamma t} \). The formula

\[ \gamma = \frac{1}{2} \frac{\partial}{\partial t} \ln W \]

applied to simulation results becomes

\[ \gamma_1 = \frac{1}{2} \frac{\partial}{\partial t} \ln \left( \sum_{i,j,l=1}^{n_x,n_y,n_z} E^2(i,j,l,t) \right), \]

where \( n_x \) is the number of grid nodes in the direction \( s \) (\( s = x, y, z \)), and we used the obvious fact that the electric field energy grows with the same exponent as the total energy of the wave. Formula \[7\] turned out to be not the optimum one, as the whole spectrum of noise fields contributes the field energy and hampers identification of small growth rates.

The second method relies on the growth of a particular Fourier harmonic of the longitudinal electric field:

\[ \gamma_2 = \frac{1}{2} \frac{\partial}{\partial t} \ln \left[ \left( \sum_{i,j,l=1}^{n_x,n_y,n_z} E_z(i,j,l,t) \cos \left( \frac{2\pi l}{n_z} \right) \right)^2 + \left( \sum_{i,j,l=1}^{n_x,n_y,n_z} E_z(i,j,l,t) \sin \left( \frac{2\pi l}{n_z} \right) \right)^2 \right]. \]

This method is more noise resistant, as all spatial harmonics of the noise field are ignored except one.

To demonstrate main findings, we take three test cases \[9\] which correspond to hydrodynamic (1), transition (2), and kinetic (3) regimes of the two-stream instability. These regimes differ in beam fraction affected by the instability. In the hydrodynamic regime, the whole beam couples to the unstable wave. In the kinetic regime, only a small fraction of beam particles participates in wave excitation which is contained in a narrow velocity interval.

| Case | 1 | 2 | 3 |
|------|---|---|---|
| Beam density, \( n_b \) | 0.002 | 0.002 | 0.0002 |
| Beam velocity spread, \( \Delta v/v_0 \) | 0.035 | 0.14 | 0.14 |
| Length of simulation area, \( L_s \) | 1.2566 | 1.1424 | 1.1424 |
| Expected growth rate, \( \gamma \) | 0.0706 | 0.0221 | 0.00256 |

The hydrodynamic regime is the easiest for simulations, so we use it to compare two methods of growth rate evaluation. Shown in Fig. \[1\] are the quantities contained in square brackets in \[7, 8\]; we denote them \( W_1 \) and \( W_2 \), respectively. The total energy \( W_1 \) has much shorter time interval of the exponential growth because of the higher level of the noise energy. Even though the plasma is initially cold, it is rapidly heated to the same equilibrium level \[26\] which depends on computational parameters. As a consequence, it is much more difficult to identify the unstable wave with the first method and find its growth rate. Therefore we use the second method of wave identification in what follows.

In transition and kinetic regimes, the exponential growth with the correct growth rate is observed for large number of particles in cell only \( \text{Fig.} \[2\] \): \( l_p \gtrsim 250 \) for the regime 2 and \( l_p \gtrsim 2500 \) for the regime 3. To check whether the wave is simulated incorrectly at small \( l_p \), we plot phase portraits of the beams perturbed by the grown wave in Fig. \[3\] These graphs are produced by
Figure 1. (Color online) The total field energy $W_1$ (a), the energy of the unstable harmonic $W_2$ (b), and the corresponding growth rates (c,d) for the hydrodynamic instability regime simulated with different numbers of beam macro-particles. Dashed straight lines correspond to the expected growth rate; in fragments (a,b) these lines are shifted horizontally for better visibility.

Figure 2. (Color online) The energy of the unstable harmonic $W_2$ (a,b), and the corresponding growth rates (c,d) for the transition (a,c) and kinetic (b,d) instability regimes simulated with different numbers of beam macro-particles. Dashed straight lines correspond to the expected growth rate; in fragments (a,b) these lines are shifted horizontally for better visibility.
drawing only those beam particles which initial velocity falls within selected equidistant intervals. At \( t = 0 \) these particles form equidistant horizontal lines on the phase plane. As the instability develops, these lines curl up into the well known eye-like pattern from which the separatrix is clearly seen. If the number of model particles is insufficient, then the pattern is distorted. This means the incorrect growth rate comes from inaccurate simulations rather than from imperfect identification method.

Note that the necessary total number of model particles participating in formation of the eye-like structure is the same in regimes 2 and 3, about \( 2 \cdot 10^5 \). Simulation series conducted with different grid sizes and simulation areas of different widths indicate that it is the total number of particles in the resonance area of the wave which determines whether the growth rate is correct or not. By the resonance area we mean one wave period in length, the whole wave packet in transverse dimensions, and the velocity interval

\[
\delta v_z \approx 14\gamma/k_s, \tag{9}
\]

which is the theoretically predicted [11] width of the separatrix at the highest (nonlinearly saturated) wave amplitude. Thus we can formulate the necessary condition for quantitatively correct three-dimensional simulations of the kinetic two-stream instability by the CIC method. The number of beam model particles resonant with the wave must be \( \sim 10^5 \) or higher.

Let us re-formulate the drawn conclusion in terms of particles in cell. The considered resolution (100 grid points per wave period) is rather typical for PIC simulations. Assuming the wave packet width is \( \sim k_s^{-1} \) in both transverse directions (or 16 grid points), we find that \( 2 \cdot 10^5/100/16^2 \sim 10 \) particles in cell are sufficient, if the whole beam interacts with the wave in a wide simulation area. If, however, the instability is in the kinetic regime, and only a small fraction \( \varepsilon \) of beam particles is expected to interact with a wave packet, then the required number of particles in cell is \( \sim 10/\varepsilon \). We deliberately leave the main message of the paper in this loose form, since the exact criterion may differ for different problems and different realizations of the PIC method.

This work is supported by The Ministry of education and science of Russia (grant RFMEFI61914X0003) and by RFBR (grants 14-02-00294 and 14-07-00241).

[1] A. Bret, L. Gremillet, and M.E. Dieckmann, Phys. Plasmas 17, 120501 (2010).
[2] I.V. Timofeev, K.V. Lotov, Phys. Plasmas 13, 062312 (2006).
[3] A. Burdakov, A. Arzhannikov, V. Astrelin, V. Batkin, V. Burmasov, G. Derevjankin, V. Ivanenko, I. Ivanov, M. Ivantsivsivy, I. Kandaurov, V. Konyukhov, K. Kuklin, S. Kuznetsov, A. Makarov, M. Makarov, K. Mekler, S. Polosatkin, S. Popov, V. Postupaev, A. Rovenskikh, A. Shoshin, S. Sinitsky, V. Stepanov, Yu. Sulyaev, Yu. Trunyov, L. Vyacheslavov, and Eh. Zubaev, Fusion Sci. Technol. 55(2T), 63 (2009).
[4] M.K.A. Thumm, A.V. Arzhannikov, V.T. Astrelin, A.V. Burdakov, I.A. Ivanov, P.V. Kalinin, I.V. Kandaurov, V.V. Kurkuchekov, S.A. Kuznetsov, M.A. Makarov, K.I. Mekler, S.V. Polosatkin, S.A. Popov, V.V. Postupaev, A.F. Rovenskikh, S.L. Sinitsky, V.F. Sklyarov, V.D. Stepanov, Yu.A. Trunev, I.V. Timofeev, L.N. Vyacheslavov, Journal of Infrared, Millimeter, and Terahertz Waves 35, 81 (2014).
[5] V.V. Postupaev, A.V. Burdakov, I.A. Ivanov, V.F. Sklyarov, A.V. Arzhannikov, D.Ye. Gavrileno, I.V. Kandaurov, A.A. Kasatov, V.V. Kurkuchekov, K.I. Mekler, S.V. Polosatkin, S.S. Popov, A.F. Rovenskikh, A.V. Sudnikov, Yu.S. Sulyaev, Yu.A. Trunev and L.N. Vyacheslavov, Phys. Plasmas 20, 092304 (2013).
[6] I.V. Timofeev, Phys. Plasmas 19, 044501 (2012).
[7] A.V. Arzhannikov and I.V. Timofeev, Plasma Phys. Control. Fusion 54, 105004 (2012).
[8] L. Gremillet, D. Benisti, E. Lefebvre, A. Bret, Phys. Plasmas 14, 040704 (2007).
[9] A. Karmakar, N. Kumar, A. Pukhov, O. Polomarov, G. Shvets, Phys. Rev. E 80, 016401 (2009).
[10] X. Kong, J. Park, C. Ren, Z.M. Sheng, J.W. Tonge, Phys. Plasmas 16, 032107 (2009).
[11] K.V. Lotov, A.V. Terekhov, I.V. Timofeev, Plasma Phys. Reports 35, 518 (2009).
[12] I.V. Timofeev, A.V. Terekhov, Phys. Plasmas 17, 083111 (2010).
[13] I.V. Timofeev, Phys. Plasmas 19, 042108 (2012).
[14] D. Tsiklauri, Phys. Plasmas 18, 052903 (2011).
[15] T. Rhee, C.-M. Ryu, M. Woo, H.H. Kaang, S. Yi, P.H.
Yoon, Astrophys. Journal 694, 618 (2009).
[16] S. Yi, T. Rhee, C.-M. Ryu, P.H. Yoon, Phys. Plasmas 17, 122318 (2010).
[17] K. Sauer and R.D. Sydora, Plasma Phys. Control. Fusion 54, 124045 (2012).
[18] C. K. Birdsall and D. Fuss, J. Comput. Phys. 3, 494 (1969).
[19] G. Lapenta, S. Markidis, J. Comput. Phys. 230, 7037 (2011).
[20] S. Markidis, P. Henri, G. Lapenta, K. Ronnmark, M. Hamrin, Z. Meliani, E. Laure, J. Comput. Phys. 271, 415 (2014).
[21] M.E. Innocenti, G. Lapenta, S. Markidis, A. Beck, A. Vapirev, J. Comput. Phys. 238, 115 (2013).
[22] F. Rossi, P. Londrillo, A. Sgattoni, S. Sinigardi, and G. Turchetti, Towards robust algorithms for current deposition and dynamic load-balancing in a GPU particle in cell code. AIP Conf. Proc. 1507, 184 (2012).
[23] P. Yu, X. Xu, V. K. Decyk, S. F. Martins, F. S. Tsung, J. Vieira, R. A. Fonseca, W. Lu, L. O. Silva, and W. B. Mori, Modeling of laser wakefield acceleration in the Lorentz boosted frame using OSIRIS and UPIC framework. AIP Conf. Proc. 1507, 416 (2012).
[24] O. Polomarov, A. B. Sefkow, I. Kaganovich, and G. Shvets, Computationally efficient description of relativistic electron beam transport in collisionless plasma. Phys. Plasmas, v.14 (2007), p.043103.
[25] D.V. Rose, T. C. Genoni, D. R. Welch, E. A. Startsev, and R. C. Davidson, Two-stream instability analysis for propagating charged particle beams with a velocity tilt. Phys. Rev. ST Accel. Beams 10, 034203 (2007).
[26] R. Hockney and J. Eastwood, Computer Simulation using Particles (Taylor & Francis, New York, 1988).
[27] C. K. Birdsall, A. B. Langdon, V. Vehedi, and J. P. Verboncoeur, Plasma Physics via Computer Simulations (Adam Hilger, Bristol, 1991).
[28] Grigoriev, Yu., Vshivkov, V., Fedoruk, M., (2002). Numerical <particle-in-cell> methods: theory and applications. De Gruyter, pp.166–172.
[29] K.S.Yee, IEEE Trans. Antennas and Propagation 14(3), 302 (1966).
[30] K.V. Lotov and I.V. Timofeev, Vestnik NSU, Series Physics 3(1), p.62 (2008) (in Russian, translated in arXiv:1408.2349 [physics.plasm-ph]).